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Ant Colony Optimization (ACO) is the best example of how studies aimed at 
understanding and modeling the behavior of ants and other social insects can provide 
inspiration for the development of computational algorithms for the solution of 
difficult mathematical problems. Introduced by Marco Dorigo in his PhD thesis (1992) 
and initially applied to the travelling salesman problem, the ACO field has experienced 
a tremendous growth, standing today as an important nature-inspired stochastic 
metaheuristic for hard optimization problems.
This book presents state-of-the-art ACO methods and is divided into two parts: (I) 
Techniques, which includes parallel implementations, and (II) Applications, where 
recent contributions of ACO to diverse fields, such as traffic congestion and control, 
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Scientists have long been interested in understanding the behavior of ants and other social
insects that, in spite of the relative simplicity of each individual, are able to collectively accom‐
plish complex tasks required by the survival of the colony. For instance, biologists have shown
that behavior at the colony level, such as foraging, can be explained via the concept of stigmer‐
gy, a form of indirect communication mediated by modifications of the environment.
Ant Colony Optimization (ACO) is thus one of the best examples of how studies aimed at
modeling such complex natural systems can provide inspiration for the development of
computational algorithms for the solution of hard mathematical problems. The first ACO
system, inspired by the observation of pheromone trails, was introduced by Marco Dorigo
in his Ph.D. thesis (1992) and initially applied to the travelling salesman problem. Since
then, the field has experienced a continuous growth, with the development of many ACO
variants, the organization of specialized conferences and scientific journals, and the emer‐
gence of several successful applications. Today ACO stands as an important nature-inspired
stochastic metaheuristic for many difficult optimization problems.
This book is divided into two parts: (I) Techniques, and (II) Applications, and presents state-
of-the-art ACO methods and recent contributions to diverse fields, such as traffic congestion
and control, structural optimization, manufacturing, and genomics.
I would like to thank all contributing authors for their effort in preparing their chapters, and
to acknowledge the assistance provided by the InTech Publishing Process Managers Mr.
Marijan Polic, Mr. Vedran Greblo, and Mr. Dejan Grgur during the entire editing process of
this book.
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1. Introduction
Over the past decades, there is an explosion of data composed by huge information, because
of rapid growing up of computer and database technologies. Ordinarily, this information is
hidden in the cast collection of raw data. Because of that, we are now drowning in informa‐
tion, but starving for knowledge [1]. As a solution, data mining successfully extracts knowl‐
edge from the series of data-mountains by means of data preprocessing [1]. In case of data
preprocessing, feature selection (FS) is ordinarily used as a useful technique in order to reduce
the dimension of the dataset. It significantly reduces the spurious information, that is to say,
irrelevant, redundant, and noisy features, from the original feature set and eventually retain‐
ing a subset of most salient features. As a result, a number of good outcomes can be expect‐
ed from the applications, such as, speeding up data mining algorithms, improving mining
performances (including predictive accuracy) and comprehensibility of result [2].
In the available literature, different types of data mining are addressed, such as, regression,
classification, and clustering [1]. The task of interest in this study is classification. In fact,
classification problem is the task of assigning a data-point to a predefined class or group
according to its predictive characteristics. In practice, data mining for classification techni‐
ques are significant in a wide range of domains, such as, financial engineering, medical diagnosis,
and marketing.
In details, FS is, however, a search process or technique in data mining that selects a sub‐
set of salient features for building robust learning models, such as, neural networks and
decision trees.  Some irrelevant and/or redundant features generally exist  in the learning
data that not only make learning harder, but also degrade generalization performance of
learned models. More precisely, good FS techniques can detect and ignore noisy and mis‐
leading features. As a result, the dataset quality might even increase after selection. There
are two feature qualities that need to be considered in FS methods: relevancy and redun‐
dancy. A feature is said to be relevant if it is predictive of the decision feature(s); other‐
© 2013 Kabir et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
© 2013 Kabir et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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wise, it is irrelevant. A feature is considered to be redundant if it is highly correlated with
other features.  An informative feature is the one that is  highly correlated with the deci‐
sion concept(s), but is highly uncorrelated with other features.
For a given classification task, the problem of FS can be described as follows: given the original
set, N, of n features, find a subset F consisting of f relevant features, where F ⊂ N and f <n.
The aim of selecting F is to maximize the classification accuracy in building learning mod‐
els. The selection of relevant features is important in the sense that the generalization perform‐
ance of learning models is greatly dependent on the selected features [3-6]. Moreover, FS assists
for visualizing and understanding the data, reducing storage requirements, reducing train‐
ing times and so on [7].
It is found that, two features to be useless individually and yet highly predictive if taken to‐
gether. In FS terminology, they may be both redundant and irrelevant on their own, but
their combination provides important information. For instance, in the Exclusive-OR prob‐
lem, the classes are not linearly separable. The two features on their own provide no infor‐
mation concerning this separability, because they are uncorrelated with each other.
However, considering together, the two features are highly informative and can provide
good predictive accuracy. Therefore, the search of FS is particularly for high-quality feature
subsets and not only for ranking of features.
2. Applications of Feature Selection
Feature selection has a wide-range of applications in various fields since the 1970s. The rea‐
son is that, many systems deal with datasets of large dimensionality. However, the areas, in
which the task of FS can mainly be applied, are categorized into the following ways (see
Figure 1.).
Figure 1. Applicable areas of feature selection.
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Figure 2. Picture taken by a camera from a fish processing industry, adapted from [8].
In the pattern recognition paradigm, the FS tasks are mostly concerned with the classifica‐
tion problems. Basically, pattern recognition is the study of how machines can monitor the
environment, learn to differentiate patterns of interest, and make decision correctly about the
categories of patterns. A pattern, ordinarily, contains some features based on classifying a
target or object. As an example, a classification problem, that is to say, sorting incoming fish
on a conveyor belt in a fish industry according to species. Assume that, there are only two
kinds of fish available, such as, salmon and sea bass, exhibited in Figure 2. A machine gives
the decision in classifying the fishes automatically based on training of some features, for
example, length, width, weight, number and shape of fins, tail shape, and so on. But, prob‐
lem is that, if there are some irrelevant, redundant, and noisy features are available, classifi‐
cation performance then might be degraded. In such cases, FS has a significant performance
to recognize the useless features from the patterns, delete the features, and finally bring the
improved classification performance significantly in the context of pattern recognition.
FS technique has successfully been implemented in mobile robot vision to generate efficient
navigation trajectories with an extremely simple neural control system [9]. In this case,
evolved mobile robots select the salient visual features and actively maintain them on the
same retinal position, while the useless image features are discarded. According to the anal‐
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ysis of evolved solutions, it can be found that, robots develop simple and very efficient edge
detection to detect obstacles and to move away among them. Furthermore, FS has a signifi‐
cant role in image recognition systems [10]. In these systems, patterns are designed by im‐
age data specially describing the image pixel data. There could be hundreds of different
features for an image. These features may include: color (in various channels), texture (di‐
mensionality, line likeness, contrast, roughness, coarseness), edge, shape, spatial relations, tem‐
poral information, statistical measures (moments- mean, variance, standard deviation,
skewness, kurtosis). The FS expert can identify a subset of relevant features from the whole
feature set.
In analysis of human genome, gene expression microarray data have increased many folds
in recent years. These data provide the opportunity to analyze the expression levels of thou‐
sand or tens of thousands of genes in a single experiment. A particular classification task
distinguishes between healthy and cancer patients based on their gene expression profile.
On the other hand, a typical gene expression data suffer from three problems:
a. limited number of available examples,
b. very high dimensional nature of data,
c. noisy characteristics of the data.
Therefore, suitable FS methods (e.g., [11, 12]) are used upon these datasets to find out a min‐
imal set of gene that has sufficient classifying power to classify subgroups along with some
initial filtering.
Text classification is, nowadays, a vital task because of the availability of the proliferated
texts in the digital form. We need to access these texts in the flexible ways. A major prob‐
lem in regard to the text classification is the high dimensionality of the feature space. It is
found that, text feature space has several tens of thousands of features, among which most
of them are irrelevant and spurious for the text classification tasks. This high number of
features resulting the reduction of classification accuracy and of learning speed of the clas‐
sifiers. Because of those features, a number of classifiers are being unable to utilize in their
learning tasks. For this, FS is such a technique that is very much efficient for the text classi‐
fication task in order to reduce the feature dimensionality and to improve the perform‐
ance of the classifiers [13].
Knowledge discovery (KD) is an efficient process of identifying valid, novel, potentially use‐
ful, and ultimately understandable patterns from the large collections of data [14]. Indeed,
the popularity of KD is caused due to our daily basis demands by federal agencies, banks,
insurance companies, retail stores, and so on. One of the important KD steps is the data min‐
ing step. In the context of data mining, feature selection cleans up the dataset by reducing
the set of least significant features. This step ultimately helps to extract some rules from the
dataset, such as, if---then rule. This rule signifies the proper understanding about the data
and increases the human capability to predict what is happening inside the data.
It is now clear that, FS task has an important role in various places, where one can easily
produce better performances from the systems by distinguishing the salient features. Among
Ant Colony Optimization - Techniques and Applications6
the various applications, in this chapter, we are interested to discuss elaborately in a particu‐
lar topic of “pattern recognition”, in which how FS task can play an important role especial‐
ly for the classification problem. The reason is that, in the recent years, solving classification
problem using FS is a key source for the data mining and knowledge mining paradigm.
3. Feature Selection for Classification
In the recent years, the available real-world problems of the classification tasks draw a high
demand for FS, since the datasets of those problems are mixed by a number of irrelevant
and redundant features. In practice, FS tasks work on basis of the classification datasets that
are publicly available. The most popular benchmark dataset collection is the University of
California, Irvine (UCI) machine learning repository [15]. The collection of UCI is mostly
row data that must be preprocessed to use in NNs. Preprocessed datasets in it include Pro‐
ben1 [16]. The characteristics of the datasets particularly those were used in the experiments
of this chapter, and their partitions are summarized in Table 1. The details of the table show
a considerable diversity in the number of examples, features, and classes among the data‐
sets. All datasets were partitioned into three sets: a training set, a validation set, and a test‐
ing set, according to the suggestion mentioned in [16]. For all datasets, the first P 1 examples
were used for the training set, the following P 2 examples for the validation set, and the final
P 3 examples for the testing set. The above mentioned datasets were used widely in many
previous studies and they represent some of the most challenging datasets in the NN and
machine learning [12, 17].
Datasets Features Classes Examples Partition sets
Training Validation Testing
Cancer 9 2 699 349 175 175
Glass 9 6 214 108 53 53
Vehicle 18 4 846 424 211 211
Thyroid 21 3 7200 3600 1800 1800
Ionosphere 34 2 351 175 88 88
Credit Card 51 2 690 346 172 172
Sonar 60 2 208 104 52 52
Gene 120 3 3175 1587 794 794
Colon cancer 2000 2 62 30 16 16
Table 1. Characteristics and partitions of different classification datasets.
The description of the datasets reported in Table 1 is available in [15], except colon cancer,
which can be found in [18]. There are also some other gene expression datasets like colon
cancer (e.g., lymphoma and leukemia), that are described in [19] and [20].
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4. Existing Works for Feature Selection
A number of proposed approaches for solving FS problem that can broadly be categorized




d. Other than these classifications, there is also another one, called as, meta-heuristic.
In the wrapper approach, a predetermined learning model is assumed, wherein features are
selected that justify the learning performance of the particular learning model [21], whereas
in the filter approach, statistical analysis of the feature set is required, without utilizing any
learning model [22]. The hybrid approach attempts to utilize the complementary strengths
of the wrapper and filter approaches [23]. The meta-heuristics (or, global search approaches)
attempt to search a salient feature subset in a full feature space in order to find a high-quali‐
ty solution using mutual cooperation of individual agents, such as, genetic algorithm, ant
colony optimization, and so on [64]. Now, the schematic diagrams of how the filter, wrap‐
per, and hybrid approaches find relevant (salient) features are given in Figures 3(a,b,c).
These figures are summarized according to the investigations of different FS related works.
Subsets can be generated and the search process carried out in a number of ways. One method,
called sequential forward search (SFS[24,25]), is to start the search process with an empty set
and successfully add features; another option called sequential backward search (SBS[4,26]),
is to start with a full set and successfully remove features. In addition, a third alternative, called
bidirectional selection [27], is to start on both ends and add and remove features simultane‐
ously. A fourth method [28, 29], is to have a search process start with a randomly selected
subset using a sequential or bidirectional strategy. Yet another search strategy, called com‐
plete search [2], may give a best solution to an FS task due to the thoroughness of its search,
but is not feasible when dealing with a large number of features. Alternatively, the sequen‐
tial strategy is simple to implement and fast, but is affected by the nesting effect [3], wherein
once a feature is added (or, deleted) it cannot be deleted (or, added) later. In order to over‐
come such disadvantages of the sequential search strategy, another search strategy, called the
floating search strategy [3], has been implemented.
Search strategy considerations for any FS algorithm are a vital part in finding salient fea‐
tures of a given dataset [2]. Numerous algorithms have been proposed to address the prob‐
lem of searching. Most algorithms use either a sequential search (for example, [4,5,24,26,30])
or a global search (e.g., [11,23,31-35]). On the basis of guiding the search strategies and evalu‐
ating the subsets, in contrast, the existing FS algorithms can be grouped into the following
three approaches: wrapper (e.g., [4,6,30,36-38]), filter (e.g., [40,41]), and hybrid (e.g., [23,42]).
It is well-known that wrapper approaches always return features with a higher saliency than
filter approaches, as the former utilize the association of features collectively during the learning
process, but are computationally more expensive [2]).
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In solutions for FS, filter approaches are faster to implement, since they estimate the perform‐
ance of features without any actual model assumed between outputs and inputs of the da‐
ta. A feature can be selected or deleted on the basis of some predefined criteria, such as, mutual
information [39], principal component analysis [43], independent component analysis [44],
class separability measure [45], or variable ranking [46]. Filter approaches have the advant‐
age of computational efficiency, but the saliency of the selected features is insufficient, be‐
cause they do not take into account the biases of classification models.
In order to implement the wrapper approaches, a number of algorithms ([4,24,26,30,47])
have been proposed that use sequential search strategies in finding a subset of salient fea‐
tures. In [24], features are added to a neural network (NN) according to SFS during training.
The addition process is terminated when the performance of the trained classifier is degrad‐
ed. Recently, Kabir et al. [47] proposed approach has drawn much attention in SFS-based
feature selections. In this approach, correlated (distinct) features from two groups, namely,
similar and dissimilar, are added to the NN training model sequentially. At the end of the
training process, when the NN classifier has captured all the necessary information of a giv‐
en dataset, a subset of salient features is generated with reduced redundancy of information.
In a number of other studies (e.g., [4,26,30]), SBS is incorporated in FS using a NN, where
the least salient features have been deleted in stepwise fashion during training. In this con‐
text, different algorithms employ different heuristic techniques for measuring saliency of
features. In [24], saliency of features is measured using a NN training scheme, in which only
one feature is used in the input layer at a time. Two different weight analysis-based heuristic
techniques are employed in [4] and [26] for computing the saliency of features. Furthermore,
in [30], a full feature set NN training scheme is used, where each feature is temporarily de‐
leted with a cross-check of NN performance.
The value of a loss function, consisting of cross entropy with a penalty function, is consid‐
ered directly for measuring the saliency of a feature in [5] and [6]. In [5], the penalty func‐
tion encourages small weights to converge to zero, or prevents weights from converging to
large values. After the penalty function has finished running, those features that have small‐
er weights are sequentially deleted during training as being irrelevant. On the other hand, in
[6], the penalty function forces a network to keep the derivatives of the values of its neurons’
transfer functions low. The aim of such a restriction is to reduce output sensitivity to input
changes. In the FS process, feature removal operations are performed sequentially, especial‐
ly for those features that do not degrade accuracy of the NN upon removal. A class-depend‐
ent FS algorithm in [38], selects a desirable feature subset for each class. It first divides a C
class classification problem into C two-class classification problems. Then, the features are
integrated to train a support vector machine (SVM) using a SFS strategy in order to find the
feature subset of each binary classification problem. Pal and Chintalapudi [36] has proposed
a SBS-based FS technique that multiplies an attenuation function by each feature before al‐
lowing the features to be entered into the NN training. This FS technique is the root for pro‐
posing another FS algorithm in [48]. Rakotomamonjy [37] has proposed new FS criteria that
are derived from SVMs and that are based on the sensitivity of generalization error bounds
with respect to features.
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Unlike sequential search-based FS approaches, global search approaches (or, meta-heuris‐
tics) start a search in a full feature space instead of a partial feature space in order to find a
high-quality solution. The strategy of these algorithms is based on the mutual cooperation of
individual agents. A standard genetic algorithm (GA) has been used for FS [35], where fixed
length strings in a population set represent a feature subset. The population set evolves over
time to converge to an optimal solution via crossover and mutation operations. A number of
other algorithms exist (e.g., [22,23]), in which GAs are used for solving FS. A hybrid ap‐
proach [23] for FS has been proposed that incorporates the filter and wrapper approaches in
a cooperative manner. A filter approach involving mutual information computation is used
here as a local search to rank features. A wrapper approach involving GAs is used here as
global search to find a subset of salient features from the ranked features. In [22], two basic
operations, namely, deletion and addition are incorporated that seek the least significant
and most significant features for making a stronger local search during FS.
ACO is predominantly a useful tool, considered as a modern algorithm that has been used in
several studies (e.g., [11,31,42,49-52]) for selecting salient features. During the operation of this
algorithm, a number of artificial ants traverse the feature space to construct feature subsets
iteratively. During subset construction (SC), the existing approaches ([11,42,49-52]) define the
size of the constructed subsets by a fixed number for each iteration, whereas the SFS strat‐
egy has been followed in [31,49], and [51]. In order to measure the heuristic values of fea‐
tures during FS, some of the algorithms ([11,31,50,52]) use filter tools. Evaluating the constructed
subsets is, on the other hand, a vital part in the study of ACO-based FS, since most algo‐
rithms design the pheromone update rules on the basis of outcomes of subset evaluations. In
this regard, a scheme of training classifiers (i.e., wrapper tools) has been used in almost all of
the above ACO-based FS algorithms, except for the two cases, where rough set theory and the
latent variable model (i.e., filter tools) are considered, which are in [11] and [31], respectively.
A recently proposed FS [34] approach is based on rough sets and a particle swarm optimiza‐
tion (PSO) algorithm. A PSO algorithm is used for finding a subset of salient features over a
large and complex feature space. The main heuristic strategy of PSO in FS is that particles fly
up to a certain velocity through the feature space. PSO finds an optimal solution through the
interaction of individuals in the population. Thus, PSO finds the best solution in the FS as
the particles fly within the subset space. This approach is more efficient than a GA in the
sense that it does not require crossover and mutation operators; simple mathematical opera‐
tors are required only.
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Figure 3. a)Schematic diagram of filter approach. Each approach incorporates the specific search strategies. (b)Sche‐
matic diagram of wrapper approach. Each approach incorporates the specific search strategies and classifiers. Here,
NN, KNN, SVM, and MLHD refer to the neural network, K-nearest neighbour, support vector machine, and maximum
likelihood classifier, respectively. (c)Schematic diagram of hybrid approach. Each approach incorporates the specific
search strategies and classifiers. Here, LDA, ROC, SU, MI, CI, and LVM, refer to the linear discriminant analysis classifier,
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receiver operating characteristic method, symmetrical uncertainty, mutual information, correlation information, and
latent variable model, respectively.
5. Common Problems
Most of the afore-mentioned search strategies, however, attempt to find solutions in FS that
range between sub-optimal and near optimal regions, since they use local search throughout
the entire process, instead of global search. On the other hand, these search algorithms uti‐
lize a partial search over the feature space, and suffer from computational complexity. Con‐
sequently, near-optimal to optimal solutions are quite difficult to achieve using these
algorithms. As a result, many research studies now focus on global search algorithms (or,
metaheuristics) [31]). The significance of global search algorithms is that they can find a sol‐
ution in the full search space on the basis of activities of multi-agent systems that use a glob‐
al search ability utilizing local search appropriately, thus significantly increasing the ability
of finding very high-quality solutions within a reasonable period of time[53]. To achieve
global search, researchers have attempted simulated annealing [54], genetic algorithm [35],
ant colony optimization ([49,50]), and particle swarm optimization [34] algorithms in solv‐
ing FS tasks.
On the other hand, most of the global search approaches discussed above do not use a
bounded scheme to decide the size of the constructed subsets. Accordingly, in these algo‐
rithms, the selected subsets might be larger in size and include a number of least significant
features. Furthermore, most of the ACO-based FS algorithms do not consider the random
and probabilistic behavior of ants during SCs. Thus, the solutions found in these algorithms
might be incomplete in nature. On the other hand, the above sequential search-based FS ap‐
proaches suffer from the nesting effect as they try to find subsets of salient features using a
sequential search strategy. It is said that such an effect affects the generalization perform‐
ance of the learning model [3].
6. A New Hybrid ACO-based Feature Selection Algorithm-ACOFS
It is found that, hybridization of several components gives rise to better overall performance
in FS problem. The reason is that hybrid techniques are capable of finding a good solution,
even when a single technique is often trapped with an incomplete solution [64]. Further‐
more, incorporation of any global search strategy in a hybrid system (called as hybrid meta-
heuristic approach) can likely provide high-quality solution in FS problem.
In this chapter, a new hybrid meta-heuristic approach for feature selection (ACOFS) has
been presented that utilizes ant colony optimization. The main focus of this algorithm is to
generate subsets of salient features of reduced size. ACOFS utilizes a hybrid search techni‐
que that combines the wrapper and filter approaches. In this regard, ACOFS modifies the
standard pheromone update and heuristic information measurement rules based on the
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above two approaches. The reason for the novelty and distinctness of ACOFS versus previ‐
ous algorithms (e.g., [11,31,42,49-52]) lie in the following two aspects.
Figure 4. Major steps of ACOFS, adapted from [64].
First, ACOFS emphasizes not only the selection of a number of salient features, but also the
attainment of a reduced number of them. ACOFS selects salient features of a reduced num‐
ber using a subset size determination scheme. Such a scheme works upon a bounded region
and provides sizes of constructed subsets that are smaller in number. Thus, following this
scheme, an ant attempts to traverse the node (or, feature) space to construct a path (or, sub‐
set). This approach is quite different from those of the existing schemes ([31,49,51]), where
the ants are guided by using the SFS strategy in selecting features during the feature subset
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construction. However, a problem is that, SFS requires an appropriate stopping criterion to
stop the SC. Otherwise, a number of irrelevant features may be included in the constructed
subsets, and the solutions may not be effective. To solve this problem, some algorithms
([11,42,50,52]) define the size of a constructed subset by a fixed number for each iteration for
all ants, which is incremented at a fixed rate for following iterations. This technique could be
inefficient if the fixed number becomes too large or too small. Therefore, deciding the subset
size within a reduced area may be a good step for constructing the subset while the ants tra‐
verse through the feature space.
Second, ACOFS utilizes a hybrid search technique for selecting salient features that com‐
bines the advantages of the wrapper and filter approaches. An alternative name for such a
search technique is “ACO search”. This technique is designed with two sets of new rules for
pheromone update and heuristic information measurement. The idea of these rules is based
mainly on the random and probabilistic behaviors of ants while selecting features during SC.
The aim is to provide the correct information to the features and to maintain an effective balance
between exploitation and exploration of ants during SC. Thus, ACOFS achieves a strong search
capability that helps to select a smaller number of the most salient features among a feature
set. In contrast, the existing approaches ([11,31,42,49-52]) try to design rules without distin‐
guishing between the random and probabilistic behaviors of ants during the construction of
a subset. Consequently, ants may be deprived of the opportunity of utilizing enough previ‐
ous experience or investigating more salient features during SC in their solutions.
The main structure of ACOFS is shown in Figure 4, in which the detailed description can be
found in [64]. However, at the first stage, while each of the k ants attempt to construct sub‐
set, it decides the subset size r first according to the subset size determination scheme. This
scheme guides the ants to construct subsets in a reduced form. Then, it follows the conven‐
tional probabilistic transition rule [31] for selecting features as follows,
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where j k is the set of feasible features that can be added to the partial solution, τi and ηi are
the pheromone and heuristic values associated with feature i (i 1, 2,…..,n), and α and β are
two parameters that determine the relative importance of the pheromone value and heuris‐
tic information. Note that, since the initial value of and for all individual features are equal,
Eq. (1) shows random behaviour in SC initially. The approach used by the ants in construct‐
ing individual subsets during SC can be seen in Figure 5.
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Figure 5. Representation of subset constructions by individual ants in ACO algorithm for FS. Here, n1, n2,..., n5 repre‐
sent the individual features. As an example, one ant placed in n1 constructed one subset { n1, n2, n3}.
ACOFS imposes a restriction upon the subset size determination in determining the subset
size, which is not an inherent constraint. Because, other than such restriction, likewise the
conventional approaches, the above determination scheme works on an extended boundary
after a certain range that results in ineffective solutions for FS. In order to solve another
problem, that is to say, incomplete solutions to ACO-based FS algorithms; our ACOFS incor‐
porates a hybrid search strategy (i.e., a combination of the wrapper and filter approaches) by
designing different rules to strengthen the global search ability of the ants. Incorporation of
these two approaches results in an ACOFS that achieves high-quality solutions for FS from a
given dataset. For better understanding, details about each aspect of ACOFS are now given
in the following sections.
6.1. Determination of Subset Size
In an ACO algorithm, the activities of ants have significance for solving different combinato‐
rial optimization problems. Therefore, in solving the FS problem, guiding ants in the correct
directions is very advantageous in this sense. In contrast to other existing ACO- based FS
algorithms, ACOFS uses a straightforward mechanism to determine the subset size r. It em‐
ploys a simpler probabilistic formula with a constraint and a random function. The aim of
using such a probabilistic formula is to provide information to the random function in such
a way that the minimum subset size has a higher probability of being selected. This is im‐
portant in the sense that ACOFS can be guided toward a particular direction by the choice of
which reduced-size subset of salient features is likely to be generated. The subset size deter‐
mination scheme used can be described in two ways as follows.
First, ACOFS uses a probabilistic formula modified from [32] to decide the size of a subset r
(≤n) as follows:
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found in [64]. However, at the first stage, while each of the k ants attempt to construct sub‐
set, it decides the subset size r first according to the subset size determination scheme. This
scheme guides the ants to construct subsets in a reduced form. Then, it follows the conven‐
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where j k is the set of feasible features that can be added to the partial solution, τi and ηi are
the pheromone and heuristic values associated with feature i (i 1, 2,…..,n), and α and β are
two parameters that determine the relative importance of the pheromone value and heuris‐
tic information. Note that, since the initial value of and for all individual features are equal,
Eq. (1) shows random behaviour in SC initially. The approach used by the ants in construct‐
ing individual subsets during SC can be seen in Figure 5.
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Figure 5. Representation of subset constructions by individual ants in ACO algorithm for FS. Here, n1, n2,..., n5 repre‐
sent the individual features. As an example, one ant placed in n1 constructed one subset { n1, n2, n3}.
ACOFS imposes a restriction upon the subset size determination in determining the subset
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given dataset. For better understanding, details about each aspect of ACOFS are now given
in the following sections.
6.1. Determination of Subset Size
In an ACO algorithm, the activities of ants have significance for solving different combinato‐
rial optimization problems. Therefore, in solving the FS problem, guiding ants in the correct
directions is very advantageous in this sense. In contrast to other existing ACO- based FS
algorithms, ACOFS uses a straightforward mechanism to determine the subset size r. It em‐
ploys a simpler probabilistic formula with a constraint and a random function. The aim of
using such a probabilistic formula is to provide information to the random function in such
a way that the minimum subset size has a higher probability of being selected. This is im‐
portant in the sense that ACOFS can be guided toward a particular direction by the choice of
which reduced-size subset of salient features is likely to be generated. The subset size deter‐
mination scheme used can be described in two ways as follows.
First, ACOFS uses a probabilistic formula modified from [32] to decide the size of a subset r
(≤n) as follows:













Here, Pr is maximized linearly as r is minimized, and the value of r is restricted by a con‐
straint, namely, 2 ≤ r ≤ δ. Therefore, r 2, 3,……,δ, where δ = μ xn and l = n - r. Here, μ is a
user-specified parameter that controls δ. Its value depends on the n for a given dataset. If is
closed to n, then the search space of finding the salient features becomes larger, which cer‐
tainly causes a high computational cost, and raises the risk that ineffective feature subsets
might be generated. Since the aim of ACOFS is to select a subset of salient features within a
smaller range, the length of the selected subset is preferred to be between 3 and 12 depend‐
ing on the given dataset. Thus, is set as [0.1, 0.6]. Then, normalize all the values of Pr in such
a way that the summation of all possible values of Pr is equal to 1.
Second, ACOFS utilizes all the values of Pr for the random selection scheme mentioned in
Figure 6 to determine the size of the subset, r eventually. This selection scheme is almost
similar to the classical roulette wheel procedure [55].
Figure 6. Pseudo-code of the random selection procedure.
6.2. Subset Evaluation
Subset evaluation has a significant role, along with other basic operations of ACO for select‐
ing salient features in FS tasks. In common practices, filter or wrapper approaches are in‐
volved for evaluation tasks. However, it is found in [7] that the performance of a wrapper
approach is always better than that of a filter approach. Therefore, the evaluation of the
constructed subsets is inspired by a feed-forward NN training scheme for each iteration. Such
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a NN classifier is not an inherent constraint; instead of NN, any other type of classifier, such
as SVM, can be used as well for this evaluation tasks. In this study, the evaluation of the subset
is represented by the percentage value of NN classification accuracy (CA) for the testing set.
A detailed discussion of the evaluation mechanism integrated into ACOFS as follows.
First, during training the features of a constructed subset, the NN is trained partially for τp
epochs. Training is performed sequentially using the examples of a training set and a back-
propagation (BP) learning algorithm [56]. The number of training epochs, τp, is specified by
the user. In partial training, which was first used in conjunction with an evolutionary algo‐
rithm [17], the NN is trained for a fixed number of epochs, regardless of whether the algo‐
rithm has converged on a result.
Second, check the progress of training to determine whether further training is necessary. If
training error is reduced by a predefined amount, ε, after the τp training epochs (as men‐
tioned in Eq. (4)), we assume that the training process has been progressing well, and that
further training is thus necessary, and then proceed to the first step. Otherwise, we go to the
next step for adding a hidden neuron. The error, E, is calculated as follows:
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where oc(p) and tc(p) are the actual and target responses of the c-th output neuron for the
training example p. The symbols P and C represent the total number of examples and of out‐
put neurons in the training set, respectively. The reduction of training error can be described
as follows:
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On the other hand, in the case of adding the hidden neuron, the addition operation is guid‐
ed by computing the contributions of the current hidden neurons. If the contributions are
high, then it is assumed that another one more hidden neuron is required. Otherwise, freeze
the extension of the hidden layer size for further partial training of the NN. Computation of
the contribution of previously added hidden neurons in the NN is based on the CA of the









where Pvc refers to the number of examples in the validation set correctly classified by the
NN and Pv is the total number of patterns in the validation set.
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At this stage, the ACOFS measures error and CA in the validation set using Eqs. (3) and (5)
after every τp epochs of training. It then terminates training when either the validation CA
decreases or the validation error increases or both are satisfied for T successive times, which
are measured at the end of each of T successive τp epochs of training [16]. Finally, the testing
accuracy of the current NN architecture is checked with selected hidden neurons, using the
example of the testing set according to Eq. (5).
The idea behind this evaluation process is straightforward: minimize the training error, and
maximize the validation accuracy. To achieve these goals, ACOFS uses a constructive ap‐
proach to determine NN architectures automatically. Although other approaches, such as,
pruning [57] and regularization [58] could be used in ACOFS, the selection of an initial NN
architecture in these approaches is difficult [59]. This selection, however, is simple in the
case of a constructive approach. For example, the initial network architecture in a construc‐
tive approach can consist of a hidden layer with one neuron. On the other hand, an input
layer is set with r neurons, and an output layer with c neurons. More precisely, among r and
c neurons, one neuron for each feature of the corresponding subset and one neuron for each
class, respectively. If this minimal architecture cannot solve the given task, hidden neurons
can be added one by one. Due to the simplicity of initialization, the constructive approach is
used widely in multi-objective learning tasks [60].
6.3 Best Subset Selection
Generally, finding salient subsets with a reduced size is always preferable due to the low
cost in hardware implementation and less time consumed in operation. Unlike other exist‐
ing algorithms (e.g., [49,50]), in ACOFS, the best salient feature subset is recognized eventu‐
ally as a combination of the local best and global best selections as follows:
Local best selection: Determine the local best subset, Sl(t) for a particular t (t ∈ 1, 2, 3,…..)
iteration according to Max(Sk(t)), where Sk(t) is the number of subsets constructed by k ants,
and k 1, 2,…,n.
Global best selection: Determine the global best subset (Sg), that is, the best subset of salient
features from the all local best solutions in such a way that Sg is compared with the currently
decided local best subset, Sl(t) at every t iteration by their classification performances. If Sl(t)
is found better, then Sl(t) is replaced by Sg. One thing is that, during this selection process, if
the performances are found similar at any time, then select the one among the two, i.e., Sg
and Sl(t) as a best subset that has reduced size. Note that, at the first iteration Sl(t) is consid‐
ered as Sg.
6.4 Hybrid Search Process
The new hybrid search technique, incorporated in ACOFS, consists of wrapper and filter ap‐
proaches. A significant advantage of this search technique is that ants achieve a significant
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ability of utilizing previous successful moves and of expressing desirability of moves to‐
wards a high-quality solution in FS. This search process is composed of two sets of newly
designed rules, such as, the pheromone update rule and the heuristic information rule,
which are further described as follows.
6.4.1. Pheromone Update Rule
Pheromone updating in the ACO algorithm is a vital aspect of FS tasks. Ants exploit features
in SC that have been most suitable in prior iterations through the pheromone update rule,
consisting of local update and global update. More precisely, global update applies only to
those features that are a part of the best feature subset in the current iteration. It allows the
features to receive a large amount of pheromone update in equal shares. The aim of global
update is to encourage ants to construct subsets with a significant CA. In contrast to the
global update, local update not only causes the irrelevant features to be less desirable, but
also helps ants to select those features, which have never been explored before. This update
either decreases the strength of the pheromone trail or maintains the same level, based on
whether a particular feature has been selected.
In ACOFS, a set of new pheromone update rules has been designed on the basis of two basic
behaviors (that is to say, random and probabilistic) of ants during SCs. These rules have
been modified from the standard rule in [49] and [53], which aims to provide a proper bal‐
ance between exploration and exploitation of ants for the next iteration. Exploration is re‐
ported to prohibit ants from converging on a common path. Actual ants also have a similar
behavioral characteristic [61], which is an attractive property. If different paths can be ex‐
plored by different ants, then there is a higher probability that one of the ants may find a
better solution, as opposed to all ants converging on the same tour.
Random case: The rule presenting in Eq. (6) is modified only in the second term, which is
divided by mi. Such a modification provides for sufficient exploration of the ants for the fol‐
lowing constructions. The reason is that during the random behavior of the transition rule,
the features are being chosen to be selected randomly in practice, instead of according to
their experiences. Thus, to provide an exploration facility for the ants, the modification has
been adopted as follows:
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Here, i refers to the number of feature (i 1, 2,……n), and mi is the count for the specific se‐
lected feature i in the current iteration. Δτi
k (t)is the amount of pheromone received by the
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local update for feature i, which is included in Sk(t) at iteration t. Similarly, the global up‐
date,Δτi
g(t) , is the amount of pheromone for feature i that is included in Sl(t). Finally, ρ and
e refer to the pheromone decay value, and elitist parameter, respectively.
Probabilistic case: Eq. (7) shows the modified pheromone rule for the probabilistic case. The
rule is similar to the original form, but actual modification has been made only for the inner
portions of the second and third terms.




k (t) + eΔτi
g(t)
Δτi
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0 otherwise
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g(t)= {γ(S l(t))×λi f i ∈S l(t)
0 otherwise
(7)
Here, feature i is rewarded by the global update, and Δ τg is in the third term, where i  Sl(t)i.
It is important to emphasize that, i is maintained strictly here. That is, i at iteration i tti is
compared with i at iteration (tt -τp), where tt = t + τp, and τp 1, 2, 3,……In this regard, if
γ(Sl(tt)) max((γSl(ttpε)),), where ε refers to the number of CAs for those local best subsets that
maintain |Sl(tt)| = |Sl(ttp)|, then a number of features, nc are ignored to get Δτg, since those
features are available in Sl(tt), which causes to degrade its performance. Here, nc ∈Sl(tt) but
nc∉ Slb, where Slb provides max((γSl(ttp)),), and |Sl(tt)| implies the size of the subset Sl(tt).
Note that, the aim of this restriction is to provide Δτg only to those features that are actually
significant, because, global update has a vital role in selecting the salient features in ACOFS.
Distinguish such salient features and allow them to receive Δτg by imposing the above re‐
striction.
6.4.2. Heuristic Information Measurement
A heuristic value,η , for each feature generally represents the attractiveness of the features,
and depends on the dependency degree. It is therefore necessary to use ; otherwise, the algo‐
rithm may become too greedy, and ultimately a better solution may not be found [31]. Here,
a set of new rules is introduced for measuring heuristic information using the advantages of
wrapper and filter tools. More precisely, the outcome of subset evaluations using the NN is
used here as a wrapper tool, whereas the value of information gain for each feature is used
as a filter tool. These rules are, therefore, formulated according to the random and probabil‐
istic behaviors of the ants, which are described as follows.
Random case: In the initial iteration, while ants are involved in constructing the feature sub‐
sets randomly, the heuristic value of all features i can be estimated as follows:
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Probabilistic case: In the following iterations, when ants complete the feature SCs on the ba‐
sis of the probabilistic behavior, the following formula is used to estimate for all features i :
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In these two rules, φi refers to the number of a particular selected feature i that is a part of
the subsets that are constructed within the currently completed iterations, except for the ini‐
tial iteration. The aim of multiplying mi and φi is to provide a proper exploitation capability
for the ants during SCs. λi refers to the information gain for feature i. A detailed discussion
on measurement of information gain can be seen in [64]. However, the aim of including is
based on the following two factors:
a. reducing the greediness of some particular feature i in n during SCs, and
b. increasing the diversity between the features in n.
Thus, different features may get an opportunity to be selected in the SC for different itera‐
tions, thus definitely enhancing the exploration behavior of ants. Furthermore, one addition‐
al exponential term has been multiplied by these rules in aiming for a reduced size subset.
Here, is the user specified parameter that controls the exponential term.
6.5. Computational Complexity
In order to understand the actual computational cost of a method, an exact analysis of com‐
putational complexity is required. In this sense, the big-O notation [62] is a prominent ap‐
proach in terms of analyzing computational complexity. Thus, ACOFS here uses the above
process for this regard. There are seven basic steps in ACOFS, namely, information gain
measurement, subset construction, subset evaluation, termination criterion, subset determina‐
tion, pheromone update, and heuristic information measurement. The following paragraphs
present the computational complexity of ACOFS in order to show that inclusion of different
techniques does not increase computational complexity in selecting a feature subset.
i. Information Gain Measurement: In this step, information gain (IG) for each feature
is measured according to [64]. If the number of total features for a given dataset is
n, then the cost of measuring IG is O(n × P), where P denotes the number of exam‐
ples in the given dataset. It is further mentioning that this cost is required only
once, specifically, before starting the FS process.
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local update for feature i, which is included in Sk(t) at iteration t. Similarly, the global up‐
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portions of the second and third terms.
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is measured according to [64]. If the number of total features for a given dataset is
n, then the cost of measuring IG is O(n × P), where P denotes the number of exam‐
ples in the given dataset. It is further mentioning that this cost is required only
once, specifically, before starting the FS process.
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ii. Subset Construction: Subset construction shows two different types of phenomena
according to Eq. (1). For the random case, if the total number of features for a given
dataset is n, then the cost of an ant constructing a single subset is O(r × n). Here,r
refers to the size of subsets. Since the total number of ants is k, the computational
cost is O(r × k × n) operations. However, in practice, r <n ; hence, the cost becomes
O(k × n) ≈ O(n2). In terms of the probabilistic case, ACOFS uses the Eq. (1) for select‐
ing the features in SC, which shows a constant computational cost of O(1) for each
ant. If the number of ants is k, then the computational cost becomes O(k).
iii. In ACOFS, five types of operations are necessarily required for evaluating a single
subset using a constructive NN training scheme: (a) partial training, (b) stopping
criterion, (c) further training, (d) contribution computation, and (e) addition of a
hidden neuron. The subsequent paragraphs describe these types in details.
a. Partial training: In case of training, standard BP [56] is used. During training each epoch
BP takes O(W) operations for one example. Here, W is the number of weights in the
current NN. Thus, training all examples in the training set for τp epochs requires O(τp ×
Pt × W) operations, where Pt denotes the number of examples in the training set.
b. Stopping criterion: During training, the stopping criterion uses either validation accura‐
cy or validation errors for subset evaluation. Since training error is computed as a part
of the training process, evaluating the termination criterion takes O(Pv × W) operations,
where Pv denotes the number of examples in the validation set. Since Pv< Pt, O(P × v ×
W) < O(p × kPt × W).
c. Further training: ACOFS uses Eq. (4) to check whether further training is necessary. The
evaluation of Eq. (4) takes a constant number of computational operations O(1), since
the error values used in Eq. (3) have already been evaluated during training.
d. Contribution computation: ACOFS computes the contribution of the added hidden neu‐
ron using Eq. (5). This computation takes O(Pv) operations, which is less than O(τp × Pt ×
W).
e. Addition of a hidden neuron: The computational cost for adding a hidden neuron is O(r
× c) for initializing the connection weights, where r is the number of features in the cur‐
rent subset, and c is the number of neurons in the output layer. Also note that O(r + c) <
O(p × Pt × W).
The aforementioned computation is done for a partial training session consisting of τp ep‐
ochs. In general, ACOFS requires a number, say M, of such partial training sessions for eval‐
uating a single subset. Thus, the cost becomes O(τp × M × Pt × W). Furthermore, by
considering all subsets, the computational cost required is O(k × τp × M × Pt × W) operations.
iv. Termination criterion: A termination criterion is employed in ACOFS for terminat‐
ing the FS process eventually. Since only one criterion is required to be executed (i.e.,
the algorithm achieves a predefined accuracy, or executes a iteration threshold, I), the
execution of such a criterion requires a constant computational cost of O(1).
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v. Subset determination: ACOFS requires two steps to determine the best subset,
namely, finding the local best subset and the global best subset. In order to find the
local best subset in each iteration t, ACOFS requires O(k) operations. The total com‐
putational cost for finding the local best subsets thus becomes O(k × t). In order to
find the global best subset, ACOFS requires O(1) operations. Thus, the total compu‐
tational cost for subset determination becomes O(k × t), which is less than O(k × τp ×
M × Pt × W).
vi. Pheromone update rule: ACOFS executes Eqs. (6) and (7) to update the pheromone
trails for each feature in terms of the random and probabilistic cases. Since the
number of features is n for a given learning dataset, the computation takes O(n)
constant operations, which is less than O(k × τp × M × Pt × W).
vii. Heuristic information measurement: Similar to the pheromone update operation,
ACOFS uses Eqs. (8) and (9) to update the heuristic value of n features. Thereafter,
the computational cost becomes O(n). Note that, O(n) O(k × τp × M × Pt × W).
In accordance with the above analysis, summarize the different parts of the entire computa‐
tional cost as O(n × P) + O(n2) + O(k) + O(k × τp × M × Pt × W). It is important to note here that
the first and second terms, namely, n × P and × n2, are the cost of operations performed only
once, and are much less than k × τp × M × Pt × P. On the other hand, O(k) << O(k × τp × M × Pt
× W). Hence, the total computational cost of ACOFS is O((τp × M × Pt × W), which is similar
to the cost of training a fixed network architecture using BP [56], and that the total cost is
similar to that of other existing ACO-based FS approaches [42]. Thus, it can be said that in‐
corporation of several techniques in ACOFS does not increase the computational cost.
7. Experimental Studies
The performance of ACOFS has been presented in this context on eight well-known bench‐
mark classification datasets, including the breast cancer, glass, vehicle, thyroid, ionosphere,
credit card, sonar, and gene datasets; and one gene expressional classification dataset, name‐
ly, the colon cancer dataset. These datasets have been the subject of many studies in NNs
and machine learning, covering examples of small, medium, high, and very high-dimen‐
sional datasets. The characteristics of these datasets, summarized in Table 1, show a consid‐
erable diversity in the number of features, classes, and examples. Now, the experimental
details, results, roles of subset size determination scheme in FS, the user specified parameter
μ in FS, and hybrid search in FS are described in this context. Finally, one additional experi‐
ment on ACOFS concerning performance for FS over real-world datasets mixed with some
noisy features, and comparisons of ACOFS with other existing works, are also discussed in
this context.
7.1. Experimental Setup
In order to ascertain the effectiveness of ACOFS for FS, extensive experiments have been carried
out on ACOFS that are adapted from [64]. To accomplish the FS task suitably in ACOFS, two
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O(k × n) ≈ O(n2). In terms of the probabilistic case, ACOFS uses the Eq. (1) for select‐
ing the features in SC, which shows a constant computational cost of O(1) for each
ant. If the number of ants is k, then the computational cost becomes O(k).
iii. In ACOFS, five types of operations are necessarily required for evaluating a single
subset using a constructive NN training scheme: (a) partial training, (b) stopping
criterion, (c) further training, (d) contribution computation, and (e) addition of a
hidden neuron. The subsequent paragraphs describe these types in details.
a. Partial training: In case of training, standard BP [56] is used. During training each epoch
BP takes O(W) operations for one example. Here, W is the number of weights in the
current NN. Thus, training all examples in the training set for τp epochs requires O(τp ×
Pt × W) operations, where Pt denotes the number of examples in the training set.
b. Stopping criterion: During training, the stopping criterion uses either validation accura‐
cy or validation errors for subset evaluation. Since training error is computed as a part
of the training process, evaluating the termination criterion takes O(Pv × W) operations,
where Pv denotes the number of examples in the validation set. Since Pv< Pt, O(P × v ×
W) < O(p × kPt × W).
c. Further training: ACOFS uses Eq. (4) to check whether further training is necessary. The
evaluation of Eq. (4) takes a constant number of computational operations O(1), since
the error values used in Eq. (3) have already been evaluated during training.
d. Contribution computation: ACOFS computes the contribution of the added hidden neu‐
ron using Eq. (5). This computation takes O(Pv) operations, which is less than O(τp × Pt ×
W).
e. Addition of a hidden neuron: The computational cost for adding a hidden neuron is O(r
× c) for initializing the connection weights, where r is the number of features in the cur‐
rent subset, and c is the number of neurons in the output layer. Also note that O(r + c) <
O(p × Pt × W).
The aforementioned computation is done for a partial training session consisting of τp ep‐
ochs. In general, ACOFS requires a number, say M, of such partial training sessions for eval‐
uating a single subset. Thus, the cost becomes O(τp × M × Pt × W). Furthermore, by
considering all subsets, the computational cost required is O(k × τp × M × Pt × W) operations.
iv. Termination criterion: A termination criterion is employed in ACOFS for terminat‐
ing the FS process eventually. Since only one criterion is required to be executed (i.e.,
the algorithm achieves a predefined accuracy, or executes a iteration threshold, I), the
execution of such a criterion requires a constant computational cost of O(1).
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v. Subset determination: ACOFS requires two steps to determine the best subset,
namely, finding the local best subset and the global best subset. In order to find the
local best subset in each iteration t, ACOFS requires O(k) operations. The total com‐
putational cost for finding the local best subsets thus becomes O(k × t). In order to
find the global best subset, ACOFS requires O(1) operations. Thus, the total compu‐
tational cost for subset determination becomes O(k × t), which is less than O(k × τp ×
M × Pt × W).
vi. Pheromone update rule: ACOFS executes Eqs. (6) and (7) to update the pheromone
trails for each feature in terms of the random and probabilistic cases. Since the
number of features is n for a given learning dataset, the computation takes O(n)
constant operations, which is less than O(k × τp × M × Pt × W).
vii. Heuristic information measurement: Similar to the pheromone update operation,
ACOFS uses Eqs. (8) and (9) to update the heuristic value of n features. Thereafter,
the computational cost becomes O(n). Note that, O(n) O(k × τp × M × Pt × W).
In accordance with the above analysis, summarize the different parts of the entire computa‐
tional cost as O(n × P) + O(n2) + O(k) + O(k × τp × M × Pt × W). It is important to note here that
the first and second terms, namely, n × P and × n2, are the cost of operations performed only
once, and are much less than k × τp × M × Pt × P. On the other hand, O(k) << O(k × τp × M × Pt
× W). Hence, the total computational cost of ACOFS is O((τp × M × Pt × W), which is similar
to the cost of training a fixed network architecture using BP [56], and that the total cost is
similar to that of other existing ACO-based FS approaches [42]. Thus, it can be said that in‐
corporation of several techniques in ACOFS does not increase the computational cost.
7. Experimental Studies
The performance of ACOFS has been presented in this context on eight well-known bench‐
mark classification datasets, including the breast cancer, glass, vehicle, thyroid, ionosphere,
credit card, sonar, and gene datasets; and one gene expressional classification dataset, name‐
ly, the colon cancer dataset. These datasets have been the subject of many studies in NNs
and machine learning, covering examples of small, medium, high, and very high-dimen‐
sional datasets. The characteristics of these datasets, summarized in Table 1, show a consid‐
erable diversity in the number of features, classes, and examples. Now, the experimental
details, results, roles of subset size determination scheme in FS, the user specified parameter
μ in FS, and hybrid search in FS are described in this context. Finally, one additional experi‐
ment on ACOFS concerning performance for FS over real-world datasets mixed with some
noisy features, and comparisons of ACOFS with other existing works, are also discussed in
this context.
7.1. Experimental Setup
In order to ascertain the effectiveness of ACOFS for FS, extensive experiments have been carried
out on ACOFS that are adapted from [64]. To accomplish the FS task suitably in ACOFS, two
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basic steps need to be considered, namely,  dimensionality reduction of the datasets and
assigning values for user-specified parameters. In case of dimensionality reduction, in con‐
trast to other datasets used in this study, colon cancer is being very high-dimensional data‐
sets containing a very large number of genes (features). The number of genes of colon cancer
(i.e., 2000 genes) is too high to manipulate in the learning classifier and not all genes are useful
for classification [63]. To remove such difficulties, we first reduced the dimension of the colon
cancer dataset to within 100 features, using an information gain (IG) measurement techni‐
que. Ordinarily, IG measurement determines statistically those features that are informative
for classifying a target. On the basis of such a concept, we have used such a technique for
reducing the dimension of the colon cancer dataset. Details about IG measurement can be
found in [64].
In case of user-specified parameters, we used a number of parameters, which are common for
the all datasets, reported in the Table 2. It should be noted that, these parameters are not specific
to our algorithm, rather usual for any ACO-based FS algorithm using NN. We have chosen
these parameters after some preliminary runs. They were not meant to be optimal. It is worth
mentioning that, among the parameters mentioned in Table 2, proper selection of the values
of parameters and ,  is  helpful for achieving a level of balance between exploitation and
exploration of ants in selecting salient features. For example, if 0, then no pheromone infor‐
mation is used, that is to say, previous search experience is neglected. The search then changes
to a greedy search. If 0, then attractiveness, the potential benefit of moves, is neglected. In this
work, the values of and were chosen according to the suggestion of [53].
Parameter Value
Initial pheromone level for all features, τ 0.5
Initial heuristic value for all features, η 0.1
(,used in subset size determination 0.08 to 0.6
Strength of pheromone level, α 1
Strength of heuristic value, β 3
Pheromone decay parameter, ρ 0.4
Exponential term control parameter, φ 0.1
Iteration threshold, 10 to 18
Accuracy threshold Depends on dataset
Learning rate for BP algorithm 0.1 to 0.2
Momentum term for BP algorithm 0.5 to 0.9
Initial weights of NNs -1.0 to 1.0
The number of epochs for partial training, τ 20 to 40
Training error threshold, λ Depends on dataset
Training threshold for terminating NN training, T 3
Table 2. Common parameters for all datasets.
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7.2 Experimental Results
Tables 3 shows the results of ACOFS over 20 independent runs on nine real-world bench‐
mark classification datasets. The classification accuracy (CA) in Table 3 refers to the percent‐
age of exact classifications produced by trained NNs on the testing set of a classification
dataset. In addition, the weights of features for the above nine datasets over 20 independent
runs are exhibited in Tables 4-11. On the other hand, Figure 7 shows how the best solution
was selected in ACOFS for the glass dataset. In order to observe whether the internal proc‐
ess of FS in ACOFS is appropriately being performed, Figures. 8-11 have been considered.
Now, the following observations can be made from Tables 3-11 and Figures 7-11.
Dataset Avg. result with all features Avg. result with selected features
n SD CA (%) SD ns SD CA(%) SD
Cancer 9.00 0.00 97.97 0.42 3.50 1.36 98.91 0.40
Glass 9.00 0.00 76.60 2.55 3.30 1.14 82.54 1.44
Vehicle 18.00 0.00 60.71 11.76 2.90 1.37 75.90 0.64
Thyroid 21.0 0.00 98.04 0.58 3.00 1.34 99.08 0.11
Ionosphere 34.0 0.00 97.67 1.04 4.15 2.53 99.88 0.34
Credit card 51.0 0.00 85.23 0.67 5.85 1.76 87.99 0.38
Sonar 60.0 0.00 76.82 6.97 6.25 3.03 86.05 2.26
Gene 120.0 0.00 78.97 5.51 7.25 2.53 89.20 2.46
Colon cancer 100.0 0.00 59.06 5.75 5.25 2.48 84.06 3.68
Table 3. Performance of ACOFS for different classification datasets. Results were averaged over 20 independent runs.
Here, n and ns refer to the total number of original features and selected features, respectively. On the other hand, CA
and SD signify the classification accuracy and standard deviation, respectively.
i. As can be seen from Table 3, ACOFS was able to select a smaller number of fea‐
tures for solving different datasets. For example, ACOFS selected, on average, 3.00
features from a set of 21 features in solving the thyroid dataset. It also selected, on
average, 7.25 genes (features) from a set of 120 genes in solving the gene dataset.
On the other hand, a very large-dimensional dataset, that of colon cancer, was pre‐
processed from the original one to be utilized in ACOFS. In this manner, the origi‐
nal 2000 features of colon cancer were reduced to within 100 features. ACOFS then
obtained a small number of salient genes, 5.25 on average, from the set of 100 genes
for solving the colon cancer dataset. In fact, ACOFS selected a small number of fea‐
tures for all other datasets having more features. Feature reduction in such datasets
was several orders of magnitude (see Table 3).
ii. The positive effect of a small number of selected features (ns) is clearly visible when
we observe the CA. For example, for the vehicle dataset, the average CA of all fea‐
tures was 60.71%, whereas it had been 75.90% with 2.90 features. Similarly, ACOFS
produced an average CA of 86.05% with the average number of features of 6.25
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to our algorithm, rather usual for any ACO-based FS algorithm using NN. We have chosen
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mentioning that, among the parameters mentioned in Table 2, proper selection of the values
of parameters and ,  is  helpful for achieving a level of balance between exploitation and
exploration of ants in selecting salient features. For example, if 0, then no pheromone infor‐
mation is used, that is to say, previous search experience is neglected. The search then changes
to a greedy search. If 0, then attractiveness, the potential benefit of moves, is neglected. In this
work, the values of and were chosen according to the suggestion of [53].
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Tables 3 shows the results of ACOFS over 20 independent runs on nine real-world bench‐
mark classification datasets. The classification accuracy (CA) in Table 3 refers to the percent‐
age of exact classifications produced by trained NNs on the testing set of a classification
dataset. In addition, the weights of features for the above nine datasets over 20 independent
runs are exhibited in Tables 4-11. On the other hand, Figure 7 shows how the best solution
was selected in ACOFS for the glass dataset. In order to observe whether the internal proc‐
ess of FS in ACOFS is appropriately being performed, Figures. 8-11 have been considered.
Now, the following observations can be made from Tables 3-11 and Figures 7-11.
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Table 3. Performance of ACOFS for different classification datasets. Results were averaged over 20 independent runs.
Here, n and ns refer to the total number of original features and selected features, respectively. On the other hand, CA
and SD signify the classification accuracy and standard deviation, respectively.
i. As can be seen from Table 3, ACOFS was able to select a smaller number of fea‐
tures for solving different datasets. For example, ACOFS selected, on average, 3.00
features from a set of 21 features in solving the thyroid dataset. It also selected, on
average, 7.25 genes (features) from a set of 120 genes in solving the gene dataset.
On the other hand, a very large-dimensional dataset, that of colon cancer, was pre‐
processed from the original one to be utilized in ACOFS. In this manner, the origi‐
nal 2000 features of colon cancer were reduced to within 100 features. ACOFS then
obtained a small number of salient genes, 5.25 on average, from the set of 100 genes
for solving the colon cancer dataset. In fact, ACOFS selected a small number of fea‐
tures for all other datasets having more features. Feature reduction in such datasets
was several orders of magnitude (see Table 3).
ii. The positive effect of a small number of selected features (ns) is clearly visible when
we observe the CA. For example, for the vehicle dataset, the average CA of all fea‐
tures was 60.71%, whereas it had been 75.90% with 2.90 features. Similarly, ACOFS
produced an average CA of 86.05% with the average number of features of 6.25
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substantially reduced for the sonar dataset, while the average CA had been 76.82%
with all 60 features. Other similar types of scenarios can also be seen for all remain‐
ing datasets in ACOFS. Thus, it can be said that ACOFS has a powerful searching
capability for providing high-quality solutions. CA improvement for such datasets
was several orders of magnitude (see Table 3). Furthermore, the use of ns caused a
relatively small standard deviation (SD), as presented in Table 3 for each entry. The
low SDs imply robustness of ACOFS. Robustness is represented by consistency of
an algorithm under different initial conditions.
Figure 7. Finding best subset of the glass dataset for a single run. Here, the classification accuracy is the accuracy of
the local best subset.
Figure 8. Number of selections of each feature by different ants for different iterations in the glass dataset for a single
run.
iii. The method of determination for the final solution of a subset in ACOFS can be
seen in Figure 7. We can observe that for the performances of the local best subsets,
the CAs varied together with the size of those subsets. There were also several
points, where the CAs were maximized, but the best solution was selected (indicat‐
ed by circle) by considering the reduced size subset. It can also be seen in Figure 7
that CAs varied due to size variations of local best subsets in different iterations.
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Furthermore, different features that were included in different local best subsets
caused variations in CAs.
Figure 9. Distribution of pheromone level of some selected features of the glass dataset in different iterations for a
single run.
Figure 10. Distribution of heuristic level of some selected features of the glass dataset in different iterations for a sin‐
gle run.
iv. In order to observe the manner, in which how the selection of salient features in
different iterations progresses in ACOFS, Figure 8 shows the scenario of such infor‐
mation for the glass dataset for a single run. We can see that features 1, 7, 8, 6, and
2 received most of the selections by ants during SCs compared to the other fea‐
tures. The selection of features was basically performed based on the values of
pheromone update (τ) and heuristic information (η) for individual features. Ac‐
cordingly, those features that had higher values of τ and η ordinarily obtained a
higher priority of selection, as could be seen in Figures 9 and 10. For clarity, these
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iv. In order to observe the manner, in which how the selection of salient features in
different iterations progresses in ACOFS, Figure 8 shows the scenario of such infor‐
mation for the glass dataset for a single run. We can see that features 1, 7, 8, 6, and
2 received most of the selections by ants during SCs compared to the other fea‐
tures. The selection of features was basically performed based on the values of
pheromone update (τ) and heuristic information (η) for individual features. Ac‐
cordingly, those features that had higher values of τ and η ordinarily obtained a
higher priority of selection, as could be seen in Figures 9 and 10. For clarity, these
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figures represented five features, of which four (features 1, 7, 8, 6) had a higher rate
of selection by ants during SCs and one (feature 2) had a lower rate.
Dataset Feature
1 2 3 4 5 6 7 8 9
Cancer 0.186 0.042 0.129 0.142 0.129 0.2 0.115 0.042 0.015
Glass 0.258 0.045 0.258 0.107 0.06 0.015 0.182 0.06 0.015
Table 4. Weights of the features selected by ACOFS for the cancer and glass datasets.
Feature 1 2 4 7 9 10 11 12
Weight 0.189 0.103 0.069 0.051 0.086 0.086 0.103 0.086
Table 5. Weights of the features selected by ACOFS for the vehicle dataset.
Feature 1 7 17 19 20 21
Weight 0.052 0.052 0.332 0.1 0.069 0.15
Table 6. Weights of the features selected by ACOFS for the thyroid dataset.
Feature 1 3 4 5 7 8 12 27 29
Weight 0.108 0.036 0.036 0.036 0.06 0.12 0.06 0.12 0.036
Table 7. Weights of the features selected by ACOFS for the ionosphere dataset.
Feature 5 8 29 41 42 43 44 49 51
Weight 0.042 0.06 0.034 0.051 0.17 0.111 0.128 0.034 0.12
Table 8. Weights of the features selected by ACOFS for the credit card dataset.
Feature 2 9 10 11 12 15 17 18 44
Weight 0.037 0.046 0.056 0.084 0.112 0.037 0.037 0.037 0.06
Table 9. Weights of the features selected by ACOFS for the sonar dataset.
Feature 22 59 60 61 62 63 64 69 70 119
Weight 0.027 0.064 0.045 0.1 0.073 0.073 0.119 0.110 0.128 0.036
Table 10. Weights of the features selected by ACOFS for the gene dataset.
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Feature 47 72 249 267 493 765 1247 1325 1380 1843
Weight 0.051 0.038 0.051 0.038 0.051 0.038 0.038 0.038 0.051 0.051
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Figure 11. Training process for evaluating the subsets constructed by ants in the ionosphere dataset: (a) training error
on training set, (b) training error on validation set, (c) classification accuracy on validation set, and (d) the hidden neu‐
ron addition process.
Ant Colony Optimization Toward Feature Selection
http://dx.doi.org/10.5772/51707
29
figures represented five features, of which four (features 1, 7, 8, 6) had a higher rate
of selection by ants during SCs and one (feature 2) had a lower rate.
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v. Upon completion of the entire FS process, the features that were most salient could
be identified by means of weight computation for individual features. That is to
say, features having higher weight values were more significant. On the other
hand, for a particular feature to have a maximum weight value implied that the
feature had the maximum number of selections by ants in any algorithm for most
of the runs. Tables 4-11 show the weight of features for the cancer, glass, vehicle,
thyroid, ionosphere, credit card, sonar, gene, and colon cancer datasets, respective‐
ly, over 20 independent runs. We can see in Table 4 that ACOFS selected features 6,
1, 4, 3, 5, and 7 from the cancer dataset very frequently, that these features had rela‐
tively higher weight values, and preformed well as discriminators. Similarly, our
ACOFS selected features 42, 44, 51, 43, 8, and 5 as most important from the credit
card dataset (Table 8), as well as features 70, 64, 69, 61, 63, 59, and 60 from the gene
dataset (Table 10). Note that, weights for certain features are reported in Tables
5-11, whereas weights that were of negligible value for the rest of each dataset are
not included.
vi. Finally, we wish to note that a successful evaluation function leads to finding high-
quality solutions for ACOFS in FS. Our ACOFS uses a constructive NN model that
evaluates the subsets constructed by ants in each and every step during training.
As training process progresses, the training error for the training set converges to a
certain limit (Figure 11(a)). However, there is an instance in which the training er‐
ror increases. This is due to the addition of one unnecessary hidden neuron. Such
an addition also hampers the training error on the validation set (Figure 11(b)).
Therefore, ACOFS deletes such an unnecessary hidden neuron (Figure 11(d)) from
the NN architecture, since it cannot improve the classification accuracy on the vali‐
dation set (Figure 11(c)).
7.3. Effects of Subset Size Determination
The results presented in Table 3 show the ability of ACOFS in selecting salient features.
However, the effects resulting from determining the subset size to control ants in such a
manner as to construct the subset in a reduced boundary were not clear. To observe such
effects, we carried out a new set of experiments. The setups of these experiments were al‐
most exactly the same as those described before. The only difference was that ACOFS had
not determined the subset size earlier using a bounded scheme; instead the size of the subset
for each ant had been decided randomly.
Dataset ACOFS without bounded scheme ACOFS
ns SD CA(%) SD ns SD CA(%) SD
Vehicle 6.05 4.76 75.73 0.48 2.90 1.37 75.90 0.64
Credit card 15.30 8.25 88.34 0.22 5.85 1.76 87.99 0.38
Table 12. Effect of determining subset size on the average performances of ACOFS.
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Table 12 shows the average results of the new experiments for vehicle and credit card data‐
sets over only 20 independent runs. The positive effects of determining the subset size dur‐
ing the FS process are clearly visible. For example, for the credit card dataset, the average
values of ns of ACOFS without and with subset size determination were 15.30 and 5.85, re‐
spectively. A similar scenario can also be seen for the other dataset. In terms of CAs, the
average CAs for ACOFS with subset size determination were either better than or compara‐
ble to ACOFS without subset size determination for these two datasets.
7.4. Effect of µ
The essence of the proposed techniques in ACOFS can be seen in Table 3 for recognizing the
subsets of salient features from the given datasets; however, the effects of the inner compo‐
nent μ of subset size determination (see Section 6.1) on the overall results were not clear.
The reason is that the size of the subsets constructed by the ants depended roughly on the
value of μ. To observe such effects, we conducted a new set of experiments. The setups of
these experiments were almost exactly the same as those described before. The only differ‐
ence was that the value of μ varied within a range of 0.2 to 0.94 by a small threshold value
over 20 individual runs.
Values of μ Average performance
Initial Final ns SD CA (%) SD
0.40 0.64 2.60 0.91 80.09 2.69
0.50 0.74 3.05 1.16 82.16 1.51
0.60 0.84 3.30 1.14 82.54 1.44
0.70 0.94 3.45 1.39 81.98 1.39
Table 13. Effect of varying the value of µ on the average performances of ACOFS for the glass dataset. The value is
incremented by a threshold value of 0.01 over 20 individual runs.
Values of μ Average performance
Initial Final ns SD CA (%) SD
0.20 0.30 4.70 2.59 99.54 0.83
0.23 0.33 3.65 2.32 99.65 0.63
0.26 0.36 4.15 2.53 99.88 0.34
0.29 0.39 6.00 3.78 99.48 0.76
Table 14. Effect of varying the value of µ on the average performances of ACOFS for the ionosphere dataset. The
value is incremented by a threshold value of 0.005 over 20 individual runs.
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Table 12 shows the average results of the new experiments for vehicle and credit card data‐
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nent μ of subset size determination (see Section 6.1) on the overall results were not clear.
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Tables 13 and 14 show the average results of our new experiments over 20 independent
runs. The significance of the effect of varying μ. can be seen from these results. For example,
for the glass dataset (Table 13), the average percentage of the CA improved as the value of μ.
increased up to a certain point. Afterwards, the CA degraded as the value of μ. increased.
Thus, a subset of features was selected with a large size. A similar scenario can also be seen
for the ionosphere dataset (Table 14). It is clear here that the significance of the result of FS
in ACOFS depends on the value of μ. Furthermore, the determination of subset size in
ACOFS is an important aspect for suitable FS.
7.5. Effect of Hybrid Search
The capability of ACOFS for FS can be seen in Table 3, but the effect of using hybrid search
in ACOFS for FS is not clear. Therefore, a new set of experiments was carried out to ob‐
serve such effects. The setups of these experiments were almost exactly as same as those
described before. The only difference was that ACOFS did not use the modified rules of
pheromone update and heuristic value for each feature; instead, standard rules were used.
In such considerations, we avoided not only the incorporation of the information gain term,
but also the concept of  random and probabilistic  behaviors,  during SC for both specific
rules. Furthermore, we ignored the exponential term in the heuristic measurement rule.
Dataset ACOFS without hybrid search ACOFS
ns SD CA (%) SD ns SD CA(%) SD
Glass 4.05 1.35 81.22 1.39 3.30 1.14 82.54 1.44
Credit card 6.15 2.21 87.26 0.66 5.85 1.76 87.99 0.38
Sonar 6.50 2.80 84.42 3.03 6.25 3.03 86.05 2.26
Colon cancer 6.35 4.05 82.18 4.08 5.25 2.48 84.06 3.68
Table 15. Effect of considering hybrid search on average performances of ACOFS. Results were averaged over 20
independent runs.
Table 15 shows the average results of our new experiments for the glass, credit card, sonar,
and colon cancer datasets over 20 independent runs. The positive effects of using a hybrid
search in ACOFS are clearly visible. For example, for the credit card dataset, the average
CAs of ACOFS with and without hybrid search were 87.99% and 87.26%, respectively. A
similar classification improvement for ACOFS with hybrid search was also observed for the
other datasets. On the other hand, in terms of ns, for the glass dataset, the average values of
ns of ACOFS and ACOFS without hybrid search were 3.30 and 4.05, respectively. For the
other datasets it was also found that ACOFS selected a smaller number of salient features.
We used t-test here to determine whether the difference of classification performances be‐
tween ACOFS and ACOFS without hybrid search was statistically significant. We found that
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ACOFS performed significantly better than ACOFS without local search operation at a 95%
confidence level for all the datasets, except for the colon cancer dataset. On the other hand,
the t-test was also used here to determine whether the difference in performances between
the above two approaches with regard to selecting a reduced number of salient features was
statistically significant. We found that ACOFS was significantly better than ACOFS without
hybrid search at a 95% confidence level for all four datasets.
In order to understand precisely how hybrid search plays an important role in ACOFS for
FS tasks, a set of experiments was additionally conducted. The setups of these experiments
were similar to those described before, and different initial conditions were maintained con‐
stant between these two experiments. Figures 12 and 13 show the CAs of ACOFS without
and with hybrid search, respectively. These CAs were produced by local best subsets in dif‐
ferent iterations of a single run. The positive role of using hybrid local search in ACOFS can
clearly be seen in these figures. In Figure 12, we can see that a better CA was found only in
the initial iteration because of the rigorous survey by the ants in finding salient features. For
the next iterations, the CAs fluctuated up to a higher iteration, 19, but were not able to reach
a best state. This occurred due to the absence of hybrid search, which resulted in a weak
search in ACOFS. The opposite scenario can be seen in Figure 13, where the search was suf‐
ficiently powerful that by a very low number of iterations, 5, ACOFS was able to achieve the
best accuracy (99.42%) of the salient feature subset. Thereafter, ACOFS terminated the
searching of salient features. The reason for such a high performance of FS was just the in‐
corporation of the hybrid search.
Figure 12. Classification accuracies (CAs) of the cancer dataset without considering hybrid search for a single run.
Here, CA is the accuracy of a local best subset.
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other datasets. On the other hand, in terms of ns, for the glass dataset, the average values of
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Figure 13. Classification accuracies (CAs) of the cancer dataset in ACOFS for a single run. Here, CA is the accuracy of a
local best subset.
7.6. Performance on noisy features
The results presented in Table 3 exhibit the ability of ACOFS to select salient features from
real-valued datasets. In this study, we examine the sensitivity of ACOFS to noisy features
that have been synthetically inserted into a number of real-valued datasets. In order to gen‐
erate these noisy features, we followed the process discussed in [32]. Briefly, at first, we con‐
sidered four features, namely, fn1, fn2, fn3, fn4 and the values of these respective features were
generated randomly. Specifically, the values of fn1 and fn2 were bound up to [0, 1] and [-1,
+1], respectively. For the domains of fn3 and fn4, we first randomly selected two different fea‐
tures from the datasets. Subsequently, the data points of these two selected features were
taken as a random basis for use in the domains of fn3 and fn4.
Dataset With all features With selected features
ns S.D. CA (%) S.D. ns S.D. CA (%) S.D.
Cancer 13.00 0.00 97.80 0.89 3.80 1.80 98.74 0.46
Glass 13.00 0.00 73.86 2.81 4.45 1.71 81.69 2.31
Table 16. Performances of ACOFS for noisy datasets. Results were averaged over 20 independent runs.
Table 16 shows the average performances of ACOFS on the real-valued datasets of cancer
and glass mixed with noisy features over 20 independent runs. The ability of ACOFS for FS
over real-valued datasets can also be found in Table 3. In comparing Tables 3 and 16, the
following observations can be made. For the glass dataset, the average CAs with and with‐
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out noisy features were 81.69% and 82.54%, respectively. On the other hand, in terms of ns,
the average values were 4.45 and 3.30, respectively. A similar scenario can also be found for
the cancer dataset. Thus, it is clear that ACOFS has a strong ability to select the salient fea‐
tures from real-valued datasets even with a mixture of noisy features. We can observe that
ACOFS selected a slightly higher average number of salient features from the glass dataset
with noisy features. The reason is that adding the noisy features created confusion in the
feature space. This may assist our ACOFS in selecting a greater number of noiseless features
to resolve the confusion in the feature space caused by the noisy features.
7.7. Comparisons
The results of ACOFS obtained on nine real-world benchmark classification datasets are
compared here with the results of various existing FS algorithms (i.e., ACO-based and non
ACO-based) as well as with a normal ACO-based FS algorithm, as reported in Tables 17-19.
The various FS algorithms are as follows: ACO-based hybrid FS (ACOFSS[42]), ACO-based
attribute reduction (ACOAR[31]), genetic programming for FS (GPFS[32]), hybrid genetic al‐
gorithm for FS (HGAFS[23]), MLP-based FS method (MLPFS[4]), constructive approach for
feature selection (CAFS[47]), and artificial neural net input gain measurement approxima‐
tion (ANNIGMA[26]). The results reported in these tables are over 20 independent runs. In
comparing these algorithms, we have mainly used two parameters: classification accuracy
(CA) and the number of selected features ( ns).
7.7.1. Comparison with other works
The comparisons between eight FS algorithms represent a wide range of FS techniques. Five
of the FS techniques, namely, ACOFS, ACOFSS, ACOAR, GPFS, and HGAFS, use global
search strategies for FS. Among them, ACOFS, ACOFSS, and ACOAR use the ant colony op‐
timization algorithm. HGAFS uses a GA in finding salient features, and GPFS uses genetic
programming, a variant of GA. For the remaining three FS techniques, namely, MLPFS, AN‐
NIGMA and CAFS; MLPFS and ANNIGMA use backward selection strategy for finding sa‐
lient features, while CAFS uses forward selection strategy. For evaluating the feature subset,
ACOFS, ACOFSS, MLPFS, CAFS, and ANNIGMA use a NN for classifiers, while GPFS and
HGAFS use a decision tree and support vector machine, respectively, for classifiers, and
ACOAR uses rough set theory by calculating a dependency degree. ACOFS, and CAFS uses
a training set, validation set and testing set, while ACOFSS and ANNIGMA use only a train‐
ing set and testing set. MLPFS and GPFS use 10-fold cross-validation. A similar method, that
is, 5-fold cross-validation, is used in HGAFS, where k refers to a value ranging from 2 to 10,
depending on the given dataset scale. The aforementioned algorithms not only use different
data partitions, but also employ a different number of independent runs in measuring aver‐
age performances. For example, ANNIGMA and CAFS use 30 runs, ACOFS uses 20 runs,
and MLPFS and GPFS use 10 runs. It is important to note that no further information re‐
garding the number of runs has been mentioned in the literature for ACOFSS and HGAFS.
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Figure 13. Classification accuracies (CAs) of the cancer dataset in ACOFS for a single run. Here, CA is the accuracy of a
local best subset.
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NIGMA and CAFS; MLPFS and ANNIGMA use backward selection strategy for finding sa‐
lient features, while CAFS uses forward selection strategy. For evaluating the feature subset,
ACOFS, ACOFSS, MLPFS, CAFS, and ANNIGMA use a NN for classifiers, while GPFS and
HGAFS use a decision tree and support vector machine, respectively, for classifiers, and
ACOAR uses rough set theory by calculating a dependency degree. ACOFS, and CAFS uses
a training set, validation set and testing set, while ACOFSS and ANNIGMA use only a train‐
ing set and testing set. MLPFS and GPFS use 10-fold cross-validation. A similar method, that
is, 5-fold cross-validation, is used in HGAFS, where k refers to a value ranging from 2 to 10,
depending on the given dataset scale. The aforementioned algorithms not only use different
data partitions, but also employ a different number of independent runs in measuring aver‐
age performances. For example, ANNIGMA and CAFS use 30 runs, ACOFS uses 20 runs,
and MLPFS and GPFS use 10 runs. It is important to note that no further information re‐
garding the number of runs has been mentioned in the literature for ACOFSS and HGAFS.





Cancer ns 3.50 12.00
CA(%) 98.91 95.57
Thyroid ns 3.00 14.00 --
CA (%) 99.08 94.50 --
Credit card ns 5.85 - 8.00
CA (%) 87.99 - -
Colon cancer ns 5.25 - 8.00
CA(%) 84.06 - 59.5
Table 17. Comparisons between ACOFS, ACOFSS [42], ACOAR [31]. Here, “_” means not available.
We can see in Table 17 that ACOFS produced the best solutions in terms of a reduced num‐
ber of selected features, and the best CA in comparison with the two ACO-based FS algo‐
rithms, namely, ACOFSS and ACOAR, for all four datasets. Furthermore, the results produced
by ACOFS shown in Table 18 represented the best CA among the other algorithms for all four
datasets. For the remaining three datasets, while HGAFS achieved the best CA for two data‐
sets, GPFS achieved the best CA for one dataset. Note that, ACOFS and ANNIGMA jointly
achieved the best CA for the credit card dataset. In terms of ns, ACOFS selected the smallest
number of features for four out of seven datasets, and the second smallest for two dataset; that
is to say, CAFS and HGAFS. In a close observation, ACOFS achieved the smallest ns, which
resulted in the best CAs for the glass and ionosphere datasets in comparison with the other
five algorithms (see Table 18).
Dataset Comparison
ACOFS GPFS HGAFS MLPFS CAFS ANNIGMA
Cancer ns 3.50 2.23 3.00 8.00 6.33 5.80
CA(%) 98.91 96.84 94.24 89.40 98.76 96.50
Glass ns 3.30 -- 5.00 8.00 4.73 -
CA (%) 82.54 -- 65.51 44.10 76.91 -
Vehicle ns 2.90 5.37 11.00 13.00 2.70 -
CA(%) 75.90 78.45 76.36 74.60 74.56 -
Ionosphere ns 4.15 - 6.00 32 6.73 9.00
CA (%) 99.88 - 92.76 90.60 96.55 90.20
Credit card ns 5.85 - 1.00 - - 6.70
CA (%) 87.99 - 86.43 - - 88.00
Sonar ns 6.25 9.45 15.00 29.00 - -
CA (%) 86.05 86.26 87.02 59.10 - -
Colon cancer ns 5.25 - 6.00 - - -
CA (%) 84.06 - 86.77 - - -
Table 18. Comparisons between ACOFS, GPFS [32], HGAFS [23], MLPFS [4], CAFS [47], and ANNIGMA [26]. Here, “_”
means not available.
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Significantly, it can be said that FS improves the performance of classifiers by ignoring irrel‐
evant features in the original feature set. An important task in such a process is to capture
necessary information in selecting salient features; otherwise, the performance of classifiers
might be degraded. For example, for the cancer dataset, GPFS selected the smallest feature
subset consisting of 2.23 features, but achieved a lower CA. On the other hand, ACOFS se‐
lected a slightly larger feature subset that provided a better CA compared to others for the
cancer dataset. In fact, the results presented for other algorithms in Table 18 indicate that
having the smallest or largest feature subset did not guarantee performing with the best or
worst CA.
7.7.2. Comparison with normal ACO based FS algorithm
In this context, a normal ACO algorithm for solving FS is used, considering similar steps as
incorporated in ACOFS, except for a number of differences. We call this algorithm “NA‐
COFS”. In NACOFS, issues of guiding the ants and forcing the ants during SC were not con‐
sidered. Instead, the ants followed a process for SC where the size of subsets was fixed for
each iteration and increased at a fixed rate for following iterations. On the other hand, hy‐
brid search was not used here; that is to say, the concept of random and probabilistic behav‐
ior was not considered, including the incorporation of information gain in designing the
pheromone update rule and heuristic information measurement rule.
Dataset Comparison
ACOFS NACOFS
ns S.D. CA S.D. ns S.D. CA S.D.
Cancer 3.50 1.36 98.91 0.40 4.50 0.97 98.77 0.37
Glass 3.30 1.14 82.54 1.44 4.60 1.01 80.66 1.44
Ionosphere 4.15 2.53 99.88 0.34 11.45 6.17 99.88 0.34
Credit card 5.85 1.76 87.99 0.38 22.85 6.01 88.19 0.45
Table 19. Comparisons between ACOFS and NACOFS. Here, NACOFS refers to the normal ACO-based FS algorithm.
It is seen in Table 19 that the results produced by ACOFS achieved the best CA compared to
NACOFS for three out of four datasets. For the remaining dataset, NACOFS achieved the
best result. In terms of ns, ACOFS selected the smallest number of features for the all four
datasets, while NACOFS selected subsets of bulky size. Between these two algorithms, the
performances of the CAs seemed to be similar, but the results of the numbers of selected fea‐
tures were very different. The performance of ACOFS was also found to be very consistent,
exhibiting a low standard deviation (SD) under different experimental setups.
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This section briefly explains the reason that the performance of ACOFS was better than those
of the other ACO-based FS algorithms compared in Table 17. There are three major differen‐
ces that might contribute to the better performance of ACOFS compared to the other algorithms.
The first reason is that ACOFS uses a bounded scheme to determine the subset size, while
ACOFSS, ACOAR, and other ACO-based FS algorithms (e.g., [11,49-52]) do not use such a
scheme. It is now clear that without a bounded scheme, ants are free to construct subsets of
bulky size. Accordingly, there is a high possibility of including a number of irrelevant fea‐
tures in the constructed subsets. Using the bounded scheme with assistance from other tech‐
niques, ACOFS includes the most highly salient features in a reduced number, although it
functioned upon a wide range of feature spaces. As shown in Table 17, ACOFS selected, on
average, 3.00 salient features, while ACOFSS selected 14.00 features, on average, from the
thyroid dataset. For the remaining other three datasets, ACOFS also selected a very small
number of salient features. The benefit of using the bounded scheme can also be seen from
the results of the selected subsets in ACOFS.
The second reason is the new hybrid search technique integrated in ACOFS. The algorithms
ACOFSS, ACOAR and others do not use such a hybrid search technique in performing pher‐
omone update and heuristic information measurement. The benefit of adopting the hybrid
search in ACOFS can clearly be seen in Figures 12 and 13. These figures show that ACOFS
achieved a powerful and faster searching capability in finding salient features in the feature
space. The above advantage can also be seen in Tables 17 and 18. We found that ACOFS had
a remarkable capability to produce significant classification performances from different da‐
tasets using a reduced number of salient features.
The third reason is that ACOFS used a constructive approach for determining appropriate
architectures, that is to say, an appropriate size of the hidden layer for the NN classifiers.
The NN then evaluated the subsets constructed by the ants in each iteration during train‐
ing. The existing ACO-based FS approaches (e.g., [42]) often ignored the above issue of the
NN classifiers. Furthermore, a number of other approaches (e.g., [49,50]) often ignored the
classifier portions to consider any heuristic methodology by which the activity of the clas‐
sifiers could be improved for evaluating the subsets effectively. Furthermore, most ACO-
based FS approaches performed the pheromone update rule based on classifier performances
in evaluating the subsets. In this sense, the evaluation function was one of the most cru‐
cial parts in these approaches for FS. However, the most common practice was to choose
the number of hidden neurons in the NN randomly. Thus, the random selection of hid‐
den neurons affected the generalization performances of the NNs. Furthermore, the entire
FS process was eventually affected, resulting in ineffective solutions in FS. It is also impor‐
tant to say that the performance of any NN was greatly dependent on the architecture [17,
57]. Thus, automatic determination of the number of hidden neurons’ lead to providing a
better solution for FS in ACOFS.
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8. Conclusions
In this chapter, an efficient hybrid ACO-based FS algorithm has been reported. Since ants
are the foremost strength of an ACO algorithm, guiding the ants in the correct directions is
an urgent requirement for high-quality solutions. Accordingly, ACOFS guides ants during
SC by determining the subset size. Furthermore, new sets of pheromone update and heuris‐
tic information measurement rules for individual features bring out the potential of the
global search capability of ACOFS.
Extensive experiments have been carried out in this chapter to evaluate how well ACOFS
has performed in finding salient features on different datasets (see Table 3). It is observed
that a set of high-quality solutions for FS was found from small, medium, large, and very
large dimensional datasets. The results of the low standard deviations of the average classi‐
fication accuracies as well as the average number of selected features, showed the robust‐
ness of this algorithm. On the other hand, in comparison with seven prominent FS
algorithms (see Tables 17 and 18), with only a few exceptions, ACOFS outperformed the
others in terms of a reduced number of selected features and best classification performan‐
ces. Furthermore, the estimated computational complexity of this algorithm reflected that
incorporation of several techniques did not increase the computational cost during FS in
comparison with other ACO-based FS algorithms (see Section 6.5).
We can see that there are a number of areas, where ACOFS failed to improve performances in
terms of number of selected features and classification accuracies. Accordingly, more suita‐
ble heuristic schemes are necessary in order to guide the ants appropriately. In the current
implementation, ACOFS has a number of user-specified parameters, given in Table 2, which
are common in the field of ACO-based algorithms using NNs for FS. Further tuning of the
user-specified parameters related to ACO provides some scope for further investigations in
future. On the other hand, among these parameters, μ, used in determining the subset size,
was sensitive to moderate change, according to our observations. One of the future improve‐
ments to ACOFS could be to reduce the number of parameters, or render them adaptive.
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1. Introduction
The Ant Colony Optimization (ACO) metaheuristic [1] is a constructive population-based
approach based on the social behavior of ants. As it is acknowledged as a powerful method to
solve academic and industrial combinatorial optimization problems, a considerable amount
of research is dedicated to improving its performance. Among the proposed solutions, we
find the use of parallel computing to reduce computation time, improve solution quality or
both.
Most parallel ACO implementations can be classified into two general approaches. The first
one is the parallel execution of the ants construction phase in a single colony. Initiated by
Bullnheimer et al. [2], it aims to accelerate computations by distributing ants to computing
elements. The second one, introduced by Stützle [3], is the execution of multiple ant
colonies. In this case, entire ant colonies are attributed to processors in order to speedup
computations as well as to potentially improve solution quality by introducing cooperation
schemes between colonies.
Recently, a more detailed classification was proposed by Pedemonte et al. [4]. It shows that
most existing works are based on designing parallel ACO algorithms at a relatively high
level of abstraction which may be suitable for conventional parallel computers. However,
as research on parallel architectures is rapidly evolving, new types of hardware have
recently become available for high performance computing. Among them, we find multicore
processors and graphics processing units (GPU) which provide great computing power
at an affordable cost but are more difficult to program. In fact, it is not clear that
conventional high-level abstraction models are suitable for expressing parallelism in a way
that is efficiently implementable and reproducible on these architectures. As academic and
industrial combinatorial optimization problems always increase in size and complexity, the
field of parallel metaheuristics has to follow this evolution of high performance computing.
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2 And Colony Optimization
The main purpose of this chapter is to complement existing parallel ACO models with a
computational design that relates more closely to high performance computing architectures.
Emerging from several years of work by the authors on the parallelization of ACO in various
computing environments including clusters, symmetric multiprocessors (SMP), multicore
processors and graphics processing units (GPU) [5–10], it is based on the concepts of
computing entities and memory structures. It provides a conceptual vision of parallel
ACO that we believe more balanced between theory and practice. We revisit the existing
literature and present various implementations from this viewpoint. Extensive experimental
results are presented to validate the proposed approaches across a broad range of computing
environments. Key algorithmic, technical and programming issues are also addressed in this
context.
2. Literature review on Parallel Ant Colony Optimization
During the past 20 years, the ACO metaheuristic has improved significantly to become one
of the most effective combinatorial optimization methods. For about a decade, following
this trend, a number of parallelization techniques have been proposed to further enhance
its search process. Works on traditional CPU-based parallel ACO can be classified into
two general approaches: parallel ants and multiple ant colonies. These approaches are
briefly explained in Sections 2.1 and 2.2. On the other hand, few authors have proposed
parallel implementations dedicated to specific architectures. Section 2.3 is dedicated to these
hardware-oriented approaches. In all cases, a survey of related works is also provided.
2.1. Parallel ants
Works related to the parallel ants approach, which aims to execute the ants tour construction
phase on many processing elements, were initiated by Bullnheimer et al. [2]. They
proposed two parallelization strategies for the Ant System on a message passing and
distributed-memory architecture. The first one is a low-level and synchronous strategy that
aims to accelerate computations by distributing ants to processors in a master-slave fashion.
At each iteration, the master broadcasts the pheromone structure to slaves, which then
compute their tours in parallel and send them back to the master. The time needed for these
global communications and synchronizations implies a considerable overhead. The second
strategy aims to reduce it by letting the algorithm perform a given number of iterations
without exchanging information. The authors conclude that this partially asynchronous
strategy is preferable due to the considerable reduction of the communication overhead.
The works of Talbi et al. [11], Randall and Lewis [12], Islam et al. [13], Craus and Rudeanu
[14], Stützle [3] and Doerner et al. [15] are based on a similar parallelization approach
and a distributed memory architecture. Delisle et al. [5, 6] implemented this scheme on
shared-memory architectures like SMP computers and multi-core processors. They also
compared performance between the two types of architectures [7].
2.2. Multiple ant colonies
The multiple ant colonies approach, also based on a message-passing and distributed
memory architecture, aims to execute whole ant colonies on available processing elements.
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It was introduced by Stützle [3] with the parallel execution of multiple independent copies
of the same algorithm. Middendorf et al. [16] extended this approach by introducing four
information exchange strategies between ant colonies: exchange of globally best solution,
circular exchange of locally best solutions, migrants or locally best solutions plus migrants.
It is shown that it can be advantageous for ant colonies to avoid communicating too much
information and too often. Giving up on the idea of sharing whole pheromone information,
they based their strategy on the trade of a single solution at each exchange step.
Chu et al. [17], Manfrin et al. [18], Ellabib et al. [19] and Alba et al. [20] have also
proposed different information exchange strategies for the multiple ant colony approach.
Many parameters are studied like the topology of the links between processors as well as
the nature and frequency of information exchanges. These strategies are implemented using
MPI on distributed memory architectures. On the other hand, Delisle et al. [8] adapted some
of them on shared-memory architectures.
2.3. Hardware-oriented parallel ACO
Even though they mostly follow the parallel ants and multiple ant colonies approaches,
hardware-oriented approaches are dedicated to specific and untraditional parallel
architectures. Scheuermann et al. [21, 22] designed parallel implementations of ACO on
Field Programmable Gate Arrays (FPGA). Considerable changes to the algorithmic structure
of the metaheuristic were needed to take benefit of this particular architecture.
Few authors have tackled the problem of parallelizing ACO on GPU in the form of
preliminary work. Catala et al. [23] propose an implementation of ACO to solve the
Orienteering Problem. Instances of up to a few thousand nodes are solved by building
solutions on GPU. Wang et al. [24] propose an implementation of the MMAS where the tour
construction phase is executed on a GPU to solve a 30 city TSP. Similar implementations are
reported by You [25], Zhu and Curry [26], Li et al. [27], Cecilia et al. [28] and Delévacq et
al. [9] . Following these works, Delévacq et al. [10] have proposed various parallelization
strategies for ACO on GPU as well as a comparative study to show the influence of various
parameters on search efficiency.
Finally, concerning grid applications, Weis and Lewis [29] implemented an ACO algorithm
on an ad-hoc grid for the design of a radio frequency antenna structure. Mocholi et al. [30]
also proposed a medium grain master-slave algorithm to solve the Orienteering Problem.
In addition to a complete survey, Pedemonte et al. [4] proposed a taxonomy for Parallel
ACO which is illustrated in Fig. 1. Although it provides a comprehensive view of the
field, its relatively high level of abstraction does not capture some important features that
are crucial for obtaining efficient implementations on modern high performance computing
architectures.
The present work does not seek to replace this taxonomy but rather provides a conceptual
view of parallel ACO that relates more closely to real parallel architectures. By bringing
together the high-level concepts of parallel ACO and the lower-level parallel computing
models, it aims to serve as a methodological framework for the design of efficient ACO
implementations.
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strategy is preferable due to the considerable reduction of the communication overhead.
The works of Talbi et al. [11], Randall and Lewis [12], Islam et al. [13], Craus and Rudeanu
[14], Stützle [3] and Doerner et al. [15] are based on a similar parallelization approach
and a distributed memory architecture. Delisle et al. [5, 6] implemented this scheme on
shared-memory architectures like SMP computers and multi-core processors. They also
compared performance between the two types of architectures [7].
2.2. Multiple ant colonies
The multiple ant colonies approach, also based on a message-passing and distributed
memory architecture, aims to execute whole ant colonies on available processing elements.
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It was introduced by Stützle [3] with the parallel execution of multiple independent copies
of the same algorithm. Middendorf et al. [16] extended this approach by introducing four
information exchange strategies between ant colonies: exchange of globally best solution,
circular exchange of locally best solutions, migrants or locally best solutions plus migrants.
It is shown that it can be advantageous for ant colonies to avoid communicating too much
information and too often. Giving up on the idea of sharing whole pheromone information,
they based their strategy on the trade of a single solution at each exchange step.
Chu et al. [17], Manfrin et al. [18], Ellabib et al. [19] and Alba et al. [20] have also
proposed different information exchange strategies for the multiple ant colony approach.
Many parameters are studied like the topology of the links between processors as well as
the nature and frequency of information exchanges. These strategies are implemented using
MPI on distributed memory architectures. On the other hand, Delisle et al. [8] adapted some
of them on shared-memory architectures.
2.3. Hardware-oriented parallel ACO
Even though they mostly follow the parallel ants and multiple ant colonies approaches,
hardware-oriented approaches are dedicated to specific and untraditional parallel
architectures. Scheuermann et al. [21, 22] designed parallel implementations of ACO on
Field Programmable Gate Arrays (FPGA). Considerable changes to the algorithmic structure
of the metaheuristic were needed to take benefit of this particular architecture.
Few authors have tackled the problem of parallelizing ACO on GPU in the form of
preliminary work. Catala et al. [23] propose an implementation of ACO to solve the
Orienteering Problem. Instances of up to a few thousand nodes are solved by building
solutions on GPU. Wang et al. [24] propose an implementation of the MMAS where the tour
construction phase is executed on a GPU to solve a 30 city TSP. Similar implementations are
reported by You [25], Zhu and Curry [26], Li et al. [27], Cecilia et al. [28] and Delévacq et
al. [9] . Following these works, Delévacq et al. [10] have proposed various parallelization
strategies for ACO on GPU as well as a comparative study to show the influence of various
parameters on search efficiency.
Finally, concerning grid applications, Weis and Lewis [29] implemented an ACO algorithm
on an ad-hoc grid for the design of a radio frequency antenna structure. Mocholi et al. [30]
also proposed a medium grain master-slave algorithm to solve the Orienteering Problem.
In addition to a complete survey, Pedemonte et al. [4] proposed a taxonomy for Parallel
ACO which is illustrated in Fig. 1. Although it provides a comprehensive view of the
field, its relatively high level of abstraction does not capture some important features that
are crucial for obtaining efficient implementations on modern high performance computing
architectures.
The present work does not seek to replace this taxonomy but rather provides a conceptual
view of parallel ACO that relates more closely to real parallel architectures. By bringing
together the high-level concepts of parallel ACO and the lower-level parallel computing
models, it aims to serve as a methodological framework for the design of efficient ACO
implementations.
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Figure 1. Taxonomy for parallel ACO [4].
3. A new architecture-oriented taxonomy for parallel ACO
The efficient implementation of a parallel metaheuristic in optimization software generally
requires the consideration of the underlying architecture. Inspired by Talbi [31], we
distinguish the following main parallel architectures: clusters/networks of workstations,
symmetric multiprocessors / multicore processors, grids and graphics processing units.
Clusters and Networks of Workstations (COWs/NOWs) are distributed-memory
architectures where each processor has its own memory (Fig. 2(a)). Information exchanges
between processors require explicit message passing which implies programming efforts and
communication costs. NOWs may be seen as an heterogeneous group of computers whereas
COWs are homogeneous, unified computing devices.
Figure 2. Shared-memory and distributed-memory parallel architectures [31].
Symmetric multiprocessors (SMPs) and multicore processors are shared-memory
architectures where the processors are connected to a common memory (Fig. 2(b)).
Information exchanges between processors are facilitated by the single address space but
synchronizations still have to be managed. SMPs consist of many processors that are linked
to a bus network and multicore processors contain many processors on a single chip.
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Grids may be considered as pools of heterogeneous and dynamic computing resources
geographically distributed across multiple administrative domains and owned by different
organizations ([32]). These resources are usually high performance computing platforms
connected with a dedicated high-speed network or workstations linked by a nondedicated
network such as the Internet. In such volatile systems, security, fault tolerance and resource
discovery are important issues to address. Fortunately, middleware usually frees the grid
application programmer from much of these issues.
Finally, graphics processing units (GPUs) are devices that are used in computers to
manipulate computer graphics. As GPU technology has evolved drastically in the last few
years, it has been increasingly used to accelerate general-purpose scientific and engineering
applications. As shown in Figure 3, the conventional NVIDIA GPU [33] includes many
multiprocessors and processors which execute multiple coordinated threads. Several
memories are distinguished on this special hardware, differing in size, latency and access
type.
Figure 3. NVIDIA GPU architecture [33].
Considering the variety of architectures currently available in the world of high performance
computing, the successful design and implementation of a parallel ACO algorithm on one
platform or another may be a significant challenge. Moreover, most computers fall into many
categories: a computational cluster may be composed of many distributed nodes which
include multicore processors and GPUs. The challenge then becomes two fold: identifying
a suitable combination of parallel strategies and implementing it on the target system. In
order to make this process simpler, we propose a taxonomy for parallel ACO which takes
implementation details into account. It distinguishes three criteria: the ACO granularity
level, the "computational entity" associated to that level and the memory structure available
at that level.
3.1. ACO granularity level
The decomposition of an ACO algorithm into tasks to be executed by different processors
may be performed according to several granularities. One of the main goals of the
parallelization process is to find an equitable compromise between the number of tasks and
the cost associated to the management of these tasks. Based on the algorithmic structure of
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Considering the variety of architectures currently available in the world of high performance
computing, the successful design and implementation of a parallel ACO algorithm on one
platform or another may be a significant challenge. Moreover, most computers fall into many
categories: a computational cluster may be composed of many distributed nodes which
include multicore processors and GPUs. The challenge then becomes two fold: identifying
a suitable combination of parallel strategies and implementing it on the target system. In
order to make this process simpler, we propose a taxonomy for parallel ACO which takes
implementation details into account. It distinguishes three criteria: the ACO granularity
level, the "computational entity" associated to that level and the memory structure available
at that level.
3.1. ACO granularity level
The decomposition of an ACO algorithm into tasks to be executed by different processors
may be performed according to several granularities. One of the main goals of the
parallelization process is to find an equitable compromise between the number of tasks and
the cost associated to the management of these tasks. Based on the algorithmic structure of
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ACO, the proposed classification distinguishes four granularity levels from coarsest to finest:
colony, iteration, ant and solution element.
Parallelization at the colony level consists in defining the execution of a whole ACO
algorithm as a task and assigning it to a processor. The multiple independent colonies
and the multiple cooperating colonies approaches, as defined respectively by Stützle [3] and
Middendorf et al. [16], may be associated to this level. A single colony is typically assigned
to a processor but it is possible to assign many with some form of scheduling. At this level,
the main factors to consider in the parallelization process are the homogeneity of the colonies
as well as their interactions.
Depending on design choices, parallelization at the iteration level may be considered as a
particular case of either the colony level or the ant level parallelizations. In fact, it may
be seen as a hybrid between these two levels instead of a full level. The idea is then to
share the iterations of the algorithm between available processors. A first way to implement
this strategy is to divide the ants of a single colony into groups and to let each group
evolve independently during the algorithm. A second way is to let these groups share their
pheromone information after a given number of iterations in a way similar to the partially
asynchronous implementation of Bullnheimer et al. [2]. At this level, the way the iterations
are coordinated between groups will effect the global parallel performance.
Parallelization at the ant level implies the distribution of the tasks included in an iteration to
available processors. It is mainly the ants construction phase but also operations associated
to pheromone update and solution management. This level is related to the typical parallel
ants strategy where one or many ants are assigned to each processing element. In that
case, special care must be taken to ensure that pheromone updates and general management
operations like the identification and update of the best ant do not significantly degrade the
performance of the implementation.
Until a few years ago, parallelization at the ant level was generally the finest granularity
considered for most optimization problems. However, the emergence of massively parallel
architectures like the GPU have resulted in the need for finer approaches. At the solution
element level, the main operations that are considered for parallelization are the state
transition rule and solution evaluation. In the first case, one possible strategy is to evaluate
several candidates in parallel to speedup the choice of the next move by an ant. In the second
case, the evaluation of the objective function of a particular ant is decomposed among several
processors.
The approach proposed in this section sought to determine a parallelization framework
taking into account both the main ACO components and the multiple possible granularities.
In the next section, it is augmented by considering the underlying computational
architecture.
3.2. Computational entity
Nowadays, the typical high performance parallel computer is composed of a hierarchy of
several different architectures. For example, it is common to find a computational cluster
with multiple distributed SMP nodes, each one of them being composed of multicore
processors and GPU cards. Moreover, this type of machine is often found in computational
grids. In order to obtain the best possible performance on these platforms, an algorithm has
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to be implemented according to at least a part of this hierarchy. The proposed classification
distinguishes each level of this hierarchy from the parallel programming perspective. This
translates into the definition of five computational entities: system, node, process, block and
thread.
A system defines a parallel computer as a unified computational resource which may be a
standard workstation or a cluster. A distinction is made between these single systems and
grids which are considered multiple systems.
A node is a discernable part of a system to which tasks can be assigned. A system may then
be composed of a single node which is the case of the standard workstation, or of multiple
nodes which is the case of clusters.
A process is a computational entity that manages and executes sequential and parallel
programs. As this concept refers to the typical process in operating systems, it can hold
one or many threads which may be grouped together or not. When a process executes only
sequential code, it is considered as the smallest indivisible entity of an implementation.
A block is an intermediate entity between process and thread. This notion comes from
the field of GPU computing in which a block is composed of many threads. The standard
processor may be seen as a particular case where a single block is executed. A sequential
processor then holds one block and one thread whereas a multicore processor holds one
block and several threads.
Finally, a thread is a sequential flow of instructions that is part of a block. It represents an
indivisible entity and the smallest one in the model: it is always sequential and executes
instructions on a processor at a given time. Therefore, even though in practice there may
be more threads than processors (some threads will be executed while some others will be
idle), in this model we consider that these threads may be merged into a smaller number of
threads corresponding to the number of available processors.
Complementary to the notion of computational entity, we add the concept of memory that
may be relevant to all five levels previously defined.
3.3. Memory
Memory is an important aspect of ACO algorithms. It serves as a container for pheromone
information, problem data and various parameters. It also serves as a channel for information
exchange in many parallel implementations. Therefore, as accessibility and access speed will
have a significant impact on the feasibility and performance of the parallel implementation,
three categories are distinguished: local, global and remote.
Local memory refers to a memory space that is directly accessible by the computational
entities of a given level and fast in access time relatively to this particular level. For example,
the shared memory of one multiprocessor of a GPU (see Figure 3) is considered as local
memory for all the threads that are executed by a block on this multiprocessor. The registers
of a processor could also be considered as local memory if they were managed directly,
although it is usually not the case.
Global memory is a memory space that can also be accessed directly by the computational
entities of a given level, but relatively slow in access time. For example, the device memory of
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ACO, the proposed classification distinguishes four granularity levels from coarsest to finest:
colony, iteration, ant and solution element.
Parallelization at the colony level consists in defining the execution of a whole ACO
algorithm as a task and assigning it to a processor. The multiple independent colonies
and the multiple cooperating colonies approaches, as defined respectively by Stützle [3] and
Middendorf et al. [16], may be associated to this level. A single colony is typically assigned
to a processor but it is possible to assign many with some form of scheduling. At this level,
the main factors to consider in the parallelization process are the homogeneity of the colonies
as well as their interactions.
Depending on design choices, parallelization at the iteration level may be considered as a
particular case of either the colony level or the ant level parallelizations. In fact, it may
be seen as a hybrid between these two levels instead of a full level. The idea is then to
share the iterations of the algorithm between available processors. A first way to implement
this strategy is to divide the ants of a single colony into groups and to let each group
evolve independently during the algorithm. A second way is to let these groups share their
pheromone information after a given number of iterations in a way similar to the partially
asynchronous implementation of Bullnheimer et al. [2]. At this level, the way the iterations
are coordinated between groups will effect the global parallel performance.
Parallelization at the ant level implies the distribution of the tasks included in an iteration to
available processors. It is mainly the ants construction phase but also operations associated
to pheromone update and solution management. This level is related to the typical parallel
ants strategy where one or many ants are assigned to each processing element. In that
case, special care must be taken to ensure that pheromone updates and general management
operations like the identification and update of the best ant do not significantly degrade the
performance of the implementation.
Until a few years ago, parallelization at the ant level was generally the finest granularity
considered for most optimization problems. However, the emergence of massively parallel
architectures like the GPU have resulted in the need for finer approaches. At the solution
element level, the main operations that are considered for parallelization are the state
transition rule and solution evaluation. In the first case, one possible strategy is to evaluate
several candidates in parallel to speedup the choice of the next move by an ant. In the second
case, the evaluation of the objective function of a particular ant is decomposed among several
processors.
The approach proposed in this section sought to determine a parallelization framework
taking into account both the main ACO components and the multiple possible granularities.
In the next section, it is augmented by considering the underlying computational
architecture.
3.2. Computational entity
Nowadays, the typical high performance parallel computer is composed of a hierarchy of
several different architectures. For example, it is common to find a computational cluster
with multiple distributed SMP nodes, each one of them being composed of multicore
processors and GPU cards. Moreover, this type of machine is often found in computational
grids. In order to obtain the best possible performance on these platforms, an algorithm has
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to be implemented according to at least a part of this hierarchy. The proposed classification
distinguishes each level of this hierarchy from the parallel programming perspective. This
translates into the definition of five computational entities: system, node, process, block and
thread.
A system defines a parallel computer as a unified computational resource which may be a
standard workstation or a cluster. A distinction is made between these single systems and
grids which are considered multiple systems.
A node is a discernable part of a system to which tasks can be assigned. A system may then
be composed of a single node which is the case of the standard workstation, or of multiple
nodes which is the case of clusters.
A process is a computational entity that manages and executes sequential and parallel
programs. As this concept refers to the typical process in operating systems, it can hold
one or many threads which may be grouped together or not. When a process executes only
sequential code, it is considered as the smallest indivisible entity of an implementation.
A block is an intermediate entity between process and thread. This notion comes from
the field of GPU computing in which a block is composed of many threads. The standard
processor may be seen as a particular case where a single block is executed. A sequential
processor then holds one block and one thread whereas a multicore processor holds one
block and several threads.
Finally, a thread is a sequential flow of instructions that is part of a block. It represents an
indivisible entity and the smallest one in the model: it is always sequential and executes
instructions on a processor at a given time. Therefore, even though in practice there may
be more threads than processors (some threads will be executed while some others will be
idle), in this model we consider that these threads may be merged into a smaller number of
threads corresponding to the number of available processors.
Complementary to the notion of computational entity, we add the concept of memory that
may be relevant to all five levels previously defined.
3.3. Memory
Memory is an important aspect of ACO algorithms. It serves as a container for pheromone
information, problem data and various parameters. It also serves as a channel for information
exchange in many parallel implementations. Therefore, as accessibility and access speed will
have a significant impact on the feasibility and performance of the parallel implementation,
three categories are distinguished: local, global and remote.
Local memory refers to a memory space that is directly accessible by the computational
entities of a given level and fast in access time relatively to this particular level. For example,
the shared memory of one multiprocessor of a GPU (see Figure 3) is considered as local
memory for all the threads that are executed by a block on this multiprocessor. The registers
of a processor could also be considered as local memory if they were managed directly,
although it is usually not the case.
Global memory is a memory space that can also be accessed directly by the computational
entities of a given level, but relatively slow in access time. For example, the device memory of
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a GPU is considered as global memory for the threads of a given block. The shared memory
of a SMP node is also considered as global memory for the processors or cores of that node.
Remote memory is a memory space that can not be directly accessed by the entities, but
for which the information can be made available by an explicit operation between entities.
Obviously, remote memory access is considered to be slower than global memory access. For
example, the memory available to a processor located in a specific node of a cluster will be
considered as remote for the processors on other nodes.
Table 1 summarizes the proposed taxonomy. According to it, designing a parallel ACO
implementation implies to link a computational entity and a memory structure to each
ACO granularity level. In the next section, two case studies, extracted from the author’s
previous works, are proposed and expressed according to this taxonomy. In each case, the
parallelization strategy and experimental results are synthesized and discussed in order to
illustrate various features of the classification.






Table 1. Architecture-based taxonomy for parallel ACO.
4. Case studies
Two case studies are presented to illustrate how the proposed framework relates to real
implementations. In order to cover the two main general parallelization strategies for ACO,
both parallel ants and multicolony approaches are proposed. In the first case, SMP and
muticore processors are considered as underlying architectures. In the second case, a GPU is
used as a coprocessor of a sequential processor. This section is then concluded with a more
general discussion about how this taxonomy applies to most other combinations of ACO
algorithms and parallel architectures.
4.1. Multi-Colony parallel ACO on a SMP and multicore architecture
This approach deals with the management of multiple colonies which use a global shared
memory to exchange information. The whole algorithm executes on a single system and
a single node so there is no parallelism at these levels. The colonies are executed in
parallel and spawn multiple parallel ants. Therefore, colonies are associated to processes
and ants to threads. At the programming level, this can be implemented either with multiple
operating system processes and multiple threads or with multiple nested threads. In this
implementation, we choose the latter as the available SMP node supports nested threads







thread . There is no additionnal parallelism at the
solution element level so it is not specified here.
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The proposed implementation is defined assuming a shared-memory model based on threads
in which algorithm execution begins with a single thread called the master thread and
executed sequentially. To execute a part of the algorithm in parallel, a parallel region
is defined where many threads are created, each one of them executing that part of the
algorithm concurrently. All threads have access to the whole shared memory, but we can
define private data, which is data that will be accessible only by a single thread. Inside a
parallel region, we can define a parallel loop, which is a loop where cycles are divided among
existing threads in a work-sharing manner. To manage synchronizations between threads,
some form of explicit control must be used. A barrier, as the name implies, is a point in
the execution of the algorithm beyond which no thread may execute until all threads have
reached that point. Also, a critical region is a part of a parallel region which can be executed
only by one thread at a time. It is usually used to avoid concurrent writes to shared data. We
can now describe the shared-memory parallelization strategy for ACO.
Two versions of the multicolony strategy are proposed which are related to the author’s
previous work ([6, 8]). The first one, related to parallel independent runs as defined by Stützle
[3], implies multiple threads each executing their own copy of the sequential metaheuristic.
For the second strategy, we let the colonies cooperate by using a common global best known
solution in the shared memory. In both cases, ants are executed in parallel by many nested
threads.
In the first implementation, search processes are independent. There are as many copies
of data structures as there are colonies. In particular, even if they all reside in the shared
memory, pheromone structures are private and exclusive to each thread. ACO parameters
are also private, which means that they could be different even if it will not be experimented
in this study. In a theoretical context, this kind of parallelization should imply minimal
communication and synchronization overheads, hence maximal efficiency. However, this is
not the case in a practical context. Even if the data structures are private, colonies need to
simultaneously access them through common system resources. At this point, it is up to the
computer system to efficiently manage this concurrency.
Parallelizing ACO in multiple search processes is quite simple: we only need to create a
parallel region at the beginning of the sequential algorithm. This way, we can create as many
threads as we have colonies. A memory location dedicated to store the global best solution
known by all processors is reserved in the shared memory and is accessible by all threads. At
the end of the parallel region, a critical section lets each thread verify if the best solution it has
found qualifies for replacing the global best one and update the data structure accordingly.
The best solution of the parallel independent runs can then be identified after the parallel
region as the result of the parallel algorithm.
To illustrate the scheme of multiple interacting colonies in a shared-memory model, the
simple case of a common best global solution located in the shared memory is implemented.
This relates to the first strategy defined by Middendorf [16], that is, exchange of the globally
best solution. The exchange rule of this strategy implies that in each information exchange
step, the globally best known solution is broadcast to all colonies where it becomes the locally
best solution. Information exchanges are performed at each given number of cycles.
In a shared-memory context, there is no such thing as an explicit broadcast communication
step. It is replaced by the use of the global best solution as a dedicated structure in the shared
memory. However, it is now used differently and more frequently. At each information
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a GPU is considered as global memory for the threads of a given block. The shared memory
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considered as remote for the processors on other nodes.
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implementation implies to link a computational entity and a memory structure to each
ACO granularity level. In the next section, two case studies, extracted from the author’s
previous works, are proposed and expressed according to this taxonomy. In each case, the
parallelization strategy and experimental results are synthesized and discussed in order to
illustrate various features of the classification.
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The proposed implementation is defined assuming a shared-memory model based on threads
in which algorithm execution begins with a single thread called the master thread and
executed sequentially. To execute a part of the algorithm in parallel, a parallel region
is defined where many threads are created, each one of them executing that part of the
algorithm concurrently. All threads have access to the whole shared memory, but we can
define private data, which is data that will be accessible only by a single thread. Inside a
parallel region, we can define a parallel loop, which is a loop where cycles are divided among
existing threads in a work-sharing manner. To manage synchronizations between threads,
some form of explicit control must be used. A barrier, as the name implies, is a point in
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of data structures as there are colonies. In particular, even if they all reside in the shared
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are also private, which means that they could be different even if it will not be experimented
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communication and synchronization overheads, hence maximal efficiency. However, this is
not the case in a practical context. Even if the data structures are private, colonies need to
simultaneously access them through common system resources. At this point, it is up to the
computer system to efficiently manage this concurrency.
Parallelizing ACO in multiple search processes is quite simple: we only need to create a
parallel region at the beginning of the sequential algorithm. This way, we can create as many
threads as we have colonies. A memory location dedicated to store the global best solution
known by all processors is reserved in the shared memory and is accessible by all threads. At
the end of the parallel region, a critical section lets each thread verify if the best solution it has
found qualifies for replacing the global best one and update the data structure accordingly.
The best solution of the parallel independent runs can then be identified after the parallel
region as the result of the parallel algorithm.
To illustrate the scheme of multiple interacting colonies in a shared-memory model, the
simple case of a common best global solution located in the shared memory is implemented.
This relates to the first strategy defined by Middendorf [16], that is, exchange of the globally
best solution. The exchange rule of this strategy implies that in each information exchange
step, the globally best known solution is broadcast to all colonies where it becomes the locally
best solution. Information exchanges are performed at each given number of cycles.
In a shared-memory context, there is no such thing as an explicit broadcast communication
step. It is replaced by the use of the global best solution as a dedicated structure in the shared
memory. However, it is now used differently and more frequently. At each information
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exchange step, each thread compare its local value of the best solution with the global best
solution. If it has lower cost, it then becomes the new global best known solution. The use
of a critical region lets threads do their comparison without risking concurrent writes to the
data structure. At this point, the new global best known solution is used by all colonies for
the upcoming pheromone update. Since all threads need to have done their comparisons for
the new global best solution to be effectively known globally, a synchronization barrier needs
to be placed before the pheromone update procedure.
Each colony executes its own ants in parallel by creating a nested group of threads with
an additional parallel region. Ants are then distributed to the available processor cores and
update the global shared pheromone structure of the colony. Therefore, these updates must
be carried out within some form of critical zone to guarantee that unmanaged concurrent
writes are avoided. Next subsection shows how these strategies translate into a real
computing environment.
4.1.1. Experimental results
The proposed experimentations are based on the Ant Colony System (ACS) applied to
the Travelling Salesman Problem ([34]). Both implementations have been experimented
on ROMEO II in the Centre de Calcul de Champagne-Ardenne. ROMEO II is a
parallel supercomputer of cluster type, consisting of 8 Novascale SMP nodes dedicated to
computations. Each node includes 4 Intel Itanium II dual-core processors running at 1.6
GHz with 8MB of cache memory, for a total number of 8 cores, as well as from 16 GB to
128 GB of memory. Each execution is performed on a single node using from 1 to 8 cores.
Application code is written in C++ with OpenMP directives for parallelization. The chosen
TSP instances range in size from 783 cities to 13 509 cities. For a more detailed version of the
experimental setup and results, the reader may consult Delisle et al. [8].
Table 2 provides the summary of the experimentations with 1 to 8 independent colonies,
each colony residing on a separate core. For each problem and number of cores, the 4
columns provide respectively the speedup, the average tour length, the best tour length and
the relative closeness of the average tour length to the optimal solution. For each execution,
computed time comes from the last colony that finishes its search and tour length comes
from the colony that found the best solution.
We first notice that this implementation is quite scalable. In fact, speedups are relatively
close to the number of cores in all configurations. Obviously, there are still some system
costs associated to the parallel execution in a shared memory environment, which tend to
slightly grow as the number of processors/cores increases. Also, as each core performs
the computations associated with a whole ant colony, workload is considerably large in the
parallel region. The ratio between parallelism costs and total execution time per core is then
greatly reduced.
Table 3 provides results obtained with multiple cooperating colonies. Every 10 iterations, the
global best solution is used for the global pheromone update. For the remaining iterations,
each colony uses its own best known solution to update its pheromone structure. We first
note that the exchange strategy does not significantly hurt the execution time as speedups are
still excellent with up to 8 processors. Still, when 4 and 8 processors are used, most efficiency
measures are slightly inferior to the ones obtained with independent colonies. This was
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1 - 8,824 8,810 99.80
2 1.98 8,823 8,806 99.81
4 3.69 8,820 8,815 99.84
8 5.93 8,829 8,822 99.74
d2103
1 - 80,511 80,466 99.92
2 1.97 80,573 80,466 99.85
4 4.00 80,508 80,477 99.93
8 6.92 80,501 80,463 99.94
pla7397
1 - 23,365,444 23,353,738 99.55
2 1.99 23,352,192 23,332,663 99.61
4 3.80 23,380,613 23,350,736 99.48
8 7.80 23,425,288 23,396,612 99.29
usa13509
1 - 20,465,969 20,414,755 97.58
2 1.89 20,376,567 20,250,719 98.03
4 3.65 20,443,190 20,423,250 97.70
8 7.30 20,441,068 20,410,519 97.71
Table 2. Multiple independent colonies: number of cores, speedup, average tour length, best tour length and relative








1 - 8,824 8,810 99.80
2 1.95 8,822 8,810 99.82
4 3.69 8,819 8,815 99.86
8 5.72 8,816 8,812 99.89
d2103
1 - 80,511 80,466 99.92
2 1.95 80,475 80,450 99.97
4 3.81 80,489 80,450 99.95
8 6.85 80,484 80,454 99.96
pla7397
1 - 23,365,444 23,353,738 99.55
2 2.00 23,348,946 23,322,729 99.62
4 3.89 23,358,733 23,334,364 99.58
8 7.75 23,356,251 23,350,596 99.59
usa13509
1 - 20,465,969 20,414,755 97.58
2 2.02 20,456,702 20,392,284 97.63
4 3.20 20,450,581 20,414,972 97.66
8 5.55 20,434,287 20,375,145 97.74
Table 3. Multiple cooperating colonies - Global best exchange each 10 cycles: number of cores, speedup, average tour
length, best tour length and relative closeness of the average tour length to the optimal solution.
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exchange step, each thread compare its local value of the best solution with the global best
solution. If it has lower cost, it then becomes the new global best known solution. The use
of a critical region lets threads do their comparison without risking concurrent writes to the
data structure. At this point, the new global best known solution is used by all colonies for
the upcoming pheromone update. Since all threads need to have done their comparisons for
the new global best solution to be effectively known globally, a synchronization barrier needs
to be placed before the pheromone update procedure.
Each colony executes its own ants in parallel by creating a nested group of threads with
an additional parallel region. Ants are then distributed to the available processor cores and
update the global shared pheromone structure of the colony. Therefore, these updates must
be carried out within some form of critical zone to guarantee that unmanaged concurrent
writes are avoided. Next subsection shows how these strategies translate into a real
computing environment.
4.1.1. Experimental results
The proposed experimentations are based on the Ant Colony System (ACS) applied to
the Travelling Salesman Problem ([34]). Both implementations have been experimented
on ROMEO II in the Centre de Calcul de Champagne-Ardenne. ROMEO II is a
parallel supercomputer of cluster type, consisting of 8 Novascale SMP nodes dedicated to
computations. Each node includes 4 Intel Itanium II dual-core processors running at 1.6
GHz with 8MB of cache memory, for a total number of 8 cores, as well as from 16 GB to
128 GB of memory. Each execution is performed on a single node using from 1 to 8 cores.
Application code is written in C++ with OpenMP directives for parallelization. The chosen
TSP instances range in size from 783 cities to 13 509 cities. For a more detailed version of the
experimental setup and results, the reader may consult Delisle et al. [8].
Table 2 provides the summary of the experimentations with 1 to 8 independent colonies,
each colony residing on a separate core. For each problem and number of cores, the 4
columns provide respectively the speedup, the average tour length, the best tour length and
the relative closeness of the average tour length to the optimal solution. For each execution,
computed time comes from the last colony that finishes its search and tour length comes
from the colony that found the best solution.
We first notice that this implementation is quite scalable. In fact, speedups are relatively
close to the number of cores in all configurations. Obviously, there are still some system
costs associated to the parallel execution in a shared memory environment, which tend to
slightly grow as the number of processors/cores increases. Also, as each core performs
the computations associated with a whole ant colony, workload is considerably large in the
parallel region. The ratio between parallelism costs and total execution time per core is then
greatly reduced.
Table 3 provides results obtained with multiple cooperating colonies. Every 10 iterations, the
global best solution is used for the global pheromone update. For the remaining iterations,
each colony uses its own best known solution to update its pheromone structure. We first
note that the exchange strategy does not significantly hurt the execution time as speedups are
still excellent with up to 8 processors. Still, when 4 and 8 processors are used, most efficiency
measures are slightly inferior to the ones obtained with independent colonies. This was
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1 - 8,824 8,810 99.80
2 1.98 8,823 8,806 99.81
4 3.69 8,820 8,815 99.84
8 5.93 8,829 8,822 99.74
d2103
1 - 80,511 80,466 99.92
2 1.97 80,573 80,466 99.85
4 4.00 80,508 80,477 99.93
8 6.92 80,501 80,463 99.94
pla7397
1 - 23,365,444 23,353,738 99.55
2 1.99 23,352,192 23,332,663 99.61
4 3.80 23,380,613 23,350,736 99.48
8 7.80 23,425,288 23,396,612 99.29
usa13509
1 - 20,465,969 20,414,755 97.58
2 1.89 20,376,567 20,250,719 98.03
4 3.65 20,443,190 20,423,250 97.70
8 7.30 20,441,068 20,410,519 97.71
Table 2. Multiple independent colonies: number of cores, speedup, average tour length, best tour length and relative








1 - 8,824 8,810 99.80
2 1.95 8,822 8,810 99.82
4 3.69 8,819 8,815 99.86
8 5.72 8,816 8,812 99.89
d2103
1 - 80,511 80,466 99.92
2 1.95 80,475 80,450 99.97
4 3.81 80,489 80,450 99.95
8 6.85 80,484 80,454 99.96
pla7397
1 - 23,365,444 23,353,738 99.55
2 2.00 23,348,946 23,322,729 99.62
4 3.89 23,358,733 23,334,364 99.58
8 7.75 23,356,251 23,350,596 99.59
usa13509
1 - 20,465,969 20,414,755 97.58
2 2.02 20,456,702 20,392,284 97.63
4 3.20 20,450,581 20,414,972 97.66
8 5.55 20,434,287 20,375,145 97.74
Table 3. Multiple cooperating colonies - Global best exchange each 10 cycles: number of cores, speedup, average tour
length, best tour length and relative closeness of the average tour length to the optimal solution.
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expected as the information exchange steps imply a synchronization cost that grows with
the number of colonies used.
Concerning solution quality, the reader may observe that in all cases, the average tour length
obtained with multiple cooperating colonies is closer to the optimal solution than with
independent colonies or sequential execution. In most cases, the minimum solution found
is also better. It shows that the information exchange scheme, while simple, is benefical to







implementation can be efficiently implemented on a SMP and multi-core computer node
containing up to 8 processors.
4.2. Parallel ants on Graphics Processing Units
This approach deals with the execution of a single ant colony on a GPU architecure as defined
in the author’s previous work ([10]). Ants are associated to blocks and solution elements are
associated to threads. As it is shown below, ants may communicate with the relatively slow
device memory of the GPU and solution elements may do so with the faster, shared memory
of a multiprocessor. As the ACO is not parallelized at the colony and iteration levels, their
execution remain sequential and memory structure is not specified. This implementation is







Before providing more details about this implementation, a brief description of the
underlying GPU architecture and computational model are given.
As it may be seen in Figure 3, the conventional NVIDIA GPU [33] includes many Streaming
Multiprocessors (SM), each one of them being composed of Streaming Processors (SP). Several
memories are distinguished on this special hardware, differing in size, latency and access
type (read-only or read/write). Device memory is relatively large in size but slow in access
time. The global and local memory spaces are specific regions of the device memory that can
be accessed in read and write modes. Data structures of a computer program to be executed
on GPU must be created on the CPU and transferred on global memory which is accessible
to all SPs of the GPU. On the other hand, local memory stores automatic data structures that
consume more registers than available.
Each SM employs an architecture model called SIMT (Single Instruction, Multiple Thread)
which allows the execution of many coordinated threads in a data-parallel fashion. It is
composed of a constant memory cache, a texture memory cache, a shared memory and registers.
Constant and texture caches are linked to the constant and texture memories that are
physically located in the device memory. Consequently, they are accessible in read-only
mode by the SPs and faster in access time than the rest of the device memory. The constant
memory is very limited in size whereas texture memory size can be adjusted in order to
occupy the available device memory. All SPs can read and write in their local shared
memory, which is fast in access time but small in size. It is divided into memory banks
of 32-bits words that can be accessed simultaneously. This implies that parallel requests for
memory addresses that fall into the same memory bank cause the serialization of accesses
[33]. Registers are the fastest memories available on a GPU but involve the use of slow
local memory when too many are used. Moreover, accesses may be delayed due to register
read-after-write dependencies and register memory bank conflicts.
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GPUs are programmable through different Application Programming Interfaces like CUDA,
OpenCL or DirectX. However, as current general-purpose APIs are still closely tied to specific
GPU models, we choose CUDA to fully exploit the available state-of-the-art NVIDIA Fermi
architecture. In the CUDA programming model [33], the GPU works as a SIMT co-processor
of a conventional CPU. It is based on the concept of kernels, which are functions (written
in C) executed in parallel by a given number of CUDA threads. These threads are grouped
together into blocks that are distributed on the GPU SMs to be executed independently of
each other. However, the number of blocks that an SM can process at the same time (active
blocks) is restricted and depends on the quantity of registers and shared memory used by
the threads of each block. Threads within a block can cooperate by sharing data through the
shared memory and by synchronizing their execution to coordinate memory accesses. In a
block, the system groups threads (typically 32) into warps which are executed simultaneously
on successive clock cycles. The number of threads per block must be a multiple of its size to
maximize efficiency. Much of the global memory latency can then be hidden by the thread
scheduler if there are sufficient independent arithmetic instructions that can be issued while
waiting for the global memory access to complete. Consequently, the more active blocks
there are per SM, and also active warps, the more the latency can be hidden.
It is important to note that in the context of GPU execution, flow control instructions (if,
switch, do, for, while) can affect the efficiency of an algorithm. In fact, depending on the
provided data, these instructions may force threads of a same warp to diverge, in other
words, to take different paths in the program. In that case, execution paths must be serialized,
increasing the total number of instructions executed by this warp.
In the parallel ants general strategy, ants of a single colony are distributed to processing
elements in order to execute tour constructions in parallel. On a conventional CPU
architecture, the concept of processing element is usually associated to a single-core processor
or to one of the cores of a multi-core processor. On a GPU architecture, the main choices are
to associate this concept either to an SP or to an SM. As this case study is concerned with
the latter, each ant is associated to a CUDA block and runs its tour construction phase in
parallel on a specific SM of the GPU. A dedicated thread of a given block is then in charge of
managing the tour construction of an ant, but an additional level of parallelism, the solution
element level, may be exploited in the computation of the state transition rule. In fact, an ant
evaluates several candidates before selecting the one to add to its current solution. As these
evaluations can be done in parallel, they are assigned to the remaining threads of the block.
A simple implementation would then imply keeping ant’s private data structures in the
global memory. However, as only one ant is assigned to a block and so to an SM, taking
advantage of the shared-memory is possible. Data needed to compute the ant state transition
rule is then stored in this memory that is faster and accessible by all threads that participate
in the computation. Most remaining issues encountered in the GPU implementation of the
parallel ants general strategy are related to memory management. More particularly, data
transfers between CPU and GPU as well as global memory accesses require considerable
time. As it was mentioned before, these accesses may be reduced by storing the related data
structures in shared memory. However, in the case of ACO, the three central data structures
are the pheromone matrix, the penalty matrix (typically the transition cost between all pairs
of solution elements) and the candidates lists, which are needed by all ants of the colony
while being too large (typically ranging from O(n) to O(n2) in size) to fit in shared memory.
They are then kept in global memory. On the other hand, as they are not modified during
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expected as the information exchange steps imply a synchronization cost that grows with
the number of colonies used.
Concerning solution quality, the reader may observe that in all cases, the average tour length
obtained with multiple cooperating colonies is closer to the optimal solution than with
independent colonies or sequential execution. In most cases, the minimum solution found
is also better. It shows that the information exchange scheme, while simple, is benefical to







implementation can be efficiently implemented on a SMP and multi-core computer node
containing up to 8 processors.
4.2. Parallel ants on Graphics Processing Units
This approach deals with the execution of a single ant colony on a GPU architecure as defined
in the author’s previous work ([10]). Ants are associated to blocks and solution elements are
associated to threads. As it is shown below, ants may communicate with the relatively slow
device memory of the GPU and solution elements may do so with the faster, shared memory
of a multiprocessor. As the ACO is not parallelized at the colony and iteration levels, their
execution remain sequential and memory structure is not specified. This implementation is







Before providing more details about this implementation, a brief description of the
underlying GPU architecture and computational model are given.
As it may be seen in Figure 3, the conventional NVIDIA GPU [33] includes many Streaming
Multiprocessors (SM), each one of them being composed of Streaming Processors (SP). Several
memories are distinguished on this special hardware, differing in size, latency and access
type (read-only or read/write). Device memory is relatively large in size but slow in access
time. The global and local memory spaces are specific regions of the device memory that can
be accessed in read and write modes. Data structures of a computer program to be executed
on GPU must be created on the CPU and transferred on global memory which is accessible
to all SPs of the GPU. On the other hand, local memory stores automatic data structures that
consume more registers than available.
Each SM employs an architecture model called SIMT (Single Instruction, Multiple Thread)
which allows the execution of many coordinated threads in a data-parallel fashion. It is
composed of a constant memory cache, a texture memory cache, a shared memory and registers.
Constant and texture caches are linked to the constant and texture memories that are
physically located in the device memory. Consequently, they are accessible in read-only
mode by the SPs and faster in access time than the rest of the device memory. The constant
memory is very limited in size whereas texture memory size can be adjusted in order to
occupy the available device memory. All SPs can read and write in their local shared
memory, which is fast in access time but small in size. It is divided into memory banks
of 32-bits words that can be accessed simultaneously. This implies that parallel requests for
memory addresses that fall into the same memory bank cause the serialization of accesses
[33]. Registers are the fastest memories available on a GPU but involve the use of slow
local memory when too many are used. Moreover, accesses may be delayed due to register
read-after-write dependencies and register memory bank conflicts.
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GPUs are programmable through different Application Programming Interfaces like CUDA,
OpenCL or DirectX. However, as current general-purpose APIs are still closely tied to specific
GPU models, we choose CUDA to fully exploit the available state-of-the-art NVIDIA Fermi
architecture. In the CUDA programming model [33], the GPU works as a SIMT co-processor
of a conventional CPU. It is based on the concept of kernels, which are functions (written
in C) executed in parallel by a given number of CUDA threads. These threads are grouped
together into blocks that are distributed on the GPU SMs to be executed independently of
each other. However, the number of blocks that an SM can process at the same time (active
blocks) is restricted and depends on the quantity of registers and shared memory used by
the threads of each block. Threads within a block can cooperate by sharing data through the
shared memory and by synchronizing their execution to coordinate memory accesses. In a
block, the system groups threads (typically 32) into warps which are executed simultaneously
on successive clock cycles. The number of threads per block must be a multiple of its size to
maximize efficiency. Much of the global memory latency can then be hidden by the thread
scheduler if there are sufficient independent arithmetic instructions that can be issued while
waiting for the global memory access to complete. Consequently, the more active blocks
there are per SM, and also active warps, the more the latency can be hidden.
It is important to note that in the context of GPU execution, flow control instructions (if,
switch, do, for, while) can affect the efficiency of an algorithm. In fact, depending on the
provided data, these instructions may force threads of a same warp to diverge, in other
words, to take different paths in the program. In that case, execution paths must be serialized,
increasing the total number of instructions executed by this warp.
In the parallel ants general strategy, ants of a single colony are distributed to processing
elements in order to execute tour constructions in parallel. On a conventional CPU
architecture, the concept of processing element is usually associated to a single-core processor
or to one of the cores of a multi-core processor. On a GPU architecture, the main choices are
to associate this concept either to an SP or to an SM. As this case study is concerned with
the latter, each ant is associated to a CUDA block and runs its tour construction phase in
parallel on a specific SM of the GPU. A dedicated thread of a given block is then in charge of
managing the tour construction of an ant, but an additional level of parallelism, the solution
element level, may be exploited in the computation of the state transition rule. In fact, an ant
evaluates several candidates before selecting the one to add to its current solution. As these
evaluations can be done in parallel, they are assigned to the remaining threads of the block.
A simple implementation would then imply keeping ant’s private data structures in the
global memory. However, as only one ant is assigned to a block and so to an SM, taking
advantage of the shared-memory is possible. Data needed to compute the ant state transition
rule is then stored in this memory that is faster and accessible by all threads that participate
in the computation. Most remaining issues encountered in the GPU implementation of the
parallel ants general strategy are related to memory management. More particularly, data
transfers between CPU and GPU as well as global memory accesses require considerable
time. As it was mentioned before, these accesses may be reduced by storing the related data
structures in shared memory. However, in the case of ACO, the three central data structures
are the pheromone matrix, the penalty matrix (typically the transition cost between all pairs
of solution elements) and the candidates lists, which are needed by all ants of the colony
while being too large (typically ranging from O(n) to O(n2) in size) to fit in shared memory.
They are then kept in global memory. On the other hand, as they are not modified during
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the tour construction phase, it is possible to take benefit of the texture cache to reduce their
access times.
4.2.1. Experimental results
The proposed GPU strategy is implemented into an MMAS algorithm ([35]) and
experimented on various TSPs with sizes varying from 51 to 2103 cities. Minimums and
averages are computed from 25 trials for problems with less than 1000 cities and from
10 trials for larger instances. An effort is made to keep the algorithm and parameters as
close as possible to the original MMAS. Following the guidelines of Barr and Hickman [36]
and Alba [37], the relative speedup metric is computed on mean execution times to evaluate
the performance of the proposed implementation. Speedups are calculated by dividing the
sequential CPU time with the parallel time, which is obtained with the same CPU and the
GPU acting as a co-processor.
Experiments were made on one GPU of an NVIDIA Fermi C2050 server available at the
Centre de Calcul de Champagne-Ardenne. It contains 14 SMs, 32 SPs per SM, 48 KB of
shared memory per SM and a warp size of 32. The CPU code runs on one core of a 4-core
Xeon E5640 CPUs running at 2.67 Ghz and 24 GB of DDR3 memory. Application code was
written in the "C for CUDA V3.1" programming environment.
The implementation uses a number of blocks equal to the number of ants, each one of them
being composed of a number of threads equal to the size of candidate lists, in that case 20.
Also, the number of iterations is set with the intent of globally keeping the same global
number of tour constructions for each experiment. For more details on the experimental
setup, the reader may consult Delévacq et al. ([10]).
A first step in our experiments is to compare solution quality obtained by sequential and
parallel versions of the algorithm. Table 4 presents average tour length, best tour length
and closeness to the optimal solution for each problem. The reader may note the similarity
between the results obtained by our sequential implementation and the ones provided by
the authors of the original MMAS ([35]), as well as their significant closeness to optimal
solutions.
A second step is to evaluate and compare the reduction of execution time that is obtained
with the GPU parallelization strategy. Table 4 shows the speedups obtained for each
problem. The reader may notice that speedups are ranging from 6.84 to 19.47. This shows
that distributing ants to blocks and sharing the computation of the state transition rule
between several threads of a block is efficient. Also, speedup generally increases with
problem size, indicating the good scalabilty of the strategy. However, a slight decrease
is encountered with the 2103 cities problem. In that case, the large workload and data
structures imply memory access latencies and bank conflicts costs that grow faster than
the benefits of parallelizing available work. Associated to the combined effect of the
increasing number of blocks required to perform computations and a limited number
of active blocks per SM, performance gains become less significative. Overall, results







implementation can be efficiently implemented on a state-of-the-art GPU.
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Problem Speedup
Stützle Avg. tour Best tour
Closeness
and Hoos length length
eil51
Sequential - 427.80 427.32 426 99.69
Parallel 6.84 - 427.20 426 99.72
kroA100
Sequential - 21,336.90 21,314.36 21,282 99.85
Parallel 8.12 - 21,317.32 21,282 99.83
d198
Sequential - 15,952.30 15,973.84 15,913 98.77
Parallel 11.13 - 15,961.64 15,851 98.85
lin318
Sequential - 42,346.60 42,341.72 42,107 99.26
Parallel 11.03 - 42,325.32 42,147 99.29
rat783
Sequential - - 9,042.44 8,923 97.32
Parallel 15.58 - 9,002.32 8,899 97.77
fl1577
Sequential - - 24,490.30 24,201 89.83
Parallel 19.47 - 24,287.80 23,938 90.84
d2103
Sequential - - 82,754.30 82,378 97.14
Parallel 17.64 - 82,756.00 82,547 97.13
Table 4. GPU implementation: speedup, average tour length from Stützle and Hoos original MMAS implementation [35],
average tour length, best tour length and relative closeness of the average tour length to the optimal solution.
5. Conclusion
The main objective of this chapter was to provide a new algorithmic model to formalize the
implementation of Ant Colony Optimization on high performance computing platforms. The
proposed taxonomy managed to capture important features related to both the algorithmic
structure of ACO and the architecture of parallel computers. Case studies were also
presented in order to illustrate how this classification translates into real applications. Finally,
with its synthesized literature review and experimental study, this chapter served as an
overview of current works on parallel ACO.
Still, as it is the case in the field of parallel metaheuristics in general, much can still be done
for the effective use of state-of-the-art parallel computing platforms. For example, maximal
exploitation of computing resources often requires algorithmic configurations that do not let
ACO perform an effective exploration and exploitation of the search space. On the other
hand, parallel performance is strongly influenced by the combined effects of parameters
related to the metaheuristic, the hardware technical architecture and the granularity of the
parallelization. As it becomes clear that the future of computers no longer relies on increasing
the performance on a single computing core but on using many of them in a hybrid system,
it becomes desirable to adapt optimization tools for parallel execution on many kinds of
architectures. We believe that the global acceptance of parallel computing in optimization
systems requires algorithms and software that are not only effective, but also usable by a
wide range of academicians and practitioners.
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the tour construction phase, it is possible to take benefit of the texture cache to reduce their
access times.
4.2.1. Experimental results
The proposed GPU strategy is implemented into an MMAS algorithm ([35]) and
experimented on various TSPs with sizes varying from 51 to 2103 cities. Minimums and
averages are computed from 25 trials for problems with less than 1000 cities and from
10 trials for larger instances. An effort is made to keep the algorithm and parameters as
close as possible to the original MMAS. Following the guidelines of Barr and Hickman [36]
and Alba [37], the relative speedup metric is computed on mean execution times to evaluate
the performance of the proposed implementation. Speedups are calculated by dividing the
sequential CPU time with the parallel time, which is obtained with the same CPU and the
GPU acting as a co-processor.
Experiments were made on one GPU of an NVIDIA Fermi C2050 server available at the
Centre de Calcul de Champagne-Ardenne. It contains 14 SMs, 32 SPs per SM, 48 KB of
shared memory per SM and a warp size of 32. The CPU code runs on one core of a 4-core
Xeon E5640 CPUs running at 2.67 Ghz and 24 GB of DDR3 memory. Application code was
written in the "C for CUDA V3.1" programming environment.
The implementation uses a number of blocks equal to the number of ants, each one of them
being composed of a number of threads equal to the size of candidate lists, in that case 20.
Also, the number of iterations is set with the intent of globally keeping the same global
number of tour constructions for each experiment. For more details on the experimental
setup, the reader may consult Delévacq et al. ([10]).
A first step in our experiments is to compare solution quality obtained by sequential and
parallel versions of the algorithm. Table 4 presents average tour length, best tour length
and closeness to the optimal solution for each problem. The reader may note the similarity
between the results obtained by our sequential implementation and the ones provided by
the authors of the original MMAS ([35]), as well as their significant closeness to optimal
solutions.
A second step is to evaluate and compare the reduction of execution time that is obtained
with the GPU parallelization strategy. Table 4 shows the speedups obtained for each
problem. The reader may notice that speedups are ranging from 6.84 to 19.47. This shows
that distributing ants to blocks and sharing the computation of the state transition rule
between several threads of a block is efficient. Also, speedup generally increases with
problem size, indicating the good scalabilty of the strategy. However, a slight decrease
is encountered with the 2103 cities problem. In that case, the large workload and data
structures imply memory access latencies and bank conflicts costs that grow faster than
the benefits of parallelizing available work. Associated to the combined effect of the
increasing number of blocks required to perform computations and a limited number
of active blocks per SM, performance gains become less significative. Overall, results







implementation can be efficiently implemented on a state-of-the-art GPU.
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Problem Speedup
Stützle Avg. tour Best tour
Closeness
and Hoos length length
eil51
Sequential - 427.80 427.32 426 99.69
Parallel 6.84 - 427.20 426 99.72
kroA100
Sequential - 21,336.90 21,314.36 21,282 99.85
Parallel 8.12 - 21,317.32 21,282 99.83
d198
Sequential - 15,952.30 15,973.84 15,913 98.77
Parallel 11.13 - 15,961.64 15,851 98.85
lin318
Sequential - 42,346.60 42,341.72 42,107 99.26
Parallel 11.03 - 42,325.32 42,147 99.29
rat783
Sequential - - 9,042.44 8,923 97.32
Parallel 15.58 - 9,002.32 8,899 97.77
fl1577
Sequential - - 24,490.30 24,201 89.83
Parallel 19.47 - 24,287.80 23,938 90.84
d2103
Sequential - - 82,754.30 82,378 97.14
Parallel 17.64 - 82,756.00 82,547 97.13
Table 4. GPU implementation: speedup, average tour length from Stützle and Hoos original MMAS implementation [35],
average tour length, best tour length and relative closeness of the average tour length to the optimal solution.
5. Conclusion
The main objective of this chapter was to provide a new algorithmic model to formalize the
implementation of Ant Colony Optimization on high performance computing platforms. The
proposed taxonomy managed to capture important features related to both the algorithmic
structure of ACO and the architecture of parallel computers. Case studies were also
presented in order to illustrate how this classification translates into real applications. Finally,
with its synthesized literature review and experimental study, this chapter served as an
overview of current works on parallel ACO.
Still, as it is the case in the field of parallel metaheuristics in general, much can still be done
for the effective use of state-of-the-art parallel computing platforms. For example, maximal
exploitation of computing resources often requires algorithmic configurations that do not let
ACO perform an effective exploration and exploitation of the search space. On the other
hand, parallel performance is strongly influenced by the combined effects of parameters
related to the metaheuristic, the hardware technical architecture and the granularity of the
parallelization. As it becomes clear that the future of computers no longer relies on increasing
the performance on a single computing core but on using many of them in a hybrid system,
it becomes desirable to adapt optimization tools for parallel execution on many kinds of
architectures. We believe that the global acceptance of parallel computing in optimization
systems requires algorithms and software that are not only effective, but also usable by a
wide range of academicians and practitioners.
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1. Introduction
Ant colony optimization (ACO) is a population-based metaheuristic inspired by the collective
behavior of ants which is used for solving optimization problems in general and, in
particular, those that can be reduced to finding good paths through graphs. In ACO a set of
agents (artificial ants) cooperate in trying to find good solutions to the problem at hand [1].
Ant colony algorithms are known to have a significant ability of finding high-quality
solutions in a reasonable time [2]. However, the computational time of these methods is
seriously compromised when the current instance of the problem has a high dimension
and/or is hard to solve. In this line, a significant amount of research has been done in order
to reduce computation time and improve the solution quality of ACO algorithms by using
parallel computing. Due to the independence of the artificial ants, which are guided by an
indirect communication via their environment (pheromone trail and heuristic information),
ACO algorithms are naturally suitable for parallel implementation.
Parallel computing has become attractive during the last decade as an instrument to improve
the efficiency of population-based methods. One can highlight different reasons to parallelize
an algorithm: to (i) reduce the execution time, (ii) enable to increase the size of the problem,
(iii) expand the class of problems computationally treatable, and so on. In the literature one
can find many possibilities on how to explore parallelism, and the final performance strongly
depends on both the problem they are applied to and the hardware available [3].
In the last years, several works were devoted to the implementation of parallel ACO
algorithms [4]. Most of these use clusters of PCs, where the workload is distributed to
multiple computers [5]. More recently, the emergence of parallel architectures such as
multi-core processors and graphics processing units (GPU) allowed new implementations
of parallel ACO algorithms in order to speedup the computational performance.
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1. Introduction
Ant colony optimization (ACO) is a population-based metaheuristic inspired by the collective
behavior of ants which is used for solving optimization problems in general and, in
particular, those that can be reduced to finding good paths through graphs. In ACO a set of
agents (artificial ants) cooperate in trying to find good solutions to the problem at hand [1].
Ant colony algorithms are known to have a significant ability of finding high-quality
solutions in a reasonable time [2]. However, the computational time of these methods is
seriously compromised when the current instance of the problem has a high dimension
and/or is hard to solve. In this line, a significant amount of research has been done in order
to reduce computation time and improve the solution quality of ACO algorithms by using
parallel computing. Due to the independence of the artificial ants, which are guided by an
indirect communication via their environment (pheromone trail and heuristic information),
ACO algorithms are naturally suitable for parallel implementation.
Parallel computing has become attractive during the last decade as an instrument to improve
the efficiency of population-based methods. One can highlight different reasons to parallelize
an algorithm: to (i) reduce the execution time, (ii) enable to increase the size of the problem,
(iii) expand the class of problems computationally treatable, and so on. In the literature one
can find many possibilities on how to explore parallelism, and the final performance strongly
depends on both the problem they are applied to and the hardware available [3].
In the last years, several works were devoted to the implementation of parallel ACO
algorithms [4]. Most of these use clusters of PCs, where the workload is distributed to
multiple computers [5]. More recently, the emergence of parallel architectures such as
multi-core processors and graphics processing units (GPU) allowed new implementations
of parallel ACO algorithms in order to speedup the computational performance.
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2 Ant Colony Optimization
GPU devices have been traditionally used for graphics processing, which requires a high
computational power to process a large number of pixels in a short time-frame. The
massively parallel architecture of the GPUs makes them more efficient than general-purpose
CPUs when large amount of independent data need to be processed in parallel.
The main type of parallelism in ACO algorithms is the parallel ant approach, which is the
parallelism at the level of individual ants. Other steps of the ACO algorithms are also
considered for speeding up their performance, such as the tour construction, evaluation
of the solution and the pheromone update procedure.
The purpose of this chapter is to present a survey of the recent developments for parallel ant
colony algorithms on GPU devices, highlighting and detailing parallelism strategies for each
step of an ACO algorithm.
1.1. Ant Colony Optimization
Ant Colony Optimization is a metaheuristic inspired by the observation of real ants’ behavior,
applied with great success to a large number of difficult optimization problems.
Ant colonies, and other insects that live in colony, present interesting characteristics by the
view of the collective behavior of those entities. Some characteristics of social groups in
swarm intelligence are widely discussed in [6]. Among them, ant colonies in particular
present a highly structured social organization, making them capable of self-organizing,
without a centralized controller, in order to accomplish complex tasks for the survival of
the entire colony [2]. Those capabilities, such as division of labor, foraging behavior, brood
sorting and cooperative transportation, inspired different kinds of ant colony algorithms. The
first ACO algorithm was inspired on the capability of ants to find the shortest path between
a food source and their nest.
In all those examples ants coordinate their activities via stigmergy [7], which is an indirect
communication mediated by modifications on the environment. While moving, ants deposit
pheromone (chemical substance) on the ground to mark paths that may be followed by
other members of the colony, which then reinforce the pheromone on that path. This
behavior leads to a self-reinforcing process that results in path marked by high concentration
of pheromone while less used paths tend to have a decreasing pheromone level due to
evaporation. However, real ants can choose a path that has not the highest concentration
of pheromone, so that new sources of food and/or shorter paths can be found.
1.2. Combinatorial problems
In combinatorial optimization problems one wants to find discrete values for solution
variables that lead to the optimal solution with respect to a given objective function. An
interesting characteristic of combinatorial problems is that they are easy to understand but
very difficult to be solved [2].
One of the most extensively studied combinatorial problem is the Traveling Salesman
Problem (TSP) [8] and it was the first problem approached by the ACO metaheuristic. The
first developed ACO algorithm, called Ant System [1, 9], was initially applied to the TSP,
then later improved and applied to many kinds of optimization problems [10].
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In the Traveling Salesman Problem (TSP), a salesman, starting from an initial city, wants to
travel the shortest path to serve its customers in the neighboring towns, eventually returning
to the city where he originally came from, visiting each city once. The representation of the
TSP can be done through a fully connected graph G = (N, A), with N being the set of nodes
representing cities and A the set of edges fully connecting the nodes. For each arc (i, j) is
assigned a value dij, which may be distance, time, price, or other factor of interest associated
with edges ai,j ∈ A. The TSP can be symmetric or asymmetric. Using distances (associated
with each arc) as cost values, in the symmetric TSP the distance between cities i and j is the
same as between j and i, i.e. dij = dji; in the asymmetric TSP the direction used for crossing
an arc is taken into consideration and so there is at least one arc in which dij �= dji. The
objective of the problem is to find the minimum Hamiltonian cycle, where a Hamiltonian
cycle is a closed tour visiting each of the n = |N| nodes (cities) of G exactly once.
2. Graphics Processing Unit
Until recently the only viable choice as a platform for parallel programming was the
conventional CPU processor, be it single- or multi-core. Usually many of them were
arranged either tightly as multiprocessors, sharing a single memory space, or loosely as
multicomputers, with the communication among them done indirectly due to the isolated
memory spaces.
The parallelism provided by the CPU is reasonably efficient and still very attractive,
particularly for tasks with low degree of parallelism, but a new trendy platform for parallel
computing has emerged in the past few years, the graphics processing unit, or simply the GPU
architecture.
The beginning of the GPU architecture dates back to a couple of decades ago when some
primitive devices were developed to offload certain basic graphics operations from the CPU.
Graphics operations, which end up being essentially the task to determine the right color of
each individual pixel per frame, are in general both independent and specialized, allowing a
high degree of parallelism to be explored. However, doing such operations on conventional
CPU processors, which are general-purpose and back then were exclusively sequential, is
slow and inefficient. The advantage of parallel devices designed for such particular purpose
was then becoming progressively evident, enabling and inviting a new world of graphics
applications.
One of those applications was the computer game, which played an important role on the
entire development history of the GPU. As with other graphics applications, games involve
computing and displaying—possibly in parallel—numerous pixels at a time. But differently
from other graphics applications, computer games were always popular among all range of
computer users, and thus very attractive from a business perspective. Better and visually
appealing games sell more, but they require more computational power. This demand, as a
consequence, has been pushing forward the GPU development since the early days, which
in turn has been enabling the creation of more and more complex games.
Of course, in the meantime the CPU development had also been advancing, with the
processors becoming progressively more complex, particularly due to the addition of cache
memory hierarchies and many specific-purpose control units (such as branch prediction,
speculative and out-of-order execution, and so on) [11]. Another source of development has
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of pheromone, so that new sources of food and/or shorter paths can be found.
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In combinatorial optimization problems one wants to find discrete values for solution
variables that lead to the optimal solution with respect to a given objective function. An
interesting characteristic of combinatorial problems is that they are easy to understand but
very difficult to be solved [2].
One of the most extensively studied combinatorial problem is the Traveling Salesman
Problem (TSP) [8] and it was the first problem approached by the ACO metaheuristic. The
first developed ACO algorithm, called Ant System [1, 9], was initially applied to the TSP,
then later improved and applied to many kinds of optimization problems [10].
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arranged either tightly as multiprocessors, sharing a single memory space, or loosely as
multicomputers, with the communication among them done indirectly due to the isolated
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The parallelism provided by the CPU is reasonably efficient and still very attractive,
particularly for tasks with low degree of parallelism, but a new trendy platform for parallel
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The beginning of the GPU architecture dates back to a couple of decades ago when some
primitive devices were developed to offload certain basic graphics operations from the CPU.
Graphics operations, which end up being essentially the task to determine the right color of
each individual pixel per frame, are in general both independent and specialized, allowing a
high degree of parallelism to be explored. However, doing such operations on conventional
CPU processors, which are general-purpose and back then were exclusively sequential, is
slow and inefficient. The advantage of parallel devices designed for such particular purpose
was then becoming progressively evident, enabling and inviting a new world of graphics
applications.
One of those applications was the computer game, which played an important role on the
entire development history of the GPU. As with other graphics applications, games involve
computing and displaying—possibly in parallel—numerous pixels at a time. But differently
from other graphics applications, computer games were always popular among all range of
computer users, and thus very attractive from a business perspective. Better and visually
appealing games sell more, but they require more computational power. This demand, as a
consequence, has been pushing forward the GPU development since the early days, which
in turn has been enabling the creation of more and more complex games.
Of course, in the meantime the CPU development had also been advancing, with the
processors becoming progressively more complex, particularly due to the addition of cache
memory hierarchies and many specific-purpose control units (such as branch prediction,
speculative and out-of-order execution, and so on) [11]. Another source of development has
Strategies for Parallel Ant Colony Optimization on Graphics Processing Units
http://dx.doi.org/10.5772/51679
65
4 Ant Colony Optimization
been the technological advance in the manufacturing process, which has been allowing the
manufactures to systematically increase the transistor density on a microchip. However, all
those progresses recently begun to decline with the Moore’s Law [12] being threatened by the
approaching of the physical limits of the technology on the transistor density and operating
frequency. The response from the industry to continually raise the computational power was
to migrate from the sequential single-core to the parallel multi-core design.
Although the nowadays multi-core CPU processors perform fairly well, the decades of
accumulative architectural optimizations toward sequential tasks have led to big and complex
CPU cores, hence restricting the amount of them that could be packed on a single
processor—not more than a few cores. As a consequence, the current CPU design cannot take
advantage of workloads having high degree of parallelism, in other words, it is inefficient for
massive parallelism.
Contrary to the development philosophy of the CPU, because of the requirements of graphics
operations the GPU took since its infancy the massive parallelism as a design goal. Filling
the processor with numerous ALUs1 means that there is not much die area left for anything
else, such as cache memory and control units. The benefit of this design choice is two-fold:
(i) it simplifies the architecture due to the uniformity; and (ii) since there is a high portion
of transistors dedicated to actual computation (spread over many ALUs), the theoretical
computational power is proportionally high. As one can expect, the GPU reaches its peak of
efficiency when the device is fully occupied, that is, when there are enough parallel tasks to
utilize each one of the thousands of ALUs, as commonly found on a modern GPU.
Besides being highly parallel, this feature alone would not be enough to establish the GPU
architecture as a compelling platform for mainstream high-performance computation. In
the early days, the graphics operations were mainly primitive and thus could be more
easily and efficiently implemented in hardware through fixed, i.e. specialized, functional
units. But again, such operations were becoming increasingly more complex, particularly
in visually-rich computer games, that the GPU was forced to switch to a programmable
architecture, where it was possible to execute not only strict graphics operations, but also
arbitrary instructions. The union of an efficient massively parallel architecture with the
general-purpose capability has created one of the most exciting processor, the modern GPU
architecture, outstanding in performance with respect to power consumption, price and space
occupied.
The following section will introduce the increasingly adopted open standard for
heterogeneous programming, including of course the GPU, known as OpenCL.
2.1. Open Computing Language – OpenCL
An interesting fact about the CPU and GPU architectures is that while the CPU started as a
general-purpose processor and got more and more parallelism through the multi-core design,
the GPU did the opposite path, that is, started as a highly specialized parallel processor and
was increasingly endowed with general-purpose capabilities as well. In other words, these
architectures have been slowly converging into a common design, although each one still
has—and probably will always have due to fundamental architectural differences—divergent
strengths: the CPU is optimized for achieving low-latency in sequential tasks whereas the
GPU is optimized for maximizing the throughput in highly parallel tasks [13].
1 Arithmetic and Logic Unit, the most basic form of computational unit.
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It is in this convergence that OpenCL is situated. In these days, most of the processors are,
to some extent, both parallel and general purpose; therefore, it should be possible to come
along with a uniform programming interface to target such different but fundamentally
related architectures. This is the main idea behind OpenCL, a platform for uniform parallel
programming of heterogeneous systems [14].
OpenCL is an open standard managed by a non-profit organization, the Khronos Group [14],
that is architecture- and vendor-independent, so it is designed to work across multiple
devices from different manufactures. The two main goals of OpenCL are portability and
efficiency. Portability is achieved by the guarantee that every supported device conforms
with a common set of functionality defined by the OpenCL specification [15].2 As for
efficiency, it is obtained through the flexible multi-device programming model and a rich
set of relatively low-level instructions that allow the programmer to greatly optimize the
parallel implementation (possibly targeting a specific architecture if so desirable) without
loss of portability.3
2.1.1. Fundamental Concepts and Terminology
An OpenCL program comprises two distinct types of code: the host, which runs sequentially
on the CPU, and the kernel, which runs in parallel on one or more devices, including CPUs
and GPUs. The host code is responsible for managing the OpenCL devices and setting
up/controlling the execution of kernels on them, whereas the actual parallel processing is
programmed in the kernel code.
2.1.1.1. Host code
The tasks performed by the host portion usually involve: (1) discovering and enumeration
of the available compute devices; (2) loading and compilation of the kernels’ source code;
(3) loading of domain-specific data, such as algorithm’s parameters and problem’s data;
(4) setting up kernels’ parameters; (5) launching and coordinating kernel executions; and
finally (6) outputting the results. The host code can be written in the C/C++ programming
language.4
2.1.1.2. Kernel code
Since it implements the parallel decomposition of a given problem—a parallel strategy—, the
kernel is usually the most critical aspect of an OpenCL program and so care should be taken
in its design.
The OpenCL kernel is similar to the concept of a procedure in a programming language,
which takes a set of input arguments, performs computation on them, and writes back the
result. The main difference is that an OpenCL kernel is a procedure that, when launched,
actually multiple instances of them are spawned simultaneously, each one assigned to an
individual execution unit of a parallel device.
2 In fact, all the parallel strategies described in Section 4 can be readily applied on a CPU device (or any other
OpenCL-supported device, such as DSPs and FPGAs) without modification.
3 Of course, although OpenCL guarantees the functional portability, i.e. that the code will run on any other supported
device, doing optimizations aimed at getting the most out of a specific device or architecture may lead to the loss of
what is known as performance portability.
4 C and C++ are the only officially supported languages by the OpenCL specification, but there exist many other
third-party languages that could also be used.
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been the technological advance in the manufacturing process, which has been allowing the
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CPU cores, hence restricting the amount of them that could be packed on a single
processor—not more than a few cores. As a consequence, the current CPU design cannot take
advantage of workloads having high degree of parallelism, in other words, it is inefficient for
massive parallelism.
Contrary to the development philosophy of the CPU, because of the requirements of graphics
operations the GPU took since its infancy the massive parallelism as a design goal. Filling
the processor with numerous ALUs1 means that there is not much die area left for anything
else, such as cache memory and control units. The benefit of this design choice is two-fold:
(i) it simplifies the architecture due to the uniformity; and (ii) since there is a high portion
of transistors dedicated to actual computation (spread over many ALUs), the theoretical
computational power is proportionally high. As one can expect, the GPU reaches its peak of
efficiency when the device is fully occupied, that is, when there are enough parallel tasks to
utilize each one of the thousands of ALUs, as commonly found on a modern GPU.
Besides being highly parallel, this feature alone would not be enough to establish the GPU
architecture as a compelling platform for mainstream high-performance computation. In
the early days, the graphics operations were mainly primitive and thus could be more
easily and efficiently implemented in hardware through fixed, i.e. specialized, functional
units. But again, such operations were becoming increasingly more complex, particularly
in visually-rich computer games, that the GPU was forced to switch to a programmable
architecture, where it was possible to execute not only strict graphics operations, but also
arbitrary instructions. The union of an efficient massively parallel architecture with the
general-purpose capability has created one of the most exciting processor, the modern GPU
architecture, outstanding in performance with respect to power consumption, price and space
occupied.
The following section will introduce the increasingly adopted open standard for
heterogeneous programming, including of course the GPU, known as OpenCL.
2.1. Open Computing Language – OpenCL
An interesting fact about the CPU and GPU architectures is that while the CPU started as a
general-purpose processor and got more and more parallelism through the multi-core design,
the GPU did the opposite path, that is, started as a highly specialized parallel processor and
was increasingly endowed with general-purpose capabilities as well. In other words, these
architectures have been slowly converging into a common design, although each one still
has—and probably will always have due to fundamental architectural differences—divergent
strengths: the CPU is optimized for achieving low-latency in sequential tasks whereas the
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that is architecture- and vendor-independent, so it is designed to work across multiple
devices from different manufactures. The two main goals of OpenCL are portability and
efficiency. Portability is achieved by the guarantee that every supported device conforms
with a common set of functionality defined by the OpenCL specification [15].2 As for
efficiency, it is obtained through the flexible multi-device programming model and a rich
set of relatively low-level instructions that allow the programmer to greatly optimize the
parallel implementation (possibly targeting a specific architecture if so desirable) without
loss of portability.3
2.1.1. Fundamental Concepts and Terminology
An OpenCL program comprises two distinct types of code: the host, which runs sequentially
on the CPU, and the kernel, which runs in parallel on one or more devices, including CPUs
and GPUs. The host code is responsible for managing the OpenCL devices and setting
up/controlling the execution of kernels on them, whereas the actual parallel processing is
programmed in the kernel code.
2.1.1.1. Host code
The tasks performed by the host portion usually involve: (1) discovering and enumeration
of the available compute devices; (2) loading and compilation of the kernels’ source code;
(3) loading of domain-specific data, such as algorithm’s parameters and problem’s data;
(4) setting up kernels’ parameters; (5) launching and coordinating kernel executions; and
finally (6) outputting the results. The host code can be written in the C/C++ programming
language.4
2.1.1.2. Kernel code
Since it implements the parallel decomposition of a given problem—a parallel strategy—, the
kernel is usually the most critical aspect of an OpenCL program and so care should be taken
in its design.
The OpenCL kernel is similar to the concept of a procedure in a programming language,
which takes a set of input arguments, performs computation on them, and writes back the
result. The main difference is that an OpenCL kernel is a procedure that, when launched,
actually multiple instances of them are spawned simultaneously, each one assigned to an
individual execution unit of a parallel device.
2 In fact, all the parallel strategies described in Section 4 can be readily applied on a CPU device (or any other
OpenCL-supported device, such as DSPs and FPGAs) without modification.
3 Of course, although OpenCL guarantees the functional portability, i.e. that the code will run on any other supported
device, doing optimizations aimed at getting the most out of a specific device or architecture may lead to the loss of
what is known as performance portability.
4 C and C++ are the only officially supported languages by the OpenCL specification, but there exist many other
third-party languages that could also be used.
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An instance of a kernel is formally called a work-item. The total number of work-items is
referred to as global size, and defines the level of decomposition of the problem: the larger
the global size, the finer is the granularity, and is always preferred over a coarser granularity
when targeting a GPU device in order to maximize its utilization—if that does not imply in
a substantial raise of the communication overhead.
The mapping between a work-item and the problem’s data is set up through the concept
known as N-dimensional domain range, or just N-D domain, where N denotes a one-, two-, or
three-dimensional domain. In practice, this is the mechanism that connects the work-items
execution (“compute domain”) with the problem’s data (“data domain”). More specifically,
the OpenCL runtime assigns to each work-item a unique identifier, a globalid, which in turn
makes it possible to an individual work-item to operate on a subset of the problem’s data by
somehow indexing these elements through the identifier.
Figure 1 illustrates the concept of a mapping between the compute and data domains.
Suppose one is interested in computing in parallel a certain operation over an array of four
dimensions (n = 4), e.g. computing the square root of each element. A trivial strategy would
be to dedicate a work-item per element, but let us assume one wants to limit the number
of work-items to just two, that is, globalsize = 2. This means that a single work-item will
have to handle two data elements, thus the granularity g = 2. So, how could one connect
the compute and data domains? There are different ways of doing that, but one way is to,
from within the work-item, index the elements of the input and output by the expression
g × t + globalid, where t ∈ {0, 1} is the time step (iteration).
Figure 1. Example of a mapping between the compute and data domains.
A pseudo-OpenCL kernel implementing such strategy is presented in Algorithm 1.5 At step
t0, the first and second work-items will be accessing, respectively, the indices 0 and 1, and at
t1 they will access the indices 2 and 3.
Algorithm 1: Example of a pseudo-OpenCL kernel
for t ← 0 to nglobalsize
− 1 do
output[g × t + globalid] ←
√
input[g × t + globalid];
5 An actual OpenCL kernel is implemented in OpenCL C, which is almost indistinguishable from the C language, but
adds a few extensions and also some restrictions [15].
Ant Colony Optimization - Techniques and Applications68
Strategies for Parallel Ant Colony Optimization on Graphics Processing Units 7
The N-D domain range can also be extended to higher dimensions. For instance, in a 2-D
domain a work-item would have two identifiers, global0id and global
1
id, where the first could be
mapped to index the row and the second the column of a matrix. The reasoning is analogous
for a 3-D domain range.
2.1.1.3. Communication and Synchronization
There are situations in which it is desirable or required to allow work-items to communicate
and synchronize among them. For efficiency reasons, such operations are not arbitrarily
allowed among work-items across the whole N-D domain.6 For that purpose, though, one
can resort to the notion of work-group, which in a nutshell is just a collection of work-items.
All the work-items within a work-group are free to communicate and synchronize with each
other. The number of work-items per work-group is given by the parameter local size, which
in practice determines how the global domain is partitioned. For example, if globalsize is
256 and localsize is 64, then the computational domain is partitioned into 4 work-groups
(256/64) with each work-group having 64 work-items. Again, the OpenCL runtime provides
means that allow each work-group and work-item to identify themselves. A work-group
is identified with respect to the global N-D domain through groupid, and a work-item is
identified locally within its work-group via localid.
2.1.2. Compute Device Abstraction
In order to provide a uniform programming interface, OpenCL abstracts the architecture of
a parallel compute device, as shown in Figure 2. There are two fundamental concepts in this
abstraction, the compute and memory hierarchies.
Figure 2. Abstraction of a parallel compute device architecture [16].
OpenCL defines two levels of compute hardware organization, the compute units (CU) and
processing elements (PE). Not coincidentally this partitioning matches the software abstraction
of work-groups and work-items. In fact, OpenCL guarantees that a work-group is entirely
executed on a single compute unit whereas work-items are executed by processing elements.
Nowadays GPUs usually have thousands of processing elements clustered in a dozen of
6 There are two main reasons why those operations are restricted: (i) to encourage the better programming practice
of avoiding dependence on communication as much as possible; and, most importantly, (ii) to allow the OpenCL
to support even those rather limited devices that cannot keep—at least not efficiently—the state of all the running
work-items as needed to fulfill the requirements to implement the global synchronization.
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The N-D domain range can also be extended to higher dimensions. For instance, in a 2-D
domain a work-item would have two identifiers, global0id and global
1
id, where the first could be
mapped to index the row and the second the column of a matrix. The reasoning is analogous
for a 3-D domain range.
2.1.1.3. Communication and Synchronization
There are situations in which it is desirable or required to allow work-items to communicate
and synchronize among them. For efficiency reasons, such operations are not arbitrarily
allowed among work-items across the whole N-D domain.6 For that purpose, though, one
can resort to the notion of work-group, which in a nutshell is just a collection of work-items.
All the work-items within a work-group are free to communicate and synchronize with each
other. The number of work-items per work-group is given by the parameter local size, which
in practice determines how the global domain is partitioned. For example, if globalsize is
256 and localsize is 64, then the computational domain is partitioned into 4 work-groups
(256/64) with each work-group having 64 work-items. Again, the OpenCL runtime provides
means that allow each work-group and work-item to identify themselves. A work-group
is identified with respect to the global N-D domain through groupid, and a work-item is
identified locally within its work-group via localid.
2.1.2. Compute Device Abstraction
In order to provide a uniform programming interface, OpenCL abstracts the architecture of
a parallel compute device, as shown in Figure 2. There are two fundamental concepts in this
abstraction, the compute and memory hierarchies.
Figure 2. Abstraction of a parallel compute device architecture [16].
OpenCL defines two levels of compute hardware organization, the compute units (CU) and
processing elements (PE). Not coincidentally this partitioning matches the software abstraction
of work-groups and work-items. In fact, OpenCL guarantees that a work-group is entirely
executed on a single compute unit whereas work-items are executed by processing elements.
Nowadays GPUs usually have thousands of processing elements clustered in a dozen of
6 There are two main reasons why those operations are restricted: (i) to encourage the better programming practice
of avoiding dependence on communication as much as possible; and, most importantly, (ii) to allow the OpenCL
to support even those rather limited devices that cannot keep—at least not efficiently—the state of all the running
work-items as needed to fulfill the requirements to implement the global synchronization.
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compute units. Therefore, to fully utilize such devices, there is needed at the very least
this same amount of work-items in flight—however, the optimal amount of work-items in
execution should be substantially more than that in order to the device have enough room to
hide latencies [17, 18].
As for the memories, OpenCL exposes three memory spaces; from the more general to
the more specific: the (i) global/constant memory, which is the main memory of the device,
accessible from all the work-items—the constant space is a slightly optimized global memory
for read-only access; (ii) the local memory, a very fast low-latency memory which is shared
only across the work-items within their work-group—normally used as a programmable
cache memory or as a means to share data (communicate); and (iii) the private memory, also
a very fast memory, but only visible to the corresponding work-item.
3. Review of the literature
In the last few years, many works have been devoted to parallel implementations of
ACO algorithms in GPU devices, motivated by the powerful massively parallel architecture
provided by the GPU.
In reference [19], the authors proposed two parallel ACO implementations to solve the
Orienteering Problem (OP). The strategies applied to the GPU were based on the intrinsically
data-parallelism provided by the vertex processor and the fragment processor. The first
experiments compared a grid implementation with 32 workstations equipped with CPUs
Intel Pentium IV at 2.4GHz against one workstation with a GPU NVIDIA GeForce 6600 GT.
Both strategies performed similarly with respect to the quality of the obtained solutions. The
second experiment compared both the GPU parallel strategies proposed, showing that the
strategy applied to the fragment processor performed about 35% faster than the strategy
applied to the vertex processor.
In [20], the authors implemented a parallel MMAS using multiple colonies, where each
colony is associated with a work-group and ants are associated with work-items within each
work-group. The experiments compared a parallel version of MMAS on the GPU, with
three serial CPU versions. In the parallel implementation the CPU initializes the pheromone
trails, parameters, and also controls the iteration process, while the GPU is responsible for
running the main steps of the algorithm: solution construction, choice of the best solution,
and pheromone evaporation and updating. Six instances from the Travelling Salesman
Problem library (TSPLIB), containing up to 400 cities, were solved using a workstation with
a CPU AMD Athlon X2 3600+ running at 1.9GHz and a GPU NVIDIA GeForce GTX 8800 at
1.35GHz with 128 processing elements. The parallel GPU version was 2 to 32 times faster than
the sequential version, whereas the solutions quality of the parallel version outperformed
all the three MMAS serial versions. In order to accelerate the choice of the iteration-best
solution, the authors used a parallel reduction technique that “hangs up” the execution of
certain work-items. This technique requires the use of barrier synchronization in order to
ensure consistency of memory.
In the work described in [21] the authors implemented a parallel ACO algorithm with a
pattern search procedure to solve continuous functions with bound constraints. The parallel
method was compared with a serial CPU implementation. Each work-item is responsible for
evaluating the solution’s costs and constraints, constructing solutions and improving them
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via a local search procedure, while the CPU controls the initialization process, pheromone
evaporation and updating, the sorting of the generated solutions, and the updating of the
probability vectors. The experiments were executed on a workstation equipped with a CPU
Intel Xeon E5420 at 2.5GHz and a GPU NVIDIA GeForce GTX 280 at 1296MHz and 240
processing elements. The computational experiments showed acceleration values between
128 and almost 404 in the parallel GPU implementation. On the other hand, both the parallel
and serial versions obtained satisfactory results. However, regarding the solution quality
under a time limit of one second, the parallel version outperformed the sequential one in
most of the test problems. As a side note, the results could have been ever better if the
authors had generated the random numbers directly on the GPU instead of pre computing
them on the CPU.
A parallel MMAS under a MATLAB environment was presented in [22]. The authors
proposed an algorithm implementation which arranges the data into large scale matrices,
taking advantage of the fact that the integration of MATLAB with the Jacket accelerator
handles matrices on the GPU more naturally and efficiently than it could do with other data
types. Therefore, auxiliary matrices were created, besides the usual matrices (τ and η) in
a standard ACO algorithm. Instances from the TSPLIB were solved using a workstation
with a CPU Intel i7 at 3.3GHz and GPU NVIDIA Tesla C1060 at 1.3GHz and 240 processing
elements. Given a fixed number of iterations, the experimental evaluation showed that the
CPU and GPU implementations obtained similar results, yet with the parallel GPU version
much faster than the CPU. The speedup values had been growing with the number of TSP
nodes, but when the number of nodes reached 439 the growth could not be sustained and
slowed down drastically due to the frequent data-transfer operations between the CPU and
GPU.
In [23], the authors make use of the GPU parallel computing power to solve pathfinding
in games. The ACO algorithm proposed was implemented on a GPU device, where
the parallelism strategies follow a similar strategy to the one presented in [19]. In
this strategy, ants works in parallel to obtain a solution to the problem. The author
intended to study the algorithm scalability when large size problems are solved, against
a corresponding implementation on a CPU. The hardware architecture was not available but
the computational experiments showed that the GPU version was 15 times faster than its
corresponding CPU implementation.
In [24] an ACO algorithm was proposed for epistasis7 analysis. In order to tackle large
scale problems, the authors proposed a multi-GPU parallel implementation consisting of
one, three and six devices. The experiments show that the results generated by the GPU
implementation outperformed two other sequential versions in almost all trials and, when
the dataset increased, the GPU performed faster than the other implementations.
The Quadratic Assignment Problem (QAP) was solved in [25] by a parallel ACO based
algorithm. Besides the initialization process, all the algorithm steps are performed on the
GPU, and all data (pheromone matrix, set of solutions, etc.) are located in the global memory
of the GPU. Therefore, no data was needed to be transferred between the CPU and GPU, only
the best-so-far solution which checks if the termination condition is satisfied. The authors
focus on a parallelism strategy for the 2-opt local search procedure since, from previews
experiments, this was the most costly step. The experiments were done in a workstation
7 Phenomenon where the effects of one gene are modified by one or several other genes.
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compute units. Therefore, to fully utilize such devices, there is needed at the very least
this same amount of work-items in flight—however, the optimal amount of work-items in
execution should be substantially more than that in order to the device have enough room to
hide latencies [17, 18].
As for the memories, OpenCL exposes three memory spaces; from the more general to
the more specific: the (i) global/constant memory, which is the main memory of the device,
accessible from all the work-items—the constant space is a slightly optimized global memory
for read-only access; (ii) the local memory, a very fast low-latency memory which is shared
only across the work-items within their work-group—normally used as a programmable
cache memory or as a means to share data (communicate); and (iii) the private memory, also
a very fast memory, but only visible to the corresponding work-item.
3. Review of the literature
In the last few years, many works have been devoted to parallel implementations of
ACO algorithms in GPU devices, motivated by the powerful massively parallel architecture
provided by the GPU.
In reference [19], the authors proposed two parallel ACO implementations to solve the
Orienteering Problem (OP). The strategies applied to the GPU were based on the intrinsically
data-parallelism provided by the vertex processor and the fragment processor. The first
experiments compared a grid implementation with 32 workstations equipped with CPUs
Intel Pentium IV at 2.4GHz against one workstation with a GPU NVIDIA GeForce 6600 GT.
Both strategies performed similarly with respect to the quality of the obtained solutions. The
second experiment compared both the GPU parallel strategies proposed, showing that the
strategy applied to the fragment processor performed about 35% faster than the strategy
applied to the vertex processor.
In [20], the authors implemented a parallel MMAS using multiple colonies, where each
colony is associated with a work-group and ants are associated with work-items within each
work-group. The experiments compared a parallel version of MMAS on the GPU, with
three serial CPU versions. In the parallel implementation the CPU initializes the pheromone
trails, parameters, and also controls the iteration process, while the GPU is responsible for
running the main steps of the algorithm: solution construction, choice of the best solution,
and pheromone evaporation and updating. Six instances from the Travelling Salesman
Problem library (TSPLIB), containing up to 400 cities, were solved using a workstation with
a CPU AMD Athlon X2 3600+ running at 1.9GHz and a GPU NVIDIA GeForce GTX 8800 at
1.35GHz with 128 processing elements. The parallel GPU version was 2 to 32 times faster than
the sequential version, whereas the solutions quality of the parallel version outperformed
all the three MMAS serial versions. In order to accelerate the choice of the iteration-best
solution, the authors used a parallel reduction technique that “hangs up” the execution of
certain work-items. This technique requires the use of barrier synchronization in order to
ensure consistency of memory.
In the work described in [21] the authors implemented a parallel ACO algorithm with a
pattern search procedure to solve continuous functions with bound constraints. The parallel
method was compared with a serial CPU implementation. Each work-item is responsible for
evaluating the solution’s costs and constraints, constructing solutions and improving them
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via a local search procedure, while the CPU controls the initialization process, pheromone
evaporation and updating, the sorting of the generated solutions, and the updating of the
probability vectors. The experiments were executed on a workstation equipped with a CPU
Intel Xeon E5420 at 2.5GHz and a GPU NVIDIA GeForce GTX 280 at 1296MHz and 240
processing elements. The computational experiments showed acceleration values between
128 and almost 404 in the parallel GPU implementation. On the other hand, both the parallel
and serial versions obtained satisfactory results. However, regarding the solution quality
under a time limit of one second, the parallel version outperformed the sequential one in
most of the test problems. As a side note, the results could have been ever better if the
authors had generated the random numbers directly on the GPU instead of pre computing
them on the CPU.
A parallel MMAS under a MATLAB environment was presented in [22]. The authors
proposed an algorithm implementation which arranges the data into large scale matrices,
taking advantage of the fact that the integration of MATLAB with the Jacket accelerator
handles matrices on the GPU more naturally and efficiently than it could do with other data
types. Therefore, auxiliary matrices were created, besides the usual matrices (τ and η) in
a standard ACO algorithm. Instances from the TSPLIB were solved using a workstation
with a CPU Intel i7 at 3.3GHz and GPU NVIDIA Tesla C1060 at 1.3GHz and 240 processing
elements. Given a fixed number of iterations, the experimental evaluation showed that the
CPU and GPU implementations obtained similar results, yet with the parallel GPU version
much faster than the CPU. The speedup values had been growing with the number of TSP
nodes, but when the number of nodes reached 439 the growth could not be sustained and
slowed down drastically due to the frequent data-transfer operations between the CPU and
GPU.
In [23], the authors make use of the GPU parallel computing power to solve pathfinding
in games. The ACO algorithm proposed was implemented on a GPU device, where
the parallelism strategies follow a similar strategy to the one presented in [19]. In
this strategy, ants works in parallel to obtain a solution to the problem. The author
intended to study the algorithm scalability when large size problems are solved, against
a corresponding implementation on a CPU. The hardware architecture was not available but
the computational experiments showed that the GPU version was 15 times faster than its
corresponding CPU implementation.
In [24] an ACO algorithm was proposed for epistasis7 analysis. In order to tackle large
scale problems, the authors proposed a multi-GPU parallel implementation consisting of
one, three and six devices. The experiments show that the results generated by the GPU
implementation outperformed two other sequential versions in almost all trials and, when
the dataset increased, the GPU performed faster than the other implementations.
The Quadratic Assignment Problem (QAP) was solved in [25] by a parallel ACO based
algorithm. Besides the initialization process, all the algorithm steps are performed on the
GPU, and all data (pheromone matrix, set of solutions, etc.) are located in the global memory
of the GPU. Therefore, no data was needed to be transferred between the CPU and GPU, only
the best-so-far solution which checks if the termination condition is satisfied. The authors
focus on a parallelism strategy for the 2-opt local search procedure since, from previews
experiments, this was the most costly step. The experiments were done in a workstation
7 Phenomenon where the effects of one gene are modified by one or several other genes.
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with CPU Intel i7 965 at 3.2GHz and GPU NVIDIA GeForce GTX 480 at 1401MHz and 480
processing elements. Instances from the Quadratic Assignment Problem library (QAPLIB)
were solved with the problem size ranging from 50 to 150. The GPU computing performed
24 times faster than the CPU.
An ACO based parallel algorithm was proposed for design validation of circuits [26]. The
ACO method is different from the standard ACO implementation, since it does not use
pheromones trails to guide the search process. The proposed method explores the maximum
occupancy of the GPU, defining the global size as the number of work-groups times the
amount of work-items per work-group. A workstation with CPU Intel i7 at 3.33GHz
and a GPU NVIDIA GeForce GTX 285 with 240 processing elements were used for the
computational experiments. The results showed average speedup values between 7 and 11
regarding all the test problems, and reaching a peak speedup value of 228 in a specific test
problem when compared with two other methods.
In [27], the MMAS with a 3-opt local search was implemented in parallel on the GPU.
The authors proposed four parallel strategies, two based on parallel ants and two based on
multiple ant colonies. In the first parallel-ants strategy, ants are assigned to work-items,
each one responsible for all calculation needed in the tour construction process. The second
parallel-ants proposal assigned each ant to a work-group, making possible to extract an
additional level of parallelism in the computation of the state transition rule. In the multiple
colony strategy, a single GPU and multiples GPUs—each one associated to a colony—were
used, applying the same parallel-ants strategies proposed. TSP instances varying from 51 to
2103 cities were used as test problems. The experiments were done using two CPUs 4-core
Xeon E5640 at 2.67GHz and two GPUs NVIDIA Fermi C2050 with 448 processing elements.
Evaluating the parallel ants strategies against the sequential version of the MMAS, the
overall experiments showed that the solutions quality were similar, when no local search was
used. However, speedup values ranging from 6.84 to 19.47 could be achieved when the ants
were associated with work-groups. For the multiple colonies strategies the speedup varied
between 16.24 and 23.60.
The authors in [28] proposed parallel strategies for the tour construction and the pheromone
updating phases. In the tour construction phase three different aspects were reworked
in order to increase parallelism: (i) the choice-info matrix calculation, which combines
pheromone and heuristic information; (ii) the roulette wheel selection procedure; and (iii)
the decomposition granularity, which switched to the parallel processing of both ants and
tours. Regarding the pheromone trails updating, the authors applied a scatter to gather based
design to avoid atomic instructions required for proper updating the pheromone matrix.
The hardware used for the computational experiments were composed by a CPU Intel Xeon
E5620 running at 2.4Ghz and a GPU NVIDIA Tesla C2050 at 1.15GHz and 448 processing
elements. For the phase of the construction of the solution, the parallel version performed
up to 21 times faster than the sequential version, while for the pheromone updating the
scatter to gather technique performed poorly. However, considering a data-based parallelism
with atomic instructions, the authors presented a strategy that was up to 20 times faster than
a sequential execution.
The next section will present strategies for the parallel ACO on the GPU for each step of the
algorithm.
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4. Parallelization strategies
In ACO algorithms, artificial ants cooperate while exploring the search space, searching good
solutions for the problem through a communication mediated by artificial pheromone trails.
The construction solution process is incremental, where a solution is built by adding solution
components to an initially empty solution under construction. The ant’s heuristic rule
probabilistically decides the next solution component guided by (i) the heuristic information
(η), representing a priori information about the problem instance to be solved; and (ii) the
pheromone trail (τ), which encodes a memory about the ant colony search process that is
continuously updated by the ants.
The main steps of the Ant System (AS) algorithm [1, 9] can be described as: initialization
phase, ants’ solutions construction, ants’ solutions evaluation and pheromone trails updating.
In Algorithm 2 a pseudo-code of AS is given. As opposed to the following parallel strategies,
this algorithm is meant to be implemented and run as host code, preparing and transferring
data to/from the GPU, setting kernels’ arguments and managing their executions.









Return the best solution;
After setting the parameters, the first step of the algorithm is the initialization procedure,
which initializes the heuristic information and the pheromone trails. In ants’ solution
construction, each ant starts with a randomly chosen node (city) and incrementally builds
solutions according to the decision policy of choosing an unvisited node j being at node i,
which is guided by the pheromone trails (τij) and the heuristic information (ηij) associated
with that arc. When all ants construct a complete path (feasible solution), the solutions are
evaluated. Then, the pheromone trails are updated considering the quality of the candidate
solutions found; also a certain level of evaporation is applied. When the iterative phase is
complete, that is, when the termination criteria is met, the algorithm returns the best solution
generated.
As showed in the previous section, different parallel techniques for ACO algorithms
were proposed, each one adapted to the optimization problem considered and the GPU
architecture available. In all cases, researchers tried to extract the maximum efficiency of the
parallel computing provided by the GPU.
This section is dedicated to describe, in a pseudo-OpenCL form, parallelization strategies of
the ACO algorithm described in Algorithm 2, taking the TSP as an illustrative reference
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with CPU Intel i7 965 at 3.2GHz and GPU NVIDIA GeForce GTX 480 at 1401MHz and 480
processing elements. Instances from the Quadratic Assignment Problem library (QAPLIB)
were solved with the problem size ranging from 50 to 150. The GPU computing performed
24 times faster than the CPU.
An ACO based parallel algorithm was proposed for design validation of circuits [26]. The
ACO method is different from the standard ACO implementation, since it does not use
pheromones trails to guide the search process. The proposed method explores the maximum
occupancy of the GPU, defining the global size as the number of work-groups times the
amount of work-items per work-group. A workstation with CPU Intel i7 at 3.33GHz
and a GPU NVIDIA GeForce GTX 285 with 240 processing elements were used for the
computational experiments. The results showed average speedup values between 7 and 11
regarding all the test problems, and reaching a peak speedup value of 228 in a specific test
problem when compared with two other methods.
In [27], the MMAS with a 3-opt local search was implemented in parallel on the GPU.
The authors proposed four parallel strategies, two based on parallel ants and two based on
multiple ant colonies. In the first parallel-ants strategy, ants are assigned to work-items,
each one responsible for all calculation needed in the tour construction process. The second
parallel-ants proposal assigned each ant to a work-group, making possible to extract an
additional level of parallelism in the computation of the state transition rule. In the multiple
colony strategy, a single GPU and multiples GPUs—each one associated to a colony—were
used, applying the same parallel-ants strategies proposed. TSP instances varying from 51 to
2103 cities were used as test problems. The experiments were done using two CPUs 4-core
Xeon E5640 at 2.67GHz and two GPUs NVIDIA Fermi C2050 with 448 processing elements.
Evaluating the parallel ants strategies against the sequential version of the MMAS, the
overall experiments showed that the solutions quality were similar, when no local search was
used. However, speedup values ranging from 6.84 to 19.47 could be achieved when the ants
were associated with work-groups. For the multiple colonies strategies the speedup varied
between 16.24 and 23.60.
The authors in [28] proposed parallel strategies for the tour construction and the pheromone
updating phases. In the tour construction phase three different aspects were reworked
in order to increase parallelism: (i) the choice-info matrix calculation, which combines
pheromone and heuristic information; (ii) the roulette wheel selection procedure; and (iii)
the decomposition granularity, which switched to the parallel processing of both ants and
tours. Regarding the pheromone trails updating, the authors applied a scatter to gather based
design to avoid atomic instructions required for proper updating the pheromone matrix.
The hardware used for the computational experiments were composed by a CPU Intel Xeon
E5620 running at 2.4Ghz and a GPU NVIDIA Tesla C2050 at 1.15GHz and 448 processing
elements. For the phase of the construction of the solution, the parallel version performed
up to 21 times faster than the sequential version, while for the pheromone updating the
scatter to gather technique performed poorly. However, considering a data-based parallelism
with atomic instructions, the authors presented a strategy that was up to 20 times faster than
a sequential execution.
The next section will present strategies for the parallel ACO on the GPU for each step of the
algorithm.
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4. Parallelization strategies
In ACO algorithms, artificial ants cooperate while exploring the search space, searching good
solutions for the problem through a communication mediated by artificial pheromone trails.
The construction solution process is incremental, where a solution is built by adding solution
components to an initially empty solution under construction. The ant’s heuristic rule
probabilistically decides the next solution component guided by (i) the heuristic information
(η), representing a priori information about the problem instance to be solved; and (ii) the
pheromone trail (τ), which encodes a memory about the ant colony search process that is
continuously updated by the ants.
The main steps of the Ant System (AS) algorithm [1, 9] can be described as: initialization
phase, ants’ solutions construction, ants’ solutions evaluation and pheromone trails updating.
In Algorithm 2 a pseudo-code of AS is given. As opposed to the following parallel strategies,
this algorithm is meant to be implemented and run as host code, preparing and transferring
data to/from the GPU, setting kernels’ arguments and managing their executions.









Return the best solution;
After setting the parameters, the first step of the algorithm is the initialization procedure,
which initializes the heuristic information and the pheromone trails. In ants’ solution
construction, each ant starts with a randomly chosen node (city) and incrementally builds
solutions according to the decision policy of choosing an unvisited node j being at node i,
which is guided by the pheromone trails (τij) and the heuristic information (ηij) associated
with that arc. When all ants construct a complete path (feasible solution), the solutions are
evaluated. Then, the pheromone trails are updated considering the quality of the candidate
solutions found; also a certain level of evaporation is applied. When the iterative phase is
complete, that is, when the termination criteria is met, the algorithm returns the best solution
generated.
As showed in the previous section, different parallel techniques for ACO algorithms
were proposed, each one adapted to the optimization problem considered and the GPU
architecture available. In all cases, researchers tried to extract the maximum efficiency of the
parallel computing provided by the GPU.
This section is dedicated to describe, in a pseudo-OpenCL form, parallelization strategies of
the ACO algorithm described in Algorithm 2, taking the TSP as an illustrative reference
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problem.8 Those strategies, however, should be readily applicable, with minor or no
adaptations at all, to all the problems that belong to the same class of the TSP.9
4.1. Data initialization
This phase is responsible for defining the stopping criteria, initializing the parameters and
allocating all data structures of the algorithm. The list of parameters is: α and β, which
regulate the relative importance of the pheromone trails and the heuristic information,
respectively; ρ, the pheromone evaporation rate; τ0, the initial pheromone value; number
of ants (numberants); and the number of nodes (numbernodes). The parameters setting is done
on the host and then passed as kernel’s arguments.
In the following kernels all the data structures, in particular the matrices, are actually
allocated and accessed as linear arrays, since OpenCL does not provide abstraction for
higher-dimensional data structures. Therefore, the element aij ∈ A is indexed in its linear
form as A[i × n + j], where n is the number of columns of matrix A.
4.1.1. Pheromone Trails and Heuristic Information
To initialize the pheromone trails, all connections (i, j) must be set to the same initial value
(τ0), whereas in the heuristic information each connection (i, j) is set as the distance between
the nodes i and j of the TSP instance being solved. Since the initialization operation is
inherently independent it can be trivially parallelized. Algorithm 3 presents the kernel



















In the kernel, the helper function Distance(i, j) returns the distance between nodes i and j.
The input data are two arrays with the coordinates x and y of each node. This function should
implement the Euclidean, Manhattan or other distance function defined by the problem. The
input coordinates must be set on the CPU, by reading the TSP instance, then transferred to
the GPU prior to the kernel launch.
8 In this chapter only the key components to the understanding of the parallel strategies—the OpenCL kernels and
the corresponding setup of the N-dimensional domains—are presented. For specific details regarding secondary
elements, such as the host code and the actual OpenCL kernel, please refer to the appropriated OpenCL literature.
9 It might be necessary some adaptations concerning the algorithmic structure (data initialization, evaluation of costs,
etc.) that might have particular needs with respect to the underlying strategy of parallelism.
10 The OpenCL kernels presented throughout this chapter are either in a one- or two-dimensional domain range,
depending on which one fits more naturally the particular mapping between the data and compute domains.
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4.2. Solution construction
For the TSP, this phase is the most costly of the ACO algorithm and needs special attention
regarding the parallel strategy.
In this section, a parallel implementation for the solution construction will be presented—the
ant-based parallelism—which associates an ant with a work-item.
4.2.1. Caching the Pheromone and Heuristic Information
The probability of choosing a node j being at node i is associated with [τij]
α[ηij]
β. Each of
those values need to be computed by all ants, hence, in order to reduce the computation
time [2] an additional matrix, choicein f o[·][·], is utilized to cache them. For this caching




with the corresponding kernel described in Algorithm 4.
Algorithm 4: OpenCL kernel for calculating the choice-info cache



















Whenever the pheromone trails τ is modified (4.1 and 4.4), the matrix choicein f o also needs
to be updated since it depends on the former. In other words, the caching data is recalculated
at each iteration, just before the actual construction of the solution.
4.2.2. Ant-based Parallelism (AP)
In this strategy, each ant is associated with a work-item, each one responsible for constructing
a complete solution, managing all data required for this phase (list of visited cities,
probabilities calculations, and so on). Algorithm 5 presents a kernel which implements the
AS decision rule, where the 1-D domain range is set as
globalsize ← numberants (3)
The matrix of candidate solutions (solution[·][·]) stores the ants’ paths, with each row
representing a complete ant’s solution. The set of visited nodes, visited[·], keeps track of
the current visited nodes for each ant, preventing duplicate selection as forbidden by the
TSP: the i-th element is set to true when the i-th node is chosen to be part of the ant’s
solution (initially all elements are set to false). At a current node c, selectionprob[i] stores
the probability of each node i being selected, which is based on the pheromone trails and
heuristic information—such data is cached in choicein f o[c][i].
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problem.8 Those strategies, however, should be readily applicable, with minor or no
adaptations at all, to all the problems that belong to the same class of the TSP.9
4.1. Data initialization
This phase is responsible for defining the stopping criteria, initializing the parameters and
allocating all data structures of the algorithm. The list of parameters is: α and β, which
regulate the relative importance of the pheromone trails and the heuristic information,
respectively; ρ, the pheromone evaporation rate; τ0, the initial pheromone value; number
of ants (numberants); and the number of nodes (numbernodes). The parameters setting is done
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In the kernel, the helper function Distance(i, j) returns the distance between nodes i and j.
The input data are two arrays with the coordinates x and y of each node. This function should
implement the Euclidean, Manhattan or other distance function defined by the problem. The
input coordinates must be set on the CPU, by reading the TSP instance, then transferred to
the GPU prior to the kernel launch.
8 In this chapter only the key components to the understanding of the parallel strategies—the OpenCL kernels and
the corresponding setup of the N-dimensional domains—are presented. For specific details regarding secondary
elements, such as the host code and the actual OpenCL kernel, please refer to the appropriated OpenCL literature.
9 It might be necessary some adaptations concerning the algorithmic structure (data initialization, evaluation of costs,
etc.) that might have particular needs with respect to the underlying strategy of parallelism.
10 The OpenCL kernels presented throughout this chapter are either in a one- or two-dimensional domain range,
depending on which one fits more naturally the particular mapping between the data and compute domains.
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4.2. Solution construction
For the TSP, this phase is the most costly of the ACO algorithm and needs special attention
regarding the parallel strategy.
In this section, a parallel implementation for the solution construction will be presented—the
ant-based parallelism—which associates an ant with a work-item.
4.2.1. Caching the Pheromone and Heuristic Information
The probability of choosing a node j being at node i is associated with [τij]
α[ηij]
β. Each of
those values need to be computed by all ants, hence, in order to reduce the computation
time [2] an additional matrix, choicein f o[·][·], is utilized to cache them. For this caching




with the corresponding kernel described in Algorithm 4.
Algorithm 4: OpenCL kernel for calculating the choice-info cache



















Whenever the pheromone trails τ is modified (4.1 and 4.4), the matrix choicein f o also needs
to be updated since it depends on the former. In other words, the caching data is recalculated
at each iteration, just before the actual construction of the solution.
4.2.2. Ant-based Parallelism (AP)
In this strategy, each ant is associated with a work-item, each one responsible for constructing
a complete solution, managing all data required for this phase (list of visited cities,
probabilities calculations, and so on). Algorithm 5 presents a kernel which implements the
AS decision rule, where the 1-D domain range is set as
globalsize ← numberants (3)
The matrix of candidate solutions (solution[·][·]) stores the ants’ paths, with each row
representing a complete ant’s solution. The set of visited nodes, visited[·], keeps track of
the current visited nodes for each ant, preventing duplicate selection as forbidden by the
TSP: the i-th element is set to true when the i-th node is chosen to be part of the ant’s
solution (initially all elements are set to false). At a current node c, selectionprob[i] stores
the probability of each node i being selected, which is based on the pheromone trails and
heuristic information—such data is cached in choicein f o[c][i].
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Algorithm 5: OpenCL kernel for the ant-based solution construction
// Initialization
visited[·] ← f alse;
// Selection of the initial node
Initialnode ← Random(0, numbernodes − 1);
solution[globalid × numbernodes + 0] ← Initialnode;
visited[globalid × numbernodes + Initialnode] ← true;
for step ← 1 to numbernodes − 1 do
sumprob ← 0.0;
currentnode ← solution[globalid × numbernodes + (step − 1)];
// Calculation of the nodes’ probabilities
for i ← 0 to numbernodes − 1 do
if visited[globalid × numbernodes + i] then
selectionprob[globalid × numbernodes + i] ← 0.0;
else
selectionprob[globalid × numbernodes + i] ← choicein f o [currentnode × numbernodes + i];
sumprob ← sumprob + selectionprob[globalid × numbernodes + i];
// Node selection via roulette wheel
r ← Random(0, sumprob);
i ← 0;
p ← selectionprob[globalid × numbernodes + 0];
while p < r do
i ← i + 1;
p ← p + selectionprob[globalid × numbernodes + i];
solution[globalid × numbernodes + step] ← i;
visited[globalid × numbernodes + i] ← true;
The function Random(a, b) returns a uniform real-valued pseudo-number between a and b.
The random number generator could be easily implemented on the GPU through the simple
linear congruential method [29]; the only requirement would be to keep in the device’s global
memory a state information (an integral number) for each work-item that must persist across
kernel executions.
There exist data-based parallel strategies for the construction of the solutions, where usually
a work-group takes care of an ant and its work-items compute in parallel some portion of
the construction procedure. For instance, the ANTblock strategy in [27], which in parallel
evaluates and chooses the next node (city) from all the possible candidates. However, those
strategies are considerably more complex than the ant-based parallelism, and for large-scale
problems in which the number of ants is reasonably high—i.e. the class of problems that one
would make use of GPUs—the ant-based strategy is enough to saturate the GPU.
4.3. Solution evaluation
When all solutions are constructed, they must be evaluated. The direct approach is to
parallelize this step by the number of ants, dedicating a work-item per solution. However,
in many problems it is possible to decompose the evaluation of the solution itself, leading
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to a second level of parallelism: each work-group takes care of an ant, with each work-item
within this group in charge of a subset of the solution.
4.3.1. Ant-based Evaluation (AE)
The simplest strategy for evaluating the solutions is to parallelize by the number of ants,
assigning each solution evaluation to a work-item. In this case, the kernel could be written
as in Algorithm 6, with the 1-D domain range as
globalsize ← numberants (4)
The cost resulting from the evaluation of the complete solution of ant k, which in the kernel
Algorithm 6: OpenCL kernel for the ant-based evaluation
solutionvalue[globalid] ← 0.0;
for i ← 0 to numbernodes − 2 do
j ← solution[globalid × numbernodes + i];
h ← solution[globalid × numbernodes + (i + 1)];
solutionvalue[globalid] ← solutionvalue[globalid] + η[j × numbernodes + h];
j ← solution[globalid × numbernodes + (numbernodes − 1)];
h ← solution[globalid × numbernodes + 0];
solutionvalue[globalid] ← solutionvalue[globalid] + η[j × numbernodes + h];
is denoted by globalid, is put into the array solutionvalue[k] of dimension numberants.
4.3.2. Data-based Evaluation (DE)
This second strategy adds one more level of parallelism than the one previously presented.
In the case of TSP, the costs of traveling from node i to j, j to k and so on can be summed up
in parallel. To this end, the parallel primitive known as prefix sum is employed [30]. Its idea is
illustrated in Figure 3, where w0 . . . wN−1 correspond to the work-items within a work-group.
The computational step complexity of the parallel prefix sum is O(log2N), meaning that, for
instance, the sum of an array of 8 nodes is computed in just 3 iterations.
In order to apply this primitive to a TSP’s solution, a preparatory step is required: the cost
for each adjacent node must be obtained from the distance matrix and put into an array,
let us call it δ.11 This preprocessing is done in parallel, as shown in Algorithm 7, which
also describes the subsequent prefix sum procedure. In the kernel, the helper function
Distance(k, i) returns the distance between the node i and i + 1 for ant k; when i is the last
node, the function returns the distance from this one to the first node. One can notice the
use of the function Barrier(). In OpenCL, a barrier is a synchronization point that ensures
that a memory region written by other work-items is consistent at that point. The first barrier
is necessary because δ[localid − s] references a memory region that was written by the s-th
previous work-item. As for the second barrier, it is needed to prevent δ[localid] from being
updated before the s-th next work-item reads it. Finally, the final sum, which ends up at the
last element of δ, is stored in the solutionvalue vector for the ant indexed by groupid.
11 To improve efficiency, the array δ could—and frequently is—be allocated directly in the local memory (cf. 2.1).
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Algorithm 5: OpenCL kernel for the ant-based solution construction
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When all solutions are constructed, they must be evaluated. The direct approach is to
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to a second level of parallelism: each work-group takes care of an ant, with each work-item
within this group in charge of a subset of the solution.
4.3.1. Ant-based Evaluation (AE)
The simplest strategy for evaluating the solutions is to parallelize by the number of ants,
assigning each solution evaluation to a work-item. In this case, the kernel could be written
as in Algorithm 6, with the 1-D domain range as
globalsize ← numberants (4)
The cost resulting from the evaluation of the complete solution of ant k, which in the kernel
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is denoted by globalid, is put into the array solutionvalue[k] of dimension numberants.
4.3.2. Data-based Evaluation (DE)
This second strategy adds one more level of parallelism than the one previously presented.
In the case of TSP, the costs of traveling from node i to j, j to k and so on can be summed up
in parallel. To this end, the parallel primitive known as prefix sum is employed [30]. Its idea is
illustrated in Figure 3, where w0 . . . wN−1 correspond to the work-items within a work-group.
The computational step complexity of the parallel prefix sum is O(log2N), meaning that, for
instance, the sum of an array of 8 nodes is computed in just 3 iterations.
In order to apply this primitive to a TSP’s solution, a preparatory step is required: the cost
for each adjacent node must be obtained from the distance matrix and put into an array,
let us call it δ.11 This preprocessing is done in parallel, as shown in Algorithm 7, which
also describes the subsequent prefix sum procedure. In the kernel, the helper function
Distance(k, i) returns the distance between the node i and i + 1 for ant k; when i is the last
node, the function returns the distance from this one to the first node. One can notice the
use of the function Barrier(). In OpenCL, a barrier is a synchronization point that ensures
that a memory region written by other work-items is consistent at that point. The first barrier
is necessary because δ[localid − s] references a memory region that was written by the s-th
previous work-item. As for the second barrier, it is needed to prevent δ[localid] from being
updated before the s-th next work-item reads it. Finally, the final sum, which ends up at the
last element of δ, is stored in the solutionvalue vector for the ant indexed by groupid.
11 To improve efficiency, the array δ could—and frequently is—be allocated directly in the local memory (cf. 2.1).
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Figure 3. Parallel prefix sum: each element of the final array is the sum of all the previous elements, i.e. the partial cost; the
last element is the total cost.
Algorithm 7: OpenCL kernel for the data-based evaluation
// Preparatory step




while s < localsize do
Barrier();
if localid ≥ s then
tmp ← δ[localid] + δ[localid − s];
Barrier();
δ[localid] ← tmp;
s ← s × 2;
if localid = groupsize − 1 then
solutionvalue[groupid] ← δ[groupsize − 1];
Regarding the N-D domain definition, since there are numberants ants and for each ant
(solution) there are numbernodes distances, the global size is given by
globalsize ← numberants × numbernodes (5)
and the local size, i.e. the amount of work-items devoted to compute the total cost per
solution, simply by
localsize ← numbernodes, (6)
resulting in numberants work-groups (one per ant).
12
12 For the sake of simplicity, it is assumed that the number of nodes (cities) is such that the resulting local size is less
than the device’s maximum supported local size, a hardware limit. If this is not the case, then Algorithm 7 should
be modified in such a way that each work-item would compute more than just one partial sum.
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4.3.3. Finding the Best Solution
It is important at each iteration to keep track of the best-so-far solution. This could be
achieved naively by iterating over all the evaluated solutions sequentially. There is though
a parallel alternative to that which utilizes a primitive, analogous to the previous one,
called reduction [30]. The idea of the parallel reduction is visualized in Figure 4. It
Figure 4. O(log2 N) parallel reduction: the remaining element is the smallest of the array.
starts by comparing the elements of an array—that is, solutionvalue—by pairs to find the
smallest element between each pair. The next iteration finds the smallest values of the
previously reduced ones, then the process continues until a single value remains; this is
the smallest element—or cost—of the entire array. The implementation is somewhat similar
to the prefix sum, and will not be detailed here. The global and local sizes should both
be set to numberants, meaning that the reduction will occur within one work-group since
synchronization is required. The actual implementation will also need a mapping between
the cost values (the solutionvalue array) and the corresponding solutions in order to link the
smallest cost found with the respective solution.
4.4. Pheromone Trails Updating
After all ants have constructed their tours (solutions), the pheromone trails are updated. In
AS, the pheromone update step starts evaporating all arcs by a constant factor, followed by a
reinforcement on the arcs visited by the ants in their tours.
4.4.1. Pheromone Evaporation
In the pheromone evaporation, each element of the pheromone matrix has its value decreased
by a constant factor ρ ∈ (0, 1]. Hence, the parallel implementation can explore parallelism
in the order of numbernodes × numbernodes. For this step, the kernel can be described as in
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After evaporation, ants deposit different quantities of pheromone on the arcs that they
crossed. Therefore, in an ant-based parallel implementation each element of the pheromone
matrix may potentially be updated by many ants at the same time, leading of course to
memory inconsistency. An alternative is to parallelize on the ant’s solution, taking advantage
of the fact that in the TSP there is no duplicate node in a given solution. This strategy works
on one ant k at a time, but all edges (i, j) are processed in parallel. Hence, the 1-D domain
range is given by
globalsize ← numbernodes − 1, (8)
with the corresponding kernel described in Algorithm 9. The kernel should be launched
numberants times from the host code, each time passing a different k ∈ [0, numberants) as a
kernel’s argument—the only way of guaranteeing global memory consistency (synchronism)
in OpenCL, which is necessary to prevent two or more ants from being processed
simultaneously, is when a kernel finishes its execution.
Algorithm 9: OpenCL kernel for updating the pheromone for ant k
i ← solution[k × numbernodes + globalid];
j ← solution[k × numbernodes + globalid + 1];
τ[i × numbernodes + j] ← τ[i × numbernodes + j] + 1.0/solutionvalue[k];
τ[j × numbernodes + i] ← τ[i × numbernodes + j];
5. Conclusions
This chapter has presented and discussed different parallelization strategies for
implementing an Ant Colony Optimization algorithm on Graphics Processing Unit,
presenting also a list of references on previous works on this area.
The chapter also provided straightforward explanation of the GPU architecture and gave
special attention to the Open Computing Language (OpenCL), explaining in details the
concepts behind these two topics, which are often just mentioned in references in the
literature.
It was shown that each step of an ACO algorithm, from the initialization phase through the
return of the final solution, can be parallelized to some degree, at least at the granularity of
the number of ants. For complex or large-scale problems—in which numerous ants would be
desired—the ant-based parallel strategies should suffice to fully explore the computational
power of the GPUs.
Although the chapter has focused on a particular computing architecture, the GPU, all the
described kernels can be promptly executed on any other OpenCL parallel device, such as
the multi-core CPUs.
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Finally, it is expected that this chapter will provide the readers with an extensive view of
the existing ACO parallel strategies on the GPU and will assist them in developing new or
derived parallel strategies to suit their particular needs.
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1. Introduction
The optimization of traffic signal control is at the heart of urban traffic control. Traffic signal
control which encloses delay, queuing, pollution, fuel consumption is a multi-objective opti‐
mization. For a signal-controlled road network, using the optimization techniques in deter‐
mining signal timings has been discussed greatly for decades. Due to complexity of the Area
Traffic Control (ATC) problem, new methods and approaches are needed to improve effi‐
ciency of signal control in a signalized road network. In urban networks, traffic signals are
used to control vehicle movements so as to reduce congestion, improve safety, and enable
specific strategies such as minimizing delays, improving environmental pollution, etc. [1].
Signal systems that control road junctions are operated according to the type of junction. Al‐
though the optimization of signal timings for an isolated junction is relatively easy, the opti‐
mization of signal timings in coordinated road networks requires further research due to the
“offset” term. Early methods such as that of [2] only considered an isolated signalized junc‐
tion. Later, fixed time strategies were developed that optimizing a group of signalized junc‐
tions using historical flow data [3]. For the ATC, TRANSYT-7F is one of the most useful
network study software tools for optimizing signal timing and also the most widely used
program of its type. It consists of two main parts: A traffic flow model and a signal timing
optimizer. Traffic model utilizes a platoon dispersion algorithm that simulates the normal
dispersion of platoons as they travel downstream. It simulates traffic in a network of signal‐
ized intersections to produce a cyclic flow profile of arrivals at each intersection that is used
to compute a Performance Index (PI) for a given signal timing and staging plan. The PI in
TRANSYT-7F may be defined in a number of ways. One of the TRANSYT-7F’s PI is the Dis‐
utility Index (DI). The DI is a measure of disadvantageous operation; that is stops, delay,
fuel consumption, etc. Optimization in TRANSYT-7F consists of a series of trial simulation
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runs, using the TRANSYT-7F simulation engine. Each simulation run is assigned a unique
signal timing plan by the optimization processor. The optimizer applies the Hill-Climbing
(HC) or Genetic Algorithm (GA) searching strategies. The trial simulation run resulting in
the best performance is reported as optimal. Although the GA is mathematically better suit‐
ed for determining the absolute or global optimal solution, relative to HC optimization, it
generally requires longer program running times, relative to HC optimization [4].
This chapter proposes Ant Colony Optimization (ACO) based algorithm called ACORSES
proposed by [5] for finding optimum signal parameters in coordinated signalized networks
for given fixed set of link flows. The ACO is the one of the most recent techniques for ap‐
proximate optimization methods. The main idea is that it is indirect local communication
among the individuals of a population of artificial ants. The core of ant’s behaviour is the
communication between the ants by means of chemical pheromone trails, which enables
them to find shortest paths between their nest and food sources. This behaviour of real ant
colonies is exploited to solve optimization problems. The proposed algorithm is based on
each ant searches only around the best solution of the previous iteration with reduced
search space. It is proposed for improving ACO’s solution performance to reach global opti‐
mum fairly quickly. In this study, for solving the ATC problem, Ant Colony Optimization
TRANSYT (ACOTRANS) model is developed. TRANSYT-7F traffic model is used to esti‐
mate total network PI.
Wong (1995) proposed group-based optimization of signal timings for area traffic control. In
addition, the optimization of signal timings for ATC using group-based control variables
was proposed by [7]. However, it was reported that obtaining the derivations of the PI for
each of the control variable was mathematically difficult. Heydecker (1996) decomposed the
optimization of traffic signal timings into two levels; first, optimizing the signal timings at
the individual junction level using the group-based approach, and second, combining the re‐
sults from individual junction level with network level decision variables such as offset and
common cycle time. Wong et al. (2000) developed a time-dependent TRANSYT traffic model
for the evaluation of PI. It was found that the time-dependent model produces a reasonable
estimate of PI for under saturated to moderately oversaturated conditions. Wong et al.
(2002) developed a time-dependent TRANSYT traffic model which is a weighted combina‐
tion of the estimated delay and number of stops. A remarkable improvement over the aver‐
age flow scenario was obtained and when compared with the signal plans from
independent analyses, a good improvement was found. Girianna and Benekohal (2002) pre‐
sented two different GA techniques which are applied on signal coordination for oversatu‐
rated networks. Signal coordination was formulated as a dynamic optimization problem
and is solved using GA for the entire duration of congestion.
Similarly, Ceylan (2006) developed a GA with TRANSYT-HC optimization routine, and pro‐
posed a method for decreasing the search space to solve the ATC problem. Proposed ap‐
proach is better than signal timing optimization regarding optimal values of timings and PI
when it is compared with TRANSYT. Chen and Xu (2006) investigated the application of
Particle Swarm Optimization (PSO) algorithm to solve signal timing optimization problem.
Their results showed that PSO can be applied to the traffic signal timing optimization prob‐
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lem under different traffic demands. A hybrid optimization algorithm for simultaneously
solving delay-minimizing and capacity-maximizing ATC was presented by [14]. Numerical
computations and comparisons were conducted on a variety of road networks. Numerical
tests showed that the effectiveness and robustness of this hybrid heuristic algorithm. Similar‐
ly, Chiou (2007) presented a computation algorithm based on the projected Quasi-Newton
method to effectively solve the ATC problem. The proposed method combining the locally
optimal search and global search heuristic achieved substantially better performance than did
traditional approaches in solving the ATC problem with expansions of link capacity.
Dan and Xiaohong (2008) developed a real-coded improved GA with microscopic traffic
simulation model to find optimal signal plans for ATC problem, which takes the coordina‐
tion of signals timing for all signal-controlled junction into account. The results showed that
the method based on GA could minimize delay time and improve capacity of network. Li
(2011) presented an arterial signal optimization model that consider queue blockage among
intersection lane groups under oversaturated conditions. The proposed model captures traf‐
fic dynamics with the cell transmission concept, which takes into account complex flow in‐
teractions among different lane groups. Through comparisons with signal-timing plans from
TRANSYT-7F, the model was successful for signal-timing optimization particularly under
congested conditions. The optimization of signal timings on coordinated signalized road
network, which includes a set of non-linear mathematical formulations, is very difficult.
Therefore, new methods and approaches are needed to improve efficiency of signal control
in a road network due to complexity of the ATC problem. Although there are many studies
in literature with different heuristic methods to optimize traffic signal timings, there is no
application of ACO to this area. Thus, this study proposes Ant Colony Optimization
TRANSYT-7F (ACOTRANS) model in which ACO and TRANSYT-7F are combined for solv‐
ing the ATC problem. The remaining content of this chapter is organized as follows. ACO
algorithm and its solution process are given in Section 2, and definition of the ACOTRANS
model is provided in Section 3. Numerical application is presented in Section 4. Last section
is about the conclusions.
2. Ant Colony Optimization
Ant algorithms were inspired by the observation of real ant colonies. Ants are social insects
that live in colonies and whose behaviour is directed more to the survival of the colony as a
whole than to that of a single individual component of the colony. Social insects have cap‐
tured the attention of many scientists because of the high structuration level their colonies
can achieve, especially when compared to the relative simplicity of the colony’s individuals.
An important and interesting behaviour of ant colonies is their foraging behaviour, and, in
particular, how ants can find shortest paths between food sources and their nest [18]. Ants
are capable of finding the shortest path from food source to their nest or vice versa by smell‐
ing pheromones which are chemical substances they leave on the ground while walking.
Each ant probabilistically prefers to follow a direction rich in pheromone. This behaviour of
real ants can be used to explain how they can find a shortest path [19]. The main idea is that
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it is indirect local communication among the individuals of a population of artificial ants.
The core of ant’s behavior is the communication between the ants by means of chemical
pheromone trails, which enables them to find shortest paths between their nest and food
sources. This behaviour of real ant colonies is exploited to solve optimization problems [20].
The general ACO algorithm is illustrated in Fig. 1. The first step consists mainly on the initi‐
alization of the pheromone trail. At beginning, each ant builds a complete solution to the
problem according to a probabilistic state transition rules. They depend mainly on the state
of the pheromone.
Figure 1. A generic ant algorithm.
Once all ants generate a solution, then global pheromone updating rule is applied in two
phases; an evaporation phase, where a fraction of the pheromone evaporates, and a reinforce‐
ment phase, where each ant deposits an amount of pheromone which is proportional to the
fitness. This process is repeated until stopping criteria is met. The ACORSES proposed by [5]
is consisted of three main phases; Initialization, pheromone update and solution phase. All of
these phases build a complete search to the global optimum as can be seen in Fig. 2.
As shown in Figure 2, pheromone update phase is located after the initialization phase,
means that quantity of pheromone intensifies at each iteration within the reduced search
space. Thus, global optimum is searched within the reduced search space using best values
obtained from new ant colony in the previous iteration. Main advantageous of the ACORS‐
ES is that Feasible Search Space (FSS) is reduced with β and it uses the information taken
from previous iteration.
At the beginning of the first cycle, all ants search randomly to the best solution of a given
problem within the FSS, and old ant colony is created at initialization phase. After that,
quantity of pheromone is updated. In the solution phase, new ant colony is created based
on the best  solution from the old ant  colony using Equation (1)  and (2).  Then,  the best
solutions of two colonies are compared. At the end of the first  cycle,  FSS is reduced by
β and best  solution  obtained from the  previous  iteration is  kept.  Global  or  near  global
optimum solution is then searched in the reduced search space during the solution prog‐
ress. The ACORSES reaches to the global or near global optimum as ants find their routes
in the limited space [5].
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Figure 2. Steps of ACORSES [5].
Let number of m ants being associated with m random initial vectors(x k , k =1, 2, 3, ......m).
The solution vector of each ant is updated using following expression:
( ) ( )
( 1, 2,....., )







k (new)is the solution vector of the k th ant at cycle t, xt
k (old )is the solution obtained
from the previous step at cycle t, and αis a vector generated randomly to determine the
length of jump. αcontrols the global optimum search direction not being trapped at bad lo‐
cal optimum. Ant vector xt
k (new)obtained at t th cycle in (1) is determined using the value of
same ant obtained from previous step. Furthermore, in expression (1), (+) sign is used when
point xt
k is on the left of the best solution on the x coordinate axis. (-) sign is used when point
xt
k is on the right of the best solution on the same axis. The direction of search is defined by
expression (2).
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optimum solution is then searched in the reduced search space during the solution prog‐
ress. The ACORSES reaches to the global or near global optimum as ants find their routes
in the limited space [5].
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Figure 2. Steps of ACORSES [5].
Let number of m ants being associated with m random initial vectors(x k , k =1, 2, 3, ......m).
The solution vector of each ant is updated using following expression:
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k (new)is the solution vector of the k th ant at cycle t, xt
k (old )is the solution obtained
from the previous step at cycle t, and αis a vector generated randomly to determine the
length of jump. αcontrols the global optimum search direction not being trapped at bad lo‐
cal optimum. Ant vector xt
k (new)obtained at t th cycle in (1) is determined using the value of
same ant obtained from previous step. Furthermore, in expression (1), (+) sign is used when
point xt
k is on the left of the best solution on the x coordinate axis. (-) sign is used when point
xt
k is on the right of the best solution on the same axis. The direction of search is defined by
expression (2).
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( *0.01)best best bestt t tx x x= + (2)
If f (x̄ t best)≤ f (xt best), (+) sign is used in (1). Otherwise, (-) sign is used. ( ± )sign defines the
search direction to reach to the global optimum. α value is used to define the length of jump,
and it will be gradually decreased in order not to pass over global optimum, as shown in
Fig. 2. At the end of each cycle, a new ant colony is developed as the number of ants gener‐
ated in old colony. Quantity of pheromone (τt) is reduced to simulate the evaporation proc‐
ess of real ant colonies using (3) in the pheromone update phase. After reducing of the
number of pheromone, it is updated using (4). Quantity of pheromone only intensifies
around the best objective function value. This process is repeated until the given number of
cycle, I, is completed. Initial pheromone intensity is set to the value of 100.
10.1*t tt t -= (3)
1 10.01* ( )
best
t t tf xt t - -= + (4)
ACO uses real numbers instead of coding them as in GA to optimise any given objective
function. This is one of the main advantage of ACO that it provides to optimise the signal
timings with less mathematically lengthy. Moreover, ACORSES algorithm has ability to reach
to the global optimum quickly without being trapped in bad local optimum because it uses
the reduced search space and the values of optimum signal timings are then searched in the
reduced search space during the algorithm progress. The ACORSES reaches to the global
optimum or near global optimum as ants find their routes in the limited space. For better
understanding, consider a problem of five ants represents the formulation of the problem.
Figure 3. Main idea of the ACORSES [5].
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As shown in Fig.3, five ants being associated five random initial vectors. At the beginning of
the first cycle (Fig. 3a), old ant colony is randomly created within the feasible search space
for any given problem. After pheromone update phase, new ant colony is created at the last
phase of the first cycle according to old ant colony using Equation (1) and (2). After that, the
best values of the two colonies are compared. According to the best value obtained so far by
comparing the old and new colonies and β, the FSS is reduced at the beginning of the sec‐
ond cycle and once again old ant colony is created, as can be seen in Fig. 3b. The new ant
colony is created at the last phase of the second cycle according to randomly generated α
value using Equation (1). Any of the newly created solution vectors may be outside the re‐
duced search space that is created at the beginning of the second cycle. Therefore, created
new ant colony prevents being trapped in bad local optimum [5].
3. ACOTRANS for area traffic control
The ACOTRANS consists of two main parts namely ACO based algorithm and TRANS‐
YT-7F traffic model. ACO algorithm optimizes traffic signal timings under fixed set of link
flows. TRANSYT-7F traffic model is used to compute PI, which is called objective function,
for a given signal timing and staging plan in network. The network Disutility Index (DI),
one of the TRANSYT-7F’s PI, is used as objective function. The DI is a measure of disadvan‐
tageous operation; that is stops, delay, fuel consumption, etc. The standard TRANSYT-7F’s
DI is linear combination of delay and stops. The objective function and corresponding con‐
straints are given in Eq. (5).
( ) ( )
,
a ad a s a
fixed a L
PI Min DI w d K w Sy y
= Î
é ù= = × + × ×ë ûå
ψ q
(5)
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}
where d a is delay on link a (L set of links), wdais link-specific weighting factor for delay d, K
is stop penalty factor to express the importance of stops relative to delay, S a is stop on link a
per second, wsais link-specific weighting factor for stops S on link a, q is fixed set of link
flows, ψ is signal setting parameters, c is common cycle time (sec), θ is offset time (sec), φis
green time (sec), Ω0 is feasible region for signal timings, I is intergreen time (sec), and z is
number of stages at each signalized intersection in a given road network.
The green timings can be distributed to all signal stages in a road network according to Eq.
(6) in order to provide the cycle time constraint [21].
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colony is created at the last phase of the second cycle according to randomly generated α
value using Equation (1). Any of the newly created solution vectors may be outside the re‐
duced search space that is created at the beginning of the second cycle. Therefore, created
new ant colony prevents being trapped in bad local optimum [5].
3. ACOTRANS for area traffic control
The ACOTRANS consists of two main parts namely ACO based algorithm and TRANS‐
YT-7F traffic model. ACO algorithm optimizes traffic signal timings under fixed set of link
flows. TRANSYT-7F traffic model is used to compute PI, which is called objective function,
for a given signal timing and staging plan in network. The network Disutility Index (DI),
one of the TRANSYT-7F’s PI, is used as objective function. The DI is a measure of disadvan‐
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is stop penalty factor to express the importance of stops relative to delay, S a is stop on link a
per second, wsais link-specific weighting factor for stops S on link a, q is fixed set of link
flows, ψ is signal setting parameters, c is common cycle time (sec), θ is offset time (sec), φis
green time (sec), Ω0 is feasible region for signal timings, I is intergreen time (sec), and z is
number of stages at each signalized intersection in a given road network.
The green timings can be distributed to all signal stages in a road network according to Eq.
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where φi is the green time (sec) for stage i, φmin,iis minimum green time (sec) for stage i, p i is
generated randomly green timings (sec) for stage i, z is the number of stages and I is inter‐
green time (sec) between signal stages and c is the common cycle time of the network (sec).
Figure 4. The flowchart of the ACOTRANS.
In the ACOTRANS, optimization steps can be given in the following way:
Step 0:  Initialization. Define the user specified parameters; the number of decision varia‐
bles (n) (this number is sum of the number of green times as stage numbers at each intersec‐
tion,  the  number  of  offset  times  as  intersection  numbers  and  common  cycle  time),  the
constraints for each decision variable, the size of ant colony (m), search space value (β) for
each decision variable.
Step 1: Sett =1.
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Step 2: Generate the random initial signal timings, ψ(c, θ, φ)within the constraints of deci‐
sion variables.
Step 3: Distribute to the initial green timings to the stages according to distribution rule as
mentioned above. At this step, randomly generated green timings at Step 2 are distributed
to the stages according to generated cycle time at the same step, minimum green and inter‐
green time.
Step 4: Get the network data and fixed set of link flows for TRANSYT-7F traffic model.
Step 5: Run TRANSYT-7F.
Step 6: Get the network PI. At this step, the PI is determined using TRANSYT-7F traffic model.
Step 7: If t = tmax then terminate the algorithm; otherwise, t = t + 1and go to Step 2.
The flowchart of the ACOTRANS can be seen in Fig. (4).
4. Numerical Application
The ACOTRANS is tested on two example networks taken from literature. First, it is applied
to two junction road network. The network contains one origin destination pair, eight links
and six signal setting variables. The network and its representation of signal stages can be
seen in Fig. (5a) and (5b). The fixed set of link flows, taken from [22] is given in Table 1.
Figure 5. a) Two junction network ; b) Representation of signal stages of two-junction network.
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1 615 1800 20
2 45 1800 20
3 225 1800 20
4 615 1800 20
5 225 1800 20
6 45 1800 20
Table 1. Fixed set of link flows on two junction network.
The constraints on signal timings are set as follows:
36≤c ≤90cycle time constraint
0≤θ ≤c offsets
7≤φ ≤cgreen split
I1−2 = I2−1 =5seconds intergreen time
The ACOTRANS model was coded by the MATLAB software. It is performed with the fol‐
lowing user-specified parameters: colony size is 20, and maximum number of cycle (t max) is
75. The convergence of the model can be seen in Fig. (6).
Figure 6. The convergence of the ACOTRANS for small sized network.
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In 75th cycle, ACOTRANS is reached to PI value of 8.16. The common network cycle time
obtained from the ACOTRANS is 76 sec. In addition, two junction road network is opti‐
mized using TRANSYT-7F which included GA and HC optimization tools. In GA parame‐
ters, population size and maximum number of cycle are chosen 20 and 300, respectively. In
HC optimization tool in TRANSYT-7F, the default optimization parameters used by pro‐
gram are effective and system is simulated for every integer cycle length between minimum
and maximum cycle length. Therefore, HC optimization parameters are not being manipu‐
lated. For two junction road network, the ACOTRANS model and TRANSYT-7F optimizers’
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1 55 21 0




1 55 23 0




1 58 21 0
2 69 10 6
Table 2. The best PI and signal timings for two junction road network
While the best PI is 8.18 in TRANSYT-7F with HC, the best PI is 8.17 in TRANSYT-7F with
GA. The common network cycle time is 79 sec and 78 sec in TRANSYT-7F with GA and HC.
As can be seen in Table 2, the PI obtained from the ACOTRANS model is slightly better than
the values obtained from the TRANSYT-7F with GA and HC. These results indicate that the
ACOTRANS produces comparable results to the in TRANSYT-7F with GA and HC. Hence,
the proposed ACOTRANS model provides an alternative to the HC and GA optimization
algorithm in TRANSYT-7F that could produce better results in terms of the PI for this small
sized network.
In  order  to  test  the  ACOTRANS  model’s  effectiveness  and  robustness,  it  is  also  ap‐
plied  to  medium  sized  road  network.  The  network  is  illustrated  based  upon  the  one
used  by  [23].  Basic  layouts  of  the  network  and  stage  configurations  are  given  in  Fig.
(7)  and (8).  This  network includes 23 links and 21 signal  setting variables  at  six  signal-
controlled junctions.
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Figure 7. Layout for medium sized network
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Figure 8. Stage configurations for medium sized network










1 716 2000 1
2 463 1600 1
3 716 3200 10
4 569 3200 15
5 636 1800 20
6 173 1850 20
7 462 1800 10
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Figure 8. Stage configurations for medium sized network
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8 478 1850 15
9 120 1700 15
10 479 2200 10
11 499 2000 1
12 250 1800 1
13 450 2200 1
14 789 3200 20
15 790 2600 15
16 663 2900 10
17 409 1700 10
18 350 1700 15
19 625 1500 10
20 1290 2800 1
21 1057 3200 15
22 1250 3600 1
23 837 3200 15
Table 3. Fixed set of link flows on medium sized network
The constraints on signal timings are set as follows:
36≤c ≤140cycle time constraint
0≤θ ≤c offsets
7≤φ ≤cgreen split
I1−2 = I2−1 =5seconds intergreen time
In Fig. (9), the convergence of the ACOTRANS for medium sized network can be seen. The
best signal timings obtained from the previous cycle are stored in order not to being bad lo‐
cal optimum. By means of the generated new ant colony, global optimum is searched
around the best signal setting parameters using reduced search space during the algorithm
process. As shown Fig. 9, the ACORSES starts the solution process according to random
generated signal timings and it was found that the value of PI is about 551. The ACORSES
keeps the best solution and then it uses the best solution to the optimum in the reduced
search space. Optimum solution is then searched in the reduced search space during the al‐
gorithm progress. The significant improvement on the objective function takes place in the
first few cycle because the ACORSES starts with randomly generated ants in a large colony
size. After that, small improvements to the objective function takes place since the phero‐
mone updating rule and new created ant colony provide new solution vectors on the differ‐
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ent search directions. Finally, the minimum number of PI reached to the value of about 362
after 150 cycles.
This numerical test shows that the ACORSES is able to prevent being trapped in bad local
optimum for solving ATC problem. In order to overcome non-convexity, the ACORSES
starts with a large base of solutions, each of which provided that the solution converges to
the optimum and it also uses the reduced search space technique. In ACORSES, new ant col‐
ony is created according to randomly generated α value. For this reason, any of the newly
created solution vectors may be outside the reduced search space. Therefore, created new
ant colony prevents being trapped in bad local optimum. The ACORSES is able to achieve
global optimum or near global optimum to optimise signal timings because it uses concur‐
rently the reduce search technique and the orientation of all ants to the global optimum.
Figure 9. The convergence of the ACOTRANS for medium sized network
The  common network  cycle  time  obtained  from the  ACOTRANS is  106  sec.  Moreover,
medium sized network is optimized using TRANSYT-7F, which are GA and HC optimiza‐
tion tools. For studied network, the ACOTRANS and TRANSYT-7F optimizers’ results are
given in Table 4. The best PI is found as 410.0 in TRANSYT-7F with GA while its value is
obtained as 420.5 in TRANSYT-7F with HC. The common network cycle time is 114 sec
and 120 sec in TRANSYT-7F with HC and GA, respectively.  The ACOTRANS improves
network’s PI 11.7% and 13.9 % when it is compared with TRANSYT-7F with GA and HC.
It  also decreases common cycle time 11.5% and 7% when it  is  compared with the cycle
times  produced  TRANSYT-7F  with  GA  and  HC.  These  results  showed  that  the  ACO‐
TRANS model illustrates good performance for optimizing traffic signal timings in coordi‐
nated networks with fixed set of link flows. Hence, the ACOTRANS provides an alternative
to the HC and GA optimization tools in TRANSYT-7F that could produce better results in
terms of PI.
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1 46 60 - 0
2 64 42 - 96
3 62 44 - 10
4 38 34 34 36
5 15 33 58 38
6 34 72 - 74
TRANSYT-7F with HC 420.5 114
1 44 70 - 0
2 56 58 - 98
3 69 45 - 98
4 43 36 35 98
5 15 36 63 98
6 39 75 - 98
TRANSYT-7F with GA 410.0 120
1 60 60 - 0
2 74 46 - 89
3 71 49 - 37
4 44 38 38 106
5 15 38 67 75
6 60 60 - 55
Table 4. The results for medium sized network
5. Conclusions
This study deals with the area traffic control problem using the ACOTRANS. For this pur‐
pose, ACO based algorithm called ACORSES was used. The ACORSES algorithm for solv‐
ing ATC problem differs from approaches in that new ant colony is generated at each cycle
with the assistance of the best solution of the previous information. Moreover, the best solu‐
tion that is obtained from the previous evaluation is saved to prevent being trapped in bad
local optimum. The ACOTRANS is introduced to optimize traffic signal timings at coordi‐
nated signalized network. TRANSYT-7F is used to compute PI for a given set of signal tim‐
ing and staging plan in network. The ACOTRANS is tested on two road networks in order
to show its robustness and effectiveness. For first test network which contains two junctions,
results showed that the ACOTRANS produces slightly better results than TRANSYT-7F
with GA and HC. Proposed algorithm was also applied to medium sized network which
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contains six junctions. Results also showed that the ACOTRANS improves network’s PI by
11.7 % and 13.9 % according to TRANSYT-7F with GA and HC. The ACOTRANS provides
an alternative to the HC and GA optimization tools in TRANSYT-7F that could produce bet‐
ter results in terms of the PI. As a result, the ACOTRANS may be used to optimize traffic
signal timings at coordinated signalized network. In future works, the ACOTRANS will be
applied to a real-sized network in order to demonstrate the applicability and the effective‐
ness of the proposed model.
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1 46 60 - 0
2 64 42 - 96
3 62 44 - 10
4 38 34 34 36
5 15 33 58 38
6 34 72 - 74
TRANSYT-7F with HC 420.5 114
1 44 70 - 0
2 56 58 - 98
3 69 45 - 98
4 43 36 35 98
5 15 36 63 98
6 39 75 - 98
TRANSYT-7F with GA 410.0 120
1 60 60 - 0
2 74 46 - 89
3 71 49 - 37
4 44 38 38 106
5 15 38 67 75
6 60 60 - 55
Table 4. The results for medium sized network
5. Conclusions
This study deals with the area traffic control problem using the ACOTRANS. For this pur‐
pose, ACO based algorithm called ACORSES was used. The ACORSES algorithm for solv‐
ing ATC problem differs from approaches in that new ant colony is generated at each cycle
with the assistance of the best solution of the previous information. Moreover, the best solu‐
tion that is obtained from the previous evaluation is saved to prevent being trapped in bad
local optimum. The ACOTRANS is introduced to optimize traffic signal timings at coordi‐
nated signalized network. TRANSYT-7F is used to compute PI for a given set of signal tim‐
ing and staging plan in network. The ACOTRANS is tested on two road networks in order
to show its robustness and effectiveness. For first test network which contains two junctions,
results showed that the ACOTRANS produces slightly better results than TRANSYT-7F
with GA and HC. Proposed algorithm was also applied to medium sized network which
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contains six junctions. Results also showed that the ACOTRANS improves network’s PI by
11.7 % and 13.9 % according to TRANSYT-7F with GA and HC. The ACOTRANS provides
an alternative to the HC and GA optimization tools in TRANSYT-7F that could produce bet‐
ter results in terms of the PI. As a result, the ACOTRANS may be used to optimize traffic
signal timings at coordinated signalized network. In future works, the ACOTRANS will be
applied to a real-sized network in order to demonstrate the applicability and the effective‐
ness of the proposed model.
Author details
Soner Haldenbilen*, Ozgur Baskan and Cenk Ozan
*Address all correspondence to: shaldenbilen@pau.edu.tr
Pamukkale University, Engineering Faculty, Department of Civil Engineering, Transporta‐
tion Division, Turkey
References
[1] Teklu, F., Sumalee, A., & Watling, D. (2007). A genetic algorithm approach for opti‐
mizing traffic control signals considering routing. Computer-Aided Civil and Infrastruc‐
ture Engineering, 22, 31-43.
[2] Webster, F. V. (1958). Traffic Signal Settings Road Research Technical Paper. HMSO
London [39].
[3] Robertson, DI. (1969). TRANSYT’ method for area traffic control. Traffic Engineering
and Control, 10, 276-81.
[4] TRANSYT-7F Release 11.3 Users Guide,. (2008). McTrans Center, University of Flori‐
da, Gaineville, Florida.
[5] Baskan, O., Haldenbilen, S., Ceylan, H., & Ceylan, H. (2009). A new solution algo‐
rithm for improving performance of ant colony optimization. Applied Mathematics and
Computation, 211(1), 75-84.
[6] Wong, SC. (1995). Derivatives of the performance index for the traffic model from
TRANSYT. Transportation Research Part B, 29(5), 303-327.
[7] Wong, SC. (1996). Group-based optimisation of signal timings using the TRANSYT
traffic model. Transportation Research Part B, 30(3), 217-244.
[8] Heydecker, BG. (1996). A decomposed approach for signal optimization in road net‐
works. Transportation Research Part B, 30(2), 99-114.
An Ant Colony Optimization Algorithm for Area Traffic Control
http://dx.doi.org/10.5772/51695
103
[9] Wong, S. C., Wong, W. T., Xu, J., & Tong, C. O. (2000). A Time-dependent TRANSYT
Traffic Model for Area Traffic Control. Proceedings of the Second International Confer‐
ence on Transportation and Traffic Studies. ICTTS, 578-585.
[10] Wong, S. C., Wong, W. T., Leung, C. M., & Tong, C. O. (2002). Group-based optimi‐
zation of a time-dependent TRANSYT traffic model for area traffic control. Transpor‐
tation Research Part B, 36, 291-312.
[11] Girianna, M., & Benekohal, R. F. (2002). Application of Genetic Algorithms to Gener‐
ate Optimum Signal Coordination for Congested Networks. Proceedings of the Seventh
International Conference on Applications of Advanced Technologies in Transportation,
762-769.
[12] Ceylan, H. (2006). Developing Combined Genetic Algorithm-Hill-Climbing Optimi‐
zation Method for Area Traffic Control. Journal of Transportation Engineering, 132(8),
663-671.
[13] Chen, J., & Xu, L. (2006). Road-Junction Traffic Signal Timing Optimization by an
adaptive Particle Swarm Algorithm. 9th International Conference On Control, Automa‐
tion, Robotics And Vision, 1- 5, 1103-1109.
[14] Chiou, S-W. (2007). A hybrid optimization algorithm for area traffic control problem.
Journal of the Operational Research Society, 58, 816-823.
[15] Chiou, S. W. (2007). An efficient computation algorithm for area traffic control prob‐
lem with link capacity expansions. Applied Mathematics and Computation, 188,
1094-1102.
[16] Dan, C., & Xiaohong, G. (2008). Study on Intelligent Control of Traffic Signal of Ur‐
ban Area and Microscopic Simulation. Proceedings of the Eighth International Confer‐
ence of Chinese Logistics and Transportation Professionals, Logistics: The Emerging
Frontiers of Transportation and Development in China, 4597-4604.
[17] Li, Z. (2011). Modeling Arterial Signal Optimization with Enhanced Cell Transmis‐
sion Formulations. Journal of Transportation Engineering, 137(7), 445-454.
[18] Dorigo, M., Di Caro, G., & Gambardella, L. M. (1999). Ant Algorithms for Discrete
Optimization. Artificial Life, MIT press.
[19] Eshghi, K., & Kazemi, M. (1999). Ant colony algorithm for the shortest loop design
problem. Computers & Industrial Engineering, 50, 358-366.
[20] Baskan, O., & Haldenbilen, S. (2011). Ant Colony Optimization Approach for Opti‐
mizing Traffic Signal Timings. Ant Colony Optimization- Methods and Applications, In‐
Tech, 205-220.
[21] Ceylan, H., & Bell, M. G. H. (2004). Traffic signal timing optimisation based on genet‐
ic algorithm approach, including drivers’ routing. Transportation Research Part B,
38(4), 329-342.
Ant Colony Optimization - Techniques and Applications104
[22] Ceylan, H. (2002). A genetic algorithm approach to the equilibrium network design
problem. Ph.D. Thesis, University of Newcastle upon Tyne, UK.
[23] Allsop, R. E., & Charlesworth, J. A. (1977). Traffic in a signal-controlled road net‐
work: an example of different signal timings including different routings. Traffic En‐
gineering Control, 18(5), 262-264.
An Ant Colony Optimization Algorithm for Area Traffic Control
http://dx.doi.org/10.5772/51695
105
[9] Wong, S. C., Wong, W. T., Xu, J., & Tong, C. O. (2000). A Time-dependent TRANSYT
Traffic Model for Area Traffic Control. Proceedings of the Second International Confer‐
ence on Transportation and Traffic Studies. ICTTS, 578-585.
[10] Wong, S. C., Wong, W. T., Leung, C. M., & Tong, C. O. (2002). Group-based optimi‐
zation of a time-dependent TRANSYT traffic model for area traffic control. Transpor‐
tation Research Part B, 36, 291-312.
[11] Girianna, M., & Benekohal, R. F. (2002). Application of Genetic Algorithms to Gener‐
ate Optimum Signal Coordination for Congested Networks. Proceedings of the Seventh
International Conference on Applications of Advanced Technologies in Transportation,
762-769.
[12] Ceylan, H. (2006). Developing Combined Genetic Algorithm-Hill-Climbing Optimi‐
zation Method for Area Traffic Control. Journal of Transportation Engineering, 132(8),
663-671.
[13] Chen, J., & Xu, L. (2006). Road-Junction Traffic Signal Timing Optimization by an
adaptive Particle Swarm Algorithm. 9th International Conference On Control, Automa‐
tion, Robotics And Vision, 1- 5, 1103-1109.
[14] Chiou, S-W. (2007). A hybrid optimization algorithm for area traffic control problem.
Journal of the Operational Research Society, 58, 816-823.
[15] Chiou, S. W. (2007). An efficient computation algorithm for area traffic control prob‐
lem with link capacity expansions. Applied Mathematics and Computation, 188,
1094-1102.
[16] Dan, C., & Xiaohong, G. (2008). Study on Intelligent Control of Traffic Signal of Ur‐
ban Area and Microscopic Simulation. Proceedings of the Eighth International Confer‐
ence of Chinese Logistics and Transportation Professionals, Logistics: The Emerging
Frontiers of Transportation and Development in China, 4597-4604.
[17] Li, Z. (2011). Modeling Arterial Signal Optimization with Enhanced Cell Transmis‐
sion Formulations. Journal of Transportation Engineering, 137(7), 445-454.
[18] Dorigo, M., Di Caro, G., & Gambardella, L. M. (1999). Ant Algorithms for Discrete
Optimization. Artificial Life, MIT press.
[19] Eshghi, K., & Kazemi, M. (1999). Ant colony algorithm for the shortest loop design
problem. Computers & Industrial Engineering, 50, 358-366.
[20] Baskan, O., & Haldenbilen, S. (2011). Ant Colony Optimization Approach for Opti‐
mizing Traffic Signal Timings. Ant Colony Optimization- Methods and Applications, In‐
Tech, 205-220.
[21] Ceylan, H., & Bell, M. G. H. (2004). Traffic signal timing optimisation based on genet‐
ic algorithm approach, including drivers’ routing. Transportation Research Part B,
38(4), 329-342.
Ant Colony Optimization - Techniques and Applications104
[22] Ceylan, H. (2002). A genetic algorithm approach to the equilibrium network design
problem. Ph.D. Thesis, University of Newcastle upon Tyne, UK.
[23] Allsop, R. E., & Charlesworth, J. A. (1977). Traffic in a signal-controlled road net‐
work: an example of different signal timings including different routings. Traffic En‐
gineering Control, 18(5), 262-264.




ANGEL: A Simplified Hybrid Metaheuristic for
Structural Optimization
Anikó Csébfalvi
Additional information is available at the end of the chapter
http://dx.doi.org/10.5772/52188
1. Introduction
The weight minimization of the shallow truss structures is a challenging but sometimes
frustrating engineering optimization problem. Theoretically, the optimal design searching
process can be formulated as an implicit nonlinear mixed integer optimization problem with
a huge number of variables. The flexibility of the shallow truss structures might cause differ‐
ent types of structural instability. According to the nonlinear behavior of the resulted light‐
weight truss structures, a special treatment is required in order to tackle the “hidden” global
stability problems during the optimization process. Therefore, we have to replace the tradi‐
tional “design variables → response variables” like approach with a more time-consuming
"design variables → response functions" like approach, where the response functions de‐
scribe the structural response history of the loading process up to the maximal load intensity
without constraint violation.
In this study, a higher order path-following method [1] is embedded into a hybrid heuristic op‐
timization method in order to tackle the structural stability constraints within the truss optimi‐
zation. The proposed path-following method is based on the perturbation technique of the
stability theory and a non-linear modification of the classical linear homotopy method.
The nonlinear function of the total potential energy for conservative systems can be ex‐
pressed in terms of nodal displacements and the load parameter. The equilibrium equations
are given from the principle of stationary value of total potential energy. The stability inves‐
tigation is based on the eigenvalue computation of the Hessian matrix. In each step of the
path-following process, we get information about the displacement, stresses, local, and glob‐
al stability of the structure.
© 2013 Csébfalvi; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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With the help of the higher-order predictor-corrector algorithm, we are able to follow the
load-response path and detect the hidden bifurcation points along the path in time. During
the optimization process, the optimal design is characterized by the maximal load intensity
factor along the equilibrium path. Consequently, all the structural constraints are controlled
by a fitness function in terms of the maximal feasible load intensity factor. Because the func‐
tion evaluation is very expensive (for example, we have to call a professional system like
ANSYS to carry out an "eigenvalue buckling analysis") we have to select the appropriate
population-based metaheuristic frame very carefully. In everyday language, a population-
based metaheuristic means a good tale usually inspired by the nature, a set of operators,
which describes the daily life of the population, and a set of rules which controls the life or
death of individuals. In the heuristic frame developing process we applied a "minimal art"
like approach to reach the "good quality solution within reasonable time" goal. According to
our approach, we decreased the number of operators and tunable-parameters, and simpli‐
fied the significant operators and rules coming from different tales as much as possible.
In this chapter we present the result, which is a simple but very efficient hybrid metaheuris‐
tic for truss weight minimization with continuous and discrete design variables, and global
and local stability constraints.
The presented "supernatural" ANGEL method [2-6] combines ant colony optimization (AN),
genetic algorithm (GE) and gradient-based local search (L) strategy. In the algorithm, AN
and GE search alternately and cooperatively in the design space. The powerful L algorithm,
which is based on the local linearization of the constraint set, is applied to yield a more feasi‐
ble or less unfeasible solution, when AN or GE obtains a solution.
The highly nonlinear and non-convex large-span and large-scale shallow truss examples
with continuous and discrete design variables and response curves show that ANGEL may
be more efficient and robust than the conventional gradient based deterministic or the tradi‐
tional population based heuristic (metaheuristic) methods in solving explicit (implicit) opti‐
mization problems. ANGEL produces highly competitive results [16-18] in significantly
shorter run-times than the previously described pure approaches.
The benefit of synergy can be demonstrated by standard statistical tests. To the best of our
knowledge, no such work has been done in the literature for truss weight minimization with
response curves. The reason is simple: the question of the global stability loss (the collapse
of the structure as a whole) was not investigated very carefully in the truss optimization lit‐
erature so far, according to a popular but totally misleading "assumption" of the truss opti‐
mization community that the local stability loss (local buckling) always precedes the global
stability loss (the collapse), therefore the time-consuming investigation of the global stability
is meaningless (see in Hanahara and Tada [20]).
2. Structural optimization
Generally, the traditional implicit “design variables → response variables” weight minimi‐
zation problem with continuous and discrete design variables can be written as follows:
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( ) minW Z ® (1)
( ) { } , ,  1, 2ij iG Z G G j , ,Mé ùÎ Îë û K (2)
{ } , ,  1, 2, ,ii iX X X i Né ùÎ Îë û K (3)
{ } { }1 2 , , , ,  1, 2, ,g CY C C C g GÎ ÎK K (4)
whereW (X ) is the weight of the structure, Gj, j ∈ { 1, 2, …, M }are the implicit response var‐
iables, andZ ={ X ={ X1, X2 …, XN } ,  Y ={ Y1, Y2 …, YG} }is the set of continuous and dis‐
crete design variable sets.
The investigated new "design variables → response functions" weight minimization ap‐
proach can be described as follows:
( ) minW Z ® (5)
( ) { },  , ,  1, 2 ,0 1ij iG Z G G j , ,Ml lé ùÎ Î £ £ë û K (6)
{ } , ,  1, 2, ,ii iX X X i Né ùÎ Îë û K (7)
{ } { }1 2 , , , ,  1, 2, ,g CY C C C g GÎ ÎK K (8)
whereλ =λ(Z ) the load intensity factor and constraint 0≤λ ≤1 means that loading process
reached the maximal load intensity level without constraint violation.
In the path-following algorithm (details of the nonlinear structural investigation see in [1]), a
design is represented by the set of{ W , λ,  Z ,  Φ}, where W  is the weight of the structure, λ
is the maximal load intensity factor without constraint violation, and Z ={ X , Y } is the set of
design variables. In our study, we used a problem-specific fitness function Φ =Φ (Z )
(0≤Φ ≤2) which is defined as following:
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whereW L (W U ) is the minimal (maximal) weight of the structure, according to the given
design space.
Our feasibility-oriented fitness function is based on the following set of criteria:
• Any feasible solution is preferred to any infeasible solution,
• Between two feasible solutions, the one having a smaller weight is preferred,
• Between two infeasible solutions, the one having a larger load intensity factor is prefer‐
red.
The minimal weight design problem can be formulated in terms of member cross-sections (a
member cross-section may be a continuous variable or discrete value taken from a given
catalogue) and nodal point shifts (to modify the shape), and may be constrained by the al‐
lowable nodal-point displacements, element stresses and the global stability requirement
which simple means a non-singular Hessian on the load-response path.
We have to mention, that in our study we investigated only truss structures therefore the
applied structural model was a large deflection truss model without simplifications. To
avoid any type of stability loss even a structural collapse, a path-following approach was
used to compute the structural response.
The applied measure of design infeasibility was defined as the maximal load intensity factor
subject to all of the structural constraints. Naturally, ANGEL which is presented in the next
section can be used in the traditional “design variables → response variables” approach and
may be easily adopted for other types of optimization problems including the traditional ex‐
plicit function minimization problems.
3. ANGEL
First, we have to note, that ANGEL as a name of a combined population-based metaheuris‐
tic for the resource-constrained project scheduling problem was introduced by Tseng and
Chen [15]. We use this name in a different context with a different content. Our ANGEL al‐
gorithm, according to the systematic simplification, is based only three operators: random
selection (RS), random perturbation (RP), and random combination (RC). In ANGEL the tra‐
ditional mutation operator was replaced by the local search procedure (L) as a "locally best"
form of mutation. That is, rather than introducing small random perturbations into the off‐
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spring solution, a gradient-based local search is applied to improve the solution until a local
optimum is reached. The first result of our systematic simplification work is trivial: hard to
imagine a population-based heuristic without an RS operator. The RS operator is in a special
position in the heuristic community therefore the population-based heuristic literature is full
with many general and problem-specific selection mechanisms (a good overview can be
found in the work of Sivaraj and Ravichandran [13]). When we imagine the population as a
matrix in which the rows are individuals and the columns are variables and the fitness func‐
tion values of the individuals form a corresponding column vector, then very easy to identi‐
fy the two basic selection possibilities: the column-wise (AN like) and the row-wise (GE like)
selection mechanisms (see Figure 1). In Figure 1 we used a grey-scale to show the fitness of
individuals (the lighter the grey color the better the individual) and we assumed that the in‐
dividuals are ordered according to their fitness values. To demonstrate the possibilities we
presented two similar cases (two parents (P2) → one child (C1)).
The AN mechanism selects at least one "more or less good parent" from each column step by
step and after that applies the RP or RC operator procedure for each selected variable or var‐
iable set independently to get a child, from which L try to make a "better child".
The GE mechanism selects at least one "more or less good parent" in exactly one step for
each case. In other words, GE selects at least one complete row. After that the algorithm re‐
peats the previous steps to generate the child by applying the RP or RC operator for each
variable or variable set of the selected parent or parents and after that L try to improve the
quality of the child to get a "locally best" child.
In AN approach, by definition, the RS means a set of randomly selected "more or less
good" element or elements according to the tale-dependent fitness function. This ap‐
proach always imitates a "route" independently from its reality. When we imagine a bee fly‐
ing from flower to flower or a salesperson travelling from city to city, the reality of the
abstraction is trivial. But when we have to solve an optimal truss design problem minimiz‐
ing its total weight on the set of element cross-sections as design variables, subject to the
displacement and stress constraints, the local and global stability requirements and load con‐
ditions and imagine the construction as a whole, then the "from cross-section to cross-sec‐
tion" route may be totally meaningless and misleading abstraction. We may become the
slave of the tale, which may yield a "brutal-force-search" like efficiency, because in our case
the function evaluation is very expensive and time-consuming according to the implicit de‐
pendency between the design variables (element cross-sections) and the response varia‐
bles (for example: global stability loss).
According to the optimal structural design problem, it is very easy to imagine the GE selec‐
tion strategy, in which we select randomly at least one "more or less good design" and after
that, according to the other operators of the tale, we try to make a better one (less unfeasible
or lighter feasible) by RP or RC.
Easy to imagine, that the combination of the two selection mechanisms may increase the
variability of the searching process as a synergism. The two selection mechanisms are very
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section can be used in the traditional “design variables → response variables” approach and
may be easily adopted for other types of optimization problems including the traditional ex‐
plicit function minimization problems.
3. ANGEL
First, we have to note, that ANGEL as a name of a combined population-based metaheuris‐
tic for the resource-constrained project scheduling problem was introduced by Tseng and
Chen [15]. We use this name in a different context with a different content. Our ANGEL al‐
gorithm, according to the systematic simplification, is based only three operators: random
selection (RS), random perturbation (RP), and random combination (RC). In ANGEL the tra‐
ditional mutation operator was replaced by the local search procedure (L) as a "locally best"
form of mutation. That is, rather than introducing small random perturbations into the off‐
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spring solution, a gradient-based local search is applied to improve the solution until a local
optimum is reached. The first result of our systematic simplification work is trivial: hard to
imagine a population-based heuristic without an RS operator. The RS operator is in a special
position in the heuristic community therefore the population-based heuristic literature is full
with many general and problem-specific selection mechanisms (a good overview can be
found in the work of Sivaraj and Ravichandran [13]). When we imagine the population as a
matrix in which the rows are individuals and the columns are variables and the fitness func‐
tion values of the individuals form a corresponding column vector, then very easy to identi‐
fy the two basic selection possibilities: the column-wise (AN like) and the row-wise (GE like)
selection mechanisms (see Figure 1). In Figure 1 we used a grey-scale to show the fitness of
individuals (the lighter the grey color the better the individual) and we assumed that the in‐
dividuals are ordered according to their fitness values. To demonstrate the possibilities we
presented two similar cases (two parents (P2) → one child (C1)).
The AN mechanism selects at least one "more or less good parent" from each column step by
step and after that applies the RP or RC operator procedure for each selected variable or var‐
iable set independently to get a child, from which L try to make a "better child".
The GE mechanism selects at least one "more or less good parent" in exactly one step for
each case. In other words, GE selects at least one complete row. After that the algorithm re‐
peats the previous steps to generate the child by applying the RP or RC operator for each
variable or variable set of the selected parent or parents and after that L try to improve the
quality of the child to get a "locally best" child.
In AN approach, by definition, the RS means a set of randomly selected "more or less
good" element or elements according to the tale-dependent fitness function. This ap‐
proach always imitates a "route" independently from its reality. When we imagine a bee fly‐
ing from flower to flower or a salesperson travelling from city to city, the reality of the
abstraction is trivial. But when we have to solve an optimal truss design problem minimiz‐
ing its total weight on the set of element cross-sections as design variables, subject to the
displacement and stress constraints, the local and global stability requirements and load con‐
ditions and imagine the construction as a whole, then the "from cross-section to cross-sec‐
tion" route may be totally meaningless and misleading abstraction. We may become the
slave of the tale, which may yield a "brutal-force-search" like efficiency, because in our case
the function evaluation is very expensive and time-consuming according to the implicit de‐
pendency between the design variables (element cross-sections) and the response varia‐
bles (for example: global stability loss).
According to the optimal structural design problem, it is very easy to imagine the GE selec‐
tion strategy, in which we select randomly at least one "more or less good design" and after
that, according to the other operators of the tale, we try to make a better one (less unfeasible
or lighter feasible) by RP or RC.
Easy to imagine, that the combination of the two selection mechanisms may increase the
variability of the searching process as a synergism. The two selection mechanisms are very
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general: from single-parent to multi-parents they are able to manage every case using only
the RP and RC operators. In this study, "tradition is a tradition" we used the generally ac‐
cepted operator types. Namely we used the AN-P1-C1 and GE-P2-C1 operators alternately
and cooperatively using only the RP, RC, and L operators, which are invariant to the selec‐
tion direction.
? ?
Figure 1. AN-P2-C1 + L and GE-P2-C1 + L
In the ANGEL developing process, we tried to simplify the three operators (RS, RP, and RC)
and decrease the number of tunable-parameters, namely the size of the problem-specific
"golden-number" set, as much as possible, to minimize the time requirement of the so-called
"preliminary investigation". In our case, the preliminary investigation may be an "experi‐
mental design and analysis" like problem in the problem with terrible large computational
cost which yields only 'good" problem-specific golden-number-set after several "try-and-er‐
ror" iterations.
The flowchart of the proposed simplified heuristic ANGEL method is presented in Figure
2.The main procedure of the proposed hybrid metaheuristic follows the repetition of these
two steps:
1. AN with LS and
2. GE with LS.
According to the systematic simplification, the hybrid algorithm is based only three opera‐
tors:
1. random selection (AN+GE),
2. random perturbation (AN), and
3. random combination (GE).










































sGeneration1  Generation  To For =For Generation = 1 To Generations
For Member = 1 To PopulationSize
X RandomPerturbation (Generation)
X LocalSearch (X) : W  Weight (X) : FFitness (X)
X (WM)  X
W (WM)  W
F (WM)  F




For Member = 1 To PopulationSize
X RandomCombination (Generation)
X LocalSearch (X) : W  Weight (X) : FFitness (X)
X (WM)  X
W (WM)  W
F (WM)  F






For M = 1 To PopulationSize
    X* X : W*  W : F*  F
Next M
F* < F
X  RandomReal (XL, XU) : X LocalSearch (X)
W  Weight (X) : FFitness (X)






Figure 2. Flowchart of ANGEL
In the presented form, the population-based ANGEL has only three "tunable" parameters
{ PS ,  NG,  MI  }, where PS  is the size of the population, NGis the number of generations,
MI is the maximal number of gradient-based local search iterations(0≤MI ≤100), and an ad‐
ditional parameter pair { S̄ , S_} which defines a exponentially decreasing multiplier in the
function of generationgen,gen ∈ { 1, 2, …, NG}:
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The parameter pair{ S̄ , S_}, which controls the smooth transition from diversity to intensity,
can be kept “frozen” in the algorithm:
{ } { } ,  1.0,  0.01S S = (11)
which means, that ANGEL is practically a “tuning-free” algorithm.
The monotonically decreasing standard deviation function for each continuous design varia‐
ble can be defined in the following way:
( ) ( ) { } { }S ,  1, 2, , ,  1, 2, ,gen ii iS gen X X gen NG i N= * - Î ÎK K (12)
In our approach, the case of the discrete design variables can be managed in a similar way.
The only difference is that we replace the value set with the equivalent index set and carry
out all the operations on the index set.
The main procedure of the proposed meta-heuristic method follows the repetition of these
two steps:
1. AN with L and
2. GE with L.
In other words, meta-heuristic ANGEL firstly generates an initial population, after that, in
an iterative process AN and GE search alternately and cooperatively on the current design
set. The initial population is a totally random set. The random perturbation and random
combination procedures which are based on the normal distribution, call therandom selec‐
tion function which uses the discrete inverse method, to select a “more or less good” design
(GE) or a set of "more or less good" design variable values from the current population. The
higher the fitness values of a design (a design variable value) the higher the chance is that it
will be selected by the function (see Figure 3).
The random perturbation procedure uses the continuous inverse method to generate a new
solution from the old one (see Figure 4). The random combination procedure generates an
offspring solution from the selected mother and father solutions (see Figure 5). The off‐
spring solution is generated from the combined distribution, where the combined distribu‐
tion is the weighted sum of the parent’s distributions. The two procedures are controlled by
the standard deviation, which is decreasing exponentially from generation to generation.
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In our algorithm an offspring will not necessarily be the member of the current population,
and a parent will not necessarily die after mating. The reason is straightforward, because
our algorithm uses very simple rule without explicit pheromone evaporation handling: If
the current design is better than the worst solution of the current population than the worst
one will be replaced by the better one.




















































Figure 3. Random selection
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Figure 4. Random perturbation
In this work, without loss of generality, we only deal with the two fundamental cases when
the design variables are only element (element-group) cross-section areas. In the continuous
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In this work, without loss of generality, we only deal with the two fundamental cases when
the design variables are only element (element-group) cross-section areas. In the continuous
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case a cross-section area may be any value from a given interval and in the discrete case a
cross-section area has to be taken from a discrete catalogue. Additionally, also without loss
of generality, it is assumed that we are interested only in the local and global stability inves‐
tigation without displacement constraints. We assume that the allowed maximal positive
(stretching) stress defined by a constant, and the allowed minimal negative (compressive)
stress is constrained by a local buckling function, which is a function of the material proper‐
ties, the element length, and the element cross-sectional area. The global stability investiga‐
tion is based on the load-eigenvalue curves. From the global stability point of view a truss
design is feasible, when during the loading process each load-eigenvalue curve remains in
the positive segments up to the end of the process.
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Figure 5. Random combination
In the pure continuous case (when only the cross-section range is fixed) the iterative lo‐
cal search procedure (L) alternates two approaches according to the current feasibility indi‐
cator value.
If the current design is feasible, namely:λ =1, then it solves the following linear program‐
ming problem to get a lighter but feasible design allowing only a limited weight decrement
in each iteration (see Lamberti and Pappalettere [11]):
( )1,  ...., ,..., maxi NW X X XD D D D ® (13)
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If the current design is infeasible, namely:λ1, the local search procedure tries to get a less
infeasible solution allowing only a limited weight increment (decrement) in each iteration
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In the pure discrete case (when the cross-sections are taken from a catalogue) we have two
possibilities to develop a local search procedure.
We can define a simple "thumb rule" used to improve the quality of the generated discrete
solutions. The starting base of the thumb rule is a discrete solution given by applying the
usual "rounding to the next catalogue value" rule. When the discrete solution is feasible (in‐
feasible) then, in a cyclically repairable process, we try to decrease the cross-sectional areas
step by step selecting always the "best" element (element group), where "best" means an ele‐
ment (element group) for which the element stress is minimal (maximal) in absolute value.
An improvement, namely a cross-sectional area decreasing (increasing) is accepted, when
the starting design feasibility level is not decreased by the current modification. The process
terminates, when no such an element exists. We have to emphasize that in the presented
path following approach the design feasibility is measured by the maximal load intensity
factor, and therefore, the designs satisfy the stress constraints up to the maximal load inten‐
sity factor computed by the applied path following method.
The other possibility would be a “locally exact” binary formulation.The proposed binary lin‐
ear (or quadratic) programming (BLP or BQP) approach exploits the fact, that using a "state-
of-the-art" solver the solution time of a local BLP (or BQP) problem is competitive with the
solution time of the "thumb rule" heuristic.
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case a cross-section area may be any value from a given interval and in the discrete case a
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stress is constrained by a local buckling function, which is a function of the material proper‐
ties, the element length, and the element cross-sectional area. The global stability investiga‐
tion is based on the load-eigenvalue curves. From the global stability point of view a truss
design is feasible, when during the loading process each load-eigenvalue curve remains in
the positive segments up to the end of the process.
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If the current design is infeasible, namely:λ1, the local search procedure tries to get a less
infeasible solution allowing only a limited weight increment (decrement) in each iteration









D + D ®å (17)
( ) ( ) { }
1
 , ,  1, 2
N
j
j jj i j j
i i
G X
G X X G G G G j , ,M
X=
¶
é ù+ *D Î -D + D Îë û¶å K (18)
{ }, ,  1, 2, ,ii iX X X i Né ùD Î D D Îë û K (19)
,W W Wé ùD Î D Dë û (20)
In the pure discrete case (when the cross-sections are taken from a catalogue) we have two
possibilities to develop a local search procedure.
We can define a simple "thumb rule" used to improve the quality of the generated discrete
solutions. The starting base of the thumb rule is a discrete solution given by applying the
usual "rounding to the next catalogue value" rule. When the discrete solution is feasible (in‐
feasible) then, in a cyclically repairable process, we try to decrease the cross-sectional areas
step by step selecting always the "best" element (element group), where "best" means an ele‐
ment (element group) for which the element stress is minimal (maximal) in absolute value.
An improvement, namely a cross-sectional area decreasing (increasing) is accepted, when
the starting design feasibility level is not decreased by the current modification. The process
terminates, when no such an element exists. We have to emphasize that in the presented
path following approach the design feasibility is measured by the maximal load intensity
factor, and therefore, the designs satisfy the stress constraints up to the maximal load inten‐
sity factor computed by the applied path following method.
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Naturally, a local BLP (BQP) formulation can give better results, as a pure heuristic ap‐
proach. Using a "dense" catalogue the problem can be managed as linear programming
problem, when the catalogue is "sparse", we have to use a quadratic formulation to describe
the possible stress changes accurately, in the function of the "local" catalogue values. The im‐
mediate predecessor (successor) of the current catalogue value defines the “local catalogue”,
for each element (element group), if such a value exists. According to the "local environ‐
ment", an element (element group) can be described by at least three binary variables.
Naturally, using the standard trick (special ordered set (SOS) constraint management) of the
operations research (OR), the formulation which has at least three binary variables, can be
replaced by an equivalent formulation which has only at least two binary variables. Let
g , g ∈ { 1, 2, …, G} the member-group index and c, c ∈ { 1, 2, …, C}the catalogue index,
where G is the number of elements (member-groups) and Cis the size of the discrete cata‐
logue of possible cross-sectional areas:{ C1, C2 …, CC}.
Let { Bg  ji  |  j ∈ J i}be the set of the binary variables needed to describe the possible movement
and Ag
i  the cross-sectional area for element (member-group)g , g ∈ { 1, 2, …, G} in iteration
i,  {i =1,2,…, MI }. The "local catalogue" and the constraints connected to the local binary varia‐
bles  which  describe  the  possible  movements  are  presented  in  Figure  6-7.  In  iteration
i,  { i =1,2,…, MI }the local environment is defined by the result of the previous iteration.
In the local model exact analytical derivatives were used. To generate the symbolic deriva‐
tives, optimized to speed, Wolfram Mathematica 8.0 was used. Naturally, a linearized mod‐
el can be replaced by a quadratic one, and the simplified assumption that the stress change

















Figure 6. Local binary variables
The local search algorithm, in an iterative process, minimizes the weight increment (maxi‐
mizes the weight decrement) needed to get a better (a lighter feasible or less unfeasible) sol‐
ution. The OR formulation follows the conception of the "thumb rule", the "at least as good"
quality requirement is managed by non-smoothed formulation, namely in the formulation
the maximal constraint violation is constrained.
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Naturally, the non-smooth max() function can be replaced by an equivalent smooth formula‐
tion, by omitting the function and introducing additional constraints. In other words, when
the starting base of an iteration is unfeasible (λ1), than the local search algorithm generates a
"mini-max" model, in which the maximal slack of the constraint set will be minimized ac‐
cording to the allowed maximal structural weight increase.
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Figure 7. Local binary constraints
4. Numerical example
4.1. Sizing optimization with buckling constraints - 120-bar truss dome
In this paper, in order to demonstrate the proposed solution method a well-known space
dome structure is presented as a simple sizing problem, where two basic sub problems, con‐
tinuous and discrete optimization problems are distinguished.
Saka and Ülker [12], as a continuous optimization problem, have introduced first time the
120-bar example. The minimal weight design subjected to structural constraints imposed on
the member stress and nodal displacements based on linear and non-linear analysis. Subse‐
quently, Soh and Yang [14] have been analyzed the same structure to obtain the optimal de‐
sign related to sizing and configuration variables Kaveh and Talatahari [7] presented a
heuristic method where the particle swarm optimizer, ant colony strategy and harmony
search are hybridized.Therefore, several techniques have been incorporated to handle the
constraints. Similar to Lee and Geem [10], Kelesoglu and Ülker [9], only sizing variables are
considered to minimize the structural weight. According to the complexity of the concerned
problems, another method has been proposed by Kaveh and Talatahari [8], namely a hybrid
big bang–big brunch (HBB–BC) algorithm.The comparisons of numerical results using the
HBB–BC method with the results obtained by other heuristic approaches are performed to
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Naturally, a local BLP (BQP) formulation can give better results, as a pure heuristic ap‐
proach. Using a "dense" catalogue the problem can be managed as linear programming
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The local search algorithm, in an iterative process, minimizes the weight increment (maxi‐
mizes the weight decrement) needed to get a better (a lighter feasible or less unfeasible) sol‐
ution. The OR formulation follows the conception of the "thumb rule", the "at least as good"
quality requirement is managed by non-smoothed formulation, namely in the formulation
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Naturally, the non-smooth max() function can be replaced by an equivalent smooth formula‐
tion, by omitting the function and introducing additional constraints. In other words, when
the starting base of an iteration is unfeasible (λ1), than the local search algorithm generates a
"mini-max" model, in which the maximal slack of the constraint set will be minimized ac‐
cording to the allowed maximal structural weight increase.
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Figure 7. Local binary constraints
4. Numerical example
4.1. Sizing optimization with buckling constraints - 120-bar truss dome
In this paper, in order to demonstrate the proposed solution method a well-known space
dome structure is presented as a simple sizing problem, where two basic sub problems, con‐
tinuous and discrete optimization problems are distinguished.
Saka and Ülker [12], as a continuous optimization problem, have introduced first time the
120-bar example. The minimal weight design subjected to structural constraints imposed on
the member stress and nodal displacements based on linear and non-linear analysis. Subse‐
quently, Soh and Yang [14] have been analyzed the same structure to obtain the optimal de‐
sign related to sizing and configuration variables Kaveh and Talatahari [7] presented a
heuristic method where the particle swarm optimizer, ant colony strategy and harmony
search are hybridized.Therefore, several techniques have been incorporated to handle the
constraints. Similar to Lee and Geem [10], Kelesoglu and Ülker [9], only sizing variables are
considered to minimize the structural weight. According to the complexity of the concerned
problems, another method has been proposed by Kaveh and Talatahari [8], namely a hybrid
big bang–big brunch (HBB–BC) algorithm.The comparisons of numerical results using the
HBB–BC method with the results obtained by other heuristic approaches are performed to
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demonstrate the robustness of the present algorithm. With respect to the big bang–big
brunch (BB–BC) approach, HBB–BC has better solutions and standard deviations. In addi‐
tion, HBB–BC has low computational time and high convergence speed compared to BB–BC.
However, when the number of design variables increases the hybrid BB–BC shows better
performance. The effects of nonlinear behavior to the optimal results have been investigated
by Hadi and Alvani [19] and Lemonge and Barbosa [21].
The geometry and nodal coordinates are presented in Figure 8 and in Table 1. According to
the structural symmetry, truss members are grouped into seven member-groups (see in Ta‐
ble 2). The truss is subjected to the given applied external loads in Table 3. The truss mem‐

















































Figure 8. The layout of the 120-bar shallow truss dome
Nodes X [m] Y [m] Z [m]
1 0. 0. 7.000
4 6.01108 3.4705 5.850
5 6.94100 0. 5.850
18 10.82532 6.2500 3.000
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Nodes X [m] Y [m] Z [m]
19 11.66266 3.1250 3.000
20 12.50000 0. 3.000
40 13.76114 7.9450 0.
41 15.89000 0. 0.
Table 1. The geometry of the 120-member truss dome
Node 1 2-13 14-37
Load [kN ] 60 30 10
Table 2. The load condition of the 120-bar truss dome
Modulus of elasticity E =210000/ MPa
Material density ρ= 7850 / kg/m3
Stress constraints for tension σe
U = 140/ MPa
Stress constraints for compression σe
L = −140/ MPa
Table 3. Properties of the applied material
Groups Truss members
G 1 1-2 1-3 1-4 1-5 1-6 1-7
1-8 1-9 1-10 1-11 1-12 1-13
G 2 2-3 3-4 4-5 5-6 6-7 7-8
8-9 9-10 10-11 11-12 12-13 13-2
G 3 2-14 3-16 4-18 5-20 6-22 7-24
8-26 9-28 10-30 11-32 12-34 13-36
G4 2-15 3-17 4-19 5-21 6-23 7-25
3-15 4-17 5-19 6-21 7-23 8-25
8-27 9-29 10-31 11-33 12-35 13-37
9-27 10-29 11-31 12-33 13-35 2-37
G5 14-15 16-17 18-19 20-21 22-23 24-25
15-16 17-18 19-20 21-22 23-24 25-26
26-27 28-29 30-31 32-33 34-35 36-37
27-28 29-30 31-32 33-34 35-36 37-14
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demonstrate the robustness of the present algorithm. With respect to the big bang–big
brunch (BB–BC) approach, HBB–BC has better solutions and standard deviations. In addi‐
tion, HBB–BC has low computational time and high convergence speed compared to BB–BC.
However, when the number of design variables increases the hybrid BB–BC shows better
performance. The effects of nonlinear behavior to the optimal results have been investigated
by Hadi and Alvani [19] and Lemonge and Barbosa [21].
The geometry and nodal coordinates are presented in Figure 8 and in Table 1. According to
the structural symmetry, truss members are grouped into seven member-groups (see in Ta‐
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Stress constraints for tension σe
U = 140/ MPa
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L = −140/ MPa
Table 3. Properties of the applied material
Groups Truss members
G 1 1-2 1-3 1-4 1-5 1-6 1-7
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G 6 14-38 16-39 18-40 20-41 22-42 24-43
26-44 28-45 30-46 32-47 34-48 36-49
G7 15-38 17-39 19-40 21-41 23-42 25-43
15-39 17-40 19-41 21-42 23-43 25-44
27-44 29-45 31-46 33-47 35-48 37-49
27-45 29-46 31-47 33-48 35-49 37-38
Table 4. Groups of truss elements
Refer to the formerly presented papers (e.g. [16-18]), in this study, stainless steel tubular
cross-sections are considered as design variables.According to the thin-wall pipe structural
behavior, the following local stability constraints are proposed. The stress constraint for
















e KEs a= (22)
whereα =T / D is the ratio of the wall-thickness and diameter of the applied Ge group ele‐
ments.In the present study, since continuous and discrete design variables are considered as
well we applied tubular cross sections with given α =0.05 thickness ratio. Cross sectional
variables are changing from Gmin =5.0cm2 up to Gmax =50.0cm2. In this paper, only stress and
buckling constraints are considered.
The obtained results for continuous problem using linear and non-linear structural model
are compared are presented in Table 5 and in Table 6. Comparing with the results of contin‐
uous optimizations shows that GA based approach [19] gives a better minimum weight than
the optimality criteria approach [12]. It is observed that further reduction is possible in the
weight of the space truss considering the geometrically nonlinear analysis as compared to
linear one.
Worthy of note, that the optimal design obtained by the proposed hybrid ANGEL seems
much better than the results of previously presented compared methods. Remarkable in this
study - using the formula (9)- that the related fitness value is Φ= 1.928 i.e. very close to the
defined maximal fitness value. In the resulted optimal design only one buckling constraint is
active, namely in the member-group 6.
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In this paper for discrete optimization problem two types of catalogue values are distin‐
guished, a sparse (case 1) and a dense (case 2) with the following cross sections:
Case 1: {5.0; 10.0; 15.0; 20.0; 25.0;…; 50.0}
Case 2: {5.0; 7.5; 10.0; 12.5; 15.0; 17.5; 20.0; 22.5; 25.0;…; 50.0}
We have to note that the related fitness value is Φ= 1.889 (Case 1) and Φ = 1.922 (Case 2), i.e.
in case a sparse catalogue we obtained a bit worst fitness value than in case of dense cata‐
logue values, but the difference is natural and both adjacent to the continuous one Φ = 1.928.
Groups / cm2 Saka,Ulker* [12] Hadi, Alvani* [19] Proposed method
Linear Non-linear Non-linear Non-linear
G1 16.66 17.50 10.85 12.968
G2 44.89 45.56 38.70 8.282
G3 24.89 25.45 35.40 13.325
G4 9.66 8.44 5.23 7.964
G5 21.93 22.30 27.37 8.316
G6 16.59 15.96 15.30 7.776
G7 11.74 3.90 3.90 7.990
W / kg 8511 7587 7158.6 4650.659
Table 5. The best results of the continuous problem (*Note: section shape is not available)
Using a state-of-the-art callable BLP (BQP) solver, for example: CPLEX 12.0, the time re‐
quirement of the improved local search is compatible with the time requirement of the tradi‐
tional "thumb rule" like approach. However, the improved approach is more efficient,
because it is able to modify more than one cross-sectional area in one iteration.
In the presented computational test, ANGEL was run with the following parameters:
• the population size was 100,
• the number of generations was 10, and
• the maximal number of local search iterations was 10.
We note, that the maximal number of iterations does not necessarily mean that the number
of iterations always 10.
4.2. Sizing-shaping optimization with stability constraints -24-bar truss dome
This academic example has been analyzed by the author previously [17] to demonstrate the
difficulties of the stability investigation. The layout and the initial data are presented in Fig‐
ure 9 and Table 7-8. At the central node, the load is 0.5, while at nodes 2-7 it is 1.0 unit.
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Linear Non-linear Non-linear Non-linear
G1 15.00 12.30 10.0 10.0
G2 46.70 46.70 10.0 10.0
G3 27.00 27.00 15.0 12.5
G4 7.05 5.33 10.0 7.5
G5 27.60 24.70 5.0 5.0
G6 11.10 17.80 10.0 10.0
G7 1.82 1.53 10.0 7.5
W / kg 7264.6 7229.0 4979.681 4242.075
Table 6. The best results of the discrete problem(*Note: section shape is not available)The local search terminates
when, according to the given "play-field", in the current step no improvement can be reached without affecting the
maximal allowable weight increase or the maximal allowable constraint violation defined by the previous step.
Nodes X [cm] Y [cm] Z [cm]
1 0 0 8.216
2 12.50 21.65063509 6.2.16
3 25.00 0 6.216
8 0 50.00 0
9 43.330127019 25.00 0
Table 7. Initial coordinates of 24-bar shallow space truss
The equilibrium path that involves in this case four critical points has been determined in‐
side of the optimization process. First is a single bifurcation (λ1 =8.68), while the following
two are double bifurcation points (λ2 =10.26;λ3 =15.67). The fourth is a simple limit point
(λ4 =18.40).We have to note that only the fourth singular point is a simple limit point. With
the help of this simple example easy to confirm the hazardous of the theories and methods
which are able to tackle only snap-through phenomenon.
In this paper, a weight optimization is considered subjected to global stability constraints.
The cross-sections as design variables are involved into three groups (Figure 9). The load in‐
tensity factor is changing from zero to one.
Using the proposed hybrid metaheuristic method, where the number of generations is 10
and the population size is 100, two optimization problems are considered.
Case 1:
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In first case, a sizing optimization problem is solved for minimal volume optimization sub‐
jected to structural stability. The structure is loaded up to the maximal load intensity factor
while the smallest eigenvalue becomes zero. The obtained best solution for the grouped de‐
sign variables are the following:A1 =1.000;A2 =1.321;A1 =1.119. The optimal volume in this
case isVopt =773.127.
Case 2:
In the second case, a sizing-shaping optimization problem is presented. The three sizing var‐
iables are extended with three shift variables namely the vertical position of all free joints
(Zi; i =1, 2, ..., 7), and the horizontal position of the joints 2-7 (Rj; j =2, ..., 7). In this case, the
same proposed hybrid metaheuristic method has been applied, with the number of genera‐
tions 10 and the population size 100. The obtained best solution is the following:A1 =1.000;
A2 =1.378;A1 =1.084;Z1 =7.685;Z2−7 =6.121;R2−7 =24.665. The optimal volume is Vopt =765.699
and the lowest eigenvalue is zero for three digits in the best solution.
Design variables Ai∈ 1.00;2.00  (cm
2); i∈ {1, 2, 3}
Load cases Nodes Z
1 1 −5.00 kN
2, 3, 4, 5, 6, 7 −10.00 kN
Material properties Modulus of elasticity E = 10000 kN / cm 2




































Figure 9. The layout of the 24-bar truss dome
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Figure 9. The layout of the 24-bar truss dome




The weight minimization of the shallow truss structures is a challenging but sometimes
frustrating engineering optimization problem. Theoretically, the optimal design searching
process can be formulated as an implicit nonlinear mixed integer optimization problem with
a huge number of variables. The flexibility of the shallow truss structures might causes dif‐
ferent type of structural instability. According to the nonlinear behavior of the resulted
lightweight truss structures, a special treatment is required in order to tackle the “hidden”
global stability problems during the optimization process. Therefore, we have to replace the
traditional “design variables → response variables” like approach with a more time-con‐
suming "design variables → response functions" like approach, where the response func‐
tions describe the structural response history of the loading process up to the maximal load
intensity without constraint violation.
In this study, a higher order path-following method was embedded into a hybrid heuristic
optimization frame in order to tackle the global structural stability constraints within the
truss optimization. The proposed path-following method is based on the perturbation tech‐
nique of the stability theory and a non-linear modification of the classical linear homotopy
method.
In this chapter we presented a simple but very efficient hybrid metaheuristic for truss
weight minimization with continuous and discrete design variables, and local and global
stability constraints. The presented "supernatural" ANGEL method combines ant colony op‐
timization (AN), genetic algorithm (GE) and gradient-based local search (L) strategy. In the
algorithm, AN and GE search alternately and cooperatively in the design space. The power‐
ful L algorithm, which is based on the local linearization of the constraint set, is applied to
yield a more feasible or less unfeasible solution, when AN or GE obtains a solution.
The highly nonlinear and non-convex large-span and large-scale shallow truss examples
with continuous and discrete design variables and non-linear response curves show that
ANGEL may be more efficient and robust than the conventional gradient based determinis‐
tic or the traditional population based heuristic (metaheuristic) methods in solving explicit
(implicit) optimization problems. ANGEL produces highly competitive and from engineer‐
ing point of view safe and accurate results in significantly shorter run-times than the previ‐
ously described pure approaches. The benefit of synergy was demonstrated by standard
statistical tests. To the best of our knowledge, no such work has been done in the literature
for truss weight minimization with non-linear response curves so far.
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1. Introduction
Scheduling problems, also in manufacturing systems [4], are described by following param‐
eters: the processing – computing – environments comprising processor (machines) set, oth‐
er resources comprising transportations and executions devices, processes (tasks) set and
optimality criterion. We assume that processor set consists of m elements. Two classes of
processors can be distinguished: dedicated (specialized) processors and parallel processors.
In production systems machines are regarded as dedicated rather than as parallel. In such a
case we distinguish three types of dedicated processor systems: flow-shop, open-shop and
job-shop. In the flow-shop all tasks have the same number of operations which are per‐
formed sequentially and require the same sets of processors. In the open-shop the order
among the operations is immaterial. For the job-shop, the sequence of operations and the
sets of required processors are defined for each process separately.
In the case of parallel processors each processor can execute any task. Hence, a task requires
some number of arbitrary processors. As in deterministic scheduling theory [12] parallel
processors are divided into three classes: identical processors – provided that all tasks are
executed on all processors with that same productivity, uniform processors – if the produc‐
tivity depends on the processor and on the task, and unrelated processors – for which execu‐
tion speed depends on the processor and on the task. In each of the above cases productivity
of the processor can be determined.
Apart from the processors the can be also a set of additional resources, each available in
m i units.
The second parameter of the scheduling problem is the tasks system. The tasks correspond
to the applications for manufactured goods. We assume that the set of tasks consists of n
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tasks. For the whole tasks system it is possible to determine such feature as preemptability
(or nonpreemptability) and existence (or nonexistence) of precedence constraints.
Precedence constraints are represented as directed acyclic graphs (DAGs). Each task sepa‐
rately is described by a number of parameters. We enumerate tem in the following:






The optimality criteria constituting the third element of the scheduling problem are:
• Schedule length,
• Maximum lateness,
• Mean flow time,
• Mean tardiness.
Due to  the  fact  that  scheduling  problems  and  their  optimizations  are  general  NP-com‐
plete [10,25] we suggest meta-heuristic approach: Ant Colony Optimization and its com‐
parison with neural method and with polynomial algorithms for certain exemplary problems
of task scheduling.
If a heuristic algorithm (such as ACO) finds an optimal solution to polynomial problems, it
is probable that solutions found for NP-complete problems will also be optimal or least ap‐
proximated to optimal. ACO algorithm was tested with known polynomial algorithms and
all of them achieved optimal solutions for those problems.




For non-polynomial problems of tasks scheduling ACO algorithm was tested with list algo‐
rithms [12] (HLFET, HLFNET, SCFET, SCFNET), with PDF/HIS [18] for STG tasks and neu‐
ral approach [22].
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2. Adaptation of ACO to solve the problems of scheduling
The Ant Colony Optimization (ACO) algorithm [2] is a heuristics using the idea of agents
(here: ants) imitating their real behavior. Basing on specific information (distance, amount of
pheromone on the paths, etc.) ants evaluate the quality of paths and choose between them
with some random probability (the better path quality, the higher probability it represents).
Having walked the whole path from the source to destination, ants learn from each other by
leaving a layer of pheromone on the path. Its amount depends on the quality of solution
chosen by agent: the better solution, the bigger amount of pheromone is being left. The
pheromone is then “vapouring” to enable the change of path chosen by ants and let them
ignore the worse (more distant from targets) paths, which they were walking earlier.
The result of such algorithm functioning is not only finding the solution. Very often it is the
trace, which led us to this solution. It lets us analyze not only a single solution, but also per‐
mutations generating different solutions, but for our problems basing on the same division
(i.e. tasks are scheduled in different order, although they are still allocated to the same pro‐
cessors). This kind of approach is used for solving the problems of synthesis, where not only
the division of tasks is important, but also their sequence.
To adapt the ACO algorithm [24] to scheduling problems, the following parameters have
been defined:
• Number of agents (ants) in the colony;
• Vapouring factor of pheromone (from the range (0; 1));
The process of choosing these parameters is important and should consider that:
• For too big number of agents, the individual cycle of algorithm can last quite long, and
the values saved in the table (“levels of pheromone”) as a result of addition will deter‐
mine relatively weak solutions.
• On the other hand, when the number of agents is too small, most of paths will not be cov‐
ered and as a result, the best solution can long be uncovered.
The situation is similar for the vapouring factor:
• Too small value will cause that ants will quickly “forget” good solutions and as a result it
can quickly come to so called stagnation (the algorithm will stop at one solution, which
doesn’t have to be the best one).
• Too big value of this factor will make ants don’t stop analyze “weak” solutions; further‐
more, the new solutions may not be pushed, if time, which has passed since the last solu‐
tion found will be long enough (it is the values of pheromone saved in the table will be
too big).
The ACO algorithm defines two more parameters, which let you balance between:
• α – the amount of pheromone on the path;
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• β – “quality” of the next step;
These parameters are chosen for specific task. This way, for parameters:
• α > β there is bigger influence on the choice of path, which is more often exploited,
• α < β there is bigger influence on the choice of path, which offers better solution,
• α = β there is balanced dependency between quality of the path and degree of its exploita‐
tion,
• α = 0 there is a heuristics based only on the quality of passage between consecutive points
(ignorance of the level of pheromone on the path),
• β = 0 there is a heuristics based only on the amount of pheromone (it is the factor of path
attendance),
• α = β = 0 we’ll get the algorithm making division evenly and independently of the amount
of pheromone or the quality of solution.
Having given the set of neighborhood N of the given point i, amount of pheromone on the
path τ and the quality of passage from point i to point j as an element of the table η you can
present the probability of passage from point i to j as [6,7]:
Formula 1. Evaluation of the quality of the next step in the ACO algorithm
In  the  approach presented here,  the  ACO algorithm uses  agents  to  find three  pieces  of
information:
• the best / the most beneficial division of tasks between processors,
• the best sequence of tasks,
• searching for the best possible solution for the given distribution.
Agents (ants) are searching for the solutions which are the collection resulting from the first
two targets (they give the unique solution as a result). After scheduling, agents fill in two
tables:
• two-dimensional table representing allocation of task to the given processor,
• one-dimensional table representing the sequence of running the tasks.
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The process of agent involves:
1. collecting information (from the tables of allocation) concerning allocation of tasks to re‐
sources and running the tasks;
2. drawing the next available task with the probability specified in the table of task run‐
ning sequence;
3. drawing resources (processor) with the probability specified in the table of allocation
the tasks to resources;
4. is it the last task?
To evaluate the quality of allocation the task to processor, the following method is being
used:
1. evaluation of current (incomplete) scheduling;
2. allocation of task to the next of available resources;
3. evaluation of the sequence obtained;
4. release the task;
5. was it the last of available resources?
The calculative complexity of single agent is polynomial and depends on the number of
tasks, resources and times of tasks beginning.
Idea of algorithm:
Algorithm:
1. Construct G – structure of tasks non allocation and S – structure of tasks, which may be
allocation in next step (for ex ample: begin: G = {Z1, Z2,…, Z7} and S = {Z1, Z2, Z3}); up‐
date range of pheromone and consideration of vapouring factor;
2. With S select of tasks with the most strong of trace;
3. Allocate available of task as soon as possible and in accordance with precedence con‐
straints;
4. Remove selected of task with G and S and to add to list of tasks in memory of ant;
5. Update range of pheromone and remain of trace;
6. If G = Ø END of algorithm;
7. Go to 1;
Example:
Two identical processors, digraph of seven tasks Z i (t i ), where t i = time execution.
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Parameters of ants’ colony have been selected through experiments. Algorithm tuning is to
select possibly best parameter values. This process demands many experiments which are
conducted for different combinations of parameter values. For each combination of variable
values, computation process has been repeated many times, and then an average result has
been calculated. The same graphs type of STG, like at previous algorithms, have been ap‐
plied [18,20].
Selected algorithm parameters:
• a – number of ants; for number of tasks n < 50, a = 75 and for n>= 50, a = 1,5 x n
• γ – the pheromone evaporation coefficient = 0,08.
3. Adaptation of neural method to solve the problems of scheduling
3.1. Neural network model
The starting point for defining the neural network model for solving the problems of task
scheduling and resource allocation are the assumptions for the constraint satisfaction prob‐
lem (CSP) [36,37]. CSP is the optimization problem which contains a certain set of varia‐
bles, sets of their possible values and constraints forced on the values of these variables
[14,15].  On the basis of  this problem assumption a network model of  the following fea‐
tures is suggested:
• A neural network consists of components; each of them corresponds to another variable.
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• Each component contains such number of neurons which equals the number of possible
values of each variable.
• Assigning a specified value to a variable is the process of switching on a relevant neuron
(neurons) and switching off the remaining ones in the component corresponding to this
variable.
• Switching on a neuron means assigning the value “1” to its output.
• Switching off a neuron means assigning the “0” to its output.
• Constraints to the network are introduced by adding a negative weight connection be‐
tween neurons (‘-1’), symbolizing the variable values that cannot occur simultaneously.
• In the network there are additional neurons “the ones” that are switched on.
Each neuron has its own table of connections and each connection contains its weight and
the indicator for the connected neuron. A characteristic feature of the network is the diversi‐
ty of connections between neurons, but these never applied to all neurons [22,23]. It is a con‐
sequence of the fact that connections between neurons exist only when some constraints are
imposed. The constraints existing in the discussed network model may be of the following
types: resources, time, order.
The method of constraints implementation shall be discussed upon examples [22].
Example 1:
Such net (Fig. 1.) blocks solution, in which Z1 = 1 as well as Z2 = 2 or Z3 = 3 as well as Z4 = 2.
Example 2:
Let us have two operations with unit execution times. The operation Z1 arrives at the system
in time t = 1 and it is to be executed before the expiry of time t = 4. The operation Z2 arrives
in time t = 1 and may be executed after the completion of operation Z1. A fragment of the net
for his case including all the connections is shown by Fig. 2.
Neuron „one” (‘1’) – a special neuron switched on permanently – is responsible for time con‐
straints. Introducing connections between such neuron and the relevant network neurons
excludes a possibility of switching them on when searching for the solution. Task Z 1 cannot
be scheduled in moment 0 and moment 4, which corresponds to the assumption that this
task arrives at the system at moment 1 and must be performed before moment 4. Analogical
process applies to operation Z 2. The sequence constraints are executed by the connections
between the network neurons. The figure shows (with dotted line) all the connections mak‐
ing the performance of task Z 2 before task Z 1 impossible.
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scheduling and resource allocation are the assumptions for the constraint satisfaction prob‐
lem (CSP) [36,37]. CSP is the optimization problem which contains a certain set of varia‐
bles, sets of their possible values and constraints forced on the values of these variables
[14,15].  On the basis of  this problem assumption a network model of  the following fea‐
tures is suggested:
• A neural network consists of components; each of them corresponds to another variable.
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• Each component contains such number of neurons which equals the number of possible
values of each variable.
• Assigning a specified value to a variable is the process of switching on a relevant neuron
(neurons) and switching off the remaining ones in the component corresponding to this
variable.
• Switching on a neuron means assigning the value “1” to its output.
• Switching off a neuron means assigning the “0” to its output.
• Constraints to the network are introduced by adding a negative weight connection be‐
tween neurons (‘-1’), symbolizing the variable values that cannot occur simultaneously.
• In the network there are additional neurons “the ones” that are switched on.
Each neuron has its own table of connections and each connection contains its weight and
the indicator for the connected neuron. A characteristic feature of the network is the diversi‐
ty of connections between neurons, but these never applied to all neurons [22,23]. It is a con‐
sequence of the fact that connections between neurons exist only when some constraints are
imposed. The constraints existing in the discussed network model may be of the following
types: resources, time, order.
The method of constraints implementation shall be discussed upon examples [22].
Example 1:
Such net (Fig. 1.) blocks solution, in which Z1 = 1 as well as Z2 = 2 or Z3 = 3 as well as Z4 = 2.
Example 2:
Let us have two operations with unit execution times. The operation Z1 arrives at the system
in time t = 1 and it is to be executed before the expiry of time t = 4. The operation Z2 arrives
in time t = 1 and may be executed after the completion of operation Z1. A fragment of the net
for his case including all the connections is shown by Fig. 2.
Neuron „one” (‘1’) – a special neuron switched on permanently – is responsible for time con‐
straints. Introducing connections between such neuron and the relevant network neurons
excludes a possibility of switching them on when searching for the solution. Task Z 1 cannot
be scheduled in moment 0 and moment 4, which corresponds to the assumption that this
task arrives at the system at moment 1 and must be performed before moment 4. Analogical
process applies to operation Z 2. The sequence constraints are executed by the connections
between the network neurons. The figure shows (with dotted line) all the connections mak‐
ing the performance of task Z 2 before task Z 1 impossible.
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Figure 1. The example 1 of constraints.
Figure 2. The example 2 of constraints.
3.2. The algorithm description
After entering the input data (the system specification), the algorithm constructs a neural
network, the structure of which and the number of neurons composing it, depend upon the
size and complexity of the instance of problem. We will name the part of the net allocated to
this task – an area.
Constraints are introduced to the network by the execution of connections, occurring on‐
ly between the neurons corresponding to the values of variables which cannot occur simul‐
taneously.
The operation of the algorithm is the process of switching on appropriate neurons in each
domain of network in order to satisfy the constraints imposed by the input data.
The algorithm course is as follows [36,38]:
1. Allocating random values to consecutive variables.
2. Network relaxation:
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3. Calculating the weighted sum of all neurons inputs.
4. Switching on the neuron with the highest input value.
5. Return to relaxation or – if there are no changes – exit from relaxation.
6. If there are connections (constraints) between the neurons that are switched on, each weight be‐
tween two switched on neurons is decreased by 1 and there is a return to relaxation.
The algorithm starts from allocating weight ‘-1’ to all connections and then the start solution
is generated. It is created by giving random values to the subsequent variables. This process
takes place in a certain way: for each task i.e. in each area of the net such number of neurons
is switched on as it is necessary for a certain task to be completed. The remaining, in the part
which is responsible for its performance, neurons are being switched off. In the obtained re‐
sult there are many contradictions, specified by switching on the neurons where the connec‐
tions exist.
Therefore, the next step of the algorithm is the relaxation process, the objective of which is to
“satisfy” the maximum numbers of limitations (backtracking). The objective is to obtain the
result where the number of situations, where two switched on neurons of negative weight
connection between them is the lowest. While switching on neurons with the biggest value
at the start, in each area three instances may happen:
• If there is one neuron of the biggest value in the area, it is switched on; the remaining ones
are switched off.
• If there are more neurons, among which there is a previously switched one, there is no
change and it remains switched on.
• If there are more neurons, but there is no-one previously switched on, one of them is
switched on randomly, the remaining ones are switched off.
A relaxation process finishes when the subsequent step does not bring any change and if all
the requirements are met – the neurons between which a connection exist are not switched
on – the right solution is found. If it is not still the case, it means that the algorithm found
the local minimum and then the weight of each connection between two switched on neu‐
rons is decreased by “1” while its absolute value is being increased. It causes an increase in
“interaction force’ of this constraint which decreases the chance of switching on the same
neurons in a relaxation process where we return in order to find the right solution.
After a certain number of iterations the network should consider all the constraints – provid‐
ing that there is the right solution, it should be found. Another factor is worth pointing out:
in a relaxation process such an instance may occur where changes always happen. Then, this
process might never be completed. Then a problem is solved in such a way that relaxation is
interrupted after a certain number of calls.
Search for a solution by algorithm consists of two stages. At the first one, which is described
by the above presented algorithm, some activities are performed which lead to finding the
right solution for the given specification. After finding such a solution, in consequence of
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purpose function optimization there is a change of values for a certain criterion – in this
case, decrease – then, the subsequent search for the right solution occur. In this case the
search aims at a solution which possesses bigger constraints as the criteria value is sharper.
Two criteria are taken into consideration for which a solution is being searched. It may be a
cost function – where at the given time criterion, we search for the cheapest solution, or time
function – where at the given cost criterion, we search for the quickest solution. Thus, the
run of the algorithm is to seek a solution for smaller and smaller value of a selected criterion.
However, if the algorithm cannot find the right solution for the recently modified criteria
value of the algorithm, it returns to the previous criteria value for which it has found the
right solution and modifies it by a smaller value.
For instance, if an algorithm has found the right solution for cost criterion which is e.g. 10,
and it cannot find it for cost criteria which are 9, it tries to find a solution for cost 9.5 etc. In
this way the program never finishes work, but all the time it tries to find a better solution in
sense of a certain criterion. The user/designer of the system can interrupt its work at any
moment if he/she considers the current solution given by an algorithm to be satisfying.
In case of time criterion minimization, optimization goes at two planes. At the first one, sub‐
sequent neurons of the right side in task part of the network are connected to the neurons
“one”, in this way fewer and fewer quanta is available for the algorithm of task scheduling
which causes moving a critical line to the left and at the same time its diminishing. Howev‐
er, at the second, an individual quantum of time is being diminished; at each step an indi‐
vidual neuron will mean a smaller and smaller time passage.
The task part:
Each area corresponds to one task (Fig. 3.). For further area, the best possible setting for the
task is selected. Which setting ‘wins’ at the given stage and in the given area – this shall be
determined by the sum of neuron outputs in the setting, i.e. the one that introduces the
smaller number of contradictions. Moreover, it is checked if among the found set of the best
solutions there is no previous one, then it is left.
A neuron at the [i, k] position corresponds to the presence of ‘i’ task on the processor at the
‘k’ moment. Between these neurons there are suitable inhibitory connections (-1.0).
If, for example, task 1 must be performed before task 2, for all the neuron pairs
[1, k], [2, m] there are inhibitory connections (denoting contradictions), if k >= m and if task 8
occurs in the system at moment 2, „one” neuron is permanently connected to neurons [8, 0]
and [8, 1] (neuron which has 1.0 at the start which is permanently contradictory) and guaran‐
tees that in the final solution there is no quantum at moment 0 or 1.
We also take critical lines into account, which stand for time constraints that cannot be ex‐
ceeded by any allocated tasks – connecting ‘one’ will apply to the neurons of the right side
of the network outside the critical line.
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Figure 3. The task part for scheduling problems.
Figure 4. The resource part for scheduling problems.
The resource part:
Before selecting the quanta positions in the areas, algorithm has to calculate inputs for all
the neurons. The neurons of the resource part are also connected to these inputs, as the
number and the remaining places in recources have an impact on the setting which is going
to “win” at a certain stage of computation. Thus, before an algorithm sets an exact task, it
calculates the value of neuron inputs in resource part. The [r, i, k] neuron is switched on if at
‘k’ moment the resource ‘r’ is overloaded (too many tasks are using t), or it is not overload‐
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A neuron at the [i, k] position corresponds to the presence of ‘i’ task on the processor at the
‘k’ moment. Between these neurons there are suitable inhibitory connections (-1.0).
If, for example, task 1 must be performed before task 2, for all the neuron pairs
[1, k], [2, m] there are inhibitory connections (denoting contradictions), if k >= m and if task 8
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ed, but setting the task of part ‘i’ at the moment defined by ‘k’ would result in overloading.
Neurons in resource part ( Fig. 4.) respond by their possible connection, resource overload‐
ed, if part of the task were set and at moment ‘k’; therefore, neurons of resource part are con‐
nected to task inputs.
When in the resource part the neuron “ ’r’ resource overload’ is switched on, as task ‘i’ is set at
moment ‘k’ ”, its signal (1.0) is transferred by weight (-1.0) to the neuron existing in the task
part, which causes the negative input impulse (-1.0 * 1.0) at the input which results in a con‐
tradiction.
In other words – it “disturbs” function ‘compute_in’ to set the task and at moment “k”. Thus,
in the network there are subsequent illegal situations implemented (constraints).
Each neuron [r, i, k] of the resource part is connected with neuron [i, k] from the task part, so
a possibility of task existence at a given moment with concurrent resource overloading is ‘in‐
hibited’.
Example:
Let us assume that there are five operations A, B, C, D, E.
Task part works as follows (a letter means a neuron switched on, sign '-' means a switched
off neuron):
                       
These operations should be allocated to a certain number of processors, so that one only op‐
eration would be performed on one processor at an exact moment:
1. Algorithm allocates ( at moment 0) fragment DDDDDD, adds a new processor ( the
first) and allocates on it:
DDDDDD-----------
2. Allocation -C: for this moment (1) there is no place on the first processor, so algorithm
adds the next processor and allocates an operation:
DDDDDD-----------
-C---------------
3. Allocation BBB: there is place on the second processor:
DDDDDD-----------
-C-BBB-----------
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Computational complexity of neural algorithm for task scheduling
An algorithm gives the right solution for the problems of known multi-nominal algorithms
and also may be used for problems NP-complete. The complexity of one computation step
may be estimated as follows:
( )( )i * 1  p *  k  k * 1  k *  p  *  m  k *  r *  i *  p   p+ + + + + (2)
Where:
i – Number of tasks.
p – Number of processors.
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k – Number of time quanta.
m – Number of all consecutive depend abilities between tasks.
r – Number of resources.
The largest complexity is generated by the process of increasing the number of tasks and an
increase in the number of time quanta. Also, maximum number of processors and number
of constitutive depend abilities in the introduced graph have a powerful effect on computa‐
tion. It is a pessimistic estimation; in practice, real complexity may be slightly smaller, but
proportional to that. An algorithm itself is convergent i.e. step by step generates better and
better solutions.
4. Tests of task scheduling algorithms
4.1. The comparison with polynomial algorithms
To show convergence of ACO algorithm towards optimum, one can compare their results
with optimal results of already existing, precise, polynomial algorithms for certain exempla‐
ry problems of task scheduling. If a heuristic algorithm finds an optimal solution to polyno‐
mial problems, it is probable that solutions found for NP-complete problems will also be
optimal or at least approximated to optimal. Heuristic algorithm described herein was test‐
ed with known polynomial algorithms and all of them achieved optimal solutions for those
problems. The comparisons utilized such polynomial algorithms as:
• Coffman – Graham Algorithm,
• Hu Algorithm,
• Baer Algorithm,
Comparisons of ACO solutions with selected precise polynomial algorithms will be present‐
ed as an example.
Coffman and Graham algorithm
Scheduling of tasks which constitute a discretionary graph with singular performance times
on two identical processors in order to minimize Cmax. Calculation complexity of the algo‐
rithm is O(n2).
Test problem no 1:
• 2 identical processors (a), 3 identical processors (b).
• 15 tasks with singular performance times.
• Graph with tasks:
Ant Colony Optimization - Techniques and Applications142
Figure 5. Graph of tasks used for the comparison of ACO algorithm with Coffman and Graham algorithm (test prob‐
lem no 1).
• Optimal scheduling for two processors obtained as a result of Coffman and Graham algo‐
rithm use (1a).
Figure 6. Optimal scheduling for two processors - Coffman and Graham algorithm (1a).
• Optimal scheduling for two processors obtained as a result of ACO algorithm use (1a).
Figure 7. Optimal scheduling for two processors - ACO algorithm (1a).
• Scheduling for three processors obtained as a result of Coffman and Graham algorithm
use (1b).
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Figure 8. Problem scheduling for 3 processors - Coffman and Graham algorithm use (1b).
• Scheduling for three processors obtained as a result of ACO algorithm use (1b).
Figure 9. Optimal problem scheduling for 3 processors – ACO algorithm (1b).
For two processors (1a) ACO algorithm identical to Coffman and Graham algorithm ob‐
tained optimal scheduling. It was the same in the case of three processors (1b) – both algo‐
rithms obtained the same scheduling. Coffman and Graham algorithm is optimal only for
two identical processors. For task graph under research it also found optimal scheduling for
3 identical processors.
Another test problem is shown by the non-optimality of Coffman and Graham algorithm for
processor number greater than 2.
Test problem no 2:
• 2 identical processors (a), 3 identical processors (b)
• 12 tasks with singular performance times.
• Graph of tasks:
Figure 10. Graph of tasks used for the comparison of ACO algorithm with Coffman and Graham algorithm (test prob‐
lem no 2).
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• Optimal scheduling for two processors obtained as a result of Coffman and Graham algo‐
rithm use (2a).
Figure 11. Optimal scheduling for 2 processors - Coffman and Graham algorithm (2a).
• Optimal scheduling for two processors obtained as a result of ACO algorithm use (2a).
Figure 12. Optimal scheduling for 2 processors - ACO algorithm (2a).
• Non-optimal scheduling for three processors obtained as a result of Coffman and Graham
algorithm use (2b).
Figure 13. Non-optimal scheduling for 3 processors – Coffman and Graham algorithm (2b).
• Optimal scheduling for three processors obtained as a result of ACO algorithm use (2b).
Figure 14. Optimal scheduling for 3 processors - ACO algorithm (2b).
For the problem of two processors (2a) both algorithms obtained optimal scheduling. In the
case of three processors (2b) the Coffman and Graham algorithm did not find optimal sched‐
uling, whereas the ACO algorithm did find it without any difficulty.
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In another test example both algorithms were compared for the problem of task scheduling
on two identical processors with singular and different performance times.
Test problem no 3:
• 2 identical processors.
• 5 tasks with singular performance times (a), 5 tasks with different performance times (b)
• Graph of tasks:
Figure 15. Graph of tasks used for the comparison of ACO algorithm with Coffman and Graham algorithm (test prob‐
lem no 3)
• Optimal scheduling for singular task performance times obtained as a result of Coffman
and Graham algorithm use (3a).
Figure 16. Optimal problem scheduling for singular task performance times – Coffman and Graham algorithm (3a)
• Optimal scheduling for singular task performance times obtained as a result of ACO algo‐
rithm use (3a).
Figure 17. Optimal problem scheduling for singular task performance times – ACO algorithm (3a)
• Non-optimal scheduling for irregular task performance times obtained as a result of Coff‐
man and Graham algorithm use (3b).
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Figure 18. Non-optimal problem scheduling for irregular task performance times – Coffman and Graham algorithm
(2b)
• Optimal scheduling for irregular task performance times obtained as a result of ACO al‐
gorithm use (3b):
Figure 19. Optimal problem scheduling for irregular task performance times – ACO algorithm (3b)
Both compared algorithms obtain optimal scheduling for the problem with regular (singu‐
lar)  task performance times (3a).  For  different  task performance times (3b)  the Coffman
and Graham algorithm does not obtain optimal scheduling, whereas the ACO algorithm
does obtain.
Hu algorithm
Scheduling of tasks with singular performance times which create a digraph of anti-tree
type on identical processors in order to minimize Cmax. Algorithm complexity is O(n).
Figure 20. Graph of tasks used for the comparison of ACO and Hu algorithms.
Test problem no 1:
• 3 identical processors,
• 11 tasks with singular performance times,
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In another test example both algorithms were compared for the problem of task scheduling
on two identical processors with singular and different performance times.
Test problem no 3:
• 2 identical processors.
• 5 tasks with singular performance times (a), 5 tasks with different performance times (b)
• Graph of tasks:
Figure 15. Graph of tasks used for the comparison of ACO algorithm with Coffman and Graham algorithm (test prob‐
lem no 3)
• Optimal scheduling for singular task performance times obtained as a result of Coffman
and Graham algorithm use (3a).
Figure 16. Optimal problem scheduling for singular task performance times – Coffman and Graham algorithm (3a)
• Optimal scheduling for singular task performance times obtained as a result of ACO algo‐
rithm use (3a).
Figure 17. Optimal problem scheduling for singular task performance times – ACO algorithm (3a)
• Non-optimal scheduling for irregular task performance times obtained as a result of Coff‐
man and Graham algorithm use (3b).
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Figure 18. Non-optimal problem scheduling for irregular task performance times – Coffman and Graham algorithm
(2b)
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Figure 19. Optimal problem scheduling for irregular task performance times – ACO algorithm (3b)
Both compared algorithms obtain optimal scheduling for the problem with regular (singu‐
lar)  task performance times (3a).  For  different  task performance times (3b)  the Coffman
and Graham algorithm does not obtain optimal scheduling, whereas the ACO algorithm
does obtain.
Hu algorithm
Scheduling of tasks with singular performance times which create a digraph of anti-tree
type on identical processors in order to minimize Cmax. Algorithm complexity is O(n).
Figure 20. Graph of tasks used for the comparison of ACO and Hu algorithms.
Test problem no 1:
• 3 identical processors,
• 11 tasks with singular performance times,
Scheduling in Manufacturing Systems – Ant Colony Approach
http://dx.doi.org/10.5772/51487
147
• Graph of tasks (anti-tree):
• Optimal scheduling for problem 1 obtained as a result of Hu algorithm use:
Figure 21. Optimal scheduling for problem 1 solved with Hu algorithm.
• Optimal scheduling for problem 1 obtained as a result of ACO algorithm use.
Figure 22. Optimal scheduling for problem 1 solved with ACO algorithm.
Test problem no 2:
• 3 identical processors,
• 12 tasks with singular performance times,
• Graph of tasks (anti-tree):
Figure 23. Graph of tasks used for the comparison of ACO and Hu algorithms (test problem no 2)
• Optimal scheduling for problem 2 obtained as a result of Hu algorithm use.
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Figure 24. Optimal scheduling for problem 2 solved with Hu algorithm
• Optimal scheduling for problem 2 obtained as a result of ACO algorithm use.
Figure 25. Optimal scheduling for problem 2 solved with ACO algorithm
Both problems solved with Hu algorithm were also solved easily by ACO algorithm. Sched‐
uling obtained is optimal.
Baer algorithm
Scheduling of indivisible tasks, with singular performance times, which create a graph of
anti-tree type on two uniform processors in order to minimize Cmax.
Test problem:
• 2 uniform processors with speed coefficients b1 = 2, b2 =1.
• 11 tasks with singular performance times.
• Graph of tasks (anti-tree):
Figure 26. Graph of tasks used for the comparison of ACO and Baer algorithms.
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• Optimal scheduling for the problem solved with Baer algorithm, obtained as a result of
ACO algorithm use.
Figure 27. Optimal scheduling for the problem solved with Baer algorithm, obtained as a result of ACO algorithm use
For the problem optimized with Baer algorithm, the ACO algorithm also obtains optimal
solution.
4.2. Comparison of algorithms for non-polynomial problems of task scheduling
4.2.1. NP- complete problem no 1:











5 3 4 4
10 3 9 8
10 6 4 4
20 3 15 16
20 6 9 8
20 8 7 6
Table 1. Scheduling nonpreemptive, independent tasks on identical processors.
For all problems under research algorithms found similar solutions. Only neural algorithm
did worse – for the problem of scheduling 10 tasks on 3 identical processors, 20 tasks on 6
processors and 20 tasks on 8 processors as well ACO algorithm for the problem of schedul‐
ing 20 tasks on 3 identical processors.
4.2.2. NP-complete problem no 2:
List scheduling with various methods of priority allocation
Because in general case the problem of scheduling dependent, nonpreemptable tasks is
highly NP-complete, in some applications one can use polynomial approximate algorithms.
Such algorithms are list algorithms.
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In the chapter five types of list scheduling rules were compared: HLFET (Highest Levels
First with Estimated Times), HLFNET (Highest Levels First with No Estimated Times),
RANDOM, SCFET (Smallest Co-levels First with Estimated Times), SCFNET (Smallest Co-
levels First with No Estimated Times) [12].
The number of cases, in which the solution differs less than 5% from optimal solution, is ac‐
cepted as an evaluation criterion for the priority allocation rule. If for 90% of examined ex‐
amples the sub-optimal solution fit in the above range, the rule would be described as
“almost optimal”. This requirement is met only by HLFET rule, which gives results varying
from optimum by 4,4% on average.
Example:
• 2 identical processors.
• 12 tasks with different performance times: (Z0,1), (Z1,1), (Z2,7), (Z3,3), (Z4,1), (Z5,1),
(Z6,3), (Z7,2), (Z8,2), (Z9,1), (Z10,3), (Z11,1).
• Graph of tasks:
Figure 28. The graph of tasks used for the comparison of ACO and list algorithms
Scheduling obtained as a result of ACO algorithm operation.
Figure 29. Scheduling obtained with ACO algorithm.
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The length of obtained scheduling is compliant with the scheduling which was obtained
by  means  of  the  best  list  scheduling  available  for  this  case  and  which  is  HLFET  (”al‐
most optimal”).
4.2.3. Comparison with PDF/HIS algorithm
For research purposes a set of graphs was utilized from the website below: http://
www.kasahara.elec.waseda.ac.jp/schedule/index.html. Task graphs made available therein
were divided into groups because of the number of tasks. Minimum scheduling length was
calculated by means of PDF/HIS algorithm (Parallelized Depth First/ Implicit Heuristic
Search) for every tasks graph. STG graphs are vectored, a-cyclic tasks graphs. Different task
performance times, discretionary sequence constraints as well as random number of pro‐
cessors cause STG tasks scheduling problems to be NP-complete problems. Out of all solved
problems heuristic algorithms under research did not find an optimal solution (assuming
this is the solution obtained with PDF/IHS algorithm) only for three of them. However, re‐
sults obtained are satisfactory, because the deviation from optimum varies from 0,36% to



















rand0008 50 2 281 281 117 0 281 80 0
rand0038 50 4 114 114 1401 0 114 818 0
rand0107 50 8 155 155 389 0 155 411 0
rand0174 50 16 131 131 180 0 131 190 0
rand0017 100 2 569 569 171 0 569 92 0
rand0066 100 4 253 253 4736 0 257 3644 1,58
rand0106 100 8 205 205 861 0 205 927 0
rand0174 100 16 162 162 265 0 162 216 0
rand0020 300 2 827 846 5130 2,30 830 4840 0,36
rand0095 300 8 382 394 5787 3,14 384 5253 0,52
rand0136 300 16 324 339 2620 4,63 324 3067 0
Table 2. Comparison with PDF/IHS algorithm – the influence of tasks number
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Algorithms were investigated by scheduling tasks represented with the same graph (50 STG
tasks) on a different number of processors.










50 2 228 228 132 228 92
50 4 114 114 1401 114 925
50 8 57 61 4318 58 4442
50 16 48 48 58 48 33










50 2 267 267 388 267 412
50 4 155 157 4487 160 3339
50 8 155 154 89 155 112
50 16 155 155 10 155 8
Table 4. Minimization of Cmax of dependent tasks (STG rand0107.stg)
 
In all researched problems algorithms under comparison found optimal solution. The only
difference can be observed in the number of iterations needed to find an optimal solution.
ACO algorithm needed less iterations than neural one to find the solution.
5. Comparing ACO algorithm and neural algorithm
For multiple criteria optimization in the following tests comparisons were made of compro‐
mise solutions for ACO algorithm with the results of neural algorithm. Optimization criteria
were: time, cost and power consumption. Additional requirements and constraints were
adopted: maximum number of processors – 5, maximal cost – 3, maximal time – 25.
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mise solutions for ACO algorithm with the results of neural algorithm. Optimization criteria
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Cost Time Power consumption Cost Time Power consumption
5 1,75 6,75 9,26 1,00 3,90 4,39
10 1,50 6,20 35,47 1,50 8,50 11,61
15 2,75 18,00 22,96 2,00 16,00 17,85
20 1,75 12,83 35,45 2,00 22,50 20,31
25 2,00 14,50 51,25 2,00 22,00 28,93
30 2,75 16,90 63,58 2,50 23,00 35,01
35 2,00 18,00 78,30 2,50 24,67 36,12
40 2,75 17,75 104,68 2,50 17,00 72,52
45 2,25 21,75 99,50 2,50 18,67 79,02
50 2,25 23,88 113,26 2,50 21,00 88,57
55 2,50 25,00 164,58 2,50 22,50 95,33
Table 5. Comparison of Ant Colony and neural for minimization of time, cost and power consumption.
Results were illustrated on the following charts – Chart: 30, 31, and 32.
When comparing solutions obtained by the algorithms one cannot provide an unequivocal
answer which of the optimization methods is better. Greater influence on the quality of of‐
fered solutions has the algorithm itself, especially its exploration capacity of admissible solu‐
tions space. When analyzing the graphs of interdependence between cost and task number,
it appears that neural algorithm is more stable i.e. attempts to maintain low cost, despite an
increase in the number of tasks. This results in worse task performance time what is very
visible on the graph where time is contingent on the number of tasks. From power con‐
sumption analysis it is evident that ACO algorithm solutions are more beneficial.
Chart 30. Influence of number tasks on cost – minimization of time, cost and power consumption .
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Chart 31. Influence of number of tasks on time – minimization of time, cost and power consumption.
Chart 32. Influence of number of tasks on power consumption – minimization of time, cost and power consumption.
Additional requirements and constraints were adopted: maximum number of processors: 5,
maximal cost: 8, maximal time: 50.
Results were illustrated in the following charts - Chart: 33, 34, and 35.
Chart 33. Influence of number of tasks on cost – minimization of time, cost and power consumption with of cost
of memory.
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Cost Time Power consumption Cost Time Power consumption
10 6,50 2,00 37,99 4,50 6,00 7,52
20 1,50 18,50 33,15 4,00 11,00 19,07
30 5,90 23,00 82,41 5,00 14,00 30,98
40 7,00 23,00 121,56 5,00 18,00 37,33
50 4,25 16,20 186,05 5,00 21,00 49,99
60 2,50 32,00 175,24 5,00 25,00 60,20
70 2,50 38,00 167,59 5,00 29,00 69,35
80 3,25 37,00 183,67 5,00 32,00 79,19
90 4,25 28,60 328,73 5,00 36,00 98,39
100 6,75 30,33 336,36 5,50 39,00 101,62
110 4,25 41,80 435,77 5,00 43,00 115,53
Table 6. Comparison of Ant colony and neural for minimization of time, cost and power consumption.
Chart 35. Influence of number of tasks on power consumption – minimization of time, cost and power consumption
with memory cost
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6. Conclusions
Conducted research shows that presented algorithms for task scheduling obtain good solu‐
tions - irrespectively of investigated problem complexity. These solutions are considered op‐
timal or sub-optimal whose deviation from optimum does not exceed 5%. Heuristic
algorithms proposed for task scheduling problems, especially ACO, should be a good tool
for supporting planning process.
One should indicate a possible and significant impact of anomalies in task scheduling on the
quality of the obtained results. The following examples [12] show a possibility of appearing
such anomalies. Take an example of this digraph of tasks:
•
• Diminishing of performance time for all the tasks ti’ = ti – 1 and the scheduling is longer
than optimum scheduling (independently from choice list!):
For different problem instances, particular algorithms may achieve different successes; oth‐
ers may achieve worse results at different numbers of tasks. The best option is to obtain re‐
sults of different algorithms and of different runs.
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The goal of this scheduling is to find an optimum solution satisfying the requirements and
constraints enforced by the given specification of the tasks and resources as well as criteria.
As for the optimality criteria for the manufacturing system for better control, we shall as‐
sume its minimum cost, maximum operating speed and minimum power consumption.
We will apply multi-criteria optimization in sense of Pareto. The solution is optimized in
sense of Pareto if it is not possible to find a better solution, regarding at least one criterion
without deterioration in accordance to other criteria. The solution dominates other ones if all
its features are better. Pareto ranking of the solution is the number of solutions in a pool
which do not dominate it. The process of synthesis will produce a certain number of non-
dominated solutions. Although non-dominated solutions do not guarantee that they are an
optimal Pareto set of solutions; nevertheless, in case of a set of suboptimal solutions, they
constitute one form of higher order optimal set in sense of Pareto and they give, by the way,
access to the problem shape of Pareto optimal set of solutions.
Let’s assume that we want to optimize a solution of two contradictory requirements: the cost
and power consumption Fig. 36.
While using a traditional way with one optimization function, it is necessary to contain two
optimal criteria in one value. To do that, it is advisable to select properly the scales for the
criteria; if the scales are selected wrongly, the obtained solution will not be optimal. The
chart in the illustration shows where, using linearly weighed sum of costs, we will receive
the solution which may be optimizes in terms of costs.
Figure 36. Set of optimal solutions in sense of Pareto.
Cost optimization, power and time consumption in the problem of scheduling is, undoubt‐
edly, the problem where the potential number of solutions in sense of Pareto is enormous.
Future research: others of instances of scheduling problems, and additional criteria, espe‐
cially in sense of Pareto and for dependable systems, are still open and this issue is now
studied.
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Cost optimization, power and time consumption in the problem of scheduling is, undoubt‐
edly, the problem where the potential number of solutions in sense of Pareto is enormous.
Future research: others of instances of scheduling problems, and additional criteria, espe‐
cially in sense of Pareto and for dependable systems, are still open and this issue is now
studied.
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1. Introduction
The growth of intelligent transport systems (ITS) has recently been quite fast and impressive,
and various kinds of studies on ITS from the viewpoint of artificial intelligence have also
been done [1][2][3][4][5]. However, there are still many problems that need to be solved and
alleviating traffic congestion is one of the main issues. Reducing traffic congestion is quite
urgent because the amount of money lost due to congestion within only 1 km in Tokyo has
reached as much as 400 million yen per year. To alleviate this situation, two traffic-control
systems called the “Vehicle Information and Communication System (VICS)” and “the probe
car system (PCS)” are currently in operation in Japan.
VICS is a telecommunication system that transmits information such as that on traffic
congestion and the regulation of traffic by detecting car movements with sensors installed
on the road [6]. Information on car movements and that on forecasting traffic congestion are
analyzed at the VICS center in real time and then the information from the center is displayed
on equipment, such as car-navigation systems installed in individual cars (see Fig. 1).
Figure 1. VICS
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2 Steroids
PCS also provides information on car movements and that on forecasting traffic congestion
to individual drivers the same as VICS does. Different from VICS, this system collects traffic
information from all cars, which are considered to be movable sensor units. Each car has a
telecommunication unit and transmits several kinds of information such as position, velocity,
and the status of the car to the central server. Then, the calculated car-movement and
traffic-congestion-forecasting information are analyzed and the information from the center
is displayed on equipment, such as car-navigation systems.
Though these two systems are currently operated in Japan, the system structure of both
systems is top down and centralized, so the reaction to dynamic changes in traffic congestion
and occurrence of accidents is usually delayed and serious problems can occur when the
central server is down. In other words, there is a lack of real-time features and of robustness
in these systems.
On the other hand, traffic-control systems like ITS and PCS essentially have interesting
features for the coordination mechanisms of multi-agent systems (MASs). The coordination
mechanisms of MAS can generally be divided into two types: direct and indirect. In the
former, precise coordination can be achieved, but when the number of agents becomes
excessive the load of coordination becomes extreme. The coordination for the latter is usually
called ”stigmergy”. Stigmergy is a generic name for mechanisms that provide spontaneous,
indirect coordination between agents, where the influence in the environment left by the
behavior of one agent stimulates the performance of a subsequent action of this agent or a
different agent [7]. Since direct coordination is unnecessary in stigmergy, this mechanism
can work in situations with massive numbers of agents. However, there is no guarantee that
optimal coordination can be achieved. Therefore, how to create optimal coordination using
stigmergy is an ambitious topic for research.
Moreover, traffic-control systems essentially have an interesting feature for the system
architecture of MASs. Each agent in a MAS usually behaves to achieve a MAS goal regardless
of its local or global views, and no agent behaves selfishly for its own gain. Of course, the
goal of agents in a market-based environment is their own gain and basically they do behave
selfishly. However, in the MAS for traffic-control systems, two competitive goals need to be
achieved: the ”goal of each agent” and the ”goal of the MAS”.
In the MAS for a traffic-control system each agent, which controls each car1, wants to behave
selfishly to achieve its goal, e.g., optimal-route navigation by considering the shortest route
and the avoidance of congestion. Therefore, each agent in the ITS is in a competitive situation
similar to the conventional game environment in a MAS. However, the goal for the MAS itself
is stability and optimizing the traffic-control system. That is, eliminating traffic congestion
and minimizing the average travel time of all cars to attain a smooth traffic flow. To achieve
these goals, it may be necessary to restrict the behavior of each agent. Consequently, the
goal of each agent and the goal of the MAS have a competitive relation, and ITS is a very
interesting application for the MAS.
In the VICS and PCS currently operated in Japan, congestion information and
congestion-forecasting information are updated every 5 min. In other words, VISC or PCS
cannot forecast less than five minutes ahead. Since traffic data from sensors and cars are
collected at the central server and calculations are done by using all the data, this process
1 A system that interacts with a human driver to lead him to a destination as in a car-navigation system.
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needs a certain amount of time. Therefore, we propose a new congestion-forecasting system
that can react to dynamically changing traffic conditions based on a coordination mechanism
using the pheromone-communication model. Its main feature is to be able to forecast
short-term congestion one or two minutes ahead. There have been many studies on ITS
[8][9][10], but there have been few on the forecasting of short-term congestion.
Section 2 discusses traffic-congestion information for car agents and proposes a method
of forecasting congestion that uses a multi-agent coordination mechanism for road agents
set up at intersections based on a pheromone-communications model, which adaptively
responds to increasing amounts of congestion. Section 3 discusses our tests to verify the
basic effectiveness of this method. Finally, we conclude this paper in Section 4.
2. Method of forecasting congestion based on pheromone-
communications model
Congestion-forecasting technology is one of the main elements of ITS. Up to now, several
methods have been proposed, two of which are classified below.
• Long-term forecasting of congestion: A method of statistically analyzing past traffic data,
and discovering a pattern where congestion has occurred [13].
• Short-term forecasting of congestion: A method of forecasting congestion a few minutes
ahead by using real-time information.
Although it can effectively make forecasts under regular-congestion conditions that have
originated from car and road situations, a large amount of past data is necessary for analysis.
Moreover, it has weaknesses in forecasting under irregular-congestion conditions, such as
those experienced during the Golden-week holidays in Japan and the Christmas-holiday
season in the U.S.
VICS and PCS essentially belong to the second classification, and is excellent at short-term
forecasting of congestion. Yet, in the current VICS and PCS that is operating in Japan,
data from each car is collected at the central server and all calculations are done there.
Consequently, it is difficult to supply real-time information due to bottlenecks and time
lags in communicating information and the centralized calculations.
For solving these problems, a short-term system of forecasting congestion based on
distributed processing is adequate. This paper focuses on ”roads”, and we propose a MAS
consisting of many road agents. These road agents are set up at every intersection, and they
coordinate locally with one another to forecast congestion. In this research, we adopted the
pheromone-communications model as the mechanism for coordination.
Pheromone communications are based on the behavior of social insects like ants and bees
and are applied as a model that is used to adaptively respond to dynamic changes in the
environment in various applications [12] (see Fig. 2). Our method is an effective way of
forecasting congestion in which each road agent generates pheromone information on its
own road unit and exchanges this information with its neighboring agents. In a related
study, Ando et al. investigated the forecasting of congestion in a local area a short time after
pheromones had evaporated and diffused [11]. However, all drivers need to have the same
probe-car system installed in their vehicles. Even though there has been some discussion on
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When one ant finds an advantageous path from the colony to food, others are
more likely to follow that path, and positive feedback eventually leads all the
ants to follow a single path.
Figure 2. Ant-colony optimization
information being shared, individual automobile manufacturers are currently developing
their own probe-car systems and consequently the rate of diffusion of these probe-car
systems is quite low. Therefore, we decided to develop a more realistic and universal system
by focusing on the road and not the cars.
Figure 3. Structure of road environment
Figure 4. Two important flows in congestion dynamics
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Figure 5. Flow chart for forecasting congestion
2.1. Congestion-forecasting algorithm
First, we will define the road environment as follows (see Fig. 3):
• A road unit is a section between two connected intersections. Each road unit consists of
several lanes, usually in both directions, with no branching.
• The number of cars going through an intersection is counted by a sensor installed at
each intersection, and this number is sent to each road agent installed on roadside server
computers at regular intervals.
• The road agent installed in each roadside server computer calculates and forecasts the
traffic congestion.
Therefore, central servers and probe-car systems are not necessary with our method.
A road unit on which a car is currently traveling is called “upstream”, and a road unit
that will be reached in the future is called “downstream”. We focused on two important
car-flow dynamics to investigate traffic congestion (see Fig. 4). The first was the flow in
traffic density, which spreads from upstream to downstream, corresponding to the movement
of cars. The second was the flow in traffic congestion, which spreads from downstream to
upstream. At this point, the traffic congestion is defined as follows: a certain road unit
becomes bottle-necked blocking the flow of cars. This blocking generates a queue of cars
from downstream to upstream.
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computers at regular intervals.
• The road agent installed in each roadside server computer calculates and forecasts the
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A road unit on which a car is currently traveling is called “upstream”, and a road unit
that will be reached in the future is called “downstream”. We focused on two important
car-flow dynamics to investigate traffic congestion (see Fig. 4). The first was the flow in
traffic density, which spreads from upstream to downstream, corresponding to the movement
of cars. The second was the flow in traffic congestion, which spreads from downstream to
upstream. At this point, the traffic congestion is defined as follows: a certain road unit
becomes bottle-necked blocking the flow of cars. This blocking generates a queue of cars
from downstream to upstream.




Figure 6. Calculation of current traffic situation
In this paper, we formulate the flow of traffic density using “traffic-density pheromones ∆τ”
and formulate the growth of the queue using “congestion-diffusion pheromones q”. To make
forecasts more accurate, we introduce the “evaporation rate e”, which indicates the change
in congestion density from generation to dissolution.
Each road agent in our algorithm forecasts traffic congestion at one minute intervals, as
shown in Fig. 5, where τ(p, t, x) is the forecasted traffic density of a road unit s at time t
and ∆τ(p, t, x) is the forecasted transition in traffic congestion of road unit s at time t. Even
though the calculation interval for forecasting can be shortened further, this increases the
load of communication between the sensor and road agent. The one-minute intervals are
much shorter than the five minutes of VICS.
Forecasting one minute ahead is calculated through coordination between each agent
and their adjacent neighbouring agents. And forecasting two or more minutes ahead is
calculated through coordination between each agent and more dispersed neighbouring
agents.
2.2. Calculation of the current traffic situation
The inflowing amount, I(p, t), and outflowing number, O(p, t), of cars at regular intervals
t are measured with a sensor and are sent to road agents. I(p, t) indicates how many cars
flowed into a road unit, p, and O(p, t) indicates how many flowed out of it. First, the road
agent that receives this information calculates the traffic density as





where N(p, t) is the number of cars, d(p, t) is the traffic density at intervals t of a road unit,
p, lcar is the length of a car
2, lp is the length of the road unit, p, and Lp is the number of
lanes of p (see Fig. 6).
2 More precisely, the length of a car + the distance between two cars.
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2.3. Calculation of congestion forecasting pheromone
Each road agent calculates the congestion forecasting pheromone, τ, which indicates the
forecasted congestion density that will occur a few minutes ahead the current situation.
τ(p, t, 0) = d(p, t) and ∆τ(p, t, 0) = I(p, t)− O(p, t) are the initial values for this calculation.
As Fig. 5 shows, the traffic-density pheromones ∆τ(p, t, x), congestion-diffusion pheromones
q(p, t, x), and evaporation rate e(p, t, x) are calculated using τ(p, t, x − 1), ∆τ(p, t, x − 1),
τ(p′, t, x − 1), and ∆τ(p′, t, x − 1). At this point, τ(p′, t, x − 1) and ∆τ(p′, t, x − 1) are given
from the neighbouring road unit. Then, τ(p, t, x) is calculated.
(a) Calculation of traffic-density pheromones
As previously mentioned, the traffic density spreads from upstream to downstream,
corresponding to the movement of cars. What is important is how fast this flow is
transmitted, and we define the transmitting velocity of traffic density as S(p, t, x).
S(p, t, x) = sp × bsp × j f (p, t, x) (3)
Here, sp is the distance that a car moves during a certain time span and this is calculated
from the maximum legal speed limit of road unit p. bsp is the proportion of time green lights
are displayed in a signal cycle in the traveling direction of the car on this road. Moreover,
j f (p, t, x) is a congestion factor that shows the decreasing ratio of the transmitting velocity
of traffic density due to the congestion.
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j f (p, t, x) =
{
1.0 (τ(p, t, x − 1) < α)
1.0 − τ(p, t, x − 1) (τ(p, t, x − 1) ≥ α)
(4)
α is a threshold where the congestion factor demonstrates the effect, and α = 0.5 is used
here. S(p, t, x) indicates the transmission distance of the traffic density in the one time span,
so the ratio of S(p, t, x) and lp is important.
∆τ(p, t, x) = ∑
p′⊂Nb
f (p, p′)× ∆τ′(p′, p, t, x) (5)
∆τ
′(p, t, x) =
{
∆τ(p, t, x − 1)&(S(p, t, x) > lp)
S(p,t,x)
lp
× ∆τ(p, t, x − 1)&(S(p, t, x) ≤ lp)
(6)
where Nb indicates the set of upstream road units p and f (p, p
′) is a parameter that changes
based on the relation between p and p′. In this study, f (p, p′) was 0.7 when the road unit,
p′ → p, was straight, 0.2 when it turned left, and 0.1 when it turned right.
(b) Calculation of congestion diffusion pheromones
As previously mentioned, traffic congestion spreads from downstream to upstream.
Therefore, the congestion diffusion pheromones are defined based on the difference between
the congestion level of the current road unit and the congestion level of the next road unit.
q(p, t, x) = ∑
p”⊂Nf
g(p, p”)× q′(p”, p, t, x) (7)
q′(p”, p, t, x) = {τ(p”, t, x − 1)− τ(p, t, x − 1)} (8)
where Nf indicates the set of downstream road unit p, and g(p, p”) is a parameter that
changes based on the relation between p and p′′, which is the same as f (p, p′).
1 min ahead 3 min ahead 5 min ahead
Forecasting with pheromone method 0.98 0.94 0.91
Conventional forecasting 0.95 0.88 0.79
Table 1. Comparison of correlation coefficient between forecast and actual values due to changes in traffic density
(forecasting 1 min ahead).
(c) Calculation of evaporation rate
As previously mentioned, the evaporation rate indicates the change in congestion density
due to its generation and dissolution. That is, by referring to the degree of traffic change,
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Figure 8. Forecasting scenario in simulator
Figure 9. Comparison of congestion forecasting due to changes in traffic density (forecasting 1 min ahead).
∆τ(p, t, 0) = I(p, t)− O(p, t), ∆τ becoming larger than normal means that traffic congestion
will occur. However, ∆τ becoming smaller than normal means that traffic congestion is
“evaporating”. To determine the amount of normal traffic change on the road unit p, the
decentralization, vp, of this change is calculated using the data from a previous day.
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β2&(v(p, t, 0) < −x × vp)
(9)
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The above expression shows that when the difference between the observed amount of
traffic and the amount of traffic in normal conditions increases, the degree of congestion
generation and congestion evaporation becomes big. β1 and β2 are parameters that indicate
the degree of evaporation and in this study, β1 is 1.1 and β2 is 0.9.
(d) Calculating congestion-forecasting pheromones
The forecasting of congestion pheromones after x minutes is calculated from the above value
as follows.
τ(p, t, x) = e(p, t, x)× τ(p, t, x − 1) + ∆τ(p, t, x) + q(p, t, x) (10)
Each road agent forecasts short-term traffic congestion by sequentially and repeatedly
calculating (a) to (d) from the above.
2.4. Simulations
To experimentally verify the basic effectiveness of our proposed forecasting model, we
implemented a simple simulation environment and compared the accuracy of forecasting a
few minutes ahead (i.e., one, three, and five minutes) with the proposed and a conventional
method. We especially verified the effectiveness of our methodology in two respects, i.e.,
1. The forecasting accuracy of generation/dis-
solution of congestion due to changes in traffic density and
2. The forecasting accuracy of generation/dis-
solution of congestion due to sudden accidents.
The correlation coefficient of the actual measurements and the forecasting values was used
for the evaluation, and the simulation environment shown in Fig. 7 was used for the
experiment. This simple simulator had a 5 x 5 lattice structure with single-lane roads. There
was one traffic signal at each intersection. The length of one road unit, i.e., the distance
between two consecutive intersections, was 400 m.
In this experiment, we set 1time − step to 1sec and 1time − span to 60time − steps. Each road
agent calculated the traffic density on its own road unit every minute, and forecasted until 5
minutes ahead. To evaluate the effectiveness of the proposed method, we used a conventional
method of short-term forecasting based on a statistical approach [8] and made forecasts 1, 3,
and 5 min ahead.
This conventional forecasting approach was based on the assumption that the current
congestion situation would generally continue for a few minutes. The current VICS and
PCS update their congestion information every five minutes, so if we used this conventional
method to forecast five minutes ahead, it could basically be thought of as using the same
approach as VICS and PCS.
Fig. 8 is an expansion of part of the simulator used in executing the forecasts. We can see
that one road agent forecasts congestion of its road unit that will not occur within 5 min but
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Figure 10. Comparison of congestion forecasts due to sudden accidents (forecasting 1 min ahead)
occur after this. On the other hand, we can also see that one agent forecasts congestion of its
road unit that will continue for longer than 5 min.
1 min ahead 3 min ahead 5 min ahead
Forecasting with pheromone method 0.98 0.94 0.86
Conventional forecasting 0.86 0.66 0.45
Table 2. Comparison of correlation coefficient between forecast and actual values due to sudden accidents
2.4.1. Congestion due to changes in traffic density
Traffic congestion is usually generated when more than the acceptable number of cars moves
into a road unit. We carried out the simulation for about 2 hours and generated and
evaporated congestion several times by changing the traffic density. We then compared our
proposed method with the conventional approach by forecasting 1, 3, and 5 min ahead.
As a result, our proposed approach had a higher accuracy than the conventional method
(Table 1). Fig. 9 shows the change in the actual traffic-congestion level (blue line) and
the forecast congestion level 1 min ahead by using the conventional (yellow line) and our
approach (red line). The change in the red line is similar to that in the blue line. The change
in the yellow line, on the other hand, is delayed. Therefore, our proposed method can forecast
congestion more accurately than the conventional approach.
2.4.2. Congestion due to sudden accidents
Next, we evaluated how accurately congestion could be forecast when sudden accidents
occurred. This type of congestion does not happen based on changes in traffic density, but
it occurs due to the decreased capacity of the roads to accommodate cars traveling along
them. Since this decrease in capacity happens suddenly, the speed at which congestion is
diffused is very rapid. In our simulation, we compared the effectiveness of our proposed
method with that of the conventional approach by quickly changing the traffic density of a
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certain road unit. As Table 2 and Fig. 10 show, our proposed method is more accurate than
the conventional scheme. Forecasting accuracy particularly worsened with the conventional
method during long-term forecasts. However, we were able to maintain accurate forecasts
with our method.
3. Conclusion
We proposed a method of forecasting congestion using a multi-agent coordination
mechanism. A road agent installed at each intersection coordinates with its neighboring
road agents based on the pheromone-communications model to adaptively respond to
dynamically arising congestion and forecasts congestion a few minutes ahead. Here, we
tested and verified the basic effectiveness of this method using simple simulation.
It is unnecessary in our approach to utilize a sufficient number of cars with the same
probe system [8], or to upgrade the central server. At the very least, it needs to have
simple sensors installed to count the number of cars moving through intersections, and
small computers for road agents at these intersections. However, we have assumed that
various kinds of computers, servers, and sensors will be installed in various locations to
gather large amounts of information from the real world in about 5-10 years as part of
urban scanning. Actually, small-scale real-world experiments are now being conducted
in several locations throughout Japan [17]. These are based on the development of
ubiquitous-information-communication technologies such as sensor-networks and wireless
communication devices. In such situations, our method is expected to be quite practical.
This evaluation was only done through simulation, and the road map used had a simple
lattice structure. However, as we have already obtained detailed road data and VICS/PCS
data throughout the entire country of Japan, we can shortly begin to evaluate our method
using these real-world data.
As for traffic light control, all traffic lights need to react to dynamic changes in traffic in
real time [14][15][16] in traffic-light-control systems, which are also the primary systems for
controlling traffic. However, the current system cannot respond to dynamic changes in road
conditions in real time even though some automatic control occurs according to the traffic
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1. Introduction
Ant colony algorithms (ACA) were first proposed by Dorigo et al. (1999) to solve difficult
optimization problems, such as the traveling salesman, and have since been extended to
solve many discrete optimization problems. As the name would imply, ACA are derived
from the process by which ant colonies find the shortest route to a food source. Real ant col‐
onies communicate through the use of chemicals called pheromones which are deposited
along the path an ant travels. Ants that choose a shorter path will transverse the distance at
a faster rate, thus depositing more pheromone. Subsequent ants will then choose the path
with more pheromone creating a positive feedback system. Artificial ants work as parallel
units that communicate through a cumulative distribution function (CDF) that is updated
by weights, determined by the “distance” traveled on a selected “path”, which are analo‐
gous to the pheromones deposited by real ants (Dorigo et al. 1999, Ressom et al. 2006). As the
CDF is updated, “paths” that perform better will be sampled at higher likelihoods by subse‐
quent artificial ants which, in turn, deposit more “pheromone”, thus leading to a positive
feedback system similar to the method of communication observed in real ant colonies. In
the specific application of feature selection, the “path” chosen by an artificial ant is a subset
of features selected from a larger sample space, and the “distance” traveled is some measure
of the features performance.
The idea of selecting a sub-set of features capable of best classifying a group of samples
can be,  and has been,  viewed as  an optimization problem.  The genetic  algorithm (GA),
simulated annealing (SA), and other optimization and machine learning algorithms have
been  applied  to  the  problem  of  feature  selection  (Lin  et  al.,  2006;  Ooi  and  Tan,  2003;
Peng et al.,  2003; Albrecht et al.,  2003). Though these methods are powerful, when deal‐
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ing  with  thousands  of  features  across  multiple  classes,  the  computational  cost  of  these
methods can be prohibitive. Previous results obtained with these methods when dealing
with  large  numbers  of  features,  utilized  filters  to  reduce  the  dimension  of  the  datasets
prior to implementation (Lin et  al.,  2006;  Peng et  al.,  2006),  or have produced relatively
low  prediction  accuracies  (Hong  and  Cho,  2006).  For  ACA,  the  communication  of  the
ants through a common memory has a synergistic  effect  that,  when coupled with more
efficient searching of the sample space though the use of prior information, results in op‐
timal solutions being reached in far fewer iterations than required for GA or SA (Dorigo
and Gambardella,  1997).  The algorithm also lends itself  to  parallelization,  with ants  be‐
ing run on multiple  processors,  which can further reduce computation time,  making its
use more feasible with high dimension data sets.
2. General presentation of ant colony algorithm
The ACA employs artificial ants that communicate through a probability density function
(PDF) that is updated at-each iteration with weights or “pheromone levels”, which are anal‐
ogous to the chemical pheromones used by real ants. The weights can be determined by the
strength of the association between selected feature and the response of interest. Using the
notation in [Dorigo and Gambardella, 1997; Ressom et al., 2006], the probability of sampling



















where τm(t) is the amount of pheromone for feature m at time t; ηmis some form of prior
information on the expected performance of feature,α  and β  are parameters determining
the  weight  given to  pheromone deposited by ants  and a  priori  information on the  fea‐
tures, respectively.
Using the PDF as defined in equation (1), each of j artificial ants will select a subset Sk  of n
features from the sample spaceS  containing all features. The pheromone level of each fea‐
ture m in Sk  is then updated according to the performance of Skas:
( 1) (1 ) * ( ) ( )m m mt t tt r t t+ = - + D (2)
where ρ is a constant between 0 and 1 representing the rate at which the pheromone trail
evaporates; Δτm(t)is the change in pheromone level for feature m based on the sum of accu‐
racy of all Sk  containing SNP m, and is set to zero if feature m was not selected by any of the
artificial ants.
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Although the general idea of the ACA is simple and intuitive, its application to solve re‐
al world applications requires some good heuristics in defining the pheromone functions
and their  updating.  In this  chapter,  we are presenting three applications of  the ACA in
the field of genetics and genomics based on previously published research by our group
[Robbins  et  al.,  2007,  Robbins  et  al.,  2008;  Spangler  et  al.,  2008;  Rekaya  and  Robbins,
2009; Robbins et al., 2011]. Specific implementation details for each application are added
in the appropriate sections of the chapter.
2.1. Ant colony algorithm for feature selection in high dimension gene expression data for
disease classification
The  idea  of  using  gene  expression  data  for  diagnosis  and  personalized  treatment
presents a promising area of medicine and, as such, has been the focus of much research
(Bagirov et al.,  2003; Golub et al.,  1999, Ramaswamy et al.,  2001). Many algorithms have
been developed to classify disease types based on the expression of selected genes,  and
significant gains have been made in the accuracy of disease classification (Antonov et al.,
2004;  Bagirov  et  al.,  2003).  In  addition  to  the  development  of  classification  algorithms,
many studies have shown that improved performance can be achieved when using a se‐
lected subset  of  features,  as opposed to using all  available data (Peng et  al.,  2003;  Shen
et al.,  2006; Subramani et al.,  2006). Increases in accuracy achieved through the selection
of predictive features can complement and enhance the performance of  classification al‐
gorithms, as well as improve the understanding of disease classes by identifying a small
set of biologically relevant features (Golub et al., 1999).
In this section the ACA was implemented using the high-dimensional GCM data-set (Ram‐
aswamy et al., 2001), containing 16,063 genes and 14 tumor classes, with very limited pre-
filtering, and compared to several other rank based feature selection methods, as well as
previously published results to determine its efficacy as a feature selection method.
A.1 Latent variable model: A Bayesian regression model was used to predict tumor type in the
form of a probability pic(yic=1), with yic = 1 indicating that sample i is from tumor class c. The
regression on the vector of binary responses yc was done using a latent variable model
(LVM), with lic being an unobserved, continuous latent variable relating to binary response
yic such that:
yic ={1 if lic ≥00 if lic <0
The liability lic was modeled using a linear regression model as:
lic = X icβc + eic E (lic)= X icβc eic ~ N (0, 1)
where Xic corresponds to row i of the design matrix Xc for tumor class c. The link function of
the expectation of the liability X icβcwith the binary response yic was constructed via a probit
model (West, 2003) yielding the following equations:
pic(yic =1)=Φ(Xicβc) and pic(yic =1)=1−Φ(Xicβc)
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where Φ is the standard normal distribution function. Subject i was classified as having tu‐
mor class c if pic(yic =1) was the maximum of the vector pi, containing all pic(yic =1) c=1,…, nc,
where nc is the number of tumor classes in the data set.
A.2 Gene Selection: Filter and wrapper based methods were used to select features to form
classifiers for each tumor class. Filter methods selected genes based on ranks determined by
the sorted absolute values of fold changes (FC), t-statistics (T), and penalized t-statistics (PT)
calculated for each gene for each tumor class. The wrapper method coupled the ACA with
LVM (ACA/LVM) such that groups of genes were selected using the ACA and evaluated for
performance using LVM.
A.3 Ant colony optimization: The general ACA presented in the previous section was used.
The prior information,ηmc , was assumed as:
ηmc =
f mc −min( f c)








where f cis  a  vector  of  all  fold change values for  tumor class  c;  tcis  a  vector  of  all  t-
statistic  values for  tumor class  c;  and ptc  is  a  vector  of  all  penalized t-statistic  values
for  tumor class  c.  After  several  trail  runs the parameters  α  and β  were set  to  1  and.3
respectively.
The ACA was initialized with all features having an equal baseline level of pheromone used
to compute Pm(0) for all features. Using the PDF as defined in equation (1), each of j artificial
ants will select a subset Sk  of n features from the sample space S  containing all features. The
pheromone level of each feature m in Sk  is then updated according to the performance of Sk
following equation (2).
The procedure can be summarized in the following steps:
1. Each ant selects a predetermined number of genes.
2. Training data is randomly split into two subsets for training (TDS) and validation
(VDS) containing ¾ and ¼ of the data, respectively (none of the original validation data
(VD) is used at any point in the ACA).
3. Using the spectral decomposition of TDS, principle components are computed to allevi‐
ate effects of collinearity and selected for TDS and VDS by removing components with
corresponding eigenvalues close to zero.
4. Using TDS, a latent variable model is trained for each tumor class, and pic(yic=1) is pre‐
dicted for every tumor class c for each sample i in VDS.
5. The accuracy for each tumor class c is calculated as:
Ant Colony Optimization - Techniques and Applications180








= å åic c ic cΦ(P β Φ(P β (3)
where Piccontains principle component values for sample i for tumor class c; βcis a vector of
coefficients estimated using TDS; nc is the number of samples in VDS having tumor class c;
and nr is the remaining number of samples in VDS.
6. The change in pheromone for each tumor class is calculated as:
Δτmc(t)=accc(1−accc)
where accc is the accuracy for tumor type c as calculated using equation (3).
Following the update of pheromone levels according to equation (2), the PDF is updated ac‐
cording to equation (1) and the process is repeated until some convergence criteria are met.
As the PDF is updated, the selected features that perform better will be sampled at higher
likelihoods by subsequent artificial ants which, in turn, deposit more “pheromone”, thus
leading to a positive feedback system similar to the method of communication observed in
real ant colonies. Upon convergence the optimal subset of features is select based on the lev‐
el of pheromone trail deposited on each feature.
A.4 GCM data set: The data set contained 198 samples collected from 14 tumor types: BR
(breast adenocarcinoma), Pr (prostate adenocarcinoma), LU (lung adenocarcinoma), CO
(colorectal adenocarcinoma), LY (lymphoma), BL (bladder transitional cell carcinoma), ML
(melanoma), UT (uterine adenocarcinoma), LU (leukemia), RE (renal cell carcinoma), PA
(pancreatic adenocarcinoma), OV (ovarian adenocarcinoma), ME (pleural mesothelioma),
and CNS (central nervous system). The unedited data set contained the intensity values of
16063 probes generate using Affymetrix high density oligonucleotide microarrays, and cal‐
culated using Affymetrix GENECHIP software (Ramaswamy et al, 2001). Following the
thresholding of intensity values to a minimum value of 20 and a maximum value of 16000, a
log base 2 transformation was applied to the data set. Genes with the highest expression val‐
ues being less than two times the smallest were removed, leaving 14525 probes for analysis.
A.5 Results and discussions: The GCM data set has been a benchmark to compare the perform‐
ance of classification and feature selection algorithms. Table 1 shows the best prediction ac‐
curacies obtained by methods used in this study and several previous studies (GASS (Lin et
al., 2006), GA/MLHD (Ooi and Tan, 2003), MAMA (Antonov et al., 2004), and GA/SVM (Liu
et al., 2005)) using independent test, performed on the same training and validation data
sets originally formed by Ramaswamy et al., 2001 (GCM split), and leave one out cross vali‐
dation (LOOCV). The proposed ACA/LVM yielded substantial increases in accuracies over
all other methods, with a 6.5% increase in accuracy over the next best results obtained using
the GCM split (Antonov et al., 2004). Furthermore, the ACA/LVM achieved increases of
13.9%, 40%, and 16.6% in accuracy over the FC/LVM, T/LVM, and PT/LVM methods of fea‐
ture selection, respectively.
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GCM splita Replicated splits LOOCVb
ACA/LVM(14525c) 90.7 84.8 ____
FC/LVM(14525) 79.6 74.8 ____
T/LVM(14525) 64.8 ____ ____
PT/LVM(14525) 77.8 74.4 ____
AVGd/LVM(14525) 79.6 74.8 ____
GASS(1000) 81.5 ____ 81.3
GA/MLHD(1000) 76 ____ 79.8
MAMA 85.2 ____ _____
GA/SVM(1000) ___ ____ 81
aSplit used by Ramaswamy et al 2001; bLeave one out cross validation; cNumber of genes selected prior to the imple‐
mentation of feature selection algorithm; dWeighted average of scaled fold change, t-test, and penalized t-test values.
Table 1. Accuracy (%) of tumor class predictions using ant colony algorithm (ACA) and several previously published
methods.
Due to its poor performance, the confusion matrix of predictions using T/LVM is not includ‐
ed, but matrices for the predictions obtained by the ACA/LVM, FC/LVM, and PT/LVM us‐
ing the GCM split can be found in Tables 2-4. These tables show that the ACA/LVM
performs as good or better than the rank based methods for every tumor type. Additionally
the ACA/LVM correctly predicted 50% of the BR samples, a tumor class that has traditional‐
ly yielded very poor results (Bagirov et al., 2003; Ramaswamy et al., 2001). The ACA/LVM
also achieved 100% prediction accuracy for 10 of the 14 tumor classes, as compared to only 7
and 8 when using FC/LVM or PT/LVM, respectively.
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To further evaluate performance, each of the feature selection algorithms was tested using
four additional random splits of the data. The best classification accuracies obtained for each
algorithm can be found in Table 5. The ACA/LVM algorithm yielded the best prediction ac‐
curacies for all replicates, with increases in accuracies ranging from 6.7% to 14% over the
best accuracies obtained by filter methods. When looking at the three filter methods it can be
seen that the best method varied depending on the replication. These findings are in agree‐
ment with Jefferey et al. (2006).
Replication 1 2 3 4 5
ACA/LVM 90.7 83.3 79.6 81.5 88.9
FC/LVM 79.6 77.8 68.5 72.2 75.9
PT/LVM 77.8 77.8 66.7 68.5 81.5
AVGb/LVM 79.6 70.4 70.4 70.4 83.3
a Split used by Ramaswamy et al 2001; bWeighted average of scaled fold change (FC),
t-test (PT), and penalized t-test values (PT).
Table 5. Classification accuracies using several feature selection methods
Due  to  a  lack  of  any  good  criterion  for  determining  an  objective  cut-off  value  for  the
rank based methods, several values were used and evaluated. Since the use of fewer fea‐
tures  is  desirable  from  a  biological  standpoint,  an  upper  limit  of  50  genes  per  tumor
class was imposed on all  methods. Table 6 shows the number of genes needed for each
tumor type to achieve the best results, averaged across all replicates. It can be seen that,
for  10  of  the  14  tumor  classes,  the  ACA/LVM selects  fewer  genes  than  the  rank  based
methods.
The performance of the ACA/LVM model was superior, not only to the filter based methods
used in this study, but also several reported results using the GCM data set. The ACA/LVM
consistently yielded superior accuracies using fewer genes than the filter based methods, for
which ranks varied with each replication. The breaks in pheromone levels observed with the
most predictive genes also provided more objective selection criteria for identifying top fea‐
tures, unlike the filter methods in which truncation points were somewhat arbitrary. The ob‐
jective selection criteria and robustness of the ACA, within the confines of the GCM data set,
make it a superior method for clinical applications, as it could enable a single procedure to
be effectively applied to varied applications. The use of filter based methods in such scenar‐
ios would require different combinations of truncation points and scoring methods for each
data set, a highly impractical endeavor.
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BR PR LU CO LY BL ML UT LE RE PA OV ME CNS
ACA 3.4 4.8 2 7.8 6.6 19.6 4.6 7.6 3.2 16 14.6 17.2 5 5.6
FC 18 18 18 18 18 18 18 18 18 18 18 18 18 18
PT 14 14 14 14 14 14 14 14 14 14 14 14 14 14
Averagea 18 18 18 18 18 18 18 18 18 18 18 18 18 18
a Weighted average of scaled fold change (FC), t-test, and penalized t-test (PT) values
Table 6. Number of genes selected for each tumor type using ACA and other feature selection methods.
The superiority of the ACA/LVM when compared to models using GA indicates the ACA’s
utility, as compared to other optimization methods, when working with high dimension da‐
ta sets. The ACA’s ability to incorporate prior information in the optimization process pro‐
vides several advantages over other optimization algorithms when dealing with large
numbers of features. The inclusion of prior information in the pheromone function focuses
the selection process on genes that should yield better results without the need for an explic‐
it truncation of the data, which was needed to achieve good results with the GA (Hong and
Cho, 2006; Lin et al., 2006; Liu et al., 2005; Ooi and Tan et al., 2003; Peng et al., 2003). Trunca‐
tion of large numbers of genes could a priori eliminate genes from consideration that,
though they may not have high predictive ability alone, could contribute to the predictive
power of an ensemble of genes. Additionally, depending on the method of truncation, the
reduced gene list could be highly redundant (Lin et al., 2006; Shen et al., 2006), further re‐
ducing the informativeness of pre-selected genes. Conversely, when removing a small num‐
ber of features in a large data set, the truncated data set may be too large for efficient
convergence of the algorithm (Lin et al., 2006). Additionally, the inclusion of prior informa‐
tion allows the ACA to be coupled with many other types of feature selection methods,
making the ACA a versatile feature selection tool.
For LU tumors, the ACA identified two genes capable of classifying LU tumor samples with
100%, in each of the five replicates. The selected genes, SP-B and SP-A, both encode pulmo‐
nary surfactant proteins which are necessary for lung function. Another tumor class, with
which the ACA was able to select a small number of highly predictive genes, was CNS. As
with the LU tumor type, the genes selected by the ACA were very consistent from replica‐
tion to replication. The gene encoding for APCL protein had the highest pheromone levels
in all five replicates and was the only gene required to achieve 100% accuracy in replicate
five. APCL protein is a homologue of APC, a known tumor suppressor that interacts with
microtubules during mitosis (Akiyama and Kawasaki, 2006). The gene encoding MAP1B, a
protein found to be important in synaptic function of cortical neurons, was also identified as
being highly predictive of CNS tumor types. Several other genes selected by the ACA, found
in supplemental materials, were identified in a previous study (Antonov et al., 2004).
In contrast to the LU and CNS tumor types, BR samples were consistently predicted with
low accuracies. These findings are in agreement with previous results (Bagirov et al., 2003;
Ramaswamy et al., 2001). Unlike the gene list obtained for BR and CNS tumor types, the
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seen that the best method varied depending on the replication. These findings are in agree‐
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Table 5. Classification accuracies using several feature selection methods
Due  to  a  lack  of  any  good  criterion  for  determining  an  objective  cut-off  value  for  the
rank based methods, several values were used and evaluated. Since the use of fewer fea‐
tures  is  desirable  from  a  biological  standpoint,  an  upper  limit  of  50  genes  per  tumor
class was imposed on all  methods. Table 6 shows the number of genes needed for each
tumor type to achieve the best results, averaged across all replicates. It can be seen that,
for  10  of  the  14  tumor  classes,  the  ACA/LVM selects  fewer  genes  than  the  rank  based
methods.
The performance of the ACA/LVM model was superior, not only to the filter based methods
used in this study, but also several reported results using the GCM data set. The ACA/LVM
consistently yielded superior accuracies using fewer genes than the filter based methods, for
which ranks varied with each replication. The breaks in pheromone levels observed with the
most predictive genes also provided more objective selection criteria for identifying top fea‐
tures, unlike the filter methods in which truncation points were somewhat arbitrary. The ob‐
jective selection criteria and robustness of the ACA, within the confines of the GCM data set,
make it a superior method for clinical applications, as it could enable a single procedure to
be effectively applied to varied applications. The use of filter based methods in such scenar‐
ios would require different combinations of truncation points and scoring methods for each
data set, a highly impractical endeavor.
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utility, as compared to other optimization methods, when working with high dimension da‐
ta sets. The ACA’s ability to incorporate prior information in the optimization process pro‐
vides several advantages over other optimization algorithms when dealing with large
numbers of features. The inclusion of prior information in the pheromone function focuses
the selection process on genes that should yield better results without the need for an explic‐
it truncation of the data, which was needed to achieve good results with the GA (Hong and
Cho, 2006; Lin et al., 2006; Liu et al., 2005; Ooi and Tan et al., 2003; Peng et al., 2003). Trunca‐
tion of large numbers of genes could a priori eliminate genes from consideration that,
though they may not have high predictive ability alone, could contribute to the predictive
power of an ensemble of genes. Additionally, depending on the method of truncation, the
reduced gene list could be highly redundant (Lin et al., 2006; Shen et al., 2006), further re‐
ducing the informativeness of pre-selected genes. Conversely, when removing a small num‐
ber of features in a large data set, the truncated data set may be too large for efficient
convergence of the algorithm (Lin et al., 2006). Additionally, the inclusion of prior informa‐
tion allows the ACA to be coupled with many other types of feature selection methods,
making the ACA a versatile feature selection tool.
For LU tumors, the ACA identified two genes capable of classifying LU tumor samples with
100%, in each of the five replicates. The selected genes, SP-B and SP-A, both encode pulmo‐
nary surfactant proteins which are necessary for lung function. Another tumor class, with
which the ACA was able to select a small number of highly predictive genes, was CNS. As
with the LU tumor type, the genes selected by the ACA were very consistent from replica‐
tion to replication. The gene encoding for APCL protein had the highest pheromone levels
in all five replicates and was the only gene required to achieve 100% accuracy in replicate
five. APCL protein is a homologue of APC, a known tumor suppressor that interacts with
microtubules during mitosis (Akiyama and Kawasaki, 2006). The gene encoding MAP1B, a
protein found to be important in synaptic function of cortical neurons, was also identified as
being highly predictive of CNS tumor types. Several other genes selected by the ACA, found
in supplemental materials, were identified in a previous study (Antonov et al., 2004).
In contrast to the LU and CNS tumor types, BR samples were consistently predicted with
low accuracies. These findings are in agreement with previous results (Bagirov et al., 2003;
Ramaswamy et al., 2001). Unlike the gene list obtained for BR and CNS tumor types, the
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gene lists for BR tumors were highly variable, suggesting potentially high heterogeneity in
these tumor samples. Despite dissimilarities between the genes selected across replications,
the ACA did identify SEPT9 as being highly predictive in four of the five replicates. The pro‐
tein encoded by this gene has been shown to be involved in mitosis of mammary epithelial
cells (Nagata et al., 2003) and has been associated with both ovarian and breast neoplasia
(Scott et al., 2006). The identification of this gene by the ACA demonstrates its ability to
identify biologically relevant features in challenging data sets.
2.2. The use of the ant colony algorithm for the detection of marker associations in the
presence of gene interactions
With the advent of high-throughput,  cost effective genotyping platforms, there has been
much focus on the use of  high-density  single  nucleotide polymorphism (SNP) genotyp‐
ing  to  identify  causative  mutations  for  traits  of  interest,  and  while  putative  mutations
have  been  identified  for  several  traits,  these  studies  tend  to  focus  on  SNP  with  large
marginal  effects  [Hugot  et  al.,  2001;  Woon et  al.,  2007].  However,  several  studies  have
found that gene interactions may play important roles in many complex traits [Coutinho
et al.,  2007;  Barendse et  al.,  2007].  Given the high density of SNP maker maps,  examin‐
ing all  possible  interactions  is  seldom possible  computationally.  As a  result,  studies  ex‐
amining gene interactions tend to focus on a small number of SNP, previously identified
as having strong marginal associations. Using an exhaustive search of all two-way inter‐
actions, Marchini et al.  achieved greater power to detect causative mutations than when
estimating only marginal effects.  Due to the high computational cost of this approach, a
two-stage model was proposed,  in which SNP were selected in the first  stage based on
marginal effects and then tested for interactions in the subsequent stage [Marchini et al.,
2005].  This approach could, however, result in the failure to detect important regions of
the genome in  the first  stage of  the model.  As such,  there  is  a  need for  methodologies
capable of identifying important genomic regions in the presence of potential gene inter‐
actions when large numbers of markers are genotyped.
One approach would be to view the identification of groups of interacting SNP as an optimi‐
zation problem, for which several algorithms have been developed. These algorithms are
designed to search large sample spaces for globally optimal solutions and have been applied
to a wide range of problems [Shymygelska and Hoos, 2005; Ding et al., 2005]. Through the
evaluation of groups of loci efficiently selected from different regions of the genome, optimi‐
zation algorithms should be able to account for potential interactions.
In this section, a modified ACA, enabling the use of permutation testing for global signifi‐
cance, was combined with logistic regression and implemented on a simulated binary trait
under the influence of interacting genes. The performance of the ACA was evaluated and
compared to models accounting for only marginal effects.
B.1 Logistic regression: Groups of SNP markers were evaluated based in haplotype genotype
effects estimated as log odds ratios (lor) using logistic regression (LR). The relationship be‐
tween the lor and the binary response can be expressed as:
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where Pi = probability (yi = 1) and X is a matrix containing indicator variables for the haplo‐
types formed from the selected SNP. Groups of SNP markers with less than two correspond‐
ing observations were discarded, and analysis was conducted on all remaining marker
groups.




1 + exp(X iβ)
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exp(X iβ)
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yielding the following relationships:
yi = {1 if exp(X iβ)1 + exp(X iβ) ≥0.5
0 if
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B.2 Marginal effects model: The genotype and haplotype association methods were imple‐
mented using R functions developed by [Gonzalez et al., 2007; Sinnwell and Schaid, 2005].
The haplotype analysis was implemented using a sliding window approach which utilizes a
window of k SNP in width sliding across the genome h SNP at a time. Individual SNP scores
were determined as the maximum average of all haplotypes containing a given SNP.
B.3 Ant colony algorithm: While the algorithm, in the aforementioned form can be used to
subjectively identify markers, it is not well suited for the calculation of permutation p-val‐
ues. When updating the pheromone function, as previously described in equation (2), the fi‐
nal pheromone levels are relative not only to prediction accuracy, but the number of times a
SNP marker is selected. As a result, the amount of pheromone deposited on a feature de‐
pends greatly on the amount of pheromone deposited on all other SNP markers and can
vary wildly from permutation to permutation. One obvious solution to this problem is to
use the average accuracy of all Sk  containing genotypes for SNP m; however, this approach
substantially reduces the ACA’s ability to efficiently burn in on good solutions, an attribute
needed to detect unknown gene interactions in high-dimension data sets.
To overcome these limitations, a two-layer pheromone function was developed:
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where τm(t) is the first pheromone layer updated using the sum of accuracies for all Sk  con‐
taining SNP m; τ2m(t)is the second pheromone layer updated using the average accuracy of
all Sk  containing genotypes for SNP m; andηm, α, βare as previously described. For the cur‐
rent study, αand α2 were set to 1, βwas set to.3 and the prior information (ηm) was the pre‐
diction the accuracy of SNP marker m, obtained using logistic regression on genotypes.
The pheromone for τm(t) was updated using equation (2) and τ2m(t) was updated using the
following equation:
2 ( 1) [ * 2( ) 2( )] / ( )m m mt t t t t nst t t+ = + D + (7)
where t is the iteration number; Δτm2(t)is the change in pheromone level for feature m based
on the sum of accuracy of all Sk  containing genotypes for SNP m, and is set to zero if feature
m was not selected by any of the artificial ants; and ns is the number of times SNP m was
selected at iteration t. Permutation p-values were calculated using τ2m(t) only.
The procedure can be summarized in the following steps:
1. Each ant selects a predetermined number of SNP markers.
2. Using the selected SNP markers, accuracies are computed using logistic regression on
haplotypes or genotypes.




1. The change in pheromone at time t is then calculated using equations (2) and (7).
2. Following the update of pheromone levels according to equations (2) and (7), the PDF is
updated according to equation (6) and the process is repeated until pheromone levels
have converged.
B.4  Data  simulation:  Genotype  data  on  90  unrelated  individuals  from  the  Japanese  and
Han Chinese  populations  were  downloaded from the HapMap ECODE project  website.
Each simulation scenario was replicated five times using two 500 Kbp regions on chro‐
mosome 2,  comprising 2047 polymorphic SNP. All  SNP haplotypes were assumed to be
known without error. The binary disease trait was simulated under a two locus epistatic
model as seen in Table 7.
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Scenario 1 Scenario 2
AB aB Ab ab AB aB Ab ab
AB 1 1 1 1 1 1 1 1
aB 1 1 1 1 1 1 1 1
Ab 1 1 1 1 1 1 1 1
Ab 1 1 1 15 1 1 1 10
Table 7. Relative risk for simulated trait (relative to the aa/bb genotype)
The loci of the causative mutations were selected at random; with the frequencies of the causa‐
tive mutations being.58 and.6. Although these frequencies might be considered high, it was
necessary to restrict selection to SNP with mutant allele frequencies greater than.5. This was
done to insure a reasonable simulated disease incidence of 15%. A plot illustrating the LD of all
SNP with the two causative mutations is shown in Fig (1). The plot shows a large peak of high
LD with rs2049736 (SNP 409), while the peak of high LD with rs28953468 (SNP 2041) is substan‐
tially narrower, and is preceded by a plateau of SNP in moderate LD with rs28953468.
Figure 1. Plots of each marker’s linkage disequilibrium (LD) with the two causative mutations. The light grey line rep‐
resents LD with the causative mutation located at position 409. The black line represents LD with the causative muta‐
tion located at position 2041.
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have converged.
B.4  Data  simulation:  Genotype  data  on  90  unrelated  individuals  from  the  Japanese  and
Han Chinese  populations  were  downloaded from the HapMap ECODE project  website.
Each simulation scenario was replicated five times using two 500 Kbp regions on chro‐
mosome 2,  comprising 2047 polymorphic SNP. All  SNP haplotypes were assumed to be
known without error. The binary disease trait was simulated under a two locus epistatic
model as seen in Table 7.
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Scenario 1 Scenario 2
AB aB Ab ab AB aB Ab ab
AB 1 1 1 1 1 1 1 1
aB 1 1 1 1 1 1 1 1
Ab 1 1 1 1 1 1 1 1
Ab 1 1 1 15 1 1 1 10
Table 7. Relative risk for simulated trait (relative to the aa/bb genotype)
The loci of the causative mutations were selected at random; with the frequencies of the causa‐
tive mutations being.58 and.6. Although these frequencies might be considered high, it was
necessary to restrict selection to SNP with mutant allele frequencies greater than.5. This was
done to insure a reasonable simulated disease incidence of 15%. A plot illustrating the LD of all
SNP with the two causative mutations is shown in Fig (1). The plot shows a large peak of high
LD with rs2049736 (SNP 409), while the peak of high LD with rs28953468 (SNP 2041) is substan‐
tially narrower, and is preceded by a plateau of SNP in moderate LD with rs28953468.
Figure 1. Plots of each marker’s linkage disequilibrium (LD) with the two causative mutations. The light grey line rep‐
resents LD with the causative mutation located at position 409. The black line represents LD with the causative muta‐
tion located at position 2041.
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Permutation testing was used to access global significance for all models used in the study.
Statuses were randomly shuffled amongst subjects, with haplotype effects, genotype effects
and association p-values re-estimated for each new configuration of the response variables.
The largest estimated haplotype/genotype effect or the smallest haplotype/genotype associa‐
tion p-value from each permutation was saved to form an empirical distribution used for
calculation of p-values. One hundred permutations were performed, yielding p-values accu‐
rate to 1%. Power was calculated as the proportion of times a given method identified at
least one SNP marker in high LD (r2 ≥.80) with a causative mutation.
B.5 Results and discussions: Estimates of power for the three methods can be found in Table 8.
Methods employing the ACA showed substantial increases in power when compared to the
methods accounting for only marginal effects. Due to the fact that the trait was simulated
under a dominance model, analysis of genotypes yielded superior results when compared to
haplotype analysis. Despite the inherent advantage of genotype analysis using a dominance
model, the ACA using haplotypes (ACA/H) still showed greater power than RG/D in both
scenarios. For scenario 2, all models showed a reduction in power; however, the superiority
of the ACA methodologies remained constant, with the ACA using LG on genotypes assum‐
ing a dominance model (ACA/G/D) yielding 66.7% increase in power for both scenarios
when compared to the next best method, RG/D.
Scenario 1 Scenario 2
1 locus 2 locus 3 locus 1 locus 2 locus 3 locus
ACA/G/D ___ 1.00 0.90 ___ 0.50 0.40
ACA/G/C ___ 0.70 0.80 ___ 0.40 0.40
ACA/HAP ___ 0.60 0.70 ___ 0.50 0.40
RG/D 0.60 ___ ___ 0.30 ___ ___
RG/C 0.30 ___ ___ 0.30 ___ ___
SW/HAP ___ 0.10 0.20 ___ 0.00 0.00
a Power was calculated as the proportion of times at least one SNP in high linkage disequilibrium (>.8) with a causative
mutations was detected by the model at α=.05 for genome-wide significance
Table 8. Power calculationsa.
Plots of the associative effects, obtained using SW/H, ACA/G/D, and RG/D, are shown in
Fig. (2) and (3). When compared to the LD plot (Fig. (1)) all methods show good correspond‐
ence for scenario 1, though only the ACA/G/D was able to identify markers for both causa‐
tive mutations in all replicates. In scenario 2, where the genetic effect was greatly reduced,
plots of associative effects tended to be noisier for all models, with the ACA/G/D again
showing superior performance, identifying several SNP markers having only moderate LD
with causative mutation rs28953468.
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Figure 2. Association plots of SNP markers for the simulated trait under scenario 1. Plots were obtained using 2 SNP
haplotypes analyzed by a. SW/LR and b. ACA/LR. Vertical lines represent the position of the two causative mutations,
and horizontal lines represent the threshold at which associations are significant at α=. 05
 
 




Figure 3. Association plots of SNP markers for the simulated trait under scenario 2. Plots were obtained using 3 SNP
haplotypes analyzed by a. SW/LR, b. ACA/LR, and c. RG. Vertical lines represent the position of the two causative mu‐
tations, and horizontal lines represent the threshold at which associations are significant at α=.05.
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To determine the effectiveness of the permutation on pheromone levels, the cumulative dis‐
tribution, based on LD with causative mutations, of SNP identified as being significantly as‐
sociated with simulated trait by ACA/G/D and RG/D were plotted and can be found in Fig.
(4). Despite similarities in the average number of SNP identified by ACA/G/D (15.4) and
RG/D (22), the distributions of these SNP, differed substantially. In contrast to RG/D, the
ACA/G/D identified a large number of SNP having LD between.35-.45. These SNP corre‐
sponded to the broad plateau of SNP in LD with SNP 2041. Unlike RG/D, the ACA/G/D also
identified several SNP (5.19%) having less than.10 LD with either of the causative mutations,
an unexpected result given the strict family-wise significance thresholds (α=0.05) imposed
on all models. Surprisingly, both methodologies identified a large number of SNP having
LD of approximately ~.2. Upon closer examination it was found that these SNP had LD of ~.
2 with both causative mutations, likely artifacts of the data resulting from the relatively
small sample size. The LD with both causative mutations imparted a portion of the epistatic
effect on these SNP, resulting in significant associations with the simulated traits.
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Figure 4. Plot of the cumulative distribution of SNP, identified as have significant associations when using a) ACA/G/D
using 2 loci model (5.19%) b) RG/D, based on linkage disequilibrium with the causative mutations
2.3. Ant colony optimization as a method for strategic genotype sampling
Interest  in  identifying QTL of  economic importance for  marker-assisted selection (MAS)
in livestock populations has increased greatly in the past decade. Yet, it may not be via‐
ble to genotype each animal due to cost,  time or lack of availability of DNA. A method
that would allow for a selected sample (e.g. 5%) of the population to be genotyped and
at the same time inferring with high probability genotypes for the remaining animals in
the population could be beneficial.  By using such a method, fewer animals in a popula‐
tion would be needed for genotyping which would decrease the time and cost of geno‐
typing.  Theoretically  the  problem  at  hand  is  simple  to  solve.  If  it  were  possible  to
evaluate every possible subset of animals equal to the desired size (e.g. 5%) then the op‐
timal  solution  could  be  found.  However,  this  is  computationally  impossible  at  the  cur‐
rent time. Consequently a more feasible solution is needed. An intuitive solution would
be  one  that  selects  animals  based on their  relationship  with  other  animals  in  the  pedi‐
gree. However, the heterozygosity and the structure of the pedigree play important roles
as well. Consequently, the problem is one of optimization.
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In the case of genotyping, the ACA should select a subset of animals that, when genotyped,
should give an optimal performance in terms of extrapolating the alleles of non-genotyped
animals. Therefore, the objectives were to investigate the usefulness of a search algorithm as
implemented by Ressom et al. (2006) to optimize the amount of information that can be ex‐
tracted from a pedigree while only genotyping a small portion. The results of the proposed
method are compared to other viable methods to ascertain any potential gain. The proce‐
dures were tested using simulated pedigrees and actual beef cattle pedigrees of varying
sizes and structures.
C.1 Ant colony optimization: The ACA is initialized with all features having an equal baseline
level of pheromone which is used to compute Pm(0) for all features. Using the PDF as de‐
fined in equation (1), each of j artificial ants will select a subset Sk  of n features from the
sample space S  containing all features.
Following the update of pheromone levels according to equation (2), the PDF is updated ac‐
cording to equation (1) and the process is repeated until some convergence criteria are met.
Upon convergence the optimal subset of features is select based in the level of pheromone
trail deposited on each feature.
In the specific case of selecting individuals for genotyping, the features are candidate ani‐
mals for genotyping from a full or partial pedigree. The pheromone of some feature, m, in
the current study was proportional to the sum of an animal’s number of mates and number
of offspring
( ) m mm t numoff nummatet = + (9)
where numoffm and nummatem were the number of offspring and number of mates for animal
m at time t, respectively. Consequently, the performance of a particular subset, Sk, is deter‐









Outside of actual ant colonies, and with regard in particular to the current study, it is diffi‐
cult to assign a biological explanation to the evaporation rate orρ. Consequently, a relatively
small value of 0.01 was chosen in an attempt to reach convergence faster. For each of j artifi‐
cial ants, a subset of animals was chosen equal to approximately 5% of the pedigree size.
For the five replicates of simulated pedigrees, 100 ants were used for each of 30,000 iter‐
ations. The evaporation rate was set equal to 0.01. The criterion used for evaluating can‐
didates was a function of  their  number of  mates and number of  offspring.  Each animal
in  the  pedigree  was  randomly assigned to  be  either  homozygous  or  heterozygous.  The
probability  of  an animal  being assigned to  one of  these  two groups was  dependent  on
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the allelic frequencies such that if  the allele frequencies were assumed to be 0.7/0.3 then
approximately  58%  of  the  animals  would  be  categorized  as  homozygous  based  off  of
Hardy-Weinberg Laws of equilibrium. The assignment of homozygous/heterozygous sta‐
tus  was  performed  each  iteration.  If  a  selected  animal  2was  homozygous  then  his/her
number of  mates  and number of  offspring were corrected such that  for  every homozy‐
gous offspring he/she had the number of offspring was corrected accordingly so that the
number of offspring only reflected the number of heterozygous offspring. The same cor‐
rection was done for the number of mates.  Similarly,  if  a selected animal was heterozy‐
gous,  the  number  of  offspring  and  the  number  of  mates  reflected  a  count  of  only
homozygous  individuals.  An  animal’s  probability  of  being  selected  was  based  off  of
maximizing the corrected sum of the animal’s number of offspring and number of mates.
The accuracy for evaluating a selected group of animals was proportional to this correct‐
ed sum. The uncorrected or original sum of each animal was used as prior information.
Selected animals were chosen based off of their cumulative probability were assumed to
have known genotypes for the peeling procedure.  Simulated allele frequencies of 0.7/0.3
and 0.5/0.5 were used to assign genotypes to the animals in the pedigree.
In the case of the real pedigree the same parameters were used as in the simulated pedigrees
with the following exceptions; 100 ants were used for each of 5,000 iterations. The top 1,455
animals out of 29,101 were selected (5% of the total pedigree) based off of their cumulative
probability were assumed to have known genotypes for the peeling procedure. In the case of
the research beef cattle pedigree, 100 ants were used for each of 20,000 iterations. The top
434 out of 8,688 animals were selected (5% of the total pedigree) based on the same criteria.
C.2 Peeling: Given that genotypes in this study were assigned at random in the population, it
is possible to extract additional genotypic information from the pedigree. Animals with
missing genotypic information can be assigned one or both alleles given parental, progeny,
or mate information. Given this trio of information sources and following an algorithm simi‐
lar to Qian and Beckmann (2002) and Tapadar et al. (2000), imputation on missing geno‐
types were made and additional genotypic information was garnered. For the current study
it was assumed that there were no errors in the recorded pedigree resulting in all animals
having known paternity and maternity. Whenever possible, maternal and paternal alleles
were identified based on the inheritance. For the purpose of this study, the first allele was
inherited from the sire and the second allele was inherited from the dam. If the parental ori‐
gin of an allele was unclear, then allele was arbitrarily assigned as either the paternal or ma‐
ternal allele.
After the peeling process, the number of animals with one or two alleles known was com‐
puted. This was done by simply counting the number of animals that were assigned either
one or two alleles based on the peeling procedure described above. The percentage of alleles
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where n1 and n2 were the number of animals with 2 and 1 allele(s) known and na was the
total number of animals in the population. Furthermore, n1and na were multiplied by two
since each animal has two alleles.
At the end of the peeling process those animals that had either one or two alleles known
were retained for further analysis to determine the remaining unknown alleles in the popu‐
lation. In other words, those animals having one or two known alleles were used as prior
information in the Gibbs sampling procedure for determining the remaining unknown al‐
leles in the population.
C.3 Gibbs sampling: After the known alleles were determined by the peeling process descri‐
bed above, these alleles were used as prior information in the Gibbs Sampler to assign geno‐
types to the remaining animals in the population. For the base population animals, the
unknown allele(s) were randomly sampled given the frequency of alleles in the population
and the assumption of Hardy-Weinberg equilibrium. Unknown alleles for non-base popula‐
tion animals were randomly sampled from the parent’s genotypes according to Mendelian
rules. An equal weight was assumed for inheriting either the first or second allele from a
parent. For a non-base population animal that had only one unknown allele, the unknown
allele was sampled approximately half of the time from the sire’s genotype and the remain‐
ing time from the dam’s genotype. This was to compensate for incorrect assignment of the
known allele as illustrated in the above example.
At the end of the sampling process, a benefit function that described the total number of al‐
leles known in the population was computed. This function was computed from a combina‐
tion of known alleles and the probability of unknown alleles assigned during the sampling
process. In order to be included in the benefit function, an allele in a particular position had
to be equal to the true allele of the same position (i.e., Bb and bB were not equal). The proba‐
bility of alleleai , j, (j = 1 or 2) being assigned as the true allele j for animal i was calculated as:
number of  times ,
,
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Using p(ai , j) and the number of known alleles, the benefit function was then computed as
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wheren1, n2, and n3 were the number of animals with 2, 1 or 0 alleles known, respectively,
and p(ai , j) as previously defined. The percentage of alleles known after the Gibbs sampling
process, AKG, was such that
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where n1 and n2 were the number of animals with 2 and 1 allele(s) known and na was the
total number of animals in the population. Furthermore, n1and na were multiplied by two
since each animal has two alleles.
At the end of the peeling process those animals that had either one or two alleles known
were retained for further analysis to determine the remaining unknown alleles in the popu‐
lation. In other words, those animals having one or two known alleles were used as prior
information in the Gibbs sampling procedure for determining the remaining unknown al‐
leles in the population.
C.3 Gibbs sampling: After the known alleles were determined by the peeling process descri‐
bed above, these alleles were used as prior information in the Gibbs Sampler to assign geno‐
types to the remaining animals in the population. For the base population animals, the
unknown allele(s) were randomly sampled given the frequency of alleles in the population
and the assumption of Hardy-Weinberg equilibrium. Unknown alleles for non-base popula‐
tion animals were randomly sampled from the parent’s genotypes according to Mendelian
rules. An equal weight was assumed for inheriting either the first or second allele from a
parent. For a non-base population animal that had only one unknown allele, the unknown
allele was sampled approximately half of the time from the sire’s genotype and the remain‐
ing time from the dam’s genotype. This was to compensate for incorrect assignment of the
known allele as illustrated in the above example.
At the end of the sampling process, a benefit function that described the total number of al‐
leles known in the population was computed. This function was computed from a combina‐
tion of known alleles and the probability of unknown alleles assigned during the sampling
process. In order to be included in the benefit function, an allele in a particular position had
to be equal to the true allele of the same position (i.e., Bb and bB were not equal). The proba‐
bility of alleleai , j, (j = 1 or 2) being assigned as the true allele j for animal i was calculated as:
number of  times ,
,






p a = (12)
Using p(ai , j) and the number of known alleles, the benefit function was then computed as
32
1 , ,1 ,2
1 1
2 [1 ( )] [ ( ) ( )],
nn
i j i i
i i
Benefit n p a p a p a
= =
= ´ + + + +å å (13)
wheren1, n2, and n3 were the number of animals with 2, 1 or 0 alleles known, respectively,
and p(ai , j) as previously defined. The percentage of alleles known after the Gibbs sampling
process, AKG, was such that







= ´ç ÷ç ÷´è ø
(14)
where benefit  was the benefit function computed above and na was the total number of ani‐
mals in the population.
During each round of the sampling process only one genotype of a given animal was as‐
signed as the true genotype. Thus, at the end of the sampling process every animal had a
probability of having the true genotype,PTGig  , assigned as
number of times genotype  was assignedPTG ,
total number of samplesig
g
= (15)
where genotype g  was the true genotype for animali. The average probability of the true











where PTGig  was defined as above and na was the total number of animals in the popula‐
tion. In contrast to the benefit function, APTG only required that the animal have the correct
genotype—Bb was considered the same genotype as bB—and therefore was able to compen‐
sate for the incorrect allele position and sampling the correct unknown allele.
C.4 Simulation: A simulation using an animal model was carried out to investigate two meth‐
ods of selecting animals for genotyping and two methods of maximizing the genetic infor‐
mation of the population. A pedigree with four over-lapping generations was simulated.
The base population included 500 unrelated animals and subsequent generations consisted
of 1,500 animals with a total of 5,000 animals generated. For the simulated pedigrees as well
as the real pedigrees, one gene with two alleles was simulated for every animal in the pedi‐
gree file. Genotypes of the base population animals were assigned based on allele frequen‐
cies. For the subsequent generations, genotypes were randomly assigned using the parent’s
genotype, where an equal chance of passing either the first or second allele was assumed.
Five replicates of the simulated data were generated.
Two different frequencies for the favorable allele were used in the simulation and analyses.
The frequencies were 0.30, and 0.50. For the analyses using Gibbs sampling, a total chain
length of 25,000 iterations of the Gibbs sampler was run, where the first 5,000 iterations were
discarded as burn-in.
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C.5 Results of simulated pedigrees: Table 9 presents results of the ACO and alternative meth‐
ods for analysis of the simulated pedigrees (Spangler 2008). The ant colony optimization
method (ACO) appeared to be the most desirable method of those discussed in the current
study. Compared to selecting 5% of the animals at random, ACO showed gains in AKP,
AKG, and APTG ranging from 261.09 to 262.93%, 19.97 to 26.04%, and 23.5 to 29.6%, respec‐
tively. As compared to the favorable method of the alternative approaches, selecting males
and females based of off the diagonal element of the inverse of the relationship matrix, the
increase in AKP ranged from 4.98 to 5.16%. This gain is due to the amount of animals with
both alleles known after the peeling process which was between 20.74 and 21.07% larger in
favor of ACO. Admittedly, the gains in AKG were slight as compared to selecting males and
females based of off the diagonal element of A-1, yet ACO still performed better. The in‐
crease in APTG ranged from 1.6 to 1.8% in favor of ACO over selecting males and females
from their diagonal element.
ACO Random Males Males and females
Parameterb (0.30) (0.50) (0.30) (0.50) (0.30) (0.50) (0.30) ( 0.50)
No. of animals with
2 alleles known 811.20 787.20 258.20 259.60 250.00 250.60 670.00 652.00
1 allele known 2,166.80 2,063.00 527.80 485.60 2,939.80 2,793.00 2,262.60 2,152.80
Benefit function 8,055.01 7,550.36 6,713.56 6,007.02 7,943.67 7,401.57 8,019.88 7,497.70
AKP 37.89 36.29 10.44 10.05 34.40 32.94 36.03 34.57
AKG 80.55 75.71 67.14 60.07 79.44 74.02 80.20 74.98
APTG 0.63 0.57 0.51 0.44 0.59 0.52 0.62 0.56
a Random= 5% selected at random, Males= 5% of males selected from their diagonal element of A-1, Males and fe‐
males= 2.5% males and 2.5% females selected from their diagonal element of A-1. Numbers in parenthesis are the true
allele frequencies used in the simulation. b Descriptions of the parameters can be found in equations 5-10
Table 9. Number of animals with one or two alleles known, percentage of alleles known, and probability of assigning
the true genotype using other approachess
C.6  Real  beef  cattle  pedigree:  Results  from  the  ACO  analysis  can  be  found  in  Table  10
along  with  results  from  alternative  approaches.  The  largest  gains  were  seen  in  AKP
which  ranged  from  150.00  to  171.62%,  2.95  to  3.04%,  and  from  1.80  to  1.94%  as  com‐
pared  to  random  selection,  selection  of  males  and  females  from  A-1,  and  selection  of
males  from A-1,  respectively.  ACO also  showed gains  in  AKG and APTG over  random
selection  between  70.06  and  74.91%  and  between  14.3  and  15.4%,  respectively.  Table  3
shows advantages, although slight, of ACO over the methods using the diagonal element
of A-1 for the parameters of AKG and APTG.
C.7 Research beef  cattle  pedigree:  Results from the ACO analysis and other approaches us‐
ing the same pedigree can be found in Table 11. As compared to randomly selecting 5%
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of the animals,  ACO showed increases in AKP,  AKG,  and APTG ranging from 241.24 to
302.58%, 42.93 to 43.17%, and 20.9 to 38.0%, respectively. Realized gains in AKP of ACO
over selecting males from A-1 or males and females from A-1 ranged from 8.78 to 10.15%,
and 2.04 to 3.40%, respectfully.
The  results  suggest  that  ACO is  the  most  desirable  method of  selecting  candidates  for
genotyping, particularly after peeling (AKP).  From these results it  appears that the num‐
ber of offspring and the number of mates along with the homozygosity of the genotyped
animals is critical in the selection process. Consequently, in application it will  be critical
to  have  good  estimates  of  allele  frequencies  prior  to  implementing  the  genotype  sam‐
pling strategy proposed in the current study. Differences in performance of ACO do ex‐
ist between the pedigrees explored in the current study. This is due to the proportion of
sires and dams that have large numbers of offspring and/or mates. In the dairy industry,
for example,  there may be only a small  number of sires in a pedigree but they may all
be used heavily  as  in  the  case  of  the  simulated pedigrees  in  the  current  study.  In  con‐
trast, a pedigree from the beef industry may have a larger proportion of sires but a large
number of them may be used less frequently.
ACO Random Males Males and females
Parameterb (0.30) (0.50) (0.30) (0.50) (0.30) (0.50) (0.30) ( 0.50)
No. of animals with
2 alleles known 1,767.00 1,706.00 1,505.00 1,501.00 1,473.00 1,470.00 2,086.00 1,999.00
1 allele known 11,451.00 10,382.00 2,508.00 2,144.00 11,756.00 10,607.00 10,376.00 9,398.00
Benefit function 34,977.61 32,547.06 20,569.53 18,609.00 34,876.62 32,282.40 34,005.21 31,456.36
AKP 25.75 23.70 9.48 8.84 25.26 23.28 24.99 23.02
AKG 60.10 55.92 35.34 31.97 59.92 55.47 58.43 54.05
APTG 0.45 0.40 0.39 0.35 0.44 0.39 0.44 0.40
a Random= 5% selected at random, Males= 5% of males selected from their diagonal element of A-1, Males and fe‐
males= 2.5% males and 2.5% females selected from their diagonal element of A-1. Numbers in parenthesis are the true
allele frequencies used in the simulation. b Descriptions of the parameters can be found in equations 5-10.
Table 10. Number of animals with one or two alleles known, percentage of alleles known, and probability of
assigning the true genotype using other approaches from a real beef cattle pedigree a
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ACO Random Males Males and females
Parameterb (0.30) (0.50) (0.30) (0.50) (0.30) (0.50) (0.30) ( 0.50)
No. of animals with
2 alleles known 975.00 720.00 452.00 458.00 438.00 439.00 1,082.00 751.00
1 allele known 5,101.00 4,009.00 847.00 682.00 5,525.00 4,132.00 4,747.00 3,768.00
Benefit function 13,916.18 11,990.71 9,719.53 8,284.42 14,113.18 12,017.80 13,743.44 11,848.01
AKP 40.58 31.36 10.08 9.19 36.84 28.83 39.77 30.33
AKG 80.09 68.15 55.94 47.68 81.22 69.16 79.09 68.19
APTG 0.69 0.52 0.50 0.43 0.69 0.51 0.68 0.52
a Random= 5% selected at random, Males= 5% of males selected from their diagonal element of A-1, Males and fe‐
males= 2.5% males and 2.5% females selected from their diagonal element of A-1. Numbers in parenthesis are the true
allele frequencies used in the simulation. b Descriptions of the parameters can be found in equations 5-10.
Table 11. Number of animals with one or two alleles known, percentage of alleles known, and probability of
assigning the true genotype using other approaches from a real beef cattle research pedigreea
Furthermore, pedigrees from field data or from research projects will also have innate struc‐
tural differences. Research projects may be limited by the size of the population and thus
only use a small number of sires. In this scenario it would also be possible for higher rates of
inbreeding and larger numbers of loops in a pedigree due to a large number of full sibs.
In the current study, the simulated pedigrees are composed of approximately 10% sires,
while the large beef cattle pedigree and the small research beef cattle pedigree contain ap‐
proximately 16 and 7% sires, respectively. Intuitively, as the proportion of sires goes up, the
number of offspring per sire goes down. This explains the similarity of the results between
the simulated pedigrees and the small research pedigree. Thus, it is expected that the ACO
algorithm will be far superior to other alternatives when very small (few hundred animals)
pedigrees are considered or in situations where more than 5% of animals are genotyped due
to reduction in animal with large diagonal elements in A-1.
Ant colony optimization offers a new and unique solution to the optimization problem of
selecting individuals for genotyping. The heuristics used in the current study such as the
number of ants, number of iterations, and the evaporation rate are unique only to the pedi‐
grees used in the current study. Each pedigree will offer a different structure and thus re‐
quire a different set of parameters.
3. Conclusions
When applied to the high-dimensional data sets, the ant colony algorithm achieved higher
prediction accuracies than all other feature selection methods examined. In contrast to previ‐
ous applications of optimization algorithms, the ant colony algorithm yielded high accura‐
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of the animals,  ACO showed increases in AKP,  AKG,  and APTG ranging from 241.24 to
302.58%, 42.93 to 43.17%, and 20.9 to 38.0%, respectively. Realized gains in AKP of ACO
over selecting males from A-1 or males and females from A-1 ranged from 8.78 to 10.15%,
and 2.04 to 3.40%, respectfully.
The  results  suggest  that  ACO is  the  most  desirable  method of  selecting  candidates  for
genotyping, particularly after peeling (AKP).  From these results it  appears that the num‐
ber of offspring and the number of mates along with the homozygosity of the genotyped
animals is critical in the selection process. Consequently, in application it will  be critical
to  have  good  estimates  of  allele  frequencies  prior  to  implementing  the  genotype  sam‐
pling strategy proposed in the current study. Differences in performance of ACO do ex‐
ist between the pedigrees explored in the current study. This is due to the proportion of
sires and dams that have large numbers of offspring and/or mates. In the dairy industry,
for example,  there may be only a small  number of sires in a pedigree but they may all
be used heavily  as  in  the  case  of  the  simulated pedigrees  in  the  current  study.  In  con‐
trast, a pedigree from the beef industry may have a larger proportion of sires but a large
number of them may be used less frequently.
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males= 2.5% males and 2.5% females selected from their diagonal element of A-1. Numbers in parenthesis are the true
allele frequencies used in the simulation. b Descriptions of the parameters can be found in equations 5-10.
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cies without the need to pre-select a small percentage of genes. Furthermore, the ant colony
algorithm was able to identify small subsets of features with high predictive abilities and bi‐
ological relevance. In the presence of simulated epistasis, the proposed optimization meth‐
odology obtained substantial increases in power, demonstrating the effectiveness of
machine learning approaches for the analysis of marker association studies in which gene
interactions may be present. Although the ACA methods identified more SNP markers that
could be construed as false positives, the use of a more stringent threshold eliminated the
problem without greatly reducing the advantage of the ACA, in terms of power, when com‐
pared to other methods. The results of this study provide compelling evidence that the ACA
is capable of efficiently modeling complex biological problems, such as the model proposed
in this study.
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odology obtained substantial increases in power, demonstrating the effectiveness of
machine learning approaches for the analysis of marker association studies in which gene
interactions may be present. Although the ACA methods identified more SNP markers that
could be construed as false positives, the use of a more stringent threshold eliminated the
problem without greatly reducing the advantage of the ACA, in terms of power, when com‐
pared to other methods. The results of this study provide compelling evidence that the ACA
is capable of efficiently modeling complex biological problems, such as the model proposed
in this study.
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Ant Colony Optimization (ACO) is the best example of how studies aimed at 
understanding and modeling the behavior of ants and other social insects can provide 
inspiration for the development of computational algorithms for the solution of 
difficult mathematical problems. Introduced by Marco Dorigo in his PhD thesis (1992) 
and initially applied to the travelling salesman problem, the ACO field has experienced 
a tremendous growth, standing today as an important nature-inspired stochastic 
metaheuristic for hard optimization problems.
This book presents state-of-the-art ACO methods and is divided into two parts: (I) 
Techniques, which includes parallel implementations, and (II) Applications, where 
recent contributions of ACO to diverse fields, such as traffic congestion and control, 
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