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Abstract
In this paper, we study the notion of chordality and cycles in hypergraphs from
a commutative algebraic point of view. The corresponding concept of chordality
in commutative algebra is having a linear resolution. However, there is no unified
definition for cycle or chordality in hypergraphs in the literature, so we consider
several generalizations of these notions and study their algebraic interpretations.
In particular, we investigate the relationship between chordality and having linear
quotients in some classes of hypergraphs. Also we show that if C is a hypergraph
such that 〈C〉 is a vertex decomposable simplicial complex or I(C) is squarefree
stable, then C is chordal according to one of the most promising definitions.
Keywords and Phrases: squarefree monomial ideal, linear resolution, chordal clutter,
cycle, simplicial complex.
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1 Introduction
Let C be a hypergraph on the vertex set [n] = {1, . . . , n}, that is, a family of subsets
of [n] called hyperedges. If all hyperedges of C have the same cardinality d + 1, as we
always assume in this paper, we call C a uniform d-dimensional clutter (d-clutter, for
short). In this case, the hyperedges of C are called circuits. Also throughout this paper,
S = k[x1, . . . , xn], where k is a field and xF =
∏
i∈F xi, for F ⊆ [n]. Moreover, I(C)
denotes the circuit ideal of C = 〈xF |F ∈ C〉 and C is the d-complement of C, which
means the family of all (d + 1)-subsets of [n] not in C.
We call d-subsets of circuits of C maximal subcircuits (MS) and denote the set of
maximal subcircuits by MS(C). By degree of a maximal subcircuit e, deg(e), we mean
the number of circuits of C containing e. For L ⊆ [n], we write C−L for the subclutter
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of C consisting of those circuits which do not contain L. For the sake of simplicity, we
write for example abc for the subset {a, b, c} of [n] or ev for e ∪ {v} where e ⊆ [n] and
v ∈ [n].
A well-known theorem of Fro¨berg says that in the case d = 1 (that is, when C is a
graph), I(C) has a linear resolution if and only if C is a chordal graph. Recently many
authors have tried to generalize the concept of chordal graphs to clutters of arbitrary
dimension in a way that Fro¨berg’s theorem remains true for d > 1, see for instance
[2, 5, 7, 11, 12]. A key part of this generalization is how to define cycles in arbitrary
clutters.
One such generalization is given and studied in Connon and Faridi [4, 5]. They say
that ∅ 6= C is a d-dimensional cycle (which we call a d-dimensional CF-cycle), when
C is strongly connected (that is, for each F1, F2 ∈ C, there is a sequence of circuits
starting with F1 and ending with F2 such that consecutive circuits share a common MS)
and deg(e) is even for each e ∈ MS(C). Also by a d-dimensional CF-tree we mean a
nonempty uniform d-dimensional clutter without any CF-cycle.
Another approach to chordal graphs is the notion of simplicial vertex. A vertex is
called simplicial if its neighbourhood forms a clique. Dirac in [6] proved that a graph G
is chordal if and only if there is a sequence of vertices v1, . . . , vr such that v1 is simplicial
in G and for each 1 < i ≤ t, vi is simplicial in G − v1 − · · · − vi−1. Some authors use
this approach to define chordal clutters. R. Woodroof in [12] defines simplicial vertex
in an arbitrary clutter and uses this notion to define chordal clutters, which we will call
W-chordal.
Motivated by a result of [9], another definition of chordal clutters is proposed by
Bigdeli, et al [2]. In a d-dimensional uniform clutter, they define the notion of “sim-
plicial” for d-subcircuits instead of vertices. An MS e of C is said to be simplicial,
if N[e] = e ∪ {v ∈ [n]|e ∪ {v} ∈ C} is a clique in C (that is, for all F ⊆ N[e] with
|F | = d+ 1, we have F ∈ C). We denote the set of all simplicial maximal subcircuits of
C by SMS(C). If there exists a sequence e1, . . . , et with ei ∈ SMS (C− e1 − · · · − ei−1)
such that C − e1 − · · · − et = ∅, then C is said to be chordal. In particular, the empty
clutter is considered chordal.
Remark 3.10 of [9] states that if C is a chordal clutter, then I(C) has a linear resolution
over every field. It still remains a question whether the converse is also true. It is known
that if a graded ideal I of S generated in one degree has linear quotients, then it has a
linear resolution (see [8, Proposition 8.2.1]). Thus as part of studying the converse of
[9, Remark 3.10] mentioned above, one can investigate whether C is chordal, given that
I(C) has linear quotients. In this regards, we present some relations between chordality
and having linear quotients in Section 2. As a particular case, we prove that if I(C) is
squarefree stable, then C is chordal.
In Section 3, we try to find some classes of CF-trees which are chordal. We prove
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that if 〈C〉 is a vertex decomposable simplicial complex, then C is a CF-tree which is
also chordal. Furthermore, we prove that every CF-tree C on at most dimC+ 3 vertices
is chordal.
In Section 4, we study three other generalizations of cycles to clutters. Using these
notions of cycles, we present several generalizations of chordal graphs to clutters and
study the relation of these generalizations with the condition that I(C) has a linear
resolution and also with chordality of C. Before stating the main results, we present a
brief review of simplicial complexes.
A brief review of simplicial complexes
A simplicial complex on vertex set V is a family ∆ of subsets of V (called faces of ∆)
such that if A ⊆ B ∈ ∆, then A ∈ ∆. We always assume that the vertex set is [n], unless
specified otherwise. For each F ∈ ∆, dimF = |F | − 1 and dim ∆ = maxF∈∆ dimF .
The set of maximal faces of ∆ which are called facets is denoted by Facets(∆). If
|Facets(∆)| = 1, then ∆ is called a simplex.
If all facets of ∆ have the same dimension — as we always assume in the sequel —
we say that ∆ is pure. In this case Facets(∆) is a d-dimensional uniform clutter. Also if
C is a clutter, then 〈C〉 denotes the simplicial complex ∆ with Facets(∆) = C. Another
simplicial complex associated to a d-clutter C on [n] is the clique complex ∆(C) of C
defined as the family of all subsets L of [n] with the property that L is a clique in C.
Note that all subsets of [n] with size ≤ d are cliques by assumption.
The ideal generated by {xF |F is a minimal non-face of ∆} is called the Stanley-
Reisner ideal of ∆ and is denoted by I∆. When
S
I∆
is a Cohen-Macaulay ring, ∆ is
called Cohen-Macaulay over k or k-Cohen-Macaulay. For a face F of ∆ and a set
L ⊆ [n], we define link∆F = {G \ F |G ∈ ∆} and ∆|L = {G ∈ ∆|G ⊆ L}. Moreover,
we call ∆ d-complete when ∆ has all (d + 1)-subsets of [n]. We call a family C of
k-dimensional faces of ∆ a k-cycle, if C is a CF-cycle as a clutter.
Let A be a commutative ring with identity and denote by C˜d(∆) = C˜d(∆, A) the
free A-module whose basis is the set of all d-dimensional faces of ∆. Consider the
A-homomorphism ∂d : C˜d(∆)→ C˜d−1(∆) defined by
∂d({v0, . . . , vd}) =
d∑
i=0
(−1)i{v0, . . . , vi−1, vi+1, . . . , vd},
where v0 < · · · < vd. Then (C˜•, ∂•) is a complex of A-modules and A-homomorphisms
called the augmented oriented chain complex of ∆ over A. We denote the i-th homology
of this complex by H˜i(∆;A).
By Alexander dual of a simplicial complex ∆ we mean ∆∨ = {[n]\F |F ⊆ [n], F /∈ ∆}
and also we set C∨ = {[n] \ F ∣∣F ∈ C}. Then it follows from the Eagon-Reiner theorem
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([8, Theorem 8.1.9]) and the lemma below that I(C) has a linear resolution over k, if and
only if 〈C∨〉 is Cohen-Macaulay over k. For more details on simplicial complexes and
related algebraic concepts the reader is referred to [8]. We frequently use the following
easy lemma in the sequel without any further mention.
Lemma 1.1. Let C be a d-clutter.
(i) I(C) = I∆(C).
(ii) 〈C∨〉 = (∆(C))∨.
Proof. i: Just note that F ⊆ [n] is a non-face of ∆(C) if and only if F is not a clique
in C if and only if C ⊆ F for some C ∈ C.
ii: We show that facets of (∆(C))∨ are circuits of C∨. By the note after [8, Lemma
1.5.2], the facets of (∆(C))∨ are the complements (with respect to [n]) of minimal non-
faces of ∆(C). But according to the proof of i, minimal non-faces of ∆(C) are exactly
the circuits of C and their complements form C∨ by definition.
2 Chordality and Linear Quotients
In this section we investigate the relationship between chordality of C and having linear
quotients for I(C). Example 3.15 of [2], shows that not for all chordal clutters C, the ideal
I(C) has linear quotients. Thus we focus on the question “Are all clutters C with I(C)
having linear quotients, chordal?”. Our first result shows that this question is equivalent
to asking “Do all clutters C with I(C) having linear quotients, have an SMS?” Moreover,
this theorem establishes an interesting relationship between orders of linear quotients of
certain ideals and chordality of clutters C with I(C) having linear quotients.
In the sequel, by a complete clutter we mean a clutter in which the set of vertices is
a clique. Also here we say that a squarefree monomial ideal I generated in degree d is
complete, when all squarefree monomials of S with degree d are in I or equivalently if
I = I(C) for the complete (d− 1)-clutter with vertex set [n].
Theorem 2.1. Let d > 0 be an integer and consider the following propositions.
(A) Every d-clutter C with I(C) having linear quotients is chordal.
(B) Every non-empty d-clutter C with I(C) having linear quotients has an SMS.
(C) Every order of linear quotients for a non-complete squarefree monomial ideal I of
S generated in degree d, can be extended to an order of linear quotients for the
complete squarefree monomial ideal of S generated in degree d.
Then A ⇔ B ⇒ C.
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Proof. A ⇒ B: Trivial. B ⇒A: Assume that I(C) has linear quotients. We claim that
for every e ∈ SMS(C), the ideal I(C− e) has linear quotients. Then if C 6= ∅, by B,
C − e has a SMS, say e′, and again C − e − e′ either is empty or has a SMS by B and
hence we can continue deleting SMS’s until we reach the empty clutter.
Proof of claim. Let I = I(C), I ′ = I(C− e) and suppose that u1, . . . , um is the
linear quotient order of the set of minimal generators of I, denoted by G(I). Then
G(I ′) is the union of G(I) and the set of squarefree monomials u of degree d + 1 with
e ⊆ supp(u) = {i ∈ [n]∣∣xi|u}. Denote the elements of G(I ′) \ G(I) by um+1, . . . , ut. We
show that I ′ has linear quotients with respect to the order u1, . . . , ut. Set Fi = supp(ui).
By [8, Corollary 8.2.4], we have to show that for each i and j such that j < i ≤ t, there
are l ∈ Fj \ Fi and k < i such that Fk \ Fi = {l}. If i ≤ m, this property holds since
u1, . . . , um is an order of linear quotients. If j ≥ m + 1, then as e ⊆ Fj ∩ Fi, we have
|Fj \ Fi| = 1 and hence the required property again holds with k = j and l ∈ Fj \ Fi.
So assume j ≤ m < i. Suppose that for each l ∈ Fj \ e, we have el ∈ C. Then
Fj ⊆ N[e] and since e is simplicial, we should have Fj ∈ C which means uj /∈ I(C), a
contradiction. Therefore, there is a l ∈ Fj \e with el /∈ C. So el ∈ C and for some k ≤ m,
we should have el = Fk. Consequently, this k and l satisfy the required property.
B ⇒ C: Let C be the complete d-clutter with vertex set [n]. We denote the union
of SMS(C) with the set of d-subsets of [n] not in any circuit of C by SMS ′(C). So
SMS ′(C) is the set of all d-subsets of [n] such that N[e] is a clique, whether e ∈MS(C)
or not.
Suppose that xe1 , xe2 , . . . , xet is an order of linear quotients for the non-complete ideal
I = 〈xe1 , xe2 , . . . , xet〉, where ei’s are d-subsets of [n]. We show that ei ∈ SMS ′(Ci−1) for
each i ∈ [t] where Ci = C−e1−e2−· · ·−ei. To see this, note that by [8, Corollary 8.2.4],
for each j < i there is a k < i and l ∈ [n] with l ∈ ej \ ei and ek \ ei = {l} (∗)
Therefore it follows that ek ⊆ eil and l /∈ NCi−1 [ei]. So ej 6⊆ NCi−1 [ei] for each j < i.
Thus for each F ⊆ NCi−1 [ei] with |F | = d + 1, F ∈ Ci−1 and NCi−1 [ei] is a clique, as
required.
Now since I(C) has linear quotients, it follows from the proof of B ⇒ A above
that I(Ct) has linear quotients, too (note that if ei ∈ SMS ′(Ci−1) \ SMS(Ci−1), then
Ci = Ci−1). If Ct 6= ∅, let et+1 ∈ SMS(Ct), which is not empty by B. If Ct = ∅, then
as I is not complete, there is a d-subset et+1 of [n] such that xet+1 /∈ I. Note that in
both cases et+1 ∈ SMS ′(Ct). Therefore ei ∈ SMS ′(Ci−1) for each i ∈ [t + 1] where
Ci = C − e1 − · · · − ei. We show that xe1 , . . . , xet+1 is an order of linear quotients for
I ′ = 〈xe1 , . . . , xet+1〉.
Suppose j < i. If ej ⊆ NCi−1 [ei], then for y ∈ ei \ ej , we have F = ejy /∈ Ci−1 but
F ⊆ NCi−1 [ei], contradicting simpliciality of ei. Thus there exists an l ∈ ej \ NCi−1 [ei].
Hence eil is not a face of Ci−1, that is, there is a k < i with ek ⊆ eil. Consequently,
ek \ ei = {l}. Therefore (∗) above holds and the claim follows from [8, Corollary 8.2.4].
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If I ′ is not complete, then by the same argument we can extend the order of linear
quotients of I ′ to one for I ′+ 〈xet+2〉 for some d-subset et+2 of [n]. Continuing this way,
in each step we extend this order of linear quotients by one, until we reach the complete
ideal and the result follows.
Observe that the following statements were indeed proved in the proof of the previous
theorem.
Remark 2.2. Let C be a d-clutter, E be the set of d-subsets of [n] and SMS ′(C) be as
defined in the proof of 2.1.
(i) Suppose that I(C) has linear quotients and that e ∈ SMS(C). Then I(C− e) has
linear quotients.
(ii) Assume that C is the complete d-clutter with vertex set [n]. For a sequence
e1, e2, . . . , et of different elements in E the following are equivalent:
(a) ei ∈ SMS ′(Ci−1) for each i ∈ [t], where Ci = C− e1 − e2 − · · · − ei.
(b) xe1 , xe2 , . . . , xet is an order of linear quotients for 〈xe1 , xe2 , . . . , xet〉.
It should be noted that 2.2 provides another proof of [2, Lemma 3.11] which states
that every complete clutter is chordal.
Due to the above result, we try to find some subclasses of ideals with linear quo-
tients whose corresponding clutter has an SMS. One such class is the set of squarefree
polymatroidal ideals. A monomial ideal I is called polymatroidal, when all elements of
G(I) have the same degree and if u = xa1 · · ·xan , v = xb1 · · ·xbn ∈ G(I) with ai > bi
for some i, then there is a j with aj < bj such that xju/xi ∈ G(I). According to the
symmetric exchange theorem ([8, Theorem 12.4.1]), when I is polymatroidal and u, v, i
are as above, then we can find a j with aj < bj and not only xju/xi ∈ G(I) but also
xiv/xj ∈ G(I). Also by [8, Theorem 12.6.2], polymatroidal ideals have linear quotients.
Proposition 2.3. Suppose that C 6= ∅ and I(C) is polymatroidal. Then SMS(C) 6= ∅.
Proof. If C is complete then by [2, Corollary 3.12], C is chordal. Thus we assume that
C 6= ∅. Obviously if C′ is the complete d-clutter on [n], then C′ is strongly connected.
Thus as C ∪ C = C′, we conclude that there is an e ∈ MS(C) ∩MS(C). We show that
e ∈ SMS(C).
Assume A ⊆ NC[e], A ∈ C and |A ∩ e| is maximum possible. If |A ∩ e| = d, then
A = ev for some v ∈ NC[e], a contradiction. Suppose |A ∩ e| < d. Since e ∈ MS(C),
there is a F ∈ C containing e. Let i ∈ e \A. Then by the I(C) being polymatroidal and
by the symmetric exchange theorem, we deduce that there exists a j ∈ A \ F such that
A′ = A\{j}∪{i} ∈ C. Note that j /∈ e, so |A′∩e| > |A∩e| and also A′ ⊆ A∪e ⊆ NC[e].
This is against the choice of A. We conclude that no such A exists, that is, NC[e] is a
clique, as required.
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We cannot deduce from this proposition that if I(C) is polymatroidal, then C is
chordal, since I(C− e) may not be polymatroidal for any e ∈ SMS(C), as the following
example shows.
Example 2.4. Let C = {145, 245, 345} on [5]. Then it is straightforward to check
that I(C) is polymatroidal. Note that SMS(C) = {ab|a = 1, 2, 3, b = 4, 5}. Thus for
every e ∈ SMS(C), I(C− e) is not polymatroidal. For example if e = 14, F1 = 145
and F2 = 234, then F1, F2 ∈ C− e and 1 ∈ F1 \ F2 but there is no j ∈ F2 \ F1 with
F1 \{1}∪{j} ∈ C− e. Despite this, e′ = 34 ∈ SMS(C−e), e′′ = 24 ∈ SMS(C−e−e′),
C− e− e′ − e′′ = ∅, so that C is chordal.
For a monomial u let m(u) denote the largest i with xi|u. Another class of ideals
with linear quotients are squarefree stable ideals, that is, squarefree monomial ideals such
as I with the property that for each squarefree monomial u ∈ I and for each j < m(u)
with xj 6 |u one has xju/xm(u) ∈ I. Next we show that if I(C) is squarefree stable, then
C has an SMS and even more, C is chordal.
Theorem 2.5. Assume that I(C) is squarefree stable, then C is chordal.
Proof. Since the empty clutter is chordal by definition, we can assume that C 6= ∅.
For each 1 ≤ i ≤ d, let ai be the minimum number 6= a1, . . . , ai−1 in [n], for which there
is a F ∈ C with a1, . . . , ai ∈ F . Set e = a1 · · · ad. Then e ∈ MS(C). We show that
e ∈ SMS(C) and I(C− e) is squarefree stable. Then the result follows by induction.
Suppose that F ⊆ N[e], F ∈ C and |F ∩ e| is maximum possible. By the way we
chose ai’s, we know that for each b ∈ N[e] \ e, we have b > ad > · · · > a1, in particular,
m(xF ) /∈ e. If |F ∩ e| = d, then F = eb for some b ∈ N[e], that is, F ∈ C a contradiction.
Thus we can assume that |F ∩ e| < d. Hence e \ F 6= ∅. Set b′ = min e \ F . Then as
xF ∈ I(C) which is squarefree stable, we deduce that F ′ = (F \ {m(xF )}) ∪ {b′} ∈ C.
Note that F ′∩e strictly contains F ∩e and as b′ ∈ e, we have F ′ ⊆ F ∪{b′} ⊆ N[e]. So by
maximality of |F ∩ e|, we should have F ′ ∈ C, a contradiction. From this contradiction
we conclude that F ∈ C and hence e ∈ SMS(C).
Next suppose that F ∈ C− e with b = m(xF ) and let b′ < b with b′ /∈ F and
F ′ = F \{b}∪{b′}. We should prove that F ′ ∈ C− e, to show that I(C− e) is squarefree
stable. If F /∈ C, then F ∈ C and it follows that F ′ ∈ C ⊆ C− e. If F ∈ C, then we
should have e ⊆ F and hence b /∈ e. Consequently, e ⊆ F ′ which results to F ′ /∈ C− e.
Hence F ′ ∈ C− e and the result is concluded.
Recall that a squarefree monomial ideal I is called squarefree strongly stable, when
for each squarefree monomial u ∈ I and for each j < i with xj 6 |u and xi|u one has
xju/xi ∈ I. Clearly each squarefree strongly stable ideal is squarefree stable and hence
we can apply the previous result on such ideals, too. But indeed, we can say more on
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chordality of squarefree strongly stable ideals. To see this, we need to recall another
concept which generalizes chordal graphs.
Let D be a clutter on [n] which is not necessarily uniform (that is the D is a family
of incomparable subsets of [n] which may have different sizes). For v ∈ [n] by D/v
(contraction on v) we mean the clutter of minimal elements of {F \ {v}|F ∈ D}. In
[12], a vertex v of D is called simplicial, when from v ∈ F1, F2 ∈ D we can deduce that
there is a F3 ∈ D with F3 ⊆ (F1 ∪ Facets2) \ {v}. Moreover in [12], Woodroofe calls D
chordal (here we call D W-chordal), when every clutter arising from D by a series of
vertex deletions and contractions, contains a simplicial vertex.
Proposition 2.6. Assume that I(C) is squarefree strongly stable. Then C is both chordal
and W-chordal.
Proof. More generally, let D be a (not necessarily uniform) clutter with I(D) square-
free strongly stable. It is easy to show that for any v ∈ [n], I(D−v) is squarefree strongly
stable. We first show that I(D/v) is also strongly stable. Suppose that F ∈ D/v, i ∈ F ,
j /∈ F and j < i. We should prove that there is a F ′ ∈ D/v with F ′ ⊆ F ∪ {j} \ {i}.
If F ∈ D, by I(D) being squarefree strongly stable, there is a F ′′ ∈ D satisfying this
containment and so there is a F ′ ∈ D/v with F ′ ⊆ F ′′ and we are done. If F /∈ D, then
F ∪{v} ∈ D, so there is a F ′′ ∈ D with F ′′ ⊆ F ∪{j, v}\ {i}. Again there is a F ′ ∈ D/v
with F ′ ⊆ F ′′ \ {v}, as required.
It is easy to see that if m is the maximum integer appearing in the union of all
circuits of D, then m is a simplicial vertex. Thus D is W-chordal. Furthermore, one
could easily check that I(D) is squarefree strongly stable with respect to the reverse
order on [n]. Consequently, if D is also uniform, then by 2.5, D is chordal.
It should be mentioned that in the above result, chordality of C also follows its W-
chordality, according to [2, Proposition 3.8].
Next we investigate, ideals with linear quotients which are the vertex cover ideal of
some graph. Recall that the vertex cover ideal of a graph G on [n] is the ideal generated
by all xC ’s where C is a minimal vertex cover of G and as in [8], we denote this ideal
by IG. In the next result, note that Facets(∆(G)) is the clutter whose circuits are all
maximal cliques of G or equivalently all maximal independent sets of G.
Theorem 2.7. Suppose that C 6= ∅ and I(C) = IG for a graph G with the property that
Facets(∆(G)) is strongly connected. Then SMS(C) 6= ∅.
Proof. If G is complete, then every (n−1)-subset of [n] is a minimal vertex cover and it
follows that C = ∅. Thus G is not complete. If G has exactly one maximal independent
set, then it easily follows that E(G) = ∅ which means C is complete and SMS(C) 6= ∅.
Thus we can assume that G has at least two maximal independent sets. Note that as C is
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assumed to be d-uniform, all minimal vertex covers and hence all maximal independent
sets of G have the same size.
Since facets of ∆(G) are the maximal independent sets of G and because
Facets(∆(G)) is strongly connected, there exist two maximal independent sets A1 and
A2 of G with |A1 ∩ A2| = |A1| − 1 = |A2| − 1. Set B = A1 ∩ A2 and suppose that
v1 ∈ A1 \ B, v2 ∈ A2 \ B. Consider e = [n] \ (A1 ∪ A2). Then ev1 and ev2 are minimal
vertex covers of G. If v ∈ NC[e] \ e and v 6= v1, v2, then ev is a vertex cover of G not
containing any of v1, v2. Therefore, v1v2 is not an edge of G. On the other hand, since
A1 ∪A2 is not an independent set and as (A1 ∪A2) \ (A1 ∩A2) = {v1, v2}, we conclude
that v1v2 is an edge. From this contradiction, it follows that NC[e] = ev1v2.
If ev1v2 = [n], then A1 ∩ A2 = ∅ and hence maximal independent sets of G are
verieces, which means G is complete, against our assumption. Hence NC[e] 6= ∅ and
e ∈ MS(C). Let A ⊆ NC[e] and |A| = d + 1. If A ∈ C, then A is a minimal vertex
cover of G and as v1v2 ∈ E(G), one of v1 and v2, say v1, is in A. But v1 /∈ NC[e], a
contradiction. Thus A ∈ C and e ∈ SMS(C).
Corollary 2.8. Suppose that C 6= ∅, I(C) = IG for a graph G and IG has a linear
resolution (for example if IG has linear quotients). Then SMS(C) 6= ∅.
Proof. Since IG = I(G)
∨ = I∆(G)∨ has a linear resolution, it follows from the Eagon-
Reiner theorem that ∆(G) is a Cohen-Macaulay complex. Hence according to [8, Lemma
9.1.12], Facets(∆(G)) is strongly connected. Therefore, the result follows from 2.7.
Despite the above result, we cannot deduce that in the situations of this result C
is chordal, because as the following results show, the class of vertex cover ideals is not
closed under removing SMS’s. A graph is said to be unmixed, when all of its minimal
vertex covers have the same size.
Proposition 2.9. Suppose that e ∈ MS(C) and G(I(C− e)) ⊆ G(IG) for an unmixed
graph on [n]. Then n = d + 2 and G is a complete graph. In particular, I(C− e) = IG
for some graph G, if and only if dimC = n− 2 and 〈C〉 is either a simplex or the union
of two simplexes sharing an MS.
Proof. Note that C− e contains all circuits which contain e, therefore each such subset
of [n] is a minimal vertex cover of G. Choose v1 ∈ [n] \ e. Then as ev1 is a minimal
vertex cover, there is an edge v1v2 of G with v2 /∈ e. Also each edge whose both ends are
outside e, should have v1 as one end and similarly v2 as the other end. Thus [n] = ev1v2,
and n = d + 2. If G is not complete, say xy /∈ E(G) for some x, y ∈ [n], then G has a
minimal vertex cover of size < n−1 contained in [n]\xy. This contradicts unmixedness
of G, so G is complete.
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For the in particular case, first note that since C is uniform, G should be unmixed.
Also because every non-isolated vertex of a graph lies in a minimal vertex cover and
by deleting isolated vertices of G, we can assume that G has the same vertex set as C.
Thus by the general part, we get dimC = n− 2 and that C− e is a complete d-clutter.
But all circuits of C− e which does not contain e are in C. It follows that all circuits of
C contain e. Therefore, if [n] \ e = v1v2, then C is either {ev1} or {ev2} or {ev1, ev2}, as
required. The converse is clear.
Corollary 2.10. Suppose that I(C) = IG for some graph G and e ∈ SMS(C). Then
I(C− e)) 6= IG′ for any graph G′.
Proof. If I(C− e)) = IG′ for some graph G′, then by 2.9 and using the fact that
e ∈ SMS(C), it follows that C should be a (n− 2)-dimensional simplex, say C = {ev1}
where [n] \ e = v1v2. Thus ev2 ∈ IG is a minimal vertex cover of G. So there is an
edge in G with one end v2 and the other end outside of e. As in the proof of the above
result, we should have V (G) = [n], thus v1v2 ∈ E(G). From this it follows that ev1 is
also a minimal vertex cover of G, that is, ev1 ∈ C, a contradiction from which the result
follows.
3 Chordality and CF-Trees
In this section, we consider the question “which CF-trees are chordal?” First we prove
that the facets of a vertex decomposable simplicial complex form a CF-tree which is
chordal. Recall that a pure simplicial complex ∆ is called vertex decomposable, when
whether it is a simplex or there is a v ∈ V (∆) such that both link∆v and ∆\v(= ∆|V \{v})
are both pure vertex decomposable. We call the vertex v a shedding vertex. This
concept was first introduced in [10] in connection with the Hirsch conjecture which has
applications in the analysis of the simplex method in linear programming and later
was studied by other authors, for example see [1, 13]. Note that 0-dimensional vertex
decomposable simplicial complexes are 〈{v}〉 for a vertex v.
Lemma 3.1. Suppose that C is a 1-dimensional uniform clutter (that is, a graph). Then
∆ = 〈C〉 is vertex decomposable if and only if C is a tree. Also if ∆ is not a simplex,
then v is a shedding vertex if and only if it is a free vertex (that is, a vertex with degree
one).
Proof. (⇐): If |C| = 1, then C is a simplex and vertex decomposable. Thus assume that
|C| > 1. Let v be a free vertex of C and l the vertex adjacent to v. Then link∆v = 〈{l}〉
is vertex decomposable and because C is connected, l is adjacent to a vertex 6= v. So
{l} /∈ Facets(∆ \ v), that is, ∆ \ v is pure and Facets(∆ \ v) is a tree with fewer vertices.
Hence the result follows by induction.
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(⇒): Let v be a shedding vertex of ∆. Since link∆v is 0-dimensional vertex decom-
posable, we see that link∆v = 〈{u}〉 for a vertex u and hence deg(v) = 1. Again since
∆ \ v is vertex decomposable with fewer vertices, the claim follows by induction.
Suppose that ∆ = 〈C〉 and v ∈ [n]. It could be possible that 〈C − v〉 6= ∆ \ v, for
example if C = {12, 34}, then C− 1 = {34} but Facets(∆ \ 1) = {34, 2}. But we have
Lemma 3.2. Assume that ∆ = 〈C〉 is vertex decomposable and v is a shedding vertex.
Then if C− v 6= ∅, we have 〈C− v〉 = ∆ \ v.
Proof. It is clear that C − v ⊆ Facets(∆ \ v). Let F ∈ Facets(∆ \ v). Since ∅ 6=
C − v ⊆ Facets(∆ \ v), and because ∆ \ v is pure, we conclude that dimF = d. So
v /∈ F ∈ Facets(∆) = C and the claim follows.
Here we call e ∈MS(C) a free, when deg(e) = 1. In this case N[e] is exactly a circuit
of C and hence a clique. Therefore every free MS is a SMS.
Theorem 3.3. Suppose that ∆ = 〈C〉 is vertex decomposable and not a simplex and v
is a shedding vertex. Then there exists a free MS e of C containing v such that either
C− e = C− v or 〈C− e〉 is vertex decomposable and v is a shedding vertex of 〈C− e〉.
Proof. We prove the result by induction on d. The case d = 1 follows from 3.1. Assume
that d > 1. Set ∆′ = link∆v and C′ = Facets(∆′). If ∆′ is a simplex let e′ be any SMS of
C′. Else let v′ be a shedding vertex of ∆′ and e′ be the SMS containing v′ provided by the
induction hypothesis. Applying 3.2 on C′ and v′ and using the induction hypothesis, we
see that in both cases, e′ is a free MS of C′ and either 〈C′−e′〉 is vertex decomposable or
C′− e′ = ∅. Set e = e′v. Then degC[e] = degC′ [e′] = 1. If C′− e′ = ∅, then C− e = C− v.
Assume C′ − e′ 6= ∅ and let Γ′ = 〈C′ − e′〉 and Γ = 〈C − e〉. Then linkΓv = Γ′ which is
vertex decomposable. If C− v 6= ∅, then by 3.2 we get
∆ \ v = 〈C− v〉 = 〈C− e− v〉 ⊆ Γ \ v
and as Γ ⊆ ∆, it follows that Γ \ v = ∆ \ v. Hence Γ \ v is vertex decomposable. If
C − v = ∅, then every facet of Γ contains v and hence Γ \ v = linkΓv is again vertex
decomposable. Hence v is a shedding vertex of Γ and Γ is vertex decomposable, as
required.
Corollary 3.4. Suppose that ∆ = 〈C〉 is vertex decomposable. Then C is both a CF-tree
and chordal. In particular, if ∆ is a pure d-dimensional vertex decomposable simplicial
complex and ∆′ is obtained from ∆ by adding all faces of dimension < d, then I∆′ has
a linear resolution.
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Figure 1: A triangulation of the mod 3 Moore space; the circuits are the small triangles
Proof. Suppose that ∆ has a shedding vertex v and e1 is the free MS of C containing
v obtained by 3.3. Then either C− e1 = C− v or v is still a shedding vertex in C− e1.
In the latter case by applying 3.3 again, we can find a free MS e2 of C2 = C − e1 such
that either C− e2 = C− v or v is a shedding vertex of C− e2. Therefore, by repeatedly
applying 3.3, we can find a sequence of e1, . . . , et of subsets of [n] containing v such that
ei is a free MS of Ci = C − e1 − · · · − ei−1 for each i, and Ct+1 = C − v. If Ct+1 is
a simplex or Ct+1 = ∅, then Ct+1 and hence C are chordal. Thus we can assume that
Ct+1 = C − v 6= ∅. Then by 3.2, we have 〈C − v〉 = ∆ \ v is vertex decomposable with
fewer vertices. Consequently, by induction it follows that C is chordal.
To show that C is a CF-tree, note that as all ei’s found above are free MS’es, we
have indeed proved that there is a sequence e1, . . . , ek such that ei is a free MS of
C − e1 · · · − ei−1 and C − e1 · · · − ek = ∅. Now assume that C′ ⊆ C is a CF-cycle. As
every MS of C′ has even degree, we see that e1 /∈ MS(C′). So C′ ⊆ C− e1. Whence by
a similar argument e2 /∈MS(C′) and C′ ⊆ C− e1− e2. Continuing this way, we see that
in fact C′ = ∅, which means, C has no CF-cycles.
For the in particular case, just note that if C = Facets(∆), then I(C) = I∆(C) and
since C is a CF-tree, it follows that ∆(C) = ∆′.
An example of a CF-tree which is not chordal is presented in [3, p. 17], which is a
triangulation of the mod 3 Moore space (see Fig. 1A triangulation of the mod 3 Moore
space; the circuits are the small trianglesfigure.1). But constructing such examples is
hard. A question that may arise is that for which n and d we can find a non-chordal
d-dimensional CF-tree on n vertices. Considering this question we have:
Lemma 3.5. Let C be a CF-tree. Then e ∈ SMS(C) if and only if e is a free.
Proof. (⇐): Obvious. (⇒): If deg(e) > 1, then |N[e]| ≥ d + 2. As N[e] is a clique, we
conclude that C has a clique of size d + 2. But one can readily check that every clique
of size d + 2 is a CF-cycle, contradicting the assumption. So deg(e) = 1, as claimed.
Corollary 3.6. The following statements are equivalent.
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(i) Every d-dimensional CF-tree on [n] is chordal.
(ii) Every d-dimensional CF-tree on [n] has a free MS.
(iii) Every d-dimensional clutter C on [n] with deg(e) > 1 for all e ∈ MS(C), has a
CF-cycle.
Proof. ii⇔ iii: Obvious. i⇒ ii: Clear by the previous lemma. ii⇒ i: Note that every
subclutter of every CF-tree is again a CF-tree. Thus if ii holds and e1 is a free MS of a
CF-tree C, then C − e1 has a free MS e2, C − e1 − e2 has a free MS e3, . . . . These ei’s
satisfy the definition of chordality for C.
Next we utilize Alexander duality to get conditions equivalent to the ones in the
above result. For this we need a concept which we call a CF-chorded clutter. Using the
notion of CF-cylces, Connon and Faridi defined chorded simplicial complexes (see [5,
Definitions 8.2 and 4.2]). We say that C is CF-chorded, when the clique complex ∆(C)
is a chorded simplicial complex in the sense of [5, Definition 8.2] of Connon and Faridi.
Here we do not state the exact definition. What is important for us is that I(C) has a
linear resolution over any field of characteristic 2 if and only if C is CF-chorded (see (a)
⇔ (b) ⇔ (d) of [4, Theorem 18]). In particular, CF-trees are CF-chorded and hence
have linear resolution over fields of characteristic 2 (see [5, Theorem 7.3]).
Also it follows immediately from the definition of a CF-chorded clutter such as C
that for any CF-cycle C ⊆ C which is not a clique, there is another CF-cycle C ′ ⊆ C
whose vertex set is a strict subset of the vertex set of C (see [5, Defenitions 8.2, 4.2 and
4.1]). In particular, C has a clique on a (d+ 2)-subset of the vertex set of any CF-cycle
in C.
We call {e ∈MS(C)|deg(e) is odd} the boundary of C and denote it by ∂(C). Also we
say that a simplicial complex ∆ is almost d-complete when ∆ contains all (d+1)-subsets
of [n] except exactly one of them.
Theorem 3.7. Assume d ≤ n− 2 and let d′ = n− d− 2. The following are equivalent.
(i) Every d-dimensional CF-tree on [n] is chordal.
(ii) For every non-d′-complete d′-dimensional Z2-Cohen-Macaulay simplicial complex
∆ on [n] which is (d′ − 1)-complete, there is a (d′ + 2)-set L ⊆ [n] such that ∆|L
is almost d-complete.
(iii) For every non-d′-complete d′-dimensional simplicial complex ∆ on [n] with the
following properties, there is a (d′ + 2)-set L ⊆ [n] such that ∆|L is almost d-
complete.
(a) ∆ is (d′ − 1)-complete,
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(b) for every A ⊆ [n] with |A| ≥ n− d′+ 1, every k-cycle with vertex set A is the
boundary of a family of facets of link∆([n] \A) where k = |A| − (n− d′ + 1).
Proof. i ⇒ ii: Suppose that ∆ is a non-complete d′-dimensional Z2-Cohen-Macaulay
simplicial complex on [n] which contains all possible faces with dimension = d′ − 1. Set
C′ = Facets(∆) and C = C′∨. Then by the Eagon-Reiner theorem, I(C) has a linear
resolution over Z2. Hence by [4, Theorem 18] C is CF-chorded. Now assume that C
has a CF-cycle. Then as noted in the remarks before the theorem, C should contain a
clique on a set L of d + 2 vertices. Let L denote [n] \ L. Then dimL = d′ − 1 and by
assumption, L ∈ ∆. Whence there is a F ∈ C′ such that L ⊆ F . So F /∈ C and F ⊆ L,
which is in contradiction with L being a clique.
Consequently, C has no CF-cycles and is a d-dimensional CF-tree. Thus by i and
3.6, C has a free MS, say e. Set L = e, then |L| = n− d = d′ + 2. Now a (d′ + 1)-subset
F ⊆ L is a facet of ∆ if and only if e ⊆ F is not a circuit in C. As e is a free MS and
there is just one circuit containing e, we conclude that ∆|L is almost d-complete.
ii ⇒ i: Suppose that C is a d-dimensional CF-tree. Then C is CF-chorded and
hence by [4, Theorem 18], I(C) has a linear resolution over Z2 and ∆ = 〈C∨〉 is Cohen-
Macaulay. Also an argument similar to the first paragraph of i ⇒ ii, shows that ∆ has
all possible faces of size d′. So the assumptions of ii hold for ∆ and it is easy to see that
if L is as in ii, then L is a free MS of C. Therefore every d-dimensional CF-tree on [n]
has a free MS and by 3.6, the result follows.
ii ⇔ iii: Suppose that ∆ is a d′-dimensional simplicial complex on [n], which is
(d′ − 1)-complete. We just need to show that ∆ is Cohen-Macaulay over Z2 if and
only if it satisfies b. Set dF = dim link∆F = d
′ − |F |. By the Reisner theorem (see
[8, Theorem 8.1.6]), ∆ is Cohen-Macaulay if and only if for all F ∈ ∆ and i < dF ,
H˜i(link∆F ;Z2) = 0. But by [3, Proposition 5.1], for an x =
∑
F∈C F ∈ C˜i(∆) we have
x ∈ ker ∂i if and only if C is a disjoint union of CF-cycles. Also it is easy to check that
∂i(x) =
∑
F∈∂(C) F . Therefore, H˜i(linkF ;Z2) = 0 if and only if each i-cycle of linkF is
the boundary of a family of (i + 1)-dimensional faces of linkF .
Each linkF is (dF −1)-complete (on the vertex set [n]\F ), for ∆ is (d′−1)-complete.
Therefore, H˜i(linkF ;Z2) = 0 for i < dF − 2. Also if |F | > d′ − 1, then dF ≤ 0 and
again H˜i(linkF ;Z2) = 0 for all i < dF . So ∆ is Cohen-Macaulay if and only if for each
F ∈ ∆ with |F | ≤ d′ − 1, each (dF − 1)-cycle of linkF is the boundary of a set of facets
of linkF . Let A = F . Then every (dF − 1)-cycle of linkF is clearly a CF-cycle on A.
Also as linkF contains all dF -subsets of A, the circuits of every possible (dF − 1)-cycle
on vertex set A are in linkF , that is, CF-cycles with dimension = dF − 1 with vertex
set A are exactly (dF − 1)-cycles of linkF . Noting that dF − 1 = |A| − (n− d′ + 1), the
result follows.
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Corollary 3.8. If n ≤ d + 3, then every d-dimensional CF-tree on [n] has a free MS
and is chordal.
Proof. If n = d + 1, then C has just one circuit and every MS of C is free. Assume
d + 1 < n ≤ d + 3. We show that 3.7ii holds. If n = d + 2, then d′ = 0 in the previous
theorem. For each 0-dimensional simplicial complex ∆ on [n] which is not 0-complete
there are vertices i, j ∈ [n] with {i} ∈ ∆ and {j} /∈ ∆. So L = {i, j} satisfies 3.7ii. Now
suppose n = d + 3 and let ∆ be a non-1-complete 1-dimensional Z2-Cohen-Macaulay
simplicial complex which is 0-complete. It is known that every Cohen-Macaulay complex
with dimension ≥ 1 is connected. As ∆ is not complete, there are non-adjacent vertices
x, y of ∆. Suppose that x, y have the least possible distance, that is, two. Then there is
a vertex z adjacent to both x and y. Now L = {x, y, z} has the requirements of 3.7ii.
4 Some Other Generalizations of Cycles and Chordal
Graphs
Suppose that A is a set of vertices of C. We call {F ∈ C|F ⊆ A}, the subclutter of
C induced by A. Also if M ⊆ MS(C), by the subclutter of C induced by M we mean
{F ∈ C|MS({F}) ⊆ M}. For example if C is the clutter in Fig. 2C in 4.5; the circuits
are the small trianglesfigure.2, then the induced subclutter of C onMS(C)\{ac} equals
C \ {ace}. But if A is the set of vertices of C with a and c removed, then A induces the
subclutter C − a − c = {bef, def}. Note that a subclutter induced by a set of vertices
A, is also induced by the set of MS’s which are contained in A.
Let i ∈ {1, 2, 3}. We say C is a Ci-cycle, when either it is a complete clutter with
n = d + 2 or SMS(C) = ∅ and SMS(C′) 6= ∅ for each C′ ( C such that:
• for i = 1, ∅ 6= C′;
• for i = 2, ∅ 6= C′ is a subclutter induced by a subset of MS(C);
• for i = 3, ∅ 6= C′ is a subclutter induced by a set of vertices of C.
It is easy to check that in the case d = 1 all of these types of cycles coincide with the
usual cycles of graphs. Also clearly every C1-cycle is a C2-cycle and every C2-cycle is a
C3-cycle. But the converse is not true as the following examples show.
Example 4.1. Let C be the set of facets of Γ in [4, Example 16], that is, C is the set
of all 3-subsets of {0, 1, . . . , 5} except 012, 345. Then it is straightforward to check that
SMS(C) = ∅ and each non-trivial vertex induced subclutter of C has a SMS. So C is a
C3-cycle. But SMS(C− 12) = ∅, thus C is not a C2-cycle.
To present an example of a C2-cycle which is not a C1-cycle, we need the following
lemmas.
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Lemma 4.2. If C is a strongly connected d-clutter with deg(e) = 2 for all e ∈ MS(C),
then C is a C1-cycle.
Proof. Note that if C contains a clique C′ on more than d+1 vertices, then degC′(e) = 2
for each e ∈ MS(C′). Therefore C \ C′ does not share any MS with C′ (else, that MS
has degree > 2). But this contradicts the strongly connectedness of C, unless C \C′ = ∅.
Hence in this case C is complete and because each MS has degree 2, n = d + 2. So C is
a C1-cycle.
Thus we can assume that C contains no cliques. So e ∈MS(C) is a simplicial MS if
and only if deg(e) = 1. In particular, SMS(C) = ∅. If C′ ⊆ C has no SMS, then by an
argument similar to the above paragraph, one concludes that C′ = C.
Lemma 4.3. Suppose that C is a d-dimensional CF-cycle, then d + 2 ≤ |C|.
Proof. Suppose that F ∈ C. Then F contains d + 1 MS’s, say e1, . . . , ed+1. As C is
a CF-cycle, ei should be contained in another circuit of C which we call Fi. If for some
i 6= j we have Fi = Fj , then Fi and F have two MS’s in common and hence F = Fi, a
contradiction. Thus all Fi’s are distinct and we have found at least d+ 2 circuits in C.
It should be mentioned that by [5, Proposition 3.11], the number of vertices of a
d-dimensional CF-cycle is also at least d + 2. Recall that Strong components of C are
the maximal strongly connected subclutters of C.
Lemma 4.4. Suppose that C′ = ∂(C) is non-empty. Then C′ is a disjoint union of
CF-cycles.
Proof. Consider x =
∑
F∈C F ∈ C˜d(〈C〉,Z2). Then it can easily be checked that
y = ∂d(x) =
∑
F ′∈C′ F
′. Thus ∂d−1(y) = 0. So according to [3, Propositin 5.1], each
strong component of C′ is a CF-cycle. Whence C′ is a disjoint union of CF-cycles.
Example 4.5. Let C be the 2-clutter in Fig. 2C in 4.5; the circuits are the small
trianglesfigure.2, which is a triangulation of the real projective plane. C′ = C ∪ {abc}.
Then C′ is a C2-cycle but not a C1-cycle.
Proof. It follows from the previous lemma that C is a C1-cycle. Also it is not hard
to check that no MS-induced subclutter of C has exactly the set {ab, ac, bc} as the set
of leaves. One can readily check that C′ has no cliques on more than 3 vertices. Thus
simplicial MS’s of C′ and its subclutters are exactly their leaves. So SMS(C′) = ∅. As
C ⊆ C′ has no simplicial MS, we see that C′ is not a C1-cycle.
Suppose D is a non-trivial subclutter of C′ induced by A ⊆ MS(C′). If either of
ab, ac or bc are in A, then D is also an MS-induced subclutter of C and has some
simplicial MS. If ab, ac, bc /∈ A, then D′ = D \ {abc} is an MS-induced subclutter of C
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and has an MS. Note that in fact, D′ is a CF-tree, hence ∂(D′) 6= ∅ and 4.4 and 4.3, D′
has at least three MS’s with odd degree, that is, three leaves. Hence it has a free MS
other than ab, ac and bc, which remains free in D, too. Consequently, every not-trivial
MS-induced subclutter of C′ has a simplicial MS, whence C′ is a C2-cycle.
a
a
b
b
c
cd
e
f
Figure 2: C in 4.5; the circuits are the small triangles
Example 4.6. Let C be the triangulation of the mod 3 Moore space in Fig. 1A triangu-
lation of the mod 3 Moore space; the circuits are the small trianglesfigure.1. Then C is
a CF-tree without leaves. So SMS(C) = ∅. Also it is easy to see that every subclutter
of C has a free MS. Hence C is a C1-cycle (hence C2 and C3) which is not a CF-cycle.
If C′ = C ∪ {xyz}, then C′ is a CF-cycle which is not a C1-cycle, for the subclutter C of
C′ has no SMS’s.
We saw that there are clutters without any CF-cycle which do not have SMS’s. But
if we replace CF-cycle with Ci-cycle, then we have:
Proposition 4.7. Assume that i ∈ [3] and no subclutter of C is a Ci-cycle, then C has
a free MS. In particular, C is chordal and I(C) has a linear resolution.
Proof. It suffices to prove the claim for i = 1. Suppose that SMS(C′) = ∅ and C′
is a minimal non-empty subclutter of C with this property. Then C′ is a C1-cycle, a
contradiction. Hence SMS(C′) 6= ∅ for each non-empty subclutter C′ of C. Also if C has
a clique on more than dimC + 1 vertices, then C contains a complete C1-cycle. Thus
C has no such cliques and whence if e ∈ SMS(C), then e should be free. So every
non-empty subclutter of C, including C itself, has a free MS.
A graph is chordal if and only if no induced subgraph is a non-complete cycle.
Thus using either of the above notions of cycle and using either inducing by vertices or
inducing byMS’s, we get generalizations of chordal graphs to clutters. But the following
examples show that none of these generalizations preserve the Fro¨berg theorem.
Example 4.8. Let C be the octahedron, that is, C = {1e, 2e|e = 34, 45, 56, 63}.
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(i) C′ = C∪{135, 235, 435, 635} is chordal and hence I(C′) has a linear resolution over
every field. But C = C′ − {35} is an MS-induced non-complete Ci-cycle (i ∈ [3])
and also CF-cycle of C′.
(ii) If C′′ = C∪{435}, then every non-empty vertex induced subclutter of C′′ has a free
MS. So C′′ has no vertex induced Ci-cycles (i ∈ [3]) or CF-cycles. But C is not
chordal and I(C′′) has not a linear resolution over Z2 because it is not CF-chorded.
On the positive side we have:
Proposition 4.9. Consider the following statements on a d-clutter C.
(i) No MS-induced subclutter of C is a non-complete C2-cycle.
(ii) C is chordal.
(iii) No vertex induced subclutter of C is a non-complete C3-cycle.
Then i ⇒ ii ⇒ iii.
Proof. i⇒ ii: It is easy to see that i is equivalent to SMS(C′) 6= ∅ for each non-empty
MS-induced subclutter C′ of C. So there is e1 ∈ SMS(C), e2 ∈ SMS(C− e1), . . . and C
is chordal.
ii ⇒ iii: Again iii is equivalent to SMS(C′) 6= ∅ for each non-empty vertex induced
subclutter C′ of C. As any vertex induced subclutter is obtained by consecutively deleting
some vertices, we just need to show that if C−v 6= ∅, then SMS(C−v) 6= ∅ for a chordal
clutter C and vertex v of C. We prove this by induction on |C|.
The case |C| = 1 is trivial. Suppose |C| > 1. Let e ∈ SMS(C). If v /∈ e, then
e ∈ SMS(C− v). If v ∈ e, then C− v = C− e− v and C− e is a chordal clutter with a
smaller number of circuits. Hence the result follows from the induction hypothesis.
It should be noted that if in 4.9iii, we replace C3 with C2 or C1, again the result
clearly holds. Also if we replace C3-cycle with face-minimal CF-cycle, then again the
result holds, since chordal clutters are CF-chorded and it immediately follows the def-
inition of CF-chorded clutters that such clutters can not have induced non-complete
face-minimal CF-cycles. But if we replace C2-cycle in i with C1-cycle or CF-cycle,
then the obtained statement is not generally true. For example, C′ of 4.5 contains no
MS-induced C1-cycle or CF-cycle but it is not chordal.
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