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Abstract
In this thesis we use the method of matched asymptotic coordinate expansions to examine
in detail the structure of the large-time solution of initial-value problems based on a class
of Burgers’ equations with time dependent coefficients. The normalized nonlinear paritial
differential equation considered is given by
ut + t
δuux = uxx, −∞ < x <∞, t > 0.
where x and t represent dimensionless distance and time respectively, and δ (> −1) is a
constant. In particular, we are interested in the emergence of coherent structures (com-
posed of the expansion wave, Taylor shock wave profile, Rudenko-Soluyan wave profile,
and the error function wave profile) in the large-time solution of the problems considered.
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Chapter 1
Introduction
Nonlinear evolution equations arise in the modelling of a wide range of physical phenom-
ena. However, the vast majority of these nonlinear partial differential equations cannot be
solved by existing methods (such as the inverse scattering method). Indeed, issues relating
to the global existence and uniqueness of solutions to many important and well-studied
nonlinear partial differential equations remain unresolved and are open areas of research.
For equations for which no current methods of solution are applicable researchers must
approach the initial-value or initial-boundary value problems based on these equations by
a combination of numerical and asymptotic methods. This powerful combined approach
often leads to a significant understanding of the large-time solution of the problem under
investigation, and provides valuable information that analysts can use to develop new
methods of solution.
In this thesis, we shall use the method of matched asymptotic coordinate expansions
to obtain the complete large-time solution of an initial-value problem based on Burgers’
equation when the coefficients are time dependent. Specifically, the case when the coeffi-
cients are algebraic functions of time will be discussed in detail. We note that this problem
is not tractable by existing methods. Before specifying the problem to be considered in
this thesis we begin by a historical review of Burgers’ equation followed by reviewing the
1
classical Burgers’ Equation.
1.1 Historical Review of Burgers’ Equation
Burgers’ equation plays a crucial role in applied mathematics, physics, mechanics and
biology. It was first introduced by Bateman [6] in 1915 when he derived the classical
Burgers’ equation in a physical situation and obtained its steady solutions. In 1948, J.M.
Burgers [10] emphasized the importance of this equation as a model in the theory of tur-
bulence. Since then the classical Burgers’ equation has found applications in many areas
of research (including fluid dynamics [19, 31, 42, 44] and gas dynamics [2, 18]). Conse-
quently many studies have analytically or numerically developed solutions for Burgers’
equation. In 1951, Hopf [17] and Cole [11] independently noted the remarkable result
that can transform Burgers’ equation to the linear heat equation, which is known as
the Cole-Hopf transformation. At the same time, Cole [11] found that the solution of
Burgers’ equation has the typical features of a shock wave, i.e. the nonlinear term of
Burgers’ equation tends to steepen the wave fronts, while the viscous term of Burgers’
equation prevents the formation of actual discontinuities. In 1972, Benton and Platzman
[8] presented specific exact solutions of the one dimensional Burgers’ equation. At the
same time, a Morgan-Michal method was applied to Burgers’ equation by Ames [4] to
determine the proper groups for Burgers’ equation without taking the auxiliary condi-
tions. Subsequently, in 1980, Varoglu and Finn [41] applied a new finite-element method
based on the space-time elements and characteristics to solve numerically the Burgers’
equation. In 1983, Weiss et al., [45] developed the Painleve´ property for partial differen-
tial equations and showed how to determine the integrability, the Ba¨cklund transforms,
the linearizing transforms, and the Lax pairs for Burgers’ equation. From an applications
perspective, Vorus [43] discussed the exact solutions to Burgers’ equation on a moving
medium with a sinusoidal excitation. Subsequently, in 1993, Peralta-Fabi and Plaschko
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[30], studied the stability and the bifurcation of classes of solutions to Burgers’ equa-
tion after adding an integral term, representing nonlocal behavior, to the normal form
of the equation describing flow through porous media. From a computational perspec-
tive, in 1999, Kutluay, Bahadir and Ozdes [20] developed explicit and exact-explicit finite
difference methods for the one-dimensional Burgers’ equation. In 2010, a simple numeri-
cal method presented by Asaithambi [5] to compute the solution of the one-dimensional
Burgers’ equation by marched the solution in time using a Taylor series expansion. In
2012, a collocation method for solving Burgers’ equation based on using modified cubic
B-splines basis functions was developed by Mittal and Jain [27]. In 2013, Bu¨yu¨kasık and
Pashaev [7], found and discussed exact solutions of Burgers’ equations with time vari-
able coefficients. In 2015, Hanac [15], studied the large-time solution of an initial-value
problem and initial-boundary value problem for Burgers’ equation with the constant co-
efficient by using method of matched asymptotic coordinate expansions. At the same
year, a linearization method for Burgers equation with time dependent coefficients and
nonlinear forcing term was investigated by Schulze-Halberg [35]. In this paper, the results
were compared with the previously reported results in [7]. In 2016, Ali Suliman et al [3]
presented the complete structure of the large-time solution of an initial-value problem
and initial-boundary value problem for the Burgers’ equation with variable coefficients
by using method of matched asymptotic coordinate expansions. In this thesis the results
that have found in [3] have been explained in detail.
1.2 The Classical Burgers’ Equation with Constant
Coefficients
Burgers’ equation named after Johannes Martinus Burgers (1895 -1981) is given by
ut + uux = µuxx (1.1)
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where the parameter µ (> 0) is a measure of viscous diffusion, u is velocity, x and
t represent distance and time respectively. Burgers’ equation is a canonical equation
combining both nonlinear and diffusive effects and as such arises in the modelling of
a wide variety of physical phenomena. A short history of Burgers’ equation is given in
Section 1.1. It is convenient at this stage to non-dimensionalize equation (1.1). On writing
x = lx′, u = u0u′, t =
(
l
u0
)
t′, (1.2)
where l is a typical length scale and u0 is a typical scale for u, equation (1.1) becomes (on
dropping the primes for convenience),
ut + uux = Duxx (1.3)
whereD = µ
u0l
is a dimensionless parameter related to the Reynolds number viaRe = 1/D.
We further note that the Cole-Hopf transformation (see [11] and [17]) allows the general
solution to (1.3) to be obtained explicity. In particular, following [46], the initial-value
problem
ut + uux −Duxx = 0, −∞ < x <∞, t > 0, (1.4)
u(x, 0) = F (x), −∞ < x <∞, (1.5)
has the solution
u(x, t) =
∫∞
−∞ (
x−η
t
)e−
G
2D dη∫∞
−∞ e
− G
2D dη
(1.6)
where
G(η;x, t) =
(x− η)2
2t
+
∫ η
0
F (η′)dη′. (1.7)
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In the case of discontinuous initial data of the form
F (x) =
 u−, x < 0,u+, x > 0, (1.8)
where u+ < u−, the solution can be written as
u(x, t) = u+ +
(u− − u+)
1 + h(x, t) e
[
(u−−u+)
2D
(
x− (u−+u+)
2
t
)] (1.9)
where
h(x, t) =
∫∞
− (x−u+t)√
4Dt
e−ξ
2
dξ∫∞
(x−u−t)√
4Dt
e−ξ2dξ
. (1.10)
For fixed x
t
in the range u+ <
x
t
< u−, the function h(x, t) → 1 as t → ∞, and the
solution approaches the Taylor shock ([17])
u(x, t) = u+ +
(u− − u+)
1 + e
[
(u−−u+)
2D
(
x−Ut
)] , with U = (u− + u+)
2
. (1.11)
When D = 0 equation (1.4) becomes the inviscid Burgers’ equation
ut + uux = 0. (1.12)
This equation is considered a prototype for nonlinear hyperbolic equations and conser-
vation laws in general and it appears in studies of gas dynamics and traffic flow. It is
important to note that the solution to equation (1.12) when the initial data has a discon-
tinuous expansive step, given by
u(x, 0) =
 u−, x < 0,u+, x > 0, (1.13)
5
where u+ > u−, can be readily obtained (see for example [46])
u(x, t) =

u−, x < u−t,
x
t
, u−t < x < u+t,
u+, x > u+t.
(1.14)
which is known as a rarefaction wave.
However, it is important to note that in many applications of acoustic waves (see, for
example [12] and [37]) the coefficient of uux in equation (1.3) is in fact regularly approxi-
mated by a constant when in fact it is a function of time. It is therefore clearly important
to extend our knowledge of the classical Burgers’ equation by considering Burgers’ equa-
tion when the coefficients are functions of time.
1.3 Discussion of Burgers’ Equation when the Coef-
ficients are Functions of Time
In this thesis we consider an initial-value problem for Burgers’ equation with time depen-
dent coefficients [3], namely
ut + Φ(t)uux = Ψ(t)uxx, −∞ < x <∞, t > 0, (1.15)
u(x, 0) = u0(x), −∞ < x <∞, (1.16)
u(x, t)→
 u−, x→ −∞,u+, x→∞, t ≥ 0, (1.17)
where u− and u+ (6= u−) are parameters and the functions Φ(t) and Ψ(t) are algebraic
functions of time t. Further, we consider the situation when the initial data u0 : R → R
6
is continuously differentiable and has algebraic decay as |x| → ∞. Specifically,
u0(x) =

u+ +
AR
(x)γ
+O(E(|x|)) as x→∞,
u− + AL(−x)γ +O(E(|x|)) as x→ −∞,
(1.18)
where E(|x|) is linearly exponentially small in x as |x| → ∞ , AR (6= 0), AL (6= 0)
and γ (> 0) are constants. We consider the cases when u+ > u− and when u+ < u−
separately, with AR < 0 and AL > 0 when u+ > u− and AR > 0 and AL < 0 when
u+ < u−. We henceforth refer to the initial-value problem (1.15), (1.16) and (1.18) as
IVP+ when u+ > u− and IVP− when u+ < u−. We note that equation (1.15) is related
to the generalized Burgers’ equation
vτ + vvx + f(τ)v = vxx, (1.19)
where f(τ) = d
dτ
(
ln Ψ
Φ
)
, via the transformation
v(x, τ) =
Φ(t)
Ψ(t)
u(x, t), τ =
∫ t
Ψ(s)ds. (1.20)
We observe that when f(τ) = 0, equation (1.19) reduces to the classical Burgers’ equation
discussed in Section 1.2.
The generalized Burgers’ equation (1.19) appears in many applications, (see [9, 22,
33, 34]) and has been discussed in many situations where f(t) 6= 0. For example, when
f(t) = −1, equation (1.19) provides a simple model of nonlinear interaction of long wave
pumping with short wave dissipation [16], while when f(t) = λ
t
(where λ is constant)
equation (1.19) describes the propagation of finite-amplitude sound waves in ducts of
variable cross sectional area ([13], [14], [29], [36]). However, it has been noted in [28] that
there is no Ba¨cklund transformation for the generalized Burgers’ equation (1.19), and
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hence it is doubtful that a linearizing transformation such as the Cole-Hopf transformation
exists in this case. Therefore, other methods of solution need to be investigated for this
important class of equation.
In Leach [23], the complete large-time solution to IVP+ and IVP− have been consid-
ered for the cases when
(i) Φ(t) = et, Ψ(t) = 1.
(ii) Φ(t) = 1, Ψ(t) = et,
via the method of matched asymptotic coordinate expansions. This analysis established
that in case (i) the form of the large-time solutions of IVP+ and IVP− depends on the
problem parameters u+ and u−. In particular, when u+ > u− the solution to the initial-
value problem exhibits the formation of an expansion wave, while when u+ < u− the
solution to the initial-value problem exhibits the formation of a localized Taylor shock
profile. In both cases the large-time attractor connects u = u+ to u = u−. In case (ii),
the form of the large-time solution of IVP+ and IVP− are independent of the problem
parameters and exhibits the formation of an error function profile connecting u = u+ to
u = u− .
In this thesis we extend the analysis presented in [23] and consider the case when
Φ(t) = tδ (δ > −1), Ψ(t) = 1. (1.21)
The objective is to obtain, via the method of matched asymptotic coordinate expansions,
a uniform asymptotic approximation to the solution of initial-value problems IVP+ and
IVP− as t→∞. The methodology used follows that given in [25] and [26].
For completeness we note that there is no loss of generality in considering equation
(1.15) (with (1.21)). To illustrate this point we consider the more general situation when
8
Φ(t) = tα (α > −1) and Ψ(t) = tβ (β > −1) where α 6= β. In this case equation (1.15)
becomes
ut + t
αuux = t
βuxx. (1.22)
On introducing the change of variables
u = (β + 1)−δ U, (β + 1)τ = t(β+1), (1.23)
where
δ =
(α− β)
(β + 1)
(∈ (−1,∞)) (1.24)
equation (1.22) becomes
Ut + τ
δUUx = Uxx, (1.25)
where δ (> −1) is a constant. The relationship between the new parameter δ and the
original parameters α and β is illustrated graphically in Figure 1.1. We will return to the
(α, β) parameter plane given in Figure 1.1 later in this thesis when we relate the results
regarding to equation (1.15) (with (1.21)) to equation (1.22).
Finally, as an illustration, it is interesting to consider a specific application [3]. We
consider the dynamics of a linearly and weakly compressible viscous fluid, with time
dependent viscosity, in one spatial dimension. With u¯ being the fluid velocity field, the
unidirectional evolution of initial finite amplitude disturbances is governed by the following
Burgers’ equation,
u¯t +
(
c0 +
µ′(t)
2ρ0c0
+
1
2
u¯
)
u¯x =
µ(t)
2ρ0
u¯xx (1.26)
as t > 0 being time and x ∈ R being the spatial coordinate, whilst c0 is the linearly
compressive sound speed, ρ0 is the ambient fluid density and µ(t) is the fluid viscosity. In
9
α-1
-1
δ = −1 δ = −12
(β = 2α + 1)
δ = 0
(β = α)
α = −1
β
−1
2
< δ < 0(
β−1
2
< α < β
)
−1 < δ < −1
2(−1 < α < β−1
2
)
δ > 0
(α > β)
Figure 1.1: The (α, β) parameter plane for α, β > −1. We recall that δ = (α−β)
(β+1)
.
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relation to this thesis, we give attention to the case where the fluid viscosity is time depen-
dent, through, for example, increase or decrease in ambient temperature. In particular,
we put,
µ = µ(t) = µ0t
λ (1.27)
with µ0 > 0 and λ > −1. Thus, the fluid viscosity is increasing with t > 0 when λ > 1,
but decreasing with t > 0 when −1 < λ < 0. Now, introduce the simple transformation,
z =x−
(
c0t+
µ0t
λ
2ρ0c0
)
,
τ =
µ0
2(1 + λ)ρ0
t(1+λ),
u =(2(1 + λ))−
λ
(1+λ)
(
ρ0
µ0
) λ
(1+λ)
u¯.
(1.28)
On substitution from (1.28), the partial differential equation (1.26) becomes
uτ + τ
− λ
(1+λ)uuz = uzz, −∞ < z <∞, τ > 0, (1.29)
which is now in the form of the generalized Burgers’ equation considered in this thesis,
with, for each λ ∈ (−1,∞),
δ = − λ
(1 + λ)
∈ (−1,∞). (1.30)
We observe from (1.30) that δ is a monotone decreasing function of λ, with δ → ∞ as
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λ→ −1+ and δ → −1 as λ→∞. In fact,
δ ∈
(
−1,−1
2
)
when λ ∈ (1,∞),
δ = −1
2
when λ = 1,
δ ∈
(
−1
2
,∞
)
when λ ∈ (−1, 1).
(1.31)
For transition-type initial conditions, the theory developed in this thesis determines the
detailed evolution of (1.26). Principally, we will observe that when λ ∈ (1,∞) an error
function profile will develop as τ → ∞, for any u+ ≶ u−. However, for λ = 1, the
Rudenko-Soluyan similarity profile will develop as τ → ∞, for any u+ ≶ u−. However,
for λ ∈ (−1, 1), a Taylor shock profile will develop as τ → ∞, when u+ < u−, but an
expansion wave will develop as τ →∞, when u+ > u−.
1.4 The Method of Matched Asymptotic Coordinate
Expansions
Throughout this thesis we use the nomenclature of the theory of matched asymptotic
expansions given in Van Dyke [40]. Asymptotic methods applied to nonlinear partial
differential equations have a large and rich history, and we do not propose to review the
literature on this broad topic here. Rather, we note that we will be primarily concerned
with applying the methodology developed by J.A. Leach and D.J. Needham (see [24]) in
the context of reaction-diffusion equations to the class of variable coefficient Burgers’ equa-
tions considered in this thesis. We note that this methodology is far more generic than first
thought and has been applied with success to give information about the structure and
propagation speed of a wide range of nonlinear evolution equations (both with constant
and variable coefficients) for example nonlinear diffusion equations of Fisher-Kolmogorov
type. This methodology enables the complete large-time asymptotic structure of the solu-
12
tion to an initial-value (or initial-boundary value) problem based on a nonlinear evolution
equation to be obtained. The methodology requires careful consideration of the asymp-
totic structure as t→ 0 and |x| → ∞ (t = O(1)), and links the initial data to the resulting
large-time attractor for the initial-value problem.
1.5 Large-Time Attractors
In this section we will review the large-time attractors that we will encounter in the
solution to the initial-value problems based on equation (1.15) (with (1.21)) considered
in this thesis (which we described in detail in Section 1.6). The specific form of the large-
time attractor encountered depends on the problem parameters. We begin by introducing
the scaled coordinate z, by
z = xt−α (1.32)
as t→∞ with z = O(1) and where α is to be determined, and expand in the form
u(z, t) = U(z) + o(1) (1.33)
as t→∞ with z = O(1). On substituting (1.33) into (1.15) with (1.21) (when written in
terms of z and t), we find that
−αz
t
Uz + t
(δ−α)UUz = t−(2α)Uzz. (1.34)
To obtain the most structured leading order balance in equation (1.34), we observe im-
mediately that there are three cases to consider depending on the parameters δ and α,
namely,
(i) α = 1
2
, −1 < δ < −1
2
.
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In this case, the leading order problem is given by
Uzz +
z
2
Uz = 0. (1.35)
(ii) α = 1
2
, δ = −1
2
.
In this case, the leading order problem is given by
Uzz +
z
2
Uz − UUz = 0. (1.36)
(iii) α = (δ + 1), δ > −1
2
.
In this case, the leading order problem is given by
(δ + 1)zUz − UUz = 0. (1.37)
It is also instructive to introduce the scaled coordinate z, by
z = xt−α + At−β (1.38)
as t → ∞ with z = O(1), where the constants α, β and A are to be determined, and
expand in the form
u(z, t) = U(z) + o(1) (1.39)
as t → ∞ with z = O(1). On substituting (1.39) into equation (1.15) with (1.21) (when
written in terms of z and t) we obtain
Uz
(
−αz
t
+ A(α− β)t−(β+1)
)
+ t(δ−α)UUz = t−(2α)Uzz. (1.40)
To obtain the most structured leading order balance in (1.40) we require that α = −δ,
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β = −(2δ + 1) and δ > −1
2
giving at leading order that
Uzz − UUz + A(δ + 1)Uz = 0. (1.41)
The related ordinary differential equations (1.35), (1.36), (1.37), and (1.41) are of funda-
mental importance in what follows. We now consider each in turn.
1.5.1 Error Function
Here we consider the case when α = 1
2
and −1 < δ < −1
2
. We introduce the scaled
coordinate z, by
z = xt−
1
2 (1.42)
as t→∞ with z = O(1), and expand in the form
u(z, t) = U(z) + o(1) (1.43)
as t→∞ with z = O(1). On substituting (1.43) into (1.15) with (1.21) (when written in
terms of z and t), we obtain at leading order
Uzz +
z
2
Uz = 0, −∞ < z <∞. (1.44)
We note that this is equation (1.35) mentioned previously. Equation (1.44) is to be solved
subject to the boundary conditions
U(z)→
 u+, z →∞,u−, z → −∞, (1.45)
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where u+ and u−(6= u+) are constants. It is straightforward to integrate equation (1.44)
once to obtain
Uz = Ae
− z2
4 , (1.46)
where A is a constant of integration. One further integration of (1.46) then yields
U(z) = A
∫ z
0
e−
s2
4 ds+B, (1.47)
where B is a constant of integration. Imposing boundary conditions (1.45) then requires
that
U(z) =
(u+ − u−)
2
√
pi
∫ z
0
e−
s2
4 ds+
(u+ + u−)
2
, −∞ < z <∞. (1.48)
On rewriting (1.48) in terms of the standard error function (see for example [1]) we obtain
U(z) =
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)
, −∞ < z <∞. (1.49)
We note that there is no restriction on the constants u+ and u− other then the requirement
that u+ 6= u−. A graph of (1.49) when u+ = 1 and u− = −1 is given for illustration in
Figure 1.2.
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Figure 1.2: Graph of error function profile (1.49) when u+ = 1 and u− = −1.
1.5.2 Rudenko-Soluyan Similarity Solution
When α = 1
2
and δ = −1
2
equation (1.15) with (1.21) admits the similarity solution
u = U(z), z = xt−
1
2 . (1.50)
On substitution of (1.50) into equation (1.15) (when δ = −1
2
) we obtain
Uzz +
(z
2
− U
)
Uz = 0, −∞ < z <∞. (1.51)
We recall that this is equation (1.36) that we encountered earlier. Equation (1.51) is to
be solved subject to the boundary conditions
U(z)→

u+ as z →∞,
u− as z → −∞,
(1.52)
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where u+ and u−(6= u+) are constants. On making the substitution
U =
1√
2
Ω, z =
√
2 Z, (1.53)
equation (1.51) becomes
ΩZZ + (Z − Ω) ΩZ = 0, −∞ < Z <∞, (1.54)
which has been analyzed by Rudenko and Soluyan [32]. It is straightforward to establish
(see for example [36] and [32]) that the solutions in terms of the similarity variable Z = x√
2t
are
Ω = Z − 2F (ζ),
Z = γ +
∫ ζ
ζ0
dζ
F (ζ)
.
 ζ ≥ ζ0, (1.55)
where
F (ζ) = ± (ζ − ζ0 e−2(ζ−ζ0)) 12 , (1.56)
Here ζ is the implicit variable, γ and ζ0(> −12) are constants. The wave profile Ω(Z) is
bounded with constant boundary conditions as |Z| → ∞, and consists of two parts (the
plus sign in (1.56) is taken to give Ω(Z) for Z ≥ γ, while the negative sign is taken in (1.56)
to give Ω(Z) for Z ≤ γ) which smoothly join at Z = γ. Further, the wave profile Ω(Z)
is monotonically decreasing (increasing) when ζ0 is positive (negative) respectively. The
parameter ζ0 determines the strength of wave profile Ω(Z), where the limiting behaviour
of (1.55) is given by
Ω(Z)→ γ ±∆(ζ0) as Z → ±∞
with the height of the wave being 2∆(ζ0), is a function of ζ0, where ∆(ζ0) can be deter-
mined numerically. It was shown by Rudenko and Soluyan [32] that as ζ0 → 0, the wave
profile Ω(Z) takes the error function form while when ζ0 → ∞ the wave profile Ω(Z)
18
takes Taylor shock profile. Furthermore, the wave profile Ω(Z) approaches an expansion
wave profile as ζ0 → −12 . In order to satisfy boundary conditions (1.52) we take
γ =
√
2
2
(u+ + u−)
and determine ζ0 such that ∆(ζ0) =
√
2
2
(u+−u−). We observe from (1.53) and (1.55) that
U(z) = u+ +O
(
1
z
exp
(
−z
2
4
+ u+z
))
as z →∞. (1.57)
The corresponding asymptotic form for U(z) as z → −∞ follows (1.57) with u+
replaced by u−.
A graph of the implicit solution (1.55) when γ = 0 for ζ0 = 0.04, 1 and 2.5 is given
in Figure 1.3. We note that curves (a), (b), (c) illustrate expansion wave, error function,
Taylor shock type profiles respectively.
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Figure 1.3: Graph of the Rudenko-Soluyan implicit solution of (1.55) for γ = 0 when
ζ0 = 0.04, 1 and 2.5.
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1.5.3 Expansion Wave
Here we consider the case when α = (δ + 1) and δ > −1
2
. We introduce the scaled
coordinate z, by
z = xt−(δ+1) (1.58)
as t→∞ with z = O(1), and expand in the form
u(z, t) = U(z) + o(1) (1.59)
as t→∞ with z = O(1). On substituting (1.59) into (1.15) with (1.21) (when written in
terms of z and t), we obtain at leading order
−UUz + z(δ + 1)Uz = 0, −∞ < z <∞. (1.60)
Therefore, after consideration of (1.60), we have that
U = constant or U = (δ + 1)z (1.61)
are solutions of (1.60). If we further require a solution which satisfies the boundary
conditions
U(z)→
 u+, z →∞,u−, z → −∞,
where u+ > u−, then we require
U(z) =

u+, z >
u+
(δ+1)
,
(δ + 1)z, u−
(δ+1)
≤ z ≤ u+
(δ+1)
,
u−, z <
u−
(δ+1)
,
(1.62)
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which is the well known expansion wave solution. A graph of (1.62) when u+ = 1 and
u− = −1 is given for illustration in Figure 1.4.
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Figure 1.4: Graph of the expansion wave profile (1.62) when u− = −1 and u+ = 1.
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1.5.4 Taylor Shock Wave
Here we consider the case when α = −δ, β = −(2δ + 1) and δ > −1
2
. We introduce the
scaled coordinate z, by
z = xtδ + At(2δ+1) (1.63)
as t → ∞ with z = O(1), and where the constant A is to be determined. We expand in
the form
u(z, t) = U(z) + o(1) (1.64)
as t→∞ with z = O(1). On substituting (1.64) into (1.15) (when written in terms of z
and t), we find at leading order
Uzz − UUz + A(δ + 1)Uz = 0, −∞ < z <∞. (1.65)
Equation (1.65) is to be solved subject to the boundary conditions
U(z)→
 u+, z →∞,u−, z → −∞. (1.66)
On integrating (1.65) once, we obtain
Uz =
U2
2
− A(δ + 1)U + c1, −∞ < z <∞, (1.67)
where c1 is a constant of integration. On imposing boundary conditions (1.66) we require
that
A =
u+ + u−
2(δ + 1)
and c1 =
u+u−
2
.
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After which we can rewrite (1.67) as
Uz =
U2
2
− (u+ + u−)
2
U +
u+u−
2
=
1
2
(U − u+) (U − u−) , (1.68)
which on separating variables and integrating gives∫
dU
(U − u+) (U − u−) =
1
2
z + c2, (1.69)
where c2 is a constant of integration. We note that Uz > 0 for u+ < U < u−. On using
the method of partial fractions we obtain after integration
1
(u− − u+) ln
|U − u−|
|U − u+| =
1
2
z + c2. (1.70)
Now on restricting attention to u+ < U < u− we have that
ln
|U − u−|
|U − u+| =
1
2
(u− − u+)z + c2(u− − u+). (1.71)
On rearranging we obtain
U(z) =
u− + u+e
(
u−−u+
2
)
z+Φc
1 + e
(
u−−u+
2
)
z+Φc
, −∞ < z <∞, (1.72)
where Φc = c2(u− − u+) is a constant. We note that U(z) → u+ as z → ∞, and that
U(z)→ u− as z → −∞ (as required).
Finally, we can write (1.72) in terms of the hyperbolic tangent as
U(z) =
1
2
(u+ + u−)− 1
2
(u− − u+) tanh
(
1
4
(u− − u+)z + φc
)
, −∞ < z <∞, (1.73)
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where φc =
Φ
2
and u+ < u−. Equation (1.73) is the well known Taylor shock profile [38].
A graph of (1.73) when u+ = −1 and u− = 1 is given for illustration in Figure 1.5. We
note that we have taken φc = 0 for convenience.
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Figure 1.5: Graph of the Taylor shock profile (1.73) when u− = 1 and u+ = −1 (with
translational invariance fixed by taking φc = 0).
1.6 An Overview of the Mathematical Problems Con-
sidered
In Chapter 2 and 3 we consider the initial-value problem
ut + t
δuux = uxx, −∞ < x <∞, t > 0, (1.74)
u(x, 0) = u0(x), −∞ < x <∞, (1.75)
u(x, t)→
 u+, x ≥ −∞,u−, x <∞, (1.76)
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where u+ and u− (6= u+) are constants. In particular, we consider the case when the initial
data u0 is continuously differentiable and has algebraic decay as |x| → ∞. Specifically,
u0(x) =

u+ +
AR
(x)γ
+O(E(|x|)) as x→∞,
u− + AL(−x)γ +O(E(|x|)) as x→ −∞.
(1.77)
where E(|x|) is linearly exponentially small in x as |x| → ∞ , AR (6= 0), AL (6= 0)
and γ (> 0) are constants. In Chapter 2 we consider the case when u+ > u−. As
discussed earlier in this case initial-value problem (1.74)-(1.77) is labelled as IVP+ and
where AR < 0 and AL > 0. We will develop, via the method of matched asymptotic
coordinate expansions, the complete large-time asymptotic structure of the solution to
IVP+. The behaviour of the solution depends critically on the problem parameter δ (6= 0).
In particular, the large-time attractor of the solution to IVP+ is
(i) An expansion wave when δ > −1
2
.
(ii) The Rudenko-Soluyan Similarity Solution when δ = −1
2
.
(iii) The error function when −1 < δ < −1
2
.
In Chapter 3 we extend the analysis of Chapter 2 by considering the case when u+ <
u−. In this case initial-value problem (1.74)-(1.77) is labelled as IVP− and where AR > 0
and AL < 0. Again we use the method of matched asymptotic coordinate expansions
to obtain the complete large-time asymptotic structure of the solution to IVP−. As in
Chapter 2 the behaviour of the solution depends on the problem parameter δ (6= 0). In
particular, the large-time attractor of the solution to IVP− is
(i) A Taylor shock wave when δ > −1
2
.
(ii) The Rudenko-Soluyan Similarity Solution when δ = −1
2
.
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(iii) The error function when −1 < δ < −1
2
.
Table 1.1 provides an overview of the results contained in Chapters 2 and 3, presenting
which large-time attractor arises in the solution to initial-value problem (1.74)-(1.77) for
the given problem parameters.
u+ < u− u+ > u−
δ > −1
2
Taylor Shock Expansion Wave
δ = −1
2
Rudenko-Soluyan Similarity Solution
−1 < δ < −1
2
Error Function
Table 1.1: The type of large-time attractor connecting u+ to u− in the solution of initial-
value problem (1.74)-(1.77) for δ > −1.
We recall that the case when δ = −1 has been considered in [23]; the large-time
attractor in this case is of error function type.
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Chapter 2
The Initial-Value Problem IVP+
In this chapter, we consider the initial-value problem for Burgers’ equation with a time
dependent coefficient [3] , namely,
ut + t
δuux = uxx, −∞ < x <∞, t > 0, (2.1)
u(x, 0) = u0(x), −∞ < x <∞ (2.2)
u(x, t)→
 u−, x→ −∞,u+, x→∞, t ≥ 0, (2.3)
where δ > −1 and u+ > u−. Further, we consider the situation when the initial data
u0 : R→ R is continuously differentiable and has algebraic decay as |x| → ∞. Specifically
u0(x) =

u+ +
AR
(x)γ
+O(E(|x|)) as x→∞,
u− + AL(−x)γ +O(E(|x|)) as x→ −∞,
(2.4)
where E(|x|) is linearly exponentially small in x as |x| → ∞, AR < 0, AL > 0 and γ (> 0)
are constants. We henceforth refer to the initial-value problem (2.1), (2.2) and (2.4) as
IVP+ when u+ > u−. We develop the structure of the large-time solution to IVP+
using the method of matched asymptotic coordinate expansions. The large-time solution
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is obtained by consideration of the asymptotic structures as t → 0 (−∞ < x < ∞) and
as |x| → ∞ with t = O(1). In particular, it is required to obtain
(i) the asymptotic structure of the solution to IVP+ as t→ 0.
(ii) the asymptotic structure of the solution to IVP+ for t = O(1) as |x| → ∞.
(iii) the asymptotic structure of the solution to IVP+ as t→∞.
We begin by examining the asymptotic structure of the solution to IVP+ as t→ 0.
2.1 Asymptotic solution to IVP+ as t→ 0
Consideration of initial data (2.2) (with (2.4)) indicates that the asymptotic solution to
IVP+ as t→ 0 will consist of a single asymptotic region, which we label as region I.
Region I : x = O(1).
Since u(x, 0) is analytic in region I, with u = O(1) as t→ 0, we expand u(x, t) as a regular
power series in t and substitute into equation 2.1. However, the cases when δ > 0 and
when −1 < δ < 0 need to be considered separately [3]. Further, we note that the case
when δ = 0 is classical Burgers’ equation. We begin by considering the case when δ > 0.
2.1.1 δ > 0
To examine region I where x = O(1) and u(x, t) = O(1) as t→ 0, we look for an expansion
of the form
u(x, t) = u0(x) + t
su1(x) + o(t
s) as t→ 0 (2.5)
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where x = O(1) and s > 0 is a constant to be determined. On substituting expansion
(2.5) into equation (2.1) we obtain
sts−1u1(x) + tδ[u0(x) + tsu1(x) + ...][u′0(x) + t
su′1(x) + ...] = [u
′′
0(x) + t
su′′1(x) + ...] (2.6)
After expanding and grouping terms together in (2.6) we arrive at
sts−1u1(x) + tδu0(x)u′0(x) + t
δ+su0(x)u
′
1(x) + t
δ+su1(x)u
′
0(x) + ... = u
′′
0(x) + t
su′′1(x) + ... .
(2.7)
We now seek values of s > 0 which provide possible balances in (2.7). It is straightforward
to find that there is only one possible balance, and that requires s = 1. Thus, at leading
order we obtain
u1(x) = u
′′
0(x) (2.8)
giving, via (2.5)
u(x, t) = u0(x) + tu
′′
0(x) +O(t
β) as t→ 0 (2.9)
with x = O(1) and β > 0 to be determined. The correction term to expansion (2.9)
depends upon δ and can readily be obtained on continuing expansion (2.9) on omitting
the details for brevity. It follows that in region I, the asymptotic solution to IVP+ as
t→ 0 , when δ > 0, is given by
u(x, t) = u0(x) +
dδe∑
i=1
u
(2i)
0 (x)
i!
ti
−

(
u0(x)u′0(x)
(δ+1)
− u
2(δ+1)
0 (x)
(δ+1)!
)
t(δ+1) +O
(
t(δ+2)
(1+|x|)(γ+3)
)
when δ ∈ N,
u0(x)u′0(x)
(δ+1)
t(δ+1) +O
(
t(δ+2)
(1+|x|)(γ+3)
)
when δ /∈ N,
(2.10)
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as t → 0 with x = O(1), where dδe is the smallest integer greater than or equal to δ
[3]. It is clear that expansion (2.10) when x = O(1) as t → 0, in fact remains uniform
for |x|  1, and therefore no further asymptotic regions are required in the asymptotic
structure of u(x, t) as t→ 0. In particular, we have from (2.4) and (2.10), that
u(x, t) =
(
u+ +
AR
xγ
+O(E(|x|))
)
+
dδe∑
i=1
AR(γ + 2i− 1)!
i!(γ − 1)!x(γ+2i)
(
1 +O(E(|x|))
)
ti
+
u+ARγ
(δ + 1)x(γ+1)
(
1 +O(
1
xγ
,
1
x(2δ+1)
)
)
t(δ+1) +O
(
t(δ+2)
(1 + |x|)(γ+3)
)
(2.11)
as t→ 0 uniformly for x 1, whilst
u(x, t) =
(
u− +
AL
(−x)γ +O(E(|x|))
)
+
dδe∑
i=1
AL(γ + 2i− 1)!
i!(γ − 1)!(−x)(γ+2i)
(
1 +O(E(|x|))
)
ti
− u−ALγ
(δ + 1)(−x)(γ+1)
(
1 +O(
1
|x|γ ,
1
|x|(2δ+1) )
)
t(δ+1) +O
(
t(δ+2)
(1 + |x|)(γ+3)
)
(2.12)
as t→ 0 uniformly for (−x) 1.
2.1.2 −1 < δ < 0
Following Section 2.1.1 we have in this case that
u(x, t) = u0(x) +
d −δ
(δ+1)
e∑
i=1
Ti(x)t
i(δ+1)
+

u′′0(x)t+ o(t) when
−δ
(δ+1)
/∈ N,(
u′′0(x) + T 1
(δ+1)
(x)
)
t+ o(t) when −δ
(δ+1)
∈ N,
(2.13)
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as t → 0 with x = O(1), where the functions Ti(x) can be determined in terms of u0(x)
straightforwardly. For example,
T1(x) =
−u0(x)u′0(x)
(δ + 1)
and
T2(x) =
[u20(x)u
′
0(x)]
′
2(δ + 1)2
.
Expansion (2.13) (with (2.4)) remains uniform for x 1 as t→ 0 and for (−x) 1 as
t→ 0. This completes the asymptotic structure as t→ 0, with expansion (2.13) of region
I providing a uniform approximation to the solution of IVP+ as t→ 0 with x = O(1)[3].
2.2 Asymptotic solution to IVP+ for t = O(1) as
|x| → ∞
We now investigate the asymptotic structure of the solution to IVP+ as |x| → ∞ with
t = O(1). We first obtain the structure of the solution to IVP+ as x→∞ with t = O(1).
The form (2.10) (δ > 0) and (2.13) (−1 < δ < 0) for x 1 indicates that in this region,
which we label as region II+, we must expand as
u(x, t) = u+ +
F0(t)
xγ
+
F1(t)
x(γ+1)
+
F2(t)
xr
+
F3(t)
xs
+ o
(
1
xs
)
as x→∞ (2.14)
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with t = O(1), where
r =
 2γ + 1, 0 < γ ≤ 1,γ + 2, γ > 1.
s =

γ + 2, 0 < γ < 1,
4 γ = 1,
2γ + 1, γ > 1.
(2.15)
On substituting expansion (2.14) into equation (2.1), expanding, and solving at each order,
subject to matching with expansion (2.11) (when δ > 0) and (2.13) (when −1 < δ < 0)
in region I as t→ 0, we obtain
F0(t) = AR, (2.16a)
F1(t) =
γu+ARt
(δ+1)
(δ + 1)
, (2.16b)
F2(t) =

γA2R
(δ+1)
t(δ+1), 0 < γ < 1,
A2R
(δ+1)
t(δ+1) + 2ARt, γ = 1,
γ(γ + 1)ARt, γ > 1.
(2.16c)
and
F3(t) =
γA2R
(δ + 1)
t(δ+1), γ > 1. (2.16d)
The form of F3(t) when 0 < γ ≤ 1 is not required in what follows where it is a small
term and will not effect on structure of solution [3]. Thus, the structure of (2.14) depends
on the parameters δ and γ, we observe that expansion (2.14) remains uniform for t  1
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provided that x λ(t), but becomes nonuniform when x = O(λ(t)) for t 1, where
λ(t) =

t(δ+1), δ > −1
2
, γ > 0,
t−δ, −1 < δ ≤ −1
2
, γ ≥ 1,
t
δ
(γ−1) , −1 < δ ≤ −1
2
, 0 < γ < 1.
(2.17)
For completeness we provide the above information relating to the nonuniformity of ex-
pansion (2.14) in Figure 2.1.
We next examine the structure of the solution to IVP+ as x → −∞ with t = O(1).
The form of expansion (2.12) (when δ > 0) and (2.13) (when −1 < δ < 0) in region I
when (−x) 1 requires that in region II− we expand in the form
u(x, t) = u−+
F0(t)
(−x)γ +
F1(t)
(−x)(γ+1) +
F2(t)
(−x)r +
F3(t)
(−x)s +o
(
1
(−x)s
)
as (−x)→∞ (2.18)
with t = O(1), where
r =
 2γ + 1, 0 < γ ≤ 1,γ + 2, γ > 1.
s =

γ + 2, 0 < γ < 1,
4 γ = 1,
2γ + 1, γ > 1.
(2.19)
On substituting expansion (2.18) into equation (2.1), expanding, and solving at each order,
subject to matching with expansion (2.12) (when δ > 0) and (2.13) (when −1 < δ < 0)
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−1
2
−1
λ(t) = t
δ
(γ−1) λ(t) = t−δ
λ(t) = t(δ+1)
1
Figure 2.1: The (γ, δ) parameter plane.
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in region I as t→ 0, we obtain
F0(t) = AL, (2.20a)
F1(t) = −γu−AL
(δ + 1)
t(δ+1), (2.20b)
F2(t) =

− γA2L
(δ+1)
t(δ+1), 0 < γ < 1,
− A2L
(δ+1)
t(δ+1) + 2ALt, γ = 1,
γ(γ + 1)ALt, γ > 1.
(2.20c)
and
F3(t) = − γA
2
L
(δ + 1)
t(δ+1), γ > 1. (2.20d)
The form of F3(t) when 0 < γ ≤ 1 is not required in what follows where it is a small
term and will not effect on structure of solution [3]. Thus, the structure of (2.18) depends
on the parameters δ and γ. We observe again that expansion (2.18) remains uniform for
t  1 provided that (−x)  λ(t), but again becomes nonuniform when (−x) = O(λ(t))
for t  1, with λ(t) given by (2.17), This completes the asymptotic structure of IVP+
as |x| → ∞ with t = O(1).
2.3 Asymptotic solution to IVP+ as t→∞
We next consider the asymptotic structure of the solution to IVP+ as t → ∞. Consid-
eration of expansions (2.14) and (2.18) for t 1 in regions II± indicates that there are a
number of cases to consider, which are now developed in turn.
2.3.1 δ > −12
We now investigate the structure of IVP+(we recall in this case that u+ > u−) as t→∞
when δ > −1
2
. We recall from Section 2.2 that expansions (2.14) and (2.18) of regions
II+
(
x → ∞, t = O(1)) and II− (x → −∞, t = O(1)), respectively, continue to remain
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uniform provided that |x|  t(δ+1) as t → ∞. We begin by considering the asymptotic
structure as t → ∞ moving in from region II+, when x  t(δ+1) as t → ∞. To proceed
we introduce a new region labelled as region III+, in which x = O(t(δ+1)) as t → ∞. To
examine region III+ it is convenient to introduce the scaled coordinate
y = xt−(δ+1) (2.21)
with y = O(1) as t→∞ [3]. The aim is now to develop an asymptotic approximation to
u(y, t) as t → ∞ with y = O(1). We begin in region III+ moving in from region II+
(when y  1) to y = O(1) as t → ∞ . The form of the asymptotic expansion for u(y, t)
in region III+ follows from the structure of expansion (2.14) in region II+, when written
in terms of y and t, and expanded for y = O(1) as t → ∞. This requires that in region
III+ we expand in the form
u(y, t) = u+ + g0(y)t
−γ(δ+1) + o
(
t−γ(δ+1)
)
as t→∞ (2.22)
with y = O(1), and where g0(y) is a function to be determined. On substitution from
(2.22) into equation (2.1) (when written in terms of y and t) we obtain at O(t−γ(δ+1)) the
following ordinary differential equation for g0(y), namely
g′0 +
(
γ
y − u+
(δ+1)
)
g0 = 0, y = O(1). (2.23)
Equation (2.23) has to be solved subject to the matching condition with expansion (2.14)
in region II+ (when x = O(t(δ+1))), which requires
g0(y) ∼ AR
yγ
+
γu+AR
(δ + 1)yγ+1
as y →∞. (2.24)
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The solution of (2.23) subject to (2.24) is then readily obtained as
g0(y) = AR
(
y − u+
(δ + 1)
)−γ
, y >
u+
(δ + 1)
. (2.25)
We observe that g0(y) develops a singularity as y →
(
u+
(δ+1)
)+
. This anticipates an inner
asymptotic region being required when y = u+
(δ+1)
+ o(1) as t→∞. Thus, the domain for
region III+ is restricted now to y = u+
(δ+1)
+ O(1) as t→∞. To proceed we examine this
region of nonuniformity by introducing a new region, which we label as region IV+. In
region IV+, we write
y =
u+
(δ + 1)
+ ξt−r (2.26)
where ξ = O(1) as t→∞, and r > 0 to be determined. We look for expansion in region
IV+ in the form
u(ξ, t) = u+ + F (ξ)t
−s + o
(
t−s
)
as t→∞ (2.27)
with ξ = O(1), and s > 0 is to be determined. On substitution of expansion (2.26)
and (2.27) into equation (2.1) (when written in terms of ξ and t) we obtain after some
calculation that
−sF (ξ) + ξ
(
r − (δ + 1)
)
Fξ + F (ξ)Fξt
(r−s) = Fξξt2(r−(δ+1))+1.
We now choose r and s to obtain the most structured leading order balance. This requires
first that
s = r (2.28)
and then that
r =

γ(δ+1)
(γ+1)
, 0 < γ < 2δ + 1,
(δ + 1
2
), γ ≥ 2δ + 1.
(2.29)
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This delineates three cases 0 < γ < 2δ+ 1, γ > 2δ+ 1 and γ = 2δ+ 1 , which we consider
in turn [3].
(i) 0 < γ < 2δ + 1
In this case the leading order problem is
(
F − (δ + 1)
(γ + 1)
ξ
)
Fξ − γ(δ + 1)
(γ + 1)
F = 0, −∞ < ξ <∞. (2.30)
Equation (2.30) is to be solved subject to matching with region III+ as ξ → ∞; that is,
we require
F (ξ) ∼ ARξ−γ as ξ →∞. (2.31)
We observe that equation (2.30) admits the exact solution
F (ξ) = (δ + 1)ξ, −∞ < ξ <∞.
In general, equation (2.30) is of homogeneous type, and admits a quadrature, after which
the solution to (2.30) with (2.31) is given implicitly by,
ξ =
( AR
F (ξ)
) 1
γ
+
F (ξ)
(δ + 1)
, −∞ < ξ <∞. (2.32)
It follows from (2.32) that (on recalling that AR < 0),
F (ξ) < 0 for all −∞ < ξ <∞, (2.33)
F (ξ) is strictly monotone increasing, with −∞ < ξ <∞, (2.34)
F (ξ) ∼ ARξ−γ + A
2
Rγ
(δ + 1)
ξ−(2γ+1) as ξ →∞, (2.35)
F (ξ) ∼ (δ + 1)ξ − (−AR)
1
γ (δ + 1)(1−
1
γ
)(−ξ)− 1γ as ξ → −∞. (2.36)
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Figure 2.2: A graph of F (ξ) against ξ when γ = 2, δ = 1 and AR = −1. The solid
line represents the solution F (ξ) from (2.32) while the dashed line represents the solution
F (ξ) = (δ + 1)ξ.
A graph of F (ξ) against ξ, when δ = 1 ,γ = 2 and AR = −1 is given as an illustration in
Figure 2.2 [3].
(ii) γ > 2δ + 1
In this case the leading order problem is
Fξξ −
(
F − 1
2
ξ
)
Fξ +
(
δ +
1
2
)
F = 0, −∞ < ξ <∞. (2.37)
The principal matching condition with region III+ requires
F (ξ)→ 0 as ξ →∞. (2.38)
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Solutions to (2.37) which satisfy (2.38) have the form
F (ξ) ∼ Aξ−(2δ+1) +Bξ2δe− 14 ξ2 as ξ →∞, (2.39)
with A and B being arbitrary constants. In this case, the expansion in region IV+ is given
by
u(ξ, t) ∼ u+ +
(
Aξ−(2δ+1) +Bξ2δe−
1
4
ξ2
)
t−(δ+1) + ... (2.40)
as t→∞. Expansion in region III+ (2.22) (for ξ  1) when written in terms of ξ is gives
by
u(ξ, t) ∼ u+ + ARξ−γ t−
γ
2 + ... (2.41)
as t → ∞. However, we observe immediately that the algebraic power in (2.40) will
preclude matching at two-terms with region III+. A local passive adjustment region is
required. This is achieved by requiring A = 0 in (2.39) and the passive region is then
located at ξ = ξp(t) +O(1) as t→∞, where,
ξ2p(t) = 2(γ − (2δ + 1)) ln t+O
(
ln
(
(γ − (2δ + 1)) ln t)) as t→∞. (2.42)
Thus the leading order problem is now (2.37) with
F (ξ) ∼ Bξ2δe− 14 ξ2 as ξ →∞ (2.43)
for some constant B. We again note that equation (2.37) admits the exact solution
F (ξ) = (δ + 1)ξ, −∞ < ξ <∞,
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and for region IV+ to act as transition region, we require the solution of (2.37) and (2.43)
to satisfy
F (ξ) ∼ (δ + 1)ξ as ξ → −∞. (2.44)
An examination of equation (2.37), with condition (2.39), reveals that for each fixed A ≤ 0,
the (F, F
′
) phase portrait of solutions to (2.37) takes the form of Figure 2.3(a) when A < 0
and Figure (2.3)(b) when A = 0. The local structure of the equilibrium point (0, 0) is
obtained via linearization of equation (2.37) (note that although (2.37) is nonautonomous,
local phase paths do not intersect because the general form (2.39) is restricted by either
fixing A < 0 or setting A = 0, after which local phase paths are a one parameter family,
parameterized by B ∈ R). The straight line phase path follows from the exact solution
F (ξ) = (δ + 1)ξ, with local phase paths to this line again determined by a linearization
of (2.37) about this exact solution.The remaining phase paths, and, in particular, the
existence of the phase path H∗, and deduced by continuous deformation. In addition,
the structure of the phase portrait has been confirmed numerically. Each phase path
connecting to (0, 0) corresponds to a unique B ∈ R. An examination of Figure 2.3 then
enables us to conclude that there exists a unique B∗, which corresponds to the phase path
H∗, for which (2.37) has a solution F = F ∗(ξ), −∞ < ξ < ∞, which satisfies conditions
(2.43) and (2.44). It is readily established that B∗ < 0 , whilst,
F ∗(ξ) < 0 ∀ ξ ∈ R,
F ∗
′
(ξ) > 0 ∀ ξ ∈ R (2.45)
F ∗(ξ) ∼ (δ + 1)ξ − C∗(−ξ)− 1(2δ+1) as ξ → −∞,
for some constant C∗ > 0 [3]. A numerical determination of F = F ∗(ξ) (using a shooting
method, employing (2.43) at large positive ξ) for a range of values of δ is illustrated in
Figure 2.4 (a-d). The associated values of the constants B∗ and C∗ are given in Table 2.1.
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δ B∗ C∗
0.1 - 3.05 1.95
0.5 - 2.32 2.95
1.0 - 1.95 5.05
2.0 - 0.25 7.15
Table 2.1: The values of the constants B∗ and C∗ with the associated values of δ when
γ > 2δ + 1.
(iii) γ = 2δ + 1
In this case the leading order problem is again equation (2.37), but now matching with
region III+ is possible with the matching condition requiring that,
F (ξ) ∼ ARξ−(2δ+1) as ξ →∞. (2.46)
Recalling that AR < 0, then it follows from Figure 2.3(a), on taking A = AR, that there
exists B = B∗(AR), such that (2.37) and (2.46) has a solution F = F ∗R(ξ), −∞ < ξ <∞,
corresponding to the phase path H∗ in Figure 2.3(a). In particular,
F ∗R(ξ) < 0 ∀ ξ ∈ R,
F ∗
′
R (ξ) > 0 ∀ ξ ∈ R (2.47)
F ∗R(ξ) ∼ ARξ−(2δ+1) +B∗(AR)ξ2δe−
1
4
ξ2 as ξ →∞,
F ∗R(ξ) ∼ (δ + 1)ξ − C∗(AR)(−ξ)−
1
(2δ+1) as ξ → −∞, (2.48)
for some constant C∗(AR) > 0[3].
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FF ′
(1 + δ)
H∗
(a)
0
F
F ′
(1 + δ)
H∗
(b)
Figure 2.3: The (F, F ′) phase plane for (2.37) with fixed A. (a) The case A < 0 and (b) the case
A = 0.
As ξ → −∞, we move out of the localized region IV+ into region V, where now
y = u+
(δ+1)
− O(1). It is convenient as this stage to leave region V until later, and to
next develop the asymptotic structure of u(y, t) as t→∞, moving in from region II−
(when (−y) 1) to y = O(1) as t→∞. To proceed we introduce a new region, labelled
as region III−. The details of this region follow those given for region III+ and are not
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Figure 2.4: A graph of F = F ∗(ξ) when (a) δ = 0.1, B∗ = −3.05, C∗ = 1.95, (b) δ = 0.5,
B∗ = −2.32, C∗ = 2.95, (c) δ = 1.0, B∗ = −1.95, C∗ = 5.05 and (d) δ = 2.0, B∗ = −0.25,
C∗ = 7.15.
44
repeated here. In region III− we have that
u(y, t) = u− + AL
(
u−
(δ + 1)
− y
)−γ
t−γ(δ+1) + o
(
t−γ(δ+1)
)
as t→∞ (2.49)
with y = u−
(δ+1)
−O(1). Expansion (2.49) becomes nonuniform when
y =
u−
(δ + 1)
+O
(
t−r
)
as t→∞
with r > 0 as given in (2.29). Thus, we examine this region of nonuniformity by intro-
ducing region IV−. Accordingly we introduce the scaled variable ξ, via
y =
u−
(δ + 1)
+ ξt−r (2.50)
with ξ = O(1) as t→∞, and expansion (2.49) dictating that we expand in the form
u(ξ, t) = u− + Fˆ (ξ)t−r + o
(
t−r
)
as t→∞ (2.51)
with ξ = O(1). The details are identical to those for region IV+, and are not repeated
here. In fact, making the replacement of AR by (−AL), we obtain for Fˆ (ξ), −∞ < ξ <∞,
that
Fˆ (ξ) =

−F (−ξ), 0 < γ < 2δ + 1,
−F ∗(−ξ), γ > 2δ + 1,
−F ∗R(−ξ), γ = 2δ + 1.
As ξ → ∞, we move out of the localized region IV− into region V where now y =
u−
(δ+1)
+ O(1). To complete the asymptotic structure as t → ∞, it remains to consider
region V, where u−
(δ+1)
+ O(1) ≤ y ≤ u+
(δ+1)
− O(1) as t → ∞. The expansions (2.27) and
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(2.51) in regions IV+ and IV− respectively dictate that we expand in region V as,
u(y, t) = G0(y) +G1(y)t
−(1+δ) +G2(y)t−2(1+δ) + o(t−2(1+δ)) as t→∞ (2.52)
with u−
(δ+1)
+ O(1) ≤ y ≤ u+
(δ+1)
− O(1). On substitution of expansion (2.52) into equation
(2.1) (when written in terms of y and t) we obtain at leading order that
G′0
(
G0 − (δ + 1)y
)
= 0,
u−
(δ + 1)
< y <
u+
(δ + 1)
. (2.53)
We note that we have examined equation (2.53) in Section 1.5.3. Equation (2.53) is
to be solved subject to the matching conditions with regions IV+ and IV−, namely
G0(y) ∼ u+ + (δ + 1)
(
y − u+
(δ + 1)
)
as y →
(
u+
(δ + 1)
)−
, (2.54)
and
G0(y) ∼ u− + (δ + 1)
(
y − u−
(δ + 1)
)
as y →
(
u−
δ + 1
)+
. (2.55)
The solution to (2.53) subject to (2.54) and (2.55) is trivially given by
G0(y) = (δ + 1) y,
u−
(δ + 1)
< y <
u+
(δ + 1)
. (2.56)
The function G1(y) remains undetermined, being a remnant of the global evolution when
t = O(1). However, matching to regions IV± requires
G1(y) ∼

A
1
γ
L (δ + 1)
(1− 1
γ
)
(
y − u−
(δ+1)
)− 1
γ
as y →
(
u−
(δ+1)
)+
,
−(−AR)
1
γ (δ + 1)(1−
1
γ
)
(
u+
(δ+1)
− y
)− 1
γ
as y →
(
u+
(δ+1)
)−
,
(2.57)
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when 0 < γ < (2δ + 1), whilst
G1(y) ∼

C∗
(
y − u−
(δ+1)
)− 1
(2δ+1)
as y →
(
u−
(δ+1)
)+
,
−C∗
(
u+
(δ+1)
− y
)− 1
(2δ+1)
as y →
(
u+
(δ+1)
)−
,
(2.58)
when γ > (2δ + 1), and,
G1(y) ∼

C∗(−AL)
(
y − u−
(δ+1)
)− 1
(2δ+1)
as y →
(
u−
(δ+1)
)+
,
−C∗(AR)
(
u+
(δ+1)
− y
)− 1
(2δ+1)
as y →
(
u+
(δ+1)
)−
,
(2.59)
when γ = (2δ + 1). At next order, we obtain
G2(y) =
1
(δ + 1)
G1(y)G
′
1(y). (2.60)
The asymptotic expansion in region V is then, via (2.52), given by
u(y, t) = (δ + 1)y +G1(y)t
−(δ+1) +
G1(y)G
′
1(y)
(δ + 1)
t−2(δ+1) + o
(
t−2(δ+1)
)
as t→∞ (2.61)
with u−
(δ+1)
+O(1) ≤ y ≤ u+
(δ+1)
−O(1)[3].
The asymptotic structure of IVP+ as t → ∞ when δ > −1
2
is complete now. A
uniform approximation has been given through regions II±, III±, IV± and V. A schematic
representation of the location and thickness of the asymptotic regions as t→∞ is given
in Figure 2.5 (we recall that depending on the problem parameters, there may be passive
regions located at u+
(δ+1)
and u−
(δ+1)
which allow for the reordering of terms in the expan-
sions in regions III+ and III−, respectively). The large-t attractor for solution of IVP+
is an expansion wave, which allows for the adjustment of the solution from u+ to u−.
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yu(y, t)
u−
u+
u+
δ+1
u = (δ + 1)y +O
(
t−(δ+1)
)
u−
δ+1
O (t−r)
O (t−r)
u(y, t) = u+ − o(1)
u(y, t) = u− + o(1)
III+IV+VIV−III−
Figure 2.5: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t → ∞ for IVP+ when δ > −1
2
. We note that u = u+ + O (t
−r) as t → ∞ in
region IV+, while u = u− +O (t−r) as t→∞ in region IV− with r given in (2.29).
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Finally, the asymptotic structure to the solution of IVP+ as t → ∞ when δ > −1
2
can
be summarized as:
Region II+: t = O(1) as x→∞
u(x, t) = u+ +
F0(t)
xγ
+
F1(t)
x(γ+1)
+
F2(t)
xr
+
F3(t)
xs
+ o
(
1
xs
)
as x→∞
with t = O(1), with r and s given in (2.15), F0(t), F1(t), F2(t) and F3(t) given in (2.16).
Region III+: y = u+
(1+δ)
+O(1) as t→∞
u(y, t) = u+ + AR
(
y − u+
(1 + δ)
)−γ
t−γ(1+δ) + o(t−γ(1+δ)) as t→∞.
with y = u+
(1+δ)
+O(1).
Region IV+: y = u+
(1+δ)
±O (t−r) as t→∞
u(ξ, t) = u+ + F (ξ) t
−r + o
(
t−r
)
as t→∞
with ξ = O(1)
(
∈ (−∞,∞)
)
, and where ξ =
(
y − u+
(1+δ)
)
tr, with r given in (2.29).
Region V: u−
(1+δ)
+O(1) ≤ y ≤ u+
(1+δ)
−O(1) as t→∞
u(y, t) = (1 + δ) y +G1(y) t
−(1+δ) +
G1(y)G
′
1(y)
(1 + δ)
t−2(1+δ) + o(t−2(1+δ)) as t→∞
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with u−
(δ+1)
+O(1) ≤ y ≤ u+
(δ+1)
−O(1) and where
G1(y) ∼

A
1
γ
L (δ + 1)
(1− 1
γ
)
(
y − u−
(δ + 1)
)− 1
γ
, as y →
(
u−
(δ+1)
)+
,
−(−AR)
1
γ (δ + 1)(1−
1
γ
)
( u+
(δ + 1)
− y
)− 1
γ
as y →
(
u+
(δ+1)
)−
,
when 0 < γ < (2δ + 1), whilst
G1(y) ∼

C∗
(
y − u−
(δ + 1)
)− 1
(2δ+1)
as y →
(
u−
(δ+1)
)+
,
−C∗
( u+
(δ + 1)
− y
)− 1
(2δ+1)
as y →
(
u+
(δ+1)
)−
,
when γ > (2δ + 1), and,
G1(y) ∼

C∗ (−AL)
(
y − u−
(δ + 1)
)− 1
(2δ+1)
as y →
(
u−
(δ+1)
)+
,
−C∗ (AR)
( u+
(δ + 1)
− y
)− 1
(2δ+1)
as y →
(
u+
(δ+1)
)−
,
when γ = (2δ + 1).
Region IV−: y = u−
(1+δ)
±O (t−r) as t→∞
u(ξ, t) = u− + Fˆ (ξ) t−r + o
(
t−r
)
as t→∞
with ξ = O(1)
(
∈ (−∞,∞)
)
, and where ξ =
(
y − u−
(1+δ)
)
tr, with r given in (2.29) .
Region III−: y = u−
(1+δ)
−O(1) as t→∞
u(y, t) = u− + AL
(
u−
(1 + δ)
− y
)−γ
t−γ(δ+1) + o
(
t−γ(1+δ)
)
as t→∞
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with y = u−
(1+δ)
−O(1).
Region II−: t = O(1) as x→∞
u(x, t) = u− +
F0(t)
(−x)γ +
F1(t)
(−x)(γ+1) +
F2(t)
(−x)r +
F3(t)
(−x)s + o
(
1
(−x)s
)
as x→∞
with t = O(1), with r and s given in (2.19), F0(t), F1(t), F2(t) and F3(t) given in (2.20).
The above asymptotic structure can be summarized in the following Proposition which
has been established via matched asymptotic coordinate expansions. It is first convenient
to introduce the function uE : R→ R such that
uE(λ) =

u+, λ >
u+
(δ+1)
,
(δ + 1)λ, u−
(δ+1)
≤ λ ≤ u+
(δ+1)
,
u−, λ <
u−
(δ+1)
,
(2.62)
We then have,
51
Proposition 1. Let u : R × [0,∞) → R be the solution to initial-value problem
IVP+ with γ > 0 , δ > −1
2
and u+ > u−. Then, in terms of the coordinate y = xt−(1+δ),
on writing,
u(y, t) = uE(y) +R(y, t)
for (y, t) ∈ R × [0,∞), it follows that R(y, t) → 0 as t → ∞ uniformly for y ∈ R, with
the rate of convergence being algebraic in t as t→∞ . In particular,
R(y, t) =

O
( t−γ(1+δ)
(1 + |y|)γ
)
in regions III±,
O
(
t−r
)
in regions IV±,
O
(
t−(1+δ)
)
in regions V,
as t→∞, with r given in (2.29)[3].
2.3.2 δ = −12
We recall from Section 2.2 that in this case, we need to consider the cases γ ≥ 1 and
0 < γ < 1 separately. We begin by considering the case 0 < γ < 1 [3].
2.3.2.1 δ = −1
2
, 0 < γ < 1:
In this case, expansions (2.14) and (2.18) of regions II+ (x→∞, t = O(1)) and II−
(x→ −∞, t = O(1)), respectively, continue to remain uniform provided that |x|  t 12(1−γ)
as t → ∞. However, a nonuniformity develops when |x| = O
(
t
1
2(1−γ)
)
. We begin by
considering the asymptotic structure as t → ∞ by moving in from region II+ when
x  t 12(1−γ) as t → ∞. To proceed, we introduce a new region, which we label as region
III+. To examine region III+, we introduce the scaled coordinate
y = x t−
1
2(1−γ) (2.63)
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where y = O(1) as t→∞ [3]. The form of the asymptotic expansion for u(y, t) in region
III+ follows from the structure of expansion (2.14) in region II+, when written in terms
of y and t, and expanded for y = O(1) as t → ∞. This requires that in region III+ we
expand in the form
u(y, t) = u+ + F0(y)t
− γ
2(1−γ) + F1(y)t
− γ
(1−γ) + F2(y)t
− 3γ
2(1−γ) + o
(
t−
3γ
2(1−γ)
)
(2.64)
as t → ∞ with y = O(1), and where F0(y) , F1(y) and F2(y) are functions to be deter-
mined. On substitution from (2.64) into equation (2.1) (when written in terms of y and
t). We obtain after some calculation 1
(
− γ
2(1− γ)F0(y)t
− γ
2(1−γ)− γ
(1− γ)F1(y)t
− γ
(1−γ)− 3γ
2(1− γ)F2(y)t
− 3γ
2(1−γ)
)
− y
2(1− γ)
(
F ′0(y)t
− γ
2(1−γ) + F ′1(y)t
− γ
(1−γ) + F ′2(y)t
− 3γ
2(1−γ)
)
+ t−
γ
2(1−γ)[(
u+ + F0(y)t
− γ
2(1−γ) + F1(y)t
− γ
(1−γ) + F2(y)t
− 3γ
2(1−γ)
)(
F ′0(y)t
− γ
2(1−γ) + F ′1(y)t
− γ
(1−γ)
+ F ′2(y)t
− 3γ
2(1−γ)
)]
∼ F ′′0 (y)t−
3γ
2(1−γ) + F ′′1 (y)t
− 2γ
(1−γ) + F ′′2 (y)t
− 5γ
2(1−γ) .
We now equate at each order in turn and solve to find F0(y), F1(y) and F2(y). Equating
at O(t−
γ
2(1−γ) ) we have the following ordinary differential equation for F0(y), namely
F ′0 +
(
γ
y
)
F0 = 0, y = O(1)(> 0). (2.65)
1 ∂u
∂t =
(
∂u
∂t +
∂u
∂y
∂y
∂t
)
, ∂u∂x =
(
∂u
∂y
)(
∂y
∂x
)
and ∂
2u
∂x2 =
(
∂2u
∂y2
)(
∂y
∂x
)2
where
∂y
∂t = − y2(1−γ)t and ∂y∂x = t−
1
2(1−γ) .
53
Equation (2.65) has to be solved subject to the matching condition with expansion (2.14)
in region II+
(
when x = O
(
t
γ
2(1−γ)
))
, which requires
F0(y) ∼ AR
yγ
as y →∞. (2.66)
The solution of (2.65) subject to (2.66) is then readily obtained as
F0(y) = AR y
−γ, y > 0. (2.67)
Equating at O(t−
γ
(1−γ) ) we have the following ordinary differential equation for F1(y),
F ′1 +
(
2γ
y
)
F1 = −2ARu+γ (1− γ) y−(γ+2), y = O(1)(> 0). (2.68)
This is to be solved subject to the corresponding matching condition with expansion (2.14)
in region II+
(
when x = O
(
t
γ
(1−γ)
))
F1(y) ∼ 2u+γARy−(γ+1) as y →∞. (2.69)
The solution of (2.68) and (2.69) is then readily obtained as
F1(y) = 2u+γARy
−(γ+1) as y > 0. (2.70)
Equating at O(t−
3γ
2(1−γ) ) we have the following ordinary differential equation for F2(y),
F ′2 +
(
3γ
y
)
F2 = −2(1− γ)
[ (
γ(γ + 1)AR + 2γ(γ + 1)ARu
2
+
)
y−(γ+3)
+ γA2Ry
−2(γ+1)
]
, y = O(1)(> 0). (2.71)
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This is to be solved subject to the corresponding matching condition with expansion (2.14)
in region II+
(
when x = O
(
t
3γ
2(1−γ)
))
F2(y) ∼ 2γA2Ry−(2γ+1) + γ(γ + 1)ARy−(γ+2) as y →∞. (2.72)
The solution of (2.71) and (2.72) is then readily obtained as
F2(y) = 2γ A
2
R y
−(2γ+1) +
(
γ(γ + 1)AR + 2γ(γ + 1)u
2
+AR
)
y−(γ+2) as y > 0. (2.73)
In this case the expansion in region III+ is given by (2.64) with (2.67), (2.70) and (2.73).
That is,
u(y, t) = u+ + AR y
−γ t−
γ
2(1−γ) + 2u+γ AR y
−(γ+1)t−
γ
(1−γ)
+
(
2γ A2R y
−(2γ+1) +
(
γ(γ + 1)AR + 2γ(γ + 1)u
2
+AR
)
y−(γ+2)
)
t−
3γ
2(1−γ) + o
(
t−
3γ
2(1−γ)
)
(2.74)
as t→∞ with y = O(1). We observe that expansion (2.74) becomes nonuniform when
y = O
(
t−
γ
2(1−γ)
)
as t→∞
(
when x = O
(
t
1
2
)
as t→∞
)
.
We now consider the asymptotic structure as t→∞ by moving in from region II− when
(−x)  t− γ2(1−γ) . To proceed, we define a new region III−. The details of this region
follow, after minor modification, those given for region III+ above. We have in region
III−that
u(y, t) = u− + AL(−y)−γt−
γ
2(1−γ) +O
(
t−
γ
(1−γ)
)
(2.75)
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as t → ∞ with y = O(1) (< 0). We observe that expansion (2.75) becomes nonuniform
when
y = O
(
t−
γ
2(1−γ)
)
as t→∞.
That is, when x = O
(
t
1
2
)
. To proceed, we define a new region SS. To examine SS we
introduce the scaled coordinate z, via
z = x t−
1
2 = y t
γ
2(1−γ) , (2.76)
as t→∞ with z = O(1), and expand in the form
u(z, t) = U(z) + o(1) (2.77)
as t → ∞ with z = O(1). On substituting expansion (2.77) into equation (2.1) (when
written in terms of z and t) we obtain at leading order that
Uzz +
(z
2
− U
)
Uz = 0, −∞ < z <∞. (2.78)
We note that equation (2.78) has been considered in Section 1.5.2. We recall that
equation (2.78) is to be solved subject to the leading order matching conditions with
region III+ (z →∞) and region III− (z → −∞) , namely,
U(z)→
 u+ as z →∞,u− as z → −∞. (2.79)
The boundary value problem (2.78) and (2.79) has been examined by Rudenko and
Soluyan [32] and Scott [36]. It was established that for each u+ and u− (u+ 6= u−),
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(2.78) and (2.79) have a unique solution U = uR(z), which is strictly monotone in z, and
satisfy
uR(z) ∼
 u+ + C+(u+, u−)z
−1e−
1
4
(z−2u+)2 as z →∞,
u− + C−(u+, u−)z−1e− 14 (z−2u−)2 as z → −∞.
(2.80)
with C+ and C− globally determined nonzero constants, depending upon u+ and u− [3].
A numerical study of (2.78) and (2.80) using a shooting method again reveals that there
exists
C+(u+, u−) < 0 and C−(u+, u−) > 0. (2.81)
such that boundary conditions (2.79) are satisfied. A numerical determination of U =
uR(z) for a range of values of u+ and u− is illustrated in Figure 2.6. The associated value
of C+ and C− are given in Table 2.3.
u+ u− C+
1 -1 −7.74× 1016
1.4 0 −3.47× 106
0 -1 −6.34× 1016
u+ u− C−
1 -1 7.36× 103
1.4 0 3.52× 106
0 -1 6.03× 103
Table 2.3: The values of the constants C+ and C− corresponding to Figure 2.6.
Expansion (2.77) (with (2.80)) (for z  1) when written in terms of z is given by
u ∼ u+ + C+(u+, u−)
z
e−
(z−2u+)2
4 (2.82)
as t→∞. Expansion (2.74) (for z  1) when written in terms of z is given by
u ∼ u+ + AR
zγ
t−
γ
2 (2.83)
as t → ∞. However, we observe from (2.77) with (2.80) that expansion (2.77) fails to
match at higher order to expansion (2.74) as z → ∞ and expansion (2.75) as z → −∞.
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Figure 2.6: A graph of U(z) when (a) u+ = 1, u− = −1 with C+ = −7.74 × 1016 or
C− = 7.36× 103, (b) u+ = 1.4, u− = 0 with C+ = −3.47× 106 or C− = 3.52× 106 and (c)
u+ = 0, u− = −1 with C+ = −6.34× 1016 or C− = 6.03× 103.
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We therefore require transition regions , which we label as TR±. To examine region TR+
we introduce the scaled coordinate ξ , via
ξ = (z − c(t)) (lnt) 12 , (2.84)
where the function c(t) is a function to be determined. Comparison of the corrections to
u+ in (2.82) and (2.83) indicates that they are of the same order when z = c(t) as t→∞.
That is
c(t)2
4
=
γ
2
ln t+ c(t)u+ + (γ − 1)ln c(t)− u2+
which requires
c(t) =
√
2γ (lnt)
1
2 + 2u+ +
(γ − 1)√
2γ
ln(lnt)
(lnt)
1
2
+ o
(
ln(lnt)
(lnt)
1
2
)
as t→∞, (2.85)
and it is determined so that matching between regions TR+, III+ and SS is possible and
in region TR+ we look for an expansion of the form
u(ξ, t) = u+ +K(ξ)(lnt)
− γ
2 t−
γ
2 + o
(
(lnt)−
γ
2 t−
γ
2
)
as t→∞ (2.86)
with ξ = O(1) and where K(ξ) is a function to be determined [3]. On substituting
expansion (2.86) into equation (2.1) (when equation (2.1) is written in terms of ξ an t),
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we obtain after some calculation2
−γ
2
K(ξ)(ln t)−(
γ
2
+1)t−
γ
2 − γ
2
K(ξ)(ln t)−(
γ
2
+2)t−
γ
2 +
(
Kξ(ln t)
−( γ
2
+1)t−(
γ
2
−1)
)
[
−c(t)
2
t−1(ln t)
1
2 − ξ
2
t−1 +
ξ
2
t−1(ln t)−1 − c′(t)(ln t) 12 + t− 12
(
t−
1
2 (ln t)
1
2
)(
u+ +K(ξ)(ln t)
− γ
2 t−
γ
2
)]
∼ (Kξξ(ln t)−
γ
2 t−
γ
2 ,
which gives at leading order that
Kξξ +
√
γ
2
Kξ = 0, −∞ < ξ <∞. (2.87)
Equation (2.87) has the solution
K(ξ) = A+Be−
√
γ
2
ξ, −∞ < ξ <∞.
where A and B are constants to be determined on matching. Matching with region III+
as ξ → ∞ requires that A = AR
(2γ)
γ
2
and matching with region SS as ξ → −∞ requires
that B = C+(u+,u−)√
2γ
. Therefore, equation (2.87) is to be solved subject to the following
matching conditions with region III+ (as ξ →∞) and region SS (as ξ → −∞), namely,
K(ξ) ∼

AR
(2γ)
γ
2
as ξ →∞,
C+(u+,u−)√
2γ
e−
√
γ
2
ξ as ξ → −∞.
(2.88)
The solution to (2.87) (with(2.88)) is readily obtained as
K(ξ) =
AR
(2γ)
γ
2
+
C+(u+, u−)√
2γ
e−
√
γ
2
ξ, −∞ < ξ <∞.
2 ∂u
∂t =
(
∂u
∂t +
∂u
∂ξ
∂ξ
∂t
)
, ∂u∂x =
(
∂u
∂ξ
)(
∂ξ
∂x
)
and ∂
2u
∂x2 =
(
∂2u
∂ξ2
)(
∂ξ
∂x
)2
where
∂ξ
∂t = − c(t)2t (ln t)
1
2 − ξ2t + ξ2t (ln t)−1 − c′(t)(ln t)
1
2 and ∂ξ∂x =
√
ln t
t .
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Therefore, we have in region TR+ that
u(ξ, t) = u+ +
(
AR
(2γ)
γ
2
+
C+(u+, u−)√
2γ
e−
√
γ
2
ξ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
(2.89)
as t→∞ with ξ = O(1). Finally, we conclude this case by noting that matching expansion
(2.77) (as z → −∞) to expansion (2.75) similarly fails and we require a corresponding
transition region, which we label as TR−. To examine region TR−we introduce the scaled
coordinate ξˆ by
ξˆ = (z + c(t)) (ln t)
1
2 , (2.90)
as t → ∞ with ξˆ = O(1). The details of region TR− follow, after minor modification,
those given above for region TR+ and summarized here for brevity. Therefore, in region
TR− we have that
u(ξˆ, t) = u− +
(
AL
(2γ)
γ
2
+
C−(u+, u−)√
2γ
e
√
γ
2
ξˆ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
(2.91)
as t → ∞ with ξˆ = O(1). It is again worth noting that higher order matching of ex-
pansions (2.89) and (2.91) in regions TR+ and TR−, with expansion (2.14) in region SS,
requires the correction term in region SS to be O
(
(ln t)−
γ
2 t−
γ
2
)
[3].
The asymptotic structure of IVP+ as t → ∞ when 0 < γ < 1 and δ = −1
2
is com-
plete now. A uniform approximation has been given through regions II±, III±, TR± and
SS. A schematic representation of the location and thickness of the asymptotic structure
as t → ∞ is given in Figure 2.7. The large-time attractor for the solution of IVP+ in
this case is the similarity solution found by Rudenko and Soluyan [32], which allows for
the adjustment of the solution from u+ to u−. This attractor is in a stretching frame of
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III+
yryl
TR+SSTR−III−
y
u(y, t)
O
(
t−
γ
2(1−γ)
)
O
(
t
− γ
2(1−γ)
(ln t)
1
2
)
u(y, t) = u+ −O
(
t−
γ
2(1−γ)
)
O
(
t
− γ
2(1−γ)
(ln t)
1
2
)
u(y, t) = u− +O
(
t−
γ
2(1−γ)
) u = uR(z) +O (t− γ2 (ln t)− γ2)
Figure 2.7: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t → ∞ for IVP+ when δ = −1
2
and 0 < γ < 1. We recall that yl = −yr =
−t− γ2(1−γ) c(t), where c(t) is given by (2.85).
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reference of thickness |x| = O
(
t
1
2
)
as t → ∞. Finally, the asymptotic structure to the
solution of IVP+ as t→∞ when δ = −1
2
and 0 < γ < 1 can be summarized as:
Region II+: t = O(1) as x→∞
u(x, t) = u+ +
AR
xγ
+
γu+ARt
(δ+1)
(δ + 1)x(γ+1)
+
γA2Rt
(δ+1)
(δ + 1)x(2γ+1)
+ o
(
1
x(2γ+1)
)
as x→∞
with t = O(1).
Region III+: y = O(1)(> 0) as t→∞
u(y, t) = u+ + ARy
−γt−
γ
2(1−γ) + 2u+γARy
−γ−1t−
γ
(1−γ)
+
(
2γA2Ry
−(2γ+1) +
(
γ(γ + 1)AR + 2γ(γ + 1)u
2
+AR
)
y−(γ+2)
)
t−
3γ
2(1−γ) + o
(
t−
3γ
2(1−γ)
)
as t→∞ with y = O(1)(> 0).
Region TR+: y =
(
c(t) + ξ√
ln t
)
t−
γ
2(1−γ) with ξ = O(1) as t→∞
u(ξ, t) = u+ +
(
AR
(2γ)
γ
2
+ C+(u+, u−)(2γ)− 12 e−(
γ
2
)
1
2 ξ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with ξ = O(1), and c(t) given in (2.85).
Region SS: y = zt−
γ
2(1−γ) ) with z = O(1) as t→∞
u(z, t) = uR(z) + o(1)
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where
uR(z) ∼
 u+ + C+(u+, u−)z
−1e−
1
4
(z−2u+)2 as z →∞,
u− + C−(u+, u−)z−1e− 14 (z−2u−)2 as z → −∞.
with C+ and C− globally determined nonzero constants, depending upon u+ and u−, with
C+(u+, u−) < 0 and C−(u+, u−) > 0
as t→∞ with z = O(1).
Region TR−: y =
(
−c(t) + ξˆ√
ln t
)
t−
γ
2(1−γ) with ξˆ = O(1) as t→ −∞
u(ξˆ, t) = u− +
(
AL
(2γ)
γ
2
+ C−(u+, u−)(2γ)− 12 e(
γ
2
)
1
2 ξˆ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with ξˆ = O(1), and c(t) given in (2.85).
Region III−: y = O(1)(< 0) as t→∞
u(y, t) = u− + AL(−y)−γt−
γ
2(1−γ) − 2u−γAL(−y)−(γ+1)t−
γ
(1−γ)
+
(−2γA2L(−y)−(2γ+1) + (γ(γ + 1)AL + 2γ(γ + 1)u2−AL) (−y)−(γ+2))t− 3γ2(1−γ) + o(t− 3γ2(1−γ))
as t→∞ with y = O(1)(< 0).
Region II−: t = O(1) as x→∞
u(x, t) = u− +
AL
xγ
− γu−ALt
(δ+1)
(δ + 1)x(γ+1)
− γA
2
Lt
(δ+1)
(δ + 1)x(2γ+1)
+ o
(
1
x(2γ+1)
)
as x→∞
with t = O(1).
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2.3.2.2 δ = −1
2
, γ ≥ 1:
In this case, expansions (2.14) and (2.18) of regions II+ (x→∞, t = O(1)) and II−
(x→ −∞, t = O(1)), respectively, continue to remain uniform provided that |x|  t
1
2 as
t → ∞. However, a nonuniformity develops when |x| = O(t
1
2 ). As in Section 2.3.2.1, we
introduce the scaled coordinate
z = xt
− 12
where z = O(1) as t → ∞. We have established in Section 2.3.2.1 that the solution
in region SS, where |x|  t
1
2 as t → ∞, is given by (2.77) with the similarity solution
U = uR(z). Therefore, all that remains in this case is to introduce transition regions TR
+
and TR− to allow the solution in region SS to match to the far field where |x|  t
1
2 as
t→∞. The details of regions TR+ and TR− follow those given in Section 2.3.2.1 [3].
The asymptotic structure of IVP+ as t → ∞ when γ ≥ 1 and δ = −1
2
is complete
now. A uniform approximation has been given through regions II±, TR± and SS. The
large-time attractor for the solution of IVP+ in this case is the similarity solution found
by Rudenko and Soluyan [32], which allows for the adjustment of the solution from u+ to
u−. This attractor is in a stretching frame of reference of thickness |x| = O(t 12 ) as t→∞.
Finally, the asymptotic structure to the solution of IVP+ as t → ∞ when δ = −1
2
and
γ ≥ 1 can be summarized as:
Region II+: z = O(1)(> 0) as t→∞
u(z, t) = u+ +
(
ARz
−γ + 2u+γARz−(γ+1) + γ(γ + 1)ARz−(γ+2)
)
t−
γ
2 + o
(
t−
γ
2
)
as t→∞ with z = O(1)(> 0).
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Region TR+: z = c(t) + ξ√
ln t
with ξ = O(1) as t→∞
u(ξ, t) = u+ +
(
AR
(2γ)
γ
2
+ C+(u+, u−)(2γ)− 12 e−(
γ
2
)
1
2 ξ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with ξ = O(1), and c(t) given in (2.85).
Region SS: z = xt
− 12 with z = O(1) as t→∞
u(z, t) = uR(z) + o(1)
where
uR(z) ∼
 u+ + C+(u+, u−)z
−1e−
1
4
(z−2u+)2 as z →∞,
u− + C−(u+, u−)z−1e− 14 (z−2u−)2 as z → −∞.
with C+ and C− globally determined nonzero constants, depending upon u+ and u−, with
C+(u+, u−) < 0 and C−(u+, u−) > 0
as t→∞ with z = O(1).
Region TR−: z = −c(t) + ξˆ√
ln t
with ξˆ = O(1) as t→ −∞
u(ξˆ, t) = u− +
(
AL
(2γ)
γ
2
+ C−(u+, u−)(2γ)− 12 e(
γ
2
)
1
2 ξˆ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with ξˆ = O(1), and c(t) given in (2.85).
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Region II−: z = O(1)(< 0) as t→∞
u(z, t) = u− +
(
AL(−z)−γ − 2u−γAL(−z)−(γ+1) + γ(γ + 1)AL(−z)−(γ+2)
)
t−
γ
2 + o
(
t−
γ
2
)
as t→∞ with z = O(1)(< 0).
2.3.3 −1 < δ < −12
We recall from Section 2.2 that in this case, we need to consider the cases γ ≥ 1 and
0 < γ < 1 separately. We begin by considering the case γ ≥ 1 [3].
2.3.3.1 −1 < δ < −1
2
, γ ≥ 1:
In this case, expansions (2.14) and (2.18) of regions II+(x→∞, t = O(1)) and II−(x→
−∞, t = O(1)), respectively, continue to remain uniform provided that |x|  t−δ. How-
ever, a nonuniformity develops when |x| = O(t−δ). We begin by considering the asymp-
totic structure as t → ∞ by moving in from region II+ when x  t−δ as t → ∞. To
proceed, we introduce a new region, which we label as region III+. To examine region
III+, we introduce the scaled coordinate
y = xtδ (2.92)
with y = O(1) as t → ∞ [3]. The form of the asymptotic expansion for u(y, t) in region
III+ follows from the structure of expansion (2.14) in region II+, when written in terms
of y and t, and expanded for y = O(1) as t → ∞. This requires that in region III+ we
expand in the form
u(y, t) = u+ + F0(y)t
γδ + F1(y)t
(δ(γ+2)+1) + o
(
t(δ(γ+2)+1)
)
(2.93)
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as t → ∞ with y = O(1), and where F0(y) and F1(y) are functions to be determined.
On substitution from (2.93) into equation (2.1) (when written in terms of y and t). We
obtain after some calculation3
(
(γδ) F0(y) t
(γδ)+(δ(γ + 2) + 1)F1(y) t
(δ(γ+2)+1)
)
+
(
F ′0(y) t
(γδ)−1+F ′1(y) t
δ(γ+2)
)
(
δy + t(2δ+1)
(
u+ + F0(y)t
γδ + F1(y)t
(δ(γ+2)+1)
)) ∼ F ′′0 (y) t(δ(γ+2)+1) + ......
We now equate at each order in turn and solve to find F0(y) and F1(y). Equating at
O(tγδ) we have the following ordinary differential equation for F0(y), namely
F ′0 +
(
γ
y
)
F0 = 0, y = O(1)(> 0). (2.94)
Equation (2.94) has to be solved subject to the matching condition with expansion (2.14)
in region II+
(
when x = O
(
t−γδ
))
, which requires
F0(y) ∼ AR
yγ
as y →∞. (2.95)
The solution of (2.94) subject to (2.95) is then readily obtained as
F0(y) = AR y
−γ, y > 0. (2.96)
At O
(
t(δ(γ+2)+1)
)
we obtain the following ordinary differential equation for F1(y), namely
F ′1 +
(
δ(γ + 2) + 1
δy
)
F1 =
(
ARγu+
δ
)
y(γ+2) +
(
ARγ(γ + 1)
δ
)
y(γ+3), y = O(1)(> 0).
(2.97)
3ut + uy
(
yt + t
δuyx
)
= uyy(yx)
2 where yx = t
δ and yt =
δy
t .
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This is to be solved subject to the corresponding matching condition
F1(y) ∼ γu+AR
(δ + 1)y(γ+1)
+
ARγ(γ + 1)
y(γ+2)
as y →∞. (2.98)
The solution of (2.97) and (2.98) is then readily obtained as
F1(y) =
u+ARγ
(1 + δ)
y−(γ+1) + ARγ(γ + 1)y−(γ+2), y > 0. (2.99)
In this case the expansion in region III+ is given by (2.93) with (2.96) and (2.99). That
is,
u(y, t) = u+ + ARy
−γtγδ +
(
u+ARγ
(1 + δ)
y−(γ+1) + ARγ(γ + 1)y−(γ+2)
)
t(δ(γ+2)+1)
+ o
(
t(δ(γ+2)+1)
)
(2.100)
as t→∞ with y = O(1)(> 0) [3]. Expansion (2.100) becomes nonuniform when
y = O
(
t(δ+
1
2
)
)
as t→∞
(
when x = O
(
t
1
2
)
as t→∞
)
.
We now consider the asymptotic structure as t→∞ by moving in from region II− when
(−x)  t−δ. To proceed, we define a new region, which we label as region III−. The
details of this region follow, after minor modification, those given for region III+ above.
We have in region III− that
u(y, t) = u− + AL(−y)−γtγδ +O
(
t(δ(γ+2)+1)
)
(2.101)
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as t → ∞ with y = O(1)(< 0). We observe that expansion (2.101) becomes nonuniform
when
y = O
(
t(δ+
1
2
)
)
as t→∞,
that is, when x = O
(
t
1
2
)
as t → ∞ [3]. To proceed, we define a new region, which we
label as region SS. To examine region SS, we introduce the scaled coordinate z, via
z = xt−
1
2 = yt−(δ+
1
2
), (2.102)
with z = O(1) as t→∞, and expand in the form
u(z, t) = U(z) + o(1) (2.103)
as t→∞ with z = O(1) [3]. On substituting expansion (2.103) into equation (2.1) (when
written in terms of z and t) we obtain at leading order that
Uzz +
z
2
Uz = 0, −∞ < z <∞. (2.104)
We note that we have examined equation (2.104) in Section 1.5.1. The solution to (2.104)
is readily obtained as
U(z) = A1 +B2 erf
(z
2
)
, −∞ < z <∞, (2.105)
where erf(.) is the standard error function4 (see, for example [1]), A1 and B2 are constants
to be determined. Equation (2.104) is to be solved subject to the leading order matching
4erf (x) = 1− 2√
pi
∫ ∞
x
e−s
2
ds where
erf (x) ∼
 1− e
−x2
x
√
pi
x∞,
1 + e
−x2
(−x)√pi , (−x) −∞.
.
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conditions with regions III±, namely,
U(z)→
 u+ as z →∞,u− as z → −∞. (2.106)
Therefore
u+ = A1 +B2 (2.107)
and
u− = A1 −B2 (2.108)
giving
A1 =
(u+ + u−)
2
and B2 = −(u− − u+)
2
.
The solution to (2.104) and (2.106) is then obtained as
U(z) =
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)
, −∞ < z <∞. (2.109)
We recall from Section 1.5.1 that (2.109) is an error function of (2.1). Thus in region SS
we have that
u(z, t) =
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)
+ o(1) (2.110)
as t → ∞ with z = O(1). Expansion (2.110) (for z  1) when written in terms of z is
given by
u ∼ u+ + (u− − u+)√
piz
exp
(
−z
2
4
)
(2.111)
as t→∞. Expansion (2.100) (for z  1) when written in terms of z is given by
u ∼ u+ + AR
zγ
t−
γ
2 (2.112)
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as t→∞. However, we observe that matching expansion (2.111) (as z →∞) to expansion
(2.112) at next order is not possible and we need a transition region, which we label TR+.
To examine region TR+, we introduce the scaled coordinate η , via
η = (z − c(t)) (ln t) 12 (2.113)
where the function c(t) is a function to be determined. Comparison of the corrections
to u+ in (2.111) and (2.112) indicates that they are of the same order when z = c(t) as
t→∞. That is
c(t)2
4
=
γ
2
ln t+ (γ − 1)ln c(t)
which requires
c(t) =
√
2γ (ln t)
1
2 +
(γ − 1)√
2γ
ln(ln t)
(ln t)
1
2
+ o
(
ln(ln t)
(ln t)
1
2
)
(2.114)
as t → ∞, and it is determined so that matching between regions TR+, III+ and SS is
possible. In region TR+ we look for an expansion of the form
u(η, t) = u+ + F (η)(ln t)
− γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ (2.115)
as t → ∞ with η = O(1). On substituting expansion (2.115) into equation (2.1) (when
equation (2.1) is written in terms of η and t) we obtain at leading order that
Fηη +
√
γ
2
Fη = 0, −∞ < η <∞. (2.116)
The solution to (2.116) is readily obtained as
F (η) = A¯+ B¯e−
√
γ
2
ξ, −∞ < η <∞,
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where A¯ and B¯ are constants. Matching with region III+as η →∞ requires that A = AR
(2γ)
γ
2
and matching with region SS as η → −∞ requires that B = (u−−u+)√
2γpi
. Therefore, equation
(2.116) is to be solved subject to the following matching conditions with region III+ (as
η →∞) and region SS (as η → −∞), namely,
F (η) ∼

AR
(2γ)
γ
2
as η →∞,
(u−−u+)√
2γpi
e−
√
γ
2
η as η → −∞.
(2.117)
The solution to (2.116) and (2.117) is readily obtained as
F (η) =
AR
(2γ)
γ
2
+
(u− − u+)√
2γpi
e−
√
γ
2
η, −∞ < η <∞. (2.118)
Therefore, we have in region TR+ that
u(η, t) = u+ +
(
AR
(2γ)
γ
2
+
(u− − u+)√
2γpi
e−
√
γ
2
η
)
(lnt)−
γ
2 t−
γ
2 + o
(
(lnt)−
γ
2 t−
γ
2
)
(2.119)
as t→∞ with η = O(1). Finally, we conclude this case by noting that matching expansion
(2.110) (as z → −∞) to expansion (2.101) similarly fails and we require a corresponding
transition region, which we label TR−. To examine region TR−we introduce the scaled
coordinate ηˆ by
ηˆ = (z + c(t)) (ln t)
1
2 (2.120)
as t → ∞ with ηˆ = O(1). The details in TR− follow, after minor modification, those
given for region TR+ and are summarized here for brevity. Therefore, in region TR− we
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have that
u(ηˆ, t) = u− +
(
AL
(2γ)
γ
2
− (u− − u+)√
2γpi
e
√
γ
2
ηˆ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
(2.121)
as t→∞ with ηˆ = O(1) [3].
The asymptotic structure of IVP+ as t → ∞ when −1 < δ < −1
2
and γ ≥ 1 is now
complete. A uniform approximation has been given through regions II±, III±, TR± and
SS. A schematic representation of the location and thickness of the asymptotic structure
as t→∞ is given in Figure 2.8. The large-time attractor for the solution of IVP+ in this
case is the error function, which allows for the adjustment of the solution from u+ to u−.
This attractor is in a stretching frame of reference of thickness |x| = O
(
t
1
2
)
as t → ∞.
Finally, the asymptotic structure to the solution of IVP+ as t→∞ when −1 < δ < −1
2
and γ ≥ 1 can be summarized as:
Region II+: t = O(1) as x→∞
u(x, t) = u+ +
AR
xγ
+
γu+ARt
(δ+1)
(δ + 1)x(γ+1)
+
γ(γ + 1)ARt
x(γ+2)
+
γA2Rt
(δ+1)
(δ + 1)x(2γ+1)
+ o
(
1
x(2γ+1)
)
as x→∞
with t = O(1).
Region III+: y = O(1)(> 0) as t→∞
u(y, t) = u+ + ARy
−γtγδ +
(
u+ARγ
(1 + δ)
y−(γ+1) + ARγ(γ + 1)y−(γ+2)
)
t(δ(γ+2)+1) + o
(
t(δ(γ+2)+1)
)
as t→∞ with y = O(1)(> 0).
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III+
yryl
TR+SSTR−III−
y
u(y, t)
O
(
t(δ+
1
2)
)
O
(
t(δ+
1
2)
(ln t)
1
2
)
u(y, t) = u+ −O
(
tγδ
)
O
(
t(δ+
1
2)
(ln t)
1
2
)
u(y, t) = u− +O
(
tγδ
) u(y, t) = U(z) +O (t− γ2 (ln t)− γ2)
Figure 2.8: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t → ∞ for IVP+ when −1 < δ < −1
2
and γ ≥ 1. We recall that yl = −yr =
−t(δ+ 12 ) c(t), where c(t) is given by (2.114).
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Region TR+: y =
(
c(t) + η√
ln t
)
t(δ+
1
2
) with η = O(1) as t→∞
u(η, t) = u+ +
(
AR
(2γ)
γ
2
+
(u− − u+)√
2γpi
e−
√
γ
2
η
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with η = O(1), and c(t) given in (2.114).
Region SS: y = zt−(δ+
1
2
) with z = O(1) as t→∞
u(z, t) =
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)
+ o(1)
as t→∞ with z = O(1).
Region TR−: y =
(
−c(t) + ηˆ√
ln t
)
t(δ+
1
2
) with ηˆ = O(1) as t→ −∞
u(ηˆ, t) = u− +
(
AL
(2γ)
γ
2
− (u− − u+)√
2γpi
e
√
γ
2
ηˆ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with ηˆ = O(1), and c(t) given in (2.114).
Region III−: y = O(1)(< 0) as t→∞
u(y, t) = u− + AL(−y)−γtγδ +
(
−u+ALγ
(1 + δ)
(−y)−(γ+1) + ALγ(γ + 1)(−y)−(γ+2)
)
t(δ(γ+2)+1)
+ o
(
t(δ(γ+2)+1)
)
as t→∞ with y = O(1)(< 0).
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Region II−: t = O(1) as x→∞
u(x, t) = u− +
AL
xγ
− γu−ALt
(δ+1)
(δ + 1)x(γ+1)
+
γ(γ + 1)ALt
x(γ+2)
− γA
2
Lt
(δ+1)
(δ + 1)x(2γ+1)
+ o
(
1
x(2γ+1)
)
as x→∞
with t = O(1).
2.3.3.2 −1 < δ < −1
2
, 0 < γ < 1:
In this case, expansions (2.14) and (2.18) of regions II+ and II− with t = O(1), respec-
tively, continue to remain uniform provided that |x|  t δ(γ−1) as t → ∞. However, a
nonuniformity develops when |x| = O
(
t
δ
(γ−1)
)
. We begin by considering the asymptotic
structure as t→∞ by moving in from region II+ when x t δ(γ−1) as t→∞. To proceed,
we introduce a new region,which we label as region III+. To examine region III+, we
introduce the scaled coordinate
y = xt−
δ
(γ−1) (2.122)
with y = O(1) as t → ∞ [3]. The form of the asymptotic expansion for u(y, t) in region
III+ follows from the structure of expansion (2.14) in region II+, when written in terms
of y and t, and expanded for y = O(1) as t → ∞. This requires that in region III+ we
expand in the form
u(y, t) = u+ + F0(y)t
−( γδγ−1) + F1(y)t
−( 2δγ−1)+1 + F2(y)t
−( δ(γ+2)γ−1 )+1 + o
(
t−(
δ(γ+2)
γ−1 )+1
)
(2.123)
as t→∞ with y = O(1), and where F0(y), F1(y) and F2(y) are functions to be determined.
On substitution from (2.123) into equation (2.1) (when written in terms of y and t), we
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obtain after some calculation
(
− γδ
γ − 1 F0(y) t
−( γδγ−1) −
(
δ
γ − 1 − 1
)
F1(y) t
−( 2δγ−1)+1 − δ(γ + 2)
γ − 1 F2(y) t
−( 2δγ−1)+1
)
− γδ
γ − 1
(
F ′0(y)t
−( γδγ−1) + F ′1(y)t
−( 2δγ−1)+1 + F ′2(y)t
−( δ(γ+2)γ−1 )+1
)
+ t
δ(γ−2)
γ−1 +1(
u+ + F0(y)t
−( γδγ−1) + F1(y)t
−( 2δγ−1)+1 + ...
)(
F ′0(y)t
−( γδγ−1) + F ′1(y)t
−( 2δγ−1)+1 + ...
)
∼ F ′′0 (y) t(δ(γ+2)+1) + ......
We obtain at O
(
t−
γδ
γ−1
)
the following ordinary differential equation for F0(y), namely
F ′0 +
(
γ
y
)
F0 = 0, y = O(1)(> 0). (2.124)
Equation (2.124) has to be solved subject to the matching condition with expansion (2.14)
in region II+
(
when x = O
(
t
γδ
γ−1
))
, which requires
F0(y) ∼ AR
yγ
as y →∞. (2.125)
The solution of (2.124) subject to (2.125) is then readily obtained as
F0(y) = ARy
−γ, y > 0. (2.126)
At O
(
t−
2δ
γ−1+1
)
we obtain the following ordinary differential equation for F1(y), namely
F ′1 +
(
2δ − γ + 1
δy
)
F1 = −ARγ(γ − 1)u+
δy(γ+2)
, y = O(1)(> 0). (2.127)
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This is to be solved subject to the corresponding matching condition with expansion (2.14)
in region II+
(
when x = O
(
t
2δ
γ−1−1
))
, which requires
F1(y) ∼ u+ARγ
(δ + 1)
y−(γ+1) as y →∞. (2.128)
The solution of (2.127) and (2.128) is then readily obtained as
F1(y) =
u+ARγ
(δ + 1)
y−(γ+1), y > 0. (2.129)
At O
(
t
−δ(γ+2)
γ−1 +1
)
we obtain the following ordinary differential equation for F2(y), namely
F ′2 +
(
δ(γ + 2)− (γ − 1)
δy
)
F2 = −ARγ(γ − 1)(γ + 1)u+
δy(γ+3)
− A
2
Rγ(γ − 1)u+
δy(γ+3)
,
y = O(1)(> 0). (2.130)
This is to be solved subject to the corresponding matching condition with expansion (2.14)
in region II+
(
when x = O
(
t(
δ(γ+2)
γ−1 )−1
))
, which requires
F2(y) ∼ u+ARγ
(δ + 1)
y−(2γ+1) + ARγ(γ + 1)y−(γ+2) as y →∞. (2.131)
The solution of (2.130) and (2.131) is then readily obtained as
F2(y) =
u+A
2
Rγ
(δ + 1)
y−(2γ+1) + ARγ(γ + 1)y−(γ+2), y > 0. (2.132)
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In this case the expansion in region III+ is given by (2.123) with (2.126) , (2.129) and
(2.132). That is,
u(y, t) = u+ + ARy
−γt−
γδ
γ−1 +
u+ARγ
(δ + 1)
y−(γ+1)t
2δ
γ−1+1
+
(
u+A
2
Rγ
(δ + 1)
y−(2γ+1) + ARγ(γ + 1)y−(γ+2)
)
t−
δ(γ+2)
γ−1 +1 + o
(
t
−δ(γ+2)
γ−1 +1
)
(2.133)
as t→∞ with y = O(1)(> 0) [3]. We observe that expansion (2.133) becomes nonuniform
when y = O
(
t−
δγ
γ−1
)
as t→∞. To proceed, we label region III+ as III+(a) and introduce
a new region, labeled as III+(b). To examine region III+(b), we introduce the scaled
coordinate
yˆ = y t
δγ
(γ−1) (2.134)
with yˆ = O(1) as t→∞, and look for an expansion of the form
u(yˆ, t) = u+ + Fˆ0(yˆ)t
γδ + Fˆ1(yˆ)t
(δ(γ+2)+1) + o
(
t(δ(γ+2)+1)
)
(2.135)
as t → ∞ with yˆ = O(1), where Fˆ0(yˆ) and Fˆ1(yˆ) are functions to be determined [3].
On substitution from (2.135) into equation (2.1) (when written in terms of yˆ and t). We
obtain after some calculation
(
(γδ) Fˆ0(yˆ)t
(γδ) + (δ(γ + 2) + 1) Fˆ1(yˆ)t
δ(γ+2)+1
)
+
(
Fˆ ′0(yˆ)t
(γδ) + Fˆ ′1(yˆ)t
(δ(γ+2)+1)
)
[
δ yˆ + t(2δ+1)
(
u+ + Fˆ0(yˆ)t
γδ + Fˆ1(yˆ)t
(δ(γ+2)+1)
)]
∼
(
Fˆ ′′0 (yˆ)t
(γδ) + Fˆ ′′1 (yˆ)t
(δ(γ+2)+1)
)
t(2δ+1).
We now equate at each order in turn and solve to find F0(yˆ) and F1(yˆ). Equating at
O
(
tγδ
)
we have the following ordinary differential equation for F0(y), namely
F ′0 +
(
γ
yˆ
)
F0 = 0, yˆ = O(1)(> 0). (2.136)
80
Equation (2.136) has to be solved subject to the matching condition with expansion (2.14)
in region II+
(
when x = O
(
t−γδ
))
, which requires
F0(yˆ) ∼ AR
yˆγ
as yˆ →∞. (2.137)
The solution of (2.136) subject to (2.137) is then readily obtained as
F0(yˆ) = ARyˆ
−γ, yˆ > 0. (2.138)
At O
(
t(δ(γ+2)+1)
)
we obtain the following ordinary differential equation for F1(yˆ),
F ′1 +
(
(δ(γ + 2) + 1)
δyˆ
)
F1 =
u+ARγ
δ
yˆ−(γ+2) +
ARγ(γ + 1)yˆ
−(γ+3)
δ
, yˆ = O(1)(> 0).
(2.139)
This is to be solved subject to the corresponding matching condition with expansion (2.14)
in region II+
(
when x = O
(
t(−δ(γ+2)+1)
))
, which requires
F1(yˆ) ∼ u+ARγ
(δ + 1)
yˆ−(γ+1) as yˆ →∞. (2.140)
The solution of (2.130) and (2.131) is then readily obtained as
F1(yˆ) =
u+ARγ
(δ + 1)
yˆ−(γ+1) + ARγ(γ + 1)yˆ−(γ+2), yˆ > 0. (2.141)
We find that
u(yˆ, t) = u+ + ARyˆ
−γtγδ +
(
u+ARγ
(δ + 1)
yˆ−(γ+1) + ARγ(γ + 1)yˆ−(γ+2)
)
t(δ(γ+2)+1)
+ o
(
t(δ(γ+2)+1)
)
(2.142)
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as t→∞ with yˆ = O(1)(> 0) [3]. We observe that expansion (2.142) becomes nonuniform
when
yˆ = O
(
t(δ+
1
2
)
)
as t→∞.
We now consider the asymptotic structure as t → ∞ by moving in from region II−
when (−x)  t δ(γ−1) . To proceed, we define a new region, which we label as region III−.
we note that region III− will need to be replaced by region III−(a) and region III−(b). The
details of these regions follow, after minor modification, those given for regions III+(a)
and III+(b) above. Therefore, we have in region III−(a) :
u(y, t) = u− + AL(−y)−γt(
γδ
γ−1 ) +O
(
t−(
2δ
γ−1 )+1
)
(2.143)
as t→∞ with y = O(1)(< 0), and in region III−(b) :
u(yˆ, t) = u− + AL(−yˆ)−γtγδ + o
(
t(δ(γ+2)+1)
)
(2.144)
as t → ∞ with yˆ = O(1)(< 0). We observe that expansion (2.144) becomes nonuniform
when
yˆ = O
(
t(δ+
1
2
)
)
. as t→∞
The remaining asymptotic structure in this case now follows that given in Section 2.3.3.1
for γ ≥ 1.
The asymptotic structure of IVP+ as t → ∞ when −1 < δ < −1
2
and 0 < γ < 1
is complete now. A uniform approximation has been given through regions II±, III(a)±,
III(b)±,TR± and SS. Finally, the asymptotic structure to the solution of IVP+ when
−1 < δ < −1
2
, 0 < γ < 1 as t→∞ can be summarized as:
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Region II+: t = O(1) as x→∞
u(x, t) = u+ +
AR
xγ
+
γu+ARt
(δ+1)
(δ + 1)x(γ+1)
+
γA2Rt
(δ+1)
(δ + 1)x(2γ+1)
+ +o
(
1
x(2γ+1)
)
as x→∞
with t = O(1).
Region III+(a): y = O(1)(> 0) as t→∞
u(y, t) = u+ + ARy
−γt−(
γδ
γ−1) +
u+ARγ
(δ + 1)
y−(γ+1)t−(
2δ
γ−1)+1
+
(
u+A
2
Rγ
(δ + 1)
y−(2γ+1) + ARγ(γ + 1)y−(γ+2)
)
t(
−δ(γ+2)
γ−1 )+1 + o
(
t(
−δ(γ+2)
γ−1 )+1
)
as t→∞
as t→∞ with y = O(1)(> 0).
Region III+(b): yˆ = O(1)(> 0) as t→∞
u(yˆ, t) = u+ + ARyˆ
−γtγδ +
(
u+ARγ
(δ + 1)
yˆ−(γ+1) + ARγ(γ + 1)yˆ−(γ+2)
)
t(δ(γ+2)+1)
+ o
(
t(δ(γ+2)+1)
)
as t→∞ with yˆ = O(1)(> 0).
Region TR+: yˆ =
(
c(t) + η
(ln t)
1
2
)
t(δ+
1
2
) with η = O(1) as t→∞
u(η, t) = u+ +
(
AR
(2γ)
γ
2
+
(u− − u+)√
2γpi
e−
√
γ
2
η
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with η = O(1), and c(t) given in (2.114).
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Region SS: yˆ = zt−(δ+
1
2
) with z = O(1) as t→∞
u(z, t) =
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)
+ o(1)
as t→∞ with z = O(1).
Region TR−: yˆ =
(
−c(t) + ηˆ
(ln t)
1
2
)
t(δ+
1
2
) with ηˆ = O(1) as t→ −∞
u(ηˆ, t) = u− +
(
AL
(2γ)
γ
2
− (u− − u+)√
2γpi
e
√
γ
2
ηˆ
)
(ln t)−
γ
2 t−
γ
2 + o
(
(ln t)−
γ
2 t−
γ
2
)
as t→∞ with ηˆ = O(1), and c(t) given in (2.114).
Region III−(b): yˆ = O(1)(< 0) as t→∞
u(yˆ, t) = u− + AL(−yˆ)−γtγδ +
(
−u−ALγ
(δ + 1)
(−yˆ)−(γ+1) + ALγ(γ + 1)(−yˆ)−(γ+2)
)
t(δ(γ+2)+1)
+ o
(
t(δ(γ+2)+1)
)
as t→∞ with yˆ = O(1)(< 0).
Region III−(a): y = O(1)(< 0) as t→∞
u(y, t) = u− + AL(−y)−γt−(
γδ
γ−1) − u−ALγ
(δ + 1)
(−y)−(γ+1)t−( 2δγ−1)+1
+
(
−u−A
2
Lγ
(δ + 1)
(−y)−(2γ+1) + ALγ(γ + 1)(−y)−(γ+2)
)
t(
−δ(γ+2)
γ−1 )+1 + o
(
t(
−δ(γ+2)
γ−1 )+1
)
as t→∞ with y = O(1)(< 0).
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Region II−: t = O(1) as x→∞
u(x, t) = u− +
AL
xγ
− γu−ALt
(δ+1)
(δ + 1)x(γ+1)
+
γ(γ + 1)ALt
x(γ+2)
− γA
2
Lt
(δ+1)
(δ + 1)x(2γ+1)
+ o
(
1
x(2γ+1)
)
as x→∞
with t = O(1).
2.4 Numerical Solution to the Initial-Value Problem
IVP+
In this Section we develop a numerical solution to IVP+. In particular, we adopt the
numerical method that is described in [21]. Specifically, to obtain numerical solutions
to IVP+ we use a explicit finite difference scheme which we briefly summarize below
with N = 100 where N is the number of grid points time step 4t = 0.1 and the length
4x = 0.5 (Further details of the the convergence test of numerical solutions of IVP+ are
given in Appendix A.1). Following [21], we begin by rewriting equation (2.1) in the form
ut + t
δ[v(u)]x = uxx, −∞ < x <∞, t > 0, (2.145)
with
v(u) =
u2
2
.
On integrating equation (2.145) from xj− 1
2
to xj+ 1
2
we obtain
∫ x
j+12
x
j− 12
utdx−
[
ux
]x
j+12
x
j− 12
= −tδ
[
v(u)
]x
j+12
x
j− 12
(2.146)
with {xj}j∈N being a discretization of the x-axis, with uniform spacing ∆x. We now
approximate the terms in (2.146) as follows
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∫ x
j+12
x
j− 12
utdx ≈ du
dt
(xj, t)4 x,
−
[
ux
]x
j+12
x
j− 12
=
[
ux(xj− 1
2
, t)− ux(xj+ 1
2
, t)
]
≈
[
u(xj, t)− u(xj−1,t)
4x −
u(xj+1, t)− u(xj,t)
4x
]
= −u(xj+1, t)− 2u(xj, t) + u(xj−1,t)4x ,
and
−tδ
[
v(u)
]x
j+12
x
j− 12
= tδ
[
v(u(xj+ 1
2
, t))− v(u(xj− 1
2
, t))
]
. (2.147)
On substituting (2.147) into (2.146) we obtain the following ordinary differential equation
for Uj(t), namely
dUj
dt
− Uj+1 − 2Uj + Uj−1
∆x2
= tδ
v(Uj− 1
2
)− v(Uj+ 1
2
)
∆x
(2.148)
where Uj(t) ≈u(xj, t) and v(Uj± 1
2
) is the average of v(Uj) and v(Uj±1). Following [21] we
then discretize the time derivative in (2.147) by a forward difference to obtain the explicit
method
Un+1j = U
n
j +4t
[(
Unj+1 − 2Unj + Unj−1
4x2
)
+ tδ
(v(Un
j− 1
2
)− v(Un
j+ 1
2
)
4x
)]
(2.149)
where {tn}n∈N is a discretization of the t− axis, with uniform spacing ∆t. We anticipate
that this explicit numerical method will be stable when ∆t < 1
2
∆x2, and this has been
confirmed by numerical testing [39].
We now use this numerical method to obtain numerical solutions to IVP+ . In par-
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ticular, we consider IVP+ with initial data u0 : R→ R given by,
u0(x) =

u+ +
(0.5 (u+ − u−))AR
1 + xγ
, as x ≥ 0,
u− +
(0.5 (u+ − u−))AL
1 + (−x)γ , as x < 0,
where γ > 0, AR = −1 and AL = 1. There are three cases to consider, in each of these
cases we compare numerical simulation of the solution with of IVP+ to the theoretically
predicted solution. These are:
(i) δ > −1
2
, γ > 0,
(ii) δ = −1
2
, γ > 0,
(iii) −1 < δ < −1
2
, γ > 0,
and we consider each case in turn.
2.4.1 δ > −12 , γ > 0
In this case we have established in Section 2.3.1 that a expansive wave develops in the
solution of IVP+ as t → ∞. We now present numerical evidence to support that the
solution u(y, t) of IVP+ exhibits the formation of expansion wave profile with δ > −1
2
and γ > 0. In Figures 2.9-2.11 we plot the numerical solution of IVP+ against y at times
t = 5, 10, 20, 30, 40 and 50 for the cases
(i) u+ = 1, u− = −1,
(ii) u+ = 1, u− = 0,
(iii) u+ = 0, u− = −1,
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respectively. The dashed line represents the theoretically predicted solution (2.62) that is
uE(y) =

u+, y >
u+
(δ+1)
,
(δ + 1)y, u−
(δ+1)
≤ y ≤ u+
(δ+1)
,
u−, y <
u−
(δ+1)
,
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Figure 2.9: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1
and u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = 0.01, γ = 1 and
(b) δ = 0.5, γ = 1. The graphs illustrate the development of the expansive wave with
the solid lines showing the numerically computed solutions and the dash line representing
theoretically predicted solution uE is given by (2.62).
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In Figure 2.9 we observe that the numerically computed solution of IVP+ when u+ = 1
and u− = −1 with δ > −12 in this approaches the predicted large-time attractor, the
expansion wave. This is in line with the Proposition 1 where we expect the numerical
solution converges to an expansion wave profile in y as t → ∞. Specifically, at t = 50
and δ = 0.5 we see that the gradient of numerical solution is in good agreement with the
theoretically predicted solution given by dashed line.
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Figure 2.10: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = 0.01, γ = 1 and (b)
δ = 0.5, γ = 1. The graphs illustrate the development of the expansive wave with the
solid lines showing the numerically computed solutions and the dash line representing
theoretically predicted solution uE is given by (2.62).
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In Figure 2.10 we observe that the numerically computed solution of IVP+when u+ =
1 and u− = 0 with δ > −12 in this approaches the predicted large-time attractor, the
expansion wave. This is in line with the Proposition 1 where we expect the numerical
solution converges to an expansion wave profile in y as t → ∞. Specifically, at t = 50
and δ = 0.5 we see that the gradient of numerical solution is in good agreement with the
theoretically predicted solution given by dashed line.
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Figure 2.11: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 0
and u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = 0.01, γ = 1 and
(b) δ = 0.5, γ = 1. The graphs illustrate the development of the expansive wave with
the solid lines showing the numerically computed solutions and the dash line representing
theoretically predicted solution uE is given by (2.62).
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In Figure 2.11 we observe that the numerically computed solution of IVP+ when
u+ = 0 and u− = −1 with δ > −12 in this approaches the predicted large-time attractor,
the expansion wave. This is in line with the Proposition 1 where we expect the numerical
solution converges to an expansion wave profile in y as t → ∞. Specifically, at t = 50
and δ = 0.5 we see that the gradient of numerical solution is in good agreement with the
theoretically predicted solution given by dashed line.
2.4.2 δ = −12 , γ > 0
In this case we have established in Section 2.3.2 that the similarity solution found by
Rudenko and Soluyan [32] develops in the solution of IVP+ as t→∞. We now present
numerical evidence to support that the solution u(y, t) of IVP+ exhibits the formation
of the similarity solution found by Rudenko and Soluyan when δ = −1
2
and γ > 0.
In Figures 2.12-2.14 we plot the numerical solution of IVP+ against y at times t =
5, 10, 20, 30, 40 and 50 for the cases
(i) u+ = 1, u− = −1,
(ii) u+ = 1, u− = 0,
(iii) u+ = 0, u− = −1,
respectively. In this case, the theoretically predicted solution (2.80) that is
uR(y) ∼
 u+ + C+(u+, u−)y
−1e−
1
4
(y−2u+)2 as y →∞,
u− + C−(u+, u−)y−1e− 14 (y−2u−)2 as y → −∞,
with C+ and C− globally determined nonzero constants, where
C+(u+, u−) < 0 and C−(u+, u−) > 0.
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Figure 2.12: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1
and u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5 and
(b) δ = −0.5, γ = 1. We note that the numerically computed solutions represent the
formation of the similarity solution found by Rudenko and Soluyan [32].
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We observe that in Figure 2.12 the numerically computed solution of IVP+ when
u+ = 1 and u− = −1 with δ = −12 approaches the predicted large time attractor which is
the similarity solution found by Rudenko and Soluyan [32] as t→∞. This is in line with
the Proposition 3 (later presenting in this thesis) where we expect the numerical solution
converges to the similarity solution found by Rudenko and Soluyan [32] as t → ∞. In
fact, by t = 50 there is already good agreement as can be seen from Figure 2.12.
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Figure 2.13: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5 and
(b) δ = −0.5, γ = 1. We note that the numerically computed solutions represent the
formation of the similarity solution found by Rudenko and Soluyan [32] .
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We observe that in Figure 2.13 the numerically computed solution of IVP+ when
u+ = 1 and u− = 0 with δ = −12 approaches the predicted large time attractor which is
the similarity solution found by Rudenko and Soluyan [32] as t→∞. This is in line with
the Proposition 3 (later presenting in this thesis) where we expect the numerical solution
converges to the similarity solution found by Rudenko and Soluyan [32] as t → ∞. In
fact, by t = 50 there is already good agreement as can be seen from Figure 2.13.
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Figure 2.14: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 0
and u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5 and
(b) δ = −0.5, γ = 1. We note that the numerically computed solutions represent the
formation of the similarity solution found by Rudenko and Soluyan [32] .
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We observe that in Figure 2.14 the numerically computed solution of IVP+ when
u+ = 0 and u− = −1 with δ = −12 approaches the predicted large time attractor which is
the similarity solution found by Rudenko and Soluyan [32] as t→∞.This is in line with
the Proposition 3 (later presenting in this thesis) where we expect the numerical solution
converges to the similarity solution found by Rudenko and Soluyan [32] as t → ∞. In
fact, by t = 50 there is already good agreement as can be seen from Figure 2.14.
2.4.3 −1 < δ < −12 , γ > 0
In this case we have established in Section 2.3.3 that the error function profile (2.110)
develops in the solution of IVP+ as t → ∞. We now present numerical evidence to
support that the solution u(y, t) of IVP+ exhibits the formation of an error function
profile when −1 < δ < −1
2
and γ > 0. In Figures 2.15-2.17 we plot the numerical solution
of IVP+ against y at times t = 5, 10, 20, 30, 40 and 50 for the cases
(i) u+ = 1, u− = −1,
(ii) u+ = 1, u− = 0,
(iii) u+ = 0, u− = −1,
respectively. In this case, the theoretically predicted solution (2.109) that is
uR(y, t) =
(u+ + u−)
2
− (u− − u+)
2
erf(y), −∞ < y <∞. (2.150)
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Figure 2.15: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1
and u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5 and
(b) δ = −0.75, γ = 1. The graphs illustrate the numerically computed solutions and the
theoretically predicted solution (dashed) uR at t = 50.
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In Figure 2.15 we observe that the numerically computed solution of IVP+ when
u+ = 1 and u− = −1 with −1 < δ < −12 in this approaches the predicted large-time
attractor, an error function profile. This is in line with the Proposition 4 (later presenting
in this thesis) where we expect the numerical solution converges to be an error function
profile in y as t → ∞. Specifically, at t = 50 with δ = −0.75 and γ = 1 we see that
the gradient of numerical solution is in good agreement with the theoretically predicted
solution given by uR.
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Figure 2.16: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5 and
(b) δ = −0.75, γ = 1. The graphs illustrate the numerically computed solutions and the
theoretically predicted solution (dashed) uR at t = 50.
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In Figure 2.16 we observe that the numerically computed solution of IVP+ when
u+ = 1 and u− = 0 with −1 < δ < −12 in this approaches the predicted large-time
attractor, an error function profile. This is in line with the Proposition 4 (later presenting
in this thesis) where we expect the numerical solution converges to be an error function
profile in y as t → ∞. Specifically, at t = 50 with δ = −0.75 and γ = 1 we see that
the gradient of numerical solution is in good agreement with the theoretically predicted
solution given by uR.
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Figure 2.17: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 0
and u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5 and
(b) δ = −0.75, γ = 1. The graphs illustrate the numerically computed solutions and the
theoretically predicted solution (dashed) uR at t = 50.
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In Figure 2.17 we observe that the numerically computed solution of IVP+ when
u+ = 0 and u− = −1 with −1 < δ < −12 in this approaches the predicted large-time
attractor, an error function profile. This is in line with the Proposition 4 (later presenting
in this thesis) where we expect the numerical solution converges to be an error function
profile in y as t → ∞. Specifically, at t = 50 with δ = −0.75 and γ = 1 we see that
the gradient of numerical solution is in good agreement with the theoretically predicted
solution given by uR.
2.5 Summary
In this chapter we have obtained, via the method of matched asymptotic coordinate
expansions, the uniform asymptotic structure of t→ 0, t = O(1) and the large-t solution
to the initial-value problem IVP+ (u+ > u−) over all parameter values. The form of the
large-t solution to the initial-value problem IVP+ depends on the problem parameters δ
and γ as follows:
(i) When δ > −1
2
and γ > 0, the solution u(x, t) of IVP+ exhibits the formation of
expansion wave profile, with
u
(
yt(δ+1), t
)
→

u+, y >
u+
(δ+1)
,
(δ + 1)y, u−
(δ+1)
≤ y ≤ u+
(δ+1)
,
u−, y <
u−
(δ+1)
,
as t→∞, uniformly for y ∈ R. The detailed rate of convergence is given in Proposition 1.
(ii) When δ = −1
2
and γ > 0, the solution u(x, t) of IVP+ exhibits the formation of
the similarity solution found by Rudenko and Soluyan [32], with
u
(
zt
1
2 , t
)
→ UR(z)
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as t→∞ with z = O(1), where UR(z) is given by (2.80). We observe that this profile is
in a stretching frame of reference of thickness O
(
t
1
2
)
as t→∞.
(iii) When −1 < δ < −1
2
and γ > 0, the solution u(x, t) of IVP+ exhibits the
formation of an error function profile, with
u
(
zt
1
2 , t
)
→
[
(u+ + u−)
2
− (u− − u+)
2
erf
(
z
2
)]
as t → ∞, uniformly for z = O(1). We observe that the error function profile is in a
stretching frame of reference of thickness O
(
t
1
2
)
as t→∞.
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Chapter 3
The Initial-Value Problem IVP−
In this chapter, we consider the initial-value problem for Burgers’ equation with a time
dependent coefficient, namely,
ut + t
δuux = uxx, −∞ < x <∞, t > 0, (3.1)
u(x, 0) = u0(x), −∞ < x <∞ (3.2)
u(x, t)→
 u−, x→ −∞,u+, x→∞, t ≥ 0, (3.3)
where δ > −1 and now u− > u+. Further, we consider the situation when the initial data
u0 : R→ R is continuously differentiable and has algebraic decay as |x| → ∞. Specifically
u0(x) =

u+ +
AR
(x)γ
+O(E(|x|)) as x→∞,
u− + AL(−x)γ +O(E(|x|)) as x→ −∞,
(3.4)
where E(|x|) is linearly exponentially small in x as |x| → ∞, AR > 0, AL < 0 and γ > 0
are constants. We henceforth refer to the initial-value problem (3.1), (3.2) and (3.4) as
IVP− when u− > u+. We develop the structure of the large-time solution to IVP−
using the method of matched asymptotic coordinate expansions. The large-time solution
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is obtained by consideration of the asymptotic structures as t → 0 (−∞ < x < ∞) and
as t→∞.
We begin by examining the asymptotic structure of the solution to IVP− as t→ 0 .
3.1 Asymptotic solution to IVP− as t→ 0
Again the consideration of initial data (3.2) (with (3.4)) indicates that the asymptotic
solution to IVP− as t → 0 will consist of a single asymptotic region, which we label as
region I. We find that the detail of region I in both cases (δ > 0 and −1 < δ < 0) follow
those given in Sections 2.1.1 and 2.1.2.
3.2 Asymptotic solution to IVP− as |x| → ∞
The details of the asymptotic structure of the solution to IVP− as |x| → ∞ with t = O(1)
follow those given in Section 2.2 and are not repeated here.
3.3 Asymptotic solution to IVP− as t→∞
We now investigate the asymptotic structure of the solution to IVP− as t→∞. We recall
Section 2.2 that expansions (2.14) and (2.18) of regions II+ (x → ∞, t = O(1)) and II−
(x → −∞, t = O(1)), respectively, continue to remain uniform provided that |x|  tδ+1
as t → ∞. However, as already noted, a nonuniformity develops when |x| = O (tδ+1) as
t→∞. As in Section 2.3.1, we introduce the scaled coordinate
y = xt−(δ+1), (3.5)
where y = O(1) as t→∞, and begin by summarizing the asymptotic structure as t→∞
in regions III±, the details of which follow, after minor modification, those given in Section
2.3.1, and are not repeated here.
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Region III+:
u(y, t) = u+ + AR
(
y − u+
(δ + 1)
)−γ
t−γ(δ+1) + o
(
t−γ(δ+1)
)
(3.6)
as t→∞ with y = u+
(δ+1)
+O(1), and where AR > 0.
Region III−:
u(y, t) = u− + AL
(
u−
(δ + 1)
− y
)−γ
t−γ(δ+1) + o
(
t−γ(δ+1)
)
(3.7)
as t → ∞ with y = u−
(δ+1)
− O(1), and where AL < 0. Consideration of expansions (3.6)
and (3.7) for t 1 in regions III± indicates that there are a number of cases to consider,
which are now developed in turn [3]. We note that, the details of the asymptotic structure
of solution to IVP− as t→∞ in both cases δ = −1
2
and −1 < δ < −1
2
follow those given
in Sections 2.3.2 and 2.3.3 respectively. Thus, in order to avoid repetition we give a brief
summary of the asymptotic structure of solution to IVP− as t→∞ in each case.
3.3.1 δ > −12
In this case, when u− > u+ the nonuniformity in expansion (3.6) and (3.7) must occur
when y = α+o(1), for some α ∈
(
u+
(δ+1)
, u−
(δ+1)
)
which is to be determined. To proceed, we
introduce a new region which we label as region SS. To examine region SS we introduce
the scaled coordinate z, via
z = (y − α)φ(t)−1 = O(1), (3.8)
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where φ(t) = o(1) as t → ∞, is an as yet undetermined gauge function, and expand in
the form
u(z, t) = U(z) + o(1) (3.9)
as t → ∞ with z = O(1) [3]. On substituting expansion (3.9) into equation (3.1) (when
written in terms of z and t) we obtain
−α(1 + δ)t−1φ(t)−1Uz + UUzt−1φ(t)−1 = Uzzt−2(1+δ)φ(t)−2 + o
(
t−2(1+δ)φ(t)−2
)
which simplifies to
−α(1 + δ)Uz + UUz = Uzzt−(2δ+1)φ(t)−1 + o
(
t−(2δ+1)φ(t)−1
)
. (3.10)
We now choose φ(t) to provide the most structured balance in (3.10).This requires, without
loss of generality, taking
φ(t) = t−(2δ+1). (3.11)
We then obtain at leading order that
Uzz − UUz + α(1 + δ)Uz = 0, −∞ < z <∞. (3.12)
We note that we have examined equation (3.12) in Section 1.5.4. The solution to (3.12)
is readily obtained as the standard Taylor shock profile (see [38]) and is given by
U(z) =
1
2
(u+ + u−)− 1
2
(u− − u+) tanh
(
1
4
(u− − u+)z + 1
2
φc
)
,−∞ < z <∞, (3.13)
where φc is a globally determined constant. A graph of (3.13) for u− = 1 and u+ = −1
(up to translational invariance in z) is given in Figure 3.1. Therefore the expansion in
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region SS is given by
u(z, t) =
1
2
(u+ + u−)− 1
2
(u− − u+) tanh
(
1
4
(u− − u+)z + 1
2
φc
)
+ o(1), (3.14)
with z = O(1) as t→∞.
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Figure 3.1: A graph of the Taylor shock profile (3.13) when u− = 1 and u+ = −1 (with
translational invariance fixed by taking φc = 0).
We note that
U(z) ∼
 u+ + (u− − u+)e
− 1
2
(u−−u+)z−φc +O(e− (u−−u+)z) as z →∞,
u− − (u− − u+)e 12 (u−−u+)z+φc +O(e (u−−u+)z) as z → −∞.
(3.15)
The similarity solution (3.14) represents a wavefront connecting u+ (as z → ∞) to u−
(as z → −∞). Specifically, when δ > 0, the Taylor shock profile is located at x = αtδ+1
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and contained in a localized region of thickness O
(
t−δ
)
as t → ∞ (the profile steepens
as t → ∞). The Taylor shock is accelerating in the +x (−x) direction as t → ∞ when
−u− < u+ < u− (u+ < u− < −u+), respectively. When −12 < δ < 0, the Taylor shock
profile is located x = αtδ+1 and contained in a localized region of thickness O
(
t|δ|
)
as
t → ∞ (the profile becomes stretched as t → ∞). The Taylor shock is decelerating in
the +x (−x) direction as t → ∞ when −u− < u+ < u− (u+ < u− < −u+), respectively.
However, we observe that matching expansion (3.9) (as z → ∞) to expansion (3.6) as
y →
(
(u++u−)
2(δ+1)
)+
at next order fails and we require a transition region, which we label
TR+. To examine region TR+ we introduce the scaled coordinate η by
y =
(u+ + u−)
2(δ + 1)
+
( 2γ(δ + 1)
(u− − u+) ln t+ η
)
t−(2δ+1), (3.16)
with η = O(1) as t → ∞ in region TR+ (that is, z = 2γ(1+δ)
(u−−u+) ln t + η). The t
−(2δ+1) ln t
shift in (3.16) is dictated by the matching requirements with regions III+ and SS, as will
be seen. The form of expansion (3.14) (for z  1) then suggests that in region TR+ we
expand as
u(η, t) = u+ + F (η)t
−γ(1+δ) + o(t−γ(1+δ)) (3.17)
as t → ∞ with η = O(1). On substituting expansion (3.17) into equation (3.1)(when
equation (3.1) is written in terms of η and t) we obtain at leading order that
Fηη +
(u− − u+)
2
Fη = 0, −∞ < η <∞. (3.18)
Equation (3.18) is to be solved subject to the following matching conditions with region
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III+ (as η →∞) and region SS (as η → −∞), namely,
F (η) ∼

AR
(
2(δ+1)
(u−−u+)
)γ
as η →∞,
(u− − u+)e−φce− 12 (u−−u+)η as η → −∞.
(3.19)
The solution to (3.18), (3.19) is readily obtained as
F (η) = AR
(
2(δ + 1)
u− − u+
)γ
+ (u− − u+) e−φc e− 12 (u−−u+)η, −∞ < η <∞. (3.20)
Therefore, we have in region TR+ that
u(η, t) = u+ +
(
AR
(
2(δ + 1)
u− − u+
)γ
+ (u− − u+) e−φc e− 12 (u−−u+)η
)
t−γ(1+δ) + o(t−γ(1+δ)) (3.21)
as t → ∞ with η = O(1). We also note that matching between region TR+ and region
SS, via (3.21) and (3.14), also determines that the correction term in (3.14) must be
O(t−γ(δ+1)).
Finally, we conclude this case by noting that matching expansion (3.14) (as z →
−∞) to expansion (3.7)
(
y →
[
u++u−
2(δ+1)
]−)
similarly fails at higher order and we require
a corresponding transition region, which we label TR−. To examine region TR− we
introduce the scaled coordinate ηˆ by
y =
u+ + u−
2(δ + 1)
− 2γ(δ + 1)
u− − u+ ln t t
−(2δ+1) + ηˆt−(2δ+1) (3.22)
so that ηˆ = O(1) as t → ∞ in the region TR−. The details of region TR− follow, after
minor modification, those given for region TR+ and are only summarized here for brevity.
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Thus, in region TR− we have that
u(ηˆ, t) = u− +
(
AL
(
2(δ + 1)
u− − u+
)γ
− (u− − u+) eφc e 12 (u−−u+)ηˆ
)
t−γ(1+δ) + o(t−γ(1+δ)) (3.23)
as t→∞ with ηˆ = O(1) [3].
The asymptotic structure of IVP− as t → ∞ when δ > −1
2
is complete now. A uni-
form approximation has been given through regions II±, III±, TR± and SS. A schematic
representation of the location and thickness of the asymptotic structure as t→∞ is given
in Figure 3.2. The fundamental attractor of the solution is a localized Taylor shock
profile. Finally, the asymptotic structure to the solution of IVP− when δ > −1
2
as
t→∞ can be summarized as:
Region II+: t = O(1) as x→∞
u(x, t) = u+ +
F0(t)
xγ
+
F1(t)
x(γ+1)
+
F2(t)
xr
+
F3(t)
xs
+ o
(
1
xs
)
as x→∞
with t = O(1), with r and s given in (2.15), F0(t), F1(t), F2(t) and F3(t) given in (2.16).
Region III+: y = (u++u−)
2(δ+1)
+O(1) as t→∞
u(y, t) = u+ + AR
(
y − u+
(δ + 1)
)−γ
t−γ(δ+1) + o
(
t−γ(δ+1)
)
as t→∞ with y = (u++u−)
2(δ+1)
+O(1).
Region TR+: y = (u++u−)
2(δ+1)
+ 2γ(δ+1)
(u−−u+) ln t t
−(2δ+1) + η t−(2δ+1) with η = O(1) as t→∞
u(η, t) = u+ +
(
AR
(
2(δ + 1)
(u− − u+)
)γ
+ (u− − u+) e−φc e− 12 (u−−u+)η
)
t−γ(1+δ) + o
(
t−γ(δ+1)
)
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III+
u++u−
2(δ+1)
TR− SS TR+III−
y
u(y, t)
O
(
t−(2δ+1)
)
u(y, t) = u+ +O
(
t−γ(δ+1)
)
u(y, t) = u− −O
(
t−γ(δ+1)
)
u(y, t) = U(z) +O
(
t−γ(δ+1)
)
Figure 3.2: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t→∞ for IVP−. We recall that region SS is located at y = u++u−
2(δ+1)
(with thickness
O
(
t−(2δ+1)
)
as t→∞), while regions TR± are located at y = (u++u−)
2(δ+1)
± 2γ(1+δ)
(u−−u+)
ln t
t2δ+1
(with
thickness O
(
t−(2δ+1)
)
) as t→∞.
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as t→∞ with η = O(1).
Region SS: z =
(
y − (u++u−)
2(δ+1)
)
t(2δ+1) with z = O(1) as t→∞
u(z, t) =
1
2
(u+ + u−)− 1
2
(u− − u+) tanh
(
1
4
(u− − u+)z + 1
2
φc
)
+ o(1)
as t→∞ with z = O(1).
Region TR−: y = (u++u−)
2(δ+1)
− 2γ(δ+1)
(u−−u+) ln t t
−(2δ+1) + ηˆ t−(2δ+1) with ηˆ = O(1) as t→∞
u(ηˆ, t) = u− +
(
AL
(
2(δ + 1)
(u− − u+)
)γ
− (u− − u+) eφc e 12 (u−−u+)η
)
t−γ(1+δ) + o
(
t−γ(δ+1)
)
as t→∞ with ηˆ = O(1).
Region III−: y = (u++u−)
2(δ+1)
−O(1) as t→∞
u(y, t) = u− + AL
(
u−
δ + 1
− y
)−γ
t−γ(δ+1) + o
(
t−γ(δ+1)
)
as t→∞ with y = (u++u−)
2(δ+1)
−O(1).
Region II−: t = O(1) as x→∞
u(x, t) = u− +
F0(t)
(−x)γ +
F1(t)
(−x)(γ+1) +
F2(t)
(−x)r +
F3(t)
(−x)s + o
(
1
(−x)s
)
as x→∞
with t = O(1), with r and s given in (2.19), F0(t), F1(t), F2(t) and F3(t) given in (2.20).
The above asymptotic structure can be summarized in the following Proposition 2
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which has been established via matched asymptotic coordinate expansions. It is first
convenient to introduce the function uT : R→ R such that
uT (λ) =
1
2
(u+ + u−)− 1
2
(u− − u+) tanh
(
1
4
(u− − u+)λ
)
∀ λ ∈ R. (3.24)
We then have,
Proposition 2. Let u : R× [0,∞)→ R be the solution to initial-value problem IVP−
with δ > −1
2
and γ > 0. In terms of the coordinate y = xt−(δ+1), there exists a glolally
determined constant φ, such that, on writing,
u(y, t) = uT
((
y − (u+ + u−)
2(δ + 1)
)
t(2δ+1) + φ
)
+R(y, t)
for (y, t) ∈ R× [0,∞), then R(y, t)→ 0 as t→∞ uniformly for y ∈ R, with
R(y, t) = O
(
t−γ(δ+1)
(1 + |y|γ)
)
as t → ∞, uniformly for y ∈ R [3]. We remark that the globally determined constant φ
is a consequence of the evolution over all t → ∞, and as we have seen, is indeterminate
through our asymptotic analysis as t→∞.
3.3.2 δ = −12
The details of the asymptotic structure of solution to IVP− as t → ∞ when δ = −1
2
in both cases (0 < γ < 1 and γ ≥ 1) follow those those given in Sections 2.3.2.1 and
2.3.2.2 respectively. A uniform approximation has been given through regions II±, III±,
TR± and SS. The details of regions II±, III±, TR± follow those given in Section 2.3.2.1
when 0 < γ < 1 and in Section 2.3.2.2 when γ ≥ 1. In The solution in region SS, where
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|x| = O
(
t
1
2
)
as t→∞, is given by
u(z, t) = uR(z) + o(1)
where
uR(z) ∼
 u+ + C+(u+, u−)z
−1e−
1
4
(z−2u+)2 as z →∞,
u− + C−(u+, u−)z−1e− 14 (z−2u−)2 as z → −∞,
with C+ and C− globally determined nonzero constants, depending upon u+ and u−, with
C+(u+, u−) > 0 and C−(u+, u−) < 0,
as t→∞ with z = O(1). A numerical determination of U = uR(z) for a range of values
of u+ and u− is illustrated in Figure 3.3. The associated values of C+ and C− are given in
Table 3.2. A schematic representation of the location and thickness of the asymptotic
u+ u− C+
-1 1 4.6× 10−3
0 1.4 2.4× 10−7
-1 0 5.3× 106
u+ u− C−
-1 1 −5× 1010
0 1.4 −3.4× 1011
-1 0 −5.4× 106
Table 3.2: The values of the constants C+ and C− corresponding to Figure 3.3.
structure as t→∞ is given in Figure 3.4 when 0 < γ < 1. The large-time attractor for the
solution of IVP− when δ = −1
2
is the similarity solution found by Rudenko and Soluyan
[32], which allows for the adjustment of the solution from u+ to u−. This attractor is in
a stretching frame of reference of thickness |x| = O
(
t
1
2
)
as t→∞.
Therefore, when δ = −1
2
the asymptotic structure can be summarized in the following
Proposition which has been established via matched asymptotic coordinate expansions.
Proposition 3. Let u : R× [0,∞)→ R be the solution to initial-value problem IVP
with γ > 0, δ = −1
2
and any u+ and u−. Then, in terms of the coordinate y = xt−
1
2 , on
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Figure 3.3: A graph of U(z) when (a) u+ = −1, u− = 1 with C+ = 4.6 × 10−3 or
C− = −5× 1010, (b) u+ = 0, u− = 1.4 with C+ = 2.4× 10−7 or C− = −3.4× 1011 and (c)
u+ = −1, u− = 0 with C+ = 5.3× 106 or C− = −5.4× 106.
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III+
yryl
TR+SSTR−III−
y
u(y, t)
O
(
t−
γ
2(1−γ)
)
O
(
t
− γ
2(1−γ)
(ln t)
1
2
)
u(y, t) = u+ +O
(
t−
γ
2(1−γ)
)
O
(
t
− γ
2(1−γ)
(ln t)
1
2
)
u(y, t) = u− −O
(
t−
γ
2(1−γ)
)
u(y, t) = UR(z) +O
(
t−
γ
2 (ln t)−
γ
2
)
Figure 3.4: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t → ∞ for IVP− when δ = −1
2
and 0 < γ < 1. We recall that yl = −yr =
−t− γ2(1−γ) c(t), where c(t) is given by (2.85).
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writing,
u(y, t) = uR(y) +R(y, t)
for (y, t) ∈ R × [0,∞), it follows that R(y, t) → 0 as t → ∞ uniformly for y ∈ R. In
particular, for 0 < γ < 1, as t→∞,
R(y, t) =

O
( t− γ2(1−γ)
(1 + |y|)γ
)
in regions III±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions TR±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions SS.
where y = y t−
γ
2(1−γ) , while for γ ≥ 1
R(y, t) =

O
( t− γ2
(1 + |y|)γ
)
in regions III±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions TR±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions SS.
as t→∞ [3].
3.3.3 −1 < δ < −12
The details of the asymptotic structure of solution to IVP− as t→∞ when −1 < δ < −1
2
in both cases ( γ ≥ 1 and 0 < γ < 1 ) follow those those given in Sections 2.3.3.1 and
2.3.3.2 respectively. A uniform approximation has been given through regions II±, III±,
III(a)±, III(b)±, TR± and SS. when γ ≥ 1. The details of regions II±, III±, TR± and
SS follow those given in Section 2.3.3.1 whenγ ≥ 1. The details of regions II±, III(a)±,
III(b)±, TR± and SS follow those given in Section 2.3.3.2 when 0 < γ < 1. A schematic
representation of the location and thickness of the asymptotic structure as t → ∞ is
given in Figure 3.5 when γ ≥ 1. The large-time attractor for the solution of IVP− when
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−1 < δ < −1
2
is the error function, which allows for the adjustment of the solution from
u+ to u−. This attractor is in a stretching frame of reference of thickness |x| = O
(
t
1
2
)
as
t→∞.
Therefore, when −1 < δ < −1
2
the asymptotic structure can be summarized in the
following Proposition which has been established via matched asymptotic coordinate ex-
pansions. It is first convenient to introduce the function uR : R→ R such that
uR(y) =
(u+ + u−)
2
− (u− − u+)
2
erf(y) (3.25)
We then have,
Proposition 4. Let u : R × [0,∞) → R be the solution to initial-value problem IVP
with γ > 0, −1 < δ < −1
2
and any u+ and u−. Then, in terms of the coordinate y = xt−
1
2 ,
on writing,
u(y, t) = uR(y) +R(y, t)
for (y, t) ∈ R × [0,∞), it follows that R(y, t) → 0 as t → ∞ uniformly for y ∈ R. In
particular, for γ ≥ 1,
R(y, t) =

O
(
tγδ
(1 + |y|)γ
)
in regions III±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions TR±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions SS,
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(
tγδ
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O
(
tδ+
1
2
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Figure 3.5: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane as t → ∞ for IVP− when −1 < δ < −1
2
and γ ≥ 1. We recall that yl = −yr =
−t(δ+ 12 ) c(t), where c(t) is given by (2.114).
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as t→∞, while for 0 < γ < 1,
R(y, t) =

O
(
t
γδ
(1−γ)
(1 + |y|)γ
)
in regions III(a)±,
O
(
tγδ
)
in regions III(b)±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions TR±,
O
(
t−
γ
2 (ln t)−
γ
2
)
in regions SS,
as t→∞ [3].
3.4 Numerical Solution to the Initial-Value Problem
IVP−
In this section we present numerical solutions of IVP−which both support and illustrate
the detailed asymptotic analysis given in the above Sections. The details of the numerical
method outlined in [21], which follow those given in Section 2.4 for IVP+ (Further details
of the the convergence test of numerical solutions of IVP− are given in Appendix B.2).
In particular, we consider IVP− with initial data u0 : R→ R given by,
u0(x) =

u+ +
0.5 (u− − u+)AR
1 + xγ
, as x ≥ 0,
u− +
0.5 (u− − u+)AL
1 + (−x)γ , as x < 0,
where γ > 0, AR = 1 and AL = −1. There are three cases to consider. These are:
(i) δ > −1
2
, γ > 0,
(ii) δ = −1
2
, γ > 0,
(iii) −1 < δ < −1
2
, γ > 0,
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and we consider each case in turn.
3.4.1 δ > −12 , γ > 0
In this case we have established in Section 3.3.1 that the Taylor shock wave develops in
the solution of IVP− as t→∞. We now present numerical evidence to support that the
solution u(y, t) of IVP− exhibits the formation of a localized Taylor shock profile when
δ > −1
2
and γ > 0. In Figures 3.6-3.8 we plot the numerical solution of IVP− against y
at times t = 5, 10, 20, 30, 40 and 50 for the cases
(i) u− = 1, u+ = −1,
(ii) u− = 1, u+ = 0,
(iii) u− = 0, u+ = −1,
respectively. In this case, the theoretically predicted solution (3.14) is that
u(y, t) =
1
2
(u+ + u−)− 1
2
(u− − u+) tanh
(
1
4
(u− − u+)
((
y − (u+ + u−)
2(δ + 1)
)
t(2δ+1)
))
.
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Figure 3.6: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.25, γ = 1 and
(b) δ = 0.01, γ = 1. We note that the dashed line represents the theoretically predicted
solution uT is given by (3.24) at t = 50.
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In Figure 3.6 we observe that the numerically computed solution of IVP− when u+ = 1
and u− = −1 with δ > −12 in this approaches the predicted large-time attractor, the
formation of a localized Taylor shock profile. This is in line with the Proposition 2 where
we expect the numerical solution converges to be Taylor shock wave in y as t → ∞.
Specifically, at t = 50 and δ = 0.5 we see that the gradient of numerical solution is in
good agreement with the theoretically predicted solution uT given by dashed line.
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Figure 3.7: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = 0
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.25, γ = 1 and
(b) δ = 0.5, γ = 1. We note that the dashed line represents the theoretically predicted
solution uT is given by (3.24) at t = 50.
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In Figure 3.7 we observe that the numerically computed solution of IVP− when u+ = 0
and u− = 1 with δ > −12 in this approaches the predicted large-time attractor, the
formation of a localized Taylor shock profile. This is in line with the Proposition 2 where
we expect the numerical solution converges to be Taylor shock wave in y as t → ∞.
Specifically, at t = 50 and δ = 0.5 we see that the gradient of numerical solution is in
good agreement with the theoretically predicted solution uT given by dashed line.
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Figure 3.8: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.25, γ = 1 and
(b) δ = 0.5, γ = 1. We note that the dashed line represents the theoretically predicted
solution uT is given by (3.24) at t = 50.
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In Figure 3.8 we observe that the numerically computed solution of IVP− when u+ =
−1 and u− = 0 with δ > −12 in this approaches the predicted large-time attractor, the
formation of a localized Taylor shock profile. This is in line with the Proposition 2 where
we expect the numerical solution converges to be Taylor shock wave in y as t → ∞.
Specifically, at t = 50 and δ = 0.5 we see that the gradient of numerical solution is in
good agreement with the theoretically predicted solution uT given by dashed line.
3.4.2 δ = −12 , γ > 0
In this case we have established in Section 2.3.2 that the similarity solution found by
Rudenko and Soluyan [32] develops in the solution of IVP− as t → ∞. We now
present numerical evidence to support that the solution u(y, t) of IVP− exhibits the
formation of the similarity solution found by Rudenko and Soluyan when δ = −1
2
and
γ > 0. In Figures 3.9-3.11 we plot the numerical solution of IVP− against y at times
t = 5, 10, 20, 30, 40 and 50 for the cases
(i) u+ = 1, u− = −1,
(ii) u+ = 1, u− = 0,
(iii) u+ = 0, u− = −1,
respectively. In this case, the theoretically predicted solution that is
uR(y) ∼
 u+ + C+(u+, u−)y
−1e−
1
4
(y−2u+)2 as y →∞,
u− + C−(u+, u−)y−1e− 14 (y−2u−)2 as y → −∞.
with C+ and C− globally determined nonzero constants, where
C+(u+, u−) > 0 and C−(u+, u−) < 0.
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Figure 3.9: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5 and
(b)δ = −0.5, γ = 1. We note that the numerically computed solutions represent the
formation of the similarity solution found by Rudenko and Soluyan [32].
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We observe that in Figure 3.9 the numerically computed solution of IVP− when
u+ = −1 and u− = 1 with δ = −12 approaches the predicted large time attractor which
is the similarity solution found by Rudenko and Soluyan [32] as t → ∞. This is in line
with the Proposition 3 where we expect the numerical solution converges to the similarity
solution found by Rudenko and Soluyan [32] as t→∞. In fact, by t = 50 there is already
good agreement as can be seen from Figure 3.9.
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Figure 3.10: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = 0
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5 and
(b) δ = −0.5, γ = 1. We note that the numerically computed solutions represent the
formation of the similarity solution found by Rudenko and Soluyan [32].
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We observe that in Figure 3.10 the numerically computed solution of IVP− when
u+ = 0 and u− = 1 with δ = −12 approaches the predicted large time attractor which
is the similarity solution found by Rudenko and Soluyan [32] as t → ∞. This is in line
with the Proposition 3 where we expect the numerical solution converges to the similarity
solution found by Rudenko and Soluyan [32] as t→∞. In fact, by t = 50 there is already
good agreement as can be seen from Figure 3.10.
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Figure 3.11: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5 and
(b)δ = −0.5, γ = 1. We note that the numerically computed solutions represent the
formation of the similarity solution found by Rudenko and Soluyan [32].
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We observe that in Figure 3.11 the numerically computed solution of IVP− when
u+ = −1 and u− = 0 with δ = −12 approaches the predicted large time attractor which
is the similarity solution found by Rudenko and Soluyan [32] as t → ∞. This is in line
with the Proposition 3 where we expect the numerical solution converges to the similarity
solution found by Rudenko and Soluyan [32] as t→∞. In fact, by t = 50 there is already
good agreement as can be seen from Figure 3.11.
3.4.3 −1 < δ < −12 , γ > 0
In this case we have established in Section 3.3.3 that the error function profile develops
in the solution of IVP− as t → ∞. We now present numerical evidence to support that
the solution u(y, t) of IVP− exhibits the formation of an error function profile when
−1 < δ < −1
2
and γ > 0. In Figures 3.12-3.14 we plot the numerical solution of IVP−
against y at times t = 5, 10, 20, 30, 40 and 50 for the cases
(i) u− = 1, u+ = −1,
(ii) u− = 1, u+ = 0,
(iii) u− = 0, u+ = −1,
respectively. In this case, the theoretically predicted solution (2.109) that is
uR(y, t) =
(u+ + u−)
2
− (u− − u+)
2
erf(y), −∞ < y <∞.
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Figure 3.12: Graphs of the numerical solution of IVP− in the (y, u) plane whenu+ = −1
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5 and
(b) δ = −0.75, γ = 1. The graphs illustrate the numerically computed solutions and the
theoretically predicted solution (dashed) uR at t = 50.
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In Figure 3.12 we observe that the numerically computed solution of IVP− when
u+ = −1 and u− = 1 with −1 < δ < −12 in this approaches the predicted large-time
attractor, an error function profile. This is in line with the Proposition 4 where we expect
the numerical solution converges to be an error function profile in y as t→∞. Specifically,
at t = 50 with δ = −0.75 and γ = 1 we see that the gradient of numerical solution is in
good agreement with the theoretically predicted solution given by uR.
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Figure 3.13: Graphs of the numerical solution of IVP− in the (y, u) plane whenu+ = 0
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5 and
(b) δ = −0.75, γ = 1. The graphs illustrate the numerically computed solutions and the
theoretically predicted solution (dashed) uR at t = 50.
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In Figure 3.13 we observe that the numerically computed solution of IVP− when
u+ = 0 and u− = 1 with −1 < δ < −12 in this approaches the predicted large-time
attractor, an error function profile. This is in line with the Proposition 4 where we expect
the numerical solution converges to be an error function profile in y as t→∞. Specifically,
at t = 50 with δ = −0.75 and γ = 1 we see that the gradient of numerical solution is in
good agreement with the theoretically predicted solution given by uR.
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Figure 3.14: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5 and
(b) δ = −0.75, γ = 1. The graphs illustrate the numerically computed solutions and the
theoretically predicted solution (dashed) uR at t = 50.
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In Figure 3.14 we observe that the numerically computed solution of IVP− when
u+ = −1 and u− = 0 with −1 < δ < −12 in this approaches the predicted large-time
attractor, an error function profile. This is in line with the Proposition 4 where we expect
the numerical solution converges to be an error function profile in y as t→∞. Specifically,
at t = 50 with δ = −0.75 and γ = 1 we see that the gradient of numerical solution is in
good agreement with the theoretically predicted solution given by uR.
3.5 Summary
In this chapter we have obtained, via the method of matched asymptotic coordinate
expansions, the uniform asymptotic structure of t→ 0, t = O(1) and the large-t solution
to the initial-value problem IVP− (u− > u+) over all parameter values. The form of the
large-t solution to the initial-value problem IVP− depends on the problem parameters δ
and γ as follows:
(i) When δ > −1
2
and γ > 0, the solution u(x, t) of IVP− exhibits the formation of a
localized Taylor shock profile, with
u
(
(u+ + u−)
2(1 + δ)
t(δ+1) + zt−δ, t
)
→
[
(u+ + u−)
2
− (u− − u+)
2
tanh
(
(u− − u+)
4
z +
1
2
φc
)]
as t → ∞ with z = O(1), and φc being a globally determined constant. It follows
that the Taylor shock wavefront is at x = s(t) where
s(t) =
(u+ + u−)
2(δ + 1)
tδ+1 + ct−δ + o(t−δ)
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as t→∞. We note that
(u+ + u−)
2(1 + δ)

= 0 when u+ = −u− with u− > 0 ,
< 0 when u+ < −u− with u+ < 0 ,
> 0 when u+ > −u− with u− > 0.
with c being a globally determined constant, which is a consequence of the evolution
over all t ≥ 0, and is undetermined by our asymptotic analysis as t → ∞. The
Taylor shock propagation speed is then
s˙(t) =
(u+ + u−)
2
tδ − δct−(δ+1) + o (t−(δ+1))
as t→∞. We see that:
(a) u+ = −u−, the Taylor shock front is decelerating as t→∞ with s˙(t) = O
(
t−(δ+1)
)
;
s(t)→ 0, for δ > 0
and
s(t) ∼ ct|δ|, for − 1
2
< δ < 0.
In each case, the Taylor shock profile is contained within a region of thickness
O(t−δ), which is a thinning region when δ > 0 and a thickening region when
−1
2
< δ < 0.
(b) u+ < −u−, the Taylor shock front has negative acceleration as t→∞ when δ > 0
(s˙(t) → −∞ as t → ∞), but negative deceleration when −1
2
< δ < 0 (s˙(t) → 0−
as t→∞). However, s(t)→ −∞ as t→∞ for all δ > −1
2
. The region containing
the Taylor shock front is of thickness O(t−δ) in each case.
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(c) u+ > −u−, the Taylor shock front has positive acceleration as t→∞ when δ > 0
(s˙(t) → ∞ as t → ∞), but positive deceleration when −1
2
< δ < 0 (s˙(t) → 0+
as t → ∞). However, s(t) → ∞ as t → ∞ for all δ > −1
2
. Again the region
containing the Taylor shock front is of thickness O(t−δ) in each case.
(ii) When δ = −1
2
and γ > 0, the solution u(x, t) of IVP− exhibits the formation of
the similarity solution found by Rudenko and Soluyan [32], with
u
(
zt
1
2 , t
)
→ UR(z)
as t → ∞ with z = O(1), where UR(z) is given by (2.80). We observe that this
profile is in a stretching frame of reference of thickness O
(
t
1
2
)
as t→∞.
(iii) When −1 < δ < −1
2
and γ > 0, the solution u(x, t) of IVP− exhibits the
formation of an error function profile, with
u
(
zt
1
2 , t
)
→
[
(u+ + u−)
2
− (u− − u+)
2
erf
(z
2
)]
as t → ∞, uniformly for z = O(1). We observe that the error function profile
is in a stretching frame of reference of thickness O
(
t
1
2
)
as t→∞.
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Chapter 4
Conclusion
We have now completed the detailed structural analysis of the large-time structure of the
solution to initial-value problem of Burgers’ equation with a time dependent coefficient.
In this chapter we will present a summary of the work completed and the results obtained.
4.1 Thesis Review
In this thesis we have considered an initial-value problem for Burgers’ equation with a
time dependent coefficient, namely
ut + t
δuux = uxx, −∞ < x <∞, t > 0, (4.1)
u(x, 0) =

u+ +
AR
(x)γ
+O(E(|x|)) as x→∞,
u− + AL(−x)γ +O(E(|x|)) as x→ −∞,
(4.2)
where E(|x|) is linearly exponentially small in x as |x| → ∞, AR(6= 0), AL(6= 0), γ(> 0),
u+ and u− (u+ 6= u−) are constants. The method of asymptotic coordinate expansions
is used to obtain the complete uniform large-t solution to the initial-value problem for
Burgers’ equation with a time dependent coefficient. The complete large-time solution to
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the initial-value problem of Burgers’ equation with a time dependent coefficient in this
thesis is obtained by consideration of the small-time solution (t→ 0, x = o(1)) and then
the large-time x solution (|x| → ∞, t = O(1)). Although the solution to Burgers’ equation
can in certain cases (when the coefficient of uux in Burgers’ equation is a constant) be
obtained by the Cole-Hopf transformation (see Section 1.2) it provided a simple model for
me to start to develop my understanding of the large-time solution of nonlinear PDEs.
In Chapter 2, we considered the case when u+ > u− with δ > −12 and γ > 0. We
found that the solution u(x, t) to (4.1) and (4.2) exhibits the formation of an expansion
wave profile, that is
u(ytδ+1, t)→

u+, y >
u+
(δ+1)
,
(δ + 1)y, u−
(δ+1)
≤ y ≤ u+
(δ+1)
,
u−, y <
u−
(δ+1)
,
(4.3)
as t→∞, uniformly for y ∈ R. The detailed rate of convergence is given in Proposition
1. In Section 2.4 we present numerical solutions of (4.1)-(4.2) which confirm and support
the asymptotic analysis presented in the Section 2.3.1. In Figures 2.9- 2.11 we see that
the numerical simulations are in good agreement with the Proposition 1 as t → ∞.
Similar patterns which corroborate the above results with different values of u+ and u−
have been depicted in [15].
In Chapter 3, we considered the case when u+ < u− with δ > −12 and γ > 0. We
found that the solution u(x, t) to (4.1) and (4.2) approaches the formation of the Taylor
shock profile, with
u
(
(u+ + u−)
2(δ + 1)
t(δ+1) +zt−δ, t
)
→ 1
2
(u+ +u−)− 1
2
(
u− − u+
)
tanh
(1
4
(u−−u+)z+φc
)
(4.4)
as t→∞, uniformly for y ∈ R. The detailed rate of convergence is given in Proposition
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2. In Section 3.4 we present numerical solutions of (4.1)-(4.2) which confirm and support
the asymptotic analysis presented in the Section 3.3.1. In Figures 3.6- 3.8 we see that the
numerical simulations are in good agreement with the Proposition 2 as t→∞. Similar
patterns which corroborate the above results with different values of u+ and u− have been
depicted in [5, 7, 15, 27].
In Chapter 2 and Chapter 3, we see that for both cases u+ > u− and u− < u+,
respectively, with δ = −1
2
and γ > 0, the large-time solution solution u(x, t) to (4.1) and
(4.2) exhibits the formation of the similarity solution found by Rudenko and Soluyan [32],
with
u
(
zt
1
2 , t
)
→
 u+ + C+(u+, u−)z
−1e−
1
4
(z−2u+)2 as z →∞,
u− + C−(u+, u−)z−1e− 14 (z−2u−)2 as z → −∞,
(4.5)
as t→∞, uniformly for y ∈ R. The detailed rate of convergence is given in Proposition
3. In Sections 2.4 and 3.4 numerical solutions of (4.1)-(4.2) which confirm and support the
asymptotic analysis presented in the Sections 2.3.2 and 3.3.2 are presented for the above
cases. In Figures (2.12- 2.14) (when u+ > u−) and Figures (3.9- 3.11) (when u+ < u−)
we see that the numerical simulations are in good agreement with the Proposition 3 as
t→∞.
In Chapter 2 and Chapter 3, we see that for both cases u+ > u− and u− < u+,
respectively, with −1 < δ < −1
2
and γ > 0, the large-time solution u(x, t) to (4.1) and
(4.2) exhibits the formation of an the error function profile, with
u
(
zt
1
2 , t
)
→
[
(u+ + u−)
2
− (u− − u+)
2
erf
(
z
2
)]
(4.6)
as t→∞, uniformly for y ∈ R. The detailed rate of convergence is given in Proposition
4. In Sections 2.4 and 3.4 numerical solutions of (4.1)-(4.2) which confirm and support
the asymptotic analysis presented in the Sections 2.3.3 and 3.3.3 are presented for the
above cases. In Figures 2.15- 2.17 (when u+ > u−) and Figures 3.12- 3.14 (when u+ < u−)
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we see that the numerical simulations are in good agreement with the Proposition 4 as
t→∞. Similar patterns which corroborate the above results with different values of u+
and u− have been depicted in [15].
It is interesting to note that although the parameter γ plays an important role in the
development and structure of the large-t solution of the initial-value problems considered
in this thesis it does not appear at leading order in expansions 4.3, 4.4, 4.5 and 4.6 (which
are dependent only on the constants u+, u− and δ).
4.2 Future Work
The theory and results developed in this thesis consider the large-time structure of the
solution of Burgers’ equation with time dependent coefficients when the initial data is
continuously differentiable and has algebraic decay as |x| → ∞. An interesting extension
to this thesis would be to investigate the large-time solution of the initial-value problem
for the Burgers’ equation with space and time dependent coefficients when the initial data
is continuously differentiable and has algebraic or exponential decay as x→∞.
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Appendix A: Convergence Test of Numerical Solution
to the Initial-Value Problem IVP+
The following figures present the numerical solutions of IVP+ which both support and
illustrate the detailed asymptotic analysis given in the Sections 2.3.1, 2.3.2 and 2.3.3. The
numerical simulations were performed using a numerical method outlined in [21] based on
the method of explicit finite difference with N = 100 where N is the number of grid points
time step 4t = 0.01 and 0.005, and the length 4x = 0.5 and 0.25. In order to ensure the
reliability of our results in Section 2.4, we compare the numerical simulation of IVP+ that
presented in Section 2.4 to the numerical solutions of IVP+ with 4x = 0.5, 4t = 0.005
and the numerical solutions of IVP+ with 4x = 0.25, 4t = 0.01, respectively, at t = 50.
As well as, the root mean square error have been computed between the previous cases
to obtain the temporal and spatial convergence. The values of the temporal and spatial
convergence are reported in Table 1, Table 2 and Table 3 for cases δ < −1
2
, δ = −1
2
and
−1 < δ < −1
2
respectively. Based on Figure 1-9, we observe that we have similar patterns
in Sections 2.4.1, 2.4.2 and 2.4.3 when δ < −1
2
, δ = −1
2
and −1 < δ < −1
2
respectively,
which corroborate the above results in Section 2.4.
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A.1.1 δ > −12
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Figure 1: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1 and
u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = 0.01, γ = 1, 4x = 0.5 and
4t = 0.005, (b) δ = 0.01, γ = 1, 4x = 0.25 and 4t = 0.01, (c) δ = 0.5, γ = 1, 4x = 0.5
and 4t = 0.005 and (d) δ = 0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We note that the
numerically computed solutions represent the expansive wave with the solid lines and the
dash line representing theoretically predicted solution uE is given by (2.62).
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(b) u+ = 1 and u− = 0
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Figure 2: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1 and
u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = 0.01, γ = 1, 4x = 0.5 and
4t = 0.005, (b) δ = 0.01, γ = 1, 4x = 0.25 and 4t = 0.01, (c) δ = 0.5, γ = 1, 4x = 0.5
and 4t = 0.005 and (d) δ = 0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We note that the
numerically computed solutions represent the expansive wave with the solid lines and the
dash line representing theoretically predicted solution uE is given by (2.62).
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(c) u+ = 0 and u− = −1
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Figure 3: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 0 and
u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = 0.01, γ = 1, 4x = 0.5 and
4t = 0.005, (b) δ = 0.01, γ = 1, 4x = 0.25 and 4t = 0.01, (c) δ = 0.5, γ = 1, 4x = 0.5
and 4t = 0.005 and (d) δ = 0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We note that the
numerically computed solutions represent the expansive wave with the solid lines and the
dash line representing theoretically predicted solution uE is given by (2.62).
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Temporal convergence Spatial convergence
γ = 1 4x = 0.5 and 4t = 0.005 4x = 0.25 and 4t = 0.01
u+ = 1 and u− = −1 1.17× 10−5 7.74× 10−5
δ = 0.01 u+ = 1 and u− = 0 9.04× 10−6 5.28× 10−5
u+ = 0 and u− = −1 9.04× 10−6 5.28× 10−5
u+ = 1 and u− = −1 6.12× 10−5 1.63× 10−5
δ = 0.5 u+ = 1 and u− = 0 5.61× 10−5 1.17× 10−5
u+ = 0 and u− = −0 5.61× 10−5 1.17× 10−5
Table 1: Numerical convergence test between the numerical solutions of IVP+ with
4x = 0.5, 4t = 0.01, the numerical solutions of IVP+ with 4x = 0.5, 4t = 0.005 and
the numerical solutions of IVP+ with 4x = 0.25, 4t = 0.01, respectively, when δ > −1
2
and γ = 1 at t = 50. Values quoted are root mean square error on holding time and space
steps respectively.
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A.1.2 δ = −12
(a) u+ = 1 and u− = −1
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Figure 4: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1 and
u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.5, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.5, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = −0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We
note that the numerically computed solutions represent the formation of the similarity
solution found by Rudenko and Soluyan [32].
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(b) u+ = 1 and u− = 0
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Figure 5: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1 and
u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.5, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.5, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = −0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We
note that the numerically computed solutions represent the formation of the similarity
solution found by Rudenko and Soluyan [32].
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(c) u+ = 0 and u− = −1
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Figure 6: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 0 and
u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.5, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.5, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = −0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We
note that the numerically computed solutions represent the formation of the similarity
solution found by Rudenko and Soluyan [32].
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Temporal convergence Spatial convergence
δ = −1
2
4x = 0.5 and 4t = 0.005 4x = 0.25 and 4t = 0.01
u+ = 1 and u− = −1 1.36× 10−6 3.93× 10−5
γ = 0.5 u+ = 1 and u− = 0 2.97× 10−6 2.44× 10−5
u+ = 0 and u− = −0 2.97× 10−6 2.44× 10−5
u+ = 1 and u− = −1 2.56× 10−6 4.36× 10−6
γ = 1 u+ = 1 and u− = 0 3.22× 10−6 2.50× 10−5
u+ = 0 and u− = −0 3.22× 10−6 2.50× 10−5
Table 2: Numerical convergence test between the numerical solutions of IVP+ with
4x = 0.5, 4t = 0.01, the numerical solutions of IVP+ with 4x = 0.5, 4t = 0.005 and
the numerical solutions of IVP+ with 4x = 0.25, 4t = 0.01, respectively, when δ = −1
2
at t = 50. Values quoted are root mean square error on holding time and space steps
respectively.
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A.1.3 −1 < δ < −12
(a) u+ = 1 and u− = −1
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Figure 7: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1 and
u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.75, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.75, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = −0.75, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to an error function profile as t→∞ and the dash
line representing the theoretically predicted solution uR (3.25) at t = 50.
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(b) u+ = 1 and u− = 0
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Figure 8: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 1 and
u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.75, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.75, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = −0.75, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to an error function profile as t→∞ and the dash
line representing the theoretically predicted solution uR (3.25) at t = 50.
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(c) u+ = 0 and u− = −1
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Figure 9: Graphs of the numerical solution of IVP+ in the (y, u) plane when u+ = 0 and
u− = −1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.75, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.75, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = −0.75, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to an error function profile as t→∞ and the dash
line representing the theoretically predicted solution uR (3.25) at t = 50.
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Temporal convergence Spatial convergence
δ = −0.75 4x = 0.5 and 4t = 0.005 4x = 0.25 and 4t = 0.01
u+ = 1 and u− = −1 1.49× 10−6 3.53× 10−6
γ = 0.5 u+ = 1 and u− = 0 3.17× 10−6 2.02× 10−5
u+ = 0 and u− = −0 3.42× 10−6 2.024× 10−5
u+ = 1 and u− = −1 2.41× 10−6 3.86× 10−6
γ = 1 u+ = 1 and u− = 0 3.42× 10−6 2.09× 10−5
u+ = 0 and u− = −0 3.42× 10−6 2.09× 10−5
Table 3: Numerical convergence test between the numerical solutions of IVP+ with
4x = 0.5, 4t = 0.01, the numerical solutions of IVP+ with 4x = 0.5, 4t = 0.005
and the numerical solutions of IVP+ with 4x = 0.25, 4t = 0.01, respectively, when
−1 < δ < −1
2
at t = 50. Values quoted are root mean square error on holding time and
space steps respectively.
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Appendix B: Convergence Test of Numerical Solution
to the Initial-Value Problem IVP−
The following figures present the numerical solutions of IVP− which both support and
illustrate the detailed asymptotic analysis given in the Sections 3.3.1, 3.3.2 and 3.3.3. The
numerical simulations were performed using a numerical method outlined in [21] based on
the method of explicit finite difference with N = 100 where N is the number of grid points
time step 4t = 0.01 and 0.005, and the length 4x = 0.5 and 0.25. In order to ensure the
reliability of our results in Section 3.4, we compare the numerical simulation of IVP− that
presented in Section 3.4 to the numerical solutions of IVP− with 4x = 0.5, 4t = 0.005
and the numerical solutions of IVP− with 4x = 0.25, 4t = 0.01, respectively, at t = 50.
As well as, the root mean square error have been computed between the previous cases
to obtain the temporal and spatial convergence. The values of the temporal and spatial
convergence are reported in Table 4, Table 5 and Table 6 for cases δ < −1
2
, δ = −1
2
and −1 < δ < −1
2
respectively. Based on Figure 10-18, we observe that we have similar
patterns in Sections 3.4.1, 3.4.2 and 3.4.3 when δ < −1
2
, δ = −1
2
and −1 < δ < −1
2
respectively, which corroborate the above results in Section 3.4.
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B.2.1 δ > −12
(a) u+ = −1 and u− = 1
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Figure 10: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.25, γ = 1, 4x = 0.5
and 4t = 0.005, (b) δ = −0.25, γ = 1, 4x = 0.25 and 4t = 0.01, (c) δ = 0.01, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = 0.01, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to Taylor shock wave as t → ∞ and the dash line
representing the theoretically predicted solution uT (3.24) at t = 50.
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(b) u+ = 0 and u− = 1
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Figure 11: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = 0
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.25, γ = 1, 4x = 0.5
and 4t = 0.005, (b) δ = −0.25, γ = 1, 4x = 0.25 and 4t = 0.01, (c) δ = 0.01, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = 0.01, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to Taylor shock wave as t → ∞ and the dash line
representing the theoretically predicted solution uT (3.24) at t = 50.
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(c) u+ = −1 and u− = 0
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Figure 12: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.25, γ = 1, 4x = 0.5
and 4t = 0.005, (b) δ = −0.25, γ = 1, 4x = 0.25 and 4t = 0.01, (c) δ = 0.01, γ = 1,
4x = 0.5 and 4t = 0.005 and (d) δ = 0.01, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to Taylor shock wave as t → ∞ and the dash line
representing the theoretically predicted solution uT (3.24) at t = 50.
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Temporal convergence Spatial convergence
γ = 1 4x = 0.5 and 4t = 0.005 4x = 0.25 and 4t = 0.01
u+ = −1 and u− = 1 3.37× 10−7 2.14× 10−6
δ = −0.25 u+ = 0 and u− = 1 3.32× 10−6 4.14× 10−5
u+ = −1 and u− = 0 3.32× 10−6 4.14× 10−5
u+ = −1 and u− = 1 7.09× 10−8 1.44× 10−6
δ = 0.01 u+ = 0 and u− = −1 8.39× 10−6 8.83× 10−5
u+ = −1 and u− = 0 8.39× 10−6 8.83× 10−5
Table 4: Numerical convergence test between the numerical solutions of IVP− with
4x = 0.5, 4t = 0.01, the numerical solutions of IVP− with 4x = 0.5, 4t = 0.005 and
the numerical solutions of IVP− with 4x = 0.25, 4t = 0.01, respectively, when δ > −1
2
and γ = 1 at t = 50. Values quoted are root mean square error on holding time and space
steps respectively.
168
B.2.2 δ = −12
(a) u+ = −1 and u− = 1
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Figure 13: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.5, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.5, γ = 1,
4x = 0.5 and 4t = 0.005 and (d)δ = −0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerically computed solutions represent the formation of the similarity solution
found by Rudenko and Soluyan [32].
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(b) u+ = 0 and u− = 1
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Figure 14: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = 0
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.5, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.5, γ = 1,
4x = 0.5 and 4t = 0.005 and (d)δ = −0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerically computed solutions represent the formation of the similarity solution
found by Rudenko and Soluyan [32].
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(c) u+ = −1 and u− = 0
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Figure 15: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.5, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.5, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.5, γ = 1,
4x = 0.5 and 4t = 0.005 and (d)δ = −0.5, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerically computed solutions represent the formation of the similarity solution
found by Rudenko and Soluyan [32].
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Temporal convergence Spatial convergence
δ = −1
2
4x = 0.5 and 4t = 0.005 4x = 0.25 and 4t = 0.01
u+ = −1 and u− = 1 4.28× 10−7 2.49× 10−6
γ = 0.5 u+ = 0 and u− = 1 3.26× 10−6 2.37× 10−5
u+ = −1 and u− = 0 2.99× 10−6 2.37× 10−5
u+ = −1 and u− = 1 4.52× 10−7 2.77× 10−6
γ = 1 u+ = 0 and u− = 1 3.24× 10−6 2.41× 10−5
u+ = −1 and u− = 0 3.24× 10−6 2.41× 10−5
Table 5: Numerical convergence test between the numerical solutions of IVP− with
4x = 0.5, 4t = 0.01, the numerical solutions of IVP− with 4x = 0.5, 4t = 0.005 and
the numerical solutions of IVP− with 4x = 0.25, 4t = 0.01, respectively, when δ = −1
2
at t = 50. Values quoted are root mean square error on holding time and space steps
respectively.
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B.2.3 −1 < δ < −12
(a) u+ = −1 and u− = 1
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Figure 16: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 1 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.75, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.75, γ = 1,
4x = 0.5 and 4t = 0.005 and (d)δ = −0.75, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to an error function profile as t→∞ and the dash
line representing the theoretically predicted solution uR (3.25) at t = 50.
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(a) u+ = 0 and u− = 1
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Figure 17: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = 0 and
u− = 10 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.75, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.75, γ = 1,
4x = 0.5 and 4t = 0.005 and (d)δ = −0.75, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to an error function profile as t→∞ and the dash
line representing the theoretically predicted solution uR (3.25) at t = 50.
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(a) u+ = −1 and u− = 0
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Figure 18: Graphs of the numerical solution of IVP− in the (y, u) plane when u+ = −1
and u− = 0 at times t = 5, 10, 20, 30, 40 and 50 with (a) δ = −0.75, γ = 0.5, 4x = 0.5
and 4t = 0.005, (b) δ = −0.75, γ = 0.5, 4x = 0.25 and 4t = 0.01, (c) δ = −0.75, γ = 1,
4x = 0.5 and 4t = 0.005 and (d)δ = −0.75, γ = 1, 4x = 0.25 and 4t = 0.01. We note
that the numerical solution converges to an error function profile as t→∞ and the dash
line representing the theoretically predicted solution uR (3.25) at t = 50.
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Temporal convergence Spatial convergence
δ = −0.75 4x = 0.5 and 4t = 0.005 4x = 0.25 and 4t = 0.01
u+ = −1 and u− = 1 3.44× 10−7 2.87× 10−6
γ = 0.5 u+ = 0 and u− = −1 3.55× 10−6 1.9× 10−5
u+ = −1 and u− = 0 3.28× 10−6 1.9× 10−5
u+ = −1 and u− = 1 6.85× 10−7 3.12× 10−6
γ = 1 u+ = 0 and u− = −1 3.54× 10−6 1.95× 10−5
u+ = −1 and u− = 0 3.54× 10−5 1.95× 10−5
Table 6: Numerical convergence test between the numerical solutions of IVP− with
4x = 0.5, 4t = 0.01, the numerical solutions of IVP− with 4x = 0.5, 4t = 0.005
and the numerical solutions of IVP− with 4x = 0.25, 4t = 0.01, respectively, when
−1 < δ < −1
2
at t = 50. Values quoted are root mean square error on holding time and
space steps respectively.
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