We propose that the effects of attentional top-down modulations observed in the visual cortex reflect the simple strategy of strengthening currently relevant pathways in a task-dependent manner. To exemplify this idea, we set up a network model of a visual area and simulate the learning of a context-dependent Ôgo/no-goÕ-task. The model learns top-down gain-modulations of sensory representations based on reinforcements received from the environment. We also discuss how this idea relates to alternative interpretations like optimal coding hypotheses.
Introduction
When animals act in an environment of which they have previously acquired some knowledge, they can select appropriate actions in order to exploit this knowledge. If it turns out that the available knowledge is not sufficient for acting successfully, then an animal may further explore the environment to learn more about it. In both cases, the animal perceives its environment via its sensory system which in most approaches to agent learning is assumed to be fixed and (except for sensor noise) reliable. Physiological evidence from the visual system, however, reveals that it is adaptive on a multitude of time-scales. Theoretical studies of this adaptivity are often restricted to the sensory system itself without asking, how changes in the representation affect the initiation of behavioral responses, which relies on a stable representation of an animalÕs environment.
It has been observed experimentally that sensory representations are adapting to an animalÕs internal state with attentional top-down modulations being a prime example. Here, we hypothesize that these modulations are due to what we call Ôarchitectural constraints.Õ More concrete, with architectural constraints we mean the Ôfixed wiringÕ between sensory systems and their readout structures which calls for activation-dependent processes to produce flexible behavior beyond a mere reflexive association of stimuli and behavioral responses.
The Stroop task is a well-known example of a contextdependent mapping of visual information onto actions. In this task, subjects are instructed to name the color of a word for that color (like ''green'', ''red'', etc.) that is printed in congruent or incongruent color ink. The naming of the same visual stimulus, however, depends on a pre-defined context. For example, the word ''green'' written with red ink has to be named as ''green'' in the context ''word'', whereas it has to be named as ''red'' in the context ''color''. In their neural network model of the Stroop task, Cohen, Dunbar, and McClelland (1990) proposed that Ôattentional unitsÕ selectively strengthen particular processing pathways by disinhibiting read-out neurons of currently relevant sensory representations, so that they can determine the behavioral response. Here, we propose that a similar principle can serve as a functional explanation for task-and contextdependent representations in the visual system itself.
To illustrate this idea, we set up a network model of a visual cortical area, where a context-dependent feedback amplifies selected, currently relevant stimulus dimensions so that they can dominate the responses of neurons initiating actions. If the context-dependent initiation of actions is realized by top-down modulation of the sensory representations themselves, then the initiations of actions can be more rapid compared to the case of having an intermediate processing stage performing an explicit read-out. Moreover, having for each possible context a separate read-out would also lead to a combinatorial explosion. We hypothesize that evolution initially may have favored such direct strategies over a strict separation between a pure sensory representation and the subsequent action initiation.
Model
Fig . 1A illustrates three types of adaptivity observable in sensory systems. An animal is perceiving its environment via its sensors. If those are static and do not adapt at all, learning is restricted to the selection of appropriate actions depending on the estimated state of the environment. This is the setting usually considered in the reinforcement learning literature, where the sensory system is assumed to be fixed. If the sensors adapt without a read-out having explicitly initiated this change, then these changes may be called autonomous. This is the paradigm usually considered in most theoretical approaches to sensory adaptation, where changes in the statistics of environmental signals drive the sensory adaptation (see, e.g., Adorján, Piepenbrock, & Obermayer, 1999; Fairhall, Lewen, Bialek, & Ruyter Van Steveninckck, 2001; Wainwright, 1999) . Here, we consider the case where the read-out can control the state of its sensory system and utilizes reinforcements from the environment in order to learn how to control it.
We model the learning of a context-dependent Ôgo/ no-goÕ-task shown in Fig. 1B . Here, the association between a simple two-dimensional stimulus and the behavioral response depends on the context. In context 1, the selection between the ÔgoÕ-and Ôno-goÕ-response has to be made based on the first stimulus dimension, whereas in context 2 it has to be based on the second dimension. In our simulated learning scenario, the currently active context is known before each trial. The challenge, however, is to learn how to perform this task successfully despite the architectural constraint of not having available a separate read-out and action selection mechanism for each context. Independent of the concrete network architecture assumed for this task, two ways of actually selecting the proper action a for a stimulus x in a given context c are conceivable. First, a sensory representation r = f (x) of a stimulus x can be computed in a context-independent way, and then the proper action a = g (r = f (x), c) is computed depending on the representation r and the context c. Second, the proper action Fig. 1 . Types of adaptivity of sensory systems, task-design and model architecture. (A) Three types of sensors: static sensors do not adapt, autonomous sensors adapt in a Ôbottom-upÕ-way to, e.g., the statistics of the stimuli, and controlled sensors adapt according to the feedback received from the read-out. (B) The simulated go/no-go task with the desired association between a two-dimensional stimulus being dependent on the currently active context. (C) An example for a neuronal circuit, which controls the automatic initiation of actions depending on the feedforward input u and the context. The firing rates r a of read-out neurons depend directly on the firing rates r m of map neurons, which are interconnected by recurrent connections funneled through control neurons. The control neurons are subject to top-down gain-modulation of their firing rates r c . This allows to control the effective recurrent connectivity without re-learning synaptic weights. a can be computed solely based on the representation r, which itself is modulated by the context c, i.e., the action selection is best described as a = g (r = f (x, c)).
The linear firing rate model
To illustrate the above distinction between the two ways of computing context-dependent action selections, we set up a recurrent network model of a visual cortical area. The activation of neurons in this area constitutes the representation of a two-dimensional stimulus x. The representation of a particular stimulus, however, depends on the recurrent connectivity as well. The network is set up such that the gain of a selected set of neurons in the sensory area can be modulated via top-down gain control, which in our model changes the effective recurrent connectivity. Hence, by modulating the gain of selected neurons in a context-dependent way the computations of sensory representations can be modulated via changing the effective recurrent connectivity.
The model architecture is shown in Fig. 1C . The two ideas of modulating the effective recurrent connectivity and using top-down gain-modulation to do this combined in our model have been proposed separately before by Hahnloser, Douglas, Mahowald, and Hepp (1999) and Zhang and Abbott (2000) . Each of these ideas is itself speculative, and until now it is not clear as to whether any of the proposed mechanisms is actually realized in the visual cortex. However, we chose this concrete model setup, because it reflects some prominent features of attention in sensory systems like, e.g., the gain-modulation of the stimulus-driven response as reported by Treue and Martinez Trujillo (1999) and McAdams and Maunsell (1999) and the emergence of feature selectivity only during attention as reported by McAdams and Maunsell (1999) for some neurons in macaque area V4. The model is deterministic, only the action selection is modeled probabilistically. The role of this randomness is to allow for learning the read-out and the gain control in a reinforcement-based setting using the REINFORCE algorithm developed by Williams (1992) .
The N neurons in the sensory network (the Ômap neuronsÕ) receive a feedforward input u = (u 1 , u 2 , . . . , u N ) given by u = W aff x, where x is the two-dimensional stimulus, and W aff is a matrix for the afferent weights. If the recurrent connections between these neurons are described by a N · N weight matrix W with eigenvectors v l and eigenvalues k l , l = 1, . . . , N, then the dynamics of the firing rates r m and the steady-state are given by
where s is a time-constant and hAE, AEiis the scalar product.
In the proposed architecture, however, only the effective coupling is described by W. The ÔphysicalÕ connections between two neurons i and j with firing rates r m i and r m j are disynaptic, because they are funneled through other neurons (the Ôcontrol neuronsÕ) with their firing rates r c being subject to top-down gain control. If the weight of the symmetric connection between the ith map neuron and the lth control neuron is v l i , and the gain of the lth control neuron is g l , then the firing rate r m i of the ith map neuron is given by
which leads for weight vectors v l to the effective weight
The important property of this model we utilize for context-dependent action selections has been pointed out by Zhang and Abbott (2000) , and is shown in Eq.
(1). The population activity r m of the map neurons, which serves as the representation of the stimulus x, is dominated by eigenvectors v l if the k l are near to (but smaller as) 1. Thus, controlling the values of the g l , which correspond to the eigenvalues k l of the effective recurrency W, allows to select particular v l to dominate the population activity r m . A possible robust mechanism for adjusting the values of the g l could be changing the level balanced feedback inputs (Chance, Abbott, & Reyes, 2002) . Now, if each dimension of the input stimulus leads to an excitation of one particular v l , then the population activity can be selected to be dominated by one particular stimulus dimension by controlling the values of the g l . We will demonstrate that although the read-out neurons are connected with fixed weights to the map neurons, but the gains g l are adjusted in a context-dependent way, then the selectivity of the read-out neurons can be changed as needed for solving the context-dependent Ôgo/no-goÕ-task.
The final selection of actions is modeled probabilistically. Given the firing rates r m , the probability to select action a i is given by
where the w i are the weights from the map neurons to the neurons associated with the initiation of the ith action. The parameter b determines the randomness in the action selection with low b corresponding to a more exploratory behavior. We always used b = 2.
Update rules based on a REINFORCE algorithm
Successfully performing the simulated Ôgo/no-goÕ-task means to select the action which, given the context and the sensory stimulus, yields maximal reward. In other words, we seek to adjust the free model parameters (the weights of the read-out and the feedback gain control) so that the expectation E [R c (a, x)] P (a|x,c)P (x,c) is maximized, where c denotes the context and a is an action selected probabilistically. Optimizing this expectation directly is only tractable for very simple models, but update rules for a stochastic approximation procedure can be derived by using a REINFORCE algorithm (Williams, 1992) . Given that in a trial with stimulus x within context c the action a s has been selected, and the reward r has been received, then with:
we obtain the update rules:
where the g c l are the gain-factors depending on the condition c, and g w = 0.1 and g l = 0.001 are learning rates. For each simulated training sequence, we randomly selected stimuli with À1 6 x 1 , x 2 6 1 and a context c with equal probability. For the network with the context-dependent gain-modulations the gain-factors for the corresponding context were used when computing the network responses. Then, Eq. (3) was used to select an action. Correct ÔgoÕ-responses were rewarded with a reward of 1 for stimuli with x 1 > 0 (in context 1) and x 2 > 0 (in context 2), respectively. Moreover, for each training sequence we randomly selected orthonormal basis vectors v l and set W aff = (W T ) À1 so that each stimulus dimension excites one particular v l . After each update step, we enforced 0.1 6 g c l 6 0.95 and ensured that kwk = 1. The w i were initialized randomly and all gains were set to g c l ¼ 0.3 before each training sequence.
Results
We now apply the update Eqs. (4) and (5) for simulating the learning of the context-dependent Ôgo/nogoÕ-task. We compare the performance of the network model, which learns context-independent weights w 1 and w 2 (for the ÔgoÕ and Ôno-goÕ-response) of the action initiation and context-dependent feedback controls g 3), but also with only a single action initiation used in both contexts. Fig. 2A shows the probabilities after learning for making a ÔgoÕ-and Ôno-goÕ-response as a function of the two-dimensional stimulus in each of the two contexts for the three variants of the network. The probabilities for making ÔgoÕ-and Ôno-goÕ-responses learned by the network with context-dependent feedback control (''Gain-modulated'') correspond to the context-dependent classification, i.e., a ÔgoÕ-response only has a high probability if x 1 > 0 in context 1 and x 2 > 0 in context 2. Complementary to this, a Ôno-goÕ-response has a high probability if x 1 < 0 in context 1 and x 2 < 0 in context 2. The variant of the network with a separate read-out for each task (''Separate read-outs'') learns similar response probabilities like the network with the context-dependent feedback gain control. However, the response probabilities learned by the network with only a single read-out for both contexts (''Single read-out'') neither correspond to context 1 nor context 2. In contrast, they correspond to a mixture between the two contexts, because the best performance in terms of the average reward with a single action initiation is achieved if the context-independent decision for a ÔgoÕ or Ôno-goÕ response is made for a separation line, which lies between the two context-dependent ones. Fig. 2B shows how the average reward changes during the learning. If context-dependent feedback can be utilized, then the average reward is highest. This network is even superior to the network with a separate read-out for each context, because close to the midlines the finally learned action initiation is less random compared to the network with separate read-outs. If for the latter we increase b after having learned the weights for the read-outs, then these borders become sharper and the average reward approaches the maximum value 1 as well. The boxes in Fig. 2B show the learned gain control g c l after one training sequence for the two contexts reflecting that different stimulus dimensions are amplified in order to dominate the action initiation. However, the mechanism of amplifying a relevant stimulus dimension so that it can dominate the response of read-out neurons is restricted to cases, where stimuli along these ÔrelevantÕ stimulus dimensions excite selected eigenvectors v l of the sensory network. Fig. 2C shows the average reward during learning, where we rotated the separation between the ÔgoÕ-and Ôno-goÕ-regions in the input space by 45°. Now, stimuli in the ÔgoÕ-and Ôno-goÕ-regions equally excite both eigenvectors v l , so that distinguishing between ÔgoÕ-and Ôno-goÕ-stimuli on the basis of a single stimulus dimension is no longer possible. The results for the networks without feedback control do not differ compared to Fig. 2B , but the usefulness of the feedback gain control is diminished. The learned feedback control also does not differ between the two contexts (see right boxes).
The mechanism underlying the context-dependent selection of ÔgoÕ-and Ôno-goÕ-responses in the network with feedback gain control is further illustrated in Fig. 3 . In context 1 (upper row), only the response r m 1 of the first map neuron, which changes its firing rate orthogonal to the separation between the ÔgoÕ-and Ôno-goÕ-regions in context 1, has a high response amplitude. It dominates the responses of the two read-out neurons, so that the first read-out neuron has high response r a 1 for stimuli in ÔgoÕ-region of the input space, and the second neuron has a high response for stimuli in the Ôno-goÕ-region. In context 2 (lower row), only the response r m 2 of the second map neuron has a high amplitude. Since the second map neuron changes its firing rate orthogonal to the separation between the ÔgoÕ-and Ôno-goÕ-regions in context 2, and it dominates the responses of the two read-out neurons, they are still selective for the correct ÔgoÕ-and Ôno-goÕ-responses. The stimulus selectivity of the map neurons does not differ between the two contexts, only their response amplitude is modulated. In contrast, the selectivity of the read-out neurons w.r.t. the two-dimensional input stimuli changes, but it remains invariant in terms of the context-dependent ÔgoÕ-and Ôno-goÕ-responses.
Certainly, the situation that both the afferent and the recurrent weights are set such that feedback gain control can lead to an amplification of currently relevant stimulus dimensions is highly idealized and speculative. Therefore, we also explored as to whether the idea of amplifying relevant stimulus dimensions carries over to a more realistic scenario. We considered the case, where a two-dimensional stimulus is embedded into a high-dimensional space. Here, the afferent weights are not matched to the recurrent weights in the sense that an afferent stimulus excites selected eigenvectors (see the definition of W aff in Section 2). Now, each afferent input u i is computed as the value a corresponding Gaussian basis function yields for a particular two-dimensional stimulus. The basis function centers were equally spaced between À1 and 1 on each axis, and amplitudes and widths were set to 1 and r = 0.3 corresponding to an idealized afferent input in a two-dimensional retinotopic map. The separation between the ÔgoÕ-and Ôno-goÕ-regions was rotated by 45°. Again, we randomly selected a set of now N = 64 orthonormal eigenvectors v l and simulated the learning of the three network variants. Since it is not known beforehand, which of the 64 randomly selected eigenvectors v l will be the relevant ones, we learned the gain-factors g c l for all 64 dimensions. Fig. 4A shows the average reward during learning as well as an example of the finally learned gain-modulations for each context (right boxes). Similar to the two-dimensional case (cf. Fig. 2B ) the performance of the network with the context-dependent gain-modulation is higher than the one with a single read-out and no gain-modulation. However, is this improvement indeed achieved via selectively amplifying the ÔrelevantÕ eigenvectors v l ? We tested this by investigating the distance between the population vector representations of the prototypical ÔgoÕ-and Ôno-goÕ stimuli, i.e., the mean stimulus of each class, of each context. Fig. 4B shows that the distance between the population vector representations of the prototypical ÔgoÕ-and Ôno-goÕ-stimuli of context 1 is larger than the distance between the population vector representations of the prototypical ÔgoÕ-and Ôno-goÕ-stimuli of context 2 when the gain-modulation learned for the first context is used. Complementary to this, Fig. 4C shows that the distance between the two representations of the ÔgoÕ-and Ôno-goÕ-stimuli of context 2 is larger when the learned gain-modulation for the second context is used. In other words, the gainmodulations were always learned such that the distance between the representations of the currently relevant prototypical stimuli was increased. If the learned selective amplifications were not along the ÔrelevantÕ directions, which are those connecting the centers of the two stimulus classes, then we would have obtained a change in the distances independent of the context. In other words, the feedback gain-modulation increased the distance between the population vector representations of the currently relevant prototypical ÔgoÕ and Ôno-goÕ stimuli. Also note, that we have not optimized the embedding of the low-dimensional stimulus, but it is conceivable that biological systems may have learned those embeddings which are suitable for a number of these classification tasks.
Discussion
In summary, we proposed as an explanation of taskdependent representations in the visual system the selective strengthening of sensory pathways so that currently relevant stimulus properties can dominate the responses of downstream neurons. To exemplify this idea, we set up a network model and learned a context-dependent top-down gain control using reinforcements received from the environment.
Relation to optimal coding hypotheses
Our explanation of task-dependent representations via cortical feedback is mainly ÔmechanisticÕ. This rather simple-minded approach, however, has the distinct advantage of making explicit the problem for the need for a co-adapting read-out of adaptive representations in the sensory systems. If representations in sensory systems are adapting to either external or internal conditions like, e.g., changing statistics of environmental signals or changing task demands, then the corresponding read-out structures have to adapt as well.
As long as the statistics of environmental signals change on a slow time-scale, it is conceivable that the corresponding read-out structures can track these changes. In this case, the changes of the sensory representations are induced in a Ôbottom-upÕ manner (cf. adaptation of ''autonomous sensors'' in Fig. 1A) . However, if rapidly changing task demands call for an adaptation of sensory representations, then they could only be induced in a Ôtop-downÕ manner. The prominent optimal coding hypothesis (Atick, 1992) would explain these task-dependent changes as a reallocation of limited representational resources in order to ensure a high fidelity representation of the currently relevant stimulus aspects. As a consequence of such an altered neuronal code, however, the read-out structures would have to adapt as well. In our model the need for task-dependent representations derives from the need to adjust them so that they become useful for the very same read-out structures without assuming limited representational resources.
Sensory representations as probabilities
Another possible approach to explain task-dependent representations in sensory systems is to interpret them as the signatures of probabilistic computations performed on previously learned statistical models of the sensory data. Although the involved models of the sensory data are usually probabilistic, learning and inference are in principle deterministic. This makes them attractive as a pure computational approach, which is not spoiled by the additional problems induced when computations are done with unreliable ÔnoisyÕ neurons leading to limited representational resources. For example, in Rao and Ballard (1999) the feedback within the visual cortex can be viewed as part of a hierarchical model of the sensory data which explains the afferent input by predicting it. A related interpretation is to view sensory systems as performing Bayesian inference, where the activations represent probabilities (see Barlow, 2001; Pouget, Dayan, & Zemel, 2003 for an introduction and Deneve, 2005; Rao, 2004; Sahani & Dayan, 2003 for particular approaches). A possibility to explain task-dependence within this framework could be to assume that different tasks correspond to different computations with the represented probabilities. For example, the operation of Ôintegrating outÕ currently irrelevant variables could be reflected in the neuronal activity (Sahani, personal communication) .
The basic assumption of these probabilistic interpretations, however, can easily be tested experimentally. By varying independently the qualities ÔprobabilityÕ and ÔvalueÕ of stimuli in different contexts, one can examine as to whether responses in the visual cortex are related only to the subjectively estimated probabilities of stimuli, or also to their subjective value. If the latter is the case, then this interpretation disqualifies as the sole interpretation of activations in sensory cortices, whereas our interpretation would still be applicable.
Context-dependent sensory-motor transformations
Our work is certainly not the first to address the problem of how to transform sensory information in a context-dependent way into motor outputs. For example, in Cohen et al. (1990) and Gilbert and Shallice (2002) this issue has been addressed within a Ôparallel distributed processing modelÕ, and recently circuit models for context-dependent sensory-motor transformations have been suggested (Salinas, 2004a (Salinas, , 2004b . Our approach differs from these previous ones in two ways. First, we used a different model architecture, where an effective context-dependent recurrent connectivity was modulated by top-down gain control. Second, we motivated our approach by comparing it with alternative interpretations for adaptivity in the visual system. We proposed that top-down modulations of sensory representations are best understood as the signature of a transformation of sensory signals into currently appropriate behavioral responses. In other words, we hypothesize that parts of those (often context-dependent) transformations are already realized within the visual cortex and not exclusively in downstream frontal areas.
In this paper, we suggested that the functional role of feedback into a sensory system, for example from prefrontal regions into the ventral visual pathway, is to ÔtuneÕ the sensory processing in a context-dependent way. Of course, for each possible context the proper top-down modulations have to be memorized, and storing those comes with a cost. It remains to be determined as to whether the particular top-down modulation scheme we suggest is robust in the sense that storing only a few gain-factors is sufficient, because otherwise the controlling network would be more complex than the controlled sensory network. However, our results indicate that when sensory representations are embedded into a high-dimensional representation space, selectively amplifying only a few directions is indeed sufficient to significantly improve the performance. Finally, it remains to be determined as to whether our functional interpretation of feedback signals carries over to feedback within the visual system, for example between the striate and extra-striate cortex.
