The family of Quasi-Additive (QA) algorithms is a natural generalization of the perceptron learning, which is a kind of on-line learning having two parameter vectors: One is an accumulation of input vectors and the other is a weight vector for prediction associated with the former by a nonlinear function. We show that the vectors have a dually-flat structure from the information-geometric point of view, and this representation makes it easier to discuss the convergence properties.
Introduction
The perceptron learning is one of the most fundamental models for neural networks [1] , [2] and its learning properties have been investigated from several approaches [3] - [12] (Fig. 1) . One famous topic on the perceptron learning is the convergence theorem [2] , which proves that the algorithm stops in a finite number of updates, and another is the learning curve, which shows how fast the performance improves as the number of examples increases.
The family of quasi-additive (QA) algorithms [13] is a generalization of the perceptron learning which includes Littlestone's Winnow family of algorithms [14] , [15] , and its convergence is also guaranteed. However, its learning curve is still open. One of the reasons is that a QA algorithm includes a nonlinear function in the update equation, which makes it difficult to apply statistical mechanical methods. The purpose of this paper is to elucidate the geometrical meaning of QA algorithms from the information-geometric point of view, to help the analysis of the learning curve.
Information geometry is a general framework of Riemannian manifolds with dual affine connections and has widely been applied to statistical inference, information theory, neural networks, systems theory, mathematical programming, statistical physics, stochastic reasoning, and other areas [16] - [18] . When the manifold treated has a dually-flat structure, it is known that a divergence (generalized distance) is naturally introduced and that some learning algorithms or optimization algorithms can be regarded as methods for minimizing the divergence, where two potential functions play an important role. On the contrary, if a potential function with a coordinate system is given, we can introduce a dually-flat structure where the coordinate system is affine [19] , [20] . Using this property, we define a natural potential function for the QA algorithm and introduce the corresponding dually-flat structure. This structure clarifies the meaning of the QA algorithm and will help to derive the learning curve in the future.
The rest of the paper is organized as follows. Section 2 briefly reviews information geometry and Sect. 3 introduces QA algorithms. Their geometrical structure is given in Sects. 4 and 5 shows some properties of QA algorithms from the information-geometric point of view. In Sect. 6, some conclusions are given with future work.
Preliminaries of Information Geometry
The information geometry is, in short, a differential geometry with dual connections, which can treat some manifolds such as statistical manifolds more naturally than the Riemann connection [16] , [17] (Fig. 2) . For instance, exponential families in statistics are shown to have a dually-flat structure by introducing the e-and m-connections, where the Kullback-Leibler divergence has a clear meaning as a function of dual affine coordinate systems. Conversely, we can derive a dually-flat structure to a coordinate system with a convex potential function as below [19] , [20] .
Dual Coordinate Systems
Let S be an n-dimensional manifold with a coordinate system θ := (θ 1 , . . . , θ n ) and ψ(θ) a smooth convex function on S . Throughout this paper, we denote the definition by :=. Then, the dual coordinate system η := (η 1 , . . . , η n ) is defined as Copyright c 2006 The Institute of Electronics, Information and Communication Engineers Fig. 2 The information geometry introduces two coordinate systems into a flat manifold each of which is affine, where the coordinate curves in one system (solid curves) orthogonally intersect with those in the other (dashed curves).
where ∂ i := ∂/∂θ i and the vector η is denoted by
From the convexity of ψ(θ), η is a one-to-one function of θ and vice versa.
Let us define a function of η as
where · is the canonical dot product and
Note that the above definition is consistent with (1) by differentiating (4) and this is called the Legendre transform of θ with respect to ψ(θ). It is easily shown
from (3) where ∂ i := ∂/∂η i . This means that the inverse transformation of (1) is expressed as
which is also a Legendre transform. From (3), ψ and φ satisfy
Note that θ and η as well as ψ and φ are symmetric to each other.
Divergence
Let the θ-coordinates of two points P ∈ S and Q ∈ S be denoted by θ P and θ Q and their η-coordinates by η P and η Q , respectively. Then, we define the divergence from P to Q as
which always takes a non-negative value and null if and only if P = Q. Note that D(P, Q) D(Q, P) in general, and hence it is not a function of a distance. In the following, the divergence may be written as D(θ P , θ Q ) when we regard it as a function of θ-coordinates and D(η P , η Q ) when as a function of η-coordinates.
Tangent Space and Riemann Metric
Consider the divergence of a point P+dP ∈ S infinitesimally distant from P ∈ S . The θ-(η-)coordinates of the points are written as θ (η) and θ + dθ (η + dη), respectively. From the smoothness of φ and ψ, this is calculated using a linear approximation as
where
and T denotes the transposition. This means that the divergence has the dimension of the squared distance in the tangent space T P (S ) of S at P. Here, G(θ) (H(η)) is the Riemann metric matrix of θ-(η-)coordinates and is the inverse matrix of H(η) (G(θ)). Note that the Riemann metric matrix varies according to the point in S .
Dual Connections
Since the tangent space T P (S ) is defined at each point P ∈ S , we need to define the relationship between adjacent tangent spaces to consider the whole manifold S , by determining the connection ∇. This is equivalent to determining geodesics, i.e. one-dimensional autoparallel submanifolds, for S . We assume that θ is an affine coordinate system, that is, a geodesic for the corresponding connection ∇ is expressed as
where c and b are constant vectors, and vice versa. This is called a ∇-geodesic. A geodesic in θ-coordinates is not a geodesic in η-coordinates. Hence, we introduce another connection ∇ * so that
is a geodesic in η-coordinates. The connections ∇ and ∇ * are called the dual connections and satisfy the generalized Pythagorean theorem, that is,
holds true when the ∇-geodesic connecting P and Q and the ∇ * -geodesic connecting Q and R are orthogonal with respect to the inner product at Q. See [16] , [17] for more details.
Quasi-Additive (QA) Algorithm
Consider a linear dichotomy that outputs the sign y ∈ {±1} of the dot product with the weight vector η = (η 1 , . . . , η n ) for an n-dimensional input vector x ∈ R n , that is,
We call this a linear dichotomy though this is often termed a perceptron since the term is confusing with the perceptron learning.
Perceptron Learning
Given examples (x (t) , y (t) ), t = 1, 2, . . ., where
and η o is the true weight vector of the teacher, a student updates η (t−1) to η (t) so that η (t−1) gets closer to η o using the tth example (x (t) , y (t) ). A method to update the weight vector is called an algorithm. One of the most famous algorithms is the perceptron learning [1] , formulated below:
where Θ(s) takes one for s > 0 and zero otherwise. We express the above aṡ
for simplicity. One variation of the perceptron learning is the adatron learning [21] , defined aṡ
and another is the Hebb learning [22] , written aṡ
which is the most-known self-organizing method. In any algorithms above,η is a scaled x, that is, expressed aṡ
where C is a certain function.
Quasi-Additive Algorithm
The family of QA algorithms [13] is a generalization of the perceptron learning which includes Littlestone's Winnow family of algorithms [14] , [15] . It has two vectors, the parameter vector θ to which a scaled x is added and the weight vector η which is a nonlinear transform of θ elementwise. More precisely,
where f is an monotonically increasing function and
for simplicity. We assume that f is differentiable in this paper. In the same way as (21), a QA algorithm is expressed asθ
in general. From the monotonicity of f , the parameter vector θ and the weight vector η are one-to-one. When f is an exponential function exp, for instance, an addition to the parameter vector appears as a multiplication in the weight vector since
Note that this definition is more general than the original one in [13] .
Geometrical Structure of QA Algorithm
Grove et al. [13] proved that QA algorithms also converge in a finite number of updates using the idea of the convergence theorem of perceptrons [2] . In the proof, they introduced a potential function
where σ 0 satisfies f (σ 0 ) = 0 and σ 0 = −∞ when f (σ) > 0 for any σ. We assume σ 0 = 0 hereafter for simplicity † . We apply this potential function to Sect. 2 and introduce a dually-flat structure to QA algorithms. In fact, the parameter vector θ and the weight vector η of a QA algorithm are dual affine coordinate systems through the monotonically increasing function f as below:
where denotes the derivative and
Note that the equality between (34) and (35) is derived from
Properties of QA Algorithm
In this section, we review two properties of QA algorithms from the information-geometric point of view. One is concerned to its convergence and the other is the relationship to the natural gradient descent method.
Convergence Analysis
The original QA algorithm proposed in [13] and referred to as the generalized perceptron learning in this paper is expressed aṡ
In this algorithm, the divergence from the true parameter vector θ o to the current parameter vector θ changes aṡ
therefore, it is non-increasing and stops when η has the same outputs as η o for any input vector x. Note that η o has an ambiguity in its scale since η o and αη o for α > 0 have the same outputs. In other words, θ does not necessarily go to θ o from the nonlinearity between θ o and η o .
Relationship to Natural Gradient Descent Method
The purpose of learning methods for a student machine, such as QA algorithms, is to simulate the input-output relation of the teacher machine. This is attained by minimizing the divergence from the teacher's parameter vector θ o to the student' θ, that is,
A natural implementation for that is the natural gradient descent method proposed in [23] , which is a natural extension of the steepest gradient descent method taking into account the metric of the space (Fig. 3) . From Fig. 3 The steepest direction for non-isotropic manifold is not the gradient (dashed arrow) but the natural gradient (solid arrow) when the metric is taken into account. Moreover, the gradient vector is covariant while the parameter vector is contravariant. Hence they should not be added. the natural gradient is described aṡ
which is rewritten in η-coordinates aṡ
In QA algorithms, however, we do not have the true weight vector η o but only
in the tth example. Hence, we need some approximation as below.
First, since we do not know (η−η o ) itself, we multiply a product of non-negative definite matrices, H −1 (η)xx T , from the left. That is,
Here, H −1 (η) reflects the fact thatη is a vector in η-coordinates while multiplying xx T moves a vector in η-coorinates to one in θ-coorinates. This assures the invariant against the coordinate transformation. Second, we know which of x T η and x T η o is larger only when they have different sign in the above. Hence, we restrict the update only then, that is,
Third, although we do not know the magnitude of x T η o ,
is satisfied when the weight vector is updated. Therefore, we restrict the amount of the update aṡ
so that the update is not overcorrected. (55) is expressed in θ-coordinates aṡ
which should be called the generalized adatron learning, being compared to (18) , (19) and (21) . If we substitute unity for the amount of update, (56) results in the generalized perceptron learning written as (43). This means that the generalized adatron learning and the generalized perceptron learning are approximates of the natural gradient descent method for the dually-flat structure derived from the potential (30). 
, is plotted. The low solid line is the learning curve with p = 2, the middle dashed line is that with p = 4, and the high dotted line is that with p = 6, where each input vector in R 1 00 is chosen independently from the Gaussian distribution N(0, I 100 /100). They have almost the same properties.
Conclusions
This paper introduces a dually-flat structure to a QA algorithm using a potential function based on the nonlinear function characterizing the QA algorithm. From the information-geometric viewpoint a QA algorithm is regarded as an approximate of the natural gradient descent method and its convergence is easily shown. This view may help the analyses for the learning curve of QA algorithms as below.
The generalized perceptron learning is expressed in η-coordinates aṡ
In the framework of online learning such as [11] , [24] , [25] where x is chosen randomly, this means that the distribution of the input vector x changes according to the student vector η. Therefore, the asymptotic properties of the learning curve are almost similar to those of the perceptron learning since η approaches a scaled η o . In fact, the results of preliminary computational experiments showed the same properties as the perceptron learning, that is, the order of t −1/3 where t is the number of examples (Fig. 4) . More quantitative analyses are future work.
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