Abstract. We consider one-dimensional difference Schrödinger equations
Introduction and statement of the main results
The main goal of this work is to establish a multiscale description of the structure of the spectrum of quasi-periodic Schrödinger equations (1.1)
H(x, ω)ϕ (n) ≡ −ϕ(n − 1) − ϕ(n + 1) + λV (x + nω)ϕ(n) = Eϕ(n)
in the regime of exponentially localized eigenfunctions. We assume that V (x) is a 1-periodic, real-analytic function, and that ω ∈ [0, 1]. Let H N (x, ω) be the restriction of H(x, ω) to the finite interval [1, N ] with zero boundary conditions. Consider the union S N = (a) To relate the intervals E(N, k), E(N, k) and E(N ′ , k ′ ), E(N ′ , k ′ ) for "consecutive scales" N ≫ N ′ . (b) To "label" the interval E(N, k), E(N, k) in accordance with its relation to intervals E(m, ℓ), E(m, ℓ) of the previous scales. (c) To describe the mechanism responsible for the formation of intervals E(N, k), E(N, k) inside the set S N ′ , N ′ ≪ N , independently of any
Our interest in these properties is largely motivated by possible applications to inverse spectral problems for the quasi-periodic Schrödinger equation and the Toda lattice with quasi-periodic initial data. To establish these facts we use most of the methods developed in the recent work [GolSch2] . For the convenience of the reader, we recall -and expand upon -some of the material of that paper in Sections 2-5.
By a result of Rellich (see Reed, Simon [ReeSim4] page 4), the eigenvalues
2 (x) < · · · < E (N )
The first author was partially supported by an NSERC grant. The second author was partially supported by the NSF, DMS-0300081. The first author is very grateful to Galina Perelman for a number of suggestions during her visit at the University of Toronto in July of 2005. x) with N ≫ N were proved to be closely related to resonances as in (1.2). It is very important for the analysis of the resonances (1.2) in [Sin] that given x ∈ T and j 1 there exist at most one j 2 and m ≤ N so that (1.2) holds. For that reason the function V (x) in [Sin] is assumed to have two monotonicity intervals with non-degenerate critical points. That allows one to reduce the analysis of E (N ) j (x) to an eigenvalue problem for a 2 × 2 matrix function of the form
where E 1 (0) = E 2 (0), ∂ x E 1 < 0, ∂ x E 2 > 0 locally around zero, and ε(x) is small together with its derivatives. It is easy to check that the eigenvalues E + (x), E − (x) of A(x) plotted against x are as in Figure 2 , at least locally around x 0 . We would like to emphasize that some of the conclusions which we reach in this paper are similar in spirit to those of Sinai [Sin] . This is particularly true in regards to the main result involving gaps and the aforementioned pictures describing the splitting of eigenvalues. At the same time, we stress that we use entirely nonperturbative methods (i.e., we are only assuming positive Lyapunov exponent rather than large |λ|) and we work with more general potentials than cosine. In this respect we would like to mention the recent breakthrough by Puig [Pui] , who established the Cantor structure of the spectrum for the almost Mathieu case (cosine potential) and Diophantine ω. Later, his methods were combined with those of Choi, Elliott, and Yui [ChoEllYui] to generalize this to the case of irrational ω by Avila and Jitomirskaya [AviJit] (but this again only applies to the cosine).
The main objective in this work is to locate those segments of the graphs of some E (N ) k1 (x), E (N) k2 (x) which look like E + (x) and E − (x) in Figure 2 . Ultimately, such regions give rise to gaps in the spectrum. Before we state the main result of this work let us recall the central notions involved in it.
It is convenient to replace V (x) in (1.1) by V e(x) (with e(x) = e 2πix ), where V (z) is an analytic function in the annulus A ρ0 = {z ∈ C : 1 − ρ 0 < |z| < 1 + ρ 0 } which assumes only real values for |z| = 1. The monodromy matrices are as follows (1.4) M [a,b] (z, ω, E) = a k=b A ze(kω), ω, E A(z, ω, E) = V (z) − E −1 1 0 a, b ∈ Z, a < b, E ∈ C. For M [1,N ] (z, ω, E) we reserve the notation M N (z, ω, E). For almost all z = e(x + iy) ∈ A ρ0 the limit (1.5) lim
exists; if ω is irrational, then the limit does not depend on x a.s. and it is denoted by L(y, ω, E). The most important case is y = 0, and we reserve the notation L(ω, E) for the Lyapunov exponents L(0, ω, E). We always assume that the frequency ω satisfies the same Diophantine condition as in [GolSch2] , namely (1.6) nω ≥ c n(log n) a for all n ≥ 1 and some a > 1. We denote the class of ω satisfying (1.6) by T c,a . Theorem 1.1. Assume that L(E, ω 0 ) ≥ γ 0 > 0 for some ω 0 ∈ T c,a and any E ∈ (E ′ , E ′′ ) and fix δ > 0 small. There exist ρ (0) = ρ (0) (λ, V, ω 0 , γ 0 , δ) > 0 such that for almost all ω ∈ ω 0 −ρ (0) , ω 0 +ρ (0) ∩T c,a the following assertion holds: Let N (t) , t = 0, 1, . . . be an arbitrary sequence of integers such that N (0) ≥ N 0 (λ, V, ω, γ 0 , δ) and (1.7) N (t−1) ≍ log N (t) K K = K(λ, V, ω 0 , γ 0 , δ), and let S (t) = x∈T sp H N (t) (x, ω). Then for each t = 0, 1, . . . the set (E ′ , E ′′ ) \ S (t) contains a collection of intervals E j (s, t), E j (s, t) , j = 1, 2, . . . , j(s, t), s = 1, 2, . . . , t, such that
(1) exp − N (s) δ ≤ E j (s, t) − E j (s, t) ≤ exp − N (s−1) δ for all j, s,
(2) E j (s, t), E j (s, t) ⊂ S (s−1) \ S (s) for each 1 ≤ s ≤ t, (3) for each interval (E, E) ⊂ (E ′ , E ′′ ) with E − E > exp − N (s) δ/2 , there exists j such that E j (s + 1, t), E j (s + 1, t) ⊂ (E, E), (4) E j (s, t), E j (s, t) ⊂ (E ′ , E ′′ ) \
x sp H(x, ω).
The strategy behind the derivation of Theorem 1.1 is as follows: We show that segments E 1 (x), E 2 (x) as in the matrix (1.3) do exist. Then we use the estimates for the separation of the Dirichlet eigenvalues and the zeros of the Dirichlet determinants established in [GolSch2] to prove that this resonance defined by E 1 , E 2 leads to two new eigenvalues E + (x), E − (x) of the "next scale" which look exactly as in Figure 2 . We call the interval is the "next scale". Otherwise, it is called a triple (or higher) resonance. As we have already mentioned, this issue is very important in Sinai's perturbative method. In fact, by the choice of a cosine-like potential and for large |λ| this type of resonance is excluded in [Sin] .
For general potentials, it was shown in recent work by Jackson Chan [Cha] that if ∂ x E (N ) j + ∂ xx E (N ) j > c 0 > 0, then triple resonances do not occur for most ω. In Section 8 we bring a complete proof of a special case (namely, if E (N ) j (x) have controlled slopes) of the result by Chan.
Once again, since the graphs of the functions E (N ) j (x) are rather complicated, it is not clear how the pre-gaps develop into gaps at higher scales. Complex zeros of the Dirichlet determinants are very effective for the description of this mechanism. The latter are the characteristic determinants of H N (x, ω). So, using complexified notations, these determinants are as follows:
At the same time, these functions are closely related to the monodromies (1.4). Namely,
By means of this relation, large deviation estimates and an avalanche principle expansion for log f N (z, ω, E) were developed in [GolSch2] . In Section 2 we give the statements of these results as well as some corollaries. These corollaries, combined with some version of the Jensen formula (see (e) in Section 2) enable one to locate and count the zeros of f N (·, ω, E) in the annulus A ρ0 and its subdomains. In particular, this technique allows one to claim that if
. This is due to the double resonance and the stability of the number of zeros of f N (·, ω, E) under small perturbations of E. The most effective form of the last property consists of the Weierstrass preparation theorem for f N (·, ω, E), which is described in (f) of Section 2.
To complete the description of the formation of a gap from a pre-gap we use the translations of the segments E (N )
j1 (x), x,x under the shifts x → x + kω. Using the localization property of eigenfunctions on a finite interval (see Section 3), we show that if a double resonance (1.2) occurs then the same is true for a sequence of segments which are "almost" identical with the shifts
That gives rise to a sequence of complex zeros ζ k,ℓ ∼ = e x ℓ + kω + iy ℓ of f N (·, ω, E). So, the numbers
ρ N = exp −N δ decrease at least by 2 − o(1) when we go from scale N to scale N , provided E is in the pre-gap. After a finite number of rescalings one can locate a gap and complete the proof of Theorem 1.1.
A review of the basic tools
In this section we give a sketch of the main ingredients of the method developed in [GolSch2] . We of course do not reproduce all the material from that paper in full detail, and refer the reader for most proofs to [GolSch2] . Nevertheless, the statements in this section are essential for the analysis of the spectrum in Sections 6-9.
We start our discussion with the classical Cartan estimate for analytic functions.
D(z j , r j ) with j 0 ≤ K, and Levin's book [Lev], p. 79. (b) It is important in the definition of Car d (H, K) for d > 1 that we control both the measure and the complexity of each slice B (j)
If d is a positive integer greater than one and B ⊂
d i=1 D(z i,0 , 1) ⊂ C d then we define inductively that B ∈ Car d (H, K) if for any 1 ≤ j ≤ d there exists B j ⊂ D(z j,0 , 1) ⊂ C, B j ∈ Car 1 (H, K) so that B (j) z ∈ Car d−1 (H, K) for any z ∈ C \ B j , here B (j) z = {(z 1 , . . . , z d ) ∈ B : z j = z}.
Remark 2.2. (a) This definition is consistent with the notation of Theorem 4 in
The following lemma is a straightforward consequence of this definition.
Lemma 2.3.
Next, we generalize the usual Cartan estimate to several variables.
Proof. The proof goes by induction over d. For d = 1 the assertion is Cartan's estimate for analytic functions. Indeed, Theorem 4 on page 79 in [Lev] applied to f (z) = e −m ϕ(z) yields that
holds outside of a collection of disks {D(a k , r k )} K k=1 with K k=1 r k exp(−H). Increasing the constant C leads to (2.2). Moreover, K/5 cannot exceed the number of zeros of the function ϕ(z) in the disk D(z 1,0 , 1), which is in turn estimated by Jensen's formula, see next section, as M − m. Although this bound on K is not explicitly stated in Theorem 4 in [Lev] , it can be deduced from the proofs of Theorems 3 and 4 in [Lev] . Indeed, one can assume that each of the disks D(a k , r k ) contains a zero of ϕ, and it is shown in the proof of Theorem 3 in [Lev] that no point is contained in more than five of these disks. Hence we have proved the d = 1 case with a bad set B ∈ Car 1 (H, C(M − m)), which is slightly better than stated above (the H dependence of K appears if d > 1 and we will ignore some slight improvements that are possible to the statement of the lemma due to this issue).
In the general case take 1 ≤ j ≤ d and consider (j) and consider the function
Thus χ satisfies the conditions of the lemma with the same M and with m replaced with
We now apply the inductive assumption for d − 1 and with H replaced with
to finish the proof.
Later we will need the following general assertion which is a combination of the Cartan-type estimate of the previous lemma and Jensen's formula on the zeros of analytic functions, see (e) of the present section.
Lemma 2.5. Fix some w 0 = (w 1,0 , w 2,0 , . . . , w d,0 ) ∈ C d and suppose that f (w) is an analytic function
Assume that M ≥ sup w∈P log |f (w)|, and let m ≤ log |f (w 1 )| for some
Proof. Due to Lemma 2.4, there exists
for somew 1 ∈ D(w 1,0 , 1/2), and
for any |z −w 1 | = r. It follows from Jensen's formula, see (e) in the present section, that f (·, w ′ ) has at least one zero in the disk D(w 1 , r), as claimed.
(b) Large deviation theorem for the monodromies and their entries Let M n (z, ω, E) be the monodromies defined as in (1.4). The entries of M n (z, ω, E) are the determinants f [1+a,N −b] (z, ω, E), a, b ∈ {0, 1}, see (1.9), (1.10). Let L(y, ω, E) be the Lyapunov exponents defined as in (1.5).
where A, C > 1 are constants.
The estimate (2.4) for the monodromies follows from (2.5). However, the proof of the second half of Theorem 2.6 is more involved. There is a way to pass from (2.4) to (2.5), see Sections 2, 3 in [GolSch2] .
Remark 2.7. The estimates of Theorem 2.6 imply the following via Fubini: Assume that L(y, ω, E) ≥ γ > 0 for some y ∈ (−y 0 , y 0 ), ω ∈ T c,a , and any E ∈ D, where D ⊂ C is some subset. There exists
A there exsts a subset B N,y,ω,H ⊂ T with mes (B N,ω ) exp(−H/2(log N ) A ) and
for any x ∈ T \ B N,y,ω,H . We will refer to these estimates as large deviation theorem in the E-variable.
(c) The avalanche principle expansion for the Dirichlet determinants Let f N (z, ω, E) be the determinants defined as in (1.9), and let L(ω, E) be the Lyapunov exponent.
A detailed derivation of this theorem can be found in Sections 2 and 3 of [GolSch2] .
(d) Uniform upper estimates on the norms of monodromy matrices
The proof of the uniform upper estimate is based on an application of the avalanche principle expansion in combination with the following useful general property of averages of subharmonic functions.
Lemma 2.9. Let 1 > ρ > 0 and suppose u is subharmonic on A ρ such that sup z∈Aρ u(z) ≤ 1 and
For the proof see Lemma 4.1 in [GolSch2] . This assertion immediately implies the following corollary regarding the continuity of L N in y.
Corollary 2.10. Let L N (y, ω, E) and L(y, ω, E) be defined as above. Then with some constant ρ > 0 that is determined by the potential,
The following result improves on the uniform upper bound on the monodromy matrices from [BouGol] and [GolSch1] . The (log N )
A error here (rather than N σ , say, as in [BouGol] and [GolSch1] ) is crucial for the study of the distribution of the zeros of the determinants and eigenvalues, see Proposition 4.3 in [GolSch2] .
for some constants C and A.
We now list some straightforward applications of this upper bound. See Section 4 of [GolSch2] .
Corollary 2.12. Fix ω 1 ∈ T c,a and
Corollary 2.13. Fix ω 1 ∈ T c,a and
Proof. Clearly, for all x, y, ω, E,
C , the statement now follows from Corollary 2.12 and Corollary 2.10.
Corollary 2.14. Under the assumptions of the previous corollary,
provided the right-hand side of (2.9) is less than 1/2.
Corollary 2.15. Using the notation of the previous corollary one has
, where
for all sufficiently large N .
Another application of the uniform upper bounds is the following analogue of Wegner's estimate from the random case. We provide the proof here just to demonstrate how the previous corollaries can be applied.
Moreover, the set on the left-hand side is contained in the union of N intervals each of which does not exceed the bound stated in (2.14) in length.
Proof. By Cramer's rule
By Proposition 2.11
for any x ∈ T. Therefore,
, the lemma follows from Theorem 2.6.
We conclude this subsection with an important application of Lemma 2.5 and Proposition 2.11 to the Dirichlet determinants f N .
Corollary 2.18. Suppose ω ∈ T c,a . Given E 0 ∈ C and H > (log N )
A , there exists
such that for any x ∈ T \ B N,E0,ω (H), and large N the following holds: If
Similarly, given x 0 ∈ T and |y 0 | < N −1 , let z 0 = e(x 0 + iy 0 ). Then for any H > (log N )
such that for any E ∈ D(0, 2 + |λ| V ∞ ) \ E N,z0,ω (H), the following assertion holds: If
Proof. Set r 0 = exp(−(log N ) C ) with some large constant C. Fix any z 0 with |z 0 | = 1 and consider the analytic function
and by the large deviation theorem,
for some |z 0 − z 1 | < 1/100, say. By Lemma 2.5 there exists
so that for any z ∈ D(z 0 , 1/2) \ B z0,E0,ω (H) the following holds: If
2 -net on |z| = 1 and define B N,E0,ω (H) to be the union of the sets z 0 + N −1 B z0,E0,ω (H). The first half of the lemma now follows by taking A sufficiently large and by absorbing some powers of log N into H if needed. The second half of the lemma dealing with zeros in the z variable can be shown analogously.
Remark 2.19. We can draw the following conclusion from the preceding corollary: Let ω ∈ T c,a be fixed, and define
where the union runs over an N −1 -net of points x 0 ∈ T. Then, for any x ∈ T, if
(e) A corollary of the Jensen formula
The Jensen formula states that for any function f analytic on a neighborhood of D(z 0 , R), see [Lev] ,
In the previous section, we showed how to combine this fact with the large deviation theorem and the uniform upper bounds to bound the number of zeros of f N which fall into small disks, in both the z and E variables. In what follows, we will refine this approach further. For this purpose, it will be convenient to average over z 0 in (2.16). Henceforth, we shall use the notation
Proof. Jensen's formula yields
which proves the upper estimate for J (log |f |, z 0 , r 1 , r 2 ). The proof of the lower estimates is similar.
Assume that f has no zeros in the annulus
We shall also need a simple generalization of these estimates to averages over general domains. More precisely, set
Given a domain D and r > 0 , set
Lemma 2.23.
(2.21)
where ξ(ρ, r, y) = log |ρ + re(y)|, ξ(ρ) = log ρ.
Proof. Due to the definition of J (u, D, r 2 ) one has
where r 2 = n −1/4 (R 2 − R 1 ) and provided r 2 > exp(−γ 4 n σ ).
Proof. Recall that due to avalanche principle expansion one has
Let ξ(ρ) = log ρ, ξ(ρ, r, y) = log |ρ + re(y)|, R 1 < ρ < R 2 , 0 < r < r 2 , 0 ≤ y ≤ 1, as in Lemma 2.23. Then, by Lemma 2.9 (2.25)
Recall that for any N > exp(γ 1 n σ ) one has
see [GolSch1] . Hence, due to (2.20) and Lemma 2.23
Next, we rewrite the Jensen average in (2.26) using Lemma 2.23
Inserting (2.29) into (2.26) leads to the main term on the right-hand side of (2.23). It is bounded above by M n (ω, E, R 1 − r 2 , R 2 + r 2 ) in view of (2.20). It remains to bound the error term (2.28). We introduce the short-hand notation
Hence, the Jensen-average in (2.28) equals, see (2.24),
By the Lipschitz bound (2.25), we can further estimate the absolute value here by
So the total error is the sum of this term times
plus the error in (2.27). In view of our assumptions on r 2 the lemma is proved.
(f ) The Weierstrass preparation theorem for Dirichlet determinants
Recall the Weierstrass preparation theorem for an analytic function f (z, w 1 , . . . , w d ) defined in a polydisk
with a j (w) analytic in P 1 and an analytic function g(z, w), (z, w) ∈ D(z 0 , ρ 0 ) × P 1 so that the following properties hold:
Proof. By the classical Weierstrass argument,
are analytic in w ∈ P 1 . Here ζ j (w) are the zeros of f (·, w) in D(z 0 , ρ 0 ). Since the coefficients a j (w) are linear combinations of the b p , they are analytic in w. Analyticity of g follows by standard arguments.
Since there is an estimate for the local number of the zeros of the Dirichlet determinant and also the local number of the Dirichlet eigenvalues, one can apply Theorem 2.25 to f N (z, ω, E). We need to do this in both the z and the E variables. See Section 6 of [GolSch2] for more details.
Proposition 2.26. Given z 0 ∈ A ρ0/2 , E 0 ∈ C, and ω 0 ∈ T c,a , there exist a polynomial
and an analytic function
with r 0 ≍ N −1 such that:
The preparation theorem relative to E is easier since we need it only in the neighborhood of the unit circle, i.e., in the neighborhood of points e(x 0 ) with x 0 ∈ T. In this case, one can use the fact that H N (e(x 0 ), ω) is self-adjoint.
Proposition 2.27. Given x 0 ∈ T, E 0 ∈ C, and ω 0 ∈ T c,a , there exist a polynomial
Proof. Recall that due to Proposition 2.16 one has
has no zeros in the annulus
The proposition now follows from Theorem 2.25.
(g) Eliminating close zeros using resultants
Let ζ i , 1 ≤ i ≤ k and η j , 1 ≤ j ≤ m be the zeros of f (z) and g(z), respectively. The resultant of f and g is defined as follows:
The discriminant of the polynomial f is defined as
One has also disc f = (−1)
The resultant Res(f, g) can be found explicitly in terms of the coefficients, see [Lan] , page 200:
In particular, one has the following property:
Our goal here is to separate the zeros of two analytic functions using the resultants by means of shifts in the argument, see Section 7 of [GolSch2] , in particular Lemma 7.4. This can be reduced to the same question for polynomials due to the Weierstrass preparation theorem. Here is a simple observation regarding the resultant of a polynomial and a shifted version of another polynomial.
where n = km, and c 0 , c 1 · · · are some coefficients.
and (2.32) follows.
Due to the basic definition of the resultant, one has
where ζ i,1 (w), ζ j,2 (η, w) are the zeros of P 1 (·, w) and P 2 (· + η, w), respectively. Therefore, if ζ i,1 (w) − ζ j,2 (w) < exp(−kH), then χ(η, w) < exp(−kH). That allows one to separate the zeros ζ 1,2 (w) from the zeros ζ j,2 (w) provided w falls outside of a set whose measure and complexity is controlled by Cartan's estimate.
Due to the Weierstrass preparation theorem this method can be applied to the Dirichlet determinants f ℓ1 (·, ω, E) and f ℓ2 (·e(tω), ω, E). We now state a result in this direction, see Section 8 of [GolSch2] . We shall use the following notation
where Ω ⊂ C and
Here
, and A, B are large constants.
For the proof see Section 8 of [GolSch2] .
(h) Harnack's inequality, Jensen's formula for the logarithm of the norms of monodromy matrices, and counting zeros of Dirichlet determinants
The logarithm of the norm of an analytic matrix-function is a subharmonic function. Harnack's estimate in this context is not as sharp as for the logarithm of the modulus of an analytic function. The same comment applies to Jensen's averages. We now describe how these technical issues were addressed in [GolSch2] for the monodromy matrices. The reader should not be distracted by technicalities, but rather notice how the norms of the matrices mimic the behavior of the entries. For the latter the crucial piece of information is the number of zeros in various disks.
Proposition 2.31.
(i) Suppose that one of the Dirichlet determinants
for any z ∈ D(z 0 , r 2 ), r 2 = r 1 exp −(log N ) 2C , and with |a 0 | r 
Next, we discuss Jensen averages.
Proposition 2.32. 
A . That allows one to establish estimates for log M N (e(x), ω, ·) which are analogous to those of Propositions 2.31 and 2.32 provided x ∈ B N,ω,H . Now we describe how to combine the last proposition with the avalanche principle expansion to count precisely the number of the zeros of Dirichlet determinants. The following definition is very important in this regard.
Definition 2.34. Let ℓ ≫ 1 be some integer, and s ∈ Z. We say that s is adjusted to a disk
Consider the avalanche principle expansion of log f N (z, ω, E) :
This expansion allows us to control the number of zeros of the large scale object (in this case f N ) by means of the number of zeros (or rather, the Jensen averages) of the small-scale objects (here w j , see below) and vice versa.
Lemma 2.35. Assume that {s mj } j0 j=1 is adjusted to D(z 0 , r 0 ) at scale ℓ. Set m 0 = 0, m j0+1 = n, and
for any e − √ ℓ < r 1 exp(−ℓ δ )r 0 , and r 2 = cr 1 . Here 0 < δ ≪ 1 is arbitrary but fixed. In particular,
Corollary 2.36. Using the notations of Lemma 2.35 assume in addition that
In particular, if every 1 ≤ s ≤ N is adjusted to D(z 0 , r 0 ) at scale ℓ, then ν fN (·,ω,E) (z 0 , r 1 ) = 0.
Proof. Applying the avalanche principle expansion one obtains log |f tj ze(s mj ω), ω, E |=
as well as
for any z ∈ A ρ0/2 \ B N,ω,E , where A m (z), m = 1, 2, · · · , n and B N,ω,E are the same as in (2.35),Ã m (z) =
Subtracting these expansion and evaluating the Jensen averages with the use of Proposition 2.32 one obtains 4 r 2 1 r 2 2 J log |f tj ·e(s mj ω), ω, E , z 0 , r 1 , r 2 − J w j (·), z 0 , r 1 , r 2 ≤ exp (log ℓ) C r due to the additivity of the Jensen's averages J (·, z 0 , r 1 , r 2 ). By Corollary 2.21.
where
f tj ze(s mj ω), w, E
Replacing r 1 by (r 1 ± r 2 ), one obtains similarly
Due to the assumption of the lemma
and the assertion follows.
One can establish similar results in regards to counting the zeros of f N (e(x), ω, E) in the E-variable.
Definition 2.37. Let ℓ ≫ 1 be some integer, and s ∈ Z. We say that s is adjusted to a polydisk
Consider the avalanche principle expansion (2.35) for arbitrary E ∈ D(E 0 , r 0 ). Then, there exists B N,ω ⊂ T with mes (B N,ω ) < exp(− √ ℓ/2) such that for any z = e(x) ∈ D(z 0 , r 0 ) \ B N,ω there exists E N,x,ω with mes (E N,x,ω ) < exp(− √ ℓ/2) such that the expansion (2.35) is valid for any E ∈ D(E 0 , r 0 ) \ E N,x,ω . Due to Remark 2.33 one can evaluate the Jensen averages in (2.35) with respect to E as in Lemma 2.35 and Corollary 2.36, provided z = e(x) ∈ D(z 0 , r 0 ) \ B N,ω is fixed. That leads to the following result:
for any e(x) ∈ D(e(x 0 ), r 0 ), where e − √ ℓ/4 < r 1 exp −ℓ δ r 0 . Then
for any e(x) ∈ D(e(x 0 ), r 0 ) \ B N,ω as above.
Localized eigenfunctions of the problem on a finite interval
In this section we apply the results of the previous sections to the study of the eigenfunctions of the Hamiltonian restricted to intervals on the integer lattice.
Proof. By Cramer's rule and the uniform upper bound of Proposition 2.11 as well as the rate of convergence estimate (2.24),
Therefore, (3.2) follows from condition (3.1). Estimate (3.3) follows from (3.2).
Any solution of the equation
obeys the relation
where ,b] is the linear operator defined by (3.5) for n ∈ [a, b] with zero boundary conditions. In particular, if ψ is a solution of equation (3.5), which satisfies a zero boundary condition at the left (right) edge, i.e.,
The following lemma states that after removal of certain rotation numbers ω and energies E, but uniformly in x ∈ T, only one choice of n ∈ [1, N ] can lead to a determinant f ℓ (x + nω, ω, E) with ℓ ≍ (log n) C which is not large. This relies on the elimination results, see (g) in Section 2, and is of crucial importance for all our work.
C 1 , with the following property: For any x ∈ T and any ω ∈ T c,a
A , but not for n = n 1 . However, in this case
Proof. Define Ω N = Ω ℓ1,ℓ2,t,H where the union runs over
with fixed H ≍ (log N ) C/100 . Here Ω ℓ1,ℓ2,t,H is as in Proposition 2.30. Similarly, for any ω ∈ T c,a \ Ω N set
where the second union is the same as before, and where E k,ω (H) are as in Remark 2.19. The measure and complexity estimates follow from Corollary 2.18. Now suppose (3.7) does not hold. Then log f ℓ1 e(x + n 1 ω), ω, E < ℓ 1 L(ω, E) − ℓ 1 for some 1 ≤ n 1 ≤ N and ℓ 1 ≍ (log N ) C . By Corollary 2.18 there exists z 1 with |z 1 − e(x + n 1 ω)| < e
for some ℓ 2 ≍ (log N ) C and |n 2 − n 1 | > exp (log log N ) A , then for some z 2 , and t = n 1 − n 2 f ℓ2 (z 2 e(tω), ω, E) = 0
C , which contradicts our choice of (ω, E), see Proposition 2.30. Thus (3.7) holds for all ℓ ≍ (log N ) C and 1 ≤ n ≤ N , |n − n 1 | > exp (log log N ) A , as claimed. This allows one to apply the avalanche principle at scale ℓ ≍ (log N )
Note that by Corollary 2.14, if (3.7) holds at x, then also for all z ∈ D e(x), e −ℓ . Thus,
for those z by the avalanche principle. Now suppose
for some large constant B. By our choice of E,
for some |z − e(x)| < exp −(log N ) B/2 . This contradicts (3.10) provided B is sufficiently large. Hence, (3.8) holds and (3.9) follows from a similar argument.
Remark 3.3. It follows from Corollary 2.14 that (3.7) is stable under perturbations of E by an amount < e −Cℓ . More precisely, if (3.7) holds for E, then
for any E ′ with |E ′ − E| < e −Cℓ . Inspection of the previous proof now shows that (3.8) and (3.9) are also stable under such perturbations.
The previous lemma yields the following finite volume version of Anderson localization. 
, where γ > 0 is a lower bound for the Lyapunov exponents.
Fix some ℓ ≍ (log N ) C and suppose that, with E = E (N ) j (x, ω), and
for all k, j ∈ Λ 0 . But this contradicts the maximality of ψ (N ) j (x, ω; n 1 ) due to (3.6). Hence (3.11) above fails, and we conclude from Lemma 3.2 that
A . Since (3.11) fails, we conclude that f Λ0 (z 0 , ω, E) = 0 for some z 0 with |z 0 − e(x)| < e −ℓ 1/4 . By self-adjointness of H Λ0 (x, ω, E) we obtain dist (E, spec (H Λ0 (x, ω))) < e −ℓ 1/4 , as claimed (the same arguments applies to the larger intervals Λ Q around n 0 ). ¿From (3.8) of the previous lemma with n = n 1 − Q/2 (if n 1 − Q/2 < 1, then proceed to the next case) one concludes that (3.12)
for all 1 ≤ k ≤ n 1 − Q. Finally, the same reasoning applies to
ω, E) via (3.9) of the previous lemma, and (ii) follows.
The following corollary deals with the stability of the localization statement of Proposition 3.4 with respect to the energy. As in previous stability results of this type in this paper, the most important issue is the relatively large size of the perturbation, i.e., exp(−(log N ) B ) instead of e −N , say.
, and ψ
, be as in the previous proposition.
Then for any
B with B sufficiently large, then
Finally, under the same assumptions one has (3.15)
Proof. For each j there exists a constant µ j (x, ω) so that
for all 1 ≤ n ≤ N (with the convention that f [1,0] = 1). A similar formula holds for
As in the previous proof, one obtains estimate (3.12) with
which implies (3.13) for E = E (N ) j (x, ω), and (3.14) follows by a similar argument for this E. Corollary 2.14 implies that
Minimal distance between the Dirichlet eigenvalues on a finite interval
In this section it will be convenient for us to work with the operators
Abusing our notation somewhat, we use the symbols E The following proposition states that the eigenvalues {E
are separated from each other by at least e −N δ provided ω ∈ Ω N and provided we delete those eigenvalues that fall into a bad set E N,ω of energies. We remind the reader that
where A 2 ≫ A 1 , and the same for Ω N , see Lemma 3.2.
Proposition 4.1. For any ω ∈ T c,a \ Ω N and all x one has for all j, k and any small δ > 0
(4.2)
Here we used that with some µ = const
for −N ≤ n ≤ N . We use the convention that
One can assume ν (N ) j (x, ω) ≥ 0 by symmetry. Using Corollary 2.14 and (3.15), we conclude that 5) provided N δ > exp (log log N ) A . Let us estimate the contributions of ν (N ) j (x, ω) + Q, N to the sum terms in the left-hand side of (4.5).
For both
(e(x), ω, E) due to the zero boundary condition at N + 1, i.e.,
Therefore,
k (x, ω). Finally, in view of (4.5) and (4.6),
, we obtain a contradiction from (4.7).
Remark 4.2. Later in this paper we will need to refer also to the proof of this proposition and not just to its statement. More precisely, we shall encounter two normalized eigenfunctions ψ ± of the Dirichlet problem
where ψ ± are exponentially decaying outside of some "window"
Furthermore, we know (and need) that
f k (ze(sω), ω, E) = 0 for any z ∈ D(e(x 0 ), r 0 ), E ∈ D(E 0 , r 0 ) with r 0 = exp(−(log ℓ) A ) and |E 0 − E ± | < r 0 /2, k ≍ ℓ, s ∈ [1, N ′ ] ∪ [N ′′ , N ] where Cℓ < N ′ < N ′′ < N − Cℓ, N ′′ − N ′ < N ε .
Under these assumptions, it follows from the proof of the previous proposition that
provided that δ > ε and N is sufficiently large.
Note that here we do not need to remove energies. Indeed, the removal of the energies is only needed to ensure the existence of the window of localization, whereas in this remark we are dealing with functions ψ
± that already have this structure. Also, note that in the proof of Proposition 4.1 the window has size exp((log log N ) C ). However, this only entered into the proof via the estimate exp((log log N ) C ) < N ε . Furthermore, we remark that under the conditions on f k stated in the previous paragraph the proof of Proposition 3.4 assures that ψ ± decay exponentially outside of the window Λ. In fact, one has the bound
By the well-known Rellich theorem, the eigenvalues E (N ) j (x, ω) of the Dirichlet problem on [−N, N ] are analytic functions of x and can therefore be extended analytically to a complex neighborhood of T. Moreover, by simplicity of the eigenvalues of the Dirichlet problem, the graphs of these functions of x do not cross. Proposition 4.1 makes this non-crossing quantitative, up to certain sections of the graphs where we loose control. These are the portions of the graph that intersect horizontal strips corresponding to those energies in E N,ω . The quantitative control provided by (4.1) allows us to give lower bounds on the radii of the disks to which the functions E 
it follows that f N (z, ω 0 , E) = 0 for any |z − x 0 | ≪ r 1 , r 1 /2 < |E − E 0 | < 3 4 r 1 . The representation (4.8) is now obtained by the same arguments that lead to the Weierstrass preparation theorem, see Theorem 2.25.
As an application of Proposition 3.4 combined with Proposition 4.1 we now illustrate how to relate the localized eigenfunctions of consecutive scales. Indeed, by Proposition 3.4 any eigenfunction ψ
of some set E N,ω . Due to this fact and the separation of eigenvalues, the restriction of ψ
In particular, it is exponentially localized around some
Lemma 4.4. Using the notations of Proposition 4.1 assume that
C1 , C 1 ≫ C, and with Q = exp (log log N )
ω). Moreover, the corresponding normalized eigenfunctions
due to Proposition 4.1. Hence, there exists
Moreover, due to assumptions on E
δ for any k = j ′ . Then (4.10)-(4.12) combined imply (4.9) (expand in the orthonormal basis {ψ
, then (4.10)-(4.12) are valid with ν
Next, we iterate the construction of the previous lemma to obtain the following.
with A 4 ≪ A 3 such that for any x ∈ T and any
ω , the corresponding eigenfunction
has the following property: there exists an integer
such that
where Q = exp log log m (1) A and γ ′ = cγ > 0.
Proof. The proof goes by induction over t = 1, 2, . . . . For t = 1, the assertion is valid due to Proposition 3.4.
So, assume that it is valid for
ω ,x ∈ T. Let E, ψ be as in the statement.
By the previous lemma there exist an interval
Applying now the inductive assumption to H m (t−1) (x + aω, ω) one obtains the assertion.
The arguments used in Lemma 4.4, based on combination of Propositions 3.4 and 4.1 enable one to define the "translations" of the eigenfunctions ψ 
is the same as in Proposition 3.4. Then for
Proof. Note that (4.20)
. Moreover, due to our assumptions on E .20)-(4.21) combined imply (4.14). Relations (4.16), (4.17) follow from (4.14). The estimate (4.19) follows from (4.21) and (4.22) via the spectral theorem for Hermitian matrices. Finally, (4.15) follows from the well-known formula
and the preceding estimates.
Mobility of eigenvalues and the separation of zeros of f N in z
In this section, we will use the separation of the eigenvalues from Section 4 to obtain lower bounds on the derivatives of the Rellich functions off some small bad set of phases. In particular, this will use Corollary 4.3.
Lemma 5.1. Let ϕ(z) be analytic in some disk D(0, r), r > 0. Then
By the general change of variables formula, see Theorem 3.2.3 in [Fed] ,
where ϕ(x + iy) = u(x, y) + iv(x, y). On the other hand,
The following lemma will allow us to transform the separation of the eigenvalues into a lower bound on the derivative of the Rellich functions. The logic behind Lemma 5.2 is as follows: Let b 0 be as in (i). By Lemma 5.1, the measure of those w which satisfy w = b 0 (z) with b ′ 0 (z) small, is small. However, we also require a bound on the complexity of this set of w which is only logarithmic in r 0 and r 1 . This is where property (ii) comes into play, and the complexity will be proportional to a power of the degree k as well as to log[(r 0 r 1 )
−1 ].
Lemma 5.2. Let f (z, w) be an analytic function defined in D(0, 1) × D(0, 1). Assume that one has the following representations: (ii) f (z, w) = P (z, w)θ(z, w), for any z ∈ D(0, r 0 ), w ∈ D(0, r 1 ) where such that for any w ∈ D(0, r 1 /2) \ S H and z ∈ D(0, r 0 ) for which w = b 0 (z) one has
Moreover, for those w the distance between any two zeros of P (·, w) exceeds e −H .
Proof. Assume that k ≥ 2 and set ψ(w) = disc P (·, w). If k = 1, then skip to (5.7). Then ψ(w) is analytic in D(0, r 1 ). Assume that |ψ(w)| < τ for some τ > 0, w ∈ D(0, r 1 ). Recall that due to the basic property of the discriminant for any w
where ζ i (w), i = 1, 2, . . . , k are the zeros of P (·, w).
. 
by the separation of the zeros (5.6). By our assumption on the zeros of P (z, w),
Then due to the Weierstrass preparation theorem, see Theorem 2.25, 
as claimed.
are the same as in Proposition 4.1. Then for any x ∈ T one has
Here E (N ) j (x, ω) stand for the eigenvalues of H N (x, ω) as usual.
Now assume that there is
j0 (x 0 , ω 0 ), r 0 ), r 0 = exp(−N δ1 ) with δ 1 ≫ δ, and the analytic functions b 0 (z), χ(z, E) satisfy the properties stated in Lemma 5.2. On the other hand, due to the Weierstrass preparation theorem in the z-variable, see Proposition 2.26,
26. Thus, all conditions needed to apply Lemma 5.2 are valid for f N (z, ω 0 , E). So, using the notations of the previous two paragraphs we obtain the following Corollary 5.3. There exist constants δ 1 ≪ δ 2 ≪ 1 with the following properties:
Moreover, for any E ∈ D(E 1 , r 1 )\E ′ N,ω0,x0,j0 the distance between any two zeros of the polynomial P N (·, ω 0 , E) which fall into the disk D(x 0 , r 1 ) exceeds exp(−N 2δ2 ).
As usual, we can go from an exceptional set in the energies to one in the phases x by means of the Wegner-type bound of Lemma 2.17. (H N (x, ω 0 ) ). Due to Lemma 2.17 there exists B ′ N,ω0 ⊂ (x 0 − r 1 , x 0 + r 1 ) with the stated measure and complexity bounds such that for any x ∈ (x 0 − r 1 ,
is the same as in Corollary 5.3. With ω 0 ∈ T c,a \ Ω N fixed as above, we take the union of the sets E ′ N,ω0,x0,j0 in x 0 , j 0 with x 0 ∈ T running over an appropriate net, to conclude the following assertions
such that for each function E j (x, ω 0 ) and any x one has To simplify the notations we will suppress the double prime in E ′′ N,ω when referring to Corollary 5.5.
Segments of Rellich's parametrization of the Dirichlet eigenvalues and their translations
Given N , let Ω N and E N,ω stand for the sets defined in Corollary 5.5. Fix some ω ∈ T c,a \ Ω N . Let
. . , 2N + 1 be the Dirichlet eigenvalues on [−N, N ] parameterized by x ∈ T; here we suppressed ω from the notations just for convenience. Due to Corollary 5.5 the following assertion is valid:
Then there exist x,x such that:
Here 0 < σ ≪ 1 is an arbitrary small but fixed parameter, and N > N 0 (σ). x) ), we call it positive-slope (resp. negative-slope) segment. see (6.4) , and N > N 0 (δ, σ).
Definition 6.2. If conditions (6.1), (6.2) of Lemma 6.1 hold, then we call
E (N ) j (x), x,x an I-segment of E (N ) j (x). If ∂ x E (N ) j > 0 (resp. ∂ x E (N ) j < 0), x ∈ (x,x), (resp. ∂ x E j < 0, x ∈ (x,Remark 6.3. Let E (N ) j (s) (x), x (s) ,x (s) , s = 1, 2, be I-segments. If x (1) = x (2) , then j (1) = j (2) and x (1) =x (2) , i.e.,
these segments coincide. The same conclusion is true in regards tox
(1) ,x (2) . Lemma 6.4. Let E (N ) j (s) , x (s) ,x (s) , s = 1, 2 be two different I-segments. Then x (1) − x (2) , x (1) −x (2) > exp −N δ provided 1 ≫ δ > σ > 0,
Proof. Due to the definition
Since E (N ) j (x) are continuous and one-periodic, one has
x is a positive-slope (respectively, negative slope) I-segment, then there is at least one negative-slope (respectively, positive-slope)
We now turn to the analysis of the translations of I-segments. One can define these translations with the use of Lemma 4.6. Let E (N ) j (x), x,x be an I-segment such that
Assume for instance that E (N ) j (x), x,x is a positive-slope segment and for some x ∈ (x,x) the eigenvalue E (N ) j (x) satisfies the conditions of Lemma 4.6, i.e., dist
Then, by Lemma 6.1, (x − x) < exp −N δ . By Section 3, we can assume that ν
for all x ∈ (x,x). Therefore Lemma 4.6 is valid for all x ∈ (x,x). Moreover,
for any x ∈ (x,x), and all k for which (6.6)
That leads to the following statement.
Lemma 6.6. let Ω N and E N,ω be the sets defined in Corollary 5.5. Fix some ω ∈ T c,a \ Ω N . Let E (N ) j (·, ω), x,x be an I-segment and pick anyx ∈ (min(x,x), max(x,x)). Assume that the following conditions are valid:
Then for each k as in (6.6) there exists a unique I-segment E
. Moreover,
for any x ∈ (min(x,x), max(x,x)).
Proof. The uniqueness of a segment satisfying (6.7) follows from Lemma 6.4. The only assertion which one has to prove is (6.7). Assume, for instance, that E (N ) j , x,x is a positive-slope I-segment. If
In a similar way one can validate (6.7) in each situation.
7. Double resonances and the formation of pre-gaps Definition 7.1. Fix small ε, σ 1 ∈ (0, 1) and large constants A, C. Let N > N 0 (ε, σ 1 , A, C) be large. One says that (x 0 , E 0 ) ∈ T × R 1 is a point of a double resonance for H N (·) if the following conditions are valid:
, which does not overlap with
We can draw the following conclusion from this definition. 
• ν ft j (·e(sj−1ω),ω,E0) (e(x 0 ), r) = 1 for any 0 < r ≤ r 0 and ν ft j (e(x+sj−1ω),ω,·) (E 0 , r 1 ) = 1 for any e(x) ∈ D(e(x 0 ), r 0 ). Here exp(− √ ℓ/4) < r 1 < exp(−(log ℓ) A )r 0 .
• ν fN (·,ω,E0) (e(x 0 ), r 0 ) = 2 and ν fN (e(x),ω,·) (E 0 , r 1 ) = 2 for any e(x) ∈ D(e(x 0 ), r 0 ). Proof. Clearly, one can choose ℓ 1 , . . . , ℓ n in (2.35) so that the first property holds. It follows from property (c) in Definition 7.1 that f k (ze((s + m)ω), ω, E) = 0 for any
and any |m| ≤ Cℓ. Therefore, we can apply Corollary 2.36 and Lemma 2.38 to verify that f tj (ze(s j−1 ω), ω, E) = 0 for any (z, E) ∈ D(e(x 0 ), r 0 ) × D(E 0 , r 0 ) and j = 1, 3, 5. It follows from property (a) of Definition 7.1 that e(x 0 ) is the only zero of f tj (·e(s mj ω), ω, E 0 ) in D(e(x 0 ), r 0 ) and that E 0 is the only zero of f tj (e(x 0 + s mj ω), ω, ·) in D(E 0 , r 0 ), j = 2, 4. That proves the third and fourth properties. The final claim follows by means of another application of Corollary 2.36 and Lemma 2.38.
In particular, we emphasize that
for any x ∈ (x 0 − ρ, x 0 + ρ), where ρ ≍ κ. By Rellich's theorem on analytic matrix functions there exist real analytic functions E ± (x) and analytic vector functions {ψ
for any x ∈ (x 0 − ρ, x 0 + ρ). Note that due to (b), (c), all the conditions needed for Proposition 4.1 on the separation of the eigenvalues are valid for H N (x, ω) and E = E + (x). More precisely, we are in the situation described in Remark 4.2. So, one has
One can assume for instance that
The goal is to show that as a matter of fact
The main additional assumption for that is as follows:
Combining (7.1), (7.4) and property (c) in the definition of a double resonance one obtains Lemma 7.4.
This lemma implies, in particular, that E ± (x) assumes its minimum (maximum) at some critical point
Assume now that
Consider first the case (7.8)
Recall that E ± (x) are the solutions of the equation f N e(x), E = 0, x ∈ (x 0 −ρ, x 0 +ρ), E ∈ E 0 −κ, E 0 +κ . Let f N e(x), E = P (x, E)g(x, E) be the factorization of f N e(x), E in the neighborhood of z 0 = x 0 , E 0 , defined in Theorem 2.25. Due to Lemma 7.2
Hence,
In particular, due to Cauchy inequalities and (7.8) (7.10) |x
In its turn (7.10) implies
in contradiction to (7.1). Assume now that
Then there exist x 1 < x − < x 2 such that
Note that due to (7.1), x 1 = x + , x 2 = x + . But that means that the equation
has three different roots x 1 , x 2 , x + , in contradiction to (7.9). Thus (7.7) is impossible and (7.2) is valid.
Proposition 7.5. Let (x 0 , E 0 ) be a point of a double resonance, i.e., conditions (a) -(c) are valid. Assume also that the eigenvalue
Then there exist real analytic functions E (±) (x) and analytic vector functions
Corollary 7.6. Set E ′ = min
Proof. By Theorem 2.25 for any E ∈ D(E 0 , κ), polynomial P (·, E) has two zeros z j = z j (E) = x j + iy j , z j ∈ D(z 0 , ). On the other hand, for any
Since H N (x) is self adjoint and H N (x) − H N (x + iy) < C(λ, V )|y|, one has also
In particular, f N e(x + iy), E = 0 for such
Due to Lemma 7.2 in the definition of the double resonance one can apply Proposition 3.4 (or more precisely, Remark 4.2) to the eigenfunctions ψ ± (x, n). That implies the following estimate.
Lemma 7.7. Using the notations of Proposition 7.5 one has
Let (x 0 , E 0 ) be a regular double resonant point. Conditions (b), (c), (e) combined with the previous lemma and Lemma 4.6 imply the following assertion.
Proposition 7.9. Let (x 0 , E 0 ) be a regular double resonant point for H N (·). Let E ± (x) be the eigenvalues and ψ ± (x, n), n ∈ [1, N ] be the corresponding eigenfunctions defined in Proposition 7.5. Then for each
2 ) /2, and any x ∈ (x 0 − ρ, x 0 + ρ) there exist exactly two eigenvalues
Now one can follow the exact same arguments as in Corollary 7.6 to validate the following
, where E ± (x) stand for the eigenvalues defined in Proposition 7.5. Then for any
. Finally, we arrive at the following main conclusion of this section.
Proposition 7.11. Let (x 0 , E 0 ) be a regular double resonance point. Then there exists an interval
Definition 7.12. If (7.12) is valid we say that A very important feature of pre-gaps is that they are sustainable when the scale N grows. That is due to Lemma 2.23. We will return to this important issue in Section 9. But first, we discuss the crucial topic of eliminating triple resonances, see Chan [Cha] .
Elimination of triple resonances
Given such x consider the case 0 < f (x, y 0 ) < h 0 µ. Since c ≤ y 0 − h 0 < d, we infer that
Hence, there exists a unique y = φ 0 (x) ∈ (y 0 −h 0 , y 0 ) such that f (x, φ 0 (x)) = 0. If instead −h 0 µ < f (x, y 0 ) ≤ 0 then there exists a unique y = φ 0 (x) ∈ (y 0 , y 0 + h 0 ) such that f (x, φ 0 (x)) = 0. It follows from the implicit function theorem and the chain rule that |∂ x φ 0 (x)| ≤ Kµ −1 .
Lemma 8.2. Using the notations of the previous lemma, assume that |f (x 1 , y 1 )| < ε for some (x 1 , y 1 ) ∈ R and 0 < ε ≤ h 1 µ where h 1 = min(y 1 − c, d − y 1 )/2 and µ is as in (8.1). Then
(2) For any x ∈ J 1 and any
Proof. Assume for instance that 0 ≤ f (x 1 , y 1 ) < ε. Since c ≤ y 1 − h 1 < d, we conclude that f (x 1 , y 1 − h 1 ) < ε − µh 1 ≤ 0. Hence, there exists a uniqueỹ 1 ∈ (y 1 − h 1 , y 1 ] such that f (x 1 ,ỹ 1 ) = 0. By Lemma 8.1 applied to this point there exists a C 1 -function φ 1 (x) defined on the interval J 2 := (
We can now combine these local lemmas with an obvious covering procedure to obtain the following global statement.
is covered by the union of the following sets
and therefore also
Summing this inequality over j yields the statement of the lemma.
and ε < δµ 1 , there exist intervals
, and C 2 functions ψ i,j (y), y ∈ (ξ i,j , ξ i,j ) such that the following conditions are valid:
Proof. We apply Proposition 8.3 to the function f (x, y) and h 1 = δ 
where κ 1 = h 1 µ 1 K −1 ≤ 1 and
is defined, and moreover
Note that if y ∈ (ξ i,j , ξ i,j ) and |y −φ i (x)| < εµ −1 for some x ∈ (x i −κ 1 , x i +κ 1 ), then |x−ψ i,j (y)| ≤ εδ −1 µ −1 .
In other words, in view of Proposition 8. where 0 < δ < τ 2 , and τ, K, µ 1 are as in the previous proposition. Given ε < δ 7 µ 1 T −1 , T = 1 + max x,y |∂ x g(x, y)|, there exist intervals (ζ j , ζ j ) ⊂ (c, d),
(2) the intervals (ζ j , ζ j ) only depend on the function f (3) j 0 , k 0 ≤ δ −3
(4) for any
and any x ∈ (a, b) at least one of the inequalities |f (x, y)| < ε, |g(x, y)| < ε fails.
Proof. Let (ξ i,j , ξ i,j ), ψ i,j be defined as in Proposition 8.6. Note that ∂ y g(ψ i,j (y), y) ≥ ∂ y g − |∂ y ψ i,j ||∂ x g|
for any y ∈ (ξ i,j , ξ i,j ). Hence, there exists (η i,j , η i,j ) ⊂ (ξ i,j , ξ i,j ) such that (8.2) η i,j − η i,j ≤ 4εδ −1 µ −1 1 T and |g(ψ i,j (y), y)| > 2εδ −1 µ 1 T for any y ∈ (ξ i,j , ξ i,j ) \ (η i,j , η i,j ). On the other hand, if |f (x, y)| < ε and y ∈ (ξ i,j , ξ i,j ), then |x − ψ i,j (y)| ≤ εδ −1 µ 1 . Hence, |g(x, y)| ≥ |g(ψ i,j (y), y)| − T εδ −1 µ 1 > T εδ −1 µ 1 > ε provided y ∈ (ξ i,j , ξ i,j ) \ (η i,j , η i,j ). The set
is the union of intervals (ζ j , ζ j ), whereas the intervals (η k , η k ) are merely a renumeration of the intervals (η i,j , η i,j ). The estimates stated in the theorem now follow from Proposition 8.6 and by summing (8.2) over i, j.
Let E i (x, ω) be C 2 functions (x, ω) ∈ R i = (x i − τ, x i + τ ) × (ω i − τ, ω i + τ ) ⊂ [0, 1] × [0, 1], i = 1, 2, 3, 0 < τ ≪ 1. Set t = 8[τ −1 ]. Let m i , k i , n i , i = 2, 3 be integers such that 0 < m i < n i , 0 < k i < t, i = 2, 3, and m 2 n 2 + k 2 tn 2 < ω 1 , ω 2 < m 2 n 2 + k 2 + 1 tn 2 < m 2 + 1 n 2 m 2 n 2 + k 2 tn 2 < m 3 m 3 < m 3 n 3 + k 3 tn 3 < ω 3 < m 3 n 3 + k 3 + 1 tn 3 < m 2 n 2 + k 2 + 1 tn 2 k 2 t < x 2 − x 2 < k 2 + 1 t , k 3 t < x 3 − x 1 < k 3 + 1 t Then f (x, ω) = E 2 (x + {n 2 ω}, ω) − E 1 (x, ω), x ∈ (x 1 − τ , x 1 + τ ), ω ∈ (ω 2 − τ 2 , ω 2 + τ 2 )
g(x, ω) = E 3 (x + {n 3 ω}, ω) − E 1 (x, ω), x ∈ (x 1 − τ , x 1 + τ ), ω ∈ (ω 3 − τ 3 , ω 3 + τ 3 )
where τ = t −1 , τ i = t −1 n −1 i , i = 2, 3 are well-defined and C 2 smooth. Applying Theorem 8.7 with δ = (log ε −1 ) −A yields the following:
Lemma 8.8. Assume that µ = min . Then there exist intervals (ζ j , ζ j ) ⊂ (m 2 /n 2 , (m 2 + 1)/n 2 ), (η k , η k ) ⊂ (m 3 /n 3 , (m 3 + 1)/n 3 ), 1 ≤ j ≤ j 0 , 1 ≤ k ≤ k 0 such that
• the intervals (ζ j , ζ j ) do not depend on n 3
• j 0 , k 0 ≤ ε − 3 8
• for any
the system |E 2 (x + n 2 ω, ω) − E 1 (x, ω)| < ε, |E 3 (x + n 3 ω, ω) − E 1 (x, ω)| < ε has no solution with x ∈ (x 1 − τ , x 1 + τ ).
Note that since the intervals (ζ j , ζ j ) do not depend on n 3 in the previous lemma, one can sum there over n 3 in the interval (log ε −1 ) 4A < n 3 < ε −1/16 , and then over n 2 in the interval (log ε −1 ) A/16 < n 2 < (log ε −1 ) 2A . That leads to the following main result of this section. there exist intervals (θ j , θ j ) with 1 ≤ j ≤ j so that
• j ≤ ε − 1 8
• for any (log ε −1 ) A 16 < n 2 < (log ε −1 ) 2A , (log ε −1 ) 4A < n 3 < ε −1/16 , ω ∈ j (θ j , θ j ) the following system |E 2 (x + n 2 ω, ω) − E 1 (x, ω)| < ε, |E 3 (x + n 3 ω, ω) − E 1 (x, ω)| < ε has no solution.
9.
Existence of resonances and a proof of Theorem 1.1
To locate double resonances we will use positive-slope and negative slope segments E (N ) j (x), x,x as it was explained in the introduction.
Lemma 9.1. Let E (N ) j1 (x), x 1 ,x 1 and E (N) j2 (x), x 2 ,x 2 be a positive-slope and a negative-slope I-segment, respectively, where I = E, E , with E − E > exp −N δ . Then there exists an integer m ∈ 1, exp 2N δ , and x 0 ∈ (x 1 ,x 1 ) such that
j2 (x 0 + mω) . Here 0 < δ ≪ 1 is arbitrary but fixed and N > N 0 (δ).
Proof. Assume for instance, x 1 < x 2 . Then necessarily alsox 1 <x 2 . Let y 1 =x 2 −x 1 and y 2 = x 2 − x 1 . The function
satisfies h(E) = y 1 , h(E) = y 2 It follows that y 1 < y 2 − C −1 (E − E) < y 2 − exp(−2N δ )
Hence, by the Diophantine nature of ω, there exists m ≤ exp 2N δ so that {mω} ∈ (y 1 , y 2 ). Consequently, there is a unique E ′ ∈ (E, E) so that h(E ′ ) = {mω}. Set x 0 := E where A ≫ 1 is some constant, and for any ω ∈ T N ∪ Ω N the system of inequalities |E j(s2,k) (x + n 2 ω, ω) − E j(s1,k) (x, ω)| < ε N , |E j(s3,k) (x + n 3 ω, ω) − E j(s1,k) (x, ω)| < ε N has no solution with x ∈ (min(x j(s1,k) ,x j(s1,k) ), max(x j(s1,k) ,x j(s1,k) )) for any k, s 1 , s 2 , s 3 . Finally condition (e) of the Definition 7.1 is clearly valid. Thus (x 0 , E 0 ) is a regular double resonance point for H N (·). Therefore the assertion follows from Proposition 7.11.
Let N (t) be arbitrary integers such that
k (s) be the intervals defined before Lemma 9.2, with s = 1, 2, . . .. Assume that
sp H N (s−1) (x, ω) = ∅ for all s 1 ≤ s ≤ s 1 + r where r is a positive integer.
• I The proof of Theorem 1.1 follows from Lemmas 9.2, 9.3.
