Dynamic models of biochemical networks are often formulated as sets of non-linear ordinary differential equations, whose states are the concentrations or abundances of the network components. They typically have a large number of kinetic parameters, which must be determined by calibrating the model with experimental data. In recent years it has been suggested that dynamic systems biology models are universally sloppy, meaning that the values of some parameters can be perturbed by several orders of magnitude without causing significant changes in the model output. This observation has prompted calls for focusing on model predictions rather than on parameters. In this work we examine the concept of sloppiness, investigating its links with the long-established notions of structural and practical identifiability. By analysing a set of case studies we show that sloppiness is not equivalent to lack of identifiability, and that sloppy models can be identifiable. Thus, using sloppiness to draw conclusions about the possibility of estimating parameter values can be misleading. Instead, structural and practical identifiability analyses are better tools for assessing the confidence in parameter estimates. Furthermore, we show that, when designing new experiments to decrease parametric uncertainty, designs that optimize practical identifiability criteria are more informative than those that minimize sloppiness.
Introduction
Dynamic models of cellular processes describe the interactions among molecular entitiesfor example, proteins, transcripts or regulatory sites -that determine cellular behaviour. Such models typically consist of non-linear ordinary differential equations, whose state variables represent the concentrations of the network components and whose parameters characterize the reaction kinetics. Unfortunately, in most cases the parameter values are unknown, or only rough estimates are available. It is therefore necessary to calibrate the model using time-series experimental data [28] . The task of estimating the parameter values is an optimization problem, whose objective is to minimize a cost function that quantifies the differences between model predictions and experimental data. In dynamic models of biochemical systems this problem is typically characterized by limited observability, large number of parameters, and scarce, poor quality data [7] . As a consequence, its solution is in general challenging and computationally expensive, even 1 To whom correspondence should be addressed. Email: ebalsa@iim.csic.es with efficient optimization methods. In addition, data limitations often lead to great uncertainty in the parameter estimates [47, 48] .
During the last decade, several works [52, 22, 23, 44, 45, 46, 34] have introduced and elaborated the concept of sloppiness. The parameters of a dynamic model can be divided into stiff (those that can be determined with great certainty) and sloppy (those that can vary by orders of magnitude without influencing significantly the model output), although it is difficult to establish a clear cut-off between both categories. The sloppiness of a model is quantified from the distribution of the eigenvalues of its Fisher information matrix; a separation of more than 3 orders of magnitude in the eigenvalues qualifies a model as sloppy.
It has been claimed that dynamic systems biology models are universally sloppy [23] , and therefore it is not possible to obtain accurate estimates of their parameters. This idea has been cited in many publications and, unfortunately, has sometimes led to misinterpretations. Since parameter estimation is often an arduous task in practice, it is tempting to use the notion of sloppiness to argue that it is not necessary nor possible to uniquely determine the parameter values, thus justifying that no further efforts are invested to it (see for example [39, 16, 31, 51, 19] ). The suggestion that sloppiness is a universal -or, more precisely, ubiquitous -property of systems biology models has spurred a debate: should modellers desist from trying to estimate precise values for the parameters and, instead, focus on characterizing model predictions? Exploring this direction, Cedersund and coworkers [13, 11, 12] coined the term "core predictions" to denote specific model outcomes that can be uniquely determined, even if parameter values cannot. The parameter regions complying with core predictions can be found using optimization, at least for models of moderate size [11] .
In [43] the origin of sloppiness was traced back to the structure of the sensitivity matrix, which contains the sensitivities of the model outputs with respect to the parameters. Experimental design was proposed as a way of reducing sloppiness, concluding that the intensity of the effect is highly dependent on the available data, thus challenging the universality of the property. The importance of the role played by experimental design in this task had been stressed e.g. in [2, 32] . Finally, it is worth mentioning that sloppiness has sometimes been considered as an indication of biological robustness [21, 30] .
In this work we aim at clarifying the application and implications of sloppiness, to avoid certain misconceptions. We study the role played by model parameters using the well established framework of identifiability, which has a long history of application in dynamical systems [50] , including biological models. Indeed, while the study of parameter identifiability has been present in the systems and control literature for decades, many methodological advances in the field have been motivated by biological applications, starting in the 1970s and 1980s [8, 37, 20, 27] and continuing until the present day [49] . Identifiability-based concepts are rigorously defined and well understood, and they can be analysed with a large number of techniques. Hence it is of interest to clarify the connection between sloppiness and (lack of) identifiability [41, 19, 38] , which, despite recent developments, is still incompletely understood. Here we study the relationship between sloppiness and identifiability from both structural and practical points of view. Using a set of case studies, we inquire to which extent is sloppiness determined by the model structure, and how it is influenced by the quantity and quality of experimental data. Then we explore optimal experiment design alternatives that reduce sloppiness and improve identifiability, and clarify the connections between both concepts. We conclude that identifiability analysis can be more insightful than sloppiness for characterizing the mapping between parameters and outputs. 
Methods
We consider general nonlinear models of the form:
where x = (x 1 , ..., x n x ) ∈ R n x is the state vector, u = (u 1 , ..., u n u ) ∈ R n u a n u −dimensional input (control) vector, and y = (y 1 , ..., y n y ) ∈ R n y is the n y −dimensional output (experimentally observed quantities). The vector of unknown parameters is denoted by p = (p 1 , ..., p n p ) ∈ P, and is assumed to belong to an open and connected subset of R n p . The entries of f, g = (g 1 , ..., g n u ) and h are analytic functions of their arguments. These functions and the initial conditions may depend on the parameter vector p ∈ P.
Note that the model in Eqns. (1) is composed of two different elements: (i) a set of ordinary differential equations (ODEs), describing the system dynamics and (ii) the observation function, which relates states (typically concentrations or amounts) and measurements. In this work we consider that the mathematical structure of the system dynamics (f, g) can by no means be modified, whereas the mathematical structure of the observation function (h) may eventually be modified by the experimental scheme (which, in fact, leads to a different model).
Parameter estimation
The above representation (1) is a sufficiently accurate mathematical description of the real system, i.e. the only uncertainty is represented by the vector of unknown parameters. This means that, in principle, there is a unique "true" value of the parameters, denoted by p
, which allows the model to reproduce a given data set and to predict the system behaviour. This vector p * is computed by means of data fitting, i.e. by solving an optimization problem devoted to minimizing the log-likelihood function, which for Gaussian experimental noise reads:
where n e is the number of experiments, n y the number of observables for each experiment, and n s the number of sampling times; y e,o,s (p, t s ) denotes the output of the model (1) for the sampling time t s under the experimental conditions e;ỹ e,o,s is the corresponding experimental data; and σ 2 e,o,s is the variance of the measurement noise.
Structural identifiability
Structural identifiability analysis studies the possibility of finding a unique solution to the parameter estimation problem, assuming perfect experimental data (i.e. noise-free and continuous in time) [50] . A parameter p i , i = 1, ..., n p is structurally globally (or uniquely) identifiable if for almost any p * ∈ P, Σ(p) = Σ(p * ) ⇒ p i = p * i , whereas a parameter p i , i = 1, ..., n p is structurally locally identifiable if for almost any p * ∈ P there exists a neighbourhood V(p * ) such that p ∈ V(p * ) and Σ(p) = Σ(p * ) ⇒ p i = p * i . In some cases, an unidentifiable parameter may be made identifiable by including more measured outputs in the observation function, h. This modification leads to a new model with a different structure. In other cases, however, the model may be structurally unidentifiable even if all states are accessible to the experimentation, i.e. y = x. In this case it will not be possible to avoid the lack of identifiability. 3 Recent reviews [35, 18] compare alternative methods to perform global structural identifiability analysis for nonlinear models; additionally, state of the art local methods are described in [15, 49] . In this work we adopt the MATLAB based GenSSI toolbox [17] , which combines the generating series approach with identifiability tableaus. The underlying idea of the generating series approach is that the observables y can be expanded in series with respect to time and inputs around a given time point (t 0 ), and that the uniqueness of the series coefficients guarantees the structural identifiability of the model. The series coefficients are computed by means of successive Lie derivative of h along the vector fields f and g. The identifiability tableaus correspond to the Jacobian of the Lie derivatives with respect to the model parameters, and help to decide on global or local structural identifiability of the model [5] .
Sloppiness
Parameter sloppiness can be quantified by means of the eigenvalues of the Hessian of the loglikelihood function (Eqn. 2) as evaluated in the optimal value of the parameters p * . The Fisher information matrix (F ) can be used as an approximation of the Hessian:
In [23] Gutenkunst et al. suggest using the following normalized version of F to assess sloppiness:
where n d is the total amount of data, and logarithms of the parameters are used to avoid scaling issues due to different orders of magnitude of the parameters. The largest eigenvalues correspond to "stiff" parameters and the smallest to "sloppy" parameters [10] . Models are said to be sloppy when the maximum eigenvalue (λ max ) is orders of magnitude larger than the minimum eigenvalue (λ min ). Even if there is no clear cut-off between sloppy and stiff parameters, from previous works [53, 23] it can be considered that a model is sloppy if C F = λ min λ max
10
−3 . Sloppiness is a local property that depends on the parameter vector of reference, p * . A generalization called multiscale sloppiness, which accounts for non-infinitesimal deviations from p * , has been proposed recently [38] .
Practical identifiability
Practical identifiability analysis assesses the quality of parameter estimates. Several methods are available for this purpose. Confidence intervals can be robustly calculated using Monte-Carlo based approaches such as bootstrap [29] , which performs many calibrations after generating pseudo-measurements. Likewise, the profile likelihood method involves re-optimization with respect to all parameters for each value of a given parameter [40] . These methods provide robust estimations of the confidence intervals, although the associated computational cost complicates their application to large scale models. Alternatively, the confidence interval (ρ i ) of θ * i may be obtained through the covariance matrix. Assuming a normal distribution for the parameters, the confidence interval can be calculated as:
where t γ α/2 is given by Students t-distribution, γ = N d − η degrees of freedom and (1 − α)100% is the confidence interval selected, typically 95%.
For non-linear models there is no exact way of obtaining C. The most widely used approximation is possibly the one based on the Crammèr-Rao inequality. It establishes that the inverse of the Fisher information matrix is a lower bound of the covariance matrix (under certain assumptions on the number of data and the non-linearity of the model): C ≥ F −1 . From the covariance matrix it is possible to compute the correlation matrix:
in such a way that two parameters (p i , p j ) are completely uncorrelated if Cr i j = 0 or completely correlated if Cr i j = ±1. If a model is structurally non identifiable, the Fisher information matrix, F (Eqn. 3) and its modified version (Eqn. 4) should be theoretically singular for any parameter values. Note, however, that numerical inaccuracies when solving the model (Eq. 1) and computing the parametric sensitivities may lead to a non-singular F , even for a structurally identifiable model. Note also that the fact that both matrices are singular does not imply that the model is structurally unidentifiable.
Role of the experimental error
In order to analyse the role of the amount of experimental noise, we generate a significant number (200) of realizations of noisy pseudo-experimental data. We do it by adding noise to the output of the models, considering a Gaussian distribution with known time-varying variance: y e,o,s = y e,o,s + e,o,s , with e,o,s = σ × randC e,o,s × max(y e,o )
where e,o,s are normally distributed independent random variables with standard deviation σ × max(y e,o ), and randC e,o,s is a random number drawn from the standard normal distribution N(0, 1) defined for every experiment, observable and sampling time. We consider three scenarios: σ = 0.05, σ = 0.1, and σ = 0.2, and solve the subsequent parameter estimation problem for each of the 200 pseudo-data realizations. Then we compute the sloppiness (C F ) and mean value of the confidence intervals (ρ) for each of the optimal solutions obtained.
Optimal experimental design
The quality of parameter estimates may be improved if more data is available in the calibration process. Experiments that maximize the information content of the newly added data can be found via optimal experimental design. The idea is to formulate a dynamic optimization problem where the objective is to find those experimental conditions (number of experiments, external inputs, number and location of sampling times, initial conditions, experiment duration, and possibly observables for each experiment) which result in maximum information content, as measured e.g. by F , subject to the system dynamics of Eqn. (1) and experimental constraints. The problem can be solved by a combination of the control vector parameterization (CVP) method and an optimizer that enables the simultaneous design of several dynamic experiments with optimal sampling times [4, 5] .
Several F -based criteria can be used for optimal experimental design. The most widely used are the D-optimum and E-optimum criteria, which correspond to the maximization of the determinant of F and the maximization of its minimum eigenvalue, respectively. Here we will also explore the minimization of the sloppiness, i.e. the minimization of C F . This type of design will be called S-optimum.
In this work we use the MATLAB toolbox AMIGO (Advanced Model Identification using Global optimization) [6] for the purposes of parameter estimation, sensitivity and practical identifiability analysis, and optimal experimental design.
Model reduction
Given a complex system, the model reduction problem consists in finding an approximation that generates a similar output with less computational cost, while maintaining the properties of the original system. Many model reduction techniques have been developed in control theory and related areas of engineering [1] . Most of them can be classified in two categories, Singular Value Decomposition (SVD) and moment matching. A popular example of the first type of methods is the balanced order reduction presented by Moore [36] , which uses principal component analysis (PCA), a tool introduced in 1933 [26] . It is possible to apply SVD to nonlinear systems by extending Proper Orthogonal Decomposition methods (POD) [54] .
The idea that a sloppy model is insensitive to parameter changes along sloppy directions, but highly sensitive along stiff combinations of parameters, has been exploited to propose reduced order modelling techniques [42, 3, 9] . The aim is to obtain a non-sloppy model that captures the relevant dynamics of the original model, but with a reduced number of states and parameters. Sloppy models in physics and biology show weak dependence of macroscopic observables on microscopic details, which allows effective descriptions with reduced dimensionality [33] .
Models
To perform the different analysis proposed in this work we have selected a collection of examples representative of biological systems and processes. They are of different sizes and include several types of non-linear terms, such as general mass action, Michaelis-Menten or Hill kinetics. All the selected models are sloppy.
Example 1: Fed-batch reactor for ethanol production
This model [25] describes ethanol production using the anaerobic fermentation of glucose with the help of Sacharomyces cerevisiae. The unsteady state material balances are as follows:
where x, S , P are the cell mass, substrate, and ethanol concentrations (g/L), u corresponds to glucose concentration (g/L), V is the volume (L), µ = µ 0 1+ P K P S K S +S is the specific growth rate, and = The system, that could describe a linear biochemical network, is represented by fourteen differential equations and sixteen parameters as follows:
where x i stands for the components concentrations. The initial conditions are assumed to be zero for all components but x 1 (0) = 2, and the nominal parameter values are: v m = 1.6, k m = 2.8,
All states can be measured.
Example 3: Six-gene regulatory network
This model, proposed in the DREAM6 parameter estimation challenge 2 , assumes linear kinetics for mRNA degradation and protein synthesis (translation) and degradation. The mRNA synthesis follows a Hill-type kinetics, unless for some cases where there is no regulatory input to a gene. The mathematical model reads:
where the p i are proteins and mr i mRNA concentrations, pdr is a protein degradation constant, mdr i corresponds to the mRNA degradation rate, the pst i are the corresponding promoter strengths, rs i the strengths of the ribosomal binding sites, k i the binding affinities, and h i the Hill coefficients. All mRNA degradation rate constants are assumed to be known and equal to 1. All other parameters are unknown. In this work we chose the following nominal values: pdr = 0.8,
At initial time all protein concentrations are set to 1, and mRNAs are set to 0. It is assumed that all protein and mRNA concentrations can be measured.
Results

The geometry of sloppiness
Before proceeding to analyse the models presented in Section 3 we illustrate the geometric implications of the definition of sloppiness, and how it relates to identifiability, using simple examples.
We begin by remarking that two equally sloppy experimental schemes may have very different identifiability properties. The reason is that it is possible to modify the confidence volume of the confidence hyper-ellipsoid without modifying the ratio between the maximum and the minimum semi-axis, i.e. the sloppiness. This fact can be trivially illustrated using a two dimensional example, as in Fig. 1 . The parameter values can be determined with higher confidence for the smaller ellipse, whereas sloppiness is the same in both cases. 8 Next we show that the experimental setup influences sloppiness and identifiability in different ways. To this end we use a simple dynamic model that can be analysed symbolically. Consider the following system, which could be a description of a linear biochemical network:
where x 1 and x 2 represent the concentrations of two reaction components, with initial conditions x 1 (0) = x 10 and x 2 (0) = 0. If we take a single measurement at time t of both states, the sloppiness can be computed symbolically and it can be shown (see Supplementary Information) that sloppiness depends on the values of the parameters and on the sampling time, but it is independent of the initial condition of the experiments. In contrast, practical identifiability depends also on the initial condition, because the eigenvalues of the Fisher information matrix -and hence the confidence on the parameters -are dependent on the system's state at the beginning of the experiment. Figure 2 illustrates this fact, showing that, if it is possible to increase the initial amount of x 1 in the system, the identifiability of both parameters improves -without altering the sloppiness. 15, 18, 22] , and for different initial conditions: the green ellipsis corresponds to x 1 (0) = 3, and the red one to x 1 (0) = 5. While sloppiness is the same in both cases, practical identifiability is affected by the initial condition. For the case x 1 (0) = 5, at least p 1 can be considered as identifiable, and the confidence level for p 2 is ≈ 60%, which can be reasonable in many cases.
Sloppiness versus structural identifiability
We analysed the structural identifiability of the three models presented in Section 3 using the GenSSI toolbox [17] , as outlined in Section 2.2. The three models are structurally identifiable, because they have full rank identifiability tableaus (see Figure 3) .
A tableau represents the non-zero elements of the Jacobian of the generating series coefficients with respect to the parameters. If the Jacobian is rank deficient, i.e. the tableau presents empty columns, the corresponding parameters may be non-identifiable. If the rank of the Jacobian equals the number of parameters, the model is at least locally identifiable. A unique non-zero element in a given row indicates a globally identifiable parameter. The tableau can 10 be "reduced" by removing such parameters, which may in turn lead to new unique non-zero elements, and so on. Figure 3 shows that examples 2 (biochemical pathway) and 3 (six-gene regulatory network) are globally structurally identifiable, while in example 1 (fed-batch reactor) all parameters are globally structurally identifiable except K P and K P , which are only locally structurally identifiable. As a consequence, it is in principle possible to identify all the parameters in these examples, provided that the appropriate datasets are used for parameter estimation.
To determine the quality that can be expected from the parameter estimates we use practical identifiability techniques, as explained next (Section 4.3).
vm km p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 pdr pst1 pst2 pst3 pst4 pst5 pst6 rst1 rst2 rst3 rst4 rst5 rst6 k1 h1 k2 h2 k3 h3 k4 h4 k5 h5 k6 h6 k7 h6 k8 h8 a) Example 1: fed-batch reactor b) Example 2: biochemical pathway c) Example 3: six-gene regulatory network Here we analyse the practical identifiability of this model for an experiment in which the reactor is fed with a constant amount of glucose u = 10 for t f = 24h. We assume that x, S , and P are measured and consider two possible scenarios: with 30 (Case 1a) or 60 (Case 1b) samples, which are equidistantly distributed throughout the experiment duration. The total number of data points is 90 in Case 1a and 180 in Case 1b.
Although the addition of sampling times reduces the sloppiness (from C F = 1 × 10 −9 to C F = 4.3 × 10 −7 , as shown in Figure 4 .a) and the confidence intervals (Figure 4 .b), the model is both sloppy and practically unidentifiable in both scenarios, specially for K s and K s . Several parameters (K p , K s , K s , and K p ) are strongly correlated, as shown in Figure 4 .c. Increasing the number of data points decreases correlation, although the effect is small; particularly, K s and K s are highly correlated in both cases. Figure 4 .d plots model predictions obtained by changing the value of K s while keeping all other parameters fixed to the optimum. Cell mass and substrate concentration are insensitive to changes in K s , whereas ethanol production is clearly affected at the end of the experiment. This result shows that the fact that a parameter is sloppy does not necessarily mean that model predictions will remain the same regardless of the parameter value. Note that, since K s and K s are highly correlated, the effect of changes in K s can be compensated by changing K s . Hence, if both parameters are simultaneously manipulated the predictions may remain unchanged. This case study provides a clear example of the differences between sloppiness and (practical) identifiability.
It should be also noted that only the last samples of ethanol provide information for estimating K s and K s . Therefore, it is expected that the accumulation of sampling times at the end of the experiment will improve identifiability. To assess this intuition we consider a third scenario (Case 1c) in which the data points are not equidistant. We obtain that, with 30 non equidistant sampling times, it is possible to reduce both sloppiness (C F = 1.3 × 10 −6 ) and confidence intervals for K s and K s , with respect to the use of 60 equidistant sampling times (Case 1b). This result stresses that the location of sampling times is sometimes more determining than their number, for the purpose of reducing sloppiness and improving identifiability. Thus, while the quantity of data is important, it may not be indispensable to have massive amounts of high-quality measurements, as has been suggested sometimes [14] .
Finally, we analyse the effect of experimental noise. We proceed as described in section 2.5 for the case with constant glucose feeding and 30 non equidistant sampling times (Case 1c). Figure 5 .a shows the distribution of C F values, while Figure 5 .b presents the distribution of the mean of the confidence intervals. Both sloppiness and confidence intervals depend on the amount of experimental noise; in general, the larger the variance, the greater the sloppiness and the confidence intervals. 
Relative confidence intervals (log scale) Figure 4 : Sloppiness vs practical identifiability for the example 1: ethanol production. a) Normalized eigenvalue spectra provide a measure of sloppiness. In the two scenarios the eigenvalues span between 7 and 9 orders of magnitude, indicating sloppiness in both cases. b) Normalized confidence intervals for the model parameters for both scenarios. c) Correlation matrices. d) Model predictions when modifying the value of K s between 0.5 and 2 times its optimal value, with all other parameters fixed to the optimum. Plots show that x and P are not sensitive to K s , and therefore those measurements are not providing information to estimate its value, at least for the selected constant feeding profile. 
Example 2: biochemical pathway
For this example we set the stimulus to u = 1 and the experiment duration to t f = 20. Since there are 16 unknown parameters, a reasonable number of data was selected to be 56. We consider three different ways of placing the total of 56 measurements: 2a), 2b), and 2c). In case 2a) we only measure the concentrations of the first and last components, 28 samples each. In case 2b) we measure half of the components, 8 samples each; from the more than 3000 different combinations we choose to measure (x 1 , x 2 , x 5 , x 7 , x 10 , x 13 and x 14 ) In case 2c) we measure all the components in the network, 4 samples each. In all cases, sampling times are selected to be equidistantly distributed. Figure 7 presents an overview of the results. The system is sloppy in all scenarios ( Figure  7 .a), with C F < 1 × 10 −5 . However, the distribution of eigenvalues and the values of C F change with the number of observables. The possibility of measuring all the components in the pathway significantly reduces the sloppiness of the system and improves the confidence on the parameter values (Figure 7 .b), even if the number of measurements per observable decreases (the total amount of data is the same in all cases). Note that this is a characteristic of linear pathways. Figure 7 .c shows the sensitivity of the observables with respect to the different parameters, showing that the sensitivity matrix is almost triangular, as expected (since the concentration of a component is not affected by the downstream subnetwork). Figure 7 .c also reveals (see yellow arrows) that it would have been necessary to measure x 3 , x 4 or x 6 , x 9 and x 12 to improve the identifiability of p 3 , p 4 , p 9 and p 12 . The addition of observables improves confidence (Figure 7 .b) and tends to decorrelate parameters (Figures 7.d) . Figure 6 shows the effect of the amount of experimental noise for the scenario 2c. As in the previous example, the value of C F is influenced by the amount of experimental noise, and all cases are regarded as sloppy. The mean value of the confidence intervals also increases with the experimental error, as expected. Relative confidence intervals (log scale) Relative confidence intervals (log scale) 
Example 3: six-gene regulatory network
In this case study, time courses of all mRNA concentrations may be obtained by microarray experiments, and protein concentrations can be measured by means of fluorescence microscope experiments. We consider an experiment in which all mRNA and protein concentrations are measured during 20 time units, with 21 equidistant sampling times (252 total data points), and experimental errors with σ = 0.20. Under these conditions, a sensitivity analysis reveals that it will be problematic to estimate several parameters, specially binding affinities and Hill coefficients (Figure 8.a) . Indeed, solving the parameter estimation problem for 200 different realizations of the experimental data yields large distributions of parameter values (Figure 8.b 
The role of optimal experimental design and sloppiness
The results presented in Section 4.3 have shown how the experimental setup influences sloppiness and practical identifiability. By appropriately choosing the number and location of the sampling times, the stimulation conditions, and (when possible) the measured outputs, it is possible to improve identifiability and reduce sloppiness. Note that, strictly speaking, the latter case (changing the observation function) involves redefining the model. Choosing the right experimental conditions is not easy, and may be counter intuitive. It is thus useful to apply optimal experimental design (OED) techniques, which automatically find the best experiment for a specific objective. The goal can be to improve identifiability, i.e. by minimizing the confidence intervals or the correlation among parameters, or, alternatively, to minimize sloppiness. Here we analyse the impact of experiment design, using Examples 2 and 3 from Section 3 as case studies. To this end we solve the associated D-optimum, E-optimum and S-optimum problems (see Section 2.6) under different experimental constraints and compare the results.
Example 2: biochemical pathway
For this example we assume that we have already performed the experiment labeled "Case 2b" in Section 4.3.2, that is, we have 8 measurements per each of the 7 observables (a total of 56 data points), obtained under sustained stimulation u = 1. We want to design a second experiment that complements the information provided by the first one. In this optimal experimental design task we consider the following degrees of freedom: the observed quantities with a maximum of 7, the stimulation conditions (0 ≤ u(t) ≤ 2), and the experiment durations (15 ≤ t f ≤ 25). Sampling times are assumed to be equidistant, and the total amount of data is again n e ×56. Table 1 . Optimal design of experiments for the biochemical pathway example. First column: total number of experiments used (n e , i.e. Case 2b plus the number of optimally designed experiments, and total amount of data (n d . Second column: criterion used for optimal experimental design. Third column: sloppiness. Fourth column: relative confidence intervals for all parameters. Underlined values correspond to the minimum and maximum relative confidence interval in each scenario.
Recall that for experiment Case 2b the sloppiness C F was in the order of 10 −10 . The addition of a single experiment reduces the sloppiness by 5 orders of magnitude, in all experimental designs. Further reductions are achieved by adding a second experiment. However, the addition of further experiments does not lead to a non-sloppy scenario. Although the model is sloppy for all experimental designs, the confidence intervals are substantially reduced for all the parameters (see Figure 9) , to the point that all of them can be considered practically identifiable. For example, with the E − opt experimental design the mean confidence interval isρ = 4.7% and the maximum is max(ρ i ) = 10.5%.
The final experimental designs with two designed experiments are shown in Figure 10 . D-opt and E-opt criteria result in qualitatively similar experiments. In both cases the optimum choice is to measure x 3 , x 4 , x 6 , x 8 , x 9 , x 11 , x 12 (as already expected from the sensitivity analysis, Figure  7 .c). The resulting feeding profiles are time-varying and complement the information obtained from experiment Case 2b, where there was a constant input u = 1; the new feeds are either clearly above or below 1. The S-opt design results in the measurement of x 1 , x 2 , x 3 , x 4 , x 9 , x 11 , x 12 in the first experiment and x 3 , x 4 , x 6 , x 8 , x 9 , x 11 , x 12 in the second. The feed is kept at low levels in both cases, even though the profiles lead to different dynamic behaviours of the system. 
Example 3: six-gene regulatory network
Following the instructions of the DREAM6 parameter estimation challenge, we assume that the following perturbations can be implemented:
• GD: Gene deletion to eliminate both mRNA and protein production for a specified gene.
• KD: mRNA knockdown using siRNA to achieve a 5-fold increase in mRNA degradation.
• RBA: Increase of RBS activity by 100% (i.e. double) to increase translation rate.
For every perturbation we can measure either all mRNA time courses, by means of microarray measurements (M), or time courses of protein abundance for a maximum of 2 proteins per experiment, by means of fluorescent protein fusion (P). Measuring mRNA provides 21 × 6 data, whereas measuring protein yields only 41 × 2 data per experiment. In addition, a gel-shift assay (GS) can be chosen to determine the binding affinity (Kd) and Hill coefficient (h) of any transcription factor. A maximum budget of 20 × C1, where C1 is a unit cost, is allowed for buying experiments. The cost of each type of experiment is as follows:
• GD: 2 × C1, KD: 1 × C1 and RBA: 1 × C1
The sequences of experiments obtained with the D-optimum, E-optimum and S-optimum design criteria are shown in Table 2 . The selected experiments vary significantly depending on the criteria. D-optimum design avoids gel shift assays, since those experiments reduce the dimension and thus the determinant of F . The tendency is to use all other types of experiments and to measure all states, when enough budget is available. E-optimum design exploits a combination of gel shift assays with mRNA knockdown and gen deletion. S-optimum design combines gene deletion and gel shift assays. 22.8% 80.5% Table 2 . Optimal design of experiments for the six-gene regulatory network. First column: criterion used for optimal experimental design. Second column: experiments. Third column: sloppiness. Fourth and fifth columns: mean and max relative confidence intervals, respectively.
Under the imposed constraints it was not possible to obtain a non-sloppy scenario. The best result in terms of identifiability was achieved with the E-optimum criterion; note that for this design the sloppiness is two orders of magnitude worse than for the S-optimum design. pdr  pst1  pst2  pst3  pst4  pst5  pst6  rst1  rst2  rst3  rst4  rst5  rst6  k1  h1  k2  h2  k3  h3  k4  h4  k5  h5  k6  h6  k7  h7  k8 Figure 11 : Relative confidence intervals in OED for the six-gene regulatory network example. The figures show the evolution of relative confidence intervals as new experiments are added using D-opt, E-opt and S-opt experimental designs. Shaded areas represent parameters measured by means of gel shift experiments, whose confidence intervals are 0%. Red triangles represent the best value achieved. Best overall result corresponds to the E-opt design, for which the confidence on the protein degradation rate is below 10%, for all promoter strengths and ribosomal binding sites strengths the relative confidence is around 10%, and for binding affinities and Hill coefficients it is below 60%.
S-opt
Discussion and conclusions
The present work was motivated by the claim that sloppiness is an inherent property of systems biology models [22, 23] . Intrigued by this statement, we started by assessing to what extent "inherent" might be equivalent to "structural". To this end we analysed the structural identifiability of several sloppy models with different characteristics of size and type of non-linearity. Results revealed that sloppiness is not equivalent to structural non-identifiability, since the models turned out to be structurally identifiable. This means that it is possible -at least in principle -to find unique values of sloppy parameters.
Since the origin of sloppiness is not -or at least not exclusively -related to the model structure (in fact, the dependence of sloppiness on data was already known [23] ), it should be rooted elsewhere. Therefore our next question was: given a sloppy but structurally identifiable model, is it possible to determine the values of its parameters with reasonable confidence, for a realistic amount of noisy experimental data? In other words: can sloppy models be practically identifiable in reality? Practical identifiability depends on the experimental conditions (such as number of experiments, number of observables, number and location of sampling times, initial state of the system, and stimulation conditions) and on the type and amount of measurement noise. It is not uncommon to find in the recent literature the assumption that sloppiness is equivalent to practical non-identifiability, which sometimes leads to the conclusion that, since systems biology models are universally sloppy, they are also practically unidentifiable and, therefore, parameter estimation is doomed to fail, see e.g. [19] . However, we have found that sloppiness is not equivalent to lack of practical identifiability, although they are related. We have provided examples of sloppy models for which the confidence intervals of the parameters are reasonable, and thus the model may be considered practically identifiable -using feasible, realistic experimental setups.
As we have seen, sloppiness is neither equivalent to lack of structural nor practical identifiability. Thus the fact that a model is sloppy does not necessarily mean that its parameters cannot be estimated: sloppiness analysis cannot replace structural or practical identifiability analysis. Hence it is always advisable to analyse practical identifiability, for example by means of a nonparametric bootstrap approach, before making a decision on whether the parameters of a model can or cannot be estimated.
It is known that the practical identifiability of a model can be improved by means of an adequate experimental design [2, 4, 41, 24] , and a similar procedure can be used to reduce sloppiness. Apgar and coworkers [2] analysed the evolution of sloppiness with the number of designed experiments, suggesting that sloppiness can decrease significantly following a careful experimental design. Later, in a reply to [2] , Chandra and coworkers [14] objected that (i) even after experimental design the model remains sloppy, and (ii) the amount of data required is too high. We compared experiments designed with the aim of minimizing sloppiness with conventional D-optimum and E-optimum designs, whose goal is to improve confidence intervals. We found that the distribution of relative confidence intervals depends on the optimization criterion, as expected, and so does sloppiness. We observed that designs which minimize sloppiness do not end up in the best compromise between mean and maximum expected confidence on the parameters. The additive nature of the Fisher information matrix implies that the addition of informative data will increase its determinant and thus reduce the mean confidence intervals. However, this reduction does not necessarily modify the ratio between the minimum and the maximum eigenvalue (C F ), which is what defines sloppiness. This can be easily seen from a geometric perspective, as shown in Section 4.1. Taking this into account, we suggest using E-optimum or D-optimum designs to improve parameter estimates, instead of minimizing sloppiness. Regarding experimental design, we also found that while the addition of new observables is very effective for reducing sloppiness, the amount of data is less critical than an adequate selection of sampling times.
The idea that a good fit to data is a guarantee for the validity of a model and, thus, for the validity of the corresponding predictions, although tempting, requires further analysis. Similarly, the idea that sloppy parameters can take almost any value without modifying model predictions also requires further analysis. We have seen here that this is not always the case, as shown e.g. in Figure 4 . Hence parameter estimation remains a fundamental step in the model building process, and we argue that, despite the associated difficulties, a properly performed model calibration is an effort worth making.
Sloppiness is not a consequence of biological robustness, but a mathematical property of a given model and the data used for its calibration. While sloppiness has been linked to robustness [21] , we argue that both concepts are only partially related. Robustness in biological behaviours with respect to different sources of noise can be associated with a certain insensitivity of models predictions to parameter values. However, whether this insensitivity is rooted in a lack of structural or practical identifiability makes a difference. We can distinguish three situations. The first one is lack of structural identifiability, in which case the model can be robust against parameter value modifications, but this has little or nothing to do with the biological robustness. The second situation is if a model is both structurally and practically identifiable, and sloppy. In this case the model may be robust to perturbations around the parameter values, and robustness can be assessed by the uncertainty associated with model predictions. Finally, if the model is sloppy but practically non-identifiable (or poorly identifiable), then the model (or, more precisely, some states in the model) may not be robust against parameter modifications. This situation would be, in principle, reverted if more informative experimental data becomes available.
The fact that sloppiness is not equivalent to structural nor practical identifiability (or to any other properties) indicates that it is not a redundant concept. This realization poses a new question: where exactly does the value of sloppiness reside? This point has so far been controversial. On the one hand, a number of researchers have expressed critical or sceptical views about the utility of the concept [2, 24, 43, 48] . On the other hand, it has been argued that sloppiness can not only explain why tools such as principal component analysis (PCA) and the LevenbergMarquardt algorithm are effective, but also that it is the phenomenon that enables biological evolution; and, ultimately, that sloppiness is the reason why science is possible and the universe is comprehensible [46] . While these are certainly impressive claims, in the present work we have investigated a more specific topic, namely the identification of biological models. It is in this context that we inquire: what does sloppiness exactly contribute in order to be considered a pertinent addition to the set of conceptual tools employed by systems biology modellers? From our analyses, we conclude that what sloppiness brings to the table is of little use. Identifiability is a more informative concept, both in terms of the inverse and forward problems. Therefore, identifiability-based approaches are a better option for assessing the quality of parameter estimates and the predictive capabilities of calibrated models.
