We consider the estimation of sample selection (type II Tobit) models that exhibit spatial dependence. Attention is focused mainly on the spatial error dependence model (or spatial autoregressive error model, SAE), but our method can also be used to estimate the spatial lag dependence model (or spatial autoregressive model, SAL).
Introduction
Econometric models taking into account spatial interactions among economic units have been increasingly used by economists over the last several years. 1 The different approaches for undertaking estimation and inference in linear regression models with spatial effects are well developed and have been summarized in the work by Anselin (1988 Anselin ( , 2001 ), Anselin and Bera (1998) , and other researchers.
The estimation of nonlinear models that include spatial interactions, in particular limited dependent variable models, is not as well developed as that of linear models. In fact, only recently have methods for estimating and conducting statistical inference in spatial models with limited dependent variables been proposed. This literature has concentrated mainly on the probit model with spatial effects, as in Case (1992) , Beron and Vijverberg (1999) , Fleming (2002) , LeSage (2000) , McMillen (1992) , and Pinkse and Slade (1998) . In this paper we contribute to this literature by introducing a sample selection model with spatial dependence and proposing a method for its estimation. The type of sample selection model considered is the widely used heckit model (Heckman, 1976 (Heckman, , 1979 , also known as the Tobit type II model in the terminology of Amemiya (1985) . As for spatial dependence, we focus our attention mainly on the spatial autoregressive error (SAE) model, but we point out that our method can also be applied to another type of spatial dependence, the spatial autoregressive lag (SAL) model.
Our estimation strategy can be thought of as a two-step procedure analogous to the popular heckit model that is estimated jointly as a "pseudo" sequential estimator using GMM (Newey, 1984) . The first step of estimation is based on a spatial probit model following a methodology by Pinkse and Slade (1998) , which yields consistent, although not fully efficient, estimates of the selection equation. As in the heckit procedure, the consistent estimates of the selection equation are used to estimate the inverse Mills ratio (IMR) to be included in the estimation of the outcome equation to correct for selectivity bias. Since in the presence of spatial error dependence the IMR depends upon unknown parameters from the outcome equation, we propose to estimate the model jointly within a GMM framework.
The estimation of a probit model with spatial dependence introduces a non-spherical variance-covariance matrix that renders the simple probit estimator inconsistent. In turn, to obtain consistent and fully efficient estimates, one has to deal with multidimensional 1 Some examples are Case (1991) , Fishback, Horrace and Kantor (2002) , Topa (2001) , among many others.
integrals. To obtain consistent and efficient parameter estimates of the spatial probit model, LeSage (2000) and Beron and Vijverberg (1999) employ simulation methods to approximate these multidimensional integrals. Unfortunately, the simulation of multidimensional integrals is computationally intensive, restricting estimation to moderate sample sizes. This same limitation applies to the estimation of sample selection models with spatial dependence using simulation methods to approximate the multidimensional integrals in the likelihood function. 2 In an attempt to avoid approximating multidimensional integrals but still achieve consistency of the probit estimates (at the expense of efficiency), some authors propose to ignore the off-diagonal elements of the variance-covariance matrix and focus on the heteroskedasticity induced by the spatial dependence (Case (1992) , McMillen (1992) and Pinkse and Slade (1998) ). We use Pinkse and Slade's estimator in the first step of the sample selection model for the following reasons. First, it yields consistent estimates of the selection equation that are necessary to obtain consistent estimates of the parameters in the outcome equation.
Second, it is computationally simpler than both of the other estimators that approximate multidimensional integrals. Third, it has been developed in the framework of GMM, the same framework we employ in the joint estimation of our sample selection models.
The consistent estimates obtained in the first step are used to construct the IMR used in the outcome equation to correct for selectivity bias (Heckman, 1979) . In practice, both the selection and outcome equations are likely to exhibit spatial dependence, and generally the spatial autoregressive parameters will be different in each equation. In this case, the IMR under SAE turns out to be a function of the unknown spatial parameter in the outcome equation (second step). In order to increase the efficiency of the estimator and to obtain its variance-covariance matrix directly, we propose to estimate all parameters of the model simultaneously. For this, we employ the sequential estimation framework proposed by Newey (1984) to jointly estimate the sample selection model with SAE. In addition, building on Pinkse and Slade's (1998) asymptotic results for their spatial probit model and standard GMM theory, we derive the asymptotic properties of our estimator.
As for the sample selection model with SAL dependence, we show that the corresponding IMR depends only upon parameters from the selection equation and thus can be estimated in two steps, similar to the traditional heckit model. However, we point out that the estimation of this model using the sequential estimation GMM framework has the advantage of directly yielding the appropriate variance-covariance matrix of the estimated parameters.
Our estimators have two potential disadvantages. First, they have lower efficiency as compared to the computationally intensive simulation methods. However, given the fact that the multidimensional integration is in the order of the number of observations, the computational simplicity of our method is preferable in many relevant instances when the amount of data available to researchers is large. Second, our estimators require the availability of at least one instrumental variable in addition to the common "exclusion restriction"
desirable in the heckit model. Nevertheless, the instrumental variables proposed by Kelejian and Prucha (1998) can be employed. These instruments are always available to the practitioner since they are constructed from polynomials of available variables. In our Monte
Carlo simulations, we find that the Kelejian and Prucha instruments work well in practice.
To our knowledge, there is only one other paper attempting to specify and estimate a sample selection model with spatial effects. McMillen (1995) first specifies a model similar to the heckit model with spatial effects presented in our paper and proposes an estimator based on the EM algorithm. However, this estimator is not actually employed since it is impractical due to its computational intensity. Next, McMillen (1995) specifies and estimates an extension of the spatial expansion model of Casetti (1972) that is used in geography.
However, this model is not explicitly spatial since additional variables are required to control for the spatial effects, and the consistency of the proposed estimator depends heavily on correctly assuming the functional form of the underlying heteroskedasticity induced by the spatial dependence. Compared to McMillen (1995) , we propose a feasible estimator for the heckit model with spatial effects.
The paper is organized as follows. Section 2 presents the sample selection model with spatial autoregressive errors (SAE), which is the main focus of our paper, and also outlines the spatial autoregressive lag (SAL) model with sample selection. Section 3 introduces our proposed method of estimation (the "spatial heckit") and states its large-sample properties.
Particular attention is devoted to the model with SAE, since the model with SAL can be analyzed with more standard asymptotic methods. Section 4 presents the results of a Monte
Carlo experiment for the SAE model. Section 5 discusses the practical importance of both spatial sample selection models and presents an empirical application of the SAE model with sample selection. Concluding remarks are provided in the last section of the paper, and proofs of the asymptotic properties of the estimators are presented in the Appendix.
The Sample Selection Models with Spatial Dependence
Our main focus is the estimation of a sample selection (Tobit type II) model with spatial autoregressive errors (SAE), since this model is slightly more challenging than the model exhibiting spatial autoregressive lags (SAL). We present here both models, which include spatial effects in both the selection and the outcome equations separately.
The spatial autoregressive error (SAE) model specifies spatially autocorrelated disturbances:
where y * 1i and y * 2i are latent variables with the following relationship with the observed variables: y 1i = 1 if y * 1i > 0 and y 1i = 0 otherwise, and y 2i = y * 2i * y 1i . Therefore, (1) is the selection equation while (2) is the outcome equation. Note that each of these equations exhibit spatial dependence, as u 1i and u 2i depend on other u 1j and u 2j through their location in space, as given by the spatial weights c ij and the spatial autoregressive parameters δ and γ. Typically, the spatial weights are specified by the econometrician based on some function of contiguity or (economic) distance (Anselin, 1988; Anselin and Bera, 1998) . Note also that, in general, one will specify different spatial autoregressive parameters for the selection and outcome equations. 3 It is assumed that:
Assumption A The errors ε 1i and ε 2i , i = 1, ...N , are iid N(0, Σ) with
The model in (1)-(2) can also be presented in a reduced form:
where the weights ω 
where y * 1i and y * 2i are latent variables with the following relationship with the observed variables: y 1i = 1 if y * 1i > 0 and y 1i = 0 otherwise, and y 2i = y * 2i * y 1i . Assumption A is applied here as well to the error terms ε 1i and ε 2i . The spatial dependence implied by the SAL model is given by the spatial weights c ij and the spatial autoregressive lag parameters δ and γ. A reduced form of the SAL model similar to equations (3) and (4) is:
where the weights ω 1 ij and ω 2 ij are as defined in the reduced form of the SAE model, and we note again that these weights are functions of the unknown spatial parameters δ and γ, respectively, in both the SAL and SAE models.
Estimation of the Sample Selection Models with Spatial Dependence
We now describe our proposed estimation method for the sample selection models with spatial dependence presented in the previous section. As previously described, we follow a two-step procedure in the spirit of Heckman (1976 Heckman ( , 1979 ) that is estimated jointly in a GMM 
Estimation of the SAE sample selection model
To motivate the estimation of the SAE model in (1)- (2), we start with the following calculations:
In the typical heckit model, a probit model is employed in the first step to estimate the probability of each observation being included in the observed sample. The presence of SAE errors, however, induces heteroskedasticity in the error terms in (9), resulting in inconsistent probit estimates. Pinkse and Slade (1998) propose a consistent estimator for this spatial probit model by taking into account the known form of the induced heteroskedasticity.
Define θ 1 = {α 0 , α 0 1 , δ} as the parameters to be estimated in the spatial probit model, and
the index function of the probit model weighted by the standard deviation of the residual. The corresponding generalized residuals of this model are:
The GMM estimates for θ 1 can be obtained as follows:
where
, z N is a matrix of regressors plus at least one instrument (to identify the extra parameter δ), and M N is a positive definite matrix such that M N p → M. Pinkse and Slade (1998) show that this estimator is consistent and asymptotically normal.
The consistent estimates of θ 1 will be used in the construction of the inverse Mills ratio (IMR) to correct for sample selection bias. Note that the conditional regression function for the outcome equation (2) has the following form:
Therefore, the selectivity correction implies the following "adjusted" IMR:
( 1 4 ) Once estimated, the "adjusted" IMR may be included as an additional regressor in the outcome equation, which in turn could be estimated with any of the spatial methods developed for this linear equation. 4 We illustrate our estimator in this section by employing feasible generalized least squares (FGLS) to estimate the augmented outcome equation:
However, note that the "adjusted" IMR in (14) depends on a parameter that is not estimated in the first step: γ, which is included in the weights ω 2 ij . In order to increase the efficiency of the estimator and directly obtain its variance covariance matrix, we propose using GMM to estimate simultaneously all parameters of the sample selection model by rewriting it as a sequential estimator (Newey, 1984) composed of the Pinkse and Slade (1998) and FGLS estimators. More specifically, we stack their corresponding moment conditions:
and z 1N includes the regressors of the selection equation plus at least one instrument, and z 2N includes the regressors of the outcome equation, the estimated "adjusted" IMR, and at least one instrument. 5 Both instruments could in principle be the same. We note that the instruments proposed by Kelejian and Prucha (1998) can be used if no other instruments are available. 6 Define z
Then, all parameters of the SAE sample selection model can be estimated as:
We show in the appendix that, under conditions similar to those in Pinkse and Slade (1998),θ GM M is consistent and asymptotically normal. We call it the "spatial heckit" estimator for the SAE model.
The following two propositions concern the asymptotic distribution and the estimation of the variance-covariance matrix of the spatial heckit estimator for the SAE model.
Proposition 2
Under assumptions A1 to A11 (stated in the appendix),
Proposition 3 Under assumptions A1 to A14 (stated in the appendix), then
5 Kelejian and Prucha (1999) propose a set of three moment conditions for the estimation of the spatial autoregressive parameter in a SAE model, which are based on second-order moments of the residuals. These moments are included in both s(z 1N , θ) and m(z 2N , θ), although they are not explicitly shown here to simplify the exposition. 6 In the context of a linear SAL model, Kelejian and Prucha (1998) show that the optimal set of instruments in a linear equation is approximated by the linearly independent columns of [x, Cx, C 2 x, ...], where x is the set of exogenous independent variables and C is the spatial weighting matrix. These instruments can also be used in our context because they are exogenous.
Finally, the following corollary gives the (efficient) asymptotic variance of our estimator when the optimal GMM weighting matrix is used.
, then the asymptotic distribution ofθ GMM simplifies to:
To end this subsection, we point out that the SAE sample selection model can also be estimated using a two-step procedure. In the first step of this procedure, consistent estimates of the parameters in θ 1 are obtained from (13) . In the second step, nonlinear least squares (NLLS) is employed to estimate the parameters in
the parameter γ enters nonlinearly in the "adjusted" IMR ( b λ i ). This procedure is attractive since it preserves the two-step intuition of the heckit model, however, to estimate the correct standard errors for the second-step estimates one must adjust for the fact that the parameters in θ 1 are estimated in a first step, and also employ a heteroskedasticity-consistent variancecovariance estimator for NLLS since v 2i is non-spherical. We avoid the extra steps to obtain correct standard errors by employing the sequential GMM estimator in (15).
Estimation of the SAL sample selection model
We start by noting that in the sample selection model with SAL dependence the IMR does not depend on parameters from the outcome equation (second step). To see this, note that from (5) and (6):
, and E(ε 1i , ε 2i ) = σ 12 .
( 1 6 ) and the conditional regression function for the outcome equation (6) becomes:
The second multiplicand in the last term is the usual IMR that only depends on parameters from the selection equation. We suggest the use of the same sequential estimation framework as with the SAE model to directly obtain the appropriate variance-covariance matrix of the estimated parameters (Newey, 1984) . In addition, we note that under the assumptions maintained for the SAL model and regularity conditions on the spatial dependence process (such as A6 and A9 in the appendix), standard GMM asymptotic results apply, and thus the spatial heckit estimator for the SAL model is consistent and asymptotically normal. 7 For completeness, we outline the moment conditions upon which the spatial heckit estimator for the SAL model is based. First, consider the selection equation in (5) that implies a binary choice model for the observed variable y 1i , which under assumption A can be rewritten as:
( 1 7 ) Note that this probit model contains both endogenous and exogenous variables, and thus a nonlinear two-stage least-squares (NL2SLS) procedure (Amemiya, 1974) can be used to estimate the parameters of interest. Let z 1i be a vector of variables that contains a constant,
1i , plus at least one instrument. 8 Replacing ϕ i for ψ i in the definition of the generalized residuals in (12) , the NL2SLS estimator can be obtained by solving the following moment conditions:
where θ 1 = {α 0 , α 0 1 , δ}. The outcome equation, now expanded by the inclusion of the IMR, can be estimated with any of the spatial methods developed for this linear equation. 9 We illustrate our estimator employing 2SLS. Define
where z 2N includes the regressors of the outcome equation, the estimated IMR, and at least one instrument, which could be in principle the same instrument(s) contained in z 1 . Defining
Then, all parameters of the sample selection model with SAL dependence can be estimated as:
7 For a review of the asymptotic properties of GMM sequential estimators see Newey (1984) . 8 In particular, the same instruments proposed by Kelejian and Prucha (1998) can be used. 9 The linear SAL model could be estimated, for instance, with 2SLS, using the methods by Lee (2001b) , or maximum likelihood (see Anselin 1988) .
Monte Carlo Experiment
We conduct a Monte Carlo experiment to explore the finite-sample performance of the spatial heckit estimator for the sample selection model with spatially autoregressive errors (SAE).
The spatial heckit estimator is compared to three other estimators: the Kelejian and Prucha (1998) estimator for the SAE model that ignores sample selection but accounts for spatial dependence; the simple heckit estimator that accounts for sample selection but ignores spatial dependence; and finally the ordinary least squares (OLS) estimator that ignores both sample selection and spatial dependence. We compare these estimators in terms of their finite sample bias and root-mean square error.
Given that we combine features of a sample selection model with a spatial dependence specification, we pay close attention to previous simulation studies in specifying each of the two features of our models, such as Cosslett (1991) and Leung and Yu (1996) for the sample selection model, and Beron and Vijverberg (1999) and Kelejian and Prucha (1999) for spatially dependent models.
Our data generating process (DGP) is as follows :
( 1 9 ) Each of our models consists of three uncorrelated exogenous variables, one of which is common to both equations, as in Cosslett's (1991) experimental design. These exogenous variables are generated as
The innovations ε 1i and ε 2i are generated bivariate normal as follows:
where we set ρ = 0.5 for the correlation between the innovations in each of the two equations.
The parameters of the model that are not related to the spatial dependence feature are set at α 1 = α 2 = β 1 = β 2 = 1 and β 0 = 0. The parameter α 0 is used to control the amount of sample selection, for which we consider two cases: 25% censoring (α 0 = −0.3) and 40%
censoring (α 0 = −.77). We consider in the experiment three different sample sizes: N = 100, 225, and 400 observations. Importantly, these sample sizes refer to the uncensored sample, that is, the average number of observations available for estimation of the outcome equation is 75, 168, and 300, respectively, for the case of 25% sample selection; and 60, 135, and 240, respectively, for the case of 40% sample selection.
Regarding the spatial autoregressive parameter, we consider three different values: 0.25, 0.5, and 0.75. In addition, we consider two different types of instruments in our simulations to gauge their relative performance: the Kelejian and Prucha (KP) instruments, which are always available to the researcher; 10 and two artificially generated exogenous instruments that mirror a situation in which the researcher has available additional instruments. These generated instruments are specified to have a correlation of about 0.2 with the exogenous included variables in the model. Due to computational constraints, 250 replications are undertaken for the models with N = 100, 150 replications for the models with N = 225, whereas 50 replications are undertaken for the models with N = 400.
The matrix of spatial weights has to be specified. For this, we create three grids of 10 by 10, 15 by 15 and 20 by 20 for the observation matrices of 100, 225 and 400, respectively.
Each grid is assigned an X and Y coordinate centered on the grid such that the bottom left corner of the grid had a value of (0.5, 0.5). We use these grids to create a weighting matrix that is based on the square of the inverse Euclidean distance between any two points. After creating the location specific weights for each grid, the matrix is row standardized so that the diagonal elements of the weighting matrix are all zeros and the sum of any one row is equal to 1. Finally, a band is used to determine the number of observations that may influence a centered observation. Such band is set with a lower bound of 0 and an upper bound equal to √ 5. As a result, there exists spatial dependence for all the observations, and, on average, each observation has 4 neighbors. 11 This way of specifying the spatial weighting matrix is widely used within the literature, see, for instance, Anselin (1988) . Tables 1 through 3 present simulation results for the outcome equation of the SAE model for samples of size 100, 225 and 400, respectively. In addition to presenting simulation results for OLS, heckit and Kelejian and Prucha's (1998) estimator for the SAE model (KP-SAE), Table 1 also shows simulation results for the two different versions of our spatial heckit estimator: one in which the generated instruments discussed above are used (Spheck Gen) 10 More specifically, in the simulations we use the independent columns of [x, Cx, C 2 x]. 11 We note that Kelejian and Prucha (1999) find that controlling or not for the number of neighbors per unit when specifying a weighting matrix does not lead to significantly different results in their simulation study.
and another in which the Kelejian and Prucha instruments are employed (Spheck KP). 12 The first column in each table indicates the extent of sample selection (sel) and spatial dependence (δ = γ) for the models considered. For each of these models, up to four parameters of interest are reported, which are listed in the second column of each table. The remaining columns in the table are arranged in two blocks that correspond to the average bias (BIAS) and the root-mean squared error (RMSE) of the different estimators.
The first estimator reported is OLS, which ignores both features of the data: sample selection and spatial dependence. As a result, OLS is inconsistent, which is reflected in the fact that it has large bias and RMSE that increase as the amount of sample selection or spatial dependence increases. In addition, neither the bias nor the RMSE decrease as the sample size increases. In general, though, OLS is able to estimate β 1 (the coefficient on the variable that does not appear in the selection equation) with relatively small bias compared to the other coefficients. This is due to the fact that the variables
are generated independently, and thus there is little effect of the sample selection on the
The second estimator reported is the heckit estimator, which accounts for sample selection but ignores spatial dependence. The consequence of spatial dependence on this estimator is inconsistency, as explained above, since the probit model that is estimated in the first step is heteroskedastic due to the spatial dependence. Therefore, we might expect that the bias and RMSE of the heckit will increase as the amount of spatial dependence increases.
This is typically the case in Table 1 , except for the bias of the parameter β 1 . In addition, the bias also frequently increases as the amount of sample selection increases, except for the same parameter β 1 . Compared to OLS, the heckit estimator shows a great improvement, even though it is also inconsistent in theory. While the average bias and RMSE of β 1 is very small and comparable to that of OLS, the other two coefficients (β 0 and β 2 ) have larger bias:
in the case of β 2 , the bias has the interpretation of percentage and ranges from 3.9-13.3, 1.5-9.7 and 2.2-4.2 percent for sample sizes 100, 225 and 400, respectively. In the case of β 0 the bias (not interpreted as percentage) ranges from -1.32 to -0.22, -0.16 to 0.003 and -0.12 to -0.07 for sample sizes 100, 225 and 400, respectively. Thus, the range of the bias on these coefficients decreases across model specifications as the sample size increases. Interestingly, the bias of these two coefficients is of opposite sign compared to the bias in OLS, with only a few exceptions within the models with 100 observations. Finally, the RMSE of the heckit estimator for the coefficients β 0 and β 2 is much larger than that of OLS.
The third estimator reported is KP-SAE that accounts for spatial dependence but ignores the sample selection feature of the data, which would result in inconsistent parameter estimates. In agreement with this notion, the bias and RMSE increase as the amount of sample selection increases, but they also typically increase as the amount of spatial dependence increases. Compared to the previous two estimators, with the exception of β 1 , the KP-SAE shows a bias in the coefficients β 0 and β 2 of about the same magnitude as that of the OLS estimator, which is significantly larger than that of the heckit estimator. In the same way, the RMSE of the KP-SAE estimator is of about the same magnitude as that of OLS and thus smaller than that of heckit. The similarity between the results of OLS and KP-SAE might not be surprising since in theory the latter offers only a gain in efficiency over OLS in the absence of sample selection.
KP-SAE is the first estimator that produces an estimate of the SAE parameter γ, which shows bias and RMSE that increase with both the amount of sample selection and spatial dependence. The bias of γ ranges from 21.6 to 53.2 percent of the true γ in the models with sample size of 100, while in the models with sample size of 225 and 400 the bias ranges from 17.6 to 73 and 36.4 to 79.7 percent of the true γ, respectively. Therefore, the bias in the KP-SAE estimate of γ appears not to vanish as the sample size increases. Finally the RMSE does not become smaller as more observations are available, as it ranges from 0.075 to 0.407, 0.051 to 0.548 and 0.091 to 0.599 for sample sizes 100, 225 and 400 respectively.
The last two estimators are the two versions of the spatial heckit estimator, Spheck
Gen and Spheck KP, which are consistent for all parameters in the model. Reporting these two versions allows the comparison of the spatial heckit using potentially available external instruments and using the always available instruments proposed by Kelejian and Prucha (KP).
In Table 1 (N = 100), the Spheck Gen estimator of β 0 and β 2 possesses smaller bias than OLS and KP-SAE, but typically larger bias than heckit, especially when the sample selection is 25%. In fact, Spheck Gen performs much better than all other three estimators (including heckit) in the model with the highest sample selection (40%) and spatial dependence (0.75).
In terms of the RMSE of β 0 and β 2 , however, Spheck Gen has typically the highest among all estimators across all models. 13 In terms of β 1 , Spheck Gen has low bias and RMSE, comparable to that of other estimators. Comparing the KP-SAE estimate of γ with that of Spheck Gen, the latter estimator has smaller bias and RMSE than the former in all models, except those with low spatial dependence (γ = 0.25). Finally, comparing the two versions of Spheck using N = 100, the version that employs generated instruments clearly outperforms in most models the version that uses the KP instruments. Nevertheless, as we show below, this difference in performance vanishes as the sample size increases.
As the sample size is increased to 225 observations in Table 2 , the performance of the Spheck Gen estimates of β 0 and β 2 improve in terms of bias, possessing now a smaller bias than the estimates of all other estimators including heckit. At the same time, however, the bias of the Spheck Gen estimator of β 1 is typically slightly higher than that of the other three estimators (although this bias is small in absolute terms), and the RMSE for this parameter is small and comparable to that of the other estimators. In terms of RMSE of β 0 and β 2 , the Spheck Gen estimator shows a great improvement over the smaller sample size, now having a comparable RMSE to the heckit estimator, but still larger than the other two estimators (OLS and KP-SAE). Regarding the estimate of γ, the comparison between KP-SAE and Spheck Gen is similar to the one with the smaller sample size: Spheck Gen has smaller bias and RMSE in all models, except those with low spatial dependence (γ = 0.25).
Nevertheless, while the RMSE of Spheck Gen generally decreases as we move from 100 to 225 observations, that of KP-SAE actually increases. Finally, the results using N = 225
show that, while Spheck Gen still outperforms Spheck KP, the two estimators are now more comparable in terms of bias and RMSE. Table 3 presents simulation results for a sample size of N = 400. In terms of bias of β 0 and β 2 , Spheck Gen still outperforms all other estimators in all models (except for the heckit in two cases in which the two estimators are very close). The bias of β 1 using the Spheck Gen estimator, however, is typically higher than that of the other estimators. In terms of RMSE and in contrast to the simulations with smaller sample sizes, the Speck Gen estimator now has similar RMSE to the other estimators considered (most notably OLS and heckit) for all three parameters β 1 , β 2 , and β 3 . This may be attributed to the larger sample size (N = 400), which indicates that in this case the finite sample properties of the spatial heckit estimator are reasonably good for a sample as small as 400 observations. In terms of the spatial autoregressive parameter γ, Spheck Gen outperforms KP-SAE in terms of both bias and RMSE, except again in the models with low spatial dependence (γ = 0.25). As before, we note that the RMSE of γ for Spheck Gen further decreases with the larger sample size, while that for KP-SAE increases. Finally, comparing the performance of Spheck Gen with that of Spheck KP in the models with N = 400 corroborates the previously noted trend that the two estimators become more similar in terms of bias and RMSE as the sample size increases. This lends support to the notion that as more observations are available, the version of the spatial heckit estimator that employs KP instruments yields similar results to employing exogenous instruments (if available).
14 Table 4 presents simulation results for the selection equation. This equation is only estimated in the heckit (using a probit model) and the two versions of Spheck. However,
given their similar performance and to save space, only the results for Spheck Gen are presented. 15 Even though we present results for the two cases of 25% and 40% censoring, the same number of observations are employed in each case since it is the selection equation.
However, the value of the constant term is different in each case.
It is evident from Table 4 that the spatial heckit estimator (Spheck Gen) typically outperforms the heckit estimator in terms of bias, while the reverse is true in terms of RMSE.
However, the RMSE of the Spheck Gen estimator is comparable to that of the heckit model even in a sample as small as 100 observations. In addition, the improvement in RMSE of the Spheck Gen estimator as the sample size increases is larger than the one observed in the heckit model. As a result, the Spheck Gen estimator achieves a RMSE essentially identical to that of the heckit estimator in the models with 400 observations. Finally, it should be pointed out that the estimate of the spatial parameter δ by the Spheck Gen estimator
shows considerable bias across model specifications, with a relatively large bias for models with lower spatial dependence. Importantly, however, the bias and RMSE of this parameter estimate decreases substantially as more observations are available.
14 Recall that the current comparison uses exogenously generated insrumental variables with a correlation of 0.2 with the included regressors. Depending on the application, such correlation could be considered high, which lends further support to the notion that the KP instruments are a good alternative to use in practice when the quality of other instruments is doubtful. 15 The results for the selection equation for the Spheck KP estimator are available upon request. In summary, the results for Spheck Gen are only slightly better than for the Spheck KP model. It is worth noting that, contrary to the outcome equation, the two versions of the spatial heckit estimator are very similar, even in the models with the smallest sample size.
In summary, we regard the simulation results as encouraging with respect to the finite sample properties of the spatial heckit estimator. In particular, the fact that the advantages of our estimator are evident in the simulations despite using relatively small sample sizes is worth pointing out. Finally, the simulations also show that as more observations become available the two different sets of instruments considered for the spatial heckit estimator produce very similar results in terms of both bias and RMSE in all four parameters. This finding is important for in practice researchers might find it hard to find quality instrumental variables, whereas the KP instruments are always available.
The Sample Selection Models with Spatial Dependence in Practice
In this section we discuss the empirical importance of taking into account sample selection bias when estimating models that exhibit spatial dependence. Furthermore, we illustrate the application of the spatial heckit estimator for the sample selection model with SAE dependence using a data set from a fishery, which is censored for confidentiality reasons. Our application in this section is in the area of natural resource economics, in particular fisheries economics. We employ a sample selection model with SAE dependence to estimate the spatial efficiency of production within a fishery, using a data set from the Pacific cod fishery within the Eastern Bering Sea that is censored for reasons of confidentiality. As in the previous section, we compare the performance of the spatial heckit estimator for the SAE with OLS, the traditional heckit model and Kelejian and Prucha's SAE estimator.
Within fisheries management there has been a strong push to expand the suite of management regimes implemented and economic models used to evaluate them, to incorporate the spatial and temporal structure of the bioeconomic model. This has even lead some to draw the conclusion that future spatial management regimes will be defined not only over time, technology and location but also over depth and degree of implementation (Wilen, 2004) . Therefore, the challenge for fisheries economists is to expand their models, both empirical and theoretical, to reflect this frontier in fisheries management. An initial interest is to investigate the production process within fisheries over the spatial region defined by the distribution of the metapopulation harvested. The catch-per-unit-effort (CPUE) has been traditionally implemented to analyze the productivity and efficiency of the production process within fisheries, where CPUE is defined as the catch per a "haul" executed. A "haul"
represents the technology used such as a trawl device, pot vessel, hook-and-line, jig, etc.
Previous empirical work has been focused on investigating the technical efficiency present within a fishery in an effort to determine the factors that explain deviations from the produc- This will invariably yield a higher cost of harvesting and lower rents for the fishermen, more so than if a high efficiency area is closed instead.
The primary method utilized in previous studies of technical efficiency within a fishery is the stochastic frontier production function model developed by Aigner, Lovell and Schmidt (1977) . This method is conducted on a vessel-by-vessel basis and specifies an error term with two components: the first is a symmetric (normally distributed) disturbance that allows the production frontier to be stochastic; while the second error component is one-sided and reflects the inefficiency of individual vessels. The model we employ in this application is similar to Zellner, Kmenta and Dreze (1966) in that we allow the production frontier to be stochastic but ignore the potential inefficiency with respect to the frontier. We choose this specification for two reasons. First, we are not interested in the vessel specific characteristics over space but the total fleet's level of spatial technical efficiency over space, and thus it seems more natural to focus on the average production function. Secondly, an extension of our methods to a model such as that of Aigner, Lovell and Schmidt (1977) is beyond the scope of the current paper. Our main purpose with this empirical application is to illustrate the use of the spatial heckit estimator.
Determining the spatial rates of technical efficiency requires a very fine resolution of data revelation. Often times this data is screened for confidentiality reasons to preserve the privacy of the fishermen within the fleet. The current publicly available data set on fishing effort within the Eastern Bering Sea of Alaska is compiled by the National Oceanic and Atmospheric Administration (NOAA) from the observer and log-book data collected by the National Marine Fisheries Service (NMFS). This data set is censored by not reporting the CPUE within a location unless 4 or more vessels, possessing similar characteristics, fish within that region. Therefore, the use of this data by researchers is limited unless they employ an empirical method that can control for this censorship, which justifies the use of the spatial sample selection model developed within this paper. Within our data set, there are 320 observations, of which we observe 208, which equates to a sample selection rate of 35%.
Although the data set does not contain vessel identifiers, it is still possible to determine the overall level of the fleet's spatial efficiency using this data set. Should one decide to refine the analysis by focusing on inter and intra vessel differences in the spatial distribution of technical efficiency, vessel specific data would be necessary. This ultimately may appear to be a more interesting question. However, given that a researcher will invest a substantial amount of time and effort prior to obtaining this information, it may be beneficial to investigate the fleet performance to test for spatial heterogeneity in the fleets' spatial rate of technical efficiency before investigating the vessel specific model.
Our analysis is conducted on the Pacific cod fishery within the Eastern Bering Sea of
Alaska for the year 1997 using the NOAA data and the spatial heckit model outlined within Table 5 .
To allow comparison among the four estimators employed in the Monte Carlo experiment in the previous section, the relative spatial efficiency is estimated with each of them.
We note that given the documented spatial error dependence and the sample selection in the data, a sample selection model with SAE dependence is likely the appropriate model.
The OLS and SAE models are estimated using only the observations that are not censored, while the heckit model accounts for the sample selection in the data but ignores the spatial dependence. These features most likely render the estimates of these three models inconsistent. The sample selection model with spatial dependence in (1)- (2) is estimated with y 2 as the natural logarithm of CPUE and x 2 containing the log-transformed bathymetric measurements corresponding with the maximum and minimum depth within a ADF&G statistical reporting area, the stock assessment data resulting from the NMFS annual biomass trawl survey, and dummy variables for the following vessel characteristics that determine the homogenized unit observed: catcher-vessel (CV), hook-and-line gear (HAL), non-pelagic trawl gear (NPT), and vessel at least 125 feet long (Large). As for the selection equation,
x 1 contains the same variables as x 2 along with an additional variable, a one-year lagged biomass trawl survey observation, under the assumption that this lagged variable influences the probability that four or more vessels will fish in a given statistical reporting location but not the amount of "hauls" that will be conducted. A lower stock signal in the previous year will presumably reduce the attractiveness of revisiting this location in the upcoming year and therefore reduce the total number of vessels that fish within the location.
In order to determine the spatial weighting matrix, we use the following common specification to assign spatial weights among the statistical reporting units we use as locations:
, where c ij is the spatial weight assigned to the distance between location i and location j, and d ij is the Euclidian distance between locations i and j. The spatial weights, c ij , are row standardized such that the diagonal elements of the spatial weighting matrix are all zero and the sum of any one row is one.
The results from the four models are presented in Table 5 . 16 These coefficients can be used to determine the relative spatial technical efficiency by conducting a corrected residuals procedure (Richmond 1974 , Greene 1980 ). To implement this method the largest residual from the estimation procedure is added to the constant term of the regression to obtain corrected residuals that provide a benchmark for the level of efficiency present relative to the observation with the largest positive residual. To estimate efficiency, the following transformation of the modified errors is utilized (Russel and Young 1983): Eff i = exp{−ε i }, where ε i represents the transformed residuals. Following the estimation of the efficiency levels for the different statistical reporting areas, they are ordered to determine the relative rates of 16 We note that the numerical optimizations needed to estimate the spatial heckit make it computationally intensive relative to the other three estimators. In the currrent application, it takes 134 minutes to compute the spatial heckit estimator in a computer with a 1.69 GHz processor. efficiency that each of the four models predicts. Table 7 provides a list of the top ten statistical reporting areas in terms of their relative spatial technical efficiency rates. Because there are more observations than statistical reporting areas, we often observe more than one class of vessels fishing within a geographic region. To account for this, the technical efficiency levels for each of the 90 locations are averaged across each class of vessels.
Analyzing the results in Table 5 for the outcome equation, the estimated coefficients from each of the models are somewhat similar in sign and magnitude. The primary exceptions are the "Max. Depth" and "Dum HAL" coefficient in the heckit model and the "Dum Large" coefficient in the spatial heckit model. Within the heckit model, the coefficient on "Max.
Depth" is negative and statistically insignificant in contrast to the positive and statistically significant estimates of the other models, whereas the coefficient on "Dum HAL" is negative and statistically significant, contrary to the positive and statistically significant estimates of the other three models. Regarding the latter coefficient, given that the hook-and-line (HAL) technology is one of the most effective technologies within the Pacific cod fishery, it is likely that this estimate in the heckit model is misleading. 17 The coefficient on "Dum
Large" within the spatial heckit model is not statistically significant, contrary to the positive and statistically significant estimates from the other three models. This might be the due to the spatial heckit model correctly accounting for the nature of the data, although it could also be due to other factors. In addition, the estimated spatial autocorrelation parameter (γ) is substantially different in the KP-SAE and spatial heckit models. The magnitude of the estimate of γ in the KP-SAE (0.09) is smaller than that within the spatial heckit model (0.79). This may be attributed to the KP-SAE's model inability to correctly capture the spatial autocorrelation in the data due to the sample selection. Table 6 presents the estimated coefficients for the selection equation using the heckit and the spatial heckit estimators. The estimates obtained from each of these two estimators are fairly similar with the exception of the coefficient on "Dum Large", which is negative and statistically significant in the heckit model, but positive and statistically insignificant in the spatial heckit model. This is consistent with the result for the spatial heckit model in the outcome equation. It is also worth noting that the spatial heckit model yields smaller standard errors for all of the coefficients. Perhaps surprisingly, even though the estimate of 17 The three primary production technologies used to harvest Pacific cod in the Bering Sea in 1997 are HAL, NPT, and pelagic trawl gear (PTR). They account for approximately 91% of the "unique hauls" deployed. Among these three primary production technologies, HAL is more productive per haul executed. Finally, with regard to the ranking of the statistical reporting areas in terms of their relative spatial technical efficiency rates, reported in Table 7 , the results are substantially different across the four models considered. The OLS, heckit, and KP-SAE models yield a similar ranking of spatial efficiency, yet they include only 4 of the 10 regions ranked using the spatial heckit estimator. Given the documented nature of the data set, it is likely that the spatial heckit estimator is more appropriate to use than the other estimators, which would suggest that inaccurate inferences may be drawn regarding spatial efficiencies using the alternative estimation techniques. This said, all four models do possess the same highest ranked location. Therefore, the benchmark utilized for the spatial efficiency calculations is identical.
Although a more complete analysis would be required before any concrete policy recommendations are made from this exercise, they do suggest that there exists heterogeneity in the spatial efficiency rates within the Pacific cod fishery. This may be attributed to a number of different factors such as climatic conditions, skipper ability, and interactions with other fisheries (to name a few) which are all lumped into the corrected residual used to estimate efficiency.
More importantly for the purposes of the present paper, these results are indicative of the potential benefits of accounting simultaneously for both sample selection and spatial dependence. Failing to account simultaneously for both of these features can result in inaccurate inferences and thus potentially misleading policy recommendations.
Conclusion
This paper proposes a method of estimation for two sample selection models with spatial dependence that differ in terms of the type of spatial correlation present. The first, a model with spatial autoregressive errors (SAE), is slightly more challenging than the second, a model with spatial autoregressive lags (SAL), and thus more attention is devoted to the former model.
The method of estimation for both models is analogous to the popular heckit model (and thus we call our estimator the "spatial heckit"), in which consistent estimates of the probability of observing a particular unit (selection equation) are estimated using a modification of the probit model (Pinkse and Slade 1998) . Then, the odds of observing each unit are calculated (the inverse Mills ratio) and used as an additional regressor that controls for the selection bias in the equation of interest (outcome equation). Importantly, in the method of estimation we propose for the sample selection model with SAE dependence, the appropriate inverse Mills ratio depends on the SAE parameter of the outcome equation. Therefore, to increase efficiency of the resulting estimator and to obtain directly its variance-covariance matrix, we propose to estimate the model jointly by nesting the two equations into a sequential GMM framework (Newey, 1984) .
We explore the properties of the spatial heckit for the model with SAE dependence by deriving its asymptotic properties, conducting simulations, and applying it to actual data. The estimator is consistent and asymptotically normally distributed. The simulations show the potential biases incurred by other estimators that ignore sample selection, spatial dependence, or both, and also show that our estimator is valuable when the data exhibits both of these characteristics. Importantly, the finite sample properties of our estimator are shown to be acceptable even for relatively small sample sizes. Finally, the empirical application section illustrates that sample selection is a common occurrence in spatial data sets typically available to researchers, and shows that our estimator is both feasible and valuable to use in practice.
To our knowledge, the proposed estimator is among the first to account for sample selection and spatial dependence simultaneously. Nevertheless, some shortcoming are worth mentioning. First, our estimator relies on a distributional assumption (joint normality) of the error terms in selection and outcome equations, just as the heckit estimator does. This shortcoming indicates an area for future research. Second, is the relatively greater computational intensity of our estimator compared to the available methods for spatial models without sample selection. However, our estimator still compares favorably in this respect with other estimation methods that would require approximation of multidimensional integrals. Simulation results are based on 250 replications for N=100, 150 for N=225, and 50 for N=400. The spatial heckit estimator (Spheck) is computed using generated instruments. See text for details. 
OLS

Moran-I Test (p-value) 13.26 (0.00) 10.51 (0.00) ------------Notes: Dependent variable is catch-per-unit-effort (CPUE). Standard errors in parentheses. 1 The spatial heckit is estimated using the Kelejian and Prucha (KP) instruments. 2 The KP-SAE method does not provide a standard error for the SAE parameter since it is treated as a nuisance parameter. For details, see Prucha (1998, 1999) . Assumptions A1 θ 0 is in the interior of the parameter space Θ,which is a compact set.
A2 Q is uniquely minimized at θ 0
A3
The vector valued function g (θ) is continuous.
A4
The density of observations in any region whose area exceeds a fixed minimum is bounded.
A5
The elements of z N are uniformly bounded.
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A6 Let d ij denote the distance between location i and j, then
are uniformly bounded , bounded away from zero, and boundedly differentiable (with respect to θ).
A10 The area in which the observations are located grows at a rate of √ N in both directions.
A12 Let ρ Nij (θ) be the covariance between . For some fixed N * > 0, ρ Nij (θ) is boundedly differentiable , uniformly in θ ∈ Θ, N > L, and i 6 = j.
A13 | ρ Nij (θ) | is boundedly away from one from below, uniformly in θ ∈ H(θ 0 ), N > N * , and i 6 = j, with H(θ 0 ) some neighborhood of θ 0 .
A14 As
A discussion of the implications of these assumptions can be found in Pinkse and Slade (1998) .
Proof of Proposition 1
By assumption A2, Q is uniquely minimized at θ 0 . Thus, we only need to establish that Q N converges uniformly to Q over the parameter space Θ.
To show that Q N converges uniformly to Q over Θ, it suffices to show that
, so we show the former. Define the functions
For (b), given that by assumption A3 g(θ) is continuous, we need to show that g N (θ) is stochastically equicontinuous.
Using the mean value theorem for θ * between θ andθ we rewrite
Following Andrews(1992) , stochastic equicontinuity is implied by
and the derivative becomes:
hen the task is to show that each of the parts of
is bounded uniformly. Following Pinkse and Slade (1998), we first establish
for which it is enough to show (i)
and (ii) ∂h(t) ∂θ τ (t) are bounded uniformly in t. For (i), given that the only non-zero components of ∂τ (θ) ∂θ are those of
, we concentrate on those. These components are the same as in Pinkse and Slade (1998) setup and thus their same arguments apply. Note that:
and the only places it can be unbounded are at ±∞. Since the expression is an even function, it suffices to check t → ∞. Define Υ (t) =
and rewrite the above expression as:
and noting that as t → ∞, Φ (t) → 1 and tφ (t) → 0, and that
¢ ¾ as w → ∞, the remaining term is
as t → ∞. Thus, analyzing
and hence
is bounded.
For (ii), that is,
nd note it can be written as
[Υ (t) − t + t] is bounded by the same arguments above:
) and φ (t) → 0. So that it remains to check that the second component is bounded:
as t → ∞ and by assumption A7, λ (t) is bounded.
, by assumption A7 the first term is bounded, while using results above, the second term:
and thus ∂ ∂t Υ (t) is bounded and therefore
is bounded and the expression ∂h(t) ∂t is also bounded.
Note also that the term h (t) =
¤¸i s also bounded as Φ (t) → 1 and λ (t) is bounded. By assumption A5 the elements of z N are bounded and thus for some constant C:
Finally, checking
with previous results,
Since x 1i is bounded by A5 and the terms in the sums are also bounded by A7, then
s bounded by A6 and A1. QED
Proof of Proposition 2
The first order conditions based on the objective function
given by ∂Q N ³θ∂ θ = 0. Using the mean value theorem for θ * betweenθ and θ 0 we can write:
The expression that corresponds to the second derivative of the objective function Q N can be written as:
We start by analyzing the convergence properties of this second derivative of the objective function. The following lemma will be useful. 
(a) Need to show that for ω such that kωk = 1,
Settingz i = ω 0 z i and using the mean value theorem, the above expression can be written as
where θ * is betweenθ and θ 0 .
Analyzing the last expression,
is bounded since by A5z i is uniformly bounded (including λ (δ, γ), which was shown in the proof of proposition 1) and
The proof is analogous to part (a). Now returning to analyzing the second derivative of Q N (θ), note that
and also
i ω is bounded in probability in probability ∀ kωk = 1. Then, the first term inside the square brackets will vanish asymptotically.
Considering the remaining term of
, it will converge in probability to
Now we turn to the term ∂Q N (θ 0 ) ∂θ in equation (21) , which is equal to
and it follows from previous results that ∂g
The remaining task is to show that g N (θ 0 ) → N (0, Ψ 1 (θ 0 )). (1 + iλD Nj ) is uniformly integrable in N > N * for some fixed N * and λ > 0.
Before establishing each of these conditions, we note that for sufficiently large N, A Nt is bounded, since Ψ 1 (θ 0 ) is positive definite (p.d.) and thus E [Ng N (θ 0 ) g 0 N (θ 0 )] is p.d. and its inverse is bounded. We establish each of the above conditions in turn.
(a) It needs to be shown that for some fixed N * ,
where I is an indicator function.
Following Pinkse and Slade (1998), we begin by showing that P
• sup N>N * |T Na N | > K¸= 0 for some K > 0 which will imply the above condition. Note that
with C a uniform upper bound to the A Nt 0 s . Nothing that the first summand is bounded by sup
¢ a n/2 > K ª which is zero for sufficiently large K, and that the second summand is bounded by P
• sup (1 + iλD Nk ) = Π k∈Ξ Nj1
(1 + iλD Nk ) T RNj where T RNj is implicitly defined and Ξ Nj1 is the set of blocks adjacent to block j. 
Ni ] where C 1 , C 2 > 0 are sufficiently large constants, and the inequality is a result of the conditions on the covariances and locations in assumptions A6 and A9. The right hand side of the inequality is of order 0 (N −2 b 
and we analyze each of the terms in the right-hand side .
For the first term, note that max Consider adjacent blocks for which dependence will be typically stronger, then, by A9 and A6, the number of (t, s) combinations within distance d is bounded by C 2 b 
The second-to-last equality is due to α (ts) α (s) = o (t 2 ) as t → ∞ and the last one due to the boundedness of the sum
Finally, since max Note that
where τ (·) is as defined in the proof of proposition 1, Φ 2 stands for the bivariate normal distribution, and the second equality follows from the mean value theorem for θ * between θ GM M and θ 0 .
First consider the partial derivative term and show that it is bounded. Take the following bivariate normal distribution. 
