Introduction
The crisis that started in 2007 with US financial institutions caused a panic that rippled across global markets, and practically froze credit markets in 2008. Some have blamed the crisis on a -failure of conventional risk management in financial institutions‖ (Fraser and Simkins, 2010, p.27) . Others have extended the blame to include enterprise risk management (ERM), a new paradigm that had started to supplant conventional risk management, especially within the large financial institutions at the heart of the crisis (Hampton, 2009, p.66) .
The crisis has once again brought risk management to the forefront, not just among top executives within firms, but also among members of Congress and government regulators.
However, this concern about risk management had been gaining steam for several years. Disclosure is required indicating the relationship of a company's compensation policies and practices to risk management and the board of director's leadership structure, and role in risk oversight.
Driven by this intense flurry of government and stock exchange activities related to risk management within corporations, trade and business publications directed at top management are full of articles related to enterprise risk management (ERM); yet academic research in the area is still rare. We believe, one main roadblock to this research is the difficulty in developing a valid and reliable measure for the ERM construct. Beasley, Pagach, and Warr (2008) and Hoyt and Liebenberg (2010) use the appointment of a chief risk officer (CRO) as a proxy for ERM implementation, while Gordon, Loeb, and Tseng (2009) 
develop their own ERM index.
Results on the relationship between ERM and various measures of firm value have been mixed. Beasley, Pagach, and Warr (2008) investigate equity market reactions to senior management appointments to oversee a firm's ERM processes. Their results suggest firm specific benefits of ERM. For non-financial firms, they find that market reactions to appointment announcements are positively related to firm size and volatility of previous earnings, but negatively related to leverage and the ratio of cash to liabilities. They cannot make the same claim for financial firms and argue these firms may be more driven by other demands for risk management, such as from regulators. Hoyt and Liebenberg (2010) found a positive relation between firm value and the appointment of a CRO. Gordon, Loeb, and Tseng (2009) found that the relation between ERM and firm performance depended on how well ERM implementation was matched with firm specific factors.
We use a newly available measure to investigate the relation between the extent of risk management implementation and firm performance. Since 2007, Standard and Poor's (S&P) has included a risk management rating as a component in its overall rating of insurance companies.
The rating is a sophisticated and comprehensive index that assesses the risk management culture, systems, processes, and practice within the insurer.
S&P assigns risk management -ERM ratings‖ over five categories, which we interpret as indicating increasing levels of risk management sophistication ranging over three traditional risk management (TRM) levels and two enterprise risk management (ERM) levels. Our study offers a unique setting to investigate the relationship between risk management and firm value for two reasons. First, insurance firms are arguably leaders in implementing sophisticated risk management programs; second, the year 2008 was characterized by extreme uncertainty in which a superior risk management program should provide an advantage. Overall, our results indicate a positive relation between -ERM rating‖ and firm value as the rating increases over the first three categories -the first three categories are indicative of increasing levels of TRM -but no additional increase in firm value as the rating moves beyond TRM into what we consider the ERM realm.
The paper is organized as follows. First, in our literature review, we cover the evolution of risk management research from -irrelevance‖ to ERM, focusing on the distinction between TRM and ERM. Next, we motivate the variables we use in the study, including a description of S&P's new risk management rating for insurance companies. In our research design section, we describe the data and model. After detailing the results, we conclude with suggestions for future research.
Literature Review
Risk management has been a widely debated topic from the early days of Finance research where it was considered irrelevant (Modgliani and Miller, 1958) under perfect market conditions. The debate continues today as firms adopt ERM programs and accounting 1 and finance academics begin to investigate their effectiveness. The following discussion covers the evolution of this topic and distinguishes between what we call -TRM‖ and -ERM‖.
A. Traditional Risk Management (TRM)
Some finance scholars responded to Modgliani and Miller's (1958) However, Guay and Kothari (2003) question the results of these studies after finding that derivatives positions of most non-financial companies are too small to significantly affect firm value. They surmise that derivatives usage is likely a fine-tuning mechanism for a firm's much larger overall risk management program, which includes other activities, such as operational hedges. In support of this view, Jin and Jorion (2006) investigate oil and gas firms and find no evidence that firms using derivatives to hedge their oil and gas risk increase firm value relative to firms that do not hedge.
The studies mentioned up to now investigate risk management using derivatives to hedge risk as a proxy for risk management activities. Other studies investigate the relationship between financial and operational hedging, and typically proxy financial hedging by derivative usage and operational hedging by geographic and segment diversification. Chowdhry and Howe (1999) argue that derivatives are used to mitigate short-term currency exposures, while operational hedges are better suited for handling long-run currency exposures. Later studies examine whether financial and operational hedging are substitutes or complements, and most find evidence of a complementary relationship.
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Another strand of the finance literature argues that firms should not engage in any effort to manage idiosyncratic risk. In the 1960s, building on Markowitz's (1952) work on diversification and portfolio theory, various researchers (Treynor, 1961 (Treynor, , 1962 Sharpe, 1964; Lintner, 1965; and Mossin, 1966) developed the capital asset pricing model (CAPM). In this 5 See, for example, Allayannis, Ihrig, and Weston, 2001; Pantzalis, Simkins, and Laux, 2001; and Kim, Mathur, and Nam, 2006. In a call for risk management research that focuses on the coordination and strategic allocation of risk, Stulz (1996) proposes that academic theory expand beyond considering that 8 Pure risks are also known as hazard risks, which are typically insurable. These are accidental risks for which there is no possibility of gain, such as property and liability risks, as opposed to business risks, such as financial, operational, and strategic risks for which there is a possibility of gain. 9 The classic example of such enterprise risk management is an insurance company that sells life insurance and annuities to similarly situated customers to hedge mortality risk. Considering risks in a portfolio, life insurance and annuities are natural hedges. Hedging the risks separately through reinsurance is inefficient. Firm value can be increased by hedging only the residual risk of the portfolio. Similarly, one subsidiary of an MNC could be long on one currency while another division is shorting the currency -in this case, what is good for subsidiary managers may be inefficient for the firm as a whole.
the goal of risk management is -variance minimization‖. In other words, the goal of risk management should not be to reduce total risk, but to allocate risks to play on a firm's strengths.
A basic concept of ERM is that a firm should reduce exposure to risk in areas where it has no comparative information advantage and exploit risks in areas where it has an advantage, meaning that total risk can possibly increase under ERM risk allocation.
Schrand and Unal (1998) posit that corporate managers should coordinate risk management activities by hedging exposure to activities in which they are likely to earn zero economic rents (homogeneous risks), such as investments in efficient markets, while increasing exposure to core-business activities (Barney, 1991) in which they enjoy comparative information advantages. Such a coordinated approach can generate a decreasing, neutral, or increasing effect on total firm risk. Since Schrand and Unal (1998) , there has been very little work related to coordinated risk management in the Finance literature. Recently, Zhang, Cox, and McShane (2010) use insurance industry data to investigate the coordination of risks across completely different functions of the enterprise while controlling for other factors that affect hedging decisions. They consider investments to be a homogenous risk for insurers and underwriting to be a core-business risk and find evidence that insurers are coordinating risk management by hedging investment risk in order to take on more underwriting risk.
A few papers have indirectly investigated the determinants of ERM implementation among firms. Liebenberg and Hoyt (2003) investigate the determinants of ERM adoption, using the appointment of a chief risk officer (CRO) as a proxy for ERM implementation. Their main finding is that more leveraged firms are more likely to appoint a CRO. In a similar study, Pagach and Warr (2010) find that firms with more leverage, higher earnings volatility, poorer stock performance, and a CEO whose compensation increases with stock volatility are more likely to have a CRO. Using survey data, Beasley, Clune, and Hermanson (2005) find ERM implementation in their sample of firms to be positively related to factors such as the presence of a CRO, firm size, and whether the firm is in the insurance or banking industry.
Two studies indirectly investigate the relation between ERM implementation and firm value. Hoyt and Liebenberg (2010) find a positive relation between firm value and the appointment of a CRO. In an event study of the market reaction to the appointment of senior executives to oversee a firm's ERM process, Beasley, Pagach, and Warr (2008) find firmspecific benefits of ERM for non-financial firms, but not for financial firms. Gordon, Loeb, and Tseng (2009) develop their own ERM index and find that the relation between ERM and firm performance is conditional on the match between ERM implementation and firm specific factors. Beasley, Pagach, and Warr (2008) indicate that a limitation of using the CRO variable is that it does not capture the extent of ERM program implementation. In the next section, we describe the measure used in this study, which we believe comprehensively captures the complexity of ERM and reflects the extent of its implementation.
Variable Motivation
Our risk management variable is novel, but the other variables are motivated by the previous risk management literature.
A. Dependent variable (Firm Value)
Our dependent variable is Firm Value, which we proxy for using Tobin's Q, the most commonly used measure of firm value in empirical risk management studies (Smithson and Simkins, 2005) . We calculate Tobin's Q as the market value of equity plus the book value of liabilities divided by the book value of assets. This version of Tobin's Q is suitable for insurance companies because the book value of an insurer's assets is a good approximation of replacement costs (Cummins, Lewis, and Wei, 2006; Hoyt and Liebenberg, 2010) .
B. Independent variable of interest (ERM rating) 10
Financial rating firms, such as Standard and Poor's (S&P), rate the ability of a firm to pay back creditors. A firm with a higher rating will have lower borrowing costs, which should translate to higher firm value, all else equal. This effect will be intensified for insurers because the policyholder is a contingent debtholder. In essence, policyholders are both customers and main creditors of insurance companies. As described in McShane, Cox, and Butler (2010), insurers with higher ratings command higher premiums because they are perceived as safer by policyholders. Premiums are the main revenue source for an insurance firm, implying that a higher credit rating leads to higher returns, and supporting empirical evidence has been found (see, e.g., Cummins & Nini. 2002) .
We use the new risk management rating from S&P as a proxy for degree to which an insurer has implemented a risk management program. 11 S&P rates the financial strength of insurers based on eight components, and gradually started to add the newest component, ERM, for insurers in 2006. 12 S&P investigates the following to determine the -ERM rating‖ for each insurer: risk management culture, risk control processes, emerging risks management, risk and economic capital models, and strategic risk management. At the base of the ERM program is the firm's risk management culture. A major S&P consideration in this area is the importance of the risk management process to C-suite executives because ERM only works if the -tone is set at the top‖. The governance structure should reflect the influence of risk and risk management considerations on corporate-wide decision-making, including the transparency with which the risk management philosophy is communicated across the organization and the extent to which risk management influences management compensation and budgeting.
Next are the three pillars of the ERM program: (1) the ability of the insurer's risk control processes in identifying, analyzing, and keeping losses within defined risk tolerances, (2) the 11 We only include insurers in our data set because at this time S&P produces an ERM rating only for insurers and not for non-financial firms. An advantage of using only insurance firms is that these firms are in the business of pricing risk and thus should be further down the road in risk management sophistication than non-financial firms. An advantage of a single industry study is that we do not have to add variables to control for the considerable differences across industries. An obvious disadvantage is that we cannot generalize these results outside the insurance industry. 12 The other seven components are financial flexibility, earnings, liquidity, management strategy, market position, investments, and capital adequacy. S&P added the ERM component for insurers first, and plans to add it later for non-financial firms. Also, S&P does not include an ERM component for all insurers but is increasing the number over time.
capability of the insurer to scan the environment to anticipate and prepare for emerging risks, and (3) the effectiveness of the insurer's risk and economic capital models to realistically provide insight into possible risks facing the insurer and support to other ERM processes.
A strong risk management culture at the base and the three well-designed pillars are essential to supporting the firm in achieving effective strategic risk management for which a key consideration is the extent to which the insurer has integrated risk management with core strategic planning processes. The ERM rating variable allows us to overcome the problems associated with previous work on the relation between risk management and firm value. As discussed previously, Guay and Kothari (2003) and Jin and Jorion (2006) present arguments on possible problems with previous work that finds a positive relation between hedging and firm value. They argue that derivatives usage only has a marginal impact on firm value relative to other risk management factors, and that results are likely to be spurious if these other factors add value and are positively correlated with derivatives usage. We overcome this problem by using the S&P ERM rating variable, which captures all aspects of the risk management program and reflects the 13 S&P uses the term -ERM rating‖ for these five categories to indicate the level of ERM implementation. While we use this S&P terminology in the remainder of this paper, we consider the -weak‖, -adequate‖, and -adequate with a positive trend‖ ratings to indicate increasing sophistication of traditional risk management (TRM) implementation and the -strong‖ and -excellent‖ ratings to indicate increasing levels of ERM implementation. In other words, we consider these five levels to represent not five levels of ERM implementation, but five levels of risk management ratings, ranging from weak TRM to excellent ERM. We thank an anonymous reviewer for pushing us towards this understanding.
extent of its implementation. The ERM variable is also superior to using the announcement of a chief risk officer (CRO) as a binary indicator of ERM implementation as in previous studies, which does not capture the extent of ERM implementation.
We translate the S&P ERM ratings into numerical scores suitable for statistical analysis as follows: Weak = 1, Adequate = 2, Adequate with a Positive Trend = 3, Strong = 4 and Excellent = 5. Based on our review of the past risk management literature, we expect the degree of ERM implementation by an insurer to be positively related to firm value.
C. Control Variables
We investigate the relationship between ERM rating and firm value after controlling for variables that are motivated by previous risk management research. We expect the Size variable to be positively related to performance because larger firms should be more capable of capturing economies of scale in underwriting insurance contracts. Liebenberg and Sommer (2008) find that larger property-liability insurers generate higher returns on equity, and McShane and Cox (2009) find similar results for life-health insurers, which they attribute to the greater market power and economies of scale and lower insolvency risk of larger insurers. We follow previous research in applying the natural logarithm of total assets as our size proxy. If greater Leverage implies greater default risk, then rational policyholders should pay lower prices for policies issued by more leveraged insurers (Sommer, 1996) , which implies a negative relation between leverage and return. Our measure for leverage is the financial leverage index, which is the ratio of return on average assets to return on average equity.
We proxy for Systemic Risk using the insurer's beta, which we expect to be negatively related to firm value. An insurer with greater systemic risk will discount expected cash flows at a higher rate, which should result in a relatively lower firm value (Shin and Stulz, 2000) . We also employ control variables for Profitability (return on assets), Cash-flow Volatility (standard deviation of the free cash flow over the previous five years scaled by the average free cash flow over the previous five years), and Growth Opportunities (average annual sales growth over the previous five years). We expect our results to be similar to those found in past previous risk management research, that is, firm value is positively related to profitability and growth opportunities and negatively related to cash-flow volatility.
We control for insurer complexity by adding a variable that indicates the number of lines of business (LOB) in which the insurer operates. We operationalize this by counting the number of four-digit Standard Industrial Classification (SIC) codes in which the insurer does business.
The managerial discretion hypothesis of Mayers and Smith (1988) suggests that insurers operating in fewer lines of business (less complex insurers) should have lower monitoring costs for owners, resulting in higher returns. Therefore, we expect the complexity variable to be negatively related to firm value. The number of SIC codes for insurers in our sample ranges from one to eight.
For reasons explained later, we also include an ERM 2 variable to investigate any nonlinear relation between ERM and firm value. Table 1 shows the variable descriptions and expected signs. 
Research Design
This section describes our data and model.
A. Data
Our main independent variable of interest is S&P's ERM rating, which determines the firms in our data set. S&P released ERM ratings for 152 insurer groups as of April 2008. As our measure of firm value is Tobin's Q, we can use only publicly-traded insurers in our investigation. Thus, our final data set consists of the 82 publicly traded insurers for which S&P released an ERM rating. Data for the other variables were obtained from the Thomson Banker
One databases.
B. Model
We investigate the relation between firm value and the degree to which insurers have implemented ERM using the following model. The variable definitions and expected signs are shown in Table 1 
Results
Descriptive statistics are shown in Table 2 , which includes the mean values for the dependent and independent variables for each S&P ERM rating category. The relation between ERM rating and firm value is somewhat in line with our expectation, that is, a roughly positive relation, though it appears to peak out for ERM3 and ERM4 insurers. Accordingly, we introduce an ERM 2 variable in our analysis to test for curvilinearity in the relationship. Table 2 also indicates a positive relation between ERM rating and firm size, but no obvious pattern for the relation of ERM rating and the other control variables. Table 3 shows the Pearson correlation coefficients. The signs of the correlations of the independent variables with firm value are roughly as expected though insignificant in many cases. The only correlation above 0.5 is between two independent variables: ERM rating and size. We therefore compute the variance inflation factors (VIFs) developed by Belsley, Kuh, and Welsch (1980) . With all VIFs below 2.5, collinearity is unlikely to be a problem. Next we move on to our multivariate tests to investigate further with results shown in Table 4 . We perform four different regressions to investigate the relation between ERM rating and firm value. In regression (1), ERM rating is positive and significantly related to firm value with a p-value of 0.027. In this regression, ERM rating is the only regressor and has an adjusted R 2 of 0.072. In regression (2), we add all the control variables, and ERM rating is still positive and significant at the five percent level. A squared ERM rating variable is added in regression (3) to test for non-linear effects. ERM rating is still positive and significant at the one percent level, and the squared ERM rating coefficient is negative with a p-value of 0.026, indicating that ERM rating has a non-linear relation to firm value.
We investigate this non-linear relation further in regression (4) by using dummy variables for each ERM rating category. We omit ERM3 in the regression so results for the other ERM ratings will be in relation to ERM3. In regression (4), ERM1 and ERM2 are both negatively related at the five percent significance level to firm value relative to ERM3, while ERM4 and ERM5 are not close to having a significantly different effect on firm value relative to ERM3.
Overall, regression (4) suggests that firm value increases from ERM1 to ERM3, but beyond that, there is no significant difference in firm value between ERM3, ERM4, and ERM5 firms.
Together, these regressions indicate a positive relation between ERM rating and firm value up to about the ERM3 rating, but after that point, an increase in ERM rating provides no significant difference in performance results. As discussed previously, we consider the ERM1 to ERM3 ratings to indicate an increasingly positive opinion of S&P about the insurer's implementation of traditional risk management (TRM) process while ERM4 and ERM5 indicate that the insurer has moved beyond TRM and has implemented ERM. In other words, our results suggest that increasingly sophisticated TRM is related to higher firm value, but beyond that there is no apparent increase in firm value for insurers that implement ERM.
TABLE 4
Results of Regressions of S&P ERM Rating on Firm Value This table shows the results of four different regressions of S&P ERM rating on firm value. In regression (4), ERM1 is set to 1 if the insurer's S&P ERM rating = Weak, zero otherwise. ERM2 is set to 1 if the insurer's S&P ERM rating = Adequate, zero otherwise. ERM3 is set to 1 if the insurer's S&P ERM rating = Adequate with a Positive Trend, zero otherwise. Note: ERM3 is omitted in the regression so the other ERMn results are relative to ERM3. ERM4 is set to 1 if the insurer's S&P ERM rating = Strong, zero otherwise. ERM5 is set to 1 if the insurer's S&P ERM rating = Excellent, zero otherwise. The other variables are defined in Table 1 . ***, **, and * indicate significance at the 1%, 5%, and 10% level, respectively. The results for four of our control variables are as expected: financial leverage, systemic risk, and cash-flow volatility are negative and significantly related to firm value, while profitability has a positive and significant relation to firm value. Unexpectedly, firm size is insignificant in the regressions. According to the Pearson correlation analysis in Table 2 , size is significantly correlated with ERM rating. We ran a regression alternately omitting size and ERM rating from the regression. The significance of ERM rating does not change when size is omitted whereas size becomes significant when ERM rating is omitted, suggesting that the ERM rating variable co-opts the explanatory power of the size variable.
Also against expectations, the growth opportunities variable is negative and significantly related to firm value at the ten percent level in regressions (2) and (3). These results may be due to the weakness of our proxy. For growth opportunities, we use average sales growth over the previous five years. Most other risk management studies have been on samples of non-financial firms and use ratios such as annual ratios of capital expenditures or research and development to sales, which are not appropriate for financial firms. Another explanation could be that insurers are attempting to increase market share at the cost of firm value or are increasing premium revenue to be invested in the stock market at the expense of sound underwriting.
At the beginning of the paper, we described several reasons that boards of directors are becoming increasing involved in risk management activities. The regressions described in Table   4 do not control for differences in boards, which could be a possible source of omitted variable bias. Table 5 includes variables for additional testing that control for the relative strength and engagement of the board (and its committees) in risk oversight. One way we control for differences in board activity is by adding a binary variable indicating whether the insurer is listed on the New York Stock Exchange (NYSE). In 2003, the NYSE implemented new corporate governance rules specifying that the internal audit function provide management and the audit committee with ongoing assessments of the company's risk management processes and system of internal control. We also include a variable that indicates the percent of directors that are independent, because Beasley, Clune, and Hermanson (2005) had found that firms with a higher percentage of independent directors were further along in implementing ERM. The results shown in Figure V generally support our conclusion from the previous results.
The S&P ERM rating variable is positive but not significant in regression (1). However, the coefficients on the ERM rating variable and its square are even more significant in regression (2) than in the previous regression that did not include the board related variables. In regression (3), ERM1 and ERM2 are still significantly negative relative to the omitted categorical variable ERM3 while ERM4 and ERM5 are not significantly different from ERM3. These results support our previous finding that indicate a positive relation between risk management level indicated by the S&P ERM rating and firm value up to the third level but no difference after the third level.
Conclusion
Managing risks has become a critical function for CEOs as organizational environments become increasingly turbulent and complex. Traditionally, firms have managed risk in silos, and researchers have examined narrow slices of the corporate risk management spectrum. Previous empirical risk management research has investigated the relation between the hedging of financial risk using derivatives and firm value. In recent years, some firms have started to adopt a more comprehensive approach, called enterprise risk management (ERM), but research on the relationship between ERM and firm value has been sparse. We believe that one main constraint that limited research in this stream was the lack of an effective proxy for the degree of enterprise risk management capability and implementation. We were able to overcome this constraint by using a newly available measure of ERM (from S&P) that was comprehensive in character and overcomes some of the limitations of the earlier proxies that have been used in ERM research.
The overwhelming majority of empirical risk management research has investigated nonfinancial firms. However, financial institutions are in the business of pricing risk, and have been leaders in implementing ERM. Since 2007, S&P has incorporated an -ERM rating‖ for insurers in the overall ratings process. We use this new rating in our model to investigate the relation between risk management and firm value. Our interpretation of S&P's -ERM rating‖ is that the lower three categories (weak, adequate, and adequate with a positive trend) reflect increasing levels of traditional risk management (TRM) implementation. S&P gives a -strong‖ rating to insurers that have progressed beyond silo risk management. We consider a strong rating to indicate that a firm has moved past TRM to ERM, and an excellent rating means an even further move into ERM. Based on that interpretation of the S&P ERM rating, our results suggest that firm value increases as firms implement increasingly more sophisticated TRM but does not increase further as firms achieve ERM.
Our results spawn a considerable number of questions for future research. Why does a strong or excellent ERM rating not lead to higher firm value? Is it possible that a strong ERM culture constrains firm growth that gets reflected in its market value? Is it possible that firms with strong ERM systems take bigger risks in areas that constitute their core capabilities (as they are expected to), however, environmental changes may have made their core capabilities ineffective or irrelevant (Priem and Butler, 2001 ) thereby adversely affecting firms. Is the relationship between ERM and firm value stable and true in the long run? That is, as other firms adopt ERM systems, practices and culture, will the advantages of ERM adoption disappear?
Clearly, our setting is unique; financial firms' value imploded as investors grew wary of the fallout of the subprime lending mess. However, we expected that insurers with strong or excellent ERM ratings would distinguish themselves particularly under these extremely adverse situations. This also begs the question: What would be the relationship between ERM and firm value under more normal conditions? In the past, media reports have suggested that rating agencies have been suspected of offering ratings that are distorted by their business relationships with clients. Do our results indicate a problem with S&P's evaluation or with the ERM construct itself? As the S&P ERM rating includes a firm's risk management culture, can firm ERM capabilities and ratings change rapidly? We expect to continue our investigation into these questions as more years of ERM data become available.
S&P provides these separate ERM assessment ratings for insurance companies, and we cannot generalize the results outside the industry. From 2010, S&P plans to start including ERM discussion into corporate credit rating reports for non-financial firms, but has not decided when or whether to produce a separate ERM component for these firms. We will eagerly monitor S&P's actions and as more data becomes available, our future research will investigate the relation between ERM and firm value for firms outside the insurance industry to understand the effects of ERM based on industry differences.
Research into ERM is just beginning and as S&P expands ERM ratings to other industries, the pressure on firms to implement ERM will intensify. If a higher degree of ERM implementation does lead to higher firm value, what is the source of the value? Is it mainly due to the traditional risk management arguments for increased firm value related to the effects of cash-flow volatility on asymmetric information, financial distress, or tax costs? Or is there some additional benefit of ERM, such as managing risks in portfolios, strategically allocating capital to maximize risk-adjusted returns, or increased ability to envision and deal with emerging risks?
That is, we need to unpack the source of value to understand how much of it is attributable to ERM that goes beyond the effects of traditional risk management. We believe these are interesting questions that future research could investigate as more years of ERM data and other proxies become available.
Future work on a broad subject such as ERM can benefit from cross-disciplinary research. Just as firms are breaking down risk silos and implementing ERM, academics may have to cooperate across disciplines to gain a comprehensive understanding of ERM. For example, finance research has mainly focused on quantifiable, tactical risks, such as financial risks that can be hedged using derivatives in what we call traditional risk management, but over the past few years, accounting and finance research has broadened to investigate ERM, while strategic management research has focused on strategic risks that can be mitigated using real options and scenario analysis. We expect such interdisciplinary research would lead to more clarity on the relationship between ERM and firm performance.
