1. Definition of the integral. Let f(x) be a function defined on an interval [a, b] and assuming values which are real numbers or + oo or -oo. A set of four functions <j> l (x) (i = 1, 2, 3,4) is a tetrad adjoined to f(x) on [a, b] iî the following conditions are satisfied.
(1.1a) The <f> l (x) are continuous on [a, b] , respectively, will be called right majors, left majors, left minors, right minors, respectively.
( 1.2) The function f {x) is P^-int egr able on [a, b] if f or every positive € there is a tetrad e-adjoined to f on [a, b] .
Before defining the integral we establish an essential lemma. If we let e approach 0 through a sequence of positive values, by (1.4) the corresponding right minors </> 4 (x) converge uniformly to F(x), which therefore is continuous. DEFINITION 
If f(x) is P*-integrable on [a, b], and F(x) is the function defined in Lemma 1.2, then the P*-integral of f over [a, b] is defined to be
Henceforth we omit the P* before the integral. 
J a 2. Properties of the integral. We can now readily establish the elementary properties of the P*-integral; if/i and/ 2 are P*-integrable, so is kfi and so is/i ±/ 2 if defined (that is, if never of the form oo -oo ), and the integrals have the values to be expected; f\ is P*-integrable over every subinterval of [a, b] y and is an additive function of intervals; and the function fo(x)=fx( -x) is P*-integrable over [ -&, -a] , and its integral is equal to
The proofs differ from the corresponding proofs for the Perron integral only in minor details.
Furthermore, we can readily show that every P*-integrable function is finite almost everywhere, is measurable, and is almost everywhere equal to the derivative of its indefinite P*-integral. The proof in Sak's Theory of the Integral, p. 202, needs only obvious changes.
An alternative form of definition is given in the next theorem.
THEOREM 2.1. Let f{x) be defined on an interval [a, b] . In order that f(x) be P*-integrable on [a, b] it is necessary and sufficient that for every positive number e there exist four functions xf/^x) (i=l, 2, 3, 4) which satisfy (1.1a) and (1.1b), satisfy the inequalities in (1.1c) for almost all x, and are such that
In this case, the P*-integral of f over [a, x] is the common g.l. The proof is essentially that given by Bauer 4 for the Perron integral. As an obvious corollary, if ƒ(#) is P*-integrable on [a, b] so is every function equivalent to ƒ, and the integrals are the same.
3. Substitution. Next we establish the following theorem on change of independent variable. 
2) + oo > D+r(y) = 0 = f(g(y))g(y).
If y is in E 2 , for each y' such that ;y <y f S/3 we have
By definition (1.1), D+<j> l > -oo except at most on a denumerable set Xo. If x is in X 0 , the equation gG0=ff can have at most one solution in E 2l for of two solutions lying in [a, /?] the lesser is in Ei by definition. So the set of such solutions is denumerable. To it we add the at most denumerable set on which Dg = oo ; the sum F 0 is at most denumerable. If y is in E 2 -F 0 , we let y'->y + , and from (3.3) obtain (3.4) B^^ -oo.
Moreover, if g'{y) exists, as it does almost everywhere in [a, /3], the same limiting process yields (3.5)
D+Vb) = D^(g(y))i(y).
Combining this with (3.1) and (1.1), we see that D + \j/ l (y) > -oo except at most on a denumerable set and
The other functions rp 1 can be discussed analogously; we thus see that they satisfy the first three conditions of Theorem 2.1. The last condition (2.1) is trivial, since
V<fi) -iW = I *W -*'(*) I < «• So by Theorem 2.1 the product f(g(y))i(y)
is P*-integrable on [ce, /?]. Moreover, its integral over [a, /3] lies between ^4(j8) and ^x(/3), that is, between <£ 4 (&) and ^(b). So does the integral of ƒ(x) over [a, b] . Since </> 4 (&) and ftib) differ by less than an arbitrary e, the two integrals are equal.
Theorem 3.1 has an obvious analogue for monotonie non-increasing functions g (y) . Also, it is worth observing that the hypotheses on g (y) force it to be absolutely continuous. For if we set ƒ=! in Theorem 3.1 we find that g(P) -g(«) = a ~ b = J gOVy.
Since g is non-negative, the integral on the right reduces to a Lebesgue integral, as we can show by the usual proof for the Perron integral. This equation implies the absolute continuity of g(y).
fie last integral being a Stieltjes integral.
The function g(x)
can be written in either of the forms
where the gi are positive, g\ and g2 are monotonie non-increasing and gz and gi are monotonie non-decreasing. Let 0* be a tetrad e-adjoined to ƒ on [a, b] . We define sixteen functions by the formulas
It is evident that these all vanish at x = a. If x and x' are in [a, 6], we can apply the first mean-value theorem to the integral in (4.2) to obtain where 5 is between x and #' (inclusive). Since <t> 1 is continuous and gj is bounded, this shows that \p)(x) is continuous.
Suppose that g'(x) is defined and finite; this is true for almost all x. We divide both numbers of (4.3) by x'-x, writing the x'-x under the square-bracketed terms on the right. The second term on the right tends to zero, so This is still valid if £ = #, provided that we assign a value, say 0, to the middle factor in the last term. Henceforth we assume that x is in the set on which the inequalities in (1.1b) hold; this rejects at most a denumerable set of x. Let x' approach x from the right. From (4.6) and (4.7) we find that these satisfy (1.1b). From (4.4), together with (1.1b), we find that the inequalities of (1.1c) hold for almost all x, and (1.1a) has already been established.
Since F is the g.l.b. of majors and the l.u.b. of minors, we find
Hence by (4.8)
and, denoting the coefficient of e by Kj, this implies
Since e is arbitrary, this implies that with (4.9) and (4.10) all four numbers yp^b) lie arbitrarily close to
F{b)gib) -f F(x)dgtx).
This establishes the inequality (2.1) of Theorem 2.1, hence proves the P*-integrability of f(x) g(x), and also establishes equation (4.1).
5. Equivalence of the P*-integral and the Perron integral. It is evident that every function which is 5 Perron integrable on an interval [a, b] is also P*-integrable, and the integrals are equal. For the Perron major functions serve simultaneously as right and left majors, and the Perron minors serve as right and left minors.
The converse is less evident. It requires slight generalizations of two known theorems. 
