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a b s t r a c t
The carving-width of a graph is theminimum congestion of routing trees for the graph.We
determine the carving-width of generalized hypercubes: Hamming graphs, even grids, and
tori. Our results extend the result of Chandran and Kavitha [L.S. Chandran, T. Kavitha, The
carvingwidth of hypercubes, Discrete Math. 306 (2006) 2270–2274] that determines the
carving-width of hypercubes.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The notion of carving-width was introduced by Seymour and Thomas [23]. They showed NP-hardness of the carving-
width problem for general graphs. They also showed that the optimal carving of a planar graph can be constructed in O(n4)
time, where n is the number of vertices. This time complexity was improved to O(n3) by Gu and Tamaki [11]. Thilikos
et al. [24] gave a constructive linear-time algorithm for deciding whether the carving-width of a graph is at most k for
fixed k. Oum [20] presented an exact algorithm that computes the carving-width of a graph with n vertices andm edges in
O(2nn3 log n log log n logm) time.
Recently, Chandran and Kavitha [7] determined the carving-width of hypercubes; they showed that the carving-width of
the d-dimensional hypercube is 2d−1. It is quite natural and common to extend a graph theoretical result for d-dimensional
hypercubes Q d(= Pd2 = K d2 ) to d-dimensional grids Pdn and Hamming graphs K dn . Extensions along this line have been made
for several width parameters of graphs such as bandwidth [13,18,14], cutwidth [12,19], and tree-width [9,8]. In this paper,
we continue research on carving-width along these lines. Specifically, we determine the carving-width of Hamming graphs
K dn , d-dimensional even grids P
d
2n, and d-dimensional tori C
d
n . We also provide asymptotically tight bounds for d-dimensional
odd grids Pd2n+1. For odd grids, we believe that our upper bound (in Theorem 5.1) is the best possible. This is proved in this
paper only for the two-dimensional case.
To show the results, we first present general lower and upper bounds. Using these bounds, we determine the carving-
width of d-dimensional Hamming graphs, even grids, and tori. The proofs of upper bounds proceed by induction on the
dimension d. As usual, we take d = 1 as the initial step of the induction for Hamming graphs and tori. Since d = 1 is the
exceptional case for grids, we take d = 2 as the initial step for them. Hence, we first determine the carving-width of P2n .
The study of the carving-width of P2n is interesting in itself. It is sometimes helpful to investigate a width parameter of P
2
n
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Fig. 1. A graph G and its carving T (wG(T ) = 3).
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Fig. 2. The pair (L(S1), L(S2)) is the T -partition of L(T1).
for a better understanding of the parameter [15]. Indeed, investigations have been carried out for several width parameters
such as tree-width [5], branch-width [21], clique-width [10], and rank-width [16]. We investigate the carving-width of P2n ;
in fact, we consider a more general problem: we determine the carving-width of PmPn for anym and n.
Some other classes of graphs can be seen as generalizations of hypercubes. The argument in this paper may be used to
determine the carving-width of such classes including Cartesian powers of the following graphs: the Petersen graphs [3],
complete bipartite graphs [2], complete k-partite graphs [4], and regular graphs [4].
2. Preliminaries
In this paper, all graphs are simple and finite. Let G be a graph, and let V (G) and E(G) denote its vertex set and edge set,
respectively. For S ⊆ V (G), let G[S] denote the subgraph of G induced by S, and let S denote the set V (G) \ S. We denote
the degree of a vertex v ∈ V (G) by degG(v) and the maximum degree of G by∆(G). A graph G is r-regular if all vertices of G
have degree r .
The Cartesian product of graphs G and H , denoted by GH , is the graph whose vertex set is V (G) × V (H), with vertex
(g, h) adjacent to a vertex (g ′, h′) if and only if either g = g ′ and {h, h′} ∈ E(H), or h = h′ and {g, g ′} ∈ E(G). Obviously,
degGH((g, h)) = degG(g) + degH(h) for (g, h) ∈ V (GH). It is easy to see that the Cartesian product operation satisfies
the associative and commutative laws up to isomorphism. The dth Cartesian power of a graph G, denoted by Gd, is defined as
follows: G1 = G and Gd = Gd−1G for d ≥ 2.
Let [n] denote the set {0, 1, . . . , n− 1}. The complete graph Kn is the graph whose vertex set is [n], with any two vertices
adjacent. The graph K dn = (Kn)d is the d-dimensional Hamming graph. The path Pn is the graph whose vertex set is [n] and
edge set is {{i, i+ 1} : 0 ≤ i ≤ n− 2}. The graph Pdn = (Pn)d is the d-dimensional grid. If n is even (odd), then we say that Pdn
is even (odd, respectively). For n ≥ 3, the cycle Cn is the graph whose vertex set is [n] and edge set is {{n − 1, 0}} ∪ E(Pn).
The graph Cdn = (Cn)d is the d-dimensional torus. The d-dimensional hypercube Q d is the dth Cartesian power of P2 = K2, that
is, Q d = Pd2 = K d2 .
For two disjoint subsets A, B ⊆ V (G), let E(A, B) denote the set of edges inG joining A and B. For S ⊆ V (G), let ∂G(S) be the
boundary edge set of S, that is, ∂G(S) = E
(
S, S
)
. We define the function βG(s) = minS⊆V (G),|S|=s |∂G(S)|. From the definition,
∂G(S) = ∂G
(
S
)
; thus βG(s) = βG(|V (G)| − s). Clearly, the following proposition holds.
Proposition 2.1. If G is a-regular and G[S] is b-regular, then |∂G(S)| = |S|(a− b).
We omit the subscript of the functions degG, ∂G, and βG when the graph G is clear from the context.
Let T be a tree.We say that T is ternary if the degree of every non-leaf vertex of T is 3.We denote the leaves of T by L(T ). A
carving T of a graphG is a ternary tree such that L(T ) = V (G). For e ∈ E(T ), let T−e denote the forest obtained by the deletion
of e. Let T1 and T2 be the two components of T − e. Thewidth of the edge e is defined aswG,T (e) = |∂G(L(T1))|(= |∂G(L(T2))|).
The width of a carving T is defined as wG(T ) = maxe∈E(T )wG,T (e). The carving-width of a graph G, denoted by cw(G), is the
minimum width over all carvings of G. Fig. 1 shows an example of a graph and its carving.
Let T be a carving of a graph G, let e be an edge of T , and let T1 and T2 be the two components of T − e. We say that e
is balanced if e minimizes the difference between |L(T1)| and |L(T2)|. When e is balanced, we call (L(T1), L(T2)) a balanced
pair of T . When |L(T1)| ≥ 2, there are two subtrees S1 and S2 of T1 that are adjacent to e such that L(T1) = L(S1) ∪ L(S2)
(see Fig. 2). The pair (L(S1), L(S2)) is called the T -partition of L(T1).
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Fig. 3. Construction of the carving TGH .
3. General lower and upper bounds
In this section, we give general lower and upper bounds on the carving-width of graphs.
Lemma 3.1. Let G be an n-vertex graph, with n ≥ 2. Let T be a carving of G. If (A, B) is a balanced pair of T such that |A| ≤ |B|,
then dn/3e ≤ |A| ≤ bn/2c.
Proof. If |B| = 1, then clearly |A| = 1 and n = 2, and the lemma holds. Suppose |B| ≥ 2. Let (B1, B2) be the T -partition of
B. Clearly, max{|A|, |B1|, |B2|} = |A| since otherwise (A, B) is not a balanced pair. Thus, we have n/3 ≤ |A| ≤ n/2. Since |A|
is an integer, the lemma holds. 
Corollary 3.2. For any graph G of n vertices, cw(G) ≥ mindn/3e≤i≤bn/2c βG(i).
The above corollary is our main tool for deriving the lower bounds. Note that Chandran and Kavitha have shown a more
general inequality [7].
The next lemma establishes a general upper bound on the carving-width of the Cartesian product of graphs.
Lemma 3.3. cw(GH) ≤ max {cw(G)|V (H)|, cw(H)+ 23 |V (H)|∆(G)}.
Proof. Let TG be an optimal carving of G. For g ∈ V (G), let Hg be the subgraph of GH induced by {(g, h) : h ∈ V (H)}. Since
Hg is isomorphic to H, cw(Hg) = cw(H). Let Tg be an optimal carving of Hg , and let eg = {xg , yg} be a balanced edge of Tg .
To obtain the desired carving TGH of GH , for every g ∈ V (G) we subdivide the edge eg , and we identify the new vertex
with g (see Fig. 3). We formally define TGH as follows:
V (TGH) = V (TG) ∪
⋃
g∈V (G)
V (Tg),
E(TGH) = E(TG) ∪
⋃
g∈V (G)
(
E(Tg) ∪ {{g, xg}, {g, yg}} \ {eg}
)
.
It is easy to see that TGH is a ternary tree and L(TGH) = V (GH). Thus, TGH is a carving of GH . The following two claims
show that TGH has the required width.
Claim 3.4. For each e ∈ E(TG), wGH,TGH (e) ≤ cw(G)|V (H)|.
Proof. Consider the edges {(g, h), (g ′, h′)} ∈ E(GH) that contribute to wGH,TGH (e). Since e ∈ E(TG), the two vertices
(g, h) and (g ′, h′) are in two different copies Hg and Hg ′ of H . Thus, h = h′ and {g, g ′} ∈ E(G). It is easy to see that {g, g ′}
contributes to wG,TG(e). Hence, there are at most wG,TG(e)|V (H)| such edges {(g, h), (g ′, h′)}. Since wG,TG(e) ≤ cw(G), the
claim holds. 
Claim 3.5. If e ∈ E(TGH) \ E(TG), thenwGH,TGH (e) ≤ cw(H)+ 23 |V (H)|∆(G).
Proof. Consider the edges {(g, h), (g ′, h′)} ∈ E(GH) that contribute to wGH,TGH (e). Without loss of generality, we may
assume that e ∈ E(Tg) ∪ {{g, xg}, {g, yg}} \ {eg}. We have two kinds of such edges {(g, h), (g ′, h′)} (see Fig. 4).
(Type 1) h 6= h′: Here g = g ′ and {h, h′} ∈ E(H). Thus, {(g, h), (g, h′)} contributes to wHg ,Tg (e). Hence there are at most
wHg ,Tg (e) such edges. Note thatwHg ,Tg (e) ≤ cw(Hg) = cw(H).
(Type 2) h = h′: Here {g, g ′} ∈ E(G), so the number of the candidates for g ′ is at most ∆(G). Let T be the component of
TGH − e that does not contain g , and letW = {h′′ ∈ V (H) : (h′′, g) ∈ L(T )}. Clearly, h ∈ W . Let (A, B) be the balanced pair
of Tg defined by eg . Now W is contained in one of A and B. Hence, |W | ≤ 23 |V (H)| by Lemma 3.1. Thus, there are at most
2
3 |V (H)|∆(G) such edges. 
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Fig. 5. The carving T of width max{cut(G),∆(G)}.
The above two claims complete the proof. 
The cutwidth of a graph G, denoted by cut(G), is the smallest integer k such that there is a bijection φ: {1, . . . , n} → V (G)
satisfying |∂({φ(1), φ(2), . . . , φ(i)})| ≤ k for 1 ≤ i ≤ n. We say that such a bijection is optimal. It is easy to see that
cut(Pn) = 1 and cut(Cn) = 2. We have the following relations among the carving-width, the cutwidth, and the maximum
degree of a graph.
Lemma 3.6. ∆(G) ≤ cw(G) ≤ max{cut(G),∆(G)}.
Proof. From the definition of cw(G), we have cw(G) ≥ maxv∈V (G) |∂({v})| = ∆(G) for any graph G. Thus the lower bound
holds.
Letφ: {1, . . . , n} → V (G) be an optimal bijection. Usingφ, we construct a carving T of G, as illustrated in Fig. 5. Each edge
joining black and white vertices has width at most ∆(G), and each edge joining white vertices has width at most cut(G).
ThuswG(T ) ≤ max{cut(G),∆(G)}, as required. 
Note that cut(G) < ∆(G) holds for some graphs. (The star K1,n is one such graph.) Hence, we cannot simplify the upper
bound of Lemma 3.6.
4. Carving-width of two-dimensional grids
In this section, we study the carving-width of two-dimensional grids, which will be the basis step of the inductive proof
for d-dimensional grids. Although we need only cw(P2n ) for the basis step of the induction (that is, Lemma 5.6), we obtain a
slightly stronger result: cw(PmPn) for anym and n. In what follows, we assumem ≤ n. The result is the following theorem.
Theorem 4.1. For m ≤ n,
cw(PmPn) =
{
m if m = n and m is even,
m+ 1 otherwise.
It is known that βPmPn(s) ≥ m formn/3 ≤ s ≤ mn/2 [1,22]. Therefore, by Corollary 3.2, cw(PmPn) ≥ m. Thus, we have
the lower bound for the first case of Theorem 4.1.
Rolim et al. [22] determined the cutwidth of PmPn.
Lemma 4.2 ([22]). Let m ≤ n. If m = n = 2, then cut(PmPn) = 2; otherwise cut(PmPn) = m+ 1.
Since ∆(P22 ) = 2,∆(P2Pn) = 3 for n ≥ 3, and ∆(PmPn) = 4 for m ≥ 3, Lemmas 3.6 and 4.2 imply the upper bound for
the second case of Theorem 4.1.
The upper bound for the first case and the lower bound for the second case are proved in the following subsections.
We need some additional definitions. We call the vertex set {(i, j) : 0 ≤ j ≤ n− 1} the ith row of PmPn, and the vertex
set {(i, j) : 0 ≤ i ≤ m − 1} the jth column of PmPn. An edge e ∈ E(PmPn) is horizontal if e = {(i, j), (i, j + 1)} for some i
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Fig. 6. The construction and the evaluation of the carving T of P2n .
and j, and otherwise e is vertical. Let RS = {i : ∃j ∈ [n], (i, j) ∈ S} and CS = {j : ∃i ∈ [m], (i, j) ∈ S}, and let rS = |RS | and
cS = |CS |. Similarly, let R′S = {i : ∀j ∈ [n], (i, j) ∈ S} and C ′S = {j : ∀i ∈ [m], (i, j) ∈ S}, and let r ′S = |R′S | and c ′S = |C ′S |. We
say that S spans the ith row if i ∈ R′S , and S touches the ith row if i ∈ RS \ R′S . Similarly, we say that S spans the jth column if
j ∈ C ′S , and S touches the jth column if j ∈ CS \ C ′S .
4.1. Upper bound
In this subsection, we prove the upper bound cw(P2n ) ≤ n for even n.
Lemma 4.3. cw(P2n ) ≤ n for even n.
Proof. Weassume that n ≥ 4 (the case n = 2 is trivial).We present a carving T ofwidth n. The construction of T is as follows
(see Fig. 6): First, the vertices of P2n are divided into four isomorphic blocks Bi, 1 ≤ i ≤ 4, as depicted in Fig. 6(a). For each
Bi, the subtree of T for Bi is constructed on the basis of a natural ordering of the vertices in Bi (see Fig. 6(b)). By symmetry, it
suffices to show the ordering only for B1. The ordering of B1 is illustrated in Fig. 6(c). The last vertex in the order is the upper
right-hand corner vertex in B1. (The last vertex is marked with a circle in Fig. 6.)
First, consider the edges h and qi, 1 ≤ i ≤ 4, in Fig. 6(b). Clearly, wP2n ,T (h) = |∂(B1 ∪ B2)| = n. It is also clear that
wP2n ,T
(qi) = |∂(Bi)| = n for each i. Next, consider the remaining edges. It suffices to consider only the edges in the subtree
for B1. The width of each edge incident with a leaf is at most ∆(P2n ) = 4 ≤ n. Let ei denote the edge depicted in Fig. 6(b).
Note that wP2n ,T (ei) = |∂(Vi)|, where Vi is the set of vertices in B1 numbered from 1 to i. From the definition of the order
on B1, the set Vi has at most n/2 horizontal boundary edges and at most n/2 vertical boundary edges (see Fig. 6(d)). Hence,
wP2n ,T
(ei) = |∂(Vi)| ≤ n. 
2872 K. Kozawa et al. / Discrete Mathematics 310 (2010) 2867–2876
4.2. Lower bound
We prove that cw(PmPn) ≥ m+ 1 ifm 6= n or ifm is odd. Recall thatm ≤ n. In the rest of this subsection, let S denote
a subset of V (PmPn). From the definitions, the following propositions hold.
Proposition 4.4. For S ⊆ V (PmPn),max{r ′Sn, c ′Sm} ≤ |S| ≤ rScS .
Proposition 4.5. If S touches the ith row (the jth column), then the row (the column) contains at least one horizontal (vertical,
respectively) boundary edge.
Since the set of vertical boundary edges of S and the set of horizontal boundary edges of S are disjoint, we have the following
corollary of Proposition 4.5.
Corollary 4.6. If S touches r rows and c columns, then |∂(S)| ≥ r + c.
Note that if rS < m (cS < n), then S spans no column (no row, respectively).
Proposition 4.7. If |S| > m2/4, rS < m, and cS < n, then |∂(S)| > m.
Proof. Since rS < m and cS < n, it follows that S touches rS rows and cS columns. Corollary 4.6 then implies that |∂(S)| ≥
rS + cS . It is well known that (rS + cS)/2 ≥ √rScS . Since |S| ≤ rScS by Proposition 4.4, it follows that |∂(S)| ≥ 2√rScS ≥
2
√|S| > 2√m2/4 = m. 
Proposition 4.8. If rS = m, cS < n, and |∂(S)| ≤ m, then S = {(i, j) : 0 ≤ i ≤ m − 1, j ∈ CS}, and CS is {0, . . . , k} or
{k, . . . , n− 1} for some k.
Proof. Since cS < n, it follows that S touches rS rows. Since rS = m, the set S has at least m horizontal boundary edges by
Proposition 4.5. Since |∂(S)| ≤ m, the set S has no vertical boundary edge. This implies that S touches no column, and thus
S spans cS columns. Hence, we can conclude that S = {(i, j) : 0 ≤ i ≤ m− 1, j ∈ CS}. If we have neither CS = {0, . . . , k} nor
CS = {k, . . . , n− 1}, then clearly |∂(S)| ≥ 2m. This contradicts the assumption. 
Using the above facts, we prove the lower bound.
Lemma 4.9. Let m ≤ n. If m 6= n or m is odd, then cw(PmPn) ≥ m+ 1.
Proof. Let T be an optimal carving of PmPn, and let (A, B) be a balanced pair of T such that |A| ≤ |B|. Thus, dmn/3e ≤
|A| ≤ bmn/2c by Lemma 3.1. Let (B1, B2) be the T -partition of B. We assume |B1| ≤ |B2| without loss of generality. Since
|A| ≤ |B| and |B1| ≤ |B2|, we have |B2| ≥ dmn/4e. It is easy to verify that ifm 6= n orm is odd, then dmn/4e > m2/4. Hence,
|A| > m2/4 and |B2| > m2/4. We now consider four cases for rA and cA.
(Case 1) rA < m and cA < n: From the fact |A| > m2/4 and Proposition 4.7, we have |∂(A)| > m.
(Case 2) rA < m and cA = n: If m = n, then this case will be covered in Case 4 below, because of the symmetry of rows
and columns. Hence, we assume that m < n, without loss of generality. Since rA < m, the set A touches cA columns. This
implies |∂(A)| ≥ cA = n > m by Corollary 4.6.
(Case 3) rA = m and cA = n: In this case, A spans some r ′A rows and c ′A columns, so A touches m − r ′A rows and n − c ′A
columns. By Corollary 4.6, it follows that
|∂(A)| ≥ (m− r ′A)+ (n− c ′A) = m+ (n− r ′A − c ′A).
We claim that n > r ′A + c ′A. Recall that bmn/2c ≥ |A| ≥ max{r ′An, c ′Am} (see Proposition 4.4). Ifm < n, then
mn ≥ 2|A| ≥ 2max{r ′An, c ′Am} ≥ r ′An+ c ′Am > m(r ′A + c ′A).
Ifm = n, thenm is odd from the assumption. Hence,mn/2 > bmn/2c ≥ |A|. Thus
mn > 2|A| ≥ 2max{r ′An, c ′Am} ≥ r ′An+ c ′Am = m(r ′A + c ′A).
Sincem > 0, we have n > r ′A + c ′A, as desired.
(Case 4) rA = m and cA < n: Suppose wPmPn(T ) ≤ m. By Proposition 4.8, A spans cA columns. Thus cB2 < n, since
cB2 ≤ cB = n − cA < n. If rB2 < m, then wPmPn(T ) ≥ |∂(B2)| > m, using |B2| > m2/4 and Proposition 4.7. Thus, let us
consider the other case, that is, rB2 = m. Applying Proposition 4.8 toA and B2, we have B1 = {(i, j) : 0 ≤ i ≤ m−1, k ≤ j ≤ `}
for some integers k and ` such that 0 < k < ` < n− 1 (see Fig. 7). Now |∂(B1)| = 2m, which is a contradiction. 
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A B2B1m
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Fig. 7. The set B1 has 2m horizontal boundary edges.
5. Carving-widths of grids and tori
In this section, we study the carving-widths of multidimensional grids Pdn and tori C
d
n . The results of this section are the
following two theorems.
Theorem 5.1. Let d ≥ 2 and n ≥ 2. If n is even, then cw(Pdn ) = nd−1; otherwise, nd−1 ≤ cw(Pdn ) ≤ nd−1 + nd−2.
Theorem 5.2. If d ≥ 1 and n ≥ 3, then cw(Cdn ) = 2nd−1.
It is known that cw(Pd2 ) = cw(Q d) = 2d−1 [7]. Thus, we prove Theorem 5.1 for n ≥ 3.
Since∆(Pn) = ∆(Cn) = 2, cut(Pn) = 1, and cut(Cn) = 2 for n ≥ 3, Lemma 3.6 implies the following fact.
Proposition 5.3. cw(Pn) = cw(Cn) = 2 for n ≥ 3.
We prove the lower bounds first. Bollobás and Leader [6] showed the following lower bounds for βPdn (s) and βCdn (s).
Theorem 5.4 ([6]). If 1 ≤ s ≤ nd/2, then βPdn (s) ≥ minr∈{1,...,d} s1−1/r rnd/r−1 and βCdn (s) ≥ 2minr∈{1,...,d} s1−1/r rnd/r−1.
From the above theorem, we obtain the following lower bounds.
Lemma 5.5. If n ≥ 3, then cw(Pdn ) ≥ nd−1 and cw(Cdn ) ≥ 2nd−1.
Proof. By Corollary 3.2 and Theorem 5.4, it suffices to show that s1−1/r rnd/r−1 ≥ nd−1 for r ∈ {1, . . . , d} and nd/3 ≤ s ≤
nd/2. Clearly, r ≥ 31−1/r for r ∈ {1, . . . , d}. Thus,
s1−1/r rnd/r−1 ≥ (nd/3)1−1/r rnd/r−1 = nd−1r/31−1/r ≥ nd−1.
Hence, the lemma holds. 
Next, we prove the upper bounds. Note that 2dn/2e = n+ 1 for odd n.
Lemma 5.6. cw(Pdn ) ≤ 2dn/2end−2 for d ≥ 2 and n ≥ 3.
Proof. We use induction on d. The case for d = 2 is true by Theorem 4.1. Suppose that cw(Pkn) ≤ 2dn/2enk−2 for some
k ≥ 2. Lemma 3.3 then implies
cw(Pk+1n ) ≤ max{cw(Pkn)|V (Pn)|, cw(Pn)+ 2∆(Pkn)|V (Pn)|/3}.
Since∆(Pkn) = 2k for n ≥ 3, and cw(Pn) = 2 by Proposition 5.3, it follows that cw(Pn) ≤ ∆(Pkn)|V (Pn)|/3 for n ≥ 3. Thus
cw(Pk+1n ) ≤ max{cw(Pkn)|V (Pn)|,∆(Pkn)|V (Pn)|}.
Lemma 3.6 implies cw(Pkn) ≥ ∆(Pkn), and hence, cw(Pk+1n ) ≤ cw(Pkn)|V (Pn)|. Thus, cw(Pk+1n ) ≤ 2dn/2enk−1 follows from
the inductive assumption. 
Lemma 5.7. cw(Cdn ) ≤ 2nd−1 for d ≥ 1 and n ≥ 3.
Proof. We use induction on d. The case for d = 1 is true by Proposition 5.3. Suppose that cw(Ckn) ≤ 2nk−1 for some k ≥ 1.
By Lemma 3.3,
cw(Ck+1n ) ≤ max{cw(Ckn)|V (Cn)|, cw(Cn)+ 2∆(Ckn)|V (Cn)|/3}
≤ max{2nk, 2(2kn/3+ 1)}.
Thus, it suffices to show that nk ≥ 2kn/3+ 1. Suppose nk < 2kn/3+ 1. Now 3nk−1 < 2k+ 3/n, which implies 3nk−1 ≤ 2k
for n ≥ 3. However, it is easy to see that 3nk−1 > 2k for k ≥ 1 and n ≥ 3. Thus, the lemma holds. 
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6. Carving-width of Hamming graphs
In this section, we consider the carving-width of Hamming graphs and prove the following theorem.
Theorem 6.1. For d ≥ 1 and n ≥ 2, cw(K dn ) = dn/3eb2n/3cnd−1.
As mentioned before, it is known that cw(K d2 ) = cw(Q d) = 2d−1 [7]. Hence, we assume n ≥ 3 in the rest of this section.
Recall that if u = (u1, u2, . . . , ud) ∈ V (K dn ) and v = (v1, v2, . . . , vd) ∈ V (K dn ), then {u, v} ∈ E(K dn ) if and only if there exists
an index i such that ui 6= vi and uj = vj for all j 6= i. Clearly, |V (K dn )| = nd, and K dn is d(n− 1)-regular.
First, we prove Theorem 6.1 for d = 1. Note that n− dn/3e = b2n/3c.
Lemma 6.2. For n ≥ 3, cw(Kn) = dn/3eb2n/3c.
Proof. Observe that if S ⊆ V (Kn), then |∂(S)| = β(|S|) = |S|(n − |S|). Since |S|(n − |S|) is minimized at |S| = dn/3e for
dn/3e ≤ |S| ≤ bn/2c, Corollary 3.2 implies the lower bound.
Let T be a carving of Kn. Since |∂(S)| = |S|(n − |S|) for any S ⊆ V (Kn), we have wKn(T ) ≤ dn/3eb2n/3c if and only if
for each e ∈ E(T ), the smaller component of T − e has at most dn/3e leaves. Such a carving is constructed by the following
steps:
(1) Partition V (Kn) into disjoint subsets V1, V2, and V3 such that V1 ∪ V2 ∪ V3 = V (Kn) and |Vi| ≤ dn/3e for each i.
(2) Construct arbitrary ternary trees T1, T2, and T3 such that L(Ti) = Vi for each i.
(3) Connect the three trees by a star K1,3 with leaves v1, v2, v3 as follows:
(a) if |V (Ti)| = 1, then simply identify vi with the element of V (Ti);
(b) otherwise, subdivide an arbitrary edge ei ∈ E(Ti), and identify vi with the vertex added by the subdivision.
The tree resulting from this construction has the required property. 
6.1. Upper bound
Now, we show the upper bound for any d ≥ 1.
Lemma 6.3. For d ≥ 1 and n ≥ 3, cw(K dn ) ≤ dn/3eb2n/3cnd−1.
Proof. We use induction on d. For d = 1, the lemma holds by Lemma 6.2. Suppose that cw(K kn ) ≤ dn/3eb2n/3cnk−1 for
k ≥ 1. By Lemma 3.3,
cw(K k+1n ) ≤ max{cw(K kn )|V (Kn)|, cw(Kn)+ 2∆(K kn )|V (Kn)|/3}
≤ max{dn/3eb2n/3cnk, dn/3eb2n/3c + 2k(n− 1)n/3}.
Thus, it suffices to show that dn/3eb2n/3cnk ≥ dn/3eb2n/3c + 2k(n − 1)n/3, which is equivalent to k ≤ (3/2)(dn/3e
b2n/3c/n)((nk − 1)/(n− 1)). Suppose that this does not hold. Since dn/3eb2n/3c ≥ 2n2/9 for n ≥ 3, we have
k >
3
2
· dn/3eb2n/3c
n
· n
k − 1
n− 1 ≥
n
3
k−1∑
i=0
ni ≥ nk−1.
This contradicts the fact that k ≤ nk−1 for k ≥ 1 and n ≥ 3. 
6.2. Lower bound
Lindsey [17] has solved the edge-isoperimetric problem for Hamming graphs by using lexicographic order ≺, where
(a1, . . . , ad) ≺ (b1, . . . , bd) if and only if there exists an index i such that ai < bi and aj = bj for all j < i.
Lemma 6.4 ([17]). Let n1 ≤ · · · ≤ nd. For each s, where 1 ≤ s ≤ ∏di=1 ni, the collection of the first s vertices of
Kn1Kn2 · · ·Knd taken in the lexicographic order ≺ achieves the minimum for the number of boundary edges.
Using Corollary 3.2 and Lemma 6.4, we can derive the following lower bound.
Lemma 6.5. cw(K dn ) ≥ dn/3eb2n/3cnd−1 for d ≥ 2 and n ≥ 3.
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Fig. 8. Sets S, R, T , and S ′ .
Proof. In this proof, let Vi = {v ∈ V (K dn ) : v1 = i} and V≤i =
⋃
0≤j≤i Vj.
By Corollary 3.2, it is sufficient to show that β(s) ≥ dn/3eb2n/3cnd−1 for dnd/3e ≤ s ≤ bnd/2c. Let s be an integer
satisfying bnd/3c ≤ s ≤ bnd/2c, and let S ⊆ V (K dn ) be the set of the first s vertices of K dn taken in the order ≺. Now
|∂(S)| = β(s) by Lemma 6.4. Let q and r be the quotient and the remainder, respectively, when s is divided by nd−1. That is,
s = qnd−1 + r and 0 ≤ r < nd−1. We now have bn/3c ≤ q ≤ bn/2c, since the assumption dnd/3e ≤ s ≤ bnd/2c implies
that bn/3cnd−1 ≤ s < (bn/2c + 1)nd−1.
By the definition of ≺, the set S contains Vi for 0 ≤ i ≤ q − 1 and the first r vertices of Vq with respect to ≺. Note
that the following argument works even when r = 0. Let R = Vq ∩ S, T = Vq \ R, and S ′ = S ∪ T (see Fig. 8). Note that
|R| = r, |T | = nd−1 − r , and S ′ = V≤q.
Since each vertex (q, u2, . . . , ud) ∈ T has a unique neighbor (i, u2, . . . , ud) in Vi when 0 ≤ i ≤ q− 1, the following claim
holds.
Claim 6.6. |E(T , S \ R)| = q|T | = q(nd−1 − r).
Similarly, since each vertex (u1, u2, . . . , ud) ∈ S ′ has a unique neighbor (i, u2, . . . , ud) ∈ Vi ⊆ S ′ for q+ 1 ≤ i ≤ n− 1,
the following two claims hold.
Claim 6.7.
∣∣E (S, S ′)∣∣ = (n− q− 1)|S| = (n− q− 1)(qnd−1 + r).
Claim 6.8.
∣∣E (T , S ′)∣∣ = (n− q− 1)|T | = (n− q− 1)(nd−1 − r).
Now, we divide the proof into two cases: q ≥ dn/3e and q < dn/3e. If n is divisible by 3, then q ≥ bn/3c = dn/3e. So,
the cases to consider are as follows:
(1) q ≥ dn/3e, and
(2) q < dn/3e and n 6≡ 0 (mod 3).
(Case 1) q ≥ dn/3e: Observe that |∂(S)| ≥ ∣∣E (S, S ′)∣∣+ |E(T , S \ R)| (see Fig. 8). Thus, Claims 6.6 and 6.7 imply
|∂(S)| ≥ (n− q− 1)(qnd−1 + r)+ q(nd−1 − r)
= q(n− q)nd−1 + r(n− 2q− 1).
If q = n/2, then r = 0, since |S| = qnd−1 + r ≤ bnd/2c. If q < n/2, then n− 2q− 1 ≥ 0. Hence, |∂(S)| ≥ q(n− q)nd−1 for
q ≤ n/2. Observe that the function is minimized over dn/3e ≤ q ≤ bn/2c by setting q = dn/3e. Hence,
|∂(S)| ≥ q(n− q)nd−1 ≥ dn/3e(n− dn/3e)nd−1 = dn/3eb2n/3cnd−1.
The lemma holds in this case.
(Case 2) q < dn/3e and n 6≡ 0 (mod 3): Since bn/3c ≤ q < dn/3e, we have q = bn/3c = dn/3e−1. Thus S ′ = V≤dn/3e−1,
and hence K dn [S ′] = Kdn/3eK d−1n . Note that |S ′| = dn/3end−1 and that K dn [S ′] is ((dn/3e − 1)+ (d− 1)(n− 1))-regular.
Hence, |∂(S ′)| = dn/3eb2n/3cnd−1 by Proposition 2.1. Thus, it suffices to show that |∂(S ′)| ≤ |∂(S)|. Since q = bn/3c and
n is not divisible by 3, we have n = 3q + a for some a ∈ {1, 2}. We denote the subset {v ∈ V (K dn ) : v1 = q, v2 = i} ⊆ Vq
by Vq.i.
Claim 6.9. R ⊆ Vq contains Vq.i for 0 ≤ i ≤ q+ a− 2.
Proof. Recall that R is the set of the first r vertices of Vq with respect to ≺. Thus, r ≥ (q + a − 1)nd−2 implies the claim.
Since s = qnd−1 + r ≥ dnd/3e, we have
r ≥ dnd/3e − qnd−1 = d(3q+ a)nd−1/3e − qnd−1 = dand−1/3e.
If a = 1, then r ≥ dnd−1/3e. Thus, we have
r ≥ dnd−1/3e > bn/3cnd−2 = qnd−2 = (q+ a− 1)nd−2.
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If a = 2, then r ≥ d2nd−1/3e. Since n ≥ 3, we have
r ≥ d2nd−1/3e > b2n/3cnd−2 ≥ bn/3+ 1cnd−2 = (q+ 1)nd−2 = (q+ a− 1)nd−2,
as required. 
Each vertex (q, u2, u3, . . . , ud) ∈ T has a neighbor (q, i, u3, . . . , ud) ∈ Vq.i ⊆ R. This fact and the above claim imply the
following claim.
Claim 6.10. |E(T , R)| ≥ |T |(q+ a− 1).
Observe that |∂(S ′)| = |∂(S)| − |E(T , R)| − |E(T , S \ R)| + ∣∣E (T , S ′)∣∣ (see Fig. 8). Hence Claims 6.6, 6.8 and 6.10 imply
|∂(S ′)| = |∂(S)| − |E(T , R)| − |E(T , S \ R)| + ∣∣E (T , S ′)∣∣
≤ |∂(S)| − |T |(q+ a− 1)− |T |q+ |T |(n− q− 1)
= |∂(S)| + |T |(n− 3q− a).
Since n = 3q+ a, we have |∂(S ′)| ≤ |∂(S)| as required. 
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