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Abstract
The aim of this work is to establish the existence of multi-peak
solutions for the following class of quasilinear problems
−div
(
ǫ2φ(ǫ|∇u|)∇u
)
+ V (x)φ(|u|)u = f(u) in RN ,
where ǫ is a positive parameter, N ≥ 2, V, f are continuous functions
satisfying some technical conditions and φ is a C1-function.
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1 Introduction
Several recent studies have focused on the nonlinear Schro¨dinger equation
iǫ
∂Ψ
∂t
= −ǫ2∆Ψ+ (V (z) + E)Ψ− f(Ψ) for all z ∈ RN , (NLS)
where N ≥ 2, ǫ > 0 is a positive parameter and V, f are continuous function
verifying some conditions. This class of equation is one of the main objects
of the quantum physics, because it appears in problems involving nonlinear
optics, plasma physics and condensed matter physics.
∗C.O. Alves was partially supported by CNPq/Brazil 304036/2013-7 and INCT-MAT,
e-mail: coalves@mat.ufcg.edu.br
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The knowledge of the solutions for the elliptic equation{
−ǫ2∆u+ V (z)u = f(u) in RN ,
u ∈ H1(RN ),
(S)ǫ
has a great importance in the study of standing-wave solutions of (NLS).
The existence and concentration of positive solutions for general semilinear
elliptic equations (S)ǫ for the case N ≥ 3 have been extensively studied, see
for example, Floer and Weinstein [16], Oh [29], Rabinowitz [31], Wang [34],
Cingolani and Lazzo [11], Ambrosetti, Badiale and Cingolani [6], Floer and
Weinstein [17], Gui [22], del Pino and Felmer [12] and their references.
In the above mentioned papers, the existence, multiplicity and concen-
tration of positive solutions have been obtained in connection with the ge-
ometry of the function V . In [31], by a mountain pass argument, Rabinowitz
proves the existence of positive solutions of (S)ǫ for ǫ > 0 small and
lim inf
|z|→∞
V (z) > inf
z∈RN
V (z) = V0 > 0. (R)
Later Wang [34] showed that these solutions concentrate at global minimum
points of V as ǫ tends to 0. In [12], del Pino and Felmer have found solutions
which concentrate around local minimum of V by introducing a penalization
method. More precisely, they assume that there is an open and bounded set
Λ ⊂ RN such that
0 < V0 ≤ inf
z∈Λ
V (z) < min
z∈∂Λ
V (z).
The existence of multi-peak solution has been considered in some papers.
In [22], Gui has showed the existence of a κ-peak solution uǫ for the problem
(S)ǫ under the assumptions that V : R
N → R is a continuous function
verifying
V (z) ≥ V0 > 0 for all z ∈ R
N (V0)
and there exist κ disjoint bounded regions Ω1, ...,Ωκ such that
Mi = min
x∈∂Ωi
V (x) > αi = inf
x∈Ωi
V (x) i = 1, ..., κ. (V1)
A similar result was also obtained by del Pino and Felmer in [13] by using
a different approach. In [2], Alves has generalized the results found in [22]
for a class of quasilinear problems involving the p-Laplacian operator. The
reader can find more information about multi-peak solutions for quasilinear
problems associated with (S)ǫ in Giacomini and Squassina [21], Zhang and
Xu [35] and their references.
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After a bibliography review, we did not find any paper related to
the existence of multi-peak solution for quasilinear problems involving N -
functions. Motivated by this fact, we are interesting in finding multi-peak
positive solutions for the following class of quasilinear problems{
−div
(
ǫ2φ(ǫ|∇u|)∇u
)
+ V (x)φ(|u|)u = f(u) in RN ,
u ∈W 1,Φ(RN ),
(Pǫ)
where ǫ is a positive parameter, N ≥ 2, V : RN → R is a continuous
function satisfying (V0) and (V1), and φ : [0,+∞) → [0,+∞) is a C
1-
function verifying:
(φ1) φ(t), (φ(t)t)
′
> 0 for all t > 0.
(φ2) There exist l,m ∈ (1, N), such that l ≤ m < l
∗ = Nl
N−l and
l ≤
φ(t)t2
Φ(t)
≤ m ∀t 6= 0, where Φ(t) =
∫ |t|
0
φ(s)sds.
(φ3) The function
φ(t)
tm−2
is nonincreasing in (0,+∞).
(φ4) The function φ is monotone.
(φ5) There exists a constant c > 0 such that
|φ
′
(t)t| ≤ cφ(t), ∀ t ∈ [0,+∞).
Hereafter, we will say that Φ ∈ Cm if
(Cm) Φ(t) ≥ |t|
m, ∀t ∈ R.
Moreover, let us denote by γ the following real number
γ =

m, if Φ ∈ Cm,
l, if Φ /∈ Cm.
Related to the function f , we assume that it is a C1-function satisfying
(f1) There are functions r, b : [0,+∞)→ [0,+∞) such that
lim sup
|t|→0
f
′
(t)
(r(|t|)|t|)′
= 0 and lim sup
|t|→+∞
|f
′
(t)|
(b(|t|)|t|)′
< +∞.
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(f2) There exists θ > m such that
0 < θF (t) ≤ f(t)t ∀t > 0, where F (t) =
∫ t
0
f(s)ds.
(f3) The function
f(t)
tm−1
is increasing for t > 0.
Here, the functions r and b are C1-function satisfying the following
conditions:
(r1) r is increasing.
(r2) There exists a constant c > 0 such that
|r
′
(t)t| ≤ cr(t), ∀ t ≥ 0.
(r3) There exist positive constants r1 and r2 such that
r1 ≤
r(t)t2
R(t)
≤ r2, ∀t 6= 0, where R(t) =
∫ |t|
0
r(s)sds.
(r4) The function R satisfies
lim sup
t→0
R(t)
Φ(t)
< +∞ and lim sup
|t|→+∞
R(t)
Φ∗(t)
= 0.
(b1) b is increasing.
(b2) There exists a constant c˜ > 0 such that
|b
′
(t)t| ≤ c˜b(t), ∀t ≥ 0.
(b3) There exist positive constants b1, b2 ∈ (1, γ
∗) such that
b1 ≤
b(t)t2
B(t)
≤ b2 ∀t 6= 0, where B(t) =
∫ |t|
0
b(s)sds and γ∗ =
Nγ
N − γ
.
(b4) The function B satisfies
lim sup
t→0
B(t)
Φ(t)
< +∞ and lim sup
|t|→+∞
B(t)
Φ∗(t)
= 0,
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where Φ∗ is the Sobolev conjugate function, which is defined as being the
inverse function of
GΦ(t) =
∫ t
0
Φ−1(s)
s1+
1
N
ds.
Using the change variable v(x) = u(x/ǫ), it is easy to see that the
problem (Pǫ) is equivalent to the following problem{
−∆Φv + V (ǫx)φ(|v|)v = f(v) in R
N ,
v ∈W 1,Φ(RN ),
(P˜ǫ)
where the operator ∆Φu = div(φ(|∇u|)∇u), named Φ-Laplacian operator,
is a natural extension of the p-Laplacian operator, with p being a positive
constant. This operator appears in a lot of physical applications, such as
Non-Newtonian Fluid: Φ(t) = 1
p
|t|p for p > 1,
Plasma Physics: Φ(t) = 1
p
|t|p+ 1
q
|t|q where 1 < p < q < N with q ∈ (p, p∗),
Nonlinear Elasticity: Φ(t) = (1 + t2)α − 1, α ∈ (1, N
N−2 ),
Plasticity: Φ(t) = tp ln(1 + t), 1 < −1+
√
1+4N
2 < p < N − 1, N ≥ 3,
Generalized Newtonian Fluid: Φ(t) =
∫ t
0 s
1−α(sinh−1 s)βds, 0 ≤ α ≤ 1 and
β > 0.
The reader can find more details about the physical applications in [14],
[17], [19] and their references. The existence of solution for (P˜ǫ) when ǫ = 1
in bounded and unbounded domains of RN has been established in some
paper, see for example [3], [7], [8], [9], [18], [24], [25], [26], [27], [32], [33] and
references therein. However, associated with the existence, multiplicity and
concentration of solution for a Φ-Laplacian equation, the authors know only
the papers [4] and [5].
Now, we are ready to state our main result.
Theorem 1.1 Suppose that (φ1)-(φ3), (b1)-(b3), (f1)-(f3), (V0) and (V1)
hold. Then, for each Γ ⊂
{
1, ..., κ
}
, there exist ǫ∗ > 0 such that, for that,
for ǫ ∈ (0, ǫ∗], (Pǫ) has a family {uǫ} of positive solutions verifying the
following property for ǫ small enough:
There exists δ > 0 such that
sup
x∈RN
uǫ(x) ≥ δ.
There exists Pǫ,i ∈ Ωi for all i ∈ Γ such that, for each η > 0, there exists
ρ > 0 verifying
sup
x∈Bǫρ(Pǫ,i)
uǫ(x) ≥ δ for all i ∈ Γ
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and
sup
x∈RN\∪i∈ΓBǫρ(Pǫ,i)
uǫ(x) < η.
In the above theorem, if Γ has ι elements, we say that uǫ is a ι-peak
solution. From now on, we will work with (P˜ǫ) to get multi-peak solutions
of (Pǫ).
The proof of our main theorem will make by using variational methods
and adpating some arguments found in [2] and [22]. However, we would like
point out that some estimates in our paper are totally different from those
used in [2, 22], because some properties and estimates that occur for the p-
Laplacian do not hold for a Φ-Laplacian equation. Here, we overcome these
difficulties by showing a new version of Lions’ Lemma for Orlicz-Sobolev
Spaces and also a new property involving the Orlicz-Sobolev, these two
results can be seen in Section 5. Moreover, in [2] was used the interaction
Moser techniques, which does not work well in our case. Hence, it was
necessary to change the arguments and we have used some ideas found in
[20] and [23].
Before concluding this section, we would like to say that the reader can
find a brief review about Orlicz-Sobolev spaces in [4], [5] and [18]. However,
for a more detailed study, we cite the books [1], [28] and [30].
Notation: In this paper, we use the following notations:
• If A is a N-function, we denote by A˜ and A∗ its complementary and
conjugate functions respectively.
• If A is a N-function, we denote by LA(RN ) and W 1,A(RN ) the Orlicz
and Orlicz-Sobolev spaces respectively. Moreover, we denote by ‖ ‖A
and ‖ ‖1,A their usual norms given by
‖u‖A := inf
{
λ > 0;
∫
RN
A
( |u|
λ
)
dx ≤ 1
}
and
‖u‖1,A = ‖∇u‖A + ‖u‖A.
• We say that a N-function A verifies the ∆2-condition, denote by
A ∈ ∆2, if there is a K > 0 such that
A(2t) ≤ KA(t), ∀t ≥ 0.
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If A, A˜ are N-functions verifying the ∆2-condition, then L
A(RN ) and
W 1,A(RN ) are reflexive and separable. As (φ1)-(φ2) imply that Φ
and Φ˜ satisfy the ∆2-condition, we have L
Φ(RN ) and W 1,Φ(RN ) are
reflexive and separable spaces.
• C denotes (possible different) any positive constant, whose value is not
relevant.
2 Penalization Method
In present section our main goal is to prove the existence of solution for an
auxiliary problem by adapting some ideas explored in [2] and [22].
Since we intend to find positive solutions, we will assume that
f(t) = 0, ∀t ∈ (−∞, 0]. (2.1)
In what follows, let us denote by Iǫ : Xǫ → R the energy functional given
by
Iǫ(u) =
∫
RN
Φ(|∇u|)dx+
∫
RN
V (ǫx)Φ(|u|)dx −
∫
RN
F (u)dx,
where Xǫ denotes the subspace of W
1,Φ(RN ) given by
Xǫ =
{
u ∈W 1,Φ(RN ) :
∫
RN
V (ǫx)Φ(|u|)dx < +∞
}
endowed with the norm
‖u‖ǫ = ‖∇u‖Φ + ‖u‖Φ,Vǫ
where
‖∇u‖Φ := inf
{
λ > 0;
∫
RN
Φ
( |∇u|
λ
)
dx ≤ 1
}
and
‖u‖Φ,Vǫ := inf
{
λ > 0;
∫
RN
V (ǫx)Φ
( |u|
λ
)
dx ≤ 1
}
.
As Φ and Φ˜ verify ∆2-condition, the space Xǫ is reflexive and separable.
Moreover, from (V0), it follows that the embeddings
Xǫ →֒ L
Φ(RN ) and Xǫ →֒ L
B(RN ) (2.2)
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are continuous. From the above embeddings, a direct computation yields
Iǫ ∈ C
1(Xǫ,R) with
I
′
ǫ(u)v =
∫
RN
φ(|∇u|)∇u∇v dx+
∫
RN
V (ǫx)φ(|u|)uv dx−
∫
RN
f(u)v dx
for all u, v ∈ Xǫ. Thereby, u ∈ Xǫ is a weak solution of (P˜ǫ) if, and only if,
u is a critical point of Iǫ. Furthermore, by (2.1), the critical points of Iǫ are
nonnegative.
Let θ be the number given in (f3) and a, ξ > 0 satisfying
ξ >
(θ − l)
(θ −m)
m
l
and
f(a)
φ(a)a
=
V0
ξ
.
Using the above numbers, let us define the function
f˜(s) =
 f(s) if s ≤ a,V0
ξ
φ(s)s if s > a.
Finally, fixed Γ ⊂
{
1, ..., κ
}
, we consider the function
g(x, s) = χΩ(x)f(s) + (1− χΩ(x))f˜(s),
where χΩ is the characteristic function related to the set
Ω =
⋃
i∈Γ
Ωi.
From definition of g, it follows that g is a Carathe´odory function verifying
g(x, s) = 0, ∀(x, s) ∈ RN × (−∞, 0] (2.3)
and
g(x, s) ≤ f(s), ∀(x, s) ∈ RN × R. (2.4)
Moreover, the following conditions also hold:
(g1) 0 ≤ θG(x, s) = θ
∫ s
0
g(x, t)dt ≤ g(x, s)s, ∀(x, s) ∈ Ω× (0,+∞).
(g2) 0 < lG(x, s) ≤ g(x, s)s ≤
V0
ξ
φ(s)s2, ∀(x, s) ∈ Ωc × (0,+∞).
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Using the function g, we set the auxiliary problem{
−∆Φu+ V (ǫx)φ(|u|)u = g(ǫx, u) in R
N ,
u ∈W 1,Φ(RN ).
(Aǫ)
Associated with (Aǫ), we have the functional Jǫ : Xǫ → R
N given by
Jǫ(u) =
∫
RN
Φ(|∇u|)dx +
∫
RN
V (ǫx)Φ(|u|)dx −
∫
RN
G(ǫx, u)dx,
which belongs to C1(Xǫ,R) with
J
′
ǫ(u)v =
∫
RN
φ(|∇u|)∇u∇v dx+
∫
RN
V (ǫx)φ(|u|)uv dx−
∫
RN
g(ǫx, u)v dx,
for all u, v ∈ Xǫ. Therefore, critical points of Jǫ are nonnegative weak
solutions of (Aǫ).
Here, we would like to point out that if uǫ is a positive solution of (Aǫ)
with uǫ(x) ≤ a for every x ∈ R
N\Ωǫ with Ωǫ = Ω/ǫ, then uǫ is also a positive
solution of (P˜ǫ).
2.1 The behavior of the (PS)∗c sequences
In what follows, we say that (un) is a (PS)
∗
c sequence when
(un) ⊂ Xǫn , Jǫn(un)→ c, ‖J
′
ǫn
(un)‖
∗
ǫn
→ 0 and ǫn → 0.
The main result of this section is as follows:
Proposition 2.1 Let (un) be a (PS)
∗
c sequence. Then, there exist a
subsequence of (un), still denoted by itself, a nonnegative integer p, sequences
of points (yn,j) ⊂ R
N with j = 1, ..., p such that
ǫnyn,j → xj ∈ Ω and |yn,j − yn,i| → +∞ as n→ +∞
and ∥∥∥un(·)− p∑
j=1
u0,j(· − yn,j)ϕǫn(· − yn,j)
∥∥∥
ǫn
→ 0 as n→ +∞
where ϕǫ(x) = ϕ
(
x/(− ln ǫ)
)
for 0 < ǫ < 1, and ϕ is a cut-off function
which ϕ(z) = 1 for |z| ≤ 1, ϕ(z) = 0 for |z| ≥ 2 and |∇ϕ| ≤ 2. The function
u0,j 6= 0 is a nonnegative solution for
−∆Φu+ Vjφ(|u|)u = g0,j(x, u) in R
N , (P j)
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where Vj = V (xj) ≥ V0 > 0 and g0,j(x, u) = lim
n→∞ g(ǫnx + ǫnyn,j, u).
Moreover, we have c ≥ 0 and
c =
p∑
j=1
J0,j(u0,j),
where J0,j :W
1,Φ(RN )→ R denotes the functional given by
J0,j(u) =
∫
RN
Φ(|∇u|)dx+ Vj
∫
RN
Φ(|u|)dx−
∫
RN
G0,j(x, u)dx
with G0,j(x, t) =
∫ t
0 g0,j(x, s)ds.
Proof. Let (un) be a (PS)
∗
c sequence. Arguing as [4], there exists M > 0
independent of n such that
‖un‖ǫn ≤M ∀n ∈ N,
showing that (un) is a bounded sequence in W
1,Φ(RN ). Since
c+ on(1) = Jǫn(un)−
1
θ
J
′
ǫn(un)un
and (φ2) combined with (g1)-(g2) give
Jǫn(un)−
1
θ
J
′
ǫn(un)un ≥ C
(∫
RN
Φ(|∇un|)dx+
∫
RN
V (ǫnx)Φ(|un|)dx
)
, (2.5)
with C =
[(
1 − m
θ
)
−
(
1 − l
θ
)
m
kl
]
> 0, we deduce that c ≥ 0. Thereby, if
c = 0 , (2.5) ensures that∫
RN
Φ(|∇un|)dx→ 0 and
∫
RN
V (ǫnx)Φ(|un|)dx→ 0,
leading to ‖un‖ǫn → 0. In the sequel, we will consider only the case c > 0.
We claim that there exist positive constants ρ, a, a subequence of (un),
still denoted by itself, and a sequence (yn,1) ⊂ R
N such that∫
Bρ(yn,1)
Φ(|un(x)|)dx ≥ a > 0, ∀n ∈ N. (2.6)
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Otherwise, since (un) is bounded in W
1,Φ(RN ), a Lions-type result for
Orlicz-Sobolev spaces found in [3, Theorem 1.3] gives un → 0 in L
B(RN ),
that is, ∫
RN
B(|un|)dx→ 0.
Now, the definition of J
′
ǫn
(un)un together with (f1), (φ2) and (b2) yields
c1
∫
RN
B(|un|)dx+J
′
ǫn
(un)un ≥ l
(
1−
1
k
)( ∫
RN
Φ(|∇un|)dx+
∫
RN
V (ǫnx)Φ(|un|)dx
)
,
showing that ‖un‖ǫn → 0. Then c = 0, which is a contradiction. Therefore
(2.6) holds.
Now, setting wn,1(x) = un(x + yn,1), we see that (wn,1) is a bounded
sequence in W 1,Φ(RN ). Thus, there exist u0,1 ∈ W
1,Φ(RN ) and a
subsequence of (wn,1), still denoted by itself, such that
wn,1 ⇀ u0,1 in W
1,Φ(RN ).
The above limit and (2.6) combine to give u0,1 6= 0.
Hereafter, we will show that u0,1 is the solution of (P
1). For this purpose,
it is crucial to show the following claim:
Claim 2.1 The sequence (ǫnyn,1) is bounded. Moreover, there exists x1 ∈ Ω
such that, up to a subsequence, ǫnyn,1 → x1.
In fact, suppose by contradiction that (ǫnyn,1) is an unbounded sequence.
Then, without loss of generality, we can suppose that |ǫnyn,1| → +∞. By
using the limit lim
ǫ→0
ǫ ln ǫ = 0, it is easy to check that for n large enough
ǫnyn,1 + ǫnx ∈ R
N \ Ω for |x| < 2| ln ǫn|.
Once (un) is (PS)
∗
c , setting vn(x) = un(x)ϕǫn(x − yn,1), we have (‖vn‖ǫn)
is bounded in R and J
′
ǫn(un)vn = on(1). On the other hand, a direct
computation gives
J
′
ǫn(un)vn ≥
(
l −
m
k
)∫
RN
(
Φ(|∇u0,1|) + V0Φ(|u0,1|)
)
dx+ on(1),
and so, ∫
RN
(
Φ(|∇u0,1|) + V0Φ(|u0,1|)
)
dx = 0,
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implying that u0,1 = 0, which is absurd. Thereby, (ǫnyn,1) is a bounded
sequence. From this, there exists x1 ∈ R
N such that for some subsequence,
ǫnyn,1 → x1. The same type of argument works to prove that x1 ∈ Ω, which
proves the Claim 2.1.
The same arguments explored in [3, Lemma 4.3] work to show that there
exists a subsequence of (wn,1), still denote by itself, such that
wn,1(x)→ u0,1(x) and ∇wn,1(x)→ ∇u0,1(x) a. e. in R
N . (2.7)
The Claim 2.1 combined with the limit above permit to conclude that u0,1
is solution of (P 1).
Next, we consider u1n(x) = un(x) − (u0,1ϕǫn)(x − yn,1). We will show
that (u1n) is a (PS)
∗
c−J0,1(u0,1) sequence, that is,
Jǫn(u
1
n)→ c− J0,1(u0,1) and ‖J
′
ǫn(u
1
n)‖
∗
ǫn → 0.
Firstly, we prove that Jǫn(u
1
n) → c − J0,1(u0,1). For this end, from a result
due to Brezis and Lieb [10], we derive that
Jǫn(u
1
n)− Jǫn(un) + Jǫn
(
(u0,1ϕǫn)(x− yn,1)
)
= In + on(1), (2.8)
where
In =
∫
RN
[
G(ǫnx, un)−G(ǫnx, u
1
n)−G(ǫnx, (u0,1ϕǫn)(x− yn,1))
]
dx.
Arguing as in [2, Proposition 2.4], given η > 0, there exists ρ > 0 and n0 ∈ N
such that for n ≥ n0
In ≤ η +
∫
|x|≥ρ
∣∣∣G(ǫnx+ ǫnyn,1, wn,1)−G(ǫnx+ ǫnyn,1, wn,1 − u0,1ϕǫn)∣∣∣dx.
Moreover, increasing ρ if necessary, the conditions (φ1)-(φ5), (r1)-(r3), (b1)-
(b3), (f1), (f3) and (2.4) combine to give∫
|x|≥ρ
∣∣∣G(ǫnx+ ǫnyn,1, wn,1)−G(ǫnx+ ǫnyn,1, wn,1 − u0,1ϕǫn)∣∣∣dx ≤ η + on(1).
On the other hand, a direct calculus given us
Jǫn
(
(u0,1ϕǫn)(· − yn,1)
)
→ J0,1(u0,1). (2.9)
The last inequalities together with (2.8) and (2.9) leads to Jǫn(u
1
n) →
c−J0,1(u0,1). A similar argument can be used to show that ‖J
′
ǫn
(u1n)‖
∗
ǫn
→ 0.
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As (u1n) is a (PS)
∗
c−J0,1(u0,1), we can repeat the previous arguments to
find a sequence (yn,2) ⊂ R
N verifying∫
Bρ(yn,2)
Φ(|u1n(x)|)dx ≥ a1 > 0. (2.10)
We observe that the sequence (yn,2) can be chosen so that
|yn,2 − yn,1| → +∞. (2.11)
Indeed, to see why, we assume that (|yn,2− yn,1|) is bounded in R. Thus, by
(2.10), there exists ρ1 > 0 such that∫
Bρ(yn,2)
Φ(|u1n(x)|)dx ≤
∫
Bρ1 (0)
Φ(|wn(x)− (u0,1ϕǫn)(x)|)dx
and so, ∫
Bρ1 (0)
Φ(|wn(x)− (u0,1ϕǫn)(x)|)dx ≥ a1, ∀n ∈ N,
which is absurd, because wn − u0,1ϕǫn → 0 in L
Φ(Bρ1(0)).
Next, repeating the above arguments, we also have that (wn,2) given
by wn,2(x) = u
1
n(x + yn,2) is bounded in W
1,Φ(RN ), and so, there exists a
solution u0,2 ∈W
1,Φ(RN ) of (P 2) such that
wn,2(x)→ u0,2(x) and ∇wn,2(x)→ ∇u0,2(x) a. e. in R
N .
Setting u2n(x) = u
1
n(x)− (u0,2ϕǫn)(x− yn,2) and arguing as above, it follows
that
Jǫn(u
2
n)→ c− J0,1(u0,1)− J0,2(u0,2) and ‖J
′
ǫn(u
2
n)‖
∗
ǫn → 0,
showing that (u2n) is a (PS)
∗
c−J0,1(u0,1)−J0,2(u0,2) sequence. Continuing with
this argument, we find a sequence (usn) given by
usn(x) = u
s−1
n (x)− (u0,sϕǫn)(x− yn,s)
with
Jǫn(u
s
n)→ c−
s∑
i=1
J0,i(u0,i) and ‖J
′
ǫn
(usn)‖
∗
ǫn
→ 0.
Finally, as in [22, Proposition 2.2], there exists p ∈ N such that
Jǫn(u
p
n)→ 0 and ‖J
′
ǫn
(upn)‖
∗
ǫn
→ 0.
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This implies that
‖upn‖ǫn → 0 and c =
p∑
i=1
J0,i(u0,i),
finishing the proof.
3 Existence of a special solution for (P˜ǫ)
Our goal is looking for a special critical point of Jǫ for ǫ small enough, which
will help us to prove the existence of multi-peak solutions for (Pǫ).
In what follows, for each i ∈ Γ, Ω˜ǫ,i denote mutually disjoint open sets
compactly containing Ωǫ,i. Hereafter, let us denote by Ei : W
1,Φ(RN )→ R
and Eǫ,i : X˜ǫ,i → R the following functionals
Ei(u) =
∫
RN
Φ(|∇u|)dx+
∫
RN
αiΦ(|u|)dx −
∫
RN
F (u)dx
and
E˜ǫ,i(u) =
∫
Ω˜ǫ,i
Φ(|∇u|)dx+
∫
Ω˜ǫ,i
V (ǫx)Φ(|u|)dx −
∫
Ω˜ǫ,i
G(ǫx, u)dx,
where X˜ǫ,i denotes the space of W
1,Φ(Ω˜ǫ,i) endowed with the norm
‖u‖
X˜ǫ,i
= ‖∇u‖
Φ,Ω˜ǫ,i
+ ‖u‖
Φ,Vǫ,Ω˜ǫ,i
where
‖∇u‖
Φ,Ω˜ǫ,i
:= inf
{
λ > 0;
∫
Ω˜ǫ,i
Φ
( |∇u|
λ
)
dx ≤ 1
}
and
‖u‖Φ,Vǫ,Ω˜ǫ,i := inf
{
λ > 0;
∫
Ω˜ǫ,i
V (ǫx)Φ
( |u|
λ
)
dx ≤ 1
}
.
The same type of arguments found in [4] and [5] guarantee the existence
of functions wi ∈W
1,Φ(RN ) and wǫ,i ∈ X˜ǫ,i with
Ei(wi) = µi, E˜ǫ,i(wǫ,i) = µ˜ǫ,i and E
′
i(wi) = E˜
′
ǫ,i(wǫ,i) = 0,
where
µi = inf
u∈W 1,Φ(RN )\{0}
sup
t≥0
Ei(tu) = inf
α∈Γi
sup
t∈[0,1]
Ei(α(t)),
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µ˜ǫ,i = inf
u∈X˜ǫ,i{0}
sup
t≥0
Ei(tu) = inf
α∈Γ˜ǫ,i
sup
t∈[0,1]
Ei(α(t)),
Γi =
{
α ∈ C([0, 1],W 1,Φ(RN )) : α(0) = 0, Ei(α(1)) < 0
}
and
Γ˜ǫ,i =
{
α ∈ C([0, 1], X˜ǫ,i) : α(0) = 0, E˜ǫ,i(α(1)) < 0
}
.
3.1 Some results about the minimax levels
The main goal this subsection is to show an important limit involving the
numbers µi and µ˜ǫ,i.
Lemma 3.1 For each i ∈ Γ, there exist σ0, σ1 > 0, independents of ǫ, such
that
‖u‖
X˜ǫ,i
> σ0 and E˜ǫ,i(u) > σ1, ∀u ∈ N˜ǫ,i
where
N˜ǫ,i =
{
u ∈ X˜ǫ,i\{0} : E˜
′
ǫ,i(u)u = 0
}
.
Proof. Note that, for any u ∈ N˜ǫ,i, the conditions (φ2) and (g2) imply that
c1
[ ∫
Ω˜ǫ,i
Φ(|∇u|)dx+
∫
Ω˜ǫ,i
V (ǫx)Φ(|u|)dx
]
≤ c2
∫
Ω˜ǫ,i
Φ∗(|u|)dx
for some positive constants c1, c2 > 0. The last inequality together with [3,
Lemmas 2.3 and 2.5] leads to
c1
(
ξ0(‖∇u‖Φ,Ω˜ǫ,i) + ξ0(‖u‖Φ,Vǫ,Ω˜ǫ,i)
)
≤ c2ξ3(‖u‖Φ∗ ,Ω˜ǫ,i)
where ξ0(t) = min{t
l, tm} and ξ3(t) = min{t
l∗ , tm
∗
}. Then, by Proposition
5.1 ( see Appendix ), there exists a positive constant M∗, independent of ǫ,
such that
c1
(
ξ0(‖∇u‖Φ,Ω˜ǫ,i) + ξ0(‖u‖Φ,Vǫ,Ω˜ǫ,i)
)
≤ c2M
∗ξ3(‖u‖X˜ǫ,i).
From this, there is σ0 > 0 satisfying
‖u‖
X˜ǫ,i
> σ0, ∀u ∈ N˜ǫ,i.
On the other hand, for any u ∈ N˜ǫ,i, the conditions (φ2) and (g1)-(g2) give
E˜ǫ,i(u) ≥ C
(
ξ0(‖∇u‖Φ,Ω˜ǫ,i) + ξ0(‖u‖Φ,Vǫ,Ω˜ǫ,i)
)
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for some positive constant C. Therefore,
E˜ǫ,i(u) ≥ σ1,
for some σ1 > 0. This proves the lemma.
Our next result studies the behavior of the minimax level µ˜ǫ,i when ǫ
goes to zero.
Lemma 3.2 For each i ∈ Γ, the following limit holds
µ˜ǫ,i → µi as ǫ→ 0.
Proof. To begin with, let us prove that
µ˜ǫ,i ≤ µi + o(ǫ). (3.1)
In what follows, let wi ∈ W
1,Φ(RN ) such that Ei(wi) = µi and E
′
i(wi) = 0.
For δ > 0 enough small, we fix ϑ ∈ C∞0
(
[0,+∞), [0, 1]
)
with ϑ(s) = 1 if
s ∈ [0, δ2 ] and ϑ(s) = 0 if s ∈ [δ,+∞). Using the function ϑ, we define
wǫ,i(x) = ϑ(|ǫx− xi|)wi(
ǫx− xi
ǫ
),
where V (xi) = min
y∈Ωi
V (y). As supp(wǫ,i) ⊂ Bδ(
xi
ǫ
), we derive that wǫ,i ∈ X˜ǫ,i.
Furthermore, there exists tǫ,i > 0 such that Ψǫn,i := tǫ,iwǫ,i ∈ N˜ǫ,i and
µ˜ǫ,i ≤ max
t≥0
E˜ǫ,i(twǫ,i) = E˜ǫ,i(tǫ,iwǫ,i). (3.2)
Using Lebesgue’s Theorem, it is possible to prove that
lim
ǫ→0
E˜ǫ,i(tǫn,iwǫn,i) = Ei(wi) = µi.
Consequently,
lim sup
ǫ→0
µ˜ǫ,i ≤ µi. (3.3)
Now, we will prove the inequality below
µi ≤ lim inf
ǫ→0
µ˜ǫ,i. (3.4)
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Let ǫn ∈ (0,+∞) with ǫn → 0 and vǫn,i ∈ X˜ǫn,i be a solution of the following
problem  −∆Φu+ V (ǫnx)φ(|u|)u = g(ǫx, u) in Ω˜ǫn,i,∂u
∂ν
= 0, on ∂Ω˜ǫn,i.
(Pǫ,i)
By Lemma 3.1, there exists σ0 > 0, independent of n, such that
‖vǫn,i‖Xǫn,i ≥ σ0, for all n ∈ N.
Using the last inequality together with the Proposition 5.2 (see Appendix),
there exist (yn,i) ⊂ R
N , ̺ > 0 and a > 0 such that
lim
n→+∞
∫
B̺(yn,i)∩Ωǫn,i
Φ(|vǫn,i|)dx ≥ a. (3.5)
Moreover, by (3.5), increasing ̺ if necessary, we may assume that (yn,i) ⊂
Ωǫn,i with dist(yn,i, ∂Ω˜ǫn,i) → +∞. Hence, ǫnyn,i → xi ∈ Ωǫn,i and given
ρ > ̺, we have B2ρ(yn,i) ⊂ Ω˜ǫn,i for n sufficiently large. Setting
wn,i,ρ(x) = ψ
( |x|
ρ
)
vǫn,i(x+ yn,i), ∀x ∈ Ω˜ǫn,i − yn,i
where ψ ∈ C∞(R) is such that ψ = 1 on [0, 1], ψ = 0 on (2,+∞), 0 ≤ ψ ≤ 1
and ψ
′
∈ L∞(R), we find∫
B̺(0)
Φ(|wn,i,ρ|)dx =
∫
B̺(yn,i)
Φ(|vǫn,i|)dx ≥ a > 0.
Once supp(wn,i,ρ) ⊂ B2ρ(0), we conclude that wn,i,ρ ∈ W
1,Φ(RN ). The
fact that vǫn,i is a solution of (Pǫ,i) together with (3.1) yields there exists
C > 0, independent of ρ, such that ‖wn,i,ρ‖ ≤ C. Hence, there exists
wiρ ∈W
1,Φ(RN ) such that
wn,i,ρ ⇀ w
i
ρ in W
1,Φ(RN ).
Then, wn,i,ρ → w
i
ρ in L
Φ
loc(R
N ) and∫
B̺(0)
Φ(|wiρ|)dx ≥ a > 0. (3.6)
Since (‖wiρ‖) is bounded in R, there exists w ∈W
1,Φ(RN ) such that
wiρ ⇀ w
i in W 1,Φ(RN ).
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Thus, wiρ → w
i in LΦloc(R
N ) and∫
B̺(0)
Φ(|wi|)dx ≥ a > 0. (3.7)
Moreover, by a direct computation, wi is a solution of problem (P i), that
is, ∫
RN
[
φ(|∇wi|)∇wi∇ζdx+ V (xi)φ(|w
i|)wiζ
]
dx =
∫
RN
g(xi, w
i)wiζdx,
for all ζ ∈ W 1,Φ(RN ). Fixing τ > ρ, we know that Bτ (yn,i) ⊂ Ω˜ǫn,i for n
large enough. Hence,
µ˜ǫn,i = E˜ǫn,i(vǫn,i)−
1
θ
E˜
′
ǫn,i(vǫn,i)vǫn,i
≥
∫
Bτ (0)
[
h(|∇wn,i,ρ|) + V (ǫnx+ ǫnyn,i)h(|wn,i,ρ|)
]
dx
+
∫
Bτ (0)
[1
θ
g(ǫnx,wn,i,ρ)wn,i,ρ −G(ǫnx,wn,i,ρ)
]
dx
where h(t) = Φ(t) − 1
θ
φ(t)t2. Applying the Fatou’s lemma in n, and after
taking the limit of ρ→ +∞, we derive that
lim inf
n→+∞ µ˜ǫn,i ≥
∫
RN
[
h(|∇wi|) + V (xi)h(|w
i|)
]
dx+
∫
RN
[1
θ
g(xi, w
i)wi −G(xi, w
i)
]
dx
= J0,i(w
i)−
1
θ
J
′
0,i(w
i)wi = J0,i(w
i) = J0,i(w
i) = µV (xi) ≥ µi,
showing (3.4). By (3.1) and (3.4),
µ˜ǫ,i → µi as ǫ→ 0,
which proves the lemma.
3.2 Critical points for Jǫ
In the sequel, we fix Γ ⊂
{
1, ..., κ
}
and for each i ∈ Γ, we choose ρi > 1 such
that Ei(ρ
−1
i wi), Ei(ρiwi) < µi. Setting ρ = max
i∈Γ
ρi, we have
Ei(ρ
−1wi), Ei(ρwi) < µi for all i ∈ Γ (3.8)
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and
µi = max
t∈[ρ−2,1]
Ei(tρwi) for all i ∈ Γ.
Moreover, without loss of generality, we will consider Γ = {1, ..., λ} for
some λ ∈
{
1, ..., κ
}
and define H˜ǫ : [ρ
−2, 1]λ → Xǫ by
H˜ǫ(
−→
θ )(z) =
λ∑
i=1
θiρ(wiϕ)
(
z −
xi
ǫ
)
(3.9)
for all
−→
θ = (θ1, ..., θλ) ∈ [ρ
−2, 1]λ, where xi ∈ Υi = {x ∈ Ωi : V (xi) = αi}.
Moreover, we set
Uǫ =
{
H ∈ C
(
[ρ−2, 1]λ,Xǫ
)
; H = H˜ǫ on ∂([ρ
−1, 1]λ)
)
,
H(
−→
θ ) |Ωǫ,i 6= 0 ∀i ∈ Γ and ∀
−→
θ ∈ [ρ−1, 1]λ
}
.
Since supp
(
wiϕ
(
z − xi
ǫ
))
⊂ Ωǫ,i, it follows that H˜ǫ ∈ Uǫ. Therefore, we can
define the number
Sǫ = inf
H∈Uǫ
max−→
θ ∈[ρ−2,1]λ
Jǫ(H(
−→
θ )).
Lemma 3.3 For ǫ small enough, the following property holds: If H ∈ Uǫ,
then there exists
−→
θ∗ ∈ [ρ−2, 1]λ, such that
E˜
′
ǫ,i
(
H(
−→
θ∗)
)
H(
−→
θ∗) = 0, for all i ∈ Γ.
In particular, E˜ǫ,i
(
H(
−→
θ∗)
)
≥ µ˜ǫ,i, i = 1, ..., λ.
Proof. Given H ∈ Uǫ, consider H : [ρ
−2, 1]λ → Rλ such that
H(
−→
θ ) =
(
E˜
′
ǫ,1
(
H(
−→
θ )
)
H(
−→
θ ), ...., E˜
′
ǫ,λ
(
H(
−→
θ )
)
H(
−→
θ )
)
, where
−→
θ = (θ1, ..., θλ).
For
−→
θ ∈ ∂
(
[ρ−1, 1]λ
)
, it holds
H(
−→
θ ) =
(
E˜
′
ǫ,1
(
H˜ǫ(
−→
θ )
)
H˜ǫ(
−→
θ ), ...., E˜
′
ǫ,λ
(
H˜ǫ(
−→
θ ))
)
H˜ǫ(
−→
θ )
)
.
From this, we observe that there is no
−→
θ ∈ ∂
(
[ρ−2, 1]λ
)
with H(
−→
θ ) = 0. In
fact, for all i ∈ Γ
E˜
′
ǫ,i(H˜ǫ(
−→
θ ))H˜ǫ(
−→
θ ) = E
′
i(θiρwi)θiρwi + oǫ(1) uniformly in
−→
θ ∈ [ρ−2, 1]λ.
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Thereby, if
−→
θ ∈ ∂
(
[ρ−2, 1]λ
)
, then θi0 = 1 or θi0 = ρ
−2 for some i0 ∈ Γ.
Consequently,
0 = E˜
′
ǫ,i0
(H(
−→
θ ))H(
−→
θ ) = E
′
i0
(ρwi0)ρwi0 + oǫ(1)
or
0 = E˜
′
ǫ,i0
(H(
−→
θ ))H(
−→
θ ) = E
′
i0
(ρ−2wi0)ρ
−2wi0 + oǫ(1).
Therefore, if E˜
′
ǫ,i0
(H(
−→
θ ))H(
−→
θ ) = 0, the limit of ǫ→ 0 gives
E
′
i0
(ρwi0)ρwi0 = 0 or E
′
i0
(ρ−2wi0)ρ
−2wi0 = 0
from where it follows that
Ei0(ρwi) ≥ µi or Ei0(ρ
−2wi) ≥ µi,
Thereby, there exists
−→
θ∗ ∈ (δ−1, 1)λ satisfying
E˜
′
ǫ,i
(
H(
−→
θ∗)
)
H(
−→
θ∗) = 0, for all i ∈ Γ.
The next result establishes an important relation between Sǫ and the
levels µi. In what follows, we consider DΓ =
λ∑
i=1
µi. By using the same ideas
found in [2], it is possible to prove the following results
Proposition 3.1 The following limit holds
lim
ǫ→0
Sǫ = DΓ.
Corollary 3.1 For each α > 0, there exists ǫ0 = ǫ0(α) such that
sup
−→
θ ∈[δ−1,1]λ
Jǫ
(
H˜ǫ(
−→
θ )
)
≤ DΓ +
α
2
∀ǫ ∈ (0, ǫ0).
Next, we will introduce some notations. Firstly, we fix the set
Zǫ,i =
{
u ∈ X˜ǫ,i : ‖u‖X˜ǫ,i ≤
σ0
2
}
where σ0 > 0 is a constant such that
lim inf
ǫ→0
‖H˜ǫ(
−→
θ )‖
X˜ǫ,i
> σ0 uniformly in
−→
θ ∈ [ρ−2, 1]λ and i ∈ Γ (See Lemma 3.1).
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Hence, there exist positive constants τ and ǫ∗ such that
distǫ,i
(
H˜ǫ(
−→
θ ),Zǫ,i
)
> τ for all
−→
θ ∈ [δ−2, 1]λ, i ∈ Γ and ǫ ∈ (0, ǫ∗),
where distǫ,i(A,B) denotes the distance between sets A and B of X˜ǫ,i.
Moreover, we define
Θ =
{
u ∈ Xǫ : distǫ,i(u,Zǫ,i) ≥ τ for all i ∈ Γ
}
and for any c, µ > 0 and 0 < δ < τ2 , we consider the sets
Jcǫ =
{
u ∈ Xǫ : Jǫ(u) ≤ c
}
and Qǫ,µ =
{
u ∈ Θ2δ : |Jǫ(u)− Sǫ| ≤ µ
}
,
where Θs, for s > 0, denotes the set
Θs =
{
u ∈ Xǫ : dist(u,Θ) ≤ s
}
.
Observe that for each µ > 0, there exists ǫ1 = ǫ1(µ) > 0 such that the
function Uǫ given by
Uǫ(z) =
λ∑
i=1
(
wiϕ
(
z −
xi
ǫ
))
verifies
Uǫ ∈ Θs for all ǫ ∈ (0, ǫ1) and Jǫ(Uǫ) = DΓ + oǫ(1).
As Sǫ = DΓ + oǫ(1), we have
Jǫ(Uǫ) = Sǫ + oǫ(1),
showing that Qǫ,µ 6= ∅.
Next, let us consider M large enough, independent of ǫ, satisfying
‖H˜ǫ(
−→
θ )‖ǫ ≤
M
2
for all
−→
θ ∈ [ρ−2, 1]2λ. (3.10)
For each s > 0, we denote by Bs =
{
u ∈ Xǫ ; ‖u‖ǫ ≤ s
}
and define the
number
µ∗ = min
{µi
4
,
M
4
,
δ
4
; i ∈ Γ
}
.
The result below establishes the existence of a special critical point for
functional Jǫ, which will be used later on. However, we will omit its proof
because it follows by using the same approach explored in [2].
Proposition 3.2 For each µ ∈ (0, µ∗), there exists ǫµ > 0 such that Jǫ has
a critical point vǫ ∈ Qǫ,µ ∩BM+1 ∩ J
DΓ
ǫ for all ǫ ∈ (0, ǫµ).
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4 The existence of multi-peak positive solutions
In this section, we will show existence of λ-peak solution for (Pǫ). For this
purpose, we need of the following technical lemma
Lemma 4.1 There exist ǫ, µ, such that the solution vǫ obtained in Proposi-
tion 3.2 satisfies
max
z∈∂Ωǫ
vǫ(z) < a for all µ ∈ (0, µ) and ǫ ∈ (0, ǫ).
Proof. Assume by contradiction, that there exist ǫn, µn → 0 such that
vn := vǫn ∈ Qǫn,µn and max
z∈∂Ωǫn
vn(z) ≥ a for all n ∈ N.
Since vn ∈ Qǫn,µn , we know that
J
′
ǫn
(vn) = 0, |Jǫn(vn)− Sǫn | → 0 and dist(vn,Θ) ≤ 2δ. (4.1)
Applying the Proposition 2.1, there exist a nonnegative integer p, sequences
of points (yn,i) ⊂ R
N , points xi ∈ Ω, i = 1, ..., λ and functions u0,i verifying∥∥∥vn(·) − p∑
i=1
u0,i(· − yn,i)ϕǫn(· − yn,i)
∥∥∥
ǫn
→ 0 as n→ +∞ (4.2)
and
ǫnyn,i → xi for i = 1, ..., p. (4.3)
From (4.1), (4.2) and (4.3), p = λ and xi ∈ Υi for all i = 1, ..., λ.
In what follows, we fix (zn) ⊂ ∂Ωǫn such that
vn(zn) = max
z∈∂Ωǫ
vǫn(z)
and the function wn(x) = vn(x+ zn). Then,∥∥∥wn(·)− p∑
i=1
u0,i(·+ zn − yn,i)ϕǫn(·+ zn − yn,i)
∥∥∥
W 1,Φ(RN )
→ 0 as n→ +∞
On the other hand, for each ̺ > 0,
∥∥∥ p∑
i=1
u0,i(·+ zn − yn,i)ϕǫn(·+ zn − yn,i)
∥∥∥
W 1,Φ(B̺(0))
→ 0 as n→ +∞.
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Consequently,
‖wn‖W 1,Φ(B̺(0)) → 0 as n→ +∞. (4.4)
Notice that wn is solution of problem
−∆Φwn + V (ǫnx+ ǫnzn)φ(|wn|)wn = g(ǫnx+ ǫnzn, wn) in R
N ,
because vn is a solution of (Aǫ). Arguing as in [5, Lemma 3.2], there exists
w ∈ C1,αloc (R
N ) such that, up to a subsequence,
wn → w in C
1,α
loc (R
N ).
Since
max
z∈∂Ωǫn
vn(z) ≥ a,
we have that wn(0) ≥ a for all n ∈ N, and so, w(0) ≥ a. Thereby, there
exists ̺ ∈ (0, 1) such that w(x) ≥ a2 for all x ∈ B̺(0). Consequently w 6= 0,
which is a contradiction with (4.4), showing the lemma.
4.1 Proof of Theorem 1.1
By Lemma 4.1, there exist ǫ, µ > 0, such that the solution vǫ ∈ Qǫ,µ obtained
in Proposition 3.2 satisfies
max
z∈∂Ωǫ
vǫ(z) < a for all µ ∈ (0, µ) and ǫ ∈ (0, ǫ).
Repeating the same arguments found in [5], we see that
vǫ(x) ≤ a for all x ∈ R
N\Ωǫ.
Hence, vǫ is a solution of (P˜ǫ) for all ǫ ∈ (0, ǫ). To finish the proof, we
will show that the family (vǫ) is a λ-peak solution. To see why, we consider
ǫn → 0 and vn = vǫn . Observe that (vn) is a (PS)
∗
DΓ sequence verifying
dist(vn,Θ) ≤ 2δ for all n ∈ N. (4.5)
From Proposition 2.1, there exist a subsequence of (vn), still denoted
by itself, a nonnegative integer p, sequences of points (yn,i) ⊂ R
N with
i = 1, ..., p such that
ǫnyn,i → xi ∈ Ω and |yn,j − yn,i| → +∞ as n→ +∞ (4.6)
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with i ∈
{
1, ..., p
}
and
∥∥∥vn(·)− p∑
i=1
u0,i(· − yn,i)ϕǫn(· − yn,i)
∥∥∥
ǫn
→ 0 as n→ +∞ (4.7)
where ϕǫ(x) = ϕ
(
x/(− ln ǫ)
)
for 0 < ǫ < 1, and ϕ is a cut-off function which
ϕ(z) = 1 for |z| ≤ 1, ϕ(z) = 0 for |z| ≥ 2 and |∇ϕ| ≤ 2. The function
u0,j 6= 0 is a nonnegative solution for
−∆Φu+ Viφ(|u|)u = g0,i(x, u) in R
N ,
where Vi = V (xi) ≥ V0 > 0 and g0,i(x, u) = lim
n→∞ g(ǫnx + ǫnyn,i, u).
Furthermore,
λ∑
i=1
µi =
p∑
i=1
J0,i(u0,i) (4.8)
where J0,i :W
1,Φ(RN )→ R denotes the functional given by
J0,i(u) =
∫
RN
Φ(|∇u|)dx+ Vi
∫
RN
Φ(|u|)dx−
∫
RN
G0,i(x, u)dx
with G0,i(x, t) =
∫ t
0 g0,i(x, s)ds. Arguing as in proof of Lemma 4.1 and using
(4.5)-(4.8), we infer that p = λ, xi ∈ Ωi and
λ∑
j=1
µj =
λ∑
j=1
J0,j(u0,j).
The last equality yields xi ∈ Υi and V (xi) = αi, because if for some
i0 ∈ 1, ..., λ, we have xi0 ∈ ∂Ωi, the assumption (V1) leads to V (xi0) > αi,
and so, J0,i0(u0,i0) > µi0 .
On the other hand, since J0,i(u0,i0) ≥ µi, for all i = 1, ..., λ, we must
have
λ∑
i=1
µi <
p∑
i=1
J0,i(u0,i),
which is a contradiction. Therefore, V (xi) = αi for i = 1, ..., λ and u0,i is a
nontrivial solution of problem
−∆Φu+ αiφ(|u|)u = f(u) in R
N .
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Now, we will show that for each η > 0, there exists ρ > 0 such that
‖vn‖∞,RN\∪pj=1Bρ(yn,i) ≤ η (4.9)
and there exists δ > 0 such that
‖vn‖∞,Bρ(yn,j ) ≥ δ, for all j ∈ Γ. (4.10)
To this end, we need of the following estimate:
Claim 4.1 Given η > 0, there exist ρ > 0 and n0 ∈ N such that
‖vn‖W 1,Φ(RN\∪pj=1Bρ(yn,i)) ≤ η, ∀n ≥ n0. (4.11)
In fact, for each j ∈ Γ, there exists ρj > 0 such that
‖u0,j‖W 1,Φ(RN\Bρj (0)) < η.
Setting ρ = max{ρ1, ..., ρp}, we have∫
RN\Bρ(0)
Φ(|∇u0,j |)dx,
∫
RN\Bρ(0)
Φ(|u0,j |)dx < η for all j ∈ Γ.
Notice that∫
RN\Bρ(yn,j )
Φ
(
|∇(u0,j(·−yn,i)ϕǫn(·−yn,j))|
)
dx =
∫
RN\Bρ(0)
Φ
(
|∇(u0,jϕǫn)|
)
dx.
From ∆2-condition, we get∫
RN\Bρ(0)
Φ
(
|∇(u0,jϕǫn)|
)
dx ≤ c1
∫
RN\Bρ(0)
Φ(|∇u0,j|)dx+c2
∫
RN\Bρ(0)
Φ(|u0,j|)dx.
Thereby, given η > 0, we can find ρ large enough verifying∫
RN\Bρ(yn,j)
Φ
(
|∇(u0,j(· − yn,i)ϕǫn(· − yn,j))|
)
dx <
η
2
.
Similarly, ∫
RN\Bρ(yn,j)
Φ(|u0,j(· − yn,i)ϕǫn(· − yn,j)|)dx <
η
2
,
showing that
‖u0,j(· − yn,j)ϕǫn(· − yn,j)‖W 1,Φ(RN\Bρ(yn,j)) ≤ η. (4.12)
Now, the claim follows from (4.7) and (4.12).
Using the above information, we are able to prove the following estimate
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Claim 4.2 Given η > 0, there are ρ > 0 and n0 ∈ N such that
|vn(z)| ≤ η for all z ∈ R
N\ ∪pj=1 Bρ+1(yn,i), ∀n ≥ n0.
Indeed, fix R1 ∈ (0, 1) and x0 ∈ R
N\ ∪pj=1 Bρ+1(yn,i) such that
BR1
2
(x0) ⊂ R
N\ ∪pj=1 Bρ(yn,i).
Next, for each h, η > 0, let us consider
σh =
R1
2
+
R1
2h+1
, σh =
σh + σh+1
2
and Kh =
η
2
(
1−
1
2h+1
)
∀h = 0, 1, 2, ....
Note that,
σh
yR1
2
, Kh
xη
2
and σh+1 < σh < σh < 1.
In what follows, let us consider
An,Kh,σh =
{
x ∈ Bσh(x0) : vn(x) > Kh
}
.
For each h = 0, 1, ..., we fix
Jh,n =
∫
An,Kh,σh
((vn−Kh)+)
γ∗dx and ξh(x) = ξ
(
2h+1
R1
(
|x−x0|−
R1
2
))
,
where ξ ∈ C1(R) satisfies
0 ≤ ξ ≤ 1, ξ(t) = 1, for t ≤
1
2
ξ(t) = 0 for t ≥
3
4
and |ξ
′
| < c.
Repeating the arguments explored in [4, Lemma 3.5], we can guarantee that
Jh+1,n ≤ CA
hJ1+τh,n ,
where C = C(N, γ, γ∗, R1, η), τ = γ
∗
γ
− 1 and A = 2β for some β sufficient
large. We claim that there is n0 ∈ N such that
J0,n ≤ C
1
τA−
1
τ2 ,∀n ≥ n0. (4.13)
Indeed, note that
J0,n =
∫
An,K0,σ0
(vn −
η
2
)γ
∗
+ dx ≤
∫
A
n,
η
2 ,R1
(vn)
γ∗
+ dx
≤ (
η
2
)l
∗
∫
RN\∪pj=1Bρ(yn,i)
(2vn
η
)l∗
dx
≤ c1
∫
RN\∪pj=1Bρ(yn,i)
Φ∗(|vn|)dx,
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where c1 depends on η. On the other hand, by Proposition 5.1 (see
Appendix), there is c2 > 0 independent of ρ such that∫
RN\∪pj=1Bρ(yn,i)
Φ∗(|vn|)dx ≤ c2‖vn‖W 1,Φ(RN\∪pj=1Bρ(yn,i)).
Hence,
J0,n ≤ c3‖vn‖W 1,Φ(RN\∪pj=1Bρ(yn,i)),
where c3 > 0 depends on η. Now, using Claim 4.1, we can increase ρ, if
necessary, of a way that
c3‖vn‖W 1,Φ(RN\∪pj=1Bρ(yn,i)) ≤ C
1
τA−
1
τ2 ,
showing (4.13). Thus, by [23, Lemma 4.7],
lim
h→+∞
Jh,n = 0.
On the other hand,
lim
h→+∞
Jh,n = lim
h→+∞
∫
An,Kh,σh
((vn −Kh)+)
γ∗dx =
∫
A
n,
η
2 ,
R1
2
((vn −
η
2
)+)
γ∗dx,
leading to
vn(z) ≤
η
2
, z ∈ BR1
2
(x0),
and so
|vn(z)| ≤
η
2
, z ∈ RN\ ∪pj=1 Bρ+1(yn,i),
finishing the proof of the claim.
Hereafter, we consider the function wn,i(x) = vn(x + yn,i). Note that it
is a nonnegative and nontrivial solution of the problem
−∆Φwn,i+V (ǫnx+ǫnyn,i)φ(|wn,i|)wn,i = g(ǫnx+ǫnyn,i, wn,i) in R
N (Aǫn)
Claim 4.3 There exists δ > 0 such that ‖wn,i‖∞ ≥ δ for n sufficient large.
In fact, if ‖wn,i‖∞ → 0, (f1) combined with g gives
g(ǫnx+ ǫnyn,i, wn,i)
φ(|wn,i|)wn,i
≤
V0
2
∀ n ≥ n0, (4.14)
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for some n0 ∈ N. Now, (4.14) together with J
′
ǫn(wn,i)wn,i = 0 leads to∫
RN
φ(|∇wn,i|)|∇wn,i|
2dx+
∫
RN
V (ǫnx+ ǫnyn,i)φ(|wn,i|)|wn,i|
2dx = 0 ∀ n ≥ n0,
from where it follows that ‖wn,i‖ǫn = 0 for all n ≥ n0, which contradicts
Lemma 3.1.
In the sequel, for η < δ, the Claims 4.2 and 4.3 give
‖wn,i‖∞,B(ρ+1)(0) ≥ δ,
that is,
‖vn‖∞,Bρ+1(yn,i) ≥ δ, for all i ∈ Γ.
Finally, setting un(x) = vn
(
x
ǫn
)
and Pn,i = ǫnyn,i, we get that un is a solution
of (Pǫ) verifying
‖un‖∞,Bǫn(ρ+1)(Pn,i) ≥ δ, for all i ∈ Γ.
and
‖un‖∞,RN\∪i∈ΓBǫn(ρ+1)(Pn,i) ≤ ‖vn‖∞,RN\Bρ+1(yn,i) ≤ η for all n ≥ n0,
proving the theorem.
5 Appendix: New properties involving Orlicz-
Sobolev spaces
In this appendix, we will prove some results which were used in the present
paper. Our first result is associated with an important property involving
Orlicz-Sobolev spaces, which is well known for Sobolev spaces. Here, we
follows the same steps found in [15, Theorem 3.2] (or [1, Theorem 8.35]),
however our proof can be applied for unbounded domains.
Proposition 5.1 There exists M∗ > 0, which is independent of ǫ, such that
‖u‖Φ∗,Ωǫ,i ≤M
∗‖u‖
X˜ǫ,i
for all u ∈ X˜ǫ,i.
Proof. In what follows, we define υ(t) =
(
Φ∗(t)
)1− 1
N . Firstly, notice that∣∣∣ d
dt
υ(t)
∣∣∣ ≤ N − 1
N
Φ˜−1
(
υ(t)
N
N−1
)
for all t > 0. (5.1)
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For each u ∈ X˜ǫ,i ∩ L
∞(Ωǫ,i) and k > 0, the function ν := υ ◦
( |u|
k
)
∈
W 1,1(Ωǫ,j) and
∂ν(x)
∂xj
= υ
′
( |u|
k
(x)
)sgnu(x)
k
∂u(x)
∂xj
.
By [1, Theorem 4.12],, once Ω
ǫ,j
verifies the uniform cone condition for
all ǫ > 0, we know that the constant associated with the embedding
W 1,1(Ωǫ,j) →֒ L
N
N−1 (Ωǫ,j) does not depend on ǫ, that is, there exists a
positive constant C, which is independent of u and ǫ, such that
‖ν‖
L
N
N−1 (Ωǫ,j)
≤ C
( N∑
j=1
∥∥∥ ∂ν
∂xj
∥∥∥
L1(Ωǫ,j)
+ ‖ν‖L1(Ωǫ,j)
)
,
or equivalently,[∫
Ωǫ,i
Φ∗
( |u|
k
)
dx
]1− 1
N
≤
C
k
N∑
j=1
∫
Ωǫ,i
∣∣∣υ′( |u|
k
) ∂u
∂xj
∣∣∣dx+ C ∫
Ωǫ,i
|υ
( |u|
k
)
|dx.
Setting k = ‖u‖Φ∗,Ωǫ,i , the Holder’s inequality together with (5.1) yields
1 ≤
2C
k
N − 1
N
N∑
j=1
‖Φ˜−1
(
Φ∗
( |u|
k
))
‖
Φ˜,Ωǫ,i
∥∥∥ ∂u
∂xj
∥∥∥
Φ,Ωǫ,i
+ C
∫
Ωǫ,i
|υ
( |u|
k
)
|dx. (5.2)
Now, a direct computation leads to∫
Ωǫ,i
|υ
( |u|
k
)
|dx ≤
2
k
N − 1
N
∥∥Φ˜−1(Φ∗( |u|
k
)
)∥∥
Φ˜,Ωǫ,i
‖u‖
Φ,Ω˜ǫ,i
.
Since ∥∥∥Φ˜−1(Φ∗( |u|
k
))∥∥∥
Φ˜,Ωǫ,i
≤ 1,
we get, ∫
Ωǫ,i
|υ
( |u|
k
)
|dx ≤
2
k
N − 1
N
‖u‖
Φ,Ω˜ǫ,i
. (5.3)
From (5.2)-(5.3),
1 ≤
2C
k
N − 1
N
‖∇u‖Φ,Ω˜ǫ,i +
2
k
N − 1
N
‖u‖Φ,Ω˜ǫ,i .
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Hence, there exists M∗ > 0, independent of ǫ such that
‖u‖Φ∗,Ωǫ,i ≤M
∗‖u‖
X˜ǫ,i
for all u ∈ X˜ǫ,i ∩ L
∞(Ωǫ,i),
obtaining the desired result.
As a byproduct of the above proof, we have the following corollary
Corollary 5.1 Let (yn,i) the sequence obtained in (4.6). There is C > 0,
which is independent of ρ and n ∈ N, such that∫
RN\∪pj=1Bρ(yn,i)
Φ∗(|v|)dx ≤ C‖v‖W 1,Φ(RN\∪pj=1Bρ(yn,i)),
for all v ∈W 1,Φ(RN\ ∪pj=1 Bρ(yn,i)).
Proof. The corollary follows by repeating the same steps used in the proof
Proposition 5.1. The main point that we would like to point out is the fact
that the constant associated with the embedding
W 1,1(RN\ ∪pj=1 Bρ(yn,i)) →֒ L
N
N−1 (RN\ ∪pj=1 Bρ(yn,i))
is also independent of ρ and n ∈ N, because Θρ,n,i = R
N\ ∪pj=1 Bρ(yn,i)
verifies the uniform cone condition for all ρ > 0 and n ∈ N.
The next result is also well known for Sobolev spaces, however for
Orlicz-Sobolev spaces we do not know any reference. Here, we adapt some
arguments found in [3].
Proposition 5.2 Let ̺ > 0 and ǫn ∈ (0,+∞) with ǫn → 0. Let vn,i ⊂ X˜ǫn , i
be a sequence and a constant C0 > 0 such that
‖vn,i‖X˜ǫn,i
≤ C0 and lim
n→+∞ sup
y∈RN
∫
B̺(y)∩Ωǫn,i
Φ(|vn,i|)dx = 0.
Then,
lim
n→+∞
∫
Ωǫn,i
B(|vn,i|)dx = 0,
for any N-function B verifying ∆2-condition,
lim
t→0
B(t)
Φ(t)
= 0 and lim
|t|→+∞
B(t)
Φ∗(t)
= 0.
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Proof. Firstly, note that given η > 0 there exists κ > 0 such that
B(|vn,i|) ≤ ηΦ∗(|vn,i|), for |vn,i| ≥ κ.
As (‖vn,i‖X˜ǫn,i
) is bounded in R, we have∫
Ωǫn,i
B(|vn,i|)dx ≤ ηC +
∫
Ωǫn,i∩[|vn,i|≤κ]
B(|vn,i|)dx
which implies
lim sup
n→+∞
∫
Ωǫn,i
B(|vn,i|)dx ≤ ηC + lim sup
n→+∞
∫
Ωǫn,i∩[|vn,i|≤κ]
B(|vn,i|)dx. (5.4)
We will show that
lim sup
n→+∞
∫
Ωǫn,i∩[|vn,i|≤κ]
B(|vn,i|)dx = 0. (5.5)
For this purpose, we consider for each ζ > 0 enough small, the function
χζ ∈ C
1
0 (R) given by
χζ(s) =

1, if |s| ≤ κ− ζ,
a1(s), if − (κ+ ζ) ≤ s ≤ −(κ− ζ),
a2(s), if κ− ζ ≤ s ≤ κ+ ζ,
0, if |s| ≥ κ+ ζ,
where a1, a2 ∈ C
1
(
R; [0, 1]
)
, a1 is nondecreasing and a2 is nonincreasing.
Next, let us define the auxiliary function
un,i(x) = χζ(|vn,i(x)|)vn,i(x).
Notice that ∫
Ωǫn,i
B(|un,i|)dx ≥
∫
Ωǫn,i∩[|vn,i|≤κ−ζ]
B(|vn,i|)dx. (5.6)
Thereby, (5.5) follows by showing the limit below
lim sup
n→+∞
∫
Ωǫn,i
B(|un,i|)dx = 0. (5.7)
In fact, gathering the above limit with (5.6), we derive that
lim sup
n→+∞
∫
Ωǫn,i∩[|vn,i|≤κ−ζ]
B(|vn,i|)dx = 0.
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Since ∫
Ωǫn,i∩[κ−ζ≤|vn,i|≤κ]
B(|vn,i|)dx = on(1)
and ∫
Ωǫn,i∩[|vn,i|≤κ]
B(|vn,i|)dx =
∫
Ωǫn,i∩[κ−ζ≤|vn,i|≤κ]
B(|vn,i|)dx+
∫
Ωǫn,i∩[|vn,i|≤κ−ζ]
B(|vn,i|)dx,
we deduce that
lim sup
n→+∞
∫
Ωǫn,i∩[|vn,i|≤κ]
B(|vn,i|)dx = 0,
showing (5.5). Now, by (5.4) and (5.5),
lim sup
n→+∞
∫
Ωǫn,i
B(|vn,i|)dx ≤ ηC.
By using that η is arbitrary, it follows that
lim sup
n→+∞
∫
Ωǫn,i
B(|vn,i|)dx = 0,
proving the proposition. Now, we observe that (5.7) follows by repeating
the same approach explored in [3, Theorem 3.1].
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