Abstract-In this paper, we consider the design of planar arrays that optimize direction-of-arrival (DOA) estimation performance. We assume that the single-source DOA is a random variable with a known prior probability distribution, and the sensors of the array are constrained to lie in a region with an arbitrary boundary. The Cramér-Rao Bound (CRB) and the Fisher Information Matrix (FIM) for single-source DOA constitute the basis of the optimality criteria. We relate the design criteria to a Bayesian CRB criterion and to array beamwidth; we also derive closed-form expressions for the design criteria when the DOA prior is uniform on a sector of angles. We show that optimal arrays have elements on the constraint boundary, thus providing a reduced dimension iterative solution procedure. Finally, we present example designs.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation from the outputs of an array of sensors is an important and well-studied problem with many applications in radar, sonar, and wireless communications. A large number of DOA estimation algorithms and analytical performance bounds have been developed (see, e.g., [1] ). The DOA estimation performance of an array strongly depends on the number and locations of the array elements. In this paper, we consider planar array geometry design for "good" DOA estimation performance.
A number of researchers have considered the design of arrays to achieve or optimize desired performance goals. Much of the array design literature is devoted to linear arrays [2] - [6] . For planar arrays, performance comparisons of some common array geometries are given in [7] - [9] . In [10] , a measure of similarity between array response vectors is introduced, and a tight lower bound for this similarity measure is derived. This bound is suggested as a performance criterion in the sense that the array with highest bound has best ambiguity resolution. In [11] , differential geometry is used to characterize the array manifold and an array design framework based on these parameters is proposed. In [12] , a sensor polynomial is constructed using prespecified performance levels, such as detection resolution thresholds and Cramér-Rao Bound (CRB) on error variance, and roots of the polynomial are the sensor locations of the desired linear or planar array. The Dolph-Chebyshev criterion is proposed for optimal element positioning in [13] . The method proposed in [13] minimizes the mainlobe area while satisfying the prespecified sidelobe levels.
Most of the above papers consider designs for a single desired DOA, or they implicitly assume that the DOA is equally likely in all directions. In many applications, including radar, sonar, and wireless base station design, the DOA of interest may be constrained to lie in a sector Manuscript or may be more likely in some directions than others. In this paper, we consider design of optimal planar arrays for such scenarios by modeling the DOA of the single source as a random variable whose prior probability distribution function (pdf) characterizes any prior constraints or arrival angle likelihood. To keep the paper concise, we present results for planar arrays that estimate DOA in azimuth angle only. However, the design method and main results also apply to volume arrays, as well as to arrays that estimate the DOA in both azimuth and elevation. In addition, the results apply to both narrowband and wideband arrays. We adopt a Bayesian approach and employ the average CRB and average FIM as design criteria. We relate both the average Fisher Information Matrix (FIM) and average CRB to the Bayesian CRB (also called the global CRB). The CRB gives a lower bound on the variance of any unbiased estimate of a nonrandom parameter. The Bayesian CRB is a lower bound on the mean-squared error of the estimate of a random parameter and is independent of any particular estimator [14] .
Because the array locations are nonlinear functions of the resulting cost criteria, closed-form solutions are not available except in a few special cases; thus, we adopt nonlinear function minimization techniques. We show that the optimal element locations lie on the boundary of the element constraint region; therefore, the dimension of the minimization problem can be reduced from 2m to m, where m is the number of array elements. In the case of FIM criterion, the function to be minimized is a quadratic function of the array elements, and therefore, efficient quadratic optimization procedures can be used.
Both the CRB and FIM are closely related to the mainlobe width of the array [13] , [15] , [16] . We show that average FIM and average CRB can be interpreted as the average mainlobe width of the array, averaged over the steering angle. Arrays that have small mainlobe width perform well in moderate or high signal-to-noise ratios (SNRs), and they have high resolution.
An outline of this paper is as follows. In Section II, we describe the system model, state our assumptions, and give the expression for the CRB on the single source DOA. In Section III, we introduce the performance measures, and define the optimization problems. We discuss that both CRB-and FIM-based cost functions can be related to the Bayesian CRB. We also give the closed-form integrals for FIM-and CRB-based cost functions when the probability distribution of the DOA is uniform. In Section IV, we prove that sensors of the both CRB-optimal and FIM-optimal arrays should lie on the boundary of the constraint region. We give example optimal array designs in Section V. Section VI concludes the paper.
II. SYSTEM MODEL AND SINGLE-SOURCE CRB
We consider an array of m identical sensors on the (x; y) plane. 
A single, narrowband far-field source s(t) centered at frequency !c = 2= and coplanar with the array impinges on the array from direction . A set of N snapshots are sampled by the array, giving the m 2 1 measurement vectors
where n(t) is the m 2 1 noise vector, s(t) is a scalar, and A = e T is the unit vector pointing toward the signal source. The noise at the sensors is assumed to be white Gaussian and independent of the source signal. Under the system model described above, the FIM for the DOA estimate from measurements fx(t)g N t=1 is given by [17] and [18] and some simple algebra:
where P is an SNR term that is independent of the source DOA and of the array geometry, and where r A = [r a ; r a ; . . . ; r a ] is the 2 2 m array centroid matrix (see also [19] ). The CRB on the DOA estimate is the inverse of the FIM given in (4). For the purpose of array design, the narrowband signal assumption is not needed. If s(t) is wideband, the expression for the FIM is still given by (4)- (6); only the expression for P changes (see [16] and [18] ).
III. PROBLEM STATEMENT AND COST FUNCTIONS
We are interested in array geometry designs, i.e., the selection of r, that yield good DOA estimation performance. We assume that the single-source DOA is a random variable characterized by a known prior pdf f (). We further assume that the sensor elements are constrained to lie in a closed, connected region D 0 2 , which is bounded by a closed curve 0. Let D = D0 2 1 2D0 22m denote the constraint region for the array element location matrix; thus, an admissible array geometry satisfies r 2 D.
In determining optimal array designs, we adopt a Bayesian approach and propose two different but related cost functions. We define a CRBoptimal array r C as one whose element locations satisfy r C = arg min r2D
where the CRB cost function J C (r) is given by
Similarly, we define the FIM optimal array r F by r F = arg max r2D JF (r)
In general, r C 6 = r F because of the integrations in (8) and (10).
The FIM cost criterion is a quadratic function of the array locations. From (4) and (10), we have
which is quadratic in r. Quadratic optimization functions are useful because they lead to closed-form solutions for certain array boundaries, and they permit the use of efficient quadratic programming techniques for iteratively solving (9) when closed-form solutions are not available.
A. Relationship to Bayesian CRB
The cost functions J C (r) and J F (r) can be related to the Bayesian CRB, as we show below. The Bayesian CRB has been proposed for random parameter estimation and is a lower bound on the mean-squared error of the estimated parameter (see [14] ). The Bayesian CRB is a global bound that includes the a priori DOA information encoded in the prior probability distribution function. For our problem, the Bayesian CRB on the DOA angle , which is denoted BCRB(r; ), is given by BCRB(r; ) = [JF (r) + I2] 01 (13) where J F (r) is given in (10), and
is the Fisher information of the prior. Since I 2 is independent of array geometry, the FIM-optimal array r F also minimizes the Bayesian CRB on the DOA angle. The Bayesian CRB can also be related to J C (r). Since (1) 01 is a convex function for positive arguments, by Jensen's inequality, it follows that
Combining (13) and (15) gives the following relation:
The Bayesian CRB is thus bounded above by the CRB cost function, and the CRB-optimal array r C minimizes that bound.
In [20] , it is shown that the Bayesian CRB is unrealistically low for uniform distributions on since the term I 2 tends to infinity for uniform distributions. The FIM-optimal array design above minimizes the Bayesian CRB but removes the term in the Bayesian CRB that tends to infinity and that is any way independent of the array element locations; similar comments apply to JC(r). Thus, the functions JC(r) and J F (r) appear to be better suited than the Bayesian CRB for array design in scenarios where the DOA angle has uniform distribution.
The FIM and CRB are derived using a small perturbation analysis. The resulting bounds are tight bounds for maximum likelihood estimates of DOA for high SNR, but they are typically not tight bounds at low SNR, mainly because they do not take into account the effects of high sidelobes or ambiguity directions in the array beampattern. Other possible bounds for random parameter estimation are the Ziv-Zakai lower bound (ZZLB) and the Weiss-Weinstein lower bound (WWLB) [15] , [20] , [21] . A design framework based on WWLB is presented for linear arrays in [22] . Although the ZZLB and WWLB provide tighter and more realistic bounds (especially at low SNRs), they are computationally intensive to determine. When optimizing for a single DOA, the computational expense may be acceptable, but when the optimization criterion contains a range of DOAs as in (8) or (10), the computation of the ZZLB becomes significant. For most cases, minimizing (8) [or maximizing (10) ] involves an iterative search for r. With the FIM criterion, the integral in (12) is evaluated once, whereas with the CRB criterion, the integral in (8) must be evaluated at each iteration on r. Both integrals are computationally simple. In contrast, the ZZLB involves computing an integral for every in the support of f() and at each iteration on r; this is a significant increase the required computational load. An approximate closed-form expression for the ZZLB is derived in [15] , but the approximation assumes that the array geometry is such that sidelobes of the beampattern are not significant, which is precisely the assumption we would attempt to avoid in replacing FIM(r; ) with a different bound. Thus, to keep computation tractable while maintaining a criterion that is based on a bound that is tight above a threshold SNR, we adopt the FIM and CRB criteria.
B. Relationship to Beamwidth
The beamwidth of the mainlobe for a delay-and-sum beamformer is proportional to the square root of the CRB (with the asymptotic standard deviation). Using the second-order Taylor series approximation of the array gain around the steering angle 0 , one can approximate the half-power beamwidth of the array as (0=2) 1=G(B; 0) [15] , [16] , [19] . The CRB cost function can thus be thought of as the average beamwidth of the array (averaged over steering angle), and the CRB-optimal array gives the minimum average beamwidth. For high SNRs, the mainlobe width is a good indicator of the DOA estimation performance and resolution of the array.
C. Cost Functions for Uniform Prior Distributions
It is possible to obtain closed-form expressions for the integrals in the cost functions J C (r) and J F (r) when the DOA to be estimated has uniform probability distribution over a subset of [0; ]. Such a special case is useful in many practical scenarios. For example, when no prior knowledge is available about the DOA, one typically assumes that f() is uniformly distributed on [0; ]. In addition, for arrays that monitor a certain sector of angles, the prior DOA pdf may be chosen as uniformly distributed in that sector. 
The term a = (1=2)tr(B) can be interpreted as an average aperture size and increases as the sensors are moved away from the origin. The term b can be interpreted as an isotropy term-the array has constant CRB performance for all angles if and only if b = 0 (see [16] ), and larger values of b correspond to larger changes in CRB performance as a function of DOA . Thus, we see that the FIM criterion attempts to maximize the average aperture, whereas the CRB criterion also tends to favor isotropic arrays. These properties are seen in the examples in Section V.
IV. BOUNDARY RESULT
For general boundaries or prior pdfs, it is not possible to find an analytic solution for either of the optimization problems in (8) or (10); therefore, iterative optimization procedures are employed. The optimal solution is found as a 2m-dimensional search for element locations
In this section, we show that optimal solutions have all array elements on the boundary of the constraint region. If the constraint region D0 is convex, this boundary result is a direct consequence from optimization theory since G(r; ) is a convex function in 2m . In this section, we show that for the optimal array all elements are on the boundary even for nonconvex constraint regions.
The boundary result not only reduces the search dimension from To establish the boundary result, we first show that moving a sensor away from the array centroid increases the term G(r; ) that appears in the CRB. We note that G(r; ) is invariant to translation of the entire array [see (5) and (6)], we will, without loss of generality, assume r A = 0. 
:
Since > 0, () 0 and is equal to zero only when (@u=@) ? rj or, equivalently, when = or = + .
When a sensor is moved away from the array centroid, the term G(r; ) strictly increases except at two DOA angles. As long as f() has support region greater than just these two angles, the optimization criteria J C (r) and J F (r) will strictly increase. Thus, optimal arrays have all elements on the boundary of the constraint region. The following theorem establishes this result.
Theorem 1: Assume the prior pdf f() has support on a set of nonzero measure. Then, elements of the FIM-optimal and CRB-optimal arrays r F and r C lie on the design constraint boundary 0.
Proof: We will prove Theorem 1 using J C (r); the proof for JF (r) is nearly identical. Let r = [r1; . . . ; rm] be the array location matrix of an optimal array so that r is a solution to (7) . Assume without loss of generality that the centroid of this array is at the origin. which contradicts the statement that r minimizes J C (r) in (7). Thus, every optimal array must have all elements on the boundary 0.
From the discussion above Theorem 1, the assumption that the pdf f() has support of nonzero measure can be replaced by the (weaker) assumption that f() has nonzero measure on a set of greater than two points.
Theorem 1 provides a qualitative explanation for array geometries designed according to the criteria proposed in [13] and [6] . The aim in [13] is to find the array that minimize the mainlobe area while satisfying a sidelobe constraint. In [13] , it is noted that optimal designs have most elements either on or near the constraint boundary. Without the sidelobe level constraint, minimizing the mainlobe width corresponds to minimizing the CRB criterion because the single-source CRB is directly related to mainlobe width (see, e.g., [15] , [16] , and [19] ); by Theorem 1, all array elements would be on the boundary in this case. Apparently, the sidelobe constraint does not significantly alter the array placement. In [6] , an ML estimator (which asymptotically achieves the CRB) is used to estimate the DOAs, and the optimal nonuniform linear array is designed by minimizing the variance of the DOA estimates. Since the CRB describes the asymptotic ML performance, we expect elements to lie on the boundary in this case as well.
V. EXAMPLES
We present two examples of arrays designed using the cost functions JC(r) and JF (r). First, consider an example in which the sensors are constrained to lie in a disk of radius R 0 . By Theorem 1, all elements of the optimal array satisfy jr i j = R 0 . For the cases in which either f() is a uniform distribution over [0; ] or [0; ), it can be shown that every solution for r C and r F is an isotropic array. Isotropic arrays are studied in [16] ; a planar isotropic array is one whose single-source CRB is independent of the arrival angle .
If the prior DOA pdf is not uniform as above, then the optimal array is no longer isotropic. As an example, consider the circular constraint region as above, along with a DOA pdf shown in Fig. 1(a) . The pdf represents a scenario where the signal can be impinging on the array from any direction, but it is expected primarily from a particular sector. Fig. 1(b) shows the resulting five-element FIM-optimal array (which is also the Bayesian CRB-optimal array); note that all elements cluster at the top and bottom to give the widest aperture for signals arriving around 0 . This is similar to the optimum linear array design in which half of the array elements are clustered at each end of the constraint line segment [23] . The CRB-optimal array geometry in Fig. 1(c) has elements spread around the boundary. While the CRB-optimal array is not isotropic (an isotropic array has equally spaced elements), it is nearly so but has lower beamwidths for arrival angles close to 0 and 180 . These observations agree with the maximum aperture character of FIM-optimal arrays and the aperture-and-isotropic character of CRB-optimal arrays, as discussed at the end of Section III-C. In addition, the CRB-optimal array designs generally have lower sidelobe levels than do FIM-optimal designs. For these reasons, the CRB-optimal designs are preferable in most applications.
VI. CONCLUSIONS
We have considered optimal planar array designs using the average CRB and average FIM as performance criteria. Prior information on the source DOA is encoded as a prior probability density function; this allowed us to address applications in which not all directions are equally likely. Closed-form expressions for the optimization criteria JC(r) and J F (r) were derived when the DOA prior was uniform on a sector of angles.
We showed that sensors of both CRB-optimal and FIM-optimal arrays lie on the boundary of the array constraint region, even when that region is not convex. As a result, the dimension of the design optimization is reduced from 2m to m.
We also related the two proposed optimization criteria to the Bayesian CRB and to average array beamwidth. We showed that the FIM-optimal array also minimizes the Bayesian CRB and that the CRB-optimal criterion bounds the Bayesian CRB. The boundary result, in conjunction with expressions relating the CRB to the array beamwidth, provided geometric interpretation of the optimality criteria and the resulting array designs.
Because the CRB is a realistic bound for moderate to high SNRs and can be optimistic for low values of SNR, the design criteria we consider apply to moderate or high SNR applications. In [20] , it is shown that the WWLB and ZZLB provides tighter bounds than the BCRB, and they converge to the BCRB above a threshold SNR. However, the use of the WWLB or ZZLB increases the computational cost of the approach substantially. In practice, our geometry designs should perform well for SNRs that are above this threshold SNR. For lower SNR applications, it may be of interest to design arrays with low sidelobe levels. The methods presented in this paper are based on the FIM and CRB, whose properties relate to mainlobe width but not sidelobe level. The CRB-based designs tend to have lower sidelobe levels than the FIM-based designs and are therefore preferable in most applications. If low sidelobe level is an additional design requirement, the FIM and CRB criteria may be combined or augmented with other criteria or constraints, such as those in [10] and [13] , to obtain desired sidelobe performance; alternately, a ZZLB-or WWLB-based criterion can be used.
Although we have focused on design of planar arrays that estimate azimuth DOA, the methods apply to other scenarios as well. The design method applies to volume arrays, to DOA angles in azimuth and elevation, and to both narrowband and wideband arrays. The design procedure follows because in all of these cases, the expression for the FIM can be partitioned as in (4)- (6), where P is a scalar, and G(r; ) contains the array geometry terms.
