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Abstract
Survival rates for colorectal cancer are higher when
polyps are detected at an early stage and can be re-
moved before they develop into malignant tumors.
Automated polyp detection, which is dominated
by deep learning based methods, seeks to improve
early detection of polyps. However, current efforts
rely heavily on the size and quality of the training
datasets. The quality of these datasets often suffers
from various image artifacts that affect the visibility
and hence, the detection rate. In this work, we con-
ducted a systematic analysis to gain a better under-
standing of how artifacts affect automated polyp de-
tection. We look at how six different artifact classes,
and their location in an image, affect the perfor-
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mance of a RetinaNet based polyp detection model.
We found that, depending on the artifact class, they
can either benefit or harm the polyp detector. For
instance, bubbles are often misclassified as polyps,
while specular reflections inside of a polyp region can
improve detection capabilities. We then investigated
different strategies, such as a learning without forget-
ting framework, to leverage artifact knowledge to im-
prove automated polyp detection. Our results show
that such models can mitigate some of the harmful
effects of artifacts, but require more work to signifi-
cantly improve polyp detection capabilities.
Keywords— Polyp detection, Artifact detection,
Learning without forgetting, Multi-task learning
1 Introduction
Colorectal cancer (CRC) is the most deadly cancer in
the United States [Siegel et al., 2018]. CRC often de-
velops from polyps, which may turn into tumors (Fig.
1a). Early detection of these polyps can increase the
CRC survival rate to up to 95% [Bernal et al., 2012].
The standard procedure for polyp screening is the
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endoscopic analysis of the colon, called colonoscopy.
One of the ways to reduce the polyp miss rate, which
is crucial for minimizing the risks related to CRC, is
the use of a real-time automated polyp-detection sys-
tem. However, automated polyp detection remains a
challenging problem, given the high variation in ap-
pearance, size, and shape of polyps, their often simi-
lar texture to the surrounding tissue, as well as image
artifacts obstructing and corrupting the endoscopic
video frames.
Initial work [Bernal et al., 2017] has shown how
some artifacts, such as specularity (i.e. strong re-
flection of light) or blur, can have a significant effect
on the performance of automated polyp detection
systems. However, this study, as it required man-
ual labelling of artifacts, is limited to a restricted
set of artifact classes and labels them on an image
level, without specifying their location. We extended
their work on understanding how artifacts affect au-
tomated polyp detection performance by considering
an inclusive set of six different artifacts and by speci-
fying their location via bounding boxes. This allowed
us to specifically analyse how our deep learning based
polyp detection model is affected when looking at
regions that overlap with artifacts or have artifacts
inside of them. We annotated the artifacts with a
model that has been trained on an endoscopic arti-
fact dataset released by the Endoscopic Artefact De-
tection (EAD) challenge [Ali et al., 2019b] and has
ranked third place in that challenge.
While previous literature has suggested that arti-
facts have a significant influence on automated polyp
detection, no work has yet tried to incorporate knowl-
edge about artifacts in deep learning based polyp de-
tection models. Existing work either attempted to
restore the frames, which is currently not feasible
in real-time [Ali et al., 2019a] or approached polyp
and artifact detection as a simple multi-class detec-
tion problem [Va´zquez et al., 2016]. In this work, we
addressed this knowledge gap by exploring ways to
incorporate artifact information in polyp detection.
The hypothesis is that, by teaching a model to repre-
sent artifacts, its ability to distinguish between arti-
facts and polyps will be improved. Amongst others,
we built a RetinaNet based model that is modified
according to the learning without forgetting (LwF)
Figure 1: a) Sample frames from the CVC-ClinicDB
dataset. Polyps locations are indicated by green
marks. b) Samples from the EAD challenge dataset.
Shown artifact classes are specularity (pink box), in-
struments (red), bubbles (black), and blur (blue).
Additional artifact classes include contrast, satura-
tion, and misc. artifact, which aggregates all other
types of artifacts.
[Li and Hoiem, 2018] approach. LwF aims to make a
model learn new capabilities while maintaining per-
formance on the old capabilities, without relying on
the training data from the old tasks. It has been
shown that LwF can thereby improve performance
on the new task [Li and Hoiem, 2018].
Our contributions in this work are thus twofold: 1)
we present the most extensive existing analysis of how
artifacts affect polyp detection and 2) we present the
first work that explores multi-task learning (MTL)
techniques for including artifact information in deep
learning based polyp detection.
2 Related work
In this section, we looked at related literature in
polyp detection, artifact detection, and multi-task
learning.
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2.1 Polyp Detection
Automated polyp detection is a computer vi-
sion problem that has been dominated by
hand-crafted features methods before com-
puting power has made deep learning possi-
ble [Karkanis et al., 2003, Iakovidis et al., 2005,
Alexandre et al., 2008, Ameling et al., 2009,
Gross et al., 2009, Hwang et al., 2007,
Ganz et al., 2012, Bernal et al., 2015]. However,
given the great variance of polyp shapes, different
angles used in colonoscopy, and the different lighting
modes applied, the appearance of polyps varies
widely and therefore these methods have always had
limited performance [Yu et al., 2016]. With the as-
cent of deep learning, automated polyp detection per-
formance has improved significantly in recent years
and the majority of high-performing approaches now
rely on it [Bernal et al., 2017, Zhu et al., 2015,
Yu et al., 2016, Brandao et al., 2017,
Angermann et al., 2017, Wang et al., 2018,
Mohammed et al., 2018, Shin et al., 2018,
Brandao et al., 2018, Mo et al., 2018,
Kang and Gwak, 2019, Jia et al., 2019]. Some
methods adopt a hybrid approach, where hand-
crafted and learned features are combined
[Tajbakhsh et al., 2015, Bae and Yoon, 2015,
Silva et al., 2014, Sˇevo et al., 2016]. Recent work
includes [Mo et al., 2018], where they show that
Faster R-CNN [Ren et al., 2015], a popular object
detection framework that relies on a region proposal
module, can achieve state-of-the-art performance.
[Jia et al., 2019] proposed a two-step polyp detection
framework, which uses Faster R-CNN with feature
pyramid networks to detect polyp regions and
segments them with a fully convolutional network
in the second step. In another polyp segmentation
approach, [Kang and Gwak, 2019] proposed an en-
semble of two Mask R-CNN models [He et al., 2017]
with different backbone architectures. However, so
far none of these works has tried to leverage artifact
information in the polyp detection frameworks.
2.2 Artifact Detection
A study on MICCAIs 2015 polyp detection com-
petition has shown that automated polyp de-
tection is still hampered by the artifacts con-
tained in endoscopic frames [Bernal et al., 2017].
In that study, three experts were asked to label
the ASU-Mayo Clinic Colonoscopy Video Database
[Tajbakhsh et al., 2015] for massive specular high-
lights presence, low visibility, specular highlights
within polyp, and overexposed regions. They then
looked at how the performance of the different mod-
els participating in the competition differs in the pres-
ence of these artifacts. We were able to extend the
findings of this study by involving a higher number
of artifacts (Fig. 1b) and, by having artifact anno-
tations at a bounding box and not at an image la-
bel level, conduct a more fine-grained analysis of the
effects that artifacts have on polyp detection algo-
rithms.
Efforts have also been made to automati-
cally detect these artifacts in order to remove
them and restore the images. Most of these
approaches focus only on specific artifacts, such
as blur or specular reflections [Stehle, 2006,
Tchoulack et al., 2008, Liu et al., 2011,
Funke et al., 2018, Akbari et al., 2018]. A re-
cent work has built a framework that can detect six
different artifact classes and apply artifact-specific
frame restoration procedures, which are often based
on adversarial networks [Ali et al., 2019a]. While
this method can restore the quality of endoscopic
frames for post-processing procedures, it is not
applicable in real-time. In contrast to these efforts,
we seek to improve polyp detection in real-time, by
teaching a model to differentiate between artifacts
and polyps.
To our best knowledge, the only work that has ad-
dressed artefacts in the context of polyp detection is
[Va´zquez et al., 2017]. This team has extended an
existing polyp database by adding segmentation an-
notation for lumen, specularity, borders, and back-
ground. Their aim was to build a model that is able
to detect and segment polyps as well as the four above
mentioned classes. In contrast to our work, the re-
searchers did not aim to use artifact data to improve
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polyp detection. In fact, training their model to be
able to detect all five classes has significant detri-
mental effects on their polyp detection performance.
Compared to them, we included more artifact classes
and investigated more sophisticated approaches to
leverage artifacts for automated polyp detection.
2.3 Multi-task Learning
In our context, we will refer to multi-task learning
(MTL) as the approaches that use auxiliary (or re-
lated) tasks to improve the original primary task.
Early work has shown that MTL can for example im-
prove mortality rate prediction of pneumonia patients
[Caruana, 1997]. The main inputs for this model are
certain patient characteristics, such as age or whether
the patient presents determined symptoms. By en-
suring that the model not only predicts mortality
rate but also related outputs such as white blood cell
count, the hidden layers of the model were biased to
better capture certain characteristics of the patient,
which lead to better model performance. More re-
cent work presented by [Zhou et al., 2019] used the
correlation between the severity of diabetic retinopa-
thy and lesions present on the eye. The authors pro-
posed a model for disease grading and multi-lesion
segmentation that allows both tasks to collaborate
to improve each other. Their proposal also permits
the segmentation model to train in a semi-supervised
way. This is done by using the segmenter’s predic-
tions as input for an attentive model used by the
grading network. At the same time, the attention
maps generated by this attentive model are used as
pseudo-mask for training the segmenter with unan-
notated images. In our work, the primary task is
polyp detection and the auxiliary task is artefact de-
tection.
3 Methodology
In this section we describe the single-task polyp de-
tection and artifact detection models, which were
used to analyse the effect that artifacts have on polyp
detection. We also describe our proposed multi-task
model, which uses LwF to leverage artifact informa-
tion to improve polyp detection.
3.1 Problem Formulation
Given an input frame X ∈ Rh×w×3 from a
colonoscopy video sequence, we defined single-task
models as Y t = f(X; θt), where θt are the model pa-
rameters trained for a specific task t. Thus, our polyp
detection model is given by Y p = f(X; θp) and our
artifact detection model is given by Y a = f(X; θa).
Both single-task models are based on RetinaNet,
which is described in section 3.2.
The polyp detector outputs a set of bounding
boxes Y p = {ypi ; i = 1, . . . np} where ypi represents
a bounding box detection in X and np is the total
number of detections. It trains on a polyp dataset
Dp = {(Xpi , Y pi ); i = 1, . . . ,mp}, where mp is the
number of samples.
The artifact detector gives us an equivalent set
of artifact locations Y a, and an additional set C =
{ci; i = 1, . . . , nc} of artifact classes ci ∈ {0, . . . , 5},
with nc the total number of artifacts found in X.
Here ci indicates the type of artifact in the box y
a
i .
Artifact types are blur, bubbles, contrast, specular-
ity, saturation, and miscellaneous (misc.) artifacts.
The dataset for training this detector is defined as
Da = {(Xai , Y ai , Ci); i = 1, . . . ,ma}, where ma is the
number of samples.
For the MTL model, our main objective was to
improve polyp detection performance by including in-
formation about the artifacts present in X. We thus
defined the MTL model as Y t = f(X; θs, θp), where
θs is a set of shared parameters across artefact and
polyp detection tasks and θp represents polyp detec-
tion specific parameters. This model is inspired by
LwF, which is explained in section 3.4.
3.2 RetinaNet Base Model
RetinaNet [Lin et al., 2017b] consists of a backbone
network for extracting convolutional feature maps
and two subnetworks that perform object classifi-
cation (classification subnetwork) and bounding box
regression (regression subnetwork) via convolutional
4
layers. The backbone network can consist of conven-
tional image classification convolutional neural net-
work (CNN), such as ResNet [He et al., 2016]. The
classification and regression losses are given by the
focal loss and the smooth L1 loss, respectively. It
is a one-stage method, meaning that it does not re-
quire a region proposal module as is common in ob-
ject detection [Girshick et al., 2014, Girshick, 2015,
Ren et al., 2015]. Instead, anchors at different scales
and aspect ratios are densely distributed across the
image and classified by the network. To construct a
multi-scale feature pyramid from a single resolution
input image, the backbone network is augmented by
a feature pyramid network (FPN) [Lin et al., 2017a].
The main innovation of RetinaNet is focal loss. It
is a modification of the cross-entropy loss that adds
weighting parameters to avoid one-stage detectors
from being swamped by the great number of easy
background (i.e. non object) anchors. To address
this imbalance, focal loss introduces a weighting fac-
tor of (1− q∗)γ , where q∗:
q∗ =
{
q if y = 1
1− q otherwise, (1)
where q is the estimated probability P (y = 1) of a
detection. This factor reduces the importance of easy
anchors. γ is a hyperparameter that controls the ex-
tent to which the loss focuses on hard examples. For
γ = 0, the focal loss is the same as the cross-entropy
loss. Focal loss incorporates another weighting fac-
tor, α ∈ [0, 1] to address the class imbalance between
background and foreground anchors. Foreground an-
chors will be weighted by α and background anchors
will be weighted by 1− α. We define α∗ analogously
to q∗ in equation 1. Then, the focal loss is given by:
FL (q∗) = −α∗ (1− q∗)γ log (q∗) . (2)
3.3 Single-task Models
Our single-task artifact and polyp detection mod-
els are based on RetinaNet. We use these models
to evaluate the impact of artifacts present in the
image (see section 4.4). The base polyp detector
Y p = f∗(X; θp) uses a standard RetinaNet archi-
tecture with a ResNet that was pre-trained on Im-
ageNet as backbone network. The base artifact de-
tector [Y a, C] = f∗(X; θa) is taken from our submis-
sion to EAD 2019 challenge [Kayser et al., ]. For the
competition, we validated the model for optimal clas-
sification/regression loss weighting, focal loss param-
eters, data augmentation, and backbone model con-
figurations (ResNet 50, 101, and 152). In the com-
petition we used an ensemble of seven models and
ranked third overall. In this work we did not use
the ensemble model, but our best performing single
model from the challenge.
3.4 Learning Without Forgetting
Learning without Forgetting (LwF) is an MTL strat-
egy that allows to teach an additional task tp to an
existing model previously trained on a related task
ta [Li and Hoiem, 2018]. One of the main advantages
of LwF is that, to extend the capabilities of a model,
only the training data of the new task is necessary.
In our case, all we needed was thus an initial artifact
detector [Y a, C] = f(X, θs, θa) with θa initial task-
specific parameters, and a dataset Dp for our new
polyp detection task.
Following the LwF method, we first used our base
artifact detector on all the images X ∈ Dp to gen-
erate a set of artifact boxes. Then, we incorporated
these predictions into Dp as ground truth for arti-
facts. Setting the threshold at which we select these
artifact annotations is an important hyperparame-
ter. We thereby obtained a new dataset Dmt that
is suitable for training models on both tasks. The
procedure is illustrated in Fig 2a.
We were then able to use Dmt to train a MTL
model [Y t, Ct] = f(X; θs, θt) with t ∈ {p, a} using
the loss function below. For simplicity, we set Zt =
[Y t, Ct]:
L = `p(Zp, f(X; θs, θp)) + `a(Za; f(X, θs, θa)) +R
(3)
where R = r(θs, θp, θa) is a weight regularizer and `p,
`a are task-specific losses. In [Li and Hoiem, 2018]
the two tasks have different loss functions, where the
loss function la for the initial task is the Knowl-
edge Distillation loss. The purpose of that loss is
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Figure 2: a) Dataset Dmt is generated by using our artifact detection model to annotate artifact bounding
boxes in a polyp-only dataset. b) This depicts our approach for modeling the problem as a multi-class object
detection problem. The model does not differentiate between polyps and different artifact classes. c) This
depicts our learning without forgetting (LwF) inspired approach. The model has a set of shared parame-
ters (backbone model, feature pyramid network, and regression subnetwork) and task-specific classification
subnetworks for polyp and artifact detection.
to encourage two networks to have the same output
[Hinton et al., 2015]. Given that our goal does not
include maintaining good performance on the related
task, we opted for using the same loss function, focal
loss, for both the initial and the new task.
3.5 MTL Models
The LwF method requires having task-specific pa-
rameters for the polyp and artifact detection tasks.
The RetinaNet architecture can naturally be ex-
tended to have a set of shared and task-specific pa-
rameters. We selected the parameters of the back-
bone and FPN to be our shared parameters θs. Then,
for our tasks a and p, we built individual classifica-
tion subnetworks with parameters θa and θp, respec-
tively. For the the regression subnetwork, parameters
are shared across the tasks. Each of the three sub-
networks has their own loss function. The framework
is illustrated in Figure 2c.
4 Experiments and Results
Our experiments are divided into two sections. First,
section 4.4 evaluates how artifacts affect polyp de-
tection performance. For this analysis, we used an
in-house dataset that consists of 55,411 frames. The
dataset is thereby far bigger than existing publicly
available datasets and enabled us to get more statis-
tically meaningful insights. In addition, existing pub-
licly available datasets are often designed for polyp
detection only, and therefore might remove frames
that are strongly or entirely corrupted by artiacts.
In contrast, our in-house dataset has not been pro-
cessed at all and is thereby much closer to a real-life
clinical setting. Section 4.5 then tests ways to make
use of artifact knowledge to improve polyp detection.
For this section, we conducted our results on publicly
available datasets. We thus used different datasets
for section 4.4 and 4.5. Thereby, we avoid bias by
not using insights gained from the validation sets to
design our multi-task approaches. Further, this will
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enable future work to compare their performance to
us.
4.1 Datasets
We make use of the following datasets:
• EAD2019 [Ali et al., 2019b]: The training data
of the EAD2019 dataset contains 2192 unique
video frames with bounding box annotations
and class labels for seven artifact classes. The
data displays a lot of variation, as it was ob-
tained from four different centres and includes
still frames from multiple tissues, light modali-
ties, and populations. Example artifact annota-
tions can be found in 1 and 3.
• CVC-ClinicDB [Bernal et al., 2015,
Bernal et al., 2017]: The CVC-ClinicDB
dataset is a publicly available colonoscopy
dataset that consists of 612 colonoscopy frames
taken from a total of 29 video sequences. The
sequences are from routine colonoscopies and
were selected to represent as much variation
in polyp appearance as possible. The whole
dataset contains 31 polyps and none of the
images contain no polyps. Of these 31 polyps,
22 are small polyps below the size of 10mm
and 9 are greater than 10mm in diameter
[Ferna´ndez-Esparrach et al., 2016]. The colono-
scopies were conducted with standard resolution
white-light video colonoscope (Q160AL or
Q165L). All frames have a pixel resolution of
388× 284 pixels in standard definition.
• ETIS-Larib [Bernal et al., 2017]: ETIS-Larib
is a polyp dataset that was used as the test-
ing dataset in the still frame analysis task in
[Bernal et al., 2017]. The dataset consists of 196
high definition frames that were selected from
34 sequences. The dimension of the images is
1225× 966. In total the dataset contains 44 dif-
ferent polyps and all frames contain at least one
polyp. The colonoscopy procedures were con-
ducted with a Pentax 90i series device.
• in-house: Our in-house dataset was collected
in the endoscopy department of Klinikum rechts
Figure 3: a) Sample frames from the EAD challenge
dataset, which show artifacts of the class miscella-
neous (misc).
der Isar, Technical University of Munich. It con-
sists of 55,411 frames of size 1920 × 1080, ob-
tained from 431 endoscopic videos. All frames
were annotated semi- automatically and the an-
notations were validated by medical students.
There is only one polyp ground-truth-box per
frame.
• Kvasir-SEG [Jha et al., 2020]: The Kvasir-
SEG dataset contains 1,000 polyp images with
bounding boxes and segmentation masks. Im-
age resolution varies between 332 × 487 and
1920× 1072 pixels.
The EAD2019 dataset was used to train our arte-
fact detection model. Our polyp detection model
trained on the CVC-Clinic dataset. The in-house
dataset was used to conduct our analysis on how ar-
tifacts affect the polyp detection model. Our multi-
task approaches were evaluated on CVC-Clinic (3-
fold cross-validation), ETIS-Larib, and Kvasir-SEG.
4.2 Polyp Detection Implementation
Details
Due to memory constrains, we used a batch size of
2 during training on polyp detection. As focal loss
parameters, we found γ = 2.5 and α = 0.25 to be
optimal. As a backbone network, we chose ResNet-
50 pre-trained on ImageNet. Despite achiever higher
performance with ResNet-101 and ResNet-152, we
chose ResNet-50 as the goal was to have a simple
baseline as benchmark against our multi-task ap-
proaches. Except if stated otherwise, all our ex-
periments with RetinaNet were trained with the
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Adam optimizer [Kingma and Ba, 2014] with a learn-
ing rate of 10e− 5 with decay by a factor of 10 when
the improvement changes are minor between epochs.
Basic data augmentation was applied. I consisted of
a randomized combination of rotation, translation,
shear, scaling, and flipping. Each image was rotated,
translated, and sheared by a factor of -0.1 to 0.1,
scaled between 0.9 to 1.1 of its original size, and
flipped both horizontally and vertically at a prob-
ability of 50%.
4.3 Polyp Detection Metrics
In order to compare our polyp detection performance
with existing methods, we follow the commonly
used validation framework from [Bernal et al., 2017],
where scores are reported by giving the number of
true positives, false positives, false negatives, pre-
cision, recall, F1-score, and F2-score. This valida-
tion framework can be used both for segmentation
and object detection approaches. A true positive is
any detection where the centroid of the bounding box
(or segmentation mask) lies within the polyp ground-
truth mask. False positives are detections where the
centroid is outside of the polyp mask. Each ground-
truth can only have one true positive, thus each de-
tection that correctly detects a polyp, which has al-
ready been detected, is a false positive. False nega-
tives are all ground-truth polyps that have not been
detected.
4.4 Effects of Artifacts on Polyp De-
tection
The first contribution of this work is to investigate
how deep learning based polyp detection performance
is affected by the presence of image artifacts. We con-
ducted these experiments on our in-house dataset.
First, we used our artefact detection model to anno-
tate artifact bounding boxes in that dataset. Artifact
bounding boxes were taken at a confidence threshold
of 0.25. We chose this value as we wanted to get
the most possible information on artifacts and this
threshold has proven optimal in our submissions to
the EAD challenge. We then ran our polyp detection
model to get a set of polyp bounding box predictions
Figure 4: Examples of artifacts and polyps predic-
tions in our in-house dataset. Green bounding boxes
represent polyps ground truth and red bounding
boxes are polyp predictions. The remaining bound-
ing boxes are bubbles (black), specularity (pink), blur
(blue), and saturation (brown). Best viewed in color.
on the same images. Polyp detections are always con-
sidered at a threshold of 0.5, which has proven opti-
mal in preliminary experiments. We then performed
a number of analyses, as described below, to better
understand how artifacts affect our polyp detector.
Illustrative example frames can be found in Figure 4.
4.4.1 Artifact Presence vs. Performance
In our first analysis, we wanted to get a general idea
of how polyp detection performance differs given the
presence of artifacts. For each artifact class, we took
the subset of images where the artifact is contained
(at a given area threshold) and compared polyp de-
tection performance to the subset of images where
the artifact is not present. Table 1 shows our results.
To consider that an artifact is present in the image,
we defined different area thresholds for the different
artifacts (see Fig. 5). The area was computed based
on the total amount of pixels covered by a given ar-
tifact. For blur, the threshold was set at 50% of the
entire image size, to only include images where the
entire image is blurred. For specularity, which is ef-
fectively present in all (99%) of the images, we se-
lected a threshold of 5%, to cover only images where
there is a high amount of specularity. For this thresh-
old, specularity is still present in 56% of images. For
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Figure 5: In experiment 4.4.1 we set area thresholds
for some artifacts to consider them present in an im-
age. The first row (a) shows artifacts that do not
meet the are threshold, compared to the row below
(b) where they meet the area threshold.
similar reasons, we selected 2% of the image area as a
threshold for misc. artifacts and bubbles. No thresh-
olds were set for contrast and saturation.
Table 1: For six different artifact classes, polyp detec-
tion performance is compared between images where
the artifact is present and images where the artifact
is not present. Frequency gives the share of images
where the artifact is present. The score difference is
the difference of the respective metrics between im-
ages where the artifact is present or not present. The
experiment was conducted of the in-house dataset,
consisting of 55,411 frames.
Score Difference (%)
Artifact type Frequency (%) precision recall F1 F2
bubbles 9.51 -5.67 2.33 -1.61 0.76
blur 20.85 4.31 -10.05 -3.69 -7.67
misc. 48.99 5.62 -1.94 1.62 -0.56
specularity 49.28 -6.93 4.65 -0.80 2.54
saturation 69.28 0.20 2.54 1.44 2.12
contrast 79.70 -2.86 4.41 1.09 3.15
4.4.2 Artifacts Overlapping Polyp Detection
We next evaluated the frequency of overlap between
artifacts detections and polyp ground-truths as well
as true positive, false positive, and false negative
polyp predictions. We counted how many times these
polyp bounding boxes overlap with an artifact (re-
sults in Table 2) and how many times a given ar-
tifact is inside of them (results in Table 3). See
Figure 6: The green box represents a polyp detection.
Artifact bounding boxes either overlap with a polyp
(yellow) or are contained within a polyp (blue).
Fig. 6 for an example of these relationships. For
the sake of this analysis, we did not remove a pre-
diction if it overlapped an existing prediction. I.e. if
two polyp detections overlap the same polyps, they
are still both considered correct predictions (this was
naturally not done in experiments where we evalu-
ated polyp detection performance). Therefore, the
sum of true positives and false positives does not add
to the amount of ground-truth polyps in our results
tables. The goal of this analysis was to understand
how artifacts are affecting polyp detection at a more
in-depth level. This analysis for example allowed us
to find out whether a certain artifact is sometimes
misclassified as a polyp (i.e. when false positive de-
tection often overlap with that artifact). We con-
sidered an artifact and a polyo to overlap if their
intersection-over-union (IoU) is greater than 0.5.
4.5 Multi-task Learning
Next, we investigated approaches to incorporate arti-
fact knowledge in polyp detection. We compared dif-
ferent such approaches, including our MTL model de-
scribed in section 3.5. The results shown in this sec-
tion are the averaged scores of 3-fold cross-validation
on the CVC-ClinicDB dataset and follow the vali-
dation framework laid out in section 4.3. Our MTL
approaches are enumerated from simple to more com-
plex: we tested using the artefact model to initialize
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Table 2: The share of ground-truth polyps as well as true positive, false positive, and false negative polyp
detections that overlap with respective artifacts (i.e. their intersection-over-union is greater than 0.5).
Frequency gives the count of the different polyp bounding box types in the dataset. Any artifact incorporates
all six artifacts. These experiments were conducted on our in-house dataset, which consists of 55,411 frames.
Share of polyps overlapping artifacts (%)
Polyp type Frequency Any artifact Bubbles Blur Misc. artifact Specularity Saturation Contrast
ground-truth 55411 17.8 1.5 3.4 2.2 2.7 4.5 2.9
true positives 45532 17.4 1.3 3.5 1.6 2.2 3.8 3.0
false positives 10435 23.8 3.0 6.1 2.7 1.9 1.3 5.8
false negatives 13438 13.7 1.2 3.0 3.2 2.2 4.3 2.6
Table 3: The share of ground-truth polyps as well as true positive, false positive, and false negative polyp
detections that contain respective artifacts inside of them (i.e. the bounding box of the artifact is fully
contained inside the polyp bounding box). Frequency gives the count of the different polyp bounding box
types in the dataset. Any artifact incorporates all six artifacts. These experiments were conducted on our
in-house dataset, which consists of 55,411 frames.
Share of polyps containing artifacts (%)
Polyp type Frequency Any artifact Bubbles Blur Misc. artifact Specularity Saturation Contrast
ground-truth 55411 88.5 11.0 0.3 33.1 86.8 12.7 0.7
true positives 45532 94.0 15.4 0.5 37.3 91.9 16.2 2.5
false positives 10435 92.0 22.7 1.7 37.8 87.9 16.7 6.1
false negatives 13438 79.9 8.3 0.2 32.8 77.5 7.2 0.4
the weights of the polyp detector, we then considered
it a multi-class problem (with different class weights),
and finally we employed a specialized architecture to
have a model with shared and task-specific parame-
ters.
4.5.1 Transfer Learning
In our first approach, we looked at the most straight-
forward way to utilize the artifact data: using the
weights of the artifact model for initializing the polyp
detection model. This is thus a transfer learning ap-
proach, where we pre-trained our polyp detector on
the EAD2019 artifact dataset and then fine-tuned it
on the polyp dataset. We have tried two different TL
approaches: 1) fine-tuning the entire network and 2)
freezing the backbone and only fine-tuning the clas-
sification subnetwork of RetinaNet. We also com-
pared the performance with models pre-trained on
ImageNet and COCO. Results are shown in Table 4.
Table 4: Polyp detection performance of different
Transfer Learning (TL) approaches. For ”initializa-
tion”, the entire model is fine-tuned on the final task.
For ”freeze backbone”, only the final layers of the
model are trained on the final task. ”Baseline” is
our polyp-only model that was pre-trained on Ima-
geNet. Results are from 3-fold cross-validation on
CVC-ClinicDB.
Pre-training TL Type Precision Recall F1 F2
ImageNet initialization 0.849 0.814 0.829 0.820
COCO initialization 0.833 0.862 0.845 0.855
Artifact Model initialization 0.832 0.859 0.845 0.853
Artifact Model freeze backbone 0.836 0.766 0.794 0.776
4.5.2 Multi-class Learning and Artifact Con-
fidence Threshold
A naive approach for MTL on both polyps and ar-
tifacts is simply formulating the problem as a multi-
class classification problem, where we have one class
for each artifact and one class for the polyps. We thus
used our single-task polyp detector, but extended it
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by six classes to include artifacts. We get our ar-
tifact annotations as described in section 3.4. We
experimented with different thresholds for obtaining
our artifact annotations. Results are shown in Table
5.
Table 5: Polyp detection performance of a multi-class
RetinaNet model that detects polyps as well as arti-
facts. Artifact threshold gives the threshold for which
we considered artifact annotations as ground-truth
in the training set. The lower that threshold is, the
more artifacts are contained in each image. ”Base-
line” is our polyp-only model that was pre-trained on
ImageNet. Results are from 3-fold cross-validation on
CVC-ClinicDB.
Artifact Artifacts per Precision Recall F1 F2
Threshold Image
0.2 37.8 0.146 0.515 0.225 0.336
0.4 7.7 0.237 0.487 0.310 0.392
0.5 3.6 0.413 0.690 0.516 0.608
0.6 2.0 0.722 0.640 0.673 0.652
0.8 1.2 0.927 0.721 0.810 0.754
baseline N.A. 0.849 0.814 0.829 0.820
4.5.3 Weighting Artifact and Polyps Classes
We repeated the previous experiments but increased
the weighting of the polyp class by 25%, 50%, and
75% of the classification loss, while distributing the
remaining share of the weight equally between all six
artifact classes. We further compared pre-training
on ImageNet and the EAD2019 artifact dataset. In
order to include rich artifact information, we have
selected artifact annotations at a threshold of 0.5.
For the EAD competition, optimal artefact thresh-
olds were between 0.25 and 0.5. Results are displayed
in Table 6.
4.5.4 Double Classification Subnetwork
We then conducted experiments on our LwF inspired
MTL model, which was described in section 3.5. We
tried out four different weighting configurations for
the loss function of the model. We weighted regres-
sion and artifact classification subnetworks by 1 and
assigned weights of 1, 3, 10, and 20 to the polyp clas-
sification loss. We have tried training the models on
Table 6: Polyp detection performance of a multi-
class RetinaNet model that detects polyps as well
as artifacts and has specific class weights. Propor-
tional class weights of the polyp class are given in
the first column. The remaining weight is distributed
equally among the remaining artifact classes. Pre-
training is given either from ImageNet or from our
artifact detector. Artifacts in the training data are
taken at a 0.5 confidence threshold. ”Baseline” is
our polyp-only model that was pre-trained on Ima-
geNet. Results are from 3-fold cross-validation on
CVC-ClinicDB.
Polyp Weight Pre-training Precision Recall F1 F2
25% ImageNet 0.774 0.726 0.749 0.735
50% ImageNet 0.797 0.761 0.775 0.766
75% ImageNet 0.752 0.765 0.744 0.752
25% Artifact Model 0.808 0.766 0.785 0.773
50% Artifact Model 0.777 0.789 0.782 0.786
75% Artifact Model 0.770 0.825 0.796 0.813
no weighting ImageNet 0.413 0.690 0.516 0.608
baseline ImageNet 0.849 0.814 0.829 0.820
artifacts taken at a 0.2 and at a 0.5 threshold. Results
are shown in Table 7.
4.5.5 Removing artifact Classes
Section 4.4 has shown that some artifacts classes are
more relevant to polyp detection performance than
others. In addition, our models may be overwhelmed
by the high number of artifact classes and reducing
that number may be beneficial. We therefore re-
stricted ourselves to artifact classes that appear most
relevant for polyp detection. For instance, if we know
that blurs are often misclassified as polyps, or that
polyps containing specularity are easier to detect, we
know that these classes can be useful for polyp detec-
tion. We created four different subsets of artifacts to
include in our MTL approach. The first subset con-
tains only the artifact that we deemed most impor-
tant, the second set contains the two most prioritized
ones, and so on. The artifacts that we deemed the
most influential, in descending order, are the follow-
ing: blur, specularity, misc. artifacts, and bubbles.
We run our MTL model with artifacts thresholds at
0.5. The weights of the loss functions were chosen
to be proportionate to the amount of artifacts in the
11
Table 7: Polyp detection performance of our learning
without forgetting (LwF) inspired multi-task model.
The model has three subnetworks on top of the model
backbone: a regression (reg) subnetwork, an arti-
fact (art) classification subnetwork, and a polyp (pol)
classification subnetwork. These three subnetworks
have their own losses and the respective weights of
these losses are given in the first column. The arti-
fact thresholds for the training data are given in the
second column. ”Baseline” is our polyp-only model
that was pre-trained on ImageNet. Results are from
3-fold cross-validation on CVC-ClinicDB.
Loss Weights Artifact Precision Recall F1 F2
(reg:art:pol) Threshold
1:1:1 0.2 0.836 0.269 0.381 0.304
1:1:3 0.2 0.841 0.484 0.604 0.525
1:1:10 0.2 0.803 0.650 0.715 0.674
1:1:20 0.2 0.831 0.677 0.739 0.699
1:1:1 0.5 0.820 0.727 0.771 0.744
1:1:3 0.5 0.802 0.755 0.773 0.761
1:1:10 0.5 0.779 0.793 0.781 0.787
1:1:20 0.5 0.796 0.818 0.804 0.812
baseline 0.849 0.814 0.829 0.820
image for the different artifact classes. For the four
models in Table 8, they are given by 1:5:1, 1:1:3, 1:1:3,
1:1:3, respectively. Weighting corresponds to the re-
gression, artifact, and polyp loss functions.
4.6 Understanding the Effects
Finally, we repeated some experiments from subsec-
tion 4.4.2 in order to get an understanding of how
leveraging artifact information has changed the way
that artifacts affect polyp detection performance. We
selected the MTL RetinaNet trained on blur, bub-
bles, misc., and specularity. Artifact annotations for
training were taken at a 0.2 threshold, since it is sim-
ilar to the artifact threshold of 0.25 taken in the ex-
periments in 4.4.2. Results are shown in Table 9 and
10.
4.7 Generalizability: testing our mod-
els on different datasets
So far, all the results in section 4.5 were from a 3-fold
cross validation on the CVC-ClinicDB dataset. To
Table 8: Polyp detection performance of our learning
without forgetting (LwF) inspired multi-task model
when only incorporating knowledge about some of
the existing artifact classes. The star (*) in the ar-
tifact column means that the given artifact was in-
cluded for this model. Artifacts in the training data
are taken at a 0.5 confidence threshold. ”Baseline”
is our polyp-only model that was pre-trained on Im-
ageNet. Results are from 3-fold cross-validation on
CVC-ClinicDB.
Artifacts
Precision Recall F1 F2
blur spec. misc. bubbles
* 0.870 0.808 0.836 0.819
* * 0.828 0.826 0.825 0.825
* * * 0.843 0.820 0.829 0.823
* * * * 0.859 0.790 0.821 0.802
baseline 0.849 0.814 0.829 0.820
verify the validity of these results on other datasets,
we re-run the best-performing model of each experi-
ment in sections 4.5 on the ETIS-Larib dataset, our
in-house dataset, and the Kvasir-SEG dataset. For
this, all our models were trained on CVC-ClinicDB.
While the aim of this work is not to surpass the state-
of-the-art in polyp detection, thiss also enabled us to
place the performance of our models in context of
existing methods. The results are given in Table 11.
5 Discussion
5.1 Effects of Artifacts on Polyp De-
tection
Overall correlation Table 1 gives an initial indi-
cation that the presence of some artifacts affects the
polyp detection rate. Indeed, artifacts like blur and
bubbles affect the F1-score negatively (-3.69% and -
1.61%). For bubbles, this is due to lower precision.
This could be explained by the fact that bubbles intu-
itively look similar to polyps, and thus potentially be
misclassified as such. For blur, lower F1-score is due
to much lower recall (-10.05%) on these images. At
the same time, images containing misc., saturation,
and contrast tend to have higher F1-scores.
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Table 9: The share of ground-truth polyps as well as true positive, false positive, and false negative polyp
detections that overlap with respective artifacts (i.e. their intersection-over-union is greater than 0.5). For
each of the four artifacts, we compare how the predictions of the baseline model are affected vs. how the
predictions of our learning without forgetting (LwF) inspired multi-task model are affect. The multi-task
model incorporates knowledge from the four artifacts in this table. Frequency gives the count of the different
polyp bounding box types in the dataset. These experiments were conducted on the ETIS-Larib dataset.
Share of polyps overlapping artifacts (%)
frequency bubbles blur misc. artifact specularity
polyp type polyps MTL polyps MTL polyps MTL polyps MTL polyps MTL
ground-truth 208 208 3.4 3.4 1.0 1.0 0.5 0.5 4.8 4.8
true positives 137 152 2.2 3.3 1.5 2.0 0.0 0.0 3.6 3.9
false positives 39 64 5.1 6.2 30.8 6.2 0.0 3.1 5.1 4.7
false negatives 63 64 6.3 4.7 1.6 0.0 1.6 1.6 6.3 6.2
Table 10: The share of ground-truth polyps as well as true positive, false positive, and false negative polyp
detections that contain respective artifacts inside of them (i.e. the bounding box of the artifact is fully
contained inside the polyp bounding box). For each of the four artifacts, we compare how the predictions
of the baseline model are affected vs. how the predictions of our learning without forgetting (LwF) inspired
multi-task model are affect. The multi-task model incorporates knowledge from the four artifacts in this
table. Frequency gives the count of the different polyp bounding box types in the dataset. These experiments
were conducted on the ETIS-Larib dataset.
Share of polyps containing artifacts (%)
frequency bubbles blur misc. artifact specularity
polyp type polyps MTL polyps MTL polyps MTL polyps MTL polyps MTL
ground-truth 208 208 14.4 14.4 0.0 0.0 7.2 7.2 60.6 60.6
true positives 137 152 11.7 17.8 0.0 0.0 10.2 10.5 75.9 79.6
false positives 39 64 23.1 15.6 15.4 1.6 25.6 17.2 79.5 64.1
false negatives 63 64 19.0 7.8 0.0 0.0 6.3 3.1 41.3 28.1
Causality vs. Correlation To get more insights
into causality vs. correlation, we also looked at the
correlation between the presence of different artifacts.
We computed this by looking at how often pairs of
artifact classes occur in the same image. This allowed
us to better understand whether an artifact perhaps
only affects performance because it correlates to the
presence of another artifact, which actually causes it.
Table 12 shows that there is no meaningful correla-
tion between any of the artifacts. Only misc. ar-
tifacts are slightly more correlated to others, which
may be explained by the fact that they are loosely de-
fined and their distribution may overlap with other
classes. Another way to better understand causal ef-
fects is to look at the effect on performance given
the location of an artifact with respect to the polyp.
For instance, if we are able to concretely show that
bubbles are likely to be misclassified as polyps, we
make a stronger case for bubbles actually causing a
drop in performance (compared to e.g. simply being
correlated to pictures where the polyp is very hard
to detect). Nonetheless, further work is required to
fully understand the causal effects of artifacts on the
polyp detector (see [Castro et al., 2019]).
Artifacts and their location By assessing the
correlation between artifacts and polyp detections
and polyp ground-truths, Table 2 gives a more in-
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Table 11: Polyp detection performance on three dif-
ferent datasets: ETIS-Larib (ETIS), our in-house
dataset (in-house), and Kvasir-SEG (Kvasir). We
test our best performing models of each of the exper-
iments in section 4.5. Our models were all trained
on CVC-ClinicDB. If available, we compared our re-
sults to existing state-of-the-art methods that used
the same evaluation framework. Note that the aim
of this work is not to surpass the state-of-the-art.
Only F1 scores are given.
Method ETIS in-house Kvasir
State-of-the-art
- [Bernal et al., 2017] 0.708 - -
- [Bernal et al., 2017] 0.662 - -
- [Shin et al., 2018] 0.833 - -
Ours
- baseline 0.668 0.779 0.857
- Transfer learning (4.5.1) 0.621 0.747 0.816
- Weighted multi-class (4.5.3) 0.637 0.604 0.742
- LwF (4.5.4) 0.618 0.650 0.766
- LwF* (4.5.5) 0.642 0.695 0.846
Table 12: The correlation between the presence of
different artifacts on the in-house dataset.
bubbles blur misc. specularity saturation contrast
bubbles 1.00 -0.12 -0.14 0.00 -0.07 -0.05
blur -0.12 1.00 0.15 -0.02 0.04 -0.11
misc. -0.14 0.15 1.00 -0.01 0.09 0.05
specularity 0.00 -0.02 -0.01 1.00 0.00 -0.01
saturation -0.07 0.04 0.09 0.00 1.00 0.06
contrast -0.05 -0.11 0.05 -0.01 0.06 1.00
depth view of how artifacts affect polyp detection.
We observe that detections which are false posi-
tives more frequently overlap with artifacts (23.8%)
compared to actual ground-truth polyps (17.8%),
suggesting artifacts are frequently misclassified as
polyps. Amongst others, these results seem to con-
firm our previous hypothesis that bubbles can be mis-
classified as polyps. Indeed, bubbles are twice as
likely to overlap false positive polyp detections than
ground-truth polyps. Albeit less intuitive, similar ob-
servations can be made on blur and contrast. At the
same time, polyps that were missed by our polyp de-
tector are less likely to overlap with an artifact than
polyps overall (13.7% vs. 17.8%). This suggests that
polyps that overlap with an artifact (or look like an
artifact according to our artifact detector), are less
likely to be missed. Saturated regions overlap with
4.5% of ground-truth polyps and with 1.3% of false
positives. This indicates that well-lid regions (i.e.
which are saturated) are less prone to being misclas-
sified as polyps. While Table 3 shows that false posi-
tive polyp detections contain artifacts inside of them
more often than ground-truth polyps do (92.0% vs.
88.5%), this is even more so the case for true posi-
tives (94.0%). In addition, missed polyps (false neg-
atives) contain artifacts less frequently (79.9%) than
the ground-truth. Therefore, this suggests that arti-
facts inside of a polyp region make polyps easier to
detect and improve both precision and recall. This
is especially true for specularity and saturation. For
bubbles, blur, and contrast, we confirm previous re-
sults that indicate that they lead to more false posi-
tives.
In conclusion, Table 1 gave us an initial idea of
how are polyp detection performance is affected by
artifact presence. It already indicated that artifacts,
depending on their class, can either beneficiate or
harm polyp detection. Tables 2 and 3 gave us a
more in-depth understanding on how different arti-
facts, at different locations with respect to the polyps,
affect the polyp detector. Bubbles, blur, and con-
trast were found to lead to poorer performance. In
contrast, saturation and specularity improved perfor-
mance. Either way, this suggests that incorporating
artifact knowledge into a polyp detection model could
be beneficial. The hypothesis is that by being able
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to learn artifact representations, a model can learn
to distinguish them from polyps and better leverage
them to classify bounding boxes correctly.
5.2 Multi-task Learning
Artifact annotator trustworthiness For train-
ing our multi-task approaches, we added artifact an-
notations to the CVC-ClinicDB dataset using an
artifact detection model that was trained on the
EAD2019 dataset. To verify that these artifact an-
notations are not entirely corrupt and thereby detri-
mental to our efforts, we randomly selected 60 im-
ages (i.e. around 10% of the total) and manually
inspected their artifact annotations. We inspected
artifacts at a threshold of 0.25, which led to 1,422
annotations. While this did not give us insights on
recall, we found a precision of 82.4%. This let us
conclude that the artifact detector is performing suf-
ficiently well on CVC-ClinicDB and can be used for
our multi-task approaches.
Overall performance We tested out different
multi-task learning approaches to incorporate arti-
fact knowledge, ranging from very simple to more
complex, and compared them to a baseline that was
only trained on a polyp dataset. The first experiment
(Table 4) shows that simply using the artifact dataset
for pre-training yielded unsatisfactory results, with
performance not surpassing pre-training on natural
image datasets. Table 5 shows that modeling it as
a simple multi-class problem, where the six artifacts
and polyps constitute the seven classes, did not im-
prove polyp detection performance either. Indeed,
there seems to be an almost linear negative correla-
tion between the confidence threshold of artifacts in
the training data and the final polyp detection per-
formance. In the original EAD artifact dataset, there
are around 8.3 artifact annotations per image. If we
suppose a similar distribution in the CVC-ClinicDB
set, then an artifact threshold of 0.4, (which yields
7.7 artifacts per image) seems to be closest to reality.
However, at this threshold, our model was perform-
ing very poorly (F1-score of 0.31), suggesting this
method is very inadequate. Even when trying to im-
prove the method by weighting the polyp class dis-
proportionately (Table 6), performance increased but
remained underwhelming. A possible explanation is
that having eight different classes for a single clas-
sification subnetwork complicates the optimization.
To address this, we built our double classification
subnetwork MTL model, for which the results are
in Table 7. On a NVIDIA TITAN Xp with 12 GB of
RAM, this model takes around 0.06 seconds per im-
age during inference. At an artifact threshold of 0.2,
performance is poor regardless of the weighting con-
figurations, suggesting that these artifacts are simply
too noisy and too numerous. At a threshold of 0.5, we
obtained decent performance even without weighting.
However, despite improving over the multi-class ap-
proach, the model still underperformed the baseline.
The discussion in section 5.1 has shown that not all
artifacts have an equal effect on polyp detection per-
formance. We thus tried only incorporating knowl-
edge on some artifacts in the MTL model. Table 8
shows that this lead to performance at par or even
slightly better than the polyp model. Nonetheless,
performance is not significantly better and we have
failed to show that incorporating artifact knowledge
can indeed improve polyp detection rates.
Artifact robustness To better understand how
the model behaviour changed after incorporating ar-
tifact knowledge, we re-ran some of the experiments
from section 4.4.2 with our MTL model from Ta-
ble 8 that included four artifact classes. Table 9
shows that e.g. for blur we have drastically reduced
the number of blur artifacts that are misclassified as
polyp. Table 10 also shows that for all four artifacts,
the MTL model has a lower share of false positives
containing them, which suggests the model has been
able to make use of artifact-related features in or-
der to reduce the times it misclassified background
regions that contain these artifacts as polyps. In ad-
dition, bubbles and specularity are contained less fre-
quently in false negatives for the MTL model than for
the polyp-only model (19% vs. 7.8% and 41.3% vs.
28.1%), which indicates that learning the features of
these artifacts has helped the algorithm detect more
polyps that are covered by them.
Our multi-task approaches have not yet made a
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convincing case for using artifact knowledge in polyp
detection. However, experiments from Table 9 and 10
show encouraging signs and warrant further research
in this direction. Our multi-task approaches have
been fairly naive and more sophisticated approaches
might be able to reap the benefits of artifact knowl-
edge. Besides incorporating artifact knowledge in a
model by making it learn the artifact representation,
other approaches could be considered, such as com-
bining artifact and polyp detections to yield an un-
certainty score for the model’s polyp detections.
6 Conclusion
This work has contributed to a more thorough un-
derstanding of how endoscopic artifacts affect deep
learning based polyp detection models. This was
achieved by not only looking at artifact labels on an
image level, as was done by [Bernal et al., 2017], but
by having bounding box annotations, which speci-
fied the exact location of artifacts. The analysis has
shown that some artifacts, such as bubbles or blur,
may deteriorate polyp detection and others, such as
specularity, can actually lead to better detection ca-
pabilities. We built upon this knowledge to extend a
simple baseline polyp detector by making it simulta-
neously learn representation of artifacts and polyps.
While we have not yet established significant im-
provements in performance by using this method, it
still showed promising results as it managed to over-
come some of the artifact-related challenges that au-
tomated polyp detectors face. Future work can build
upon our analysis and multi-task approaches to ulti-
mately improve polyp detection capabilities.
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