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ABSTRACT
We produce 1000 realizations of synthetic clustering catalogues for each type of the tracers
used for the baryon acoustic oscillation and redshift space distortion analysis of the SDSS-IV
extended Baryon Oscillation Spectroscopic Survey final data release (eBOSS DR16), cov-
ering the redshift range from 0.6 to 2.2, to provide reliable estimates of covariances matri-
ces and test the robustness of the analysis pipeline with respect to observational systematics.
By extending the Zel’dovich approximation density field with an effective tracer bias model
calibrated with the clustering measurements from the observational data, we accurately re-
produce the two- and three-point clustering statistics of the eBOSS DR16 tracers, including
their cross-correlations in redshift space with very low computational costs. In addition, we
include the gravitational evolution of structures and sample selection biases at different red-
shifts, as well as various photometric and spectroscopic systematic effects. The agreements on
the auto-clustering statistics between the data and mocks are generally within 1σ variances
inferred from the mocks, for scales down to a few h−1 Mpc in configuration space, and up to
0.3 hMpc−1 in Fourier space. For the cross correlations between different tracers, the same
level of consistency presents in configuration space, while there are only discrepancies in
Fourier space for scales above 0.15 hMpc−1. The accurate reproduction of the data clustering
statistics permits reliable covariances for multi-tracer analysis.
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1 INTRODUCTION
The spatial clustering of large-scale structures (LSS) offers insights
into the expansion history of the Universe and the growth of struc-
tures. In particular, the baryon acoustic oscillation (BAO; Eisen-
stein & Hu 1998) feature is known as a standard ruler for geo-
metrical measurements and provides constraints on the nature of
dark energy (Eisenstein 2005). Redshift-space distortions (RSD;
Kaiser 1987) of the clustering statistics can be used to estimate the
structure formation rate and test gravity theories (Percival & White
2009; Raccanelli et al. 2013). Precise cosmological constraints with
clustering measurements require the 3-D positions – 2-D angular
position and redshift – of tracers of the dark matter density field
over a large volume, and possibly several different types of tracers
to probe different cosmic epochs.
Recent large-scale galaxy spectroscopic surveys, such as the
Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al.
2013) – which belongs to the phase III of the Sloan Digital Sky Sur-
veys (SDSS) – have measured the redshifts of over one million lu-
minous red galaxies (LRG) with redshifts up to 0.75, covering more
than 9000 deg2, and achieved percent-level measurements of both
distance scales and growth rate of structures (Alam et al. 2017). In
addition, the extended BOSS (eBOSS; Dawson et al. 2016), as part
of SDSS-IV (Blanton et al. 2017) and a complement to BOSS, has
probed ∼ 0.8 million LRGs, star-forming emission line galaxies
(ELG), and quasi stellar objects (QSO) in total, with the redshift
range 0.6 < z < 2.2, for the LSS analysis of its final data release
(DR16, see Section 2.1; Raichoor et al. 2020; Ross et al. 2020). In
addition, ∼ 0.2 million BOSS/eBOSS QSOs at z > 2.1 are used
for Lyman-α absorption measurements (Lyke et al. 2020; du Mas
des Bourboux et al. 2020), which extend the clustering analysis to
higher redshift.
Apart from the sample size, accurate estimates of the uncer-
tainties in the clustering statistics are also essential for LSS anal-
ysis. One can obtain the covariance matrices directly from the ob-
servational catalogues, by sampling the data in subvolumes with
jackknife or bootstrap estimations. However, variances on scales
larger than the size of the subvolumes cannot be sampled, and sys-
tematic errors that apply to all subsamples are not accounted for.
An alternative way is to rely on the theoretical model for cluster-
ing statistics, and derive Gaussian covariances (e.g. Grieb et al.
2016; Wadekar & Scoccimarro 2019). Further improvements can
be achieved by rescaling the shot noise power to include non-
Gaussianity (Philcox et al. 2020). Nevertheless, the robustness of
analytical approaches depend on the accuracies of the models in
nonlinear regimes of the cosmic evolution. And it is challenging
for them to include observational systematic errors.
In principle, these issues can be solved with catalogues gener-
ated by N-body simulations: they encode the full nonlinear gravita-
tional evolution, and can be applied known observational effects to
sample systematic errors. However, the estimate of covariance ma-
trices requires a large number of realizations, and this is generally
too computational expensive to be practical for N-body simulations
with sufficient mass resolution and volume for current large-scale
galaxy surveys. To circumvent this problem, some more efficient
but less accurate methods for constructing mock catalogues are
proposed (see Chuang et al. 2015b, for a comparison of different
methods), such as effective Zel’dovich approximation mock (EZ-
mock; Chuang et al. 2015a), FastPM (Feng et al. 2016), GaLaxy
Mocks (GLAM; Klypin & Prada 2018), PerturbAtion Theory Cat-
alog generator of Halo and galaxY distributions (PATCHY; Kitaura
et al. 2014), quick particle mesh (QPM; White et al. 2014), and the
bias assignment method (BAM; Balaguera-Antolínez et al. 2019).
EZmock and PATCHY generate the dark matter density field using
perturbation theories, and then populate tracers with effective de-
scriptions of their biases. FastPM, GLAM, and QPM are fast par-
ticle mesh solvers for the dynamic evolution of structures. While
BAM extracts the effective bias model directly from a reference
catalogue and assign it to a density field generated either by pertur-
bation theories or fast particle-mesh solvers.
The EZmock algorithm uses Zel’dovich approximation
(Zel’dovich 1970) to construct the density field at a given redshift,
and populate matter tracers (haloes/galaxies/quasars) in the field
with a parameterised modelling of tracer bias. This effective bias
description includes linear, nonlinear, deterministic, and stochas-
tic effects, which have to be calibrated with clustering statistics
from observations or N-body simulations, including typically the
two-point correlation function (2PCF), power spectrum, and bis-
pectrum. EZmock is able to reproduce both 2- and 3-point statis-
tics of a reference N-body simulation precisely down to mildly
nonlinear scales. For instance, the discrepancies of redshift space
power spectrum produced by EZmock are less than 5 per cent for
k . 0.3 hMpc−1 (Chuang et al. 2015b). Moreover, thanks to the
incomparable efficiency of ZA, the remarkably low computational
cost makes EZmock extremely suitable for estimating covariances
for large-scale analysis.
In this work, we use the revised EZmock method to construct
mock catalogues for all eBOSS direct LSS tracers, including LRGs,
ELGs, and QSOs. For the estimates of the covariance matrices,
we produce 1000 realizations of mock catalogues for each type
of the tracers. They are constructed from 46,000 simulation boxes
with the side length of 5 h−1 Gpc, at several different redshifts, to
account for the redshift evolution of structures. Furthermore, the
mock tracers are populated from shared density fields, to ensure
reliable estimates of the cross covariances. Besides, two sets of
mocks are generated, complete and realistic, i.e., without and with
applying observational systematic effects. They are used for the
analysis of the eBOSS LRG samples (Collaboration et al. 2020a;
Gil-Marin et al. 2020), ELG samples (de Mattia et al. 2020; Rai-
choor et al. 2020; Tamone et al. 2020), QSO samples (Hou et al.
2020; Neveux et al. 2020), and the final cosmological constraints
(Collaboration et al. 2020b), with the systematic errors assessed us-
ing N-body simulations (Rossi et al. 2020; Avila et al. 2020; Alam
& eBOSS 2020; Smith et al. 2020). Moreover, Lin et al. (2020)
use the GLAM method to construct the density field and adopt the
bias model of the QPM method to generate mock catalogues for
eBOSS ELGs. The eBOSS DR16 EZmock catalogues presented
in this work are publicly available1. In addition, all SDSS BAO
and RSD measurements and the cosmological interpretations can
be found on the SDSS website2.
This paper is organised as follows. In Section 2 we describe
the methodology for constructing the mock catalogues. The clus-
tering statistics of the mock catalogues are shown in Section 3. We
perform the cross correlation analysis between different tracers in
Section 4. Finally, in Section 5, we present the conclusions.
1 www.example.com
2 See https://sdss.org/science/final-bao-and-rsd-
measurements for the BAO and RSD measurements, and https:
//sdss.org/science/cosmology-results-from-eboss for
the cosmological results.
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2 METHODOLOGY
We present in this section the improved version of the EZmock
method, compared to the algorithm introduced in Chuang et al.
(2015a). In particular, the method used for this work does not re-
quire the enhancement of the BAO signal for the initial conditions,
and relies on less bias parameters to be calibrated. Moreover, the
calibration is done directly with the observed clustering measure-
ments of the BOSS and eBOSS catalogues, without taking N-body
simulations as references. Thus, the effective bias model of EZ-
mock further accounts for the halo occupation distributions (HOD;
e.g. Berlind & Weinberg 2002) of different matter tracers.
2.1 Reference data catalogues
The catalogues for LSS analysis in eBOSS DR16 consist of ∼ 0.20
million LRGs, ∼ 0.27 million ELGs, and ∼ 0.34 million QSOs,
with the redshift ranges of
0.6 < zLRG < 1.0, (1)
0.6 < zELG < 1.1, (2)
0.8 < zQSO < 2.2. (3)
Moreover, a subsample of the BOSS DR12 complete-mass
(CMASS) LRGs with the same redshift range as Eq. (1) is also
included for the cosmological analysis. And the combined LRG
sample contains ∼ 0.38 million galaxies. For each of the sample,
regions with low spectra completeness and qualities are masked to
ensure reliable clustering measurements. And various weights are
applied to correct for known observational systematics, and mini-
mize the bias of the clustering statistics (see Raichoor et al. 2020;
Ross et al. 2020, for details).
The sky coverage of the BOSS DR12 and eBOSS DR16 data,
with various masks applied, are illustrated in Fig. 13, where the
background colour map indicates the angular source density of the
Gaia DR2 public data (Gaia Collaboration et al. 2018), with a se-
lection of the g band magnitude (phot_g_mean_mag < 15). In
particular, the left and right patches of the BOSS/eBOSS footprints
are dubbed northern and southern Galactic caps (NGC and SGC)
respectively. Since the two Galactic caps are spatially far way from
each other, we construct EZmock catalogues for NGC and SGC
independently, but with the same input parameters. Therefore, the
expected clustering statistics of EZmock catalogues in both Galac-
tic caps are identical, if no radial selection (see Section 2.3.4) is
applied.
The total effective area of the CMASS LRG, eBOSS LRG,
eBOSS ELG, and eBOSS QSO samples are 9376, 4103, 727,
and 4702 deg2, respectively (Reid et al. 2016; Raichoor et al.
2020; Ross et al. 2020). The effective overlapped area between the
eBOSS LRG and ELG samples is 458 deg2, and it is 509 deg2 for
the overlapping region between eBOSS ELG and QSO samples.
Fig. 2 shows the effective radial comoving number densities
of the tracers, evaluated in the framework of flat ΛCDM cosmol-
ogy, with Ωm = 0.31. To estimate the statistical uncertainty of the
observed data, the mock catalogues should be constructed with at
least the peak number densities of different tracers. Meanwhile, we
would like the number of tracers to be as small as possible to re-
duce the computational costs. Consequently, the number densities
3 See https://skfb.ly/6TPBH and https://skfb.ly/6TPBI
for 3-D illustrations.
of LRGs, ELGs, and QSOs that we set for the generation of the
mock catalogues are
nboxLRG = 3.2 × 10−4 h3 Mpc−3, (4)
nboxELG = 6.4 × 10−4 h3 Mpc−3, (5)
nboxQSO = 2.4 × 10−5 h3 Mpc−3, (6)
respectively.
Since all BOSS and eBOSS tracers share the sky area and red-
shift range to some extent, in order to combine their results for final
cosmological analysis, it is crucial to account for the cross covari-
ance between different tracers. To this end, we construct the mock
catalogues for different tracers – including BOSS CMASS LRGs,
and eBOSS LRGs/ELGs/QSOs – in the same comoving volume,
and with identical initial conditions, to ensure the same underlying
dark matter density field for all of them.
2.2 Cubic mock catalogue generation
The starting point of our mock generation process is a Gaussian
random field in a periodic cubic volume, with a given initial power
spectrum. The side length of the Gaussian random field in this work
is 5 h−1 Gpc, which is large enough to cover the survey volume of
all tracers for clustering analysis. The same white noises are used
for the construction of the Gaussian random field for different trac-
ers.
The fiducial cosmological model for constructing the mocks
is flat ΛCDM, with Ωm = 0.307115, Ωb = 0.048206, h = 0.6777,
σ8 = 0.8225, and ns = 0.9611, which are the best-fit values from
the Planck 2013 results (Planck Collaboration et al. 2014). This
is the same cosmological model used by the PATCHY mock cata-
logues for the final BOSS data release (Kitaura et al. 2016) which
is calibrated based on the MultiDark simulations (Klypin et al.
2016). The linear matter power spectrum we use is generated by
the CAMB4 software (Lewis et al. 2000). It has been shown that the
covariance matrix of 2-point clustering measurements are insensi-
tive to the input power spectrum, if the 2- and 3-point statistics of
the mocks are consistent with the observed measurements (Baum-
garten & Chuang 2018).
2.2.1 Zel’dovich approximation
To generate the dark matter field at the desired redshift, we rely
on the Zel’dovich approximation (ZA; Zel’dovich 1970), which is
the linear solution of the Lagrangian Perturbation Theory (LPT;
see e.g. Bernardeau et al. 2002). In the Lagrangian description, the
Eulerian position x of a particle at time t is expressed by its ini-
tial comoving position q (i.e., the position in the Gaussian random
field) and a displacement Ψ:
x(q, t) = q + Ψ(q, t). (7)
And the linear solution to the equation of motion yields
∇q · ΨZA(q, t) = −D1(t)δ(q). (8)
Here ΨZA stands for the displacement field in the Zel’dovich ap-
proximation, D1(t) denotes the linear growth factor, and δ(q) indi-
cates the initial density contrast in Lagrangian coordinates, which
4 https://camb.info/
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Figure 1. The sky coverage of eBOSS DR16 tracers and BOSS DR12 LRGs, as well as the density map of Gaia DR2 sources with g < 15 mag.
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Figure 2. The weighted comoving number densities of eBOSS DR16 trac-
ers and BOSS DR12 CMASS LRGs, with all the photometric and spec-
troscopic systematic weights included. The comoving distances and vol-
umes are evaluated in the flat ΛCDM cosmology with Ωm = 0.31. The
three horizontal dashed lines show the number densities of the cubic LRG,
ELG, and QSO EZmock catalogues, i.e. 3.2 × 10−4, 6.4 × 10−4, and
2.4 × 10−5 h3 Mpc−3, respectively.
is sampled in Fourier space with random phases, with the amplitude
being defined by the linear matter power spectrum Plin(k):
Plin(k) = 〈|δ(k)|〉2 . (9)
In the framework of ΛCDM, the linear growth factor can be
evaluated numerically through the integral representation (Heath
1977; Carroll et al. 1992):
D1(a) = a3H(a)5Ωm2
∫ a
0
da˜
a˜3H3(a˜), (10)
where a indicates the scale factor, and H(a) is the Hubble parame-
ter.
The displacement field in the ZA can be obtained through the
Fourier transform of Eq. (8):
ΨZA(q, a) = D1(a)
∫
d3k
(2pi)3 e
ik ·q ik
k2
δˆ(k), (11)
where δˆ(k) denotes the density contrast in Fourier space. Thus, the
ZA density field ρm can be efficiently computed with Fast Fourier
Transforms (FFT). In this work, FFTs are performed with the grid
size of 10243, in the 53 h−3 Gpc3 cubic volume.
Once the displacement field is computed on the grid points,
dark matter particles are moved from their initial Lagrangian po-
sitions – Cartesian grid points – to the final Eulerian positions fol-
lowing Eq. (7). And the dark matter density field is evaluated on the
same grids, using the Cloud-in-Cell (CIC; Hockney & Eastwood
1981) particle assignment scheme. Consequently, the number den-
sity fields of the observational tracers described hereafter, are all
based on this grid size. In general, the EZmock parameters have
to be re-calibrated, with a different number of grids in the same
comoving volume.
2.2.2 Deterministic bias relations
To populate tracers in the simulation box, we need to introduce
a bias model describing the relationship between tracers and dark
matter, or construct the tracer number density field ρt based on the
dark matter density field ρm. This process can be expressed by a
general bias function B:
ρt = B(ρm). (12)
In particular, the density ρ is defined on Cartesian grid points in the
comoving volume, as
ρ ≡ ρ˜/〈ρ˜〉, (13)
where ρ˜ denotes the ratio between the number of objects and co-
moving volume for each grid cell, and 〈 · 〉 indicates the ensemble
average over all the grids.
To implement Eq. (12) for the mock tracers, we begin with
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some analytical bias relations that have been confirmed with N-
body simulations. However, due to the inaccuracy of ZA in the
nonlinear regime, the analytical form of B is not enough for a pre-
cise bias model. And the actual ρt is generated with a rank ordering
process detailed in Section 2.2.4, in a numerical manner.
In this section, we focus on the deterministic part of the ana-
lytical bias description. To form gravitational bound systems, such
as dark matter haloes, a minimum local density is required to over-
come the background expansion (e.g. Percival 2005). This density
threshold is crucial for the correct modelling of the 3-point statis-
tics of dark matter haloes (Kitaura et al. 2015). Thus, we introduce
a critical density ρc, and add a term θ(ρm− ρc) to the bias function,
where θ denotes the step function:
θ(x) =
{
0, x < 0;
1, x ≥ 0. (14)
Apart from the density threshold, Chuang et al. (2015a) ap-
plies also a density saturation, i.e., regions with densities above the
saturation ρsat are treated equally for the stochastic generation of
haloes. And the saturation is responsible for the amplitude of the
power spectrum of the resulting tracers. Besides, Neyrinck et al.
(2014) finds an exponential cut-off of the halo bias relation:
ρh ∝ ραm exp (ρm/ρexp)− . (15)
For simplicity, we account for both effects with the following form
(Baumgarten & Chuang 2018):
ρt = θ(ρm − ρc) ρsat [1 − exp (−ρm/ρexp)] Bs, (16)
where Bs denotes the stochastic bias term, which serves as a
random rescaling factor of the deterministic biased density field.
Moreover, since there are strong degeneracies between ρsat and
other parameters, we fix ρsat = 10 in practice.
2.2.3 Stochastic bias relations
We introduce a scatter to the bias relation to account for the stochas-
ticity of tracers, i.e.,
Bs =
{
1 + G(λ), G(λ) ≥ 0;
exp(G(λ)), G(λ) < 0. (17)
Here, G(λ) indicates a random number drawn from a Gaussian dis-
tribution centred at 0, and with the standard deviation λ. In partic-
ular, the exponential function is for avoiding negative bias values.
The value of λ alters mainly the amplitude of the power spectrum
and bispectrum, and the same effect can be achieved by the other
parameters, such as ρc and ρexp, hence we set λ = 10 through-
out this work. And it is the order of tracer densities in different
cells that matters, instead of the actual functional form for the scat-
ter, since the densities are further modified by rank ordering with a
PDF mapping scheme described in the next subsection.
2.2.4 PDF mapping scheme
To further correct the tracer number density ρt, and map it to the
number of tracers per grid cell nt, we model the probability distri-
bution function (PDF) of the tracers by a power-law relation:
P(nt) = Abnt, (18)
where P(nt) denotes the probability of having a cell with nt tracers,
and b and A are two free parameters, with the restrictions A > 0 and
0 < b < 1. This serves as an additional effective bias description.
Moreover, since we aim at generating mock catalogues with
desired number densities in the cubic volume (see Eqs (4) – (6)),
the expected total number of tracers N tott is given, which can also
be expressed by
N tott =
nt,max∑
nt=1
nc(nt) · nt , (19)
with
nc(nt) = bNcellP(nt)e , (20)
nt,max = min
nt>0
{nt | NcellP(nt) < 0.5} . (21)
Here, nc(nt) indicates the number of cells containing nt tracers,
Ncell indicates the total number of cells (10243 in this work), nt,max
is the maximum expected number of tracers per grid cell, and the
operator b · e denotes the nearest integer. Thus, there is only one
degree-of-freedom for the PDF model. So we treat only the base b
as a free parameter.
We then map nc(nt) to the expected tracer number density ρt,
which is estimated by the bias relations described in the previous
sections, in descending order. For instance, we rank the cells by
ρt, and assign nt,max tracers to nc(nt,max) cells with the highest ρt
values, and then (nt,max − 1) tracers to the next nc(nt,max − 1) cells,
etc. Thus, the actual tracer density field ρt is further effectively
modified, based on their order, instead of the values after all the
bias modelling process.
The tracers are then assigned randomly to the dark matter par-
ticles in each grid cell, if there are any. For cells without enough
number of dark matter particles, we randomly pick a position in the
cell for the tracer, but this happens only rarely for the mocks con-
structed in this work. Thus, the enhancement of the BAO feature in
the input power spectrum introduced by Chuang et al. (2015a), for
correcting the BAO smearing due to the smooth galaxy distribution
inside grid cells, is no longer necessary.
2.2.5 Redshift space distortions
The linear peculiar velocity field in the ZA is (see e.g. Bernardeau
et al. 2002)
uZA(q, a) = a f (a)H(a)ΨZA(q, a), (22)
where f (a) is the dimensionless linear growth rate:
f (a) = d ln D1(a)
d ln a
. (23)
In the linear regime of gravitational instability, galaxy velocities are
unbiased, i.e., they follow faithfully dark matter velocities (Hamil-
ton 1998). To account for the random motion of individual tracers
with respect to the bulk flow of dark matter, we further introduce an
isotropic 3-D Gaussian motion to the linear coherent velocity field,
for the modelling of tracer peculiar velocities ut:
ut = uZA + G(ν), (24)
where G(ν) denotes a random vector drawn from an isotropic 3-D
Gaussian distribution centred at 0, and with the standard deviation
ν. This is essentially a modelling of the Maxwellian peculiar ve-
locity distribution. Another formula for the local random velocities
commonly used is the exponential distribution, but we did not test it
since the Gaussian distribution has given already reasonable agree-
ments within the scales we are interested in, in terms of the redshift-
space clustering statistics. In particular, the 2PCF monopole is not
sensitive to these random motions, but the quadrupole can be al-
tered significantly on scales smaller than 40 h−1 Mpc.
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Parameter Equation Description Value
ρc (16) Critical density Free
ρsat (16) Density saturation 10
ρexp (16) Density modification Free
λ (17) Stochastic bias 10
b (18) Base of PDF mapping Free
ν (24) Random local motion Free
Table 1. A list of the parameters for the effective bias modelling of EZmock.
2.2.6 Summary of model parameters
So far we have introduced six EZmock parameters for the effective
modelling of tracer biases, and they are summarised in Table 1.
Since some of the parameters are highly correlated, and we fix the
density saturation ρsat and the width λ of the Gaussian random dis-
tribution for the stochastic biasing. Thus, there are four free param-
eters to be calibrated with the 2- and 3-point clustering statistics of
the reference catalogues, i.e., the BOSS DR12 CMASS and eBOSS
DR16 catalogues. In order to take into account the impact of survey
geometry on the clustering statistics, we calibrate these free param-
eters only with the EZmock light-cone catalogues that mimic the
geometry of eBOSS DR16 data.
Since the observational systematics affect mainly scales out-
side the range of clustering statistics for EZmock calibrations (see
Section 2.5 for scales relevant for the calibration, and Section 3
for the comparison between complete and realistic mocks), and it
is relatively computational expensive to apply observational effects
to the mock catalogues, we calibrate the EZmock parameters with
the complete set of EZmock light-cones, rather than the realistic
ones.
2.3 Complete light-cone catalogue construction
To construct practical mock catalogues, various geometrical fea-
tures of the observed data have to be applied to the cubic mocks. To
this end, we use the MAKE_SURVEY5 toolkit (White et al. 2014) to
rotate the cubic EZmock catalogues, map the tracers with observa-
tional coordinates, and trim the catalogues according to the survey
footprints and veto masks defined by MANGLE6 (Swanson et al.
2008) polygon files.
2.3.1 Coordinate conversion
Taking into account the periodic boundary conditions, we firstly
remap the (5 h−1 Gpc)3 EZmock box into a cuboid, with the side
lengths being 5, 5
√
2, and 5/√2 h−1 Gpc, respectively. The cuboid
is then shifted and rotated without rescaling, such that the comov-
ing coordinates of all eBOSS DR16 tracers are inside it. Here, equa-
torial coordinates (RA, dec) and redshift z are transformed to Carte-
sian comoving coordinates (xc, yc, zc) following
rc =
∫ z
0
c dz′
H0
√
ΩΛ +Ωm(1 + z′)3
, (25)
xc = rc cos (dec) cos (RA), (26)
yc = rc cos (dec) sin (RA), (27)
zc = rc sin (dec), (28)
5 https://github.com/mockFactory/make_survey
6 https://space.mit.edu/~molly/mangle/
where rc denotes the radial comoving distance, and H0 =
100 h km s−1 Mpc−1 is the Hubble parameter at z = 0.
Furthermore, we have ensured that there is enough space be-
tween the surface of the cuboid and the boundaries of the survey
volume in comoving space, for preserving a complete mock sample
inside the survey volume in redshift space, in which the redshifts
of tracers are modified by their radial peculiar velocities (Harrison
1974):
zs = zr + (ut · rˆc)(1 + zr)/c. (29)
Here, zr and zs are the redshifts of tracers in real and redshift
space respectively, and rˆc denotes the unit line-of-sight vector in
comoving space. In particular, zr is obtained by applying the in-
verse transformation of Eqs (25) – (28) to all the mock tracers,
and the peculiar velocity ut is described in Section 2.2.5. Note that
Eq. (29) is slightly different from the original implementation of
MAKE_SURVEY, which uses a single value of zr for all the mock
tracers in the cuboid for the redshift due to peculiar velocities.
2.3.2 Survey volume trimming
To mimic the angular area of the BOSS DR12 CMASS and eBOSS
DR16 data, we trim the EZmock catalogues with the BOSS/eBOSS
footprints, which are defined by groups of sectors – regions cov-
ered by a unique set of plates (Ross et al. 2020) – in the MANGLE
polygon format. To have reliable clustering measurements, the sec-
tors are further selected according to the associate CeBOSS and Cz
values – CeBOSS > 0.5 and Cz > 0.5 for LRGs and QSOs, and
CeBOSS ≥ 0.5 and Cz ≥ 0 for ELGs – where CeBOSS denotes the
fraction of targets that are assigned fibres, or without fibres only due
to fibre-collision, and Cz indicates the proportion of valid tracers
with fibres, for which a reliable redshift is obtained (see Raichoor
et al. 2020; Ross et al. 2020, for more details).
In the radial direction, we simply select EZmock tracers
with redshifts inside the redshift range of the corresponding
BOSS/eBOSS data catalogues (see Eqs (1) – (3)). The comoving
volume of the EZmock catalogues after survey volume trimming,
compared to the original cubic periodic boxes, are shown in Fig. 3.
2.3.3 Veto masks
Inside the survey volume there are still angular patches to be re-
moved, such as fields that were not observed, or regions that are too
close to bright object to have reliable redshift measurements. We
remove mock objects by applying the corresponding veto masks,
as shown in Fig. 4, where the colours indicate different types of
masks, i.e., regions removed for different reasons (see Raichoor
et al. 2020; Ross et al. 2020, for more details).
In practice, the LRG and QSO veto masks are encoded
as MANGLE polygons, and can be simply applied with the
MPLY_TRIM tool of the MAKE_SURVEY package. However, as can
be seen in Fig. 4, the eBOSS ELG veto masks are much more com-
plicated than those of the other tracers. Thus, it is not practical to
translate the ELG masks to simple polygons. Instead, the mask in-
formation is associated with each pixel of the DECaLS bricks (Rai-
choor et al. 2020). We then use the BRICKMASK7 code to apply the
ELG masks, which is made publicly available.
7 https://github.com/cheng-zhao/brickmask
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Figure 3. The comoving volume of EZmock catalogues after survey volume trimming, compared with the (5h−1 Gpc)3 periodic box for constructing the
mocks. Regions with different colours indicate the redshift slices used for reproducing the redshift evolution of clustering statistics (see Section 2.3.5).
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Figure 4. Veto masks for eBOSS DR16 tracers and BOSS DR12 CMASS
LRGs, for the same patch of the sky. The colours indicate different types of
masks.
2.3.4 Radial selection and FKP weighting
To replicate the radial number densities n(z) of BOSS/eBOSS trac-
ers, we randomly discard mock objects at a given redshift with the
probability
Pdiscard(z) = 1 −
ndata(z)
nboxmock
, (30)
where ndata indicates the radial comoving number density distri-
bution of the observed data, which is rescaled to the cosmology
for the EZmock construction (Ωm = 0.307115), and nboxmock denotes
the number density of mock tracers in periodic boxes (see Eqs (4)
– (6) and Fig. 2). In particular, ndata(z) and Pdiscard(z) are evalu-
ated for different subsamples separately, i.e., the two Galactic caps.
Moreover, since the ELG data is further split into four chunks8
– eboss23 and eboss25 for NGC, eboss21 and eboss22
for SGC – due to their different spectroscopic properties (Raichoor
et al. 2020), radial selections for EZmock ELG catalogues are ap-
plied for different chunks independently.
for LRGs and QSOs, and four chunks for ELGs.
Since the radial distribution of the tracers is no longer uni-
form, to minimize the variance of the clustering measurements, we
weight mock objects by the redshift-dependent FKP scheme (Feld-
man et al. 1994):
wFKP(z) = 11 + nmock(z)P0
, (31)
where nmock(z) denotes the number densities of light-cone mock
tracers, and P0 is the typical power spectrum value of the tracers
in the k range that we are interested in. In principle nmock dif-
fers for each mock realization. However, for the complete EZmock
catalogues, with the radial down-sampling described by Eq. (30),
the difference between ndata(z) and nmock(z) is only from the shot
noise of the random sampling process, which introduces a small
variation (around 2.5 per cent, see Fig. 5) for the number densities
of EZmock catalogues, given the bin size for our ndata(z) evalua-
tion: ∆z = 0.01 for LRGs and QSOs, and ∆z = 0.005 for ELGs.
Thus, we interpolate ndata(z) measured from individual Galactic
caps with cubic splines, as an approximation of nmock(z), and apply
it to all the mock realizations. Finally, we take the same P0 values
as the ones used for the creation of BOSS/eBOSS data catalogues,
(Raichoor et al. 2020; Ross et al. 2020):
P0,LRG = 10000 h−3 Mpc3, (32)
P0,ELG = 4000 h−3 Mpc3, (33)
P0,QSO = 6000 h−3 Mpc3, (34)
for LRGs (including CMASS), ELGs, and QSOs, respectively.
8 ‘Chunks’ are regions in which the plate and fibre assignments are per-
formed independently.
MNRAS 000, 1–24 (2020)
8 C. Zhao et al.
They broadly correspond to the power spectrum amplitude at k ∼
0.1 hMpc−1, for the different tracers.
2.3.5 Redshift slices
With the FKP weights evaluated, the complete EZmock catalogues
are ready for clustering measurements. However, since the cubic
mock catalogues are constructed at a specific redshift, the redshift
evolution of structure growth, galaxy bias, and peculiar motion are
not taken into account. To be more accurate, we construct the EZ-
mock catalogues in several redshift slices, with the cubic mocks
generated at the effective redshift zeff inside the bins. In particular,
the effective redshift is measured from the data catalogues, with the
definition (Samushia et al. 2014)
z jeff =
Ndata∑
i
zlow<zi<zhigh
(w2i z ji )
/
Ndata∑
i
zlow<zi<zhigh
w2i , j = 1, 2, (35)
where zlow and zhigh are respectively the lower and upper bound-
aries of the redshift bin, and wi stands for the total weight used
for clustering measurements for each object. This effective redshift
definition is different from the ones used for the eBOSS cluster-
ing analysis (e.g. Collaboration et al. 2020a; Tamone et al. 2020;
Hou et al. 2020), which are computed from pairs of tracers with the
separation range relevant for the likelihood evaluations, to optimize
the cosmological parameter constraints. Nevertheless, the different
is small, and the choice of effective redshift should not bias the
covariance matrix estimation, as long as the clustering statistics of
the mocks are well calibrated. The effective redshift squared z2eff is
used later for the EZmock parameter calibration (see Section 2.5).
The redshift slices used in this work are listed in Table 2 (see
also Fig. 3 for the illustration in comoving space). Catalogues gen-
erated at different effective redshifts are trimmed with the corre-
sponding zlow and zhigh values, after performing coordinate con-
versions (Section 2.3.1). These slices are then trivially combined
to construct the sample in the full redshift range of the data. Fi-
nally, the survey footprint, veto masks, and radial selections (Sec-
tions 2.3.2 – 2.3.4) are all applied to the combined catalogues.
2.3.6 Sample combination
Since the BOSS DR12 CMASS and eBOSS DR16 LRG samples
overlap widely in both angular and radial directions (see Figs 1 and
2), and they consist of the same type of galaxies (Reid et al. 2016;
Prakash et al. 2016), it is reasonable to combine the two datasets di-
rectly for joint clustering analyses. Nevertheless, special care has to
be taken since the footprint of the two samples are not identical. We
follow the combination procedure described in Ross et al. (2020)
for the observational data. In brief, we detect eBOSS LRG sectors
that contain CMASS LRGs, and add their comoving number den-
sities in redshift bins, with the bin size of ∆z = 0.01, to obtain the
number density of the combined sample. The FKP weights are then
revised accordingly, following Eq. 31. By contrast, eBOSS galaxies
in sectors that do not contain CMASS objects, and CMASS galax-
ies outside eBOSS sectors, are not altered.
Moreover, when combining CMASS and eBOSS EZmock cat-
alogues, we have ensured that they are constructed with the same
initial conditions. This restriction is also applied for the combina-
tion of redshift slices, or ELG chunks.
Sample zlow zhigh zeff z2eff Ndata
Ndata∑
i
wi
CMASS
LRG
0.6 0.65 0.626 0.392 114441 122385
0.65 0.7 0.675 0.455 57561 61461.9
0.7 0.8 0.737 0.545 30899 33024.2
0.8 1.0 0.847 0.719 2473 2643.8
eBOSS
LRG
0.6 0.65 0.625 0.391 28152 29983.1
0.65 0.7 0.675 0.456 33557 35828.4
0.7 0.8 0.751 0.564 64460 68592.7
0.8 0.9 0.847 0.719 37080 39099.7
0.9 1.0 0.940 0.885 11567 12130.2
eBOSS
ELG
0.6 0.7 0.658 0.434 10046 11667.4
0.7 0.75 0.725 0.526 20275 23373.6
0.75 0.8 0.775 0.601 33487 38857.9
0.8 0.85 0.825 0.682 34631 40140.4
0.85 0.9 0.876 0.767 27831 32231.0
0.9 1.0 0.950 0.903 32721 37792.2
1.0 1.1 1.047 1.097 14745 16997.8
eBOSS
QSO
0.8 1.0 0.907 0.826 35988 38026.4
1.0 1.2 1.104 1.223 47025 50276.2
1.2 1.4 1.301 1.697 57120 61230.1
1.4 1.6 1.500 2.252 55758 59573.2
1.6 1.8 1.700 2.894 56678 60640.0
1.8 2.0 1.898 3.606 50774 54310.4
2.0 2.2 2.094 4.389 40357 42731.2
Table 2. The final redshift slices for the production of EZmock catalogues,
with the corresponding effective redshift (Eq. (35)) and (weighted) number
of tracers from the observed data. Ndata denotes the number of objects in
each redshift bin, and wi indicates the total photometric and spectroscopic
systematic weights.
2.4 Random catalogue creation
For the normalization of clustering measurements, random cata-
logues are required to account for the survey window function, in-
cluding the radial number density of tracers. One simple way to
generate random catalogue for EZmock catalogues is to apply the
light-cone catalogue creation procedure described in Section 2.3
(except the redshift division in Section 2.3.5, as there is no evolu-
tion for a random catalogue), to a uniform random sample in co-
moving space. In this case, a single random catalogue is necessary
for each type of the tracers in individual Galactic caps.
However, the radial selection function of the BOSS DR12
CMASS and eBOSS DR16 catalogues are not directly sampled
from the number density of data. Instead, redshifts of the observed
data are shuffled, and randomly assigned to the angular random cat-
alogues (Reid et al. 2016; Raichoor et al. 2020; Ross et al. 2020).
This is because the true redshift distribution of data is usually com-
plicated and unknown, since it depends on various imaging and
spectroscopic effects. Indeed, the comoving number density shown
in Fig. 2 is only a binned estimation of the true radial selection
function, whereas, the shuffled approach ensures the correct ra-
dial distribution of random objects automatically. Nevertheless, this
method introduces a radial effect that is similar to an additional
window function, and bias the clustering measurements on large
scales significantly (de Mattia & Ruhlmann-Kleider 2019). To in-
vestigate this problem, we create also random catalogues for the
mocks with the shuffled method.
In practice, we generate firstly the random catalogue with red-
shifts sampled from the spline interpolation of the comoving num-
ber density measured from the BOSS/eBOSS data, as is done in
Section 2.3.4. And we dub them the ‘sampled’ random catalogues.
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Then, we keep only the angular positions of these random cata-
logues, and randomly assign the shuffled redshifts of the EZmock
catalogues to the angular random positions, to create the ‘shuffled’
random catalogues. Note that there is one ‘shuffled’ random cata-
logue for each of the EZmock realizations. And the consequences
of the two sets of random catalogues are shown in Section 3.
2.5 EZmock parameter calibration
We aim at encoding redshift evolution in the EZmock light-cone
catalogues. To this end, besides constructing mocks at different ef-
fective redshifts, the effective bias model of EZmock has to be ad-
justed for each of the redshift slices. This requires individual cal-
ibrations of EZmock parameters (see Table 1) for each bin, with
the clustering of observed data catalogues measured in correspond-
ing redshift ranges. However, for many of the redshift bins listed
in Table 2, the number of tracers are too low for precise measure-
ments of 2- and 3-point statistics from the observational data, and
the calibration results may be dominated by statistical noise.
To circumvent this problem, we use larger but overlapping
redshift bins to determine the EZmock parameters, as shown in Ta-
ble 2. When calibrating EZmock parameters for each bin, we com-
pare the following clustering statistics measured from the complete
EZmock light-cone catalogues for both NGC and SGC, with the
ones obtained from BOSS/eBOSS data:
(i) ξ0(s), ξ2(s): 2PCF monopole and quadrupole, with the galaxy
pair separation range of s ∈ [10, 50] h−1 Mpc.
(ii) P0(k), P2(k): power spectrum monopole and quadrupole,
with the Fourier mode range of k ∈ [0.1, 0.3] hMpc−1.
(iii) B(k1, k2, θ12): bispectrum, with k1 = 0.1 ± 0.01 hMpc−1,
k2 = 0.05±0.01 hMpc−1, and θ12 being the angle between k1 and
k2.
In particular, the ranges of the 2-point statistics are chosen to be
non-sensitive to observational systematic effects. And the same EZ-
mock parameters are used for the two Galactic caps.
Then, we use a similar way as in Ata et al. (2018), to model
the redshift evolution of the parameters, i.e.
p(zeff, z2eff) = c0,p + c1,p zeff + c2,p z2eff, (36)
where the coefficients c0,p , c1,p , and c2,p are obtained from linear
regressions with the redshift bins shown in Table 3, for the EZmock
parameter p. This relationship is applied to all the redshift slices
listed in Table 2, to infer the EZmock parameters for the fine bins.
For parameters that do not vary much with redshift, we use only
a fixed value for all redshift slices. Finally, we examine the fitting
results with 50 EZmock realizations, and fine tune the parameters if
necessary. The resulting EZmock parameters for different redshift
slices are shown in Table 4.
2.6 Observational effects
The complete set of EZmock catalogues do not present the inhomo-
geneity of the angular distribution of tracers due to various obser-
vational effects, e.g. the quality of photometric and spectroscopic
data. These effects are typically treated as systematics, and are (par-
tially) corrected by imaging and spectroscopic weights (e.g. Rai-
choor et al. 2020; Ross et al. 2020). To account for their impacts
on the covariance matrices for clustering measurements, we gener-
ate more realistic EZmock catalogues by introducing observational
effects to the complete mocks for eBOSS DR16 tracers.
Sample zlow zhigh zeff z2eff Ndata
Ndata∑
i
wi
CMASS
LRG
0.6 0.7 0.652 0.426 172002 183847
0.65 0.75 0.696 0.485 81206 86695.2
0.7 0.8 0.737 0.545 30899 33024.2
0.75 1.0 0.791 0.628 9727 10434.8
eBOSS
LRG
0.6 0.7 0.652 0.426 61709 65811.5
0.65 0.8 0.727 0.531 98017 104421
0.7 0.9 0.797 0.638 101540 107692
0.8 1.0 0.878 0.773 48647 51229.9
eBOSS
ELG
0.6 0.8 0.714 0.512 63808 73898.9
0.7 0.9 0.805 0.651 116224 134603
0.8 1.0 0.905 0.821 95183 110164
0.9 1.1 0.994 0.991 47466 54790
eBOSS
QSO
0.8 1.3 1.077 1.181 110950 118238
1.1 1.5 1.305 1.717 110326 118197
1.3 1.7 1.499 2.262 113477 121358
1.5 1.9 1.699 2.899 110370 117993
1.7 2.2 1.930 3.747 65077 69150.3
Table 3. The redshift slices used for the calibration of EZmock catalogues,
with the corresponding effective redshift (Eq. (35)) and (weighted) number
of tracers from the observed data. Ndata denotes the number of objects in
each redshift bin, and wi indicates the total photometric and spectroscopic
systematic weights.
Sample zlow zhigh ρc ρexp b ν
CMASS
LRG
0.6 0.65 0.90 2.80 0.240 175
0.65 0.7 1.14 3.84 0.249 175
0.7 0.8 1.37 4.19 0.252 175
0.8 1.0 1.55 3.88 0.251 175
eBOSS
LRG
0.6 0.65 0.35 2.50 0.180 190
0.65 0.7 0.63 3.46 0.205 190
0.7 0.8 0.80 3.00 0.220 190
0.8 0.9 1.05 3.79 0.257 190
0.9 1.0 0.93 4.40 0.295 190
eBOSS
ELG
0.6 0.7 0.50 1.00 0.181 150
0.7 0.75 0.50 1.00 0.180 150
0.75 0.8 0.50 1.00 0.186 150
0.8 0.85 0.50 1.00 0.195 150
0.85 0.9 0.50 1.00 0.211 150
0.9 1.0 0.50 1.00 0.243 150
1.0 1.1 0.50 1.00 0.300 150
eBOSS
QSO
0.8 1.0 1.00 0.47 0.0100 200
1.0 1.2 0.88 0.66 0.0089 217
1.2 1.4 0.57 0.81 0.0057 330
1.4 1.6 0.41 0.92 0.0033 415
1.6 1.8 0.37 0.99 0.0017 474
1.8 2.0 0.49 1.02 0.0010 501
2.0 2.2 0.74 1.01 0.0011 501
Table 4. The calibrated EZmock parameters for different redshift slices,
that are used for both NGC and SGC.
2.6.1 Depth dependent radial density
For the eBOSS ELG EZmock catalogues, we start from the
complete realizations before applying radial selection (see Sec-
tion 2.3.4). This is because the imaging depth of the DECaLS data
used for eBOSS ELG target selection is not homogenous inside
eBOSS chunks, especially for eboss23, resulting in an imaging
depth dependent number density of ELGs (Raichoor et al. 2017).
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This effect is migrated to the EZmock catalogues by the same strat-
egy for generating the random catalogues for the observed data (see
Raichoor et al. 2020). Basically the g-, r-, and z-band imaging
depths are combined linearly, and the radial number densities of
ELGs are evaluated inside three quantiles of the combined depth,
for each eBOSS chunk. The EZmock ELGs are then split into the
quantiles, and applied radial selections separately. In this case, the
actual radial density of ELGs is anisotropic, and cannot be de-
scribed by a simple redshift-dependent function. Consequently, the
random catalogues for the realistic ELG EZmock catalogues are
generated using the ‘shuffled’ scheme, by taking redshifts of galax-
ies in the quantiles separately.
2.6.2 Angular photometric systematics
Anisotropic effects that the photometric process carries, such as
stellar density, Galactic extinction, seeing, and imaging depth, are
correlated with the angular distributions of the samples for large-
scale analysis (e.g. Ross et al. 2017). To mimic these effects in
EZmock catalogues, we extract an angular map of the photomet-
ric properties from the imaging sample, and randomly discarding
mock tracers with the probability following this map. For LRGs
and QSOs, the map is generated by linear regressions for differ-
ent photometric effects (Ross et al. 2020), while for ELGs we use
directly a smoothed angular target density map of the data, with
a beam size of 1 deg (de Mattia et al. 2020). The corrections are
then done by adding photometric weights to the mocks, which are
estimated by linear regressions to the angular completeness (see
Raichoor et al. 2020; Ross et al. 2020, for details) for each mock
realization individually, thus allowing stochasticity for the system-
atic weights.
2.6.3 Fibre collision
Due to the finite size of optical fibres, the spectra of two targets with
the angular separation less than 62 arcsec cannot be both measured
with one plate. Thus, one of the targets has to be rejected if they do
not reside in sectors covered by different plates.
We use the angular friends-of-friends (FoF) algorithm pro-
vided in the NBODYKIT9 (Hand et al. 2018) package, to detect
groups of EZmock tracers that are in collision, and mark objects
to be removed. Then, the groups are distributed to the sectors of
the observational data, and some of the collisions can be resolved
when the objects are in sectors belonging to multiple plates.
To correct the clustering statistics with fibre collision, remain-
ing mock tracers in collision groups are up-weighted by the ratio
between the original number of targets, and the number of assigned
fibres, for each of the groups (cf. Hou et al. 2020, for more in-
vestigations on the fibre collision weights). And the fibre colli-
sion effects on the configuration space measurements can be fur-
ther suppressed by the pairwise-inverse-probability (PIP) weight-
ing scheme, which is an unbiased procedure for all scales (Moham-
mad et al. 2020).
2.6.4 Redshift failure
Reliable redshifts are not always obtained from the spectra in prac-
tice. The redshift failure rate ffail for the eBOSS data are mod-
elled by regressions with the signal-to-noise ratio of the spectra, as
9 https://github.com/bccp/nbodykit
well as IDs and positions on the focal plane of optical fibres (Rai-
choor et al. 2020; Ross et al. 2020). This effect is introduced to
the EZmock catalogues with a similar approach for eBOSS DR14
LRG QPM mocks (Bautista et al. 2018). We associate EZmock ob-
jects with the fibre of the closest valid eBOSS tracer, and randomly
down-sample mocks according to the modelled redshift failure rate
of the data. We then use the same procedure as with the data to
fit our model for ffail for each individual mock, and the remained
mock tracers are up-weighted by 1/(1 − ffail).
3 RESULTS: STATISTICAL COMPARISON BETWEEN
EZMOCK CATALOGUES AND BOSS/EBOSS DATA
We generate 1000 realizations of EZmock catalogues, for each of
the dataset, i.e., BOSS DR12 CMASS LRG, and eBOSS DR16
LRG/ELG/QSO. Thus, 46,000 EZmock boxes are generated, with
the side length of 5 h−1 Gpc, for the 23 redshift slices listed in Ta-
ble 2, and both northern and southern Galactic caps. The number
of tracers for each of the LRG, ELG, and QSO boxes are 4 × 107,
8 × 107, and 3 × 106, respectively. And it takes ∼ 1 million CPU
hours in total, to generate the complete set of EZmock mock light-
cone catalogues, on the Cori Haswell nodes of the National Energy
Research Scientifc Computing Center (NERSC)10. The EZMOCK
code is parallelized with OpenMP, and multiple realizations are run
simultaneously with the JOBFORK11 tool, which distributes serial
or OpenMP based jobs to multiple computing nodes using MPI.
In this section, we present various statistical properties of
the EZmock catalogues and compare them with those from the
BOSS/eBOSS data. In particular, results of both the complete and
realistic mocks are shown. Moreover, we measure the clustering
statistics for the complete mocks with both the ‘sampled’ and
‘shuffled’ random catalogues, and the results are denoted by ‘EZ-
mock comp.’ and ‘EZmock R-shuf.’, respectively. While results for
the realistic mocks are always obtained using the ‘shuffled’ ran-
dom catalogues (denoted by ‘EZmock syst.’). Note however that
the realistic joint BOSS and eBOSS LRG samples (denoted by
‘COMB BOSS’) are constructed with the combination of the com-
plete CMASS LRG mocks and realistic eBOSS LRG mocks. More-
over, the clustering measurements of the complete mocks are used
for EZmock parameter calibration (see Section 2.5), while the co-
variance matrices of the realistic mocks are our final products for
the data analyses.
The fiducial cosmological model used for coordinate conver-
sion hereafter, is flat ΛCDM with Ωm = 0.31 (see Eqs (25) – (28)).
3.1 Spatial distribution
The radial distributions of the complete EZmock catalogues in co-
moving space follows those measured from the data with all photo-
metric and systematic weights by construction (see Eq. (30)). How-
ever, the fraction of targets without fibres (C(e)BOSS; see Reid et al.
2016; Ross et al. 2020) are not considered by the weights. Thus,
there can be discrepancies on the actual weighted radial counts be-
tween data and the corresponding mocks. This can be seen in Fig. 5,
where the comparisons between EZmock tracers and BOSS/eBOSS
data are shown, in terms of the (weighted) number of objects at dif-
ferent redshifts.
10 https://docs.nersc.gov/systems/cori
11 https://github.com/cheng-zhao/jobfork
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Figure 5. (Weighted) tracer distribution of the BOSS/eBOSS data and EZ-
mock catalogues, normalized by the number of objects in the corresponding
data catalogues. ‘EZmock comp.’ and ‘EZmock syst.’ denote the complete
and realistic EZmock catalogues respectively, and ‘wt.’ indicates results
evaluated with weights, which are the total photometric and spectroscopic
weights used for clustering analyses. The upper and lower boundaries of
the filled regions show the 1σ deviation obtained from 1000 realizations of
mocks.
For the eBOSS samples, the number of targets without fibres
is about 3.4 per cent of the total weighted number of LRGs. And the
fractions are 0.9 and 2.3 per cent for ELGs and QSOs respectively.
These numbers are consistent with the mismatch between EZmock
catalogues and eBOSS data illustrated in Fig. 5. This effect is due
to the definition of the effective area for measuring ndata, and for
sectors with C(e)BOSS = 1, the radial comoving number density of
tracers from the mocks and data are still consistent (see Appendix A
for more discussions).
To have accurate estimates of the clustering covariance matri-
ces, it is necessary to reproduce faithfully the sample size of the
observational data. Hence, the effect of CeBOSS is considered in the
realistic EZmock catalogues. Moreover, after including both pho-
tometric and spectroscopic effects (see Section 2.6), a considerable
fraction of the mock tracers are removed. Consequently, the number
of objects in the mocks and data become more comparable, though
they are still not identical, since the small-scale clustering of EZ-
mock catalogues does not allow precise reproduction of some of
the observational systematics, such as fibre collision. Finally, the
systematics of the realistic EZmock catalogues are corrected by
various weights. Thus, the weighted redshift distribution of mocks
and data agree well again, as shown in Fig. 5.
Furthermore, since the number density of the cubic EZmock
ELG catalogues (6.4×10−4 h3 Mpc−3) are only slightly larger than
the peak density of the eBOSS data in chunk eboss22, after
down-sampling with observational systematics, the density of EZ-
mock ELGs at z ∼ 0.8 are lower than that of the eBOSS data by at
most 5 per cent. We then rescale the radial selection function (see
Section 2.3.4) of ELGs in chunk eboss22, to obtain the correct
number of objects in the full sample. Since this affects only a small
number of EZmock ELGs, the consequences on the covariance ma-
trices are sub-dominant.
Fig. 6 shows that angular systematic map extracted from the
eBOSS DR16 data – including all the effects discussed in Sec-
tion 2.6 – as well as the comparison of the unweighted angular
tracer density between the data and one arbitrary EZmock realiza-
tion. Note however that for better illustration, veto masks due to bad
photometric calibrations are not shown for ELG SGC (cf. Raichoor
et al. 2020). The large-scale angular distribution of both data and
EZmock catalogues agree well with the systematic map: for regions
with low completeness, the tracer densities are also low. Moreover,
the small-scale clustering pattern of the data and mocks are also
similar. We shall compare the clustering statistics quantitatively in
the next section.
3.2 Configuration space clustering
We express the anisotropic 2PCF in two ways, the 2-D 2PCF
ξ(s‖, s⊥), and 2PCF multipoles ξ`(s). Here, s denotes the separa-
tion of galaxy pairs, and s‖ and s⊥ indicate the projected separation
along and perpendicular to the line-of-sight, respectively. To mea-
sure both quantities from the catalogues, we rely on the Landy–
Szalay estimator (Landy & Szalay 1993):
ξ =
DD − 2DR + RR
RR
, (37)
where DD, DR, and RR stand for the number of data–data, data–
random, and random–random pairs, normalized by the total num-
ber of pairs, respectively. In practice, we use the fast correlation
function calculator code (FCFC; Zhao et al. in preparation) to count
pairs of tracers in the catalogues.
3.2.1 2-D two-point correlation function
Denoting the positions of two galaxies as s1 and s2, the separation
of the pair is simply s = s2 − s1, and the line-of-sight vector is
defined as
l =
s1 + s2
2
. (38)
The two projected separations are then
s‖ =
s · l
| l | , (39)
|s⊥ | =
√
|s |2 − s2‖ . (40)
The sign of s⊥ is typically defined by the order of the two galaxies.
Apparently the pair counts are symmetric about both s‖ = 0 and
s⊥ = 0.
The 2-D 2PCF of the BOSS DR12 and eBOSS DR16 data, as
well as the corresponding EZmock catalogues, are shown in Fig. 7.
In particular, the colour plots show ξ(s‖, s⊥) for single catalogues,
while the contour lines for the mocks indicate levels (see the colour
bars) of the mean results obtained from all the 1000 mock realiza-
tions. And the pair counts for both NGC and SGC are combined.
On scales smaller than ∼ 120 h−1 Mpc, the results from the mocks
are generally consistent with those of the data.
By using the ‘shuffled’ random catalogues, the 2PCFs are sup-
pressed when s‖ is small, especially for ELGs. And the effect is
more obvious on large s⊥, as the 2PCFs are rescaled by s2. This is
because the data and random have common redshifts, resulting in
a higher chance to find data–random pairs with s‖ ∼ 0, compared
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Figure 6. Top panel: angular completeness map of eBOSS DR16 tracers, modelled with the observational effects discussed in Section 2.6. Bottom panel:
angular density distribution of tracers in the eBOSS data (first row), and one realization of EZmock catalogues with observational systematics (second row).
to the case with ‘sampled’ random catalogues. The 2PCFs are then
reduced according to the Landy–Szalay estimator (Eq. (37)). More-
over, since the angular area of the ELG distribution is smaller, this
effect starts to be evident from smaller scales.
The impacts of observational effects are also more significant
for ELGs, due to the relatively more complicated sources of sys-
tematics (see Raichoor et al. 2020, for details). Apart from distor-
tions on BAO scale, we also observe excess clustering power on
small angular scales (s⊥ ∼ 0).
3.2.2 Two-point correlation function multipoles
The 2-D 2PCF can also be expressed as ξ(s, µ), where s = |s |, and
µ = s‖/s. Furthermore, µ = cos θ, with θ being the intersection
angle between s1 and s2. The full 2-D 2PCF can then be decom-
posed into a series of 1-D projections, by weighting the angular
components with Legendre polynomials L`(µ):
ξ`(s) = 2` + 12
∫ 1
−1
ξ(s, µ)L`(µ) dµ. (41)
Since the correlation function is symmetric about µ = 0, only the
even multipoles (` = 0, 2, 4, . . . ) are relevant.
For the BOSS/eBOSS data and EZmock catalogues, we com-
pute the 2PCF monopole (` = 0), quadrupole (` = 2), and hexade-
capole (` = 4), with 240 µ bins from −1 to 1, and 40 s bins from
0 to 200 h−1 Mpc, and the results are shown in Figs 8 and 9, for
NGC and SGC, respectively. On scales down to ∼ 10 h−1 Mpc, the
2PCF multipoles of the observational data are well recovered by
the corresponding EZmock catalogues, especially for the realistic
mocks. Indeed, deviations over 1σ are mainly observed on fairly
large scales (s & 150 h−1 Mpc), where the impact of observational
systematics are relatively more obvious. A quantitative consistency
check between the data and mocks is done in Section 3.5.
Furthermore, the 2PCFs measured from the ‘sampled’ and
‘shuffled’ random catalogues differ mainly in the quadrupole and
hexadecapole. This is because the differences are only found at
fairly small s‖ . Thus they are more obvious in anisotropic multi-
pole measurements. Besides, observational systematic effects do
not play important roles on the 2PCF multipoles for LRGs and
QSOs. While for ELGs their impacts are significant.
As the goal of producing the mocks, the covariance matrix of
the correlation function multipole ξ`(s) can be estimated as
Ci j =
1
Nm − 1
Nm∑
k
[
ξ`,k (si) − ξ¯`(si)
] [
ξ`,k (sj ) − ξ¯`(sj )
]
, (42)
where Nm is the number of mock realizations, ξ`,k (s) denotes the
2PCF multipole of the k-th mock with separation s, and ξ¯` indi-
cates the mean 2PCF multipole of all the mocks. For illustrative
purposes, we further compute the normalized covariance matrices
(i.e. correlation matrices) of the 2PCF multipoles:
Ri j =
Ci j√
Cii · Cj j
, (43)
and the results from different sets of EZmock catalogues are shown
in Fig. 10. The results from the ‘sampled’ and ‘shuffled’ random
catalogues are only noticeably different for ELGs, while observa-
tional systematics do alter the covariance matrices of LRGs and
ELGs, especially for the cross covariance between different multi-
poles.
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Figure 7. 2-D two-point correlation function ξ(s‖, s⊥) of the BOSS/eBOSS data (first row), the complete (second and third rows for the ‘sampled’ and
‘shuffled’ random catalogues respectively) and realistic (fourth row) EZmock catalogues. Only the first quadrant is shown, since ξ(s‖, s⊥) is symmetric about
both s‖ = 0 and s⊥ = 0. And pair counts for NGC and SGC are combined. ‘COMB LRG’ denotes the joint sample with both BOSS and eBOSS LRGs.
The colour plots are obtained from single realizations, while the contour lines indicate the averaged results of all the mocks. In particular, in the first row, the
contour lines for the CMASS sample are computed from the complete mocks with ‘shuffled’ randoms, while for the other samples they are obtained using the
realistic mocks.
3.3 Fourier space clustering
In Fourier space, we measure the 2- and 3-point statistics, i.e.,
power spectrum and bispectrum, following the estimators described
in Sefusatti (2005). We start with the weighted tracer density field
F(r):
F(r) = wFKP(r) [nt(r) − αnr(r)] , (44)
where nt(r) and nr(r) denote the weighted number density fields of
the data and random catalogues, respectively. And α indicates the
ratio of the total weighted number of objects in the data catalogue,
to that of the random catalogue. In particular, the weights involved
for nt, nr, and α are the total but FKP weights.
The power spectrum and bispectrum are then estimated by
P(k) = [〈Fˆ(k)Fˆ(−k)〉 − (1 + α)I12] /I22 , (45)
B(k1, k2, k3) =
{ 〈
Fˆ(k1)Fˆ(k2)Fˆ(k3)
〉
− [P(k1) + P(k2) + P(k3)] I23 (46)
− (1 − α2)I13
}/
I33 ,
where Fˆ(k) denotes the Fourier transform of F(r), the angle brack-
ets 〈 · 〉 indicate the average over the full survey volume, and the
constant terms are given by
Iab =
∫
d3r nat (r)wbFKP(r). (47)
Moreover, for bispectrum, k1 + k2 + k3 = 0. It is worth noting
that the normalization factors of the Fourier space measurements
are sensitive to the measured comoving densities of tracers (see
Appendix A for more discussions).
To obtain the tracer density field from the data and random
catalogues, we distribute tracers to 3-D regular grids using the tri-
angular shaped cloud (TSC; Hockney & Eastwood 1981) scheme,
and correct the aliasing effects with the grid interlacing technique
(Sefusatti et al. 2016).
3.3.1 Power spectrum multipoles
Similar to the 2PCF multipoles, the anisotropic power spectrum
can also be decomposed with Legendre polynomials. In this case,
Eq. 45 can be rewritten as
P`(k) =
[(2` + 1) 〈Fˆ0(k)Fˆ`(−k)〉 − (1 + α)I12] /I22 , (48)
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where
Fˆ`(k) =
∫
d3r F(r) eik ·rL`
(
k
|k | ·
r
|r |
)
. (49)
In practice, we use the POWSPEC12 code to compute power spec-
trum multipoles, with the estimator introduced by Hand et al.
(2017). For the clustering measurements hereafter, we choose the
grid size of 5123 for the LRG and ELG density fields, and 10243
12 https://github.com/cheng-zhao/powspec
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Figure 10. Correlation matrices of 2-point correlation function multipoles obtained from 1000 EZmock realizations.
for the QSO sample, to ensure that the Nyquist frequency for all the
tracers are larger than 0.3 hMpc−1. However, for efficiency consid-
erations, we use also 5123 grids for the calibration of the EZmock
QSO sample. In this case, the Nyquist frequency for the NGC and
SGC QSO samples are ∼ 0.24 and 0.3 hMpc−1, respectively. Con-
sequently, for k & 0.24 hMpc−1, only the SGC data is used for the
calibration of EZmock QSO catalogues.
The power spectra monopole (` = 0), quadrupole (` = 2),
and hexadecapole (` = 4) for the BOSS/eBOSS data and the cor-
responding EZmock catalogues are shown in Figs 11 and 12, for
NGC and SGC respectively, with the bin size of 0.01 hMpc−1. It
can be seen that the differences on the actual number density of
tracers between the complete and realistic mocks (see Section 3.1)
result in significant biases of the power spectrum amplitude, es-
pecially for the monopole of LRGs, which are further enhanced
visually due to the small errors. This is because the isotropic num-
ber density evaluations are incorrect for the realistic mocks, result-
ing in biased normalization factors (see Eq.(47)). Nevertheless, this
effect does not alter significantly covariance matrices estimations,
provided a constant rescaling (see Section A for details).
Apart from the discrepancies on the broad-band amplitude,
observational systematics and the ‘shuffled’ random catalogue af-
fects mainly power spectra quadrupole and hexadecapole at k .
0.1 hMpc−1. In general, the measurements from the observa-
tional data and mocks are in good agreement. Nevertheless, devi-
ations over 1σ are seen in the power spectra monopole, at k &
0.25 hMpc−1 for the eBOSS QSO sample, and k & 0.15 hMpc−1
for the combined LRG sample. Since only the eBOSS QSO SGC
data is used for the calibration of EZmock QSO catalogues at
k & 0.24 hMpc−1, it turns out that the data from a single Galactic
cap is not enough for optimal EZmock calibrations at large k.
For the joint CMASS and eBOSS LRG sample, there is an ad-
ditional mismatch at high k, this may be due to the fact that small
scale cross correlations between the BOSS and eBOSS LRGs are
not precisely modelled in EZmock catalogues. Since the mocks for
the two samples are calibrated separately, their cross correlations
are only taken into account through the common dark matter den-
sity fields. However, both the inaccuracy of ZA on small scales,
and the relatively low resolution of the EZmock density fields
(∼ 5 h−1 Mpc) prevent precise reproduction of the cross correla-
tions in Fourier space. Similar effects on the cross power spectra
between different types of tracers are also observed in Section 4.2.
We leave a thorough investigation of this issue to a future study.
Furthermore, in Figure 12 we observe some oscillation pat-
terns in the power spectrum quadrupole and hexadecapole for
eBOSS ELGs. They are possibly due to the sparse sampling of µ
in Cartesian grids for FFT. This effect may be suppressed by the
multipole estimations with the regression method (Wilson 2016),
but a detailed investigation is outside the scope of this paper.
Finally, we plot the correlation matrices of the power spectrum
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Figure 12. Power spectrum multipoles of the BOSS/eBOSS data and the corresponding EZmock catalogues in SGC. The solid/dashed envelopes and shadowed
areas indicate the 1σ regions evaluated from 1000 mock realizations. The error bars for the CMASS LRG sample are obtained from the complete EZmock
catalogues, while for the other tracers they are taken from the realistic mocks with systematics.
multipoles for different tracers in Fig. 13, with the same definitions
as in Eqs (42) and (43), but the data vectors are replaced by power
spectrum multipoles. The impacts of observational systematics and
random catalogue generation scheme on the correlation matrices
appear to be smaller in Fourier space, compared to the results for
2PCF multipoles.
3.3.2 Bispectrum
The general bispectrum is a function of three Fourier space vec-
tors – k1, k2, and k3 – that form a triangle. For simplicity we
consider only bispectrum monopole for a special configuration of
the triangle: two sides are fixed (k1 = 0.1 ± 0.01 hMpc−1 and
k2 = 0.05±0.01 hMpc−1), and their intersection angle θ12 is varied
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Figure 13. Correlation matrices of power spectrum multipoles obtained from 1000 EZmock realizations.
from 0 to pi. The lengths of the sides are chosen to be close to the
BAO scale. And we use the BISPEC13 code to compute bispectra,
with the grid size of 5123 for the density fields of all tracers.
Apart from the discrepancies on the amplitude due to the
approximation of isotropic number densities (see Section A), the
agreement between the bispectra of the observational data and EZ-
mock catalogues are again reasonably well, as shown in Fig. 14.
For the configuration of the Fourier space triangle we choose, the
bispectra are not sensitive to observational systematics and the ran-
dom catalogue generation method. And this ensures that the covari-
ance matrices estimated using EZmock catalogues for the 2-point
clustering statistics are robust (Baumgarten & Chuang 2018).
3.4 Evolution of clustering
The reshift evolution of EZmock catalogues are modelled by com-
bining snapshots calibrated at several different redshifts (see Sec-
tion 2.3.5). To validate this scheme, we measure the 2PCF and
power spectrum multipoles of the BOSS/eBOSS data and 500 real-
izations of the corresponding EZmock catalogues in three different
redshift bins (apart from CMASS LRGs, for which only two bins
are used, due to the low number of galaxies at high redshift). The
13 https://github.com/cheng-zhao/bispec
bin 1 bin 2 bin 3
CMASS LRG 0.6 < z < 0.65 0.65 < z < 0.8 –
eBOSS LRG 0.6 < z < 0.65 0.65 < z < 0.8 0.75 < z < 1.0
COMB LRG 0.6 < z < 0.65 0.65 < z < 0.8 0.75 < z < 1.0
eBOSS ELG 0.6 < z < 0.8 0.75 < z < 0.95 0.9 < z < 1.1
eBOSS QSO 0.8 < z < 1.3 1.3 < z < 1.7 1.7 < z < 2.2
Table 5. Redshift bins for the validation of cosmic evolution of EZmock
clustering statistics for different tracers.
bins are chosen to contain sufficient data for clustering measure-
ments, as well as close number of tracers in each bin. And we al-
low overlapping between two adjacent redshift bins. In practice, the
redshift bins for the examination of the evolution of EZmock clus-
tering are listed in Table 5. The combined clustering measurements
from both Galactic caps are shown in Fig. 15.
For both configuration space and Fourier space measurements,
there is a general trend that the amplitudes are larger at higher red-
shifts. This is because with the same target selection criteria, ob-
jects at higher redshift are more luminous, thus having typically
higher biases. And this selection effect plays a more important role
than structure growth. With the density fields and bias models con-
structed at different redshifts, EZmock catalogues are able to re-
produce both effects. And Fig. 15 shows that the cosmic evolution
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Figure 14. Bispectra of the BOSS/eBOSS data and the corresponding EZmock catalogues, for the two Galactic caps. The solid envelopes and shadowed
areas indicate the 1σ regions evaluated from 1000 mock realizations. The error bars for the CMASS LRG sample are obtained from the complete EZmock
catalogues, while for the other tracers they are taken from the realistic mocks with systematics.
of the clustering statistics of the observational data and EZmock
catalogues are generally in good agreements.
3.5 Normality check
To further quantify the statistical reliability of the mocks, we mea-
sure the chi-squared for the clustering statistics of each EZmock
realization, with respect to the mean results of all mocks:
χ2i = (xi − x¯)TC−1(xi − x¯). (50)
Here, xi denotes the data vector (2PCF or power spectrum multi-
poles) of the i-th mock, x¯ and C indicate the corresponding aver-
aged result and covariance matrix evaluated using all the mocks,
respectively.
The histogram of the chi-squared values for the 2PCF and
power spectrum multipoles of all the single mock realizations are
shown in Fig. 16. In particular, the monopole, quadrupole, and hex-
adecapole measurements are all included, for both configuration
and Fourier spaces, with the s and k ranges being [20, 200] h−1 Mpc
and [0.03, 0.25] hMpc−1, respectively. We then compute the prob-
ability density function of the chi-squared distribution, with the
degrees of freedom being 108 and 66, which are the number of
bins for the 2PCF and power spectrum multipole measurements,
respectively. Fig. 16 shows that the distributions of the chi-squared
measured from the mocks follow almost perfectly the analytical
probability distribution. Therefore, the variances of the clustering
measurements from the mocks are well consistent with Gaussian
random variables.
In order to examine the statistical consistency between the
BOSS/eBOSS data and EZmock catalogues, we further compute
the chi-squared value of the clustering statistics of the observational
data, with respect to both the complete and realistic EZmock cat-
alogues, and the results are marked by arrows in Fig. 16. It shows
that the realistic mocks are always in better agreements with the
observational data in configuration space, compared to the results
from the complete mocks. Indeed, the ELG data and mocks are
only consistent with observational systematics applied, and with
the ‘shuffled’ random catalogue. Furthermore, even with the mis-
match of the power spectra amplitudes due to the number density
evaluation (see Section A), there are in general good consistencies
of the Fourier space measurements between the data and mocks,
expect for the joint CMASS and eBOSS LRG sample, for which
the cross correlations between the two data sets may not be well
modelled by EZmock catalogues.
4 CROSS CORRELATIONS
The overlapping volumes between different types of eBOSS tracers
– LRGs, ELGs, and QSOs – are sufficient for large-scale cluster-
ing measurements, which permits multi-tracer analysis with cross
correlations. To have reliable estimations on the covariance ma-
trices for cross clustering measurements, for each of the EZmock
realization, all tracers are constructed using the same initial condi-
tions, and applied the same geometric transformation for the light-
cone catalogue creation, to ensure the same underlying dark matter
density field. Thus, though the mocks for different types of trac-
ers are calibrated separately, their clustering statistics are correlated
through the dark matter field. In this section, we investigate the re-
lationship between different tracers, including their cross clustering
statistics.
4.1 Spatial relationship
As the EZmock catalogues for different types of tracers share the
density field, we first examine their spatial distributions, and com-
pare with the dark matter density field from ZA. In practice, EZ-
mock catalogues for different tracers are populated at different red-
shifts (see Table 2). Therefore, their dark matter density fields are
not identical, but linked to dynamical evolutions. For a direct com-
parison of tracer distributions, we evaluate the dark matter density
field at z = 0.9, and interpolate or extrapolate the EZmock parame-
ters for different eBOSS tracers all at this redshift (see Section 2.5)
to construct mock catalogues with exactly the same dark matter
distribution.
Fig. 17 shows the projected dark matter density field, as well
as the overdensity distribution of different tracers in the same
comoving volume. In particular, the overdensities are defined as
δt = ρt/ρ¯t − 1, where ρt indicates the number density of tracers,
including dark matter particles, and ρ¯t denotes the mean density in
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Figure 15. 2PCF and power spectrum multipoles of the BOSS/eBOSS data and the corresponding EZmock catalogues in different redshift bins. Measurements
from the two Galactic caps are combined. The solid/dashed envelopes and shadowed areas indicate the 1σ regions evaluated from 500 mock realizations. The
error bars for the CMASS LRG sample are obtained from the complete EZmock catalogues, while for the other tracers they are taken from the realistic mocks
with systematics.
the full comoving volume. Moreover, the density fields are all cal-
culated using the CIC particle assignment scheme. It can be seen
clearly that the large-scale distributions of eBOSS tracers are all in
good agreements with the dark matter density field.
Futhermore, the LRG distribution follows closely that of dark
matter, while for ELGs the distribution is more diffused, indicat-
ing a lower galaxy bias. Thus, the galaxy distributions in EZmock
catalogues are consistent with the mass and environment relation-
ship between passive and star-forming galaxies from observations
and simulations (see e.g. Peng et al. 2010; Gonzalez-Perez et al.
2020). The overdensity of QSOs appear to be even higher than that
of LRGs, but this is mainly due to their low averaged number den-
sity. Indeed, the QSO overdensity field does not always match the
dark matter distribution, and the densities are generally too low to
reveal cosmic web structures. Therefore, the QSO distribution may
not be ideal for estimating the density or gravitational field. Conse-
quently, the BAO reconstruction technique (Eisenstein et al. 2007)
may not work well for QSOs.
In order to illustrate the spatial distribution of different types
of tracers in the full EZmock light-cone catalogues, we further
compare the ‘side view’ of tracer distributions from the eBOSS
data and one realistic EZmock realization in a small angular re-
gion (10◦ × 1◦), and the plot is shown in Fig. 18. In particular,
the upper panel shows the tracer distribution in the full eBOSS red-
shift range, while the lower panel presents a common redshift range
(0.8 < z < 0.9) for all tracers. Statistically there are no obvious dif-
ferences between the tracer distributions of the data and EZmock
realization, and similar filamentary and void patterns can be seen in
both catalogues. Again, the ELG distribution is more diffused. But
thanks to their high number density, ELGs can be used as references
for comparing the distributions of tracers in the shared volume. The
lower panel of Fig. 18 reveals tight links between different tracers:
most of the LRGs and QSOs reside with ELGs, and there are typi-
cally no tracers inside voids of the ELG distributions.
4.2 Cross clustering measurements
To quantify the cross correlation between different tracers in the
BOSS/eBOSS data and the corresponding EZmock catalogues, we
present in this section the cross clustering measurements between
different tracers, in both configuration and Fourier space. Since
there are not many LRGs and QSOs in a common volume, we con-
sider only the LRG–ELG and ELG–QSO cross correlations. And
we use the full catalogues for the cross correlation measurements,
rather than taking only tracers in the shared volumes.
In practice, the anisotropic cross correlation functions are
measured using the modified Landy–Szalay estimator (Szapudi &
Szalay 1997):
ξ×(s, µ) = DADB(s, µ) − DARB(s, µ) − RADB(s, µ)
RARB(s, µ)
+ 1, (51)
where the subscripts ‘A’ and ‘B’ indicate the catalogues of the two
different tracers to be cross correlated. Thus, we always count pairs
based on two catalogues from different tracers.
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Figure 16. The distribution of the chi-squared (Eq. 50) for the clustering measurements of 1000 individual EZmock realizations, with respect to the mean
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Similarly, the cross power spectrum estimator is based on the
modified auto power spectrum estimator (Eq. (45)):
P×(k) = I−1/222,A I
−1/2
22,B
〈
FˆA(k)FˆB(−k)
〉
, (52)
but without the shot noise term I12. This is because the shot noise
of the cross correlation is generally negligible, since objects from
the two samples cannot be at the same positions (e.g. Smith 2009).
The cross correlation function and cross power spectrum can
be decomposed with Legendre polynomials as well, to obtain the
multipole measurements. The formulae are similar to those of the
auto correlations, i.e. Eqs (41) and (48). As the results, the cross
clustering multipoles between different BOSS/eBOSS samples and
the associated EZmock catalogues are shown in Fig. 19.
In general, all the configuration space cross correlation mea-
sured from the mocks are in good agreements with those of the ob-
servational data, especially for the results computed with the ‘shuf-
fled’ random catalogues. However, for the cross power spectrum
multipoles, apart from the discrepancies on the normalizations for
the realistic mocks (see Section A), there are also significant mis-
matches between the data and mocks at high k. As has been dis-
cussed in Section 3.3, the small scale cross correlations between
different tracers may not be modelled correctly in the EZmock cat-
alogues, by performing the EZmock calibrations separately for dif-
ferent types of tracers. In reality, different tracers may reside in the
same galaxy cluster, and are strongly linked with each other. How-
ever, this effect are not considered for the EZmock catalogues, in
which different tracers are populated in the density field indepen-
dently. Thus, the cross clustering statistics of the EZmock tracers
should be underestimated on small scales. To correct for this effect,
further small-scale connections between different tracers should be
included (see Alam et al. 2019, for a multi-tracer HOD approach),
and we leave the detailed studies for EZmock catalogues to a future
paper.
Though the observational systematics affect the auto correla-
tions of ELGs dramatically, we do not see significant differences
between the realistic and complete mocks with the ‘shuffled’ ran-
dom catalogues, for all the cross clustering measurements. This is
because the observational systematics for different tracers are only
through foregrounds, e.g. stellar density or galactic extinction, and
are not obvious for the cross clustering measurements. For a thor-
ough analysis of the cross correlation function between LRGs and
ELGs, see Wang et al. (2020).
5 CONCLUSIONS
We have described the construction of 1000 realizations of EZmock
catalogues, for each type of the eBOSS DR16 tracers for LSS anal-
ysis, including LRGs (0.6 < z < 1.0), ELGs (0.6 < z < 1.1),
and QSOs (0.8 < z < 2.2), as well as the BOSS DR12 CMASS
LRGs in the redshift range 0.6 < z < 1.0 for the joint LRG studies,
taking into account the cross correlations between different tracers.
To this end, 46,000 realizations of simulation boxes are generated,
with the side length of 5 h−1 Gpc. And the final mock catalogues
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are composed of 4 redshift slices for CMASS LRGs, 5 slices for
eBOSS LRGs, 7 slices for eBOSS ELGs, and 7 slices for eBOSS
QSOs, to account for cosmic evolution of the clustering statistics
and sample selection biases at different redshifts.
These mock catalogues encode effective structure formation
and tracer bias models, based on the Zel’dovich approximation,
and bias descriptions including both deterministic and stochastic
effects. Moreover, various geometrical survey features are applied
to the mocks, including survey footprints, veto masks, and radial
distributions. In addition, both the photometric and spectroscopic
systematic effects of the observational data are migrated to the EZ-
mock catalogues, to have robust estimates of the covariance matri-
ces for BAO and RSD analysis.
The EZmock catalogues have shown good agreements with
the observational data, in terms of two- and three-point auto-
clustering statistics, as well as two point cross correlations. The
consistencies are generally within 1σ for scales down to a few
h−1 Mpc in configuration space, and up to 0.3 hMpc−1 in Fourier
space, apart from offsets on the normalizations of power spectra
due to the definition of isotropic radial selection functions (see Ap-
pendix A), and discrepancies at k & 0.15 hMpc−1 for cross corre-
lations in Fourier space. And the covariance matrices obtained from
these mock catalogues are used for the BAO and RSD measure-
ments of the LRG samples (Collaboration et al. 2020a; Gil-Marin
et al. 2020), ELG samples (de Mattia et al. 2020; Raichoor et al.
2020; Tamone et al. 2020), and QSO samples (Hou et al. 2020;
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Neveux et al. 2020) for the final eBOSS analysis, as well as the
cross correlation studies with LRGs and ELGs (Wang et al. 2020),
and the cosmological constraints (Collaboration et al. 2020b).
The final EZmock catalogues presented in this paper and the
corresponding covariance matrices will be made available to the
public14 along with the release of the eBOSS DR16 data catalogues
for LSS analysis.
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APPENDIX A: NORMALIZATION OF FOURIER SPACE
CLUSTERING MEASUREMENTS WITH ANGULAR
INCOMPLETENESS
For an arbitrary spatial function f (r), which can be evaluated at the
positions of all tracers and random points with the values ft and fr,
the following integration can be discretized:∫
d3r nt(r) f (r) ≈
Nt∑
i
wt,i ft,i ≈ α
Nr∑
j
wr, j fr, j, (A1)
where nt(r) indicates the number density field of the tracers, and
α =
Nt∑
i
wt,i
/
Nr∑
j
wr, j . (A2)
Here, w denotes the total photometric and spectroscopic weights,
N denotes the total number of objects, and the subscripts t and r in-
dicate the quantities for the data and random samples, respectively.
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Figure A1. The CeBOSS (fraction of targets without fibres) map of eBOSS
LRGs in NGC. Circles indicate the plates for the final LRG data.
The nt(r) term in Eq. (A1) expresses the intrinsic number den-
sity of the sample, which does not depend on the estimated comov-
ing density n˜t from a tracer catalogue. Therefore, the number den-
sity estimation only affects the constant factors Iab for the Fourier
space clustering statistics (see Eq. (47)) with a > 1. For instance,
the normalization factor I22 of power spectrum is usually evaluated
by (e.g. Beutler et al. 2017)
I22 ≈ α
Nr∑
j
wr, j n˜t, j w2FKP,t, j . (A3)
Note that n˜ and wFKP are both quantities of the tracer field, so they
do not represent the actual number density of random points. And
the sum is taken over the random catalogue to reduce Poisson noise,
given their larger sample size compared to the data catalogue.
In practice, n˜t is often estimated as an isotropic function of the
weighted tracer distribution. However, this is not always true, due
to the angular incompleteness caused by missing fibres (C(e)BOSS),
which are not corrected by weights (Reid et al. 2016; Ross et al.
2020). The CeBOSS map of eBOSS LRGs in the NGC is shown
in Fig. A1, for which the total completeness is 96.5 per cent. This
anisotropic effect is taken into account for the evaluation of the ef-
fective survey area Aeff , by counting only the corresponding frac-
tion of area of different sectors. So the effective comoving survey
volume in a given redshift bin (zlow, zhigh) is
Veff(z) =
4pi
3
[
r3c (zhigh) − r3c (zlow)
]
· Aeff
Asky
, (A4)
where rc(z) denotes the radial comoving distance at redshift z, and
Asky indicates the full sky area. Then, for this redshift bin, the co-
moving number density is computed with
n˜t(z) =
Nt∑
i
zlow<zi<zhigh
wt,i
/
Veff(z) . (A5)
Therefore, the number densities are in general over-estimated, as n˜t
represents the actual number density only whenC(e)BOSS = 1. Con-
sequently, the normalisation factors of the Fourier space clustering
measurements are over-estimated.
To demonstrate this effect, we apply only the incompleteness
indicated by the CeBOSS map of the eBOSS LRGs in NGC, to the
complete set of EZmock catalogues together with the ‘shuffled’
randoms, and compute the power spectrum multipoles with the n˜t
estimation described above. The results for these ‘down-sampled’
mocks (denoted by ‘EZmock down.’) are shown in Fig. A2. As ex-
pected from the definition of n˜t, the amplitude of the power spec-
trum multipoles from the ‘down-sampled’ mocks are ∼ 3 per cent
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Figure A2. Power spectrum multipoles of the complete, realistic and
‘down-sampled’ EZmock catalogues, with normalization factors expressed
by Eqs (A3) and (A7) respectively. The solid/dashed envelopes and shad-
owed areas indicate the 1σ regions evaluated from 1000 mock realizations.
lower compared to those of the original catalogues, which is visu-
ally particularly obvious for the monopole due to its high ampli-
tude.
This reveals that the power spectrum normalization with
Eq. (A3) is inappropriate, albeit the cosmological analysis can be
unbiased with the same normalization factor for the estimation of
the survey window function (de Mattia & Ruhlmann-Kleider 2019).
To solve this problem, one has to take into account the anisotropy
of the comoving number densities, which can be simply expressed
by
nt = n˜t C(e)BOSS. (A6)
Thus, the corrected normalization factor of power spectrum is
I22 ≈ α
Nr∑
j
wr, j n˜t, j C(e)BOSS w2FKP,t, j . (A7)
And similar corrections should be applied to the other factors for
Fourier space clustering measurements, such as I23 and I33 for the
evaluation of bispectrum.
The power spectrum multipoles of the re-normalized ‘down-
sampled’ mocks with Eq. (A7) (denoted by ‘EZmock down.
renorm.’) are shown in the left panel of Fig. A2, and they are in
good agreement with the measurements from the complete mocks.
We then apply the nt correction to the realistic EZmock sample, and
generate a new set of mocks denoted by ‘EZmock syst. renorm.’.
The clustering results are illustrated in the right panel of Fig. A2.
One can see that the observational systematics applied to the real-
istic mocks do not really alter significantly the amplitude of power
spectrum multipoles, especially for small wave numbers. However,
the discrepancies between the realistic EZmock catalogues and the
eBOSS data still exist, as the same re-normalization should be ap-
plied to the measurements from the observational data too. And the
calibration performed with the complete mocks has already been
biased by the inappropriate normalization factor.
To further quantify the impact of this issue on the covariance
matrices estimated using EZmock catalogues, we compute the co-
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Figure A3. Relative difference of the covariance matrices obtained from
1000 EZmock realizations, with the power spectrum normalizations ex-
pressed by Eqs (A3) and (A7) respectively.
variance matrices of the power spectrum multipoles with the nor-
malization factors expressed by Eqs (A3) and (A7) respectively,
and the comparisons for the complete and realistic EZmock sam-
ples are shown in Fig. A3. As expected, the covariance matrices are
generally biased by 6 per cent, which is consistent with the 3 per
cent difference on the amplitudes. However, there are also fluctu-
ations on the differences of the covariance matrices, especially for
the cross covariances between monopole and the other multipoles.
This is because there are separate random catalogues for different
realizations, and the re-normalization factors suffer Poisson noises.
The fluctuations are more significant for the realistic mocks, since
the systematic effects are also different for each random realization.
Nevertheless, the diagonal terms are insensitive to the variations of
random catalogues, and in general, a rescaling of the covariance
matrices works well for correcting the normalization issue.
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