Abstract-The design of a Model Predictive Control (MPC) strategy for the closed-loop operation of an Artificial Pancreas (AP) to treat type 1 diabetes mellitus is considered. The contribution of this paper is to propose a velocity-weighting mechanism, within an MPC problem's cost function, that facilitates penalizing predicted hyperglycemic blood-glucose excursions based on the predicted blood-glucose levels' rates of change. The method provides the control designer some freedom for independently shaping the AP's uphill versus downhill responses to hyperglycemic excursions; of particular emphasis in this paper is the downhill response. The proposal aims to tackle the dangerous issue of controller-induced hypoglycemia following large hyperglycemic excursions, e.g., after meals, that results in part due to the large delays of subcutaneous glucose sensing and subcutaneous insulin infusion -the case considered here. The efficacy of the proposed approach is demonstrated using the University of Virginia/Padova metabolic simulator with both unannounced and announced meal scenarios.
I. INTRODUCTION
Type 1 Diabetes Mellitus (T1DM) is a metabolic autoimmune disease characterized by the destruction of the pancreas' beta cells, and results in the body being incapable of producing insulin, a hormone that facilitates the absorption of glucose from the blood-stream into many types of cell, and that participates in the endocrine feedback loop that regulates the liver's release/removal of glucose into/from the bloodstream. People with T1DM require the delivery of insulin into their blood-stream from an external source, and tend to suffer great difficulty maintaining healthy blood-glucose levels. Hypoglycemia has very near-term consequences and may result in, e.g., dizziness or disorientation if mild, fits or unconsciousness if serious, and coma or death in severe cases. In contrast, a hyperglycemic state has few consequences if it is brief. However, a blood-glucose level that is high on average over long periods of time may result in a variety of health problems, e.g., cardiovascular disease, kidney failure, and retinal damage, possibly many years down the line.
The overall goal of this work is an Artificial Pancreas (AP) for the automated delivery of insulin to people with T1DM [1, 2, 3] . In particular the subcutaneous-subcutaneous AP scheme is considered, i.e., an AP where insulin delivery (control input) is performed by a Continuous Subcutaneous Insulin Infusion (CSII) pump, and glucose sensing (output measurement for feedback) is based on a Continuous Glucose Monitor (CGM) [4] . A crucial element of any fully automated AP is a feedback control law that performs algorithmic
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For correspondence contact Francis J. Doyle III. insulin dosing that is effective and safe. For example, glucose controllers based on Model Predictive Control (MPC) [5, 6, 7, 8, 9] or proportional-integral-derivative control [10, 11] have been proposed. The authors' group has been focusing increasingly on developing zone-MPC strategies [12, 13, 14] , whereby blood-glucose levels are controlled with respect to the inclusion within a target zone, rather than to track a singular set-point. This has proven effective in real-life operation of the controller for two reasons. First, there is generally a significant plant-model mismatch due to the large inter-and intra-subject variability of humans' physiology. Second is that the feedback signals, an estimate of the blood-glucose level provided every 5 minutes by a CGM, suffers large errors and delays, both of which have timevarying properties and have proven difficult to model and correct for. The use of zone-MPC provides robustness against excessively responding to noise in the state estimate when the blood-glucose level is estimated to be within the target zone.
As is typical in MPC [15, 16] , the cost functions usually employed in an AP penalize deviations of the glucose outputs, i.e., differences between predicted glucose levels and the set-point, or, in the case of zone-MPC, distances to the target zone. With no plant-model mismatch and a long prediction horizon that may, as it frequently does in MPC, lead to effective control. However, an AP inevitably operates with large plant-model mismatch, and in practice long prediction horizons do not yield useful predictions. The authors use a 45 minute prediction horizon, which is considerably shorter than a hyperglycemic excursion due to a large meal (up to 8 hours if unannounced). Furthermore, there are long delays associated with CGM sensing and CSII delivery. The result of using a standard quadratic output cost function is an AP that continues to drive insulin delivery even after the measured peak of a hyperglycemic excursion has been reached, when predicted glucose levels may already be steadily converging to the target zone, driven by past insulin delivery. The controller's goal is to accelerate the arrival of the glucose value within the target zone; this is frequently achieved, but often with the undesirable consequence of controller-induced hypoglycemia due to insulin over-delivery. The solution is typically to de-tune the controller, such that insulin delivery is conservative both on the "uphill" and "downhill" leg of a hyperglycemic excursion, resulting in higher glucose peaks and more time spent outside the target zone.
The contribution of this paper is to include a velocityweighting mechanism in the MPC cost function, such that a predicted zone excursion is penalized taking into account both its value and also the rate of change of the blood-glucose trajectory. The proposed mechanism provides the control designer some new degrees of freedom, and facilitates a somewhat decoupled design of the AP's response during the uphill verses the downhill leg of a hyperglycemic excursion. The goal is to deliver more insulin earlier during an excursion, towards the start of the uphill leg, and allow the controller to deliver less on the downhill leg. In [17] the authors proposed to add a "velocity-penalty" term to the cost function, resulting in more aggressive delivery during uphill travel, directly based on the rate of change of predicted glucose levels. This added term allows an otherwise conservative controller to give an "extra kick" when the glucose trajectory is rising, but the mechanism does not actively allow the controller to "back off" when the trajectory is falling. The velocity-weighting mechanism proposed here serves this latter purpose; instead of penalizing output values using a fixed cost, and further instead of penalizing the glucose velocity directly, the proposed mechanism penalizes the output values based on a weight that is a function of the velocity. As the glucose velocity decreases, by choosing the cost to smoothly converge to zero the MPC cost function is increasingly dominated by the input cost, and actively disregards the output cost. The optimized insulin delivery command then converges as desired to the input's set-point, which is the subject's basal infusion rate (see Section II-A).
State-dependent, piece-wise linear/quadratic cost functions are standard practice in hybrid-MPC strategies and result in integer-programming problems. The proposed approach is distinct and smoothly modulates a quadratic (could include linear) cost based on the velocity (i.e., state). Smoothness allows the resulting optimization problem to be solved via a sequence of quadratic programming (QP) problems.
II. MPC DESIGN A. Insulin-glucose transfer function
The insulin-glucose model of [13] is employed in this paper and is summarized as follows. The model is a discretetime, linear time-invariant (LTI) system with sample-period T = 5 [min]. The time step index is denoted by i. The scalar plant input is the administered insulin bolus u IN,i [U] delivered per sample-period, and the scalar plant output is the subject's blood-glucose value y BG,i [mg/dL]. The plant is linearized around a steady-state that is assumed to be achieved by applying the subject-specific, time-dependent basal input rate u BASAL,i [U/h], and is assumed to result in a steady-state blood-glucose output y s = 110 [mg/dL].
The LTI model's input u i and output y i are defined as:
We denote by Z −1 the backwards shift operator, by Y(Z −1 ) and U(Z −1 ) the z-transform of the time-domain signals of input u i and output y i , respectively. The transfer characteristics from u to y are described by
with poles p 1 = 0.98, p 2 = 0.965, a so-called safety factor F := 1.5 (unitless, can be personalized, but fixed to 1.5 throughout this paper), the subject specific total daily insulin amount u TDI [U] (positive scalar), and where the constant
is employed to set the correct gain, and for unit conversion. The 1800 term is from the "1800 rule" to estimate bloodglucose decrease w.r.t. delivering rapid-acting insulin [18] .
B. State-space model
The state-space realization of (1) used in this work is
The triple (A, B, C y ) describes (1). Note that, without plant-model mismatch,
The second output matrix, C v , was chosen such that the output v i of (2c) provides an estimate of the average, over the next 2T = 10 min, rate of change of blood-glucose level, in units mg/dL/min. The output v i is henceforth termed the "velocity" and is employed in the proposed velocity-weighting. This notion of the velocity output was first introduced in [17] .
C. State-estimation
An estimate of the state is provided at each step i by a linear state-estimator (see, e.g., [19] ). For brevity the stateestimator details are omitted, thus we make the simplifying assumption that the state x i is available for all i. No notational distinction is made between the actual and estimated state, because the state x of model (2) can only be estimated.
D. Blood-glucose target zone
In this work the blood-glucose target zone, i.e., the bloodglucose values for which only the basal-rate is delivered, is the range [80, 140] mg/dL, the same as in [12, 13] . For simplicity the zone is time-invariant, in contrast to [14] .
The (signed) zone-excursion Z : R → R is defined as:
E. Insulin delivery constraints
At each step i the controller must enforce the constraint
where u MAX denotes the maximum bolus size the CSII pump of choice is capable of delivering. In this work we choose
. Note that this bolus size is so large it is highly unlikely to ever be commanded by the controller.
Insulin delivery is further subject to an Insulin On Board (IOB) constraint -a constraints based on the insulin delivery history, preventing over-delivery when much insulin was recently delivered, e.g., after a meal-bolus. The notion of IOB constraints is taken from [20] and modified slightly; reasons for the modification are not explained here, but the stated IOB constraints have proven themselves effective in clinical trials. Let vectors θ l ∈ R 96 for l = 2, 4, 6, and 8 denote the 2, 4, 6, and 8 hour, respectively, decay curves depicted in Fig. 1 . The curves are sampled at T = 5 min intervals, and each curve is eight hours in duration, padded with trailing zeros when necessary: 8h/T = 96. The decay curve θ i applicable at step i depends on the current glucose value y BG,i :
Let Λ BASAL ∈ R 96 denote the 8 hour history of u i , the linearized insulin infusion commands, but setting to zero the value at any step were a manual meal-bolus was delivered. Further denote by Λ MEAL ∈ R 96 the 8 hour history of meal-boluses, by Θ ∈ R the computed amount of IOB present, by Γ ∈ R the required amount of IOB that depends on current blood-glucose levels, and by C f [(mg/dL)/U] the patient's so-called correction-factor. At each time step i the IOB upper bound u IOB is subsequently given by
It holds that u IOB ≥ 0, and u IOB = 0 implies the controller delivers no more than u BASAL,i in absolute terms. Thus, after a large bolus the insulin delivery is temporarily constrained to the basal rate, but note that the IOB constraint cannot constrain insulin delivery to below the basal rate.
F. MPC problem
For MPC background the reader is referred to [15, 16] . We denote by Z + the set of positive integers, by Z b a the set of consecutive integers {a, . . . , b}, by u, x, y, v the predicted input u, state x, glucose output y, and velocity output v, respectively, by N y ∈ Z + the prediction horizon, by N u ∈ Z with cost function
and subject to
Eqs. (6a)-(6d) enforce the prediction dynamics of model (2), initialized to the current state (see Section II-C). Eqs. (6e) and (6f) enforce input constraint (3) and (4), respectively, across the control horizon. Eq. (6g) implies that beyond the control horizon exactly the basal-rate is delivered. Eqs. (6h) and (6i) provide upper and lower zone deviations to penalize in (5), respectively, and facilitate an asymmetric penalization of the zone deviation. Eqs. (6j) and (6k) provide the positive and negative deviations of the input u from the basal-rate, respectively, and again facilitate an asymmetric cost function. Asymmetric input cost functions were proposed in [17] and have proven effective in clinical trials.
G. Pump-discretization
At each step i, after the solution to the MPC Problem above is computed, the determined u * 0 is rounded down to the nearest integer multiple of the CSII pump-discretization of 0.05 U. The portion rounded down is added at the next step in a so-called carry-over scheme. Other than that, no post-processing of the control command is performed.
H. Velocity-weighting function Q (·)
The contribution of this paper is to consider velocityweighting functions Q (·) that are more general than Q (v) = 1 ∀v ∈ R. If Q (v) is unity for all velocities v then the output cost function is that of standard (zone) MPC; the cost of a zone deviation is then both invariant and symmetric, and the resulting cost function (5) is that employed in [17] , but without the velocity-penalty proposed in [17] . In this work we use the velocity-weighting function of (7), depicted in Fig. 2 , with 10 −6 = 1. It has the desired features that Q (v) = 1 if v ≥ 0 (i.e., we obtain the standard MPC solution for non-negative velocities), Q (v) = 1 if v ≤ −1 (i.e., the zone excursion is effectively not penalized at all for steep negative glucose velocities, resulting in the input's setpoint being commanded), and with a smooth transition when −1 ≤ v ≤ 0, allowing the MPC solution to slowly converge to the input's set-point as the velocity becomes increasingly negative. We require > 0 to result in a well-posed problem.
If Q (·) is any positive constant then the MPC Problem can be cast as a continuous, strictly-convex QP. If Q (·) is a more general function then the MPC Problem is not a QP, but under mild assumptions of continuity and smoothness of Q (·) a solution to the MPC Problem can be obtained by sequential quadratic programming (details omitted).
III. EXAMPLES AND DISCUSSION

A. Simulation setup
In this section the proposed velocity-weighting MPC, utilizing the velocity-weighting function depicted in Fig. 2 , is compared to "standard MPC" with Q (v) = 1 using the University of Padova/Virginia Food and Drug Administration (FDA) accepted metabolic simulator [21] , based on the following scenario. Simulations start at midnight, are 20 hours in duration, and a 90 gram carbohydrate meal is consumed at 04:00. The parameters of both the simulator and controller are time-invariant, thus the time of day of meal consumption is irrelevant. We consider either unannounced meals, where Fig. 3 . Unannounced meal. In-silico subject #12 of 100.
the meal-disturbance is rejected based on feedback only, or announced meals, where a meal-bolus is delivered at the start of meal-ingestion, and the bolus size is optimal with respect to the in-silico subject's parameters. The controller parameters are N y = 9 (i.e., 45 minute prediction horizon), N u = 5 (i.e., 25 minute control horizon),R = 7000,Ř = 100. The feedback signal for control is the simulator's CGM signal, but with no additive noise. CGM noise is omitted in the cases presented in this work in order to demonstrate the velocity-weighting action of the proposed controller; without noise the differences between velocity-weighting MPC and standard MPC occur only after the peak of the hyperglycemia excursion. However, cases with CGM noise, and also with more challenging scenarios, were tested, and the overall conclusions of this paper hold for these cases also.
B. Single subject examples
A simulation example of the situation the proposed velocity-weighting MPC is targeted at is depicted in Fig. 3 . The use of standard MPC results in significant insulin infusion after the peak, when blood-glucose values are already descending towards the zone, causing hypoglycemia at 09:30. The controller suspends the pump from about 08:30 until 10:00, and after some rebound glucose stabilizes. In contrast, the proposed velocity-weighting MPC reduces insulin infusion to the basal-rate soon after the peak is reached, slowing the descent. No hypoglycemia is induced, and after 06:00 the controller delivers the basal-rate continuously, with no pumpsuspension required, and no associated glucose rebound.
In the example of Fig. 4 standard MPC does not induce hypoglycemia, but velocity-weighting MPC again effects an obvious reduction in insulin delivery during the descent. This example demonstrates a possible drawback of the proposed strategy: For some subjects the proposal results in a more sluggish return to the zone, and more time spent in hyperglycemia. However, for such subjects a more aggressively tuned controller, i.e., smallerR, in combination with the proposed velocity-weighting MPC strategy, delivers more insulin during the ascent, possibly reducing the peak glucose value and time in hyperglycemia. In this paper the value of R is fixed in order to elucidate the differences in glucose outcomes induced by only the proposed velocity-weighting.
The examples above had unannounced meals, but the proposed velocity-weighting reduces the risk of hypoglycemia Fig. 4 . Unannounced meal. In-silico subject #8 of 100.
also with announced meals. In the example of Fig. 5 Unannounced meal. Top: Standard MPC. Bottom: Proposed velocity-weighting MPC. For zone counts and cluster circle radii see Table I .
C. Comment on IOB constraint tuning
There is a difficult trade-off to be made when tuning the IOB constraint mechanism based on the decay curves depicted in Fig. 1 . On the one hand, a longer decay curve results in less insulin delivery, because delivered insulin is modeled to be active for longer, and so, following a mealbolus, it takes longer before the controller is given leeway to attempt correcting hyperglycemia. For standard MPC and the case of Fig. 5 , the use of longer decay curves would have prevented controller-induced hypoglycemia. On the other hand, in general it is desirable to allow the controller more leeway to control hyperglycemia. The use of the proposed velocity-weighting MPC partially alleviates this trade-off: One can employ shorter decay curves, giving the controller more leeway to control rising or persistently high glucose values early after a meal-bolus, while enforcing that insulin delivery is not excessive when glucose values are falling due to the delayed action of the meal-bolus.
D. Population results
We consider Control-Variability Grid Analysis (CVGA) [22] of the entire cohort in the University of Padova/Virginia metabolic simulator, consisting of 10-subject and 100-subject simulator cohorts. The latter contains a 101 st subject "average", resulting in a combined cohort of 111 in-silico subjects. Table I . The CVGA plots for unannounced and announced meals are depicted in Figs. 6 and 7, respectively. Top sub-plots show the results with standard MPC; bottom sub-plots are for the proposed velocity-weighting MPC. Each in-silico subject's result is denoted by a black dot. The large blue dot is the arithmetic mean of the individual dots, and the blue circle has a radius of the standard deviation of the distances of each dot to the cohort's mean, each in terms of the underlying CVGA space. The circles' radii, and also the CVGA zone inclusion percentages, are tabulated in Table I . Due to the lack of CGM noise and fixedR the glucose peak (vertical position) for each subject is equal for both MPC strategies. The MPC strategy affects only the depth of the nadir (horizontal position). For unannounced meals most subjects undergo a shift to the left, i.e., the nadir is higher, meaning the hypoglycemia risk is reduced. The average is significantly shifted to the left, and the spread is smaller. For announced meals the peaks are significantly lower, due to the feed-forward nature of the meal announcement. For many subjects there is no difference between standard MPC and the proposed velocity-weighting MPC. However, there is an overall shift to the left, the spread is less, and for a small number of subjects the use of velocity-weighting clearly alleviates a significant risk of controller-induced hypoglycemia.
IV. CONCLUSION A velocity-weighting mechanism was proposed for MPC of an AP, such that deviations of predicted blood-glucose values are penalized by a cost-function that takes into account both the size of the deviation and also the velocity of the trajectory the predicted glucose value is an element of. Thus the MPC cost-function is made more "velocity aware", and the AP's response during the uphill and downhill leg of a hyperglycemic excursion can be tailored somewhat independently. By simulation examples it was demonstrated that the risk of controller-induced hypoglycemia is partially alleviated by the proposed strategy, as per design objective.
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