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Zusammenfassung
Die vorliegende Arbeit untersucht Möglichkeiten, die Nutzung von Peer-to-Peer (P2P)
Tauschbörsen in Netzwerken insbesondere eines Universitätsnetzwerkes zu kontrollie-
ren. Neben einer Einführung in Grundbegriffe und Methoden von P2P-Tauschbörsen
werden verschiedene Ansätze zum Unterbinden und Einschränken solcher Filesharing-
tools mittels einer Firewall diskutiert. Um eine Einbindung in ein bestehendes Netzwerk
möglichst transparent zu gestalten, wurde ein Linux-Rechner benutzt, der als Bridge
fungierte.
Diese Arbeit geht insbesondere auf die derzeit beliebten P2P-Netzwerke Gnutella,
FastTrack, eDonkey und Overnet ein. Als Firewall kommt die weit verbreitete Paket-
filterarchitektur des Linux-Kernels 2.4 und 2.6 netfilter/iptables zum Einsatz, welcher den
gängigen Linuxdistributionen (S.u.S.E., RedHat, . . . ) beiliegt. Im Rahmen dieser Diplom-
arbeit entstand die iptables Erweiterung IPP2P, welche das Kernstück zur dynamischen
Erkennung von P2P-Verkehr bildet und hier genau vorgestellt werden soll.
Des weiteren soll mit Hierarchical Token Bucket (HTB) eine QoS–Erweiterung für
Linux vorgestellt und benutzt werden, um die Bandbreite des identifizierten Datenver-
kehrs zu beschränken. HTB zeichnet sich durch eine vergleichsweise einfache Installa-
tion und Handhabung aus. Zum Vergleich wurde mit Class-Based-Queueing (CBQ) ein
weiterer Packet-Scheduler herangezogen.
Diese Komponenten bilden die Grundlage des hier entwickelten Gesamtsystems, wel-
ches die gesonderte Behandlung von P2P-Verkehr ermöglicht. Damit wird ein Weg ge-
schaffen, P2P-Verkehr zu untersagen oder auf bestimmte Bandbreitengrößen zu formen.
Weiterhin kann dieses System zur Auswertung von P2P-Anteilen an einer Netzwerkver-
bindung verwendet werden.
Durch Messungen an einem aktuellen Rechner wird gezeigt, dass dieses System pra-
xistauglich und der entstehende Einfluss auf nicht-P2P-Verkehr minimal ist. Weiterhin
demonstrieren die Performance-Messungen einerseits die Fähigkeiten sowie anderer-
seits auch die Grenzen eines solchen Systems. Mit der ständigen Weiterentwicklung der
Rechner-Hardware ist auch mit einem Anstieg der Leistungsfähigkeit dieses Systems zu
rechnen.
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Kapitel 1
Einleitung
1.1 Motivation
Datenübertragung kostet Geld. Auch wenn heutzutage Flatrates etwas anderes suggerie-
ren mögen, kostet jedes übertragene Byte Geld. Eine Flatrate wälzt dabei die volumenab-
hängigen Übertragungskosten vom Endbenutzer auf den Internetprovider ab. Hat dieser
den Pauschaltarif zu knapp kalkuliert oder übertragen die Kunden deutlich mehr Daten
als erwartet, wird das System der Flatrate unrentabel für den Anbieter.
Wie kann es dazu kommen, dass ein Provider sich verkalkuliert? Der Grund dafür
ist in sehr vielen Fällen die große Beliebtheit von Peer-to-Peer (im folgenden auch P2P
genannt) Tauschbörsen insbesondere im Zusammenhang mit zeit– und volumenunab-
hängigen Flatrates. Diese Filesharingtools geben den Benutzern die Möglichkeit, von
anderen Nutzern freigegebene Daten auf den eigenen Rechner zu laden. Es handelt sich
bei den heruntergeladenen Daten oft um Musikalben, CD-Images, Archive oder sogar
ganze Spielfilme. Das dadurch auf längere Zeit anfallende Datenaufkommen ist um ein
vielfaches höher als bei herkömmlichen Internetanwendungen (beispielsweise HTTP,
E-Mail, Telnet, Chat, Online-Gaming). Man beobachtet auch ein verändertes Verhalten
von Tauschbörsennutzern im Gegensatz zu anderen Computerbenutzern: die Compu-
ter laufen oftmals 24h am Tag und sind die ganze Zeit mit dem Internet verbunden –
man spricht dabei von so genannten Powerusern. Normalbenutzer hingegen schalten ih-
re Rechner meist nach der Benutzung ab. Unter [5] findet man einen Artikel, welcher den
Bandbreitenanteil von Tauschbörsen am gesamten Internetverkehr auf etwa 40 bis 60%
beziffert. Diese Zahlen decken sich in etwa mit den Messergebnissen, die im Rahmen
dieser Diplomarbeit im Rechenzentrum der Universität Leipzig durchgeführt wurden.
Neben dem erhöhten Datenaufkommen sind stark steigende Paketraten ein Problem
für das gesamte Netzwerk. Da bei vielen kleinen Paketen, wie sie im Signalisierungs-
verkehr der Tauschbörsen zu finden sind, der Overhead der Transportprotokolle steigt,
schaffen Router und Firewalls nur noch einen Teil des maximal möglichen Datendurch-
satzes. Dieses Problem wird auf [6] anhand von Durchsatzmessungen mit einer Netfilter-
Firewall verdeutlicht, wobei man von aktuellen Rechnern oder Hardwarefirewalls deut-
lich bessere Ergebnisse als die hier gezeigten erwarten kann. Ist eine Ethernet-Leitung zu
75 Prozent oder mehr ausgelastet, kann es zu Performance-Engpässen kommen. Dabei
steigen die Paketverzögerungszeiten deutlich an [19], was bei zeitsensiblen Netzwerk-
Anwendungen (z.B. IP-Telefonie oder Onlinespiele) zu negativen Beeinflussungen führt.
Sehr gut erkennt man dieses Phänomen anhand einer SSH- oder Telnet-Sitzung, die An-
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wendung reagiert träge und die Wartezeiten steigen wenn die Internetverbindung durch
P2P-Verkehr stark beansprucht ist. Man benötigt also eine Lösung, um den ungewollten
P2P-Datenverkehr nach den eigenen Bedürfnissen einzugrenzen.
Viele Administratoren versuchen nun, diese Datenflut mittels Firewalling zu kon-
trollieren oder ganz einzudämmen, um Kosten beziehungsweise Bandbreite zu sparen
und Sicherheitsrisiken durch die Benutzung von Tauschbörsen zu minimieren. Als Ge-
genmaßnahmen werden meist die bekannten Ports der Tauschbörsen durch Firewallre-
geln blockiert. Einige Internet-Provider ergreifen ebenfalls Maßnahmen um die exzessi-
ve Nutzung von P2P-Tauschbörsen einzuschränken. Dabei werden einige Standardports
der Tauschbörsen künstlich verlangsamt oder der Verkehr an diesen Ports mit geringer
Priorität behandelt, wie [20] in einem Test mit DSL-Flatrate Anbietern zeigt. Diese Mittel
sind gegenüber versierten Anwendern allerdings nicht sehr wirkungsvoll, da fast alle
Tauschbörsen-Clients die Option bieten, einen beliebigen Port zu verwenden. So bietet
KaZaA lite die Option, falls der Standardport blockiert ist, alternativ dazu Port 80 zu
verwenden. Dieser Port sollte jedoch HTTP-Verkehr vorbehalten sein und wird dement-
sprechend von vielen Firewalls nicht geblockt. Inzwischen prüfen weltweit viele Internet
Service Provider den Einsatz von effizienten Mechanismen, um den P2P-Datenverkehr
gezielt und Port-unabhängig zu verlangsamen [5].
Die bereits beschriebenen Beispiele zeigen, wie sehr sich Unternehmen den entste-
henden Risiken und Kosten durch die Benutzung von P2P-Netzwerken bewusst sind
und dementsprechend der Bedarf vorhanden ist, mit einem Tool den P2P-Verkehr kon-
trollieren zu können. Auch Universitäten als Mitglieder des DFN-Vereins [4] bezahlen
Geld für ihre Internetverbindung. Dabei wird die Universität je nach Art und Bandbrei-
te des Netzzuganges sowie empfangener Datenmenge in eine Kategorie einsortiert, aus
welcher das zu entrichtende Entgelt resultiert. Auch hier ist demnach Handlungsbedarf
vorhanden, um Kosten einzudämmen und für den Lehr– und Forschungsbetrieb eine
qualitativ bessere Internetverbindung bereitzustellen.
Aus diesen Umständen entsteht vielerorts das Bedürfnis, unnötigen Datenverkehr
herausfiltern oder unterbinden zu können. Dabei ist ein dynamischer, in diesem Sin-
ne Port-unabhängiger, Filtermechanismus gefragt, welcher mit dem im Rahmen dieser
Diplomarbeit entwickelten Modul IPP2P als Erweiterung der netfilter und iptables Ar-
chitektur hier vorgestellt werden soll.
1.2 Zielsetzung
Diese Diplomarbeit untersucht die Möglichkeit, den durch P2P entstehenden Daten-
strom zu identifizieren, zu begrenzen oder komplett zu untersagen und dabei andere
Internetanwendungen möglichst wenig zu beeinträchtigen. Dabei werden keine stati-
schen, Port-basierten Ansätze verfolgt, es soll mit dem netfilter-Modul IPP2P eine dyna-
mische und flexible Lösung präsentiert werden. Dabei basiert IPP2P auf Filtermechanis-
men in Schicht 7 (Application Layer – Anwendungsschicht) des OSI-Referenzmodells.
Die damit verbundenen Vor– und Nachteile werden später diskutiert. Hauptaugenmerk
während der Entwicklung wurde auf folgende Eigenschaften gelegt:
• sichere Klassifikation
Die angestrebte Lösung soll den anfallenden P2P-Verkehr sicher erkennen, Fehlein-
ordnungen müssen weitestgehend ausgeschlossen werden.
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• Transparenz
Das System kann mit geringem Aufwand in bestehende Netzwerkstrukturen ein-
gebunden werden. Die transparente Arbeitsweise erschwert ein Auffinden und An-
greifen des Systems.
• Adaptivität
Eine einfache Anpassung an vorgegebene Bedürfnisse muss möglich sein. Neue
Filter für weitere Tauschbörsen sollen ebenfalls integriert werden können.
• geringe Beeinflussung
Anderer Netzwerkverkehr darf insbesondere in Bezug auf Latenz und Durchsatz-
raten möglichst wenig beeinflusst werden.
• Kosten
Für einen Einsatz in der Praxis sind die anfallenden Kosten ein wichtiger Aspekt.
Günstige Hard– und Software anstatt teurer Spezialkomponenten sind dafür eine
Voraussetzung.
Um einen praktischen Einsatz dieser Arbeit zu erleichtern, soll eine Gesamtlösung
vorgestellt werden, die den oben aufgezählten Eigenschaften soweit wie möglich ent-
spricht. Dieses Gesamtsystem ist als Rahmenwerk zu verstehen, es werden auch andere
Anwendungsmöglichkeiten des netfilter-Moduls IPP2P besprochen.
Damit nicht ausschließlich die Theorie betrachtet wird, konnte ein adäquates System
an einem Internet-Link des Rechenzentrums der Universität Leipzig im Einsatz getestet
werden. Die gewonnenen Erkenntnisse findet man in den entsprechenden Abschnitten
dieser Arbeit.
Schon die Entwicklungszeit von IPP2P bestätigte den hohen Bedarf einer solchen Ent-
wicklung, wie die Resonanz von Nutzern der verschiedenen Mailinglisten zeigte. Ebenso
wurde deutlich, dass P2P-Tauschbörsen nicht nur in Deutschland Probleme verursachen,
sondern weltweit. So fand IPP2P in kürzester Zeit viele Nutzer, die beispielsweise aus
Brasilien, Polen, USA, Slowenien, der Tschechischen Republik oder Schweden kommen.
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1.4 Verschiedenes
Geschützte Namen und eingetragene Warenzeichen sind nicht als solche kenntlich ge-
macht. Aus dem Fehlen der Markierungen TM, c©, R© u.ä. kann nicht geschlossen wer-
den, dass diese Bezeichnung ein freier Warenname ist. Ebenso wenig wurde auf Patente
und Gebrauchsmusterschutz hingewiesen.
Aus Gründen der besseren Lesbarkeit wurden für diese Arbeit folgende aufgeführte
typografische Hervorhebungen verwendet. Besondere Bezeichnungen oder Begriffsein-
führungen werden kursiv hervorgehoben. Quelltexte, Shell-Scripte und Befehle sind in
Schreibmaschinenschrift, wie das nachfolgende Beispiel, gesetzt. Ist ein Befehl zu
lang für eine Zeile, wird er mit einem Backslash (\) getrennt und eingerückt in der näch-
sten Zeile fortgesetzt.
iptables -A POSTROUTING -t mangle -o eth0 -m mark --mark 32 \
-j CLASSIFY --set-class 1:32
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Grundlagen
Unter Peer-to-Peer Systemen im Internet versteht man ein Kommunikationsmodell, in
dem alle beteiligten Seiten (Peers) die gleichen Fähigkeiten besitzen. Jeder Peer kann
eine Datenübertragung initiieren, Daten werden direkt von Benutzer zu Benutzer über-
tragen. Dies steht im Gegensatz zu den klassischen Client-Server-Szenarios (etwa HTTP
oder FTP), wo Daten von einem zentralen Server heruntergeladen werden. Dazu muss
auf den Peer-Computern die P2P-Software, im konkreten Fall der Tauschbörsen-Client,
installiert sein. Ein Peer stellt Client und Server gleichzeitig dar, nimmt also gewisse
Dienste in Anspruch aber stellt selbst auch solche Dienste zur Verfügung.
Man unterscheidet zwischen dezentralen P2P-Netzwerken und Systemen, welche sich
auf zentrale Komponenten stützen. Auf Unterschiede sowie Vor– und Nachteile wird in
den folgenden Abschnitten näher eingegangen. Des weiteren treten verschiedene Kom-
munikationsmodelle auf, wobei Filesharing heute sehr häufig das so genannte many–
to–many (oder n:n) Kommunikationsmodell verwendet. Dies war nicht immer so Nap-
ster benutzte beispielsweise ein one–to–many (1:n) Modell: Man lud eine Datei immer
nur von einem Peer, den man sich vorher ausgesucht hatte, herunter. Aber es konnten
mehrere Peers von diesem Peer (auch gleichzeitig) herunterladen. Heutige Tauschbörsen
erlauben es, von vielen Peers gleichzeitig an einer Datei zu downloaden.
Die folgende Tabelle soll dem Leser einen groben Überblick über derzeit beliebte P2P-
Netzwerke mit den zugehörigen Clients und der Struktur geben. Diese Liste erhebt kei-
nen Anspruch auf Vollständigkeit, es existieren weit mehr Clients als hier aufgezählt. Ei-
ne umfangreiche Auflistung und Beschreibung findet man unter [8]. Gleichzeitig spiegelt
diese Tabelle den derzeitigen Umfang der Filter von IPP2P wider. Die hier aufgeführten
P2P-Netzwerke werden erkannt und können somit kontrolliert werden.
P2P-Netzwerk Clients Struktur
Gnutella Gnutella, Limewire, BearShare, Morpheus 2.0 dezentral
eDonkey eDonkey2000, eMule, mldonkey zentral
FastTrack KaZaA, Morpheus, Grokster, mldonkey dezentral
Overnet Overnet, eDonkey2000, mldonkey dezentral
Direct Connect Direct Connect, mldonkey zentral
BitTorrent BitTorrent, burst!, Azureus zentral
Tabelle 2.1: Übersicht P2P-Filesharing Netzwerke
Viele Clients benutzen eigene proprietäre P2P-Netze, deren Funktionsweise meist
nicht offen gelegt wurde. KaZaA (Altnet), Direct Connect oder WinMX (WPNP) sind
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Beispiele dafür. In der Vergangenheit kam dem Napster– und später dem OpenNap–
Protokoll sehr viel Bedeutung zu, da diese Protokolle den Boom der P2P Tauschbörsen
auslösten. Durch das Einschreiten der Musikindustrie und dem dadurch schwindenden
Angebot an Daten, wichen die Benutzer auf andere, neue P2P-Strukturen aus. KaZaA,
Morpheus sowie WinMX sind Clients, die das OpenNap–Netzwerk verwendeten aber
dann auf andere Systeme umgestellt haben.
Die Nutzung des P2P-Ansatzes geht jedoch weit über Tauschbörsen hinaus. Filesha-
ring ist derzeit die populärste Anwendung, dennoch existieren andere Programme die
auf dem P2P-Modell basieren und ebenfalls stark verbreitet sind. Nachfolgenden Ein-
satzmöglichkeiten sind Beispiele dafür:
• Instant Messaging (ICQ, Yahoo! Messenger, AIM, . . . )
• Ressource Sharing (SETI@home, Entropia, . . . )
• Distributed Computing (Groove, Compute Power Market Project, . . . )
• Distributionssysteme (BitTorrent [18], . . . )
Da man diese Anwendungen entweder nicht einschränken möchte (Grid Compu-
ting) oder nur sehr wenig Datenverkehr produziert wird (Instant Messaging) geht die-
se Diplomarbeit nicht weiter darauf ein, es sollen fortan nur bandbreitenhungrige P2P-
Tauschbörsen betrachtet werden.
Sonderrollen spielen P2P-Netzwerke wie beispielsweise BitTorrent, welche zwar eben-
falls zum Tauschen von Dateien gedacht sind, wo jedoch ein anderer Hintergrund be-
steht. Da solche Systeme vermehrt als Tauschbörsen für Musik, Filme und Software ver-
wendet werden, sollen sie nicht unerwähnt bleiben. Aus diesem Grund wird BitTorrent
hier als Tauschbörse behandelt, wie die Filter von IPP2P eingestellt werden, bleibt dem
Administrator selbst überlassen.
In den letzten Monaten wurde ein Projekt entwickelt, welches P2P-Dienste insbeson-
dere für Universitäten und Forschungseinrichtungen anbietet. Dabei handelt es sich um
die Volltextsuchmaschine DFN Science-to-Science zum Auffinden von wissenschaftlichen
Arbeiten [7]. Auch diese spielt eine Sonderrolle und wird im Rahmen dieser Arbeit näher
untersucht, da IPP2P auch in gewissem Maße zum Reservieren von Bandbreite verwen-
det werden kann.
2.1 Dezentrale Peer-to-Peer Systeme
Man spricht von dezentralen P2P-Systemen, wenn keine zentrale Serverkomponente exi-
stiert. Der Peer–Computer sucht benachbarte Computer nach Friends ab, also Compu-
tern die ebenfalls das entsprechende P2P-Programm benutzen. Da diese Friends ihrer-
seits mit weiteren Friends verbunden sind, entsteht ein Netz aus untereinander verbun-
denen Peers.
Jede Anfrage wird von Peer zu Peer direkt weitergeleitet und die Antworten werden
über den gleichen Weg zurück geleitet. Abbildung 2.1 soll dies verdeutlichen, Peer A
stellt eine Suchanfrage an den ihm bekannten Peer B. Dieser leitet die Suche dann an die
ihm bekannten Peers weiter. Nachdem A Antworten erhält, nimmt er mit den gefunde-
nen Quellen direkt Kontakt auf und kann mit dem Herunterladen der Daten beginnen
falls dort noch freie Ressourcen zur Verfügung stehen (so genannte Download-Slots).
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Abbildung 2.1: Beispiel eines dezentralen P2P-Netzwerkes
Genau in dieser Struktur liegen allerdings auch einige Schwächen des Systems, so
entsteht dadurch einerseits relativ viel Netzwerklast und andererseits dauert es oftmals
lange bis alle Ergebnisse eintreffen. Ein weiterer Nachteil dezentraler Systeme ist die
Tendenz zur Bildung von Netzwerksegmenten, also Gruppen von Netzen, die sich ge-
genseitig nicht kennen. Wie groß diese Segmente sind, hängt zum einen von der Anzahl
der Peers in der Nachbarschaft und zum anderen von der verwendeten Reichweite (TTL
= Time To Live) bei der Suche nach Friends ab. Eine Ursache für dieses Problem ist, dass
die meisten Peers nicht permanent verfügbar sind, also sich in das Internet einwählen
und dynamisch eine IP–Adresse vom Provider zugewiesen bekommen. Somit kann ein
Peer oftmals nicht auf in der Vergangenheit bekannte Friends zugreifen, da diese inzwi-
schen häufig eine andere IP–Adresse besitzen oder nicht online sind.
Damit wird auch ein weiterer Nachteil deutlich: Es kann vorkommen, dass ein Peer
keine Friends findet oder das dieser Vorgang sehr lange dauert. Gnutella und die auf
FastTrack basierenden Clients benutzten diese Technik anfangs. Overnet umgeht das
Problem des Auffindens eines Friends durch Bootstrapping, also manuelle Angabe der
bekannten IP eines Peers.
Der große Vorteil von dezentralen Tauschbörsen besteht darin, dass diese Systeme
nicht zentral abschaltbar sind. Es gibt also keine zentrale Instanz, die notwendig ist, da-
mit das gesamte Netz funktioniert. Ein Vorgehen der Musikindustrie wie bei Napster
oder AudioGalaxy ist somit unmöglich. Ebenso wenig können Hacker einen Server an-
greifen und dadurch das komplette Netzwerk beeinträchtigen.
In der Praxis haben sich rein dezentrale Systeme allerdings nicht bewährt. Die Ver-
gangenheit insbesondere von Gnutella hat gezeigt, dass mit zunehmender Nutzeranzahl
dieses Modell nicht richtig skaliert und der Anteil des Signalisierungsverkehrs über-
hand nimmt. Gnutella wurde somit durch die sprunghaft ansteigende Anzahl von Be-
nutzern nach dem Ende von Napster überlastet. Die Peers waren mit dem Austauschen
von Suchanfragen und Ergebnissen so stark beschäftigt, dass kaum Downloads zustande
kamen. Es entstand der Bedarf nach einem anderen Ansatz als den vorhandenen rein de-
zentralen Systemen, Gnutella wurde in der ursprünglichen Form nicht weiterentwickelt.
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2.2 Zentrale Peer-to-Peer Systeme
Im Gegensatz zu dezentralen System stützt sich in dem zentralen Szenario alles auf die
Existenz einer Serverkomponente. Allerdings hat der Server nur die Aufgabe, den Nut-
zern einen Weg zu bieten, sich untereinander einfacher zu finden. Es werden über diese
Server also keine Dateien ausgetauscht, sondern nur Dateilisten übermittelt, Suchanfra-
gen gestellt und Adressen von Usern mit den gesuchten Dateien ausgetauscht.
Wenn in dieser Diplomarbeit also von Servern in Zusammenhang mit P2P die Rede
ist, sind solche zentrale Verwaltungskomponenten gemeint und nicht klassische Daten-
server wie beispielsweise bei HTTP oder FTP.
Die Funktionsweise ähnelt der von Napster. Ein Client meldet sich mit einer Liste sei-
ner freigegebenen Dateien bei einem Server an. Dieser speichert die Liste zusammen mit
dem Nutzernamen (der übrigens meist nicht eindeutig sein muss) und der IP-Adresse
des Clients ab. Ein Client kann nun eine Suchanfrage an den Server richten und be-
kommt eine Liste aller Clients mit der entsprechenden Datei zurück. Im Gegensatz zu
Napster, wo man sich einen anderen Client heraussuchte, um von ihm herunterzuladen,
läuft dieser Vorgang in gegenwärtigen Systemen transparent – der Client lädt von allen
verfügbaren Quellen gleichzeitig herunter.
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Abbildung 2.2: Beispiel eines zentralen P2P-Netzwerkes
Abbildung 2.2 verdeutlicht dieses Szenario: Peer A stellt eine Suchanfrage an Server
X. Dieser erhält beim Verbinden eines Peers die Liste mit den freigegebenen Dateien des
Peers und kann dadurch direkt die Suchanfrage mit einem Ergebnis beantworten. Um
weitere Quellen zu finden, fragt Peer A anschließend alle bekannten Server (in diesem
Beispiel nur Server Y) nacheinander ab und versucht von allen Quellen die Datei herun-
terzuladen.
Der große Vorteil von solchen Systemen ist, dass Nutzer sich leicht finden. Das Auf-
finden von Servern ist durch diverse Tools und Listen im Internet ebenfalls ein einfacher
Vorgang. Auf den ersten Blick scheint diese Struktur empfindlicher gegenüber einem
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Eingreifen von außen – wenn man als Vergleichsbasis komplett dezentrale Systeme her-
anzieht. Ein zentrales P2P-Netzwerk, wie das eDonkey Netzwerk, funktioniert ohne Ser-
ver nicht. Um Quellen für eine Datei zu finden, muss ein User zumindest einmal auf ei-
nem Server eingeloggt gewesen sein. Durch die große Anzahl von existierenden Servern
ist die Gefahr, dass alle Server abgeschaltet oder angegriffen werden, sehr gering. Als
weiterer Vorteil kommt hier hinzu, dass die Serversoftware frei verfügbar ist und damit
jeder die Möglichkeit hat, einen Server aufzusetzen. Diese Möglichkeit wird von vielen
Usern mit Breitbandverbindungen zum Internet (DSL, Kabel) rege genutzt. Dadurch ent-
stehen viele voneinander unabhängige Server als Basis des Netzwerkes. Ähnliches gilt
für Direct Connect, die Software zum Betreiben eines Servers - hier als Hub bezeichnet
- ist ebenfalls frei verfügbar. Dadurch entstehen viele privat betriebene Hubs, vornehm-
lich im universitären Umfeld wo die verfügbare Bandbreite meist deutlich größer ist.
Die aufgezeigte Struktur und Verteilung der Server erschwert ein gerichtliches Vor-
gehen der Musikindustrie wie bei Napster und macht es fast unmöglich, dass gesam-
te Netzwerk durch Angriffe abzuschalten oder zu beeinträchtigen. Allerdings gehen
Musikverbände wegen Copyright-Verstößen zunehmend gegen die Server mit großen
Nutzerzahlen vor [25]. Als Folge werden breitbandig angeschlossenen Server mit stati-
scher IP-Adresse langsam weniger.
2.3 Die Praxis
Um die Nachteile des verwendeten Systems zu verbessern und um die Vorteile anderer
Systeme nutzen zu können, sehen die Clients und P2P-Netzwerke in der Praxis oft etwas
anders aus als die ursprünglich verwendeten reinen dezentralen oder zentralen Systeme.
Um Segmentierung zu vermeiden und die Geschwindigkeit bei der Suche nach Da-
teien und Friends zu verbessern, hat Gnutella, als Vertreter von dezentralem P2P, so ge-
nannte Hostcaches eingeführt, welche den Anschluss an das Gnutella Netzwerk deutlich
erleichtern und beschleunigen. Des weiteren findet man Ultrapeers, Rechner mit hoher
Kapazität an Bandbreite, der andere Peers (so genannte Leafnodes) vor der Nachrichten-
flut im Gnutella Netzwerk schützt.
User, die sich in das FastTrack Netzwerk einloggen wollen, benutzen dazu einen Ga-
teway. Dieser leitet den User dann an einen Supernode weiter, der in der Funktion dem
Ultrapeer von Gnutella ähnelt. Allerdings ist FastTrack auch ohne den Gateway funkti-
onsfähig, wenn auch das ganze System dadurch chaotischer werden würde (vgl. [10]).
Somit wurde für die ursprünglich dezentralen Gnutella und FastTrack Netzwerke
quasi eine zentrale Komponente entworfen. Jedoch scheinen sich die Systeme nicht kom-
plett darauf zu stützen und könnten auch unter Einbußen von Geschwindigkeit und
Ordnung darauf verzichten.
Overnet funktioniert zwar grundlegend wie die ursprünglichen dezentralen P2P-
Netzwerke, verbindet sich allerdings auch zu den vielen Peers des eDonkey-Netzwerkes
und stützt sich somit indirekt auf ein zentrales P2P-System. Außerdem speichert jeder
Client eine Tabelle von ihm bekannten Clients und eine weitere Tabelle mit den freigege-
benen Dateien dieser Clients (die so genannte distributed hashtable). Weitere Verbesserun-
gen gegenüber FastTrack und Gnutella sind im Bereich des Sharings zu finden. So wird
wie bei eDonkey und seinen Clones über jede Datei ein 128–Bit Hashwert erzeugt und
Dateien stets anhand dieses Hashwertes identifiziert. Damit funktionieren so genannte
eDonkey–Links auch für Overnet und es kann auf ein enormes Potential an Webseiten
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mit solchen Linksammlungen zurückgegriffen werden. Aus diesem Grund erfreut sich
Overnet stetig wachsender Beliebtheit.
Die Entwicklung des eDonkey-Netzwerkes wurde in der vergangenen Zeit besonders
durch den Client eMule vorangetrieben. Eine der eingesetzten Neuerungen ist der Quel-
lentausch zwischen einzelnen Peers. Hat man einen Peer gefunden, der eine gesuchte
Datei freigegeben hat, kann man ihn nach allen ihm bekannten Quellen dieser Datei fra-
gen. Da ein Client eine Datei bereits freigibt, wenn er selbst noch am Herunterladen ist
und damit weitere Quellen kennt, funktioniert dieses System recht gut.
Diese Beispiele sollen verdeutlichen, dass man sich zwar weiterhin auf die beiden
Grundsysteme stützt, dennoch mit optionalen Erweiterungen deutliche Verbesserungen
erreicht. Die Ergebnisse dieses Entwicklungsprozesses ähneln sich dabei deutlich mehr
als die ursprünglichen Ansätze.
Es entwickeln sich auch immer mehr Clients, die mehrere P2P-Netzwerke gleichzei-
tig unterstützen (so genannte Hybride). Das bekannteste Beispiel der jüngsten Vergan-
genheit ist die neue Version von eDonkey2000. Die seit Anfang 2003 erhältliche Hybrid-
Version unterstützt das eDonkey- sowie das Overnet-Netzwerk und erfreut sich dadurch
wieder wachsender Beliebtheit.
Ein Vorreiter im Bereich der Hybriden Clients ist mldonkey. Dieser Client unter-
stützt derzeit eine Vielzahl von P2P-Netzwerken, eDonkey, Gnutella, Overnet, FastTrack,
OpenNap und Direct Connect, um nur einige zu nennen.
Das bedeutet aus Anwendersicht eine Aufsummierung der Vorteile und ein Mini-
mieren der Nachteile zwischen den einzelnen P2P-Netzwerken in nur einem Client. Aus
Provider– beziehungsweise Adminstratorensicht bedeuten solche Hybride aber auch ein
signifikantes Ansteigen des anfallenden Datenverkehrs sowie der offenen Verbindun-
gen. Dieser Umstand wird durch höhere Downloadraten des Clients und ein Ansteigen
des notwendigen Signalisierungsverkehrs verursacht.
2.4 Sicherheitsaspekte
Filesharing stellt immer ein gewisses Sicherheitsrisiko dar. Das Hauptrisiko geht im all-
gemeinen von den folgenden drei Punkten aus:
1. Von der installierten P2P-Software
Es werden hier oftmals Mechanismen eingesetzt um Werbung einzublenden. Teil-
weise wird gar Spyware oder ähnliches mit installiert (z.B. bei KaZaA vgl. [9]).
2. Von heruntergeladenen Daten
Man weiß vor dem Herunterladen nicht, ob eine Datei den Inhalt hat, den man
erwartet. Nicht selten kursieren so genannte Fakes von beliebten Daten, die neben
Datenmüll oft Viren, Würmer oder Trojanische Pferde enthalten [26].
3. Von Ports der P2P-Software
Um Daten austauschen zu können, muss die P2P-Software meist Ports öffnen, je-
der offene Port ist aber ein potentielles Sicherheitsrisiko, da er einen möglichen
Angriffspunkt darstellt.
Oftmals sind sich Anwender von P2P-Tauschbörsen dieser Risiken nicht bewusst und
öffnen somit Angreifern Tür und Tor. Die angebotenen Tauschbörsen-Clients bieten im-
mer mehr Funktionalität wie beispielsweise integrierte Webserver. In Firmen könnten
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durch einen schlecht eingerichteten Client vertrauliche Daten ausspioniert oder durch
eingeschleppte Viren sogar vernichtet werden [12].
Es soll den Administratoren ein Werkzeug gegeben werden, um diese Gefahren in
sensiblen Umgebungen einzugrenzen und Filesharing in bestimmten Netzwerken kom-
plett zu untersagen. Mit Hilfe einer restriktiven Firewall und IPP2P können somit zumin-
dest Maßnahmen gegen die oben aufgeführten Punkte zwei und drei ergriffen werden.
2.5 Rechtliche Aspekte
Die angebotenen Daten in P2P-Netzwerken sind oftmals urheberrechtlich geschützt, Her-
unterladen solcher Daten kann somit als unrechtmäßiges Anfertigen einer Kopie be-
trachtet werden und wie jüngsten Klagewellen der Musikindustrie gegen Tauschbörsen-
nutzer in den USA zeigen, werden dieses Vergehen zunehmend verfolgt und geahndet.
Nicht in jedem Netzwerk ist im Nachhinein feststellbar, wer möglicherweise illegale Da-
ten bezogen oder zur Verfügung gestellt hat, deswegen ist es notwendig die Verwendung
von solchen P2P-Netzwerken komplett untersagen zu können, um sich vor rechtlichen
Konsequenzen zu schützen.
Im Fall von Napster hat die Musikindustrie von den Betreibern des Napster-Dienstes
verlangt, Filter zu installieren, um den Tausch von Copyright-geschütztem Material zu
unterbinden. Der damals verfolgte Ansatz, nach Zeichenketten im Dateinamen zu fil-
tern, könnte zumindest für die HTTP-basierten P2P-Netzwerke auch auf Firewall-Ebene
implementiert werden. Durch die absichtliche Verwendung von Tippfehlern wurden die
Sperren damals jedoch leicht umgangen. Heute kann man Dateien anhand von Hashwer-
ten relativ sicher identifizieren und somit auch auf deren Verbreitung über Tauschbörsen
durch Firewalls Einfluss nehmen. Allerdings bleibt offen, wer die Liste mit Hashwerten
erstellt und wie sich die Verwendung solcher riesigen Datenmengen auf die Performance
einer Firewall auswirken würde.
Hier ist weiterer rechtlicher Aspekt zu beachten, da mittels IPP2P auf den Inhalt von
Paketen zugegriffen wird, also auf übertragene Anwendungsdaten. In Abschnitt 3.3 auf
Seite 18 dieser Arbeit wird auf diese Thematik in Bezug auf ein Verletzen der Privatsphä-
re näher eingegangen.
Kapitel 3
Konzeption und Verfahren
Wie bereits erwähnt, sind die oftmals eingesetzten statischen, Port-basierten Filterregeln
bei weitem nicht ausreichend, um den P2P-Datenverkehr sicher einzuschränken. Zum
anderen sind eine Großzahl von Filterregeln nötig, um sämtliche bekannte Standard-
Ports der gängigen Tauschbörsen abzudecken. Zusätzlich ist das Risiko für Fehleinord-
nungen relativ hoch – Tauschbörsen verwenden als Standard-Ports frei verfügbare Ports,
die auch von beliebigen anderen Anwendungen benutzt werden könnten. Viele Tausch-
börsen-Clients gestatten ebenfalls ein Ändern des verwendeten Ports auf beliebige Werte
und empfehlen sogar die Ports von anderen nicht gefilterten Anwendungen wie Port 80
für HTTP-Verkehr. Als Konsequenz sind statische, Port-basierte Filter gegen findige P2P-
Nutzer wirkungslos.
Aus diesen Gründen musste also für IPP2P ein anderer Weg eingeschlagen werden.
Es lag nahe, die Kommunikation von einzelnen Peers in P2P-Netzwerken zu untersu-
chen, um sich wiederholende, eindeutige Muster herauszufinden. Diese bildeten den
Ansatzpunkt – IPP2P durchsucht den Inhalt von TCP-Paketen nach den spezifischen
Merkmalen der einzelnen Tauschbörsen und betreibt demnach Layer-7-Firewalling.
3.1 Grundlagen von Layer-7-Firewalling
Firewalls verbinden gesicherte mit ungesicherten Netzwerken und bieten Filtermöglich-
keiten anhand des passierenden Datenstroms an diesen Übergangspunkten. Die Aufga-
be von Firewalls besteht im Schutz eines Netzwerkes vor unberechtigten Zugriffen von
außen sowie der Überwachung des Datenverkehrs zum Erstellen von Zugriffsstatistiken,
Verbindungsanalysen nach Diensten oder Nutzern und Aufdecken von Einbruchsversu-
chen auf die Firewall selbst oder durch sie hindurch. Darüber hinaus können Firewalls
dazu verwendet werden, festzulegen, welche Dienste (FTP, HTTP, POP, SMTP, . . . ) von
Computern im geschützten Netzwerk nach außen angeboten werden und auf welche
Dienste in ungeschützten Netzwerken vom geschützten Netzwerk aus zugegriffen wer-
den darf. Dazu unterscheidet man verschiedene Arten von Zugriffskontrollsystemen:
Paketfilter, Circuit Level Proxys, Application Level Gateways und dynamische Paketfil-
ter.
Paketfilter filtern Pakete anhand von Sende– und Empfangsadressen, des Netzwerk-
protokolls, der Protokollports oder spezieller Bitmasken (z.B. Werte der TOS oder TTL
Oktetts). Dazu verwenden Paketfilter meist die Informationen der OSI Schicht 3 (Net-
work Layer - Netzwerkschicht) beispielsweise unter Linux im Fall von iptables. Aller-
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dings können Paketfilter auch in anderen Schichten angesiedelt sein, wie unter anderem
ebtables als Filter in OSI Schicht 2 (Data Link Layer - Sicherungsschicht) zeigt. Des weite-
ren können Paketfilter dazu verwendet werden, Routingentscheidungen zu treffen und
ermöglichen somit Network Address Translation (NAT), da die notwendigen Informa-
tionen wie Portnummern oder Sende– und Empfangsadressen bereits mit dem ersten
Paket verfügbar sind.
Ein Application Level Gateway ist ein speziell konfigurierbarer Rechner, über den
die gesamte Kommunikation zwischen dem zu schützenden und dem unsicheren Netz
stattfindet. Ein Application Level Gateway arbeitet im Gegensatz zum Paketfilter auf der
Anwendungsschicht (OSI Schicht 7), dass heißt die Kontrolle der Kommunikationsbe-
ziehungen findet auf Anwendungsebene statt. Für jeden Dienst (Telnet, FTP, . . . ) werden
Security Proxys eingeführt, die den direkten Zugriff auf den Dienst verhindern. Hier-
bei bestehen die Möglichkeiten einer ausführlichen Protokollierung (Audit) und einer
Benutzer-bezogenen Authentisierung für die unterschiedlichen Dienste. Dabei bedarf es
keiner Modifikation der Client-Software.
Circuit Level Proxys stellen Vermittlungsstellen dar, es wird keine durchgehende Ver-
bindung zwischen dem sicheren und unsicheren Netzwerk zugelassen. Verbindungen
werden immer zum Circuit Level Proxy aufgebaut, welcher gegebenenfalls seinerseits
eine weitere Verbindung zum eigentlichen Zielsystem erstellt. Anschließend vermittelt
er zwischen den beiden offenen Verbindungen. Ein weit verbreiteter Circuit Level Proxy
ist der SOCKS Proxy. Dieser kann zum Einsatz kommen, wenn für einen Dienst kein
Application-Layer-Gateway verfügbar ist, der Dienstanbieter aber dennoch die Socks-
Funktionalität implementiert hat. Hierfür wird eine Anpassung der Client-Software an
den SOCKS Proxy notwendig.
Dynamische Paketfilter, die oft auch als Stateful Packet Filter bezeichnet werden, ar-
beiten sowohl in der Netzwerkschicht als auch in der Anwendungsschicht. Dabei wer-
den Pakete auf Netzwerkebene entgegen genommen, von dynamischen Analysemodu-
len untersucht und gegenüber einer Zustandstabelle abgeglichen. Die Fähigkeiten eines
dynamischen Paketfilters hängen dabei insbesondere von den Analysemodulen ab, wel-
che den Inhalt von Paketen beispielsweise auf bekannte Muster untersuchen (pattern
matching). Auf diesem Weg lassen sich Protokolle wie etwa H.323 identifizieren und
entsprechende zusätzliche Filterregeln anwenden, die über die Funktionalität von einfa-
chen Paketfiltern hinaus gehen.
Unter Layer-7-Firewalling versteht man generell das Auswerten von Anwendungs-
daten durch eine Firewall in OSI Schicht 7. Dabei werden Daten extrahiert und ausge-
wertet, um Anwendungsprotokolle zu erkennen und eine gesonderte Behandlung von
bestimmten Paketen zu ermöglichen. Firewalls müssen sich einer Vielzahl von Aufgaben
sowie unterschiedlichen Protokollen stellen. Dazu ist es oftmals nötig, Verbindungen zu
erkennen und Zusammenhänge zwischen Paketen herstellen zu können. Die Verknüp-
fung von Paketfilterung und Layer-7-Firewalling hilft modernen Firewalls bei diesen
Aufgaben.
3.2 Umsetzung für Peer-to-Peer Netzwerke
Verwendet man netfilter/iptables als Firewall, kann jedes Matchmodul den gesamten
Inhalt des IP-Paketes als Pointer sowie die IP-Optionen (Quell-IP, Ziel-IP, Paketlänge,
TTL, . . . ) erhalten. Die Auswertung bleibt dem Matchmodul selbst überlassen, um an
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die Daten der Schicht 7 heranzukommen, ist es notwendig das Transport Protokoll (TCP,
UDP, . . . ) zu ermitteln und den Protokoll-Header zu überspringen. Anschließend kann
man auf die Nutzdaten des Paketes zugreifen.
Zum Auffinden von Daten wird im Allgemeinen nun nach bestimmten Mustern oder
Zeichenketten gesucht. Dazu kann man sich im Fall von netfilter jeglicher Mittel bedie-
nen, die Programmierern im Kernelmodus zur Verfügung stehen - beispielsweise Byte-
Vergleiche, String-Matches oder auch reguläre Ausdrücke. Unter [27] findet man ein Pro-
jekt, dass sich ausschließlich dem Filtern in OSI Schicht 7 mit netfilter widmet. Man fin-
det einen Überblick über die verschiedenen unterstützten Protokolle, einige Filter für
P2P-Protokolle beruhen dabei auf Informationen aus dem IPP2P Quellcode.
Layer-7-Firewalling dient als Grundlage für IPP2P, die verwendeten Eigenschaften
der Daten aus Schicht 7 sollen nachfolgend beschrieben werden. Dabei wird kein An-
spruch auf Vollständigkeit erhoben, vielmehr soll ein Überblick über die verwendeten
Muster gegeben werden. Tauschbörsen benutzen häufig nicht nur TCP, sondern auch
UDP für den Signalisierungsverkehr. Allerdings untersucht IPP2P ausschließlich TCP-
Pakete, UDP wird gänzlich ignoriert. Dies ist eine Design-Entscheidung, die im Rahmen
dieser Arbeit aus folgenden Gründen getroffen wurde:
• Viele geschwindigkeitsrelevante Anwendungen (Echtzeitanwendungen wie etwa
Videokonferenzen oder IP-Telefonie) verwenden UDP als Übertragungsprotokoll.
Ein gemeinsamer Filter könnte zusätzliche Latenzzeiten verursachen, was sich nach-
teilig für die Qualität dieser Anwendungen auswirkt. Der Filter soll jedoch Anwen-
dungen bis auf Tauschbörsen so wenig wie möglich beeinflussen.
• Es sollen primär die eigentlichen Datendownloads klassifiziert werden, diese ver-
wenden ausschließlich das TCP-Protokoll.
• Eigene Untersuchungen mit Overnet und eMule zeigten, dass UDP etwa 2% des an-
fallenden Datenvolumens und 10% der Paketanzahl ausmachen. Dies ist ein relativ
geringer Anteil, ein funktionierender TCP-Filter hatte demnach Vorrang.
• Sollte dennoch Bedarf an einem Filter für UDP bestehen ist es möglich, eine eigen-
ständige netfilter-Erweiterung nach dem Prinzip von IPP2P jedoch ausschließlich
für UDP zu entwerfen. Damit wäre dem Administrator selbst überlassen, ob und
wann er diese einsetzen will.
Es existiert innerhalb des Kernel-Moduls von IPP2P für jedes P2P-Netzwerk eine ei-
gene Funktion zur Mustererkennung. Die Funktionen können in Filterregeln einzeln per
Parameter aktiviert werden. Dadurch wird die Integration von weiteren Tauschbörsen
erleichtert und bestehender Code zur Mustererkennung vor versehentlichen Änderun-
gen geschützt. Die verwendeten Muster werden nachfolgend beschrieben.
FastTrack
Als erstes Netzwerk wurde das beliebte FastTrack-Netzwerk untersucht. Jedoch stellte
sich heraus, dass für die Kommunikation zu den Supernodes ein verschlüsseltes Pro-
tokoll zum Einsatz kommt. Dabei traten keine Merkmale auf, die zu einer eindeutigen
Identifikation verwendet werden konnten, Supernode-Traffic wie Suchanfragen, Peer-
Listen und ähnliches wird demzufolge von IPP2P nicht erkannt. Diese Tatsache erklärt
den relativ geringen Unterschied der Trefferquote zwischen den beiden Filtern --kazaa
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und --kazaa-data, zu dieser Thematik sind in Abschnitt 4.6.2 ab Seite 31 Informatio-
nen zu finden.
Die Signalisierung zwischen Peers erfolgt, im Gegensatz zur Supernode-Signalisierung,
mittels einem unverschlüsselten, HTTP-ähnliches Protokoll. Als universelles Merkmal
für die Klartext-Signalisierung gilt, dass diese Pakete mit den Hex-Zeichen 0x0d0a (als
\r\n interpretiert) enden. Weiterhin beginnen solche Pakete mit einem von vier verschie-
denen bekannten Steuerbefehlen:
• GIVE – als Indikator einer erfolgreich aufgebauten Verbindung
• GET /.hash= – als die Hashwert-bezogene Downloadanweisung
• GET /fileID – als ID-basierende Downloadanweisung
• GET /.message – zum Austausch von Chatnachrichten
IPP2P sucht lediglich nach “GIVE“ und “GET /“, um alle Befehle abzudecken. Beginnt
ein Paket mit GET / ist noch eine weitere Bedingung zu erfüllen: die Hex-Werte 0x0d
0x0a direkt gefolgt von X-Kazaa-Username: müssen ebenfalls vorkommen, um ein
erfolgreichen Treffer zu erzielen. Ein komplettes Klartext-Paket mit einer Downloadan-
frage sieht dann etwa wie folgt aus:
GET /.hash=d0633f1bfdd0fde48cf351ef8c541b67567426dd HTTP/1.1\r\n
Host: 10.0.0.1:1214\r\n
UserAgent: KazaaClient Oct 18 2002 01:57:14\r\n
X-Kazaa-Username: Unitest\r\n
X-Kazaa-Network: Kazaa\r\n
X-Kazaa-IP: 10.1.1.2:2647\r\n
X-Kazaa-SupernodeIP: 10.2.2.3:1715\r\n
Connection: close\r\n
X-Kazaa-XferId: 11312345\r\n
X-Kazaa-XferUid: ytCcDgo+3sTohNl2+1Y2jYkCY6NwCA=\r\n
\r\n
Zusätzlich kommt im FastTrack-Netzwerk das UDP-Protokoll zum Einsatz um fest-
zustellen, ob ein Supernode erreichbar ist. Dazu werden UDP-Pakete ausgetauscht, be-
vor versucht wird die eigentliche, verschlüsselte TCP-Verbindung aufzubauen. Dieser
Mechanismus wäre möglicherweise ein Ansatzpunkt für zukünftige Filter, damit der Si-
gnalisierungsverkehr zu den Supernodes ebenfalls klassifiziert werden kann.
Gnutella
Gnutella ist, wie FastTrack, ebenfalls ein HTTP-basiertes Protokoll. Jedoch ist sämtliche
Signalisierung unverschlüsselt, was ein Erkennen des gesamten Datenverkehrs möglich
macht. Wie bei FastTrack enden diese Pakete ebenfalls mit den beiden Oktetts 0x0d und
0x0a. Darüber hinaus beginnen Gnutella-Pakete mit einem Steuerbefehl wobei folgende
Befehle bekannt sind:
• GNUTELLA CONNECT/ – zum Verbindungsaufbau
• GNUTELLA/ – als Antwortmöglichkeit
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• GET /get/ – als Downloadanweisung
• GET /uri-res/ – als Downloadanweisung für Dateisegmente
Pakete mit einem der beiden GET Befehle enthalten weiterhin mindestens eine Zeichen-
folge der Form von den Hex-Werten 0x0d 0x0a direkt gefolgt von X-Gnutella-. Ein
Gnutella-Paket mit einer Aufforderung zum Verbindungsaufbau sieht etwa folgender-
maßen aus:
GNUTELLA CONNECT/0.6\r\n
User-Agent: Morpheus 3.0.2.9 (GnucDNA 0.9.1.5)\r\n
X-Ultrapeer: True\r\n
X-Leaf-Max: 200\r\n
X-Query-Routing: 0.1\r\n
Uptime: 0D 00H 00M\r\n
\r\n
Darüber hinaus besteht das Gnutella-Protokoll aus einem zweiten Teil, der nicht an
HTTP angelehnt ist. Dieser wird benutzt, um beispielsweise Queries abzusenden und
Antworten darauf zu empfangen. Da jedoch immer die oben beschriebene Signalisie-
rung vorangeht und somit der Gnutella-Verkehr an dieser Stelle bereits klassifiziert ist,
genügen für IPP2P die schon aufgeführten Merkmale. UDP-Verkehr wurde in der aktu-
ellen Version 0.6 des Gnutella-Protokolls nicht entdeckt.
Direct Connect
Im Gegensatz zu den bisher aufgeführten Protokollen basiert die Signalisierung bei Di-
rect Connect nicht auf HTTP. Als grundlegende Eigenschaft stellte sich heraus, dass alle
Signalisierungspakete mit dem Hex-Wert 0x24 (entspricht nach ASCII dem Zeichen “$“)
beginnen und mit 0x7c (entspricht “|“) enden. Weiterhin folgt nach 0x24 ein Befehl,
wobei die hier aufgeführten Befehle durch IPP2P erfasst werden:
• Lock – Verbindungsaufforderung des HUBs zum Peer
• Key – Verbindungsaufforderung des Peers zum HUB
• Hello – als Verbindungsbestätigung
• MyNick – Verbindungsanforderung zwischen Peers
• Search – als Suchanfrage
• Send – als Downloadanweisung
Es existieren weitere Befehle, die aber einen Verbindungsaufbau voraussetzen und da-
mit bereits durch die oben aufgeführten Befehle klassifiziert worden sind. Ein Paket kann
auch mehrere Befehle enthalten, diese werden dann einfach am Ende des Paketes ange-
fügt. UDP-Verkehr ist während der Untersuchungen zu Direct Connect nicht beobachtet
worden. Allerdings bietet das Direct Connect Protokoll zumindest die Möglichkeit eini-
ge Befehle wie PING oder SR (Rückgabe der Ergebnisse von Suchanfragen) mittels UDP
bei der Kommunikation zwischen Peers zu übertragen.
KAPITEL 3. KONZEPTION UND VERFAHREN 17
eDonkey
Das eDonkey-Netzwerk verwendet kein Klartext-Protokoll, vielmehr beginnt jedes Pa-
ket der Signalisierung mit einem eDonkey-Header. Dieser besteht aus einer Protokoll-
Identifikation (hier als ID bezeichnet), der Befehlslänge (LEN) und dem Befehl (C). Be-
trachtet man ein eDonkey-Paket als Hex-Dump, beginnt es etwa so:
e3 4a 00 00 00 01 10 77 2b 46 72 ... || Paketinhalt
|ID| LEN |C | || Headeraufbau
| eDonkey-Header | eDonkey-Nutzdaten || Paketaufbau
Das ID-Oktett repräsentiert verschiedene Protokoll-Versionen. Dabei ist 0xe3, wie hier
im Beispiel angegeben die gebräuchlichste und steht für das ursrpüngliche eDonkey-
Protokoll. Als Erweiterung existiert zum Beispiel 0xc5 für die Neuerungen, die der be-
liebte eMule-Client mitbrachte. Die Verbesserungen im Queue-Ranking-System sollen
hier stellvertretend als eine der Neuerungen von eMule genannt werden.
Anschließend folgt die Befehlslänge codiert in vier Oktetts, dies erscheint großzügig
dimensioniert, da jedoch neben der Signalisierung auch Datenübertragungen, die sich
über mehrere Pakete erstrecken können, durch die Befehlslänge beschrieben werden,
kann dieser Wert recht groß werden. Somit hat der Befehl aus dem oben angeführten
Beispiel die Länge 4a 00 00 00, dies entspricht einem Dezimalwert von 74. Dieser
Wert beschreibt also die Länge der Nutzdaten des aktuellen Befehls plus ein Byte für
den Befehl selbst.
Als letztes Oktett des eDonkey-Headers steht der Steuerbefehl. Dabei kennt dieses
Protokoll eine Vielzahl von Befehlen, die wichtigsten werden nachfolgend aufgeführt.
Dabei sind nicht alle aus der Sicht von IPP2P von Bedeutung, denn es gibt so genannte
Befehlsketten, also feste Folgen von Befehlen, wo es für IPP2P genügt den ersten Befehl
zu erkennen.
• 0x01 – “Hello“ – zum Verbindungsaufbau
• 0x4c – “Hello-Answer“ – Bestätigung des Verbindungsaufbaus
• 0x58 – “File-Request“ – Dateianfrage
• 0x59 – “File-Request-Answer“ – Antwort auf die Dateianfrage
• 0x4f – “File-Status-Request“ – Dateistatusanfrage
• 0x50 – “File-Status“ – Dateistatus
• 0x47 – “File-Segment-Request“ – Dateisegmentanfrage
• 0x46 – “Sending-File-Segment“ – übertrage Dateisegment
Für IPP2P sucht nach einer Reihe von Steuerbefehlen, wobei 0x01 die größte Bedeutung
zukommt, die hier nicht komplett aufgeführt werden soll. Interessenten sein auf den
Quelltext von IPP2P verwiesen, wo in der Funktion search_all_edk die komplette
Liste zu finden ist.
Eine weitere Eigenschaft des eDonkey-Protokolls besteht darin, mehrere Befehle in
ein Paket zu verpacken. Durch die Angabe der Befehlslänge weiß man, wann ein Befehl
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endet, der nächste Befehl fängt wieder mit dem eDonkey-Header an. Oft werden ver-
schiedene File-Request-Anfragen beziehungsweise Antworten darauf in ein Paket ver-
packt. Eine Mischen von Befehlen des eDonkey- und eMule-Protokolls in einem Paket
sind ebenfalls möglich. Im eDonkey-Netzwerk treten ebenfalls eine Vielzahl von UDP-
Paketen auf, der Anteil variiert je nach verwendetem Client.
BitTorrent
Das bereits erwähnte Distributionssystem BitTorrent verwendet ein relativ leicht iden-
tifizierbares Signalisierungsprotokoll. Der von IPP2P eingesetzte Filter sucht am Pake-
tanfang nach dem hex-Wert 0x13, welcher jedem BitTorrent Signalisierungspaket vor-
angeht. Anschließend folgt der String “BitTorrent protocol“. Sind beide Kriterien
erfüllt, markiert IPP2P das Paket als BitTorrent Paket. UDP-Pakete traten während den
Untersuchungen zu BitTorrent nicht auf.
Anmerkungen
Um möglichst viele Treffer mit wenigen Suchbefehlen zu erzielen, wurde IPP2P während
der Testphasen im Rechenzentrum der Universität Leipzig um etliche Debugfunktio-
nen ergänzt. Diese suchten in nicht-klassifizierten Paketen nach den oben beschriebenen
grundlegenden Eigenschaften der P2P-Netzwerke und gaben den Inhalt von ähnlichen
Paketen aus. Durch die Analyse dieser Pakete konnten für Direct Connect und insbeson-
dere für eDonkey etliche neue Steuerbefehle entdeckt werden, die von den eigentlichen
Filterfunktionen IPP2Ps zu diesem Zeitpunkt noch nicht erkannt wurden. In den offiziell
verfügbaren Versionen von IPP2P wurden die Debugfunktionen wieder entfernt.
3.3 Schwachstellen
Mit Layer-7-Firewalling allgemein und den von IPP2P eingesetzten Filtern gehen einige
Schwächen einher, die an dieser Stelle nicht unerwähnt bleiben sollen.
Privatsphäre
Mit dem Auslesen der Nutzdaten eines Paketes dringt man auf gewisse Weise auch in
die Privatsphäre des Nutzers ein – selbst wenn dies unter Umständen zu seinem Vorteil
ist. Jedoch gibt es für Pakete, die durch Weitverkehrsnetze übertragen werden, nichts
Vergleichbares wie das Postgeheimnis für Briefpost und Telefonanschlüsse. Das Internet
ist ein offenes Netz, in dem es nötig ist, gewisse Informationen aus jedem Paket zu extra-
hieren, um beispielsweise Routingentscheidungen zu treffen. Es liegt bei den Endpunk-
ten einer Verbindung selbst, für Abhörsicherheit zu sorgen. Modernen Anwendungen
stehen dazu eine Vielzahl von fertigen Maßnahmen zur Verfügung, etwa SSL um ein
bekanntes Beispiel zu nennen.
Im Fall von IPP2P werden die extrahierten Informationen weder gespeichert noch
wird der einzelne Anwender personifiziert, es kommt lediglich zu einer Entscheidung
über die weitere Behandlung des entsprechenden Paketes. Dies entspricht der üblichen
Vorgehensweise von Firewallsystemen.
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Protokolländerungen
Das eingesetzte Verfahren beruht auf dem Wissen über die derzeit eingesetzten Protokol-
le der einzelnen P2P-Netzwerke. Sollten sich der verwendeten Signalisierungs-Protokolle
ändern, greift der Filter natürlich nicht mehr. Werden die übertragenen Daten verschlüs-
selt oder komprimiert, ist ein Layer-7-Filter machtlos, wenn man keine gravierenden
Performance-Einbrüche hinnehmen will.
Jedoch sind die verwendeten Protokolle recht stabil, Änderungen treten selten auf.
Für die freien P2P-Netzwerke wie eDonkey und Gnutella macht dies wenig Sinn, da kei-
ne zentrale Komponente die verwendete Protokoll-Version überprüfen kann. Es würde
zu einer Segmentierung des Netzwerkes kommen. Anders sieht es bei den proprietä-
ren P2P-Netzwerken wie beispielsweise FastTrack aus, hier sind Protokolländerungen
denkbar und aus Sicht des Betreibers manchmal sinnvoll, um ungewollte Clone der Cli-
entsoftware auszusperren.
Im allgemeinen kommen aber eher Erweiterungen des vorhandenen Protokolls zum
Einsatz, wie das Beispiel von eMule aufzeigt. Hier wird grundlegend das eDonkey-
Protokoll benutzt, aber zur Performance-Steigerung noch Erweiterungen eingesetzt.
Fehlklassifikationen
Es kann generell zu Fehlklassifikationen bei Layer-7-Firewalling kommen. Diese ent-
stehen, wenn Pakete mit ähnlichem Inhalt übertragen werden und wenn das gesuchte
Muster zu ungenau oder nicht sorgfältig implementiert ist. Weiterhin hängt dies von
den Möglichkeiten zur Auswertung der Informationen ab, teilweise genügen String-
Vergleiche oder reguläre Ausdrücke alleine nicht (vgl. eDonkey-Pattern von [27]).
Die Summe der in Abschnitt 3.2 beschriebenen Merkmale macht Fehlklassifizierun-
gen durch IPP2P unwahrscheinlich. Um dies zu überprüfen wurde die jeweils aktuelle
Version ausgiebig an einem Link ohne P2P-Datenverkehr getestet. Dabei trat kein ein-
ziger falscher Treffer auf. Dennoch sind Fehlklassifizierungen durchaus denkbar, bei-
spielsweise während der Übertragung von Mitschnitten einer P2P-Verbindung ist dies
denkbar. Dieses Risiko ist mit herkömmlichen Mitteln nicht gänzlich ausschließbar. Es
wurde jedoch versucht, solche Merkmale in die Filter einfließen zu lassen, die Fehltreffer
unwahrscheinlich machen.
Unvollständigkeit
Ein Filter in Schicht 7 setzt eine bestehende Verbindung voraus, dies bedeutet, dass
einerseits alle Pakete vor dem ersten Treffer nicht gefiltert werden können. Markiert
man im Fall eines Treffers durch IPP2P die Verbindung, werden alle nachfolgenden
P2P-Pakete sicher klassifiziert. Da den eigentlichen Dateidownloads durch Tauschbör-
sen P2P-Signalisierung vorangeht, können diese mit dem entwickelten Filter und der
Verwendung von Verbindungsmarkierung effizient behandelt werden.
Wird IPP2P in einer Routerkonfiguration eingesetzt, kann andererseits keine Routin-
gentscheidung mehr getroffen werden. Die verwendete Route für eine bestehende Ver-
bindung muss beibehalten werden. Dies spielt in Umgebungen mit mehreren Uplinks
häufig eine Rolle, allerdings können Routingentscheidungen nur aufgrund der Eigen-
schaften die das allererste Paket einer Verbindung enthält, getroffen werden. IPP2P funk-
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tioniert auf Linux-Routern ebenso wie auf Bridges, jedoch ist es nicht möglich, Routin-
gentscheidungen für P2P-Verkehr anhand von IPP2P Matches zu treffen.
Weiterhin setzt ein Filtern in der Applikationsschicht voraus, dass die Daten in den
Netzwerkpaketen in Reinform vorhanden sind. Werden die Nutzdaten komprimiert oder
gar verschlüsselt, hat eine Layer-7-Firewall im Normalfall keine Möglichkeit mehr, diese
Daten auszuwerten. Die Unkenntnis über die Form der Verschlüsselung oder Kompri-
mierung, die zusätzlich benötigte Rechenzeit pro Paket und damit höhere Latenz sowie
die Notwendigkeit des Zwischenspeicherns mehrerer Pakete verhindern dies.
Verarbeitungsgeschwindigkeit
Layer-7 zeigt noch einen weiteren Nachteil gegenüber statischen, Port-basierten Filterre-
geln auf: Das Durchsuchen von Paketen nach Mustern ist zeitaufwändiger als ein einfa-
ches Vergleichen der Ziel- beziehungsweise Quellportnummern. Aus diesem Grund bie-
tet IPP2P zwei Betriebsmodi für jede Tauschbörse an. Zum einen kann ein Filter mit ma-
ximaler Trefferquote (-ipp2p) verwendet werden oder für latenzkritische Umgebungen
existiert ein schnellerer Filter (-ipp2p-data), welcher jedoch ungenauere Suchmuster
benutzt. Dadurch werden von dem schnelleren Filter nicht weniger Pakete durchsucht,
vielmehr vollzieht sich der Suchvorgang pro Paket schneller.
Chain FORWARD (policy ACCEPT 734K packets, 276M bytes)
pkts bytes target prot in out
65893 6647K tcp * * ipp2p --ipp2p
1188 163K tcp * * ipp2p --ipp2p-data
Dies ist ein Vergleich der Trefferanzahl der beiden Filter auf dem selben Datenstrom.
Jedoch kann man aus der reinen Trefferanzahl von IPP2P nicht ablesen, wie viel des
realen P2P-Datenvolumens wirklich erkannt wurde, denn der Großteil der Identifikation
erfolgt anschließend über CONNMARK beziehungsweise Connection-Tracking.
Chain POSTROUTING (policy ACCEPT 139 packets, 18113 bytes)
pkts bytes target
3736813 2749268486 ACCEPT MARK match 0x1
3511307 335498930 ACCEPT MARK match 0x2
Dies ist der Ergebnis einer 24-stündigen Vergleichsmessung im Rechenzentrum, also
an realem Verkehr. Die Summe von Markierung 0x1 und 0x2 stellt die insgesamt klassi-
fizierten P2P-Daten dar, wobei 0x1 alle durch -ipp2p-data erfassten Pakete sind, alles
was darüber hinaus von -ipp2p erkannt wurde, trägt die Markierung 0x2. Man erkennt
also, dass während dieser Messung -ipp2p etwa 12% mehr P2P-Datenvolumen erfasst,
aber knapp die doppelte Paketanzahl. Somit kann der Firewall-Administrator entschei-
den, welcher Weg für seinen Verantwortungsbereich am besten geeignet ist. Im Anhang
auf Seite 71 findet man die verwendeten Regeln der Vergleichsmessung in Form eines
Shell-Scriptes wieder.
Kapitel 4
Praktische Umsetzung
In den folgenden Abschnitten werden die verschiedenen verwendeten Komponenten
des hier vorgestellten Gesamtsystems betrachtet. Weiterhin sollen Designentscheidun-
gen beleuchtet werden, die vor und während der Entwicklung von IPP2P getroffen wur-
den. Es wird näher auf die Konfiguration eines Testsystems eingegangen. Dies soll dem
Leser als grober Leitfaden für den Aufbau eines ähnlichen Systems dienen und ihm die
Installation erleichtern. Vorausgesetzt wird eine vollständige Linux-Installation, wobei
die verwendete Distribution keine wichtige Rolle spielt.
4.1 Linux
Für diese Diplomarbeit wurde ein PC (Pentium 120MHz) mit zwei Netzwerkkarten als
Versuchs– und Entwicklungsrechner zur Verfügung gestellt. Auf diesem Computer wur-
de sämtliche Software entwickelt und getestet. Die Wahl des Betriebssystems und der
eingesetzten Software lag komplett bei dem Autor dieser Diplomarbeit. Ebenso wie die
gesamte Installation und Konfiguration des Rechners.
Die Wahl des Betriebssystems fiel auf Linux [11]. Die hierbei verwendete S.u.S.E.-
Distribution [13] wurde ohne das X-Windows-System installiert. Die Hauptargumente
für den Einsatz von Linux waren:
• Administrierbarkeit per Internet
Das Betriebssystem sollte sich komplett per Fernzugriff über das Internet admini-
strieren und warten lassen. Die Secure Shell (SSH) ist zu diesem Zweck beispiels-
weise ein sicheres und einfaches Mittel.
• Keine graphische Benutzeroberfläche
Aufgrund der oftmals sehr begrenzt verfügbaren Ressourcen wie RAM und Fest-
plattenspeicher sollte ein Betriebssystem mit hoher Funktionalität installiert wer-
den, welches einen möglichst geringen Ressourcenverbrauch aufweist. Linux wur-
de deshalb ohne X-Windows und nur mit wenigen aktiven Diensten installiert.
• Verwendung von netfilter
Die Wahl der Firewall-Software viel auf die netfilter-Architektur, da mit dem in net-
filter enthaltenen iptables eine leistungsfähige, flexible, leicht zu erweiternde und
ausgereifte Software zur Verfügung steht. Derzeit ist netfilter ausschließlich für Li-
nux erhältlich.
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• Kosten
Um den in Abschnitt 1.2 genannten Voraussetzungen gerecht zu werden, ist Linux
als Betriebssystem gut geeignet da es über die benötigte Funktionalität verfügt und
dazu kostenlos erhältlich ist. Weiterhin konnte dadurch x86-Hardware verwendet
werden, welche gegenüber anderen Lösungen preisgünstig ist.
Auf diesem recht leistungsschwachen System ist die entwickelte netfilter-Erweiterung
IPP2P voll einsatzfähig, jedoch sollte man an schnellen Internetlinks auf ein leistungsfä-
higeres System (wie in Abschnitt 5.2 verwendet) zurückgreifen, um schnelle Verbindun-
gen zu filtern und dabei die Latenz nicht zu sehr ansteigen zu lassen. Für Verbindungen
mit geringen Datenraten reicht ein ähnliches System wie das Entwicklungssystem jedoch
schon vollkommen aus.
4.2 netfilter
Die netfilter-Architektur stellt eine beliebte und weit verbreitete Paketfiltersoftware für
Linux dar. Sie löste mit dem erscheinen der 2.4.x Kernelserie ihren Vorgänger ipchains
ab. In der Standardinstallation der gängigen Distributionen ist netfilter bereits enthalten.
Weiterführende Informationen findet man beispielsweise unter [1].
In der aktuellen Version umfasst netfilter eine Vielzahl von Funktionen, die von vielen
freiwilligen Helfern in der Open Source Gemeinde gepflegt werden, durch den für Linux
gebräuchlichen modularen Aufbau ist der Funktionsumfang leicht erweiterbar. Dabei
besteht netfilter aus zwei Teilen: einer Kernel-Schicht und einer Userspace-Schicht.
Die Grundlage der netfilter-Architektur bildet jener Teil, welcher im Betriebssystem-
kern abläuft und aus Kernel-Modulen besteht. Dieser Teil leistet die eigentliche Arbeit
und stellt die gesamte Filterfunktionalität zur Verfügung. Als Basis dienen drei Tabel-
len (filter, nat, mangle) in denen verschiedene Ketten (Chains) bekannt sind. Jedes Paket
durchläuft, abhängig von Quelle und Ziel des Paketes, bestimmte Tabellen und Ketten
und ist an diesen Punkten filterbar.
Der zweite Teil, iptables, wird für die Steuerung der Kernel-Module verwendet. Da-
mit läuft iptables im so genannten Userspace, ist also nicht direkt an den Kernel gebun-
den. Mittels iptables werden also die Grundeigenschaften der Firewall gesteuert und
Filterregeln aufgestellt.
Möchte man die netfilter-Architektur mit einem eigenen Modul, wie hier mit IPP2P
geschehen, erweitern, muss man also eine Erweiterung sowohl für den Kernel als auch
für den Userspace programmieren. Ein ausführliches Tutorial über den Aufbau und die
Nutzung von iptables kann man unter [2] beziehen.
Wie beim Linux-Kernel gibt es für netfilter auch einen Entwickler Strang. Hier wird
dies jedoch nicht an der Versionsnummer (2.4.x für stabile Kernel, 2.5.x für Entwickler-
kernel) festgemacht, sondern es gibt die aktuellen Patches als Komplettpaket oder ein-
zeln zum Herunterladen von der netfilter Homepage [1]. Der Strang für Entwickler wird
als Patch-O-Matic oder kurz pom bezeichnet und ist unter Downloads zu finden. Das ak-
tuelle pom-Paket lässt sich nur mit den Kernel-Versionen ab 2.4.18 verwenden und die
netfilter-Quellen müssen ebenfalls auf dem Zielsystem installiert sein.
Der Inhalt wird in mehrere Teile untergliedert, von denen jedoch nur pending, base und
extra für diese Diplomarbeit von Bedeutung sind. Unter pending versteht man Bugfixes
und Verbesserungen, die noch nicht in einem offiziellen Kernel zu finden sind, jedoch
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in einer der nächsten Versionen enthalten sein sollen. Erweiterungen für netfilter, die
problemlos zusammenarbeiten aber den pending-Teil voraussetzen, sind in base zusam-
mengefasst. Patches die nicht unbedingt zusammen mit anderen funktionieren, findet
man unter extra. Für extra werden pending und base vorausgesetzt.
Auf dem Versuchsrechner wurden alle IPv4-Patches aus den Teilen pending und ba-
se eingespielt. Des weiteren wurde der CONNMARK-Patch aus extra eingespielt. Dieser
Patch spielt zur Umsetzung der vorliegenden Diplomarbeit eine wichtige Rolle, was in
den späteren Kapiteln deutlich wird. Der bereits erwähnte CLASSIFY-Patch ist ebenfalls
unter extra zu finden und sollte an dieser Stelle, falls erwünscht, eingespielt werden.
Einige andere Patches sind sehr hilfreich zum Feintuning, hier muss der zuständige Ad-
ministrator aber selbst entscheiden was er gebrauchen kann.
Bei der Kernel-Konfiguration des Netzwerkes (Networking options → Netfilter Con-
figuration) sind dabei die neuen Optionen zu beachten und gegebenenfalls zu aktivieren.
Nach dem Einspielen und Aktivieren der Patches ist es nötig, netfilter und den Kernel
samt allen Modulen neu zu compilieren. Anschließend sollte das System bereit für den
Einsatz von IPP2P sein.
4.3 Ethernet-Bridge
Ethernet-Bridges ermöglichen eine transparente Verbindung zwischen zwei oder mehre-
ren physikalisch getrennten Ethernet-Segmenten. Dabei werden die physikalischen Zie-
ladressen (MAC-Adressen) der Ethernet-Frames von der Bridge-Logik geprüft und an
das entsprechende Segment (so genannte Ports)weitergeleitet. Durch diese gezielte Wei-
terleitung wird eine Verschmutzung der einzelnen Ports verhindert, jedes Segment emp-
fängt nur die Frames, die auch wirklich dort ankommen sollen.
Weiterhin fungiert eine solche Ethernet-Bridge absolut transparent. Sie lässt sich in
vorhandene Netzwerkstrukturen integrieren, ohne die bestehende Netzwerktopologie
verändern zu müssen. Es ist nur schwer möglich, eine vorhandene Bridge aufzuspüren.
Dies bedeutet ein zusätzliches Maß an Sicherheit gegen Angriffe für die Bridge. Wenn die
Bridge ohne eigene IP-Adresse betrieben wird, erschwert dies einen Angriffsversuch zu-
sätzlich. Es empfiehlt sich aber, der Bridge zumindest für die Konfigurations– und Test-
phase eine eigene IP-Adresse zuzuweisen. Wenn der Betrieb als stabil betrachtet werden
kann, sollte man aber wieder zum komplett IP-losen Modus (Out-Of-Band-Betrieb) für
das Bridge-Interface zurückkehren. Alternativ dazu bietet sich die Verwendung eines
weiteren Netzwerkinterfaces mit einer IP-Adresse zur Fernwartung und Administration
an. Die genannten Eigenschaften von Bridges kommen somit den Anforderungen aus
Kapitel 1.2 entgegen.
In den aktuellen Versionen des Linux-Kernels ist die Unterstützung für den Betrieb
als Ethernet-Bridge bereits enthalten. Will man allerdings die Funktionalität erweitern,
um die netfilter-Architektur auf der Bridge verwenden zu können, muss man einen
Kernel-Patch (erhältlich unter [14]) einspielen und den Kernel mit aktiviertem netfilter-
Support für die Ethernet-Bridge neu übersetzen. Dort findet man auch das Tool brctl,
welches zur Konfiguration und Administration des Bridge-Interfaces wichtig ist. Pat-
ches für Kernel ab Version 2.4.20 sollte man von [17] herunterladen, da die Entwickler
von ebtables offenbar die Pflege und Weiterentwicklung der Firewallunterstützung auf
Bridges übernommen haben.
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Daraufhin ergibt sich die Möglichkeit, Filterfunktionen wie von netfilter gewohnt auf
den Ethernet-Devices (z.B. eth0, eth1 . . . ) einzusetzen obwohl diese ein Teil des Bridge-
Interfaces (in diesem Versuchsumfeld br0) sind. Abbildung 4.1 zeigt das eingesetzte Se-
tup auf dem Versuchsrechner.
Internet DMZeth0 eth1
br0
Ethernet bridge
Abbildung 4.1: Versuchsaufbau
Das folgende Shell-Script wird bei jedem Rechnerstart ausgeführt und startet die
Ethernet-Bridge, indem es ein Bridge-Interface br0 mit den Netzwerkkarten eth0 und
eth1 als Ports erzeugt. Das Spanning Tree Protocol (STP) wird deaktiviert, da sich keine
weiteren Geräte in der Versuchsumgebung befinden, welche dieses Protokoll unterstüt-
zen.
#!/bin/bash
brctl addbr br0
brctl stp br0 off
brctl addif br0 eth0
brctl addif br0 eth1
ifconfig eth0 down
ifconfig eth1 down
ifconfig eth0 0.0.0.0 up
ifconfig eth1 0.0.0.0 up
ifconfig br0 0.0.0.0 up
Um dem Rechner in diesem Script eine IP-Adresse zuzuweisen, benutzt man anstel-
le von ifconfig br0 0.0.0.0 up nachfolgende Befehle. In diesem Fall wird dem
Bridge-Interface br0 die IP-Adresse 192.168.0.1, die Netzmaske 255.255.255.0 und als
Default Gateway 192.168.0.254 zugewiesen.
ifconfig br0 192.168.0.1 up
ifconfig br0 netmask 255.255.255.0
route add default gw 192.168.0.254
Ausführliche Informationen zur Installation und zum Einsatz von Ethernet-Bridges
gemeinsam mit netfilter findet man unter [15]. Dort ist auch eine deutschsprachige An-
leitung ebenso wie weiterführende Internet-Links zu diesem Interessengebiet erhältlich.
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4.4 Hierarchical Token Bucket
Quality of Service (QoS) kommt eine stark wachsende Bedeutung zu. Diese Entwick-
lung ging nicht spurlos an Linux vorüber, die Kernel der neueren Generationen un-
terstützen verschiedene QoS-Erweiterungen. Class-Based Queueing (CBQ) oder Clark-
Shenker-Zhang (CSZ) Algorithmus sind nur zwei Beispiele für Packet-Scheduler, die der
Linux-Kernel inzwischen standardmäßig beinhaltet. Durch verschiedene Eigenschaften
der einzelnen Packet-Scheduler empfehlen sich auch unterschiedliche Anwendungsge-
biete, abhängig von den gewünschten Ergebnissen. Im Rahmen dieser Arbeit werden die
QoS-Fähigkeiten jedoch nicht zur Bereitstellung von Dienstgüte im eigentlichen Sinne
verwendet, sondern für so genanntes Traffic-Shaping. Der P2P-Verkehr wird dabei in eine
angepasste Klasse gezwängt und somit dem restlichen Netzwerkverkehr gegebenenfalls
mehr Ressourcen in Form von Bandbreite zur Verfügung gestellt.
Die Wahl für einen geeigneten Packet-Scheduler fiel auf Hierarchical Token Bucket
(HTB), welches ab Kernel 2.4.20 standardmäßig enthalten ist. Für ältere Versionen gibt es
einen Kernel-Patch unter [3]. Um einige Fehler zu beheben, empfiehlt es sich den eben-
falls dort angebotenen Patch für Kernel 2.4.21 einzuspielen. Aktuelle Kernelversionen
beinhalten bereits eine aktualisierte Fassung von HTB. Man findet auf dieser Webseite
auch eine angepasste Version des Tools tc (traffic control), welches Voraussetzung für
die Verwendung von HTB ist. tc gehört ursprünglich zum iproute2-Paket, wurde aber
für die Verwendung von HTB erweitert. Es empfiehlt sich, tc von [3] zu verwenden, da
das aktuelle iproute2-Paket noch eine veraltete Version von tc enthält und man somit
viele Funktion von HTB nicht nutzen kann.
Die ausschlaggebenden Gründe für den Einsatz von HTB waren die relativ einfache
Konfiguration, hohe Genauigkeit des Traffic-Shapings im Vergleich zum bisherigen Stan-
dardverfahren CBQ sowie die guten Performance-Ergebnisse (vgl. [3] ’HTB3 performan-
ce analysis’). Ein weiterer Pluspunkt für HTB ist, dass CBQ nicht weiterentwickelt und
weitergepflegt wird und HTB sich als Nachfolger herauszukristallisieren scheint [16].
HTB ist, wie der Name schon suggeriert, hierarchisch aufgebaut. Dazu wird das Band-
breiten-Management durch Erstellen einer qdisc (queueing discipline) aktiviert. Auf die-
ser qdisc wird eine Wurzel-Klasse eingerichtet, von der andere Klassen abgehen können.
Ausschließlich die Blätter der entstehenden Baumstruktur können Bandbreite allokieren.
Dabei legt der Wert rate die zugesicherte Bandbreite fest. Die Summe aller rate–Werte von
Kindern sollte der rate der Elternklasse entsprechen. Nutzt eine Klasse die ihr zu Verfü-
gung stehende Bandbreite nicht aus, kann diese an andere Klassen verteilt werden. Mit
ceil legt man die Bandbreite fest, die eine Klasse maximal (also zugesicherte Bandbrei-
te plus ausgeliehene Bandbreite) benutzen darf. Damit muss ceil für eine Klasse immer
mindestens gleich groß sein wie rate.
Jede Klasse bekommt anhand ihrer Bandbreite (rate) so genannte tokens zugeordnet.
Überträgt eine Blattklasse Daten, nehmen deren tokens abhängig von der Übertragungs-
rate ab, für einen token kann ein Byte übertragen werden. Das gleiche Prinzip wird für
ceil mit so genannten ctokens verwendet. Sind alle verfügbaren tokens einer Klasse auf-
gebraucht, wird entweder die Übertragung gestoppt und die Klasse wartet bis wieder
tokens verfügbar sind oder sie borgt sich ungenutzte Bandbreite der Eltern-Klasse über
ctokens. Schöpft eine Klasse ihre verfügbaren tokens nicht aus, kann die Eltern-Klasse
diese an andere Klassen verteilen. So kann man Baumstrukturen erstellen, in denen die
zugesicherte sowie die verfügbare Bandbreite nach eigenen Bedürfnissen verteilt wird.
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Die folgenden Befehle erstellen auf dem Netzwerkinterface eth0 erst eine qdisc (1:0)
sowie eine Wurzelklasse (1:1) mit 100MBit und zwei Blätter (1:2 und 1:3). Dabei erhalten
die Blätter jeweils 50MBit zugesicherte Bandbreite und eine maximale Übertragungsrate
von 100MBit. Abbildung 4.2 stellt das Ergebnis in Baumform dar.
tc qdisc add dev eth0 root handle 1:0 htb default 2
tc class add dev eth0 parent 1:0 classid 1:1 htb \
rate 100mbit ceil 100mbit
tc class add dev eth0 parent 1:1 classid 1:2 htb \
rate 50mbit ceil 100mbit
tc class add dev eth0 parent 1:1 classid 1:3 htb \
rate 50mbit ceil 100mbit
1:1
1:2 1:3
100 Mbit
50 Mbit 50 Mbit
ceil 100 Mbit ceil 100 Mbit
Abbildung 4.2: Ein einfaches HTB Beispiel
Ein weiterer wichtiger Parameter ist prio. Dessen Wert bestimmt, welche Klasse un-
genutzte Bandbreite über die zugesicherte hinaus zuerst zugeteilt bekommt. Dadurch
lassen sich Wertigkeiten erstellen, was besonders vorteilhaft ist, wenn man viele Klassen
verwendet. Je niedriger der Wert bei prio eingestellt ist, desto eher bekommt die Klasse
überschüssige Bandbreite zugeteilt.
Folgendes Beispiel teilt die überschüssige Bandbreite erst zwischen 1:2 und 1:3 auf.
Die für 1:3 verfügbare Bandbreite wird dann wiederum auf die Klassen 1:31, 1:32 und
1:33 verteilt, wobei 1:32 als erste Klasse Bandbreite erhält. Sollte dann immer noch Band-
breite frei sein, werden 1:31 und danach 1:33 mit zusätzlicher Bandbreite versorgt. In
Abbildung 4.3 sollen die Zahlen an den Verbindungen der Klassen die Prioritäten dar-
stellen.
tc qdisc add dev eth0 root handle 1:0 htb default 2
tc class add dev eth0 parent 1:0 classid 1:1 htb \
rate 100mbit ceil 100mbit
tc class add dev eth0 parent 1:1 classid 1:2 htb \
rate 90mbit ceil 100mbit prio 1
tc class add dev eth0 parent 1:1 classid 1:3 htb \
rate 10mbit ceil 15mbit prio 2
tc class add dev eth0 parent 1:3 classid 1:31 htb \
rate 2mbit ceil 5mbit prio 5
tc class add dev eth0 parent 1:3 classid 1:32 htb \
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rate 7mbit ceil 12mbit prio 4
tc class add dev eth0 parent 1:3 classid 1:33 htb \
rate 1mbit ceil 7mbit prio 6
1:1
1:2 1:3
100 Mbit
90 Mbit 10 Mbit
ceil 100 Mbit ceil 15 Mbit
1:33
1 Mbit
ceil 7 Mbit
1:32
7 Mbit
ceil 12 Mbit
1:31
2 Mbit
ceil 5 Mbit
1 2
5 4 6
Abbildung 4.3: HTB Klassen mit Prioritäten
Damit steht ein effizienter Weg zur Verfügung, auf den Netzwerkkarten QoS-Klassen
einzurichten und die vorhandene Bandbreite nach den eigenen Vorstellungen zu vertei-
len und zu gewichten, was dem Punkt der Adaptivität aus Kapitel 1.2 entgegen kommt.
Die netfilter-Architektur bieten einen einfachen Weg, Pakete für die Dauer des Be-
arbeitungsvorganges zu markieren. Dabei wird an den Paketen nichts verändert – sie
sehen nach dem Verlassen der Bridge exakt so aus wie zuvor – die Markierung dient
lediglich der Paketverwaltung und -verarbeitung auf dem Rechner selbst.
Zur Umsetzung wurde in iptables ein neues Ziel (MARK) geschaffen, welches beim
Eintreten der festgelegten Bedingung angesprungen wird. Als Hinweis sei noch erwähnt,
dass MARK nur in der Tabelle mangle zur Verfügung steht. Im folgenden Beispiel werden
alle Pakete die von dem Rechner weitergeleitet werden (FORWARD) und den Rechner
am Interface eth0 verlassen (-o eth0) mit dem handle 32 markiert (–set-mark 32).
iptables -t mangle -A FORWARD -o eth0 -j MARK --set-mark 32
Aktuelle netfilter-Versionen, wie sie den meisten Linux-Distributionen beiliegen, ent-
halten standardmäßig die MARK-Erweiterung für iptables. Damit erfolgt das Nachladen
der benötigten Module automatisch mit der ersten Verwendung der Erweiterung.
In den vorangegangenen Beispielen werden alle Pakete in die default-Klasse gescho-
ben. Nun fehlt also noch die Möglichkeit, markierte Pakete in die entsprechenden Klas-
sen einzusortieren. Dazu kann man entweder tc verwenden oder die netfilter-Erweiterung
CLASSIFY.
tc bietet zu diesem Zweck die Option filter. Diese Option ist selbst sehr mächtig, im
Rahmen dieser Diplomarbeit soll aber lediglich die hier vorgestellte Funktion verwendet
werden. Weitere Informationen zu den Funktionen von tc findet man unter [21]. Die dort
vorhandenen Manpages zu tc sind jedoch leider noch nicht komplett.
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tc filter add dev eth0 parent 1:0 prio 0 protocol ip \
handle 32 fw flowid 1:32
Der oben genannte Befehl sortiert alle Pakete, die mit dem handle 32 markiert sind,
in die Klasse 1:32. Dabei sind als dev das Netzwerkdevice und bei parent die zugehörige
qdisc anzugeben, auf welcher die Zielklasse definiert worden sind. Analog kann man
dies für andere Klassen verwenden.
Die zweite Möglichkeit Pakete in Klassen einzusortieren, ist mittels des Sprungzie-
les CLASSIFY. Diese Vorgehensweise soll hier bevorzugt werden, da dadurch ein hom-
generes Bild geschaffen und die statistische Auswertung erleichtert wird. Als Hinweis
sei noch angemerkt, dass CLASSIFY ausschließlich in der POSTROUTING Kette der
mangle-Tabelle verfügbar ist. Der Befehl analog zum vorangegangenen Beispiel, sieht
mit CLASSIFY folgendermaßen aus:
iptables -t mangle -A POSTROUTING -o eth0 -m mark --mark 32 \
-j CLASSIFY --set-class 1:32
Als abschließende Bemerkung zu HTB sei noch erwähnt, dass QoS nur für ausge-
hende Pakete sinnvoll ist. Es ist nicht möglich mit HTB den eingehenden Datenstrom
zu kontrollieren, erst wenn ein Paket auf dem Rechner angelangt ist, hat man Kontrolle
darüber was anschließend damit geschehen soll. Durch den Betrieb als Ethernet-Bridge
existieren auf dem Versuchsrechner zwei Ausgänge (eth0 und eth1, vgl. Abbildung 4.1),
somit ist es möglich, den Datenfluss in beide Richtungen nach den eigenen Vorgaben zu
steuern.
4.5 Class-Based Queueing
Ein weiterer Packet-Scheduler soll mit Class-Based Queueing (CBQ) nun zu Vergleichs-
zwecken vorgestellt werden. Der zugrunde liegende Algorithmus wurde bereits 1995
von Sally Floyd im Rahmen von Ressource Management Modellen für Netzwerke dis-
kutiert [22] und fand gemeinsam mit der Unterstützung für QoS den Weg in den Linux-
Kernel ab der Version 2.2.9. Für eine Übersicht über sämtliche Parameter, die für dieses
Verfahren unter Linux angegeben werden können, empfiehlt sich ein Blick auf die HOW-
TO Seiten von [21].
Die Funktionsweise von CBQ unterscheidet sich grundlegend von HTB. Es wird ver-
sucht, ein gegebenes Bandbreitenlimit durch eine errechnete Leerlaufzeit der Netzwerk-
verbindung zu repräsentieren. Insbesondere bei mehreren Klassen sind dazu eine Viel-
zahl von Informationen notwendig, welche nicht immer akkurat angegeben oder gemes-
sen werden können. Zu diesen Informationen gehören die tatsächliche Bandbreite der
Netzwerkverbindung, durchschnittliche Paketgröße und die korrekte Leerlaufzeit zwi-
schen Paketen. Diese sind Voraussetzungen um die Übertragungsraten genau berechnen
zu können.
Dabei treten eine Vielzahl von Problemen auf, die sich in der relativ schlechten Ge-
nauigkeit von CBQ widerspiegeln. So basiert der Algorithmus auf der durchschnittli-
chen Paketgröße, allerdings kann man diese Größe nicht genau bestimmen und sie kann
sich in Abhängigkeit der zu übertragenen Daten ändern. Weiterhin gibt es unter Linux
kein Verfahren, um die Leerlaufzeit exakt zu bestimmen, sie muss deswegen abgeschätzt
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werden. Die CBQ Implementation unter Linux erlaubt mittels vieler verschiedener Para-
meter, den Algorithmus an die Gegebenheiten anzupassen. Aus diesen Gründen ist viel
Feintuning und Erfahrung nötig, um exakte Ergebnisse mit CBQ zu erzielen [21].
Die Aufteilung der Bandbreite für mehrere Klassen erfolgt über ein gewichtetes Round
Robin Verfahren. Dabei spielt der Prioritätsparameter sowie die Gewichtung der Klassen
eine wichtige Rolle, eine höhere Priorität kann sich demnach in einer schnelleren Verar-
beitung der Pakete widerspiegeln. Darüber hinaus können, ähnlich wie bei HTB, Klassen
ungenutzte Bandbreite an andere Klassen abgeben oder sich zusätzliche Bandbreite von
anderen Klassen leihen.
Der Vorteil von CBQ gegenüber HTB ist der geringere Verbrauch von CPU Ressour-
cen, was insbesondere bei sehr vielen Klassen von Bedeutung seien kann. Allerdings
verliert dieser Vorteil durch immer schneller werdende Prozessoren zunehmend an Be-
deutung. In der Zeit der Implementation von CBQ für Linux, als Prozessoren gerade die
100MHz Marke überschritten hatten, war diese jedoch Eigenschaft sehr wichtig.
Für den permanenten Einsatz mit IPP2P ist aus Sicht des Autors HTB vorzuziehen,
da HTB eine sehr exakte Kontrolle der Bandbreite ermöglicht. Für die Realisierung mit
IPP2P sind nur wenige Klassen notwendig, so dass die Belastung für den Prozessor
durch HTB nicht wesentlich höher als durch CBQ ist. Im Anhang ab Seite 69 finden sich
Grafiken zu Vergleichsmessungen zwischen HTB und CBQ bezüglich der aufgetretenen
Verzögerungszeiten und Bandbreitenlimitierungen.
4.6 IPP2P
Im Rahmen dieser Arbeit wurde das netfilter-Modul IPP2P entwickelt, welches auf die
eingangs genannten Bedürfnisse ausgerichtet ist. Wie im Abschnitt zu netfilter bereits
beschrieben, besteht auch IPP2P aus zwei Modulen, dem Kernel-Modul (ipt_ipp2p.o) und
der iptables-Bibliothek (libipt_ipp2p.so).
Der Name IPP2P entstammt zwei unterschiedlichen Begriffen. Zum einen war das IP-
Protokoll für den ersten Teil verantwortlich, zum anderen leitet sich P2P aus der Kurz-
form von Peer–to–Peer ab. Da beide Ausdrücke im Allgemeinen groß geschrieben wer-
den, wird auch IPP2P komplett groß geschrieben. Für netfilter gilt jedoch, dass Sprung-
ziele komplett groß und Matches komplett klein geschrieben werden, also muss in Zu-
sammenhang mit netfilter der Modulname an sich klein geschrieben werden.
IPP2P liegt ausschließlich im Quellcode und nicht in binärer Form vor, weil es abhän-
gig von der verwendeten Kernel-Version und der eingesetzten iptables-Version kompi-
liert werden muss. Dabei enthält das IPP2P-Paket neben den Dateien im Quellcode auch
ein Makefile, um dem Benutzer das Übersetzen zu erleichtern. Weiterhin findet sich eine
README in englischer Sprache dabei, welche einen kurzen Überblick über die Funktion,
Installation und Verwendung von IPP2P gibt. Der Installationsvorgang soll im folgenden
Abschnitt erläutert werden.
Die Voraussetzungen für den Einsatz von IPP2P sind Linux mit einem Kernel der 2.4.x
Serie (getestet ab Version 2.4.18) und iptables (getestet ab Version 1.2.7a). Es ist durch-
aus möglich, dass IPP2P auch mit älteren Versionen fehlerfrei zusammenarbeitet, jedoch
konnte dies bisher mangels eines entsprechenden Systems nicht verifiziert werden.
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4.6.1 Installation
Im Normalfall sollte das IPP2P-Paket in komprimierter Form (ipp2p.tar.gz) vorliegen. Ist
dies nicht der Fall oder liegt eine veraltete Version vor, kann man die aktuelle Version
unter [24] beziehen. Diese ist mittels
tar -xzf ipp2p.tar.gz
zu dekomprimieren. Anschließend finden sich folgende neue Dateien im Unterverzeich-
nis ipp2p:
Datei Verwendungszweck
Makefile Voreinstellungen zum einfacheren übersetzen
README englische Hilfe und Anleitung
ipt_ipp2p.c Quellcode des Kernel-Moduls von IPP2P
ipt_ipp2p.h Headerdatei für die IPP2P-Module
libipt_ipp2p.c Quellcode der iptables-Bibliothek von IPP2P
Tabelle 4.1: Inhalt von ipp2p.tar.gz
Das Makefile dient der einfacheren Übersetzung des Quellcodes zu Binärdateien.
Es enthält eine Reihe von Parametern und Voreinstellungen, die zum kompilieren des
Quellcodes wichtig sind. [23] geht auf dieses Thema ausführlich ein. Diese Datei muss
nun an das jeweilige System angepasst werden. Dazu müssen die Quellen des Linux-
Kernels und die iptables-Quellen installiert sein. Hat man Linux mit den Änderungen
aus Kapitel 4.1 eingerichtet, sollten sich die Quelldateien bereits auf dem System befin-
den. Die folgenden Zeilen sind nun systemspezifisch abzuändern:
CC = gcc
IKERNEL = -I/usr/src/linux/include
IUSER = -I/usr/src/iptables-1.2.8/include
NETFILTER_VERSION = \"1.2.8\"
CC gibt dabei den zu verwendenen C-Kompilers an, IKERNEL den Pfad zu den Kernel-
Includes, IUSER den Pfad zu den iptables-Includes und NETFILTER_VERSION spezifi-
ziert die verwendete Version von netfilter.
Sind diese Parameter korrekt eingestellt, kann IPP2P mittels make all übersetzt
werden. Dieser Vorgang sollte ohne Fehlermeldungen und Warnungen geschehen. Tre-
ten dennoch Fehler auf, sind die anfangs genannten Einstellungen im Makefile zu über-
prüfen. Gelingt die Kompilierung fehlerfrei, befinden sich die neuen Module im entspre-
chenden Verzeichnis. Das Modul libipt_ipp2p.so muss nun in das Bibliotheken-
Verzeichnis von iptables (meist /usr/lib/iptables/) kopiert werden. Mit folgendem
Befehl kann überprüft werden, ob das Modul erkannt wird:
iptables -m ipp2p --help
Es sollten die Hilfeseiten zu iptables und IPP2P ausgegeben werden, erscheint eine
Fehlermeldung sind die vorangegangenen Schritte zu überprüfen und gegebenenfalls
Fehler zu korrigieren. Als letzter Schritt muss das Kernel-Modul ipt_ipp2p.o geladen
werden. Dies kann durch
insmod ipt_ipp2p.o
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geschehen. Auch hier sollten keinerlei Warnungen oder Fehlermeldungen ausgegeben
werden. Die Ausgabe des Befehls lsmod sollte ein Modul namens ipt_ipp2p auf-
führen. Erscheinen dennoch Fehlermeldungen, zeichnet sich oftmals ein falscher Pfad
unter IKERNEL im Makefile dafür verantwortlich. Findet man einen Fehler, ist ein er-
neutes übersetzen und eine Wiederholung der anschließenden Schritte notwendig.
Ist das Kernel-Modul erfolgreich geladen, können Filterregeln mit IPP2P aufgestellt
werden. Um Regeln mit Erweiterungsmodulen zu erzeugen, bietet iptables die Option
-m an. Eine Regel mit die als Match IPP2P verwendet, sieht demnach folgendermaßen
aus:
iptables -t filter -A FORWARD -p tcp -m ipp2p --ipp2p -j DROP
Diese Beispiel-Regel würde sämtliche von IPP2P erkannten Pakete blocken und damit
ein Herunterladen durch die unterstützten Tauschbörsen verhindern. Abschließend sei
noch erwähnt, dass mit rmmod ipt_ipp2p das Kernel-Modul wieder entladen werden
kann, wenn keine Filterregel dieses Modul benutzt.
Es gibt zu IPP2P nicht nur den reinen Quelltext, wie bisher beschrieben, sondern
auch Patches. Es sind Patches für den Linux-Kernel, für iptables und für POM verfüg-
bar. Die Installation verhält sich hier analog zu anderen Patches, für POM müssen die
entsprechenden Dateien lediglich in ein Unterverzeichnis des POM Paketes (beispiels-
weise extra) kopiert werden. Nach der Installation existiert im netfilter Abschnitt der
Kernelkonfiguration eine neue Auswahlmöglichkeit für das neue Match IPP2P. Wählt
man diese an, wird IPP2P während des Übersetzens des Kernels ebenfalls mit übersetzt.
Der iptables Patch verhält sich hier analog.
4.6.2 Anwendung
Da netfilter mit all seinen Erweiterungen sehr komplex ist, soll nachfolgend ein Leitfa-
den für den erfolgreichen Einsatz von IPP2P gegeben werden. Dabei kommen neben den
genauen Filterregeln auch die Vor- und Nachteile zur Sprache. Im Anhang B dieser Ar-
beit sowie auf der beiliegenden CD finden sich die kompletten Scripte so wie sie auch
größtenteils in den Tests zum Einsatz kamen.
Betrachtet man eine einfache Filterregel mit iptables, fällt auf, dass diese aus einer An-
zahl von Optionen besteht. Anhand einer einfachen Regel soll die hier benötigte Syntax
näher erläutert werden:
iptables -t filter -A FORWARD -p tcp -m ipp2p --ipp2p -j DROP
Mittels -t wird die Tabelle angegeben, in der die Filterregel bearbeitet werden soll,
dabei kennt netfilter drei wichtige Tabellen: filter, nat und mangle. Jede hat einen
anderen Verwendungszwecke und es stehen andere Optionen zur Verfügung, in filter
sollen alle eigentlichen Filterregeln etabliert werden, wohingegen mangle die Tabelle ist,
wo Pakete bearbeitet werden – also Markierungen gesetzt oder die TTL und TOS Werte
geändert können. In nat steht die gesamte Funktionalität zur Network Address Transla-
tion, die häufig auf Routern zum Einsatz kommt, zur Verfügung. Diese Tabelle spielt im
Rahmen der vorliegenden Arbeit keine Rolle, da eine Ethernet-Bridge keine Adressfeld-
änderungen benötigt. Wichtig ist vielmehr die mangle Tabelle, da diese die Arbeit mit
Markierungen ermöglicht.
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Alle Tabellen bestehen aus verschiedenen Ketten (Chains). Jede Kette durchlaufen be-
stimmte Pakete in den verschiedenen Phasen ihrer Verarbeitung durch den Rechner. Für
die Bridge sind die Ketten PREROUTING und POSTROUTING der mangle Tabelle sowie
die FORWARD Kette der filter Tabelle von Bedeutung. Mittels der Operationen -A (ap-
pend), -D (delete) und -I (insert) ist eine Bearbeitung von Filterregeln möglich.
Bevor eine Routingentscheidung für ein Paket auf der Bridge oder einem Router ge-
troffen wird, durchläuft es die PREROUTING Kette von der mangle Tabelle. Dies ist die
geeignetste Stelle um Pakete zu markieren, da die Markierung für die gesamte Laufzeit
durch alle Teile des Systems verfügbar ist. Kurz bevor ein Paket das System verlässt,
muss es noch die POSTROUTING Kette passieren, will man Pakete mittels CLASSIFY
in QoS-Klassen einsortieren, ist POSTROUTING dafür die richtige Kette, da die Routin-
gentscheidung bereits getroffen ist und damit das Ausgangsinterface festgelegt wurde.
Sind die Tabelle und die Operation auf einer Kette festgelegt, kommt man zu den
eigentlichen Filteroptionen. Hier gibt es zahlreiche Optionen, wichtig für diese Arbeit
sind das Protokollmatch (-p) um die Suche auf TCP einzuschränken und -m als Option
um erweiterte Matches anzugeben. Unter erweiterten Matches zählen eine ganze Reihe
von sehr verschiedenen Matches, unter anderem die hier benötigten ipp2p und mark.
Den Abschluss einer Filterregel bildet ein Sprung (-j), womit im Trefferfall eine Ak-
tion festgelegt werden kann. Die einfachsten Ziele für solch einen Sprung sind DROP
(Paket verwerfen) oder ACCEPT (Paket akzeptieren). Um Markierungen zu setzen, wird
das Ziel MARK benötigt. Nicht alle Ziele sind überall erlaubt, DROP ist beispielsweise nur
in den Ketten der Tabelle filter gestattet wohingegen ACCEPT überall zulässig ist.
Um nun IPP2P wirkungsvoll für Traffic-Shaping einzusetzen, sind eine Reihe von
Filterregeln notwendig die im folgenden erläutert werden. Als erstes wird die Regel be-
trachtet, die den P2P-Verkehr untersucht und im Trefferfall eine Markierung auf das Pa-
ket setzt. Diese würde etwa folgendermaßen aussehen:
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --ipp2p \
-j MARK --set-mark 1
Wie bereits erwähnt ist die PREROUTING Kette der mangle Tabelle ein idealer Ort für
solche Markierungsoperationen, hier wird im Trefferfall das Paket mit “1“ markiert. Es
werden ausschließlich Pakete des TCP-Protokolls betrachtet (-p tcp) und das erweiter-
te Matchmodul ipp2p wird mit der Optionen --ipp2p verwendet. Tabelle 4.2 zeigt die
derzeit existierenden Optionen von IPP2P.
Netzwerk normaler Filter schneller Filter
Gnutella --gnu --gnu-data
FastTrack --kazaa --kazaa-data
eDonkey --edk --edk-data
Direct Connect --dc --dc-data
BitTorrent --bit –
appleJuice --apple –
SoulSeek --soul –
Tabelle 4.2: Moduloptionen von IPP2P
Darüber hinaus wurden die gebräuchlichsten Optionen zu jeweils einer Option zu-
sammengefasst, Tabelle 4.3 gibt die Zusammenfassungen wieder. Demnach sucht die
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eingangs dieses Abschnittes aufgestellte Filterregel nach Paketen des eDonkey, Gnutel-
la, FastTrack und Direct Connect Netzwerkes. Es sei noch erwähnt, dass IPP2P beliebige
Kombinationen der aufgeführten Optionen zulässt. Als einzige Einschränkung gilt, dass
eine Option nicht doppelt angeführt werden kann. Demzufolge würde “-m ipp2p -
-ipp2p --edk“ mit einer Fehlermeldung abbrechen. Ebenso wenig Sinn macht es, bei-
spielsweise --dc und --dc-data gemeinsam zu verwenden, denn die schnellen Filter
bilden inhaltlich eine Teilmenge der ausführlichen Filter.
Kurzform äquivalent zu den Optionen
--ipp2p --edk --dc --gnu --kazaa
--ipp2p-data --edk-data --dc-data --gnu-data --kazaa-data
Tabelle 4.3: Zusammengefasste Optionen von IPP2P
Weiterhin wird eine Regel benötigt, um einen Eintrag in der Connection-Tracking Ta-
belle zu tätigen, damit nicht nur ein einzelnes Paket sondern alle nachfolgenden Pakete
dieser Verbindung ebenfalls markieren werden. Folgende Filterregel setzt diese Markie-
rung für die komplette Verbindung mittels CONNMARK, wenn ein TCP-Paket mit einer
Markierung ungleich “0“ gefunden wird:
iptables -t mangle -A PREROUTING -p tcp -m mark ! --mark 0 \
-j CONNMARK --save-mark
Kommt nun ein Paket an einem Interface an, muss als erstes eine eventuell vorhande-
ne Markierung aus der Conntrack Tabelle ausgelesen und wiederhergestellt werden. Für
die hier betrachteten TCP-Pakete sollte folgende Regel am Anfang der PREROUTING
Kette eingefügt werden:
iptables -t mangle -I PREROUTING 1 -p tcp \
-j CONNMARK --restore-mark
Anschließend sollten alle Pakete die bereits eine Markierung erhalten haben unver-
züglich weitergeleitet werden und nicht nochmals nach P2P-Eigenschaften durchsucht
werden. Begleitend sei erwähnt, wenn die Erweiterung CONNMARK installiert ist er-
hält jede Verbindung in der Connection-Tracking Tabelle automatisch die Markierung
“0“ zugewiesen – was somit als unmarkiert zu interpretieren ist. Demnach prüft man
auf eine vorhandene Markierung und akzeptiert das Paket im Trefferfall mit folgender
Regel:
iptables -t mangle -I PREROUTING 2 -p tcp -m mark ! --mark 0 \
-j ACCEPT
Ein komplettes und inhaltlich äquivalentes Script ist im Anhang B auf Seite 71 sowie
auf der beiliegenden CD-ROM zu finden. Dort wurde eine weitere Markierung für Pake-
te des BitTorrent Netzwerkes eingefügt. Der Administrator hat nun anhand der Markie-
rungen einen Ansatzpunkt, um die erkannten Pakete gesondert zu behandeln und nach
den eigenen Vorgaben weiterzuverarbeiten. Traffic-Shaping und Accounting während
hier etwa vorstellbar.
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4.6.3 Eigenschaften
Dieser Abschnitt soll die Eigenschaften von IPP2P etwas genauer beleuchten. Dabei sol-
len Vor– als auch Nachteile genannt werden.
Installiert man eine Firewall an einer Netzwerkverbindung, muss man generell von
einem Anstieg der Laufzeit der Netzwerkpakete ausgehen. Die Ursache dafür liegt in
dem Umstand, dass eine weitere Instanz, neben eventuell bereits vorhandenen Routern
und Switchen, jedes Paket komplett empfangen, verarbeiten und weiterleiten muss. Die-
se Vorgänge nehmen eine gewisse Zeitspanne in Anspruch, wobei der Umfang der Zeit-
spanne von mehreren Faktoren abhängt. Als erstes sei die Paketgröße genannt, je größer
ein Paket ist umso länger dauert auch dessen Empfang und Versand. Die eigentliche Ver-
arbeitungszeit eines großen Paketes kann, muss aber nicht länger sein, als bei kleineren
Paketen.
Weiterhin ist das eingesetzte System ausschlaggebend für die Verarbeitungsgeschwin-
digkeit und damit die entstehende Verzögerung – Hardware-Firewalls arbeiten meist
schneller als Softwarelösungen, bieten aber oftmals nicht die gleiche Funktionsvielfalt
und ein wesentlich schlechteres Preis-Leistungsverhältnis. Für Softwarelösungen, wie
die hier vorgestellte, sind das eingesetzte Betriebssystem und auch die verwendeten
Hardwarekomponenten bedeutend. Vergleichsmessungen haben gezeigt, dass Linux mit
Kernel 2.4.21 etwas schlechter abschneidet als ein FreeBSD System [24]. Dies bezieht
sich auf die minimale Verzögerung als auch auf die generelle Verzögerung abhängig
von Durchsatz und Paketgröße. Mit der neuen Kernelserie 2.6 sind jedoch für Linux etli-
che Verbesserungen im Bereich der Netzwerkkomponenten eingeführt worden (IP Stack,
Netzwerkkartentreiber), so dass Linux vermutlich zu BSD aufschließen kann.
Wichtig für die Paketverzögerung ist der Umfang und Inhalt des eingesetzten Fil-
terwerks, welches jedes Paket durchlaufen muss. Unter [6] findet man umfangreiche
netfilter Vergleichsmessungen zu diesem Thema. Es wird dabei sehr deutlich, wie stark
der Durchsatz und die Verzögerung von den Regeln abhängt. Für eine schnell arbeiten-
de Firewall sind demnach effiziente Regeln und schnelle Matches notwendig. Es wurde
versucht, IPP2P durch verschiedene Abbruchkriterien in dieser Hinsicht zu verbessern.
Vorteile
IPP2P macht sich viele Vorteile von netfilter und iptables zu eigen. Dazu zählen ein
großer Funktionsumfang zur Verarbeitung von Paketen und eine riesige Gemeinde, die
bei der Entwicklung und Pflege mitwirkt. Weiterhin ist netfilter eine stark verbreitete Fil-
terarchitektur, so dass Administratoren, die mit netfilter arbeiten, IPP2P als neues Match
sehr einfach einsetzen können. Die Einarbeitungszeit sollte in diesem Fall sehr gering
ausfallen.
Weiterhin wurde Wert auf Flexibilität gelegt, jedes unterstützte P2P-Netzwerk ist ein-
zeln per Option ansprechbar. Das bedeutet, man kann für verschiedene P2P-Netzwerke
unterschiedliche Vorgehensweisen festlegen. Beispielsweise Tauschbörsen mit hohem
Anteil an Signalisierungsverkehr wie eDonkey komplett verbieten, aber das Distribu-
tionssystem BitTorrent in gewissen Bandbreitengrenzen zulassen.
Durch die dynamische Erkennung von P2P-Paketen kann mittels sehr weniger Filter-
regeln eine restriktive und effektive Behandlung von P2P-Verkehr durchgeführt werden.
Dies ist im Vergleich zu den vielen sonst notwendigen Filterregeln für Standardports ein
Performance– und Administrierbarkeitsvorteil.
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Nachteile
Leider erbt IPP2P auch Nachteile der netfilter/iptables Architektur, beispielsweise die
Verarbeitungsgeschwindigkeit und eventuelle Fehler können sich auch auf IPP2P aus-
wirken. Deshalb ist es ratsam, auf dem neuesten Stand zu bleiben und verfügbare Bug-
fixes regelmäßig einzuspielen (pom). Weiterhin wird mit CONNMARK intensiv auf das
Connection-Tracking zurückgegriffen, dieses ist gerade bei schnellen Verbindungen mit
hoher Paketrate ein weiterer Flaschenhals (vgl. [6]) und kann den Durchsatz erheblich
mindern.
Die durchgeführten Suchoperationen sind relativ zeitaufwändig, da meist nicht nur
einzelne Oktetts verglichen werden müssen sondern meist ganze Strings. Allerdings sind
diese Vergleiche weniger zeitintensiv als die Auswertung von Regulären Ausdrücken,
wie sie im Layer-7-Filterprojekt [27] benutzt werden. Weiterhin besteht das bereits be-
schriebene Risiko von Fehlklassifikationen. Änderungen an Filtern können nur durch ei-
ne Neuübersetzung des Kernel-Moduls durchgeführt werden, das laufende Modul muss
entladen und die neue Version geladen werden. Dies erfordert jedoch bestenfalls eine
kurze Unterbrechung in der Überwachung durch IPP2P.
Erfolgt innerhalb einer TCP-Verbindung auf die P2P-Signalisierung nicht die eigent-
liche Datenübertragung, wie etwa bei SoulSeek, ist Traffic-Shaping nicht möglich. Im
genannten Beispiel wird die Datenübertragung in einer Verbindung ausgehandelt und
für den Datentransfer eine neue TCP-Verbindung geöffnet. Somit ist es nicht möglich,
Datentransfers zu klassifizieren. Da jedoch die Signalisierung erkannt werden kann, un-
terbindet etwa ein Verwerfen der Pakete die Verwendung von SoulSeek effektiv.
Kapitel 5
Messtechnische Auswertungen
Dieses Kapitel beschäftigt sich mit durchgeführten Messungen um einerseits Merkma-
le und eventuelle Auffälligkeiten von P2P-Verkehr herauszufinden. Andererseits sollte
das hier vorgestellte Gesamtkonzept, also eine Ethernet-Bridge die mittels IPP2P Traffic-
Shaping des P2P-Verkehrs durchführt, auf Auswirkungen bezüglich Latenz und Durch-
satz untersucht werden.
5.1 Analyse des Peer-to-Peer-Datenverkehrs
Nachfolgend sollen die Besonderheiten des anfallenden Datenverkehrs aus Netzwerk-
management-Perspektive herausgearbeitet werden. Es werden Messungen im Rechen-
zentrum der Universität Leipzig als Grundlage herangezogen, die im Zeitraum von No-
vember 2003 bis Januar 2004 entstanden und im Rahmen eines Testlaufes mit IPP2P ent-
standen.
Vermessen wurde der auftretende Datenverkehr an einer Ethernet-Bridge mit Hilfe
von iptables und IPP2P. Für die Auswertung wurden die Paket– und Bytezähler von ip-
tables verwendet. Es kamen während der nachfolgend beschriebenen Messungen keine
Restriktionen (verwerfen von Paketen, Traffic-Shaping) an der Bridge zum Einsatz, so
dass die Ergebnisse realen Werten entsprechen.
Für alle Messungen im Rechenzentrum kam als Bridge ein AMD Dual Athlon MP1900+
System mit 1.024MB Arbeitsspeicher zum Einsatz. Zwei 3Com 3c509 Karten bildeten ein
Bridge-Interface, mit zwei weiteren Netzwerkkarten vom Typ Realtek 8139D wurde ein
zweites Bridge-Interface erzeugt. Zur Fernverwaltung kam die Onboard-Netzwerkkarte
zum Einsatz.
Als Vorbemerkung sei noch erwähnt, dass jede Sitzung ja sogar jeder Download beim
Tauschen über ein P2P-Netzwerk unterschiedlich verläuft. Der Grund dafür sind die vie-
len Faktoren von denen eine Datenübertragung in einer P2P-Umgebung abhängt, ver-
fügbare Quellen, freie Download-Slots oder der momentanen Beliebtheit einer Datei bei-
spielsweise.
Aus diesem Grund sind die gewonnenen Daten nicht allgemein gültig, zeigen jedoch
Dimensionen auf. Dieser Umstand erklärt auch die Schwankungen zwischen verschie-
den Messungen. Da es aus Netzwerksicht nicht auf exakte Zahlen sondern auf Größen-
ordnungen ankommt, sollte die erreichte Genauigkeit diesen Ansprüchen genügen.
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Messung Pakete Bytes Dauer ØPakete/sec ØBytes/sec
Messung 1 396.553.402 181.385.666.692 95h:35m:31s 1153 527.267
Messung 2 241.556.507 108.195.314.380 47h:33m:51s 1411 631.868
Messung 3 153.120.988 67.712.009.180 24h:00m:01s 1772 783.695
Tabelle 5.1: Übersicht über die Messungen im Rechenzentrum
5.1.1 eDonkey
In den Netzwerken, die für Messungen zur Verfügung standen, war eDonkey mit Ab-
stand das beliebteste P2P-Netzwerk. Aufgrund einer großen Anzahl von eDonkey-Link-
portalen und eines sehr umfangreichen Datenbestandes ist dies nicht verwunderlich.
Betrachtet man nun die direkten Treffer von IPP2P – welche ausschließlich den P2P-
Signalisierungsverkehr widerspiegeln – zeigten sich folgende Ergebnisse in den ver-
schiedenen Messungen:
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 2.788.784 332.081.351 119,08 8397,89
Messung 2 18.465.062 3.047.866.730 165,06 6058,36
Messung 3 1.601.693 181.125.483 113,08 8843,00
Tabelle 5.2: eDonkey Messergebnisse Treffer IPP2P
Bei Messung 1 und Messung 3 kamen jeweils das selbe Verfahren zum Einsatz, eine
einmal markierte Verbindung wurde nicht weiter durchsucht, da sie ja durch CONN-
MARK komplett klassifiziert wird. Bei Messung 2 wurde unabhängig von vorhande-
nen Markierungen jedes eintreffende Paket durchsucht. Dabei ist es wahrscheinlich, dass
mehrere Treffer innerhalb einer Verbindung auftreten und so der reale Signalisierungs-
anteil besser wiedergegeben wird.
Die Unterschiede bei den durchschnittlichen Paketgrößen im Vergleich zu den an-
deren Messungen resultieren aus dem Fakt, dass die ersten Treffer meist kleinere Pa-
kete sind (eDonkey HELLO Pakete) und die nachfolgende Signalisierung größer wird
(Suchanfragen, Ergebnisse, etc.). Messung 1 und 3 erfassen nur den allerersten Treffer
wohingegen Messung 2 alle bekannten Signalisierungspakete erfasst. Betrachtet man
die insgesamt durch Connection-Tracking und CONNMARK klassifizierten Pakete, sieht
das Bild für diese Messungen folgendermaßen aus:
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 158.746.014 73.368.180.901 462,17 2163,69
Messung 2 85.791.291 36.083.786.433 420,60 2377,56
Messung 3 53.772.151 19.262.231.489 358,22 2791,58
Tabelle 5.3: eDonkey Messergebnisse gesamt
Auffällig ist einerseits die große Datenmenge, was für die Popularität und intensive
Nutzung spricht und andererseits die hohe Paketanzahl mit der daraus resultierenden
relativ kleinen durchschnittlichen Paketgröße.
Während Messung 1 betrug der Anteil von klassifizierten eDonkey-Paketen 41% des
insgesamt angefallenen TCP-Datenvolumens und 45% der TCP-Paketanzahl. Anders ge-
sagt war in etwa jedes zweite TCP-Paket ein eDonkey-Paket.
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5.1.2 KaZaA
KaZaA ist ebenfalls ein beliebtes Tauschnetzwerk, allerdings hatte es zum Zeitpunkt der
Messungen seinen Zenit bereits überschritten, eine hohe Anzahl von Fakes und Viren
kennzeichnen das verfügbare Angebot an Daten [26].
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 82.269 32.656.527 396,95 2519,22
Messung 2 89.020 36.123.832 405,79 2464,30
Messung 3 21.271 7.843.186 368,73 2712,03
Tabelle 5.4: KaZaA Messergebnisse Treffer IPP2P
Man sieht den Unterschied zur durchschnittlichen Paketgröße bei eDonkey sehr deut-
lich - hier spielt die zugrunde liegende HTTP-basierte Struktur der KaZaA-Signalisierung
eine große Rolle. Diese beansprucht wesentlich mehr Platz als die kurzen Byte-Codes des
eDonkey-Netzwerkes.
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 29.124.172 22.749.017.637 781,10 1280,24
Messung 2 30.841.316 24.873.166.855 806,49 1239,94
Messung 3 10.692.478 8.176.568.351 764,70 1307,70
Tabelle 5.5: KaZaA Messergebnisse gesamt
Während Messung 2 betrug der Anteil von KaZaA etwa 24% am TCP-Datenvolumen
aber nur knapp 15% an der TCP-Paketanzahl. Da KaZaA aber zusätzlich noch UDP-
Pakete und verschlüsselte TCP-Pakete verwendet, ist diese Übersicht nicht vollständig.
Weil jedoch derzeit für IPP2P keine Möglichkeit existiert, die fehlenden Pakete zu iden-
tifizieren, muss an dieser Stelle darauf verzichtet werden.
5.1.3 Gnutella
Die zweite Tauschbörse mit HTTP-ähnlicher Signalisierung ist Gnutella. Betrachtet man
die übertragenen Datenmenge während der einzelnen Messungen wird deutlich, dass
auch Gnutella nicht mehr die Bedeutung zukommt, wie in der Zeit kurz nach dem Ende
von Napster. Doch zunächst ein Überblick über die direkten Treffer von IPP2P:
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 14.668 7.532.992 513,57 1947,18
Messung 2 34.601 22.491.532 650,03 1538,40
Messung 3 14.909 9.552.174 640,70 1560,80
Tabelle 5.6: Gnutella Messergebnisse Treffer IPP2P
Bei den insgesamt klassifizierten Daten sieht das Bild im Vergleich zu anderen Tausch-
börsen recht ungewöhnlich aus, man achte auf die durchschnittliche Paketgröße im Ver-
gleich zu Tabelle 5.6:
Für Gnutella sind keine UDP-Pakete bekannt, ebenso wenig wie verschlüsselte Pake-
te. Deswegen kann man davon ausgehen, dass das hier aufgezeigte Bild recht vollständig
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Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 1.470.717 459.044.175 312,12 3203,87
Messung 2 2.535.094 1.585.121.400 625,27 1599,31
Messung 3 643.098 330.684.430 514,21 1944,75
Tabelle 5.7: Gnutella Messergebnisse gesamt
ist. Erstaunlich ist die Abnahme der durchschnittlichen Paketgröße wenn man den ge-
samten Datenfluss betrachtet. In Messung 2 beanspruchten Gnutella-Pakete rund 1,5%
des anfallenden TCP-Datenvolumens und etwa 1,2% der TCP-Paketanzahl.
5.1.4 BitTorrent
Als letztes P2P-Netzwerk soll BitTorrent betrachtet werden. Diese relativ junge Tausch-
börse besticht durch ein faires Verhältnis von Up- und Download, eine wachsende Ge-
meinde mit umfangreichen Webportalen, Foren und Anleitungen und nicht zuletzt ein
gutes Angebot an Daten. Dennoch wurde es an den Untersuchten Internetlinks wenig
benutzt. Die Trefferstatistik von IPP2P sah dabei folgendermaßen aus:
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 358 40.529 113,21 8833,18
Messung 2 244 30.989 127,00 7873,76
Messung 3 30 3.240 108,00 9259,26
Tabelle 5.8: BitTorrent Messergebnisse Treffer IPP2P
Auffallend ist die relativ geringe Anzahl von Signalisierungspaketen bei einer relativ
kleinen durchschnittlichen Paketgröße. Die Statistiken für den gesamten erfassten Da-
tenverkehr von BitTorrent sieht wie die folgende Tabelle zeigt aus:
Messung Pakete Bytes ØPaketgröße ØPakete pro 1.000.000 Byte
Messung 1 894.757 603.893.386 674,92 1481,65
Messung 2 705.671 482.878.791 684,28 1599,31
Messung 3 1.582 186.310 117,77 8491,22
Tabelle 5.9: BitTorrent Messergebnisse gesamt
Man erkennt, dass aus relativ wenigen Treffern von IPP2P eine nicht unerhebliche
Datenmenge entstanden ist. Bei Tauschbörsen wie BitTorrent kann die Kombination aus
IPP2P, Connection-Tracking und CONNMARK besonders effizient arbeiten: viele Pakete
werden mit relativ wenigen Suchoperationen von IPP2P klassifiziert.
5.1.5 Fazit
Dieses Kapitel soll die Erkenntnisse, die während der Messungen im Rechenzentrum ge-
wonnen wurden, zusammenfassen. Leider können nicht alle durch IPP2P unterstützten
P2P-Netzwerke betrachtet werden, da für Direct Connect und AppleJuice kein entspre-
chender Datenverkehr an den Links während der Messungen auftrat.
Betrachtet man den gesamten Datenfluss während der verschiedenen Messungen
und setzt diesen in ein Verhältnis mit den klassifizierten P2P-Datenströmen, erhält man
KAPITEL 5. MESSTECHNISCHE AUSWERTUNGEN 40
einen Einblick in den wirklichen Umfang und das Ausmaß des Problems, dass durch
Tauschbörsennutzung im Internet entstanden ist. Tabelle 5.10 gibt zunächst den P2P-
Anteil am TCP-Datenverkehr an, während Tabelle 5.11 sämtlichen Datenverkehr als Ver-
gleichsbasis zugrunde legt.
P2P-Anteil Messung 1 Messung 2 Messung 3
TCP-Datenvolumen 55,3% 61,2% 42,5%
TCP-Paketanzahl 54,4% 57,9% 49,1%
Tabelle 5.10: Prozentualer Anteil der Tauschbörsen am TCP-Verkehr
Weil TCP bei weitem den größten Anteil am Datenvolumen darstellt, ändern sich
diese Werte nur leicht wenn man den gesamten Datenverkehr als Vergleich heranzieht.
Bei der Paketanzahl ist der Unterschied etwas größer, da bei anderen Protokollen (z.B.
UDP, ICMP) oft viele kleine Pakete anstatt weniger großer auftreten.
P2P-Anteil Messung 1 Messung 2 Messung 3
Datenvolumen 53,6% 58,3% 41,0%
Paketanzahl 48,0% 49,6% 42,5%
Tabelle 5.11: Prozentualer Anteil der Tauschbörsen am gesamten Datenverkehr
Generell geht man derzeit davon aus, dass sich der P2P-Anteil am Datenaufkommen
in jedem größeren Netzwerk im Bereich zwischen 30 und 60 Prozent bewegt (vgl. Zi-
tat von Mario Mariani im Kapitel 6.2). Die in Tabelle 5.11 vorgestellten Messergebnisse
bestätigen diese Aussage und zeigen den enormen Handlungsbedarf auf.
Um eine Aussage über den Anteil der P2P-Signalisierung innerhalb der klassifizierten
Datenströme treffen zu können, werden nachfolgend die ermittelten Daten aus Messung
2 herangezogen. Diese Messung unterscheidet sich, wie bereits erwähnt, durch ein leicht
verändertes Regelwerk von den anderen Messungen und gibt die Anzahl der Signalisie-
rungspakete in Form von direkten Treffern durch IPP2P genauer wieder, als das sonst
verwendete herkömmliche Regelwerk. Das für Messung 2 verwendete Script kann im
Anhang B auf Seite 72 oder der beiliegenden CD-ROM eingesehen werden.
Die Ergebnisse sind in Tabelle 5.12 dargestellt. Dabei ist zu beachten, dass der wirk-
liche Anteil an Signalisierung generell höher ist, als die Trefferanzahl mittels IPP2P. Bei
den mit * gekennzeichneten Netzwerken könnte der Unterschied durchaus im Bereich
von Größenordnungen liegen, denn hier wurden die auftretenden UDP-Pakete völlig au-
ßer Acht gelassen. Die nicht identifizierbaren verschlüsselten Signalisierungspakete von
KaZaA konnten ebenfalls nicht berücksichtigt werden.
Signalisierung eDonkey* KaZaA* Gnutella BitTorrent
Anteil am P2P-Datenvolumen 8,45% 0,15% 1,42% 0,006%
Anteil an P2P-Paketanzahl 21,52% 0,29% 1,36% 0,035%
Tabelle 5.12: Prozentuale Verteilung der Signalisierung
Man sieht deutlich, wie unterschiedlich sich die verschiedenen P2P-Netzwerke ver-
halten. Daher kann man kaum allgemein gültige Aussagen treffen, es sollte also in Unter-
suchungen weniger allgemein von den Tauschbörsen gesprochen werden sondern jedes
Netzwerk einzeln betrachtet werden. Fest steht, dass Tauschbörsen große Datenmengen
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und hohen Paketraten verursachen, was nicht selten zu Engpässen, Paketverlusten und
höheren Latenzzeiten führt.
Vorhandene Vor- beziehungsweise Nachteile von zentralen gegenüber dezentralen
Netzwerken lassen sich im Rahmen dieser Untersuchung nicht generell feststellen. Die
Vermutung liegt nahe, dass der auftretende Overhead zum einen von der Implemen-
tierung selbst und zum anderen von der Anzahl der Nutzer im jeweiligen Netzwerk
abhängt. Da über den Inhalt der P2P-Pakete nichts bekannt ist, können über die Anzahl
und Verteilung von Quellen keine Aussagen getroffen werden. Man sollte sich weiterhin
in Erinnerung rufen, dass es kaum reine dezentrale oder zentrale Netzwerke gibt, wie in
Abschnitt 2.3 beschrieben wurde.
5.2 Performance-Messungen
Um das in dieser Arbeit vorgestellte System bewerten zu können, war eine Reihe von
Performance-Messungen nötig, welche in diesem Abschnitt detailliert vorgestellt wer-
den sollen. Gemessen wurden die Verzögerungszeiten, welche durch den Einsatz der
Ethernet-Bridge mit unterschiedlichen Software-Konfigurationen entstanden.
Als besondere Motivation diente die Auswertung der Verzögerungsmessung in Ab-
bildung 5.1, welche während eines Versuchslaufes im Rechenzentrum der Universität
Leipzig entstanden ist. In diesem Versuchslauf wurde auch die bereits beschriebene Mes-
sung 3 durchgeführt. Dazu leitete das Rechenzentrum den gesamten Internetverkehr
von mehreren Studentenwohnheimen durch den Bridge-Rechner. Mittels gespiegelten
Ports an dem entsprechenenden Switch (Cisco SPAN) konnten alle Pakete jeweils vor
sowie hinter der Bridge von dem Messrechner (siehe Abschnitt 5.2.2) protokolliert wer-
den.
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Abbildung 5.1: Messung im Rechenzentrum
Dabei traten ab dem Moment des Einschränkens der Bandbreite für P2P-Verkehr
sehr hohe Verzögerungswerte auf. Mit Höchstwerten für den Datendurchsatz von rund
15MBits/sec sind Zusammenhänge mit hoher CPU- oder Bus-Last unwahrscheinlich.
KAPITEL 5. MESSTECHNISCHE AUSWERTUNGEN 42
Da keine zuverlässigen Aussagen über den Inhalt der stark verzögerten Pakete gemacht
werden können, war es ein wichtiges Ziel durch die Performance-Messungen im Labor
zu zeigen, dass nur P2P-Verkehr beeinträchtigt wird. Anderer Verkehr darf keine derart
starken Verzögerungen erfahren.
In Abbildung 5.1 stellt jeder Punkt die Verzögerungszeit eines Paketes dar. Die Far-
be des Punktes gibt dabei wie in der Legende beschrieben die Grösse des Paketes an.
Da für einen langen Beobachtungszeitraum sehr viele Pakete (hier knapp 140 Millionen)
anfallen, können nicht sämtliche Verzögerungszeiten dargestellt werden. Für diese Gra-
fik wurde als kleinstes Betrachtungsintervall 60 Sekunden gewählt, pro Intervall werden
die Verzögerungszeiten für 40 zufällig gewählte Pakete dargestellt. Damit lassen sich aus
dieser Abbildung keine Aussagen über die Gesamtpaketanzahl entnehmen. Es werden
ausschließlich Verzögerungszeiten in Abhängigkeit von der Paketgröße dargestellt.
Man sieht in Abbildung 5.1 deutlich, wie ab dem Aktivieren des Bandbreitenmana-
gements (etwa 10:00 Uhr) Verzögerungswerte im Bereich von mehreren hundert Mil-
lisekunden entstehen. Zuvor zeigte die Bridge keine Auffälligkeiten und verursachte
durchaus vertretbare Verzögerungszeiten im Bereich unter einer Millisekunde. Neben
den Leistungsdaten der Bridge gilt es im folgenden die Ursache für diese Auffälligkeit
und die Zusammensetzung der Pakete mit hoher Verzögerung zu ermitteln.
5.2.1 Versuchsaufbau
Für die durchgeführten Messungen standen mehrere Computer zur Verfügung, deren
Anordnung und Funktion hier aufgezeigt werden soll. Die Ethernet-Bridge wurde zwi-
schen zwei Switchen positioniert, womit sämtlicher Verkehr, der zwischen den beiden
Geräten, floss beeinflusst werden konnte. Damit gliederte sich die Bridge transparent in
das bestehende Netzwerk ein. Als Außenseite der Bridge wird das Interface bezeichnet,
welches an den zum Internet verbundenen Switch angeschlossen ist.
Eines der verfügbaren Systeme sollte realen P2P-Verkehr erzeugen. Dafür kam ein
Windows System mit dem Filesharing-Client eMule zum Einsatz, welches am Switch
in der Innenseite der Bridge angeschlossen war. Nach einer kurzen Verbindungsphase
war der Test-Peer im eDonkey-Netzwerk bekannt und durch Regulieren der Upload-
Bandbreite konnte ein P2P-Datenstrom beliebiger Bandbreite erzeugt werden. Down-
loads wurden nicht aktiviert, weil die Bandbreitennutzung dafür weder vorhersehbar
noch annährend konstant ist. Da sich die Internetverbindung auf der Außenseite der
Bridge befand, mussten sämtliche P2P-Pakete die Bridge passieren, welche somit Traffic-
Shaping durchführen konnte.
Um Wechselwirkungen mit anderem Datenverkehr feststellen zu können, standen
zwei Linux-Systeme zur Verfügung deren Aufgabe in der Erzeugung von Hintergrund-
verkehr bestand. Dafür kam das Programm tg in der Version 2.0 zum Einsatz [28], wel-
ches TCP-Verkehr generierte. Das erzeugende System (Quelle) wurde ebenfalls an der
Innenseite angeschlossen, wohingegen der Empfänger (Senke) sich auf der Außenseite
befand. Die daraus resultierende Anordnung ist in Abbildung 5.2 dargestellt.
Bei dem zu vermessenden Rechner handelte es sich um einen Pentium4 mit 1700MHz
Taktfrequenz. Dieser war mit 1024MB Arbeitsspeicher bestückt, zwei identische 3Com
3c905 Netzwerkkarten bildeten das Bridge Interface br0. Linux wurde mit Kernel 2.6.3
betrieben, IPP2P kam in der Version 0.5b zum Einsatz. Da der Kernel 2.6.3 fast alle
notwendigen Erweiterungen wie HTB oder Unterstützung für Firewalling auf Bridges
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Abbildung 5.2: Versuchsanordnung
inzwischen standardmäßig beinhaltet, musste lediglich die CONNMARK Erweiterung
nachträglich hinzugefügt werden.
5.2.2 Messmethodik
Um die Bridge zu vermessen, stand ein weiteres Linux-System zur Verfügung, wel-
ches über zwei DAG 3.5E Interfaces (vgl. [29], [30])verfügte. Diese mit jeweils zwei Fast
Ethernet-Anschlüssen bestückten Messkarten ermöglichen ein Durchschleifen von Ether-
net-Verbindungen bei gleichzeitiger Auswertung der passierenden Pakete. Als Hardwa-
replattform kam ein AMD Athlon 1.000MHz System mit 256MB Arbeitsspeicher zum
Einsatz.
Die DAG Messkarten können den IP Header sowie einen Zeitstempel zu jedem pas-
sierenden Paket aufzeichnen. Zum Aufzeichnen des Zeitstempels wird das Dag Univer-
sal Clock Kit (DUCK) verwendet. Als Grundlage dient ein 64-Bit breiter Zeitstempel,
welcher dem von NTP verwendeten System gleicht. 32 Bit werden für die Darstellung
von Sekunden verwendet, die restlichen 32 Bit für Bruchteile von Sekunden. Damit kann
eine Genauigkeit von höchstens 0.25nS (Nanosekunden) erreicht werden. Die verwende-
te DAG3 Messkarte benutzt eine DUCK System mit einer Frequenz von 224 Hz, was eine
Genauigkeit von 24 Bit für den Sekundenbruchteil bedeutet. Daraus resultiert eine ma-
ximale Auflösung von 60nS.
Verwendet man, wie im Rahmen dieser Arbeit benötigt, zwei DAG Messkarten, kön-
nen sich diese in einem Master-Slave Verhältnis zueinander synchronisieren. Laut Her-
steller bedeutet in diesem Fall synchron, dass beide Messkarten nicht weiter als 10 Ticks
auseinander sind. Ein Tick entspricht hierbei der kleinsten Messeinheit der jeweiligen
Karte. Der Hersteller zeigte, dass nachdem zwei DAG Messkarten einen Ausgleichszu-
stand erreicht haben, sich die beiden Karten innerhalb einer Genauigkeit von 4 (±2) Ticks
zueinander betreiben lassen.
Mit dem in Abbildung 5.2 beschriebenen Versuchsaufbau, ist es möglich, für jedes Pa-
ket einen Zeitstempel vor und einen weiteren Zeitstempel nach der Bridge aufzuzeich-
nen. Damit erhält man eine sehr genaue Aussage über die Verarbeitungszeit eines jeden
Paketes auf der Bridge. Der dabei entstehende Messfehler der DAG 3.5E Karten beträgt
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maximal ±120nS (entspricht ±2 Ticks dieser Messkarten).
Neben dem Zeitstempel zeichnen die Messkarten den IP-Header sowie eine beliebige
Anzahl von Bytes aus dem Inhalt der durchgeleiteten Pakete auf. Die Auswertung dieser
Daten ermöglicht eine differenzierte Betrachtung von Datenströmen. Im konkreten Fall
wird die aufgezeichnete IP-Adresse dazu verwendet, aus den Gesamtdaten lediglich den
generierten Datenstrom beziehungsweise den P2P-Verkehr herauszuheben. Die dadurch
gewonnenen Daten werden im Abschnitt 5.2.3 dargestellt.
Weil die Extraktion der Daten aus den Paketen sowie das Schreiben des Zeitstempels
direkt auf der DAG 3.5E Karte und somit durch die Mess-Hardware erfolgte, war die ent-
stehende Last für den Messrechner sehr gering. Während der Aufzeichnungen mussten
lediglich die gewonnenen Messdaten aus den Puffern der DAG Karten in Log-Dateien
auf die Festplatte geschrieben werden. Die Speicher- und Bus-lastige Auswertung der
Log-Dateien erfolgte dennoch im nachhinein, so dass es nicht zu Störungen durch Wech-
selwirkungen während den Aufzeichnungen kommen konnte.
5.2.3 Messergebnisse
Zu Beginn führten wir grundlegende Messungen durch, um zu ermitteln, welche Ver-
zögerungen durch die verschiedenen Softwarekomponenten des Systems entstehen. Da-
mit die Ergebnisse vergleichbar sind, wurde allein ein TCP-Datenstrom mit konstanter
Paketgröße (1500 Bytes) aber exponentiell verteiltem Verzögerungsintervall von etwa
60MBits/sec über einen Zeitraum von 10 Minuten erzeugt. Die damit erzeugte Paketrate
entsprach somit rund 5.000 Paketen pro Sekunde.
Zunächst soll die minimal mögliche Verzögerungszeit betrachtet werden. Diese setzt
sich aus dem kompletten Empfang (Deserialisierung) sowie der Bearbeitung eines Pake-
tes zusammen. Die Zeit für den Empfang entspricht dem Ergebnis der Funktion tpacket,
welche die benötigte Zeit zur Übertragung eines kompletten Paketes angibt:
tpacket =
Spacket
Blink
(5.1)
ttotal = treceive + δ (5.2)
Dabei steht Blink für die Bandbreite des Übertragungsmediums und Spacket für die
Größe des Paketes auf dem Medium. Um ein IP-Paket mit 1500 Bytes Größe (entspricht
1518 Bytes für Ethernet) bei einer Fast-Ethernet-Verbindung mit 100MBits/sec vollstän-
dig zu empfangen (treceive), kommt man zu folgendem Ergebnis:
treceive = tpacket =
1518Bytes
100MBits/sec
=
1518Bytes
12.500.000Bytes/sec
treceive = 0.12144ms
Somit beträgt die theoretisch minimal mögliche Verzögerung 0.12144ms, was genau
der Zeit zum Empfang eines solchen Paketes entspricht. Ein realistischer Wert (ttotal) für
1500 Bytes große Pakete liegt im Bereich von rund 0.200ms, ein Schwelle die für eine
herausragende Performance der Bridge sprechen würde. Der erzielte Wert hängt nun
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hauptsächlich von der Bearbeitungszeit δ eines Paketes durch die Bridge ab, da man
davon ausgehen kann, dass der Empfang durch die Netzwerkkarten etwa in dem hier
vorgestellten Zeitrahmen erfolgt. Inwiefern sich die Latenz durch höhere Last verändert,
soll später ebenfalls besprochen werden.
13:07:31 13:10 13:12 13:14 13:16
Local time (TZ=CEST, UTC +0200)
0,1
1
De
lay
 (in
 ms
)
max
99%
90%
50%
60MBits/s exponential traffic in plain bridge mode - outbound
Abbildung 5.3: Paketverzögerung der Bridge
Die gemessene Grundverzögerung der Ethernet-Bridge ohne Firewall und Packet-
Scheduler ist in Abbildung 5.3 dargestellt. Die Messlinien stellen dabei die relativen
Häufigkeiten dar. Dazu ist die Auswertung in Intervalle unterteilt, welche auf eine Länge
von 7 Sekunden eingestellt sind. So gibt die 50%-Linie an, wie lange 50% aller gemesse-
nen Pakete im Intervall maximal verzögert wurden. Die Maximallinie gibt die Verzöge-
rungszeit des am längsten verzögerten Paketes im jeweiligen Intervall an. Ebenso sind
Vergleiche möglich, vergleicht man die 90% mit der 50%-Linie, weiss man, dass 40% aller
Pakete eine Verzögerung zwischen den Werten der 90%-Linie und der 50%-Linie hatten.
In Abbildung 5.3 sind die konstanten Werte für die Messlinien gut zu erkennen. Die
50%- und 90%-Linien bleiben dabei unterhalb von 0.3ms, die 99%-Linie hält sich bei etwa
0.4ms. Auffällig sind lediglich die regelmäßigen Spitzen der Maximallinie. Diese sind in
jedem Modus wiederzufinden. Es handelt sich hierbei jedoch nur um vereinzelte Pakete,
die Ursache ist dennoch weiterhin ungeklärt.
Stephen Hemminger, Verantwortlicher für die Entwicklung und Pflege des Bridge-
Codes im Linux-Kernel 2.4 und 2.6, vermutete einen Zusammenhang mit dem neuen
NAPI Verfahren einiger Netzwerkkartentreiber. Durch diese Verfahren löst nicht jedes
Paket an einer Netzwerkkarte einen Interrupt aus, vielmehr werden aufgelaufene Pake-
te in bestimmten Intervallen abgeholt (polling). Damit wird eine Überlastung des Rech-
ners durch zu viele Interrupts vermieden, stetig steigende Übertragungsraten und damit
steigende Anzahl von Interrupts waren der Grund für diesen Schritt.
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iptables-Modus
Um eine Vergleichsbasis zur Bewertung von IPP2P zu schaffen, soll nun der iptables-
Modus vorgestellt werden. Die Ethernet-Bridge wurde dabei mit folgenden Firewall-
regeln betrieben:
iptables -t mangle -A PREROUTING -p tcp -j ACCEPT
iptables -t mangle -A POSTROUTING -p tcp -j ACCEPT
Diese Regeln akzeptieren alle TCP-Pakete in den entsprechenden Ketten der mangle Ta-
belle. Aus Sicht der Firewall sind die Regeln überflüssig, da standardmäßig alle Pakete
akzeptiert werden dennoch wurden somit iptables und das mangle Modul geladen und
verwendet. Weder Connection Tracking noch ein Packet-Scheduler kamen zum Einsatz.
Die Ergebnisse der Messung sind in Abbildung 5.4 dargestellt.
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Abbildung 5.4: Paketverzögerung im iptables-Modus
Man kann erkennen, dass 99% aller Pakete mit eine Verzögerung von maximal 0.4ms
weitergeleitet werden und die Maximalverzögerung durchgehend unter 1ms liegt. Es
sind kaum Unterschiede zum Betrieb ausschließlich als Bridge erkennbar.
IPP2P-Modus
Der IPP2P-Modus unterscheidet sich nur durch eine Regel vom iptables-Modus. Es wer-
den zusätzlich sämtliche TCP-Pakete mit IPP2P durchsucht, Veränderungen im Vergleich
zum iptables-Modus wären also ausschließlich auf die Verwendung von IPP2P zurück-
zuführen. Abbildung 5.5 zeigt jedoch keine erkennbaren Unterschiede. Das eingesetzte
Regelwerk sah folgendermaßen aus:
iptables -t mangle -A PREROUTING -p tcp \
-m ipp2p --ipp2p --bit --apple -j ACCEPT
iptables -t mangle -A PREROUTING -p tcp -j ACCEPT
iptables -t mangle -A POSTROUTING -p tcp -j ACCEPT
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Setzt man IPP2P ein, um P2P-Pakete zu verwerfen muss man sich auf Verzögerungen
der in Abbildung 5.5 gezeigten Größenordnungen für den sonstigen Verkehr einstellen,
da der Rechenaufwand aus diesem Tests in etwa dem für das Verwerfen entspricht.
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Abbildung 5.5: Paketverzögerung im IPP2P-Modus
Anwendungsmessungen
Die im Folgenden vorgestellten Messungen bestehen aus vier unterschiedlichen Ab-
schnitten. Zu Beginn der Messung wird die Bridge ohne Firewall- und Packet-Scheduler-
Funktionalität betrieben. Nach kurzer Zeit wird zum bereits beschrieben IPP2P-Modus
gewechselt. Zwei Minuten später wird das Regelwerk um Connection-Tracking und
CONNMARK erweitert. Dieses entspricht dem benötigten Mindestumfang an Firewall-
regeln, um Accounting für P2P-Verkehr durchzuführen. Als Tuning-Parameter für das
Connection-Tracking wurde CONNTRACK_MAX=65000 und HASHSIZE=32503 entspre-
chend den Hinweisen in [31] gewählt. Folgende Regeln kamen zu Einsatz:
iptables -t mangle -A PREROUTING -p tcp \
-j CONNMARK --restore-mark
iptables -t mangle -A PREROUTING -p tcp \
-m mark ! --mark 0 -j ACCEPT
iptables -t mangle -A PREROUTING -p tcp \
-m ipp2p --ipp2p --bit --apple \
-j MARK --set-mark 11
iptables -t mangle -A PREROUTING -p tcp \
-m mark ! --mark 0 -j CONNMARK --save-mark
Damit die Einflüsse des Traffic-Shapings erfasst werden konnten, wurden nach weite-
ren zwei Minuten der Packet-Scheduler HTB geladen und auf jedem Port (hier als x
bezeichnet) der Bridge eine Eltern- (x:1) sowie zwei Blattklassen erstellt. Dabei dienten
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x:10 als Standardklassen für sämtlichen unklassifizierten Verkehr bei 98MBits/sec zuge-
sicherter Bandbreite. Für P2P-Verkehr kamen die Klassen x:11 mit einer Bandbreite von
jeweils 2MBits/sec zum Einsatz. Das Regelwerk wurde um folgende Regeln erweitert,
um Pakete anhand ihrer Markierung mittels CLASSIFY in die entsprechende P2P-Klasse
einzusortieren. Diese Konfiguration wurde bis zum Ende der jeweiligen Messung beibe-
halten.
iptables -t mangle -N MARKED
iptables -t mangle -A POSTROUTING -p tcp \
-m mark --mark 11 -j MARKED
iptables -t mangle -A MARKED -m physdev --physdev-out eth0 \
-j CLASSIFY --set-class 1:11
iptables -t mangle -A MARKED -m physdev --physdev-out eth1 \
-j CLASSIFY --set-class 2:11
Für den ersten Versuch wurde mit dem Filesharingprogramm eMule ein Upload von
1MBits/sec (125kb/sec Upload) eingestellt. Dieser Verkehr ist nicht synthetisch und da-
her auch nicht genau reproduzierbar, er entspricht vielmehr den realen Bedingungen
denen eine Ethernet-Bridge ausgesetzt ist. Der entstandene Datenverkehr ist in den Ab-
bildungen 5.6 und 5.7 dargestellt.
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Abbildung 5.6: Durchsatz ausgehender P2P-Verkehr (Versuch 1)
Dabei wurden aus den Messdaten die Paketgrößen extrahiert und für ein bestimm-
tes Intervall aufsummiert. Da die Angaben sich auf MBits/sec oder kBits/sec beziehen,
ist dieses Intervall dementsprechend auf 1 Sekunde festgelegt. Es wird weiterhin nach
Übertragungsprotokoll unterscheiden, TCP stellt hierbei den größten Anteil dar. UDP
ist zwar kaum vertreten, wird aber dennoch in den Grafiken aufgeführt.
In Abbildung 5.6 erkennt man einerseits sehr deutlich, dass die verwendete Bandbrei-
te des abgehenden Verkehrs zum Teil sehr deutlich von den angestrebten 1MBits/sec ab-
weichen. Andererseits kann man große Schwankungen in der Übertragungsrate ausma-
chen, welche P2P-Verkehr kennzeichnen. Die insgesamt übertragene Datenrate verläuft
demnach nicht konstant sondern zeigt ein stark sprunghaftes Verhalten.
Der eingehenden Verkehr in Abbildung 5.7 weist eine sehr ähnliche Struktur auf,
die verwendete Bandbreite ist jedoch etwa um Faktor 30 kleiner und schwankt stark
um 30kBits/sec. Da die für P2P verfügbare Bandbreite während dieses Tests jedoch
2MBits/sec pro Richtung betrug, wurde kein echtes Shaping durchgeführt. Vielmehr
zeigen sich die Auswirkungen des Einsortierens sowie entstehende Einflüsse auf P2P-
und andere Datenströme. Treten hier ähnliche Verzögerungszeiten wie in Abbildung 5.1
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Abbildung 5.7: Durchsatz eingehender P2P-Verkehr (Versuch 1)
auf, wäre dies ein erster wichtiger Schritt, um die Zusammensetzung der hohen Verzö-
gerungswerte aus dem Rechenzentrum nachvollziehen zu können.
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Abbildung 5.8: Paketverzögerung gesamter Verkehr (Versuch 1)
Abbildung 5.8 zeigt das Ergebnis des ersten Testlaufes. Die Verzögerungszeiten blei-
ben zunächst konstant, auch das Aktivieren von IPP2P um etwa 17:54 Uhr, verändert
an den Werten nichts Grundlegendes. Der Zeitpunkt des Einsatzes von Connection-
Tracking (17:56) geht mit einem leichten, aber gut erkennbaren Anstieg sämtlicher Mess-
linien einher. Allerdings verursacht das Aktivieren des Packet-Schedulers zusammen mit
dem Einsortieren von Paketen in die entsprechenden Klassen einen enormen Anstieg
der Latenzzeiten. Die Maximalwerte erhöhten sich dabei um Faktor 100 und mehr. Die-
se Werte sind alarmierend hoch, zumal kein echtes Traffic-Shaping durchgeführt wurde,
denn die rund 1MBits/sec P2P-Traffic sollten trotz den erwähnten Schwankungen be-
quem in die 2MBits/sec HTB Klasse passen. Dennoch zeichnen sie ein ähnliches Bild
wie im Vergleich zu den Messwerten aus dem Rechenzentrum. Somit sind die hohen
Verzögerungszeiten im Rechenzentrum auch im Labor reproduzierbar.
Nun stellt sich die entscheidende Frage, ob ausschließlich P2P-Verkehr dermaßen
stark verzögert wurde oder ob dieser Effekt auch anderen Verkehr – in diesem Test also
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den generierten TCP-Hintergrundverkehr – betrifft. Dazu wurden aus den Messwerten
des obigen Testlaufes nur die Pakete des generierten Verkehrs extrahiert und die Verzö-
gerungszeiten berechnet. Das Ergebnis ist in Abbildung 5.9 dargestellt.
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Abbildung 5.9: Paketverzögerung generierter Verkehr (Versuch 1)
Man erkennt zwar die bereits genannten Einflüsse des Connection-Trackings und
Traffic-Shapings, dennoch bleiben die Werte in vertretbaren Bereichen. So werden 99%
aller Pakete in weniger als 0.7ms weitergesendet, die Maximallinie für den generierten
Datenstrom bleibt trotz aktiviertem Packet-Scheduler unter 1ms.
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Abbildung 5.10: Paketverzögerung P2P-Verkehr (Versuch 1)
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Betrachtet man nun im Vergleich dazu die in Abbildung 5.10 extrahierten Verzöge-
rungszeiten für den P2P-Verkehr, stellt man zunächst fest, dass 50% aller Pakete fast un-
beeinflusst vom hinzuschalten des Packet-Schedulers weiterhin mit einer Verzögerung
kleiner 0.3ms verarbeitet werden. Jedoch steigen die anderen Messlinien deutlich an, oh-
ne das Pakete verworfen wurden oder die P2P-Transferraten sich änderten.
Als Gründe für den Anstieg der Latenz sind zwei Ursachen zu vermuten: einerseits
spielt die Charakteristik des P2P-Verkehrs mit sprunghaften und stark schwankenden
Übertragungsraten sicherliche eine bedeutende Rolle dafür. Andererseits ist der ver-
wendete Packet-Scheduler (hier HTB) ebenfalls eine Ursache für die Verzögerungszei-
ten, denn es wird für jede Klasse eine Warteschlange von 100 Paketen Länge eingeführt.
Dadurch kann es unter Umständen vorkommen, dass Pakete verhältnismäßig lange zwi-
schengespeichert werden, bevor sie endgültig weiterversand werden können. Diese The-
matik wird in Abschnitt 5.2.4 dieser Arbeit im Detail betrachtet. Weiterhin spielt die ein-
gestellte Priorität für eine Klasse bei der Reihenfolge des Weiterversandes eine Rolle.
Diese wurde während der Messungen für die P2P-Klasse (prio 5) geringer eingestellt,
als für die Default-Klasse (prio 1). Die genauen Einstellungen sind in den Scripten auf
der beiligenden CD-ROM zu finden.
Vergleichsmessungen mit CBQ zeigten bessere Ergebnisse, im Anhang auf Seite 69
finden sich die entsprechenden Grafiken. Mit CBQ lässt sich die 90%-Linie relativ kon-
stant auf unter 0.3ms halten, die 99% und Maximal-Linie können ebenfalls leicht gesenkt
werden. Anzumerken ist noch, dass diese hohen Verzögerungszeiten nur den gebrem-
sten P2P-Verkehr betreffen. Wie weitere Versuche zeigten, sind die Einflüsse von CBQ
und HTB auf den generierten Verkehr bei hohen Datenraten etwa gleich, jedoch ermög-
licht HTB ein wesentlich genaueres Traffic-Shaping als CBQ wie die Vergleichsgrafiken
im Anhang belegen. Es gibt eine Vielzahl weiterer Packet-Scheduler, die vermutlich an-
dere Vor- und Nachteile aufweisen und eventuell geringere Verzögerungszeiten verur-
sachen.
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Abbildung 5.11: Paketverzögerung gesamter Verkehr (Versuch 2)
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In der zweiten Versuchsreihe wurde die Datenrate für P2P-Verkehr auf 5MBits/sec
(625kb/sec Upload) erhöht. Der generierte TCP-Verkehr sowie die anderen Einstellun-
gen blieben unverändert, angemerkt sei noch, dass in der letzten Phase dieses Tests ech-
tes Traffic-Shaping durchgeführt wurde. Ausgehend von den Ergebnissen der vorange-
gangenen Versuchsreihe und den Messergebnissen aus dem Rechenzentrum, war also
anzunehmen, dass die Latenz für P2P nicht sinken würde, wichtig war jedoch ob und
wie sich Traffic-Shaping auf den generierten Verkehr auswirken würde. Abbildung 5.11
zeigt den Verlauf der Verzögerungszeiten für den gesamten Verkehr.
Man erkennt die grobe Struktur aus dem vorangegangenen Versuch wieder, jedoch
haben sich die Verzögerungszeiten mit dem Einsetzen des Traffic-Shapings noch wei-
ter verschlechtert. Dabei werden maximale Verzögerungszeiten von über 2 Sekunden
erreicht, die 90%-Linie steigt leicht an aber die 50%-Linie bleibt annähernd konstant. Be-
trachtet man nun ausschließlich den generierten Verkehr, zeigt Abbildung 5.12 die dar-
aus resultierenden Werte.
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Abbildung 5.12: Paketverzögerung generierter Verkehr (Versuch 2)
Deutlich zu erkennen ist die Verwendung des Connection-Trackings (etwa 17:44 Uhr)
sowie das Hinzuschalten des Traffic-Shapings durch HTB zwei Minuten später. Wäh-
rend 50% aller generierten Pakete kaum verändert mit weniger als 0.3ms Verzögerung
verarbeitet werden, pendelt die Maximallinie nun im Bereich um 1ms. Auch die beiden
verbleibenden Linien verzeichnen einen sprunghaften Anstieg in der Verzögerungszeit
um etwa 0.3ms, verbleiben dann jedoch relativ konstant auf dem erreichten Niveau.
Betrachtet man nun die Verzögerungszeiten für den P2P-Verkehr, wie in Abbildung
5.13 dargestellt, haben sich die Werte im Vergleich zum vorangegangenen Versuch noch-
mals verschlechtert – es steigen alle Messlinien auf Werte um 2000ms, das Maximum
liegt sogar über 2600ms. Dieser Wert liegt deutlich über den Messwerten aus dem Re-
chenzentrum. Höhere Datenraten und ein langsameres Bridge-System könnten die Ur-
sache dafür sein. Der Frage nach den Durchsatzraten des ausgehenden P2P-Verkehrs
geht Abbildung 5.14 nach.
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Abbildung 5.13: Paketverzögerung P2P-Verkehr (Versuch 2)
Es ist sehr gut zu erkennen wie der Packet-Scheduler die Datenrate konstant auf die
eingestellten 2MBits/sec begrenzt. Weiterhin fällt sofort auf, dass anstatt der angestreb-
ten 5MBits/sec stellenweise deutlich sehr viel mehr Verkehr erzeugt wird, die Mess-
ergebnisse zeigen Spitzenwerte bis 13MBits/sec. Die im ersten Versuch beobachteten
sprunghaften Datenraten zeigen sich hier noch wesentlich ausgeprägter. Darüber hin-
aus kann man zwischen den Durchsatzraten des ausgehenden und eingehenden P2P-
Verkehrs deutliche Ähnlichkeiten feststellen, so weist Abbildung 5.15 für den eingehen-
den Verkehr grob die gleiche Struktur auf, wie sie schon in Abbildung 5.14 zu aufgetreten
ist.
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Abbildung 5.14: Durchsatz ausgehender P2P-Verkehr (Versuch 2)
Das einsetzende Traffic-Shaping für den ausgehenden Verkehr wirkt sich direkt auch
auf den Durchsatz des eingehenden Verkehrs aus, wobei hier TCP-Signalisierung in
Form von Acknowledgement-Paketen den Großteil (über 93%) der Pakete darstellt. Aus
diesem Grund sind die Ähnlichkeiten nicht verwunderlich, würde man anstatt ledig-
lich Daten hochzuladen auch gleichzeitig noch Daten herunterladen, könnte man die
geringen Datenraten der TCP-Signalisierung nicht mehr erkennen und die entstehenden
Durchsatzraten wären sich nicht mehr ähnlich.
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Abbildung 5.15: Durchsatz eingehender P2P-Verkehr (Versuch 2)
Als dritten und letzten Versuch wurden zwei Datenströme in gegensätzlichen Rich-
tungen generiert. Da die Bridge im Vollduplex-Modus betrieben wurde, sollten pro Rich-
tung maximal 100MBits/sec Bandbreite zur Verfügung stehen. Im Versuch wurden pro
Richtung jeweils ein 60MBits/sec Datenstrom als Hintergrundverkehr generiert und zu-
dem 5MBits/sec P2P-Datenverkehr von innen nach außen gesendet. Bezieht man nun
die Rückrichtung des generierten Verkehrs mit ein, musste die Bridge eine Gesamtda-
tenmenge von rund 130MBits/sec bewältigen, wie Abbildung 5.16 bestätigt.
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Abbildung 5.16: Gesamtdurchsatz Außenseite (Versuch 3)
Auch hier kam das bereits in den vorangegangenen Versuchen verwendete Ablauf-
schema zum Einsatz, allerdings ist in Abbildung 5.17 der Zeitpunkt des Hinzuschaltens
des Connection-Trackings (14:46 Uhr) nicht mehr eindeutig zu identifizieren. Weiterhin
liegen die Verzögerungswerte für sämtliche Messlinien höher als in den vorangegan-
genen Testläufen, selbst die 90%-Linie bleibt knapp über 1ms. Die Verzögerungszeiten
bleiben dennoch relativ konstant bis zum Einsetzen des Traffic-Shapings (14:48 Uhr) mit
HTB. Nun tritt wieder das bereits bekannte Bild auf, die Maximalverzögerung steigt bis
auf knapp 2 Sekunden an. Deutlich zu erkennen ist ab diesem Zeitpunkt jedoch auch
eine minimale Verringerung sowie leichte Glättung der 90%-Linie. Dies ist ein Umstand,
der während der Messungen bisher noch nicht aufgetreten ist.
Genauere Betrachtungen des generierten Verkehrs in Abbildung 5.18 bringen demzu-
folge eine etwas andere Lage als in den vorangegangenen Messungen hervor. Einerseits
ist aufgrund der insgesamt hohen Last die Verzögerung etwa um Faktor zwei höher,
bleibt aber dennoch in vertretbaren und vor allem konstanten Größen. Andererseits ist
nun mit dem Einsetzen des Traffic-Shapings eine Latenzverbesserung für den generier-
ten Verkehr sichtbar. Dies deckt sich mit Aussagen von IPP2P Nutzern, wonach Shaping
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Abbildung 5.17: Paketverzögerung ausgehender Verkehr (Versuch 3)
des P2P-Verkehrs in stark belasteten Netzwerken schnellere Verarbeitungszeiten für den
nicht-P2P-Verkehr bewirkt.
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Abbildung 5.18: Paketverzögerung ausgehender generierter Verkehr (Versuch 3)
Für den P2P-Verkehr in Abbildung 5.19 ähneln die Verzögerungszeiten denen aus
Versuch 2. Hier ist wiederum zu erkennen, dass der gesamte P2P-Verkehr durch das
Traffic-Shaping Verzögerungszeiten bis 2 Sekunden erfährt. Der in diesem Versuch ent-
standene Durchsatz des abgehenden P2P-Verkehrs ist in Abbildung B.9 im Anhang auf
Seite 70 wiederzufinden.
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Abbildung 5.19: Paketverzögerung ausgehender P2P-Verkehr (Versuch 3)
Die Verzögerungszeiten für den eingehenden Verkehr sind konstant über den gesam-
ten Verlauf des Versuches hinweg, wobei sich die 50%-Linie bei 0.4ms befindet. 90% aller
Pakete werden in unter 0.8ms weitergeleitet und die 99%-Linie liegt leicht über 1ms, die
maximale Verzögerungszeit aller Pakete pendelt zwischen 2ms und 3ms. Die Werte sind
vergleichbar mit den erzielten Werten ab dem Aktivieren des Packet-Schedulers aus Ab-
bildung 5.18.
5.2.4 Auswertung
Die Messungen haben gezeigt, dass IPP2P selbst keinen sichtbar negativen Einfluss auf
die Verarbeitungsgeschwindigkeit hat, wie ebenfalls die Abbildungen im Anhang ab Sei-
te 67 belegen. Es ist zu erkennen, dass sich am maximalen Durchsatz nichts ändert und
auftretende Schwankungen der Verarbeitungszeit zumindest im iptables-Modus eben-
falls wiederzufinden sind.
Weiterhin erkennt man in Abbildung 5.14 eindeutig, wie das hier vorgestellte Verfah-
ren eingreift und den P2P-Verkehr auf die eingestellte Bandbreite bremst. Jedoch kann
es durch den Einsatz eines Packet-Schedulers zu einem geringfügigen Anstieg der La-
tenz des gesamten Verkehrs kommen, die Verzögerungszeiten für den P2P-Verkehr kön-
nen sogar um Faktor 1.000 größer werden. Da P2P-Verkehr einerseits jedoch als Verkehr
mit geringer Priorität betrachtet wird, aber andererseits keine Ansprüche an die Über-
tragungszeit stellt, funktioniert die P2P-Datenübertragung auch mit aktiviertem Traffic-
Shaping und den daraus entstehenden hohen Verzögerungszeiten weiterhin problemlos.
Die Ursache für die hohen Verzögerungszeiten liegen einerseits an der Charakteristik
des P2P-Verkehrs mit stark schwankenden Übertragungsraten sowie des Standardver-
haltens von HTB: wenn möglich wird versucht, Pakete in einem Puffer zu speichern
anstatt sie zu verwerfen. So ist die Warteschlange für jede Blattklasse im Fall von Ether-
net 100 Pakete lang. Will man nun die entstehende Verzögerung ttotal für ein Paket ab-
schätzen, welches in die Warteschlange eingereiht wird, kann man die nachfolgenden
Formeln als Anhaltspunkte verwenden:
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ttotal = treceive + tqueue + δ (5.3)
tqueue =
(
Lqueue ∗
Spacket
BP2P
)
+  (5.4)
Dabei hängt die Bearbeitungszeit δ von vielen Faktoren wie CPU-Last oder der Ge-
schwindigkeit für Speicherzugriffe etwa auf die Conntrack-Tabelle ab. Die gesamte Zeit,
die der Packet-Scheduler HTB verbraucht, wird mit tqueue angegeben. Hier steht Lqueue
für die Position des zu betrachtenden Paketes in der Warteschlange. Unter  wird die
zusätzliche Zeit zusammengefasst, die HTB selbst zur Abarbeitung aller weiteren Schrit-
te benötigt, sowie die Wartezeit einer Klasse wenn eine andere Klasse Daten überträgt.
Diese Werte hängen wiederum von den verfügbaren Ressourcen und der individuel-
len Konfiguration (prio, quantum, etc.) der Klasse ab. Die Bandbreite für die P2P-Klasse
wird mit BP2P angegeben.
Greift man das Beispiel von Seite 44 noch einmal auf und betrachtet es mit Hilfe der
Formeln 5.3 und 5.4 für den Fall von P2P-Verkehr neu, ergibt sich ein völlig anderes Bild.
In Anlehnung an die Umstäende während der Messungen im Labor, wird angenommen,
dass die Warteschlange der P2P-Klasse gefüllt ist, da sich 5MBits/sec P2P-Daten in eine
kleine P2P-Klasse zwängen. Es wird weiterhin angenommen, dass dieses Paket am Ende
der gefüllten Warteschlange eingereiht wird. Die Position in der Warteschlange Lqueue
beträgt demnach 100. Als Bandbreite der P2P-Klasse BP2P ist, wie in den Performance-
Messungen, 2MBits/sec angegeben. Daraus ergibt sich folgendes Szenario:
ttotal = 0.12144ms + tqueue + δ
= 0.12144ms +
(
100 ∗
1518Bytes
2MBits/sec
)
+  + δ
= 0.12144ms + 607.2ms +  + δ
= 607.32144ms +  + δ
Zunächst fällt auf, dass man als Ergebnis keinen eindeutigen Wert erhält, sondern
eine Grundverzögerung plus der Verarbeitungszeit der Bridge selbst (δ) und von HTB
(). Diese sind nicht genau vorhersehbar, allerdings ist δ bereits in den Performance-
Messung zum Bridge-Modus, iptables-Modus und IPP2P-Modus aufgetreten. Unter Last
(130MBits/sec) stieg δ dabei bis auf 3ms an. Auf dieser Grundlage müsste  Werte bis zu
1400ms einnehmen, damit sich die Rechnung mit den Messwerten aus Messung 2 deckt.
Zusammenhänge zwischen δ und dem Gesamtdurchsatz sind nicht zu erkennen – in
Messungen mit 30, 60 und 120MBits/sec Hintergrundverkehr erfährt 5MBits/sec P2P-
Verkehr in einer 2MBits/sec großen Klasse Verzögerungszeiten von rund 2000ms.
CBQ erreichte für den gleichen Test deutlich bessere Werte. Mit 120MBits/sec Hinter-
grundverkehr entstand für den P2P-Verkehr ein Verzögerung von maximal 945ms, die
Grafiken dazu befinden sich auf der beiligenden CD-ROM. Dieser Wert liegt deutlich
unter dem Maximalwert von HTB, CBQ kann hier also die bereits erwähnten Vorteile
ausspielen. Augenscheinlich besteht bei den Packet-Schedulern hinsichtlich der Verar-
beitungsgeschwindigkeit für Traffic-Shaping noch Verbesserungsbedarf.
In stark belasteten Netzwerken kann P2P-Verkehr durch die sehr stark schwanken-
den Übertragungsraten hohe Verzögerungszeiten des gesamten Verkehrs verursachen.
Mittels IPP2P und Traffic-Shaping auf einen geeigneten Wert lassen sich diese Verzöge-
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rungszeiten für nicht-P2P-Verkehr dennoch vermindern. Diese Verbesserung macht sich
in Netzwerken mit hohem P2P-Anteil besonders deutlich bemerkbar.
Die Analyse des Internetverkehrs an mehreren Stellen des Universitätsnetzwerkes
hat Vermutungen bestätigt, wonach P2P-Verkehr einen Großteil des anfallenden Über-
tragungsvolumens darstellt. Vielerorts wird der P2P-Anteil für jedes größere Netzwerk
mit rund 50% beziffert, diese Werte traten auch während den hier durchgeführten Mes-
sungen auf. Dabei stellt das P2P-Netzwerk eDonkey bei weitem den größten Anteil dar.
Kapitel 6
Zusammenfassung
Im Rahmen dieser Arbeit wurde die Erweiterung IPP2P für das netfilter/iptables Frame-
work entwickelt. Diese ermöglicht eine zuverlässige Erkennung von P2P-Datenpaketen
in Netzwerken und gestattet somit eine gesonderte Weiterbehandlung dieses Verkehrs.
Es wurde weiterhin durch verschiedene Messungen gezeigt, dass der Einsatz von IPP2P
keine offensichtlich erkennbaren negativen Einflüsse auf die Performance einer iptables-
basierten Firewall hat. Die grundsätzlichen Hardwareansprüche einer Firewalllösung
mit IPP2P sind gering, mit steigendem Durchsatz und Paketraten wachsen jedoch auch
die Anforderungen an die Hardware, um Latenzzeiten niedrig zu halten. So genügt ein
Pentium System mit 120MHz und 64MB Speicher für eine gewöhnliche ADSL-Leitung,
bei Übertragungsraten im Bereich von 100MBits/s sollte es aktuelle Hardware mit aus-
reichend Arbeitsspeicher sein.
Um P2P-Verkehr zu identifizieren, sucht IPP2P im Paketinhalt von TCP-Paketen nach
eindeutigen Mustern. Dieses Verfahren wird als Layer-7-Firewalling bezeichnet und er-
möglicht ein dynamisches, Port-unabhängiges Filtern anhand weniger Regeln.
Darüber hinaus wurde ein Gesamtkonzept einer transparenten Firewall mit IPP2P
als Kernstück vorgestellt, welche verschiedene Möglichkeiten zur Behandlung von P2P-
Verkehr anbietet. So kann damit der Anteil des P2P-Verkehrs am Gesamtdatenvolumen
ermittelt, identifizierte P2P-Datenströme mittels Traffic-Shaping auf beliebige Bandbrei-
te reduziert oder P2P-Pakete verworfen werden, um eine Nutzung der Tauschbörsen
zu unterbinden. Für dieses System wurde in Labormessungen die Leistungsfähigkeit
gezeigt, es können Datenmengen in Größenordnungen von 100MBits/sec und mehr
mit geringen Einflüssen in der Latenz behandelt werden. Lediglich im Fall von Traffic-
Shaping kam es zu großen Veränderungen der Verzögungszeiten für P2P-Verkehr, da
dieser jedoch wenig empfindlich auf solche Verzögerungen reagiert wie die konstant
bleibenden Datenraten belegen, sind solche Verzögerungszeiten akzeptabel. Für nicht
P2P-Verkehr waren die entstehenden Einflüsse minimal, in stark belasteten Netzwerken
kann durch den Einsatz eines solchen Systems durch Reduzierung von unerwünschtem
P2P-Verkehr die Latenz sonstiger Pakete gesenkt und die zur Verfügung stehende Band-
breite erhöht werden.
6.1 Ausblicke
Für die Zukunft ist eine Weiterentwicklung von IPP2P geplant, welche aus mehreren
Gründen erforderlich ist. Einerseits können sich aktuelle P2P-Netzwerke bezüglich der
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verwendeten Signalisierung verändern oder weiterentwickeln wie beispielsweise der in-
offizielle eDonkey-Nachfolger Kademlia. Darüber hinaus gibt es eine Vielzahl von Netz-
werken, die bisher noch nicht implementiert werden konnten, oder die momentan nicht
populär genug sind, um eine Implementation zu rechtfertigen. Letztlich schreitet auch
die Entwicklung des verwendeten Frameworks von Linux, netfilter und iptables voran,
wie die Einführung des Linux-Kernels 2.6 kürzlich erst demonstrierte. Um auf all diese
Faktoren einzugehen und somit den erreichten Klassifizierungsgrad zu halten oder zu
verbessern, ist eine dauerhafte Pflege und Weiterentwicklung von IPP2P unumgänglich.
In diesem Rahmen soll auch ein weiteres Modul zu Erkennung von UDP-P2P-Paketen
diskutiert werden. Dabei stehen einerseits die Eigenschaften und Anwendungen von
UDP im Blickpunkt, andererseits muss abgewägt werden, ob durch bereits untersuchte
und weitere P2P-Netzwerke ausreichend UDP-Verkehr erzeugt wird, um die Entwick-
lung eines solchen Moduls zu rechtfertigen. Da UDP häufig für latenzsensitive Anwen-
dungen eingesetzt wird, sind die entstehenden Verzögerungszeiten hierbei wesentlich
kritischer zu betrachten als es bisher für TCP getan wurde.
Die Leistungsfähigkeit von Computerhardware steigt rapide an, damit ist auch die
hier vorgestellte Softwarelösung in der Lage, größere Datenmenge zu bewältigen. Da
jedoch die Bandbreite von Netzwerken im gleichen Maße oder sogar schneller wächst,
werden andere Lösungen für solche Umgebungen benötigt. Lediglich integrierte Hard-
warelösungen können derzeit solchen Anforderungen standhalten. Aus diesem Grund
wird eine Portierung von IPP2P in Hardware mit Intel IXP Netzwerkprozessoren erwägt.
Weiterhin wird die Auslagerung in ein passives Messsystem betrachtet, wobei der
Netzwerkverkehr gespiegelt werden soll, so dass eine Firewall ihren Dienst wie ge-
wöhnlich verrichten kann, aber ein zweites System zeitgleich den selben Verkehr nach
P2P-durchsucht. Werden P2P-Pakete entdeckt, so wird dies der Firewall beispielswei-
se mittels SNMP mitgeteilt, welche entsprechende Gegenmaßnahmen ergreifen kann. In
diesem Szenario könnte die eigentliche Firewall eine Hardwarelösung sein, wohingegen
das passive Messsystem nicht zwingend die gleiche Verarbeitungsgeschwindigkeit bie-
ten muss wie die Firewall. Deshalb könnte IPP2P in der hier erläuterten Form weiterhin
zum Einsatz kommen.
Abschließend soll im Rahmen eines weiteren Projektes geklärt werden, inwiefern sich
Traffic-Shaping auf die Topologie von P2P-Netzwerken auswirkt. Geht man dann in der
Konsequenz noch einen Schritt weiter, könnte mittels eines neuen Parameters von IPP2P
die Topologie von bestimmten P2P-Netzwerken gezielt beeinflusst werden, indem bei-
spielsweise entfernte Peers anders behandelt werden als jene in unmittelbarer Nähe.
Damit könnte man versuchen die allgemeine Verbindungsqualtität von Netzwerken zu
steigern, da oftmals der Übergang zwischen Netzwerken einen Bandbreiten- sowie Ko-
stenflaschenhals darstellt.
6.2 Fazit
Bis vor kurzem stellte Web Verkehr den größten Anteil des gesamten Datenaufkommens
im Internet dar. Diese Position wurde nun von P2P-Verkehr übernommen, was viele
Netzwerkbetreiber vor eine Reihe von Problemen stellt. Stark steigende Kosten für die
Übertragung der anfallenden Datenmengen einerseits und Qualitätseinbußen für den
übrigen Verkehr andererseits sind hier hauptsächlich zu nennen. Das folgende Zitat von
Mario Mariani, Senior Vice President of Media and Access von Tiscali veranschaulicht
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die Situation, in der sich große Netzwerkbetreiber befinden:
„The peer-to-peer sites are impossible to fight. In any given network, peer-to-peer traffic is
between 30 and 60 percent of total traffic. We technically cannot control such traffic.“
Das in dieser Arbeit vorgestellten System bietet als Softwarelösung nicht genügend
Kapazitäten für größere Netzwerkbetreiber. Hier ist Bedarf für eine anpassungsfähige
Hardwarelösung vorhanden, welche Datenraten im Gigabit-Bereich verarbeiten können
muss. Für Firmen und öffentliche Einrichtungen wie Schulen oder Universitäten bietet
dieser Ansatz jedoch eine Möglichkeit zur Entlastung von zweckgebundenen Netzwer-
ken, Qualitätsverbesserungen durch geringere Latenzzeiten und mehr verfügbare Band-
breite sowie Kosteneinsparungen durch weniger Datenaufkommen.
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Anhang B
Anlagen
CD-ROM: Inhalt der CD-ROM
Verzeichnis Inhalt
/
/arbeit/ Kopie dieser Diplomarbeit in unterschiedlichen Formaten
/ipp2p/ Quellcodes von IPP2P Version 0.5c
/messung/ Informationen, Auswertungen und Scripte der Messungen
/messung/agr/ Daten der Messungen zur Auswertung mittels xmgrace
/messung/eps/ Bilder zu den Messungen im eps Format
/messung/png/ Bilder zu den Messungen im png Format
/messung/scripte/ Verschiedene Scripte die für Versuche verwendet wurden
/scripte/ Beispielscripte für HTB, Ethernet-Bridges und IPP2P
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CD-ROM: IPP2P, Scripte und Messungen
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Grafiken: Maximaler Durchsatz der Bridge
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Abbildung B.1: Maximaler Durchsatz im Bridge-Modus
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Abbildung B.2: Maximaler Durchsatz im iptables-Modus
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Abbildung B.3: Maximaler Durchsatz im IPP2P-Modus
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Grafiken: Verzögerungszeiten bei maximalem Durchsatz
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Abbildung B.4: Verzögerungszeit bei maximalem Durchsatz im Bridge-Modus
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Abbildung B.5: Verzögerungszeit bei maximalem Durchsatz im iptables-Modus
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Abbildung B.6: Verzögerungszeit bei maximalem Durchsatz im IPP2P-Modus
Grafiken: Scheduler Vergleich von HTB und CBQ
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Abbildung B.7: Paketverzögerung mit HTB
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Abbildung B.8: Paketverzögerung mit CBQ
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Abbildung B.9: Traffic-Shaping mit HTB auf eingestellte 2MBits/s
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Abbildung B.10: Traffic-Shaping mit CBQ auf eingestellte 2MBits/s
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Script: Basisscript zu IPP2P
#!/bin/bash
iptables -t mangle -A PREROUTING -p tcp \
-j CONNMARK --restore-mark
iptables -t mangle -A PREROUTING -p tcp -m mark ! --mark 0 \
-j ACCEPT
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --ipp2p \
-j MARK --set-mark 1
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --bit \
-j MARK --set-mark 2
iptables -t mangle -A PREROUTING -p tcp -m mark ! --mark 0 \
-j CONNMARK --save-mark
Script: Vergleichsmessung --ipp2p und --ipp2p-data
#!/bin/bash
#Markierungen setzen
iptables -t mangle -A PREROUTING -p tcp \
-j CONNMARK --restore-mark
iptables -t mangle -A PREROUTING -p tcp -m mark --mark 1 \
-j ACCEPT
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --ipp2p-data \
-j MARK --set-mark 1
iptables -t mangle -A PREROUTING -p tcp -m mark --mark 1 \
-j CONNMARK --save-mark
iptables -t mangle -A PREROUTING -p tcp -m mark ! --mark 0 \
-j ACCEPT
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --ipp2p \
-j MARK --set-mark 2
iptables -t mangle -A PREROUTING -p tcp -m mark ! --mark 0 \
-j CONNMARK --save-mark
#Markierungen loggen
iptables -t mangle -A POSTROUTING -m mark --mark 1 -j ACCEPT
iptables -t mangle -A POSTROUTING -m mark --mark 2 -j ACCEPT
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Script: Auswertung P2P-Nutzung und -Signalisierung
#!/bin/bash
#Markierungen setzen
iptables -t mangle -A PREROUTING -p tcp \
-j CONNMARK --restore-mark
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --edk \
-j MARK --set-mark 1
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --kazaa \
-j MARK --set-mark 2
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --gnu \
-j MARK --set-mark 3
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --bit \
-j MARK --set-mark 4
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --apple \
-j MARK --set-mark 5
iptables -t mangle -A PREROUTING -p tcp -m ipp2p --dc \
-j MARK --set-mark 6
iptables -t mangle -A PREROUTING -p tcp -m mark ! --mark 0 \
-j CONNMARK --save-mark
#Markierungen loggen
iptables -t mangle -A POSTROUTING -m mark --mark 1 -j ACCEPT
iptables -t mangle -A POSTROUTING -m mark --mark 2 -j ACCEPT
iptables -t mangle -A POSTROUTING -m mark --mark 3 -j ACCEPT
iptables -t mangle -A POSTROUTING -m mark --mark 4 -j ACCEPT
iptables -t mangle -A POSTROUTING -m mark --mark 5 -j ACCEPT
iptables -t mangle -A POSTROUTING -m mark --mark 6 -j ACCEPT
iptables -t mangle -A POSTROUTING -j ACCEPT
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