Effect of an exponentially decaying threshold on the firing statistics of a stochastic integrate-and-fire neuron.
We study a white-noise driven integrate-and-fire (IF) neuron with a time-dependent threshold. We give analytical expressions for mean and variance of the interspike interval assuming that the modification of the threshold value is small. It is shown that the variability of the interval can become both smaller or larger than in the case of constant threshold depending on the decay rate of threshold. We also show that the relative variability is minimal for a certain finite decay rate of the threshold. Furthermore, for slow threshold decay the leaky IF model shows a minimum in the coefficient of variation whenever the firing rate of the neuron matches the decay rate of the threshold. This novel effect can be seen if the firing rate is changed by varying the noise intensity or the mean input current.