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1. Introduction
For non-Archimedean spaces X and Y, let M♭(X),M(V → W ) and D♭(X, Y )
be the ballean of X (the family of the balls in X), the space of mappings from
X to Y, and the space of mappings from the ballen of X to Y, respectively (see
Sections 2 and 4 for more precise meaning). By studying explicitly the Hausdorff
metric structures related to these spaces, we construct several families of new metric
structures (e.g., ρ̂u, β̂
λ
X,Y , β̂
∗λ
X,Y ) on the corresponding spaces (see Sections 3 and 4),
and study their convergence, structural relation, law of variation in the variable λ,
including some normed algebra structure (see Theorems 3.2, 3.5, 4.2, 4.5, 4.6, 4.9,
4.11 below). To some extent, the non-Archimedean class β̂λX,Y is a counterpart of the
usual Levy-Prohorov metric in the probability measure spaces (see [D, p.394] and
[Ra]), but it behaves very differently, and is interesting in itself. Moreover, when
X is compact and Y = K is a complete non-Archimedean field, we construct and
study a Dudly type metric of the space of K−valued measures on X (see Section5,
Theorems 5.2, 5.3 below).
Notation and terminology. Let X be a metric space endowed with the
metric d. For any subsets A and B ofX, the diameter of A is diam(A) = sup{d(x, y) :
x, y ∈ A}, the distance between A and B is dist(A,B) = inf{d(x, y) : x ∈ A, y ∈ B},
in particular, for x ∈ X, dist(x,A) = dist({x}, A). For a set Y ⊂ X and ε > 0,
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its ε−neighborhood is the set Uε(Y ) = {x ∈ X : dist(x, Y ) < ε}. The Hausdorff
distance between A and B, denoted by dH(A,B), is defined by
dH(A,B) = inf{ε > 0 : A ⊂ Uε(B) and B ⊂ Uε(A)}
= max{sup
a∈A
dist(a, B), sup
b∈B
dist(b, A)}.
Moreover, for a ∈ X and r ∈ (0,∞) ⊂ R (the real number field), the open ball of
radius r with center a is the set Ba(r) = {x ∈ X : d(a, x) < r}; The closed ball of
radius r with center a is the set Ba(r) = {x ∈ X : d(a, x) ≤ r}. A ball in (X, d)
is a set of the form Ba(r) or Ba(r) for some a ∈ X and r ∈ (0,∞). In this paper,
a metric may take the value ∞. For more basic facts of metric spaces, we refer to
[BBI] and [G].
Throughout this paper, unless otherwise specified, we use the notation d̂ denote the
non-Archimedean metric on a space X, that is, d̂ is a metric on X and satisfies the
strong triangle inequality d̂(x, z) ≤ max{d̂(x, y), d̂(y, z)} (x, y, z ∈ X). A set X
endowed with a non-Archimedean metric d̂X is called a non-Archimedean metric
space (also called ultrametric space), which is denoted by (X, d̂X). The Hausdorff
distance between subsets of X is then denoted by d̂X,H . It is well known that, in
(X, d̂X), each ball is both open and closed, each point of a ball may serve as a center,
and a ball may have infinitely many radii (see [Sc, p.48]). For more basic properties
of non-Archimedean metric spaces, we refer to [BGR], [Sc] and [Q].
As usual, the symbols Z,Q,R,C,Zp,Qp and Fp represent the sets of integers, rational
numbers, real numbers, complex numbers, p−adic integers, p−adic numbers and the
field with p elements, respectively. We denote the completion of the algebraic closure
Qp of Qp by Cp, which is endowed the non-Archimedean metric d̂p induced by the
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normalized valuation |.|p satisfying |p|p =
1
p
(i.e., d̂p(α, β) =| α − β |p, ∀α, β ∈ Cp),
and called the Tate field (see [K], [Se]).
2. Ultrametric structures on balls
Firstly we have the following simple formula for computing the Hausdorff dis-
tance between balls in a non-Archimedean metric space.
Lemma 2.1. Let B1 and B2 be two balls in a non-Archimedean metric space
(X, d̂), then their Hausdorff distance is
d̂H(B1, B2) =

dist(B1, B2) if B1
⋂
B2 = ∅;
max{diam(B1), diam(B2)} if B1
⋂
B2 6= ∅ and B1 6= B2;
0 if B1 = B2.
In particular, d̂H(B1, B2) ≥ max{diam(B1), diam(B2)} if B1 6= B2.
Moreover, for any non-empty subsets Ai of Bi (i = 1, 2), if B1
⋂
B2 = ∅, then
d̂H(A1, A2) = d̂H(B1, B2).
Proof. Easily follows from the definition.
Proposition 2.2. Let (X, d) be a metric space. Then the metric d is non-
Archimedean if and only if the Hausdorff distance dH satisfies the following con-
dition: For any balls B1 and B2 in X with B1
⋂
B2 = ∅, we have dH(B1, B2) =
dist(B1, B2).
Proof. The necessity follows from the above Lemma 2.1. For the sufficiency,
we only need to verify that, under the given condition, the metric d satisfies the
strong triangle inequality. To see this, let a, b, c ∈ X. If d(a, b) > d(a, c), then we
want to show that d(a, b) = d(c, b). In fact, one can take a real number r with
d(a, c) < r < d(a, b). Then for the closed ball B = Ba(r), we have c ∈ B and
b /∈ B. Take an open ball B1 = Bb(r1) of radius r1 > 0 with center b in X such
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that B1
⋂
B = ∅. By the given condition, we have dH(B1, B) = dist(B1, B), then
it follows that dist(b1, B1) = dist(b2, B1) for any b1, b2 ∈ B. In particular, we have
dist(a, B1) = dist(c, B1). Then by taking the limit r1 −→ 0, we get d(a, b) = d(c, b).
So we are done, and the other cases are obvious. The proof of Proposition 2.2 is
completed. 
Lemma 2.3. Let (X, d̂) be a non-Archimedean metric space and A ⊂ X be a
non-empty subset.
(1) For any ε > 0, we have Uε(Uε(A)) = Uε(A). In particular, if A = B is a ball
with diameter r = diam(B), then Uε(B) =
{
B if ε ≤ r,
Bb(ε) if ε > r.
Here b ∈ B can
be arbitrarily chosen. Furthermore, for any positive numbers ε1 and ε2, we have
Uε2(Uε1(B)) = Umax{ε1, ε2}(B).
(2) Let ε > 0, if Uε(A) 6= X, then the characteristic function
χUε(A)(x) =
{
1 if x ∈ Uε(A),
0 if x /∈ Uε(A)
is uniformly continuous, and dist(Uε(A), X \ Uε(A)) ≥ ε.
Proof. (1) follows easily from the definitions.
(2) By (1), we know that Uε(A) is uniformly open, so χUε(A) is uniformly continuous
(see [Sc, p.50]). The last inequality follows easily from the definition. 
Lemma 2.4. Let (X, d̂) be a non-Archimedean metric space. Then
(1) d̂H is a non-Archimedean semi-metric on 2
X \ {∅} ( the set of all subsets of X
except the empty set ∅ ).
(2) d̂H(A, A) = 0 for any ∅ 6= A ⊂ X, where A denote the closure of A in X.
(3) If A and B are closed subsets of X and d̂H(A, B) = 0, then A = B.
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Proof. By Proposition7.3.3 of [BBI, p.252], we only need verify the strong
triangle inequality for d̂H . To see this, take A,B,C ∈ 2
X \{∅}, we want to show that
d̂H(A, B) ≤ max{d̂H(A, C), d̂H(C, B)}. We may as well assume that d̂H(A, C) ≤
d̂H(C, B) = r. If r = ∞, then we are done. So we assume that r < ∞. Then for
any ε > 0, by definition and Lemma 2.3(1), it is easy to see that
A ⊂ Ur+ε(C) ⊂ Ur+ε(Ur+ε(B)) = Ur+ε(B),
B ⊂ Ur+ε(C) ⊂ Ur+ε(Ur+ε(A)) = Ur+ε(A).
So d̂H(A, B) ≤ r + ε for any ε > 0. This shows that
d̂H(A, B) ≤ r = max{d̂H(A, C), d̂H(C, B)}. 
It follows easily by Lemma 2.4 that (M(X), d̂H) is a non-Archimedean metric
space, where M(X) is the set of non-empty closed subsets of X. Moreover, every
element of the quotient (2X \ {∅})/d̂H can be represented by a closed set and there-
fore (2X \ {∅})/d̂H is naturally identified with (M(X), d̂H). Furthermore, if X is
complete (resp. compact), then (M(X), d̂H) is complete (resp. compact) (see [BBI,
Prop.7.3.7 and Thm. 7.3.8]).
Recall that a ball in (X, d̂) is a set of the form Ba(r) or Ba(r) for some a ∈ X and
r ∈ (0,∞), and every ball in a non-Archimedean metric space is both open and
closed.
Definition 2.5. Given a non-Archimedean metric space (X, d̂), we set
M♭(X) = { all balls in X}, M♭(X) =M♭(X)
⋃
{{x} : x ∈ X}.
Since each ball in X is both open and closed, it is obvious that M♭(X), M♭(X) ⊂
M(X). So both (M♭(X), d̂H) and (M♭(X), d̂H) are subspaces of (M(X), d̂H),
and they are all non-Archimedean metric spaces.
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Lemma 2.6. Let (X, d̂) be a non-Archimedean metric space. If {Bm}
∞
m=1 ⊂
(M♭(X), d̂H) is a Cauchy sequence of balls, then either diam(Bm)→ 0 as m→∞,
or Bm = Bm+i (i = 1, 2, · · · ) for sufficiently large m.
Proof. If the conclusion that diam(Bm) → 0 as m→ ∞ does not hold, then
there exists an ε0 > 0 such that for any N > 0, there exists an integer n > N
satisfying diam(Bn) ≥ ε0. Put ε =
ε0
2
. Since {Bm}
∞
m=1 is a Cauchy sequence, there
exists a positive integer m0 such that for any positive integers m,n ≥ m0, we have
d̂H(Bm, Bn) < ε. Take an integer n0 > m0 such that diam(Bn0) ≥ ε0, then for any
positive integer i, we must have Bn0 = Bn0+i. Otherwise, by Lemma 2.1, one has
ε0 ≤ max{diam(Bn0), diam(Bn0+i)} ≤ d̂H(Bn0 , Bn0+i) < ε =
ε0
2
,
a contradiction! So we obtain that Bn0 = Bn0+i for all positive integers i. This
completes the proof of Lemma 2.6. 
If the sequence {Ai}
∞
i=1 of subsets of (X, d̂) is convergent to a subset A under d̂H ,
we will write it as d̂H − limi→∞Ai = A.
Proposition 2.7. Let (X, d̂) be a non-Archimedean metric space and {Bm}
∞
m=1 ⊂
(M♭(X), d̂H) be a sequence of balls. If d̂H − limm→∞Bm = D for a non-empty
closed subset D of X, then D ∈ M♭(X).
Proof. Since {Bm}
∞
m=1 is a Cauchy sequence, by Lemma 2.6 above, Bm =
Bm+i (i = 1, 2, · · · ) for sufficiently large m, or diam(Bm) → 0 as m → ∞. For
the former, we have D = Bm ∈ M♭(X). So we only need to verify that D is an
one-point set if diam(Bm) → 0 as m → ∞. In fact, if otherwise, then ♯D > 1 and
so there exist elements a, b ∈ D with a 6= b. Denote r = d̂(a, b), then r > 0. Take
ε = r
2
, then there exists a positive integer m0 such that for any positive integer
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m > m0 we have both diam(Bm) < ε and d̂H(Bm, D) < ε. Thus by definition we
get dist(a, Bm) ≤ d̂H(Bm, D) < ε and dist(b, Bm) ≤ d̂H(Bm, D) < ε. Then for
any c ∈ Bm, since
{
d̂(a, c) = dist(a, Bm) if a /∈ Bm;
d̂(a, c) ≤ diam(Bm) if a ∈ Bm,
we get d̂(a, c) < ε. Likewise,
d̂(b, c) < ε. Hence by the strong triangle inequality, we get d̂(a, b) < ε. This is
impossible because d̂(a, b) = r = 2ε. Therefore ♯D = 1 and so we are done. This
completes the proof of Proposition 2.7. 
Theorem 2.8. Let (X, d̂) be a non-Archimedean metric space.
(1) If (X, d̂) is complete, then (M♭(X), d̂H) is complete, and M♭(X) is dense in
M♭(X), i.e., M♭(X) is the completion of M♭(X).
(2) If (X, d̂) is compact, then (M♭(X), d̂H) is compact.
Proof. (1) To showM♭(X) is complete, we need to verify that every Cauchy
sequence in it has a limit. So we take a Cauchy sequence {Cn}
∞
n=1 in (M♭(X), d̂H).
Then it has a limit C inM(X) because (M(X), d̂H) is complete by our assumption.
We need to show that C ∈ M♭(X). To see this, firstly we assume that there exists
a positive integer n0 such that Cn ∈ M♭(X) for all positive integers n > n0, then
by Proposition 2.7 we get C ∈ M♭(X). Next we assume that there exists a subse-
quence {Cni}
∞
i=1 of {Cn}
∞
n=1 such that Cni = {xi} with xi ∈ X for all i = 1, 2, · · · .
Obviously, {Cni}
∞
i=1 is convergent and d̂H − limi→∞Cni = C. As one can easily see
that d̂H({xi}, {xj}) = d̂(xi, xj), it follows that {xi}
∞
i=1 is a Cauchy sequence in
(X, d̂), and so limi→∞ xi = x for some x ∈ X. Hence d̂H({xi}, {x}) = d̂(xi, x)→ 0
as i → ∞. So d̂H − limi→∞Cni = {x}, therefore C = {x} ∈ M♭(X). This shows
that (M♭(X), d̂H) is complete. In particular, M♭(X) is a closed subset in M(X).
Now we come to show the density of M♭(X) in M♭(X). We may as well assume
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that M♭(X) 6=M♭(X). Let C ∈ M♭(X) \M♭(X). Then C = {x} for some x ∈ X.
For every positive integer n, let Cn = Bx(
1
n
) be the open ball of radius 1
n
with
center x as defined before. Then Cn ∈ M♭(X) for all n ≥ 1. By Lemma 2.1, we
have d̂H(C, Cn) = d̂H({x}, Cn) = diam(Bx(
1
n
)) ≤ 1
n
→ 0 as n → ∞. Therefore
d̂H − limn→∞Cn = C. This proves the density.
(2) As mentioned above, (M(X), d̂H) is compact by our assumption, then the
conclusion follows easily from (1). This completes the proof of Theorem 2.8. 
Remark 2.9. Let (X, d̂) be a complete non-Archimedean metric space. By
Theorem 2.8, it is easy to see that (M♭(X), d̂H) is complete if and only if all the
one-point subsets {x} of X are balls, in other words, (X, d̂) is discrete.
Proposition 2.10. The function ρf : M♭(X)→ R,
ρf (A) = f(diam(A)), A ∈M♭(X),
is uniformly continuous for every f : R≥0 → R which is continuous at the point 0.
Proof. For any ε > 0, by the continuity, ∃δ > 0 such that | f(x)− f(0) |∞<
ε
2
for any real number x ∈ [0, δ), where | |∞ denotes the usual absolute value of the real
number field R. Then for any A1, A2 ∈M♭(X) satisfying d̂H(A1, A2) < δ, by Lemma
2.1 one has either A1 = A2 or max{diam(A1), diam(A2)} ≤ d̂H(A1, A2) < δ. So
either ρf (A1) = ρf(A2) or | ρf (A1)−ρf(A2) |∞=| f(diam(A1))−f(diam(A2)) |∞≤
| f(diam(A1))− f(0) |∞ + | f(diam(A2))− f(0) |∞<
ε
2
+ ε
2
= ε. This shows that ρf
is uniformly continuous, and the proof of Proposition 2.10 is completed. 
Definition 2.11. Given a non-Archimedean metric space (X, d̂), in the above
Definition 2.5 we have defined two corresponding non-Archimedean metric spaces
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(M♭(X), d̂H) and (M♭(X), d̂H). Now we view the symbols M♭ and M♭ as opera-
tors, and define inductively two sequences of metric spaces M
(n)
♭ (X) and M
(n)
♭ (X)
as follows:
Set M
(1)
♭ (X) =M♭(X); M
(1)
♭ (X) =M♭(X)
with the induced Hausdorff distance d̂
(1)
H = d̂H ;
M
(2)
♭ (X) =M♭(M
(1)
♭ (X)); M
(2)
♭ (X) =M♭(M
(1)
♭ (X))
with the induced Hausdorff distance d̂
(2)
H = (d̂
(1)
H )H ;
And for general positive integer n > 1, set
M
(n)
♭ (X) =M♭(M
(n−1)
♭ (X)); M
(n)
♭ (X) =M♭(M
(n−1)
♭ (X))
with the induced Hausdorff distance d̂
(n)
H = (d̂
(n−1)
H )H .
For convenience, we write M
(0)
♭ (X) = X = M
(0)
♭ (X). It is easy to know that all
(M
(n)
♭ (X), d̂
(n)
H ) and (M
(n)
♭ (X), d̂
(n)
H ) are non-Archimedean metric spaces. In par-
ticular, if (X, d̂) is complete (resp. compact), then all (M
(n)
♭ (X), d̂
(n)
H ) are complete
(resp. compact).
If we set jX : X → M♭(X), x 7→ {x}, then obviously d̂H(jX(x1), jX(x2)) =
d̂(x1, x2), so jX is an isometric embedding and X can be viewed as a subspace
of M♭(X). By this way, for each non-negative integer n,M
(n)
♭ (X) can be viewed
as a subspace of M
(n+1)
♭ (X). So we may define the direct limit space M
(∞)
♭ (X) =
limn→∞M
(n)
♭ (X) endowed with the inductive topology. On the other hand, it is easy
to see that M
(∞)
♭ (X) is a non-Archimedean metric space endowed with the metric
d̂
(∞)
H defined as follows: For any elements α, β ∈ M
(∞)
♭ (X), there exists a non-
negative integer n such that α, β ∈M
(n)
♭ (X), and we define d̂
(∞)
H (α, β) = d̂
(n)
H (α, β).
Let M̂
(∞)
♭ (X) be the completion of M
(∞)
♭ (X) under the metric d̂
(∞)
H . A question is
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Question 2.12. Is it true that M̂
(∞)
♭ (X) = M
(∞)
♭ (X), in other words, is
M
(∞)
♭ (X) complete ?
3. Ultrametric structures on mappings
For any two non-Archimedean metric spaces (X, d̂X) and (Y, d̂Y ), let Z = X×Y
be their Cartesian product. As usual, we define a function d̂Z on Z × Z by
d̂Z((x1, y1), (x2, y2)) = max{d̂X(x1, x2), d̂Y (y1, y2)} (∀ (x1, y1), (x2, y2) ∈ Z).
Then it is easy to see that d̂Z is a non-Archimedean metric on Z, which is called the
square metric of d̂X and d̂Y (see [M]). Throughout this paper, for any metric spaces
V and W, we denote
M(V →W ) = {all maps f : V →W},
C(V →W ) = {all continuous maps f : V → W},
Cu(V →W ) = {all uniformly continuous maps f : V →W}.
Moreover, for every f ∈M(V → W ), we write Γf = {(v, f(v)) : v ∈ V } ⊂ V ×W,
which is the graph of the map f.
Definition 3.1. Let (X, d̂X) and (Y, d̂Y ) be two non-Archimedean metric
spaces. For any f, g ∈M(X → Y ), we define
ρ̂H(f, g) = d̂Z,H(Γf ,Γg), ρ̂s(f, g) = sup
x∈X
d̂Y (f(x), g(x)),
where Z = X × Y is endowed the square metric d̂Z of d̂X and d̂Y defined as above,
and d̂Z,H is the corresponding Hausdorff distance between subsets of Z. We also
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define for any real number ε > 0
θf (ε) = sup{d̂Y (f(x1), f(x2)) : x1, x2 ∈ X and d̂X(x1, x2) < ε} and
θf,g(ε) = min{θf(ε), θg(ε)}.
Obviously, for any a ≥ 0, the right-hand limit limε→a+ θf,g(ε) exists, and we denote
it by θf,g(a)
+. From Lemma 2.4 above, ρ̂H is a non-Archimedean semi-metric in
M(X → Y ), and (M(X → Y )/ρ̂H , ρ̂H) is a non-Archimedean metric space (see
[BBI, p.2] for the notation).
Recall that for a map f ∈M(X → Y ), its distorsion disf is defined by
disf = sup
x1,x2∈X
| d̂Y (f(x1), f(x2))− d̂X(x1, x2) | (see [BBI], p.249).
Theorem 3.2. Let (X, d̂X) and (Y, d̂Y ) be two non-Archimedean metric
spaces.
(1) For any f, g ∈M(X → Y ), we have
ρ̂H(f, g) ≤ ρ̂s(f, g) ≤ max{θf,g(ρ̂H(f, g))
+, ρ̂H(f, g)}, and
θf,g(ρ̂H(f, g))
+ ≤ ρ̂H(f, g) + min{disf, disg}.
(2) Let fn ∈M(X → Y ) (n = 1, 2, · · · ,∞) and g ∈ Cu(X → Y ). Then the sequence
{fn}
∞
n=1 converge uniformly to g if and only if limn→∞ ρ̂H(fn, g) = 0.
Proof. (1) The first inequality follows easily from the definitions. For
the second inequality, let ε > ρ̂H(f, g), then, for any x ∈ X, by definition, ε >
dist((x, f(x)),Γg) = infx′∈X max{d̂X(x, x
′), d̂Y (f(x), g(x
′))}, where (x, f(x)) ∈ Γf .
So there exists a point x′ ∈ X such that d̂X(x
′, x) < ε and d̂Y (f(x), g(x
′)) < ε. Then
d̂Y (f(x), g(x)) ≤ max{d̂Y (f(x), g(x
′)), d̂Y (g(x
′), g(x))} ≤ max{ε, θg(ε)},
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which implies ρ̂s(f, g) ≤ max{ε, θg(ε)} because x is arbitrary. Similarly we have
ρ̂s(f, g) ≤ max{ε, θf (ε)}. Therefore we obtain
ρ̂s(f, g) ≤ max{ε,min{θf (ε), θg(ε)}} = max{ε, θf,g(ε)}
for arbitrary ε > ρ̂H(f, g), and the second inequality follows. For the last inequality,
let ε > ρ̂H(f, g), for any x1, x2 ∈ X with d̂X(x1, x2) < ε, by the definition of disf,
we have d̂Y (f(x1), f(x2)) < ε+disf. So θf (ε) ≤ ε+disf. Similarly, θg(ε) ≤ ε+disg.
Therefore θf,g(ε) ≤ ε+min{disf, disg} for all ε > ρ̂H(f, g), by taking the right-hand
limit, the last inequality follows. This proves (1).
(2) If {fn}
∞
n=1 converge uniformly to g, then by definition,
ρ̂s(fn, g) = sup
x∈X
d̂Y (fn(x), g(x))→ 0 as n→∞.
So by (1) above, ρ̂H(fn, g)→ 0 as n→∞.
Conversely, assume that limn→∞ ρ̂H(fn, g) = 0. Since g is uniformly continuous, for
any ε > 0, there exists a δ > 0 such that d̂Y (g(x1), g(x2)) < ε for all x1, x2 ∈ X
with d̂X(x1, x2) < δ. So by definition, θg(δ) ≤ ε. Denote ε0 = min{ε, δ}, then by
assumption, there exists a positive integer N such that ρ̂H(fn, g) < ε0 for all n > N.
Obviously, θfn,g(η) ≤ θg(η) ≤ θg(δ) ≤ ε for all η : ρ̂H(fn, g) < η ≤ ε0, which implies
that θfn,g(ρ̂H(fn, g))
+ ≤ ε. Therefore, by (1) above, ρ̂s(fn, g) ≤ ε for all n > N,
which implies that {fn}
∞
n=1 converge uniformly to g, this proves (2), and the proof
of Theorem 3.2 is completed. 
Remark 3.3. For f, g as in Theorem 3.2(1) above, if one of them is a nonex-
panding map (see [BBI], p.9), then it can be easily verified that ρ̂H(f, g) = ρ̂s(f, g).
Definition 3.4. Let (X, d̂X) and (Y, d̂Y ) be two non-Archimedean metric
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spaces.
(1) For any f, g ∈M(X → Y ), we define
ρ̂b(f, g) = inf{ε > 0 : d̂Y (f(x), g(x
′)) < ε and d̂Y (g(x), f(x
′′)) < ε
for some x′, x′′ ∈ Bx(ε) (∀x ∈ X)}.
It is easy to see that
ρ̂b(f, g) = inf{ε > 0 : dist(f(x), g(Bx(ε))) < ε and dist(g(x), f(Bx(ε))) < ε
for all x ∈ X}.
(2) For any f, g ∈M(X → Y ), we define
ρ̂u(f, g) = inf{ε > 0 : there exists a δ > 0 such that sup
x′∈Bx(δ)
d̂Y (f(x), g(x
′)) ≤ ε
and sup
x′∈Bx(δ)
d̂Y (g(x), f(x
′)) ≤ ε for all x ∈ X} if f 6= g,
ρ̂u(f, g) = 0 if f = g.
It is easy to see that for f 6= g,
ρ̂u(f, g) = inf{ε > 0 : there exists a δ > 0 such that d̂Y (f(x), g(x
′)) ≤ ε
for all x, x′ ∈ X with d̂X(x, x
′) < δ}.
For f ∈ M(X → Y ) as above, recall that f is called Lipschitz if there exists
a real number c ≥ 0 such that d̂Y (f(x1), f(x2)) ≤ c · d̂X(x1, x2) for all x1, x2 ∈ X.
The dilatation of a Lipschitz map f is defined by
dilf = sup
x1,x2∈X, x1 6=x2
d̂Y (f(x1), f(x2))
d̂X(x1, x2)
(see [BBI, p.9] and [G, p.1]).
We denote dilf = +∞ if f is not a Lipschitz map.
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Theorem 3.5. Let (X, d̂X) and (Y, d̂Y ) be two non-Archimedean metric
spaces.
(1) ρ̂u is a non-Archimedean metric in M(X → Y ), that is, (M(X → Y ), ρ̂u) is a
non-Archimedean metric space.
(2) For any f, g ∈ M(X → Y ), we have ρ̂H(f, g) ≤ ρ̂u(f, g). In particular, if both
f and g are nonexpanding, then ρ̂H(f, g) = ρ̂u(f, g).
(3) For any f, g ∈M(X → Y ), we have ρ̂H(f, g) = ρ̂b(f, g). Particularly, if either f
or g is a Lipschitz map, and min{dilf, dilg} ≥ 1, then
ρ̂s(f, g) ≤ min{dilf, dilg} · ρ̂H(f, g).
Proof. (1) Obviously, ρ̂u(f, g) = ρ̂u(g, f) ≥ 0 for all f, g ∈M(X → Y ). If f 6= g,
then f(x0) 6= g(x0) for some x0 ∈ X, so d̂Y (f(x0), g(x0)) > 0. Also for any δ >
0, supx′∈Bx0 (δ) d̂Y (f(x0), g(x
′)) ≥ d̂Y (f(x0), g(x0)). Hence, by definition, ρ̂u(f, g) ≥
d̂Y (f(x0), g(x0)) > 0. Now we come to verify the strong triangle inequality. To see
this, let f, g, h ∈ M(X → Y ), we may as well assume that ρ̂u(f, h) ≥ ρ̂u(g, h), and
we want to show that ρ̂u(f, g) ≤ ρ̂u(f, h). In fact, for any ε > ρ̂u(f, h), note that
also ε > ρ̂u(g, h), it then follows easily by definition that, there is a δ > 0 such that
sup
x′∈Bx(δ)
d̂Y (f(x), h(x
′)) < ε, sup
x′∈Bx(δ)
d̂Y (h(x), f(x
′)) < ε,
sup
x′∈Bx(δ)
d̂Y (g(x), h(x
′)) < ε, sup
x′∈Bx(δ)
d̂Y (h(x), g(x
′)) < ε (∀x ∈ X).
Particularly, d̂Y (g(x), h(x)) < ε (∀x ∈ X). So,
d̂Y (f(x), g(x
′)) ≤ max{d̂Y (f(x), h(x
′)), d̂Y (g(x
′), h(x′))} < ε (∀x′ ∈ Bx(δ)),
hence supx′∈Bx(δ) d̂Y (f(x), g(x
′)) ≤ ε, similarly, supx′∈Bx(δ) d̂Y (g(x), f(x
′)) ≤ ε (∀x ∈
X), which implies ρ̂u(f, g) ≤ ε. Since ε > ρ̂u(f, h) is arbitrary, we get ρ̂u(f, g) ≤
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ρ̂u(f, h). So the strong triangle inequality holds. This proves (1).
(2) For any ε > ρ̂u(f, g), by definition, it is easy to see that there is a positive
number δ ≤ ε such that supx′∈Bx(δ) d̂Y (f(x), g(x
′)) < ε (∀x ∈ X). Then
dist((x, f(x)),Γg) = inf
x′′∈X
max{d̂X(x, x
′′), d̂Y (f(x), g(x
′′))}
≤ sup
x′∈Bx(δ)
max{d̂X(x, x
′), d̂Y (f(x), g(x
′))}
≤ ε (∀x ∈ X).
Similarly, dist((x, g(x)),Γf) ≤ ε (∀x ∈ X). Therefore, by definition, it follows easily
that ρ̂H(f, g) = d̂Z,H(Γf ,ΓG) ≤ ε, which implies ρ̂H(f, g) ≤ ρ̂u(f, g) because ε >
ρ̂u(f, g) is arbitrary. Now we assume that f and g are nonexpanding maps. Let
ε > ρ̂H(f, g), by definition, ε > dist((x, f(x)),Γg) for all x ∈ X, which implies
d̂Y (f(x), g(x
′)) < ε for some x′ ∈ Bx(ε) (∀x ∈ X). Since g is non-expanding, for any
x′′ ∈ Bx(ε), we have
d̂Y (f(x), g(x
′′)) ≤ max{d̂Y (f(x), g(x
′)), d̂Y (g(x
′), g(x′′))}
≤ max{d̂Y (f(x), g(x
′)), d̂X(x
′, x′′)} < ε.
Hence supx′′∈Bx(ε) d̂Y (f(x), g(x
′′)) ≤ ε, similarly, supx′′∈Bx(ε) d̂Y (g(x), f(x
′′)) ≤ ε (∀x ∈
X). So by definition, ρ̂u(f, g) ≤ ε, which implies ρ̂u(f, g) ≤ ρ̂H(f, g) because
ε > ρ̂H(f, g) is arbitrary. Therefore, ρ̂u(f, g) = ρ̂H(f, g), this proves (2).
(3) Firstly, we verify the equality. For any ε > ρ̂b(f, g), by definition, there ex-
ists a positive number η < ε such that, for every x ∈ X, d̂Y (f(x), g(x
′)) < η and
16
d̂Y (g(x), f(x
′′)) < η for some x′, x′′ ∈ Bx(η), which implies that
dist((x, f(x)),Γg) = inf
x2∈X
max{d̂X(x, x2), d̂Y (f(x), g(x2))} < η < ε and
dist((x, g(x)),Γf) = inf
x1∈X
max{d̂X(x1, x), d̂Y (f(x1), g(x))} < η < ε.
Hence by definition, ρ̂H(f, g) = d̂X×Y,H(Γf ,Γg) < ε for all ε > ρ̂b(f, g), and so
ρ̂H(f, g) ≤ ρ̂b(f, g). Conversely, let ε > ρ̂H(f, g), then, for every x ∈ X, there exist
x′, x′′ ∈ X such that
max{d̂X(x, x
′), d̂Y (f(x), g(x
′))} < ε and max{d̂X(x, x
′′), d̂Y (g(x), f(x
′′))} < ε,
so x′, x′′ ∈ Bx(ε), d̂Y (f(x), g(x
′)) < ε and d̂Y (g(x), f(x
′′)) < ε. Then by definition,
ε ≥ ρ̂b(f, g), and so ρ̂b(f, g) ≤ ρ̂H(f, g) because ε > ρ̂H(f, g) is arbitrary. Therefore,
ρ̂b(f, g) = ρ̂H(f, g).
Next, we come to verify the inequality. We may assume that 1 ≤ dilf ≤ dilg.
Denote c = dilf, we only need to show that ρ̂s(f, g) ≤ c · ρ̂b(f, g). To see this, let
ε > ρ̂b(f, g), by definition, for every x ∈ X, there exists a x
′ ∈ Bx(ε) such that
d̂Y (g(x), f(x
′)) < ε. Then by the definition of dilf, we get
d̂Y (g(x), f(x)) ≤ max{d̂Y (g(x), f(x
′)), d̂Y (f(x
′), f(x))} < max{ε, c · ε} = c · ε,
which implies that ρ̂s(f, g) ≤ c · ε, and so ρ̂s(f, g) ≤ c · ρ̂b(f, g) because ε > ρ̂b(f, g)
is arbitrary. This proves (3), and the proof of Theorem 3.5 is completed. 
Note that, for f, g as in the above Theorem 3.5(3), if min{dilf, dilg} ≤ 1, we
may as well assume that dilf ≤ 1, then f is a non-expanding map, so from the
above Remark 3.3, we know that ρ̂s(f, g) = ρ̂H(f, g).
4. Ultrametric structures on ball-type mappings
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Let (X, d̂X) and (Y, d̂Y ) be two non-Archimedean metric spaces, recall that
M♭(X) = { all balls in X} is a non-Archimedean metric space with the metric
d̂X,H as before. We denote
D♭(X, Y ) = {all maps P :M♭(X)→ Y } = M(M♭(X)→ Y ).
for any P1, P2 ∈ D♭(X, Y ), recall that
ρ̂H(P1, P2) = d̂W,H(ΓP1,ΓP2), ρ̂s(P1, P2) = sup
B∈M♭(X)
d̂Y (P1(B), P2(B)),
where W = M♭(X) × Y is endowed the square metric d̂W of d̂X,H and d̂Y defined
before. Let ε > 0, for convenience, we will write Bε = Uε(B), the ε−neighborhood
of a ball B in X. Note that by Lemma 2.3 above, Bε is also a ball in X. For all
spaces considered in the following, we assume that every ball in them contains at
least two distinct elements.
Definition 4.1. Let (X, d̂X) and (Y, d̂Y ) be two non-Archimedean metric
spaces. For any P1, P2 ∈ D♭(X, Y ) and λ > 0, we define
β̂λX,Y (P1, P2) = inf{ε > 0 : d̂Y (P1(B), P2(B
λε)) ≤ ε and d̂Y (P2(B), P1(B
λε)) ≤ ε
for all B ∈M♭(X)} if P1 6= P2,
β̂λX,Y (P1, P2) = 0 if P1 = P2;
β̂∗λX,Y (P1, P2) = inf{ε > 0 : for every B ∈M♭(X), there exist positive numbers
εB, ε
′
B ≤ ε such that d̂Y (P1(B), P2(B
λεB)) ≤ ε and d̂Y (P2(B), P1(B
λε′B)) ≤ ε}.
For the case λ = 1, we write β̂1X,Y = β̂X,Y and β̂
∗1
X,Y = β̂
∗
X,Y . By definition, it is easy
to see that β̂∗λX,Y (P1, P2) ≤ β̂
λ
X,Y (P1, P2) (∀P1, P2 ∈ D♭(X, Y )). Moreover, for any
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P ∈ D♭(X, Y ), if we denote
ηλ,P = inf{ε > 0 : d̂Y (P (B), P (B
λε)) ≤ ε for all B ∈M♭(X)},
then it can be easily verified that β̂λX,Y (P1, P2) ≥ max{ηλ,P1, ηλ,P2} for all P1, P2 ∈
D♭(X, Y ). We also denote
D
(λ)
♭ (X, Y ) = {P ∈ D♭(X, Y ) : d̂Y (P (B), P (B
λε)) ≤ ε
for all ε > 0 and all B ∈M♭(X)}.
Obviously, ηλ,P = 0 for all P ∈ D
(λ)
♭ (X, Y ). Note that, if P ∈ D♭(X, Y ) is non-
expanding, then d̂Y (P (B), P (B
ε)) ≤ d̂X,H(B,B
ε) ≤ ε, so P ∈ D
(1)
♭ (X, Y ). Hence
D
(1)
♭ (X, Y ) contains all nonexpanding maps from M♭(X) to Y.
Theorem 4.2. (1) The above defined functions β̂λX,Y and β̂
∗λ
X,Y are non-
Archimedean metrics on D♭(X, Y ).
(2) For any λ > 0 and P1, P2 ∈ D♭(X, Y ), we have
β̂∗λX,Y (P1, P2) ≤ ρ̂s(P1, P2) ≤ β̂
λ
X,Y (P1, P2), ρ̂H(P1, P2) ≤ max{1, λ} · β̂
∗λ
X,Y (P1, P2).
In particular, if P1, P2 ∈ D
(1)
♭ (X, Y ), then
ρ̂H(P1, P2) = ρ̂s(P1, P2) = β̂X,Y (P1, P2) = β̂
∗
X,Y (P1, P2).
(3) For P ∈ D
(1)
♭ (X, Y ) and a sequence {Pn}
∞
n=1 in D♭(X, Y ), the following state-
ments are equivalent:
(A) β̂X,Y (Pn, P )→ 0 as n→∞.
(B) supB∈M♭(X) d̂Y (Pn(B), P (B)) → 0 as n → ∞, in other words, Pn converges
uniformly to P as n→∞.
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Proof. (1) We only verify β̂λX,Y , the other is similar. By definition, β̂
λ
X,Y (P1, P2) =
β̂λX,Y (P2, P1) ≥ 0 and β̂
λ
X,Y (P1, P1) = 0 (∀P1, P2 ∈ D♭(X, Y )). Now suppose P1 6=
P2 and β̂
λ
X,Y (P1, P2) = 0 for some P1, P2, then, for any B ∈ M♭(X) and pos-
itive number ε ≤ diam(B)/λ, it follows easily from the definition of β̂λX,Y that
d̂Y (P1(B), P2(B
λε′)) ≤ ε′ for some positive number ε′ < ε. Since λε′ < λε ≤
diam(B), by Lemma 2.3 above, we have Bλε
′
= B, which implies d̂Y (P1(B), P2(B)) <
ε, and then d̂Y (P1(B), P2(B)) = 0 because ε ≤ diam(B)/λ is arbitrary. Hence,
P1(B) = P2(B) (∀B ∈ M♭(X)), and so P1 = P2, a contradiction ! Therefore,
β̂λX,Y (P1, P2) > 0 if P1 6= P2. Lastly, we come to verify the strong triangle inequal-
ity. Let P1, P2, P3 ∈ D♭(X, Y ), for any ε > max{β̂
λ
X,Y (P1, P2), β̂
λ
X,Y (P2, P3)}, by
definition, there exist positive numbers ε1, ε2 < ε such that
d̂Y (P1(B), P2(B
λε1)) ≤ ε1, d̂Y (P2(B), P1(B
λε1)) ≤ ε1;
d̂Y (P2(B), P3(B
λε2)) ≤ ε2, d̂Y (P3(B), P2(B
λε2)) ≤ ε2 (∀B ∈M♭(X)).
We may as well assume that ε1 ≤ ε2. Then by Lemma 2.3 above, (B
λε2)λε1 =
(Bλε1)λε2 = Bλε2, so
d̂Y (P2(B
λε2), P1(B
λε2)) = d̂Y (P2(B
λε2), P1((B
λε2)λε1)) ≤ ε1;
d̂Y (P2(B
λε1), P3(B
λε2)) = d̂Y (P2(B
λε1), P3((B
λε1)λε2)) ≤ ε2.
Thus d̂Y (P1(B), P3(B
λε2)) ≤ max{d̂Y (P1(B), P2(B
λε1)), d̂Y (P2(B
λε1), P3(B
λε2))} ≤
max{ε1, ε2} ≤ ε2. Similarly, d̂Y (P3(B), P1(B
λε2)) ≤ ε2. Therefore, by definition, we
obtain that ε > ε2 ≥ β̂
λ
X,Y (P1, P3), and so
β̂λX,Y (P1, P3) ≤ max{β̂
λ
X,Y (P1, P2), β̂
λ
X,Y (P2, P3)} by the arbitrary choice of ε. This
proves (1).
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(2) We first verify β̂∗λX,Y (P1, P2) ≤ ρ̂s(P1, P2). We may assume P1 6= P2, and
write ε0 = ρ̂s(P1, P2), then ε0 > 0. For every B ∈M♭(X), let εB = min{diamB/λ, ε0},
then by Lemma 2.3, we have BλεB = B. So
d̂Y (P1(B), P2(B
λεB)) = d̂Y (P1(B), P2(B)) ≤ ρ̂s(P1, P2) = ε0,
d̂Y (P2(B), P1(B
λεB)) = d̂Y (P2(B), P1(B)) ≤ ρ̂s(P1, P2) = ε0,
and the inequality follows by definition.
Next we verify ρ̂s(P1, P2) ≤ β̂
λ
X,Y (P1, P2). We may assume P1 6= P2. For any ε >
β̂λX,Y (P1, P2), by definition, there exists a positive number ε
′ < ε such that
d̂Y (P1(B), P2(B
λε′)) ≤ ε′ and d̂Y (P2(B), P1(B
λε′)) ≤ ε′ (∀B ∈M♭(X)).
In particular, d̂Y (P2(B
λε′), P1(B
λε′)) = d̂Y (P2(B
λε′), P1((B
λε′)λε
′
)) ≤ ε′ (see Lemma
2.3 above). So
d̂Y (P1(B), P1(B
λε′)) ≤ max{d̂Y (P1(B), P2(B
λε′)), d̂Y (P2(B
λε′), P1(B
λε′))} ≤ ε′,
and then d̂Y (P1(B), P2(B)) ≤ max{d̂Y (P1(B), P1(B
λε′)), d̂Y (P1(B
λε′), P2(B))} ≤
ε′ < ε (∀B ∈ M♭(X)), which implies ρ̂s(P1, P2) ≤ ε
′ < ε, and so ρ̂s(P1, P2) ≤
β̂λX,Y (P1, P2) by the arbitrary choice of ε.
Next we verify ρ̂H(P1, P2) ≤ max{1, λ} · β̂
∗λ
X,Y (P1, P2). For any ε > β̂
∗λ
X,Y (P1, P2), by
definition, there is a positive number ε1 < ε such that d̂Y (P1(B), P2(B
λεB)} ≤ ε1 and
d̂Y (P2(B), P1(B
λε′B)} ≤ ε1 for some positive numbers εB, ε
′
B ≤ ε1 (∀B ∈ M♭(X)).
By Lemma 2.1 and Lemma 2.3 above, we have d̂X,H(B,B
λεB) ≤ λεB < λε and
d̂X,H(B,B
λε′B) ≤ λε′B < λε, so B
λεB , Bλε
′
B ∈ BB(λε), a ball in the space M♭(X).
Hence by Definition 3.4(1) above, ρ̂b(P1, P2) ≤ max{1, λ}ε. Since ε is arbitrary, by
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Theorem 3.5(3) above, we obtain ρ̂H(P1, P2) = ρ̂b(P1, P2) ≤ max{1, λ}·β̂
∗λ
X,Y (P1, P2).
Lastly, assume P1, P2 ∈ D
(1)
♭ (X, Y ), we come to verify the equalities. By the
above discussion and Theorem 3.5(3), we only need to show that β̂X,Y (P1, P2) ≤
ρ̂b(P1, P2). To see this, for any ε > ρ̂b(P1, P2), by definition, there is a positive num-
ber ε1 < ε such that, for every B ∈ M♭(X), there exist B1, B2 ∈ M♭(X) satisfying
d̂X,H(B,B1) < ε1, d̂X,H(B,B2) < ε1, d̂Y (P1(B), P2(B1)) < ε1 and d̂Y (P2(B), P1(B2)) <
ε1. Then by the above Lemma 2.1 and Lemma 2.3, it can be easily verified that
Bε1 = B
ε
2 = B
ε. Since P1, P2 ∈ D
(1)
♭ (X, Y ), we have
d̂Y (P1(B2), P1(B
ε)) = d̂Y (P1(B2), P1(B
ε
2)) ≤ ε,
d̂Y (P2(B1), P2(B
ε)) = d̂Y (P2(B1), P2(B
ε
1)) ≤ ε. So
d̂Y (P1(B), P2(B
ε)) ≤ max{d̂Y (P1(B), P2(B1)), d̂Y (P2(B1), P2(B
ε))} ≤ ε and
d̂Y (P2(B), P1(B
ε)) ≤ max{d̂Y (P2(B), P1(B2)), d̂Y (P1(B2), P1(B
ε))} ≤ ε.
Hence by definition, β̂X,Y (P1, P2) ≤ ε. Therefore β̂X,Y (P1, P2) ≤ ρ̂b(P1, P2) because
ε > ρ̂b(P1, P2) is arbitrary. This proves (2).
(3) (A)⇒ (B). For any ε > 0, there is a positive integer N such that, for every
integer n > N we have β̂X,Y (Pn, P ) < ε. By definition, there exists a positive number
ε′ < ε such that d̂Y (Pn(B), P (B
ε′)) ≤ ε′ (∀B ∈ M♭(X)). Since P ∈ D
(1)
♭ (X, Y ), we
have d̂Y (P (B), P (B
ε′)) ≤ ε′, so
d̂Y (Pn(B), P (B)) ≤ max{d̂Y (Pn(B), P (B
ε′)), d̂Y (P (B), P (B
ε′))} ≤ ε′.
Therefore supB∈M♭(X) d̂Y (Pn(B), P (B)) ≤ ε
′ < ε.
(B) ⇒ (A). For any ε > 0, there is a positive integer N such that, for every integer
n > N we have supB∈M♭(X) d̂Y (Pn(B), P (B)) < ε. Since P ∈ D
(1)
♭ (X, Y ), we have
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d̂Y (P (B), P (B
ε)) ≤ ε (∀B ∈M♭(X)). So
d̂Y (Pn(B), P (B
ε)) ≤ max{d̂Y (Pn(B), P (B)), d̂Y (P (B), P (B
ε))} ≤ ε and
d̂Y (P (B), Pn(B
ε)) ≤ max{d̂Y (P (B), P (B
ε)), d̂Y (P (B
ε), Pn(B
ε))} ≤ ε.
Hence by definition, β̂X,Y (Pn, P ) ≤ ε. This proves (3), and the proof of Theorem 4.2
is completed. 
Note that for P, Pn in Theorem 4.2.(3) above, if P ∈ D♭(X, Y ), then
β̂X,Y (Pn, P )→ 0 ⇒ d̂Y (Pn(B), P (B))→ 0 (∀B ∈M♭(X)).
Lemma 4.3. On the interval (0,∞), the function β̂λX,Y is increasing in the
variable λ and β̂∗λX,Y is decreasing in this variable.
Proof. We only verify the case β̂λX,Y , the other can be similarly done. Let
λ1, λ2 ∈ (0,∞) with λ1 < λ2. For any P1, P2 ∈ D♭(X, Y ) with P1 6= P2, let ε >
β̂λ2X,Y (P1, P2), by definition and Theorem 4.2.(2), there is a positive number ε
′ < ε
such that ε′ ≥ ρ̂s(P1, P2), d̂Y (P1(B), P2(B
λ2ε′)) ≤ ε′ and d̂Y (P2(B), P1(B
λ2ε′)) ≤
ε′ (∀B ∈M♭(X)). Note that by Lemma 2.3, B
λ1ε′, (Bλ1ε
′
)λ2ε
′
= Bλ2ε
′
∈M♭(X), so
d̂Y (P1(B
λ1ε′), P2(B
λ2ε′)) = d̂Y (P1(B
λ1ε′), P2((B
λ1ε′)λ2ε
′
)) ≤ ε′,
d̂Y (P2(B
λ1ε′), P1(B
λ2ε′)) = d̂Y (P2(B
λ1ε′), P1((B
λ1ε′)λ2ε
′
)) ≤ ε′.
Also by definition, d̂Y (P1(B
λ1ε′), P2(B
λ1ε′)) ≤ ρ̂s(P1, P2) ≤ ε
′. Hence
d̂Y (P1(B), P2(B
λ1ε′)) ≤
max{d̂Y (P1(B), P2(B
λ2ε′)), d̂Y (P2(B
λ2ε′), P1(B
λ1ε′)), d̂Y (P1(B
λ1ε′), P2(B
λ1ε′))} ≤ ε′.
Similarly, d̂Y (P2(B), P1(B
λ1ε′)) ≤ ε′. Therefore, by definition, β̂λ1X,Y (P1, P2) ≤ ε
′ < ε,
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which implies β̂λ1X,Y (P1, P2) ≤ β̂
λ2
X,Y (P1, P2) by the arbitrary choice of ε. The proof is
completed. 
Now for any P1, P2 ∈ D♭(X, Y ), we denote
β̂0X,Y (P1, P2) = inf
λ>0
β̂λX,Y (P1, P2), β̂
∞
X,Y (P1, P2) = sup
λ>0
β̂λX,Y (P1, P2),
β̂∗0X,Y (P1, P2) = sup
λ>0
β̂∗λX,Y (P1, P2), β̂
∗∞
X,Y (P1, P2) = inf
λ>0
β̂∗λX,Y (P1, P2).
By Lemma 4.3 and Theorem 4.2 above, we have
β̂0X,Y (P1, P2) = lim
λ→0+
β̂λX,Y (P1, P2), β̂
∞
X,Y (P1, P2) = lim
λ→∞
β̂λX,Y (P1, P2),
β̂∗0X,Y (P1, P2) = lim
λ→0+
β̂∗λX,Y (P1, P2), β̂
∗∞
X,Y (P1, P2) = lim
λ→∞
β̂∗λX,Y (P1, P2),
β̂∗∞X,Y (P1, P2) ≤ β̂
∗0
X,Y (P1, P2) ≤ ρ̂s(P1, P2) ≤ β̂
0
X,Y (P1, P2) ≤ β̂
∞
X,Y (P1, P2).
By Theorem 4.2 above, it is not difficult to show that all β̂0X,Y , β̂
∞
X,Y , β̂
∗0
X,Y and β̂
∗∞
X,Y
are non-Archimedean metrics on D♭(X, Y ).
For the set D
(λ)
♭ (X, Y ) defined in Definition 4.1 above, it is easy to verify that
D
(λ2)
♭ (X, Y ) ⊂ D
(λ1)
♭ (X, Y ) for any positive numbers λ1 ≤ λ2. So particularly, we
have a descending chain D♭(X, Y ) ⊃ D
(1)
♭ (X, Y ) ⊃ D
(2)
♭ (X, Y ) ⊃ · · · . We denote
D
(∞)
♭ (X, Y ) =
⋂
λ>0
D
(λ)
♭ (X, Y ), D
(0)
♭ (X, Y ) =
⋃
λ>0
D
(λ)
♭ (X, Y ), and
D♭(X, Y )0 = {P ∈ D♭(X, Y ) : P is a constant map from M♭(X) to Y }.
Obviously, D♭(X, Y )0 ⊂ D
(∞)
♭ (X, Y ).
Definition 4.4. Let P, P1, P2 ∈ D♭(X, Y ) and ε > 0.
(1) If there exists an δ > 0 such that d̂Y (P (B), P (B
δ)) ≤ ε for all B ∈M♭(X), then
we call that P is ε− admissible. We define da(P ) = inf{ε > 0 : P is ε−admissible},
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and call da(P ) the admissible degree of P. We also denote
Cε(P ) = sup{δ > 0 : d̂Y (P (B), P (B
δ)) ≤ ε for all B ∈M♭(X)},
C(P ) = inf{Cε(P ) : P is ε− admissible},
ĥP1→P2(B) = sup
ε>0
d̂Y (P1(B), P2(B
ε)) for each B ∈M♭(X),
ĥ(P ) = inf
B∈M♭(X)
ĥP→P (B), Ĥ(P ) = sup
B∈M♭(X)
ĥP→P (B), and
Ĥ(P1, P2) = sup
B∈M♭(X)
max{ĥP1→P2(B), ĥP2→P1(B)}.
(2) Assume P1 6= P2, we define
Oε(P1, P2) = {δ > 0 : d̂Y (P1(B), P2(B
δ)) ≤ ε and d̂Y (P2(B), P1(B
δ)) ≤ ε
for all B ∈M♭(X)},
ωε(P1, P2) = inf{δ : δ ∈ Oε(P1, P2)}, Ωε(P1, P2) = sup{δ : δ ∈ Oε(P1, P2)},
Ω̂X,Y (P1, P2) = inf{ε > 0 : Ωε(P1, P2) =∞}.
We denote ωε(P1, P2) = Ωε(P1, P2) = 0 if Oε(P1, P2) = ∅, and Ω̂X,Y (P1, P2) = ∞ if
Ωε(P1, P2) = 0 for all ε > 0. Moreover, Ω̂X,Y (P1, P2) = 0 if P1 = P2.
(3) We define
O∗ε(P1 → P2) = {δ > 0 : for every B ∈M♭(X), there exist a positive number
δB ≤ δ such that d̂Y (P1(B), P2(B
δB)) ≤ ε},
Ω̂∗X,Y (P1, P2) = inf{ε > 0 : O
∗
ε(P1 → P2) ∩ O
∗
ε(P2 → P1) 6= ∅}.
It is easy to verify that
(1) P is ε−admissible for any ε > da(P ).
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(2) For any λ ∈ (0, C(P )) and ε ∈ (da(P ),∞), we have
d̂Y (P (B), P (B
λ)) < ε (∀B ∈M♭(X)).
Theorem 4.5. Let P, P1, P2 ∈ D♭(X, Y ).
(1) If P is a Lipschitz map, then da(P ) = 0.
(2) max{β̂∞X,Y (P1, P2), Ĥ(P1), Ĥ(P2)} = Ĥ(P1, P2) = max{ρ̂s(P1, P2), Ĥ(P1), Ĥ(P2)}.
(3) If for every B ∈ M♭(X), the cardinal ♯{d̂Y (P1(B
ε), P2(B
ε)) : ε > 0} > 1, then
max{Ĥ(P1), Ĥ(P2)} = Ĥ(P1, P2).
Proof. (1) Since P is a Lipschitz map, there exists a number c ≥ 0 such that
d̂Y (P (B1), P (B2)) ≤ c · d̂X,H(B1, B2) (∀B1, B2 ∈ M♭(X)). If c = 0, then obviously
da(P ) = 0. Now we assume c > 0. For any ε > 0, by Lemmas 2.1 and 2.3, it follows
easily that d̂X,H(B,B
ε) ≤ ε, so d̂Y (P (B), P (B
ε)) ≤ c · d̂X,H(B,B
ε) ≤ cε (∀B ∈
M♭(X)). Hence P is cε−admissible, and so da(P ) ≤ cε, which implies da(P ) = 0,
this proves (1).
(2) We may assume P1 6= P2. By definition, one can easily verify that β̂
∞
X,Y (P1, P2) ≤
Ĥ(P1, P2) and Ĥ(Pi) ≤ Ĥ(P1, P2) (i = 1, 2). Now let
δ > max{β̂∞X,Y (P1, P2), Ĥ(P1), Ĥ(P2)}, then for every λ > 0,we have δ > β̂
λ
X,Y (P1, P2),
so there exists a positive number δ(λ) < δ such that
d̂Y (P1(B), P2(B
λδ(λ))) ≤ δ(λ) and d̂Y (P2(B), P1(B
λδ(λ))) ≤ δ(λ) (∀B ∈ M♭(X)).
Hence for any ε > 0,
d̂Y (P1(B), P2(B
ε)) ≤ max{d̂Y (P1(B), P2(B
λδ(λ))), d̂Y (P2(B
λδ(λ)), P2(B
ε))}
≤ max{δ, Ĥ(P2)}, so ĥP1→P2(B) ≤ max{δ, Ĥ(P2)}.
Similarly, ĥP2→P1(B) ≤ max{δ, Ĥ(P1)}.
Therefore Ĥ(P1, P2) ≤ max{δ, Ĥ(P1), Ĥ(P2)} = δ, which implies
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Ĥ(P1, P2) ≤ max{β̂
∞
X,Y (P1, P2), Ĥ(P1), Ĥ(P2)}, and the first equality holds.
For the second equality, by the above discussion, we only need to show that Ĥ(P1, P2) ≤
max{ρ̂s(P1, P2), Ĥ(P1), Ĥ(P2)}. To see this, let δ > max{ρ̂s(P1, P2), Ĥ(P1), Ĥ(P2)},
then for every B ∈M♭(X)), we have
δ > d̂Y (P1(B), P2(B)) and δ > d̂Y (Pi(B), Pi(B
ε)) for all ε > 0 (i = 1, 2).
So d̂Y (P1(B), P2(B
ε)) ≤ max{d̂Y (P1(B), P2(B)), d̂Y (P2(B), P2(B
ε))} < δ.
Hence ĥP1→P2(B) ≤ δ. Similarly, ĥP2→P1(B) ≤ δ. Therefore Ĥ(P1, P2) ≤ δ, which
implies Ĥ(P1, P2) ≤ max{ρ̂s(P1, P2), Ĥ(P1), Ĥ(P2)}. This proves (2).
(3) For every B ∈ M♭(X), by assumption, there exists an ε > 0 such that
d̂Y (P1(B
ε), P2(B
ε)) 6= d̂Y (P1(B), P2(B)). We may as well assume that
d̂Y (P1(B
ε), P2(B
ε)) < d̂Y (P1(B), P2(B)). Then by the inequality
d̂Y (P1(B), P2(B)) ≤ max{d̂Y (P1(B), P1(B
ε)), d̂Y (P1(B
ε), P2(B
ε)), d̂Y (P2(B
ε), P2(B))},
we get
d̂Y (P1(B), P2(B)) ≤ max{d̂Y (P1(B), P1(B
ε)), d̂Y (P2(B), P2(B
ε))}
≤ max{ĥP1→P1(B), ĥP2→P2(B)}. Therefore
ρ̂s(P1, P2) ≤ supB∈M♭(X))max{ĥP1→P1(B), ĥP2→P2(B)} = max{Ĥ(P1), Ĥ(P2)}. Now
we may as well assume that Ĥ(P1) ≤ Ĥ(P2). Then for any δ > 0, we have
d̂Y (P1(B), P2(B
δ)) ≤ max{d̂Y (P1(B), P2(B)), d̂Y (P2(B), P2(B
δ))}
≤ max{ρ̂s(P1, P2), Ĥ(P2)} = Ĥ(P2), similarly, d̂Y (P2(B), P1(B
δ)) ≤ Ĥ(P2), which
implies Ĥ(P1, P2) ≤ Ĥ(P2), so the equality holds. This proves (3), and the proof of
Theorem 4.5 is completed. 
Theorem 4.6. Let P1, P2 ∈ D♭(X, Y ) with P1 6= P2. We have
(1) β̂0X,Y (P1, P2) = ρ̂s(P1, P2) ⇐⇒ max{da(P1), da(P2)} ≤ ρ̂s(P1, P2).
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(2) β̂∞X,Y (P1, P2) = Ω̂X,Y (P1, P2).
(3) β̂∗0X,Y (P1, P2) = ρ̂s(P1, P2).
(4) β̂∗∞X,Y (P1, P2) = Ω̂
∗
X,Y (P1, P2).
Proof. (1) If β̂0X,Y (P1, P2) = ρ̂s(P1, P2), then for any ε > 0, there exists an δ >
0 such that for any λ ∈ (0, δ), we have β̂λX,Y (P1, P2) < ρ̂s(P1, P2) + ε. By definition,
there exists a positive number ε(λ) : β̂λX,Y (P1, P2) ≤ ε(λ) < ρ̂s(P1, P2)+ ε such that
d̂Y (P1(B), P2(B
λε(λ))) ≤ ε(λ) and d̂Y (P2(B), P1(B
λε(λ))) ≤ ε(λ) (∀B ∈ M♭(X)). So
d̂Y (P1(B), P1(B
λε(λ))) ≤ max{d̂Y (P1(B), P2(B
λε(λ))), d̂Y (P2(B
λε(λ)), P1(B
λε(λ)))} ≤
ε(λ). Similarly, d̂Y (P2(B), P2(B
λε(λ))) ≤ ε(λ). So both P1 and P2 are ε(λ)−admissible.
Hence by definition, we get max{da(P1), da(P2)} ≤ ε(λ) < ρ̂s(P1, P2) + ε, which im-
plies max{da(P1), da(P2)} ≤ ρ̂s(P1, P2) by the arbitrary choice of ε.
Conversely, if max{da(P1), da(P2)} ≤ ρ̂s(P1, P2), then we need to show that
β̂0X,Y (P1, P2) = ρ̂s(P1, P2). If otherwise, then β̂
0
X,Y (P1, P2) > ρ̂s(P1, P2). Take ε0 =
1
2
(β̂0X,Y (P1, P2) + ρ̂s(P1, P2)), then ρ̂s(P1, P2) < ε0 < β̂
0
X,Y (P1, P2). So for every
λ > 0, β̂λX,Y (P1, P2) > ε0, and then there exists a Bλ ∈ M♭(X) such that
d̂Y (P1(Bλ), P2(B
λε0
λ )) > ε0 or d̂Y (P2(Bλ), P1(B
λε0
λ )) > ε0.
On the other hand, we have da(Pi) < ε0, i = 1, 2. So by definition, there exist
positive numbers εi < ε0 such that Pi are εi−admissible, i.e., there exist positive
numbers δi such that
d̂Y (Pi(B), Pi(B
δi)) ≤ εi (i = 1, 2) (∀B ∈M♭(X)).
Now take a λ0 > 0 such that λ0ε0 < min{δ1, δ2}. Then by Lemma 2.3, (B
λ0ε0)δi =
Bδi, so
d̂Y (Pi(B), Pi(B
λ0ε0)) ≤ max{d̂Y (Pi(B), Pi(B
δi)), d̂Y (Pi((B
λ0ε0)δi), Pi(B
λ0ε0))} ≤ εi
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(i = 1, 2) (∀B ∈M♭(X)).
In particular, d̂Y (Pi(Bλ0), Pi(B
λ0ε0
λ0
)) ≤ εi < ε0 (i = 1, 2).
Since d̂Y (P1(B
λ0ε0
λ0
), P2(B
λ0ε0
λ0
)) ≤ ρ̂s(P1, P2) < ε0, we get
d̂Y (P1(Bλ0), P2(B
λ0ε0
λ0
)) ≤ max{d̂Y (P1(Bλ0), P1(B
λ0ε0
λ0
)), d̂Y (P1(B
λ0ε0
λ0
), P2(B
λ0ε0
λ0
))} <
ε0, similarly, d̂Y (P2(Bλ0), P1(B
λ0ε0
λ0
)) < ε0, a contradiction! Hence we must have
β̂0X,Y (P1, P2) = ρ̂s(P1, P2). This proves (1).
(2) For any ε > β̂∞X,Y (P1, P2), by Lemma 4.3, ε > β̂
λ
X,Y (P1, P2) (∀λ > 0). So for
every λ > 0, by definition, there exists a positive number ε(λ) < ε such that
d̂Y (P1(B), P2(B
λε(λ))) ≤ ε(λ) and d̂Y (P2(B), P1(B
λε(λ))) ≤ ε(λ) (∀B ∈M♭(X)).
So λε(λ) ∈ Oε(λ)(P1, P2) ⊂ Oε(P1, P2). Then by Theorem 4.2.(2), we have ε(λ) ≥
β̂λX,Y (P1, P2) ≥ ρ̂s(P1, P2). Since P1 6= P2, it is easy to see that ρ̂s(P1, P2) > 0. Hence
λε(λ) → ∞ as λ → ∞, which implies that Ωε(P1, P2) = ∞. Then by definition,
Ω̂X,Y (P1, P2) ≤ ε, and so Ω̂X,Y (P1, P2) ≤ β̂
∞
X,Y (P1, P2) by the arbitrary choice of ε.
Conversely, for any ε > Ω̂X,Y (P1, P2), by definition, there exists a positive number
ε′ < ε such that Ωε′(P1, P2) = ∞, in particular, Oε′(P1, P2) 6= ∅. Then, for any
λ > 0, there exists an δ ∈ Oε′(P1, P2) ∩ (λε,∞). By definition,
d̂Y (P1(B), P2(B
δ)) ≤ ε′ and d̂Y (P2(B), P1(B
δ)) ≤ ε′ (∀B ∈M♭(X)).
Let λ′ = δ/ε, then λ′ > λ, and
d̂Y (P1(B), P2(B
λ′ε)) < ε and d̂Y (P2(B), P1(B
λ′ε)) < ε (∀B ∈M♭(X)).
So β̂λ
′
X,Y (P1, P2) ≤ ε, and then by Lemma 4.3, β̂
λ
X,Y (P1, P2) ≤ ε, which implies
β̂∞X,Y (P1, P2) ≤ ε. Therefore, β̂
∞
X,Y (P1, P2) ≤ Ω̂X,Y (P1, P2), and the equality holds,
this proves (2).
(3) By Theorem 4.2.(2), β̂∗0X,Y (P1, P2) ≤ ρ̂s(P1, P2). As in the proof of (2) above,
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ρ̂s(P1, P2) > 0. For any positive number ε < ρ̂s(P1, P2), by definition, there exists a
B0 ∈M♭(X) such that d̂Y (P1(B0), P2(B0)) > ε. Denote δ = diamB0/(2ρ̂s(P1, P2)) >
0, and take a λ ∈ (0, δ). Then for any ε1 ∈ (β̂
∗λ
X,Y (P1, P2), 2ρ̂s(P1, P2)), there exists
an ε′1 ∈ (0, ε1) such that
d̂Y (P1(B), P2(B
λεB(λ))) ≤ ε′1 and d̂Y (P2(B), P1(B
λε′B(λ))) ≤ ε′1
with some εB(λ), ε
′
B(λ) ∈ (0, ε
′
1] for every B ∈M♭(X). In particular,
d̂Y (P1(B0), P2(B
λεB0(λ)
0 )) ≤ ε
′
1 and d̂Y (P2(B0), P1(B
λε′B0
(λ)
0 )) ≤ ε
′
1.
Since λεB0(λ) ≤ λε
′
1 < λε1 < 2λρ̂s(P1, P2) < 2δρ̂s(P1, P2) = diamB0, by Lemma
2.3, B
λεB0 (λ)
0 = B0, so d̂Y (P1(B0), P2(B0)) = d̂Y (P1(B0), P2(B
λεB0 (λ)
0 )) ≤ ε
′
1 < ε1.
Since ε1 is arbitrary chosen, we get d̂Y (P1(B0), P2(B0)) ≤ β̂
∗λ
X,Y (P1, P2), hence ε <
β̂∗λX,Y (P1, P2) ≤ β̂
∗0
X,Y (P1, P2), which implies ρ̂s(P1, P2) ≤ β̂
∗0
X,Y (P1, P2), and the equal-
ity holds, This proves (3).
(4) For any ε > β̂∗∞X,Y (P1, P2), there exists an λ > 0 such that β̂
∗λ
X,Y (P1, P2) < ε. By
definition, there exists an ε′ ∈ (0, ε) such that
d̂Y (P1(B), P2(B
λεB)) ≤ ε′ and d̂Y (P2(B), P1(B
λε′B)) ≤ ε′
with some εB, ε
′
B ∈ (0, ε
′] for every B ∈M♭(X). So λε
′ ∈ O∗ε′(P1 → P2) ∩ O
∗
ε′(P2 →
P1), and then Ω̂
∗
X,Y (P1, P2) ≤ ε
′ < ε, which implies Ω̂∗X,Y (P1, P2) ≤ β̂
∗∞
X,Y (P1, P2).
Conversely, for any ε > Ω̂∗X,Y (P1, P2), there exists an ε
′ ∈ (0, ε) such that O∗ε′(P1 →
P2) ∩ O
∗
ε′(P2 → P1) 6= ∅. Let δ be a positive number in this intersection set, then,
for every B ∈M♭(X), there exist δB, δ
′
B ∈ (0, δ] such that
d̂Y (P1(B), P2(B
δB)) ≤ ε′ and d̂Y (P2(B), P1(B
δ′B)) ≤ ε′.
Take λ0 = δ/ε
′, εB = δB/λ0 and ε
′
B = δ
′
B/λ0, then λ0 > 0, εB ≤ ε
′, ε′B ≤
ε′, and from d̂Y (P1(B), P2(B
λ0εB)) ≤ ε′ and d̂Y (P2(B), P1(B
λ0ε′B)) ≤ ε′ (∀B ∈
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M♭(X)), we get β̂
∗∞
X,Y (P1, P2) ≤ β̂
∗λ0
X,Y (P1, P2) ≤ ε
′ < ε, which implies β̂∗∞X,Y (P1, P2) ≤
Ω̂∗X,Y (P1, P2), and the equality holds. This proves (4), and the proof of Theorem 4.6
is completed. 
Corollary 4.7. Let P1, P2 ∈ D♭(X, Y ).
(1) If both P1 and P2 are Lipschitz maps, then β̂
0
X,Y (P1, P2) = ρ̂s(P1, P2).
(2) If max{Ĥ(P1), Ĥ(P2)} < Ĥ(P1, P2), then for every λ > 0, we have
β̂λX,Y (P1, P2) = β̂
0
X,Y (P1, P2) = ρ̂s(P1, P2) = Ĥ(P1, P2).
(3) If max{da(P1), da(P2)} > ρ̂s(P1, P2), then max{Ĥ(P1), Ĥ(P2)} = Ĥ(P1, P2).
Proof. (1) follows from Theorem 4.5.(1) and Theorem 4.6.(1).
(2) follows from Lemma 4.3 and Theorem 4.5.(2).
(3) follows from Theorem 4.5.(2) and Theorem 4.6.(1). 
Example 4.8. Let X = Cp be the Tate field with the canonical p−adic
metric d̂p as above. It is well known that | Cp |p= p
Q (see [Sc], p.45), and it fol-
lows that diamBa(r) = r for any a ∈ Cp and r > 0. Now we define two maps
Pi : M♭(X) −→M♭(X) (i = 1, 2) as follows:
We define P1(B) = B
1/diamB for all B ∈M♭(X); and P2(B) = P1(B) if B 6= B0(1),
while P2(B0(1)) = B0(2).
We assert that da(P1) =∞, that is, for every ε > 0, P1 is not ε−admissible. To see
this, for any δ > 0, take a positive number r < min{δ, 1
δ
, 1
ε
}, denote δ0 = max{δ,
1
δ
}
and let B = B0(r). Then by Lemma 2.3, P1(B) = P1(B0(r)) = B
1/r = B0(1/r) and
P1(B
δ) = P1(B0(δ)) = B0(δ)
1/δ = B0(δ0). So by Lemma 2.1, we have
d̂p,H(P1(B), P1(B
δ)) = d̂p,H(B0(1/r), B0(δ0)) = 1/r > ε. Therefore, da(P1) = ∞.
On the other hand, by the above definition and Lemma 2.1, we have ρ̂s(P1, P2) =
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supB∈M♭(X) d̂p,H(P1(B), P2(B)) = d̂p,H(P1(B0(1)), P2(B0(1))) = d̂p,H(B0(1), B0(2)) =
2.Hence da(P1) > ρ̂s(P1, P2), so by Theorem 4.6.(1), we get β̂
0
X,Y (P1, P2) > ρ̂s(P1, P2)
with Y =M♭(X) =M♭(Cp). 
Now let K be a complete non-Archimedean valued field with absolute value | |,
and X be a non-Archimedean normed linear space over K with norm ‖ ‖ (see [FP],
chapter 1). As before,K× = K\{0}. Let (Y, d̂Y ) be a non-Archimedean metric space.
For a ∈ K× and B ∈ M♭(X), it is easy to see that a · B ∈ M♭(X), more precisely,
a ·Bb(r) = Bab(|a|r) and a ·Bb(r) = Bab(|a|r) (b ∈ X and r > 0). Moreover, for any
ε > 0, we have (a ·B)ε = a ·Bε/|a|. Here a ·B = {a · v : v ∈ B}. For P ∈ D♭(X, Y ),
we define P a(B) = P (a · B), and when Y = K, we also define (aP )(B) = a · P (B).
Obviously, P a ∈ D♭(X, Y ). When Y = K, we also have aP ∈ D♭(X, Y ).
Theorem 4.9. let (K, | |) be a complete non-Archimedean valued field,
(X, ‖ ‖) be a non-Archimedean normed linear space over K, and (Y, d̂Y ) be a non-
Archimedean metric space. For any P1, P2 ∈ D♭(X, Y ) and a ∈ K
×, we have
β̂
|a|
X,Y (P1, P2) = β̂X,Y (P
a
1 , P
a
2 ) and β̂
∗|a|
X,Y (P1, P2) = β̂
∗
X,Y (P
a
1 , P
a
2 ).
In particular, if Y = K, then we have
β̂
|a|
X,Y (P1, P2) = |a|
−1 · β̂X,Y (aP1, aP2) and β̂
∗|a|
X,Y (P1, P2) = |a|
−1 · β̂∗X,Y (aP1, aP2).
Proof. For the first equality, let ε > β̂
|a|
X,Y (P1, P2). Then there exists a positive
number ε′ < ε such that
d̂Y (P1(B), P2(B
|a|ε′)) ≤ ε′ and d̂Y (P2(B), P1(B
|a|ε′)) ≤ ε′ (∀B ∈M♭(X)). So
d̂Y (P
a
1 (B), P
a
2 (B
ε′)) = d̂Y (P1(a · B), P2((a · B)
|a|ε′)) ≤ ε′,
similarly, d̂Y (P
a
2 (B), P
a
1 (B
ε′)) ≤ ε′, which implies β̂X,Y (P
a
1 , P
a
2 ) ≤ ε
′ < ε, and so
β̂X,Y (P
a
1 , P
a
2 ) ≤ β̂
|a|
X,Y (P1, P2).
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Conversely, let ε > β̂X,Y (P
a
1 , P
a
2 ), then there exists a positive number ε
′ < ε such
that
d̂Y (P
a
1 (B), P
a
2 (B
ε′)) ≤ ε′ and d̂Y (P
a
2 (B), P
a
1 (B
ε′)) ≤ ε′ (∀B ∈ M♭(X)). So
d̂Y (P1(B), P2(B
|a|ε′)) = d̂Y (P
a
1 (a
−1B), P a2 ((a
−1B)ε
′
)) ≤ ε′,
similarly, d̂Y (P2(B), P1(B
|a|ε′)) ≤ ε′, which implies β̂ |a|X,Y (P1, P2) ≤ ε
′ < ε, and so
β̂
|a|
X,Y (P1, P2) ≤ β̂X,Y (P
a
1 , P
a
2 ). So the first equality holds. The second equality can
be similarly done.
For the case Y = K, note that d̂Y ((aP1)(B), (aP2)(B)) = |a| · |P1(B)− P2(B)|, so
d̂Y ((aP1)(B), (aP2)(B
ε)) ≤ ε ⇐⇒ d̂Y (P1(B), P2(B
|a|·ε/|a|)) ≤ ε/|a|. Then the other
two equalities follows easily by the definition. The proof is completed. 
Recall that a non-Archimedean valued ring is a commutative ring A with a
non-Archimedean absolute value | |, i.e., a function | | : A→ R satisfying the rules:
1. |a| ≥ 0 and |a| = 0⇔ a = 0. 2. |ab| = |a| · |b|. 3. |a+ b| ≤ max{|a|, |b|}.
If A = K is a field, then (K, | |) is a non-Archimedean valued field as before (see
[BGR] and [FP]). Now let (X, d̂X) be a non-Archimedean metric space. For f, g ∈
M(X → A) and a ∈ A, we set (f + g)(x) = f(x) + g(x), (af)(x) = af(x), and
(fg)(x) = f(x) · g(x) (∀x ∈ X). Then obviously M(X → A) is a commutative
A−algebra.
Definition 4.10. let (X, d̂X) be a non-Archimedean metric space, (A, | |) be
a non-Archimedean valued ring, we define
B̂L(X → A) = {f ∈M(X → A) : ‖f‖B̂L <∞} with ‖f‖B̂L = max{‖f‖∞, dil(f)},
where ‖f‖∞ = supx∈X |f(x)| is the supremum norm and dil(f) is the dilatation of
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f as above.
Theorem 4.11. B̂L(X → A) is an A−subalgebra of M(X → A), and as
an A−module, ‖ · ‖B̂L is a non-Archimedean norm on it. Moreover, for any f, g ∈
B̂L(X → A), we have ‖fg‖B̂L ≤ ‖f‖B̂L · ‖g‖B̂L.
Proof. For f, g ∈ B̂L(X → A) and a ∈ A, it follows easily by definition that
‖f + g‖∞ ≤ max{‖f‖∞, ‖g‖∞} <∞ and ‖af‖∞ = |a| · ‖f‖∞ <∞. Also
dil(f + g) = sup
x1,x2∈X and x1 6=x2
|(f(x1)− f(x2)) + (g(x1)− g(x2))|
d̂X(x1, x2)
≤ sup
x1,x2∈X and x1 6=x2
max{
|f(x1)− f(x2)|
d̂X(x1, x2)
,
|g(x1)− g(x2)|
d̂X(x1, x2)
}
≤ max{dil(f), dil(g)} <∞, and
dil(af) = sup
x1,x2∈X and x1 6=x2
|af(x1)− af(x2)|
d̂X(x1, x2)
= |a| · dil(f) <∞.
So ‖f + g‖B̂L <∞ and ‖af‖B̂L <∞, and so f + g, af ∈ B̂L(X → A).
From the above discussion, we also get ‖f + g‖B̂L ≤ max{‖f‖B̂L, ‖g‖B̂L} and
‖af‖B̂L = |a| · ‖f‖B̂L. Moreover, it is obvious that ‖f‖B̂L ≥ 0 and ‖f‖B̂L = 0 if and
only if f = 0. Therefore, as an A−module, ‖ · ‖B̂L is a non-Archimedean norm on
B̂L(X → A).
Now we come to show that ‖fg‖B̂L ≤ ‖f‖B̂L · ‖g‖B̂L. In fact, since
‖fg‖∞ = sup
x∈X
|f(x)| · |g(x)| ≤ sup
x∈X
|f(x)| · sup
x∈X
|g(x)| = ‖f‖∞ · ‖g‖∞ and
dil(fg) = sup
x1,x2∈X and x1 6=x2
|(f(x1)− f(x2))g(x2) + f(x1)(g(x1)− g(x2))|
d̂X(x1, x2)
≤ sup
x1,x2∈X and x1 6=x2
max{
|f(x1)− f(x2)| · |g(x2)|
d̂X(x1, x2)
,
|f(x1)| · |g(x1)− g(x2)|
d̂X(x1, x2)
}
≤ max{‖g‖∞ · dil(f), ‖f‖∞ · dil(g)},
it follows that ‖fg‖B̂L ≤ max{‖f‖∞, dil(f)} · max{‖g‖∞, dil(g)} = ‖f‖B̂L · ‖g‖B̂L.
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In particular, ‖fg‖B̂L <∞, so fg ∈ B̂L(X → A), which implies that B̂L(X → A)
is A−subalgebra of M(X → A), and the proof is completed. 
Remark 4.12. For any non-Archimedean metric spaces (X, d̂X) and (Y, d̂Y ),
denote
D♭(X, Y ) = {all maps P :M♭(X)→ Y } = M(M♭(X)→ Y ).
Then one can similarly define and study non-Archimedean metrics β̂λX,Y and β̂
∗λ
X,Y
for D♭(X, Y ).
5. Ultrametric structures on non-Archimedean measures
Let K be a complete non-Archimedean valued field with absolute value | |,
and let (X, d̂X) be a compact non-Archimedean metric space. It is well known that
every non-empty open subset in a non-Archimedean metric space is a disjoint union
of balls of the forms Ba(r) (see [Sc], p.48). Then it follows that an open subset
of X is compact if and only if it is a finite disjoint union of balls. In this section,
we assume that every ball in X and K contains at least two distinct points. Let
C(X) be the space of all continuous function f : X → K with the supremum norm
‖f‖∞ (As sets, C(X) = C(X → K)). Recall that a K−valued measure on X is
a K−linear functional µ : C(X) → K for which there is M ≥ 0 such that the
inequality
|µ(f)| ≤M‖f‖∞
holds for every f ∈ C(X). Let Ω(X) be the set of all open compact subsets of X.
Let us denote by χA the characteristic function of a set A ⊂ X. Every measure µ
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generates a mapping µ : Ω(X)→ K by the rule
µ(A) := µ(χA), A ∈ Ω(X).
By this definition, µ is completely determined by its values on the balls, i.e., on the
elements of M♭(X) (see, for example, Theorem 3.1 in §5.3 of [Kh]). In particular,
µ can be considered as a K−valued function on M♭(X), that is, the restriction
µ|M♭(X) ∈ D♭(X,K).
If µ is a K−valued measure on X, then for every f ∈ C(X) we have
µ(f) =
∫
X
f(x)dµ(x) = lim
{xj∈Bj}
∑
f(xj)µ(Bj),
where
∑
f(xj)µ(Bj) is the Riemann sums taken over increasingly fine covers of X
by mutually disjoint balls (see [MO], [MS], [Sch] and [Kh] for such Monna-Springer
integration theory). We denote
MEA(X → K) = {all K − valued measures on X}.
By Theorem 4.2.(1) above, it is easy to see that all β̂λX,K and β̂
∗λ
X,K are non-Archimedean
metrics on MEA(X → K), in particular, (MEA(X → K), β̂X,K) is a non-Archimedean
metric space. Here
β̂λX,K(µ
′, µ′′) = β̂λX,K(µ
′
|M♭(X)
, µ′′|M♭(X)) and β̂
∗λ
X,K(µ
′, µ′′) = β̂∗λX,K(µ
′
|M♭(X)
, µ′′|M♭(X))
(∀µ′, µ′′ ∈ MEA(X → K)).
For a sequence of K−valued measures {µn}
∞
n=1 and µ in MEA(X → K), it is called
that µn converges to µ, written µn → µ, if for every f ∈ C(X → K),
∫
X
fdµn →∫
X
fdµ as n→∞, i.e., |
∫
X
fdµn −
∫
X
fdµ| → 0 as n→∞.
Definition 5.1. Let (X, d̂X) be a compact non-Archimedean metric space,
and let K be a complete non-Archimedean valued field with absolute value | |.
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For µ1, µ2 ∈ MEA(X → K) and f ∈ C(X → K), we denote
∫
X
fd(µ1 − µ2) =∫
X
fdµ1 −
∫
X
fdµ2, and define the K−valued Dudley metric (we will show that it
is indeed a metric) as follows:
D̂X,K(µ1, µ2) = sup{|
∫
X
fd(µ1 − µ2)| : f ∈ C(X → K) and ‖f‖B̂L ≤ 1}.
(See Definition 4.10 above for ‖f‖B̂L).
Theorem 5.2. Let (X, d̂X) be a compact non-Archimedean metric space, and
let K be a complete non-Archimedean valued field with absolute value | |. Then
D̂X,K is a non-Archimedean metric on MEA(X → K).
Proof. Obviously, D̂X,K(µ, µ) = 0 and D̂X,K(µ1, µ2) = D̂X,K(µ2, µ1) ≥ 0 for
all µ, µ1, µ2 ∈ MEA(X → K). Now let µ1, µ2, µ3 ∈ MEA(X → K), since
|
∫
X
fd(µ1 − µ2)| = |
∫
X
fd(µ1 − µ3) +
∫
X
fd(µ3 − µ2)|
≤ max{|
∫
X
fd(µ1 − µ3)|, |
∫
X
fd(µ3 − µ2)|} (∀f ∈ C(X → K) with ‖f‖B̂L ≤ 1),
we have D̂X,K(µ1, µ2) ≤
sup{max{|
∫
X
fd(µ1 − µ3)|, |
∫
X
fd(µ3 − µ2)|} : f ∈ C(X → K) with ‖f‖B̂L ≤ 1}
= max{D̂X,K(µ1, µ3), D̂X,K(µ3, µ2)}.
Hence the strong triangle inequality holds.
Lastly, we assume that D̂X,K(µ1, µ2) = 0, and we need to show that µ1 = µ2. To see
this, by the assumption, we have |
∫
X
fd(µ1 − µ2)| = 0, and hence∫
X
fdµ1 =
∫
X
fdµ2 for all f ∈ C(X → K) with ‖f‖B̂L ≤ 1. (⋆)
Take B ∈M♭(X), and let χB be the characteristic function, i.e.,
χB(x) =
{
1 if x ∈ B,
0 otherwise.
Then χB is a locally constant function, hence a contin-
uous function on X (see [K], p.31), i.e., χB ∈ C(X → K). Moreover, it follows
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easily by definition that ‖χB‖∞ = 1 and dil(χB) ≤ 1/diamB. If diamB ≥ 1,
then dil(χB) ≤ 1, so ‖χB‖B̂L = ‖χB‖∞ = 1, hence by the above (⋆), we get
µ1(B) =
∫
X
χBdµ1 =
∫
X
χBdµ2 = µ2(B). If diamB < 1, then note that diamB > 0,
we can take an element c ∈ K such that 0 < |c| ≤ diamB < 1. Let f = c · χB, then
f ∈ C(X → K), ‖f‖∞ = |c|·‖χB‖∞ = |c|, and dil(f) = |c|·dil(χB) ≤ |c|/diamB ≤ 1,
which implies ‖f‖B̂L ≤ 1. Then by the above (⋆), we have
∫
X
fdµ1 =
∫
X
fdµ2, i.e.,∫
X
c · χBdµ1 =
∫
X
c · χBdµ2, so
∫
X
χBdµ1 =
∫
X
χBdµ2, i.e., µ1(B) = µ2(B). To
sum up, we have shown that µ1(B) = µ2(B) for every B ∈ M♭(X), which implies
µ1 = µ2. Therefore, D̂X,K is a non-Archimedean metric on MEA(X → K). The
proof is completed. 
For X and K in Definition 5.1, recall that
B̂L(X → K) = {f ∈M(X → K) : ‖f‖B̂L <∞}.
Theorem 5.3. Let (X, d̂X) be a compact non-Archimedean metric space, and
let K be a complete non-Archimedean valued field with absolute value | |. For µ and
a sequence {µn}
∞
n=1 in MEA(X → K), if there exists a c > 0 such that ‖µn‖ ≤ c for
all positive integers n, then the following statements are equivalent:
(1) µn → µ.
(2)
∫
X
fdµn →
∫
X
fdµ for all f ∈ B̂L(X → K).
(3) D̂X,K(µn, µ)→ 0.
Proof. (1) =⇒ (2). Let f ∈ B̂L(X → K), then ‖f‖B̂L < ∞, in particular,
dil(f) < ∞. So f is uniformly continuous, and f ∈ Cu(X → K) ⊂ C(X → K),
hence
∫
X
fdµn →
∫
X
fdµ.
(2) =⇒ (1). Let Step(X) = {K − valued locally constant functions on X}, then
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Step(X) is dense in the K−Banach space C(X → K) with the supremum norm
‖ · ‖∞ defined above (see [Wa], p.237). We assert that Step(X) ⊂ B̂L(X → K). In
fact, since X is compact, for every g ∈ Step(X), g is a finite linear combination of
characteristic functions of disjoint balls, i.e., g =
∑
1≤i≤r aiχi, where ai ∈ K,χi is
the characteristic function of the ball Bi and X = ⊔1≤i≤rBi (the disjoint union).
Obviously, ‖g‖∞ = max{|ai| : i = 1, · · · , r} < ∞. Fix a point xi ∈ Bi for each
i, then dist(Bi, Bj) = d̂X(xi, xj) for each pair (i, j) (see [Sc], p.48). Denote γ =
min{d̂X(xi, xj) : 1 ≤ i, j ≤ r and i 6= j} and α = max{|ai − aj | : 1 ≤ i, j ≤ r},
then γ > 0, 0 ≤ α < ∞, and it is easy to verify that dil(g) ≤ α/γ < ∞, hence
‖g‖B̂L <∞. Therefore Step(X) ⊂ B̂L(X → K).
Now for every f ∈ C(X → K), since Step(X) is dense in C(X → K), there exists
a Cauchy sequence {fm}
∞
m=1 in Step(X) such that fm → f. Then by the proof of
Proposition 12.1 in [Wa], we have
lim
m→∞
∫
X
fmdµ =
∫
X
fdµ and lim
m→∞
∫
X
fmdµn =
∫
X
fdµn (n = 1, 2, · · · ).
Moreover, for every such fm, as shown in the above assertion, it is also in B̂L(X →
K), so by the assumption, we have
∫
X
fmdµn →
∫
X
fmdµ as n→∞.
Denote c0 = max{‖µ‖, c}. Then by the hypothesis, ‖µn‖ ≤ c0 for all positive
integers n. Now for any ε > 0, since fm → f under the supremum norm ‖ · ‖∞,
there exists a M > 0 such that for all integers m > M we have ‖fm − f‖∞ < ε/c0,
in particular, |fm(x) − f(x)| < ε/c0 for all x ∈ X. So |
∫
X
fmdµn −
∫
X
fdµn| <
ε/c0 · c0 = ε for all positive integers n and all integers m > M (see [K], p.40). Also
|
∫
X
fmdµ −
∫
X
fdµ| < ε for all integers m > M. We fix an integer m0 > M, then
from
∫
X
fm0dµn →
∫
X
fm0dµ as n → ∞, there exists a N > 0 such that for all
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integers n > N, we have |
∫
X
fm0dµn −
∫
X
fm0dµ| < ε, and then
|
∫
X
fdµn −
∫
X
fdµ| ≤
max{|
∫
X
fdµn −
∫
X
fm0dµn|, |
∫
X
fm0dµn −
∫
X
fm0dµ|, |
∫
X
fm0dµ−
∫
X
fdµ|}
< ε.
So
∫
X
fdµn →
∫
X
fdµ as n→∞, hence µn → µ.
(3) =⇒ (1). Let B ∈M♭(X) and χB be the corresponding characteristic function.
Take a ∈ K such that 0 < |a| ≤ diam(B). We set χ =
{
χB if diam(B) ≥ 1,
a · χB if diam(B) < 1.
Then from the proof of the above Theorem 5.2, we know that ‖χ‖B̂L ≤ 1, and then
|
∫
X
χdµn−
∫
X
χdµ| ≤ D̂X,K(µn, µ)→ 0, so
∫
X
χdµn →
∫
X
χdµ, and so
∫
X
χBdµn →∫
X
χBdµ. It then follows that
∫
X
gdµn →
∫
X
gdµ for all g ∈ Step(X).
Now let f ∈ C(X → K), similar to the proof of the above ′(2)⇒ (1)′, there exists a
Cauchy sequence {fm}
∞
m=1 in Step(X), such that fm → f. By the above discussion,
we have
∫
X
fmdµn →
∫
X
fmdµ (m = 1, 2, · · · ). Denote c0 = max{‖µ‖, c}. For any
ε > 0, since fm → f, as discussed in the proof of the above
′(2) ⇒ (1)′, there
exists a positive number M such that for all integers m > M, we have |
∫
X
fmdµn−∫
X
fdµn| < ε for all integers n > 0, and |
∫
X
fmdµ −
∫
X
fdµ| < ε. Fix an integer
m0 > M, then since
∫
X
fm0dµn →
∫
X
fm0dµ as n → ∞, there exists a N > 0 such
that for all n > N, we have |
∫
X
fm0dµn −
∫
X
fm0dµ| < ε, then as done in the proof
of the above ′(2)⇒ (1)′, we have |
∫
X
fdµn −
∫
X
fdµ| < ε. Hence µn → µ.
(1) =⇒ (3). Write F = {f ∈ C(X → K) : ‖f‖B̂L ≤ 1}. By definition, for any
f ∈ F, we have dil(f) ≤ ‖f‖B̂L ≤ 1, so | f(x1) − f(x2) |≤ dil(f) · d̂X(xi, xj) ≤
d̂X(xi, xj) (∀x1, x2 ∈ X). Hence for any ε > 0, we have that d̂X(xi, xj) < ε implies |
f(x1)−f(x2) |< ε for all x1, x2 ∈ X and all f ∈ F, i.e., F is uniformly equicontinuous
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(see [D], p.51), in particular, F is equicontinuous. Also we have ‖f‖∞ ≤ ‖f‖B̂L ≤ 1
for all f ∈ F. So F is uniformly bounded, hence by the ultrametric version of the
Ascoli Theorem (see Thm.3.8.2 in [PS], p.144), we know that F is compactoid in
C(X → K). Therefore, for any ε > 0, there exists a finite set f1, · · · , fr ∈ C(X → K)
such that for every f ∈ F, ‖f − fj‖∞ < ε for some j. Since µn → µ, there exists a
positive integer N such that for every integer n > N, we have |
∫
X
fidµn−
∫
X
fidµ |<
ε for each i = 1, · · · , r. Thus,
|
∫
X
fd(µn − µ) |=|
∫
X
fdµn −
∫
X
fdµ |
=|
∫
X
(f − fj)dµn −
∫
X
(f − fj)dµ+
∫
X
fjdµn −
∫
X
fjdµ |
≤ max{|
∫
X
(f − fj)dµn |, |
∫
X
(f − fj)dµ |, |
∫
X
fjdµn −
∫
X
fjdµ |}.
Since ‖f − fj‖∞ < ε and ‖µn‖ ≤ c0, ‖µ‖ ≤ c0 (c0 = max{c, ‖µ‖}), we have |
∫
X
(f −
fj)dµn |≤ c0 · ε and |
∫
X
(f − fj)dµ |≤ c0 · ε (see [K], p.40). Therefore, |
∫
X
fd(µn −
µ) |≤ max{c0 · ε, ε} = max{1, c0} · ε (∀f ∈ F). Hence by definition, D̂X,K(µn, µ) ≤
max{1, c0} · ε, which implies D̂X,K(µn, µ)→ 0. The proof is completed. 
Remark 5.4. Let X,K, µ and {µn}
∞
n=1 be as in Theorem 5.3 above, then we
also have
β̂X,K(µn, µ)→ 0 =⇒ µn → µ.
In fact, if β̂X,K(µn, µ)→ 0, then by Theorem 4.2.(2) above, we have ρ̂s(µn, µ)→
0, i.e., supB∈M♭(X) |µn(B)− µ(B)| → 0, and then |
∫
X
χBdµn−
∫
X
χBdµ| = |µn(B)−
µ(B)| → 0, i.e.,
∫
X
χBdµn →
∫
X
χBdµ, where χB is the characteristic function of
B (∀B ∈ M♭(X)). It follows then
∫
X
gdµn →
∫
X
gdµ for all g ∈ Step(X), and as
done in the proof of the above Theorem 5.3, one can similarly show that, for every
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f ∈ C(X → K),
∫
X
fdµn →
∫
X
fdµ as n→∞, so µn → µ. 
A question here is that is it also true that µn → µ =⇒ β̂X,K(µn, µ)→ 0?
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