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ПРОБЛЕМЫ ЭТИКИ ПРИ РЕШЕНИИ ЗАДАЧ С ПОМОЩЬЮ 
ИСКУССТВЕННОГО ИНТЕЛЛЕКТА 
Аннотация. В статье дается краткий обзор современного уровня исследований в 
области этики использования технологий искусственно интеллекта. Проблема 
этичности применения искусственного интеллекта рассматривается с различных 
аспектов: морально-этического, этико-религиозного, правового и со стороны 
степени несения ответственности за принятое решение. 
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Abstract: In this article a brief overview of state-of-the-art ethics research of using ar-
tificial intelligence technologies is given. Problem of ethical applying AI come on dif-
ferent aspects: morally-ethical, religious-ethical, law aspect, and from the responsibil-
ity of decision making. 
Keywords: artificial intelligence, ethical principles, decision making.
 
Современное развитие цифровых технологий и повсеместное проникнове-
ние их практически во все сферы деятельности человека создает ряд проблем, в 
том числе связанных с этичностью их использования. Одной из самых острых 
проблем этичности в области информационных технологий является примене-
ния технологий искусственного интеллекта (AI). Об искусственном интеллекте 
впервые заговорили в конце 40-х годов, и одновременно с развитием технологий 
AI возникли вопросы этичности повсеместного их применения [6, с. 7]. В насто-
ящее время алгоритмы машинного обучения, как часть технологий искусствен-
ного интеллекта, являются практически неотъемлемой частью современных ин-
формационных систем, являющихся, в том числе, и их залогом успешного суще-
ствования в конкурентной среде. Одним из видов таких систем являются си-
стемы поддержки принятия решений. И здесь возникает проблема проверки ре-
шений, принимающихся искусственным интеллектом, на соответствие этиче-
ским нормам. Но как утверждает ряд авторов исследований подобной проблема-
тики, до сих пор нет четкого определения, что понимать в этом случае под эти-
ческими нормами. Так авторы исследования [5, с. 85] указывают, что «суть этич-
ности информационных систем (ИС) заключается в том, что, принимая критиче-
ски важные для человека решения, ИС должны использовать этические импера-
тивы, рассматривая их как некие поисковые эвристики». В другом исследовании 
авторы [9, с. 294] делают попытку найти фундаментальные основы для гумани-
тарной экспертизы технических проектов с использованием средств искусствен-
ного интеллекта. Авторы видят в решении создания «новой прикладной этики, 
основанной на принципах гуманизма, лишенного, однако, просвещенческой 
окраски в понимании человека и его разума как единственного критерия оценки» 
[9, с. 298]. В исследовании А. В. Разин [8, с. 57] поднимает проблему права на 
ошибку, говоря, что как человек, обладающий свободой воли, имеет право на 
ошибку, так и искусственный интеллект имеет на нее право. Ведь искусственный 
интеллект обучается людьми, склонными совершать ошибки при его программи-
ровании. Таким образом, авторы делают вывод, что, как и человек, искусствен-
ный интеллект будет обучаться на своих ошибках, в том числе и этической 
направленности. Исследователи в работе [4, с. 491] также обосновывают выводы 
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о том, что ценность, создаваемая за счет использования технологий искусствен-
ного интеллекта, и этика не должны рассматриваться как отдельные сущности, 
скорее они должны рассматриваться как неразделимые и переплетенные.  
 Другая проблема, касающаяся этики применения технологий искусствен-
ного интеллекта в ИС, лежит в плоскости этико-религиозного мировосприятия и 
касается сакрализации искусственного интеллекта. Данной проблеме посвящено 
исследование [7, с. 444]. Этическая проблема, лежащая в плоскости ответствен-
ности за принятые решения искусственным интеллектом, также является пред-
метом тщательного исследования ученых мира. Так в статье Коекелберга М. [1, 
с. 2] обсуждается проблема присвоения ответственности, возникающая при ис-
пользовании технологий искусственного интеллекта. Предполагается, что 
только люди могут быть ответственными агентами; все же одно это уже подни-
мает много вопросов, которые обсуждаются, исходя из двух аристотелевских 
условий ответственности. Особое внимание уделяется эпистемическому состоя-
нию, которое привлекает внимание к вопросам прозрачности и объяснимости. То 
есть агенты, к которым применяются решения искусственного интеллекта, могут 
потребовать объяснения принятого решения. На сегодняшний день, только ряд 
алгоритмов машинного обучения обладают свойством полной объяснимости, то-
гда как, например, нейронные сети полностью исключают какое-либо объясне-
ние принятого решения, и обучаются, как правило, на прецедентах. Таким обра-
зом в ряде информационных систем, где требуется четкое обоснование приня-
того решения, такую технологию как нейронные сети не используют. 
Одной из самых острых проблем возникновения вопросов этичности явля-
ется проблема использования искусственного интеллекта в автономных беспи-
лотных системах. В исследовании [2, с. 63] авторы пытаются дать оценку сте-
пени технологического и этического реализма в формировании восприятия и 
принятия решений автономными транспортными средствами. Авторы предла-
гают определять конкретные этические рамки для каждого временного этапа, ко-
торый ожидается в отношении новых технологий автономных транспортных 
средств. В исследовании [3, с. 291] также рассматривается проблема этичности, 
связанная с применением боевых дронов. Здесь авторы склоняются к мнению, 
что принципы этики должны основываться на общечеловеческих ценностях в 
бою и военной этике. Как альтернативу такому подходу авторы рассматривают 
этичность применения жизнеобеспечивающих роботов-компаньонов. Исследо-
ватели склоняются к мнению, что для различных условий применения искус-
ственного интеллекта, должны быть разработаны свои рамки принципов этики 
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Может ли искусственный интеллект быть более этичным, чем человече-
ский интеллект? Может ли он уважать человеческие ценности лучше, чем чело-
век? На эти вопросы очень сложно ответить. Но искусственный интеллект нераз-
рывно связан с его обучающим создателем. Поэтому при программировании ис-
кусственного интеллекта надо закладывать основные принципы этики, согласу-
ющиеся с общечеловеческими ценностями. И ответственность в случае неэтич-
ного решения, принятого искусственным интеллектом, целиком и полностью ле-
жит на его создателе. 
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