Abstract. In 1994, Moulinec and Suquet introduced an efficient technique for the numerical resolution of the cell problem arising in homogenization of periodic media. The scheme is based on a fixed-point iterative solution to an integral equation of the Lippmann-Schwinger type, with action of its kernel efficiently evaluated by the Fast Fourier Transform techniques. The aim of this work is to demonstrate that the Moulinec-Suquet setting is actually equivalent to a Galerkin discretization of the cell problem, based on approximation spaces spanned by trigonometric polynomials and a suitable numerical integration scheme. For the latter framework and scalar elliptic setting, we prove convergence of the approximate solution to the weak solution, including a-priori estimates for the rate of convergence for sufficiently regular data and the effects of numerical integration. Moreover, we also show that the variational structure implies that the resulting non-symmetric system of linear equations can be solved by the conjugate gradient method. Apart from providing a theoretical support to Fast Fourier Transform-based methods for numerical homogenization, these findings significantly improve on the performance of the original solver and pave the way to similar developments for its many generalizations proposed in the literature.
1. Introduction. In homogenization theories for periodic media, a key role is played by so-called cell problem, whose structure is, in the scalar setting, given by [ so thatẽ : Y → R d represents the fluctuating part and E ∈ R d stands for the mean applied gradient. The usual route to solve the cell problem is to convert it to the divergence form, by introducing an Y-periodic potentialũ : Y → R satisfying ẽ = −∇ũ, and to obtain an approximate solution by the finite element method, see e.g. [12] for a recent overview. However, this may become computationally prohibitive, for example when the material coefficients are defined by large data sets produced by high-resolution imaging techniques.
Exactly with such applications in mind, Moulinec and Suquet have introduced an efficient iterative solver for problems with coefficients A defined on a regular grid [25] . It is based on the reformulation of the cell problem as an integral equation of the Lippmann-Schwinger type
where Γ (0) : Y → R d×d is the Green operator related to an auxiliary cell problem with A(x) = A (0) ∈ R d×d , conveniently expressed in the Fourier domain, cf. (3.6). The numerical resolution of (1.3) is based on fixed-point iterations, with the action of Γ (0) efficiently evaluated using the Fast Fourier Transform techniques. The later study [10] revealed that the convergence of the scheme depends on a particular choice of A (0) , and that the number of iterations needed to achieve a fixed accuracy growths linearly with the contrast in coefficients of A (see ahead to (A2) on page 5 for a precise specification).
To overcome these difficulties, several generalizations of the basic scheme have been proposed. Eyre and Milton developed in [10] an accelerated fixed-point scheme derived from a modified integral equation, possibly combined with a multi-grid technique. The scheme was successfully extended to non-linear problems in [33] . Another improvement due to Michel et al. [20, 21] is based on an equivalent saddle-point formulation solved by the Augmented Lagrangian method, which performs well even for the infinite-contrast case. It has also been recognized that the original formulation [25] is equivalent to a system of linear equations arising from a suitable discretization procedure. In particular, Brisard and Dormieux [3] presented an algorithm based on the discretization of the Hashin-Shtrikman energy functional by the Galerkin method and studied its convergence later in [4] . The approach adopted by Zeman et al. [40] rests on the discretization of the Lippmann-Schwinger equation (1. 3) by a collocation argument; extension of this technique to the non-linear regime has been presented by Gélébart and Mondon-Cance in [13] . The most recent contributions include the primal-dual formulation by Monchiet and Bonnet [23] , and a scheme suitable for highly-contrasted media due to Willot et al. [38] , that is based on a modified kernel Γ (0) . Apart from the development of more robust solvers, considerable effort has been directed towards generalizations beyond the linear setting, as well as towards applications to real-world materials. Such extensions were successfully accomplished for, e.g., small-strain elasto-plasticity [26] , homogenization of shape-memory materials [1] , stochastic elliptic problems [39] , coupled multi-physics phenomena [2] , or non-local damage models for quasi-brittle materials [18] . As for the material-specific studies, these include simulations of microstructure coarsening in tin-lead solders [8] , modeling of elastic [37] and visco-elastic [36] response of hydrating cement pastes, full-field simulations of polycrystalline materials [17] , multi-scale predictions for mechanical response of multi-functional superalloys [11] , ice [24] , response of steels under cyclic loading [19] , or high-performance cementitious composites [7] , and the list is far from complete.
The present work is motivated by computational observations reported earlier by the authors in [40] . These are related to the discretization of the Lippmann-Schwinger equation by the trigonometric collocation method due to Vainikko [32] , which consists on an expansion of the solution in terms of trigonometric polynomials and enforcing (1.3) discretely at the grid points. Such procedure results in a non-symmetric system of linear equations equivalent to the original Moulinec-Suquet method [25] , with a system matrix expressed as the product of sparse structured matrices. Quite surprisingly, we have observed that the system can be solved by the standard Conjugate Gradient algorithm applicable to symmetric positive-definite systems. Moreover, the convergence of the algorithm is independent of the choice of A (0) , and the number of iterations to achieve a fixed accuracy scales up with the square root of the contrast in coefficients A.
The goal of this paper is to demonstrate that our previous results, among others, can be explained by recognizing that the original Moulinec-Suquet setting is in fact equivalent to the Galerkin discretization of the weak form of the cell problem, with approximation spaces spanned by trigonometric polynomials. To this purpose, after presenting the adopted notation and the necessary function spaces, in Section 3 we define the weak form of the cell problem and demonstrate its equivalence to the Lippmann-Schwinger equation by means of a projection operator reflecting the structure of (1.1). The Galerkin discretization is treated in detail in Section 4, with emphasis on convergence of approximate solutions and on the effect of numerical integration. In Section 5, we study the properties of the system of linear equations arising from the discretization procedure, and their relation to the computational experiments mentioned above. Section 6 summarizes obtained results and outlines a number of possible extensions, whilst in Section 7 we compare outcomes of this work with the study by Brisard and Dormieux [4] . Finally, in Appendices A and B we gather technicalities related to approximation properties of trigonometric polynomials and regularity of the weak solution, in order to make the paper self-contained.
2. Notation and preliminaries. The goal of this section is to introduce the notation and, following [9, 30] , summarize the basic facts concerning the function spaces and Fourier transform techniques utilized in the remainder of the paper.
Vectors and second-order tensors are denoted by boldface letters, e.g. v ∈ R d or M ∈ R d×d , with Greek letters used when referring to their entries, e.g. M = (M αβ ) α,β=1,...,d . As usual, M v, u · v, and u ⊗ v refer to
where we employ the summation with respect to repeated indices and assume that α and β standardly range from 1 to d for the sake of brevity. The symbol δ αβ is reserved for the Kronecker delta, defined as δ αβ = 1 for α = β and δ αβ = 0 otherwise, so that the unit tensor is expressed as I = (δ αβ ) α,β . To keep the notation compact, X abbreviates R, R d , or R d×d and X is used for C, C d , or C d×d . We endow the spaces with the standard inner product and norms, e.g.
denotes the space of p-summable X-valued periodic functions. For p ∈ [1, ∞) these are equipped with the norm
For the sake of brevity, we write
is a Hilbert space with the scalar product
where the functions
The Sobolev spaces of periodic functions, H 
Additional notation is introduced when needed.
3. Weak and integral formulations of cell problem. Having introduced the general notation, we now proceed with the formulation of the Lippmann-Schwinger equation (1.3) and of the weak form of the cell problem (1.1)-(1.2) in a rigorous way. By introducing a suitable projection operator in Section 3.2, we then show that these two formulations are equivalent, thereby establishing a convenient discretization framework for the following sections.
3.1. Problem setting. Given the structure of the cell problem (1.1), we begin with the definition of the divergence and curl operators for
for all v ∈ H 1 # (Y), ∂ α denoting the weak derivative, cf. [16, pp. 2-3] . It will also be useful to consider the spaces of zero-mean curl-and divergence-free fields 
where U collects the constant fields, and ⊕ denotes the direct sum of mutually orthogonal subspaces.
As for the coefficients, we assume that they are essentially bounded,
symmetric and uniformly elliptic, so that there exist constants 0 < c A ≤ C A < +∞ such that 
A < +∞ and set ρ (0)
→ R forms associated with the cell problem are defined as
Under the assumptions (A1) and (A2), they meet the standard conditions of coercivity and boundedness, i.e.
for all u, v ∈ E . Finally, the action of the operator Γ (0) follows from
Now, the solutions introduced earlier in Section 1 are provided by the following Definition 3.1. A fieldẽ ∈ E is a weak solution to the cell problem if
3.2. Projection operator. Clearly, the concept of the weak solution (Ws) is more convenient for further analysis, but this come at the expense of involving a rather complex space E defined in (3.2a). To overcome this difficulty, we introduce an auxiliary operator
and set G = G (0) for A (0) = I. The next lemma summarizes their main properties.
Lemma 3.2. Let (A3) be satisfied. Then, the following statements hold:
(ii) the adjoint operator to
Proof. To simplify the notation, set
with the properties ξ(k)
To prove (i), first observe that, by (2.1), G (0) maps a real-valued input to a real-valued output,
then implies the boundedness of G (0) . Proceeding to (ii), we recall that
In view of the Plancherel theorem (2.2) and (3.6), (ii) requires the relation
. This is a direct consequence of the symmetry of A (0) required in (A3). As for (iii), we first prove that
The projection properties of G (0) are the direct consequence of the identity
where we have utilized that
Recognizing that the zero-mean property in (3.2a) is satisfied by excluding k = 0 from the sum (3.6), this proves that G (0) is a projection into E . The surjectivity follows from its E -invariance, i.e [16, p. 6] or [34, p. 98 ] for a proof, we proceed analogously to the previous step to get, for all v ∈ L 2 # (Y),
Item (iv) directly follows from definition of G (0) and from the Helmholtz decomposition (3.3), respectively. Finally, (iv) a consequence of the fact that λ cancels out in the definition of G (0) . Hence, G becomes self-adjoint and thus orthogonal, e.g. [27, Theorem 12.14].
Equivalence of solutions.
With the results of Lemma 3.2 in hand, we are now in the position to state the main result of this section. Proposition 3.3. Let (A1)-(A3) hold. Then, the solutionsẽ and e from Definition 3.1 exist and are unique. Moreover, they are equivalent, in the sense that e = E +ẽ.
(3.9)
Proof. Existence and uniqueness of the weak solution is ensured by the LaxMilgram theorem, e.g. [9, Section 6.2.1], and estimates (3.5). Now we demonstrate that the solution to (Ws) is also a solution to (L-S), thereby proving existence of the latter. We start from the explicit expression of the weak form as
By Lemma 3.2(iii), this entails that
Aẽ, G (0) [v] L 2 # (Y;R d ) = − AE, G (0) [v] L 2 # (Y;R d ) for all v ∈ L 2 # (Y; R d ).
Utilizing Lemma 3.2(ii), we further deduce
so that
Multiplying the previous relation from left by (A (0) ) −1 , we find it to be equivalent to (L-S) provided that the following identity holds:
But this is an easy consequence of Lemma 3.2(iv). Now we demonstrate the uniqueness of solution (L-S) by showing that all such solutions satisfy the weak formulation (Ws). Indeed, take an e ∈ L 2 # (Y; R d ) satisfying (L-S) and decompose it into orthogonal components E and U ⊕ J , i.e. e = Ge + (I − G)e. Then proceeding in the reverse order as in the previous part of the proof, we obtain the solution equivalence (3.9) with the unique Ge =ẽ and (I − G)e = E.
Discretization.
As already noted, the variational form of (Ws) makes it well-suited to the discretization by the Galerkin projection onto a suitable finitedimensional subspace. In our setting, it turns out that a convenient choice is the space of trigonometric polynomials, properties of which are summarized in Section 4.1 following the exposition of Saranen and Vainikko [30, Chapter 8] . Convergence of such approximate solutions is studied in Section 4.2, utilizing the well-known techniques developed for the analysis of the finite element method. Finally, in Section 4.3, we extend these results to cover the effects of numerical integration.
Trigonometric polynomials.
Consider the cell Y discretized with a regular grid of N 1 × . . . × N d points, located at
where h α = 2Y α /N α correspond to grid spacings in individual directions. For brevity, we shall denote N = (N 1 , . . . , N d ), |N | = α N α and, similarly to Section 3.1, set c h = min α h α , C h = max α h α , and ρ h = C h /c h . To keep our exposition transparent, we require the grid to be symmetric with respect to the origin, i.e.
so that symmetry of the Fourier transform of the real-valued functions, recall (2.1), can be easily preserved in the discrete setting. The generic case is elaborated in detail in [34, p. 126-130] and will be reported separately. Now, the space of R d -valued trigonometric polynomials can be defined as
N admits an expression in terms of its grid values
are the fundamental trigonometric polynomials satisfying
We recall that both representations are connected by means of the Discrete Fourier Transform:
Two projection operators, based on relations (4.1) and (4.2), will be used extensively in what follows, cf. [30, Chapter 8] . First, the orthogonal projection operator 8) which is also orthogonal in the scalar product on
N , whose action is expressed as
Note that this operator is a projection, but no longer an orthogonal one. The following lemma, proven in Appendix A, summarizes the approximation properties of both operators.
and for s > d/2
An essential advantage of trigonometrical polynomials is that they, under assumption (A4), allow us to construct structure-preserving conforming finite-dimensional approximations of spaces U , E and J in a transparent way. This is simply done by setting
where U N , E N , J N collect the constant, zero-mean curl-and divergence-free trigonometric polynomials, respectively. Moreover, since P N is an orthogonal projection from L 
(4.13)
Galerkin approximation.
Having specified the finite-dimensional spaces we will work with, we now follow the standard route to discretize the problem by the Galerkin method. The corresponding notion of approximate solution and its qualitative properties follow next.
Definition 4.2. A fieldẽ

Ga
N ∈ E N is a solution to the Galerkin approximation of the cell problem (Ws) if
(Ga) Proposition 4.3. Let (A1), (A2) and (A4) hold. Then, there is the uniqueẽ
.
(4.14)
Proof. Existence and uniqueness of the solution is a direct consequence of the Lax-Milgram lemma, as the estimates (3.5) still hold. From the Céa lemma [5] , we infer that
The statement of the proposition now follows from estimates (4.10) and (4.11). 4.3. Galerkin approximation with numerical integration. The discretization procedure introduced in the previous section rests on the assumption that the linear and bilinear forms are evaluated exactly. Of course, this can only be made for specific forms of coefficients A, see also Section 7 for further discussion, and in the general case a numerical integration needs to be employed. For the trigonometric polynomial-based discretization, the natural choice is to employ the interpolation operator Q N and perform the integration by utilizing relation (4.5). This results in parameter-dependent forms a N :
and a computable solution specified next. Definition 4.4. A fieldẽ N ∈ E N is the solution to the Galerkin approximation of the cell problem (Ws) with numerical integration if
Due to involvement of the interpolation operator Q N , data of the problem must satisfy
to ensure that the forms (4.15) are well-defined, and
to estimate the rate of convergence in an analogous way to (4.14). Proposition 4.5. Let (A2) and (A4) hold. Then, under assumption (A1'), there is the unique solutionẽ
with the discretization-independent constant given by
Proof. Existence and uniqueness of the solution rely again on the Lax-Milgram lemma, once observing that the estimates (3.5) hold also for a N and b N . For example, to verify the coercivity of the bilinear form, consider u N ∈ T d N , and combine (4.5) and (A2) to obtain
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The remaining estimates are established by similar arguments. As a consequence of the second Strang lemma [31] , we have
We estimate the differences between the forms by the Cauchy-Schwartz inequality
and set v N = P N [ẽ]. Now, relations (4.11) and (4.12) with r = 0 yield
where in the last inequality, we used the fact that the projection
is established by analogous arguments. Utilizing these estimates in the Second Strang lemma completes the proof. To close this section, let us note that the proofs of the rate of convergence of approximate solutions require sufficient regularity of the weak solution, i.e.ẽ ∈ H s # (Y; R d ). In the context of Section 4.3, these assumptions are not too restrictive,
A short proof of this result is given in Appendix B, in order to make the paper self-contained. In addition, computational experiments supporting the statements of Proposition 4.5 are available in [34, pp. 142-145].
Algebraic system and its solution.
The present section is dedicated to the analysis of the fully discrete version of (GaNi). In view of the representation formula for trigonometric polynomials (4.1), we find it convenient to base our approach on structured vectors and matrices storing the values at the grid points both in the real and in the Fourier domains. Therefore, the goal of Section 5.1 is to refine the notation and adapt the relevant results to the discrete case. The notion of the discrete solution is presented in Section 5.2. Here, we also show its equivalence to linear systems arising from the discrete Lippmann-Schwinger equation and from the variational formulation. In Section 5.3, we demonstrate that the latter system is solvable by the Conjugate gradient algorithm and provide its connection to the original Moulinec-Suquet scheme [25] , thereby explaining our earlier computational observations [40] .
Notation and preliminaries. A multi-index notation is systematically employed, in which X
N represents X N1×···×N d . Then the sets R d×N and R d×N 2 , or their complex counterparts, represent the space of structured vectors and matrices denoted by bold serif font, e.g.
sub-vectors and sub-matrices are designated by superscripts, e.g.
The scalar product on e.g. R d×N is hence defined as
and the structured matrix-vector or matrix-matrix multiplications follow from
For later purposes, we also collect input data in the form of structured matrices and vectors
The relation between T d N and R d×N is established by an operator transforming the values at the grid points into a structured vector, i.e.
The following lemma summarizes its properties and applications. Lemma 5.1. Under (A4), the operator I N is an one-to-one isometric map from
Hence, under (A1'),
Proof. Both statements are consequences of basic properties of fundamental trigonometric polynomials. Indeed, from (4.2) we see that every trigonometric polynomial is uniquely defined by its grid values and, for a given u N and
14 The discrete representation of the bilinear form a N follows from
and from the fact that
The representation of the linear form b N is established in the same way.
With the help of operator I N , discrete analogues of sub-spaces (4.13) are simply provided by
where U N , E N and J N collect the grid values of constant, zero-mean curl-and divergence-free trigonometric polynomials with values in R d . 2 It also follows from Lemma 5.1 that the Helmholtz decomposition property (3.3) is inherited also in the discrete setting, i.e.
To provide projection operators to E N , we proceed in the same way as in Section 3.2. First, using (3.7), we represent the Fourier transform of the kernel of the Lippmann-Schwinger equation as
and transform it to the real space by means of matrices
implementing the forward and inverse discrete Fourier transforms, recall (4.7). This results in
N for A (0) = I. By translating Lemma 3.2 to the current representation, we obtain: Lemma 5.2. Let (A3) and (A4) be satisfied. Then, the following statements hold:
N becomes an orthogonal projection G N independent of A (0) . Proof. The proof follows exactly the same route as for Lemma 3.2. To complete our exposition, we highlight close connections among the spaces involved in the discretization of (Ws). This is schematically shown in the following diagram, which, under assumption (A4), commutes. 
Fully discrete formulations.
After introducing the general concepts in the previous section, now we are ready to convert the variational problem (GaNi) into its fully discrete version. Definition 5.3. A structured vectorẽ N ∈ E N is a solution to the fully discrete form of (GaNi) if
Moreover, a solution to the discrete Lippmann-Schwinger equation e N ∈ R d×N satisfies
The following result shows that, as expected, these solutions coincide and can also be related to an equivalent system of linear equations.
Proposition 5.4. Let (A1') and (A2)-(A4) be satisfied. Then, the following holds:
(i) the unique solution to (GaNiD) is given byẽ
(ii) the unique solution to (L-SD) satisfies e N = E N +ẽ N , (iii) for A (0) = λI, with λ > 0, (GaNiD) is equivalent to the linear system Let us note that e N can be interpreted as grid values of the solution to yet another discretization of the Lippmann-Schwinger equation via the trigonometric collocation method, which consists of projecting (L-S) to the space of trigonometric polynomials by operator Q N for sufficiently regular data. An interested reader is referred to [32] for the general setup and to [40] for specific application to periodic homogenization problems.
Solution of linear system.
A closer inspection reveals that the nonsymmetric matrix in (5.3) is a product of sparse structured matrices, and that the cost of its action is governed by the contributions of F N and F −1 N , recall (5.2). Since this step can by performed by the Fast Fourier Transform techniques [6] in O(|N | log |N |) operations, the system (5.3) can be efficiently solved by iterative methods. In fact, the next lemma clarifies that the standard conjugate gradient algorithm [15] works well, even though the system matrix is non-symmetric.
Lemma 5.5. System (5.3) can be solved by the conjugate gradient algorithm for an arbitrary initial solutionẽ N ,(0) ∈ E N .
Proof. The proof relies on the fact that the conjugate gradient algorithm is a special instance of the orthogonal projection method for symmetric and positivedefinite system matrices [29, Section 6.7] . To this goal, define the i-th Krylov subspace as span r N ,(0) , G N A N r N ,(0) , . . . , (G N A N 
where the residual vector corresponding to the initial guess is given by
Due to involvement of structured matrix G N , inclusions K (i) ⊂ E N hold for all i, cf. Lemma 5.2(iii). The i-th iterate of the orthogonal projection method is searched in the formẽ N ,(i) =ẽ N ,(0) + u N ,(i) , with u N ,(i) ∈ K (i) satisfying, e.g. [29, Section 6.4] ,
Due to self-adjointness of G N and its E N -invariance, Lemma 5.2(iii) and (v), this is equivalent to
As A N is symmetric and positive-definite, the previous relation represents convergent iterations of the conjugate gradient method [29, Section 6.7] . Moreover, sinceẽ
Several comments are now in order to clarify the relevance of the presented results to the original Moulinec-Suquet scheme [25] and to our computational experiments [40] , both related to the discrete Lippmann-Schwinger equation (L-SD). First note that the Moulinec-Suquet method consists of solving (L-SD) with the Neumann series expansion
the convergence of which depends on the choice of A (0) and the number of iterators needed to reach a given tolerance increases linearly with the contrast in coefficients ρ A since, for the optimal choice of A (0) ,
see e.g. [10] or [29, Section 4.2.1]. Second, it follows from the previous proof that system (L-SD) can be solved by the conjugate gradient method for any A (0) = λI, since u N ,(i) in (5.4) can be transferred to the equivalent solution of discrete Lippmann-Schwinger equation on K (i) , repeating in verbatim the proof of Proposition 3.3, cf. [35] .
Third, when either of systems (5.3) or (L-SD) is resolved by the conjugate gradient method, the number of iterations needed for a given tolerance growths as √ ρ A . This follows from the fact that, due to involvement of the projection G N , the iterates never leave E N and the condition number of the system matrix in (5.4) satisfies κ(A N ) = ρ A . Thus, a well-known result of the convergence analysis of the conjugate gradient method, e.g. [29, Section 6.11.3] , implies that
see also [40, Section 3.2] for further discussion. Finally, we wish to emphasize that the results of the present section are supported by simulation performed in two [40] and three [35] dimensions.
6. Conclusions. In this paper, we have introduced a Galerkin framework for the discretization of the cell problem arising in periodic homogenization theories. Our approach builds on a finite-dimensional approximation space formed by trigonometric polynomials, and on a suitable projection operator reflecting the differential constraints in the problem formulation. In the scalar elliptic setting, we have demonstrated that
• trigonometric polynomials provide a transparent way to constructing conforming structure-preserving approximations to infinite-dimensional curl-free spaces (3.2a), • solutions to the discretized problems (with or without numerical integration) converge to the weak solution, with standard rates of convergence for sufficiently regular data, • the Galerkin method with numerical integration (GaNi) is equivalent to the discrete Lippmann-Schwinger equation forming the basis of the original Moulinec-Suquet scheme [25] , • the non-symmetric linear system arising from (GaNi) is independent of the auxiliary parameter A (0) and can be solved by the conjugate gradient method.
Apart from completely explaining our earlier observations [40] , we believe that the presented results provide a convenient starting point for several interesting extensions. First, utilizing the Helmholtz decomposition (3.3) and its discrete variant (5.1), the dual formulation of (Ws) can be solved in completely analogous way to provide computable and reliable a-posteriori error estimates for the approximate solutions. Such results have already been announced in the Ph.D. thesis of the first author, cf. [34, pp. 121-148] , and will be reported independently. Second, since our approach relies on the well-established concept of the weak solution, it might provide a unifying basis to establish connections among various refinements of the original scheme briefly discussed in Section 1. Third, performance of e.g. multi-grid [10] or stochastic [39] solvers can be significantly improved by variational techniques developed in this work. Finally, we may proceed beyond the scalar setting to more complex physical phenomena, or to modeling of real-world material systems. We plan to explore some of these possibilities in future investigations.
7.
Comparison with results by Brisard and Dormieux [4] . As already stated in the introductory section, this is not the first paper to interpret the MoulinecSuquet method as a Galerkin scheme. To the best of our knowledge, such connection was first made by Brisard and Dormieux [3] in 2010 for linear elasticity, and was later refined by convergence analysis [4] . Here we briefly comment on the differences between their developments and the results presented here.
The approach taken by the authors of [3, 4] proceeds from the discretization of stationarity conditions to the Hashin-Shtrikman functional [14] , expressed in terms of
, which is equivalent to the Lippmann-Schwinger equation (L-S) with τ = (A − A (0) )e. Since the polarization field is sought in the whole space L 2 # (Y; R d ), instead of the subspace E of zero mean curl-free functions as in (Ws), the approximation space consists of pixel-or voxel-wise constant fields and (7.1) can be localized to individual pixels/voxels. Therefore, the crucial step consists in the evaluation of the term
representing the negative value of the fluctuating gradient field −ẽ ∈ E , cf. (1.3) and (3.6). Similarly to our work, two different approximations are considered. The first one relies on the so-called consistent Green operator, for which the sum in (7.2) is computed exactly, cf. Section 4.2. In the non-consistent case, the infinite sum is truncated to k ∈ Z d N , with an effect comparable to the numerical integration in Section 4.3. Convergence of the approximate solutions is proven in an analogous manner to the present work [4] , but no a-priori estimates on the rate of convergence are provided.
Albeit the underlying ideas and mathematical instruments used in both approaches are similar, they lead to different schemes. In particular, in order to employ the consistent Green operator, one needs to evaluate the lattice sums in (7.2) to a high accuracy, which is rather difficult (especially in the three-dimensional setting). On the other hand, truncating the sum in (7.2) generates errors arising from the numerical integration, and produces non-conforming gradient fields −ẽ ∈ E , which imples that the discrete Helmholtz decomposition property (4.13) is no longer valid. Finally, since the actual status of the stationary point in (7.1), i.e. minimizer, maximizer or saddle point, depends on the choice of A (0) , the matrix of the resulting system of linear equations till depends on A (0) and can be either positive-definite, negative-definite or indefinite. As a result, more complex iterative solvers need to be employed [4] . As of (4.11), combining (2.3a) with (4.8) reveals that
In order to prove (4.12), we first establish the Fourier representation of operator
where denotes the element-by-element multiplication. Indeed, since Q N is a pro-
Since Q N is a linear operator, we arrive at
Now we proceed to the last part of the proof. Orthogonality of P N entails that [28,
where the first term is controlled by (4.11), and the latter one can be estimated by combining (2.3a), (A.1), (4.8) , and the Cauchy inequality as
. 3 The operator Q N is applied to scalar functions in the same way as in (4.9).
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The constant is provided by
where the last estimate generalizes the one-dimensional version from [30, p. 243 ] to Noticing that the above sum is convergenent for s > d/2, we obtain
, and the proof of Lemma 4.1 now follows directly from (4.11).
Appendix B. Regularity result. In order to justify the requirements on the weak solution to the periodic cell problem, needed to establish the rate of convergence of Galerkin approximations in Section 4, in this section we collect basic regularity results. To this purpose, we employ the well-known techniques based on difference quotients, e.g. Theorem 3 of Section 5.8.2 and Theorem 1 of Section 6.3.1 in [9] , simplified due to the periodic setting. Moreover, to keep the exposition compact, we treat only the case A ∈ W with s ∈ N implies thatẽ ∈ H s # (Y; R d ), follows by induction; a proof based on Theorem 2 of Section 6.3.1 in [9] is available in [34, pp. 113-114] .
In particular, the α-th difference coefficient of a function f ∈ L 2 # (Y; X) with the step ∈ R is provided by
where α = (δ αβ ). The following result summarizes the relation between difference quotients and periodic Sobolev functions.
Lemma B. 
Property (A1) and the Hölder inequality imply
since material coefficients A ∈ W 
