Abstract. We study semigroup C*-algebras of semigroups associated with number fields and initial data arising naturally from class field theory. Using K-theoretic invariants, we investigate how much information about the initial number-theoretic data is encoded in our semigroup C*-algebras.
Introduction
Semigroup C*-algebras are C*-algebras generated by left regular representations of left-cancellative semigroups. They form a natural example class of C*-algebras and have been studied in various contexts for several families of semigroups, for instance positive cones in totally ordered groups [3, 14, 36] , semigroups naturally arising in combinatorial or geometric group theory [5, 6, 42] , semigroups given by presentations [33] , or semigroups of number-theoretic origin [23, 7, 15, 28, 29] . It was this last class of examples which has triggered many of the recent developments in semigroup C*-algebras (see [11] and the references therein for an overview).
While semigroup C*-algebras for the full ax + b-semigroups over rings of algebraic integers have been studied in [7, 15, 28, 29] , the first-named author considered a much more general class of semigroups in [1, 2] and showed that, while providing a rich source of new examples, they allow for a similar analysis as in the full ax + b case. This generalization, which is very natural from the number-theoretic point of view, proceeds as follows: Given a number field K with ring of algebraic integers R, a modulus m for K, and a group Γ of residues modulo m, define the associated congruence monoid R m,Γ as the multiplicative submonoid of elements in R that are relatively prime to m and reduce to an element of Γ modulo m, and form the semi-direct product R R m,Γ where R m,Γ acts on R by multiplication. In this way, we obtain a generalization of the construction of ax + b-semigroups (the latter corresponding to the case of trivial m and Γ). The data (m, Γ) canonically gives rise to a class field K(m)Γ of K, which, in the case of trivial m and Γ, is simply the Hilbert class field of K.
In this paper, we address the following natural question:
How much of the initial number field K and the class field K(m)Γ does our semigroup C*-algebra C * λ (R R m,Γ ) remember?
More precisely, our goal is to extract information about K and K(m)Γ from K-theoretic invariants of C * λ (R R m,Γ ). The idea of using K-theory to extract information goes back to the classification programme of C*-algebras and has already proven to be fruitful in the case of ax + b-semigroups [28, 29] . Our main result reads as follows:
Theorem (see Theorem 5.5) . Suppose that K and L are number fields with rings of algebraic integers R and S. Let m and n be moduli for K and L, and let Γ and Λ be subgroups of (R/m) * and (S/n) * , respectively. If there is an isomorphism C * λ (R R m,Γ ) ∼ = C * λ (S S n,Λ ), then (i) K and L are arithmetically equivalent, and K(m)Γ and L(n)Λ are Kronecker equivalent;
(ii) #ClΓ m (K) = #ClΛ n (L) if the class fields K(m)Γ and L(n)Λ of K and L are both Galois over Q; (iii) K is Galois if and only if L is Galois, and K = L if K or L is Galois.
(iv) K = L, K(m)Γ = L(n)Λ (in any algebraically closed field containing both K(m)Γ and L(n)Λ), R * · (R n ∩ R m,Γ ) = S * · (S m ∩ S n,Λ ), and ClΓ m ∼ = ClΛ n (as abelian groups) if K or L is Galois and both the class fields K(m)Γ and L(n)Λ are Galois over Q.
We refer the reader to § 2 for more precise definitions and more detailed explanations of our constructions.
Here and in the sequel, we consider arithmetic equivalence and Kronecker equivalence over Q.
We would like to point out that even in the case of trivial initial data, i.e., for ordinary ax + b-semigroups, our main theorem improves existing results. Indeed, in the present paper (more precisely in Theorem 5.3 and Corollary 5.4 below), we answer the natural question left open from [28] whether it is possible to read off the number of roots of unity from our semigroup C*-algebras. In addition, we are able to extract new information about the class fields naturally associated with our initial data (which in the case of trivial data is given by the Hilbert class fields). This information was not available in [28] .
Apart from our main theorem (obtained in § 5.1), we prove several additional results: In § 3, we show that all the semigroup C*-algebras C * λ (R R m,Γ ) are purely infinite in a very strong sense, i.e., they absorb O ∞ tensorially, C * λ (R R m,Γ ) ∼ = O ∞ ⊗ C * λ (R R m,Γ ). This means that our semigroup C*-algebras fall into the scope of the classification programme for C*-algebras. More precisely, they belong to the class of C*-algebras classified by Kirchberg in [21] . This motivates a detailed analysis of the K-groups of our semigroup C*-algebras, which we initiate in § 4.1. Furthermore, to illustrate our results, we discuss several concrete example classes along the way (see for instance § 4.1.1, § 4.1.3, or Theorem 5.9). We also present a first example of a semigroup whose left and right boundary quotients do not have isomorphic K-theory (see Remark 4.25) . This is an outgrowth of the general discussion of K-theory for boundary quotients of our semigroup C*-algebras in § 4.2. Finally, in § 5.2, we prove stronger reconstruction results if in addition to the semigroup C*-algebras, we also keep track of canonical Cartan subalgebras.
This project was initiated during a visit of the first-named author to Queen Mary University of London, and he would like to acknowledge this and thank the mathematics department there for its hospitality.
Preliminaries
2.1. Semigroup C*-algebras. Let P be a left cancellative semigroup (with identity, say, for convenience), and consider the Hilbert space 2 (P ) with its canonical orthonormal basis {δ x : x ∈ P }. Since P is left cancellative, each p ∈ P gives rise to an isometry λ(p) : 2 (P ) → 2 (P ) that is determined by λ(p)(δ x ) = δ px for x ∈ P . The left regular C*-algebra of P is C * λ (P ) := C * ({λ(p) : p ∈ P }). Let I l (P ) be the inverse semigroup generated by the isometries λ(P ), and put D λ (P ) := C * ({ss * : s ∈ I l (P )}). Each projection ss * for s ∈ I l (P ) corresponds to a subset of P ; such subsets are called constructible right ideals, and the set of constructible right ideals in P is denoted by J P .
Assume that P embeds into a group G. Then D λ (P ) coincides with the canonical diagonal sub-C*-algebra of C * λ (P ), namely D λ (P ) = ∞ (P ) ∩ C * λ (P ) where we view ∞ (P ) as a sub-C*-algebra of L( 2 (P )) in the canonical way. Moreover, there is a canonical partial action of G on D λ (P ), and C * λ (P ) can be written as the partial crossed product C * λ (P ) ∼ = D λ (P ) r G. The C*-algebra D λ (P ) r G can be identified with the reduced C*-algebra of the partial transformation groupoid G Ω P where Ω P := Spec (D λ (P )), so one obtains a description of C * λ (P ) as a groupoid C*-algebra (see [30] for details). This is useful for many purposes, for instance, in the case that G Ω P is topologically principal, so that C(Ω P ) is a Cartan subalgebra of C * r (G Ω P ), we obtain that D λ (P ) is a Cartan subalgebra of C * λ (P ).
We refer the reader to [26, 27, 30] and [11, Chapter 5] for the general theory of semigroup C*-algebras.
2.2.
Congruence monoids and semigroup C*-algebras associated with their actions. We briefly review the construction from [1, § 3] . Let K be a number field with ring of algebraic integers R, and let P K denote the set of non-zero prime ideals of R. Each fractional ideal a of K has a unique factorization a = p∈P K p vp(a) where v p (a) ∈ Z is zero for all but finitely many p.
where (x) is the principal fractional ideal of K generated by x. Given a modulus m = m ∞ m 0 for K, let
be the multiplicative group of residues modulo m. Let
denote the multiplicative semigroup of non-zero algebraic integers that are relatively prime to m 0 ; note that R m only depends on the support of m 0 , that is, on supp(m 0 ) :
is a unital subsemigroup of R × , which is called a congruence monoid. Note there is some freedom in choosing m ∞ and the infinite part of Γ without changing the congruence monoid.
The monoid R m,Γ acts on R by multiplication, so one may form the semi-direct product R R m,Γ . Let
By [1, Proposition 3.4] , R R m,Γ satisfies the independence condition from [26] , and the semilattice J R R m,Γ of constructible right ideals in R R m,Γ is given by
m is the semigroup of integral ideals relatively prime to m 0 .
By [1, equation (3) and Proposition 5.4], we can identify C * λ (R M ) with the reduced groupoid C*-algebra of the partial transformation groupoid (Q G) Ω in such a way that D λ (R M ) is carried onto C(Ω), where the space Ω and the partial action of Q G are described in [ 
Moreover, using the above description as a groupoid C*-algebra, the primitive ideal space of C * λ (R R m,Γ ) has been computed in [1, § 7] as Prim(C * λ (R R m,Γ )) ∼ = 2 P m K , where P m K := P K \ supp(m 0 ), and 2 P m K is given the power-cofinite topology. This homeomorphism is order-preserving, so it follows that the non-zero minimal primitive ideals of C * λ (R R m,Γ ) are in one-to-one correspondence with the primes in P m K .
2.3.
Class fields associated with congruence monoids. We will need some standard results on ray class fields from the ideal-theoretic point of view. The reader may consult for instance [35] for more details about class field theory.
Let K be a number field with ring of algebraic integers R, and let P K denote the set of non-zero prime ideals of R. Let m be a modulus for K, let I m denote the group of fractional ideals of K which are relatively prime to m 0 , and let K m be the subgroup of K × consisting elements that are relatively prime to m 0 . Then the map a → [a] m extends to a surjective group homomorphism
) is the ray class group modulo m. When 3 it will not cause confusion, we will simply write Cl m rather than Cl m (K). The ray class group associated with the trivial modulus is the usual ideal class group of K, that is, Cl (1) = Cl.
There is the following exact sequence relating Cl m to the ideal class group of K:
Suppose L/K is a finite extension of number fields. For a prime P ∈ P L lying over a prime p ∈ P K , we write f L/K (P|p) for the inertia degree of P over p, and e L/K (P|p) for the ramification index of P over p (see [38, Chapter I, §8] for the definitions). If L is Galois, then f L/K (P|p) does not depend on P, and we simply write f L/K (p) instead of f L/K (P|p). When K = Q and p = pZ for a rational prime p, we will often abuse notation and write p instead of pZ.
Now suppose that L/K is a finite Galois extension, and let S denote the ring of algebraic integers in L.
If a prime p ∈ P K is unramified in L and P ∈ P L with P | p, then each element of the decomposition group
σ(P) = P} defines an automorphism of the finite field S/P, and this gives a canonical identification of D P (L/K) with the Galois group Gal((S/P)/(R/p)) of the field extension (S/P)/(R/p). Since this latter group is cyclic, so is D P (L/K). The Frobenius automorphism corresponding to P is the automorphism (P,
If L/K is abelian, that is, if L is a Galois extension of K with abelian Galois group, then Fr p (L/K) consists of a single element, which we shall denote by (p, L/K); this automorphism is called the Frobenius automorphism corresponding to p. 
Moreover, given moduli m and n, we have
The ray class field K(1) corresponding to the trivial modulus is called the Hilbert class field of K. The Hilbert class field is the maximal everywhere unramified abelian extension of K. The Artin map gives an isomorphism Cl(K) ∼ = Gal(K(1)/K), and we have the following commutative diagram with exact rows:
by exactness of (1), its kernel is [R * ] m , the image of the unit group R * in (R/m) * , and its range is i(K m )/i(K m,1 ). Therefore, using ( 
Using the inclusion Gal
(K(m)/K(1)) → Gal(K(m)/K), we may also viewΓ as subgroup of Gal(K(m)/K). The isomorphism ψ K(m)/K : Cl m ∼ = Gal(K(m)/K) takes the subgroup i(K m,Γ )/i(K m,1 ) ontoΓ, so we have isomorphisms (3) ClΓ m := I m /i(K m,Γ ) ∼ = Cl m /(i(K m,Γ )/i(K m,1 )) ∼ = Gal(K(m)/K)/Γ ∼ = Gal(K(m)Γ/K).
2.4.
Reconstruction of initial data in number-theoretic context. We now give several results that will be used in the proofs of our reconstruction theorems. We are interested in the question how much of the congruence monoid R m,Γ we can recover from K(m)Γ.
Remark 2.1. The map (m, Γ) → R m,Γ is far from injective. However, from a number-theoretic perspective, it is natural to fix m and let Γ vary; in terms of class fields, this corresponds to considering the
We will continue using the notation from Section 2.3. As we have seen, the number-theoretic data (m, Γ) used to define the congruence monoid R m,Γ also defines a class field of K, namely the intermediate Proposition 2.2. Suppose that m and n are moduli for K and that Γ and Λ are subgroups of (R/m) * and (R/n) * , respectively. Then K(m)Γ = K(n)Λ (equality in any algebraically closed field containing both
Proof. It follows from [4, Theorem 3.
This is equivalent to having 
We now turn to the natural question whether conversely R m,Γ determines K(m)Γ. Proposition 2.5. Let m and n be moduli for K, and let Γ and Λ be subgroups of (R/m) * and (R/n) * , respectively. For p ∈ P mn
Proof. Suppose that f Γ p = f Λ p for all but finitely many p in P mn K . Then Lemma 2.4 implies that for all but finitely many p in P mn K , p splits completely in K(m)Γ if and only if p splits completely in K(n)Λ. Hence,
Corollary 2.6. Suppose m and n are moduli for K and Γ and Λ are subgroups of (R/m) * and (R/n) * , respectively. If R m,Γ = R n,Λ , then K(m)Γ = K(n)Λ (equality in any algebraically closed field containing both K(m)Γ and K(n)Λ).
The class field K := K(m)Γ is always Galois over K, but we will need to know when K is Galois over Q. Let Q ⊆ C denote the field of algebraic numbers. Proposition 2.7. Let K be a number field. Suppose that m is a modulus for K and that Γ a group of residues modulo m. Let K ⊆ Q be any embedding, so that we can view K as a subfield of Q. If σ ∈ Gal(Q/Q), then we denote by σ(m) the modulus for σ(K) defined by σ(m) 0 := σ(m 0 ) and
Proof. Let L = σ(K) and let S denote the ring of algebraic integers in L. The isomorphism R → S, a → σ(a), defines an isomorphism (R/m) * ∼ = (S/σ(m)) * that we shall also denote by σ. Observe that 
splits completely in L if and only if σ −1 (q) splits completely in K.
. Hence, the following diagram commutes:
Thus Lemma 2.4 implies that p ∈ P m K splits completely in K if and only if σ(p) splits completely in σ(K).
All in all, we have that
splits completely in L if and only if q splits completely in σ(K). Hence,
Corollary 2.8. Suppose that K is a finite Galois extension of Q, m is a modulus for K, and Γ is a group of residues modulo m. Then K is Galois over Q if and only if
Proof. Since K is Galois over Q, we may view K as a subfield of Q, and thus also view K as a subfield of Q. The field K is Galois over Q if and only if σ(K) = K for all σ ∈ Gal(Q/Q). Combining Proposition 2.7 and Proposition 2.2, we see that σ(K) = K for all σ ∈ Gal(Q/Q) if and only if
Since K is Galois, each σ ∈ Gal(Q/Q) maps K onto itself and thus determines an element of Gal(K/Q). Moreover, every element of Gal(K/Q) is the restriction of an element in Gal(Q/Q), so the above condition is equivalent to
Example 2.9. Let K be a finite Galois extension of Q and let l ∈ Z >0 . Let m ∞ be either trivial or consist of all real embeddings of K, and let m 0 = lR. Then σ(m) = m for all σ ∈ Gal(K/Q). The inclusion Z → R descends to an inclusion (Z/lZ) * → (R/lR) * ; if Γ 0 is the image of any subgroup of (Z/lZ) * under this inclusion, then Γ := w|m∞ ±1 × Γ 0 is a Gal(K/Q)-invariant subgroup of (R/m) * . Now the corresponding class field K is Galois over Q by Corollary 2.8.
Pure infiniteness
Notational conventions: To simplify notations, we will from now on and throughout this paperwhen it is safe to do so -drop sub-and superscripts and write
In this section, we show that C * λ (R M ) is strongly purely infinite. Theorem 3.1. For every congruence monoid M as in § 2.2, we have
is isomorphic to the reduced groupoid C*-algebra of the partial transformation groupoid (Q G) Ω. Now the same proof as for [30, Theorem 4.6 ] -with the following slight modifications -shows that (Q G) Ω is purely infinite in the sense of [34] : Replace the ideal J defined as
Then follow the proof of [30, Theorem 4.6 ] to find an element a ∈ (1 + J) \ R * . The point is that because of our modified definition of J, we will always be able to find a suitable power a ε of a such that a ε lies in M (and a ε still lies in (1 + J) \ R * because this set is multiplicatively closed). With a ε in place of a, the same proof as for [30, Theorem 4.6] shows that (Q G) Ω is purely infinite. As observed in [34 
is purely infinite. As explained in § 2.2, the primitive ideal space of C * λ (R M ) is given by 2 P m K . And since 2 P m K has a basis for its topology of compact-open subsets given by U F := T ∈ 2 P m K : T ∩ F = ∅ , where F runs through all finite subsets of P m K , and because C * λ (R M ) is separable and purely infinite, it follows from [39, Proposition 2.11] that C * λ (R M ) has the ideal property from [39] . Hence [39, Proposition 2.14] implies that C * λ (R M ) is strongly purely infinite. Finally, as C * λ (R M ) is separable, nuclear and unital, [22, Theorem 8.6 ] implies that
K-theory
4.1. K-theory for our semigroup C*-algebras. First of all, let us compute K-theory for our semigroup C*-algebras. For each class k ∈ C, choose an integral ideal
Here K * denotes K 0 ⊕ K 1 as a Z/2Z-graded abelian group.
Proof. The group G(R M ) = Q G is solvable, hence amenable, so Q G satisfies the Baum-Connes conjecture with arbitrary coefficients by [17] . 
There is a parallel between the K-theory formula for C * λ (R M ) given by Theorem 4.1 and the parameterization of the low temperature KMS states on C * λ (R M ) with respect to the canonical time evolution coming from the norm map on K. Indeed, [2, Theorem 3.2(iii)] implies that for each fixed β > 2, the simplex of KMS β states on C * λ (R M ) is isomorphic to the simplex of tracial states on the C*-algebra k∈C C * (a k M * ).
This connection has been observed in the case of the full ax + b-semigroup R R × (see the discussion following [11, Theorem 6.6.1]).
4.1.1. The case of the rational number field. Consider the case K = Q. Then the group C*-algebras appearing in the K-theory formula given by Theorem 4.1 are all isomorphic to either Z ±1 or Z according to whether or not −1 ∈ Z m,Γ . Hence,
On the summands in the K-theory formula for our semigroup C*-algebras. Let us now compare the summands in the K-theory formula in Theorem 4.1.
Proposition 4.3. For every non-zero ideal a of R, we have that K * (C * (a M * )) and K * (C * (R M * )) are isomorphic up to inverting m, i.e.,
For the proof, we recall the main result from [25] , as it is stated for a = R and even m in [32] .
Let a be a non-zero ideal of R, ι : a → a µ the canonical inclusion, and denote by ι * the homomorphism
. Moreover, given a finite subgroup F of a µ, consider the canonical projection F {e} from F onto the trivial group. This projection induces a homomorphism C * (F ) → C of group C*-algebras, hence a homomorphism on K 0 , K 0 (C * (F )) → K 0 (C). Let us denote the kernel of this homomorphism by R C (F ). The canonical inclusion F → a µ induces a homomorphism ι F :
Restricting this homomorphism to R C (F ), we obtain (ι F ) * : R C (F ) → K 0 (C * (a µ)). Here are the main results from [25] :
Theorem 4.4 (Langer-Lück). With the notations from above, we have
• K 0 (C * (a µ)) is finitely generated and torsion-free. 8
, and ι * ⊕ (F )∈M (ι F ) * is surjective after inverting m.
• K 1 (C * (a µ)) is finitely generated and torsion-free.
-The map K 1 (C * (a)) µ → K 1 (C * (a µ)) induced by ι * is an isomorphism after inverting m.
As above, let a be a non-zero ideal of R. We obtain canonical inclusions a → R and a µ → R µ, both of which are denoted by i.
Moreover, for
) is injective and µ-equivariant, so that it induces an em-
. Since i * is injective and µ-equivariant, y must be fixed by µ. Hence the image of (
It is straighforward to check that
) is surjective after inverting N (a), Lemma 4.5 has the following immediate consequence:
Similarly, we have that i * (K a fin ) ⊆ K R fin . Our goal is to show that for particular choices of a,
Let π : a µ µ be the canonical projection.
Lemma 4.7. For every finite subgroup F ⊆ a µ, π| F : F → µ is injective.
Proof. Take x ∈ ker (π| F ). Then x ∈ ker (π) = a and x ∈ F . However, every non-zero element in a has infinite order as a is torsion-free. Hence x must be trivial, so that π| F is indeed injective.
Let ζ be a root of unity such that µ = ζ . Lemma 4.9. Two elements (r, ζ i ) and (s, ζ j ) are conjugate in a µ if and only if i = j and there exist ξ ∈ µ and t ∈ a such that s = ξ(r + (1 − ζ i )t).
Proof. (r, ζ i ) and (s, ζ j ) are conjugate if and only if there is (b, a) ∈ a µ such that Now take a such that, for every 1 = ξ ∈ µ, a and (1 − ξ) are relatively prime (as ideals of R). Let M a be the set of conjugacy classes of maximal finite subgroups of a µ. 9
Proof. We write ∼ a for conjugacy in a µ.
We first show that for a finite subgroup F = (r, ξ) of R µ, there exists a finite subgroupF of a µ such that F ∼ RF . The point is that since a and (1 − ξ) are relatively prime, we have R = a + (1 − ξ), so that there exists t ∈ R and s ∈ a such that r = s + (1 − ξ)t. Now setF := (s, ξ) . ThenF ⊆ a µ, and by Lemma 4.9, we have F ∼ RF .
Secondly, we show that given r, s ∈ a and 1 = ξ ∈ µ with (r, ξ) ∼ R (s, ξ), say (s, ξ) = (b, a)(r, ξ)(b, a) −1 , we must have (b, a) ∈ a µ, i.e., (r, ξ) ∼ a (s, ξ). Namely, by the same computation as in Lemma 4.9, (s, ξ) = (b, a)(r, ξ)(b, a) −1 implies that s = ar
With these two observations, we show that the map M a → M R , (F ) → (F ) is well-defined: Assume that {e} = F ⊆ a µ and F ⊆ R µ are finite subgroups with F ⊆ F . By our first observation, there exists
, where ξ = 1 as F = {e}. As F ⊆ F , we must have (b, a) −1 (r, ξ)(b, a) ∈ a µ. By our second observation, this implies (b, a) ∈ a µ, so that F ⊆ (b, a)(a µ)(b, a) −1 = a µ. This shows that maximal finite subgroups of a µ are still maximal in R µ.
By our first observation, M a → M R , (F ) → (F ) is surjective. To see injectivity, let F and F be maximal finite subgroups of a µ, and suppose that F ∼ R F , say γF γ −1 = F for some γ ∈ R µ. Suppose F = (r, ξ) . Let (s, ξ) = γ(r, ξ)γ −1 . Then F = (s, ξ) . In particular, (s, ξ) ∈ a µ, and by our second observation, we must have (r, ξ) ∼ a (s, ξ), i.e., F ∼ a F . 
We are now ready for
Proof of Proposition 4.3. By Corollary 4.6 and 4.11, for very ideal a as in Lemma 4.10, we have in
is an isomorphism after inverting N (a). By Theorem 4.4, i * :
The upper horizontal arrow is bijective after inverting N (a), and the vertical arrows are surjective after inverting m, so that the lower horizontal arrow must be surjective after inverting m · N (a). This together with Lemma 4.5 implies that the lower horizontal arrow must be an isomorphism after inverting m · N (a). Hence, by applying the Pimsner-Voiculescu sequence, we see that i * :
is an isomorphism after inverting m · N (a). In particular, rk Z (K * (C * (a M * ))) = rk Z (K * (C * (R M * ))). Now given an arbitrary non-zero ideal a of R, we can choose another ideal b of R in the same ideal class of a such that b is relatively prime to (1 − ξ) for all 1 = ξ ∈ µ, and such that N (b) is relatively prime to the order of every torsion element in K * (C * (a M * )) and K * (C * (R M * )). Then i * must be already injective after inverting m, so that i * induces an isomorphism on the torsion parts after inverting m. Since we already know rk Z (K * (C * (a M * ))) = rk Z (K * (C * (R M * ))), we are done.
Remark 4.12. Already in Theorem 4.4, we have to invert m. This seems to be difficult to avoid.
Proof. The first claim follows immediately from the K-theory formula in Theorem 4.1 and Proposition 4.3. The second claim follows from the first once we know that ∞ > rk(Q ⊗ K 0 (C * λ (R M * ))) > 0. The latter holds because the canonical maps C * (M * ) → C * (R M * ) → C * (M * ) compose to the identity, so that K 0 (C * (M * )) → K 0 (C * (R M * )) is injective, and K 0 (C * (M * )) is always free abelian of finite (but strictly positive) rank. This shows rk(Q⊗K 0 (C * λ (R M * ))) > 0. Moreover, we have rk(Q⊗K 0 (C * λ (R M * ))) < ∞ because of Theorem 4.4 and the Pimsner-Voiculescu exact sequence.
4.1.3.
The case of real quadratic fields and totally positive elements. Now consider a real quadratic field K with ring of algebraic integers R. Suppose K = Q( √ d) ⊆ R where d > 1 is a square-free natural number. Let m = m ∞ be given by all infinite places of K, i.e., the real embeddings determined by
Let Γ ⊆ (R/m) * be the trivial subgroup. Then the congruence monoid M = R m,Γ is given by R × + , the set of (non-zero) totally positive elements in R. Our goal is to explicitly compute K-theory for
The following result is a special case of the analysis from [19] , but we give a slightly different presentation here. Let be the generator of R * + with > 1. Then =
where D is the discriminant of R and (t, u) is the smallest positive solution to the Pell equation x 2 − Dy 2 = 4 (see [38, Chapter I, § 7, Exercise 1].) Let a be a fractional ideal of K, and denote by β the automorphism of C * (a) determined by β (u x ) = u x where u x denotes the unitary in C * (a) corresponding to x ∈ a. Proposition 4.14. The induction map
is an isomorphism of K 0 -groups, and there is an isomorphism
of abelian groups. Indeed, the following sequence is exact:
where ∂ is the boundary map from the Pimsner-Voiculescu exact sequence for β : Z C * (a).
Proof. Let w 1 , w 2 be a Z-basis for a.
were "×" denotes the product in K-theory (see [18, Chapter 4.7] ). Let γ ∈ SL 2 (Z) be the matrix for β with respect to the basis w 1 , w 2 . Then (β ) * is simply given by applying the matrix γ on K 1 , and is trivial on
. Now, trace(γ) = t, and t 2 = 4 + Du 2 with t, u > 0, so we must have t > 2. Since det(id − γ) = 2 − trace(γ) is non-zero, we see that id − (β ) * is injective on K 1 (C * (a)), so the Pimsner-Voiculescu exact sequence implies the results after noting that
Theorem 4.15. Let K be a real quadratic field with ring of algebraic integers R. Then 
Proof. We have #(R/(1 − )R) = | det(1 − )| = trace( ) − 2, so Theorem 4.15 allows us to retrieve trace( ) from the K-theory of our semigroup C*-algebra. Now let D and D be the discriminants of R K and R K , respectively, and let (t, u) and (t , u ) be the minimal positive solutions to the Pell equations x 2 − Dy 2 = 4 and x 2 − D y 2 = 4, respectively, so that =
. The equality trace( ) = trace( ) means that t = t , which forces Du 2 = D u 2 . Hence,
Actually, the last equivalence in Corollary 4.16 generalizes to Galois extensions of Q (see Section 5.1).
4.2. K-theory for boundary quotients. We refer to [31, § 3.4] for the notion of Morita equivalence equivariant under semigroup actions.
Before we explain the proof, let us first record the following consequences:
Corollary 4.18. The Morita equivalence from Theorem 4.17 induces an M -equivariant Morita equiva-
Let us now prove Theorem 4.17. The idea is to apply [31, Proposition 3.30] following the comment immediately after that proposition. The key observation is as follows: Let χ = v χ v be a character on Tate' s thesis (see [43] and [24, Chapter XIV]). Write χ S = v∈S c χ v , so that χ S is a character on A ∞ × A S .
Lemma 4.20. There exists a ∈ K × such that the character χ S · a :
is discrete (as a dual group of a compact group). Moreover, we have Q ⊆Q because for every t ∈ Q, we have χ v (t) = 1 whenever v ∈ S as t ∈ R v , so that χ S (t) = χ(t) = 1. NowQ/Q ⊆ (A ∞ × A S )/Q is compact. Hence, being discrete and compact,Q/Q must be finite. Thus there exists a positive integer N such that N ·Q ⊆ Q, Let us now prove thatQ = {x ∈ K: x ∈ C v for all v ∈ S}. Surely, if x ∈ K satisfies x ∈ C v for all v ∈ S, then χ v (x · R v ) = 1 for all v ∈ S, so that χ v (x · Q) = χ v (x · R v ) = 1 for all v ∈ S, and thus χ S (x · Q) = χ(x · Q) = 1. This proves "⊇". For "⊆", take x ∈Q. Then χ S (x · Q) = 1 and χ(x · Q) = 1. It follows that (χ · χ
Here we are using Strong Approximation, and that S is always finite. Then we have χ S (axt) = 1 for all t ∈ Q if and only if ax ∈Q if and only ifx ∈ K and ax ∈ C v = a · R v for all v ∈ S if and only if x ∈ K and x ∈ R v for all v ∈ S if and only if x ∈ Q. Thus under the pairing induced by χ S · a, Q is dual to itself, and hence we obtain the desired identification Q ∼ = (A ∞ × A S )/Q. The identification A ∞ ∼ = A ∞ is already given by our choice of χ.
Proof of Theorem 4.17. Using Lemma 4.20, the proof now proceeds as in [12, § 4] . First, observe that
where we used Lemma 4.20 in the last step. The (inverse of the) canonical multiplicative M -action on
The second step is to prove that C c (G N ), equipped with analogous inner products and M -action as in [31] , is an M -equivariant pre-imprimitivity bimodule in the sense of [31] , which induces an Mequivariant
4.2.2.
Rational K-theory computations for boundary quotients. Using the duality theorem, we now compute the K-theory of the boundary quotient ∂C * λ (R M ) ∼ = C(R S ) R e M rationally, under the assumption that (5) gcd
Note that the boundary quotient corresponds to the maximal primitive ideal (see § 2.2 for the primitive ideal space computation), and its crossed product description can be derived as in [28, 15] 
Here is the final result of our rational K-theory computation:
Theorem 4.21. Assume that condition (5) holds. Then we have
if for every c ∈ M , the number # {v R : v R (c) < 0} is even, whereas
Note that in all the cases where we get a non-zero answer, we always get N Q as abstract vector spaces over Q. Moreover, the exterior algebras are equipped with their canonical gradings in all cases unless n is odd, m = 1, and for every c ∈ M , the number # {v R : v R (c) < 0} is even. In that case, our computations yield an exterior algebra with reversed grading.
Proof. The strategy is the one explained in [12, Remark 3.16] , which is also used in [32] . First, using an inductive limit decomposition, compute (rational) K-theory for C(R S ) R µ. Then, for a convenient choice of c ∈ M , compute (rationally) the multiplicative action of c on C(R S ) R µ in K-theory. Next, use this computation together with Theorem 4.17 (or rather (4)) to show that the canonical inclusion
Finally, compute (rational) K-theory for C 0 (A ∞ ) G using a homotopy argument.
In the following, we explain how to carry out each of these steps and summarize the final results. First, as in [32,
with respect to the above decomposition of K 0 and suitable bases. Here A c : K inf → K inf is an isomorphism. Moreover, the exponents of c on the diagonal in the upper left box are non-negative and decreasing, and all the exponents are positive if n is odd, while there is exactly one exponent equal to 0 if n is even.
with respect to a suitable basis, where again the exponents of c on the diagonal are non-negative and decreasing, and there is exactly one exponent equal to 0 if n is odd, while all the exponents are positive if n is even.
It follows that Q ⊗ K 0 (C(R S ) R µ) ∼ = Q r 0 ⊕ Q m−1 , and with respect to this decomposition, the multiplicative action of c ∈ M with c ∈ Z >1 and 1 =ξ∈µ (1 − ξ) | c is given on K 0 by
, and the multiplicative action of c ∈ M with c ∈ Z >1 is given on K 1 by
the same matrix from above describing id Q ⊗ θ c . Hence the subgroup of Q ⊗ K * (C(R S ) R µ) which is left invariant under (β fin c , γ fin c ) is precisely given by a one-dimensional subspace of Q⊗K 1 (i.e., Q ⊆ Q⊗K 1 ) if n is odd and m = 1, a one-dimensional subspace of Q ⊗ K 0 (i.e., Q ⊆ Q ⊗ K 0 ) if n is even and m = 2, and an m-dimensional subspace of Q ⊗ K 0 (i.e., Q m ⊆ Q ⊗ K 0 ) in all other cases.
Because of the equivariant K-theory identification in (4), the same description is valid for the multiplicative action corresponding to our element c on Q ⊗ K * (C 0 (A ∞ ) Q µ). Comparing with the computation Z-basis {c, c 1 , c 2 , . . .} of G/µ, an iterative application of the Pimsner-Voiculescu exact sequence yields that the canonical inclusion C 0 (A ∞ ) µ c, c 1 , . . . , c i → C 0 (A ∞ ) Q µ c, c 1 , . . . , c i induces a rational isomorphism in K-theory.
All in all, we obtain
We now complete the proof by computing
if for every c ∈ M , the number # {v R : v R (c) < 0} is even, and
if there exists c ∈ M with # {v R : v R (c) < 0} odd.
Let us now present an example showing why we only carry out rational computations. 
Moreover, for c = 3, the multiplicative action corresponding to c is given by 3 · id Q on K 0 and by id on K 1 . Hence we obtain
This example illustrates one of the reasons why we only carry out rational computations: Along the way of our computations, it could happen that torsion appears, which causes complications. Another reason is that the connecting maps in the inductive limit decomposition of C(R S ) R µ are difficult to determine if we do not work over Q.
Remark 4.23. However, it is possible to carry out precise K-theory computations for boundary quotients in some cases. For instance, assume condition (5) holds and that we can find a, c ∈ M ∩ Z >1 such that c − a = 1. Then we can compute K-theory without tensoring with Q. The point is that if we can find such elements a and c, then the K-groups will be free abelian, so that they are completely determined by our rational computations.
Here is an example which explains why we need assumption (5). 
Moreover, for c = 3, the multiplicative action corresponding to c is given by the matrix Plugging this into the Pimsner-Voiculescu exact sequence, we obtain
At the same time, we have A ∞ = R and K 0 (C 0 (R) µ) ∼ = Z and K 1 (C 0 (R) µ) ∼ = {0}. This shows that the canonical embedding C 0 (R) µ → C 0 (R) Q µ does not induce a rational isomorphism onto the part fixed by the multiplicative c -action. This also shows that for any c such that {c, c } can be extended to a Z-basis of G/µ, the canonical embedding C 0 (R) µ c, c → C 0 (R) Q µ c, c does not induce a rational isomorphism in K-theory.
This example shows why we need condition (5). Otherwise we cannot compute (rational) K-theory of the boundary quotient by computing (rational) K-theory of C 0 (A ∞ ) G. Remark 4.25. As remarked in [11, § 5.11] , it is an intriguing phenomenon that for cancellative semigroups, the left and right semigroup C*-algebras often have isomorphic K-theory. Actually, we do not know of an example where this does not happen because this phenomenon appears in all cases where we can compute K-theory. However, in general left and right semigroup C*-algebras have very different structural properties as C*-algebras (see [11, § 5.11] ). In the following, we give examples where the left and right boundary quotients have different K-theories:
Let K be a number field with r > 0 real embeddings, choose m ∞ and Λ so that µ = {+1}, further choose m 0 such that there exists c ∈ M with # {v R : v R (c) < 0} odd. Note that condition (5) is vacuous because µ is trivial. Now Theorem 4.21 implies that we have
However, for the right boundary quotient, we get ∂C * ρ (R M ) ∼ = C * (Q G), and hence a straightforward computation shows that
In particular,
Reconstruction theorems
5.1. Reconstruction using semigroup C*-algebras. As discussed in § 2.2, the non-zero minimal primitive ideals of C * λ (R M ) correspond bijectively to the primes in P m K . For each p ∈ P m K , we shall denote by I p the minimal primitive ideal corresponding to p.
It is straightforward to carry over the proof of [28, Proposition 4.8 ] to our more general situation, so that we obtain the following result. 
) denotes the set of non-zero minimal primitive ideals of C * λ (R M ). (ii) We have the following formula for the degree of K:
Proof. 
and set e := n + rk. Let P denote the set of prime numbers (i.e., P = P Q ).
The following allows us to read off the number of roots of unity:
Theorem 5.3. m = #µ is the unique positive integer m for which there exist functions X → P, I → p I and X → {1, . . . , e} , I → i I such that I → p I is finite-to-one and P \ {p I : I ∈ X} is finite, and we have
Proof. It follows immediately from Proposition 5.1 and Corollary 4.13 that m has the desired properties. Note that Corollary 4.13 ensures that the codomain of i is finite.
All we have to do is to prove uniqueness. Suppose m is another positive integer with m = m for which we can also find functions X → P, I → q I and X → {1, . . . , e} , I → j I with the above properties. Then we have for almost all I ∈ X:
For every j ∈ {1, . . . , e}, consider f j (q) = mq j + (m − m) as a polynomial in q. For every non-constant polynomial f with integer coefficients, there exist infinitely many primes p for which there exists z ∈ Z such that f (z) ≡ 0 (mod p) (see for instance [37, Chapter III, Theorem 45]). Thus there exist pairwise distinct primes p j , 1 ≤ j ≤ e, and integers z j , 1 ≤ j ≤ e, such that, for all 1 ≤ j ≤ e, p j m , p j m, p j (m − m), and f j (z j ) ≡ 0 (mod p j ). In particular, we must have p j z j for all 1 ≤ j ≤ e. Here we used that m = m , so that m − m = 0. Now set N := p 1 · · · p e and find z ∈ Z with z ≡ z j (mod p j ) for all 1 ≤ j ≤ e. Such z exists by the Chinese Remainder Theorem. As gcd(z j , p j ) = 1 for all 1 ≤ j ≤ e, we must have gcd(z, N ) = 1. Hence Dirichlet's Prime Number Theorem (see for instance [38, Chapter VII, (5.14)]) implies that Q := {q ∈ P: q ≡ z (mod N )} is infinite. As {q I : I ∈ X} contains almost all primes, {I ∈ X: q I ∈ Q} must be infinite. By (6), we have m p
for almost all I ∈ X with q I ∈ Q. As p j I m , this implies p j I | p i I I and hence p I = p j I for almost all I ∈ X with q I ∈ Q. But {I ∈ X: q I ∈ Q} is infinite whereas {p j I : I ∈ X Q } ⊆ {p j : 1 ≤ j ≤ e} is finite, while I → p I is finite-to-one. This is a contradiction.
Corollary 5.4. Let L be a another number field with ring of algebraic integers S, and data n, Λ as above giving rise to the congruence monoid N . Let ν be the set of roots of unity in
, so we must have q = q . Now ϕ restricts to a bijection P m Q \ {2, q} ∼ = P n Q \ {2, q} which must be the identity by Proposition 5.1; hence, supp(m 0 ) ∪ {2, q} = supp(n 0 ) ∪ {2, q}. Since 2, q ∈ P m Q ∩ P n Q , this implies supp(m 0 ) = supp(n 0 ). As in the first case above, Theorem 5.5(iv) and the fact that −1 ∈ Z m,Γ ∩ Z n,Λ imply that Z m,Γ = Z n,Λ .
If ϕ(2) = 2, then Proposition 5.1 implies that ϕ must be the identity map which forces supp(m 0 ) = supp(n 0 ), so that Theorem 5.
For the last case, suppose without loss of generality that 2 m 0 and 2 | n 0 . Let q ∈ P n Q be the odd prime such that ϕ(2) = q. Then, by Proposition 5.1, ϕ restricts to the identity map from P m Q \ {2} onto P n Q \ {q}, which implies that supp(m 0 ) ∪ {2} = supp(n 0 ) ∪ {q}. Now Theorem 5.5(iv) implies that ±1 · ({a ∈ Z m,Γ : gcd(a, 2q) = 1}) = ±1 · ({a ∈ Z n,Λ : gcd(a, 2q) = 1}). Since −1 is in {a ∈ Z m,Γ : gcd(a, 2q) = 1} and {a ∈ Z n,Λ : gcd(a, 2q) = 1}, we are done.
5.2. Reconstruction using Cartan pairs. As discussed in § 2.2, let D λ (R M ) denote the canonical Cartan subalgebra of C * λ (R M ). Theorem 5.10. Let K, L be number fields with rings of algebraic integers R, S, and suppose that we are given data m, Γ and n, Λ as in § 2.2 for K and L, respectively. Let M and N be the corresponding congruence monoids.
, and we have ClΓ m ∼ = ClΛ n (as abelian groups).
Proof. In the following, let us fix a number field K with ring of algebraic integers R and given data m, Γ, and let us explain how to recover the prime ideals of K that are relatively prime to m 0 , together with the functions N (−), f (−), as well as the group C := ClΓ m , from the Cartan pair (C * λ (R M ), D λ (R M )). We proceed as in [29] .
To simplify notation, since the number field and all the relevant data are fixed we drop sub-and superscripts following our notational conventions (see § 3). Write D := D λ (R M ). For every subset F of P = P m K , let I F be the primitive ideal of C * λ (R M ) corresponding to F, set D F := I F ∩ D, and let ι F : D F → D, i : D → C * λ (R M ) be the canonical embeddings. We denote the induced homomorphisms in K 0 by (ι F ) * and i * . Let ∆ := i * (K 0 (D)), ∆ F := i * ((ι F ) * (K 0 (D F ))) and write π F for the canonical projection ∆ ∆/∆ F . For F = ∅, we set D F := (0) and ∆ F = {0}. Given a collection F of prime ideals in P, let C F be the subgroup of C given by {[p]: p ∈ F} ⊆ C, where C ∅ is the trivial subgroup.
It follows from the K-theory formula in Theorem 4.1 that ∆ ∼ = C Z. Let M p be the composite ∆ Moreover, (7) and [29, Lemma 2.3] imply the following technical result (the proof is as in [29] ):
Proposition 5.11 (analogue of Proposition 2.1 in [29] ). Let F be a finite collection of prime ideals p in P with p 2. As an immediate consequence, we obtain that in the case of the rational number field, isomorphism of Cartan pairs yields a stronger conclusion compared to the one in Theorem 5.9. 
for all q ∈ P n L . Since N (p) = N (ϕ(p)), we see that, for a rational prime p, we have p | p if and only if ϕ(p) | p. Thus, for all but finitely many rational primes p, ϕ restricts to a bijection from the set of primes of K lying over p onto the set of primes of L lying over p. That is, for all but finitely many rational primes p, if pR = k i=1 p i is the prime factorization of pR in R with the p i distinct primes, then the prime 21 factorization of pS in S is given by pS = k i=1 ϕ(p i ), and the ϕ(p i ) are distinct. For any such prime p, we have
where the middle equality used our assumption that [K(m) 
