Factor models have been applied extensively for forecasting when high dimensional datasets are available. In this case, the number of variables can be very large. For instance, usual dynamic factor models in central banks handle over 100 variables. However, there is a growing body of the literature that indicates that more variables do not necessarily lead to estimated factors with lower uncertainty or better forecasting results. This paper investigates the usefulness of partial least squares techniques, that take into account the variable to be forecasted when reducing the dimension of the problem from a large number of variables to a smaller number of factors. We propose different approaches of dynamic sparse partial least squares as a means of improving forecast efficiency by simultaneously taking into account the variable forecasted while forming an informative subset of predictors, instead of using all the available ones to extract the factors. We use the well-known Stock and Watson database to check the forecasting performance of our approach. The proposed dynamic sparse models show a good performance in improving the efficiency compared to widely used factor methods in macroeconomic forecasting.
INTRODUCTION
The availability of large data sets in many fields provides the possibility of improving the forecast performance of the target variables. Several approaches have been developed to deal with problems that are ill-posed due to the high dimensionality and multicollinearity of the information sets. Some have proved to be useful in the empirical analysis in areas such as finance and economics (see, for instance, Stock and Watson, 2002a, b; De Mol et al., 2008; Matheson, 2006 ; among many others). In particular, factor models have been applied in two steps to solve this problem: first, the information contained in a large data set of predictors is reduced through factor analysis and, second, the estimated factors obtained in the previous step are regressed over the target variable.
The main idea behind factor models and related techniques is to reduce the dimension of the subspace spanned by the predictors. There are several ways of estimating the common factors. Principal components (PC) constitute the standard and most widely used method, be they static or dynamic (Stock and Watson, 2002a and Forni et al, 2000 . They provide a consistent estimator for the factors contained in the predictors (called X) in large approximate dynamic factor models, when both the dimension of the cross section N and the sample size T go to infinity. Recent surveys can be found in Stock and Watson (2006, 2010) and Bai and Ng (2008) .
One criticism of factor methods, such as PC, is that the estimated factors do not depend directly on the prediction purpose and thus the data considered in the panel might not have any predictive power over the target variable. That is, the process of reducing the dimension among the predictors is not related to the forecasted goal. In a static context, Partial Least Squares (PLS from now on) was introduced by Wold (1966) who considered the goal of prediction while reducing the dimension of the subspace spanned by the predictors. This was a valid alternative even in the extreme case where the number of predictors, N, was larger than the sample size, T, and/or in cases of severe multicollinearity. In this paper, we revisit PLS and discuss its implementation, both static and dynamic, for time series in accordance with the properties of the data considered. Groen and Kapetanios (2008) and Wang (2008) are early attempts in this line.
Furthermore, there is growing evidence that the number, like the quality of the variables included in the dataset, is relevant for the estimation process (see, for instance, Bai and Ng, 2002; Boivin and Ng, 2006; Watson, 2000; Stock and Watson, 2007a; Eickmeier and Ng, 2011; among others) . Since the factor space being estimated is a function of the chosen panel of the predictor variables, the information content on the data is crucial to improve forecasting accuracy. Hence, instead of using all available predictors, we focus on the choice of a useful or informative subset of them to extract the latent variables and forecast a specific target variable. Notice that the "factors", or to be more precise the unobserved common components, do not need to load in a great number of variables. On the contrary, the factor loadings can be zero for many predictors if they do not have enough informative content about the target variable. Bai and Ng (2008) is a first approximation to overcome this problem in the context of PC.
We introduce Sparse Partial Least Squares (SPLS) into the economic analysis, a technique that, besides taking into account the response variable for the component estimation, allows a variable selection process to be performed to construct a factor-forming subset. The SPLS method has been used in chemometrics in a static context (Chun and Keles, 2010) . We also propose its dynamic extension as in the case of PLS.
Another feature of our proposal is that for stable relationships, it allows the best predictors to be selected within a large data set, so it can be used as an exploratory tool. For unstable relationships, the reestimation of the model allows the selection of the best predictors within the data set based on their predictive content by monitoring the variables that go in/out of the model.
We use the Stock and Watson data base in order to perform an empirical comparison of the forecasting performance of the PLS and SPLS methods to those widely used nowadays as principal components and targeted predictors. We focus our attention on forecasting inflation motivated by the reported difficulty to improve its performance, which is due in part to the changes in the inflation process and therefore in the instability of its predictive relationships (Stock and Watson, 2007a,b) . The main findings confirm that there is some room for refinement in the factor forecasting methodology.
The paper is organized as follows. Section 2 presents the forecasting framework and briefly describes the factor methods most frequently used. Section 3 discusses PLS in a dynamic context. Section 4 reviews some regularization methods already used in economics and introduces the sparse version of PLS (SPLS). We discuss its implementation, both static and dynamic. Section 5 presents the empirical application and provides the forecasting comparison for several horizons. Section 6 concludes.
FORECASTING FRAMEWORK
Our goal is to forecast h t y  given the available information of the target up to time t, as well as from many other predictors, that we denote as X t , and their lags. Since X t can incorporate a large number of predictors, we would like to extract the information that is valuable for forecasting h t y  in a parsimonious way. If the common information in X t coincides with the useful information for forecasting h t y  , we can use factor techniques to extract it. We use the term "factor" in a broad sense, meaning the unobserved component or signal that might be common to several variables (although not necessarily to many of them). The forecasting model is specified and estimated as a linear projection of a h-step ahead transformed variable y t+h onto t dated predictors. The predictors are the estimated factors, their lags and lags of the variable to be forecasted. That is, In what follows we review the main approximations that have appeared in the literature to estimate the unobserved factors for large N.
Factor Models
In factor models variables are represented as the sum of two mutually orthogonal unobservable components: the common and the idiosyncratic components. The common component is driven by a small number of factors common to all variables in the model and the idiosyncratic one is driven by variable specific shocks. Assume that the data admit a factor model representation given by:
where X t =( X 1t ,…, X Nt ) is a N-dimensional vector of time series observed at t of candidate predictors, t F is a k x 1 vector of common factors, Λ=[λ 1 , λ 2 , …, λ k ] is a N x k matrix of factor loadings and ε t is a Nx1 vector of idiosyncratic disturbances. The factors and the idiosyncratic disturbances are assumed to be uncorrelated at all leads and lags, that is, E( t  is )=0 for all i, s. A factor model with orthogonal idiosyncratic elements is called a strict factor model while an approximate factor model relaxes this assumption and allows a limited amount of correlation among the idiosyncratic terms.
The maximum likelihood estimation of the dynamic factor model for small models (N is considered small and finite) has been known for a long time in the literature (see, for instance, Geweke, 1977; Geweke and Singleton, 1981 and Engle and Watson, 1981 ; for early contributions to this literature).
However, recent results given by Jungbacker and Koopman (2008) and Doz et al., (2012) allow the estimation of large N dynamic factor models by maximum likelihood using the state space framework and Kalman filter techniques for large N models. Moreover, Doz et al., (2012) show that the common factor estimates are consistent even though there is weak cross correlation in the error term not taken into account in the estimation procedure.
In the case of approximate factor models with large N and stationary factors, there are several estimation approaches based on principal components, such as static principal components and extensions as weighted principal components. Stock and Watson (2002a) model the covariablility of a large number of predictor series (N) in terms of a small number of unobserved latent factors, and they build the forecasts using a linear regression between these estimated latent factors and the variable to forecast. Assume that X t admits a factor model representation as in (2). The estimation of the factors is performed using the first k principal components of   
Principal Components (PC)
The solution of (3) provides the approximation with minimum mean square error for the X matrix. The problem is usually rewritten as the maximization of
 =I r where tr () denotes the matrix trace. The objective is then to find the maximizer vectors (  ) of the diagonal sum of   ' xx , which is solved setting  equal to the eigenvectors of XX corresponding to its k largest eigenvalues. Then, the estimator of the factor is constructed as
, the vector consisting of the first k principal components of X t .
The model proposed by Stock and Watson (2002a) is relatively simple to apply. Boivin and Ng (2005) showed that factor model based on static principal components is quite robust to misspecification since very few auxiliary parameters have to be specified. However, it does not exploit the dynamics of the common factors. Forni et al. (2005) proposed a different scheme for the estimation of the factors, weighted principal components. They estimated the common factors based on generalized principal components (GPC) in which observations are weighted according to their signal to noise ratio. The estimation is carried out in the frequency domain and the factors can load dynamically onto the observed predictors in the so called generalized dynamic factor model. Other weighting schemes have been proposed in the literature, such as the one by Inoue and Kilian (2008) , which produce the weights by bootstrapping forecast based on pretest model selection.
PARTIAL LEAST SQUARES (PLS)
For the relationship between the target variable and the set of predictors when reducing the dimension, we use PLS. Partial Least Squares is a dimension reduction technique originally proposed by Wold (1966) . PLS constructs a scheme for extracting orthogonal unobserved components based on the covariance between the predictors and the dependent or forecasting variable (X ' Y). The components are estimated from successive iterations of the optimization problem. The factors or components could be obtained from the eigenvalue decomposition of the matrix:
The first PLS factor PLS jt f is determined by a linear combination of the predictor variables in X and the first eigenvector of M. To find the second PLS factor, the eigenvalue decomposition is performed on the residuals of the simple regressions of the target variable Y as well as on each of the predictors in X over the first PLS component. These residuals contain the information that is unexplained by the first PLS factor. The process is repeated until the last factor has been extracted.
It is important to note that Partial Least Squares seeks directions that have high variance and high correlation with the forecasting variable, in contrast to principal components regression, which focuses only on high variance (Hastie et al., 2008) .
PLS has been implemented in a static way while its implementation taking into account the dynamic behavior of the target is scarce (see, Groen and Kapetanios, 2008 and Eickmeier and Ng, 2011) .
We review the basic static application (static approach) and revisit and discuss how PLS can be applied to time series (dynamic approaches). We examine several types of approximations that account for the dynamics of the time series from alternative perspectives. The approaches differ in the set of predictors, the definition of the target adopted when extracting the factors and the estimation procedure.
To define the forecasting model, consider the two equations: To illustrate the main ideas and see the potential advantages and disadvantages of each of the possibilities of applying PLS to time series data, we consider the simple case when the number of unobserved "factors" is k=1, the number of predictors is N=2 and the number of lags of the variable to be forecasted is just 1; so the AR filter in equation (5) is just (L)=, and we only need to include y t . For the static approach a, the h period ahead forecast is generated by the two step estimation of the following equations:
where
and w i , i=1,2, are the weights assigned to each one of the predictor variables in the PLS component.
In a first step, the direction vector w is found by solving the following optimization problem:
with w=( 1 w , …, r w )' which leads to the following objective function for the case r=2
is T times the covariance between each predictor in X and Y t+h . Solving the previous problem, we obtain that in the first PLS component the direction vector w is a function of the covariances between each of the predictors (X t ) and the target variable (Y t+h ): In the dynamic approach b, the model set up is as follows:
.
In this case, instead of incorporating the lags of the target variable (Y t ) as regressors in the forecasting equation, they are included as additional predictors in X. In our simple illustration, the expanded data set contains three predictor variables, where x 3t =y t . The direction vectors are estimated by solving the optimization problem (9), for r=3: Notice that if PLS assigns a weight to all the variables included in the data set, the AR(p) process associated to the target variable (AR(1) in this simple setup) will attenuate its participation as N.
Then, if the AR(p) process is relevant for explaining the target variable, as is the case for macroeconomic variables, this approach could have a poor performance relative to the "static approach", where the AR(p) process is included directly in the forecasting equation.
Approach c proposed an alternative way to integrate the dynamic relationship in the factor estimation that consists in isolating the effect of the AR(p) process before the PLS estimation. The forecasting framework can be expressed as in (7) and (8), but the optimization problem (9) is modified as follows:
where Y= [Y t+h -Y t ]. In our example, the problem can be stated as:
The estimated direction vectors for this alternative method preserve the same structure as the previous ones but depend on the AR(1) coefficient:
where  is the autoregressive coefficient of the AR(1) model that captures the target variable's own dynamics, before the PLS estimation.
SPARSE METHODS
There is a growing body of literature which suggests that the selection of relevant variables from a large feasible set is needed to improve forecast efficiency. Bai and Ng (2008) proposed forecasting economic series using a reduced set of informative variables named targeted predictors (TP). The authors combine a variable selection process with principal components estimation. Two types of threshold rules (hard and soft thresholds) are introduced in order to take into account the relation between the whole dataset and the variable of interest.
The hard threshold procedure is based on a statistical test to screen the variables from the dataset considered. In this case, the targeted predictors are selected as follows:
(a) A regression is performed between the variable to be forecasted (y t+h ) and each predictor variable; one constant and four lags of y t are also included in the application. (e) The forecast equation based on the previous extracted factors is estimated.
The soft threshold procedure intends to solve some drawbacks of the hard threshold method such as the sensitiveness of the estimation to small changes in the data due to the discreteness of the decision rule and the fact that the information within predictors is not considered in the selection process. As an alternative procedure to hard thresholding, the authors proposed using penalized regressions. In their empirical analysis they employed least angle regression (LARS) to select a subset of variables before performing the principal component analysis.
In order to overcome simultaneously the two drawbacks pointed out for extracting the "factors"
(not taking into account the forecasting goal and too much uncertainty because weight is given to all predictors) Chun and Keles (2010) propose the SPLS static formulation in the context of biology. The 
1. = w ' w subject to
The additional term that appears in the optimization problem is given in terms of λ, the sparsity parameter which is a penalty that encourages sparsity on the direction vector. When =1, the first term is the original eigenvalue problem of PLS if M=X ' YY ' X, and of PC if M=X ' X. When M=X ' X, the problem becomes that of SCoTLASS when w=c and SPCA when =1/2 (see Zou and Hastie, 2005) .
We include SPLS into the economic analysis. In particular, we explore its usefulness in the macroeconomic forecasting area, so we consider M=X ' YY ' X. Since only its static version is available in the literature, we also consider its extension to the dynamic case. In fact, we apply this methodology for the same alternative approaches proposed for PLS, and include dynamics in the sparse version of PLS (DSPLS).
EMPIRICAL APPLICATION
To check how the different procedures perform in terms of forecasting accuracy, we use the Stock and Watson database (2005) and an updated version of it. The target variable is the US logarithm of the Consumer Price Index, which is assumed to be integrated of order 2 (Stock and Watson, 2002b and Bai and Ng, 2008) and is defined as:
).
The forecasting model is estimated at each period as a function of its own lags (L) y t and the estimated factors (F t ) and their lags. The parameters and factors are estimated with information up to time t ( 1 h t t y and X
 
). The number of lags of the predictors is chosen by the Bayesian Information Criterion (BIC). We consider several forecast horizons h=1, 6, 12 and 24 to check the performance of the different approaches in the short and medium run. The final forecasts are obtained as follow:
It is important to state that instead of selecting some particular number of factors, derived from a particular criterion, we extract different number of factors from the data set and allow the final number of factors to be determined by the forecasting performance.
The original data set consists of 132 monthly United States (U.S.) macroeconomic time series that span the period from January 1960 through December 2003, for a total of T=528 observations. The series are transformed to achieve stationarity by taking logs, first or second differences as necessary, as in Bai and Ng (2008) and Stock and Watson (2006) .
For comparison purposes we employ seven forecast subsamples, as defined by Bai and Ng (2008) , which can account for the temporal instability in the relation between the predictors and the variable to forecast. For factor estimation, the initial period of the dataset is always March 1960, whereas the final period is recursively expanded from February 1970 to February 1980 and February 1990 onwards until the end of each sample. The estimation and forecast samples are summarized in Table 1 : Table 1 Estimation and forecast subsamples
Forecast results
The predictive ability of the PC, TP, PLS and SPLS methods over a univariate benchmark is compared in tables 2 to 5 for the different forecast horizons considered. We use as benchmark an AR (4) for h=1. For the remaining forecast horizons we also regress y t+h over y t and three lags. As the measure for forecast comparison, we use the relative mean-squared forecast errors (RMSE) over the benchmark:
An entry of less than one implies an improvement of the method upon the simple AR(4) forecast.
As regards PC regression, we try k=1 to 10 for the number of factors. Their lags, as well as the number of lags for the target variable, are selected by the BIC. We also borrow some of the forecasting results from Bai and Ng (2008) . In particular, we consider the relative mean square forecast errors from the TP, in which the factors are estimated from a subset of the available data, using hard and soft threshold rules, and from the PC method where factors are estimated from the whole data set of predictors.
The PLS approach is implemented in the different versions considered in section 3 in order to take into account the properties of the data. With the aim of evaluating the SPLS forecast performance, we estimate the latent SPLS components, considering values for the sparsity parameter  in the set {0.2, 0.4, 0.6 and 0.8}. The number of components considered is k=1and 2, although we have tried up to 5 components. Since the best forecasting results were obtained most of the time with just two components, we perform a more complete analysis for k=1 and 2.
Tables 2 to 5 show the forecasting results for h=1, 6, 12 and 24. They suggest some interesting observations of the competing methods. First, the results highlight that it is possible to make refinements to the factor forecasting methodology. We find efficiency gains over the widely used PC and over PLS by estimating sparse factors predictors by TP and SPLS. Second, SPLS is systematically the best procedure for the one month, six month and twelve month forecast horizons, as shown in column 8 of table 2 and column 7 of table 3 and 4, respectively. For these horizons, over 70% of the subsample periods yield the most precise forecast and for the rest of them its accuracy is similar to the best TP models. Third, in general, the improvements upon the benchmark are larger for longer forecast horizons.
The better forecasting performance at longer horizons has also been found in the factor model literature worse than the benchmark. The reason is that PLS gives weights to all the predictors, and then since the dimension of the cross section N is large, the weight given to y t and its lags is weakened with respect to the options in which they are included directly in the forecasting equation. Notice, however that this is not necessarily the case with its sparse version, where this option performs very well in the short run (for h=1) in almost all samples, which can be seen from column 8 of table 2. In the particular case of h=1, the lags of the variable have a large predictive power with respect to other explanatory variables. The selection process seems to weight appropriately the relevant information for the prediction purpose, disregarding variables that have a negligible effect on the response and enough weight is given to y t and its lags in order to capture the dynamic behavior of y t+h . Fifth, the SPLS, option a, produces the best results for h=6 and h=12, which indicates that for these horizons some (but not all) the predictor variables, as distinct to the lags of the target, contain relevant information about the variable to forecast. Accordingly, the number of variables chosen by the SPLS options is larger for longer horizons.
Sixth, for the larger forecast horizon considered (h=24), the best performance SPLS models includes a large number of components, k=3 to k=5. According to the estimated RMSE reported in table 5 (column 7), SPLS (option a) outperforms PC in all the subsamples and do slightly better than TP in two of them, while for the remaining subsamples its prediction accuracy is similar to the best TP models. 
The variables chosen
The fifth column of table 6 shows that the average number of variables selected for the SPLS in the case of h=1 is small, very close to the one estimated by Bai and Ng (2008) for the number of best predictor variables (k*(LARS)).
The number of variables chosen period by period over all samples oscillates in the range between 1 and 104, due to the instability of the forecast period 1970 to 1980 that constitutes the first sample.
However, when this sample is excluded, the interval is significantly reduced to 1 to 15 variables selected for the rest of the samples considered. For the best performing option in each model, the average number of chosen variables decreases from a range between 1 to 85, when considering all the forecasting subsamples, to a range between 1 to 5, as shown in columns 4 through 6 of table 6. The outcomes imply a high degree of sparsity, =0.8 in all the forecasting samples except the first, for h=1. In what follows we focus solely on the selection of variables for the best forecasting results.
When the lags of the target variable are included in the expanded set of predictors X e , as happens in option b, the first lag of the CPI has a sizable contribution to forecasting CPI in the short term. For example, in the third forecasting sample that includes the period from 1990 to 2000, a stable decade of relatively mild inflation, the method selects only the first lag and the services price component as relevant variables. This phenomenon has been associated to improved monetary policy making, a result of smaller and more infrequent shocks hitting the economy and a structural break in the relationship between the inflation and the common factors, which constitute the most frequently explanations for The Great Moderation (Bernanke, 2004; Summers, 2005; Kim et al., 2004; among others) . For the rest of samples, the predictors selected for the shortest term horizon (h=1) can be systematically grouped into three prevailing categories: monetary, unemployment and price components. The variables that dominate the list are CPI services, monetary base and interest rates: Fed Funds, 5 years and 1 year Treasury Bills. Table 6 Average number of selected variables. h=1
Source: Bai and Ng (2008) and authors´ calculations. The table shows the average number of selected variables with the different methods applied to form the linear combinations that constitute the unobserved "factors".
As we have mentioned before, the number of variables chosen by the SPLS options grows for longer horizons, due to growing uncertainties and the necessity to account for other possible sources of variability to explain the behavior of the target variable; this is evident by comparing the average number of selected variables for h=1, h=6 and h=12, reported in the fifth column of table 6 and the fourth columns of tables 7 and 8, respectively. In the case of h=6, the number of variables oscillates between 4 and 104 and the average fluctuated between 12 and 35. For this horizon, the degree of sparsity is lower than the observed for h=1 (=0.6, for all but the third sample where = 0.4). The selected variables are different from the ones selected for h=1. The money supply (real M2) is a variable selected in all samples and at each t in each sample. The unemployment is a predominant group influencing the behavior of the target followed by price components. There are some variables related to the demand, such as the consumption variable and the Purchasing Managers' Index (PMI).
For h=12, the chosen variables range from 6 to 105 and the sparsity parameter changes with the samples from 0.2 to 0.6 and 0.8. The relative stability/instability of the target variable in the forecast period influences this result significantly. The money supply (real M2) appears to have strong predictive power for inflation and is the most frequently selected variable, such as for h=6, although the unemployment and production variables are the dominant for this horizon. supply (real M2), as in the case of h=6, was selected in all samples and in all forecasting periods. The economic activity variables were repeatedly selected and accounted for 60% of the top ten for this horizon. Table 9 Average number of selected variables. h=24
Source: Bai and Ng (2008) and authors´ calculations. The table shows the average number of selected variables by each method for h=24.
Other variables
To test the empirical validity of the sparse factor models, we apply the proposed procedures to the series: Industrial Production (IP) and Total Employment (EMT). Like Bai and Ng (2008) , we report the results only for h=12 and assume that the log level of the two series are differenced stationary. The target variables are defined as follows: supports the findings for CPI about the possibility of obtaining gains in terms of statistical accuracy by the employment of sparse factor models. We apply the methodology for k=1 and k= 2 components, given that in most cases the best forecasting results were obtained with a small number of components. The degree of sparsity is high in all samples and models (=0.8) with the exception of the first one. As mentioned before, the instability of this forecast period seems to require more variables to account for the variance of the target. 
Updated dataset
We perform an update of the Stock and Watson (2005) dataset. The updated base contains 112 monthly macroeconomic time series, and extends the time series of the original base through December 2010 for a total of T= 610 observations. For comparison purposes, we divide the updated dataset into the three subsamples shown in table 12:
Table 12 Estimation and forecast subsamples
The initial period for factor estimation is always March 1960, as in the previous application, whereas the final periods are recursively expanded from February 1970 and January 2000 until the end of the setup. As a reference, the first updated subsample coincides with the last one considered for the original database.
We implement the three different versions of the PLS and SPLS approaches proposed in section 3 and the standard Principal Components (PC (10)). Table 13 summarizes the forecasting results for h=1, 6, 12 and 24. The main findings regarding this update are the following: SPLS seems the best forecasting procedure for h=1, 6, 12 and 24; in 75% of the samples it produces the most accurate forecast, as columns 7 and 8 confirm. Second, the improvements over the benchmark are larger for sample 2, which means that SPLS provides a better forecast for the 2000's decade. Third, SPLS gives better results for options a and c, where the dynamics of the target are taken into account in the forecasting equation rather than in the selection method. Table 14 shows the average number of variables selected. As in the previous cases, when the forecasting sample includes the 70s, the number of variables is larger, while it is reduced by around 10 for the XXI century. 
CONCLUSIONS
The empirical results are encouraging, suggesting that there is some room for refinement the factor forecasting methodology. The dynamic SPLS methodology introduced in this paper shows a good prediction performance, improving the forecast efficiency of the alternative widely used factor methods in macroeconomic forecasting. Our findings confirm that the choice of a useful or informative subset of Among the different possibilities analyzed to apply PLS and SPLS to time series data, it seems that applying directly the PLS techniques between the target variable and the predictors yields the better forecasting results. Enlarging the data set of predictors, by including the lags of the target variable in it, does not seem to be a good alternative for PLS when applied to time series data, although this is not necessarily the case when the sparse version is applied. The PLS method gives weight to all the forecasting predictors, so the dependence between the target variable and its past can be obscured if there are too many predictors. On the contrary, including the lags of the target variable explicitly on the forecasting equation seems to be the best way of capturing the dynamic behavior of the target.
In the short run (h=1), the dynamic SPLS approaches perform very well. When the dynamic relationship is integrated through the inclusion of the lags of the target as additional predictors in the original dataset, the selection process seems to weight the relevant information for forecasting purposes appropriately. In particular, the presence of variables that have a negligible effect on the response do not lessen the participation of y t and its lags. For the updated dataset, the isolation of the AR(p) process effects, before PLS estimation, shows a good performance for h=1 and also for some subsamples in larger horizons.
The variable selection performed by the SPLS model shows differences between the periods of high and low uncertainty in the economic environment and between the forecasting horizons and thus evidences the relevance of increasing the flexibility in the factor forecasting methodology. The proposed SPLS method has more flexibility than the traditional benchmarks; it allows choosing suitable predictors period by period to forecast a target and monitoring the variables that go in/out the model, so it can also be used as an exploratory tool. 
