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The purpose of this thesis is to analyze a non-intrusive connectivity visualization method for 
OLSR-based MANET topology in different mobility models. The visualization relies on the local 
topology databases (neighborhood database and topology database) available in OLSR nodes in 
the network. Two different views are considered in this method: central view and nodal view. In 
the central view, the network topology is viewed from a control center which has access to the 
databases of all nodes, while on the other hand, the nodal visualization provides a picture of the 
network topology from individual nodes point of view. In this thesis, the full view of the network 
has been compared to the nodal view to calculate the error rate for topology discovery, based on 
the total numbers of active and undiscovered links. 
The main contribution of this thesis is to analyze and improve the accuracy of coarse localization 
techniques under different mobility models, using the Force-directed algorithm to calculate the 
approximate location of the nodes. The localization information was gathered from layer-3 
connectivity, utilizing anchor nodes that are equipped with GPS and other non-GPS nodes instead 
of using traditional methods that include received signal strength, time of arrival and angle of 
arrival. The approximate location information of the nodes derived from this technique has been 
compared with original node location in order to determine the accuracy of this technique. To 
improve the accuracy, several mobility prediction filters such as moving average filter, Kalman 
filter and low pass filter have been applied to the approximate location data. The simulation is 
done to calculate the error between the original location data and the coarse approximations, and 




I wish to express my sincere thankful to my supervisor Dr. Shahram S. Heydari for his guidelines, 
motivation engorgement and patient. I am as well appreciative to Faizul Islam and Md. 
Mustafizur Rahman, for their help and support throughout my research. 
I also can’t describe how much I am grateful to my parents and brothers back home for their care, 
help and encouragement during my studies. 
A special thank goes to all my friends for helping me during my stay in Canada. 
iv 
 
Table of Contents 
Abstract ........................................................................................................................................... ii 
Acknowledgements ......................................................................................................................... iii 
Chapter 1 Introduction .................................................................................................................. 1 
1.1 Background ............................................................................................................................ 1 
1.2 Related Work ......................................................................................................................... 5 
1.1 Motivation and Objectives ..................................................................................................... 9 
1.2 Methodology ........................................................................................................................ 10 
1.3 Thesis Outline ...................................................................................................................... 16 
Chapter 2 OLSR-based Situational Awareness Systems .......................................................... 17 
2.1 OLSR ................................................................................................................................... 17 
2.2 Situational Awareness Systems ........................................................................................... 22 
2.3 Coarse Locations .................................................................................................................. 23 
2.4 The Impact of Mobility ........................................................................................................ 28 
2.4.1 Applications of Mobility Models .................................................................................. 35 
2.5 Topology Discovery Performance results for mobility models ........................................... 36 
2.5.1 Simulation Environment ............................................................................................... 36 
2.5.2 Analysis ........................................................................................................................ 44 
Chapter 3 Topology and Locations Prediction .......................................................................... 45 
3.1 Mathematical Model for Location and Topology prediction ............................................... 45 
3.2 Prediction Filters .................................................................................................................. 48 
3.2.1 Moving Average ........................................................................................................... 48 
3.2.2 Kalman Filters ............................................................................................................... 51 
3.2.3 Low pass Filter .............................................................................................................. 54 
3.3 Implementation .................................................................................................................... 55 
3.3.1 Moving Average ........................................................................................................... 55 
3.3.2 Kalman Filter ................................................................................................................ 58 
3.3.3 Low pass filter ............................................................................................................... 60 
Chapter 4 Performance Evaluation ........................................................................................... 62 
4.1 Random Walk 2D ................................................................................................................ 64 
4.2 Gauss Markov ...................................................................................................................... 73 
4.3 Random Way Point .............................................................................................................. 78 
4.4 Random Direction 2D .......................................................................................................... 82 
v 
 
4.5 One Direction ....................................................................................................................... 86 
4.5.1 Random Walk 2D ......................................................................................................... 89 
4.5.2 Guess Markov ............................................................................................................... 91 
4.5.3 Random Way Point ....................................................................................................... 92 
4.5.4 Random Direction 2d .................................................................................................... 94 
4.6 Analysis ............................................................................................................................... 96 
Chapter 5 Conclusion and Future Works .................................................................................. 98 






List of Figures 
Figure  1-1 Network with (a) infrastructure and (b) without infrastructure ...................................... 1 
Figure  1-2 Visualization Process ................................................................................................... 10 
Figure  1-3 Coarse Locations Improvements Process ..................................................................... 12 
Figure  1-4 Topology File and Location File (NS-3) ...................................................................... 13 
Figure  1-5 NetViz Visualizer ......................................................................................................... 14 
Figure  1-6 Approximate Locations and Original Locations Log_file ........................................... 15 
Figure  2-1 Flooding Mechanism MPR .......................................................................................... 19 
Figure  2-2 Node B and D Selected as MPR by A .......................................................................... 20 
Figure  2-3 Coarse Localization Using Overlap of Adjacency Transmission Range ..................... 24 
Figure  2-4 Coarse localization with Topology information ........................................................... 25 
Figure  2-5 Random Walk 2D ......................................................................................................... 29 
Figure  2-6 Random Way Point ...................................................................................................... 30 
Figure  2-7 Random Direction 2D .................................................................................................. 31 
Figure  2-8 Gauss- Markov ............................................................................................................. 32 
Figure  2-9 Average Error Rate for Random Walk 2D ................................................................... 39 
Figure  2-10 Average Error Rate for Gauss Markov ...................................................................... 40 
Figure  2-11 Average Error Rate for Random Way Point .............................................................. 41 
Figure  2-12 Average Error Rate for Random Direction 2D .......................................................... 42 
Figure  2-13 Average Error Rate for One Direction ....................................................................... 43 
Figure  3-1 Algorithm Procedure .................................................................................................... 47 
Figure  3-2 Noisy Time Series and Smooth Filter .......................................................................... 49 
Figure  3-3 Time Update and Measurement Update Cycle ............................................................ 52 
Figure  3-4 Algorithm Flow ............................................................................................................ 52 
Figure  3-5 Low Pass Filter Response ............................................................................................ 54 
Figure  4-1 Moving Average vs. NetViz for One Scenario of 30 Nodes ........................................ 65 
Figure  4-2 Error Moving Average vs. NetViz for One Scenario of 40 Nodes .............................. 66 
Figure  4-3 Error Rate Moving Average vs. NetViz for One Scenario of 50 Nodes ...................... 66 
Figure  4-4 Error Rate Kalman Filter vs. NetViz for One Scenario of 30 Nodes ........................... 67 
Figure  4-5 Kalman Filter vs. NetViz for One Scenario of 40 Nodes ............................................. 68 
Figure  4-6 Error Rate Kalmam Filter vs. NetViz for One Scenario of 50 ..................................... 68 
Figure  4-7 Error Rate Low Pass Filter vs. NetViz for One Scenario of 30 Nodes ........................ 69 
Figure  4-8 Error Rate Low Pass Filter vs. NetViz for One Scenario of 40 Nodes ........................ 70 
vii 
 
Figure  4-9 Error Rate Low Pass Filter vs. NetViz for One Scenario of 50 Nodes ........................ 70 
Figure  4-10 Random walk 2D ........................................................................................................ 72 
Figure  4-11 Moving Average vs. NetViz for One Scenario .......................................................... 74 
Figure  4-12 Kalman Filter vs. NetViz for One Scenario ............................................................... 75 
Figure  4-13 One Non-Anchored Movement Kalman Filter ........................................................... 75 
Figure  4-14 Low Pass Filter vs. NetViz for One Scenario ............................................................ 76 
Figure  4-15 One Non-Anchored Movement Low Pass Filter ........................................................ 77 
Figure  4-16 Gauss Markov ............................................................................................................ 77 
Figure  4-17 Moving Average vs. NetViz for One Scenario .......................................................... 79 
Figure  4-18 Kalman Filter vs. NetViz for One Scenario ............................................................... 80 
Figure  4-19 Low Pass Filter vs. NetViz for One Scenario ............................................................ 81 
Figure  4-20 Random Way Point .................................................................................................... 81 
Figure  4-21 Moving Average vs. NetViz for One Scenario .......................................................... 83 
Figure  4-22 Kalman Filter vs. NetViz for One Scenario ............................................................... 84 
Figure  4-23 Low Pass Filter vs. NetViz for One Scenario ............................................................ 84 
Figure  4-24 Random Direction 2D ................................................................................................ 85 
Figure  4-25 One Scenario for One Direction ................................................................................. 87 
Figure  4-26 One Direction ............................................................................................................. 87 
Figure  4-27 Kalman Filter vs. Moving Average ............................................................................ 90 
Figure  4-28 Random Walk 2D ....................................................................................................... 90 
Figure  4-29 Kalman Filter vs. Moving Average ............................................................................ 91 
Figure  4-30 Gauss Markov ............................................................................................................ 92 
Figure  4-31 Kalman Filter vs. Moving Average ............................................................................ 93 
Figure  4-32 Random Way Point .................................................................................................... 94 
Figure  4-33 Kalman Filter vs. Moving Average ............................................................................ 95 




List of Tables 
Table  2-1 Simulation Parameters ................................................................................................... 38 
Table 4-1 Simulations Parameters ................................................................................................. 63 
Table 4-2 Random Walk 2D Parameters ....................................................................................... 64 
Table 4-3 Gauss Markov Parameters ............................................................................................. 73 
Table 4-4 Random Way Point Parameters ..................................................................................... 78 
Table 4-5 Random Direction 2D .................................................................................................... 82 







1.1 Background  
Mobile Ad-hoc Network (MANET) consists of peer nodes with usually identical networking 
abilities, which are capable of acting as mobile routers and communicate directly without any 
infrastructure. MANETs are self-configuring and adaptive, to re-configuration when the network 
topology changed due to node mobility. Packets can be sent in multi-hops from the nodes at 
source to those at the destination with no need of fixed intermediary router nodes. Hence, they are 
not restricted in their deployment by any demand for such infrastructure and can be set up quickly 
in scenarios where setting up a communication backbone is not possible [1]. 
 







Some properties of mobile ad-hoc network are given below, as its advantages and restrictions. 
Advantages: 
 There is no need for an infrastructure  
 Peer to Peer connectivity 
 End-to-End connectivity is achieved by multi hop forwarding 
Restrictions: 
 Bandwidth is limited. 
 Additional security problems in wireless network as compared to wired networks. 
 Non-continuous energy source like batteries are used by many nodes in the network. 
Despite those constraints, the applications of MANET are increasing, as the use of the number of 
portable devices is increasing.  The major areas in which MANET has applications includes [2] 
 Appliances level 
 Personal Area network 
 Battlefields 
 Hazardous areas 
 Disaster areas 
At the appliance level, different portable devices such as laptops, tablets and cell phones can be 
connected with the help of ad-hoc network. All other appliances in a building can also exchange 
information between themselves.  The interconnecting network between different mobile devices 
is termed as personal area network (PAN) and MANET, which often form the foundation of these 




In battlefields there is no communication infrastructure. MANET can help the devices to 
communicate with each other where no other source of communication can work. During floods 
and other disasters, MANET playing a key role in rescue operation, making possible the 
communication to distant and hard places which is normally impossible to access. 
The performance of MANET depends on many parameters such as the following [3]: 
1. The size of the network, i.e. the number of nodes 
2. Connectivity of the network, which is the average number of neighbors for a node. 
3. The rate of topology change in the network depending on the mobility of the nodes 
4. Mobility pattern of the nodes 
5. Traffic flow characteristics in the network 
Situational Awareness 
A Situational Awareness System (SAS) is an application in tactical MANET networks that 
gathers the information of the location and topology to produce an overview of the network [4]. 
In situations such as battlefield, fires and disaster relief, it is very important to keep informed the 
command unit of the networks status, surrounding conditions of the nodes and providing all 
information about the command center with location, connections, node energy levels and 
security. SAS is also a very useful application in various fields of life including personal 
communication networks, vehicular and ambient communications [6].  In particular, knowing the 
location and connectivity of the nodes would help the command center to make better decisions 
regarding the operations on the ground. 
In SAS, the command center needs to know the status of the network in real time, which is 
referred as the “Common Operating Picture” (COP) [5]. This COP includes status, location, 




and control center about the status of the network. It is essential to keep the COP updated with 
changes and to provide a logical view of network configurations. In general, designing a SAS for 
tactical MANET is a challenging task. The common features of such networks include low 
bandwidth, limited energy and small size of the mobile nodes, low computational power and 
frequent changes in topology [7].  
There are different methods for localization including the use of GPS information. However in 
certain scenarios, it may be impractical to use the GPS information for all nodes due to cost, or 
natural obstacles such as building, tunnel and forest which might weaken the signal of the GPS 
satellites. Thus, some non-GPS methods have been developed for localization. 
Some of the localization methods used for tactical MANET includes [8]: 
 Use of global positioning techniques  
 Node connectivity 
 Time of arrival (ToA) 
 Direction of arrival (DoA) 
The nodes which have the GPS facility, having information about location are known as anchors. 
One of the applications of situation awareness system is in cognitive network. Cognitive network 
is a network in which elements adapt themselves according to the network conditions through 
learning and reasoning. Here the central requirement policy is implemented, where the 
requirement of whole network is considered instead of individual nodes requirements.  The 
information provided by SAS allows nodes in cognitive networks to incorporate the changing in 





1.2 Related Work 
The most common mobility models used for mobile ad hoc networks were discussed in [11] [12]. 
The authors examined different mobility models where the nodes were either dependent, as in 
group mobility models, or independent, as in random mobility models. They evaluated the 
performance of Ad Hoc networks under these mobility patterns in different network protocols. To 
validate wireless network protocols, a variety of methodologies were applied. These included the 
use of simulation and repeatable scenarios. Repeatable scenarios give the operator freedom to 
repeat testing of particular protocol with some variation of scenarios to gain better understanding 
of how the changes affect the performance. Simulations, on the other hand, allow the testing of 
one parameter at a time, keeping others constant, to study the effect of the changes in more detail. 
Celestine and Gwang [10] designed an intelligent system, MANET using the cognitive behavior 
in tactical battlefield. The system studied the human behavior and how they react and make 
decision in dynamic topology. The human behavior was found to have properties such as making 
independent decisions in different situations which is the requirement in the MANET too. The 
intelligent system was able to discover the environment information to understand and learn the 
operational environment of the MANET. The system used OODA model [13], where the system 
could collect and observe data, adapt to environment changes, decide and act. This model 
designed in real time to respond and react to the new information.   
The method proposed in this research is used to improve the localizations based on movement 
predictions in cognitive networks. Several algorithms have been developed in order to predict the 
movements of mobile users in fixed wireless networks [14] [15]. These algorithms are based on 
the previous history of mobile node and the future location is calculated on the basis of the user’s 




track model and Markov chain model. The paths of the movements can be random or regular. A 
single person takes a particular path daily for going to work etc.  These movement patterns help 
to improve the quality of service, for example, more optimal routing can be provided to the user 
for his fixed movement patterns. However, the drawback of this method is that it fails to predict 
varying behavior for different applications of MANETs and node’s mobility. 
In [16], an algorithm implemented to estimate the expiration time of the wireless link between 
two peered nodes.  If the time of the expiration between two nodes is predicted, the route can be 
reconfigured before the link is broken between the two nodes. The timing information can be 
calculated based on the location information and the speed of the movement. GPS can be used to 
provide exact location information, if this is not the case, then approximate distances between 
nodes can be determined by measuring transmission power rate changes.  
In [17], a Kalman filter was used to estimate the acceleration, position and velocity of the nodes. 
In Kalman filter an autoregressive model was used for the mobility of the mobile Nodes. For the 
cellular networks, the base station node was fixed while other nodes were mobile; as a result the 
autoregressive model gave a good estimation of the mobile tracking. 
McDonald and Znabi [18] have shown that a link availability model that used probability could 
predict the future status of a wireless link. They introduced a method to estimate the availability 
of new links, if the link between two adjacent nodes expired. Link availability, prediction model 
was basically used the probability, if the link between nodes would remain active or not after 
certain period of time.  The time of expiration of the link was calculated prior to the link 




The mobility in the network may cause network partitioning.  If that happened, then the network 
became a combination of sub networks.  The prediction of the mobility helped in preventing this 
type of network disruptions. The prediction methods in [19] use a low complexity data clustering 
algorithm for this purpose. This algorithm accurately determined the group and individual 
mobility patterns. The problem with the prediction method was that, it assumed the node 
velocities to be constant which was not a case in majority of MANETs. 
Dersingh et al considered the full view and nodal view of network topology based on the OLSR 
connectivity and link information [6]. In full (centralized) view, the command and control center 
would collect information from all nodes to build the network topology. In nodal view, each node 
(candidate node) would individually build its own view of the topology based on OLSR 
information. Here In Chapter 2, it has been explained that an OLSR nodal has a partial view of 
the network topology. The authors calculated the topology discovery accuracy based on the total 
number of active links at each time step. Then they compared the nodal view to the full view to 
find out the total number of unrecovered links at each time step in each scenario. Their simulation 
included several static and mobile scenarios.   
A visualization system named MANET- viewer was developed by Koyama et. Al. [20]. This 
system was developed for observing ad-hoc network behavior on the basis of a centralized 
approach, where nodes are dedicated for collection of data.  These dedicated nodes were personal 
computers with wireless cards.  The topology information of the network was gathered by these 
nodes. The performance of their visualization approach depends on status and characteristics of 
the network.  Experiments showed that information collection took more time when the numbers 
of hopes were increased.  The location information was not provided by the system, though it 




Islam et al [21] proposed a network visualizer called Netviz based on applying a Force-directed 
algorithm [22] to the local connectivity databases in an OLSR MANET node. This approach 
would be discussed in detail in Chapter 2 and is the foundation for the work in this thesis. Netviz 
allows the users to set some anchor or landmark nodes with known GPS information used to 
determine the location of the other nodes based on connectivity generated from OLSR database. 
Simulation results in [21] were conducted based on the assumption that 25% of the nodes would 
have their real-time location information, while rest would use the Force-directed method to 
determine their approximate locations. However, the localization errors in this method were high 














1.1 Motivation and Objectives  
The method in [21] had inadequate accuracy to determine the location of the nodes, and the 
impact of mobility was not fully explored in that works. The main purpose is to improve the 
performance by using the predictive and smoothing filtering techniques, and also explore the 
effect of mobility by simulating it under different mobility models.  
In this research we study the performance of Force-Directed algorithm in order to improve the 
coarse location data and then apply different types of filters to improve the results.  To check the 















1.2 Methodology  
The simulation environment consists of the NS-3 simulator for collecting OLSR and location 
data, then feeding this data into the NetViz visualizer and comparing the computed location 
information with the actual location data from NS-3. For the visualizing purpose, two files are 
generated:  
• Topology File 
• Locations File 
For the topology file, topology map is built in the candidate node on the basis of the information 
received from the individual nodes.  An application runs on the candidate node for the extraction 
of topology and location information from NS-3 OLSR databases.  The following diagram shows 
the operation of the NetViz visualizer.    
 
Figure  1-2 Visualization Process 
The topology file contains the node adjacency information in xml or txt format, where the file is 
being updated during run time.  The generator module has the access to the neighborhood 




The Topology file contains the number of active links within the networks at each time step. The 
total number of active links was calculated according to the links of each neighbour node as well 
as multipoint relay (MPR) nodes. More information about these nodes is provided in Chapter 2. 
Different mobility models were used to perceive the impact of node mobility on the performance 
of MANET.  
Once the nodal coarse location information is determined, the following filters are applied to the 
approximated data of location and topology from the visualizer (NetViz): 
 Moving average 
 Kalman filter 
 Low pass filter 
The values are then compared with the NS-3 values, as well as the previous approximate values 




















Below is the picture representation of the simulation demonstrating each step of the process: 
First of all, the script will be run on a command line to get the topology and locations file, the 
implementations of the mobility models were integrated with OLSR’s script in [6] to show the 
movement of nodes with different mobility models.   
The topology and location files were generated from NS-3 in every 2sec as the Figure 1-4 shows 













Then those files generated from NS-3 are fed into NetViz. 
 















Finally the generated file from NetViz contains the approximate locations which then compared 
with the original locations. But the initial positions of the nodes remain same and throughout the 













1.3 Thesis Outline 
The rest of this thesis is organized as following:  
The second chapter gives an overview of OLSR based on awareness system, coarse location, the 
impact of mobility models and the performance results for mobility models. 
The third chapter describes the process that used to calculate the location and topology prediction, 
as well as it gives an overview about each prediction filter and how it was implentened. 
The forth chapter will show the performance results of each filter and the coarse locations while  



















OLSR-based Situational Awareness Systems 
The working group “MANET” of Internet Engineering Task Force (IETF) proposes two kinds of 
routing protocols for Mobile Ad hoc network – proactive and reactive routing protocol [1]. In 
reactive routing protocol such as AODV or DSR the routes are discovered on demand, i.e., there 
is no need to exchange control information in the absence of data traffic. On-Demand algorithms 
react to events such as the start of a data session or when a current session dies. In this approach 
the routes are updated only for the destination where the traffic intended to go. On the other hand, 
proactive routing protocol such as OLSR, periodically updates routes for all destinations even 
though there is no requirements of sending data traffic for the destinations. In general sense, 
proactive routing protocol introduce overhead in terms of bandwidth usage as control messages 
are sometimes exchanged unnecessarily, but the advantage of this routing protocol is that, it can 
quickly distribute network information over the network. The purpose of this chapter is to 
describe OLSR and some of the important ideas about connectivity visualization of OLSR-based 
MANET topology and coarse location. 
2.1 OLSR 
The OLSR (Optimized Link State Routing Protocol) is a table driven and proactive routing 
protocol [27]. It is designed for mobile wireless networks, e.g. mobile ad hoc network (MANET) 
and is specified in IETF RFC 3626. It is based on the link state routing but optimized the pure 
link state algorithm such as OSPF. The concept of multipoint relays (MPRs) is used in achieving 




broadcast message during the flooding process. The optimization, in fact, is achieved in the 
following ways:  
 I) Introduction of multipoint relays to reduce the size of control messages as nodes only 
broadcast a sub set of links with its neighbors, which are MPRs rather than broadcasting its all 
connected links to all nodes in the network, the process used in classical flooding mechanisms.  
ii)  Only multipoint relays are allowed to flood messages, which minimize network control 
message overhead substantially. 
 iii) In OLSR, only the partial link state information is distributed within the network. MPR nodes 
are responsible to report only the links between itself and its selector. Two important OLSR 
functionalities are neighbor sensing and topology discovery.  
In OLSR, every node can detect its 1-hop and 2-hop neighbors based on the “Hello” message 
which is periodically broadcasted in the network by the nodes. This “Hello” message contains list 
of all the neighbors of a particular node. It also contains the status of the links to the neighbors. 
Thus, each node builds its own database of neighborhood, and two-hop neighborhood after 
analyzing the collected data of the “Hello” message. Any changes in the neighborhood are 
identified from these messages. All the 1-hop and 2-hop information are valid for a limited period 
of time, refreshed periodically. There can be four statuses of the connected links [28]: 
 Symmetric:   In this link, communication is possible in both ways. For example, if there 
are two nodes ‘a’ and ‘b’, then both nodes can send and transmit data to each other. 
 Asymmetric: The communication takes place in one way.  For example, from ‘a’ to ‘b’ or 
‘b’ to ‘a’. 
 A Multi-point relays: In this case, the link must be symmetric and the node which has 




 Lost: If the link has been lost. 
MPR nodes are selected by each node from the advertised list of 1-hop neighbors for that node. 
The selection algorithm ensures that, MPR nodes are selected for a node in such a way that the 
node can reach its entire two hop symmetric neighbors using the MPR node. However, MPR sets 
of a node may change, when 1-hop or 2-hop nodes of those nodes are changes. Each node 
maintains two sets of information – MPR set and MPR selector set. The MPR set defines a group 
of nodes which are chosen as MPRs for a particular node. On the other hand, MPR selector set 
contains all the neighbor nodes which have selected this node as a MPR. When a node from 
“MPR selector set” sends message for broadcasting purpose, MPR node broadcast this message 
[27].  
Each node creates the topological information of the network based on the Topology Control 
(TC) message, which receives from the MPR nodes. The TC messages are flooded to all nodes in 
the network and take advantage of MPRs to reduce the number of retransmissions. It advertises 
the links between the MPR node and its MPR selectors.  
 
 





In "Hello" message there is a field called Willingness, which is used in MPR selection process. 
This field decides whether a node wants to carry or forward traffic on behalf of other node. The 
value of this field can be an integer number between 0 and 7. The value 0 WILL_NEVER means 
a node does not wish to carry traffic for other nodes. This node will not be included in MPR set. 
If the value is 7 or WILL_ALWAYS, then the node will forward other nodes traffic. A node will 
include the entire neighbor node in its MPR set which has WILL_ALWAYS value set to 7. This 
is the beginning of the process and the node keeps adding its neighbors to the MPR set based on 
the reach ability to the 2-hop nodes which is based on the link set, the neighbor set, and 2-hop 
neighbor set until all the 2-hop neighbors are covered by at least the one of the MPRs.  
 
 
Figure  2-2 Node B and D Selected as MPR by A 
However, willingness values can be changed based on node's condition. For example, node's 
Willingness value will be reduced if the battery life of a node is reduced. A typical OLSR node's 




Visualization of the network can be done in two ways [6]. 
 Centralized visualization and 
  Nodal visualization.  
The nodal visualization provides a picture or view of the network topology from individual nodes 
point of view. This view can be partial or complete depending on different time instances. Each 
of the nodes in the network builds a view of the network topology based on the messages it 
process, while for  the centralized network view, It assumed that a central monitoring node can 
intercept all the message exchanged in the network or has access to the routes and topology 
databases of all nodes. Comparing to the nodal network discovery, converges in centralized 
network discovery is more speedy. However, active participation, for example, collecting status 
information by means of sending queries to the nodes may require in this case. 
A combination of both approaches can be applied, if required in demanding network situational 
awareness, for example, tactical MANET. 
The candidate node, which can be a general node or central monitoring node, performs the task of 
network visualization (nodal view or centralized view). The candidate node implements an 
application module. The purpose of this module is to collect the node’s topology 
information, location information and then display the network topology graphically. 
The topology file generator generates the topology file and the file is updated real-time when 
there is any change, which can be implemented in two ways. Firstly, generators have access to the 
neighborhood database and topology database of the nodes. The neighborhood database contains 
node's 1-hop and 2-hop neighbor nodes addresses. While On the other hand, the topology 
database contains the address of last hop node before the destination node and the address of the 




entire network topology can be constructed. Secondly, topology file can be created by utilizing all 
the incoming and outgoing messages, which the topology generator’s module can create from the 
information. 
2.2 Situational Awareness Systems 
One of the most important factors in Situational Awareness Systems is localization, which is a 
part of the real time common operating picture of the network.  This COP includes status, 
location, connectivity and other parameters of network components to command and control 
center [6]. 
GPS is a method of localization, but it can’t be present on each node, since it’s not cost effective 
and there are hurdles in the communication with GPS satellite like building, tunnel and forest. 
Due to this fact, some non- GPS localization methods has been developed [8].  
Received Signal Strength Indicator (RSSI): The methodology utilized by RSSI is based on the 
amount of power transmitted. As the name RSSI itself suggest to be a signal strength indicator, it 
measures the power of radio signal at the receiver end and the effective propagation loss based on 
the amount of power transmitted. In order to determine the distance, theoretical and empirical 
approaches are used as the previously calculated loss is known. In location discovery technique 
cost is considered to be a huge influential factor. Since the sensors available are already equipped 
with radio, RSSI reduce the cost factor significantly. Radio signals use multipath propagation for 
communication. Due to this factor RSSI performance is not as good as compared to the distance 
measuring method. This methodology is specifically used for RF Signals. 
Time Based Methods (ToA, TDoA): The technique that this method uses is based on the time of 




propagation of signal during the communication between two nodes. Once the propagation time is 
found it can directly be converted to distance. This method can be used for any kind of signals 
such as infrared, ultrasound and RF Signals. Since any kind of signals can be used for 
communication, nodes which use acoustic signals may face difficulties to detect the accuracy of 
signals in hazard condition. The propagation of signals may be dampened due to its multi path 
propagation effects. 
Angle-of-Arrival (AoA): AoA calculates the distance based on the angle of received signal and 
the position of the node is determined by geometric relation. The accuracy for this technique is 
higher than the RSSI, but it is not cost effective. In order to determine the precise condition of the 
node and determine the angle of received signal it requires additional hardware as compared to 
RSSI. 
2.3 Coarse Locations 
Coarse localization is a method for approximating the location of nodes in mobile ad-hoc 
networks. For the localization, information of the location of the network is gathered by the nodes 
based on layer-3 connectivity. In OLSR-based coarse localization, an area is considered in which 
there are N nodes and each node in the network has a communication device that establishes an 
ad-hoc network. An assumption is made that the total area of consideration is much greater than 
the radio range of single node.  Due to this consideration, multi-hop communication will be 
adapted using OLSR [21].  The whole network is presented as a graph 
,  
Where 
“V”represents the nodes in the network in terms of vertices  




If the nodes are considered at time” t” and the locations are represented as {L1,L2 …}. L as x and 
y coordinates. “R” represents the ranges of transmission by each node. The adjacency matrix is 
shown by A {  
0																																											
1															 	 		 	
0															 		 	 	
																															 2 1  
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																																				 2 2  
 
 





In Figure 2-3, the nodes are represented as small octagons. The circles surrounding the nodes 
represent the transmission range of each node. Once the adjacency network is established the 
residing zone of the non-GPS enabled node can be approximate. This method of location 
approximation is referred to as Coarse Localization. 
 represents the area of transmission of node and ′ represents the area outside the transmission. 
	 	 ′  
 
 





The coarse localization is basically a graph layout problem which can be solved using Force 
Direct algorithm. In force directed method, the graph is the physical model and nodes act as 
vertices in the network.  In FD model, there are two components. 
 Transferring the connectivity into a system of physical forces. 
 Algorithm for minimizing the total energy of the system. 
Kamada-Kawai FD model is a popular method to represent the system in form of physical forces 
[26].In this method, a spring model is used between adjacent two nodes based on hooks law. The 





| | 																																			 2 3  
Where 
	and  are the locations of the nodes 
u and v are calculated at each iteration 
 is the spring constant 
A variant of this method in which the attractive force is modeled by Hook’s law and repulsive 
force is modeled by coulomb’s law is used because it provides a better balance of attractive and 
repulsive forces. 
1 2










This approach was implemented in [21] to provide coarse visualization of tactical MANETs. 
While localization based on the layer-3 connectivity information is bandwidth efficient (because 
only one-bit link status information per link needs to be exchanged), however the results 
indicated poor accuracy. In Chapter 3 we will present a method to improve the accuracy of this 





















2.4 The Impact of Mobility 
The performance of the ad-hoc OLSR network under different mobility patterns is discussed in 
this section.   
A mobility model is a mathematical representation of the movement of mobile nodes (MN) in a 
network. It can be used to represent the movement of the MNs in the simulations. The change of 
the speed and the direction is illustrated with respect to the time.   
There are two types of mobility models i.e. independent node mobility models and group node 
mobility models. In independent node mobility, the mobility of single node is considered while 
in group mobility, more than one node is considered. Various Independent node mobility models 
include 
• Random walk mobility model (Random Walk MM) 
• Random waypoint MM 
• Random direction MM 
• Gauss-Markov MM 
The group mobility models include: 
• Exponential correlated random MM 
• Column MM 
• Nomadic community MM 
• Pursue MM 




The random walk mobility model was first described by Einstein in [21].  A keen observation of 
the nature indicates that the movement of many particles is random in the nature.  In this 
movement pattern, the new location is selected on the basis of the random speed and random 
direction from the previous location.  The speed randomly selected from a given range. The 
direction of the movement is in 0 to 2л radians. In random walk, each step can be in terms of 
constant time movement or constant distance travelled.  
The movement within a simulation boundary, it means that there is a bouncing effect from the 
boundary of the simulation area.  After bouncing, the angle of return is determined by angle of 
strike. For the purpose of simulation, different dimensional walks (movement) have been 
developed which includes 1D, 2D, 3D and d-D. This type of movement is known as Brownian 
motion [11]. 
 




Random Waypoint MM has a time of pause at every location of the way and then the direction 
and the speed is changed from it [12].Difference between the Random walk and the random 
waypoint is that, there is a pause time at each location of the movement. If the pause time is zero 
then the random waypoint will be as random walk [11].  
 
Figure  2-6 Random Way Point 
The problem of clustering of nodes in a particular simulation area is known as density wave.  This 
problem exists in random waypoint MM [11]. Density wave is generated due to bouncing of 
different nodes and gathering in a particular area. Due to this density, it’s hard to analysis the 
mobility. In order to overcome the problem of density wave, the Mobility model of random 
direction was developed. The mobility node pauses for the specified time after reaching the 
simulation boundary. The modified random direction MM [12] is the newer version of MM. in 




towards the boundary instead the direction can be changed before reaching the boundary unlike 
Random Way point nodes will never reach to the simulation’s boundary rather than they move to 
the center of the simulation.  
 
Figure  2-7 Random Direction 2D 
The three models discussed so far were all random in nature, and there was no relation between 
the previous and current direction and speed.   
The origin of the Gauss- Markov model [12] is for personal communication service networks 
(PCS), but it is used for the simulation of ad-hoc network as well. The speed and direction of the 
current time instant is assigned to the model initially and the next speed and direction is computed 
based on the initial speed, direction and a tuning parameter.  Mean value of the speed and 




value of tuning parameter is set to zero, the selection of next speed and direction is completely 
random while if the tuning parameter is set to one, then a linear relationship is obtained.  
1 1 																																							 2 6  
1 1 																																					 2 7  
 And  are the new speed and direction of the mobility nodes,  is the time interval and  is 
tuning parameters 0 ≤  ≤ 1. 
It is recommended to use appropriate value of tuning parameter for the mobility model which is 
gathered after visualization. The sharp turns encountered in random walk is controlled in Gauss- 
Markov with the help of past velocities affecting the present velocities. 
 





In an ad-hoc network, there are situations where two or more different nodes movements are 
dependent on one another. Some examples include two people walking together on the street, 
travelling in the same car or a group of military vehicles moving toward the same assigned target. 
Group mobility models represent such cases. 
In exponential correlated random mobility model [12], the motion function is used for the 
creation of mobility pattern. The next position of the group is identified with the help of previous 
position as it is done in other mobility model. Rate of change from previous position to new 
position is adjusted with a time factor τ.  The equation of the new possible b that is motion 
function is given below [11] 
1 	 																			 2 8  
Where 	 is the new location and  is the old position 
r is the random Gaussian variable and  is the variance. 
 The drawback of this mobility model is that it is not easy to create the motion, because the 
selection of		 	 	 	 	 	given motion pattern is difficult. Other mobility models overcome 
this problem. 
Another group mobility model that is useful for searching purposes is the column Mobility model 
[11].  In this approach the movements are in a straight line and the update is used to allow 
separate MNs to follow each other. 




The collective movement of mobility nodes from one point to another point is modeled by 
nomadic community mobility model. In nomadic community MM [11], there is an entity MM 
around which MNs moves. 
Pursue mobility model searches for a target as the name shows [12]. The new reference point is 
the sum of the old reference point, advance vector, product of acceleration and difference of 
target and old position.  
	 	 	 	 	 	 			 2.10  
 This model starts from an initial reference grid. The placement of reference point in the reference 
grid is done with the help of a relation that is they are placed a column pattern with different 
angles.  The new reference point in this mobility model is the sums of old reference point and the 
advance vector, where the advance vector is a predefined offset that moves the reference 
grid.RPGMM is a generic method for handling group mobility (GM) [11]. It represents random 
motion of group of mobility nodes as well as individual nodes present within the group.  There is 
a group motion vector, which determines the movement of the group. Group vector can be 
randomly chosen or predefined.  The new position of the mobility nodes is determined with the 
following formula 
	 	 	 	 									 2 11  
The example of RPGMM is avalanche rescue in which there are fixed paths to be followed and 







2.4.1 Applications of Mobility Models 
In random walk, there is a no dependency of current speed and direction on past speed and 
direction and each particle is free to select its direction and speed from the point of start. Most 
particles in nature studied in physics moves randomly which is modeled in random walk [12].  
In random way point, there is a pause time at each stay of particle or node before it again starts 
moving in random direction with random speed. The main application of this model is a 
pedestrian which walks in random direction with random speed after reaching a destination and 
there is a pause time [12].  
For the model of random direction, the direction of each particle changes randomly but this model 
is just for simulation purpose and practically, this is not possible since the distribution of people 
in the city can’t be random [11].  
Gauss Markov is a model in which there is a level of randomness in the speed and the direction 
which remains constant for a certain period of time.  This model can be applied directly on the 
movement of the automobile. An automobile moves with a constant speed in a particular 













2.5 Topology Discovery Performance results for mobility models 
2.5.1 Simulation Environment  
For our simulations we used NS-3 simulator which is a discrete-event open-source network. It has 
intensive documentation through the internet for researcher’s use. It is written in Python and C++ 
languages [24]. The simulations were run on the Linux operating system Ubuntu 10.10. All the 
scripts for the simulations were written in C++. 
A number of different scenarios were run for different network sizes and mobility models. In 
addition to the existing mobility models in NS3, One Direction mobility model was also 
implemented in which the nodes were moving in one straight line. This mobility model is a good 
representative of vehicular ad hoc networks (VANET).  
 Using NS-3, the full view and nodal view were generated through accessing OLSR database to 
calculate the total number of active links. In order to calculate the accuracy of the OLSR-based 
topology discovery, we compare nodal view to full view to find the active links and undiscovered 
links.  
If: 
L = total undiscovered links  
F = active links in full view  
N= active links in nodal view  




Different scenarios were used with different number of nodes 5,10,20,30. Each scenario runs with 
several mobility models. The speed of Mobility nodes MNs is chosen in the range of 0 to 10 
m/sec, while the pause time is in the range of 2 to 20 seconds except Random Walk and One 










Size of The Area 500*500m 
Number of Nodes 5,10,20,30 
Transmission Range 40 m 
Wireless Model IEEE 802.11 a 
Delay model 
Constant Speed Propagation Delay and Friss 
Propagation loss Model 
Mobility model 
Random Way Point 
 
Random Walk 2D 
 







3  m/s 
10 m/s One Direction 
Simulation Time 250sec 




Figure  2-9 Average Error Rate for Random Walk 2D 
 
In the above graph of random walk mobility model, the topology discovery error ratio is plotted 
versus the time. There are 4 lines in the graph. Each line is representing unique number of nodes 
in the network. The error ratio is constant for certain period of times in 5 nodes. The fluctuation 
increases in 10 nodes and with the increase of nodes to 20 and 30 nodes, the variations and the 









Figure  2-10 Average Error Rate for Gauss Markov 
 
The above graph is related to gauss Markov mobility model. The error ratio for 5 nodes is low 
initially as compared to greater number of nodes, but more stable.  With more nodes, the 
fluctuations are higher, because with the increase in the nodes, the random behavior of each node 







Figure  2-11 Average Error Rate for Random Way Point 
 
In random way point, it’s quite similar to random walk mobility model.  With 5 nodes, the error 
ratio is high at start and then decreases for some time. It again increases and almost remains 
constant for a considerable period of time. After constant error ratio, it decreases and finally it 
again increases. The importance of the each link is higher in smaller networks so when a single 
link is missing, there is an abrupt change as visible in 5 nodes.  The lowest error ratio is visible in 
the graph of 10 nodes and 20 and 30 nodes seem to follow the same path. The importance of the 
each link is higher in smaller networks so when a single link is missing, there is an abrupt change 









Figure  2-12 Average Error Rate for Random Direction 2D 
 
In random direction mobility model, 5 nodes has minimum error ratio and 30 nodes has the 
highest error ratio. After the initial period, error ratios for the number of nodes decreases and 
remains sustained till the time scale reaches 100s. After 100s, the error ratio increases again 
because the nodes move till the reach the simulation’s boundary so it might lose some 
connections. 5 nodes network has the highest error ratio and 30 nodes network has the lowest 





Figure  2-13 Average Error Rate for One Direction 
 
In one direction mobility model, the plots of different number of nodes are considerably stable 
throughout the time span. The graph of 5 nodes has the least error ratio while the graph of 30 









2.5.2 Analysis  
 
At the beginning of the simulations the topology discovery error increased due to the OLSR delay 
in topology discovery at the start of establishing links among nodes. The nodes distributed 
arbitrary within the area so a node at the start of the simulation might have an active link or more 
to the nodes within its range. During the simulation time, each node starts moving and discovers 
the information about the networks topology. In all the MMs, the initial error ratio is high and the 
network with highest number of nodes (30 nodes) has the highest error ratio while least number 
of nodes network (5 nodes) has the minimum error ratio due to node density. For the all MMs, the 
error ratio will never become stable due to the permanent topology changes. In random walk, 
Gauss Markov, random way point, the pattern seems to be similar with some variations due to the 
difference in the method of movement while in Random Direction the error rate coverage after 
100s.The pattern in one direction mobility model seems to be different from all other MMs since 
the nodes are allowed to move in only one direction which makes the error ratio considerably 







Topology and Locations Prediction 
3.1 Mathematical Model for Location and Topology prediction 
Analysis of simulation data in [21] indicates that the coarse location information contains random 
fluctuations due to the behaviour of the Force Directed (FD) algorithm. The nodes in the 
algorithm make unexpected bouncing, because they get pushed from other nodes, and this issue 
increases the localization error. Such bouncing does not happen in real MANETs, in which some 
degree of continuity of velocity direction and smooth transitions are expected. Here the objective 
is to use some estimation techniques to determine the correct location of the nodes based on the 
history of their movement and therefore, eliminate the incorrect bouncing and fluctuations 
resulting from the FD algorithm.  
The first step is to calculate the direction and velocity at each time step to observe the behaviour 
of the node. The direction  and velocity  at each time step t >1 are computed as the following 
[25]:  
Let’s assume the coordinates x0, x1, x2,……… are the approximate locations of a given node. Then 
we can calculate the direction and speed of the movement as following: 
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 Where T is the time step. 
 If there are any sudden changes, we filter the data by applying different filters such as Moving 
Average, Kalman Filter and Low Pass Filter. These filters will be discussed in Section 4.2. In this 
case we apply any changes on speed  or directions	 , we have to calculate the new ̅	 	 ̅ to 
get the new locations as below: 
̅ ∗ ∗ cos ̅ ,							for 2,3, … , 	
̅ ∗ ∗ sin ̅ ,							for 2,3, … ,
																																		 3 3  
Once we gather the new locations from filters, we compare them to the original data taken from 
NS-3 to measure the improvement in localization accuracy.  
Most of the filters that we have used are also used in different applications such as mathematical 
analysis (moving average) or signal processing (low pass filter) [29] [31].   











































































3.2 Prediction Filters 
The most acknowledged problem in analyzing time series is to predict the future values of the 
discrete time series or signals. Predicting the future value of the signal at discrete time n is the 
main issue for the series in which some of the signal values are known:  
1 	 2 …… .  
Where “M” is any integer from 1 to n-1. 
In the following, we review the three prediction filters used in this thesis and then explain how 
they were implemented in our approach.  
 
3.2.1 Moving Average 
Moving average is a method of predicting a new time series from an observed time series using 
its sequential values [29]:  
 Two sided moving averages  
 One sided moving averages 
The difference between two-sided moving averages and one-sided moving average is that two 
sided moving averages are used for smoothing purposes, while one sided moving averages are 
solely used for the forecasting purpose. The methodology of moving average is very simple but it 
is a building block for more complicated tools.  The main idea of moving average are those 
values which closely relate in terms of time are likely to be close, so taking the average value will 
remove some randomness from the data. 
Normally many time series can be mathematically described as 
																																						 3 4  
Where y (t) is a smooth time series and e is the zero mean error series.  Smoothing is the method 





Following graph shows the noisy time series with the smoothly filtered time series. 
 
Figure  3-2 Noisy Time Series and Smooth Filter 
In two sided moving average, the initial values and final values don’t affect the smoothing. This 
causes problem in forecasting the most recent values.  For the calculation of the average 2k+1 
observations are used, that is why this is some time known as 2k+1 smoother. 







									 3 5  
Where  is time instant and  is the value of  at   time instant 
In this type of moving average estimation, there are two terms on the right and one or two terms 
on left and one on the right of the reference point t. None of the above formula gives a value at t 







																															 3 6  
 
The above moving average equation is also known as 2*4 moving average.  The weight of the 
above moving average is 5 which correspond to the number of terms.  
Generally for the number of terms m, the weight will be m+1. Weight is the effect of the number 
in an overall average.  This is a double moving average estimation since one moving average is 
smoothened by a second moving average estimate. 
The weighted moving average will be given as 
∗ 																																																																																																																	 3 7  
The main advantage of weighted moving average is that it provides smoother estimation since 
each value in the series has some weight which can either enhance its effect or reduce in overall 
average.  
In single sided moving average, the forecasting is done using the following formula: 
1
1









3.2.2 Kalman Filters 
Kalman filter is a well-known mathematical method for the purpose of predicting the time series. 
Kalman filter is an equation set with prediction and correction approaches [30].  Kalman filter 
tries to reduce the estimated error covariance.  The procedure of estimation with kalman filter is 
to define a state, which is a discrete time value of a time series. 
Suppose A is n x n characteristic matrix of the system, while B is n x l matrix which controls the 
input for the state x. The variable H is m x n matrix that relates the actual state to the 
measurement z. The mathematical equation of    is  
																															 3 9 	 
                                                             
And the measurement z is defined as 
																																 3 10  
 and  are random, independent and normal distributions in which  is a process noise and 
 is measurement noise. 
In Kalman filtering, estimation is made with the help of a feedback control.  At a point of time, 
the state of the process is estimated and the feedback is taken from the varying measurements.  
The mathematical equations of the kalman filter falls into two categories: 
 Time update equations 





The time update equation can be thought as a predictor equation and the measurement update 
equation can be thought as a corrector equation. 
 
Figure  3-3 Time Update and Measurement Update Cycle 
The diagram in Figure 3-4 shows the algorithm flow in terms of the equations.  The state  is 
predicted on the basis of the previous state .  A and B are process variables and  is the unit 
state.  Q and R are process noise covariance and measurement noise covariance. P is error 
covariance and K is the Kalman gain.  
 




Q is process noise and R is the measurement noise. The difference of measurement zk and Hxk is 
termed as measurement innovation and K is the gain matrix.  K is calculated as each time instant 
for minimizing the estimate error covariance.  The mathematical equation for gain is  
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3.2.3 Low pass Filter 
The Low pass filter has a smoothening effect on the signal and removes the high changing values 
from each time series [31].  The Low pass filter allows low frequencies in the signal to pass and 
stops high frequencies in the signal to create the smoothening effect. 
In frequency domain for ideal low pass filter we have: 
                                       1			 	  
0		 	 																																										 3.12  
Where Freq is the frequency limit below which frequencies are allowed to pass and above which 
frequencies are block by the filter. The response of a low pass filter is shown in Figure 3-5.  At 
low frequencies, the gain of the filter is unity which means that input is equal to the output.  
 
 
Figure  3-5 Low Pass Filter Response 
 






In this work, some changes were made on Netviz application in synchronizing the time. A 
detailed description of these changes is presented in the Appendix A. Moreover, different 
methods were used for better approximation of the data stream available. Each method has 
different impact on the approximate locations and shows different results in each scenario. 
The methods that were considered and implemented in MATLAB were   
 Moving Average 
 Kalman filter 
 Low pass filter 
 
3.3.1 Moving Average  
Let’s assume , , where 1,2, … ,  and  is the number of positions in prediction 
algorithm. Similarly, , , where 1,2, … , , represents the coordinates of NetViz 
positions. The initial position is calculated by taking average of first k of NetViz positions so that 
the initial error (if any from NetViz visualizer) is minimized [29].  
∑ 			
																															 3 13  
and 
∑
																																	 3 14  
In the calculation of prediction algorithm, for each point to be calculated should follow another 
point, called “target point”. For the predicted point , , the target points , , 
where 1,2, … , 1 , are calculated according to the following formula. 
∑
,																	for 1,2, … , 1 																										
∑
,																			for 2 , 3 , … , 							






,														for 1,2, … , 1 																													
∑
1
,														for 2 , 3 , … , 							
															 3 16  
  
Here  is the number of points in a span which are considered to calculate the average. The span 
size will be  form 1 to 1 . From 2  to	 , the span size will reduce as 
the number of remaining points is reducing. The travel path  of each target point ,  is 
calculated as follows, 
0,																																																																											for 1																										
,									for 2,3, … , 												
3 17  
As mentioned before, the forced direct algorithm creates some unexpected bouncing nodes which 
cause higher error between the real and the approximate location information. In order to avoid 
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Where, 
  is the threshold value. 
 In our simulation, the threshold value  takes the value of 50. The average velocity	 , of 
travel of predicted point is a constant value and determined as shown below, 
1∑





  , is the step time. 
Then the angle  (for 2,3, … , ) of vector from ,  to ,  with respect to -
axis is determined. The angle  determines the direction of the node to move. Note that initial 
angle 0. The predicted points are then using the following formula.  
∗ ∗ cos ,							for 2,3, … ,



















3.3.2 Kalman Filter 
We implemented the Kalman filter on the approximate location data we obtained from NetViz. 
The function parameters include system matrix A and the measurement noise, which was set to 
0.1 [32]  
The Kalman filter implementation in MATLAB works in a loop. For predictions, the following 
formula is used: 
∗ 																																		 3 21  
Using the initial values for Matrix A from [32], and making adjustments through trial and error to 
get the best performance and  is named as in the algorithm which was given the value 
of  
0				 0 										 3 22 										 
 and  are the initial values of the vector x and y which are the approximate location 
values from NetViz.  Resultant  is a column vector of size 4*1. 
The next step of the implementation in the loop is to find the covariance P which is defined as  
																											 3 23  
 
  is the covariance at any time k.  is the transpose of the matrix A, and Q is the process noise 
which is defined in the starting as a product of scaling factor 0.1 and a matrix of ones and zeros of 
dimension 2*2.  
Q=.1*[ones(2,2) zeros(2,2);zeros(2,2) ones(2,2)]; 
After the prediction step, the next step is to go into the series of correction equations as the 
algorithm of kalman filter demands. In correction stages, the gain of the kalman filter is defined 






																								 3 24  









And R is the measurement noise defined as constant 0.1 
The Kalman gain tends to decrease as the loop execution increases since the predictions starts to 
come close to correct values.  The value of output  is updated and corrected on the basis of the 
gain. The higher the value of gain, the greater will be the correction so the value of k needs to go 
down with the loop.  is the measurement innovation as defined. This factor also 
decreases with execution. The correction value of  becomes 
 
																				 3 25  
At the end of the loop, the value of covariance  is updated with the equation mentioned below  








3.3.3 Low pass filter 
In this case a digital filter is implemented. There are two types of digital filter. One is finite input 
response and other one is infinite input response. We used finite input response filter in which the 
denominator is unity and the response of the filter is defined by the coefficients on the filter [31] .  
The response of the filter is given as  
																																										 3 27  
 
 We used the MATLAB function fir1 to create a low-pass filter. Fir1 uses standard windowed, 
linear-phase FIR digital filter design. 
 It produces a vector b=[b0…..bN] such that : 
1 ⋯ 													 3 28  
 
The coefficients of the numerator are presented by b. Where y is the filtered result and x is the 
input. We then used the filter function to apply the above filter to our inputs. We defined the cut-
off frequency to be the Nyquist-frequency (half the sampling rate).  
The response of the filter and its order is defined in the command fir1 which basically determine 
the number of coefficient for the construction of vector y. if 1st order is selected, there will be two 
coefficients of vector b. Generally, for Nth order filter, there will be N+1 coefficients of vector b 
and hence of the filtered vector y. in MATLAB, as mentioned. Fir1 makes the filter coefficients 
and then filter() command implements the filter on the data to get the filtered data.  We 
implemented the filter on the approximate values gathered from visualization and then after 



























MATLAB control system toolbox was used for implementation of the filters. There are two sets 
of simulations to evaluate the coarse locations and filters.  We run the simulation on NS-3 to 
obtain the topology information (full view) and locations file, and then we fed into a visualizer. 
Node adjacency information and anchor locations are supplied to the Force Direct Algorithm to 
calculate the approximate locations of the non-anchored nodes. 
The visualizer generates a log file for ( 	,	  ) coordinates at each time step. Then the 
approximate locations are compare to ( 	,	 ) generated by NS-3 to calculate the accuracy 
of coarse localization.  
The error in this case is calculated as  
	= 																		 4 1  
 
We have calculated the direction and speed from the generated approximate locations as it is 
shown in this section. We applied our implemented filters Moving Average, Kalman Filter and 
Low Pass Filter to the ( 	,	  ) values, and then calculated the new localization errors 
using the equation 4.1 and compared the error with the original distance errors from netViz. Each 
filter has its own parameters. We change the parameters for each filter based on the mobility 
models as shown in table 4-2 using trial and error method to achieve the best result. In our 
simulations, we assumed that 25% of the Nodes would be anchors with known location 






Table 4-1 Simulations Parameters 
SIMULATIONS PARAMETERS 
Size of The Area 500*500m 
Number of Nodes 30,40,50 
Transmission Range 40 m 
Wireless Model IEEE 802.11 a 
Delay model 
Constant Speed Propagation Delay and Friss 
Propagation loss Model 
Mobility model 
Random Way Point 
 
Random Walk 2D 
 







3  m/s 
10 m/s for One Direction 
Simulation Time 1000sec 




4.1 Random Walk 2D 
The parameters used in the filters simulations are based on trial and error method and the effects 















30 8 22  5 Q .1 h 20 
span 100 R 60 
40 10 30  5 Q .1 h 20 
span 150 R 150 
50 13 37  5 Q .1 h 50 
span 100 R 10 
Table 4-2 Random Walk 2D Parameters 
Figure 4-1, Figure 4-2 and Figure 4-3 shows the errors in distance, the real and approximated 
movement of non-anchored node between coarse location (NetViz) and moving average for 
various network sizes. At the beginning of the simulation the error rate drops down exponentially 
and that with the help of setting initial position from NetViz. Moving average removes all the 
jumps on coarse locations and the movement became smoother. We took the average error rate 




parameters for each scenario of the nodes are different, depends on the movement of each node 
where the node is independent of other nodes. 
NetViz data and the result of the moving average are shown in the Figure 4-1.  The graph of the 
figure shows the actual movement of nodes. The filters were applied on the NetViz data only, not 
on the original data. The moving average filter response is also shown in the second graph.  From 
the original data which is only used as a reference, the error is calculation is done. 
 
 





Figure  4-2 Error Moving Average vs. NetViz for One Scenario of 40 Nodes 
 




Figure 4-4, Figure 4-5 and Figure 4-6 show the error rate and nodal movement for Kalman Filter. 
By taking the average of the error rate of one scenario of 30, 40 and 50 nodes the error decreased 
over time to approximately 5m. Kalman Filter is not completely removing all the bouncing from 
the coarse location. Due to the large Euclidean distances between the approximate points Kalman 
Filter will not be able to remove all the noise unless points are close to each other.  
 






Figure  4-5 Kalman Filter vs. NetViz for One Scenario of 40 Nodes 




Figure  4-7, Figure 4-8 and Figure 4-9 present the error rate and nodal movement for the Low Pass 
Filter in Random Walk mobility scenario. Low Pass Filter is able to remove the jumps, and make 
the movement smoother. The average was taken between coarse location and Low Pass Filter and 
the result shows the error rate over time could go down to 3m. Changing the size of the window 
of the filter or bandwidth, (h) will change the initial position and movement of node.  






Figure  4-8 Error Rate Low Pass Filter vs. NetViz for One Scenario of 40 Nodes 
 
 





We calculated the average error in distance for all Non-anchored nodes to show the total error for 
each coarse location, moving average, Kalman filter and low pass filter.  
Let’s assume  
:	 	 	 	 
	 :	 	 	 	  
:	 	 	 	 ,  
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The results shows the impact of the parameters for a particular filter on each individual node 
when we calculated the error for one node the error dropped significantly, however the total 
average’s error for the entire non-anchored nodes still decrease or increase like Low Pass Filter 
with 50 nodes. In order to have a better predictive method the filters should be applied to each 




















Coarse Locations 47.532256 41.483933 34.26754
Moving Average 40.468147 32.396631 29.894006
Kalman Filter 47.255311 40.652218 34.220798





















4.2 Gauss Markov   
 














30 8 22  5 Q .1 h 1 
span 30 R .1 
40 10 30  5 Q .1 h 1 
span 30 R .1 
50 13 37  5 Q .1 h 1 
span 30 span .1 
Table 4-3 Gauss Markov Parameters  
 
Figure 4-11 shows the error rate and node’s movement for coarse locations and moving average 
for Gauss Markov mobility model. Moving Average still gives a better estimation by removing 
the bounces generated by Force Direct Algorithm. The Figure shows one scenario of 30 nodes, 
where the average error rate of moving average vs. coarse locations decreased up to 6m. The 
initialization for nodes through NetViz helps to improve the results in the case of using moving 
average. From visualizing the node’s movement, we notice that original positions are moving 





Figure  4-11 Moving Average vs. NetViz for One Scenario 
As it is shown in Figure 4-12, the error rate between NetViz and Kalman filter for one node has 
no significant difference in the changes. The reason is, related to the force direct algorithm, where 
is a large Euclidean distances. If there were not jumps between positions Kalman Filter will 
perfume perfectly as it is coming on section 5.7, where we applied Kalman Filter on the top of 
moving average. Changing the measurement noise R will affect the new positions where it will be 
moving far apart from the approximate locations, due to the arbitrary movement of nodes as it is 







Figure  4-12 Kalman Filter vs. NetViz for One Scenario 
 







We set the size of window (h) to 1 to remove the randomness jumps; however the average errors 
rate shows the coarse locations gives better results than Low pass Filter as it is shown in Figure 4-
14. Due to jumps in the approximate locations when we increase the size of the window, the new 
locations generated by Low Pass Filer will be further away from the original data as it is shown 
on Figure 4-15.  
 







Figure  4-15 One Non-Anchored Movement Low Pass Filter 
The total average rate for all the non-anchored nodes shows that moving average has the best 
results for the entire scenarios. Kalman Filter still kept close to the coarse locations while Low 
Pass Filter increased the error rate.     
Figure  4-16 Gauss Markov 
30 40 50
Coarse Locations 70.446735 62.519509 65.655729
Moving Average 53.669934 48.51492 52.086636
Kalman Filter 70.147644 62.70556 65.9228


















4.3 Random Way Point 
 














30 8 22  5 Q .1 h 1 
span 15 R .006 
40 10 30  5 Q .1 h 1 
span 10 R .1 
50 13 37  5 Q .1 h 1 
span 30 R .2 
Table 4-4 Random Way Point Parameters 
 
Moving average has different parameters for each mobility model depends on the way they move. 
The error rate for Random Way Point for each node decreased up to 10m comparing to the coarse 
locations. Figure 4-17 shows how the moving average removes most of the unwanted bouncing 
from the approximate locations. The entire scenarios for moving average shows obvious changes 
in the initializing of the simulation due to the setting of initial points through approximate 






Figure  4-17 Moving Average vs. NetViz for One Scenario 
 
Kalman filter decreased the error rate slightly from the coarse locations. In order to have a good 
prediction with the filter, there should not be jumps between the points. In Figure 4-18 the 
average of the error rate for Kalman filter decreased about 500cm comparing to the coarse 






Figure  4-18 Kalman Filter vs. NetViz for One Scenario 
 
The results in Figure 4-19 show that Low Pass Filter has no impact on the coarse locations. It just 
decreases or increases the error rate a slight. The filter will illustrate decent results if there were 








Figure  4-19 Low Pass Filter vs. NetViz for One Scenario 
The average error rate across all the non-anchored nodes shows that moving average decreased 
the error up to 25m with 50 nodes, 3m with 40 nodes and up to 16m with 30 nodes. For kalman 
filter and low pass filter error rate is increased about 3m comparing to the coarse locations as it is 
shown in Figure 4-20.   
 
Figure  4-20 Random Way Point 
30 40 50
Coarse Locations 52.261734 49.40351 101.568773
Moving Average 35.45732 47.351709 75.343261
Kalman Filer 52.165273 49.813057 103.061271















4.4 Random Direction 2D 
 














30 8 22  5 Q .1 h 3 
span 15 R .1 
40 10 30  5 Q .1 h 4 
span 30 R .1 
50 13 37  5 Q .1 h 1 
span 30 R .1 
Table 4-5 Random Direction 2D 
Moving average, removed the unexpected bouncing from the approximate locations. Two factors 
were significant to decrease the error rate in the initialization of the simulation were taking the 
average of the first five points and initial points set through NetViz. Figure 4-21 shows the results 
for moving average and coarse locations, where the average error rate decreased up to 10m for 





Figure  4-21 Moving Average vs. NetViz for One Scenario 
 
Kalman Filter uses to remove the noise and give a good prediction however in the case where 
there are large Euclidean distances increasing the noise measurement R will increase the error 
between Kalman and the original positions. Figure 4-22 presents the difference in the distance 
between Kalman Filter and coarse locations in Random Direction, where the average error rate 






Figure  4-22 Kalman Filter vs. NetViz for One Scenario 
Low Pass filter still has no effects on the coarse location for Random Direction. It just increases 
the error rate with a minor change. Figure 4-23 shows the error rate between the filter and coarse 
locations, where average error rate is increased about 2m comparing to original data.  
 




Figure 4-24 represents the error rate between the entire non-anchored nodes for Random 
Direction. Moving average still gives good results unlike low pass filter and kalman Filter where 

















Coarse Location 67.469495 58.995074 54.262612
Moving Average 55.99295 50.534163 45.269192
Kalman Filter 67.432908 58.982898 54.261054


















4.5 One Direction 
 





30 8 22 
40 10 30 
50 13 37 
Table 4-6 One Directions 
 
For one direction mobility models the coarse locations shows a great results, where the error rates 
are between 15m to 25m as it is shown in Figure 4-25.  The only different between the original 
data and the approximate is the nodes are located themselves in different positions however all 
the nodes move in the same route with some jumps along the path. It is hard to apply filters to the 
approximate locations due to the movement pattern where the jumps are being made on a straight 






Figure  4-25 One Scenario for One Direction 
 
Figure 4-26 shows the results for the total number of non-anchored nodes where the results of 
each scenario are between 15 to 23m for coarse locations.   
 
 


















Moving Average vs. Kalman Filter  
As we discussed in sections 4.2, 4.3, 4.4, 4.5, we observed that Kalman filter was not efficiently 
performed due to the arbitrary movement of the node. Kalman filter and low pass filter worked 
only on one mobility model which is Random walk. Nodes in Random walk travel within a 
constant distance and time. There is no pause time hence the points are close to each other. Other 
mobility models they are moving in straight line until they reach a point to change the direction 
with no defined distance or time.     
In order to get further improvement in the results, we applied Kalman filter to the moving average 
results, where the bounces had been removed. The results give significant improvement in the 
case we apply Kalman filter on each individual node however when we calculated the total 
average for all non-anchored still the results are not promising unless we change the parameters 













4.5.1 Random Walk 2D  
We change the parameters for A and R where A is responsible for system status and R is for the 
noise measurement. The default initial values for A was taken from the implementation of 
Random Kalaman Filter process [32], where A was set to  
A= [1        0          0         0 
        0        1          0         0 
        0        0          1         0 
        0        0         0          1] 
And R= 0.1 
The filter used parameters from [32] and then adjusted them for each case by trial and error. ‘A’ 
helps to get the moving average locations to be close to the original data by changing the first 
value of the matrix. The error rate for one scenario of 40 nodes shows in Figure 4-27, where the 
error rate decreased for moving average about 3m and 7m in Kalman filter.  
      A= [14        0          0         0 
              0         1           0         0 
              0         0           1         0 
              0         0            0         1] 












Figure  4-27 Kalman Filter vs. Moving Average 
 




















4.5.2 Guess Markov  
The parameters were used in Kalman filter for Guess Markov mobility model are  
A = 
 
        A= [0.5       0          0         0 
              0         1           0         0 
              0         0           1         0 
              0         0            0         1] 
R=.006 
Figure 4-29 shows the average error for Kalman filter where it decreased about 4m from the 
moving average.    
  
 






Figure  4-30 Gauss Markov 
4.5.3 Random Way Point  
The Figure 4-31 shows one scenario of 40 nodes, where kalman filter decreased the error rate of 
moving average about 5m. The parameters were used to get these results are  
A = 
 
      A= [0.33        0          0        0 
              0         1           0          0 
              0         0           1          0 



























Figure  4-32 Random Way Point 
4.5.4 Random Direction 2d  
In order to have  good results with applying Kalman filter to moving average, we should look into 
each node movement individually. The Figure 5-34 shows the result of one scenario for 40 nodes 
where error rate of Kalman filter decreased up to 3m comparing to moving average. 
The Kalman parameters used  
      A= [0.33        0          0         0 
              0         1           0          0 
              0         0           1          0 























Figure  4-33 Kalman Filter vs. Moving Average 
 
 
























Moving Average filter was able to decrease the error rate for all the mobility models that were 
used whether the filter applies to each individual node or to the total number of non-anchored 
node. 
The initialization of the approximate locations through the visualizer and taking the average of 
the first five points were useful to drop the initial error rate significantly. Moving average gave 
the best results among others filter for the all the scenarios due to the ability in removing all the 
unexpected bouncing of approximate locations.  
Kalman filter shows good results for one mobility model which is Random Walk due to the 
node’s movement where the node moves a constant distance and time without pause time hence 
the Euclidean distances between approximate points are close. In the other hand, Kalman filter 
decreased or increased the error rate a little for other mobility models in both cases one node and 
total number of non-anchored nodes due to the large Euclidean distances between approximate 
points.  
Low pass filter gave decent results for Random Walk. It decreased the error rate for the scenario 
when it applied to one node however the error for the total number of non-anchored nodes was 
decreased with 30 and 40 nodes and increased with 50nodes. For other mobility models, the 
performance of the filter was not effective it just increased the error a slight due to large 
Euclidean distances and the filter doesn’t allow the big values to be passed.  
Applying Kalman filter on the top of moving average gave great results in the case where the 
error calculates for each individual node however the error still increased for the total number of 




Through the simulations and the experiments that were done, the results show that moving 
average was the best filters among others to improve the coarse locations. Using trial and error 
method, moving average will always decrease the error rate as long as the k is 5 and the span is 
10 or more.  
Kalman predicts the next value of data on the basis of previous value; due to large Euclidean 
distances the error is not satisfactory while moving average considers a bunch of data. 


















Conclusion and Future Works 
In the thesis, the objectives achieved were mobility prediction of the nodes and the determination 
of the topology.  For the purpose of mobility prediction, different mobility models were examined 
and contrasted. The simulation section shows the analysis of different mobility models.  For the 
localization of the network, coarse localization concept was examined which is based on OLSR 
protocol. In the determination of topology, there were two views, centralized and nodal view. 
Centralized view utilizes non-anchored nodes whose locations are calculated by the Forced 
directed algorithm. In simulations, location file was used which contains the anchor nodes 
responsible for situational awareness of the system. SAS played an important role in the 
localization since it helps in the generation of the location file in the module for the visualizer 
NS-3. The data generated from the visualizer were filtered by three filters as mentioned in the 
chapter 3. After the simulation, the best filter were found to be moving average as  it produces 
better results compared to kalman and low pass filters. In the future work, Different localization 
techniques can be tested incorporating the nodal view. Furthermore, different filters can be 









Change to NetViz Application 
Currently, the NetVis Converter works through the source topology and location data, converting 
them into NetVis format entry by entry, and outputting the results to a location where the NetVis 
visualizer can read them. The converter is supposed to output each entry in lockstep with the rate 
the visualizer consumes them because each entry is passed using the same file. However, it is 
possible for the converter to output twice, thus overwriting an entry before the visualizer can 
consume it. 
This happens because the programs have no explicit synchronization instead rely on the Sleep 
function to provide an exact delay so that proper ordering of their operations is maintained. 
However, the Sleep function is fundamentally approximate, and defers to the OS scheduler as to 
when the thread should run again. This issue is exacerbated by the visualizer’s use of threads with 
higher priority than those which perform the consumption of entries, which will pre-empt the 
consumption thread and defer its execution. This situation creates a race condition that leads to 
data loss. 
To resolve this, the NetVis Converter has itself been converted to a preprocessor. A counter is 
used to suffix each output file from the converter. This provides an ordering that the NetVis 
visualizer can to consume the entries in the correct sequence without race conditions. 
Additional modifications have been made to ensure the converter outputs a complete data set in 
the first entry files as initial positions, regardless of node markings (Anchor Nodes). 
NetVis Converter. 




1. Every time a topology or location file is to be output, a counter is used as a suffix on the 
file extension. 
a. Added an integer _fileCounter to the ConverterThread class (ConverterThread.java:41) 
b. Added concatenation of the _fileCounter to the topology file name 
(ConverterThread.java:144) 
c. Increment _fileCounter (ConverterThread.java:173) 
d. Added concatenation of the _fileCounter to the partition data file name 
(ConverterThread.java:362) 
e. Added concatenation of the _fileCounter to the full data file name 
(ConverterThread.java:393) 
f. Increment _fileCounter (ConverterThread.java:420) 
2. Sleeping at any time or showing animations are unnecessary 
a. Commented out the Sleep function (ConverterThread.java:176) 
b. Commented out the Sleep function and related branch structures 
(ConverterThread.java:195-197) 
c. Commented out unnecessary catch statement relating to sleep 
(ConverterThread.java:251) 
d. Commented out the Sleep function (ConverterThread.java:423) 





f. Commented out unnecessary catch statement relating to sleep 
(ConverterThread.java:560) 
3. The converter should terminate when finished processing the data, rather than repeating. 
a. Call the shutdown function after processing (ConverterThread.java:565) 
b. Added a JOB_FINISHED event (ThreadEvent.java:29) 
c. Add check to make sure we don’t shutdown if we’re already shutdown 
(ConverterThread.java:573) 
d. Emit the JOB_FINISHED event on thread shutdown (ConverterThread.java:576) 
e. Add a job counter to the Converter class (Converter.java:43) 
f. Initialize the job counter to 0 (Converter.java:64) 
g. Set the job counter to 2 for the topology and location processing jobs 
(Converter.java:147) 
h. Create a handler for the JOB_FINISHED event, decrement the job counter, emit the 
CV_systemOff event when the job count goes to 0 (Converter.java:166-173) 
4. The first set of partition data should be a complete set for initialization purposes. 
a. The output statements have been moved out of the else body of the preceding branch 
statement, so that they will run even when the node hasn’t been seen yet. (Converter.java:535-
549) 
b. An extra clause is added to the if statement that filters the values added to the partition 






1. Every time a new topology file is to be read, a file counter is incremented. The file path is 
determined by the counter value. This process stops with the last file in the sequence. 
a. Added an integer _fileCounter to the CanvasThread class (CanvasThread.java:52) 
b. Added a boolean _allFilesRead to the CanvasThread class (CanvasThread.java:53) 
c. Initialize _fileCounter to 0 (CanvasThread.java:65) 
d. Initialize _allFilesRead to false (CanvasThread.java:66) 
e. Concatenate _fileCounter to the node topology path (CanvasThread.java:248) 
f. Concatenate _fileCounter to the node file path (CanvasThread.java:256) 
g. Concatenate _fileCounter to the node topology path (CanvasThread.java:821) 
h. Once there are no more files, set _allFilesRead to true and revert to the last file 
(CanvasThread.java:823-828) 
i. Concatenate _fileCounter to the node file path (CanvasThread.java:1007) 
j. Once there are no more files, set _allFilesRead to true and revert to the last file 
(CanvasThread.java:1008-1014) 
k. If more files remain, increment _fileCounter (CanvasThread.java:1050-1051) 
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