Sentiment analysis has attracted extensive attention in recent years. Existing work mainly focuses on sentiment classification task in which a text or sentence usually contains sentiment word to express subjective feeling. However, little research is proposed for identifying implicit polarity of a text. Here, implicit polarity of a text means that the text does not contain sentiment words but still express a positive or negative sentiment. To address this issue, we propose an attention-based neural network model to identify implicit polarity of events. In particular, the model first learns the sentence representation by recurrent neural network with gated recurrent unit. Then multiple hops attention mechanism is used for capturing multiple aspects closely related to sentiment polarity and the event type. Experimental results on SemEval 2015 dataset show the effectiveness of the proposed model, outperforming the previous systems and strong neural baselines.
I. INTRODUCTION
Sentiment classification, which aims to classify the sentiment polarity of a text as positive, neutral or negative, has become a heated topic in NLP (Natural Language Processing). There are a large number of methods proposed for the task [1] - [8] , achieving competitive performances. These work mainly focuses on explicit sentiment classification task in which a text usually contains sentiment words associated with sentiment orientations. However, little research is proposed for identifying implicit polarity of a text. Here, implicit polarity of a text means that the text does not contain sentiment words but still express a positive or negative sentiment. Several examples are listed as follows: S1: I find a nice reading place in Daan Park. S2: I ate a bad McRib this week. S3: In within a month, a valley formed in the middle of the mattress. S4: I bought the toy yesterday and I have already thrown it into the trash can.
The associate editor coordinating the review of this article and approving it for publication was Fatih Emre Boran.
Based on examples S1 and S2, we can know that the polarities of two sentences are easily classified as positive and negative by the sentiment words ''nice'' and ''bad'', respectively. However, there are no sentiment words or phrases for the examples S3 and S4. Actually, there are a large number of sentences and texts that only state the fact, but contain certain event with emotional orientation. Identifying implicit polarity of a text is one of the key aspects of sentiment analysis, and little work is proposed for this task. There are a lot of methods proposed for explicit sentiment classification [9] - [11] . However, directly using these methods fail to obtain satisfactory performance for identifying implicit polarity of a text.
One challenge of identifying implicit polarity is the lack of publicly available dataset. To overcome this limitation, the effort has been done in SemEval 2015 task 9, which proposes a public dataset (named CLIPEval) for identifying implicit polarity of events. Some systems are submitted for this task, giving some preliminary results. However, these systems have two main issues. One is these systems use traditional statistical models, relying on domain knowledge and requiring a large number of hand-designed features. The second is that these models with discrete features have poor generalization ability, which fails to achieve competitive performance for the task.
Given these shortcomings, we investigate whether the neural network model is a valid alternative. The first advantage of neural network model is that neural models use dense hidden layers for automatic feature combinations, which can capture complex global semantic information that is difficult to express using traditional discrete features. The second advantage of the neural network model is neural models take the embedding as input, which can be automatically trained from a large-scale raw text, alleviating the sparsity of annotated data to some extent. This can be useful in addressing the limitation of traditional discrete models mentioned above.
Some studies used attention mechanism in the neural model for sentiment analysis [11] - [13] . The advantage of attention mechanism is that it can capture important words closely related to the predicted label. In this paper, we empirically explore a multiple hops attention-based neural network model for identifying implicit polarity of events on CLIPEval dataset. 1 Different from previous attention mechanism which provides a weight vector to focus on a certain aspect of the sentence, the multiple hops attention mechanism generates an attention matrix can capture multiple aspects of the sentence. Implicit polarity needs to be analyzed in combination with various aspects. For the above example, S3 expected the model could capture multiple aspects of the sentence such as ''within a month'', ''valley formed'', ''middle of the mattress'' because single aspect ''valley formed'' may be neutral. Specifically, our model first takes the sentence and event as the input and learns the sequence representation by a recurrent neural network with the gated recurrent unit. Then multiple hops attention mechanism is used for capturing multiple aspects related to the sentiment polarity and the event type. Experimental results on CLIPEval dataset show the proposed model achieves competitive results, outperforming the previous systems and strong neural baselines. To our the knowledge, we are the first work which explores multiple hops attention-based neural network model for identifying implicit polarity of events.
II. RELATED WORK
Sentiment classification has received a lot of research interests in recent years. Previous work can mainly be divided into two categories: lexicon-based approaches and machine learning methods.
Lexicon-based approaches aim to construct a sentiment lexicon associated with opinion word, then exploit linguistic rules to sum of scores of the terms to decide the sentiment polarity of a sentence. In recent years, researchers have designed various lexicon-based algorithms for sentiment classification task [14] , [15] . However, there exist two limitations. First, it needs to build sentiment lexicon and rules, relying on domain knowledge. Second, it is not effective for some texts in which do not contain sentiment words. 1 http://alt.qcri.org/semeval2015/task9/ For the example S3 and S4, no sentiment words are present in two sentences.
Machine learning models learn a classifier by integrating various hand-designed features with domain knowledge. Many machine learning methods have been proposed for sentiment classification task [16] - [18] . For example, Pang and Lee proposed to classify movie reviews into two classes (positive and negative) by using SVM (Support Vector Machine) and NB (Naive Bayes) with uni-grams features [16] . Later, Mitchell and Aguilar explored CRF (Conditional Random Field) model with linguistically-informed features for open domain sentiment analysis task [19] . These methods have achieved competitive performance for the task. However, these models largely depend on the quality of the feature engineering, which is time-consuming and requires a lot of human efforts.
Recently, neural network models have been exploited to learn dense feature representation for a variety of NLP tasks. Instead of designing hand-crafted features, neural network models only take word embedding as input, which can learn to induce features automatically. The most commonly models contain CNN (Convolutional Neural Networks) [20] , LSTM (Long Short-Term Memory networks) [21] , and RNN (Recurrent Neural Networks) [22] . For example, Tang et al. proposed sentiment-specific word embeddings for twitter sentiment classification [23] . Later, Ren and Wang developed a neural network model which could learn word embeddings by incorporating topic information [3] , achieving the current best performance for Twitter sentiment classification task. To further improve the performance, some studies used attention mechanism in the neural model for various tasks, including question answering [24] , text classification [25] and parsing [26] . For example, Ling et al. proposed an attention model to find the contextual words which are relevant to each prediction [27] .
Existing work for sentiment classification is mainly focused on explicit sentiment classification in which a text usually contains sentiment words. Some work is proposed for implicit sentiment analysis [28] - [30] . The annotation schemes in [28] proposed to detect both explicit expression and implicit polarity of factual information. Chen extracted implicit aspect from Chinese hotel reviews and assigned implicit polarity label relates to the aspect [30] . Kauter, Desmet, and Hoste proposed the lexical-based and machine learning approach to describe a new fine-grained sentiment annotation scheme to identify implicit and explicit expressions on the finance domain [31] . Schouten and Frasincar utilized the labeled implicit features and notional words to build co-occurrence matrix and the implicit feature gain highest co-occurrence score with the notional words is determined as the implicit feature in the sentence [32] . Different from the above work, we explore empirically the task of identifying implicit polarity of events by using multiple hops attention-based neural network model. Experimental results show the effectiveness of the proposed model. 
III. METHODS
The task of identifying implicit polarity of events can be formulated as a classification problem. The proposed model (ATTE) is shown in Figure 1 , which contains a word representation layer, a recurrent layer, an attention mechanism layer, and a multilayer perceptron layer.
A. WORD REPRESENTATION LAYER
. . , w j , . . . , w l ) and E i = (t 1 , t 2 , . . . , t j , . . . , t m ) are the ith sentence and event sequence pair-wise, and y i is its corresponding label. l and m are the length of S i and E i . More specifically, each word in the sentence and the event first is projected into a real-valued vector space R |V |×d , also called as word embedding, where |V | is the vocabulary size and d is the dimension of word embedding. The output representation of word representation layer is word vectors of sentence and event, the dimension of the output vectors is (l + m) * d. After this word embedding, we obtain the final event vector by averaging the word vectors the event contains. Then concatenation of the final event vector to each word vector of the sentence as the input of the recurrent layer. We indicate it as (ew 1 , ew 2 , . . . , ew j , . . . , ew l ). Here, ew j ∈ R 2d .
B. RECURRENT LAYER
We use a GRU (Gated Recurrent Unit) to build our recurrent layer, which can recurrently encode a sentence [33] . Compared with LSTM, GRU synthesizes the forget gate and input gate as a single upgrade gate, and mixes cell state to keep fewer parameters. For each time step t, GRU computes current hidden state h t with input ew t and previous state h t−1 . Specifically, h t is computed as follows:
where Here, r t controls how much of past state carry over to the current hidden state to remember long-term information, and z t allows the model to drop the information that is irrelevant in the future. Instead of reading a sequence from the first token to the last one, as shown in Figure 1 , the sequence is processed in chronological order and reverse order, respectively. Intuitively, a word is not only semantically related to the preceding words but also the following words, this idea has been successfully used in various tasks such as speech recognition [34] and machine translation [35] . Bi-GRU layer uses the concatenated value of − → h t and ← − h t by chronological order and reverse order as the final hidden state h t for ew t . We denote the number of neural units of one-way GRU as h u , then Bi-GRU layer transforms embedding vectors (ew 1 , ew 2 , . . . ., ew l ) to a sequence of hidden states
C. ATTENTION MECHANISM LAYER
To capture the important words closely related to implicit polarity and the event type, we add the multiple hops attention mechanism on the top of the recurrent layer. Generally, the traditional attention mechanism provides a weight vector for the hidden states H , usually focuses on relevant words and phrases for a certain aspect. Instead of squashing all the information into a 1-dimension vector, we use multiple hops attention mechanism to generate an attention matrix, which allows capturing multiple aspects of the sentence. The attention matrix A over a sentence is computed as:
where K ∈ R k row × 2h u and Q ∈ R r× k row are parameters given by random initialization and k row is a hyper-parameter. Each row of the attention matrix A ∈ R r× l can be viewed as a weight vector focuses on a specific aspect on the sentence. In this paper, we use A with r rows to make the multiple hops attention mechanism focuses on r aspects on the same sentence.
D. MULTILAYER PERCEPTRON LAYER
Multilayer Perceptron layer consists of a full-connected layer and a softmax layer. We use the matmul product (A and H ) to obtain the sentence representation, which is taken as the input of a fully connected layer before a final softmax layer. Then, the model predicts the most likely class Y pred :
where P c is the probability distribution of three classes. W full ∈ R h full ×2rh u , W out ∈ R 3×h full are weight matrices. b full and b out are bias vectors.
E. OBJECTIVE FUNCTION
Cross-entropy loss is used as the loss function. Meanwhile, we integrate a penalization regularization term into the network framework to minimize cost function at training stage. This makes the model giving high loss when two rows of A have a similar value in the same location, which encourages two rows of A have different distribution for capturing different aspect of the sentence. The final objective function is given:
where C = [positive, negative, neutral]. |C| is the number of the polarity type. q i denotes the true label, represented by onehot vector, p i ∈ R |C| is the predicted probability for each class. λ is penalization regularization coefficient. · stands for Frobenius norm of a matrix. We use backpropagation to calculate the gradients of all parameters.
IV. EXPERIMENTAL SETTINGS
In this section, we first describe the dataset. Then, we introduce the evaluation scheme to measure the experimental results of different models. Finally, we present the baseline models and show the model parameters.
A. DATASET
We conduct experiments on CLIPEval dataset, which is publicly available on the SemEval 2015 shared task. The task is based on a set of events are manually collected and analyzed by the psychology professionals in which human express opinions and feelings as pleasant or unpleasant from the perspective of linguistics and psychology [36] , [37] . Russo, Caselli, and Strapparava manually filtered and annotated events to 8 classes [38] . Then, the event instance wrote in the first person was extracted from English Gigaword corpus [39] and annotated as positive, negative or neutral event accordingly, where positive (negative) means this event described by the author expresses a pleasant (unpleasant) state, the neutral means the sentence containing self-reporting event whose occurrence factuality signal is uncertainty or improbability. Finally, the dataset consists of 1, 651 sentences, containing 1, 280 sentences for training and 371 for testing. Statistical information of dataset is shown in Table 1 .
B. EVALUATION
To evaluate the performance of different systems on CLIPEval dataset, we use precision, recall, and F1 score as evaluation metrics. The definition of precision, recall, and VOLUME 7, 2019 F1 score are described as follows:
where c i ∈ C denotes the class label, TP c i denotes the number of samples correctly predicted as c i . FP c i calculates the number of samples incorrectly predictd into c i class. On the contrary, FN c i calculates the number of samples which the true label are c i , but the predicted label predicted by the model are not c i . Note that precision and recall evaluate the probability of each class that the correctly predicted as c i in all samples predicted as c i and correctly predicted as c i in all samples of the true label as c i . F1 score is the harmonic mean of precision and recall. We invoke method classification_report from sklearn to calculate them.
C. BASELINES
To show the effectiveness of our proposed model, we use the following algorithms as baselines.
• Discrete models: We use NB (Naive Bayes), SVM (Support Vector Machine), LR (Logistic Regression) models with uni-gram, bi-gram, and tri-gram features for the task, respectively.
• CNN: CNN employs a convolutional layer followed by a max-pooling layer, a fully connected layer, and an output layer.
• RNN: RNN doesn't depend on the window size compared to CNN. We use Relu activation in the fully connected layer.
• LSTM/Bi-LSTM: We employs LSTM (Long Short-Term Memory) and the bi-directional variant to capture sequential information.
• Bi-GRU: Compared to Bi-LSTM, Bi-GRU synthesizes the forget gate and input gate as a single upgrade gate, and mixes cell state so that the model keeps fewer parameters.
• TRA-LSTM: Combine the sentence and the target (event in our data) as the input to the word embedding layer, followed by an LSTM layer, an attention mechanism on the top of LSTM layer, and a full-connected layer [40] .
• SE-ATT: Combine the sentence and the event as the input to the word embedding layer. In this case, view the event as the last word of the sentence, followed by a Bi-GRU layer, an multiple hops attention mechanism and a full-connected layer. 
D. PARAMETERS
We implement our model based on pytorch. The word embeddings are initialized by pre-trained Elmo word vectors. We evaluate the performance of the model on the dev dataset to obtain the final model hyper-parameters. We randomly split the training set into train dataset(90%), dev dataset(10%).
E. PARAMETER SENSITIVITY STUDIES
To show the robustness of our model, we use the dev dataset to investigate parameter sensitivity. Here, we investigate the hops of attention matrix (r) and the dimension of the Elmo (d). Experimental results are shown in Figure 2 and Table 2 .
For r, we can see that the performance varies according to the different value in Figure 2 . When r is set as 10, the model can achieve the best performance. For the dimension of Elmo, based on Table 3 . Table 3 shows the values of hyper-parameters in our model. In the network structure, d, h u , and h full denote the dimension of word vector, the hidden state vector in Bi-GRU layer, and the hidden vector in the full-connected layer, respectively. k row denotes the hyper-parameters of K to compute A. For training, α drop denotes the dropout [42] rate on the full-collected layer which is applied to avoid overfitting, α denotes the learning rate of Adam optimizer [43] . 
V. RESULTS

A. EXPERIMENTAL RESULTS
Based on CLIPEval dataset, the experimental results of different models are shown in Table 4 . Here, Att represents the multiple hops attention mechanism. SIGMA2320 and SHELLFBK are the systems submitted for SemEval 2015 task 9 [44] . We use the public available pre-trained Glove 3 and Elmo word embedding for experiments. We can see that the discrete model SVM with n-grams features achieves 61.09% precision, 60.38% recall, and 60.23% F1 score, respectively. The discrete model NB with same features achieves 61.52% F1 score. The model LR with n-grams features achieves the best performance (64.08% F1 score) in all discrete models. The above analysis shows the effectiveness of discrete model LR for this task.
In all neural models, CNN achieves 68.53% F1 score, and LSTM achieves similar performance (68.49% F1 score), significantly outperforming the discrete models (SVM, NB, and LR). This shows that the neural models can capture complex semantic information that is difficult to express using traditional discrete manual features. However, RNN does not give a better result, and the main reason is vanishing gradients in its training. By the bi-directional extension, the 3 https://nlp.stanford.edu/projects/glove/ performance can be further increased. We compare our model with two models involving the implicit sentiment, which are asterisked. TRA-LSTM add target (event in our data) as the first word of the sentence and use a traditional attention mechanism on the top of an LSTM layer [40] , achieves 70.56% F1 score. Our ATTE(Glove)) model can achieve 73.05% F1 score proves multiple hops attention mechanism is superior to traditional attention mechanism to identify implicit polarity of event. Compared with Bi-LSTM(Glove) model use Glove word embedding, ELMO-BILSTM uses pre-trained Elmo word embedding [41] with an improvement of 3.66% F1 score. However, our ATTE(Glove) model still obtain better performance than ELMO-BILSTM. We also carry out SE-ATT using the final event vectors as the input of the recurrent layer in addition to sentence word vectors. In this case, view the event as the last word of the sentence(72.61% F1 score). Further, concatenation of the final event vector to each word vector of the sentence as the input of the recurrent layer, the result achieves 74.28%. That all prove our ATTE model outperforming the previous systems (SIGMA2320 and SHELLFBK) and strong baselines in SemEval 2015 task. This shows the effectiveness of the proposed model.
B. ATTENTION VISUALIZATION
We visualize the attention weights of each word for a better understanding of this mechanism. We find that our model can capture the keywords to identify implicit polarity associated with the event type. To clarify this, five correctly predicted sentences are shown in Figure 3 .
We can know that some keywords closely related to event and polarity receive more attention. For the first sentence, the model gives high weight on the word ''under'' and ''control'', which imply a positive polarity. The model also gives high weight on the word ''disease'', which indicates the event type (FEAR OF)_PHYSICAL_PAIN. Similarly, ''bike'' and ''ride'' in sentence 2 are closely related to the event OUT-DOOR_ACTIVITY. For sentence 3 and 4, ''jail'' and ''borrow'' can be associated with the event LEGAL_ISSUE and MONEY_ISSUE, respectively. Although these two sentences do not contain sentiment words, some words such as ''jail'' and ''fare'' show the important clues for predicting the polarity of the corresponding event. Similarly, ''went'', ''museums'', and ''city'' give important clues in sentence 5. The above visualization shows the effectiveness of the proposed attention-based neural model, which has a strong ability to capture important clues to identify implicit polarity of events.
C. CASE STUDY
To further show the effectiveness of our proposed model, a case study is presented based on three examples by comparing LR, LSTM, and our proposed model ATTE, which is shown in Table 5 .
√ and × denote the implicit polarity can be correctly predicted and cannot be correctly predicted, respectively. For the first example, all models can give correct predictions, the main reason is that the word of ''horrible'' and ''violent'' carry strong sentiment signals which are easily captured by the discrete model (LR) and neural models (LSTM and ATTE).
For the second example, LR fails to give the correct result, but LSTM and ATTE achieve correct predictions. The possible reason is that this sentence lacks some obvious cue words, which can be captured by discrete features. However, the neural model can capture the key information by learning the semantic features from a large amount of raw text. This shows the effectiveness of neural models.
For the third example, our model successfully predicts the polarity, but LR and LSTM fail to give correct results. The main reason is that this example involves an implicit expression of feelings. This type of implicit feature can not be captured by the discrete model. Note that LSTM only encodes all information into a vector, and the model holds that each word of a sentence is equally important, which is not effective for identifying implicit polarity of events. However, our model with multiple hops attention mechanism can give high weights for diversity aspect related to sentiment polarity and the event type. The above analysis shows the effectiveness of the proposed model for the task.
D. ERRORS ANALYSIS
We show error analysis by observing wrongly predicted examples. The errors can be mainly classified into three types.
First, the neutral category is easily misclassified. For the example ''They chucked me out of the hotel and I thought I might be chucked in jail''. Maybe because of the word ''jail'', the model is classify it into negative polarity. However, the correct label is neutral. We think the model can give correct prediction by integrating the information from syntactic parser.
Second, some wrongly predicted examples involve negation. The negation is also inherently a challenging task in the field of explicit sentiment classification. For the task of identifying implicit polarity of events, some examples contain multiple negations or various negative expressions, which lead to the wrong prediction in our model.
Third, the proposed model may give wrong results in dealing with extremely complex sentences which contain multiple events. For the example ''This is going to be a magic gathering, better than 25 years ago because today we got all the technology for a first class concert''. Our model predicts the positive polarity. In fact, it is neutral. Based on attention weights, we can know that our model gives higher weight on the words ''got'' and ''concert''. This will mislead the model to focus on other events so that the model gives the wrong results.
VI. CONCLUSION
We empirically explored a multiple hops attention-based neural network model for identifying implicit polarity of events based on CLIPEval dataset in SemEval 2015. An RNN model with gated recurrent unit was used to learn the sentence representation of each sentence, and multiple hops attention mechanism was used to capture diversity aspects closely related to sentiment polarity and the event type. Empirical studies demonstrated that our model could outperform the previous systems and baselines.
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