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I. INTRODUCTION 
The transient behavior of many important physical systems may be 
represented by an appropriate system of ordinary differential equations. 
It is often necessary to use nonlinear equations in order to obtain a suffi- 
ciently realistic model. Examples of such systems are those which involve 
chemical reactions and certain kinds of control schemes. Depending on 
the purpose of the investigation, one may wish to obtain different kinds 
of information about the behavior of the system of equations. For example, 
in certain cases knowledge that the system is stable may be all that is 
required, or in addition, one may want to estimate the rate at which 
solutions decay or grow with time. In many cases the complete time- 
dependent solution, starting with specified initial conditions, is required. 
For most nonlinear systems, and many linear systems, the only practical 
method of achieving this is by the use of an approximating finite dif- 
ference scheme which is solved with the aid of a high speed computer. 
However, even this method will not work unless a stable finite dif- 
ference scheme is used. The accumulated effect of truncation error and 
roundoff will eventually mask the desired solution if an unstable scheme 
is used, particularly for those cases where one is interested in the approach 
to equilibrium of a stable system [a] for large values of time. 
The results presented in this paper should be useful in obtaining the 
various kinds of information mentioned above for rather general linear 
or nonlinear systems of ordinary differential equations. The results 
given here may also be applicable to those partial differential equations 
which can be approximated by an initial value problem for a system of 
ordinary differential equations. The material in Section V gives an 
exponential bound on the rate of decay or growth of the norm of the 
solution to the system of equations for a finite or infinite time interval. 
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This bound is given in terms of the norms of the initial value and source 
term, and is determined by the minimum eigenvalue of B + BT, where 
B is the Jacobian matrix of the right-hand side of the system of equations. 
Certain finite difference equations which approximate the original 
system of differential equations are considered in Sections IV and VI. It is 
shown that by the use of the appropriate implicit finite difference scheme, 
a stable finite difference solution is obtained for every choice of the time 
step length, At. This is in contrast to the situation existing for standard 
explicit methods (such as Runge-Kutta or Adams-Moulton), which 
become unstable if the time step is chosen larger than a certain stability 
limit. The stability of the implicit scheme is demonstrated by showing 
that the solution at any step is given in terms of the solution at the 
previous step multiplied by a matrix whose norm never exceeds one, 
for every choice of time step. The practical significance of this scheme 
is that the step length may be determined by truncation error alone 
rather than by stability requirements. This permits one to use relatively 
large time steps in computing the approach to equilibrium of a stable 
system. The convergence of the finite difference approximation to the 
solution of the original system as dt --, 0 is shown in Section VII. These 
results have been summarized in two previously published abstracts 
[12, 131. 
A more detailed outline of the results in this paper will now be given. 
In Section II we define the system of N linear or nonlinear differential 
equations by means of (2.1), and in vector notation by (2.2). The required 
Jacobian matrix B(xi, t) is defined by (2.5), and (2.4) shows how it is 
used throughout the remainder of the paper to linearize f(x, t) in terms 
of f(0, t). Systems for which f(c, t) = 0, for some constant vector c, 
can be put in the homogeneous form (2.7). Stability analysis of such a 
system is concerned with the behavior of the system following perturba- 
tion of z away from the z = 0 trivial solution. According to the usual 
definition of stability [2], the system is stable if there exists a p > 0, 
such that for every z(0) with l(z(0) )I < p, we have Ilz(t)\l < Kp for t > 0 
and some constant K. 
The basic system of finite difference equations is given by (2.8). This 
is an implicit scheme for any 8 # 0, since the unknown vector yi+i 
then appears on the right-hand side in the term fiti. We are however 
only concerned here with the implicit scheme for the range 3 < 0 < 1, 
for which (2.8) may be stable independently of dt. 
As discussed in Section III, the Euclidean vector norm and cor- 
responding matrix norm are used exclusively. This is primarily a matter 
of convenience since simular results can be obtained using other norms. 
Two results which are basic to what follows are given by Theorems 1 
and 2. Theorem 1 shows that a certain function of the matrix B has 
norm not greater than one, provided B + B’ is positive semidefinite. 
A matrix function of this kind is used to multiply the solution at the ith 
step in an implicit finite difference scheme in order to give the cor- 
responding solution at the next step. In Theorem 2 this fact is used to 
get a bound on the solution to the linear finite difference equation (3.13) 
in terms of the initial vector and the source term, 
In Section IV a similar bound is obtained for the solution of the 
nonlinear system of finite difference equations (2.8), for any fixed time 
interval 0 < t < T. The bound (4.7) is independent of At, where At == TiFs, 
Tb= 1,2,..., and applies for 4 < 19 < 1, if [B(ui, t) + BT(ui, t)] is 
positive semidefinite for 0 < t < T, and a suitably restricted range 
on I]u'II. The existence, uniqueness and bound for the solution is given 
in Theorem 4. It should be noted that for f(0, t) = 0, we have the bound 
Ilyill < IIxOll, independent of T and At. The finite difference scheme is 
therefore stable for every At > 0, since it satisfies the stability condition 
mentioned above for any system in the form (2.7). The stability of an 
explicit finite difference approximation to a single linear differential 
equation for a sufficiently small time step is discussed by Hildebrand [B~I, 
and references given to a number of papers on stability. A more recent 
paper by Dahlquist [B] considers stability and convergence of both 
explicit and implicit schemes for a nonlinear equation. He investigates 
stability only for the case where the finite difference step length approaches 
zero. He also states without proof that certain of his results apply to 
systems of differential equations. A different implicit scheme from that 
considered here has been proposed by Douglas, which he has shown to 
be stable for any step length for a system of linear differential equations 
with constant coefficients such that B is positive definite [7]. 
The behavior of the solution to the original system of linear or non- 
linear differential equations is investigated in Section V. The existence 
of a unique solution satisfying an exponential bound is shown for a 
number of hypotheses. The simplest nonlinear case considered (Lemma 5) 
is that where the matrix [B(ui, t) + BT(ui, t)] is positive semidefinite 
for all uL restricted in norm by (5.1), and 0 < t < T. The conclusion 
is the bound (5.2) on J ix(t)1 1, which g ives the result explicitly in terms of 
llxOl/ and the source term ijf(O, t)I/, without the need for any arbitrary 
constants. For comparison with related stability results, in particular, 
those based on the construction of a Lyapunov function [l, lo] and those 
given by Bellman [2] and Cesari [4], it is convenient to consider the 
homogeneous case where f(0, t) = 0. Then as previously summarized 
[12], Lemma 5 gives the result 11x(t) // < llx,,l for all t > 0, provided 
[B(ui, t) + BT(ui, t)], is positive semidefinite for linll < j/xc,1 and t > 0. 
It should be emphasized that this simple bound applies for any t > 0, 
and not only as t + 00. This should be compared with the asymptotic 
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stability of x = 0 which is obtained when a Lyapunov function can be 
found [l]. As illustrated by the constant coefficient linear example 
at the end of Section V, a solution may be asymptotically stable and still 
have a norm greater than any specified value at a finite time t = t, > 0. 
It has been shown by Krasovskii [ll], that a Lyapunov function can be 
obtained for the case where f(x, t) = f(x) and f(0) = 0, provided that 
,B(x) + Br(x)] is positive definite for / jx// < p, p > 0. The desired 
Lyapunov function is then given by V(x) = fr(x)f(x). 
The main result of Section V is given by Theorem 5. The minimum 
eigenvalue of 4 [B(ui, t) + BT(ui, t)] for llull < p and 0 < t < T, is 
denoted by /I [p] and is defined by (5.8). The maximum root h, of the 
equation (5.12) is then obtained using il[p]. A bound on llx(t)ll in terms 
of /JxoJJ, /jf(O, t)Jj, and 1, is then given by (5.13) and (5.9). The method 
by which 1, is determined ensures that for x(t) satisfying (5.13), the 
minimum eigenvalue of $[B + Br] is never less than k. If we again 
consider the homogeneous system by setting f(0, t) = 0, we obtain the 
exponential bound 1 (x(t) / 1 < I [x0/ e- “ml. Thus L, > 0 requires that /lx(t) 11 
decay exponentially, while A,,, < 0 implies that /Ix(t) I/ may grow expo- 
nentially. A corollary to Theorem 5 shows exponential decay for the 
infinite time interval when 1, > 0. 
A nonlinear example with N = 2, is given to illustrate the determina- 
tion of A,,$. For the example chosen we have 1, > 0, so that the solution 
decays exponentially. The bound obtained holds for all values of the 
parameter CU, illustrating the fact that in general the bound given by (5.13) 
holds over the permitted range of variation for any parameters which 
appear in the original system (2.2). This will be the case if we determine 
il [p] by a minimization over the permitted range of the parameters 
(t being one such parameter) as well as the vector II and the coefficients yi. 
It is useful from both a conceptual and computational point of view 
to consider the determination of n [p] as a particular type of nonlinear 
programming problem. This is discussed in the Appendix, where it is 
shown that the determination of il [p] can be formulated as the minimiza- 
tion of the variable 1 in a Euclidean space of 2N + Y + 1 dimensions, 
where v is the number of parameters. The 2N + v + 1 variables are 
constrained by two nonlinear equations and a set of simple inequalities 
which are just upper and lower bounds on 2N -t v of the variables. A 
practical computational method for the solution of this problem is 
available 1141. 
The simpler case of a general linear system of equations is considered 
in the corollary at the end of Section V. The system is defined by (5.20), 
and the bound (5.21) is given in terms of the minimum eigenvalue A(,?) 
of +[B(t) + Br(t)]. It appears unlikely that a simple necessary and 
sufficient condition on B(t) can be found for asymptotic stability of the 
solutions to (5.20). For example, one might consider the condition that 
the real part of every eigenvalue of B(t) be positive for all t 3 0. ‘l% 
second example (linear, variable coefficient) given at the end of Section \‘ 
is a counterexample to this condition. The eigenvalues of B(1) are both 
real and positive constants, while the solution grows csponentiall!,. 
Sufficient conditions on B(t) for asymptotic stability have been considered 
in detail [2, 41. iz sufficient condition for asymptotic stability given 
by the corollary is L(t) > 0 for all t > t,,, where t, > 0. Furthermore, 
as mentioned above in connection with the bound (5.13), the bound (5.11) 
gives information about the solution for small values of t as well as for 
t ---f 00. It should be remarked, however, that this condition on n(t) 
cannot be necessary for asymptotic stability. This can be seen by con- 
sidering the constant coefficient case with positive real parts for every 
eigenvalue of B. Such a system is stable, but B + R* may be negative 
definite. An interesting remark in this connection is that by considering 
the stability of the related constant coefficient linear system it can be 
shown that for any real matrix B, [B + BT] positive semidefinite implies 
non-negative real parts for the eigenvalues of B. 
In Section VI we extend the results of Section IV and consider the 
solution of an appropriate finite difference approximation when the value 
of 1, is not necessarily zero. We first consider (Theorem 6) the case 
1, > 0, and obtain the bound (6.1) for the solution yk of (2.8) with 
4 < 19 < 1, in the finite time interval 0 ,< t < T. If L,> 0, and f(0, t) 
is bounded for t > 0, it follows (corollary) that yk is bounded for all 
t > 0, as given by (6.3). It also follows from (6.3) that ilykjj ---f 0 as 
k + co if f(0, t) = 0 for t > to, where t, > 0. 
If the minimum eigenvalue of B + BT is negative the difference 
equation (2.8) may not be stable except for an impracticably small step 
length. This difficulty can be overcome by the use of the difference 
equation (6.4) with a suitable choice of 1 < 0. The choice of 1 is discussed 
following Theorem 7. A bound on the solution to (6.4) is given by (6.6). 
In the final section the convergence of the finite difference approxima- 
tion to the solution of the original system (2.2) is shown. The error in 
the finite difference solution yi is defined as x(idt) - yI, where x(t) 
is the true solution of (2.2). A bound on the error which holds for every 
i and At, is given by (7.7) in Theorem 8. This bound shows that for 
4 < 0 < 1, the error goes to zero as dt, while for the choice 19 = 4, the 
error goes to zero as (dt)2. 
II. SYSTEM OF DIFFERENTIAL AND DIFFERENCE EQUATIONS 
The following general linear or nonlinear system of ordinary dif- 
ferential equations will be considered 
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axi 
dt- - - fi(x,, x2,. . . , XN, t)> i = 1,2,. . . N. (2.1) 
It is convenient to write this in vector notation as 
dX 
-= 
at 
- f(x, 4 (2.2) 
where x = {x1, x2,. . . , xN} and f = {fr, fz,. . . , f,v} are column vectors. 
The initial conditions specified are x(0) = x0. It will be assumed, where 
necessary, that the fi(x, t) possess continuous second partial derivatives 
with respect to the xi and t. 
It follows from the mean value theorem that for each function 
fi(x, t), i = 1, 3,. . ., N, we have 
.\ 
fj(X, t) = fi(0, t) -+ &Iy -1 Xi o< y,< I., (2.3) 
i=l 1 
Combining these into one relation, we obtain 
f(x, t) = f(0, t) + B(xi, t)x (2.4) 
where B(xi, t) is the N x N Jacobian matrix of first partial derivatives 
of f(x, t), with each row evaluated at an intermediate value xi = yi x, 
O< yi< 1. Thus, 
B(xi, t)Es afi(ri x, t) i 1 ax, = (Bij). 
In what follows we will say that B(xi, t) has a certain property for all 
jlxill < p. By th’ is we will mean that B(xi, t) has this property for every 
set of N vectors, xi = yj x such that j/xl/ = p and 0 < yi< 1, 
i= l,2,..., N. It should be remarked that it is usually not possible to 
evaluate the matrix B(xi, t) explicitly since the values of the yi are not 
known in general. The system (2.2) can now be written 
dx 
dt= 
- &xi, t)x - f(0, t). (2.6) 
Suppose that for some constant vector c, we have f(c, t) = 0. The 
substitution z = x - c, will then eliminate the source term in (2.6) and 
lead to a system of the form 
dz 
- 
dt 
= - f(c + z, 1) = - B(c + zi, t)z, z” = yjz, 0 <: yj < 1. (2.7) 
3iti ROSliN 
A finite difference approximation to (2.2) can no\2 be discussetl. 
An approximation to x(t) will be considered at the discrete values of time, 
f = iAt, i 7:: 0, I, 2,. ., \vhcrc At is the time step. Denote by yI tht 
approximation to x(iAt), and let f, = f(yl, C!lt). The function yi will bc 
defined b!- the following finite difference scheme, 
s’! 1 -- y, = m-dt10f,7~] - (1 - O)f, ) i -= 0, 1, 2,. . . (2.X) 
where 0 < 0 < 1, and At > 0. The application of (2.4) to each fi of the 
sequence (2.8) gives 
f, = f(y,, idf) = f(O, i&) + B(y;‘, idt)y, (2.9) 
where yi’ = yj y,, 0 < 11, < 1. Let f;(y) 3 f(y, iAt), and Bi z B(yj, i/It). 
Then corresponding to (%.6), the finite difference equation (~2.8) can be 
written 
y, * , ~ yi = ~ dt[BHs I I yf+ L$ (1 --- 8)Biyij --dl[Ofi+l (0) + (1 - O)fi(O)], 
i := 0, I, 2,. . . (2.10) 
One of the required results is a bound on the solution to a linear finite 
difference equation similar to (2.10) with Q < 0 < I. This is given in 
Theorem 2 in the next section. 
III. BOUND FOR LINEAR DIFFERENCE EQUATION 
We will use the Euclidean norm of a vector s, 
.v 
i I 
l/2 
/!x/j= jyxi2 . 
1 = I 
(3.1) 
The corresponding matrix norm for a matrix A is the spectral norm [8j 
It follows that 
ilw G II4 /lX!l. (3.3) 
In the following, N x N matrices with real elements will be considered. 
Four lemmas concerning the eigenvalues of such matrices are needed 
for the proof of Theorem 1. In Lemma 1, the eigenvalues of a rational 
function of a matrix are given in terms of the eigenvalues of the matrix. 
Let A be an arbitrary N x N matrix with eigenvalues li, i = 1, 2,. . . , N, 
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and corresponding eigenvectors vi. Let p(l) and q(l) by polynomials 
in A, and r(A) = p(n)q-r(A) a rational function of 2. Matrix functions 
of A are given by $(A), q-l(A) and r(A) = $(A)q-l(A). The transpose 
of A will be denoted by AT. 
LEMMA 1. Provided that q(&) # 0, the eigenvalue of r(A) corresponding 
to A, is Y(&), and the corresponding eigewector is v,. 
A proof of this is given in Bodewig [3]. 
LEMMA 2. Let B be a matrix such that the symmetric matrix (B + BY’) 
is positive semi&finite. Let Ai, i = 1, 2,. . ., N, be the eigenvalues (in 
general complex) of Q = I + ,dB, where I is the identity m,atrix and fi is 
a constant. Then lJil >, 1 for every /? > 0. 
PROOF: ConsiderthesymmetricmatrixQ’Q= I+,d(B+ B’) +,PB“B. 
Q’Q is thus the sum of three symmetric matrices, the first of which has 
all its eigenvalues unity, and the remaining two being positive semidefinite 
for ,D > 0. Therefore Q’ Q has a minimum eigenvalue ill,in 3 1. The 
eigenvalues ,u,,,~* and ,u,,, of QT Q and Ai of Q are related by i3], 
/lrnin < lAij2 < pi,,, i = 1,2,. . ., N (3.4) 
so that IAil > 1. 
LEMMA 3. Let A be an arbitrary matrix (singular or nonsing&ar) a& D 
II no7csingular matrix. Then (AD)T AD and C = AT ADDT have the 
same eigenvalues. 
PROOF: C and the similar matrix 0 C(DT)-l have the same eigen- 
values. But DT C(DT)-l = DT AT AD = (AD)T AD. 
LEMMA 4. Let A and D be symmetric matrices with A positive semidcfinite 
and D positive definite. Then R = AD has real nonnegative eigenvalues. 
PROOF: Since A and D are symmetric and positive semidefinite, 
A”’ and D1j2 are defined and are also symmetric and positive semidefinite 
and definite, respectively. Then by Lemma 3, R = (A1/2)T A1j2 D1j2 (D1j2)’ 
and (A l/2 DIP) T (A l/2 D1/2) h ave the same eigenvalues. Since CT C is 
positive semidefinite for any matrix C, (All2 D1/2)T (Al/’ D1i2) is positive 
semidefinite and therefore has real nonnegative eigenvalues. Therefore, 
R = AD has real nonnegative eigenvalues. 
THEOREM 1. Let the symmetric matrix B + B“ be positive semidefinite. 
Theft for every /3 > u >, 0, 
//[~--Bl[~+p~l-l~j~l. (3.5) 
PRoor;: Define the matrix functions of 11 
By Lemma 2, I + BH is nonsingular for every p > 0, so that Q--l alway> 
exists. 
The norm of a symmetric matrix is equal to the absolute value of 
that eigenvalue with maximum absolute value. Bv use of Lemma 1 it 
is not difficult to show that if B is symmetric and positive semidefinite 
no eigenvalue of r(L3) is more than one in absolute value. Thus if R is 
symmetric and positive semidefinite, r(B) is symmetric and its norm is 
not greater than one. Since in general, B is not necessarily symmetric, 
the proof required is somewhat more involved, and covers both the 
symmetric and unsymmetric case. 
For a matrix R (not necessarily symmetric) the required relation is [X 1. 
liRli2 = /~R?‘R~~ = max. eigenvalue ( Rr R). (3.5) 
In order to determine the norm / l~(B)jj, the eigenvalues of K“ K must 
be investigated. Now RT R = (PQ-l)’ (PQ-l). But by Lemma 3, 
(W1)T (PQ-'1 and PTPQ-l(Q-l)T = PTP(QTQ)-l have the same 
eigenvalues. Consider. 
Pz P(QTQ)--l= [I - aiF] [I- c&J [(I + /lB")(I + ,41B)jp1 (3.8) 
= [I - GC(BT + B) + a" BI‘B] [I + P(B“ + B) + p2 B' B]-1. 
It is desired to represent this as a function of a single matrix C. This 
can be done if we let 
c = [B“ + B + (p - cc) B“ B] [I + rx/?B“ B]--1. 
Then it follows that 
(3.9) 
PTP(Q"Q)-l= [I - aC] [I+ /3Cj-l== Y(C). (3.10) 
The relation (3.10) is most easily verified by substituting (3.9) in (3.10) 
and obtaining the last expression in (3.8). Since BT B is positive sem- 
idefinite, the matrix [I + m$?BT B] and its inverse are positive definite 
for all nonnegative cc and p. Furthermore, since BT + B is positive 
semidefinite, the matrix [BT + B + (p - c~)B~ B] is positive semidefinite 
for p > 0: 2 0. It follows from Lemma 4 that C has real nonnegative 
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eigenvalues. Let I > 0 be one of these eigenvalues. By Lemma 1, the 
corresponding eigenvalue of r(C) is 
l-al 
r(A) = i-+x. (3.11) 
Then lr(n) 1 < 1 for every ,4I 3 a > 0. Since RT R has the same eigenvalues 
as r(C), no eigenvalue of R* R is greater than 1, and 
llr(B)l12 = IIRT RI1 = max. eigenvalue (RT R) < 1 (3.12) 
for every /I > a > 0. 
A linear finite difference equation for ui will now be considered, 
lb+1 - Ui=- [Pi+lB~+l~i.+l+criBi~il+s~~ i=o,1,2 )... (3.13) 
The initial value u,,, the coefficients ai and pi, and the source terms si are 
specified. A bound on every ui is then given by the following theorem. 
THEOREM 2. Assume that for every matrix Bj of the sequence (3.13), 
the matrix (Bi + Bi7‘) is positive semidefinite, ad that pi >, ai >, 0, for 
every i, with % = 0. Then 
jlllkfl/l < llql + z' jjSilj> k = 0, 1, 2,. . . (3.14) 
i=O 
PROOF: Since [I + pi B;] is nonsingular, the difference equation (3.13) 
can be written 
ui+1= [I + P~+IB~+I]-~{[I-GBB~] Ui+ si}, i=O,1,2 ,... (3.15) 
Denote by Pi, Qi and Ri the matrices defined by (3.6) with the correspond- 
ing ai, pi and Bi. Then (3.15) becomes 
uill= QF:I [Pi Ui + SiI, i = 0, 1, 2,. . . . (3.16) 
Applying this recursively, starting with i = 0 and oz,, = 0, P,, = I, we get 
k=l,2,... . 
(3.17) 
Note that the functions Pi and Qi-r of each matrix Bi have been coupled 
for all intermediate terms to give the corresponding Rj = PiQi-l. 
By Theorem 1, llRii/ < 1, i = 1, 2,. . . . Furthermore, for the special 
case cc = 0, Theorem 1 gives j/Q-l// = lIR]l < 1, so that I]Qi-lll < 1, 
i= 1,2,... . The desired inequality (3.14) on the norm of &+r therefore 
follows directly from (3.16) and (3.17). 
The results of the previous section will now be used to investigate 
solutions of the system of nonlinear finite difference equations (2.8). 
An additional result which is required for this purpose is concerned with 
solutions y(b) to the following nonlinear system of algebraic equations, 
y f p(y) = w. (4.1) 
The vector w and the vector function f(y) are assumed to be given, The 
solution y = y(p) is therefore a function of the scalar variable ,8. The 
vectors w, y and f are N-dimensional, and it is assumed that f(y) has 
continuous first partial derivatives where necessary. The Jacobian 
matrix B(y’) EZ [afi(yi)/ayi] is defined as in (2.5) 
THEOREM 3. Let the matrix [B(yi) + BT(yi)] be positive semidefi&te 
for all yi, and let w be sfiecified. Then there exists a unique co&nuous 
solution y(p) to (4.1) for ,!I > 0. Furthermore, 
IlY(P)lI G IIWI! + Pllf(O)ll (4.2) 
for p 3 0. 
PROOF: Define the vector function g(y, /?) E y + PI(y). The system 
(4.1) becomes g(y, fi) = w. Note that for fi = 0, y(0) = w satisfies this 
system. By the implicit function theorem a unique continuous solution 
y(p) exists provided the Jacobian of g with respect to y does not vanish. 
But this Jacobian is just the determinant of [I + PI?(y)]. By hypothesis 
B + BT is positive semidefinite, so that by Lemma 2 the matrix 
[I + BE?(y)] is nonsingular for all y and p > 0. Therefore the Jacobian 
never vanishes. 
The bound is obtained by applying the mean value theorem to f(y) 
in (4.1). Thus 
Y = [I + P~w)l-l [w - Pfuxl~ Y” = yiy (4.3) 
where O<yi< 1. It follows from Theorem 1 with a = 0, that 
/I [I + PWYVlj < 1 f or all yi and /? > 0. The bound (4.2) on y then 
follows immediately from (4.3). 
If the hypothesis on [B(yi) + BT(yi)] is relaxed the following some- 
what restricted result is readily obtained. 
COROLLARY. Let w and &,, > 0 be specified, and denote by S those 
vectors y for which 
s: IIYII d II'Aill + Pmllf(O)ll. (4.4) 
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Let [B(y”) + BT(y”)] be positive semidefinite for y” in S. Then for 
0 < p < Pm, there exists a usique co&nuous solutiogz y(p) to (4.1), which 
satisfies the bound (4.2) for 0 < /I < j?,,. 
PROOF: As previously, the implicit function theorem and the relation 
(4.3) both apply for yi in S. Starting at ,8 = 0, y(0) = w satisfies (4.1) 
and is in S. As ,8 is increased from 0 to /I,, it follows from (4.3) and 
11 [I + /?Z3(yi)]-‘l j < 1, that the bound (4.2) is satisfied and yi remains in S. 
Returning to the system (2.8), the equivalent form of the difference 
equation as given by (2.10) is used in what follows. The first derivative 
matrix B(yi, t) appearing in (2.10) is obtained from the given right-hand 
side f(y, t) of (2.2) and is evaluated at appropriately chosen values of 
yi and t. ‘4 fixed time interval 0 < t < T will be considered. The 
maximum value of !If(O, t)lI in this time interval will be denoted by 
jlfJI,,, =o~tyT~~f(O,t)li. (4.5) 
1.. 
The finite difference time steps At, will always be chosen so that At = T/U, 
where $2 is an integer. 
THEOREM 4. Let I(u, t) be such that the matrix [B(ui, t) + BT(lli, t)] 
is positive semidefinite for 0 < t < T and 
Ilull G /I%/l + Waft (4.6) 
Consider the system (2.8) with + 6 19 < 1, starting with 13 == 1 at i = 0, 
and y0 = x0, specified. Th.en there exists a unique sequence of vectors yi 
which satisfy (2.8) and for which 
i 
Il~il/ G /Ixol/ +; 2 IIWII < II+,1 + Tllfllmax~ j = 1,2,. . . n (4.7) 
i=l 
fop every n=l,2,... . 
PROOF: The proof will be given inductively. First consider the 
situation for i = 0 and 19 = 1. The rel’ation (2.8) becomes 
Yl + &(Yl) = % (4.8) 
Comparing this with (4.1), it follows from the corollary to Theorem 3 
that yr exists and satisfies 
IIYII g llxoll +wAw P-9) 
Note the corresponding conditions (4.4) and (4.6) for which the matrix 
B + BT is assumed to be positive semidefinite. The relation (4.7) is 
therefore satisfied for j = 1. 
\Le will now assume that (4.7) is satisfied for j = 1, 2,. . . 1~ < 12, 
and show that it holds for i = k + 1 < 11. Since (4.7) is satisfied for 
,j :-= 1, 2 . . 13, it follows from the hypothesis that the matrices (Bi I U,“) 
are poskve semidefinite for i := 1, 2,. . /2, where B, s R(yii, iDi), 
y,’ = yi yi, 0 < yi < 1. If we let 9, = u,, a, = (1 - O)dt, pi = OLlt, and 
Y, = - dt[Ofi,,(0) + (1 .-- B)f,(O)j, then (2.10) is equivalent to (3.13). 
The equation (3.27) of Theorem 2, therefore applies for yk, 
Yk = Qk- 
where the matrices Ri are defined in Theorem 2 and have norms 11 Ril 1 < 1, 
t-1,2 . . k. 
(2.8) and (2.9), 
The following relation for yk+r is obtained directly from 
yk+l + ~&t+l(yk+l) = Pk yk - (1 - e)otfk(o) = w. (4.11) 
A bound on the norm of w is obtained by using (4.10) with the si given 
in terms of the fi(0), and IjPkQk-‘lI = liRkli ,< 1, 
We now apply the corollary of Theorem 3 to (4.11). It follows that the 
solution to (4.11) exists and satisfies 
1;+1 
IIyki-l/I < /Iw~] + odt//fk+1(0)// < llxo~l + At )‘ IIUO)II. (4.13) 
i=l 
The bound (4.7) therefore applies for j = k + I, which proves the theorem. 
V. BOUND FOR NONLINEAR DIFFERENTIAL EQUATION 
We will now consider the original system of differential equations 
(2.2) with the initial condition x(0) = x0. A bound on x(t) which cor- 
responds to (4.7) is given by the following lemma. 
LEMMA 5. Let f(u, t) be suck that the matrix [B(d, t) + BT(ui, t)] is 
positive semidefinite for 0 < t < T and 
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Then there exists a unique continuous sol&ion x(t) to (2.2), for which 
x(0) = b, and 
for 0 < t < T. 
PROOF : The hypothesis concerning f(u, t) is such that the standard 
existence and uniqueness theory [5] applies for 0 < t < T and all u 
which satisfy (5.1). It is therefore only necessary to show that the bound 
(5.1) holds for x(t), and in particular for x(t) # 0, since it certainly applies 
when x(t) = 0. We consider the system (2.2) in the form (2.6) and 
premultiply by xr. Let u(t) G Ijx(t)(/, and observe that 
ax Id 1 d 
XT== ydt(xTx) =2-&u2= dg, 
and that xT Bx = SxT[B + BT]x. Using these relations we obtain 
u $ = - $xT[B + BT]x - xTf(O, t), (5.3) 
where B E B(xi, t). Because of the hypothesis on [B + BT], we have 
u2 A@, t) < 4 xT [B + BT]x 
where A(u, t) > 0 for any u which satisfies (5.1). Then from (5.3) 
$ < - d(u, t) - XT yJ t, < - uqu, t) + I If(O, t)I/. (5.4) 
With the further change of variable v(t) c u(t) - J,,llf(O, r)II dt, we get 
dv au -=-- at at Ilf(O, t)II < - q% t) < - vu@, t) (5.5) 
where a(v, t) E A(v + Ja’(lf(O, t)lI dt, t). It follows that 
u(v, t) > 0, for O<t<T and v G I/%ll~ (5.6) 
The inequality (5.5) with the initial value v(0) = 11x,,/), implies 
44 < llxoil exp [- /4% 4 dr] a (5.7) 
0 
We conclude from (5.6) and (5.7) that z)(t) < 11x01’, for 0 < t < 7‘, which 
gives (5.2). 
The main result for the system of differential equations (2.2) can 
now be given. This includes the previous lemma as a special case, and 
applies when [B f R’] is not necessarily positive semidefinite. The 
result depends-on the minimum eigenvalue of [B $ B“]. The bound 
on the rate of growth (or decay) of x(t) is determined by this minimum 
eigenvalue, the rate of growth increasing as the minimum eigenvalue 
become more negative. We consider a fixed time interval 0 < t < 7‘, 
and define the function (also see Appendix). 
A Tp] E min. eigenvalue of +[B(ui, t) + BT(ui, t)! (5.8) 
jlu(l=p,O<tG7 
For a specified initial value x0 we also define 
and 
p(A) = max ~(1, t) 2 0. 
O<:t<T 
(5.10) 
It follows from (5.9) that for il > 0, 
0 < pm < llxol/ +1-l ! IfI max. (5.11) 
It is not difficult to show that both il [p] for p > 0, and p(2) for 
all 1, are nonincreasing functions of their arguments. Since A [0] is 
finite, we also have that A [p] < d [0] for p > 0. It follows that il b(n)] 
is a nondecreasing function of 1 such that A [p(n)] < il [O]. Now consider 
the equation 
A [p(l)] - 1 = 0. (5.12) 
Because il [p(A)] is a bounded nondecreasing function of 1, there will be 
a maximum root A, < ,4 [0], of (5.12) provided there is at least one value 
of 1 for which ;Z < A [p(n)] < (1 [O]. 
THEOREM 5. Assume that the root I+,, of (5.12) exists. Theta there exists 
a mique continuous solutiofs x(t) to (2.2) for which x(0) = x0, ad 
llx(t)ll Gp(L>t)> O<t< T. (5.13) 
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PROOF: We define a new dependent vector z(t) G x(t)e’m’, and obtain 
from (2.2) the following equation for z(t) 
dZ 
_ = - [f(z e-y t) e”J - n, z] = - g(z, 4 
at (5.14) 
with the initial condition z(0) = ~0. The corresponding Jacobian matrix 
for g(z, t) is given by 
agi 
( i 
- 
azj 
s4(z,t)=B(ze-yt)-&J (5.15) 
where B is the matrix used above which has been previously defined 
by (2.5). Since ii,,, is the root of (5.12), it follows that 1, is the minimum 
eigenvalue of +[B(ui, t) + BT(ui, t)] for lIuill < p(jl,, t) and 0 < t < T. 
The matrix [A (zi, t) + AT(zi, t)] is therefore positive semidefinite for 
O<t< T and 
T 
/ lzij 1 < p(L T) eAmT = (5.16) 
0 
The right side follows from (5.9) and the fact that g(0, t) = f(0, t)e”m t. 
Since the hypothesis of Lemma 5 is satisfied by the system (5.14), its 
conclusion applies to z(t). Then for 0 < t < T, 
lIx(t)ll e”mt = IIWll G l/x0// +I llf(WI/ &“dt. (5.17) 
0 
The bound (5.13) follows immediately from this. 
A few remarks concerning this theorem are appropriate at this point. 
We observe that if the hypothesis of Lemma 5 is satisfied then from (5.8), 
(5.9), and (5.10), rl[p(O)] > 0, where p(O) = ~(0, T). Thus &,,a 0, 
and (5.13) gives (5.2). It is not immediately evident however, that there 
will be a root il,< 0 for those cases where the norm increases with t. In 
order to show that such a root actually exists we consider a simple example 
for which an exact solution is known. This example will also serve to 
illustrate the relations used in Theorem 5. We consider the single equation 
dx/dt = x/(1 - x), with 0 < x0< 1. Then f(x, t) = f(x) = - x/(1 - x) 
and B=-(~-x)-~. It follows trivially from (5.8), that n[~]=--(l-~p)-~. 
Since f(0) = 0, (5.9) and (5.10) give p(il, t) = x0 e-a, and p(n) = x0 eeAT. 
Finally, we obtain from (5.12) the equation for il, (1 - x0 e-1T)-2 - jl = 0. 
For x,, = 0.1 and T = 4, this has a maximum root & = - 1.70865. The 
bound (5.13) therefore gives x(i) < 0.235, whereas the true solution is 
x(h) = 0.1783. 
The asymptotic behavior of the system (2.2) as t + 00, may also be 
given by Theorem 5. In particular, if we have j lf(O, t)lI bounded and 
d, > 0, for 0 < t < T as T --f 00, then ~ ~x(t)ll is bounded as t -+ 00. 
A slightly less general result (but more readily applied) is given by the 
following corollary. We assume 1 If(0, t) I( is bounded for t 3 0, and also 
that the functions il fp] and l/fl/,,,, are defined by (5.8) and (4.5) with 
T=: co. 
COROLLARY. Assume that the equatiolz 
has at least one positive root, and that 31, > 0 is the maximum such root. 
Then there exists a unique continuous solution x(t) to (2.2) for which x(0) = x,,, 
and 
IIx(t)ll <llxoll eeAmt + 1 I/W, t)I/ e-“mct-*)dr < IIxo// +L-l j/fl/max 
0 
(5.19) 
for t > 0. 
This corollary enables one to obtain reasonably good bounds on the 
solutions to many nonlinear equations for which solutions are not known. 
As an example, consider the system of two equations, 
dx,- - - x1 x2 cos ot - 2x, 1 + f xi i I-’ 
1 at + jj- e-’ = - fl(+ x2, 4, 
dx,- 
at - - (2 - x1 cos2 ot)x, - (1 + x2)3/2 + 1 = - f2(x1, x2, 1) 
with 11x,-,/ = [xr2(0) + x~~(O)]~~ = 4. The relevant matrix is given by 
B= 
where a=y,x2cos~+2(1+~y,x,)-2, b=y,x,cos& c=-y2x2 COS~CJ%, 
d = 2 - y2 x1 cos2 C#J + Q [l + yz x211/z, and 4 = wt. The value of II [p], 
for any fixed p, is given by 2d [p] = min {a + d - [(a - a)2 + (b + c)~]I/~}, 
where the minimization is carried out with x12 + x22 = ~2, and 0 < y1 <l, 
O<y2<1,0<~<2n. It can be shown that for p2<1, ~I[p]>2(1--p). 
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We also have fr(0, 0, t) = - Q - e ’ and f,(O, 0, 5) = 0, so that / If(O, 1) I/ =g e? 
and Jlf/lmax = &. We use p = (1+,1 + A-l /IflIma, as in (5.18) and get 
2[1+&n=o. 
This has the maximum root A,,, = &. The bound (5.19) therefore 
requires that for t > 0, 
We observe that x(t) -+O as t + 00. 
For the special case where the system (2.2) is linear, a better result 
can be obtained than would be given by applying Theorem 5 directly 
to the linear case. 
COROLLARY. Let x(t) satisfy 
dX 
dt= 
- BV)x + f(t), x(0) = q. 
Let A(t) be the minimum eigenvalwe of $[B(t) + IIT(t Tken 
(5.20) 
The proof is similar to that of Theorem 5, using the change of variable 
z(t) = x(t) exp [@(r) dt]. 
This bound will now be applied to two linear examples. The first 
is a second order constant coefficient case which is asymptotically stable. 
However, the solution can be made as large as desired at a finite time. 
The equation is x” + 26~’ + es x = 0, or x’ = y and y’ = - ~2 x - 2&y, 
with the initial conditions x(O) = 0, y(0) = 1, Ilx(O)ll = 1. The solution is 
x=teeEt, y=(l-et)e-“‘, so that Iix(t)/l= [x~+Y~]~‘~= [t2+(1-&t)2]1/2e-d. 
Given any M > 0, choose E = (Me)-l. Then fort = t, = Me, /ix(&) 1 I = M. 
The bound (5.21) shows this initial growth since it gives 1 Ix(t) I ( < et1 -e)*t/2. 
The bound (5.21) will now be obtained for a linear system with variable 
coefficients. We consider, x’ = - 2x + eB y and y’ = e--B x - 2y, 
with the initial conditions x(O) = 1, y(0) = 1 + VZ The solution 
is given by x(t) = e(vTF1jt and y(t) = (1 + V!?) e@-a)‘, so that 
ljx(t)ll = [1 +- (1 + lj2)2e-4t]1/2exp [(VT- l)t]. The solution grows 
exponentially as e(b’- ‘jt, even though the eigenvalues ,U of B(t) are 
positive constants, j6 = 1, 3. For this case, the bound obtained from 
(5.21) is 
Note that this bound applies for all initial values such that 
VI. BOUNDS FOR DIFFERENCE EQUATION, GENERAL CASE 
The results of the previous section show that appropriate bounds 
for the solutions to (2.2) are obtained in terms of the maximum root il,,, 
when [B + BT] is not necessarily positive semidefinite. Corresponding 
bounds will now be obtained for the finite difference equation approxima- 
tion to (2.2). The results can therefore be considered as generalizations 
of Theorem 4. 
We first consider the situation when 1, > 0. The function A [p] 
as defined by (5.8) will be used with an appropriately chosen p. We 
consider the system (2.8) with i < 0 < 1, starting with 0 = 1 at i = 0, 
andy,=xa,andagainletAt== Tln,n=l,2 ,... 
THEOREM 6. Let A [I 1x0// + TjIfl~,nax] = A, > 0. Then there exists 
a unique sequence of vectors yk which satisfy (2.8) ami for which 
for every n= 1,2,... . 
k=l,2,...qt, (6.1) 
This bound is readily obtained by making the change of variable 
yi = Zi e - A,idt , and applying Theorem 4 to the resulting difference 
equation for zi and gi E f(zi eeAmiAt, iAt) eLmidt - 1, zi. 
A corresponding bound may also exist for an infinite time interval, 
as considered in the first corollary to Theorem 5. This will be the case 
if 1, > 0, and f(0, t) is bounded for t > 0. We assume that the functions 
(1 [PI and j/flj,,, are defined by (5.8) and (4.5) with T = 00. 
COROLLARY. Let any At > 0 be chosen, and assume that the equation 
A[llx,II + (At + q/f~jmaxl - A= 0 (6.2) 
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has a maximum root I.+,, > 0. Then there exists a zcnique sequence of vectors 
yk which satisfy (2.8) and for which 
k 
(6.3) 
The last inequality is obtained if we let !L = &, At > 0, and observe that 
For those cases where the minimum eigenvalue of [B(y’, t) + B’(yi, t)] 
is negative, the difference equation (2.8) may not be applicable except 
for impracticably small values of the step length At. This difficulty can 
be easily overcome, so that the step length is not restricted, by again 
using the change of variable yi = Zi eVAiAt with an appropriate value 
of 1 < 0. The difference equation (2.8) could then be used to determine 
the zi, for any At = T/n, n = 1, 2,. . . . An equivalent, and more 
convenient procedure, is to modify the difference equation so that it 
can be used directly to obtain an approximate solution to (2.2). In this 
way the following difference equation is readily obtained, 
yi+l - yie-Mt = - At[0(f. L k1 - lyj+,) + (1 - l9)(f, - J.yJ e-AAt]. 
(6.4) 
The initial value y0 = x0 is specified, with 0 = 1 for i = 0. For 
i = 1,2 ). . . n, we require 4 < 0 < 1. The situation is best summarized by 
THEOREM 7. Assztme that the equation 
.,I [(1jqJ + T/lf$4 e- 9 - 3, = 0 (6.5) 
has a maximum root I,< 0. Then for every ;I < il,, there is a zLnique 
sequence of vectors yk which satisfy (6.4) and for which 
< (//x0/l + Tllfl/max) e-", k = 1,2,. . . u 
for every n= 1,2,... . 
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An important practical observation based on this Theorem is that it 
is not necessary to know the actual value of il, in order to use a stable 
difference approximation to (2.2). ilny estimate 1 < 1, may be used in 
(6.4), keeping in mind that the rate of convergence of (6.4) to (2.2) as 
dt ---f 0 will be proportional to e- IT. A choice of 1 < 1, < 0 as close as 
possible to L, is therefore best. 
VII. CONVERGENCE OF FINITE DIFFERENCE APPROXIMATION 
We have shown for both the original system of differential equations 
(2.2), and the system of implicit finite difference equations (2.8), that the 
solutions are bounded in terms of their initial value and ilI(O, t)/ 1. In 
order to show that the system (2.8) is a valid approximation to the 
original system, we must prove the convergence of yi to the solution 
of (2.2). An error bound will now be obtained on the difference between 
the value of yi and the corresponding solution x(idt) of (2.2). Furthermore 
it will be shown that this error is proportional to (dt)2 for 8 = 4, and 
proportional to dt for ?j < f3 < 1. 
We consider the time interval 0 < t < T = nAt, and assume that in 
this interval the solution x(t) is such that 
IIx”P)lll IIx”‘(t)ll < Kt (7.1) 
where a prime denotes a time derivative. We will also let xi G x(iAt). 
Ry means of an appropriate Taylor expansion the following are obtained, 
xi+1 = x, + Atxi’ + *(At)% xi” + Q(At)3 x”‘(tJ 
xi = xi+1 - Atx:+l + $(At)2 x;;l - &(At)3 x”‘(t,) (7.2) 
I, 
xi+1 = xz” + Atx”‘(t3) 
where each of the terms x”‘($) is evaluated at an intermediate value 
iAt < ti < (i + 1)At. We again use &(x) G f(x, idt) and note that 
xi’ = - Ii according to (2.2). After some manipulation of the rela- 
tions (7.2) we obtain 
xi+1 - xi = - At[Bfi+l (xi+*) + (1 - e)fi(x;)l + *;, i=O,l,...n 
(7.3) 
where 
si = (e - 4) (At)2 Xi” + Q wv,) + (1 - e)xyt2) + 3(1 - e)xyt3)l(At)3, 
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is the truncation error per step. From the bound (7.1) it follows that 
/ISill < K[(e - a,(At)2 + @Q31? i=O,l,...n. (7.4) 
The total error at the ith step, to be denoted by ei, will be defined 
as the difference between the true solution of (2.2) and the solution of 
the finite difference equation (2.8), pi E xi - yi. Subtracting (2.8) 
from (7.3) gives the difference equation satisfied by ei, 
e+1- e= -dt{eIPi+l(xi+l) - fi+dYi+1)1 + (1 - @Cfi(Xi) - fi(Yi)l} + ‘&P 
i = 0, 1,2,. . . 12. (7.5) 
By applying the mean value theorem this can be written 
e+ - Ei = - dtp3~~+~ ei+l + (1 - e)Bi ~~1 + kii, i = 0, 1,2,. . . 72 
(7.6) 
where Bi 3 B(ui, idt), and uii = vi x, + (1 - ri)yi for 0 < vi < 1. As 
in Theorem 4, we have y. = x,, and 8 = 1 for i = 0, and & < 0 < 1, for 
i= 1,2,... 12. 
THEOREM 8. Let the hypothesis of Theorem 4 be satisfied. Thelz the 
following error bozlnd applies for every ideger n = 1, 2,. . . , and COY- 
responding At = T/n, 
Ilx(iAt)-yyiJi<K(O-#TAt++K(T+ 1)(At)2, i- 1,2,... n. 
(7.7) 
The solution of the difference equation (2.8) therefore converges to the solution 
of (2.2) as At + 0. For the choice 0 = +, the error is #wo#ortionaZ to (At)2. 
PROOF: By hypothesis, the matrix [B(ui, t) + BT (ui, t)] is positive 
semidefinite for 0 < t < T, and 1 luilj < jjxa~j + TJjfJlmax. It follows 
from Theorem 4 and Lemma 5 that both / /yiJ / and I lx(iAt) ~ I are bounded 
by /I%11 + TllfllmaX for i = h%. . . n. Therefore the matrices Bi which 
occur in (7.6) all satisfy the hypothesis of Theorem 2. If we let 
CC~ = (1 - 8)At, and & = OAt, then the hypothesis on ai and pi is also 
satisfied for 4 < 8 < 1. The conclusion (3.14) therefore applies to q. 
Since E,, = 0, the bound (3.14) together with (7.4) gives, 
j-1 
kll <c llsill <K[!i+ (i - l)(e- 4)l(At)2 + KU + 43 - l)l(A43~ 
i=O 
j = 1,2,. . . 7~. (7.8) 
Since jAt < T, the bound (7.7) follows directly from (7.8). 
It is not difficult to show conv:ergence as At -f 0 for the other case5 
considered in Section \‘I. The proof is similar to that just given, aftci 
the appropriate change of \.ariable has been made which reduces the 
problem to one satisfying the hypothesis of Theorem 4. 
L\.e wish to show that the determination of .I !p- as defined by (5.X), 
can be formulated as a nonlinear programming problem of a particular 
type. For this purpose we assume there arc v parameters in f(u, t), which 
we denote by o,, i = I, 2,. . I’, with UJ1 = t. The permitted range (which 
may be infinite) on each parameter is specified by ~~ < tili < ~5~~ 
i = I, 2,. . 1’. Thus, cur = 0 and ~5~ = 7‘. \Ve define o = {our, we,. , . w,,>, 
and similarly y = {ri, yi,. . . ys}, with 0 < yL < 1, i = I, 2,. . . JV. The 
Jacobian matrix with its ith row evaluated at (1“ u, o) is then denoted 
by B(u, y, 0). A polynomial of degree N in A, with coefficients which 
are functions of u, y and w, is defined b!. 
D(u,y, w, A) G 1; [B(u,y, w) + W’(u, y, w)j -- AZI. 
The eigenvalues of &[H + B“] are the roots of D(u, y, w, A) = 0. For 
a fixed value of p, A[p] is the minimum eigenvalue of $[B + Br] subject 
to 1/u I2 = p2 and the inequalities on w and y, A [p] is therefore given b! 
the solution to the following nonlinear programming problem: 
Subject to 
D(u, y, 0, A) = 0 
j/u(/2 = p” 
min il -p<u,<p i :-- 1, 2,. . . n 
O<Y!<l 
O)i .< co1 < f5, i = 1, 2,. . . I’ 
The problem is solved by minimizing a linear function in a rectangular 
region of the (2N + 1’ + l)-dimensional Euclidean space of the variables 
(u, y, w, A), where the variables are further constrained by two nonlinear 
equations. This is a mathematical programming problem with nonlinear 
constraints [14]. 
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