Méthode d'approche pour la conception d'une banque de données by Bula, Ernest & Xx, Xx
UNIVERSITÉ DE NEUCHATEL 
FACULTÉ DE DROIT ET DES SCIENCES ÉCONOMIQUES 
Méthode d'approche 
pour la conception 
d'une 
banque de données 
THÈSE 
PRÉSENTÉE A LA FACULTÉ DE DROIT ET DES SCIENCES ÉCONOMIQUES 
POUR OBTENIR LE GRADE DE DOCTEUR ES SCIENCES ÉCONOMIQUES 
PAR 
ERNEST BULA 
IMPRIMERIE WILLY BLASER SA, TRIMBACH 
1978 
Monsieur Ernest BULA est autorisé à imprimer sa thèse 
de doctorat en sciences économiques intitulée "Méthode d'approche 
pour la conception d'une banque de données". 
Il assume seul la responsabilité des opinions énoncées. 
Neuchâtel, 22 février 1978 Le doyen 
de la Faculté de droit 
et des sciences économiques 
ousson 
avec Doris 
SOMMAIRE 
INTRODUCTION 
1. LE CONCEPT BANQUE DE DONNEES - DEFINITIONS 
1.1. Terminologie de base 21 
1.2. Les objectifs d'un SGBD 26 
1.3. Architecture d'un SGBD 30 
2. LES FACTEURS INFLUENÇANT LA CONCEPTION D'UNE 
BANQUE DE DONNEES 
2.1. Matériel et logiciel 37 
2.2. Les modèles de données 38 
2.2.1. riodèle hiérarchique 39 
2.2.2. Modèle réseau 45 
2.2.3. Hodèle relationnel 50 
2.3. Les langages de manipulation 55 
2.3.1. Langage procédural et non-procédural 50 
2.3.2. Le type d'utilisateur BO 
2.°i. Les méthodes d'organisation des données . 63 
2.5. Les méthodes d'accès 80 
2.B. Caractéristiques propres aux applications 86 
3. PROBLEMES LIES A L'APPROCHE POUR LA REALISATION 
D'UN SYSTEME INFORMATIQUE DE GESTION 
3.1. Nécessité d'établir un modèle de l'entre-
prise 97 
3.1.1. Définition 97 
3.1.2. Objectifs d'un modèle 100 
3.2. Les méthodes d'approche 102 
3.2.1. Essai de classification des méthodes 
d'approche existantes 103 
3.2.2. Techniques d'aide à la conception . 104 
4. METHODE D'APPROCHE PROPOSEE 
4.1. Caractéristiques de la méthode d'approche 111 
4.2. Concepts de base de la méthode proposée . 114 
4.3. Les phases du cycle de développement d'un 
système informatique de gestion 116 
4.4. Les activités prévues à chaque phase du 
cycle de développement d'un système infor-
matique de gestion 121 
5. MODELISATION DU SYSTEME DE GESTION 
5.1. Fixer les objectifs à long terme 129 
5.2. Modélisation du système 129 
5.2.1. Modèle global 13G 
5.2.2. Sous-système 131 
5.3. Choix définitif du modèle 138 
6. ANALYSE SEMANTIQUE DU MONDE REEL 
6.1. Recensement des besoins en information . 145 
6.2. Analyse sémantique des données 150 
6.2.1. Objectifs 150 
6.2.2. Comparaison des modèles de données 
existants 151 
6.3. Méthode d'analyse sémantique proposée . . 164 
6.3.1. Les catégories 164 
6.3.2. Les relations entre catégories . . 167 
6.3.3. Etablir un graphe 178 
6.3.4. Description du graphe 183 
6.3.5. Flexibilité du modèle 184 
7. CONCEPTION DE LA STRUCTURE LOGIQUE 
7.1. Les contraintes d'intégrité et de 
confidentialité 193 
7.1.1. Définition 193 
7.1.2. Les contraintes d'intégrité . . . . 195 
7.1.3. Les contraintes de confidentialité 202 
7.2. Relations entre catégories et structura 
logique 209 
7.3. Passage à d'autres modèles de données . . 215 
7.3.1. Le modèle relationnel 216 
7.3.2. Codasyl 221 
7.4. Autre méthode pour déterminer la structure 
logique 223 
8. LES CHEMINS D'ACCES LOGIQUES 
8.1. Description des processus de traitement . 229 
8.2. Description des requêtes 230 
8.3. Paramètres nécessaires à la description 
des requêtes 231 
8.4. Méthode de description des requêtes . . . 238 
8.4.1. Description utilisant un langage 
descriptif 238 
8.4.2. Description paramétrique des chemins 
d'accès logiques 242 
8.5. Adaptation du modèle de la structure 
logique 248 
9. LES CHEMINS D'ACCES PHYSIQUES 
9.1. Choix du SGBD 257 
9.1.1. Objectifs d'une procédure de choix 257 
9.1.2. Critères d'évaluation et première 
sélection 259 
9.1.3. Evaluation des SGBD présélectionnés 261 
9.1.3.1. Méthode d'évaluation . . . 261 
9.1.3.2. Problèmes liés à 
1'évaluation 264 
9.2. Caractéristiques du SGBD choisi 267 
9.3. Description de la structure logique des 
données 268 
9.3.1. Conception de la structure logique 269 
9.3.1.1. Passage de la structure 
logique au LDD du SGBD . . 270 
9.3.1.2. Analyse des chemins 
d'accès logiques et des 
structures physiques du 
SGBD 273 
9.3.2. Définition des paramètres 
d'implantation physique . . . . 287 
9.4. Conception du système de communication . 288 
9.5. Problèmes spécifiques à la programmation 290 
10. IMPLANTATION ET EXPLOITATION D'UNE BANQUE DE 
DONNEES 
10.1. Chargement initial de la banque de 
données 299 
10.2. Problèmes spécifiques à l'exploitation 
d'une banque de données 302 
10.2.1. Pilotage des applications . . . 302 
10.2.1. Les activités de l'administrateur 
de la banque de données . . . . 304 
10.3. Evolutions du système 311 
CONCLUSIONS 
ANNEXES 
BIBLIOGRAPHIE 
INTRODUCTION 
15 
Lors ds la conception d'un système informatique, le con-
cepteur se trouve entre autre confronté aux problèmes 
de la gestion des données. L'utilisation d'un SGBD 
est-elle la solution ? Comment répondre à cette question ; 
Une réponse affirmative ouvre un nouvel éventail de 
problèmes: 
- quel SGBD utiliser ? 
- conception de la banque de données 
- quels critères considérer ? 
- influences sur les méthodes d'approche utilisées 
lors de la conception des applications 
- une flexibilité suffisante est-elle garantie ? 
- contraintes économiques. 
Face à cette situation incertaine, le concepteur cherche-
ra d'abord à s'informer dans la littérature spécialisée 
et/ou chez le constructeur de SGBD. En général, et l'ex-
périence pratique le prouve, il ne trouvera que des 
réponses partielles aux différents problèmes soulevés. 
La difficulté principale â laquelle le concepteur se trou-
vera confronté est d'ordre méthodologique. Quels sont les 
critères à considérer et selon quel schéma doit s'effec-
tuer la conception, afin de respecter les objectifs et 
les contraintes découlant des caractéristiques des 
applications concernées. 
Le but de notre étude consiste à développer une méthode 
d'approche pour la conception d'une banque de données 
dans le domaine de l'informatique de gestion, soit: 
- définir les critères à prendre en considération 
- déterminer les activités à effectuer et proposer 
des méthodes adéquates 
- développer un schéma du déroulement des opérations 
- proposer des solutions en fonction des SGBD 
auxquels le concepteur peut se référer 
- donner une réponse aux problèmes que posent 
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l'utilisation d'un SGBD 
- intégrer le concept banque de données dans un 
ensemble plus vaste, le système d'information. 
Le nombre, la diversité et la complexité des problèmes 
posés sont énormes, néanmoins nous tenteront de propo-
ser des solutions en tant que ligne de conduite à 
suivre lors de la conception d'une banque de données. 
Le plan de notre travail ne suivra pas l'ordre des 
questions et ceci principalement pour des raisons de 
clareté et de présentation. Nous distinguerons 
d'une part les critères à prendre en considération 
et d'autre part l'ordre dans lequel ils seront pris en 
compte. 
Dans un premier temps, nous donnerons un bref aperçu 
des notions utilisées en rapport avec le concept 
banque de données [chapitre 1). 
L'objectif du chapitre 2 consistera à décrire les 
critères influençant la conception. Nous les analyse-
rons au cours des différentes étapes de notre méthode 
d'approche. 
Quant au chapitre 3, il sera voué aux problèmes 
fondamentaux posés par la réalisation d'un système 
informatique. Nous insisterons d'abord sur la néces-
sité d'établir un modèle de l'entreprise pour passer 
ensuite à l'élaboration des objectifs auxquels une 
méthode d'approche devrait satisfaire. Un rapide 
survol des méthodes existantes servira d'introduc-
tion au chapitre suivant. 
La présentation de la méthode d'approche que nous 
proposons fera l'objet du chapitre 4, au cours duquel 
nous définirons les concepts de base et les éléments 
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de notre méthode. Nous proposerons une chronologie 
de réalisation en insistant sur les interférences 
entre les activités des différents éléments de notre 
méthode d'approche. 
L'objectif du chapitre 5 consistera è présenter une 
possibilité de modélisation du système entreprise et 
de préparer ainsi le terrain à la conception de la 
banque de données. • 
La première phase de la méthode d'approche fera 
l'objet du chapitre B. Après avoir abordé les problè-
mes relatifs à la saisie des informations en tant 
qu'interprétation du monde réel considéré, nous pas-
serons à une activité très importante: l'analyse 
sémantique. Une étude critique des modèles de données 
permettra de déterminer une méthode de représentation 
du monde réel conforme entre autre aux contraintes de 
flexibilité et d'indépendance par rapport à un SGBD 
existant. 
Après avoir décrit les problèmes relatifs à l'integri 
des données, nous étudierons les résultats de l'analy 
sémantique, afin de déterminer le type de relation 
associant les éléments du modèle de données. Nous dé-
montrerons également l'indépendance de la structure 
logique ainsi élaborée Cchapitre7]. 
La phase suivante occupe une place importante dans 
notre méthode d'approche: elle concerne les chemins 
d'accès logiques. L'objectif principal du chapitre 8 
consistera à décrire les caractéristiques des diffé-
rents besoins en information en termes d'accès aux 
éléments de la structure logique. 
Le passage à la réalisation physique implique en pre-
mier lieu un choix quant au SGBD à utiliser. 
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Une fois es choix effectué, une analyse détaillée des 
caractéristiques de ce SGBD permettra la transposition 
de la structure logique élaborée précédemment en une 
structure conforme au langage de description du SGBD. 
Le modèle qui en résulte sera confronté aux contrain-
tes découlant des chemins d'accès logiques et aux 
caractéristiques de la structure physique du SGBD, 
afin d'obtenir une banque de données optimale quant è 
son exploitation. Nous aborderons brièvement les 
problèmes relatifs à la réalisation des programmes 
d'application [chapitre 9). 
L'implantation et l'exploitation d'une banque de don-
nées soulèvent des problèmes spécifiques que nous 
analyserons au cours du chapitre 10. 
CHAPITRE 1 
LE CONCEPT BANQUE DE DONNÉES -
DÉFINITIONS 
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1.1. TERMINOLOGIE DE BASE 
L'objectif de ce chapitre consiste è definir d'une part 
la terminologie utilisée en rapport avec le concept ban-
que de données et ensuite de clarifier les différents é-
léments d'un système de gestion d'une banque de données 
[SGBD]. 
La première constatation que l'on peut faire en étudiant 
la littérature spécialisée dans ce domaine est la multi-
tude des termes utilisés. Des tentatives de normalisation 
ont été effectuées, mais aucune ne fit l'unanimité. La 
plus connue, la proposition du Data Base Task Group du 
Codasyl [1.1], n'a pas réussi à s'imposer, certaines 
critiques ayant conduit à d'autres normes [1.2]. 
1.1.1. Le concept banque de données 
a) Banque de données 
Il existe plusieurs définitions de ce terme. Celle propo-
sée par Gibert en [1.3] stipule qu'une banque de données 
représente un ensemble d'information archivé sur des mé-
moires accessibles è l'ordinateur pour une ou plusieurs 
applications déterminées. Cette définition est à notre 
avis trop générale, car elle n'implique pas les notions 
de: 
- ensemble structuré 
- communauté à plusieurs utilisateurs 
- accès simultanés par différents utilisateurs 
et ne fait pas de distinctions nettes avec les méthodes 
conventionnelles d'organisation des données dont les 
caractéristiques principales se résument ainsi: 
- création de fichiers spécifiques à des program-
mes déterminés, leur organisation étant fixée 
en fonction des caractéristiques de traitement 
des programmes concernés 
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- le même fichier peut être utilisé par plusieurs 
programmes, mais un tri s'avère en général néces-
saire puisqu'un tel fichier est organisé selon 
un seul critère 
- chaque programme spécifie la définition et la 
structure des données du fichier utilisé ainsi 
que la méthode d'accès. 
Dans le cadre de notre étude [1.4], nous entendons par 
banque de données 
un ensemble structuré de données enregistré sur 
des supports accessibles par l'ordinateur pour 
satisfaire simultanément à plusieurs utilisateurs, 
de manière sélective et en temps opportun. 
b) Système de gestion d'une banque de données 
Cette notion diffère du concept banque de données défini 
ci-dessus [1.5] en ce sens qu'un SGBD forme un ensemble 
de procédures 
- de description 
- d'accès 
- de mise à jour 
- de réalisation d'association entre données 
- de maintien de l'intégrité 
- de sécurité d'exploitation 
d'une banque de données. 
Un SGBD peut être considéré comme un système d'exploita-
tion évolué traduisant les requêtes des utilisateurs en 
primitives d'accès du système d'exploitation. Un système 
informatique n'implique pas forcément l'existence d'un 
SGBD et d'une banque de données, il peut se baser unique-
ment sur des fichiers à organisation conventionnelle 
(fig. 1.1). 
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matériel 
fichiers 
conven-
tionnels 
système d'exploitation 
SGBD 
progra 
d'appli-
cation 
mmes utili-
sateurs 
système informatique de gestion 
système d'information et de décision 
Fig. 1.1 - Hiérarchie des systèmes 
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o) La structure des données 
Nous proposons une distinction des termes utilisés au 
niveau logique de ceux employés au niveau physique. 
Nous nous limiterons à une définition très générale, 
les différentes interprétations seront présentées aux 
chapitres 2.2 et 2.3 (fig. 1.2]. 
cl Niveau logique 
Une donnée est un ensemble de signes qui peuvent être 
des chiffres ou tout autre caractère. 
Quant au terme information, il englobe la notion de 
signification allouée à ces données. En d'autre terme 
il représente leurs utilisations dans un but déterminé. 
Les règles qui relient entre elles les données se dé-
nomme la syntaxe, alors que la signification de cette 
liaison s'appelle la sémantique. La plus petite unité 
sémantique est le constituant qui se compose du couple 
donnée et de l'interprétation de cette donnée [1.6], 
les termes item et attribut étant des dénominations 
synonymes. 
L'objectif primaire de la création d'une banque de 
données est la représentation d'une interprétation du 
monde réel de l'entreprise, dont le but consiste à 
définir les objets ou événements, les entités, manipulés. 
En fonction des problèmes que doit résoudre la banque de 
données, par exemple la gestion du personnel ou de la 
production, les entités concernées forment un ensemble 
de constituants ou d'attributs. 
Cette collection d'information structurée et formalisée 
se dénomme le modèle conceptuel, la structure logique 
ou fonctionnelle [1.7]. Elle implique une définition non 
ambigue et sémantiquement non redondante des entités, des 
constituants et des contraintes d'intégrité. 
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modèle 
conceptuel 
modèle 
global 
représentation 
structure 
logique 
- structure 
fonctionnelle 
- schéma 
structure 
physique 
applicatior 
A 
- vue partielle 
- structure lo-
gique 
- sous-schéma 
- modèle ex-
terne 
- modèle interne 
- structure physique 
- structure d'enregistrement 
Fig. 1.2 - Concept banque de données 
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CommE le précise notre définition, la banque de données 
est commune à plusieurs utilisateurs, mais chacun d'eux 
n'a en fait pas besoin de toutes les informations enre-
gistrées. Le sous-ensemble des entités concerné par une 
application donnée, la vue partielle, se dénomme égale-
ment modèle externe ou structure logique [1.7]. 
c2 Niveau physique 
L'enregistrement des données sur des supports physiques 
à grande capacité s'effectue selon les paramètres définis 
par le modèle interne, ce terme étant synonyme de struc-
ture physique. 
Les entités décrites par la structure logique seront 
enregistrées sous forme d'article, ensemble structuré 
de constituants, alloué à un espace physique appelé le 
bloc ou enregistrement physique par opposition à l'enre-
gistrement logique. 
Une représentation de la structure des informations 
en trois niveaux est généralement admise [1.8], à savoir: 
1. le modèle conceptuel 
2. le modèle externe 
3. le modèle interne. 
1.2. LES OBJECTIFS D'UN SGBD 
Nous nous limiterons à ne citer que les objectifs princi-
paux du concept SGBD, la question étant étudiée de long 
en large par des organismes de normalisation [1.9]. Une 
analyse moins détaillée se trouve dans les ouvrages cités 
en [1.10]. 
a) Gestion centralisée des données 
Dans un environnement banque de données, toutes les fonc-
tions (programmes d'application, langage d'interrogation, 
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utilitaires) transmettent au SGBD leurs demandes d'accès 
en vue de manipuler les données. 
b) Minimiser les redondances 
Une gestion centralisée permet de réduire les redondances 
au niveau de l'enregistrement des données, ce qui facilite 
les opérations de mise à jour. Du point de vue utilisation 
l'extraction des données s'effectue plus simplement. Dans 
le cas des organisations conventionnelles, ce genre 
d'opération se complique singulièrement, car les données 
concernées sont réparties sur des fichiers indépendants. 
La redondance pose des problèmes quant à 1'actualisation - -
des données. 
c) Partage des données 
Les données enregistrées doivent être accessibles à plu-
sieurs utilisateurs et selon des critères différents. 
Un inconvénient inhérent au partage des données, la 
place impartante occupée par 
- le maintien de l'intégrité 
- les droits d'accès 
- les phénomènes d'interblocage. 
d) Faciliter l*utilisation 
Des langages de description et de manipulation adaptés 
aux différents types d'utilisateur ne limitent pas 
l'utilisation de la banque de données à un petit groupe 
de spécialistes mais facilitent l'accès à d'autres 
utilisateurs. 
e) Flexibilité et adaptabilitê 
La structure logique et physique doit pouvoir évoluer 
en fonction des nouveaux besoins et des modifications 
dans la représentation du monde réel considéré, sans 
impliquer une remise en cause du modèle et sans exiger 
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une adaptation des programmes d'application existants. 
f) L'intégrité 
La vérification du respect des contraintes d'intégrité 
des données à enregistrer doit s'effectuer sous le con-
trôle du SGBD afin de 
- garantir la qualité des données 
- éviter la dégradation des données 
- éviter les pertes de données 
- protéger les données contre des manipulations 
non autorisées 
- maintenir l'existence de la sémantique. 
Dans les systèmes conventionnels, cette fonction est 
du ressort de chaque programme d'application. Le 
maintien de l'intégrité ne s'obtient que très difficile-
ment . 
g) Augmenter le degré dfactualité 
La gestion centralisée garantit un degré d'actualité 
supérieur, puisque la redondance au niveau de l'enregis-
trement peut se réduire à un strict minimum, la mise à 
jour d'une entité s'effectuant par un seul programme. 
h) Différencier entre manipulation et traitement des 
données 
Les opérations d'accès et de mise à jour s'exécutent à 
l'aide d'un langage spécifique, le langage de manipula-
tion de données [LMD ou DML en anglais] qui peut 
s'intégrer à un langage hôte du type Cobol ou exister 
en tant que langage indépendant. Le traitement des 
données s'effectue par un langage de programmation 
classique. 
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i) L1'indépendance des données 
Dn entend par là indépendance entre les programmes et 
les données. Ce concept implique que toute modification 
apportée à l'un de ces deux éléments n'ait pas d'influen-
ce sur l'autre. Dans les systèmes conventionnels, la 
structure des données est spécifique à chaque programme 
d'application, par conséquent, la dépendance entre don-
nées et programme devient complète. 
Un des principaux objectifs de tout SGBD est de promou-
voir un degré d'indépendance élevé. Il existe différent 
degré d'indépendance [1.11]: 
- l'indépendance physique a comme conséquence qu'une 
modification de la structure d'enregistrement 
n'affecte les programmes d'application 
- l'indépendance logique signifie qu'un changement 
au niveau de la structure physique n'implique 
pas une adaptation de la structure logique 
- l'indépendance d'accès n'exige pas la connaissance 
des chemins d'accès physiques aux données en 
vue d'extraire ou de mettre à jour les entités 
- l'indépendance de structure signifie que l'utili-
sateur ne doit pas nécessairement connaître la 
structure logique, le système lui indiquant les 
éléments du modèle en mode interactif. Dans ce cas 
l'on parle du principe des menus. 
Les objectifs ci-dessus ne doivent pas être confondus 
avec les notions telles que: 
- autorisation d'accès [privacy] 
- phénomène d'interblocage 
- sécurité (journalisation, reprise) 
- partage des ressources 
- mesures en vue de garantir la stabilité. 
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1.3. ARCHITECTURE D'UN SGBD 
Le schéma de la figure 1.3 représente les principaux élé-
ments d'un SGBD, alors que la figure 1.4 a comme objec-
tif la spécification des flux d'information entre ces 
éléments. 
appli-
cations 
SGBD 
B.D 
vues 
partielles 
structure 
logique 
structure 
physique 
Fig. 1.3 - Principaux éléments d'un SGBD 
La séquence des événements se résume de la manière suivante 
1. Le programme d'application transmet une requête 
à l'aide du langage de manipulation. 
2. Le système vérifie la requête. 
3. Il détermine les éléments de la structure logique 
concernée, vérifie les droits d'accès et le 
respect des contraintes d'intégrité. 
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Programme 
d'application 
11 
état 
zone de 
travail vues 
partielles 
SGBD : 
droit d'accès 
intégrité 
choix des chemins 
d'accès 
appeler les primi' 
tives d'accès du 
système d'expl. 
Zone tampon 
banque 
de 
données 
structure 
logique 
structure 
physique 
système 
d'exploitation 
- module 
d'accès 
données 
instructions 
Fig. 1.4 - Principes de fonctionnement il.12] 
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4. Le système analyse les caractéristiques de la 
structure physique et choisit le chemin d'accès 
optimal. 
5. Il vérifie si les données recherchées ne figurent 
pas dans la zone buffer, si nécessaire il exécute 
les opérations 6, 1 et 8. 
B. Le système d'exploitation est chargé de transfé-
rer les enregistrements physiques dont les coor-
données logiques lui sont transmises par le 
SGBD. 
7. Le système d'exploitation détermine l'adresse 
physique des enregistrements concernés. 
B. Il transfère ces enregistrements dans la zone 
buffer du SGBD. 
9. En fonction de la vue partielle décrite par le 
requérant, le SGBD transfère les données dans la 
zone de travail du programme d'application. 
1G. Le SGBD transfère au programme des indications 
quant à l'exécution de la requête. 
11. Le programme peut disposer des données et continuer 
san travail. 
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CHAPITRE 2 
LES FACTEURS INFLUENÇANT LA CONCEPTION 
D'UNE BANQUE DE DONNÉES 
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L'objectif de ce chapitre consiste à définir les facteurs 
è prendre en compte lors de la conception de la banque 
de données. 
2.1. MATERIEL ET LOGICIEL 
a) Matériel 
L'existence ou le choix en faveur d'un matériel de type 
donné conditionnent fortement la conception, la réalisa-
tion et l'exploitation du système, entre autre par: 
- la capacité mémoire interne détermine le type 
et l'efficacité du SGBD qui peut entrer en ligne 
de compte. En général, les SGBD des construc-
teurs sont limités à leurs matériels, alors que 
les SGBD de sociétés indépendantes sont d'utili-
sation moins restrictive. La limite inférieure 
de capacité mémoire indispensable varie égale-
ment d'un SGBD à l'autre et ceci dépend du mode 
d'exploitation [exclusivement par lots ou mixte) 
- la capacité et le type de mémoire périphérique 
influencent la conception en ce sens qu'ils 
déterminent le volume maximal de la banque de 
données et les performances 
- la configuration du matériel joue également un 
rôle en ce qui concerne l'efficacité des traite-
ments: 
. nombre de canaux d'entrée-sortie 
. temps de transfert des données 
. nombre d'unités périphériques par canal 
. nombre de supports par unité de contrôle 
• caractéristiques des supports. 
b) Le système d'exploitation 
Les systèmes d'exploitation peuvent varier selon le type 
de machine et en fonction de la capacité mémoire (IBM-360\ 
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DOS pour les machines du bas de la gamme, OS-MFT ou HVT 
pour celles du haut de la gamme, alors que DOS-VS ou OS-VS 
sont prévus pour les systèmes IBM-370). Le système d'ex-
ploitation à disposition limite les possiblités de choix 
entre SGBD, certains ne fonctionnant que sous le contrô-
le d'un type donné de système d'exploitation [IMS-VS sous 
OS-VS, alors que IDMS ou Adabas fonctionne tant sous 
DOS ou OS que sous DOS-VS ou OS-VS). 
Il existe un lien étroit entre la version du système 
d'exploitation et celle du SGBD, la modification de l'une 
pouvant forcer à installer l'autre. Par exemple, une 
nouvelle version du IMS peut imposer l'installation d'une 
nouvelle version du système d'exploitation. 
c) Occupation mémoire centrale 
Selon les cas, le SGBD peut occuper un secteur (parti-
tion) propre de la mémoire centrale, ce qui implique des 
transferts interpartition (Adabas). Il peut également 
opérer dans la même partition que le moniteur de télé-
traitement et les programmes transactionnels, ce qui 
limite les communications interpartition aux programmes 
traités par lot. 
2.2. LES MODELES DE DONNEES 
La description de la structure des données peut se faire 
selon différents modèles, dont les caractéristiques 
principales seront décrites au cours de ce chapitre. En 
ce qui concerne le choix d'un modèle satisfaisant en vue 
de la description du monde réel considéré, une analyse 
critique de modèles représentatifs fera l'objet d'un 
chapitre spécifique (6.2.2). 
Lors de la définition du concept banque de données, nous 
avons distingué trois différents niveaux de description 
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de la structure des données: 
- modèle conceptuel [structure logique] 
- modèle externe [vue partielle] 
- modèle interne (structure physique). 
Les modèles décrits ci-dessous seront également analysés 
en fonction de ces niveaux. 
Conformément à la définition proposée au chapitre 1, un 
SGBD devrait également assurer le maintien de l'intégrité 
et protéger les données contre des utilisations abusives. 
Ces problèmes spécifiques seront analysés au cours du 
chapitre 7.1. 
Le langage utilisé pour la description de la structure 
logique se dénomme langage de description des données 
[LDD ou DDL = Data Description Language]. Les éléments 
de la structure ainsi décrite seront enregistrés dans 
une bibliothèque spécifique au SGBD appelée le diction-
naire des données [data dictionary]. 
2.2.1. Modèle hiérarchique 
Ce modèle fait en quelque sorte suite aux techniques 
conventionnelles d'organisation des données de type sé-
quentiel. Cette structure correspond à un arbre dont 
les noeuds ne peuvent être reliés qu'à un seul précé-
dent, excepté le premier qui constitue la racine de 
l'arbre. La descente de la racine vers les feuilles 
s'effectue de manière séquentielle. 
Le principal représentant de ce type de structure est 
le modèle du système IHS [2.1], les noeuds de l'arbre 
se dénommant un segment [figure 2.1]. Une réalisation 
d'un segment n'a de signification que par rapport à sa 
position dans l'arbre et ne peut exister sans son 
précédent. 
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rootsegment 
dependGntsegment 
ville 
rue 
Fig. 2.1 - Exemple de structure hiérarchique 
Toutes les occurences de segments dépendants apparte-
nant à une réalisation du segment racine lui sont ratta-
chées dans une séquence déterminée. Cette séquence 
englobe les noeuds de l'arbre dans le sens, de haut en 
bas et de gauche vers la droite, et forme un ensemble 
dénommé le "data base record". 
Les limites de ce modèle dans la description des faits 
réels exigèrent une adaptation , en ce sens que deux 
arbres parallèles reliés entre#eux peuvent former un 
réseau. Au niveau conceptuel, il est donc possible de 
décrire des structures de type réseau. Dans la termino-
logie IMS, un tel modèle se définit è l'aide d'un 
ensemble de "physical data base" EPDB]. Des PDB reliées 
entre elles forment une "logical data base". 
La liaison entre deux PDB peut s'effectuer dans un seul 
sens, comme c'est la cas dans l'exemple de la figure 
2.2. Dans la figure 2.3, l'association entre EHP et 
VILLE est de type l:n, mais en réalité la relation est 
du type n:m, ce qui nécessite la définition d'un lien 
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EHPL PDB VILLE PDB 
EHP 
A 
#empl 
DR 
I 
l_. 
nom 
l 
I type 
I 
prénom 
riescriptior 
I 
I 
Fig. 2.2 - Exemple de liaisons entre deux PDB's 
EMPL PDB VILLE PDB 
EMP 
#empl nom 
ADR 
I i 
l i type 
L. I 
prénom K 
descriptic n 
/ 
VILLE 
^postal nomville 
. . . J . . . 
L L J 
Fig. 2.3 - Exemple de liaison bidirectionnelIt 
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bidirectionnel logique entre les deux PDB. En terminolo-
gie IMS, on parle dans ce cas de "pairing". 
La vue partielle des utilisateurs ne peut se définir 
que sous forme hiérarchique et ne peut se référer qu'à 
un nombre restreint de constituants. Les segments peu-
vent appartenir à plus d'un arbre hiérarchique, à 
condition que ceux-ci soient liés logiquement entre eux. 
La vue partielle se dénomme en IHS "logical data base" 
[LDB], notion qui n'a pas la même signification que 
ci-dessus. 
Pour chaque utilisateur, l'administrateur de la banque 
de données génère un interface [programm specification 
bloc PSB) qui définit entre autre la vue partielle et 
la correspondance entre celle-ci et la description de 
la ou des PDB concernées. La figure 2.4 représente le 
lien entre le programme d'application, la vue partielle 
et le modèle conceptuel. La différence entre la vue 
partielle, le programme d'application et la banque de 
données logique réside dans le fait que, dans le PSB, 
seule une partie des constituants est déclarée utilisa-
ble par le programme concerné. En terminologie IMS, on 
parle dans ce cas de "sensitivity" (voir exemple à la 
figure 2.5). 
Quant au modèle interne, celui-ci est en partie intégré 
au modèle conceptuel dont la description nécessite la 
définition, entre autre : 
- de la méthode d'organisation 
- du type de pointeurs en vue de la réalisa-
tion des liaisons entre les segments 
- de sous-arbres (data set group) afin de faci-
liter les accès aux segments d'un tel groupe 
- du nom de la zone de débordement 
- de la nature du support. 
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EMP 
ADR 
1 
|vi 
' 
ENP 
LLE ADR 
VUG partielle selon 
PCB 
banque de données 
logiques 
PDB POB 
EMP 
' • 
ADR / 
4 
' 
VILLE banque de données 
physiques 
Fig. 2.4 - Relation vue partielle PDB 
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E 
B 
F 
segments sen; 
tifs 
La notion de "sensitivity" 
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2.2.2. Modèle réseau 
Ce modèle est la forme la plus générale de représentation 
de structure de données. Décrit sous forme de graphe, les 
noeuds peuvent être reliés à plus d'un précédent, ce qui 
autorise la -définition de structures plus complexes et 
plus variées (figure 2.6). 
v/ _Z\ 
' • 
Fig. 2.6 - Structures de type réseau 
Remarque : L'arbre est une application particulière du 
réseau. IMS est tout de même considéré 
comme un système hiérarchiques malgré le fait que la réalisation de réseau soit pos-
sible3 car l'arbre est la structure de base 
et la séquence hiérarchique reste dans tous 
les cas valable. D'autre part; l'utilisa-
teur n'aura toujours qu'une vue hiérar-
chique des faits élémentaires représentés 
par le modèle. 
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Ce modèle est à la base des propositions du "Data Base 
Task Group" [DBTG] de Codasyl [2.2]. Parmi les princi-
paux systèmes ayant adopté en grande partie les propo-
sitions de Codasyl, citons entre autre: 
- IDS (Honeywell) 
- DMS 1100 (Univac) 
- UDS [Siemens] 
- IùTIS (Cullinane Corp.). 
Le noeud d'un graphe est dénommé le-"record" et est 
composé d'un ensemble de champs [item] pouvant être 
membre d'un groupe. 
La liaison entre deux "records" est dénommée le "set", 
elle est de type 1:n et relie tous les enregistrements 
fils [member) d'un enregistrement père (owner). Ce lien 
est représenté par une flèche, le graphe étant donc 
orienté. 
La description des faits élémentaires, les "records" 
et les "sets", se nomme le "schema" ou schéma. Un cas 
particulier est la possibilité de définir différents 
degrés d'appartenance de l'élément fils dans un "set" : 
- "mandatory", une occurrence d'un élément fils ne 
peut exister sans être relié à tous les "sets" 
dont il est membre et ne peut être transféré 
d'un "set" vers un autre ; 
- "optional", il peut exister dans un "set" mais 
pas dans l'autre ou dans aucun d'entre eux, ou 
à l'extrême ne pas être rattaché à un père ; 
- "automatic", l'insertion d'un élément fils dans 
l'occurrence du set concerné s'exécute auto-
matiquement ; 
- "manual", l'insertion ne se fait que si celle-ci 
est spécifiée explicitement lors de la mise à 
jour. 
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La vue de l'utilisateur intitulée "sub-schema", un sous-
ensemble du schéma, définit le type de "record", les 
constituants et les liens entre les "record" concernés 
par l'application. Dans un sous-schéma, il est impossi-
ble de remettre en cause les éléments décrits dans le 
schéma. 
Comme dans le cas de IMS, la distinction entre physi-
que et logique n'est que partielle. La description du 
schéma implique en effet la définition 
- du type de chaînage afin de réaliser le set 
- de la méthode d'organisation [location mode) 
- de l'appartenance d'un "record" à un secteur 
donné [within area) 
- de la notion de position courante dans un 
"set" (set occurrence selection) 
- du critère de tri d'une chaîne et le type de 
tri. 
D'autres critères physiques qui ne sont pas définis 
dans le schéma se décrivent à l'aide d'un langage spé-
cifique, le "device media control language" [DMCL). 
Une autre possibilité de représenter un modèle réseau 
que celle proposée par Codasyl, qui est basée sur le 
concept du "set", utilise le principe hiérarchique 
et le complète par la notion de référence. Au lieu de 
représenter la liaison entre deux éléments par une 
séquence hiérarchique, on utilise le concept référence. 
Le SGBD Socrate est le principal représentant de cette 
catégorie de modèle réseau [2.3]. Illustrons les possi-
bilités offertes par Socrate au niveau de la descrip-
tion de la structure logique è l'aide de l'exemple 
présenté à la figure 2.7, selon le LDD nous obtenons: 
48 
entité cours 
nacours 
descr 
entité coursreq 
coursreq référence un cours 
entité offre 
date 
lieu 
prof inverse tout enseign 
entité étudiant 
étu référence un étud 
entité enseign 
nomatr 
nom 
entité étud 
noenreg 
adresse 
diplôme 
cours 
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graphe selon Socrate 
étudiants enseignant 
[inv] \[réf] 
graphe hiérarchique 
graphe Codasyl 
3nseign cours 
-* . 
• . 
of f res 
O 
étud. 
Fig. 2.7 - Structure logique selon Socrate 
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Résumons brièvement les caractéristiques du LDD de 
Socrate: 
- la notion entité correspond au segment de IMS et 
au "record" du Codasyl 
- la relation hiérarchique est représentée par 
l'imbrication des entités fils dans l'entité 
père 
- pour éliminer la redondance, une liaison hié-
rarchique peut être représentée par une réfé-
rence à une entité non imbriquée 
- un groupe répétitif peut s'intégrer à l'entité 
père et être représenté sous forme d'inverse, 
d'où nouvelle possibilité de réduire la 
redondance 
- on peut définir des boucles, ce qui n'est pas 
possible avec tous les SGBD de type Codasyl, 
entre autre IDMS 
- la notion de "set" n'existe pas 
- aucun critère d'implantation physique (type de 
pointeurs, méthodes d'organisation) ne doit 
être définit à ce niveau de la description 
logique 
- il est possible de définir des plages de valeur 
par constituant 
- la description d'une structure est simple en 
comparaison avec les LDD de IMS. ou IDMS. 
2.2.3 Modèle relationnel 
Basé sur la théorie mathématique des relations, ce modèle 
a comme origine les propositions émises par Codd [2.4]. 
Une relation est généralement représentée sous forme de 
tableau [figure 2.8] dont les colonnes contiennent les 
domaines et les lignes les réalisations Cn-uplets) de 
l'entité décrite par la relation [2.5]. 
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particle 
11121 
11517 
14314 
12510 
nom 
A 
A 
C 
D 
couleur 
R 
V 
V 
O 
qté en stock 
10 
19 
24 
91 
Fig. 2.B - Relations sous forme de tableau 
De ce tableau on peut déduire les caractéristiques 
suivantes: 
- le nombre et l'ordre des colonnes sont 
indifférents 
- l'ordre des colonnes n'a pas de signification 
particulière 
- chaque colonne a un nom unique 
- l'ordre des réalisations des relations, n-uplets, 
ne joue aucun rôle 
- il n'existe qu'un seul n-uplet composé de va-
leurs identiques 
- pour une valeur d'un constituant donné, la clé 
primaire, il n'existe pas plus d'un n-uplet 
identique. Un groupe de constituants peut former 
cette clé, alors que le reste des constituants 
se dénomme des clés secondaires (candidate Key]. 
Une représentation plus pratique que le tableau et qui 
s'utilise dans la description du modèle est la forme 
R : [D1, D , D D ) 
1 2 3 n 
où R est le nom de la relation et D le nom des constitu-
ants. Le tableau de la figure 2.6 s'écrit donc comme 
suit: 
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Artide : Cnuméro, nom, couleur, qté en stock) 
la clé de la relation étant soulignée. Le nombre de 
constituants d'une relation indique le degré de la rela-
tion, 2 = binaire, 3 = ternaire, n - n-aire. 
Le type de relation entre les constituants est une nation 
centrale du modèle relationnel. On parle ici de la fonc-
tionnalité d'une relation. Une relation fonctionnelle 
est élémentaire si pour une valeur de la clé, il n'existe 
qu'une seule réalisation parmi l'ensemble des n-uplets 
d'une relation donnée. Cette relation abrégée RFE peut 
être directe ou indirecte et fera l'objet d'une présen-
tation plus détaillée au chapitre 6.2.2. 
Cette notion permet de caractériser les relations et 
d'en déterminer leur forme. Une relation est dite 
normalisée si tout domaine représente un ensemble de 
valeurs non décomposables. Le passage d'une forme à 
une autre se dénomme processus de normalisation. Ce 
processus sera également précisé au cours du chapitre 
6.2.2. 
La description des faits élémentaires du monde réel 
considéré s'effectue en définnissant d'une part les 
domaines et d'autre part les relations et leur clé 
primaire respective (figure 2.9). 
La différence fondamentale de cette forme de modèle par 
rapport aux deux précédents (chapitres 2.2.1 et 2.2.2) 
réside dans le fait que les associations entre rela-
tions ne sont pas décrites dans le modèle. Des critères 
d'enregistrement physique n'apparaissent pas à ce 
niveau. Utilisé au niveau conceptuel, ce modèle peut 
être qualifié de neutre face aux problèmes d'enregis-
trement. 
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Domain : rrempl 
nomempl 
prénom 
type 
description 
.Spostai 
nomville 
Relation : EMP : [ftempl, nomempl, prénom) 
key : ftempl 
ADR : (#empl, type, description, #postal) 
VILLE : [^postal, nomville) 
Key : ^ postal 
Fig. 2.9 - Exemple de modèle conceptuel selon le modèle 
relationnel, excepté les contraintes d'inté-
grité 
La vue des utilisateurs est décrite explicitement a 
l'aide d'un langage de manipulation, par exemple Sequel 
(chapitre 2.3) dans le cas du système R, qui permet de 
- définir les sous-ensembles concernés en désigna' 
les relations, les constituants et même certain 
conditions 
- déterminer les associations entre relations 
- définir de nouvelles relations. 
Les vues partielles des programmes d'application seront 
générées par le système, les programmes y faisant réfé-
rence et le SGBD peut ainsi, en passant par le modèle 
conceptuel et la description de la structure physique, 
accéder aux n-uplets concernés et les transmettre dans 
la zone de travail du programe. 
54 
La vue partielle peut également se définir lors de la 
formulation de la requête, puisqu'à cette occasion 
l'utilisateur détermine le sous-ensemble auquel il dési-
re accéder. Nous reviendrons sur ce problème au cours 
du chapitre 8. 
* 
Quant aux critères spécifiques à la structure physique, 
ils sont décrits séparément et n'interviennent pas 
aux deux autres niveaux de description de la structure. 
Il n'existe encore aucun SGBD commercialisé de ce type, 
mais des prototypes sont en cours de réalisation, entre 
autre [2.6]: 
- System R 
- Ingrès 
Un système comme Adabas peut être considéré comme une 
application restreinte du modèle relationnel, puisqu'il 
permet 
- d'effectuer des opérations de type relationnel 
sur un nombre limité de constituants à l'aide 
d'un langage non procédural [voir chapitre 2.3.1). 
La démonstration fait l'objet d'une étude citée 
en [2.7] 
- d'ajouter de nouveaux constituants à une relation 
sans modification des applications et sans réor-
ganisation: il suffit de modifier le dictionnaire 
à l'aide d'un utilitaire 
- d'ajouter ou de supprimer des possibilités de 
sélection sur des constituants (descripteur), ce 
qui n'implique ni modification, ni réorganisation. 
Cette opération s'effectue également à l'aide 
d'utilitaires 
- de créer et de supprimer des couplages entre 
relations, afin de permettre l'exécution de requê-
tes se référant à plus d'une seule relation 
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- d'ajouter ou de supprimer des relations sans 
modifier la structure, ni exiger des modifica-
tions de programmes d'application et sans 
provoquer de réorganisations. 
2.3. LES LANGAGES DE MANIPULATION 
Un LHD a comme objectif l'accès, la mise a jour et la 
création de données. Il peut s'intégrer à un langage de 
programmation, par exemple Cobol ou PLl, qui joue dans 
ce cas le rôle de langage hôte (host language). Tous 
les SGBD cités au chapitre précédent offrent cette possi-
bilité, leur utilisation principale ayant pour cadre 
des applications de gestion. 
Dans un langage hôte, les primitives du langage de mani-
pulation sont appelées à l'aide d'une instruction spéci-
fique. Prenons à titre d'exemple le langage de manipu-
lation DL/1 de IHS intégré au Cobol, la définition des 
primitives se présente sous la forme 
enter linkage 
call 'CBLTDLV using [paramcount,] fonction, 
nom PCB, zone entrée-sortie, SSA1, ... SSAn 
enter cobol 
Le paramètre [paramcount] est facultatif, il sert à la 
spécification du nombre de paramètres de 1'instruction 
"call". Quant au paramètre fonction, il indique l'opé-
ration de manipulation prévue, alors que SSA signifie 
"segment search argument" et a comme fonction principale 
la description des données à manipuler: 
- nom du segment 
- code de commande qui permet de compléter le para-
mètre fonction 
- partie qualitative. 
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Les données sont transférées dans la zone de travail du 
programme alors que les informations relatives aux commu-
nications entre le langage DL/1 et le programme (code de 
réponse, adresse de l'occurrence du segment transféré, 
etc) sont transférées dans un interface spécifique. 
D'autre part, il existe des langages non intégrés, indé-
pendants (self contained ou stand alone language] que 
l'on dénommp souvent langage d'interrogation (query 
language), entre autre: 
- alpha [2.8] 
- square [2.9] 
- sequel [2.10] 
- adascript [2.11] 
- IQF de IMS [2.12]. 
Une autre distinction parmi les langages de manipula-
tion se réfère au type de modèle sur lequel ils se basent. 
Les langages tel alpha, square ou sequel s'appliquent à 
des modèles de type relationnel, IQF à un modèle de type 
hiérarchique. 
Les langages de type relationnel, également utilisables 
avec un langage hôte, font appel à des notions mathémati-
ques et peuvent être classés en deux catégories: 
- langage algébrique qui utilise pour interroger 
la banque de données des opérations algébriques 
complétées par des opérations ensemblistes telles 
que projection, anti-projection, restriction 
[2.13] 
- langage des prédicats qui repose sur la logique 
mathématique. Le principe de base, expliqué de 
façon très'simpliste, signifie qu'une proposition 
ne peut être que vraie ou fausse et ce indépendam-
ment des valeurs attribuées [2.14]. 
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A titre d'exemple, nous formulons différentes manipula-
tions basées sur le modèle conceptuel de la figure 2.2 
à l'aide du langage Sequel, celui-ci étant le plus 
simple à manier parmi les langages relationnels et utili-
sables tant intégrés à un langage hôte qu'indépen-
damment. 
a) Quel ut le. nom de. V employe de # = H 3 ? 
Select nom, prénom 
from emp 
where #emp1 = '113'. 
b) QueZò òOYit IeM namé.à.06 d<u> employa habitant Ituitck ? 
Select #empl 
from adr 
where ^postal = 
select ^postal 
from ville 
where nomville = 'Zurich'. 
c) ïmz^iQJi un nouvel, employé 'Dupont', 'MoAceX', 129 
Insert into emp (ftempl, nom, prénom) 
<129, Dupont, Marcel>. 
d) SuppsUmeJi V employé de. numVio 102 
Delete emp 
where #empl = '102'. 
e) ModÂ&ieJi la deAcsiiption de, VadKOA&z pnJjole. [type, = 1) 
de. V employé. mx.me.Ko UO 
Update adr [description) 
<villa bel-air> 
where ftempl = '110' and 
type = '1 ' . 
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2.3.1. Langage procédural et non-procédural 
Cette distinction est primordiale, car elle influence 
- la structure des programmes 
- les possibilités d'accès 
- les efforts à effectuer au niveau de la 
programmation. 
Un langage est dit procédural si l'accès aux données se 
fait en transférant enregistrement paf enregistrement 
dans la zone de travail. Avec l'opération "get next" 
[DL/1]j le programmeur demande de transférer chaque seg-
ment en vue d'une manipulation quelconque dans sa zone 
de traitement. L'aspect recherche domine, il est néces-
saire de spécifier les procédures d'accès en fonction 
des caractéristiques d'enregistrement. Le terme naviguer 
(2.15) est souvent employé pour définir cette méthode 
d'utilisation, puisque le programmeur suit un chemin pré-
cis qu'il formule à l'aide des primitives d'accès du lan-
gage concerné. Dans le cas de IMS, le programmeur se dé-
place le long de la séquence hiérarchique, alors que dans 
le cas de Codasyl, il suit les occurences d'un "set" donné. 
Le programmeur doit donc connaître le profil du chemin 
d'accès. La position courante est une notion importante 
qu'il doit mémoriser. Dans le cas de IMS, elle indique la 
position dans la séquence hiérarchique avant l'exécution 
d'un "get". Dans le cas de Codasyl, elle peut, en fonction 
de la spécification de la structure logique, représenter 
un autre enregistrement du "set". 
Le fait que le segment recherché doive se trouver à droite 
de la position courante est une autre caractéristique 
importante relative au langage DL/1. Le déplacement sur 
une séquence hiérarchique s'effectue donc toujours de 
gauche à droite, un retour en arrière n'étant possible 
qu'en relation avec une opération "get next within 
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parent" en le spécifiant avec un code de commande figu-
rant dans l'argument de recherche. 
A l'opposé, un langage non-procédural n'exige pas la 
définition du chemin d'accès à suivre, il suffit de for-
muler les caractéristiques des données auxquelles on 
désire accéder. Il faut entre autre spécifier: 
- le nom de l'entité 
- les noms -des constituants concernés 
- les conditions relatives à cet ensemble, 
le système traduisant ces requêtes en procédures d'accès. 
L'objectif d'un tel type de langage consiste à définir un 
ensemble de données, le SGBD se chargeant du transfert 
dans la zone de travail. Dans le cas de Adabas, les adres-
ses virtuelles (ISN) sont transférées dans la zone de tra-
vail, le programmeur peut ensuite appeler une occurence 
après l'autre dans sa propre zone de travail en vue du 
traitement. Une requête de ce type ne s'applique, dans le 
cas de Adabas, exclusivement sur un nombre restreint de 
constituants définis dans le modèle conceptuel- Par 
contre, un langage de type purement relationnel ne pres-
crit aucune restriction de ce genre. 
Cette notion de procéduralité n'est pas absolue, car lors 
de la spécification d'une requête, la séquence des opé-
rations est plus ou moins importante selon les systèmes. 
Les langages algébriques sont plus procéduraux que ceux 
basés sur le langage des prédicats, car dans le premier 
cas la séquence indique comment les résultats sont 
obtenus. Mais le critère de distinction décisif est la 
non-référence à un chemin d'accès. 
Les langages non-procéduraux sont caractérisés par : 
- leur relative simplicité 
- leur indépendance face aux critères d'enregis-
trements 
- le fait qu'ils n'impliquent pas de connaissances 
en informatique. 
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Jusqu'ici nous avons sous-entendu que l'utilisateur doive 
connaître les relations et les constituants définis dans 
le modèle conceptuel. L'initiative de l'interaction avec 
le SGBD incombe à l'utilisateur qui dolt initialiser 
l'exécution de la requête. Les langages cités ci-dessus 
[alpha, square, squel, adascript) sont de ce type. 
Une autre optique est celle fondée sur le principe de la 
délégation de l'initiative du .dialogue au système, en ce 
sens que l'utilisateur, une fois son désir d'accès trans-
mis, communique en mode interactif. A titre de réponse, 
il reçoit les noms des relations et de leurs constituants 
respectifs décrits par la structure logique. Il doit 
ensuite indiquer les éléments qui l'intéressent. A l'éta-
pe suivante toutes les caractéristiques de ces éléments 
lui sont transmises, ce qui lui permet de formuler sa 
requête. Une telle approche est un dialogue dirigé, puis-
que le système offre à l'utilisateur différentes possibi-
lités è choix. Les langages "rendez-vous" [2.16] ou 
"query by example" [2.17] se basent sur ce principe. 
2.3.2. Le type d'utilisateur 
Une banque de données est prévue d'une part pour des uti-
lisations selon différents modes (transactionnel, con-
versationnel ou par lot) et d'autre part pour différents 
types d'utilisateurs. L'accent est moins porté sur les 
connaissances en informatique que sur les raisons d'accé-
der aux informations. En effet, il est fort possible 
qu'un informaticien [programmeur-système ou d'application] 
utilise dans certains cas un langage non-procédural. 
Le rapport Codasyl [2.18] distingue quatre catégories 
d'utilisateurs qui peuvent être complétées, en relation 
avec les développements du modèle relationnel et des 
langages qui s'y réfèrent, par un cinquième groupe. 
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a) PejuonneJL d'admiviUZnation at cTexploitation 
Ce groupe englobe principalement la fonction de l'admi-
nistrateur de la banque de données dont les fonctions 
et les activités seront décrites au cours du chapitre 
10.2.2. Il s'agit dans ce cas d'un groupe d'utilisa-
teurs hautement qualifiés. 
La simplicité des différents langages (LDD, LMD) et les 
possibilités de structurer les données auront une in-
fluence capitale sur les efforts que le groupe doit 
fournir en cours de conception comme pendant l'exploi-
tation et déterminent la grandeur de ce groupe. 
b) Le* pKOQhammvjJiti d'application 
Ce groupe englobe également des personnes jouissant de 
connaissances informatiques suffisantes pour créer des 
programmes de type procédural. 
Le problème qui se pose dans le cadre de ce groupe est 
l'effort exigé pour l'apprentissage du langage ds mani-
pulation, effort qui peut varier fortement d'un système 
à l'autre. Les langages de type relationnel sont, de 
ce point de vue, idéals. 
G) Utilisateurs non-informaticiens aux exigences élevées 
Toutes les personnes capables de formuler des requêtes com-
plexes, par exemple des ingénieurs, économistes ou cadres 
commerciaux, sont classés dans ce groupe. Ces personnes 
s'occupent en général plutôt d'activités liées au système 
dispositif qu'opérationnel. Elles doivent utiliser le 
dictionnaire des données afin d'y trouver les noms et les 
caractéristiques des entités qui les intéressent. Elles 
doivent donc posséder des aptitudes quant è la formulation 
et à la logique mathématique. 
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Les langages de type relationnel sont prévus pour ce 
groupe d'utilisateurs. Mais des différences relativement 
importantes existent selon les connaissances mathématiques 
plus ou moins approfondies qu'implique l'utilisation d'un 
de ces langages. Un langage comme alpha exige des notions 
mathématiques approfondies, ce qui n'est pas le cas du 
langage Sequel. Si aucune référence eux mathématiques 
ne peut être exigé, l'utilisation d'un langage conversa-
tionnel en mode interactif s'impose. 
Aucune formalisation de requêtes selon la syntaxe d'un 
langage de manipulation n'est exigée de ce type d'utili-
sateur- Les personnes de ce groupe communiquent avec le 
SGBD selon un schéma prédéfini à l'avance sous forme d'un 
programme. Elles doivent introduire les données en fonc-
tion de règles déterminées qu'elles ont apprises en 
quelques jours ou semaines. Le mode d'utilisation est 
appelé dans ce cas transactionnel, par opposition au 
mode conversationnel du groupe précédent. 
En informatique de gestion, ce groupe est le plus impor-
tant et recouvre tout le personnel chargé de l'exécution 
des activités du niveau opérationnel, l'accent reposant 
principalement sur 
- l'efficacité 
- la simplicité 
- la disposition des paramètres 
- la darete des opérations à effectuer 
- le temps de traitement 
e) Utilisateurs occasionnels 
Le niveau technologique actuel ne permet pas à ce groupe 
d'utilisateur d'accéder à une banque de données. Ces 
personnes ne sont en général pas intéressées à une inter-
action avec le système en fonction d'une activité précise. 
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2.4. LES METHODES D'ORGANISATION DES DONNEES 
L'objectif do ce chapitre ne consiste pas à décrire les 
caractéristiques techniques et les principes de fonction-
nement des différentes méthodes d'organisation des don-
nées. A cet effet, il existe une littérature spécialisée, 
entre autre les ouvrages cités en [2.19]. Notre but 
consiste à les analyser en fonction de la conception 
d'une banque de données. Nous aborderons chaque méthode 
en relation aux problèmes suivants: 
- capacité mémoire 
- mise à jour 
- mode d'accès, ceux-ci feront l'objet du 
chapitre 2.5. 
Le choix des méthodes d'organisation dépend en premier 
lieu des modes d'accès et des contraintes de temps de 
réponse auxquels le système doit pouvoir satisfaire. 
Une méthode d'organisation détermine une relation entre 
une structure logique et la structure physique, le bloc, 
l'enregistrement des données s'effectuant en fonction de 
cette relation. 
Tout SGBD se base sur les méthodes proposées par les sys-
tèmes d'exploitation et les adapte selon des techniques 
spécifiques en vue de pouvoir réaliser des procédures 
d'accès aux données décrites par la structure logique. 
Comme nous l'avons fait en ce qui concerne les modèles 
de données, nous analyserons les méthodes selon la 
même classification: 
- hiérarchique 
- réseau 
- relationnel. 
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Les SGBD analysés peuvent également être classés selon 
le critère de réalisation des relations : physiquement 
dans la zone donnée (alinéas a et b) ou non [alinéa c). 
Ce critère est très important puisqu'il influence de 
manière décisive les possibilités de conception. 
a) Représentation physique de structure hiérarchique 
Nous nous limiterons à analyser les possibilités propo-
sées par le système IMS qui est le représentant type 
de système hiérarchique Ï2.2DJ. 
Chaque arborescence (Physical Data Base] est enregistrée 
selon une des quatre méthodes: 
- HSAn sequential a_ccess method 
- HISAM
 L. , indexed sequential access methoc 
hierarchical — — — — 
- HIDAM indexed d_irect access rnethod 
- HDAM direct access method 
Les liaisons hiérarchiques sont réalisées selon deux mé-
thodes différentes : la juxtaposition physique (séquen-
tielle) et le chaînage à l'aide de pointeurs [adresse 
physique relative!. 
al Liaison séquentielle 
La méthode HSAM enregistre les occurrences de segment 
selon la séquence hiérarchique, de haut en bas et de gauche 
à droite, dans des blocs de longueur fixe. Un segment n'est 
jamais scindé en deux en fin de bloc, mais est mémorisé 
dans le bloc suivant. Comme dans le cas de l'organisation 
séquentielle simple, l'actualisation s'exécute en réécri-
vant le fichier. Son utilisation est donc très limitée. 
Quant à la méthode HISAM, la séquence hiérarchique est 
enregistrée dans deux secteurs différents : ISAM [zone 
primaire) et OSAM (zone de débordement) qui sont subdivi-
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âés en blocs de longueur fixe. La zone ISAM est organisée 
selon la méthode séquentielle indexée, la clé primaire 
étant celle du segment racine. Une occurence de ce seg-v 
ment racine [root] est enregistrée avec autant de dépen-
dants hiérarchiques que le bloc peut contenir, le reste 
étant mémorisé dans un ou plusieurs blocs OSAM. Les 
blocs [ISAM et OSAM) contenant toutes les occurences dé-
pendant d'une seule occurence du segment racine sont re-
liés entre eux par une chaîne simple. 
Les opérations d'insertion détruisent la séquence physi-
que en ce sens qu'un nouvel arrivant doit être enregistré 
dans la zone OSAM si la séquence logique ne peut être réa-
lisée physiquement. Cet événement se mémorise à l'aide 
d'un pointeur en début de bloc (root overflow pointer] qui 
initialise une chaîne des réalisations d'arbre qui se pla-
cent dans la séquence logique entre les valeurs de ce bloc 
et du précédent (figure 2.10). 
L'insertion de segments dépendants nécessite des déplace-
ments de segments dans la zone OSAM si le bloc qui doit 
les accueillir n'Dffre pas assez de place et des opéra-
tions de mise à jour de la chaîne afin de maintenir la 
séquence logique (figure 2.10, bloc AlO). Cette opération 
exige le balayage de l'arborescence afin de positionner 
l'emplacement du nouvel arrivant. 
L'occupation mémoire est détériorée par la longueur des 
différents types de segment, la longueur d'une occuren-
ce d'une arborescence et les opérations d'insertion de 
segments dépendants. 
L'accès au segment racine est direct. Un balayage sé-
quentiel des blocs formant l'arborescence, entrecoupé 
d'accès direct au bloc OSAM, s'impose pour accéder aux 
autres segments de l'arborescence. Les temps d'accès 
se détériorent rapidement si le taux d'insertion est 
relativement élevé. 
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Les suppressions s'effectuent en modifiant la valeur d'un 
"flag" dans le préfixe du segment. 
ISAM dependent pointer OSAM 
C92 ^W///////A 
J41 
~m ^ 
•* W////////A 
« Y//////////A 
102 •101 WM .. 
root overflow pointer 
Fig. 2.1.0 - Exemple HISAM 
a2) Li§^§9D_l_21§^d?_d? pointeurs 
Les deux méthodes directes réalisant la séquence hiérar-
chique d'une arborescence (PDBR] en reliant les occur-
rences des segments à l'aide de pointeurs de type diffé-
rent : 
- pointeur hiérarchique selon la séquence hiérar-
chique (hierarchical pointer] 
- pointeurs fils reliant un segment père à la pre-
mière occurrence du segment fils concerné (child 
pointer) 
- pointeurs frères reliant toutes les occurrences 
d'un segment de type donné (twin pointer]. 
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Les deux derniers types de pointeur permettent d'accéder 
directement à partir du segment père à toutes les occur-
rences d'un segment de type donné. 
Dans tous les cas cités ci-dessus, le chaînage peut éga-
lement se faire dans le sens inverse en reliant chaque 
segment avec son précédent. 
Au niveau du segment père, il est possible de définir un 
pointeur reliant la première ou la dernière des occur-
rences d'un ou de tous les segments fils. 
Au niveau du segment racine, il est possible de relier 
toutes les occurrences à l'aide d'un pointeur frère 
dans un ou les deux sens. 
Le choix du type de pointeur hiérarchique combiné dans 
certain cas avec des pointeurs fils et frères est fonc-
tion des fréquences d'accès et des contraintes de temps 
réponse. 
- HDAM 
Les segments d'une arborescence sont enregistrés dans une 
zone OSAH divisée en deux parties, l'une adressable 
(root segment adressable area) et l'autre étant une zone 
de débordement. Ces deux zones sont composées de blocs 
de longueur fixe. 
L'enregistrement dans la zone adressable s'effectue selon 
un algorithme de calcul d'adresse (hash-code). Si le 
bloc alloué ne peut contenir le segment-racine, celui-ci 
sera enregistré dans le bloc le plus proche ou à l'extrême, 
dans la zone de débordement. Les collisions sont chaînées 
entre elles en reliant entre eux les blocs concernés par 
les collisions [anchor et twin pointer). Les segments 
dépendants quant à eux sont mémorisés dans le même bloc 
que le "root" ou dans un des blocs suivants. Si le volume 
occupé par une réalisation de l'arborescence dépasse le 
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2.11_ - Exemple HDAH de la figure 2.10 avec pointeurs 
hiérarchiques uniquement 
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volume moyen alloué à la partie de l'arbre mémorisable 
dans la partie adressable, les dépendants seront enregis-
trés dans la zone de débordement (figure 2.11). 
Les opérations d'insertion nécessitent la maintenance 
d'un nombre plus ou moins élevé de pointeurs, mais ceux-ci 
permettent l'accès direct aux éléments dépendants sans 
suivre la séquence hiérarchique. Le pointeur arrière fa-
cilite les insertions lorsque les chaînes concernées sont 
relativement longues. 
L'occupation mémoire est mauvaise, car les collisions 
seraient trop nombreuses et les temps d'accès et de main-
tenance du fichier seraient par trop inefficaces si le 
taux d'occupation était trop élevé. 
Les temps d'accès dépendent donc du taux de collision, 
de la longueur des chaînes de collision, du type de chaî-
nage entre les éléments et la longueur de ces chaînes. 
- HlVM 
Cette méthode implique la création d'une banque de données 
CPDB) index de type HISAM, formée d'une zone ISAM et 
OSAM, et une banque de données sous forme OSAM simple 
[figure 2.12). 
La valeur de la clé primaire du segment racine est utili-
sée comme élément d'une table d'adresse gérée selon ISAM 
ou OSAM. Toutes les remarques faites à ce sujet sont donc 
valables ici. 
L'enregistrement des segments dans la zone donnée, OSAM 
simple, s'effectue en mémorisant tous les segments d'un 
PDBR dans le même bloc ou le plus proche, tout en mainte-
nant les pointeurs définis au niveau de la description 
de la structure logique [PDB). 
Il est possible de relier entre elles toutes les occur-
rences du segment racine par une chaîne twin, ce qui 
70 
ISAM OSAH 
r 
index . 
data K. 
base 
1IO 
r 
data 
base < 
* ^ 
11 
C±-
* Wh 
O i ^¾-
'91 '92 '93 
Cs. 
10 101 
m 
» /> 
41 0 4 
V 
r>l 
102 '101 
3 C± 
'41 '42 21 
Fig. 2.12 - Exemple HIDAM de la figure 2.11 
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facilite l'accès séquentiel logique puisque l'index n'est 
utilisé que pour le positionnement. 
Par rapport à l'organisation HDAH, les accès séquentiels 
logiques sont possibles tout en gardant la possibilité 
d'accès direct, par l'intermédiaire de l'index, au segment 
racine et aux descendants en suivant les pointeurs. 
L'emplacement mémoire est mis à contribution par la base 
index, mais par contre une meilleure utilisation est possi-
ble dans la zone donnée non adressable. 
La zone non adressable de ces méthodes (QSAM overflow en 
HDAM et OSAM simple en HIDAH) exige une gestion des empla-
cements libres qui est réalisée par une combinaison de 
chaîne [anchor point) et de liste de bit (IMS/VS). La zone 
adressable en HDAN peut également être complétée par une 
gestion des places libres. 
- Secondary set groups 
Les méthodes d'organisation HISAM, HDAM et HIDAM permettent 
la création de sous-groupes [2 à 10 au maximum). La racine 
d'un groupe secondaire ne peut être qu'un segment du deu-
xième niveau hiérarchique en HISAM. 
L'avantage est de favoriser l'accès direct à la racine du 
groupe et d'allouer les groupes sur différents supports 
disques. 
Cette technique n'est utilisable avec HISAM si VSAM est 
utilisé en tant que méthode d'organisation du système d'ex-
ploitation ou si l'indexation secondaire est définie sur 
cette banque de données. 
- Indexation secondaire 
La méthode d'indexation secondaire simple est appliquée. 
L'adresse peut être soit celle du segment source ou d'un 
autre segment, un supérieur hiérarchique. 
11 
La définition du segment cible dépend des fréquences 
d'accès au segment source et du taux de mise à jour du 
constituant indexé de ce segment. 
Au maximum, cinq clés secondaires par segment source 
peuvent exister. 
- Liaisons logiques entre arborescences 
Il existe trois associations possible: 
- unidirectionnelle 
- bidirectionnelle physique 
- bidirectionnelle virtuelle. 
La profusion de termes complique l'explication de l'orga-
nisation. En effet, un segment est désigné différemment, 
selon la place qu'il occupe dans la séquence physique et 
logique. Donner des précisions supplémentaires dépasse-
rait le contexte de notre travail. Par conséquent, nous 
nous limitons à représenter ces techniques à l'aide des 
figures 2.13 a, b et c. 
L'emplacement mémoire exigé par la profusion de pointeurs 
supplémentaires et la redondance prend des dimensions 
relativement importantes. 
Les opérations d'actualisation sont très coûteuses en 
temps d'exécution et très compliquées. Des règles spéci-
fiques à chaque type de manipulation se définissent lors 
de la description de la PDB et dépendent des accès que 
l'on désire maintenir après les manipulations. 
Remarque: L'enumeration sommaire présentée ci-dessus 
donne un aperçu de la complexité du SGBD 
IMS. L'assimilation à ce système exige des 
efforts de formation non négligeables. 
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Nom N 
' 
Nom compilé 
Compétence A 
Compétence B 
a] unid i rect ionnel 
/PP 
:: L 
b) bidirectionnel virtuel 
Nom 
LP 
LTF 
LTB 
LCF 
PP 
Logical parent 
Logical twin 
forward 
Logical twin 
backward 
Logical child 
forward 
Physical parent 
c) bidirectionnel physique 
Fig. 2.13 - Liaisons entre arborescences 
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b) La structure physique d'un réseau 
bl Codasyl 
La représentation de structures de type réseau peut éga-
lement se réaliser avec le système INS, mais la liaison 
s'effectue en reliant des hiérarchies entres elles. 
Les systèmes de type Codasyl, nous nous référons ici à 
IDMS [2.21] enregistrent les "records" dans des blocs de 
longueur fixe dénommé "page" selon la méthode d'organisa-
tion avec adressage indirect. Si le schéma précise comme 
mode d'allocation "cale", le système transforme la clé 
primaire en une adresse correspondant à une page. Complé-
tée par la position relative de l'enregistrement dans la 
page, cette adresse forme le "data base key". Les colli-
sions se gèrent à l'aide d'une chaîne simple, les enre-
gistrements nouveaux concernés sont transférés dans la 
page la plus proche de la page origine. 
Un autre mode d'allocation existe, il s'agit du mode 
"direct". Dans ce cas, IeSGBD enregistre 1'occurence 
en fonction des pages libres qu'il gère lui-même. L'accès 
à une telle occurence ne peut s'effectuer que si l'on 
connaît le "data base Key". 
Quant à l'allocation "via set", elle a pour objectif la 
mémorisation des dépendants dans la page de l'enregis-
trement père ou le plus près possible de cette dernière. 
Chaque type de "record" est alloué à un secteur [area] 
lors de la définition du schéma et chacun d'eux se com-
pose d'un nombre défini de pages. 
Quant au "set", il se réalise en utilisant le "data base 
Key" en tant que pointeur. Trois types de pointeurs en 
permettent la réalisation et se définissent au niveau du 
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schéma. 
En plus du mode d'allocation, d'autres critères sont à 
considérer: 
- un "set" peut s'enregistrer en fonction d'un 
ordre spécifique défini dans le schéma 
- la classe d'appartenance dans le "set", le 
"member ship class" (voir chapitre 2.2) 
- la définition de la position courante "set 
occurence selection" au niveau du schéma. 
Par rapport à IMS, il est possible d'accéder directement 
è n'importe quel noeud du graphe (allocation "cale", 
"direct" ou indexation secondaire) et la répartition des 
différents types de "record" sur la mémoire à disposition 
s'avère plus simple. D'autre part, la structure physique 
selon Codasyl introduit moins de notions techniques à 
assimiler. 
b2 Socrate 
Par rapport aux systèmes IDMS et IMS, le concepteur n'a 
aucune possibilité de choix pour organiser la structure 
physique des données. Dans le cas de Socrate [2.22], le 
passage se fait directement, lTalgorithme d'adressage 
déterminant l'adresse réelle. 
L'espace virtuel est un espace structuré à partir du nom-
bre total de réalisations indiqué pour chaque entité dans 
la description du modèle conceptuel. Pour chaque entité, 
cet espace comprend : 
- une chaîne d'existence dont la longueur est égale 
au nombre totsl de réalisations en bits répartis 
sur un nombre entier de mots (32 bits) 
- un mot système qui sert à chaîner toutes les 
entités qui référencent la même réalisation d'une 
entité donnée 
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- place réservée aux réalisations d'entités. 
L'adresse virtuelle d'une donnée élémentaire se calcule à 
partir de la description du modèle, il suffit d'en connaî-
tre la longueur qui dépend de la nature de la donnée 
[mot, inverse, référence, texte). 
Le plus petit élément manipulable est donc le constituant, 
alors que dans IMS et IDMS, il s'agit du segment, respecti-
vement du "record". 
Quant à l'espace réel, il correspond à l'espace disponible 
sur le support. Le problème consiste donc à une projection 
de l'espace virtuel sur l'espace réel qui est découpé en 
pages de 256 mots, elles-mêmes divisées en sous-pages dont 
le volume est à déterminer par le concepteur. Chaque sous-
page contient un mot dren-tête comprenant : 
- une partie de l'adresse virtuelle, le reste étant 
calculable 
- un bit indiquant si la sous-page contient des 
données transférées à la suite de collisions 
- chaînage de sous-pages soit pour effectuer la 
chaîne de collision, soit pour chaîner les sous-
pages vides d'une page 
- le nombre de mots occupés dans la sous-page. 
La transformation de l'adresse virtuelle en adresse réelle 
pose, en outre, le problème du traitement des phénomènes 
de collisions. Socrate résoud la difficulté en cherchant 
la première sous-page entièrement vide dans la même page 
ou dans une des pages voisines. Dans le dernier cas, les 
sous-pages sont chaînées entre elles. Si la transforma-
tion indique un espace déjà occupé par une donnée qui s'y 
trouve après une collision, c'est cette dernière qui 
devra être à nouveau déplacée. 
77 
Le constituant qui référence une autre entité contient 
l'adresse de l'entité qu'il référence. Dans le cas de 
l'inverse, l'adresse est remplacée par une chaîne de bits 
d'existence, ce qui permet de réaliser des gains en em-
placement mémoire si le nombre des réalisations de l'en-
tité référencée n'est pas trop élevé. 
G) Représentation physique du modèle relationnel 
Un des objectifs principal d'un SGBD de type relationnel 
est, entre autre (voir chapitre 1.2], l'obtention d'un 
degré d'indépendance maximum. La réalisation d'un tel 
objectif implique au niveau de la représentation physi-
que une organisation qui permette d'effectuer le choix 
du chemin d'accès optimal en fonction des requêtes for-
mulées, celles-ci n'y faisant pas référence. 
Actuellement, aucun SGBD commercialisé est de type rela-
tionnel, mais un certain nombre de prototypes existent 
[2.23]. Pour cette raison, nous analyserons les carac-
téristiques d'un système quasi relationnel, le SGBD 
Adabas (voir chapitre 2.2.3]. 
Supposons au départ que les relations décrites au niveau 
du modèle conceptuel sont en 3FN. 
Les occurences d'une relation de type donné sont enre-
gistrées dans un secteur qui peut se répartir sur diffé-
rents supports. 
Un tel secteur se dénomme un fichier (file) et est di-
visé en blocs de longueur fixe organisé selon la méthode 
d'adressage indirecte (-sans calcul d'adresse). 
Les occurences d'une relation sont compressées selon un 
module spécifique, les zéros à gauche dans un champ numé-
rique, IGS espaces vides dans un champ alpha-numérique et 
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les champs vides ne sont pas mémorisés physiquement, alors 
que les champs numériques sont automatiquement compactés 
(packed). 
A chaque occurrence de relation est alloué un numéro in-
terne logique unique (ISN) pour chaque type de relation. 
Ce numéro interne peut être alloué 
- par le SGBD de façon continue 
- par le SGBD en réutilisant les numéros libérés 
par les suppressions 
- par l'utilisateur, le SGBD vérifiant la règle 
d'unicité 
celui-ci étant enregistré avec les données. 
L'enregistrement dans un bloc s'effectue en fonction d'une 
table gérant les blocs vides. La correspondance ISN 
adresse du bloc est réalisée à l'aide d'une table, 1'ISN 
étant la position relative dans la table. 
Un exemple de réalisations d'une relation est présenté 
à la figure 9.6. 
En fonction de la définition dans le modèle conceptuel, 
une liste inversée est créée pour chaque constituant 
descripteur, au maximum 200 par relation. 
La liste inversée est organisée en 4 niveaux et selon 
les mêmes techniques que pour la mémorisation des données 
primaires. La liste contient pour chaque élément un 
compteur (nombre de réalisations) et 1 à n numéros in-
ternes. L'option "NU" a pour conséquence la non représen-
tation de la liste des ISN référençant des relations dont 
le champ descripteur est vide. 
Les opérations de mise à jour impliquent la définition 
d'une réserve dans chaque bloc, afin de pouvoir absorber 
les modifications de longueur après une mise à jour. Si 
le bloc ne peut accueillir la modification, l'enregistre-
ment est complètement transféré dans un bloc vide. Seule, 
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la table des correspondances doit être modifiée, les 
listes inversées ne sont pas concernées. 
Afin de pouvoir formuler une requête qui référence des 
constituants inversés appartenant à deux relations diffé-
rentes, il faut coupler les relations entre elles par 
l'intermédiaire d'un constituant inversé figurant dans 
les deux relations concernées. Au niveau physique, le 
couplage est réalisé par une liste inversée. 
Une relation peut contenir des groupes périodiques. Il 
existe deux types différents de groupe: 
- champ multiple, composé d'un seul constituant 
- groupe périodique, composé de plus d'un consti-
tuant et peut contenir des champs multiples. 
Avec chaque groupe, le système enregistre un octet con-
tenant le nombre d'occurences mémorisé dans la banque de 
données. Au niveau du programme d'application, il est 
possible de consulter ce compteur. 
Au niveau des données primaires, l'occupation mémoire 
s'effectue de façon optimale, car le système comprime 
les données. Mais l'enregistrement des listes inversées 
rogne une partie de ce gain. La méthode d'adressage 
utilisée n'implique aucune zone de débordement ni des 
emplacements supplémentaires. Il suffit de prévoir la 
place suffisante pour accueillir les nouveaux arrivants 
et pour absorber le rallongement des enregistrements 
existants, ceux-ci étant de longueur variable. Le volu-
me des fichiers données est plus limité que dans le cas 
de IDHS ou IMS, car il n'y a pas de place occupée par 
des pointeurs, les données sont comprimées et la méthode 
d'organisation n'implique aucun emplacement supplémentai-
re. Il en résulte des gains de temps lors de l'exécution 
de balayages séquentiels. 
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D'autre part, la correspondance entre la réalisation 
d'une relation et son adresse physique n'est pas directe, 
Adabas alloue à chacune d'elles un numéro interne (ISN). 
2.5. LES METHODES D'ACCES 
L'objectif principal de l'implantation d'une banque de 
données est de faciliter la recherche des informations 
contenues dans celle-ci, conformément au modèle conceptuel. 
Les demandes d'accès impliquent donc l'existence de pro-
cédures de recherche en vue de déterminer les données 
correspondant à une telle demande et de les transférer 
dans la zone de travail allouée à l'utilisateur, afin que 
ce dernier puisse effectuer les manipulations voulues. 
Formuler une requête [chemin d'accès logique] nécessite 
une procédure de choix de méthodes d'accès afin d'obtenir 
les résultats en un temps acceptable pour l'utilisateur. 
Les méthodes d'implantation des chemins d'accès au niveau 
physique conditionnent directement 
- le type de requête qui peut être traité 
- les procédures d'accès 
- le type d'utilisateur. 
Une première distinction importante quant aux caracté-
ristiques des chemins d'accès physiques est la réalisation 
des associations entre les catégories (segment, "record" 
ou relation) qui peut s'effectuer par des méthodes d'or-
ganisation 
- séparant les chemins d'accès des données primaires 
- intégrant les chemins d'accès aux données. 
Dans le premier cas, le système peut choisir le chemin 
d'accès le plus court, en déterminant le sous-ensemble 
des données satisfaisant à la requête à l'aidB des don-
nées secondaires avant d'accéder effectivement aux don-
nées primaires en vue de les mettre à disposition de l'uti-
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lisateur. L'intégration partielle ou complète des che-
mins d'accès limite les possibilités de choix du chemin 
d'accès, car la structure physique dicte dans ce cas 
l'accès aux données (voir chapitre 2.4]. Cette distinct 
tion aura des incidences aux diverses étapes de la 
méthode d'approche, entre autre (chapitre 4 et suivants): 
- la réalisation de l'indépendance entre les 
phases de la conception 
- l'indépendance physique 
- les possibilités offertes au niveau de la 
conception. 
Les méthodes d'accès peuvent également être classées 
en fonction de l'ensemble des données auxquelles l'on 
peut accéder. Une recherche selon la clé primaire 
n'aboutit qu'à un seul enregistrement, alors que dans le 
cas d'une clé secondaire, plusieurs enregistrements sont 
accessibles. Les procédures d'accès dépendent en premier 
lieu de la méthode d'organisation des données. 
Au cours de ce chapitre, nous nous bornerons à étudier 
les méthodes d'accès en fonction: 
- des méthodes d'organisation 
- des possibilités de formuler des requêtes 
- des aspects liés au critère de performance 
- du mode de traitement. 
a) Les méthodes d'accès mono-critère 
Il existe plusieurs méthodes pour accéder par l'inter-
médiaire d'une clé primaire à l'enregistrement logique 
correspondant. Chacune d'elles implique une méthode 
d'organisation adéquate [2.24]. 
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al Accès par comparaison de clés 
Le balayage séquentiel physique peut s'effectuer avec 
toutes les méthodes d'organisation, mais dans le cas de 
l'organisation séquentielle sans critère de classement et 
celle à adressage indirect, il n'existe aucune relation 
entre la procédure d'accès et la structure d'enregistre-
ment. Un balayage complet du fichier s'impose. Cette 
méthode n'a d'intérêt que si le sous-ensemble cible est 
relativement important par rapport à l'ensemble à balayer, 
car elle permet d'optimiser les mouvements des têtes de 
lectures-écritures et le volume des données à transférer 
en mémoire centrale se maintient dans des limites accepta-
bles. Ce type d'accès est utilisable dans le cas du mode 
de traitement par lot, le traitement en temps réel 
n'étant possible que si le volume à balayer est très ré-
duit (table de conversion]. 
Le balayage séquentiel logique implique soit une organi-
sation séquentielle dont les données sont enregistrées 
selon l'ordre de la clé primaire, soit une organisation 
index-séquentielle (ISAM, VSAM, HSAM, HISAM, HIDAM). 
Dans ce cas, des accès supplémentaires suivant les poin-
teurs permettant de maintenir la séquence après des opé-
rations d'insertion sont nécessaires. Le nombre des mou-
vements des têtes de lectures-écritures et des blocs à 
transférer augmentent. D'autre part, les temps d'accès 
se dégradent rapidement en fonction du taux d'insertion 
et de la longueur des chaînes. Dans le cas de Adabas, un 
tel accès peut s'effectuer en utilisant la table d'adres-
se de la clé primaire (= champ inversé). Le temps de trai-
tement est plus réduit et varie fortement selon la dis-
tribution des enregistrements dans la zone des données 
primaires. Dans tous les cas, le chargement initial 
s'exécutera selon le critère d'ordre de la clé primaire. 
Des réorganisations périodiques permettrons de mainte-
nir les temps d'accès dans des limites acceptables. Un 
tel type de balayage autorise des accès à des enregis-
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tremsnts selon un certain ordre, ce qui évite l'exécution 
de procédures de tri coûteusesen temps de traitement. 
Deux autres techniques d'accès permettant d'accélérer la 
recherche d'un enregistrement à l'aide de la clé primaire, 
à condition que l'organisation séquentielle simple s'effec-
tue selon l'ordre de cette clé, existent: 
- la recherche binaire (dichotomique) où l'accès 
se fait en divisant le fichier par deux et en 
comparant les clés afin de déterminer si la 
procédure doit ensuite s'appliquer au secteur de 
gauche ou de droite et ainsi de suite 
- la recherche par secteur, la comparaison s'effec-
tue dans ce cas en analysant la clé primaire du 
dernier élément de secteurs de longueur fixe. 
Les méthodes d'organisation index-séquentielle permettent 
un accès relativement rapide à un enregistrement donné. 
Les temps a" accès dépendent : 
- du nombre de niveaux d'index 
- de la position des indexes sur les supports 
- de l'organisation des zones de débordement 
- du taux d'insertion 
- de la distribution des nouvelles valeurs de la 
clé primaire 
- des méthodes d'accès aux indexes. 
L'accès à ces indexes peut prendre différentes formes : 
- recherche binaire 
- recherche par secteur 
- recherche arborescente 
. binaire, le nombre de noeuds dépendants est 
limité à deux 
. arbre balancé, le nombre de noeuds dépen-
dants n'est pas limité, mais le nombre 
d'éléments par noeud est fixe 
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. arbre non balancé, se distingue du précédent 
par le fait que le nombre d'éléments par 
noeud peut être variable. 
Dans les deux derniers cas, la recherche dans un 
noeud peut s'exécuter par une recherche séquentiel-
le, binaire ou par secteur. 
L'existence d'indexés permet, en plus d'un balayage séquen-
tiel, d'effectuer un positionnement sur un enregistrement 
selon une valeur donnée de la clé primaire et d'accéder 
séquentiellement aux enregistrements suivants. 
a2 Accès par adressage 
Cette méthode permet l'accès le plus rapide à un enregis-
trement donné. 
Dans le cas de l'adressage calculé, les collisions provo-
quent une dégradation des temps d'accès. 
Des accès logiques séquentiels et le positionnement suivi 
d'une recherche séquentielle ne peuvent s'exécuter. Seul 
un enregistrement donné peut être recherché et non un 
sous-ensemble des réalisations en fonction de valeurs 
données de la clé primaire. 
Les méthodes d'adressage mono-critère citées ci-dessus ne 
permettent pas de formuler des requêtes très complexes. 
Hais l'accès est, dans certains cas, très performant 
lorsqu'il s'agit d'effectuer des opérations de mises à 
jour, d'insertion et de suppression, car elles permettent 
une identification non ambigue de l'enregistrement 
concerné. 
L'utilisation de pointeurs en tant que possibilité de 
réalisation de la séquence logique a entre autre comme 
objectif principal l'accélération des accès aux données 
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tout en facilitant les opérations d'insertion et de sup-
pression (IDMS, IMS]. 
b) Les méthodes d'accès mult-i-critères 
Les chemins d'accès se réalisent avantageusement à l'aide 
d'une méthode d'indexation secondaire ou selon une techni-
que d'organisation liste inversée [2.25]. D'une part, les 
chemins d'accès ne sont pas intégrés aux données primaires 
ce qui permet de déterminer le sous-ensemble de données 
concerné par une requête avant d'accéder aux données pri-
maires. D'autre part, le fait de ne pas utiliser d'adres-
ses physiques, en tant que référence dans les tables, 
procure un degré d'indépendance physique maximal. 
La méthode liste inversée offre un avantage supplémentai-
re en ce sens qu'il devient possible d'optimiser les 
chemins d'accès en comparant: 
- le nombre d'occurences concernées par une requête 
en fonction du nombre total de réalisations, ce 
qui permet de déterminer le mode d'accès, séquen-
tiel ou direct 
- les listes inversées concernées les plus courtes 
avec les plus longues afin de déterminer les ré-
férences des enregistrements cibles. 
Cette stratégie d'accès implique pour chaque valeur figu-
rant dans la table d'adresse l'enregistrement, en plus des 
adresses elles-mêmes, de la longueur de la liste. 
3es requêtes peuvent donc se référer tant à la clé pri-
maire qu'à des clés secondaires et même à des combinai-
sons faisant appel aux deux types de clés. 
Les temps d'exécution sont influencés directement par la 
distribution des valeurs des clés et par la longueur des 
listes. 
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Le SGBD Adabas, quant à lui, sépare complètement les 
données primaires des données secondaires. Il permet 
donc de formuler des requêtes complexes faisant inter-
venir les champs inversés d'une ou, grâce à la possi-
bilité du couplage, de plusieurs relations. L'accès 
aux données primaires ne s'effectue qu'une fois la 
sélection des enregistrements concernés réalisée. 
Cette sélection s'effectue au niveau des données secon-
daires. 
2.6. CARACTERISTIQUES PROPRES AUX APPLICATIONS 
La création d'une banque de données est conditionnée par 
les applications à réaliser et inversement leur création 
dépend directement des facteurs cités au chapitré précé-
dent. Considérons les principales caractéristiques à 
prendre en considération. 
a) Les données 
Les données sont formatisées puisque nous nous limitons 
aux applications de gestion. 
Le critère principal à considérer consiste à déterminer 
la signification des données, leur définition non ambi-
gue et les associations qui les relient. La structure 
des données du monde réel examiné doit être connue, 
afin de pouvoir la décrire en fonction des caractéristi-
ques du LDD du SGBD à disposition. Cette activité d'ana-
lyse des données occupe une place importante dans le 
processus de conception car, si elle n'est pas effectuée 
de manière efficace, les conséquences qui en résultent 
peuvent provoquer des situations très graves: 
- impossibilité de satisfaire certaines exigences 
- coûts de réalisation et d'exploitation supplé-
mentaires 
- obstacles à l'évolution des applications. 
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Les données doivent d'autre part être soumises à une 
analyse en fonction de leur variabilité. Certaines se 
caractérisent par leur constance dans le temps et impli-
quent rarement des mises à jour, alors que d'autres mon-
trent une constance relative dans le temps. 
La relation des données en fonction de l'aspect temporel 
permet de définir leur existence par rapport à un instant 
précis dans le temps. 
b) Les besoins en information 
L'objectif principal de la réalisation d'une banque de 
données consiste à mettre à disposition des différents 
utilisateurs les informations enregistrées en fonction 
de leurs besoins. Par conséquent, la banque de données 
doit pouvoir répondre aux différentes demandes. 
L'extraction des données peut se faire en accédant di-
rectement à la banque de données ou par 1'intermédiaire 
de procédures de traitement. 
D'autre part, l'analyse des besoins en fonction de l'uti-
lisateur qui les exprime s'impose, ce qui permet d'éva-
luer leur importance [2.26]. 
a) Stratégie d'aocès 
L'accès aux données peut se déterminer è l'avance et se 
dérouler toujours selon le même schéma. Concrètement, 
une telle stratégie se réalise à l'aide de programmes 
transactionnels ou par lots. 
Si par contre l'accès ne peut se définir à l'avance, 
l'utilisateur doit pouvoir formuler sa requête en fonc-
tion de son niveau de connaissances en informatique et 
en logique mathématique. De telles demandes ne peuvent 
donc être posées que si un langage de requête adéquat 
existe. 
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Les stratégie d'accès font appel à un certain nombre de 
critères de recherche dépendant du besoin en information. 
Par conséquent, il est nécessaire de les recenser afin 
de pouvoir étudier les possibilités de réalisation. Com-
me nous l'avons vu au chapitre précédent, la liberté 
d'expression des requêtes varie fortement d'un SGBD à 
l'autre. 
d) Objectifs des manipulations de données 
L'accès aux données résultent d'objectifs divers: 
- satisfaire les besoins en information des 
utilisateurs 
- exécuter les opérations de mises à jour 
- exécuter des procédures en fonction de règles 
de gestion précises (facturation, bons de 
commandes, etc.). 
Pour chaque opération, le volume des données à traiter, 
le volume de la banque de données, le taux d'activité 
et la périodicité déterminent, en plus des contraintes 
de temps, les caractéristiques des structures physiques 
et des procédures chargées d'effectuer ces manipulations. 
e) Modes de traitement des données 
Les applications peuvent, suivant les exigences de temps 
réponse, se réaliser à l'aide de procédures de traitement 
par lot ou en temps réel. Le volume des données à traiter 
et le volume du sous-ensemble cible concerné influencent 
le choix du mode de traitement. 
Le mode de traitement détermine les caractéristiques de 
la structure physique et élimine les méthodes d'accès non 
adéquates. 
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f) Temps de réponse 
Ce genre de contraintes détermine directement les possi-
bilités de réalisation de la structure des données au 
niveau physique. Cette contrainte est d'autant plus cri-
tique que l'utilisateur communique directement avec le 
système et que toutes dégradations ou interruptions blo-
quent le déroulement des activités. Dans le cas du mode 
de traitement en temps réel, des mesures adéquates sont 
nécessaires non seulement au niveau de la structure phy-
sique, mais éagalement lors de la conception des applica-
tions. 
En général, dans le cas de traitements par lots, les 
conséquences ne sont pas aussi critiques et il est possi-
ble de combiner des séquences de balayage séquentiel 
avec des accès directs et d'y intercaler des procédures 
de tri tout en conservant des temps de réponse satisfai-
sants. 
g) Sécurité 
De par la centralisation des données se pose de nouveaux 
problèmes liés d'une part au maintien de la cohérence 
des faits enregistrés et d'autre part è la confidentiali-
té. L'intégrité ne dépend pas d'un type d'application 
donné, mais une violation de cette contrainte aura des 
incidences variables selon les applications. 
h) La redondance 
Un des objectifs de la réalisation d'une banque de données 
consiste à minimiser la redondance au niveau physique. 
Mais pour des raisons de sécurité et de performance, une 
certaine redondance peut s'avérer nécessaire. 
i) La flexibilité 
La plupart des applications se caractérisent par leur 
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dynamique. Les adaptations nécessaires au cours de la vie 
du système informatique devront se réaliser avec un mini-
mum d'efforts et surtout ne pas remettre en cause la 
structure logique. Le SGBD choisi détermine en premier 
lieu les possibilités d'adaptation, celles-ci variant for 
tement d'un SGBD à l'autre. 
j) Migration vers le nouveau système 
Toute nouvelle application s'insère dans un système exis-
tant, informatisé ou non. Le passage vers le nouveau 
système doit garantir un déroulement continu des opéra-
tions et ne pas provoquer d'interruptions. Il est néces-
saire de considérer ce critère au cours de la phase de 
conception. 
k) Les coûts 
La réalisation d'une banque de données n'est justifiable 
que si des avantages économiques sont garantis. Donner 
une réponse à cette importante question pose le problème 
de la mesure des paramètres a considérer qui sont princi-
palement de nature qualitative et donc difficilement 
mesurables. L'étude de rentabilité devra entre autre 
faire ressortir les coûts suivants: 
- coûts d'achat ou de réalisation du SGBD 
- coûts de réalisation des applications informati-
ques, de la banque de données et de tous les 
efforts à produire en vue et au cours de l'ex-
ploitation 
- coûts exigés par des adaptations futures 
- coûts provoqués par l'adaptation du SGBD à 
son environnement. 
On confrontera les avantages, chiffrés si possible, avec 
les coûts probables afin de déterminer si le système de 
gestion fera appel à une banque de données ou plutôt à 
des fichiers conventionnels. 
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CHAPITRE 3 
PROBLÈMES LIES A L'APPROCHE 
POUR LA REALISATION D'UN SYSTEME 
INFORMATIQUE DE GESTION 
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3.1. NECESSITE D'ETABLIR UN MODELE DE L'ENTREPRISE 
CONSIDEREE 
3.1.1. Définition 
L'entreprise peut se définir comme étant un système socio-
technique très complexe dont l'objectif principal con-
siste à produire des biens matériels ou immatériels [3.1]. 
La réalisation de ces objectifs impliquent l'exécution 
d'une foule d'activités que l'on peut regrouper en trois 
catégories [3.2]: 
1. activités opérationnelles 
2. activités décisionnelles ou dispositives 
3. activités stratégiques. 
Ces trois groupes d'activités peuvent être considérés 
comme des systèmes partiels reliés entre eux par des flux 
d'information. Chacun de ces systèmes reçoit et envoie 
des informations à l'environnement (fig. 3.1). 
Le système de gestion a pour objectif principal la dé-
tection des changements dans l'environnement de l'entre-
prise et de fixer les mesures adéquates afin de garan-
tir le bon fonctionnement et l'existence de l'entre-
prise. Le système de gestion peut se subdiviser en 
deux sous-systèmes [3.3]: 
- le système d'information 
- le système de décision 
Quant au système informatique, il englobe tous les pro-
cessus de traitement de l'information et les prises de 
décisions automatisables avec l'aide de l'ordinateur. 
Une partie plus ou moins importante des activités de 
ces deux sous-systèmes forme le système informatique 
(figure 3.2), le degré d'automatisation dépendant entre 
autre: 
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système 
stratégique 
système de 
décision ou dispositif 
système de base 
Fig. 3.1 - Hiérarchie des systèmes 
Flux de mat ières 
et d ' i n f o r m a t i o n s 
Flux d'informations 
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système de gestion 
Fig. 3.2 - Interférences des systèmes 
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- des objectifs fixés quant è la réalisation 
de ces deux sous-systèmes 
- des possibilités de formalisation 
- du niveau technologique 
- du niveau des connaissances. 
3.1.2. Objectifs d'un modèle 
La complexité et les exigences auxquelles doit satis-
faire le système de gestion augmentent constamment. 
D'autre part, le rythme des modifications de l'envi-
ronnement s'accentue. Afin de pouvoir maîtriser cette 
situation, le gestionnaire exige une masse d'informa-
tion supplémentaire. 
La modélisation du système de gestion s'impose, car 
elle empêche le développement prolifique d'îlots de 
mécanisation. L'une des causes de cette multiplication 
de systèmes isolés réside dans l'incapacité à maîtri-
ser les interrelations entre les applications. D'autre 
part, l'absence de méthodes cohérentes permettant 
une intégration progressive favorisa cette évolution. 
Un autre phénomène aggrava la situation: l'inexistence 
d'objectifs en vue de délimiter les champs d'applica-
tion et les priorités dans la réalisation des systèmes. 
Afin de contrer efficacement ces faiblesses, le pro-
cessus de modélisation doit satisfaire aux conditions 
suivantes : 
- éviter que des parties de systèmes utilisa-
bles dans différents secteurs de l'organisa-
tion ne soient développées plusieurs fois 
• - délimiter le domaine d'application du 
système 
- fixer les objectifs afin de pouvoir évaluer 
les solutions proposées 
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- favoriser une intégration progressive 
- contribuer à un enchaînement logique des 
réalisations 
- garantir un degré d'adaptation compte 
tenu de l'évolution future 
- faciliter les liaisons à tous les niveaux 
de l'organisation 
- maîtriser les coûts de réalisation. 
La réalisation d'un modèle a pour objectif de décrire 
lés caractéristiques principales du système considéré, 
étant donné qu'il est pratiquement impossible de 
prendre en compte la totalité des aspects. Il faut 
donc faire abstraction de certains éléments de la 
réalité et ne reproduire que les critères influençant 
directement la conception du système [3.4]. 
A l'aide d'un modèle, il est relativement facile de 
simuler les répercussions provoquées par la modifica-
tion de l'un ou l'autre des critères considérés. De 
même, certaines éventualités futures doivent être in-
tégrées et analysées au niveau du modèle. Des prévi-
sions quant aux changements possibles dans le futur 
s'imposent donc. 
De plus, le modèle joue un rôle d'unificateur en ce sens 
qu'il offre une vision unique du monde réel. Ne sous-
estimons pas cette caractéristique, car les personnes 
concernées par l'automatisation d'un système ont ten-
dance à appréhender la réalité de manière différente. 
Le risque de provoquer des interprétations divergentes 
des faits réels représentés peut donc se ramener à des 
limites acceptables. 
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3.2. LES METHODES D'APPROCHE 
De manière générale, une telle méthode doit servir de 
guide en indiquant les étapes à suivre, les activités 
à effectuer et proposer des techniques de travail. 
Elle doit donc faciliter la tâche du concepteur. 
Comme nous l'avons signalé, toute réalisation doit se 
baser sur un modèle. Par conséquent, l'approche s'effec-
tuera dans une perspective système en vue de la création 
d'un modèle évolutif représentant les éléments du sys-
tème et leurs interrelations. Seul un processus de con-
ception itératif permet l'obtention de résultats cohé-
rents et conformes aux objectifs. La méthode implique 
les étapes suivantes: 
- fixation des objectifs 
- analyse 
. des fonctions principales des centres 
d'activité 
. des besoins en information 
. des flux d'information 
. de la structure des données 
. des processus de traitement 
. des contraintes technologiques, quan-
titatives et temporelles 
- synthèse 
- confrontation des résultats et des objectifs 
- si nécessaire, reprendre au début. 
Aujourd'hui, le processus de conception d'un système 
informatique est tout autre que systématisé. Les métho-
des proposées traitent le problème de façon ponctuel-
le, alors qu'un cadre de référence plus vaste s'impose. 
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3.2.1. Essai de classification des méthodes d'approche 
existantes 
En considérant les perspectives sur lesquelles ces métho-
des se basent, nous proposons la classification sui-
vante: 
a) Approche partielle 
Selon ce principe, l'analyse détaillée et exhaustive de 
la situation actuelle se limite à un champ d'application 
restreint que l'on désire automatiser indépendamment des 
autres applications. Les avantages Ct] et inconvénients 
C-) peuvent se résumer de la manière suivante: 
- néglige les développements futurs 
- ne favorise pas l'analyse de structure 
- tend à aborder des problèmes n'ayant aucune 
incidence sur la conception 
+ le concepteur, connaît la situation actuelle 
en détail et peut donc mieux défendre son 
point de vue 
+
 limite le risque de réaliser des systèmes 
inadéquats. 
b) Âproche globale ou "total system approach" 
Diamétralement opposée à la précédente, cette méthode 
préconise de concevoir et de réaliser le système de 
gestion en tant que système complet. Les faiblesses 
de cette façon de procéder se résument ainsi: 
- la durée du projet"peut être telle que le 
concept soit dépassé au moment de sa mise 
en exploitation 
- impossibilités d'accumuler des expériences 
partielles - -
- l'implantation se faisant attendre, l'intérêt 
et la motivation des futurs utilisateurs 
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diminuent rapidement. 
e) Approche système 
Méthode médiane [3.6] dont le principe se base sur l'éla-
boration d'un concept global du système de gestion 
suivi d'un découpage en sous-système. Cette solution 
favorise la réalisation par étape. 
3.2.1. Techniques d'aide ä la conception 
Indépendamment des méthodes d'approche, différentes 
techniques d'aide à la conception, dont l'objectif pri-
maire consiste à faciliter le travail du concepteur, 
ont vu le jour. 
a) Techniques non automatisées 
Le but de telles techniques réside dans la description 
et la documentation des caractéristiques du système 
considéré. Parmi les plus connues citons: 
- l'organigramme 
- le graphe 
- 1 * ordinogramme ( flow-chart ) 
La complexité, le nombre des paramètres à prendre en 
considération et le manque de rigueur dans l'utilisa-
tion de ces techniques poussèrent à la création d'ou-
tils plus perfectionnés. 
b) Automation partielle 
Automatiser le passage de l'analyse vers la program-
mation constitue l'un des principaux objectifs de ces 
techniques. D'autre part, des solutions partielles 
utilisables dans un cas particulier, par exemple au 
niveau de la documentation des programmes, sont 
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proposées. Une caractéristique spécifique à ces techni-
ques réside dans leur orientation vers la programmation. 
Les méthodes d'analyse sont les représentants type de 
cette catégorie, entre autre les "packages" Ariane et 
Protée [3.B]. D'autre part, des processeurs de tables de 
décision [3.9], de documentation de programmes [3.10] ou 
des algorithmes de traitement de matrice pour l'analyse 
des flux d'information [3.11] font également partie de 
ce groupe. Des systèmes ont été développés dans le but 
d'intégrer plusieurs phases de la conception. Citons 
entre autre Dataflow, Autosate et Cadis [3.12]. 
En ce qui concerne l'aide à la conception d'une banque 
de données, différentes réalisations existent: 
- analyse de cohérence du modèle des données au 
niveau conceptuel [3.13] 
- passage du modèle logique au modèle physique 
[3.14] 
- les algorithmes proposés dans le cadre du 
projet Ansi/Sparc [3.15], des modules d'analyse 
et de transposition de modèles 
L'inconvénient majeur de ces techniques provient du 
fait qu'elles proposent des solutions ponctuelles et 
ne se réfèrent à un système global. 
a) Automation complète 
L'objectif de ces méthodes consiste à automatiser entiè-
rement toutes les phases de la conception et de la 
réalisation. Les énoncés des problèmes à résoudre se 
transmettent en entrée à la machine qui se charge de 
proposer en sortie des solutions. Le principal représen-
tant de cette tendance est le système Isdos [3.1B]. 
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L'utilisation de telles méthodes est problématique: 
- il est difficile de formaliser toutes les phases 
du processus de conception et de les automatiser 
- des difficultés apparaissent lorsqu'il s'agit de 
concevoir des activités qui impliquent une suite 
de prises de décision 
- le problème de la quantification se pose avec 
certains critères influençant la conception 
- il n'est pas toujours judicieux d'utiliser des 
algorithmes, étant donné l'inexactitude des para-
mètres à prendre en considération et la durée des 
traitements pouvant dans certains cas largement 
dépasser les limites tolérables 
- l'analyse de la sémantique des données fait dé-
faut et ne peut être automatisée 
- la conception est en grande partie un processus 
créatif et innovatif. L'automatisation ne semble 
pas encore possible et les méthodes d'optimisa-
tion existantes sont insuffisantes, étant par 
trop déterministes 
- l'automate doit pouvoir résoudre tous les pro-
blèmes posés par la conception et la réalisation. 
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CHAPITRE 4 
METHODE D'APPROCHE PROPOSÉE 
I l l 
4.1. CARACTERISTIQUES DE LA METHODE D'APPROCHE 
En premier lieu, la méthode doit satisfaire aux objectifs 
définis au chapitre 3.2. Le problème ds la conception 
d'une banque de données ne peut en aucun cas être consi-
déré individuellement. Il est à intégrer au processus dG 
conception d'un système informatique de gestion, dont il 
est un des éléments. 
Il est nécessaire d'insister sur ce point car cet axiome 
est très souvent ignoré ou en tout cas on ne lui attache 
que trop peu d'importance. Les conséquences qui en décou-
lent- peuvent prendre de l'importance: 
- les exigences de l'utilisateur ne peuvent 
être satisfaites, à l'extrême le système ne 
peut être utilisé 
- le volume des traitements ne peut être maîtri-
sé conformément au délai fixé 
- le système peut ne pas être assez performant 
- incompatibilité entre sous-systèmes. 
Conformément à la classification des différentes métho-
des d'approche décrites au chapitre 3.2.1 et en tenant 
compte des avantages et inconvénients respectifs, la 
méthode devra être du type "analyse système". L'idée de 
base consiste à étudier en premier lieu les objectifs 
et le fonctionnement du système de gestion, de réaliser 
un modèle global et de le subdiviser en sous-systèmes 
qui seront analysés individuellement par étape successi-
ve à degré de précision croissant. La réalisation de 
ces sous-systèmes ne doit pas se faire obligatoirement 
en parallèle. Il est possible et même souhaitable de la 
répartir dans le temps. Cette mise en oeuvre progressive 
du système de gestion permet de raccourcir le processus 
de réalisation, ce qui minimise le risque de mettre en 
exploitation un système inadapté aux besoins du moment. 
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modélisation 
conception des 
sous-systèmes 
exploitation 
Fig. 4.1 - Eléments de la méthode 
Cette approche hiérarchique est caractérisée par deux 
critères : 
- il est nécessaire de distinguer entre la concep-
tion d'un modèle du système de gestion (4.1) 
et la conception des sous-systèmes 
- la conception de la banque de données s'effectue 
parallèlement à la conception du ou des sous-
systèmes, selon le degré d'intégration. 
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De cette approche en parallèle, il en résultera un sys-
tème informatique de gestion formé de 2 éléments: la 
banque des données et la banque des programmes. 
Les activités prévues dans le cadre de la méthode d'ap-
proche sont subdivisées en phases, chacune d'elle néces-
sitant une planification. Celle-ci consiste à définir 
les activités à effectuer et leur déroulement chronolo-
gique, ainsi qu'à fixer les méthodes à utiliser et les 
moyens à disposition (homme, matériel et finance). Un 
contrôle continu des plans élaborés est une condition 
impérative à la réalisation des objectifs. 
De la chronologie des phases, il ne faut pas en déduire 
que celles-ci seront strictement réalisées les unes 
après les autres. L'approche est un processus itératif 
dans les deux sens. En parcourant une phase, il est 
judicieux de jeter un coup d'oeil sur les phases sui-
vantes, afin de pouvoir tenir compte de certaines con-
traintes . Il est par exemple important de tenir compte 
assez tôt de contraintes découlant du passage d'un sys-
tème existant au nouveau système. De même, il est néces-
saire de faire la critique de la cohérence des résultats 
obtenus à la phase précédente par rapport aux problèmes 
à résoudre dans la phase en cours. Des adaptations cons-
tantes de résultats déjà acquis doivent être évitées. 
Dans cette étude, nous nous bornerons à développer les 
activités ayant une influence directe sur la conception 
de la banque de données, les autres ne seront que citées, 
afin d'avoir une vue d'ensemble complète et de pouvoir 
situer la conception d'une banque de données dans le 
contexte conception d'un système informatique de gestion. 
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4.2. CONCEPTS DE BASE DE LA METHODE PROPOSEE 
La représentation de la structure logique de la banque de 
données a été très discutée ces dernières années et d'im-
portants travaux de recherche ont apporté différentes so-
lutions que l'on peut classer en trois catégories: le mo-
dèle réseau (4.2), les hiérarchies étant considérées com-
me cas particulier du réseau (4.3], le modèle relationnel 
(4.4), le modèle des relations entre entités ou relations 
binaires (4.5). Certains auteurs, comme Date (4.6), ne 
font aucune distinction entre les deux derniers modèles 
et ne considère que les modèles réseau, hiérarchique et 
relationnel. Par contre, Delobel (4.7) classe les modèles 
en quatre catégories et différencie les deux types de 
relation n-aires et binaires. 
Le but de cette étude n'est pas de développer un nouveau 
type de modèle, mais plutôt d'analyser les avantages et 
inconvénients des modèles existants et de les faire in-
tervenir dans le processus de conception en fonction des 
objectifs fixés, dont le principal est l'indépendance 
envers toutes contraintes d'implantation, ce qui impli-
que: 
a) une analyse sémantique des faits réels indépen-
damment des modes d'utilisation. Ce qui importe, ce 
n'est pas le besoin en information, par exemple une 
liste des clients ayant une facture de plus de 1.000 F, 
mais l'existence d'éléments d'information tels que 
"client", "facture" et "montant", leurs significations 
et les relations qui les associent. Cette approche, in-
dépendante de toutes contraintes de réalisation et de 
performance, facilitera l'étude de la dynamique du 
modèle: 
. une modification des requêtes d'une application, 
par exemple à la liste des clients citée s'ajou-
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te une liste des clients d'un secteur donné et 
avec un chiffre d'affaires de plus de 1.000 F, 
ne doit impliquer une modification du modèle 
. évaluer l'influence d'utilisations potentielles, 
déduisibles du modèle, sur la structure logique 
à élaborer au niveau suivant 
. l'apparition de nouvelles catégories d'objets et 
de relations ne doit remettre en question le mo-
dèle et ni en exiger sa reconstruction complète. 
b) un haut degré d'indépendance entre les diffé-
rentes phases de l'approche afin qu'une modification 
à un niveau donné ne nécessite la reconception du niveau 
précédent (4.B). Une modification de la réalisation 
physique d'un chemin d'accès existant ne doit influencer 
le modèle des chemins d'accès logiques. 
c) la description des besoins en information se 
fera en fonction du modèle ainsi élaboré, au lieu de 
déduire la structure directement à partir des besoins 
en information (4.9). Le risque d'omettre un fait élé-
mentaire du monde réel est minimisé, puisque l'analyse 
ne se fait pas en fonction des utilisations qui varient 
dans le temps et qu'il est difficile de fixer à l'avan-
ce, mais selon la signification des objets et les rela-
tions entre ceux-ci. 
dï l'utilisateur doit pouvoir formuler ses besoins 
en information de manière systématique à l'aide d'une 
technique qui n'exige pas de connaissances approfondies 
et spécialisées, ce qui facilitera sa participation à 
la conception. La collaboration de l'utilisateur est 
indispensable, puisqu'il connaît les faits du monde réel 
considéré et peut donc contribuer activement à l'analy-
se de la cohérence du modèle. 
e] le modèle doit être neutre, c'est-à-dire ne pas 
dépendre d'un SGBD donné afin que la description 
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du modèle à l'aide du SGBD choisi puisse s'effectuer sans 
difficultés. Cette condition ne doit pas être négligée 
car, dans la pratique, la conception d'une banque de don-
nées aboutit toujours à une utilisation dans le cadre 
d'un système informatique de gestion et les contraintes 
de performance doivent être satisfaites. Seuls des SGBD 
ayant fait leurs preuves, les entreprises qui font dans 
ce domaine oeuvre de pionniers sont en minorité, seront 
pris en considération, par exemple pour le matériel IBM: 
Adabas, IDMS, IHS, Socrate, etc. 
f] les critères d'implantation physiques, tels que 
méthode d'organisation, méthode d'accès, doivent être 
étudiés indépendamment et sans influencer les aspects 
logiques. Cette distinction entre les aspects physiques 
et logiques apparaît déjà dans les premiers travaux 
sur les SGBD (4.1O]. 
g) le modèle doit être sémantiquement non-redondant, 
cohérent et ne pas contenir d'ambiguïtés afin que des 
opérations de manipulation au niveau des données ne 
provoquent un état inconsistant de la banque de données. 
4.3. LES PHASES DU CYCLE DE DEVELOPPEMENT D'UN SYSTEME 
INFORMATIQUE DE GESTION 
De la diversité des techniques et méthodes proposées 
dans la littérature spécialisée (voir chapitre 3.2], 
l'on peut en déduire une seule caractéristique commune: 
toutes proposent au concepteur de l'aider à résoudre 
les difficultés qu'il rencontrera au cours du cycle 
de développement d'un projet, mais la plupart diffèrent 
par les solutions proposées pour remédier à ces diffi-
cultés. Entre autre, en ce qui concerne les 
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'phases de réalisation d'un projet, le choix est grand, et 
en plus, la terminologie utilisée diverge fortement. Pour 
en faciliter la comparaison, nous avons essayé de classer 
les dénominations des différentes phases par auteur dans 
un tableau (figure 4.2]. Pour plus de détails, nous pro-
posons de consulter les références citées dans ce 
tableau. 
Toutes les méthodes citées ont l'inconvénient majeur 
d'ignorer le problème de la conception d'une banque de 
données. Elles sont axées sur la réalisation de systèmes 
informatiques de gestion utilisant des fichiers conven-
tionnels C4.ll). D'autre part, elles ne facilitent pas 
la participation active des utilisateurs au processus 
de la conception logique du système, car trop de connais-
sances techniques en informatique sont exigées. 
Remarque : Dans le cadre d'un -projet informatique^ nous 
avons participé à la mise en place de la 
méthode d'analyse standardisée ORGWARE II (4.18). Au 
cours de son utilisation, les lacunes ênumêrées ci-
dessus ont fait leur apparition. Des adaptations de 
l'approche proposée étaient inévitables. Récemment, 
les constructeurs ont fait de nouvelles propositions 
(4.19)j mais celles-ci ne sont pas conformes aux 
objectifs fixés au chapitre 3.2 et aux concepts de base 
formulés au cours de ce chapitre 4. 
La conception d'un sous-système (voir figure 4.3] se 
déroulera selon deux méthodes d'approche qui s'effec-
tueront en parallèle et qui ont pour nom: 
- conception de la banque de données 
- conception de l'application 
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Celles-ci sont subdivisées en trois modules 
- conception 
- réalisation 
- implantation. 
modélisation 
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Les activités des deux méthodes s'effectueront imbri-
quées les unes dans les autres et il sera relativement 
difficile de dire si une activité donnée appartient à 
l'une ou l'autre des méthodes. Par exemple, l'analyse 
des besoins en information des utilisateurs concernés 
est une activité nécessaire a la conception de la 
banque de données ainsi qu'à la réalisation des sup-
ports de données en sortie. Il est évident qu'une 
telle activité ne sera exécutée qu'une seule fois. 
Les raisons qui nous ont poussés à proposer deux 
méthodes d'approche pour la conception d'un système 
informatique de gestion sont les suivantes: 
- la solution adoptée est plus générale et offre 
un cadre de référence plus large 
- il est possible d'utiliser des méthodes et 
techniques de conception partielles à des 
niveaux bien précis de notre approche 
- l'optique 'procédures de traitement' et 
l'optique 'données' sont étudiées séparément 
- l'approche proposée peut servir de guide, même 
lorsque la création d'une banque de données 
n'est pas prévue 
- l'approche est également valable dans le cadre 
de concepts tels ceux développés par le groupe 
ANSI/SPARC (4.20} 
- la méthode n'impose pas à priori la réalisation 
d'une seule banque de données pour l'ensemble 
du système d'information. Au contraire, elle 
oblige le concepteur à étudier ce problème de 
manière objective. 
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4.4. LES ACTIVITES PREVUES A CHAQUE PHASE DU CYCLE 
DE DEVELOPPEMENT D'UN SYSTEME INFORMATIQUE DE 
GESTION 
Au cours du chapitre 4.1, nous avons insisté sur l'im-
portance de l'intégration du processus de conception 
d'une banque de données dans une approche en vue de la 
réalisation d'un système informatique et sur les 
avantages d'une approche hiérarchique. 
Par conséquent, nous proposons de fixer en premier 
lieu les objectifs auxquels doit satisfaire le système 
de gestion afin de passer ensuite à la modélisation de 
ce système. Une liste des activités à effectuer est 
présentée en annexe 1.1 en vue de faciliter la compré-
hension et l'utilisation pratique de la méthode 
d'approche que nous proposons. 
En ce qui concerne les activités propres à la concep-
tion des applications, nous nous sommes bornés à les 
énumérer en annexe 1.2, conformément è un des buts 
de notre étude, c'est-à-dire proposer une méthode 
en tant que cadre de référence général. 
Le grand nombre de critères à considérer lors de la 
conception d'une banque de données, de même que 
l'impossibilité de les analyser simultanément et le 
respect de l'indépendance des données face a des 
critères d'implantation, justifie une approche par 
étape. Nous proposons de subdiviser cette méthode 
d'approche en cinq phases: 
1. Analyse sémantique 
2. Structure logique 
3. Chemins d'accès logiques 
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4. Chemins d'accès physiques 
5. Implantation. 
Cette délimitation est conforme aux concepts de base for-
mulés au chapitre 4.2. Elle s'inspire en partie du modèle 
DIAM proposé par Senko (4.2l), mais en diffère par le 
fait que Senko, dans son approche» ne prévoit pas d'analyse 
sémantique. Il ne considère que les vues partielles des 
utilisateurs. Il est par conséquent sans autre possible 
que certains aspects du monde réel soient ignorés, que le 
modèle contienne des redondances sémantiques et même une 
certaine ambiguïté. L'introduction d'une phase supplémen-
taire, dont l'objectif est de remédier à ces inconvénients, 
s'impose. 
La proposition du groupe ANSI/SPARC [4.20] de réaliser une 
approche en trois niveaux 
1. conceptuel 
2. interne 
3. externe 
ne permet pas de distinguer explicitement la structure 
logique, les chemins d'accès logiques et physiques. Cette 
séparation s'impose, car elle facilite le passage du 
niveau logique à la description de la structure physique. 
D'autre part, une telle distinction simplifie le travail 
du concepteur, les critères à respecter sont regroupés, 
la démarche est plus structurée et le risque de sous-
estimer certains aspects importants est limité. 
L'interprétation proposée en référence (4.22) est déjà 
plus proche du concept présenté par notre étude. Quant 
à l'approche décrite en (4.23), elle est basée sur le 
modèle 'Codasyl', mais implique une analyse des données 
et des caractéristiques des applications avant de 
passer à l'élaboration du 'schema' et des 'subschemas'. 
Les activités relatives à ces phases sont énumérées en 
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annexe 1.3. Au cours des chapitres 6 et suivants, nous 
passerons à leur description détaillée. 
L'interdépendance entre les phases des deux méthodes 
d'approche (banque de données et applications] peut 
s'illustrer à l'aide du graphe de la figure 4.4. Les 
problèmes qui en résultent et les répercussions sur 
le déroulement des activités concernées seront traités 
dans les chapitres relatifs aux phases correspondantes. 
Pour compléter 1'enumeration des activités, nous citons 
à titre d'exemple en annexe 1.4, les principales activi-
tés propres à la phase d'exploitation. Les problèmes 
spécifiques à une banque de données seront traités au 
cours du chapitre IG. 
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Figure 4.4 - Interdépendances 
entre les phases des méthodes 
d'approche "banque de dcn-
néBS" et "application" 
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CHAPITRE 5 
MODÉLISATION DU SYSTÈME DE GESTION 
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5.1. FIXER LES OBJECTIFS A LONG TERME 
Une condition préalable à toute conception consiste à fi-
xer, au niveau de l'entreprise, pour les différents sec-
teurs d'activité, la nature et les moyens de traitement 
de l'information, les exigences auxquelles un nouveau sys-
tème doit satisfaire, ainsi que les faiblesses du système 
existant. Dans la pratique, les objectifs à long terme 
sont rarement formulés et la première activité consiste à 
définir ceux-ci. 
Ensuite, il faudra élaborer une liste de critères qui 
servira de base à la prise de décision quant aux priori-
tés de réalisation des objectifs: 
- les possibilités de rationalisation 
- les avantages qualitatifs que le système peut 
offrir 
- les critères de rentabilité 
- une décision politique 
- la disponibilité technologique. 
5.2. MODELISATION DU SYSTEME 
Conformément aux explications du chapitre 3.2.2, éviter 
la réalisation "d'îlot de mécanisation" est un des buts 
de toute méthode d'approche. D'autre part, les inconvé-
nients du "total system approach" imposent, poussent le 
concepteur à délimiter la portée du système à réaliser, 
que celui-ci utilise ou non un SGBD. La conception d'un 
modèle comporte deux phases: 
a] élaboration d'un modèle global du système 
b) étude des sous-systèmes. 
130 
5.2.1. Modèle_global 
La complGxité du système de gestion implique une analyse 
globale des principaux éléments du système informatique 
de gestion que l'on projette de réaliser. Sont à prendre 
en considération: 
- les centres d'activités 
- les activités de traitement de l'information 
propres à chaque centre (flux internes] 
- les échanges d'informations entre les centres, 
problème central à ce niveau de l'analyse (flux 
externes). 
Une analyse de synthèse intégrant les objectifs fixés 
doit aboutir è l'établissement d'un modèle global 
représentant les centres d'activités et les flux exter-
nes. Les solutions globales proposées seront ensuite 
étudiées en détail lors de la conception des différents 
sous-systèmes. Il est absolument nécessaire, à ce 
niveau de l'analyse, de ne pas étudier trop minutieuse-
ment chaque élément et interrelation du système de 
gestion, mais de concevoir un modèle en fonction des 
objectifs fixés pour ce système. Le but de cette 
opération ne consiste pas à automatiser les activités 
et les règles de fonctionnement actuellement en vigueur. 
En général, celles-ci ne permettent pas d'atteindre 
les objectifs fixés d'une façon satisfaisante et peu-
vent même représenter dans certains cas un obstacle 
pour la réalisation de ceux-ci. 
Un bon remède contre l'attachement au système existant, 
contre certaines idées préconçues quant aux solutions 
réalisables consiste, une fois les objectifs et les 
principes de fonctionnement du système de gestion 
fixés, à étudier les systèmes existant dans des entre-
prises du même secteur d'activité. Il est alors possi-
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ble d'en déduire un modèle théorique que l'on confron-
tera ensuite aux objectifs et aux caractéristiques de 
l'entreprise considérée, le modèle étant adapté en 
conséquence. Cette approche est réaliste, car l'utili-
sation de nouvelles techniques et l'adoption de nouvel-
les règles de gestion nécessitent très souvent une 
refonte de la structure des activités. 
Une approche standardisée n'aboutirait certainement pas 
à de bons résultats, car à ce niveau, l'analyse est une 
activité purement créative. Nous proposons donc de 
suivre une démarche cohérente (voir annexe 1.1) et 
d'utiliser des outils de travail facilitant la tâche 
de conception. En premier lieu, il convient d'élaborer 
un schéma représentant les centres d'activités et les 
interrelations entre ceux-ci (figure 5.1). Il servira 
comme base de départ a la phase de conception des 
sous-systèmes. Plus le nombre des centres d'activités 
et des flux circulant entre ces centres est important, 
plus il devient difficile d'élaborer un schéma clair 
et lisible. La représentation graphique peut se faire 
selon la méthode "trial-and-error" ou à l'aide de la 
méthode proposée par Gagsch [5.1), qui consiste à 
représenter les flux à l'aide d'une matrice. Un algo-
rithme optimalise l'alignement des centres d'activités 
en minimisant le nombre des entrecroisements de flux, 
l'ordre dépendant uniquement des entrées et sorties 
par centre. 
5.2.2. Sous-système 
La conception globale des sous-systèmes implique une 
analyse plus détaillée des centres d'activités repré-
sentés au niveau du modèle principal. Notre attention 
se portera en premier lieu vers les phénomènes 
suivants: 
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- nature des activités 
- méthodes de traitement 
- flux des informations 
- besoins en information 
- utilisation de ces informations 
- faiblesses et avantages du système existant 
- capacité de traitement 
- volumes et fréquences 
- contraintes de délai 
- processus de décision. 
L'étude détaillée de tous les phénomènes est superflue, 
il importe d'analyser ceux qui influencent la conception 
et ceux liés aux objectifs fixés. 
La subdivision du modèle global en sous-système est un 
processus itératif de type évolutif. A chaque itération, 
de nouvelles connaissances sont acquises, le concept 
prend forme et dans la plupart des cas une adaptation 
du modèle global n'est pas à exclure. 
Cette stratégie est fondamentalement différente de 
celle proposée par les méthodes d'approche présentée 
en général par la littérature spécialisée dans ce 
domaine particulier, entre autre par les ouvrages 
cités en référence (5.2). 
Les avantages de la méthode d'approche itérative et 
hiérarchisée que nous développons dans notre étude ne 
deviennent effectifs que si l'utilisateur, en étroite 
collaboration avec le eoncepteur, peut se décider à 
éliminer à chaque étape les solutions les moins satis-
faisantes. La période qui s'écoule entre l'élaboration 
de propositions et la prise de décision doit être le 
plus court possible, afin d'éviter le risque d'une bais-
se d'intérêt pour le projet (5.3). 
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La délimitation en sous-systèmes implique la prise en 
considération de plusieurs critères. La préférence 
accordée à l'un ou à l'autre modifie directement les 
résultats 
- les flux entre les sous-systèmes doivent être 
peu nombreux et de faible intensité 
- les activités qui nécessitent d'intenses et 
nombreux échanges d'informations sont à re-
grouper. Cette concentration diminue les 
interactions entre sous-systèmes et facilite 
le contrôle des échanges d'information 
- niveau technologique 
- la nature et le type d'activité 
- restrictions de nature socio-psychologique, 
tels que les pouvoirs acquis par certaines 
fonctions, les traditions ou le retrait de 
responsabilités d'un secteur 
- nature des traitements et des moyens à disposi-
tion 
- niveau de rationalisation du système existant 
- les objectifs spécifiques 
- les contraintes imposées par le modèle global. 
Cette enumeration n'a pas la prétention d'être exhaus-
tive. Les problèmes à résoudre lors de la modélisation 
se présentent chaque fois sous une forme complètement 
différente, ce qui rend inutile toute tentative d'éta-
blir des règles de conduites précises. 
L'élaboration d'un schéma facilite l'analyse et fait 
ressortir les caractéristiques principales du sous-
système considéré. Gagsh (5.4) propose d'utiliser 
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son algorithms. A ce niveau de l'étude, cette technique 
ne peut être utilisée qu'en tant qu'outil d'aide à la 
représentation graphique. Elle ne considère que l'exis-
tence ou non de flux et ne tient pas compte de l'intensi-
té des volumes ni de la fréquence. Par conséquent, nous 
préférons une représentation graphique à deux niveaux 
(voir figure 5.2 a et b). Les principes utilisés lors de 
l'élaboration du modèle global sont également appliqués. 
Les schémas exigent en général des commentaires explica-
tifs ajoutés en tant qu'annexes. 
Cette approche évolutive nécessite très souvent des étu-
des plus détaillées de certains phénomènes qui n'ont été 
qu'effleurés ou ignorés à l'étape précédente. 
Il est possible de représenter dans un tel schéma les 
supports d'information selon les objectifs fixés [par 
exemple: utilisation d'écrans cathodiques] ou selon 
une décision du concepteur qui considère une telle 
solution comme appropriée. Ce choix ne prédétermine en 
aucun cas la suite des travaux, la structure des don-
nées et les fichiers sont fixés indépendamment de ce 
choix, seule une analyse plus approfondie permettra de 
déterminer la nature des supports d'information et la 
structure de la base de données. 
Une autre méthode de description d'un modèle est pré-
sentée par Delobel [5.5) qui propose une autre forme 
de représentation graphique. Les règles de fonction-
nement sont décrites à l'aide de relations fonction-
nelles, lesquelles permettent, grâce à un processus 
de décomposition créé par l'auteur lui-même, d'élabo-
rer le modèle conceptuel. 
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5.3. CHOIX DEFINITIF DU MODELE 
A ce stade des études, une prise de décision quant à *" 
la suite des travaux et aux sous-systèmes à réaliser 
est indispensable. Il importe de fixer l'ordre de la 
réalisation et de déterminer les sous-systèmes à 
concevoir en parallèle. Une orientation précise des 
opérations à effectuer est une condition préalable 
afin de pouvoir respecter les délais et les contrain-
tes de réalisation. Il convient de fixer entre autre: 
- le degré d'intégration 
. quels sous-systèmes seront intégrés en un seul 
système informatique de gestion ? Très souvent, 
une analyse plus approfondie des problèmes 
relatifs aux interdépendances entre les sous-
systèmes concernés est nécessaire pour pouvoir 
répondre à cette question. 
. réalisera-t-on une banque de données par sous-
système ou une intégrant tous les sous-systèmes ? 
Les critères à considérer sont 
+ la nature des données traitées est-elle 
fondamentalement différente ? 
+ respect de l'autonomie des centres 
d'activités 
+ temps de réalisation 
+ problème de coûts 
+ décision arbitraire. 
Le groupe de concepteurs fera des propositions dans ce 
sens aux instances responsables. 
- les règles de gestion 
. les règles actuelles seront-elles modifiées ? 
. description sommaire des principes de fonc-
tionnement du système de gestion et le 
déroulement des activités 
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. décrire la façon dont les besoins en infor-
mation des différents utilisateurs seront 
satisfaits et le contenu de ces informa-
tions 
. fixer les mesures a prendre en fonction 
des changements que provoquent l'implanta-
tion du nouveau système sur la structure de 
l'entreprise 
- les investissements 
. les investissements nécessaires 
. problèmes de financement 
. personnel supplémentaire a mettre à disposition 
. formation exigée du personnel 
- la relation "cost/benefit" 
. déterminer les coûts et les gains de fonction-
nement et d'investissement prévus 
. déterminer les avantages et inconvénients non 
quantifiables que doit procurer le système 
- les moyens techniques 
. pour la saisie des données 
. mode de traitement des données: temps réel, par 
lot ou mixte 
. organisation des données conventionnelle ou 
utilisation d'un SGBD 
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Le choix du SGBD, processus décrit au chapitre 9.1, peut 
se posGr. Arrivé à ce stade des études de développement, 
plusieurs alternatives se présentent selon que l'on 
décide de réaliser une banque de données intégrée ou une 
banque de données par sous-système : 
a) Banque de données intégrée 
Dans ce cas, il est nécessaire de déterminer les princi-
pales caractéristiques des différents sous-systèmes et 
de déclencher le processus d'évaluation de SGBD en 
effectuant de façon globale les 3 premières phases de 
la méthode d'approche pour la conception d'une banque 
de données, afin de déterminer les caractéristiques 
des applications à développer. 
b) Banque de données par sous-système 
. Le choix peut se faire en fonction des exigences du 
sous-système le plus important du point de vue 
exigences, volumes des données, nombre d'utilisateurs. 
Le choix s'effectuera après la troisième phase de la 
méthode d'approche pour la conception d'une BD. 
. L'autre possibilité est identique à celle décrite 
en a) . 
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CHAPITRE 6 
ANALYSE SEMANTIQUE DU MONDE REEL 
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Afin de pouvoir décrire le monde réel du système entre-
prise ou du sous-système considéré, il est nécessaire 
d'en étudier les interprétations des utilisateurs pour 
aboutir, à l'aide d'un processus de formalisation, à une 
représentation précise du monde réel (figure 6.1). Le 
modèle doit pouvoir satisfaire aux besoins des différents 
utilisateurs. Par conséquent, il importe d'étudier les 
vues partielles afin d'obtenir une représentation cohé-
rente, non ambigue et sémantiquement non redondante du 
monde réel considéré. 
6.1. RECENCEMENT DES BESOINS EN INFORMATION 
Une fois effectué le choix du sous-système à automatiser, 
il faut entreprendre un recencement systématique des be-
soins en information, dans le but d'établir un inventaire 
aussi complet que possible des données indispensables au 
bon fonctionnement du système. 
Les informations recueillies lors de la phase de modélisa-
tion du système ds gestion serviront de base de départ. 
Elles seront étudiées plus en détail, d'où nécessité de 
recherches supplémentaires auprès des utilisateurs, afin 
de cerner au mieux possible les vues partielles. 
Le but de cette activité consistera à déterminer: 
- les informations dont la structure sera ensuite 
représentée sous forme de modèle 
- préciser les processus de traitement de l'infor-
mation, analyse nécessaire à la réalisation des 
programmes d'application. 
L'analyste sera confronté aux problèmes suivants: 
- problèmes de nature psychologique 
. disposition de l'utilisateur face au 
146 
connaissance 
? 
À 
O 
K 
formaliser 
intuition 
déduction 
précision 
models formalisé, 
sémantiquement 
non redondant, du 
monde réel considéré 
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projet, méfiance ou même opposition 
passive 
. comportement de l'analyste vis-à-vis des 
utilisateurs 
. craignant les critiques, l'utilisateur aura 
tendance à défendre les faiblesses du systè-
me actuel 
. l'utilisateur donnera souvent une importance 
exagérée à certains problèmes particuliers 
- différencier la nature des besoins en information 
. besoins objectifs qui dépendent d'une activi-
té donnée et qui sont donc indépendants de 
la personne chargée de l'exécution 
. besoins subjectifs qui dépendent de la per-
sonne exécutant une tâche donnée 
- les besoins futurs. 
En général, l'utilisateur n'est pas capable d'énumérer 
exhaustivement ses besoins. Il aura tendance à décrire 
les activités dont il est responsable, les processus de 
traitement qui en découlent et les informations manipu-
lées. Seul un dialogue intensif entre analyste et utilisa-
teur permettra de définir les besoins réels en information. 
Cette analyse des besoins implique l'examen des points 
suivants: 
- la logique des procédures de traitement 
- le volume des données 
- la fréquence des besoins 
- les contraintes de performance 
- la provenance et la destination des informations 
- l'utilisation des informations 
- les contraintes de sécurité 
Différentes méthodes existent en vue de fixer les besoins 
en information [6.1). Dn peut les grouper en cinq caté-
gories : 
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1. enquête 
- interview 
- questionnaire écrit 
- mixte 
2. observation 
- structurée, analyse des circuits de docu-
ments, analyse quantative (volume, fré-
quence) 
- non-structurée 
3. auto-analyse 
4. observation indirecte 
5. déduction et adaptation à partir d'un modèle 
(6.2). 
Seule une analyse approfondie à l'aide des critères cités 
ci-dessus permettra de cerner le problème de façon satis-
faisante. Il n'existe aucune technique garantissant une 
qualité optimale des résultats, celle-ci dépendant unique-
ment de l'efficacité de l'analyste. 
L'objectif de tout système de traitement de l'information 
consiste è satisfaire les besoins en information. A chaque 
demande est associé un ensemble ordonné de données qui 
peuvent apparaître dans plusieurs besoins. Pour des rai-
sons de cohérence et de maintenance, le système n'enregis-
trera les données et les relations entre elles qu'un 
nombre limité de fois. L'organisation de la banque de 
données doit permettre au système de fournir les messages 
exigés selon des procédures de traitement optimales et 
conformément aux contraintes fixées. 
D'autre part, la relation coût/valeur doit être étudiée 
afin de décider si les faits réels considérés seront re-
présentés au niveau du modèle. On constate que la grande 
partie des informations utilisées par les gestionnaires, 
en premier lieu au niveau stratégique, sont 
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- non structurées 
- de nature non répétitives 
- très peu utilisées 
- non soumises à des traitements de masse. 
Une bonne méthode de structuration et de recencement des 
données consiste à représenter, à l'aide d'une matrice, 
les données utilisées par chaque besoin (fig. 6.2). Il 
importe de distinguer les données élémentaires des données 
composées obtenues par calcul. 
besoins 
e/s 
n 
190 
Légende : e = entrée, s = sortie 
Fig. 6.2 - Matrice des besoins en information 
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6.2. ANALYSE SEMANTIQUE DES DONNEES 
6.2.1. Objectifs 
L'objectif de cette analyse consiste à élaborer la struc-
ture des données à partir de l'inventaire effectué à 
l'étape précédente. La technique d'analyse utilisée devra 
satisfaire aux conditions suivantes: 
- ête indépedante de toutes contraintes d'implan-
tation 
- ne pas favoriser certains besoins en information, 
c'est-à-dire être neutre face aux procédures de 
gestion 
- être un outil d'analyse critique qui incite 
l'analyste à étudier en détail la structure et 
la signification des concepts représentés 
- permettre une représentation simple de la struc-
ture des données et faire ressortir le type de 
relation 
- faciliter la communication entre 1'utilisateur/ 
le concepteur et le spécialiste chargé d'implan-
ter la banque de données 
- être dynamique, c'est-à-dire offrir des possibi-
lités d'ajouter de nouvelles données ou relations 
sans remettre en cause tout le modèle 
- approche "tap down", c'est-à-dire du général au 
particulier, de telle sorte qu'à un stade donné 
on ne remette plus en question les stades précé-
dant 
- garantir un modèle cohérent et sémantiquement 
non redondant 
- favoriser une définition précise et non ambigue 
des concepts représentés 
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6.2.2. Comparaisons des modèles de données existant 
La matrice établie à l'étape précédente ne satisfait en 
aucun cas aux conditions formulées. Elle permet au plus 
d'étudier la fréquence d'utilisation de chaque données et 
les besoins redondants. 
Nous examinerons d'abord les principaux modèles de données 
CB.3) en relation avec les conditions formulées au chapi-
tre précédent. Nous nous limiterons aux modèles Codasyl, 
relationnel et DIAH [relation binaire) de Senko, pour 
conclure avec le modèle Data Semantics d'Abrial. Il faut 
signaler qu'il existe d'autres modèles (B.4). 
a) Codasyl 
Les langages de description de SGBD, tels ceux basés sur 
le DBTG du Codasyl (IDMS, IDS, DHS 1100, etc) ou ceux qui 
en sont dérivés, tel IMS, sont des langages dépendant 
directement de critères d'implantation physique. IMS, sys-
tème hiérarchique, ne permet de définir que des relations 
de type l:n et un élément donné, le segment, ne peut 
posséder qu'un précédent. Pour remédier à cet inconvénient, 
la notion de "pairing" a été introduite, grâce à laquelle 
il est possible de lier des hiérarchies entre elles. Le 
schéma ainsi décrit implique le choix des méthodes d'or-
ganisation, des formats des données, le groupement logique 
des données en segments et la délimitation de zones phy-
siques de données. L'utilisateur, quant à lui, ne peut 
traiter que des hiérarchies. D'autre part, les relations 
de type n:m ne peuvent être décrites qu'en introduisant 
un nouveau segment. Les mêmes problèmes se posent avec 
les systèmes de type Codasyl, à la différence que la vue 
de l'utilisateur peut se définir à l'aidede réseaux. Dans 
les deux cas, ce sont les accès exigés par les différen-
tes applications qui déterminent la structure. Des modi-
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fications de structure peuvent remettre en cause tout 
le schéma. Nous proposons de prouver cette affirmation à 
l'aide d'un exemple [figure 6.3). 
1. distributeur 2. distributeur ville 
ville distribution 
3. n° téléphone 
distributeur ville 
distribution 
4. n° téléphone distributeur ville 
adresse distribution 
Figure 6.3 - Flexibilité du modèle Codasyl 
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a) La représentation du fait qu'un distributeur 
peut travailler dans plusieurs villes et inversement 
nécessite (passage de 1 à 2) : 
- la création d'un nouveau "record" 
- la création de nouveaux sets. 
b) Un nouveau besoin d'information, accéder au 
distribueur, implique (passage de 2 à 3] : 
- l'extraction de constituants (n° tél.) 
- la création d'un "record" 
- la création d'un nouveau set. 
c) Vouloir représenter le fait que le distributeur 
peut avoir plus d'une adresse a pour conséquence (passage 
de 3 à 4] : 
- l'extraction de constituants 
- la création d'un nouveau "record" 
- la suppression et la création de nouveaux sets. 
L'exemple ci-dessus démontre que le modèle de données 
Codasyl ne satisfait en aucun cas aux conditions de sta-
bilité et de flexibilité requises pour la représentation 
du monde réel, la structure dépendant en premier lieu 
de critères d'accès et de performance. 
D'autre part, il existe plusieurs façons de représenter 
le monde réel, les contraintes d'accès déterminent 
la choix à faire. 
L'utilisation du langage de description de données exige 
des connaissances approfondies des caractéristiques 
techniques du système considéré (voir référence B.5). 
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t) Modèle relationnel 
Afin de remédier à ces inconvénients, en particulier 
l'influence de contraintes d'implantation au niveau de 
la structure logique, Codd a développé le modèle rela-
tionnel [6.B), qui se caractérise entre autre par sa 
simplicité, l'indépendance des données ,la facilité 
dans la manipulation des données (B.7] et une plus 
grande flexibilité face aux changements. Reprenons l'ex-
emple précédent (figure 6.5) et représentons la struc-
ture des données selon le modèle relationnel: 
1. Distributeur [ft personnel, nom, adresse, ft tel, nom-
ville) 
2. Distributeur [ft personnel, nom, adresse, ft tel) 
Ville (ft ville, nomville) 
Distribution (ft ville, ft personnel) 
3. Identique à 2 
4. Distributeur (ft personnel, nom) 
Adresse (ft personnel, type d'adresse, adresse, 
tel) 
Ville (ft ville, nomville) 
Distribution [ft ville, ft personnel) 
De cet exemple, l'on peut en déduire 
- l'indépendance de ce modèle face aux besoins 
d'accès, en effet un nouveau besoin [passage de 
2 à 3) ne nécessite aucune modification de la 
description du monde réel 
- une modification du monde réel (passage de 3 
à 4) a eu pour conséquence l'introduction de 
nouvelles relations fonctionnelles et de nou-
veaux constituants 
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- les critères de performance n'entrent pas en li-
gne de compte 
- la notion de "get", relation -de dépendance entre 
records, n'existe pas 
- une telle description n'exige aucune connaissance 
technique. 
L'approche par le modèle relationnel peut se faire selon 
deux optiques fondamentalement différentes : 
a) Les exigences d'accès, d'insertion, de modifi-
cation et de suppression peuvent être formulées à l'aide 
de relations. La relation ci-dessous représente une telle 
requête [R.). En premier lieu, les relations ainsi dé-
terminées devront être normalisées, en ce sens qu'une 
relation ne devra être composée que d'attributs élé-
mentaires. Ce processus doit s'effectuer sans perte 
d'information [RV). Le concepteur devra ensuite se 
poser la question de savoir si l'ensemble des relations 
contient des redondances et est cohérent. Dans ce but, 
il devra déterminer la forme des relations et si 
nécessaire les transformer' se-lon un processus de 
normalisation [B.B), en troisième forme normale 
(3FN). Une relation se trouve en première forme nor-
male (1FN) si elle ne contient pas de groupes répéti-
tifs, ce qui est le cas des relations R' a) et RJj b). La 
relation R' contenant un groupe répétitif, elle n'est 
donc pas en 1FN. Une relation en 1FN est également en 
2FN si chaque attribut de complément de l'index dépend 
de ce dernier, c'est le cas de la relation R' b). 
L'on s'aperçoit qu'une telle relation contient des 
attributs décrivant deux entités différentes, l'entité 
commande et l'entité article, ce qui pose des problèmes 
au niveau de la maintenance. 
R1 [#client, adresse, ^commande, Cligne, ^article, 
texte, qté) 
RJJ [^client, nom, ville, ^commande, aligne, #article, 
texte, qté) 
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C&c l ien t , nom, v i l l e ] 
C {{commande, C l i g n e , ^ c l i e n t , ^ a r t i c l e , t e x t e , q t é j 
[#cl ient , nom, ftville) 
Cftville. v i l l e ] 
[^commande, foligne, ^ a r t i c l e , q t é ] 
[^ar t ic le , texte) 
[^commande, ^ c l i e n t ) 
Une relation est en 3FN si pour tout attribut relié fonc-
tionnellement à un index la relation fonctionnelle est 
élémentaire directe. Dans notre exemple, la relation R' b 
n'est pas en 3FN, car le "texte" ne dépend pas directement 
de l'index {^commande, Cligne}, mais directement de 
l'attribut "^article". 
<
#article 
. texte 
qté 
Il existe tout de même une relation fonctionnelle entre 
l'index et le complément, car pour une valeur donnée 
{^commande, Cligne}, il n'existe qu'une seule valeur du 
complément {^article, texte, qté} correspondant, mais la 
dépendance est transitive. 
Les relations R., RRJ R„, Rn et R_ sont en 3FN, car les 
relations entre les différents attributs sont des RFE 
directes. 
b] La deuxième approche consiste à décrire le monde 
réel, non à l'aide de relations, mais en inventoriant les 
attributs et les relations fonctionnelles élémentaires qui 
les relient [6.9], Le concepteur doit décrire la réalité è 
l'aide de relations fonctionnelles élémentaires [RFE], si 
possible de manière exhaustive, une certaine redondance 
n'étant pas exclue. 
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Celle-ci se manifeste en ce sens qu'une RFE peut être 
engendrée à l'aide d'autres RFE. Une fois la liste de dé 
part établie, il s'agira d'en déduire de nouvelles RFE, 
afin d'obtenir un ensemble de RFE aussi complet que pos-
sible, appelé la fermeture. Les redondances devront être 
éliminées en vue d'obtenir le noyau qui est l'ensemble 
des RFE qui permet d'engendrer la fermeture. On ne peut 
sans autre affirmer que les RFE du noyau sont en 3FN. 
Représentons les RFE de la fermeture è l'aide d'un gra-
phe orienté qui ne contiendra aucun cycle si le noyau 
est en 3FN (B.10). 
Les mêmes critiques peuvent être formulées envers l'ap-
proche relationnelle qui, au départ, se base sur les 
requêtes de l'utilisateur. Deux optiques différentes 
sont possibles. La première consiste à formuler les 
requêtes sous forme de relations qui seront ensuite 
transformées, selon un processus de normalisation, en 
3FN ou de formuler les requêtes à l'aide de hiérarchie 
qui seront également ramenées à des relations de 3FN. 
La deuxième part de l'idée que le monde réel soit 
décrit à l'aide d'attributs et de relations fonc-
tionnelles élémentaires qui les relient et d'en dé-
duire un ensemble de relations en 3FN. Un attribut est 
toujours étudié en fonction de l'index d'une relation 
donnée et le fait que la signification d'un attribut 
peut être différente, selon le contexte dans lequel il 
est utilisé, n'apparaît pas au niveau du modèle. Dans 
l'exemple ci-dessous, l'ambiguïté est évidente. 
âge ^personne 
101 
103 
nom 
Dupont 
Durand 
54 
29 
^voiture 
5961B1 
596213 
marque 
Renault 
VW 
âge 
3 
29 
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Si l'on analyse les relations entre tous les attributs, 
il sera facile de faire ressortir le type de relation qui 
les relie et de décrire les différentes significations 
rattachées à un certain attribut. La description du 
monde réel à l'aide de relations fonctionnelles se borne 
à étudier les relations entre un index et les attributs 
qui en dépendent et néglige l'analyse des relations 
entre attributs, qu'ils appartiennent ou non à un index. 
Le modèle est-il complet et non redondant ? Une réponse 
à cette question ne peut être donnée qu'après avoir 
étudié les relations fonctionnelles de la liste de départ 
afin d'en déduire des relations en 3F(M. 
D'autre part, l'on ne peut déduire le type de relation 
représenté par les relations fonctionnelles avant de les 
étudier en détail. En effet, la liste de départ peut 
contenir des relations fonctionnelles redondantes, qui 
peuvent être engendrées à partie d'autres relations fonc-
tionnelles ou des relations fonctionnelles non en 3FN. 
Cette approche qui consiste à établir au départ une liste 
de relations fonctionnelles et d'en déduire des relations 
en 3FN peut être qualifiée d'approche de bas en haut 
Cbuttom up), alors que la méthode proposée, impliquant 
une analyse sémantique pour aboutir ensuite à des rela-
tions en 3FN, est plutôt du type hiérarchique, c'est-à-
dire "de haut en bas" [top down]. 
Un autre inconvénient du modèle relationnel provient du 
fait que la représentation des faits élémentaires à l'aide 
de relations en 3FN peut conduire à des incohérences. 
L'exemple ci-dessous prouve que l'on ne peut dans tous 
les cas garantir que toutes les manipulations de données 
n'aient aucune répercussion sur d'autres relations 
R1 : Ville (ftville, nomville) 
R7 : Distr (#ville, ^personne) 
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#VillB 
tni 1DOO 
t12 1B00 
nomville 
Lausanne 
Vevey 
^ 
*22 
t23 
#ville 
1000 
1000 
1800 
^personne 
C 128 
D 321 
C 143 
La suppression du tuple t.~ met la banque de données dans 
un état inconsistant. 
Un autre problème est celui posé par l'équivalence de 
différents systèmes de relations qui nécessite le choix 
de l'ensemble permettant de satisfaire à toutes les 
contraintes du système. Toute manipulation doit maintenir 
un état consistant du modèle. Le choix correct nécessite 
une étude détaillée des relations fonctionnelles (6.11). 
En résumé, le modèle relationnel présente les inconvé-
nients suivants: 
- il conduit dans certains cas à des incohérences 
- il manque de précision dans la description, les 
constituants n'étant étudiés qu'en function d'un 
index 
- il ne favorise pas l'analyse de la signification 
des constituants, puisqu'on étudie en premier 
lieu les relations fonctionnelles. 
Mais par rapport au modèle Codasyl, on peut relever plu-
sieurs avantages: 
- indépendance envers toutes contraintes d'implan-
tation physique 
- simplicité du modèle, compréhensible par n'im-
porte quel type d'utilisateurs 
- les chemins d'accès ne sont pas décrits au ni-
veau du modèle. 
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o) VIAM 
Dans le modèle DIAM de Senko (6.12), les valeurs telles 
que 'Jean', '29' et '119461' sont considérées comme 
étant des ENTITY NAMES. L'ensemble des valeurs de même 
nature sont appelés les ENTITY NAME SETS 'nom', 'âge' et 
'n° d'employé'. Une entité du monde réel est décrite à 
l'aide d'ENTITY NAME SETS et du rôle (ROLE NAME) que ces 
derniers jouent dans la description (DESCRIPTION SET 
NAME) de l'entité considérée. Chaque entité sera iden-
tifiée (IDENTIFIER) par un ou plusieurs ENTITY NAME SET. 
Dans l'exemple ci-dessous représentant l'entité 'employé', 
'Jean' est un ENTITY NAME de 1'ENTITY NAME SET 'nom' qui, 
dans la description de l'entité (DSN) endosse le rôle 
(RN) de 'prénom' (fig. 6.4). 
n° employé / 119461 
age 
prénom 
nom / Jean 
âge / 29 
Nom 
Employé 
Employé/prénom employé 
Employé/âge employé 
Employé/n° employé 
Type 
de nom 
DSN 
RN 
RN 
RN 
Identifier 
(n° empi.) 
Name set Name 
prénom 
âge 
n° employé 
Fig. 6.4 - Modèle selon DIAM 
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La description du monde réel consiste donc à déterminer 
des entités, à les décrire en indiquant les ENTITY NAME-
SETS et les rôles qu'ils jouent dans la description de 
l'entité concernée. Le but de cette activité est l'ob-
tention de la structure logique. Ce n'est donc pas à 
partir d'une analyse des liaisons possibles et du type 
de liaison entre les différents ENTITY NANE SETS inven-
toriés que la structure logique est déduite. Seules les 
vues partielles sont prises en considération. Ce manque 
de systématique dans l'analyse des faits réels peut 
conduire à certaines redondances et incohérences. Il 
n'est pas exclu qu'une association entre des ENTITY 
(MAME SETS de deux entités différentes soit ignorée lors 
de l'analyse, le processus de gestion n'y faisant 
peut-être pas référence. 
D'autre part, le type de relation (1:1, l:n, n:m) qui 
existe entre deux ENTITY NAME SET n'est pas mis en évi-
dence, quoique celui-ci détermine de manière prépondé-
rante la structure logique du modèle. Le concepteur 
n'analysant pas explicitement les associations possibles 
entre les différents ENTITY NAME SETS et le type de 
relation, il ne distinguera le type de relation d'une 
association entre deux ENTITY NAME SETS donnés qui 
peut être de type 1:1 ou l:n, ce qui posera des pro-
blèmes lors du passage à la représentation physique du 
modèle. Dans l'exemple ci-dessous [fig. 6.5], le type 
des relations entre les ENTITY NAME SETS n'est pas 
évident et il est fort possible que le 'complément' 
puisse exister 0, 1 ou 2 fois pour une adresse donnée. 
Il en déduira la relation R . Si seulement 10 % des 
adresses ont un complément, 1 % deux, le reste aucun 
et que l'emplacement mémoire nécessaire pour représen-
ter un seul complément soit de 30 caractères, la 
relation R ne permettra que l'enregistrement de G 
ou 1 complement, donc incohérence, et le taux d'occu-
pation mémoire sera relativement défavorable. Dans 
un tel cas, la structure logique devrait correspondre 
aux relations R a et Rb. Ce n'est qu'au niveau 
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physique que sera prise la décision de la forme de la 
réalisation physique des relations. Les critères per-
formance, volume des données, emplacement mémoire né-
cessaire, possibilité du SGBD seront déterminants. Il 
est fort possible que la représentation de l'adresse 
soit réalisée selon la relation R.. 
R Cn° adresse, nom, rue, complément, villeï 
R.a tn° adresse, nom, rue, ville) 
R-b tn° adresse, complément] 
Fig. 6.5 - Entité 'adresse' représentée selon le modèle 
DIAM 
En résumé, les inconvénients majeurs de l'approche DIAM 
sont les suivants: 
- des redondances ne sont pas exclues, les entités 
étant déterminées sans étudier les relations qui 
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peuvent exister entre elles 
- manque de systématique dans l'analyse des faits 
réels 
- introduit une terminologie relativement complexe 
- le modèle n'est pas assez précis, des informa-
tions supplémentaires sont nécessaires. 
D'importants travaux sur la conception de banque de don-
nées ignorent l'importance et la nécessité d'effectuer 
une analyse sémantique des données. Un des premiers à a-
border le sujet fut Lyon (B.13) qui insista sur la dis-
tinction entre la structure physique et logique, mais 
cette dernière ne résulte pas d'une analyse systématique: 
elle est déduite intuitivement. Lutz, quant à lui, défi-
nit la structuration des données comme étant "un proces-
sus de conception" destiné à grouper les données afin 
d'obtenir une banque de données en tout point économique 
et qui permette une exécution optimale des manipulations 
de données. Pour lui, ce problème ne peut ,être résolu 
qu'accidentellement CB.14). D'autres ne font qu'à peine 
allusion à ce problème, le processus de structuration se 
résumant en fait à assembler les données reliées logique-
ment en une unité dénommée segment CB.15). 
Une autre approche consiste à déduire la structure logi-
que des besoins en information quantifiés en fonction 
d'une unité de temps prédéterminée. Les relations entre 
les données dépendent en premier lieu d'aspects statisti-
ques. La signification des données et des liaisons entre 
elles ne sont pas prises en considération (B.IB). D'im-
portants travaux dans cette direction ont été effectués 
au "BIFOA", institut dépendant de l'Université de Cologne 
(6.17). 
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6.3. METHODE D'ANALYSE SEMANTIQUE PROPOSEE 
La méthode d'analyse sémantique proposée se base sur le 
modèle DATA SEMANTICS de J.R. Abrial (6.18). La descrip-
tion du monde réel s'effectue à l'aide d'ensembles de 
valeur et de connexions entre ces différents ensembles, 
ceux-ci reflétant d'une part les objets et d'autre part 
les faits élémentaires ainsi que les règles simples et 
complexes du monde réel considéré. 
6.3.1. Les catégories 
Chaque donnée représentée dans la matrice établie lors de 
l'inventaire des besoins en information peut être consi-
dérée comme étant une catégorie qui, selon la définition 
d'Abrial, correspond à un ensemble de valeurs de même 
nature auquel est associé un nom. 
Exemple : '1.7.7B', '15.8.76' sont des valeurs de même 
nature auxquelles on associe le nom 'date', 
'Dupont' et 'Durand' font partie de la caté-
gorie 'personne'. 
Chaque catégorie sera représentée dans un schéma comme 
étant un noeud d'un graphe non-orienté. La notion de 
catégorie est semblable à celle de champ élémentaire. 
Les données inventoriées doivent être analysées en fonc-
tion des ensembles de valeurs qu'elles représentent, des 
redondances n'étant pas exclues. Il arrive très souvent 
qu'un même ensemble de valeurs apparaisse plusieurs 
fois dans la matrice, selon la signification qu'il 
endosse dans un contexte donné. C'est le cas par exemple 
pour les données 'nD d'abonné' et 'no de facture' qui 
référencent le même ensemble de valeurs 'no' qui peut 
prendre différentes significations, en fonction du con-
texte dans lequel il est utilisé. 
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Il est, d'autre part, très important d'étudier la signi-
fication des ensembles de valeurs qui, dans un même sens, 
peuvent être dénommés différemment. Cela peut se produi-
re lorsqu'ils apparaissent dans des besoins en informa-
tion d'utilisateurs différents. Ceci est d'autant plus 
probable que les sous-systèmes d'un système de gestion 
sont relativement peu intégrés et que pour chacun d'eux, 
il existe des concepts propres à chaque application. Un 
exemple tiré de la gestion des abonnements d'un journal 
illustre bien ce problème: 
la gestion du personnel est séparée entre celle du 
personnel de distribution et celle pour le reste 
des employés de l'entreprise. L'abonnement gra-
tuit auquel a droit chacun d'entre eux est dénom-
mé dans un cas comme étant un abonnement pour le 
personnel, alors qu'il est considéré dans le 
secteur de la distribution comme un exemplaire 
supplémentaire du journal ajouté lors de la pro-
duction. 
Lors de l'inventaire des besoins en information, deux 
données différentes pourront être relevées et seule 
une analyse de la signification des données permettra 
de déceler cette incohérence. Les gestionnaires devront 
s'entendre sur une désignation et représentation unique, 
activité qui ne doit en aucun cas être sous-estimée. 
La représentation d'objets pose le problème de leur 
identification. En effet, la connaissance que l'on pos-
sède d'un objet, décrite par une ou plusieurs catégories, 
peut référencer plus d'un objet. 
Exemple : le 'nom', la 'rue' et la 'ville' ne suffisent 
pas à identifier une personne. En effet aux 
valeurs 'Dupont', 'avenue de la gare' et 
'Genève' peuvent correspondre plusieurs per-
sonnes. 
Une nouvelle catégorie sera introduite dans le but d'iden-
tifier un objet. Dans l'exemple ci-dessus, cela pourrait 
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être le 'matricule'. L'identification d'une entité pour-
rait être déléguée au SGBD, mais pour des raisons d'indé-
pendance, il est nécessaire de résoudre ce problème au 
niveau de l'analyse sémantique, car tous les SGBD ne sont 
pas capables d'associer automatiquement un identificateur 
à chaque entité enregistrée (6.19). 
Afin de pouvoir représenter la vue partielle des objets 
du monde réel, il est nécessaire de distinguer les caté-
gories élémentaires des catégories composées, concept 
auquel est associé un ensemble de catégories elles-mêmes 
élémentaires ou complexes. Par exemple, l'objet personne 
peut être représenté à l'aide de la catégorie 'personne' 
en tant qu'ensemble des noms de personne 
{Dupont, Durand, Dumont} 
ou en tant que catégorie composée 
{m,f} {4711,9565..}{Dupont,Durand, 
Dumont ...} 
Fig. 6.6 -.Catégorie composée 
La matrice de départ doit donc être analysée afin de 
- déterminer les ensembles de valeurs, 
- différencier les catégories selon la vue par-
tielle que l'on veut décrire. 
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Cetts analyse favorisera la détection d'oublis de certai-
nes categories et d'imprécisions. Par exemple : 
l'objet 'adresse' posera le problème de sa repré-
sentation au niveau du modèle. Le 'nom' et la 
'ville' suffiront-ils ou devrons-nous introduire 
de nouvelles catégories 'rus' et 'complément' ? 
Suivant leurs préoccupations, les utilisateurs peuvent 
percevoir de manière fort différente le même objet. 
Dans un tel cas, ils devront décider de la vue partielle 
de cet objet. 
6.3.2. Les relations entre catégories 
a) l<u> fialatloYH» binavieA 
Une association entre deux catégories indique la signi-
fication de l'une par rapport à l'autre, elle est de 
type binaire et inverse (figure 6.71. 
sexe d'une personne 
personne de sexe 
Fig. B.7 - Relation entre catégories 
Entre deux catégories, il peut exister, en tant que vue 
partielle du monde réel, aucune, une ou plusieurs asso-
ciations (figure 6.8]. 
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ville de nai ssance 
personne vili e de 
£E£Ìdence 
vili 6 d e
 travail 
ville 
date 
Fig. 6.6 - Plusieurs relations entre catégories 
Le graphe de la figure 6.9 n'est pas exact, car les dif-
férentes catégories 'ville' représentent en réalité un 
seul ensemble de valeur : 'noms de ville'. Donc, il 
n'existe qu'une catégorie 'ville' reliée par trois fonc-
tions d'accès à la catégorie 'personne' [figure 6.8). 
personne 
ville de naissance 
~~~"0 v i l l e de rés idence 
ville de travail 
Fig. 6.9 - Catégories représentant un seul ensemble de 
valeurs 
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- Comment déterminer les relations ? 
Une fois les catégories fixées, il existe deux méthodes 
d'analyse distinctes qui permettent la définition des 
relations: 
1. étudier toutes les relations imaginables entre 
catégories, tout en comparant leur significa-
tion en fonction du monde réel que l'on désire 
représenter. Les associations énumérées à 
l'exemple précédent pourraient correspondre 
à la vue partielle d'un système de gestion du 
personnel, alors que seule la relation 'ville 
de résidence' seraient d'intérêt dans un 
système de gestion d'abonnements. 
2. traduire les données de la matrice en termes 
de relations entre catégories, sans soumettre 
les résultats à une analyse plus approfondie, 
en se basant donc uniquement sur la matrice 
de départ. 
Cette dernière méthode a un inconvénient, elle se base 
exclusivement sur les données de la matrice, alors que 
celle-ci ne reflète en aucun cas toutes les liaisons 
possibles entre les données et qui, en plus, n'est pas 
forcément complète et peut même contenir des incohéren-
ces. Par contre, la première méthode propose une analyse 
du monde réel considéré, ce qui permet de détecter cer-
taines imprécisions et incohérences qui sont inévita-
blement contenues dans la matrice de départ. L'exemple 
ci-dessous, bien que très simple, illustre la difficul-
té. 
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~ \ ^ besoins 
données ^"^\ 
distributeur 
rue 
ville 
Liste de 
distributeur 
X 
X 
X 
Distributeur 
d'une ville 
X 
X 
Liste des rues 
d'une ville 
X 
X 
De la matrice, on peut déduire trois catégories: 
'distributeur', 'rue' et 'ville' et selon la deuxième 
méthode citée ci-dessus les relations : 
rue d'une ville [1] 
ville du distributeur (2) 
rues du distributeur [31 
qui peuvent être représentées sous forme de graphe 
(figure 6.10). 
2 
dis tribu te u^V" "~ ~~—--^ ^^  
rue ^ 
Fig. 6.10 - riodèle incomplet 
Mais en réalité, seule une analyse approfondie de la si-
gnification des relations entre catégories, en fonction 
du monde réel que le concepteur a l'intention de décrire, 
permettra d'éliminer les incohérences, voire les redon-
dances, qui peuvent s'infiltrer au niveau du modèle. Dans 
l'exemple ci-dessus, la matrice ne représente en aucun 
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cas les faits réels et la structure des informations qui 
en découle. En effet, le fait qu'un distributeur distri-
bue dans plusieurs rues de villes différentes et que plus 
d'un distributeur puisse être affecté à une rue donnée, 
ne ressort à priori de la matrice. Seule une analyse 
sémantique, conformément à la première méthode proposée, 
aboutira à un modèle cohérent, ce qui, dans notre exem-
ple, implique la création d'une nouvelle catégorie : 
'secteur de distribution' (voir figures 6.11 a, b et c]. 
FJg1. S. 11 a - Graphe des réalisations 
Les relations binaires suivantes permettent, en associa-
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tion avec les catégories déterminées, de définir le monde 
réel : 
rues d'une ville (a) 
secteurs de distribution du distributeur [b] 
ville du secteur (c) 
rue du secteur Cd) 
b 
Dupont 
Durand 
Durand 
secteur 
secteur 
secteur 
1 
11 
12 
b 
secteur 1 
secteur 11 
secteur 12 
Dupont 
Durand 
Durand 
C 
secteur 1 
secteur 11 
secteur 12 
Zurich 1 
Zürich 2 
Zürich 2 
Zürich 1 
Zurich 2 
Zürich 2 
e1 
secteur 
secteur 
secteur 
1 
11 
12 
C 
secteur 1 
secteur 11 
secteur 12 
albi 
gare 
gare 
albi 
gare 
gare 
d' 
secteur 1 
secteur 11 
secteur 12 
Zurich 
Zürich 
Zürich 
a 
1 
1 
2 
albi 
gare 
gare 
albi 
gare 
gare 
C * 
Zürich 
Zürich 
Zürich 
1 
1 
1 
Fig. 6.11 b - Tables binaires des réalisations 
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distributeur 
rue 
Fig. 6.11 e - Graphe logique 
b) £&& h.oZojtLovu> n-oJjiQM 
Des relations de type n-aire ne peuvent être décrites à 
l'aide de relations binaires qu'en introduisant une nou-
velle catégorie. L'exemple classique d'une association 
n-aire est le problème de la nomenclature dans un système 
de gestion de la production [6.2G). 
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nomenclature 
Fig. B.12 - Représentation de relations n-aires 
relation : 
composant 
auto 
auto 
chassis 
roue 
roue 
composé 
chassis 
carrosserie 
roue 
jante 
pneu 
quantité 
1 
1 
4 
1 
1 
R. : (composant, composé, quantité] 
Le modèle ne contiendra donc que des associations d'un 
seul type, des relations binaires, ce qui n'est pas 
un inconvénient, au contraire 
. le passage à tout autre modèle en sera facilité 
(voir chapitre 7.3), le degré d'indépendance 
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plus élevé 
. il en résulte une plus grande rigueur mathématiqu 
car les significations différentes affectées à un 
même ensemble de valeurs et ces dernières appa-
raissent au niveau du modèle, alors que dans le 
modèle relationnel un même ensemble de valeurs pe 
apparaître plusieurs fois sous des noms différent 
Dans la relation FL, il n'est pas évident que les 
constituants 'composant' et 'composé' se réfèrent 
au même ensemble de valeurs 'pièce'. 
c) p/Lob£ème de. la fitdondance, 
Il est fort possible que des relations redondantes s'in-
filtrent au cours de l'analyse. Une attention particulier 
doit être vouée à ce problème en étudiant attentivement 
la signification de l'enchaînement des relations et si 
celle-ci est conforme aux faits réels que l'on veut re-
présenter dans le modèle. 
Le graphe de la figure 6.13 a peut représenter deux faits 
réels différents selon la signification des fonctions 
d'accès : 
. si c correspond au montant d'une facture d'un 
abonné, conformément au graphe des réalisations 
de la figure 6.13 b, alors le graphe logique 
est redondant 
. si c représente le solde dû d'un abonné, ligne 
pointillée dans le graphe de réalisation, il 
n'y a pas redondance. 
abonné 
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facture 
ate 
montant 
Fig« 6.13 a - Graphe logique partiel d'un abonné 
\ 
N 
N. 
X) "x 
m = E[m.,nu,nu) 
Fig. 6.13 b - Graphe des réalisations 
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Par contre, le cas illustré par la figure 6.14 est, mal-
gré son apparence, non redondant. En effet, les faits 
réels indiquent qu'une police d'assurance dépend toujours 
d'un abonnement mais que les personnes assurées ne sont 
pas forcément abonnées et inversement. Le graphe est donc 
concret, a, b ï c' Cc' étant l'inverse de c). 
abonnement 
police d'assurance 
personne 
Fig. 6.14 - Graphe logique partiel 
d) Va&pe.ct t&mpokeJL 
Il arrive très souvent qu'un fait réel représenté au niveau 
du modèle puisse être de valeur différente dans le temps. 
Par exemple, un abonnement est formé de la catégorie 
'conditions' et 'facture'. Les conditions d'un abonnement 
peuvent changer dans le temps, de même le concept 'facture' 
devra être placé dans l'espace en indiquant la date, ou un 
numéro d'ordre. Pour représenter l'aspect temporel au 
niveau du modèle, nous introduirons une catégorie choisie 
en fonction du fait réel. L'exemple cité ci-dessus corres-
pondra alors, sous forme de graphe, à la figure 6.15. 
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abonnement 
numéro montant date code prix nbre 
exempl. 
Fig. B.15 - Graphe logique partiel d'un abonnement 
6.3.3. Etablir un graphe 
Le nombre des données inventoriées est généralement 
très élevé. Il est alors très difficile d'élaborer 
un schéma lisible qui puisse guider la conception et 
faciliter la communication. En parcourant la matrice 
dès besoins en information, il est relativement facile 
de détecter certains groupements logiques de données, 
par exemple l'ensemble 'adresse', 'facture' ou 'police 
d'assurance'. Ceux-ci seront représentés comme étant 
les noeuds du graphe, l'analyse des relations entre 
catégories s'effectuera selon le procédé des "essais-
erreurs" jusqu'à l'obtention d'un degré de cohérence 
maximum et seront représentés par des arcs non orientés. 
Au cours de cette procédure de nouvelles catégories 
devront généralement être introduites pour représenter 
des relations n-aires ou parce qu'elles ont été igno-
rées. Ensuite, pour chaque noeud ainsi déterminé, 
analyser l'ensemble des catégories et des associations 
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entre catégories qui peuvent être du type 1 : n, n : m 
ou 1 : 1, car il est fort probable que certaines rela-
tions aient été oubliées au niveau global, le graphe 
serait dans ce cas incomplet. D'autre part, l'analyse 
détaillée des catégories facilitera la détection de 
redondances, de contradictions ou de simples oublis, 
ce qui augmentera la qualité du modèle. 
Ce processus itératif et hiérarchique est représenté à 
l'aide d'un exemple extrait d'un cas pratique. En ana-
lysant la matrice des besoins en information (le 
catalogue] il est sans autre possible de détecter les 
catégories et les relations représentées à la figure 
B.15 a et b. Le résultat d'une succession d'analyses 
critiques du modèle et des faits réels que le modèle 
doit décrire nous mène à la figure 6.16 c. 
abonnements 
police 
O 
Qadresse 
ville Q 
Orue 
^distributeurs 
transporteurs 
O 
Fig. 6.16 a - Catégories principales 
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distributeurs 
Fig. G.16 b - GraphG logique après l'itération i 
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Police 
assurance 
condition 
service 
marketing 
abonnement 
adresse 
rue 
secteur 
distribution 
distributeur 
réclamation 
finance 
interruption 
transporteur 
dépôt 
coordonnée salaire 
Fig. 6.16 c - Graphe logique après l'itération i , m > n 
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Reprenons, à titre d'illustration, l'exemple de la figure 
6.16 c afin d'analyser en détail le noeud 'conditions' et 
aboutir au graphe de la figure 6.17. 
date 
prix 
conditions 
nombre d'exemplaires 
type d'abonnement 
O périodicité 
facturation 
Fig. 6.17 - Graphe logique partiel d'un noeud du graphe 
de la figure 6.16c 
Il est fort possible qu'une catégorie représentée au 
niveau du modèle englobe des ensembles de valeur dont la 
représentation s'effectue selon des étalons de mesure 
différents. La catégorie 'n°' du graphe de la figure 
6.16 est un exemple illustrant ce phénomène, le 'n° de 
personne' étant un ensemble de 6 chiffres, alors que 
'n° de téléphone' en est un de 9 chiffres. Un regrou-
pement de ce genre devra être spécifié au niveau de la 
description du graphe (chapitre 7, figure 7.1). Cette 
interprétation de la notion de catégorie peut être 
tolérée, car elle n'influence en aucun cas l'approche 
proposée. 
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6.3.4. Description du graphe 
Chaque relation, représentée dans le schéma, sera numéro-
tée, car il est impossible d'introduire la dénomination 
des fonctions d'accès dans le graphe, tout en garantissant 
une bonne lisibilité, lorsque le nombre des catégories 
et des relations est élevé. Le modèle sera ensuite décrit 
en indiquant, pour chaque relation entre catégories, un 
certain nombre de paramètres. 
R = rei [noeud d'entrée, noeud de sortie, nom de la rela-
tion = afn [les paramètres d'existence minimum, 
maximum, moyenne), inv [paramètres d'existence)) 
Les paramètres d'existence indiquent le nombre de réalisa-
tions possibles d'une relation donnée. Par exemple, dans 
le cas de la relation 'adresse -»- complément', celle-ci 
peut ne pas exister ou au grand maximum trois fois pour 
une adresse donnée. Mais en moyenne, dans le cas du monde 
réel représenté, seuls environ 10 % des adresses ont un 
complément, la moyenne sera donc représentée par la valeur 
0,1. 
O * O 
adresse * complément 
R. = rei [adresse, complément, complément-de-adresse = 
afn [1, 3, 0, 1) inv (1, 1, 1) 
Les fonctions d'accès ainsi déterminées seront avantageu-
sement représentées sous forme d'un tableau, à titre 
d'exemple consultez la figure 7.1 (chapitre 7). 
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6.3.5. Flexibilité du modèle 
Comment le modèle réagit-il face à des modifications dans 
la représentation du monde réel, entre autre la défini-
tion de nouveaux besoins d'accès ou la représentation de 
nouveaux faits réels. Illustrons le comportement du modè-
le à l'aide de l'exemple utilisé au chapitre 6.2.2, 
figure 6.3. 
1. 
*** 
o« &
] distributeur 
nom 
adresse 
ville 
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2. 
distributeurs 
distribution 
ville 
3. identique à 2 
4. 
distributeurs 
distribution 
ville 
Fig. B.18 - Flexibilité du modèle 
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Le modèle est très stable car une modification des besoins 
en accès ne modifie en aucun cas le graphe. D'autre part, 
la représentation de nouveaux faits réels ne remet pas en 
cause le schéma ; seules de nouvelles catégories et des 
modifications de relation sont nécessaires. Par exemple, 
le passage de 1 à 2 nécessite la modification de la rela-
tion 'distributeur -»- ville' qui devient ensuite 'distri-
buteur -+distribution', 'distribution •+ rue' et 
'distribution + ville'. Cette stabilité est obtenue 
grâce au non-regroupement des catégories en record ou 
segment, ce qui ne nécessite pas la restructuration de 
ceux-ci lors de modifications. 
En reprenant l'exemple de la figure 6.18, il est possible, 
à partir de la catégorie distributeur, de connaître son 
n° de personnel, son nom, son adresse et sa distribu-
tion. Dans le cas de la représentation sous forme rela-
tionnelle du même exemple (chapitre 6.2.2), les rela-
tions fonctionnelles nous permettent de connaître, à 
partir du n° de personnel, le nom du distributeur. 
R1. Distributeur (n° de personnel, nom) 
R„ Adresse (n° de personnel, type d'adresse, 
adresse, n° téléphone) 
R3 Ville fn° ville, nom) 
R4 Distribution (n° personnel, n° ville) 
L'interprétation est donc limitée par la description du 
modèle lui-même* A l'opposé, le modèle proposé permet 
différentes représentations des vues partielles. 
En résumé, l'on peut conclure que la méthode proposée 
dans ce chapitre satisfait aux exigences formulées au 
chapitre 6.2.1, en effet: 
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- elle est indépendante de toutes contraintes de 
performance ou d'accès ; 
- elle est un outil d'analyse critique ; 
- elle représente les faits réels de façon précise 
et non ambiguë ; 
- elle propose un modèle stable ; 
- elle élimine les redondances sémantiques ; 
- elle facilite la communication avec les utilisa-
teurs, utilisant des termes simples et non 
techniques ; 
- elle permet une représentation simple et par 
niveau ; 
- elle facilite le passage à d'autres modèles et 
procure ainsi un degré élevé d'indépendance 
quant à la façon de représenter les vues des 
utilisateurs. 
Le but de l'étape suivante consistera à élaborer le 
modèle complet décrivant la vue du monde réel que nous 
appellerons la structure logique, terme synonyme de 
modèle global ou conceptuel. 
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CHAPITRE 7 
CONCEPTION DE LA 
STRUCTURE LOGIQUE 
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7.1. LES CONTRAINTES D'INTEGRITE ET DE SECURITE 
7.1.1. Définition 
Le maintien de la cohérence du modèle après des opérations 
de manipulation est un objectif primordial. En effet, 
puisqu'un utilisateur quelconque ne connaît qu'une partie 
du modèle, il peut, en effectuant des manipulations sur 
sa vue partielle, altérer la signification du contenu de 
la banque de données ou effectuer des modifications non 
conformes è la représentation du monde réel décrit par le 
modèle global. 
D'autre part, tout utilisateur doit pouvoir se fier à la 
qualité des données qu'il va utiliser et être certain 
qu'aucun autre utilisateur ne peut les détériorer. Indirec-
tement se pose donc le problème de sécurité, c'est-à-dire 
du contrôle des accès et des opérations formulées par les 
utilisateurs. 
L'intégrité est un problème central d'un système de gestion 
de banque de données. Dans les systèmes conventionnels, les 
problèmes ne se posent pas de façon aussi cruciale, puisque 
l'accès aux informations est en général séquentiel et les 
données sont propres aux applications concernées. 
La notion d'intégrité recouvre le concept de maintien de 
la qualité des données et de leur existence, notion à 
distinguer de la sécurité qui recouvre toutes mesures 
capables de protéger les données contre des accès non 
autorisés. Les procédures déterminant les règles d'autori-
sation d'accès et les opérations exécutables se nomment 
contraintes de confidentialité. 
Remarque : II est nécessaire de distinguer les problèmes 
relatifs à la sécurité physique tels que pré-
vention contre les incendies, accès à la salle machine, 
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archivage, procedure de recouvrement des fichiers3 VOIB3 
etc ... 
L'intégrité est liée étroitement a la sécurité puisque le 
maintien de la qualité des informations exigent des mesures 
de protection. Cette notion d'intégrité soulève les pro-
blèmes relatifs aux: 
- partage de l'information et de protection qui en 
découlent 
- autorisations d'accès (confidentialité) 
- conservation des informations. 
A l'intégrité des données est également liée la notion 
d'intégrité des programmes (déroulement des opérations), 
du matériel et du logiciel d'exploitation. 
L'étude de l'intégrité doit s'effectuer au niveau logique, 
car elle découle directement de la signification des 
faits réels représentés au niveau du modèle, signification 
qui doit être maintenue è tout prix. D'autre part, elle 
influencera directement la réalisation physique puisqu'elle 
détermine les mesures de protection à prendre en vue de 
respecter l'intégrité de la banque de données. Les mesures 
et les différentes possibilités qui existent seront analy-
sées au cours de l'étape de la conception physique. 
Remarque: Un SGBD doit pouvoir vérifier les contraintes 
d'intégrité et de confidentialité à l'aide d'un 
langage spécifique. Ce n'est pas le cas des SGBD actuelle-
ment commercialisés (7.J)3 mais des prototypes tels que 
INGRES (7.2) ou System R (7.3) prévoient ce contrôle 
centralisé. Dans les autres cas3 des procédures adéquates 
de contrôle du respect des contraintes seront exécutées 
lors de l'initialisation d'une requête. 
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7.1.2. Les contraintes d'intégrité 
Lorsqu'un utilisateur désire effectuer une des trois 
opérations: insertion, modification ou suppression, il 
faut s'assurer que les contraintes d'intégrité" soient 
toujours vérifiées, quelle que soit la valeur des données. 
Ce problème d'intégrité des données se pose a différents 
niveaux: 
a) le type de données 
. contraintes quant aux valeurs possibles d'une 
donnée et ceci sans être conditionnées par un 
autre ensemble de valeur (=plage de valeur] 
Ex: sexe = N, F 
état-civil = Harié, célibataire, veuf, 
divorcé 
. format des données 
Ex: caractère ou numérique 
. longueur des données 
spécifier la longueur en indiquant le nombre de 
caractères nécessaires à la représentation de la 
donnée concernée 
. codification 
afin de faciliter la représentation de certaine 
donnée 
b) les relations 
bl] type de relation 
. cardinalité 
Considérons le modèle binaire où toute catégorie 
appartient à une ou è plusieurs relations. La 
cardinalité de la relation est indiquée par les 
paramètres d'existence. Reprenons l'exemple de 
la figure 6.18 où la relation R pourrait être: 
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R = rei (distributeur, adresse, adressedistribu-
1 teur
- ËÎH = (1* 3* 2*1] ÎHY. C1' 1^ 1)] 
ce qui signifie que chaque distributeur doit avoir 
au moins une adresse et inversement qu'une adresse 
donnéee ne référence qu'un seul distributeur. 
. plage de valeur 
Ex: Numéro - ville [entre 10QQ et 90D0) 
Empi - sal f 0 
. rapport entre une occurence donnée et l'ensemble 
des réalisations d'un type de relation donné 
L'existence unique d'une valeut* est garantie par 
les paramètres d'existence 
Ex: R = rei (no, client, clientdenuméro, afn 
(0, 1, 1) inv (1, 1, I)). 
interdépendance entre différentes relations 
Il existe une foule de cas dans lesquels l'existence 
e occurence donnée implique le rGspect de contraintes 
d'autres relations. 
. cardinalité 
Lorsqu'une catégorie appartient à plusieurs rela-
tions, il est nécessaire de vérifier si une mani-
pulation sur l'une d'entre elle ne contredit les 
autres. Considérons à nouveau l'exemple de la fig. 
6.18 et admettons les faits réels suivants: 
R = rei (adresse, dénomination, descriptionadr = 
afn (1, 1, 1) .inv (1, 1, I)) 
R = rei (adresse, type, typeadresse = afn 
(1, 1, 1) inv (1, 10GO, 50)). 
Une insertion d'une occurence de type R nécessi-
te automatiquement 1'insertion d'une occurence de 
type R , puisqu'à toute adresse doit correspondre 
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au moins une valeur de la catégorie type. 
. valeurs 
Ex: - [figure 6.13a) 
Le total des factures d'un abonné (a x b] 
doit être égal au solde dû (c) 
- la quantité livrée doit être inférieure à 
la quantité en stock. 
Remarques : - II ne peut être garanti qu'une occurrence de 
l'ensemble de valeurs des noms de personne 
ne soit enregistrée dans une occurrence de la 
relation 'nom-âe-machine '. 
- Le problème du décalage dans l'espace entre 
l'apparition d'un état de fait dans le monde 
réel et son enregistrement dans la base n'est 
pas résolu. L'utilisateur doit en tenir 
compte lors de la déclaration de requêtes et 
d'opérations de mise à jour. 
- Il est intéressant de souligner que les para-
mètres d'existence expriment un certain nom-
bre de contraintes d'intégrité. 
Les contraintes d'intégrité seront représentées 
. par les paramètres d'existence dans le tableau des rela-
tions [figure 7.1) ; 
. en déterminant pour chaque catégorie les plages de valeui 
la longueur maximale et le format, par exemple sous forme 
de tableau [figure 7.2) ; 
. les contraintes d'intégrité relatif à une relation 
donnée seront représentées dans une colonne 'observa-
tions' du tableau des relations (figure 7.1) ; 
. lorsque des catégories équivalentes ont été regroupées 
en une seule catégorie, les différentes unités de valeur 
seront décrites dans la colonne 'observations' du ta-
bleau des relations. La catégorie 'numéro* dans le ta-
bleau de la figure 7.1 en est un exemple ; 
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. en indiquant dans un tableau le numéro de la relation 
et les contraintes incluant d'autres relations. Il 
existe différentes façons de décrire ces contraintes: 
** procédures programmées comme le propose Abrial 
dans le modèle Data Semantics [7.4) 
** à l'aide de tables de décision qui pourront 
ensuite être directement intégrées dans les pro-
grammes d'application, à condition d'avoir un 
processeur de tables de décision [figure 7.3) 
** verbalement (figure 7.2) 
** sous forme de prédicats à l'aide d'un langage 
de haut niveau: Alpha (7.5) ou Sequel [7.6). 
Les SGBD Ingres et System R proposent une telle 
solution (7.7) . 
La méthode que nous préconisons, présentée à l'aide d'un 
exemple aux figures 7.1 et 7.2, est d'utilisation plus 
pratique à ce niveau de l'approche, car 
. elle minimise le travail d'écriture 
. elle facilite l'exécution de corrections rendues 
nécessaires par des modifications, le passage 
d'un tableau à un autre étant facilité par la 
référence 'no de relation'. 
0'autre part, il ne faut pas oublier qu'aucun des SGBD 
commercialisés actuellement n'offre de langages permet-
tant la description de toutes les contraintes d'intégri-
té et qui seraient ensuite vérifiés par le système lors 
des opérations de manipulation de données. En ce qui con-
cerne le problème du partage des ressources, mécanisme 
nécessaire au maintien de l'intégrité de la banque de 
données, il n'est de loin pas résolu [7.6), des algori-
thmes en vue de résoudre les problèmes posés sont propo-
sés en [7.9). 
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Catégories (relation) 
nom [R ) 
type (R5) 
montant [R _) 
n-2 
Longueur 
30 
2 
4,2 
Format 
A 
A 
N 
Plage de valeur 
NO, PA, PR, PU 
O < X < 2000 
Fig. 7.2 a] - Tableau des contraintes relatives aux 
catégories 
n° de 
contrainte 
" 1 
Cx2 
C 13 
Ci4 
n° de 
relation 
R7 
Rn-2 
n-1 
R 
n 
contraintes 
si nombre occurrences > 2 
alors r _ > 800 
n-2 
égale à contrainte C1 
si r , / 'NO' alors r > 1 
n-1 n 
égale à C~ 
Fig. 7.2 b) - Tableau des contraintes interrelations 
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^^~~~~~~-~~^^ r è g l e s 
condì ti ons/acti orìs""^--^-.^^^ 
. nombre secteur distribu-
tion > 2 
. salairedistributeur > BOO 
. typeabonnement ^ ND 
. prixabonnement > 1 
. refus 
. exécuter modification 
1 
-
X 
2 
Y 
N 
X 
3 
Y 
N 
X 
Fig. 7.3 - Contraintes d'intégrité décrites à l'aide d'une 
table de décision 
Remarques au sujet du modèle relationnel : 
Les relations fonctionnelles sont des contraintes d'inté-
grité. 
Mais il existe un nombre important de contraintes qui ne 
sont pas décrites dans le modèle : 
. lorsqu'un index apparaît dans plusieurs rela-
tions, par exemple dans les relations 
R^ (^fournisseur, nom) 
ffo (^article, nom) 
R? (^fournisseur, Martiale) 
Rj (^client, ^commande, ^article, quantité 
commandée, quantité livrée) 
. lorsqu'il existe un lien entre deux attributs 
(non-index), comme dans RA^client, nom, ville, 
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dette> statut)y il n'est pas évident que l'exis-
tence d'une dette nécessite l'existence d'un sta-
tut. Le même cas apparaît dans la relation R. où 
quantité livrée ^ quantité commandée. 
. dans le cas d'une relation fonctionnelle non élé-
mentaire 
R„ (%clientj ^commande, ^article, texte> quantité) 
En comparant le modèle relationnel avec les conditions 
formulées dans ce chapitre, il apparaît qu'un plus grand 
effort doit être fait lors de la description des 
contraintes d'intégrité, puisque peu d'entre elles sont 
explicites au niveau du modèle. Illustrons à l'aide du 
langage Sequel l'expression de telles contraintes 
a] Select ^client, ^commande from R 
where Qtécommande ^ Qtélivrée 
b )
 [Select #article from R4) £ [article doit figu-
(Select particle from R,) r e r d a n s l'ensemble 
2
 R2) 
Remarque au sujet du modèle Codasyl : 
Le set représente une fonction d'intégrité> car un sui-
vant a toujours un précédent. Une contrainte n'existe 
donc que si un chemin d'accès est défini. De même, il 
est possible de déclarer la clé comme devant être uni-
que dans l'ensemble des occurrences d'un 'record' 
donné. Pour pouvoir considérer le set comme contrainte 
d'intégrité au niveau du modèle conceptuel^ il est néces-
saire de spécifier le 'location mode Mandatory Automatic'. 
7.1.3. Les contraintes de confidentialité 
Afin de garantir l'intégrité de la banque de données, 
il est nécessaire de contrôler les demandes d'accès et 
les opérations qui en découlent. On dira d'un système 
qu'il est sûr s'il propose des mesures adéquates de 
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contrôle. 
Il s'agit donc de déterminer les contraintes en définis-
sant pour l'utilisateur concerné : 
. les relations 
. les plages de valeur ou conditions 
. les opérations 
qu'ils osent effectuer, ses droits d'accès étant ainsi 
délimités. Le degré de confidentialité, beaucoup ou peu 
de restrictions d'accès, dépend en premier lieu de la 
nature des informations contenues dans la banque de 
données, raison pour laquelle les contraintes de 
confidentialité sont à fixer à ce niveau de l'approche. 
Remarque : Le fait de déterminer un sous-schéma pour un 
utilisateur- donné consiste à fixer tes données 
auxquelles l'utilisateur pourra accéder et à décrire les 
opérations qu'il osera effectuer. Dans certains SGBD3 
par exemple IDMS3 les contraintes sont définies dans le 
sous-schéma. 
Par aontre3 le problème se pose lorsque les accès à 
la banque de données s 'effectuent par l'intermédiaire 
d'un langage non procédural, car il n'y a pas de passage 
par le filtre sous-schéma. 
Le contrôle du respect des contraintes de confidentia-
lité pose le problème de l'identification de l'utilisa-
teur, lequel indique au système à l'aide d'un mot de 
passe, badge, etc ..., son intention d'accéder à la 
banque de données et celui de 1'autenticité qui con-
siste à vérifier que l'utilisateur correspond à 
l'identification en l'obligeant à donner des informa-
tions supplémentaires, par exemple en donnant son 
ancien mot de passe [7.10). 
La description des contraintes de confidentialité peut 
se faire de différentes manières : 
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. modèle descriptif non-procédural 
. modèle procédural. 
a) rmdeZe. d.2AoUp£i$ 
Les contraintes sont décrites à l'aide d'un langage, par 
exemple Alpha, Square ou Sequel, qui permettent de for-
muler des conditions dont le résultat d'une qualification 
correspond à une requête, résultat qui peut être 
considéré comme une vue partielle. Cette vue partielle 
est une relation, non enregistrée, mais définie logi-
quement à partir des relations de base ou élémentaires. 
Une autorisation consiste donc à définir : 
. une vue partielle 
. des conditions 
. les opérations autorisées. 
conditions 
opérations opérations opérations 
contraintes contraintes contraintes 
Fig. 7.4 - Les contraintes de confidentialité (7.11) 
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Prenons un exemple pour illustrer le phénomène de la fi-
gure 7,4 et considérons les relations 
Article (^article, nom, prix) 
Commandg [^commande, date, -^article, quantité) 
Définissons d'abord une vue partielle qui peut être sou-
mise à une condition (ai) ou non (a2). 
ai Define Liste 1 Table as : 
Select ^article, nom 
From Article 
Where prix < 100 ; 
a2 Define Liste 2 Table as : 
Select Article, Commande 
Where Article, particle = Commande,^article 
Ensuite, les opérations que l'utilisateur est autorisé à 
effectuer sont à décrire. Ce droit peut être plus ou 
moins restrictif 
. seulement lire Article 
. lire et modifier Article 
. lire Article et modifier le constituant Articlej 
nom 
. lire Article et modifier le constituant prix si 
celui-ci est < 100 
. lire seulement le salaire propre à l'utilisateur 
mais pas les salaires d'autres personnes. 
Reprenons l'avant-dernier cas et décrivons-le à titre 
d'illustration en se référant aux propositions de 
Chamberlin (7.12). 
Define Liste 3 Table as : 
Select Article 
Grant Liste 3 J_o Utilisateur n° = 'A' : 
[Grant = 'NO', Revoke = 1NO', Destroy 
Insert = 'NO', Delete = 'NO', Update 
= 'ND', 
= 'NO') ; 
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Grant Liste 1 To_ Utilisateur n0 = 'A' : 
(Grant = 'NO', Revoke = 'ND', Destroy = 'NO', 
Insert = 'NO', Delete = 'NO', nom.Update = . 
'YES') ; 
La méthode décrite ci-dessus a été adoptée dans le sys-
tème R, une autre application est celle proposée par le 
système Ingres (7.13). Les contraintes de sécurité seront 
donc décrites avec un tel langage si on a la possibilité 
d'utiliser un tel système. 
Remarque : Un problème de consistance apparaît lorsque 
des opérations de modification, suppression 
ou insertion sont autorisées sur des vues partielles 
ne se référant pas à des relations élémentaires et à 
des relations ne contenant pas de champs membres de 
l'index que l'on retrouve dans d'autres relations. 
b) modzlz pKocÂduJiaZ 
Dans le modèle 'Codasyl', le sous-schéma détermine les 
données auxquelles un utilisateur peut accéder (7.14). 
Au niveau du schéma, l'administrateur de la banque de 
données définit des verrous (Privacy locks) en indiquant 
par type d'opération les clés nécessaires pour ouvrir 
le verrou. Dans le programme d'application, l'utilisa-
teur transmettra la valeur de sa clé [Privacy key). La 
clé pourra être soit : 
. un mot de passe 
. le nom d'une procédure, par exemple 
Privacy lock for update is Prod 
Prod : Sj1 prix < 100 et_ utilisateur n° = 140 
alors rejet 
Les contraintes peuvent se réferrer è plusieurs niveaux: 
le 'schema', 'l'area' en tant que sous-ensemble de l'espa-
ce physique, le 'record', le 'set* et le champ. 
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L'inconvénient avec ce modèle est le fait que l'on se 
réfère à des notions d'implantation physique. 
Dans un but d'indépendance, nous proposons dans notre 
approche de définir dans un tableau, pour chaque rela-
tion, l'existence de contraintes en indiquant 
. le n° de la relation 
. l'utilisateur 
. les opérations (1 = lire, i = insérer, s = 
supprier, m = modifier) 
. les conditions 
comme le montre l'exemple de la figure 7.5, qui est une 
illustration des contraintes de confidentialité du 
modèle décrit par la figure 7.1. 
Une autre possibilité consiste à décrire les contraintes 
à l'aide de tables' de décision. Cette solution est à 
rejeter car, au niveau des réalisations, une partie du 
processus de contrôle peut être effectuée par différents 
éléments : 
. le monitour de télétraitement 
. le SGBD qui n'est capable que de contrôler des 
contraintes sans conditions 
. des procédures de programme dans certains cas, 
avec ici la possibilité de les réaliser à l'aide 
de tables de décision 
. le SGBD qui est capable de couvrir tous les 
cas. 
L'indépendance est obtenue d'une part par la relative 
facilité de traduire les contraintes : 
. dans un langage du type Sequel ou autre 
. dans le DDL d'un système Codasyl ou de IHS 
. dans des procédures programmes adéquatea 
et d'autre part par l'élimination du problème lié aux 
opérations effectuées sur les vues partielles [7.15), 
puisque nous ne considérons que des faits élémentaires. 
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rei utilisateurs opérations conditions 
'n-2 
R 
R 
> 
'B' 
R1 X 
•C , 'D' , 'E' 
VF'.'G1 
•A','B' 
9 J 
R 
n-l| 1 C , 'D* , 'E' 
•F','G' 
'A','B' 
m, s, î 
1, m, s, i 
1, m, s, i 
si montant dans r 
< 10D0 
si montant dans r 
n-2 
n-2 
< 100 et_ n° dans r 
< 999 
Fig.7.5 - Tableau des contraintes de confidentialité 
Les mécanismes de contrôle d'accès sont faciles è réali-
ser lorsque l'utilisateur se réfère à une vue partielle 
définie à l'avance et gérée par le système. Dans le cas 
du modèle relationnel, l'utilisation d'un langage de 
manipulation non procédural pose des problèmes qui ne 
sont pas encore résolus e.a [7.16) : 
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a] il y a possibilité de détourner les contraintes 
en formulant d'autres requêtes pour arriver par 
approche successive aux données dont l'accès est 
en fait interdit 
b) quelle doit être la réaction du système face à 
des requêtes ne respectant pas les contraintes. 
7.2. RELATIONS ENTRE CATEGORIES ET STRUCTURE LOGIQUE 
A l'étape précédente, 'Analyse sémantique', nous avons 
déterminé les catégories et les associations entre caté-
gories, ces dernières indépendamment du type de relation. 
Nous avons définis les fonctions d'accès en indiquant les 
paramètres d'existence, mais sans qualifier ceux-ci. 
D'autre part, lorsque nous avons étudié les problèmes 
d'intégrité, le fait qu'une fonction d'accès existe une 
fois au moins et au maximum une fois, signifie qu'à une 
valeur d'une catégorie n'est associée qu'une valeur de 
la catégorie en sortie de la fonction d'accès et inver-
sement. Cette contrainte d'intégrité nous autorise donc 
à regrouper, la relation concernée étant intégrée en 
une catégorie dite non élémentaire. 
L'objectif de cette activité consiste donc à analyser le 
type des relations entre les catégories en vue de sim-
plifier la représentation graphique du modèle. Le résul-
tat de cette opération permet d'obtenir la structure 
logique ou en d'autres termes le modèle conceptuel. Le 
tableau des relations élaboré à l'étape précédente 
(figure 7.1) constitue le point de départ de notre 
analyse: 
. lorsque les paramètres d'existence des relations 
sont tous de valeur égale à 1 [afn et afninverse), 
les relations concernées seront intégrées en une 
catégorie non élémentaire à laquelle on donnera 
un nom. Prenons à la fig. 7.1 les relations R à 
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Rq. Nous constatons que R-, R-, Rg et leur inverse 
satisfont aux conditions requises. Les catégories 
concernées, 'distributeur', 'n°', 'nom', seront. 
regroupées en une catégorie dénommée 'distribu-
teur' , tandis que 'adresse' et 'dénomination' 
seront regroupées sous le nom 'adresse' 
dans l'ensemble des liaisons restantes, détecter 
les relations de type 1 Ï n ou n : 1 et déter-
miner une catégorie qui permette d'effectuer 
la liaison entre les catégories restantes et ceci 
dans un sens comme dans l'autre. Ces catégories 
remplissent en fait une fonction d'identification, 
il s'agira donc de les choisir en conséquence 
(de longueur restreinte et si possible de format 
numérique], la relation R„ de la figure 7.1 est 
un exemple, le 'n° personne' a été choisi comme 
identificateur de liaison 
les relations de type n : m devront être repré-
sentées en introduisant une catégorie-liaison, 
la liaison ne pouvant se faire avec un seul 
identificateur. L'exemple de la figure 7.9 illus-
tre ce phénomène 
représenter graphiquement la structure logique 
ainsi obtenue en utilisant les symboles suivants : 
Ç J catégorie non élémentaire 
catégorie élémentaire O 
indique l'appartenance et 
en même temps les fonctions 
d'accès (afn et afninverse] 
catégorie-liaison 
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Pour éviter des redondances, les catégories élémentaires 
appartenant à une catégorie non élémentaire ne seront 
pas représentées au niveau du groupe. La figure 7.6 est 
un exemple d'illustration graphique du tableau de la 
figure 7.1, relations R- jusqu'à Rg. 
!+personne 
adresse : dénom. 
type tttél 
Fig. 7.6 - Structure logique 
Un autre exemple est celui de la nomenclature représentée 
graphiquement à la figure 6.12 et dont le graphe logique 
serait celui de la figure 7.7. 
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( nomencl. : qté 
apiece 
piece : nom,prix 
Fig. 7.7 - Structure logique du graphe de la figure 6.12 
Quant à l'exemple de la figure B.11 c, on obtiendrait 
le graphe suivant [figure 7.8] : 
distributeur ville O rue 
^distributeur Q avilie Q #rueQ 
distribution 
Fig. 7.8 - Structure logique du graphe de la figure 6.11 c 
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Un autre exemple," avec des liaisons du type n : m est 
celui de la figure 7.9 dont là structure logique est 
représentée à la figure 7.10. 
voiture 
1,1.1 1.1.1 
marque 
1,1,1 0,°°.1DQ 
année 
1,1.1 1,1.1 
0,3,1 1,1,1 
personne 
1,1,1 1,1,1 
nom 
Fig. 7.9 - Graphe logique 
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année 
^personne 
personne : norcij 
condui te 
Fig. 7.10 - Structure logique du graphe de la figure 7.9 
Cas spécial : 
- une relation a comme noeud-cible le noeud de départ, 
comme c'est le cas de la figure 7.11. 
personne 
#personn prénom 
nom 
Fig. 7.11 - Graphe logique 
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Les relations 'prénom', 'nom' et ' n° ' seront regroupées.. 
cette dernière étant choisie comme identificateur. Etant 
donné qu'une relation est toujours composée d'un noeud 
d'entrée et d'un noeud de sortie et que nous devons 
choisir l'identificateur qui permette le passage de l'un 
à l'autre, nous sommes obligés d'introduire une catégorie 
liaison correspondant à la relation elle-même. Comme les 
noeuds d'entrée et de sortie sont les mêmes, ils possè-
dent donc le même identificateur. La figure 7.12 est une 
illustration de ce phénomène. 
personne : nom, 
^personne 
époux 
parent 
Fig. 7.12 - Structure logique du graphe de la figure 7.11 
7.3. PASSAGE A D'AUTRES MODELES DE DONNEES 
Un des principes de base de la méthode d'approche (voir 
chapitre 4.2] est de faciliter le passage à d'autres 
modèles de données. Nous ne prendrons en considération que 
le modèle relationnel et Codasyl. Une étude approfondie 
du passage de modèles hiérarchique et Codasyl vers le 
modèle relationnel et inversement est présentée en (7.17). 
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7.3.1. Le modèle relationnel 
Il est sans autre possible de passer du modèle proposé au 
chapitre précédent au modèle relationnel. Il suffit d'en-
glober dans un noeud tous ceux qui y sont reliés par une 
flèche, afin d'obtenir des relations. A titre d'exemple, 
nous traduirons les exemples du chapitre 7.2 en relation 
n-aire. 
Figure 7.6 : R : distributeur [^personne, nom) 
R7 : adresse (^personne, type, dénomination, 
#tél) 
R- : distribution (^personne, #ville, #rue) 
R4 : ville Ç&villej, nom) 
Figure 7.7 : R1- : nomenclature [fopièce composant, fopièce 
composé, quantité) 
Rc : pièce [ftpièce, nom, prix) 
Figure 7.8 
Figure 7.10 
10 
R 
11 
R 12 
!13 
Figure 7.12 : R 
R 
14 
15 
!16 
distributeur (#distr., nom, ...) 
ville (#ville, nom, ...) 
rue ($rue, nom, ...) 
distribution (#distr., avilie, #rue) 
: voiture [#voiture, année, marque, 
personne) 
: personne (^personne, nom) 
: possession [^voiture, ^personne) 
personne (^personne, nom, prénom) 
époux t#personne, #personneduconjoint) 
parent (^personne, #personneparent) 
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L'index de la relation ainsi obtenue est composé: 
. en premier lieu du ou des identificateurs de 
liaison 
. s'il existe d'autres flèches à partir du noeud 
considéré, il faut vérifier si pour une valeur 
de l'index obtenu, il existe une seule valeur 
pour les constituants dépendant de l'index consi-
déré. Si la réponse est négative, une ou plusieurs 
des flèches menant à un noeud feuille de type 1:1 
devra être ajoutée à l'index jusqu'à ce que la 
dépendance soit fonctionnelle. Dans le cas de la 
figure 7.6, la catégorie type doit faire partie 
de l'index. 
Les relations ainsi obtenues sont en 3FN, car les redon-
dances ont été éliminées au niveau de l'analyse sémantique, 
les liaisons entre catégories soigneusement définies et il 
existe une relation fonctionnelle élémentaire entre l'index 
et les constituants. La notion de relation fonctionnelle 
élémentaire a été expliquée au chapitre 6.2.2. Pour 
prouver que les relations obtenues sont bien en 3FN et 
élémentaires, il suffit de comparer les résultats de la 
figure 7.13 avec ceux du chapitre concerné. 
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nom 
ville 
client 
commande 
ligne 
article qté 
nomville 
îomarticle 
Fig. 7.13 a - Graphe logique 
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cliGnt : nom 
avilie 
ville : nomville 
^article 
commande 
ligne : #ligne,qté 
article : nomarticle 
Fig. 7.13 b - Structure logique du graphe de la figure 
7.13 a 
R1 client [^client, nom, ftville) 
R7 ville (ftville, nomville) 
R„ commande (^commande, ^client) 
R4 ligne (^commande, #ligne, ^article, qté) 
R,- article (^article, nom] 
220 
Un cas spécial à étudier soigneusement est l'existence de 
boucles [cycles) dans le graphe, sans qu'il y ait contra-
diction, ce qui signifie que plus d'un chemin conduit au 
même résultat. Le problème qui se pose est de choisir un 
ensemble de relation qui, après n'importe quelle opération 
de mise à jour, respecte les contraintes d'intégrité. 
Prenons l'exemple proposé en (7.18] et présentons-le 
selon la méthode élaborée [figures 7.14 a 7.14 b) et 
passons au modèle relationnel. 
avion 
vol 
avion #avion 
Pi loteQ 
vol 
Fig. 7.14 b 
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Selon le théorème démontré et qui correspond, en terme 
simple, à choisir le chemin le plus long, les relations 
à choisir sont donc R. [vol, avion) et R^ , (avion, pilote). 
7.3.2. Codasyl 
Le modèle Codasyl est caractérisé par la relation père-
fils (owner-member) appelé le "set" qui relie entre-eux 
deux records. Le passage se fait de la façon suivante : 
. les noeuds, points de départ d'une ou plusieurs 
flèches, sont des records représentés graphique-
ment à l'aide d'un rectangle 
. le type de liaison déterminera la relation 
père-fils, l'identificateur de liaison étant 
transféré dans le record 'père' 
. en ce qui concerne les liaisons restantes, la 
création d'un record et d'un set ou de leur 
intégration dans un record existant dépend des 
possibilités d'accès que l'on désire implanter. 
Comparons le schéma de la figure 7.14 avec celui de la 
figure 6.3 qui sont graphiquement différents malgré le 
fait qu'ils représentent la même vue du monde réel 
considéré. 
Les chemins d'accès étant étudiés ultérieurement, il est 
avantageux de définir trop de "records" pour ensuite les 
intégrer au moment de la réalisation physique, ainsi le 
modèle est moins dépendant de contraintes d'implanta-
tion. 
A titre d'exemple, le graphe de la figure 7.6 a été tran-
formé selon les règles décrites ci-dessus pour aboutir 
au schéma de la figure 7.15 
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ville : #,nom 
distrib.:rue, 
distributeur : #pers.,nom 
Fig. 7.15 - Exemple de structure Codasyl 
Le cas représenté par la figure 7.14 b prendra, selon la 
méthode proposée, la forme de la figure 7.16. 
pilote 
avion 
vol 
Figure 7.16 
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Le maintien du SGt pilote-vol dépendra des contraintes 
d'accès. 
7.4. AUTRE METHODE POUR DETERMINER LA STRUCTURE LOGIQUE 
La méthode développée entre autre en (7.19) repose sur le 
principe fondamental que la structure logique peut se dé-
duire de la fréquence d'utilisation des données nécessai-
res à la satisfaction des besoins en information. Une 
telle méthode propose de classer les données par objet en 
indiquant, sous forme de matrice, le nombre d'utilisation 
de chaque donnée en une unité de temps. Ensuite, le con-
cepteur groupe les données en segment en se basant sur les 
résultats fournis par un algorithme d'analyse de cluster, 
regroupement purement arbitraire car la décision d'inté-
grer une donnée à un segment plutôt qu'à un autre se fait 
selon l'appréciation du concepteur. 
Les relations entre segments sont déterminées selon le 
même principe. Pour chaque besoin il s'agit de déterminer 
la hiérarchie selon laquelle les segments concernés sont 
utilisés. 
Cette méthode ne peut être utilisée car: 
. elle ne tient pas compte de faits réels, selon 
lesquels une liaison entre données [catégorie) 
existe indépendamment des fréquences d'utilisa-
tion 
. les données classées dans un groupe 'objet' y 
sont reliées hiérarchiquement 
. elle ne considère que les vues des utilisateurs: 
des redondances voire des ambiguïtés peuvent 
sans autre s'infiltrer 
. certains faits réels ne sont pas représentés si 
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aucun besoin exprimé lors de la conception n'y 
fait référence 
. elle ignore le type de relation entre données 
Ecatégorie) 
. elle n'implique pas d'analyse sémantique 
. les relations entre segments sont étudiés en 
fonction des utilisations et sont uniquement de 
type hiérarchique. 
Remarque : Nous avons utilisé cette méthode dans le cadre 
de la conception d'une application pratique. 
Les résultats obtenuss axés sur différents profils d'uti-
lisation, confirment les critiques formulées ci-dessus. 
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8.1. DESCRIPTION DES PROCESSUS DE TRAITEMENT 
L'objectif de toute banque de données consiste è satis-
faire au mieux les besoins des utilisateurs. L'analyse 
de ces besoins permettra de définir les vues partielles 
spécifiques à chaque utilisation [application). Une 
application est un ensemble structuré de processus de 
traitement qui peut se concrétiser par 
. une simple demande d'information 
. un accès en vue d'effectuer des calculs 
. une demande dans le but de transformer le 
contenu de la banque de données (mise à jour). 
Cette phase de description des processus de traitement 
a pour objectif de décrire de manière plus détaillée les 
éléments déterminés lors de la phase "modélisation du 
système de gestion". Ce qui nous intéresse dans le cadre 
de notre méthode d'approche se résume à: 
. définir les chemins d'accès logiques 
. vérifier le respect des contraintes d'intégrité 
et de confidentialité 
- compléter la structure logique, si nécessaire. 
Au cours de cette étape, l'analyste d'application et 
l'administrateur de la banque de données étudieront en 
commun les problèmes cités ci-dessus. 
L'objectif de la dernière étape du module "conception 
logique du système informatique de gestion" (annexe) 
est d'obtenir d'une part 
. la description logique et détaillée des appli-
cations 
et d'autre part 
. la structure logique des données conformément au 
monde réel pris en considération et capable de 
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satisfaire les différents besoins en information". 
8.2. DESCRIPTION DES REQUETES 
Le but de cette activité consiste à décrire les proces-
sus de traitement sous forme de requêtes en indiquant 
pour chacune d'elles les données auxquelles elle désire 
accéder. Le chemin d'accès logique se réfère aux éléments 
de la structure logique. Cette activité est importante, 
car elle permet de vérifier si la structure logique peut 
satisfaire aux requêtes. L'objectif de tout chemin d'accès 
logique consiste à: 
. former des sous-ensembles permettant de satis-
faire aux besoins des utilisateurs 
. faciliter les opérations de mise à jour 
. favoriser la réalisation des contraintes d'in-
tégrité décrites à la phase précédente 
. respecter les contraintes de confidentialité 
et faciliter leur réalisation 
. décrire les aspects logiques influençant la 
structure physique 
. faciliter la collecte des informations 
ce qui implique l'étude et la description détaillée des 
requêtes, une adaptation possible de la structure logi-
que afin que cette dernière satisfasse au mieux aux 
exigences qui peuvent en résulter. Cette étude doit, en 
outre, déterminer les paramètres qui influencent la réa-
lisation physique, objectif de l'étape suivante. 
Remarquez Un enregistrement ou tuple, que nous avons 
dénommé au niveau de la structure logique 
comme étant une catégorie non-élémentaire représentée 
par le symbole ( '^3 forme un chemin d'accès logique, 
puisqu'il lie entre eux les catégories et relations 
décrivant une entité donnée. Par un accès à l'identifi-
cateur de valeur quelconque, l'on obtient les réalisa-
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fions des constituants qui en dépendent. 
Il importe d'insister sur le fait que cette étude des 
chemins d'accès logiques doit s'effectuer indépendam-
ment de toutes contraintes liées aux possibilités d'un 
SGBD quelconque. Lorsque nous aborderons, à l'étape 
suivante, la réalisation physique de ces chemins d'accès, 
la plupart des paramètres dites au chapitre suivant se-
ront analysés en fonction des problèmes d'implantation. 
8.3. PARAMETRES NECESSAIRES A LA DESCRIPTION DES 
REQUETES 
L'élaboration d'une structure logique optimale exige la 
prise en compte des paramètres suivants: 
a) Description du sous-ensemble des réalisations de la 
structure exigée par une requête 
Ce sous-ensemble pourra être formé 
. d'un ensemble de relations 
. d'un ensemble de conditions relatives aux 
relations considérées ou à d'autres 
. de conditions relatives à l'existence 
d'occurences d'une relation donnée. 
La définition de ce sous-ensemble permet de vérifier si 
la structure logique est complète et si les contraintes 
d'intégrité et de confidentialité ne sont pas violées. 
b) La fréquence d'utilisation des relations 
En vue de la réalisation physique de la structure logique, 
il est nécessaire de distinguer les relations utilisées 
de celles qui ne le sont pas, afin de garantir une struc-
ture physique optimale à l'exploitation. 
Au préalable, la définition d'une unité de mesure commu-
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ne s'impose, par exemple la minute, l'heure ou le jour. 
Pour chaque requête, les relations et le nombre d'utili-
sations de celles-ci par unité de temps devront être 
déterminés. 
c] Le rapport entre sous-ensemble et ensemble des réali-
sations concernées par la requête 
Le choix d'une structure physique adéquate implique la 
connaissance de l'éventail des valeurs et de la distri-
bution des réalisations par valeur. Au niveau de la 
réalisation physique, le problème ne sera pas le même 
si pour un constituant donné, il n'existe que deux va-
leurs [le sexe: masculin et féminin) ou davantage [les 
noms de personne). 
d] Les points d'entrée 
Ceux-ci doivent être définis afin de pouvoir réaliser les 
accès qu'impliquent les requêtes. Les méthodes d'accès 
des SGBD actuellement commercialisés exigent la défini-
tion d'un constituant, point de départ de tout chemin 
d'accès, excepté le balayage séquentiel sans critère 
d'ordre. 
e] Les priorités d'accès aux relations 
Tout chemin d'accès implique le passage à une ou plusieurs 
réalisations de relations conformément à la requête 
formulée, selon un ordre prioritaire qui dépend du besoin 
formulé, et qui devra être implanté physiquement. A titre 
d'exemple, une application donnée peut exiger un accès à 
une rue donnée pour, ensuite, déterminer l'ensemble des 
villes dans lesquelles existent une telle rue, ou encore 
accéder à la rue x de la ville y, l'accès partant de ville 
vers rue. L'impact au niveau physique ne sera pas le même 
si seulement une des deux requêtes ou les deux doivent 
être satisfaites. Le choix des bornes du chemin d'accès 
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est è déterminer, car les SGBD existants ne permettent 
pas la réalisation automatique de ce choix, excepté le 
système Adabas qui est capable d'effectuer un choix par-
tiel (voir chapitre 9.3.1.2]. 
f) Les critères d'ordre 
Une requête peut exiger que l'ensemble des réalisations-
cibles soit classé selon la valeur d'un constituant don-
né faisant ou non partie de ce sous ensemble-cible. Au 
niveau physique, cela peut se traduire par la réalisa-
tion d'un chemin physique selon l'ordre ainsi défini ou 
alors par la création de procédures de tri. 
g] Le temps de réponse 
La longueur du chemin d'accès logique (nombre de réalisa-
tions et de liaisons) influence directement les temps de 
réponse. Ce critère est d'autant plus critique que la 
requête représente un des chaînons d'un processus de 
gestion continu. Le non-respect de cette contrainte peut 
empêcher l'exécution des opérations. Citons quelques 
exemples pratiques: 
- pour une compagnie aérienne, la confection d'une 
liste des enregistrements définitifs pour un vol 
donné 
- pour une entreprise de la presse, la préparation 
des adresses pour l'expédition 
- pour une banque, le contrôle du solde d'un compte 
et de la limite de crédit d'un client lors de 
l'encaissement d'un chèque 
ne tolèrent aucun retard. 
Le paramètre temps de réponse peut donc, en fonction du 
volume des réalisations concernées, influencer le profil 
du chemin d'accès logique, ceci sans tenir compte de 
caractéristiques d'implantation du SGBD considéré. 
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h] Opérations de mise ê jour 
Celles-ci sont considérées comme étant des requêtes. La 
vue partielle impliquée doit être, décrite, le respect des 
contraintes d'intégrité et de confidentialité garanti. En 
outre, certains cas particuliers sont à considérer: 
- une opération de modification nécessite d'abord 
un accès à l'entité concernée, ou à plusieurs, 
en vue de modifier la valeur de certains consti-
tuants ou alors de supprimer la réalisation exis-
tante pour en insérer une nouvelle 
- une opération de suppression peut s'effectuer 
soit en modifiant le code "existe" [flag), soit 
en supprimant l'entité concernée, ce qui peut 
provoquer une chaîne de suppressions de rela-
tion 
- le respect des contraintes d'intégrité nécessite 
souvent l'accès à diverses relations. 
Le nombre d'accès nécessaires en vue d'effectuer ce gen-
re d'opération peut croître rapidement et il est fort 
possible que l'introduction de redondance diminue de 
façon sensible le nombre des accès, sans compliquer le 
processus de mise a jour. 
i) Le volume des opérations de mise à jour 
Le problème du nombre d'opérations se pose sous trois 
aspects différents: 
- le volume à traiter par unité de temps, ou en 
d'autres termes le nombre d'accès aux relations 
concernées 
- par le rapport nombre de réalisations à mettre à 
jour et l'ensemble des réalisations enregistrées 
dans la banque de données 
- le taux de mise à jour par constituant, notion 
qui permet de préciser le paramètre "opérations 
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de mise à jour" cité auparavant. 
j) Le mode de traitement 
De l'objectif d'une application, il est nécessaire de 
déduire le mode de traitement et ceci indépendamment de 
toutes contraintes d'implantation physique. Par exemple, 
dans le cas d'une mise à jour des entités 'adresse' en 
mode transactionnel, l'accès par le constituant "nom de 
adresse" peut s'avérer plus utile alors qu'un traitement 
par lot s'effectuera par l'intermédiaire de l'identifica-
teur de l'entité. 
K) La nature des informations demandées 
Les informations que l'utilisateur désire extraire peu-
vent se résumer à un nombre relativement restreint de 
réalisations ou se ramener à un cumul de toutes les 
réalisations d'un ensemble de constituants, opération 
qui nécessite l'exécution d'une fonction de calcul. La 
solution du problème consiste à trouver un optimum entre 
le nombre d'accès exigé pour satisfaire à une telle re-
quête, la fréquence d'exécution et les contraintes de 
temps de traitement. Selon les cas, il est avantageux de 
créer des procédures préparant ces informations avant 
que le besoin d'accès en soit formulé. Une partie des 
informations du niveau dispositif et pratiquement toutes 
celles du niveau stratégique entre dans cette catégorie 
(8.1). 
1) Le rapport coût-valeur 
Au niveau logique, il est possible de faire une première 
sélection afin d'éliminer les requêtes impliquant un 
nombre trop élevé d'accès ou un coût excessif en mainte-
nance par rapport aux avantages présumés. Cette sélection 
nécessite une bonne dose de bon sens et un haut degré 
d'objectivité de la part du concepteur.ou du responsa-
ble du projet. 
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L'étape suivante fournira, en cas de doute, une réponse 
plus précise, puisque l'impact du traitement de telles 
requêtes pourra être évalué en nombre d'accès disque, 
emplacement mémoire, temps d'exécution, etc ... 
m) Le dynamisme du système de gestion 
Tout système de gestion est par nature instable et évolue 
dans le temps. Ce paramètre est par trop négligé lors de 
la conception de système informatique, négligence qui 
peut provoquer de fâcheuses conséquences, entre autre: 
- restructuration de la banque de données, opéra-
tion qui n'est pas toujours facile à réaliser 
et selon les SGBD, d'un coût très élevé, parfois 
même prohibitif 
- adaptation d'une grande partie des programmes 
d'application selon les modifications de structu-
re provoquées. 
A l'étape suivante, nous étudierons plus en détail les 
problèmes posés par une restructuration au niveau de la 
réalisation physique. 
Une étude sérieuse des problèmes liés au dynamisme du 
système s'impose. Ce phénomène peut se présenter sous 
deux aspects différents: 
- évolution des volumes 
- apparition de nouveaux besoins en information 
se traduisant soit par une adjonction de nou-
veaux faits réels (catégories et relations), 
soit par la création de nouveaux chemins 
d'accès logiques ou les deux è la fois. 
La probabilité que les nouveaux besoins et leur impact 
sur la structure logique deviennent réalité doit donc 
être évaluée. Dans certains cas, il est à conseiller 
d'intégrer les besoins futurs au modèle, à condition 
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que les chances de réalisation soient assez fortes et 
que l'effort de maintenance le permette, afin de minimi-
ser les efforts d'adaptation futurs. 
n) Contraintes liées à la migration du système actuel 
vers le nouveau système 
Des raisons économiques, de sécurité de fonctionnement et 
de simplicité de réalisation, induiront différentes solu-
tions: 
- le SGBD est prévu pour la gestion des données 
d'un système déjà existant et qui ne sera pas 
remis en cause en ce qui concerne les applica-
tions. Pour l'utilisateur, le changement n'appa-
raîtra pratiquement pas, au plus en ce qui concer-
ne les mesures de reprise en cas de panne. L'ef-
fort d'adaptation dépend en premier lieu des 
possibilités offertes par le SGBD 
- Une partie des applications sera traitée selon 
l'ancien système. Dans ce cas, la création d'un 
interface est nécessaire en vue de l'échange des 
informations entre les deux systèmes. Une adapta-
tion de la structure logique peut s'imposer 
- le système existant est condamné et remplacé par 
un nouveau, ce qui ne pose pas le problème d'adap-
tation de la structure logique, ni de la création 
d'interfaces. 
Dans les deux dernières solutions ci-dessus se pose le 
problème de la saisie des données. Les faits réels repré-
sentés par la structure logique peuvent-ils être engendrés 
a partir de fichiers existants ou au contraire impliquent-
ils des procédures de saisie complexes, longues à effec-
tuer et d'un coût très élevé ? A la limite une adaptation 
de la structure logique peut s'avérer nécessaire. Un exem-
ple est la classifiacation des abonnés en groupes profes-
sionnels: d'une part il est très difficile d'obtenir des 
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renseignements objectifs et conformes à la réalité et 
d'autre part se pose le problème de l'actualisation de 
ces informations. 
8.4. METHODES DE DESCRIPTION DES REQUETES 
8.4.1. Description utilisant un langage descriptif 
Comme dans le cas de la description des contraintes d'in-
tégrité, les chemins d'accès logiques peuvent être spéci-
fiés à l'aide d'un langage descriptif, par exemple Sequel. 
Le besoin en information est une vue partielle, c'est-à-
dire un ensemble d'attributs d'une ou plusieurs relations 
soumis à certaines conditions. Aux chapitres 7.1.2 et 
7.1.3 nous trouvons quelques exemples de vues partielles 
décrites en Sequel (8.2]. 
La priorité entre les relations considérées est 
a) implicite à la description de ta requête 
Considérons les deux relations R et R 
1 2 
R : client Cj+, nom, adresse) 
R : commande C#, ^ client, date, ^ article, 
qté) 
et exprimons la requête 'Quels sont les numéros d'article 
commandés par le client Dupont' en Sequel 
select particle 
from commande 
where ^client is 
select % 
from client 
where nom = 'Dupont' 
La relation entre R, et R_ représentée graphiquement étant 
la suivante, figure 8.1 
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client 
T 
I 
commande 
Figure 8.1 - Vue hiérarchique sur 2 relations 
Cette liaison n'a rien à voir avec la notion de set du 
Codasyl, car elle n'est valable que pour la requête dé-
crite et n'a pas de signification sémantique en elle-
même. 
b) explicite 
Dans ce cas, la liaison se décrit en utilisant des opé-
rateurs adéquats. Prenons l'exemple ci-dessus et formu-
lons la liaison entre commande et client que nous nomme-
rons 'vente' 
Define net vente : 
branch client _t£ commande 
from commande 
where ^client is 
select # 
from client 
Le point d'entrée du chemin d'accès logique est inclus 
dans la description de la requête. Dans l'exemple ci-
dessus, il s'agit du constituant 'nom' de la relation 
'client'. 
Des critères d'ordre peuvent être formulés en utilisant 
la fonction 
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ascending 
ordered by ... 
descending 
Par exemple, dans le cas d'une requête exigeant pour les 
numéros d'article > 1DQ0 les numéros de client et la date 
de commande, un classement par ordre croissant de la date, 
nous obtiendrons la description suivante 
select ^client, date 
from commande 
where ^article > 1000 
ordered by date asc ; 
Les opérations de mise à jour se définissent très faci-
lement à l'aide du langage Sequel, mais les problèmes 
liés à l'exécution de ces opérations, au nombre et à la 
complexité des accès devront être étudiés séparément. La 
structure logique (modèle global ou conceptuel) ne conte-
nant que des relations en 3FN, un tuple d'une relation ne 
décrit donc qu'un objet, ce qui facilite les opérations 
de mise à jour. 
Chaque opération implique un chemin d'accès logique qui 
devra être minimal, tout en respectant les contraintes 
d'intégrité, c'est-à-dire le nombre de constituants 
concernés par ces opérations doit être minimal. Un 
ensemble de relations en 3FN est caractérisé par le nombre 
élevé de relations, par une redondance des index et par 
la non-redondance des constituants ne faisant partie 
d'aucun index. Les opérations de mise à jour d'une rela-
tion donnée peuvent donc impliquer un accès aux rela-
tions ayant le même index. Par contre, en ce qui concerne 
la mise à jour de constituants non membres d'un index, 
les relations en 3FN sont, du point de vue chemin d'accès 
logique, optimales. 
Un autre type de relation, de nature "événementiel", où 
toute réalisation n'a de sens que par rapport à un ins-
tant donné, par exemple une 'facture' ou un 'bon de 
commande', où toute relation représentant un fait histo-
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riqus est un cas particuliGr. L'index de telles rela-
tions est souvent un numero d'ordre alloué chronologique-
ment ou une date. Les opérations de mise à jour se limi-
tent, dans la plupart des cas, à des insertions et suppres-
sions de tuples. La représentation d'une entité de cette 
nature s'effectue donc avantageusement sous la forme 
d'une relation en 2FN. Cette notion d'aspect temporel est 
partie intégrante de la méthode proposée et nous avons 
abordé ce problème au cours du chapitre 6.3.2 (B.3). 
En plus de la description des opérations, il est néces-
saire de quantifier les opérations de mise à jour, afin de 
pouvoir annalyser l'efficacité de la maintenance de l'en-
semble des relations. Une adaptation de la structure lo-
gique peut dans certains cas s'avérer nécessaire. Le passa-
ge de relations en 3FN à des relations en 2FN est égale-
ment une solution possible. A titre de démonstration, nous 
pouvons consulter l'exemple cité en référence CB.4). 
En ce qui concerne le dynamisme du modèle, les besoins fu-
turs peuvent être décrits à l'aide du langage Sequel. 
Ce mode de description propre aux SGBD de type relationnel, 
par exemple le System R ou Ingres, s'imposera certainement 
lorsque de tels systèmes seront commercialisés et auront 
dépassé le stade de la recherche. 
Quant aux autres paramètres décrits au chapitre précé-
dent, ils ne peuvent être formulés avec le langage 
Sequel et feront donc l'objet d'une étude spécifique 
en fonction des objectifs définis au cours du chapitre 8.2. 
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8.4.2. Description paramétrique des chemins d'accès 
logiques 
Nous proposons de prendre comme base de départ la structu-
re logique élaborée à l'étape précédente et les requêtes 
qui ont mené à cette structure. 
L'approche s'effectuera selon la procédure suivante: 
- Pour chaque requête il faut déterminer les rela-
tions (fonctions d'accès) de la structure logique néces-
saire à la satisfaction de la requête considérée. Le re-
censement des requêtes est l'objectif principal de l'ac-
tivité décrite au chapitre 6.1, celles-ci étant fixées à 
l'aide d'une matrice des besoins en information. En 
étroite collaboration avec le concepteur de l'applica-
tion informatique, l'administrateur de la banque de données 
confrontera cette matrice aux solutions définitives adop-
tées au niveau de l'application. 
Chaque requête ainsi déterminée sera représentée dans une 
deuxième matrice que nous appellerons 'matrice des requê-
tes' (figure 6.3). 
- L'étude de la fréquence d'utilisation des rela-
tions exige en premier lieu de fixer le taux d'activité 
des requêtes en fonction d'une unité de mesure commune. 
Les résultats seront notés dans 1'en-tête de chaque 
colonne de la matrice (figure 8.4). 
Le nombre d'accès aux relations est le résultat de la 
multiplication du taux d'activité par le paramètre d'exis-
tence moyen [8.5) de la fonction d'accès considérée. La 
valeur de ce paramètre figure dans le tableau décrivant 
la structure logique (figure 7.1). Lors de ce calcul, il 
est très important de respecter l'effet multiplicateur du 
paramètre d'existence. Illustrons ce phénomène en prenant 
comme exemple le graphe de la figure 8.2. Considérons 
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deux requêtes Rl dont le taux d'activité serait 1 et R2 
avec un taux de 3, chacune d'elles exigeant un accès aux 
fonctions fl, f2 et f3. Les fréquences calculées figurent 
dans le tableau de la figure 8,3. 
Figure B. 2 - Graphe 
~ ^ \ r e q u ê t e s 
f o n c t i o n s d'acces^-^^^ 
f 1 
f 2 
f 3 
R Î 
1 
4 
12 
B 
R2 
3 
12 
36 
24 
Figure 8.3 - natrice des requêtes 
Le graphe de la figure 8.2 peut représenter le fait qu'un 
abonné commande en moyenne 4 objets différents (f1), 
pour chacun d'eux, il existe en moyenne 3 charges di-
verses à facturer (f2) et 2 factures (f3). Pour accéder 
à toutes les réalisations du graphe pour un abonné 
donné, requête R1, le nombre d'accès correspond bien au 
résultat de la colonne correspondante de la matrice de 
la figure 8.3. 
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- Ls paint d'entrée du chemin d'accès logique devra être 
déterminé pour chaque requête. Il correspond à l'une des 
fonctions d'accès recensée dans la matrice des requêtes. 
Pour chacune d'elles, le point d'entrée se décrit en sou-
lignant la fonction d'accès concernée dans la colonne de 
la matrice (figure 6.4), 
- En ce qui concerne les priorités d'accès aux relations, 
en d'autre terme, indiquer le chemin à suivre, l'ordre 
pourra être précisé en numérotant les étapes d'un chemin 
donné à côté du nombre d'accès de la fonction concernée. 
Cette indication n'est obligatoire qu'au cas où le 
schéma de la structure logique nécessite un tel choix 
(figure 8.4). 
Dans le cas d'un langage du type Sequel, le chemin est im-
plicite à la requête formulée ou est décrit explicitement. 
Une illustration de ces deux méthodes différentes est 
donnée au chapitre précédent. 
- Un critère important quant à la réalisation physique 
est la relation entre le nombre de réalisations auxquelles 
il faut accéder pour répondre à une requête et le nombre 
total des réalisations de l'ensemble considéré. 
Ce rapport sera évalué pour chaque requête et reporté 
dans la matrice (%] de la figure 8.4, 
- Le critère d'ordre, si les réalisations demandées par 
la requête doivent être classées, peut être une seule 
fonction repérée par un encadrement dans la colonne 
correspondante. Si celui-ci est composé d'un ensemble 
de fonctions d'accès, il pourra être décrit séparément. 
La direction d'ordre est indiquée à l'aide d'une flèche 
verticale, + = décroissant et + = croissant. 
- En ce qui concerne les contraintes de performance, 
celles-ci peuvent être indiquées en valeur absolue 
pour chaque requête ou en indiquant un ordre de prio-
rité. Par exemple, pour des requêtes de type transac-
tionnel, cet ordre pourra prendre la valeur 1 alors que 
dans le cas de requête dont les contraintes sont moins 
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critiques, la valeur sera supérieure [statistiques men-
suelles ou sporadiques]. Ce paramètre apparaît également 
dans l'en-tête de la colonne concernée. 
- Les opérations de mise à jour sont, conformément aux 
explications du chapitre 8.3, considérées comme des requê-
tes et par conséquent intégrées à la matrice des requêtes. 
- Nous représenterons le mode de traitement à l'aide du 
symbole ^ j pour transactionnel et ] Z j pour le traite-
ment par lot. 
- Un autre point important est l'étude, pour toutes les 
fonctions d'accès, de l'éventail des valeurs possibles et 
de leur distribution. Par exemple, dans un système de ges-
tion des abonnés, la caractéristique 'type d'abonnement' 
peut prendre 20 valeurs différentes, mais l'une d'elles 
apparaît dans 95 % des cas environ et les 19 autres se ré-
partissent, selon une distribution normale, dans les 5 % 
restant. 
Dans la plupart des cas, une telle valeur est unique, par 
exemple les identificateurs Celé ou index). Ce paramè-
tre sera représenté dans la matrice par le sysmbole 'U' 
pour unique. Dans les autres cas, une description annexe 
est plus pratique et empêche un alourdissement inutile de 
la matrice. 
- La nature des informations, les contraintes de perfor-
mance ou la fréquence d'utilisation impliqueront dans 
certains cas la création d'entités 'statistiques' corres-
pondant à un cumul des informations enregistrées dans la 
banque de données. 
- A ce stade de l'analyse, sans se référer à des critères 
d'implantation physique, il est possible d'éliminer des 
requêtes dont la satisfaction exige des chemins d'accès 
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requêtes 
fonctions c 
R1 
RV 
R2 
R2' 
R3 
R3' 
R4 
RV 
R5 
R5' 
R6 
R6' 
R7 
R7' 
R8 
R8' 
R9 
R9' 
R10 
R10' 
R11 
R11 ' 
n° 
fréq 
% 
perf 
trait 
j'accès 
U 
1 
100 
0,1 
1 
O 
100 
100 
210 
189 
210 t 
-
2 
400 
0,04 
1 
O 
2000 
4000(1) 
2000 
3 
1000 
0,04 
1 
O 
' 
1000 
1000 
4 
10 
0,06 
5 
m 
22. 
50 
50 
50 
50 
50 
Fig. 8.4 - Exemple partiel d'une matrice des requêtes 
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longs par le nombre de bornes à franchir et par le nombre 
d'accès à exécuter, alors que le besoin dont elles dé-
coulent est relativement peu important. 
- Le besoin représenté par un chemin d'accès est-il stable 
ou au contraire son évolution dans le temps est-il très 
probable (voir chapitre 6.1) ? 
Prenons à titre d'illustration les faits élémentaires par-
tiels représentés dans le tableau descriptif de la figure 
7.1 et considérons les requêtes suivantes : 
R1 : par l'intermédiaire du numéro de personne, accéder 
au nom, à son adresse privée et au numéro de télé-
phone correspondant. 
R2 : déterminer le numéro de distributeur distribuant dans 
une ville donnée dont le numéro postal est connu et 
dans rue de cette ville. 
R3 : déterminer le numéro postal d'une ville de nom 
donné. 
R4 : quel est le secteur de distribution d'une personne 
dont le nom est connu ? 
La description des paramètres est représentée par la 
figure 8.4. 
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8.5. ADAPTATION DU MODELE DE LA STRUCTURE LOGIQUE 
Cette activité a pour objectif d'optimaliser la structure 
logique élaborée lors de l'étape précédente (chapitre7] 
en tenant compte des contraintes découlant des chemins 
d'accès logiques et décrites sous forme paramétrique. 
En nous basant sur notre exemple, le tableau descriptif 
de la figure 7.1, le schéma de la figure 7.6 et la matri-
ce des requêtes établie au cours du chapitre précédent 
(figure 8,4] sont les outils à disposition dans la réali-
sation de cette activité. Cette dernière se caractérise 
par quatre opérations: 
1. Minimiser le nombre de liaisons dans le schéma 
Si le nombre des accès par relation sont à peu près égaux, 
nous regrouperons les noeuds-cible dans le noeud source. 
En d'autre terme, cela signifie que ces fonctions d'accès 
sont utilisées en même temps. 
Le regroupement s'effectuera en respectant les paramètres 
d'existence et en tenant compte de la longueur des élé-
ments concernés. Par exemple, une liaison entre deux caté-
gories non élémentaires de type l:n dont les paramètres 
prennent les valeurs (1, 3, 1,5] et que la longueur de 
l'entité concernée est grande (une adresse], les deux 
catégories ne seront pas regroupées. Si la longueur 
avaient été de 1, comme dans le cas d'un code quelconque, 
le regroupement s'imposeraient. 
Dans le cadre de cette opération, l'algorithme cité en ré-
férence (8.6] et basé sur l'analyse des clusters peut 
être utilisé. Les résultats du traitement serviront de 
base au regroupement qui s'effectuera selon les principes 
décrits à l'alinéa précédent. 
En général, les résultats obtenus impliquent des solutions 
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divergentes. Les paramètres performance ou typs de traite-
ment décrits dans la matrice peuvent alors forcer la déci-
sion. 
Les fonctions d'accès utilisées comme point d'entrée des 
chemins d'accès logiques ne seront pas regroupées. Dans les 
cas où l'éventail des valeurs est très restreint, par exem-
ple 'sexe' et 'état-civil' de la catégorie personne, le 
regroupement s'effectue tout de même. Si la relation con-
cernée a été intégrée lors de la phase "conception de la 
structure logique", le point d'entrée sera représenté par 
une flèche dans le schéma. 
Si un chemin d'accès logique atteint une portion relative-
ment importante de l'ensemble des réalisations concernées, 
un regroupement s'impose. Le mode de traitement, les con-
traintes de performance et de mise à jour, ainsi que le 
volume des données influenceront la solution définitive. 
Une certaine redondance peut être introduite, si les opé-
rations de mise è jour n'impliquent pas des procédures 
trop longues et compliquées à traiter. Le taux de modifi-
cation auquel sont soumises les relations concernées déci-
dera si l'introduction de la redondance s'impose. Par 
exemple, la 'rue' et la 'ville' seront regroupées dans 
L'entité 'adresse, celle-ci étant toujours utilisée comme 
un tout. D'autre part, des entités 'ville' et 'rue' avec 
leurs caractéristiques respectives seront générées sépa-
rément. Cette solution est défendable, car le nom d'une 
ville ou d'une rue ne change pratiquement jamais. 
2. Influences de la migration vers le nouveau système 
Une analyse de la structure des fichiers existants et les 
faits réels qu'ils représentent est inévitable. Une compa-
raison avec la description du modèle global permettra en-
suite de déterminer: 
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- la concordance entre les deux modèles 
- les règles, de passage au nouveau modèle 
- si une adaptation du nouveau modèle s'impose. 
Le problème de la migration se pose également en fonction 
de la réalisation du système dans le temps. Dans le cas 
de grand projet, la réalisation s'effectue en général par 
étape, il faut donc délimiter celles-ci afin que l'implan-
tation du nouveau système n'exige des modifications trop 
importantes du système existant. Le découpage devra se 
faire de manière à minimiser les interrelations entre les 
éléments des différentes étapes. D'autre part, il est né-
cessaire: 
- de réserver les emplacements nécessaires au niveau 
de la réalisation physique 
- de prévoir la possibilité de réaliser de nouvelles 
associations dans le Futur 
- de prévoir les modifications à apporter aux pro-
grammes d'application. 
3. Dynamisme du système de gestion 
Après avoir évalué les besoins futurs et leurs chances 
respectives de réalisation, ceux-ci seront introduits 
dans la matrice des requêtes. L'analyse de différentes 
alternatives permettra de détecter les effets sur le sché-
ma global. Cette méthode tient compte de: 
- besoins nouveaux 
- l'évolution des volumes 
- modifications de tout paramètre nécessaire a la 
conception 
- l'évolution des besoins existants, une attention 
toute particulière doit être vouée aux informa-
tions exigées par le processus décisionnel 
(chapitre B.1]. 
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4. Vérifier les contraintes d'intégrité 
Ne disposant pas, contrairement à la méthode décrite au 
chapitre 8.4.1 d'un langage approprié et d'un système 
vérifiant si toutes manipulations de données respectent 
les contraintes d'intégrité, il est nécessaire de vérifier 
si toutes les opérations de mise à jour prévues par les 
différentes requêtes ne détruisent pas l'intégrité- de la 
banque de données. 
L'administrateur de la banque de données effectuera ce 
contrôle en se basant sur les tableaux descriptifs éla-
borés (figures 7.1 et 7.2). Il analysera les manipulations 
prévues en fonction du modèle de données adapté. Cette 
opération est vitale, car l'introduction de redondances 
rend le maintien de l'intégrité de la banque de données 
plus difficile. Référons-nous au cas spécial illustré par 
la figure 7.14 pour confirmer l'importance de cette activi-
té. 
L'introduction de redondance, comme dans le cas de la 
catégorie 'adresse' de l'exemple cité au point 1 de ce 
chapitre, implique là création de procédures spéciales 
de mise à jour. En effet, si le nom d'une rue donnée est 
modifié, toutes les adresses contenant ce nom devront 
être identifiées afin de pouvoir effectuer les modifi-
cations nécessaires. 
Le schéma de la figure 7.6 pourra, suite aux opérations 
décrites ci-dessus, se présenter sous la forme illustrée 
par la figure 8.5. 
Remarque : L'affirmation ci-dessus laisse la voie ouverte 
à plusieurs solutions car, une évaluation ob-
jective des paramètres n'est pas toujours 
possible. L'efficacité de l'administrateur de 
la banque des données conditionne le résultat 
de l'analyse. 
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^personne 
adresse : type.dénom, j i té l 
Figure 8.5 - Graphe de la structure logique 
Pour la première fois dès le début de notre méthode d'ap-
proche, nous avons étudié le modèle global sous l'aspect 
de son efficacité en fonction de l'exécution des requêtes, 
L'un des principes fondamental de la méthode, l'indépen-
dance face aux critères d'implantation est respecté 
puisque la description des chemins d'accès logiques et 
l'optimalisation de la structure logique ne font réfé-
rences à aucun SGBD et s'adaptent autant à un système 
hiérarchique ou réseau qu'à un système de type relation-
nel. 
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Ce n'est qu'à l'étape suivante que les critères de réali-
sation physique apparaîtront dans le raisonnement. Les 
paramètres décrits au cours de la phase décrite dans ce 
chapitre 8 seront confrontés aux possibilités du logiciel 
de gestion des données choisi. 
REFERENCES 
[8.1] Ces notions sont analysées au chapitre 3.1.1, les 
problèmes liés aux systèmes de décision étant 
décrits au chapitre 6.1. 
[8.2] BOYCE R.F., CHAMBERLIN D.D., "Using a structu-
red query language". 
CHAMBERLIN D.D., BOYCE R-F., "Sequel : a struc-
tured ... ". 
[8.3] En ce qui concerne le modèle relationnel, consul-
tez WEDEKIND H., "Normalization of informa-
tion . .. ". 
[8.4] WEDEKIND H., "Datenbanksysteme i»
 p. ßß ss. 
[8.5] Cette notion a été définie au chapitre 6.3.4. 
[8.6] Entre autre celui proposé par GILLNER R. dans 
"Die Strukturierung ...". 
CHAPITRE 9 
LES CHEMINS D'ACCÈS PHYSIQUES 
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9.1. CHOIX DU SGBD 
9.1.1. Objectifs d'une procédure de choix 
Le but de cette procédure ne consiste pas è rechercher des 
arguments en faveur d'un SGBD, mais à étudier les possibili-
tés d'un tel système en fonction des exigences et des avan-
tages économiques qu'il peut apporter. 
Nous déterminerons les critères d'évaluation a partir des 
résultats obtenus lors de la phase de modélisation et 
complétés par l'étude plus détaillée des caractéristiques 
des applications selon le canevas des trois premières éta-
pes de notre méthode d'approche. Il suffit de ne considérer 
que les traitements principaux, ceux dont les contraintes 
sont les plus restrictives et les plus exigeantes (perfor-
mance, volumes à traiter, type de relation, sécurité, etc). 
La procédure de choix peut débuter avant d'avoir effectué 
complètement les trois premières étapes. 
Après une première présélection, les systèmes seront éva-
lués en fonction des critères fixés. 
Avant la prise de décision, des tests effectués à l'aide 
d'un modèle réduit permettent de vérifier les comportements 
des SGBD que l'évaluation présentent comme les plus aptes 
à satisfaire aux objectifs fixés. 
La figure 9.1 illustre le déroulement de cette procédure. 
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Fig. 9.1 - Etapes de la procédure de choixd'un SGBD 
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9.1.2. Critères d'évaluation et première sélection 
Les critères SG classent en général en deux catégories 
principales [9.1): 
- critères quantitatifs 
- critères qualitatifs. 
La liste énumérées ci-dessous ne prétend en aucun cas 
être exhaustive (9.2). 
a) Critères quantitatifs 
- coûts d'installation du logiciel 
- coûts de formation 
- coûts du logiciel [SGBD, moniteur de télétraite-
ment, interfaces, utilitaires) 
- coûts en mémoire centrale et périphérique 
- coûts supplémentaires exigés par l'entretien 
du système 
- coûts de réorganisation. 
Remarque : Les facteurs de coûts ênumêrês ci-dessus ne 
représentent qu'une partie, la plus importante 
et la partie décisive comprend les coûts liés 
à la réalisation et à l exploitation des 
applications. Leur évaluation est plus délicate, 
car il faut tenir compte de critères qualitatifs. 
b) Critères qualitatifs 
Distinguons les critères dépendant directement des appli-
cations [bl] et dont la réalisation est prévue avec une 
organisation banque de données, de ceux de nature plus 
générale [b2]: 
bl - structure des données à traiter 
- type de traitement [temps réel, batch ou mixte) 
- mises à jour 
- contraintes de sécurité 
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- contraintes d'intégrité [partage des ressources) 
- contraintes de performance 
- caractéristiques des chemins d'accès logique 
- langage de programmation 
- langage d'interrogation non procédural 
- nature des informations exigées en sortie 
- problèmes liés au chargement de la banque de données 
- réorganisation des données ou seulement des chemins 
d'accès 
- emplacement en mémoires périphériques 
- adaptation des programmes existants 
- évolution de l'application. 
b2 - indépendance par rapport au matériel 
- indépendance par rapport au système d'exploitation 
- moniteur de télétraitement dépendant, si oui 
conforme aux exigences ? 
- stabilité du SGBD 
- programmes utilitaires à disposition et leur qualité 
. chargement de la base 
. procédure de reprise Clogging, recovery, 
restart) 
. adaptation de la structure 
. création de nouveaux chemins d'accès 
. réorganisation 
. statistique pour l'optimisation ("tuning") 
. facilités de test pour le programmeur 
- réalisation physique des chemins d'accès [pointeur, 
inversion, indexation) 
- modèle de données au niveau logique 
- enregistrements de longueur fixe ou variable 
- compression des données 
- capacité en mémoire centrale nécessaire à une ex-
ploitation réaliste 
- le code est-il réentrant 
- 'dictionary', 'directory' 
- facilité d'utilisation, efforts au niveau de la 
programmation 
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- taux d'utilisation du système (unité centrale, 
canaux d'entrées-sorties] 
- documentation 
- qualité de l'aide fournie par le distributeur 
- les développements et adaptations futurs sont-ils 
garantis ? 
- limites maximales du volume de la banque de données 
- problèmes liés à la génération du logiciel SGBD 
- flexibilité du système (structure, évolution des 
volumes) 
- performance 
- facilités d'exploitation 
- compatibilité avec le matériel et logiciel à 
disposition 
- puissance du matériel à disposition. 
Le recensement des SGBD existant sur le marché et l'obten-
tion de renseignements suffisants pour effectuer une pre-
mière sélection ne posent pas de problèmes particuliers, 
il suffit de contacter le constructeur du matériel utili-
sé et de consulter la littérature spécialisée (9.3). 
9.1.3. Evaluation des SGBD présélectionnés 
9.1.3.1. Méthode d'évaluation 
Le choix d'un SGBD a des conséquences non négligeables 
sur les coûts, ceux-ci peuvent varier fortement d'un pro-
duit à un autre. D'autre part, les investissements effec-
tués dans la réalisation des applications, avant de passer 
à l'exploitation effective, prennent des dimensions qui 
rendent le choix irréversible. Par conséquent, la prise de 
décision doit résulter d'un processus de choix aussi objec-
tif que possible. 
Une méthode (figure 9.2) respectant au mieux les exigences 
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formulées, consiste, une fois les critères d'évaluation 
déterminés, à établir une structure de préférence en 
fonction des contraintes découlant des applications à 
réaliser et des moyens à disposition. Afin d'améliorer 
le degré d'objectivité, plusieurs personnes doivent ef-
fectuer cette classification. Il est préférable de grou-
per les critères et de leur affecter une valeur relative 
(taux de préférence) à un entier quelconque, égal à la 
somme des valeurs relatives, pour établir ensuite les 
préférences à l'intérieur des groupes de critères. Les 
résultats de ces classifications seront comparés et ana-
lysés en vue d'établir une structure de préférence uni-
que (9.4) 
Chaque logiciel présélectionné sera qualifié afin de 
pouvoir effectuer une comparaison entre les différentes 
alternatives proposées, ce qui implique la définition 
d'une échelle de valeur, par exemple 1 à 5 ou 1 à 10. 
Pour chaque critère, les logiciels seront comparés en-
tre eux et classés sur l'échelle des valeurs. Cette 
activité, une des plus délicates de tout le processus 
de choix, implique le respect des conditions énumérées 
au chapitre suivant, afin de garantir des résultats 
réalistes. Ceux-ci seront transférés dans une matrice 
(figure 9.3). 
Ensuite, chaque note adjugée à un SGBD sera multipliée 
par le taux de préférence. Les résultats ainsi obtenus 
pour chaque SGBD seront comparés en vue d'une première 
sélection. 
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Liste de critères 
StructurG de préférence 
E 
Fixer échelle des valeurs 
Classer les SGBD pour 
chaque critère en fonc-
tion ds l'échelle des 
valeurs 
f 
Quantifier les critères 
pour chaque SGBD 
ure 9.2 - Méthode d'évaluation 
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C r i t è r e s 
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Note SGBD 
s i S 2 ~ S 
n 
Figure 9.3 - natrice d'évaluation 
9.1.3.2. Problèmes liés à l'évaluation 
La ou les personnes chargées d'évaluer les SGBD présé-
lectionnés devront résoudre un certain nombre de problè-
mes, afin de garantir des résultats conformes aux buts 
fixés. 
a) Connaissance des objectifs et du concept banque de 
données 
Une évaluation objective nécessite des connaissances ap-
profondies en banque de données, sinon un constructeur 
n'aura pas trop de difficulté à imposer son produit. 
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Ces connaissances s'acquièrent en étudiant la littérature 
de base en la matière et en suivant des séminaires, si 
possible non animé par un constructeur. Un spécialiste en 
la matière, indépendant, pourra donner des conseils, ce 
qui permettra d'augmenter le degré d'objectivité des 
résultats. 
b) Aptitude du SGBD à satisfaire aux objectifs fixés 
Une opération délicate consiste, une fois les objectifs 
étudiés, à analyser la manière dont ceux-ci sont respec-
tés par les produits à évaluer. Les études comparatives 
effectuées par certains instituts spécialisés (9.5) faci-
litent l'étude des caractéristiques des SGBD considérés. 
Nous nous limiterons ici à ne citer que les points criti-
ques, leurs influences au niveau de la réalisation étant 
analysées au cours des chapitres suivants: 
- caractéristiques du modèle de données 
- réalisation des chemins d'accès logiques (poin-
teurs, indexation, listes inversées) 
- méthodes d'organisation des données 
- intégrité des données 
- accès multiples 
- redondance 
- indépendance des données 
- sécurité d'exploitation. 
a) Etude de la documentation 
Il n'est pas exclu que celle-ci contienne des faits 
n'ayant pas dépassés le stade de projet. Pour éviter de 
telles mésaventures, il faut: 
- demander des références et se renseigner auprès 
des utilisateurs cités 
- effectuer une installation-test et faire des 
essais. 
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d) Contacter des utilisateurs du SGBD 
Toute collecte d'informations fructueuse implique la 
préparation d'un plan de déroulement comprenant l'éla-
boration d'une liste de questions préparée è l'avance 
dont l'objectif consiste à vérifier l'évaluation et à 
la rendre plus objective. Il est préférable de sélec-
tionner des utilisateurs dont l'environnement est sem-
blable (grandeur de la machine, volume des données et 
des requêtes, structure de données de même type, etc). 
Certains utilisateurs, avant de prendre une décision, 
étudient de manière approfondie plus d'un logiciel et 
effectuent des "benchmark". Il est judicieux d'analyser 
les résultats obtenus et les conditions dans lesquelles 
ces études ont été réalisées. 
e) Performances du SGBD 
L'évaluation des performances d'un SGBD donné est très 
délicate, car les facteurs qui l'influencent sont nom-
breux. Une méthode relativement simple à réaliser con-
siste è créer un modèle réduit représentatif des appli-
cations considérées. 
Un tel test permettra d'obtenir des renseignements 
quant aux 
- performances 
- facilité d'utilisation (programmation, charge-
ment ) 
- complexité du SGBD 
- capacité mémoire nécessaire 
- précautions à prendre lors de la conception 
- comparaisons entre SGBD 
- fiabilité du système. 
Ces tests, couramment appelés "benchmark" (9.6], donnent 
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des résultats assez proches de la réalité. Mais il ne 
faut pas oublier que le comportement du système varie 
avec le nombre des utilisateurs et la charge du système. 
Les coûts qu'impliquent de tels tests ne sont pas négli-
geables, mais relativement faibles en comparaison des 
coûts supplémentaires provoqués par un mauvais choix. Ils 
offrent en plus les avantages suivants: 
- ils constituent une première expérience 
- ils permettent de faire ressortir un certain 
nombre d'erreurs qui n'ont pas de conséquences 
à ce stade 
- ils donnent une bonne connaissance du système 
en un laps de temps relativement court. 
9.2. CARACTERISTIQUES DU SGBD CHOISI 
Une fois le SGBD choisi, il faut étudier en détail ses 
caractéristiques et sn déduire les possibilités qu'il 
offre au niveau de la conception. 
La structure de la banque de données s'élabore en fonc-
tion des carctéristiques du système et des contraintes 
découlant des applications à réaliser. Les paramètres en 
ont été fixés au cours des trois premières phases de la 
méthode d'approche proposée. 
Au cours des chapitres suivants, nous aborderons les 
problèmes de conception en fonction de SGBD représentant 
chacun une des grandes tendances dans le domaine des 
banques de données: 
1. système hiérarchique: IMS 
2. système réseau de type Codasyl: IDMS 
3. système relationnel 
comme il n'existe encore aucun système commercia-
lisé et assez performant pour satisfaire aux 
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contraintes de la plupart des systèmes informa-
tiques de gestion, nous considérerons dans notre 
étude un système quasi-relationnel (9.7): Adabas. 
Analyser et décrire les caractéristiques de ces SGBD débor-
deraient le cadre de notre étude. Au cours du chapitre 2, 
nous avons abordé certains aspects de ces systèmes et cité 
un certain nombre de références. 
9.3. DESCRIPTION DE LA STRUCTURE LOGIQUE DES DONNEES 
9.3.1. Conception de la structure logique 
La première opération consiste à passer de la structure 
logique élaborée au cours de la première et deuxième 
phases de la méthode d'approche proposée (chapitre 6 et 
7) au modèle de données pouvant être décrit avec le LDD 
du SGBD choisi [figure 9.4]. 
Les méthodes proposées facilitent un tel passage, la preuve 
en est démontrée au chapitre 7.3. 
Il s'agit de confronter le modèle des données et le profil 
des chemins d'accès logiques aux caractéristiques du SGBD. 
Pour la première fois au cours de notre approche, nous 
prenons en compte les aspects de la structure physique-(9.8] 
Une solution optimale ne peut résulter que d'un processus 
itératif, car le nombre de contraintes à respecter tant 
du côté des applications que du SGBD est relativement 
élevé. 
Remarque : II existe des algorithmes ayant comme objectif 
la conception de la structure logique en fonc-
tion d'un SGBD donné. Dans le cas de IMS (9.9), les vues 
hiérarchiques des utilisateurs doivent être complétées par 
des critères relatifs aux caractéristiques du SGBD. En ce 
qui concerne les systèmes de type Codasyl, les résultats 
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obtenus ne sont que partiels, tous les critères à consi-
dérés ne pouvant être intégrés à ces algorithmes (9.10). 
9.3.1.1. Passage de la structure logique au LDD du SGBD 
Le principal critère à respecter est le type de relation 
associant les différentes catégories entre elles. Le 
graphe de la structure logique, complété par le tableau 
descriptif de ce graphe, permet de déterminer la nature 
des relations. 
Dans le cas de IMS, la structure logique est hiérarchique 
(relation de type l:n). Une structure de type réseau se 
réalise à l'aide d'arborescences reliées entre elles. 
Les catégories du graphe correspondent à la notion de 
segment. Les catégories identificateurs seront transfé-
rées dans les deux segments qu'elles relient, ceci à 
l'encontre du principe que la liaison hiérarchique entre 
deux segments est support d'information et qui permettrait 
d'éliminer la redondance que nous proposons d'introduire. 
Les raisons de ce double emploi sont les suivantes: 
- possibilité de reconstruire les liens entre seg-
ments en cas de destruction des pointeurs 
- contrôle d'intégrité - le segment enregistré 
dans une chaîne dépend-il effectivement du seg-
ment père ? 
- aide à la programmation - facilite la lecture de 
"dump" lors de la vérification des tests de fonc-
tionnement des programmes ou lors de la détection 
d'erreurs 
- les segments sont conformes à la définition d'une 
relation du modèle relationnel, ce qui facilitera 
le passage à un système de type relationnel. 
Le modèle ainsi représenté n'est pas définitif car, comme 
271 
nous l'avons signalé à diverses reprises (9.11), il im-
plique la description des chemins d'accès. Il faudra 
donc les analyser et adapter le modèle en conséquence. 
Les mêmes remarques sont valables en ce qui concerne le 
système IDMS (Codasyl), à la différence que ce dernier 
soit de type réseau. 
Le passage au système Adabas s'effectue selon les règles 
de transformation valables pour le modèle relationnel, au 
départ nous avons des relations en 3FN. Pour chaque champ 
il faut définir les paramètres dictant les mesures de 
compression des données à prendre par le système. Le 
choix (FI = pas de compression, NU = pas d'enregistrement 
physique lorsque le champ est vide) dépend: 
- des paramètres d'existence recensés dans le ta-
bleau descriptif du graphe logique (figure 7.1) 
~ de la longueur de la catégorie également indi-
quée dans as tableau. 
Cette procédure de compression permet de regrouper des 
catégories élémentaires, ceci indépendamment des fréquen-
ces d'accès. Les paramètres d'existence et le type de la 
relation considérée déterminent si un tel regroupement 
s'impose. Cette possibilité ne procure des avantages par 
rapport aux deux autres systèmes que si les conditions 
suivantes sont remplies: 
- paramètre d'existence minimum égal à D 
- paramètre d'existence maximum égal à 1 ou 2 
- la valeur du paramètre d'existence moyen et la 
longueur de 1*occurence de la catégorie doivent 
être telles que l'emplacement exigé par les 
pointeurs reliant les deux catégories puisse 
être économisé. Ce qui est par exemple le cas de 
la catégorie 'complément d'adresse' d'une longueur 
de 30 octets et avec les paramètres d'existence 
(0, 2, 0,1) 
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- volume des données: plus il est important et plus 
la compression est avantageuse. 
La possibilité d'introduire des champs multiples (multiple 
field) dans une relation autorise l'intégration de caté-
gories élémentaires reliées par une liaison de type l:n 
à d'autres catégories, à condition que: 
- les mises à jour ne soient une suite de suppres-
sions et d'insertions 
- le taux de fréquence des modifications ne soit 
pas trop élevé 
- le paramètre d'existence maximum ne soit supé-
rieur è 191. 
Les associations entre relations (l:n, n:m) s'effectuent è 
l'aide de descripteurs, points d'entrée dans la banque de 
données. Le fait de définir un descripteur ne donne aucun 
indice quant au type de relation que celui-ci est censé 
décrire, mais permet à l'utilisateur de formuler des asso-
ciations dans ses requêtes. 
Un descripteur donné exprime implicitement une liaison de 
type l:n entre la catégorie définie comme descripteur et 
la relation à laquelle elle appartient. Par exemple, il 
est possible de décrire à l'aide d'une primitive d'accès 
programmée en Cobol ou exprimée à l'aide du langage 
Adascript, une liaison de type l:n entre un abonné dont 
le descripteur 'no abo' est égal à 'X' et les produits 
auxquels il est abonné. 
Quant à la réalisation de relations de type n:m, nous pou-
vons les représenter à l'aide de relations en 3FN. Le 
taux de fréquence des mises à jour sera décisif quant aux 
possibilités de réaliser ces relations de cette façon. La 
décision définitive sera prise à l'étape suivante. 
L'option couplage entre deux relations selon un champ 
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descripteur commun permet de formuler à l'aide d'une seu-
le primitive d'accès des vues partielles se référant à 
plus d'une relation. Décrivons une telle requête à l'aide 
du langage Adascript: 
Find in file ville with no postal from BOOO thru 6050 
and coupled to file rue with id-rue = 'AA100' 
and sort them by no postal 
and display no postal, 5X, nomrue 
E5X = 5 espaces vides). 
9.3.1.2. Analyse des chemins d'accès logiques et des 
structures physiques du SGBD 
Le modèle élaboré à l'étape précédente représente la des-
cription des éléments nécessaires à la satisfaction des 
besoins en information des différents utilisateurs. La 
réalisation physique du modèle implique le respect d'un 
certain nombre de contraintes liées d'une part au profil 
des chemins d'accès logiques et d'autre part aux possibi-
lités techniques dont disposent le SGBD. L'objectif de 
cette activité consiste donc à choisir parmi les possibi-
lités de représenter physiquement la structure logique 
celles qui permettent d'accéder efficacement aux sous-
ensembles de données. Les critères à considérer pour éva-
luer le bien-fondé d'un tel choix sont: 
- les performances 
- l'emplacement mémoire nécessaire 
- les problèmes liés à la mise à jour. 
Avec le système Adabas, les chemins d'accès sont séparés 
des données (fichiers inversés). Il répond donc aux con-
ditions requises par l'indépendance des données, alors 
que les systèmes réalisant les chemins d'accès en ajou-
tant les pointeurs aux données provoquent une forte 
dépendance physique entre les chemins d'accès et les 
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données, limitant ainsi fortement les libertés dans la 
formulation des requêtes. 
a) PeA&onmanco. 
L'efficacité des accès à un sous-ensemble d'enregistre-
ments d'une banque de données et par conséquent le 
choix du chemin d'accès dépend des facteurs suivants : 
- la structure de l'enregistrement physique 
- les méthodes d'enregistrement 
- le mode de traitement 
- le mode d'accès 
- les caractéristiques des supports de données 
- le mode d'utilisation, simultané ou non 
- le volume de la banque de données 
- la hiérarchie des mémoires 
- l'architecture du système. 
L'estimation des performances est relativement simple en 
ce qui concerne les accès par les clés primaires (9.12), 
alors que dans le cas des clés secondaires l'évaluation 
dépend de la distribution des valeurs de la clé, de la 
méthode d'accès et de la répartition des données sur les 
supports physiques (facteur de blocage, zone de débor-
dements]. Le nombre de facteurs étant très élevé, 
l'estimation en est d'autant plus difficile (9.13). 
La séparation, au niveau physique, entre les chemins 
d'accès et les données, permet de sélectionner le sous-
ensemble des données, répondant aux conditions posées 
par une requête avant d'accéder aux données elles-mêmes. 
L'avantage du point de vue performance est évident, la 
preuve en est donnée en (9.14). 
D'autre part, le volume de données transférées vers 
l'unité centrale est nettement inférieur, les perfor-
mances en sont améliorées d'autant. Ce n'est pas le 
programmeur, mais le SGBO lui-même qui détermine le 
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chemin à suivre. LG programmeur n'a donc pas d'influence 
sur l'accès aux supports de données. 
La difficulté majeure est l'évaluation des performances 
de l'exécution de requête faisant appel à plus d'un point 
d'entrée. Une étude détaillée est présentée en [9.15K 
tandis qu'en (9.16] est analysée l'efficacité des diffé-
rentes méthodes d'accès à une structure à fichiers 
inversés. 
La limite de ces méthodes analytiques, du fait du nombre 
très élevé de paramètres et de leurs interdépendances, 
incite à passer è la simulation en utilisant un système 
spécialement créé pour l'étude du comportement d'une 
banque de données, par exemple Forem-Phase II (9.17). 
Cette technique de simulation permet de mesurer l'in-
fluence d'accès simultanés. 
Une autre possibilité d'évaluation des performances 
consiste à réaliser un modèle représentatif de 
l'application considérée, en utilisant le SGBD choisi, 
tout en veillant à créer un environnement aussi réel 
que possible [volume des données, allocation mémoire, 
utilisation simultanée, etc). Nous avons vu que, lors 
de la procédure de choix d'un SGBD (chapitre 9.1), 
il était avantageux de faire des tests à l'aide d'un 
modèle qui pourra ensuite être complété afin de servir 
d'aide à la conception. La complexité et les utilitaires 
du SGBD (langage d'interrogation interactif et séquen-
tiel, chargement de données, modification de structure, 
etc) seront déterminants quant à l'utilisation de cette 
méthode. 
Une première analyse consiste à distinguer les chemins 
d'accès selon le type des points d'entrée auxquels ils 
font appel. Il est possible d'accéder d'une part à une 
clé primaire, à toute valeur d'une telle clé ne 
correspond qu'une seule occurrence d'une relation, 
d'autre part à un autre attribut (champ) de la relation 
appelé clé secondaire. Très souvent, les requêtes se 
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réfèrent à une combinaison de ces deux types de clé. 
La relation du sous-ensemble de données exigées par une 
requête par rapport à l'ensemble des données enregistrées 
dans la banque de données, détermine le mode d'accès, 
direct ou séquentiel. La matrice des requêtes servira 
de support pour la prise de décision. 
Le type et les caractéristiques des différents modes 
d'accès "impliquent directement la structure d'enregis-
trement. De la description des chemins d'accès logiques 
[chapitre 8), nous pouvons en déduire qu'une requête 
qualifie les enregistrements non en fonction de leur 
positionnement dans la structure physique, mais selon 
leurs contenus. La séparation des chemins d'accès des 
données brutes au niveau physique est une structure qui 
permettra de déterminer les sous-ensembles avant 
d'accéder aux données, le système peut donc choisir le 
chemin d'accès optimal. L'avantage d'une telle sépara-
tion est la possibilité de définir des accès par l'inter-
médiaire d'une combinaison de clés primaires et secon-
daires, le système étant ensuite capable de déterminer 
les enregistrements répondant à la demande d'accès, ce 
qui évite le balayage séquentiel des secteurs de la 
banque de données concernés. 
Dans le cas de IHS et d" IDTlS, les chemins d'accès sont 
enregistrés avec les données, selon différents types 
de pointeurs. Seul le système Adabas sépare complètement 
les données des chemins d'accès, ces derniers étant 
réalisés grâce aux fichiers inversés. 
De manière générale, un accès à un enregistrement donné 
par l'intermédiaire de la clé primaire est plus rapide 
dans le cas d'une structure HDAH (IMS) ou 'cale' (IDMS] 
que passer par une table comme dans le cas des struc-
tures de fichiers inversés [Adabas). En ce qui concerne 
un accès combiné de clés et un accès à des éléments 
de la hiérarchie ou d'un réseau qui n'ont pas de points 
d'entrée directs, les performances sont nettement meil-
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leures avec Adabas, le numéro interne des enregistrements 
concernés étant déterminé par comparaison de tables. Cet-
te comparaison permet d'optimaliser l'accès en choisis-
sant, en fonction du nombre d'enregistrements du sous-en-
semble déterminé par rapport au total des enregistrements 
des secteurs concernés, le mode de traitement direct ou 
séquentiel. Le volume des données à transférer est nette-
ment inférieur en comparason à des systèmes où la déter-
mination du sous-ensemble se fait en traitant un enregis-
trement après l'autre. 
Il arrive très souvent que les exigences de deux requêtes 
soient opposées, la structure physique ne pouvant répondre 
de manière satisfaisante qu'aux contraintes de l'une des 
deux requêtes. Illustrons le problème à l'aide d'un cas 
concret tiré d'une application de gestion d'abonnements. 
D'un côté l'accès direct aux adresses des abonnés par 
l'intermédiaire de leur nom, afin de répondre aux ques-
tions posées et d'effectuer les mises à jour et de l'au-
tre les contraintes d'expédition qui exigent un accès 
aux abonnés dans l'ordre des séquences d'expédition. Dans 
les deux cas, les temps de traitement doivent être le 
plus faible possible. Pour résoudre ce problème de maniè-
re satisfaisante, nous avons introduit de la redondance 
en enregistrant les informations nécessaires à l'expédi-
tion [adresses, nbres d'exemplaires] sur un fichier sé-
quentiel sur bande selon la séquence d'expédition, les 
raisons de ce choix étant: 
- faible fréquence de mise à jour, en moyenne 1 % 
des enregistrements sont concernés 
- seule une partie des données est redondante 
- le problème de la sécurité est résolu par la 
génération des fichiers, en cas de panne pas 
de problèmes de reprise 
- Un taux de blocage très élevé et un accès sé-
quentiel au fichier expédition permettent des 
temps de traitements excellents. 
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Pour des raisons de performance, l'accès aux données doit 
s'effectuer en transférant le minimum d'enregistrements 
des mémoires périphériques vers la zone de travail en mé-
moire centrale. En analysant les fréquences d'accès réper-
toriées dans la matrice des requêtes, certaines relations 
entre catégories peuvent se réaliser par une représenta-
tion redondante qui se traduit au niveau physique par un 
enregistrement contigü, un accès à un seul enregistrement 
suffisant alors è satisfaire la requête. Un tel regroupe-
ment n'est avantageux que si la fréquence de mise à jour 
des catégories concernées est relativement faible. Par 
exemple, dans le cas de la catégorie 'distr' (figure 8.5) 
la catégorie non-élémentaire 'adresse' peut être regrou-
pée dans la catégorie 'distr', la fréquence de mise à jour 
de ces deux catégories étant peu importante. 
Le choix de la méthode d'organisation, dans le cas de IMS 
et d*IDMSj détermine les possibilités d'accès et les 
temps nécessaires aux transferts des -données. 
Si l'accès peut se faire directement, le rapport nombre 
d'occurences exigées par rapport au nombre total contenu 
dans la banque de données doit être faible. A partir du 
point d'entrée de la requête concernée, celui-ci devra 
être défini comme clé afin d'obtenir les informations 
voulues selon une technique d'adressage direct (HDAM ou 
CALC) ou indirect (HIDAM ou HISAM]. Si les données en 
sortie doivent être présentées dans un certain ordre, 
l'option 'sort by' devra compléter la définition du 
chaînage des éléments concernés dans la description du 
modèle. Par contre, dans le cas de Adabas, cette option 
n'apparaît pas au niveau du modèle, elle se définit lors 
de la formulation de la requête et seul un descripteur 
peut être utilisé comme critère de tri. Cette possibili-
té implique la prudence, car son utilisation exige des 
temps de traitements relativement importants. Si le nom-
bre d'occurences pour une valeur donnée du descripteur 
concerné est faible, elle s'avère efficace. 
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Analysons un autre type d'accès séquentiel, celui qui 
doit s'effectuer sur un élément donné de la structure 
(segment, record ou relation) selon l'ordre logique de 
la clé principale. Avec IMS, si l'on veut éviter un 
balayage séquentiel suivi d'un tri, le segment considéré 
doit être le segment racine ("root segment"] de l'arbo-
rescence ou d'un "data set group" et avoir comme orga-
nisation HISAfI au HIDAn (voir figure 9.5). Avec IDMS, 
un accès de ce genre n'est possible qu'en effectuant 
une procédure de tri lors de l'extraction des données. 
Dans le cas de Adabas, l'opération s'effectue à l'aide 
d'une primitive d'accès spécifique ("logical sequential 
read") suivant l'ordre logique de la table d'adresse du 
champ inversé concerné (figure 9.6). 
ISAH QSAH 
100 ADAM M410 l///i\ ^ H ABCD 
101 ETA. C119 11 
(r 04 AC. Z321 
103 F D311 
102 META X1 ^JL 
Figure 9.5 - Exemple d'enregistrements HISAM 
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ISN n° du b loc physique 
r 
d i r e c t o r y V 
0900 -^ 4011 
0901 -> 4011 
1000 -+ 5324 
1011 -+ 4919 
1097 •* 5413 
convertisseur d'adresse 
valeur 
100 
101 
102 
103 
104 
1V 
nbre 
real. 
liste des ISN 
0900 
0901 
1097 
1011 
1000 
table d'adresse 
banque 
de 
données 
ISN 
0900 
0901 
1000 
1011 
1097 
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Figure 9.5 - Exemple d'enregistrements Adabas 
281 
Dans le cas ds IMS, l'accès direct s'effectue toujours 
par l'intermédiaire du segment racine vers les éléments 
dépendants. La définition adéquate de "data set group" 
permet Io réalisation d'accès direct à un ou plusieurs 
segments fils. Comme l'enregistrement des occurences de 
segments s'effectuent selon la séquence hiérarchique, la 
fréquence d'accès aux segments détermine donc l'emplace-
ment de ces segments dans l'arbre. De plus, la fréquence 
des insertions par type de segments pose le problème de 
la gestion des zones de débordement et influence donc 
directement les performances (figure 9.5]. 
L'option "via set" dans le cas de IDMS favorise les accès, 
puisque le "record" concerné sera enregistré, si l'empla-
cement nécessaire est disponible,•dans la page du "record" 
défini par ce paramètre. La fréquence d'accès recensée 
dans la matrice des requêtes sera déterminante dans le 
choix de cette option. 
Dans le cas de Adabas, les performances peuvent encore 
être améliorées en introduisant des groupes répétitifs 
aux relations. Ainsi un nombre plus élevé de données est 
accessible en un seul transfert d'enregistrements dans 
la zone de travail. 
Les performances d'un accès séquentiel physique à un des 
secteurs d'une banque de données (IdS = physical data 
base, IDMS - area, Adabas = fichier) sont influencées 
par les facteurs suivants: 
- la suppression physique ou non des enregistre-
ments annulés, en HISAM pas de suppression [IMS) 
- les chemins d'accès sont-ils intégrés aux don-
nées, dans le cas de IDMS et IMS les pointeurs 
s'enregistrent avec les données 
- la compression des données (Adabas!) 
- les emplacements libres qu'impliquent 
. la structure d'enregistrement 
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. la méthode d'adressage 
. le taux de croissance du volume des données 
(avec HISAM les emplacements libérés par sup-
pression ne sont pas réutilisables) 
- un secteur physique IMS ou IDPIS contient les oc-
curences de plus d'un type de segment ou "record", 
dans le cas d'Adabas un tel secteur ne contient 
qu'un seul type d'enregistrement, l'espace à ba-
layer est donc plus réduit 
- dans le cas de IMS, la séquence physique est in-
terrompue, des accès aux zones de débordement 
sont nécessaires. 
Le choix du type de chaînage, dans le -o de IMS et IDMS, 
influence également les performances. Par exemple, dans le 
cas de IGNS, la définition d'une chaîne avec l'option 
"owner" permet d'accéder directement dans un set de l'en-
registrement fils vers l'enregistrement père, sans passer 
par l'intermédiaire de l'algorithme d'adressage ou de sui-
vre la chaîne. 
Dans le cas de IDMS, la définition adéquate des "area" en 
fonction des fréquences d'accès et 1'allocation sur les 
supports (disques) influencent les performances. 
Avec Adabas, la position relative des champs d'une relation 
détermine les temps d'accès. Les champs les plus utilisés 
sont è placer en tête, car la décompression est interrom-
pue lorsque tous les champs ont été transférés. D'autre 
part, l'accès aux champs multiples s'effectuera en lisant 
le nombre d'occurences correspondant à la distribution nor-
male de l'occupation d'un tel champ, une comparaison avec 
le compteur des réalisations indiquant l'existence d'autres 
réalisations et nécessitera dans certains cas une deuxième 
lecture. 
L'architecture du SGSD influence les performances en fane-
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tion des critères suivants: 
- qualité des éléments composant le SGBD 
- l'exécution d'une requête implique-t-elle des 
communications interpartition ? 
- l'exécution des requêtes en parallèles (multi-
threading) est-elle possible ? 
b) L'emplacement mémoire 
Un des objectifs de réalisation d'une banque de données 
consiste à minimiser l'occupation en mémoire périphérique. 
Cet objectif est en concurrence directe avec celui d'obte-
nir des performances minimales, opposition qui se traduit 
par une certaine redondance au niveau de l'enregistrement 
des données. 
Les différentes formes de structures physiques exigent 
des emplacements en mémoire périphérique de dimensions 
variables. Les méthodes d'organisation directe CHDAN, Cale) 
ou indirecte (HISAH, HIDAM, tables d'adresses d'un fichier 
inversé) influencent l'emplacement mémoire par les infor-
mations supplémentaires nécessaires pour réaliser les 
accès et par les réserves exigées dans le cas de 1'adressa-
ge direct pour réduire les risques de collision. 
Le taux de remplissage est également influencé par la 
longueur des segments et le nombre d'occurences par type 
de segment dans le cas de IMS. Une illustration de ce 
phénomène est représentée par la figure 9.5. 
Le mécanisme de compression des données du système Adabas 
permet de réduire, selon les cas, très fortement les 
emplacements nécessaires. Lorsqu'un champ est défini com-
me descripteur, la codification de la valeur-la plus 
représentée par la valeur nulle permet d'économiser de 
l'emplacement au niveau des données et des tables d'adres-
284 
ses (paramètres = 'NU'K 
Les possibilités de réaliser physiquement les différents 
types de structure logique implique, selon les cas, des 
emplacements supplémentaires en mémoire. A titre d'exem-
ple, signalons le cas du système IMS qui ne permet de 
créer des réseaux qu'en introduisant des pseudo-segments 
et des pointeurs supplémentaires [logical pointers). 
La réalisation de chemins d'accès utilisant des clés 
secondaires peut nécessiter plus ou moins de places en 
mémoires périphérique (fichiers inversés, organisation 
index-sequentielle). 
Dans le cas de HISAM en IMS, la suppression de segments 
ne se traduisant pas par la libération de l'emplacement 
occupé, il est nécessaire de prévoir des espaces supplé-
mentaires pour accueillir les nouveaux enregistrements 
si l'on veut éviter de trop fréquentes réorganisations. 
Une étude comparative entre d'une part les emplacements 
nécessaires à la réalisation des chemins d'accès à l'ai-
de de l'inversion et de l'indexation et d'autre part le 
rapport entre les données brutes et les informations 
exigées pour la réalisation des accès est présentée en 
(9.IB]. 
c) Mise à jour 
Les opérations de mise à jour consistent d'une part à 
effectuer des contrôles de validation et d'autre part 
à réaliser la modification, la suppression ou l'inser-
tion d'un enregistrement donné. 
Pour des raisons d'efficacité, comme nous l'avons expo-
sé au point a) de ce chapitre, il est résonnable de rein-
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troduirs de la redondance au niveau des données primaires, 
ce qui pose des problèmes pour la mise à jour. Il est 
souvent nécessaire de prévoir des procédures spéciales 
afin de respecter 1'intégrité de la banque de données. 
La structure d'enregistrement physique ainsi que le 
choix effectué dans la réalisation des chemins d'accès 
doivent être confrontés aux contraintes résultant des 
opérations de mise à jour. L'accès exigé pour effectuer 
une telle opération a été pris en considération dans la 
matrice des requêtes. L'objectif de l'analyse vise surtout 
à étudier la structure physique en considérant : 
- le temps de positionnement supplémentaire consé-
cutif à une mise à jour, par exemple l'enregis-
trement dans une zone de débordement (HISAM), 
le traitement de collisions ou dans le cas d'en-
registrements de longueurs variables le dépla-
cement dans un autre bloc [dans le cas de 
Adabas, un choix adéquat de l'emplacement réservé 
dans chaque bloc permet de minimiser cet effet) ; 
- la mise à jour des chemins d'accès qui, selon 
leur configuration, exige du temps de traitement 
supplémentaire (pointeurs, tables d'adresse) ; 
- le temps supplémentaire que peut exiger 1'exé-
cution d'une requête, une mise à jour provoquant, 
lors de l'insertion d'un segment ou "record", 
une plus grande dispersion des données ; 
- des réorganisations peuvent s'avérer nécessaires 
pour des raisons de performance (diminuer les 
débordements, améliorer l'accès) ou pour libérer 
des emplacements mémoires. Les réorganisations 
doivent être limitées quant à leur nombre et il 
peut s'avérer nécessaire de renoncer à certains 
chemins d'accès ou de les réaliser sous une 
autre forme ; 
- les problèmes liés à la redondance de données 
primaires ; 
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- le respect des contraintes d'intégrité, car la 
façon d'exécuter les opérations de mise à jour 
peut violer ces contraintes et les SGBD considé-
rés ne prévoient pas de procédures de contrôle 
suffisantes. 
Les résultats de cette analyse impliqueront très souvent 
des modifications du modèle de données décrit avec le 
DDL du SGBD considéré, le critère déterminant étant le 
taux de modification des données, paramètre déterminé 
lors de la description des chemins d'accès logiques 
(chapitre B). 
Une fois le modèle optimal obtenu, par cette approche 
itérative, qui peut être complétée par des tests à 
partir du modèle réduit créé lors de la phase du choix 
du SGBD, celui-ci devra être décrit selon la syntaxe 
du DDL. Dans le cas de IfIS et de IDPIS, une telle des-
cription implique la définition de paramètres d'im-
plantation physique. Dans le cas de Adabas, ces para-
mètres sont à générer séparément. 
Remarque : Lors de l ''analyse des besoins en -information 
(chapitres Q.I3 8.4 et 8.S)3 nous avons insisté 
sur la distinction entre informations de contrô-
le ou destinées à la prise de décision. Pour ce 
second type d'information on constate que les 
SGBD existants sont relativement mal adaptés^ car 
ils n'offrent pas une souplesse d'accès suffisante 
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9.3.2. Definition des paramètres d'implantation physique 
ConformémGnt aux principes de la méthode proposée, ces 
paramètres ne devraient pas intervenir au niveau de la 
description de la structure logique [ce principe est 
respecté dans le cas du système Adabas). 
Un des paramètres à déterminer est la longueur de l'en-
registrement physique (IMS = blocs OSAM et ISAM, 
IDMS = Page size] qui dépend de la longueur des segments, 
du nombre d'occurrences moyen par type de segments 
appartenant au secteur considéré (IMS = physical data 
base, IMS = Area), de contraintes de performance et du 
type de support. 
L'allocation sur les supports disques se fera en fonction 
des fréquences d'accès aux différents secteurs de façon 
à minimiser le temps de* positionnement des têtes de 
lecture-écriture. 
L'emplacement nécessaire, en nombre de blocs ou pages, à 
l'enregistrement d'un secteur donné est fonction 
- de la méthode d'enregistrement 
- de l'allocation ou non des emplacements libérés 
- de la croissance du volume des données 
- de l'utilisation de zones de débordement. 
Le choix de la méthode d'organisation, comme nous l'avons 
signalé au cours du chapitre 9.3.1.2, dépend des accès 
aux enregistrements concernés. Dans le cas de Adabas, la 
structure physique est dictée par les SGBD (organisation 
directe relative, bloc de longueur fixe). 
L'intervention de ces paramètres au niveau de la descrip-
tion de la banque de données est spécifique au SGBD utili-
sé. 
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9.4. CONCEPTION DU SYSTEME DE COMMUNICATION 
Ls mode d'utilisation, simultané ou séquentiel, le type 
d'opérations à exécuter, les contraintes de sécurité et 
d'intégrité, ainsi que les procédures de protection dont 
dispose le SGBD, influencent directement les mesures è 
prendre lors de la conception du système de communication. 
Les critères déterminants sont: 
- le degré de protection 
- les pertes de performance résultant de l'exécution 
des opérations de contrôle 
- les emplacements mémoires supplémentaires. 
Les problèmes d'intégrité et de sécurité qui en découlent 
ont été décrits au cours du chapitre 7. Les mesures à 
prendre dépendent également des contraintes déterminées 
lors de la phase d'élaboration des chemins d'accès logi-
ques (chapitre Ö). 
La première opération.consiste à synchroniser le SGBD et 
le moniteur de télétraitement [si celui-ci n'est pas inté-
gré au SGBD, comme c'est le cas pour IDMS et Adabas). 
Cette synchronisation impliquera: 
- les mesures nécessaires à une reprise en cas de 
destruction de la consistence de la banque de 
données (journalisation, point de reprise 
synchronisé] 
- le contrôle des droits d'accès. 
Selon les possibilités respectives des deux systèmes et 
les critères formulés ci-dessus, une adaptation des pro-
grammes d'application et/ou de la structure de la banque 
de données peut s'avérer judicieuse. Elle peut se tradui-
re par 
la création de programmes d'application (transac-
tion) en fonction des données à traiter et des 
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contraintes de confidentialité et l'adaptation 
de' la structure logique en conséquence. Par exem-
ple, dans le cas d'une application de gestion du 
personnel, lire et modifier les adresses seront 
des opérations exécutées par un programme diffé-
rent de celui de la mise à jour du salaire, les 
informations relatives au salaire étant enregis-
trées dans une autre entité 
- la création d'un fichier intermédiaire afin de 
réaliser les mises à jour en différé et par lot 
- des mesures organisationnelles à prendre au niveau 
de l'exécution des tâches par les utilisateurs 
lorsque les reprises ne sont possibles qu'à par-
tir d'un point fixe. 
Une autre décision a prendre est la stratégie à adopter 
face aux problèmes de la mise à jour simultanée et du 
phénomène d'interblocage qui peut en résulter. Les solu-
tions dépendent des mécanismes mis à disposition par le 
SGBD et, comme nous l'avons signalé au cours du chapitre 
7.1.2, le problème est loin d'être résolu. Enumérans les 
stratégies possibles en fonction de ces limites: 
- ignorer le phénomène en ne bloquant pas les 
ressources concernées par une opération de mise 
à jour,les risques découlant de cette stratégie 
pouvant être centrés par des mesures au niveau 
de l'organisation [par exemple allouer les abon-
nés à gérer par opérateur, mises à jour indirec-
tes et traitées par lot à l'extérieur des heures 
de bureaux) 
- détecter le phénomène en indiquant à l'utilisa-
teur que les ressources demandées sont bloquées 
et le prier de répéter sa requête tout en libé-
rant les ressources qu'il aurait preemptées. 
Cette solution est plus simple que celle à adop-
ter dans le cas des traitements par lot et qui 
consiste à répéter Cboucle) la requête un nombre 
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de fois déterminé et en cas d'insuccès de provo-
quer une interruption de programme suivie du lan-
cement d'une procédure de reprise automatique ou 
de libérer les ressources bloquées tout en proto-
colant les clés primaires des ressources concer-
nées puis de continuer le traitement. 
Quant aux droits d'accès, ils ne se définissent qu'en 
fonction de' champs donnés et d'opérations de manipula-
tion. Des conditions relatives à des plages de valeur 
doivent être contrôlées par des procédures à programmer, 
à moins que l'on utilise le SGBD Socrate. 
La vérification du respect des contraintes d'intégrité 
par les programmes d'application est une tâche importante 
dont la responsabilité incombe à l'administrateur de la 
banque des données. 
9.5. PROBLEMES SPECIFIQUES LIES A LA PROGRAMMATION 
Il est généralement admis dans un environnement banque de 
données que les programmes d'application considèrent les 
données non en tant qu'enregistrement physique, mais en 
terme d'ensemble logique partiel. Seul ce sous-ensemble 
est mis à la disposition du programme. On parle dans ce 
cas de l'indépendance des programmes, c'est-à-dire qu'ils 
ne doivent pas être modifiés lorsque les paramètres d'im-
plantation physique changent. 
Une place importante est occupée dans les programmes par 
les procédures de contrôles des contraintes d'intégrité, 
les SGBD considérés ne prévoyant aucun mécanisme appro-
prié (9.19). 
La distinction principale entre les différents systèmes 
(9.2G) résulte du degré d'indépendance des programmes, 
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notion pour laquelle il existe plusieurs interprétations: 
a) L'indépendance physique. 
b) L'indépendance par rapport aux modifications de 
structure. Dans le cas de IDfIS et de IHS, les 
évolutions qui n'ont pas d'influences sur les 
programmes d'application sont limitées, car le 
modèle de données décrit explicitement les asso-
ciations entre relations (segment ou record) et 
les chemins d'accès. Il n'est possible d'ajouter 
un champ à un segment ou un nouveau dépendant 
que si les réserves nécessaires ont été prévues. 
Par contre, une modification des chemins d'accès 
ou un transfert de champs d'un segment à un au-
tre implique forcément une modification des pro-
grammes concernés. 
A titre de comparaison, le système Adabas offre 
la possibilité d'ajouter et de supprimer des 
champs à une relation ainsi que des chemins d'ac-
cès [descripteurs, couplage et découplage entre 
relations) à l'aide de programmes utilitaires 
sans modifier les programmes et sans exiger de 
réorganisation. De nouvelles requêtes utilisant 
des opérateurs booléens se référant à des champs 
descripteurs déjà existants peuvent se formuler 
sans impliquer au préalable une modification de 
structure. 
c) L'indépendance par rapport aux chemins d'accès, 
degré d'indépendance le plus élevé, n'implique 
aucune connaissance de la structure physique lors 
de la définition d'une requête. Seuls les consti-
tuants et les relations doivent être connus. 
Quels sont les facteurs qui déterminent cette notion 
d'indépendance ? 
- le modèle de données au niveau logique ne doit 
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contenir aucun critère d'implantation physique, 
ni de descriptions des chemins d'accès (ce n'est 
pas le cas pour IDNS et IMS) 
- le langage de manipulation implique-t-il un trai-
tement enregistrement par enregistrement en sui-
vant un chemin d'accès à définir par le program-
meur (langage procédural). Le langage DL/1 de IMS 
et celui de IDMS sont de ce type. Les langages de 
manipulation relationnels (celui de Adabas en est 
une application restreinte, le choix des chemins 
d'accès se limitant aux accès par descripteur) ne 
nécessitent aucune connaissance de la structure 
physique et les chemins d'accès sont choisis par 
le système lui-même. Les données satisfaisant à 
la requête peuvent être appelées dans la zone de 
travail par le programme et il n'est pas nécessai-
re de prévoir une procédure d'accès spécifique. 
Dans le cas de Adabas, les numéros internes des 
relations répondant à la requête sont transférés 
dans la zone de travail, le programme peut ensui-
te demander les informations en vue des traite-
ments prévus. 
- Dans le cas des systèmes IDMS et IMS, la manipula-
tion des données exigent de connaître à chaque 
instant la position courante sur le chemin d'accès 
(currency indicator) et les caractéristiques de 
ce chemin (sort by .... ascending, etc), d'où une 
dépendance accrue. 
L'impact du degré d'indépendance au niveau de la programma-
tion se traduit entre autre 
- dans la structure des programmes - le programmeur 
"navigue-t-il" d'occurence en occurence ou non ? 
- par un effort de programmation qui décroît rapi-
dement plus le degré d'indépendance est élevé, car 
il y a moins de possibilités de faire des erreurs -
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les manipulations sont plus simples à programmer 
et la découverte d'erreurs de programmation, ainsi 
que l'exécution des tests sont plus rapides 
- l'effort au niveau de la formation varie dans le 
même sens 
- l'accès è la banque de données ne pourra s'ouvrir 
à dés utilisateurs non spécialisés (utilisateur 
occasionnel) que si le degré d'indépendance est 
très élevé, ceux-ci ne disposant en aucun cas des 
connaissances techniques suffisantes 
- l'introduction de primitives de manipulation de 
données plus puissantes que celles des langages 
hôtes (Cobol, PL/1) permettant de traiter des 
structures indépendamment de la structure physi-
que se traduit par la diminution du nombre de 
procédures de tri. 
La mise au point des programmes peut être facilitée si le 
programmeur dispose d'un outil permettant l'analyse des 
anomalies. Par exemple, le passage des programmes par un 
pré-compilateur (DML-Processor de IDMS) indiquera aux pro-
grammeurs les erreurs de manipulation. 
L'existence d'utilitaires de chargement simplifiera la 
création d'une banque de données test et évitera de provo-
quer des efforts de programmation supplémentaires. De 
même, l'existence d'un langage-d'interrogation interactif 
ou d'un simulateur offrant la possibilité de visualiser le 
transfert des instructions et des données entre le pro-
gramme et le SGBD permettra une découverte très rapide des 
anomalies. 
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CHAPITRE 10 
IMPLANTATION ET EXPLOITATION 
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10.1. CHARGEMENT INITIAL DE LA BANQUE DE DONNEES 
Lorsque le fonctionnement du système informatique de 
gestion et des règles gouvernant l'exécution des tâches 
auront été vérifiés en étroite collaboration avec les 
utilisateurs, on pourra réaliser le chargement initial 
de la banque de données. 
La créati-on de l'état initial nécessite des données pro-
venant 
- de fichiers classiques existants 
- de fichiers gérés par un SGBD 
- d'une saisie spécialement prévue . 
Cette opération et le coût qui en découle dépendent des 
possibilités offertes par IeSGBD. 
a) Utilitaires de chargement 
La solution idéale est obtenue si le SGBD fournit un en-
semble d'utilitaires permettant d'effectuer cette opéra-
tion de chargement. Les paramètres suivants sont à pren-
dre en compte: 
- description du fichier en entrée 
- description de la structure physique 
- contrôle de validation des données 
- conversion de données 
- règles de projection 
- procédures de chargement. 
Dans le cas des SGBD retenus dans notre étude, seul le 
système Adabas offre de telles facilités. Une seule res-
triction est la correspondance entre la structure du fi-
chier en entrée et celle de la structure logique de la 
banque de données. Le système vérifie la longueur et le 
format des données. Ce contrôle peut se compléter par 
l'utilisation du "user exit" qui peut également servir 
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à la conversion des données. 
Un modèle de conversion plus complet est présenté en (10.1) 
et illustré par la figure 10,1. Il comprend un langage de 
définition des fichiers en entrée et en sortie, ainsi 
qu'un langage de conversion permettant de décrire les dif-
férentes règles de conversion et les contrôles de valida-
tion. L'avantage du modèle réside dans sa flexibilité, 
un ou plusieurs fichiers tant en entrée qu'en sortie, et 
dans l'existence d'un langage non procédural. Mais l'exé-
cution du chargement de la banque de données n'est pas 
résolu et exigera la confection de programmes de charge-
ment spécifiques. 
b) Réaliser des programmes de chargement 
Si aucun utilitaire n'est à disposition, l'écriture de 
programmes spécifiques s'avère nécessaire. L'effort à four-
nir en codifications, compilations et vérifications de 
fonctionnement est relativement élevé et varie selon les 
SGBD. 
Pour ins, les données en entrée doivent se présenter sous 
forme hiérarchique et, dans le cas de HSAM, HISAM et HIDAM, 
elles doivent être triées selon la clé primaire du seg-
ment racine. Comme dans le cas de IDMS, le segment père 
se charge en premier. 
Dans le cas de Adabas, l'enregistrement des données 
s'effectuera selon l'ordre logique du descripteur [clé 
primaire ou secondaire) le plus utilisé lors de traite-
ments séquentiels logiques. 
Un problème dont l'impact augmente en fonction directe du 
volume des données est le temps de traitement exigé par 
les opérations de chargement. Pour éviter des impasses à 
ce niveau, la mise en route échelonnée des applications 
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Fig. 10.1 - Eléments d'un système de conversion 
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s'avère préférable, si cela est possible. Par exemple, 
Adabas possède un utilitaire qui permet le chargement par 
bloc et non par enregistrement, d'où gain sensible de 
temps. D'autre part, l'existence d'utilitaires performants 
dont le but consiste à ajouter des masses de données im-
portantes à des ensembles déjà existants facilite une 
réalisation par étape. Le système Adabas offre de telles 
possibilités. 
En ce qui concerne la conversion de programmes existants, 
les efforts au niveau de la programmation dépendent prin-
cipalement du degré d'indépendance que procure le SGBD et 
de la complexité du langage de manipulation des données. 
10.2. PROBLEMES SPECIFIQUES A L'EXPLOITATION D'UNE 
BANQUE DE DONNEES 
10.2.1. Pilotage des applications 
Le pilotage dépend dans un tel environnement du mode de 
traitement (10.23. La responsabilité du lancement des 
programmes d'application sera si possible déléguée à 
l'utilisateur. Les paramètres relatifs à l'exploitation 
seront enregistrés dans un fichier spécifique mis à jour 
par le gestionnaire. La tâche de l'opérateur du centre de 
calcul se limitera à charger le système et à monter les 
supports. 
Considérons certains problèmes d'exploitation particu-
liers à chaque mode de traitement: 
a) Traitement par lot 
Ce type de traitement se pilote en général sans-problè-
mes particuliers. Le planning d'exploitation s'effectue 
facilement, car il est possible de tenir compte 
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du taux de charge de la machine. D'autre part, le traite-
ment par lot présente les avantages suivants: 
- la reprise en cas d'incidents est plus simple à 
maîtriser 
- il permet d'éviter les problèmes liés au partage 
des ressources 
- il n'altère pas les performances du système inter-
actif, il suffit d'élaborer un horaire de traite-
ment en conséquence. 
L'administrateur de la banque de données édictera, en col-
laboration avec le concepteur, les règles pour la reprise 
en cas d'incidents: 
- journalisation 
- procédure à activer 
- fichiers à utiliser (journal, copie] 
- messages à transmettre 
- destinataires de ces messages 
- nombre de génération des fichiers de sauvegarde à 
archiver. 
b) Traitement trans actionnel 
Dans ce genre de traitement, c'est l'utilisateur qui dé-
clenche l'exploitation des différents programmes en indi-
quant à son terminal les transactions qu'il désire utiliser. 
Le planning se résume donc à fixer les horaires du traite-
ment, tout en évitant les traitements mixtes afin de ne pas 
trop altérer les performances. 
Les mesures à prendre lors d'une interruption dépendent des 
possibilités de reprises offertes par le SGBD et des con-
traintes découlant des applications. Des mesures organisa-
tionnelles au niveau de l'exécution des tâches administra-
tives ne sont pas exclues. 
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G) Traitement conversationnel 
Ce genre de traitement n'est possible que si le SGBD dis-
pose d'un langage d'interrogation facile à apprendre. 
Dans le cas des systèmes que nous considérons dans cette 
étude, seules des interrogations seront autorisées, car 
ces langages n'effectuent aucun contrôle du respect des 
contraintes d'intégrité. 
Les utilisateurs doivent connaître la structure logique 
et les contraintes d'intégrité, entre autre: 
- plages de valeur 
- cardinalité 
- règles de codification. 
Le problème de reprise en cas d'incident ne se pose pas, 
à condition que l'on n'autorise que des interrogations. 
L'utilisateur doit, dès la remise en route du système, 
reformuler la requête interrompue. 
10.2.2. Les activités de l'administrateur de la banque 
de données 
Des études détaillées sur l'activité de l'administrateur 
sont citées en [10.3]. L'envergure des tâches dépend 
du SGBD utilisé. L'administrateur doit, en étroite col-
laboration avec le concepteur du système informatique: 
- participer à l'analyse sémantique 
- déterminer la structure logique 
- définir les.contraintes d'intégrité et de 
sécurité 
- décrire les chemins d'accès logiques 
- adapter la structure logique selon les caracté-
ristiques du SGBD à disposition 
- édicter des standards de programmation 
- conseillers les réalisateurs 
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- former les analystes-programmeurs 
- superviser la réalisation des programmes 
- exécuter la conversion des fichiers 
- vérifier si les vues partielles formulées sont 
conformes à la structure logique 
- déterminer les chemins d'accès physiques 
- édicter les mesures de sécurité en vue de ga-
rantir le bon fonctionnement du système. 
D'autre part, il existe un certain nombre d'activités 
spécifiques à l'implantation et à l'exploitation de la 
banque de données. Nous en étudierons certains aspects 
ci-dessous. 
a) Réaliser l'implantation de la banque de données 
L'administrateur est responsable de la définition des 
paramètres d'implantation que nous avons décrits au cha-
pitre 9.3.2. 
Puisqu'il effectuera le chargement initial, il sera 
chargé, si aucun utilitaire n'existe, d'écrire les pro-
grammes nécessaires à cette opération. De même, il s'oc-
cupera de tout chargement ultérieur, car il doit 
- vérifier si l'emplacement mémoire nécessaire est 
disponible 
- allouer éventuellement de nouveaux espaces 
- si nécessaire effectuer les réorganisations 
- coordonner les activités du système. 
La responsabilité de la définition des paramètres d'ex-
ploitation des différentes applications [job control) 
lui incombe également. 
b) Garantir la sécurité d'exploitation 
Puisqu'en phase d'exploitation, les risques d'incidents 
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ne peuvent être complètement exclus, l'administrateur 
doit rechercher à en minimiser les effets, ce qui impli-
que la réalisation de procédures de 
- prévention 
- détection 
- correction 
d'erreurs qui peuvent survenir en cours d'exploitation. 
1. mesures de prévention 
- prévoir la journalisation des mises à jour 
- fixer les points de reprise 
- édicter des règles d'exécution en cas de reprise, 
tant pour le centre de calcul que pour l'utilisa-
teur 
- planifier le rythme de sauvegardes des fichiers 
- allouer les clés d'accès 
- vérifier le fonctionnement de nouvelles versions 
du SGBD 
- vérifier les interfaces entre système d'exploita-
tion, moniteur de télétraitement et SGBD lors de 
modification 
- synchroniser les logiciels utilisés 
- s'assurer qu'un programme a été vérifié avant de 
donner le feu vert pour l'exploitation 
- surveiller l'évolution des volumes. 
2. détection d'erreurs 
L'interruption anormale du système est signalée par un 
message spécifique, mais le SGBD n'indique pas si l'état 
de la banque de données est consistent ou pas. La dé-
tection des causes d'une interruption et des erreurs 
qui ont pu s'infiltrer est un travail complexe. La réa-
lisation de procédures d'interruption prévoyant l'éla-
boration de "dumps" indiquant la valeur des paramètres 
transmis facilite cette tâche. 
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Dans le cas dss SGBD réalisant les relations entre 
les éléments de la structure logique à l'aide de poin-
teurs, la catégorie-liaison doit être enregistrée 
dans les éléments reliés, afin de pouvoir détecter 
plus facilement des éventuelles erreurs d'enregistre-
ment. Les erreurs de manipulation qui ne se traduisent 
pas par une interruption immédiate du programme sont 
très difficiles à détecter. L'existence d'utilitaires 
de manipulation ou d'un langage d'interrogation facili-
te le contrôle des enregistrements. 
3. correction d'erreurs 
En cas d'interruption due à une erreur de programmes, 
l'administrateur devra décider des mesures à prendre 
et en informer les utilisateurs: 
- mettre en route une procédure de reprise 
- si nécessaire, organiser la correction des 
enregistrements altérés. 
c) Mise à l'épreuve du système 
En phase d'exploitation, le système informatique de ges-
tion est mis quotidiennement à l'épreuve. Seule une uti-
lisation intensive permettra de vérifier si le système 
satisfait aux exigences des utilisateurs. Cette phase 
d'évaluation du fonctionnement du système implique 
l'étude des problèmes suivants: 
- les temps de réponse sont-ils satisfaisants ? 
- le déroulement des procédures administratives 
fonctionne-t-il correctement ? 
- les informations fournies correspondent-elles 
effectivement aux besoins des utilisateurs ? 
- le nouveau système ne provoque-t-il pas de sur-
charges de travail ? 
- les instructions données aux utilisateurs sont-
elles adaptées aux compétences des utilisateurs ? 
- les avantages prévus sont-ils effectifs ? 
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- les temps de traitement correspondent-ils aux 
contraintes fixées ? 
- les taux d'activité divergent-ils de ceux éta-
blis lors de la conception du système ? 
Donner une réponse à ces questions implique l'existence 
de certains outils [tools) permettant à l'administrateur 
de surveiller l'efficacité et le comportement du système, 
Ceux-ci dépendent du SGBD utilisé et en général, ils 
donnent des renseignements sur 
- le nombre de transactions par unité de temps 
- le temps de traitement des programmes 
. durée effective 
. temps machine 
. taux d'utilisation mémoire centrale 
. nombre d'accès physiques par support 
logique [fichier) 
. nombre d'accès par point d'entrée dans un 
fichier (champ inversé) 
. nombre d'accès par type d'opérations 
- le taux de pagination 
- la croissance du volume en emplacement mémoire 
- le taux d'occupation mémoire 
- la fréquence des collisions et longueur des 
chaînes de collision 
- le taux de charge des canaux d'entrée/sortie. 
La mesure des activités d'un tel système est très comple-
xe à réaliser du fait de l'exploitation multi-utilisa-
teur. Les informations obtenues sont de nature statique 
et leur interprétation est relativement difficile [10.4). 
Une amélioration des performances exige une analyse dé-
taillée de la dynamique des utilisations du système. 
L'administrateur analysera entre autre: 
- la fréquence d'exécution des requêtes 
- les chemins d'accès physiques choisis 
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- le profil de ces chemins d'accès 
. longueur 
. distribution des valeurs 
. distribution physique de ses éléments 
sur les supports 
. rapport entre l'envergure du chemin 
suivi et le volume des données du sous-
ensemble concerné 
- l'influence de l'utilisation sur la structure 
d 'enregistrement 
. fréquence des débordements 
. évolution du taux de collision 
. évolution des emplacements libérés mais 
non utilisables 
. fréquence des déplacements d'enregistre-
ments dans le cas d'une structure physique 
de longueur variable 
- la structure des programmes 
- la réalisation des procédures d'accès par les 
programmes d'application. 
L'utilisation de moniteurs hardware ou software donnera 
des informations supplémentaires [10.5). 
Les mesures qui s'imposent en vue d'améliorer les perfor-
mances peuvent se traduire soit par des modifications des 
programmes d'application ou n'exiger aucune adaptation à 
ce niveau. Plus le degré d'indépendance est élevé, moins 
les modifications à apporter aux programmes seront impor-
tantes. Les mesures à prendre peuvent être, par ordre 
croissant des efforts à réaliser, les suivantes: 
- modifier les priorités d'accès 
- modifier la fréquence des réorganisations 
- modifier l'allocation mémoire des fichiers 
- augmenter la dimension de l'espace physique 
- modifier le taux de blocage 
- augmenter la réserve par bloc dans le cas des 
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enregistrements de longueurs variables 
- créer ou supprimer des points d'entrées dans un 
sous-ensemble 
- modifier le type de chaînage 
- modifier les procédures d'accès au niveau des 
programmes d'application 
- modifier la structure logique. 
La durée de cette phase d'adaptation et les efforts néces-
saires dépendent de la qualité de l'analyse de conception, 
des méthodes de travail utilisées, de la qualité du tra-
vail fourni lors de la réalisation, de la complexité et 
de la flexibilité du SGBD utilisé. 
d) Surveiller la stabilité du système 
Une fois la phase d'adaptation terminée, la surveillance 
de l'exploitation du système se résume à 
- suivre l'évolution de la croissance des volumes 
de données 
- surveiller l'évolution des performances 
- effectuer les activités en vue de garantir la 
sécurité d'exploitation 
- évaluer les modifications apportées par les nou-
velles versions du SGBD, vérifier leur fonction-
nement 
- étudier l'évolution technologique 
- revoir et améliorer les standards de programma-
tion et la documentation. 
e) Réaliser les adaptations qu'implique l'évolution du 
système 
Cette activité, point critique de l'utilisation d'un SGBD, 
est très souvent sous-estimée. Les problèmes soulevés 
feront l'objet du chapitre suivant. 
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10.3. EVOLUTIONS DU SYSTEME 
Le problème de l'évolution se pose sous deux angles dif-
férents, le premier étant le résultat d'une action voulue 
et planifiée en conséquence. Comme nous l'avons indiqué au 
cours du chapitre 4, il est judicieux de réaliser de 
grands projets par étapes successives. Dans le cadre de 
notre méthode d'approche, les aspects liés à ce type d'évo-
lution ont été étudiés lors de la phase d'analyse des 
chemins d'accès logiques [chapitre 8] et soulèvent les 
problèmes liés à 
- la conversion de données 
- chargement des nouveaux éléments 
- modifications de structures possibles 
- aux contraintes d'intégrité 
- l'adaptation de programmes existants 
- la rupture de la stabilité du système par 
l'apparition de nouveaux utilisateurs, en 
particulier la dégradation des performances. 
Des mesures adéquates doivent être prises afin de ne pas 
perturber le déroulement des activités des services utili-
sateurs. L'exécution des opérations représentées à la 
figure 10.2 s'effectue plus facilement si des utilitaires 
- de conversion et de chargement [chapitre 10.13 
- de modifications de structure [ceux proposés par 
le système Adabas ou ceux cités en référence 
(10.6)] 
existent. 
Le deuxième aspect de l'évolution est celui provoqué par 
l'apparition de nouveaux besoins. Selon l'ampleur des évo-
lutions, différentes situations peuvent se présenter: 
1. Les nouveaux schémas externes correspondent au 
modèle global 
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10.2 - Evolution de la banque de données 
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Dans un tel cas, il est possible que la structu-
re physique ne permette de satisfaire les nou-
veaux besoins de façon efficace, les chemins 
d'accès nécessaires faisant défaut. Les problè-
mes posés par une telle situation sont diffici-
les à résoudre dans le cas de systèmes dont la 
description des chemins d'accès est explicite au 
niveau du modèle. Le choix des chemins d'accès 
étant codifié au niveau des programmes, des adap-
tations importantes en résultent. 
Dans le cas des systèmes réseau ou hiérarchique, 
de telles modifications sont réalisables avec un 
minimum d'effort lorsque les conditions suivantes 
sont remplies: 
. la place nécessaire pour réaliser les nou-
velles associations a l'aide de pointeurs 
est prévue au niveau des segments considé-
rés (sinon il faut réorganiser) 
. les catégories selon lesquelles les liai-
sons doivent s'effectuer figurent dans la 
partie données des segments ou "record" 
dépendants. 
2. Le modèle de la structure globale doit être 
modifié 
Différentes situations peuvent se présenter: 
. de nouvelles catégories doivent être ajou-
tées à une relation existante. Cette modi-
fication ne pose pas trop de problèmes si 
l'emplacement nécessaire est prévu. Dans le 
cas de Adabas, une telle modification 
s'effectue à l'aide d'un utilitaire qui 
complète la description de la relation con-
cernée, aucun emplacement de réserve et 
aucune réorganisation ne sont nécessaires 
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. de nouvelles entités (segment, "record" ou 
relation) doivent être ajoutées. Dans le 
cas des systèmes 'de type réseau ou hiérar-
chique, cette modification exige des efforts 
relativement élevés, les mêmes que ceux 
découlant de l'extraction de champs d'un 
élément donné (voir ci-dessous] 
. l'extraction de champs d'un élément (segment 
ou "record") existant exige des efforts 
importants en 
.. réorganisation 
.. procédures spécifiques de chargement 
et de réalisation de cette modifica-
tion 
.. modifications du schéma et des sous-
schémas 
.. modifications de programmes existants. 
La réalisation pratique des modifications qu'impliquent 
l'évolution des besoins s'avère dans beaucoup de cas très 
problématique, voire même impossible si l'on considère 
- les temps de réorganisation qui prennent des di-
mensions énormes plus le nombre de liaisons poin-
teurs et le volume des données est important 
- les temps de chargement des nouveaux éléments 
- l'adaptation des programmes d'application que 
cela implique 
- les perturbations dans l'exploitation du système 
existant que provoque l'implantation de ces 
modifications. 
En fonction des problèmes que posent l'évolution d'un sys-
tème, il est primordial de les évaluer avec soin déjà au 
cours de la phase de conception (chapitre 6 et 8), lors 
du choix du SGBD (chapitre 9.1) et de la réalisation phy-
sique (chapitres 9.2 et suivants). 
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L'objectif de notre étude consistait à proposer une 
méthode d'approche pour la conception d'une banque de 
données dans le cadre d'un système informatique de 
gestion. 
D'abord, nous avons démontré la nécessité de disposer 
d'une méthode 
- évolutive 
- intégrante et non partielle 
- indépendante d'un SGBD donné 
- exhaustive, englobant tous les critères è 
prendre en considération, 
afin que le concepteur dispose d'un schéma d'approche 
le guidant tout au long du cycle de développement. 
Notre première préoccupation a été de déterminer les 
critères nécessaires à la conception d'un système 
d'information [chapitre 2). 
Sur la base d'une analyse critique des méthodes d'appro-
che existantes et des expériences vécues, nous avons 
été amenés à proposer une méthode d'approche descendante 
composée de phases successives (chapitres 3 et 4). 
Nous avons ensuite insisté sur la nécessité de modé-
liser le système de gestion et proposé une solution 
ayant fait ses preuves dans la pratique. Seuls les 
critères principaux ont été abordés. L'étude ne s'est 
pas concentrée sur la construction de modèles mais 
plutôt sur les relations existant entre un modèle global 
et la conception d'une banque de données [chapitre 5). 
Quant à la méthode d'approche proposée en vue de la 
conception d'une banque de données, nous avons démontré 
qu'elle satisfait aux objectifs fixés: 
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- lsB phases de la méthode n'impliquent pas la 
résolution de phases ultérieures 
- les aspects logiques sont étudiés indépendam-
ment des critères physiques du SGBD 
- l'analyse sémantique est une condition impéra-
tive à toute conception 
- les relations entre les éléments de la struc-
ture des données sont étudiées sous tous leurs 
aspects et indépendamment d'un SGBD quelconque 
- la méthode de description paramétrique des 
applications (requêtes) implique l'analyse des 
critères conditionnant 
. le fonctionnement du système 
. la réalisation des objectifs fixés 
pour les applications 
.. performance 
.. coûts 
.. fiabilité 
.. flexibilité 
.. besoins en information 
- les problèmes relatifs à la réalisation physique 
sont analysés et la méthode permet l'utilisation 
de n'importe quel SGBD 
- la mise en place de la banque des données, ainsi 
que les problèmes spécifiques à l'exploitation 
n'ont pas été négligés 
- les outils d'aide à la conception proposés sont 
simples à utiliser et n'impliquent pas l'existence 
de logiciels spécifiques et coûteux. 
souci majeur qui nous a guidé dans notre travail peut 
résumer par la nécessité de mettre en place une méthode 
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d'approche présentant un haut niveau de: 
- cohérence 
- indépendance 
- flexibilité 
- practicability 
- adaptabilité 
- intégralité. 
Au-delà des résultats présentés et des idées émises 
dans cette étude, nous pensons que certains approfondis-
sements mériteraient d'être réalisés, entre autre: 
- développer à chaque phase du cycle de développe-
ment des outils automatisés en tant qu'aide à la 
conception, si possible interactif. Certains 
travaux ont déjà été réalisés dans cette optique 
ou sont en cours de développement 
- prévoir des possibilités de générer à chaque 
étape les modules composant le système d'infor-
mation 
. modèles de données 
. fonctions de traitement 
- créer un langage de composition capable d'assem-
bler les éléments nécessaires en vue de la mise 
en route des applications, ce qui permettrait de 
réduire les efforts au niveau de la programmation 
- le problème relatif à la répartition des données 
sur différents sites est posé, car la décentrali-
sation des capacités informatiques est devenue 
une réalité et prendra encore à l'avenir de 
1'importance 
- des SGBD modulaires mieux adaptés aux besoins 
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particuliers des utilisateurs devront encore 
être crées, entre autre pour répondre aux exigen-
ces de la décentralisation 
- le dynamisme des applications de gestion, bête 
noire du concepteur, devrait pouvoir être étudié 
à l'aide d'outils automatisés d'analyse des che-
mins d'accès, ceux-ci devant être capables de 
mesurer l'impact de l'évolution des besoins sur 
la structure du système 
- enfin, les problèmes relatifs à la documentation 
gagnent en importance, du fait de la complexité 
et des interdépendances entre les éléments compo-
sant un système. Ceux-ci exigent aujourd'hui un 
effort considérable et la mise à jour n'est pas 
toujours garantie. Des outils spécifiques seraient 
è prévoir. 
Cette enumeration n'est certes pas exhaustive, mais nous 
pensons que des développements en ces domaines sont 
souhaitables, afin de faciliter la maîtrise des problè-
mes posés aux différentes étapes du cycle de vie d'un 
système informatique de gestion. Les difficultés à sur-
monter dans cette "aventure" sont encore importantes, 
mais nous espérons que les recherches en cours permettront 
d'aboutir à des outils opérationnels. Une coopération 
industrie-université serait souhaitable et nous ne pou-
vons qu'encourager toute tentative dans ce but. 
A N N E X E S 
LISTES DES ACTIVITÉS DES DIFFÉRENTES PHASES 
DU CYCLE DE DÉVELOPPEMENT 
D'UN SYSTÈME INFORMATIQUE DE GESTION 
A-I 
1. METHODE D'APPROCHE POUR LA MODELISATION D'UN SYSTEME 
DE GESTION 
1.1. Objectifs 
1.1.1. Ana}^se_gr|alab]e 
- analyser les informations de base sur 
1'entreprise 
- interview des-dirigeants concernés 
- analyser la situation dans les diffé-
rents secteurs 
- analyser les plans existants. 
1.1.2. Fixer_les_gbjeçtifs 
- définir les -secteurs concernés 
- objectifs des systèmes informatiques 
. qualitatifs 
. quantitatifs 
- moyens è dispositions 
- investissements possibles. 
1.2. Conception du modèle global 
- analyser l'état du système de traite-
ment des informations 
- analyser les activités principales 
- fixer les priorités pour la suite de 
l'analyse 
- analyser les interdépendances entre ac-
tivités 
- détecter les points faibles 
- élaborer un premier modèle 
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- étudier des systèmes semblables dans 
des entreprises du même secteur 
- déterminer les contraintes 
- élaborer définitivement le modèle global 
- décision quant à la suite des études de 
développement. 
Conception des modèles par sous-systèmes 
- analyser le modèle global 
- concrétiser les objectifs et activités 
du sous-système 
- concrétiser les besoins en information 
- concrétiser les procédures de traitement 
- déterminer les contraintes 
- concrétiser les faiblesses du système 
actuel 
- concrétiser les interrelations entre 
centre d'activités 
- analyser les contraintes socio-psycho-
logiques 
- concevoir le modèle 
- conséquence pour la gestion des données 
- conséquences matériels/logiciels 
- conception globale de solutions alterna-
tives 
- structure des fonctions principales du 
système 
- opportunité des solutions proposées 
- élaborer des dossiers pour la prise de 
décision. 
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1.4. Prise de décision 
- comparer les solutions aux objectifs 
fixés 
- évaluer les avantages respectifs 
- évaluer les conséquences économiques de 
chaque alternative sur l'entreprise 
- évaluer les objectifs économiques 
- problèmes du financement 
- fixer les priorités quant à la suite 
des études de développement 
- choisir une solution. 
2. METHODE D'APPROCHE POUR LA CONCEPTION D'UNE APPLICA-
TION 
2.1. Conception logique du système 
2.1.1. Etudier_le_nigd|le 
- analyser les éléments 
- étudier les influences sur le déroule-
ment de la phase 
- compléter les imprécisions. 
2.1.2. Déterminer_les_exigences_du_systëme 
- compléter la description des activités 
- déterminer les exigences de fonctionne-
ment 
- déterminer les besoins en informations 
- destination/source des informations 
- distinguer les besoins subjectifs et 
objectifs 
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- déterminer le volume et la fréquence 
des besoins 
- déterminer les contraintes temporelles 
et de performance 
- évaluer les besoins en information 
- déterminer la logique des processus 
de traitement 
- déterminer les contraintes de confiden-
tialité et de sécurité 
- déterminer les contraintes de révision 
- déterminer l'influence sur l'organisa-
tion 
- préciser les données en sortie 
- déduire les données en entrée 
- étudier les problèmes de saisie de 
données. 
2.1.3. Conception_globale_du_systèrne 
- étudier le software d'exploitation 
- étudier le software d'application 
- choix du software 
- étude du hardware 
- choix du hardware 
- choix du mode de traitement' 
- établir la structure du système 
- définir les algorithmes de traitement 
- respect des contraintes de performance 
- respect des contraintes d'intégrité et 
de sécurité 
- fixer le flux des données. 
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2.1.4. Plan_de_réalisatign 
- planifier la réalisation du système 
- planifier l'implantation 
- établir une analyse des coûts/valeurs. 
2.1.5. PìTl§§_de_déci si on 
- étudier les objectifs 
- étudier les propositions 
- décider. 
2.2. Conception physique du système 
2.2.1. Ana]yse_du_niodèle conceptuel 
- analyser les modules 
- étudier l'influence sur la suite de la 
conception 
- compléter les résultats de l'étape pré-
cédente. 
2.2.2. Struçture_des_grogrammes 
- respecter la restriction du hardware 
et du software 
- fixer la structure définitive des pro-
grammes 
- formuler des procédures de traitement 
- fixer le déroulement des traitements 
- fixer les contrôles de validité 
- fixer les procédures de traitement des 
erreurs 
- fixer les contrôles de fonctionnement. 
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2.2.3. Déterminer^le^chemin^ph^sigue^d^accès 
- consulter l'acheminement de la base de 
données 
- fixer les chemins d'accès 
- respecter les contraintes de perfor-
mances 
- déterminer la vue de l'utilisateur 
- fixer les commandes d'accès-
2.2.4. Çonçegtign_des_entréGS/sçrties 
- déterminer le type de traitement 
- fixer les contraintes de classement 
- décrire la logique des procédures de 
traitements des sorties 
~ déterminer les clés 
- concevoir les supports en sortie 
- concevoir les supports en entrée. 
2.2.5. Çgntraintes_d^intégr2t|_§t_de_çonfiden 
- contraintes d'intégrité 
- mesures de sécurité 
- mesures garantissant l'exploitation 
- fixer le système de confidentialité. 
2.2.6. |2§borer_ 1 e_dossi§r_de_nrogranTmati on 
- rassembler les informations 
- décrire la structure du programme 
- décrire les procédures de traitement 
des modules 
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- fixer lss procédures de test. 
3. METHODE D'APPROCHE POUR LA CONCEPTION D'UNE BANQUE DE 
DONNEES 
3 . 1 . Analyse sémantique 
3.1.1. Detenniner_les_besoins_en_information 
- analyser le modèle 
- compléter les imprécisions 
- préparer l'approche pour déterminer 
les besoins en information 
- déterminer les besoins en information 
- établir une matrice des besoins en in-
formation. 
3.1.2. Analyse_s|mantigue_des_dgnn|es 
- analyser la matrice et déterminer les 
catégories 
- déterminer les relations entre caté-
gories 
- établir un graphe logique 
- éliminer les incohérences et redon-
dances 
- vérifier si le modèle représente bien 
la vue du monde réel concerné 
- déterminer les fonctions d'accès et les 
paramètres d'existence 
- description du graphe. 
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3.2. Conception de Ia structure logique 
3.2.1. L§s_çontraintes_d^integri té 
- analyser le graphs logique 
- déterminer les contraintes d'intégrité 
en fonction des manipulations de 
données possibles 
- décrire les contraintes. 
3.2.2. !;es_çgntraintes_de_çonfi denti ali té 
- classer les utilisateurs 
- déterminer les données accessibles 
par utilisateur 
- déterminer les opérations de manipula-
tion exécutables par utilisateur 
- décrire les contraintes. 
3.2.3. itablir_la_struçture_lçgigue 
- analyser les relations entre catégories 
- effectuer des regroupements 
- déterminer les identificateurs de 
liaison 
- établir le modèle de la structure 
logique. 
3.3. Chemins d'accès logiques 
3 . 3 . 1 . DÉte™iner_2es_garamëtres 
- recenser les requêtes 
- sous-ensemble de la structure concernée 
- fréquence d'utilisation 
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- opérations de mise à jour 
- fixer les bornes des chemins d'accès 
logiques 
- contraintes de performance 
- critères d'ordre 
- type de traitement 
- nature des données 
- rapport coût/valeur 
- évaluer l'importance des requêtes. 
3.3.2. Décrire_les_chemins_d^acçès_]ogigues 
- étudier les processus de traitement 
- établir la matrice des requêtes 
- respecter les paramètres d'existence 
- compléter, si nécessaire, la structure 
logique. 
3.3.3. 0gtimaliser_]e_mgdè2e 
- analyser la matrice des requêtes 
- comparer les fréquences d*utilisâtion 
- migration de l'ancien vers le nouveau 
système 
- dynamisme du système de gestion 
- vérifier les contraintes d'intégrité 
- élaborer le modèle optimal. 
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3.4. Les chemins d'accès physiques 
3.4.1. Çhoix_du_SGB0 
- déterminer les critères d'évaluation 
- fixer les objectifs en fonction des 
applications 
- lancer un appel d'offre 
- étudier les SGBD à disposition 
- présélection 
- établir une structure de préférence 
- évaluer les SGBD présélectionnés 
- choix 
- établir une liste des caractéristiques 
du SGBD choisi ou à réaliser. 
3.4.2. Modè]e_g}obal 
- passage de la structure logique au mo-
dèle selon DDL du SGBD 
- analyser les chemins d'accès logiques 
- étudier le tableau descriptif de la 
structure logique 
- respecter les contraintes relatives au 
DDL 
- prendre en considération le problème du 
passage de l'ancien vers le nouveau 
système 
- réaliser les associations entre caté-
gories. 
3.4.3. Bt§ll§§£ion_des_çhemins_d^aççës 
- analyser les chemins d'accès logiques 
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- étudier les possibilités de réalisa-
tion physique 
- étudier les contraintes matériel et 
logiciel (hardware et software) 
- définir la réalisation physique des 
associations entre catégories 
- vérifier les contraintes de perfor-
mance 
- modifier le modèle 
- étudier les problèmes liés à la mise 
à jour 
- vérifier le respect des contraintes 
d'intégrité 
- améliorer l'occupation mémoire 
- analyser les répercussions de l'optima-
lisation sur les applications 
- déterminer le mode d'accès 
- déterminer les répercussions pour la 
programmation. 
3.4.4. Défi nir_!es_paramètres_cT impiantati on 
- déterminer le volume d'un enregistre-
ment 
- déterminer les secteurs 
- allocation des types d'enregistrement 
aux secteurs 
- allocation sur les supports physiques 
- définir les zones de débordement. 
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3.4.5. R§ali§3t2on_du_système_de_co™ 
- étudier les mécanismes de sécurité du 
moniteur de télétraitement 
- réaliser un interface moniteur de télé-
traitement -+ SGBD 
- réaliser le système de sécurité 
- déterminer les répercussions au niveau 
de la programmation des applications 
- déterminer les répercussions au niveau 
de l'organisation du travail. 
3.4.6. Programmation 
- écrire des modules spécifiques à cer-
taines manipulations de la B.D. 
(contrôle d'intégrité, statistiques, 
etc] 
- vérifier le respect des contraintes 
d'intégrité dans les programmes d'ap-
plication 
- conseiller les programmeurs d'appli-
cation 
- prévoir le processus de vérification 
des programmes 
- mettre à disposition les éléments né-
cessaires à la réalisation de ces 
vérifications 
- générer les utilitaires nécessaires 
- préparer les procédures de commande 
d'exécution ("Job Control"). 
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3.4.7. pianifier_i§_phase_suivante 
- capacité nécessaire 
- matériel à mettre à disposition 
- logiciel spécifique à créer 
- déroulement de la phase. 
3.5. Implantation 
3.5.1. Testerai ^ integration_des_apglications 
- préparer le test 
- exécuter le test 
- vérifier les résultats 
- effectuer les corrections nécessaires. 
3.5.2. Pilotage_des_apgliçations 
- fixer les procédures d'exécution 
- déterminer le planning de l'exécution 
des mesures de sécurité 
- fixer le déroulement des procédures 
d'archivage 
- édicter les règles à suivre au niveau 
de l'exploitation en cas de reprise 
- élaborer le dossier d'exploitation 
- instruire les opérateurs. 
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4. EXPLOITATION DU SYSTEME INFORMATIQUE DE GESTION 
4.1. Plan des opérations 
- besoins des utilisateurs 
- restrictions Hardware-Software 
- temps de traitements nécessaire 
- mesures préventives de fonctionnement 
- opérations exigées pour des raisons de 
sécurité 
- planifier les réorganisations phy-
siques 
- établir plan de charge. 
4.2. Exécution 
- préparer les supports de données né-
cessaires 
- préparer l'ordre d'exécution 
- distribuer les supports de données en 
sortie aux utilisateurs 
- remettre supports dans l'archive 
- exécuter les mesures de sécurité 
- exécuter les réorganisations physiques 
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4.3. Evaluation de performance 
- contrôler le taux de charge du système 
- contrôler performance des applications 
(tuning) 
- contrôler performance du système 
[monitoring] 
- déclencher les mesures adéquates 
- effectuer les modifications nécessaires 
- contrôler l'efficacité des modifica-
tions. 
4.4. Réorganisation logique 
- modifier la structure logique 
- adapter les programmes 
- préparer les algorithmes de transfor-
mation de la base existante 
- étudier le problème de la portabilité 
' des copies de 1'ancienne base 
- exécuter la réorganisation. 
I 
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