The study of iterations of functions over a finite field and the corresponding functional graphs is a growing area of research with connections to cryptography. The behaviour of such iterations is frequently approximated by what is know as the Brent-Pollard heuristic, where one treats functions as random mappings. We aim at understanding this heuristic and focus on the expected rho length of a node of the functional graph of a polynomial over a finite field. Since the distribution of indegrees (preimage sizes) of a class of functions appears to play a central role in its average rho length, we survey the known results for polynomials over finite fields giving new proofs and improving one of the cases for quartic polynomials. We discuss the effectiveness of the heuristic for many classes of polynomials by comparing our experimental results with the known estimates for random mapping models defined by different restrictions on their distribution of indegrees. We prove that the distribution of indegrees of general polynomials and mappings have similar asymptotic properties, including the same asymptotic average coalescence. The combination of these results and our experiments suggests that these polynomials behave like random mappings, extending a heuristic that was known only for degree 2. We show numerically that the behaviour of Chebyshev polynomials of degree d ≥ 2 over finite fields present a sharp contrast when compared to other polynomials in their respective classes.
Introduction
Let p be an odd prime and f be a polynomial of degree d ≥ 2 over F p . We define its functional graph as the directed graph G = (V, E) such that V = [p] = {0, . . . , p − 1} and E = {(x, f (x)), x ∈ F p }, where F p is represented as {0, . . . , p − 1}. It is easily seen that the connected components of this digraph are cycles of non-plane trees. The study of iterations of such polynomials and the parameters defined over the corresponding functional graphs is a growing area of research, in part due to some applications in cryptography. Properties of functional graphs of polynomials over finite fields are related to chains of primes [41] and pseudo-random bit generators [8] , but the most interesting application is perhaps the factorization of integers. One may consider the Lucas-Lehmer test and Pepin's test for the factorization of Mersenne and Fermat numbers, respectively [25, 27] . These are based on the iterations of quadratic polynomials, namely the ones of f (x) = x 2 − 2 and f (x) = x 2 . For the factorization of any integer n, Pollard [33] considers a quadratic polynomial f (x) = x 2 + a and the sequence (x k ) k≥0 defined by
where x 0 is some integer modulo n. In his original work, Pollard suggests x 0 = 2 and a = −1. The idea is that when there is a collision x k ≡ x j (mod p), for p a prime factor of n, there is a good chance that we find a non-trivial factor of n by considering gcd(x k − x j , n). By using a different cycle detection technique, Brent gives in [12] a more effective version of the algorithm. It is estimated in [33] that a prime factor p will be detected after about √ p steps and, although there is some work in this area, few rigorous results have actually been proved; see [2] .
Pollard suggested that a quadratic polynomial like f (x) = x 2 − 1 ∈ F p [x] behaves like a random mapping over F p , that is, a mapping chosen randomly and uniformly from the class F p of all the p p functions over [p] to itself. It is known that, for an element x 0 chosen randomly in [p] and a random mapping ϕ over F p , the expected number of steps taken until a collision is found in the sequence x k+1 = ϕ(x k ), k ≥ 0, is asymptotically πp/2 [1, 17, 24] . This parameter is known as the rho length of the node x 0 in the functional graph of ϕ. In [17] many estimates of parameters defined on the class F = n F n of mappings are presented using singularity analysis and analytic combinatorics [18, 19] , such as expected number of components or cyclic nodes. Some of these results were already given in [1] . In this paper we focus on the rho length of a node, because this appears to be the parameter most intimately connected to applications, however similar estimates could be given for other parameters.
One might think that random mappings, as described above, do not fully capture the nature of polynomials over F p . For instance, it is easy to see that the functional graph of a polynomial over F p has indegrees upper bounded by its degree. Therefore, it is only natural to consider r-mappings, defined as functions ϕ : [n] −→ [n] such that |ϕ −1 (a)| ≤ r, for every a ∈ [n]. This is equivalent to restricting the indegree of the nodes of the functional graph of ϕ to the set {0, 1, . . . , r}. We can find estimates for many parameters defined over the class of r-mappings in [1, 15, 22, 28, 37] . See [28] for an example of authors that have considered such classes of mappings as a model for polynomials over finite fields.
It can be easily proven that, in the functional graph of a quadratic polynomial modulo an odd prime p, only one node has indegree 1, while the remaining p − 1 nodes are split in half between nodes with indegree 0 and 2. This motivates us to consider J -mappings: for a fixed set J ⊆ N that contains zero and at least one integer greater than one, we define the class of J -mappings as the class of all functions ϕ : [n] −→ [n] such that |ϕ −1 (a)| ∈ J , for every a ∈ [n]. For example, quadratic polynomials modulo p are best approximated by {0, 2}-mappings; this was already observed in [16] . We stress that the case J = N corresponds to the unrestricted case and J = {0, 1, . . . , r} corresponds to r-mappings. Many authors have considered such classes before and derived estimates for many parameters, including the average rho length; see [1, 15, 22] .
The estimate for the average rho length of J -mappings depends on the asymptotic value of the average coalescence of J -mappings of a given size, defined as follows. The coalescence V (ϕ) of a mapping ϕ is the variance of the distribution of the indegrees of its functional graph under the uniform distribution on the nodes. For instance, for the quadratic polynomial f (x) = x 2 over F p , p > 2, since the expected preimage size of a random uniform element of F p is 1, it follows that
Let E n [V ] denote the average coalescence over J -mappings of size n and write λ = lim n E n [V ]. It is proved in [1] that the average rho length of a J -mapping is asymptotically πn/2λ, as n goes to infinity. This means that the average factor of non-randomness of this class, defined as the ratio of its asymptotic average rho length and the random mapping estimate πn/2, is λ −1/2 . This estimate gives us reason to believe that the distribution of preimage sizes of a polynomial plays an important role in its average rho length. We survey the known results on this and give new proofs for cubic and quartic polynomials over finite fields. We improve the error term in one of the cases for quartic polynomials over F q , with q = p e , p > 3 and e > 1. We consider the class of general polynomials [7] and use Cohen's results [14] to determine their asymptotic indegree distribution. As a consequence, we prove that the coalescence of general polynomials of a fixed degree d ≥ 2 is asymptotically 1.
The connection between the coalescence of a mapping and its average rho length was suggested by Brent and Pollard [13] . They conjectured that the expected rho length of a node x 0 ∈ [n] under a function ϕ : [n] −→ [n] is given by πn/2V (ϕ), where V (ϕ) is the coalescence of ϕ. The argument for the heuristic is that one may regard the function ϕ as a random element of a set M of similar functions, where M is contained in the class M of mappings with the same indegree distribution as ϕ. If the set M consists of an "adequate sample" of the class M, then the expected behaviour of ϕ should be similar to that of a random element of M. It is proved in [1] that the factor of non-randomness of a random uniform mapping of the class of mappings with a given indegree distribution is asymptotically V −1/2 , where V is the corresponding coalescence. In practice, when estimating the average rho length of a given polynomial f modulo p, one identifies it as an element of both the classes M and M of polynomials and mappings with the same indegree distribution as f , respectively. This leads to the prediction of an average rho length of πp/2V (f ) for the polynomial f . This heuristic was successfully applied in the case where M is the set of polynomials of the form x d + c (mod p), leading to the factorization of the eighth Fermat number; see Section 3 of [13] for experimental results on the heuristic in this case.
We investigate the heuristic of approximating statistics of polynomials over finite fields by the ones of classes of mappings, focusing on the average rho length. We study the indegree distribution of polynomials over finite fields to determine classes M of polynomials with the same distribution and we investigate choices for the class M such that the Brent-Pollard heuristic provides a good prediction. Previous authors have succeeded in the case of polynomials of the form x 2 + a (mod p) and x m + c (mod p) [13, 33] , but many questions remain unanswered. The combination of our work with general polynomials over F p and the Brent-Pollard heuristic suggests that these polynomials present a random behaviour for large values of p with respect to the average rho length. Our experiments support this heuristic. We use experimental results to show that the erratic behaviour of quadratic polynomials of the form x 2 − 2 (mod p) is a particular case of a phenomenon observed in Chebyshev polynomials
We use the theoretical results on the distribution of indegrees of polynomials over finite fields to identify the class M of polynomials with the same indegree distribution of
We observe that the cubic Chebyshev polynomial is general but T 4 belongs to a different class. We show numerically that the Brent-Pollard heuristic, as described above, provides a good prediction for this class. The particular nature of the quadratic Chebyshev polynomial was observed in [44] and this was extended for higher degrees in [21] .
Pollard's rho method has practical importance nowadays, as it paved the way for a class of algorithms [32, 34, 40] that is widely used against a general instance of the discrete logarithm problem; Pollard himself suggested this application [34] . See [20, 47] for a few authors that believe that this is the most efficient method against a general instance of the discrete logarithm problem. We believe that the BrentPollard heuristic plays an important role in this field, as not many rigorous results have been proved. Several authors have considered this heuristic in their work, specially when considering r-adding walks; see for example [3, 5, 6, 9, 10, 11, 29, 40, 48] . This paper is organized as follows. In Section 2 we discuss the known results on the preimage size distribution of polynomials over finite fields. We exhibit a new proof for cubic and quartic polynomials, improving the error term in one of the cases for the latter. More precisely, we give an exact enumeration result on the value set of polynomials of the form f (x) = x 4 + ax 2 ∈ F q , with q = p e , p > 3, e > 1 and a = 0. We use the results of [14] to prove an asymptotic result on the coalescence of general polynomials. We prove, as a consequence of [46] , that the random variables defined as the coalescence of polynomials of a fixed degree d ≥ 2 converge in probability to this value. A similar result is proved for the random variables representing the number of elements with preimage size k, for k = 0, 1, . . . , d. In Section 3 we show our experimental results on the average rho length of polynomials over finite fields. We discuss the Brent-Pollard heuristic for the classes of polynomials considered, comparing its numerical average rho length with random mapping estimates. We give our final remarks in Section 4.
Distribution of Preimage Size of Polynomials
, be a polynomial over F q , q = p e with p odd. Let n k be the number of elements of F q with preimage size k. In other words, n k is the number of nodes in the functional graph of f that have indegree k. In this section we study the distribution of (n 0 , . . . , n d ). By counting the number of nodes and the number of edges in the functional graph we immediately get
These equations are used throughout this section, as it allows us to determine (n 0 , . . . , n d ) completely once we know the value of all but two of the n k 's. It is easy to see that, if a is a non-zero element of F q , then f (x) and g(x) = a · f (x) have the same distribution of indegrees. The same can be said about f (x) and g 1 (x) = f (x − b) or g 2 (x) = f (x) + c, for any b, c in F q . Therefore, we can assume without loss of generality that a d = 1 and
If f is a quadratic polynomial over F q , then the distribution of (n 0 , n 1 , n 2 ) is easily derived from known properties of the quadratic character on finite fields.
, then its coalescence satisfies V = 1 − 1/p.
Cubic Polynomials
The distribution of the indegrees of a cubic polynomial f (x) = x 3 + bx over F q , q = p e with p > 3, is well known, although it is not easy to determine who was the first to state and prove this. It is easily derived from the size of the value set of the polynomial; see Section 8.3 of [31] . It was established in [38] in the case of q = p a prime number. The result for the general case is stated without proof in [43] and it is proved apparently for the first time in [42] . We give a proof using Pellet-Stickelberger parity theorem [26, 31] ; the same method is applied for quartic polynomials. For the remainder of this section, unless said otherwise, F q denotes a finite field of characteristic p > 3.
Theorem 1 (Pellet -Stickelberger). Let F be a monic polynomial over F q with q odd, d = deg F and discriminant D = 0. If ℓ is the number of irreducible factors in the factorization of F over F q , then
where η is the quadratic character of F q .
It follows from Theorem 1 that the number N r of solutions of x 3 + bx − r = 0 is partially determined by its discriminant D r = −4b 3 − 27r 2 :
We observe that if D r = 0, we cannot conclude anything by (2) . If we write
by the multiplicativity of the quadratic character, we conclude that determining the value that D r assumes is essentially equivalent to studying ∆ r .
Lemma 1.
We have η(−3 −1 ) = 1 in F q if and only if q ≡ 1 (mod 3).
Proof. Let p be the characteristic of F q . If p ≡ 1 (mod 3), it follows from quadratic reciprocity (see Chapter 5 of [23] ) that −3 is a quadratic residue in F p and η(−3) = 1 in F q . Let p ≡ 2 (mod 3) and write q = p e . If e is even, then F q contains F p 2 . This field is isomorphic to F p [x]/(g), where g(x) = x 2 − w and w is a quadratic non-residue in F p . It follows that η(w) = 1 in F p 2 and, by consequence, in F q . Since −3 and w are both quadratic non-residues in F p , it follows that η(−3w) = 1 and, therefore, η(−3) = 1 in F q .
Assume that p ≡ 2 (mod 3), e is odd and η(−3) = 1 in F q . There exists z ∈ F q such that z 2 = −3, that is, z is a root of g(x) = x 2 + 3. The polynomial g is irreducible over F p because −3 is a quadratic non-residue over F p . It follows that F p 2 is a subfield of F q , which contradicts the fact that e is odd. The result follows by noting that q ≡ 1 (mod 3) is equivalent to p ≡ 1 (mod 3) or p ≡ 2 (mod 3) with e even.
⊔ ⊓
The cases b = 0 and b = 0 should be treated separately, as η(∆ r ) has a trivial behaviour in the latter. We consider first the case b = 0. It is well known that, if p ≡ 2 (mod 3), then f is a permutation polynomial; see Section 8.1 of [31] . We give a proof of this fact.
Proposition 2. For q = p e with q ≡ 2 (mod 3), the polynomial f (x) = x 3 acts as a permutation on F q .
Proof. From (3) and Lemma 1 we have η(D r ) = −1 for every non-zero r ∈ F q . Hence, by (2), every non-zero node in the functional graph of f has indegree 1. The result follows from the fact that the equation
Proof. The equation x 3 − r = 0 has discriminant D r = −27r 2 . By Lemma 1 we have that η(D r ) = 1 for every non-zero r ∈ F q . By (2) this means that |f −1 (r)| = 0 or 3 for every non-zero r. The equation x 3 = 0 has exactly one solution over F q , hence n 1 = 1 and n 2 = 0. The result follows from Equation (1) .
We turn now our attention to the case b = 0. This implies that α = 3 −1 4b 3 = 0. Since (2) does not give us any information on the elements r ∈ F q such that D r = 0, we treat them separately with the following lemma.
Lemma 2. If f (x) = x 3 + bx is a polynomial over F q and b = 0, then
Moreover, if η(−3b) = 1, the elements r with indegree 2 are given by r = ±3 −1 a, where a is such that a 2 = α.
Proof. The discriminant of the equation x 3 + bx = r is zero if and only if it has multiple roots. This means that either there are β, γ ∈ F q such that
q , is non-zero. Hence, we have D r = ∆ r = 0 if and only if r has indegree 2 in the functional graph of f . Moreover, ∆ r = 0 if and only if (3r) 2 = −α and this has a solution for r over F q if and only if η(−α) = η(−3b) = 1. If this is the case and a is such that a 2 = −α, we have ∆ r = 0 if and only if 3r = ±a, as desired.
⊔ ⊓
Once we determine n 1 , the values of n 0 and n 3 are easily computed using Equation (1) . The following lemma shows that n 1 is given by the values assumed by the Legendre symbol on the images of a quadratic polynomial.
Let us also consider
Then the number of nodes with indegree 1 in the functional graph of f is given by
Proof. Since 3r runs through all the elements in F q when r does the same and α = 3 −1 4b 3 is a constant for a given polynomial f , we have that
The result follows by Lemma 1 that gives, for every r ∈ F q such that D r = 0,
Next we consider the sum
Its terms are equal to 1, −1 or 0. Since the number of terms equal to 0 is easily described through η(−3b), the values of L 1 and L −1 are determined by the value of the sum (4).
with q odd and a 2 = 0. Put d = a 2 1 − 4a 0 a 2 and let η bet the quadratic character of F q . Then
3 + bx, b = 0, be a polynomial over F q . Then the number n 1 of nodes with indegree equal to 1 in the functional graph of f is given by
Proof. It follows from Theorem 2 that
and, as a consequence, L −1 = L 1 + 1. We have η(x 2 + α) = 0 for some x ∈ F q if and only if η(−α) = η(−3b) = 1 and, if so, there are two such elements.
The value of n 1 follows from Lemma 3.
The distribution of (n 0 , . . . , n 3 ) for the case b = 0 follows from Lemma 2, Proposition 4 and Equation (1) . The next theorem summarizes the description of the distribution of indegrees of the functional graph of a cubic polynomial over a finite field of characteristic p > 3.
Corollary 2. If f (x) = x 3 + bx ∈ F q , q = p e with p > 3, then its coalescence satisfies
Remark. Theorem 8.3.4 and Remark 8.3.6 of [31] state that the size of the value set V f of a cubic polynomial f ∈ F q [x] that is not a permutation satisfies
If q ≡ 1 (mod 3), then the lower bound is achieved by the polynomials in case (ii). The polynomials in case (i) achieve equality in the upper bound whether q ≡ 1 or 2 (mod 3). If b = 0, then (n 0 , . . . , n 3 ) can be written as
, where c 0 , . . . , c 3 are bounded as q approaches infinity. The asymptotic distribution in this case satisfies (n 0 /q, . . . , n 3 /q) ∼ (1/3, 1/2, 0, 1/6), as q approaches infinity. If b = 0 and q ≡ 1 (mod 3), then the asymptotic distribution satisfies (n 0 /q, . . . , n 3 /q) ∼ (2/3, 0, 0, 1/3), as q approaches infinity. The asymptotic distribution of preimage sizes of polynomials over finite fields is considered in the next section, where we study heuristics for the approximation of polynomials over finite fields by random mappings.
Remark. The Brent-Pollard heuristic leads to the prediction of an average rho length of πp/2V (f ) for a polynomial f ∈ F p [x], where p is a large prime number. This heuristic does not apply to permutation polynomials, since their coalescence is zero. This can be attributed to the fact that the estimates of [1] for J -mappings require that the set J of allowed preimage sizes contains an integer greater than 1. In the case of a permutation polynomial f ∈ F p [x], we have |f −1 (a)| = 1 for every a ∈ F p . The characteristic 3 case is approached by the same arguments. To determine the distribution of (n 0 , . . . , n 3 ) for f (x) = x 3 + bx, we note that the discriminant of x 3 − bx − r is, in this case, given by D(r) = −4b
3 . This implies η(D(r)) = η(−b). If η(−b) = 1, then it follows from (2) and (1) that (n 0 , . . . , n 3 ) = (2q/3, 0, 0, q/3). If η(−b) = −1, then, by (2), we have n 1 = q, that is, f is a permutation polynomial. See Proposition 4.6 of [42] for a proof of the size of the value set of a cubic polynomial in this case.
Quartic Polynomials
Let f (x) = x 4 + ax 2 + bx be a polynomial over F q , q = p e with p > 3. As we will see, the following division into cases comes up naturally when studying the distribution of (n 0 , . . . , n 4 ): Cases (i) and (ii) correspond to the polynomial f (x) = x 4 . Precise results for the size of the value set of such polynomials are well know (see Section 8.3 of [31] ), but we also give a proof of this in this section.
The problem of estimating (n 0 , . . . , n 4 ) for q = p was studied in [30] , where the authors give asymptotic estimates as q approaches infinity. The cases (i)-(iii) are estimated with an error term of O (1), but the authors say it is possible to give precise values in these cases. The distribution in case (iv) was estimated with an error term of O(p 1/2 ). Theorems 2.2 and 2.3 of [39] give an explicit expression for the value set of a polynomial
with b = 0, but it does not appear to be easy to derive an explicit enumeration result from this. See [39] also for connections with elliptic curves and several special cases where the value set of such a polynomial is determined explicitly.
The case q = p e with e > 1 was solved in [14] by Cohen with an error term of O(q 1/2 ) in all cases, as q approaches infinity. We improve the results of [14] and [30] in case (iii) by giving exact results. We also give a new proof for case (iv). Although our proof is rather short and elementary, it stands on the shoulders of giants; we use consequences of Weil's work [45] published in [7, 35] . Nevertheless, the results used are of a very simple statement; hence, assuming the work of [7, 35] , one has a simple proof of the distribution of indegrees of a quartic polynomial. We then give a second proof using only [35] .
We start by proving that the number of nodes with indegree 3 in the functional graph of f , in any case, is at most 3 and give an exact result for the case b = 0.
Proof. Let f be a quartic polynomial as above and assume that f (x) − r = 0 has exactly three distinct roots in F q . It follows that f factors completely into linear factors over F q with exactly one squared linear factor. As a consequence, a necessary condition for r to be a node of indegree 3 is that its discriminant D(r), given by
be zero. This is a cubic polynomial in r, hence n 3 ≤ 3. Assume now that b = 0 and write f (x) = g(x 2 ), with g(w) = w 2 + aw. If g(w) − r has 0 or 1 distinct solutions in F q , then |f −1 (r)| ≤ 2. If g(w) − r = 0 has distinct solutions ω 1 , ω 2 in F q , then the roots of f (x) − r are given by x 2 = ω 1 and x 2 = ω 2 . If ω 1 and ω 2 are non-zero, then |f −1 (r)| is even. Therefore, the preimage size of an element r is 3 if and only if ω 1 = 0 and η(ω 2 ) = 1. The condition ω 1 = 0 implies r = 0 and ω 2 = −a, hence we have |f −1 (r)| = 3 if and only if r = 0 and η(−a) = 1.
⊔ ⊓
We derive estimates with different arguments in the cases b = 0 and b = 0. In the first case we have f (x) = g(x 2 ) for some quadratic polynomial g(w) ∈ F q [w]. This allows us to not only give more elementary proofs but to obtain explicit enumeration results.
, we prove in Lemma 5 below that n 1 ≤ 1; we give a precise result on this. Moreover, we determine precisely the cardinality of its value set. Since n 0 = q − #V f , the distribution of (n 0 , . . . , n 4 ) follows using (1).
Proof. If a = 0, the equation x 4 = r has exactly one root in F q if and only if r = 0. Let a = 0 and write
The polynomial g has exactly one root in F q if and only if r = −a 2 /4. The roots of f in F q are in this case given by
If g has distinct roots ω 1 , ω 2 in F q , then f (x) = 0 if and only if x 2 = ω 1 or x 2 = ω 2 . This gives exactly one root for f in F q if and only if ω 1 = 0 and η(ω 2 ) = −1. We have g(0) = 0 if and only if r = 0 and ω 2 = −a. It follows that there is an element r with preimage size 1 in the case a = 0 if and only if η(−a) = −1 and, if so, n 1 = 1.
It is enough to determine the value of n 0 = q − #V f to finish the case b = 0. The following two lemmas determine the size of the value set of such polynomials. The first one is a standard result and can be found in Section 8.3 of [31] , but we give a proof for completeness using our framework.
q is a square}. The set of all squares of the multiplicative group F * q has cardinality (q − 1)/2. The cardinality of V * f is given by the difference between (q − 1)/2 and the number of collisions w 
The value set of quartic polynomials
with a = 0 has already been determined in the case q = p [38] ; see also [30] . As far as we know, we are the first to give a precise result in the case q = p e with p > 3 and e > 1.
Proof. We have #V f = #{w 2 + aw : w ∈ F q is a square} and, by completing squares, we can write
It is easy to see that, if g, h are polynomials over F q such that h(x) = g(x) + α, for some α ∈ F q , then #V g = #V h . Hence,
Since the number of squares in F q is (q + 1)/2, if we determine the number of distinct squares w 1 , w 2 of F q such that (w 1 + a/2) 2 = (w 2 + a/2) 2 , we are able to estimate #V f . We note that this happens if and only if
We treat the case where w 2 = 0 separately and determine the number of squares w of F q such that η(w + a) = η(−1). Let S = x∈Fq η(x 2 + a). We use Theorem 4 to determine how many terms are equal to 0, 1 and −1 in S. This allows us to determine how many squares w of F q are such that η(w + a) = η(−1). We treat the term η(a) separately because, with the exception of this term, there is a 2-to-1 correspondence between the terms of S and the squares of F q . Write S = η(a) + S ′ and let N 1 and N −1 be the number of terms equal to 1 and −1 in S ′ . Since the sum S ′ contains q − 1 − 1 + η(−a) non-zero terms, it follows from Theorem 2 that
This implies that the number of non-zero squares w such that η(w + a) = η(−1) is q − 2 − 2η(−a) − η(−1) /4. Since η(a) = η(−1) if and only if η(−a) = 1, it follows that the number N of squares w such that η(w + a) = η(−1) is given by
We note that Equation (6) holds for w 2 = 0 if and only if η(−a) = 1. Hence the total number of pairs w 1 , w 2 such that (6) holds, with w 1 , w 2 not necessarily distinct, is N + 1 + η(−a) /2. We note that (6) holds for w 1 = w 2 if and only if w 1 = −a/2, and this holds if and only if η(−2a) = 1. It follows from (7) that the number of pairs of distinct squares w 1 , w 2 such that (7) holds is
Therefore,
This corresponds to case (iv) above. Let f (x) = x 4 + ax 2 + bx with b = 0. This case is of a different nature because we cannot write f (x) = g(x 2 ) for any g ∈ F q [x] . Define N r = |f −1 (r)|, for r ∈ F q . Let D(r) be the discriminant of f (x) − r, as before. It follows by Theorem 1 that
We note that we may have N r = 0 for an element r ∈ F q if the polynomial f (x) − r is irreducible or if it is written as the product of two irreducible quadratic polynomials. The elements r in the latter case give η(D(r)) = 1, while η(D(r)) = −1 is obtained when f (x) − r is irreducible. We are able to estimate how many elements r ∈ F q satisfy η(D r ) = 1 with the theorem below.
Theorem 4. Let ψ be a multiplicative character of F q of order m > 1 and let f ∈ F q [x] be a monic polynomial of positive degree that is not an m-th power of a polynomial. Let d be the number of distinct roots of f in its splitting field over F q . Then for every a ∈ F q we have
As a consequence of Theorem 4 we have that the number of elements r ∈ F q such that η(D r ) = 1 is q/2 + O(q 1/2 ). Hence, if I is the number of elements r ∈ F q such that f (x) − r is an irreducible polynomial, we have from (8) that
If we are able to give estimates for I and #V f , since n 3 is known by Lemma 4, then n 1 and n 4 follow by Equation (1) and we are done. In order to do this, we must first give the definition of general polynomials; we expand on general polynomials in the next section. In what follows, K denotes the algebraic closure of a finite field K.
Definition 1. Let f be a polynomial over F q of degree d ≥ 2. Let t be a transcendental element over F q and G be the Galois group of f (x) − t over F q (t). We say that f is a general polynomial if G = S d , where S d is the symmetric group on d elements.
This definition was introduced in [7] . The authors were interested in the value set of polynomials and proved the following result.
A problem that naturally arises is to characterize the general polynomials of degree d over F q . This is still an open problem, but K. S. Williams solved this for d = 2, 3 and 4 in [46] . We state his result in the theorem below.
Theorem 6 ([46]
). Let p be a prime number and q = p e , e ≥ 1.
(i) If p > 2 and f is a quadratic polynomial over F q , then f is general.
(ii) If p > 3 and f (x) = x 3 + bx is a cubic polynomial over F q , then f is general if and only if b = 0.
(iii) If p > 3 and f (x) = x 4 + ax 2 + bx is a quartic polynomial over F q , then f is general if and only if b = 0.
An estimate for n 0 follows easily from Theorems 5 and 6. The problem of estimating the number I of irreducible polynomials of the form f (x) − r, for r ∈ F q and fixed f ∈ F q [x], was proposed by Chowla for f (x) = x n + x + a and solved by Ree [35] . Ree proved that the estimate below holds for every polynomial f ∈ F q [x] of degree d such that G, as in Definition 1, satisfies G(f ) = S d :
It follows that the number of elements r such that f (x) − r is irreducible is I = q/4 + O(q 1/2 ), if f is a general quartic polynomial. Combining (1), (9), (10), Lemma 4 and Theorem 5 we finish the proof of the quartic case.
Remark. The polynomials in case (i) are minimum value set polynomials; see Remark 8.3.6 of [31] . It should be clear that the asymptotic distribution of indegrees in the case of quartic general polynomials satisfies (n 0 /q, . . . , n 4 /q) ∼ (3/8, 1/3, 1/4, 0, 1/24), as q approaches infinity. If a = 0, then the asymptotic distribution of polynomials of the form f (x) = x 4 + ax 2 satisfies (n 0 /q, . . . , n 4 /q) ∼ (5/8, 0, 1/4, 0, 1/8), as q approaches infinity.
We are able to derive precise results for the coalescence of quartic polynomials in the first three cases. This is done in the corollary below. The coalescence of quartic general polynomials are a particular case of the results of the next section; see Theorem 12.
Corollary
Next we give a different proof of the distribution of preimage sizes of quartic general polynomials. It is more elementary, in the sense that it avoids the use of Theorem 5. We estimate the sum n 1 + 4n 2 + 9n 3 + 16n 4 up to an error term of O(q 1/2 ) as in [30] with the lemma below.
Proposition 6. Let f (x) = x 4 + ax 2 + bx be a polynomials over F q with b = 0. Then
Proof. Define N r = |f −1 (r)|, for r ∈ F q . We note that, if N j denotes the set of elements of F q with preimage size j, then
where N f is the number of solutions (x, y) in F q to the equation
f is the number of such solutions with x = y, then
We note that, if x = y, then f (x) = f (y) if and only if
Since this is a cubic equation, the number of solutions (x, y) of (12) with x = y is at most 3. Hence the total number N ′′ f of solutions of (12) is such that
We estimate N ′′ f by noting first that, since b = 0, x + y and x 2 + y 2 + a are both non-zero. Therefore we can write
where N f,t is the number of solutions of the equations
This is equivalent to
that is,
We complete the square and note that this is equivalent to
It follows that the number N f,t of solutions to this equation is given by
We used above the fact that the quadratic character η is multiplicative and η(4) = η(t 2 ) = 1. It follows from (14) , (15) and Theorem 4 that
The result follows by (13) and (11).
⊔ ⊓
A new proof of item (iv) of Theorem 7 follows easily now. We are able to estimate n 2 using Theorem 4 and Equations (8), (9) and (10), as before. The distribution of (n 0 , . . . , n 4 ) follows by Lemma 4, Equation (1) and Propostion 6. In particular, the case d = 4 of Theorem 5 follows as a consequence of this proof.
General Polynomials
Cohen [14] approaches the problem of estimating the distribution of preimage sizes of a polynomial f ∈ F q [x] in a unified manner, for any degree d ≥ 2, by considering f (x) − t as a polynomial in x over the field F q (t) of rational functions over the indeterminate t. He relates the factorization of a polynomial f into irreducible factors with the decomposition of permutations of S d into cycles.
In order to state Cohen's theorem, we establish the following notation. Let f be a polynomial of degree d ≥ 2 over F q . If f has exactly a j irreducible factors of degree j in its factorization over F q , for j = 1, . . . , d, then f has cycle pattern Λ = 1 a1 . . . d a d ; a permutation σ ∈ S d that decomposes into a j cycles of length j, for j = 1, . . . , d, has same cycle pattern Λ = 1 a1 . . . d a d . Let t be a transcendental element over F q and G be the Galois group of f (x) − t over F q (t), with splitting field K. For any σ ∈ G, we define K σ to be the subfield of K fixed under σ. We define k to be the largest algebraic extension of F q in K and G * = {σ ∈ G :
For any H contained in S d and any cycle pattern Λ, we denote by H Λ the set of permutations of H with cycle pattern Λ.
Cohen considers the factorization of f (x) − r · g(x) for r ∈ F q and fixed f, g ∈ F q [x]. We state his result in the particular case g(x) = 1 of interest in this paper.
Theorem 8. Let f be a polynomial over F q of degree d ≥ 2. Then the number π(f, q) of elements r ∈ F q such that f (x) − r has cycle pattern Λ satisfies
where the implied constant depends only on d.
As far as we know, there is no general method to determine the Galois group of interest. For the case where G * = S d , the asymptotic estimate for π(f, q) follows from the ratio of permutations of S d with a given cycle pattern. This is guaranteed to hold if the Galois group of f (x) − t over F q (t) is S d , that is, if f is a general polynomial. We focus on this case for the remainder of this section.
Theorem 9.
If f is a general polynomial over F q of degree d ≥ 2, then the number of nodes with indegree k in its functional graph satisfies n k = P d,k · q + O(q 1/2 ), where
Moreover, the implied constant depends only on d.
Proof. It follows from Theorem 8 that the number of nodes with indegree k in the functional graph of
If r ∈ F q is such that D(r) = 0, then its preimage size is given by the number of linear factors in the factorization of f (x) − r. Since D(r) is a polynomial in r of degree at most d − 1, it follows that we have D(r) = 0 for at most d − 1 elements r ∈ F q . Thus P d,k is given by the ratio of permutations σ in S d that have exactly k fixed points, that is, k cycles of length 1.
Explicit expressions for P d,k for every d ≥ 1 and 0 ≤ k ≤ d, are well known. We use exponential generating functions for this; see [19] for a nice treatment on the subject. Let [z n ]F (z) denote the n-th coefficient of a formal power series F (z). Consider the double sequence (T d,k ), where
We treat T (z, u) strictly as a formal power series here, operating generating functions from a purely algebraic standpoint. Permutations, as mentioned above, can be seen as sets of cycles, where fixed points correspond to cycles of length 1. This translates, via the symbolic method [19] , to
Since e x = j≥0 x j /j!, we have
Moreover, since (1
We conclude from Equations (16), (18) and (19) that
as desired. ⊔ ⊓ Theorem 9 implies that general polynomials present a very specific asymptotic distribution of indegrees. It turns out that this distribution dominates the behaviour of polynomials over finite fields of a given degree. This is a consequence of an enumeration result due to K. S. Williams.
Theorem 10 ([46]). Let d ≥ 2. The number N of general polynomials of the form f
is given by
Theorem 11. Let d ≥ 2 and consider the probability space defined by the uniform measure on the set
, be the random variable representing the number of elements with preimage size k under f and let
Then, the sequence (X q,k /P d,k · q) q converges in probability to 1:
Moreover, the convergence in probability is uniform with respect to k in the following sense: for every ǫ > 0, there exists a constant M = M (d, ǫ) such that, for sufficiently large q,
Proof. We prove that the expectation and the standard deviation of X q,k , denoted by µ q,k and σ q,k respectively, satisfy σ q,k = o(µ q,k ) as q approaches infinity. All big-oh estimates in this proof are taken as q approaches infinity. Let Ω g q,d be the set of general polynomials in Ω q,d . Using Theorem 9 and the fact that X q,k (f ) ≤ q for every f ∈ Ω q,d , it follows that
It is easy to see that, if f ∈ Ω q,d and a, c ∈ F q with a non-zero, then the value sets of f (x), a · f (x) and f (x) + c have the same size. General polynomials of degree d are characterized by the size of their value set, so Theorem 10 implies that
Furthermore, the variance of X q,k satisfies
Using Equation (20) and the fact that |X q,k (f ) − µ q,k | ≤ 2q for every f ∈ Ω q,d , it follows that
We note that
and, by the triangle inequality,
.
Let ǫ > 0. The equation above implies that
Since the standard deviation of X q,k /µ q,k is σ q,k /µ q,k , it follows by Chebyshev's inequality that
The big-oh estimates in Theorems 9 and 10 do not depend on k, thus the big-oh estimates in this proof do not depend on k. In particular, there exists a constant
q,k ≤ M 1 q for sufficiently large q. We note that Equation (20) implies that, if P d = min k P d,k , then, for sufficiently large q, µ q,k ≥ P d · q/2. It follows from Equation (21) that, for sufficiently large q,
,
Using generating functions we are also able to prove that the coalescence of general polynomials is asymptotically 1. We use this result in connection to the Brent-Pollard heuristic in Section 3. Proof. For a general polynomial f over F q , consider the random variable Z defined on the elements of F q as Z(r) = |f −1 (r)|, where all the elements of F q are equally likely. The expected value of Z is 1:
It follows by Theorem 8 that
The connection between the second derivative of a bivariate generating function and the variance of the random variable that it describes is highlighted in Section 3.2 of [19] . We note that, by Equation (16),
As a consequence, we have
The convergence in probability of the sequence (Y q ) q follows from arguments similar to those in the proof of Theorem 11 and the fact that the coalescence of polynomials of a fixed degree d ≥ 2 over F q is bounded as q approaches infinity. Indeed,
Heuristics
In this section we discuss the heuristic of approximating the behaviour of polynomials over finite fields by random mappings. We focus on the average rho length of polynomials over F p , for large values of p. Brent and Pollard introduce in [13] the heuristic that, if n is a large number, x 0 is an element chosen uniformly at random in [n] and ϕ : [n] −→ [n] is a mapping chosen at random out of a subset M of the class M of mappings with a given indegree distribution, then the expected rho length of the sequence x n = ϕ(x n−1 ), n ≥ 1, is given by πn/2V , where V is the coalescence of ϕ. It is proved in [1] that this quantity represents the asymptotic average rho length of all mappings in M. Hence the Brent-Pollard heuristic provides a good prediction when M represents a "typical subset" of M. In practice, when estimating the average rho length of a given polynomial f over F p , one assumes that f was chosen uniformly at random from a class M of polynomials with the same indegree distribution and this leads to the prediction of an average rho length of πn/2V (f ) for f . This section is divided into two parts. First we explain what experiments we run, putting in context the known theoretical results. In the second part we present our numerical results and analyze them. As noted in Section 2.1, we stress that the Brent-Pollard heuristic does not apply to permutation polynomials f over F p , as they satisfy V (f ) = 0.
Overview of the Experiments and Known Theoretical Results
It is important to stress that the reductions considered in the proof of the distribution of indegrees of polynomials over finite fields do not apply in general when studying the structure of their functional graphs. For instance, it is noted in Section 2 that, if f ∈ F p [x] and c ∈ F p , then the distribution of preimage sizes of f (x) and f (x) + c are the same. However, a simple computation shows that the average rho length of the polynomials in the classes {ax
} are 1.6064 and 2.1104, respectively. It can be proved that two polynomials f and g of degree d ≥ 2 over F p are isomorphic if and only if there is an affine transformation σ(x) = αx + β such that σ −1 • g • σ = f . This result implies that we can reduce our experiments with quadratic polynomials to polynomials of the form x 2 + a, but for polynomials
, one can only assume that a d−1 = 0. We restrict our experiments to monic polynomials nonetheless.
We study the effectiveness of the prediction by the Brent-Pollard heuristic for a given class M of polynomials, defined by the results of Section 2, for different choices for the class M. In other words, we run experiments for a class M of polynomials and compare the numerical data with the estimates for several random mapping models, in order to determine if M presents the typical behaviour of the classes of mappings considered. Theorem 12 suggests that general polynomials over F p behave like random mappings for large values of p. We compare our experimental results on the average rho length of general polynomials of degree d with estimates arising from the Brent-Pollard heuristic with several random mappings models, such as unrestricted mappings and the class of mappings with the same asymptotic indegree distribution as these polynomials. We refer to the mappings in this class as dgeneral mappings. We also consider classes of J -mappings, where we study how efficient is the heuristic of approximating the behaviour of a polynomial f by random mappings that are restricted only in the sense of its allowed indegrees. In other words, we restrict the allowed preimage sizes of the random mappings to those that contribute asymptotically with a positive proportion of the nodes of f . This constrasts with the case of d-general mappings, where one considers the indegree distribution itself. For example, based on the results of Theorem 3, we compare the numerical results of cubic general polynomials and mappings whose indegrees are restricted to the set {0, 1, 3}, but are otherwise free to present any proportion of the nodes with indegrees 0, 1 and 3. This corresponds to the class of Jmappings with J = {0, 1, 3}. It is proved in [1] that the average rho length of a random node x ∈ [n] of a J -mapping, over all J -mappings of size n and all x ∈ [n], is asymptotically equivalent to C J · √ n, where C J is a constant given by C J = π/2λ and λ denotes the asymptotic average coalescence of J -mappings. This means that, on average, the non-randomness factor of a J -mappings is λ −1/2 . We exhibit in Table 1 the asymptotic value of these quantities for some classes of J -mappings.
By Theorem 9, the best choice for the set J in the case of general polynomials of degree d, d ≥ 2, is J = {0, 1, . . . , d − 2, d}. The factor of non-randomness of these classes for d = 2, 3 are equal or very close to 1. For d ≥ 4 they are greater than in the unrestricted case and converge quickly to the one for random mappings. We have a factor of non-randomness of less than 1.1 for J = {0, 1, 2, 4} and, for J = {0, 1, 2, 3, 4, 6}, it is less than 1.02. The cases J = {0, 1, . . . , d} represent a restriction that one might consider if no information on the distribution of indegrees of a class of polynomials is known, other than the trivial upper bound by their degree. These classes are known as d-mappings. We observe that there is a non-negligible difference in the constants compared to the classes of {0, 1, . . . , d−2, d}-mappings that best model general polynomials. The constants for {0, 1, 2}-mappings and {0, 2}-mappings differ Table 1 : The coalescence and rho-length estimate of many classes of J -mappings [1] .
by approximately 30%; see Table 1 . See [28] for authors that have considered {0, 1, . . . , d}-mappings as a heuristic model for approximating the behaviour of polynomials. The case of general polynomials of degree d = 2 was already studied in [33] , as all quadratic polynomials over F p , p > 2, are general. The authors observed experimentally that these polynomials behave like random mappings, provided that one avoids polynomials of the form x 2 + a with a = 0, −2. It is clear that the indegree distribution of polynomials of the form
is very different from general polynomials of degree d, hence one expects different behaviour from these classes with respect to their average rho length. The polynomial
is the Chebyshev polynomial T d of degree d = 2 over the finite field F p . We investigate if Chebyshev polynomials over finite fields of higher degree also present an atypical behaviour. We compare the numerical results of the cubic polynomial T 3 (x) = x 3 −3x ∈ F p [x] and the other polynomials in its class, namely the general polynomials of degree 3. The quartic Chebyshev polynomial over F p is T 4 (x) = x 4 − 4x + 2, whose indegree distribution corresponds to case (iii) of Theorem 7. We run experiments on the polynomials in this class and analyze how efficient is the Brent-Pollard heuristic in this case. We compare the numerical results of this class with the ones for T 4 .
No classification according to indegree distribution is known for polynomials over finite fields of degree d ≥ 5. However, it is easy to prove that the indegree distribution of the polynomials f (x) and a · f (x + b) + c over F p are the same, if a, b, c ∈ F p and a is non-zero. We run experiments on the average rho length of Chebyshev polynomials T d of degree 5, 6 and 7 and compare them with the results for polynomials of the form aT d (x + b) + c.
We regard classes M of polynomials as subsets of a class M of mappings based only on their asymptotic indegree distribution. The predicted average rho length by the Brent-Pollard heuristic depends on the coalescence of the classes considered, and the coalescence of all classes of polynomials considered in our experiments converge quickly to their asymptotic value. Precise results are known for the general polynomials of degree d = 2, 3; see Corollaries 1 and 2. As far as we know there is no known method to derive precise results on the coalescence of general polynomials of higher degree. The average coalescence of the quartic general polynomials considered in our experiments converge quickly to 1, as predicted by Theorem 12: for any prime p considered, the difference between this average and 1 is less than 0.02 in absolute value. The same behaviour is observed in the class of polynomials
, a = 0. The coalescence of these polynomials approaches 2 quickly; see Corollary 3.
For many prime numbers p and for most classes M of polynomials considered, we compute the average rho length over all nodes of 2⌊log p⌋ randomly chosen polynomials in M . The only exceptions are the cases where we consider all cubic and all quartic polynomials over F p , where we consider (log p) 2 polynomials, and when we consider the reductions modulo p of a fixed polynomial f ∈ Z[x], such as T d (x) or f (x) = x 3 + x + 1. We restrict our experiments with quadratic polynomials to a = 0, −2, as suggested in [33] due to empirical evidence. The experiments with classes and subclasses of cubic general polynomials
are restricted to (b, c) = (−3, 0), since we want to compare the behaviour Class of polynomials Average value of s/ √ p Ave. error of heuristic x 2 + a, a = 0, −2 1.2454 0.9937 Table 2 : Experimental average rho length of quadratic polynomials
with the other polynomials in its class. We compare the results of Chebyshev polynomials
with 2⌊log p⌋ polynomials of the form aT d (x + b) + c, where a, c are randomly chosen elements of F p with a = 0. The number of primes considered in each case is explained in the next section. In the cases where we choose a certain number N of primes in some interval, we do the following: for k = 1, . . . , N , we choose a random integer r in the interval [0, 119] and select the n-th prime number, where n = 120k + r. Due to the results of [1] , for the classes of polynomials considered and different prime numbers p, we expect that the ratio s/ √ p between the numerical average rho length s and the square root of the prime considered is bounded. We compare the value of s/ √ p and the constants involved in the random mapping estimates, namely π/2V for random mappings of a class with asymptotic average coalescence V ; see Table 1 . We also compute the factor of non-randomness of the numerical results, that is, the ratio between s/ √ p and the constant C N = π/2 ≈ 1.2533 involved in the estimate of random mappings. In the case of the polynomials of the form
, a = 0, we compute the ratio of the numerical average rho length and the prediction π/4 ≈ 0.8862, as a measure of the error of the Brent-Pollard heuristic in this case.
Numerical Results
In this section we exhibit and analyze our numerical results. Table 2 shows the experimental results on the average rho length of quadratic polynomials over F p . We considered 80 random primes in the interval [10 3 , 10 5 ] for this class of polynomials. The non-randomness factor implied by the experimental results is approximately 0.9937. This suggests that, on average, quadratic polynomials behave indeed like random mappings with respect to its rho length. This was already observed experimentally by Pollard in [33] . We note that the asymptotic indegree distribution of quadratic polynomials over F p is equivalent to that of {0, 2}-mappings. In other words, the class M of mappings with the indegree distribution fixed to the asymptotic distribution of quadratic polynomials coincides with {0, 2}-mappings. The factor of non-randomness of these classes is 1, meaning that these mappings behave asymptotically as unrestricted mappings. Thus the heuristic assumption of [33] that quadratic polynomials behave like random mappings actually fits the heuristic presented in [13] , where one considers the class M of mappings with the same indegree distribution as the polynomials considered. Hence one may approximate the behaviour of quadratic polynomials by unrestricted mappings or {0, 2}-mappings. We note that the factor of non-randomness of the class of {0, 1, 2}-mappings is approximately 1.3066. It is counter-intuitive that considering the upper bound on the preimage sizes of a quadratic polynomial in the random mapping model provides a heuristic prediction that is less accurate than considering unrestricted mappings. However, when one considers their indegree distribution and not just its allowed preimage sizes, one gets a far better heuristic: the same prediction as in the unrestricted case.
The experimental results for cubic polynomials, are analysed in Table 3 . We considered the first 1000 primes greater than 10 5 for T 3 and the first 100 primes of these for f 0 and f 1 . For all other classes we considered 80 random primes in the interval [10 3 , 10 5 ]. The first line of Table 3 represents our experiments with all cubic general polynomials of the form x 3 + bx + c. The average error of the heuristic is less than 0.5%, confirming the prediction that this class behaves like random mappings. Our experiments suggest that the behaviour of the cubic general polynomials with c = 0 present an atypical behaviour: their results differ from what is expected by approximately 11%. The cubic general polynomials with c = 0 apparently exhibit the same behaviour of the class of all cubic general polynomials, as indicated in the third line of Table 3 in the case c = 1. The next line in Table 3 shows our experimental results with all cubic polynomials of the form x 3 + bx + c. Table 3 : Experimental results on the average rho length of polynomials
confirmed by our experiments. We also exhibit in Table 3 the results of our experiments with the Chebyshev polynomials T 3 (x) = x 3 − 3x; they give a clear indication that these polynomials present an erractic behaviour when compared to their class, namely the cubic general polynomials. To put in perspective, we analyze in the last two lines of Table 3 our results for the polynomials f 0 (x) = x 3 + x and f 1 (x) = x 3 + x + 1 over F p for many primes p. Their behaviour suggest that the average rho length of the reductions modulo p of a given cubic polynomial over Z [x] are consistent with the prediction of the class of its reductions. This is clearly not the case for T 3 (x). Although it is clear that for different primes we may have very different results, the polynomials f 0 and f 1 show more consistency than T 3 : the standard deviation of our results are, respectively, 0.4056, 0.3667 and 13.0966.
We consider the approximation of the behaviour of cubic polynomials by random unrestricted mappings or by 3-general random mappings to be a good heuristic, provided that one avoids T 3 (x) and polynomials of the form x 3 +c; see [13] . We stress that these classes of mappings present the same asymptotic behaviour, since their average coalescence are asymptotically equivalent. The class of {0, 1, 3}-mappings provides a similar prediction, since the expected indegree distribution of a {0, 1, 3}-mapping is very similar to the asymptotic distribution of cubic general polynomials. See Tables 4 and 5 for a comparison of these values for general polynomials of degree d = 2, . . . , 6. It is interesting to note that the random variables X n,k defined on J -mappings of size n as the number of nodes with preimage size k have asymptotic normal distribution with variance proportional to its mean, if uniform distribution is assumed [1] . Moreover, every finite set of such random variables is asymptotically jointly normally distributed. This implies that these random variables are concentrated around the mean and, for large values of n, one expects with very high probability that the indegree distribution of a random {0, 1, 3}-mapping of size n be similar to that of general polynomials. Polynomials over F p of a fixed degree present a similar concentration property with respect to their indegree distribution; see Theorem 11. As in the quadratic case, the simple restriction given by the upper bound on the preimage size of cubic polynomials gives rise to a heuristic that is not as accurate as considering no restrictions whatsoever. The factor of nonrandomness of {0, 1, 2, 3}-mappings is approximately 1.0893. If one is familiar with the fact that the only preimage sizes that represent a positive asymptotic proportion of the nodes are 0, 1, and 3, then the class of mappings to be considered is {0, 1, 3}-mappings, whose asymptotic average rho length is very similar to that of the unrestricted case.
The experimental results for quartic polynomials are presented in Table 6 . We considered the first 1000 primes greater than 10 5 for T 4 and the first 100 primes of these for f . For all other classes we considered 80 random primes in the interval [10 3 , 10 5 ]. The percentual error of the heuristic for quartic general polynomials of the form x 4 + ax 2 + bx + c is approximately 0.8%. This means that one can have confidence in predicting that, on average, the rho length of quartic general polynomials is similar to the one of random unrestricted mappings or random 4-general mappings. The second and third lines of Table 6 suggest that different values of c do not affect the observed average rho length of quartic general polynomials. The next line of Table 6 shows our experiments with all quartic polynomials of the form x 4 + ax 2 + bx + c. The results agree with the results of Section 2.3: the behaviour of quartic polynomials is dominated by general polynomials. The difference between the estimates for {0, 1, 2, 4}-mappings and the unrestricted case is non-negligible, as they differ by approximately 10%. As in the quadratic Class of mappings n 0 /n n 1 /n n 2 /n n 3 /n n 4 /n n 5 /n n 6 /n J = Table 4 : Expected distribution of indegrees of J -mappings [1] .
Class of polynomials Table 5 : Asymptotic distribution of indegrees of some classes of polynomials.
and cubic cases, {0, 1, . . . , 4}-mappings provide a worse heuristic than unrestricted mappings. However, using {0, 1, . . . , 4}-mappings as a prediction for the behaviour of quartic general polynomials apperas to be more accurate than using {0, 1, 2, 4}-mappings. We also analyze in Table 6 how the behaviour of the class of polynomials
, a = 0, compares with the corresponding classes of mappings. Corollary 3 gives that the asymptotic coalescence of these polynomials is 2, hence the asymptotic average rho length of the mappings with the indegree distribution of these polynomials is πn/4 ≈ 0.8862 √ n. These numerical results suggest that the Brent-Pollard heuristic, in its original form, is very accurate in this case. In the last two lines of Table  6 we present the numerical results for the average rho length of the polynomials T 4 (x) = x 4 − 4x 2 + 2 and g(x) = x 4 + x 2 over F p . Since they have the same indegree distribution and, in particular, the same coalescence, one expects that these polynomials would present the same behaviour when averaging over many primes p ≥ 5. Our experiments suggest that the Chebyshev polynomial of degree 4 does
0.8912 1.0056 Table 7 : Experimental results on the average rho length of Chebyshev polynomials
not behave like others polynomials in its class: its average rho length is about 9 times greater than the average of its class. The polynomial g is a fine example of what one expects from the reductions of a given polynomial modulo different primes: results that are inconsistent but that show the typical behaviour of its class on average over many prime numbers. The standard deviation of the numerical data of T 4 is large when compared to the one of g: these are given by 9.6598 and 0.3172, respectively. The estimate for random {0, 1, 2, 3, 4}-mappings and {0, 2, 4}-mappings differs from what was observed by approximately 41% and 19%, respectively, so the knowledge of the indegree distribution in this case is highly relevant. It can be seen from Tables 4 and 5 that the polynomials of the form
, a = 0, do not represent, asymptotically, a typical individual of the class of {0, 2, 4}-mappings.
In Table 7 we compare the behaviour of the Chebyshev polynomials 
is not a permutation polynomial. The computations for higher degrees are more costly, so for T 5 , T 6 and T 7 we considered the first 100 primes p ′ satisfying p ′ > 10 5 , while for aT d (x + b) + c, d = 5, 6, 7, we considered 50 random primes in the interval [10 3 , 10 5 ]. We do this by using "steps" of size 90, 185 and 65 for choosing the primes p ′ for d = 5, 6, 7, respectively, instead of 120 as in the previous experiments. There are no known results that allow us to determine the distribution of indegrees of a given polynomial of degree d ≥ 5. For this reason we keep track of the coalescence of the polynomials considered in these experiments and show its average value in Table  7 . The difference between the coalescence of the polynomials considered in these experiments and the corresponding average value was no greater than 10 −2 in all cases, hence we approximate the coalescence of the polynomials in the class of T 5 , T 6 and T 7 by 2, 3 and 3.
The Brent-Pollard heuristic provides the prediction of an average rho length of π/4 ≈ 0.8862 for the class of polynomials that have indegree distribution similar to that of T 5 ∈ F p [x]. The same is expected for the average rho length of T 5 ∈ F p [x] over many large prime numbers p. This prediction is very accurate for this class of polynomials, but not for T 5 ∈ F p [x]: the average error of the prediction is less than 2.5% in the first case, but more than 900% in the latter. The same results are observed for T 6 ∈ F p [x] and the polynomials aT 6 (x + b) + c ∈ F p [x] in its class: the prediction π/6 ≈ 0.7236 is very accurate for this class, while the Chebyshev polynomials present a very erratic behaviour.
Conclusion
The Brent-Pollard heuristic provides valuable support in the design and analysis of some cryptographic algorithms. However, few rigorous results have been proved so far. We provide in this paper further heuristic arguments that support this heuristic, both for quadratic polynomials and for higher degrees. Our experiments show that the prediction that quadratic polynomials over finite fields behave like random mappings can be extended for general polynomials of higher degree, if one is careful to avoid the Chebyshev polynomials T d ∈ F p [x] and their affine conjugates σ −1 • T d • σ: the functional graph of these polynomials are isomorphic to the one of T d ∈ F p [x]. Enumeration results on general polynomials allowed us to prove that the behaviour of polynomials of a fixed degree is dominated by general polynomials. This explains why the expected non-randomness factor of a random polynomial of degree d modulo a large prime p is 1 according to our experiments. Characterizations of polynomials of a fixed degree d ≥ 2 according to indegree distribution provide a better method for choosing polynomials over a finite field, as different classes appear to have different average rho lengths, depending on its coalescence. Such characterizations are still an open problem for d ≥ 5. Obviously, if one is interested in the average rho length of a given polynomial, the knowledge of its coalescence provides a better prediction.
It is important to stress that the prediction of a non-randomness factor of V −1/2 for a polynomial f ∈ F p [x] with coalescence V is very accurate only on average over all polynomials in an appropriately chosen class. For instance, the cubic Chebyshev polynomial T 3 ∈ F p [x], p = 111443, is a general polynomial, thus has coalescence approximately 1. However, its non-randomness factor is approximately 35.9. Even when one excludes the case of Chebyshev polynomials, one might encounter polynomials whose average rho length deviates significantly from the prediction given by the Brent-Pollard heuristic. For example, the polynomial x 3 + 285x ∈ F p [x], p = 36671, also has coalescence approximately 1, but its factor of non-randomness is approximately 2.5. Moreover, the Brent-Pollard prediction is not as accurate for general polynomials of the form x 3 + bx ∈ F p [x] as in the case of general polynomials of the form x 3 + bx + c ∈ F p [x]; see Table 3 . Both classes present an indegree distribution asymptotic to (n 0 , . . . , n 3 ) = (p/3, p/2, 0, p/6), whose coalescence is 1. It is proved in [1] that the class F of mappings with such an indegree distribution has an asymptotic factor of non-randomness of 1, but our experiments show that the general polynomials of the first form do not represent a typical subset of the mappings of F ; see Table 3 .
Our experiments suggest that the behaviour of polynomials of a given class is dictated by its average coalescence, as conjectured by Brent and Pollard [13] . For instance, the polynomials of the form x 3 + c ∈ F p [x] with p ≡ 1 (mod 3) and x 4 + ax 2 ∈ F p [x] with a = 0 have different asymptotic distribution of indegrees, but the same asymptotic coalescence 2. Both classes present an experimental average rho length of approximately πp/4 ≈ 0.8862; see [13] for experimental results on polynomials similar to those in the first case and Table 6 . The results of [1] support this heuristic. It is proved that, for a class F of J -mappings, the asymptotic distribution of the number of cyclic nodes and local parameters such as the tail length, cycle length and rho length of a random node depend only on the asymptotic average coalescence of F ; the distribution of the number of components of a random mapping and the component size and tree size of a random node do not depend asymptotically on J . Moreover, this is proved to hold for a class of mappings with a given indegree distribution. It is remarkable that so much structure of classes of mappings is preserved by its coalescence. This appears to hold because, under appropriate conditions, the moments of a random variable determine its distribution function uniquely; see Theorem 3 of Section 3.3 of [36] . It is easy to prove that the first moment of the random variable defined as the indegree of the nodes of a given mapping is 1. Hence, for any class F of mappings, the first moment of its asymptotic average indegree distribution N (F ) is 1. The second moment of N (F ) defines the dominant term in the asymptotic distribution of various parameters [1] . It seems that higher order moments of N (F ) determine the terms of smaller order in the asymptotic distribution of such parameters. This would imply that, for example, approximating general polynomials of degree d ≥ 2 by d-general mappings instead of unrestricted mappings provides a better prediction for primes of intermediate size.
