Abstract-Emerging next-generation sequencing (NGS) technology potentially resolves many issues that prevent widespread clinical use of gene expression microarrays. However, the number of publicly available NGS datasets is still smaller than that of microarrays. This paper explores the possibilities for combining information from both microarray and NGS gene expression datasets for the discovery of differentially expressed genes (DEGs). We evaluate several existing methods in detecting DEGs using individual datasets as well as combined NGS and microarray datasets. Results indicate that analysis of combined NGS and microarray data is feasible, but successful detection of DEGs may depend on careful selection of algorithms as well as on data normalization and pre-processing.
diagnosis, it is important to accurately identify DEGs between disease states. Many statistical or empirical methods have been proposed to model the behavior of the data and to identify differential expression. Each method is usually designed to work well for a particular platform. For microarray data, some common methods for identifying DEGs include Significance Analysis of Microarrays (SAM) [3] , linear models and empirical Bayes [4] , and Rank Products (RP) [5] .
Poisson-based models-e.g., Audic-Claverie (AC), Poisson model with likelihood ratio test, and negative binomial model with exact test-are appropriate for NGS digital expression values [6] [7] [8] [9] .
Sample size has always been a problem in gene expression data analysis. Thus, meta-analysis methods-i.e., integrative methods that synthesize or review results from multiple datasets that are independent but related [10] -have been developed to alleviate biases caused by a lack of samples.
Because of the limitations of microarrays and the potential advantages of NGS, it is tempting to discard microarray samples in favor of NGS samples. However, available microarray experiments still contain valuable information. Until NGS technology matures and until samples become more widely and publically available, methods that take advantage of both the large number of microarray samples and the sensitivity of NGS samples may be useful. Existing meta-analysis methods for microarray data include Rank Products [5] , mDEDS [11] , GeneMeta [12] , etc. In this work, we explore existing DEG detection methods, assess their performance in terms of false discovery rate, and discuss their pitfalls when combining microarray and NGS data.
Exploring the Feasibility of Next-Generation Sequencing and
Microarray Data Meta-Analysis 
II. METHODOLOGY

A. Overview
We analyzed the data in three steps: (1) data acquisition, (2) data pre-processing, and (3) DEG detection (Fig. 1) . The raw microarray and NGS data is available from public repositories. Both NGS and microarray data required some pre-processing to obtain gene expression values. Finally, we assessed the performance of three DEG detection methods for each platform respectively. Each method was also applied to a combined dataset of NGS and microarray samples to assess the feasibility of meta-analysis.
B. Data Acquisition
We used publicly available microarray and NGS samples from the GEO (http://www.ncbi.nlm.nih.gov/geo/) and SRA (http://www.ncbi.nlm.nih.gov/sra) databases (accession numbers: GEO11045, SRA000299) [13] . The dataset is composed of three technical replicates for each organ (kidney or liver) and platform combination. Samples were acquired using Illumina sequencing and Affymetrix GeneChip technology.
C. Microarray and NGS Data Pre-Processing
We calculated the Robust Multichip Average (RMA) gene expression values for the microarray data using the caCORRECT web-based tool [14] . We then mapped each Affymetrix probeset to an Ensembl Gene ID and discarded probesets that matched multiple Ensembl Gene IDs. This filtering is necessary for matching microarray probesets to genes in the NGS data.
We downloaded raw NGS data from the SRA database in fasta format and aligned the short sequence reads to the human genome (Genome Reference Consortium, GRCh37.61) using the bwa aligner [15] with maximum edit distance of 2 and maximum number of reported repeat alignments of 1000. If a sequence read has several possible alignment locations, it contributes a fraction to the total expression levels of the corresponding genes. For example, the expression contribution of such a sequence read is defined as 1/N, where N is the total number of alignment locations. We then computed a standard normalized expression value: reads per kilobase of exon per million mapped reads (RPKM) of each gene that maps to an Ensembl Gene ID. Once we computed both microarray and NGS expression values, we took the intersection of both datasets to form our final datasets, which contain 16676 genes.
D. Detection of Differentially Expressed Genes
We applied three different DEG detection methods to each platform. For NGS technology, we used the (1) Audic-Claverie (AC) statistics, (2) a negative binomial model with exact test, and (3) a Poisson model with likelihood ratio test. The AC method, applicable to digital counts, calculates conditional probabilities of differential expression based on the modified Poisson distribution. Such probabilities can be treated as p-values [16] . To identify DEGs, multiple testing corrections (e.g., Benjamini & Hochberg (BH) [17] ) should be performed to adjust p-values. These adjusted p-values can be treated as estimates of false discovery rate (FDR). The negative binomial model with exact test, implemented in R (package 'edgeR' [18] ), uses the negative binominal distribution to model overdispersion relative to the Poisson distribution for digital gene expression data with a small number of replicates [7, 8] . It then uses an exact test to compute the exact p-values, also interpretable as FDR after BH correction. The Poisson model with likelihood ratio test has also been implemented in R (package 'DEGseq' [19] ) and models RNA sequencing as a random sampling process. Each read is sampled independently and uniformly from every possible nucleotide in the sample. Thus, the number of reads coming from a gene follows a binomial distribution and can be approximated by a Poisson distribution [9] . FDR is estimated by adjusting p-values inferred from the likelihood ratio test.
For microarrays, we used (1) significance analysis of microarrays (SAM), (2) Rank Products, and (3) linear model and empirical Bayes methods. SAM has been implemented in R (package 'SAMR') and computes experimental 'relative differences' for each gene. It then uses random permutations of the data to estimate 'expected relative differences' and identifies DEGs by comparing experimental differences with expected differences. FDR is also estimated by using random permutations. Rank Products, implemented in R (package 'RankProd'), assigns a rank to each gene based on fold-changes of all inter-class pairs of samples and then calculates the rank product associated with each gene. It then uses random permutations to estimate FDR. The linear model and empirical Bayes method has also been implemented in R (package 'limma'). It fits microarray data to a linear regression model and uses an empirical Bayes method to estimate moderated t-statistics. P-values can be inferred from moderated t-statistics and can be interpreted as estimated FDR after BH multiple testing corrections.
E. Meta-Analysis
Although most DEG detection methods were designed for particular platforms, we assessed the ability of each method to handle the combined mixture of both microarray and NGS data. We considered three issues before combining datasets across platforms. First, since microarray data uses RMA normalization, which produces expression values in the log 2 scale, we either transformed the NGS data into the log 2 scale or transformed microarray data into the linear scale (i.e., raising to powers of 2). Second, the dynamic range of gene expression from microarray and NGS platforms are different. Thus, we used quantile normalization [20] to force data from both platforms to have identical distributions. Third, since some genes measured with NGS technology have an expression value of zero (no sequence aligned to the gene), we filtered out these genes or replaced their values (e.g., by assigning very small values) to ensure proper computation.
To test meta-analysis using each method suitable for NGS data, we used the following datasets: NGS raw data (or NGS RPKM data), microarray data that has been quantile normalized to NGS data, microarray data that has been converted to the linear scale (using power of 2 for each data point), and two possible combined datasets from previously normalized data. The AC method does not perform normalization automatically. Thus, we used RPKM expression values for the NGS data. For edgeR and DEGseq implementations, we used raw expression values of NGS data since these methods already included a normalization step.
Meta-analysis of microarray specific methods is similar. For each method, we tested the following datasets: individual microarray data, log 2 transformation of individual NGS RPKM data, NGS data that is quantile normalized to microarray data, and two possible combined datasets from previously normalized data.
III. RESULTS AND DISCUSSION
We used estimated FDR at 10% as the criterion for evaluating the performance of DEG detection methods. All genes with estimated FDR less than 10% were considered to be DEGs. We assume that more DEGs is better, since, for this study, we do not know the true set of DEGs. Moreover, we can support this assumption with the fact that biological differences are large between the two sample groups-kidney and liver tissue. If one method generally has a FDR curve lower than that of other methods, we define that method to have better performance in terms of DEG detection.
A. Performance of NGS Methods
Using three NGS-specific methods, at least 11523 DEGs were identified out of 16766 genes (Fig. 2) . This means that no less than 68.7% of genes were called differentially expressed. At a FDR of 10%, the DEGseq method based on the Poisson model using the likelihood ratio test outperformed the other methods. The flat region on the right side of the AC curve is the result of low-abundance genes that have similar expression levels and thus have similar probabilities.
B. Performance of Microarray Methods
The number of identified DEGs ranged from 1548 (Rank Products) to 11169 (empirical Bayes) out of 16766 genes (Fig.  3) . Empirical Bayes produced the best result with 66.6% of genes called differentially expressed.
The large differences in FDR curves may result from the design of FDR estimation algorithms of these methods. SAM and Rank Products estimate FDR by random permutation, and then set thresholds to count the number of false positives. Rank Products permutes values within samples, allowing a much larger number of permutations. On the other hand, SAM permutes sample tags (class labels) and may not work well when sample size is small.
C. Meta-Analysis of NGS and Microarray Data
Table I summarizes all of the meta-analysis results. We tested the performance of each method on five datasets, representing different combinations of normalized microarray and NGS data. We observed that AC statistics, DEGseq, and Rank Products are able to detect more DEGs when microarray and NGS data are combined. This suggests that these methods may be more robust to heterogeneous combination of microarray and NGS data. The other three Fig. 2 . False discovery rate versus the number of DEGs identified in NGS data using various NGS-specific methods. Fig. 3 . False discovery rate versus the number of DEGs identified in microarray data using various microarray-specific methods. Fig. 4 . False discovery rate versus the number of DEGs identified using Rank Products applied to individual NGS and microarray data as well as to combined data. methods, edgeR, SAM, and Empirical Bayes did not perform well when combining datasets compared to individual datasets. However, more datasets should be tested before drawing conclusions. We also evaluated the behavior of FDR versus the number of identified DEGs for the Rank Products method (Fig. 4) . The FDR at multiple thresholds (number of genes selected as DEGs) for the Rank Products method decreases when sample size increases (by combining NGS and microarray datasets). In Fig. 4 , the combined dataset curves are represented by the blue and magenta lines. But NGS data did not benefit from quantile normalization, the FDR increases in this case (Fig .4 , red line and blue line).
Some meta-analysis methods (e.g., SAM) results in an increased FDR compared to that of individual data, regardless of the normalization method. These methods depend on assumptions about expression values (i.e., expression values for each sample are assumed to be drawn from particular distributions). Statistically, the dynamic range and data distributions differ between microarray and NGS platforms. The use of normalization methods such as RPKM and quantile normalization is sometimes not enough to overcome these differences. Methods such as Rank Products are designed for meta-analysis and are less stringent in terms of distribution similarity between datasets.
IV. CONCLUSION
We have assessed six methods for detecting DEGs from NGS and microarray data. Results indicate that these methods, applied to individual datasets, vary widely in terms of number of DEGs detected at fixed FDR. We have also evaluated the ability of each method for meta-analysis of NGS and microarray data (combined analysis). We determined that such analysis is possible, but should be applied cautiously. Normalization and data transformation methods can affect the performance of these methods. Using the limited datasets in this study, some methods appear to benefit from normalization and transformation, for example, Rank Products, DEGseq, and AC statistics. In contrast, some methods do not perform well when data is normalized, for example, SAM, edgeR, and empirical Bayes. Thus, results of our exploratory analysis indicate that it is feasible to use meta-analysis methods for microarray and NGS data. Such analysis takes advantage of both the large number of available microarray samples and the higher sensitivity of NGS samples for detecting DEGs. However, the success of meta-analysis may also depend on normalization or other pre-processing steps.
