Abstract -In this paper, an efficient multiplexing/demultiplexing scheme while achieving lip synchronization after decoding and playback of video and audio is presented. This has been achieved using MPEG-2 transport streams. Dirac video and AAC audio codecs have been used for compression.
I. INTRODUCTION
In today's digital world, good quality, high resolution and efficient use of bandwidth is imperative. With the inception of High Definition Television (HDTV) for broadcasting digital multimedia and enormous demand for video streaming over internet, the choice of a good compression scheme is vital. A good compression scheme assists in exploiting the limited storage capacity and efficient use of bandwidth required for broadcasting.
Dirac [15] is a state-of-the-art video codec developed by the British Broadcasting Corporation (BBC) and is an open technology which means that it does not involve any licensing fees [1] . Dirac has two software implementations and Dirac research implementation is used. Studies have shown that the performance of Dirac video codec is comparable with that of H.264 [3] . At low bitrates, the quality of video deteriorates due to distortion for the Dirac video codec, while H.264 outperforms [2] . Performance of Dirac for HD media is similar to H.264 due to absence of large and intolerable variations between the two codecs [2] . Hence, Dirac codec is chosen. In order to have a complete and meaningful delivery of data, the right choice of audio codec is also necessary. Advanced Audio Coding (AAC) [4] emerged as a standard for a high quality multichannel audio jointly from AT&T Corporation, Dolby laboratories, Fraunhofer institute for integrated circuits and Sony [12] . AAC is one of the audio digital codec standards defined in MPEG-2 and also in MPEG-4 [4] . The audio sampling frequency ranges from 8 kHz -96 kHz [5] . The performance of AAC is superior at bitrates greater than 64 Kbps and at lower bitrates (16 Kbps) and is hence adopted [12] . The raw video and audio data is encoded using the Dirac video and the AAC audio codec respectively. The video and audio bit-streams obtained need to be multiplexed as a single stream required for transmission. The objective of this paper is to develop an algorithm to multiplex the video and audio bit-streams for transmission, de-multiplex the bit-streams at the receiver's end while 1 Ashwini Urs is a M.S.E.E graduate from University of Texas at Arlington, Texas-76019, USA, E-mail: ashwini.urs09@gmail.com 2 Dr.K.R.Rao is with the Faculty of Electrical Engineering, 530 NH, University of Texas at Arlington, Arlington, Texas-76019, USA, E-mail: rao@uta.edu maintaining lip synchronization during playback. This has been achieved using MPEG-2 systems [21] . The bit-streams of audio and video correspond to the respective frame data.
This data is packetized as Packetized Elementary Streams (PES) of variable length. This is further packetized as Transport Stream (TS) packets of fixed length and 188 bytes long [6] . The timestamp information is encapsulated into the PES header in the form of frame numbers which help in achieving lip synchronization during playback [21] . The presentation time of video and audio is the criterion used to multiplex the audio and the video TS packets. Sequence Parameter Sets (SPS) and Picture Parameter Sets (PPS) present in the video bit-stream are also transmitted in the form of packets to assist the decoder in decoding the video data. The header information included helps in a faster and efficient demultiplexing process.
II. DIRAC VIDEO CODEC
Dirac uses arithmetic coding (AC) for entropy coding, where the bits are packed to a bit-stream. The encoded Dirac bit stream begins with a sequence header followed by the byte stream data in the form of frame data and ends with end of a sequence. Parse info header occurs at the beginning of the sequence, before each picture data indicating the start of any Dirac picture and before each data unit. The parse info header consists of 13 bytes. The first 4 bytes namely parse info prefix i.e. 0x42, 0x42,0x43 and 0x44 signals the start of the picture data, the fifth byte i.e. the parse code signals type of picture i.e. whether I, P or B pictures. Next parse offset and previous parse offset consists of 4 bytes each signalling the data from first byte of current parse info header to the first byte of the next parse info header and from first byte of current parse info header to the first byte of the previous parse info header respectively. It shall be zero, if there is no further parse info header. The parse info prefix, next parse offset and previous parse offset values support navigation to the decoder and not required to decode the sequence. The first picture data in a Dirac sequence is always an I picture. Dirac supports Inter and intra coding of pictures. If the sequence has more than one sequence header, the data will be byte-byte identical. [13] III. AAC AUDIO CODEC AAC [4] is an audio coding standard employing the perceptual audio coding technique. AAC supports a wide range of bit rate 16 -576 kbps [5] . Additional tools like, temporal noise shaping, backward adaptive linear prediction and enhanced joint stereo coding techniques adopted in AAC helps in achieving good quality at low bitrates [8] .
AAC consists of three profiles and two bit-stream formats. The low complexity profile and Audio Data Transport Stream (ADTS) format are used. ADTS format is used since it comprises of a header for each frame data and is error robust for streaming environment. The ADTS format consists of fixed and variable header and always begins with a sync word consisting of 12 bits of '1'. [4] IV. MULTIPLEXING PROCESS The video and audio elementary stream constitutes a program. The elementary streams need to be combined as a single stream to facilitate the transmission process. The process of combining video and audio elementary stream to a single transport stream is called multiplexing. The encoded bit-streams undergo two layers of packetization. Fig.1 shows the two layers of packetization. The factors that need to be considered during multiplexing of data as a single stream are [12] :
 Each one of video/audio elementary stream data needs to be prioritized equally. This is essential to maintain buffer fullness at the receiver's end.  In addition to carrying payload information, the information in the form of time stamps is embedded to the PES header which will assist in maintaining lip sync and also the information to help playback of the data in a sequential manner is included.  Finally, since the multiplexed data will be transmitted in an error prone network, a provision for error correction methods is to be made. The encoded audio and video bit-stream undergoes first layer of packetization of variable length called the PES. A packet consists of a header and payload. PES header consists of 8 bytes and the payload data is each audio/video frame data. PES header starts with a 3 byte sync word 0x000001 followed by 1 byte of Dirac video/AAC audio stream ID which is unique, followed by 2 bytes of PES packet length and 2 bytes for time stamps in the form of frame numbers [21] . The time stamp information helps in achieving lip sync at the receiver's end during playback. The video/audio PES packets further undergo another layer packetization called the transport streams, of fixed length and 188 bytes long. The TS packet consists of a 3 byte header and the payload is the PES packet data. A TS packet starts with a sync word of 8 bits (0x47). This is followed by 1 bit Payload Unit Start Indicator (PUSI) and 1 bit of Adaptation field Control (AFC), 4 bits of Continuity Counter (CC) and 10 bits of Packet Identifiers (PID) unique for video and audio. The byte offset field is optional and present only if the payload is less than185 bytes and if the AFC bit is set to '1'. Byte offset is difference between 184 and remaining bytes of a packet. Byte offset number of zeros are stuffed along with the remaining bytes of data to maintain fixed length size. If PUSI bit is set to '1', it indicates the start of TS of one PES. If AFC is set to '1', it indicates the last TS of the same PES packet. In this way the video and audio TS packets are generated for all the frames and transmitted. The criterion for transmission of TS packet is the presentation time of video and audio TS. Since frame rate and sampling frequency for any given video and audio remain constant, the duration of each video and audio TS packet is calculated. TS packet of lesser time duration is transmitted. By default the video is transmitted first. Two timing counters are maintained for video and audio and the time accumulates once the packet is transmitted. This process of transmitting the TS packets whether a video or an audio continues until all the TS packets for both video and audio are transmitted. Thus, video and audio are transmitted as a single stream facilitating the transmission process.
V. DE-MULTIPLEXING PROCESS AND LIP SYNC
De-multiplexing is a process of retrieving audio and video payload data separately from a multiplexed transport stream. Two buffers are maintained separately to hold the audio/video data at the receiver's end. Figs.2 and 3 shows the block diagram of de-multiplexing process and the flowchart of the de-multiplexer.
Fig. 2. Block diagram of de-multiplexing process
The de-multiplexing process can be explained as follows. First, buffer for video and audio are maintained separately. Each incoming TS packet of 188 bytes long is read to check if it is a valid TS packet or not. If the first byte of TS is 0x47 [21] , the packet is valid and data needs to be read to buffer, else the data is discarded and the next packet is read. The third byte is checked to determine whether it is a video or audio TS packet. If the value is '15' it is a video packet else if '14' it is audio packet. The first two flag bits of second byte correspond to PUSI and AFC respectively. If the bits are set to '1' they indicate the start and end of TS packet corresponding to the same PES. If, PUSI is set to '1' and AFC is set to zero then TS packet corresponds to first packet of a PES and the 8 byte PES header is discarded and the payload is extracted to their respective buffer depending on PID. If, PUSI and AFC bits of a TS packet are both zero which means that there are more TS packets of the same PES, then the 185 bytes payload is accrued to the respective buffer. If PUSI is zero and AFC is '1, it means that it is the last TS of one PES then the fourth byte of TS packet which corresponds to offset byte is checked and the payload is extracted to the respective buffer discarding the offset zero bytes if any. When the last TS packet is encountered i.e. when AFC is '1', the frame number is also stored. When PUSI is '1' and AFC is also '1', it means that it is the only packet of a PES and the payload is extracted. This process of extraction of video and audio elementary streams is carried for the entire multiplexed stream. While extracting the data, the buffer fullness is monitored at the de-multiplexing end continuously. If there is underflow or overflow of data, when the sequence is played back the audio-video will be out of sync. Data was handled successfully without overflow/underflow ensuring that the multiplexing algorithm was efficiently implemented.
The buffer fullness was ensured by verifying the number of video and audio frames in the buffer. The frame numbers of the de-multiplexed data are stored in an array along with the corresponding indices to keep track of the number of frames in their respective buffers. Thus, at various stages of data extraction into the buffer, the number of video frames to be present is chosen and the corresponding synchronized audio frame was also stored. The chosen video and audio content playback time are calculated using Eqs. (1) and (2) respectively. Difference in the content playback time up to one frame duration will not cause out of lip sync problems. Using the proposed method, the buffer fullness is effectively handled and the elementary stream data was extracted to the respective buffer. In the de-multiplexing algorithm implemented, the video and audio data can be played from beginning to the end of the sequence as well as from any transport stream packet. 
VI. RESULTS
The input AVI sequences used are downloaded from YouTube [20] and is split to .yuv and .wav file using ffmpeg freeware [17] and later combined to multimedia format.mkv using mkvmerge freeware [16] . Tables 1 and 2 tabulate the  check for buffer fullness of inter and intra coding. Tables 3  and 4 tabulate de-multiplexer output for inter and intra coding. Table 5 tabulates the test clips characteristics used.
Digital Video Broadcast -Handheld (DVB-H) [9] and Advanced Television Systems Committee -Mobile / Handheld (ATSC -M/H) [10] [11] are amongst major digital TV broadcasters and the allocation of bandwidth is ~ 14Mbps and ~19.6 Mbps for the former and latter respectively. The bitrate obtained is 96.72 kbps for inter coding. Once, the data in the buffer is ready to be played back, the start of video and audio frame data needs to be determined. In order to start decoding Dirac video other than at the start of the sequence, the decoder must first synchronize to the stream. So, the video buffer needs to be a searched for the parse info prefix which indicates the start of the parse info header. Once decoder is synchronized, the sequence header needs to be searched forwards or backwards in order to obtain the parameters required for decoding. In case of Dirac, if the picture to be played back is dependent on the previous picture some pictures may not be (completely) decodable. In this paper, the video buffer is searched for a first occurring Instantaneous Decoder Refresh (IDR frame) and the corresponding synchronized audio frame number is calculated using Eq.3. [13] For AAC, the audio can be decoded from any frame data since ADTS header is used [4] . Eqs. 4 and 5 calculate the video and audio presentation time.
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If the audio frame number calculated is not an integer then the frame number is rounded off to the nearest integer. The maximum round off error will be 0.5 times the duration of an audio frame [12] . The maximum delay that is allowed by MPEG-2 standard is ± 40ms [14] . This delay obtained due to round off error is the only limitation.
VII. CONCLUSION
From Tables 1 and 2 , it is observed that the content playback time of video and audio is almost same. In tables 3 and 4, it is observed that the maximum delay between video and audio is about 12 ms which is well below the threshold. Thus, there will not be any visual delay perceptible between video and audio when played back and lip synchronization was successfully achieved.
