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Abstract
We show that the high-dimensional behavior of symmetrically penalized least squares with a
possibly non-separable, symmetric, convex penalty in both (i) the Gaussian sequence model and
(ii) the linear model with uncorrelated Gaussian designs nearly matches the behavior of least
squares with an appropriately chosen separable penalty in these same models. The similarity
in behavior is precisely quantified by a finite-sample concentration inequality in both cases.
Our results help clarify the role non-separability can play in high-dimensional M-estimation. In
particular, if the empirical distribution of the coordinates of the parameter is known –exactly
or approximately– there are at most limited advantages to using non-separable, symmetric
penalties over separable ones. In contrast, if the empirical distribution of the coordinates of
the parameter is unknown, we argue that non-separable, symmetric penalties automatically
implement an adaptive procedure which we characterize. We also provide a partial converse
which characterizes adaptive procedures which can be implemented in this way.
1 Introduction
In this paper, we consider estimation in two closely related statistical models. First, we consider
the Gaussian sequence model
y = θ + τz, (1.1)
where θ ∈ Rp is a parameter vector, possibly fixed or random, τ ≥ 0, and z ∼ N(0, Ip). In the
sequence model, the statistician observes y and estimates θ. Second, we consider the linear model
y = Xθ +w, (1.2)
where θ ∈ Rp, w ∈ Rn, and Xij iid∼ N(0, 1/n). In the linear model, the statistician observes y and
X and wishes to estimate θ. The noise w may or may not be random, but we require that it be
independent of the design X.
M-estimation is a popular approach to estimation which involves solving a data-depending
optimization problem. The M-estimators we consider minimize the sum of a least squares loss and
a convex regularization penalty. In the sequence model (1.1), such M-estimators are commonly
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known as proximal operators. In particular, if fp : Rp → R¯ is a lower semi-continuous (lsc), proper,
convex function, the proximal operator prox[fp] : Rp → Rp is defined via
prox[fp](y) = arg min
x∈Rp
{1
2‖y − x‖
2 + fp(x)
}
. (1.3)
In the linear model (1.2), such M-estimators are defined to satisfy
θ̂ ∈ arg min
b∈Rp
{ 1
2n‖y −Xb‖
2 + fp(b)
}
, (1.4)
where we specify set membership rather than equality because the minimizing set in (1.4), unlike
that in (1.3), is not necessarily a singleton. When the statistician only has access to (or chooses
only to exploit) structural information on the empirical distribution of the coordinates of θ (and
not the order in which these coordinates appear), it is natural to restrict attention to fp which are
invariant to permuting the coordinates of its argument. Such fp we will call symmetric.
In this paper, we provide results which precisely characterize for any symmetric, convex fp
the behavior of the estimators (1.3) and (1.4) in the models (1.1) and (1.2), respectively. Our
results have several consequences on the design and potential use of such estimators, which we also
describe. We begin by summarizing some of these results.
1.1 Penalized least squares in the sequence model
Consider that fp is both symmetric and separable; that is,
fp(x) =
p∑
j=1
ρ(xj), (1.5)
where ρ : R→ R¯ is convex. Then the proximal operator (1.3) satisfies
prox[fp](y)j = prox[ρ](yj), (1.6)
for all j. Thus, observation i does not affect estimate j for i 6= j. This separability allows us to
study statistical properties of the proximal operator in the sequence model by studying statistical
properties of the scalar proximal operator prox[ρ] in the model y = θ + τz where θ ∈ R and
z ∼ N(0, 1).
A main insight of this paper is that in high-dimensions, all symmetric proximal operators are
“approximately separable” in a sense which we make precise in Section 2. As a demonstration,
consider the penalty
fp(x) =
1
2 minη∈Rp+
p∑
j=1
(
w2j
ηj
+ λjη(j)
)
, (1.7)
where λ1 ≥ λ2 ≥ · · · ≥ λp and η(j) denotes the jth decreasing order statistic of η. This penalty
is convex, symmetric, and non-separable. It is a member of a large class of convex relaxations to
submodular combinatorial penalties that are studied in detail by [OB12]. It has been referred to as
a smoothed ordered weighed `1 (OWL) norm by [SBB17]. One derivation of (1.7) is as the tightest
positively homogeneous convex lower bound of the combinatorial penalty
x 7→ 12
(
F (|supp(x)|) + ‖x‖22
)
, (1.8)
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Figure 1: Plots of θ̂j vs. yj with penalty (1.7) in model (1.1) at three different noise levels τ = .5, 1,
and 2.5. Dimension p = 1000; parameter distribution µθ = 120µ−1 +
1
10µ0 +
1
20µ1; regularization
parameters λj = 2 for j ≤ 333, λj = 1 for 334 ≤ j ≤ 667, and λj = .5 for 668 ≤ j ≤ 1000.
Also shown are curves computed based on the theory developed in the paper on which (yj , θ̂j) are
predicted to approximately lie.
where F (j) = ∑ji=1 λj is a sub-modular function of the number of non-zero coordinates of x [OB12,
Corollary1, Lemma 8]. The penalty (1.7) was further studied by [SBB17] in the context of sparse
linear regression with correlated designs. We refer the reader to [OB12, SBB17] and references
therein for a discussion of this penalty and its uses.
In Figure 1, we report the results of a simulation study in which we applied the proximal
operator for penalty (1.7) in the sequence model (1.1) when the dimension p = 1000; the parameter
θ has 50 coordinates equal to −1, 50 coordinates equal to 1, and 900 coordinates equal to 0; λj = 2
for j ≤ 333, λj = 1 for 334 ≤ j ≤ 667, and λj = .5 for 668 ≤ j ≤ 1000; and τ is either .5, 1, or
2.5. For each τ = .5, 1, 2.5, we randomly select some of the indices j and display (yj , θ̂j) using red
open triangles, green circles, and blue filled triangles, respectively. For each τ , we also plot a curve
which we have computed before the realization of the noise and on which our theory predicts all
such pairs (yj , θ̂j) should approximately lie. We see that for a fixed value of τ , each pair (yj , θ̂j)
does indeed approximately lie on the corresponding pre-computed curve.
These observations suggest –and we will show– that conditional on (i) the empirical parameter
distribution and (ii) the noise level, the estimate θ̂j is approximately only a function of yj . This
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function does not depend upon j and can be determined prior to the realization of the noise. More-
over, we will show that this function can be written as prox[ρ] for some scalar convex function ρ.
In this sense, for the purposes of estimation in the Gaussian sequence model with symmetrically
penalized least squares, all penalties behave like separable penalties in high-dimensions. For sta-
tistical purposes, they are “approximately separable.” We make these results precise with a finite
sample concentration inequality which holds uniformly over choices of symmetric penalty fp. These
results suggest that there are limited advantages to non-separability in the sequence model when
the empirical parameter distribution is approximately known.
A recent paper established this phenomenon for a particular class of symmetric penalties: the
ordered weighted `1 (OWL) norms, which induce an estimation scheme also refered to as sorted
`1 penalized estimation (SLOPE) [HL19]. These penalties have been proposed for the purposes
of adaptation to sparsity and greater stability in sparse estimation with highly correlated designs
[BvdBS+15, SC16, SBB17]. They take the form
fp(x) =
p∑
j=1
λj |x|(j) (1.9)
where λ1 ≥ · · · ≥ λp ≥ 0 are appropriately chosen regularization parameters and |x|(j) are the
decreasing absolute order statistics of x. We establish approximate separability of symmetric
proximal operators much more generally because our results hold for any symmetric penalty. For
example, the theorems in [HL19] do not address the approximate separability of the penalty (1.7).
1.2 Penalized least squares in the linear model with Gaussian designs
In the past several years, there have been many works characterizing the distribution of M-
estimators in high-dimensional linear models with Gaussian design matrices (see e.g. [BM12, EKBB+13,
TOH15, TAH18, DM16, MM18]). To facilitate the discussion to come, we present a recent result
of this type for the LASSO.
Theorem 1 (Adapted from Theorem 3.1 of [MM18]). Consider model (1.2) with w ∼ N(0, σ2In)
for σ > 0. Let fp(x) = ξ‖x‖1. Then there exist τ, λ, C, c depending only on the empirical distribu-
tion of the parameters µθ := 1p
∑p
j=1 δθj , the measurement rate n/p, the noise variance σ2, and the
regularization parameter ξ such that for all  ∈ (0, 1/2)
P
(
W2(µ(θ̂,θ), µ∗)
2 ≥ 
)
≤ C−3 exp
(
−cp3 log(1/)−2
)
, (1.10)
where µ(θ̂,θ) =
1
p
∑p
j=1 δ(θ̂j ,θj)
is the empirical joint distribution of the true parameters and their
corresponding estimates; µ∗ is the joint distribution of (ηsoft(θ+τz;λξ), θ) when θ ∼ µθ, z ∼ N(0, 1)
independent of θ, and ηsoft is soft-thresholding with threshold λξ;1 and W2 is the Wasserstein
distance of order 2 on the space of probability distributions with finite second moment (which we
define in Section 1.6).
Coordinate-wise soft-thresholding with threshold λξ is the proximal operator of the separable
penalty fp(x) = λξ‖x‖1. Thus, the concentration inequality of Theorem 1 says that the estimate θ̂
of parameter θ behaves as if it resulted from applying a separable proximal operator to observations
1That is, ηsoft(y;λξ) = max(min(y + λξ, 0), y − λξ).
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in the Gaussian sequence model (1.1) at a particular noise variance τ2. Once we understand the
dependence of τ, λ on the parameters of the problem (which [MM18] describes), Theorem 1 reduces
the study of the LASSO in the linear model with Gaussian designs to the study of soft-thresholding
in the scalar statistical model y = θ+ τz with θ ∼ µθ and z ∼ N(0, 1) independent of θ. For exam-
ple, Theorem 1 implies that the realized `2-loss of the LASSO estimate, 1p‖θ̂ − θ‖2, concentrates
on the `2-risk of soft-threshdolding in the scalar model, Eθ∼µθ ,z∼N(0,1)[(ηsoft(θ + τz;λξ)− θ)2].
In this paper, we show that a concentration inequality of the form (1.10) holds for any symmetric
penalty fp. In particular, the estimator (1.4) in the linear model (1.2) behaves as if it resulted
from applying a certain separable proximal operator to observations in the Gaussian sequence
model at a particular noise variance. One consequence of this result is that for a fixed empirical
parameter distribution µθ, aspect ratio n/p, noise variance σ2, and symmetric penalty fp, there
exists a separable penalty which produces estimates in model (1.2) with nearly the same statistical
properties.
1.3 Adaptive estimation
The preceding two sections suggest that in the models (1.1) and (1.2) and for a fixed empirical
parameter distribution, non-separable symmetrically penalized least-squares behaves like separable
symmetrically penalized least-squares with appropriately chosen penalty. What advantage, then,
do non-separable penalties have for estimation?
We propose that one potential advantage of non-separability emerges when the empirical dis-
tribution of the parameters is unknown. Figure 1 suggests, and we show, that in the sequence
model, non-separable symmetrically penalized least squares approximately applies to each coordi-
nate an estimator which depends upon the underlying empirical parameter distribution. In this
sense, symmetric proximal operators in the sequence model with unknown empirical distribution of
the parameter automatically implement adaptive procedures. In particular, they select in a data-
driven way a scalar estimator to (approximately) apply coordinate-wise. For any given penalty fp,
we characterize this adaptive procedure. Moreover, we provide a sufficient condition which given
an adaptive procedure guarantees it is implemented by some symmetric, convex penalty.
Ideally, we could design a non-separable penalty which, for each underlying parameter distri-
bution of interest, chose the “right” coordinate-wise estimator according to some criterion. While
we do not explore the design of such penalties in this paper, we hope this work opens the door
to principled approaches to designing non-separable M-estimators like the square-root LASSO and
SLOPE [BCW11, BvdBS+15] which adapt to a pre-specified nuisance parameter.
1.4 Summary of contributions
To summarize and add to the preceding three sections, we list our primary contributions.
1. We prove a finite sample concentration inequality which quantifies in a precise sense the
“asymptotic separability” of symmetric proximal operators in the Gaussian sequence model.
This concentration inequality holds uniformly over all choices of penalty. This result is sub-
stantially more general and more precise than a similar result of [HL19]: more general because
it applies to arbitrary symmetric penalties rather than only to penalties of the form (1.9);
more precise because it holds in finite samples rather than asymptotically.
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2. We prove a finite sample concentration inequality which –given a solution to a certain system
of equations involving model and estimator parameters– characterizes in a precise sense the
behavior of symmetrically penalized least squares in the linear model. The characterization
involves comparison to a particular scalar estimation model. For the same reasons as above,
this result is substantially more general and more precise than similar results in [HL19] which
apply only to SLOPE and only asymptotically. Moreover, for each fixed empirical parameter
distribution, aspect ratio n/p, noise variance σ2, and symmetric penalty fp, our results estab-
lish the same concentration inequality (with the same constants) for penalized least squares
with a particular separable penalty. Thus, we reveal a near equivalence in behavior between
the symmetrically and the separably penalized estimators (contingent on the existence of
solutions to a certain system of equations).
3. A recent paper established a lower bound on the asymptotic squared error of symmetrically
penalized least squares in the linear model with Gaussian design matrices with independent
entries [CM19]. The arguments of that paper easily imply an analagous lower bound for sep-
arably penalized least squares. We show that the two lower bounds agree, which is significant
because the lower bounds are expected to be generally tight. This and contribution 2 pro-
vide strong evidence that, in high dimensions, symmetrically penalized least squares cannot
outperform separably penalized least squares in the linear model with Gaussian designs when
the empirical parameter distribution is approximately known.
4. We argue that symmetric proximal operators in the sequence model with unknown empirical
parameter distribution automatically implement adaptive procedures. We describe these
adaptive procedures and provide a sufficient condition which given an adaptive procedure
guarantees it is implemented by some symmetric, convex penalty.
5. We develop a theory of symmetric, convex penalties and proximal operators based on the tools
of optimal transport theory. This theory is the basis of the contributions listed above. In the
sequence model, this theory can generate results which generalize contribution 1 beyond the
case of Gaussian noise. While the results we present hold with high-probability, the framework
we develop can easily generate results which hold in other senses, like in expectation.
1.5 Related literature
Several recent works have developed precise characterizations of M-estimators in linear models with
Gaussian designs. One approach, and the one we adopt, uses Gaussian comparison inequalities.
This approach was first developed in [Sto13] and was developed further by [TOH15, TAH18]. Finite-
sample concentration inequalities for the LASSO using this technique were developed by [MM18].
Sharp asymptotics for SLOPE in linear regression were provided by similar means in [HL19].
An alternative approach to the precise characterization of M-estimators in high-dimensional
linear models uses Approximate Message Passing (AMP) algorithms [BM12, DM16, SC18]. The
precise characterization of AMP algorithms via the so-called state evolution was first developed in
[Bol14, BM11, JM13]. Recent work establishes the validity of the state evolution for such algorithms
which use nonseparable non-linearities [BMN19]. This work was used in [CM19] to develop lower
bounds on the asymptotic performance of symmetrically (and possibly nonseparably) penalized
least squares.
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A third approach to the precise characterization of M-estimators in the high-dimensional linear
model uses leave-one-out techniques. This approach has been successfully applied to ridge regression
and to schemes which penalize residuals using a non-quadratic but separable loss [EKBB+13, EK13].
The recent paper [HL19] identified the asymptotic separability of the SLOPE penalty, and our
work is a natural extension of that paper.
The adaptive potential of M-estimation has been previously observed through specific examples.
These include the square-root LASSO, which adapts to unknown noise-level by applying the loss
‖y−Xθ‖/√n to the residuals [BCW11] and SLOPE, which adapts to unknown sparsity by applying
a LASSO-like penalty which penalizes parameter estimates more or less strongly based on rank
statistics [BvdBS+15, SC16].
Some of the results we develop regarding symmetric, convex functions are not entirely new. The
papers [HW88, Day73] and the references therein develop several results regarding the structure of
symmetric, convex functions in Banach spaces and their subdifferentials. We use the tools of optimal
transport theory to the study of symmetric, convex penalties, which we believe is particularly
fruitful in generating statistical insight into the behavior of M-estimation with symmetric penalties.
1.6 Notations
For a vector x ∈ Rp, we denote by µx the empirical distribution of its coordinates; that is, µx =
1
p
∑p
j=1 δxj . Similarly, for a random variable X, we denote by µX its law. We denote by R¯ = R∪{∞}
the real line completed at ∞. For two measures µ, µ′ ∈ P2(R), we denote by Π(µ, µ′) the collection
of couplings between µ and µ′. That is, ν a probability measure on R2 is in Π(µ, µ′) if its first
marginal is µ and its second marginal is µ′. The set Π(µ, µ′) is non-empty because it contains, in
particular, the product meausure µ⊗ µ′. It is well known that
W2(µ, µ′)2 := inf
pi∈Π(µ,µ′)
E(X,X′)∼piE[(X −X ′)2] (1.11)
defines a metric W2(µ, µ′) on the space of probability measures with bounded second moment
[Vil10, Definition 6.4]. We denote by P2(R) the space of probability measures with finite second
moment endowed with this metric. The space P2(R) is refered to as the Wasserstein space of order
2 on R. The optimal coupling between µ and µ′ is denoted piopt(µ, µ′). For any µ ∈ P2(R) and
τ ≥ 0, we denote by µ∗τ = µ∗N(0, τ2), that is, the distribution of Θ+τZ when Θ ∼ µ, Z ∼ N(0, 1)
independent. For a vector x ∈ Rp, we denote ‖x‖ =
√∑p
j=1 x
2
j the standard Euclidean norm.
We denote the space of square-integrable, Borel-measureable random variables on the unit interval
with Lebesgue measure by L2(0, 1). For X,Y ∈ L2(0, 1), we denote d2(X,Y ) =
√
E[(X − Y )2] the
standard Hilbert-space metric, and ‖X‖2 =
√
E[X2] the standard Hilbert-space norm. The space
P2(Rk), the Wasserstein space of order 2 on Rk, is defined similarly to P2(R), replacing probability
measures with finite second moment on R with those with finite second moment on Rk and replacing
squared distance E[(X −X ′)2] with E[‖X −X ′‖2].
1.7 Organization
In Section 2, we present and discuss our main results. In Section 3, we develop a theory which uses
optimal transport to study symmetric convex functions. In Section 4, we prove our main results
using the theory developed in Section 3. In fact, in Section 4 we prove slightly more general versions
of the theorems which appear in Section 2. We defer these more general statements to Section 4
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because their meaning and statistical relevance are less readily apparent. Nevertheless, they may
serve as a more appropriate starting point for further extensions or applications to alternative
models. Some technical details and additional simulations we defer to the appendices.
2 Main results
2.1 Limited advantages to non-separability in the Gaussian sequence model
In this section, we argue that estimators of the form (1.3) with symmetric, convex fp in the
sequence model (1.1) behave as if they were defined using separable fp. By (1.6), M-estimation
with symmetric, separable penalties in the sequence model constructs an estimate by applying to
each coordinate the same scalar estimator from the collection
PR1 := {prox[ρ] | ρ : R→ R¯ lsc, proper, convex}. (2.1)
This collection does not contain all scalar functions or even all scalar, non-decrasing functions.
Fact 2.1. The collection PR1 contains exactly those functions R → R which are non-decreasing
and 1-Lipschitz.
Fact 2.1 is proved in Appendix B.1. Our main result for estimation in the Gaussian sequence model
states that all symmetric proximal operators construct an estimate by approximately applying to
each coordinate the same scalar estimator from the collection PR1.
Theorem 2. There exist (i) universal functions c,C : R>0 → R>0, non-increasing and non-
decreasing respectively, and (ii) for each p, a collection of mappings Afp : P2(R) → PR1 indexed
by lsc, proper, symmetric, convex functions fp : Rp → R¯ such that the following is true.
For any p, θ ∈ Rp, τ > 0, and  ∈ (0, 1/2], we have
P
(1
p
‖prox[fp](θ + τz)− Afp(µ∗τ )(θ + τz)‖2 > 4(W2(µ, µθ) + τ
√
)2
)
≤ C−1 exp(−cp3 log()−2), (2.2)
where µ∗τ := µ ∗ N(0, τ2), C = C(snr) and c = c(snr) with snr := ‖θ‖2
pτ2 , the probability is over
z ∼ N(0, Ip), and it is understood that Afp(µ∗τ ) is applied to θ + τz coordinate-wise. If τ = 0, we
may replace the upper bound on the right-hand side by 0.
If fp(x) is separable as in (1.5), we may take Afp(µ) = prox[ρ] for all µ.
Theorem 2 is proved in Section 4.1. A detailed description of how to construct such a collection
of mappings A· is deferred to Section 3, and in particular, Section 3.6. Importantly, the scalar
estimator Afp(µ∗τ ) appearing in Theorem 2 does not depend upon the realization of the noise z.
Rather, it depends only on the distribution µ∗τ , so that it can in principle be determined by the
statistician in advance of any observations. Moreover, it can often be efficiently computed, as we
briefly discuss in Section C.
We should think of the µ in Theorem 2 as a good approximation to the empirical distribution
of the coordinates of θ. For example, we may take µ = µθ, in which case (2.2) simplifies to
P
(1
p
‖prox[f ](θ + τz)− Afp(µ∗τθ )(θ + τz)‖2 > 
)
≤ C−1 exp(−cp3 log()−2). (2.3)
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Keep in mind that (2.3) differs from (2.2) not only in the threshold which appears on the right-hand
side of the inequality inside the probability, but also potentially in the scalar estimator: Afp(µ∗τθ )
rather than Afp(µ∗τ ).
We state the more general inequality (2.2), which applies to choices other than µ = µθ, because
we may not always wish to apply Theorem 2 with this particular choice. For example, if we allow
that θ be random with coordinates drawn iid from µ, then we may wish to take µ as the population
rather than empiricial distribution of the cordinates of θ. With this choice, we may take any M > 0
and view Eq. (2.2) as a bounded on the conditional probability conditioned on ‖θ‖2/p ≤ M with
C = C(M/τ2) and c = c(M/τ2), with W2(µ, µθ) now also random. Here we have used critically the
monotonicity of c,C. For M larger than the second moment of µ, the event ‖θ‖2/p ≤M will hold
with high probability. By quantifying this probability, the bound (2.2), which in this context holds
only conditionally, can lead to an unconditional bound. We can often also control the probability
that W2(µ, µθ) is large (see e.g. [FG15]), so that with some work we can control the probability that
1
p‖prox[f ](θ + τz)− Afp(µ∗τ )(θ + τz)‖2 exceeds a parameter-independent threshold. Importantly,
in this case the scalar estimator Afp(µ∗τ ) does not depend upon the realization of θ or z. The
distribution µ∗τ = µ ∗ N(0, τ2) is interpreted as the population measurement distribution.
Theorem 2 says that for the purposes of estimation in the Gaussian sequence model (1.1) with
µθ approximately known, non-separable, symmetric M-estimation behaves almost equivalently to
separable, symmetric M-estimation with appropriately chosen convex penalty ρ : R → R¯. Impor-
tantly, because the functions c,C are universal, the rate of concentration we establish is uniform over
choices of penalty fp. That is, separable M-estimation approximates non-separable M-estimation
uniformly well over such choices.
We remark that Theorem 2 follows from a more general theorem whose statement can be found
in Section 4.1. For random θ, this more general theorem may yield tighter results than the approach
outlined in the paragraph above. Moreover, this more general theorem is not specific to the model
(1.1). From it, we can derive results analogous to Theorem 2 in different statistical models on Rp.
As we will see, the concentration we establish will always be uniform over the choice of fp. In
fact, it will only depend upon the rate of concentration of the empirical distribution of observations
in Wasserstein space, a property of the statistical model and not the estimator we choose. Thus,
Theorem 2 and its more general statement in Section 4.1 separate the analysis of the penalty,
used to determine Afp , and the analysis of the statistical model, used to determine the rate of
concentration.
2.2 No first-order asymptotic advantage to non-separability in the linear model
A recent paper [CM19] establishes an asymptotic lower-bound on the `2-risk of the estimator (1.4)
in a certain high-dimensional limit in which the empirical distribution of the coordinates of θ
appropriately converges. Here we prove that the lower bound established there over the collection
of symmetric penalties agrees with the corresponding lower bound over the much smaller collection
of separable penalties. Thus, we confirm a conjecture stated in a footnote and in Appendix Q of
[CM19]. This equivalence is significant because these lower bounds are expected to be generally
tight.
First we describe the lower-bound of [CM19].2 Fix prior µ ∈ P2(R). Consider a sequence
2The formulas differ slightly here because we adopt an slightly different convention of normalization.
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p→∞. Let
C =
{
{fp : Rp → R¯} : fp is lsc, proper, symmetric, and convex ∀p
}
(2.4)
be the collection of all sequences of lsc, proper, symmetric, convex functions. Define the optimal
per-coordinate `2-risk of symmetric, penalized least squares in the Gaussian sequence model by
Roptsymm(τ ;µ) = inf{fp}∈C
lim inf
p→∞
1
p
E
[
‖prox[fp](θ + τz)− θ‖2
]
, (2.5)
where θj iid∼ µ and z ∼ N(0, Ip) independent of θ. Let σ2 ≥ 0. Define
τ2symm = sup
{
τ2
∣∣∣∣∣ δ(τ2 − σ2) < Roptsymm(τ ;µ)
}
. (2.6)
The lower-bound is given in the following proposition, which we copy from [CM19].
Theorem 3 (Theorem 1 of [CM19]). Consider a sequence of models (1.2) with n, p→∞, n/p→
δ ∈ (0,∞). Assume that w is independent of X and almost surely
µθ
W→ µ, 1
n
‖w‖2 → σ2, (2.7)
(in particular, we consider both models in which θ,w are random and models in which they are
deterministic). If we adopt the convention that ‖θ̂− θ‖2 is infinite whenever the minimizing set in
(1.4) is empty, then
inf
{fp}∈Cδ,µ
p
lim inf
p→∞
1
p
‖θ̂ − θ‖2 ≥ δ(τ2symm − σ2), (2.8)
where a sequence of lsc, proper, symmetric, convex functions {fp} is in Cδ,µ if
for all compact T ⊂ (0,∞), there exists λ¯ = λ¯(T ) <∞ such that
lim sup
p→∞
sup
λ>λ¯,τ∈T
1
τp
E [〈z, prox[λfp](θ + τz)] , (2.9)
where in the expectation we take θj iid∼ µ and z ∼ N(0, Ip) independent of θ.
Theorem 3 establishes a lower bound on the realized `2-loss of symmetrically penalized least-squares
asymptotically for sequences of penalties belonging to the collection Cδ,µ. Using Fatou’s lemma,
it is straightforward to extend the lower bound (2.8) to a lower-bound on the asymptotic risk of
the estimator (1.4) (that is, where we take an expectation in (2.8). See [CM19, Lemma I.1]).
The collection Cδ,µ is extensively discussed in [CM19], see for example Section 3 and Appendix C
in that paper. It is argued there that the condition (2.9), though difficult to understand, is not
very restrictive. The authors of [CM19] refer to sequences which satisfy (2.9) as sequences with
δ-bounded width, a terminology which we adopt as well.
Now we consider symmetric, separable penalties. Let F1 be the collection of all univariate, lsc,
proper, convex functions. Define
Roptsep(τ ;µ) = inf
f1∈F1
E
[
(prox[f1](θ + τz)− θ)2
]
, (2.10)
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where θ ∼ µ, z ∼ N(0, 1) independent, and the infimum is taken over all lsc, proper, convex
functions. Define
τ2sep = sup
{
τ2
∣∣∣∣∣ δ(τ2 − σ2) < Roptsep(τ ;µ)
}
. (2.11)
We claim that under the conditions of Theorem 3, we have that
inf
f1∈F1{
fp(x)=
∑p
j=1 f1(xj)
}
∈Cδ,µ
p
lim inf
p→∞
1
p
‖θ̂ − θ‖2 ≥ δ(τ2sep − σ2), (2.12)
where the reader should have in mind that for each p we make the same choice f1, though this is
not required. Indeed, it is straightforward (though perhaps tedious) to check that the proofs in
[CM19] all go through if we instead consider estimation using separable penalties in the class Cδ,µ
with the lower bound (2.12) (which includes, for example, all f1 with unique minimizer [CM19,
Claim 3.5]).
Our next result establishes that the right-hand sides of (2.8) and (2.12) agree.
Theorem 4. Let µ ∈ P2(R) and τ ≥ 0. Then
Roptsymm(τ ;µ) = Roptsep(τ ;µ). (2.13)
In particular, the lower-bound (2.8) on the optimal `2-loss over sequences of symmetric penalties
with δ-bounded width agrees with the lower bound (2.12) over sequences of symmetric, separable
penalties with δ-bounded width.
Theorem 4 is proved in Section 4.2. Theorem 4 should not be surprising in light of Theorem
2. Indeed, Roptsymm(τ ;µ) and Roptsep(τ ;µ) are defined in terms of the performance of M-estimation in
the Gaussian sequence model. Theorem 4 suggests that asymptotically there is no advantage to
non-separability in symmetrically penalized least squares for model (1.2). Confirming this claim
requires establishing that the lower-bounds (2.8) and (2.12) are tight. While we believe this to
be the case, we do not prove so here. In the following section we present further evidence of this
fact. In particular, given a solution to a certain system of equations, we establish a finite-sample
concentration inequality which characterizes the behavior of symmetrically penalized least-squares
in the model (1.2) which also holds for a particular choice of separable, symmetric penalty.
Finally, we remark that Theorem 4 allows us to compute Roptsymm(τ ;µ) and the symmetric lower
bound by computing Roptsep(τ ;µ) and the separable lower bound. Because the quantities appearing
in (2.10) involve only functions of a scalar random variables, they can be computed efficiently
numerically (see [CM19, Appendix Q]), whereas the quantities in (2.5) may not be. The theoretical
lower bounds presented in Table 1 and Figure 1 of [CM19] are computed via (2.10), and Theorem
3 rigorously justifies this computation.
2.3 Finite-sample behavior of symmetric M-estimators in the linear model
We now present a concentration inequality analogous to that in Theorem 2 except applied to the
linear model (1.2). Our concentration inequality in the linear model uses a solution to a certain
system of equations involving scalar estimators (and in particular, assumes such a solution exists).
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Theorem 5. There exist (i) universal functions c1, c2, c3,C : R4>0 → R>0 and (ii) for each p, a
collection of mappings Af ′p : P2(R) → PR1 indexed by lsc, proper, symmetric, convex functions
f ′p : Rp → R¯ such that the following is true.
Fix any lsc, proper, symmetric, convex function fp : Rp → R¯. Assume θ ∈ Rp with ‖θ‖2/p ≤M
for some M . Consider model (1.2) with n/p = δ and w independent of X. Let θ̂ be any random
vector satisfying (1.4) almost surely on the event that the minimizing set is non-empty. Consider
random variables Θ∗ ∼ µθ and G∗ ∼ N(0, 1) independent and τ∗, σ∗ > 0. Let Y ∗ = Θ∗ + τ∗G∗.
Assume that τ∗, λ∗ solve
τ∗2 = σ∗2 + 1
δ
E
[
(Aλ∗fp(µ∗τ
∗) ◦ Y ∗ −Θ∗)2
]
, (2.14a)
δ = λ∗
(
1− 1
δτ∗
E[G∗(Aλ∗fp(µ∗τ
∗) ◦ Y ∗)]
)
, (2.14b)
where for any function η : R→ R and random variable X, the expression η ◦X denotes the random
variable constructed by applying η to the realized value of X.3 Let cj = cj(M, τ∗, σ∗, δ), j = 1, 2, 3
and C = C(M, τ∗, σ∗, δ). Then for all 0 <  < c1,
P
(
W2(µ̂(θ̂,θ), µ(Aλ∗fp (µ∗τ∗ )◦Y ∗,Θ∗))
2 > τ∗2
)
≤ 2C−1 exp
(
−c2p3 log(1/)−2
)
+ 4P
(∣∣∣∣∣‖w‖/
√
n
σ∗
− 1
∣∣∣∣∣ > c3
)
. (2.15)
If f ′p(x) is separable as in (1.5), we may take Af ′p(µ) = prox[ρ] for all µ.
Theorem 5 is proved in Section 4.3. The dependence of c1, c2, c3,C on the parameters of the problem
is careful tracked in its proof (and, in particular, in the part of the proof deferred to the Appendices).
The collections {Afp | fp lsc, proper, convex on Rp} for which Theorem 2 and Theorem 5 hold can
be taken to be the same. We will describe these collections in Section 3.3. Theorem 5 supports
the discussion following Theorem 4 that the equivalence between the symmetric and separable
lower bounds is not an artefact of known proof techniques but rather is fundamental. Indeed,
the constants c1, c2, c3, C do not depend upon the choice of penalty fp. In particular, the same
constants apply to the separable penalty (1.5) which takes ρ such that prox[λ∗ρ] = Aλ∗fp(µ∗τ
∗).
Theorem 5 does not establish this equivalence completely because it requires assuming a solution
to (2.15) exists, and it is difficult to argue that an M-estimator for which no solution exists could
not perform better. In fact, much of the technical work in proving Theorem 3 goes into establishing
the existence of a solution to a system like (2.14) [CM19]. Nevertheless, solutions to (2.14) should
usually exist (for example, they always exist for the LASSO, see [MM18]), and when they do not, it
often results from the estimator being severely ill-defined (for example, taking fp = 0 when δ < 1).
2.4 Advantages to non-separability: adaptive estimation in the sequence model
The mapping Afp which appears in Theorems 2 and 5 has a natural adaptive interpretation. Em-
pirical Bayes methods of estimation are based upon the insight that in certain high-dimensional
3We adopt this notation because we will frequently consider function f : L2(0, 1) → R¯, and we do not wish to
confuse a real-valued function of a random variables with the application of a real-valued function of a real number
to the realized value of the random variable.
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statistical models the prior which generated the data can be consistenly estimated from the em-
pirical measurement distribution, whence the Bayes estimator can be approximated and applied
to estimate each parameter [Rob56, BG09, JZ09, Efr11].4 Thus, Bayes performance can be ap-
proximately achieved without knowledge of the prior. We may view such full empirical Bayes
methods as selecting a coordinate-wise estimator from the collection of all measurable estimators
in a data-dependent way. We may also consider restricted empirical Bayes, in which the statisti-
cian uses the data to select an estimator from a restricted class rather than from the collection of
all estimators. In these settings, for certain underlying priors the statisticians fail to consistently
select the Bayes estimator. James-Stein estimation and procedures which adaptively choose a soft-
thresholding parameter in sparse estimation are instances of the use of such techniques. See, for
example, [EM73, DJ95, XKB12].
Theorems 2 and 5 indicate that symmetric penalties automatically implement exactly this type
of program. For example, consider the sequence model (1.1) and proximal operators (1.3). For fp
fixed, we should think of the mappings Afp as a population adaptive mapping: it takes the true
population measurement distribution (which is unknown) and chooses a scalar estimator to apply
coordinate-wise based on that distribution. Theorem 2 says that symmetric proximal operators
approximately implements the population adaptive mapping with errors bounded by (2.2). Some
such error is inevitable. In finite samples, we cannot exactly infer the population measurement
distribution, so we cannot exactly choose a scalar estimator to apply coordinate-wise based on Afp .
Whether inequality (2.2) captures the correct or optimal error rate is not something we address.
Conveniently, however, the error in inequality (2.2) is uniform over choices of symmetric penalty
fp.
The adaptive interpretation of M-estimators (1.4) in the linear model (1.2) is more complicated
because the scalar estimator Aλ∗fp(µ∗τ
∗) depends upon λ∗, which is determined in a complicated
manner via (2.14) (which, in turn, depends upon Aλ∗fp(µ∗τ
∗)). Fixing the penalty fp and mea-
surement rate δ, the population adaptive mapping takes the parameter empirical distribution µθ
and approximate noise level σ∗2 and chooses a scalar estimator Aλ∗fp and noise level τ∗ by finding
a soultion to (2.14). Eq. (2.14) involves both the collection {Aλfp}λ>0 and the parameters µθ, σ∗
to which it adapts. Theorem 5 says that symmetric least squares behaves approximately as if the
scalar estimator Aλ∗fp selected by the population adaptive mapping were applied to measurements
in the sequence model (1.1) at noise level τ∗.
The adaptive potential of symmetric M-estimation should not be surprising. Recently, SLOPE
was introduced to achieve FDR control and to adaptively achieve minimax rates of estimation
over sparisty levels in both the Gaussian sequence model and the linear model [BvdBS+15, SC16,
BGT18]. The current paper establishes in a much more general way the adaptive potential of
symmetric M-estimation.
It is natural to ask which adaptive procedures can be implemented –exactly or approximately–
by symmetrically penalized least squares in either the Gaussian sequence model or the linear model,
and whether there is a principled design process which automates the discovery of an adaptive
symmetric penalty for a particular task. In this paper, we characterize which adaptive procedures
can be exactly implemented in the Gaussian sequence model and leave such a characterization in
the linear model for future work.
More preciesly, consider a collection D ⊂ P2(R) of distributions with non-trivial Guassian
4Under certain interpretations, we need not view the underlying parameters as random. Rather, the prior can be
viewed as a description of the fixed empirical distribution of the truth.
13
component. That is, for each ν ∈ D, we may write ν = µ ∗ N(0, τ2) for some µ ∈ P2(R) and
τ > 0. We should think of D as a collection population measurement distributions in a collection
of sequence models of the form (1.1). Consider an ideal adaptive procedure defined by a mapping
A : D → PR1. When does there exist a symmetric, convex fp such that we may take Afp in
Theorem 2 to agree with A on D? We provide an explicit characterization of the A for which this
is possible, which relies on the following notion.
Definition 2.2 (Joint cyclic monotonicity). A subset R ⊂ P2(R2) is jointly cyclically-monotone if
for all finite n, all sets {pij}nj=1 ⊂ R, all random vectors (X1, G1, . . . , Xn, Gn) with (Xj , Gj) ∼ pij
for all j, and all permutations σ : [n]→ [n], we have
n∑
j=1
E[XjGj ] ≥
n∑
j=1
E[XjGσ(j)]. (2.16)
The implementability of an adaptive procedure via a symmetric proximal operator depends upon
the joint cyclic monotonicity of a certain set.
Theorem 6. There exist universal functions c,C : R>0 → R>0, non-increasing and non-decreasing
respectively, such that the following is true.
Consider D ⊂ P2(R) a collection of distributions, each with a non-trivial Gaussian component.
Let A : D → PR1. If {µ(A(µY )◦Y,Y−A(µY )◦Y ) | µY ∈ D} is jointly cyclically monotone, then for each
p there exists an lsc, proper, symmetric, convex function fp : Rp → R¯ such that for all θ ∈ Rp, all
µ ∈ P2(R) and τ > 0 with µ∗τ ∈ D, and all  ∈ (0, 1/2], we have
P
(1
p
‖prox[fp](θ + τz)− A(µ∗τ )(θ + τz)‖2 > (W2(µ, µθ) + τ
√
)2
)
≤ C−1 exp(−cp3 log()−2), (2.17)
where µ∗τ = µ ∗ N(0, τ2), C = C(snr) and c = c(snr) with snr = ‖θ‖2
pτ2 , the probability is over
z ∼ N(0, Ip), and it is understood that A(µ∗τ ) is applied to θ + τz coordinate-wise.
Theorem 6 is proved in Section 4.4. The condition of Theorem 6 expresses the implementability of
an adaptive procedure with a symmetric proximal operator through a condition that is intrinsic to
the adaptive procedure itself. Unfortunately, the condition as stated is difficult to work with. We
help make the statement more concrete with two examples.
Example 2.1 (Non-adaptive procedures). If D is a singleton, then the condition of Theorem 6
holds if and only if A(µ) is non-decreasing and 1-Lipschitz for the unique µ ∈ D. Indeed, in this
case the separable penalty fp(x) =
∑p
j=1 ρ(xj) where prox[ρ] = A(µ) implements the procedure
A. This example is a non-adaptive example, so that its implementability by separable, symmetric
M-estimation in unsurprising. If µ = µ′∗N(0, τ2), we can implement the Bayes estimator A(µ)(y) =
E[θ|θ + τz = y], where θ ∼ µ′ and z ∼ N(0, 1) independent of θ, if and only if the Bayes estimator
is 1-Lipschitz (it is non-decreasing automatically).
Example 2.2 (Full-empirical Bayes). Fix τ > 0 and let D = {µ∗τ | µ ∈ P2(R)}. Let A(µ∗τ )(y) =
E[θ|θ + τz = y], where on the right-hand side θ ∼ µ′ and z ∼ N(0, 1) independent of θ. The
condition of Theorem 6 fails for this A. Indeed, there exist µ such that the Bayes estimator is not
1-Lipschitz, and we cannot construct fp such that Afp(µ∗τ ) is the Bayes estimator at such µ by the
preceding example.
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The reader may wonder why adaptive procedures which can be implemented via symmetric M-
estimation deserve special attention. We suggest several reasons. First, convex M-estimators
should typically be easy to compute. Thus, we may expect that identifying adaptive procedures
implemented by convex M-estimation will also generate procedures which are computationally
feasible. Second, M-estimators designed for adaptation in one model may continue to exhibit
appealing adaptive qualities in alternative models. For example, an important paper of Abramovich
et al. [ABDJ06] demonstrated an intriguing connection between adaptive estimation and FDR
control in the Gaussian sequence model: by only estimating those means selected by Benjamini-
Hochberg at sufficiently low target FDR, one could achieve asymptotic minimaxity in estimation
across sparsity levels with respect to several losses. Unfortunately, it is not obvious how to generalize
their procedure to linear models. In contrast, SLOPE, which achieves FDR control and adaptive
minimaxity in the sequence model, has an obvious generalization to the linear model (1.2). Thus,
the identification of a penalty which behaves well in one model may more easily generate candidate
procedures in alternative models that we may hope retain good properties. Indeed, Theorem 5
may serve as a starting point for understanding the use of a particular penalty in a linear model
with Gaussian designs, but the qualitative behavior identified by such an analysis may generalize
to less restrictive design assumptions. Third, the concentration inequalities we have established
in Theorems 2 and 5 hold for any choice of convex fp. A major challenge the statistician faces
in designing adaptive procedures is controlling selection bias. Somehow, the convexity of the
estimators controls selection bias in a manner which is uniform over choices of fp. Theorems 2 and
5 permit the automatic control of bias arising from adaptivity without requiring a separate analysis
for each penalty.
We conclude this section by providing several open questions which we believe may prove fruitful.
First, which natural adaptive procedures beyond those of examples 2.1 and 2.2 do or do not satisfy
the condition of Theorem 6? Second, is there a simpler characterization of the implementability of
an adaptive procedure than that found in Theorem 6? Perhaps a weaker sufficient condition than
that in Theorem 6 exists which guarantees its the result while being more interpretable and still
widely applicable. Third, is there a notion of “approximate implementability” which captures when
there exists an fp such that (2.2) holds with an A′ ≈ A in an appropriate sense? Insisting on exact
implementability of a pre-specified procedure may be too restrictive and conceal the existence of
high-quality adaptive penalties. Fourth, given a certain adaptive goal (adapting to sparsity in the
Gaussian sequence model, for example), is there a principled design process by which we might
automate the discovery of adaptive symmetric penalties implementing –exactly or approximately–
a particular adaptive procedure or achieving certain minimax rates adaptive to a certain structural
parameter? Finally, can we prove a theorem analagous to Theorem 6 for the linear model (1.2)?
3 Symmetric functions and optimal transport
The main strategy towards establishing the results in Section 2 is to view lsc, proper, symmetric,
convex function on Rp as the restrictions of lsc, proper, symmetric, convex function on L2(0, 1).
Such a viewpoint has been developed in [HW88, Day73], for example. We develop this viewpoint
from a different perspective by drawing on the tools of optimal transport theory, which we believe
is particularly natural in statistical applications.
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3.1 Two function spaces and their equivalence
We consider R¯-valued functions defined on L2(0, 1) and on P2(R). Functions defined on L2(0, 1)
will be denoted by standard font f, g, etc., and those defined on P2(R) will be denoted by fraktur
font f, g, etc.
Definition 3.1 (Symmetric functions). A function f : L2(0, 1)→ R¯ is symmetric if it is constant
on the equivalence classes defined by the equivalence relations
X ∼ X ′ if µX = µX′ . (3.1)
Equivalently, f is symmetric if and only if there exists a function f : P2(R)→ R¯
f(X) = f(µX). (3.2)
The structure of a symmetric function f is reflected in the structure of the function f. In particular,
Proposition 3.2. Consider a symmetric function f : L2(0, 1) → R¯. Then, there exists a unique
function f : P2(R)→ R¯ satisfying (3.2). Moreover,
(a) f is proper (i.e. not everywhere infinite) if and only if f is proper.
(b) f is lower semi-continuous if and only if f is lower semi-continuous.
(c) f is convex if and only if for all µ, µ′ ∈ P2(R), any pi ∈ Π(µ, µ′), and any α ∈ [0, 1], we have
f(αµ⊕pi (1− α)µ′) ≤ αf(α) + (1− α)f(µ′), (3.3)
where αµ ⊕pi (1 − α)µ′ ∈ P2(R) is defined a follows: construct (X,X ′) ∼ pi (see Lemma 3.4
below) and define αµ⊕pi (1− α)µ′ := µαX+(1−α)X′.
Throughout the paper, we will always use the topology on P2(R) induced by the Wasserstein metric
W2. Proposition 3.2 justifies the following definition.
Definition 3.3 (Convexity on Wasserstein Space). A function f : P2(R)→ R¯ is convex if for any
µ, µ′ ∈ P2(R), coupling pi ∈ Π(µ, µ′), and α ∈ [0, 1], Eq. (3.3) holds.
The proof of Proposition 3.2 relies on the following key embedding lemma, which will also be
used repeatedly in the following sections. It allows us to realize multivariate probability distribu-
tions as the joint distributions of collections of random variables in L2(0, 1).
Lemma 3.4. We have the following.
(a) For any k ≥ 1 and pi ∈ P2(Rk), there exists X1, X2, . . . , Xk ∈ L2(0, 1) with (X1, X2, . . . , Xk) ∼
pi.
(b) For any µ, µ1, µ2, . . . ∈ P2(R) and pip ∈ Π(µ, µp) for all p, there exists X,X1, X2, . . . ∈ L2(0, 1)
such that (X,Xp) ∼ pip for all p.
(c) For any sequence {µp} ⊂ P2(R) with µp W→ µ ∈ P2(R), there exists Xp, X ∈ L2(0, 1) with
µXp = µp for all p, µX = µ, and Xp
L2→ X.
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Such embedding results are common [Kal02]. We provide a proof in Appendix B.2 for the reader’s
convenience. We can now prove Proposition 3.2.
Proof of Proposition 3.2. Uniqueness holds because by Lemma 3.4.(a), for all µ ∈ P2(R), there
exists a random variable X ∈ L2(0, 1) with µX = µ. Thus, f(µ) is dicated by f(X), and vice-versa.
(a) (Proper) f is proper if and only if for some X ∈ L2(0, 1) we have f(X) < ∞, which by the
embedding Lemma 3.4.(a) occurs exactly when for some µ ∈ P2(R) we have f(µ) <∞.
(b) (Lower semi-continuous) Assume f is lsc. Consider µp W→ µ. Taking X,Xp as in Lemma 3.4.(b),
we have lim infp→∞ f(µp) = lim infp→∞ f(Xp) ≥ f(X) = f(µ), whence f is lsc. Conversely,
assume f is lsc. Consider Xp
L2→ X. By definition, we have W2(µXp , µX) ≤ d2(Xp, X), whence
µXp
W→ µX . Thus, lim infp→∞ f(Xp) = lim infp→∞ f(µXp) ≥ f(µX) = f(X), whence f is lsc.
(c) (Convex) Assume f is convex. Consider µ, µ′, pi, α as in the statement of the proposition. Taking
X,X ′ as in Lemma 3.4.(a), we have f(αµ⊕pi (1−α)µ′) = f(µαX+(1−α)X′) = f(αX+(1−α)X ′) ≤
αf(X)+(1−α)f(X ′) = αf(µX)+(1−α)f(µX′), whence we conclude (3.3). The converse follows
via the same logic but by first taking arbitrary X,X ′ ∈ L2(0, 1), and then considering µX , µX′ ,
and pi = µ(X,X′).
The proof is complete.
Denote by F to the space of lsc, proper, symmetric, and convex functions on L2(0, 1) and F the
space of lsc, proper, convex functions on P2(R). Proposition 3.2 establishes a bijection between F
and F via (3.2).
3.2 Proximal operators on Wasserstein space
We define the proximal operator of f ∈ F as
prox[f ](Y ) = arg min
X∈L2(0,1)
{1
2E[(Y −X)
2] + f(X)
}
. (3.4)
Because the objective in (3.4) is strongly convex and proper, its minimizer exists and is unique, so
that prox[f ] is well-defined. From the symmetry of f , one might naturally expect that the joint
distribution of (Y, prox[f ](Y )) depends only on the distribution of Y , so that the proximal operator
“inherits” the symmetry of f . While this intuition ends up being correct, its proof is not immediate.
The primary difficulty is indicated by the following counter-example.
Example 3.1. There exist U1, U2 ∈ L2(0, 1) such that U1, U2 iid∼ Unif(0, 1). This follows from
Lemma 3.4.(a). Nevertheless, there exists U ∈ L2(0, 1) with U ∼ Unif(0, 1) such that U is only
independent of constant random variables. Indeed, if we take U(ω) = ω for ω ∈ (0, 1), then the
sigma-algebra generated by U is the Borel σ-algebra on (0, 1), which is only independent of the
trivial σ-algebra {∅, (0, 1)}.5
5This example is related to the potential non-invertibility of measure-preserving maps on measure spaces, and
previous authors have observed the challenge this poses in studying symmetric functions in infinite dimensional spaces.
See, e.g. [HW88, pg. 463].
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Example 3.1 indicates that the geometry of a random variable in L2(0, 1) in relation to the rest of
the space does not depend only upon its distribution. In particular, imagine that for a particular
Y ∈ L2(0, 1), the joint distribution of (Y, prox[f ](Y )) is pi. Example 3.1 shows that, a priori, it
could be the case that for some Y˜ d= Y , there exists no X ∈ L2(0, 1) for which (Y,X) ∼ pi, in which
case (Y˜ , prox[f ](Y˜ )) could not have distribution pi.
This scenario does not occur, and the reason is that the joint distribution between Y and
prox[f ](Y ) satisfies certain structural properties induced by the proximal minimization. We identify
these structural properties by first studying proximal operators on Wasserstein space and later
“lifting” results about such proximal operators to L2(0, 1). We define the proximal operator of a
function f ∈ F as
prox[f](µ) := arg min
ν∈P2(R)
{1
2W2(µ, ν)
2 + f(ν)
}
. (3.5)
In Appendix B.3, we show that when f is lsc, proper, and convex, the minimum on the right-hand
side of (3.5) exists and is unique. Unlike prox[f ], the proximal operator on Wasserstein space is
automatically symmetric: by definition it depends only on the distribution µ. This is one of the
main benefits of developing first the theory for proximal operators on Wasserstein space before
“lifting” it to L2(0, 1).
An important object is piopt(µ, prox[f](µ)), the optimal coupling between µ and the ν which
minimizes the objective in (3.5). For any pi ∈ R2, we denote by spt(pi) the support of pi, defined
to be the intersection of all closed sets with measure 1 according to pi. In particular, spt(pi) is a
closed set with measure 1 and is the smallest such set. A standard fact from optimal transport
theory is that pi is the optimal coupling between its marginals if and only if spt(pi) ⊂ R2 satisfies
the following property [Vil10, Theorem 5.10.(ii)].
Definition 3.5 (Cyclic monotonicity on R × R). A set Γ ⊂ R × R is said to be cyclically mono-
tone if for every k ∈ Z>0, every permutation σ : [k] → [k], and every finite family of points
(x1, y1), . . . , (xk, yk) ∈ Γ we have
k∑
i=1
(xi − yi)2 ≤
k∑
i=1
(xi − yσ(i))2. (3.6)
Equivalently,
k∑
i=1
xiyi ≥
k∑
i=1
xiyσ(i). (3.7)
Equivalently, {xj} and {yj} have the same ordering. That is, there are no i, j such that xi < xj
and yi > yj.
By [Vil10, Theorem 5.10.(ii)], spt(piopt(µ, prox[f](µ))) is cyclically monotone. The proximal mini-
mization (3.5) imposes the following additional structure.
Proposition 3.6. Fix µ ∈ P2(R). Let pires = µ(Y−B∗,B∗) where (Y,B∗) ∼ piopt(µ, prox[f](µ)). Then
pires is the optimal coupling between µY−B∗ and µB∗. In particular, both spt(piopt) and spt(pires) are
cyclically monotone.
18
Proof of Proposition 3.6. By [Vil10, Theorem 5.10.(ii)], the cyclic monotonicity of the given sets
holds once we establish the optimality of the coupling pires.
Let ρopt be the optimal coupling between µY−B∗ and µB∗ . By Lemma 3.4.(b), we can construct
(R,B,B′) random variables on L2(0, 1) such that (R,B) ∼ pires and (R,B′) ∼ ρopt. Define Y ′ =
B +R. Then (Y ′, B) ∼ µ(Y,B∗) = piopt. For all α ∈ (0, 1), we have
1
2E
[
(Y ′ − (αB′ + (1− α)B))2
]
+ f(µB) =
1
2E
[
(Y ′ − (αB′ + (1− α)B))2
]
+ αf(µB′) + (1− α)f(µB)
≥ 12W2(µY ′ , µαB′+(1−α)B) + f(µtB′+(1−α)B)
≥ 12W2(µY ′ , µB) + f(µB)
= 12E[(Y
′ −B)2] + f(µB),
where in the first equality we use µB = µB′ , in the first inequality we use (3.3) and the definition
of the Wasserstein distance, in the the second we use (3.5), and in the final equality we use the
optimality of piopt. Taking α ↓ 0 gives E[R(B′−B)] = E[(Y ′−B)(B′−B)] ≤ 0, whence E[(R−B)2] =
E[(R − B′)2] + 2E[R(B′ − B)] ≤ E[(R − B′)2], where the first equality uses E[B2] = E[B′2]. That
is, pires is the optimal coupling between µY−B∗ and µB∗ , as desired.
3.3 Effective scalar estimators
One important consequence of Proposition 3.6 is that the optimal coupling that solves the proximal
minimization (3.5) is implemented by a deterministic map. In later sections, we will see that this
deterministic map, for a particular choice of f, is the Afp which appears in Theorems 2, 5, and 6.
Proposition 3.7 (Effective scalar estimators). Let f ∈ F. Fix µ ∈ L2(0, 1). Then there exists
η ∈ PR1 such that if Y ∼ µ, then (Y, η ◦ Y ) ∼ piopt(µ, prox[f](µ)).
Note that in the theory of optimal transport, there exist many pairs of probability distributions
whose optimal coupling is non-deterministic (see, e.g. [Vil10, pg. 6]); that is, there exist no functions
η for which the preceding proposition holds. Moreover, when such functions exists, they may –by
necessity– be discontinuous, and if continuous, need not be 1-Lipschitz. Thus, the optimization
(3.5) imposes substantial additional structure.
Proposition 3.7 does not state that the η which implements the optimal coupling is unique.
Indeed, if µ does not have full support, it will in general not be unique because it will typically not
be determined outside of the support. A central object will be mappings of the following type.
Definition 3.8 (Effective scalar representation). A mapping A : P2(R) → PR1 is an effective
scalar representation of f ∈ F if for each µ ∈ L2(0, 1) we have
(Y,A(µY ) ◦ Y ) ∼ piopt(µ, prox[f](µ)). (3.8)
If f ∈ F is related to f by (3.2), then we say that A is an effective scalar representation of f .
For all f ∈ F, Proposition 3.7 guarantees the existence of an effective scalar representation of f.
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Proof of Proposition 3.7. Define pires as in Proposition 3.6. Because (y, x) 7→ (y − x, x) is a home-
omorphism, we have
spt(pires) = {(y − x, x) | (y, x) ∈ spt(piopt)}. (3.9)
By the cyclic monotonicity of spt(pires) and (3.9), we also have that there exist no (y0, x0), (y1, x1) ∈
spt(piopt) such that x0 < x1 and y0 − x0 > y1 − x1. Thus, if x0 < x1, then y0 ≤ y1 + x0 − x1 < y1.
In particular, for each y for which there exists x with (y, x) ∈ spt(piopt), that x is unique, so we
may define η(y) = x for such y and get
spt(piopt) = {(y, η(y)) | ∃x with (y, x) ∈ spt(piopt)}. (3.10)
By the cyclic monotonicity of spt(piopt), there exists no (y0, x0), (y1, x1) ∈ spt(piopt) such that
y0 < y1 and x0 > x1, whence η is non-decreasing on its domain. Further, by the cyclic monotonicity
of spt(pires), there exists no (y0, x0), (y1, x1) ∈ spt(piopt) such that y0 < y1 and x1 − x0 > y1 − y0.
Thus, η is 1-Lipschitz on its domain. We may extend η to a non-decreasing, 1-Lipschitz function
on all of R by the Lipschitz extension theorem (see, e.g. [EG15]). Eq. (3.10) still holds for the
extended η.6 Now, for any Y ∼ µ, we have (Y, η ◦ Y ) ∼ piopt, as desired.
3.4 Proximal operators on Hilbert space
We are now ready to establish the symmetry of proximal operators on L2(0, 1), defined in (3.4). In
addition, the following proposition gives us a convenient representation of these proximal operators.
Proposition 3.9. Consider any lsc, proper, convex f .
(a) prox[f ] is 1-Lipschitz.
(b) Assume f is also symmetric (i.e. f ∈ F). A mapping A : P2(R) → PR1 is an effective scalar
representation of f (see Definition 3.8) if and only if for all Y ∈ L2(0, 1), we have
prox[f ](Y ) = A(µY ) ◦ Y. (3.11)
In particular, for all Y ∈ L2(0, 1), we have prox[f ](Y ) is σ(Y )-measurable.
Note that the right-hand side of (3.11) yields the symmetry of prox[f ] we have promised. Indeed,
the function A(µY ) ∈ PR1 depends on Y only via its distribution. Then, the distribution of
(Y,A(µY ) ◦Y ) is the push-forward of the measure µY through the measurable (in fact, continuous)
mapping y 7→ (y,A(µY )(y)), which also depends only on µY .
Proof of Proposition 3.9. Part (a) is standard [PB13].
Now part (b). First assume A is an effective scalar representation of f , and let f ∈ F be related
to f via (3.2). For all X ∈ L2(0, 1), we have
1
2E[(Y −X)
2] + f(X) ≥ 12W2(µY , µX) + f(µX)
≥ 12W2(µY , prox[f](µY )) + f(prox[f](µY ))
= 12E[(Y − A(µY ) ◦ Y ))
2] + f(A(µY ) ◦ Y )),
6This is the only place where non-uniqueness occurs. Observe, non-uniqueness occurs only if µ does not have full
support.
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where the first inequality follows from the definition of the Wasserstein metric and (3.2), the second
inequality follows from (3.5), and the final equality from (3.8). Because the minimizer of (3.4) is
unique, we have A(µY ) ◦ Y = prox[f ](Y ).
3.5 Subdifferentials of symmetric, convex functions
We now study the subdifferential relations of a function f ∈ F via the same strategy employed
above to study their proximal operators. In particular, we study a suitably defined subdifferential
of a function f ∈ F and later “lift” the results to functions f ∈ F . The motivation for pursuing this
two-step strategy is, as above, to eliminate potential asymmetries arising from difficulties like that
in Example 3.1.
Recall the subderivative of a convex function f evaluated at X, denoted by ∂f(X), is defined
by
∂f(X) = {G ∈ L2(0, 1) | f(X ′) ≥ f(X) + E[G(X ′ −X)] for all X ′ ∈ L2(0, 1)}. (3.12)
The subdifferential ∂f ⊂ L2(0, 1)× L2(0, 1) is the relation defined by
(X,G) ∈ ∂f ⇐⇒ G ∈ ∂f(X). (3.13)
First, we recall what is known about such relations without the assumption of symmetry.
Definition 3.10 (Cyclic monotonicity on L2(0, 1)×L2(0, 1)). A relation R ⊂ L2(0, 1)×L2(0, 1) is
cyclically-monotone if for every finite set {(Xj , Gj)}nj=1 ⊂ R and every permutation σ : [n]→ [n],
we have
n∑
j=1
E[XjGj ] ≥
n∑
j=1
E[XjGσ(j)]. (3.14)
A relation is maximally cyclically-monotone if it is cyclically monotone and not a proper subset of
another cyclically monotone relation.
There is no clash of terminology between Definitions 3.5 and 3.10. Indeed, cyclic monotonicity can
be defined for subsets of H ×H where H is any Hilbert space. In (3.7) the Hilbert space is R, and
in (3.14) the Hilbert space is L2(0, 1).
In Theorem 1, the remark following Corollary 2, and Theorem 3 of [Roc66], Rockafellar es-
tablishes that (i) the subdifferential of an lsc, proper, convex function f is maximally cyclically-
monotone, (ii) conversely, any maximally cyclically montone relation is the subdifferential of an
lsc, proper, convex function which is unique up to an additive constant, and (iii) every cyclically
monotone relation is contained in the subdifferential of some lsc, proper, convex function. Our
objective is to make similar statements for the case where f is also symmetric. First, we observe
that symmetry enables a more compact represention of the subdifferential relation.
Proposition 3.11. If f ∈ F , than ∂f is symmetric in the sense that membership of (X,G) in ∂f
is determined by the joint distribution µ(X,G). That is, there exists a subset of P2(R2), which we
will denote by Df , such that the following are equivalent
pi ∈ Df, (3.15a)
(X,G) ∈ ∂f whenever µ(X,G) = pi, (3.15b)
there exists (X,G) ∈ ∂f with µ(X,G) = pi. (3.15c)
21
Proof of Proposition 3.11. By [BC11, Proposition 12.26], we have that (X,G) ∈ ∂f if and only if
X = prox[f ](X +G). But prox[f ](X +G) = Af(µX+G) ◦ (X +G). Thus, (X,G) ∈ ∂f if and only if
X = Af(µX+G)◦(X+G). The latter condition only depends upon the joint-distribution µ(X,G).
We call the set Df of Proposition 3.11 the Wasserstein subdifferential of the function f . For any
f ∈ F, we define
Df := Df, (3.16)
where f is the unique element of F identified with f via (3.2). Unsurprisingly, Df has an equivalent
definition intrinsic to the function f.
Proposition 3.12. For any f ∈ F, we have pi ∈ Df if and only if for all (X,G,X ′) with (X,G) ∼ pi
and X ′ ∈ L2(0, 1)
f(µX′) ≥ f(µX) + E[G(X ′ −X)]. (3.17)
Proof of Proposition 3.12. First, ⇒. Let f be related to f via (3.2). Then, by Proposition 3.11,
(X,G) ∼ pi implies G ∈ ∂f(X), whence f(X ′) ≥ f(X) + E[G(X ′ −X)] by (3.12). By (3.2), this is
equivalent to (3.17). Now, ⇐. Assume (3.17) holds for all (X,G,X ′) of the specified form. By the
coupling lemma (Lemma 3.4.(a)), we may construct at least one (X,G) ∼ pi. Then, for all X ′ ∈
L2(0, 1), we have by (3.17) that f(X ′) = f(µX′) ≥ f(µX) + E[G(X ′ −X)] = f(X) + E[G(X ′ −X)].
Thus, (X,G) ∈ ∂f . By Proposition 3.11, µ(X,G) ∈ Df = Df.
Using the characterization of Proposition 3.12, we can, in the spirit of [Roc66], identify which
subsets of P2(R2) are contained in the Wasserstein subdifferential of some function f ∈ F, or
equivalently, of some function f ∈ F . In fact, it is exactly those subsets R ⊂ P2(R2) which are
jointly cyclically-monotone, as defined in Definition 2.2.
In our first step towards showing that joint cyclic-monotonicity characterizes Wasserstein sub-
differentials, we establish that joint cyclic monotonicity of R imposes the same structure on the
distributions pi ∈ R which was identified in Propositions 3.6 to hold for the distributions pires.
Lemma 3.13. If R is jointly cyclically-monotone, then for all pi ∈ R we have
(a) pi is the optimal coupling between its marginals.
(b) If (X,G) ∼ pi, then µ(X+G,X) is the optimal coupling between its marginals, and there exists
function η ∈ PR1 such that X = η ◦ (X +G).
Proof of Lemma 3.13. (a) By [Vil10, Theorem 5.10.(ii)], this is equivalent to showing that spt(pi)
is a cyclically monotone subset of R2. Assume otherwise. Then take (x, g), (x′, g′) ∈ spt(pi)
such that x < x′ and g > g′. Denote by B(x, g) the ball of radius  in R2 centered at (x, g).
For some  > 0 sufficiently small, we have x˜ < x˜′ and g˜ > g˜′ whenever (x˜, g˜) ∈ B(x, g)
and (x˜′, g˜′) ∈ B(x′, g′). Moreover, pi(B(x, g)), pi(B(x′, g′)) > 0 by the definition of the
support. Define probability measure ρ to be pi|B(x,g)/pi(B(x, g)) and similarly for ρ′. Take
0 < m < min{pi(B(x, g)), pi(B(x′, g′))} and take (X,G) ∼ pi ,U ∼ Unif([0, 1]), (X1, G1) ∼ ρ,
and (X2, G2) ∼ ρ′, all independent. Define
(X ′, G′) =

(X2, G2) if (X,G) ∈ B(x, g) and U ≤ m/pi(B(x, g)),
(X1, G1) if (X,G) ∈ B(x′, g′) and U ≤ m/pi(B(x′, g′)),
(X,G) otherwise.
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It is not hard to verify that (X,G,X ′, G′) couples pi to itself. Moreover, (X−X ′)(G−G′) is equal
to zero except in two cases. First, if (X,G) ∈ B(x, g) and U ≤ m/pi(B(x, g)), then it is equal
to (X−X2)(G−G2) < 0 on this event. Second, if (X,G) ∈ B(x′, g′) and U ≤ m/pi(B(x′, g′)),
then it is equal to (X −X1)(G−G1) < 0 on this event. Thus, E[(X −X ′)(G−G′)] < 0, which
rearranges to
E[XG] + E[X ′G′] < E[XG′] + E[X ′G],
a contradiction. Thus, spt(pi) is cyclically monotone.
(b) Because (x, g) 7→ (x, x + g) is a homeomorphism, we have spt(µ(X,X+G)) = {(x, x + g) |
(x, g) ∈ spt(pi)}. In particular, there do not exist (x, y), (x′, y′) ∈ spt(µ(X,X+G)) for which
x < x′ and y > y′ because otherwise there exists (x, g), (x′, g′) ∈ spt(pi)) for which x < x′
and g > g′, contradicting the cyclic monotonicity of spt(pi). Thus, spt(µ(X,X+G)) is cyclically
monotone. The coupling µ(X,X+G) thus has the same structure that allowed us to conclude it
was implemented by a non-decreasing and 1-Lipschitz mapping applied to X +G in the proof
of Proposition 3.7, and the proof proceeds as there.
The proof is complete.
Lemma 3.13 suggests that joint cyclic monotonicity correctly characterizes Wasserstein subdifferen-
tials. The next proposition confirms this, providing a characterization analogous to that in [Roc66]
for arbitrary lsc, proper, convex functions. First, we extend Definition 2.2 slightly.
Definition 3.14 (Maximal joint cyclic monotonicity). A subset R ⊂ P2(R2) is maximally jointly
cyclically-monotone if it is jointly cyclically monotone (see Definition 2.2) and not a proper subset
of another jointly cyclically monotone set.
Proposition 3.15. Consider any f ∈ F and f ∈ F . Then Df and Df are maximally jointly cycli-
cally monotone. Conversely, if R ⊂ P2(R2) is maximally jointly cyclically monotone, then it is the
Wasserstein subdifferential of an f ∈ F and an f ∈ F which are unique up to an additive constant.
Further, if R is jointly cyclically monotone, it is contained in the Wasserstein subdifferential of
some f ∈ F and f ∈ F .
The proof of Proposition 3.15 is provided in Appendix B.4.
3.6 Finite dimensional penalties
Having completed our development of symmetric functions on L2(0, 1) and their relation to func-
tions defined on Wasserstein space, we are ready to establish that any lsc, proper, symmetric,
convex function fp : Rp → R¯ can be viewed as the restriction of a function f ∈ F to a certain set
of discrete random variables after embedding Rp into L2(0, 1) in a particular way. This embedding
idea has also appeared previously in [Day73, Example 4.4].
We will denote the space of lsc, proper, symmetric, convex functions on Rp by Fp. Let I1, . . . , Ip
be a partition of (0, 1) such that each Ij has Lebesgue measure 1/p, and let Ip be the σ-algebra
generated by this partition. Consider the embedding ι : Rp → L2(0, 1) defined by
ι(x) =
p∑
j=1
xj1Ij . (3.18)
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The embedding ι is a linear isomorphism between Rp and the Ip-measurable random variables in
L2(0, 1). Moreover, it is clear that
µx = µι(x). (3.19)
Under this embedding, the function f ∈ F induces a function fp ∈ Fp defined by7
fp(x) = pf(ι(x)) for all x ∈ Rp. (3.20)
Because ι is linear, continuous, and bijective, fp is indeed lsc, proper, and convex. By (3.19), fp
is also symmetric, whence fp ∈ Fp as claimed. We observe that fp does not depend upon the
particular embedding ι of Rp into L2(0, 1). Indeed, by (3.19) and (3.2), Eq. (3.22) is equivalent to
fp(x) = pf(µx) for all x ∈ Rp (3.21)
for the unique f ∈ F related to f by (3.2). The right-hand side of (3.21) does not depend on ι.
Definition 3.16 (L2 and Wasserstein embeddings). The function f ∈ F is an L2 embedding of
fp ∈ Fp if (3.20) holds for all isomorphisms ι : Rp → L2(0, 1) of the form (3.18). The function
f ∈ F is a Wasserstein embedding of fp ∈ Fp if (3.21) holds.
The discussion up to this point establishes the following claim.
Claim 3.17. The function f ∈ F is an L2-embedding of fp ∈ Fp if and only if the function f ∈ F
is a Wasserstein embedding of fp for the unique f ∈ F satisfying (3.2).
The next proposition shows that L2 and Wasserstein embeddings preserve the structure of proximal
operators and their relation to effective scalar representations. Moreover, such embeddings always
exist.
Proposition 3.18. Consider fp ∈ Fp.
(a) The following are equivalent.
(i) The function f ∈ F is such that f + c is an L2 embedding of fp for some c ∈ R.
(ii) For all isomporphisms ι : Rp → L2(0, 1) of the form (3.18),
prox[fp](y) = ι−1(prox[f ](ι(y))) for all y ∈ Rp. (3.22)
(iii) There exists an isomporphism ι : Rp → L2(0, 1) of the form (3.18) for which (3.22) holds.
(iv) For all effective scalar representations A of f ,
prox[fp](y) = A(µy)(y) for all y ∈ Rp, (3.23)
where it is understood that A(µy) is applied coordinate-wise.
(v) There exists an effective scalar representation A of f such that (3.23) holds.
(b) The following are equivalent.
7We have selected this normalization to match the relationship between ‖x − x′‖2 and d2(ι(x), ι(x′))2. As a
result, later formulas involving proximal operators will not involve annoying factors of p.
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(i) The function f ∈ F is such that f+ c is a Wasserstein embedding of fp for some c ∈ R.
(ii) For all effective scalar representations A of f, Eq. (3.23) holds.
(iii) There exists an effective scalar representation A of f such that (3.23) holds.
(c) There exists an L2 embedding f and a Wasserstein embedding f of fp.
Note that (3.22) makes sense because by Proposition 3.9.(b), prox[fp](ι(y)) is guaranteed to be
Ip-measurable, so is in the domain of ι−1.
Proof of Proposition 3.18. (a) We prove a cycle of implications.
(i) ⇒ (ii): Consider any isomorphism ι : Rp → L2(0, 1) of the form (3.18). By (3.21), for any
x ∈ Rp
1
2‖y − x‖
2 + fp(x) = p
(1
2d2(ι(y), ι(x))
2 + f(ι(x)) + c
)
≥ p
(1
2d2(ι(y), prox[f ](ι(y)))
2 + f(prox[f ](ι(y))) + c
)
= 12‖y − ι
−1(prox[f ](ι(y)))‖2 + fp(ι−1(prox[f ](ι(y)))). (3.24)
By the uniqueness of the minimizer in (1.3), we have (3.23).
(ii) ⇒ (iii): This is trivial.
(iii) ⇒ (iv): Consider an effective scalar representation A of f . Then for all y ∈ Rp and
i = 1, . . . , p,
ι−1(prox[f ](ι(y)))i
(3.11)
(3.19)= ι−1(A(µy) ◦ ι(y))i (3.18)= ι−1
 p∑
j=1
A(µy)(yj)1Ij

i
= A(µy)(yi).
(iv) ⇒ (v): We only need to verify the existence of an effective scalar representation A of f .
This holds by Proposition 3.7.
(v) ⇒ (i): Let A be an effective scalar representation of f . Define f ′p ∈ Fp to satisfy (3.20), so
that by definition f is an L2 embedding of f ′p. Then, as we have already shown, this implies
that (3.23) holds with f ′p in place of fp. Thus, for all y ∈ Rp, we have prox[fp](y) = prox[f ′p](y).
From the KKT conditions for the minimization (1.3), we have (x, g) ∈ ∂fp if and only if
x = prox[fp](x + g), and similarly for f ′p. Thus, the agreement of the proximal operators
implies the agreement of the subdifferentials of fp and f ′p. By [Roc66, Theorem 3], this implies
the fp and f ′p agree up to an additive constant.
(b) By Claim 3.17, (i) is equivalent to the function f which satisfies (3.2) being an L2 embedding
of fp. Because by Definition 3.8 the effective scalar representations of f are exactly the effective
scalar representations of f , all claimed equivalences follow from part (a).
(c) Consider the subdifferential ∂fp = {(x, g) ∈ Rp × Rp | g ∈ ∂fp(x)}. By symmetry, the
membership of (x, g) in ∂fp depends only upon the joint distribution 1p
∑p
j=1 δ(xj ,gj). (Note
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that all permutations of the coordinates are invertible, so that we do not face the difficulties of
Example 3.1). We claim that
R =
1p
p∑
j=1
δ(xj ,gj)
∣∣ (x, g) ∈ ∂fp
 (3.25)
is jointly cyclically monotone. This claim is proved in Appendix B.5.
By Proposition 3.15 and (3.16), there exists f ∈ F such that R ⊂ Df . For any y ∈ Rp, note
that by the KKT conditions for minimization (1.3), we have y−prox[fp](y) ∈ ∂fp(prox[fp](y)).
If (X,Y ) ∼ µ(prox[fp](x),y), then prox[f ](Y ) = X because µ(X,Y−X) = µ(prox[fp](y),y) ∈ R ⊂ Df .
Thus, for any isophorphism ι : Rp → L2(0, 1) of the form (3.18), we have (3.22). By part (a), f
is, up to a constant, an L2 embedding of fp. Subtracting the constant yields an L2 embedding
of fp. Defining f via (3.2) yields a Wasserstein embedding by Claim 3.17.
The proof is complete.
4 Proofs of main results
The theory developed in Section 3 allows us to establish the results in Section 2 by constructing L2
and Wasserstein embeddings and studying the convergence of empirical measures in Wasserstein
space. Here we provide proofs of the results in Section 2 using this theory. Sometimes we will prove
more general results than those stated in Section 3 and which may serve as more powerful starting
points for future developments. We defer some technical details to the appendix.
4.1 Proof of Theorem 2
Theorem 2 is a particular case of a general result which can be used to study estimators in arbitrary
statistical models on Rp.
Proposition 4.1. Consider any fp ∈ Fp and µ ∈ P2(R). For any Wasserstein embedding f (resp.
L2 embedding f) of fp and effective scalar representation A of f (resp. f), we have that
1
p
‖prox[fp](y)− A(µ)(y)‖2 ≤ 4W2(µy, µ)2, (4.1)
where it is understood that A(µ) is applied to y coordinate-wise.
Proof of Proposition 4.1. By Lemma 3.4, let Yemp, Y ∈ L2(0, 1) be such that (Yemp, Y ) ∼ piopt(µy, µ).
Let ι : Rp → L2(0, 1) be any isomorphism between Rp and the σ(Yemp)-measurable random variables
in L2(0, 1) of the form (3.18). Let f be related to f by (3.2). Then
1
p
‖prox[fp](y)− A(µ)(y)‖2 = d2 (prox[f ](Yemp),A(µ) ◦ Yemp)2
≤
(
d2
(
prox[f ](Yemp), prox[f ](Y )
)
+ d2
(
prox[f ](Y ),A(µ) ◦ Yemp
))2
≤
(
d2(Yemp, Y ) + d2 (A(µ) ◦ Y,A(µ) ◦ Yemp)
)2
≤ 4d2(Yemp, Y )2 = 4W2(µy, µ)2, (4.2)
26
where in the first equality we have used (3.22) and that ι is an isomorphism, in the first inequality
we have used the triangle inequality, in the second inequality we have used that prox[f ] is 1-Lipschitz
(Proposition 3.9.(a)) and (3.11), and in the last inequality we have used that A(µ) is 1-Lipschitz.
We are ready to prove Theorem 2.
Proof of Theorem 2. By a known concentration inequality on the empirical distribution of Gaussian
observations of a fixed parameter θ [MM18, Proposition F.2] (after rescaling by τ), there exist
universal functions c,C : R>0 → R>0, non-increasing and non-decreasing respectively, such that for
all  ∈ (0, 1/2],
P(W2(µy, µ∗τθ )2 > τ2) ≤ C−1 exp
(
−cp3 log(1/)−2
)
, (4.3)
where C = C(snr) and c = c(snr). Moreover, by Proposition 3.18.(c), for each p and fp ∈ Fp we
may choose a Wasserstein embedding f of fp, and by Proposition (3.7), we may then choose an
effective scalar representation of f which we denote by Afp . We prove the theorem for these choices
of c,C, and fp.
Observe that W2(µ∗τθ , µ∗τ ) ≤W2(µθ, µ) because we may consider the coupling between µ∗τθ and
µ∗τ constructed as follows: by Lemma 3.4.(b), construct (X,X ′, G) such that (X,X ′) ∼ piopt(µθ, µ)
and G ∼ N(0, 1) independent of (X,X ′). Then (X + τG,X ′ + τG) couples µ∗τθ and µ∗τ in such a
way that E[(X + τG−X ′ − τG)2] = E[(X −X ′)2] = W2(µθ, µ)2. By Proposition 4.1,
1
p
‖prox[fp](y)− Afp(µ∗τ )(y)‖2 ≤ 4W2(µy, µ∗τ )2
≤ 4(W2(µy, µ∗τθ ) +W2(µ∗τθ , µ∗τ ))2
≤ 4(W2(µy, µ∗τθ ) +W2(µθ, µ))2. (4.4)
Combining (4.3) and (4.4) yields (2.2).
Note that Proposition 4.1 can generate results similar to Theorem 2 in alternative statistical models
on Rp. It quantifies the discrepancy between a symmetric and separable proximal operator in terms
of the distance in Wasserstein space between µy and some fixed µ. Thus, for any statistical model
in which µy concentrates in Wasserstein space, results like Theorem 2, with different rates of
convergence, will apply. In particular, if y is a possibly random vector in Rp, then Proposition 4.1
yields
P
(1
p
‖prox[fp](y)− Afp(µ)(y)‖2 > 
)
≤ P
(
4W2(µy, µ)2 > 
)
. (4.5)
To use (4.5), the analyst only needs to bound the right-hand side; that is, she must study concentra-
tion rates in Wasserstein space, which depends only on her model and not he choice of penalty fp.8
Conveniently, the concentration of empirical measures in Wasserstein space has been extensively
studied, see e.g. [FG15].
Moreover, the application of Proposition 4.1 is not limited to concentration results. For ex-
ample, it can just as easily generate bounds on the expected discrepancy between the symmetric
and separable proximal operator if the expected value of W2(µy, µ)2 can be controlled in the sta-
tistical model of interest. Even in models in which µy does not concentrate in Wasserstein space,
Proposition 4.1 may generate stochastic information on the behavior of prox[fp].
8Of course, even faster concentration is plausible and may depend upon the choice fp.
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4.2 Proof of Theorem 4
Proof of Theorem 4. First, we will show that
Roptsymm(τ ;µ) ≥ Roptsep(τ ;µ). (4.6)
By (2.5), we must show that for any {fp} ∈ Cp,
lim inf
p→∞
1
p
E
[
‖prox[fp](θ + τz)− θ‖2
]
≥ Roptsep(τ ;µ). (4.7)
Consider {fp} ∈ Cp. Using that prox[fp] is 1-Lipschitz and the triangle inequality, we have that
‖prox[fp](θ + τz)− θ‖ ≥ ‖prox[fp](0)‖ − 2‖θ‖ − τ‖z‖. Then
1
p
‖prox[fp](θ + τz)− θ‖2 ≥ 1
p
‖prox[fp](0)‖2 − 2
p
(2‖θ‖+ τ‖z‖) ‖prox[fp](0)‖ (4.8)
Because 1√pE[(2‖θ‖ + τ‖z‖)] = O(1), if 1p‖prox[fp](0)‖2 → ∞, then also 1pE[‖prox[fp](θ + τz) −
θ‖2] → ∞. Thus, (4.7) is trivial if 1p‖prox[fp](0)‖2 → ∞. Thus, without loss of generality, we
may assume lim infp→∞ 1p‖prox[fp](0)‖ < ∞. In fact, by the same consideration, we may restrict
ourselves to the subsequence {p`} such that 1p‖prox[fp` ](0)‖2 < M for some fixed M sufficiently
large that this subsequence is infinite. For simplicity and with some abuse of notation, we denote
this subsequence as {p}.
For each p, let f(p) be a Wasserstein embedding of fp as permitted by Proposition 3.18.(c),
and let A(p) be an effective scalar representation of f(p) as permitted by Proposition 3.7. Denote
y = θ + τz. An application of the triangle inequality and a few applications of Cauchy-Schwartz
yields
1
p
E
[
‖prox[fp](y)− θ‖2
]
≥ 1
p
E
[
‖A(p)(µ∗τ )(y)− θ‖2
]
− 2
(1
p
E
[
‖prox[fp](y)− A(p)(µ∗τ )(y)‖2
])1/2 (1
p
E
[
‖A(p)(µ∗τ )(y)− θ‖2
])1/2
. (4.9)
We will show that
1
p
E
[
‖prox[fp](y)− A(p)(µ∗τ )(y)‖2
]
→ 0, (4.10)
whence it follows that
lim inf
p→∞
1
p
E
[
‖prox[fp](y)− θ‖2
]
≥ lim inf
p→∞
1
p
E
[
‖A(p)(µ∗τ )(y)− θ‖2
]
= lim inf
p→∞ E[(A
(p)(µ∗τ )(y)− θ)2]. (4.11)
To show (4.10), we may assume without loss of generality that the models are all defined on
the same probability space and are independent for different values of p because these assumptions
do not affect the values of expectations. Because the coordinates of y are samplied iid from µ∗τ ,
by [BF81, Lemma 8.4], we have that
µy
W→ µ∗τ almost surely.
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By Proposition 4.1, we have that
1
p
‖prox[fp](y)− A(p)(µ∗τ )(y)‖2 as→ 0.
Eq. (4.10) will follow if we can establish that 1p‖prox[fp](y)−A(p)(µ∗τ )(y)‖2 is uniformly integrable.
By the triangle inequality and a standard bound on the square of a sum
1
p
‖prox[fp](y)− A(p)(µ∗τ )(y)‖2 ≤ 6
p
‖y‖2 + 3
p
‖prox[fp](0)‖2 + 3
p
‖A(p)(µ∗τ )(0)‖2.
Because 6p‖y‖2 is the empirical mean of iid integrable random variables, it is uniformly integrable
over p. Also, we established above that along the subsequence we have chosen, 3p‖prox[fp](0)‖2 is
uniformly bounded. Finally, letting s2(µ) denote the second moment of a distribution µ, we have
1√
p‖A(p)(µ∗τ )(0)‖ ≤ s2(prox[f(p)](µ∗τ ))+s2(µ∗τ ) ≤ s2(prox[f(p)](µ0))+2s2(µ∗τ ) = 1√p‖prox[fp](0)‖+
2s2(µ∗τ ), which we have already shown is uniformly bounded over p. We conclude that 1p‖prox[fp](y)−
A(p)(µ∗τ )(y)‖2 is uniformly integrable, as desired. Thus, we have (4.10), and hence by (4.9) we
conclude (4.11). Because A(p)(µ∗τ ) ∈ PR1, the right-hand side of (4.11) is bounded below by
inff1∈F1 E[(prox[f1](θ + τz)− θ)2] = Roptsep(τ ;µ), as desired. Thus, we have (4.7), hence (4.6).
Now we must show that (4.6) holds with equality. To do so, let {f (p)1 } be a sequence of
functions in F1 such that E[(prox[f (p)1 ](θ+τz)−θ)2]→ inff1∈F1 E[(prox[f1](θ+τz)−θ)2]. Then, for
fp(x) =
∑p
j=1 f
(p)
1 (xj), we have 1pE
[‖prox[fp](θ + τz)− θ‖2] = E[(prox[f (p)1 ](θ+ τz)− θ)2], whence
the infimum is attained. This completes the proof.
4.3 Proof of Theorem 5
The proof of Theorem 5 depends upon Gaussian comparison inequalities, using techniques developed
in [Sto13, TOH15, TAH16, MM18]. Similar to the approach developed in Section 3, our analysis
will rely on embedding a finite-dimensional optimization problem into an optimization problem on
L2(0, 1).
It is convenient to introduce the variable v = b− θ. We may solve (1.4) by instead solving the
reparameterized optimization problem
v̂ ∈ arg min
v∈Rp
{ 1
2n‖w −Xv‖
2 + fp(v)
}
, (4.12)
so that θ̂ = θ + v̂. We denote the objective in (4.12) by C(v). Define
L(v) = 12
√‖w‖2
n
+ ‖v‖
2
n
‖h‖2
n
− ‖v‖√
n
hTw
n
− 1
n
gTv
2
+
+ fp(θ + v), (4.13)
where h ∼ N(0, In) and g ∼ N(0, Ip), whenever the argument to the square-root is non-negative,
and infinity otherwise. We refer to minimizing L(v) as Gordon’s optimization problem because it
can be related to the optimization (4.12) via an improvement of Gordon’s theorem [Gor88] found
in [TOH15]. Our main tool is the following lemma, which is a slight modification of Corollary 5.1
in [MM18].
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Lemma 4.2 (Modification of Corollary 5.1 of [MM18]).
(a) Let D ⊂ Rp be a closed set. For all t ∈ R we have
P
(
min
v∈D
C(v) ≤ t
)
≤ 2P
(
min
v∈D
L(v) ≤ t
)
. (4.14)
(b) Let D ⊂ Rp be a convex closed set. We have for all t ∈ R
P
(
min
v∈D
C(v) ≥ t
)
≤ 2P
(
min
v∈D
L(v) ≥ t
)
. (4.15)
Lemma 4.2 differs from [MM18, Corollary 5.1] only in that we do not assume Gaussian noise w as
those authors do, which impacts only the form of the objective L(v). In Appendix A, we describe
how to derive this objective. We refer the reader to [Gor88, TOH15, TAH18, MM18] for a detailed
description of the Gaussian comparison techniques from which Lemma 4.2 follows. Lemma 4.2
allows us to extend any concentration inequality characterizing the minimal value of L(v) over
a fixed set to a concentration inequality characterizing the minimal value of C(v) over the same
set. With appropriate choices of the set D, these inequalities can generate detailed information
regarding the minimizers of (1.4).
First, we produce a probabilistic bounds for the minimal value of Gordon’s optimization problem
over two carefully chosen sets.
Lemma 4.3. There exist universal functions c1, c2, c3, c4,C, L : R4>0 → R>0 such that the following
is true.
Consider any fp ∈ Fp, θ ∈ Rp with ‖θ‖2/p ≤ M for some M , and σ∗, τ∗, λ∗, δ > 0. Assume f
is any L2 embedding of pfp and A is any effective scalar representation of λ∗f , and assume that
τ∗2 = σ∗2 + 1
δ
E
[
(A(µ∗τ∗) ◦ Y ∗ −Θ∗)2
]
, (4.16a)
δ = λ∗
(
1− 1
δτ∗
E[G∗(A(µ∗τ∗) ◦ Y ∗)]
)
, (4.16b)
where Y ∗ = Θ∗ + τ∗G∗ with Θ∗, G∗ ∈ L2(0, 1), Θ∗ ∼ µθ and G∗ ∼ N(0, 1) independent of Θ∗.
Define
L∗ = 12
(
τ∗δ
λ∗
)2
+ f(A(µY ∗) ◦ Y ∗). (4.17)
Define the random variable σ2 = ‖w‖2/n and constants ci = ci(M, τ∗, σ∗, δ), C = C(M, τ∗, σ∗, δ),
and L = L(M, τ∗, σ∗, δ). Then in model (1.2) with n/p = δ and w independent of X, we have for
0 <  < c1 that
P
 min
1√
p
‖v‖≤c4τ∗
L(v) ≥ L∗ + 7L or min
v∈Dc , 1√p‖v‖≤c4τ∗
L(v) ≤ L∗ + 10L

≤ C−1 exp
(
−c2p3 log(1/)−2
)
+ 2P
(∣∣∣∣ σσ∗ − 1
∣∣∣∣ > c3) , (4.18)
where
D :=
{
v ∈ Rp |W2(µ(θ+v,θ), µ(A(µ∗τ∗ )◦Y ∗,Θ∗))2 > τ∗2
}
. (4.19)
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Lemma 4.3 is proved in Appendix B.6. Using Lemma 4.3 we may prove Theorem 5.
Proof of Theorem 5. Choose c1, c2, c3,C as in Lemma 4.3 and for each f ′p choose Af ′p to be any
effective scalar representation of any L2 embedding of pf ′p, which exists by Propositions 3.7 and
3.18.(c).
Consider also c4, L as in Lemma 4.3. Define ci = ci(M, τ∗, σ∗, δ), C = C(M, τ∗, σ∗, δ), and
L = L(M, τ∗, σ∗, δ). By Lemmas 4.2 and 4.3, we have for 0 <  < c1 that
P
 min
1√
p
‖v‖≤c4τ∗
C(v) ≥ L∗ + 7L or min
v∈D, 1√p‖v‖≤c4τ∗
C(v) ≤ L∗ + 10L

≤ 2C−1 exp
(
−c2p3 log(1/)−2
)
+ 4P
(∣∣∣∣ σσ∗ − 1
∣∣∣∣ > c3) . (4.20)
Note that when the event in (4.20) fails to occur, by convexity the minimizer of C(v) over Rp
falls in D (defined in (4.19)). On this event, we have W2(µ(θ̂,θ), µ(Aλ∗fp (µ∗τ∗ )◦Y ∗,Θ∗))
2 ≤ τ∗2. We
conclude (2.15).
4.4 Proof of Theorem 6
Fix p. Because {µ(A(µY )◦Y,Y−A(µY )◦Y ) | µY ∈ D} is jointly cyclically monotone, we may find f ∈ F
such that {µ(A(µY )◦Y,Y−A(µY )◦Y ) | µY ∈ D} ⊂ Df. By Proposition 3.11, this implies that for all
Y ∈ L2(0, 1) with µY ∈ D, we have Y − A(µY ) ∈ ∂f(A(µY ) ◦ Y ). By the KKT conditions, this
implies that
A(µY ) ◦ Y = prox[f ](Y ) for all Y with µY ∈ D . (4.21)
Now consider A′ an effective scalar representation of f , which is exist by Proposition 3.7. With
A′′ = A|D +A′|Dc , we have that (3.11) holds for A′′ for all Y ∈ L2(0, 1) by applying (4.21) to A on
D and (3.11) to A′ on Dc. By Proposition 3.9.(b), A′′ is an effective scalar representation of f . Now
define fp by (3.20), so that f is an L2 embedding of fp. By considering the same universal functions
c,C of Theorem 2, the result follows by the proof of that theorem and using that A′′|D = A|D.
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Appendix A Proof of Lemma 4.2
We write the (random) value of the optimization in (4.12) as
min
v∈D
max
u∈Rp
{ 1
n
uT (w −Xv)− 12n‖u‖
2 + fp(v)
}
. (A.1)
Morover, we claim
min
v∈D
L(x) = min
v∈D
max
u∈Rp
{
1
n
uTw − h
Tu
n
‖v‖√
n
− g
Tv
n
‖u‖√
n
− 12n‖u‖
2 + fp(v)
}
. (A.2)
Indeed, if we maximize first over the direction of u to get
min
v∈D
max
β≥0
{
β
(∥∥∥∥ w√n − h√n ‖v‖√n
∥∥∥∥− 1ngTv
)
− 12β
2 + fp(v)
}
(A.3)
= min
v∈D
max
β≥0
β
√‖w‖2
n
+ ‖v‖
2
n
‖h‖2
n
− ‖v‖√
n
hTw
n
− 1
n
gTw
− 12β2 + fp(v)
 (A.4)
If we then maximize over β, we get minv L(v).
Gordon’s Theorem [Gor88], in which a minmax problem involving a Gaussian matrix X is
related to a particular minmax problem involving Gaussian vectors g,h, permits the comparison
of the min-max problems (A.1) and (A.2). Specifically, if we condition on w (so that it may be
viewed as deterministic), we may follow exactly the proof of [MM18, Corollary 5.1] –with the only
difference being that because w is not Gaussian we have a different form for Gordon’s optimization
problem– to achieve the probability bounds of Lemma 4.2 conditional on w. Taking expectations
over w, we also have the probability bounds of Lemma 4.2 unconditionally.
We refer the reader to [Gor88, TOH15, TAH18, MM18] for a detailed description of the Gaussian
comparison techniques involved in the above argument. The most recent of these, [MM18], includes
a mostly self-contained presentation of the relevant results.
Appendix B Proofs of additional technical results
B.1 Proof of Fact 2.1
For η : R → R, there exists lsc, proper, convex ρ such that η = prox[ρ] if and only if {(η(y), y −
η(y)) | y ∈ R} is cyclically monotone [Roc66, Theorem 1]. This is equivalent to the following: if
η(y) < η(y′) then y − η(y) ≤ y′ − η(y′), and if y − η(y) < y′ − η(y′), then η(y) ≤ η(y′). This, in
turn, is equivalent to η’s being non-decreasing and 1-Lipschitz, as we now show.
First, consider that η is non-decreasing and 1-Lipschitz. Then, if η(y) < η(y′), it must be the
case that y < y′, whence y − η(y) = y′ − η(y′)− ((y − y′)− (η(y) + η(y′)) ≤ y′ − η(y′). Note that
η being non-decreasing and 1-Lipschitz is equivalent to η and Id − η both being non-decreasing,
whence, by the same argument, if y − η(y) < y′ − η(y′), then η(y) ≤ η(y′).
Next, we prove the converse. First, if y ≤ y′, then η(y) ≤ η(y′) because otherwise we would have
η(y) > η(y′) and y − η(y) < y′ − η(y′), a contradiction. Thus, η is non-decreasing. By symmetry,
Id− η is also non-decreasing, whence η is 1-Lipschitz as well.
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B.2 Proof of Lemma 3.4
Proof of Lemma 3.4. By [Kal02, Lemma 3.21], there exists U,U1, U2, . . . independent, uniformly
distributed random variables in L2(0, 1).
First, we prove part (a). Let Aj be the coordinate functions on the probability space (Rk, pi,B).
By [Kal02, Theorem 3.19], there exists X1 ∈ L2(0, 1) with X1 d= A1, whence also X1 ◦ U1 d= A1.
By [Kal02, Theorem 6.3], the distribution of Aj given A1, . . . , Aj−1 admits a regular conditional
probability distribution for each j = 2, . . . , k. Thus, by [Kal02, Lemma 3.22], there exists for each
such j a measurable function ζj : Rj−1 × [0, 1]→ R such that
(A1, . . . , Aj−1, ζj(A1, . . . , Aj−1, Uj))
d= (A1, . . . , Aj−1, Aj).
In particular, if we define Xj inductively by Xj = ζj(X1, . . . , Xj−1, ζj(X1, . . . , Xj−1, Uj)) for j ≥ 2,
we have the (X1, . . . , Xk)
d= (A1, . . . , Ak) ∼ pi. Hence, part (a).
Next, we prove part (b). As above, by [Kal02, Theorem 3.19], there exists X ∈ L2(0, 1) with
X ∼ µ, whence also X ◦ U ∼ µ. By [Kal02, Theorem 6.3], each coupling pip admits regular
conditional probability distributions, whence by [Kal02, Lemma 3.22], there exists for each p a
measurable function ζp : R × [0, 1] → R such that (X ◦ U, ζp(X ◦ U,Up)) ∼ pip. Defining Xp =
ζp(X ◦ U,Up) yields part (b).
Part (c) follows by applying part (b) to the couplings pip = piopt(µ, µp) for each p and observing
that if (X,Xp) ∼ piopt(µ, µp) then d2(X,Xp) = W2(µ, µp).
B.3 Proximal operators on Wasserstein space are well-defined
In this Appendix, we show that when f is lsc, proper, and convex, the minimizer on the right-hand
side of (3.5) exists and is unique.
First, we show that
inf
ν∈P2(R)
{1
2W2(µ, ν)
2 + f(ν)
}
(B.1)
is finite. Becuase f is proper, there exists ν for which the objective is less than ∞, whence we must
only show the infimum is not −∞. Take any ν such that f(ν) <∞. By lower semi-continuity, there
exists  > 0 such that f(ν ′) > f(ν)− 1 whenever W2(ν ′, ν) ≤ . Fix such an , and consider ν ′ with
W2(ν ′, ν) > . Observe that
W2
(

W2(ν ′, ν)
ν ′ ⊕piopt(ν′,ν)
W2(ν ′, ν)− 
W2(ν ′, ν)
ν, ν
)
≤ . (B.2)
Thus,
f(ν)− 1 ≤ f
(

W2(ν ′, ν)
ν ′ ⊕piopt(ν′,ν)
W2(ν ′, ν)− 
W2(ν ′, ν)
ν
)
≤ 
W2(ν ′, ν)
f(ν ′) + W2(ν
′, ν)− 
W2(ν ′, ν)
f(ν), (B.3)
where the first inequality holds by the definition of  and the second by convexity of f (see Definition
3.3). Rearranging, we have
f(ν ′) ≥ f(ν)− W2(ν
′, ν)

. (B.4)
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Thus,
inf
ν′∈P2(R)
{1
2W2(µ, ν
′)2 + f(ν ′)
}
≥ min
{
f(ν)− 1, inf
ν′∈P2(R)
{1
2W2(µ, ν
′)2 + f(ν)− W2(ν
′, ν)

}}
≥ min
{
f(ν)− 1, inf
ν′∈P2(R)
{1
2(W2(µ, ν)−W2(ν
′, ν))2 + f(ν)− W2(ν
′, ν)

}}
= min
{
f(ν)− 1, 12W2(µ, ν)
2 + f(ν) + inf
ν′∈P2(R)
{1
2W2(ν
′, ν)2 −
(1

+W2(µ, ν)
)
W2(ν ′, ν)
}}
≥ min
{
f(ν)− 1, 12W2(µ, ν)
2 + f(ν)− 12
(1

+W2(µ, ν)
)2}
> −∞, (B.5)
where the first inequality holds by dividing into cases W2(ν ′, ν) ≤  and > , the second inequality
holds by the triangle inequality, and the remaining (in)equalities hold by algebrabraic manipulation.
Thus, (B.1) is finite.
Now consider any  ≥ 0 and ν ′, ν ′′ which achieve objective values within  of the infimum
(here we use finiteness of (B.1)) . By Lemma 3.4.(b), there exists X,X ′, X ′′ ∈ L2(0, 1) with
(X,X ′) ∼ piopt(µ, ν ′) and (X,X ′′) ∼ piopt(µ, ν ′′). Then
1
2
(1
2W2(µ, ν
′)2 + f(ν ′)
)
+ 12
(1
2W2(µ, ν
′′)2 + f(ν ′′)
)
− 
≤ inf
ν∈P2(R)
{1
2W2(µ, ν)
2 + f(ν)
}
≤ 12W2
(
µ, µ(X′+X′′)/2
)
+ f
(
µ(X+X′′)/2
)
≤ 12W2
(
µ, µ(X′+X′′)/2
)
+ 12 f(ν
′) + 12 f(ν
′′)
≤ 12d2
(
X, (X ′ +X ′′)/2
)2 + 12 f(ν ′) + 12 f(ν ′′). (B.6)
The parallelogram identity gives
1
4d2(X
′, X ′′)2 = 12d2(X,X
′)2 + 12d2(X,X
′′)2 − d2(X, (X ′ +X ′′)/2)2
= 12W2(µ, ν
′)2 + 12W2(µ, ν
′′)2 − d2(X, (X ′ +X ′′)/2)2
≤ 2, (B.7)
where the last inequality follows from (B.6). Thus, W2(ν ′, ν ′′)2 ≤ 8.
The argument in the preceding paragraph implies that if {νj} is a sequence along which the
objective value in (B.1) approaches its infimum, the sequence is Cauchy. Because Wasserstein
space is complete [Vil10, Theorem 6.18], this sequence has limit ν∗. Because the objective is
lower-semicontinuous, the infimum is achieved at ν∗.
That minimizer of the objective in (B.1) is unique follows by taking  = 0 in (B.7).
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B.4 Proof of Proposition 3.15
Proof of Proposition 3.15. Because (3.16) whenever f and f are related by (3.2), it is enough to
prove each part of the proposition for either f or f. At each point of the proof, we work with
whichever is most convenient.
Step 1: Df (and hence Df) are maximally jointly cyclically monotone. First we show
that if f ∈ F , then Df is maximally jointly cyclically monotone. Indeed, for all finite n, all sets
{pij}nj=1 ⊂ Df , and all random vectors (X1, G1, . . . , Xn, Gn) with (Xj , Gj) ∼ pij for all j, we have
by Proposition 3.11 that Gj ∈ ∂f(Xj). Then, for all permutations σ : [n] → [n], we have by the
definition of subdifferential that for all j ∈ [n]
f(Xσ(j+1)) ≥ f(Xσ(j)) + E[Gσ(j)(Xσ(j+1) −Xσ(j))],
where by convention we denote σ(n+1) = σ(1). Summing over j ∈ [n] and rearranging gives (2.16),
whence Df is jointly cyclically monotone. To see that it is maximal, assume for contradiction there
were R ⊂ P2(R2) strictly containing Df which was jointly cyclically monotone. Then by Lemma
3.4.(a), we have {(X,G) | X,G ∈ L2(0, 1), µ(X,G) ∈ R} is a strict super-set of ∂f . Moreover, by
(2.16), it is cyclically monotone. This contradicts Theorem 3 of [Roc66], which states that the
subdifferential relation ∂f is always maximally cyclically monotone. Thus, Df is maximally jointly
cyclically monotone.
Step 2: If R is jointly cyclically monotone, it is contained in the Wasserstein sub-
differential of an f ∈ F (and hence f ∈ F). We imitate the proof of [Roc66, Theorem 1], but
apply the proof technique to f instead of f .
Pick some pi0 ∈ R. For all µ ∈ P2(R), define
f(µ) = sup{E[Gn(X −Xn)] + E[Gn−1(Xn −Xn−1) + · · ·+ E[G0(X1 −X0)]}, (B.8)
where the supremum is taken over all positive integers n and all vectors (X,X0, G0, . . . , Xn, Gn)
satsifying µX = µ and µ(Xj ,Gj) = pij for all 0 ≤ j ≤ n. We confirm that f so defined is lsc, proper,
and convex, and then will show that R ⊂ Df.
First, we show f is proper. Let µ0 be the first marginal of pi0. We show that f(µ0) < ∞. Let
{pij}nj=1 ⊂ Df and (X,X0, G0, . . . , Xn, Gn) be such that µX = µ0 and µ(Xj ,Gj) = pij . Let FXj and
FGj denote the cdfs of Xj , Gj , respectively. Consider X˜j , G˜j ∈ L2(0, 1) defined by X˜j(t) = F−1Xj (t)
and G˜j = F−1Gj (t) for t ∈ (0, 1). By [Vil10, Theorem 5.10.(ii)], for any i, j we have that µ(X˜i,G˜j) is the
optimal coupling between its marginals because FXj and FGj have the same ordering with respect
to t, so that the support of spt(µ(X˜i,G˜j)) so constructed is cyclically monotone (see Definition 3.5).
Thus,
E[G˜nX˜0] + E[G˜n−1X˜n] + · · ·+ E[G˜0X˜1] ≥ E[GnX] + E[Gn−1Xn] + · · ·+ E[G0X1].
Moreover, by Lemma 3.13.(a), we have that µ(Xj ,Gj) is also the optimal coupling between its
marginals, whence µ(X˜j ,G˜j) = µ(Xj ,Gj) for all j. Thus,
E[G˜nX˜n] + E[G˜n−1X˜n−1] + · · ·+ E[G˜0X˜0] = E[GnXn] + E[Gn−1Xn−1] + · · ·+ E[G0X0].
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Combining the previous two displays,
E[G˜n(X˜0 − X˜n)] + E[G˜n−1(X˜n − X˜n−1)] + · · ·+ E[G˜0(X˜1 − X˜0)]
≥ E[Gn(X −Xn)] + E[Gn−1(Xn −Xn−1)] + · · ·+ E[G0(X1 −X0)].
Moreover, the left-hand side is bounded above by 0 by Definition 2.2 because (X˜j , G˜j) ∼ pij for all
j and R is jointly cyclically monotone. Thus, we conclude that f(µ0) ≤ 0.
Second, we show f is lower semi-continuous. Consider µ ∈ P2(R) and f(µ) <∞. Let (X,X0, G0, . . . , Xn, Gn)
be as above with
E[Gn(X −Xn)] + E[Gn−1(Xn −Xn−1) + · · ·+ E[G0(X1 −X0)] > f(µ)− . (B.9)
Now consider any µ′ such that W2(µ, µ′) < /
√
E[G2n]. Then, by the gluing lemma [Vil10, pg. 11]
and Lemma 3.4.(a), we may construct (X ′, X˜, X˜0, G˜0, . . . , X˜n, G˜n) such that µ(X′,X˜) is the optimal
coupling between µ′ and µ, and (X˜, X˜0, G˜0, . . . , X˜n, G˜n)
d= (X,X0, G0, . . . , Xn, Gn). By (B.8),
f(µ′) ≥ E[G˜n(X ′ − X˜n)] + E[G˜n−1(X˜n − X˜n−1)] + · · ·+ E[G˜0(X˜1 − X˜0)]
= E[G˜n(X − X˜n)] + E[G˜n−1(X˜n − X˜n−1)] + · · ·+ E[G˜0(X˜1 − X˜0)] + E[G˜n(X ′ −X)]
≥ f(µ)− −
√
E[G˜2n]E[(X ′ −X)2]
= f(µ)− −W2(µ, µ′)
√
E[G2n]
> f(µ)− 2.
Because  was arbitrary, we get lower semi-continuity at any µ such that f(µ) <∞. For f(µ) =∞,
we instead take the right-hand side of (B.9) to be N and take N →∞.
Third, we show f is convex. Consider any µ, µ′ ∈ P2(R), any coupling pi between them, and any
α ∈ [0, 1]. If f(αµ ⊕pi (1 − α)µ′) < ∞, consider any  > 0 and take (X ′′, X0, G0, . . . , Xn, Gn) such
that X ′′ ∼ αµ ⊕pi (1 − α)µ′, (Xj , Gj) ∼ pij for 1 ≤ j ≤ n where pij ∈ R and j ≥ 1, (X0, G0) ∼ pi0,
and
f(αµ⊕pi (1− α)µ′) ≤ E[Gn(X ′′ −Xn)] + · · ·+ E[G0(X1 −X0)] + . (B.10)
By the gluing lemma [Vil10, pg. 11] and Lemma 3.4.(a), we can construct (X˜, X˜ ′, X˜ ′′, X˜0, G˜0, . . . , X˜n, G˜n)
such that X˜ ′′ = αX˜ + (1−α)X˜ ′ (almost surely) and (X˜ ′′, X˜0, G˜0, . . . , X˜n, G˜n) has the same distri-
bution as (X ′′, X0, G0, . . . , Xn, Gn). Then
f(αµ⊕pi (1− α)µ′) ≤ E[G˜n(αX˜ + (1− α)X˜ ′ − X˜n)] + · · ·+ E[G˜0(X˜1 − X˜0)] + 
≤ αf(µ) + (1− α)f(µ′) + .
Taking → 0 yields the result. If f(αµ⊕pi (1−α)µ′) =∞, we instead take E[Gn(X ′′−Xn)] + · · ·+
E[G0(X1 −X0)] ≥ N in place of (B.10) and take N → ∞ to conclude that either f(µ) or f(µ′) is
infinite.
Finally, we check that R ⊂ Df. We do this by checking the condition in Proposition 3.12.
Consider pi ∈ R, and let µ be its first marginal. Let µ′ ∈ P2(R). Consider (X,G,X ′) with
(X,G) ∼ pi and X ′ ∼ µ. Fix α < f(µ). By (B.8), the gluing lemma [Vil10, pg. 11] and Lemma
3.4.(a), we may assume that we in fact have (X,G,X ′, X0, G0, . . . , Xn, Gn) such that
E[Gn(X −Xn)] + · · ·+ E[G0(X1 −X0)] > α.
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By (B.8),
f(µ′) ≥ E[G(X ′ −X)] + E[Gn(X −Xn)] + · · ·+ E[G0(X1 −X0)] > α+ E[G(X ′ −X)].
Taking α ↑ f(µX) gives (3.17).
Step 3: If R is maximally jointly cyclically monotone, then it is the Wasserstein sub-
differential of an f ∈ F (and hence f ∈ F). By step 2, R ⊂ Df for some f ∈ F. By step 1, Df
is jointly cyclically monotone. The maximality of R implies R = Df.
Step 4: Uniqueness up to an additive constant. The Wasserstein subdifferential of f uniquely
determines the subdifferential of f by Proposition 3.11, and the subdifferential of f uniquely de-
termines f up to an additive constant by [Roc66, Theorem 3].
B.5 Omitted part of proof of Proposition 3.18.(c)
Here we show that R defined in (3.25) is jointly cyclically monotone, as claimed.
First, we show that spt
(
1
p
∑p
i=1 δ(xi,gi)
)
is cyclically monotone for any (x, g) ∈ ∂f . By [Roc66,
Theorem 1], we have that for all (x1, g1), . . . , (xn, gn) ∈ ∂fp and all permutation σ : [n]→ [n] that
n∑
j=1
〈xj , gj〉 ≥
n∑
j=1
〈xj , gσ(j)〉. (B.11)
For any permutation τ : [p]→ [p], denote xτ ∈ Rp the vector with (xτ )i = xτ(i). Then, if we let τ
be the transposition (i, k) for i 6= k and consider any (x, g) ∈ ∂fp, we also have (xτ , gτ ) ∈ ∂fp by
symmetry. Thus,
〈x, g〉+ 〈xτ , gτ 〉 ≥ 〈x, gτ 〉+ 〈xτ , g〉,
which is exactly the inequality (xi − xk)(gi − gk) ≥ 0. This is equivalent to the statement that
for no i, k is it the case that xi > xk and gi < gk. By Definition 3.5, spt
(
1
p
∑p
i=1 δ(xi,gi)
)
is
cyclically-monotone, as desired.
Now consider any pi1, . . . , pin ∈ R and (X1, G1, . . . , Xn, Gn) with (Xj , Gj) ∼ pij for all j. We
show (3.14) for any permutation σ : [n] → [n]. Consider any permutation σ : [n] → [n]. We
may write µXj = 1p
∑p
i=1 δxj(i) where xj(1) ≤ xj(2) ≤ · · · ≤ xj(p) is the ordered enumeration of the
support points of µXj , and similarly for Gj . Note that {(xj(i), gσ(j)(i)) | i = 1, . . . , p} is cyclically
monotone because xj(i) and gσ(j)(i) share the same ordering with respect to i, whence by [Vil10,
Theorem 5.10.(ii)], we have 1p
∑p
i=1 δ(xj(i),gσ(j)(i)) is the optimal coupling between µXj and µGσ(j) .
Thus,
E[XjGσ(j)] ≤
1
p
p∑
i=1
xj(i)gσ(j)(i). (B.12)
Also,
n∑
j=1
1
p
p∑
i=1
xj(i)gσ(j)(i) ≤
n∑
j=1
1
p
p∑
i=1
xj(i)gj(i), (B.13)
because if we define xj , gj to have coordinates given by xj(i) and gj(i), respectively, then (xj , gj) ∈
∂f , whence (B.13) follows from (B.11). Finally, we identify the right-hand side of (B.13) as
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∑n
j=1 E[XjGj ] because the support of spt(µ(Xj ,Gj)) is cyclically monotone. Compining the pre-
vious three displays, we conclude (3.14).
Thus, R is jointly-cyclically monotone.
B.6 Proof of Lemma 4.3
Our main idea is to study instead an embedding of Gordon’s optimization problem into L2(0, 1).
For B,Θ, G ∈ L2(0, 1), σ ∈ R≥0, and κ, ξ ∈ R, define
g(B; Θ, G, σ, κ, ξ) =
√√√√
σ2 + κ
δ
E[(B −Θ)2]− ξ
√
E[(B −Θ)2]
δ
− 1
δ
E[G(B −Θ)], (B.14)
whenever the arguments to the square-roots are non-negative, and infinite otherwise. We refer the
optimization problem
min
B
{1
2g(B; Θ, G, σ, κ, ξ)
2
+ + f(B)
}
. (B.15)
as the Gordon’s L2 optimization. We write the objective in (B.15) as L(B; Θ, G, σ2, κ, ξ). The proof
proceeds in several steps.
Step 1: Convexity of Gordon’s L2 objective when ξ = 0. When ξ = 0, the arguments to the
square-roots in (B.14) are non-negative, whence the objective is defined everywhere. Moreover, as
we now show, the objective is also convex in B, and locally strongly convex.
Lemma B.1. Consider Θ ∈ L2(0, 1). Let h(B) =
√
σ2 + 1δE[(B −Θ)2]. Then h is σ
2/δ
(σ2+R2/δ)3/2 -
strongly convex on d2(B,Θ) ≤ R.
Proof of Lemma B.1. Let Bt = B + t∆ and Vt = Bt −Θ. Then we have
d
dt
√
σ2 + 1
δ
E[V 2t ] =
E[Vt∆]/δ√
σ2 + 1δE[V 2t ]
. (B.16)
Then
d2
dt2
√
σ2 + 1
δ
E[V 2t ] =
E[∆2]/δ√
σ2 + 1δE[V 2t ]
− (E[Vt∆]/δ)
2(
σ2 + 1δE[V 2t ]
)3/2 (B.17)
=
(
σ2 + 1
δ
E[V 2t ]
)−3/2(E[∆2]
δ
(
σ2 + 1
δ
E[V 2t ]
)
−
(E[Vt∆]
δ
)2)
(B.18)
≥ σ
2/δ(
σ2 + E[V 2t ]/δ
)3/2E[∆2], (B.19)
where in the inequality, we have used Cauchy-Schwartz. We conclude that h(B) is σ
2/δ
(σ2+R2/δ)3/2 -
strongly convex on d2(B,Θ) ≤ R.
Step 2: Solution to Gordon’s L2 population optimization. We study first the simple case
that σ = σ∗, κ = 1, ξ = 0, and Θ = Θ∗, G = G∗ for any Θ∗ ∼ µθ, G∗ ∼ N(0, 1) independent, which
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we call Gordon’s L2 population optimization. For simplicity of notation, we denote η = A(µ∗τ
∗).
Fixing such Θ∗, G∗, we denote B∗ = η ◦ Y ∗. By (4.16),
g(B∗; Θ∗, G∗, σ∗, 1, 0) =
√
σ∗ + 1
δ
E[(B∗ −Θ∗)2]− 1
δ
E[G∗(B∗ −Θ∗)]
= τ∗ − τ∗
(
1− δ
λ∗
)
= τ
∗δ
λ∗
> 0. (B.20)
By (4.17),
L(B∗; Θ∗, G∗, σ∗, 1, 0) = 12
(
τ∗δ
λ∗
)2
+ f(B∗) = L∗. (B.21)
Because g is positive at B∗,Θ∗, G∗, σ∗, the Fre`chet derivative of g2+ with respect to its first argument,
denoted by ∇B, evaluated at B∗,Θ∗, G∗, σ∗ is
∇B 12g(B; Θ
∗, G∗, σ∗, 1, 0)2+
∣∣∣
B=B∗
= g(B∗; Θ∗, G∗, σ∗, 1, 0)
 (B∗ −Θ∗)/δ√
σ∗2 + 1δE[(B∗ −Θ∗)2]
− 1
δ
G∗

= τ
∗δ
λ∗
(
B∗ −Θ∗ − τ∗G∗
δ
)
= B
∗ −Θ∗ − τ∗G∗
λ∗
, (B.22)
where we have used (B.20). By (3.11), B∗ = prox[λ∗f ](Θ∗ + τ∗G∗), whence
Θ∗ + τG∗ −B∗
λ∗
∈ ∂f(B∗). (B.23)
Combining the previous two displays, 0 ∈ ∂
(
1
2g(B; Θ∗, G∗, σ∗, 1, 0)2+ + f(B)
) ∣∣∣
B=B∗
, and by con-
vexity
B∗ ∈ arg min
B
{1
2g(B; Θ
∗, G∗, σ∗, 1, 0)2+ + f(B)
}
. (B.24)
Step 3: Solution to Gordon’s L2 partially perturbed optimization. If we only perturb Θ,
G, and σ, so that still κ = 1 and ξ = 0, the objective remains convex. Moreover, in this case the
solution to (B.15) satisfies the following.
Lemma B.2. If κ = 1, ξ = 0 and a solution Bopt to (B.15) is such that g(Bopt; Θ, G, σ, 1, 0) > 0,
then Bopt = prox [λf ] (Θ+τG), where τ2 = σ2+1δE[(Bopt−Θ)2] and λ−1 = 1δ
(
1− 1δτE[G(Bopt −Θ)]
)
.
In particular, Bopt is σ(Θ + τG)-measurable.
Proof. We have
∇B 12g(B; Θ, G, σ, 1, 0)
2
+
∣∣∣
B=Bopt
= g(Bopt; Θ, G, σ, 1, 0)
 (Bopt −Θ)/δ√
σ2 + 1δE[(Bopt −Θ)2]
− 1
δ
G

=
(
τ − 1
δ
E[G(Bopt −Θ)]
)(
Bopt −Θ− τG
τδ
)
= τδ
λ
(
Bopt −Θ− τG
τδ
)
= Bopt −Θ− τG
λ
, (B.25)
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where in the second equality we have used the definition of τ , and in the third equality we have
used the definition of λ. The KKT conditions give
Θ + τG−Bopt
λ
∈ ∂f(Bopt), (B.26)
whence Bopt = prox[λf ](Θ + τG). Measurability follows from Proposition 3.9.
Step 4: Derivatives of τ . We will control solutions to Gordon’s L2 optimization problem by
viewing Gordon’s L2 optimization as a perturbation of Gordon’s L2 population optimization and
controlling the sensitivity of the solutions to perturbations in the problem. This requires the study
of several derivates. Define
τ(B; Θ, σ, κ, ξ) =
√√√√
σ2 + κ
δ
E[(B −Θ)2]− ξ
√
E[(B −Θ)2]
δ
, (B.27)
whenever the argument to the square-root is positive. For any variable A, we denote the Fre`chet
derivative with respect to A by ∇A. We have
∇Bτ(B; Θ, σ, κ, ξ) = −∇Θτ(B; Θ, σ, κ, ξ) = (B −Θ)/δ
τ(B; Θ, σ, κ, ξ) , (B.28)
d
dστ(B; Θ, σ, κ, ξ) =
σ
τ(B; Θ, σ, κ, ξ) , (B.29)
d
dκτ(B; Θ, σ, κ, ξ) =
d2(B,Θ)2/δ
2τ(B; Θ, σ, κ, ξ) , (B.30)
d
dξ τ(B; Θ, σ, κ, ξ) = −
d2(B,Θ)/
√
δ
2τ(B; Θ, σ, κ, ξ) . (B.31)
Step 5: Lipschitz continuity and strong convexity parameters. We define several local
Lipschitz and strong converxity parameters which are entirely explicit in τ∗, λ∗, δ. Let
R1 =
√
δ(τ∗2 − σ∗2). (B.32)
By (4.16),
R1 = d2(B∗,Θ∗). (B.33)
The following will serve as local Lipschitz constants:
L
(Θ)
1 =L
(B)
1 =
4R1τ∗
σ∗δ
, L
(σ)
1 = σ∗, L
(κ)
1 =
4R21
δσ∗
, L
(ξ)
1 =
4R1√
δ
, (B.34)
and
L
(Θ)
2 =L
(B)
2 = L
(Θ)
1 + 2τ∗, L
(σ)
2 , = L
(σ)
1 , L
(κ)
2 = L
(κ)
1 , L
(ξ)
2 = L
(ξ)
1 , L
(G)
2 =
2R1
δ
, (B.35)
and
L
(Θ)
3 =
R1 + τ∗
δτ∗
L
(Θ)
2 +
6(R1 + τ∗)
λ∗τ∗
L
(Θ)
1 +
3(τ∗ + 2L(Θ)1 )
λ∗
,
L
(G)
3 =
R1 + τ∗
δτ∗
L
(G)
2 +
3τ∗
λ∗
, L
(σ)
3 =
R1 + τ∗
δτ∗
L
(σ)
2 +
6(R1 + τ∗)
λ∗τ∗
L
(σ)
1 +
6
λ∗
L
(σ)
1 .
(B.36)
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The following will enter our definition of “local”:
r
(Θ)
1 = r
(B)
1 =
R1
3τ∗ , r
(G)
1 = 1 r
(σ)
1 = 1/2, r
(κ)
1 = 1, r
(ξ)
1 =
σ∗
√
δ
16R1
, (B.37)
and for A ∈ {Θ, B,G, σ, κ, ξ} (viewed as a symbol and a collection of symbols), let
r
(A)
2 = min
{
r
(A)
1 ,
τ∗
10L(A)1
,
τ∗δ
12L(A)2 λ∗
}
. (B.38)
For r = (r(Θ), r(B), r(G), r(σ), r(κ), r(ξ)), we say (Θ, B,G, σ, κ, ξ) ∈ Nr if
d2
(Θ
τ∗
,
Θ∗
τ∗
)
< r(Θ), d2
(
B
τ∗
,
B∗
τ∗
)
< r(B), d2(G,G∗) < r(G), (B.39a)∣∣∣∣ σσ∗ − 1
∣∣∣∣ < r(σ), |κ− 1| < r(κ), |ξ|σ∗ < r(ξ). (B.39b)
With some abuse of notation, we say an ordered tuple of a subset of these variables is in Nr if
the relevant inequalities apply to this subset. For example, (κ, ξ) ∈ Nr means |κ − 1| < r(κ) and
|ξ|
σ∗ < r
(ξ). The following will be a local strong-convexity parameter
K = τ
∗3δ
2λ∗
σ∗2/(4δ)
(σ∗2/4 + 4R21/δ)3/2
. (B.40)
Finally, we define one more set of Lipschitz constants. Let
H =
√
5σ∗2
2 +
4(1 + r(κ)2 )R21
δ
+ 4R1
δ
, (B.41)
and let
L
(κ)
4 = HL
(κ)
1 , L
(ξ)
4 = HL
(ξ)
1 . (B.42)
Step 6: Lipschitz continuity and strong convexity properties. Using the parameters we
defined in (B.37) and (B.38), we let ri = (r(Θ)i , r
(B)
i , r
(G)
i , r
(σ)
i , r
(κ)
i , r
(ξ)
i ). Our next lemma establishes
the regularity properties we will need.
Lemma B.3. If (Θ, B,G, σ, κ, ξ) ∈ Nr1, then
(i) (τ is locally Lipchitz)
|τ(B; Θ, σ, κ, ξ)− τ(B∗; Θ∗, σ∗, 1, 0)|
≤ L(Θ)1 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(B)1 d2
(
B
τ∗
,
B∗
τ∗
)
+ L(σ)1
∣∣∣∣ σσ∗ − 1
∣∣∣∣+ L(κ)1 |κ− 1|+ L(ξ)1 |ξ|σ∗ . (B.43)
(ii) (g is locally Lipschitz)
|g(B; Θ, G, σ, κ, ξ)− g(B∗; Θ∗, G∗, σ∗, 1, 0)|
≤ L(Θ)2 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(B)2 d2
(
B
τ∗
,
B∗
τ∗
)
+ L(G)2 d2(G,G∗)
+ L(σ)2
∣∣∣∣ σσ∗ − 1
∣∣∣∣+ L(κ)2 |κ− 1|+ L(ξ)2 |ξ|σ∗ . (B.44)
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If (Θ, B,G, σ, κ, ξ) ∈ Nr2, then
(iii) (τ and g are locally bounded)
3τ∗
2 > |τ(B; Θ, σ, κ, ξ)| >
τ∗
2 ,
3τ∗δ
2λ∗ > |g(B; Θ, G;σ, κ, ξ)| >
τ∗δ
2λ∗ . (B.45)
(iv) (The subgradient at B∗ is locally Lipshitz) There exists D ∈ ∂L(B; Θ, G, σ, 1, 0)
∣∣∣
B=B∗
such
that
‖D‖2 < L(Θ)3 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(G)3 d2(G,G∗) + L
(σ)
3
∣∣∣∣ σσ∗ − 1
∣∣∣∣ . (B.46)
(v) (The objective is locally strongly convex in B)
B/τ∗ 7→ 12g(B; Θ;G, σ, 1, 0)
2
+ =
1
2g(B; Θ;G, σ, 1, 0)
2 is K-strongly convex; (B.47)
(vi) (L is locally Lipschitz in Θ, G, σ, κ, ξ)
|L(B∗; Θ, G, σ, κ, ξ)− L(B∗; Θ∗, G∗, σ∗, 1, 0)|
≤ 3τ
∗δ
2λ∗
(
L
(Θ)
2 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(G)2 d2(G,G∗) + L
(σ)
2
∣∣∣∣ σσ∗ − 1
∣∣∣∣+ L(κ)2 |κ− 1|+ L(ξ)2 |ξ|σ∗
)
.
(B.48)
If (Θ, G, σ, κ, ξ) ∈ Nr1 and d2
(
B
τ∗ ,
Θ∗
τ∗
)
< 4R13τ∗ , then
(vii) (L locally Lipschitz in κ, ξ in expanded B neighborhood)
|L(B; Θ, G, σ, κ, ξ)− L(B; Θ, G, σ, 1, 0)| ≤ L(κ)4 |κ− 1|+ L(ξ)4
|ξ|
σ∗
. (B.49)
Proof of Lemma B.4. We prove each result in order.
(i) First, we consider (Θ, B,G, σ, κ, ξ) ∈ Nr1 . On this neighborhood, we have
τ(B,Θ, σ, κ, ξ) ≥ σ∗/2 (B.50)
because
∣∣ σ
σ∗ − 1
∣∣ < 12 by (B.37), (B.39). Also
d2(B,Θ) ≤ 2R1, (B.51)
by (B.33), (B.37), (B.39), and the triangle inequality. Then
|τ(B∗; Θ, σ, κ, ξ)− τ(B∗; Θ∗, σ∗, 1, 0)| ≤ |τ(B; Θ∗, σ∗, 1, 0)− τ(B∗; Θ∗, σ∗, 1, 0)|
+ |τ(B; Θ, σ∗, 1, 0)− τ(B; Θ∗, σ∗, 1, 0)|
+ |τ(B; Θ, σ, 1, 0)− τ(B; Θ, σ∗, 1, 0)|
+ |τ(B; Θ, σ, κ, 0)− τ(B; Θ, σ, 1, 0)|
+ |τ(B; Θ, σ, κ, ξ)− τ(B; Θ, σ, κ, 0)|. (B.52)
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The first two lines are bounded by
4R1τ∗
σ∗δ
(
d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ d2
(
B
τ∗
,
B∗
τ∗
))
= L(Θ)1 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(B)1 d2
(
B
τ∗
,
B∗
τ∗
)
(B.53)
because the derivative of τ with respect to Θ or B on Nr1 has `2 norm bounded by
d2(Θ,B)
σ∗δ/2 <
4R1
σ∗δ by (B.28), (B.50), and (B.51), and we may substitute the Lipschitz constants by (B.34).
The third line is bounded by
|σ − σ∗| = L(σ)1
∣∣∣∣ σσ∗ − 1
∣∣∣∣ (B.54)
because the derivative of τ with respect to σ is bounded by 1 by (B.29) (because τ(B,Θ, σ, κ, ξ) >
σ always), and we may substitute the Lipschitz constants by (B.34). The fourth line is bounded
by
4R21
δσ∗
|κ− 1| = L(κ)1 |κ− 1| (B.55)
because the derivative of τ with respect to κ is bounded by
4R21/δ
2σ∗/2 =
4R21
δσ∗
(B.56)
by (B.30), (B.50), and (B.51), and we may substitute the Lipschitz constants by (B.34).
Finally, the fifth line is bounded by
4R1√
δ
|ξ|
σ∗
= L(ξ)1
|ξ|
σ∗
(B.57)
because the derivative of τ with respect to ξ is bounded in absolute value by
2R1/
√
δ
2
√
σ∗2/4− σ∗
√
δ
16R1 · 2R1√δ
<
4R1√
δσ∗
, (B.58)
by (B.27), (B.31), (B.37), (B.39), and (B.51), and we may substitute the Lipschitz constants
by (B.34). Summing the preceding five bounds, we conclude (B.43).
(ii) By (B.37) and (B.39) that on Nr1 we have ‖G‖2 ≤ 2, whence by (B.51), we have
|E[G(B −Θ)]/δ − E[G∗(B∗ −Θ∗)]/δ| ≤ 2R1
δ
d2(G,G∗) + 2τ∗d2
(
B
τ∗
,
B∗
τ∗
)
+ 2τ∗d2
(Θ
τ∗
,
Θ∗
τ∗
)
.
(B.59)
Combined with (B.35) and (B.43), we get (B.44).
(iii) Observe that (B,Θ, G, σ, κ, ξ) ∈ Nr2 implies (B,Θ, G, σ, κ, ξ) ∈ Nr1 because r(A)2 ≤ r(A)1 for
A ∈ {Θ, B,G, σ, κ, ξ}. We may combine (B.43) and (B.44) with (B.38) to get (B.45).
(iv) By (B.37) and (B.39), on Nr1 ⊂ Nr2 we have ‖G‖2 ≤ 2. Thus,
d2(B−Θ− τG,B∗−Θ∗− τ∗G∗) ≤ τ∗d2
(
B
τ∗
,
B∗
τ∗
)
+ τ∗d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ τ∗d2(G,G∗)+2|τ − τ∗|.
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Also, by (B.45) both g and τ are positive on Nr2 , so that
∇B 12g(B; Θ, G, σ, 1, 0)
2
+
∣∣∣∣∣
B=B∗
= g(B
∗; Θ, G, σ, 1, 0)
δτ(B∗; Θ, σ, 1, 0) (B −Θ− τ(B
∗; Θ, σ, 1, 0)G). (B.60)
Denoting g∗ = g(B∗; Θ∗, G∗, σ∗, 1, 0) and recalling τ∗ = τ(B∗; Θ∗, G∗, σ∗, 1, 0), observe that∥∥∥∥ g∗δτ∗ (B∗ −Θ∗ − τ∗G∗)− g(B
∗; Θ, G, σ, 1, 0)
δτ(B∗; Θ, σ, 1, 0) (B
∗ −Θ− τ(B∗; Θ, σ, 1, 0)G)
∥∥∥∥
≤ |g∗ − g(B∗; Θ, G, σ, 1, 0)|‖B
∗ −Θ∗ − τ∗G∗‖
δτ∗
+ |g(B∗; Θ, G, σ, 1, 0)|‖B
∗ −Θ∗ − τ∗G∗‖
δ
∣∣∣∣ 1τ∗ − 1τ(B∗; Θ, σ, 1, 0)
∣∣∣∣
+ |g(B
∗; Θ, G, σ, 1, 0)|
δτ(B∗; Θ, σ, 1, 0)
(
d2(Θ,Θ∗) + τ∗d2(G,G∗) + ‖G‖|τ∗ − τ(B∗; Θ, σ, 1, 0)|
)
≤
(
L
(Θ)
2 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(G)2 d2(G,G∗) + L
(σ)
2
∣∣∣∣ σσ∗ − 1
∣∣∣∣) R1 + τ∗δτ∗
+ 3τ
∗δ
2λ∗
R1 + τ∗
δ
4
τ∗2
(
L
(Θ)
1 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(σ)1
∣∣∣∣ σσ∗ − 1
∣∣∣∣)
+ 3τ
∗δ
2λ∗
2
δτ∗
((
τ∗ + 2L(Θ)1
)
d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ τ∗d2(G,G∗) + 2L(σ)1
∣∣∣∣ σσ∗ − 1
∣∣∣∣)
≤ L(Θ)3 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(G)3 d2(G,G∗) + L
(σ)
3
∣∣∣∣ σσ∗ − 1
∣∣∣∣ , (B.61)
where in the first inequality we have used the triangle inequality; in the first line of the second
inequality we have used (B.33) and (B.44); in the second line of the second inequality we
have used (B.45), (B.33), (B.43), and the fact that the derivative of τ 7→ 1/τ is 1/τ2 which is
bounded by 4/τ∗2 on Nr2 ; in the third line of the second inequality we have used (B.45) and
(B.43); and in the last equality we have used (B.36). Because 0 ∈ ∂L(B; Θ∗, G∗, σ∗2, 1, 0)
∣∣∣
B=B∗
and the only part of the objective L which depends upon Θ, G, σ is given by 12g2+, we conclude
(B.46).
(v) Combining Lemma B.1, (B.45), and (B.40), we conclude (B.47).
(vi) Because the derivative of x 7→ 12x2 is x, we have by (B.44), (B.45), the chain rule, and the
fact that the only part of L which depends upon Θ, G, σ, κ, ξ is 12g2+, that (B.48).
(vii) Because
∣∣ σ
σ∗ − 1
∣∣ < r(σ)1 = 12 , |κ − 1| < r(κ)1 , d2 ( Bτ∗ , Θτ∗) < d2 ( Bτ∗ , Θ∗τ∗ ) + d2 (Θ∗τ∗ , Θτ∗) <
4R1
3τ∗ + r
(Θ)
1 <
2R1
τ∗ , ‖G‖2 < 1 + r
(G)
1 = 2, and
|ξ|
σ∗ < r
(ξ)
1 = σ
∗√δ
16R1 , we have by (B.14) that
|g(B; Θ, G, σ2, κ, ξ)| <
√
9σ∗2
4 + (1 + r
(κ)
1 )
4R21
δ
+ σ
∗2√δ
16R1
2R1√
δ
+ 22R1
δ
< H, (B.62)
where in the last inequality we apply (B.41). Because the derivative of x 7→ 12x2 is x, we get
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by (B.44)
|L(B; Θ, G, σ, κ, ξ)− L(B; Θ, G, σ, 1, 0)| ≤ HL(κ)1 |κ− 1|+HL(ξ)1
|ξ|
σ∗
≤ L(κ)4 |κ− 1|+ L(ξ)4
|ξ|
σ∗
, (B.63)
where in the last line we have used (B.42).
The proof is complete.
Step 7: Locally stable solution to Gordon’s L2 optimization. We return to studying
Gordon’s L2 optimization (B.15). By viewing it as a perturbation of Gordon’s L2 population
optimization (Step 2), we can bound the values of L close to and far from B∗.
Lemma B.4. There exists c′1, c′2, c′3, L > 0 depending only on τ∗, λ∗, δ such that for
0 <  < c′1, (B.64)
if
max
{
d2
(Θ
τ∗
,
Θ∗
τ∗
)
, d2 (G,G∗) ,
∣∣∣∣ σσ∗ − 1
∣∣∣∣ , |κ− 1|, |ξ|σ∗
}
<  (B.65)
then
L(B∗; Θ, G, σ, κ, ξ) < L∗ + 5L, (B.66)
and
inf
d2
(
B
τ∗ ,
Θ∗
τ∗
)
≤c′2
d2
(
B
τ∗ ,
B∗
τ∗
)
≥c′3
√

L(B; Θ, G, σ, κ, ξ) > L∗ + 10L. (B.67)
In fact, the constants c′1, c′2, c′3, L are explicitly
L = max
{3τ∗δ
2λ∗ max
{
L
(Θ)
2 , L
(G)
2 , L
(σ)
2 , L
(κ)
2 , L
(ξ)
2
}
, τ∗max
{
L
(Θ)
3 , L
(G)
3 , L
(σ)
3
}
, max
{
L
(κ)
4 , L
(ξ)
4
}}
,
rmin = min
{
r
(A)
j | j ∈ {1, 2}, A ∈ {Θ, B,G, σ, κ, ξ}
}
,
c′1 = min
{
rmin,
Kr2min
60L ,
5K
12L
}
, c′2 =
4R1
3τ∗ , c
′
3 =
√
60L
K
. (B.68)
Note that with these choices, we have that whenever  < c′1
c′3
√
 < c′1, (B.69)
because c′1 ≤ Kr
2
min
60L .
Proof of Lemma B.4. Note that because  < c′1 ≤ rmin, Eq. (B.65) implies (B∗,Θ, G, σ, κ, ξ) ∈ Nr2 ,
whence we have by (B.48) and substituting (B.21) that (B.66) holds.
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Moreover, for (B,Θ, G, σ, κ, ξ) ∈ Nr2 , we have by (B.46) and (B.47) that there exists D ∈
∂L(B; Θ, G, σ, 1, 0)
∣∣∣
B=B∗
such that
L(B; Θ, G, σ, 1, 0)− L(B∗; Θ, G, σ, 1, 0) ≥ E[(B −B∗)D] + K2 d2
(
B
τ∗
,
B∗
τ∗
)2
≥ −3Ld2
(
B
τ∗
,
B∗
τ∗
)
+ K2 d2
(
B
τ∗
,
B∗
τ∗
)2
, (B.70)
where in the second inequality we have applied the definition of L (B.68) and Cauchy-Schwartz.
By (B.69), we may apply the previous display to all B with d2
(
B
τ∗ ,
B∗
τ∗
)
= c′3
√
, whence for such
B
L(B; Θ, G, σ, 1, 0)− L(B∗; Θ, G, σ, 1, 0) ≥ −3L
√
60L
K
+ 30L ≥ 15L, (B.71)
where the last inequality holds because 3L
√
60L
K  < 15L because  < c′1 <
5K
12L . By convexity in
B (which holds because ξ = 0), Eq. (B.71) holds also for any B with d2
(
B
τ∗ ,
B∗
τ∗
)
≥ c′3
√
.
Now consider any (Θ, G, σ, κ, ξ) satisfying (B.65) and B satisfying both c′2 ≥ d2
(
B
τ∗ ,
Θ∗
τ∗
)
and
d2
(
B
τ∗ ,
B∗
τ∗
)
≥ c′3
√
. Then
L(B; Θ, G, σ, κ, ξ)− L(B∗; Θ∗, G∗, σ∗, 1, 0) ≥ L(B; Θ, G, σ, 1, 0)− L(B∗; Θ, G, σ, 1, 0)
− L(κ)4 |κ− 1| − L4
|ξ|
σ∗
− 3τ
∗δ
2λ∗
(
L
(Θ)
2 d2
(Θ
τ∗
,
Θ∗
τ∗
)
+ L(G)2 d2(G,G∗) + L
(σ)
2
∣∣∣∣ σσ∗ − 1
∣∣∣∣)
≥ L(B; Θ, G, σ, 1, 0)− L(B∗; Θ, G, σ, 1, 0)− 5L
≥ 15L− 5L = 10L,
where in the first inequality we have applied (B.49), which is permitted because d2
(
B
τ∗ ,
Θ∗
τ∗
)
≤ c′2 =
4R1
3τ∗ , and (B.48), which is permitted because (B∗,Θ, G, σ, κ, ξ) ∈ Nr2 ; in the second inequality we
have used the definition of L in (B.68); and in the third inequality we have used (B.71), which is
permited becuase d2
(
B
τ∗ ,
B∗
τ∗
)
≥ c′3
√
. Substituting (B.21) yields (B.67).
Step 7: Control of Gordon’s Rp perturbed optimization. We complete the proof of
Lemma 4.3 by viewing the objective (4.13) as a restricted version of the objective L and using
the control over the latter objective established in Lemma B.4. Throughout this section, we take
L, rmin, c′1, c′2, c′3 as defined by (B.68).
Let κ = ‖h‖
2
n , σ2 =
‖w‖2
n , ξ =
〈
h√
n
, w√
n
〉
, and δ = n/p. We may then write
L(v) = 12

√√√√σ2 + κ
δ
‖v‖2 − ξ
√
‖v‖2
δp
− 1
δ
gTv
p

2
+
+ fp(θ + v). (B.72)
Let b = θ + v, and we denote a reparametrized version of the objective
L′(b) = 12
(√
σ2 + κ
δ
‖b− θ‖2
p
− ξ√
δ
‖b− θ‖ − 1
δ
gT(b− θ)
p
)2
+
+ fp(b). (B.73)
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By Lemma 3.4.(a), there exists Θ∗, G∗,Θ, G ∈ L2(0, 1) such that Θ∗ ∼ µθ, G∗ ∼ N(0, 1) indepen-
dent, (Θ, τ∗G) ∼ µ(θ,τg), and d2
(
Θ
τ∗ ,
Θ∗
τ∗
)2
+ d2(G,G∗)2 = W2(µ(θ/τ∗,g), µθ/τ∗ ⊗ N(0, 1))2. Because
θ, g ∈ Rp, we have that Θ, G are measurable with respect to the σ-algebra generated by a partition
consisting of p atomic sets each with probability 1/p. We denote this σ-algebra by Ip, and we
denote the Ip-measurable random variables in L2(0, 1) by mIp. Let ι : Rp → L2(0, 1) be the linear
isomorphism of the form (3.18) between Rp and mIp which takes θ to Θ and g to G. Observe that
for all b,
L′(b) = L(ι(b); ι(θ), ι(g), σ, κ, ξ), (B.74)
where we have used that fp(b) = f(ι(B)) because f is an L2 embedding of pfp (see (3.20)).
Denote B∗ = η ◦ (Θ∗ + τ∗G∗). With c′1 as in Lemma B.4, assume there exists 0 <  < c′1 such
that
W2(µ(θ/τ∗,g), µθ/τ∗ × N(0, 1)) <  and
∣∣∣∣ σσ∗ − 1
∣∣∣∣ , |κ− 1|, |ξ|σ∗ < . (B.75)
In particular, then d2
(
Θ
τ∗ ,
Θ∗
τ∗
)
<  and d2(G,G∗) < . By Lemma B.4, Eq. (B.66), we have
min
B∈L2(0,1)
L(B; Θ, G, σ, 1, 0) ≤ L(B∗; Θ, G, σ, 1, 0) < L∗ + 5L. (B.76)
By Lemma B.3 and B.4, the objective L(·; Θ, G, σ, 1, 0) is strongly convex and lower semi-continuous
on d2
(
B
τ∗ ,
B∗
τ∗
)
< c′3
√
, a set outside of which it is uniformly sub-optimal. Thus, its minimum is
uniquely achieved at some Bopt with d2
(
Bopt
τ∗ ,
B∗
τ∗
)
< c′3
√
 < c′1 ≤ rmin ≤ r(B)1 = R13τ∗ , where we
have used (B.69) in the second inequality. Combining this with (B.33), we get d2
(
Bopt
τ∗ ,
Θ∗
τ∗
)
<
R1
3τ∗ +
R1
τ∗ = c′2. Then, because by (B.75) also d2
(
Θ
τ∗ ,
Θ∗
τ∗
)
<  < c′1 ≤ rmin ≤ r(Θ)2 and similarly∣∣ σ
σ∗ − 1
∣∣ < r(σ)2 , |κ− 1| < r(κ)2 , and |ξ|σ∗ < r(ξ)2 , by (B.49),
L(Bopt; Θ, G, σ, κ, ξ) < L(Bopt; Θ, G, σ, 1, 0) + 2L (B.77)
< L∗ + 7L, (B.78)
where the second inequality holds by (B.76) and optimality. By Lemma B.2, Bopt is σ(Θ + τG)
measurable, whence
inf
b∈Rp
1√
p
‖b−θ‖≤c′2τ∗
L′(b) = inf
B∈ι(Rp)
d2(B,Θ∗)≤c′2τ∗
L(B; ι(θ), ι(g), σ, κ, ξ) ≤ L(Bopt; Θ, G, σ, κ, ξ)
< L∗ + 7L. (B.79)
Next, let
A =
{
b ∈ Rp
∣∣∣∣∣W2(µ(b,θ)/τ∗ , µ(B∗,Θ∗)/τ∗) ≥ c′3√, 1√p‖b− θ‖ ≤ c′2τ∗
}
. (B.80)
Then
inf
b∈A
L′(b) = inf
b∈A
L(ι(b); ι(θ), ι(g), σ, κ, ξ)
≥ inf
d2
(
B
τ∗ ,
Θ∗
τ∗
)
≤c′2
d2
(
B
τ∗ ,
B∗
τ∗
)
≥c′3
√

L(B; Θ, G, σ, κ, ξ)
≥ L(B∗; Θ∗, G∗, σ∗, 1, 0) + 10L, (B.81)
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where the first inequality holds because ι(A) is contained in the set over which the infimum in the
second line is taken, and the second inequality holds by Lemma B.4.
By [MM18, Proposition F.2], there exist Cconc, cconc : R>0 → R>0, non-increasing and non-
decreasing respectively, such that for 0 <  < 1/2,
P
(
W2(µ(θ/τ∗,g), µθ/τ∗ ⊗ N(0, 1)) ≥ 
)
≤ C−1 exp
(
−cp3 log(1/)−2
)
, (B.82)
where C = Cconc(snr), c = Cconc(snr), and snr = ‖θ‖2/(pτ2). Now note that E[exp(λ(h2i − 1))] =
e−λ√
1−2λ ≤ e−λeλ+4λ
2 = e4λ2 for λ ≤ 1/4 because the second derivative of log(1− 2λ)−1/2 is bounded
in absolute by 8 on [−1/4, 1/4]. Thus, taking λ = /8 ∈ [−1/4, 1/4] for 0 <  < 1/2, we have
P (|κ− 1| > ) = P
(∣∣∣∣∣
n∑
i=1
(h2i − 1)
∣∣∣∣∣ > n
)
≤ 2exp(4nλ
2)
exp(λn) = 2 exp
(
−pδ8 
2
)
. (B.83)
By standard Gaussian concentration
P
( |ξ|
σ∗
> 
)
= P
(∣∣∣∣〈 h√n, w/σ
∗
√
n
〉∣∣∣∣ > )
≤ P
(
σ
σ∗
> 2
)
+ P
(
2
∣∣∣∣〈 h√n, w‖w‖
〉∣∣∣∣ > )
≤ P
(∣∣∣∣ σσ∗ − 1
∣∣∣∣ > )+ 2 exp(−pδ8 2
)
. (B.84)
Because (B.75) implies (B.79) and (B.81), we conclude that for  < min
{
c′1,
1
2
}
, we have
P
 min1√p‖v‖≤c′2τ∗ L(v) > L∗ + 7L or min1√p‖v‖≤c′2τ∗
v∈D
c′23 
L(v) < L∗ + 10L

≤ C−1 exp
(
−cp3 log(1/)−2
)
+ 4 exp
(
−pδ8 
2
)
+ 2P
(∣∣∣∣ σσ∗ − 1
∣∣∣∣ > )
≤ C˜−1 exp
(
−c˜p3 log(1/)−2
)
+ 2P
(∣∣∣∣ σσ∗ − 1
∣∣∣∣ > )
where
C˜ = C + 2 ≤ Cconc(snr) + 2
c˜ = min
{
cconc(M/τ2),
δ(log 2)2
4
}
≤ min
{
c, inf
∈(0,1/2)
δ log(1/)2
8
}
,
(B.85)
where we have used the monotonicity of Cconc and cconc, replaced b with θ + v, and used (4.19).
Now (4.18) follows after the change of variables c′23 →  with the functions
c1(M, τ∗, σ∗, δ) = c′3
2 min
{
c′1,
1
2
}
, c2(M, τ∗, σ∗, δ) =
c˜(log 2)2
c′63 log(2c′23 )2
,
c3(M, τ∗, σ∗, δ) = c′−23 , c4(M, τ∗, σ∗, δ) = c′2,
C(M, τ∗, σ∗, δ) = Cconc(M/τ2) + 2, L(M, τ∗, σ∗, δ) = L,
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where the dependence of all parameters which appear in this display on M, τ∗, σ∗, δ is specified in
Step 5, (B.68), and (B.85). Note that the choice of c2 is made to guarantee that for all 0 <  < 1/2
we have
c23 log(1/)−2 ≤ c˜(/c′23 )3 log(1/(/c′23 ))−2.
Appendix C Additional simulations
We now present additional simulation results which demonstrate our results empirically. We con-
sider three penalties.
Power of `2-norm. First we consider the penalty
fp(x) = p1−α/2‖x‖α2 (C.1)
where α ≥ 1. When α = 2, this penalty is separable. For this choice of exponent, using this penalty
in linear regression implements ridge regression. In the sequence model, the separable proximal
operator (1.3) applies a linear estimator to each coordinate with a slope which is constant across
coordinates and does not depend upon the distribution of the data. For choices of α 6= 2, a linear
estimator is applied to each coordinate with a slope which is constant across coordinates but which
does depend upon the distribution of the data. To demonstrate this fact, we plot in the first row
of Figure 2 theory and simulation results for three choices of expoenent α = 1, 2, and 4. We take
p = 1000 and consider estimating θ ∈ R1000 whose jth entry is set to the j/(p+ 1)st quantile of the
N(0, 1) distribution. For each of τ = .25, 1, and 5, we once generate observations y = θ + τz for
z ∼ N(0, Ip) and compute θ̂ as in (1.3) in R using the CVXR package. We plot the estimated value
θ̂j against the observation yj for 100 randomly sampled coordinates across the three values of τ . We
also plot theory curves of Afp(µ∗τθ ). The agreement between theory and experiment is extremely
good. We see that for α = 2, Afp(µ∗τθ ) does not depend upon τ , as we expect for separable, and
hence non-adaptive, penalties. For α = 1, we see that shrinkage decreases with noise-level and
for α = 4 shrinkage increases with noise-level. In this context, we want greater shrinkage with
higher-noise level, suggesting α > 2 is a good choice.
Power of `1 norm. Next we consider the penalty
fp(x) = p1−α‖x‖α1 , (C.2)
where α ≥ 1. When α = 1, this penalty is separable. For this choice of exponent, using this
penalty in linear regression implements the LASSO. In the sequence model, the separable proxi-
mal operator (1.3) applies soft-thresholding to each coordinate with a threshold which is constant
across coordiantes and does not depend upon the distribution of the data. For choices α > 1, soft
thresholding is applied to each coordinate with a threshold which is constant across coordinates
but which does depend upon the distribution of the data. In the second row of Figure 2, we plot
theory and experiments for p = 1000 as above. Now, we take θ with has 50 coodinates equal to −1,
50 coordinates equal to 1, and the remaining 900 coordinates equal to 0. We plot the estimated
value θ̂j against the observation yj for 100 randomly sampled coordinates across the three values
of τ . We also plot theory curves of Afp(µ∗τθ ). We see that the threshold increases with noise-level,
as it should. All computations are done in R with pacakge CVXR.
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Smoothed ordered weighted `1-norms. Finally, we display some additional results for the
penalty (1.7) discussed in Secton (1.7).
In the third row of Figure 2, we plot theory and experiments for p = 1000. The left plot repeats
Figure 1, and we refer the reader to Section 1.1 for a description of that plot. The right plot displays
the effect of varying M instead of τ . For a positive number M , we take θ with 50 coordinates equal
to −M , 50 coordinates equal to M , and 900 coordinates equal to 0. We consider three settings of
the signal strength M = 0, 1, 10 at noise level τ = 1.
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Figure 2: Plots of Afp(yj) vs. yj (theory) and θ̂j vs. yj (simulation) for various choices of penalty
fp in proximal operator (1.3). In all plots, y = θ + τz with z ∼ N(0, Ip). Top row: fp(x) =
p1−α/2‖x‖α2 , µθ ≈ N(0, 1). Middle row: fp(x) = p1−α/2‖x‖α1 , µθ = .05δ−1 + .9δ1 + .05δ1. Bottom
row: fp(x) = 12 minη∈Rp+
∑p
j=1
(
w2j
ηj
+ λjη(j)
)
, µθ = .05δ−M + .9δ1 + .05δM , µλ = 13δ2 +
1
3δ1 +
1
3δ.5.
Bottom left: M = 1. Bottom right: τ = 1.
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