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In wissenschaftlichen und technischen Bereichen lassen sich viele Aufgabenstel-
lungen auf Optimierungsprobleme zuru¨ckfu¨hren. Dies ko¨nnen Modellierungs-
aufgaben sowie allgemein Aufgabenstellungen sein, die eine mo¨glichst gu¨nstige
Einstellung bestimmter Strukturen oder Parameter – wie beispielsweise die Ein-
stellung der freien Parameter eines Reglers – betreﬀen. Hierbei ist es mo¨glich,
dass bereits eine Struktur fu¨r die Optimierungsaufgabe bekannt ist und nur
noch freie Parameter innerhalb dieser Struktur mo¨glichst gu¨nstig eingestellt
werden sollen. Es kann aber auch die Aufgabe bestehen, die Struktur selbst
ganz oder teilweise durch einen Optimierungsprozess in mo¨glichst gu¨nstiger
Weise zu ermitteln.
Es existiert eine Vielzahl unterschiedlicher Optimierungsverfahren, wobei die
Auswahl eines fu¨r das zu lo¨sende Optimierungsproblem geeigneten Verfahrens
ha¨uﬁg eine nicht zu unterscha¨tzende Schwierigkeit darstellt. Eine mo¨gliche Ein-
teilung der existierenden Optimierungsverfahren besteht in der Unterscheidung,
ob sie lokal arbeiten, d. h. ausgehend von einem Startpunkt das na¨chstgelegene
lokale Optimum ermitteln, oder ob sie global arbeiten, d. h. darauf abzielen,
den gesamten Suchraum mo¨glichst breit auszuscho¨pfen und darin eine mo¨glichst
gute Lo¨sung zu ﬁnden.
Bei komplexen Optimierungsproblemen ist ha¨uﬁg der Einsatz von Evoluti-
ona¨ren Algorithmen (EA) zum Auﬃnden einer mo¨glichst optimalen Lo¨sung
des vorliegenden Optimierungsproblems sinnvoll, da Evolutiona¨re Algorithmen
populationsbasiert arbeiten und somit mehrere mo¨gliche Lo¨sungen den Opti-
mierungsprozess gleichzeitig beeinﬂussen. Ein Anhaltspunkt fu¨r eine hohe Kom-
plexita¨t des Optimierungsproblems besteht in einer stark zerklu¨fteten Gu¨teland-
schaft. Dies ist die virtuelle Landschaft der Gu¨tewerte, die u¨ber den einzustellen-
den Parametervektoren aufgetragen sind. Des Weiteren kann eine hohe Anzahl
einzustellender Parameter zu einem komplexen Optimierungsproblem fu¨hren.
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Im Bereich der Technik treten zunehmend Optimierungsaufgaben auf, die da-
durch gekennzeichnet sind, dass nur wenig u¨ber die Topologie der Gu¨teland-
schaft bekannt ist. Eine Ursache hierfu¨r ist z. B. die zunehmende Vernetzung
technischer Systeme, wodurch das Verhalten eines Teilsystems vom Verhalten
mehrerer anderer Teilsysteme abha¨ngig ist. Eine weitere Ursache liegt in gestie-
genen Genauigkeitsanforderungen, beispielsweise an die Positioniergenauigkeit
der Lageregelung eines Hydraulikventils. Diese Anforderungen fu¨hren dazu, dass
eine Vielzahl von Eﬀekten, darunter auch undurchsichtige wie die Reibung, fu¨r
die Optimierung zu beru¨cksichtigen sind.
Fu¨r die Lo¨sung derartiger Optimierungsaufgaben haben sich Evolutiona¨re Al-
gorithmen, die die biologischen Mechanismen der Fortpﬂanzung, Mutation und
Selektion nachahmen, oftmals bewa¨hrt. Ihre Nu¨tzlichkeit gerade fu¨r die Lo¨sung
technischer Probleme liegt u. a. darin begru¨ndet, dass diese Algorithmen bereits
von ihrer Konzeption her den meist gar nicht einlo¨sbaren Anspruch aufgeben,
die bestmo¨gliche Lo¨sung u¨berhaupt, d. h. das absolute Optimum, zu ﬁnden.
Stattdessen streben sie das realistischere Ziel an, eine Lo¨sung zu ﬁnden, die
besser als bisher bekannte Lo¨sungen ist. In diesem Zusammenhang ist anzu-
merken, dass die Evolutiona¨ren Algorithmen zusammen mit Fuzzy-Logik (FL)
und Neuronalen Netzen (NN) unter dem Begriﬀ CI-Methoden (CI: Computa-
tional Intelligence) zusammengefasst werden. Die Ansa¨tze dieser Methoden sind
insofern verwandt, als auch die Fuzzy-Logik und die Technik der Neuronalen
Netze natu¨rlich gewachsene Problemlo¨sungsstrategien, die in der menschlichen
Sprache bzw. in den biologischen neuronalen Netzen angetroﬀen werden, nach-
ahmen.
Die vorliegende Arbeit geht von dem Anwendungsproblem der Optimierung der
Reglerparameter fu¨r ein Hydraulikventil aus. Es zeigt sich, dass die Anwendung
herko¨mmlicher Evolutionsstrategien – einer Form der Evolutiona¨ren Algorith-
men – auf dieses Problem zwar mo¨glich ist, die damit erzielten Ergebnisse jedoch
nicht allen Anwenderwu¨nschen entsprechen.
Bei dem vorliegenden Anwendungsproblem handelt es sich um die Optimierung
eines Reglers mit 24 einstellbaren Parametern. Zwar zielen Evolutiona¨re Algo-
rithmen – wie erwa¨hnt – bereits von der Konzeption her nicht darauf ab, in
diesem riesigen Suchraum, der von den 24 Parametern aufgespannt wird, das
absolute Optimum exakt zu ﬁnden. Aber dennoch besteht aus Anwendersicht
der Wunsch, nicht nur eine gute Lo¨sung zu ﬁnden, sondern zugleich auch zumin-
dest eine Einscha¨tzung daru¨ber zu gewinnen, ob sich in dem Suchraum u. U.
noch bessere Lo¨sungen ﬁnden lassen. Abha¨ngig davon kann der Anwender dann
na¨mlich entscheiden, ob eine weitere Verbesserung der Regelgu¨te durch eine
weitere Optimierung der Parameter bei unvera¨nderter Reglerstruktur mo¨glich
3erscheint oder ob aufwendige A¨nderungen der Reglerstruktur angeraten sind. Es
zeigt sich, dass Standard-Evolutionsstrategien potenzielle Lo¨sungen produzie-
ren, die vergleichsweise schnell gegen eine Lage in dem Suchraum konvergieren.
Stattdessen ist eine bessere Absicherung des letztendlich erhaltenen Ergebnis-
ses dadurch erwu¨nscht, dass der evolutiona¨re Prozess den Suchraum breiter
ausscho¨pft. In dieser Arbeit werden Strategien entwickelt, die fu¨r eine verbes-
serte Breitensuche sorgen.
Ein erstes Konzept besteht darin, dass in der Selektion bevorzugt ra¨umlich
benachbarte Parametervektoren miteinander hinsichtlich ihrer Gu¨te verglichen
und in diesem Vergleich schlechter bewertete Lo¨sungsvorschla¨ge verworfen wer-
den. Somit verbleiben im Optimierungsprozess mit großer Wahrscheinlichkeit
weiter voneinander entfernte Parametervektoren.
In einem zweiten Konzept wird bei relativ schlecht bewerteten Parametervek-
toren, die vor allem zu Beginn des Optimierungsprozesses auftreten, zum einen
die Fortpﬂanzung dahingehend vorgenommen, dass bevorzugt solche Parame-
tervektoren herangezogen werden, die ra¨umlich relativ weit voneinander ent-
fernt sind. Zum anderen werden dann in der Selektion bevorzugt Parameter-
vektoren, die ra¨umlich benachbart sind, hinsichtlich ihrer Gu¨te miteinander ver-
glichen. Beide Mechanismen begu¨nstigen eine, verglichen mit einer Standard-
Evolutionsstrategie, breite Ausscho¨pfung des Suchraums.
Eine weitere generelle Schwachstelle von Evolutionsstrategien besteht darin,
dass sie eine sehr große Anzahl an Gu¨tebewertungen erfordern. Dies ist insbe-
sondere dann zeitaufwendig, wenn die Gu¨tebewertung – wie bei Hardware-in-
the-loop-Aufbauten – Experimente an realen Prozessen erfordert. Zur Milde-
rung dieser Schwachstelle werden weitere Strategieelemente entwickelt.
Sie bestehen erstens darin, dass in der na¨heren Umgebung bereits gefunde-
ner, vergleichsweise guter Lo¨sungsvorschla¨ge keine Breitensuche, sondern eine
Tiefensuche durchgefu¨hrt wird: In Abha¨ngigkeit vom bereits erreichten Op-
timierungsresultat erfolgt eine Umschaltung von Breiten- auf Tiefensuche. So
wird ein gu¨nstiger Kompromiss zwischen Breiten- und Tiefensuche wa¨hrend des
Optimierungsprozesses und damit eine Zeitersparnis erreicht.
Zweitens wird zur Zeitersparnis ein hybrides Lo¨sungskonzept, bestehend aus
einer Kombination der Evolutionsstrategie mit einem klassischen lokalen Opti-
mierungsverfahren, entwickelt.
Das vorliegende Anwendungsproblem ist – wie die meisten technischen Opti-
mierungsaufgaben – eine multikriterielle Optimierungsaufgabe, bei der mehrere,
teilweise gegenla¨uﬁge Gu¨tegesichtspunkte wa¨hrend des Optimierungsprozesses
zu beru¨cksichtigen sind. Vielfach ist es zielfu¨hrend, die relevanten Gu¨tegesichts-
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punkte zu einem skalaren Gu¨temaß zusammenzufassen und dieses dann zu op-
timieren. So wird auch hier verfahren, um unterschiedliche Kenngro¨ßen, wie
beispielsweise die Anregelzeit und die U¨berschwingweite, die eine Sprungant-
wort charakterisieren, zu bewerten. Bei den ha¨uﬁg angetroﬀenen gegenla¨uﬁ-
gen Gu¨tegesichtspunkten reicht aber diese Vorgehensweise oft nicht aus, weil
man vorab nicht weiß, welche Verbesserung bezu¨glich eines Gu¨tegesichtspunktes
durch Hinnahme welcher Verschlechterungen bezu¨glich anderer Gu¨tegesichts-
punkte erzielbar ist. Deshalb ist aus Anwendersicht eine Einstellbarkeit der
Evolutionsstrategie derart zu fordern, dass sie optional auch vektoriell arbei-
tet, d. h. eine simultane Optimierung hinsichtlich mehrerer Gu¨tegesichtspunkte
vornimmt. Dementsprechend werden die obigen Strategieelemente – mit Aus-
nahme der hybriden Strategie – so ausgelegt, dass sie auch im multikriteriellen
Fall einsetzbar sind.
Das bereits genannte Anwendungsproblem aus der industriellen Praxis ist in-
sofern besonders realita¨tsnah, als das Ventil in einem Hardware-in-the-loop-
Laborstand fu¨r den Optimierungsprozess verwendet wird. Im Gegensatz zum
Einsatz eines Simulationsmodells entfa¨llt so das in anderen Anwendungen ha¨uﬁg
auftretende Problem, dass zwar anhand eines Simulationsmodells gute Ergeb-
nisse erzielt werden, diese aber aufgrund von Modellierungsfehlern oder Mo-
dellierungsungenauigkeiten nicht unmittelbar auf das modellierte reale System
u¨bertragbar sind.
Die Nu¨tzlichkeit der in dieser Arbeit entwickelten Strategieelemente wird nicht
nur simulatorisch, sondern anhand dieses Anwendungsproblems nachgewiesen.
Die Arbeit ist folgendermaßen gegliedert:
In Kapitel 2 wird die dieser Arbeit zugrunde liegende Aufgabenstellung vor-
gestellt und es werden die Einsatzmo¨glichkeiten sowie die Vor- und Nachteile
verschiedener Optimierungsverfahren zusammengefasst. Insbesondere wird ein
U¨berblick u¨ber Evolutionsstrategien gegeben. Es erfolgt eine Einordnung dieser
Arbeit in die bekannte Fachliteratur.
Kapitel 3 dient der Einordnung verschiedenartiger Optimierungsprobleme. Hier-
bei wird eine Unterscheidung zwischen skalaren und multikriteriellen Optimie-
rungsproblemen vorgenommen. Auch wird der Einﬂuss von Rauschen und Drift
bei der Gu¨tebewertung auf den Ablauf der Optimierung dargestellt und es wer-
den sinnvolle Maßnahmen zur Beru¨cksichtigung dieser Eﬀekte diskutiert.
In Kapitel 4 wird ein U¨berblick u¨ber bekannte Optimierungsverfahren gege-
ben. Insbesondere Evolutionsstrategien und das fu¨r die hybride Strategie ge-
nutzte Hooke-Jeeves-Verfahren werden detailliert dargestellt und hinsichtlich
5ihrer Schwachstellen analysiert. Bei den Evolutionsstrategien werden Standard-
Vorgehensweisen und verschiedene, aus der Literatur bekannte, spezielle Vor-
gehensweisen untersucht, um die im Rahmen dieser Arbeit entwickelten neuen
Strategieelemente gegenu¨ber bereits bekannten Ansa¨tzen abzugrenzen und die
erzielten Vorteile zu verdeutlichen.
In Kapitel 5 werden aus der Literatur bekannte analytische Testfunktionen
ausgewa¨hlt, die anschließend in Kapitel 6 zur qualitativen Beurteilung der neuen
Strategieelemente verwendet werden.
Das Kapitel 6 stellt den methodischen Kern der vorliegenden Arbeit dar. Die
neuen Strategieelemente werden umfassend vorgestellt. Das Ziel besteht zum
einen in einem besseren Kompromiss zwischen Breiten- und Tiefensuche. Durch
das neue hybride Optimierungsverfahren wird zum anderen das Ziel verfolgt,
eine automatische Einstellung des Optimierungsprozesses entweder auf eine un-
gerichtete Suche oder auf eine bevorzugte Suchrichtung im Suchraum hervor-
zurufen. Somit passt sich der Optimierungsprozess bei Einsatz des hybriden
Optimierungsverfahrens an die Beschaﬀenheit des Optimierungsproblems an,
ohne dass der Anwender vorab entscheiden muss, ob eine ungerichtete oder
gerichtete Suche durchgefu¨hrt werden soll. Es wird gezeigt, dass durch diese
automatische Anpassung eine wesentliche Zeitersparnis bei der Optimierung
mo¨glich ist. Es werden somit die Vorteile eines global suchenden mit denen ei-
nes lokal arbeitenden Verfahrens kombiniert. Fu¨r die neuen Strategieelemente
werden vergleichende Ergebnisse pra¨sentiert und diskutiert.
Anschließend werden in Kapitel 7 die vorgestellten neuen Strategieelemente
zur Lo¨sung des genannten praxisbezogenen Optimierungsproblems, der Regler-
optimierung fu¨r ein industrielles Hydraulikventil, eingesetzt und anhand der
erzielten Ergebnisse miteinander verglichen. Die Konzeption der Gu¨tebewer-
tung fu¨r diese Anwendung wird ausfu¨hrlich beschrieben. Das Gu¨temaß basiert
auf der Fuzzy-Logik, deren Grundlagen hier ebenfalls skizziert werden.
In Kapitel 8 werden die wesentlichen Aspekte der Arbeit zusammengefasst. Es
werden weitere Arbeiten angesprochen, die mit dieser Arbeit eng verknu¨pft sind.
Abschließend wird ein Ausblick auf mo¨gliche zuku¨nftige Arbeiten gegeben.
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Kapitel 2
Einordnung und Zielsetzung
In diesem Kapitel wird ein U¨berblick u¨ber die Einsatzmo¨glichkeiten von
Optimierungsverfahren, insbesondere von Evolutiona¨ren Algorithmen, gegeben.
Es existiert eine Vielzahl von solchen Verfahren, so dass es fu¨r einen Anwen-
der oft schwierig ist, ein fu¨r seine Problemstellung geeignetes Verfahren aus-
zuwa¨hlen. Hinzu kommen oft noch die Schwierigkeiten, dass das vorliegende
Problem zuna¨chst nicht in einer derart aufbereiteten Art vorliegt, dass un-
mittelbar ein Optimierungsverfahren einsetzbar ist und dass sowohl fu¨r diese
Aufbereitung als auch fu¨r die Auswahl eines geeigneten Verfahrens nur eine
geringe Zeitdauer zur Verfu¨gung steht.
Optimierungsverfahren sind u¨berall dort einsetzbar, wo bestimmte Parame-
ter eingestellt werden mu¨ssen. Dies kann beispielsweise die Approximation ei-
ner unbekannten Funktion sein, wobei ein Funktionsansatz aufgestellt wird,
in dem noch freie, einstellbare Parameter enthalten sind, die mit Hilfe eines
Optimierungsverfahrens bestimmt werden ko¨nnen. Auch das Auﬃnden eines
solchen Funktionsansatzes kann durch ein Optimierungsverfahren geleistet wer-
den.
Beispiele fu¨r technische Optimierungsprobleme sind die Optimierung des De-
signs von Flugzeug-Tragﬂa¨chen [BNSW00], die Optimierung der Parameterein-
stellung eines Trinkwasser-Versorgungssystems [AL95] oder die Optimierung
von elektrischen Energieu¨bertragungsnetzen [SV01].
Eine weitere Einsatzmo¨glichkeit besteht beispielsweise in der mo¨glichst gu¨nsti-
gen Regelung einer technischen Regelstrecke. Hierzu kann eine Reglerstruktur
mit darin enthaltenen noch frei einstellbaren Parametern festgelegt werden,
beispielsweise kann ein PID-Regler ausgewa¨hlt werden. Die dann noch einzu-
stellenden Parameter werden in der Praxis oft interaktiv von Hand eingestellt,
was bei einer komplizierten Reglerstruktur sehr viel Zeit und Erfahrung ko-
stet, da die Gu¨tebewertung ha¨uﬁg aufgrund gegenla¨uﬁger Teilziele schwierig
7ist. Sehr viel komfortabler ko¨nnen die Reglerparameter unter Verwendung ei-
nes Optimierungsverfahrens automatisiert eingestellt werden. Auch die Auswahl
der geeigneten Reglerstruktur muss nicht notwendigerweise vom Anwender vor-
genommen werden, sondern zur Lo¨sung dieser Aufgabe ist ebenfalls der Einsatz
eines Optimierungsverfahrens denkbar.
Ein weiteres umfangreiches Anwendungsfeld fu¨r Optimierungsverfahren ist die
Modellierung. U¨berall dort, wo ein Modell fu¨r einen technischen Prozess oder
viel allgemeiner fu¨r das Eingangs–Ausgangsverhalten eines Systems bestimmt
werden soll, kommen Optimierungsverfahren zum Einsatz. Liegt bereits Vorwis-
sen u¨ber die Struktur des zu bestimmenden Modells vor, so ist es im Allgemei-
nen sinnvoll, dieses Vorwissen bereits in den Modellansatz einﬂießen zu lassen
und nur noch gewisse Freiheitsgrade durch ein Optimierungsverfahren festzule-
gen. Ist dieses Vorwissen nicht oder nur unzureichend vorhanden, so kann auch
der Modellansatz mit Hilfe eines Optimierungsverfahrens aufgestellt werden.
Beispiele fu¨r die Modellierung technischer Systeme sind die Modellierung eines
Hydraulikventils oder als Teilaufgabe die Modellierung der Stro¨mungskra¨fte,
die in einem Hydraulikventil wirken.
Auch bekannte Verfahren zur datenbasierten Modellierung, wie etwa das Fuzzy-
ROSA-Verfahren [Kro99, Sla01, Kra02], nutzen Optimierungsverfahren, um das
Eingangs–Ausgangsverhalten eines Systems anhand einer vorliegenden Daten-
basis von Eingangs- und Ausgangsdaten bestmo¨glich nachzubilden.
Fu¨r Anwender ist es ha¨uﬁg nicht entscheidend, fu¨r ein Optimierungsproblem die
bestmo¨gliche Lo¨sung zu ﬁnden. Ha¨uﬁg genu¨gt auch eine suboptimale Lo¨sung,
die alle gestellten Anforderungen erfu¨llt. Es ist hierbei entscheidend, diese sub-
optimale Lo¨sung mit akzeptablem Aufwand zu ﬁnden oder eine Verbesserung
gegenu¨ber bereits bekannten Lo¨sungen zu erreichen.
Hierfu¨r ist es zuna¨chst wesentlich, das Problem in einer Weise aufzubereiten, die
es fu¨r ein nachgeschaltetes Optimierungsverfahren lo¨sbar macht. Der Anwender
muss also zuna¨chst analysieren, von welcher Art das Problem ist und welche
Freiheitsgrade durch das Optimierungsverfahren eingestellt werden sollen. Hier-
bei muss er festlegen, ob die Struktur des Optimierungsproblems bereits fest-
steht und in dieser Struktur noch enthaltene freie Parameter eingestellt werden
sollen oder ob das Auﬃnden der Struktur selbst Teil der Optimierungsaufgabe
ist. Im zweiten Fall spricht man von Strukturoptimierung.
Sa¨mtliche Optimierungsverfahren beno¨tigen fu¨r das Einstellen gu¨nstiger Para-
meter mindestens ein Gu¨temaß, das eine Aussage daru¨ber macht, wie gut oder
schlecht ein eingestellter Satz von Parameterwerten das Optimierungsproblem
lo¨st. Auch die Auswahl oder sogar die Entwicklung eines geeigneten Gu¨tema-
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ßes ist aufwendig. Oft ist es mo¨glich, bekannte Fehlermaße fu¨r die Gu¨tebewer-
tung zu verwenden. Je nach Anforderungsproﬁl kann es aber auch notwendig
sein, Expertenwissen u¨ber das Verhalten eines technischen Systems datenbasiert
oder wissensbasiert nachzubilden. Wurde die Einstellung von Reglerparametern
bisher von einem Prozessexperten von Hand vorgenommen, so besitzt dieser
Prozessexperte speziﬁsches Wissen u¨ber die gewu¨nschte Parametereinstellung.
Beispielsweise wird er durch visuelle Betrachtung der Auswirkung bestimm-
ter Einstellungen der Parameter auf gewisse Ausgangsgro¨ßen des Prozesses
und gedanklichen Vergleich mit dem gewu¨nschten Prozessverhalten die Para-
meter so lange verstellen, bis das reale Verhalten mit der Wunschvorstellung
mo¨glichst gut u¨bereinstimmt. In einigen Anwendungsfa¨llen ist jedoch keine ob-
jektive Bewertung einer bestimmten Parametereinstellung durch einen Zahlen-
wert mo¨glich. Wie bei o. g. Beispiel der Reglereinstellung durch einen Prozessex-
perten ist es dennoch mo¨glich, einen Optimierungsprozess durchzufu¨hren, wenn
bewertet werden kann, ob eine bestimmte Parametereinstellung qualitativ bes-
ser oder schlechter als eine andere Einstellung ist. In [Her98] wird beispielsweise
die Optimierung von Kaﬀeemischungen anhand des qualitativen Testurteils von
professionellen Testern einer Kaﬀeero¨sterei vorgestellt.
Die virtuelle Landschaft, die aufgespannt wird, wenn man u¨ber dem Raum
der Parametervektoren die jeweils zugeho¨rigen Gu¨tewerte auftra¨gt, wird ha¨uﬁg
Gu¨telandschaft genannt. Von der Beschaﬀenheit dieser Gu¨telandschaft ist es
auch abha¨ngig, welches Optimierungsverfahren eingesetzt werden sollte, damit
der Optimierungsprozess mo¨glichst gu¨nstig abla¨uft.
Ein gesuchtes Optimum zur Lo¨sung des Optimierungsproblems kann entweder
ein Maximum oder ein Minimum in der Gu¨telandschaft sein. Die Gu¨telandschaft
kann stetig sein oder auch Unstetigkeitsstellen aufweisen, sie kann freundlich
(d. h. diﬀerenzierbar) oder stark zerklu¨ftet (d. h. nicht diﬀerenzierbar) sein und
sie kann fu¨r einen jeweils begrenzten Wertebereich der einzustellenden Parame-
ter ein globales Optimum oder mehrere – zum Teil lokale – Optima aufweisen.
Ist die Beschaﬀenheit der Gu¨telandschaft vorab bekannt, so kann das
Optimierungsverfahren in Abha¨ngigkeit davon ausgewa¨hlt werden. Oft liegen
aber die dafu¨r notwendigen Kenntnisse nicht vor.
2.1 Aufgabenstellung
Optimierungsprobleme werden meist durch die Suche nach minimalen oder ma-
ximalen Funktionswerten einer Funktion Q, dem sogenannten Gu¨temaß, deﬁ-
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niert. Entha¨lt das Gu¨temaß mehr als ein Gu¨tekriterium, so spricht man von
einem vektoriellen Gu¨temaß Q. Ein Vektor x entha¨lt einen Satz von Parame-
terwerten, die eine potenzielle Lo¨sung des Optimierungsproblems darstellen:
x = (x1, . . . , xn). Wird fu¨r diesen Vektor x die Funktion Q(x) bzw. Q(x) aus-
gewertet, so wird dem Vektor x ein Gu¨tewert Q(x) oder es werden mehrere
Gu¨tewerte Q(x) = (Q1(x), . . . , Qk(x)) zugewiesen.
Im Zusammenhang mit Evolutiona¨ren Algorithmen wird ein Vektor x auch
als Individuum bezeichnet. Eine Menge von Individuen wird dann Population
genannt. Ausgehend von einer Startpopulation werden schrittweise durch die
Programmschritte Rekombination, Mutation und Selektion neue Mengen von
Individuen erzeugt. Eine durch Rekombination oder Mutation erzeugte Menge
wird Nachkommenpopulation, eine durch Selektion der jeweils besten (‘ﬁtte-
sten’) Individuen erzeugte Menge wird Elternpopulation genannt. Dabei wird
ein skalares oder vektorielles Gu¨temaß Q bzw. Q im Rahmen der Evolutiona¨ren
Algorithmen auch als Fitnessfunktion bezeichnet.
Die Parameter, die zur Lo¨sung des Optimierungsproblems eingestellt werden
sollen, sind ha¨uﬁg gewissen Grenzen unterworfen, d. h. jede Komponente des
Parameterraums wird beispielsweise durch einen minimal und einen maximal
zula¨ssigen Wert des Parameters begrenzt (xmin bzw. xmax). Auf diese Art wird
fu¨r die einzustellenden Parameter ein mehrdimensionaler Hyperquader aufge-
spannt, innerhalb dessen die zula¨ssigen Vektoren x liegen. Diese Grenzen xmin
und xmax ko¨nnen daraus resultieren, dass das verwendete Gu¨temaß nur fu¨r einen
bestimmten Bereich der einzustellenden Parameterwerte deﬁniert ist. Eine wei-
ter Ursache fu¨r diese Bereichsgrenzen kann darin bestehen, dass Parameterwerte
außerhalb des zula¨ssigen Hyperquaders zu unerwu¨nschten oder gefa¨hrlichen Sy-
stemzusta¨nden des technischen Systems fu¨hren ko¨nnen, auf das sie wirken. Die
Bereichsgrenzen fu¨r die einzustellenden Parameter ko¨nnen auch aus Vorwissen
resultieren, wenn fu¨r die Parameter bereits aus dem Anwendungszusammen-
hang heraus sinnvolle Grenzen festgelegt werden ko¨nnen. Die Begrenzung des
Parameterraums durch xmin und xmax wird Begrenzung durch harte Nebenbe-
dingungen genannt.
Es existieren auch Optimierungsprobleme, bei denen harte Nebenbedingungen
in Form von Ungleichungen ui(x) ≤ 0 mit i = 1, . . . , l vorliegen. Dann wird
durch die gegebenen Nebenbedingungen nicht ein n-dimensionaler Hyperqua-
der, sondern ein n-dimensionaler Teilraum des Parameterraums festgelegt. Die
oben beschriebene Begrenzung des Parameterraums in Form eines Hyperqua-
ders ist in dieser Form der Nebenbedingungen als Sonderfall enthalten.
Ferner gibt es Optimierungsprobleme, die ohne eine Begrenzung des Parame-
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terraums durch harte Nebenbedingungen deﬁniert werden. Die Motivation fu¨r
den Verzicht auf Bereichsgrenzen kann darin begru¨ndet sein, dass diese Grenzen
nicht sinnvoll festgelegt werden ko¨nnen.
Je nach Optimierungsproblem kann es auch sinnvoll sein, im begrenzten oder
unbegrenzten Parameterraum einen Teilraum durch zusa¨tzliche weiche Neben-
bedingungen festzulegen, die aber – im Gegensatz zu harten Nebenbedingungen
– wa¨hrend des Optimierungsprozesses verletzt werden du¨rfen und somit nur
die Aufgabe haben, den Optimierungsprozess in Richtung der Parameterwerte
innerhalb dieses Teilraums zu lenken.
Ziel eines Optimierungsprozesses ist es also, eine mo¨glichst gute Lo¨sung
des Optimierungsproblems zu ﬁnden. Diese Lo¨sung besteht bei einem skalaren
Gu¨temaß ha¨uﬁg in einem oder mehreren Vektoren x, die zu einem minimalen
oder maximalen Gu¨tewert fu¨hren. Bei einem vektoriellen Gu¨temaß existiert
ha¨uﬁg eine Menge X von Vektoren x, die jeweils eine unterschiedliche Kom-
promissbildung zwischen den einzelnen Gu¨tekriterien vornehmen und jeweils
im Sinne einer bestimmten Kompromissbildung ein Optimum darstellen. Das
Ziel des Optimierungsprozesses ist dann entweder das Auﬃnden der gesamten
Kompromissmenge, der sogenannten Pareto-Menge, oder das Auﬃnden eines
Punktes innerhalb der Pareto-Menge. Kann eine existierende Lo¨sung nicht
exakt aufgefunden werden, so besteht das Ziel in der mo¨glichst genauen
Anna¨herung an diese existierende Lo¨sung.
Bei einem skalaren Gu¨temaß Q besteht ein weiteres Ziel darin, mit mo¨glichst
wenigen Bewertungen mittels des Gu¨temaßes einen oder mehrere Vektoren
x zu ﬁnden, die das Optimierungsproblem mo¨glichst gut lo¨sen, d. h. die der
wirklichen Lo¨sung, einem globalen Maximum oder Minimum oder mehreren
globalen Maxima oder Minima in der Gu¨telandschaft, mo¨glichst nahe kommen.
Bei Vorliegen eines vektoriellen Gu¨temaßes Q mo¨chte man die Pareto-Menge
mit mo¨glichst wenigen Gu¨tebewertungen mo¨glichst gut approximieren. Diese
Gu¨tebewertungen erfordern bei der Optimierung in vielen Fa¨llen den gro¨ßten
Zeitaufwand, da beispielsweise die Auswirkungen einer bestimmten Parame-
tereinstellung – also eines bestimmten Vektors x – auf ein reales technisches
System zuna¨chst ‘abgewartet’ und anschließend ausgewertet werden mu¨ssen.
Im Folgenden wird eine U¨bersicht u¨ber die grundsa¨tzlichen Eigenschaften
bisher bekannter Optimierungsverfahren gegeben. Dabei liegt ein Schwerpunkt
in der Analyse und Verbesserung von Evolutionsstrategien. Daher wird auf
Evolutionsstrategien besonders detailliert eingegangen.
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Fu¨r einen Anwender ist es oftmals schwierig, ein geeignetes Optimierungsver-
fahren auszuwa¨hlen. Bei einer freundlichen Gu¨telandschaft, die nur ein globales
Optimum aufweist, ist der Einsatz eines Gradientenverfahrens sinnvoll. Denn
bei einer derartigen Gu¨telandschaft werden bei Einsatz eines solchen Verfahrens
zum Erreichen des Ziels nicht unno¨tig viele Gu¨tebewertungen durchgefu¨hrt. Im
Gegensatz dazu wu¨rde ein Evolutiona¨rer Algorithmus, da er populationsbasiert
arbeitet, im Allgemeinen vergleichsweise mehr Gu¨tebewertungen erfordern,
ohne ein besseres Ergebnis zu erzielen.
Ist die Gu¨telandschaft hingegen stark zerklu¨ftet, weist sie also viele nicht diﬀe-
renzierbare Stellen oder auch Unstetigkeitsstellen auf, so ist ein Evolutiona¨rer
Algorithmus besser zur Lo¨sung des Optimierungsproblems geeignet als ein Ver-
fahren, das nach einer deterministischen Vorgehensweise arbeitet, wie etwa ein
Gradientenverfahren oder das Hooke-Jeeves-Verfahren [HJ61]. Auch bei Vorlie-
gen mehrerer Optima ist der Einsatz eines Evolutiona¨ren Algorithmus i. Allg.
vorteilhaft, d. h. der damit verbundene gro¨ßere Aufwand durch mehr Gu¨te-
bewertungen ist gerechtfertigt. Ein Gradientenverfahren liefe na¨mlich bei einer
Gu¨telandschaft mit mehreren Optima bei Wahl eines ungu¨nstigen Startpunktes
fu¨r den Optimierungsprozess oft nur in ein nahe gelegenes lokales Optimum.
Bei praktischen Optimierungsproblemen kann allerdings auch der Fall auf-
treten, dass Teile der Gu¨telandschaft stark zerklu¨ftet und wiederum andere
Teile freundlich sind. Dann ist die Auswahl eines geeigneten Verfahrens stark
erschwert. Ebenso schwierig ist diese Auswahl, wenn die Gu¨telandschaft
weitgehend unbekannt ist, was in praktischen Anwendungen ebenfalls auftreten
kann. Um in diesem Fall ein geeignetes Optimierungsverfahren auszuwa¨hlen,
ist zuna¨chst eine umfangreiche Analyse der Gu¨telandschaft erforderlich.
Dies ist jedoch aufwendig und eine eindeutige Entscheidung zugunsten eines
bestimmten Optimierungsverfahrens ist keineswegs garantiert. Bei einem
hochdimensionalen Optimierungsproblem, d. h. bei einer hohen Anzahl einzu-
stellender Parameter und damit einer hohen Dimension des Vektors x, ist eine
solche Analyse eventuell praktisch unmo¨glich.
Bisher bekannte Varianten der Evolutionsstrategien arbeiten in der Regel
so, dass der Optimierungsprozess schnell gegen ein einziges – lokales oder
globales – Optimum in der Gu¨telandschaft konvergiert. Der Raum der zula¨ssi-
gen Vektoren x – im Folgenden auch Suchraum S genannt – wird damit
oft nicht ausreichend breit durchsucht. Insbesondere bei hochdimensionalen
Optimierungsproblemen besteht die Gefahr, ein globales Optimum in der
Gu¨telandschaft nicht zu ﬁnden und stattdessen nur ein lokales Optimum zu
ermitteln.
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Bei Vorliegen eines vektoriellen Gu¨temaßes Q treten bei den bisher be-
kannten Evolutionsstrategien im Wesentlichen drei Schwierigkeiten auf:
1. Oft werden Optimierungsprobleme mit vektoriellem Gu¨temaß dadurch an-
gegangen, dass aus den verschiedenen Gu¨tekriterien beispielsweise durch
eine gewichtete Summe ein skalares Gu¨temaß gebildet wird. Diese Vorge-
hensweise ist ungu¨nstig, wenn man an der gesamten Pareto-Menge inter-
essiert ist, denn dadurch, dass man schon im Voraus Gewichtungsfaktoren
festlegt, wird das Optimierungsproblem auf die Suche nach einzelnen Punk-
ten innerhalb der Pareto-Menge reduziert. Auch eine Variation der Ge-
wichtungsfaktoren wa¨hrend des Optimierungsprozesses fu¨hrt zu gewissen
Nachteilen (s. Abschnitt 3.2). In [Kah91] wird eine U¨bersicht u¨ber bekannte
Verfahren zur Lo¨sung von Optimierungsproblemen mit vektoriellem Gu¨te-
maß durch die Lo¨sung skalarer Ersatzprobleme gegeben. Laut J. Kahlert
existiert jedoch kein solches Verfahren, das einerseits nur Lo¨sungen liefert,
die zur Pareto-Menge geho¨ren, andererseits aber durch geeignete Variation
der Gewichtungsfaktoren jeden Punkt der Pareto-Menge erreichen kann.
2. Mo¨chte man mehrere Gu¨tekriterien simultan optimieren, so tritt das Pro-
blem sogenannter nicht vergleichbarer Individuen auf. Bezogen auf zwei
Individuen bedeutet dies, dass eines der beiden Individuen hinsichtlich ei-
nes der Gu¨tekriterien und das andere hinsichtlich eines anderen Gu¨tekri-
teriums gu¨nstiger ist. Dann kann man also nicht entscheiden, welches der
beiden Individuen ‘insgesamt besser’ ist und somit fu¨r den Optimierungs-
prozess weiterhin verwendet werden sollte. Zwar sind zur Problemlo¨sung
die beiden nachfolgenden Vorgehensweisen (a) und (b) einsetzbar, aber sie
sind nicht frei von Nachteilen:
(a) Verwendet man alle paarweise nicht vergleichbaren Individuen weiter-
hin fu¨r den Optimierungsprozess, so kann dies zu einer u¨berma¨ßigen
Vergro¨ßerung der Menge der Individuen und somit zu einem erheblich
ho¨heren Rechenaufwand innerhalb einer Generation (s. Abschnitt 2.2)
fu¨hren. Als Hinweis sei hier genannt, dass die Pareto-Menge oft un-
endlich viele Vektoren x beinhaltet und somit keine obere Grenze fu¨r
die Anzahl der paarweise nicht vergleichbaren Individuen besteht.
(b) Entscheidet man sich dafu¨r, wa¨hrend des Optimierungsprozesses mit
einer konstanten Populationsgro¨ße zu arbeiten, um den Rechenauf-
wand innerhalb einer Generation zu begrenzen, so kommt man in vie-
len Fa¨llen zu der Situation, dass ein Individuum fu¨r den weiteren Opti-
mierungsprozess im Interesse einer Konstanthaltung der Populations-
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gro¨ße nicht mehr verwendet wird, obwohl es mit allen anderen noch
verbliebenen Individuen paarweise nicht vergleichbar ist.
3. Auch bei Optimierungsproblemen mit mehreren Gu¨tekriterien besteht das
Problem, dass der Suchraum in vielen Fa¨llen nicht breit genug durchsucht
wird. Hierdurch wird es erschwert, die Pareto-Menge gut zu approximieren.
2.2 Optimierung mit Evolutiona¨ren Algorithmen
Im Laufe der natu¨rlichen Evolution haben sich die unterschiedlichsten Lebens-
formen entwickelt und entwickeln sich fortlaufend weiter. Das Ziel des natu¨rli-
chen Evolutionsprozesses besteht fu¨r jede Lebensform darin, ihr U¨berleben
durch die Erschließung neuer Lebensra¨ume und durch sta¨ndige Anpassung an
sich a¨ndernde Umweltbedingungen zu sichern.
C. Darwin legte mit seinem 1859 erschienenen Buch On the Origin of Species
by Means of Natural Selection, or the Preservation of Favoured Races in the
Struggle for Life den Grundstein der Evolutionstheorie [Mic04].
In der natu¨rlichen Evolution treten die Vorga¨nge Fortpﬂanzung, Muta-
tion und Selektion auf. Diese Vorga¨nge ko¨nnen durch Algorithmen in
vereinfachter bzw. abgewandelter Form nachgeahmt und somit zur Lo¨sung
von Optimierungsproblemen insbesondere im technischen Bereich eingesetzt
werden. Hierbei ist es nicht notwendig, die natu¨rlichen Evolutionsschritte
mo¨glichst genau nachzubilden, sondern die natu¨rlichen Vorga¨nge in geeigneter
Weise auf wesentliche Ablaufschritte zu reduzieren.
Algorithmen, die die natu¨rliche Evolution nachbilden, stellen leistungsfa¨hige
Optimierungsverfahren dar. Unter dem Oberbegriﬀ Evolutiona¨re Algorithmen
werden Genetische Algorithmen, Evolutionary Programming und Evolutions-
strategien zusammengefasst. Genetische Algorithmen und Evolutionsstrategien
wurden unabha¨ngig voneinander entwickelt. J. H. Holland legte in den 1960er
Jahren den Grundstein der Genetischen Algorithmen [Hol75, Gol89]. Nahezu
zeitgleich entwickelte I. Rechenberg ein Modell der natu¨rlichen Evolution
und damit die ersten Ansa¨tze der Evolutionsstrategien [Rec73]. Auch H.-P.
Schwefel tra¨gt seit den 1970er Jahren wesentlich zur Weiterentwicklung
der Evolutionsstrategien bei [Sch77, Sch95b]. Ein U¨berblick u¨ber Genetische
Algorithmen und Evolutionsstrategien wird in [SHF94, Spr95, BS96, BHS97]
gegeben. Bezu¨glich Evolutionary Programming sei auf [FOW66] verwiesen.
In der Natur ist der Aufbau jedes Lebewesens durch seinen genetischen
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Code (Genotyp) bestimmt. Die Auspra¨gung der Eigenschaften, die durch diese
Codierung festgelegt werden, wird Pha¨notyp genannt. Die Begriﬀe Genotyp
und Pha¨notyp werden auch im Zusammenhang mit Evolutiona¨ren Algorithmen
verwendet.
Zur Lo¨sung von Optimierungsproblemen werden sowohl bei Genetischen Al-
gorithmen als auch bei Evolutionsstrategien sogenannte Individuen verwendet.
Jedes Individuum x besteht aus einem Satz von skalaren Werten (x1, . . . , xn).
Jedes Individuum kann anschaulich als ku¨nstliches Lebewesen in einem n-
dimensionalen Raum betrachtet werden. Eine Menge von Individuen wird als
Population bezeichnet. Auf eine Population wirken die Programmschritte Re-
kombination, Mutation und Selektion – benannt nach den entsprechenden
Vorga¨ngen der natu¨rlichen Evolution. Durch die Programmschritte Rekombi-
nation oder Mutation generierte Individuen werden auch Nachkommen oder
Nachkommen-Individuen genannt, durch den Programmschritt Selektion fu¨r
den na¨chsten Programmschritt Rekombination ausgewa¨hlte Individuen werden
auch Eltern oder Eltern-Individuen genannt. Eine Folge der Programmschritte
Rekombination, Mutation und Selektion wird als Generation bezeichnet.
Bei der Selektion werden Individuen als Eltern der na¨chsten Generation aus-
gewa¨hlt, die mit großer Wahrscheinlichkeit fu¨r den weiteren Optimierungspro-
zess von Nutzen sind. Die Grundlage dieser Auswahl bildet eine Bewertung der
Individuen anhand eines skalaren oder vektoriellen Gu¨temaßes Q bzw. Q. Es
werden also beispielsweise diejenigen Individuen als Eltern der na¨chsten Ge-
neration ausgewa¨hlt, die im Sinne des Gu¨temaßes besonders gu¨nstig bewertet
wurden.
Der wesentliche Unterschied zwischen Genetischen Algorithmen und Evoluti-
onsstrategien besteht in der Codierung der Individuen. Wa¨hrend bei Geneti-
schen Algorithmen u¨blicherweise eine Bina¨r-Codierung der Individuen verwen-
det wird, arbeiten Evolutionsstrategien in der Regel auf der Basis reellwertig
codierter Individuen. Bei Evolutionsstrategien ist also n die Anzahl der Pa-
rameter, die durch den Optimierungsprozess mo¨glichst gu¨nstig im Sinne eines
skalaren oder vektoriellen Gu¨temaßes Q bzw. Q eingestellt werden sollen.
In [KS98] sind die Unterschiede zwischen Evolutionsstrategien und Genetischen
Algorithmen anschaulich dargestellt. Hier wird auch auf die Unterscheidung
zwischen Genotyp und Pha¨notyp genauer eingegangen.
Durch diese Unterschiede kommen auch den Programmschritten Rekombinati-
on und Mutation jeweils unterschiedliche Bedeutungen zu. Bei Genetischen Al-
gorithmen werden Variationen hauptsa¨chlich durch das sogenannte Crossover
erreicht, das Auftrennen meist zweier Bitstrings und erneutes Zusammenfu¨gen
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der Teilstrings, die zuvor zu unterschiedlichen Individuen geho¨rten. Die Muta-
tion, die zufa¨llige Variation einzelner Bits, hat hier nur eine geringe Bedeutung.
In Evolutionsstrategien kommt der Mutation eine gro¨ßere Rolle zu.
Auch die Selektion unterscheidet sich u¨blicherweise bei beiden Verfahren.
Wa¨hrend bei Genetischen Algorithmen meist stochastische Selektionsmecha-
nismen eingesetzt werden, basieren Evolutionsstrategien meist auf determini-
stischen Selektionsmechanismen (s. Abschnitt 4.1.4).
Ein praktisches Anwendungsbeispiel fu¨r den Einsatz von Evolutionsstrategien
ist die Optimierung von Kaﬀeemischungen [Her98]. Praktische Beispiele fu¨r die
Verwendung Genetischer Algorithmen sind beispielsweise in [BHM+98, BL04]
zu ﬁnden. In [BHM+98] wird die Optimierung von Moleku¨len durch einen an
die Problemstellung angepassten und somit gegenu¨ber einem Standardalgo-
rithmus vera¨nderten Genetischen Algorithmus vorgestellt. In [BL04] wird die
Anwendung von Genetischen Algorithmen zur Reduktion der Modellordnung
bei gleichzeitig mo¨glichst guter Modellnachbildung fu¨r ein technisches System
vorgestellt.
Im Folgenden wird hauptsa¨chlich auf die Evolutionsstrategie na¨her ein-
gegangen, weil sie als leistungsfa¨higes Optimierungsverfahren insbesondere zur
Lo¨sung multikriterieller Optimierungsprobleme (s. Kapitel 3.2) den Schwer-
punkt dieser Arbeit bildet.
Oben wurde bereits das Problem erla¨utert, dass die Gu¨telandschaft in
vielen praktischen Anwendungsfa¨llen weitgehend unbekannt ist oder in
bestimmten Bereichen eine andere Beschaﬀenheit aufweist als in anderen
Bereichen. Somit werden durch den Einsatz eines Evolutiona¨ren Algorithmus
unter Umsta¨nden zu viele Bewertungen mittels des Gu¨temaßes aufgewendet,
obwohl beispielsweise der Einsatz eines Gradientenverfahrens fu¨r einige
Bereiche der Gu¨telandschaft viel lohnender wa¨re.
Dieses Problem kann dadurch angegangen werden, dass die zufallsgesteuerten
Suchschritte der Individuen innerhalb des Evolutiona¨ren Algorithmus in Gro¨ße
und Richtung an die Beschaﬀenheit der Gu¨telandschaft angepasst werden. Im
Rahmen der Evolutionsstrategien werden jedem Individuum x als zusa¨tzli-
che Strategieparameter sogenannte Schrittweiten zugewiesen, die im Schritt-
weitenvektor s zusammengefasst werden. Ha¨uﬁg hat s ebenso viele Komponen-
ten wie x. Jede Schrittweite stellt die Standardabweichung einer normalver-
teilten Wahrscheinlichkeitsdichte-Funktion dar. Die Wahrscheinlichkeitsdichte
fu¨r einen Suchschritt eines Individuums wird fu¨r jede Komponente des Indi-
viduums nach dieser Wahrscheinlichkeitsdichte-Funktion bestimmt. Ein klei-
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ner Suchschritt ist hierbei wahrscheinlicher als ein gro¨ßerer Suchschritt. Die
Wahrscheinlichkeitsdichte-Funktionen fu¨r die einzelnen Komponenten der In-
dividuen werden zusammen bei jedem zufa¨lligen Suchschritt beru¨cksichtigt.
Im Suchraum liegt somit jedes Individuum im Zentrum eines Hyperellipsoids,
auf dem jeder Suchschritt gleich wahrscheinlich ist. Die Anpassung der ein-
zelnen Schrittweiten und damit der La¨nge der Halbachsen der Hyperellipsoide
wa¨hrend des Optimierungsprozesses kann auf unterschiedliche Weise erfolgen
(s. Abschnitt 4.1).
Die Ausrichtung der Hyperellipsoide kann so erfolgen, dass die Halbachsen par-
allel zu den Koordinatenachsen der einzustellenden Parameter liegen. Dann
kann nur eine Anpassung der zufa¨lligen Suchschritte an die Gu¨telandschaft
u¨ber die La¨nge der Halbachsen erfolgen.
Eine bessere Anpassung an die Beschaﬀenheit der Gu¨telandschaft kann durch
die Einfu¨hrung zusa¨tzlicher Rotationswinkel der Hyperellipsoide erreicht
werden [Rud92]. Die Halbachsen der Hyperellipsoide stimmen dann nicht
mehr notwendigerweise mit den Koordinatenrichtungen u¨berein. Nachteilig an
dieser Vorgehensweise ist aber, dass sich zwar eine bevorzugte Richtung der
zufa¨lligen Suchschritte einstellen kann, die entgegengesetzte Richtung aber
genauso wahrscheinlich ist.
Das bereits genannte Problem, dass der Suchraum nicht ausreichend breit
durchsucht wird und somit ein eventuell vorhandenes globales Optimum nicht
gefunden wird, wird von Kahlert in [Kah91] und [Kah95] behandelt. Soge-
nannte Nischen-Individuen erhalten fu¨r den Programmschritt der Selektion
eine Sonderstellung. U¨blicherweise werden im Programmschritt Selektion die
Individuen als Eltern der na¨chsten Generation ausgewa¨hlt, die besonders
gu¨nstige Gu¨tewerte aufweisen. Aus der Natur sind Lebewesen bekannt, die sich
in einer o¨kologischen Nische angesiedelt haben. Dies kann beispielsweise die
Bevorzugung einer ungewo¨hnlichen Nahrungsquelle oder eines ungewo¨hnlichen
Lebensraumes sein. In [Kah91, Kah95] wird die algorithmische Nachahmung
dieser natu¨rlichen Strategie vorgeschlagen. Es wird eine bestimmte Anzahl
von Nischen-Individuen festgelegt. Diese Nischen-Individuen werden fu¨r die
nachfolgende Population ausgewa¨hlt, obwohl ihre Gu¨tewerte nicht zu den
gu¨nstigsten geho¨ren, wenn sie einen relativ großen ra¨umlichen Abstand zum
derzeit besten Individuum aufweisen. Somit ko¨nnen mehrere lokale Optima
gleichzeitig von Individuen besetzt werden. Die Gefahr, fru¨hzeitig den Opti-
mierungsprozess durch das Auﬃnden eines nur lokalen Optimums zu beenden,
wird verringert. Nachteilig an der vorgestellten Vorgehensweise ist, dass die
Anzahl der verwendeten Nischen-Individuen vom Anwender vorgegeben werden
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muss, was bei einer unbekannten Gu¨telandschaft nicht immer sinnvoll mo¨glich
ist. Außerdem ko¨nnen sich mehrere Nischen-Individuen in demselben lokalen
Optimum ansammeln, was ebenfalls ungu¨nstig ist und nur bedingt dafu¨r
sorgen kann, dass eine gro¨ßere Anzahl lokaler Optima von Nischen-Individuen
besetzt wird.
Es existieren auch hybride Verfahren, die sich beispielsweise aus einem
klassischen analytischen oder numerischen Optimierungsverfahren und einem
Evolutiona¨ren Algorithmus zusammensetzen. In [AL95] wird die Optimierung
der Parametereinstellung eines Trinkwasser-Versorgungssystems vorgestellt. Da
das Optimierungsproblem teilweise kontinuierliche und teilweise diskretwertige
zu optimierende Parameter entha¨lt, wurde hier ein hybrider Optimierungsal-
gorithmus eingesetzt.
Fu¨r die Lo¨sung multikriterieller Optimierungsprobleme, bei denen meh-
rere Gu¨tekriterien zu beru¨cksichtigen sind (s. Abschnitt 3.2), gibt es zahlreiche
Ansa¨tze.
In [Kah91, Kah95] wird ein Verfahren vorgestellt, das sich zur Lo¨sung
multikriterieller Optimierungsprobleme eignet. Das Verfahren zeichnet sich
durch eine lokale und eine globale Selektion aus.
Die lokale Selektion ist den Programmschritten Mutation und Rekombination
– hier wurde die sonst u¨bliche Reihenfolge der Programmschritte vertauscht –
inha¨rent. Bei der Mutation wird u¨ber einen Mutations-Letalfaktor eingestellt,
in welchem Maße der Gu¨tewert des mutierten Individuums schlechter als der
Gu¨tewert des Individuums sein darf, aus dem es durch Mutation erzeugt wur-
de, um dieses in der Population zu ersetzen. Bei der Rekombination wird u¨ber
einen Auswahlfaktor gesteuert, in welchem Bereich die Gu¨tewerte der Individu-
en liegen mu¨ssen, die sich fortpﬂanzen du¨rfen. U¨ber diesen Auswahlfaktor wird
zum einen eine bestimmte Mindestgu¨te der zur Rekombination zugelassenen
Individuen gewa¨hrleistet, zum anderen darf die Diﬀerenz der Gu¨tewerte der
herangezogenen Individuen in einem Rekombinationsschritt einen bestimmten
Wert nicht u¨berschreiten, d. h. eine bestimmte A¨hnlichkeit der Gu¨tewerte der
verwendeten Individuen eines Rekombinationsschritts wird erzwungen.
Bei der globalen Selektion werden alle mutierten oder nicht mutierten Indivi-
duen nach dem Programmschritt Mutation sowie alle bei der Rekombination
erzeugten Nachkommen beru¨cksichtigt. Hierbei kann der Fall auftreten,
dass von zwei nicht vergleichbaren Individuen eines nicht fu¨r den weiteren
Optimierungsprozess verwendet wird.
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In [SV01] wird die Optimierung von elektrischen Energieu¨bertragungsnetzen
behandelt. Es wird zwischen Aggregationsmethoden und Pareto-basierten
Methoden unterscheiden.
Bei Aggregationsmethoden werden die einzelnen Gu¨tekriterien als Funktionen
formuliert, es wird eine Gewichtung der einzelnen Gu¨tekriterien anhand von
Gewichtungsfaktoren vorgenommen und die gewichteten Gu¨tekriterien werden
zu einem skalaren Gu¨temaß QErsatz zusammengesetzt. Das multikriterielle Op-
timierungsproblem wird also, wie bereits in [Kah91] dargestellt, in ein skalares
Optimierungsproblem (s. Abschnitt 3.1) u¨berfu¨hrt.
Bei den Pareto-basierten Methoden besteht das Ziel, die gesamte Pareto-Menge
als Lo¨sungsmenge zu erhalten (s. Abschnitt 3.2). In [SV01] werden vier Pareto-
basierte Evolutionsstrategien vorgestellt, die in Abschnitt 4.1.4 detailliert dar-
gestellt werden.
Als weitere wichtige Arbeiten bzw. U¨bersichtsbeitra¨ge, bezogen auf Evoluti-
ona¨re Algorithmen zur Lo¨sung multikriterieller Optimierungsprobleme, sind
[Deb01, ZT99, ZDT00, CDFK03, CCVVL02, CC99] zu nennen.
2.3 Ziele dieser Arbeit
Die Erarbeitung neuer Strategien zur Lo¨sung von Optimierungsproblemen ist
ha¨uﬁg aufgrund komplexer Anwendungen erforderlich, bei denen sich die Gren-
zen der bisher bekannten Optimierungsverfahren zeigen. Das dieser Arbeit
hauptsa¨chlich zugrunde liegende Optimierungsproblem besteht in der mo¨glichst
gu¨nstigen Einstellung der Parameter des Reglers eines industriellen Hydraulik-
ventils der Firma Bosch Rexroth AG [BLSK00, SNK+00, NKBS01]. Dieser Reg-
ler weist je nach Variante ca. 20 einstellbare Parameter auf. In der vorliegenden
Arbeit werden – initiiert durch die Schwierigkeiten, die bei der Lo¨sung die-
ses komplexen Optimierungsproblems mit herko¨mmlichen Evolutionsstrategien
aufgetreten sind – neue, vorteilhafte Strategieelemente fu¨r Evolutionsstrategien
entwickelt. Hierzu wird zuna¨chst die notwendige Vorarbeit demonstriert, die
zur Lo¨sung eines derart komplexen Optimierungsproblems ha¨uﬁg erforderlich
ist. Von dieser – in vielen Anwendungsfa¨llen sehr umfangreichen – Vorarbeit
ist es auch abha¨ngig, ob das Optimierungsproblem mit Hilfe eines anschließend
eingesetzten Optimierungsverfahrens gelo¨st werden kann.
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Die Festlegung der zu optimierenden Parameter sowie die Entwicklung eines
Gu¨temaßes, das die an die Lo¨sung des Optimierungsproblems gestellten Anfor-
derungen widerspiegelt, sind zentrale Punkte der durchzufu¨hrenden Vorarbei-
ten. Bei der Entwicklung eines geeigneten Gu¨temaßes sind ha¨uﬁg viele, teilweise
widerspru¨chliche Gu¨teaspekte zu beru¨cksichtigen.
Zu diesem Zweck wurde fu¨r das hier vorgestellte Anwendungsproblem u. a.
ein Fuzzy-Gu¨temaß entwickelt, das sowohl Empfehlungen in Form von positi-
ven Regeln als auch Warnungen bzw. Verbote in Form von negativen Regeln
beru¨cksichtigt [Kie97, Kie99].
Auch die Monotonie bezu¨glich des Eingangs–Ausgangsverhaltens des Gu¨tema-
ßes muss gewa¨hrleistet sein, damit der Optimierungsprozess erfolgreich durch-
gefu¨hrt werden kann. Setzt sich das Gu¨temaß aus der Beru¨cksichtigung mehrerer
einzelner Gu¨teaspekte zusammen und einer dieser Gu¨teaspekte verschlechtert
sich, wa¨hrend die restlichen Gu¨teaspekte gleich bleiben, so sollte auch das Gu¨te-
maß einen schlechteren Gu¨tewert liefern. Hiermit ist nicht notwendigerweise ei-
ne Monotonie der Gu¨telandschaft verbunden, denn durch die Gu¨telandschaft
werden die Gu¨tewerte nicht in Abha¨ngigkeit einzelner Gu¨teaspekte, sondern in
Abha¨ngigkeit der einzustellenden Parameter betrachtet.
Bei einem realen Anwendungsproblem spielen auch Sto¨rfaktoren, wie beispiels-
weise Messrauschen und variierende Systemeigenschaften, eine entscheidende
Rolle. Es muss dafu¨r gesorgt werden, dass diese Sto¨reﬀekte mo¨glichst gering
bleiben. Außerdem muss bei der Auswahl eines geeigneten Optimierungsverfah-
rens darauf geachtet werden, dass geringe Sto¨rungen den Optimierungsverlauf
nicht wesentlich beeinﬂussen.
Im Rahmen des genannten regelungstechnischen Anwendungsproblems
wurden die bereits angesprochenen Anwendungsgrenzen bzw. Ma¨ngel der
bisher bekannten Verfahren aufgedeckt. Diese Arbeit liefert einen Beitrag zur
Beseitigung bzw. Milderung dieser Ma¨ngel.
Wie bereits erla¨utert, ist es bei unbekannten Gu¨telandschaften schwierig,
u¨berhaupt ein geeignetes Optimierungsverfahren auszuwa¨hlen. Wie in [WM97]
beschrieben, existiert kein Optimierungsverfahren, das fu¨r alle mo¨glichen
Optimierungsprobleme am besten geeignet ist (no free lunch theorem). In
dieser Arbeit wird eine hybride Strategie, bestehend aus Evolutionsstrategie
und Hooke-Jeeves-Verfahren (s. Abschnitt 6.3), zur Milderung dieses Ent-
scheidungsproblems vorgestellt. Sie ermo¨glicht es, dass der Anwender nicht im
Voraus entscheiden muss, ob der Optimierungsprozess mit Hilfe eines Evoluti-
ona¨ren Algorithmus oder unter Verwendung eines deterministischen Verfahrens
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durchgefu¨hrt werden soll. Vielmehr ﬁndet eine Adaption des Optimierungs-
prozesses an die Beschaﬀenheit der Gu¨telandschaft statt. Die vorgenommene
Einbettung des Hooke-Jeeves-Verfahrens gewa¨hrleistet außerdem, dass der
Aufwand, der fu¨r die Evolutionsstrategie bzw. fu¨r das Hooke-Jeeves-Verfahren
aufgewendet wird, durch den Erfolg des jeweiligen Verfahrens gesteuert wird.
Die mangelnde Breitensuche bisher bekannter Evolutionsstrategien wird
durch die in den Abschnitten 6.1 und 6.2 vorgestellten Strategieelemente
deutlich verbessert. Der Optimierungsprozess durchmustert bei Verwendung
dieser Strategieelemente den Suchraum in der Regel vergleichsweise brei-
ter. Somit wird die Wahrscheinlichkeit erho¨ht, ein globales Optimum auch
tatsa¨chlich zu ﬁnden. Durch weitere in den Abschnitten 6.1 und 6.2 vorgestellte
Strategieelemente wird eine verbesserte Tiefensuche erreicht, d. h. unter
bestimmten Bedingungen ﬁndet eine sta¨rkere Konzentration auf ein ermitteltes
Optimum statt. Das Zusammenspiel von Breiten- und Tiefensuche wurde
gegenu¨ber bekannten Evolutionsstrategien verbessert. Bei gleicher Anzahl an
Bewertungen mittels des Gu¨temaßes wird somit in der Regel ein besserer
Kompromiss zwischen Breiten- und Tiefensuche als bei bisher bekannten
Verfahren erreicht.
Auch bei multikriteriellen Optimierungsproblemen wird die unzureichen-
de Breitensuche bisher bekannter Verfahren durch die in den Abschnitten 6.1
und 6.2 beschriebenen Maßnahmen gemildert. Die Maßnahmen, die fu¨r den
Fall eines skalaren Gu¨temaßes getroﬀen werden, sind in entsprechend abge-
wandelter Form auch bei multikriteriellen Optimierungsproblemen einsetzbar
und fu¨hren auch bei Vorliegen eines vektoriellen Gu¨temaßes zu einem besseren
Kompromiss zwischen Breiten- und Tiefensuche. Durch die verbesserte Breiten-
suche und die ausgewa¨hlte Verfahrensweise bei Vorliegen nicht vergleichbarer
Individuen in einem Aussonderungsschritt innerhalb des Programmschritts Se-





Optimierungsprobleme lassen sich durch Vektoren einstellbarer Parameter x =
(x1, . . . , xn) charakterisieren, fu¨r die jeweils ein oder mehrere Funktionswerte
Q(x) bzw. Q(x) = (Q1(x), . . . , Qk(x)) experimentell, simulatorisch oder analy-
tisch ermittelt werden ko¨nnen. Die Funktion Q bzw. Q wird Gu¨temaß genannt,
die Auswertung der Funktion fu¨r einen bestimmten Vektor x liefert einen oder
mehrere Gu¨tewerte. Im Rahmen der Evolutiona¨ren Algorithmen wird die Funk-
tion Q bzw. Q auch Fitnessfunktion genannt.
Fu¨r die einstellbaren Parameter x1, . . . , xn wird ein zula¨ssiger Wertebereich, der
sogenannte Suchraum S, festgelegt. Hierbei wird unterschieden zwischen einem
unbegrenzten Suchraum
S = {x ∈ Rn} (3.1)
und einem begrenzten Suchraum
S = {x ∈ Rn | ∀ i = 1, . . . , l : ui(x) ≤ 0}. (3.2)
Einen Sonderfall des durch Gleichung (3.2) gegebenen Wertebereichs stellt die
Begrenzung durch einen n-dimensionalen Hyperquader dar:
S = {x ∈ Rn | ∀ i = 1, . . . , n : xi,min ≤ xi ≤ xi,max} (3.3)
mit xmin = (x1,min, . . . , xn,min) und xmax = (x1,max, . . . , xn,max).
Des Weiteren wird unterschieden zwischen einer Begrenzung durch harte Ne-
benbedingungen und durch weiche Nebenbedingungen.
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Eine Begrenzung durch harte Nebenbedingungen darf im Laufe des Optimie-
rungsprozesses nicht verletzt werden, d. h. wa¨hrend des Optimierungsprozesses
ko¨nnen nur Vektoren x mit Hilfe des Gu¨temaßes bewertet werden, die innerhalb
des angegebenen Suchraums S liegen.
Eine Begrenzung durch weiche Nebenbedingungen darf wa¨hrend des Optimie-
rungsprozesses verletzt werden, d. h. auch Vektoren x, die außerhalb des Such-
raums S liegen, ko¨nnen mittels des Gu¨temaßes bewertet werden. Die Gu¨tewerte
dieser Vektoren werden z. B. durch einen Strafterm abgewertet, der beru¨cksich-
tigt, wie weit die Vektoren außerhalb von S liegen. Der Vorteil dieser Vorgehens-
weise besteht darin, dass am Rand des zula¨ssigen Gebiets S liegende Optima
leichter gefunden werden ko¨nnen.
Die Aufgabe besteht darin, fu¨r ein bestimmtes Gu¨temaß Q bzw. Q die Werte
der einzustellenden Parameter x = (x1, . . . , xn) zu ﬁnden, die zu minimalen
oder maximalen Gu¨tewerten fu¨hren. Aus Gru¨nden der U¨bersichtlichkeit werden
im Folgenden nur Minimierungsprobleme betrachtet. Jede Suche nach einem
Maximum kann in ein Minimierungsproblem u¨berfu¨hrt werden.
Es existieren deterministische und stochastische Optimierungsprobleme.
Bei den deterministischen Optimierungsproblemen kann nochmals unter-
schieden werden zwischen den statischen Optimierungsproblemen und den
dynamischen Optimierungsproblemen [Pap91].
In dieser Arbeit werden statische Optimierungsprobleme betrachtet. Das be-
deutet, dass Elemente des Euklidischen Raumes Rn oder eines Unterraumes
S ⊂ Rn gesucht werden, die zu minimalen Funktionswerten des Gu¨temaßes
fu¨hren.
Bei dynamischen Optimierungsproblemen werden hingegen Funktionen x(t) ei-
ner unabha¨ngigen Variable t, also Elemente des Hilbert-Raumes, gesucht.
Bei stochastischen Optimierungsproblemen werden fu¨r unbekannte Ereignisse
Zufallsvariablen angesetzt, deren genauer Wert zwar unbekannt ist, von denen
aber eine Wahrscheinlichkeitsdichte-Funktion bekannt ist. Das Ziel besteht dann
darin, unter Beru¨cksichtigung aller bekannten Gegebenheiten und unter Beru¨ck-
sichtigung der Wahrscheinlichkeitsdichte-Funktion der Zufallsvariablen die ein-
zustellenden Parameter so festzulegen, dass der Erwartungswert des Gu¨temaßes
einen minimalen Wert annimmt.
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3.1 Skalare Optimierungsprobleme
Es liegt ein skalares Optimierungsproblem vor, wenn ein skalares Gu¨temaß ver-
wendet wird, also jeder Vektor x nur einen Gu¨tewert Q(x) zugewiesen bekommt.
Das Ziel besteht darin, Vektoren x ∈ S zu ermitteln, so dass gilt 1:
Q(x)
!−→ Min. (3.4)
Ein Punkt x∗ im Suchraum S kennzeichnet ein globales Optimum, wenn gilt:
∀ x ∈ S : Q(x∗) ≤ Q(x). (3.5)
Wird Gleichung (3.5) nur fu¨r alle Vektoren x in einer beliebig kleinen ε-
Umgebung von x∗ erfu¨llt, so liegt ein lokales Optimum vor.
Liegt das Gu¨temaß Q in Form einer unimodalen Funktion vor, so existiert ein
einziges globales Optimum innerhalb des Suchraums S. 2
Existieren zusa¨tzlich zum globalen Optimum weitere relative Extrema oder
Wendepunkte mit Steigung Null, so liegt eine nicht-unimodale Funktion als
Gu¨temaß vor.
3.2 Multikriterielle Optimierungsprobleme
Bei einem multikriteriellen Optimierungsproblem kommt ein vektorielles Gu¨te-
maß zum Einsatz. Jeder Vektor x wird dann unter Beru¨cksichtigung mehrerer
Gu¨tekriterien Q(x) = (Q1(x), . . . , Qk(x)) bewertet.
Ein Sonderfall liegt dann vor, wenn durch geeignete Gewichtungsfaktoren
g1, . . . , gk und anschließende Summenbildung u¨ber die einzelnen Gu¨tekriterien
eine skalare Ersatzfunktion gebildet werden kann:
QErsatz(x) = g1 ·Q1(x) + . . . + gk ·Qk(x). (3.6)
Zur Lo¨sung des Optimierungsproblems sind dann Verfahren zur Lo¨sung skalarer
Optimierungsprobleme einsetzbar. Bei dieser Vorgehensweise muss im Voraus
1Es werden Minimierungsprobleme betrachtet. Jedes Maximierungsproblem kann in ein Minimierungspro-
blem u¨berfu¨hrt werden.
2Es wird vorausgesetzt, dass u¨berhaupt ein Optimum existiert. Bei einem unbegrenzten Suchraum (Glei-
chung (3.1)) kann dies nicht garantiert werden. Bei einem begrenzten Suchraum nach Gleichung (3.3) kann
die Existenz eines globalen Optimums bei einer stetigen Funktion Q nach dem Satz von Weierstraß garantiert
werden [GZZ91].
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eine geeignete Gewichtung der einzelnen Gu¨tekriterien bekannt sein. Diese Ge-
wichtung ist aber in vielen praktischen Anwendungsfa¨llen schwierig.
Aus diesem Grund kann das Ziel bei der Lo¨sung multikriterieller Optimierungs-
probleme so formuliert werden, dass die gesamte Menge X aller optimalen
Lo¨sungen im Sinne jeweils unterschiedlicher Kompromissbildungen mo¨glichst
genau durch den Optimierungsprozess approximiert werden soll.
Formal la¨sst sich dieses Optimierungsziel folgendermaßen darstellen:
Q(x)
!−→ Min. (3.7)
Die Lo¨sungsmenge X eines multikriteriellen Optimierungsproblems, die soge-
nannte Pareto-Menge, wird wie folgt deﬁniert:
x∗ ∈ X ⇔ {x ∈ S, x = x∗ | ∀ i = 1, . . . , k : Qi(x) ≤ Qi(x∗)} = {}. (3.8)
Fu¨r einen Vektor x∗, der zur Pareto-Menge geho¨rt, gilt, dass bei Variation des
Vektors im Suchraum eine Verbesserung bezu¨glich eines Gu¨tekriteriums nur
bei einer Verschlechterung hinsichtlich eines anderen Gu¨tekriteriums erreichbar
ist.
Abbildung 3.1 stellt die Gu¨tewerte der zu zwei beispielhaften Pareto-
Mengen geho¨renden Parametervektoren x∗ bei Verwendung eines Gu¨temaßes,
das zwei Gu¨tekriterien Q1 und Q2 entha¨lt, im Raum der Gu¨tewerte – im
Folgenden Gu¨teraum genannt – dar. Vereinfachend wird im Folgenden auch die
Abbildung Q(X ) als Pareto-Menge bezeichnet. Abbildung 3.1 (a) stellt eine
konvexe Pareto-Menge dar, in Abbildung 3.1 (b) ist eine konkave Pareto-Menge
dargestellt.
Fu¨r min(Qi(x
∗)) mit x∗ ∈ X wird vereinfachend der Ausdruck Qi,min verwen-
det. Qi,min stimmt mit min(Qi(x) | x ∈ S) u¨berein.
Fu¨r max(Qi(x
∗)) mit x∗ ∈ X wird entsprechend der Ausdruck Qi,max verwen-
det. Qi,max stimmt hingegen nicht mit max(Qi(x) | x ∈ S) u¨berein, da sich
Qi,max nur auf die Gu¨tewerte von Vektoren bezieht, die Teil der Pareto-Menge
sind.
Abbildung 3.2 dient der Veranschaulichung der Begriﬀe ‘dominierende Vekto-
ren’, ‘dominierte Vektoren’ sowie ‘nicht vergleichbare Vektoren’. Ein Vektor x
dominiert einen anderen Vektor x0, wenn x in allen Gu¨tekriterien bessere oder















Abbildung 3.1: Konvexe Pareto-Menge (a) bzw. konkave Pareto-Menge (b) bei Verwendung
zweier Gu¨tekriterien Q1 und Q2 in der Q1-Q2-Ebene.
zumindest gleich gute Gu¨tewerte aufweist wie x0. x wird von x0 dominiert, wenn
x in allen Gu¨tekriterien schlechtere oder bestenfalls gleich gute Gu¨tewerte auf-
weist wie x0.
3 Hat x bezogen auf mindestens ein Gu¨tekriterium einen besseren
und bezogen auf mindestens ein Gu¨tekriterium einen schlechteren Gu¨tewert als
x0, so sind beide Vektoren nicht vergleichbar.
Von entscheidender Bedeutung fu¨r den Optimierungsprozess ist die Antwort
auf die Frage, wie bei nicht vergleichbaren Vektoren entschieden werden kann,
welcher der beiden Vektoren ‘besser’ im Sinne des Gu¨temaßes ist, d. h. welcher
fu¨r den weiteren Optimierungsprozess beru¨cksichtigt werden sollte. Ohne
zusa¨tzliche Informationen u¨ber das vorliegende Optimierungsproblem, z. B. in
Form einer Gewichtung der einzelnen Gu¨tekriterien, kann diese Frage nicht
beantwortet werden.
Wird eine skalare Ersatzfunktion nach Gleichung (3.6) mit festen Ge-
wichtungsfaktoren g1, . . . , gk verwendet, so wird ein Punkt der Pareto-Menge
im Gu¨teraum durch den Optimierungsprozess angena¨hert. Dieser Punkt
QErsatz,min ha¨ngt von der Wahl der Gewichtungsfaktoren ab (s. Abbildung
3.3).
Durch Variation der Gewichtungsfaktoren wa¨hrend des Optimierungsprozesses
in folgender Weise
3Der Sonderfall Q(x) = Q(x0) mit x = x0 muss problemabha¨ngig entschieden werden.
















Abbildung 3.2: Darstellung der Bereiche, in denen die Gu¨tewerte von Vektoren x = x0 liegen,
die x0 dominieren (Bereich III), die von x0 dominiert werden (Bereich II) und die mit x0 nicht
vergleichbar sind (Bereiche I und IV) bei Verwendung zweier Gu¨tekriterien Q1 und Q2 (s.
Fußnote 3 auf Seite 25).
∀ i = 1, . . . , k : 0 ≤ gi ≤ 1 mit
k∑
i=1
gi = 1 (3.9)
ko¨nnen, wie durch Abbildung 3.3 veranschaulicht wird, bei einer konvexen
Pareto-Menge prinzipiell alle Punkte dieser Menge im Gu¨teraum approximiert
werden. In der praktischen Anwendung sind dieser Approximation Grenzen ge-
setzt, da eine Auswertung des Gu¨temaßes fu¨r unendlich viele Vektoren x bzw.
Gewichtungsfaktoren g1, . . . , gk nicht mo¨glich ist.
Bei einer konkaven Pareto-Menge hat die Verwendung einer skalaren Ersatz-
funktion nach Gleichung (3.6) nicht den Eﬀekt, dass alle Punkte der Pareto-
Menge im Gu¨teraum approximierbar sind. Durch den Optimierungsprozess sind
dann die Punkte
(Q1,max, Q2,min, Q3,min, . . . , Qk,min),
(Q1,min, Q2,max, Q3,min, . . . , Qk,min),
...















Abbildung 3.3: Optimum QErsatz,min bei Verwendung einer skalaren Ersatzfunktion nach Glei-
chung (3.6) mit (g1, g2) = (0.33, 0.67) (a) bzw. (g1, g2) = (0.67, 0.33) (b) bei Verwendung zweier
Gu¨tekriterien Q1 und Q2 und einer konvexen Pareto-Menge.
(Q1,min, Q2,min, . . . , Qk−1,min, Qk,max)
erreichbar.





gi · (Qi(x))ei mit ei ∈ R+ und
k∑
i=1
gi = 1. (3.10)
Fu¨r gleiche Werte e1 = e2 = 2 werden die Ho¨henlinien fu¨r die Minimierung
der Ersatzfunktion, die in Abbildung 3.3 als parallele Geraden eingezeichnet
sind, bei Wahl gleicher Gewichtungsfaktoren g1 = g2 = 1/k = 0.5 zu Krei-
sen, bei ungleichen Gewichtungsfaktoren ergeben sich elliptische Ho¨henlinien.
In ho¨herdimensionalen Gu¨tera¨umen ergeben sich entsprechend Hyperellipsoide.
Durch die Wahl der Exponenten ei wird die Kru¨mmung der Ho¨henlinien der Er-
satzfunktion beeinﬂusst, durch die Gewichtungsfaktoren gi werden diese Ho¨hen-
linien, bezogen auf die Skalierung der Qi-Achsen, gestaucht oder gestreckt. In
Abbildung 3.4 sind Ho¨henlinien mit unterschiedlichen Werten e1 = e2 bei glei-
chen Gewichtungsfaktoren g1 = g2 = 1/k = 0.5 dargestellt. Hierdurch werden
die Unterschiede im Kru¨mmungsverhalten der Ho¨henlinien verdeutlicht.
Unter Verwendung des allgemeineren Ansatzes nach Gleichung (3.10) ist es also
durchaus auch mo¨glich, konkave Pareto-Mengen zu approximieren, wenn Werte
















Abbildung 3.4: Ho¨henlinien der Ersatzfunktion nach Gleichung (3.10) mit Funktionswert
QErsatz = 0.5 mit g1 = g2 = 1/k = 0.5 und e1 = e2.
ei > 1 gewa¨hlt werden. Alle Punkte einer konkaven Pareto-Menge im Gu¨te-
raum sind durch Variation der Gewichtungsfaktoren gi approximierbar, wenn
die Kru¨mmung der konkaven Pareto-Menge weniger stark ist als die Kru¨mmung
der Ho¨henlinien der Ersatzfunktion QErsatz mit ei > 1.
Hier zeigt sich der Nachteil dieses Ansatzes. Auf den ersten Blick scheint es
fu¨r die Lo¨sung eines wie auch immer gearteten Optimierungsproblems sinn-
voll zu sein, die Werte der Exponenten ei sehr groß zu wa¨hlen, bei ei → ∞
wa¨re eine Approximation jedes Punktes der Pareto-Menge bei jeder mo¨glichen
Kru¨mmung der Pareto-Menge mo¨glich. Diese Vorgehensweise wu¨rde aber zu
stark erschwerten Bedingungen wa¨hrend des Optimierungsprozesses fu¨hren. Da
die Ho¨henlinien der Ersatzfunktion dann u¨ber weite Bereiche parallel zu den
Koordinatenachsen im Gu¨teraum verlaufen wu¨rden, ko¨nnte es vermehrt vor-
kommen, dass Parametervektoren x bei einem identischen und ansonsten stark
unterschiedlichen Gu¨tewerten Qi nahezu den gleichen Wert QErsatz(x) erhal-
ten. Diese Gegebenheiten machen es sehr unwahrscheinlich, den prinzipiell ge-
gebenen Vorteil – jeden Punkt der Pareto-Menge approximieren zu ko¨nnen –
wa¨hrend des Optimierungsprozesses nutzen zu ko¨nnen.
Werden fu¨r die Exponenten ei kleinere Werte verwendet, so ergibt sich das
Problem, dass die Kru¨mmung der Pareto-Menge vorab bekannt sein mu¨sste,
damit die Exponenten sinnvoll festgelegt werden ko¨nnen.
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3.3 Verrauschte Optimierungsprobleme bzw. Optimie-
rungsprobleme mit Drift
Bei praktischen Optimierungsproblemen wird mittels des Gu¨temaßes ha¨uﬁg
die Beeinﬂussung eines realen Systems durch die einzustellenden Parameter
x1, . . . , xn bewertet. Als Beispiel sei hier die Optimierung der Regelung eines
industriellen Hydraulikventils genannt (s. Kapitel 7). Bei einem realen System
tritt oft Rauschen auf, d. h. auch bei identischer Parametereinstellung ist das
Systemverhalten unterschiedlich. Somit erha¨lt ein eingestellter Vektor x bei
mehreren Bewertungen mittels des Gu¨temaßes in der Regel leicht unterschied-
liche Gu¨tewerte. Das Rauschen des Systems darf allerdings nicht zu stark sein,
anderenfalls wa¨re eine mo¨glichst gu¨nstige Einstellung der Parameter x1, . . . , xn
kaum mo¨glich. Wird ein Optimierungsprozess durch Rauschen beeinﬂusst, so
treten in der Regel lokale Maxima und Minima auch an Stellen im Suchraum
auf, wo ohne Rauschen keine lokalen Extrema vorhanden wa¨ren. Dies kann den
Optimierungsprozess erschweren und in ungu¨nstigen Fa¨llen dazu fu¨hren, dass
eine Konvergenz gegen ein allein durch Rauschen entstandenes lokales Optimum
eintritt.
Bei Vorliegen von Rauschen ko¨nnen mehrere Zielsetzungen, auch in Kombina-
tion miteinander, verfolgt werden. Durch geeignete Maßnahmen kann der Ein-
ﬂuss von Rauschen reduziert werden. Eine solche Maßnahme kann beispielswei-
se darin bestehen, die Bewertung eines Vektors x mehrfach durchzufu¨hren und
die erhaltenen Gu¨tewerte durch Mittelwertbildung miteinander zu verrechnen.
Hierbei muss im Vorfeld analysiert werden, wie groß der Aufwand fu¨r die Bewer-
tung eines Parametersatzes sein darf und wie groß der entsprechende Nutzen der
Gu¨temittelung ist. Auch eine Gla¨ttung der zur Gu¨tebewertung herangezogenen
Signale kann die Auswirkung von Rauschen, insbesondere auch Messrauschen,
auf den Optimierungsprozess deutlich reduzieren. Hierbei fu¨hrt eine sta¨rkere
Gla¨ttung zu einer gro¨ßeren Reduzierung des Rauschens, aber ebenfalls zu einer
zunehmenden Verfa¨lschung der betrachteten Signale. Auch bei der Auswahl ei-
nes Optimierungsverfahrens sollte das Vorliegen von Rauschen beru¨cksichtigt
werden. Gegebenenfalls ist es sinnvoll, ein Optimierungsverfahren durch geeig-
nete Modiﬁkationen an ein verrauschtes Optimierungsproblem anzupassen. Bei
Auftreten von Rauschen haben sich heuristische Optimierungsverfahren (s. Ka-
pitel 4) vielfach bewa¨hrt. Ein weiteres Ziel bei Vorliegen von Rauschen kann
darin bestehen, gerade solche Parametersa¨tze x zu ermitteln, die sich durch
besonders kleine Variationen der Systemeigenschaften auszeichnen.
Neben Rauschen kann auch eine Drift des Systemverhaltens auftreten. Beispiels-
weise durch Erwa¨rmung oder Alterung ko¨nnen sich die Eigenschaften eines rea-
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len Systems langsam in eine bestimmte Richtung vera¨ndern. Dieses Verhalten
sollte ebenfalls bei der Auswahl des Optimierungsverfahrens beru¨cksichtigt wer-
den. Hierbei kann beispielsweise eine Neubewertung bestimmter Vektoren x im
Laufe des Optimierungsprozesses vorgenommen werden. Auch hier kann das Ziel
darin bestehen, Vektoren x fu¨r die einzustellenden Parameter zu ﬁnden, die fu¨r
weite Bereiche der Drift zu einem gu¨nstigen Systemverhalten fu¨hren. Handelt
es sich bei der Drift um einen relativ langsamen Prozess, wie er beispielsweise
durch Alterung bestimmter Systemkomponenten hervorgerufen werden kann, so
kann auch eine Optimierung ohne Beru¨cksichtigung der Drift mit nachtra¨glicher
Anpassung der Parameter in bestimmten zeitlichen Absta¨nden sinnvoll sein.
Die Analyse des vorliegenden Optimierungsproblems hinsichtlich Rauschen und
Drift sowie die Festlegung der geeigneten Maßnahmen ist Teil der notwendigen





Optimierungsverfahren ko¨nnen unterteilt werden in die Gruppe der determi-
nistischen Verfahren und die Gruppe der stochastischen Verfahren. Hierbei ist
allerdings zu beachten, dass diese Einteilung nicht immer einheitlich vorgenom-
men wird.
Wa¨hrend in [Pap91] unter deterministischen Verfahren solche Verfahren ver-
standen werden, die zur Lo¨sung deterministischer Optimierungsprobleme ver-
wendet werden (s. Kapitel 3), werden in [Kah91] unter deterministischen Ver-
fahren Verfahren verstanden, die nach einer deterministischen Vorgehensweise
arbeiten. In [Kah91] wird bei den deterministischen Verfahren zwischen Gradi-
entenverfahren, Newton-Verfahren und direkten Verfahren, die auch Suchver-
fahren genannt werden, unterschieden.
Auch bezogen auf die Gruppe der stochastischen Verfahren besteht keine Ein-
heitlichkeit. In [Pap91] werden unter stochastischen Verfahren solche Verfah-
ren verstanden, die zur Lo¨sung stochastischer Optimierungsprobleme eingesetzt
werden (s. Kapitel 3). Im Gegensatz hierzu werden in [Kah91] unter dem Be-
griﬀ ‘stochastische Verfahren’ Verfahren zusammengefasst, deren Ablauf zufalls-
abha¨ngige Elemente entha¨lt. Es wird hier die Untergruppe reine Zufallsverfah-
ren (Monte-Carlo-Verfahren), die Untergruppe der Evolutiona¨ren Algorithmen
(Genetische Algorithmen und Evolutionsstrategien) und die Untergruppe der
Zwischenstufen, der sogenannten Lern- und Vergessverfahren, genannt.
In [Sch95a] wird eine Unterteilung in klassische analytische und numerische
Optimierungsverfahren, in heuristische Such- und Optimierungsverfahren so-
wie in hybride Such- und Optimierungsverfahren vorgenommen. Unter klassi-
schen Verfahren versteht man Verfahren, die auf einer Gradientenberechnung
basieren. Heuristische Such- und Optimierungsverfahren werden auch geziel-
te Zufallssuchverfahren genannt. Hierunter werden Verfahren verstanden, die
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sich an biologischen oder physikalischen Vorga¨ngen orientieren, beispielswei-
se Evolutiona¨re Algorithmen oder Simuliertes Ku¨hlen (Simulated Annealing1
[MRR+53, KGV83, Fle95, KRO+03]). Hybride Verfahren stellen hier eine Ver-
bindung zwischen klassischen und heuristischen Verfahren dar.
Des Weiteren kann zwischen lokalen und globalen Verfahren unterschieden wer-
den. Lokale Verfahren fu¨hren eine lokale Optimierung in einem Teilraum des
Suchraums S durch, globale Verfahren haben das Ziel und somit eine gro¨ßere
Wahrscheinlichkeit, das globale Optimum eines gegebenen Optimierungspro-
blems zu ﬁnden.
In [BBTZ04] wird ein allgemeines Konzept zur Kombination eines Evoluti-
ona¨ren Algorithmus als globales Verfahren mit einem lokalen Verfahren vor-
gestellt. Der fu¨r das lokale Verfahren aufgebrachte Aufwand wird hierbei u¨ber
einen Parameter gesteuert. Dieses allgemeine Konzept ist unabha¨ngig von der
Wahl des Evolutiona¨ren Algorithmus und des lokalen Optimierungsverfahrens.
Der genannte Parameter wird im Laufe des Optimierungsprozesses so vera¨ndert,
dass zunehmend mehr Aufwand fu¨r das lokale Verfahren aufgewendet wird. Die-
ses Konzept wird als Simulated Heating bezeichnet.
4.1 Evolutionsstrategien (ES)
Die wesentliche Eigenschaft von Evolutiona¨ren Algorithmen besteht darin, dass
diese populationsbasiert arbeiten, d. h. bei Evolutionsstrategien werden die ein-
zelnen potenziellen Lo¨sungen x des Optimierungsproblems im Laufe des Op-
timierungsprozesses nicht unabha¨ngig voneinander betrachtet und vera¨ndert.
Vielmehr ist es so, dass ha¨uﬁg mehrere Vektoren x simultan zur Erzeugung
neuer potenzieller Lo¨sungen herangezogen werden. Dies macht den Einsatz von
Evolutionsstrategien bzw. allgemein den Einsatz Evolutiona¨rer Algorithmen
insbesondere zur Lo¨sung von realen, durch Rauschen beeinﬂussten, Optimie-
rungsproblemen (s. Abschnitt 3.3) besonders attraktiv.
Der u¨bliche Ablauf einer Evolutionsstrategie ist in Abbildung 4.1 schematisch
dargestellt. In den nachfolgenden Abschnitten werden die einzelnen Programm-
schritte detailliert erla¨utert. Nach der Initialisierung einer Startpopulation (Ab-
schnitt 4.1.1) werden die Programmschritte Rekombination (Abschnitt 4.1.2),
1Simulated Annealing ist ein Optimierungsverfahren, das zur Lo¨sung kombinatorischer Optimierungs-
probleme gut geeignet ist. Das Verfahren wurde aus Gesetzma¨ßigkeiten der Thermodynamik entwickelt
[MRR+53, KGV83]. Beginnend mit einer anfa¨nglich nahezu reinen Zufallssuche, bei der auch Verschlechte-
rungen in Kauf genommen werden, wird durch Reduktion eines zur Temperatur analogen Parameters im Laufe
des Optimierungsprozesses zunehmend dahingehend umgeschaltet, dass nur noch Verbesserungen der bereits
gefundenen Lo¨sung zugelassen werden [Fle95, KRO+03].











Abbildung 4.1: U¨blicher Ablauf einer Evolutionsstrategie.
Mutation (Abschnitt 4.1.3) und Selektion (Abschnitt 4.1.4) so lange durchlau-
fen, bis eine Abbruchbedingung (Abschnitt 4.1.5) erfu¨llt ist. Ein Zyklus aus
Rekombination, Mutation und Selektion wird Generation genannt. Jeder dieser
Programmschritte fu¨hrt zu einer neuen Menge von Individuen, einer sogenann-
ten Population.
4.1.1 Generierung der Startpopulation
Der Ablauf der Evolutionsstrategie beginnt zuna¨chst mit der Generierung einer
Menge von Vektoren x, der sogenannten Anfangs- oder Startpopulation M0.
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Sind durch den Optimierungsprozess n Parameter mo¨glichst optimal einzustel-
len, so haben die einzelnen Vektoren x jeweils n Komponenten x = (x1, . . . , xn).
Jeder Vektor x wird auch als Individuum bezeichnet.
Die Startpopulation kann zufallsgesteuert im Suchraum verteilt sein. In den
meisten Fa¨llen wird bei einem Hyperquader als Suchraum (s. Gleichung (3.3))
eine in diesem Hyperquader gleichverteilte Startpopulation festgelegt. Liegt kei-
ne Begrenzung des Parameterraums vor, so kann eine normalverteilte Startpo-
pulation um einen ausgewa¨hlten Punkt im Suchraum erzeugt werden. In diesem
Fall muss ein geeignetes Maß fu¨r die Streuung der Vektoren x im Suchraum
ermittelt und als Standardabweichung der Normalverteilung eingebracht wer-
den. Liegt bereits Vorwissen u¨ber eine relativ gute Lo¨sung des Optimierungs-
problems vor, so kann eine normalverteilte Startpopulation um diese bereits
bekannte Lo¨sung ebenfalls sinnvoll sein. Andererseits besteht hierbei auch die
Gefahr, dass der Optimierungsprozess gegen diese bereits bekannte Lo¨sung kon-
vergiert oder diese nur noch wenig verbessern kann, obwohl an anderen Stellen
im Suchraum bessere Lo¨sungen zu ﬁnden sind. In diesem Fall wa¨re der Such-
raum nicht breit genug durchsucht worden.
Die Startpopulation kann auch deterministisch festgelegt werden. Sind bereits
mehrere relativ gute Lo¨sungen des Optimierungsproblems bekannt, so kann die
Menge dieser Vektoren als Startpopulation verwendet werden. Allerdings be-
steht hierbei ebenfalls die oben genannte Gefahr der fru¨hzeitigen Konvergenz
gegen eine nur suboptimale Lo¨sung. Auch die Festlegung der Startpopulation
auf einem festen Raster im Suchraum ist denkbar. Hierbei sind aber um so mehr
Vektoren x zu beru¨cksichtigen, je feiner das Raster festgelegt wird oder je mehr
Parameter durch den Optimierungsprozess einzustellen sind. Ein sinnvolles Ra-
ster fu¨hrt hierbei durch die Bestimmung der Gu¨tewerte der einzelnen Vektoren
x ha¨uﬁg zu gro¨ßerem Aufwand, als fu¨r den gesamten Optimierungsprozess vor-
gesehen ist.
In dieser Arbeit wird die Startpopulation teils gleichverteilt im Suchraum
erzeugt, teilweise werden aber auch alle Individuen der Startpopulation auf
einem einzigen Punkt im Suchraum platziert, um beim Vergleich neuer Stra-
tegieelemente fu¨r den Optimierungsprozess erschwerte Bedingungen zu schaﬀen.
Fu¨r den Programmschritt der Mutation, der an spa¨terer Stelle detailliert
erla¨utert wird (s. Abschnitt 4.1.3), ist die sogenannte Schrittweite der
Individuen von entscheidender Bedeutung.
Die Start-Schrittweiten der Individuen werden bei der Generierung der Start-
population ebenfalls erzeugt. Hierbei kann eine globale Schrittweite fu¨r alle In-
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dividuen der Startpopulation M0 verwendet werden. Diese globale Schrittweite
kann sowohl skalar als auch vektoriell sein.
U¨blicher ist es jedoch, jedem Individuum eine individuelle Schrittweite zuzuord-
nen. Auch hier kann zwischen einer skalaren Schrittweite s und einer vektoriellen
Schrittweite s unterschieden werden. Wird eine vektorielle Schrittweite verwen-
det, so ist es in vielen Anwendungsfa¨llen gu¨nstig, fu¨r jede Komponente eines
Individuums eine eigene Schrittweitenkomponente vorzusehen: s = (s1, . . . , sn).
Der Vorteil besteht darin, dass fu¨r jedes Individuum je nach Position im Pa-
rameterraum eine individuelle Anpassung der Suchschritte in jeder Dimension
des Parameterraums vorgenommen werden kann. Es ko¨nnen aber auch weniger
als n Schrittweitenkomponenten pro Individuum verwendet werden.
In der Regel werden die Start-Schrittweiten ebenfalls zufallsabha¨ngig, meist
nach einer Normalverteilung, generiert. Hierbei muss wiederum eine sinnvolle
Standardabweichung der Schrittweiten beru¨cksichtigt werden.
Bei der in dieser Arbeit verwendeten Evolutionsstrategie wird fu¨r jedes In-
dividuum ein Schrittweitenvektor, bestehend aus n Komponenten, verwendet,
wobei jede Komponente des Start-Schrittweitenvektors eines Individuums fol-
gendermaßen erzeugt wird:
si = |σNORM i ·Ni(0, 1)| mit i = 1, . . . , n. (4.1)
Hierbei ist N(0, 1) eine normalverteilte, skalare Zufallsvariable mit Erwartungs-
wert Null und Standardabweichung Eins. Ni(0, 1) ist der Ausdruck fu¨r eine sol-
che Zufallsvariable, deren Wert fu¨r jeden mo¨glichen Wert von i neu erzeugt








σNORM i ist eine auf die Breite des Suchraums in der Dimension i normierte
Standardabweichung:
σNORM i = 0.05 · (xi,max − xi,min). (4.3)
Die Schrittweitenvektoren werden in dieser Arbeit komponentenweise durch
smin = 0.001·(xmax−xmin) und smax = 0.1·(xmax−xmin) begrenzt. Kleinere oder
gro¨ßere Suchschritte sind dennoch mo¨glich, da die Schrittweitenvektoren der
einzelnen Individuen die Standardabweichungen der im Programmschritt Mu-
tation auftretenden normalverteilten Suchschritte festlegen (s. Abschnitt 4.1.3).
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Bei einigen Evolutionsstrategien wird die sogenannte Korrelierte Mutati-
on [Rud92] eingesetzt (s. Abschnitt 4.1.3). Dann wird zusa¨tzlich zu dem
Schrittweitenvektor s ein Vektor von Drehwinkeln a fu¨r die Mutation der
Individuen verwendet. Die Start-Drehwinkel werden dann ebenfalls zusammen
mit der Startpopulation generiert.
Die Schrittweiten und Drehwinkel, die einem Individuum zugeordnet werden,
werden zusammenfassend als Strategieparameter des Individuums bezeichnet.
Bei der im Rahmen dieser Arbeit verwendeten Evolutionsstrategie wird keine
Korrelierte Mutation eingesetzt.
Ob es sinnvoll ist, eine globale Schrittweite fu¨r alle Individuen oder indi-
viduelle Schrittweiten zu verwenden, ob skalare oder vektorielle Schrittweiten
vorgesehen werden sollten, ist abha¨ngig vom jeweiligen Anwendungsfall. Auch
der Einsatz der Korrelierten Mutation kann je nach Optimierungsproblem
mehr oder weniger erfolgversprechend sein.
4.1.2 Rekombination
Bei der Rekombination – die ha¨uﬁg auch Fortpﬂanzung genannt wird – der Ge-
neration j werden neue potenzielle Lo¨sungen des Optimierungsproblems u¨bli-
cherweise aus mehreren bereits bestehenden Vektoren x der MengeMj erzeugt.
Die Menge Mj wird auch Elternpopulation der Generation j genannt, die ein-
zelnen Vektoren x dieser Menge werden auch als Eltern-Individuen bezeichnet.
Die Erzeugung neuer Individuen geschieht in der Regel zufallsabha¨ngig.
Auch die Strategieparameter jedes neu erzeugten Individuums werden bei
der Rekombination in Abha¨ngigkeit von den Strategieparametern der Eltern-
Individuen, die zur Erzeugung dieses Individuums verwendet wurden, ebenfalls
zufallsabha¨ngig neu generiert.
Im Wesentlichen wird unterschieden zwischen der Diskreten Rekombination und
der Intermedia¨ren Rekombination. Es sind aber auch Zwischenformen mo¨glich.
Im Folgenden wird sowohl die diskrete als auch die intermedia¨re Rekombination
anhand der beteiligten Individuen x dargestellt. Fu¨r die Strategieparameter
ﬁndet die Rekombination in analoger Weise statt.
Hierbei sei G[0...1] eine gleichverteilte eindimensionale Zufallsvariable im Bereich
[0 . . . 1]. Gi [0...1] bedeutet, dass der Wert dieser Zufallsvariablen fu¨r jeden mo¨gli-
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1 wenn 0 ≤ z ≤ 1,
0 sonst.
(4.4)
Werden beispielsweise in jedem Rekombinationsschritt zwei Eltern-Individuen
xElter 1 = (x1,Elter 1, . . . , xn,Elter 1)
xElter 2 = (x1,Elter 2, . . . , xn,Elter 2)
zur Erzeugung neuer Individuen herangezogen, so erfolgt die diskrete Rekom-
bination ha¨uﬁg folgendermaßen:
zi,Nachkomme = Gi [0...1] fu¨r i = 1, . . . , n
xi,Nachkomme =
{
xi,Elter 1 wenn zi,Nachkomme < 0.5,
xi,Elter 2 sonst
(4.5)
xNachkomme = (x1,Nachkomme, . . . , xn,Nachkomme).
Somit setzt sich jedes Nachkommen-Individuum zufallsabha¨ngig aus den ein-
zelnen Komponenten der Eltern-Individuen zusammen. Der Sonderfall, dass ein
Nachkommen-Individuum mit einem seiner Eltern-Individuen identisch ist, ist
in Gleichung (4.5) enthalten, kann aber durch zusa¨tzliche Abfragen verhindert
werden.
Die intermedia¨re Rekombination kann wie folgt durchgefu¨hrt werden:
zNachkomme = G[0...1] ∀ i
xNachkomme = xElter 1 + zNachkomme · (xElter 2 − xElter 1). (4.6)
Hierbei liegt jedes Nachkommen-Individuum zufallsabha¨ngig auf der Verbin-
dungslinie der Eltern-Individuen im Suchraum. Auch bei dieser Rekombinati-
onsmethode kann (wenn auch nur mit verschwindend geringer Wahrscheinlich-
keit) das Nachkommen-Individuum mit einem seiner Eltern-Individuen u¨ber-
einstimmen.
Bei identischen Eltern-Individuen ﬁndet durch den Rekombinationsschritt eine
Reduplikation (Kopie) des Eltern-Individuums statt.
Es existiert im Suchraum S ein n-dimensionaler Hyperquader Hj, der al-
le Individuen der Menge Mj einschließt und dabei das kleinstmo¨gliche
Volumen aufweist.
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Mit
xˆi,min = {min(xi) ∀ x ∈Mj} fu¨r i = 1, . . . , n (4.7)
und
xˆi,max = {max(xi) ∀ x ∈Mj} fu¨r i = 1, . . . , n (4.8)
wird Hj wie folgt deﬁniert:
Hj = {x | ∀ i = 1, . . . , n : xˆi,min ≤ xi ≤ xˆi,max}. (4.9)
Sa¨mtliche durch die u¨blichen Rekombinationsmethoden erzeugten Individuen
der Menge Mrekj liegen innerhalb des Gebiets Hj.
Es werden so oft neue Eltern-Individuen bestimmt und aus diesen Eltern-
Individuen ein oder mehrere Nachkommen-Individuen erzeugt, bis eine be-
stimmte Anzahl an Nachkommen vorliegt. Diese λ Nachkommen bilden
die Nachkommen-Population Mrekj . Da u¨blicherweise im Anschluss an den
Programmschritt Rekombination der Programmschritt Mutation stattﬁndet,
ko¨nnen identische Individuen in Mrekj zu unterschiedlichen Individuen in Mmutj
werden.
Die Auswahl der mindestens zwei Eltern-Individuen geschieht u¨blicherweise
ebenfalls zufallsgesteuert. Hierbei wird ha¨uﬁg mit gleicher Wahrscheinlichkeit
fu¨r alle Eltern-Individuen gearbeitet, wie auch in der im Rahmen dieser Arbeit
zu Vergleichszwecken herangezogenen Standard-Evolutionsstrategie (ESstd, s.
Kapitel 6). Andere Ansa¨tze verwenden nicht alle Eltern-Individuen mit gleicher
Wahrscheinlichkeit fu¨r die Rekombination. In [Kah91] wird beispielsweise ein
Ansatz beschrieben, bei dem die zur Rekombination zugelassenen Individuen
eine einstellbare Mindestgu¨te aufweisen mu¨ssen2. Die zur Rekombination
herangezogenen Individuen werden aus allen zugelassenen Individuen mit
gleicher Wahrscheinlichkeit zufallsabha¨ngig bestimmt.
Fu¨r die Rekombination der zu optimierenden Parameter des Vektors x
wird nicht immer dieselbe Rekombinationsmethode wie fu¨r die Rekombination
der zugeho¨rigen Strategieparameter ausgewa¨hlt. Laut [Spr95] werden fu¨r die
Rekombination der Individuen ha¨uﬁg eine diskrete Rekombination und fu¨r die
Schrittweiten eine intermedia¨re Rekombination gewa¨hlt.
2Im Rahmen der Arbeiten [Kah91] und [Kah95] ist die Reihenfolge der Programmschritte einer Generation:
Mutation, Rekombination, Selektion.
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In der im Rahmen dieser Arbeit eingesetzten Evolutionsstrategie ﬁndet
eine Kombination aus diskreter und intermedia¨rer Rekombination statt. Vor
jedem Programmschritt Rekombination wird zufallsabha¨ngig festgelegt, ob fu¨r
diese Generation diskrete oder intermedia¨re Rekombination verwendet wird
(Wahrscheinlichkeit 0.9 fu¨r diskrete Rekombination, Wahrscheinlichkeit 0.1 fu¨r
intermedia¨re Rekombination). Es werden in jedem einzelnen Rekombinations-
schritt jeweils zwei Eltern-Individuen verwendet, wobei alle Eltern-Individuen
zugelassen und identische Eltern-Individuen nicht zugelassen werden. Jedes
Eltern-Individuum kann hierbei in mehreren Rekombinationsschritten verwen-
det werden. Aus diesen beiden Eltern-Individuen werden gema¨ß den obigen
Vorschriften zwei – normalerweise unterschiedliche – Nachkommen-Individuen
gebildet. Die Rekombination ﬁndet fu¨r die Strategieparameter in analoger
Weise wie fu¨r die Individuen x statt. Bei der Rekombination der Schrittweiten
werden in jedem Rekombinationsschritt dieselben Werte zi,Nachkomme und
zNachkomme verwendet wie fu¨r die Rekombination der Individuen x (vgl.
Gleichungen (4.5) und (4.6)).
Insbesondere fu¨r die Auswahl der verwendeten Eltern-Individuen wurden im
Rahmen dieser Arbeit mehrere neue Konzepte entwickelt (s. Abschnitte 6.1
und 6.2) und anhand beispielhafter Anwendungen untersucht.
4.1.3 Mutation
Im Anschluss an die Rekombination wird u¨blicherweise die Menge Mrekj dem
Programmschritt Mutation unterworfen und dadurch die Menge Mmutj erzeugt.
Hierbei ko¨nnen alle oder nur einige der Vektoren x ausMrekj durch die Mutation
vera¨ndert werden.
Im Programmschritt Mutation werden an den bereits vorhandenen Individuen
der MengeMrekj zufa¨llige A¨nderungen vorgenommen. Hierbei sind kleine A¨nde-
rungen wahrscheinlicher als große. Bei Evolutionsstrategien wird die Mutation
durch Addition eines n-dimensionalen Zufallsvektors zu einem bereits beste-
henden Individuum x realisiert. U¨blicherweise wird hierbei ein normalverteilter
Zufallsvektor mit Erwartungswert Null und vektorieller Standardabweichung
verwendet. Es kann aber auch eine skalare Standardabweichung eingesetzt wer-
den.
Die Mutation stellt eine wesentliche Komponente der Evolutionsstrategie dar,
denn nur durch die Mutation ist es mo¨glich, in bestimmte Bereiche des Such-
raums S zu gelangen. Dies ko¨nnen beispielsweise Bereiche sein, die am Rand
des Suchraums liegen. Bei den ga¨ngigen Rekombinationsmethoden treten nur
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Nachkommen-Individuen auf, deren Parameterwerte zwischen denen der Eltern-
Individuen liegen (intermedia¨re Rekombination) oder mit diesen identisch sind
(diskrete Rekombination). Alle in der Generation j erzeugten Nachkommen lie-
gen also in dem Gebiet Hj (s. Gleichung (4.9)). Die Mutation dient dazu, auch
Individuen außerhalb dieses Gebiets zu erzeugen.
Von entscheidender Bedeutung fu¨r die erfolgreiche Wirkungsweise des Pro-
grammschritts Mutation ist eine geeignete Schrittweite fu¨r die zufallsgesteu-
erten Mutationsschritte. Zu große Schrittweiten fu¨hren dazu, dass die Mutati-
on zu einer reinen Zufallskomponente der Evolutionsstrategie wird, zu kleine
Schrittweiten bringen kaum A¨nderung und fu¨hren somit zu einer sehr geringen
Konvergenzgeschwindigkeit gegen ein – mo¨glicherweise globales – Optimum.
Die Festlegung der Startschrittweiten erfolgt bereits bei Generierung der Start-
population (s. Abschnitt 4.1.1). Im Programmschritt Rekombination werden
neben den Nachkommen-Individuen der Menge Mrekj auch deren Schrittweiten
aus den Schrittweiten der Eltern-Individuen generiert (s. Abschnitt 4.1.2).
Fu¨r die Vera¨nderung der Schrittweiten sowie der Individuen der Menge Mrekj
im Programmschritt Mutation existieren verschiedene Strategien.
Auf Rechenberg ist die 1/5-Erfolgsregel zuru¨ckzufu¨hren. Fu¨r zwei einfache
skalare Gu¨temaße, das Korridormodell und das Kugelmodell, hat Rechenberg
theoretisch eine Regel zur adaptiven Steuerung der Schrittweiten hergeleitet
[Rec73]. Er betrachtet hierbei eine zweigliedrige Evolutionsstrategie 3.
Der Mutationsschritt erfolgt durch Addition eines n-dimensionalen Zufallsvek-
tors, wobei eine skalare Schrittweite s als Standardabweichung der Normalver-
teilungen verwendet wird.
Mit
zMutation = (N1(0, s), . . . , Nn(0, s)) (4.10)
wird der Mutationsschritt folgendermaßen vorgenommen:
xMutation = xElter + zMutation. (4.11)
In jeder Dimension ist zMutation normalverteilt (Gleichung (4.10)). Durch die
Unabha¨ngigkeit der einzelnen Komponenten von zMutation ergibt sich die Wahr-
scheinlichkeitsdichte fu¨r xMutation als n-dimensionale Normalverteilung:
3D. h.: Es existiert nur ein Individuum. Dieses Individuum wird abweichend von Abschnitt 4.1.2 als Eltern-
Individuum bezeichnet. Das Individuum wird mutiert und der Gu¨tewert des mutierten Individuums wird mit
dem des Eltern-Individuums verglichen. Das bessere der beiden Individuen wird neues Eltern-Individuum. Es
ﬁndet somit keine Rekombination statt.











Somit ergibt sich bei skalarer Schrittweite s die gleiche Wahrscheinlichkeitsdich-
te fu¨r einen Mutationsschritt auf konzentrischen Hyperkugeln um xElter.
An dieser Stelle wird auf den Programmschritt Selektion vorgegriﬀen (s. Ab-
schnitt 4.1.4), der bei Rechenberg wie folgt durchgefu¨hrt wird:
Mj+1 =
{
xMutation wenn xMutation gu¨nstigeren Gu¨tewert aufweist,
xElter wenn xElter gu¨nstigeren Gu¨tewert aufweist.
(4.13)
Die genannte 1/5-Erfolgsregel lautet: ”Wa¨hrend des Optimierungsprozesses
sollte 1/5 der Mutationen erfolgreich sein, also zu einer Verbesserung des Gu¨te-
wertes fu¨hren. Sind weniger als 1/5 der Mutationen erfolgreich, so ist die Schritt-
weite zu verkleinern, sind mehr als 1/5 der Mutationen erfolgreich, so ist die
Schrittweite zu vergro¨ßern.”
Von Schwefel wurde die 1/5-Erfolgsregel konkretisiert, d. h. es wurde eine
algorithmische Umsetzung erarbeitet [Sch77].
Eine Erweiterung der Vorgehensweise von Rechenberg stellen Mutati-
onsschritte unter Verwendung eines n-dimensionalen Zufallsvektors mit
vektorieller Schrittweite s dar.
In diesem Zusammenhang geht auf Schwefel das Verfahren der Selbstadap-
tion der Schrittweiten zuru¨ck [Sch77]. Hierbei wird bei jedem Mutationsschritt
zuna¨chst die Schrittweite des betrachteten Nachkommen-Individuums ausMrekj
mutiert, d. h. einer zufa¨lligen A¨nderung unterworfen, und anschließend unter
Verwendung dieser mutierten Schrittweite der eigentliche Mutationsschritt des
betrachteten Individuums durchgefu¨hrt.
Zuna¨chst wird die neue Schrittweite des zu mutierenden Nachkommen-
Individuums erzeugt:




2 · n, τ2 =
c√
2 · √n und c = 1. (4.15)
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Die Standardabweichungen der Normalverteilungen in Gleichung (4.14) τ1 und
τ2 Gleichung (4.15) ko¨nnen dazu genutzt werden, den Optimierungsprozess an
spezielle Gu¨tefunktionen anzupassen. τ1 wirkt global fu¨r alle Komponenten ei-
nes Individuums, τ2 wirkt individuell fu¨r jede einzelne Komponente.
Das Nachkommen-Individuum wird anschließend nach folgender Vorschrift in
einem Mutationsschritt vera¨ndert:
zi,Mutation = Ni(0, si,Mutation) fu¨r i = 1, . . . , n (4.16)
xMutation = xNachkomme + zMutation. (4.17)
Na¨here Ausfu¨hrungen bezu¨glich obiger Vorgehensweise sind auch in [Ba¨c94,
BS96] zu ﬁnden. Zusammenfassend sei zu der dargestellten Vorgehensweise ge-
nannt, dass durch die Multiplikation mit der natu¨rlichen Exponentialfunktion in
Gleichung (4.14) bei positiven Werten der Schrittweite sNachkomme auch die gene-
rierte Schrittweite sMutation nur positive Werte entha¨lt. Da beide Normalvertei-
lungen im Exponenten den Erwartungswert Null haben, ist der Erwartungswert
des Multiplikationsfaktors, mit dem die Schrittweitenkomponente si,Nachkomme
multipliziert wird, Eins. So ist die Wahrscheinlichkeit fu¨r das Auftreten eines
bestimmten Multiplikationsfaktors und seines reziproken Wertes gleich groß,
d. h. es kommt ebenso ha¨uﬁg zu einer Vergro¨ßerung wie zu einer Verkleinerung
der Schrittweitenkomponente si,Mutation gegenu¨ber si,Nachkomme. Des Weiteren
treten ha¨uﬁger kleine A¨nderungen von xMutation gegenu¨ber xNachkomme auf als
große A¨nderungen.
Im Gegensatz zu Gleichung (4.12) ergibt sich hier gleiche Wahrscheinlichkeits-
dichte fu¨r xMutation auf konzentrischen Hyperellipsoiden um xNachkomme, da
hier eine n-dimensionale Normalverteilung mit vektorieller Standardabweichung
















Abbildung 4.2 verdeutlicht Mutationsschritte durch Addition eines n-
dimensionalen Zufallsvektors mit vektorieller Schrittweite sMutation.
Die Strategie, die zu der von Schwefel vorgestellten Vorgehensweise der
Selbstadaption der Schrittweiten fu¨hrte, ist, dass die Schrittweiten sich ohne
a¨ußere Beeinﬂussung aus dem Optimierungsprozess heraus auf gu¨nstige Werte
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(schwarz) und Ellipse gleicher Wahrscheinlich-










Abbildung 4.2: Mutationsschritte mit vektorieller Schrittweite sMutation = (1.0, 0.5) ausgehend
von xNachkomme = (2.5, 2.5).
einstellen sollen. Schwefel weist darauf hin, dass sich die Schrittweiten, d. h.
Streuungen, im Rahmen der natu¨rlichen Evolution ebenfalls den Gegebenhei-
ten angepasst haben und sich noch anpassen. Bei Einstellung von gu¨nstigen
Schrittweiten werden auch die unter Verwendung dieser Schrittweiten erzeugten
Mutationsschritte im Mittel zu Individuen mit gu¨nstigeren Gu¨tewerten fu¨hren.
Bei ungu¨nstigen Schrittweiten werden auch die Mutationsschritte zu Indivi-
duen mit durchschnittlich schlechteren Gu¨tewerten fu¨hren. Diese letzteren
Individuen mit schlecht an die Gu¨telandschaft angepassten Schrittweiten
werden vermehrt durch die anschließende Selektion (s. Abschnitt 4.1.4) fu¨r den
weiteren Optimierungsprozess nicht beru¨cksichtigt. Somit werden aber auch
die zu diesen Individuen geho¨renden Schrittweiten nicht mehr fu¨r den weiteren
Optimierungsprozess verwendet. Die Individuen und ihre schlecht angepassten
Schrittweiten ‘sterben aus’.
Die Halbachsen der durch Gleichung (4.18) gegebenen Hyperellipsoide gleicher
Wahrscheinlichkeitsdichte sind in Richtung der xi-Koordinatenachsen ausge-
richtet. Durch die Vektoren sMutation kann die La¨nge der Halbachsen beeinﬂusst
werden, nicht aber ihre Lage im Suchraum. Hier kann die Verwendung zusa¨tz-
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licher Rotationswinkel, die zu einer Kovarianzmatrix fu¨hren, Abhilfe schaﬀen,
um die Hyperellipsoide gleicher Mutations-Wahrscheinlichkeitsdichte besser an
die vorliegende Gu¨telandschaft anpassen zu ko¨nnen. Durch die Kovarianzma-
trix werden die Hyperellipsoide im Suchraum gedreht. Dieses Verfahren wird
Korrelierte Mutation genannt [Rud92].
Bei Verwendung der Korrelierten Mutation werden nicht nur die Schrittweiten
s der Individuen, sondern auch die Drehwinkel a im Programmschritt Mutation
vera¨ndert, bevor mit den vera¨nderten Strategieparametern neue Individuen
generiert werden.
Bei der von Schwefel entwickelten Vorgehensweise der Selbstadaption
der Schrittweiten ko¨nnen folgende Nachteile auftreten:
• Auch kleine Schrittweiten ko¨nnen durch die Zufallsabha¨ngigkeit große Mu-
tationsschritte hervorrufen und umgekehrt. Die Selektion (s. Abschnitt
4.1.4) – d. h. Auswahl – eines Individuums, das durch den Programm-
schritt Mutation nur geringfu¨gig vera¨ndert wurde, kann beispielsweise zu
der ‘Vererbung’ einer zu großen Schrittweite fu¨hren. Dies kann vor allem
bei kleinen Populationen zu Problemen fu¨hren.
• Die Variation der Schrittweiten zwischen konkurrierenden Individuen einer
Generation entspricht im Mittel der Schrittweiten-Variation von einer Ge-
neration zur na¨chsten. Hier liegt ein Konﬂikt vor: Einerseits sollten die In-
dividuen einer Generation unterschiedliche Schrittweiten haben, damit die
Selektion einer gu¨nstigen Schrittweite erfolgen kann, andererseits du¨rfen
die A¨nderungen der Schrittweiten in der Generationenfolge nicht zu groß
sein, um zufallsbedingte Schwankungen zu vermeiden.
Um diese Nachteile zu beseitigen, wurde das Prinzip der Derandomisierten
Schrittweitenkontrolle entwickelt [OGH94a]. Na¨here Ausfu¨hrungen zu dieser
Schrittweitenanpassung sind auch in [OGH94b] zu ﬁnden, in [BNSW00] wird
die Anwendung dieses Verfahrens zur Optimierung von Tragﬂa¨chen vorgestellt.
Die Menge Mmutj wird entweder aus allen durch Mutationsschritte gene-
rierten Individuen xMutation oder aus allen Individuen xMutation, die eine
bestimmte Anforderung bezu¨glich des verwendeten Gu¨temaßes erfu¨llen, oder
zu einem Teil aus Individuen xMutation, die eine bestimmte Mindestgu¨te
aufweisen, und zu einem Teil aus Individuen der Menge Mrekj gebildet.
Von Kahlert wird beispielsweise ein sogenannter Mutations-Letalfaktor
eingefu¨hrt, u¨ber den eingestellt wird, in welchem Maße sich das Individuum
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xMutation gegenu¨ber dem Individuum, aus dem es durch einen Mutationsschritt
hervorgegangen ist, verschlechtern darf [Kah91, Kah95] (s. Fußnote 2 auf
Seite 38).
Alle in dieser Arbeit eingesetzten Evolutionsstrategien verwenden eine Variante
der Mutation, bei der alle λ Individuen der Menge Mrekj im Programmschritt
Mutation einmalig modiﬁziert werden. Es kommt die Selbstadaption der
Schrittweiten nach Schwefel zum Einsatz. Die Menge Mmutj setzt sich zum
einen aus allen Individuen xMutation zusammen, die, bezogen auf mindestens
ein Gu¨tekriterium, einen gu¨nstigeren Gu¨tewert aufweisen als die Individuen
xNachkomme, aus denen sie generiert wurden. Um stets λ Individuen in der
Menge Mmutj zu gewa¨hrleisten, werden zum anderen die Individuen xNachkomme
zu der Menge Mmutj hinzugefu¨gt, die, bezogen auf alle Gu¨tekriterien, identische
oder gu¨nstigere Gu¨tewerte aufweisen als die Individuen xMutation, die aus ihnen
durch Mutationsschritte erzeugt wurden.
Die Menge Mmutj setzt sich also zuna¨chst aus den gleichen Individuen zusam-
men wie die MengeMrekj , wobei diejenigen Individuen xNachkomme durch die aus
ihnen jeweils entstandenen Individuen xMutation ersetzt werden, die durch den
Programmschritt Mutation, bezogen auf mindestens ein Gu¨tekriterium, verbes-
sert werden konnten. Diese Vorgehensweise resultiert aus der U¨berlegung, dass
nur solche Individuen xMutation und die zugeho¨rigen modiﬁzierten Schrittwei-
ten fu¨r den weiteren Optimierungsprozess verwendet werden sollen, die zu einer
Verbesserung in mindestens einem Gu¨tekriterium gefu¨hrt haben.
4.1.4 Selektion
Das Ziel der Selektion besteht darin, aus einer gro¨ßeren Menge von Individuen
x diejenigen auszuwa¨hlen, die fu¨r den weiteren Optimierungsprozess nu¨tzlich
sein ko¨nnten und somit beibehalten werden sollen bzw. diejenigen Individuen
auszusondern und zu eliminieren, die fu¨r den weiteren Optimierungsprozess
voraussichtlich nicht nu¨tzlich sein werden. Die Prognose daru¨ber, ob ein Vektor
x fu¨r den weiteren Optimierungsprozess verwendet werden soll, richtet sich
danach, wie der Vektor mittels des Gu¨temaßes bewertet wird.
Es wird unterschieden zwischen einer Plus-Strategie und einer Komma-Strategie.
Bei einer Plus-Strategie ((µ + λ)-Strategie) wird in der Standard-Variante
die Vereinigungsmenge der µ Eltern-Individuen der Menge Mj und der λ
Nachkommen-Individuen der Menge Mmutj gebildet. Aus dieser Vereinigungs-
menge wird durch den Programmschritt Selektion die Menge Mj+1 gebildet.
46 KAPITEL 4. SCHWACHSTELLEN-ANALYSE VON OPTIMIERUNGSVERFAHREN
Durch den Programmschritt Selektion werden also die fu¨r den weiteren Opti-
mierungsprozess nu¨tzlichsten Individuen aus der Gruppe der Eltern-Individuen
und der Nachkommen-Individuen der Menge Mmutj ausgewa¨hlt. Diese bilden
die Menge der Eltern-Individuen der Generation j + 1. Bei dieser Vorgehens-
weise ist es mo¨glich, dass ein Individuum u¨ber viele Generationen hinweg Teil
des Optimierungsprozesses bleibt.
Wird hingegen eine Komma-Strategie ((µ, λ)-Strategie) eingesetzt, so wird der
Programmschritt Selektion nur auf die λ Individuen der Menge Mmutj ange-
wendet und aus dieser Menge wird durch den Programmschritt Selektion die
Menge Mj+1 gebildet. Somit werden die Eltern-Individuen der Generation j
nicht mehr im Programmschritt Selektion beru¨cksichtigt. Es werden die nu¨tz-
lichsten Individuen aus der Menge der Nachkommen-Individuen aus Mmutj zu
Eltern-Individuen fu¨r die Generation j + 1.
Es sind auch Mischformen aus beiden Strategien mo¨glich. Beispielsweise kann
die ‘Lebensdauer’ der Individuen bei Verwendung der Plus-Strategie auf ei-
ne bestimmte Anzahl an Generationen begrenzt werden. Hierdurch wird eine
fru¨hzeitige Konvergenz des Optimierungsprozesses gegen die Bereiche im Such-
raum verhindert, die bereits von relativ gut bewerteten Individuen besetzt sind.
Es wird also ermo¨glicht, dass bessere Bereiche innerhalb des Suchraums unter-
sucht und von Individuen besetzt werden.
Weitere Einzelheiten zur formalen Darstellung der verschiedenen Plus- und
Komma-Strategien sind in [SHF94] zu ﬁnden. Zur Festlegung der Strategie-
parameter µ und λ sei beispielsweise auf [Sch87] verwiesen. Fu¨r ein bestimmtes
Gu¨temaß wird gezeigt, dass µ = 15 und λ = 100 zu einem gu¨nstigen Ver-
lauf des Optimierungsprozesses fu¨hren. Schwefel verdeutlicht außerdem die
Nachteile, die durch Anwendung einer (µ + λ)-Strategie entstehen ko¨nnen. Es
kann vorkommen, dass Individuen mit ungu¨nstigen Schrittweiten durch gu¨nsti-
ge Gu¨tewerte nicht aus dem Optimierungsprozess ausgesondert werden. Dies ist
fu¨r die Anpassung der Schrittweiten an die Gu¨telandschaft hinderlich. Durch
Verwendung einer (µ, λ)-Strategie haben Individuen mit gu¨nstigen Gu¨tewerten,
aber schlecht angepassten Schrittweiten, eine weniger starke Wirkung auf den
Optimierungsprozess. Beispielsweise durch Mutationsschritte, die zu schlech-
ter bewerteten Individuen fu¨hren, werden die mutierten Individuen und damit
die schlecht angepassten Schrittweiten aus dem Optimierungsprozess eliminiert.
Der Vorteil der Komma-Strategie besteht somit darin, dass eine Anpassung der
Schrittweiten erleichtert wird, nachteilig kann hingegen sein, dass bereits ge-
fundene, als gut bewertete Vektoren x wieder ‘vergessen’ werden, wenn sie mit
einer ungu¨nstigen Schrittweite verbunden sind.
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Bei den im Rahmen dieser Arbeit eingesetzten Evolutionsstrategien wurde
eine (µ + λ)-Strategie verwendet, damit bereits gefundene, als gut bewertete
Vektoren x den weiteren Optimierungsprozess positiv beeinﬂussen. Durch die
neu entwickelten Strategieelemente zur verbesserten Breitensuche werden die
Nachteile, die eine Plus-Strategie aufweist, relativiert.
Bei den existierenden Selektionsmechanismen wird unterschieden, ob ein
skalares oder ein multikriterielles Optimierungsproblem vorliegt (s. Kapitel 3).
Bei skalaren Optimierungsproblemen besteht die ga¨ngigste Strategie in
der Selektion mit Ranking. Hierbei werden alle Individuen der Menge Mmutj
(Komma-Strategie) bzw. der Vereinigungsmenge Mmutj ∪Mj (Plus-Strategie)
entsprechend ihrer Gu¨tewerte sortiert. Die µ Individuen, die die gu¨nstigsten
Gu¨tewerte aufweisen, werden in der Menge Mj+1 zusammengefasst. Die Stra-
tegieparameter dieser µ besten Individuen werden unvera¨ndert u¨bernommen.
Diese Menge der Eltern-Individuen der Generation j + 1 ergibt sich also durch
Auswahl der besten bzw. Elimination der schlechtesten Individuen.
Eine spezielle Variante der Selektion mit Ranking wird von Kahlert vorge-
stellt [Kah91, Kah95]. Diese Variante wird Selektion mit Einnischung genannt.
Das Ziel besteht darin, eine fru¨hzeitige Konvergenz des Optimierungsprozesses
gegen ein lokales Optimum zu verhindern und stattdessen durch die Besetzung
mehrerer Optima mit Individuen erho¨hte Chancen zu schaﬀen, ein globales
Optimum zu ermitteln. Jedem Individuum x der Menge, die dem Programm-





mit β > 0, x = xopt. (4.19)
Hierbei ist xopt das Individuum aus der Menge, auf die der Programmschritt
Selektion wirkt, das den besten Gu¨tewert aufweist. Der zugeho¨rige Gu¨tewert
ist Qopt. Die Gu¨tewerte der Nischen-Individuen sollen mo¨glichst gu¨nstig sein,
also einen mo¨glichst geringen Zahlenwert haben. Aus diesem Grund beﬁndet
sich im Za¨hler die Diﬀerenz zum derzeitig optimalen Gu¨tewert. Gleichzeitig soll
der ra¨umliche Abstand der Nischen-Individuen zum derzeitig besten Individu-
um mo¨glichst groß sein. Somit ist der Euklidische Abstand zum derzeit besten
Individuum im Nenner sinnvoll. Hier sei aber angemerkt, dass stark unterschied-
liche Gro¨ßenordnungen der zu optimierenden Parameter es erforderlich machen,
diesen Euklidischen Abstand innerhalb eines auf die Bereichsbreiten des Such-
raums xmax − xmin normierten Raumes zu verwenden. Durch den Exponenten
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β kann dieser Euklidische Abstand gewichtet werden. Laut Kahlert ist ein
Wert β > 2 empfehlenswert, da so das Verlassen einer quadratischen Senke
ermo¨glicht wird und viele Gu¨telandschaften in der Umgebung eines Optimums
na¨herungsweise quadratisch verlaufen.
Es werden so viele Nischen-Individuen ausgewa¨hlt, wie vom Anwender fest-
gelegt wurde. Hierbei werden die Individuen mit den kleinsten Einnischungs-
Kennwerten verwendet. Die Gro¨ße der Population, die aus dem Programm-
schritt Selektion hervorgeht, wurde ebenfalls festgelegt. Diese Population setzt
sich aus den Nischen-Individuen und den Individuen der Menge, die dem Pro-
grammschritt Selektion zugefu¨hrt wurde, zusammen, die die gu¨nstigsten Gu¨te-
werte aufweisen.
Wie bereits oben erwa¨hnt, weist diese Strategie zwei Nachteile auf: Die
Anzahl der Nischen-Individuen muss vom Anwender vorgegeben werden, was
bei einer unbekannten Gu¨telandschaft schwierig ist. Des Weiteren kann der
Fall auftreten, dass sich mehrere Nischen-Individuen in demselben lokalen
Optimum ansammeln. Dieser Fall kann verhindern, dass eine gro¨ßere Anzahl
lokaler Optima besetzt wird.
Die sogenannte Roulette-Wheel-Selektion – auch Proportionale Selektion
genannt – ist beim Einsatz Genetischer Algorithmen u¨blich [Spr95, Spr99].
Sie kann aber in geeignet modiﬁzierter Weise auch bei Evolutionsstrategien
eingesetzt werden. Hierbei geschieht die Auswahl der Individuen der Menge
Mj+1 zufallsabha¨ngig. Die Wahrscheinlichkeit, mit der ein Individuum als
neues Eltern-Individuum ausgewa¨hlt wird, ist um so gro¨ßer, je besser der ihm
zugeordnete Gu¨tewert ist. Im Folgenden wird die Roulette-Wheel-Selektion
zur Bildung der Menge Mj+1 formal dargestellt:
Die Ausgangsmenge Kj ist abha¨ngig davon, ob eine Plus- oder eine Komma-
Strategie eingesetzt wird:
Kj =
{ Mmutj bei (µ, λ)-Strategie,
Mmutj ∪Mj bei (µ + λ)-Strategie.
(4.20)
Von der Wahl einer Plus- oder Komma-Strategie ha¨ngt somit auch die Anzahl
k˜ der zur Menge Kj geho¨renden Individuen ab:
k˜ =
{
λ bei (µ, λ)-Strategie,
µ + λ bei (µ + λ)-Strategie.
(4.21)
Die Roulette-Wheel-Selektion la¨uft folgendermaßen ab:
1. M¯j,0 = Kj (Restmenge der noch nicht ausgewa¨hlten Individuen)
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2. Pj,0 = {} (Menge der ausgewa¨hlten Individuen)
3. Schleife 1: wiederhole fu¨r i = 1, . . . , µ : (fu¨r jeden Auswahlschritt)










, xν, xη ∈ M¯j,i−1, Q(x) > 0 (4.22)
Ende Schleife 2
xZufall = {xj˜ ∈ M¯j,i−1 | j˜ = max(jˆ | CDF (jˆ) ≤ Gi [0...1])}
M¯j,i = M¯j,i−1 \ {xZufall}
Pj,i = Pj,i−1 ∪ {xZufall}
Ende Schleife 1
4. Mj+1 = Pj,µ.
Im Gegensatz zum Einsatz der Roulette-Wheel-Selektion im Rahmen der
Genetischen Algorithmen [Spr95, Spr99] kann hier jedes Individuum nur
einmal ausgewa¨hlt und zur Menge der Eltern-Individuen der na¨chsten Ge-
neration hinzugefu¨gt werden. Gleichung (4.22) muss deshalb jedes mal neu
ausgewertet werden, wenn ein Individuum ausgewa¨hlt wurde. Durch Gleichung
(4.22) ergibt sich die sogenannte Kumulative Dichtefunktion. Hier wurde in
der Gleichung beru¨cksichtigt, dass Minimierungsprobleme betrachtet werden
(durch Kehrwertbildung der Gu¨tewerte in den Summen).
Im Gegensatz zur Selektion mit Ranking oder zur Roulette-Wheel-Selektion
handelt es sich bei der Selektion durch Turniere um eine dezentrale Se-
lektionsstrategie. Es existiert keine u¨bergeordnete Autorita¨t, durch die der
Programmschritt Selektion u¨berwacht und gesteuert wird. Vielmehr ﬁnden bei
der Selektion durch Turniere mehrere Teilselektionen statt. Die Selektion durch
Turniere ist ebenfalls aus dem Bereich der Genetischen Algorithmen bekannt
[BT95, MG95]. Zur Lo¨sung von Optimierungsproblemen, die durch Rauschen
beeinﬂusst werden (s. Abschnitt 3.3), wird eine Selektion durch Turniere ha¨uﬁg
eingesetzt [MG95].
Abbildung 6.1 verdeutlicht schematisch einen mo¨glichen Ablauf einer Selektion
durch Turniere. Der Programmschritt Selektion ist hier dadurch gekennzeichnet,
dass aus der Ausgangsmenge Kj durch j¯max Aussonderungsschritte Ej,j¯ mit
j¯ = 1, . . . , j¯max solche Individuen eliminiert werden, die im Sinne des Gu¨temaßes
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ungu¨nstige Gu¨tewerte aufweisen. Jeder Aussonderungsschritt Ej,j¯ besteht dabei
aus der Teilmengenbildung und der Elimination.
Bei der Teilmengenbildung wird fu¨r die im Rahmen dieser Arbeit herangezo-
gene Evolutionsstrategie eine echte Teilmenge, bestehend aus mindestens zwei
Individuen der Restmenge der in den vorangegangenen Aussonderungsschritten
noch nicht eliminierten Individuen der Ausgangsmenge Kj, gebildet. Die Rest-
menge ist fu¨r j¯ = 0 durch Kj gegeben. Bei der Teilmengenbildung ist eine nahe
liegende Vorgehensweise, aus allen Individuen der Restmenge eine bestimmte
Anzahl zufa¨llig zu ziehen, wobei jedes Individuum mit gleicher Wahrscheinlich-
keit gezogen wird.
Neue Ansa¨tze, die im Rahmen dieser Arbeit entwickelt wurden, werden in den
Abschnitten 6.1 und 6.2 detailliert beschrieben. Es wird eine erste Vorgehens-
weise vorgestellt, bei der die Teilmengenbildung durch den mit Hilfe einer Vek-
tornorm ‖ ‖ durch ‖xh − xm‖ deﬁnierten x-Abstand mindestens eines Paa-
res zweier Individuen (xh,xm) der Restmenge beeinﬂusst wird. Somit wird die
Turnierbildung unter Beru¨cksichtigung des ra¨umlichen Abstands der Individu-
en vorgenommen. In einer zweiten Vorgehensweise beeinﬂussen sowohl der x-
Abstand von Paaren zweier Individuen als auch der Gu¨tewert eines Individuums
die Teilmengenbildung.
Bei der anschließenden Elimination wird – wenn mo¨glich – mindestens ein In-
dividuum aus jeder Teilmenge Mj,j¯ eliminiert, das innerhalb der Teilmenge
vergleichsweise schlecht im Sinne des Gu¨temaßes bewertet wurde. Die zuletzt
erhaltene Restmenge M¯j,j¯max wird als Menge der Eltern-Individuen fu¨r die Ge-
neration j + 1 verwendet. Die Strategieparameter der Individuen aus M¯j,j¯max
werden unvera¨ndert fu¨r die Programmschritte der na¨chsten Generation u¨ber-
nommen.
In der im Rahmen dieser Arbeit zu Vergleichszwecken verwendeten Standard-
Evolutionsstrategie ESstd (s. Kapitel 6 und Kapitel 7) wurde eine Selektion mit
Ranking ohne Einnischung eingesetzt.
Bei multikriteriellen Optimierungsproblemen besteht die wesentliche Schwie-
rigkeit darin, eine in der Regel kontinuierliche Menge von Vektoren x, die
Pareto-Menge X , durch eine endliche Anzahl von Individuen mo¨glichst
gleichma¨ßig abzudecken. Bei vielen Varianten der Evolutionsstrategien liegen
die Deﬁzite darin, dass die Individuen auf einen oder mehrere ausgezeichnete
Punkte der Pareto-Menge zustreben, aber keine ausreichend gleichma¨ßige
Abdeckung der gesamten Pareto-Menge erreicht wird.
Der Versuch, ein multikriterielles Optimierungsproblem unter Verwendung ei-
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ner skalaren Ersatzfunktion als Gu¨temaß zu lo¨sen, weist die in Abschnitt 3.2
beschriebenen Nachteile auf. Auch bei Variation der Gewichtungsfaktoren nach
Gleichung (3.9) werden u. U. nicht alle Punkte der Pareto-Menge durch den
Optimierungsprozess approximierbar.
Die in [Kah91, Kah95] vorgestellte Methode der Einnischung wird ebenfalls
zur Lo¨sung multikriterieller Optimierungsprobleme empfohlen. Dabei wird der
Einnischungs-Kennwert jedes Individuums bezu¨glich jedes vorliegenden Gu¨te-
kriteriums nach Gleichung (4.19) bestimmt. Fu¨r jedes Gu¨tekriterium wird dann
die festgelegte Anzahl an Nischen-Individuen aus der Menge der mutierten oder
nicht mutierten Individuen nach dem Programmschritt Mutation und aller bei
der Rekombination erzeugten Individuen ausgewa¨hlt. Hierbei werden wieder
kleine Einnischungs-Kennwerte bevorzugt. Die Nischen-Individuen werden – wie
auch bei Vorliegen eines skalaren Optimierungsproblems – zusammen mit ei-
ner festgelegten Anzahl weiterer Individuen, die entsprechend ihrer Bewertung
mittels des Gu¨temaßes ausgewa¨hlt werden, dem Programmschritt Mutation der
na¨chsten Generation zugefu¨hrt (s. Fußnote 2 auf Seite 38).
In [SV01] werden unter dem Oberbegriﬀ Pareto-basierte Methoden Varian-
ten der Evolutionsstrategie zusammengefasst, die das Ziel haben, die gesamte
Pareto-Menge zu ermitteln:
Bei der Optimierung nach wechselnden Zielen werden in jedem Programm-
schritt Selektion anteilig alle einzelnen Gu¨tekriterien beru¨cksichtigt. Bei k Gu¨te-
kriterien besteht eine neue Elternpopulation dann zu 1/k aus Individuen, die
nach jeweils einem der Gu¨tekriterien ausgewa¨hlt wurden. Durch diese Vorge-
hensweise werden in der Regel nur einzelne Punkte der Pareto-Menge, und zwar
die Optima der einzelnen Gu¨tekriterien, na¨herungsweise erreicht, die gesamte
Pareto-Menge wird nicht approximiert.
Als weitere Pareto-basierte Methoden werden die Pareto-Selektion, die
Wettkampf-Pareto-Selektion und die Rangbasierte Selektion erla¨utert.
Bei der Pareto-Selektion ist die neue Elternpopulation Mj+1 die Menge der
paarweise nicht vergleichbaren Individuen der Menge Kj nach Gleichung (4.20).
Nachteilig ist hier, dass zur Bestimmung der paarweise nicht vergleichbaren
Individuen in jedem Programmschritt Selektion ein Vergleich innerhalb aller
mo¨glichen Paarbildungen von Individuen erforderlich ist. Die Anzahl der Eltern-
Individuen ist in jeder Elternpopulation unbestimmt. Ein starkes Anwachsen
der Populationsgro¨ße von Mj ist bei Einsatz einer Plus-Strategie um so wahr-
scheinlicher, je na¨her man dem Ziel der Optimierung – Auﬃnden der Pareto-
Menge – kommt. Somit steigt bei Einsatz einer Plus-Strategie auch der Aufwand
fu¨r den paarweisen Vergleich aller Individuen aus Kj stark an.
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Bei der Wettkampf-Pareto-Selektion wird in jedem Programmschritt Selektion
zuna¨chst die Menge der paarweise nicht vergleichbaren Individuen der Menge
Kj bestimmt und in die neue Elternpopulation Mj+1 u¨bernommen. Aus der
Menge der restlichen Individuen aus Kj wird wieder die Menge der paarweise
nicht vergleichbaren Individuen bestimmt und zur neuen Elternpopulation hin-
zugefu¨gt. So wird verfahren, bis die eingestellte Anzahl an Eltern-Individuen
erreicht ist. Es besteht eine starke A¨hnlichkeit zur Pareto-Selektion. Auch hier
kann es bei Einsatz einer Plus-Strategie zu einem starken Anwachsen der Po-
pulationsgro¨ße der Elternpopulation Mj kommen.
Bei der Rangbasierten Selektion werden ebenfalls mehrere ‘Wahlga¨nge’ durch-
gefu¨hrt, bei denen aus der Menge der restlichen Individuen aus Kj jeweils die
paarweise nicht vergleichbaren Individuen ermittelt werden. Diese werden aber
nicht unmittelbar in die neue Elternpopulation u¨bernommen, sondern in ei-
ne Zwischengruppe eingefu¨gt. Die Individuen erhalten je nach Wahlgang eine
Selektionswahrscheinlichkeit, mit der anschließend die Individuen der neuen
Elternpopulation Mj+1 aus allen Individuen der Zwischengruppe ausgewa¨hlt
werden.
In [SV01] wird eine Kombination aus Pareto-Selektion und Rangbasierter
Selektion eingesetzt.
In [Hor97] wird ein U¨berblick u¨ber aus der Literatur bekannte Vorge-
hensweisen bei multikriteriellen Optimierungsproblemen gegeben.
Generell muss bei der simultanen Optimierung mit mehreren Gu¨tekrite-
rien ein Kompromiss zwischen den beiden prinzipiell zur Verfu¨gung stehenden
Vorgehensweisen geschlossen werden. Beide Varianten weisen Vor- und
Nachteile auf, die gegeneinander abzuwa¨gen sind.
Eine mo¨gliche Strategie kann darin bestehen, keine bereits gefundenen guten
Vektoren x wieder aufzugeben. Diese Strategie harmoniert gut mit der Plus-
Strategie, die im Fall eines skalaren Gu¨temaßes gerade dazu fu¨hrt, dass sich
nie eine Verschlechterung des besten Individuums von einer Elternpopulation
zur na¨chsten einstellen kann (außer durch Schwankungen in der Gu¨tebewer-
tung, beispielsweise durch Rauschen). Gute Individuen x werden beibehalten
und ko¨nnen nur durch besser bewertete Individuen in der Folge der Eltern-
populationen abgelo¨st werden. Bei der multikriteriellen Optimierung legt diese
Strategie nahe, nur solche Individuen im Programmschritt Selektion zu elimi-
nieren, die von mindestens einem anderen Individuum dominiert werden. Dies
kann bei Verwendung der Plus-Strategie dazu fu¨hren, dass die Gro¨ße der El-
ternpopulation stark ansteigt, was je nach Ausgestaltung der Strategie zu einem
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stark ansteigenden Rechenaufwand im Programmschritt Selektion fu¨hren kann.
Wird die Strategie verfolgt, bereits gefundene gute Vektoren x aufzugeben, um
dadurch leichter bessere Vektoren zu ﬁnden, so macht der Einsatz der Komma-
Strategie Sinn. Die Komma-Strategie erleichtert die Anpassung der Strategie-
parameter der Individuen und kann durch die besser angepassten Strategiepa-
rameter mo¨glicherweise zu einem Vordringen in Bereiche des Suchraums fu¨hren,
das ohne diese gute Anpassung der Strategieparameter nicht erfolgt wa¨re. An-
dererseits werden bereits gefundene gute Einstellungen der Parametervektoren
x eventuell nicht an die nachfolgende Generation weitergegeben. Bei multikri-
teriellen Optimierungsproblemen legt diese Strategie den Ansatz nahe, unter
Umsta¨nden auch Individuen zu eliminieren, die von keinem anderen Indivi-
duum dominiert werden, also Bestandteil der Pareto-Menge sein ko¨nnten. Bei
Festlegung einer konstanten Populationsgro¨ße fu¨r die Elternpopulation kann
diese Elimination von nicht dominierten Individuen erforderlich werden, wenn
sich mehr paarweise nicht vergleichbare Individuen in der Menge Kj (s. Glei-
chung (4.20)) beﬁnden, als fu¨r die Populationsgro¨ße der Elternpopulation fest-
gelegt sind. Bei dieser Strategie kann es dann allerdings nicht zu einem stark
ansteigenden Rechenaufwand im Programmschritt Selektion kommen, der Re-
chenaufwand ist fu¨r jede Generation begrenzt.
4.1.5 Abbruchbedingung
Der Optimierungsprozess wird beendet, wenn erstmalig mindestens eine der
folgenden Abbruchbedingungen erfu¨llt ist:
• Eine vom Anwender vorgegebene maximale Generationenzahl kˆ wurde er-
reicht, d. h. eine maximale Anzahl an Durchla¨ufen des Zyklus Rekombina-
tion – Mutation – Selektion.
• Eine vom Anwender vorgegebene maximale Anzahl an Bewertungen mit-
tels des Gu¨temaßes wurde durchgefu¨hrt. Wie bereits oben erla¨utert, kosten
diese Gu¨tebewertungen in vielen praktischen Anwendungsfa¨llen die meiste
Zeit. In vielen Fa¨llen kann von der Generationenzahl ausgehend recht ein-
fach auf die Anzahl an Gu¨tebewertungen umgerechnet werden. Dies ist
jedoch nicht immer mo¨glich. Manchmal fehlen hierfu¨r notwendige Anga-
ben oder es wurde nicht mit einer konstanten Anzahl an Gu¨tebewertungen
pro Generation gearbeitet. Deshalb kann nur anhand der Angabe dieser
Anzahl ein fairer Vergleich zwischen unterschiedlichen Optimierungsver-
fahren oder verschiedenen Strategieelementen vorgenommen werden.
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• Wie bereits genannt, werden im Rahmen dieser Arbeit Minimierungspro-
bleme betrachtet. Bei der Lo¨sung skalarer Optimierungsprobleme kann
somit ein Schwellwert ρ fu¨r das Gu¨temaß angegeben werden, bei dessen
Auftreten innerhalb des Optimierungsprozesses dieser abgebrochen wer-
den soll und das Optimierungsproblem als gelo¨st angesehen wird. Wird
das Gu¨temaß so angesetzt, dass der optimale Gu¨tewert bei Null liegt, so
kann beispielsweise ein Schwellwert von ρ = 10−5 sinnvoll sein. Liegt hinge-
gen ein multikriterielles Optimierungsproblem vor, so ist das Auﬃnden der
gesamten Pareto-Menge – bzw. deren mo¨glichst genaue Approximation –
Ziel des Optimierungsprozesses. Da diese Pareto-Menge wohl kaum vorab
bekannt ist, macht ein Abbruchkriterium, das auf einem Schwellwert fu¨r
das Gu¨temaß basiert, bei multikriteriellen Optimierungsproblemen keinen
Sinn.
4.2 Hooke-Jeeves-Verfahren
Die Methode von Hooke und Jeeves [HJ61] wurde zur Lo¨sung eines skalaren
Optimierungsproblems im Rn ohne Nebenbedingungen mit einer unimodalen
Funktion als Gu¨temaß konzipiert. Der Ablauf des Verfahrens ist außerdem in
[Sch77, GZZ88, Bro96] beschrieben. Bei der Methode von Hooke und Jeeves –
im Folgenden auch Hooke-Jeeves-Verfahren genannt – handelt es sich um ein
Quasi-Gradientenverfahren. Es wird in einem zu untersuchenden Punkt x im
Parameterraum nicht der wirkliche Gradient bestimmt, sondern das Verfahren
arbeitet mit Suchschritten entlang der Koordinatenachsen.
In [Bro96] wurde das urspru¨ngliche Verfahren bereits so erweitert, dass es auch
fu¨r einen begrenzten Suchraum (s. Gleichung (3.3)) sinnvoll einsetzbar ist. Au-
ßerdem wurde der Schwellwert  > 0 eingefu¨hrt (Algorithmus s. u.). Im ur-
spru¨nglichen Algorithmus wird  = 0 verwendet.
Das Hooke-Jeeves-Verfahren arbeitet mit zwei ineinander verschachtelten
Teilalgorithmen. Die sogenannte Exploration (‘exploratory move’ [HJ61]) dient
der Erkundung der na¨heren Umgebung eines Punktes. In der sogenannten Ex-
trapolation (‘pattern move’ [HJ61]) werden gro¨ßere Suchschritte durchgefu¨hrt.
In dem Teilalgorithmus Exploration wird, ausgehend vom Punkt x =
(x1, . . . , xn), mit der skalaren Schrittweite s und mit dem Gu¨tewert Q(x) fol-
gendermaßen vorgegangen:




Q(x1 + s, x2, . . . , xn) < Q(x)
dann
x1neu = (x1 + s, x2, . . . , xn)
sonst
wenn
Q(x1 − s, x2, . . . , xn) < Q(x)
dann
x1neu = (x1 − s, x2, . . . , xn)
sonst
x1neu = x
2. Erkundung in x2-Richtung von x
1
neu aus mit s und dem Vergleichsgu¨tewert
Q(x1neu):
von x1neu aus wird durch Schritte mit der Schrittweite s in x2-Richtung
(entsprechend wie in 1.) erkundet, das Ergebnis ist x2neu
3. usw., das Ergebnis der gesamten Exploration ist xnneu
Fu¨r den gesamten Algorithmus wird ein Startpunkt x im Suchraum S festgelegt.
Die Startschrittweite s wird bestimmt, ebenso wie ein Variationsfaktor α mit
0 < α < 1 zur Verkleinerung der Schrittweite.
Das Hooke-Jeeves-Verfahren la¨uft wie folgt ab:
I. (1) Exploration von x aus mit s und dem Vergleichsgu¨tewert Q(x) liefert
xnneu
(2) wenn
Q(x)−Q(xnneu) >  (es konnte eine Verbesserung erreicht werden)
dann
weiter mit II.
sonst (es konnte keine Verbesserung erreicht werden)
1. s := α · s (Verkleinerung der Schrittweite, α = 0.5)
2. weiter mit I.
II. (1) Exploration von xnneu+(x
n










neu − x))−Q([xnneu + (xnneu − x)]nneu) > 
(Verbesserung)
dann
1. Extrapolationsschritt 1: x := xnneu





3. weiter mit II.
sonst (keine Verbesserung)
1. x := xnneu
2. weiter mit I.
Das Verfahren wird abgebrochen, wenn die Schrittweite s eine untere Grenze
smin unterschritten hat, wenn eine maximal zula¨ssige Anzahl an Bewertungen
mittels des Gu¨temaßes stattgefunden hat oder wenn ein minimaler Gu¨tewert ρ
unterschritten wurde. Der so erhaltene Punkt x ist das Optimierungsergebnis.
Laut [GZZ88] besteht der Vorteil des Hooke-Jeeves-Verfahrens darin, dass es
bei unimodalen Funktionen als Gu¨temaß schnell in die Na¨he des Minimums
fu¨hrt.
Soll das Hooke-Jeeves-Verfahren bei einem Gu¨temaß in Form einer nicht-
unimodalen Funktion eingesetzt werden, so ha¨ngt es von der Wahl des Start-
punktes und von der Festlegung der Startschrittweite ab, ob durch das Ver-
fahren das bzw. ein globales Optimum oder nur ein lokales Optimum gefunden
wird.
Fu¨r die letzte Phase der feineren Anna¨herung an ein Optimum sind nach




In diesem Kapitel werden die in dieser Arbeit als Gu¨temaß verwendeten analy-
tischen Testfunktionen vorgestellt. Es werden unterschiedliche Testfunktionen
eingesetzt, um zu vermeiden, dass die entwickelten Strategieelemente speziell
an die Optimierung einer einzigen Testfunktion angepasst werden, dann aber
durch diese spezielle Anpassung fu¨r andere Testfunktionen oder reale Optimie-
rungsprobleme nicht zu guten Ergebnissen fu¨hren.
Six-Hump-Camel-Back-Funktion [DS78]
Q(x) = 4 · x12 − 2.1 · x14 + 1
3
· x16 + x1 · x2 − 4 · x22 + 4 · x24 + 1.0316. (5.1)
Bei Verwendung dieser Testfunktion werden die einzustellenden Parameter in
folgenden Bereichen variiert:
−2.5 ≤ x1 ≤ 2.5
−1.5 ≤ x2 ≤ 1.5.
Als Gu¨te-Schwellwert fu¨r den Abbruch des Optimierungsprozesses wird bei die-
ser Funktion ein Wert von ρ = 10−5 verwendet. Die Funktion weist zwei globale
Optima (Minima) auf. Ziel des Optimierungsprozesses ist es, eines dieser beiden
globalen Optima mindestens mit der angegebenen Genauigkeit ρ zu ermitteln.
Ferner besitzt die Funktion 4 lokale Optima. Aufgrund der Genauigkeit von 10−4
des additiven Terms 1.0316 ko¨nnen bei dieser Funktion auch negative Funkti-
onswerte erreicht werden, die ebenfalls zum Abbruch des Optimierungsprozesses
fu¨hren. Die Funktion ist in Abbildung 5.1 dargestellt.

















Abbildung 5.1: Testfunktion Six-Hump-Camel-Back-Funktion, links: Q(x1, x2), rechts: Ho¨hen-
linien, d. h. Linien gleicher Funktionswerte Q(x1, x2).
Rastrigin-Funktion [SHF94]




2 − A · cos(2 · π · xi)) mit A = 10, (5.2)
fu¨r n = 2 ergibt sich:
Q(x) = 20 + (x1
2 − 10 · cos(2 · π · x1)) + (x22 − 10 · cos(2 · π · x2)). (5.3)
Die einzustellenden Parameter werden in folgendem Bereich variiert:
−5.12 ≤ xi ≤ 5.12 fu¨r i = 1, . . . , n.
Als Schwellwert fu¨r den Abbruch des Optimierungsprozesses wird bei dieser
Funktion ein Wert von ρ = 10−5 verwendet. Die Funktion weist ein globales
Optimum und zahlreiche lokale Optima auf. Die Funktion ist in Abbildung 5.2

























Abbildung 5.2: Testfunktion Rastrigin-Funktion bei Verwendung zweier Eingangsgro¨ßen x1 und
x2, links: Q(x1, x2), rechts: Ho¨henlinien, d. h. Linien gleicher Funktionswerte Q(x1, x2).
fu¨r n = 2 ergibt sich:
Q(x) = −x1 · sin(
√
|x1|)− x2 · sin(
√
|x2|). (5.5)
Die urspru¨ngliche Funktion nach Gleichung (5.4) bzw. Gleichung (5.5) wurde
so modiﬁziert, dass im globalen Optimum ein Funktionswert von Null auftritt
(mit einer Genauigkeit von 10−6, damit die Abbruchbedingung durch den Op-
timierungsprozess erreicht werden kann):






Die einzustellenden Parameter werden in folgendem Bereich variiert:
−500 ≤ xi ≤ 500 fu¨r i = 1, . . . , n.
Als Schwellwert fu¨r den Abbruch des Optimierungsprozesses wird bei dieser
Funktion ein Wert von ρ = 10−5 verwendet. Die Funktion besitzt ebenfalls ein
globales Optimum und mehrere lokale Optima. Da das globale Optimum in
einer Ecke des Suchraums liegt, ist das Optimierungsproblem je nach Lage der
Startpunkte fu¨r den Optimierungsprozess schwierig zu lo¨sen. Die Funktion ist
in Abbildung 5.3 fu¨r n = 2 dargestellt.

















Abbildung 5.3: Testfunktion nach Schwefel bei Verwendung zweier Eingangsgro¨ßen x1 und x2,





(100 · (xi2 − xi+1)2 + (1− xi)2), (5.7)
fu¨r n = 2 ergibt sich [Ros60]:
Q(x) = 100 · (x12 − x2)2 + (1− x1)2. (5.8)
Die einzustellenden Parameter werden in folgendem Bereich variiert:
−2.048 ≤ xi ≤ 2.048 fu¨r i = 1, . . . , n,
fu¨r den Sonderfall n = 2 werden folgende Grenzen der einzustellenden Parame-
ter verwendet:
−2 ≤ x1 ≤ 2
−1 ≤ x2 ≤ 3.
Als Schwellwert fu¨r den Abbruch des Optimierungsprozesses wird auch bei die-
ser Funktion ein Wert von ρ = 10−5 verwendet. Die Funktion weist ein globales
Optimum und keine weiteren Optima auf. Dennoch ist das durch diese Test-
funktion als Gu¨temaß gegebene Optimierungsproblem fu¨r viele Optimierungs-
verfahren schwierig zu lo¨sen, da das Optimum in einem Tal liegt, das diagonal
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Abbildung 5.4: Testfunktion Rosenbrock-Funktion bei Verwendung zweier Eingangsgro¨ßen x1
und x2, links: Q(x1, x2), rechts: Ho¨henlinien, d. h. Linien gleicher Funktionswerte Q(x1, x2).
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Kapitel 6
Neue Strategieelemente: Methodische
Konzeption und Nachweis der
Wirkungsweise
Herko¨mmliche Evolutionsstrategien zeichnen sich vielfach durch mangelnde
Breitensuche aus. Sie konvergieren nach nur wenigen Generationen gegen ein
Optimum. Bei einfach zu lo¨senden Optimierungsproblemen, die sich durch ei-
ne freundliche Gu¨telandschaft auszeichnen, besteht eine vergleichsweise hohe
Chance, dass es sich bei dem gefundenen Optimum um ein globales Optimum
handelt. In vielen praktischen Anwendungsfa¨llen handelt es sich aber um schwie-
riger zu lo¨sende Optimierungsprobleme mit dementsprechend zerklu¨fteter Gu¨te-
landschaft oder mit einer Gu¨telandschaft, die viele relative Optima aufweist.
Aus diesem Grund wurden bereits in [Nic99a] erste Strategieelemente vorge-
stellt, die zu einer versta¨rkten Breitensuche gegenu¨ber einer herko¨mmlichen
Evolutionsstrategie fu¨hren. Die neu eingefu¨hrten Strategieelemente betreﬀen
zum einen die Auswahl der verwendeten Eltern-Individuen im Programmschritt
Rekombination, zum anderen wurden die strategischen Neuerungen im Pro-
grammschritt Selektion eingebracht, der auf einer Selektion durch Turniere ba-
siert.
Durch die in diesem Kapitel vorgestellten neuen Strategieelemente soll ein
ausgewogener Kompromiss zwischen Breiten- und Tiefensuche erreicht werden
[KNL+03, Nic04].
6.1 Evolutionsstrategie mit wechselnder Breiten- und
Tiefensuche (ESWBT)
Die versta¨rkte Breitensuche soll durch die hier umgesetzte Strategie im Pro-
grammschritt Selektion beru¨cksichtigt, eine stark ausgepra¨gte Tiefensuche
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durch die im Programmschritt Rekombination eingebrachten Strategieelemente
realisiert werden. Insgesamt soll sich hier eine gegenu¨ber der Strategie ESstd
sta¨rker ausgepra¨gte Breitensuche wa¨hrend des Optimierungsprozesses einstel-
len.
Die hier vorgestellte Gesamtstrategie wird mit Evolutionsstrategie mit wech-
selnder Breiten- und Tiefensuche (ESWBT ) bezeichnet, da sich die einzelnen
Programmschritte innerhalb der Evolutionsstrategie und somit auch die
Ausrichtung auf eine versta¨rkte Breiten- oder eine versta¨rkte Tiefensuche
abwechseln.
Im Gegensatz zu herko¨mmlichen Rekombinationsstrategien, bei denen
die fu¨r einen Rekombinationsschritt herangezogenen Eltern-Individuen ha¨uﬁg
mit gleichverteilter Wahrscheinlichkeit zufallsabha¨ngig aus allen Eltern-
Individuen ausgewa¨hlt werden, wird bei der hier dargestellten Konzeption
des Programmschritts Rekombination die Auswahl der zu einem Rekombina-
tionsschritt herangezogenen Eltern-Individuen mit einer abstandsabha¨ngigen
Wahrscheinlichkeitsfunktion durchgefu¨hrt.
Es steht folgende Intention hinter dieser Wahrscheinlichkeitsfunktion: In der
Natur ko¨nnen Individuen nur dann gemeinsame Nachkommen haben, wenn
eine große genetische A¨hnlichkeit der Individuen besteht.
Als ra¨umlicher oder ‘genetischer’ Abstand zweier Individuen xh und xm wird








xi,max − xi,min , (6.1)
also die auf die Dimension n des Suchraums normierte Betragssummennorm
in einem – auf die Breite des Suchraums in jeder Dimension i – normierten
Suchraum verwendet.
Der Programmschritt Selektion ist bei ESWBT so ausgerichtet, dass hierdurch
die Komponente der Breitensuche beru¨cksichtigt wird. Auch hier wird eine
abstandsabha¨ngige Wahrscheinlichkeitsfunktion fu¨r die Selektion durch Tur-
niere verwendet. Die angestrebte Wirkungsweise ist hierbei, dass Turniere
hauptsa¨chlich in der ‘na¨heren Umgebung’ eines Individuums ausgetragen wer-
den. In der Natur rivalisieren Lebewesen, die den gleichen Lebensraum bzw. die
gleichen Nahrungsquellen nutzen. Je gro¨ßer die A¨hnlichkeit von Individuen ist,
desto sta¨rker ist in der Regel der Konkurrenzkampf. Dieser natu¨rliche Zustand
wird durch den Programmschritt Selektion nachgeahmt.
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6.1.1 ESWBT mit variabler Laufzeit: ES
Tvar
WBT
In einer ersten Variante von ESWBT la¨uft ein Rekombinationsschritt folgender-
maßen ab: Aus allen Individuen der Menge Mj (s. Abbildung 4.1) werden mit
gleichverteilter Wahrscheinlichkeit zwei Individuen xh und xm festgelegt. An-
schließend wird durch einen Zufallsgenerator entschieden, ob ein Rekombinati-
onsschritt unter Verwendung der beiden festgelegten Individuen durchgefu¨hrt





Rek mit σRek = 1. (6.2)
Der Wert σRek = 1 wurde empirisch ermittelt.
Durch den Zufallsgenerator wird eine gleichverteilte Zufallszahl
zRekombination = G[0...1] (6.3)
erzeugt. Der Rekombinationsschritt wird unter Verwendung der beiden fest-
gelegten Individuen durchgefu¨hrt, wenn zRekombination ≤ DRek(d) ist. Bei
zRekombination > DRek(d) wird der Rekombinationsschritt nicht durchgefu¨hrt und
es werden zwei neue Individuen xh und xm festgelegt. Ein Rekombinations-
schritt zwischen zwei festgelegten Individuen wird also mit gro¨ßerer Wahrschein-
lichkeit durchgefu¨hrt, wenn die Individuen zu einem kleinen Wert d(xh,xm)
fu¨hren. Jedes Individuum der Menge Mj kann hierbei mehrfach durch den Zu-
fallsgenerator festgelegt und auch mehrfach fu¨r einen Rekombinationsschritt
verwendet werden. Bei jedem durchgefu¨hrten Rekombinationsschritt werden
zwei Nachkommen-Individuen generiert (s. Abschnitt 4.1.2). So wird verfah-
ren, bis die eingestellte Anzahl λ an Nachkommen-Individuen generiert wurde.
Nachteilig an der hier beschriebenen Vorgehensweise ist, dass sich keine feste
Laufzeit fu¨r den Programmschritt Rekombination ergibt. Durch die Zufalls-
entscheidung ‘Rekombinationsschritt durchfu¨hren → ja/nein’ variiert die
Laufzeit des Programmschritts Rekombination insbesondere in Abha¨ngigkeit
der Konstellation der Individuen der Menge Mj im Suchraum.
Der Programmschritt Selektion der bereits genannten ersten Variante
von ESWBT wurde fu¨r den Fall eines skalaren Optimierungsproblems folgen-
dermaßen implementiert (s. Abbildung 6.1):
In jedem Aussonderungsschritt Ej,j¯ wird zuna¨chst bei der Teilmengenbildung
eine Teilmenge, bestehend aus zwei Individuen aus der Menge M¯j,j¯−1, gebildet


































Abbildung 6.1: Schematische Darstellung der Selektion durch Turniere.
und anschließend bei der Elimination das Individuum ausgesondert, das den
schlechteren Gu¨tewert aufweist.
Die Teilmengenbildung wird folgendermaßen vorgenommen: Es werden aus al-
len Individuen der Menge M¯j,j¯−1 mit gleichverteilter Wahrscheinlichkeit zwei
Individuen xh und xm festgelegt. Danach wird durch einen Zufallsgenerator
entschieden, ob eine Teilmengenbildung mit den beiden festgelegten Individuen
erfolgt. Hierzu wird die Wahrscheinlichkeitsfunktion aus Gleichung (6.2) mit
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Sel mit σSel = 0.14. (6.4)
Der Wert σSel = 0.14 wurde auch hier empirisch ermittelt.
Durch den Zufallsgenerator wird eine gleichverteilte Zufallszahl wie in Gleichung
(6.3) generiert:
zSelektion = G[0...1]. (6.5)
Die Teilmengenbildung wird mit den beiden festgelegten Individuen vorgenom-
men, wenn zSelektion ≤ DSel(d) ist, anderenfalls erfolgt die Teilmengenbildung
nicht und es werden zwei neue Individuen xh und xm bestimmt. Eine Teilmen-
genbildung wird also mit gro¨ßerer Wahrscheinlichkeit vorgenommen, wenn die
beiden festgelegten Individuen einen kleinen Wert d(xh,xm) aufweisen.
Jedes bisher noch nicht eliminierte Individuum der Restmenge M¯j,j¯ kann hier-
bei mehrfach durch den Zufallsgenerator festgelegt und auch mehrfach fu¨r eine
Teilmengenbildung verwendet werden. Ein eliminiertes Individuum entfa¨llt aus
der Restmenge und wird im Weiteren nicht mehr fu¨r den Optimierungsprozess
beru¨cksichtigt.
Auch im Programmschritt Selektion ergibt sich der oben genannte Nachteil,
dass durch die zufallsabha¨ngige Entscheidung ‘Teilmengenbildung durchfu¨hren
→ ja/nein’ keine feste Laufzeit vorliegt.
Diese erste Variante der Strategie ESWBT wird aufgrund der variablen Pro-
grammdauer der einzelnen Programmschritte mit ESTvarWBT bezeichnet. [Nic99a]
6.1.2 ESWBT mit konstanter Laufzeit: ES
Tconst
WBT
Der dargestellte Mangel der nicht exakt festgelegten Laufzeit einzelner Pro-
grammschritte wurde in einer zweiten Variante der Strategie ESWBT gemildert.
Diese zweite Variante wird im Folgenden mit ESTconstWBT bezeichnet. Die zweite Va-
riante beinhaltet eine a¨hnliche Wirkungsweise wie die Variante ESTvarWBT . Auch
hier soll durch den Programmschritt Rekombination eine versta¨rkte Tiefensu-
che realisiert und durch den Programmschritt Selektion eine stark ausgepra¨gte
Breitensuche erzielt werden.
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Abbildung 6.2: Wahrscheinlichkeitsfunktion mit σRek = 1 fu¨r einen Rekombinationsschritt (a)
bzw. mit σSel = 0.14 fu¨r eine Teilmengenbildung (b) in der Variante ES
Tvar
WBT .
Hierzu wird bei einem Rekombinationsschritt folgendermaßen vorgegangen:
Aus allen Individuen der Menge Mj wird mit gleichverteilter Wahrschein-
lichkeit ein Referenzindividuum xref bestimmt. Allen restlichen Individuen xh
der Menge {Mj\xref} wird in Abha¨ngigkeit von ihrem ra¨umlichen Abstand
zu dem festgelegten Referenzindividuum eine sogenannte Rekombinations-
Wahrscheinlichkeitsdichte PRek(xh) zugewiesen, die die Rekombinationswahr-
scheinlichkeit wie in der Variante ESTvarWBT nach Gleichung (6.2) verwendet. Auch





Rek mit σRek = 1.






Die Rekombinations-Wahrscheinlichkeitsdichte fu¨r ein Individuum xh ergibt
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Anschließend wird unter Beru¨cksichtigung der Rekombinations-
Wahrscheinlichkeitsdichten PRek(xi) aller Individuen der Menge {Mj\xref}
aus allen restlichen Individuen mit Hilfe eines Zufallsgenerators ein Indi-
viduum bestimmt, das fu¨r den Rekombinationsschritt zusammen mit xref
verwendet wird. Diese Auswahl des zweiten Eltern-Individuums geschieht
in Anlehnung an die Roulette-Wheel-Selektion (s. Abschnitt 4.1.4). Der
Vorgang kann so veranschaulicht werden, dass jedem Individuum der Menge
{Mj\xref} entsprechend seiner Rekombinations-Wahrscheinlichkeitsdichte
ein bestimmtes Winkelstu¨ck auf einem virtuellen Roulette-Rad zugewiesen
wird. Durch den Zufallsgenerator wird dann die Halteposition des Roulette-
Rades bestimmt. Die Gro¨ße des Winkelstu¨cks ist hierbei proportional zur
Rekombinations-Wahrscheinlichkeitsdichte. Bei großer Rekombinations-
Wahrscheinlichkeitsdichte ist somit die Wahrscheinlichkeit, mit der das
Roulette-Rad innerhalb dieses Winkelstu¨cks zum Stillstand gelangt und
das entsprechende Individuum zu einem Rekombinationsschritt mit dem
Referenzindividuum verwendet wird, ebenfalls groß. Die Zufallsentscheidung
‘Rekombinationsschritt durchfu¨hren → ja/nein’ entfa¨llt also, da in jedem
Fall ein Rekombinationsschritt erfolgt. Somit kann eine feste Laufzeit fu¨r den
Programmschritt Rekombination garantiert werden. Auch bei ESTconstWBT kann
jedes Individuum der Menge Mj mehrfach fu¨r einen Rekombinationsschritt
verwendet werden. Auch hier werden bei jedem durchgefu¨hrten Rekombina-
tionsschritt zwei Nachkommen-Individuen erzeugt und der Programmschritt
Rekombination wird durchlaufen, bis λ Nachkommen-Individuen generiert
wurden.
Im Programmschritt Selektion erfolgt die Selektion durch Turniere fu¨r
den Fall eines skalaren Optimierungsproblems so, dass bei jedem Aussonde-
rungsschritt Ej,j¯ aus allen Individuen der Menge M¯j,j¯−1 mit gleichverteilter
Wahrscheinlichkeit ein Referenzindividuum xref bestimmt wird. Allen restli-
chen Individuen xh der Menge {M¯j,j¯−1\xref} wird in Abha¨ngigkeit von ihrem
ra¨umlichen Abstand zu dem festgelegten Referenzindividuum eine sogenannte
Kampf-Wahrscheinlichkeitsdichte zugewiesen, die unter Verwendung von





Sel mit σSel = 0.2.
Hier wird allerdings ein Wert von σSel = 0.2 verwendet.
Analog zu der Vorgehensweise im Programmschritt Rekombination wird auch
in einem Aussonderungsschritt die Summe u¨ber die Werte DSel(xi,xref) u¨ber
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und die Kampf-Wahrscheinlichkeitsdichte fu¨r ein Individuum xh aus dem Quo-







Danach wird unter Beru¨cksichtigung der Kampf-Wahrscheinlichkeitsdichten
PSel(xi) aus allen Individuen der Menge {M¯j,j¯−1\xref} mit Hilfe eines Zufalls-
generators ein Individuum bestimmt, das zusammen mit xref die Teilmenge
Mj,j¯ bildet und in einem Turnier gegen xref antreten muss. Das Individu-
um aus der Teilmenge, das den schlechteren Gu¨tewert aufweist, wird durch
die Elimination aus dem Optimierungsprozess ausgesondert. Die Auswahl des
Turniergegners von xref geschieht hier ebenfalls in Anlehnung an die Roulette-
Wheel-Selektion. Bei großer Kampf-Wahrscheinlichkeitsdichte wird einem In-
dividuum aus der Menge {M¯j,j¯−1\xref} ein großes Winkelstu¨ck auf dem vir-
tuellen Roulette-Rad zugewiesen, bei kleiner Kampf-Wahrscheinlichkeitsdichte
ist auch das Winkelstu¨ck klein. Ist die Kampf-Wahrscheinlichkeitsdichte groß,
so besteht eine große Wahrscheinlichkeit, dass das entsprechende Individuum
zu einem Turnier gegen das Referenzindividuum antreten muss. Die Zufallsent-
scheidung ‘Teilmengenbildung durchfu¨hren → ja/nein’ entfa¨llt, es wird in jedem
Fall eine Teilmengenbildung vorgenommen.
Jedes bisher noch nicht eliminierte Individuum der Restmenge M¯j,j¯ kann auch
hier mehrfach durch den Zufallsgenerator festgelegt und somit mehrfach fu¨r eine
Teilmengenbildung verwendet werden. Ein eliminiertes Individuum entfa¨llt aus
der Restmenge und somit aus dem weiteren Optimierungsprozess.
Somit kann eine feste Laufzeit fu¨r den Programmschritt Selektion garantiert
werden, es sei denn, es tritt der in praktischen Anwendungsfa¨llen unwahr-
scheinliche Fall exakt gleicher Gu¨tewerte mehrerer Individuen auf. Bei diesem
Sonderfall kann unter Umsta¨nden bei einem Turnier kein Verlierer ausﬁndig
gemacht und eliminiert werden. Die Teilmengenbildung wird in diesem Fall so
oft wiederholt, bis eine Elimination eines Individuums aus der Teilmenge Mj,j¯
vorgenommen werden kann. Dieser Sonderfall mehrerer exakt gleich bewerteter
Individuen in einer Population kann bei jeder Variante der Evolutionsstrategie
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auftreten. Wird eine Selektion durch Turniere durchgefu¨hrt, so muss er geson-
dert gehandhabt werden. Generell sollte bei Auftreten dieses Sonderfalls die
Frage gekla¨rt werden, ob die Festlegung des Gu¨temaßes in der durchgefu¨hrten
Art und Weise sinnvoll ist.
Die Tatsache, dass fu¨r die Programmschritte Rekombination und Selektion ei-
ne feste Laufzeit garantiert werden kann, bedeutet nicht, dass dies auch fu¨r
den gesamten Optimierungsprozess zutriﬀt bzw. dass innerhalb einer zula¨ssigen
Zeitdauer ein bestimmter Gu¨tewert garantiert erreicht werden kann. Es wird
lediglich garantiert, dass eine bestimmte Anzahl an Durchla¨ufen der einzelnen
Programmschritte eine feste Laufzeit beno¨tigt und diese nicht in Abha¨ngigkeit
von Zufallsentscheidungen variiert.
6.1.3 ESWBT bei multikriteriellen Optimierungsproblemen
Liegt ein multikriterielles Optimierungsproblem vor, so wird der Programm-
schritt Rekombination sowohl in der Variante ESTvarWBT als auch in der zweiten
Variante ESTconstWBT analog zum Fall eines skalaren Optimierungsproblems durch-
gefu¨hrt.
Im Programmschritt Selektion wird die Teilmengenbildung in der Variante
ESTvarWBT durch eine vorla¨uﬁge Teilmengenbildung ersetzt, die prinzipiell genauso
durchgefu¨hrt wird wie die Teilmengenbildung bei Vorliegen eines skalaren Op-
timierungsproblems. Hier wird allerdings fu¨r die Bestimmung von DSel(d) der
empirisch ermittelte Wert von σSel = 0.44 verwendet. Es werden also stets zwei
Individuen xh und xm als vorla¨uﬁge Teilmenge wie oben beschrieben bestimmt
und die den Individuen zugeho¨rigen Gu¨tewerte miteinander verglichen. Da es
bei multikriteriellen Optimierungsproblemen vorkommen kann, dass eines der
Individuen bezu¨glich eines Gu¨tekriteriums einen gu¨nstigeren und bezu¨glich ei-
nes anderen Gu¨tekriteriums einen schlechteren Gu¨tewert aufweist als das andere
Individuum (nicht vergleichbare Vektoren, s. Abschnitt 3.2), wird in diesem Fall
bei ESTvarWBT keines der beiden Individuen eliminiert und es werden in einer erneu-
ten vorla¨uﬁgen Teilmengenbildung zwei neue Individuen xh und xm bestimmt
und ein erneuter Vergleich der Gu¨tewerte durchgefu¨hrt. Erst dann, wenn eines
der beiden Individuen das andere dominiert (s. Abschnitt 3.2), also bezu¨glich
aller Gu¨tekriterien besser oder zumindest genauso gut ist wie das andere, wird
die vorla¨uﬁge Teilmenge als endgu¨ltige Teilmenge Mj,j¯ u¨bernommen und es
folgt die Elimination des dominierten Individuums.
Der Nachteil dieser Vorgehensweise ist unmittelbar ersichtlich: Es ist nicht
nur so, dass hierbei durch die Zufallsentscheidung ‘vorla¨uﬁge Teilmengenbil-
dung durchfu¨hren → ja/nein’ sowie durch die von den vorliegenden Gu¨tewer-
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ten abha¨ngige Festlegung der vorla¨uﬁgen Teilmenge als endgu¨ltige Teilmenge
keine feste Laufzeit des Programmschritts Selektion angegeben werden kann.
Mo¨glicherweise sind auch so viele paarweise nicht vergleichbare Individuen in
der Menge Kj enthalten, dass gar nicht ausreichend viele Individuen elimi-
niert werden ko¨nnen und der Optimierungsprozess abgebrochen werden muss.
Das Laufzeitproblem, das sich aus der Zufallsentscheidung ‘vorla¨uﬁge Teilmen-
genbildung durchfu¨hren → ja/nein’ ergibt, wurde durch die Vergro¨ßerung des
Wertes von σSel gemildert, aber nicht behoben. [Nic99a]
Der genannte Nachteil einer nicht begrenzten Laufzeit der Variante ESTvarWBT
bei Vorliegen eines multikriteriellen Optimierungsproblems wird in der zweiten
Variante ESTconstWBT behoben.
Auch in der Variante ESTconstWBT wird die bei skalaren Optimierungsproblemen
vorgenommene Teilmengenbildung durch eine vorla¨uﬁge Teilmengenbildung er-
setzt. Hierbei werden aber zwei statt bisher nur ein Individuum zusa¨tzlich zum
Referenzindividuum xref bestimmt und die Gu¨tewerte dieser drei Individuen
paarweise miteinander verglichen. Wurde also in einem ersten Schritt das In-
dividuum xh gezogen, so wird in einem zweiten Schritt die analoge Vorgehens-
weise auf die Menge M¯j,j¯−1\{xref ,xh} angewendet. Die vorla¨uﬁge Teilmengen-
bildung wird zu einer endgu¨ltigen Teilmengenbildung, wenn eines oder zwei der
drei Individuen bezu¨glich aller Gu¨tekriterien schlechter oder bestenfalls gleich
gut sind wie mindestens ein anderes Individuum. Dann werden alle dominier-
ten Individuen aus der Teilmenge Mj,j¯ in der anschließenden Elimination aus
dem Optimierungsprozess ausgesondert. Werden die Gu¨tewerte dreier Indivi-
duen paarweise miteinander verglichen, so wird die Chance erho¨ht, von diesen
mindestens eines eliminieren zu ko¨nnen [Lam02].
Auch hier kann das Problem auftreten, dass aus der Menge Kj nicht ausrei-
chend viele Individuen eliminiert werden ko¨nnen. Deshalb wird in der Variante
ESTconstWBT bei multikriteriellen Optimierungsproblemen eine maximale Anzahl an
vorla¨uﬁgen Teilmengenbildungen festgelegt. Ein Wert von 8 · (k˜ − µ) hat sich
hier als gu¨nstig erwiesen (s. Gleichung (4.21)). Somit werden fu¨r jedes zu eli-
minierende Individuum durchschnittlich 8 Versuche durch eine vorla¨uﬁge Teil-
mengenbildung zugelassen. Ist diese maximale Anzahl an vorla¨uﬁgen Teilmen-
genbildungen erreicht, so bilden alle dann noch nicht eliminierten Individuen
die Menge Mj+1. Die Anzahl der Eltern-Individuen µ∗ kann also gro¨ßer als die
urspru¨nglich festgelegte Anzahl µ werden. Wird eine (µ∗+λ)-Strategie verwen-
det, so kann ein grenzenloses Anwachsen der Gro¨ße der Elternpopulationen im
Laufe der Generationen und damit wachsender Verwaltungsaufwand die Folge
sein. Trotzdem kann eine maximale Laufzeit des Programmschritts Selektion
garantiert werden.
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6.1.4 Ergebnisse mit ESWBT bei Verwendung einer analytischen
Testfunktion als Gu¨temaß
Im Folgenden werden die unterschiedlichen Optimierungsstrategien ESstd,
ESTvarWBT sowie ES
Tconst
WBT anhand verschiedener Optimierungsprozesse miteinander
verglichen.
Jede der Optimierungsstrategien wurde in Kombination mit der verwendeten
Testfunktion 10 mal eingesetzt.
Als Testfunktion fu¨r ein skalares Optimierungsproblem wird die Six-Hump-
Camel-Back-Funktion nach Gleichung (5.1) verwendet. Pro Generation werden
µ = 15 Eltern-Individuen und λ = 100 Nachkommen-Individuen verwendet.
Sa¨mtliche Eltern-Individuen der Startpopulation werden in der linken oberen
Ecke des Suchraums platziert (x = (−2.5, 1.5)). Hierdurch wird der Optimie-
rungsprozess absichtlich erschwert, um die unterschiedlichen Optimierungsstra-
tegien besser miteinander vergleichen zu ko¨nnen.
Abbildung 6.3 zeigt die Resultate typischer Optimierungsprozesse mit den un-
terschiedlichen Optimierungsstrategien. Bezogen auf die Breite der Durchsu-
chung des Suchraums bei Verwendung der einzelnen Optimierungsstrategien
werden sowohl in diesem Abschnitt als auch in den folgenden Abschnitten gra-
ﬁsche Darstellungen der Individuen im Suchraum zweidimensionaler Testfunk-
tionen herangezogen, um die getroﬀenen Aussagen zu belegen.
Zu Vergleichszwecken wurde die Optimierungsstrategie ESstd herangezogen (Ab-
bildung 6.3 (a) zeigt Resultate eines typischen Optimierungsprozesses). Links
sind die µ Eltern-Individuen aller Generationen in einer Graﬁk dargestellt. Hier-
durch wird die Ausbreitung der Eltern-Individuen innerhalb des Suchraums
deutlich. Alternativ wa¨re auch die Darstellung aller Individuen (also der Eltern-
Individuen, der Nachkommen-Individuen sowie der mutierten Nachkommen-
Individuen) innerhalb des Optimierungsprozesses mo¨glich. Aus Gru¨nden der
besseren U¨bersichtlichkeit der graﬁschen Darstellungen wurde aber auf die allei-
nige Darstellung der Eltern-Individuen zuru¨ckgegriﬀen. Die Aussage bezu¨glich
der Breite der Durchsuchung des Suchraums la¨sst sich aus beiden Darstel-
lungsmo¨glichkeiten ableiten. Rechts sind die Gu¨tewerte aller Eltern-Individuen
u¨ber der Anzahl M der durchgefu¨hrten Bewertungen mittels des Gu¨temaßes
im Laufe des Optimierungsprozesses aufgetragen. Hierbei wurden die Gu¨tewer-
te einer Elternpopulation jeweils nach Durchlaufen einer kompletten Generation
aufgetragen. Daher sind in der Graﬁk mehrere Gu¨tewerte zu einem bestimmten
Wert von M dargestellt. Wie in Kapitel 5 erla¨utert, ko¨nnen bei der Six-Hump-
Camel-Back-Funktion nach Gleichung (5.1) auch negative Funktionswerte auf-
treten. Um dennoch eine logarithmische Darstellung der Gu¨tewerte zeigen zu
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ko¨nnen, wurden negative Funktionswerte bei einem Funktionswert von 10−7
als ◦-Symbol dargestellt. Bei Verwendung der Strategie ESstd wurden bei den
10 durchgefu¨hrten Optimierungsprozessen durchschnittlich 1861 Bewertungen
mittels des Gu¨temaßes beno¨tigt, um eines der beiden globalen Optima mit der
geforderten Genauigkeit zu erreichen [Lam02].
In Abbildung 6.3 (b) sind die Resultate eines typischen Optimierungsprozesses
bei Verwendung der Optimierungsstrategie ESTvarWBT dargestellt. Ziel dieser Op-
timierungsstrategie ist es, eine insgesamt sta¨rker ausgepra¨gte Breitensuche als
bei Verwendung der Strategie ESstd zu erreichen. In der linken Darstellung in
Abbildung 6.3 (b) ist zu erkennen, dass diese sta¨rker ausgepra¨gte Breitensuche
erreicht wurde. Bei Verwendung der Six-Hump-Camel-Back-Funktion als Gu¨te-
maß hat sich allerdings gezeigt, dass diese sta¨rker ausgepra¨gte Breitensuche mit
durchschnittlich la¨ngeren Optimierungsdauern – d. h. mehr Bewertungen mit-
tels des Gu¨temaßes – bezahlt werden muss (s. Abbildung 6.4). Bei Verwendung
der Strategie ESTvarWBT wurden durchschnittlich 2821 Bewertungen mittels des
Gu¨temaßes beno¨tigt [Lam02].
Abbildung 6.3 (c) zeigt die Ergebnisse eines typischen Optimierungsprozesses
bei Verwendung der Strategie ESTconstWBT . Durch diese Strategie wurde die Breiten-
suche der Strategie ESTvarWBT etwas reduziert. Es ist aber dennoch eine deutlich
breiter angelegte Durchsuchung des Suchraums als bei Verwendung der Stra-
tegie ESstd zu erkennen. Gleichzeitig konnte die Anzahl der durchschnittlich
beno¨tigten Bewertungen mittels des Gu¨temaßes gegenu¨ber der Strategie ESTvarWBT
reduziert werden (s. Abbildung 6.4). Bei Verwendung der Strategie ESTconstWBT wur-
den durchschnittlich 1881 Bewertungen mittels des Gu¨temaßes beno¨tigt, na¨he-
rungsweise so viele Bewertungen wie bei Verwendung der Strategie ESstd.
6.2 Evolutionsstrategie mit gleichzeitiger Breiten- und
Tiefensuche (ESGBT)
Die Idee zur weiteren Verbesserung der in Abschnitt 6.1 vorgestellten Ge-
samtstrategie ESWBT besteht darin, nicht in wechselnder Weise durch den
Programmschritt Selektion eine versta¨rkte Breitensuche und durch den Pro-
grammschritt Rekombination eine versta¨rkte Tiefensuche vorzunehmen, son-
dern sowohl Breiten- als auch Tiefensuche innerhalb beider Programmschritte
Rekombination und Selektion zu ermo¨glichen. Das Ziel ist hierbei keine Aus-
richtung eines gesamten Programmschritts auf versta¨rkte Breiten- oder Tiefen-
suche, sondern eine individuelle Entscheidung innerhalb eines Rekombinations-
schritts bzw. innerhalb eines Aussonderungsschritts.

















































Abbildung 6.3: links: Eltern-Individuen aller Generationen im Suchraum, rechts: Gu¨tewerte
aller Eltern-Individuen u¨ber der Anzahl der Bewertungen durch das Gu¨temaß Six-Hump-Camel-
Back-Funktion, Strategie ESstd (a), Strategie ES
Tvar
WBT (b), Strategie ES
Tconst
WBT (c).












Abbildung 6.4: Durchschnittlich beno¨tigte Anzahl an Bewertungen mittels des Gu¨temaßes Six-
Hump-Camel-Back-Funktion bei jeweils 10 Optimierungsprozessen.
Da innerhalb eines Programmschritts Rekombination bzw. Selektion sowohl eine
versta¨rkte Breitensuche als auch eine versta¨rkte Tiefensuche vorkommen kann,
wird die hier vorgestellte Gesamtstrategie mit Evolutionsstrategie mit gleichzei-
tiger Breiten- und Tiefensuche (ESGBT ) bezeichnet.
Die Vorgehensweise bei einem Rekombinationsschritt erfolgt in a¨hnlicher Wei-
se wie bei der Variante ESTconstWBT . Der einzige Unterschied besteht in der
Wahrscheinlichkeitsdichte-Funktion, mit der aus allen Individuen der Menge
{Mj \xref} das Individuum bestimmt wird, das fu¨r den Rekombinationsschritt
zusammen mit xref verwendet wird. Im Gegensatz zur Variante ES
Tconst
WBT wird
hier nicht eine Wahrscheinlichkeitsdichte-Funktion verwendet, die nur abstands-
abha¨ngig ist, sondern eine Wahrscheinlichkeitsdichte-Funktion, die sowohl vom
Abstand eines Individuums aus der Menge {Mj \ xref} zum Referenzindividu-
um xref als auch von der Gu¨te des Referenzindividuums (bei Vorliegen eines
skalaren Optimierungsproblems: Q(xref)) abha¨ngt.
Als Maß fu¨r den Abstand zweier Individuen xh und xm wird auch bei Einsatz








xi,max − xi,min .
Fu¨r die Teilmengenbildung im Programmschritt Selektion wird ebenfalls eine
Wahrscheinlichkeitsdichte-Funktion verwendet, die sowohl abstands- als auch
gu¨teabha¨ngig ist.
Auch die Strategie ESGBT wurde zuna¨chst in einer ersten Variante implemen-
tiert und anschließend durch empirische Untersuchungen in eine zweite, verbes-
serte Variante u¨berfu¨hrt.
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6.2.1 ESGBT mit symmetrischen Wahrscheinlichkeitsdichte-
Funktionen: ESsymmGBT
In der ersten Variante wurde fu¨r die zur Bestimmung der besagten
Wahrscheinlichkeitsdichte-Funktion beno¨tigte Wahrscheinlichkeitsfunktion im
Fall eines skalaren Gu¨temaßes Q fu¨r einen Rekombinationsschritt folgender An-
satz aufgestellt:
DRek(xh,xref) = max(D1(xh,xref), D2(xh,xref)).












mit σRek 1 = 0.2 und σRek 2 = 0.2 · (Qmax −Qmin).
Qmin ist hierbei der minimale Wert, Qmax der maximale Wert aller bisher inner-
halb des Optimierungsprozesses aufgetretenen Gu¨tewerte. Die Werte fu¨r Qmin
und Qmax werden fortlaufend bei jeder vorgenommenen Gu¨tebewertung u¨ber-
pru¨ft und ggf. aktualisiert. Ist der Wertebereich der auftretenden Gu¨tewerte
innerhalb des Suchraums bekannt, so ko¨nnen die Werte Qmin und Qmax auch
vor Beginn des Optimierungsprozesses angegeben werden. Ha¨uﬁg ist dieser Wer-
tebereich jedoch nicht oder nur unzureichend bekannt.
Die Werte Qmin und Qmax ko¨nnen auch so festgelegt werden, dass durch diesen
Wertebereich [Qmin, Qmax] ein bestimmter Teilbereich innerhalb des Bereichs
der tatsa¨chlich auftretenden Gu¨tewerte angegeben wird. Somit ko¨nnen Grenz-
werte angegeben werden, ab welchen ein bestimmter Gu¨tewert als vergleichswei-
se gu¨nstig oder als vergleichsweise schlecht gelten soll. Fu¨r diese Vorgehensweise
sind die max-Operatoren in Gleichung (6.8) und Gleichung (6.9) erforderlich.












mit σRek 3 = 0.2 und σRek 4 = 0.2 · (Qmax −Qmin).
In Abbildung 6.5 (a) ist die resultierende Funktion DRek(xh,xref) dargestellt.
Wurde fu¨r diesen Rekombinationsschritt ein vergleichsweise schlechtes Referenz-
individuum festgelegt (Q(xref) ≈ Qmax), so ist in diesem Fall eine ausgepra¨gte
6.2. ES MIT GLEICHZEITIGER BREITEN- UND TIEFENSUCHE (ESGBT ) 77
0





















Abbildung 6.5: DRek(xh,xref ) fu¨r einen Rekombinationsschritt (a) bzw. DSel(xh,xref ) fu¨r eine
Teilmengenbildung (b) fu¨r Qmin ≤ Q(xref ) ≤ Qmax in der Variante ESsymmGBT .
Breitensuche erwu¨nscht. Aufgrund dessen wird bevorzugt ein Partner mit
großem ra¨umlichem Abstand fu¨r den Rekombinationsschritt zusammen mit xref
bestimmt. Wurde hingegen fu¨r diesen Rekombinationsschritt ein Referenzindi-
viduum mit vergleichsweise gu¨nstigem Gu¨tewert festgelegt (Q(xref) ≈ Qmin),
so wird eine versta¨rkte Tiefensuche angestrebt. Dann wird bevorzugt ein Part-
ner bestimmt, der geringen ra¨umlichen Abstand zu dem Referenzindividuum
aufweist.





wird fu¨r jedes Individuum xh der Wert der Rekombinations-Wahr-





Unter Beru¨cksichtigung aller Rekombinations-Wahrscheinlichkeitsdichten wird
durch einen Zufallsgenerator das Individuum aus der Menge {Mj\xref}
bestimmt, das zusammen mit xref fu¨r den Rekombinationsschritt herangezogen
wird.
Fu¨r eine Teilmengenbildung im Programmschritt Selektion wird in der
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ersten Variante fu¨r die Wahrscheinlichkeitsfunktion zur Bestimmung der
Kampf-Wahrscheinlichkeitsdichte im Fall eines skalaren Gu¨temaßes ein pro-
grammiertechnisch a¨hnlicher Ansatz wie im Programmschritt Rekombination
gewa¨hlt:
DSel(xh,xref) = max(D3(xh,xref), D4(xh,xref)).












mit σSel 1 = 0.2 und σSel 2 = 0.2 · (Qmax −Qmin).












mit σSel 3 = 0.2 und σSel 4 = 0.2 · (Qmax −Qmin).
Abbildung 6.5 (b) zeigt die Funktion DSel(xh,xref). Wurde fu¨r diese Teil-
mengenbildung ein vergleichsweise schlechtes Referenzindividuum festgelegt
(Q(xref) ≈ Qmax), so ist auch hier eine ausgepra¨gte Breitensuche erwu¨nscht.
Aufgrund dessen wird bevorzugt ein Turniergegner mit geringem ra¨umlichem
Abstand fu¨r das Turnier gegen xref bestimmt. Wurde hingegen fu¨r diese Teil-
mengenbildung ein vergleichsweise gut bewertetes Referenzindividuum fest-
gelegt (Q(xref) ≈ Qmin), so wird auch im Programmschritt Selektion eine
versta¨rkte Tiefensuche angestrebt. Dann wird bevorzugt ein Turniergegner be-
stimmt, der großen ra¨umlichen Abstand zu dem Referenzindividuum aufweist.
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ermittelt (vgl. Gleichung (6.7)) und unter Verwendung eines Zufallsgenerators
und unter Beru¨cksichtigung der Kampf-Wahrscheinlichkeitsdichten aller In-
dividuen aus {M¯j,j¯−1\xref} das Individuum bestimmt, das in einem Turnier
gegen xref antreten muss.
Da die Wahrscheinlichkeitsdichte-Funktionen in Abbildung 6.5 symme-
trisch angelegt sind, wird die beschriebene erste Variante von ESGBT im
Folgenden mit ESsymmGBT bezeichnet.
6.2.2 ESGBT mit unsymmetrischen Wahrscheinlichkeitsdichte-
Funktionen: ESunsymmGBT
In der zweiten Variante der Strategie ESGBT besteht die Vera¨nderung ge-
genu¨ber ESsymmGBT in den Teilfunktionen D1, D2, D3 und D4. Durch diese
Vera¨nderungen kann ein besserer Kompromiss zwischen Breiten- und Tiefen-
suche erreicht werden. Durch die Verwendung der symmetrisch angelegten
Wahrscheinlichkeitsdichte-Funktionen setzte in experimentellen Untersuchun-
gen fru¨hzeitig die Tiefensuche ein, die Breitensuche wurde nicht ausreichend
lange durchgefu¨hrt. Hieraus resultierte die U¨berlegung, dass unsymmetrische
Wahrscheinlichkeitsdichte-Funktionen sinnvoller sein ko¨nnten [Lam02].
Fu¨r einen Rekombinationsschritt werden bei Vorliegen eines skalaren Gu¨tema-












mit σRek 1 = 0.2 und σRek 2 = 0.01 · (Qmax −Qmin).












mit σRek 3 = 0.2 und σRek 4 = 0.9 · (Qmax −Qmin).
Die resultierende Funktion DRek(xh,xref) fu¨r einen Rekombinationsschritt ist
in Abbildung 6.6 (a) dargestellt.
Durch diese Modiﬁkationen gegenu¨ber der urspru¨nglichen Strategie ESsymmGBT
wird erreicht, dass bei vergleichsweise sehr hoher Gu¨te des Referenzindividuums
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(Q(xref) ≈ Qmin) bevorzugt Partner fu¨r den Rekombinationsschritt bestimmt
werden, die entweder einen großen ra¨umlichen Abstand oder einen geringen
ra¨umlichen Abstand zu dem Referenzindividuum haben. Partner mit mittel-
großem Abstand zu dem Referenzindividuum werden vermieden. Somit wird in
diesem Fall eines sehr guten Referenzindividuums entweder eine versta¨rkte Tie-
fensuche (wie in der Strategie ESsymmGBT ) oder eine stark ausgepra¨gte Breitensuche
erreicht.
Ist die Gu¨te des Referenzindividuums vergleichsweise schlecht (Q(xref) ≈
Qmax), so ist auch in diesem Fall eine ausgepra¨gte Breitensuche erwu¨nscht.
Deshalb wird auch hier bevorzugt ein Partner fu¨r den Rekombinationsschritt
zusammen mit xref festgelegt, der großen ra¨umlichen Abstand zu xref aufweist.
Fu¨r eine Teilmengenbildung im Programmschritt Selektion werden bei












mit σSel 1 = 0.2 und σSel 2 = 0.9 · (Qmax −Qmin).












mit σSel 3 = 0.2 und σSel 4 = 0.01 · (Qmax −Qmin).
Abbildung 6.6 (b) zeigt die resultierende Funktion DSel(xh,xref) fu¨r eine Teil-
mengenbildung.
Bei vergleichsweise sehr hoher Gu¨te des Referenzindividuums (Q(xref) ≈ Qmin)
werden bei der Gegnerauswahl im Programmschritt Selektion bevorzugt Gegner
festgelegt, die entweder einen großen oder einen geringen ra¨umlichen Abstand
zu dem Referenzindividuum aufweisen. Es sind keine Gegner mit mittelgroßem
Abstand zu dem Referenzindividuum erwu¨nscht. Wurde ein sehr gutes Referen-
zindividuum gezogen, so wird also entweder eine versta¨rkte Tiefensuche (wie in
der Strategie ESsymmGBT ) oder eine stark ausgepra¨gte Breitensuche erreicht.
Ist die Gu¨te des Referenzindividuums vergleichsweise schlecht (Q(xref) ≈
Qmax), so ist auch in diesem Fall eine ausgepra¨gte Breitensuche erwu¨nscht.
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Abbildung 6.6: DRek(xh,xref ) fu¨r einen Rekombinationsschritt (a) bzw. DSel(xh,xref ) fu¨r eine
Teilmengenbildung (b) fu¨r Qmin ≤ Q(xref ) ≤ Qmax in der Variante ESunsymmGBT .
Deshalb wird auch hier bevorzugt ein Gegner fu¨r eine Teilmengenbildung zu-
sammen mit xref festgelegt, der geringen ra¨umlichen Abstand zu xref aufweist.
Aufgrund der zu erkennenden Unsymmetrie in den Funktionen DRek(xh,xref)
und DSel(xh,xref) wird die hier beschriebene Variante der Strategie ESGBT mit
ESunsymmGBT bezeichnet.
6.2.3 ESGBT bei multikriteriellen Optimierungsproblemen
Liegt ein multikriterielles Optimierungsproblem mit vektoriellem Gu¨temaß
Q(x) = (Q1(x), . . . , Qk(x)) vor, so wird sowohl in der Variante ES
symm
GBT als
auch in der verbesserten Variante ESunsymmGBT fu¨r jeden Rekombinationsschritt
anstelle der Funktion
DRek(xh,xref) = max(D1(xh,xref), D2(xh,xref))






Di,Rek(xh,xref) = max(Di,1(xh,xref), Di,2(xh,xref)),












mit σRek 1 = 0.2 und σRek 2 = 0.2 · (Qi,max −Qi,min)













mit σRek 3 = 0.2 und σRek 4 = 0.2 · (Qi,max −Qi,min)
bzw. σRek 4 = 0.9 · (Qi,max −Qi,min)
verwendet. Qi,min ist hierbei der minimale Gu¨tewert bezu¨glich des i-ten Gu¨te-
kriteriums, Qi,max ist im Gegensatz zu Abschnitt 3.2 der maximale Gu¨tewert
bezu¨glich des i-ten Gu¨tekriteriums.
Es wird also fu¨r jedes einzelne Gu¨tekriterium so vorgegangen wie im Fall
eines skalaren Optimierungsproblems und anschließend werden die Werte
Di,Rek(xh,xref) aufsummiert.
DSumRek und PRek(xh) werden wie in Abschnitt 6.1.2 bzw. Abschnitt 6.2.1
berechnet.
Fu¨r eine Teilmengenbildung in Programmschritt Selektion wird analog
zum Ablauf bei einem Rekombinationsschritt vorgegangen. Die Teilfunktionen
D3 und D4 (Gleichung (6.11) und Gleichung (6.12) bzw. Gleichung (6.16) und
Gleichung (6.17)) werden fu¨r jedes einzelne Gu¨tekriterium Qi mit Qi(xref),
Qi,min und Qi,max anstelle von Q(xref), Qmin und Qmax ausgewertet. Hierdurch
ergeben sich die Teilfunktionen Di,3 und Di,4. Fu¨r jede Teilmengenbildung wird
anstelle der Funktion
DSel(xh,xref) = max(D3(xh,xref), D4(xh,xref))
fu¨r jedes einzelne Gu¨tekriterium die Funktion
Di,Sel(xh,xref) = max(Di,3(xh,xref), Di,4(xh,xref)),
und schließlich die Summenbildung






DSumSel und PSel(xh) werden ebenfalls wie in Abschnitt 6.1.2 bzw. Abschnitt 6.2.1
berechnet.
Auch hier werden, wie in Abschnitt 6.1.3 beschrieben, zwei Individuen zusa¨tzlich
zu xref bestimmt und die Gu¨tewerte dieser drei Individuen paarweise mitein-
ander vergleichen.
6.2.4 Ergebnisse mit ESGBT bei Verwendung einer analytischen
Testfunktion als Gu¨temaß
In diesem Abschnitt wird ein Vergleich der Optimierungsstrategien ESsymmGBT und





Auch hier wurde jede Optimierungsstrategie 10 mal mit der verwendeten Test-
funktion kombiniert.
Als Testfunktion fu¨r ein skalares Gu¨temaß wird die Rastrigin-Funktion nach
Gleichung (5.3) fu¨r n = 2 eingesetzt. Pro Generation werden wie in Abschnitt
6.1.4 µ = 15 Eltern-Individuen und λ = 100 Nachkommen-Individuen verwen-
det. Alle Eltern-Individuen der Startpopulation werden hier auf dem Punkt
x = (5.0, 5.0) platziert. Somit ko¨nnen die unterschiedlichen Optimierungser-
gebnisse sowie die Ausbreitungen der Individuen im Suchraum gut miteinander
verglichen werden.






Auch hier wurde zu Vergleichszwecken die Optimierungsstrategie ESstd heran-
gezogen (Abbildung 6.7 (a)). Links sind die µ Eltern-Individuen aller Genera-
tionen innerhalb des Suchraums zu sehen. Rechts sind wiederum die Gu¨tewerte
aller Eltern-Individuen u¨ber der Anzahl M der durchgefu¨hrten Bewertungen
mittels des Gu¨temaßes im Laufe des Optimierungsprozesses dargestellt. Anhand
der linken Graﬁk ist erkennbar, dass keine besonders breite Durchsuchung des
Suchraums stattﬁndet. Zuna¨chst erfolgt die Bewegung der Individuen in x2-
Richtung, bevor eine Wanderung in x1-Richtung einsetzt. Bei Verwendung der
Strategie ESstd wurden durchschnittlich 8641 Bewertungen mittels des Gu¨te-
maßes beno¨tigt, um das globale Optimum mit der geforderten Genauigkeit zu
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lokalisieren [Lam02]. Bei Verwendung der Strategien ESTvarWBT und ES
Tconst
WBT wur-
den durchschnittlich 7401 [Lam02] bzw. 10201 Bewertungen beno¨tigt (s. Abbil-
dung 6.8). Bei diesen beiden neuen Optimierungsstrategien wurde eine bessere
Breitensuche erreicht als bei der Strategie ESstd. Hier wurde aber auf eine gra-
ﬁsche Darstellung der Individuen im Suchraum bzw. der Gu¨tewerte im Laufe
des Optimierungsprozesses verzichtet.
In Abbildung 6.7 (b) sind die Ergebnisse eines typischen Optimierungsprozes-
ses bei Verwendung der Optimierungsstrategie ESsymmGBT visualisiert. Das Ziel
dieser Strategie besteht darin, einen besseren Kompromiss zwischen Breiten-
und Tiefensuche und damit ein durchschnittlich schnelleres Auﬃnden des Op-
timierungsziels – des bzw. eines globalen Optimums – zu erreichen. Abbildung
6.8 verdeutlicht, dass dieses Ziel bei Anwendung der Strategie ESsymmGBT bei
der Rastrigin-Funktion als Gu¨temaß nicht erreicht wurde. Die durchschnitt-
lich beno¨tigte Anzahl an Bewertungen mittels des Gu¨temaßes liegt bei 19081.
Das liegt daran, dass in drei der 10 durchgefu¨hrten Optimierungsprozesse das
globale Optimum der Funktion auch nach 50000 Bewertungen mittels des Gu¨te-
maßes nicht mit der verlangten Genauigkeit erreicht wurde und diese drei Op-
timierungsprozesse danach abgebrochen wurden [Lam02].1 Abbildung 6.7 (b)
verdeutlicht den Mangel der Strategie ESsymmGBT : Es wird zwar eine breiter an-
gelegte Suche als bei der Strategie ESstd durchgefu¨hrt (s. linke Graﬁk), die
Tiefensuche setzt allerdings bereits bei Gu¨tewerten ein, die noch zu schlecht
sind. Somit setzt sich der Optimierungsprozess in einem lokalen Optimum fest
(s. rechte Graﬁk) und in einigen Fa¨llen ist es danach nicht mehr mo¨glich, dieses
lokale Optimum wieder zu verlassen und das globale Optimum zu ﬁnden.
Der Kompromiss zwischen Breiten- und Tiefensuche konnte durch die Stra-
tegie ESunsymmGBT deutlich verbessert werden. Die Breitensuche wird auch bei
vergleichsweise guten Gu¨tewerten noch beibehalten und erst bei sehr guten
Gu¨tewerten setzt die Tiefensuche ein. Abbildung 6.7 (c) zeigt die Resultate ei-
nes typischen Optimierungsprozesses bei Verwendung der Strategie ESunsymmGBT .
Es ist eine breit angelegte Durchsuchung des Suchraums zu erkennen. Durch
Abbildung 6.8 wird deutlich, dass bei Verwendung der Optimierungsstrategie
ESunsymmGBT bei der Rastrigin-Funktion als Gu¨temaß so wenig Bewertungen mit-
tels des Gu¨temaßes beno¨tigt werden wie mit keiner anderen der bisher vorge-
stellten Strategien. Es werden durchschnittlich 5501 Bewertungen durchgefu¨hrt
[Lam02].
1Wurde die maximal zugelassene Anzahl von 50000 Gu¨tebewertungen erreicht, so wurde diese Anzahl fu¨r
die Durchschnittsbildung verwendet.

















































Abbildung 6.7: links: Eltern-Individuen aller Generationen im Suchraum, rechts: Gu¨tewerte aller
Eltern-Individuen u¨ber der Anzahl der Bewertungen durch das Gu¨temaß Rastrigin-Funktion,
Strategie ESstd (a), Strategie ES
symm
GBT (b), Strategie ES
unsymm
GBT (c).















Abbildung 6.8: Durchschnittlich beno¨tigte Anzahl an Bewertungen mittels des Gu¨temaßes
Rastrigin-Funktion bei jeweils 10 Optimierungsprozessen.
6.3 Kombination der Evolutionsstrategie mit einem mo-
diﬁzierten Hooke-Jeeves-Verfahren (EShybrid)
Die Grundidee der hier vorgestellten neuen Strategie besteht darin, die Ro-
bustheit einer Evolutionsstrategie mit der hohen Konvergenzgeschwindigkeit
des Hooke-Jeeves-Verfahrens zu verkoppeln. Bei unbekannter Gu¨telandschaft
ko¨nnen beide Optimierungsverfahren Vorteile bieten. Durch die vorgenommene
Kombination wird dem Anwender die Entscheidung fu¨r das eine oder das ande-
re dieser beiden Verfahren abgenommen. Durch eine intelligente Verknu¨pfung
werden die Vorteile beider Verfahren miteinander vereint.
Eine gegenu¨ber dem urspru¨nglichen Hooke-Jeeves-Verfahren [HJ61] vorgenom-
mene geringfu¨gige Modiﬁkation wurde bereits in [Bro96] vorgestellt. Dabei wur-
de das urspru¨ngliche Verfahren so vera¨ndert, dass es auch in einem begrenzten
Suchraum zur Lo¨sung eines Optimierungsproblems eingesetzt werden kann.
Als weitere Modiﬁkation wurde in dieser Arbeit die bisher verwendete skala-
re Schrittweite s durch eine vektorielle Schrittweite s ersetzt. Dadurch werden
die Suchschritte in xi-Richtung (i = 1, . . . , n) innerhalb des Programmschritts
Exploration mit der Schrittweite si (s = (s1, . . . , sn)) durchgefu¨hrt. Der Vor-
teil, der sich durch eine vektorielle Schrittweite ergibt, besteht in einer besseren
Anpassung der Suchschritte an die Beschaﬀenheit der Gu¨telandschaft. Außer-
dem wird innerhalb des Programmschritts Exploration ein Vorzeichenwechsel
si := −si vorgenommen, wenn der Suchschritt in xi-Richtung durch Subtrak-
tion von si eine Gu¨teverbesserung erbracht hat (vgl. Abschnitt 4.2). Dadurch
kann die Anzahl der Bewertungen mittels des Gu¨temaßes reduziert werden, da
im na¨chsten Programmschritt Exploration der erste Suchschritt in xi-Richtung
mit dem Vorzeichen erfolgt, das bisher bereits erfolgreich war. Das durch diese
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Modiﬁkationen leicht vera¨nderte Verfahren wird im Folgenden als modiﬁziertes
Hooke-Jeeves-Verfahren bezeichnet.
Die Kombination der Evolutionsstrategie mit dem modiﬁzierten Hooke-Jeeves-
Verfahren ist in Abbildung 6.9 dargestellt. Dieses hybride Optimierungskonzept,
das im Folgenden mit EShybrid bezeichnet wird, kann nur zur Lo¨sung skalarer
Optimierungsprobleme eingesetzt werden, da das modiﬁzierte Hooke-Jeeves-
Verfahren nicht fu¨r multikriterielle Optimierungsprobleme konzipiert ist.
Die Verknu¨pfung beider Verfahren wird folgendermaßen durchgefu¨hrt:
Der Optimierungsprozess wird mit der Evolutionsstrategie gestartet. Nachdem
die Startpopulation festgelegt und die erste Generation durchlaufen wurde, wird
das Individuum aus der Menge M1 kopiert, das den besten Gu¨tewert aufweist.
Der zugeho¨rige Schrittweitenvektor dieses Individuums wird ebenfalls kopiert.
Anschließend wird das kopierte Individuum als Startpunkt fu¨r das modiﬁzier-
te Hooke-Jeeves-Verfahren verwendet, wobei der kopierte Schrittweitenvektor
des Individuums als Schrittweitenvektor fu¨r das modiﬁzierte Hooke-Jeeves-
Verfahren eingesetzt wird. Nun wird das modiﬁzierte Hooke-Jeeves-Verfahren
mit einer festgelegten Anzahl an Bewertungen mittels des Gu¨temaßes durch-
gefu¨hrt (s. Tabelle 6.1). Wurde diese festgelegte Anzahl an Bewertungen in-
nerhalb des modiﬁzierten Hooke-Jeeves-Verfahrens erreicht, so wird die Teil-
optimierung mit dem modiﬁzierten Hooke-Jeeves-Verfahren beendet und der
durch die Hooke-Jeeves-Teiloptimierung ermittelte Parametervektor wird zur
Population M1 hinzugefu¨gt. Der innerhalb der Hooke-Jeeves-Teiloptimierung
vera¨nderte Schrittweitenvektor wird nicht weiter verwendet, da er in der Regel
fu¨r eine anschließende ES-Generation zu kleine Werte aufweist. Stattdessen wird
dem Parametervektor der urspru¨ngliche Schrittweitenvektor des ausM1 kopier-
ten Individuums zugewiesen. So wird die Menge M2 aus der Vereinigungsmen-
ge von M1 und dem ermittelten Parametervektor gebildet (s. Abbildung 6.10).
Anschließend wird auf M2 wieder der Programmschritt Rekombination ange-
wendet (s. Abbildung 6.9). Prinzipiell ist es auch mo¨glich, mehrere Individuen
aus der MengeM1 als Startpunkte fu¨r das modiﬁzierte Hooke-Jeeves-Verfahren
zu verwenden.
Nach der zweiten ES-Generation wird die Hooke-Jeeves-Teiloptimierung wie in
Abbildung 6.11 dargestellt durchgefu¨hrt.
Eine sogenannte Blockierung ist zuna¨chst ausgeschaltet. Aus der Menge Mj
wird wieder das beste Individuum und dessen Schrittweitenvektor kopiert.2
Anschließend wird u¨berpru¨ft, ob eine Vera¨nderung gegenu¨ber dem besten Pa-
2Auch hier wa¨re es mo¨glich, mehrere Individuen ausMj zu kopieren und als Startpunkte fu¨r das modiﬁzierte
Hooke-Jeeves-Verfahren zu verwenden.
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Abbildung 6.9: Kombination der Evolutionsstrategie mit dem modiﬁzierten Hooke-Jeeves-
Verfahren.















Abbildung 6.10: Hooke-Jeeves-Teiloptimierung mit dem besten Individuum aus M1 als Start-
punkt.
rametervektor aus Mj−1 besteht (s. Tabelle 6.1). Da auch hier in jeder ES-
Generationen die Plus-Strategie eingesetzt wird, kann eine Vera¨nderung des
besten Individuums im Parameterraum nur einer Verbesserung entsprechen.3
Wird eine Vera¨nderung und damit eine Verbesserung festgestellt (Fall 1, s.
Abbildung 6.11), so ist es vielversprechend, das modiﬁzierte Hooke-Jeeves-
Verfahren zu starten, um in dem Fall, dass das kopierte Individuum sich in
der Na¨he eines globalen Optimums beﬁndet, dieses lokalisieren zu ko¨nnen. In
3Durch das modiﬁzierte Hooke-Jeeves-Verfahren kann es ebenfalls nie zu einer Verschlechterung des ermit-
telten Parametervektors gegenu¨ber dem Parametervektor, der als Startpunkt fu¨r das modiﬁzierte Hooke-Jeeves-
Verfahren fungierte, kommen.
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Abbildung 6.11: Hooke-Jeeves-Teiloptimierung mit dem besten Individuum aus Mj (fu¨r j > 2)
als Startpunkt.
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diesem Fall wird dem durch das modiﬁzierte Hooke-Jeeves-Verfahren ermittel-
ten Parametervektor anschließend ein Schrittweitenvektor zugewiesen, der sich
aus dem urspru¨nglichen Schrittweitenvektor des aus Mj kopierten Individu-
ums durch Multiplikation mit dem Faktor b ergibt, wobei durch 0 < b < 1 eine
Verkleinerung des Schrittweitenvektors erreicht wird. Hier wird ein Wert von
b = 0.5 verwendet. Beﬁndet sich der Parametervektor in der Na¨he eines globa-
len Optimums, so ist ein verkleinerter Schrittweitenvektor fu¨r die anschließende
ES-Generation sinnvoll. Die Blockierung bleibt ausgeschaltet.
Wird keine Vera¨nderung festgestellt (Fall 2, s. Abbildung 6.11), so ist es mo¨glich,
dass bereits ein globales oder lokales Optimum ermittelt wurde. In diesem Fall
ha¨ngt es von der Vorgeschichte des Optimierungsprozesses ab, ob das modiﬁ-
zierte Hooke-Jeeves-Verfahren gestartet wird.
Ist die Blockierung ausgeschaltet (Fall 2a), so wird das modiﬁzierte Hooke-
Jeeves-Verfahren gestartet. In diesem Fall ist eine Aussage u¨ber einen sinnvollen
Schrittweitenvektor schwierig. Deshalb wird dem durch das modiﬁzierte Hooke-
Jeeves-Verfahren ermittelten Parametervektor der Schrittweitenvektor des aus
Mj kopierten Individuums unvera¨ndert zugewiesen. Die Blockierung wird ein-
geschaltet, um nach der na¨chsten ES-Generation den Aufruf des modiﬁzierten
Hooke-Jeeves-Verfahrens zu verhindern, wenn anhaltend keine Vera¨nderung des
besten Individuums besteht.
Wenn keine Vera¨nderung des kopierten Individuums gegenu¨ber dem besten In-
dividuum aus Mj−1 festgestellt wird und die Blockierung eingeschaltet ist (Fall
2b), so wird das modiﬁzierte Hooke-Jeeves-Verfahren nicht gestartet. Tritt die-
ser Fall ein, so wurde zuvor bereits zwei mal durch die ES-Generation keine
Vera¨nderung des besten Individuums hervorgerufen. Die Vermutung ist nahe
liegend, dass bereits ein Optimum ermittelt wurde. Es ist jedoch nicht be-
kannt, ob es sich bei diesem Optimum um ein globales oder nur um ein lokales
Optimum handelt. Fu¨r den Fall, dass es sich bei dem gefundenen Optimum
um ein lokales handelt, wird nun dem aus Mj kopierten Individuum fu¨r die
na¨chste ES-Generation ein Schrittweitenvektor zugewiesen, der sich aus dem
urspru¨nglichen Schrittweitenvektor des aus Mj kopierten Individuums durch
Multiplikation mit einem Faktor b > 1 ergibt. Hier wird ein Wert von b = 10
verwendet. Es wird also eine Vergro¨ßerung des Schrittweitenvektors erreicht.
Hierdurch soll es leichter mo¨glich sein, das lokale Optimum in der na¨chsten
ES-Generation wieder zu verlassen. Die Blockierung weiterer Aufrufe des mo-
diﬁzierten Hooke-Jeeves-Verfahrens wird aufgehoben.
In den Fa¨llen 1 und 2a wird der durch das modiﬁzierte Hooke-Jeeves-Verfahren
ermittelte Parametervektor mit dem ihm zugewiesenen Schrittweitenvektor zur
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Menge Mj hinzugefu¨gt und so die Menge Mj+1 gebildet. Im Fall 2b wird das
aus Mj kopierte Individuum mit dem ihm zugewiesenen Schrittweitenvektor
ebenfalls zur Menge Mj hinzugefu¨gt und dadurch die Menge Mj+1 gebildet.
Innerhalb des modiﬁzierten Hooke-Jeeves-Verfahrens werden folgende Abbruch-
kriterien verwendet (s. Tabelle 6.1):
• Unterschreiten des Schwellwertes fu¨r das Gu¨temaß ρ
• Unterschreiten einer minimalen Schrittweite smin in allen Dimensionen
• Erreichen einer maximal zula¨ssigen Anzahl an Bewertungen mittels des
Gu¨temaßes entweder fu¨r die Hooke-Jeeves-Teiloptimierung oder fu¨r den
gesamten Optimierungsprozess
Bei Eintreten eines dieser Abbruchkriterien wird das modiﬁzierte Hooke-Jeeves-
Verfahren beendet. Hierbei wird eine Exploration nicht komplett durchlaufen,
wenn die maximal zula¨ssige Anzahl an Bewertungen mittels des Gu¨temaßes
sonst u¨berschritten wu¨rde. Wird der Schwellwert fu¨r das Gu¨temaß unterschrit-
ten, so wird der gesamte Optimierungsprozess beendet.
Im Anschluss an die Hooke-Jeeves-Teiloptimierung wird wieder die na¨chste ES-
Generation, bestehend aus Rekombination, Mutation und Selektion, durchlau-
fen (s. Abbildung 6.9). Besteht u¨ber mehrere Durchla¨ufe der ES-Generation
und der Hooke-Jeeves-Teiloptimierung keine Vera¨nderung des jeweils aus Mj
kopierten Individuums gegenu¨ber dem besten Individuum aus Mj−1, so wird
in der Hooke-Jeeves-Teiloptimierung bei jedem zweiten Durchlauf der Auf-
ruf des modiﬁzierten Hooke-Jeeves-Verfahrens verhindert und bei den ande-
ren Durchla¨ufen das modiﬁzierte Hooke-Jeeves-Verfahren aufgerufen. Wird der
Aufruf verhindert, so ist es durch die dann vorgenommene Schrittweitenver-
gro¨ßerung leichter mo¨glich, in einer der na¨chsten ES-Generationen ein lokales
Optimum zu verlassen. Der Aufruf des modiﬁzierten Hooke-Jeeves-Verfahrens
bei jedem zweiten Durchlauf der Hooke-Jeeves-Teiloptimierung fu¨hrt dazu, dass
ein mo¨glicherweise aufgefundenes globales Optimum exakt lokalisiert werden
kann.
Durch die beschriebene Kombination der Evolutionsstrategie mit dem modiﬁ-
zierten Hooke-Jeeves-Verfahren erfolgt eine Anpassung des Optimierungspro-
zesses an die Beschaﬀenheit der Gu¨telandschaft. Je nach vorliegender Gu¨te-
landschaft stellt sich eine sta¨rker ausgepra¨gte Suche entlang eines bestimmten
Pfades im Suchraum durch das modiﬁzierte Hooke-Jeeves-Verfahren oder eine
sta¨rker ausgepra¨gte Suche ohne bevorzugte Richtung durch die Evolutionsstra-
tegie ein [Lam02, KNL+03, Nic04].
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Tabelle 6.1: Einstellungen bei der Optimierungsstrategie EShybrid.





































smin fu¨r das modiﬁzierte
Hooke-Jeeves-Verfahren
10−8 ·(xmax−xmin) 10−8 ·(xmax−xmin) 10−8 ·(xmax−xmin)






6.3.1 Ergebnisse mit EShybrid bei Verwendung einer analytischen
Testfunktion als Gu¨temaß
Dieser Abschnitt beinhaltet einen Vergleich der Optimierungsstrategie EShybrid









Die ES-Generationen innerhalb der Optimierungsstrategie EShybrid basieren auf
der Strategie ESunsymmGBT . Es kann aber auch jede andere der vorgestellten Va-
rianten der Evolutionsstrategie mit dem modiﬁzierten Hooke-Jeeves-Verfahren
kombiniert werden.
Auch hier wurde jede Optimierungsstrategie 10 mal mit der verwendeten Test-
funktion durchlaufen.
Als Testfunktion wird die Schwefel-Funktion nach Gleichung (5.5) fu¨r n = 2 ver-
wendet. In jeder Generation werden, wie in den vorherigen Abschnitten 6.1.4
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und 6.2.4, µ = 15 Eltern-Individuen und λ = 100 Nachkommen-Individuen
verwendet. Alle Eltern-Individuen der Startpopulation werden hier zur besse-
ren Vergleichbarkeit der unterschiedlichen Optimierungsprozesse auf dem Punkt
x = (−500,−500) platziert.
In Abbildung 6.12 sind die Ergebnisse typischer Optimierungsprozesse mit den
Optimierungsstrategien ESstd und EShybrid dargestellt.
Hier wurde ebenfalls die Optimierungsstrategie ESstd zu Vergleichszwecken ein-
gesetzt (Abbildung 6.12 (a)). Links sind wiederum die µ Eltern-Individuen al-
ler Generationen innerhalb des Suchraums zu sehen. Rechts sind auch hier die
Gu¨tewerte aller Eltern-Individuen u¨ber der Anzahl M der durchgefu¨hrten Gu¨te-
bewertungen im Laufe des Optimierungsprozesses dargestellt. Bei diesem Op-
timierungsprozess ist auﬀa¨llig, dass das globale Optimum, das sich im Punkt
x = (420.97, 420.97) beﬁndet, nicht gefunden wurde. Dies ist typisch fu¨r die
eingesetzte Testfunktion mit dem angegebenen Startpunkt. Bei sa¨mtlichen ge-
testeten Optimierungsstrategien außer der Strategie EShybrid konnte das globale
Optimum nicht bei allen der durchgefu¨hrten 10 Optimierungsprozesse ermittelt
werden. Dies ist in der Beschaﬀenheit der Gu¨telandschaft und in dem absichtlich
ungu¨nstig gewa¨hlten Startpunkt begru¨ndet. Nur bei Einsatz der Optimierungs-
strategie EShybrid konnte das globale Optimum dieser Testfunktion zuverla¨ssig
in allen 10 Optimierungsprozessen ermittelt werden.
Bei Verwendung der Strategie ESstd wurde das globale Optimum drei mal mit
der geforderten Genauigkeit gefunden. Die restlichen 7 der 10 Optimierungspro-
zesse wurden nach 50000 Bewertungen mittels des Gu¨temaßes abgebrochen, da
nach dieser hohen Anzahl an Gu¨tebewertungen keine wesentliche weitere Ver-
besserung durch den Optimierungsprozess mehr zu erwarten ist. Durchschnitt-
lich wurden somit 40660 Bewertungen mittels des Gu¨temaßes durchgefu¨hrt (s.
Abbildung 6.13). Bei Einsatz der Strategien ESTvarWBT konnte das globale Opti-
mum ebenfalls nur drei mal in 10 Optimierungsprozessen ermittelt werden. Mit
dieser Optimierungsstrategie wurden durchschnittlich 36086 Bewertungen mit-
tels des Gu¨temaßes durchgefu¨hrt. Mit der Strategie ESTconstWBT gelang es in 5 von
10 Optimierungsprozessen, das globale Optimum ausreichend genau zu ﬁnden.
Es wurden durchschnittlich 32461 Gu¨tebewertungen beno¨tigt. Bei Verwendung
der Strategie ESsymmGBT wurde das globale Optimum in 4 der 10 durchgefu¨hrten
Optimierungsprozesse ermittelt. Bei dieser Strategie wurde eine durchschnittli-
che Anzahl von 32000 Gu¨tebewertungen ermittelt. Beim Einsatz der Optimie-
rungsstrategie ESunsymmGBT konnte das globale Optimum in drei von 10 Optimie-
rungsprozessen ermittelt werden. Hier wurden durchschnittlich 35600 Bewer-
tungen mittels des Gu¨temaßes durchgefu¨hrt. Allein bei der Optimierungsstra-
tegie EShybrid konnte das globale Optimum durch alle 10 Optimierungsprozes-



































Abbildung 6.12: links: Eltern-Individuen aller Generationen (a) bzw. Eltern-Individuen aller ES-
Generationen und Endpunkte aller Hooke-Jeeves-Teiloptimierungen im Suchraum (b), rechts:
Gu¨tewerte aller Eltern-Individuen (a) bzw. Gu¨tewerte aller Eltern-Individuen und der End-
punkte aller Hooke-Jeeves-Teiloptimierungen (b) u¨ber der Anzahl der Bewertungen durch das
Gu¨temaß Schwefel-Funktion, Strategie ESstd (a), Strategie EShybrid (b).
se gefunden werden. Durchschnittlich wurden hierfu¨r 7767 Gu¨tebewertungen
beno¨tigt (s. Abbildung 6.13). Diese Anzahl durchschnittlich beno¨tigter Gu¨te-
bewertungen ist deutlich geringer als die ermittelten Anzahlen bei Verwendung
der restlichen bereits vorgestellten Optimierungsstrategien [Lam02].
Die in Abbildung 6.12 dargestellten Optimierungsprozesse stellen somit typi-
sche Optimierungsprozesse fu¨r die Strategien ESstd und EShybrid dar. Fu¨r die
restlichen Optimierungsstrategien wurde auf eine graﬁsche Darstellung der In-
dividuen im Suchraum bzw. der Gu¨tewerte im Laufe des Optimierungsprozesses
verzichtet.
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Abbildung 6.13: Durchschnittlich beno¨tigte Anzahl an Bewertungen mittels des Gu¨temaßes
Schwefel-Funktion bei jeweils 10 Optimierungsprozessen.
6.4 Modiﬁziertes Hooke-Jeeves-Verfahren mit Neustart
(HoJeNeustart)
Dieses Optimierungsverfahren wurde implementiert, um die Evolutionsstrate-
gie mit den beschriebenen neuen Strategieelementen mit einem herko¨mmlichen
deterministischen Optimierungsverfahren zu vergleichen.
Ein Nachteil des herko¨mmlichen und auch des modiﬁzierten Hooke-Jeeves-
Verfahrens ist, dass bei einem ungu¨nstigen Startpunkt im Suchraum der Op-
timierungsprozess mo¨glicherweise nur zum Auﬃnden eines lokalen Optimums
fu¨hrt. Diese Gefahr besteht ebenso bei Evolutionsstrategien. Sie ist beim Ein-
satz des Hooke-Jeeves-Verfahrens bei Optimierungsproblemen mit zahlreichen
lokalen Optima aber deutlich ho¨her. Auch die Wahl einer ungu¨nstigen Start-
Schrittweite – bzw. beim modiﬁzierten Hooke-Jeeves-Verfahren die Festlegung
eines ungu¨nstigen Start-Schrittweitenvektors – kann zu diesem suboptimalen
Ergebnis fu¨hren.
Als Abhilfe wurde das modiﬁzierte Hooke-Jeeves-Verfahren mit Neustart –
im Folgenden mit HoJeNeustart abgeku¨rzt – implementiert, wobei die Start-
punkte der einzelnen Teiloptimierungen und die Schrittweitenvektoren, mit
denen die Teiloptimierungen starten, zufallsabha¨ngig sind. Die Startpunkte
werden hierbei gleichverteilt im Suchraum generiert. Die einzelnen Komponen-
ten jedes Start-Schrittweitenvektors werden unabha¨ngig voneinander erzeugt.
Die Schrittweitenkomponenten werden ebenfalls gleichverteilt generiert. Die
Schwankungsbreite liegt hier zwischen 5% und 20% der Breite des Suchraums
in jeder Dimension [Liu03].
Der Optimierungsprozess la¨uft folgendermaßen ab: Nach der Generierung des
ersten Startpunktes wird die erste Teiloptimierung mit dem modiﬁzierten
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Hooke-Jeeves-Verfahren vollzogen, bis ein Abbruchkriterium fu¨r diese Teilopti-
mierung erfu¨llt ist.
Hierbei werden in Anlehnung an Abschnitt 6.3 folgende Abbruchkriterien ver-
wendet (s. Tabelle 6.2):
• Unterschreiten des Schwellwertes fu¨r das Gu¨temaß ρ
• Erreichen einer maximal zula¨ssigen Anzahl an Bewertungen mittels des
Gu¨temaßes entweder fu¨r die Teiloptimierung oder fu¨r den gesamten Opti-
mierungsprozess
• Unterschreiten einer minimalen Schrittweite smin in allen Dimensionen
• optional: Erreichen einer maximal zula¨ssigen Anzahl an Verkleinerungen
des Schrittweitenvektors durch Multiplikation mit α (s. Abschnitt 4.2),
ohne zwischen den Verkleinerungszyklen eine Extrapolation vorzunehmen,
und anschließender Explorationen
Tritt eines dieser Abbruchkriterien ein, so wird die Teiloptimierung mit dem
modiﬁzierten Hooke-Jeeves-Verfahren beendet. Hierbei wird eine Exploration
nicht komplett durchlaufen, wenn die maximal zula¨ssige Anzahl an Gu¨tebe-
wertungen sonst u¨berschritten wu¨rde. Wird der Schwellwert fu¨r das Gu¨temaß
unterschritten oder die maximal zula¨ssige Anzahl an Gu¨tebewertungen fu¨r
den gesamten Optimierungsprozess erreicht, so wird der Optimierungsprozess
beendet. Wird die maximal zula¨ssige Anzahl an Bewertungen mittels des
Gu¨temaßes fu¨r die Teiloptimierung erreicht, die minimale Schrittweite in allen
Dimensionen unterschritten oder gegebenenfalls die maximal zula¨ssige Anzahl
an Verkleinerungen des Schrittweitenvektors ohne Extrapolation erreicht, so
wird ein neuer Startpunkt und ein neuer Start-Schrittweitenvektor erzeugt und
eine neue Teiloptimierung gestartet.
Das Optimierungsverfahren HoJeNeustart weist bei Vorliegen eines Optimie-
rungsproblems mit nur einem globalen Optimum und keinen oder wenigen lo-
kalen Optima Vorteile gegenu¨ber einer herko¨mmlichen Evolutionsstrategie auf.
Analog zum Einsatz des Hooke-Jeeves-Verfahrens, wo eine gerichtete Suche
nach einem optimalen Gu¨tewert vorgenommen wird, werden durch die Strategie
HoJeNeustart mehrere gerichtete Suchprozesse durchgefu¨hrt, wohingegen der Op-
timierungsprozess bei Einsatz einer Evolutionsstrategie sta¨rker zufallsabha¨ngig
ist und nicht wie das Hooke-Jeeves-Verfahren einer festgelegten Suchrichtung
folgt.
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Tabelle 6.2: Einstellungen bei der Optimierungsstrategie HoJeNeustart.
n = 2, n = 4 n = 24 (Regler-
optimierung Hydrau-
likventil, s. Kapitel 7)
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smin fu¨r das modiﬁzierte
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10−8 5 · 10−3
Nachteile des Verfahrens HoJeNeustart liegen in einer sta¨rkeren Empﬁndlichkeit
gegenu¨ber Sto¨rungen und Rauschen in der Gu¨tebewertung oder in Schwierig-
keiten bei einer stark zerklu¨fteten Gu¨telandschaft bei realen Optimierungspro-
blemen. Auch bei sehr vielen lokalen Optima reicht die Anzahl der Neustarts
gegebenenfalls nicht aus, um in die Umgebung des globalen Optimums zu ge-
langen. Hier hat eine Evolutionsstrategie, vor allem mit Strategieelementen, die
zu einer stark ausgepra¨gten Breitensuche fu¨hren, Vorzu¨ge.
Das Ziel beim Einsatz der beschriebenen Strategie HoJeNeustart besteht dar-
in, die Nachteile eines mo¨glicherweise ungu¨nstigen Startpunktes oder einer
ungu¨nstigen Startschrittweite bei dem modiﬁzierten Hooke-Jeeves-Verfahren zu
beheben und somit einen fairen Vergleich zwischen den auf einer Evolutionsstra-







ESunsymmGBT , dem hybriden Optimierungsverfahren EShybrid und der allein auf dem
Hooke-Jeeves-Verfahren basierenden Strategie HoJeNeustart zu ermo¨glichen.
Ergebnisse bei der Verwendung analytischer Testfunktionen als Gu¨temaße bei
Einsatz der Strategie HoJeNeustart sind im folgenden Abschnitt 6.5 zu ﬁnden.
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6.5 Ergebnisse bei Verwendung ho¨herdimensionaler
Testfunktionen
In diesem Abschnitt werden wesentliche Ergebnisse bei Verwendung der vor-
gestellten neuen Strategieelemente zur Optimierung ho¨herdimensionaler Test-
funktionen pra¨sentiert [Liu03].







GBT , EShybrid sowie HoJeNeustart) 10 mal zur Optimierung
mit jeder in diesem Abschnitt verwendeten Testfunktion als Gu¨temaß einge-
setzt.
Die Optimierungsstrategie EShybrid wird auch hier durch eine Kombination des
modiﬁzierten Hooke-Jeeves-Verfahrens mit der Strategie ESunsymmGBT realisiert.
In jeder Generation werden hier aufgrund der ho¨heren Dimension der Optimie-
rungsprobleme µ = 40 Eltern-Individuen und λ = 270 Nachkommen-Individuen
verwendet. Alle Eltern-Individuen der Startpopulationen bzw. alle Startpunkte
fu¨r die Teiloptimierungen bei der Strategie HoJeNeustart werden zufa¨llig gleich-
verteilt im Suchraum generiert.
Tabelle 6.3 zeigt die am besten geeigneten Optimierungsstrategien zur Opti-
mierung bei n = 4 mit den angegebenen Testfunktionen. Die Beurteilung der
untersuchten Optimierungsstrategien erfolgt anhand von drei Kriterien. Zum
einen wird die durchschnittliche Anzahl an Bewertungen mittels des Gu¨temaßes
M¯ , die erfolgt, bis eines der Abbruchkriterien erfu¨llt ist, herangezogen. Hierbei
ist eine mo¨glichst geringe Anzahl, d. h. mo¨glichst geringer zeitlicher Aufwand,
gewu¨nscht. Außerdem wird beru¨cksichtigt, wie ha¨uﬁg das globale Optimum
der Testfunktion bei den jeweils 10 durchgefu¨hrten Optimierungsprozessen
mit der in Kapitel 5 angegebenen Genauigkeit ρ gefunden wurde. Schließlich
werden die Durchschnittswerte der jeweils erreichten besten Gu¨tewerte der
jeweiligen Optimierungsprozesse verglichen. Hierbei ist wieder ein minimaler
Wert erwu¨nscht.
Fu¨r die Optimierung mit allen hier untersuchten Testfunktionen als Gu¨temaß
liefert die Strategie EShybrid die besten Ergebnisse bezogen auf alle oben ange-
gebenen Beurteilungskriterien.
Fu¨r die Optimierung mit der Rastrigin-Funktion als Gu¨temaß liefert auch
die Strategie ESTvarWBT gute Ergebnisse. Dies ist auf die Beschaﬀenheit der
durch die Testfunktion nach Gleichung (5.2) aufgespannten Gu¨telandschaft mit
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Tabelle 6.3: Beste Optimierungsstrategien zur Optimierung mit den angegebenen Testfunktio-
nen als Gu¨temaß bei n = 4.
Testfunktion
=ˆ Gu¨temaß
M¯ minimal Optimum am ha¨uﬁg-












































sehr vielen lokalen Optima zuru¨ckzufu¨hren. Eine breite Durchsuchung des zur
Verfu¨gung stehenden Suchraums zahlt sich hier aus.
Wird die Schwefel-Funktion nach Gleichung (5.4) als Gu¨temaß verwendet, so
schneidet auch die Strategie HoJeNeustart gut ab. Die Funktion weist zwar auch
mehrere lokale Optima auf, aber die Anzahl der lokalen Optima ist nicht so
groß wie bei der Rastrigin-Funktion.
Bei der Optimierung mit der Rosenbrock-Funktion nach Gleichung (5.7)
als Gu¨temaß konnte mit den vorgenommenen Einstellungen bei keiner der
eingesetzten Strategien das globale Optimum in der festgelegten Anzahl
an Bewertungen mittels des Gu¨temaßes mit der geforderten Genauigkeit
gefunden werden. Bezogen auf den Mittelwert der erreichten besten Gu¨tewerte
erweist sich aber auch hier die Strategie EShybrid als am erfolgreichsten. Die
Schwierigkeiten bei der Optimierung mit dieser Testfunktion als Gu¨temaß
sind durch die Beschaﬀenheit der Gu¨telandschaft mit einem langgezogenen,
gekru¨mmten, diagonal zu den Koordinatenrichtungen gerichteten Tal erkla¨rbar.
Diese Testfunktion weist keine lokalen Optima auf.
Insgesamt bietet die Kombination einer Evolutionsstrategie mit dem mo-
diﬁzierten Hooke-Jeeves-Verfahren bei der Lo¨sung aller hier untersuchten
Optimierungsprobleme mit n = 4 deutliche Vorteile gegenu¨ber dem alleinigen
Einsatz einer der beiden Vorgehensweisen.
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Kapitel 7
Regleroptimierung fu¨r ein industrielles
Hydraulikventil
Der Einsatzbereich industrieller Hydraulikventile erstreckt sich u¨ber wei-
te Bereiche des Maschinen- und Anlagenbaus. Hydraulikventile werden bei-
spielsweise in Produktionsstraßen der Holz- und Papierindustrie oder in
Kunststoﬀspritzguss-Maschinen eingesetzt.
Im Rahmen dieser Arbeit wird die Regelung eines industriellen Hydraulikventils
untersucht und optimiert (s. Abbildung 7.2). Bei fest implementierter Regler-
struktur werden darin enthaltene noch freie Parameter durch einen Optimie-
rungsprozess so eingestellt, dass das Regelungsverhalten mo¨glichst gu¨nstig ist.
Fu¨r den Optimierungsprozess ist es notwendig, ein geeignetes Gu¨temaß zur
Beurteilung des Regelungsverhaltens zu verwenden. Es wurde ein Gu¨temaß
entwickelt, das ausschließlich im Zeitbereich arbeitet. Dieses Gu¨temaß QZeit
bewertet die Reaktion eines Systems auf ein vorgegebenes Eingangssignal in
Abha¨ngigkeit von der Zeit (Abschnitt 7.4). Es wird als skalares Gu¨temaß fu¨r
den Optimierungsprozess eingesetzt.
7.1 Hardware
Bei dem untersuchten Hydraulikventil handelt es sich um ein Regelventil NG6
der Bosch Rexroth AG, ehemals Robert Bosch GmbH. Abbildung 7.1 zeigt den
Querschnitt des Ventils. Das dargestellte Ventil geho¨rt zur Gruppe der Schieber-
ventile. Das Ventil entha¨lt einen Kolben (Ventilschieber), der in La¨ngsrichtung
verschoben wird. Der Ventilschieber beﬁndet sich in einer La¨ngsbohrung in dem
Geha¨use des Ventils. In die La¨ngsbohrung sind Ringkana¨le eingearbeitet, die je-
weils mit einem a¨ußeren Anschluss am Geha¨use verbunden sind (Anschlu¨sse A,
B, P und T, s. Abbildung 7.1). Durch die Verschiebung des Ventilschiebers









Abbildung 7.1: Querschnittsdarstellung des eingesetzten Hydraulikventils [BLSK00].
werden Durchﬂusswege fu¨r eine Hydraulikﬂu¨ssigkeit geo¨ﬀnet oder geschlossen,
indem durch den Ventilschieber die einzelnen Ringkana¨le verbunden oder ge-
trennt werden. Die Position des in Abbildung 7.1 markierten Ventilschiebers
soll mit Hilfe der eingesetzten Lageregelung geregelt werden (s. Abbildung 7.2).
Die Position x(t) des Ventilschiebers wird im Folgenden auch als Ventilhub be-
zeichnet. Detailliertere Informationen zur Wirkungsweise und zum Einsatz von
Hydraulikventilen sind in [Rob99, Sch78, EHK+88] zu ﬁnden.
Die Struktur des gesamten Regelungssystems ist in Abbildung 7.2 dargestellt.
Es wird zusa¨tzlich zur Lageregelung ein unterlagerter Regelkreis zur Strom-
regelung eingesetzt (s. Abbildung 7.3). Dieser unterlagerte Regelkreis sorgt
dafu¨r, dass die vom Lageregelkreis angeforderte Stellgro¨ße mo¨glichst schnell
zur Verfu¨gung gestellt wird. Der Stromregelkreis ist jedoch nicht Gegenstand
dieser Arbeit.
Die Ansteuerung des Ventils wird mit Hilfe eines handelsu¨blichen PC (Pentium
IV, 1.4 GHz) und einer Echtzeit-Simulationskarte (DS1103, dSPACE) vorge-
nommen. Durch die eingesetzte Echtzeit-Simulationskarte wird es ermo¨glicht,
die beno¨tigte Abtastzeit von ta = 100µs fu¨r die Lageregelung einzuhalten.


















































Abbildung 7.3: Unterlagerter Regelkreis zur Stromregelung.
durch einen analogen Regler vorgenommen. In den letzten Jahren hat jedoch
das Interesse an digital realisierten Reglern zugenommen. Der Vorteil der Ana-
logtechnik liegt in der gro¨ßeren Schnelligkeit der Regelung, da der Schnelligkeit
eines digitalen Reglers durch die realisierbare Abtastzeit Grenzen gesetzt
sind. In den na¨chsten Jahren ist jedoch aufgrund besserer Rechenleistungen
mit einem deutlichen ‘Vorsprung’ der digitalen Regelung zu rechnen. Die
großen Vorteile eines digital realisierten Reglers liegen zum einen in der
automatisierten Einstellbarkeit gu¨nstiger Reglerparameter1, zum anderen ist in
Kombination mit der digital realisierten Regelung die CAN-Bus-Technologie2
zur zentralen Ansteuerung der Ventile einsetzbar [Mu¨l00].
Bei Verwendung eines digitalen Lagereglers sind prinzipiell zwei Varianten fu¨r
die Kommunikation zwischen dem PC und dem Ventil mo¨glich.
In der ersten Variante ist der Lageregler als ‘On-Board-Elektronik’ (OBE-D2)3
direkt auf dem Ventil angebracht. Dieser Aufbau ist fu¨r den praktischen Einsatz
der digitalen Regelung vorgesehen. Bei einer fest in der OBE-D2 implementier-
ten Reglerstruktur ko¨nnen u¨ber einen CAN-Bus die Parameter des Lagereglers
1Bei analog geregelten Ventilen musste bisher eine gu¨nstige Einstellung der Reglerparameter durch interaktive
Optimierung ‘von Hand’ durch einen Prozessexperten mit Hilfe von Widerstands-Dekaden vorgenommen werden.
Da die einzelnen Reglerparameter nicht unabha¨ngig voneinander wirken, ist dieser Vorgang sehr zeitaufwendig
(Dauer: mehrere Tage) und erfordert viel Erfahrung und ‘Fingerspitzengefu¨hl’.
2CAN-Bus: Controller-Area-Network-Bus (engl.): Bus in einem regelungstechnischen Netzwerk
3OBE-D2: On-Board-Elektronik, digital, 2. Generation
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vera¨ndert werden. Außerdem ko¨nnen zu Analysezwecken verschiedene Signale
aus der OBE-D2 u¨ber den CAN-Bus ausgelesen werden [Bos01b, Bos01a].
In der zweiten Variante ist der digitale Lageregler als Software-Regler auf dem
PC implementiert. Die Reglerstruktur wird auf die Echtzeit-Simulationskarte
geschrieben. Die Parameter des Lagereglers ko¨nnen u¨ber den PC vera¨ndert
werden, ohne dass die Reglerstruktur nochmals auf die Karte u¨bertragen wer-
den muss. Vorteilhaft ist hierbei, dass nicht nur verschiedene Reglerparameter,
sondern im Gegensatz zur ersten vorgestellten Variante auch unterschiedliche
Reglerstrukturen getestet und analysiert werden ko¨nnen. Aus diesem Grund
wird im Rahmen dieser Arbeit die zweite Variante herangezogen.
7.2 Software
Die Ansteuerung der Echtzeit-Simulationskarte erfolgt mit speziellen Software-
Komponenten, die von dSPACE bereitgestellt werden und die in das Programm-
Paket Matlab eingebunden werden ko¨nnen [dSP01a, dSP01b, dSP01c,
Mat99b].
Der digitale Lageregler ist unter Matlab / Simulink implementiert [Mat99c,
Mat99a].
Fu¨r das Gu¨temaß (s. Abschnitt 7.4) wurden zwei Fuzzy-Module entwickelt.
Hierzu wurde das Software-Paket Dora fu¨r Windows verwendet [KK97]. Die
Eingangsgro¨ßen der Fuzzy-Module werden mit Hilfe von Matlab ermittelt.
Ebenso erfolgt der Optimierungsprozess zur Einstellung gu¨nstiger Reglerpara-
meter unter Matlab.
7.3 Reglerstruktur: Kombination PI-Regler und Zu-
standsregler
Bei der eingesetzten Reglerstruktur handelt es sich um eine Kombination aus
einem erweiterten PI-Regler und einem Zustandsregler (s. Abbildung 7.4).
Im P- und im I-Zweig des Reglers wird jeweils durch Kennlinien dafu¨r gesorgt,
dass Regelabweichungen ∆x(t) = xsoll(t) − x(t) im Klein-, im Mittel- und im
Großsignalbereich4 unterschiedlich verarbeitet werden. Die Versta¨rkungsfakto-
ren beider Zweige pp(∆x) und pi(∆x) sind abha¨ngig von der Gro¨ße der Regel-
abweichung.
4Die Bezeichnungen Klein-, Mittel- und Großsignal beziehen sich auf die Amplitudena¨nderung des jeweiligen
Signals.

























Abbildung 7.4: Struktur des Lagereglers.
Der Zustandsregler erha¨lt als Eingangsgro¨ße den Ventilhub x(t). Dieser Zweig
des Reglers weist zweifach diﬀerenzierenden Charakter auf und bringt dadurch
ein Maß fu¨r die Geschwindigkeit x˙(t) und die Beschleunigung x¨(t) des Ventil-
schiebers in die Stellgro¨ße des Lagereglers ux ein. Im Zweig des Zustandsreglers
sind ebenfalls Versta¨rkungsfaktoren und Verzo¨gerungs-Zeitkonstanten enthal-
ten.
Der P-Zweig weist 8 zu optimierende Parameter auf, der I-Zweig entha¨lt 11
einstellbare Parameter und der Zustandsregler kann durch 5 einstellbare Para-
meter beeinﬂusst werden. Insgesamt entha¨lt die in Abbildung 7.4 dargestellte
Reglerstruktur also 24 zu optimierende Parameter.
7.4 Bewertung der Regelungsgu¨te
Es wurde ein Gu¨temaß zur Bewertung der Regelungsgu¨te im Zeitbereich ent-
wickelt. Hierbei werden Systemantworten x(t) des Regelungssystems auf ver-
schiedene Eingangsgro¨ßen-Spru¨nge bewertet. Dies geschieht, indem aus jeder
Sprungantwort Merkmale extrahiert und durch ein Fuzzy-System bewertet wer-
den.
Die Gu¨tebewertung durch ein Fuzzy-System, bestehend aus zwei Fuzzy-
Modulen, erweist sich als besonders gu¨nstig, da durch ein zweistra¨ngiges
Fuzzy-System (s. u.: Grundlagen von Fuzzy-Logik) die teilweise widerspru¨chlichen
Gu¨teaspekte beru¨cksichtigt werden ko¨nnen und durch einen entsprechenden
Wert eines der Merkmale eine globale Abwertung der Gu¨te einer Sprungant-
wort leicht realisiert werden kann.
Durch das erste Fuzzy-Modul (FM 1) wird hierbei eine Bewertung in Form von
Schulnoten (Note 1 =ˆ sehr gut, ... , Note 6 =ˆ ungenu¨gend) vorgenommen.
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Das zweite Fuzzy-Modul (FM 2) dient der weiteren Diﬀerenzierung aller durch
FM 1 mit 6 benoteten Sprungantworten, um eine identische Benotung bei un-
terschiedlichen Sprungantworten und somit verschiedenen Merkmalen zu ver-
meiden. Diese Vorgehensweise ist fu¨r den erfolgreichen Einsatz eines Optimie-
rungsverfahrens erforderlich, um Plateaus in der Gu¨telandschaft zu vermeiden.
Durch FM 2 wird das Spektrum der Gu¨tewerte auf den Bereich [1, 26] ausge-
dehnt.
Auf das Regelungssystem wird eine Folge von Eingangsgro¨ßen-Spru¨ngen ge-
schaltet. Jede einzelne Sprungantwort wird durch das Fuzzy-Modul FM 1 bzw.
durch beide Fuzzy-Module FM 1 und FM 2 benotet. Anschließend wird aus den
ermittelten Einzelnoten eine Gesamtnote berechnet. Diese Gesamtnote stellt
das Gu¨temaß QZeit dar.
Grundlagen von Fuzzy-Logik
In der klassischen Logik sind nur die Wahrheitswerte 1 (wahr) und 0 (falsch)
bekannt. Bereits 1965 wurde von L. Zadeh die sogenannte Fuzzy-Logik ein-
gefu¨hrt, die auch fu¨r Wahrheitswerte zwischen 0 und 1 deﬁniert ist [Zad65]. An
dieser Stelle kann nur ein grober U¨berblick u¨ber Fuzzy-Logik gegeben werden,
fu¨r weiterfu¨hrende Einzelheiten sei auf [Kie97] verwiesen.
Die Anwendungsfelder der Fuzzy-Logik sind vielfa¨ltig. Fuzzy-Logik kann in der
Regelungstechnik in Form eines Fuzzy-Reglers eingesetzt werden. In diesem
Fall spricht man von Fuzzy Control. Weitere Einsatzmo¨glichkeiten bestehen
in der Ereigniserkennung sowie in der Gu¨tebewertung. Auch auf dem Gebiet
der Modellierung ist der Einsatz der Fuzzy-Logik in Form von Fuzzy-Modellen
weit verbreitet.
Ein Fuzzy-Modul basiert auf linguistischen Regeln. Diese linguistischen
Regeln weisen folgende Struktur auf:
WENN < Pra¨misse > DANN < Konklusion > . (7.1)
In einem Fuzzy-Modul sind meist mehrere linguistische Regeln implementiert.
Die Menge aller linguistischen Regeln eines Fuzzy-Moduls wird Regelbasis ge-
nannt. In der Pra¨misse und der Konklusion einer jeden Regel werden aus dem
Sprachgebrauch bekannte Ausdru¨cke wie beispielsweise ‘Temperatur = nied-
rig’ oder ‘Regelabweichung = groß’ verwendet. In dem Beispiel ‘Temperatur =
niedrig’ ist die Temperatur die Prozessvariable, sie wird auch als linguistische
Variable bezeichnet. Der linguistische Wert dieser Variablen kann zum Beispiel
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‘niedrig’, ‘mittel’ oder ‘hoch’ sein. In einem Fuzzy-Modul werden zum einen
die verwendeten linguistischen Regeln hinterlegt, zum anderen wird auch die
Zuordnung zwischen linguistischen Werten (z. B. ‘niedrig’) und reellen Werten
(z. B. [0◦C, 25◦C]) festgelegt.
Bei der Zuordnung
[0◦C, 25◦C] =ˆ ‘niedrig’,
]25◦C, 65◦C] =ˆ ‘mittel’,
]65◦C, 100◦C] =ˆ ‘hoch’
wird jeder reelle Wert fu¨r die Temperatur im Bereich [0◦C, 100◦C] genau ei-
nem linguistischen Wert zugeordnet. Hierdurch entstehen ‘scharfe’ U¨berga¨nge
zwischen den einzelnen linguistischen Werten an den Bereichsgrenzen. Diese
Zuordnung kann durch sogenannte Zugeho¨rigkeitsfunktionen (s. Abbildung 7.5
(a)) dargestellt werden.
Es kann aber auch eine unscharfe Zuordnung mit ﬂießenden U¨berga¨ngen reali-
siert werden. Hierzu werden ha¨uﬁg trapez- oder dreieckfo¨rmige Zugeho¨rigkeits-
funktionen verwendet (s. Abbildung 7.5 (b)). Abbildung 7.5 zeigt beispielhaft
Zugeho¨rigkeitsfunktionen zu den linguistischen Werten ‘niedrig’, ‘mittel’ und
‘hoch’.5 Der Sonderfall ‘scharfer’ U¨berga¨nge wird hierbei durch rechteckige Zu-
geho¨rigkeitsfunktionen realisiert (Abbildung 7.5 (a)).
Der Funktionswert µ gibt den Grad an, in dem eine Prozessvariable einem be-
stimmten linguistischen Wert zugeordnet ist. Durch den ﬂießenden U¨bergang
zwischen den Zugeho¨rigkeitsfunktionen bei Variation der Prozessvariablen er-
gibt sich eine Verschiebung der Zugeho¨rigkeitsgrade zu den einzelnen linguisti-
schen Werten.
Aus der klassischen Logik sind die Operatoren ¬ (NICHT), ∧ (UND) und ∨
(ODER) zur Verarbeitung der booleschen Wahrheitswerte 0 und 1 bekannt.
Auch im Rahmen der Fuzzy-Logik sind entsprechende Operatoren deﬁniert, die
fu¨r die Wahrheitswerte 0 und 1 mit den klassischen Operatoren u¨bereinstimmen.
• Fuzzy-NICHT-Operator:
¬µ = 1− µ
• Fuzzy-UND-Operator:
– Algebraisches Produkt:
µ1 ∧ µ2 = µ1 · µ2
5Aus Gru¨nden der U¨bereinstimmung mit der Literatur wird fu¨r die Zugeho¨rigkeitsfunktionen die Variable µ
verwendet. Die Abgrenzung zu der Anzahl der Eltern-Individuen im Rahmen der Evolutiona¨ren Algorithmen,
die ebenfalls durch die Variable µ gekennzeichnet ist, ergibt sich aber aus dem Zusammenhang.

















Abbildung 7.5: Zugeho¨rigkeitsfunktionen µ zu den linguistischen Werten ‘niedrig’, ‘mittel’ und
‘hoch’; (a) rechteckige Zugeho¨rigkeitsfunktionen, die Temperatur T0 ist im Grade µ = 1 dem
linguistischen Wert ‘mittel’ zugeordnet; (b) trapezfo¨rmige Zugeho¨rigkeitsfunktionen, die Tem-
peratur T0 ist im Grade µ = 0.8 dem linguistischen Wert ‘mittel’ und im Grade µ = 0.2 dem
linguistischen Wert ‘hoch’ zugeordnet.
– Minimum:
µ1 ∧ µ2 = min(µ1, µ2)
• Fuzzy-ODER-Operator:
– Algebraische Summe:
µ1 ∨ µ2 = µ1 + µ2 − µ1 · µ2
– Maximum:
µ1 ∨ µ2 = max(µ1, µ2)
Es existieren noch weitere Fuzzy-Operatoren (UND: Hamacher-Produkt,
Einstein-Produkt, begrenzte Diﬀerenz; ODER: Hamacher-Summe, Einstein-
Summe, begrenzte Summe [Kie97]). Die oben genannten Operatoren werden
jedoch am ha¨uﬁgsten verwendet.
Die Zuordnung einer reellen Prozessvariablen (z. B. T0 = 58
◦C) zu Zugeho¨rig-
keitsgraden zu linguistischen Werten (z. B. µ(T0 = mittel) = µmittel(T0) = 0.8,
µ(T0 = hoch) = µhoch(T0) = 0.2) wird Fuzziﬁzierung genannt.
Die Pra¨misse einer linguistischen Regel besteht entweder aus einer Elementar-
aussage (z. B. Temperatur = niedrig) oder aus der Verknu¨pfung mehrerer Ele-
mentaraussagen mit Hilfe von Fuzzy-Operatoren (z. B. (Temperatur = niedrig)
∧ (Wind = stark)). Die Bestimmung des Erfu¨lltheitsgrades der Pra¨misse wird
Aggregation genannt (z. B. (µ(Temperatur = niedrig) ∧ µ(Wind = stark))=0.2).





Abbildung 7.6: Beispiel fu¨r die Akkumulation der durch die Aktivierung gebildeten Zugeho¨rig-
keitsfunktionen fu¨r die Ausgangsgro¨ße u des Fuzzy-Moduls und resultierender reeller Ausgangs-
gro¨ßenwert bei Defuzziﬁzierung mit der Maximum-Mittelwert-Methode (umaxD ) und mit der
Schwerpunktmethode (uCOGD ).
Je nach Erfu¨lltheitsgrad der Pra¨misse wird die zugeho¨rige linguistische Regel
in einem bestimmten Maße aktiviert. Ist der Erfu¨lltheitsgrad der Pra¨misse 1, so
erfolgt die Aktivierung der zugeho¨rigen Regel in vollem Maße. Bei geringerem
Erfu¨lltheitsgrad der Pra¨misse wird die durch die Konklusion gegebene Empfeh-
lung der Regel abgeschwa¨cht. Hierzu wird der Fuzzy-UND-Operator eingesetzt.
Weist beispielsweise eine im Grade µ = 0.4 aktivierte Regel die Konklusion
‘Stellgro¨ße = groß’ auf, so ergibt sich durch (µgroß ∧ 0.4) die Empfehlung der
Regel.
Unter Akkumulation wird die U¨berlagerung der Empfehlungen aller lingui-
stischen Regeln verstanden. Bei der Akkumulation wird der Fuzzy-ODER-
Operator verwendet. Die Aktivierung aller Regeln und die Akkumulation wer-
den unter dem Begriﬀ Inferenz zusammengefasst.
Durch die Akkumulation ergibt sich ein ‘Empfehlungsgebirge’ fu¨r die Ausgangs-
gro¨ße des Fuzzy-Moduls (s. Abbildung 7.6). Das Empfehlungsgebirge µ(u) gibt
fu¨r jeden mo¨glichen Ausgangsgro¨ßenwert u an, wie attraktiv er als Ausgangs-
gro¨ße ist. Aus dem Empfehlungsgebirge µ(u) wird schließlich ein reeller Aus-
gangsgro¨ßenwert uD bestimmt. Dieser Vorgang wird Defuzziﬁzierung genannt.
Mo¨gliche Defuzziﬁzierungs-Methoden sind die Maximum-Mittelwert-Methode
oder die Schwerpunktmethode. Bei der Maximum-Mittelwert-Methode wird der
Mittelwert aller Werte u gebildet, bei denen µ(u) maximal ist. Dieser Wert wird
als Ausgangsgro¨ßenwert umaxD verwendet. Bei der Schwerpunktmethode wird der
Schwerpunkt der Fla¨che bestimmt, die sich zwischen dem Funktionsgraphen
µ(u) und der horizontalen Achse (u-Achse) ergibt. Es wird der Wert u, der sich
durch das Lot des Fla¨chenschwerpunktes auf die horizontale Achse ergibt, als
















































































Abbildung 7.7: Struktur eines einstra¨ngigen Fuzzy-Moduls (a) und eines zweistra¨ngigen Fuzzy-
Moduls (b) mit der Prozessvariablen e als Eingangsgro¨ße (es ist auch mo¨glich, einen Eingangs-
gro¨ßenvektor e zu verwenden).
Ausgangsgro¨ßenwert verwendet (uCOGD ).
6
Die bereits genannten Verarbeitungsschritte werden in Abbildung 7.7 (a) ver-
deutlicht.
Mit Hilfe eines erweiterten Fuzzy-Moduls ko¨nnen nicht nur linguistische Regeln
nach Ausdruck (7.1) verarbeitet werden. Es ist auch mo¨glich, Regeln in der
Form
WENN < Pra¨misse > DANN < Konklusion > VERBOTEN (7.2)
zu verwenden. Linguistische Regeln nach Ausdruck (7.1) dru¨cken Empfehlungen
bezu¨glich der Ausgangsgro¨ße aus. Diese Regeln werden auch positive Regeln
genannt. Im Gegensatz hierzu werden durch linguistische Regeln nach Ausdruck
(7.2) Warnungen oder Verbote bezu¨glich der Ausgangsgro¨ße des Fuzzy-Moduls
ausgesprochen. Diese Regeln werden als negative Regeln bezeichnet.
Aufgrund der negativen Regeln ergeben sich Bereiche der Ausgangsgro¨ße, vor
denen vollsta¨ndig oder in einem bestimmten Grade gewarnt wird. Fu¨r die Ver-
arbeitung von negativen Regeln existieren dieselben Methoden wie fu¨r die Ver-
arbeitung von positiven Regeln.
Ein Fuzzy-Modul, dessen Regelbasis nur positive Regeln beinhaltet, wird ein-
stra¨ngiges Fuzzy-Modul genannt. Ein Fuzzy-Modul, dessen Regelbasis sowohl
positive als auch negative Regeln entha¨lt, wird als zweistra¨ngiges Fuzzy-Modul
bezeichnet. In einem zweistra¨ngigen Fuzzy-Modul ko¨nnen fu¨r die Verarbeitung
6COG: Center of Gravity (engl.): Schwerpunkt
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der positiven Regeln andere Methoden (Fuzzy-Operatoren) verwendet werden
als fu¨r die Verarbeitung der negativen Regeln.
Abbildung 7.7 (b) zeigt schematisch den Aufbau eines zweistra¨ngigen Fuzzy-
Moduls. Die Verrechnung des ‘Empfehlungsgebirges’ der positiven und des ‘Ver-
botsgebirges’ der negativen Regeln wird Hyperinferenz genannt. Es existieren
verschiedene Hyperinferenz-Strategien [Kie97].
Aus dem aus der Hyperinferenz resultierenden ‘Ausgangsgebirge’ wird durch die
Hyperdefuzziﬁzierung ein sinnvoller Ausgangsgro¨ßenwert uD ermittelt [Kie97].
Bewertungsszenario
Der Eingangsgro¨ßen-Verlauf, der dem Sollwert fu¨r den Ventilhub xsoll(t) ent-
spricht, besteht aus einer Folge von 9 verschiedenen Spru¨ngen (s. Abbildung
7.8). Der verwendete Sollwert-Verlauf entha¨lt Klein-, Mittel- und Großsignal-
spru¨nge, um den Bereich der im industriellen Einsatz auftretenden Sollwert-
Verla¨ufe mo¨glichst gut abzudecken.
Aufgrund der Nichtlinearita¨ten des Ventils (magnetische Hysterese, Reibung,
etc.) und der daraus resultierenden Nichtlinearita¨ten des Lagereglers sind die
Sprungantworten des Regelungssystems auf unterschiedliche Eingangsgro¨ßen-
Spru¨nge von der jeweiligen Sprungho¨he ∆xsoll, der Richtung des jeweiligen
Sprunges (positiv oder negativ) sowie von den zugeho¨rigen Absolutwerten
xsoll vor Sprung und xsoll nach Sprung des Eingangsgro¨ßen-Sprunges abha¨ngig.
Um den Einﬂuss von Rauschen und Sto¨rungen zu reduzieren, wird der in Ab-
bildung 7.8 (a) dargestellte Eingangsgro¨ßen-Verlauf fu¨r jeden zu bewertenden
Satz von Reglerparametern x des Lagereglers mehrfach aufgeschaltet [BW00].
Hierbei hat sich eine 5- bzw. 10-fache Aufschaltung des dargestellten Ein-
gangsgro¨ßen-Verlaufs als ausreichend erwiesen. Fu¨r jeden der 9 Eingangsgro¨ßen-
Spru¨nge wird der Mittelwert der 5 bzw. 10 Einzelnoten gebildet. Anschließend
wird die Gesamtnote wie in Tabelle 7.1 dargestellt berechnet.
Die Aufzeichnung des Ventilhubs x(t) erfolgt in zeitlichen Absta¨nden von 100µs
(Abtastzeit). Um den zeitlichen Aufwand der Gu¨tebewertung zu reduzieren,
wird fu¨r die Ermittlung des Gu¨tewertes QZeit eine Unterabtastung vorgenom-
men. Fu¨r die Gu¨tebestimmung wird nur jeder zweite Datenpunkt verwendet
(Unterabtastung r = 2). Durch diesen Vorgang wird der zeitliche Aufwand
fu¨r die Datenaufnahme nicht reduziert, jedoch wird die Berechnungsdauer fu¨r
die anschließende Gu¨teermittlung anhand der aufgezeichneten Daten durch die
kleinere zu betrachtende Datenmenge verkleinert. Durch eine Unterabtastung




















Abbildung 7.8: Sprungfo¨rmiger Eingangsgro¨ßenverlauf (Stimulus-Funktion) xsoll(t) (a) und
Zoom, um Kleinsignalspru¨nge sichtbar zu machen ((b) und (c)).
wird die Gu¨tebewertung ungenauer, ein Wert von r = 2 hat sich jedoch als ak-
zeptabel erwiesen. Hierdurch wird die Gu¨tebewertung nur geringfu¨gig verfa¨lscht
[Nic99a].
Gu¨temaß zur Bewertung von Sprungantworten
Die Bewertung ist modular aufgebaut. Es ko¨nnen auf Wunsch leicht weitere
Merkmale aus den Sprungantworten extrahiert und bei der Gu¨tebestimmung
mitbewertet werden.
Die Bewertungsgrundlage stellte eine Bewertung einer Vielzahl unterschiedli-
cher Sprungantworten durch einen Prozessexperten dar. Diese Bewertung wurde
von dem Prozessexperten durch visuelle Inspektion vorgenommen.
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Tabelle 7.1: Berechnung der Gesamtgu¨te QZeit(x) eines Satzes von Reglerparametern x aus
den Einzelnoten aller Sprungantworten QZeit (i,j)(x) bei 5 Aufschaltungen des Eingangsgro¨ßen-










Sprung 1 . . . Sprung 9





Lauf 5 QZeit (5,1)(x) . . . QZeit (5,9)(x)




QZeit (i,1)(x) 15 ·
∑
QZeit (i,9)(x) 0.5 · σQZeit (j) + Q¯Zeit(x)
Bei der Entwicklung des Fuzzy-Moduls FM 1 wurde auf eine mo¨glichst große
U¨bereinstimmung der durch das Fuzzy-Modul erhaltenen Noten mit den durch
den Prozessexperten ermittelten Noten geachtet. Das Fuzzy-Modul FM 2 stellt
eine Erweiterung der Expertenbewertung dar.
Das Fuzzy-Gu¨temaß wurde wissensbasiert – d. h. auf der Grundlage von Exper-
tenwissen – erstellt. Diese wissensbasierte Realisierung ist aufwendig, da eine
Vielzahl von – teilweise widerspru¨chlichen – Bewertungsaspekten in das Fuzzy-
Gu¨temaß integriert werden mu¨ssen. Durch die Verwendung eines zweistra¨ngigen
Fuzzy-Moduls mit positiven und negativen Regeln ist es jedoch leichter mo¨glich,
den unterschiedlichen Gu¨teaspekten gerecht zu werden. Prinzipiell ist auch eine
datenbasierte Erstellung eines Fuzzy-Gu¨temaßes auf der Grundlage der Exper-
tenbewertung mo¨glich. Hierfu¨r kann beispielsweise das Software-Tool Winrosa
eingesetzt werden [Kie97, Kro99, Sla01, Kra02].





Die Bewertung der einzelnen Gu¨tekriterien soll jedoch nicht bezogen auf
die absoluten Werte, sondern abha¨ngig von der Sprungho¨he erfolgen. Hierzu
wird eine geeignete Normierung vorgenommen. Durch eine Umnormierung
kann das Gu¨temaß somit auch vergleichsweise einfach an unterschiedliche
Ventiltypen, an verschiedene Anforderungen oder an neue Einsatzbereiche
angepasst werden.
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Abbildung 7.9: Normierter Ventilhub x(t) (zum Zeitpunkt t = 0 wird ein Sollwertsprung auf-
geschaltet); Darstellung der Anregelzeit Tan, der maximalen U¨berschwingweite MP , der Aus-
regelzeit Taus sowie der zur Ermittlung der Schwingneigung beno¨tigten Zeitspanne TISE.
Unter der Anregelzeit Tan wird die Zeitspanne von der Aufschaltung eines Ein-
gangsgro¨ßen-Sprunges bis zum Erreichen von 95 % der Sprungho¨he ∆xsoll =
|xsoll nach Sprung − xsoll vor Sprung| durch den Ventilhub verstanden (s. Abbildung
7.9). Die aus der Sprungantwort ermittelte Anregelzeit Tan wird durch die von
der Sprungho¨he ∆xsoll abha¨ngige, experimentell bestimmte schnellstmo¨gliche





Tan opt(∆xsoll) wird experimentell folgendermaßen bestimmt: Zuna¨chst wird
isoll = 0 (s. Abbildung 7.2) aufgeschaltet. Der Ventilschieber beﬁndet sich
dabei – bedingt durch die Bauart des Ventils7 – an der einen Grenze des
mo¨glichen Bewegungsbereichs. Nun wird auf das Ventil bei deaktiviertem Reg-
ler isoll = isoll max aufgeschaltet und der Ventilhub u¨ber der Zeit aufgezeich-
net. Die Zeitdauer bis zum Erreichen eines bestimmten Ventilhubs kann als
schnellstmo¨gliche Anregelzeit fu¨r eine dem erreichten Ventilhub entsprechende
Sprungho¨he ∆xsoll verstanden werden.
7Im Ventil beﬁndet sich eine Ru¨ckstellfeder, die ohne Magnetstrom den Ventilschieber im Anschlag ha¨lt.
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Tan opt(∆xsoll) wird in Form einer Kennlinie hinterlegt. Tan norm stellt eine der
vier Eingangsgro¨ßen des Fuzzy-Systems zur Gu¨tebewertung dar.
Als U¨berschwingweite MP wird die maximale Abweichung des Ventilhubs x(t)
vom Sollwert xsoll(t) nach dem durch Tan festgelegten Anregelzeitpunkt und
ab dem erstmaligen Richtungswechsel des Ventilhubs (Vorzeichenwechsel von
x˙(t)) bezeichnet (s. Abbildung 7.9). Diese betraglich maximale Diﬀerenz zwi-
schen x(t) und xsoll(t) wird in vielen Fa¨llen, aber nicht immer, wa¨hrend des
ersten U¨berschwingens erreicht. Die U¨berschwingweite MP wird auf eine von






Hierbei wurden die von ∆xsoll abha¨ngigen maximal zula¨ssigen U¨berschwing-
weiten MPmax fu¨r einzelne ausgewa¨hlte Sprungho¨hen anhand der vorliegenden
Expertenbewertungen empirisch ermittelt [Bu¨l98, Nic99b]. Fu¨r Zwischenwerte
von ∆xsoll wird in geeigneter Weise interpoliert. Auch hier wird MPmax(∆xsoll)
in Form einer Kennlinie implementiert. MPnorm ist die zweite Eingangsgro¨ße
des Fuzzy-Systems.
Die dritte Eingangsgro¨ße des Fuzzy-Systems stellt die normierte Ausregelzeit
Taus norm dar. Als Ausregelzeit Taus wird die Zeitdauer vom durch Tan deﬁnierten
Anregelzeitpunkt bis zu dem Zeitpunkt verstanden, ab welchem der Betrag der
Regelabweichung |∆x(t)| = |xsoll(t) − x(t)| sta¨ndig kleiner als 20mV ist (s.
Abbildung 7.9). Diese Ausregelzeit wird mit Hilfe eines Anpassungsfaktors γ,





γ(∆xsoll) ist im Gegensatz zu Tan opt(∆xsoll) und MPmax(∆xsoll) keine inter-
pretierbare Gro¨ße. Dieser Wert dient lediglich dazu, einer in Abha¨ngigkeit von
der Sprungho¨he ∆xsoll unterschiedlichen Bewertung der Ausregelzeit gerecht zu
werden [Nic99b]:




Zur Ermittlung der Schwingneigung als vierte Eingangsgro¨ße des Fuzzy-Systems
wird zuna¨chst die Zeitdauer TISE vom zweiten Nulldurchgang der Regelabwei-
chung ∆x(t) bis zu dem Zeitpunkt ermittelt, ab welchem |∆x(t)| sta¨ndig kleiner
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ist als 20mV (s. Abbildung 7.9). Das herko¨mmliche Maß ISE als Integral u¨ber
die quadrierte Regelabweichung wird folgendermaßen modiﬁziert8:










δ ist ein normiertes Maß fu¨r die Kurvenla¨nge von x(t) zwischen dem Zeitpunkt
T1 = Tan +Taus−TISE des zweiten Nulldurchgangs der Regelabweichung ∆x(t)









1 + q · x˙(t)2)dt.
δ kann als Oszillationsmaß interpretiert werden. Abweichend von der Berech-
nungsvorschrift fu¨r die Kurvenla¨nge wurde ein Faktor q eingefu¨hrt. Fu¨r diesen
wurde ein Wert von q = 0.1 s
2
V 2 empirisch festgelegt. Durch den Faktor q kann
die Gro¨ßenordnung des Oszillationsmaßes δ an die Gro¨ßenordnung von ISE
angepasst und die Wirkungsweise des Oszillationsmaßes beeinﬂusst werden
[Ste01].
Die Verrechnung der einzelnen vier Gu¨tekriterien zu dem skalaren Gu¨temaß
QZeit erfolgt durch die Fuzzy-Module FM 1 und FM 2.
Die vier Gu¨tekriterien dienen als Eingangsgro¨ßen der Fuzzy-Module. Die ver-
wendeten Zugeho¨rigkeitsfunktionen des Fuzzy-Moduls FM 1 sind in Abbildung
7.10 dargestellt. Die Zugeho¨rigkeitsfunktionen des zweiten Fuzzy-Moduls FM 2
sind in Anhang B in Abbildung B.1 dargestellt.
Bei beiden Fuzzy-Modulen besteht die Regelbasis aus Regeln, die jeweils nur
eine Elementaraussage in der Pra¨misse aufweisen. Die Regelbasis des Fuzzy-
Moduls FM 1 ist in Anhang B in Tabelle B.1 zu ﬁnden, die Regelbasis von FM
2 ist in Tabelle B.2 aufgelistet.
Die Zugeho¨rigkeitsfunktionen der Ausgangsgro¨ße QZeit sind fu¨r FM 1 in Ab-
bildung 7.11 dargestellt. Abbildung 7.11 (a) zeigt die in den positiven Regeln
8ISE: integral of squared error (engl): Integral u¨ber die quadrierte Regelabweichung



































Abbildung 7.10: Zugeho¨rigkeitsfunktionen der Eingangsgro¨ßen Tan norm (a), MPnorm (b),
Taus norm (c), ISEmod (d) und (e) fu¨r FM 1.
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Abbildung 7.11: Zugeho¨rigkeitsfunktion(en) der Ausgangsgro¨ße QZeit fu¨r positive Regeln (a)
und negative Regeln (b) fu¨r FM 1.
verwendeten Zugeho¨rigkeitsfunktionen, in Abbildung 7.11 (b) ist die in den ne-
gativen Regeln verwendete Zugeho¨rigkeitsfunktion dargestellt. Fu¨r FM2 sind
die Zugeho¨rigkeitsfunktionen der Ausgangsgro¨ße QZeit in Anhang B in Abbil-
dung B.2 dargestellt. Im Fuzzy-Modul FM 2 werden nur positive Regeln verar-
beitet.
Fu¨r die positiven Regeln werden Singletons als ausgangsseitige Zugeho¨rigkeits-
funktionen verwendet. Dies sind Zugeho¨rigkeitsfunktionen, die nur an einer Stel-
le einen Funktionswert µ = 1 aufweisen und an allen anderen Stellen µ = 0 als
Funktionswert haben.
Die Aktivierung der einzelnen Regeln (positive und negative Regeln) erfolgt
durch das algebraische Produkt. Die Akkumulation der Konklusionen der po-
sitiven Regeln und der negativen Regeln wird zuna¨chst getrennt voneinander
durch die fu¨r reelle Zahlen erkla¨rte Summe vorgenommen.
Die aktivierten Singletons werden bei FM 1 zur Ermittlung einer Parabel ver-
wendet, wobei der Scheitelpunkt der Parabel von der Lage und vom Aktivie-
rungsgrad der aktivierten Singletons abha¨ngt. Die Breite w der Parabel ist
konstant. Die Parabel wird folgendermaßen angesetzt:
µ(u) = −(u− uCOS
0.5 · w )
2 + 1, (7.3)
wobei fu¨r die Ausgangsgro¨ße u = QZeit gilt und fu¨r w ein Wert von 10 empirisch
ermittelt wurde. Die Parabel µ(u) ist in Abbildung 7.12 dargestellt.
Der Scheitelpunkt der Parabel fa¨llt mit dem Schwerpunkt uCOS der Singletons
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Abbildung 7.12: Parabel abha¨ngig von der Lage und Aktivierung der Singletons fu¨r die positiven












Hierbei ist N die Anzahl der ausgangsseitigen Singletons, hier ist also N = 6.
µ+ks sind die Aktivierungsgrade der Singletons, ‘+’ verdeutlicht, dass es sich um
die Zugeho¨rigkeitsfunktionen fu¨r die positiven Regeln handelt.
Bei alleiniger Verwendung positiver Regeln, wie dies bei FM 2 der Fall ist,
ist der Einsatz einer solchen Parabel u¨berﬂu¨ssig: Dort kann der Schwerpunkt
der Singletons nach Gleichung (7.4) als Ausgangsgro¨ßenwert verwendet wer-
den. Da fu¨r FM 1 aber ein zweistra¨ngiges Fuzzy-Modul zum Einsatz kommt,
wird die ermittelte Parabel durch die Hyperinferenz (s. Abbildung 7.7 (b))
mit den Warnungen bzw. Verboten der negativen Regeln verrechnet. Als Hy-
perinferenzstrategie wird die begrenzte Diﬀerenz (Fuzzy-Veto) verwendet. Die
Hyperdefuzziﬁzierung erfolgt nach der Schwerpunktmethode (COG).
Die urspru¨ngliche Idee, auch die Breite w der Parabel von der Lage und vom
Aktivierungsgrad der aktivierten Singletons abha¨ngig zu machen [KK97], wurde
hier nicht aufgegriﬀen. Der Grund hierfu¨r liegt in der Feststellung, dass bei va-
riabler Breite kein monotones Verhalten des Fuzzy-Moduls erreicht werden kann
[Nic99b]. Es ist aber ein monotones Verhalten der Benotung in Abha¨ngigkeit
der Eingangsgro¨ßen des Fuzzy-Moduls erforderlich, um ein eingesetztes Opti-
mierungsverfahren durch die Beschaﬀenheit des Gu¨temaßes zu unterstu¨tzen und
9COS: Center of Singletons (engl.): Schwerpunkt der Singletons
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Abbildung 7.13: Flussdiagramm zur Ermittlung des Gu¨tewertes QZeit anhand der einzelnen
Gu¨tekriterien.
den Optimierungsprozess nicht durch nichtmonotones Verhalten des Gu¨temaßes
zusa¨tzlich zu erschweren.
Abbildung 7.13 zeigt, wie aus den vier Gu¨tekriterien mit Hilfe von FM 1 und
FM 2 der Wert des Gu¨temaßes QZeit ermittelt wird.
Zusammenfassend sei darauf hingewiesen, dass bei der Erstellung eines Gu¨te-
maßes Monotonie und Glattheit10 besonders wichtig sind, damit durch ein Op-
timierungsverfahren ein Satz von Reglerparametern x gefunden werden kann,
der zu einem besonders gu¨nstigen Verhalten des Regelungssystems fu¨hrt. Die
dargestellte Bewertung des Verhaltens des Regelungssystems kann als Bewer-
tung des eingesetzten Reglers aufgefasst werden. Es wird innerhalb des Op-
timierungsprozesses jeder Parametersatz x durch das beschriebene Gu¨temaß
QZeit(x) bewertet.
Monotonie des Gu¨temaßes wird durch die verwendete Regelbasis (Anhang B,
Tabellen B.1 und B.2), durch die Wahl der verwendeten Zugeho¨rigkeitsfunktio-
nen (Abbildungen 7.10 und 7.11 sowie Abbildungen B.1 und B.2) sowie durch
den Einsatz einer Parabel mit konstanter Breite bei FM 1 erreicht. Diese Mo-
notonie des Gu¨temaßes fu¨hrt jedoch nicht zwingend zu einer monotonen Gu¨te-
landschaft (s. Kapitel 2).
Die Streuung des Verhaltens des Regelungssystems stellt eine zusa¨tzliche
Schwierigkeit dar, der durch mehrfache Aufschaltung des Eingangsgro¨ßen-
Verlaufs (s. Tabelle 7.1) entgegengewirkt wird. Somit wird diese Schwierigkeit
gemildert und fu¨r eine gro¨ßere Glattheit der Gu¨tebewertung gesorgt.
Die Bewertung eines Parametersatzes x dauert unter Verwendung der in Ab-
schnitt 7.1 beschriebenen Hardware bei 5-facher Aufschaltung des Eingangs-
10Glattheit bedeutet hierbei, dass sich bei geringfu¨giger Variation einer oder mehrerer Eingangsgro¨ßen des
Gu¨temaßes der Gu¨tewert ebenfalls nur geringfu¨gig a¨ndert. Zur Beurteilung der Glattheit ist die Verwendung
















































Abbildung 7.14: Schematische Darstellung des Laborstands.
gro¨ßen-Verlaufs ca. 2.4s. Wird als Optimierungsverfahren eine Evolutionsstra-
tegie eingesetzt, so ergibt sich durch weitere Rechenzeiten eine Dauer von ca.
25min fu¨r jede Generation (bei 430 Gu¨tebewertungen innerhalb der Genera-
tion). Somit dauert ein Optimierungsprozess bestehend aus beispielsweise 50
Generationen insgesamt ca. 21 Stunden [Bre02].
Die Gu¨tebewertung soll mit mo¨glichst wenig zeitlichem Aufwand auskommen.
Sie soll aber trotzdem die Gu¨tekriterien mo¨glichst genau ermitteln und bei
gleichem Parametersatz x trotz Variationen im Verhalten des Regelungssys-
tems mo¨glichst reproduzierbare Gu¨tewerte liefern. Diesen Anforderungen wurde
durch das vorgestellte Gu¨temaß QZeit Rechnung getragen.
7.5 Optimierungsergebnisse
Im Folgenden werden einige ausgewa¨hlte Optimierungsergebnisse bei Verwen-
dung des Gu¨temaßes QZeit vorgestellt.
Hierbei wird ein Vergleich zwischen den Optimierungsstrategien ESstd,
ESunsymmGBT sowie EShybrid vorgenommen. Außerdem werden Ergebnisse bei Ver-
wendung der Strategie HoJeNeustart vorgestellt und mit den zuvor genannten
Ergebnissen verglichen.
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In jeder ES-Generation werden µ = 30 Eltern-Individuen und λ = 200
Nachkommen-Individuen verwendet. Alle Eltern-Individuen der Startpopulati-
on werden hier im gesamten Suchraum zufa¨llig gleichverteilt platziert, um fu¨r
den Optimierungsprozess mo¨glichst gute Voraussetzungen zu schaﬀen.
Abbildung 7.15 zeigt die Gu¨tewerte der einzelnen Optimierungsprozesse. Ab-
bildung 7.16 zeigt die Parameterwerte der Individuen im Laufe der Optimie-
rungsprozesse.
Bei Verwendung der Strategie ESstd liegt der beste erreichte Gu¨tewert nach
insgesamt 16000 Bewertungen mittels des Gu¨temaßes bei QZeit = 2.13. Um ein
qualitatives Maß fu¨r die Schnelligkeit des Optimierungsprozesses zu erhalten,
wird ein Gu¨te-Schwellwert von ∆QZeit = 0.5 zu diesem Wert hinzu addiert.
Dieser Gu¨tewert von QZeit = 2.63 ist nach 2610 Bewertungen mittels des Gu¨te-
maßes erreicht (s. Abbildung 7.15 (a)).
Bei Verwendung der Strategie ESunsymmGBT liegt der beste erreichte Gu¨tewert nach
insgesamt 16000 Bewertungen mittels des Gu¨temaßes bei QZeit = 2.14. Auch
hier wird ein Gu¨te-Schwellwert von ∆QZeit = 0.5 zu diesem Wert hinzu addiert.
Der Gu¨tewert von QZeit = 2.64 ist nach 2180 Bewertungen mittels des Gu¨tema-
ßes QZeit erreicht (s. Abbildung 7.15 (b)). Gegenu¨ber der Strategie ESstd konnte
zwar kein besserer Gu¨tewert erreicht werden, aber durch eine breitere Durch-
suchung des Suchraums ist die Wahrscheinlichkeit kleiner, einen existierenden
noch gu¨nstigeren Parametersatz fu¨r die verwendete Reglerstruktur u¨bersehen
zu haben. Die la¨nger andauernde Breitensuche wird durch Abbildung 7.16 (b),
verglichen mit Abbildung 7.16 (a), deutlich. Bei 14 der 24 zu optimierenden
Parameter kann bei Einsatz der Strategie ESunsymmGBT eine gegenu¨ber der Stra-
tegie ESstd la¨nger andauernde Breitensuche beobachtet werden. In Abbildung
7.17 ist fu¨r einen der Parameter beispielhaft der Mittelwert und die Streuung
wa¨hrend des Optimierungsprozesses dargestellt. Auch durch diese Abbildung
la¨sst sich die getroﬀene Aussage untermauern. Außerdem wurde eine Verringe-
rung der Optimierungsdauer (bei Verwendung des o. g. qualitativen Maßes fu¨r
die Schnelligkeit des Optimierungsprozesses) um 16.5% erreicht.
Bei Einsatz der Strategie EShybrid wurde als bester Gu¨tewert nach insge-
samt 16000 Bewertungen mittels des Gu¨temaßes ein Wert von QZeit = 2.11
erreicht. Auch hier wird ein additiver Gu¨te-Schwellwert von ∆QZeit = 0.5
verwendet. Der Gu¨tewert von QZeit = 2.61 ist nach 890 Bewertungen mittels
des Gu¨temaßes erreicht. Auch hier konnte kein wesentlich besserer Gu¨tewert
als beim Einsatz der Strategien ESstd und ES
unsymm
GBT erreicht werden, aber
die – wie bei der Strategie ESunsymmGBT – la¨nger andauernde Breitensuche kann



















































Abbildung 7.15: Gu¨tewerte aller Eltern-Individuen (a) und (b) bzw. Gu¨tewerte aller Eltern-
Individuen und der Endpunkte aller Hooke-Jeeves-Teiloptimierungen (c) u¨ber der Anzahl der














Abbildung 7.16: Darstellung der 24 einzelnen Parameter der Individuen in einem jeweils nor-
mierten Bereich u¨ber der Anzahl der Bewertungen durch das Gu¨temaß QZeit, Strategie ESstd
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Abbildung 7.17: Beispielhafte Darstellung von Mittelwert und Streuung fu¨r den 7. zu optimie-
renden Parameter (vgl. Abbildung 7.16, jeweils 1. Zeile, 7. Parameter v. links) in einem jeweils
normierten Bereich u¨ber der Anzahl der Bewertungen durch das Gu¨temaß QZeit, Strategie ESstd
(a), Strategie ESunsymmGBT (b), Strategie EShybrid (c).
Optimierungsprozess durch die Kombination des modiﬁzierten Hooke-Jeeves-
Verfahrens mit der Strategie ESunsymmGBT wesentlich beschleunigt. Gegenu¨ber der
Strategie ESunsymmGBT ergibt sich eine Verringerung der Optimierungsdauer um
59%. Verglichen mit der Strategie ESstd wurde sogar eine Verringerung um
66% erreicht (s. Abbildung 7.15 (c)).
Bei Verwendung der Strategie HoJeNeustart liegt der beste erreichte Gu¨tewert
nach insgesamt 16000 Gu¨tebewertungen bei QZeit = 2.71 (s. Abbildung 7.18).
Auch hier wird ein Gu¨te-Schwellwert von ∆QZeit = 0.5 zu diesem Wert hinzu
addiert. Dieser Gu¨tewert von QZeit = 3.21 wird innerhalb der 16000 Bewertun-
















Abbildung 7.18: Gu¨tewerte der Anfangs- und Endpunkte aller Hooke-Jeeves-Teiloptimierungen
u¨ber der Anzahl der Bewertungen mittels des Gu¨temaßes QZeit, Strategie HoJeNeustart; ◦: An-
fangspunkte, :Endpunkte (Hinweis: Die Verbindungslinien zwischen Anfangs- und Endpunkten
dienen lediglich der graﬁschen Veranschaulichung und bedeuten nicht, dass zwischen Anfangs-
und Endpunkten ein linearer Gu¨teverlauf vorliegt).
gen mittels des Gu¨temaßes insgesamt durch 4 Hooke-Jeeves-Teiloptimierungen
erreicht, also durchschnittlich nach 4000 Gu¨tebewertungen. Gegenu¨ber der Stra-
tegie ESstd ergibt sich damit eine Verla¨ngerung der Optimierungsdauer um den
Faktor 1.53, gegenu¨ber der Strategie ESunsymmGBT wird eine Verla¨ngerung der Dau-
er um den Faktor 1.83 und, verglichen mit der Strategie EShybrid, sogar eine
Verla¨ngerung der Optimierungsdauer um den Faktor 4.49 ermittelt. Der beste
erreichte Gu¨tewert ist nach 16000 Gu¨tebewertungen deutlich schlechter als bei
Verwendung der Strategien ESstd, ES
unsymm
GBT und EShybrid. Bei la¨ngerer Laufzeit
wurden aber auch vergleichbar gute Parametersa¨tze gefunden. Um einen Gu¨te-
wert von 2.2 zu erreichen, wurden beim Einsatz der Strategie HoJeNeustart im
Schnitt ca. 18100 Bewertungen mittels des Gu¨temaßes beno¨tigt.
Es ist also mo¨glich, mit Hilfe der Strategie HoJeNeustart eine Regleroptimierung
fu¨r das gegebene Optimierungsproblem durchzufu¨hren. Die hierfu¨r beno¨tigte
Dauer, d. h. die aufzubringende Anzahl an Gu¨tebewertungen, ist aber deutlich
gro¨ßer als bei den Strategien ESstd, ES
unsymm
GBT und EShybrid.
Die in Abschnitt 6.4 aufgestellte Vermutung, dass sich beim Einsatz des
Optimierungsverfahrens HoJeNeustart zur Lo¨sung realer Optimierungsprobleme
Schwierigkeiten durch Rauschen in der Gu¨tebewertung oder durch eine stark













































Abbildung 7.19: Beispiele fu¨r Sprungantworten unter Verwendung zweier Reglerparametersa¨tze
aus dem in Abbildung 7.15 (c) dargestellten Optimierungsprozess zu Beginn (a) und gegen Ende
der Optimierung (b) (Zoom aus (b): Mittel-, Groß- und Kleinsignalsprung (c-e)); —: Ventilhub
x(t), - -: Sollwert xsoll(t).
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Kapitel 8
Zusammenfassung und Ausblick
Die Optimierung stellt einen wichtigen Ansatz zur Lo¨sung zahlreicher wissen-
schaftlicher und technischer Problemstellungen dar. Zur Lo¨sung eines solchen
Optimierungsproblems steht eine Vielzahl von bekannten Optimierungsverfah-
ren zur Verfu¨gung. Eine Gruppe dieser Optimierungsverfahren sind die Evo-
lutiona¨ren Algorithmen, wobei Evolutionsstrategien eine Variante der Evoluti-
ona¨ren Algorithmen darstellen.
Im Rahmen dieser Arbeit werden neue Strategieelemente fu¨r die Evoluti-
onsstrategie zur Milderung einiger Nachteile einer herko¨mmlichen Standard-
Evolutionsstrategie vorgestellt.
Bei Standard-Evolutionsstrategien wird u¨blicherweise so vorgegangen, dass fu¨r
die Rekombination (Fortpﬂanzung) die verwendeten Eltern-Individuen aus allen
zur Verfu¨gung stehenden Individuen der betrachteten Population zufa¨llig gezo-
gen werden. Bei der herko¨mmlichen Selektion wird in der Regel zur Lo¨sung eines
skalaren Optimierungsproblems ein Ranking aller Individuen entsprechend ihrer
Gu¨tewerte vorgenommen. Anschließend werden die besten aller Individuen fu¨r
den weiteren Optimierungsprozess ausgewa¨hlt, die restlichen Individuen werden
verworfen. Diese Vorgehensweise fu¨hrt zu einer relativ schnellen Konzentration
der Individuen im Suchraum der einzustellenden Parameter innerhalb weniger
Generationen.
Beide Ansa¨tze innerhalb der Standard-Evolutionsstrategien – sowohl fu¨r die
Rekombination als auch fu¨r die Selektion – entsprechen nicht dem Vorbild der
Natur. Dort ist die Rekombinations-Wahrscheinlichkeit a¨hnlichkeitsabha¨ngig,
d. h. es ko¨nnen nur Individuen miteinander gekreuzt werden, die eine hohe
genetische A¨hnlichkeit aufweisen. Auch eine u¨bergeordnete Autorita¨t, die alle
Individuen bzw. alle Gu¨tewerte kennt und dann die besten aller Individuen fu¨r
den weiteren Optimierungsprozess auswa¨hlt, entspricht nicht dem Vorbild der
Natur, wo eine dezentrale Selektion und somit keine gleich starke Konkurrenz
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‘jeder gegen jeden’ auftritt. In dieser Arbeit werden neue, aus diesen ‘Naturpa-
tenten’ entstandene Strategie-Ideen zur Verbesserung der Evolutionsstrategie
entwickelt. Ferner wird ein vorteilhaftes hybrides Optimierungskonzept unter
Einbeziehung eines lokal arbeitenden Optimierungsverfahrens vorgestellt.
Bei der hier entwickelten Evolutionsstrategie mit wechselnder Breiten-
und Tiefensuche (ESWBT ) werden fu¨r die Rekombination bevorzugt Individuen
verwendet, die im Suchraum nur einen geringen ra¨umlichen Abstand, also
eine hohe genetische A¨hnlichkeit, aufweisen. Dadurch wird eine Tiefensuche
in der na¨heren Umgebung bereits vorhandener Individuen realisiert. Bei der
Selektion wird eine Selektion durch Turniere durchgefu¨hrt. Hierbei wird fu¨r
ein Individuum bevorzugt ein Turniergegner mit großer A¨hnlichkeit bestimmt.
Bei jedem Turnier wird ein Gu¨tevergleich der Turnierteilnehmer vorgenommen
und der ‘Verlierer’ wird aus dem Optimierungsprozess eliminiert. Durch die
Selektion wird also eine Breitensuche durchgefu¨hrt, denn Individuen, die im
Suchraum von einem Individuum weit entfernt liegen, werden mit großer
Wahrscheinlichkeit nicht als Turniergegner fu¨r dieses Individuum herangezogen
und bleiben somit zuna¨chst in der Population. Insgesamt wird durch diese
Strategie ESWBT eine gegenu¨ber einer Standard-Evolutionsstrategie sta¨rkere
Breitensuche erreicht und somit die Gefahr einer zu fru¨hen Konvergenz des
Optimierungsprozesses gegen ein lokales Optimum verringert.
Eine verbesserte Variante der neu konzipierten Evolutionsstrategie – Evoluti-
onsstrategie mit gleichzeitiger Breiten- und Tiefensuche (ESGBT ) – besteht dar-
in, dass in Abha¨ngigkeit von der bereits erreichten relativen Gu¨te eine Umschal-
tung von Breiten- auf Tiefensuche vorgenommen wird. Dabei wird bei jedem
Rekombinationsschritt zuna¨chst zufa¨llig eines der Eltern-Individuen gezogen.
Bei einem vergleichsweise schlechten Individuum wird damit bevorzugt in der
Breite des Suchraums nach besseren Lo¨sungen gesucht. Dann wird bevorzugt
ein Partner fu¨r die Rekombination mit geringer genetischer A¨hnlichkeit, also
mit großem ra¨umlichen Abstand, bestimmt. Wurde hingegen als erstes ein rela-
tiv gutes Eltern-Individuum gezogen, so wird auf Tiefensuche umgeschaltet, um
in der na¨heren Umgebung dieses guten Individuums nach noch besseren Lo¨sun-
gen zu suchen. Dann wird mit großer Wahrscheinlichkeit ein Rekombinations-
Partner mit großer A¨hnlichkeit zu dem ersten Eltern-Individuum gezogen. Bei
der Selektion wird fu¨r jedes Turnier ebenfalls zufa¨llig der erste Turnierteilneh-
mer bestimmt. Weist dieser einen relativ schlechten Gu¨tewert auf, so wird eben-
falls bevorzugt eine Breitensuche durchgefu¨hrt. Es wird dann bevorzugt ein
Turniergegner mit großer A¨hnlichkeit gezogen. Dadurch bleiben weiter entfern-
te Individuen mit gro¨ßerer Wahrscheinlichkeit in der Population. Hat der erste
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Turnierteilnehmer einen vergleichsweise guten Gu¨tewert, so wird auf Tiefensu-
che umgeschaltet, indem bevorzugt ein Individuum mit geringer A¨hnlichkeit
mit dem ersten Turnierteilnehmer zum Turnier herangezogen wird. Durch die
Strategie ESGBT wird eine – vor allem zu Beginn eines Optimierungsprozesses –
gegenu¨ber einer Standard-Evolutionsstrategie la¨nger andauernde Breitensuche
im Suchraum erzielt.
Durch eine geeignete Kombination der Evolutionsstrategie mit dem Hooke-
Jeeves-Verfahren und eine darin integrierte Schrittweitensteuerung wurde ein
Kompromiss zwischen einem global suchenden Optimierungsverfahren und ei-
nem lokal arbeitenden Verfahren geschlossen. Dieses hybride Optimierungs-
konzept (EShybrid) zur Lo¨sung eines skalaren Optimierungsproblems wurde fu¨r
ein breites Anwendungsfeld ausgelegt. Ha¨uﬁg ist vorab nicht bekannt, ob zur
Lo¨sung eines Optimierungsproblems ein global oder ein lokal suchendes Op-
timierungsverfahren besser geeignet ist. Ein global arbeitendes Verfahren hat
den Nachteil einer vergleichsweise langen Optimierungsdauer, der Vorteil be-
steht aber in der global angelegten Suche nach einem Optimum. Bei einem
lokal suchenden Verfahren besteht der Nachteil hingegen in einer nur lokalen
Suche in einem kleinen Bereich des Suchraums, der Vorteil liegt aber in einer
zielgerichteten und somit schnelleren Suche. Die Schlu¨sselidee besteht darin,
abwechselnd eine Generation der Evolutionsstrategie und einen Optimierungs-
zyklus des besten Individuums mit dem Hooke-Jeeves-Verfahren vorzunehmen,
bis sich keine weitere Verbesserung mehr einstellt. Der Grund einer solchen
Stagnation des Optimierungsprozesses liegt vermutlich darin begru¨ndet, dass
sich eine Konvergenz gegen ein lokales oder ein globales Optimum eingestellt
hat. Hierbei ist normalerweise nicht bekannt, ob es sich um ein globales oder
nur um ein lokales Optimum handelt. Deshalb wechselt sich nun eine Gene-
ration der Evolutionsstrategie jeweils einmal mit dem Hooke-Jeeves-Verfahren
und einmal mit einer Vergro¨ßerung der Schrittweite des besten Individuums ab.
Falls tatsa¨chlich ein globales Optimum gefunden wird, so kann dieses eventu-
ell durch das Hooke-Jeeves-Verfahren genauer ermittelt werden. Wird hinge-
gen nur ein lokales Optimum erreicht, so kann die Schrittweitenvergro¨ßerung
dafu¨r sorgen, dass dieses lokale Optimum wieder verlassen werden kann. Das
Optimierungsverfahren EShybrid weist gegenu¨ber den jeweils einzelnen Verfah-
ren deutlich erweiterte Anwendungsgrenzen auf. Das Verfahren stellt ebenfalls
einen wichtigen Schritt in Richtung des u¨bergeordneten Ziels dar, ein Opti-
mierungsverfahren zu schaﬀen, das fu¨r einen Anwender mo¨glichst einfach und
universell einsetzbar ist, ohne tief gehende Vorkenntnisse u¨ber Optimierungs-
verfahren oder die Beschaﬀenheit der zu lo¨senden Optimierungsaufgabe bzw.
u¨ber die Topologie der Gu¨telandschaft zu erfordern.
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Die Leistungsfa¨higkeit der in dieser Arbeit entwickelten Strategieelemente wur-
de zuna¨chst anhand ausgewa¨hlter Testfunktionen als skalare Gu¨temaße nach-
gewiesen.
Zur Lo¨sung der praxisbezogenen Optimierungsaufgabe der Regleroptimierung
fu¨r ein industrielles Hydraulikventil wurden die Optimierungsstrategien ESGBT
und EShybrid erfolgreich zur skalaren Optimierung eingesetzt. Das Ziel eines
besseren Kompromisses zwischen Breiten- und Tiefensuche wurde durch die
Konzeption der neuen Strategieelemente erreicht. Bei Verwendung der Opti-
mierungsstrategie EShybrid konnte außerdem eine wesentliche Beschleunigung
des Optimierungsprozesses erzielt werden. Dies fu¨hrt zu einer deutlichen
Zeitersparnis.
Weitere hier durchgefu¨hrte Arbeiten sind zuna¨chst umfangreiche Unter-
suchungen bezu¨glich Strukturmodiﬁkationen der Reglerstruktur fu¨r die
Lageregelung des Hydraulikventils. Die in Abschnitt 7.3 vorgestellte Reg-
lerstruktur wurde in [Bre02] zu Analysezwecken geringfu¨gig modiﬁziert und
zuna¨chst durch einen Block zur Vorsteuerung erweitert. Diese Vorsteuerung
beru¨cksichtigt die Hysterese des Ventils und dient der Entkopplung der
statischen Genauigkeit bei der Positionierung des Ventilschiebers. Ferner
wurde ein Block zur Generierung eines zusa¨tzlichen Stellsignals, das zum
Reglerausgang addiert wird, in geeigneter Weise parametrisiert und optimiert.
Diese Maßnahmen verfolgen den Zweck, das Potenzial der Reglerstruktur aus
Abschnitt 7.3 zu analysieren. Sowohl fu¨r die Optimierung der Reglerparameter
als auch fu¨r die Optimierung des additiven Stellsignals wurde die neue Strategie
ESGBT erfolgreich eingesetzt.
In [Sch03] wurde das bisher eingesetzte skalare Gu¨temaß zur Bewertung der
Regelgu¨te QZeit dahingehend erweitert, dass neben der Gu¨tebewertung im Zeit-
bereich auch eine Bewertung im Frequenzbereich erfolgt. Beide Gu¨tekriterien
QZeit und QFrequenz wurden zuna¨chst nicht zu einem skalaren Gu¨temaß vereint,
stattdessen wurden multikriterielle Optimierungen durchgefu¨hrt. Hierbei zeigte
sich aber, dass beide Gu¨tekriterien nicht gegenla¨uﬁg sind, sondern sich oﬀenbar
gegenseitig unterstu¨tzen. Deshalb ko¨nnen in Zukunft QZeit und QFrequenz auch
sinnvoll zu einem skalaren Gu¨temaß kombiniert werden.
Die hier vorgestellten Ergebnisse zur Regleroptimierung fu¨r das Hydrau-
likventil basieren auf einer Optimierung ohne hydraulische Last. Die dabei
erzielten Ergebnisse sind zwar na¨herungsweise auf den im spa¨teren industri-
ellen Einsatz auftretenden Lastfall u¨bertragbar, zur besseren U¨bertragbarkeit
wurden aber die unter Last auftretenden Stro¨mungskra¨fte in [Ste01] durch ein
Zellenmodell nachgebildet. Zur Partitionierung des Zellenmodells (Festlegung
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der Lage und Gro¨ße der einzelnen Zellen) wurde bei zuna¨chst vorgegebenen
Einﬂussgro¨ßen eine Standard-Evolutionsstrategie eingesetzt. Fu¨r eine solche
Modellierungsaufgabe sind die Vorteile der in dieser Arbeit vorgestellten
neuen Strategieelemente ebenfalls nutzbar. In einem weiterfu¨hrenden Ansatz
wurden nicht die zuvor vorgegebenen, sondern neue, als relevant eingestufte
Einﬂussgro¨ßen fu¨r diese Stro¨mungskraftnachbildung verwendet. Fu¨r diese
Merkmalsselektion wurde ein Verfahren zur evolutiona¨ren Auswahl bzw.
Generierung relevanter Einﬂussgro¨ßen [SNK01b, SNK01a] eingesetzt. Auch im
Rahmen dieser Arbeiten kam eine Standard-Evolutionsstrategie zum Einsatz.
Auch hier ko¨nnen die neuen Strategieelemente der vorliegenden Arbeit Vorteile
bieten.
In zuku¨nftigen Arbeiten lassen sich die hier vorgestellten neuen Strate-
gieelemente fu¨r die Evolutionsstrategie noch in vielerlei Hinsicht verfeinern und
somit deren Anwendungsmo¨glichkeiten erweitern. Beispielsweise ist es mo¨glich,
das Konzept des Simulated Heating (s. Kapitel 4) auch fu¨r das Optimierungs-
verfahren EShybrid zu nutzen und somit die Anzahl der Gu¨tebewertungen fu¨r
das Hooke-Jeeves-Verfahren im Laufe des Optimierungsprozesses zu steigern.
Eine Weiterentwicklung der vorgestellten Strategieelemente hinsichtlich Me-
chanismen, die zu einer gro¨ßeren Robustheit der gefundenen Lo¨sungen fu¨hren,
ist ebenfalls wu¨nschenswert. Ein interessanter Ansatz diesbezu¨glich wurde in
[Sch02] erarbeitet.
Bezogen auf die dieser Arbeit zugrunde liegende praxisbezogene Optimierungs-
aufgabe der Regleroptimierung fu¨r ein Hydraulikventil erscheinen noch weite-
re Ziele lohnenswert. Bisher wurden skalare Optimierungen unter Verwendung
des vorgestellten Gu¨temaßes QZeit pra¨sentiert. Hier bietet sich die Mo¨glichkeit,
Teilkriterien dieses Gu¨temaßes zur multikriteriellen Optimierung einzusetzen.1
Insbesondere fu¨r diese Optimierungsaufgabe mit teilweise gegenla¨uﬁgen Gu¨te-
gesichtspunkten ist es sinnvoll, zu analysieren, inwieweit die neuen Strategie-
elemente auch bei einer gro¨ßeren Anzahl an Gu¨tekriterien erfolgreich zur mul-
tikriteriellen Optimierung eingesetzt werden ko¨nnen.
1Multikriterielle Optimierungen anhand unterschiedlicher Ventile derselben Baureihe, die aber dennoch einige
Unterschiede im Verhalten aufweisen, wurden seitens des Industriepartners bereits erfolgreich durchgefu¨hrt.
Hierzu wurde jeweils das Gu¨temaß QZeit verwendet. Somit kann ein auch fu¨r Grenztypen in der Ventilherstellung






Tabelle A.1: Mathematische Symbole und deren Bedeutung.
Symbol Kurzbeschreibung
a Vektor von Drehwinkeln fu¨r die Optimierung mit Korrelierter Mutation, a und
s beinhalten die Strategieparameter eines Individuums x
α Variationsfaktor zur Verkleinerung der Schrittweite beim Hooke-Jeeves-
Verfahren, 0 < α < 1
b Faktor zur Variation des Schrittweitenvektors bei der Strategie EShybrid
γ(∆xsoll) Anpassungsfaktor zur Normierung der Ausregelzeit
D(d) Wahrscheinlichkeitsfunktion fu¨r den Programmschritt Rekombination und fu¨r
den Programmschritt Selektion in Abha¨ngigkeit von d(xh,xm)
d(xh,xm) Maß fu¨r den Abstand zweier Vektoren xh und xm
δ Oszillationsmaß, Multiplikationsfaktor zur Modiﬁzierung des ISE-Maßes
Ej,j¯ Aussonderungsschritt bei der Selektion durch Turniere mit j = 0, . . . , kˆ − 1
und j¯ = 1, . . . , j¯max
ei Exponent zur Bildung einer skalaren Ersatzfunktion QErsatz mit i = 1, . . . , k
	 Schwellwert fu¨r das Hooke-Jeeves-Verfahren
FM Kraft des Magneten auf den Ventilschieber
G[0...1] gleichverteilte skalare Zufallsvariable im Bereich [0 . . . 1]
gi Gewichtungsfaktor zur Bildung einer skalaren Ersatzfunktion QErsatz mit i =
1, . . . , k
Hj kleinstmo¨glicher Hyperquader, der alle Individuen der Menge Mj umschließt
ISEmod modiﬁziertes ISE-Maß: ISEmod = δ · ISE
i Magnetstrom
isoll Sollwert fu¨r den Magnetstrom i
∆i Regelabweichung ∆i = isoll − i
j Index der Generation, j = 0, . . . , kˆ
jˆ Index fu¨r die Individuen der Menge M¯j,i, jˆ = 1, . . . , k˜ − i + 1
j˜ Index fu¨r das ausgewa¨hlte Individuum bei der Roulette-Wheel-Selektion
j¯ Index fu¨r die Aussonderungsschritte Ej,j¯ im Programmschritt Selektion bei
der Selektion durch Turniere, j¯ = 1, . . . , j¯max
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j¯max Anzahl der Aussonderungsschritte Ej,j¯ im Programmschritt Selektion bei der
Selektion durch Turniere
Kj Menge von Vektoren x vor dem Programmschritt Selektion mit j = 0, . . . , kˆ−1
k Anzahl der Gu¨tekriterien bei vektoriellem Gu¨temaß Q(x) =
(Q1(x), . . . , Qk(x))
kˆ maximale Anzahl an Generationen bei der Evolutionsstrategie bzw. maximale
Anzahl an Generationen und Hooke-Jeeves-Teiloptimierungen bei der Strate-
gie EShybrid
k˜ Anzahl der Individuen in der Menge Kj
l Anzahl der Ungleichungen ui(x)
λ Anzahl der Individuen in der Menge Mrekj bzw. in der Menge Mmutj
M Anzahl der Bewertungen mittels des Gu¨temaßes innerhalb eines Optimierungs-
prozesses
MP U¨berschwingweite
MPmax(∆xsoll) maximal zula¨ssige U¨berschwingweite
MPnorm normierte U¨berschwingweite MPnorm = MPMPmax(∆xsoll)
M0 Startpopulation fu¨r die Evolutionsstrategie
Mj Menge von Vektoren x nach dem Programmschritt Selektion mit j = 1, . . . , kˆ
Mmutj Menge von Vektoren x nach dem Programmschritt Mutation mit j = 0, . . . , kˆ−
1
Mrekj Menge von Vektoren x nach dem Programmschritt Rekombination mit j =
0, . . . , kˆ − 1
Mj,j¯ Menge von Vektoren x nach der Teilmengenbildung bei der Selektion durch
Turniere mit j = 0, . . . , kˆ − 1 und j¯ = 1, . . . , j¯max
M¯j,i Restmenge der noch nicht ausgewa¨hlten Individuen aus der Menge Kj mit
j = 0, . . . , kˆ − 1 und i = 0, . . . , µ bei Roulette-Wheel-Selektion und i = j¯ =
0, . . . , j¯max bei Selektion durch Turniere
µ, µ∗ Anzahl der Eltern-Individuen in der Menge Mj
µ, µ1, µ2 Zugeho¨rigkeitsfunktion eines Fuzzy-Moduls
N(a, b) normalverteilte, skalare Zufallsvariable mit Erwartungswert a und Standard-
abweichung b
n Anzahl der einzustellenden Parameter bzw. Dimension des Suchraums S
P Wahrscheinlichkeitsdichte-Funktion
Pj,i Menge der durch die Roulette-Wheel-Selektion ausgewa¨hlten Individuen x mit
j = 0, . . . , kˆ − 1 und i = 1, . . . , µ
Q(x) Gu¨tewert des Vektors x bei Verwendung eines skalaren Gu¨temaßes Q
Q(x) Gu¨tewerte des Vektors x bei Verwendung eines vektoriellen Gu¨temaßes Q
QErsatz(x) Gu¨tewert des Vektors x bei Verwendung einer skalaren Ersatzfunktion QErsatz
anstelle eines vektoriellen Gu¨temaßes Q
QErsatz,min optimaler Gu¨tewert bei Verwendung einer skalaren Ersatzfunktion QErsatz
anstelle eines vektoriellen Gu¨temaßes Q
Qmax maximaler Wert aller bisher innerhalb eines Optimierungsprozesses aufgetre-
tenen Gu¨tewerte bei Verwendung eines skalaren Gu¨temaßes Q
Qmin minimaler Wert aller bisher innerhalb eines Optimierungsprozesses aufgetre-
tenen Gu¨tewerte bei Verwendung eines skalaren Gu¨temaßes Q
Qopt derzeit bester Gu¨tewert bei Verwendung eines skalaren Gu¨temaßes Q
QZeit(x) Gu¨tewert im Zeitbereich
QZeit (i,j)(x) Gu¨tewert im Zeitbereich des j. Sprunges und der i. Aufschaltung des Ein-
gangsgro¨ßenverlaufs
QZeit (j)(x) Mittelwert aller Gu¨tewerte im Zeitbereich des j. Sprunges des Eingangsgro¨ßen-
verlaufs
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q Faktor zur Berechnung des Oszillationsmaßes δ
ρ Schwellwert fu¨r das Gu¨temaß, Erreichen dieses Wertes ist Abbruchkriterium
fu¨r den Optimierungsprozess
S Suchraum: Raum, in dem zula¨ssige Vektoren x liegen
s skalare Schrittweite fu¨r den Optimierungsprozess, s wird x zugeordnet
s, sneu Schrittweitenvektor fu¨r den Optimierungsprozess, s wird x zugeordnet
smin untere Grenze der skalaren Schrittweite s
smax Vektor der oberen Grenzen der Schrittweiten
smin Vektor der unteren Grenzen der Schrittweiten
σ Breite der Wahrscheinlichkeitsfunktion D(d)
σNORM i normierte Standardabweichung zur Bestimmung der Start-Schrittweite eines
Individuums in der i-ten Komponente mit i = 1, . . . , n
σQZeit (j) Standardabweichung aller QZeit (j)
t Zeit
Tan Anregelzeit
Tan norm normierte Anregelzeit Tan norm = TanTan opt(∆xsoll)
Tan opt(∆xsoll) fu¨r die Sprungho¨he ∆xsoll schnellstmo¨gliche Anregelzeit
Taus Ausregelzeit
Taus norm normierte Ausregelzeit Taus norm = Tausγ(∆xsoll)
TISE Zeitspanne zwischen dem 2. Nulldurchgang der Regelabweichung ∆x(t) und
dem Ausregelzeitpunkt Tan + Taus
ui(x) Grenzen der einzustellenden Parameter sind durch Ungleichungen ui(x) ≤ 0
mit i = 1, . . . , l gegeben
u Ausgangsgro¨ße eines Fuzzy-Moduls
uCOS Schwerpunkt der Singletons eines Fuzzy-Moduls
uD, uCOGD , u
max
D Ausgangsgro¨ßenwert eines Fuzzy-Moduls
ui Stellgro¨ße fu¨r den Magnetstrom i
ux Stellgro¨ße fu¨r den Ventilhub x(t)
X Menge von Vektoren x, insbesondere Pareto-Menge im Raum der einzustel-
lenden Parameter
x(t) Position des Ventilschiebers (Ventilhub)
xsoll(t) Sollwert fu¨r die Position des Ventilschiebers x(t)
∆x(t) Regelabweichung ∆x(t) = xsoll(t)− x(t)
∆xsoll Sprungho¨he ∆xsoll = |xsoll nach Sprung − xsoll vor Sprung|
x Vektor der einzustellenden Parameter bzw. Individuum bei der Evolutions-
strategie x = (x1, . . . , xn)
x∗ globales Optimum bzw. Element der Pareto-Menge X
xmax Vektor der oberen Grenzen der einzustellenden Parameter
xmin Vektor der unteren Grenzen der einzustellenden Parameter
xopt derzeit am besten bewertetes Individuum




Tabelle A.2: Deﬁnitionsgleichungen und deren Bedeutung.
Deﬁnitionsgleichung Kurzbeschreibung
‖xh − xm‖1 =
∑n
i=1 |xi,h − xi,m| Betragssummennorm als Abstand der Vektoren xh und xm
‖xh−xm‖2 =
√∑n
i=1 |xi,h − xi,m|2 Euklidischer Abstand der Vektoren xh und xm
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Tabelle A.3: Abku¨rzungen und deren Bedeutung.
Abku¨rzung Kurzbeschreibung




EShybrid Hybrides Optimierungsverfahren aus ES und Hooke-Jeeves-Verfahren
ESstd Standard-ES, zu Vergleichszwecken herangezogen
ESGBT ES mit gleichzeitiger Breiten- und Tiefensuche
ESsymmGBT ES mit gleichzeitiger Breiten- und Tiefensuche und symmetrischer
Wahrscheinlichkeitsdichte-Funktion fu¨r die Auswahl der Individuen bei der
Rekombination und bei der Selektion
ESunsymmGBT ES mit gleichzeitiger Breiten- und Tiefensuche und unsymmetrischer
Wahrscheinlichkeitsdichte-Funktion fu¨r die Auswahl der Individuen bei der
Rekombination und bei der Selektion
ESWBT ES mit wechselnder Breiten- und Tiefensuche
ESTconstWBT ES mit wechselnder Breiten- und Tiefensuche und fester Laufzeit
ESTvarWBT ES mit wechselnder Breiten- und Tiefensuche und variabler Laufzeit
FM Fuzzy-Modul, FM 1: Fuzzy-Modul zur Bewertung einer Sprungantwort mit der
Schulnoten-Skala, FM 2: Fuzzy-Modul zur zusa¨tzlichen Diﬀerenzierung aller
mit 6 benoteten Sprungantworten
HoJeNeustart modiﬁziertes Hooke-Jeeves-Verfahren mit Neustart
ISE integral of squared error (engl): Integral u¨ber die quadrierte Regelabweichung






Tabelle B.1: Regelbasis FM 1.
WENN <Pra¨misse> DANN <Konklusion>
WENN <Pra¨misse> DANN <Konklusion> VERBOTEN
positive Regeln:
WENN Tan norm = sehr schnell DANN Ausgang = Note 1
WENN Tan norm = schnell DANN Ausgang = Note 2
WENN Tan norm = mittel DANN Ausgang = Note 3
WENN Tan norm = langsam DANN Ausgang = Note 4
WENN Tan norm = sehr langsam DANN Ausgang = Note 5
WENN Tan norm = zu langsam DANN Ausgang = Note 6
WENN MPnorm = kein DANN Ausgang = Note 1
WENN MPnorm = sehr gering DANN Ausgang = Note 2
WENN MPnorm = gering DANN Ausgang = Note 3
WENN MPnorm = mittel DANN Ausgang = Note 4
WENN MPnorm = hoch DANN Ausgang = Note 5
WENN MPnorm = sehr hoch DANN Ausgang = Note 6
WENN Taus norm = sehr schnell DANN Ausgang = Note 1
WENN Taus norm = schnell DANN Ausgang = Note 2
WENN Taus norm = mittel DANN Ausgang = Note 3
WENN Taus norm = langsam DANN Ausgang = Note 4
WENN Taus norm = sehr langsam DANN Ausgang = Note 5
WENN Taus norm = zu langsam DANN Ausgang = Note 6
WENN ISEmod = kaum DANN Ausgang = Note 1
WENN ISEmod = mittel DANN Ausgang = Note 4
WENN ISEmod = sehr hoch DANN Ausgang = Note 6
negative Regeln:
WENN Tan norm = sehr langsam DANN Ausgang = zu gut VERBOTEN
WENN Tan norm = zu langsam DANN Ausgang = zu gut VERBOTEN
WENN Tan norm = zu langsam DANN Ausgang = zu gut VERBOTEN
WENN MPnorm = hoch DANN Ausgang = zu gut VERBOTEN
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WENN MPnorm = sehr hoch DANN Ausgang = zu gut VERBOTEN
WENN MPnorm = sehr hoch DANN Ausgang = zu gut VERBOTEN
WENN Taus norm = sehr langsam DANN Ausgang = zu gut VERBOTEN
WENN Taus norm = zu langsam DANN Ausgang = zu gut VERBOTEN
WENN Taus norm = zu langsam DANN Ausgang = zu gut VERBOTEN
WENN ISEmod = sehr hoch DANN Ausgang = zu gut VERBOTEN
WENN ISEmod = sehr hoch DANN Ausgang = zu gut VERBOTEN
Tabelle B.2: Regelbasis FM 2.
WENN <Pra¨misse> DANN <Konklusion>
positive Regeln:
WENN Tan norm = nicht zu schlecht DANN Ausgang = 0 Strafpunkte
WENN Tan norm = zu langsam DANN Ausgang = 6 Strafpunkte
WENN Tan norm = viel zu langsam DANN Ausgang = 10 Strafpunkte
WENN Tan norm = ultra langsam DANN Ausgang = 20 Strafpunkte
WENN MPnorm = nicht zu schlecht DANN Ausgang = 0 Strafpunkte
WENN MPnorm = sehr hoch DANN Ausgang = 6 Strafpunkte
WENN MPnorm = zu hoch DANN Ausgang = 10 Strafpunkte
WENN MPnorm = viel zu hoch DANN Ausgang = 20 Strafpunkte
WENN Taus norm = nicht zu schlecht DANN Ausgang = 0 Strafpunkte
WENN Taus norm = zu langsam DANN Ausgang = 6 Strafpunkte
WENN Taus norm = viel zu langsam DANN Ausgang = 10 Strafpunkte
WENN Taus norm = ultra langsam DANN Ausgang = 20 Strafpunkte
WENN ISEmod = nicht zu schlecht DANN Ausgang = 0 Strafpunkte
WENN ISEmod = sehr hoch DANN Ausgang = 8 Strafpunkte































Abbildung B.1: Zugeho¨rigkeitsfunktionen der Eingangsgro¨ßen Tan norm (a), MPnorm (b),
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Abbildung B.2: Zugeho¨rigkeitsfunktionen der Ausgangsgro¨ße QZeit fu¨r FM 2.
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