GL q (N )-and SO q (N )-covariant deformations of the completely symmetric/antisymmetric projectors with an arbitrary number of indices are explicitly constructed as polynomials in the braid matrices. The precise relation between the completely antisymmetric projectors and the completely antisymmetric tensor is determined. Adopting the GL q (N )-and SO q (N )-covariant differential calculi on the corresponding quantum group covariant noncommutative spaces C N q , R N q , we introduce a generalized notion of vielbein basis (or "frame"), based on differential-operator-valued 1-forms. We then give a thorough definition of a SO q (N )-covariant R N qbilinear Hodge map acting on the bimodule of differential forms on R N q , introduce the exterior coderivative and show that the Laplacian acts on differential forms exactly as in the undeformed case, namely it acts on each component as it does on functions.
Introduction and preliminaries
The noncommutative geometry program [4, 7] and the related program of generalizing the concept of symmetries through quantum groups [6, 25, 8] and quantum group covariant noncommutative spaces (shortly: quantum spaces) [19, 8] has found a widespread interest in the mathematical and theoretical physics community over the past two decades for its potential applications both in fundamental and applied phsyics. In order to make either program powerful on a specific model it is important to reproduce as many of the tools available in the corresponding undeformed (commutative) geometry model (if any) as possible. The scope of the present work is to revisit and/or solve a number of related technical issues, left (partially ot totally) untreated or unsolved in the literature, regarding the quantum groups H = U q gl(N ), U q so(N ) of the classical series [6, 8] , the noncommutative spaces C N q , R N q [19, 8] on which they act, and the quantum group covariant differential calculi [22, 24, 1] on the latter.
As known, the braid matrixR of H [8] is a N 2 ×N 2 matrix, H-covariant deformation of the permutation matrix P . H-covariant (anti)symmetrizers P ± of 2-tensors arise from the projector decomposition ofR, or equivalently can be expressed as (first or second degree) polynomials inR. In analogy with the undeformed case, H-covariant (anti)symmetrizers P ±,l of l-tensors (l ≥ 2) are expected (see e.g. [9, 11] ) to be polynomials in R 12 , ...,R (l−1)l , the matrices obtained as tensor products ofR with l − 2 copies of the N × N unit matrix. In section 2 we find a very compact and manageable recursive relation, through which these polynomials are determined. For H = U q so(N ) this is in agreement with the much longer recursive relation found in Ref. [15] 1 . In section 3 we recall or prove properties of the H-covariant ε-tensor [17, 16, 8, 10, 18] and determine precisely its relation with the antisymmetric projectors P −,l . In section 4 we introduce an open-minded generalization of the notion [5] of vielbein (or "frame") basis of 1-forms on C N q , R N q ; we modify the approach adopted for R N q in [2] , in that we allow the matrix trasforming the basis {dx i } into the vielbein to have as entries differential operators, rather than functions 2 . In section 5 we introduce a thorough and consistent definition of a bilinear, U q so(N )-covariant Hodge map, exterior coderivative and Laplacian acting on differential forms on R N q . The projector decomposition of the H-covariant braid matrixR readŝ R = qP + − q −1 P − , if H = U q gl(N ), R = qP + − q −1 P − + q 1−N P t , if H = U q so(N ).
(1.1) P − is the corresponding deformation of the antisymmetric projector. In (1.1) 1 the matrix P + is the U q gl(N )-covariant deformation of the symmetric projector, in (1.1) it is the U q so(N )-covariant deformation of the symmetric trace-free projector, while P t is the trace projector. Thus they satisfy the equations
where (1 N 2 ) ij hk = δ i h δ j k , α, β = −, + in the H = U q gl(N ) case and α, β = −, +, t in the H = U q so(N ) case.R is a symmetric matrix, and therefore also the projectors are:R T =R, P αT = P α .
( 1.3)
The braid matrix fulfills the equation
for any rational function f (t) in one variable such that the spectrum of f (R) has no poles, in particular for f (R) =R,R −1 , P α . Here we have used the conventional matrix-tensor notationR 12 =R ⊗ 1 N ,R 23 = 1 N ⊗R, where 1 N denotes the N × N unit matrix.
In the H = U q so(N ) case the P t projects on a one-dimensional subspace and can be written in the form
where the N × N matrix g ij is a U q so(N )-isotropic tensor, deformation of the ordinary Euclidean metric, which will be given in (3.10), and [1] 
Here and in the sequel we use the "q-deformed numbers"
The metric and the braid matrix satisfy the relations [8] 
Indices will be lowered and raised using g ij and its inverse g ij , e.g.
By taking powers of either decomposition (1.1) one can can express the projectors as polynomials inR. One finds
The deformed algebras of functions on the two quantum spaces are called "algebra of functions on the quantum hyperplane C N q " and "algebra of functions on the quantum Euclidean space R N q " respectively (h := ln q plays the role of deformation parameter); we shall denote either one by F . F is essentially the unital associative algebra over C [[h] ] generated by N elements x i (the cartesian "coordinates") modulo the relations (1.10) given below. The corresponding H-covariant differential calculi [24, 1] are defined introducing the invariant exterior derivative d, satisfying nilpotency and the Leibniz rule d(f g) = df g + f dg, and imposing the covariant commutation relations (1.11) between the x i and the differentials ξ i := dx i . Partial derivatives are introduced through the decomposition d =: ξ i ∂ i . All the other commutation relations are derived by consistency. The complete list is given by
14)
We shall call DC * (differential calculus algebra on R N q ) the unital associative algebra over C [[h] ] generated by x i , ξ i , ∂ i modulo these relations. We shall denote by * (exterior algebra, or algebra of exterior forms) the graded unital subalgebra generated by the ξ i alone, with grading ♮ ≡the degree in ξ i , and by p (vector space of exterior p-forms) the component with grading ♮ = p, p = 0, 1, 2.... Each p carries an irreducible representation of H, and its dimension is the binomial coefficient N p [8, 10] , exactly as in the q = 1 (i.e. undeformed) case; in particular there are no forms with p > N , and dim( N ) = N N = 1, therefore N carries the singlet representation of H. We shall endow DC * with the same grading ♮, and call DC p its component with grading ♮ = p. The elements of DC p can be considered differential-operator-valued p-forms.
We shall denote by Ω * (algebra of differential forms) the graded unital subalgebra generated by the ξ i , x i , with grading ♮, and by Ω p (space of differential p-forms) its component with grading p; by definition Ω 0 = F itself. Clearly both Ω * and Ω p are F -bimodules.
We shall denote by H (Heisenberg algebra) the unital subalgebra generated by the x i , ∂ i . Note that by definition DC 0 = H, and that both DC * and DC p are H-bimodules. Finally, we shall call F ′ the unital associative algebra generated by the ∂ i alone.
In the H = U q so(N )-covariant case the elements
are U q so(N )-invariant and respectively generate the centers of F, F ′ . The H-covariance of the differential calculus implies that DC * is a (right, in our conventions) H-module algebra. All the information on the algebras DC * , H and the right action of the Hopf algebra H on DC * can be encoded in the cross-product algebra DC * >⊳ H. We recall that this is H ⊗ DC * as a vector space, and so we denote as usual g ⊗ a simply by ga; that H1 DC * , 1 H DC * are subalgebras isomorphic to H, DC * , and so we omit to write either unit 1 DC * , 1 H whenever multiplied by non-unit elements; that for any a ∈ DC * , g ∈ H the product fulfills
Here ∆(g) = g (1) ⊗ g (2) denotes the coproduct of g in Sweedler notation. DC * >⊳ H is a H-module algebra itself, if we extend ⊳ on H as the adjoint action, namely as h ⊳ g = Sg (1) h g (2) .
In view of (1.16), this formula will correctly reproduce the action also on the elements of DC * , and therefore on any element a ∈ DC * >⊳ H. The elements σ i , with σ i = x i , ξ i , ∂ i , transform with the N -dimensional representation ρ of U q sl(N ) or U q so(N ) respectively:
The above scheme applies also to the Hopf algebra H = U q so(N ), which is the central extension of H = U q so(N ) obtained by adding a central and primitive element η generating dilatations of elements of H,
We shall call η also the generator of dilatations of U q gl(N ).
One can introduce an alternative H-covariant differential calculus replacing qR by (qR) −1 in the defining relations (1.11-1.15). The corresponding objectsξ i ,∂ i can be realized as suitable "functions" of x j , ξ j , ∂ j [20] .
Completely (anti)symmetric projectors
The projectors P ±,l ≡ P ±,l i 1 ...i l j 1 ...j l project the tensor product of l copies of the N -dimensional representation of H to the l-fold completely symmetric/antisymmetric irreducible representation V ±,l N of H therein contained. They are uniquely characterized by the following properties
2)
3)
where π = −, + in the U q sl(N )-and π = −, +, t in the U q so(N )-covariant case respectively, m = 1, ..., l − 1 and by P π m(m+1) we have denoted the matrix acting as P π on the m-th, (m + 1)-th indices and as the identity on the remaining ones. Eq. (2.3) guarantees that P ±,l act as the identity (and not as proper projectors) on V ±,l
In the appendix we prove
Proposition 1
The projectors P ±,l+1 can be expressed as polynomials in R 12 , ...,R (l−1)l through either recursive relation 5) where P ±,l
, and
As a consequence, they are symmetric, (P ±,l ) T = P ±,l , and if H = U q so(N )
7)
and the same with the matrix g ij replaced by its transpose g ji .
In Ref. [9] we explicitly determined as examples just P ±,3 for H = U q so(N ). In Ref. [15] longer recursive relations for P ±,l with arbitrary l in the case H = U q so(N ) were given; the Ansatz adopted there was of the type P ±,l+1 = B ±,l+1 P ±,l 12...l . The unknown N l+1 × N l+1 matrices B ±,l+1 were explicitly determined to be rather long polynomials inR 12 , ...,R (l−1)l . To go from our formula to theirs one just needs to set B ±,l+1 = P
l(l+1) ; to go from their formula to ours one has to multiply both sides by P ±,l 12...l from the left and do a straightforward calculation using (2.1), (1.1) 2 .
Remark. One can easily check that in the H = U q gl(N ) case the deformed (anti)symmetric projectors P ±,l can be obtained from the polynomials giving the undeformed (anti)symmetric projectors in terms of the permutators P m(m+1) by replacing the latter respectively with ±q ±1R m(m+1) , and readjusting the normalizations.
Properties of the H-covariant ε-tensors
In our convention indices i, j, ... take the following values:
Then the commutation relations (1.12) explicitly amount to
Of course (3.4) 4 applies only to the cases H = U q so(2n + 1), and (3.4) 3 applies only to the cases H = U q so(N ). The latter relations are equivalent to the equations (21) given in Ref. [10] , whence they can be obtained by an easy rearrangement of terms. As already said, as a consequence of (3.4) dim( N ) = 1. Setting e.g.
one can introduce the matrix elements of the H-covariant ε-(or completely antisymmetric) tensor up to the normalization constant γ N by the relation
The ε-tensors enter the definitions of the "q-determinants" [8, 10] , special central elements in the Hopf algebras H ′ dual to H, namely the algebras of functions on the quantum groups. In the appendix we prove the following proposition, which states a similar property for the q-determinat of the matrices L ± having as matrix elements the socalled FRT (FaddeevReshetikin-Takhtadjan) generators [8] 
here R denotes the quasitriangular structure.
In particular
The U q so(N )-covariant matric matrix introduced in (1.5) coincides with its inverse and is given by
where (2ρ j ) :
Introducing the matrix U by
(note that det U = 1), we can also recall the q-cylic property [23] 3
Let I := (i 1 , ..., i N ), and if I is a permutation of J := (1, ..., N ) denote by l(I) its 'length', namely its number of inversions. The U q gl(N )-covariant deformation of the ε-tensor [17, 16, 8] admits the following compact expression, which closely resembles the undeformed counterpart:
For the U q so(N )-covariant one [10] so far no such compact espression has been found. In [10, 18] several properties for general N and the explicit expression for ε in the cases N = 3, 4 have been determined; we rewrite them here: for N = 3, with normalization γ 3 = q −1
and for N = 4, with normalization γ 4 = q −2
For general N we can at least state the following properties, which can be easily proved as a consequence of (3.4):
(3.14) Then ε i 1 ...i N = 0 unless all the following conditions are fulfilled: 1. if N is odd, the subset J 0 = {j | i j = 0} has an odd number of elements; 2. J − J 0 is an union of pairs {h, k} such that i h = −i k ; 3. the number ♮ l of pairs {h, k} such that
Property. [10] g
We now give the relation connecting the antisymmetric projectors and the ε-tensors. In the appendix we prove
where d l is defined by
In the H = U q so(N ) case this can be also rewritten in the form
By an explicit calculation one finds that for the γ 3 , γ 4 given above
Vielbein bases
The set of N exact forms {ξ i } is a natural basis for the F -bimodule Ω 1 , as well as for the the F >⊳ H-bimodule Ω 1 >⊳ H. By (1.11), the ξ i do not commute with F . We are going to introduce alternative, socalled "frames"
(or "vielbein" bases) [5] which do, revisiting the notion and construction given in Ref. [2] . As shown in [12, 3] , there exist a algebra homomorphism
acting as the identity on A itself,
where H is either Hopf algebra H = U q sl(N ), U q so(N ) and A = H is the corresponding deformed Heisenberg algebra on C N q , R N q . One can immediately extend ϕ to the central extensions
(adopting the same normalization factor q N as in [13] ), where the element Λ −2 ∈ H is defined by [20] 
(in [20, 21] it was denoted by Λ). We are also extending H so as to contain its square root Λ −1 and inverse square root Λ as additional generators or as formal power series in the deformation parameter h = ln q. The latter fulfill the relations 6) and the corresponding ones for Λ −1 . For real q, ϕ is even a ⋆-algebra homomorphism. Applying ϕ in particular to both sides of (1.16) one finds a ϕ(g) = ϕ(g (1) ) (a ⊳ g (2) ).
In Ref. [2] to introduce a frame on R N q first auxiliary objects
[with H = U − q so(N ), the negative Borel subalgebra of U q so(N )] were introduced, characterized by the property to commute with F
The reader can check (4.9) by a direct computation that [ϑ i , x j ] = 0. In [2] we also showed that there exists a suitable map ϕ − of the type (4.1-4.2),
with A a slight extension of F and H = U − q so(N ). Replacing q −η L −,i l by its ϕ − -image has no effect on the commutation relation with x j , see (4.7), whence we found that the elementsθ i :
denoted simply as {θ i }) also fulfilled (4.9), and therefore were called elements of a "frame" (or "vielbein"), according to the notion introduced in Ref. [5] . Now it is also easy to check that the same ϑ i also commute with the derivatives, [ϑ i , ∂ j ] = 0. By the same reasoning, replacing in the theorems and proofs of Ref. [2] the map ϕ − with the one ϕ, we arrive at Proposition 4 The sets {ϑ i } and {θ i } of 1-forms given by
10)
) are resp. "frame" bases of the H>⊳ U q so(N )-bimodule DC 1 >⊳ U q so(N ) and of the H-bimodule DC 1 , in the sense that
They satisfy the same commutation relations as the ξ i ,
Finally, they form a N -plet under the action of U op q so(N ) (i.e. U q so(N ) endowed with the opposite coproduct).
We just give the proof of the second equality in (4.11), which was not given in [2] . Recalling the coproduct
k .
An analogous proposition for objectsθ a ,θ a obtained by replacing
h by L +,i h and η by −η holds. In Ref. [13] we have shown that the frame basis elementsθ a transform exactly as the coordinates x a under the ⋆-structure chraterizing real q (namely can be made real by a suitable C-linear transformation).
Explicit expressions for the images ϕ(L −,h k ) for the H's with the lowest N 's, H = U q sl(2), U q so(3), can be found e.g. in Ref. [14] , section 4.
As the commutation relations (4.13) among the θ h are exactly of the same form of the ones (1.12) among the ξ i , we immediately find that also the space N θ of monomials in θ i of degree N has dimension 1. Moreover,
where dV ∈ N θ is defined replacing in (3.5) d N x with dV and ξ i with θ i .
Proposition 5
The "volume form" dV is central in DC * and equal to
Proof: With the definition of dV adopted for H = U q so(N ) (the case H = U q gl(N ) is completely analogous)
The reader might wonder about the usefulness of the generalized notion of vielbein introduced in this section: generally speaking the differential forms ω p ∈ Ω p and the functions f ∈ F have a geometrical or physical significance, so since θ a are in DC 1 rather than in Ω 1 , the components of ω p in the vielbein basis are in H rather than in F . The point is that, as we have shown in Ref. [13] , the difference between these components is irrelevant when evaluating functionals on Ω N , scalar products in Ω p , etc. by means of integration, provided Stokes' theorem applies.
Hodge map and Laplacian on R N q
Having at one's disposal also the U q so(N )-covariant metric matrix g ij , a (U q so(N )-covariant) Hodge map * : p → N −p acting on exterior forms on R N q was introduced (leaving some ambiguities) in [11, 18] using both g ij and the q-epsilon tensor, in analogy with the undeformed theory. As we are going to see, one has to fix the ambiguities to make * involutive and moreover add in the definition a suitable power of Λ in order to define a Hodge map on differential forms. It is more convenient to start giving the definition of the Hodge map in the frame basis: (N ) and any p = 0, 1 
The most convenient choice for the c p will be given below. H-bilinearity implies in particular * (a ω p b) = a * ω p b ∀ a, b ∈ H, ω p ∈ DC p ; (5.5)
i.e. applying Hodge and multiplying by "functions or differential operators" are commuting operations, in other words a differential form ω p and its Hodge map image have the same commutation relations with x i , ∂ j . That this is true is evident in the frame basis, because of (4.12). Relation (5.2) easily follows from (3.18). The fixed positive sign at the rhs of (5.2) [cumbersome when compared with the more familiar (−1) p(N −p) ] is the sign of d 0 and is due to the non-standard ordering of the indices in (5.3). The latter in turn is the only correct one: had we used a different order, at the rhs of (5.2) tensor products of the matrices U ±1 , instead of the identity, would have appeared, because of property (3.12).
Using the H-bilinearity of * in the appendix we prove
Proposition 7 In terms of the basis of differentials (5.3) takes the form
This differs from the (incomplete) definition of Hodge map on exterior forms given in [11, 18] by the presence of Λ-powers (needed for the Hbilinearity), by the already noted crucial different indices order and by the explicit determination of the coefficients c p . From the above formulae and the commutation relations (1.11), (4.6) it is evident that by restricting the domain of * to the unital subalgebra Ω * ⊂ DC * generated by x i , ξ j , Λ ±1 one obtains a F -bilinear map * :
fulfilling again (5.2) [just take a, b ∈ F in (5.5)]; here F denotes the unital subalgebra generated by x i , Λ ±1 . This restriction is what is the notion closest to the conventional notion of a Hodge map on R N q : as a matter of fact, there is no F -bilinear restriction of * to Ω * .
From the bilinearity of the Hodge map and the explicit U q so(N )-covariant form of (5.6) it immediately follows Proposition 8 The Hodge map is U q so(N )-covariant, i.e. commutes with the U q so(N )-action:
This is true also for its restriction to the subalgebra Ω * ⊂ DC * .
Remark: But * is not U q so(N )-covariant. This is due to the fact that η has a nontrivial action on each ξ i , and * changes the degree of a monomial in the ξ i 's.
As in commutative geometry we introduce the exterior coderivative by
In Ref. [13] we show that (at least for positive q) δ can be seen as the hermitean conjugate of d acting on Ω * endowed with a suitable scalar product. The residual freedom left by (5.4) in choosing the c p is eliminated by requiring that the differential operator d δ + δ d is a scalar proportional to ∂ · ∂, as in the commutative geometry case. In the appendix we prove the following proposition:
The "Laplacian" ∆ := d δ + δ d reduces on all DC * , and in particular on Ω * , to
provided we choose
(5.11)
A Appendix
We begin this appendix by recalling few basic properties about the universal R-matrix, or quasitriangular structure [6] , R of the quantum groups U q g , while fixing our conventions. R intertwines between ∆ and opposite coproduct ∆ op , and so does also R −1
21
:
where u, which is defined up to an invertible central factor, can be taken e.g. as the u = u 1 with
From (A.1-A.3) it follows the universal Yang-Baxter relation
The braid matrixR [8] is related to the quasitriangular structure R bŷ R when H = U q so(N ). Here e i j is the N × N matrix with all elements equal to zero except for a 1 in the ith column and jth row., and k := q − q −1 .
In the H = U q so(N ) case, using (1.7), (1.5) it is not difficult to show the following formulae .10) which are written in matrix-tensor notation in order to let us do many proofs avoiding indices i, j etc. Moreover,
Proof of Proposition 1
One can determine the projectors P ±,l iteratively. We adopt the Ansatz (2.4) with M ± = f ± (R) a matrix to be determined. The most general one is
by imposing the conditions (2.1). By the recursive assumption, only the condition with m = l is not fulfilled automatically and must be imposed by hand. Actually, it suffices to impose just (2.1) 1 , due to the symmetry of the Ansatz (2.4) and of the matrices P π under transposition. Setting
In the H = U q sl(N ) case (A.13) becomes
where we have used the braid equation (1.4) to see that the term proportional to β ± l β ± l+1 vanishes, and the relationŝ
The condition that the square bracket in (A.14) vanishes is recursively solved, starting from l = 1 with initial input β .15) [for l = 2 this gives back (1.8)].
In the H = U q so(N ) case (A.13) becomes
The conditions that the three square brackets vanish
are recursively solved, starting from l = 1 with initial input β
(since P ±,1 = 1 N ), again by (A.15) and by .16) [for l = 2 this gives back (1.9)]. We determine the coefficient α ± l+1 by imposing the condition (2.2). For both H = U q sl(N ), U q so(N ) this gives
in the last equality we have used (2.1), (A.12), (1.1). The condition that the square bracket vanishes is recursively solved, starting from l = 0 with initial input α
.
By using (1.6) we give at the form (2.6) for M ±,l+1 . To check that (2.3) is satisfied we just note that the dimension of each projector is an integer, that it is the required one for q = 1 (since in this limit the projector reduces to its undeformed counterpart), and therefore it is also for any generic q, by continuity in q.
Proof of Proposition 2
Being H-invariant, the element ξ i 1 ξ i 2 ...ξ i N ∈ N commutes with all H (within DC * >⊳ H). Therefore
(1) ρ
1 )ρ
where R 1 , ..., R N just denote N different copies of R ; factoring out d N x [see Eq. (3.6)] the claim follows.
Proof of Proposition 3
We start by recalling the relations (which can be easily checked using the explicit definition ofR, U, P t given above)
where U
±1
2 ≡ 1 N ⊗ U ±1 and tr 2 denotes matrix trace on the second factor in the tensor product C N ⊗ C N ; this implies
where
By the definition (3.6) of the ε-tensor and (1.12) the claim is manifestly true for l = N , P
because the rhs fulfills all conditions (2.1-2.3). We prove the claim for the remaining l < N by induction, with N inductive steps. Assume the claim is true for l = m+1:
Multiplying both sides by U j m+1 i m+1
(and summing of course also on the repeated indices i m+1 , j m+1 ) we find on one hand
and on the other 
Proof of Proposition 7
lhs(5.6)
Proof of Proposition 9
We now evaluate the lhs(5.10) on each DC p . We find
for p = N , whereas for p = 1, 2, ..., N − 1 we find on one hand
and on the other * d the first choice guarantees that * 1 = dV , and therefore also * dV = 1 in view of * 2 . As a consequence, in (3.5), which can be computed case by case. In particular, for the cases N = 3, 4 this implies a different normalization w.r.t. the one adopted in section 3.
