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Let n be a positive integer, let each of J(l),..., J(n) be an integer not less than 
2, and let m = Ci”=iJ(z). WC shall p arameterize the m-dimensional space R” as 
follows: if x is in R” and 1 < K < m then the kth coordinate of x (with respect 
to the standard basis) is xij , where i is the largest integer such that C”;=: J(r) < K 
and j = k - Crlt J(r). Typographically, members x of R” are being thought 
of as being “matrix-like,” but with rows of differing lengths (the ith row has 
length J(i)). 
Let She the subset of R”” to which x belongs if and only if all coordinates of x 
are nonnegative and 
J(1) 
z, xij = 1 (1) 
whenever 1 < i < n. If n = 1, then S is the set of all probability distributions 
for an event with m possible outcomes. If J(i) = n for each i (which says m == n2), 
then S is the set of all n x n row stochastic matrices. Let So be the subset of 5’ 
to which x in S belongs if and only if every coordinate of x is positive. Note that 
(1) ensures that if cvcry coordinate of s is positive then every coordinate of .‘c 
is in (0, 1). 
It is known (see Baum and Eagon [l] or Baum and Sell [2]) that if P is a 
polynomial on R” with positive coefficients, if x is in S”, and if 9 in S is given by 
A xi@J’(x) 
xii = xk”; xikDi,P(x) ’ (2) 
then P(x) .< P(&Q + (1 - 0) ) x w h enever 0 .< 6 < 1, and P(x) = P(S) if and 
only if x = 9. In the present work we shall obtain a somewhat weaker result on a 
class of functions larger than the set of polynomials with positive cocfficicnts. 
Let P be a continuously differentiable function on an open subset U of Rm 
with S” C U, and suppose all first partial derivatives of P are positive throughout 
U. Suppose also that the first partial derivatives of P are uniformly Lipschitz 
continuous on S”, i.e., there is a positive number L such that if 1 < i < n and 
1 <j < J(i), and x and y are in S”, then 
I D$‘(x) - DA’(y)1 <L Ii x - Y II , 
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where Ij 11 denotes the sum norm on R nz The following theorem is our main .
result. 
THEOREM 1. Let x be in S”, let 2 in S” be given by (2), and suppose R + x. Let T 
be a positive number such that 
ThenP(x)<P(8~+(1-~)x)wheneverO<8-<~and0<1. 
Theorem 1 will be an easy consequence of Theorem 2, which, in turn, will be 
a consequence of Theorem 3. 
THEOREM 2. Let x be in S”, and let 2 in 5’” be given by (2). Then 
THEOREM 3. Let x be in S”, and consider the system 
YXt) = 9dt) - Ydt) (5) 
of ordinary dzperential equations. Suppose 17 > 0 and y is a solution of (5) on 
[0, 7) with y(0) = x. Then y(t) is in S” whenever 0 < t < 7, and, $4 is given on 
[0, 7) by +(t) = P(y(t)), then f(t) > 0 whenever 0 < t < 7. Furthermore, ;f 
o-t <: 17 and 4’(t) = 0 then y(t) = g(t). 
If n = 1, if P is a polynomial, and if y is an analytic solution of (5), then 
Theorem 3 is similar to a result of Stebe [3]. 
If x .is in S” and x f 9, let T(X) be the lesser of 1 and 
If x is in S”, let o(x) = x if x = G, and U(X) = T(X) 9 + (1 - T(X)) x if x f 9. 
Now, in the words of Baum and Sell [2], o is a growth transformation for P. 
Proqf of Theorem 3. Let V be the subset of U to which x in U belongs if and 
only if every coordinate of x is positive. Note that V is an open subset of R* and 
that s” C V C U. Note that the function from S” to S” described by z - f is 
continuous, and can be continuously extended to V, via (2), with the extension 
having range in S”. Suppose v > 0 and y is a solution of (5) on [0, 7) with 
y(O) = X, i.e., y is a differentiable function from [0, r]) to V such that (5) is true 
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whenever 0 < t < 7. If I < i < n, let Ki be given on [0, 7) by 
K,(t) = xiziyij(t). Now, if 0 s$ t < 7, and 1 .< i - n, 
J(i) 
K,‘(t) = c yij(t) 
3=1 
J(i) J(i) 
= c h(t) - c Yi&) 
j=l j=l 
= 1 - K,(t). 
Since Ki(0) = 1, this says Ki = 1 on all of its domain, and thus that y never 
leaves S. Since (5) is of the form 
it is clear that if yij(0) > 0 then yij(t) > 0 whenever 0 < t < 7. Since we 
already know y stays in S, this says y stays in s”. Because of the Lipschitz 
conditions prevailing on S”, we now know that y is unique. Now, if 0 < t < 7, 
YW2 __ = yii(t) 
YijW 
n J(i) 
(6) 
From (6) it is clear that d’(t) 3 0, and 4’(t) = 0 if and only ifyb(t) = 0 whenever 
I < i < n and 1 <j < J((i), i.e., if and only if j(t) = y(t). 
Note that Theorem 2 is now immediate: evaluate both sides of (6) at t = 0. 
Proof of Theorem 1. Let x be in S” with x # k, and suppose 0 < 0 < 1. Let 
h, be given on [0, I] by he(w) = P(cdU + (1 - ~0) x). Now h,(O) = P(x) and 
h,(l) = P(& + (1 - 0) x). According to the Mean Value Theorem, there is w, 
in (0, 1) with h,(l) - he(O) = hs’(we), i.e., 
P(&G + (1 - 0) x) - P(x) = 0 1 c (& - xi+) DijZ’(~&G + (1 - w& x). (7) 
i-1 j=l 
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Let T be as in Theorem 1. If 8 < T, then w&I < T, so 
n J(i) 
1 c (& - Xij) DijP(WS84 + (1 - CC@) x) 
i=l j=l 
n J(i) 
> f 
J(i) (& - Xij)” 
i=l 
‘f Xi,Dijl’(*)) tx 
j=l j-1 xii 
n J(i) 
- zl zl I %ij - *ij I LwOe I I s - x I I 
> LT /I R - x 112 - Lwe6 /j 4 - x 112 > 0. 
Thus 
n J(i) 
C 1 (Sij - xii) DijZ’(w&% + (1 - w&‘) x) > 0, 
so (7) says 
qei + (1 - e) x) > PC,), 
and the proof is complete. 
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