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Abstract
Considered in this short note is the design of output
layer nodes of feedforward neural networks for solv-
ing multi-class classification problems with r (r ≥ 3)
classes of samples. The common and conventional set-
ting of output layer, called “one-to-one approach” in
this paper, is as follows: The output layer contains r
output nodes corresponding to the r classes. And for
an input sample of the i-th class (1 ≤ i ≤ r), the ideal
output is 1 for the i-th output node, and 0 for all the
other output nodes. We propose in this paper a new
“binary approach”: Suppose 2q−1 < r ≤ 2q with
q ≥ 2, then we let the output layer contain q output
nodes, and let the ideal outputs for the r classes be
designed in a binary manner. Numerical experiments
carried out in this paper show that our binary approach
does equally good job as, but uses less output nodes
than, the traditional one-to-one approach.
Keywords: Neural networks, Multi-class classifi-
cation problems, One-to-one approach, Binary approach
1 Introduction
Learning efficiency and structural sparsification are
two important issues in the study and application of
neural networks. The learning efficiency is mainly con-
cerned with the choice of learning method so as to
achieve good learning accuracy for the training sam-
ples and generalization (test) accuracy for the untrained
samples [1-5]. The aim of structural sparsification is to
use less numbers of nodes and connections (weights)
without causing damage to the learning efficiency [6-
10].
This short note considers the design of output layer
nodes of feedforward neural networks for solving multi-
class classification problem with r (r ≥ 3) classes of
∗Corresponding author: wuweiw@dlut.edu.cn
samples, and proposes a novel approach using less out-
put nodes than the conventional setting.
The common and conventional approach [11-18]
for the design of output layer nodes is as follows: The
output layer contains r output nodes corresponding to
the r classes. For an input sample of the i-th class (1 ≤
i ≤ r), the ideal output is 1 for the i-th output node,
and 0 for all the other output nodes. For example, for a
classification problem with r = 4, there are four output
nodes in the output layer, and the ideal outputs for the
four classes are (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0) and
(0, 0, 0, 1), respectively. This approach is called one-
to-one approach in this paper.
We propose in this paper a new approach called
binary approach: Let 2q−1 < r ≤ 2q with q ≥ 2.
Then, we let the output layer contain q output nodes,
and let the ideal outputs for the r classes be designed
in a binary manner. For example, when r = 4 and
q = 2, the output layer contains two output nodes, and
the ideal outputs for the four classes are (0, 0), (0, 1),
(1, 0) and (1, 1), respectively.
Numerical experiments carried out in this paper
show that our binary approach does equally good job
as, but uses less output nodes than, the traditional one-
to-one approach.
This paper is arranged as follows. In the next sec-
tion, we describe the structure of the feedforward neu-
ral networks and the above mentioned two approaches
of output layer setting. Then, in Section 3, we explain
our ideas in terms of a few simple and intuitive exam-
ples. Numerical simulations with five real world data
sets are carried out in Section 4. Some conclusions are
drawn in Section 5.
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2 Output layer setting for feedfor-
ward neural networks
2.1 Feedforward neural networks
Let us begin with an introduction of a feedforward
neural network with three layers. The node numbers
of the input, hidden and output layers are n, m, and p
(see Figure 1), respectively. Let {xh, zh}Hh=1 ⊂ Rn × Rp
be a given set of training samples, where xh and zh are
the input and the corresponding ideal output of the h-
th sample, respectively. Let V = (VT1 ,V
T
2 , · · · ,VTm)T
be the weight matrix connecting the input and the hid-
den layers, where V j = (V j1,V j2, · · · ,V jn) for j =
1, 2, · · · ,m. Let W = (WT1 ,WT2 , · · · ,WTp )T be the weight
matrix between the hidden and the output layers, where
Wk = (Wk1,Wk2, · · · ,Wkm) for k = 1, 2, · · · , p. {b1 j}mj=1
and {b2k}pk=1 are the biases from input to hidden and
from hidden to output layers, respectively. f : R → R
denotes a given transfer function. In particular, we
shall use the following sigmoidal function in our nu-
merical simulation:
f (t) =
1
1 + exp(−t) . (1)
Figure 1: Structure of the feedforward neural networks
For an input x = (x1, · · · , xn)T ∈ Rn, the output
vector y = (y1, · · · , ym)T of the hidden layer is given
by
y j = f (V j · x− b1 j) = f (
n∑
i=1
V jixi − b1 j), j = 1, · · · ,m,
(2)
and the final output vector o = (o1, · · · , op)T ∈ Rp is
given by
ok = f (Wk ·y−b2k) = f (
m∑
j=1
Wk jy j−b2k), k = 1, · · · , p.
(3)
2.2 Output layer settings
In the traditional setting of the output layer for solv-
ing a multi-class classification problem with r classes
of samples, if the input x belongs to the i-th class of
samples, the ideal output z is
z = (z1, z2, · · · , zi−1, zi, zi+1, · · · , zr)T
= (0, 0, · · · , 0, 1, 0, · · · , 0)T . (4)
This setting of the output nodes is called one-to-one
approach in this paper. An input x ∈ Rn is classified
into the i-th class if its network output (3) satisfies
o = (o1, · · · , oi−1, oi, oi+1, · · · , op)T
≈ (0, · · · , 0, 1, 0, · · · , 0)T . (5)
We say that the classification problem is successfully
solved by the one-to-one approach if each input sample
in the i-th class satisfies (5) for i = 1, 2, · · · , r. Due to
our choice of the transfer function f , this implies thatWk · y − b2k > 0, k = i,Wk · y − b2k < 0, k , i. (6)
Therefore, each sigmoidal function f of an output node
works like a hyperplane that separates one class of
samples from all the other classes. An example is
shown in Figure 2, where m = 2, and the hyperplane
becomes a line li, such that the class Oi and all the
other classes O j ( j , i) are divided by the line li.
We propose in this paper another approach called
binary approach. Assume 2q−1 < r ≤ 2q with q ≥
2. Then, q output nodes are used in the output layer,
and the ideal outputs for the r classes are designed in
a binary manner: The ideal output vector for the i-th
class of samples is
z(i) = (z1, z2, · · · , zq)T , (7)
where
z1z2 · · · zq = (i − 1)2. (8)
Here (i − 1)2 denotes the binary number of i − 1 with
z j = 0 or 1 for each 1 ≤ j ≤ q. Similarly, We say that
the classification problem is successfully solved by the
binary approach if each input sample in the i-th class
satisfies the following condition for i = 1, 2, · · · , r:
(o1, , o2, · · · , oq)T ≈ z(i). (9)
2
Figure 2: Class Oi and all the other classes O j ( j , i)
are divided by li.
2.3 Learning algorithm
Now, assume that a training data set {xh, zh}Hh=1 is
given as mentioned in Subsection 2.1, and that {oh}Hh=1 ⊂
Rp are the corresponding network outputs defined by
(3). Define the error function as follows:
E(W,V) =
1
2
H∑
h=1
‖zh − oh‖2
=
1
2
H∑
h=1
p∑
k=1
[zhk − f (
m∑
j=1
Wk j f (
n∑
i=1
V jixhi − b1 j) − b2k)]2.
(10)
The aim of a learning algorithm is to choose the
weight matrices W and V so as to minimize the er-
ror function E(W,V). To this end, we shall use the
usual gradient descent algorithm. Given arbitrary ini-
tial weight matrices W(0) ∈ Rp×m and V(0) ∈ Rm×n, we
update iteratively the weight matrices W(l) = [W(l)k j]
and V(l) = [V(l)ji ] as follows:
W(l+1)k j = W
(l)
k j + η
∂E(W (l),V (l))
∂Wk j
, (11)
V(l+1)ji = V
(l)
ji + η
∂E(W (l),V (l))
∂V ji
, (12)
where l = 0, 1, 2, ...; k = 1, 2, ..., p; j = 1, 2, ...,m; and
i = 1, 2, · · · , n.
3 Some simple and intuitive cases
In this section, we try to explain our ideas by some
intuitive observations in some simple cases.
Case 1. First, let us consider the simple case r = 2.
It is interesting that in this case everyone follows the
binary approach: Only a single output node is used,
and the two classes are labeled by the output values 1
and 0, respectively. No one uses the one-to-one ap-
proach in this case by using two output nodes and la-
beling the two classes by outputs (1, 0) and (0, 1), re-
spectively. Therefore, it seems that the binary ap-
proach, rather than the one-to-one approach, is a
more natural extension for the output node setting
from the simple case r = 2 to the the general cases
r > 2.
Case 2. Let us consider a general case. Suppose
the one-to-one approach is successfully applied to a
classification problem with r-classes. Then, we can do
equally well the same job after dropping out at least
one output node. Let us take r = 4 as an example:
Originally, there should be four output nodes and the
ideal outputs for the four classes are (1, 0, 0, 0), (0, 1, 0, 0),
(0, 0, 1, 0) and (0, 0, 0, 1), respectively. Then, we can
simply drop out the last output node and set the new
ideal output for the four classes be (1, 0, 0), (0, 1, 0),
(0, 0, 1) and (0, 0, 0), respectively. This observation in-
dicates that the one-to-one approach is not perfect in
that one of its output node can be simply dropped
out.
Case 3. Next, let us consider a four-class clas-
sification problem with n dimensional input samples.
Now, we assume the numbers of the nodes for input,
hidden and output layers are n, 2 and 4 respectively for
the one-to-one approach; and n, 2 and 2 for the binary
approach. In the following theorem, the binary ap-
proach is theoretically proved to be at least as good
as one-to-one approach in this special case.
Theorem 3.1 Suppose that feedforward neural neu-
ral networks with two hidden nodes in the hidden layer
are used for solving a four-class classification prob-
lem. If the one-to-one approach can successfully solve
the problem, then the binary approach can also suc-
cessfully solve the classification problem.
Proof. By the assumption of the theorem, there
exists a set of weights such that the corresponding net-
work of the one-to-one approach gives the desired out-
puts for the given data set. We note that this network
maps the input data set PI ⊂ Rn into a set PH ⊂ R2,
and then maps the set PH into a set PO ⊂ R4. And
3
Figure 3: Classification boundaries: solid lines stands
for one-for-each approach; dotted lines for binary ap-
proach.
the four classes of input samples are mapped into four
groups of points PH1, · · · , PH4 as illustrated in Figure
3, where PH = PH1
⋃
PH2
⋃
PH3
⋃
PH4. (We remark
that PH falls into the unit square of R2 as shown in Fig-
ure 3 due to the choice of our transfer function f (t) in
(1).) By recalling (4) and (6), we notice that the i-th
(1 ≤ i ≤ 4) output node acts like a line li that separates
the point group PHi from the other three point groups.
Next, let us define two lines l′1 and l
′
2 as illustrated
in Figure 3. Obviously, these two lines divide the whole
plane into four parts such that each part contains pre-
cisely a PHi. As is well known, these two lines cor-
respond to two output nodes which separate the four
classes of samples from each other. This means that
the corresponding binary approach can successfully clas-
sify the given data set as well. This completes the
proof. 
Case 4. Finally, let us give an example where the
binary approach works better than the one-to-one
approach. Consider a four-class classification prob-
lem with two dimensional input samples, of which the
distribution is shown in Figure 4. Suppose we are us-
ing a two layer neural network (without the hidden
layer) to solve this classification problem. In this case,
we can easily use the two lines l1 and l2 shown in Fig-
ure 4 to separate the four classes, i.e., we can use a
binary approach with only two layers (an input layer
with 2 nodes and an output layer with two nodes) to
solve this classification problem. However, we can not
do the similar thing by using the one-to-one approach
with two layers (an input layer with 2 nodes and an
output layer with four nodes), since obviously there
exists no line that can separate a class Ii from the other
three classes.
Figure 4: The binary approach can solve this classi-
fication problem, while the one-to-one approach can
not.
Remark. The above simple case studies explain
and support our idea that the binary approach can work
equally good as, or even better than, the one-to-one
approach. However, a theoretical and general proof of
the advantage of the binary approach over the one-to-
one approach seems difficult or even impossible. In the
next section, we shall turn to the numerical simulations
to support our idea.
4 Numerical examples
In this section, we compare our binary approach
with one-to-one approach on five real world classifi-
cation problems. For each of the five data sets, the
following five-fold cross validation technique [19-21]
will be applied: The data set is divided randomly into
five parts with equal (or nearly equal) number of sam-
ples. The network learning are carried out five times
for the two approaches. At each time, one of the five
parts are in turn chosen as the set of test samples, while
the other four parts as the set of training samples. Then
we re-start the process with re-arranged five parts of
samples, and such process is repeated twenty times.
Altogether, for each approach-data pair, one hundred
classification results are obtained.
The ideal output value of an output node is either 1
or 0. When we evaluate the error between the ideal and
real output values, we shall use the following Fahlman’s
“40-20-40” criterion [22]: The network output values
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between 0.00 and 0.40 of the output nodes are treated
as 0, the values between 0.60 and 1.00 are treated as
1, and the values between 0.40 and 0.60 are treated as
indeterminate and considered as incorrect.
4.1 A four-class classification problem
First, we consider the four-class sensor drive di-
agnosis classification problem. This data set is pub-
licly available from Machine Learning Respository at
http://archive.isc.uci.edu. It comprises 21,276 input-
output samples, each with 48 components. The ideal
outputs of the four classes for the two approaches are
shown in Table 1.
class one-to-one approach binary approach
1 (1,0,0,0) (0,0)
2 (0,1,0,0) (0,1)
3 (0,0,1,0) (1,0)
4 (0,0,0,1) (1,1)
Table 1: Ideal outputs of the four classes.
The network structures are 48-2-4 for the one-to-
one approach and 48-2-2 for the binary approach. The
learning rate η is 0.06 and The maximum iteration num-
ber is 100.
The performances of the two approaches are shown
in Table 2 and Figures 5-6. As we mentioned before,
one hundred classification results are obtained for each
of the two approaches. In the table and the figures,
for instance, the “average training accuracy” is over,
and the “highest training accuracy” is among, the one
hundred training accuracies obtained. From Table 2 it
can be seen that the classification accuracies (average
training accuracy, highest training accuracy, average
test accuracy and highest test accuracy) of the binary
approach are a little bit better than those of the one-
to-one approach. As shown in Figures 5-6, the values
of the error function E(W,V) for the binary approach
are eventually lower than those for the one-to-one ap-
proach. Thus, in this example, the binary approach
can do the job equally well as (actually a little bit bet-
ter than), but use less output nodes than, the traditional
one-to-one approach.
one-to-one
approach
binary ap-
proach
average training accuracy 96.582% 96.754%
highest training accuracy 97.044% 97.132%
average test accuracy 96.336% 96.548%
highest test accuracy 96.871% 96.934%
Table 2: Accuracies for the four-class classification
problem.
Figure 5: Average values of the error function for the
four-class classification problem.
Figure 6: Best values of the error function for the four-
class classification problem.
4.2 An eight-class classification problem
In this subsection, we consider the eight-class sen-
sor drive diagnosis classification problem, which is also
publicly available from Machine Learning Respository
at http://archive.isc.uci.edu. The data set comprises
42,552 input-output samples, each with 48 components.
The network structures are 48-3-8 for the one-to-one
approach and 48-3-3 for the binary approach. For this
classification problem, the learning rate η is 0.1 and
the maximum iteration number is 500.
The performances of the two approaches are shown
in Table 3 and Figures 7-8. We observe that in this
case, the classification Accuracies for the one-to-one
approach are a little bit higher than those of the binary
approach. Figures 5-6 show that the values of the er-
ror function for the one-to-one approach are eventually
5
lower than those for the binary approach.
one-to-one
approach
binary ap-
proach
average training accuracy 92.255% 90.530%
highest training accuracy 92.844% 91.032%
average test accuracy 91.938% 90.215%
highest test accuracy 92.663% 91.649%
Table 3: Accuracies for the eight-class classification
problem.
Figure 7: Average values of the error function for the
eight-class classification problem.
Figure 8: Best values of the error function for the
eight-class classification problem.
4.3 A ten-class classificaion problem
Now, we consider the digit recognition problem,
of which the aim is to classify the digit into ten cat-
egories (from 0 to 9). The data used here is publicly
available on MNIST. The data set comprises 70,000
input-output samples, each with 784 components.
The network structures are 784-4-10 for one-to-
one approach and 784-4-4 for binary approach. For
this classification problem, the learning rate η is 0.08
and the maximum iteration number is 100.
The performances of the two approaches are shown
in Table 4 and Figures 9-10. In this example, the clas-
sification Accuracies for the binary approach are higher
than those of the one-to-one approach. As shown in
Figures 9-10, the values of the error function for the
binary approach are eventually lower than those for the
one-to-one approach.
one-to-one
approach
binary ap-
proach
average training accuracy 83.972% 85.636%
highest training accuracy 84.003% 85.869%
average test accuracy 83.536% 85.202%
highest test accuracy 83.691% 85.307%
Table 4: Accuracies for the ten-class classification
problem.
Figure 9: Average values of the error function for the
ten-class classification problem.
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Figure 10: Best values of the error function for the ten-
class classification problem.
4.4 An eleven-class classificaion problem
In this subsection, we consider the eleven-class sen-
sor drive diagnosis classification problem. The data set
is publicly available from Machine Learning Respos-
itory at http://archive.isc.uci.edu. It comprises 58,509
input-output samples, each with 48 components. The
network structures are 48-4-11 for one-to-one approach
and 48-4-4 for binary approach. For this classification
problem, the learning rate η is 0.1 and the maximum
iteration number is 200.
The performances of the two approaches are shown
in Table 5. In this example, the classification accuracy
of the binary approach is higher than that of the one-
to-one approach.
one-to-one
approach
binary ap-
proach
average training accuracy 82.672% 83.835%
highest training accuracy 83.359% 84.626%
average test accuracy 81.157% 82.923%
highest test accuracy 82.906% 83.821%
Table 5: Accuracies for the eleven-class classification
problem.
4.5 A twenty-six-class classificaion prob-
lem
Now, we consider the letter recognition problem,
of which the aim is to classify the letters into twenty-
six categories (from A to Z). The data set is publicly
available at http://www.ee.surrey.ac.uk/CVSSP/demos/-
chars74k/. it comprises 1, 016 × 26 input-output sam-
ples, each with 784 components. The network struc-
tures are 784-5-26 for one-to-one approach and 784-5-
5 for binary approach. For this classification problem,
the learning rate η is 0.08 and the maximum iteration
number is 500.
The performances of the two approaches are shown
in Table 6. In this example, the classification Accura-
cies for the one-to-one approach are higher than those
of the binary approach.
one-to-one
approach
binary ap-
proach
average training accuracy 82.686% 80.653%
highest training accuracy 83.284% 81.376%
average test accuracy 81.973% 79.615%
highest test accuracy 82.518% 80.429%
Table 6: Accuracies for the twenty-six-class classifica-
tion problem.
5 Conclusion
Considered in this short note is the design of output
layer nodes of feedforward neural networks for solv-
ing multi-class classification problem with r (r ≥ 3)
classes of samples. In this respect, the traditional one-
to-one approach uses r output nodes such that for an
input sample of the i-th class (1 ≤ i ≤ r), the ideal out-
put is 1 for the i-th output node, and 0 for all the other
output nodes. We propose a novel approach called
binary approach: Let 2q−1 < r ≤ 2q with q ≥ 2. Then
we let the output layer contain q output nodes, and let
the ideal outputs for the r classes be designed in a bi-
nary manner. Therefore, less output nodes are used in
our binary approach.
Numerical simulations are carried out in this paper
for solving five real world classification problems. Our
binary approach performs better or slightly better for
three classification problems, while the traditional one-
to-one approach works better for the other two classifi-
cation problems. The differences of the performances
of the two approaches are not quite significant. These
numerical results show that, generally speaking, our
binary approach does equally good job as, but uses less
output nodes than, the traditional one-to-one approach.
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