Abstract-This paper exemplifies a framework for development of multi-objective genetic algorithm based job sequencing method by taking account of multiple resource constraints. Along this, Theory of Constraints based Drum-Buffer-Rope methodology has been combined with genetic algorithm to exploit the system constraints. This paper introduces the Drum-Buffer-Rope to exploit the system constraints, which may affect the lead times, throughput and higher inventory holding costs. Multi-Objective genetic algorithm is introduced for job sequence optimization to minimize the lead times and total inventory holding cost, which includes problem encoding, chromosome representation, selection, genetic operators and fitness measurements, where Queuing times and Throughput are used as fitness measures. Along this, paper provides a brief comparison of proposed approach with other optimisation approaches. The algorithm generates a sequence to maximize the throughput and minimize the queuing time on bottleneck/Capacity Constraint Resource (CCR). Finally, Results are analysed to show the improvement by using current research framework.
INTRODUCTION
All standard paper components have been specified for three reasons: (1) ease of use when formatting individual papers, (2) automatic compliance to electronic requirements that facilitate the concurrent or later production of electronic products, and (3) conformity of style throughout the proceedings. Margins, column widths, line spacing, and type styles are built-in; examples of the type styles are provided throughout this document and are identified in italic type, within parentheses, following the example.
A. Drum-Buffer-Rope: A TOC based philosophy
The pull production system is evolved as a revolutionary system, which enabled organizations to the meet the uncertain customer demands at lower production cost and higher profits. Organizations can produce high variability/low volume products more efficiently and at lower cost by controlling critical process parameters, such as work-in-progress (WIP), changeover %, buffer sizes etc. For example, according to [1] , accurate WIP management can have the huge impact on organizational performance as it can minimize the inventory levels, which can have direct impact on the throughput levels and queuing times.
Achieving and maintaining system efficiency is not a simple task, it needs close monitoring of critical processes, when it involves high product variability and each product has different resource/processing requirements such as setup time, processing time and routings. Otherwise, it can create organization wide devastating effects. For example, inventory level within system cannot be controlled individually; high inventories can appear in front of the bottleneck machine, just like a push system. Along this, bottleneck resource not only accumulates work in front of constrained resource but also it is one of the root cause for other problems such as extended lead times, missing due dates, higher inventory holding cost etc., which contributes towards increased operational cost, decreased profit and customer dissatisfaction. Therefore, bottleneck/Capacity Constraint Resource (CCR) is one of the decisive factors for controlling the production system. This is well emphasized by [1] , [2] and [3] , "If the bottleneck resource wasted one hour, it will be equivalent to one hour wasted for whole system". Bottleneck can be seen as a resource with limited capacity to satisfy the demand. Also, there can be more than one bottleneck in a system, but only one bottleneck may be the real constraint. In fact, complexity and randomness involved (such as product dependent setup times, variable processing times, machine failure etc.) in actual system makes it harder to control the bottleneck/CCR.
Researchers have proposed numerous tools to support pull production system and process of continuous improvement (CI). Drum-Buffer-Rope (DBR) is one of the vital tools that are used to maintain the system performance by exploiting the capacity constraint resources (CCR) and bottlenecks. DBR is (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 3, No. 9, 2012 13 | P a g e www.ijacsa.thesai.org based on the theory of constraints (TOC) production methodology originated by Goldartt in 1980. Researchers have defined TOC implementation in five steps ( [4] , [5] and [6] ); 1) System constraint(s) identification.
2) Exploitation of identified constraint(s).
3) Subordinate everything else according to above decision.
4) Elevations of system's constraint(s).

5) Go to step 1 if any system's constraint is broken.
DBR approach represents a set of rules to implement the first three steps of TOC. For instance, the constraints can be market demand, plant capacity or material shortages etc. DBR can be used here to improve the organization performance when it is limited by capacity constraint resources (CCR) or bottleneck i.e. identification and exploitation of CCR/bottleneck processes to maximize their utilization ( [5] and [7] ). CCR/bottleneck utilization limits the organization throughput, it needs to maximize in order to maintain on time deliveries, minimum WIP level and production cost, maximum profit and quality. As lack of material at CCR or underutilization of CCR can have devastating effects on throughput. In summary, the main aim of DBR is to schedule the material flow through the production line to produce according to customer demand by keeping lead time, WIP and production cost as lower as possible [7] . From current research's perspective dynamic market demand can be seen as one of the causes of variability (in terms of processing times, setup times and routings followed by different work types) in the system, as in high variety/low volume manufacturing variable product demand can cause more often setups without an optimal schedule. This can cause larger queues, decreased throughput and bottleneck shifts.
The main focus of DBR theory is to concentrate on bottleneck constraints to achieve the maximum throughput with minimum lead time, operation expenses and inventory. According to [8] , DBR system consists of three main elements ( This provides one of the major benefits, production accordance to customer demand with a minimal manufacturing lead-time, inventory and production cost. Also, DBR provides ability to maintain flow at high variety and low volume. In Summary, DBR endeavour to achieve the three tasks [8] ;
1) Very reliable due date performance.
2) Constraint exploitation.
3) Achieving shortest possible response time within imposed limitations by CCR.
B. Multi-Objective Optimization:
Evolutionary computing is a research area within computer science that used for solving combinatorial optimization and complex problems, which they perform base on principles of generic population-based heuristic techniques [9] . Researchers have used various evolutionary optimisation techniques in manufacturing process optimisation; such as [19] has used practical swarm optimisation for flow shop scheduling to minimize the makespan with the limited buffer space. [20] has exemplified the buffer size optimisation using the genetic algorithms in an asynchronous assembly system. The main aim remains to determine the optimal buffer size in order to prevent blocking and waiting for succeeding and proceeding WorkCentre, but proposed method here only considers the single objective i.e. improvement reducing make span might degrade other performance measures. On the other hand, [21] has used variable neighbourhood search approach for flexible job shop scheduling with sequence dependent setup times to minimise the makespan and mean tardiness, where scheduling problem is solved by dividing it into two sub problems i.e. machine selection and sequence assignment. However, proposed algorithm in this research has tested without imposing any constraints on the flow line. Similarly, in the research literature there are other optimisation approaches been used such as ant colony mechanism, chaotic harmony search algorithms, mixed integer goal programming, Makovian analysis, immune algorithms etc. However, most of the approaches are single objective and are not integrated with the simulation model. Current research has been used genetic algorithms (GA) for optimization process to get the optimal job sequence such that queuing time can be reduced and throughput can be increased. GA's have been applied in wide range of applications. Some of the examples are; Optimization (job shop scheduling), Machine Learning (weather forecasting and prediction of protein structure), Automatic Programming (computer programs evolve for specific task or for other computational structure), Economic Models (development of bidding strategies and emergence of economic markets), Immune System Modelling, Ecological Modelling, Population Genetics Models, Interactions between Evolution and Learning and Social System Models ( [9] , [10] and [11] ). Also, genetic algorithms are always remained as the one of the dominant approach in the optimisation process because the; 1) Adoptability and versatility that almost any problem can be described in GA code.
2) The uncomplicated nature of underlying GA code, as GA mimics the process of natural evolution.
3) Ability to deal with new problems, change in problem definition or change in objective function. www.ijacsa.thesai.org 4) Multi-objective optimization (MOO) can be achieved effectively than the traditional techniques.
Fundamentally, genetic algorithms (GA) are the computer programs that mimic the process of biological evolution to solve complex problems and to model evolutionary systems. GA the phenomenon of natural adaptation and this mechanism can be used in evolutionary programming. According to theoretical framework of GA is simply to move from one population of chromosomes to other in order to find an optional solution, where the selection of chromosomes is based upon the genetic operators, known as; crossover, mutation and inversion ( [12] and [13] ). There are various examples where GA's have proved their effectiveness and efficiency to solve the complex computational problems. For example; algorithm to find a protein structure from large number of amino acids and algorithms to find fluctuation in financial markets. Some of the main advantages of GA's can be listed as ( [11] , [13] and [14] ); 1) GA provides effective use of parallelism i.e. different possibility can be explored simultaneously by using chromosomes.
2) GA as a tool of adaptive programming, where system can maintain its performance level with respect to changing environment.
3) GA provides solution for complex computational problems. For example, creating an artificial intelligent (AI) system from simple rules using bottom up approach, where GA can drive further rules from the simple rules.
GA's are different from traditional optimization tools and based on digital imitation of biological evolution, using basic genetic operators Selection, Crossover, Mutation and Elitism. The population comprises a group of chromosomes from which candidates can be selected for the solution of a problem. Initially, a population is generated randomly. The fitness values of the all chromosomes are evaluated by calculating the objective function. A particular group of chromosomes (parents) is selected from the population to generate the offspring by the defined genetic operations and the fitness of the offspring is evaluated in a similar fashion to their parents. Current population is then replaced by newly generated offspring, based on a certain replacement strategy. Such a GA cycle is repeated until a desired termination criterion is reached (for example, a predefined number of generations are produced or objective function has been met). If all goes well throughout this process of simulated evolution, the best chromosome in the final population can become a highly evolved solution to the problem ( [11] , [13] , [14] and [15] ).
Current research has focused on multi-objective optimization. The main aim here is to find all the possible trade-offs among the multiple objective functions i.e. finding all the Pareto optimal solutions. Pareto optimal solution can be defines on the basis of domination rule. Researches have exemplified the concept of Pareto optimality based on two domination rules. These can be described as in [16] ;
A solution "S1" is said to be dominate the solution "S2" if and only if 1) The solution "S1" is no worse than "S2" in all objectives and,
2) The solution "S1" is strictly better than the solution "S2" in at least one of the objectives.
The domination concept has been used in current research to determine the better solution by combining the multiple objectives using the weighted sum approach. But nondominance of objective functions has been maintained by generating variable weights for each chromosome [16] and [17] . Current GA implementation can be exemplified as; 1) Initialization; Generate an initial random population "P" having "m" chromosomes (strings), where "m" represents the population size, which can be given as;
Pi = {pi1, pi2, …. , pm-1, pm}, where i=1and i<n
Where "n" is the number of generations.
2) Evaluation; Evaluate the fitness of each chromosome "Pi" against the fitness function "F", where "F" is derived by using weighted sum approach using multiple objectives and weights are generated randomly for each chromosome. Update the tentative set of Pareto optimal solutions and replace the current generation with new population.
3) Parent Selection; It emulates the survival-of-the-fittest mechanism in nature. It is expected that a fitter chromosome receives a higher number of offspring and thus has a higher chance of surviving in the subsequent generation. There are many ways to achieve effective selection; including ranking, tournament, and proportionate schemes. Select the pair of chromosomes/chromosome from the current population to take it further to generate new offspring.
4) Crossover;
A recombination operator is applied to combine subparts of selected pair to produce new offspring. Based on problem complexity, different crossover strategies are proposed, such as single point, multipoint or m-point crossover. However, according to researchers crossover operator to be the determining factor that distinguishes the GA from all other optimization algorithms [10] .
5) Mutation; It introduces the variation into chromosome to prevent segmentation or premature convergence. Mutation is carried out according to the predefined, which randomly alters the value at specific string position/positions [10] .
6) Elitism;
Elitist strategy where one chromosome or a few of the best chromosomes are copied into the succeeding generation. The elitist strategy may increase the speed of domination of a population by a super chromosome, but on balance it appears to improve the performance [10] .
7)
Termination; Finally, GA can be terminated when stopping condition is satisfied, which can either the population limit "n" has been reached or fitness www.ijacsa.thesai.org function has been satisfied. Otherwise go to step 2 for next iteration.
8) The final set of Pareto optimal solutions represents dominated solutions from the each generation and it is up to the decision maker to select a solution according to the selected objectives.
II. SIMULATION OPTIMIZATION USING DBR
Current research has opted three phases approach to identify the CCR/Bottleneck resource in selected simulation model and quantify the DBR and GA based multi-objective optimization model. This can be given as;
A. Simulation Modelling
The simulation model has been established using discrete event simulation software Simul8 ( Figure I ). There are total 240 jobs to complete having 5 work types (TABLE 1) . The attributes of simulation models are; 1) Total simulation time was kept equal to the result collection period i.e. 20000 min and simulation warmup period is kept as 0.
2) Triangular distribution has been used for work entry point to match system closely to real manufacturing environment. Also, inter arrival time has not been changed for different batch sizes.
3) Travelling time between workstations and machine failures are kept as zero. Job loading is kept as firstcome first-serve (FCFS) dispatching policy at all stations. This enabled the system to work with the sequence generated using genetic algorithm.
4) Each work type follows a different route, which is defined in job matrix (product routing). Similarly, processing time and setup time with respect to each job and work station is established using job matrix (TABLE 1) .
5) Initial buffer sizes are kept as default as set in simulation model, which will allow genetic algorithm to decide the optimal buffer size. This will be implemented at the later stage of research.
B. CCR/Bottleneck Identification
Bottleneck/CCR has been identified by analysis of data from initial runs. It is important to note the in current experiments the inter-arrival time has been kept constant for all batch sizes. A resource is said to be a bottleneck if [4] ;
1)
Had largest pre-processing queues.
2) Servicing high capacity requirement jobs.
3) Had jobs longest waiting before being processed.
4) Possessed longest cycle time.
These four factors represent a simplistic approach; however in real world, high variety/low volume manufacturing bottleneck can be combination of more than one factor. For example, a bottleneck may not necessarily be the slowest or least capacity operation, but it may be result of combination of more than one factors discussed above or other reasons such as high inter-arrival times, product mix, routings and setups. TABLE 2, shows the bottleneck as machine "M2" based on the maximum queue size with in system at any time "t", which can related to the physical constraints. The Queue for "M2" is always largest than the all other machines. Along this, this argument can be supported by looking at the capacity requirements from the job matrix. "M2" is having relatively high capacity requirements then other machines. Similarly, one can argue "M2" is bottleneck by considering the logical constraints, such as current policies and procedures involved to process the job. In current scenario, job sequencing can be considered as a logical constraint, for example bad sequencing of jobs effects changeover, which can increase the queuing. Initial results have been collected by using a default sequence generated by program.
[The "route" WorkCentre is there to use the job matrix. The work entry point sets up the "work type" label that is used by job matrix] TABLE 1. JOB MATRIX   WORK TYPE  JOB  LOCATION  TIMING  CHANGE  OVER  1  1  M1  5  10  1  2  M2  6  30  1  3  M3  2  10  1  4  M4  3  20  1  5  M5  5  10  1  6  EXIT  0  0  2  1  M1  5  20  2  2  M3  3  10  2  4  EXIT  0  0  3  1  M1  5  20  3  2  M2  5  30  3  3  M3  4 
C. Model Optimization
Once the bottleneck/CCR has been identified, the next phase is to improve the system and to make it work near the ideal state (Figure 2 ). An improved genetic algorithm has been (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 3, No. 9, 2012 16 | P a g e www.ijacsa.thesai.org proposed to generate an optimal sequence by using two objective functions i.e. maximizing the throughput and minimizing the queuing length. After running experiments a significant improvement has been shown.
The five primary components of the genetic algorithm used here are; Figure 3 . Queue for M2, which was identified bottleneck initially was reduced from 117 to 69 and 65 having throughput 240 and 234 respectively. Similarly, for batch size 1 queue size for M2 has been reduced from 96 to 36 and throughput has been improved from 113 units to 168 units.
In current research a framework has been proposed using drum-buffer-rope and genetic algorithms to achieve identify bottlenecks/CCR, to decide on the optimal buffer sizes and to increase the throughput. It shows an improvement in throughput and noticeable decline in queue sizes. Along this, work is more equally distributed within system (TABLE 3) , which will improve system utilization and efficiency. In current implementation, inter-arrival time was kept constant to collect preliminary results. However, algorithm will be improved by adding the facility to deal with the inter-arrival time variations.
Further, improvement will be made on the performance of algorithm and to bring in adaptive inter-arrival times to match exactly with DBR system, as well as the most important factor to determine the optimal buffer sizes and batch sizes to enhance the performance further. As, selecting the appropriate buffer sizes for the flow manufacturing system is a complex task that must account for the random fluctuation in the production rates by individual WorkCentre. If buffer sizes are too large, it can lead to the excessive processing delays and more in-process inventories. On the other hand, if buffer sizes are too small, then small processing delays are small but the small buffer sizes may block upstream WorkCentre from releasing the work. 
