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Random surfaces enumerating algebraic curves
Andrei Okounkov ∗
1 Overview
The discovery that a relation exists between the two topics in the title was
made by physicists who viewed them as two approaches to Feynman in-
tegral over all surfaces in string theory: one via direct discretization, the
other through topological methods. A famous example is the celebrated
conjecture by Witten connecting combinatorial tessellations of surfaces (con-
veniently enumerated by random matrix integrals) with intersection theory
on the moduli spaces of curves, see [45]. Several mathematical proofs of this
conjecture are now available [22, 36, 31], but the exact mathematical match
between the two theories remains miraculous.
The goal of this lecture is to describe an a priori different connection be-
tween enumeration of algebraic curves and random surfaces. The underlying
mathematical conjectures relating Gromov-Witten and Donaldson-Thomas
theory of a complex projective threefold X were made in [30]. Related phys-
ical proposal, first made in [43] and developed in [16], played an important
role in development of these ideas. A link to matrix integrals will be briefly
explained at the end of the lecture.
An occasion like this calls for a review, but instead I chose to present views
that are largely conjectural, definitely not in their final form, but appealing
and with large unifying power. These ideas were developed in collaboration
with A. Iqbal, D. Maulik, N. Nekrasov, R. Pandharipande, N. Reshetikhin,
and C. Vafa. I would like to thank the organizers for the opportunity to
present them here and my coauthors for the joy of joint work.
∗Partially supported by NSF and Packard Foundation
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2 Enumerative geometry of curves
Let X be a smooth complex projective threefold such as e.g. the projective
space P3. We are interested in algebraic curves C in X . For example, (the
real locus of) a degree 4 genus 0 curve in P3 may look like the one plotted
in Figure 1
Figure 1: A degree 4 rational curve in RP3
Specifically, we are interested in enumerative geometry of curves in X .
For example, we would like to know how many curves of given degree and
genus meet given subvarieties of X , assuming we expect this number to be
finite.
2.1 Parametrized curves and stable maps
2.1.1
A rational curve C in X = P3 like the one in Figure 1 is the image of the
Riemann sphere P1 under a map
P1 ∈ z 7→ f(z) = [f0(z) : f1(z) : f2(z) : f3(z)] (1)
given in homogeneous coordinates by polynomials fi of degree d. Modulo
reparameterization of P1, this leaves 4d complex parameters for C.
To pass through a point in a threefold is a codimension 2 condition on C.
We, therefore, expect that finitely many degree d rational curves will meet
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2d points in general position. For example, there is obviously a unique line
through two points. Similarly, since any conic lies in a plane, there will be
none such passing through 4 generic points. In general, the number of degree
d = 1, 2, . . . rational curves through 2d general points of P3 equals
1, 0, 1, 4, 105, 2576, 122129, . . . ,
see for example [8, 12] on how to do such computations.
An important ingredient is a compactification of the space of maps (1) to
the moduli space of stable maps, introduced by Kontsevich. The domain of
a stable map need not be irreducible, it may sprout off additional P1’s like
in the case of a smooth conic degenerating to a union of two lines.
2.1.2
In general, the moduli spaces Mg,n(X, β) of pointed stable maps to X (where
X may be of any dimension) consist of data
(C, p1, . . . , pn, f)
where C is a complete curve of arithmetic genus g with at worst nodal sin-
gularities, p1, . . . , pn are smooth marked points of C, and f : C → X is an
algebraic map of given degree
β = f∗([C]) ∈ H2(X) .
Two such objects are identified if they differ by a reparameterization of the
domain. One further requirement is that the group of automorphisms (that
is, self-isomorphisms) should be finite; this is the stability condition.
2.1.3
The space Mg,n(X, β) carries a canonical virtual fundamental class [3, 4, 26]
of dimension
vir dimMg,n(X, β) = −β ·KX + (g − 1)(3− dimX) + n , (2)
where KX is the canonical class of X . The Gromov-Witten invariants of
X are defined as intersections of cohomology classes on Mg,n(X, β) defined
by conditions we impose on f (e.g. by constraining the images f(pi) of the
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marked points) against the virtual fundamental class. In exceptionally good
cases, for example when X = P3 and g = 0, the virtual fundamental class is
the usual fundamental class.
Even for X = P3, the situation with higher genus curves is considerably
more involved, both in foundational aspects as well as in combinatorial com-
plexity. It is, therefore, remarkable that conjectural correspondence with
Donaldson-Thomas theory, to be described momentarily, gives all-genera
fixed-degree answers with finite amount of computation.
2.2 Equations of curves and Hilbert scheme
Instead of giving a parameterization, one can describe algebraic curves C ⊂
X by their equations.
2.2.1
Concretely, if X ⊂ PN for some N and [x0 : x1 : · · · : xN ] are homogeneous
coordinates on PN then homogeneous polynomials f vanishing on C form a
graded ideal
I(C) ⊂ C[x0, . . . , xN ] ,
containing the ideal I(X) of X . This ideal is what replaces parametrization
of C in the world of equations. For example, the curve in Figure 1 is cut out
(that is, its ideal is generated) by one quadratic and 3 cubic equations.
2.2.2
Let I(C)k ⊂ C[x0, . . . , xN ]k denote subspaces formed by polynomials of de-
gree k. The codimension of I(C)k is the number of linearly independent
degree k polynomials on C. By Hilbert’s theorem,
codim I(C)k = (β · h) k + χ(OC) , k ≫ 0 , (3)
where β ∈ H2(X) is the class of C and h is the hyperplane class induced
from the ambient PN . The number
χ(OC) = dimH
0(C,OC)− dimH
1(C,OC)
is the holomorphic Euler characteristic of C. By definition, g = 1− χ is the
arithmetic genus of C.
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It is easy to see that C is uniquely determined by any I(C)k provided
k ≫ 0. A natural parameter space for ideals I with given Hilbert function
(3) is the Hilbert scheme Hilb(X ; β, χ) constructed by Grothendieck. It is
defined by certain natural equations in the Grassmannian of all possible linear
subspaces Ik ⊂ C[x0, . . . , xN ]k of given codimension (3).
2.2.3
While Hilb(X ; β, χ) and Mg,n(X, β) play the same role of a compact param-
eter space in the world of equations and parameterizations, respectively, it
should be stressed that there is no direct geometric relation between the two.
This is most apparent in the case β = 0. In degree 0 case, the stable map
moduli spaces become essentially Deligne-Mumford spaces of stable curves
— very nice and well-understood varieties. The Hilbert scheme of points in
a 3-fold X , by contrast, seems very complicated. Even the number of its
irreducible components, or their dimensions, is not known.
2.2.4
All of what we said so far about the Hilbert scheme applied very generally,
in any dimension. The case of curves in a 3-fold, however, is special: in
this case Hilb(X ; β, χ) carries a virtual fundamental class constructed by
R. Thomas [44]. The technically important thing about 3-folds is that Serre
duality limits the number of interesting Exti-group from an ideal sheaf to
itself to just i = 1, 2. From (2) we see that the case dimX = 3 is special for
Gromov-Witten theory, too. In fact, we have
vir dimHilb(X ; β, χ) = vir dimMg(X, β) = −β ·KX . (4)
As we will see in the next section, it is very fortunate that this dimension
depends only on β.
2.3 Gromov-Witten and Donaldson-Thomas invariants
Let β ∈ H2(X) be such that −β · KX ≥ 0. Let γ1, . . . , γn ∈ H∗(X) be a
collection of cycles in X such that
∑
(codim γi − 1) = −β ·KX .
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By the dimension formula (4), the virtual number of degree β curves of some
fixed genus meeting all of γi’s is expected to be finite.
The precise technical definition of this virtual number is different for
stable maps and the Hilbert scheme.
2.3.1
On the stable maps side, we can use marked points pi to say “curve meets
γi” in the language of cohomology. Namely, imposing the condition f(pi) ∈
γi can be interpreted as pulling back the Poincare´ dual class γ
∨
i via the
evaluation map
evi : (C, p1, . . . , pn, f) 7→ f(pi) . (5)
The Gromov-Witten invariants are defined by
〈γ1, . . . , γn〉
GW
β,g =
∫
[Mg,n(X,β)•]
vir
n∏
i=1
ev∗i (γ
∨
i ) . (6)
The bullet here stands for moduli space with possibly disconnected domain
and [ ]vir is its virtual fundamental class. The disconnected theory con-
tains, of course, the same information as the connected one, but has slightly
better formal properties. Most importantly, since connected curves don’t
form a component of the Hilbert scheme, we prefer to work with possibly
disconnected curves on the Gromov-Witten side as well.
2.3.2
On the Hilbert scheme side, instead of marked points, it is natural to use
characteristic classes of the universal ideal sheaf
I→ Hilb(X)×X ,
which has the property that for any point I ∈ Hilb(X), the restriction of I
to I ×X ∼= X is I itself. We have c1(I) = 0 and
c2(I) ∈ H
2 (Hilb(X)×X)
can be interpreted as the class of locus
{(I, point of the curve defined by I)} ⊂ Hilb(X)×X .
6
The class of curves I ∈ Hilb(X) meeting γ ∈ H∗(X) can be described as
the coefficient of γ∨ in the Ku¨nneth decomposition of c2(I). We denote this
component by
c2(γ) ∈ H
codim γ−1(Hilb(X))
and define
〈γ1, . . . , γn〉
DT
β,χ =
∫
[Hilb(X;β,χ)]vir
n∏
i=1
c2(γi) . (7)
We call these numbers the Donaldson-Thomas invariants of X .
2.4 Main conjecture
2.4.1
As already pointed out, there is no reason for the corresponding invariants
(6) and (7) to agree and, in fact, they don’t. For one thing, the moduli spaces
are empty and, hence, integrals vanish if g, χ≪ 0, which goes in the opposite
directions via χ = 1−g. Also, the Donaldson-Thomas invariants are integers
while the Gromov-Witten invariants are typically fractions (because stable
maps can have finite automorphisms). However, a conjecture proposed in
[30] equates natural generating functions for the two kinds of invariants after
a nontrivial change of variables.
2.4.2
Concretely, set
ZGW (γ1, . . . , γn; u)β =
∑
g
u2g−2 〈γ1, . . . , γn〉
GW
β,g
and define the reduced partition function by
Z ′GW (γ; u)β = ZGW (γ; u)β
/
ZGW (∅; u)0 .
This reduced partition function counts maps without collapsed connected
components. The degree zero function ZGW (∅; u)0 is known explicitly for
any 3-fold X by the results of [11], see below. Define ZDT (γ; q)β and its
reduced version by the same formula, with qχ replacing u2g−2.
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Conjecture 1. The reduced Donaldson-Thomas partition function Z ′DT (γ; q)β
is a rational function of q. The change of variables
q = −eiu
relates it to the Gromov-Witten partition functions
(−iu)− vir dimZ ′GW (γ; u)β = (−q)
− vir dim /2Z ′DT (γ; q)β ,
where vir dim = −β ·KX is the virtual dimension.
2.4.3
Conjecture 1 has been established when X is either a local curve, that is,
an arbitrary rank 2 bundle over a smooth curve [42] or the total space of
canonical bundle over a smooth toric surface [30, 28]. In the local curve case,
equivariant theory is needed [6]. In my opinion, this provides substantial
evidence for the “GW=DT” correspondence.
2.4.4
Conjecture 1 is actually a special case of more general conjectures proposed
in [30] that extend the GW/DT correspondence to the relative context and
descendent invariants. On the Gromov-Witten side, the descendent insertions
are defined by
τk(γi) = ev
∗
i (γ
∨
i )ψ
k
i ∈ H
codim γi+k(Mg,n(X ; β)) ,
where ψi is the 1st Chern class of the line bundle Li over Mg,n(X ; β) with
fiber the cotangent line T ∗piC to the curve C at the marked point pi. These
should correspond to Ku¨nneth components of characteristic classes of the
universal sheaf I. For example, we conjecture that
τk(pt)
GW=DT
−−−−−−−−→ (−1)k+1 chk+2(pt) ,
provided codim γi > 0 for all other insertions. Here
chk+2(I) ∈ H
k+2(Hilb(X)×X)
are the components of the Chern character of I and chk+2(pt) are the coeffi-
cient of pt∨ = 1 ∈ H∗(X) in their Ku¨nneth decomposition.
8
2.4.5
In the degree 0 case, which is left out by Conjecture 1, we expect the following
simple answer which depends only on characteristic numbers of X . Denote
the Chern classes of TX by ci and let
M(q) =
∏
n>0
(1− qn)−n (8)
be the McMahon function.
Conjecture 2. ZDT (X, q)0 =M(−q)
∫
X
(c3−c1c2) .
This conjecture has been proven for a large class of 3-folds including all
toric ones [30].
Comparing the asymptotic expansion
lnM(e−u) ∼
∞∑
g=0
ζ(3− 2g)ζ(1− 2g)
(2g − 2)!
u2g−2 , u→ +0 . (9)
in which the singular g = 1 term is understood as the second term in
ζ(3− 2g)ζ(1− 2g)
(2g − 2)!
u2g−2 =
1
24
1
g − 1
+
(
1
12
lnu+ ζ ′(−1)
)
+O(g − 1) ,
to evaluation of ZGW (X, u)0 obtained in [11], we find
lnZDT (X,−e
iu)0 ∼ · · ·+ 2 lnZGW (X, u)0 ,
where dots stand for singular or constant terms in the asymptotic expansion.
There are some plausible explanations for the unexpected factor of 2 in this
formula, but none convincing enough to be presented here.
McMahon’s discovery was that the function M(q) is the generating func-
tion for 3-dimensional partitions. We will see momentarily how 3-dimensional
partitions arise in Donaldson-Thomas theory.
3 Random surfaces
3.1 Localization and dissolving crystals
3.1.1
For the rest of this lecture, we will assume that X is a smooth toric 3-fold,
such as P3 or (P1)3. By definition, this means, that the torus T = (C∗)3 acts
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on X with an open orbit. Since anything that acts on X naturally acts on
bothMg,n(X ; β) and Hilb(X ; β, χ), localization in T-equivariant cohomology
[2] can be used to compute intersections on these moduli spaces, see [10, 23,
13].
Localization reduces intersection computations to certain integrals over
the loci of T-fixed points. On the Gromov-Witten side, these fixed loci
are, essentially, moduli spaces of curves and the integrals in question are
the so-called Hodge integrals. While any fixed-genus Hodge integral can, in
principle, be evaluated in finite time, a better structural understanding of
the totality of these numbers remains an important challenge. By contrast,
the T-fixed loci in the Hilbert scheme are isolated points. Together with the
conjectural rationality of Z ′DT , this reduces, for fixed degree, the all-genera
answer to a finite sum.
3.1.2
It is the localization sum in the Donaldson-Thomas theory that can be inter-
preted as the partition function of a certain random surface ensemble. The
link is provided by the combinatorial geometry of the T-fixed points in the
Hilbert scheme, which is standard and will be quickly reviewed now.
3.1.3
As a warm-up, let us start with surfaces instead of 3-folds and look at the
Hilbert scheme Hilb(C2; d, n) formed by ideals I ⊂ C[x, y] such that
codim I≤k = dk + n , k ≫ 0 , (10)
where I≤k stands for subspace of polynomials of degree ≤ k. The torus
(C∗)2 acts on Hilb(C2; d, n) by rescaling x and y. The monomials xiyj are
eigenvectors of the torus action with distinct eigenvalues. Any torus-fixed
linear subspace I ⊂ C[x, y] is, therefore, spanned by monomials. Since I
is also an ideal, together with any monomial xiyj it contains all monomials
xayb with a ≥ i and b ≥ j.
See Figure 2 for an image of a typical torus-fixed ideal I. Monomials
in the ideal I are shaded gray; the generators of I are circled. Monomials
not in I form a shape similar to the diagram of a partition, except that it
has some infinite rows and columns. The total width of these infinite rows
and columns (2, in this example) is the degree d in (10). The constant term
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Figure 2: A typical monomial ideal I ⊂ C[x, y].
χ (= 9 here) can be interpreted as the “renormalized area” of this infinite
diagram.
3.1.4
For Hilb(C3; d, χ), the description of T-fixed points I is similar, but now
in terms of 3-dimensional partitions, with possibly infinite legs along the
coordinate axes, see Figure 3. The 2D partitions λ1, λ2, λ3, on which the
infinite legs end, describe the nonreduced structure of I along the coordinate
axes. The degree
d = |λ1|+ |λ2|+ |λ3|
is the total cross-section of the infinite legs; the number χ is the renormalized
volume of this 3D partition.
A general projective toricX corresponds to lattice polytope ∆X , with ver-
tices corresponding to T-fixed points, edges — to T-invariants P1’s et cetera.
For example, (P1)3 and P3 corresponds to a cube and simplex, respectively.
To specify a T-fixed point in Hilb(X ; β, χ), we place a 3D partition at every
vertex of ∆X . These 3D partition may have infinite legs along the edges of
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Figure 3: A monomial ideal in Hilb(C3; d, χ)
∆X ; we require that these legs glue in an obvious way, see Figure 4, left half.
We have
β =
∑
edges E
|λE| [E] ∈ H2(X) ,
where [E] is the class of the T-invariant P1 corresponding to the edge E
and λE is cross-section profile along E. The number χ is the renormalized
volume of this assembly of 3D partitions.
Note that the edge lengths do not have any intrinsic meaning in Figure
4; formally, they have to be viewed as infinitely long. It is an interesting
problem to construct a generalization of Donaldson-Thomas theory in which
the edge lengths will play a role. This should involve doubling of the degree
parameters in the theory.
The right half of Figure 4 shows the complement of the 3D partition
structure on the left. Note that it is highly reminiscent of a partially dissolved
cubic crystal — some atoms are missing from the corners and along the
edges. So, at least as far as the index set is concerned, the localization sum
in Donaldson-Thomas theory of X has the shape of a partition function in a
random surface model, the surface being the surface of the dissolving crystal.
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Figure 4: A T-fixed point in Hilb((P1)3; β, χ)
We now move on to the computation of localization weight.
3.2 Equivariant vertex
The weight of a T-fixed point I ∈ Hilb(X ; β, χ) in the virtual localization
formula for Donaldson-Thomas invariants was computed in [30]. Here, for
simplicity, we focus on the case X = C3 and β = 0, that is, on the case of a
single 3D partition without infinite legs. The general case is parallel.
3.2.1
Let Ipi ∈ Hilb(C
3; 0, χ) be a monomial ideal corresponding to a 3D partition
pi ⊂ Z3≥0. Let Cpi ⊂ Z
3
≥0 denote the complement of pi; we view the elements
of Cpi as the atoms that remain in the crystal.
Let z ∈ C∗ ⊂ T act on the coordinates in C3 by
z · (x1, x2, x3) = (z
t1x1, z
t2x2, z
t3x3) .
The localization weight w(pi) of Ipi will be a rational function of the param-
eters ti. Let T be the linear function taking value
T (❒) = t1a1 + t2a2 + t3a3 .
on a box ❒ = (a1, a2, a3) ∈ Z3≥0. For a pair of boxes ❒1 and ❒2, we define
U(❒1,❒2) =
δT (δT + t1 + t2)(δT + t1 + t3)(δT + t2 + t3)
(δT + t1)(δT + t2)(δT + t3)(δT + t1 + t2 + t3)
,
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where
δT = T (❒1)− T (❒2) .
Recall that χ is the number of missing atoms. We would have liked to
define w(pi) by
w(pi) “=” (−q)χ
∏
❒1,❒2∈ crystal Cpi
U(❒1,❒2) , (11)
which has a standard grand-canonical Gibbs form with (−q) being the fu-
gacity and
− logU(❒1,❒2)U(❒2,❒1)
being the (translation-invariant) interaction energy between the atoms in
positions ❒1 and ❒2.
3.2.2
Since the product (11) is not even close to being well-defined or convergent,
the following regularization is required. Define
Rpi(z) = trace of z acting on Ipi =
∑
❒∈Cpi
zT (❒) , (12)
This can be viewed as a generating function of the set Cpi. One checks that
for any 3D partition pi
Vpi(z) = −
Rpi(z)Rpi(z
−1)
R∅(z−1)
+R∅(z) (13)
is a Laurent polynomials in zti , that is, it has the form
Vpi(z) =
∑
a∈Z3
vpi(a) z
T (a) , vpi(a) ∈ Z ,
where the sum is finite, that is, vpi(a) = 0 for all but finitely many a. We
define the equivariant vertex measure of a 3D partition pi by
w(pi) = qχ
∏
a∈Z
T (a)−vpi(a) .
Note that a naive expansion of the Rpi(z)Rpi(z
−1) product in (13) leads to
the infinite product in (11).
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3.2.3
It is a theorem from [30] that the virtual fundamental class of the Hilbert
scheme restricts to the T-fixed point Ipi as follows:
qχ
[
Hilb(C3; 0, χ)
]
vir
∣∣∣∣
Ipi
= w(pi) .
3.2.4
One special case worth noting is when
t1 + t2 + t3 = 0 . (14)
In this case
U(❒1,❒2)U(❒2,❒1) = 1
and the equivariant vertex measure w becomes uniform on partitions of fixed
size. Condition (14) is the Calabi-Yau condition, it means restriction to the
subtorus in T preserving the holomorphic 3-form
Ω = dx1 ∧ dx2 ∧ dx3
on C3. This explains why the McMahon function (8) appears in Donaldson-
Thomas theory.
For general ti, the analog of McMahon’s identity is the following formula
proven in [30] ∑
pi
w(pi) =M(−q)
−
(t1+t2)(t1+t3)(t2+t3)
t1t2t3 . (15)
This formula implies Conjecture 2 for any toric 3-fold X .
3.2.5
If pi has infinite legs, additional counterterms are needed in (13) to make it
finite and the measure w(pi) well-defined [30]. The equivariant vertex is a
function of 3 partitions λ, µ, ν defined by
W(λ, µ, ν) =
∑
pi ending on λ, µ, ν
w(pi) . (16)
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This function, which is the main building block in localization formula for
Donaldson-Thomas invariants, is, in general, rather intricate. Conjecturally
it is related to general triple Hodge integrals. In the Calabi-Yau case (14) it
specializes to the topological vertex [1, 43], which has an expression in terms
of Schur functions. The conjectural relation to Hodge integrals is proven in
the one-leg case [42]. In the much simpler Calabi-Yau case, it is known in
the two-leg case, see [28] and also [27, 40, 25].
3.2.6
Conjecture 1 relates the Donaldson-Thomas partition function ZDT , which
we just interpreted as the partition function of a certain dissolving crystal
model, to the the Gromov-Witten partition function via the substitution
−q = eiu .
This means that the asymptotic expansion of the free energy lnZDT in the
thermodynamic limit
−q = fugacity→ 1
gives a genus-by-genus count of connected curves in Gromov-Witten theory.
Letting q → −1 does corresponds to letting the energy cost of removal of
an atom from the crystal go to zero. As a result, the expected number of
removed atoms
〈|pi|〉
w
def
=
∑
w(pi) |pi|∑
w(pi)
∼
(t1 + t2)(t1 + t3)(t2 + t3)
t1t2t3
2ζ(3)
ln(−q)3
, (17)
diverges.
In general, the words “thermodynamic limit” have to be taken with a
grain of salt since w is not necessarily a positive measure. However, for
example in the uniform measure case (14) it is positive for −q ∈ (0, 1). After
scaling by − ln(−q) in every direction, a macroscopic limit shape emerges.
A simulation of the limit shape can be seen in Figure 5.
The limit shape dominates the partition function ZDT . The Gromov-
Witten partition function ZGW is determined by the fluctuations around the
limit shape.
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Figure 5: A random 3D partition of a large number
3.2.7
The limit shape of a uniformly random 3D partition of a large number,
first determined in [7], is, as it turns out, nothing but the so-called Ronkin
function of the simplest plane curve
z + w = 1 , (18)
see [19] for a much more general result.
Surprisingly (or not ?) the straight line (18) is essentially the Hori-Vafa
mirror [14] of C3, see e.g. Section 2.5 in [1]. The mirror geometry thus can
be interpreted as the limit shape in the localization formula for the original
counting problem.
This phenomenon was first observed in [34] in the context of supersym-
metric gauge theories on R4. Namely, in [34] the Seiberg-Witten curve was
identified with the limit shape in a certain random partition ensemble origi-
nating from localization on the instanton moduli spaces [33]. This limit shape
interpretation gave a a gauge-theoretic derivation of the Seiberg-Witten pre-
potential, see [34] and also [32] for a different approach. Via a physical
procedure called geometric engineering, supersymmetric gauge theories cor-
respond to Gromov-Witten theory of certain noncompact toric Calabi-Yau
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threefolds X , see for example [17, 15].
For toric Calabi-Yau X , the random surface model can be viewed as a
very degenerate limit of the planar dimer model. There is general method
for finding limit shapes in the dimer model, which often gives essentially
algebraic answers [18]. In particular, it reproduces the Hori-Vafa mirrors of
toric Calabi-Yau 3-folds [20]. It would be extremely interesting to extend the
“mirror geometry = limit shape”
philosophy to a more general class of varieties and/or theories.
3.2.8
A natural set of observables to average against the equivariant vertex measure
is provided by the characteristic classes of the universal sheaf I, see Section
2.3.2, in particular, by the components chk(I) of its Chern character. The
restriction chk(pi) of chk(I) to a fixed point Ipi ∈ Hilb(C
3; 0, χ) is determined
in terms of the generating function (12) by
∑
k
αk chk(pi) =
Rpi(e
α)
R∅(eα)
.
The algebra generated by chk(pi) can be viewed as the algebra of symmetric
polynomials in pi; this is a 3-dimensional analog of the algebra introduced in
[21].
We have ch1(pi) = 0, ch2(pi) = degree = 0, and
ch3(pi) = t1t2t3|pi| ,
so from (15) we get the evaluation
〈ch3(pi)〉w = −(t1 + t2)(t1 + t3)(t2 + t3)E3(−q) .
Here E2k+1 are the following “odd weight” analogs of the classical Eisenstein
series
E2k+1(q) =
∑
n
qn
∑
d|n
d2k , k = 1, 2, . . . . (19)
One further computes, for example,
〈ch4(pi)〉w = −
1
2
(t1 + t2)(t1 + t3)(t2 + t3)(t1 + t2 + t3) q
d
dq
E3(−q) ,
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and the natural conjecture is that all 〈chk(pi)〉w belong to the differential
algebra generated by the functions (19) and the operator q d
dq
. A similar
statement for ordinary 2D partitions and usual even weight Eisenstein series
was proven in [5].
Note, in particular, this conjecture implies that the “thermodynamic”
asymptotics of 〈chk(pi)〉w as q → −1 is completely determined by the first
few coefficients of its “low temperature” q-expansion. For a complete 3-fold
X , a similar property is implied by the conjectural rationality of the reduced
partition function Z ′DT .
3.2.9
Recall that on the Gromov-Witten side, the observables chk(I) are supposed
to correspond to descendent invariants. While working out an exact match,
especially in the equivariant theory, remains an open problem (see the dis-
cussion in [30]), there is one case that we understand well.
Let X = P1 × C2 and let β be d times the class of P1 × {0}. Let C∗
act on C2 with opposite weights. The C∗-equivariant Gromov-Witten theory
of X is the Gromov-Witten of P1 with additional insertion of two Chern
polynomials of the Hodge bundle. Because of our choice of weights and
Mumford’s relation, these Chern polynomials cancel out, leaving us with the
Gromov-Witten theory of P1.
A complete description of the Gromov-Witten theory of P1 was obtained
in [37, 38, 39]. In particular, we have the following formula for disconnected,
degree d descendent invariants of the point class
〈∏
τki(pt)
〉P1
d
=
∑
|λ|=d
(
dimλ
d!
)2 ∏
i
pki+1(λ)
(ki + 1)!
, (20)
where the summation is over partitions λ of d, dimλ is the dimension of the
corresponding representation of the symmetric group, and pk is the following
polynomial of λ
pk(λ) =
∑
i
[
(λi − i+
1
2
)k − (−i+ 1
2
)k
]
+ (1− 2−k)ζ(−k)
“=”
∑
i
(λi − i+
1
2
)k .
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Here the first line is the ζ-regularization of the divergent sum in the second
line. The weight function in (20) is known as the Plancherel measure on
partitions of d.
Sums of the form (20) are distinguished discrete analogs of matrix inte-
grals mentioned at the very beginning of the lecture, see e.g. the discussion
in [35].
What happens on the Donaldson-Thomas side is that with our choice
of torus weights the contribution of most T-fixed points to the localization
formula vanishes. The only remaining ones are of the form seen in Figure 6,
they are pure edges, that is, cylinders over an ordinary partition λ.
Figure 6: A pure edge
Sure enough, the localization weight of such a pure edge in this case spe-
cializes to the Plancherel weight of its cross-section λ. Also, the restrictions
of chk(I) to such a fixed point has a simple linear relation to the numbers
pk(λ).
It was noticed by several people, in particular in [24, 29], that the sum
(20) is closely related to localization expressions in the classical cohomology
of the Hilbert scheme of d points in C2. Perhaps the best explanation for this
relation is that it is a specialization of the triangle of equivalences in Figure
7, see [41].
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Gromov-Witten
theory of P1 × C2
Donaldson-Thomas
theory of P1 × C2
Quantum cohomology
of Hilbd(C
2)
Figure 7: Three points of view on curves in P1 × C2
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