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The search for exotic quantum spin liquid states in simple yet realistic spin models remains a central chal-
lenge in the field of frustrated quantum magnetism. Here we consider the canonical nearest-neighbor kagome
Heisenberg antiferromagnet restricted to a quasi-1D strip consisting entirely of corner-sharing triangles. Using
large-scale density matrix renormalization group calculations, we identify in this model an extended gapless
quantum phase characterized by central charge c = 2 and power-law decaying spin and bond-energy correla-
tions which oscillate at tunably incommensurate wave vectors. We argue that this intriguing spin liquid phase
can be understood as a marginal instability of a two-band spinon Fermi surface coupled to an emergent U(1)
gauge field, an interpretation which we substantiate via bosonization analysis and Monte Carlo calculations on
model Gutzwiller variational wave functions. Our results represent one of the first numerical demonstrations of
emergent fermionic spinons in a simple SU(2) invariant nearest-neighbor Heisenberg model beyond the strictly
1D (Bethe chain) limit.
Beginning with Anderson’s seminal proposal of the res-
onating valence bond state [1, 2], physicists have been actively
searching for exotic ground states of spin-1/2 quantum antifer-
romagnets for more than four decades [3–5]. While there have
been numerous theoretical and numerical sightings of such
quantum spin liquid states over the years, the most convincing
demonstrations have typically required going beyond the sim-
plest SU(2) invariant nearest-neighbor Heisenberg model—
examples of success include quantum dimer models [6, 7]
or spin models with some combination of, for example, ex-
tended two-spin interactions, spin-exchange anisotropy, spe-
cial conservation laws, and/or multi-site ring-exchange inter-
actions [8–17].
One possible exception to this rule is the famous two-
dimensional (2D) kagome Heisenberg antiferromagnet, where
recent numerical calculations [18, 19] indicate that even the
simplest model with SU(2) invariant nearest-neighbor two-
spin interactions exhibits spin liquid behavior, a theoretical
possibility originally proposed in the early 1990s [20]. While
most of the recent effort (see, for example, Refs. [18, 19, 21–
34]) on kagome systems has been focused on approaching
the 2D limit, there remains a particular quasi-one-dimensional
(quasi-1D) version that has remarkably evaded both complete
numerical characterization and theoretical understanding: the
narrowest wrapping of the kagome lattice on a cylinder that
consists purely of corner-sharing triangles (see Fig. 1), i.e.,
the kagome strip [35]. Below, we study the nearest-neighbor
spin-1/2 Heisenberg model,
H =
∑
〈i,j〉
Jij Si · Sj , (1)
on this lattice with antiferromagetic leg and cross couplings
J` = 1 and Jc ≡ J ≥ 0, respectively (see Fig. 1). For J = 0,
the model consists of two decoupled Bethe chains (with free
spins in the middle chain), while for J → ∞ the model is
bipartite and exhibits a conventional ferrimagnetic phase [36,
37]. Our main interest is in the region 0.8 . J . 2.0, where
in an early study Waldtmann et al. [37] provided numerical
evidence for a gapless ground state but were unable to fully
clarify its nature [38].
Our main finding is that for 0.8 . J . 1.3 this model
harbors an exotic phase with c = 2 gapless modes and power-
law spin correlations and bond-energy textures which oscil-
late at incommensurate wave vectors tunable by J . We will
argue that this phase—which respects all symmetries, includ-
ing lattice translations and time reversal—can be understood
as a marginal instability of a two-band U(1) spinon Fermi sur-
face state, i.e., “spin Bose metal” (SBM) [39], on this kagome
strip. (Unlike in the U(1) Dirac spin liquid [26, 29–33, 40–43],
the spinons in our state see zero flux.) The spinon Fermi sur-
face state has been considered before [42, 44] in the context of
the 2D kagome antiferromagnet and its associated prototypi-
cal experimental realization herbertsmithite (see Ref. [45] for
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FIG. 1. The kagome strip ladder (top) and its numerically obtained
phase diagram (bottom). In this work, we imagine “wrapping” the
lattice such that the topmost row of sites lies on the middle chain
(see arrows); the resulting three-site unit cell is boxed by a dashed
line. We identify a phase with two 1D gapless modes resulting from
gapless bands of fermionic spinons in the regime 0.8 . J . 1.3.
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2a review); however, it is most famous as a proposed theory for
several triangular-lattice spin-liquid materials [16, 46, 47]. It
is quite remarkable that a simple model such as this quasi-1D
descendant of the nearest-neighbor kagome antiferromagnet
gives rise to the exotic physics of multiple bands of fermionic
spinons: While it is well-known that one such band can faith-
fully describe the Bethe chain phase of the 1D Heisenberg
model [48, 49], other numerically well-established realiza-
tions of emergent gapless fermionic slave particles beyond
strictly 1D have typically required complicated interactions
in the Hamiltonian [17, 39, 50–53].
For our theoretical formalism, we take the standard ap-
proach [54] of describing spin liquid states by decompos-
ing the physical spin-1/2 operator Si in terms of fermionic
spinons fiα subject to the microscopic constraint of one
spinon per site, i.e., Si = 12
∑
α,β=↑,↓ f
†
iασαβfiβ with∑
α f
†
iαfiα = 1. We consider a mean-field ansatz for the
spinons with nearest-neighbor hopping strengths of t` = 1 on
the legs and two (real) free parameters, the nearest-neighbor
cross-bond hopping tc and the on-site chemical potential µ on
the (vertically) middle sites (see Fig. 1). We only consider
unpolarized spin-singlet states so that each spin species is ex-
actly at half filling. A representative spinon band structure for
this ansatz is shown in Fig. 2. There are three 1D bands: the
topmost and bottommost bands have wave functions symmet-
ric (“s”) under interchange of the top and bottom legs, while
the middle band’s wave functions are antisymmetric (“a”) un-
der this symmetry. We will focus on the case µ < 0, which
leads to partial filling of the lowest two bands (see Fig. 2),
hence producing a state with c = 4 (two spin & two charge)
gapless modes at the mean-field level.
To go beyond mean field, we couple the spinons to a U(1)
gauge field. While the corresponding 2D theory of coupling
a Fermi surface to a U(1) gauge field is notoriously challeng-
ing [55–58], including U(1) gauge fluctuations at long wave-
lengths along a quasi-1D ladder can be readily achieved via
bosonization [39, 50, 59]. Specifically, integrating out the
gauge field produces a mass term for the particular linear
combination of bosonized fields corresponding to the over-
all (gauge) charge mode θρ+, thus implementing a coarse-
grained version of the on-site constraint mentioned above. For
the two-band situation depicted in Fig. 2, the resulting theory
is a highly unconventional c = 3 Luttinger liquid with one
gapless (“relative”) charge mode θρ− and two gapless spin
modes θsσ and θaσ , i.e., a C1S2 SBM state (where CαSβ de-
notes a state with α (β) gapless charge (spin) modes [60, 61]).
In what follows, we present evidence that the kagome strip
Heisenberg model realizes a particular instability of the SBM
in which one of the two spin modes is gapped while c = 2
gapless modes remain: a C1S1 state.
We perform large-scale density matrix renormalization
group (DMRG) calculations on Eq. (1) [62] and compare
these results to variational Monte Carlo (VMC) calcula-
tions [63, 64] on Gutzwiller-projected wave functions based
on the above SBM theory. While our VMC calculations of-
tentimes provide a semiquantitative description of the DMRG
data, we mainly use VMC as a cross-check on the analytic
theory and to demonstrate that simple—albeit exotic—wave
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FIG. 2. Characteristic spinon band structure for states with µ < 0
(here tc = 1.0, µ = −2.4). There are two partially filled 1D bands,
one symmetric (s) and one antisymmetric (a) under leg interchange.
The DMRG ground state for 0.8 . J . 1.3 on the kagome strip can
be well-described as follows: (1) take this c = 4 mean-field state,
(2) include gauge fluctuations, and (3) gap out the spin mode θsσ for
the symmetric band, thereby producing a C1S1 spin liquid state with
c = 2.
functions can qualitatively describe the intricate behavior ob-
served in the DMRG. We work on ladders of length L in the
x direction and employ both open and periodic boundary con-
ditions (see Appendix A).
We begin with calculations of bond-energy textures induced
by open boundary conditions (OBC) [65, 66]. Specifically, we
consider the Fourier transform of local nearest-neighbor spin-
spin correlations along the bottom leg: Bq ≡
∑
x e
−iqx〈SBx ·
SBx+1〉, where here and in what follows Sλx is the spin operator
at horizontal position x and vertical position λ = T,M,B (for
“top”, “middle”, and “bottom”; see Fig. 1). Such quantities
contain content similar to the dimer structure factor [39, 66],
yet are less formidable to compute on large systems. In Fig. 3,
we show DMRG measurements of Bq on an OBC system of
length L = 60 (see Appendix A). We see that Bq generically
shows two prominent features centered symmetrically about
wave vector pi/2. These features are power-law singularities
for 0.8 . J . 1.3; we will later discuss the Bragg peaks
observed at J = 0.78. Defining q< (q>) as the smaller (larger)
wave vector, notice that q< (q>) increases (decreases) with
increasing J , but the two wave vectors always satisfy q< +
q> = pi.
The presence of such power-law singularities at wave vec-
tors tunable by a coupling parameter, yet obeying particular
sum rules, is suggestive of multiple bands of gapless fermionic
spinons [17, 39, 50–53]. In Fig. 3, we also include VMC cal-
culations on wave functions obtained by Gutzwiller project-
ing the free fermion states of the form shown in Fig. 2—these
are model wave functions for the SBM [16, 17, 39] (see also
Appendix C). Such wave functions exhibit power-law singu-
larities in physical quantities at various “2kF ” wave vectors,
i.e., wave vectors obtained by connecting sets of Fermi points
in Fig. 2. Specifically, for the SBM states considered, we ex-
pect and observe features in Bq at wave vectors q = 2kFs
and 2kFa, where 2kFs + 2kFa = pi mod 2pi due to the half-
filling condition. The overall qualitative agreement between
VMC and DMRG measurements of Bq in Fig. 3 is notable;
recall that the VMC states have only two free parameters. We
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FIG. 3. Fourier transform of (leg-bond) bond-energy textures in-
duced by OBC on a length L = 60 kagome strip at J =
0.78, 0.9, 1.0, and 1.2. We show both DMRG data and VMC data
for bare Gutzwiller SBM states. A wave function for the proposed
C1S1 state would appear similar to the SBM except it would have a
more prominent feature at q< = 2kFs due to lowering of the scal-
ing dimension of the associated operator upon pinning of θsσ . At
J = 0.78, the DMRG ground state is a fully gapped period-6 VBS
phase (see text). For analogous data of bond-energy textures involv-
ing the cross bonds, please see Fig. 8 in Appendix B 2.
can now make the following identification with the wave vec-
tors q< and q> discussed earlier: q< = 2kFs and q> = 2kFa.
Next we turn to measurements of the spin structure factor.
Defining Ss/ax ≡ 1√2
(
STx ± SBx
)
, we consider 1D structure
factors obtained by Fourier transforming real-space spin-spin
correlation functions composed from the spin operators Ssx,
SMx , and S
a
x, i.e., 〈Ssq · Ss−q〉, 〈SMq · SM−q〉, and 〈Saq · Sa−q〉.
The former two spin operators are symmetric under leg in-
terchange (T ↔ B), while Sax is antisymmetric. To char-
acterize correlations between the outer chains and the mid-
dle sites, we also consider the analogous 1D structure fac-
tor 〈SBq · SM−q〉 = 〈STq · SM−q〉. In Fig. 4, we show DMRG
calculations of these four quantities on a system of length
L = 32 with periodic boundary conditions (PBC) at coupling
J = 0.9, which is characteristic of the observed behavior
throughout 0.8 . J . 1.3. As calculated by DMRG, the
three structure factors 〈Ssq ·Ss−q〉, 〈SMq ·SM−q〉, and 〈SBq ·SM−q〉
all reveal clear power-law singularities at a particular incom-
mensurate wave vector q> = 10 · 2pi32 , while 〈Saq · Sa−q〉 is
completely smooth hence indicating exponential decay in real
space. Also shown in Fig. 4 are VMC calculations for an ap-
propriate SBM state satisfying 2kFa = q>. As expected, the
VMC data shows singular features in 〈Ssq ·Ss−q〉, 〈SMq ·SM−q〉,
and 〈SBq · SM−q〉 at wave vectors q< = 2kFs and q> = 2kFa
and in 〈Saq ·Sa−q〉 at wave vector pi/2. In this case, the qualita-
tive agreement between VMC and DMRG remains intact only
near the wave vector q> = 2kFa: the DMRG data is com-
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FIG. 4. Spin structure factors at J = 0.9 on a L = 32 system
with PBC (see text for definitions of operators). As in Fig. 3, we
show both DMRG and bare Gutzwiller (SBM) VMC calculations.
All features at wave vectors q< = 2kFs and pi/2 would be absent in
a wave function for the proposed C1S1 state—indeed these features
are absent in the DMRG data.
pletely lacking any structure at both q< = 2kFs (symmetric
cases) and at pi/2 (antisymmetric case).
We can explain in a universal way this discrepancy by
postulating that the spin mode θsσ is gapped in the DMRG
state. Indeed, in the low-energy SBM theory, there is an al-
lowed four-fermion single-band 2kF backscattering interac-
tion which, upon bosonization, contains a nonlinear cosine
potential [39, 60, 67, 68]:
V ⊥ss = λ
σ
ss cos(2
√
2θsσ). (2)
If λσss < 0, this term is marginally relevant, and the field θsσ
becomes pinned [39, 60]. Assuming all other allowed interac-
tions are irrelevant or marginally irrelevant, the resulting state
is an unconventional C1S1 Luttinger liquid with two gapless
modes, θρ− and θaσ , and one nontrivial Luttinger parameter
gρ− < 2/3 (see Appendix B and Ref. [39]). Unfortunately,
faithfully describing our proposed C1S1 state via projected
variational wave functions cannot be done in a straightforward
way (see Appendix C). However, based on our theoretical un-
derstanding, we can be certain that a C1S1 state would resolve
all qualitative differences between the (C1S2 SBM) VMC
data and the DMRG data in Figs. 3 and 4. Firstly, this state
would have short-ranged correlations in the spin structure fac-
tor measurements at wave vectors q< = 2kFs and pi/2, while
retaining power-law behavior at q> = 2kFa—completely
consistent with the DMRG data in Fig. 4. Secondly, since
the long-wavelength component of the bond energy at wave
vector 2kFs is proportional to e−iθρ− cos(
√
2θsσ), the cor-
responding feature at q< = 2kFs in Bq would actually be
enhanced relative to the SBM upon pinning of θsσ . This in-
deed occurs in the DMRG data of Fig. 3, where the feature
at q< = 2kFs in Bq is significantly more pronounced than
that at q> = 2kFa. Finally, as we show in Appendix B 2, the
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FIG. 5. Scaling of the von Neumann entanglement entropy S1 ver-
sus subsystem size ` as calculated by DMRG on an OBC system of
length L = 90 at J = 0.9 and 1.2. In the inset, we show for J = 0.9
the mid-system entanglement entropy as we vary L. The solid curves
are fits to the scaling form [70], strongly indicating c = 2 as expected
for C1S1.
spin chirality structure factor as obtained by DMRG is fea-
tureless at finite wave vectors. While the C1S2 state would
exhibit power-law decaying chirality correlations at various
finite wave vectors due to interband 2kF processes [39], de-
cay at these wavevectors become short-ranged in the C1S1
state with its gapped spin mode θsσ—this is fully consistent
with our DMRG findings in Appendix B 2. Furthermore, we
observe no Bragg peaks in the chirality structure factor mea-
surements thereby allowing us to clearly rule out spontaneous
breaking of time-reversal symmetry in this model [69].
We next describe instabilities out of the putative C1S1
phase realized in the DMRG for 0.8 . J . 1.3. On one side,
in a narrow window 0.75 . J . 0.8, we find a state with
(dominant) period-6 long-range valence bond solid (VBS)
order—see the Bragg peaks in the DMRG measurements of
Bq at J = 0.78 in Fig. 3. Remarkably, this VBS-6 phase
can be naturally understood by analyzing the C1S1 theory at
the special commensurate point corresponding to 2kFs = pi/3
and 2kFa = 2pi/3. Here, there exists an additional symmetry-
allowed six-fermion umklapp-type interaction which is neces-
sarily relevant with respect to the C1S1 fixed point, thereby
providing a natural explanation for the observed VBS state
bordering the C1S1. On the other side, we observe a strong
first-order phase transition (and possibly intervening phase) in
the region J ' 1.3− 1.4 before entering a phase at still larger
J with period-4 bond-energy textures (likely) decaying as a
power-law.
We conclude with measurements of the bipartite entangle-
ment entropy, the scaling of which gives access to perhaps
the most important universal number characterizing 1D and
quasi-1D systems: the central charge c, which in our case
is equivalent to the number of 1D gapless modes of the re-
alized Luttinger liquid [70]. We perform DMRG calculations
on large x↔ −x reflection-symmetric OBC systems (see Ap-
pendix A) up to length L = 160 (3L + 1 = 481 total sites),
and as is clearly evident in Fig. 5, fits to the usual scaling
form [70] strongly suggest c = 2 for 0.8 . J . 1.3. This
is precisely the number of 1D gapless modes expected for the
C1S1 state.
In conclusion, we have presented convincing numerical
evidence that the ground state of the simple kagome strip
Heisenberg model can be described as an intriguing C1S1 spin
liquid phase, a marginal instability of the spin Bose metal
(i.e., U(1) spinon Fermi surface with no flux) on this lad-
der. We emphasize that by employing fully controlled numer-
ical and analytical techniques we can understand the realized
exotic phase very thoroughly in terms of gapless fermionic
spinons—indeed the ability to develop such a complete un-
derstanding of an exotic phase of matter in a simple nearest-
neighbor Heisenberg spin model is exceedingly rare [71].
While the simplest Dirac-spin-liquid-like mean-field starting
point on this kagome strip (with pi flux through the hexagons
in Fig. 1) leads to a fully gapped state at the mean-field level,
it would be interesting to search for other possible two-band
scenarios with the hope of connecting our results to recent
work suggesting a gapless state in the 2D kagome Heisen-
berg antiferromagnet [26–28]. More generally, it is interest-
ing to ask why a state such as the C1S1 would be realized
in our model: Previous realizations of the spin Bose metal
itself involved interactions appropriate for weak Mott insula-
tors with substantial charge fluctuations [17, 39, 72], while the
simple Heisenberg model of our work is appropriate only in
the strong Mott regime. Perhaps our work can thus give some
guidance on realizing exotic spin liquid states with emergent
fermionic spinons in simple models of frustrated quantum an-
tiferromagnets.
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Appendix A: Details of the DMRG calculations and additional
data
We perform large-scale DMRG calculations on the kagome
strip Heisenberg model [see Eq. (1)] for finite-size systems
with either periodic (PBC) or open (OBC) boundary condi-
tions in the x direction. The precise lattice geometries we use
are shown in Fig. 6. For the PBC setup, a unit cell (of which
there are L) is boxed by a dashed line. For OBC systems,
we consider two different setups, OBC(<<) and OBC(<>),
where the direction of the two angle brackets indicates the
type of boundary termination at the left and right ends of the
ladder (see Fig. 6). Note that the OBC(<>) configuration ex-
hibits x↔ −x reflection symmetry about the centermost site,
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FIG. 6. Kagome strip clusters with different boundary conditions
(from top to bottom): PBC, OBC(<<), and OBC(<>). The rela-
tion to the 2D kagome lattice structure is illustrated in Fig. 1. The
“leg” bonds are orange with associated coupling strength J` = 1
in the Hamiltonian, while the “cross” bonds are blue with coupling
Jc ≡ J ≥ 0. In each case, the example lattice corresponds to a
length L = 8 system. The site labels in the OBC(<>) case indicate
the progression of subsystem bipartitions used in our entanglement
entropy analysis (see Fig. 5).
while OBC(<<) does not. In all cases, L refers to the number
of sites along the bottom (top) chain so that the total number
of sites is Nsites = 3L for both PBC and OBC(<<), while
Nsites = 3L+ 1 for OBC(<>).
For our DMRG simulations, we generally retain a bond di-
mension of between about m = 1,600 and 4,000 states and
perform about 10 to 30 finite-size sweeps, resulting in a den-
sity matrix truncation error of 10−6 or smaller. All measure-
ments are converged to an accuracy of the order of the symbol
size or smaller in the presented plots.
In the main text, we focused on measurements of (1) bond-
energy textures, (2) spin structure factors, and (3) bipartite
entanglement entropy. Throughout, we define Sλx as the spin
operator at horizontal position x and vertical position λ =
T,M,B (for the “top”, “middle”, and “bottom” rows of sites;
see Fig. 1). We also define symmetric and antisymmetric com-
binations of STx and S
B
x :
Ss/ax ≡
1√
2
(
STx ± SBx
)
. (A1)
For the bond-energy texture calculations, we employ OBC
and compute the Fourier transform of the nearest-neighbor
bond-energy expectation value along one of the horizontal
legs (say the bottom chain):
Bq ≡ Blegq ≡
L∑
x=1
e−iqx〈SBx · SBx+1〉. (A2)
For both OBC configurations, a system of length L has L
sites—and thus L − 1 bonds—along the bottom chain. Thus,
we define 〈SBL · SBL+1〉 ≡ 0 when computing Blegq in Eq. (A2)
so that 〈SBx · SBx+1〉 is effectively L-periodic [for OBC(<<)
in practice we append the 0 to the beginning of the real-space
vector, 〈SB0 · SB1 〉 ≡ 0, before performing the Fourier trans-
form]. Below in Figs. 8 and 10, we present additional data on
the analogous (parallel) cross-bond bond-energy textures:
Bcrossq ≡
L∑
x=1
e−iqx〈SBx · SMx− 12 〉. (A3)
Since the real-space data used to generate Bleg/crossq does not
generally exhibit x ↔ −x symmetry [e.g., due to use of
OBC(<<)], our Fourier-space data is in general complex.
For simplicity, we thus plot only the real part: < (Bleg/crossq ).
Finally, we have confirmed that using OBC(<<) versus
OBC(<>) does not make a qualitative difference in these
bond-energy texture calculations; for presentation in Fig. 3
and in Fig. 8 below, we use the OBC(<<) setup.
For the spin structure factor calculations, we use PBC and
compute the following four momentum-space spin-spin cor-
relation functions:
〈Ssq · Ss−q〉 ≡
1
L
∑
x,x′
e−iq(x−x
′)〈Ssx · Ssx′〉, (A4)
〈SMq · SM−q〉 ≡
1
L
∑
x,x′
e−iq(x−x
′)〈SMx · SMx′ 〉, (A5)
〈Saq · Sa−q〉 ≡
1
L
∑
x,x′
e−iq(x−x
′)〈Sax · Sax′〉, (A6)
〈SBq · SM−q〉 ≡
1
L
∑
x,x′
e−iq(x−x
′)〈SBx · SMx′ 〉. (A7)
When using PBC, we must necessarily work on smaller
systems due to its well-known convergence problems in the
DMRG (the largest PBC system presented in this work is for
L = 32, i.e., Nsites = 96 total spins). Within the putative
C1S1 state, for 1.0 . J . 1.3 a relatively small bond di-
mensions of m = 3,000 results in a converged and almost
translationally invariant system, while for 0.8 . J . 1.0 a
perfectly translationally invariant ground state is difficult to
achieve even for m as large as 4,800. In principle, this can
be an artifact of finite-momentum in the ground-state wave
function [39]. Another culprit could be the near-ordering ten-
dencies of the state at wave vector q< in the bond energy (see
Fig. 3).
At the specific point J = 0.9, on smaller PBC systems
of length L = 18, 20, 24, we were able to eventually con-
verge to a translationally invariant state by increasing m and
the number of sweeps. In all of these cases, when measured
6for a stable but not fully translationally invariant system, we
can confirm that measurement of the spin structure factors in
Eqs. (A4)–(A7) (which effectively averageL one-dimensional
Fourier transforms over all “origins” of the system) are iden-
tical to those performed on the final translationally invariant
states. Hence, we are confident that the final spin structure
factor measurements such as those presented in Fig. 4 are fully
converged, accurate representations of the spin correlations in
the ground-state wave function.
Below in Appendix B 2, we present additional data on spin
chirality structure factor measurements, also obtained with
PBC. Specifically, we calculate
〈χBq χB−q〉 ≡
1
L
∑
x,x′
e−iq(x−x
′)〈χBx χBx′〉, (A8)
〈χBq χT−q〉 ≡
1
L
∑
x,x′
e−iq(x−x
′)〈χBx χTx′〉, (A9)
where
χB/Tx ≡ SB/Tx · (SMx+ 12 × S
B/T
x+1 ). (A10)
For simplicity, we take the convention that the real-space two-
point correlation functions 〈χBx χBx′〉, 〈χBx χTx′〉 are zero if the
two chirality operators share any common sites.
For our entanglement entropy calculations, we present data
on the x ↔ −x reflection-symmetric OBC(<>) system. We
use a progression of bipartitions as indicated by the site labels
in the bottommost panel of Fig. 6. That is, the first subsystem
considered contains the site labeled 1, the second subsystem
contains sites 1 and 2, and so on. We compute with DMRG
the von Neumann entanglement entropy,
S1(ρA) = −Tr (ρA log ρA) , (A11)
where ρA is the reduced density matrix for a subsystem A.
Note that the chosen progression of bipartitions produces data
of S1 versus subsystem size ` = 1, 2, . . . , Nsites − 1 which is
symmetric about the middle of the ladder in the x direction.
We then perform fits to the calculated entanglement entropy
data using the well-known Calabrese-Cardy formula [70] to
determine the central charge, c. Specifically, we fit to the scal-
ing form
S1(`, L) =
c
6
log
(
3L+ 1
pi
sin
pi`
3L+ 1
)
+A, (A12)
where 3L + 1 = Nsites is the total number of sites for
OBC(<>). In our fits, we omit O(10) of the smallest/largest
subsystems near the ends of the ladder. The mid-system en-
tanglement entropy data shown in the inset of Fig. 5 is simply
the raw S1 data for subregions spanning half the system ac-
cording to the above labeling. For OBC(<>) systems with
L even (Nsites odd), as presented in Fig. 5, we must work in
the sector with Sztot =
1
2 ; we have confirmed that this detail
makes no difference in the central charge determination. In
addition, we have performed analogous calculations for both
PBC and OBC(<<) systems where pure “unit-cell biparti-
tions” are natural, and we have indeed been able to confirm
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FIG. 7. Spin triplet and singlet excitation gaps [E0(S = 1) − E0
and E1(S = 0) − E0, respectively] versus 1/L calculated with
DMRG on the OBC(<<) system at J = 1.0. For generic L,
the energies/gaps exhibit some nonmonotonic behavior with 1/L—
consistent with finite-size “shell-filling” effects for the spinons [39,
52, 53] or, relatedly, some system sizes being more compatible with
the dominant q< feature in the bond-energy textures than others—
therefore, here we only plot sizes at local minima versus 1/L. The
lines are fits to the simple linear scaling form ∆E = a/L.
in those setups as well the result c = 2 in the putative C1S1
state for 0.8 . J . 1.3 (data not shown).
We conclude this section by presenting additional data on
the spin excitation gaps in the putative C1S1 phase. In Fig. 7,
we plot the triplet excitation gap, E0(S = 1)−E0, as well as
the singlet excitation gap,E1(S = 0)−E0, versus inverse sys-
tem length 1/L obtained with OBC(<<) at the characteristic
point J = 1.0. (In the entire interval 0.75 . J . 2.0, we find
that the ground state is a spin singlet with total spin S = 0;
see also Ref. [37].) We show fits to the simple scaling form
∆E = a/L (not considering log corrections [37, 65]) to show
overall consistency with both gaps vanishing in the thermo-
dynamic limit. This conclusion is in agreement with previous
work [37, 73]. Note that the smallest system size (L = 30) in
Fig. 7 is comparable to the largest sizes considered in the early
work of Ref. [37] which also argued for a gapless phase; thus,
eventual small spin triplet gaps seem exceedingly unlikely on
this kagome strip.
Appendix B: Low-energy bosonized theory for the C1S2 (SBM)
and C1S1 states (plus supporting data)
The long-wavelength description of two gapless 1D bands
of spin-1/2 fermions (spinons) coupled to a U(1) gauge field
has been treated in detail in Ref. [39] (see also Refs. [66–68,
72]). For brevity, we here only summarize the construction of
the theory and highlight those aspects which are most relevant
to our results on the kagome strip. Along the way, we will
also present some additional numerical data supporting our
conclusions in the main text.
71. Bosonization description
We label the two partially filled bands in Fig. 2 as b = a, s,
where band a (s) has associated wave functions which are an-
tisymmetric (symmetric) under interchange of the top and bot-
tom legs of the kagome strip. To import results from Ref. [39],
we use the band-mapping dictionary 1 ↔ a and 2 ↔ s and
follow the associated bosonization conventions. Taking the
low-energy continuum limit, we expand the spinon operators
in terms of slowly varying continuum fields fPbα near the
Fermi points [59]; P = R/L = +/− denotes right and left
moving fermion fields, b = a, s is a band index, and α = ↑, ↓
is the spin index. At the mean-field level (before introducing
gauge fluctuations), we thus have a state with c = 4 1D gap-
less (nonchiral) modes, which in terms of bosonized fields can
be expressed as [59]
fPbα = ηbαe
i(ϕbα+Pθbα), (B1)
where ϕbα and θbα are the canonically conjugate bosonic
phase and phonon fields, respectively, and ηbα are the
Klein factors satisfying Majorana anticommutation relations,
{ηbα, ηb′β} = 2δbb′δαβ [39]. It is natural in this context to
take linear combinations of the original four bosonic fields
θbα which correspond to “charge” (ρ) and “spin” (σ) modes
for each band b:
θbρ/σ =
1√
2
(θb↑ ± θb↓), (B2)
as well as “overall” and “relative” combinations with respect
to the two bands:
θµ± =
1√
2
(θaµ ± θsµ), (B3)
where µ = ρ, σ. Analogous definitions also hold for the ϕ
fields.
Inclusion of gauge fluctuations leads to a mass term for the
overall (gauge) charge mode θρ+, thus essentially implement-
ing a coarse-grained version of the microscopic on-site con-
straint
∑
α f
†
iαfiα = 1. From now on we will thus will as-
sume that, up to massive quadratic fluctuations, the field θρ+
is pinned. The final resulting state is a two-band analog of
the U(1) spinon Fermi surface state (i.e., “spin Bose metal” or
SBM): It is a highly unconventional (insulating) C1S2 Lut-
tinger liquid with one gapless “relative charge” mode, θρ−,
and two gapless spin modes, θsσ and θaσ (c = 3 total 1D gap-
less modes). The field θρ− has an associated nontrivial Lut-
tinger parameter gρ−, while SU(2) symmetry dictates trivial
Luttinger parameters in the spin sector (gaσ = gsσ = 1). (For
the specific quadratic Lagrangian for the SBM fixed point, in-
cluding relevant bosonization conventions that we employ, we
refer the reader to Ref. [39].)
Considering the symmetries present in our kagome strip
Heisenberg model—i.e., SU(2) spin rotation, time reversal,
x ↔ −x reflection (mirror), top-bottom leg interchange,
and spatial translations along x by one unit cell—the set
of allowed (nonchiral) short-range four-fermion interactions
of the spinons at generic band-filling configuations (kFa
and kFs) are identical to those listed in Ref. [39] (see also
Refs. [60, 61, 67]). In terms of the so-called chiral currents,
JPbb′ = f
†
PbαfPb′α , JPbb′ =
1
2
f†PbασαβfPb′β , (B4)
these interactions can be written as follows:
Hρw =
∑
b,b′
wρbb′JRbb′JLbb′ , (B5)
Hρλ =
∑
b,b′
λρbb′JRbbJLb′b′ , (B6)
Hσw = −
∑
b,b′
wσbb′JRbb′ · JLbb′ , (B7)
Hσλ = −
∑
b,b′
λσbb′JRbb · JLb′b′ , (B8)
where wρ/σaa = w
ρ/σ
ss = 0 (convention / absorbed into λ
terms), wρ/σas = w
ρ/σ
sa (from Hermiticity), and λ
ρ/σ
as = λ
ρ/σ
sa
(from R↔ L symmetry).
A potentially harmful interaction is the so-called W term
composed ofHρw +Hσw [39, 67]:
W ≡ (wρasJRasJLas − wσasJRas · JLas) + H.c. (B9)
= cos(2ϕρ−){4wρas[cos(2ϕσ−)− Γˆ cos(2θσ−)]
−wσas[cos(2ϕσ−) + Γˆ cos(2θσ−) + 2Γˆ cos(2θσ+)]},
where
Γˆ ≡ η1↑η1↓η2↑η2↓. (B10)
The W term thus has a scaling dimension of ∆[W ] = 1 +
∆[cos(2ϕρ−)] = 1 + 1gρ− , and if it is relevant (∆[W ] < 2),
all three gapless modes present in the C1S2 become gapped
leading to some fully gapped C0S0 paramagnet. Hence, sta-
bility of the parent C1S2 state at generic kFa, kFs necessarily
requires the condition gρ− ≤ 1.
Based on the characteristics of the DMRG data in the
regime 0.8 . J . 1.3, it is natural to explore the situation
in which the single-band 2kF backscattering interaction λσss
is marginally relevant, while the analogous terms λσaa and λ
σ
as
are marginally irrelevant. This occurs given that λσss < 0,
while λσaa > 0 and λ
σ
as > 0 [39, 60]. We currently have
little microscopic intuition for why this might be the case in
our model but proceed based on the scenario’s appealing phe-
nomenology. In terms of bosonized fields, the term λσss con-
tains a cosine potential,
V ⊥ss = λ
σ
ss cos(2
√
2θsσ), (B11)
so that relevance of λσss pins the field θsσ associated with the
spin mode of band s. The resulting state is a C1S1 Luttinger
liquid with c = 2 1D gapless modes, θρ− and θaσ . We must
still require that the W term is irrelevant for C1S1 to be a sta-
ble phase. Given that θsσ is pinned (hence ϕsσ is fluctuating
wildly), the important part of the W interaction in terms of
bosonized fields reads [39]
W = −(4wρas + 3wσas) cos(
√
2θaσ) cos(
√
2θsσ) cos(2ϕρ−),
(B12)
8where now θsσ is pinned, while θaσ and ϕρ− are both fluctu-
ating. The scaling dimension of the W term with respect to
the C1S1 fixed point is thus ∆[W ] = 12 +
1
gρ−
, so that sta-
bility of the C1S1 state at generic kFa, kFs further requires
gρ− < 2/3.
2. Observables
To connect to the DMRG measurements of bond-energy
textures and spin-spin correlations functions, we now turn to
bosonized expressions of the bond-energy and spin operators
at finite wave vectors. We first consider fermion bilinears and
focus on those composed of a (spinon) particle and hole mov-
ing in opposite directions, i.e., Amperean-enhanced contribu-
tions [39, 55]. For spin operators symmetric under leg inter-
change, e.g., Ssx and S
M
x , by symmetry we can write down the
following contributions at wave vectors 2kFb:
S2kFb =
1
2
f†LbασαβfRbβ , (B13)
Sx2kFb ∝ eiθρ+e±iθρ− sin(
√
2ϕbσ), (B14)
Sy2kFb ∝ eiθρ+e±iθρ− cos(
√
2ϕbσ), (B15)
Sz2kFb ∝ eiθρ+e±iθρ− sin(
√
2θbσ), (B16)
while for the bond energy at 2kFb, we have
ε2kFb =
1
2
f†LbαfRbα, (B17)
B2kFb ∝ ε2kFb ∝ eiθρ+e±iθρ− cos(
√
2θbσ). (B18)
(In these expressions, ± corresponds to band b = a/s.) Note
that at the C1S2 and C1S1 fixed points, the overall charge
mode is pinned in the above expressions, i.e., θρ+ = const.
On the other hand, for the spin operator Sax, which is anti-
symmetric under leg interchange, we have analogous contri-
butions at wave vector pi/2. In addition, the bottom-leg bond-
energy texture Bq defined above, which has no simple trans-
formation property under leg interchange, would also have a
contribution at pi/2. (We refer the reader to Ref. [39] for the
detailed expressions in each case.)
From the above discussion, it is clear that in the C1S2
(SBM) state we should in general expect power-law singular-
ities in 〈Ssq ·Ss−q〉 and 〈SMq ·SM−q〉 at wave vectors q< = 2kFs
and q> = 2kFa and similarly in 〈Saq · Sa−q〉 at wave vector
pi/2. This is fully consistent with our VMC calculations, as
shown, for example, in Fig. 4. The structure factor 〈SBq ·SM−q〉
could in principle have contributions at all three wave vec-
tors 2kFs, 2kFa, and pi/2 (although the VMC measurements
only show the first two). The same expectations arise for the
Fourier transform of the bond-energy textures Blegq and Bcrossq
(see, for example, Eqs. (B17)–(B18) and Ref. [66]). As dis-
played in Fig. 3, the VMC clearly shows features in Bq at
q< = 2kFs and q> = 2kFa.
If the term λσss is relevant—as is putatively realized in
the DMRG state—then subsequent pinning of θsσ will af-
fect physical operators such as the spin and bond energy in
c ∆[B2kFs ] ∆[B2kFa ] ∆[S2kFs ] ∆[S2kFa ]
C1S2
(SBM)
3 1
2
+
gρ−
4
1
2
+
gρ−
4
1
2
+
gρ−
4
1
2
+
gρ−
4
C1S1
(realized)
2 gρ−
4
1
2
+
gρ−
4
∞ 1
2
+
gρ−
4
C0S1
(BCS wf)
1 ∞ 1
2
∞ 1
2
TABLE I. Central charge, c, and scaling dimensions of the bond-
energy and spin operators at wave vectors q< = 2kFs and q> =
2kFa for the C1S2, C1S1, and C0S1 states. C1S2 is the SBM the-
ory whose wave functions we compare directly with the DMRG.
C1S1 is the phase which we argue is actually realized in the DMRG.
Finally, C0S1 refers to the BCS wave function described below in
Appendix C which would (relative to the DMRG) correctly capture
short-ranged (∆ =∞) spin correlations at wave vector q< = 2kFs,
but it would also incorrectly (and tragically) give rise to short-ranged
bond-energy correlations at wave vector q< = 2kFs as well as cen-
tral charge c = 1 < 2, both of which are qualitatively inconsistent
with C1S1 and the DMRG. The dominant feature in the C1S1 phase
is in fact that in the bond energy at q< = 2kFs; cf. the DMRG data
in Fig. 3.
a qualitative way. By Eqs. (B14)–(B16), one obvious effect
is to eliminate the power-law feature in the structure factors
〈Ssq · Ss−q〉 and 〈SMq · SM−q〉 at wave vector q< = 2kFs. All
features at q = pi/2 in both 〈Saq · Sa−q〉 and Bq are simi-
larly eliminated. (In all these cases, the operator in question
contains the wildly fluctuating field ϕsσ , thus leading to ex-
ponential decay in real space.) On the other hand, as can
be inferred from Eq. (B18), the bond energy at wave vector
q< = 2kFs actually gets enhanced upon pinning of θsσ , i.e.,
slower decay in real space with concomitant stronger feature
in momentum space. We summarize these points in Table I
where we list the scaling dimensions of the 2kF contributions
to the bond-energy and spin operators with respect to both the
C1S2 (SBM) and C1S1 fixed points. All in all, a C1S1 state
obtained by (marginal) relevance of λσss would qualitatively
agree with all features observed in the DMRG data in Figs. 3
and 4. Unfortunately, as we discuss below in Appendix C,
faithfully representing such a C1S1 state with a Gutzwiller-
projected variational wave function cannot be accomplished
in a straightforward way.
In addition, we note that there are potential four-fermion
contributions to the spin operator at wave vector pi and to the
bond energy at wave vectors 4kFa = −4kFs and pi [39] (these
basically arise from two 2kF processes). For the spin corre-
lations at q = pi (see Fig. 4), there are no such features in
either the DMRG data nor VMC data except for the “bottom-
middle” structure factor 〈SBq · SM−q〉, where both the DMRG
and VMC show a possible singularity. Turning to the bond-
energy textures, we see in Fig. 3 that neither the DMRG data
nor the VMC data possess any obviously noticeable features
at q = 4kFa nor at q = pi in Blegq (although the DMRG
may indeed show a weaker feature at 4kFa). By a scaling
dimension analysis alone, singular structure at 4kFa may be
expected to be comparable to that at q> = 2kFa : the scaling
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FIG. 8. Data analogous to Fig. 3, but now taking the Fourier trans-
form of the cross-bond bond-energy textures [see Eq. (A3)]. The
parameters chosen for the VMC states in these calculations (and in
the analogous calculations of Bq ≡ Blegq in Fig. 3) are tc = 1.0 and
µ = −1.8,−2.4,−3.1,−4.8 for J = 0.78, 0.9, 1.0, 1.2, respec-
tively. (For details of our VMC calculations, please see Appendix C.)
Recall that the DMRG ground state at J = 0.78 is a period-6 VBS
(C0S0), but we still show a corresponding VMC state (C1S2) for
comparison. The discrepancies in signs of the features at, for exam-
ple, q> = 2kFa between the DMRG and VMC results can plausibly
be explained by nonuniversal amplitudes/phases of the bond texture’s
oscillatory components (see text).
dimensions of the bond energy at the two wave vectors are
gρ− and 12 +
gρ−
4 , respectively, with gρ− < 2/3 required for a
stable C1S1. However, nonuniversal amplitudes—which are
impossible to predict with the bosonized gauge theory—also
strongly dictate the visibility of a state’s power-law singulari-
ties. Such effects are likely to be at play here in describing, for
example, why the VMC state itself shows no singular structure
at q = 4kFa in Blegq (and similarly for the DMRG).
In Fig. 8, we present data on cross-bond bond-energy tex-
tures Bcrossq [see Eq. (A3)]. This data is analogous to the Blegq
data of Fig. 3, and it was also obtained with OBC(<<). In
this case, the VMC data does exhibit features at q = 4kFa
and q = pi, while the DMRG clearly shows a feature only at
q = pi. (Although, as in Blegq , the DMRG data may have a
weak feature at 4kFa if one looks closely—the fact that it is
not stronger is plausibly due to the amplitude effect described
above). Note that the features at q> = 2kFa have opposite
signs in the DMRG and VMC data sets. However, the ampli-
tudes and phases of these bond-energy textures are known to
be nonuniversal and strongly dependent on the details of the
pinning conditions at the boundary [66]. For our VMC calcu-
lations with open boundaries, we form a Gutzwiller-projected
Fermi sea wave function obtained by simply diagonalizing a
free spinon hopping Hamiltonian with uniform hopping am-
plitudes along the x direction (see Appendix C below) but
with hard-wall boundary conditions. We have attempted tun-
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FIG. 9. Chirality structure factors obtained with DMRG at the point
J = 0.9 on a PBC system of length L = 32; the specific quantities
being plotted are detailed in Eqs. (A8)–(A10). The lack of Bragg
peaks implies that the DMRG ground state respects time-reversal
symmetry (which we have also verified with complex-valued DMRG
simulations); and the lack of power-law singularities at finite wave
vectors indicates short-ranged behavior at those wave vectors in the
chirality sector. This behavior is consistent with the proposed C1S1
theory.
ing the details of this hopping Hamiltonian (e.g., magnitudes
and signs of the hopping amplitudes) near the boundary with
the hope of flipping the sign of the q> = 2kFa feature in
Bcrossq . Although by doing so we were able to drastically al-
ter the magnitudes of the features, we were unsuccessful in
flipping the sign of the q> = 2kFa feature. Still, this should
be possible in principle. As an explicit example of how the
signs of such singular features are nonuniversal, we would
like to point out the following observation about the behav-
ior at q = pi in Fig. 8: In the DMRG data itself, the feature at
q = pi actually appears to flip sign as one tunes through the
phase from J = 0.9 (where the feature has “negative” sign) to
J = 1.2 (where it has “positive” sign).
As a final characterization of the DMRG ground state in
the regime 0.8 . J . 1.3, we present in Fig. 9 measurements
of the chirality structure factors defined in Eqs. (A8)–(A9) at
the representative point J = 0.9. We see that these Fourier-
space measurements (1) are featureless at finite wave vectors
and (2) exhibit no Bragg peaks. Both of these properties are
predicted by the C1S1 theory: (1) Gapping of the spin mode
θsσ will result in short-ranged decay of the chirality-chirality
correlations at all finite wave vectors (see discussion in the
main text and Appendix A of Ref. [39]), and (2) the theory
respects time-reversal symmetry. Note, however, that the ρ−
part of the theory can still produce 1/x2 decay at zero mo-
mentum with nonuniversal prefactors [39]. There are notice-
able corresponding slope discontinuities at q = 0 in the data
in Fig. 9—we believe the relatively small slopes are merely
a quantitative matter. In fact there are similarly weak q = 0
slope discontinuities in the spin structure factor measurements
(even in some of the VMC data), while we know with abso-
lute certainty that the spin sector is gapless; furthermore, weak
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slope discontinuities in 〈χqχ−q〉 at q = 0 were likewise ob-
served in the C1S2 SBM phase of Ref. [39] (see e.g. their
Fig. 5). All in all, the chirality structure factors exhibited by
the DMRG are fully consistent with the universal properties
of the spin chirality sector of the C1S1 phase.
3. Instabilities out of C1S1
In this section, we describe the situation for the states pe-
ripheral to the region 0.8 . J . 1.3. Notably, the instabil-
ity for J . 0.8 can be very naturally described within the
C1S1 theory, while that for J & 1.3 occurs via a strong first-
order phase transition—possibly even intervening phase—and
likely lies outside of our theoretical framework (but see be-
low).
In the DMRG, we observe a state with long-range (dom-
inant) period-6 VBS order (VBS-6) for 0.75 . J . 0.8.
Tracking the singular wave vectors in the DMRG, we expect
this state to correspond to q< = 2kFs = pi/3, q> = 2kFa =
2pi/3 (kFs = 5pi/6, kFa = 2pi/3). (Such equalities involving
wave vectors are implied to mean so up to signs and mod 2pi.)
Indeed, when the theory is at the special commensurate point
corresponding to kFs = 5pi/6 and kFa = 2pi/3, there is an
additional symmetry-allowed six-fermion umklapp-type in-
teraction which needs to be considered:
V6 = u6(f
†
Rs↑f
†
Rs↓f
†
LaαfLs↑fLs↓fRaα + H.c.) (B19)
= −4u6 cos(
√
2θaσ) sin(3θρ− − θρ+). (B20)
This term has scaling dimension with respect to the C1S1 (and
C1S2) fixed point of ∆[V6] = 12 +
9
4gρ− and is thus relevant
given gρ− < 2/3. Since this is precisely the condition re-
quired for the W term to be irrelevant and thus C1S1 to be
a stable phase at generic kFs and kFa, a C1S1 state tuned to
the point kFs = 5pi/6 and kFa = 2pi/3 must necessarily be
unstable to this interaction. Relevance of V6 thus pins both of
the remaining gapless modes, θaσ and θρ−, in the C1S1 phase.
Inspection of Eq. (B18) reveals that the resulting fully gapped
C0S0 state would have coexisting period-6 and period-3 VBS
order (with the former being dominant).
As remarked above, we would anticipate this state to be
realized in the kagome strip Heisenberg model for values of
J just below 0.8. Remarkably, we indeed find evidence for
a state with long-range period-6 and period-3 VBS order in
the narrow region 0.75 . J . 0.8. In Fig. 10, we show
bond-energy texture data (Bleg/crossq ) taken with DMRG at a
characteristic point J = 0.78 within this narrow window for a
sequence of system sizes on the OBC(<<) geometry. We see
clear development of Bragg peaks at wave vectors q = 2pi/6
and q = 2pi/3 in both Blegq and Bcrossq as advertised. (We
also see a potential Bragg peak at wave vector q = pi in
Bcrossq —as discussed above, such period-2 activity also natu-
rally arises from the theory [39].) Convergence of the DMRG
in this region of the phase diagram is challenging, and we have
thus not been able to conclusively determine that the system
is fully gapped (e.g., through explicit spin gap calculations,
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FIG. 10. Leg-bond (top row) and cross-bond (bottom row) bond-
energy texture data for a sequence of lengths L in the period-6 VBS
phase at J = 0.78 (left column) and in the period-4 phase at J = 1.6
(right column). Development of Bragg peaks in the former case is
evident. These calculations were performed with DMRG using the
OBC(<<) geometry.
spin-spin correlation functions, or entanglement entropy mea-
surements), although indications are that it likely is (also con-
sistent with Ref. [73]). Near J ' 0.75, a first-order phase
transition occurs, and for J . 0.75, it appears our theory
based on two bands of fermionic spinons no longer applies.
We experience strange convergence difficulties in the DMRG
for 0.5 . J . 0.75, and we have not thoroughly examined the
situation for J . 0.5. In fact, it is even an interesting open
question whether or not the decoupled Bethe chain phase at
J = 0 persists to any finite J .
Next we discuss the behavior for J & 1.3. For 1.3 .
J . 1.4, the system exhibits strange behavior (and DMRG
convergence difficulties) consistent with a strong-first order
phase transition, while for 1.4 . J . 2.0 the DMRG state
displays (likely) power-law decaying bond-energy textures
with period-4. There does exist an additional four-fermion
momentum-conserving interaction at the special point of the
theory when kFs = kFa = 3pi/4. [This term is closely
analogous to the W term in Eq. (B9)—the two have equiv-
alent operator forms upon taking a ↔ s in the band indices
for JLbb′ and JLbb′ .] One can show that this interaction has
scaling dimensions with respect to the C1S2 and C1S1 fixed
points of 1 + gρ− and 12 + gρ−, respectively, and is thus al-
ways relevant if the generic states are stable (i.e., if W is ir-
relevant). The resulting state is a some fully gapped C0S0
paramagnet with long-range period-4 VBS order. This is not
consistent with the DMRG data for 1.4 . J . 2.0 which
is (likely) gapless (see also Refs. [37, 73]) with power-law
decaying bond-energy correlations (however, Ref. [73] does
report a finite VBS-4 order parameter, and we cannot rule out
eventual small gaps). In Fig. 10, we show bond-energy texture
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data for J = 1.6, which is representative of the behavior in
this period-4 phase. Again, since this state is entered through
a strong first-order phase transition near J ' 1.3 (the DMRG
exhibits convergence difficulties for J ' 1.3 − 14), it is thus
not surprising that the realized period-4 phase is not naturally
accessible starting from the C1S1 theory. Finally, for J & 2.0,
the ground state is a conventional quasi-1D ferrimagnet con-
tinuously connected to that realized for J →∞ [37].
We conclude by remarking that the bond-energy textures in
the putative C1S1 phase itself (0.8 . J . 1.3) definitively ex-
hibit power-law decay; this can be gleaned from the Fourier-
space data in Figs. 3 and 8, and we have also performed a
complementary real-space analysis. Within this phase, there
is no VBS ordering tendency: For example, the L = 60 sys-
tem would be able to accommodate potential VBS states with
periods 4, 5, or 6, but for 0.8 . J . 1.3 the singular wave
vectors are incommensurate and fully tunable.
4. Comparison to results of Azaria et al. (Ref. [74])
Reference [74] described a c = 2 fixed point in a frustrated
three-leg spin ladder, and it is natural to explore the relation-
ship between this fixed point and our C1S1 phase. Ultimately,
however, our C1S1 state cannot be accessed in any meaningful
way from the ladder model discussed in Ref. [74]. Firstly, the
fixed point at the focus of Ref. [74] is accessed perturbatively
via weakly coupling three Heisenberg (Bethe) chains. This is
in sharp contrast to our results in which the underlying lattice
does not consist of three decoupled chains in any limit; more
generally, our C1S1 theory clearly cannot be accessed via
weakly coupled chains—one needs to start with incommen-
surate filling of multiple fermionic spinon bands. The fixed
point of Ref. [74], in contrast to the C1S1 phase, exhibits only
commensurate correlations. While it is in principle possible to
reach a phase with incommensurate wavevectors starting from
decoupled Heisenberg chains, in general such approaches re-
quire terms that manifestly break the SU(2) symmetry of the
Hamiltonian [75]. The intriguing point about our results is the
observation that a simple nearest-neighbor Heisenberg Hamil-
tonian that retains SU(2) symmetry harbors a phase at low
energies with incommensurate wavevectors obeying “Fermi-
like” sum rules. Furthermore, our C1S1 state is observed
over an extended region of parameter space and is thus a sta-
ble quantum phase. This means that all short-range interac-
tions that are allowed by symmetry are either irrelevant or
marginally irrelevant. This is markedly different from an un-
stable fixed point such as the one discussed in Ref. [74], where
gapless behavior requires relevant perturbations be fine-tuned
to zero.
Appendix C: Details of the VMC calculations and projected
wave functions
For our variational Monte Carlo calculations, we construct
a given trial wave function in the standard way by projecting
out doubly-occupied sites (“Gutzwiller projection”) from the
ground state of a free-fermion (mean-field) Hamiltonian. In
the case of the SBM, this procedure is particularly simple as
the mean-field Hamiltonian is a pure hopping model [16, 39]:
HMF = −
∑
i,j
tijf
†
iαfjα. (C1)
Here, the sum over spin indices α = ↑, ↓ is implied, Hermitic-
ity requires tij = t∗ji, and the on-site “chemical potential”
terms are given by the diagonal elements: tii ≡ µi. We
then diagonalize HMF, construct a spin-singlet free-fermion
Slater determinant |Ψ0({tij})〉 at half filling from the N↑ =
N↓ = Nsites/2 lowest-energy single-particle eigenstates of
HMF, and finally Gutzwiller project:
|ΨSBM({tij})〉 = PG|Ψ0({tij})〉. (C2)
The set of hopping amplitudes {tij} defining HMF thus con-
stitute the variational parameters of SBM trial states. These
are the “bare” Gutwiller states referred to in the main text.
They can be sampled efficiently using standard VMC tech-
niques [63, 64].
On the kagome strip, we take hopping strengths of t` = 1
for the nearest-neighbor leg bonds (orange bonds in Fig. 6)
and tc ∈ R for the nearest-neighbor cross bonds (blue bonds
in Fig. 6). Our choice of real values for t` and tc is justified
by the lack of time-reversal symmetry breaking in the DMRG
ground state (see Fig. 9). Since we are filling up the Fermi sea
“by hand” the overall chemical potential in HMF is arbitrary.
However, still maintaining leg-interchange symmetry between
the top and bottom legs, we can have different chemical po-
tentials for the sites on the outer legs (“top” and “bottom”) and
the “middle” chain; we set the former to zero and the latter to
µ. The ansatz thus contains two (real) variational parameters:
tc and µ. For a translationally invariant system, we have a
three-site unit cell and HMF can be diagonalized analytically
resulting in the following band energies as functions of mo-
mentum k along the x direction:
a(k) = −2t` cos(k), (C3)
±s (k) = −
1
2
(
µ− a(k)∓
√
[µ+ a(k)]2 + 16t2c [1 + cos(k)]
)
.
(C4)
These bands are shown in Fig. 2, where there we denote the
bottommost band −s (k) ≡ s(k). (We also show these dis-
persions again below in Fig. 11, where we discuss the pre-
cise state VMC state used in Fig. 4.) The corresponding wave
functions (with the basis states ordered as “top”, “middle”,
“bottom”) are given by
ψa(k) =
1√
2
 10
−1
 , (C5)
ψ±s (k) =
1√
2 + |α±(k)|2
 1α±(k)
1
 , (C6)
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whereα±(k) ≡ [a(k)−±s (k)]/[tc(1+eik)]. Therefore, band
“a” is antisymmetric under leg interchange, while both bands
“s” are symmetric. At µ = 0, the bottommost (symmetric)
band is completely filled, while the middle (antisymmetric)
band is exactly half filled; this state does not give rise to the
incommensurate structure observed in the DMRG. Hence, we
focus on the regime µ < 0 which produces two partially filled
1D bands (see Fig. 2 and Fig. 11 below). (For discussion of
our VMC setup with open boundary conditions, please see
Appendix B 2 above.)
The SBM states described above are model wave functions
for the C1S2 phase, while all along we have argued for a
C1S1 state as the ground state of the kagome strip Heisenberg
model. A natural question thus concerns how to faithfully
described the C1S1 phase via variational wave functions. Un-
fortunately, this appears to be nontrivial within the standard
paradigm of constructing trial states by applying Gutzwiller
projection to noninteracting mean-field states, but here we
describe our unsuccessful attempts at doing so. In our case,
again referring to the two active bands as simply s and a, we
want to gap out the spin mode only for only the symmetric
band s. A natural, potentially fruitful way to generalize the
simple SBM is to add BCS pairing to the mean-field hopping
Hamiltonian in Eq. (C2), HMF → HMF + ∆ˆ, and project the
mean-field ground state to Nparticles = N↑ + N↓ = Nsites
total particles before Gutzwiller projection. Working in mo-
mentum space, we could consider the following form for the
pairing term:
∆ˆ =
∑
k
[
∆sf
†
s,↑(k)f
†
s,↓(−k) + ∆af†a,↑(k)f†a,↓(−k) + H.c.
]
,
(C7)
where f†b,α(k) creates single-particle states given by the wave
functions in Eqs. (C5)–(C6). Then by taking ∆s 6= 0 and
∆a = 0 we can selectively gap out band s at the mean-field
level. However, doing so not only gaps out the corresponding
spin mode (by pinning θsσ), but it also disturbingly gaps out
the corresponding charge mode (by pinning ϕsρ).
To understand the latter, it is instructive to consider what
happens when one adds BCS spin-singlet pairing to a single
1D band of spin-1/2 fermions and projects the ground-state
wave function to N total particles (at some generic density).
In this case, one will arrive at a BCS wave function with fi-
nite superconducting order parameter (see, e.g., Ref. [63]),
regardless of the fact that the Mermin-Wagner theorem pro-
hibits such a ground state for a Hamiltonian that preserves
particle number. What is the fate of the system in terms of the
bosonized fields? The (singlet) superconducting pair operator
reads
f†R↑f
†
L↓ + f
†
L↑f
†
R↓ ∝ e−i
√
2ϕρ cos(
√
2θσ). (C8)
This operator would take on a finite expectation value in the
proposed wave function (in the sense of having finite two-
point Cooper pair correlation functions at long distances).
Hence, both θσ and ϕρ would be pinned. That is, we have
constructed some pathological C0S0 state where the spin sec-
tor is indeed gapped, but the charge sector is “soft” (gρ →∞
-π � π
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FIG. 11. Specific SBM trial state used for the VMC data in Fig. 4.
The boundary conditions in the x direction for the spinons are taken
to be antiperiodic; this produces a spin wave function with periodic
boundary conditions.
in fact), as opposed to a bona fide C1S0 Luttinger liquid with
finite gρ (i.e., a Luther-Emery liquid).
For the two-band situation on the kagome strip, at the mean
field level upon taking ∆s 6= 0 and ∆a = 0, we would there-
fore have pinned θsσ and ϕsρ fields. Gutzwiller projecting the
BCS wave function would then naturally simply pin the re-
maining charge mode θaρ, thereby leaving a C0S1 state with
c = 1. The scaling dimensions of the bond-energy and spin
operators with respect to this fixed point are listed in the last
row of Table I above. Insofar as representing C1S1, this C0S1
BCS wave function is thus arguably qualitatively worse than
the C1S2 SBM wave function itself. Most importantly, the
bond-energy at wave vector q< = 2kFs is short-ranged even
at the mean-field level (scaling dimension ∆ = ∞), whereas
this is actually the most prominent feature of the true C1S1
phase with its very slow power-law decay (∆ = gρ−/4).
Given this catastrophic qualitative discrepancy, we have not
pursued numerical calculations of such BCS wave functions,
and thus must leave robust wave-function modeling of C1S1
for future work.
Returning to the SBM wave functions, we show in Fig. 11
the exact VMC state used for the spin structure factor calcu-
lations in Fig. 4 (L = 32 PBC system with DMRG data taken
at at J = 0.9). Specifically, we choose tc = 1.0, µ = −2.4,
and antiperiodic boundary conditions for the spinons in the
x direction. This produces a state whose 2kF wave vectors
match the singular features in the DMRG data. Aside from
having the extra feature in the spin structure factors at wave
vectors q< = 2kFs (symmetric cases) and pi/2 (antisym-
metric case) as well as exhibiting a quantitatively weak fea-
ture (in momentum space) in the bond-energy at wave vector
q< = 2kFs, such VMC states capture the long-distance prop-
erties of the putative C1S1 phase reasonably well. (The rel-
atively prominent feature shown by the VMC state at wave
vector q< = 2kFs in the “middle-middle” structure factor
〈SMq · SM−q〉 is likely some nonuniversal property of the given
projected wave function; recall this feature will be eliminated
entirely in a true C1S1 state.)
Finally, we discuss the energetics of our simple SBM trial
states in the kagome strip Heisenberg model; for concreteness,
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FIG. 12. Energy landscape of SBM trial states versus tc and µ for
a L = 32 PBC system at J = 0.9. The point marked by · is the
energy-optimized state, while the point marked by × is the state
shown in Fig. 4 (see also Fig. 11).
we continue to focus on the point J = 0.9 as in Fig. 4. Within
this class of SBM states, the state at tc = 1.0, µ = −2.4
shown in Fig. 11 is not quite the energy-optimized VMC state.
However, the lowest-energy variational state is not far off at
tc = 0.9, µ = −0.5 [see Fig. 12 for the energy landscape
at J = 0.9 of our SBM trial states in the variational space
(tc, µ)]. This latter state has incorrect values of kFs and kFa
however (error ∼ 2pi/L). As for the energies themselves,
on the length L = 32 PBC system at J = 0.9, the DMRG
ground state has energy −39.8 (in units of the leg coupling
J`). On the other hand, the energy-optimized VMC state
(tc = 0.9, µ = −0.5) has energy −38.3, while the state cho-
sen for presentation (tc = 1.0, µ = −2.4) has energy −30.6
(this can be improved somewhat by tuning tc and µ at fixed
values of kFs and kFa, e.g., tc = 0.9, µ = −1.5 gives energy
−32.0). However, the latter is likely due to the state having
inaccuracies in its (nonuniversal) amplitudes and short-range
properties. It should be possible to improve this deficiency
by, for example, using the “improved Gutzwiller” wave func-
tions of Ref. [39]; these are essentially Gutzwiller-projected
fully gapless superconducting wave functions, although em-
pirically even they only have tunable amplitudes with fixed
Luttinger parameter gρ− = 1. Even more importantly, recall
that such SBM trial states are not even in the correct quantum
phase (C1S2 instead of putative C1S1), so extremely accurate
energetics should not be anticipated.
We emphasize again that the VMC wave functions are
mainly meant to serve as a numerical representation/cross-
check of the analytic parent C1S2 theory, as opposed to being
quantitatively accurate trial states to describe all (including
short-distance) properties of the DMRG data. Still, our
simple VMC states do reasonably well qualitatively, even
semiquantitatively, with regards to those universal features
shared between C1S2 and C1S1.
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