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Abstract
In this study, an alternative theorem for the subconvexlike mapping in topological vector space
is established. With this alternative theorem as an aid, the generalized Fritz John conditions and the
generalized Kuhn–Tucker conditions in terms of Gâteaux derivatives of multiobjective programming
problem in the ordered topological vector space are given.
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1. Introduction
What optimality conditions the solution of multiobjective programming problem needs
to satisfy is a fundamental topic in the study of multiobjective programming theory. For
the case of a finite dimensional Euclidean space or Banach space or to a locally convex
topological vector space, some authors have put forth successively the corresponding op-
timality conditions for the problem [1–7]. This paper deals with the case of the ordered
topological vector space. Based upon the alternative theorem relevant to the subconvexlike
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of multiobjective programming problem in the ordered topological vector space are given.
Thus, the generalized Kuhn–Tucker necessary conditions are obtained with the additional
constraint mapping to fulfill the generalized Slater’s constraint qualification.
Let X , Y , and Z be the topological vector spaces, let K ⊂ Y and K1 ⊂ Z be two
nontrivial pointed closed convex cones, the orders in Y and Z determined by cones K
and K1, respectively. Consider multiobjective programming problem in topological vector
space:
(TMP) T −minf (x) s.t. − g(x) ∈K1,
where f :X → Y and g :X → Z are objective mapping and constraint mapping, respec-
tively. Denote the constraint set of (TMP):
X = {x ∈ X | −g(x) ∈K1}. (1.1)
Definition 1.1. Let X ⊂X be a nonempty set, let f :X → Y be a mapping and intK = ∅.
(1) A point x˜ ∈X is called a K-efficient solution of (TMP) if there exists no x ∈X such
that
f (x˜)− f (x) ∈K \ {0}.
(2) A point x˜ ∈X is called a weakly K-efficient solution of (TMP) if there exists no x ∈X
such that
f (x˜)− f (x) ∈ intK.
The K-efficient solution set and the weakly K-efficient solution set of (TMP) are denoted
by E(f,X)K and EW(f,X)K , respectively.
In Section 2 of this paper two useful lemmas are established, the one of which called
the alternative theorem plays a key role for getting the final results. In Section 3 the several
generalized Fritz John necessary conditions that must be satisfied by the weaklyK-efficient
solution of (TMP) are given and proved. In Section 4 the generalized Slater’s constraint
qualification is introduced and several generalized Kuhn–Tucker necessary conditions of
(TMP) are thus obtained.
2. Two lemmas
Let W be a topological vector space, let W∗ be its conjugate space, and let Q⊂W be
a convex cone with intQ = ∅. Then the set
Q∗ = {q∗ ∈W∗ | 〈q∗, q〉 0, ∀q ∈Q} (2.1)
is the conjugate cone of Q, where 〈q∗, q〉 is the value of linear functional q∗ at q .
Lemma 2.1. Let Q∗ be the conjugate cone of Q.
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(2) If q∗ ∈ intQ∗, q ∈Q \ {0}, then 〈q∗, q〉> 0.
Proof. Based upon (2.1) it is easy to prove (1) and (2). ✷
Definition 2.1. Let S ⊂X be a nonempty set, let Q⊂W be a convex cone with intQ = ∅,
and let ϕ :S→W be a mapping.
(1) Let S be a convex set, ϕ is called Q-subconvex on S if there exists v ∈ intQ and for
any λ ∈ (0,1) and ε > 0,
εv + λϕ(x1)+ (1− λ)ϕ(x2)− ϕ(λx1 + (1− λ)x2) ∈Q, ∀x1, x2 ∈ S.
(2) ϕ is called Q-subconvexlike on S if there exists v ∈ intQ, and for any λ ∈ (0,1),
x1, x2 ∈ S, and ε > 0, there exists u ∈ S such that
εv + λϕ(x1)+ (1− λ)ϕ(x2)− ϕ(u) ∈Q.
It is evident that, for ϕ on S,
Q-subconvex ⇒ Q-subconvexlike.
Definition 2.2. Let S ⊂X be a nonempty set,W1 andW2 be the topological vector spaces,
let ϕ1 :S→W1 and ϕ2 :S→W2 be the mappings, and
ϕ(x)= (ϕ1(x),ϕ2(x)), ∀x ∈ S, (2.2)
and let Q1 ⊂W1 and Q2 ⊂W2 be convex cones with nonempty interior. The mapping pair
(ϕ1, ϕ2) is called (Q1 ×Q2)-subconvexlike on S if ϕ is (Q1 ×Q2)-subconvexlike on S.
Now, an alternative theorem for the subconvexlike mapping is given in the topological
vector space, which is a generalization of that in [8].
Lemma 2.2. Let S ⊂X be a nonempty set, letW be a Hausdorff topological vector space,
let Q ∈W be a convex cone with intQ = ∅, and let Q∗ be the conjugate cone of Q. If
ϕ :S →W is a Q-subconvexlike mapping, then the following two conclusions have one
and only one hold:
∃x¯ ∈ S such that ϕ(x¯) ∈ intQ, (2.3)
∃q∗ ∈Q∗ \ {0} such that 〈q∗, ϕ(x)〉 0, ∀x ∈ S. (2.4)
Proof. If (2.3) holds, then there exists x¯ ∈ S and −ϕ(x¯) ∈ intQ. Thus, according to
Lemma 2.1(1), for any q∗ ∈Q∗ \ {0}, we have 〈q∗,−ϕ(x¯)〉 > 0, i.e., there exists x¯ ∈ S,
〈q∗, ϕ(x¯)〉< 0 for any q∗ ∈Q∗ \ {0}, which means that (2.4) does not hold.
Now suppose (2.3) does not hold; there does not exist x ∈ S such that ϕ(x) ∈ − intQ,
hence
−ϕ(S)∩ intQ = ∅.
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−ϕ(S)∩ (intQ+ intQ)= ∅ or [−ϕ(S)− intQ] ∩ intQ= ∅. Let
D =−ϕ(S)− intQ; (2.5)
then
D ∩ intQ= ∅. (2.6)
From [8] we have known that D is a convex set. By (2.6) according to separation theorem
of convex set, there exists q∗ ∈Q∗ \ {0} such that
〈q∗, d〉 0 < 〈q∗, q〉, ∀d ∈D, ∀q ∈ intQ.
Consider the left side of the above formula, for d ∈D and (2.5),〈
q∗,−ϕ(x)− q〉 0, ∀x ∈ S, ∀q ∈ intQ.
Let q → 0; we have〈
q∗, ϕ(x)
〉
 0, ∀x ∈ S,
thereby (2.4) holds. ✷
3. Generalized Fritz John condition
First, we introduce Gâteaux derivative of mapping.
Definition 3.1. Let x˜ ∈ X , let W be a topological vector space, and let ϕ :X →W be a
mapping. ϕ is called Gâteaux differentiable at x˜ if for any x ∈ X , there exists limit
ϕ′x˜ (x)= lim
t→0
ϕ(x˜ + tx)− ϕ(x˜)
t
. (3.1)
Mapping ϕ′
x˜
:x→ ϕ′
x˜
(x) is called Gâteaux derivative of ϕ at x˜.
From (3.1), it is easy to know that
ϕ′x˜ (0)= 0 (3.2)
and
ϕ′x˜ (αx)= αϕ′x˜ (x) (3.3)
for any real number α.
Lemma 3.1. Let Q ⊂W be a closed convex cone with intQ = ∅ and let ϕ :X →W be
Gâteaux differentiable at x˜ ∈ X . If ϕ is Q-subconvex on X , then ϕ′
x˜
is also Q-subconvex
on X .
Proof. Since ϕ is Q-subconvex on X , according to Definition 2.1(1), there exists v ∈ intQ
for any x1, x2 ∈ X , λ ∈ (0,1) and for any ε > 0, t > 0.
εtv + λϕ(x˜ + tx1)+ (1− λ)ϕ(x˜ + tx2)− ϕ(λ(x˜ + tx1)+ (1− λ)(x˜ + tx2)) ∈Q.
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εv + λϕ(x˜ + tx
1)− ϕ(x˜)
t
+ (1− λ)ϕ(x˜ + tx
2)− ϕ(x˜)
t
− ϕ(x˜ + t (λx
1 + (1− λ)x2))− ϕ(x˜)
t
∈Q.
Let t → 0, notice Q is closed. We get
εv + λϕ′x˜ (x1)+ (1− λ)ϕ′x˜ (x2)− ϕ′x˜
(
λx1 + (1− λ)x2) ∈Q.
Therefore, ϕ′
x˜
is Q-subconvex on X . ✷
Below assume that Y and Z are Hausdorff topological vector spaces, Y∗ and Z∗ are
their conjugate spaces, respectively. Let K ⊂ Y and K1 ⊂Z be two pointed closed convex
cones with nonempty interior, K∗ and K∗1 are K and K1 ’s conjugate cones, respectively.
Theorem 3.1. Let X ∈ X be a nonempty set determined by (1.1), let f :X → Y and
g :X → Z be Gâteaux differentiable at x˜ ∈X, and let (f, g) be (K ×K1)-subconvexlike
on X . If x˜ ∈Ew(f,X)K , then there exist w˜ ∈ Y and λ˜ ∈Z∗ such that{ 〈w˜, f ′
x˜
(x)〉 + 〈λ˜, g′
x˜
(x)〉 = 0, ∀x ∈ X ,
〈λ˜, g(x˜)〉 = 0, w˜ ∈K∗, λ˜ ∈K∗1 , (w˜T , λ˜T )T = 0.
(3.4)
Proof. Let
ϕ(x)= (f (x)− (x˜), g(x)), x ∈X . (3.5)
First, since x˜ ∈ Ew(f,X)K , it is obvious that there exists no x ∈ X such that ϕ(x) ∈
− int(K ×K1). From (f, g) is (K ×K1)-subconvexlike on X and (3.5), ϕ is (K ×K1)-
subconvexlike on X . Thus, by the above results in virtue of Lemma 2.2, there exists
q∗ ∈ (K∗ ×K∗1 ) \ {0} such that〈
q∗, ϕ(x)
〉
 0, ∀x ∈X . (3.6)
Let q∗ = (w˜T , λ˜T )T (w˜ ∈K∗, λ˜ ∈K∗1 ), substitute it and (3.5) into (3.6). We have〈
(w˜T , λ˜T ),
(
f (x)− f (x˜), g(x))〉 0, ∀x ∈X ,
therefore〈
w˜, f (x)
〉− 〈w˜, f (x˜)〉+ 〈λ˜, g(x)〉 0, ∀x ∈X . (3.7)
Taking x = x˜ in the above formula,〈
λ˜, g(x˜)
〉
 0.
And for λ ∈K∗1 and −g(x˜) ∈K1, by (2.1), 〈λ˜, g(x˜)〉 0. Hence〈
λ˜, g(x˜)
〉= 0. (3.8)
From (3.7) and (3.8) we get〈
w˜, f (x)− f (x˜)〉+ 〈λ˜, g(x)− g(x˜)〉 0, ∀x ∈X .
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w˜,
f (x˜ + tx)− f (x˜)
t
〉
+
〈
λ˜,
g(x˜ + tx)− g(x˜)
t
〉
 0.
Let t → 0; we get〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉 0, ∀x ∈ X .
From (3.3), we infer that〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉 0, ∀x ∈ X .
Therefore〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉= 0, ∀x ∈X .
The proof is complete. ✷
Corollary 3.2. Under the same conditions as Theorem 3.1, if (f, g) is (K×K1)-subconvex
on X and x˜ ∈Ew(f,X)K , then there exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that (3.4) holds.
Proof. By Definition 2.1 and Definition 2.2, (f, g) is (K×K1)-subconvex and (K×K1)-
subconvexlike on X . Therefore, the result is immediate from Theorem 3.1. ✷
Theorem 3.3. Let X ⊂ X be a nonempty set determined by (1.1), let f :X → Y and
g :X →Z be Gâteaux differentiable at x˜ ∈X, and let (f ′
x˜
, g′
x˜
) be (K×K1)-subconvexlike
on X . If x˜ ∈Ew(f,X)K , then there exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that (3.4) holds.
Proof. Let
ψ(x)= (f ′x˜ (x), g′x˜ (x)+ g(x˜)), x ∈ X . (3.9)
First, we will prove that there does not exist x ∈ X such that ψ(x) ∈ − int(K × K1).
Suppose on the contrary that there is x¯ ∈ X , ψ(x¯) = (f ′
x˜
(x¯), g′
x˜
(x¯)+ g(x˜)) ∈ − int(K ×
K1); then
f ′x˜ (x¯) ∈− intK (3.10)
and
g′x˜ (x¯)+ g(x˜) ∈− intK1. (3.11)
From (3.11) and Definition 3.1, we have
lim
t→0
g(x˜ + t x¯)− g(x˜)
t
+ g(x˜) ∈− intK1.
Thus, there exists t1 > 0, when 0 < |t|< t1 we have
g(x˜ + t x¯)− g(x˜)
t
+ g(x˜) ∈ − intK1.
Taking t ∈ (0, t1) (t1 < 1), since K1 is a cone, from the above formula we can get
(1− t)g(x˜)− g(x˜ + t x¯) ∈ intK1. (3.12)
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t ∈ (0,1) and K is a cone,
−(1− t)g(x˜) ∈K1.
Add the above formula to (3.12) and notice K1 is a convex cone, then
−g(x˜ + t x¯) ∈ intK1 +K1 ⊂K1,
and therefore x˜ + t x¯ ∈X from (1.1). Since x˜ ∈Ew(f,X)K , by Definition 1.1(2),
f (x˜)− f (x˜ + t x¯) /∈ intK. (3.13)
Furthermore, according to (3.10) and Definition 3.1,
lim
t→0
f (x˜ + t x¯)− f (x˜)
t
∈ − intK,
thereby there exists t2 > 0, such that for any t ∈ (0, t2) we have
f (x˜ + t x¯)− f (x˜)
t
∈− intK.
As K is a cone,
f (x˜)− f (x˜ + t x¯) ∈ intK,
which contradicts (3.13).
From (f ′
x˜
, g′
x˜
) is (K×K1)-subconvexlike onX and (3.9),ψ is (K×K1)-subconvexlike
on X . Thereupon, using Lemma 2.2, there exists q∗ ∈ (K∗ ×K∗1 ) \ {0} such that〈
q∗,ψ(x)
〉
 0, ∀x ∈ X . (3.14)
Let q∗ = (w˜T , λ˜T )T (w˜ ∈K∗, λ˜ ∈K∗1 ), then from (3.9) and (3.14) we have〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉+ 〈λ˜, g(x˜)〉 0, ∀x ∈ X . (3.15)
Taking x = 0 in the above formula, by (3.2) we have f ′
x˜
(0)= g′
x˜
(0)= 0, therefore〈
λ˜, g(x˜)
〉
 0.
And for λ˜ ∈K∗1 and −g(x˜) ∈K1, by (2.l), 〈λ˜, g(x˜)〉 0, hence〈
λ˜, g(x˜)
〉= 0. (3.16)
From (3.15) and (3.16) we get〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉 0, ∀x ∈ X .
By the above formula and (3.3), we infer that〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉 0, ∀x ∈ X .
Therefore〈
w˜, f ′x˜ (x)
〉+ 〈λ˜, g′x˜ (x)〉= 0, ∀x ∈X .
The proof is complete. ✷
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x˜
, g′
x˜
) is (K × K1)-
subconvex on X and x˜ ∈Ew(f,X)K , then there exist w˜ ∈ Y∗ and λ˜ ∈ Z∗ such that (3.4)
holds.
Proof. By Definition 2.1 and Definition 2.2, (f ′
x˜
, g′
x˜
) is (K × K1)-subconvex and (K ×
K1)-subconvexlike on X . Therefore, the result is immediate from Theorem 3.3. ✷
Corollary 3.5. Under the same conditions as Theorem 3.3, if f ′
x˜
is K-convex and g′
x˜
is
K1-convex on X and x˜ ∈ Ew(f,X)K , then there exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that (3.4)
holds.
Proof. It is immediate from Corollary 3.4. ✷
4. Generalized Kuhn–Tucker condition
We introduce generalized Slater constraint qualification of the constraint mapping as
follows.
Definition 4.1. Let g :X →Z be a mapping, let K1 ⊂Z be a pointed closed convex cone
with intK1 = ∅, and let X ⊂ X be nonempty set determined by (1.1). g(x) is called to
satisfy generalized Slater constraint qualification if there exists x¯ ∈X such that −g(x¯) ∈
intK1.
Now, we establish and prove the generalized Kuhn–Tucker condition of (TMP).
Theorem 4.1. Let X ⊂ X be nonempty set determined by (1.1), let f :X → Y and g:
X → Z be Gâteaux differentiable at x˜ ∈ X, (f, g) be (K × K1)-subconvexlike on X .
If x˜ ∈ Ew(f,X)K and g(x) satisfy generalized Slater constraint qualification, then there
exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that{ 〈w˜, f ′
x˜
(x)〉 + 〈λ˜, g′
x˜
(x)〉 = 0, ∀x ∈ X ,
〈λ˜, g(x˜)〉 = 0, w˜ ∈K∗ \ {0}, λ˜ ∈K∗1 .
(4.1)
Proof. By Theorem 3.1, there exist w˜ ∈ Y∗ and λ˜ ∈ Z∗ such that (3.4) holds. Hence, we
need only to show w˜ = 0. From the proof of Theorem 3.1 , we have obtained〈
w˜, f (x)
〉− 〈w˜, f (x˜)〉+ 〈λ˜, g(x)〉 0, ∀x ∈X .
Now assume to the contrary that w˜ = 0; then λ˜ ∈K∗1 \ {0} and〈
λ˜, g(x)
〉
 0, ∀x ∈X . (4.2)
As g(x) satisfies generalized Slater constraint qualification, there exists x¯ ∈ X such that
−g(x¯) ∈ intK1, 〈λ˜, g(x¯)〉< 0, which contradicts (4.2). Therefore, w˜ ∈K∗1 \ {0}. ✷
The following corollary is immediate from Corollary 3.2.
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on X , x˜ ∈ Ew(f,X)K and g(x) satisfy generalized Slater constraint qualification, then
there exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that (4.1) holds.
Theorem 4.3. Let X ⊂ X be nonempty set determined by (1.1), let f :X → Y and g:
X → Z be Gâteaux differentiable at x˜ ∈ X, and let (f ′
x˜
, g′
x˜
) be (K ×K1)-subconvexlike
on X . If x˜ ∈Ew(f,X)K , g is K1-subconvex on X and satisfy generalized Slater constraint
qualification, then there exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that (4.1) holds.
Proof. By Theorem 3.3, we need only to show that w˜ = 0. Assume that w˜ = 0; then
λ˜ ∈K∗1 \ {0} and〈
λ˜, g′x˜ (x)
〉= 0, ∀x ∈ X . (4.3)
As g(x) satisfies generalized Slater constraint qualification, there exists x¯ ∈ X such that
−g(x¯) ∈ intK1, hence〈
λ˜, g(x¯)
〉
< 0. (4.4)
Furthermore, since g is K1-subconvex on X , according to Definition 2.1(1), there exists
v ∈ intK1 for any ε > 0 and t ∈ (0,1),
εtv + tg(x¯)+ (1− t)g(x˜)− g(t x¯ + (1− t)x˜) ∈K1,
therefore
εv + g(x¯)− g(x˜)− g(x˜ + t (x¯ − x˜))− g(x˜)
t
∈K1.
Let t → 0; we get
εv + g(x¯)− g(x˜)− g′x˜ (x¯ − x˜) ∈K1,
hence we have
ε〈λ˜, v〉 + 〈λ˜, g(x¯)〉− 〈λ˜, g(x˜)〉− 〈λ˜, g′x˜ (x¯ − x˜)〉 0.
From (3.16), (4.3), and the above formula we get
ε〈λ˜, v〉 + 〈λ˜, g(x¯)〉 0.
Since ε is arbitrary, we infer that〈
λ˜, g(x¯)
〉
 0,
which contradicts (4.4). ✷
The following corollary is immediate from Corollary 3.4 and Lemma 3.1.
Corollary 4.4. Under the same conditions as Theorem 4.3, if (f ′
x˜
, g) is (K × K1)-
subconvex on X , x˜ ∈ Ew(f,X)K and g(x) satisfy generalized Slater constraint qualifi-
cation, then there exist w˜ ∈ Y∗ and λ˜ ∈Z∗ such that (4.1) holds.
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