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Abstract 
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1. Úvod 
 
Práce nese název „Automatické rozpoznávání logopedických vad v řečovém pro-
jevu“ a navazuje na bakalářskou práci. Cílem je nyní rozšířit znalosti z dané problemati-
ky, a přitom zúročit již získané dovednosti, nastudovat nové metody vhodné k 
parametrizaci řeči a použít je k automatickému rozpoznávání logopedických vad za pou-
žití nejrůznějších metod rozpoznávání řeči. 
Znalosti a výstup této práce by mohly najít využití ve dvou, navzájem si blízkých 
projektech. Prvním z nich je idea interaktivního programu pro osoby postižené logope-
dickou vadou, která by jim pomáhala zbavit se dané vady. Osoba, nejčastěji asi dítě, by 
mohla mluvit do mikrofonu a daný signál by byl přenášen do osobního počítače, který by 
měla doma. Zde by byl signál následně zpracován programem, který by určil, zda dítě 
řeklo slovo zatížené logopedickou vadou, či nikoliv a dle toho interaktivně reagovalo na 
danou situaci. Buďto nějakou formou odměny za správnou promluvu nebo v opačném 
případě by jej povzbudilo k novému pokusu a poučilo jej, kde asi vzniká problém a jak 
by se jej mělo snažit odstranit. Takovýto program by velmi ulehčil práci nejen logope-
dům, ale hlavně pacientům, kteří by nebyli stresováni přítomností cizího prostředí, ordi-
nací logopeda. Měli by zázemí vlastního domova a především by mohli mnohem 
intenzivněji pracovat na svém problému, než jak je tomu dnes obvyklé při běžných ná-
vštěvách logopeda apod. Ten jim nemůže věnovat tolik času, kolik by bylo vhodné. Od-
borné návštěvy u logopeda by samozřejmě přetrvávaly stále, nicméně pacient by 
intenzivně na své vadě pracoval i doma a šance na jeho úplné uzdravení by se značně 
zvýšila. 
Druhý projekt si klade za cíl vytvořit program pro praktické lékaře a především te-
dy pediatry, kterým by poskytnul mocný nástroj k rozpoznávání logopedických vad. Tré-
nované ucho logopeda dokáže často bez jakýchkoliv potíží rozeznat logopedickou vadu 
i v počátcích jejího vzniku, nicméně u dětských lékařů, kteří nejsou odborníky z oboru 
logopedie, by to mohlo znamenat problém. Tudíž mohlo by se stát a často se také stá-
vá, že dítě projde ordinací dětského lékaře, aniž by u něj byla zpozorována vada řeči, 
kterou má a problém se zanedbá. Zde nastává největší potíž - že se vada v pozdějším 
věku již velmi těžko odstraňuje. Tudíž velmi důležitá je prevence a hlavně časné odchy-
cení problému a odeslání dítěte k odbornému lékaři, logopedovi. Čím dříve se vada za-
čne léčit, tím má pacient větší šanci na úplné uzdravení. A proto by takový program, 
který by měli dětští lékaři v ordinaci na osobním počítači, pomohl rozšířit jejich pole pů-
sobnosti a dovedností a rozpoznat logopedickou vadu u dítěte, když by pro netrénované 
ucho pediatra mohla být neslyšitelná a uspíšit tak celý proces její nápravy a zlepšit šanci 
na uzdravení. 
V rámci grantového projektu na dané problematice spolupracovali Ing. Hicham 
Atassi, Bc. Milan Pešek a autor této práce Bc. Lubomír Dušil. Každý řešil svoji samo-
statnou část. Projekt byl realizován v programu Matlab, který poskytuje nejvhodnější 
zázemí pro zkoumání dané problematiky. Byla realizována spolupráce s odborníky 
z logopedie a fonetiky, kteří pomohli lépe proniknout do dané problematiky a zlepšit šan-
ce na dobré výsledky. 
 
 
 
 10 
2. Logopedie 
 
Řeč, jakožto specificky lidská schopnost, není člověku vrozena, nýbrž se ji musí 
učit. Novorozenec si přináší na svět vrozenou dispozici naučit se řeči, ale bez řečového 
kontaktu s mluvícím okolím by se tato vrozená schopnost dále nerozvinula – člověk by 
nemluvil. Člověk si osvojuje mluvenou řeč jako prostředek k mezilidskému dorozumívá-
ní. 
Vývoj řeči probíhá souběžně s vyzráváním vyšší nervové činnosti a je vázána na 
vývojově vyšší oblasti šedé kůry mozku, na určité funkční oblasti dominantní hemisféry. 
Ty pracují v dynamickém sepětí s nižšími mozkovými útvary. Zmíněné oblasti na domi-
nantní hemisféře se označují za centra řeči. Jestliže jsou tato místa  z nějakého důvodu 
poškozena, dochází u pacienta k poruchám nebo až k úplné ztrátě řeči. Vývoj řeči je 
podmíněný genetickými schopnostmi, ale také sociálními a zdravotními podmínkami.  
Nutným předpokladem řeči, která je ve své podstatě hybným aktem, je slyšení. 
Řeč jako produkt vyšší nervové činnosti se u člověka vytváří složitým procesem ze 
schopnosti slyšení. 
Ve fyziologii řečově komunikačního procesu rozlišujeme složku dostředivou, tzv. 
receptivní, centrální a odstředivou neboli expresivní. Dostředivá složka se vztahuje ke 
schopnosti zpracovat, interpretovat a rozumět mluvenému jazyku, je reprezentována 
v mluvené řeči analyzátorem sluchovým a v řeči psané analyzátorem zrakovým. Infor-
mace zde zachycené a přijaté, určitým způsobem zpracované, jsou dále analyzovány a 
zpracovávány v centrální části, v nejvyšších oddílech centrálního nervového systému a 
ve složce odstředivé, v její části, výkonných orgánech, pak dochází k realizaci řeči mlu-
vené nebo psané. Výkonnými orgány mluvené řeči jsou mluvidla, tj. orgány, které tvoří 
hlas a artikulaci. 
Posuzování řeči musí být individuální, i když v rámci určitých vývojových norem, 
úprava poruch a vad výslovnosti je pro každého jedince specificky volena, aby postiho-
vala jeho vývojová specifika. Úprava vadné výslovnosti u adolescentů a dospělých vy-
žaduje speciální metodické postupy. Je časově náročnější, protože se jedná o změnu 
pevných artikulačních stereotypů. 
 
Nejrozšířenější a nejčastěji se vyskytující porucha komunikačních schopností je 
dyslalie. 
Dyslalie /neboli patlavost/ je porucha artikulace, kdy je narušena výslovnost jedné 
hlásky nebo skupiny hlásek rodného jazyka, ostatní hlásky jsou vyslovovány správně 
podle příslušných jazykových norem. 
S přibývajícím věkem výskyt nesprávné výslovnosti klesá (nejprudší pokles je 
uváděn ve věku 5 – 9 let). Příčinou je jednak vliv procesu dozrávání jedince, výuka čte-
ní, psaní(při níž si uvědomí různorodost hlásky a identifikuje grafémy s fonémy). [18] 
Z hlediska pohlaví se dyslalie častěji vyskytuje u chlapců. Poměr výskytu u chlap-
ců a dívek je asi 60% ku 40% [18]. 
Příčiny dyslalie jsou rozděleny podle toho, zda je funkční nebo organicky podmí-
něná. 
Dyslalie funkční (nebo funkcionální) -mluvidla jsou bez poruchy. 
Rozeznává se typ motorický a senzorický: 
- motorický jako důsledek celkové neobratnosti i neobratnosti mluvidel, 
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- senzorický, kdy je nesprávné vnímání i diferenciace mluvních zvuků. Je to vývo-
jový nedostatek pohybové a sluchové diferenciace. 
Dyslalie organická je způsobena nedostatky a změnami na mluvních orgánech, 
též jako následek porušení sluchových drah, poruchami CNS. 
 
Mezi nejčastější příčiny patří vlivy [18]: 
- dědičnost  
- vliv prostředí - nesprávný řečový vzor chyby ve výchovném přístupu, bilingvální   
                         prostředí  
- poruchy zrakového a sluchového vnímání 
- poškození dostředivých a odstředivých drah  
- poškození centrální části  
- anatomické úchylky mluvidel  
 
 Klasifikace z vývojového hlediska: 
 V ontogenetickém vývoji dětské řeči se výslovnost postupně zdokonaluje sou-
běžně s dozráváním struktur CNS, a to od nejranějších etap mluvního vývoje až po úpl-
nou artikulační zralost /do věku 6 až 7 let/. 
 Rozlišujeme dyslalii: 
  fyziologickou - vývojovou, která je do sedmi let věku dítěte přirozeným 
mluvním projevem 
  patologickou - kdy dítě z mnoha příčin není schopné osvojit si tvoření ně-
kterých hlásek či jejich skupin. 
 
Klasifikace podle etiologie: 
 Etiologická klasifikace třídí dyslalii na: 
  Funkční - vzniká u jedinců s nedostatečnou vjemovou (senzorickou) nebo 
motorickou schopností. 
  Organická - vzniká důsledkem narušení dostředivých a odstředivých drah, 
při narušení centra řeči, dále při anatomických a inervačních odchylkách mluvidel.Také 
poruchy sluchu mohou podstatně ovlivnit vývoj výslovnosti. 
 
Klasifikace podle místa poškození [18]: 
 Podle místa poškození rozlišujeme: 
  - akustickou - odchylná výslovnost při vadách a poruchách sluchu 
  - centrální - vadná výslovnost při poruchách CNS 
  - dentální - vadná výslovnost při anomáliích zubů 
  - labiální - vadná výslovnost při defektech rtů 
  - palatální - vadná výslovnost při anomáliích patra 
  - lingvální - vadná výslovnost při anomáliích jazyka. 
 
Klasifikace podle kontextu: 
  - hláskovou - týká se izolovaných hlásek 
  - slabikovou - dochází k disimilaci 
  - slovní - dítě vynechává slabiky ve slově, neboje přesmykuje. 
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Klasifikace podle rozsahu: 
  - dyslalie levis - při níž je jen několik vadných hlásek. 
  - dyslalie multiplex - při které je rozsah vadných hlásek větší, řeč je ale sro- 
                       zumitelná. 
 
Další dělení : 
  Nekonstantní - hláska není vždy tvořena nefyziologicky, vadně,  
                                              v některých spojeních je tvořena správně. 
  Nekonsekventní - hláska je tvořena vadně, ale vždy jiným způsobem.  
 
Vyvozování jednotlivých hlásek [19]: 
Fonetický rozbor artikulace jednotlivých hlásek ukazuje jak pracují jednotlivé části 
mluvních orgánů - zjišťuje funkci hlasivek při tvoření hlásek, postavení rtů, vzdálenosti 
čelisti (čelistní úhel), účast zubů a tvrdého patra ve styku s různě postaveným jazykem, 
činnost měkkého patra. 
Při artikulaci vzniká řada různých zvuků, které se liší svou akustickou podstatou, 
podle níž je pak navzájem rozlišujeme. Mají totiž různé trvání (kvantitu) a různou „barvu“ 
(kvalitu). Podobně je tomu i u souhlásek. 
Při rozboru zvukové struktury konkrétního jazyka se tu fonetika stýká s fonologií. 
Zvuky lidské řeči se tvoří mluvními orgány, k nimž patří: [19] 
a) ústrojí respirační (dýchací) 
b) ústrojí fonační (hlasové) 
c) ústrojí modifikační (upravující, artikulační, hláskotvorné). 
 
ad a) Užití orgánů respiračních pro mluvení je funkcí sekundární, primární funkce 
těchto orgánů je dýchání. Sekundární funkcí dýchacích orgánů se musí každý učit, dítě 
se učí mluvit a musí se také učit způsobu dýchání při řeči. 
ad b) Ústrojí fonační: Výdechový proud prochází průdušnicí do hrtanu, kde jsou ulo-
ženy hlasivky. Výdechový proud může procházet rozevřenými hlasivkami, hlasivky se 
nerozkmitají, nevzniká hlas (při artikulaci neznělých souhlásek), nebo se hlasivky přiblíží 
a rozkmitají, vzniká hlas.Tak se tvoří samohlásky a souhlásky znělé. 
V nadhrtanových dutinách vzniká charakteristický zvuk jednotlivých hlásek, hlasové 
zabarvení, témbr. Hlas vzniká činností hlasivek a také resonancí vyvolanou v dutinách 
nadhrtanových. 
ad c) V modifikačním ústrojí, v rezonančních dutinách nad hrtanem, dochází 
k hlavnímu rozlišení zvuků řeči. Hlasivkový tón u samohlásek a znělých souhlásek, nebo 
pouhý výdechový proud u neznělých souhlásek nabývá charakteru hlásek. Změnami 
v postavení dolní čelisti, rtů, jazyka, měkkého patra se mění velikost objemu rezonanč-
ních dutin. 
Souhře činnosti jednotlivých mluvních orgánů při tvoření zvuků určitého jazykového 
systému se říká artikulace (článkování) hlásek. Funguje-li některý z mluvních orgánů 
jinak, než je obvyklé v systému daného jazyka, mluví se o artikulaci vadné. Pojem vadné 
artikulace je tedy do jisté míry relativní. Co se pokládá za vadnou artikulaci v jazyce jed-
nom, nemusí být vadou v artikulaci jazyka druhého. 
 
Dělení hlásek: [19] 
Hlásky se dělí na samohlásky (vokály) a souhlásky (konsonanty). 
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Hlavní rozdíly mezi nimi: 
- artikulační: při samohláskách prochází výdechový proud rezonančními dutinami 
volně, při některých samohláskách více, při některých méně. Při souhláskách musí pře-
konávat nějakou překážku. Při samohláskách jsou ústa více nebo méně otevřena, při 
souhláskách přivřena nebo zavřena. 
- akustické: tento rozdíl vyplývá ze způsobu artikulace. Je-li dutina ústní volná, mají 
rezonance v ní vznikající ráz tónů, překonává-li výdechový proud na své cestě nějakou 
překážku, vznikají výbuchové nebo třecí šumy. Z akustického hlediska je charakteristic-
ký rys vokálů tónovost, konsonantů šumovost. Někdy je při artikulaci zapojena rezonan-
ce dutiny nosní, vznikají hlásky nosové – v češtině [m], [n], [ň]. 
    
Samohlásky (vokály) [a], [o], [u], [e], [i], [á], [é], [í], [ó], [ú] jsou čisté tóny. Při tvo-
ření se od sebe liší velikostí čelistního úhlu, polohou jazyka a délkou tvoření zvuku. 
Vady : nejčastěji nastává záměna hlásek [a] za [e], nebo [o] za [a]. Úplná deformace 
všech samohlásek je vzácností. 
Dvojhlásky (diftongy)  - [au], [ou], [eu] těsné spojení dvou samohlásek v jedné 
slabice.  
Vady : nejčastěji nastává propuštěním jedné samohlásky ve slabice  
Souhlásky (konsonanty) - českých souhlásek je 25 (a k nim musíme připočítat 
ještě 6 variant „ráz“. 
 
České souhlásky se dělí: 
- podle způsobu artikulace: 
- závěrové (okluzívy) 
 - výbuchové (explozívy) 
 - úžinové (konstriktivy) 
 - třené (frikativy) 
 - polozávěrové(semiokluzívy) 
 - polotřené (afrikáty) 
-podle místa artikulace se souhlásky dělí : 
 - obouretné (bilabiální),tvořené oběma rty: [p], [b], [m] 
 - retozubné (labiodentální) tvořené překážkou, kterou vytvořil spodní ret a 
horní řezáky : [f], [v] 
 - dásňové (alveolární) vznikají překážkou, kterou výdechovému proudu 
tvoří hrot jazyka na horní dásni, zde můžeme ještě rozlišit 
  - souhlásky předodásňové (prealveolární), označované také jako 
zubodásňové (alveodentální) [t], [d], [n], [c], [s], [z], [l], [r], [ř] 
  - souhlásky zadodásňové (postalveolární): [č], [š], [ž] 
 - tvrdopatrové (palatální, předopatrové) tvořené přiblížením hřbetu jazyka 
k tvrdému patru, které jsou pro sluchový dojem nazývané měkké: [ť], [ď], [ň], [j] 
 - měkkopatrové (velární, zadopatrové) souhlásky tvořené na měkkém pat-
ře: [k], [g], [ch] 
 - hrtanové (laryngální), přímo v hrtanu je tvořena hláska : [h]. 
  
Během promluvy netvoříme hlásky jen jejich mechanickým spojováním v takty, 
ale současně jejich řady upravujeme. Nemluvíme stále na témž tónu, nemluvíme stále 
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stejnou silou a rychlostí, neužíváme vždy stejného zabarvení hlasu. V souvislé řeči uží-
váme faktory, které se nazývají modulační (prozodické ) faktory souvislé řeči. Jsou to : 
 - přízvuk - se klade v češtině obvykle na první slabiku, popř. na jednoslabičnou 
předložku před podstatným jménem 
 - melodie řeči - rozlišuje konec věty klesnutím hlasu, odlišuje od sebe různé druhy 
vět (větu oznamovací od věty rozkazovací, tázací) 
 - tempo řeči a pauzy 
 - barva hlasu - je dána různými rezonančními tóny které doprovázejí základní 
hlas. 
 
Soustava českých hlásek [22] 
a) Artikulace samohlásek, vady výslovnosti samohlásek, vytváření správné vý-
slovnosti. 
Při vyvozování správné výslovnosti hlásek můžeme využít tzv. metody nepřímé a 
metody přímé. Přímé metody využíváme, kdy již navozujeme přímo tu kterou hlásku, 
užíváme při práci se staršími jedinci a s dospělými, u nichž je vadná, nesprávná výslov-
nost  již záležitostí dlouhodobější. Nepřímá metoda se využívá u malých dětí. 
Při artikulaci vokálů se v ústech vytváří dutina určitého objemu, která při jistém 
postavení mění zvuk i barvu procházejícího hlasu. 
Výslovnost samohlásek nebývá často narušena. Dochází častěji jen k záměně 
samohlásek u sousedních samohlásek, např. místo [e] jedinec říká [a], nebo místo [a] 
může říkat [o]. 
b) Artikulace souhlásek, vady výslovnosti souhlásek, vytváření správné výslov-
nosti souhlásek 
Souhlásky závěrové (explozívy)  
- souhlásky závěrové, obouretné (bilabiální)  [p]-[b] 
- souhláska závěrová, obouretná, nosovka  [m] 
Nesprávná výslovnost: výslovnost těchto konsonant bývá narušena zřídka. Nej-
častěji se setkáváme s nesprávnou výslovnost hlásky [b], hovoříme o betacizmu. Znělé 
[b] je zaměňováno neznělým [p]. 
 - souhlásky závěrové, dásňové (alveolární)   [t]-[d] 
 - souhlásky závěrové, dásňové, nosovka   [n] 
Nesprávná výslovnost hlásky [t] se u dětí vyskytuje výjimečně, většinou hlásku vynechá-
vají (thetacismus). Ponejvíce dochází k nahrazování znělého [d] neznělým [t]. Nespráv-
ná výslovnost hlásky [d] se nazývá deltacizmus. Chybí nebo je nahrazována rázem. Při 
zavřené huhňavosti hláska [n] zní jako [d]. Při rozštěpech patra hláska [t]. 
 - souhlásky závěrové, tvrdopatrové (palatální) [ť]-[ď] 
 - souhláska závěrová, tvrdopatrová (palatální), nosovka  [ň] 
Nesprávná výslovnost [ť], [ď], [ň] dochází většinou k zaměňování za hlásky [t], [d], [n]. 
 - souhlásky závěrové, měkkopatrové (velární)  [k]-[g] 
Nesprávná výslovnost se projevuje vynecháním [k], [g], nebo zaměňováním [k] za [t], [g] 
za [d]. Nesprávná výslovnost hlásky [k] se nazývá kappacizmus, hlásky [g] gammaci-
zmus. 
 - souhlásky úžinové (frikativy), retozubné (labiodentální)  [f]-[v] 
Nesprávná výslovnost [f], [v]. Tyto hlásky bývají narušeny vzácně. Setkáváme se 
s vynecháním hlásky nebo jsou nahrazovány obouretnými [p], [b]. Někdy se užívá místo 
znělého [v] neznělé [f]. 
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 - souhlásky úžinové (frikativy), dásňové (alveolární), sykavky (sibilanty) ostré [s]-
[z] 
 - souhlásky úžinové, dásňové, sykavky tupé  [š]-[ž] 
Nesprávná, vadná výslovnost sykavek ([s], [z], [š], [ž]) se nazývá sigmatizmus. 
K sykavkám připojujeme i polosykavky – souhlásky [c], [č]. V této společné skupině pak 
rozlišujeme dvě řady : 
     sykavky řady [s] ([s], [z], [c]) 
     sykavky řady [š] ([š], [ž], [č]) 
 
Podle toho, jak je tvoření sykavek narušeno, rozlišujeme: 
- sigmatizmus interdentální (mezizubní) 
- sigmatizmus addentální (přízubní) 
- sigmatizmus bilabiální (obouretný) 
- sigmatizmus labiodentální (retozubní) 
- sigmatizmus laterální (boční) 
- sigmatizmus nazální (nosní) 
- sigmatizmus laryngální (hrtanový) 
- sigmatizmus stridens (sykavý) 
- sigmatizmus aspirační (vdechový) 
- sigmatizmus mixta (smíšený)  
 
- souhláska úžinová, tvrdopatrová (palatální)  [j] 
Nesprávná výslovnost - zřídce bývá narušena, někdy hláska je vynechána, nebo může 
být vyslovována laterálně. 
- souhláska úžinová , měkkopatrová (velární)  [ch] 
Nesprávná výslovnost - setkáváme se s ní zřídka (hovoříme o chiticizmu). Někdy do-
chází k vynechání hlásky nebo nahrazování hláskami [t], [d], [n]. 
 - souhláska úžinová, hrtanová (laryngální)  [h] 
Nesprávná výslovnost - u hlásky [h] se můžeme setkat  při nedostatečném  výdechovém 
proudu s oslabením až zánikem tření o stěny štěrbiny hlasivek, hláska se stává nezře-
telnou. Někdy může docházet k vynechání hlásky, nebo k výslovnosti podobné hlásky 
[ch]. 
- souhláska úžinová, alveolární, laterální (boková)  [l] 
Nesprávné tvoření hlásky [l] je nazýváno lambdadacizmus. Nesprávné tvoření – kdy je 
hláska vynechána, nebo nahrazována hláskami [j], [h], [v]. 
- souhláska úžinová, alveolární kmitavá (vibrant)  [r], [ř] 
Souhlásky úžinové kmitavé ([r],[ř]) pro svůj způsob vzniku tvoří zvláštní kategorii souhlá-
sek - konstriktivy kmitavé, kmitá hrot jazyka. [r] je hláska znělá. 
Nesprávná výslovnost je označována jako rotacismus. Setkáváme se s ní často, bývá 
nahrazována [j], [l], [v], [h], [d]… 
  - rotacismus bilabiální (obouretný) 
  - rotacismus labiodentální (retozubní) 
  - rotacismus interdentální ( mezizubní) 
  - rotacismus laterální čili bukální (boční ,tvářový) 
  - rotacismus palatální (patrový) 
  - rotacismus velární (měkkopatrový,zadopatrový) 
  - rotacismus uvulární (čípkový) 
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  - rotacismus nazální (nosový) 
  - rotacismus laryngální (hrtanový) 
  - rotacismus glossofaryngální (jazykohltanový) 
  - rotacismus hyperkinetický, mandibulární dvouzvukový  
Nesprávná výslovnost u hlásky [ř] - dochází k vynechání nebo zaměňování nejčastěji za 
hlásky [ž], [š], [d], [ď], [h]. Chybné tvoření hlásky nazýváme rotacismus bohemicus. Roz-
lišujeme : 
- rotacismus bohemicus bilabiální a labiodentální (obouretný, retozubný) 
  - rotacismus bohemicus laterální (boční) 
  - rotacismus bohemicus velární (měkkopatrový) 
  - rotacismus bohemicus uvulární (čípkový) 
  - rotacismus bohemicus nazální (nosní). 
 
Souhlásky polozávěrové (afrikáty) 
- souhláska polozávěrová (semiokluzíva), alveolární, afrikát (polosykavka) [c], [č] 
 
Slabiková a slovní dyslalie 
V mnoha případech se setkáváme s nesprávnou výslovností skupin souhlásek, 
která vystupuje do popředí při slabikové a slovní dyslalii. Takto patlající jedinec umí jed-
notlivé hlásky artikulovat správně, ale skupiny souhlásek různě komolí, zjednodušuje, 
asimiluje slabiky i slova .   
 
Terapie 
Úprava poruch a vad výslovnosti je pro každého jedince volena individuálně. 
Reedukace výslovnosti je procesem učení, který má několik etap: 
 - etapu přípravnou a vyvozovací 
 - etapu upevňovací 
 - etapu závěrečnou – automatizační. 
Po přípravě korekce motoriky mluvidel přistupujeme k vlastní úpravě řeči. Jedince 
pečlivě vedeme jednotlivými cviky - nejprve přesným vyvozením hlásky užitím ve slabi-
ce, slově, větě, později docvičováním v říkadlech textech a automatizací ve vyprávěním, 
čtením a rozhovorech [22].      
    
 
3. Metody zpracování signálů 
3.1 Potlačení stejnosměrné složky a preemfáze 
 
Řečový signál s(n) může (kvůli vlivu přenosového kanálu, zvukové karty apod.) 
obsahovat stejnosměrnou složku, která nenese žádnou užitečnou informaci, naopak 
může být pro další zpracování (např. výpočty energií) velmi rušivá. Odstranění těchto 
nežádoucích jevů se říká potlačení stejnosměrné složky nebo také ustředění. Následují-
cí signál takovou stejnosměrnou složku obsahuje – viz obr. 3.1. 
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 Obr. 3.1: Řečový signál se stejnosměrnou složkou.  
 
Stejnosměrné složky se zbavíme, odečteme-li od signálu jeho střední hodnotu [2]: 
s´(n) = s(n) - µs,             (3.1) 
 
kde µs  je statistický parametr, který musíme odhadnout. Známe-li celý  řečový signál, 
můžeme střední hodnotu odhadnout ze všech jeho vzorků neboli “off-line“ [2]: 
 
∑
=
=
N
n
ns
N
s
1
)(1               (3.2) 
 
Od všech vzorků pak odečítáme získanou konstantu, jak ukazuje následující obrázek: 
 
   
 
 
 
 
Preemfáze 
Tuto operaci používáme, chceme-li vyrovnat kmitočtovou charakteristiku řečové-
ho signálu, která směrem k vyšším kmitočtům klesá. Pro vyrovnání používáme jednodu-
chou horní propust' prvního řádu typu FIR, jejíž přenosová funkce je dána [2]: 
 
11)( −⋅−= zzH λ
            (3.3) 
 
Modulová kmitočtová charakteristika takového filtru pro 95,0=λ  je: 
Obr. 3.2: Vlevo získaná stejnosměrná složka a vpravo řečový signál s 
už odečtenou stejnosměrnou složkou. 
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Obr. 3.3: Modulová kmitočtová charakteristika filtru typu FIR pro 95,0=λ . 
 
Tato filtrace prováděná před vážením segmentu na zdůraznění vyšších kmitočtů 
se nazývá preemfáze a v časové oblasti naplňuje vztah [2]: 
 
 
)1´()´()´´( −⋅−= nsnsns λ ,          (3.4) 
 
kde koeficient preemfáze leží obvykle v intervalu [ ]0,19,0 −∈λ . 
 
Na následujících obrázcích vidíme znělý úsek řeči před a po preemfázi. Povšim-
něme si, že preemfázovaný průběh je “kostrbatější“ a má více “ostrých hran“. Oba cha-
rakterizují signál, který má vyšší obsah vysokofrekvenčních složek. 
 
 
       
 
Obr.3.4: Vlevo znělý úsek řeči bez preemfáze a vpravo s preemfází. 
 
 
3.2 Lineární predikace - LPC spektrum 
 
Jednou z nejčastějších a nejvýkonnějších metod analýzy řečového signálu je li-
neární predikace, známá pod vžitou zkratkou LPC. LPC je vhodnější pro přesné zjištění 
formantových kmitočtů. Princip metody LPC spočívá v předpovědi n – tého vzorku řečo-
vého signálu pomocí lineární kombinace určitého počtu předcházejících váhových vzor-
ků téhož signálu podle vztahu [2]:  
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kde am jsou predikční (LPC) koeficienty a M značí řád predikátoru (počet koeficientů).  
 
 
 
Obr. 3.5: LPC spektrum a FFT spektrum samohlásky „a“. 
 
Na průběh vypočítaného LPC spektra má vliv počet predikčních koeficientů. Se zvyšují-
cím se řádem prediktoru M se LPC spektrum přibližuje FFT spektru. Pro volbu vhodného 
počtu potřebných predikčních koeficientů se můžeme orientovat předpisem [2]: 
    
4+= vzfM ,               (3.6) 
 
přičemž vzorkovací kmitočet je udáván v kHz. 
 
 
3.3 Kepstrum 
 
 Kepstrální analýza patří do homomorfní skupiny metod nelineárního zpracování 
řečových signálů. Tyto postupy se hodí pro oddělování signálů, které vznikly konvolucí či 
násobením dvou nebo více složek. Výsledky kepstrální analýzy slouží nejen 
k rozpoznání řeči, ale jsou také cenným materiálem pro rozpoznávání mluvčích. Vznik 
kepstra naznačuje následující blokové schéma. 
 
 
 
Obr. 3.6: Postup výpočtu reálného kepstra ze segmentu řečového signálu. 
 
 Realné kepstrum obdržíme jako reálnou část zpětné diskrétní Fourierovy trans-
formace logaritmu modulu spektrální funkce S(k). Výstupní signál cs(τ) nazýváme tedy 
reálné kepstrum signálu s(n) a lze jej získat pomocí následujícího vzorce : 
Vážení 
oknem 
 
DFT[.] 
 
log[|.|] 
 
IDFT[.] 
 
 
Re[.] 
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kde proměnná k označuje kmitočtový index, který nabývá diskrétních hodnot 0,1,...,N. N 
je počet bodů algoritmu FFT. 
V kepstru se z kmitočtové oblasti spektra opět vracíme do časové oblasti. Další 
obrázek ukazuje schématický výsledek kepstrální analýzy samohlásky [a].  
 
 
 
 
Obr. 3.7: Kepstrum samohlásky [a]. 
 
 
3.4 Percepční lineární predikční analýza 
 
Člověk vnímá zvuky značně nelineárně, respektive slyšení vykazuje nelinearity. 
Například vlastnosti „nelineárního" vnímání jak intenzity, tak kmitočtu tónů lidským slu-
chem. Též existence jevu nazývaného maskování zvuků, a s tím spojené zavedení kri-
tických pásem spektrální citlivosti není např. ve standardní metodě LPC respektováno. 
Zmírnění těchto „nedostatků" běžných metod analýzy řeči a snaha o jejich přizpůsobení 
procesu vnímání zvuků člověkem se staly předmětem výzkumu mnoha pracovišť. Sys-
tematický a velmi účinný postup nazvaný percepční lineární predikční analýza. PLP 
využívá tří prvků psychoakustiky 
a to [18]: 
● kritické pásmo spektrální citlivosti, 
● křivky stejné hlasitosti, 
● závislost mezi intenzitou zvuku a jeho vnímanou hlasitostí. 
 
Výkonové spektrum je pak transformováno do sluchového spektra, které je ná-
sledně aproximováno autoregresním celopólovým modelem, jako je tomu u lineární pre-
diktivní analýzy. Výpočet PLP se skládá z následujících kroků [18]: 
 
 
 
 
 
 DF  
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Výpočet výkonového spektra 
Segment řečového signálu s[k] je vážen Hammingovým okénkem a jsou vypočte-
ny vzorky signálového spektra S(k). Krátkodobé výkonové spektrum řečového signálu 
P(k) je definováno vztahem: 
    ( ) 2)( kSkP =             (3.8) 
 
Nelineární transformace kmitočtu a kritická pásma spektrální citlivosti slyšení 
Člověk vnímá změny ve výšce zvuku přibližně logaritmicky. Toto vnímání je tak-
též ovlivněno maskováním zvuků. Šířka pásma, ve které je zvuk maskován, se nazývá 
šířka kritického pásma, přičemž její velikost se s kmitočtem mění. Tento jev lze popsat 
nelineární transformací originální osy kmitočtů ω[rad/s] na osu kmitočtů Ω(ω)[bark] 
podle vztahu:  
( )

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kde ω = 2π f [rad/s]. Dále je nutné zkonstruovat pásmové propusti, které popisují masku-
jící křivky simulující kritická pásma slyšení. Prototyp takovéto pásmové propusti lze po-
psat vztahem: 
                                  ( )
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Tabulka 3.1: Doporučené hodnoty počtu filtrů a kroku jejich rozmístění pro danou šířku 
pásma:  
Vzorkovací kmi-
točet Fv[Hz] 
Přenášené pásmo 
(0;Bw) [Hz] 
Přenášené pásmo 
(0;Bbw) [bark] Počet filtrů M 
Krok rozmístění 
filtů [bark] 
8 0 - 4000 0 - 15,57 15 + 2 973 
11 0 -5500 0 - 17,47 17 + 2 971 
16 0 - 8000 0 - 19,71 19 + 2 985 
22 0 - 11000 0 - 21,62 21 + 2 983 
44 0 - 22000 0 - 25,77 25 + 2 991 
 
Přizpůsobení kritických pásmových filtrů křivkám stejné hlasitosti 
Intenzitu zvuku v závislosti na kmitočtu vnímá člověk jako hlasitost zvuku. Aby by-
lo možné přizpůsobit výkonové spektrum P(k) této vlastnosti, je potřeba provést preem-
fázi kritických pásmových propustí pomocí aproximující křivky E(ω). 
 ( ) ( ) ( )mE Ω−ΩΨ⋅Ω=ΩΦ ,          (3.11) 
kde Ωm [bark] je střední kmitočet m-té kritické pásmové propusti, m = 0,…,M-1. 
Funkci E(Ω) získáme aplikací vztahu (3.9) na funkci E(ω), která vyjadřuje aproxi-
maci závislosti citlivosti lidského sluchu na kmitočtu a je definována vztahem (pro úro-
veň 40 Ph): 
pro zb < -2,5 
  
pro -2,5 ≤ zb ≤ -0,5 
 
pro -0,5 ≤ zb ≤ 0,5 
   
pro 0,5 ≤ zb ≤ 1,3 
 
pro  zb > 1,3 
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( ) ( )( ) ( ) ( )26662262
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106,9104,379103,6
109,56
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⋅+⋅
⋅=
ωωω
ωω
ω KE ,        (3.12) 
 
kde ω = 2π f a K je konstanta, jejíž velikost se může zvolit tak, aby kritický pásmový filtr 
dosáhl úrovně 0 dB pro nejvyšší hodnoty intenzity. 
 
Vážená spektrální sumarizace vzorků výkonového spektra 
Vliv m-tého kritického pásmového filtru, který byl přizpůsoben křivkám stejné hla-
sitosti, na vypočtené výkonové spektrum P(k) lze definovat vztahem: 
 
( ) ( ) ( )( )∑
=
ΩΦ⋅=ΩΞ
mh
md
kPm
ω
ωω
ω ,         (3.13) 
kde m = 1,…, M-2. Sumační meze ωmd a ωmh lze vypočíst z inverzního vztahu k rovnici 
(3.9). 
 
Uplatnění vztahu mezi intenzitou zvuku a vnímanou hlasitostí 
Na hodnoty ( )mΩΞ je dále potřeba uplatnit závislost mezi intenzitou zvuku a vní-
manou hlasitostí:  ( ) ( )( )3 mm ΩΞ=Ωξ ,           (3.14) 
kde m = 1,…,M-2. 
 
Aproximace celopólového modelu 
Podle [10] lze získat autokorelační funkci R(i) ze vztahu: 
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kde i = 0,…,Q, ωM-1 = π, Q je řád modelu. 
Z takto vypočtené autokorelační funkce R(i) lze pomocí Levinson-Durbinova algo-
ritmu určit koeficienty lineární predikce. 
 
 
3.5 RASTA PLP 
 
Metoda RASTA byla navržena jako rozšíření PLP analýzy.Tato metoda je zalo-
žena na vlastnostech lidského sluchu, a to konkrétně na citlivosti na pomalu se měnící 
podněty. V důsledku to znamená, že tato metoda potlačuje ty spektrální složky řečového 
signálu, které se mění rychleji nebo pomaleji, než je rychlost změn řeči. 
Metodou RASTA lze modifikovat parametrizaci PLP, takto upravená PLP analýza 
se nazývá RASTA-PLP. Kroky výpočtu této parametrizace jsou shodné s PLP analýzou 
pouze s tím rozdílem, že mezi kroky vážená spektrální sumarizace vzorku výkonového 
spektra a uplatnění vztahu mezi intenzitou zvuku a vnímanou hlasitostí jsou začleněny 
následující body [10]: 
 
Komprese jednotlivých komponent spektrálních amplitud vhodnou statickou neli-
neární transformací 
Komprese se provede pomocí vztahu: 
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y(x) = ln(1 + Jx),            (3.16) 
 
kde J je kladná konstanta, závislá na řečovém signálu. Je vhodné ji zvolit nepřímo úměr-
nou velikosti energie šumu z úseku signálu bez přítomnosti řeči. 
 
Filtrace časové trajektorie komponent spektrálních amplitud 
K filtraci se využívá filtr RASTA s přenosovou funkcí: 
 
( ) 1
431
98,01
2,01,01,02,0
−
−−−
−
−−+
=
z
zzz
zH .             (3.17) 
 
Vyjádření pomocí diferenční rovnice: 
 [ ] [ ] [ ] [ ] [ ] [ ]42,031,011,02,0198,0 −−−−−++−= kxkxkxkxkyky ,         (3.18) 
 
kde x[k] je vstupní složka filtru, a y[k] je výstupní složka filtru.  
 
Transformace filtrovaných komponent expandující statickou nelineární transfor-
mací 
Jedná se o aplikaci inverzního vztahu k výrazu (3.16), tedy: 
 
J
y
y 1exp −
= ,             (3.19) 
kde exp je základ přirozeného logaritmu. 
Protože jmenovatel nebo čitatel může nabývat i záporných hodnot, je výhodnější 
použít aproximativní transformaci: 
J
y
yexp
= .             (3.20) 
 
 
3.6 Melovské kepstrální koeficienty 
 
Podobně jako perceptivní lineární analýza je i zpracování pomocí melovských 
kepstrálních koeficientů navrženo tak, aby do jisté míry respektovalo nelineární vlastnos-
ti vnímání zvuků lidským uchem. Melovské kepstrální koeficienty se snaží „kom-
penzovat" zejména nelineární vnímání kmitočtů, a to využitím banky trojúhelníkových 
pásmových filtrů s lineárním rozložením kmitočtů v tzv. melovské kmitočtové škále, jež 
je definována vztahem: 
    





+⋅=
700
1log2595 10
ffm ,         (3.21) 
 
kde f [Hz] je kmitočet v lineární škále a fm [mel] je odpovídající kmitočet v nelineární me-
lovské škále. Proces určení melovských kepstrálních koeficientů lze popsat následujícím 
postupem [10]. 
● Na vstup systému jsou přiváděny vzorky řečového signálu s(n). Je provedena preem-
fáze signálu a na mikrosegmenty signálu délky obvykle 10 až 30 ms je aplikováno nej-
častěji Hammingovo okno. Přesná časová délka okénka (počet vzorků při daném 
vzorkovácím kmitočtu Fv) se volí rovna mocnině 2 vzhledem k následnému zpracování 
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rychlou Fourierovou transformací (FFT). Přitom je doporučováno posouvat okénko o ča-
sový úsek 10 ms, tj. výsledná parametrizace řečového signálu je vyčíslována 100 krát 
za sekundu. 
● V dalším bloku zpracování se pomocí FFT vypočte modulové spektrum |S(f)| analy-
zovaného signálu (alternativně je možné pracovat i s výkonovým spektrem |S(f)|2). 
● Klíčová část celého procesu zpracování je melovská filtrace. Výpočetní algoritmus této 
filtrace je realizován bankou trojúhelníkových pásmových filtrů s rovnoměrným rozlože-
ním středních kmitočtů jednotlivých trojúhelníkových filtrů podél kmitočtové osy s měřít-
kem v melovské škále. Počet pásem této banky filtrů je rozumné volit v závislosti na 
počtu a umístění kritických pásem, a to při respektování velikosti vzorkovací kmitočtu 
Fv [Hz] a celkové šířky přenášeného pásma Bw [Hz], resp. Bmw [mel]. V tabulce 5.2 jsou 
pro často užívané vzorkovací kmitočty Fv [Hz] a odpovídající kmitočtová pásma (Shan-
nonův vzorkovací teorém) uvedeny typické hodnoty počtu pásem M*, tj. počtu troj-
úhelníkových filtrů v bance filtrů. 
 
Tab. 3.2: Typické hodnoty počtu filtrů M* pro dané přenášené pásmo (0; Bw) [10]. 
 
Vzorkovací kmitočet Fv [Hz] 8000 11 000 16 000 22 000 44 000 
Přenášené pásmo (0;Bw) [Hz] (0;4000) (0;5500) (0;8000) (0; 11000) (0; 22 000) 
Přenášené pásmo (0;Bmw) [mel] (0;2146) (0;2458) (0;2840) (0;3174) (0; 3921) 
Počet pásem M* 15 17 20 22 27 
 
Trojúhelníkové filtry jsou standardně rozloženy přes celé kmitočtové pásmo od 
nuly až do Nyquistova kmitočtu. 
Filtr má trojúhelníkovou pásmovou kmitočtovou odezvu a vzdálenosti filtrů a rov-
něž jejich šířka pásma jsou určeny konstantním intervalem v melovské kmitočtové škále 
(interval je přibližně roven 140 mel a šířka pásma filtru 280 mel). Přitom pro střední kmi-
točet jednotlivých filtrů bm,i platí v melovské škále vztah: 
mimim bb ∆+= −1,,           (3.22) 
 
kde bm,0 = 0 mel, i = 1, 2,..., M*, a ∆m = Bmw/(M*+1). Odezvy jednotlivých filtrů mají v me-
lovské kmitočtové škále tvar rovnoramenných trojúhelníků a jsou rovnoměrně rozloženy 
v kmitočtu. Pro výpočet odezev filtrů však musíme přepočítat všechny koeficienty FFT 
do melovské kmitočtové škály. Alternativním postupem, který se spíše využívá, je vyjád-
ření trojúhelníkových filtrů v kmitočtové škále s měřítkem v hertzích při současném vyu-
žití původních koeficientů získaných FFT. V tomto případě pak další postup spočívá v 
přepočtu všech středních kmitočtů bm,i, i = 1,..., M*+1, s využitím inverzního vztahu k 
(3.21) (tj. vztahu f = 700[exp(0,887.10-3 fm]) na středním kmitočtu bi, i = 1,..., M* + 1, vy-
jádřené v jednotce [Hz]. Odezvy filtrů lze pak vyjádřit vztahem: 
   ( ) ( ) ( )∑
+
−
=
⋅=
1
1
,
i
i
b
bf
m ifufSiy ,   ∗= Mi ,...,2,1 ,       (3.23) 
kde kmitočet f jsou vybírány ze souboru kmitočtů využívaných při výpočtu FFT a u (f, i) 
je vyjádření trojúhelníkového filtru [10]. 
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● Průchod signálu filtrem tedy znamená, že každý koeficient FFT je násoben odpovída-
jícím ziskem filtru a výsledky jsou pro příslušné filtry akumulovány. 
● Další krok spočívá ve výpočtu logaritmu výstupů ym(i) jednotlivých filtrů. Logaritmo-
váním akumulovaných koeficientů se vkládá do procesu zpracování důležitý příznak ke-
pstrální analýzy, který jednak příznivě omezí dynamiku signálu (podobně jako to dělá i 
lidské ucho), a dále přinese i užitečné předpoklady pro případné další zpracování signá-
lu. 
● Posledním krokem při výpočtu melovských kepstrálních koeficientů (MFCC) je prove-
dení zpětné diskrétní Fourierovy transformace (IDFT). Vzhledem k tomu, že výkonové 
spektrum (amplitudové spektrum se počítá z výkonového) je reálné a symetrické, bude 
se IDFT redukovat na diskrétní kosinovou transformaci (DCT) [10]. 
MFCC můžeme tedy spočítat dle vztahu: 
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jiyjc pi ,   pro j =0,1,…,M,      (3.24) 
 
kde M* je počet pásem melovského pásmového filtru a M je počet melovských kepstrál-
ních koeficientů. Počet těchto koeficientů je možné volit podstatně menší, než je počet 
pásem melovského pásmového filtru M*, obvykle stačí uvažovat prvních M = 10 až 13 
koeficientů [10]. 
 
 
 
 
 
 
Obr. 3.8: Blokové schéma výpočtu MFCC 
 
 
Nulový koeficient cm(0) je úměrný logaritmu energie signálu, nicméně je často 
nahrazován výpočtem logaritmu krátkodobé energie elog přímo z časových vzorků signá-
lu 
 ( ) ( )[ ]∑
−
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−−⋅=
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2
log 1'log
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n
nNwnse ,          (3.25) 
 
kde N značí počet vzorků ve zpracovávaném segmentu řeči. Diskrétní kosinová transfor-
mace má vlastnost produkovat vysoce nekorelované koeficienty cm(j), což má velmi pří-
znivý dopad například na zjednodušení některých dalších kroků při návrhu klasifikátorů 
pracujících na principu skrytých Markovových modelů.  
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Obr. 3.9: a) Signál v časové oblasti po preemfázi za použití Hammingova okénka. 
b) Spektrum daného signálu (FFT). c) Daný signál filtrovaný bankou melovských 
 filtrů a zlogaritmovaný. d) Signál po provedení DCT (MFCC). 
 
 
4. Metody rozpoznávání - klasifikátory 
 
Klasifikátory jsou metody, které rozhodují, do které skupiny patří vstupní data 
podle určitých koeficientů. V našem případě často MFCC, PLP nebo RASTA-PLP koefi-
cienty.  
Na základě prováděných výzkumů se ukazuje, že pro jednoduché úlohy lze pou-
žít velmi úspěšně UNS samostatně, např. v rozpoznávání izolovaných slov. 
 
 
4.1 Metoda k nejbližších sousedů 
 
Metoda kNN neboli metoda k nejbližších sousedů. Zjednodušeně řečeno se ne-
známý vzorek zařadí do té třídy, jejíž představitelé jsou nejvíce zastoupeny v uspořáda-
né k-tici nejbližších sousedů. Klasifikace podle nejbližších sousedů spadá mezi 
neparametrické metody klasifikace. Tyto metody jsou založeny na podstatně slabších 
předpokladech než metody parametrické, neboť u nich nepředpokládáme znalost tvaru 
pravděpodobnostních charakteristik tříd. 
a) b) 
 
c) d) 
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Metoda nejbližšího souseda je založena na hledání přímo aposteriorní pravděpo-
dobnosti. Je myšlenkovým rozšířením metody klasifikace podle nejbližší vzdálenosti od 
etalonu. 
 Známe trénovací množinu {(xi, ωi)}i = 1 … K, kde xi je vzorek, kterému je přiřazena 
třída ωi a K je velikost trénovací množiny. Pro neznámý prvek x hledáme x´k takové, že  
 
kiik xxxx ..1min =−′=−′             (4.1) 
 
Prvek x pak zařadíme do stejné třídy, do jaké náleží x´k.  
Nejčastěji je klasifikace podle nejbližšího souseda (1-NN), ale existují i klasifikace 
pro obecně k sousedů (k-NN). 
V tomto případě byla pro výpočet vzdálenosti použita Euklidovská vzdálenost[16]: 
  ( ) ( )∑
=
−=
P
i
ii yxyxd
1
2
, ,             (4.2) 
 
kde d je hledaná vzdálenost, xi jsou prvky trénovaní množiny a yi je neznámí prvek.  
  
Postup klasifikace: 
1) Kolem neznámého prvku vytvoříme hyperkouli, která obsahuje právě k prvků tré-
novací množiny. 
2) Neznámý prvek klasifikujeme do té třídy, která je v hyperkouli zastoupena největ-
ším počtem prvků. 
 
 
 
 
 
Obr. 4.1: – příklad klasifikace podle nejbližšího souseda 5-NN do dvou tříd. Jsou-li dvě 
třídy, „hvězdička“ a „kolečko“, pak neznámý prvek „?“ bude klasifikován jako „hvězdič-
ka“. 
 
Při použití metod k-NN pro k > 1 je nutné dobře zvolit hodnotu k. Pro jednoznač-
nost klasifikace se u dvou tříd volí k vždy liché. Pro více tříd mohou nastat situace, kdy 
nelze jednoznačně rozhodnout. V našem případě bude využita klasifikace k sousedů, 
kdy k bude voleno 3 nebo 5. 
Metoda klasifikace podle nejbližšího souseda je obecně použitelný klasifikátor se 
snadnou implementací, nízkými výpočetními nároky a vysokou účinností. Její chyba se 
blíží chybě mnohem složitějších metod, často se používá také jako referenční metoda. 
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Je vhodná především pro klasifikaci do menšího počtu tříd, při vyšších požadavcích na 
klasifikaci existují urychlující i zpřesňující modifikace. 
 
 
4.2 Umělé neuronové sítě 
 
Umělá neuronová síť vychází do jisté míry z biologické neuronové sítě, od které 
převzala velmi zjednodušený matematický model. Z hlediska realizace nemají tyto sítě 
spolu nic společného. 
Pod pojmem umělé neuronové sítě si lze představit obecně nelineární, adaptabil-
ní stroj se schopností učit se. 
 
 
4.2.1 Neuron a jeho matematický popis 
 
Základním procesním prvkem umělé neuronové sítě je neuron, tento název je 
používán z historických důvodů, jeho podobnost s biologickým modelem neuronu je 
značně vzdálená. 
Každý neuron má více vstupů, ale jen jeden výstup, tento výstup však může být 
přiveden na vstup téhož neuronu nebo vstup jiných neuronů. Každý neuron na základě 
kombinace vstupů a vlastních parametrů – vah a prahu – vypočte hodnotu výstupu, kte-
rou transformuje na základě aktivační funkce. 
Výpočet výstupní hodnoty neuronu je následující [4]: 
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přičemž x = [x1, x2, …, xN]T  je vstupní vektor, w = [w1, w2, … ,wN]T  je vektor vah a θ udá-
vá hodnotu prahu neuronu. Funkce f(α) je aktivační funkcí neuronu a je zpravidla neli-
neární. 
Práh neuronu si lze představit jako nultý vstup neuronu x0, jehož hodnota je rovna 
jedné, váha w0 toho vstupu pak bude odpovídat právě prahu neuronu θ, na základě této 
úvahy a úpravě předchozího vztahu, lze získat rovnici [4]: 
  
 
    ( )xwfy T ⋅=               (4.4) 
 
 
přičemž x = [1, x1, …,  xN]T je vstupní vektor, w = [θ, w1, …, wN]T je vektor vah. 
 
 
 
Obr. 4.2: Schéma neuronu. 
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4.2.2 Vícevrstvé umělé neuronové sítě 
 
Na základě zavádění vazeb (tj. propojení) mezi neurony lze uvažovat o sítích do-
předných a rekurentních. Dopředné sítě se vyznačují vlastností šířením vstupních dat na 
výstup pouze jedním - dopředným směrem, kdežto u rekurentních sítí jsou zaváděny 
zpětné vazby nejen mezi neurony, ale také mezi vrstvami. Vrstvou se rozumí M paralel-
ně pracujících neuronů, které na sobě nezávisle mohou transformovat vstupní vektor na 
výstupní hodnotu. Pokud se zapojí více těchto vrstev do kaskády, hovoří se o tzv. více-
vrstvých umělých neuronových sítích. 
 
 
4.2.3 Síť se zpětným šířením chyb 
 
Aby bylo možné využívat síť ke konkrétním účelům, je nezbytné nalézt takové 
váhy w ve všech vrstvách dané sítě tak, aby bylo možné výstupní data nějakým způso-
bem prezentovat. Tento problém se dá vyřešit postupným předkládáním učební množi-
ny, tj. dvojic vstupně-výstupních vektorů, které spolu souvisí. Algoritmus modifikace vah 
neuronů během překládání učebních množin se nazývá učení. 
Jednou z vícevrstvých dopředných umělých neuronových sítí je síť typu backpro-
pagation. 
Tato síť je charakteristická svým učebním procesem, který pracuje na principu 
zpětného šíření chyby. Výsledný vztah [4]: 
 
    ( ) ( ) ppnipnitnini yeftwtw 1111 ´2)(1 −−−− +=+ αµ ,          (4.5) 
 
kde t je krok iterace, koeficient µt určuje rychlost učení, 1−ni w značí soubor vah w i-tého 
neuronu v n-1 vrstvě, f‘(.) je derivace aktivační funkce a yp je vektor výstupů předchozí 
vrstvy. Chybu 1−ni ep  lze vypočíst podle vztahu [4]: 
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Epochou učení se rozumí provádění učebních kroků se všemi dvojicemi učební 
množiny, přičemž učebním krokem se nazývá postupná modifikace všech vah neurono-
vé sítě. Každý krok učení probíhá takto: 
1. Zjištění odezvy neuronové sítě yp na předložený vstupního vektoru xp. 
2. Výpočet chybového vektoru ep = dp - ep, kde dp je požadovaný výstupní vektor. 
3. Výpočet rozložení chyby podle vztahu (4.6), přičemž pro výstupní vrstvu platí n-
2ep = ep. 
4. Modifikace vektoru vah podle vztahu (4.5). 
Body 3 a 4 se opakují do doby, kdy jsou upraveny všechny váhy neuronové sítě. 
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4.3 Gaussovy smíšené modely 
 
Pro klasifikaci se často používá statistické rozpoznávání vzorů, vycházející z 
předpokladu, že modely stejných tříd mohou mít některé podobné statistické vlastnosti. 
Takovou techniku využívá také GMM – Gaussovy smíšené modely, které modelují hle-
dané třídy pomocí směsí gaussovských funkcí. 
Rozdělení pravděpodobnosti příznakových vektorů můžeme popsat váženou li-
neární kombinací hustotních funkcí normálních rozdělení jednotlivých akustických tříd ve 
tvaru [10]: 
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Hodnota sM udává počet složek směsi ssi Miws ,...,1,, = , jsou váhy jednotlivých složek 
vyhovující podmínce 
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a ( ) ssi Mip ,...,1, =ο , značí hustoty pravděpodobnosti jednotlivých složek reprezentované 
n-rozměrnou normální hustotu pravděpodobnosti se střední hodnotou siµ a kovarianční 
maticí siC , tj. 
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Kde n je dimenze příznakových vektorů. Protože směs Gaussových hustotních funkcí je 
zcela určena vektory středních hodnot, kovariančními maticemi a váhami jednotlivých 
složek, lze model s  reprezentovaný touto směsí charakterizovat zápisem 
 { } .,...,1,,, ssisisis MiCw == µλ          (4.10) 
 
Hodnoty vah, středních hodnot a kovariančních matic jednotlivých složek modelu (4.10) 
se určují v průběhu trénování systému rozpoznávání s využitím kritéria maximální věro-
hodnosti. 
 
 
4.4 Metoda podpůrných vektorů 
 
Metoda SVM  patří mezi tzv. kernel-based metody strojového učení vyznačujících 
se zejména poměrně propracovanou matematickou teorií, která stojí v jejich pozadí. Me-
toda SVM se dá úspěšně aplikovat jak na úlohu klasifikace, kdy se snažíme pro daný 
objekt na základě nějakých předchozích poznatků, zjištěných ve fázi učení, určit jeho 
zařazení do jedné z předem daných tříd, tak na úlohu regrese, kdy se snažíme určit 
hodnotu jedné proměnné v závislosti na jedné nebo více dalších proměnných. Tato me-
toda strojového učení hledá nadrovinu, která v prostoru příznaků optimálně rozděluje 
trénovací data. Optimalita rozdělení je definována jako maximum minima vzdálenosti 
mezi body z rozdělovaných dat. Tato metoda je ze své přirozenosti binární, tedy rozdě-
luje data do dvou množin. Rozdělující nadrovina je lineární funkcí v prostoru příznaků. 
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Důležitou součástí techniky SVM je jádrová transformace prostoru příznaků dat do pro-
storu transformovaných příznaků typicky vyšší dimenze. Tato jádrová transformace 
umožňuje převést původně lineárně neseparovatelnou úlohu na úlohu lineárně separo-
vatelnou, na kterou lze dále aplikovat optimalizační algoritmus pro nalezení rozdělující 
nadroviny. 
 
 
5. Logopedické nahrávky a spolupráce se specialisty 
 
Nahrávky byly získány přímo z logopedické ordinace. Jelikož ordinace je z hledis-
ka akustického nevyhovující, musely být tedy podniknuty kroky ke zlepšení podmínek. 
Musely být instalovány akustické stěny, které pohlcují zvukové vlny a pomáhají tak 
k získání lepších nahrávek. Ovšem toto prostředí muselo být také příjemné pro osoby, 
které v něm byly, aby se zde cítily dobře, obzvlášť právě děti, aby se nebály a byly 
schopné spolupracovat. Případná nervozita a neochota spolupracovat by vedla ke zhor-
šení kvality nahrávek, mohlo by dojít k různým zkreslením výslovnosti z důvodu emocí 
dětí. To by pak vedlo k neefektivním analýzám a někdy i ke špatným výsledkům. I přes 
toto úsilí jsou nahrávky zatíženy značným šumem, což má vliv jak na průběh řečového 
signálu samotného, tak se pravděpodobně promítne do výsledků jednotlivých analýz. 
U jednotlivých nahrávek byla v metadatách napsána jména mluvčích, datum nahrávky a 
logopedická vada. Nahrávky bylo nutno napřed rozstříhat, neboť to byly několikaminuto-
vé pasáže. Z nich bylo nutno vybrat kvalitní slova a také ta, která se vztahovala k určité 
vadě (pokud se jednalo o sykavky, tak slova s těmito hláskami). Nahrávky jsou ve for-
mátu *.wav a mají vzorkovací kmitočet 48 kHz s kvantizací 24 bitů na vzorek. 
Ze začátku bylo nutné rozstříhat získané nahrávky. Bylo zpracováno zhruba 
6,5 hodin nahrávek a rozstříháno na cca 6000 nahrávek. V tuto chvíli se pracuje na no-
vých nahrávkách a to jak logopedických, tak vzorových se správnou výslovností. Ze 
schůzek se specialisty z oboru logopedie a fonetika vyplynuly nové poznatky, jak přistu-
povat k dané problematice. Nyní je snahou nahrávat již vybraná slova, která by postihla 
nejširší oblast logopedických vad a tím zefektivnit rozpoznávání promluv. Výsledky a 
poznatky z odborných schůzek jsou shrnuty dále v textu a bude na ně brán zřetel při 
dalším testování a rozpoznávání. 
Dítě si osvojuje mluvenou řeč jako prostředek k mezilidskému dorozumívání. Vý-
voj řeči probíhá souběžně s vyzráváním vyšší nervové činnosti, jež je pro každé dítě 
zcela individuální a specifická. Podmiňují ji genetické schopnosti, ale také sociální a 
zdravotní podmínky. 
Úprava poruch a vad výslovnosti je pro každé dítě specificky volena tak, aby po-
stihovala jeho vývojová specifika. 
 
Klasifikace z vývojového hlediska: 
- v ontogenetickém vývoji dětské řeči se výslovnost postupně zdokonaluje souběž-
ně s dozráváním struktur CNS, a to od nejranějších etap mluvního vývoje až po 
úplnou artikulační zralost (do věku 6 až 7 let). 
Rozlišujeme dyslalii: 
- fyziologickou – vývojovou, která je do sedmi let věku dítěte přirozeným mluvním  
                           projevem, 
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     - patologickou – kdy dítě z mnoha příčin není schopné osvojit si tvoření některých  
                                hlásek či jejich skupin. 
 
Vymezení kritérií pro hodnocení odchylky fyziologického a patologického způsobu 
tvoření hlásek stále není jednotné. Základními hledisky jsou věk dítěte, jeho pohlaví a 
inteligence. Právě u věku dítěte jsou největší disproporce v hodnocení vývoje výslovnos-
ti a volby vhodné doby pro začátek logopedické péče. Podle posledních šetření počet 
dyslalií v období do šestého roku kulminuje a pak se prudce snižuje. 
 
Klasifikace podle etiologie: 
- funkční dyslalie – vzniká u dětí s nedostatečnou vjemovou (senzorickou) nebo motoric- 
                               kou schopností  
- organická dyslalie – vzniká důsledkem narušení CNS, sluchu, anatomické odchylky  
                                   atd. 
 
Klasifikace podle místa poškození: 
- akustická – odchylná výslovnost při vadách a poruchách sluchu 
- centrální – vadná výslovnost při poruchách CNS 
- dentální – vadná výslovnost při anomáliích zubů 
- labiální – vadná výslovnost při defektech rtů 
- palatální – vadná výslovnost při anomáliích patra 
- linguální – vadná výslovnost při anomáliích jazyka. 
 
Klasifikace podle kontextu: 
- hlásková – týká se izolovaných hlásek 
- slabiková – dochází k disimilaci (rozlišení, nepodobnost) 
- slovní – dítě vynechává slabiky ve slově nebo je přesmykuje. 
 
Klasifikace podle rozsahu: 
- dyslalie levis – při níž je jen několik vadných hlásek (např. [č]-[š]-[ž], [c]-[s]-[z], [r] a [ř]) 
- dyslalie multiplex, při které je rozsah vadných hlásek větší, ale řeč je srozumitelná 
- mnohočetná dyslalie byla označována za hotentotismus - pokud je řeč dítěte zcela ne- 
  srozumitelná. 
 
Diagnostika 
Cílem diagnostiky je zjištění příčin, druhu a rozsahu poruchy či vady výslovnosti a 
stanovení nejen diagnózy, ale také prognózy. Ze závěrů diagnostiky vyplývá individuální 
plán metodických nápravných postupů. 
Vyšetření dítěte je vedeno formou hry s obrázky, které dítě pojmenovává. Obráz-
ky jsou voleny tak, aby sledovaná hláska byla střídavě na počátku, uprostřed a na konci 
slova. Nesledujeme cíleně jen realizaci hlásek, ale také rozsah slovní zásoby. Vyprávění 
pohádky, kde hodnotíme mluvní projev ve vázané řeči. Realizace hlásek ve slovech  se 
může lišit od výkonu ve větném vyjadřování. 
 
Vývoj artikulace: 
Věk    Vývoj artikulace 
 
Od1 do2,5 let  [b], [p], [m], [a], [o], [u], [i], [e] 
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[j], [t], [d], [n], [l] – artikulační postavení se upravuje po třetím 
roce věku dítěte a ovlivní vývoj hlásky [r] 
od 2,5 do 3,5 let  [au], [ou], [v], [f], [h], [ch], [k], [g] 
od 3,5 do 4,5 let  [bě], [pě], [mě], [vě], [ď], [ť], [ň] 
od 4,5 do 5,5 let  [š], [ž], [č] 
od 5,5 do 6,5 let  [c], [s], [z], [r] 
od 6,5 do 7 let  [ř] a diferenciace [č], [š], [ž] a [c], [s], [z] 
 
Depistáž slov (nahrávky dětí): 
Samohlásky 
[i]   myš, klíče, motýl, brýle, svíčka 
[e]   lev, pes, letadlo, ježek, sněhulák 
[a]   čáp, žába, páv, ananas 
[o]   opice, slon, postel  
[u]   kůň, stůl, nůžky, umyvadlo     
 
Souhlásky 
[b]   banán, balónky, bota, houba, bubák, buben 
[p]   panna, pila, pytel, pije, kape, poupě, pumpa 
[m]   moucha, mimino, mete, umývá, domy, komíny, dým, mamut 
[d]   delfín, domy, domino, nádobí, duha, jahody, indián, bedna, medvědi 
[t]   tele, topení, tunel, chata, plot, auto, motyka, lopata, tapeta 
[n]  nohy, noty, nová, banány, hrozny, anténa, bonbóny, nanuk 
[j]  jí, jede, pije, myje, maják, jedna, pět 
[k]  kohout, kůň, oko, hokejka, puk, klokan 
[g]  guma, gumáky, lego 
[ch]  chobot, schody, výtah, chová, moucha, míchá, buchty 
[h]  had, hodiny, houba(hříbek), houpačka, pohádka, váhy, hlídá, jehně 
[au]  autobus, mňau(mňoukání) 
[ou]  pavouk, houpačka, bouda, koule 
[v]  vana, voda, plave, chová, mává, noviny, dva, vagóny 
[f]  haf, fotí, fotbal, fén, telefon, bábovka 
[l]  lampa, loď, list, kolo, jelen, hůl, klobouk, obálka 
[ď], [ť], [ň] děti, lodě, budík, anděl, méďa, kotě, labutě, v autě, kaňka, ve vaně 
[š]  myš, koš, šála, šnek, liška, šiška 
[č]  klíč, míč, kolotoč, čáp, čokoláda, babička, kočka, počítač 
[ž]  žába, židle, lyže, ježek, loupežník, žížala 
[s]  pes, kost, sova, sněhulák, miska, vlasy, postel, spí 
[c]  citron, cibule, copy, hadice, ovoce, opice, palec, klec 
[z]  zip, zobák, zuby, zvon, koza, televize, lízá, lízátko, hnízdo 
[r]  trubka, drak, pračka, kráva, hrad, beruška, hrnec, brambory, ryba, kočárek 
[ř]  třešně, hřeben, pařez, polštář, peřina, dveře, kuchař, námořník, řepa 
[čšž]-[csz] lesíček, měsíček, zajíček, cestička, vesnička, husička, kostička, mistička, 
sluníčko, svíčka, svačina, sešit, snáší, slyší, sluší. 
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Depistáž ve vázané řeči: 
 Zde se používají básničky, které děti říkají, ale tato práce nepředpokládá, že by-
chom se zabývali rozpoznáváním souvislé řeči. Je dosti obtížné rozpoznat samotnou 
řeč, natož říci, jestli je nebo není postižena logopedickou vadou. Z tohoto důvodu se 
práce bude zabývat hlavně rozpoznáváním vadných hlásek a izolovaných slov.  
 
Čtyři kategorie dle věku: 
4 roky  dochází ke zpřesnění slovní zásoby a gramatické stavby vět, umí již vy-
právět, chápe děj, zařazuje obrázky pod nadřazené pojmy, doplní protikla-
dy s názorem  
vývoj výslovnosti – dítě by mělo zvládat hlásky dle fyziologického vývoje, 
dokončuje se [ď], [ť], [ň] a začíná vývoj [č], [š], [ž] 
5 roků dítě chápe složitější děje, chápe jednoduché vtipy a hádanky, sestaví dějo-
vou posloupnost a popíše ji, přiřadí, co k sobě patří a vysvětlí to, slovní zá-
soba se zvětšuje,  
                     výslovnost [c], [s], [z] a [r] 
6 roků gramaticky zvládá jednoduchá souvětí, umí zpaměti kratší texty, tvoří nad-
řazené pojmy, chápe a ve správném pořadí realizuje i poměrně dlouhé a 
komplikovanější pokyny, 
výslovnost – [ř] a diferenciace [č], [š], [ž] a [c], [s], [z]   
7 roků  správně artikulovaná řeč. 
 
Výskyt dyslalie u chlapců je poměrně vysoký, tvoří až dvě třetiny dětí přijatých do 
logopedické péče. 
Dyslalie je nejčastější poruchou komunikačních schopností u dětí (viz statistika). 
V roce 1951-1952 uvádí Seeman u dětí obecné školy 24,4% dyslalií. V roce 1973 uvádí 
Sovák na základě šetření Olchamové u dětí 1. stupně základní školy 42,8% dyslalií. 
V roce 1989 uvádí Janotová  a kol. u dětí pražských škol 38% dyslalií. V roce 1999 uvá-
dí Půstová u dětí 1. tříd 36% dyslalií. 
 
 
6.     Praktická část - Matlab 
 
Ke zpracování signálů řeči byl použit software MATLAB verze R2007a 
(7.4.0.287). MATLAB, z anglického MATrix LABoratory, který je integrovaný v prostředí 
pro vědeckotechnické výpočty, modelování, návrhy algoritmů, simulace, analýzu a pre-
zentaci dat, měření a zpracování signálu, návrhy řídicích a komunikačních systémů. 
MATLAB je nástroj jak pro pohodlnou interaktivní práci, tak pro vývoj širokého spektra 
aplikací a velmi vhodný pro podobné výzkumné činnosti. 
 
 
6.1 Navázání na semestrální projekt 
 
 V rámci semestrálního projektu byly nastudovány a naprogramovány různé me-
tody výpočtu příznaků a klasifikátory. V diplomové práci byly znalosti rozšířeny a imple-
mentovány do komplexnějších a rozsáhlejších skriptů podporovaných grafickým 
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rozhraním, které zefektivnilo práci při testování a zkoušení jednotlivých kombinací pří-
znaků s klasifikátory.  
  Další úkol byl vytvořit nástroj k automatické segmentaci slov na hlásky. Když zís-
káme slovo nahrané z mikrofonu, je nutné pomocí detektoru hlasové aktivy určit jeho 
hranice a poté provést automatickou segmentaci, která by našla námi hledanou hlásku a 
tu předala dále klasifikátoru. Ve výsledném programu se předpokládá, že pacient 
s logopedickou vadou zvolí typ své vady, respektive špatnou výslovnost dané hlásky, a 
program se poté již bude orientovat na tuto hlásku. Pro danou hlásku bude vybrána 
skupina vhodných slov a ty budou předkládány pacientovi k vyslovení. Bude tedy známo 
o jaké slovo se jedná a na jaké pozici budeme očekávat danou hlásku s logopedickou 
vadou. To umožní nalézt v segmentovaném slovu danou hlásku, a tu předat klasifikáto-
ru, který ji bude klasifikovat s množinou uložených, stejných, natrénovaných hlásek. 
 Bylo nutné také získat nové nahrávky, které by se daly použít k trénování klasifi-
kátorů. V rámci projektu byly požadovány nahrávky vybraných slov se správnou a špat-
nou výslovností. Bohužel byly získány nahrávky jen se špatnou výslovností. Z toho 
důvodu muselo být získáno alespoň několik vhodných nahrávek z mateřské školky pro 
doplnění vstupních trénovacích dat pro správnou výslovnost. Zbytek vstupních dat pro 
správnou výslovnost byl převzat z nahrávek s logopedickou vadou, a to za předpokladu, 
že dítě s typem vadné výslovnosti určitých hlásek bude ostatní vyslovovat správně. Ten-
to krok pravděpodobně povede k určitému zhoršení výsledků, nicméně je jediný možný. 
Od logopeda bylo získáno asi 10 hodin nových nahrávek s logopedickou vadou, 
které bylo nutné ručně označkovat (určit hranice slov či hlásek) a následně rozstříhat na 
jednotlivá slova a později i vybrané hlásky, které by sloužily jako vstupní trénovací mno-
žina. Samotné značkování je velmi pracné a nesmírně časově náročné. Ke značkování 
byl využit software Elan, který dokázal po ručním označkování exportovat textový doku-
ment se slovy a jejich časovými hranicemi. Poté za pomocí Matlabu byly jednotlivé na-
hrávky automaticky rozstříhány dle přiložených textových souborů, kde byla vypsána 
jednotlivá slova s jejich časovými hranicemi. Samotné hlásky pak byly ručně stříhány 
v programu GoldWave, který se ukázal jako efektivní a kvalitní nástroj pro stříhání na-
hrávek a jiné operace s nimi.   
 
 
6.2 Výběr logopedických vad 
 
 Existuje několik typů logopedických vad (viz kap. 2), např., kdy se hlásky nahra-
zují jinými (ryba - lyba) či se úplně vypouštějí, nebo slovní dyslalie, kdy dochází ke špat-
né výslovnosti celého slova. A nejčastější vady (98%), kdy nejsou zafixovány jednotlivé 
hlásky. Nejčastěji jde o hlásky [r], [ř], [s], [š] a [ž]. Tento typ vady v drtivé většině převlá-
dá. Pacienti sice hlásku vysloví, ale špatně, např. ráčkování či špatná artikulace.  
 Použitá metoda k detekci logopedických vad není vhodná pro všechny typy vad. 
Je vhodná právě pro nejčastější vadu, a to nesprávnou výslovnost hlásek. Při klasifikaci  
se totiž porovnává správně vyslovená hláska se špatnou. Proto byly vybrány vady řeči, 
kde nejsou zafixovány hlásky [r], [ř], [s] a [š]. Pro hlásku [ž] není dostatečně velká tréno-
vací databáze hlásek, především pak se správnou výslovností. 
 Zbylé typy vad řeči, především nahrazování hlásek jinými nebo jejich úplné vy-
pouštění jsou taktéž poměrně časté, nicméně tuto testovací metodu nelze aplikovat na 
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tyto vady. Důvodem je, že nelze testovat hlásku, zda byla vyslovena správně, když byla 
řečena jiná hláska či tam vůbec není (např. problémy se segmentací na hlásky a vyhle-
dání dané hlásky pro klasifikaci). Pro tento typ vad by bylo vhodné použít např. skryté 
Markovovy modely (HMM) a trénovat celá slova. Tedy nasbírat velké množství stejných 
slov se stejnou vadou (např. ryba – lyba, kráva – káva) a jejich protějšky se správnou 
výslovností. Taková databáze by sloužila jako trénovací množina pro klasifikátor HMM. 
Ovšem aby tato metoda byla úspěšná, bylo by nutné mít v databázi alespoň 30 různých 
slov a minimálně 50 exemplářů od každého slova se stejnou vadou od různých mluv-
čích. To stejné samozřejmě platí pro nahrávky se správnou výslovností. Taková vstupní 
trénovací databáze slov (cca minimálně 3000 slov) by byla dostačující pro tento klasifi-
kátor. Bohužel takováto databáze není a dokonce nejsou k dispozici žádná slova se 
správnou výslovností. Tato metoda by s největší pravděpodobností dokázala rozeznávat 
tyto vady (záměna hlásek či jejich vypuštění nebo dyslalie - klasifikace na úrovni celých 
slov), ovšem její nasazení by bylo možné až po získání opravdu dostatečně velké data-
báze trénovacích slov. 
 
 
6.3 Klasifikace 
 
 V programu Matlab byl vytvořen nástroj ke klasifikaci. Cílem bylo vyzkoušet a 
otestovat co nejvíce příznaků v kombinaci s různými klasifikátory, a tak co nejefektivněji 
a nejrychleji najít nejvhodnější jejich kombinaci, která by měla nejvyšší úspěšnost v roz-
poznávání správných hlásek od špatných.  
Program byl zpracován v grafickém rozhraní. Vstupní parametry byly uloženy ve 
skriptu a bylo je možné měnit dle potřeby. Skripty byly dva. Jeden pro parametry vý-
počtů různých koeficientů, druhý pro nastavení různých typů klasifikátorů.  
Jako koeficienty byly použity melovské kepstrální a spektrální spolu PLP koefici-
enty. Mezi hlavními parametry, které se daly nastavit pro výpočet těchto koeficientů, byly 
např.:  - délka okna a překryvu 
- zda se použije Hammingovo okno 
- počet koeficientů 
- počet bodů FFT 
- počet filtrů v bance 
- meze pro banku filtrů atd. 
Bylo zde také možné nastavit jestli se použije ustředění, preemfáze či převzorkování 
apod. Toho bylo docíleno za použití přepínačů, kdy změnou hodnoty (0 nebo 1) se 
označilo, zda se má provést např. preemfáze či nikoliv. Ve výsledku pak bylo možné 
vybírat jednotlivé koeficienty, které budou použity pro výpočet, opět za pomoci přepína-
čů. Vypočtené koeficienty ze segmentu řeči tedy byly data klasifikátoru (trénování a tes-
tování). Při použití více koeficientů najednou byly jednotlivé koeficienty řazeny za sebe 
do jednoho sloupce pro daný segment. Např. při označení MFCC a PLP koeficientů vy-
padal výsledný vektor při použití stejného počtu koeficientů pro jeden segment násle-
dovně: vektor 1x26, přičemž prvních 13 prvků (1x1-13) byly vypočtené MFCC 
koeficienty a další 13 prvků(1x14-26) byly PLP koeficienty. Na obr. 6.1 je vidět okno pro 
nastavení dalších parametrů pro výpočet koeficientů. 
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Obrázek 6.1: Okno pro nastavení dalších parametrů pro výpočet různých koeficientů. 
 
 V druhém skriptu se daly nastavovat parametry pro klasifikátory. Jako klasifikáto-
ry zde byly použity metody: 
   - kNN 
  - SVM 
  - GMM 
  - ANN. 
Jako parametry se zde nastavovaly např. počet trénovacích epoch, trénovací matice,  
počet vrstev a neuronů v nich (ANN), počet gaussových funkcí (GMM), počet 
k nejbližších sousedů (kNN) apod. 
 Pomocí grafického rozhraní se tedy vybraly nahrávky, poté se zvolily parametry 
pro výpočet koeficientů a klasifikátorů a následně se provedlo trénování a testování. Vý-
sledek byl zobrazen na příkazovou řádku programu Matlab ve formě klasifikační matice.  
 Klasifikační matice slouží k zobrazení výsledků klasifikátorů. Její rozměr je NxN, 
kde N udává počet tříd. Tedy např. jsou-li 2 třídy (správná hláska [r] a špatná hláska [r]), 
pak matice vypadá následovně: 
 
Tabulka 6.1: Klasifikační matice. 
 
 Správné [r] Špatné [r] 
Správné [r] 82% 18% 
Špatné [r] 36% 64% 
  
Kde její hodnoty mohou být zobrazeny procentuálně jako v tomto případě, a diagonála 
ukazuje úspěšnost rozpoznaných hlásek. Správné [r] bylo rozpoznáno jako správné 
v 82% (v 18% pak jako špatné [r]). Špatné [r] bylo správně rozpoznáno jako špatné [r] 
v 64% (v 36% pak jako správné [r]). 
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 Program může vytvářet jen trénovací, testovací data či jen trénovat, popřípadě  
volat uložené natrénované matice a jen provádět testování dle různých vstupních para-
metrů. 
 
 
 
 
 
 
 
 
 
Obr. 6.2: Blokové schéma klasifikace. 
  
 
6.3.1  Výsledky klasifikace 
 
 K trénování a testování klasifikátorů bylo nastříháno a použito celkem 1083 hlá-
sek. Z toho 509 se správnou výslovností a 574 se špatnou. Detaily vyjadřuje tabulka 6.2. 
Počet mluvčích, od kterých byly nahrávky získány, je různý, ale v průměru se jedná o 
více než 40 mluvčích na jednu hlásku (pro správnou i špatnou výslovnost). 
 
Tabulka 6.2: Počet a rozdělení hlásek použitých k trénování a testování. 
 
Výslovnost / Vada [r] [ř] [s] [š] 
Správná výslovnost 106 85 196 122 
Špatná výslovnost 91 133 226 124 
 
Klasifikátoru byly předkládány k trénování a testování jednotlivé segmenty, re-
spektive sady jejich koeficientů, a stejným způsobem probíhalo i testování. Výhoda je, 
že se zvedne počet vzorů jak na trénování, tak k testování (i několik segmentů z jedné 
hlásky).  
Druhý způsob spočíval ve výpočtu koeficientů ze všech segmentů dané hlásky a 
jejich následného průměrování (vzorec 6.1). Vzaly se tedy všechny první koeficienty 
všech segmentů, sečetly se a vydělily počtem segmentů. Tak vznikl první výsledný koe-
ficient. Následoval druhý, třetí až poslední koeficient. Výsledkem tedy byla jedna sada 
koeficientů pro celou hlásku (jakoby jeden segment). Sada lze vypočítat ze vztahu:   
    ∑
=
=
N
i
ijj kN
p
1
,
1
,           (6.1) 
kde pj určuje výsledný j-tý koeficient hlásky. Přičemž j=1,...,M, kde M je počet koeficien-
tů. Kdy kj,i označuje j-tý koeficient i-tého segmentu hlásky, přičemž i=1,...,N, kde N je 
počet segmentů. 
 Testování úspěšnosti většinou probíhalo v deseti cyklech. Skript náhodně rozdělil 
hlásky na trénovací (60%) a testovací (40%) množinu. Následovalo jedno trénování a 
testování. Poté druhé kolo trénování a testování, dále třetí kolo až desátý cyklus. Vše 
bylo automaticky prováděno cyklem. Úspěšnost u jednotlivých metod je pak průměr 
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všech deseti cyklů testování úspěšnosti. Celkem se tedy provedlo v průměru přes 1000 
testů úspěšnosti pro jednu hlásku. Do trénovací a testovací množiny nebyli zahrnuti 
stejní mluvčí. Tzn., že pro trénování byla použita skupina mluvčích, kteří se v testovací 
množině nevyskytovali. To zaručuje nezávislost na mluvčích (Je známo, že rozpoznat 
hlásky jediného mluvčího je snazší, než pro různé mluvčí.). To sice sníží úspěšnost kla-
sifikátoru, nicméně bude zaručena nezávislost a objektivita měření.   
Ke každému statickému vektoru příznaků c se mohou jako další parametry přidat 
ještě tzv. dynamické koeficienty. Dynamické koeficienty (označme je d - ∆) obecně vyja-
dřují dynamiku (derivace) změny vektorů příznaků a zmírňují tím dopad předpokladu 
statistické nezávislosti statických vektorů příznaků. Jejich výpočet se uskutečňuje line-
ární regresí z N po sobě jdoucích úseků řečového signálu dle vztahu: 
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kde dt je delta koeficient (první diference) v čase t, hodnota N se volí experimentálně, n 
se volí 1 v případě výpočtu lineární regresí nebo N v případě jednoduché diference. Ob-
dobně se počítají akcelerační koeficienty (druhé diference) obecně s jinou volbou N. 
První resp. poslední vektory v promluvě nemají předcházející resp. následující statické 
koeficienty nutné pro výpočet delta resp. akceleračních koeficientů. V takovém případě 
je možno volit techniku doplnění chybějících vektorů jejich nejbližším nechybějícím sou-
sedem. 
 Následuje výčet nejúspěšnější kombinace vstupních parametrů klasifikátorů a 
následné výsledky pro jednotlivé klasifikátory: 
- délka okna: 256 vzorků 
- překryv: 128 vzorků 
- váhování: Hammingovo okno 
- fvz: 16kHz 
- rozsah banky filtrů (dolní - horní mez): 0 - 4 kHz (0 - fvz/4) 
- počet koeficientů: 20 
- výpočet koeficientů z jednotlivých segmentů. 
 
ANN  
 
- vrstvy a počet neuronů v nich: 10 - 10 - 2 
 - typ sítě: se zpětným šířením chyb 
 
Tabulka 6.3: Úspěšnost klasifikátoru ANN pro hlásky [r] a [ř]. 
 
  
 hláska [r]  hláska [ř] 
koeficienty / průměrná úspěšnost [%] bez vady vada celkem bez vady vada celkem 
MFCC 78,75 72,75 75,8 76,71 84,00 80,4 
MFCC+∆ 80,75 57,00 68,9 85,67 81,33 83,5 
MFCC+∆+∆∆ 83,00 58,50 70,8 92,00 77,00 84,5 
PLP 85,00 63,00 74,0 86,25 76,75 81,5 
PLP+∆ 80,50 53,00 66,8 69,00 75,00 72,0 
PLP+∆+∆∆ 80,50 55,50 68,0 88,00 81,00 84,5 
MFCC, PLP 78,00 67,00 72,5 91,67 85,33 88,5 
MFCC+∆, PLP+∆ 75,00 58,50 66,8 81,50 84,50 83,0 
MFCC+∆+∆∆, PLP+∆+∆∆  77,67 61,33 69,5 81,50 83,00 82,3 
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Tabulka 6.4: Úspěšnost klasifikátoru ANN pro hlásky [s] a [š]. 
 
  
hláska [s]  hláska [š] 
koeficienty / průměrná úspěšnost [%] bez vady vada celkem bez vady vada celkem 
MFCC 83,67 70,33 77,0 79,25 76,00 77,6 
MFCC+∆ 85,67 68,33 77,0 72,67 78,00 75,3 
MFCC+∆+∆∆ 89,67 73,00 81,3 80,50 67,75 74,1 
PLP 91,00 68,00 79,5 76,80 79,40 78,1 
PLP+∆ 87,00 71,00 79,0 84,25 73,00 78,6 
PLP+∆+∆∆ 85,67 76,00 80,8 80,00 74,00 77,0 
MFCC, PLP 89,00 68,33 78,7 80,50 68,00 74,3 
MFCC+∆, PLP+∆ 83,67 69,33 76,5 81,50 71,00 76,3 
MFCC+∆+∆∆, PLP+∆+∆∆  69,00 85,00 77,0 83,75 75,00 79,4 
 
Nejúspěšnější výsledky klasifikátoru ANN pro jednolivé hlásky a koeficienty
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Graf. 6.1: Nejúspěšnější celkové výsledky klasifikace pro ANN u jednotlivých hlásek. 
 
GMM 
 
- počet Gaussových funkcí: 40 
 
Tabulka 6.5: Úspěšnost klasifikátoru GMM pro hlásky [s], [š], [r] a [ř]. 
 
  
 hláska [r]  hláska [ř] 
koeficienty / průměrná úspěšnost bez vady vada celkem bez vady vada celkem 
MFCC 83,10 60,70 71,9 75,20 86,20 80,7 
MFCC+∆ 79,70 68,30 74,0 80,00 90,00 85,0 
MFCC+∆+∆∆ 83,40 63,20 73,3 80,30 89,80 85,1 
PLP 83,40 64,60 74,0 81,40 85,40 83,4 
PLP+∆ 84,50 68,90 76,7 78,00 86,00 82,0 
PLP+∆+∆∆ 79,40 73,30 76,4 79,00 90,00 84,5 
MFCC, PLP 86,50 70,10 78,3 85,30 85,40 85,4 
MFCC+∆, PLP+∆ 82,40 72,30 77,4 84,30 82,40 83,4 
MFCC+∆+∆∆, PLP+∆+∆∆  80,20 69,90 75,1 79,00 88,00 83,5 
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Tabulka 6.6: Úspěšnost klasifikátoru GMM pro hlásky [s], [š], [r] a [ř]. 
 
  
hláska [s]  hláska [š] 
koeficienty / průměrná úspěšnost bez vady vada celkem bez vady vada celkem 
MFCC 76,70 72,10 74,4 80,00 68,00 74,0 
MFCC+∆ 75,10 70,20 72,7 75,80 65,10 70,5 
MFCC+∆+∆∆ 73,80 70,70 72,3 75,30 70,10 72,7 
PLP 85,00 65,00 75,0 80,00 63,00 71,5 
PLP+∆ 63,10 61,20 62,2 76,00 69,60 72,8 
PLP+∆+∆∆ 64,20 61,20 62,7 76,50 70,50 73,5 
MFCC, PLP 83,80 72,10 78,0 80,40 70,90 75,7 
MFCC+∆, PLP+∆ 83,20 77,10 80,2 75,30 73,20 74,3 
MFCC+∆+∆∆, PLP+∆+∆∆  81,30 75,10 78,2 77,40 70,50 74,0 
 
 
Nejúspěšnější výsledky klasifikátoru GMM pro jednolivé hlásky a koeficienty
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Graf. 6.2: Nejúspěšnější celkové výsledky klasifikace pro GMM u jednotlivých hlásek. 
 
 
kNN 
 
- počet k sousedů: 1, 3, 5, 19 
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Tabulka 6.7: Úspěšnost klasifikátoru kNN pro hlásky [r] (vlevo) a [ř] (vpravo). 
 
Koeficienty:
k 1 3 5 19
Bez vady [%] 89,0 84,6 84,6 84,2
Vada [%] 69,4 68,0 64,7 62,8
Průměr [%] 79,2 76,3 74,7 73,5
Koeficienty:
k 1 3 5 19
Bez vady [%] 75,2 77,2 74,4 78,0
Vada [%] 65,6 70,4 66,8 78,0
Průměr [%] 70,4 73,8 70,6 78,0
Koeficienty:
k 1 3 5 19
Bez vady [%] 79,0 73,2 75,2 74,2
Vada [%] 69,6 74,2 75,0 74,0
Průměr [%] 74,3 73,7 75,1 74,1
Koeficienty:
k 1 3 5 19
Bez vady [%] 74,0 74,2 68,4 70,4
Vada [%] 65,6 67,6 65,6 62,0
Průměr [%] 69,8 70,9 67,0 66,2
Koeficienty:
k 1 3 5 19
Bez vady [%] 75,2 74,0 68,6 67,8
Vada [%] 71,4 68,4 72,4 72,5
Průměr [%] 73,3 71,2 70,5 70,1
Koeficienty:
k 1 3 5 19
Bez vady [%] 83,3 80,0 76,4 75,6
Vada [%] 61,3 65,6 70,0 73,4
Průměr [%] 72,3 72,8 73,2 74,5
Koeficienty:
k 1 3 5 19
Bez vady [%] 79,0 71,0 80,2 73,4
Vada [%] 60,0 69,0 74,4 56,8
Průměr [%] 69,5 70,0 77,3 65,1
Koeficienty:
k 1 3 5 19
Bez vady [%] 75,6 78,0 79,0 69,0
Vada [%] 63,4 73,4 68,8 62,0
Průměr [%] 69,5 75,7 73,9 65,5
Koeficienty:
k 1 3 5 19
Bez vady [%] 77,8 78,8 80,0 78,6
Vada [%] 66,6 61,2 72,2 64,6
Průměr [%] 72,2 70,0 76,1 71,6
MFCC
MFCC+∆
MFCC+∆+∆∆
PLP
PLP+∆
PLP+∆+∆∆
MFCC, PLP
MFCC+∆, PLP+∆
MFCC+∆+∆∆, PLP+∆+∆∆
     
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,8 88,3 87,6 83,9
Vada [%] 79,5 79,0 78,3 79,7
Průměr [%] 82,7 83,7 83,0 81,8
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,9 83,8 85,1 83,2
Vada [%] 73,2 72,5 68,8 65,8
Průměr [%] 79,6 78,2 77,0 74,5
Koeficienty:
k 1 3 5 19
Bez vady [%] 90,8 90,3 87,7 78,9
Vada [%] 69,5 67,0 69,0 68,2
Průměr [%] 80,2 78,7 78,4 73,6
Koeficienty:
k 1 3 5 19
Bez vady [%] 83,8 88,9 89,0 87,7
Vada [%] 86,5 82,5 84,5 84,6
Průměr [%] 85,2 85,7 86,8 86,2
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,1 89,5 82,0 79,5
Vada [%] 85,2 83,3 81,9 82,5
Průměr [%] 85,2 86,4 82,0 81,0
Koeficienty:
k 1 3 5 19
Bez vady [%] 84,6 90,2 88,4 82,0
Vada [%] 84,0 83,8 84,0 82,5
Průměr [%] 84,3 87,0 86,2 82,3
Koeficienty:
k 1 3 5 19
Bez vady [%] 83,3 88,9 94,0 87,0
Vada [%] 82,1 85,2 79,5 86,3
Průměr [%] 82,7 87,1 86,8 86,7
Koeficienty:
k 1 3 5 19
Bez vady [%] 87,1 87,1 85,1 82,0
Vada [%] 83,2 81,3 80,1 82,0
Průměr [%] 85,2 84,2 82,6 82,0
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,7 91,4 79,5 84,3
Vada [%] 82,1 83,9 88,2 84,0
Průměr [%] 83,9 87,7 83,9 84,2
PLP
PLP+∆
MFCC
MFCC+∆
MFCC+∆+∆∆
PLP+∆+∆∆
MFCC+∆+∆∆, PLP+∆+∆∆
MFCC, PLP
MFCC+∆, PLP+∆
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Tabulka 6.8: Úspěšnost klasifikátoru kNN pro hlásky [s] (vlevo) a [š] (vpravo). 
 
Koeficienty:
k 1 3 5 19
Bez vady [%] 82,3 82,5 82,8 84,3
Vada [%] 74,9 76,7 74,5 80,8
Průměr [%] 78,6 79,6 78,7 82,6
Koeficienty:
k 1 3 5 19
Bez vady [%] 80,3 79,9 79,0 77,7
Vada [%] 75,4 76,6 77,8 78,8
Průměr [%] 77,9 78,3 78,4 78,3
Koeficienty:
k 1 3 5 19
Bez vady [%] 69,5 69,2 69,5 67,4
Vada [%] 76,6 77,4 75,8 82,4
Průměr [%] 73,1 73,3 72,7 74,9
Koeficienty:
k 1 3 5 19
Bez vady [%] 82,1 87,2 86,2 91,8
Vada [%] 67,5 72,6 76,8 72,8
Průměr [%] 74,8 79,9 81,5 82,3
Koeficienty:
k 1 3 5 19
Bez vady [%] 83,4 84,8 82,4 87,4
Vada [%] 65,4 65,0 71,2 69,8
Průměr [%] 74,4 74,9 76,8 78,6
Koeficienty:
k 1 3 5 19
Bez vady [%] 82,8 83,0 81,4 87,2
Vada [%] 66,8 71,6 72,0 65,2
Průměr [%] 74,8 77,3 76,7 76,2
Koeficienty:
k 1 3 5 19
Bez vady [%] 80,8 83,6 82,6 85,8
Vada [%] 64,2 70,4 70,8 72,0
Průměr [%] 72,5 77,0 76,7 78,9
Koeficienty:
k 1 3 5 19
Bez vady [%] 86,8 89,6 85,8 91,4
Vada [%] 64,6 66,2 67,8 67,2
Průměr [%] 75,7 77,9 76,8 79,3
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,4 87,2 88,8 87,0
Vada [%] 68,6 71,2 66,0 65,0
Průměr [%] 77,0 79,2 77,4 76,0
MFCC
MFCC+∆
MFCC+∆+∆∆
PLP
MFCC+∆+∆∆, PLP+∆+∆∆
PLP+∆
PLP+∆+∆∆
MFCC, PLP
MFCC+∆, PLP+∆
     
Koeficienty:
k 1 3 5 19
Bez vady [%] 79,7 87,3 86,3 85,4
Vada [%] 66,3 62,6 61,9 60,6
Průměr [%] 73,0 75,0 74,1 73,0
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,9 88,6 90,1 87,3
Vada [%] 56,3 65,1 62,6 52,7
Průměr [%] 71,1 76,9 76,4 70,0
Koeficienty:
k 1 3 5 19
Bez vady [%] 81,0 90,3 86,4 91,5
Vada [%] 62,5 50,4 58,4 52,2
Průměr [%] 71,8 70,4 72,4 71,9
Koeficienty:
k 1 3 5 19
Bez vady [%] 88,5 84,2 86,1 91,1
Vada [%] 63,0 63,3 63,3 65,6
Průměr [%] 75,8 73,8 74,7 78,4
Koeficienty:
k 1 3 5 19
Bez vady [%] 91,9 87,8 89,0 88,8
Vada [%] 65,6 60,9 61,3 63,0
Průměr [%] 78,8 74,4 75,2 75,9
Koeficienty:
k 1 3 5 19
Bez vady [%] 85,9 84,6 87,6 85,0
Vada [%] 65,5 58,8 63,3 63,4
Průměr [%] 75,7 71,7 75,5 74,2
Koeficienty:
k 1 3 5 19
Bez vady [%] 83,2 89,4 89,2 86,0
Vada [%] 67,0 63,4 62,6 63,2
Průměr [%] 75,1 76,4 75,9 74,6
Koeficienty:
k 1 3 5 19
Bez vady [%] 86,8 92,8 86,0 87,0
Vada [%] 66,0 69,4 65,2 61,8
Průměr [%] 76,4 81,1 75,6 74,4
Koeficienty:
k 1 3 5 19
Bez vady [%] 88,6 86,2 86,2 89,4
Vada [%] 64,2 64,2 70,2 60,0
Průměr [%] 76,4 75,2 78,2 74,7
MFCC
MFCC+∆
MFCC+∆+∆∆
MFCC+∆+∆∆, PLP+∆+∆∆
PLP+∆
PLP+∆+∆∆
MFCC+∆, PLP+∆
MFCC, PLP
PLP
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Nejúspěšnější výsledky klasifikátoru kNN pro jednolivé hlásky a koeficienty
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Graf. 6.3: Nejúspěšnější celkové výsledky klasifikace pro kNN u jednotlivých hlásek. 
 
SVM 
 
 Tento klasifikátor se ukázal jako velmi málo efektivní a jeho výsledky rozpozná-
vání byly prakticky náhodné. Pro danou problematiku je tedy nevyhovující a dále na něj 
nebude brán zřetel. 
 
 
Srovnání výsledků jednotlivých klasifikátorů 
 
 Z dosažených výsledků je patrné, že ani jeden z klasifikátorů se neukázal jako 
výrazně nejlepší. Pro jednu hlásku vyniká jeden a pro další zase jiný klasifikátor. Ob-
dobná situace je i u koeficientů. Nelze vybrat stejný a nejvhodnější typ koeficientů pro 
všechny hlásky ani pro jeden typ klasifikátoru. Lze ale říci, že koeficienty PLP se nikdy 
neprojevily jako nejúspěšnější. Vždy to byly MFCC, popřípadě MFCC spolu PLP a jejich 
deltami. 
 Největší úspěšnost rozpoznávání je u hlásky [ř]. U všech klasifikátorů byla dosa-
žena úspěšnost vždy více než 85%. Nejhorší úspěšnost je pak u hlásky [r], není vyšší 
než 79%. Úspěšnost rozpoznání hlásek [s] a [š] leží v rozmezí 75 - 82%. Obecně lze 
říci, že vyšší úspěšnost rozpoznání mají hlásky vyslovené správně. 
 Lze tedy použít kterýkoliv z klasifikátorů. Srovnání nejúspěšnějších výsledků  jed-
notlivých klasifikátorů je vidět na grafu 6.4.  
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Srovnání úspěšnosti rozpoznávání pro jednotlivé klasifikátory
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Graf. 6.4: Srovnání úspěšnosti jednotlivých klasifikátorů pro jednotlivé hlásky. 
 
 
6.4 Automatická segmentace a vyhledávání požadované hlásky 
 
 Chceme-li automaticky rozpoznávat logopedické vady v řečovém projevu, respek-
tive ve slovech, je nutné tato slova segmentovat na hlásky a poté provést testování jed-
notlivých hlásek, zda byla vyslovena správně či špatně. Ve výsledném programu se 
bude testovat pouze jedna hláska, dle nastavení programu. Bude-li program používat 
pacient zatížen vadou hlásky [r], program automaticky po zadání kritérií pro hlásku [r] 
vygeneruje vhodná slova a bude detailně testovat pouze tuto hlásku. To je hrubý postup 
zvolené metody automatického rozpoznávání. 
 Jako nejvhodnější postup pro segmentaci byla vybrána metoda rozdílnosti pří-
znaků mezi jednotlivými segmenty řeči. Vychází se z toho, že koeficienty stejného 
fonému mají zhruba stejné hodnoty. Tedy pokud se od sebe odečtou koeficienty stej-
ných segmentů (stejné fonémy), dostaneme v ideálním případě hodnotu nula. Pokud 
budou segmenty rozdílné (různé fonémy), budou i rozdílné koeficienty a odečtením bu-
de získána nenulová hodnota. Tato nenulová hodnota (špička v průběhu rozdílů - křivka 
rozdílnosti) bude pak hranice mezi dvěma fonémy (hláskami). Vyhledání těchto špiček 
v průběhu pak ukáže hranice mezi jednotlivými hláskami ve slově. A když bude známo, 
na které pozici ve slově je hledaná hláska pro klasifikaci, pak nebude problém tuto hlás-
ku vyhledat např. odpočítáním počtu hlásek od začátku či od konce slova. Na které po-
zici se hledaná hláska nachází bude známo, protože budeme vědět, jaké slovo se 
očekává.  
Pro rozdílnost příznaků byla použita Euklidovská vzdálenost (vzorec 4.2). Tato 
metoda vždy vrátí jednu hodnotu pro rozdílnost x koeficientů dvou vedlejších segmentů. 
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Příznaky byly vybírány z množiny MFFC, PLP a melovské spektrální koeficienty. Po tes-
tování těchto koeficientů byly vybrány jako nejúspěšnější spektrální melovské koeficien-
ty, a to v počtu 8 koeficientů pro každý segment řeči. 
Postup byl následující: 
● řeč byla segmentována 
● pro každý segment se vypočítala množina koeficientů 
● provedl se výpočet Euklidovské vzdálenosti mezi koeficienty dvou sousedních 
segmentů. 
Výsledkem byla 1 hodnota (rozdíl) mezi dvěma segmenty. Celkově to bylo pak n-1 roz-
dílů z celkového počtu n segmentů. Hranice mezi hláskami se pak projevily jako největší 
hodnoty (rozdíly). Použijeme-li pro zobrazení vykreslení těchto rozdílů, pak se projeví 
jako špičky, viz obr. 6.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 6.3: Průběh slova „traktor“ zatížené logopedickou vadou (tlaktol). Jsou vidět 
dva průběhy 2 typů příznaků (MFFC a spektrální koef. melovské banky filtrů (mel. spekt-
rální koef.)). Nahoře pak pro srovnání jsou do časové oblasti vykresleny rozdíly spekt-
rálních koef. melovské banky filtrů (červený průběh), přičemž každý rozdíl je zopakován 
tolikrát, kolik je vzorků v jednom segmentu řeči (z důvodů docílení stejného počtu vzorků 
jako má vstupní signál), rozdíl je pak doplněn nulami (z důvodu, že počet segmentů je n 
a rozdílů n-1 plus další rozdíl vzniklý segmentací signálu). 
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 Výsledky jsou dost ovlivněny tím, jak dlouhé jsou segmenty (počet vzorků) a je-
jich překryv. Z toho důvodu každý vstupní signál, který nemá vzorkovací kmitočet 
16kHz, je převzorkován na tento vzorkovací kmitočet. A délka okna je pak pevně stano-
vena na 512 vzorků s překryvem 256 vzorků. 
 Tato metoda má ovšem také nedostatky. V podstatě zatím není schopna roze-
znat dvě samohlásky ve slově jdoucí po sobě, pokud bezprostředně navazují. Je to způ-
sobeno především energií signálu, která je jednou z hlavních hodnot při výpočtu těchto 
koeficientů. Typický příklad je pak vidět na obr. 6.4, kde není detekován rozdíl mezi sa-
mohláskami [a] a [u] ve slově „auto“. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 6.4: Průběh slova „auto“ zatížené logopedickou vadou. Je vidět nede-
tekovaná hranice mezi samohláskami [a] a [u] a to u obou typů použitých koeficientů. 
 
Způsob, jak těmto nedostatkům předejít, je vyvarování se takových slov, kde by 
se vyskytovaly dvě samohlásky vedle sebe a nezahrnovat je do slovníku. Proto byla za 
pomoci fonetičky vybrána vhodná slova. Jejich výčet je pak v kapitole 6.3.1. 
I přesto daná metoda nevykazovala příliš dobré výsledky. Její úspěšnost, kdy 
správně nalezla všechny hranice hlásek slova, se pohybovala kolem 72%, ale při pod-
statném nadsegmentování slova (viz kap. 6.4.2). Úspěšnost se zjišťovala pomocí ručně 
označkovaných slov, které byly předkládány segmentátoru. Pokud byly nalezeny všech-
ny hranice hlásek v rozmezí ±30ms (ani dva špičkoví profesionálové neudělají stejné 
značky na stejném slově) od ručně označených hranic, pak byla automatická segmenta-
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ce označena za úspěšnou. V opačném případě šlo o neúspěch. Poměr úspěšně seg-
mentovaných slov ku všem dává výslednou úspěšnost segmentátoru. Označkovaných 
slov k testování bylo použito 40. Tato úspěšnost byla ovšem nedostačující. Pokud by-
chom ještě připočetli následnou chybu klasifikátoru, celá metoda by byla nepoužitelná. 
Z toho důvodu byl navrhnut nový postup. 
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Obrázek 6.5: Průběh slova „banán“ s ručně označenými hranicemi hlásek a au-
tomaticky nalezenými spolu s křivkou rozdílnosti. 
 
Nová metoda spočívá v natrénování GMM klasifikátorů na hledané hlásky ve slo-
vech. V našem případě jde tedy o hlásky [r], [ř], [s] a [š] (viz kapitola 6.4). Natrénovány 
byly hlásky jak se správnou promluvou, tak se špatnou. Jako trénovací parametry byly 
použity, dle největší úspěšnosti rozpoznání, melovské kepstrální koeficienty. Postup hle-
dání testované hlásky byl následující: 
● slovo bylo segmentováno a popřípadě váženo Hammingovým oknem 
● ze segmentů se vypočetly koeficienty 
● jednotlivé segmenty byly předkládány GMM klasifikátoru hledané hlásky. 
Výsledkem byly úspěšnosti pro jednotlivé hlásky ve slově. Jelikož byl GMM klasifikátor 
natrénován na 4 hlásky ([r], [ř], [s], [š] - 4 modely), a to pro správnou i špatnou promluvu 
dohromady. Výsledkem byla 1 hodnota pravděpodobnosti klasifikátoru pro každý seg-
ment. Nejvyšší hodnoty (největší pravděpodobnosti) pak určily segmenty, které by mohly 
odpovídat hledané hlásce. Průběh pravděpodobností pro jednotlivé segmenty je vidět na 
obr. 6.6. Maximum pak určuje segment, který má největší pravděpodobnost shody 
s hledanou hláskou. Ovšem námi hledané hlásky se skládají z více než jednoho seg-
mentu a je potřeba najít celou hlásku (několik segmentů). Důvod je ten, že klasifikátoru 
se předkládá celá hláska, tedy několik segmentů (někdy jen jeden). Následně, které 
segmenty po klasifikaci převládají (segmenty správné nebo špatné promluvy), ty pak 
určí orientaci celé hlásky (vadná či správná). V případě sudého počtu segmentů testo-
vané hlásky a vyhodnocení stejného počtu segmentů jako správná a špatná promluva, 
je hláska klasifikována jako vadná. Je totiž více žádoucí klasifikovat správnou hlásku 
jako vadnou, než naopak. To jak nalézt celou hlásku, z jednoho nalezeného segmentu 
s největší pravděpodobností, umožnilo skloubení GMM klasifikátoru spolu s automatic-
kou segmentací na hlásky.  
 
 
 
        b         a          n                    á                     n   
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Obrázek 6.6: a) Časový průběh slova “kaši“ s ručně označenými hranicemi hledané 
hlásky spolu automaticky nalezenými a nalezeným segmentem s největší pravděpodob-
ností pro hledanou hlásku [š]. b) Průběh pravděpodobností segmentů hledané hlásky 
[š]. 
 
Slovo bylo automaticky segmentováno na hlásky tak, aby při vzniku chyby auto-
matické segmentace, měla tato chyba charakter nadsegmentování. Tedy určilo se více 
hlásek ve slově, než méně. Toho bylo docíleno snížením prahu pro hledání maxim roz-
dílů příznaků. Tímto způsobem jsme se vyhnuli tomu, aby dvě hlásky nebyly vyhodno-
ceny jako jedna. Je lepší předložit klasifikátoru polovinu jedné hlásky, než dvě hlásky. 
Výsledné nalezení celé hlásky je tedy určeno nalezením segmentu s největší úspěšností 
hledané hlásky (GMM klasifikátor) a automatickou segmentací na hlásky s nižším pra-
hem pro hledání maxim rozdílnosti příznaků. V tom segmentu, kde se po automatické 
segmentaci nacházelo maximum GMM klasifikace, bylo označeno jako hledaná hláska  
(viz obr. 6.6). Tato oblast (jeden či více segmentů), respektive hláska, byla následně 
předána klasifikátoru, který určil, zda se jedná o správnou či špatnou promluvu. 
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Obrázek 6.7: Grafické rozhraní pro trénování a klasifikaci hledaných hlásek pomocí 
GMM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 6.8: Blokové schéma automatické segmentace na hlásky a vyhledání požadované 
hlásky pomocí GMM klasifikátoru. 
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Pro celý mechanismus vyhledávání požadované hlásky ve slově bylo vytvořeno 
grafické rozhraní (obr. 6.7), které umožnilo mnohonásobně zefektivnit hledání a testo-
vání nejvhodnějších kombinací parametrů k dosažení největší úspěšnosti. Celý proces 
vyhledání požadované hlásky pak popisuje blokové schéma 6.8.  
 Do systému vstupovalo slovo, které bylo ručně označkováno, ale to z důvodu 
pouze informativního. Při vykreslení časového průběhu slova se porovnávaly hranice 
ručně označené s hranicemi automaticky rozpoznanými, ovšem pouze z informativního 
hlediska. Samotné testovaní úspěšnosti segmentátoru a nalezení požadované hlásky 
prováděl skript.  
 
  
6.4.1 Testovací slova 
  
 Vzhledem k nedokonalosti automatického segmentátoru bylo nutné vybrat vhod-
ná slova, pomocí nichž by byla minimalizována chyba segmentátoru. Nežádoucí bylo, 
aby se ve slovech objevovaly dvě samohlásky za sebou. Nejlépe, aby se střídaly sa-
mohlásky se souhláskami. Ve spolupráci s fonetiky byla vybrána následující slova 
s přihlédnutím na dělení dle věku, ve kterém by dané hlásky měly být utvářeny a nako-
nec pěvně zafixovány (viz kap. 5).  
 
Od 1 do 2,5 let  [b], [p], [m], [a], [o], [u], [i], [e] 
[i]   myš, kytara, indián 
[e]   pes,  ježek, meloun 
[a]   čáp, žába, páv, ananas 
[o]   opice, postel  
[u]   kůň, nůžky, umyvadlo     
[b]   banán, balónky, bota, bubák, buben 
[p]   panna, pila, pytel, pije, poupě, pumpa 
[m]   moucha, mimino, mete, umývá 
[d]   delfín, domy, domino, duha 
[t]   tele, tunel, tapeta, tráva 
[n]  nohy, noty,nová, nanuk 
[j]  jí, jede, pije, jedna 
 
od 2,5 do 3,5 let  [au], [ou], [v], [f], [h], [ch], [k], [g] 
[k]  koko, kůň, oko, klokan 
[g]  guma, gumáky 
[ch]  chobot, schody,  chová 
[h]  had, hodiny, houba (hříbek), houpačka 
 
od 3,5 do 4,5 let  [bě], [pě], [mě], [vě], [ď], [ť], [ň] 
[ď], [ť], [ň] děti, děda, ťuká, ťapička, hnědý 
 
od 4,5 do 5,5 let  [š], [ž], [č] 
[š]  šála, šnek,  šiška 
[č]  čáp, čokoláda,  
[ž]  žába, židle, žížala 
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od 5,5 do 6,5 let  [c], [s], [z], [r] 
[s]  sova,sněhulák, spí 
[c]  citron, cibule,  
[z]  zip, zobák, zuby, zvon 
[r]  trubka, drak, pračka, kráva, hrad, brambory,ryba, rak 
 
od 6,5 do 7 let   [ř] a diferenciace [č], [š], [ž] a [c], [s], [z] 
[ř]  třešně, hřeben, řepa 
[čšž]-[csz] zajíček, cestička, sluníčko. 
 
 
 
6.4.2  Výsledky automatické segmentace a vyhledávání požadované  
  hlásky 
 
 Testování bylo provedeno na 36 ručně označkovaných slovech, které obsahovaly 
všechny testované hlásky. Přesné výsledky automatické segmentace na hlásky jsou 
vidět v tabulce 6.9.  
Největší úspěšnost vyhledání měla hláska [š] a [s] při použití natrénovaných 
GMM - přes 90%. Kde velikost okna pro GMM byla 256 vzorků s překryvem 128 vzorků. 
Zbylé hlásky měly výrazně nižší úspěšnost, řádově pod 50%.  
 
Tabulka 6.9: Výsledky automatické segmentace na hlásky. 
 
Slovo: 
Počet správně 
detekovaných 
hranic
 
[%] 
Počet chybně 
detekovaných 
hranic [%] 
Nadsegmentování 
/ podsegmento-
vání [-] 
Nadsegmentování 
/ podsegmento-
vání [%] 
kaši 80,0 20,0 0 0,0 
kaši2 80,0 20,0 0 0,0 
kos 50,0 50,0 2 50,0 
křeček 80,0 20,0 1 20,0 
kuřátko 87,5 12,5 8 100,0 
kuře 71,4 28,6 6 85,7 
les 100,0 0,0 15 375,0 
les2 100,0 0,0 10 250,0 
liška 100,0 0,0 6 100,0 
mrkev 83,3 16,7 3 50,0 
pase 80,0 20,0 -1 -20,0 
pejsek 71,4 28,6 -2 -28,6 
pejsek1 57,1 42,9 -2 -28,6 
pes 100,0 0,0 0 0,0 
pračka 42,9 57,1 0 0,0 
rajčata 75,0 25,0 6 75,0 
ramínko 77,8 22,2 6 66,7 
rampouchy 62,5 37,5 3 37,5 
ruce 100,0 0,0 5 100,0 
ručník 66,7 33,3 3 33,3 
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rukavice2 85,7 14,3 7 100,0 
růže 33,3 66,7 -1 -16,7 
rybář 100,0 0,0 7 140,0 
rýč 25,0 75,0 7 175,0 
ředkvičky 100,0 0,0 10 166,7 
řeka 55,6 44,4 2 22,2 
řepa 66,7 33,3 2 22,2 
řeťaz 80,0 20,0 8 160,0 
řeže1 85,7 14,3 10 142,9 
sloni 60,0 40,0 -1 -20,0 
sněhulák 0,0 100,0 0 0,0 
sněhulák2 60,0 40,0 3 30,0 
sova1 80,0 20,0 5 100,0 
střecha 20,0 80,0 -1 -20,0 
sval 83,3 16,7 10 166,7 
vaří 80,0 20,0 0 0,0 
Průměr 71,7 28,3 3,8 67,6 
 
 
 
6.5 Software Učíme se správně mluvit 
 
 Všechny získané poznatky byly implementovány do výsledného programu. Pře-
devším tedy problém vyhledání testované hlásky a následná klasifikace.  
 
 
 
Obrázek 6.9: Hlavní okno programu Logopedie – Učíme se správně mluvit. 
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Program dokáže nahrát slovo, vyhledat v něm danou hlásku a následně určit, zda 
se jedná o správnou či špatnou promluvu, a sdělí výsledek. Jako klasifikátor byly použity 
umělé neuronové sítě se zpětným šířením chyb. 20 melovských kepstrálních koeficientů 
a velikost okna byla stanovena na 256 vzorků s překryvem 128 vzorků. Daný klasifikátor 
lze kdykoliv vyměnit za jiný dle potřeby. Celý software je vytvořen v příjemném grafic-
kém prostředí s jednoduchým a intuitivním ovládáním. Všechny skripty, jakožto i grafické 
rozhraní, byly vytvořeny v prostředí Matlabu, který je také potřeba ke spuštění celého 
programu. 
 Spuštění se provede skriptem s názvem Start.m. Poté se zobrazí hlavní okno 
programu s nabídkou výběru vady a jinými možnostmi, jak je vidět na obr. 6.9. Pod tla-
čítkem “Návod“ se skrývá krátké seznámení s programem a pokyny k jeho používání. 
Po výběru hlásky, kterou chceme procvičovat, a stisknutí tlačítka “Začít procvičovat“ se 
otevře okno pro samotné procvičování (obr. 6.10).  
 
 
  
Obrázek 6.10: Okno programu na procvičování hlásek. 
 
 V ten okamžik se do paměti načte adresář s obrázky pro určenou vadu, pole (ty-
pu struktura) s názvy obrázků a natrénované klasifikátory pro určený typ hlásky (jeden 
pro vyhledání testované hlásky ve slově, druhý pro samotnou klasifikaci). Mezi jednotli-
vými slovy se lze libovolně přepínat pomocí tlačítek “Zpět“ a “Další“. Je zde také uvede-
na informace o tom, která hláska se procvičuje a kolik slov obsahuje databáze pro 
danou hlásku spolu s informací o čísle aktuálního slova (viz obr. 6.10). Databáze slov je 
rozdělena do 4 skupin (hlásky [r], [ř], [s], [š]) a jednotlivá slova byla vybrána dle doporu-
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čení logopedy a fonetičky. Jejich složení, jakožto přidávání dalších slov, lze snadno mě-
nit. Struktura skupin je následují.  
         Vada [r]: trubka, drak, pračka, kráva, hrad, beruška, hrnec, brambory, ryba, kočá- 
                       rek. 
         Vada [ř]: třešně, hřeben, pařez, polštář, peřina, dveře, kuchař, námořník, řepa. 
         Vada [s]: pes, kost, sova, sněhulák, miska, vlasy, postel, spí. 
         Vada [š]: myš, koš, šála, šnek, liška, šiška. 
 
 
 
Obrázek 6.11: Okno indikace nahrávání. 
 
 Po stisku tlačítka “Spustit nahrávání“ se spustí nahrávání z mikrofonu. To je indi-
kováno oknem s obrázkem mikrofonu (obr. 6.11). Nahrávání trvá 3 vteřiny a poté se ok-
no pro nahrávání samo zavře. Pokud není nahrávka dostatečně silná, je obsluha 
vyzvána k opětovnému nahrání a upozornění, aby mluvila hlasitěji. Pokud je nahrávka 
dostatečně hlasitá (dostatečně kvalitní úroveň energie pro klasifikaci), tak se určí hrani-
ce slova pomocí energie [2]. Poté se nahrávka nasegmentuje, provede se automatické 
segmentování na hlásky, vybere se požadovaná hláska, která se předá klasifikátoru, 
který určí, zda se jedná o správně vyslovenou hlásku či nikoliv. Klasifikátoru se tedy 
předává celá hláska (jeden a více segmentů) a dle toho, jaké segmenty převládají po 
klasifikaci (segmenty se správnou či vadnou promluvou), se určí výsledný charakter celé 
hlásky. Tato informace je sdělena formou nového okna, jak je vidět na obr. 6.12. Ná-
sledně lze zvolit jiné slovo, popřípadě nechat stejné, a celý proces počínaje spuštěním 
nahrávání opakovat. 
 
        
 
Obrázek 6.12: Informativní okna o správnosti promluvy dané hlásky. Vlevo při správném 
a vpravo při špatném vyslovení. 
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 Pokud je hláska vyslovena špatně, je nabídnuta možnost (tlačítko “Jak trénovat 
výslovnost“ v informativním okně pro špatné vyslovení – obr. 6.12 vpravo) přečíst si cvi-
ky, které jsou vhodné pro trénovaní mluvidel spolu se správným dýcháním apod.  
 
 
 Celý průběh činnosti programu zobrazuje následné blokové schéma. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 6.13: Blokové schéma činnosti programu Učíme se správně mluvit. 
 
 
7. Závěr 
 
 Lidská řeč je velmi složitý proces. V dnešní době  nejsou 100% úspěšné žádné 
metody, které by dokázaly rozpoznávat lidskou řeč, natož dokonce detekovat logopedic-
kou vadu. Mezi špatnou a správnou výslovností je mnohdy tenká hranice, která často 
bývá potírána a je tak velmi obtížné rozlišit, co je správná a co špatná promluva, natož 
pro aplikaci umělé inteligence. 
 Byly navrženy metody vhodné pro klasifikaci a výběr hledané hlásky. Tyto metody 
vycházely především z dispozic ústavu, především pak z množiny nahrávek, které byly 
k dispozici.  
Největší úspěšnost klasifikace pro jednotlivé hlásky se pohybovala od 76 do 89%. 
Kdy jednotlivé klasifikátory lze označit za vyrovnané, vyjma SVM, který se ukázal jako 
neúspěšný. Nejlepších výsledků dosáhla hláska [ř] následována hláskami [s], [š] a na 
posledním místě hláskou [r]. Jako nejvhodnější příznaky se projevily MFCC, kdy nejlep-
ších výsledků dosáhli při počtu 20 kusů. Lze předpokládat, že by se zvýšila úspěšnost 
všech klasifikátorů, při použití větší a kvalitnější databáze nahrávek. Obecně pak správ-
ně vyslovené hlásky byly klasifikovány s vyšší úspěšností. Navržená metoda pro vyhle-
dání potřebné hlásky nedosahuje příliš vysoké úspěšnosti a hlavně zde jsou otevřeny 
dveře k dalším výzkumům. V případě získání velké množiny (stovky až tisíce) několika 
stejných slov, se správnou i špatnou výslovností, by bylo možné například použít klasifi-
kátor HMM. Ten by prováděl klasifikaci na bázi celých slov, nikoliv hlásek a tím by od-
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stranil nedostatky použité metody. Tento způsob by dokázal rozpoznávat vady, kdy do-
chází k nahrazení hlásky jinou hláskou, či k úplnému vypuštění hlásky ze slova, anebo 
slovní či hláskovou dyslalii.  
Všechny navržené metody pak byly implementovány do programu pro děti. Ten a 
především pak jeho dokonalejší nástupci si dávají za cíl ulehčit práci logopedům a ze-
fektivnit jejich práci. Kdyby dítě mělo takový program doma, mohlo by mnohem intenziv-
něji pracovat na své vadě, tím by se zvýšila šance na dřívější a úplné vyléčení dané 
vady. Způsob jak výrazně zlepšit úspěšnost rozpoznávání takového programu je v tré-
nování modelů na hlasových dispozicích daného jedince. Postup by mohl být následují-
cí. Odborný logoped by si nahrál několik nahrávek od pacienta. Ty by byly zpracovány a 
použity k trénování modelů pro danou vadu v závislosti na jednom mluvčím, tedy paci-
entovi. Tím by se rapidně zvýšila úspěšnost rozpoznávání správné a vadné promluvy. 
Dané zpracování nahrávek a trénování modelů by mohl provádět přímo logoped 
s použitím speciálně vytvořeného SW nástroje. V jiném případě speciální SW program, 
který by dle vstupních parametrů vše provedl automaticky a vytvořil výslednou specific-
kou databázi pro jednice. Další rozšiřující možností programu pro děti by bylo možné 
sledovat zda dosahují pokroků při odstraňování své vady. 
Děti všeobecně rády pracují na počítači, obzvlášť nemají-li tuto možnost každo-
denně. Proto spojit počítač a trénování jejich mluvení s postupným odstraňováním vady 
je velmi příhodné. Děti tak rády budou usedat k interaktivnímu programu a formou hry 
budou odstraňovat své nedostatky řeči. Tato oblast výzkumu je poměrně nová. Podobné 
myšlenky vytvořit interaktivní program pro napomáhání odstranění logopedických vad 
jsou velmi perspektivní a užitečné. Je zde toho ještě mnoho pro budoucí výzkumy. 
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Seznam použitých zkratek, symbolů a veličin 
 
ANN  umělé neuronové sítě (artificially neural networks) 
arg  argument 
ija   pravděpodobnost přechodu mezi stavy i a j ( )xbi    hustota pravděpodobnosti pro pozorovaný vektor x v daném stavu 
Bmw  šířka přenášeného pásma v [mel] 
Bw  šířka přenášeného pásma v [Hz] 
bi  střední kmitočet filtru v Hz 
bm,i  střední kmitočet filtru v mel 
bark  jednotka nelineární osy kmitočtů  
c  statický vektor příznaků  
CNS  centrální nervová soustava 
dB  jednotka decibel  
( )yxd ,  Eulerova vzdálenost 
cs(τ)  diskrétní modul kepstra ( )jcm   diskrétní melovský kepstrální koeficient 
DFT  diskrétní Fourierovu transformace (discrete Fourier transform) 
DCT  diskrétní kosinova transformace (discrete cosine transform) 
E  energie diskrétního řečového signálu  
e, exp  Eulerovo číslo  
elog  krátkodobá energie z časových vzorků signálu 
ep  chybový vektor NN 
dp   požadovaný výstupní vektor NN 
E(ω)  aproximující křivka kritických pásmových propustí 
E(Ω)  aproximace závislosti citlivosti lidského sluchu na kmitočtu  
f  kmitočet obecně 
F0  základní kmitočet řečového signálu 
F1, F2, F3 první, druhý a třetí formant 
FFT  rychlá Fourierova transformace (fast Fourier transform) 
FIR  konečná impulsní odezva (finite impulse response) 
mf   melovská kmitočtová škála  
fmax  maximální kmitočet  
FT  Fourierova transformace (Fourier transform) 
FV, FVZ, fvz vzorkovací kmitočet 
GMM  Gaussovy smíšené modely (Gaussian mixture model) 
G(f)   budící signál řeči v kmitočtové oblasti - spojitý 
g(t)  budící signál řeči v časové oblasti- spojitý 
HMM  skryté Markovovy modely (hidden Markov model) 
H(f)   impulsní odezva hlasového traktu v kmitočtové oblasti - spojitá 
h(t)  impulsní odezva hlasového traktu v časové oblasti- spojitá 
H(z)   přenosová funkce 
Hz, kHz jednotka kmitočtu - Hertz, kilo-Hertz  
IDFT  inverzní diskrétní Fourierova transformace (inverse discrete Fourier trans- 
                     form) 
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i, j   označení daných konkrétních stavů 
j  komplexní jednotka  
J  kladná konstanta závislá na řečovém signálu 
kNN  k nejbližších sousedů (k nearest neighbours) 
LPC  lineární predikční kódování (linear predictive coding) 
lram, lseg konstantní délka rámce 
LS(f)  logaritmické spektrum řečového signálu – spojité 
MFCC  melovské kepstrální koeficienty (mel-frequency cepstral coefficients) 
M*  počet trojúhelníkových filtrů 
mel  jednotka melovské kmitočtové škály  
N  délka segmentu vyjádřena počtem vzorků, počet stavů 
NN  neuronové sítě (neural networks) 
Nram  počet úplných rámců 
PLP
  
percepční lineární predikční analýza (perceptual linear predictive) 
PSD  spektrální hustota výkonu (power spectral density) 
P(f), P(k) krátkodobé výkonové spektrum - spojité, diskrétní  
Ph  jednotka aproximující křivky 
pseg, pram překrývání rámců 
miP   váhové koeficienty 
( )xpλ   pravděpodobnost, že sekvence pozorovaných vektorů x=[x1, x2, … , xT]  
odpovídá akustické realizaci slova popsaného modelem λ 
Q   řád modelu 
 q  sekvence stavů  
rad/s  jednotka úhlového kmitočtu 
RASTA RelAtive SpecTRal 
R(i)      diskrétní autokorelační funkce  
SVM   podpůrné vektory (support vector machines) 
SW  software 
S(f), S(k) spektrum řečového signálu - spojité, diskrétní 
|S(f)|  modulové spektrum 
|S(f)|2  výkonové spektrum 
s(n), s(t) řečový signál v časové oblasti - diskrétní, spojitý 
s, ms  jednotky času - sekunda, milisekunda 
s´(n)  diskrétní řečový signál po analogově/digitálním převodu  v časové oblasti 
S´´(f)   diskrétní řečový signál po preemfázi v kmitočtové oblasti 
s´´(n)  diskrétní řečový signál po preemfázi v časové oblasti 
sram  posun rámce 
t  čas obecně 
T   vzorkovací perioda 
T0  perioda základního tónu 
UNS  umělé neuronové sítě 
W(f), W(k) okénková (váhová) funkce v kmitočtové oblasti - spojitá, diskrétní 
w(t), w(n) okénková (váhová) funkce v časové oblasti - spojitá, diskrétní 
kx   pozorovaný vektor 
xp   vstupní vektor NN 
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x(n), x(t) vstupní signál obecně - diskrétní, spojitý 
X(k), X(t) výstupní signál obecně - diskrétní, spojitý 
y  výstupní vektor neuronové sítě  
yp  odezva neuronové sítě ( )iym   odezvy filtrů    
Gˆ
  
označení odhadu PSD
 
 
f∆   skutečný kmitočet 
s   střední hodnota signálu 
µs  statický parametr 
λ   koeficient preemfáze  
∆m  přírůstek v bance trojúhelníkových filtrů v melovské škále 
ω  originální osa kmitočtů [rad/s] 
Ω(ω)  nelineární osa kmitočtu [bark] 
Ωm   střední kmitočet m-té kritické pásmové propusti ( )bzψ   prototyp pásmové propusti 
( )ΩΦ   preemfáze kritických pásmových propustí 
( )mΩΞ  vliv m-tého kritického pásmového filtru na vypočtené výkonové spektrum 
ωmd, ωmh sumační meze ( )mΩξ  závislost mezi intenzitou zvuku a vnímanou hlasitostí 
ipi   počáteční pravděpodobnost stavu 
miµ   vektor středních hodnot 
miΣ   kovarianční matice 
 τ  quefrency - označení kmitočtu pro kepstrum 
∞  nekonečno 
∀   platí pro všechny 
∠   úhel 
 .   zaokrouhlení dolů 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
