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ABSTRACT
We measure weak lensing mass profiles of voids from a volume-limited sample of SDSS
Luminous Red Galaxies (LRGs). We find voids using an algorithm designed to maxi-
mize the lensing signal by dividing the survey volume into 2D slices, and then finding
holes in this 2D distribution of LRGs. We perform a stacked shear measurement on
about 20,000 voids with radii between 15−55 Mpc/h and redshifts between 0.16−0.37.
We measure the characteristic radial shear signal of voids with a signal-to-noise of 7.
The mass profile corresponds to a fractional underdensity of about -0.4 inside the void
radius and a slow approach to the mean density indicating a partially compensated
void structure. We compare our measured shape and amplitude with the predictions
of Krause et al 2013. Voids in the galaxy distribution have been extensively modeled
using simulations and measured in the SDSS. We discuss how the addition of void
mass profiles can enable studies of galaxy formation and cosmology.
Key words: voids, weak lensing
1 INTRODUCTION
The first measurement of lensing from stacked galaxies was
observed almost twenty years ago by Brainerd et al. (1996).
Since then, applications of this technique to the Sloan Digi-
tal Sky Survey (SDSS) have made stacked galaxy lensing an
indispensable measure of galaxy halo masses, e.g., Mandel-
baum et al. (2005) and Sheldon et al. (2009). More recently,
in Clampitt et al. (2014), we measured the stacked lensing
signal of filaments connecting neighboring Luminous Red
Galaxies (LRGs). We were able to study filament properties
such as thickness by comparing to simulation results. Now,
with the goal of obtaining such a measurement of voids, we
construct a void catalog from holes in the LRG distribu-
tion of SDSS, measure the void tangential shear profile, and
constrain their density profiles.
There are many void finders in the literature, all differ-
ing in implementation and the resulting set of voids found.
Colberg et al. (2008) makes a comparison of 13 algorithms.
In recent years, methods involving a Voronoi tessellation
coupled with a watershed transform have become popular
(Platen et al. 2007; Neyrinck 2008; Lavaux &Wandelt 2012).
These methods have also been successfully applied to data,
yielding void catalogs from surveys such as SDSS (Sutter
et al. 2012). A lensing analysis of the Sutter et al. (2012)
catalog was carried out by Melchior et al. (2013). However,
? E-Mail: clampitt@sas.upenn.edu
despite careful attention to details of the shear measure-
ment, the small number of voids in the catalog was likely a
factor in the marginal detection significance.
Recent work has studied in more detail the properties
of dark matter voids in simulations. Hamaus et al. (2014)
found that previous fits to simulation density profiles were
too simple and provide fitting formulae with parameters that
can be adapted to voids with a range of sizes. Sutter et al.
(2013) and Sutter et al. (2014) have worked to connect the
theory of voids found in the dark matter to those found in
galaxies by using Halo Occupation Distribution models to
mimic realistic surveys. Excursion set work has focused on
providing semi-analytical models of void abundances (Sheth
& van de Weygaert 2004; Paranjape et al. 2012), as well
as connecting these models to void counts from simulations
(Jennings et al. 2013).
Once void catalogs are constructed, they have numerous
other applications. Hoyle et al. (2012) used a different void
finder (Hoyle & Vogeley 2002; Pan et al. 2012) to study the
photometric properties of void galaxies. They find that void
galaxies are bluer than those in higher density environments,
but do not vary much within the void itself. Cosmological
probes such as the Alcock-Paczynski test (Lavaux & Wan-
delt 2012; Sutter et al. 2012b) and void-galaxy correlations
(Hamaus et al. 2014) have been proposed. Finally, voids also
provide a sensitive test of some modified gravity theories (Li
et al. 2012; Clampitt et al. 2013; Cai et al. 2014a,b; Lam et
al. 2015; Barreira et al. 2015).
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Section 2 describes our basic void-finding algorithm, as
well as our cuts to select a subsample useful for lensing. Sec-
tion 3 explains our weak lensing measurement, null tests,
and expected signal-to-noise. Section 4 presents our results
on void density profiles, including both a fitted model and
model-independent statements. Finally, Section 5 summa-
rizes our results, caveats, and directions for future work.
2 VOID FINDING
In the following, we describe how void centers and radii are
determined for voids in the galaxy distribution. We then
explain quality cuts designed to remove galaxy voids that
are unlikely to correspond to dark matter underdensities.
2.1 Locating Galaxy Voids
As void tracers, we use the volume limited subsample of the
SDSS DR7-Full LRG catalog of Kazin et al. (2010), which
contains ∼ 66, 500 LRGs between 0.16 < z < 0.37. We be-
gin by cutting the volume probed by LRGs into slices of
comoving thickness between 20 and 100 Mpc/h, in steps
of 10 Mpc/h. We then treat each slice with its set of LRGs
as a 2D spherical surface, and look for galaxy voids on that
surface. Before describing our void finder in detail, we point
out the close analogy between our algorithm and a simpler
method. One way to find voids is by passing 2D tophat filters
of various radii θv over the density field and recording the
coordinates and filter sizes which contain no galaxies. The
resulting circles on the sky would greatly oversample the
area, but smaller circles which fell completely within larger
ones could be removed. The remainder would constitute a
catalog of potential void centers with radii θv. The output
of such an algorithm would be qualitatively similar to ours.
However, our method does a better job of assigning area ele-
ments uniquely to each void, and it is computationally more
efficient since coordinates that are near LRGs never have to
be considered at all.
Around each LRG location we mask out a region of
radius N pixels, consisting of all HEALpix1 (Górski et al.
2005) pixels that are at most N pixels away from the LRG,
moving in any direction. We then group the unmasked area
into contiguous regions, and any unmasked region that con-
tains fewer than Nthreshold pixels is counted as a galaxy void
and completely masked out. Applying this threshold ensures
that as a set of unmasked pixels shrinks as the masked ra-
dius N grows, the unmasked pixels are not counted as a void
for multiple N . Experimenting with other galaxy tracers be-
sides LRGs, we found that the parameter Nside needs to be
larger (resulting in a finer pixel grid) for denser galaxy trac-
ers before the void finder converges. For this LRG sample,
a HEALpix resolution of Nside = 256 ensured convergence.
The mapping between masked radiusN and angle on the sky
clearly depends on the resolution Nside, as does Nthreshold.
For our galaxy sample and resolution, the results are not
sensitive to the precise value of Nthreshold within the range
∼ 10 − 30. For the masked pixel radii N we started at 1
1 http://healpix.sf.net
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Figure 1. The 2D LRG density within the void slices, stacked
over all galaxy voids found for a particular masking radius N .
The voids with smallest transverse size show a prominent ridge:
we take the angular scale of the ridge maximum as the void radius
θv. The average surface density of LRGs outside the void slice is
shown for all voids used in our lensing measurement (thin solid
line). The density of LRGs outside the slice is roughly the same
for all radii, showing that on average our voids fit snugly within
the 2D slices.
and moved to higher integers: by N ∼ 10 most of the sur-
vey pixels were masked out and virtually no new voids were
found.
2.2 Assigning Void Radii
The next step involves assigning to each galaxy void a ra-
dius on the sky and in the line-of-sight direction. We begin
by mapping each masked pixel radius N to a specific angu-
lar void radius θv. This is done empirically by calculating
the average 2D LRG density around the galaxy void cen-
ters. The result is shown in Fig. 1. Note the clear ridge in
the galaxy profile that becomes less prominent for larger
voids. This trend is qualitatively consistent with the results
of other void finders, e.g., the void profiles of Hamaus et al.
(2014). We take the maximum of this ridge of galaxies as
the void radius θv. This angle is then converted to a comov-
ing radius in Mpc/h according to Rv = rlos θv, where rlos
is the comoving distance to the void. Later, in Sec. 4.1, we
compare Rv (which is determined from visible galaxies) to
the dark matter void radius fit from the weak lensing data.
In Fig. 2 we show an example of the galaxy voids found
in a slice centered at z = 0.24 and with thickness 60 Mpc/h.
The black points show LRGs that fall within this particu-
lar 2D slice, while the shaded green circles show the voids
identified by our finder. The purity of our sample is quite
high, in the sense that the voids identified are all very empty
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Figure 2. Slice thickness of 60 Mpc/h, corresponding to voids
with line of sight radius sv = 30 Mpc/h. The black points show
LRGs found within this slice. This is an intermediate redshift
(z = 0.24) slice with typical volume and 2D LRG density. The
green shaded circles show the output of our void finder. Many of
the large gaps that are not identified as voids in this slice will be
identified when sampling using a thicker or thinner slice.
of LRGs, with perhaps a few being found on the edges of
voids. In addition, the algorithm is able to find voids of a
wide range of sizes. For example, both the large void at (RA,
DEC) = (172, 23) degrees with radius θv ∼ 2.5 degrees, and
the very small void at (RA, DEC) = (178, 25) degrees with
radius θv ∼ 0.5 degree, are identified. On the other hand,
the algorithm does somewhat worse on completeness within
the slice. Consider the point (RA, DEC) = (188, 10) de-
grees, where by eye we identify a circular void with radius
θv ∼ 1 degree while the algorithm does not find any void.
Note however, that our void finder involves sampling the
same survey volume multiple times with varying slice sizes.
Empty spaces that are missed in one slice will often be filled
in when the slice thickness is very varied. See Sec. 2.3 for
more on how voids found in various slices are combined into
a single catalog.
Having assigned the void radii in the plane of the sky,
we now attempt to determine their sizes in the line-of-sight
direction. If our LRG voids fit snugly within the 2D slice in
which each was identified, a natural choice is to use the slice
thickness for the voids’ line-of-sight size. However, since the
slice center and thickness are arbitrary and we have only
used LRGs within the slice to determine the void location,
it is not clear whether the galaxy void extends even farther.
To test this, we compare the LRG density within void slices
to the density just outside; the result is shown in Fig. 1.
At large radii ∼ 4 degrees the LRG density both inside and
outside the slice has leveled off to the mean. Moving inwards
towards the void center the two curves diverge: the galaxy
ridge and then decrement are obvious within the slice, while
outside the slice the galaxy density stays level near the cos-
mic mean. Thus, on average our voids do fit snugly within
each 2D slice, and we use the slice thickness for our void
line-of-sight size. For convenience and easy comparison to
the plane-of-the-sky radius Rv, we define sv to be half the
slice thickness.
2.3 Quality Cuts
Having found a large set of galaxy voids numbering∼ 68, 000
objects, we next remove those which are not likely to be dark
matter voids. These include fake voids due to the survey
mask and edges, chance alignments of LRGs in the projec-
tion, voids much smaller than the LRG mean interparticle
spacing, and multiple detections of the same voids in over-
lapping slices. First, an unusually high number of galaxy
voids will be found at the survey edges and in regions where
the LRG coverage is incomplete due to masking. In order to
remove such spurious voids, we use the LRG random cata-
log from Kazin et al. (2010), which has ∼ 16 times as many
objects as real LRGs. For each void, we find the density of
random points inside its angular radius θv. The histogram
of densities is shown in the left panel of Fig. 3. The distribu-
tion is tightly peaked at 150 points/deg2, with the densest
voids having up to 200 points/deg2. On the low-density end,
there is a long tail stretching all the way to zero due to fake
voids formed from unobserved regions. We remove the few
hundred objects with density less than 100 points/deg2 in
this tail.
In addition, objects with very small axis ratios are likely
to be chance alignments of holes in the sparse LRG sample.
Like halos, voids are expected to have axis ratios which are
∼ 1 (Sheth & van de Weygaert 2004; Platen et al. 2008;
Pápai & Sheth 2013). For example, Platen et al. (2008) find
axis ratios of order c:b:a ∼ 0.5:0.7:1.0 using voids found in
simulations. Very long thin objects or flat “pancake” shapes
are unlikely to have formed from a single negative fluctua-
tion in the gaussian density field at early times. We remove
these by placing a cut on the line-of-sight and transverse axis
ratio, requiring sv/3 < Rv < 3sv. The center panel of Fig. 3
shows the distribution of the void size ratio, Rv/sv, and
the vertical lines display this cut. Another type of chance
hole involves those that are much smaller than the aver-
age interparticle spacing of LRGs, which for this sample is
∼ 20 Mpc/h (Kazin et al. 2010). Given that (i) LRGs are
highly clustered, and (ii) most of our voids are larger in the
line-of-sight direction (Fig. 3, middle panel), we put a min-
imum cut of 15 Mpc/h on the transverse radius Rv. The
distribution of void radii Rv are shown in the right panel of
Fig. 3. Note also that the distribution of projected void radii
(Fig. 3) is seen to fall rapidly with radius: this trend is qual-
itatively consistent with the results of previously mentioned
void finders.
Finally, due to oversampling the same volume with
many 2D slices of varying thickness, we sometimes find du-
plicate voids. These duplicates have nearly identical center
coordinates, but differing sizes along the line-of-sight. We
remove them by assigning a volume V = 2sv × piR2v to each
void and then calculating the fractional volume overlap fvol
with the void’s nearest larger neighbor. Such duplicates will
have fvol = 1, so we require fvol < 0.9 for our fiducial void
sample. After applying all the above quality cuts, the result-
ing distributions of void properties are shown in Fig. 3. The
distribution of void sizes falls rapidly with increasing radius,
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Figure 3. (Left panel): Distribution of density of random points within Rv for our voids, both before (solid gray histogram) and after
(hatched green histogram) quality cuts are applied. Fake voids which appear near survey masks and edges are eliminated with a minimum
cut on this quantity. (Center panel): The ratio of the voids’ projected size to their line-of-sight size Rv/sv. Since voids should have axis
ratios that do not differ to much from unity, we require our voids to have 1/3 < Rv/sv < 3. (Right panel): Distribution of projected void
radii, which falls quickly with increasing size. We remove the smallest voids which are smaller than the mean interparticle spacing of the
sparse LRG sample, requiring Rv < 15 Mpc/h. These cuts, plus those on volume overlap (see text for details) trim the voids down to a
catalog of ∼ 19, 000 objects.
with the largest remaining void measuring ∼ 56 Mpc/h in
projected radius.
In addition to removing duplicate voids, the quanitity
fvol is useful for studying the effects of allowing sub-voids
and overlapping voids in our void sample. The question of
whether or not to allow voids to overlap varies substantially
within the literature. For example, ZOBOV (Neyrinck 2008)
outputs the entire void hierarchy, including all sub-voids
that are nestled inside larger, more significant voids. Other
void finders do not return any such subvoids and allow no
overlap between nearby voids, e.g., as done in Jennings et al.
(2013) for the purpose of comparison to excursion set void
number functions. Thus, it is interesting to study a second
sample with fvol < 0.5, for which the total number of voids
is reduced by about a factor of 2 to ∼ 10, 000. Interestingly
however, our measured density profiles are not sensitive to
the change in the fvol cutoff: the shift in the parameter con-
tours for this sample is less than 1σ, as will be shown in
Fig. 7. The volume fraction in our fiducial void sample is
about 0.7, whereas requiring fvol < 0.5 the volume frac-
tion in voids drops to ∼ 0.45. These values are comparable
to those from other void finders in SDSS data: Pan et al.
(2012) found volume fractions of about 0.6, while Sutter et
al. (2012) found values ranging from 0.12 to 0.43 depending
on the void tracer.
3 LENSING MEASUREMENT
The shear catalog is composed of 34.5 million sources, and
is nearly identical to that used in Sheldon et al. (2009):
see that work for further details of the catalog. The source
redshift distribution is obtained by stacking the posterior
probability distribution of the photometric redshift for each
source, P (zs). Its peak is at z ∼ 0.35, and it has a substantial
tail extending out to higher redshifts. The full distribution
is shown in Clampitt et al. (2014), which uses precisely the
same source catalog.
In what follows, we describe our lensing measurement
procedure. Following the method in Mandelbaum et al.
(2013), we use, as the lensing observable, the stacked sur-
face mass density field at the radial distance R in the region
around each void, estimated from the measured shapes of
background galaxies as
∆Σk(R; zL) =
∑
j
[
wj
(〈
Σ−1crit
〉
j
(zL)
)−1
γk(R)
]
∑
j wj
(1)
where the summation
∑
j runs over all the background
galaxies in the radial bin R, around all the void centers,
the k indices denote the two components of shear (tangen-
tial or cross), and the weight for the j-th galaxy is given
by
wj =
[〈
Σ−1crit
〉
j
(zL)
]2
σ2shape + σ
2
meas,j
. (2)
We use σshape = 0.32 for the typical intrinsic ellipticities
and σmeas,j denotes measurement noise on each background
galaxy ellipticity.
〈
Σ−1crit
〉
j
is the lensing critical density for
the j-th source galaxy, computed by taking into account the
photometric redshift uncertainty:
〈
Σ−1crit
〉
j
(zL) =
∫ ∞
0
dzsΣ
−1
crit(zL, zs)Pj(zs), (3)
where zL is the redshift of the void and Pj(zs) is the proba-
bility distribution of photometric redshift for the j-th galaxy.
Note that Σ−1crit(zL, zs) is computed as a function of lens and
source redshifts for the assumed cosmology as
Σcrit(zL, zs) =
c2
4piG
DA(zs)(1 + zL)
−2
DA(zL)DA(zL, zs)
, (4)
where the (1 + zL)−2 factor is due to our use of comoving
coordinates, and we set Σ−1crit(zL, zs) = 0 for zs < zL in the
computation.
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Figure 4. The left panel shows our measurement of the tangential shear (black circles) and cross-component (magenta triangles) around
our void centers, stacked in units of Rv. Our best-fit model (solid line) has R
(m)
v = 1.05Rv and A3 = 0.50. Our estimated 3d density
profile is shown in the right panel, along with the estimated 1σ uncertainty. The arrow gives a sense of our model independent estimates,
which prefer a lower central density (by up to 0.1ρ¯) than allowed by our model.
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Figure 5. Our covariance matrices for ∆Σ (left panel) and ∆Σ× (right panel). Off diagonal correlations are significant beyond 2Rv,
since source galaxies in these bins are shared among multiple voids.
3.1 Jackknife Realizations
We divide the voids into 128 spatial patches, and perform
the measurement multiple times with each region omitted in
turn to make N = 128 jackknife realizations. Note that we
exclude the three low-DEC SDSS stripes from our analysis:
they are sub-optimal for void finding due to a high ratio
of perimeter to area. The remaining area is approximately
7,000 square degrees. The covariance of the measurement
(Norberg et al. 2009) is given by
C[∆Σi,∆Σj ] =
(N − 1)
N
×
N∑
k=1
[
(∆Σi)
k −∆Σi
] [
(∆Σj)
k −∆Σj
]
(5)
where the mean value is
∆Σi =
1
N
N∑
k=1
(∆Σi)
k , (6)
and (∆Σi)k denotes the measurement from the k-th realiza-
tion and the i-th spatial bin. The covariance is measured for
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Figure 6. We divide our fiducial measurement (Fig. 4) into several bins, in order to study the dependence of lensing signal on void size
Rv. The signal is clearly consistent over a wide range of void sizes, which is a useful test. It has no significant trend with Rv. This may
be due to the small number of voids above ∼ 30 Mpc/h, as well as their large covariance between bins.
both components of shear; for clarity we do not denote the
separate components in Eqs. 5 and 6.
3.2 Null tests
We measure the cross-component around void centers and
tangential shear around random points, both of which
should be consistent with the null hypothesis. With N bins
and no model parameters (n = 0), the null has expected
chi-square
〈χ2〉 = N − n±√2N + 2n , (7)
so that the expected reduced chi-square is then
〈χ2red〉 = 〈χ
2〉
N
∼ 1 . (8)
The cross-component is shown in Fig. 4 (pink triangles),
and with χ2red = 22.9/21 it is easily consistent with the null
hypothesis.
We perform the random points test by giving each void
with radius Rv and redshift z a random location in the sur-
vey area, avoiding masked regions in the same way as the
LRG catalog. Often tests involving random points use many
more random points than lens galaxies, but since void lenses
are so large and many source galaxies fall in each radial bin,
we only use as many random points as we have void po-
sitions. The result for the tangential shear around random
points is χ2red = 23.7/21, consistent with the null hypothesis.
3.3 Tangential shear profile
We show the stacked lensing profile of the voids in the left
panel of Fig. 4. The most significant and largest amplitude
∆Σ values of ∼ −0.7Mh/pc2 occur at the void radius Rv.
The signal remains significant out to ∼ 2−3Rv. The covari-
ance, shown in Fig. 5, is used to calculate the signal-to-noise
as
(S/N)2 = χ2 −Nbin =
∑
i,j
∆ΣiC
−1
ij ∆Σj −Nbin , (9)
which is the formula for the expectation value of a noncen-
tral chi-squared distribution. The result is S/N = 7 for the
measurement in Fig. 4. This high significance detection is
further supported by the null tests described above. Note
that the number of bins Nbin must be subtracted from the
χ2 as in Eq. (9) in order to obtain an unbiased measurement
of the signal-to-noise.
This result for the signal-to-noise is not very sensitive
to the precise values of the cuts described in Sec. 2.3. For ex-
ample, changing the axis ratio cut to 2 or 4 (compared with
our fiducial choice of 3) results in a 5% or smaller change
in S/N. Allowing voids as small as 10Rv into the sample
increases the signal-to-noise to ∼ 8, while removing the few
hundred voids above 40 Mpc/h (see Fig. 3) causes a negli-
gible change to the results. As a further check, we compare
our measured statistical significance with a rough analytical
estimate of the signal-to-noise below. We then discuss the
implications for void density profiles.
The covariance matrix is largely diagonal up to 1.5 Rv.
At large R the off diagonal elements are mostly positive, pre-
sumably since multiple projections of source galaxies provide
less independent information about the voids. In Fig. 6 we
show three size bins. No systematic trend in magnitude or
shape of the signal is visible from these plots. The consis-
tency of the signal across size bins that span nearly a factor
of four in void radius validates the lensing interpretation.
3.4 Analytical signal-to-noise estimate
We present two checks of our measurement: an analytical
estimate of signal-to-noise for void lensing as well as a com-
parison to the signal-to-noise in SDSS galaxy-galaxy lensing.
The tangential shear around a void is given by
γt =
∆Σ
Σcrit
=
Σ(< R)− Σ(R)
Σcrit
(10)
where Σcrit is defined above and is Σcrit ≈ 6000M/pc2 for
our typical lens and source redshifts. Inside the void radius
the signal can be anticipated using the results of Krause et
al (2013): ∆Σ ≈ −0.6M/pc2 (adjusted for the fact that
our mean void radius is larger than the range considered
in Krause et al). Hence the typical tangential shear is γt ≈
10−4.
Since our voids and therefore source galaxies are at high
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redshift, shape and measurement noise both contribute to
the errors. We take the noise on the shear of a given back-
ground source to be σ =
√
σ2shape + σ
2
m ∼ 0.3. With a source
number density n ≈ 0.5/arcmin2, we can then estimate the
noise contribution on a stacked void lensing measurement.
For Nv voids of radius θv, we get a sky coverage that exceeds
Nvpi(2θv)
2 since the signal is measured out to at least twice
the void radius. This gives a total effective number of sources
Nsource = nNvpi(2θv)
2 ≈ 109. This is thirty times larger than
the actual number of source galaxies since each galaxy shape
is used multiple times: it is projected along different direc-
tions for different void centers. Note that this is analogous
to galaxy-galaxy lensing, where a given source galaxy con-
tributes to the density profile of multiple lens galaxies since
its shape is projected along different directions for different
lens centers. The volume overlap for galaxy-galaxy lensing
exceeds ours for the scales of interest. The estimated shape
noise is then σshape/
√
Nsource ≈ 1 × 10−5. The estimated
signal to noise is:
S/N ≈ 10. (11)
Note that in this estimate we have used typical numbers
for the void radius θv = 100 arcminutes and lensing signal
γt ≈ 10−4. Both actually cover a range of values, so there
is some uncertainty in our S/N estimate above. We have
also neglected the covariance due to multiple projections
of each source galaxy, which could lower the signal-to-noise
further. Given these uncertainties, we are satisfied with the
consistency between the analytical estimate above and our
our measured S/N of 7.
While the estimate above involves several approxima-
tions, it gives us a reality check on our measurement. One
might still worry that shears at the 10−4 level are domi-
nated by systematic errors. Indeed for shear-shear correla-
tions from SDSS, that appears to be the case due to ad-
ditive systematics that are spatially correlated. Such terms
however cancel out of cross-correlations. Published measure-
ments of galaxy-galaxy lensing demonstrate this: at dis-
tances greater than 10 Mpc the signal falls below 10−4, see
e.g. Figure 6 in Mandelbaum et al (2013). We have checked
that the signal-to-noise of that measurement is consistent
with ours, adjusting for the smaller number of source galax-
ies in their angular bin. Of course closer to the center the
galaxy halo overdensity far exceeds the amplitude of the void
underdensity, so integrated over all scales the significance of
the galaxy-galaxy lensing measurement is higher.
3.5 Comparison with other work
The strength of our detection may be surprising given other
work on void lensing. In particular, Melchior et al. (2013)
used a conservative sample of a relatively conservative void
finder (Sutter et al. 2012) which was not optimized for lens-
ing purposes. All these factors make a difference in the po-
tential S/N:
• Melchior et al. (2013) used the “central” sample of Sut-
ter et al. (2012); for lrgdim (the sample most comparable to
ours) the usable volume is only 75% of the total. Further-
more, the void volume fraction is less in the central sample
than in the total, where both volume fractions are calcu-
lated with respect to their own usable volumes. We make
a related quality cut, but which only removes ∼ 1% of our
sample (Fig. 3).
• Over most of the volume where Sutter et al. (2012) can
compare with Pan et al. (2012), the former finds only half as
many voids. This is for the main SDSS galaxy sample, but
it is indicative of a difference in void finder aggressiveness
between the two methods.
• Another point worth noting is that our assignment of
void radii on the sky is optimized for lensing by setting Rv to
the distance to the LRG ridge in the plane of the sky. Sutter
et al. (2012) starts with the void volume and then assign the
void radius as Reff = (3V/4pi)1/3, which is used by Melchior
et al. (2013) to bin the background shears. Converting in
this way from volume to an effective void radius assumes all
three dimensions are the same, but for lensing purposes the
line-of-sight size of the void is much less important than its
size on the sky. We have tested the effect of assigning an Reff
as described above to each of the voids in our fiducial sample
and then remeasuring ∆Σ binned in R/Reff . The result is
an increase in our errors such that the signal-to-noise drops
from 7 to 5.
4 VOID DENSITY PROFILE
4.1 Model constraints
The 3-dimensional density profiles of voids have been stud-
ied using simulations and other theoretical approaches. One
of the subtle issues is how to transition from the underden-
sity of the void to the cosmic mean density ρ¯ at a sufficiently
large distance from the void center. Typically a small tran-
sition zone outside the void radius allows for some degree of
compensation of the profile, i.e., a region of density higher
than ρ¯. In perfectly compensated voids models, the enclosed
mass at about two times the void radius is exactly the same
as the mass enclosed in a region of the same size with con-
stant density ρ¯.
Lavaux & Wandelt (2012) fit a cubic profile inside the
void radius using simulations, and Krause et al. (2013) gives
the lensing prediction for this model. We use the cubic profile
up to the void radius, but outside the void we use a constant
density profile. Thus we require continuity at the void radius
but not exact compensation. The resulting profile is given
by
ρ(r,Rv) =
{
ρ¯[A0 +A3(r/R
(m)
v )
3] for 0 < r < R
(m)
v
ρ¯[A0 +A3] for R
(m)
v < r
, (12)
where A0, A3, and R(m)v /Rv are model parameters. However,
we are not sensitive to A0, and so have assumed its value is
set by requiring that the 3d density returns to the cosmic
mean density outside the void, thus A0 = 1−A3. Then our
fit just involves two parameters, A3 and R(m)v /Rv, which are
constrained as in Fig. 7. The right panel of Fig. 4 shows the
corresponding 3d density profile for our best-fit parameters.
There are a number of differences between our voids and
those from which this functional form of the void profile was
derived: the simulated voids of Lavaux &Wandelt (2012) are
(i) somewhat smaller (∼ 10 Mpc/h in radius), (ii) traced by
dark matter particles instead of halos, and (iii) found using
a different void finder. Despite these differences the fit is
c© 0000 RAS, MNRAS 000, 000–000
8 J. Clampitt & B. Jain
0.2 0.3 0.4 0.5 0.6 0.7 0.8
A3
0.7
0.8
0.9
1.0
1.1
1.2
1.3
R
(m
)
v
/R
v
1 σ
2 σ
1 σ
2 σ
Figure 7. Thick contours show the 1- and 2-σ constraints on our
model parameters. R(m)v , the radius at which the density profile
transitions from cubic to constant, is constrained to be within
10% of the LRG ridge determined from the data. The constraints
for the case requiring volume overlaps of less than 50% (thin
contours) are consistent with our fiducial model (thick contours).
acceptable, with a reduced chi-square for our best-fit model
of χ2red = 26.8/19. This number is slightly high, but only just
outside the 1σ expectation for a chi-square distribution with
19 degrees of freedom. This is a reassuring check that the
shape of our void profile is at least in qualitative agreement
with the previous theoretical work on void profiles by Krause
et al. (2013) and Lavaux & Wandelt (2012). We leave a more
thorough comparison involving simulations that match our
void properties carefully for future work.
If we were to require compensation, as in some models
explored by Krause et al. (2013), we would put some con-
straints on A0. Note also that Higuchi et al. (2013) apply
the Hoyle & Vogeley (2002) void finder to ray-traced simu-
lations, and their tangential shear profiles look compensated
just beyond the void radius. Assuming that Σ = Σ¯ by 2Rv
(see below), the data prefers an uncompensated void inside
2Rv. This is shown by the negative values of the measured
∆Σ up to and beyond 2Rv (it should be zero for a com-
pensated void if Σ(2Rv)→ Σ¯). However, some caution is re-
quired in interpreting the best-fit model pictured in the right
panel of Fig. 4. First, note that ∆Σ is a nonlocal quantity,
such that data points even at ∼ 2− 3Rv can be dominated
by the density profile well inside Rv. This makes direct com-
parisons of the left and right panel of Fig. 4 difficult. Second,
while the best-fit model value is underdense at Rv, there is a
substantial error bar which shows that densities at Rv larger
than the cosmic mean are not ruled out. Furthermore, given
the errors on the measurement, this model is not the only
one that would provide an adequate fit to the data. More
work is needed to understand the relationship of the LRGs
to the mass profile as we expect that our void finder played
some role in the details of the LRG profile.
While the minimum density at the center of the void is
formally not constrained by the data, we find that the re-
quirement that the density approach the mean at large radii,
coupled with measurements between Rv and 2Rv, leave lit-
tle freedom. We explored modifications to the density profile
beyond Rv and find that A0 can be lowered by at most 0.1.
The arrow in Fig. 4 (right panel) pointing to lower central
densities indicates this possibility.
Also shown on Fig. 7 is the effect of stricter criteria for
void overlap, for the case with overlaps well below 50%. The
constraints are degraded very little due to throwing away
a large fraction of overlapping voids, and the shift in the
contours is negligible for A3 and less than 1σ for R(m)v .
4.2 Estimated mass deficit inside the voids
Since the measured ∆Σ = Σ(< R)−Σ(R), we can estimate
Σ(< Rv) once we require Σ to approach Σ¯ at some large
radius. At radii above 2Rv both the galaxy distribution and
the mass in simulations (Lavaux & Wandelt 2012) are close
to the mean density. These are large scales, typically above
40 Mpc/h, so it is reasonable to expect that there aren’t de-
partures at more than a few percent level from mean density
in the data as well. We therefore use our measurements at
about 2Rv to estimate Σ(< Rv) with this assumption. We
test it by checking the range 1.5−2.5Rv, at which our signal
to noise is still reasonable.
The results for the mass deficit and fractional mass
deficit are shown in Table 1. Two methods are used: directly
from the data as described above and using our best fit for
ρ(r). Each estimate involves some assumptions or caveats
which are briefly described in the table. The mass deficit
δM =
4pi
3
R3v [ρ(< Rv)− ρ¯] (13)
is estimated only for the 3d model fit.
Our measurements indicate significant levels of under-
density inside the void radius: the inferred 3d fractional un-
der density is ≈ −0.3 to −0.4 inside Rv. This corresponds to
mass deficits comparable to the masses of the most massive
clusters in the universe. The bigger voids in our sample will
have up to ten times the mass deficit. Given that our LRG
sample has a bias factor of about 2, we expect that voids
using a less biased tracer would have lower central densities.
Simulations with mock catalogs also support this trend (Sut-
ter et al. 2014). We also extended the profile from Rv to 2Rv
using different models, including a possible ridge of density
above the mean, but find that the measurements leave little
wiggle room. Note however that projection effects and flaws
in the void finder could lead us to overestimate the mass en-
closed. We leave for future work a detailed comparison with
simulations to estimate the net dilution of signal due to such
spurious voids.
5 DISCUSSION
Void Lensing Detection. We have made a high signal-to-
noise measurement of gravitational lensing by large voids
(Fig. 4), obtaining the first constraints on the dark matter
density profile of voids. This measurement may be surpris-
ing given that theoretical work (Krause et al. 2013) pre-
dicted that ambitious future surveys (in particular, Euclid)
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Method δM(< Rv) ρ(< Rv)/ρ¯− 1 Σ(< Rv)/Σ¯− 1 Assumptions
Measured ∆Σ(Rv − 2Rv) – – -0.2 (-0.3) assume Σ(R)→ Σ¯ at R ≈ Rv(2Rv)
Best fit model ≈ −1× 1015M -0.3 (-0.4) -0.22 (-0.32) Fix A0 to recover mean density at R ≈ Rv(2Rv)
Table 1. Estimated mass deficit δM and the fractional deficit in the 3d density ρ and projected density Σ at the void radius Rv. The
measurements, interpreted without a model in the first row, give us only projected quantities. For the model fits we give both 2d and
3d versions of the fractional density contrast. We set Rv = 20 Mpc/h to estimate δM ; for voids with other values of Rv , δM scales
approximately as R3v .
would be needed for measurements with comparable signal-
to-noise. We differ from previous work in that our void finder
and void characterization is optimized for lensing. We work
with projected 2d slices and have a flexible criterion that
allows for some overlap between voids. Our stacked shear
measurement is analogous to galaxy-galaxy lensing in that
it projects a source galaxy shape along multiple void cen-
ters. This greatly increases the total number of lens-source
pairs and reduces shape noise by a factor of several. Other
improvements described in Section 2 contribute to the size
and quality of our void sample.
We validate our detection of void lensing in several
ways, using both the LRG positions around voids and stan-
dard galaxy-shear tests. Figures 1 and 3 show the validation
and improvements based on the LRG distribution. We ver-
ify that the tangential shear around random points and the
lensing cross-component around void centers are consistent
with the null hypothesis. The error analysis is analogous to
that for our measurement of filament lensing with the same
dataset presented in Clampitt et al. (2014).
Void density profiles. We measure the stacked density
profile of voids with radii Rv = 15 − 55 Mpc/h over the
redshift range 0.16 < z < 0.37. We can make some model-
independent statements about void properties (see Table 1).
By requiring the projected density to approach the mean
density at radii of 2Rv or larger, we can convert our mea-
sured ∆Σ to estimates of Σ(< Rv) and therefore to the frac-
tional density contrast at Rv. We further estimate the mass
deficit δM . In addition, we find that our voids are uncom-
pensated within twice the void radius. By 3Rv however, the
measurements are consistent with fully compensated voids,
but we see no evidence for overcompensated voids of the
kind seen in simulations (at the lower end of our Rv range).
By fitting our measurements with a model motivated
by simulations, we can draw conclusions about the voids’
3d density profile and mass deficit δM as summarized in
Table 1. Our data is consistent with a central density of
≈ 0.5ρ¯. At the edge of the void, it is also consistent with a
density below the mean density at the LRG ridge, though
the corresponding 2d density of LRGs is above the mean
(Fig. 1).
Caveats. The standard disclaimer with void-related
work is that the results can be quite sensitive to the specific
void-finder used. As highlighted above, this holds true also
for our work which is designed to find voids for gravitational
lensing. Our use of multiple potential void centers is help-
ful for lensing S/N reasons, but also makes interpretation of
the resulting density profile less straightforward. We expect
some miscentering between the lowest dark matter density
and the emptiest places in the sparse galaxy density, and our
multiple centers may also add to this miscentering in some
instances. However, we have checked the results with much
stricter criteria for the number of multiple centers, and find
only small shifts in the parameter contours (Fig. 7). Fur-
thermore, since the density profiles are very flat between
the center and half the void radius, these effects are far less
problematic than for galaxy or cluster lensing.
We expect our error bars accurately account for shape
noise and sample variance. However, we have not accounted
for possible shear calibration errors, which could bias the
signal by up to 5%. In addition, two effects could result
in a dilution of the signal and thus underestimation of A3:
inaccurate source redshifts or fake voids from chance LRG
projections. We have not estimated the contribution of these
effects.
Future Work. We can attempt a void lensing measure-
ment with several different variants of the void sample. Go-
ing beyond our sparse sample of LRGs, we can apply this
void finder to the SDSS Main sample. Although the vol-
ume probed will be significantly smaller, this disadvantage
is offset in part by the larger number of background sources
available behind lower redshift voids. Furthermore, Sutter et
al. (2014) find that the voids identified using a lower galaxy
luminosity threshold have a lower central dark matter den-
sity (as expected based on their lower galaxy bias as well),
which should increase the lensing effect.
Nearly all detailed applications will require a careful
study of our void selection via mock catalogs that create
galaxies from HOD prescriptions or dark matter halos. Our
measurements are now confined to Rv > 15 Mpc/h, in part
because the contamination from fake voids due to projection
effects gets worse as the void size gets smaller than the 2d
tracer density. Mock catalogs will allow us to go down to
smaller radii and estimate the number of fake and real small
voids. With those numbers we can take into account the
expected dilution of the signal.
The comparison of the galaxy distribution with the
mass distribution is of great interest. The question of galaxy
biasing can be understood better by having measurements
in under dense regions to complement those in over dense re-
gions. Many other questions can be posed by stacking voids
in different ways: along the major axis of the galaxy distri-
bution, varying the environment and the properties of the
galaxy population, and so on. The measurement of a mag-
nification signal behind voids would be of interest, in par-
ticular to provide a direct measurement of Σ(R).
Void mass functions, mass profiles, and the cross-
correlation with galaxy profiles are the key ingredients in
cosmological applications of voids. The velocity profiles mea-
sured in SDSS have an anisotropy and relationship to the
mass profile that carry cosmological information (Lavaux
& Wandelt 2012). Modified gravity theories in particular
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predict differences in these observables. In many respects
modeling voids is less problematic than massive nonlinear
objects like galaxy clusters, and the measurements are not
affected by foreground galaxies, but the use of mock cata-
logs to understand the selection effects in the data is likely
to be essential to interpreting survey measurements.
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