The broad availability of educational data has led to an interest in analyzing useful knowledge to inform policy and practice with regard to education. A data science research methodology is becoming even more important in an educational context. More specifically, this field urgently requires more studies, especially related to outcome measurement and prediction and linking these to specific interventions. Consequently, the purpose of this paper is first to incorporate an appropriate data-analytic thinking framework for pursuing such goals. The well-defined model presented in this work can help ensure the quality of results, contribute to a better understanding of the techniques behind the model, and lead to faster, more reliable, and more manageable knowledge discovery. Second, a case study of social-emotional learning is presented. We hope the issues we have highlighted in this paper help stimulate further research and practice in the use of data science for education.
Introduction
Recently, AlphaGo, an artificially intelligent (AI) computer system built by Google, was able to beat world champion Lee Sedol at a complex strategy game called Go. AlphaGo's victory shocked not only artificial intelligence experts, who thought such an event was 10 to 15 years away, but also educators, who worried that today's high-value human skills will rapidly be sidelined by advancing technology, possibly even by 2020 (World Economic Forum 2016) . Such potential technologies also catch some reflections of the relevance of certain educational practices in the future.
At the same time, emerging AI technologies not only pose threats but also create opportunities of producing a wide variety of data types from human interactions with these platforms. The broad availability of data has led to increasing interest in methods for exploring useful knowledge relevant to education-the realm of data science (Heckman and Kautz 2013; Levin 2013; Moore et al. 2015) . In other words, data-driven decision-making through the collection and analysis of educational data is increasingly used to inform policy and practice, and this trend is only likely to grow in the future (Ghazarian and Kwon 2015) .
The literature on education data analytics has many materials on the assessment and prediction of students' academic performance, as measured by standardized tests (Fernández et al. 2014; Linan and Perez 2015; Papamitsiou and Economides 2014; Romero and Ventura 2010) . However, research on education data analytics should go beyond explaining student success with the typical three Rs (reading, writing and arithmetic) of literacy in the current economy (Lipnevich and Roberts 2012) . Furthermore, the availability of data alone does not ensure successful data-driven decisionmaking . Consequently, there is an urgent need for further research on the use of an appropriate data-analytic thinking framework for education. The purpose of this paper is first to identify research goals to incorporate an appropriate data-analytic thinking framework for pursuing such goals, and second to present a case study of social-emotional learning in which we used the data science research methodology.
Defining data science Dhar (2013) defines data science as the study of the generalizable extraction of knowledge from data. At a high level, defines data science as a set of fundamental principles that support and guide the principled extraction of information and knowledge from data. Furthermore, Wikipedia defines data science (DS) as extracting useful knowledge from data by employing techniques and theories drawn from many fields within the broad areas of mathematics, statistics, and information technology. The field of statistics is the core building block of DS theory and practice, and many of the techniques for extracting knowledge from data have their roots in this. Traditional statistical analytics mainly have mathematical foundations (Cobb 2015) ; while DS analytics emphasize the computational aspects of pragmatically carrying out data analysis, including acquisition, management, and analysis of a wide variety of data (Hardin et al. 2015) . More importantly, DS analytics follow frameworks for organizing data-analytic thinking (Baumer 2015; .
Vision for future education
Character. Disposition. Grit. Growth mindset. Non-cognitive skills. Soft skills. Social and emotional learning. People use these words and phrases to describe skills that they also often refer to as nonacademic skills (Kamenetz 2015; Moore et al. 2015) . Among these various terms, the social-emotional skills promoted by the Collaborative for Academic, Social and Emotional Learning (http://www.casel.org/) have mostly been accepted by the broader educational community (Brackett et al. 2012) . A growing number of studies show that these nonacademic factors play an important role in shaping student achievement, workplace readiness, and adult well-being (Child Trends 2014). For example, Mendez (2015) finds that nonacademic factors play a prominent role in explaining variation in 15-years-old school children's' scholastic performance, as measured by the Program for International Students Assessment (PISA) achievement tests. Lindqvist and Vestman (2011) also find strong evidence that men who fare poorly in the labor market-in the sense of unemployment or low annual earnings-lack non-cognitive rather than cognitive abilities. Furthermore, Moffitt et al. (2011) find that the emotional skill of self-control in childhood is associated with better physical health, less substance dependence, better personal finances, and fewer instances of criminal offending in adulthood.
Due to a new understanding of the impact of nonacademic factors in the global economy, a growing movement in education has raised the focus on building social-emotional competencies in national curricula. In fact, countries like China, Finland, Israel, Korea, Singapore, the United States, and the United Kingdom currently mandate that a range of social-emotional skills be part of the standard curriculum (Lipnevich and Roberts 2012; Ren 2015; Sparks 2016) . The movement involves some complex issues ranging from the establishment of social and emotional learning standards to the development of social and emotional learning programs for students, and to the offering of professional development programs for teachers, and to the carrying out of social and emotional learning assessments (Kamenetz 2015) .
However, as argued by Sparks (2016) , research studying these skills has not quite caught up with their growing popularity. A number of authors raise various directions for future research in social and emotional learning. Child Trends (2014), for instance, conducted a systematic literature review of different social-emotional skills and highlighted the need for further research on the importance of the following five skills: self-control, persistence, mastery orientation, academic self-efficacy, and social competence. Moreover, Moore et al. (2015) provide conceptual and empirical justification for the inclusion of nonacademic outcome measures in longitudinal education surveys to avoid omitted variable bias, inform the development of new intervention strategies, and support mediating and moderating analyses. Likewise, Levin (2013) and Sellar (2015) both suggest that the development of data infrastructure in education should select a few nonacademic skill measures in conjunction with the standard academic performance measures. Furthermore, Duckworth and Yeager (2015) note that how multidimensional data on personal qualities can inform action in educational practice is another topic that will be increasingly important in this context.
Although all those issues have varying significances regarding the measurement and development of social and emotional learning, the following two research goals are priorities for studies of social and emotional learning:
1. Developing assessment techniques, 2. Providing intervention approaches.
These two research areas strongly affect the development of social-emotional skills, which are the principal concerns of the domains of education and data science, and which can be studied to derive evidence-based policies. To consider these issues, this paper focuses on (a) the suggested data science research methodology that is applicable to reach these goals, and (b) the case study of social-emotional learning in which we used the data science research methodology.
Methodology review for data science
To better pursue those goals, it could be useful to formalize the knowledge discovery processes within a standardized framework in DS. There are several objectives to keep in mind when applying a systemic approach (Cios et al. 2007 ): (1) help ensure that the quality of results can contribute to solving the user's problems; (2) a well-defined DS model should have logical, well-thought-out substeps that can be presented to decision-makers who may have difficulty understanding the techniques behind the model; (3) standardization of the DS model would reduce the amount of extensive background knowledge required for DS, thereby leading directly to a knowledge discovery process that is faster, more reliable, and more manageable.
In the context of DS, the Cross-Industry Standard Process for Data Mining (CRISP-DM) model is the most widely used methodology for knowledge discovery (Guruler and Istanbullu 2014; Linan and Perez 2015; Shearer 2000) . It has also been incorporated into commercial knowledge discovery systems, such as SPSS Modeler. To meet the needs of the academic research community, Cios et al. (2007) further develop a process model based on the CRISP-DM model by providing a more general, research-oriented description of the steps. Applications of Cios et al. process model follow six steps, as shown in Fig. 1 .
Understanding of the problem domain
This initial step involves thinking carefully about the use scenario, understanding the problem to be solved and determining the research goals. Working closely with educational experts helps define the fundamental problems. Research goals are structured into one or more DS subtasks, and thus, the initial selection of the DS tools (e.g., classification and estimation) can be performed in the later step of the process. Finally, a description of the problem domain is generated.
An example research goal would be: Since meaningful learning requires motivation to learn, researchers are interested in real-time modeling of students' motivational orientations (e.g., approach vs. avoidance). Similarly, researchers might be interested in developing models that can automatically detect affective states (e.g., anxiety, frustration, boredom) from machine-readable signals (Huang et al. In Press; Lai et al. 2016; .
Understanding of the data
This step includes collecting sample data that are available and deciding which data, including format and size, will be needed. To better understand the strengths and limitations of the data, it also includes checking data completeness, redundancy, missing values, the plausibility of attribute values. Background knowledge can be used to guide these checks. Another critical part of this step is estimating the costs and benefits of each data source and deciding whether further investment in collection is worthwhile. Cios and Kurgan (2005) Finally, this step includes verifying that the data matches one or more DS subtasks in the last step.
For example, researchers may decide to analyze log traces in an online learning session to make inferences about students' motivational orientations. Moreover, researchers may choose to collect physiological data (such as facial expression, blood volume pulse, and skin conductance data) to develop models that can automatically detect affective states.
To date, DS has relied heavily on two data sources (Siemens 2013) : student information systems (SIS, for in generating learner profiles, such as grade point averages) and learning management systems (LMS). For example, Moodle (https://moodle.org/) and Blackboard (http://www.blackboard.com/) can record logs for user activity in courses, forums, and groups. Linan and Perez (2015) suggest using Google Analytics to gather information about a site, such as the number of visits, pages visited, the average duration of each visit, and demographics. Massive open online courses (MOOCs) may also provide additional data sets to understand the learning process. For instance, Leony et al. (2015) show how to infer the learners' emotions (i.e., boredom, confusion, frustration, and happiness) by analyzing their actions on the Khan Academy Platform. Moreover, a variety of physiological sensors have been used to increase the quality and depth of analysis (Kaklauskas et al. 2015) , such as wearable technologies (Schaefer et al. 2016) .
Social computing systems refer to the interplay between people's social behaviors and their interactions with computing technologies (Cheng et al. 2015; Lee and Chen 2013) . These systems can extract various kinds of behavioral cues and social signals, such as physical appearance, gesture and posture, gaze and face, vocal behavior, and use of space and environment (Zhou et al. 2012) . Analyzing this information can enable the visually representation of social features, such as identity, reputation, trust, accountability, presence, social role, expertise, knowledge, and ownership (Zhou et al. 2012) .
There are also open datasets that can be used for research on social and emotional analytics, such as PhysioBank, which includes digital recordings of physiological signals and related data for use by the biomedical research community (Goldberger et al. 2000) ; DEAP, a database for emotion analysis using physiological signals (Koelstra et al. 2012) ; and DECAF, a multimodal dataset for decoding user physiological responses to affective multimedia content (Abadi et al. 2015) . Verbert et al. (2012) further review the availability of such open educational datasets, including dataTEL (http://www.teleurope.eu/ pg/pages/view/50630/), DataShop (https://pslcdatashop.web.cmu.edu/) and Mulce (http:// mulce.univ-bpclermont.fr:8080/PlateFormeMulce/). As highlighted by Siemens (2013) , taking multiple data sources into account provides more information to educators and students than a single data source.
Preparation of the data
This step concerns manipulating and converting the raw data materials into suitable forms that will meet the specific input requirements for the DS tools. For example, some DS techniques are designed for symbolic and categorical data, while others handle only numeric values. Typical examples of manipulation include converting data to different types and discretizing or summarizing data to derive new attributes. Moreover, numerical values must often be normalized or scaled so that they are comparable. Preparation also involves sampling, running correlation and significance tests, and data cleaning, which includes removing or inferring missing values. Feature selection and data reduction algorithms may further be used with the cleaned data. The end results are then usually converted to a tabular format for the next step. Cios and Kurgan (2005) demonstrate that the data preparation step is by far the most time-consuming part of the DS process model, but educational DS research rarely examines this. Cristóbal Romero et al. (2014) survey the literature on pre-processing educational data to provide a guide or tutorial for educators and DS practitioners. Their results showed these seven pre-processing tasks: (1) data gathering, bringing together all the available data into a set of instances; (2) data aggregation/integration, grouping together all the data from different sources; (3) data cleaning, detecting erroneous or irrelevant data and discarding it; (4) user and session identification; identifying individual users; (5) attribute/variable selection, choosing a subset of relevant attributes from all the available attributes; (6) data filtering, selecting a subset of representative data to convert large data sets into smaller data sets; and (7) data transformation, deriving new attributes from the already available ones.
Mining of the data
At this point, various mining techniques are applied to derive knowledge from preprocessed data (see Table 1 ). This usually involves the calibration of the parameters to the optimal Identifying relationships in learner behavioral patterns and diagnosing student difficulties.
Kinnebrew et al. (2013)
Text mining To extract high-quality information from text.
Recognize the emotion of interactive text.
Tian et al. (2014) Structural analysis
To predict a link that should exist between individuals, and possibly also estimate the strength of the link.
To dynamically recommend the tutorial dialog in a manner that is responsive to the sensed states.
D'mello and Graesser (2013)
Behavior profiling To characterize the typical or most noticeable behavior of a subgroup or an entire population.
To profile anomalous behaviors. Hoque and Picard (2014) values. The output of this step is some model parameters or pattern capturing regularities in the data.
Evaluation of the discovered knowledge
The evaluation stage serves to help ensure that the discovered knowledge satisfies the original research goals before moving on. Only approved models are retained for the next step, otherwise the entire process is revisited to identify which alternative actions could be taken to improve the results (e.g., adjusting the problem definition or getting different data). The researchers will assess the results rigorously and thus gain confidence as to whether or not they are qualified. Scheffel et al. (2014) conduct brainstorming with experts from the field of learning analytics and gather their ideas about specific quality indicators to evaluate the effects of learning analytics. We summarize the results in Table 2 . The criteria provide a way to standardize the evaluation of learning analytics tools. In addition, the domain experts will help interpret the results and check whether the discovered knowledge is novel, interesting, and influential. To facilitate their understanding, the research team must think about the comprehensibility of the models to domain experts (and not just to the DS researchers).
As suggested by Romero and Ventura (2010) , visualizing models in compelling ways can make analytics data straightforward for non-specialists to observe and understand. For example, Leony et al. (2013) propose four categories of visualizations for an intelligent system, including time-based visualizations, context-based visualizations, visualizations of changes in emotion, and visualizations of accumulated information. The main objective of these visualizations is to provide teachers with knowledge about their learner's emotions, learning causes, and the relationships that learning has with emotions. Verbert et al. (2014) also review works on capturing and visualizing traces of learning activities as dashboard applications. They present examples to demonstrate how visualization can not only promote awareness, reflection, and sense-making, but also represent learner's goals and enable them to track progress toward these. Epp and Bull (2015) explored 21 visual variables (e.g., arrangement, boundary, connectedness, continuity, depth, motion, orientation, position, and shape) that have been employed to communicate a learner's abilities, knowledge, and interests. Manipulating such visual variables should provide a reasonable starting point from which to visualize educational data.
Use of the discovered knowledge
This final step consists of planning where and how to put the discovered knowledge into real use. A plan can be obtained by simply documenting the action principles being used to impact and improve teaching, learning, administrative adoption, culture, resource allocation and decision making on investment. The discovered knowledge may also be reported in educational systems, where the learner can see the related visualizations. These visualizations can provide learners with information about several factors, including their knowledge, performance, and abilities (Epp and Bull 2015) . Moreover, the results from the current context may be extended to other cases to assess their robustness. The discovered knowledge is then finally deployed. However, according to the findings of Romero and Ventura (2010) survey, only a small minority of studies can apply the discovered knowledge to institutional planning processes. One of the barriers to this is individual and group resistance to innovation and change. Macfadyen and Dawson (2012) thus highlight that the accessibility and presentation of analytics processes and findings are the keys to motivating participants to feel positive about the change. Furthermore, the initial iteration may not be complete or good enough to deploy, and so a second iteration may be necessary to yield an improved solution. Therefore, the diagram shown in Fig. 1 represents this process as a cycle and describes several explicit feedback loops, rather than as a simple, linear process.
The case of social-emotional learning
In this section, we describe a case study in which we used the data science research methodology. The research was initiated with an instructor who wanted to understand university students' motivation for learning during a semester. We thus started to help this instructor through understanding the problem (Step 1). The instructor explained that university students' motivation for learning varies over a long semester. Monitoring their motivation can help in providing the right motivated strategies at the right time. We thus went on to the next step: understanding the data (Step 2). Although the use of the motivated strategies for learning questionnaire (MSLQ) (Garcia and Pintrich 1996) can gather data about students' motivation, the questionnaire measures were quite long and were not sensitive to change over time. Inspired by the concept of teaching opinion survey implemented at the end of a semester, we decided to collect text data to evaluate university students' motivation to learn. After repeatedly going through Steps 1 and 2, the research problem became "predicting university students' motivation to learn based on teaching opinion mining."
In this experiment, we employed the motivated strategies for learning questionnaire to collect the respondents' motivation states. In addition, an open-ended opinion survey about the challenges they faced on the F2F course and recommendations to the teacher with regard to adjusting instruction was utilized to collect the text data. One hundred and fifty-two university students (62 females, 90 males; mean age ± S.D. = 21.1 ± 7.5 years) completed the survey for this study. They were taking face-to-face computer courses at four universities in southern Taiwan.
In the data preparation step (Step 3), we first calculated the mean score of MSLQ. Those respondents with a score less than the mean were labeled as low motivation (LM) students, while those with more than the mean were labeled as high motivation (HM) students. The sample consisted of 76 LM and 76 HM students (the mean was equal to the median).
We then continued to process the textual data. Because textual data is unstructured, the aim of data preparation is to represent the raw text by numeric values. This process contained two steps: tokenizing and counting. In the tokenizing step, we used the CKIP Chinese word segmentation system (Ma and Chen 2003) to handle the text segmentation. In the counting step, term frequency-inverse document frequency (TF-IDF) was used as an indicator parameter to extract text features. TF-IDF is a measure of how frequent a term is in a document, and how rare a term is in many documents.
In mining the data (Step 4), we applied a support vector machine (SVM) to classify the respondents. The dataset was randomly split into two groups: a training set and a testing set. The training set consisted of 138 instances (90%) and the testing set of 14 instances (10%). We constructed a model based on the training set and made predictions on the testing set to evaluate the prediction performance. In the evaluation of the model (Step 5), the rate of correct predictions over all instances was measured to represent the accuracy of the prediction model. Through removing the 1074 stop words and substituting the 39 words having similar meanings, the results revealed that the accuracy of the prediction model could be up to 85.7%. We used a free data analysis software, RapidMiner, to perform the analysis (See Fig. 2 ). Therefore, in the final step the instructor could predict students' motivation to learn during the whole semester using computer-mediated communication, such as instant messaging (Step 6).
We further iterated the process by redefining the research problem as "finding groups of respondents using similar terms to describe an opinion." In mining the data, the KMeans clustering method was used to partition the respondents into two clusters. The cluster model revealed that Cluster 1 had 89 respondents, and Cluster 2 had 63. ANOVA was performed to determine how the score of MSLQ was influenced by participant's Fig. 2 The analysis process in RapidMiner clusters (see Table 3 ). Significant effects across different work methods were found for the two clusters, F (1, 150) = 14.33, p = .000. Table 3 indicates that the Cluster 2 had a higher mean score of MSLQ than Cluster 1. The cluster model also found that the top three important terms for were "考試(exam)", "報告(presentation)", and "作業(homework)" for Cluster 1 and "老師(instructor)", "同學(peer)", and "自己(oneself)" for Cluster 2. In other words, the terms used in Cluster 1 concerned more about the value component of MSLQ. However, the terms used in Cluster 2 concerned more about the expectancy component of MSLQ. Therefore, the instructor could use these terms to roughly provide interventions to improve students' motivation for learning.
Conclusion
The broad availability of data has led to the development of data science. This paper's research goals are to stimulate further research and practice in the use of data science for education. It also presents a DS research methodology that is applicable to achieve these goals. A well-defined DS research model can help ensure that quality of results, contribute to better understanding the techniques behind the model, and lead to faster, more reliable, and more manageable knowledge discovery. Through an examination of large data sets, a DS methodology can help us to acquire more knowledge about how people learn (Koedinger et al. 2015) . This is important, as it contributes to the development of better intervention support for more effective learning. This paper also describes the emerging field of social-emotional learning and its challenges. It has been proposed that the social-emotional competencies that occur between people will become very important to education in the future. Although research suggests that social-emotional qualities have a positive influence on academic achievement, most related studies examine these qualities in relation to outcome measurement and prediction, and more work is needed to develop interventions based on this research (Levin 2013) . Therefore, this paper presents a case study of social-emotional learning in which we used the data science research methodology.
Several large problems remain to be addressed by researchers in this field. Before incorporating the approaches recommended in this work in large-scale education settings, we should select a few social-emotional skill areas and measures. This investment in data acquisition and knowledge discovery by DS will enable a deeper understanding of school effects and school policy in this context, and would avoid pulling reform efforts in unproductive or detrimental directions (Whitehurst 2016) . Moreover, explicit privacy regulations, such as anonymity in data collection and consent from the parents in a K-12 setting, also need to be addressed. Slade and Prinsloo (2013) recommend collaborating with students on voluntarily providing data and allowing them to access DS outcomes to aid in their learning and development. We hope the issues we have highlighted in this paper help stimulate further research and practice in education. 
