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Im vorliegenden Buch werden zunächst die ver-
schiedenen Arten von Risiken, denen ein Mensch 
im Laufe seines Lebens ausgesetzt ist, an Bei-
spielen beschrieben. Im zweiten Teil werden diese 
Risiken mit verschiedenen Parametern dargestellt 
und verglichen. Dabei wird der Entwicklung von 
einfachen Risikoparametern zu komplexeren 
Parametern gefolgt. Das Buch beweist, daß 
soziale Risiken die höchsten Risiken für Men-
schen darstellen und das der Kampf  gegen diese 
für eine humanistische Gesellschaft zwingend ist. 
Zum Abschluß wird am Beispiel der Verstärkung 
historischer Brücken gegen Schiffsanprall die 
praxisnahe Anwendung der Risikoparameter ver-
deutlicht. 
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1. Auflage 
Alle Rechte vorbehalten 
 
 
Dieses Werk ist urheberrechtlich geschützt. Die dadurch begründeten Rechte, insbesondere die 
der Übersetzung, des Nachdrucks, des Vortrags, der Funksendung, der Mikroverfilmung oder der 
Vervielfältigung auf anderen Wegen und der Speicherung in Datenverarbeitungsanlagen, 
bleiben, auch nur bei auszugsweiser Verwertung, vorbehalten. 
 
Die Wiedergabe von Warenbezeichnungen, Handelsnamen oder sonstigen Kennzeichnungen in 
diesem Buch berechtigt nicht zu der Annahme, daß diese von jedermann frei benutzt werden 
dürfen. Vielmehr kann es sich auch dann um eingetragene Warenzeichen oder sonstige 
gesetzlich geschützte Kennzeichen handeln, wenn sie als solche nicht eigens markiert sind. 
 
Sollte in diesem Werk direkt oder indirekt auf Gesetze, Vorschriften oder Richtlinien Bezug 
genommen oder aus ihnen zitiert worden sein, so kann der Autor keine Gewähr für die 
Richtigkeit, Vollständigkeit oder Aktualität übernehmen. Es empfiehlt sich, gegebenenfalls für 
die eigenen Angaben die vollständigen Vorschriften oder Richtlinien in der jeweils gültigen 
Fassung hinzuzuziehen. 
 
Soweit in diesem Werk Verfahren oder Techniken erläutert werden, darf der Leser zwar darauf 
vertrauen, daß der Autor große Sorgfalt darauf verwandt hat, daß die Angaben dem 
Wissensstand bei Fertigstellung des Werkes entsprechen. Für die Anwendung kann jedoch keine 
Gewähr übernommen werden. 
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„Positives Denken allein löst noch keine Probleme. Zum positiven Wissen muß 
vielmehr ein handlungsleitendes Wissen oder Orientierungswissen hinzutre-
ten, das eine Antwort auf die Frage, nicht was wir tun können, sondern was wir 
tun sollten, ist.“ 
 
JÜRGEN MITTELSTRAß: „Zur wissenschaftlichen Rationalität technischer Kul-
turen“. Physikalische Blätter 40, 1984, 64 
 
 
 
 
„Was er sah, war sinnverwirrend. In einer krausen, kindlich dick aufgetrage-
nen Schrift bedeckte ein phantastischer Hokuspokus, ein Hexensabbat ver-
schränkter Runen die Seiten. Griechische Schriftzeichen waren mit lateini-
schen und mit Ziffern in verschiedener Höhe verkoppelt, mit Kreuzen und Stri-
chen durchsetzt, ober- und unterhalb waagerechter Linien bruchartig aufge-
reiht, durch andere Linien zeltartig überdacht, durch Doppelstrichelchen 
gleichgewertet, durch runde Klammern zu großen Formelmassen vereinigt. 
Einzelne Buchstaben, wie Schildwachen vorgeschoben, waren rechts oberhalb 
der umklammerten Gruppen ausgesetzt. Kabbalistische Male, vollständig un-
verständlich dem Laiensinn, umfaßten mit ihren Armen Buchstaben und Zah-
len, während Zahlenbrüche ihnen voranstanden und Zahlen und Buchstaben 
ihnen zu Häuptern und Füßen schwebten. Sonderbare Silben, Abkürzungen ge-
heimnisvoller Worte, waren überall eingestreut, und zwischen den neck-
romantischen Kolonnen standen geschriebene Sätze und Bemerkungen in 
täglicher Sprache, deren Sinn gleichwohl so hoch über allen menschlichen 
Dingen war, daß man sie lesen konnte, ohne mehr davon zu verstehen als von 
einem Zaubergemurmel.“ 
 
THOMAS MANN: „Königliche Hoheit“, 1909 
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Menschen, die ihr gesamtes Arbeitsleben einer fachlichen Thematik widmen, 
können eine tiefe gedankliche Durchdringung dieser erreichen. Das dabei ge-
wonnene Verständnis spiegelt sich in einer außergewöhnlichen Klarheit bei der 
Darlegung des fachlichen Gegenstandes wider. Überzeugt man diese Men-
schen, ihre Gedanken auf Papier zu bannen, erblicken oft großartige Bücher 
das Licht der Welt. Die intensive gedankliche Durchdringung ist die natürliche 
Grundlage für die Entstehung guter Bücher. Gute Bücher benötigen daneben 
aber auch, genau wie Menschen, Zeit zu wachsen. Es ist nicht verwunderlich, 
daß beide dieses kostbare Gut benötigen, wo doch das eine im anderen verwur-
zelt ist. 
 
Der erläuterte glückliche Umstand der jahrzehntelangen Beschäftigung des 
Autors mit der Thematik ist beim vorliegenden Buch schon allein auf Grund 
des Alters des Autors aber nicht gegeben. Verliert damit dieses Buch aber sei-
nen Wert? Nein, denn es existiert aus Sicht des Autors noch eine zweite Mög-
lichkeit, ein gutes Buch zu verfassen. Diese zweite Möglichkeit beruht auf der 
vielfältigen Unterstützung des Autors durch andere Menschen.  
 
Um so mehr ist die Unterstützung zu schätzen, da sie selbstlos war. Aus mate-
rieller Sicht heraus muß das Schreiben dieses Buches als schiere Verschwen-
dung betrachtet werden. Aber muß nicht jeder Buchautor ein Träumer sein? 
Ein Illusionär, der glaubt, daß er mit dem zukünftigen Leser in Kommunikation 
treten kann, der etwas mitzuteilen hat, was den Leser interessiert.  
 
Was kann das Buch aber Wichtiges mitteilen, will es nicht nur blanker Zeitver-
treib sein? Dieses Buch stellt sich einer großen Aufgabe. Es beschreibt, was 
uns Menschen unser menschliches Leben Wert ist. Wofür gedenken wir, das 
Geschenk des Lebens zu verwenden? Wem widmen wir die Zeit, die wir auf 
Erden weilen dürfen? Die Nennung dieser Themen mag verwunderlich klin-
gen, finden sie sich doch nicht im Titel dieses Buches. Aus Sicht des Autors 
aber sind diese Fragen die logische Fortsetzung der Diskussion von Lebensri-
siken. Stellt man sich die Frage, wie sicher wir leben, so wird man zwangsläu-
fig auch die Frage stellen, warum leben wir so? 
 
Die Entscheidung, was im Leben eines einzelnen Menschen Bedeutung besitzt, 
steht nur diesem Einzelnen allein zu. Die scheinbare Freiheit wird aber aufge-
braucht durch die Sachzwänge des gesellschaftlichen Lebens. Die primären 
Zielgrößen des Lebens sind daher eine Mischung aus individuellen und gesell-
schaftlichen Zielen. Die Bedeutung der einzelnen Größen kann dabei von 
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Mensch zu Mensch beträchtlich divergieren. Doch nicht nur von Mensch zu 
Mensch unterscheiden sich diese Größen, sondern auch über die zeitliche Ent-
wicklung von Menschen. 
 
So verschieben Menschen, die um ihr nahes Ende wissen, oft ihre Lebenswer-
tungen erheblich. Dieses Phänomen wird als Reframing bezeichnet und er-
scheint durchaus verständlich. Da aber unser aller Leben zeitlich begrenzt sind, 
wäre es dann nicht auch notwendig, von Zeit zu Zeit die eigenen Lebensziele 
und Lebensaufgaben zu hinterfragen? 
 
In jungen Jahren hat der Autor während seiner Ausbildung ungläubig gelernt, 
daß Menschen soziale Wesen sind. Der damalige einfältige Widerspruch ist der 
Überzeugung gewichen, daß diese Feststellung nicht verleugnet werden kann. 
Die größten Probleme dieser Welt sind sozialer Natur. Diese Erkenntnis ergibt 
sich zwangsläufig aus der Untersuchung der Risiken, denen wir Menschen 
ausgesetzt sind. Wenn wir diese Arbeitsthese annehmen, erkennen wir die 
größte Lebensaufgabe, die eigentlich schon einer menschlichen Pflicht ent-
spricht: die soziale Verantwortung für unsere Mitmenschen, die in ihrem Kern 
nicht nur heutige Menschen umfaßt, sondern auch unsere Vorfahren und un-
sere Nachkommen.  
 
Was beschreibt der Begriff der Verantwortung? Betrachten wir den Wortauf-
bau näher. Die Erweiterung des Verbs „antworten“ mit der Vorsilbe „ver“. Die 
„Ver-antwortung“ für das eigene Leben vor einer überparteiischen Institution 
war seit den frühesten Religionen der Ägypter bis zum Christentum ein Be-
standteil vieler Glaubensrichtungen.  
 
Antworten kann man aber nur, wenn man sich einer Frage bewußt wird. Gut 
antworten kann man nur, wenn man ein tiefes Verständnis und eine große ge-
dankliche Klarheit über die aufgeworfenen Fragen erreicht hat. Dann mag es 
auch sinnvoll erscheinen, in Form eines Buches zu antworten, wie es im vorlie-
genden Fall geschieht. Ob es sich um eine gelungene Antwort handelt und da-
mit um ein gelungenes Buch, muß der Leser entscheiden. 
 
Wie bereits erwähnt, war der Autor in der glücklichen Lage, von verschiedener 
Seite aktive Unterstützung bei der Erstellung des Buchs zu erfahren. Der Autor 
möchte sich an dieser Stelle für das ihm entgegen gebrachte Engagement be-
danken. Das betrifft zunächst seine Familie, Frau Ulrike Köhler und Wilhelm 
Köhler, die die zahllosen Arbeitsstunden des Autors am Buch ohne Klagen er-
trugen. Weiterhin dankt der Autor seinen Eltern Gerhard und Annelies Proske. 
Ich danke außerdem Frau Katrin Knothe, Frau Helga Mai und Frau Petra 
Drache für die Sichtung und umfangreiche Korrektur des Skriptes. Herrn Peter 
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Lieberwirth, Herrn Harald Michler, Herrn Sebastian Ortlepp, Herrn Knut 
Wolfram und Herrn Wolf-Michael Nitzsche danke ich für die Nutzungsrechte 
der Fotos. Herr Prof. Dr.-Ing. Jürgen Stritzke und der Verein der Freunde des 
Bauingenieurwesens der Technischen Universität Dresden e.V. haben außer-
dem den Druck einer Sonderauflage des Buches für das 15. Dresdner Brücken-
bausymposium finanziell unterstützt. Dafür gilt ihnen mein Dank. Nach die-
sem Blick in die Vergangenheit wagt der Autor noch einen Blick in die Zu-
kunft: Ich hoffe zutiefst, daß die Leser das vorliegende Buch bis zum Schluß als 
lesenswert betrachten werden.  
 
 
Dresden, September 2004 
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Vorwort 
 
 
Alle Erscheinungsformen der uns bekannten Materie sind geprägt durch Wan-
del. Wenn wir aus dem Fenster schauen, sehen wir Wolken, die in wenigen Mi-
nuten am Himmel vorüberziehen. Wenn wir nach vielen Jahren wieder in eine 
Stadt kommen, finden wir diese mit einem veränderten Gesicht vor. Geologen 
berichten, daß Gebirge über Jahrmillionen wuchsen und abgetragen wurden 
und Meere an Plätzen existiert haben, wo heute Wälder oder Wüsten zu finden 
sind. Astrophysiker erklären uns den Beginn unseres Sonnensystems, aber 
auch, daß eines Tages die Sonne aufhören wird zu scheinen.  
 
Die Welt wird beherrscht durch Veränderung. Von den kleinsten Elementar-
teilchen bis zu den größten Galaxien kann man ein Entstehen und Vergehen 
beobachten. Diese Regel schließt auch die lebende Materie mit ein. Wir sehen 
Bäume wachsen oder das Getreide auf den Feldern reifen und wir müssen er-
kennen, daß auch wir, die Menschen, diesem Gesetz der Veränderung, dieser 
Vergänglichkeit unterliegen. Ob es uns Menschen gefällt oder nicht: Wir sind 
zeitlich befristete Wesen. Unser Leben besitzt einen Anfang und ein Ende. Die 
Fragen, wann das Leben eines Menschen beginnt und wann es endet, zählen zu 
den schwierigsten Fragen der menschlichen Ethik überhaupt. Manche, wie z.B. 
die Verfasser des deutsche Embryonenschutzgesetzes, meinen, das menschli-
che Leben beginnt mit der Verschmelzung von Samen und Eizelle. Für andere 
ist die Einnistung der Eizelle der Beginn und die meisten von uns halten die Ge-
burt für den Beginn des selbstständigen Lebens. Unabhängig davon, wie man 
den Beginn eines Menschenlebens definiert, ist die Geburt eines Menschen das 
größte Ereignis nicht nur für diesen Menschen selbst, sondern auch für diejeni-
gen, die diesen Menschen begleiten. Die Geburt eines Menschen ist das gewal-
tigste Geschenk der Natur. Und so, wie die Geburt das schönste Ereignis ist, so 
ist der Tod, der Widerpart, das schrecklichste Ereignis für Menschen. Auch die 
Beurteilung des Endes eines menschlichen Lebens kann unter gewissen Um-
ständen nahezu unlösbar erscheinen. Erinnert sei hier nur an Unfallopfer, die 
jahrelang von Maschinen beatmet werden. Unabhängig von der Frage des 
„wann“, müssen wir Menschen uns der Tatsache der Endlichkeit des Lebens 
stellen. 
 
Die Endlichkeit des Lebens spielt in der Regel in unserem Alltag keine Rolle. 
„So leben wir immer, als ob wir glaubten, unbegrenzt Zeit zu haben, als ob das 
endlich Erreichte stabil wäre, und diese uns vorschwebende Stabilität und 
Dauer, diese illusionäre Ewigkeit, ist ein wesentlicher Impuls, der uns zum 
Handeln treibt.“ schrieb Fritz Riemann in seinem berühmten Werk „Grund-
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formen der Angst“. Der Glaube an die Zukunft und an unseren Bestand ist der 
Rahmen für unser alltägliches Handeln und Planen.  
 
Aber kann das Wissen um die eigene Sterblichkeit auch ein Antrieb sein? Kann 
uns der Gedanke, daß unser Leben jeden Augenblick zu Ende sein kann – me-
dia in vita morte sumus – nicht auch vorwärts treiben? Wie bereits erwähnt, 
teilen wir die Eigenschaft sterblich zu sein, mit allen bekannten Lebewesen. 
„Nicht die Sterblichkeit allein, die wir mit den Molchen teilen, sondern unser 
Bewußtsein davon; das macht unser Dasein erst menschlich, macht es zum 
Abenteuer ...“ schrieb Max Frisch. Und die Sterbeforscherin Elisabeth Kübler-
Ross stellte fest „Ein Leben, das sich den Tod vor Augen hält, verändert sich. 
Es gewinnt an Kraft und Perspektive“ 132. Hier ist ein mächtiger menschlicher 
Handlungsimpuls erkennbar: der Wunsch nach Unvergänglichkeit, auf eine 
ureigene Weise unsterblich zu werden, weiterzuleben in den Geschichten und 
Gedanken unserer Nachfahren. Die Wahl der Mittel, um diesen Impuls zu er-
füllen, sei es in Goethes Form „Es soll die Spur von meinen Erdentagen nicht in 
Äonen untergehen“ durch eigene Schöpferkraft oder sei es durch die Liebe und 
Hingabe zu den eigenen Kindern oder zu anderen Menschen, unterliegt dem 
Einfallsreichtum und Charakter jedes einzelnen Menschen. Hier, im Kampf 
gegen die Vergänglichkeit, liegt eine der Wurzeln für die Einzigartigkeit jedes 
Menschen. So unglaublich die Überlegung erscheint, Verleugnung und Ak-
zeptanz der Befristung des menschlichen Lebens können beide Entwicklungs-
antrieb für Menschen sein. 
 
Die Akzeptanz der Endlichkeit des menschlichen Lebens ist die Grundlage für 
dieses Buch. Es geht sogar noch weiter. Es berichtet über die direkten und indi-
rekten Ursachen für das Versterben von Menschen in einem bestimmten Zeit-
raum, und gibt in nackten Zahlen an, wieviel Menschen an dieser oder jener 
Ursache verstarben. So furchtbar es klingt, es handelt sich dabei nur um eine 
Erfassung und Zusammenstellung von Daten. 
 
Aber ist der Tod nicht mehr als ein simpler Datenpunkt? Der Verlust eines ge-
liebten Menschen ist das höchste Leid, welches Menschen erfahren können, 
von dem Verlust des Lebens für den direkt betroffenen Menschen ganz zu 
schweigen. Wie kann man solch einen Verlust, solch einen Schmerz, in Zahlen 
ausdrücken? Welcher Zweck steckt dahinter? Der Verfasser ist sich darüber im 
klaren: Zahlen können kein Leid abbilden. Die Zahl als Verfechter der Objek-
tivität steht dazu mit dem Leid als Zeichen der Subjektivität zu sehr im Wider-
spruch. Aber die Zahl ist nur ein blindes Werkzeug. Zahlen selbst sind weder 
gut noch böse. Wenn die Zahl nur ein Werkzeug ist, dann liegt es in unserer 
Verantwortung, der Zahl eine nützliche Aufgabe zu übergeben.  
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Und Zahlen mögen durchaus nützlich sein, wenn es gilt, Leid abzuwenden. 
Wenn wir erfassen, woran wieviel Menschen in der Vergangenheit verstarben, 
erkennen wir vielleicht die größten Bedrohungen für das menschliche Leben in 
der Gegenwart und können die Ursachen bekämpfen. Das könnte zur Verringe-
rung von Gefahren führen. Die Vergangenheit ist das größte Frühwarnsystem, 
über welches die Menschheit verfügt. Durch die Betrachtung des leidvollen 
Ereignisses Tod in der Vergangenheit sind wir in der Lage, zukünftiges Leid zu 
verringern. 
 
Im ersten Kapitel des Buches wird versucht, Risiken zu identifizieren. Im 
zweiten Kapitel wird die subjektive Beurteilung von Risiken behandelt. Im 
Anschluß daran werden verschiedene Risikoparameter vorgestellt. Damit wird 
es möglich, die subjektive Beurteilung von Risiken zu objektivieren. Nach der 
Beurteilung der Risiken werden Verfahren erläutert, die die Effizienz von Ri-
sikovorsorgemaßnahmen bewerten. Es geht hierbei um die Frage, welchen 
Aufwand man zur Eindämmung von Gefahren betreiben soll. Auch bei dieser 
Problematik werden die Grenzen der Ethik wieder berührt. Wie kann man bei 
der Gefahrenvermeidung von einem begrenzten Aufwand sprechen? Ist es 
nicht unsere oberste Pflicht, alles in unseren Kräften stehende zu versuchen, 
um Menschen zu helfen, um sie vor Gefahren zu schützen? Im Prinzip ja, aber 
es bleibt die Frage offen, welche Maßnahmen als Gefahrenvermeidung ver-
standen werden. Was verstehen wir unter Hilfe? Müssen wir nicht Ressourcen 
verwenden, um uns selbst zu schützen? Müssen wir nicht unsere Ernährung 
sichern, sonst verhungern wir? Müssen wir nicht Mittel einsetzen, um uns zu 
erholen, so wie wir jede Nacht schlafen müssen, um am anderen Tage wieder 
bei Kräften zu sein? Müssen wir nicht unseren Kindern eine Bildung sichern, 
damit wir sie befähigen, ihren Weg zu gehen? Das alles sind Maßnahmen, um 
anderen Menschen oder uns zu helfen. Es handelt sich also um Maßnahmen der 
Gefahrenvermeidung. Schlafen, Essen, Urlaub oder Bildung können genauso 
als Maßnahmen zum Schutz von Menschen angesehen werden, wie die Ver-
wendung eines Sicherheitsgurtes. Wenn wir nahezu alle Handlungen, die Men-
schen durchführen können, als Maßnahmen zur Vermeidung von Gefahren an-
sehen, benötigen wir Verfahren, mit denen wir die einzelnen Maßnahmen in-
nerhalb dieser unüberschaubaren Menge hinsichtlich ihrer Effizienz bewerten 
können. Dazu werden Methoden aufgezeigt, die es erlauben, die Ressourcen 
der menschlichen Gesellschaft zum Schutz von Menschen effektiver anzuwen-
den. Oder formulieren wir es anders: Wie kann man mit den zur Verfügung ste-
henden Mitteln möglichst vielen Menschen ein langes und erfülltes Leben er-
möglichen? 
 
Im Ergebnis der Anwendung solcher Bewertungen von Gefahrenvermei-
dungsmaßnahmen kann man diese in sinnvolle und nicht sinnvolle unterteilen. 
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Eine Maßnahme zur Erhöhung der Sicherheit ist dann sinnvoll, wenn die 
Schutzmaßnahme mehr Nutzen erbringt als sie Aufwand benötigt. Was sich 
hinter diesen Begriffen versteckt, wird im vorliegenden Buch behandelt. Der 
geschilderte Ansatz erscheint plausibel. Aber wie werden solche Maßnahmen 
heute in den meisten Ländern dieser Welt beurteilt?  
 
Betrachten wir dazu die jüngere Geschichte der gesetzlichen Regelungen im 
Gesundheitswesen in Deutschland. Unter gesetzlichen Regelungen werden 
hier Vorschriften verstanden, die steuern, welche Maßnahmen zum Schutz von 
Menschen, seien sie nun präventiv oder therapeutisch, verwendet werden sol-
len. Das Gesundheitswesen kann als eine umfangreiche Maßnahme zum 
Schutz der Bevölkerung vor gesundheitlichen Gefahren angesehen werden. 
Aber die Gesetze, die das Gesundheitswesen regeln, werden von Menschen 
entwickelt, die sich politischen Bestrebungen unterordnen müssen oder aktiv 
daran teilnehmen. Das führt dazu, daß die Auswahl der Gesetze in keiner 
Weise den oben genannten Forderungen der Effektivität von Schutzmaßnah-
men folgt. Im folgenden soll ein konkretes Beispiel genannt werden. In den 
letzten Jahren wurde in Sachsen die Versorgungsqualität bei der Diabetesbe-
handlung durch ein besonderes Behandlungsprogramm erheblich erhöht, um 
die Spätfolgen dieser Erkrankung, die beträchtlich sein können, zu minimieren. 
Man hat damit insbesondere langfristig sehr große Erfolge erzielen können. 
Auf Grund von kurzfristigen finanziellen Engpässen bei den Krankenkassen 
überlegt man, ob dieses Programm gestoppt werden sollte. Es stellt sich die 
Frage, ob langfristig eine Fortführung des Programms nicht nur für die Patien-
ten, sondern auch für die Krankenkassen wirtschaftlich günstiger wäre. Eine 
derartige objektive Analyse ist dem Autor nicht bekannt. Damit wird die Wahl 
des richtigen Augenblickes, gutes Verhandlungsgeschick, persönliche Bezie-
hungen oder Lobbyismus viel wichtiger für die Entscheidung, ob diese Maß-
nahme beibehalten wird. Subjektive Einflüsse besitzen größere Auswirkungen 
auf die gesetzliche Einführung von Schutzmaßnahmen als sich mancher wün-
schen mag. Nur allzu oft entbehrt die Einführung der Schutzmaßnahmen jegli-
cher Objektivität. Gerade deshalb ist es unbedingt erforderlich, daß objektive 
Verfahren eingeführt werden. Im vorliegenden Buch werden Parameter und 
Verfahren vorgestellt, die zumindest zu einer Versachlichung der Diskussion 
beitragen können. Und der Bedarf dafür ist immens. Wie vielen Menschen 
könnte durch die Anwendung effizienter Schutzmaßnahmen das Leben verlän-
gert werden, wenn deren finanzielle Grundlagen nicht durch andere nutzlose 
Maßnahmen verschwendet würden! 
 
Dieses Buch kann natürlich nicht alle historisch bekannten und zukünftig 
möglichen Schutzmaßnahmen bewerten. Das ist auch nicht der Sinn dieser 
Arbeit. Aber es kann einen Anstoß zu einer gerechteren Vorgehensweise bei 
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der Verteilung von Geldern für Schutzmaßnahmen über alle Industriezweige 
hinweg aufzeigen. Sei es die Medizin, die Atomindustrie, das Bauwesen, die 
Chemie, der Aufbau von Mülldeponien, die Kriminalitätsbekämpfung, der Au-
tomobilbau oder die Raumfahrt, für alle diese Bereiche steht heute ein uni-
verselles Verfahren zur Beurteilung von Schutzmaßnahmen zur Verfügung. 
Die Liste der Industriezweige ließe sich selbstverständlich beliebig verlängern, 
denn treffen wir nicht überall auf Anordnungen, Regelungen oder Gesetze zum 
Schutz von Menschen? Ist nicht jedes Gesetz dazu da, dem Einzelnen einen 
besseren Schutz zu bieten? Wenn dem so ist, müßten sich dann nicht sogar die 
Gesetze selbst dieser Vorgehensweise stellen?  
20 
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1 Einleitung 
 
 
Der Lauf der Dinge erhält eine Ordnung durch den Parameter der Zeit. Sie 
kennzeichnet die Reihenfolge der Geschehnisse, so wie der Raum die geome-
trische Lage von Dingen beschreibt. Für den Menschen ist die Unterscheidung 
der Zeit in drei Bereiche von großer Bedeutung: die Vergangenheit, die Ge-
genwart und die Zukunft. Wir gehen davon aus, daß wir durch zielgerichtete 
Handlungen in der Gegenwart die Zukunft in einem gewissen Umfang beein-
flussen können. In welchem Umfang wir dies tun können, hängt von unserem 
Schicksal ab. Das Zusammentreffen zwischen unserer Fähigkeit zu handeln 
und dem Rahmen unserer Handlungen, mit der Welt im weitesten Sinne, macht 
das aus, was wir Schicksal nennen 324. 
 
Handlungen sind eine der wichtigsten Eigenschaften von Lebewesen. Hand-
lungen von Lebewesen sind in der Regel zielgerichtet. Zum Beispiel bilden 
Pflanzen Blätter und Menschen betreiben Ackerbau, um sich zu ernähren. Um 
Ziele zu erreichen, planen Menschen Handlungen. Für die Planung nutzen wir 
Wissen, welches wir in der Vergangenheit erworben haben. Aus dem Wissen 
entwickeln wir Modelle. Alle Planungen basieren auf Modellen, von Men-
schen erschaffen, vereinfacht, abstrahiert, damit Menschen sie verstehen. Und 
alle Modelle besitzen trotz der gewaltigen Fortschritte in Wissenschaft und 
Technik im letzten Jahrtausend eine gemeinsame Eigenschaft: Sie sind be-
grenzt. Die Modelle besitzen nur eine begrenzte Anzahl von Eingangsgrößen, 
die wir nur begrenzt genau in der Gegenwart ermitteln können, und die Ein-
gangsgrößen werden über eine begrenzte Anzahl von Beziehungen in Verbin-
dung gesetzt. Unser Wissen und unsere Modelle werden immer beschränkt 
bleiben. 
 
Deshalb birgt zielgerichtetes Handeln immer auch die Gefahr des Scheiterns. 
Wir können die Zukunft nicht mit letzter Sicherheit vorhersagen. Egal, wieviel 
Mühe wir uns geben werden, egal wie gut wir für die Zukunft vorsorgen, wie 
gut wir die Zukunft planen – für alle Eventualitäten werden wir niemals ge-
wappnet sein. Und im Alltag sind wir uns dieser Fehlbarkeit, dieser immer 
verleibenden Unsicherheit, nur allzu bewußt. 
 
Die Unsicherheit zukünftiger Entwicklungen ist nicht nur ein ständiger Be-
gleiter menschlichen Handelns, sondern fester Bestandteil der von uns wahr-
genommenen Welt. Wir finden Unsicherheit bei der Beschreibung von Ele-
mentarteilchen, in der Chemie bei der Brownschen Bewegung, in der Biologie 
und in der Wirtschaft. In letzter Konsequenz bedeutet dies, daß die Zukunft 
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nicht beliebig genau prognostizierbar ist. Diese bittere Erfahrung machten be-
reits die Physiker gegen Ende des 19. Jahrhunderts, als man sich wohl oder übel 
von der Idee der Welt als Maschine verabschieden mußte, die, wenn man denn 
nur alle Zahnrädchen kennt, bis ins letzte Detail vorauszuberechnen wäre. 
 
Da die Prognose der Zukunft die Grundlage für unser zielgerichtetes Handeln 
ist, verschwindet unser Ziel in der Zukunft hinter einem Schleier aus Unsicher-
heit. Diese Unsicherheit mag für verschiedene Handlungen verschieden groß 
sein. Betrachten wir ein einfaches Beispiel: Wir werfen einen kleinen Stein 
hoch, damit er wieder auf die Erde fällt. Die Erfahrung lehrt uns, daß jeder 
Stein wieder herunterfällt. Aber vielleicht hält bei diesem einen Versuch ein 
Vogel den Stein für einen Wurm und der Stein fällt eben gerade dieses mal 
nicht wieder auf die Erde. Ein absurdes Beispiel? 
 
 
 
Abb. 1: Hauptbahnhof Dresden, August 2002 
 
Entsinnen wir uns an die Flutkatastrophe in der sächsischen Landeshauptstadt 
Dresden im Sommer 2002. Hätte im Jahre 2001 jemand vorhergesagt, daß der 
Dresdner Hauptbahnhof, der sich mitten in der Stadt über einen Kilometer vom 
nächsten Gewässer entfernt befindet, eine gewaltige Überflutung erfahren 
wird, wer hätte ihm geglaubt? Wir kannten ein solches Ereignis nicht, also exi-
stierte die Möglichkeit nicht. Wenn Menschen etwas als absurd oder unge-
wöhnlich beurteilen, dann deshalb, weil sie es nicht kennen. Dabei ist es nicht 
zwingend notwendig, daß man etwas selbst erlebt hat. Es ist ausreichend, wenn 
man über den Sachverhalt Informationen besitzt. Menschen finden es nicht ab-
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surd oder ungewöhnlich, daß es schwarze Löcher oder Quarks gibt, obwohl es 
bis heute niemanden gibt, der sie gesehen hat. 
 
Es gibt viele Dinge, die wir als Menschen jeden Tag erleben und die uns be-
wußt sind. Aber der Mensch hat ein leichtgläubiges Gedächtnis, für ihn ist die 
Vergangenheit außerordentlich begrenzt. Er vergleicht und bewertet Dinge, die 
ein Jahr, zehn Jahre oder 100 Jahre Bestand hatten. Aber was bedeuten diese 
Zahlen für das Auftreten von natürlichen Risiken, wie Fluten, Vulkanausbrü-
che oder Meteoriteneinschläge? Was sind 100 Jahre in der Geschichte der 
Welt? Wenn es stimmt, daß das Alter des Universums dem umgekehrten Wert 
der Hubble-Konstante entspricht und bei ca. 13 Milliarden Jahren liegt, dann 
entsprechen 100 Jahre etwa einem Wert von 1/130.000.000 des Alters des Uni-
versums. Überträgt man dieses Verhältnis auf die Lebenszeit eines Menschen, 
erhält man wenige Sekunden. Wer ist in der Lage, aus wenigen Sekunden eines 
Menschen seine Lebensgeschichte zu rekonstruieren? Wer ist in der Lage, alle 
Gefahren für einen Menschen aus diesen wenigen Sekunden zu modellieren? 
Gibt es Menschen, „denen ein Tropfen Wasser genügt, um daraus auf die Exi-
stenz eines Ozeans zu schließen“ 376 ? Die Erfahrung und das Wissen des Men-
schen sind und bleiben beschränkt, aber durch die Entwicklung eines gesell-
schaftlichen Wissens kann man das Wissen eines einzelnen Menschen be-
trächtlich erhöhen. Dieses gesellschaftliche Wissen kann man bei der Beurtei-
lung der Unsicherheit von Handlungen heranziehen, die sich nur sehr selten 
ereignen. Die Unterscheidung darüber, ob manche Handlungen sehr selten und 
andere Handlungen häufig scheitern, führt uns zum Begriff der Häufigkeit. 
Dieser Begriff ist wiederum eng verbunden mit der sogenannten induktiven 
Statistik und Wahrscheinlichkeitsrechnung. Man versucht dabei, aus der Häu-
figkeit von Ereignissen in der Vergangenheit eine Aussage über mögliche Er-
eignisse in der Zukunft mit einer Wahrscheinlichkeit anzugeben. Damit stünde 
ein objektives Werkzeug für die Beurteilung der Unsicherheiten von Handlun-
gen, für die Beurteilung der Möglichkeit von Erfolg oder Scheitern zur Verfü-
gung. In der Tat wird die Wahrscheinlichkeit in der Mathematik als Möglich-
keit des Eintrittes eines zukünftigen Zustandes definiert. Dabei berücksichtigt 
man aber nicht, in welchem Umfang man das Ziel der Handlung verfehlt hat. 
Dazu verwendet man zusätzlich den Begriff des Schadensumfangs. Die Ver-
bindung aus Schadensumfang und Wahrscheinlichkeit führt zum Begriff des 
Risikos. Beim Risiko berücksichtigt man im Gegensatz zur Wahrscheinlichkeit 
den Umfang eines möglichen Mißerfolges einer Handlung. 
 
Die Art und Weise, in der Menschen Unsicherheiten beschreiben, sind jedoch 
weitaus vielfältiger. Im Laufe der Zeit wurden die verschiedensten mathemati-
schen Modelle entwickelt. Neben der induktiven Statistik sei hier noch die 
Anwendung der Fuzzy-Theorie oder Neuronaler Netze genannt. Alle diese Ver-
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fahren besitzen jedoch eine Gemeinsamkeit: Sie basieren auf Wissen aus der 
Vergangenheit. 
 
Die Vergangenheit hat uns gelehrt, daß wir Unsicherheiten und mögliche 
Schäden berücksichtigen müssen. Für die Verknüpfung von Unsicherheit und 
Schadensumfang wurde bereits der Begriff des Risikos eingeführt. Die Einfüh-
rung dieses Begriffes erlaubt die Wertung und Beurteilung von Risiken. Beo-
bachtet man allein die alltäglichen Handlungen, kann man unzählige Risikobe-
urteilungen wahrnehmen. Unser Leben ist von Risikobetrachtungen geradezu 
durchdrungen. Im Alltag wägen wir nahezu ununterbrochen zwischen ver-
schiedenen Handlungen und deren Erfolg oder Verlust ab. Ist es billiger, in den 
Supermarkt A zu fahren oder in den Supermarkt B? Wie ist der Verkehr zur 
Zeit? Wo wird weniger Andrang herrschen? Bekomme ich in dem Supermarkt, 
was ich möchte? 
 
Ein besonders treffendes Beispiel ist das Lottospiel. Die Möglichkeit, bei ei-
nem Lottospiel zu gewinnen, ist nahezu verschwindend gering. Vermutlich 
kennen wir auch niemanden, der jemals eine oder mehrere Millionen Euro 
beim Glücksspiel gewonnen hat, aber wir haben davon schon in der Zeitung 
gelesen. Wir erhalten auch regelmäßig Werbung. Der Aufwand, den man 
betreiben muß um mitzuspielen, ist mehr oder weniger vernachlässigbar. Wir 
müssen uns zu einer Lottoscheinannahmestelle begeben, was etwa eine Vier-
telstunde pro Woche in Anspruch nehmen soll. Dort müssen wir den Schein 
ausfüllen. Dafür müssen wir noch einmal ca. eine Viertelstunde investieren. 
Außerdem müssen wir einige Euro bezahlen. Diese wenigen Euro sollen ver-
einfachend ca. wieder einer Viertelstunde Arbeitszeit entsprechen. Daneben 
wollen wir noch im Fernsehen mitfiebern – wieder ca. eine Viertelstunde. In-
zwischen haben wir eine ganze Stunde pro Woche dafür veranschlagt. Auf ein 
Jahr hochgerechnet sind das ca. zwei Tage. Diese beiden Tage könnte man mit 
seinen Kindern verbringen, man könnte diese Stunde pro Woche für Sport 
verwenden, ein Buch lesen oder einer anderen Tätigkeit folgen. Auf ein Leben 
hochgerechnet, werden aus diesen zwei Tagen über 100 Tage. Diese verlorene 
Zeit entspricht dem möglichen Verlust, sollte sich kein Gewinn einstellen. Die-
ser Verlust tritt bei der überwiegenden Anzahl der Spieler ein. Der Verlust von 
100 Lebenstagen erscheint auf den ersten Blick hoch, aber vergleicht man die-
sen Wert mit anderen unbedeutenden oder uninteressanten Handlungen, die 
man pro Woche mehrere Stunden ausführt, so ist er gering.  
 
Hat man beim Lottospiel jedoch eine glückliche Hand, so kann diese eine 
Handlung entscheidend für den Rest des Lebens sein. Man investiert ca. 100 
Tage Lebenszeit für die Möglichkeit, vielleicht über 30 Jahre ein wirtschaftlich 
abgesichertes und damit vermutlich sorgenfreieres Leben zu führen. Die Wahr-
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scheinlichkeit, den Einsatz zu verlieren, ist sehr hoch. Sie ist nahe 1. Unter Be-
rücksichtigung der Schadensfolgen, also des Einsatzes, ergibt sich aus der 
Wahrscheinlichkeit eines Mißerfolges das Risiko gemäß 
0,9999999999 5 € 52 Wochen 30 Jahre 7.800 €R H K= ⋅ = ⋅ ⋅ ⋅ =  
mit H als Häufigkeit des Nichtgewinnens pro Ziehung pro Woche, K als Ver-
lust bzw. Kosten mit 5 € pro 52 Wochen pro Jahr und über 30 Jahre. 
Bei einem angenommenen Gewinn von 5.000.000 € definiert sich der Nutzen 
wie folgt: 
(1 ) 0,000.000.000.1 5.000.000 € 0,000.5 €N H G= − ⋅ = ⋅ = . 
Durch das regelmäßige Spielen steigt die Wahrscheinlichkeit eines Gewinnes 
etwa um das 1.000fache (0,000.000.165). Wählt man rein willkürlich ein besse-
res Verhältnis, so erhält man: 
0,99 5 € 52 Wochen 30 Jahre 7.790 €R H K= ⋅ = ⋅ ⋅ ⋅ =  
(1 ) 0,01 5.000.000 € 50.000 €N H G= − ⋅ = ⋅ = . 
In diesem Fall würde sich das Spielen lohnen, denn einem möglichen Gewinn 
von 50.000 € steht ein möglicher Verlust von 7.790 € entgegen. 
 
Betrachten wir als eine weitere Handlung den Einkauf von Lebensmitteln. An-
genommen, wir wollen uns in einen Supermarkt begeben, um dort die Dinge 
des täglichen Bedarfs zu erwerben. Das Risiko, damit zu scheitern, ist sehr ge-
ring. Unter besonders unglücklichen Umständen wird der Supermarkt gerade 
bestreikt oder die Fernfahrer streiken und der Supermarkt ist zwar geöffnet, 
aber es herrscht Mangel an Waren. Vielleicht haben wir aber auch unser Geld 
vergessen, oder das EC-Kartenlesegerät im Supermarkt funktioniert nicht und 
wir können nicht bezahlen. Auch ist es denkbar, daß wir uns im Tag getäuscht 
haben und versuchen, an einem Sonntag einkaufen zu gehen. Aber dieses Sze-
nario erscheint unplausibel, da wir in der Regel wissen, wann Sonntag ist. Die 
Erfahrung hat uns gelehrt, daß wir beim Versuch, einkaufen zu gehen, nahezu 
immer erfolgreich sein werden. Das Risiko zu scheitern, ist sehr gering. 
 
So klar, wie die beiden bisher genannten Beispiele, sind nur die wenigsten 
Fälle in der Realität. Das Lottospiel besitzt eine sehr hohe Wahrscheinlichkeit 
des Scheiterns (~1) und das Einkaufen besitzt eine sehr geringe Wahrschein-
lichkeit des Scheiterns (~0). Betrachten wir deshalb ein weiteres Beispiel: Je-
mand bewirbt sich um einen neuen Arbeitsplatz. In der augenblicklichen Wirt-
schaftssituation sind die Bedingungen eher ungünstig. Vielleicht ist die Wahr-
scheinlichkeit 0,1, daß man auf ein Bewerbungsschreiben eine Einladung zum 
Vorstellungsgespräch erhält. Vielleicht ist es aber auch noch viel ungünstiger, 
vielleicht nur 0,05. Auch ist das Vorstellungsgespräch selbst keine Garantie für 
einen neuen Arbeitsvertrag. Vielleicht führt nur jedes zehnte Vorstellungsge-
spräch zu einem Vertragsangebot. Dann wäre die Wahrscheinlichkeit 0,01 
bzw. 0,005. Oder anders ausgedrückt, die Wahrscheinlichkeit pro Bewerbung 
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zu scheitern, läge ca. zwischen 0,99 und 0,995. Das sind zunächst mal große 
Werte, aber denken wir wieder an das Lottospiel. Hier lag der Wert vielleicht 
bei 0,9999999999. 
 
Ändern wir die Zielgruppe und gehen nicht mehr von einem Arbeitgeber aus, 
sondern antworten wir auf eine Kontaktanzeige. Die Chance, auf eine Kontakt-
anzeige zu schreiben und mit der Person eine engere Beziehung aufzubauen, 
liegt vielleicht bei 0,03. Oder wieder anders formuliert, die Wahrscheinlichkeit 
zu scheitern, liegt bei 0,97. Auch hier finden wir zwar einen hohen Wert vor, 
aber dieser Wert läßt die Handlung durchaus als zielgerichtet erscheinen, denn 
der mögliche Gewinn, einen Lebenspartner zu finden, ist gewaltig. 311 
 
Faktisch jede Handlung kann aus diesem Sichtwinkel betrachtet werden. Wie 
groß wird die Wahrscheinlichkeit sein, in ein Haus zu gehen und das Haus 
stürzt ein? In der Regel machen wir uns über alle diese Dinge kaum Gedanken 
und überlassen dieses Fachgebiet Spezialisten. Aber bereits unsere Vorfahren 
haben sich mit der Problematik auseinandergesetzt. Wie groß war die Wahr-
scheinlichkeit, in den gemäßigten Klimazonen im Winter zu erfrieren? War 
dieser Wert akzeptabel? Offensichtlich nicht, sonst hätten unsere Vorfahren 
nicht angefangen, Häuser zu bauen oder das Feuer einzufangen. Der Bau von 
Häusern verringerte zusätzlich das Risiko, dem Angriff von Tieren und ande-
ren Menschen schutzlos ausgeliefert zu sein. Das Risiko eines Hauseinsturzes 
war geringer, als die Gefahr ohne Haus im Winter zu erfrieren. Das gleiche gilt 
für den Bau von Brücken, um die mühevolle und gefährliche Querung von 
Flüssen zu erleichtern. Wie oft ertranken Leute bei der Überquerung einer Furt, 
wie oft stürzten Wagen um, ging die Ladung verloren? Die hohe Wahrschein-
lichkeit eines Schadenseintrittes machte es lohnenswert, Brücken zu errichten. 
Der Aufwand für die Brücken war oft so enorm, daß ganze Landstriche Jahr-
zehnte diese Brücken abbezahlten. Langfristig aber führten die Brücken zur 
Blüte von Städten, wie z.B. in Regensburg. 
 
Die größte Maßnahme zur Verringerung von Risiken in der frühen Mensch-
heitsgeschichte war jedoch die Einführung von Landwirtschaft und Viehzucht. 
Die systematische Nahrungsbereitstellung war eine Präventivmaßnahme ge-
gen den Hunger. Landwirtschaft zu betreiben ist Risikovorsorge! 
 
1.1.1 Der Begriff des Risikos 
 
Der Begriff des Risikos ist eng mit dem Begriff der Sicherheit verbunden. Der 
Begriff der Sicherheit ist ein philosophischer Begriff 158, 280. Er bezeichnet die 
„Beruhigung des Geistes, aus der Überzeugung heraus, daß keinerlei Kata-
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strophe oder Unglücksfall droht“ 280. In der deutschen Sprache gibt es eine 
Vermengung der Begriffe Sicherheit und Gewißheit 280.  
 
Im Bauwesen versteht man unter Sicherheit die qualitative Fähigkeit eines 
Tragwerkes, Einwirkungen zu widerstehen (DIN 1055-100 91). Natürlich kann 
ein Bauwerk nicht allen theoretisch möglichen Einwirkungen widerstehen, 
aber es muß den meisten der Einwirkungen in einem ausreichenden Maß wi-
derstehen. Die Entscheidung, ob ein Bauwerk sicher ist oder nicht, kann nur 
mit einem quantitativen Maß erbracht werden. Die Zuverlässigkeit eines 
Tragwerkes ist ein solches quantitatives Maß. Diese wird in den gegenwärtig 
vorliegenden Bauvorschriften als Wahrscheinlichkeit interpretiert (DIN ISO 
8930, 1.1. & 1.2). Damit ist eine Aussage, ob ein Bauwerk sicher ist oder nicht, 
durch den Vergleich von Wahrscheinlichkeiten möglich. Weitere Sicherheits-
konzepte sind zur Zeit Gegenstand der Forschung 263. Allerdings kennen die 
Bauvorschriften (Eurocode 0, Eurocode 1 101, DIN 1055-9 92) für die Untersu-
chung von Bauwerken unter außergewöhnliche Einwirkungen, wie z.B. Erd-
beben, den Begriff des Risikos. Die Sicherheit gilt dann als erbracht, wenn das 
vorhandene Risiko ein bei vergleichbaren Situationen von der Gesellschaft ak-
zeptiertes Risiko nicht übersteigt (DIN 1055-9, Abs. 5.1 (2) 92). Abb. 2 zeigt für 
dem fachkundigen Leser die Staffelung der Sicherheitskonzepte im Bauwesen. 
Die in Abb. 2 erwähnten gesetzlichen Grundlagen werden im Kapitel Recht 
und Risiko behandelt.  
 
Diese fachspezifische Definition des Begriffes Risiko im Bauwesen entspricht 
dem Begriff der Sicherheit in anderen Fachbereichen. So versteht man allge-
mein bei technischen Systemen Sicherheit als eine Sachlage, bei der das Risiko 
nicht größer als das Grenzrisiko ist (DIN VDE 31000-2 83). Eine Gefahr ist eine 
Sachlage, bei der das Risiko größer als das Grenzrisiko ist (DIN VDE 31000-2). 
Vergleichbar ist die Definition von Gefahr mit der Beschreibung von Gefahr 
durch den Hessischen Verwaltungsgerichtshof. Er beschreibt Gefahr als „Sach-
lage ..., die bei ungehindertem Ablauf erkennbar zu einem Schaden durch von 
außen kommende Ereignisse führen würde, wobei Gewißheit nicht erforderlich 
sei, sondern große Wahrscheinlichkeit genüge“ 325. In dieser Definition wird 
von einer Kombination aus Schaden und Wahrscheinlichkeit ausgegangen. 
Dies entspricht der Definition des Begriffes Risiko: Unter Risiko versteht man 
die Kombination aus Häufigkeit oder Wahrscheinlichkeit und der Auswirkung 
eines festgelegten, zum Schaden führenden Ereignisses (DIN IEC 56 410, VDI 
4006 405, ISO/IEC Guide 73). Es lassen sich jedoch in der Literatur (z.B. ISO 
10006, IEEE Standard P 1540, U.S. Coast Guard, NASA, EPA, ANSI) über 30 
verschiedene Definitionen des Begriffes Risiko finden 141, die sich besonders in 
der Berücksichtigung und Definition des Schadens unterscheiden. Unter 
Schaden versteht DIN VDE einen Nachteil durch Verletzung von Rechtsgütern 
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auf Grund eines bestimmten technischen Vorganges oder Zustandes (DIN 
VDE 31000-2 83). Unter dem Vergleichs- oder Grenzrisiko versteht man dasje-
nige Risiko, welches von der Gesellschaft gerade noch toleriert wird (VDI 
4006 Teil 1 405). Wie dieses Buch noch zeigen wird, ist die Ermittlung und Fest-
legung von Risiken allgemein und Grenzrisiken ganz speziell eine sehr schwie-
rige Aufgabe. Das Wissen und das Verständnis über Risiken haben sich aber 
seit der Einführung des Begriffes kontinuierlich gewandelt. 
 
Das Wort Risiko stammt ursprünglich vom italienischen risco bzw. rischio ab. 
Diese Worte bedeuten Gefahr und können wiederum von den Wörtern ri-
schiare und risicare abgeleitet werden. Die weitere Herkunft dieser Worte ist 
umstritten. Es gibt sowohl Hinweise auf arabische als auch griechische Ur-
sprünge. So wird gelegentlich das griechische Wort rhiza, welches „Wurzel“ 
bedeutet, als Ursprung angesehen. Dabei weitete sich die Bedeutung dieses 
Wortes im Laufe der Zeit aus. Auf Kreta wurden Klippen als rhiza, als Wurzeln 
der Berge, bezeichnet. Aus dem Wort rhiza entstand das Wort rhizicon. Dieses 
Wort stand nicht mehr nur für das Kliff selbst, sondern auch für die von dem 
Kliff ausgehende Gefahr und könnte die Grundlage für die italienischen Wörter 
rischiare und risicare gewesen sein. 247 
 
Zeitlich tauchte das Wort Risiko im 16. Jahrhundert auf. Bereits davor exi-
stierten Begriffe für Gefahr, Unsicherheit und Zufall, wie z.B. virtù oder forti-
tudo. Mit der zunehmenden Seefahrt und dem Handel entstand jedoch gegen 
Ende des 16. Jahrhundert die Notwendigkeit der Beschreibung von Verlust-
möglichkeiten bzw. von Wagnis. Daher werden die ersten Anwendungen des 
Begriffes Risiko auch der Seefahrt und dem Handel zu dieser Zeit zugeschrie-
ben. Gegen Ende des 16. Jahrhunderts lassen sich auch die ersten Nieder-
schriften finden. 1598 schrieb Scipio Ammirato in Venedig über das Risiko 
(rischio), bei der Verbreitung von Informationen die Quelle der Informationen 
bekannt geben zu müssen. Im gleichen Jahr verwendete auch der Italiener Gio-
vanni Botero den Begriff des Risikos. 239 
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1.1.2 Klassifizierung der Risiken 
 
Nach der Einführung des Begriffes Risiko soll in diesem Abschnitt die Eintei-
lung der Risiken erfolgen. Dazu bedient man sich der Ursache der Risiken. So 
gibt es Risiken, die durch Naturereignisse entstehen. Hierzu zählt man z.B. 
Erdbeben. Es gibt aber auch Risiken, die erst durch die Entwicklung der Tech-
nik entstanden sind. Andere Risiken, wie z.B. Gesundheitsrisiken, können ei-
gentlich auch als ein natürliches Risiko angesehen werden. Da sie aber im Ver-
gleich zu den anderen Risiken sehr groß sind, werden Gesundheitsrisiken sepa-
rat betrachtet. Als eine weitere Risikogruppe werden soziale Risiken angese-
hen. Es werden insgesamt vier Hauptgruppen von Risiken unterschieden: 
 
• natürliche Risiken, 
• technische Risiken, 
• gesundheitliche Risiken und 
• soziale Risiken. 
 
Der Übergang zwischen diesen Gruppen ist in der Realität jedoch fließend, wie 
Abb. 3 zeigt. In dieser Abbildung ist die Beurteilung der Ursachen von Unfällen 
oder Katastrophen nach einer Befragung wiedergegeben. Die Vermengung der 
Begriffe Risiko und Katastrophe rührt daher, daß anhand früherer Katastrophen 
Auftrittshäufigkeiten und Schäden für die Ermittlung von Risiken ermittelt 
werden können. Die Definition des Begriffes Katastrophe erfolgt im nächsten 
Abschnitt. Wird eine Katastrophe allein von Menschen verursacht, so hat sie 
einen Wert von 1 auf der x-Achse und 0 auf der y-Achse. Der Autounfall oder 
der Schiffsunfall kommen dem sehr nahe. Im Gegensatz dazu ist deutlich er-
kennbar, daß allgemein als natürliche Risiken anerkannte Ereignisse wie Tor-
nados oder Überschwemmungen von den Befragten nicht ausschließlich als 
natürliches Risiko angesehen werden. Vielmehr wird auch dort ein antropho-
gener Anteil gesehen: zu 80 % natürlichen Ursprunges und zu 50 % menschli-
chen Ursprunges. Wirbelstürme oder Überschwemmungen können durch vom 
Menschen verursachte klimatische Änderungen hervorgerufen sein oder aber 
mögliche Schutzmaßnahmen wurden nur unzureichend eingesetzt, so daß die 
Schäden beim Auftreten des Ereignisses hätten verringert werden können. In-
teressant ist die Tatsache, daß die Luft- oder Wasserverschmutzung zwar kaum 
als natürliche Risiken angesehen werden, aber auch die Verursachung durch 
den Menschen heruntergespielt wird. 
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Abb. 3: Quellenspezifische Wahrnehmung von Katastrophen 187 
 
Andere Klassifikationen der Risiken als die hier verwendeten sind möglich und 
teilweise auch sinnvoll. Sie sollen hier aber nicht weiter von Interesse sein. Ba-
sierend auf der gewählten Einteilung sollen die Risiken vorgestellt werden. Das 
erfolgt hauptsächlich an verschiedenen historischen Schadensumfängen und 
Schadenshäufigkeiten. Im folgenden wird deshalb der Begriff Risiko und 
Schaden bzw. Katastrophe vermengt. Es sei an dieser Stelle aber noch einmal 
daran erinnert, daß Risiko das Produkt aus Häufigkeit eines Ereignisses und 
Schaden definiert ist. Jeder Schaden, jede historische Katastrophe fließt also in 
die Risikoabschätzung mit ein.  
 
1.2 Naturkatastrophen 
 
Naturkatastrophen können durch Schneestürme, Hagel, Dürre, Überschwem-
mungen, Wirbelstürme, Vulkanausbrüche, Erdbeben und Meteoriten ausgelöst 
werden. Sie stellten im letzten Jahrhundert eine nicht unerhebliche Bedrohung 
für Menschen dar. Im 20. Jahrhundert dürften etwa 60 Millionen Menschen 
durch Naturkatastrophen verstorben sein. Tab. 1 listet die 40 opferreichsten Ka-
tastrophen der letzten dreißig Jahre auf. Die am häufigsten genannten Erei-
gnisse, wie Stürme, Erdbeben, Überflutungen zählen zu den natürlichen Risi-
ken. Sie verursachten immense Schäden in den letzten Jahrzehnten. In den 90er 
Jahren des 20. Jahrhunderts sind durchschnittlich pro Jahr ca. 80.000 Men-
schenleben zu beklagen gewesen. Die Kosten für diese Katastrophen dürften 
61 Milliarden Dollar überschritten haben. Tab. 2 listet die 40 versicherungs-
technisch teuersten Katastrophen der letzten dreißig Jahr auf. Um dem Leser 
ein Gefühl nicht nur für die extremen Ereignisse zu vermitteln, befinden sich in 
Tab. 3 und Tab. 4 die 50 schwersten Naturkatastrophen der Jahre 2000 und 
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2001. Ohne auf jedes einzelne Ereignis in den Tabellen einzugehen, zeigt sich, 
daß alle Regionen der Erde von Naturkatastrophen betroffen sind.  
 
Tab. 1: Die 40 todesopferreichsten Katastrophen weltweit von 1970 bis 2001 
353 
 
Datum Land Ereignis Opfer 
14.11.1970 Bangladesh Sturm- und Flutkatastrophe 300.000
28.07.1976 China Erdbeben der Stärke 8,2 in Tangshan  250.000
29.04.1991 Bangladesh Tropischer Zyklon Gorky 138.000
31.05.1970 Peru Erdbeben der Stärke 7,7 1) 60.000
21.06.1990 Iran Erdbeben in Gilan 50.000
07.12.1988 Armenien, UDSSR Erdbeben in Armenien 25.000
16.09.1978 Iran Erdbeben in Tabas 25.000
13.11.1985 Kolumbien Vulkanausbruch Nevado del Ruiz 23.000
04.02.1976 Guatemala Erdbeben der Stärke 7,4  22.000
17.08.1999 Türkei Erdbeben in Izmit 19.118
26.01.2001 Indien, Pakistan Erdbeben der Stärke 7,7 in Gujarat 15.000
29.10.1999 Indien, Bangladesh Zyklon 05B verwüstet Bundesstaat Orissa 15.000
01.09.1978 Indien Überschwemmungen nach Monsunregen  15.000
19.09.1985 Mexiko Erdbeben der Stärke 8,1  15.000
11.08.1979 Indien Dammbruch in Morvi 15.000
31.10.1971 Indien Überschwemmungen im Golf von Bengalen  10.800
15.12.1999 Venezuela, Kolumbien Überschwemmungen, Erdrutsche 10.000
25.05.1985 Bangladesh Zyklon im Golf von Bengalen 10.000
20.11.1977 Indien Zyklon in Andrah Pradesh, Golf von Bengalen 10.000
30.09.1993 Indien Erdbeben der Stärke 6,4 in Maharashtra 9.500
22.10.1998 Honduras, Nicaragua  Hurrikan Mitch in Zentralamerika 9.000
16.08.1976 Philippinen Erdbeben in Mindanao 8.000
17.01.1995 Japan Great-Hanshin-Erdbeben in Kobe 6.425
05.11.1991 Philippinen Taifune Thelma und Uring 6.304
28.12.1974 Pakistan Erdbeben der Stärke 6,3  5.300
05.03.1987 Ecuador Erdbeben  5.000
23.12.1972 Nicaragua Erdbeben in Managua 5.000
30.06.1976 Indonesien Erdbeben in West-Irian 5.000
10.04.1972 Iran Erdbeben in Fars 5.000
10.10.1980 Algerien Erdbeben in El Asnam 4.500
21.12.1987 Philippinen Fähre Dona Paz kollidiert mit Öltanker Victor 4.375
30.05.1998 Afghanistan Erdbeben in Takhar 4.000
15.02.1972 Iran Sturm und Schnee in Ardekan 4.000
24.11.1976 Türkei Erdbeben in Van 4.000
02.12.1984 Indien Unfall im Chemiewerk in Bhopal 4.000
01.11.1997 Vietnam et al. Taifun Linda 3.840
08.09.1992 Indien, Pakistan Überschwemmungen in Punjab 3.800
01.07.1998 China Überschwemmungen am Jangtse 3.656
21.09.1999 Taiwan Erdbeben in Nantou 3.400
16.04.1978 Réunion Wirbelsturm 3.200
1) Richterskala 
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Tab. 2: Die 40 versicherungstechnisch teuersten Katastrophen weltweit von 
1970 bis 2001 353 
 
Ver-
sicherter 
Schaden 1) 
 Datum Ereignis Land 
20.185  23.08.1992 Hurrikan „Andrew“ USA, Bahamas 
19.000  11.09.2001 Terroranschläge auf WTC und Pentagon, USA 
16.720  17.01.1994 Northridge-Erdbeben USA 
7.338  27.09.1991 Taifun „ Mireille“ Japan 
6.221  25.01.1990 Wintersturm „Daria“ Frankreich, UK 
6.164  25.12.1999 Wintersturm „Lothar“ in Westeuropa Frankreich, CH 
5.990  15.09.1989 Hurrikan „Hugo”  Puerto Rico, USA  
4.674  15.10.1987 Sturm und Überschwemmungen in Europa Frankreich, UK 
4.323  25.02.1990 Wintersturm „Vivian“  West-/Zentraleuropa 
4.293  22.09.1999 Taifun Bart trifft den Süden des Landes Japan 
3.833  20.09.1998 Hurrikan „Georges“ USA, Karibik 
3.150  05.06.2001 Tropischer Sturm „Allison“ USA 
2.994  06.07.1988 Explosion auf Plattform Piper Alpha Großbritannien 
2.872  17.01.1995 Great-Hanshin-Erdbeben in Kobe Japan 
2.551  27.12.1999 Wintersturm „Martin“  Frankreich, Spanien 
2.508  10.09.1999 Hurrikan „Floyd“; Regen USA, Bahamas 
2.440  01.10.1995 Hurrikan „Opal“ USA et al. 
2.144  10.03.1993 Schneesturm, Tornados USA, Mexiko, Kanada 
2.019  11.09.1992 Hurrikan „Iniki“ USA, Nordpazifik 
1.900  06.04.2001 Hagel, Überschwemmungen und Tornados USA 
1.892  23.10.1989 Explosion in petrochemischem Werk USA 
1.834  12.09.1979 Hurrikan „Frederic“ USA 
1.806  05.09.1996 Hurrikan „Fran“ USA 
1.795  18.09.1974 Tropischer Zyklon “Fifi“ Honduras 
1.743  03.09.1995 Hurrikan „Luis“ Karibik 
1.665  10.09.1988 Hurrikan „Gilbert“ Jamaika et al 
1.594  03.12.1999 Wintersturm „Anatol“ West-/Nordeuropa 
1.578  03.05.1999 Über 70 Tornados im Mittleren Westen USA 
1.564  17.12.1983 Schneestürme, Kältewelle USA, Kanada, Mexiko 
1.560  20.10.1991 Waldbrände, Stadtbrände, Dürre USA 
1.546  02.04.1974 Tornados in 14 Bundesstaaten USA 
1.475  25.04.1973 Überschwemmungen des Mississippi USA 
1.461  15.05.1998 Wind, Hagel und Tornados USA 
1.428  17.10.1989 Loma-Prieta-Erdbeben USA 
1.413  04.08.1970 Hurrikan “Celia” USA, Kuba 
1.386  19.09.1998 Taifun „Vicki“  Japan, Philippinen 
1.357  21.09.2001 Explosion in einer Düngerfabrik Frankreich 
1.337  05.01.1998 Kältewelle und Eiskatastrophe Kanada, USA 
1.319  05.05.1995 Wind, Hagel und Überschwemmungen USA 
1.300  29.10.1991 Hurrikan „Grace“ USA 
1) in Millionen US-Dollar 2001 
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Tab. 3: Die 50 bedeutensten Naturkatastrophen 2000 279 
 
Datum Schadens-
ereignis 
Gebiet Tote Schäden 
Millionen 
US-Dollar
Erläuterungen, 
Schadenbeschreibung 
Jan.-Apr. Winter-
schäden 
Mongolei 7 80 Temperaturen bis -45°C. 
Strengster Winter seit 30 Jahren. 
2,4 Millionen Nutztiere verenden. 
Jan.-Dez. Dürre Afghanistan, 
Pakistan, 
Indien, 
Tadschi-
kistan 
35 590 Lebensmittel- und 
Wasserknappheit. Schwere 
Verluste in der Viehwirtschaft, 
50 Millionen Betroffene. 
1.1.-5.1. Überschwem-
mungen, 
Erdrutsche 
Brasilien 26  Städte von der Außenwelt 
abgeschnitten. 70.000 
Obdachlose. 
14.1. Erdbeben China 5 75 2 Beben (Stärke 5,9 und 6,5), 
290.000 Häuser beschädigt oder 
zerstört. 
15.-19.1. Waldbrände Südafrika: 
Region 
Kapstadt 
 10 Schwerster Waldbrand seit 
30 Jahren. Weinbaugebiet 
betroffen. 
22.-25.1. Wintersturm USA 4 350 Über 500.000 Menschen ohne 
Stromversorgung. Autoindustrie 
betroffen. 
2.9-30.1. Wintersturm 
„Kerstin“ 
Deutschland 
und 
Dänemark 
4 100 Windgeschwindigkeiten bis 
160 km/h, starke Küstenerosion 
auf der Insel Sylt. 
Februar Frost Kenia   Schwerste Frostperiode seit 
Jahren. Teeplantagen betroffen. 
Febr.-
März 
Überschwem-
mungen, 
tropischer 
Zyklon 
„Eline“ 
Mosambik, 
Südafrika, 
Botswana, 
Swasiland, 
Simbabwe, 
Malawi, 
Sambia 
> 
1.000
660 Schwerste Überschwemmungen 
seit 50 Jahren. Flüsse über die 
Ufer getreten. Dämme gebrochen. 
Infrastruktur zerstört. 
Lebensmittel- und 
Wasserversorgung beeinträchtigt. 
Evakuierungsmaßnahmen be-
hindert. 950.000 Obdachlose. 
Millionen Betroffene. 
5.2. Hagelsturm Argentinien, 
Santa Isabel 
 20 Schäden an Autofabrik und 
Kraftfahrzeugen. 
27.2-13.3. Tropischer 
Sturm „Steve“ 
Australien 1 90 Böen bis 170 km/h. Schwere 
Schäden in der Land- und 
Viehwirtschaft. 
2.3. Tropischer 
Sturm 
„Gloria“ 
Madagaskar 130  Zahlreiche Häuser überflutet. 150 
Schulgebäude zerstört. 750.000 
Betroffene. 
9.-16.3. Überschwem-
mungen 
Tschechi-
sche 
Republik 
 80 Flüsse über die Ufer getreten. 
Industrieschäden. 
Infrastrukturschäden. 
10.3. Tropischer 
Sturm Mona 
Tonga:  4 Schäden an 
Versorgungseinrichtungen und in 
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der Landwirtschaft. 
28.-29.3. Tornado USA 5 650 1.500 Häuser/Gebäude 
beschädigt. Infrastrukturschäden. 
31.3-13.4. Vulkan-
ausbruch  
Mt. Usu 
Japan    Mehr als 10.000 Evakuierte. 
2.4. Tropischer 
Sturm 
„Hudah“ 
Madagaskar, 
Mosambik 
>23  Böen bis 280 km/h, 100.000 
Menschen ohne Lebensmittel- und 
Wasserversorgung. 
6.-10.4. Überschwem-
mungen 
Rumänien, 
Ungarn, 
Serbien 
10 100 Flüsse über die Ufer getreten, ca. 
10.000 Häuser und 2.000 km2 
landwirtschaftliche Fläche 
überflutet. 
Mai Kältewelle, 
Frost 
Ukraine. 
Weiß-
rußland 
 115 Schwere Schäden in der 
Landwirtschaft. 
Mai-Juni Überschwem-
mungen 
China 410 960 Hunderttausende Häuser 
überflutet. Infrastruktur- und 
Landwirtschaftsschäden, Öl-
förderung betroffen. 
Mai-Aug. Dürre Iran  35.000 Flüsse und Seen ausgetrocknet. 
800.000 Nutztiere gestorben. 
3 Millionen Tonnen Weizen und 
Gerste vernichtet. 
Mai-Sept. Waldbrände, 
Dürre 
USA 9 >1.000 85.000 einzelne Waldbrände im 
gesamten Jahr. 850 Häuser und 
28.000 km2 Wald verbrannt. 
Internationale Feuerwehren im 
Einsatz. 
4.5. Erdbeben, 
Tsunami 
Indonesien 41 30 Stärke 6,5. Tsunami 6 Meter hoch. 
Mehr als 10.000 Gebäude zerstört. 
Schwere Infrastrukturschäden. 
17.-19.5. Unwetter, 
Tornados, 
Überschwem-
mungen 
USA 1 300 Gebäude und Kfz beschädigt. 
Flughäfen geschlossen. 
24.5. Hagel Japan  350 Hagelkörner bis 5 cm im 
Durchmesser. Gebäude- und 
Ernteschäden. 
26.-27.5. Hagel Osterreich   20 Kfz, Gewächshäuser und Ernte 
beschädigt. 
28.5. Wintersturm 
„Ginger“ 
Deutsch-
land, 
Belgien, 
Niederlande 
6 200 Böen bis 140 km/h. Kräne, 
Baugerüste umgestürzt. 
Landwirtschaftsschäden. 
Juni-Juli Hitzewelle, 
Dürre 
Osteuropa, 
Süd-
osteuropa 
70 300 Temperaturen bis 45°C. Schwere 
Verluste in der Land- und 
Viehwirtschaft. 
4.6. Erdbeben Indonesien 130 6 Stärke 7,7. Gebäude- und 
Infrastrukturschäden. 2.500 
Verletzte. 
12.-26.6. Unwetter, 
Überschwem-
Chile  15 Schwerste Unwetter seit 20 
Jahren. Tausende Häuser 
40 
mungen überflutet. Infrastruktur und 
Landwirtschaftsschäden. Über 
70.000 Betroffene. 
17.6. Erdbeben Island  20 Stärke 6,6. Schäden an Gebäuden, 
Straßen und Rohrleitungen. 
3.-7.7. Hagelstürme Österreich 2 125 Hagelkörner bis 5 cm im 
Durchmesser. Autolager und 
Landwirtschaft betroffen 
5.-13.7. Waldbrände, 
Hitzewelle 
Griechen-
land 
25  Zahlreiche Bauernhöfe verbrannt, 
Hunderte Gewächshäuser zerstört. 
Schäden an Olivenplantagen und 
in Weinanbaugebieten 
6.-9.7. Taifun 
„Kirogi“ 
Philippinen, 
Japan, 
Taiwan 
44 300 Windgeschwindigkeiten bis zu 
150 km/h, Starkniederschläge 
1.300 mm in wenigen Stunden. 
Schäden in der Land- und Vieh-
wirtschaft. 
14.7. Tornado Kanada 10 13 F-3-Tornado (Fujitaskala) 
Campingplatz verwüstet. 
21.-25.7. Überschwem-
mungen 
Schweden  8 Infrastruktur betroffen. Schäden 
an Wasserkraftwerken. 
Aug.-Okt. Überschwem-
mungen 
Indien, 
Nepal 
1.550 1.200 Tausende Dörfer überflutet. 
Verkehrsverbindungen 
unterbrochen. Schwere Schäden in 
der Land- und Viehwirtschaft. 3,5 
Millionen Obdachlose/Evakuierte.
22.-23.8. Taifun „Bilis“ Taiwan 11 135 Windgeschwindigkeiten über 180 
km/h. Straßen- und Flugverkehr 
behindert. 1 Million Haushalte 
ohne Stromversorgung. 
Finanzmärkte geschlossen. 
30.-31.8. Taifun „Prapi-
roon“ Nr. 12 
Südkorea, 
Nordkorea 
42  150.000 Häuser beschädigt oder 
zerstört. Infrastrukturschäden. 
Sept-Okt. Überschwem-
mungen 
Kambo-
dscha, Viet-
nam, Laos, 
Thailand 
>900 460 Über 320.000 Häuser schwer 
beschädigt oder zerstört. Schäden 
in der Land Viehwirtschaft. 
4 Millionen Obdachlose. 
Sept-Okt. Überschwem-
mungen 
Bangladesch 130 500 700.000 Häuser, 1.100 km Straßen 
beschädigt. Schäden an 
Fischfarmen. 1,3 Millionen 
Evakuierte. 
13.-19.9. Überschwem-
mungen, 
Taifun 
„Saomai“ 
Japan, 
Südkorea, 
Rußland 
25 1.500 Rekordniederschläge. 
Zehntausende Gebäude überflutet. 
Autoindustrie betroffen. 
29.9-3.10. Hurrikan 
„Keith“ 
Belize, 
Mexiko, 
Nicaragua, 
Honduras, 
Guatemala 
21 280 Windgeschwindigkeiten bis 
215 km/h. Infrastruktur- und 
Landwirtschaftsschäden. 
Okt.-Nov. Überschwem-
mungen 
England, 
Wales, 
Irland 
10 >1.500 Flüsse über die Ufer getreten. 
Gebäudeschäden. Tausende 
Evakuierte. 
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6.10. Erdbeben, 
Erdrutsche 
Japan  150 Stärke 6,5. 2.200 Gebäude 
beschädigt. Schäden an 
Hafenanlagen. 
Infrastrukturschäden. 
13.-20.10. Überschwem-
mungen, 
Erdrutsche 
Italien, 
Schweiz, 
Frankreich 
38 8.500 Gebäude- und 
Infrastrukturschäden. Strom- und 
Wasserversorgung unterbrochen 
Automobilindustrie betroffen. 
28.-31.10. Taifun 
„Xangsane“ 
Philippinen, 
Taiwan 
103 70 Zahlreiche Dörfer überflutet. 
40.000 Obdachlose. 
16.-23.11. Überschwem-
mungen 
Australien  250 Starkregen bis 300 mm/12 
Stunden 200.000 km2 überflutet. 
Infrastruktur- und Landwirt-
schaftsschäden. 
26.-27.11. Wintersturm Moldawien  30 36.000 Strommasten beschädigt, 
zwei Drittel des Landes ohne 
Stromversorgung, Infra-
strukturschäden 
16.-17.12 Unwetter, 
Tornados 
USA   F-4 Tornado (Fujitaskala), 
Gebäude und Kfz beschädigt, 
Stromversorgung unterbrochen. 
 
Tab. 4: Die 50 bedeutendsten Naturkatastrophen 2001 277 
 
Datum Schaden-
ereignis 
Gebiet Tote Schäden 
Millionen 
US-Dollar 
Erläuterungen,  
Schadenbeschreibung 
Jan.-
Febr. 
Kältewelle, 
Schnee-
stürme 
Rußland, 
China, 
Mongolei, 
Afghanistan 
850 100 Temperaturen bis -57°C. Energie- 
und Wasserversorgung beein-
trächtigt, 220.000 Rinder 
erfroren/verhungert. Über 2 Mil-
lionen Menschen betroffen. 
Jan.-
April 
Hitzewelle Neuseeland  200 Schwerste Hitzewelle seit 100 
Jahren. Schäden in der Land- und 
Viehwirtschaft 
7.-11.1. Winter-
schäden 
Südkorea 10 290 Infrastruktur- und Landwirt-
schaftsschäden. 
13.1 Erdbeben, 
Erdrutsche 
El Salvador, 
Guatemala 
853 1500 Stärke 7,7. 16.000 Erdrutsche. 
230.000 Gebäude beschädigt oder 
zerstört. Infrastrukturschäden. 
1 Million Obdachlose. 
26.1. Erdbeben Indien, 
Pakistan 
14000 4500 Stärke 7,7. Über 1 Million Ge-
bäude beschädigt oder zerstört. 
Schäden an Hafen- und 
Industrieanlagen. Infrastruktur 
zerstört. 
30.1.-
13.2. 
Über-
schwem-
mungen 
Australien  130 Rekordregenfälle. Schäden an 
Gebäuden und Geschäften. 
8.-12. 2. Sturzfluten, 
Erdrutsche 
Indonesien 100 10 Schäden in der Landwirtschaft. 
145.000 Betroffene. 
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13.2. Erdbeben El Salvador 315  Stärke 6,5. Schwere Gebäude-
schäden 
28.2. Erdbeben USA: Seattle 1 2.000 Stärke 6,8. Stärkstes Beben seit 50 
Jahren. Industrieschäden. 
März–
Nov. 
Dürre, 
Hitzewelle 
China  250 Wasserversorgung beeinträchtigt. 
Verluste in der Landwirtschaft. 
22 Millionen Stück Nutzvieh 
betroffen. 
März–
Nov. 
Dürre Iran   3. Dürrejahr in Folge. Schwere 
Verluste in der Land- und Vieh-
wirtschaft. 
6.–14.3. Über-
schwem-
mungen 
Ungarn, 
Ukraine, 
Rumänien 
6 15 Hunderte Dörfer betroffen. Schä-
den in der Landwirtschaft. 
24.3. Erdbeben Japan 2 500 Stärke 6,7. Häuser und Infra-
struktureinrichtungen beschädigt 
Apr.-Mai Über-
schwem-
mungen 
Frankreich  100 Schwerste Überschwemmung in 
der Picardie seit 80 Jahren. Zahl-
reiche Häuser wochenlang 
überflutet. 
6.-12.4. Unwetter, 
Hagel 
USA 1 2.500 Unwetter in weiten Teilen des 
Landes. Teuerster versicherter 
Hagelschaden aller Zeiten. Tau-
sende Häuser, Geschäfte, Kfz 
beschädigt. 
30.4.-1.5 Unwetter, 
Tornados, 
Hagel 
USA  650 Schäden an Gebäuden, 
Fahrzeugen und 
Infrastruktureinrichtungen. 
Mai Eisstau-
fluten 
Rußland, 
Sibirien 
7 175 Schwerste Überschwemmung seit 
100 Jahren. Tausende Häuser be-
schädigt oder zerstört. 
Infrastruktur schwer beschädigt. 
Öltank beschädigt, 200 t 
ausgelaufen. 
2.-3.5. Hagel Spanien  50 Schäden an Obstplantagen und in 
Weinanbaugebieten. 
8.5. Unwetter, 
Erdrutsche 
Puerto Rico 2 145 Straßen und Brücken verschüttet. 
5.-17.6 Tropischer 
Sturm „Alli-
son“ 
USA 25 6.000 Rekordniederschläge. Über 
100.000 Kfz beschädigt. Tausende 
Gebäude überflutet, Texas 
Medical Center schwer 
beschädigt. 
9.-12.6 Unwetter, 
Tornados 
USA  450 Tausende Häuser und Geschäfte 
beschädigt. 70.000 ohne Strom-
versorgung 
23.6. Erdbeben, 
Tsunami 
Peru 75 100-300 Stärke 8,4. 55.000 Häuser beschä-
digt oder zerstört. Schäden an 
Industrie- und Hafenanlagen. 
24.–25.6. Taifun 
„Chebi“ 
Taiwan, 
China 
160 425 Böen bis 225 km/h. Schäden in 
Landwirtschaft und Fischerei. 
2 Millionen Betroffene 
Juli–Aug Über- Indien 150 90 Schwerste Regenfälle seit 40 Jah-
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schwem-
mungen 
ren. 16.000 Dörfer betroffen, Hun-
derttausende Häuser beschädigt 
oder zerstört. 7.000 km2 Anbau-
fläche überflutet. 
1.–10.7 Taifun „Du-
rian“ 
China, 
Vietnam 
60 500 Starkregen. Schäden in der Land-
wirtschaft und Fischerei. 
6.–8. 7. Unwetter, 
Tornados 
Deutschland, 
Italien 
25 500 Rekordniederschläge. Infrastruk-
turschäden. Energieversorgung 
unterbrochen. Sturzfluten in 
Frankreich 
6.–8. 7. Taifun 
„Utor“ 
(Nr. 8) 
Philippinen, 
China, 
Taiwan 
188 330 Containerhafen, Handelsmärkte 
geschlossen. 6 Millionen Betrof-
fene 
14.–15.7 Sturzfluten Südkorea 52 140 60.000 Häuser, Hunderte Fahr-
zeuge überschwemmt. 
24.–25.7. Sturzfluten, 
Erdrutsche 
Pakistan 200  Stärkste Regenfälle seit 100 
Jahren. 
24.–31.7. Über-
schwem-
mungen 
Polen, 
Slowakei 
26 700 Flüsse über die Ufer getreten. 
Brücken zerstört. Gasleitungen 
geborsten. Schwere Schäden in 
der Landwirtschaft. 
30.7.– 
1. 8. 
Taifun 
„Toraji“ 
Taiwan, 
China 
200 280 Schäden an Gebäuden und Fahr-
zeugen. 200.000 Haushalte ohne 
Stromversorgung. 
Aug.–
Sept. 
Über-
schwem-
mungen 
Nigeria, 
Sudan, 
Tschad 
210 5 Zehntausende Häuser zerstört. 
Infrastruktur- und Landwirt-
schaftsschäden. 
Aug.–
Okt. 
Über-
schwem-
mungen 
Vietnam, 
Kambodscha 
441 120 Schwerste Überschwemmungen in 
Vietnam seit 50 Jahren. 1,3 Mil-
lionen Gebäude überschwemmt. 
Schwere Schäden in der Landwirt-
schaft. 
3.8. Unwetter, 
Hagel 
Deutschland, 
Polen,  
Tschechien 
1 300 Böen bis 125 km/h, Hagel bis 
7 cm Durchmesser, Blitzein-
schläge. Häuser, Kfz beschädigt. 
Infrastrukturschäden 
8.8.–6.9. Über-
schwem-
mungen 
Thailand 177 25 33 Provinzen betroffen. Schäden 
in der Landwirtschaft, 
Viehwirtschaft und Aquakultur. 
21.–23.8. Taifun 
„Pabuk“ 
Japan 8 800 Automobilproduktion eingestellt. 
Schwere Infrastrukturschäden. 
Sept. Über-
schwem-
mungen 
Indien 150–
250 
100 Tausende Dörfer betroffen, teil-
weise von der Außenwelt abge-
schnitten 
10.–13.9. Taifun 
„Danas“  
(Nr. 15) 
Japan: Tokio 5 500 Automobilindustrie betroffen. 
Infrastrukturschäden. 
16.9. Unwetter, 
Erdrutsche 
Italien 2 100 Häuser, Kfz beschädigt. Strom- 
und Wasserversorgung unter-
brochen. 
17.–19.9. Taifun 
„Nari“ 
Taiwan 93 800 Sintflutartige Regenfälle. Unter-
grundbahnhöfe überflutet und 
wochenlang außer Betrieb. Indu-
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strieschäden. 1 Million Haushalte 
ohne Stromversorgung. 
19.–25.9. Erdrutsche, 
Über-
schwem-
mungen 
China 27 300 50.000 Häuser zerstört. Schäden 
an Infrastruktur und in der 
Landwirtschaft. 
 
23.–24.9. Hurrikan 
„Juliette“ 
Mexiko 8 400 Windgeschwindigkeiten bis 230 
km/h, Wellen bis 5 m hoch. Häfen 
geschlossen. Tourismus betroffen.
Okt. – 
Nov. 
Über-
schwem-
mungen 
Argentinien 1 750 Schwerste Überschwemmungen in 
der Geschichte der Provinz 
Buenos Aires. 50.000 km2 
landwirtschaftliche Fläche 
betroffen. Infrastrukturschäden. 
4.–11.10. Hurrikan 
„Iris“ 
Mittel-
amerika, 
Belize 
29 250 Böen bis 225 km/h. Über 13.000 
Häuser beschädigt/zerstört. Was-
ser- und Energieversorgung unter-
brochen. 
30.10. –
5.11. 
Hurrikan 
„Michelle“ 
Karibik, bes. 
Kuba, 
Bahamas, 
Mittelamerika 
16 1.000 Schwerster Sturm in Kuba seit 40 
Jahren. 50.000 Häuser beschädigt 
oder zerstört. Hohe Verluste in der 
Land- und Viehwirtschaft, 
80.0000 Evakuierte. 
7.–12.11. Zyklon 
„Lingling“ 
(Nanang) 
Vietnam. 
Philippinen 
300 80 Schwere Verluste in Fischerei, 
Aquakultur und Landwirtschaft. 
9.–13.11. Über-
schwem-
mungen 
Algerien 750 300 Schwerste Überschwemmungen 
seit 40 Jahren. Schlammlawinen. 
Tausende Häuser beschädigt oder 
zerstört. 
3.12. Unwetter Australien 2 50 Hagel bis 5 cm Durchmesser. 
Schäden an Gewächshäusern. 
24.–
26.12. 
Unwetter Brasilien 55 45 Flüsse über die Ufer getreten. 
Über 200 Häuser zerstört. 
25.12. 
2001-4.1. 
2002 
Buschfeuer Australien  50 Über 100 Brandherde. 160 Häuser 
zerstört. Verluste in der Viehwirt-
schaft. 
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Während in den Entwicklungsländern mehr Opfer zu beklagen waren, zeigten 
sich in den entwickelten Industrieländern absolut größere finanzielle Schäden. 
Bezogen auf das Bruttosozialprodukt waren allerdings auch die finanziellen 
Schäden in den Entwicklungsländern größer. In diesen Ländern erreichten die 
Schäden bis zu 13 % des Bruttosozialproduktes, während in den entwickelten 
Ländern kaum Werte von 3 % überschritten wurden. 255 
 
Der Schadensumfang, dargestellt als Prozentwert des Bruttosozialproduktes, 
wird häufig auch zur Definition von Katastrophen verwendet. So werden die 
Auswirkungen von extremen natürlichen Ereignissen als natürliche Katastro-
phen bezeichnet, wenn sie eine bestimmte Größenordnung überschreiten. Die 
Größenordnung der Schäden wird z.B. durch die folgenden Angaben definiert 
255: 
• Es sind mehr als 100 Opfer zu beklagen. 
• Der finanzielle Schaden überschreitet 1 % des Bruttosozialprodukts des  
       Landes. 
• Mehr als 1 % der Bevölkerung ist von der Katastrophe betroffen. 
bzw. 
• Zehn oder mehr Menschen verunglücken tödlich. 
• Mehr als 100 Menschen werden durch das Ereignis betroffen. 
• Der Notstand wird erklärt. 
• Das betroffene Land ersucht internationale Hilfe. 
 
Die beiden Beispiele zeigen, daß die Definition von Katastrophen nicht ein-
heitlich geregelt ist. So verstehen die Vereinten Nationen unter einer Katastro-
phe eine „Unterbrechung der Funktionsfähigkeit einer Gesellschaft, die Verlu-
ste an Menschenleben, Sachwerten und Umweltgütern verursacht und die Fä-
higkeit der betroffenen Gesellschaft aus eigener Kraft damit fertig zu werden, 
übersteigt“. 75 
 
Die ständige Konferenz für Katastrophenvorsorge und Katastrophenschutz hat 
folgende Definition vorgeschlagen: 
 
„Eine Katastrophe ist ein außergewöhnlich schwerwiegendes und/oder um-
fangreiches, meistens überraschend eintretendes Ereignis, das das Leben und 
die Gesundheit sehr vieler Menschen und/oder erhebliche Sachwerte und/oder 
die Lebensgrundlagen einer großen Bevölkerungsgruppe für einen längeren 
Zeitraum in so erheblichem Maße schädigt und gefährdet, daß es mit den örtli-
chen oder regional verfügbaren Kräften und Mitteln alleine nicht zu bewältigen 
ist.“ 75 
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Das Gesetz über den Katastrophenschutz in Schleswig-Holstein (Landeskata-
strophenschutzgesetz) aus dem Jahre 2000 definiert eine Katastrophe im § 1, 
Abs. (1) wie folgt: 
 
„Eine Katastrophe im Sinne dieses Gesetzes ist ein Ereignis, welches das Le-
ben, die Gesundheit oder die lebensnotwendige Versorgung zahlreicher Men-
schen, bedeutende Sachgüter oder in erheblicher Weise die Umwelt in so au-
ßergewöhnlichem Maße gefährdet oder schädigt, daß Hilfe und Schutz wirk-
sam nur gewährt werden können, wenn verschiedene Einheiten und Einrich-
tungen des Katastrophenschutzdienstes sowie die zuständigen Behörden, Or-
ganisationen und die sonstigen eingesetzten Kräfte unter einheitlicher Leitung 
der Katastrophenschutzbehörde zusammenwirken.“ 
 
Weitere Definitionen finden sich in den Zivilschutzgesetzen oder in Gesetzen 
über den Feuerschutz. Gelegentlich wird auch der Begriff Großschadensereig-
nis verwendet. 
 
Schäden durch Katastrophen können umfassen: Verlust von Menschenleben, 
Verluste in der Pflanzen- und Tierwelt, finanzielle Verluste sowie Verluste von 
Gebäuden, Fabriken, Straßen, Ausfall von Produktionszeiten etc. Seit etwa 100 
Jahren werden Naturkatastrophen hinsichtlich des Schadensumfangs und der 
Anzahl erfaßt. Abb. 4 und Abb. 5 geben die Entwicklung der Häufigkeit von 
Naturkatastrophen in den letzten 100 Jahren wieder. Deutlich erkennbar ist eine 
Zunahme der Anzahl der Naturkatastrophen in den letzten Jahren. Man muß 
allerdings auch berücksichtigen, daß die Erfassung der Katastrophen in den 
vergangenen 100 Jahren deutlich verbessert wurde. Andere mögliche Ursa-
chen, wie Klimaveränderungen, werden noch diskutiert.  
 
Erfreulicherweise fiel die Anzahl der Opfer durch Naturkatastrophen in den 
letzten Jahren und zeigt damit eine entgegengesetzte Tendenz zur wachsenden 
Anzahl von Naturkatastrophen. Das muß insofern auch als Erfolg gewertet 
werden, da in den letzten Jahrzehnten eine starke Zunahme der Weltbevölke-
rung stattgefunden hat. Der überwiegende Anteil der Zunahme der Bevölke-
rung ist auch nicht in den reichen Industriestaaten zu verzeichnen gewesen, die 
durchaus in der Lage sind, Vorsorgemaßnahmen zu treffen, sondern in den ar-
men Ländern dieser Welt. 
 
Die Mechanismen von Naturkatastrophen existieren allerdings nicht erst seit 
ihrer Erfassung in den letzten 100 Jahren. Sie besitzen eine weit längere Ge-
schichte und wirkten bereits lange vor der Existenz des Menschen. Diese Aus-
sage gilt besonders für Gefahren aus dem Kosmos. 
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Abb. 4: Anzahl der erfaßten Naturkatastrophen weltweit seit 1900 99 
 
100
101
102
103
104
105
106
107
108
Jahr
A
nz
ah
lT
od
es
op
fe
r
 
 
Abb. 5: Anzahl der Todesopfer durch weltweit erfaßte Naturkatastrophen seit 
1900 255 
 
 
 
48 
1.2.1 Gefahren aus dem Kosmos 
 
Wenn wir in einer klaren Nacht in den Himmel schauen, sehen wir unzählige 
Sterne. Diese Sterne gehören nahezu ausnahmslos zur Milchstraße, unserer 
Heimatgalaxie. Die Milchstraße besteht aus ca. 200 Milliarden Sternen 219, 289. 
Mit ein bißchen Glück sehen wir auch Andromeda, eine andere Galaxie mit ei-
ner Entfernung von zwei Millionen Lichtjahren 219, 289. Oder wir sehen einen 
anderen Planeten, z.B. den Mars. Der nächtliche Sternenhimmel vermag uns 
eine Welt zu zeigen, in der die Zeithorizonte eines Menschen nur ein Wimpern-
schlag sind. Und mit modernen Teleskopen erreichen wir möglicherweise die 
Grenzen des Universums. Die am weitesten beobachtbaren Objekte haben ver-
mutlich eine Entfernung von 13 Milliarden Lichtjahren 219. Man müßte besser 
formulieren, hatten, denn was wir sehen ist auf Grund der Endlichkeit der 
Geschwindigkeit des Lichts ein Bild aus der tiefen Vergangenheit.  
 
Innerhalb des beobachteten Raums hat man etwa 100 Milliarden Galaxien ge-
funden 289. Kann aus den Tiefen dieses Raumes eine Gefahr für uns entstehen? 
Zwar hat man innerhalb dieser ungeheuren Anzahl von Galaxien auch solche 
gefunden, die miteinander kollidieren 289, 283, dies dürfte für die Menschheit in 
absehbarer Zeit aber keine Bedrohung darstellen, da Andromeda, wie bereits 
erwähnt, etwa zwei Millionen Lichtjahre von uns entfernt liegt. Die kleineren 
Galaxien in der Nähe der Milchstraße, wie z.B. die irregulären Magellanschen 
Wolken weisen immer noch einen beträchtlichen Abstand zur Milchstraße auf, 
der etwa bei 150.000 Lichtjahren liegt 289.  
 
Auch die Sterne innerhalb unserer Milchstraße stellen keine Bedrohung dar. 
Das nächste Sternensystem, Proxima Centauris, ist ca. 4,25 Lichtjahre von uns 
entfernt 219, 289. Zwar bewegen sich diese Sterne, aber es handelt sich hierbei um 
die gemeinsame Rotation um das Zentrum der Galaxie. Diese Umkreisung er-
folgt einmal in 225 Millionen Lichtjahren und hat vermutlich bisher ca. 20 mal 
stattgefunden 289. Im Zentrum der Galaxie besteht nach den letzten wissen-
schaftlichen Erkenntnissen wahrscheinlich ein supermassives Schwarzes Loch 
219. Inwieweit davon eine Gefahr für die Menschheit auf der Erde ausgeht, wis-
sen wir nicht.  
 
Wie sieht es mit unserem Zentralgestirn aus? Unsere Sonne ist nach verschie-
denen Berechnungen etwa 4,5 Milliarden Jahre alt 219. Dieser Wert paßt eben-
falls sehr gut zu Steinproben vom Mond mit einem Alter von 4,5 Milliarden 
Jahren und von Meteoritengestein mit einem Alter von 4,6 Milliarden Jahren 
219. Man geht davon aus, daß der Wasserstoff im Zentrum der Sonne in etwa 5 
Milliarden Jahren verbraucht ist 219. Eine Heliumkugel wird dann den Kern der 
Sonne bilden. In dieser wird eine Fusion von Helium zu Kohlenstoff stattfin-
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den. Diese Stufen der Fusion von Wasserstoff zu Helium, von Helium zu Koh-
lenstoff, bis zu Neon, Sauerstoff, Silizium erreichen ihr Ende bei Eisen. Das ei-
gentliche Ende des Sterns ist eine Supernova, die wahrscheinlich einen Neutro-
nenstern zurückläßt. Beispiele für die Beobachtung von Supernovas finden sich 
in der Geschichtsschreibung auf der Erde. In historischen japanischen und chi-
nesischen Quellen vom Juli des Jahres 1054 finden sich Berichte über das Auf-
leuchten eines Sterns im Taurus 219, 289. Bilder aus diesem Bereich zeigen heute 
einen Nebel, der auf eine Sternexplosion, eine Supernova, schließen läßt.  
 
Das Ende des Lebens auf der Erde wird aber weit vor dem Ende unserer Sonne, 
sei es nun eine Supernova oder nicht, eintreten. Bereits nach 13 Milliarden Jah-
ren wird unsere Sonne 100 mal größer sein als heute, ihre Leuchtkraft wird sich 
vertausendfacht haben und ihre Oberflächentemperatur wird von 5.800°C auf 
4.000°C abnehmen 219. Die Sonne wird zu einem Roten Riesen. Die Erkennt-
nisse über die Entwicklung der Sonne hat man nicht nur Berechnungen zu ver-
danken, sondern konnte man auch bei der Beobachtung sehr alter Strukturen im 
Universum gewinnen 219. Hierbei sind insbesondere Kugelsternhaufen zu nen-
nen. In diesen Kugelsternhaufen konnte man zahlreiche Beispiele von Sternen 
in den verschiedenen Entwicklungsstufen beobachten. In der Regel gilt aber, 
daß die Sterne einer Region das gleiche Alter besitzen 219. Die Gefahr von Ster-
nenexplosionen in der näheren Umgebung der Sonne kann damit nahezu ausge-
schlossen werden und auch unsere Sonne dürfte die nächsten Millionen Jahre 
ohne wesentliche Änderungen für die Menschen auf der Erde überstehen. 
 
Sicherlich wird auch die Erde bis zum Ende der Sonne bestehen bleiben. Daß 
die Erde aber keineswegs eine statische, erstarrte Masse ist, sondern noch heute 
dynamisch reagiert, wird bei der Problematik der Erdbeben erläutert. Die Erde 
selbst zählt zu der Himmelskörperklasse der Planeten. Die Planeten unterein-
ander besitzen relativ große Entfernungen, die vereinfacht mit der Titius-Bo-
desschen Regel als Vielfache der Astronomischen Einheit angegeben werden. 
Die Abstände sind in Tab. 5 zusammengestellt 192. Unter Astronomischer Ein-
heit (AE) versteht man den mittleren Abstand Erde-Sonne. Das entspricht etwa 
8 Lichtminuten oder 149.597.900 km. Einzig die Bahnen von Pluto und Neptun 
schneiden sich. Auch von den Planeten geht also für die Erde kein Risiko aus. 
 
Trotz der großen Entfernungen scheinen aber Kollisionen zwischen Himmels-
körpern stattzufinden. Auf vielen Planeten oder Monden sind Zeugnisse derar-
tiger Kollisionen zu finden. Der Erdmond mit seiner Struktur aus Meeren, Ge-
birgen und Kratern belegt dies eindrucksvoll. Ein Beispiel für ein großes Ein-
schlagbecken auf dem Mond ist das Mare Orientale mit einem Durchmesser 
von 930 km 218. Beim Mond wurde sogar schon der Aufschlag eines Meteoriten 
auf die Oberfläche im Jahre 1999 beobachtet. Dabei handelte es sich aber um 
einen kleineren Körper. Auf dem Jupiter konnte man im Jahre 1994 den Ein-
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schlag von größeren Bruchstücken des Kometen Shoemaker-Levy-9 beobach-
ten. Der Planet Merkur muß im Laufe seiner Geschichte einen derartig großen 
Einschlag erfahren haben, daß die runde Form des Planeten nicht nur im Ein-
schlaggebiet, sondern auch auf der entgegengesetzten Seite des Anprallpunktes 
auf dem Planeten verändert wurde.  
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Abb. 6: Entwicklung unserer Sonne von einer Ursonne zum Roten Riesen in 
einem Herzsprung-Russel-Diagramm 219 
 
 
Tab. 5: Abstand der Planeten gemäß der Titius-Bodesschen Regel 192 
 
Planet N an a 
Merkur -∞ 0,4 0,39 
Venus 0 0,7 0,72 
Erde 1 1,0 1,00 
Mars 2 1,6 1,52 
Kleine Planeten 3 2,8 2,78 
Jupiter 4 5,2 5,20 
Saturn 5 10,0 9,55 
Uranus 6 19,6 19,20 
Neptun - - 30,09 
Pluto 7 38,8 39,5 
 
Titius-Bodessche Regel: 0,4 0,3 2nna = + ⋅ ; an Abstand von der Sonne in AE; a beobachteter 
Abstand von der Sonne in AE 
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Natürlich unterliegt auch die Erde einem Bombardement aus dem Weltraum. 
Vermutlich hat der Aufprall eines großen Körpers in einem sehr frühen Stadium 
der Erde erst den Mond geschaffen 218. Die Erde wird pro Jahr etwa von ca. 
20.000 Meteoren getroffen. Andere Quellen sprechen von deutlich höheren 
Meteoranzahlen, wobei es aber sehr schwer ist, ihre Zahl zu schätzen. Die Ge-
schwindigkeiten der Meteorite betragen in der Regel zwischen 10 und 70 km/s 
192. Die gesamte Masse des meteoritischen Materials, welches pro Jahr auf die 
Erde fällt, wird mit ca. 4 × 105 Tonnen angegeben 192. Etwa 20 % der Meteore 
sind Zerfallsreste von Kometen. Diese Meteorströme treten regelmäßig auf. In 
Tab. 6 sind die wichtigsten regelmäßigen Ströme zusammengefaßt.  
 
Ein weiteres, besonders meteorreiches Beispiel für Ströme sind die Oktober-
Drakoniden. Sie gehen auf den Kometen Giacobini-Zinner zurück und erschie-
nen zum ersten Mal am 9. Oktober 1926. In den Jahren 1933 und 1946 ereigne-
ten sich besonders reiche Meteorfälle. So wurde am 9. Oktober 1933 eine mitt-
lere Meteorhäufigkeit von 14.000 Sternschnuppen je Stunde erfaßt 192. Stern-
schnuppen sind Meteore, die in 70 bis 120 km Höhe durch die Reibung mit der 
Atmosphäre verglühen. Der Anteil der Sternschnuppen am meteoritischen Ma-
terial beträgt nur etwa 0,05 % 192. Über 99 % des Materials, welches auf die Erde 
fällt, stammt von Mikrometeoriten 192. Deshalb ist es auch so schwierig, die ge-
samte Anzahl der Meteore abzuschätzen, da ein Großteil unbeobachtet durch 
die Atmosphäre zerstört wird. Nur die größten Körper erreichen die Erdober-
fläche. Zahlreiche Krater auf der Erde beweisen, daß dies trotzdem in der Erd-
geschichte aufgetreten ist. Tab. 7 gibt einen groben Überblick 200, 305. Die 
Tabelle zeigt, daß sowohl sehr weit zurückliegend in der Erdgeschichte Me-
teoriteneinschläge stattfanden als auch in den letzten Jahren. Sicherlich fanden 
historisch auch deutlich kleinere Einschläge statt, wie wir sie in den letzten Jah-
ren beobachten konnten. Die geologischen Beweise wurden jedoch im Laufe 
der Jahrmillionen durch Erosion zerstört (Abb. 7 und Abb. 8). Weiterhin sind 
kleine Krater viel schwieriger zu finden als etwa Krater mit einem Durchmesser 
von ca. 1 km, wie z.B. der Barringer Krater. Das Tab. 7 im Jahre 1969 endet, 
sollte außerdem nicht als ein Ende der Beobachtungen verstanden werden. So 
ereignete sich am Jahresanfang 2000 in Kanada ein Meteoriteneinschlag, der 
durchaus für Aufmerksamkeit in Kanada und Alaska sorgte 68. Der Meteorit 
wird nach seinem Fundort als Tagish Lake Meteorit bezeichnet 68. Im April 
2002 versetzte ein Meteorit große Teile Bayerns in Aufregung 67. Der Neu-
schwanstein-Meteorit brachte es auf 1,75 kg und war Bestandteil eines Körpers 
mit einer Masse von etwa 600 kg 67. Ein letztes Beispiel sei der am 31. Juli 2001 
18:00 Uhr Ortszeit beobachtete Pennsylvania Bolide in den USA. Der Meteor 
konnte bei Tageslicht von Kanada bis zum US-Bundesstaat Virginia gesehen 
werden. Die Explosion des Meteors in der Luft erschütterte Häuser. 
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Tab. 6: Jährlich wiederkehrende Meteorströme 192 
 
Zeit (Maximum) Name Herkunft Erscheinung 
03. Januar Bootiden (Quadrattiden) Unbekannt ergiebiger Strom 
12. März – 05. April (25. März) Hydraiden Teil Virginiden schwacher Strom 
01. März – 10. Mai (3. April) Virginiden Ekliptikal stärkerer Strom 
12. April – 24. April (22. April) Lyriden Komet 1861 I mäßiger Strom 
29. April – 21. Mai (5. Mai) Mai-Aquariden  Komet Halley ergiebiger Strom 
20. April – 30. Juli (14. Juni) Scorpius-Sagittariiden Ekliptikal schwacher Strom 
25. Juli – 10. August (3. Aug.) Juli-Aquariden  Ekliptikal lebhafter Strom 
20. Juli – 19. August (11. Aug.) Perseiden  Komet 1862 III stärkster Strom 
11. Okt. – 30. Okt. (19. Okt.) Orioniden Komet Halley lebhafter Strom 
24. Sept. – 10. Dez. (13. Nov.) Tauriden Ekliptikal mäßiger Strom 
10. Nov. – 20. Nov. (16. Nov.) Leoniden Komet 1866 I mäßiger Strom 
05. Dez. – 19. Dez. (12. Dez.) Geminiden Ekliptikal lebhafter Strom 
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Abb. 7: Anzahl der derzeit auf der Erde identifizierten Einschlagkrater pro Mil-
lion von Jahren. 218 
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Abb. 8: Anzahl der auf dem Mond identifizierten Einschlagkrater bezogen auf 
das Alter des Mondes. Die Altersbestimmungen beruhen auf Apollo- und Luna-
Proben. 218 
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Tab. 7: Beispiele von Meteoriteneinschlägen 278, 192, 200, 305, 142, 218, 433 
 
Name Alter in Jahren 
oder Jahreszahl 
Besonderheiten 
Vredefort-Struktur, Südafrika 2.023 Millionen Kraterdurchmesser 300 Kilometer 
Sudbury-Struktur, Kanada 1.850 Millionen Kraterdurchmesser 250 Kilometer 
Clearwater Lakes, Kanada 290 Millionen Kraterdurchmesser 32 Kilometer und  
22 Kilometer (Doppelkrater) 
Manicouagan, Kanada 212 Millionen Kraterdurchmesser 100 Kilometer 
Aorounga, Tschad 200 Millionen Kraterdurchmesser 17 Kilometer 
Gosses Bluff, Australien 142 Millionen Kraterdurchmesser 22 Kilometer 
Deep Bay, Canada 100 Millionen Kraterdurchmesser 13 Kilometer 
Chicxulub, Mexico 65 Millionen Kraterdurchmesser ca. 170 Kilometer, 
Asteroidengröße 10-20 Kilometer 
Mistastin Lake, Kanada 38 Millionen Kraterdurchmesser 28 Kilometer 
Nördlinger Rieskrater, Deutschland 15 Millionen  
Steinheimer Becken, Deutschland 15 Millionen  
Kara-Kul, Taschikistan 10 Millionen Kraterdurchmesser 45 Kilometer 
Roter Kamm, Namibia 5 Millionen Kraterdurchmesser 2,5 Kilometer 
Bosumtwi, Ghana 1,3 Millionen Kraterdurchmesser 10,5 Kilometer 
Wolfe Creek, Australien 300.000 Kraterdurchmesser 0,87 Kilometer 
Barringer Krater, Arizona USA 50.000 Kraterdurchmesser ca. 1,2 Kilometer, 
Kratertiefe 134 m, Wall 46 m 
Chubkrater, Kanada  Kraterdurchmesser ca. 3,2 km 
Neapel, Römisches Reich 79  
Ensisheim, Deutschland 1492  
Cape York, Grönland 1895 33 t Eisenmeteorit 
Kanyahiny, CSSR 09.06.1866  
Pultusk, Polen 30.01.1868 Steinregen von ca. 100.000 Steinen 
Long Island, Kansas, USA 1891 564 kg 
Tunguska Meteorit, Rußland 30.06.1908 1.000 km weit zu hören,  
7 Millionen Tonnen schwer,  
1.200 – 1.600 km2 Wald zerstört 
Hoba, Südwestafrika 1920 60 t Eisenmeteorit 
Sikhote-Alin-Meteorit, UDSSR 12.02.1947 200 Krater, größter 27 m Durchmesser, 
70 t Gesamtmaterial 
Furnas Co. Nebraska, USA 18.02.1948 etwa 1.000 Steinmeteorite,  
davon einer 1.074 Kilogramm 
Allende Meteorit, Mexiko 08.02.1969 4 Tonnen Bruchstücke 
 
Tab. 8: Wiederkehrperiode von Meteoriteneinschlägen auf der Erde 172 
 
Größe  Mittlere Wiederkehrperiode Explosionskraft Beispiel 
10 km 50.-100.000.000 Jahre 108 Megatonnen TNT Chicxulub, Mexico 
 1.000.000. Jahre 105 Megatonnen TNT Mistastin Lake, Kanada 
100 m 10.000 Jahre 102 Megatonnen TNT Barringer Krater, USA 
10 m 1.000 Jahre 10-1 Megatonnen TNT Tunguska Meteorit, Rußland 
1 m 1 Jahr 10-2 Megatonnen TNT  
1 mm 30 Sekunden 10-10 Megatonnen TNT  
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Man spricht bei Meteoriten von Körpern, die auf der Erdoberfläche auftreffen. 
Meteore hingegen werden bereits in der Luft zerstört. Beide, sowohl Meteore 
als auch Meteoriten, können zu außergewöhnlich großen Schäden auf der Erde 
führen. 
 
Trotzdem sind die Erfahrungen mit schweren Einschlägen von Meteoriten auf 
der Erde seit dem Beginn der menschlichen Zivilisation sehr gering. Es handelt 
sich hierbei um ein Ereignis mit einer geringen Häufigkeit, im Falle eines Ein-
trittes aber mit hohen möglichen Konsequenzen. In Tab. 8 sind die mittleren 
Wiederkehrperioden, die aus der Eintrittshäufigkeit bzw. -wahrscheinlichkeit 
berechnet werden können, dargestellt. Die Explosionskräfte beim Aufprall ei-
nes Himmelskörpers mit einem Durchmesser von 10 bis 20 km, wie es der 
Chicxulub Asteroid in Mexiko darstellt, sind gewaltig. Sie liegen bei 108 bis 109 
Megatonnen TNT 172. Zum Vergleich: Der Gesamtbestand an Atombomben auf 
der Erde liegt etwa bei 105,5 Megatonnen TNT 172. Man schätzt, daß etwa ab ei-
ner Explosionskraft von 104 Megatonnen TNT ein nuklearer Winter auf der 
Erde eintritt 172. Die Explosionskraft der Hiroshimabombe lag bei ca. 102 Mega-
tonnen TNT.  
 
Eine Explosionskraft von 108 Megatonnen TNT würde den gesamten Planeten, 
die gesamte Zivilisation und Biosphäre erschüttern. Der Aufschlag eines meh-
rere Kilometer großen Körpers würde wahrscheinlich auf der getroffenen Seite 
der Erde das gesamte Leben auslöschen. Eine Explosionswelle mit extrem ho-
hen Temperaturen (ca. 500°C) und hoher Geschwindigkeit (2.000 bis 
2.500 km/h) würde um die Erde laufen 76. Sollte der Ozean getroffen werden, 
sind Flutwellen in der Größenordnung von einem Kilometer zu erwarten. Vul-
kansausbrüche und massive Erdbeben würden die geologischen Reaktionen auf 
dieses Ereignis sein. Große Mengen Staub führten im Anschluß an die Explo-
sion zu einem rapiden Temperaturabfall auf der gesamten Erde. Nach dem 
Niederschlag des Staubs würde wahrscheinlich eine starke Erhöhung der Tem-
peratur durch die Zunahme von Treibhausgasen zu verzeichnen sein. Unabhän-
gig davon, ob diese Schilderungen in den Einzelheiten einem wirklichen 
Szenario entsprechen, die Folgen eines solchen Ereignisses bedrohen die Exi-
stenz der menschlichen Zivilisation und des Lebens auf der Erde überhaupt 55. 
Es gibt durchaus Studien, die sich mit dem Zustand der Erde nach solch einer 
extremen Explosion befassen. Diese Studien wurden überwiegend im Zusam-
menhang mit einem möglichen atomaren Weltkrieg erarbeitet. Aber auch die 
Vergangenheit gibt uns Informationen über die Auswirkungen. 
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1.2.2 Massensterben in der Erdgeschichte 
 
So wird vermutet, daß das sogenannte K/T (Kreide/Tertiär) Boundary Extinc-
tion Event auf den Einschlag des Chicxulub Asteroiden im Bereich des heuti-
gen Mexiko zurückzuführen ist 84, 287. In der Konsequenz dieses Ereignisses 
starben 17 % aller biologischen Familien aus. Dazu zählten auch die Saurier. 
Darüber, ob der Asteroid der alleinige Grund für das Aussterben war, streitet 
man noch, aber die Entstehung der Theorie soll hier kurz wiedergebeben wer-
den 84. 
 
Der Geologe Walter Alvarez befaßte sich in den 70er Jahren mit der Untersu-
chung von maritimen Schlamm. Hierbei interessierte ihn der Anteil von Iri-
dium. Iridium ist eine seltene Erde und wird im wesentlichen durch meteoriti-
sches Material auf die Erde gebracht. Untersuchungen von Alvarez für 
Schlammschichten aus Italien (Gubbio) zeigten, daß in der Regel der erwartete 
Anteil an Iridium gefunden werden konnte, etwa 0,3 ppb (Anteil pro Milliarde). 
Es wurde jedoch auch eine Schicht entdeckt, die einen zwanzigfach höheren 
Anteil zeigte, nämlich etwa 10 ppb. Im Anschluß daran wurde Material aus Dä-
nemark (Stevn’s Klint) ausgewertet. Hier wurden sogar noch höhere Werte er-
reicht: 65 ppb. Diese sogenannte Iridium-Spitze konnte überall auf der Welt in 
Schichten gefunden werden, die etwa aus der Zeit des Übergangs von der 
Kreide zum Tertiär stammen. Inzwischen hat man auch bei anderen Elementen, 
die als Indikatoren für Materie aus dem Weltraum dienen, eine derartige Men-
genspitze in diesen Schichten gefunden. Das Alter der Schichten konnte zwei-
felsfrei anhand anderer Parameter geprüft werden. 1980 veröffentlichten Alva-
rez und sein Team die Ergebnisse in einem Artikel des Science Magazine: „Ex-
traterrestrial causes for Cretaceous-Tertiary extinctions“. Grundlage dieses 
Artikels ist die Annahme des Aufpralles eines Asteroiden von etwa 10 km 
Größe vor ca. 65 Millionen Jahren. Dieser soll das Aussterben der Dinosaurier 
verursacht haben. Zusätzlich zu der Anhäufung seltener Elemente hat man aus 
dieser Zeit auch sogenannte Mikroteaktide gefunden. Dabei handelt es sich um 
geschmolzenes Gestein mit einem bestimmten Bruchmuster. Diese Mikroteak-
tide sind in der Regel Zeugnisse einer gewaltigen Explosion. Mikroteaktide 
wurden aber nicht überall auf der Welt gefunden, sondern nur in gewissen Re-
gionen 84. Damit war es möglich, den Aufprallort einzugrenzen. Man geht heute 
davon aus, daß sich dieser im Gebiet des heutigen Mexiko befand.  
 
Die Auswirkungen des Aufschlags eines Asteroiden dieser Größe wurden be-
reits besprochen. Insgesamt erscheint diese Theorie sehr geeignet, das massive 
Verschwinden der großen Saurier etwa in diesem Zeitraum zu begründen. 
Kleinere Wirbeltiere waren besser in der Lage, sich an die im Anschluß an den 
Aufprall vorhandene Dunkelheit zu adaptieren. Nichtsdestotrotz existieren 
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auch gegenteilige Meinungen. Iridium muß nicht zwangsläufig eine extraterre-
strische Herkunft haben. Es gab auf der Erde Vulkanausbrüche, z.B. Kilauea in 
Hawaii, nach denen man Spuren von Iridium gefunden hat 84, 287. Weiterhin ist 
bekannt, daß vor ca. 65 Millionen Jahren eine der größten Vulkanexplosionen 
in der Erdgeschichte stattgefunden hat, die Schaffung der Deccan Traps in 
Westindien 84.  
 
Paläontologen verneinen weiterhin, daß auf Grund eines einzelnen Ereignisses 
ganze Klassen von Arten aussterben konnten. Hierbei wird nicht die Tatsache 
des Meteoriteneinschlags in Frage gestellt, sondern die Wirkung des Ein-
schlags auf die Biosphäre 84. In der Geschichte der Lebewesen auf der Erde wie-
derholten sich in unregelmäßigen Abständen sogenannte Zeiten des Massen-
sterbens von Arten. Nachgewiesen sind mindestens sechs dieser Ereignisse, 
wobei Tab. 9 fünf dieser Ereignisse aufzählt. Um den Umfang des Verlustes an 
biologischen Familien besser beurteilen zu können, ist in Abb. 9 der Verlauf 
der Anzahl der maritimen Familien über die Zeit dargestellt. Zunächst erkennt 
man, daß niemals zuvor so viele Arten unseren Planeten bevölkert haben wie 
heute. Deutlich werden jedoch auch die Einschnitte, also Zeiträume, in denen 
sehr schnell sehr viele Arten ausstarben. Die älteste Katastrophe dieser Art ist 
das sogenannte Ordovizium-Aussterben. Gemäß Tab. 9 starben 25 % aller 
Arten aus 270. Andere Veröffentlichungen geben an, daß 75 % der tierischen 
Lebewesen verschwanden 286. Die Katastrophe im Devon erreichte vermutlich 
den gleichen Umfang. Deutlich schlimmer war das Massensterben im Perm. 
Hierbei handelt es sich um die größte Katastrophe dieser Art. Innerhalb von 
100.000 Jahren starben auf der Erde ca. 50 % aller biologischen Arten und ca. 
90 % der maritimen Arten aus 270. Andere Quellen geben etwas geringere 
Zahlen an 286. 
 
Tab. 9: Massensterben von Tierarten in der Erdgeschichte 270 
 
Zeitalter Vor Prozent der biologischen Familien, die 
ausstarben 
Ordovizium 440 Millionen Jahre 25 %  
Devon  370 Millionen Jahre 19 %  
Perm  250 Millionen Jahre 54 % 1) 
Trias 210 Millionen Jahre  23 %  
Kreide 65 Millionen Jahre 17 % (K/T Boundary Extinction Event) 
Mittelwert des 
zeitlichen Abstandes 
88 Millionen Jahre Wahrscheinlichkeit von 1,14·10-8 pro Jahr 
1) Im Perm starben 90 % aller Meereslebewesen auf der Erde aus. 159 
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Abb. 9: Anzahl der maritimen Familien über die Zeit 286 
 
Die mittlere Wiederkehrperiode, also der mittlere zeitliche Abstand derartiger 
Katastrophen, beträgt etwa 88 Millionen Jahre. Dieser Wert wurde aus den fünf 
in Tab. 9 angegebenen Katastrophen berechnet. Es gibt aber noch eine weitere 
Zeit des Massensterbens: die Zeit, in der wir leben. Zunehmend verschwinden 
viele der 1,5 Millionen identifizierten und noch nicht identifizierten Arten vom 
Angesicht unseres Planeten. Und vermutlich erfolgte die Vernichtung der Ar-
ten noch niemals so schnell und effizient, wie heute durch den Menschen.  
 
Ein Beispiel für die effiziente Ausrottung von Arten ist die Wandertaube Ecto-
pistes migratorius. Dieser Vogel besiedelte bis zum Ende des 19. Jahrhunderts 
den Osten Nordamerikas. Der Gesamtvogelbestand belief sich gemäß ver-
schiedener Schätzungen auf mehrere Milliarden Vögel. Auf Grund des Ge-
schmackes des Vogelfleisches und der guten Konservierbarkeit (Pökeln), wur-
den die Vögel etwa ab 1870 massiv gejagt. 1879 wurden allein im Bundesstaat 
Michigan eine Milliarde Tauben gefangen. Das letzte Nest wurde 1894 beo-
bachtet, die letzte freilebende Wandertaube 1907 gesehen und 1914 starb die 
letzte in Gefangenschaft lebende Wandertaube. Heute existieren nur noch we-
nige präparierte Exemplare in Museen, z.B. in Jena 123. 
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Im letzten Drittel des 19. Jahrhundert starb im südlichen Afrika das Quagga aus. 
Es handelte sich hierbei um ein spärlich gestreiftes Zebra. Die einwandernden 
Siedler, die Buren, sahen das Quagga als Konkurrenten für ihre Viehzucht an 
und schossen es massiv ab. 1870 gab es nur noch drei Quaggas in zoologischen 
Gärten und 1883 starb das letzte Tier 48. 
 
Aber die Ausrottung durch die direkte Einwirkung des Menschen stellt nur die 
Spitze des Eisberges dar. Die indirekte Ausrottung durch die Ausbreitung des 
menschlichen Lebensraumes und Vernichtung von Ökosystemen verursacht 
vermutlich einen weitaus größeren Schaden 123. Das soll an einigen Zahlen be-
legt werden. Man schätzt, daß die Weltbevölkerung zum Zeitpunkt des Beginns 
der Bodenbearbeitung und der Haustierhaltung vor 10.000 Jahren etwa 10 Mil-
lionen Menschen betrug, um 1800 aber schon zwischen 200 123 und 500 254 
Millionen Menschen und heute mehrere Milliarden Menschen. Nun ist es 
schwierig, die Anzahl der Menschen mit der Anzahl anderer Lebewesen zu 
vergleichen. Man kann sich aber des Parameters der Biomasse auf der Erde be-
dienen. Die gesamte Biomasse der Tierwelt entsprach 1980 etwa 2.000 × 106 
Tonnen. Die Biomasse der Menschheit macht vermutlich mehr als 2,5 % aus. 
Der Anteil der Nutztiere des Menschen dürfte etwa 265 × 106 Tonnen betragen. 
Bleiben etwa 1.685 × 106 Tonnen für über 1.500.000 Arten. Das Wachstum der 
Weltbevölkerung, auf das später noch eingegangen wird, betrug in den letzten 
Jahren zwischen 2,1 (1971) und 1,7 % (1991). Das heißt, die Weltbevölkerung 
verdoppelt sich alle 30 bis 40 Jahre und damit ihr Anteil an der Biomasse und 
vermutlich auch der Anteil der Nutztiere. Nimmt man an, daß die Biomasse auf 
der Erde konstant bleibt, dann wird der Anteil der Biomasse, der nicht mensch-
lich ist bzw. nicht dem Menschen dient von 1.685 × 106 Tonnen im Jahr 1980 
auf 1.370 × 106 Tonnen im Jahre 2020 fallen. Das entspricht einem Abbau um 
knapp 20 %. Wohl niemand bezweifelt ernsthaft, daß dieser Abbau nicht mit 
einem Verlust an Arten verbunden ist. Wird diese Geschwindigkeit der Ver-
nichtung der Arten beibehalten, so wird sich die historische Katastrophe im 
Perm im Vergleich zum heutigen Artenrückgang als eine harmlose Irritation in 
der Evolution der Arten herausstellen. Damit an dieser Stelle nicht nur Zahlen 
vorherrschen, sollen im folgenden zur besseren Vorstellung einige in den letz-
ten Jahrzehnten ausgestorbene Tierarten genannt werden: 1990 starb der Elfen-
beinspecht (Campephilus principalis) aus, die Rundinselgrabende Boa (Bolye-
ria multocarinata) 1975, die Westindische Mönchsrobbe (Monachus tropicalis) 
1962, der Israelfarbige Frosch (Discoglossus nigriventer) 1940, der Bali Tiger 
(Panthera tigris balica) 1940 und der Tasmanische Tiger (Thylacinus dyno-
cephalus) 1936 286. Die Liste läßt sich beliebig fortsetzen 
 
Aber kommen wir zum Ausgangspunkt unserer Überlegungen zurück. Der be-
stand in der Frage, ob Meteoriten zu schweren Katastrophen für Lebewesen 
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führen können. Diese Frage war bejaht worden. Abgesehen von menschlichen 
Aktivitäten und Meteoriten können aber auch andere Ursachen für das massive 
Aussterben von Arten verantwortlich sein. Bereits beim Aussterben der Saurier 
wurden auch mögliche große Vulkansausbrücke als Ursache in Betracht gezo-
gen. Beispiele für große Vulkanausbrüche finden sich in der jüngeren und älte-
ren Erdgeschichte. 
 
1.2.3 Vulkanausbrüche 
 
Der See Toba auf Sumatra, Indonesien, ist ein Beleg für einen gewaltigen Vul-
kanausbruch. Der See besitzt eine Größe von 1.146 km2 und gilt damit als der 
größte See in Südostasien. Der See mit einer Tiefe von mindestens 450 m füllt 
die Reste eines Vulkankegels (Caldera) aus, der vor etwa 100.000 Jahren mit 
einer gewaltigen Explosion unterging. Die Reste der Explosion konnten in 
einem Gebiet von ca. 30.000 km2 gefunden werden. Zum Vergleich: Baden-
Württemberg hat eine Größe von 35.000 km2. In der näheren Umgebung des 
Vulkanes bildete sich eine 600 m dicke Ascheschicht. Bei der Explosion wurde 
etwa 1.500 km3 Material in die Luft geschleudert. Zum Vergleich, beim 
Ausbruch des Mount Saint Helens in den USA wurden ca. 0,6 km3 Material 
bewegt. Vor 30.000 Jahren ereignete sich am Vulkan des Sees Toba eine zweite 
Eruption, die allerdings weitaus kleinere Dimensionen besaß. 106 
 
Ein zweites Beispiel der neueren Erdgeschichte ist der Vulkanausbruch des 
Taupo (Neuseeland) vor etwa 1.800 Jahren. Bei dem Vulkanausbruch wurden 
schätzungsweise 33 Milliarden Tonnen Asche und Gestein ausgestoßen. Das 
entspricht mehreren tausend Kubikkilometer Material. Es wird vermutet, daß 
nahezu das gesamte Leben auf der neuseeländischen Nordinsel ausgelöscht 
wurde. Die Reste der Explosion konnten auf einer Fläche von knapp 50.000 km2 
gefunden werden. In der chinesischen und japanischen Geschichtsschreibung 
gibt es Hinweise auf eine gewaltige Explosion in der Richtung Neuseelands um 
diese Zeit. 
 
Deutlich besser dokumentiert ist die Eruption des Krakatau am 27. August 1883 
auf der indonesischen Insel Java. Dabei wurden vermutlich ca. 40.000 Men-
schen getötet. Noch einmal wird der Vulkanausbruch des Mount St. Helens 
zum Vergleich herangezogen: Dieser Ausbruch tötete 57 Menschen. Der Groß-
teil der Todesopfer, die der Krakatau forderte, wurde allerdings nicht direkt 
durch den Vulkanausbruch getötet, sondern durch ungeheure Wellen, die durch 
die Explosion im Meer entstanden waren. Die Wellen sollen Höhen über 30 m 
erreicht haben. Schiffe wurden meilenweit ins Land getragen. Die Explosion 
war mehrere tausend Kilometer weit zu hören und die Schockwelle wurde auf 
der ganzen Welt gemessen. Die Explosion des Krakatau ist nur ein Glied in der 
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Kette von schweren Vulkanausbrüchen. Tab. 10 nennt die schwersten Vul-
kanausbrüche der letzten 250 Jahre. 
 
Große Vulkanexplosionen können nicht nur Auswirkungen auf die nähere Um-
gebung haben, sondern sogar klimaverändernd wirken. Um das zu belegen, 
sind in Tab. 10 die gemessenen bzw. aus geologischen Befunden geschätzten 
SO2–Emissionen angegeben. Der gemittelte dekadische Strahlungsantrieb 
durch explosive Vulkanausbrüche liegt seit 1850 bei etwa 1,5 W/m2 251. Anthro-
pogene Effekte auf das Weltklima sollen in der gleichen Größenordnung 
liegen. Der Explosivitätsindex der Vulkane besitzt vergleichbar mit der Rich-
terskala für die Angabe von Erdbebenstärken eine logarithmische Einteilung 
von 1 bis 8. Die Trübung der Atmosphäre wird auf die Krakatau-Eruption 
bezogen. Nach dieser Eruption wurden über mehrere Jahre weltweit sehr 
schöne Sonnenuntergänge beobachtet und die mittlere Erdtemperatur sank um 
0,3 Grad. Die Klimaauswirkungen von Vulkanausbrüchen sind allerdings kom-
plex und betreffen nicht allein die Verschmutzung der Atmosphäre und die 
damit einhergehende Verminderung der Sonnenstrahlung auf der Erde. Parallel 
dazu gibt es eine Erwärmung höherer Luftschichten. Aber auch kleine Vulkan-
ausbrüche können Auswirkungen auf die Atmosphäre und ihre Zusammenset-
zung haben. Man geht davon aus, daß sich im Jahr im Mittel etwa 50 kleine 
Vulkanausbrüche und pro Jahrzehnt eine Großeruption ereignet, wie sie in Tab. 
10 zusammengefaßt sind. Dort zeigt sich im Mittel ein zeitlicher Abstand von 
ca. 20 Jahren. Die Spannweite der zeitlichen Abstände in der Tabelle ergibt al-
lerdings einen Minimalwert von 2 Jahren und einen Maximalwert von 51 Jah-
ren. Zwar besitzt das 20. Jahrhundert in der Tabelle mehr schwere Vulkanaus-
brüche als das 19. Jahrhundert, aber das 20. Jahrhundert besaß auch eine sehr 
lange Ruhepause. Etwa von 1912 bis 1963 gab es keine Großeruptionen. Seit 
dieser Zeit hat die Dichte, nicht nur von Großeruptionen, sondern allgemein der 
vulkanischen Aktivitäten, deutlich zugenommen. Man rechnet heute mit 50 bis 
60 Vulkanausbrüchen pro Jahr 75. 
 
Die Explosion des Nevado del Ruiz Armero in Kolumbien am 13.11.1985 ist 
zwar nicht in der Liste der schwersten Vulkanausbrüche der letzten 250 Jahre 
zu finden, die Konsequenzen der Vulkanexplosion waren allerdings drama-
tisch. Durch die Explosion schmolz die Eiskappe des Vulkans. Wasser- und 
Schlammassen verwüsteten darauf hin die Stadt Armero am Fuße des Vulkans. 
Bei dieser Katastrophe sollen etwa 30.000 Menschen ihr Leben verloren haben 
23. Auf das Risiko von Lawinen und Erdrutschen wird später noch eingegangen. 
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Tab. 10: Die schwersten Vulkanausbrüche der letzten 250 Jahre 251. 
 
Vulkan Jahr Explosivität Trübung SO2 (Mt) Todesopfer 
Laki-Spalte, Island 1783 4 2.300 100 1)  
Tambora, Indonesien 1815 7 3.000 130 1)  
Cosiguina, Nicaragua 1835 5 4.000   
Askja, Island 1875 5 1.000   
Krakatau, Indonesien 1883 6 1.000 32 1) 40.000 
Tarawera, Neuseeland 1886 5 800   
Santa Maria, Guatemala 1902 6 600 13 1)  
Ksudach, Kamtschatka 1907 5 500   
Katmai, Alaska 1912 6 500 12 1)  
Agung, Indonesien 1963 4 800 5 ± 13 1)  
St. Helens, USA 1980 5 500 1  
El Chichón, Mexiko 1982 5 800 7  
Pinatubo, Philippinen 1991 6 1.000 16 ± 20  
1) geschätzt 
 
1.2.4 Erdbeben 
 
Vulkanausbrüche sind aber nur ein Beleg für die geologische Aktivität der 
Erde. Ein zweites wichtiges Zeichen dafür sind Erdbeben. Und Erdbeben besit-
zen ebenso wie Meteoriteneinschläge oder Vulkanausbrüche ein gewaltiges 
Schadenspotential. Die Häufigkeit von Erdbeben ist im Vergleich zu Meteori-
teneinschlägen bedeutend größer. Das ermöglicht aber auch eine bessere stati-
stische Aufbereitung. Pro Jahr registriert man auf der Erde etwa 20.000 Erdbe-
ben, die meisten sind allerdings kaum spürbar. Erdbeben der Stärke 6,0 treten 
weltweit etwa alle 2 bis 3 Tage auf.  
 
Erdbeben sind in der Regel, genau wie Vulkanausbrüche, auf bestimmte Zonen 
der Erde beschränkt 128, 339. Es handelt sich hierbei um die Ränder der tektoni-
schen Platten (Abb. 10). In diesen Gebieten treten immer wieder Bruchvor-
gänge in der Erdkruste auf, die durch die Verschiebung der Platten verursacht 
werden. In erdbebengefährdeten Gebieten leben etwa drei Milliarden Men-
schen 75. Als Beispiel für ein Erdbebengebiet sei Anatolien genannt. Basierend 
auf geologischen Untersuchungen konnte man in den letzten 4.000 Jahren ca. 
60 Erdbeben mit einer Stärke größer 7,5 bestimmen 134. Teilweise lassen sind 
auf Grundlage alter Schriftstücke sogar die Jahreszahlen ermitteln. Die Stadt 
Antioch, die in diesem Gebiet liegt, wurde 115, 458, 526, 588, 1097, 1169 und 
1872 von schweren Erdbeben betroffen. Das Erdbeben von 458 soll nach wis-
senschaftlichen Schätzungen 300.000 Opfer gekostet haben. 134 
 
Was die Schwere der Naturkatastrophen angeht, so führen Erdbeben und Über-
flutungen die Liste der zivilen Katastrophen mit den größten Verlusten an. Tab. 
11 listet die schwersten erfaßten Erdbeben in der Geschichte der Menschheit 
auf. 
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Abb. 10: Tektonik der Erde 79 
 
Aber nicht alle Erdbeben erreichen diese furchtbaren Dimensionen. In den 
USA kosteten auch schwere Erdbeben in den letzten 10 Jahren nur 130 Men-
schenleben, allerdings aber auch 25 Milliarden US-Dollar für Vorsorgemaß-
nahmen 300. Hier zeigen die umfangreichen Schutzmaßnahmen Wirkung. Be-
sonders deutlich wird diese Tatsache beim direkten Vergleich von Erdbeben. 
Tab. 12 nennt die Auswirkungen zweier von der Stärke vergleichbarer Beben in 
den USA und in Armenien. Sowohl die topographischen Verhältnisse, das Ver-
hältnis von Flachland zu Gebirge als auch Bevölkerungsverteilung in den be-
troffenen Gebieten stimmen recht gut überein. Außerdem ist das Verhältnis 
zwischen neuer Bausubstanz und Gesamtgebäudebestand vergleichbar. Bei 
den Beben handelt es sich um das sogenannte Spitak-Beben am 7. Dezember 
1988 in Armenien und um das Loma-Prieta-Erdbeben vom 17. Oktober 1989 in 
Kalifornien. Das Beben in Armenien hatte eine Magnitude von 6,9 und das 
Erdbeben in Kalifornien von 7,1. 17 
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Tab. 11: Liste der schwersten erfaßten Erdbeben 402 
 
Datum   Land/Ort Todesopfer Stärke 
23.01.1556   China, Shansi 830.000   
27.07.1976   China, Tangshan 255.000 1) 8.0 
09.08.1138   Syrien, Aleppo 230.000  
22.05.1927   China, Xining  200.000 8.3 
22.12.856   Iran, Damghan 200.000  
16.12.1920   China, Gansu 200.000 8.6  
23.03.893   Iran, Ardabil 150.000  
01.09.1923   Japan, Kwanto 143.000 8.3 
05.10.1948   UdSSR, Turkmenistan, Ashgabat 110.000 7.3 
Sept. 1290   China, Chihli 100.000   
28.12.1908   Italien, Messina 70.000-100.000 7.5  
Nov. 1667   Kaukasus, Shemakha 80.000  
18.11.1727   Iran, Tabriz 77.000  
01.11.1755   Portugal, Lisabon 70.000  
25.12.1932   China, Gansu 70.000 7.6 
31.05.1970   Peru 66.000 7.8  
1268   Italien, Asia Minor, Sizilien  60.000  
11.01.1693   Italien, Sizilien 60.000  
30.05.1935   Pakistan, Quetta 30.000-60.000 7.5  
04.02.1783   Italien, Calabria 50.000  
20.6.1990   Iran 50.000 7.0 
1) nach offiziellen Angaben. Andere Schätzungen gehen von bis 655.000 Todesopfern aus. 
 
Tab. 12: Opfer- und Schadensdaten zweier von der Stärke vergleichbarer 
Erdbeben 17 
 
 Spitak-Erdbeben Loma-Prieta-Erdbeben 
Datum 7. Dezember 1988 17. Oktober 1989 
Betroffenes Gebiet Armenien Nordkalifornien 
Tote >25.000 67 
Verletzte 31.000 2.435 
Obdachlose 514.000 7.362 
Sachschaden unbekannt ~ 7,8 Milliarden US-Dollar 
 
Die Unterschiede bei den Schäden sind gewaltig. Die Anzahl der Opfer unter-
scheidet sich fast um drei Zehnerpotenzen, das gleiche gilt für die Anzahl der 
Obdachlosen. Leider wurde in der Tabelle nicht der Umfang der Nachsorge-
maßnahmen berücksichtig (Versicherungen, staatliche Unterstützung, Spenden 
etc.). Hier dürften in Kalifornien deutlich höhere finanzielle Mittel zur Verfü-
gung gestanden haben. Historisch betrachtet wurde in Kalifornien bereits zu 
Beginn der 50er Jahre des zwanzigsten Jahrhunderts intensiv an der Ertüchti-
gung von Gebäuden für den Lastfall Erdbeben geforscht. Innerhalb von fünfzig 
Jahren konnte ein beeindruckender Umfang an Wissen gesammelt und in der 
Praxis umgesetzt werden. Das zeigt sich auch darin, daß im wesentlichen nur 
ältere Bauwerke von schweren Schäden betroffen waren. Im Gegensatz dazu 
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konnte eine vergleichbare Entwicklung in Armenien nicht beobachtet werden. 
Dort ist der überwiegende Anteil der eingestürzten Bauwerke jüngeren Da-
tums. 17 
 
Es ist immer recht schwierig, die Kosten einer solchen Katastrophe zu bezif-
fern, da z.B. die Versicherungen natürlich nur ihre Kosten erfassen. Man 
schätzt aber, daß die natürliche Katastrophe mit den größten finanziellen Verlu-
sten im letzten Jahrhundert das Kobe-Erdbeben 1995 in Japan (Great Hanshin 
Erdbeben) gewesen sein dürfte. Diese Katastrophe verursachte Verluste im 
Wert von über 100 Milliarden US-Dollar und kostete 6.300 Todesopfer. Das 
Northridge Erdbeben in Kalifornien 1994 kostete nur 44 Milliarden US-Dollar 
und forderte 60 Opfer. 255  
 
1.2.5 Wetterunbilden 
 
Wesentlich häufiger als von Erdbeben lesen wir in den Medien von Stürmen, 
Fluten, Hagel oder anderen Wetterunbilden. Meistens werden auch dabei To-
desopferzahlen genannt. Insgesamt ist die Anzahl der Opfer aber relativ gering. 
So sterben im Mittel in den USA pro Jahr weniger als 350 Menschen durch 
Fluten, Blitze, Wirbelstürme, Erdbeben, Vulkanausbrüche und Hagel 300. Der 
amerikanische Wetterdienst gibt an, daß in den USA im Zeitraum von 1967 bis 
1996 pro Jahr durchschnittlich 138 Menschen durch Fluten, 83 Menschen 
durch Blitze und 94 Menschen durch Wirbelstürme (Tornados und Hurrikans) 
starben. Hagelstürme töteten in den 90ern in den USA 8 Menschen. Die Dürre 
und Hitzeperiode im Jahre 1988 verursachte in den USA zwischen 5.000 und 
10.000 Todesopfer und kostete ca. 40 Milliarden Dollar 300. Die Hitzeperiode im 
Sommer 2003 in Europa hat nach groben Schätzungen zwischen 10.000 und 
20.000 älteren Menschen das Leben gekostet. Ein Zusammenhang zwischen 
hohen Tagestemperaturen und einer höheren Sterblichkeit ist bereits seit länge-
rem bekannt und in Abb. 11 dargestellt.  
 
Aber wie bei den Erdbeben muß man für die Einordnung der wetterbedingten 
Naturkatastrophen klar die geographische Lage beachten. In einigen Erdregio-
nen überwiegen bei den natürlichen Risiken die Überschwemmungen, in ande-
ren Erdregionen die Stürme.  
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Abb. 11: Sterblichkeit zu maximaler Tagestemperatur in Grad Celsius 276 
 
1.2.6 Stürme 
 
Stürme als Sonderfall der Wetterunbilden können auf allen Kontinenten beo-
bachtet werden. Man unterteilt die Stürme in barokline, tropische und konvek-
tive Stürme. Für Stürme gleichen Typs finden sich unterschiedliche regionale 
Bezeichnungen. Hurrikans, Taifune und Zyklone sind tropische Wirbelstürme 
75. Nicht nur der Name unterscheidet sich, auch die Häufigkeit der Stürme ist 
auf der Erde nicht gleichverteilt. Abb. 12 zeigt Gebiete mit hohem Sturmauf-
kommen. In den USA werden etwa tausend Stürme pro Jahr erfaßt 406. Im Jahre 
2002 starben durch Wirbelstürme 55 Menschen in den USA. Auch in Deutsch-
land sind in den letzten Jahren Todesopfer durch Stürme zu verzeichnen gewe-
sen, wie Tab. 13 zeigt. 
 
Tab. 13: Die zehn schwersten Naturkatastrophen nach Todesopfern in 
Deutschland in den letzten zehn Jahren 99 
 
Katastrophe Datum Todesopfer 
Extreme Temperaturen 04.01.1997 30 
Flut 01.08.2002 27 
Sturm 26.12.1999 17 
Sturm 26.10.2002 10 
Sturm 10.07.2002 7 
Sturm 14.01.1993 6 
Flut 06.08.1991 5 
Flut 23.12.1993 5 
Sturm 28.01.1994 5 
Sturm 07.07.2001 4 
66 
Wirbelsturmhäufigkeit
hoch niedrig  
 
Abb. 12: Wirbelsturmhäufigkeit weltweit 406 
 
Deutlich größere Schäden durch Stürme entstanden in anderen Regionen der 
Welt. 1970 ereignete sich in Bangladesh eine Überschwemmung in Verbin-
dung mit einem Zyklon, der etwa 300.000 Menschen tötete 255. Sollten diese 
Angaben stimmen, so handelt es sich hierbei um die größte natürliche Katastro-
phe im 20. Jahrhundert. Auch wenn Wirbelstürme in den entwickelten Indu-
strieländern nicht zu derartigen Opferzahlen führen, so sind auch dort gele-
gentlich die Auswirkungen verheerend. Der Wirbelsturm Andrew führte im 
Jahre 1992 in Florida zu einem Versicherungsschaden von etwa 15 Milliarden 
US-Dollar. Aber auch in Europa zählen Stürme zu den teuersten Naturkatastro-
phen. Die Winterstürme in Europa 1990 verursachten Schäden von etwa 15 
Milliarden US-Dollar, wobei etwa 10 Milliarden US-Dollar durch Versiche-
rungen abgedeckt wurden. 230 Menschen fanden damals den Tod. 255 
 
Im Oktober 1998 erreichte der Hurrikan Mitch Zentralamerika und führte zu 
schweren Schäden in der Region. Etwa 5.700 Menschen wurden in Honduras 
getötet, ca. 620.000 Menschen waren insgesamt durch den Hurrikan betroffen. 
Die geschätzten direkten Schäden beliefen sich auf ca. 2 Milliarden US-Dollar, 
weitere 1,8 Milliarden US-Dollar wurden als indirekte Schäden klassifiziert. 
Die Schäden erreichten 80 % des Bruttosozialproduktes. 60 % der Infrastruktur 
von Honduras wurde zerstört, 70 % der Bananen-, Kaffee- und andere landwirt-
schaftliche Plantagen wurden verwüstet. In Peru allein wurden ca. 300 Brücken 
unpassierbar 428. 
 
Während in den Jahren vor dem Hurrikan in Honduras ein Wirtschaftswach-
stum von ca. 3 % erreicht wurde, führte diese Katastrophe zu einer Schrump-
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fung der Wirtschaft von ca. 2 %. Die Exporte gingen 1999 um nahezu 7 % zu-
rück. 255 
 
Auch die schwerste Naturkatastrophe im Jahre 2000 war ein Sturm: Der Zyklon 
Eline überquerte im Februar und März die Staaten Mosambik, Südafrika, 
Botswana, Swasiland, Simbabwe, Malawi und Sambia im Süden Afrikas. Die 
Anzahl der Todesopfer betrug mehr als 1.000. Der wirtschaftliche Gesamt-
schaden wurde auf über 660 Millionen US-Dollar geschätzt. 279 
 
Der Schadensumfang eines Sturmes hängt von der Dauer des Sturmes, der 
überstrichenen Fläche und der Intensität, also der Windstärke ab. Eine allge-
meine Einteilung der Windgeschwindigkeit zur Beurteilung von Stürmen ist 
die Beaufort Skala, die in Tab. 15 grob wiedergegeben ist. Da die Windge-
schwindigkeit in Wirbelstürmen nur sehr schwierig meßbar ist, werden die 
Schäden selbst durch den Wirbelsturm zur Klassifizierung herangezogen. So 
dient die Fujita-Skala zur Beurteilung von Wirbelstürmen (Tab. 14). 
 
Bei der Angabe der Sturmschäden stellt sich die Frage, ob schwere Stürme in 
Zukunft auch in Europa zunehmen werden. Während in den letzten Jahrzehnten 
und Jahrhunderten das Winterklima in Europa durch ausgedehnte Schneefelder 
über Mittel- und Osteuropa geprägt war, haben die milden Winter zu Beginn 
der 80er Jahr zu einer Veränderung geführt. Diese Veränderung beeinflußte das 
Sturmverhalten in Zentraleuropa. Die ausgedehnten Schneefelder im Winter 
führten in der Regel zu stabilen Kältehochdruckgebieten über Mittel- und Ost-
europa. Diese Hochdruckgebiete wirkten als Barriere gegen Sturmtiefs vom 
Atlantik. Durch die milden Winter wird diese Barriere nach Osten verschoben 
und die Sturmtiefs vom Atlantik dringen weiter nach Europa vor 24. Setzt sich 
diese Klimaentwicklung fort, wird in zunehmendem Maße mit Stürmen in Eu-
ropa zu rechnen sein. 228 
 
Neben den eigentlichen Schäden durch Stürme treten in küstennahen Regionen 
oft auch Schäden durch die von Stürmen verursachten Überschwemmungen 
auf.  
 
Tab. 14: Fujita-Skala 406 
 
Fujita-Skalenwert Beschreibung Windgeschwindigkeit in km/h 
F 5 Unvorstellbar 420-512 
F 4 Verheerend 333-419 
F 3 Schwer 254-332 
F 2 Bedeutsam 182-253 
F 1 Mäßig 117-181 
F 0 Sturm 64-116 
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Tab. 15: Beaufort Skala für Stürme nach dem englischen Admiral Sir Francis 
Beaufort (1774-1854)  
 
# Bezeichnung m/s km/h Anhaltspunkte an Land 
0 Windstille 0-0,2 0 Keine Luftbewegung, Rauch steigt senkrecht auf. 
1 Leiser Zug 0,3-1,5 1-5 Als Windhauch fühlbar 
2 Leichte Brise 1,6-3,3 6-11 Blättersäuseln. 
3 Schwache Brise 3,4-5,4 12-19 Blätter und dünne Zweige fächeln. 
4 Mäßige Brise 5,5-7,9 20-28 Zweige und schlanke Äste wiegen sich. 
5 Frische Brise 8,0-10,7 29-38 Kräftige Zweige und schwache Bäumchen wiegen sich. 
6 Starker Wind 10,8-13,8 39-49 Äste schwanken, Wipfel biegen sich, Wind pfeift um Häuser. 
7 Steifer Wind 13,9-17,1 50-61 Bäume schwanken. Gehen gehemmt. 
8 Stürmischer 
Wind 17,2-20,7 62-74 
Zweige werden geknickt. Gegenstemmen beim 
Gehen. 
9 Sturm 20,8-24,4 75-88 Gegenstände werden aus ihrer Lage gebracht, Schäden an Dächern. 
10 Schwerer Sturm 24,5-28,4 89-102 Bäume werden entwurzelt, Häuser beschädigt. 
11 Orkanartiger 
Sturm 28,5-32,6 
103-
117 
Schwere Sturmschäden. 
12 Orkan > 32,7  > 118 Verwüstungen. 
 
1.2.7 Überschwemmungen und Tsunamis 
 
Überschwemmungen zählen neben Erdbeben zu den größten natürlichen 
Katastrophen überhaupt. Die größte natürliche Katastrophe bisher war vermut-
lich die Henan Flut in China im Jahre 1887 mit 900.000 bis 1,5 Millionen 
Opfern. In Europa dürfte die „Grosse Manndränke“ im Jahre 1362 mit 30.000 
bis 100.000 Opfern die größte Flutkatastrophe gewesen sein. Die Flutkatastro-
phe im Sommer 2002 in Zentraleuropa dürfte die teuerste europäische Natur-
katastrophe gewesen sein 255. Vorläufige Schätzungen belaufen sich auf 20 bis 
100 Milliarden Euro 213. Über 300.000 Menschen waren von der Flut in Deutsch-
land betroffen (Tab. 16).  
 
Tab. 16: Die zehn größten Naturkatastrophen in Deutschland in den letzten 
zehn Jahren nach Anzahl der betroffenen Menschen 99 
 
Katastrophe Datum Anzahl der Betroffenen 
Flut 01.08.2002 330.108 
Flut 22.05.1999 100.000 
Flut 23.12.1993 100.000 
Flut 10.01.1995   30.000 
Flut 30.07.1997    15.000 
Erdbeben 13.04.1992     1.525 
Epidemie 01.02.2002        600 
Sturm 10.07.2002            6 
Sturm 29.01.2002            6 
Sturm 14.01.1993  
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Eine Liste schwerer Überschwemmungen findet sich in Tab. 17. Die großen 
Schadens- und Opferzahlen eines Zyklons 1970 in Bangladesh mit fast 300.000 
Opfern in Verbindung mit einer Flutkatastrophe wurden bereits erwähnt 255. 
Insbesondere aber die Flutkatastrophe in den Niederlanden in den 50er Jahren 
mit mindestens zweitausend Opfern führte zu einem beispiellosen Programm 
zur Vermeidung von Flutkatastrophen in diesem Land. Noch heute werden die 
Risiko- und Sicherheitsuntersuchungen in den Niederlanden durch diese Kata-
strophe beeinflußt. Die Untersuchungen führten zur Errichtung gewaltiger 
Bauwerke, um die Auswirkungen von Überschwemmungen einzuschränken. 
 
Die Verwendung von historischen Hochwasserdaten in Europa hat gezeigt, daß 
Hochwasserereignisse nicht losgelöst voneinander stattfinden. Vielmehr 
konnten bei einigen Flüssen sogenannte zeitliche Cluster von Fluten beobachtet 
werden. Die Cluster werden mit Klimazyklen in Verbindung gebracht. Eine an-
dere Begründung besagt, daß nach einer Flut die Wasserrückhaltereserven ei-
ner Landschaft aufgebraucht sind. So ist der Boden vollgesogen, die kleinen 
Flüsse haben Wasser zurückgestaut etc. Dadurch kann die nächste Flut durch 
deutlich geringere Wassermengen verursacht werden als unter regulären Um-
ständen. Ein Beispiel für die Wiederkehr von regelmäßigen Fluten zeigen die 
historischen Flutangaben ab dem Jahre 1300 für die Flüsse Ter, Segre und 
Llobregat in Frankreich. Dabei traten vermehrt Fluten in den Jahren 1582 bis 
1632 mit Spitzenwerten 1592 und 1606 auf, zwischen 1768 und 1800 mit 
Spitzenwerten 1777 und 1791 und zwischen 1833 und 1868 mit Spitzenwerten 
1855. 170 
 
Tab. 17: Norddeutsche und weltweite Hochwasser 392, 347 
 
Datum Ort Erläuterungen Anzahl Opfer 
2200 v. Chr. Hyderabad, Industal, Indien Schwere Überschwemmungen  
26.12.838 Ostfriesische Küste  2.437 
1099 Boston, England Sturmflut,  Tausende  
17.02.1164 Ostfriesische Nordseeküste Julianenflut 20.000 
16.01.1219 Jütland, Dänemark, 
Ostfriesland 
Marcellusflut, Sturmflut Tausende – 
36.000 
14.12.1287 Ostfriesische Küste Luciaflut Tausende 
1287 Dunwich, East Anglia, 
England 
 < 500  
1332-1333 Peking, China Überschwemmung führt zu 
Hungersnot 
Mehrere 
Millionen  
16.01.1362 Schleswig, Deutschland Sturmflut 30.000-100.000 
09.10.1374 Ostfriesische Küste 1. Dionysiusflut - 
1421 Dort, Niederlande Sturmflut 100.000  
26.12.1509 Ostfriesische Küste Kosmas- und Damianflut - 
31.10.1532 Ostfriesische Küste 3. Allerheiligenflut  
1.11.1570 Ostfriesische Küste Allerheiligenflut < 4.000 
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1606 Gloucester, Severntal, 
England 
Überschwemmung Severn > 2.000 
1634 Cuxhaven, Deutschland Sturmflut > 6.000 – 8.000 
1717 Den Haag, Niederlande Sturmflut 11.000 
1824 St. Petersburg, Rußland Hochwasser der Newa 10.000 
3.-4.2.1825 Ostfriesische Küste Sturmflut 200 
1851-1866 Shanghai, China Hochwasser am Hwangho, 
Jangtsekiang 
Mehrere 
Millionen 
1887 Henan, China Hochwasser am Hwangho  900.000 –  
1,5 Millionen 
1890 New Orleans, Louisiana, 
USA 
Hochwasser am Mississippi   
1911 Shanghai, China Hochwasser des Jangtsekiang, 
Hungersnot 
20.000 
1927 Cairo, Illinois, USA Hochwasser am Mississippi 300 
1931 Nanking, China Monsunregen verursacht 
Hochwasser am Jangtse 
130.000-
Mehrere 
Millionen 
1935 Jérémie, Haiti Hochwasser mehrerer Flüsse 2.000 
31.1-1.2.1953 Hollandflut Sturmflut 2.000 
1954 Wuhan, China Monsunregen verursacht 
Hochwasser 
40.000 
1955 Cuttack, Indien Monsunregen verursacht 
Hochwasser 
1.700 
16.2.1962 Ostfriesische Küste Sturmflut 330 
1999 Ovesso Monsun Flut, Indien Monsun 10.000 
1999 Venezuela Hochwasser  25.000-50.000 
 
Die Ursache der bisher genannten Überschwemmungen am Meer waren soge-
nannte Gezeiten- oder Sturmwellen. Es handelt sich bei diesen Wellen um 
Oberflächenwellen. Im Gegensatz dazu sind Tsunamis, die durch unterseeische 
Erdbeben ausgelöst werden, sogenannte Tiefwellen. Diese Wellen besitzen 
eine große Wellenlänge und hohe Wellengeschwindigkeit. Sie sind auf offener 
See nicht oder kaum spürbar. In flachen Küstengebieten können Tsunamis je-
doch große Schäden verursachen. 1946 wurde Hawaii nach einem Erdbeben 
von einem Tsunami getroffen. Dabei verloren ca. 160 Menschen ihr Leben 298. 
1960 und 1974 wurde Hawaii erneut von Tsunamis getroffen 298. 1992 wurde 
die Stadt Maumere auf den Flores Inseln durch einen Tsunami schwer zerstört 
435. Mindesten 2.000 Menschen starben durch das vorangegangene Erdbeben 
und den Tsunami. Zwei Jahre später traf ein Tsunami auf die Küste Ost-Javas 
und tötete über 220 Menschen 389. 1998 erreichte nach einem Beben ein Tsu-
nami die Sissano Lagoone in Papua New Guinea. Der Tsunami tötete dort über 
2.000 Menschen 378. Die zehn opferreichsten Tsunamis forderten zusammen 
mehr als 4.000 Opfer. Die Mehrheit der Tsunamis tritt im Pazifik auf.  
 
Im Gegensatz zu den Überschwemmungen am Meer werden Überschwem-
mungen im Binnenland häufig durch extrem hohe Niederschläge verursacht.  
71 
1.2.8 Lawinen und Erdrutsche 
 
Ein hohes Niederschlagsaufkommen kann aber auch zu anderen natürlichen 
Katastrophen führen: zu sogenannten Massebewegungen. Unter Massebewe-
gungen versteht man Lawinen und Erdrutsche. Massebewegungen werden in 
der Öffentlichkeit häufig nicht als Naturkatastrophe angesehen. Vielmehr wird 
die Zahl der Opfer von Massebewegungen in Verbindung mit der ursächlichen 
Naturkatastrophe angegeben, wie z.B. Erdbeben oder Sturm. Daher ist es 
schwierig, genaue Angaben über Häufigkeit und Schadensumfang von Masse-
bewegungen zu erhalten. Relativ gut abgesichert sind aber die Angaben über 
Lawinen. 
 
Seit den dreißiger Jahren des 20. Jahrhunderts sind in der Schweiz etwa 1.600 
Menschen Opfer von Lawinen geworden. Pro Jahr sind damit etwa 25 Opfer in 
diesem Land zu beklagen. Der opferreichste Winter ereignete sich 1950/51. 
Damals starben fast 100 Menschen durch Lawinen. Ein vergleichbarer Winter, 
was die Anzahl und Umfang der Lawinen betrifft, ereignete sich 1998/99. Im 
Vergleich zu Opferzahlen aus den 50er Jahren verstarben aber 1998/99 deutlich 
weniger Menschen. Bemerkenswert ist weiterhin die Tatsache, daß die Anzahl 
der Menschen, die in Gebäuden von Lawinen überrascht wurden, deutlich zu-
rückgegangen ist 373, 95. Bekannt dürfte vielen Lesern noch das Lawinenunglück 
von Galtür mit 38 Todesopfern im Frühjahr 1999 sein. Tab. 18 listet eine Viel-
zahl von Lawinen in der Schweiz auf und erlaubt damit eine subjektive Be-
urteilung der Häufigkeit dieses Naturereignisses. 
 
Für von Lawinen Verschüttete besteht in der Regel eine begrenzte Chance auf 
Rettung. Durchschnittlich überlebt jeder zweite Verschüttete eine Lawine. Die 
Rettung ist allerdings maßgeblich von der Dauer des Einschlusses in einer La-
wine abhängig. Nach den ersten 15 Minuten beträgt die Chance der Rettung fast 
90 %, nach einer halben Stunde allerdings nur noch 50 %. 374 
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Tab. 18: Beispiele von Lawinenunfällen in der Schweiz 15 
 
Datum Betroffenes Gebiet Opfer, Schäden 
Jan, 1459 Trun, Disentis (Surselva/GR) 25 Tote, St. Placidus-Kirche  
(erbaut 804),  
ca. 8 Häuser und 8 Ställe zerstört 
1518 Leukenbad (VS) 61 Tote, viele Gebäude und Bäder 
zerstört 
Feb. 1598 Graubünden (v. a. Engadin) 
Livigno, Campodolcino  
(angrenzendes Italien) 
ca. 50 Tote, Gebäude- und Viehschäden
ca. 68 Tote 
Jan. 1667 Anzonico (II) 
Fusio-Mogno (II) 
88 Tote, Dorf größtenteils zerstört 
33 Tote (Ereignis unsicher) 
Jan. 1687 Meiental, Gurtnellen (UR) 
Glarnerland 
23 Tote, 9 Häuser und 22 Ställe zerstört, 
110 Stück Vieh getötet 
viele Lawinen 
Feb. 1689 St. Antönien, Saas im Prättigau,  
Davos (CR) 
 
Vorarlberg,Tirol (Österreich) 
80 Tote, 37 Häuser und viele andere 
Gebäude zerstört, Wald- und 
Viehschäden 
149 Tote, ca. 1.000 Häuser und viele 
andere Gebäude, über 750 Stück Vieh, 
viel Wald 
Feb. 1695 Bosco Gurin (TI) 
Villa/Bedretto (TI) 
34 Tote, 11 Häuser und viele Ställe 
zerstört 
1 Toter (Pfarrer), Kirche und mehrere 
Häuser zerstört (Datum unsicher) 
Jan. 1719 Leukerbad (VS) 55 Tote, Kapelle, Bäder, über 50 Häuser 
und viele andere Gebäude zerstört 
Feb. 1720 Ftan, St. Antönien, Davos (GR) 
 
Ennenda, Engi (GL) 
Obergesteln (Goms/VS) 
 
 
Brig, Randa, St. Bernhard (VS)  
ca. 40 Tote, viele Gebäude und Wald 
zerstört 
7 Tote, 4 Gebäude zerstört, Vieh getötet
viele Tote (nach verschiedenen Quellen 
48, 84 oder 88), rund 120 Gebäude 
zerstört und 400 Stück Vieh getötet 
ca. 75 Tote  
(Ereignisse und Daten unsicher) 
März 
1741 
Saastal (VS) 18 Tote, ca. 25 Gebäude zerstört 
Feb. 1749 Rueras, Zarcuns, Disentis  
(Surselva GR) 
BoscoGurin (II) 
Goms,Vispertäler (VS),  
Grindelwald (BE) 
75 Tote, ca. 120 Gebäude zerstört und 
rund 300 Stück Vieh getötet 
54 Tote, großer Sachschaden 
viele Lawinen 
Dez. 1808 Obermad/Gadmental (BE) 
 
 
Zentralschweiz (vor allem Uri) 
 
Selva (Surselva/GR) 
ganzes Dorf verwüstet: 23 Tote, große 
Gebäude- und Viehschäden; 19 weitere 
Tote durch Lawinen im Berner Oberland
rund 20 Tote und große Schäden 
(Ereignisse z.T. unsicher) 
unterer Dorfteil total zerstört: 26 Tote, 
11 Gebäude zerstört, über 200 Stück. 
Vieh getötet; total 7 Tote, 50 Gebäude 
zerstört und rund 130 Stück Vieh getötet 
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durch weitere Lawinen in Nord- und 
Mittelbünden 
März 
1817 
AnderegglGadmental (BE) 
Elm (CL), Saastal (VS),Tessin und 
Engadin (GR) 
Dorf zerstört: ca. 15 Tote (Datum, 
Opfer- und Schadenbilanz unsicher) 
viele Lawinen mit Verschütteten, Sach- 
und Viehschäden 
1827 Biel, Selkingen (Goms, NS) ca. 51 Tote, 46 Häuser zerstört 
Jan. 1844 Göschenertal (UR), Guttannen, 
Grindelwald und Saxeten (BE) 
13 Tote, Gebäude- und Viehschäden 
April 
1849 
Saas Grund (VS) 19 Tote, 6 Häuser und ca. 30 andere 
Gebäude zerstört bzw. beschädigt; auch 
im übrigen Saas-Tal große 
Gebäudeschäden 
März 
1851 
Ghirone-Gozzera (II)  23 Tote, 9 Gebäude zerstört, 300 Stück 
Vieh getötet; Schäden auch im übrigen 
Nordtessin 
Jan 1863 Bedretto (II) 29 Tote, 5 Häuser und 12 Ställe zerstört; 
Schäden auch im übrigen Tessin, im 
Misox und Bergell (GR) 
Winter 
1887/88 
3 Lawinenperioden; Schwerpunkte: 
Nord- und Mittelbünden 
Tessin, Goms 
Tessin, Hinterrhejn 
1.094 registrierte Lawinen forderten 
49 Todesopfer, zerstörten 850 Gebäude, 
töteten 700 Stück Vieh und schlugen 
1.325 ha Wald. 
Dez. 1923 Alpennordseite, Gotthardgebiet, 
Wallis, Nord- und Mittelbünden 
große Lawinenschäden in weiten Teilen 
der Schweizer Alpen 
Winter 
1950/51 
2 Lawinenperioden; Schwerpunkte: 
Graubünden ohne Südtäler Uri, 
Oberwallis, Berner Oberland 
Alpensüdseite (Tessin, Simplon) 
1.421 registrierte Lawinen forderten 
98 Todesopfer, zerstörten 1.527 
Gebäude, töteten 800 Stück Vieh und 
schlugen 2.000 ha Wald. 
Jan. 1954 Alpennordseite, Nordbünden 
 
 
 
Vorarlberg (Österreich) 
258 registrierte Lawinen forderten 
20 Todesopfer, zerstörten 608 Gebäude, 
töteten ca. 230 Stück Vieh und schlugen 
83 ha Wald. 
125 Tote, 55 Wohnhäuser 
beschädigt/zerstört 
Jan. 1968 Alpennordseite und Graubünden (ohne 
Südtäler), vor allem Region Davos 
211 registrierte Lawinen forderten 
24 Todesopfer zerstörten 296 Gebäude, 
töteten ca. 23 Stück Vieh und schlugen 
46 ha Wald. 
April 
1975 
Alpensüdseite, stark nach Norden 
übergreifend 
510 registrierte Lawinen forderten 
14 Todesopfer zerstörten 405 Gebäude, 
töteten ca. 170 Stück Vieh und schlugen 
600 ha Wald. 
Feb. 1984 nördlich des Alpenhauptkamms, v. a. 
Gotthardgebiet, Samnaun 
322 registrierte Lawinen forderten 
12 Todesopfer, zerstörten 424 Gebäude, 
töteten ca. 30 Stück Vieh und schlugen 
414 ha Wald. 
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Abb. 13: Nach einem Großschneefall im Februar 1999 mit bis zu 350 cm Neu-
schnee innerhalb einer Woche (Höhenlagen) wurde der Talboden des Lötschen-
tals in der Schweiz durch Lawinen mit bis zu 10 m Schnee aufgefüllt. 227 
 
Im Gegensatz zu Lawinen erreichen die Opferanzahlen bei Erdrutschen, sofern 
Angaben vorliegen, deutlich größere Ausmaße. Unter Erdrutschen versteht 
man „bruchlose und bruchhafte hangabwärts gerichtete Verlagerungen von 
Festgestein und/oder Lockergestein unter der Wirkung der Schwerkraft“ 75. Im 
Dezember 1999 ereignete sich in Venezuela ein Erdrutsch, bei dem 30.000 
Menschen getötet wurden. Dieses Unglück passierte nach zwei Wochen Dauer-
regen, bei dem die sonst übliche Regenmenge von zwei Jahren gefallen war 2. 
Ein weiteres dramatisches Beispiel für Erdrutsche und Schlammlawinen war 
im Kapitel Vulkanausbrüche behandelt worden. In Kolumbien hatte die Explo-
sion des Vulkans Nevado del Ruiz Armero am 13.11.1985 zu einer Schlamm-
lawine geführt, die 30.000 Opfer forderte. 23 
 
Auch in Europa traten in der Vergangenheit Erdrutsche auf. Beispielhaft seien 
hier Erdrutsche in Schweden genannt. Der größte Erdrutsch in der jüngeren 
Vergangenheit in Schweden ereignete sich am 30. November 1977 in Tuve. 
Zwischen 16:05 Uhr und 16:09 Uhr wurden 65 Einfamilienhäuser durch die 
Rutschung komplett zerstört. Am 1. Oktober 1918 trat in Getå am Hang der 
Bråviken Bay ein kleiner Erdrutsch (0,2 ha) mit katastrophalen Folgen auf: Ein 
Zug fuhr mit voller Geschwindigkeit in den ins Rutschen geratenen Hang. An-
schließend brach in dem Zug ein Brand aus. Ingesamt kamen bei diesem Unfall 
41 Menschen ums Leben. Weitere schwere bekannte Erdrutsche ereigneten 
sich in Schweden 12, 355, 119: 
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• ca. 1150 Bohus, River Göta älv: 37 Hektar 
• 1648 Intagan, River Göta älv: 27 Hektar, mehr als 85 Todesopfer 
• 1730 Gunnilse, River Lärjeån: 30 Hektar 
• 1759 Bondeström, River Göta älv: 11 Hektar 
• 1950 Surte, River Göta älv: 22 Hektar, 1 Todesopfer 
• 1957 Göta, River Göta älv: 15 Hektar, 3 Todesopfer 
• 1977 Tuve, Hisingen Island, Göteborg: 27 Hektar, 9 Todesopfer 
 
In Australien wurden zwischen 1842 und 1997 73 Menschen durch Erdrutsche 
getötet. Zum Vergleich: im gleichen Zeitraum starben 15 Menschen in Austra-
lien durch Erdbeben. Die Erdrutsche kosteten über 200 Millionen Dollar und es 
wurden über 200 Gebäude stark beschädigt. Am 30 Juli 1997 ereignete sich in 
Australien einer der schwersten Erdrutsche, als ein Hang in der Nähe eines Ski-
dorfes in den Australischen Alpen ins Rutschen geriet. Etwa 1.000 Tonnen 
Erde, Felsen und Bäume überrollten zwei Ferienunterkünfte. 18 Menschen 
verloren dabei ihr Leben 313. In den USA entstehen pro Jahr etwa Kosten in 
Höhe von 1,2 bis 1,4 Milliarden US-Dollar (1985) durch Massebewegungen 111.  
 
Allerdings gilt auch hier wieder: Erdrutsche in den entwickelten Industriestaa-
ten zeigen in der Regel deutlich weniger dramatische Ausmaße, als in Ent-
wicklungsstaaten. Allein der Erdrutsch im Dezember 2003 auf den Philippinen 
forderte mit 80 Verschütteten eine hohe Opferzahl. 
 
1.2.9 Dürre 
 
Nicht nur ein Überangebot an Wasser, welches zu Überflutungen oder Erdrut-
schen führt, kann katastrophale Folgen haben, auch ein Mangel an Wasser. Be-
redtes Beispiel dafür war die Sommerhitze in Europa oder die Buschbrände in 
Kalifornien im Jahr 2003. Sicherlich gehören Dürrezustände in vielen Staaten 
der Erde zu regelmäßigen natürlichen Erscheinungen. Deshalb werden Dürren 
in vielen Statistiken auch nicht als natürliche Katastrophen bezeichnet, da sie 
längerfristig wirken und Vorsorgemaßnahmen getroffen werden können. Das 
gelingt aber eben nicht immer. 
 
Seit dem Beginn der menschlichen Zivilisation kennt man das Phänomen der 
Dürre. Vor 5.000 Jahren ereigneten sich in Ägypten die ersten bekannten Dür-
ren, die zu katastrophalen Hungersnöten führten. In Indien soll eine Dürre in-
folge eines El Niño in den Jahren 1789-1793 ca. 600.000 Menschenleben geko-
stet haben 96. Weitere Beispiele schwerer Dürren und Hungersnöte sind in Tab. 
19 zusammengefaßt. Häufig wurden die Dürren und Hungersnöte von Kan-
nibalismus begleitet. Auch heute treten noch regelmäßig Dürren in Afrika auf, 
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die teilweise über mehrere Jahre andauern. Die Dürren auf diesem Kontinent 
sind klimatisch bedingt, da deutlich weniger Wasser zugeführt wird, als ab-
fließt. Zeiträume, in denen das zutrifft, werden als arid bezeichnet. Ca. 40 % der 
Weltbevölkerung leiden bereits heute unter Wasserknappheit 217. Der Mangel 
wird in den nächsten Jahrzehnten weiter um sich greifen (Abb. 14).  
 
Neben möglichen Hungersnöten, die durch Dürren ausgelöst werden können, 
wurden in den letzten Jahren in zunehmendem Maße auch Waldbrände beo-
bachtet, die durch Dürren zumindest begünstigt wurden. So seien hier nur die 
schweren Waldbrände in Kalifornien im Oktober/November 2003 erwähnt. 
Dabei starben mindestens 20 Menschen und über 2.200 Häuser wurden zerstört. 
13.000 Feuerwehrleute waren im Einsatz, um die Ausbreitung der Brände zu 
verhindern oder zu verzögern. Diese Brände verursachen erhebliche Kosten. Im 
Oktober 1991 ereignete sich der Oakland Hills Feuersturm mit einem Versiche-
rungsschaden von 2,3 Milliarden US-Dollar. Zwei Brände im Jahre 1993 verur-
sachen einen Versicherungsschaden von knapp 1 Milliarde US-Dollar. Weitere 
Beispiele für schwere Waldbrände waren Brände in Arizona (Rodeo-Chediski) 
und in Neumexiko (Cerro Grande) mit Schäden in Höhe von 125 bzw. 150 Mil-
lionen US-Dollar. 276 
 
Auch in anderen Regionen der Welt sind in den letzten Jahrzehnten schwere 
Brände beobachtet worden. Beim großen Brand in Sydney im Dezember 2001, 
der als „Schwarzes Weihnachten“ bekannt wurde, waren über 15.000 Feuer-
wehrleute im Einsatz. Der Name „Schwarzes Weihnachten“ bürgerte sich ein, 
da Sydney unter dicken Rauchwolken verschwand. Zwar kann man auch histo-
rische Waldbrände zurückverfolgen, wie z.B. das „Tasmanische Feuer“ 1967 
oder das „Victoria-Feuer“ 1939, aber die Schäden durch Waldbrände haben 
sich in den letzten Jahren erhöht. Dies mag zum einen an den heißeren Som-
mern liegen und zum anderen an vermehrter Brandstiftung. Waldbrände an sich 
sind aber eine natürliche Erscheinung.  
 
Sowohl bei den Dürren, als auch den Waldbränden stellt sich die Frage, wie sich 
beide in Anzahl und Umfang in der nahen Zukunft entwickeln werden. Dazu 
wird die Entwicklung der Trinkwasserreserven auf der Welt beurteilt. Es zeigt 
sich ein erschreckendes Bild. In 20 Jahren droht zwei Drittel der Weltbevölke-
rung akute Wassernot. Im Mittel wird im Jahre 2025 pro Kopf der Weltbevölke-
rung nur noch die Hälfte des heute benötigten Wassers zur Verfügung stehen 
129. Das wird für Millionen von Menschen eine erhebliche Verschlechterung der 
Lebensbedingungen mit sich bringen. Und nicht nur das: Waldbrände und Dür-
ren werden häufiger auftreten. 
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Tab. 19: Schwere Dürren mit Hungersnöten 90 
 
Jahr Ort Auswirkungen 
1064-1072 Kairo, Ägypten Ausbleiben der Nilfluten führt zu Hungersnöten, vermutlich 
4.000 Menschen verhungerten. 
1069 Durham, England Vermutlich 50.000 Menschen verhungerten. 
1199-1202 Kairo, Ägypten Ausbleiben der Nilfluten führen zu Hungersnöten, 
vermutlich 100.000 Menschen verhungerten. 
1669-70 Surat, Indien Vermutlich 3 Millionen Menschen verhungerten. 
1769-70 Delhi, Hindustan, 
Indien 
18 Monate dauerte eine Dürre in Hindustan, ca. drei 
Millionen Menschen sind angeblich verhungert. 
1790-91 Bombay, Indien Schwere Hungersnot in Indien. Vermutlich mehrere Tausend 
Menschen starben, Kannibalismus tritt auf.   
1833 Guntur, Indien Dürre und Hunger mit vermutlich 20.000 Opfern.  
1866 Raipur, Indien Dürre in Bengalen, Orissa und Bihar. Angeblich starben 1,5 
Millionen Menschen an Hunger oder Krankheiten. 
1868 Bhopal, Indien  
1876-77 Madras, Indien Angeblich schwerste Hungersnot mit 3 Millionen 
Verhungerten und 3 Millionen Choleraopfern.  
1877-78 Tschangtschun, 
Mandschurei, China 
Nach mehrjähriger Trockenheit Dürre und Hungersnot im 
Norden und Mitte Chinas mit fast 1,3 Millionen Opfern.  
1898 Pandschab, Indien Vermutlich eine Million Menschen verhungerten. 
1921-22 Nischni Nowgorod, 
Wolgaregion, 
Rußland 
Langanhaltende Dürre führt zu Hungersnot, mehrere 
Millionen Menschen betroffen. 
1932-33 Kiew, Rußland 
(heute Ukraine) 
Wirtschaftsumstellung und Dürre führen zu Hungersnot, 
mehrere Millionen Menschen betroffen. 
1932 bis 
1940 
Dodge City, Kansas, 
USA 
Dürre im mittleren Westen der USA, 350.000 Menschen 
verlassen die Region. 
1962 Parana, Brasilien Mehrmonatige Dürre führt zu schwerem Brand in 
Kaffeeanbaugebieten. 
1967-1970 Biafra  Dürre und Krieg führen zu Hungersnot. 8 Millionen 
Menschen betroffen. 
1969-1974 Gao Mali, 
Sahelzone, Afrika 
Dürre und politische Auseinandersetzungen führen zu 
Hunger und Krankheiten.  
1972 Nagpur, Indien Hitzewelle mit über 40°C über mehrere Monate. Schwere 
Schäden in der Landwirtschaft 
1984-1985 Mekele, Äthiopien Langanhaltende Dürre und Krieg führen zu Hungersnöten in 
mehreren afrikanischen Staaten. Am schwersten ist 
Äthiopien betroffen. 
1992 Bulawayo, 
Simbabwe 
Dürre und Hungersnot betreffen 30 Millionen Menschen. 
1994 Grafton, 
Neusüdwales, 
Australien 
90% der Weizenernte gehen durch Dürre verloren. 
 
Der ungünstige Trend bei der Entwicklung der Häufigkeiten von Naturkata-
strophen in der jüngsten Vergangenheit betraf nicht nur den Wassermangel mit 
seinen Folgen Dürre und Brand, sondern auch die bereits besprochenen natürli-
chen Risiken Sturm oder Hochwasser. Die Entwicklung legt die Vermutung 
nahe, daß prinzipielle Änderungen der Rahmenbedingungen auf der Erde statt-
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finden, die dieser Entwicklung Vorschub leisten. Hierbei steht zuallererst die 
Frage, ob und inwieweit der Mensch eine Veränderung des Klimas auf der Erde 
zu verantworten hat. 
 
Wassermangel 2025
Kein Wassermangel
Wirtschaftlicher Wassermangel
Physikalischer Wassermangel
Keine Angaben  
Abb. 14: Staaten mit Wassermangel ab 2025 78 
 
1.2.10 Klimawechsel 
 
Wir wissen heute, daß das Klima auf der Erde in der Vergangenheit einem stän-
digen Wechsel unterworfen war. Vor ca. 65 Millionen Jahren war das Klima auf 
der Erde deutlich wärmer und vor 55 Millionen Jahre wurde ein Maximalwert 
erreicht (Abb. 15). Es existierten keine Polareiskappen. Dagegen reichten sub-
tropische Wälder bis in diese Regionen 287. Die Vorgänger von Alligatoren leb-
ten bis zu einer geographischen Höhe von Grönland. Die Bodentemperatur der 
Ozeane, die heute etwa 4°Celsius entspricht, erreicht damals 17°C 84. Es exi-
stierte nahezu kein Temperaturgradient zwischen dem Äquator und dem Nord- 
bzw. Südpol. Man darf allerdings nicht vergessen, daß die Landverteilung da-
mals auf der Erde anders war als heute. Zwar existierten die Kontinente bereits, 
aber die Größe und Lage der Landmasse und der Meere änderte sich seitdem 
erheblich. Vor etwa 60 Millionen Jahren spalteten sich die Antarktis und Au-
stralien. Damit entstand ein Meer, welches durch seine Strömungen anfing, die 
Antarktis zu kühlen. Parallel dazu prallte Afrika auf Europa und Indien auf 
Asien. Dies führte zu neuen Gebirgen, den Alpen und dem Himalaja und 
gleichzeitig zu einer Öffnung der Ozeane und einer Absenkung des Meeres-
spiegels. Damit erhöhte sich die Landfläche auf der Erde. Dies hatte eine Ab-
kühlung der Erde zur Folge, da die Landmasse die Wärme deutlich schlechter 
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speichern konnte als die Ozeane. Außerdem vermutet man, daß durch die Bil-
dung von Kohle und Erdöllagerstätten Kohlenstoff aus dem biologischen 
Kreislauf entzogen wurde und sich damit der Anteil der Treibhausgase in der 
Atmosphäre verringerte 287. Von vor 55 Millionen Jahren bis vor 35 Millionen 
Jahre gab es deshalb eine deutliche Abkühlungsphase auf der Erde. Es bildeten 
sich Polkappen. Anschließend gab es wieder eine Erwärmungsphase bis vor 
etwa 14 Millionen Jahre. Von dieser Zeit bis vor etwa 18.000 Jahren gab es eine 
stetige Abkühlung. Die Polkappen waren etwa dreimal so groß wie heute. An-
schließend stieg die mittlere Temperatur auf der Erde wieder an. Vor ca. 10.000 
Jahren wurde eine mittlere Temperatur erreicht, die vergleichbar ist mit der 
Temperatur vor ca. 2,5 Millionen Jahren.  
 
Basierend auf den Messungen an Jahresringen von Bäumen, von Korallenrif-
fen, von Eisbohrungen, und, soweit vorhanden, historischen Angaben kann 
man die klimatischen Verhältnisse der letzten etwa 20.000 Jahre relativ gut be-
urteilen. Im Vergleich zu den Schwankungen der letzten Millionen Jahre ist die 
mittlere Temperatur in diesem Zeitraum relativ konstant. Allerdings gab und 
gibt es immer wieder Schwankungen. So zeigte sich, daß in der nördlichen He-
misphäre gewisse Temperaturzyklen alle 700 bis 1.600 Jahre auftraten. 429 
 
Eine zeitliche Darstellung der Änderung der mittleren Temperatur der nördli-
chen Hemisphäre für die letzten 2.000 Jahre zeigt Abb. 16. Da diese Angaben 
natürlich mit einer erheblichen Unsicherheit verbunden sind, wurde der 95% 
Vertrauensbereich mit angegeben (grauer Bereich). Dort wird auch die ab 1450 
einsetzende sogenannte kleine Eiszeit sichtbar, die z.B. dazu führte, daß die 
Ostsee in großen Bereichen im Winter zufror. Die Wikinger mußten damals 
Stützpunkte in Grönland aufgeben 287.  
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Abb. 15: Mittlere Erdtemperatur in den letzten 65 Millionen Jahren in loga-
rithmischer Darstellung 287 
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Abb. 16: Änderung der Mittleren Temperatur der nördlichen Hemisphäre in 
den letzten Zweitausend Jahren 174 
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In Abb. 16 ist aber auch eine seit etwa 50 Jahren stattfindende relativ schnelle 
Änderung der Temperatur der nördlichen Hemisphäre erkennbar. Basierend 
auf den vorliegenden Daten hat man in den letzten tausend Jahren bisher keinen 
so schnellen Temperaturanstieg beobachten können.  
 
Vermutlich waren die 90er Jahre des 20. Jahrhunderts die wärmste Dekade im 
letzten Jahrtausend und 1998 das wärmste Jahr des Jahrtausends. Die mittlere 
Oberflächentemperatur auf der Erde ist in den letzten 100 Jahren um etwa 
0,6 °C ± 0,2°C gestiegen. 174 
 
Betrachtet man die Temperaturen jahreszeitenabhängig, erhält man etwas an-
dere Ergebnisse, die diese prinzipielle Entwicklung aber bestätigen. So haben 
Untersuchungen gezeigt, daß der Sommer des Jahres 2003 etwa zwei Grad über 
der langjährigen Durchschnittstemperatur der entsprechenden Monate in Eu-
ropa der Jahre 1901 bis 1995 lag. Vermutlich war der Sommer der heißeste seit 
dem Jahre 1500. Der zweitheißeste Sommer der letzten 500 Jahre war wahr-
scheinlich der Sommer des Jahres 1757, der nur 0,4 Grad unter der Durch-
schnittstemperatur des Sommers des Jahres 2003 lag. Etwa ab 1750 bis zur 
Mitte des 19. Jahrhunderts gab es eine ganze Serie von warmen Sommern. Im 
Gegensatz dazu begann das 20. Jahrhundert relativ kühl. Ab 1923 bis 1947 
zeigte sich eine erste Erwärmungsphase. Diese Phase ist etwa vergleichbar mit 
der Erwärmungsphase zwischen 1731 und 1757. An die Erwärmungsphase von 
1923 bis 1947 schloß sich eine Abkühlungsphase etwa bis 1977. Seit dieser Zeit 
wird eine beispiellose Erwärmung von 0,7 ± 0,2 Grad pro Jahrzehnt beobachtet. 
Diese Entwicklung hat von 1993 bis 2003 zum Jahrzehnt mit den heißesten 
Sommern geführt. 72 
 
Für die Winter in Europa lassen sich vergleichbare Aussagen treffen. So wer-
den die Winterhalbjahre zwischen 1973 und 2002 als die wärmste 30-Jahre-
Phase seit 1500 eingestuft. Die Auswirkungen der warmen Winter auf die Häu-
figkeit von Stürmen in Europa wurden bereits erwähnt. Eine Ausnahme bei den 
warmen Wintern bildet der Winter 2002/2003. Dieser war ca. 0,5 Grad kälter 
als der Durchschnitt zwischen 1901 und 1995. Der kälteste Winter im Rahmen 
der verfügbaren Daten ereignete sich 1708/1709 in Europa. 72 
 
Aber die bisherige Angabe von Temperaturen ist nur eine Möglichkeit, die Er-
wärmung der Erdatmosphäre zu belegen. Ein weiterer Parameter ist z.B. das 
Eisvolumen auf der Erde. Dieses hat seit 1960 etwa um 10% abgenommen 174. 
Auch andere klimatische Effekte wurden beobachtet. So hat man festgestellt, 
daß die vier stärksten El Niño’s des letzten Jahrhunderts in den letzten 20 Jahren 
auftraten. Dazu heißt es in der National Geographic: „… the past 20 years are 
different from the previous 30“96. Allerdings existieren aber auch schriftliche 
Zeugnisse über El Niño’s seit mindestens 1525. Wissenschaftler vermuten, daß 
es seit mindestens 13.000 Jahren El Niño’s in Peru gibt 96. 
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Abb. 17: Das Bild oben zeigt den großen Aletschgletscher vom Konkordiaplatz 
talwärts 2003. Der längste und massereichste Alpengletscher hat seit 1877 an 
der Einmündung des Grüneggfirns etwa 100 m Dicke verloren. Dies wird be-
sonders im unteren Bild deutlich, welches die Konkordiahütte in ca. 2750 m 
Höhe und die Lage der Eisoberfläche des Gletschers 1877 und 2003 zeigt. 227 
(siehe auch 356) 
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Bis heute dauert der Streit darüber an, ob es sich bei der Erwärmung um einen 
anthropogenen Temperaturanstieg handelt. Und auch wenn, wie wir festgestellt 
haben, die mittleren Temperaturen auf der Erde vor einigen Millionen Jahren 
deutlich höher lagen, so ist dieser Fall nicht mit den heutigen Verhältnissen 
vergleichbar. Die Meere haben völlig andere Strömungsverhältnisse, der Be-
wuchs der Kontinente ist ein anderer und auch die Atmosphäre ist eine andere. 
Gerade hier macht sich der Einfluß des Menschen besonders bemerkbar.  
 
Die Beschreibung der klimatischen Veränderungen auf der Erde im kurz- und 
mittelfristigen zeitlichen Rahmen ist eine der schwierigsten zur Zeit auf der 
Erde bearbeiteten Forschungsprojekte. Die größten Computer arbeiten an 
Wettersimulationen. Die Problematik entzieht sich einer einfachen Beschrei-
bung. Die Modelle müssen das Verhalten der Ozeane als Puffer für Kohlendi-
oxid ebenso beschreiben, wie die Menge des Eises am Nord- und Südpol. Eine 
der möglichen Theorien besagt, daß durch das schmelzende Eis Süßwasser in 
die Arktische See eingespeist wird. Dadurch wird das den Golfstrom antrei-
bende kalte, salzhaltige Wasser des Golfstromes verdünnt. Wird der Golfstrom 
abgeschwächt oder bricht zusammen, so hat das weitreichende Konsequenzen 
für das Klima in Europa und den Tropen. Zur Zeit ist eine Abnahme der polaren 
Eismenge und des Salzgehaltes der Arktischen See zu beobachten. Letzte Mel-
dungen der NASA bestätigen sogar, daß die Geschwindigkeit des Rückganges 
der Arktischen Eismenge zugenommen hat. Weitere Theorien zur Beschrei-
bung des Klimawandels berücksichtigen neben den atmosphärischen und ozea-
nischen Verhältnissen auch das Vulkangeschehen auf der Erde, die Lage der 
Querachse der Erde oder die Sonnenaktivitäten. 229 
 
Trotz der Komplexität der Fragestellung kommt man nicht umhin festzustellen, 
daß noch niemals in der Geschichte, soweit Daten vorliegen, ein derartig 
schneller Anstieg der Temperaturen beobachtet werden konnte. Und es steht 
außer Zweifel, daß der Mensch durch die massenhafte Verbrennung fossiler 
Brennstoffe auf der Erde klimatische Veränderungen hervorruft. Prognosen für 
die weitere Temperaturentwicklung der nächsten 100 Jahren liegen bereits vor 
(Abb. 18). Der dabei erkennbare weitere deutliche Temperaturanstieg wird er-
hebliche Auswirkungen auf den Meeresspiegel haben (Abb. 18). Die Konse-
quenzen dieses Anstieges um etwa ½ Meter sind grob in Tab. 20 zusam-
mengefaßt. Es zeigt sich, daß mehrere Millionen Menschen von den steigenden 
Meeresspiegel betroffen sein werden. Allgemein kann man sogar feststellen, 
daß etwa 1/5 der Erdbevölkerung innerhalb eines Küstenabstandes von 30 km 
lebt 129. Die meisten Megastädte der Welt sind Küstenstädte oder liegen in der 
Nähe zum Meer und wären also von einem Meeresanstieg direkt betroffen. 
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Abb. 18: Prognose der mittleren Oberflächentemperatur 174 
 
Neben dem Anstieg des Meeresspiegels wird in anderen Regionen der Welt 
eine Verknappung des Wassers zu beobachten sein. Dieser Wassermangel wird 
vermutlich nicht nur zur Einschränkung der Industrieproduktion, sondern auch 
zu Dürresituationen in einigen Regionen oder Ländern führen. Und bei der 
Thematik Dürre war fast immer gleichzeitig auch von Hungersnöten die Rede 
gewesen. 
 
 
Tab. 20: Verlust von Landfläche durch einen Meeresanstieg von 0,5 m für Nord-
amerika und Japan, 0,6 m für Indonesien und 1 m für die restlichen Staaten 2 
 
 Flächenverlust  Betroffene Bevölkerung 
 km2 % Millionen % 
Ägypten   2.000 < 1    8  11,7 
Senegal   6.000    3,1    0,2    2,3 
Nigeria      600 < 1 > 3,7    3 
Tansania   2.117 < 1 -  
Belize   1.900    8,4    0,07  35 
Guyana - -    0,6  80 
Venezuela   5.700    0,6    0,06 < 1 
Nordamerika 19.000 < 1 - - 
Bangladesh 29,846  20,7  14,8  13,5 
Indien    5.763    0,4    7,1    0,8 
Indonesien 34.000    1,9    2,0    1,1 
Japan    1.412    0,4    2,9    2,3 
Malaysia    7.000    2,1 > 0,05 > 0,3 
Vietnam  40.000  12,1  17,1  23,1 
Niederlande    2.165 6,7   10  67 
Deutschland - -     3,1    4 
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1.2.11 Hungersnöte 
 
Unter Hungersnöten versteht man zeitlich begrenzte Situationen des spürbaren 
Mangels an Nahrungsmitteln für große Teile der Bevölkerung 1, 215. Mangel an 
Nahrungsmitteln in einzelnen sozialen Schichten über längere Zeiträume wird 
nicht als Hungersnot angesehen. Ein Beispiel für letzteres findet man heutzu-
tage in Brasilien. Man geht davon aus, daß in Brasilien rund ein Viertel der Be-
völkerung nicht über genügend Lebensmittel verfügt 391. In Ghana gelten mehr 
als 30 % der Bevölkerung als unterernährt 179. Im Gegensatz zu dieser zeitlich 
invarianten Aussage lassen sich Hungersnöte zeitlich klar eingrenzen. In der 
Schweiz konnte man historische Hungernöte in den Jahren 1438, 1530, 1571-
1574, 1635-1636, 1690-1694, 1770-1771, 1816-1817 schriftlich belegen 249, 214. 
Hungersnöte werden als eine der Hauptkrisen der vorindustriellen Gesellschaft 
angesehen und traten vermutlich häufiger auf, als es die Jahreszahlen doku-
mentieren 1, 215. Zum einen wurden Hungersnöte in der Regel erst seit dem Mit-
telalter schriftlich überliefert und zum zweiten waren viele Hungersnöte räum-
lich begrenzt. Angaben über Hungersnöte aus früheren Zeiten, basierend auf 
der systematischen Untersuchung von Skeletten, waren bisher wenig erfolg-
reich. 
 
Aber auch im letzten Jahrhundert traten Hungersnöte auf. Erinnert sei hier nur 
an die Kartoffelpest in Irland zu Beginn des 20. Jahrhunderts. Man vermutet, 
daß über eine Million Menschen verstarben. Mehrere Millionen Menschen 
wanderten aus. In den letzten Jahren wurde in den Medien von Hungersnöten in 
Nordkorea oder in Simbabwe berichtet. Die Food and Agriculture Organization 
der Vereinigten Nationen gab 2003 an, daß knapp 850 Millionen Menschen auf 
der Erde unterernährt sind. In vielen Ländern sind vor allem Kinder von der 
Unterernährung betroffen, so z.B. im Sudan. Schwere Unterernährung bei Kin-
dern wird gemäß der WHO als „Weight for Height“ (W/H) von weniger als 70 
Prozent und/oder ein altersabhängiger mittlerer Oberarmumfang von weniger 
als 110 Millimeter und/oder das Vorhandensein von Ödemen definiert. Als 
Folge der Unterernährung treten bei den Kindern Ödeme an Füßen, Beinen und 
im Gesicht auf. Die Haut ist brüchig und Haare können ohne Schmerzen ausge-
zogen werden. Bei stark reduziertem Fett- und Muskelgewebe treten Rippen, 
Wirbelsäule und Scapula deutlich hervor. Schwer unterernährte Kinder be-
kommen das Erscheinungsbild von alten Menschen. 416 
 
Die Frage, ob Hungersnöte ein natürliches Risiko sind, läßt sich nicht eindeutig 
beantworten. In der Regel waren Ernteausfälle oder Mißernten Auslöser für 
Hungersnöte 1, 215. Mißernten müssen aber nicht zwangsläufig zu einer Hun-
gersnot führen. Im Anschluß an eine Mißernte wurde auf Grund der Verknap-
pung oft ein Anstieg der Preise beobachtet, was wiederum zu sinkenden Absät-
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zen und Entlassungen in anderen Bereichen führte 1, 215. Die Hungersnöte in der 
Schweiz 1770-1771 250 und 1816-1817 wurden ganz wesentlich durch kon-
junkturelle Einbrüche in der Textilindustrie mitverursacht. Damit waren weiten 
Teilen der Bevölkerung Einnahmen verschlossen, die zum Erwerb der preislich 
steigenden Nahrungsmittel notwendig gewesen wären. Zusammenfassend 
kann man feststellen, daß Naturunbilden zwar häufig Auslöser von Hungers-
nöten waren, aber der Aufbau der menschlichen Gesellschaft einen nicht uner-
heblichen Anteil an der Entwicklung von Hungersnöten hatte. 214 
 
Die engen Verbindungen zwischen den verschiedenen Arten der Risiken zeigt 
auch das folgende Beispiel. 
 
 
1.3 Technische Risiken 
1.3.1 Staubauwerksversagen 
 
Am 7. August 1975 versagte nach mehr als 26 Stunden sintflutartigen Regens 
der Banqiao Damm in Zentral China in der Provinz Henan inklusive weiterer 
Dämme, wie z. B. dem Shimantan Damm. Dabei wurden 600 Millionen m3 
Wasser freigegeben, die sich mit einer Geschwindigkeit von ca. 50 km/h über 
die dahinter befindlichen Täler und Ebenen bewegten. Nach chinesischen An-
gaben starben innerhalb der nächsten 24 Stunden ca. 85.000 Menschen. Infolge 
des Hungers und der Ausbreitung von Krankheiten als Folge der Überschwem-
mung starben noch einmal 145.000 Menschen. Sollten die Angaben korrekt 
sein, ist die Henan-Katastrophe hinter den Sturm- und Überschwemmungs-
schäden 1970 in Bangladesh und dem Tangshan-Erdbeben von 1976 die dritt-
größte registrierte zivile Katastrophe im 20. Jahrhundert. Sie gilt als die größte 
erfaßte technische Katastrophe aller Zeiten 231. 
 
Deutlich erkennbar ist in diesem Beispiel die Verbindung von natürlichen und 
technischen Risiken. Außerdem werden die sekundären bzw. indirekten Aus-
wirkungen einer Katastrophe sichtbar. Derartige Auswirkungen werden auch 
als Folgekatastrophen bezeichnet. In diesem Fall waren die sekundären Aus-
wirkungen die anschließende Hungersnot und die unzureichende medizinische 
Versorgung. Der Umfang dieser sekundären Auswirkungen war größer als die 
Opferanzahl bei der direkten Katastrophe, dem Dammversagen. Eine sekun-
däre Auswirkung von Zerstörungen ist z. B. die beschränkte Erreichbarkeit von 
Regionen nach Naturkatastrophen. So gibt es in Japan Untersuchungen über die 
Auswirkung des Einsturzes von Brücken auf die Erreichbarkeit von durch Erd-
beben zerstörten Regionen 191.  
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Die Auswirkungen des Versagens von Dämmen wie beim o. g. Beispiel lassen 
sich aber nicht verallgemeinern. Üblicherweise hat das Versagen von Dämmen 
keine so gewaltigen Ausmaße: Von 1960 bis 1996 versagten von ca. 23.700 
Dämmen in den USA 23 Dämme 231. Dabei waren 318 Todesopfer zu beklagen. 
Das jüngste Beispiel für einen Dammbruch ereignete sich am 7. Juni 2002 in 
Syrien mit 22 Toten, aber mindestens 3.800 Obdachlosen. Eine sehr umfang-
reiche Zusammenstellung von Opferanzahlen beim Versagen von Staubauwer-
ken zeigt Tab. 21 307. 
 
Eine besondere Katastrophe mit einem Staubauwerk ereignete sich 1963 in 
Vajont in Italien. Durch starke Regenfälle wurde eine gewaltige Böschungsrut-
schung ausgelöst. Das in Bewegung geratene Material dürfte ein Volumen von 
2 km × 1 km × 150 m besessen haben. Diese Masse rutschte mit hoher Ge-
schwindigkeit in einen Stausee und führte zu einer Flutwelle von über 70 Me-
tern. Diese Flutwelle forderte in den umliegenden Ortschaften ca. 2.500 Todes-
opfer. 307 
 
Neben dem Versagen von Dämmen bergen diese Bauwerke aber auch ein Ri-
siko durch die Erfüllung ihrer Aufgabe. 1950 existierten weltweit 5.000 Däm-
me mit einer Kronenhöhe von mehr als 30 m. Im Jahre 2000 gab es über 45.000 
solcher Dämme weltweit. Dadurch verändern Dämme ganze Landschaften. So 
mußten für drei Dämme am Jangtse in China zwei Millionen Menschen umge-
siedelt werden. Zur Zeit findet eine wissenschaftliche Diskussion darüber statt, 
ob durch die Wassermassen an großen Dämmen Erdbeben ausgelöst werden 
können. 195 
 
Tab. 21: Versagen von Staubauwerken 307 
 
Dam Land Unfalljahr Anzahl Opfer 
Puentes Spanien 1802 680 
Dale Dyke Dam Großbritannien 1864 250 
Qued-Fergoug Algerien 1881 200 
South Fork bei Johnstown USA 1889 2.209 
Bouzey Frankreich 1895 100 
Austin USA 1910 100 
Saint Francis USA 1928 500 
Möhne Deutschland 1943 1.200 
Vega de Tera Spanien 1959 400 
Malpasset Frankreich 1959 400 
Vratsa Bulgarien 1966 600 
Rapid City USA 1972 250 
Macchu-Erddam  Indien 1979 2.500 
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Abb. 19: Katse-Staudamm in Lesotho während der Errichtung, 1995 
 
1.3.2 Deponien 
 
Dämme dienen der Rückhaltung von Wasser. Auch Deponien dienen der Rück-
haltung und räumlichen Fixierung von Material. In der Regel handelt es sich bei 
dem zurückgehaltenen Material um Abfälle. Die Abfallmenge betrug 1983 in 
den alten Bundesländern 30 Millionen Tonnen bzw. eine halbe Tonne pro Ein-
wohner und Jahr 259. In den USA stieg die Abfallmenge von 0,5 Millionen Ton-
nen pro Jahr während des II. Weltkrieges auf ca. 300 Millionen Tonnen pro Jahr 
1993 125. Zwar stieg auch in Deutschland die Abfallmenge bis 1993 weiter auf 
43 Millionen Tonnen 259, aber die Menge pro Kopf pro Einwohner und Jahr 
blieb etwa konstant. Die Menge des Sondermülles konnte im letzten Jahrzehnt 
trotz strengerer Definitionen in Deutschland deutlich gesenkt werden.  
 
Sondermüll und Abfall im allgemeinen enthalten häufig toxische Substanzen. 
In Deutschland ist der Bau von Deponien zur Lagerung von Abfall, z.B. von 
sogenannten Hochsicherheitsdeponien oder Dichtbarrieren, in den 80er und 
90er Jahren intensiv untersucht worden 157. Ende der 80er Jahre mußte die Bun-
desrepublik Deutschland Abfall zur Entsorgung ins Ausland exportierten, da 
die Kapazitäten zur Verbrennung und Deponierung von Sonderabfällen unzu-
reichend waren 157. Seit Mitte der 80er Jahre ist man darum bemüht, die Menge 
der deponierten Abfälle zu verringern. Man geht heute davon aus, daß ein Drit-
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tel des Abfalls durch Müllverbrennung oder Recycling beseitigt wird. Dies gilt 
gleichermaßen für die USA wie für Deutschland 259, 125. Parallel dazu wird es 
insbesondere in dicht bevölkerten Regionen immer schwieriger, neue Depo-
nien anzulegen. In Deutschland sind neue Mülldeponien für Siedlungsabfall 
nicht mehr genehmigungsfähig. Reststoffe müssen in Zukunft zunehmend 
durch Trennung, Verbrennung, Vergasung, Hydrierung und biologische Ver-
fahren endgelagert werden 259.  
 
Trotzdem existieren heute in den alten Bundesländern über 3.000 Deponien. 
Der überwiegende Anteil davon sind sogenannte Bauschutt- und Bodenaus-
hubdeponien (2.700) und nur knapp 300 Deponien sind Hausmülldeponien 299. 
Bei einem Drittel der Anlagen erfolgt keine Behandlung von Deponiegasen. 
Nur bei knapp 20 % der Anlagen wird das Sickerwasser gereinigt, bei 7 % der 
Anlagen wird das Sickerwasser nicht aufgefangen oder gereinigt, sondern ge-
langt unkontrolliert in den Boden 299. Die restlichen Anlagen leiten das Sicker-
wasser in die kommunale Abwasserreinigung. Auf dem Gebiet der DDR ver-
mutet man über 10.000 Müllkippen, wobei 1990 noch ca. 6.000 verwendet 
wurden. Davon verdienen nur ca. 120 den Begriff einer Deponie 299. Allerdings 
muß auch hier von unzureichenden Abdichtungen ausgegangen werden. 
 
Aber auch in den alten Bundesländern waren in den 70er Jahren die Begriffe 
Abfalltrennung, Deponiebasisabdichtung, Sickerwassererfassung, Entgasung 
oder Kontroll- und Nachsorgemaßnahmen den Deponieplanern noch fremd 157. 
Heute existieren mehrere Systeme von verschiedenen Herstellern zur Ausbil-
dung von Hochsicherheitsdeponien z.B. mit sogenannten Multibarrieresyste-
men, die eine hohe Sicherheit während der Lebens- bzw. Nachsorgedauer 
gewährleisten. Die Nachsorgedauer ist gesetzlich geregelt 299. Man sieht Depo-
nien nicht mehr als passive Ablager an, sondern versteht sie als Reaktoren, in 
denen in der Regel chemische und biologische Prozesse stattfinden. Die Le-
bensdauer der Deponien schätzt man auf 30 bis 100 Jahre 299. 
 
Trotzdem ist auch hier ein hundertprozentiger Schutz nicht möglich. Angaben 
zu zulässigen Risiken lassen sich z.B. bei den Anforderungen an Dichtbarrieren 
aus Beton finden. Bei der Planung der Dichtbarrieren für den Umgang mit was-
sergefährdenden Stoffen geht man von einer jährlichen mittleren Wahrschein-
lichkeit für den Austritt von Stoffen aus einer Primärbarriere von 10-4 pro Jahr 
aus. In Abhängigkeit von einer Schutzklasse wird ein akzeptables Risiko fest-
gelegt (Tab. 22) 190, 432: 
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Tab. 22: Akzeptabler Mengenaustritt von wassergefährdenden Stoffen 190 
 
Schutzklasse Schutzbedürftigkeit des Bodens und der Gewässer Akzeptables Risiko 
1 Mindere Schutzbedürftigkeit (z.B. vorbelasteter Boden) 1 m3/100 Jahre 
2 Normale Schutzbedürftigkeit 1 m3/10.000 Jahre 
3 Besondere Schutzbedürftigkeit  
(z.B. ein Trinkwassereinzugsgebiet) 
1 m3/100.000 Jahre 
 
Daneben muß natürlich die Gefährdungsklasse des ausgetretenen Stoffes be-
rücksichtigt werden. Die Gefährdungsklasse berücksichtigt die Toxizität und 
die Migrationfähigkeit des Stoffes. Für die Beschreibung der Toxizität wird 
häufig die sogenannte Median Letal Dosis (LD50) verwendet. Das ist diejenige 
Dosis eines Stoffes, bei der 50 % der Betroffenen versterben. Dabei wird die 
Toxizität für Säugetiere, Fische und Bakterien unterschieden.  
 
Im Jahre 1998 wurden in Deutschland ca. 2.700 Fälle des unkontrollierten Aus-
trittes von sogenannten wassergefährdenden Stoffen registriert. Ca. 900 Fälle 
des Austrittes erfolgten bei der Lagerung. Unter wassergefährdenden Stoffen 
versteht man Substanzen, die in der Lage sind, Gewässer zu verunreinigen und 
die Eigenschaften der Gewässer zu verändern. Gelangen solche Stoffe in die 
Umwelt, so muß man von einer Gefährdung oder Schädigung von Menschen 
ausgehen. 
 
Konkrete Beispiele für den unkontrollierten Austritt von Abfällen werden im 
Abschnitt Bergbau beschrieben. Beim Bergbau entstehen große Mengen an 
Abraum, die oft giftige Substanzen enthalten und entsprechend ihrer Gefähr-
dung deponiert werden müssen. Dazu werden die Abfälle in Seen gelagert, die 
häufig durch künstliche Dämme eingegrenzt werden. Zwei Beispiele im Ab-
schnitt Bergbau beschreiben die Folgen des Versagens solcher Dämme und 
damit die Folgen der unkontrollierten Massebewegung des Abraums.  
 
1.3.3 Bauwerksversagen 
 
Der Einsturz eines Damms ist ein Sonderfall des Einsturzes von Bauwerken. 
Grundsätzlich kann der Einsturz von Bauwerken auf zwei Ursachen zurückge-
führt werden: Extrem hohe Belastungen, die auch als außergewöhnliche Ein-
wirkungen bezeichnet werden, und menschliche Fehler. Das Versagen von 
Bauwerken ohne außergewöhnliche Einwirkungen tritt im allgemeinen in den 
entwickelten Industriestaaten sehr selten auf. Gelegentlich finden sich Presse-
meldungen über den Einsturz von Wohngebäuden auf Grund von Baufehlern in 
Entwicklungsländern. Hier wären der Einsturz eines zehnstöckigen Hochhau-
ses in der Türkei am 3. Februar 2004, der Einsturz eines 20 Jahre alten Gebäu-
des nach einem Brand in Kairo in Ägypten am 27. Januar 2004 oder der Ein-
sturz eines Schwimmbades in Moskau am 16. Februar 2004 mit mindestens 25 
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Todesopfern zu nennen. Aber auch Einstürze unter extremen Belastungen fin-
den sich in der jüngeren Vergangenheit: So der Einsturz zahlreicher Häuser 
nach einem Erdbeben in Marokko am 25. Februar 2004, der Einsturz von Bau-
werken mit Todesfolgen in Neuguinea nach einem Erdbeben am 6. Februar 
2004 oder das schwere Erdbeben von Bam im Iran am 4. Januar 2004.  
 
Insbesondere das Erdbeben von Bam im Iran hatte verheerende Auswirkungen. 
70 % der Häuser der Stadt wurden zerstört und zwischen 30.000 und 40.000 
Menschen verstarben. Bereits bei der Problematik Erdbeben wurde auf den 
deutlichen Unterschied der Schäden bei vergleichbaren Erdbeben in industria-
lisierten Ländern und Entwicklungsländern hingewiesen. Die Erdbebenstärke 
von 6,9 führte im wesentlichen durch die geringe Bauwerksqualität zu den gro-
ßen Schäden 276. Man hüte sich allerdings davor anzunehmen, daß in den ent-
wickelten Industrieländern keine Bauwerkseinstürze auftreten könnten. 
 
Beispielhaft sei hier nur der zweimalige Einsturz der Halstenbeker Sporthalle in 
der Nähe von Hamburg in den Jahren 1997 und 1998 genannt. Dieses Bauwerk 
wurde inzwischen auch schon unter dem Namen Knickei bekannt. Das Ver-
sagen dieses Bauwerkes ist nicht auf eine extreme Belastung zurückzuführen 
202. Großes Aufsehen erregte der Teileinsturz des neuen Terminals am Flugha-
fen Paris im Frühjahr 2004, wobei die Ursache bei Drucklegung noch nicht 
endgültig geklärt war. 
 
Ein zweites Beispiel aus Deutschland ist der Rückbau einer Autobahnüberfüh-
rung am Autobahndreieck Oranienburg. Noch während der Bauphase der Brük-
ke zeigte sich eine ungenügende Betonqualität. Die mangelnde Betonqualität 
konnte später auf die versehentliche Verwendung von Weichmacher anstelle 
eines geplanten Betonzusatzmittels zurückgeführt werden. Der Überbau der 
Brücke mußte vor der Verkehrsfreigabe gesprengt und erneut erstellt werden. 36  
 
Das in Abb. 20 dargestellte schiefe Haus ist jedoch nicht auf eine mangelnde 
Bauausführung zurückzuführen, sondern auf die ungünstig verlaufene Spren-
gung des Gebäudes. 
 
Es sind sich alle Beteiligten darüber einig, daß menschliche Fehler bei der Pla-
nung und Errichtung von Bauwerken entstehen. Das gilt für die Herstellung 
aller technischer Produkte. Menschliche Fehler sind aber in den Planungen und 
Berechnungen selbst nur schwer abzubilden, weshalb in Normen ausdrücklich 
darauf hingewiesen wird, daß Bauwerke durch Fachpersonal zu planen und zu 
erstellen sind 91. Betrachtet man allerdings die Zustände auf den Baustellen, so 
sind diese Anforderungen heutzutage oft nicht erfüllt. Häufig sind die Bauleute 
nicht der Landessprache mächtig und können damit auch nicht die Pläne oder 
die Beschriftung von Bauplänen oder -teilen lesen. Diese Entwicklung dürfte 
kaum zur Verringerung der Baumängel beitragen. 
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Die überwiegende Zahl der Baumängel in Deutschland wird durch menschliche 
Fehler verursacht 316. Bei einer Untersuchung von 800 Bauschäden konnten 
verschiedene Ursachen aufgezeigt werden, die in Tab. 23 zusammengefaßt 
sind. Nur 6 % der Bauschäden sind auf unbekannte Einflüsse, wie z.B. eine ex-
treme Belastung, zurückzuführen. Aber über ein Drittel der Fehler lassen sich 
mit Nachlässigkeit und Sorglosigkeit begründen. Berücksichtigt man aller-
dings den in den letzten Jahren massiv gestiegenen Wettbewerbsdruck, so ist es 
nicht verwunderlich, daß Schäden durch Sorglosigkeit entstehen. Und auch die 
ca. 30 % der Fehler durch mangelnde Kenntnisse erstaunen nicht. Durch den 
Einsatz schlecht ausgebildeter, aber billiger Arbeitskräfte steigt die Anzahl der 
Fehler. Diese Erkenntnis gilt nicht nur im Bereich des Bauwesens, sondern 
wurde auch schon bei Untersuchungen in Krankenhäusern oder in Kernkraft-
werken gewonnen. 
 
Eine Aufteilung der Baufehler auf die einzelnen Entwicklungsetappen eines 
Bauprojektes ist in Tab. 24 dargestellt. Auch hier zeigt sich wieder der große 
Beitrag der Baufehler in der Errichtungsphase. Die 40 % Fehler des Entwurfs-
ingenieurs sind sicherlich nicht auf die schlechte Arbeit der Ingenieure zurück-
zuführen, sondern häufig auch auf Änderungen während der Planungs- und 
Bauphase, auf Kommunikationsprobleme während der Planung, da die Planung 
in Teile zerlegt wurde oder durch die Zuordnung der Fehler der Architekten auf 
die Ingenieure. Insgesamt aber sind die Werte zunächst erschreckend hoch. 
Diese auf den ersten Blick sehr hohen Werte werden jedoch durch die Einfüh-
rung von Prüfungen, also durch eine Überwachung erheblich verbessert. So 
wird die durch einen Entwurfsingenieur erstellte Statik geprüft. Auch die Aus-
führung wird in der Regel überwacht. Damit ergeben sich deutlich geringere 
Fehlerwerte, da die ursprüngliche Fehlerwahrscheinlichkeit und die Fehler-
wahrscheinlichkeit für die Überwachung vereinfacht miteinander multipliziert 
werden können: 
 
( | ) ( ) ( ) 0,1 0,1 0,01P I A P I P A= ⋅ = ⋅ =  
( | ) ( ) ( ) 0,1 0,4 0,04P I E P I P E= ⋅ = ⋅ =  
( | ) ( ) ( ) 0,1 0,5 0,05P I C P I P C= ⋅ = ⋅ = . 
 
Die Zahlen zeigen aber auch, daß selbst im optimistischsten Fall jedes zehnte 
Bauwerk schadhaft ist. Die meisten Schäden sind mit menschlichem Fehlver-
halten verbunden. Diese Tatsache läßt sich verallgemeinern. Menschliches 
Fehlverhalten ist eine latente Erscheinung, führt aber nicht zwangsläufig zu 
Unglücken oder Schäden. Gerade weil man weiß, daß menschliches Fehlver-
halten auftritt, entwickelte man in nahezu allen technischen Bereichen ausge-
klügelte Kontrollmechanismen.  
93 
 
 
Abb. 20: Das Schiefe Haus von Weimar, 2001 
 
Tab. 23: Ursachen von Bauschäden 316 
 
Ursachen der Bauschäden Anteil an den gesamten Fehlern 
Ignoranz, Sorglosigkeit, Fahrlässigkeit 37 % 
Mangelhafte Kenntnisse 27 % 
Unterschätzen von Einflüssen 14 % 
Vergeßlichkeit und Irrtümer 10 % 
Ungerechtfertigtes Verlassen auf andere   6 % 
Objektiv unbekannte Situation und Einflüsse   6 % 
 
Tab. 24: Wahrscheinlichkeit von Fehlern bei der Planung und Ausführung von 
Bauwerken 
 
Ereignis  P 
Irrtum des Architekten P(A) 0,1 
Irrtum des Entwurfsingenieurs P(E) 0,4 
Irrtum bei der Ausführung P(C) 0,5 
Irrtum der Überwachung P(I) 0,1 
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Bei dem Einsturz von Bauwerken unterscheidet man weiterhin zwischen dem 
Einsturz beim Bau und dem Einsturz während der Nutzung. Diese Einteilung ist 
zunächst einmal verwunderlich. Oft treten aber maximale Belastungen am 
Bauwerk während der Bauphase auf, z.B. wenn Brücken während der Bau-
phase von besonders schweren LKWs überfahren werden, weil ein Massen-
transport von einer Seite zur anderen Seite notwendig wird. Oft sind die Bela-
stungen auch maximal, weil die Tragkonstruktion noch nicht vollständig herge-
stellt sind und einige später tragende Bauteile noch nicht als solche wirken kön-
nen. Diese Tragfunktionen müssen dann andere Bauteile übernehmen. Im Be-
tonbau kommt hinzu, daß die Festigkeit des jungen Betons noch gering ist. 
Auch können Laststellungen existieren, die niemals wieder auftreten. Ein be-
sonders augenfälliges Beispiel ist das sogenannte Taktschieben von Brücken. 
Dazu wird an einer Seite eines Tales, über das eine Brücke gebaut werden soll, 
ein sogenannter Taktkeller errichtet. Ein Taktkeller ist nichts anderes als eine 
kleine Fabrik für die Herstellung eines Brückenüberbaues. In diesem Taktkeller 
wird der Brückenüberbau taktweise, meist im Wochenrhythmus hergestellt. 
Dann wird der hergestellte Brückentakt zusammen mit den bereits vorher her-
gestellten Brückentakten auf der Talseite des Taktkellers herausgeschoben. So 
wird der Brückenüberbau immer länger und wandert über die bereits fertigge-
stellten Brückenpfeiler. Jeder Brückenquerschnitt befindet sich damit einmal 
über einer Stütze und einmal über einem Feld. Die Biegebeanspruchungen sind 
dort jeweils entgegengesetzt. Ist die Brücke später einmal fertig, liegt der je-
weilige Brückenquerschnitt fest an seinem Platz und unterliegt keiner oder nur 
einer geringen veränderlichen Biegebeanspruchung. Die Belastung am Brük-
kenquerschnitt beim Verschieben wird niemals wieder in diesem Umfang auf-
treten. 
 
Daß das Versagen von Brückenbauwerken im Bauzustand historisch häufig 
beobachtet werden konnte, zeigt Tab. 25. Etwa ein Viertel aller erfaßten Brük-
keneinstürze ereignete sich während der Bauphase. Rechnet man das Versagen 
der Traggerüste dazu, welches ebenfalls in der Regel im Bauzustand erfolgt, so 
erhöht sich der Anteil noch auf fast die Hälfte aller Brückeneinstürze. Oft 
stürzten die Brücken auch erst bei der Probebelastung ein, wie einige in Tab. 26 
genannte Beispiele belegen. Ein weiteres Drittel der Einstürze ist auf extreme 
Einwirkungen zurückzuführen. Nur etwa ein Viertel der Einstürze ereignete 
sich während des regulären Betriebes. 338 
 
Neben der zeitlichen Einteilung der Einstürze eines Bauwerkes im Bauzustand 
und Nutzungszustand, können Brückeneinstürze auch hinsichtlich der stati-
schen Versagensart in Kategorien eingeteilt werden. Innerhalb dieser Eintei-
lung haben besonders sogenannte Stabilitätsprobleme in den letzten Jahrzehn-
ten zu einigen spektakulären Brückeneinstürzen geführt. Ende der 60er Jahre 
ereigneten sich gehäuft Brückeneinstürze von Stahlhohlkästen während der 
95 
Bauzeit. Es sei an dieser Stelle nur der Einsturz der 4. Wiener Donaubrücke 
1969, der Einsturz der Rheinbrücke Koblenz 1971, der Einsturz der Cleddau-
brücke Milford Haven 1970, der Einsturz der Westgate Brücke in Melbourne 
1970 und das Versagen der Stauseebrücke Zeulenroda 1973 erwähnt. 338 
 
Tab. 25: Unterteilung der Ursachen für das Versagen von Brücken 338 
 
lfd. Nr. Ursache Anzahl 
1 Versagen beim Bau 93 
2 Versagen im Betrieb ohne Fremdeinwirkung 86 
3 Versagen durch Schiffsstoß 48 
4 Versagen durch Einwirkungen des unterführten Verkehrs 16 
5 Versagen durch Einwirkungen des überführten Verkehrs 18 
6 Versagen durch Hochwasser und Eis 32 
7 Versagen durch Brand und Explosionen 15 
8 Versagen von Traggerüsten 48 
Summe  356 
 
Tab. 26: Historische Beispiele für das Versagen von Brücken 338 
 
Jahr Ort Bemerkungen 
1209 Old London Bridge, England Flußquerschnittseinengung führte zu großer 
Wasserdruckbelastung. 
1817 Dryburgh Abbey, Schottland Kettenhängebrücke wird durch Sturm zerstört. 
1820 Union Bridge, Berwick, Schottland Kettenhängebrücke wird durch Sturm zerstört. 
1830 Durham, England Kettenhängebrücke zeigt zu große Verformungen 
unter Verkehrslast. 
1830 Yorskshire, England Kettenhängebrücke wenige Monate nach 
Fertigstellung durch Kuhherde überlastet. 
1876 Ashtabula, USA Bei Schneesturm unter einem Zug versagt  
(80 Todesopfer). 
1887 Busseybrücke nahe Boston, USA Gitterfachwerkbrücke versagt unter einem Zug  
(26 Todesopfer). 
1891 Mönchstein, Basel, Schweiz Brücke stürzt bei Überfahrt eines Personenzuges ein 
(73 Todesopfer). 
1893 Chester, USA Zug überfährt Fachwerkbrücke beim Umbau  
(40 Todesopfer). 
1893 Louisville, USA Infolge Orkan stürzt der 165 m lange Überbau einer 
Fachwerkbrücke ein (22 Todesopfer). 
1907 Quebec, Kanada Fackwerkauslegerbrücke stürzt beim Bau ein  
(74 Todesopfer). 
1931 Bordeaux, Frankreich Hängebrücke stürzt bei Einweihungsfeier und 
Probebelastung ein (15 Todesopfer). 
1940 Frankenthal nahe Mannheim, 
Deutschland 
Versagen der Hubeinrichtung (42 Todesopfer). 
1948 Landungssteg bei Stresa, Italien Überlastung durch ca. 1.000 Menschen  
(12 Todesopfer). 
1962 Brücke bei Morace, Jugoslawien Einsturz der Brücke fordert 21 Todesopfer. 
1972 Naga City, Philippinen Brücke bei Prozession überlastet (145 Todesopfer). 
1977 Bundesstaat Assam, Indien Brücke versagt unter Personenzug (45 Todesopfer). 
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1982 Brücke über Brajmanbari, 
Bangladesch 
Brücke versagt unter überladenem Bus  
(45 Todesopfer). 
1970 Westgate, Melbourne, Australien Versagen durch Beulen (34 Todesopfer). 
1977 Puschkin-Brücke nahe Moskau, 
Sowjetunion 
Unzureichende Instandhaltung führt zum Einsturz 
(20 Todesopfer). 
1981 Brücke über Totora-Oropeska 
Fluß, Peru 
Bei Ausbesserungsarbeiten wird eine Hängebrücke 
überlastet und die Tragseile reißen (50 Todesopfer). 
1994 Sungsu-Fachwerkbrücke bei Seoul, 
Südkorea 
Konstruktive Fehler und Überlastung führen zum 
Einsturz (32 Todesopfer). 
 
Trotz der Aufzählung von Brückenbauwerken, die nicht ihren Zweck erfüllten, 
sind Brücken ein wichtiger Bestandteil der Infrastruktur. Brücken als Bau-
werke dienen der Bereitstellung von Wegen, um den Transport von Waren und 
Menschen zu erlauben. Als Transportmittel können verschiedene technische 
Lösungen verwendet werden, wie z.B. Eisenbahn, Schiffe oder Kraftfahrzeuge. 
Im folgenden soll das Risiko bei der Verwendung von Kraftfahrzeugen behan-
delt werden. 
 
1.3.4 Autoverkehr 
 
Die von der Menschheit wahrgenommene Natur ist tief geprägt durch die Ei-
genschaft der Bewegung. Im physikalischen Sinne ist Bewegung die Verände-
rung der gegenseitigen Lage von Körpern im Raum über die Zeit. Auch für den 
Menschen ist sie eine physische, psychische und soziale Notwendigkeit. Das 
wird schon allein durch die relative Masse des Bewegungsapparates im 
menschlichen Körper deutlich. Die Bewegungen, die ein Mensch aber heute 
ausführen kann, gehen weit über die Möglichkeiten des menschlichen Bewe-
gungsapparates hinaus. Transportmittel wie Flugzeuge, Schiffe, Kraftfahr-
zeuge oder Fahrräder stehen den Menschen für die Bewältigung großer Wege 
zur Verfügung. Eins der erfolgreichsten Transportmittel in Deutschland ist das 
Kraftfahrzeug. 
 
Am 1.1.2003 waren über 44,6 Millionen Personenkraftfahrzeuge in Deutsch-
land zugelassen 207. Die hohe Anzahl von Kraftfahrzeugen ist eng verbunden 
mit dem zunehmenden Motorisierungsgrad der Bevölkerung in den entwickel-
ten Industrieländern während der letzten Jahrzehnte. Der wirtschaftliche Erfolg 
in diesem Zeitraum führte zu einem wachsenden Ausstattungsgrad der einzel-
nen Haushalte an technischen Produkten und damit auch zu einem erhöhten ab-
soluten Aufkommen an Personenkraftfahrzeugen. Heute verfügen ¾ aller Pri-
vathaushalte über mindestens einen Pkw. Abb. 21 zeigt die Entwicklung des 
Personenkraftfahrzeugbestandes in Deutschland von 1914 bis 2003. Tab. 27 
zeigt die Entwicklung verschiedener Mobilitätsindikatoren für Deutschland 
von 1976 bis 1997. 
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Tab. 27: Mobilitätsindikatoren 56 
 
Indikator 1976 1982 1989 1992 1994 1995 1996 1997 
Verkehrsbeteiligung in % 90,0 82,2 85,0  91,9 93,9 92,9 92,0 
Anzahl Wege pro Person pro Tag  3,09 3,04 2,75 3,13 3,32 3,39 3,46 3,52 
Anzahl Wege pro mobiler Person & Tag 3,43 3,70 3,24  3,61 3,61 3,73 3,82 
Pkw pro Einwohner    0,508 0,502 0,467 0,511 0,518
Reisezeit pro Tag in Stunden : Minuten 1:08 1:12 1:01  1:19 1:20 1:21 1:22 
Kilometer pro Person pro Tag 26,9 30,5 26,9 33,8 39,3 39,2 39,6 40,4 
Durchschnittliche Weglänge in km 8,7 10,0 9,80 10,8 11,8 11,5 11,5 11,5 
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Abb. 21: Entwicklung des Bestandes an Personenkraftfahrzeugen in 
Deutschland, überwiegend 207 
 
Für eine objektive Betrachtung der Risiken durch Kraftfahrzeuge benötigt man 
neben der Entwicklung der Fahrzeuganzahl auch die Entwicklung der Bevölke-
rungszahlen in Deutschland, denn parallel zur Zunahme der Fahrzeuge wuchs 
auch auf Grund von Zuwanderungen die Bevölkerung in Deutschland in den 
letzten Jahrzehnten. So lebten 1974 ca. 62 Millionen und 2002 ca. 82 Millionen 
Menschen in Deutschland. Natürlich werden diese Zahlen durch den Zusam-
menschluß der beiden deutschen Staaten 1990 beeinflußt. Seit ca. zehn Jahren 
stagniert das Bevölkerungswachstum. Für die Abschätzung des Verkehrsauf-
kommens in der Zukunft ist die weitere Bevölkerungsentwicklung interessant. 
Für die Zukunft wird davon ausgegangen, daß die Bevölkerungszahl in 
Deutschland abnimmt. In Abhängigkeit von den Immigrationsprognosen rech-
net man für das Jahr 2050 mit einer Bevölkerung von ca. 70 Millionen Einwoh-
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nern 368. Diese Verringerung wird Auswirkungen auf die weitere Entwicklung 
der Pkw-Zulassungen und des motorisierten Individualverkehrs in Deutschland 
haben. Für das Bundesland Sachsen geht man von einem Rückgang der Ge-
samtverkehrsleistung um 10 % bis zum Jahre 2015 aus 151. Auch die sich bereits 
bemerkbar machende veränderte Alterstruktur der Bevölkerung wird das Ver-
kehrsaufkommen beeinflussen, da die Mobilität während der verschiedenen 
Lebensabschnitte Unterschiede aufweist 196. Die Mobilität von Rentnern ist im 
Vergleich zu Oberschülern und Studenten deutlich geringer. Erstere haben die 
geringste, letztere die höchste Mobilität im Sinne der Anzahl der Wege pro 
Tag.  
 
Neben der Bevölkerungsstruktur wird natürlich auch die zukünftige wirt-
schaftliche Entwicklung direkte Auswirkungen auf das Verkehrsaufkommen 
besitzen. Das Angebot von Arbeitsplätzen in der näheren Umgebung, der Um-
fang von Dienstreisen und Geschäftsfahrten oder die Nähe von Ausbildungs-
plätzen haben Auswirkungen auf das Verkehrsaufkommen.  
 
In Abhängigkeit vom Wirtschaftswachstum in den nächsten Jahrzehnten wird 
in der Shell-Studie 1999 eine Zunahme des Pkw-Bestandes in Deutschland 
zwischen 47,7 und 51,2 Millionen Fahrzeugen für das Jahr 2020 prognostiziert 
252. Die Jahres-Pkw-Leistung pro Pkw wird aber in diesen Szenarios abnehmen. 
Bereits in den Jahren 2001 und 2002 hat der motorisierte Individualverkehr in 
Deutschland um ca. 1-2 % abgenommen 196. Die Anzahl der Fahrten mit dem 
Pkw ist ebenso gefallen wie die Anzahl der gefahrenen Kilometer. Allerdings 
ist der Abfall der gefahrenen Kilometer geringer. Damit sind im wesentlichen 
kurze Strecken seltener mit dem Pkw zurückgelegt worden. Als Ursache für die 
Schrumpfung des Individualverkehrs ist zum einen die wirtschaftliche Gesamt-
entwicklung in Deutschland zu nennen. Einen nicht unerheblichen Anteil 
dürfte aber auch die kontinuierliche Erhöhung der Kraftstoffpreise 27 haben. 
Auch wenn die Schrumpfung bisher nur kurzfristig beobachtet werden konnte, 
geht eine langfristige Schätzung des Individualverkehrsaufkommens durch den 
ADAC von einer Stagnation für den Zeitraum bis 2020 aus 6.  
 
Trotz der Stagnation des Individualverkehrs kommt man nicht umhin, die Be-
deutung des Straßenverkehrs als wichtigsten Verkehrsträger in Deutschland auf 
absehbare Zeit anzuerkennen. Die Vorteile des Straßenverkehrs sind vielfältig. 
Seine hohe Geschwindigkeit und Massenhaftigkeit, seine Allbenutzbarkeit und 
Allgegenwart sind jedem vertraut. Auf der Straße kann jedes nicht an Schienen 
gebundene Gefährt zu jeder Zeit an jedes von Straßen erschlossene Ziel fahren. 
Und die Menge der erschlossenen Ziele ist im Vergleich zu den anderen Ver-
kehrsträgern enorm. Das Straßennetz ist das dichteste aller Verkehrsnetze und 
erlaubt eine deutlich bessere Flächenbedienung als Bahn oder Flugwesen. Es 
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gibt keine vorgegebenen Haltepunkte, damit ist ein umladungsfreier Verkehr 
von Haus zu Haus möglich. Flexible Reaktionen auf veränderte Verkehrs-
ströme sind in Grenzen möglich 222. Alle diese Vorteile spiegeln sich im Anteil 
des Straßenverkehrs am Binnengüterverkehr in Deutschland wider (Abb. 22). 
 
Die Teilnahme am Straßenverkehr erlaubt dem Bürger die Wahrnehmung einer 
Vielzahl von Möglichkeiten, z.B. die Teilnahme an Sport- und Kulturveran-
staltungen. Der Aktionsradius des Einzelnen wird spürbar erweitert. Die auto-
mobile Gesellschaft trägt aber nicht nur zur Erhöhung der Lebensqualität bei, 
sie kann auch zu Einschränkungen führen. Lärm, Luftverschmutzung und Flä-
chenbedarf können die Vorteile des Individualverkehrs unter Umständen auf-
brauchen. Einer der größten Nachteile des Straßenverkehrs ist die hohe Unfall-
gefahr.  
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Abb. 22: Entwicklung des binnenländischen Güterfernverkehrs aller Verkehrs-
träger in Deutschland seit 1960 in Milliarden Tonnenkilometern 
 
Seit 1960 sind in Europa 5 Millionen Menschen durch Verkehrsunfälle tödlich 
verunglückt 209. Allein 1997 starben 120.000 Menschen in Europa 209. In 
Deutschland verunglückten in den letzten Jahren zwischen 6.000 und 8.000 
Menschen pro Jahr und es wurden ca. 500.000 Verletzte gezählt. 1999 ereigne-
ten sich 2,4 Millionen Verkehrsunfälle mit 7.700 Verkehrstoten in Deutsch-
land. Im Jahr 2003 starben ca. 6.500 Menschen. Die Zahl der Verletzten ist aber 
weiter gestiegen 29.  
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Straßenverkehrsunfälle gibt es seit Beginn des Kraftfahrzeugverkehrs. So wur-
den 1909 in Deutschland 6.603 Unfälle mit 194 Verkehrstoten gezählt. Der 
Maximalwert der jährlichen Opferzahlen infolge Kraftverkehr wurde in 
Deutschland 1970 mit 21.332 Toten erreicht. Die Absolutzahlen der Unfälle 
und Opfer weisen dramatische Unterschiede auf. Man muß an dieser Stelle aber 
auch berücksichtigen, daß seit dem Jahre 1909 die Anzahl der Kraftfahrzeuge 
von 42.000 auf heute etwa 52 Millionen gestiegen ist. Berechnet man das Ver-
hältnis aus der Anzahl der Unfälle und der Fahrzeuge, so stellt man fest, daß im 
Jahre 1909 etwa jedes siebente Fahrzeug in einen Unfall verwickelt war, im 
Jahre 1999 dagegen nur jedes zwanzigste Fahrzeug 367. Die Anzahl der Todes-
opfer pro Jahr ist heute auf dem Stand von vor 40 Jahren, und das, obwohl sich 
das Verkehrsaufkommen dramatisch erhöht hat. Auf eine Milliarde gefahrene 
Kilometer kommen heute zehn Todesopfer. Vermutlich war Autofahren nie-
mals sicherer als heute 209.  
 
Auch in anderen Ländern wurden deutliche Fortschritte bei der Verringerung 
der Anzahl von Verkehrsunfallopfern erzielt. So liegt die Anzahl der Todesop-
fer durch Verkehrsunfälle in Großbritannien heute mit 3.500 pro Jahr etwa 45 % 
niedriger als die Zahlen vor 20 bis 30 Jahren. Für den Zeitraum 2000 bis 2010 
strebt die britische Regierung einen weiteren Abbau der Opferzahlen um 40 % 
an 290. Zum Vergleich sind in Tab. 28 einige der Unfallzahlen der Jahre 1979 
und 1998 angegeben: 
 
Tab. 28: Verkehrsunfallzahlen für Großbritannien mit Vergleichswerten 290 
 
 1979 1998 % Änderung 
Leichte Verletzungen 247.347 280.957 13,5
Schwere Verletzungen 68.757 40.834 -40,6
Todesopfer 6.352 3.421 -46,1
Gesamtanzahl 322.456 325.212 0,85
Autobahnlänge in km 2.366 3.187 34,7
Fernstraßenlänge in km 12.463 12.620 1,3
Restliche Straßenlängen in km 323.163 362.367 12,1
Straßenlänge pro km2 1,5 1,6 6,67
Dauer des Krankenhausaufenthaltes in Tagen 9,36 5,1 -45,5
Säuglingssterblichkeitsrate 13,3 5,7 -57,13
Personen, eine medizinische Behandlung erwartend 13,47 15,67 +16,33
Mitarbeiter Gesundheitswesen pro 1.000 Einwohner 19,57 20,96 0,07
 
Zum Vergleich eine Zahl aus einem Entwicklungsland: In Nikaragua lag die 
Anzahl der Verkehrsunfallopfer 1993 bei etwa 56/100.000 = 5,6 × 10-4   382, in 
Deutschland bei 8,1 × 10-4 und in Großbritannien bei 5,8 × 10-4 pro Jahr. An 
dieser Stelle wird auf das Kapitel Sterbewahrscheinlichkeiten zur weiteren 
Diskussion dieser Werte verwiesen. 
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Betrachtet man die Ursachen von Verkehrsunfällen in Deutschland genauer, 
stellt man fest, daß mindestens 12 % aller Verkehrsunfälle mit Alkoholkonsum 
in Verbindung gebracht werden müssen. Ganz besonders unglücklich ist die 
Kombination Alkohol und aggressives Fahrverhalten bei jungen Fahrern. In 
dieser Altersgruppe sind nahezu 50 % der Todesursachen Kraftfahrzeugun-
fälle. Hierbei spielt insbesondere die Höhe des Alkoholkonsums eine Rolle. Mit 
steigendem Blutalkoholwerten steigt die Unfallhäufigkeit exponentiell an. 96 % 
aller Unfälle mit Alkohol geschehen bei Blutalkoholwerten größer 0,5 ‰. 210 
 
Wie wird sich die Anzahl der Verkehrstoten in Europa weiterentwickeln? Dazu 
hat die Europäische Union im EU-Weißbuch das Ziel festgeschrieben, daß sich 
für die EU-Länder die Anzahl der Verkehrstoten bis zum Jahre 2010 halbieren 
soll. Die Industrie versucht, dieses Ziel durch den vermehrten Einsatz von Steu-
ercomputern in Kraftfahrzeugen umzusetzen. Erwähnt sei hier nur ADR (au-
tomatische Distanzregelung), ESP (elektronisches Stabilitätsprogramm), RDK 
(Reifendruckkontrolle), AirMotion (Luftfederung mit kontinuierlicher Dämp-
ferregelung), Pre-Safe, AFL (Advanced Front Light System), Servotronik 138 . 
Aber auch schärfere Geschwindigkeitskontrollen oder Geschwindigkeitsbe-
schränkungen können erheblich dazu beitragen, die Anzahl der Verkehrsopfer 
zu senken. Es gibt Veröffentlichungen, die eine Verringerung der Opferzahlen 
um 2.000 und eine Verringerung der Anzahl der Verletzten um 100.000 pro 
Jahr in Deutschland durch restriktive Geschwindigkeitsregelungen für möglich 
halten 29. Diese strengeren Anforderungen gelten insbesondere im Hinblick auf 
junge, unerfahrene Autofahrer, die sich z.B. neben dem Fahren unter Alkohol 
auch bei sogenannten illegalen Rennfahrten einer großen Gefahr aussetzen. 
 
Auch beim legalen Automobilrennsport sind im Vergleich zum alltäglichen 
Kraftfahrzeugnutzer deutlich höhere Risiken zu erwarten. Als Beispiel soll die 
Formel 1 gelten. Pro Jahr nehmen ca. 30 Fahrer an einer Rennsession teil. In den 
letzten zehn Jahren starben mindestens zwei Fahrer. Das ergibt eine Sterbe-
wahrscheinlichkeit für jeden Fahrer pro Jahr von etwa 2/(10 × 30) = 0,0067  
= 6,7 × 10-3. 
 
Auch die Besucher solcher Rennen unterliegen einem erhöhten Risiko. Am 11. 
Juni 1955 starben bei dem 24 Stunden Rennen von Le Mans in Frankreich 85 
Menschen und etwa 100 Menschen wurden verletzt. Nach einer Kollision mit 
260 km/h fuhr der Wagen des Franzosen Pierre Levegh vor der großen Tribüne 
in die Absperrung, wurde in die Luft geschleudert, um anschließend wieder auf 
die Fahrbahn zu fallen und dort zu explodieren. Teile des Wagens wurden in die 
Zuschauermenge geschleudert und führten zu furchtbaren Verletzungen. 160 
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Nach der umfangreichen Diskussion des Risikos beim Kraftfahrzeugverkehr 
soll im folgenden das Risiko beim Flugverkehr näher behandelt werden. Dieses 
Risiko wird sicherlich der überwiegenden Mehrheit der Leser stärker bewußt 
sein, da die Berichterstattungen von Flugzeugabstürzen meist sehr ausführlich 
in den Tagesmedien erfolgen. 
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Abb. 23: Anzahl der Verkehrstoten in der Europäischen Union und Zielstellung 
der Europäischen Kommission 138 
 
 
1.3.5 Flugverkehr 
 
Zunächst wird das Risiko infolge Flugzeugabsturz für einen Unbeteiligten auf 
der Erde erörtert. Dieses Risiko erscheint als sehr gering. Tab. 29 nennt aber 
einige Vorkommnisse dieser Art. 
 
Im Zeitraum von 1954 bis 1983 stürzten etwa 5.000 Flugzeuge ab, wobei diese 
Zahlen nicht die Abstürze in der Sowjetunion und China berücksichtigen. Pro 
Jahr ergeben sich damit 166 Abstürze. Unter der Annahme, daß ca. 1 % der Flä-
che eines Landes bebaut ist, ergibt sich eine Trefferwahrscheinlichkeit für ein 
Gebäude durch ein abstürzendes Flugzeug in einer Größenordnung von 10-8 pro 
Jahr 403. Es sei an dieser Stelle erwähnt, daß in Australien Raketen, die zum 
Transport von Satelliten in den Weltraum gestartet werden, gegen einen Ab-
sturzschaden auf der Erde, der mit einer Wahrscheinlichkeit von 1,0·10-7 pro 
Start auftreten kann, versichert sein müssen. 73 
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Tab. 29: Unfälle mit Flugzeugabstürzen auf Bauwerke 403 
 
Jahr Land/Beschreibung  Opfer 
1987 Deutschland, Privatflugzeug stürzt in Restaurant nahe München 6 Tote 
1987 USA, A-7 Corsair stürzt auf Hotel in Indianapolis  14 Tote 
1987 Deutschland, Harrier Jump-Jet stürzt auf Farm nahe Detmold  1 Toter 
1988 Deutschland, A-10 Thunderbolt II stürzt ab und trifft 12 Häuser nahe 
Remscheid, sechs Wohnblöcke fangen Feuer 
6 Tote, 40 
Verletzte 
1988 Schottland, Boeing 747 explodiert über Lockerbie, Teile treffen 
Tankstelle und drei Häuser  
280 Tote 
1989 Brasilien, Boeing 707 stürzt auf Slum nahe Sao Paulo  17 Tote,  
200 Verletze
1990 Italien, Militärflugzeug fliegt in Schule  12 Tote 
1992 USA, Hercules Transporter stürzt in Restaurant/Motel in Evanswille  16 Tote 
1992 Niederlande, Boeing 747 fliegt in ein zehnstöckiges Gebäude  43 Tote 
1992 USA, C 130 fliegt in ein Haus in West Virginia  6 Tote 
1996 Brasilien, Fokker-100 stürzt in Sao Paulo ab, zahlreiche Häuser brennen  98 Tote 
2000 Griechenland, Militärflugzeug fliegt in Haus 4 Tote 
2000 Indien, Boeing 737-200 stürzt nahe Patna ab, zahlreiche Häuser brennen  57 Tote 
2000 Frankreich, Concorde stürzt in Motel nahe Paris  113 Tote 
 
Wesentlich interessanter als die bisher genannten sehr kleinen Wahrscheinlich-
keiten dürfte aber das Risiko für einen Flugpassagier sein. In Abb. 24 wird für 
das Jahr 1996 ein Wert von 0,17 tödlichen Unfällen pro 100.000 Flugstunden 
angegeben. Dieser Wert kann in eine mittlere Wiederkehrperiode eines tödli-
chen Unfalles alle 588.000 Flugstunden umgerechnet werden. Das entspricht 
etwa 67 Jahren Flugzeit für eine Person 45. Zielwerte für das Versagen von Mili-
tärflugzeugen liegen bei 1,0·10-6 /h 135 und für Zivilmaschinen bei 1,0·10-9 /h 186.  
 
Die Häufigkeit für den Absturz eines Militärflugzeuges auf einen Quadratkilo-
meter Fläche in Deutschland betrug 1984 im Mittel 1,0·10-4 pro Jahr. Diese Zahl 
verringerte sich seit 1990 erheblich. Der Rückgang ist darauf zurückzuführen, 
daß ab 1990 die Flugzeuge vom Typ Starfighter außer Dienst gestellt wurden. 
Da im Zeitraum von 1960 bis 1990 die Abstürze militärischer Flugzeuge von 
diesem Typ dominiert wurden, verbesserte sich mit dem Ausscheiden dieser 
Flugzeuge aus dem aktiven Flugbetrieb auch die Statistik erheblich. Die Anzahl 
der Flugzeugabstürze verringerte sich von 27,72 Flugzeugabstürzen pro Jahr in 
den 80er Jahren auf 6,2 Flugzeugabstürze pro Jahr in den 90er Jahren. Bezogen 
auf einen Quadratkilometer ergibt sich damit eine Häufigkeit von 1,74·10-5 pro 
Jahr. Auch beim Absturz von Hubschraubern verbesserten sich die Zahlen in 
den 90er erheblich. Dies läßt sich durch den deutlich gesunkenen Hubschrau-
berverkehr in Deutschland seit 1990 erklären. Der Hauptanteil der Hubschrau-
berflüge erfolgte im Rahmen der Überwachung der innerdeutschen Grenze. Mit 
dem Wegfall dieser Grenze erübrigte sich der massenhafte Einsatz der Hub-
schrauber. Die Häufigkeit für einen Hubschrauberabsturz sank von 6,5·10-5 pro 
Jahr und km2 auf 9,1·10-6 pro Jahr und km2 423. Für zivile Flugzeuge werden die 
Absturzhäufigkeiten in Tab. 30 genannt: 
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Abb. 24: Unfälle in Deutschland zugelassener Flugzeuge über 5,7 t pro tausend 
Flugstunden 45 
 
Tab. 30: Häufigkeit von Flugzeugabstürzen nach verschiedenen Statistiken 423 
 
Angaben nach Häufigkeit von 
Flugzeugabstürzen 
Deutsche Risikostudie Kernkraftwerke Fachverband 4 2,5·10-12 pro Flug und km 
Deutsche Risikostudie Kernkraftwerke Phase B 6,0·10-7 pro Flug 
Bureau of Transportation Statistics – Flugzeuge größer 20 Tonnen 3,84·10-10 pro Flug und km
Bureau of Transportation Statistics – Flugzeuge kleiner 20 Tonnen 1,11-8 pro Flug und km 
Bundesstelle für Flugunfalluntersuchung, Jahresbericht 2001 6,5·10-7 pro Flug 
International Air Transport Association - Ranking 4,24·10-10 pro Flug und km
 
Tab. 31: Fahrlängenbezogene Unfallzahlen für Verkehrsträger 186, 209 
 
 Todesrisiko bzw. Unfallrisiko 
Eisenbahn (Japan) 7,69·10-13 Passagierkilometer 
Eisenbahn (Gütertransport Deutschland) 5,00·10-7 Güterkilometer 
Straßenverkehr (Japan) 6,67·10-11 Passagierkilometer 
Unfall Straßenverkehr 4,67·10-6 Fahrzeugkilometer 
Unfall Eisenbahn 2,13·10-5 Zugkilometer 
Flugverkehr (Linienflüge) 4,19·10-9 Flugkilometer 
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Häufig wird auch die Darstellung eines längenbezogenen Risikos verwendet 
(Tab. 31). Nach dieser Darstellung wäre das Flugzeug ein sehr sicheres Ver-
kehrsmittel. 
 
Es gibt allerdings auch erhebliche Kritik an dieser Darstellung von Unfällen mit 
Flugzeugen über die Anzahl der Kilometer bzw. der Flugstunden. Die Haupt-
anzahl der Unfälle mit Flugzeugen ereignet sich beim Start bzw. der Landung, 
so daß ein Vergleich mit anderen Transportmitteln einer anderen Darstellungs-
form bedarf. Abb. 25 zeigt die Anzahl von Todesopfern in Abhängigkeit von 
der Anzahl der unternommenen Reisen. Nach dieser Darstellung ist das Flug-
zeug eines der unsichersten Verkehrsmittel. Und schwere Flugzeugunglücke 
erschüttern die Öffentlichkeit immer wieder, sei es der Absturz der Swissair 
Fluges 111 von Halifax nach Genf 1998 auf Grund eines Brandes in der Flug-
zeugkabine, sei es der 1. Absturz der Concorde, der zur Außerbetriebnahme der 
Flugzeuge geführt hat oder der Absturz einer Boeing im Januar 2004 in Ägyp-
ten.  
 
Welche Darstellungsform nun die wirklichkeitsnähere ist, darüber darf man 
getrost streiten. Wichtig ist die Tatsache, daß man für kurze Entfernungen das 
Auto verwenden sollte und für lange Entfernungen Fliegen deutlich sicherer ist. 
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Abb. 25: Anzahl der Todesopfer bei Unfällen mit verschiedenen Verkehrsmit-
teln in Abhängigkeit von der Anzahl der Reisen 115 
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1.3.6 Schienenfahrzeuge 
 
Tab. 31 zeigt auch, daß die Eisenbahn ein relativ sicheres Transportmittel ist. In 
Europa sterben pro Jahr ca. 100 Bahnfahrgäste und ca. 800 bis 900 Menschen 
durch die Eisenbahn insgesamt 204. Die letztgenannten größeren Zahlen ergeben 
sich aus Opfern an Bahnübergängen, Selbsttötung etc. Leider haben sich aber 
gerade in Deutschland in den letzten Jahren einige schwere Eisenbahnunfälle 
ereignet, die den Glauben an die Sicherheit der Bahn erschütterten. Erinnert sei 
hier nur an den Unfall von Eschede im Jahre 1998 mit knapp über 100 Opfern. 
Damals entgleiste ein Zug infolge eines Schadens an einem Radreifen. Leider 
führte die Entgleisung zu einem sekundären Unfall, da ein Teil der entgleisten 
Waggons gegen einen Brückenpfeiler stieß. Die Brücke stürzte darauf hin auf 
einen Teil des Zuges. Ein zweites Beispiel ist der Eisenbahnunfall von Brühl im 
Februar 2000, als ein Zug in einem Baubereich entgleiste und in ein Einfamili-
enhaus fuhr. Aber genau wie bei den Verkehrsunfällen gilt, daß Eisenbahnun-
fälle eine lange Geschichte besitzen. 
 
Bereits 1915 ereignete sich ein schwerer Eisenbahnunfall in Großbritannien, 
als ein Truppenzug mit einem regulären Passagierzug zusammenstieß. Dabei 
fanden 227 Menschen den Tod. Ende der 80er Jahre ereigneten sich einige Ei-
senbahnunglücke in Großbritannien, so im November 1988, als ein Zug eine 
Brücke traf und im Dezember 1988, als drei Züge in eine Kollision in Süd-Lon-
don verwickelt wurden. Beim ersten Unfall starben 18 Menschen und beim Un-
fall in Süd-London 35. Zwei weitere Unfälle ereigneten sich 1989 und ein Un-
fall 1997. Am 5. Oktober 1999 ereignete sich der Zusammenstoß zweier Züge 
in Ladbroke Grove in der Nähe der Station Paddington durch das Überfahren 
eines Haltesignals. Dabei kamen 31 Menschen ums Leben und über 400 Men-
schen wurden verletzt 150. Reichlich ein Jahr später ereignete sich eine Zug-
entgleisung in Hatfield, ca. 20 km entfernt von London. Auf Grund der hohen 
Unfallzahlen geriet das Privatisierungskonzept der britischen Eisenbahn unter 
großen politischen Druck, da die Öffentlichkeit davon ausging, daß mit der Pri-
vatisierung Einschnitte bei der Sicherheit erfolgt waren. Aber Eisenbahnunfälle 
ereignen sich überall auf der Welt. Als ein besonders schwerer Unfall gilt eine 
Eisenbahnkollision im August 1999 in Indien. Der Awadh-Assam Express und 
der Brahmaputra Postzug kollidierten frontal. Es dauerte Tage, bis alle der über 
300 Opfer geborgen werden konnten. Eine der letzten erfaßten Unfälle ereig-
nete sich im Juni 2003 in Spanien, als ein Schnellzug auf einer einspurigen 
Strecke mit einem Güterzug frontal kollidierte. 27 Menschen fanden dabei den 
Tod. Über Bahnunfälle wird in den Medien sehr ausführlich berichtet, da sie 
meistens mit hohen Opferzahlen verbunden sind. Trotzdem kommt man aber 
nicht umhin festzustellen, daß die Bahn ein sehr sicheres Transportmittel ist. 
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1.3.7 Schiffahrt 
 
Auch über Schiffsfahrtsunfälle wird häufig in den Medien berichtet. Es handelt 
sich dann meistens um den Untergang von völlig überladenen oder schlecht 
gewarteten Fähren in Entwicklungsländern. Ausnahmen wie der Untergang der 
Fähre Estonia oder der Titanic bestätigen die Regel. Zunächst einmal ist bei der 
Schiffahrt wie beim motorisierten Individualverkehr eine Abnahme der relati-
ven Unfallzahlen zu beobachten. Das Verhältnis von Schiffsverlusten zu see-
tüchtigen Schiffen ist zwischen 1975 und 2000 von 0,8 % auf 0,3 % gefallen 162. 
Für größere Schiffe ergeben sich noch günstigere Zahlen: Von den Schiffen mit 
einer Masse größer 500 Tonnen sinken innerhalb der zwanzigjährigen Lebens-
dauer nur 0,05 % 281. Diese Zahlen geben allerdings keinen Eindruck darüber, 
wie häufig Schiffe heute verunglücken. Für den japanischen Schiffsverkehr 
wurde im Rahmen einer intensiven Studie eine Kollisionswahrscheinlichkeit 
von 1,67·10-3 pro Fahrt, eine Wahrscheinlichkeit für das Auflaufen auf Grund 
von 3,00 10-3 pro Fahrt und für den Untergang eines Schiffes von 1,64 10-5 pro 
Fahrt ermittelt. 248 
 
Untersuchungen von Schiffsunfällen haben gezeigt, daß etwa 2 % der Men-
schen an Bord beim langsamen Sinken eines Schiffes tödlich verunglücken, bei 
einem schnellen Untergang etwa 72 % 404 . Hier ist jedoch der Ausstattungsgrad 
des Schiffes zu beachten. Und dieser ist in der Regel in entwickelten Ländern 
deutlich günstiger als in Entwicklungsländern. Deshalb sind dort auch Unter-
gänge von Fähren oder Schiffen mit sehr hohen Opferzahlen verbunden. Ein 
Beispiel dafür ist das Fährunglück von Meghna. Dabei ertranken 650 Men-
schen. 
 
Die Risiken der Schiffahrt können heute sehr intensiv untersucht werden. Abb. 
26 zeigt den Wahrscheinlichkeitsbaum für eine mögliche Kollision eines mo-
dernen Massengüterschiffes.  
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Abb. 26: Wahrscheinlichkeiten eines Schiffsverlustes durch Anprall. Es 
handelt sich um ein Szenario für ein modernes Massengüterschiff 404. 
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Bei der Untersuchung von schweren Schäden an modernen großen Schiffen 
kristallisieren sich wenige Ursachen heraus. Eine dieser Ursachen sind soge-
nannte „Rogue waves“ oder „Freak waves“. Nach der Einführung der schweren 
Containerschiffe in den 70er Jahren wurde an ca. 1/10 dieser Schiffe, die um das 
Kap Horn fuhren, schwere Schäden beobachtet. Beispielhaft sollen die Schäden 
an den Schiffen „Ville de Marseille“ und „World Glory“ genannt werden. Der 
Kiel der „Ville de Marseille“ war durch eine extreme Welle über eine Länge 
von ca. 15 m mehrere Dezimeter nach oben gebogen worden. Das Schiff 
„World Glory“ wurde 1986 ebenfalls durch eine extreme Welle in zwei Teile 
gerissen. 171 
 
Diese „Rogue“ oder „Freak“-Wellen unterscheiden sich von den üblichen 
Sturmwellen. Unter der Annahme eines dreistündigen unveränderten extremen 
Seezustandes werden maximale Sturmwellen als Wellen mit der doppelten 
Höhe der mittleren Sturmwellenhöhe angesehen. „Rogue“ oder „Freak“-Wel-
len erreichen mehr als das Dreifache der mittleren Sturmwellenhöhe. Diese 
Wellen erscheinen in der Regel ohne Vorankündigung und dauern nur wenige 
Sekunden an. Als Ursachen werden zeitliche und räumliche Interferenzen zwi-
schen unterschiedlichen Wellenfronten angesehen 171. Von den ersten „Freak“-
Wellen wurde bereits in den 30er Jahren berichtet. Lange hielt man die Berichte 
darüber aber für nicht vertrauenswürdig. Die Existenz dieser Wellen wurde in-
zwischen auch durch Satellitenbeobachtungen bestätigt. 330 
 
Neben dem Verlust eines Schiffes kann ein Schiffuntergang auch Unbeteiligte 
schädigen. Ein klassischer Fall dafür sind Schäden an Öltankern, die verhee-
rende Umweltkatastrophen verursachen. Von 1979 bis 1999 ereigneten sich 
weltweit 780 registrierte unkontrollierte Ölverluste auf den Weltmeeren mit 
jeweils mehr als 7 Tonnen Verlust 122. Ein Beispiel für ein Tankerunfall ist das 
Auflaufen des Tankers „Braer“ am 5. Januar 1993. Dabei wurden 84.000 Ton-
nen Öl ins Meer an den Shetlandinseln freigesetzt. In Folge des Ölauslaufs 
wurde innerhalb einer 400 km Zone südlich der Shetlandinseln die Fischerei 
und die Lachszucht verboten. Weitreichender war die Rufschädigung für die 
Fischerei. Obwohl 90 % der in den Shetland-Fischereien verarbeiteten Fische 
keinerlei Beeinträchtigungen durch das Öl aufwiesen, wurden Fische aus die-
sem Gebiet durch die Konsumenten als „vergiftet“ eingestuft. Auf Grund dieser 
wirtschaftlichen Schäden wurde der Fischindustrie in diesem Gebiet eine Ent-
schädigung durch den ITOPF (International Tanker Owners Pollution Federa-
tion) von über 33 Millionen Pfund überreicht. Zum Vergleich: Die Kosten für 
die Ölreinigung von Wasser und Land betrugen dagegen nur 0,20 Millionen 
Pfund. 122 
 
110 
Ein weiteres Beispiel für ein Tankerunglück ist der Untergang des norwegi-
schen Tankers “Berge Istra” 1975. Von den 32 Seeleuten überlebten nur zwei. 
Das Unglück wurde vermutlich durch eine Explosion des Schiffes ausgelöst. 
Ein ähnliches Unglück ereignete sich 1979 beim Untergang der „Berge Vanga“. 
Dabei gab es keine Überlebenden. 361 
 
Tab. 32: Tankerunglücke von 1979 bis 1999 gemäß IOPC 122 
 
Schadensursache Anzahl 
Bruch 2 
Kollision 28 
Beladung/Entladung 17 
Feuer und Explosion 2 
Auflaufen auf Grund 26 
Falsche Behandlung der Ladung 13 
Sinken 8 
Sturmschäden 1 
Unbekannt 4 
 
1.3.8 Raumfahrt 
 
Im Gegensatz zu den bisher untersuchten Transportmitteln weist die Raumfahrt 
einige Besonderheiten auf. Zunächst ist die Anzahl der Menschen, die bisher in 
den Weltraum flogen, im Vergleich zu allen anderen Transportmitteln sehr ge-
ring. Parallel dazu ist das Verhältnis Verunglückter Raumfahrer zu Absolutzahl 
der Raumfahrer sehr ungünstig. Obwohl die Sicherheit von Raumfahrzeugen 
seit Beginn der bemannten Raumfahrt deutlich gesteigert wurde, arbeiten 
Raumfahrer auch heute noch gefährlich. Das machten die beiden Unglücke der 
Space Shuttles in den letzten Jahren deutlich.  
 
Aber auch in der Frühzeit der Raumfahrt gab es zahlreiche Unglücksfälle. 
Selbst auf der Erde verunglückten Raumfahrer, als bei einem Training in den 
60er Jahren eine Apollo-Kapsel ausbrannte und die Raumfahrer die brennende 
Kapsel nicht mehr verlassen konnten. In der Sowjetunion starb bei der Rück-
kehr der Sojus-1 Mission am 24. April 1967 der Kosmonaut Komarow, weil 
sich der Landefallschirm nicht öffnete. 1971 ereignete sich das zweite tragische 
Unglück mit den Sojus-Raumfahrzeugen. Im Juni 1971 koppelte Sojus 11 mit 
der Raumstation Salut 1 an. Dabei erfolgte die Inbetriebnahme der Raumsta-
tion. Ein technischer Defekt verursachte bei der Rückkehr am 30. Juni 1971 
einen Druckabfall in der Kabine, der zum Tod der drei Kosmonauten führte 262. 
Bis Mitte 1979 waren 92 Menschen im All. Rechnet man die drei Apollo-Opfer 
auf der Erde mit, so sind sieben Menschen dabei verstorben. Damit ergibt sich 
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eine Sterbehäufigkeit von 7/95 = 0,07 262. Das entspricht einer Sterbehäufigkeit 
von 10-1 pro Mission. 
 
Man hat einmal die Mondlandung als die größte ingenieurtechnische Leistung 
der Menschheit beschrieben. Bei einer derartig komplexen Maßnahme ist die 
Gefahr von Ausfällen oder Schäden natürlich immer latent vorhanden. Auch 
bei den Apollomissionen rechnete man mit einer Versagenswahrscheinlichkeit 
von 10-1. In der Tat ereignete sich bei der Apollo 13 Mission eine schwere 
Tankexplosion, die nur durch glückliche Umstände nicht zu einer Katastrophe 
führte. Es wurden zehn bemannte Missionen durchgeführt (Apollo 7 bis Apollo 
17). Damit entspricht die beobachtete Häufigkeit schwerer Schäden sehr genau 
den Erwartungen. 
 
Die folgende Generation der Raumfahrzeuge, der Space Shuttle, sollte eine 
Versagenswahrscheinlichkeit besitzen, die eine Zehnerpotenz niedriger ist als 
die der Apollo-Fahrzeuge. Der rechnerische Verlust einer Raumfähre pro Mis-
sion sollte also bei 10-2 liegen 302. Nimmt man an, daß jede Mission mit einer 
gleichen Anzahl von Leuten besetzt war, so entspricht der Wert des Verlustes 
einer Raumfähre auch der Sterbewahrscheinlichkeit. Leider wurde dieser Wert 
nicht erreicht. Die Explosion der Challenger 1986 und der Verlust der Colum-
bia 2003 bei einer Anzahl von etwa 130 Starts ergibt eine höhere Versagens-
wahrscheinlichkeit. Aber auch die europäische Raumfahrt zeigt, daß die ange-
peilten Versagenswahrscheinlichkeiten der Raumfahrzeuge nicht ohne Pro-
bleme zu erreichen sind. Der blinde Glaube an die Unfehlbarkeit der Technik 
führte z.B. bei der ersten kommerziellen Nutzung der Ariane 5 zu einem Ver-
zicht auf die Versicherung des Transportgutes im Wert von 1 Milliarde DM. 
Für diese Fehlentscheidung mußte teuer bezahlt werden, denn bekanntlich 
scheiterte der Start dieses Raumfahrzeuges. Als im Jahre 2003 der Telstar 4 
Satellit auf Grund eines Kurzschlusses stillgelegt werden mußte, kostete das 
den Versicherer 140 Millionen US-Dollar. 
 
Trotz der verfehlten Ziele werden die Ansprüche an die Ausfallwahrschein-
lichkeit in der Raumtechnik weiter steigen. Tab. 33 zeigt verschiedene Ziel-
werte für Projekte der bemannten Raumfahrt. Diese Tatsache gilt übrigens 
nicht nur für die bemannte Raumfahrt. 
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Tab. 33: Wahrscheinlichkeit des Verlustes oder des Eintrittes von Schäden an 
zur Zeit geplanten Raumflugkörpern 14. 
 
Zukünftige Projekte Eintrittswahrscheinlichkeiten von Schäden 
Hermes Project Versagen des Flugkörpers 10-4 pro Mission 
Verlust von Teilen 10-3 pro Mission 
Generell 10-2 pro Mission 
Assured Crew Return 
Vehicle (ACRV) 
Versagen 3·10-3 bei Mission und vier Jahren Aufenthalt im Raum 
Crew Rescue Vehicle (CRV) Versagen 5·10-3 bei Mission und fünf Jahren Aufenthalt im Raum 
Crew Transport Vehicle 
(CTV) 
Verlust des Flugkörpers 3·10-3 pro Mission  
Schwerer Verlust 2·10-3 pro Mission 
Bevölkerung am Boden 10-7 pro Mission 
 
1.3.9 Atomkraftwerke 
 
Zwar kann ein Gefahrengütertransport mit der Eisenbahn oder der unkontrol-
lierte Absturz eines Raumfahrzeuges erheblichen Schaden verursachen, aber 
prinzipiell ist das Schadenspotential bei Kernkraftwerken im Vergleich zu 
Transportmitteln deutlich höher. Dies zeigen Studien zu den Unfallfolgen an 19 
Kernkraftwerkstandorten in Deutschland 147. Dabei wurde für die Unfallfolgen 
ein Kreis mit einem Durchmesser von 2.500 km und eine betroffene Bevölke-
rung von 670 Millionen Menschen zugrundegelegt. Frühschäden entstehen in 
einem Umkreis von 20 km. Diese Untersuchung ermittelt maximal 16.600 Tode 
durch Frühschäden und 100.000 Spättode mit einer Wahrscheinlichkeit von 
5,8·10-5 pro Jahr für die deutsche Bevölkerung. Allein diese Zahlen belegen die 
dramatischen möglichen Schadensumfänge. Sie sind aber noch kein Indikator 
für ein Risiko. 
 
Auf Grund der absoluten großen Opferzahlen sind bei Kernkraftwerken früh-
zeitig Risikostudien durchgeführt worden. In Tab. 34 werden einige ermittelte 
Werte angeben: Zum Vergleich wird die Häufigkeit für Brände in üblichen 
Bauwerken genannt.  
 
Das bisher schwerste Unglück im Zusammenhang mit Atomkraftwerken dürfte 
die Tschernobyl-Katastrophe 1986 sein. In den frühen Morgenstunden des 
26. April 1986 waren etwa 200 Angestellte an den im Normalbetrieb laufenden 
Reaktoren 1-3 beschäftigt oder in das Experiment am Reaktor 4 involviert 
gewesen. Außerdem arbeiteten noch ca. 300 Beschäftigte auf der Baustelle der 
Reaktoren 5 und 6 in etwa 1 km Entfernung. Gegen 1:24 Uhr Moskauer Zeit 
ereigneten sich zwei Explosionen am Reaktor 4, die das Dach des Reaktorge-
bäudes zerstörten und Beton und Reaktormaterial in die Umwelt freisetzten. 
Der Rauch des Feuers und der Explosion erreichte eine Höhe von 1 km. Be-
standteile waren u.a. Uran, Transuranelemente und Edelgase. Die leichten ra-
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dioaktiven Elemente aus dem Reaktorkern bildeten eine radioaktive Wolke, die 
sich in etwa 1 km Höhe Richtung Nordwesten bewegte. 180, 385, 386, 388, 387 
 
Tab. 34: Zielwerte und rechnerische Werte von Auftritts- und Versagenswahr-
scheinlichkeiten technischer Störungen in Kernkraftwerken. Zum Vergleich 
sind Werte von Bränden in Gebäuden in Deutschland angegeben. 
 
Staatliche  
Organisation 
Sachverhalt, Ereignis Ziel pro 
Jahr pro 
Reaktor 
Lit. 
DoE (USA) Sicherheit des Benutzers 1,0 10-3 400 
DoE (USA) Sicherheit des Benutzers, weitere Nutzung 5,0 10-4 400 
DoE (USA) Sicherheit des Benutzers, weitere Nutzung, kein Austritt 
von Materialien 
1,0 10-4 400 
DoE (USA) Sicherheit des Benutzers, weitere Nutzung, kein Austritt 
von Materialien mit erhöhten Anforderungen 
1,0 10-5 400 
U.S. NRC Beschädigung des Containments eines Atomkraftwerkes  
(Core Damage Frequency - CDF) 
10-4   253 
U.S. NRC Frühzeitiger Austritt von radioaktivem Material  
(Large Early Release Frequency - LERF) 
10-5  253 
U.S. NRC Reaktorkernbeschädigung 10-3 bis 10-4 301 
U.S. NRC Kernschmelzhäufigkeit 10-5  177 
GRS „Precursor“ Ausfall eines Frischdampf-Abblas-Regelventils 2,1·10-6 130 
GRS „Precursor“ Störungen an Armaturen in Treibwasserschleife 3,3·10-6 130 
GRS „Precursor“ Transiente beim Anfahren nach längerem Stillstand 4,7·10-5 130 
GRS „Precursor“ Leck in Kühlwasserleitung eines Notstromdiesels 3,0·10-6 130 
GRS „Precursor“ Unvollständiges Öffnen eines Druckbegrenzungsventils 1,9·10-5 130 
GRS „Precursor“ Schäden an Abgasleitungen von Notstromdieseln 4,7·10-6 130 
GRS „Precursor“ Fehlauslösung von Reaktorschutzsignalen 1,4·10-5 130 
GRS „Precursor“ Reaktorschnellabschaltung infolge einer 
Dampferzeugerniveauabsenkung 
3,4·10-6 130 
GRS „Precursor“ Verdrahtungsfehler an Zeitstufen für 
Notstromdieselgeneratorschalter 
5,4·10-5 130 
GRS „Precursor“ Reaktorschnellabschaltung nach Lastabwurf 2,4·10-6 130 
GRS „Precursor“ Brand in Leittechnikschränken 1,0·10-3 130 
GRS „Precursor“ Brand in Kabelverbindungen 1,0·10-4 130 
GRS „Precursor“ Brand mit Ausfall aller Sicherheitsfunktionen 1,0·10-7 130 
GRS „Precursor“ Systemschadenszustand pro Jahr pro Kraftwerk 3,8·10-6 130 
GRS „Precursor“ Kernschadenszustand pro Jahr pro Kraftwerk 3,8·10-7 130 
NPP Rußland Schwerer Unfall in Kernkraftwerk 1,0·10-5 336 
NPP Rußland Bruch des Reaktordruckbehälters 1,0·10-7 336 
NPP Rußland Strahlung, welche die Evakuierung der umliegenden 
Bevölkerung erfordert 
1,0·10-7 336 
Deutschland Zerstörung eines Gebäudes durch Brand 2·10-4 65 
 
DoE Department of Energy, U.S. NRC U.S. Nuklear Regulatory Commission, GRS Gesellschaft 
für Anlagen- und Reaktorsicherheit „Precursor“ Analysen, weitere Zahlen vorhandener Ver-
sagenswahrscheinlichkeiten finden sich auch in 261. 
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Die Vorgeschichte des Unfalles beginnt am 25. April. Um 1:00 Uhr morgens an 
diesem Tag wurde ein Versuch zum Nachweis einer möglichen höheren Turbi-
nenleistung bei teilweisem Ausfall der Anlage begonnen. Der Test war aus-
schließlich als elektrotechnischer Versuch vorgesehen. Um 13:05 Uhr war der 
Kernreaktor auf 50 % seiner maximalen Leistung (1.600 MW) heruntergefah-
ren und eine Turbine wurde abgeschaltet. Anschließend wurde das Notkühlsy-
stem des Reaktors isoliert. Für die nächsten 9 Stunden hielt der Reaktor die Lei-
stung von 50 %. Gegen 23:00 Uhr wurde die Leistung des Reaktors noch weiter 
heruntergefahren mit dem Ziel von 700 MW. Die Leistung fiel allerdings un-
gewollt bis auf 30 MW. Durch Umgehung automatischer Kontrollmechanis-
men gelang es, die Leistung wieder auf 200 MW zu erhöhen. Eine Leistungsab-
gabe dieses Reaktortyps unterhalb von 700 MW ist für die regelmäßige Nut-
zung nicht vorgesehen, da unterhalb dieses Wertes kleine Leistungsänderungen 
des Reaktors zu großen Änderungen bei der Dampfgewinnung führen können. 
Dies wiederum kann zu einem sehr schnellen Leistungsanstieg des Reaktors 
führen. Trotzdem wurde der Reaktor bis 1:19 Uhr am 26. April auf einer Lei-
stung von 200 MW gehalten. Um diese Zeit erhielten die Reaktorführer Signale 
zum Runterfahren des Reaktors. Außerdem waren zu viele Kontrollstäbe aus 
dem Reaktor herausgefahren. Der Reaktor hätte zu diesem Zeitpunkt abge-
schaltet werden müssen. Um 1:24 Uhr wurde der zweite Generator des Reak-
tors abgeschaltet und das Notstopventil des Reaktors geschlossen. 26 Sekunden 
später stieg die Leistung des Reaktors unkontrolliert an. Zehn Sekunden später 
kam die Anweisung, den Reaktor abzuschalten. Dazu müssen allerdings die 
Kontrollstäbe erst in den Reaktor gefahren werden. Innerhalb der nächsten vier 
Sekunden steigerte der Reaktor seine Leistung auf das 100fache seiner vorge-
sehenen Leistung und erreichte 300.000 MW. Dabei ereignete sich eine erste 
Explosion durch die Berührung von Dampf und Brennstoff. Die 1.000 Tonnen 
schwere Platte über dem Kern wurde angehoben und das Dach des Gebäudes 
abgetragen. 25 % des Graphit-Kernmantels wurden durch die Explosion aus 
dem Gebäude geschleudert. Ein Feuer brach im Graphitkern des Reaktors, an 
einer Turbine und auf den Resten des Daches aus. Am 27. April gegen 5:00 Uhr 
hatten die etwa 100 Feuerwehrmänner die Brände bis auf den Brand im Gra-
phitkern gelöscht. Es sei darauf hingewiesen, daß die Feuerwehrmänner weder 
über die Gefahr durch Radioaktivität informiert waren noch die dafür notwen-
dige Ausrüstung besaßen. Die Strahlung dürfte in einigen Bereichen 100 Gray 
pro Stunde (Gy/h) erreicht haben. Der Reaktor 3 wurde um 3:00 Uhr am 26. 
April heruntergefahren, die Reaktoren 1 und 2 erst am 27. April. 180, 385, 386, 388, 387 
 
Nach dem Unfall wurde geschätzt, daß der Reaktor 4 radioaktive Bestandteile 
in der Größenordnung von 4 × 1019 Becquerel (Bq) beinhaltete. Ca. 1-2 × 1018 
Bq wurden durch die Explosion freigesetzt. Es wird davon ausgegangen, daß 
sich sämtliche Edelgase aus dem zerstörten Reaktor verflüchtigten. Außerdem 
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entwichen vermutlich 10-20 % der Nuklide Jod, Caesium und Tellur. Andere 
Nuklide wurden in geringeren Mengen freigesetzt. Man schätzt, daß 25 % der 
Gesamtmenge der entwichenen Materialien am ersten Tag freigesetzt wurden. 
Der Rest der Materialien wurde über einen Zeitraum von 9 Tagen an die Umge-
bung abgegeben. 180, 385, 386, 388, 387 
 
Am 28. April begann eine massive Rettungsaktion. Dazu wurden per Hub-
schrauber Borocarbide und Dolomite über dem Reaktor abgeworfen. Beides 
sollte die noch laufende Reaktion beenden. Außerdem wurde Sand zur Ab-
deckung der Nuklide abgeworfen. In der Summe wurde der Reaktor mit etwa 
5.000 Tonnen Material abgedeckt. 180, 385, 386, 388, 387 
 
Parallel zu den Rettungsarbeiten wurde die umliegende Bevölkerung am Mor-
gen des 26. April darauf hingewiesen, Fenster und Türen geschlossen zu halten. 
In der Nacht vom 26. zum 27. April erreichte die Strahlung eine Größenord-
nung von 10 Millisievert pro Stunde (mSv/h). Durch den zuständigen Katastro-
phenstab wurde daraufhin beschlossen, die Stadt Pripjat zu evakuieren. Die 
Stadt liegt etwa 20 km vom Atomkraftwerk entfernt. Mit etwa 1.200 Bussen 
wurden 44.000 Menschen, beginnend ab 14:00 Uhr am 27. April, aus der Stadt 
evakuiert. Am 2. Mai wurde beschlossen, eine 30 km Zone um das Kraftwerk 
zu evakuieren. Die Evakuierung der ca. 115.000 Menschen war am 6. Mai ab-
geschlossen. 180, 385, 386, 388, 387 
 
Da bisher verschiedene Einheiten für die Strahlung verwendet wurden, werden 
diese im folgenden erklärt. Die Einheit der absorbierten Dosis D wird in Gy 
(Gray) angegeben. 1 Gy entspricht 1 J·kg-1. Tödliche Dosen lassen sich nicht 
exakt festlegen, sondern werden in der Regel in Wahrscheinlichkeiten angege-
ben. Dazu verwendet man die sogenannte Median Lethal Dosis (LD50). Das ist 
diejenige Dosis, bei der 50 % der Betroffenen versterben. Für gesunde Men-
schen mit einer guten medizinischen Versorgung liegt dieser Wert etwa bei 
5 Gy, bei einer ausgezeichneten medizinischen Versorgung mag der Wert bis 
auf 9 Gy ansteigen (Abb. 27). Eine zweite wichtige Einheit für die Beurteilung 
von Schäden durch Strahlung ist die Einheit Sievert (Sv). 1 Sv entspricht 1 J·kg-1 
und wird für die sogenannte äquivalente Dosis H verwendet (Abb. 28). Die 
äquivalente Dosis berücksichtigt die unterschiedlichen Auswirkungen auf die 
Gesundheit eines Menschen durch die unterschiedlichen Strahlungsarten (α -,  
β -, γ -, n-Strahlung). Die äquivalente Dosis wird aus der absorbierten Dosis be-
rechnet. Eine weitere Einheit ist Becquerel (Bq). Diese Einheit gibt den radio-
aktiven Zerfall pro Sekunde an. 
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Abb. 27: Zusammenhang zwischen 
Sterbewahrscheinlichkeit infolge 
Knochenmarkerkrankung und 
absorbierter Strahlendosis 
Abb. 28: Zusammenhang zwischen 
Sterbewahrscheinlichkeit in 
Abhängigkeit von der Strahlendosis. 
 
Tab. 35: Auswirkungen von Strahlenschäden 180, 385, 386, 388, 387 
 
Auswirkung Bevölkerung Äquivalente Dosis 
Tödliche Krebserkrankung Arbeiter (18-70 Jahre) 4 × 10-5 mSv-1 
Tödliche Krebserkrankung Gesamtbevölkerung 5 × 10-5 mSv-1 
Schwere Erbschäden Erste beiden Generationen 1 × 10-6 mSv-1 
Schwere Erbschäden Alle Generationen 5 × 10-6 mSv-1 
 
Tab. 36: Strahlenbelastung durch das Tschernobyl-Unglück 180, 385, 386, 388, 387 
 
Land Gesamtdosis (man Gy) Anzahl der betroffenen Menschen 
Rußland 30·103 705·103 
Ukraine 245·103 1.277·103 
Weißrußland 561·103 466·103 
Summe 836·103 2.448·103 
 
Das Tschernobyl-Unglück ist die größte kurzzeitige Freisetzung radioaktiven 
Materials in der bisherigen Geschichte der Menschheit. Die von der Strahlung 
betroffenen Menschen wurden in drei Gruppen eingeteilt: Personal des Kraft-
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werkes, Arbeitskräfte, die zur Säuberung und Reinigung des kontaminierten 
Bereiches herangezogen wurden und die etwa 115.000 Bewohner innerhalb 
einer 30 km Zone um das Kraftwerk. Menschen, die in direkter Nähe des explo-
dierten Reaktors arbeiteten, waren besonders hohen Strahlendosen zwischen 1 
und 15 Gy 173 ausgesetzt. Die durchschnittliche Belastung innerhalb der 30 km 
Zone lag bei 2 Gy. Extremwerte von 30-40 Gy dürften aber auch erreicht wor-
den sein 180, 385, 386, 388, 387. Bei 237 Menschen wurden akute Strahlenerkrankun-
gen festgestellt. Zwischen 28 und 31 Menschen starben an Knochenmarkversa-
gen und gastrointestinalen Syndromen relativ kurz nach dem Unglück. 180, 385, 
386, 388, 387, 396 
 
Der überwiegende Anteil der Arbeitskräfte bei der Reinigung und Säuberung 
wurde einer Strahlendosis zwischen 100 und 250 mSv ausgesetzt 173. Die Mehr-
heit der Bevölkerung in der näheren Umgebung wurde durch eine Strahlung in 
der Größenordnung von 15 mSv gefährdet. Dabei wiederum erfolgte der größte 
Anteil der Strahlenbelastung nicht direkt durch die Luftaufnahme des strahlen-
den Materials, sondern durch den Verzehr von Milchprodukten und Fleisch von 
Kühen, die selbst das Material aufgenommen hatten 180, 385, 386, 388, 387. Insgesamt 
wurden in der Sowjetunion etwa 700.000 Menschen einer Lebensdosis von ca. 
100 mSv ausgesetzt. Das dazugehörige Lebensrisiko für Krebs beträgt etwa 
0,005 180, 385, 386, 388, 387. Da aber nur die wenigsten Menschen während der Zeit 
des Unfalles mit Strahlungsmeßgeräten ausgestattet waren, können die Zahlen 
nur Größenordnungen andeuten. Viele Annahmen, wie z.B. Bodenverseu-
chungszahlen, Nahrungsmittelverbrauch oder Übertragungsfaktoren stecken in 
diesen Werten 173.  
 
Nahezu alle Länder der nördlichen Hemisphäre wurden durch den radioaktiven 
Ausstoß betroffen, aber letztendlich waren die erreichten Strahlenwerte doch 
relativ klein. Für Dänemark betrug der Wert im ersten Jahr nach dem Unfall ca. 
0,02 mSv. Der natürliche Betrag liegt etwa bei 2,4 mSv. 180, 385, 386, 388, 387  
 
Übrigens erzeugte das Kraftwerk in Tschernobyl noch mehrere Jahre weiter 
Strom. Reaktor 2 wurde nach einem Brand 1991 stillgelegt, Reaktor 1 im No-
vember 1996 und der letzte Reaktor erst im Jahre 2000. Im Gegenzug erhielt die 
Ukraine umfangreiche finanzielle Unterstürzung für den Aufbau eines neuen 
Kraftwerkes. 396 
 
Ein weiterer schwerer Unfall in einem Kernkraftwerk ereignete sich am 28. 
März 1979 in den USA, der sogenannte Three Mile Island Unfall. Dieser Unfall 
in der Nähe der Stadt Middeltown, Pennsylvania, war der schwerste Unfall in 
der Geschichte der friedlichen Kernkraftnutzung in den USA. Der Unfall be-
gann am Morgen gegen 4:00 Uhr, als ein Fehler in der Hauptwasserversorgung 
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auftrat. Dadurch erfolgte keine Kühlung des Reaktors mehr und der Druck im 
primären Teil der Anlage, dem Reaktorbereich, stieg. Es öffnete sich ein Über-
druckventil. Dieses Ventil sollte sich nach einem Druckabfall aber auch wieder 
schließen, was leider nicht eintrat. Dadurch verlor der Reaktor kontinuierlich 
Kühlwasser. Unglücklicherweise gab es keine Anzeige über die Menge des 
Kühlwassers im Reaktor. Da der Wasserdruck im Reaktor als Maß für die 
Kühlwassermenge angesehen wurde, und der Wasserdruck immer noch recht 
hoch war, erkannte man den Mangel an Kühlwasser im Kern nicht. Im Gegen-
teil, auf Grund der Warnsignale verringerte man den Zufluß von Kühlwasser 
zum Kern. Als Folge der Überhitzung des Kerns begann der Kernaufbau zu 
schmelzen. Trotz des Auftretens einer unkontrollierten Kernschmelze traten 
nur geringe Mengen radioaktiven Materials in die Umgebung. Für die Öffent-
lichkeit wurde eine Warnung ausgegeben, daß sich Kleinkinder und Schwan-
gere nicht in einem Radius von 5 km in der Nähe des Kraftwerkes aufhalten 
sollten. Man kann sich vorstellen, daß diese Informationen zu einer Massen-
flucht der Bevölkerung führte. Allerdings war die Strahlenbelastung für die Be-
völkerung unbedeutend 397. 
 
Berichte über leichte Unfälle finden sich immer wieder in den Medien 117, aber 
insgesamt schaut man heute auf eine lange Periode der Nutzung der friedlichen 
Kernkraft ohne schwere Unfälle zurück. In den USA, Europa und Japan laufen 
zahlreiche Kernkraftwerke, allein in den USA über 120. In einigen Ländern der 
Welt werden neue Kernkraftwerke gebaut, wie z.B. in Japan, China, Iran, In-
dien oder Finnland (Tab. 37). Einige Länder haben sich nach der zwischenzeit-
lichen Abkehr wieder für die Kernkraft entschieden. Man kann feststellen: Die 
Anwendung der Kernkraft bleibt heftig umstritten.  
 
Tab. 37: Kernkraftwerke in Bau und Planung weltweit 377 
 
Kernkraftwerk in Bau Planung 
Kanada 1 2 
USA 1  
Brasilien  1 
Argentinien  1 
Finnland  1 
Rumänien 1  
Ukraine 2  
Rußland 6  
Iran 1 1 
Pakistan  1 
Indien 9  
China 4 4 
Nordkorea 1 1 
Südkorea 1 8 
Japan 3 12 
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Am Rande sei hier aber erwähnt, daß man in der Republik Gabun einen natürli-
chen Kernreaktor gefunden hat. Durch das Zusammentreffen mehrerer Um-
stände erfolgte dort in sechs Reaktorzonen über vermutlich 150.000 Jahre eine 
Kernreaktion. Die Moderation erfolgte durch Wasser und die abnehmende 
U 235 Konzentration. Der Abbau des Urans dort war 1975 bereits zu Teilen 
erfolgt, bevor man diesen natürlichen Kernreaktor entdeckte. 425 
 
1.3.10 Nahrungsmittel 
 
Durch die Einführung der Massentierhaltung und durch die industrielle Ferti-
gung von Lebensmitteln insgesamt haben sich auch die Risiken in der Land-
wirtschaft in den letzten Jahrzehnten verändert. Während historisch die Ernte-
ausfälle auf Grund von Witterungsunbilden eine große Gefahr für die Bevölke-
rung darstellten, geht die Gefahr heute von Zusatzstoffen in Lebensmitteln aus. 
Die Risiken bei der Herstellung und dem Verbrauch von Lebensmitteln werden 
von der Bevölkerung besonders sensibel wahrgenommen, da jeder Lebensmit-
tel benötigt. 
 
Mehrere Ereignisse in den letzten Jahren haben aber gezeigt, daß die neuen Ge-
fahren in diesem Wirtschaftszweig auf Grund des ökonomischen Druckes 
durchaus real sind (Tab. 38).  
 
Tab. 38: Lebensmittelskandale in Europa 86 
 
Jahr Region oder Land Lebensmittelvergiftung 
1971 Rheinland-Pfalz Unzulässige Mengen von HCH (Hexachlorcyclohexan) in der 
Milch. 
1972 Baden-Württemberg Unzulässige Mengen von HCH in Milch-, Gemüse und 
Futterprodukten  
1976  Salmonellen im Geflügel. 
1977 Deutschland Unzulässige Mengen von HCH in Milch. 
1979 Hessen, Hamburg Unzulässige Mengen von HCH in Milch. 
1979 Nordrhein-
Westfalen 
Unzulässige Mengen von Thallium in Milch. 
1979 Hamburg Unzulässige Mengen von Dieldrin (Pestizid) in 500 Tonnen 
dänische Butter.  
1980 Deutschland Nachweis vom synthetischen Hormon DES (Diethylstilboestrol) 
in Kalbfleisch. 
1981 Spanien Vermischung von Olivenöl mit für den industriellen Gebrauch 
vorgesehenem Rapsöl. Ca. 20.000 Menschen erleiden 
Vergiftungen, z.T. tödlich. 
1982 Deutschland Bei 70 % aller Tiefkühlhähnchen können Salmonellen 
nachgewiesen werden. 
1984 Bonn Unzulässige Mengen von Cadmium in Milch. 
1985 Österreich, Nachweis von Frostschutzmittel in österreichischen Weinen. Der 
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Deutschland österreichische Weinexport kommt nahezu zum Erliegen. Auch 
in Deutschland sind 75 Weine betroffen. 
1986 Ukraine, Europa Radioaktivität in Lebensmitteln auf Grund des Austrittes von 
radioaktivem Material in Tschernobyl. 
1986 Italien Rotwein wird mit Methylalkohol vermischt. Ca. 30 Menschen 
sterben. 
1987 Deutschland Nachweis von Würmern in Seefischen. Daraufhin bricht der 
Fischverzehr in Deutschland ein. Neue Kontrollverfahren und 
Vorschriften werden eingeführt. 
1987 Großbritannien Erste Publikation über BSE. 
1988 Deutschland Hormonskandal in Deutschland. Ca. 70.000 Kälber sind davon 
betroffen. 
1993 Deutschland Berichte über verdorbenes Fleisch in Kühltruhen. 
1994 Deutschland Pestizide in Babynahrungsmitteln. 
1995 Bayern, Baden-
Württemberg 
Belastung von naturreinem Honig mit Antibiotikum. 
1996 Deutschland Verwendung von giftigem Desinfektionsmittel zur Reinigung von 
Hühnerställen. 
1997 Deutschland Illegaler Import von Rindfleisch aus Großbritannien. 
1997-
1999 
Italien, Belgien Herstellung von Chemiebutter aus Rindertalg und Chemikalien in 
Italien und Vertrieb hauptsächlich nach Belgien. 
1999 Belgien Verseuchung von Tierfutter mit dioxinhaltigem Industriealtöl. 
Verkaufsverbot für Eier, Butter und Fleischprodukte. 
2000 Spanien Hochgradige Belastung von spanischem Gemüsepaprika mit 
Pestiziden. 
2001 Deutschland, 
Österreich 
Verwendung von Hormonen und Impfstoffen für die 
Schweinemast. 
2001 Europa Einfuhr von mit Antibiotikum belasteten Shrimps aus Asien. 
2002 Niederlande, 
Deutschland 
Einfuhr von mit Chloramphenicol belastetem Kalbfleisch nach 
Deutschland. 
2002 Schweden, Europa Nachweis von Acrylamid in zahlreichen Lebensmitteln. 
2002 Thailand, Hessen Vertrieb von thailändischem Geflügel, welches mit Nitrofuranen 
belastet war. 
2002 Deutschland Herbizid Nitrofen in Futterweizen. 
2002 Italien, Deutschland Import von mit Tetracyclin belastetem Putenfleisch. 
2002 Deutschland Verdorbenes Geflügelfleisch im Handel. 
2002 Deutschland, 
Mecklenburg 
Durch die Lagerung von Getreide auf dem Boden eines 
ehemaligen Militärflughafens wird das Getreide stark mit Blei 
belastet. 
2003 Deutschland, Israel Muttermilchersatz besitzt unzureichende Mengen an dem 
Vitamin B 1. In Israel sterben 2 Säuglinge. 
2003 Italien Giftanschläge auf Mineralwasser und Milchprodukte. 
 
Besonders bedeutsam war für die Öffentlichkeit die sogenannte BSE-Epidemie 
in Großbritannien und Europa. Vermutlich stammt BSE (bovine spongiforme 
Enzephalopathie) von Schafen ab, die an der Traberkrankheit (Scrapie) er-
krankt waren. Die Traberkrankheit ist seit über 200 Jahren bei Schafen bekannt. 
Vor wenigen Jahren begann man jedoch, aus diesen erkrankten Tieren Futter 
für andere Tiere, in diesem Fall Rinder, herzustellen. Einige Wissenschaftler 
gehen davon aus, daß die BSE-Epidemie bei Rinder durch die Verfütterung von 
Tiermehl aus kranken Schafen entstanden sei. In einer anderen Theorie wird 
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angenommen, daß BSE zuerst spontan an einem Rind auftrat. Aber auch hier 
wurde das Tier zu Tiermehl, also Futter, verarbeitet und verfüttert. Die Verfüt-
terung von Tiermehl führte zur Erkrankung von über 200.000 Rindern. 216, 420 
 
Die Diskussion, woher die Krankheit kommt, ist insofern von Bedeutung, als 
daß auch der Mensch daran erkranken kann, wenn die Krankheit die Artenbar-
riere überspringen kann. Wissenschaftler sehen die sogenannte Creutzfeld-Ja-
kob-Krankheit als menschliches Äquivalent zum BSE beim Rind an. Zwar geht 
man von einem Zusammenhang von BSE und Creutzfeld-Jakob-Krankheit aus, 
muß diesen Beweis aber noch erbringen. Inzwischen sind in Großbritannien 
knapp 100 Menschen an Creutzfeld-Jakob erkrankt. Das klingt zunächst nicht 
beunruhigend. Es muß aber berücksichtigt werden, daß der Ausbruch der 
Krankheit beim Menschen ca. 20 Jahre nach der Infektion erfolgt. Der Höhe-
punkt der BSE-Epidemie war etwa 1992/93. Es bleibt abzuwarten, ob ab 2012 
eine Zunahme der Krankheitsfälle zu beobachten sein wird. 216, 420 
 
Rückblickend betrachtet, erkennt man, daß die Einführung neuer Verfahren in 
der Tierhaltung die Ausbreitung der BSE-Epidemie erst möglich machte. Die-
ses Risiko wird auch für die neuen Verfahren der Zukunft gelten. Hier ist in der 
Pflanzenzucht vor allem die Einführung genetisch modifizierter Pflanzen zu 
nennen. Die Risiken dieser neuen Technologien sind in der Regel nur schwer 
abzuschätzen. Es ist möglich, daß unerwünschte Effekte erst festgestellt wer-
den können, wenn die genetisch modifizierten Pflanzen bereits seit Jahren ver-
wendet wurden. Auch ist die ungewollte Vermischung zwischen modifizierten 
Pflanzen und anderen Pflanzen möglich. Man muß ehrlicher Weise aber auch 
erwähnen, daß seit ca. 30 Jahren bei zahlreichen Nutzpflanzen der Samen mit 
mutationsverursachender Strahlung behandelt wird, um neue Züchtungen zu 
erhalten. Auch hierbei handelt es sich eigentlich um genetisch modifizierte 
Pflanzen 394. Diese Technologie wird auf Grund der Erfahrung aber akzeptiert, 
während die neue Technologie deutlich kritischer bewertet wird. Die Erfahrung 
der letzten Jahre hat gezeigt, daß eine intensivere Risikobetrachtung neuer 
Technologien in der Landwirtschaft notwendig ist. Aber bekanntlich existieren 
auch Gefahren in anderen Wirtschaftsbereichen. 
 
1.3.11 Industrieunfälle 
 
So treten Unfälle in der Industrie auf, seit es eine solche gibt. Bereits frühzeitig 
begann man jedoch, Maßnahmen zur Vermeidung von Unfällen zu planen und 
durchzusetzen. So spielt die Vermeidung von Unfällen in der Industrie eine tra-
gende Rolle bei der Bewertung von Häufigkeiten und Schadensumfängen für 
Versicherungsgesellschaften.  
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Etwa um 1840 führte in Großbritannien der Einbau von Hochdruckkesseln in 
Dampfmaschinen zu zahlreichen Explosionen. Vom sogenannten „Lancashire 
Boiler“ wird berichtet, daß pro Tag ein oder zwei Kessel explodierten. Zur Un-
tersuchung der Explosionen, der Durchführung und Bewertung von Versuchen 
wurde die sogenannte „Manchester Steam Users Association“ gegründet. Auf 
Grundlage dieser Untersuchungen konnte bis 1860 die Anzahl der Explosionen 
auf 8 von 11.000 installierten Kesseln pro Jahr gesenkt werden. Da die Firmen 
aber die Kontrolle der Kessel bezahlen mußten, wollte die Industrie die Kon-
trolleure auch in die Pflicht nehmen. Wenn ein Kessel geprüft und als sicher 
bewertet worden war, so sollten die Inspektoren des Kessels für den Schaden 
nach einer Explosion aufkommen. Die „Manchester Steam Users Association“ 
wehrte sich zunächst dagegen, aber 1855 wurde die „Steam Boiler Assurance 
Company“ gegründet. Diese Organisation untersuchte nicht nur das Versagen 
von Dampfkesseln und führte regelmäßige Inspektionen an Dampfkesseln 
durch, sondern versicherte sie auch. Damit wurde die erste Ingenieurversiche-
rung gegründet. 314 
 
Eine parallele Entwicklung konnte in den USA beobachtet werden. Während 
der Wirtschaftskrise 1835 versuchte der Fabrikant Zachariah Allen, Besitzer 
einer Textilmühle (textile mill) auf Rhode Island, verschiedene Vorsorgemaß-
nahmen zur Vermeidung von Sachschäden innerhalb seiner Fabrik zu etablie-
ren. Dazu zählte unter anderem ein Brandschutzsystem. Er hoffte, damit bei 
seiner Versicherungsgesellschaft eine Verringerung seiner Versicherungsko-
sten zu erreichen. Leider gingen seine Hoffnungen nicht in Erfüllung und die 
Versicherung lehnte eine Neubewertung des Risikos ab. Daraufhin verkaufte 
Allen seine Idee an einen befreundeten Fabrikanten, der eine Versicherungsge-
sellschaft gründete, die Maßnahmen zur Schadensvermeidung berücksichtigte. 
Die „Manufacturers Mutual Fire Insurance Company“, die 1835 gegründet, 
später in „Associated Factory Mutual Fire Insurance Company“ umbenannt 
wurde, erzielte auf Grund der Beurteilung von Risiken erhebliche Gewinne. 
Die Gewinne wurden zu großen Teilen an die Textilmühlenbesitzer weiter ge-
geben. In der Regel waren die Versicherungsbeiträge bei dieser Versicherung 
50 % geringer als bei den traditionell arbeitenden Versicherungen. Der tech-
nologische Fortschritt dieser Versicherung, nämlich die Untersuchung der Ur-
sachen von Unfällen und die Entwicklung von Vorschlägen, um die Unfälle zu 
verhindern, wurde später auch von anderen Versicherungen aufgegriffen. Im 
Jahre 1878 formte die „Mutual Fire Insurance Company“ einen losen Verbund 
von Ingenieuren, der Brandschutzinspektionen durchführte und Empfehlungen 
zur Vermeidung von Bränden entwickelte. Die spätere „Factory Mutual Engi-
neering Association“ führte Risikountersuchungen durch, in dem sie die Häu-
figkeit und die Schadensfolgen von Unfällen untersuchte und bewertete. 107 
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Arbeitsunfälle mit Todesfolge treten auch heute noch in vielen Industrieberei-
chen auf. Aber durch die lange Geschichte der Industrieunfälle stehen gut abge-
sicherte Überschlagsformeln zur Verfügung. Ein bekanntes Verhältnis für die 
Häufigkeit ist 1:29:300 für schwere Unfälle, leichte Unfälle und Unfälle ohne 
Verletzungen (basierend auf 5.000 Unfällen). Ähnliche Werte von 1:30:60:600 
für Unfälle mit Todesfolge oder schwerer Verletzung, Unfälle mit leichten Ver-
letzungen, Unfälle mit Beschädigung von Sachgut und Unfälle ohne Verlet-
zungen und ohne Beschädigungen werden basierend auf 1.753.489 Unfällen 
angegeben 143. Auf Grund dieser Untersuchungen können auch industriezweig-
abhängige Formeln entwickelt werden. Eine weiterführende Diskussion zu In-
dustrieunfällen findet sich in 186.  
 
Oft treten Industrieunfälle in Verbindung mit anderen Risiken auf, wie z.B. Ex-
plosionen, Gasaustritt, Einsturz von Anlagen etc. 
 
1.3.12 Bergbau 
 
Bergarbeiter unter Tage sind im Vergleich zu anderen Berufsgruppen auch 
heute noch hoch gefährdet. Man schätzt, daß in China pro Jahr mehr als 8.000 
Bergleute während der Ausübung ihres Berufes verunglücken. So starben im 
Juli 2001 über 200 Bergarbeiter bei einem schweren Grubenunglück in Süd-
china, als Wasser in ein Zinnbergwerk einbrach (Tagespresse). Zwar ist man 
bestrebt, die Opferzahlen bis zum Jahre 2007 auf 5.000 zu verringern, da aber 
neben den 3.200 staatlichen Gruben auch noch 22.000 kommunale und private 
Gruben existieren, ergeben sich erhebliche Schwierigkeiten bei der Umsetzung 
dieses Zieles. 166 
 
Sicherlich gibt es Grubenunglücke, seit Bergbau unter Tage betrieben wird. Im 
Ruhrgebiet erfolgte die erste schriftliche Erwähnung des Bergbaus im 13. Jahr-
hundert. Der Abbau durch Stollen begann im 16. Jahrhundert. 1881 wird durch 
die zuständige Bergbaubehörde bestimmt, daß jede Zeche mindestens zwei be-
fahrbare Schächte besitzen muß, um im Gefahrenfall eine bessere Verbindung 
der Grube zur Oberfläche zu erreichen. Diese Anforderung ist ein wichtiges In-
diz dafür, daß bereits damals Vorsorge betrieben wurde. Die folgenden Zahlen 
belegen, daß Vorsorgemaßnahmen nicht unberechtigt waren. 1908 ereignete 
sich in Hamm eine Schlagwetterexplosion und ein Brand, die beide zusammen 
349 Todesopfer forderten. Als Folge dieses Unglückes wurden elektrischen 
Grubenlampen angeschafft. 1925 forderte eine Schlagwetterexplosion 136 To-
desopfer in Dortmund. 1950 ereignete sich eine Schlagwetter- und Kohlestaub-
explosion in Gelsenkirchen mit 78 Todesopfern, 1955 gab es eine Schlagwet-
terexplosion in Dahlbusch mit 42 Todesopfern und 1960 ereignete sich eine 
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Explosion in Grimberg mit 405 Todesopfern. Unter einer Schlagwetterexplo-
sion wird das Eindringen von Gasen in den Stollen und die nachfolgende Ex-
plosion verstanden. 163 
 
1963 ereignete sich ein Bergwerksunglück, welches zu besonderer Berühmt-
heit gelangte: das „Wunder von Lengede“ (Niedersachsen). Am 24. Oktober 
1963 brach in der Eisenerzgrube „Mathilde“ ein Klärteich. Ca. 500.000 Ku-
bikmeter Wasser und Schlamm schlossen 129 Bergleute ein. Obwohl die Ret-
tungsarbeiten offiziell bereits eingestellt waren, wurden noch zwei Wochen 
nach dem Unglück 11 Bergarbeiter lebend geborgen. Eine vergleichbare 
glückliche Rettung von eingeschlossenen Bergleuten gelang 2003 nach einem 
Wassereinbruch in der Kohlegrube „Sapadnaja-Kapitalnaja“ Nahe Rostow am 
Don in Rußland. Dabei wurden zunächst 46 Bergleute von der Außenwelt ab-
geschnitten. Nach zwei Tagen konnten 33 Bergleute und vier Tage darauf 12 
weitere Bergleute geborgen werden. 164 
 
Neben dem Einschluß von Menschen im Bergwerk besteht auch eine Gefähr-
dung für die umliegende Bevölkerung. Dies kann zum einen durch Erdbeben 
geschehen, die durch den Bergbau ausgelöst werden, und zum zweiten durch 
die Freisetzung von giftigem Material, welches aus dem Berg gewonnen wird. 
Dem zweiten Risiko kann auch der Lagerung gefährlicher Güter zugeordnet 
werden. Da mehrere derartige Unglücke durch die Kommission der Europäi-
schen Union über Sicherheit von Bergwerken behandelt werden, ist diese Art 
der Unglücke ebenfalls hier eingeordnet. 
 
Im April 1998 ereignete sich der sogenannte Unfall von Doñana. Dabei brach 
ein Damm, der einen See zur Ablagerung des Abraumes der Minen bei Aznal-
cóllar (Spanien) begrenzte. In der Mine wird Zink, Silber, Blei und Kupfer ab-
gebaut. Das Erz und der Abraum enthält daneben aber auch Arsen, Kadmium, 
Thallium und andere Metalle in geringen Konzentrationen. Beim Bruch des 
Dammes wurden etwa drei Millionen Kubikmeter Schlamm und vier Millionen 
Kubikmeter säurehaltigen Wassers freigesetzt. Der Großteil des Schlamms la-
gerte sich in der Nähe des Sees ab, aber Teile des ausgetretenen Materials über-
fluteten ein Gebiet in der Nähe eines Nationalparks und gelangten anschließend 
in den Fluß Guardiama. Zwar wurden bei dem Unfall keine Menschen verletzt, 
aber es trat ein erheblicher ökologischer Schaden auf. 357 
 
Ein zweites Unglück dieser Art ereignete sich im Januar 2000 an der Goldmine 
Baia Mare in Rumänien. Auch dort brach der Damm für den Abraum, der u.a. 
120 Tonnen Zyanid enthielt. Insgesamt wurden ca. 100.000 Kubikmeter 
Schlamm und Abwasser freigesetzt, die zu großen Teilen in den Fluß Lapus 
gelangten. Da der Fluß in die Theiß und Donau strömt, wurden auch diese 
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Flüsse von der Zyanidbelastung betroffen. Besonders an der Theiß führte das 
Zyanid zu schweren Schäden der Pflanzen- und Tierwelt. Ungarische Behörden 
schätzen die Menge der vergifteten Fische auf über 1.000 Tonnen. Noch vier 
Wochen nach dem Unfall waren erhöhte Zyanidmengen im 2.000 km entfern-
ten Donaudelta meßbar. Auch bei diesem Unfall erfolgte keine direkte Gefähr-
dung von Menschen, da die Trinkwasserversorgung in der Nähe des Flusses 
durch Tiefbrunnen sichergestellt werden konnte. Ob langfristige Schäden auf-
treten, wird z.Z. noch in wissenschaftlichen Kreisen diskutiert. 357 
 
Der Bruch von Dämmen, die Seen zur Ablagerung von Abraum begrenzen, er-
eignete sich in den letzten Jahren recht häufig. Es wird geschätzt, daß pro Jahr 
knapp zwei Dämme weltweit brechen. Da der Bau dieser Dämme unregelmäßig 
erfolgt und in den meisten Fällen auch für die Dämme nur Abraum verwendet 
wird, ist die Statik dieser Dämme oft unzureichend. Da die beiden bisher ge-
nannten Beispiele den Eindruck erwecken, Abraumbewegungen stellen keine 
Gefahr für Menschen dar, sollen noch zwei weitere Unfälle erwähnt werden, 
die diese Aussage widerlegen. 
 
Zunächst einmal sei die Abrutschung einer Halde eines Kohlebergwerkes in 
Aberfan (Wales) erwähnt. 1966 verloren bei diesem Unfall 144 Menschen ihr 
Leben. Die Opfer waren überwiegend Kinder. 1985 brach in Trentin (Italien) 
ein Damm, der ebenfalls Abraummaterial einer Mine zurückhielt. Es kamen 
200.000 Kubikmeter Material ins Rutschen. Dabei wurden 62 Gebäude zerstört 
und 268 Menschen getötet. 105 
 
1.3.13 Chemische Unfälle 
 
Die chemische Industrie wird von der Öffentlichkeit nicht nur für die dort Be-
schäftigten als gefährlich eingestuft, sondern auch für die Öffentlichkeit selbst. 
Zahlreiche Unglücke in chemischen Betrieben haben die Aufmerksamkeit der 
Öffentlichkeit geweckt.  
 
In Deutschland existieren etwa 8.000 chemische Betriebe. Pro Jahr ereignen 
sich etwa 10 bis 20 schwere Unfälle, so daß sich eine Wahrscheinlichkeit für 
einen Unfall pro Fabrik pro Jahr von 1-2·10-3 ergibt 334. Die Anzahl der Unfälle 
ist aber bei vielen Firmen rückläufig, so z.B. bei der Firma BASF. Dort konnte 
die Anzahl der Unfälle seit zwanzig bis dreißig Jahren kontinuierlich verringert 
werden 333. 
 
Eines der ersten schweren Unglücke in chemischen Fabriken war die Explosion 
der BASF Stickstoffwerke in Oppau 1921. Am 21. September 1921 explodierte 
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das Lager mit vermutlich 4.500 Tonnen Ammoniumnitrat. Dabei entstand ein 
Krater mit einem Durchmesser von 100 m und einer Tiefe von 20 m. Über 500 
Menschen fanden den Tod. Nach dieser Explosion durfte übrigens in Deutsch-
land kein Ammonsalpeter mehr vertrieben werden. In den USA ereignete sich 
in Cleveland 1944 ein Unfall mit über 128 Opfern bei der Verarbeitung von 
flüssigem Brennstoff in einer Fabrik 62. Ein weiterer schwerer Unfall war das 
Unglück von Soveso 1976 in Italien. In einer Anlage zur Herstellung von Tri-
chlorphenol wurde ca. 2 kg hochgiftiges Dioxin freigesetzt. In der näheren Um-
gebung der Anlage verstarben in großer Anzahl Rinder und Kleintiere. Etwa 
200.000 Menschen wurden ärztlich untersucht, 70.000 Tiere notgeschlachtet 
und mehrere Häuser abgerissen.  
 
In der Nacht des 2. Dezember 1984 ereignete sich einer der schwersten Indu-
strieunfälle der Geschichte. Dabei wurde in einer Pestizidfabrik der Firma 
Union Carbide in Indien eine Wolke von Methylisocyanit freigesetzt, die über 
tausend Menschen tötete und zwischen 20.000 und 50.000 Menschen verletzte. 
Die gleiche Anlage existierte auch in den USA. Dort wurde das Werk allerdings 
von deutlich besser ausgebildeten Angestellten kontrolliert.  
 
Im November 1986 trat ein Brand auf dem Werksgelände der Schweizer San-
doz AG auf, bei dem durch Löschwasser hochgiftige Insektizide in den Rhein 
gespült wurden. Auf über 400 km Flußlänge traten Schäden bei der Pflanzen- 
und Tierwelt auf 337. Eine der letzten schweren Unglücke war die Explosion ei-
ner Düngemittelfabrik am 21. September 2001 in Toulouse in Frankreich. Da-
bei explodierten zwei Fabrikhallen der Düngemittelfabrik AZF. Es waren min-
destens 29 Opfer zu beklagen und es gab über 2.000 Leichtverletzte 276. Andere 
Quellen nennen 30 Opfer und über 9.000 Verletzte 168. Es wurden 30.000 Woh-
nungen beschädigt, 700 öffentliche Gebäude und 112 Schulen. Die Explosion 
war so stark, daß in der Stadt eine Panik ausbrach. Da sich vom Fabrikgelände 
eine Gaswolke Richtung Stadt bewegte, wurden in der Stadt Toulouse Gasmas-
ken verteilt 276. Noch drei Tage nach der Explosion gab es in der Umgebung von 
Toulouse keine funktionierende Wasserversorgung 168. Im Januar 2003 ereig-
nete sich eine schwere Explosion in einer pharmazeutischen Fabrik in King-
ston, North Carolina. Dabei wurden über 30 Menschen verletzt 276. 
 
Und als letztes Beispiel sei ein Unfall in einem chinesischen Gasfeld erwähnt. 
Auch wenn es sich dabei nicht um eine chemische Anlage handelt, verdeutlicht 
es doch die Gefahren chemischer Gase. Bei dem Gasunfall in China nahe der 
westchinesischen Stadt Chongqing im Dezember 2003 wurden mehr als 9.000 
Menschen verletzt, 243 starben und mehr als 60.000 Menschen wurden evaku-
iert (25 km2). 363 
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Auf Grund der historischen Entwicklung hat man, wie bei Kernkraftwerken, 
frühzeitig mit der Untersuchung von Risiken begonnen. Als Beispiel für die 
rechnerische Untersuchung der Auftrittswahrscheinlichkeiten von verschiede-
nen Unfallszenarien in einer chemischen Fabrik dient Tab. 39. Neben der rein 
rechnerischen Erfassung der Auftretenswahrscheinlichkeit werden oft auch Ri-
sikokarten entwickelt, die z.B. die Wahrscheinlichkeiten der Windrichtungen 
und -stärken berücksichtigen. Abb. 29 zeigt eine stark vereinfachte Karte. In 
der Regel sind diese Karten deutlich umfangreicher. 
 
Tab. 39: Explosions- und Feuerwahrscheinlichkeiten für chemische Anlagen 62 
 
Anlage Explosion pro Jahr Jetfeuer pro Jahr Flash-Feuer pro Jahr Gaswolke pro Jahr
Alkylation 3,4·10-4 6,9·10-4 6,9·10-4 2,4·10-3 
FCCU 1,3·10-3 2,6·10-3 2,6·10-3 9,2·10-3 
Cat. Reformer 9,8·10-5 2,0·10-4 2,0·10-4 6,9·10-4 
CDU 3,9·10-4 6,1·10-4 6,1·10-4 2,1·10-3 
Hydrocracker 2,9·10-3 4,1·10-3 4,1·10-3 1,4·10-2 
Hydrotreater 2,8·10-4 5,7·10-4 5,7·10-4 2,0·10-3 
Coker 3,8·10-4 7,7·10-4 7,7·10-4 2,7·10-3 
Alle Einheiten 4,0·10-4 8,1·10-4 8,1·10-4 2,8·10-3 
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Abb. 29: Austritt von Chlor 133 
 
Bereits in diesem Abschnitt zeigte sich, daß chemische Unfälle häufig mit Ex-
plosionen oder Bränden einhergehen. Da Brände aber nicht nur bei chemischen 
Unfällen auftreten, sondern verschiedene Ursachen besitzen können, wird an 
dieser Stelle noch einmal ausführlicher darauf eingegangen. Im Unterschied 
zum Abschnitt Brände im Kapitel natürliche Risiken werden aber jetzt Brände 
von Städten oder Fabriken untersucht. 
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1.3.14 Brände  
 
Brände sind seit der Nutzung des Feuers durch den Menschen auch eine Bedro-
hung für den Menschen. Diese beachtliche Bedrohung führte auch sehr früh-
zeitig zu Risikovorsorgemaßnahmen: der Einrichtung von Feuerwehren. Be-
reits unter Hammurabi im alten Babylon waren rudimentäre Brandschutzregeln 
bekannt. Im Römischen Reich wurde unter Kaiser Augustus (63 v. Chr. – 14 n. 
Chr.) eine Nacht- und Feuerpolizei eingerichtet. Ursache dafür dürfte die größte 
überlieferte Brandkatastrophe des Altertums gewesen sein. Vom 19. bis 28. Juni 
64 v. Chr. ereignete sich der Brand von Rom, angeblich von Kaiser Nero ver-
anlaßt 112. Im Mittelalter gibt es ebenfalls Feuerverordnungen, so 1086 in Me-
rane in Tirol oder 1189 in London 354. Im Mittelalter ereigneten sich in vielen 
Städten und Dörfern schwere Brände. Steinhäuser waren selten, überwiegend 
wurden Fachwerkhäuser aus Holz und Lehm, mit Holzschindeln oder Stroh ge-
deckt, erbaut. Die Häuser boten den Flammen ausreichend Nahrung. Zusätzlich 
standen die Häuser sehr dicht, so daß das Feuer ungehindert überspringen 
konnte 354. In Berlin/Cölln brachen 1348, 1376 und 1380 schwere Feuer aus 354. 
Zwar existieren über den Umfang der Brandschäden aus dem Jahre 1348 nur 
geringe Anhaltspunkte, aber um so schwerere Schäden belegen die Dokumente 
für die zwei weiteren Brände. Berlin erlitt schwere Schäden durch den Brand 
aus dem Jahre 1376. Auch die Feuersbrunst vom 10. und 11. August 1380 legte 
große Teile von Berlin/Cölln in Asche. Als Folge dieser verheerenden Brände 
änderte sich das Bauverhalten und es wurden in zunehmendem Maße Ziegel-
dächer eingesetzt 354. 
 
Ein weiterer großer Brand ist der schwere Brand von 1666 in London. Der Ar-
chitekt der Sankt Pauls Kathedrale in London, Wren, erbaute nach dem Brand 
über 60 neue Kirchen in der Stadt. Vom 5. bis 8. Mai 1842 brennt der Stadtkern 
von Hamburg trotz des Einsatzes von 1.000 Feuerwehrmännern mit 46 Land- 
und Schiffsspritzen zu 2/3 nieder. Am 5. Oktober 1871 ereignet sich der „große 
Brand von Chicago“. Angeblich wurde der Brand durch eine Kuh ausgelöst, die 
im Stall beim Melken die brennende Laterne umstieß. Nach dem Brand lag die 
Stadt zu großen Teilen in Schutt und Asche. Man geht davon aus, daß Hundert-
tausende durch diese Katastrophe obdachlos wurden 112. In Verbindung mit an-
deren Katastrophen, wie Krieg oder Erdbeben, ereigneten sich ebenfalls 
schwere Brände. Erwähnt sei hier nur der Brand von Lissabon oder das Feuer in 
Dresden am 13. Februar 1945. Auch in den letzten Jahren haben sich wiederholt 
schwere Brände ereignet. Die Brandgebiete liegen allerdings heute weniger in 
Städten, sondern in großen Waldgebieten. Auf Waldbrände wurde bereits ein-
gegangen. 
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Oft spielen Brände eine Rolle in Verbindung mit Gefahrengütertransporten und 
Tunneln. In Tab. 41 sind einige Beispiele von Bränden in Straßentunneln aufge-
führt. Unglücke in Tunneln können hohe Opferzahlen verursachen, wie z.B. der 
Unfall im Mont-Blanc-Tunnel 1999. Beispiele für Opferzahlen in Tunneln fin-
den sich in Abb. 30. Die beträchtliche Gefahr von Bränden in Tunneln oder un-
terirdischen Einrichtungen erwächst nicht so sehr aus der Temperatur, die in 20 
oder 30 m Entfernung vom Brand durchaus tolerabel sein kann, sondern aus der 
Rauchbelastung. Sie führt zu erheblichen Einschränkungen bei der Orientie-
rung. Man geht davon aus, daß bei einer optischen Dichte des Rauches von 
0,066 m-1, welches einer Sichtbarkeit unter 4 m entspricht, Menschen, die sich 
in den Örtlichkeiten nicht auskennen, keinen Fluchtweg mehr finden. Men-
schen, die die Notausgänge kennen, können noch bis zu einer Sichtbarkeit von 
1 m bzw. einer optischen Dichte von 0,22 m-1 fliehen. Neben der einge-
schränkten Sichtbarkeit durch den Rauch enthält dieser zusätzlich oft auch gif-
tige Bestandteile, wie z.B. Kohlenmonoxid oder Salzsäure. Bei einer Kohlen-
monoxiddichte von 600 bis 800 ppm in der Luft verliert ein Mensch nach weni-
gen Minuten das Bewußtsein 113. In Tab. 40 wird der Kohlenmonoxidgehalt des 
Rauchs verschiedener brennender Substanzen angegeben.  
 
Tab. 40: Kohlenmonoxidgehalt des Rauches beim Brand verschiedener Sub-
stanzen 113 
 
Brennbare Substanz CO in ppm bei einer optischen Dichte von 0,22 m-1 
Holz 36,0 
Kohle 9,0 
Transportband aus SBR 2,5 
Transportband aus PVC 3,0 
Transportband aus Neopren 7,0 
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Tab. 41: Brände in Straßentunneln in Verbindung mit den Transport gefährli-
cher Güter 54 
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Abb. 30: Todesopfer bei Tunnelunglücken 317 
 
1.3.15 Explosionen 
 
Brände werden oft durch Explosionen verursacht. Eine Explosion ist eine auf 
dem Ausdehnungsbestreben von Gasen oder Dämpfen beruhende, sehr 
schnelle Kraftäußerung (§ 5 Nr. 3 VGB 2001). Die Schnelligkeit ist meist so 
groß, daß der Verlauf einer Explosion in der Regel durch einen Menschen nicht 
wahrgenommen werden kann.  
 
Im folgenden werden historische Beispiele für schwere Explosionen genannt: 
Im Jahre 1645 explodierte z.B. ein Pulverturm in Delft. Die Explosion war ca. 
80 km weit zu hören. Noch heute befindet sich am ehemaligen Platz des Pul-
verturmes ein Markt 11. 1807 erfolgte eine Explosion einer mit Sprengstoff be-
ladenen Barkasse in der Stadt Leiden. Ca. 150 Menschen, darunter 50 Kinder, 
fanden dabei den Tod 11. Napoleon besuchte den Ort der Katastrophe und ver-
faßte 1910 einen kaiserlichen Erlaß. Dieser Erlaß regelte, welche Manufakturen 
sich innerhalb einer Stadt ansiedeln dürfen. Manufakturen mit einer zu großen 
Gefährdung der Bevölkerung wurden aus Städten verbannt. Es muß bedauerli-
cherweise festgestellt werden, daß der Umgang mit Sprengstoff sich auch in 
den folgenden Jahrhunderten nicht besserte. 1867 ereignete sich eine schwere 
Explosion von Sprengstoffen in Athen 11.  
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Besonders schwere Unglücke mit Sprengstoff verursachten Explosionen von 
mit Munition beladenen Kriegsschiffen. Die erste Katastrophe dieser Art ist die 
sogenannte Halifax-Katastrophe, die sich am 6. Dezember 1917 im ka-
nadischen Halifax ereignete. Das französische Transportschiff Mont Blanc 
sollte Sprengstoff an die europäischen Kriegsschauplätze transportieren. Das 
Schiff hatte im November in New York Sprengstoff geladen, dessen Spreng-
kraft drei Kilotonnen TNT (Trinitrotoluol) entsprach. Das Schiff sollte in Hali-
fax, Kanada, einen Zwischenstop vor der Fahrt nach Europa einlegen. Um nach 
Halifax einzufahren, mußte ein Kanal vor der Stadt, der Narrow-Kanal, passiert 
werden. Dies tat zur gleichen Zeit auch der norwegische Frachter Imo. Dieser 
fuhr mit etwa der doppelten zulässigen Geschwindigkeit in den Kanal und 
rammte die Mont Blanc. Bei der Kollision bohrte sich der Vorsteven der Imo in 
die Steuerbordseite der Mont Blanc. Dabei wurden Benzolfässer auf dem Deck 
der Mont Blanc beschädigt und liefen aus. Unglücklicherweise entschied sich 
der Kapitän der Imo dafür, sein Schiff wieder freizufahren. Durch die Reibung 
zwischen den Metallteilen der ineinander verkeilten Schiffe wurde das Benzol 
entzündet. Anschließend explodierten weitere Benzolfässer auf dem Deck der 
Mont Blanc. Der Vorderteil der Mont Blanc stand in Flammen. Die Feuer-
löschkapazität des Schiffes reichte nicht aus, den entstandenen Brand zu be-
kämpfen. Der Kapitän der Mont Blanc konnte sich auch nicht entschließen, daß 
Schiff zu versenken. Da sowohl die Mannschaft als auch der Kapitän die Explo-
sion des auf dem Schiff vorhandenen Sprengstoffes voraussahen, verließen sie 
das Schiff. Das brennende Schiff explodierte jedoch nicht sofort, sondern trieb 
unkontrolliert Richtung Richmond, einem Vorort von Halifax. Es erreichte 
auch die Pier und setzte sie in Flammen. Zwar wurde versucht, das Schiff weg-
zuschleppen, aber der Versuch scheiterte. Eine halbe Stunde nach der Kollision 
explodierte die Mont Blanc. Das Schiff wurde in Einzelteile zerrissen, die teil-
weise mehrere Meilen durch die Luft flogen. Zahlreiche Schiffe wurden zer-
stört oder beschädigt. Eine Eisenbahnbrücke in Halifax stürzte durch die Ex-
plosion ein. Mehrere Waggons stürzten mit der Brücke in die Tiefe. Die Explo-
sion soll nach verschiedenen Schätzungen die Sprengkraft einer kleinen Atom-
bombe besessen haben. Die Stadt bot ein Bild des Grauens, überall gab es 
Brände. Insgesamt forderte die Explosion 2.000 Todesopfer und 9.000 Ver-
letzte. Die Anzahl der Opfer ist vermutlich auch deshalb so hoch, weil viele 
Schaulustige zum Pier strömten, um das brennende Schiff zu sehen. Etwa 
25.000 Menschen wurden in Halifax obdachlos. 205 
 
Eine vergleichbare Katastrophe ereignete sich 1944 in Bombay. Auch hier war 
das Schiff, die Fort Stikene, mit Sprengstoff beladen. Es handelte sich um ca. 
1.400 Tonnen, allerdings wurden auf dem Schiff auch Baumwolle und 
Trockenfisch transportiert. Das Schiff sollte am 13. April 1944 entladen wer-
den. Am Morgen des 13. April war zunächst ein Großteil der Fracht ausgeladen 
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worden. Nach dem Mittag, als man die Entladung der Baumwollballen ab-
schließen wollte, entdeckte man gegen 13:30 Uhr einen Brandherd in den 
Baumwollballen auf dem Schiff. In den nächsten zweieinhalb Stunden gelang 
es nicht, diesen Brand zu löschen. Im Gegenteil, an der Außenwand des Schif-
fes zeigte sich ein glühender Fleck. Das Feuer breitete sich zu den Lagerräumen 
aus, in denen sich der Sprengstoff befand. Auch hier wurde das Schiff nicht aus 
dem Hafen gezogen oder versenkt. Gegen 16:00 Uhr erreichte das Feuer den 
Sprengstoff. Das Schiff explodierte in zwei Phasen. Im Hafen von Bombay 
gingen in der Nähe der Fort Stikene 13 Schiffe verloren. Im Radius von 400 
Metern um das Schiff wurden sämtliche Gebäude sehr schwer beschädigt. Die 
Beschädigung betraf auch 50 Hafenspeicher, deren Inhalt, wie z.B. Getreide, 
durch die Explosion breitgetragen wurde. Durch die glühenden Explosionsteile 
des Schiffes wurden in der Stadt Hunderte Brände entfacht, die am 15. April, 
zwei Tage später, das Zentrum der Stadt erfaßt hatten. Der Brand erreichte sol-
che Ausmaße, daß er etwa 120 km weit zu sehen war. Um zu verhindern, daß 
die Stadt Bombay vollends verloren geht, wurde in der Stadt ein 400 m breiter 
Brandschutzstreifen geschaffen. In diesem Streifen wurde alles dem Boden 
gleich gemacht. Insgesamt forderte diese Katastrophe 1.500 Tote und 3.000 
Verletzte 205. Aber auch in der jüngsten Vergangenheit ereigneten sich Explo-
sionen. Vielen Lesern wird noch die Explosion einer Feuerwerksfabrik im Mai 
2000 in Enschede (Niederlande) in Erinnerung sein. Dabei wurden knapp 300 
Häuser nahezu komplett zerstört und 22 Menschen fanden den Tod. Um die 
Gewalt von Explosionen darzustellen, findet sich in Tab. 42 eine Zusammen-
stellung der Reichweite und Masse von Explosionsteilen bei schweren histori-
schen Explosionen von Tankbehältern.  
 
Tab. 42: Reichweite bei Explosionen von Tankbehältern 403 
 
 Jahr Entfernung der Explosionsteile vom 
Epizentrum 
Masse der 
Teile in kg 
Geschwindig-
keit der Teile in 
m/s 
Romeo Villiage 1984 Tankfragmente 500 m hoch und 
3.000 m weit  
- 100-170 
Crescent City  Tankfahrzeugfragmente 100 m weit >10.000 85 
Mexiko City 1984 Tankfragmente 400 m weit 13.000 60-150 
Feyzin 1966 Plattenteile 300 m weit  70.000 - 
Texas City 1978 Teile 230 m weit - - 
 
Plant man heute ein Lager mit explosionsgefährdeten Materialien, so ermittelt 
man den Explosionsdruck in Abhängigkeit von der Entfernung vom Explosi-
onszentrum. Den ermittelten Wert kann man mit zulässigen Werten z.B. gemäß 
Tab. 43 vergleichen: 
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Tab. 43: Effekt eines Überdrucks durch Explosion 64 
 
Überdruck in bar Effekte 
0,60 Sofortige Todesopfer 
0,30 Einsturz von Gebäuden 
0,20 Schwere Schäden an Gebäuden 
0,14 Tödliche Verletzungen 
0,07 Schwere Verletzungen 
0,03 Glasbruch 
 
Man unterteilt anschließend drei Bereiche: Explosionszone, Schadenszone und 
Achtungszone. Die Explosionszone befindet sich in unmittelbarer Nähe zur 
Explosion. Sie wird durch einen Überdruck größer 0,60 bar definiert. Die Scha-
denszone wird durch den Überdruckbereich von 0,07 bis 0,60 bar beschrieben. 
In diesem Bereich kann es zu Todesopfern bei älteren Menschen oder Kindern 
kommen. In der dritten Zone sollten keine schweren Verletzungen mehr auf-
treten. Sie wird definiert mit einem Überdruckbereich von 0,07 bis 0,02 bar. 
Wohngebiete dürften maximal in dieser Zone liegen. Bei der Explosion eines 
20 Tonnen Industriedepots befindet sich die Explosionszone beispielsweise in 
einem Umkreis von 70 m, die Schadenszone erreicht eine Entfernung von 
knapp 420 m und die dritte Zone erreicht einen Radius von 1.200 m. Die nächste 
Ortschaft dürfte in diesem Beispiel also erst in etwa 420 m Entfernung von dem 
Lager beginnen 64. Die Idee, daß die Produktion gefährlicher Güter außerhalb 
von Ortschaften erfolgen muß, ist inzwischen 200 Jahre alt und wird, wie die 
letzten Explosionskatastrophen gezeigt haben, immer noch nicht konsequent 
umgesetzt. 
 
1.3.16 Informationstechnik 
 
Die bisher genannten Wirtschaftsbereiche Landwirtschaft, Industrie, Bergbau 
oder Chemie existieren seit vielen Jahrzehnten, einige Wirtschaftsbereiche wie 
die Landwirtschaft sogar seit mehreren tausend Jahren. Aber bereits dort wurde 
angesprochen, daß neue technologische Verfahren zu neuen Risiken führen 
können. Eine sehr junge Technologie ist der Bereich der elektronischen Infor-
mationstechnik. So liegt die Einführung des „Personal Computers“ gerade 
einmal zwei Jahrzehnte zurück. Eine massenhafte Verbreitung des Computers 
hat seit dieser Zeit stattgefunden, auch wenn die Einführung des PC’s nicht als 
ursprüngliche Geburtsstunde des Computers angesehen werden darf. Heute 
finden sich in unzähligen technischen Erzeugnissen Rechnerkomponenten. 
Beispielhaft seien neue Kraftfahrzeuge, Flugzeuge, Schiffe Fahrstühle, Wasch-
maschinen oder Ampeln genannt. Computer steuern die Strom- oder Wasser-
versorgung. Die Wirtschaftsbereiche mit der höchsten Durchdringung mit 
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Computern sind das Verkehrswesen, die Telekommunikation, die Versorgung 
und die Finanzinstitute. 
 
Die Rechentechnik übernimmt zunehmend Aufgaben, die direkt das Leben und 
die Gesundheit von Menschen, wie z.B. in der Medizin, betreffen. Computer 
steuern Flugzeuge und der Ausfall eines solchen Computers kann den Absturz 
des Flugzeuges und den Tod der Passagiere verursachen. Deshalb werden heute 
in solchen Fällen redundante Systeme eingesetzt, daß heißt die Rechentechnik 
ist mehrmals vorhanden.  
 
Insbesondere im Jahr 1999 während der Diskussion des „Jahr-2000-Problems“ 
wurden die Auswirkungen des massenhaften Ausfalles von Rechentechnik be-
urteilt. Allerdings wurde weniger eine Gefahr für Leib und Leben von Men-
schen gesehen als vielmehr enorme negative wirtschaftliche Konsequenzen des 
Computerausfalles. Diese wirtschaftlichen Schäden können aber auch ohne ein 
solches hervorstechendes Problem beobachtet werden, da Softwarefehler eine 
latente Erscheinung sind. Im Jahre 1999 wurde der Schaden durch Computer-
fehler auf über 100 Milliarden Dollar allein in den USA geschätzt. Zusätzlich 
entstehen mutwillige Schäden durch Viren und Würmer. Der Schaden, den der 
Internetvirus „Mydoom“ im Februar 2004 verursachte, dürfte 21 Milliarden 
Euro betragen haben. Dies ist kein Einzelfall. Der Virus „Iloveyou“ verursachte 
im Jahre 2000 einen Schaden von etwa 5 Milliarden Euro. Im Jahre 2001 ver-
ursachten Viren Schäden von 13 Milliarden US-Dollar, 2002 etwa von 20 bis 
30 Milliarden US-Dollar und 2003 etwa 55 Milliarden US-Dollar. 52, 380, 293, 303 
 
1.4 Gesundheitliche Risiken 
 
Die bisherigen Erläuterungen von Risiken gingen davon aus, daß alle Risiken 
außerhalb des Menschen entstehen. Es wurden bisher natürliche oder techni-
sche Katastrophen beschrieben, die zum Tod von Menschen geführt haben. 
Nun ist aber allgemein bekannt, daß wir uns selbst während unserer gesamten 
Lebenszeit mit gesundheitlichen Risiken auseinandersetzen müssen. Woran 
sterben die meisten Menschen: an gesundheitlichen Problemen. Gesundheitli-
che Probleme sind scheinbar die größte Gefährdung für Menschen.  
 
Mit Abb. 31 soll diese Aussage belegt werden. In der Abbildung sind die häu-
figsten Todesursachen in Deutschland zusammengefaßt. Aus Abb. 31 wird er-
sichtlich, daß der Anteil der nicht gesundheitlich bedingten Todesfälle etwa 5 
bis 6 % beträgt. Der restliche Anteil der Todesfälle, etwa 95 %, besitzt gesund-
heitliche Ursachen. Der hohe Anteil gesundheitlicher Todesursachen erscheint 
plausibel, wenn man berücksichtigt, daß der Mensch mit zunehmendem Alter 
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mehr gesundheitlichen Komplikationen ausgesetzt ist. Der Mensch ist ein zeit-
lich befristetes Lebewesen. Dieser Satz schlägt sich in Abb. 31 nieder. 
 
Atmungssystem 5,8 %
Sonstige 2 %
Todschlag & 
Selbstmord
 1,4 %
ungewollte Unfälle 2,7 %
Myokardinfarkt 10 %
Krebs 25 %
Erkrankungen
des Herzkreislauf-
systems 48 %
Verdauungssystem 4,8  %
 
 
Abb. 31: Todesursachen in Deutschland 1999 nach Angaben des Statistischen 
Bundesamtes Wiesbaden  
 
Abb. 31 erlaubt aber auch, diejenigen Krankheiten zu benennen, die besonders 
viele Todesfälle verursachen. Diese Krankheiten sollen im folgenden näher 
beleuchtet werden.  
 
1.4.1 Herz-Kreislauf-Erkrankungen 
 
Betrachtet man Abb. 31 näher, so kann man relativ genau angeben, welche 
Teile des menschlichen Körpers der höchsten Belastung während des Lebens 
unterliegen. Gemäß Abb. 31 sterben 50 % der deutschen Bevölkerung an Herz-
Kreislauf-Erkrankungen. Rechnet man die 10 % des Herzinfarktes dazu, sogar 
60 %. In anderen hochzivilisierten Ländern erreicht man vergleichbare Werte. 
Herzkrankheiten kosteten von 1975 bis 1995 im Durchschnitt pro Jahr 743.000 
US-Amerikanern das Leben 300 und sind damit auch dort die Todesursache 
Nummer eins.  
 
Unter Herz-Kreislauf-Erkrankungen wird eine Vielzahl von Erkrankungen ver-
standen, die das Herz und die restlichen Gefäße des Körpers betreffen. Mit zu-
nehmendem Lebensalter wird der Verschleiß an diesen Organen besonders 
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deutlich. Herz-Kreislauf-Erkrankungen sind aber nur zum Teil unvermeidlich. 
In Finnland hatte man Anfang der 70er Jahre im internationalen Vergleich sehr 
hohe Todesopferzahlen durch Herz-Kreislauf-Erkrankungen. In den folgenden 
Jahrzehnten wurde ein Präventivprogramm gestartet, welches z.B. die regel-
mäßige Kontrolle des Blutdruckes für die Bevölkerung, Rauchverbote, die Ein-
richtung des Faches Gesundheitskunde in der Schule und die Stimulation der 
Industrie für die Entwicklung und Verbreitung von fett- und salzarmen Nah-
rungsmitteln enthielt. Im Ergebnis dieses Programms konnten die Erkran-
kungsfälle deutlich gesenkt werden. 419 
 
1.4.2 Krebs 
 
Auch Krebs besitzt mit 25 % der Todesursachen einen erheblichen Anteil an der 
Sterblichkeit. Unter Krebs versteht man im allgemeinen einen bösartigen Tu-
mor mit weitgehender Unreife der Zellen, autonomem und invasivem Wach-
stum sowie der Fähigkeit zur Metastasierung 328. Tumorzellen können über die 
gesamte Lebenszeit eines Menschen auftreten. Dabei beruht die Entstehung 
einer Krebserkrankung in der Regel nicht auf einer einzelnen Ursache, sondern 
ist durch ein Geflecht verschiedener Faktoren bedingt. Tumorzellen werden in 
den meisten Fällen von der körpereigenen Abwehr neutralisiert. Gerade in zu-
nehmendem Alter, wenn sowohl die körpereigene Abwehr erlahmt als auch die 
Anzahl der fehlerhaften Zellen steigt, nimmt die Anzahl der Erkrankungen je-
doch zu. 
 
1997 erkrankten in Deutschland 330.000 Menschen an den verschiedensten 
Krebsarten. Von diesen 330.000 Betroffenen war ca. ein Viertel jünger als 60 
Jahre. Das mittlere Erkrankungsalter liegt bei Männern bei etwa 66 Jahren und 
bei Frauen bei etwa 67 Jahren. Im Durchschnitt verlieren Menschen, die an 
Krebs erkranken, acht Lebensjahre in Bezug zur mittleren Lebenserwartung 
Gleichaltriger. Man konnte allerdings in den letzten Jahren beobachten, daß 
sich die Überlebenschancen für die Erkrankten verbessert haben. Dies ist auf 
verbesserte Behandlungsmöglichkeiten sowie auf eine Veränderung der Ver-
hältnisse der Krebsarten zurückzuführen. Die Häufigkeit von Magenerkran-
kungen hat sich in den letzten Jahren verringert. Im Gegensatz dazu ist die Häu-
figkeit des Dickdarmkrebses gestiegen, der bessere Überlebenschancen bietet. 
16 
 
Die Risiken für das Auftreten von Krebs während eines gesamten Lebens sind 
in Tab. 44 zusammengestellt. Zwar handelt es sich hierbei nicht um Zahlen für 
Deutschland, aber die Werte werden in vielen Bereichen vergleichbar sein. Je-
der dritte Mensch, der regelmäßig Sonnenbaden betreibt, wird während seines 
Lebens mit Hautkrebs konfrontiert. Bei Rauchern ist immerhin jeder zehnte 
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betroffen. Man nimmt an, daß ca. ein Viertel aller Krebserkrankungen durch 
Rauchen mitverursacht werden. 
 
Tab. 44: Krebsrisiko in der Lebenszeit 399 
 
 Krebsverursachende Situation oder Stoff Krebsrisiko während der 
Lebenszeit 
1. Sonnenbaden (Hautkrebs) 3,3·10-1 
2. Zigaretten rauchen (mindestens eine Packung pro Tag) 8,0·10-2 
3. Natürlicher Radongehalt innerhalb eines Hauses  1,0·10-2 
4. Natürliche Strahlung außerhalb von Gebäuden  1,0·10-3 
5. Passiver Raucher  7,0·10-4 
6. Künstliche Chemikalien innerhalb von Gebäuden 2,0·10-4 
7. Luftverschmutzung in Industriegebieten 1,0·10-4 
8. Chemikalien im Trinkwasser 1,0·10-5 
9. Chemikalien im Essen allgemein 1,0·10-5 
 (a) 60 Gramm Erdnußbutter pro Woche (natürliches Aflatoxin) 8,0·10-5 
 (b) einmal im Jahr Forelle aus dem Lake Michigan essen 1,0·10-5 
10. Ausgetretene Chemikalien aus Mülldeponien 1,0·10-4-1,0·10-6 
 
 
1.4.3 Geburt  
 
Daß nicht nur Krankheiten, sondern auch notwendige biologische Vorgänge 
mit einem erhöhten Risiko verbunden sind, zeigen die folgenden Angaben zur 
Säuglings- und Müttersterblichkeit in Tab. 45. Deutlich erkennbar ist wieder 
der bereits an anderer Stelle erwähnte klare Unterschied zwischen entwickelten 
Staaten und Entwicklungsländern. In sogenannten indogenen Gesellschaften 
(Naturvölker) werden Kindersterblichkeitsraten im ersten Lebensjahr von bis 
zu 30 % beobachtet 340. Die in den entwickelten Staaten beobachteten Kinder-
sterblichkeitsraten von 0,5 % sind 100 mal kleiner. Diese klaren Verbesserun-
gen wurden durch die Einführung hygienischer Maßnahmen und durch den 
Einsatz moderner medizinischer Mittel erreicht. Seit dem Beginn des 19. Jahr-
hunderts setzte eine deutliche Verbesserung der kindlichen Überlebenschancen 
ein, die bis heute anhält. Sie betriff allerdings nicht nur Geburten, sondern 
Krankheiten aller Arten. 
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Tab. 45: Säuglings- und Müttersterblichkeit in verschiedenen Ländern 438 
 
Land Säuglingssterblichkeit mittlere Säuglingssterblichkeit 
Kolumbien   28·10-3 Industrieländer   8·10-3 
Brasilien   43·10-3 Entwicklungsländer 64·10-3 
Nikaragua   46·10-3 mittlere Müttersterblichkeit bei der Geburt 
Mexiko   28·10-3 Industrieländer   1,0·10-4
USA     7·10-3 Entwicklungsländer 50,0·10-3
Rußland   17·10-3   
Großbritannien     6·10-3   
Italien     6·10-3   
Türkei   42·10-3   
Deutschland     5·10-3   
Mali 123·10-3   
Ägypten   63·10-3   
Nigeria   63·10-3   
Botswana   60·10-3   
Iran   35·10-3   
Saudi-Arabien   29·10-3   
Indien   72·10-3   
China   31·10-3   
Japan     4·10-3   
Bangladesh   82·10-3   
Papua Neu-Guinea   77·10-3   
Australien 5·10-3   
 
 
1.4.4 Adverse Events 
 
Das Ziel medizinischer Behandlung ist die Heilung und Unterstützung von er-
krankten Menschen. Unter Umständen kann aber durch die Behandlung selbst 
auch eine gegenteilige Wirkung entstehen. Die gegenteilige Wirkung kann be-
kannt oder unbekannt sein. Ein Beispiel für eine zeitweise Verschlechterung 
des Gesundheitszustandes ist die Anwendung einer Chemotherapie bei einem 
an Krebs erkrankten Patienten. Man nimmt in solchen Fällen aber den zeitlich 
befristet verschlechterten Gesundheitszustand in Kauf, um langfristig eine Ver-
besserung oder sogar Heilung zu erreichen. Unter einem „Adverse Event“ 
versteht man eine nachteilige unbeabsichtigte Wirkung (Symptom) einer medi-
zinischen Behandlung bei empfohlener Dosierung.  
 
In den USA schätzt man die Anzahl der dadurch verursachten Todesopfer auf 
44.000 bis 98.000 Fälle pro Jahr 434, 183. Vergleichbare Todesopferraten existie-
ren für Kanada, Australien, Großbritannien und Neuseeland 66, 409, 430. Bei die-
sen Zahlen muß man aber auch berücksichtigen, daß die Todesursache oft nicht 
allein im „Adverse Event“ gesucht werden kann, sondern eben auch in der be-
reits vorangegangenen Erkrankung, die eine medizinische Betreuung erst 
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erforderlich machte. Der theoretisch vermeidbare Anteil der Opfer wird des-
halb nur auf 40 bis 70 % der genannten Fälle geschätzt 434.  
 
Die Ursachen von „Adverse Events“ sind vielfältig. Es kann sich um menschli-
che Fehler, Kommunikationsfehler, technisches Versagen oder bekannte und 
unbekannte Nebenwirkungen von Medikamenten handeln. Und die Kenntnis 
vom „Adverse Events“ darf nicht darüber hinweg täuschen, daß die Fortschritte 
der Medizin einen wesentlichen Beitrag zur Erhöhung der Lebensdauer und 
Lebensqualität von Menschen geliefert haben. Besonders deutlich wird das 
durch das Zurückdrängen von Infektionskrankheiten und Epidemien. 
 
1.4.5 Allgemeines zu Epidemien und Pandemien 
 
Epidemien waren vor dem Beginn der industriellen Revolution und der parallel 
damit einhergehenden Verbesserung der Arbeits- und Lebensbedingungen eine 
der größten Geißeln der Menschheit. Allerdings traten auch später noch zahl-
reiche Epidemien und Pandemien auf. 
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Abb. 32: Historisches Auftreten von Cholerafällen im Zentrum Londons 116 
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Das Wort Epidemie beschreibt das massenhafte Auftreten einer Krankheit in 
einem begrenzten Gebiet und einem begrenzten Zeitraum. Unter Pandemie ver-
steht man eine Epidemie, die auf große Teile eines Landes oder Erdteiles über-
greift 328. Es gibt viele verschiedene Krankheiten, die als Epidemien oder Pan-
demien in der Geschichte der Menschheit aufgetreten sind. Im wesentlichen 
handelt es sich dabei um Infektionskrankheiten. Einige Beispiele sollen in die-
sem und den folgenden Abschnitten erläutert werden, um eine Vorstellung über 
die Gefahr derartiger Krankheiten zu erhalten. 
 
Die Grippe tritt häufig als Epidemie oder Pandemie in Verbindung mit bakteri-
ellen Superinfektionen auf, so 1889 oder 1918/1919. Seit dem 16. Jahrhundert 
hat man ca. 30 Pandemien gezählt. Die sogenannte Spanische Grippe, die 1918 
und 1919 in vier Wellen auftrat, forderte ca. 22 Millionen Opfer 328, allein in 
Deutschland ca. 225.000. Es sollen weltweit etwa 500 Millionen Menschen in-
fiziert gewesen sein. Die asiatische Grippe forderte 1957 etwa eine Million Op-
fer, die Hongkong Grippe 1968 etwa 700.000 Opfer. Besonders berüchtigt un-
ter den historischen Epidemien ist die Pest. 
 
1.4.6 Pest 
 
Die Pest, der sogenannte schwarze Tod, zählte vom 14. bis zum 18. Jahrhundert 
zu den großen Volksseuchen in Europa. Es handelt sich bei dieser Krankheit um 
eine hochkontagiöse Infektionskrankheit, die auch bei Nagetieren (Ratten) 
auftritt und durch Flöhe übertragen wird. Es existieren verschiedene Formen, 
wie z.B. Lungenpest oder die seltener vorkommende Hautpest. Die Sterbe-
wahrscheinlichkeit ist abhängig von der Art der Pest. Bei der Lungenpest be-
trägt sie etwa 95 %, bei der Beulenpest etwa 75 % und die Pestsepsis ist immer 
tödlich. Eingeschleppt wurde die Pest immer wieder aus den sogenannten Pest-
reservoiren in Nordasien, hier vor allem aus Sibirien und der Mongolei. Auch 
Iran und Afrika gelten als Ursprungsorte 328. Die wahrscheinlich schwerste 
Pestwelle herrschte in den Jahren 1347-1352. In diesen Jahren starben vermut-
lich 25 Millionen Menschen in Europa an der Krankheit, ca. ein Viertel der ge-
samten Bevölkerung. Lübeck verlor neunzig Prozent seiner Einwohner. Selbst 
Reichtum schützte nur begrenzt: 25 % der Hausbesitzer und 35 % der Ratsher-
ren starben in Lübeck 221. Frankfurt am Main verzeichnete zweitausend Opfer 
pro Woche und in Erfurt starb über die Hälfte der Bevölkerung 136.  
 
Der Ursprung dieser Pandemie läßt sich bis auf die Halbinsel Krim zurückver-
folgen. Dort wurden genuesische Kaufleute durch kriegerische Tataren und 
Awaren in der Stadt Kaffa eingeschlossen. Die Stadt wurde etwa ein Jahr bela-
gert. Je nach Quelle wird davon berichtet, daß die Angreifer die Stadt mit Lei-
chen beschossen oder die Tataren ihre Angriffe aufgaben und sich zurückzo-
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gen, wobei viele Leichen zurückblieben. Die Genuesen besuchten auf ihrem 
Weg nach Hause die Hafenstädte Konstantinopel, Messina und Neapel. Dort 
traten auch die ersten Krankheitsfälle auf. Die Krankheit erreichte in den näch-
sten Jahren ganz Europa, zunächst Italien, etwa 1348 Wien und ab 1350 Eng-
land und Skandinavien. Selbst Island wurde durch die Krankheit erreicht. Ob 
die Todesopferangaben aus dieser Zeit korrekt sind, kann heute nur noch 
schwer überprüft werden. Sicher ist aber, daß in der Folge dieser Pandemie 
ganze Landstriche verödeten. In Italien dauerte es etwa ein Jahrhundert, bis die 
Bevölkerung wieder den Stand vor der Krankheit erreichte 136.  
 
Die Pest war ein ständiger Begleiter vom 14. bis zum 19. Jahrhundert. So brach 
die Pest in Lübeck nicht nur bei der bereits erwähnten Pandemie etwa um 1350 
auf. Vielmehr traten Fälle der Pest in Lübeck auch 1406, 1420, 1433, 1451, 
1464, 1483-1484, 1525-1529, 1537, 1548 1550, 1564-1565, 1625 und 1639 auf 
221. Auch vor dem 14. Jahrhundert gab es Beispiele für das Auftreten der Pest. 
430 v. Christus starb bei der Belagerung von Athen während des Peloponnesi-
schen Krieges etwa ein Drittel der Bevölkerung von Athen durch die Pest. 170 
n.Chr. gab es Epidemien im Osten des Römischen Reiches. 542 trat die nach 
dem Kaiser Justinian benannte Justinianische Pest auf, die alle Ziele des Kai-
sers zunichte machte, das Römische Reich wiederzuerrichten. 630 trat in Per-
sien eine Pestepidemie auf. Auch nach der großen Pestpandemie im 14. Jahr-
hundert gab es weitere schwere Epidemien, so 1630 in Italien, 1665/1666 in 
London mit ca. 100.000 Opfern und 1678/1679 in Wien mit ca. 100.000 Opfern. 
Ca. 1720 gab es eine Epidemie in Frankreich und 1814 in Belgrad. Ende des 19. 
Jahrhunderts wurde eine Pandemie in Asien beobachtet, die mehrere Jahr-
zehnte anhält. Die Krankheit brach 1894 in Hongkong aus und griff 1896 auf 
China, Japan und Indien (Bombay) über. Man schätzt, daß etwa 15 Millionen 
Menschen an der Pest starben. Auf Grund des Handels erreichte die Krankheit 
auch andere Kontinente, so 1897 Suez, 1899 Südafrika, 1900 San Francisco 
und 1920 Paris (20 Fälle). Die letzte große Epidemie 1911 in der Mandschurei 
konnte erfolgreich bekämpft werden. Vereinzelt tritt die Krankheit noch auf. 
Die WHO berichtet noch heute von 1.000 bis 3.000 Pestfällen pro Jahr. 1994 
gab es in Indien einen neuen Epidemieherd. Die letzten Angaben zeigen aber, 
daß die Pest in den letzten Jahrzehnten deutlich an Bedrohung verloren hat. Im 
Gegensatz dazu ist die Malaria auch heute noch eine akute Bedrohung in vielen 
Ländern dieser Erde. 
 
1.4.7 Malaria 
 
Malaria ist eine in wärmeren Ländern vorkommende Infektionskrankheit. Die 
Krankheit (Malaria tropica) kann tödlich verlaufen 328. Sie wird durch Proto-
zoen der Gattung Plasmodium verursacht und durch die Anopheles-Mücke 
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übertragen. Plasmodien sind intrazelluläre Parasiten. Die Entwicklung der Pa-
rasiten verläuft in zwei Zyklen: ein Zyklus innerhalb des Menschen und ein Zy-
klus innerhalb der Überträgermücke. Die Inkubationszeit beträgt in Abhängig-
keit vom Plasmodium zwischen sieben und vierzig Tagen. Eine direkte An-
steckung von Mensch zu Mensch ist nicht möglich. 326 
 
Malariagebiete auf der Welt
Malariagebiete mit z.T. hohem Risiko
Malariagebiete mit relativ geringem Risiko
malariafreie Gebiete  
 
Abb. 33: Verbreitung von Malaria 
 
Man schätzt, daß auf der Erde zwischen 300 und 500 Millionen Menschen an 
Malaria erkrankt sind. Pro Jahr sterben etwa 1,5 bis 2,3 Millionen Menschen. 
Die Hälfte der Opfer sind Kinder unter 5 Jahren. Die Krankheit wird in Afrika, 
Südamerika oder Asien erworben, wobei Afrika mit 90 % der Fälle den Haupt-
anteil stellt (Abb. 33). In Deutschland werden pro Jahr ca. 1.000 Fälle erfaßt. 
Die Krankheit wurde danach in den meisten Fällen im Ausland erworben. 326 
 
1.4.8 AIDS 
 
AIDS ist eine Krankheit, die erst seit wenigen Jahrzehnten bekannt ist. Sie 
wurde 1981 zum ersten Mal in den USA beschrieben. In diesem Jahr verstarben 
etwa 150 Menschen und ca. 500 Menschen waren infiziert. Die UNO vermutet, 
daß heute auf der Erde zwischen 34 und 46 Millionen Menschen mit HIV/AIDS 
infiziert sind, wobei im Jahre 2003 zwischen 4,2 und 5,8 Millionen Neuinfek-
tionen aufgetraten 26. Bei den Neuinfektionen sind 800.000 Kinder betroffen 
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(2002) 206. In Deutschland lag die Zahl der Neuinfektionen zwischen 2.000 und 
2.500 41. In den achtziger Jahren betrug die Zahl der Neuinfektionen in Deutsch-
land allerdings um die 8.000 41. Im Jahre 2003 verstarben zwischen 2,3 und 3,5 
Millionen Menschen an der Krankheit 26. Insgesamt dürften seit dem ersten 
Auftreten der Krankheit über 20 Millionen Menschen an der Krankheit verstor-
ben sein. Die größte Ausbreitung hat die Krankheit im südlichen Afrika er-
reicht. Man geht davon aus, daß dort ca. 10 % der Bevölkerung infiziert sind. 
Neben dieser neuen Erkrankung ist aber auch die Rückkehr einiger Krankheiten 
zu beobachten, die man als erfolgreich bekämpft ansah. Hier ist zunächst die 
Tuberkulose zu nennen. 
 
1.4.9 Tuberkulose 
 
Die Tuberkulose ist eine in Schüben verlaufende Infektionserkrankung. Zwi-
schen einem Drittel und der Hälfte der Weltbevölkerung ist mit Tuberkulose 
infiziert. Pro Jahr infizieren sich etwa 100 Millionen Menschen neu mit dem 
Erreger (Mycobacterium tuberculosis). Die Anzahl der Todesopfer liegt pro 
Jahr zwischen 2 und 3 Millionen, pro Tag sterben mehr als 5.000 Menschen an 
der Krankheit. 95 % aller Fälle treten in den Entwicklungsländern auf. 327 
 
Gesellschaftliche Umbrüche und die damit einhergehende Verarmung lassen 
sich an der Tuberkulosestatistik ablesen. So hat sich die Zahl der Tuberkulose-
neuerkrankungen in den Ländern der ehemaligen Sowjetunion in den letzten 
zehn Jahren mehr als verdoppelt. Die Sterblichkeit hat sich sogar verdreifacht 
327. Abgebrochene Behandlungen insbesondere in russischen Gefängnissen ha-
ben dazu geführt, daß sich resistente Tuberkulose-Stämme entwickelt haben.  
 
Die Aufzählung von Krankheiten, die in der Vergangenheit erhebliche Opfer-
zahlen forderten, ließe sich beliebig fortsetzen. Seien es die Pocken, die nach 
verschiedenen Schätzungen von 1880 bis 1980 über 500 Millionen Menschen-
leben gefordert haben oder die Masern, die noch heute ca. 900.000 Opfer pro 
Jahr weltweit fordern, sie alle müßten erwähnt werden 424. Das aber würde den 
Rahmen dieses Buches sprengen. Vielmehr soll im folgenden ein Risiko be-
schrieben werden, das auch bei der Ausbreitung von Krankheiten eine wichtige 
Rolle spielt. 
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1.5 Soziale Risiken 
 
Die Zunahme der Tuberkulosefälle in den ehemaligen Staaten der Sowjetunion 
verdeutlicht, daß die Probleme des Zusammenlebens von Menschen unterein-
ander erhebliche Auswirkungen auf die Existenz von Risiken besitzt. Diese so-
genannten sozialen Risiken haben, wie im folgenden gezeigt wird, die größten 
bisher beobachteten Schadensumfänge. Zunächst wird ein soziales Risiko vor-
gestellt, welches nicht als solches erscheint. 
 
1.5.1 Suizide 
 
Insgesamt hat die Anzahl der Suizide in Deutschland seit der Mitte der 80er 
Jahre beträchtlich abgenommen. 1982 verstarben in Deutschland 18.711 Men-
schen durch Selbsttötung 152. Im Jahre 2000 starben 8.100 Männer und 3.000 
Frauen durch Selbsttötung. 2002 wurde ein vergleichbarer Wert von 11.163 
Selbsttötungen erfaßt 152, 94. Suizide bilden 1,3 Prozent aller Todesfälle. Man 
vermutet allerdings, daß die Anzahl der Dunkelziffer recht hoch ist. Gelegent-
lich finden sich Angaben zur Dunkelziffer von etwa 25 % der bekannten Sui-
zidzahlen 152. Wie viele Verkehrsunfälle, Drogentode oder andere Unfälle be-
wußt herbeigeführt worden sind, läßt sich aber nur schwer untersuchen. Suizid-
versuche werden aus datenschutzrechtlichen Gründen gar nicht erst erfaßt.  
 
Die Suizidfälle treten über das Lebensalter verteilt recht unterschiedlich auf. 
Prinzipiell kann man sagen, daß Suizidfälle mit steigendem Lebensalter zu-
nehmen. Jede zweite Frau, die einen Suizid begeht, ist älter als 60 Jahre. Das 
heißt allerdings nicht, daß Suizide nicht auch bei jungen Menschen auftreten. 
Zwischen dem 15. und 29 Lebensjahre ist der Suizid die zweithäufigste Todes-
ursache 87. Inzwischen gibt es sogar Internetforen für die Vorbereitung. So ver-
abredeten sich über das Internet eine 25jährige Norwegerin und eine 17jährige 
Österreicherin und sprangen gemeinsam von einem Felsen in den Tod. Über-
haupt spielen die Medien nachweislich eine große Rolle für die Anzahl von 
Suizidversuchen bei jungen Menschen. Der sogenannte Nachahmungseffekt 
kann sogar ganze Ketten von Selbsttötungen initiieren. Man bezeichnet das 
auch als Werther-Effekt, da nach dem Buch „Die Leiden des jungen Werther“ 
von Goethe dieser Nachahmungseffekt zum ersten Mal beobachtet wurde. 
 
Man hat deshalb in einigen Regionen daraus Schlußfolgerungen gezogen. So 
stoppte man in San Francisco die Berichterstattung über Selbsttötungen an der 
Golden Gate Brücke im Juni 1995, da sich die Anzahl der Tötungen an der 
Brücke der magischen Zahl 1.000 näherte. In Frankreich wurden Fotos in Zei-
tungen und Zeitschriften über Selbsttötungen verboten, um Nachahmungen zu 
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vermeiden. Auch in Österreich wurden die Veröffentlichungen über Selbsttö-
tungen in der U-Bahn eingestellt, nachdem sich eine ganze Kette von Selbsttö-
tungen dort ereignet hatte. In der Tat führte diese Einschränkung der Medien in 
der Regel zu einem Abbruch der sogenannten Selbsttötungsketten.  
 
Verschiedene Bauwerke oder Orte haben sich weltweit zu Anziehungspunkten 
für Suizidversuche entwickelt. Einige international besonders attraktive 
Selbsttötungsbauwerke sind Tab. 46 zusammengefaßt. In Deutschland erfolg-
ten einige Suizide an der Göltzschtalbrücke (Abb. 34). 
 
Tab. 46: Bauwerke mit hohen Selbsttötungszahlen 
 
Bauwerke Anzahl Selbsttötungsversuche 
Golden-Gate-Bridge in San Francisco ca. 1.200  
Eiffelturm ca.    370  
Skyway-Bridge in Florida ca.       81 seit 1989 
Arro-Secco-Bridge in Pasadena (Kalifonien)  
Mount Mihara Vulkan in Japan  
Empire-State-Building in New York  
Space-Needle in Seattle  
 
 
 
Abb. 34: Göltzschtalbrücke 
 
Beim Vergleich der Geschlechter zeigt sich, daß Männer deutlich öfter Suizid 
begehen als Frauen. In Deutschland beträgt der Anteil der Männer bei Selbst-
tötungen etwa das Doppelte. In anderen Ländern, wie z.B. in Rußland, begehen 
etwa viermal soviel Männer wie Frauen eine Selbsttötung. Bei der zeitlichen 
Entwicklung der Suizidrate, das heißt der Anzahl von Selbsttötungen auf 
100.000 Einwohner, stellt man aber fest, daß dieses Verhältnis veränderlich ist. 
Gerade in den Staaten der ehemaligen Sowjetunion mußten in den letzten Jah-
ren extrem hohe Suizidraten beobachtet werden. Im Vergleich dazu waren die 
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Suizidraten Ende der 80er Jahre deutlich niedriger. Hierfür sind sicherlich Ein-
schränkungen beim Alkoholkonsum verantwortlich. Man weiß heute, daß die 
Einführung strenger Alkoholkontrollen in der Sowjetunion 1985 zu einer Erhö-
hung der mittleren Lebenserwartung beigetragen hat, die sich auch in einer Ver-
ringerung der Selbsttötungen bei Männern widerspiegelte. Die Einführung der 
Marktwirtschaft zu Beginn der 90er Jahre führte jedoch geradezu zu einer Ex-
plosion der Suizidzahlen von Männern. Von 1991 bis 1994 verdoppelte sich die 
Anzahl der Selbsttötungen bei Männern. Im Vergleich dazu blieben die Suizid-
raten bei Frauen nahezu konstant. Offensichtlich waren die Frauen in den ehe-
maligen Sowjetrepubliken besser in der Lage, die gesellschaftlichen Umwäl-
zungen zu verarbeiten. Die hier dargestellte zeitliche Entwicklung läßt sich 
vergleichbar auch in Weißrußland, Lettland, Estland und Litauen finden. 110 
 
Auch in Deutschland liegt der Männeranteil höher. Allerdings liegt die Anzahl 
der Selbsttötungen heute deutlich unter den Werten vor zwanzig Jahren. 1982 
starben in Sachsen etwa 2.000 Menschen bei Selbsttötungen, 2002 knapp 800. 
Sachsen war übrigens über Jahrzehnte die Region mit der höchsten Selbsttö-
tungsrate in Deutschland. Der Abbau eines der häufigsten Mittel für die Selbst-
tötung, der Stadtgasanschluß, hat ebenso zur Verringerung der Zahlen beigetra-
gen wie eine verbesserte Behandlung depressiver Menschen. 110 
 
Als einer der wichtigsten Gründe für Suizide in Deutschland gelten unbehan-
delte Depressionen. In Deutschland leiden etwa vier Millionen Menschen an 
Depressionen. In der Tat werden Depressionen auf Grund der hohen Gefahr der 
Selbsttötung als lebensgefährlich eingestuft. Wenn Suizide so stark mit einer 
Krankheit verbunden sind, stellt man sich die Frage, warum Suizide als soziales 
Risiko gewertet werden und nicht als gesundheitliches Risiko. Tatsächlich geht 
aber bei zwei Drittel aller von der Depression betroffenen Menschen der 
Krankheit ein einschneidendes Lebensereignis voraus: Verlust des Arbeitsplat-
zes, Verlust eines Partners, eines Kindes oder eines Elternteils. Es handelt sich 
dabei um schwere Einschnitte in die sozialen Bindungen eines Menschen. Da-
her werden die Suizide hier als soziales Risiko angesehen. 
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Abb. 35: Entwicklung der Suizidrate in Rußland in den letzten zwanzig Jahren 
für Männer und Frauen 110 
 
1.5.2 Armut 
 
Suizide wurden im vorigen Kapitel mit schmerzhaften Veränderungen der so-
zialen Bindungen in Verbindung gebracht. Es gibt aber Umstände, unter denen 
Menschen ein Leben lang unter eingeschränkten sozialen Bindungen leben 
müssen. Einer der wichtigsten Umstände ist hierbei Armut. Armut ist eine mas-
sive Einschränkung der Entfaltungsmöglichkeiten von Menschen. Armut ist 
nicht nur ein Mangel an finanziellen Mitteln, es ist ein Mangel an Lebensmög-
lichkeiten. Dieser Mangel hat erschreckende Folgen: Ein Leben in Armut ist 
weniger lebenswert. Es gibt kein größeres Lebensrisiko in Friedenszeiten für 
einen Menschen auf der Erde als in einem armen Land oder in einer armen Fami-
lie geboren zu werden. Armut und Einsamkeit sind die Todesursachen Nummer 
eins. Ein alleinstehender verarmter Mann stirbt selbst in entwickelten Industrie-
ländern im Durchschnitt sieben Jahre vor seiner mittleren Lebenserwartung 59. 
Wie später im Kapitel Lebensqualität noch ausführlich behandelt wird, läßt sich 
ein klarer Zusammenhang zwischen Gesundheitsparametern und Parametern 
zur Beschreibung der Einkommensverhältnisse zeigen. So ist die mittlere Le-
benserwartung deutlich vom Pro-Kopf-Einkommen innerhalb eines Landes ab-
hängig. Ein Leben in Armut ist nicht nur weniger lebenswert, es ist auch deut-
lich kürzer.  
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Die begrenzten Lebensmöglichkeiten können dazu führen, daß die Menschen 
ihre Unzufriedenheit über die vorhandenen sozialen Strukturen mittels Gewalt 
zum Ausdruck bringen. Das kann sich in Kriminalität, Terrorismus oder Auf-
ständen und Krieg widerspiegeln. 
 
1.5.3 Krieg 
 
Kriege führen zu einer so drastischen Anhebung des Sterberisikos, daß sie ei-
gentlich nicht mehr als Risiko im klassischen Sinne angesehen werden können. 
Um aber einen Vergleich zu ermöglichen, seien hier einige wenige Werte ge-
nannt. In Deutschland starb während des zweiten Weltkrieges rund jeder achte 
männliche Bewohner. Das waren im Zeitraum von 1939-1945 5,3 Millionen 
Männer. Von den 42 Millionen jeglichen Alters in Deutschland lebenden Män-
nern waren 18,2 Millionen im Krieg. Mehr als jeder vierte Soldat ist gestorben. 
Allein im Januar 1945 verstarb eine halbe Million 294. 
 
Mit über 50 Millionen Todesopfern stellt der II. Weltkrieg eine in der Geschichte 
der Menschheit beispiellose Katastrophe dar. Aber Kriege ereigneten sich seit 
Tausenden von Jahren. Die menschliche Geschichte ist geprägt von kriegeri-
schen Auseinandersetzungen. Ob Kriege im alten Ägypten, Kriege im frühen 
Griechenland, die Entstehung Roms, die Völkerwanderung, das Mittelalter. 
Wo immer wir in die menschliche Geschichte schauen, finden wir Kriege. Al-
lerdings wurden bei den Kriegen im 20. Jahrhundert ungeheure Opferzahlen 
erreicht. Tab. 47 nennt die Opferzahlen von einigen großen Kriegen der letzten 
500 Jahre. Deutlich treten die beiden Weltkriege hervor. Es wird geschätzt, daß 
im 20. Jahrhundert etwa 4,5 % aller Todesursachen durch Kriege und Gewalt-
verbrechen gegen die Menschheit verursacht wurden. Das entspricht etwa 150 
bis 200 Millionen Menschen.  
 
Einer der ersten großen historischen Kriege war der 30jährige Krieg. Die An-
zahl an Todesopfern durch Kämpfe stellte beim Dreißigjährigen Krieg nur den 
geringsten Teil der Opfer. Dieser Krieg war vor allem durch die Grausamkeiten 
von Soldaten an der Zivilbevölkerung geprägt. Weitaus schlimmer aber noch 
als die kriegerischen Handlungen und Mißhandlungen an der Zivilbevölkerung 
waren kriegsbedingte Krankheiten und Seuchen. Eine detaillierte Zusammen-
stellung der Opfer dieses Krieges findet sich in der Arbeit „Geschichte der Seu-
chen, Hungers- und Kriegsnot zur Zeit des Dreißigjährigen Krieges“, die durch 
einen königlich-preußischen Bezirksarzt im 19. Jahrhundert verfaßt wurde. Es 
seien hier wieder nur Beispiele genannt: Das gesamte Herzogtum Württemberg 
verlor in fünf Kriegsjahren drei Viertel seiner gesamten Bevölkerung, die Mark 
Brandenburg etwa die Hälfte 241. Es gibt allerdings auch Veröffentlichungen, 
die darauf hinweisen, daß große Teile der Bevölkerung den Kriegswirren ent-
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flohen und daß daher diese Zahlen keinen Todesopferzahlen entsprechen. In 
der damaligen Zeit war es nämlich landlosen Bauern untersagt, die Dörfer zu 
verlassen. Viele dieser Bauern nutzen die Gelegenheit, um in Städte zu ziehen, 
dort ihr Glück zu suchen, und dann weiterzuwandern. Daher wird gelegentlich 
davon gesprochen, daß der Dreißigjährige Krieg die deutsche Bevölkerung 
entwurzelt hat. Fazit bleibt aber, daß das Deutsche Reich ohne die Niederlande 
und Böhmen, aber mit dem Elsaß, zu Beginn des Krieges etwa einundzwanzig 
Millionen Einwohner besaß. Am Ende des Krieges sollen es nur noch ca. 13 ½ 
Millionen Einwohner gewesen sein 421. 
 
Tab. 47: Anzahl von Kriegsopfern 323, 426 
 
Konflikt Zeitraum Anzahl der 
getöteten 
Menschen in 
Millionen 
Anteil der 
Zivilbevöl-
kerung in %
Bauernkriege in Deutschland 1524-1525   0,17  57 
Niederländischer Unabhängigkeitskrieg gegen Spanien 1585-1604   0,18  32 
30jähriger Krieg 1618-1648   4,00  50 
Spanischer Thronfolgekrieg 1701-1714   1,25  - 
Siebenjähriger Krieg 1755-1763   1,36  27 
Französische Revolution und Napoleonische Kriege 1792-1815   4,19  41 
Krimkrieg 1854-1856   0,77  66 
Amerikanischer Bürgerkrieg 1861-1865   0,82  24 
Paraguay Krieg gegen Brasilien und Argentinien 1864-1870   1,10  73 
Deutsch-Französischer Krieg 1870-1871   0,25  25 
Kongo-Krieg  1886-1908   8,00   
Amerikanisch-Spanischer Krieg 1898   0,20  95 
Mexikanische Revolution  1910-1920   1,00   
Russischer Bürgerkrieg  1917-1922   4,0-10,  
I. Weltkrieg 1914-1918 26  50 
Armenische Massaker  1915-1923   1,00   
Stalins Regime  1924-1953 15-30   
II. Weltkrieg 1939-1945 53,5  60 
Chinesischer Bürgerkrieg  1945-1949   1,2-6,0  
Volksrepublik China  1949-1975 40-45   
Koreakrieg  1950-1953   2,7-2,9   
Ruanda und Burundi  1959-1995   0,7-1,7   
 
Tab. 48: Sprengkraft und Tödlichkeitsindex von Waffen 9 
 
Waffe Sprengkraft in TNT Tödlichkeitsindex
Wurfspieß  18
Schwert  20
Pfeil und Bogen  20
Armbrust  32
Feldschlange, 12-Pfünder, 16. Jahrhundert  43
Flinte mit Steinschloß, 18. Jahrhundert  47
Minie-Gewehr, Mitte 19. Jahrhundert  150
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Feldgeschütz, 12-Pfünder, 17. Jahrhundert  230
Hinterlader-Gewehr, Ende 19. Jahrhundert  230
Magazin-Gewehr, 1. Weltkrieg  780
Feldgeschütz Typ Gribeauval, 12-Pfund-Granate,  
18. Jahrhundert. 
 4.000
Maschinengewehr, 1. Weltkrieg  13.000
Maschinengewehr, 2. Weltkrieg  18.000
Feldgeschütz, Explosivgranate 75 mm,  
Ende 19. Jahrhundert 
 34.000
Tank, 1. Weltkrieg (2 Maschinengewehre)  68.000
Flugzeug, 1. Weltkrieg (1 Maschinengewehr, 2 
Bomben) 
 23.0000
Feldgeschütz, Explosivgranate 155 mm, 1. Weltkrieg  470.000
Haubitze, Granate mit Annäherungszünder 155 mm, 
2. Weltkrieg 
 660.000
V-2-Rakete, 2. Weltkrieg  860.000
Panzer, 2. Weltkrieg  
(1 Kanone, 1 Maschinengewehr) 
 2.220.000
Jagdbomber, 2. Weltkrieg  
(8 Maschinengewehre, 2 Bomben) 
 3.000.000
Hiroshima-Bombe 20 Kilotonnen 49.000.000
Kurzstreckenrakete Typ Lance 0,05 Kilotonne je 
Sprengkopf 
60.000.000
Kurzstreckenrakete Typ Lance 1 Kilotonne pro 
Sprengkopf 
170.000.000
Haubitze Kaliber 155 m, Typ M 109 0,1 Kilotonne je 
Sprengkopf 
680.000.000
Taktische Rakete, französischer Typ Pluton 20 Kilotonnen 830.000.000
Phantom-Jagdbomber mit einer Bombe B-61 350 Kilotonnen 6200000000
Mittelstreckenrakete, französisches Modell M-20 1 Megatonne 18.000.000.000
Interkontinentalrakete, sowjetischer Typ SS-18 25 Megatonnen 210.000.000.000
USA, 1954, Test einer Wasserstoffbombe 15 Megatonnen 
UDSSR, 1960, Test der größten Wasserstoffbombe 60 Megatonnen 
 
Da offensichtlich auch die historischen Kriege durch die massenhafte Anwen-
dung von Gewalt geprägt waren, stellt sich die Frage, wieso die Todesanzahlen 
geringer waren als bei den großen Kriegen des 20. Jahrhunderts. Um diese 
Frage zu beantworten, muß man die Entwicklung der Waffentechnik berück-
sichtigen. Die Entwicklung der Vernichtungskraft von Waffen stellt Tab. 48 
dar. Als Parameter dienen die Sprengkraft in Kilo- oder Megatonnen TNT (Tri-
nitrotoluol) der Waffe und ein sogenannter Tödlichkeitsindex. Der Tödlich-
keitsindex, der unter anderem in Armeen für die Ausbildung verwendet wird, 
berücksichtigt die Feuergeschwindigkeit und die Zahl der möglichen Ziele, die 
pro Einsatz erreicht werden können. Dieser Wert ist allerdings eher theoreti-
scher Natur, da für die Feuergeschwindigkeit Maximalwerte angesetzt werden, 
die keinerlei logistische Probleme berücksichtigen 9. Über die größte Zerstö-
rungskraft verfügen in Tab. 48 die Kernwaffen. 
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Als Kernwaffen bezeichnet man allgemein für den militärischen Einsatz vorge-
sehene Sprengkörper, die die erforderliche Energie aus der Spaltung oder Fu-
sion von Atomkernen beziehen. Wie bereits erwähnt, wird als Vergleichsmaß 
die Sprengkraft des Trinitrotoluol (TNT) verwendet. Die Spaltenergie von 1 g 
U-235 entspricht 2 × 104 kg TNT oder 8,2 × 1010 Joule. Die Kernspaltung der 
instabilen Nuklide U 235 und Pu 239 kann man durch den Beschuß mit Neutro-
nen erzwingen. Es handelt sich um einen natürlichen Vorgang, der nur effi-
zienter gestaltet wird. Da durch die Kernspaltung selbst wieder freie Neutronen 
entstehen, kann man eine Kettenreaktion initiieren. Diese Kettenreaktion läuft 
bei einer ausreichenden Menge spaltbaren Materials (kritische Masse) von al-
lein ab. Bei U 235 sind etwa 50 kg ausreichend. Durch entsprechende techni-
sche Hilfsmittel kann man diese Menge aber deutlich reduzieren (um bis zu 
zwei Größenordnungen). Die über Hiroshima abgeworfene Bombe besaß etwa 
1 kg U 235 und erreichte eine Sprengkraft von 2 × 207 kg TNT 193. 
 
Im Gegensatz zum beschriebenen Bombentyp existieren auch noch Kernfusi-
onswaffen. Hierbei wird die Energie nicht mehr durch die Kernspaltung, son-
dern durch die Kernfusion gewonnen. Während bei Kernspaltungswaffen die 
Explosionsgröße auf Grund der kritischen Masse des spaltbaren Materiales 
nach oben begrenzt ist, sind die Kernfusionswaffen von der Explosionskraft 
nicht mehr begrenzt, da die für die Explosion erforderlichen Mengen Lithium-
Deuterium in beliebiger Menge herstellbar und lagerbar sind 193. 
 
Im Jahre 1962 wurde eine 1,5 Megatonnen Wasserstoffbombe in 400 km Höhe 
über dem Pazifik gezündet. Infolge der Explosion brach im 1.500 km entfernt 
liegenden Honolulu die Stromversorgung zusammen 193. 
 
Bei einer Explosionskraft in der Größenordung von 1010 kg TNT kommt es bis 
zu einer Entfernung von 8 km vom Explosionszentrum zur vollständigen Zer-
störung der Gebäude (Tab. 50). Bis zu einer Entfernung von 15 km ist immer 
noch mit schweren Gebäudezerstörungen zu rechnen. Bei einer Explosions-
stärke von 107 kg TNT führt die Explosion auf Grund der großen Blendwirkung 
(100 mal stärker als die Sonne) noch zu Netzhautverbrennungen. Der Entflam-
mungspunkt liegt bei 2 × 108 kg TNT bei etwa 4,5 km 193. 
 
Tab. 49: Energieanteile bei der Explosion einer Atombombe 193 
 
Energie Anteil 
Stoßwellenenergie 50 % 
Thermische Strahlung 35 % 
Simultane Strahlung 5 % 
Folgestrahlung 10 % 
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Tab. 50: Tödlicher Radius einer Kernexplosion in Abhängigkeit von der 
Sprengkraft (Stoßwellenenergie) 193 
 
Explosionskraft in TNT Äquivalent in kg Tödlicher Radius in km 
106 0,2 
107 0,5 
108 1,5 
109 3,0 
1010 6,6 
 
Tab. 51: Wirkung einer Kernladung mit verstärkter Strahlungskraft von 106 kg 
TNT 193 
 
Entfernung in m Dosis in Gy Zeit bis zum Tod in Tagen 
400 180 1-2 
500 80 1-2 (5 min handlungsfähig) 
640 30 5-7 
760 6,5 5-7 (2 Stunden handlungsfähig) 
 
Die Explosion einer Atombombe mit einer Explosionsstärke von einer Mega-
tonne TNT würde eine Stadt wie New York nahezu komplett auslöschen. Eine 
solche Bombe würde ca. 2.000 m über der Stadt gezündet. Etwa ein Drittel der 
bei der Explosion gewonnenen Energie wird als Licht freigesetzt, welches so-
fort Brände innerhalb der Stadt entzündet (Tab. 49). Zwar würden diese Brände 
durch die anschließend über die Stadt hereinbrechende sphärische Stoßwelle 
und die damit ausgelösten Stürme wieder ausgelöscht, aber gleichzeitig würden 
sich an anderen Stellen wieder neue Brände ergeben. Diese Brände würden sich 
wahrscheinlich zu einem großen Feuersturm zusammenschließen. Durch die 
Hitze würde in der Stadt ein Sogwind mit einer Geschwindigkeit von etwa 
160 Kilometern pro Stunde entstehen. Das Feuer würde vermutlich nach meh-
reren Tagen von selbst ausbrennen. Stellt man sich vor, daß sich dieses Szenario 
bei einem weltweiten Krieg in hunderten oder tausenden Städten abspielt, so 
ergeben sich ungeheure Staub- und Rauchmengen. Diese Partikel würden zu 
einer deutlichen Abschirmung der Erdoberfläche vor dem Sonnenlicht führen 
und ein drastischer Temperaturabfall wäre die Folge. Man spricht deshalb auch 
von einem „nuklearen Winter“. Tab. 52 gibt für verschiedene Szenarien eines 
atomaren Weltkrieges die Sprengkraft und die Rauchmenge bzw. die Staub-
partikelmenge an. Auf Grund der Erkenntnis, daß ein solcher Krieg keinen Ge-
winner hinterlassen würde und durch die weltpolitische Entspannung, geht man 
heute nur noch von sogenannten lokal begrenzten Kriegen aus. 
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Tab. 52: Untersuchte Nuklearkriegsszenarien 390 
 
Szenario Gesamt-
spreng-
kraft in 
Mega-
tonnen 
Bewohnte 
oder indu-
strialisierte 
Zielräume, 
Sprengkraft 
in Prozent 
Spreng-
kraft der 
Gefechts-
köpfe in 
Megaton-
nen 
Gesamt-
anzahl 
der 
Explosio
nen 
Rauchparti-
kel < 1 μm 
in Millionen 
Tonnen 
Staubpartikel 
< 1 μm in 
Millionen 
Tonnen 
Schwache 
oberirdische 
Explosionen 
5.000 33 0,1-1 22.500 300 15 
Voller SA 10.000 15 0,1-10 16.160 300 130 
Mittlerer SA 3.000 25 0,3-5 5.433 175 40 
Begrenzter SA 1.000 25 0,2-1 2.250 50 10 
Allg. A. gegen 
militärische Ziele 
3.000 0 1-10 2.150 0 55 
A. gegen harte 
Ziele (Bunker etc.) 
5.000 0 5-10 700 0 650 
A. auf Ballungs-
räume 
100 100 0,1 1.000 150 0 
Weltkrieg 25.000 10 0,1-10 28.300 400 325 
A.-Angriff, SA-Schlagabtausch 
 
Diese sogenannten modernen Kriege im 21. Jahrhundert geben weiterhin vor, 
durch den Einsatz von Technik das Risiko für die Bevölkerung und die Soldaten 
zu verringern. Inwieweit solche Angaben allerdings korrekt sind, ist dem Autor 
nicht bekannt. So starben im Irak-Krieg 2003 mindestens 300 US-Soldaten 
während und nach den Kampfhandlungen. Es waren etwa 100.000 Soldaten im 
Einsatz. Das entspricht einer Sterbehäufigkeit für die Soldaten von 3,0·10-3. Mit 
an Sicherheit grenzender Wahrscheinlichkeit ist dieser Wert ein unterer 
Grenzwert für Kriege. In welchem Ausmaß Iraker im Krieg starben, ist aller-
dings nicht bekannt. Alle sonstigen zur Zeit auf der Erde stattfindenden Kriege 
besitzen deutlich höhere Sterbehäufigkeiten.  
 
Nach dem Irak-Krieg nahmen die Verluste der amerikanischen Soldaten aber 
nicht deutlich ab. Vom Mai 2003 bis zum April 2004 starben 538 amerikani-
sche Soldaten bei militärischen Auseinandersetzungen im Irak. In der Region 
sind etwa 150.000 amerikanische Soldaten stationiert, im Irak selbst etwa 
120.000. Damit betrug die Sterbewahrscheinlichkeit für einen amerikanischen 
Soldaten im Irak im letzten Jahr 114 
3538 0,0045 5,0 10
120.000
−= ≈ ⋅ . 
 
Die offizielle Begründung für den Krieg im Irak waren die Terroranschläge 
vom 11. September 2001 in New York. 
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1.5.4 Terrorismus 
 
Für den Begriff Terrorismus gibt es verschiedene Definition. Eine in den USA 
seit 1983 verwendete Definition lautet: 
 
„Unter Terrorismus versteht man die vorsätzliche Anwendung politisch moti-
vierter Gewalt gegen unbewaffnete Ziele von Minderheiten oder Untergrund-
organisationen mit dem Ziel der Beeinflussung einer Zielgruppe.“ 69 
 
Den Medien ist regelmäßig zu entnehmen, daß die Anzahl terroristischer Ak-
tionen in den letzten Jahren gestiegen ist. Aber im Jahre 2003 erreichte die An-
zahl der Opfer durch Terrorismus so geringe Werte, wie sie zuletzt in den 60er 
Jahren beobachtet wurden. 2003 wurden weltweit 190 terroristische Aktionen 
unternommen. Zum Vergleich: Im Jahre 2002 wurden 198 und im Jahre 2001 
346 Terroranschläge verübt. Nicht nur die Anzahl der Anschläge, auch die An-
zahl der Opfer verringerte sich von 725 im Jahre 2002 auf 307 im Jahre 2003. 
Besonders furchtbar waren die Opferzahlen im Jahre 2001 mit 3.295 Opfern. 
Diese hohe Opferzahl ist im wesentlichen auf die Angriffe auf das World Trade 
Center und das Pentagon und die Flugzeugentführung in Pennsylvania zurück-
zuführen 69. 
 
Umfangreiche historische Untersuchungen über Auftrittshäufigkeiten und 
Auswirkungen von Terroranschlägen existierten vor wenigen Jahren nur in Is-
rael und Großbritannien. In diesen Ländern zählten solche Anschläge leider seit 
Jahren zum Alltag. Regelmäßig erreichen uns Schlagzeilen über Selbstmord-
attentate aus Israel. Wirklich wahrgenommen haben viele Menschen Terroran-
schläge jedoch erst mit den Ereignissen des 11. September 2001. Die Anschläge 
vom 11. September 2001 dürften allein von ihren Ausmaßen die größten Ter-
roraktionen bisher gewesen sein.  
 
Die Konsequenzen dieses Anschlages waren und sind enorm und hatten welt-
weite politische Auswirkungen. Neben diesen politischen Auswirkungen 
wurde Europa aber auch direkt von Terroranschlägen betroffen. Insbesondere 
ist der Anschlag auf einen Zug im März 2004 in Spanien mit ca. 200 Todesop-
fern und ca. 1.000 Verletzten zu nennen. Eine vergleichbare Größenordnung 
erreichte in Europa das letzte Mal das Bombenattentat auf eine Boeing 747 
1988, die über Lockerbie in Schottland explodierte und 280 Menschenleben 
forderte. Dieses Beispiel zeigt bereits, daß Terroranschläge keine Erfindung 
des 21. Jahrhunderts sind. Seit Jahren treten sie in verschiedenen entwickelten 
Industrieländern selten, aber regelmäßig auf. In Tab. 53 und Tab. 54 werden die 
teuersten und opferreichsten Terroranschläge der letzten 30 Jahre genannt. 
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Tab. 53: Die teuersten Terroranschläge aus Sicht der Versicherer 
 
Ver-
sicherter 
Schaden 1) 
Opfer Datum Ereignis Land 
19.000 3.000 11.09.2001 Terroranschläge auf WTC, Pentagon und andere 
Gebäude. 
USA 
907 1 24.04.1993 Bombe explodiert in der Londoner City (Nähe 
NatWest-Turm). 
Groß-
britannien
744 - 15.06.1996 Bombe explodiert in Manchester. Groß-
britannien
725 6 26.02.1993 Bombe explodiert in Tiefgarage des World Trade 
Centers. 
USA 
671 3 10.04.1992 Bombe explodiert im Londoner Finanzdistrikt. Groß-
britannien
398 20 24.07.2001 Selbstmordanschlag auf Colombo International 
Airport. 
Sri Lanka 
259 2 09.02.1996 Bombenanschlag auf Londoner South Key 
Docklands. 
Groß-
britannien
145 166 19.04.1995 Bombenanschlag auf Regierungsgebäude in 
Oklahoma City. 
USA 
138 270 21.12.1988 PanAm Boeing 747 stürzt durch Bombenexplosion 
über Lockerbie ab. 
Groß-
britannien
127 0 17.09.1970 Sprengung dreier entführter Passagierflugzeuge in 
Zerqa. 
Jordanien 
1) Millionen US-Dollar 2001 
 
Tab. 54: Die opferreichsten Terroranschläge 
 
Ver-
sicherter 
Schaden 1) 
Opfer Datum Ereignis Land 
19.000 3.000 11.09.2001 Terroranschläge auf WTC, Pentagon und andere 
Gebäude 
USA 
- 300 23.10.1983 Bombenanschlag auf US- und französische 
Truppenbasis in Beirut 
Libanon 
6 300 12.03.1993 Serie von 13 Bombenanschlägen in Bombay Indien 
138 270 21.12.1988 PanAm Boeing 747 stürzt wegen Bomben über 
Lockerbie ab 
Groß-
britannien 
- 253 07.08.1998 Zwei Bombenanschläge auf US-Botschaftskomplex 
in Nairobi 
Kenia 
145 166 19.04.1995 Bombenanschlag auf Regierungsgebäude in 
Oklahoma City 
USA 
45 127 23.11.1996 Entführte Boeing 767-260 der Ethiopian Airlines 
stürzt in den Indischen Ozean 
 
- 118 13.09.1999 Bombenexplosion zerstört Wohnblock in Moskau Rußland 
- 100 04.06.1991 Brandstiftung in einem Waffenlager in Addis Abeba Äthiopien 
6 100 31.01.1999 Bombenanschlag auf Ceylinco House in Colombo Sri Lanka 
1) Millionen US-Dollar 2001 
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Anschläge in Großbritannien werden in Tab. 53 mehrmals erwähnt. In diesem 
Land gab es in den 80er und 90er Jahren häufig Bombenwarnungen und -explo-
sionen. Vielen Lesern dürften noch die Bombenwarnungen sowohl zur Weih-
nachtszeit in der Londoner Innenstadt als auch in der Londoner U-Bahn be-
kannt sein. So, wie die IRA in Großbritannien für zahlreiche Bombenanschläge 
verantwortlich ist, so trägt in Spanien die ETA die Verantwortung für viele 
Bombenexplosionen.  
 
Auch in Deutschland existierten Terrorgruppen, wie z.B. die Rote Armee Frak-
tion. 1986 fand in der Westberliner Disko „La Belle“ ein Bombenanschlag statt, 
bei dem 3 Todesopfer und 200 Verletzte zu beklagen waren 234. In Japan ereig-
nete sich am 20. März 1995 ein Giftgasanschlag auf die Metro in Tokio mit dem 
Nervengas Sarin. Dabei fanden 5 Menschen den Tod und 5.000 Menschen wur-
den verletzt. Auch mehrere Bombenexplosionen in Moskau belegen die Prä-
senz dieser Gefahr.  
 
Das Ausmaß terroristischer Akte wird im allgemeinen nach dem Bedarf an 
Hilfskräften (Mediziner, Feuerwehr, Polizei, Armee) beurteilt. Bei einem kata-
strophalen terroristischen Akt wird ein Schaden verursacht, der durch den Ein-
satz der örtlich verfügbaren Kräfte nicht mehr zu bewältigen ist. Bei einem 
Schaden in der Bevölkerung, der sich unterhalb dieser Schwelle bewegt, spricht 
man von einem Schadensfall oder Großschadensfall. Für den Großschadensfall 
geht man davon aus, daß 50 bis 300 verletzte Personen durch den regulären 
Rettungsdienst unter Einbeziehung umliegender Krankenhäuser betreut wer-
den können. Die Betreuung von bis zu 1.000 betroffenen Personen sollen durch 
eine Verstärkung der Hilfskräfte im Radius von 200 km möglich sein 7. 
 
Man muß sich aber bewußt sein, daß in solchen Katastrophensituationen die 
Betreuung von Opfern nicht vergleichbar ist mit der üblichen medizinischen 
Versorgung von Patienten. In solchen Katastrophenfällen geht man davon aus, 
daß die Sichtung eines Patienten zwei Minuten nicht überschreitet 7.  
 
Prinzipiell existieren in Deutschland Strukturen, die im Falle eines terroristi-
schen Aktes, z.B. mit ABC-Kampfmitteln, die Betreuung und Versorgung der 
betroffenen Bevölkerung aufrecht erhalten sollen. Hierzu zählt neben der poli-
zeilichen, der ermittlungstechnischen, der geheimdienstlichen auch die präkli-
nische medizinische Gefahrenabwehr 7. So sollen im Fall atomarer terroristi-
scher Angriffe neben der sofortigen Behandlung akuter Verletzungen auch Jod-
Tabletten an die Bevölkerung ausgeteilt werden, um die Einlagerung radioakti-
vem Jodids (J-131) im Gewebe zu unterbinden. Auch die Abwehrmöglichkei-
ten beim Einsatz hochkontagiöser Infektionskrankheiten, wie Cholera, hä-
morrhiagisches Fieber, Milzbrand, Pest oder chemische Angriffe mit den klas-
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sischen chemischen Kampfstoffen oder einfach nur toxischen Substanzen aus 
der Industrie wurden bereits in der Literatur diskutiert. Abwehrmaßnahmen 
hängen jedoch von zahlreichen Faktoren, wie z.B. der Seßhaftigkeit, Stabilität, 
Freisetzung und Toxizität der Substanz ab 7. 
 
1.5.5 Kriminalität 
 
Terroranschläge sind, wie bereits erwähnt, kriminelle Handlungen. Eine be-
sondere schwerwiegende Form der Kriminalität sind Mord und Totschlag. 
Mord wird im Strafgesetzbuch der Bundesrepublik Deutschland definiert. 
Sinngemäß ist ein Mord eine Straftat gegen das Leben, die durch besondere 
Heimtücke und niedere Beweggründe gekennzeichnet ist. Die Tötung von 
Menschen, die nicht gemäß dieser Definition erfolgt, wird als Totschlag ange-
sehen.  
 
In den USA sterben durch Morde und Polizeiaktionen zur Vermeidung von 
Straftaten im Durchschnitt pro Jahr 22.000 Menschen 300. Zum Vergleich sind 
im folgenden einige Mordraten für verschiedene Länder angegeben 322, 418, 40. 
 
1981 (USA)   =   10,2 pro 100.000 Menschen pro Jahr = 0,000102  
1989 (USA)   =     9,8 pro 100.000 Menschen pro Jahr = 0,000098  
1998 (USA)  =     6,3 pro 100.000 Menschen pro Jahr = 0,000063  
1993 (Johannesburg) = 155,0 pro 100.000 Menschen pro Jahr = 0,001540 
1993 (London) =     2,5 pro 100.000 Menschen pro Jahr = 0,000025  
1999 (Dresden) =     0,8 pro 100.000 Menschen pro Jahr = 0,000008 
1996 (Dresden) =     1,9 pro 100.000 Menschen pro Jahr = 0,000019 
 
Die geschichtliche Entwicklung der Mordrate in den USA ist in Abb. 36 an-
gegeben. Es zeigt sich in dieser Darstellung, daß die Durchführung von Hin-
richtungen keine oder nur geringe Auswirkungen auf die Anzahl der Morde hat. 
Im Gegensatz dazu wird aber vermutet, daß wirtschaftliche Prosperität Aus-
wirkungen auf die Auftrittshäufigkeit von Morden besitzt. So sinkt in wirt-
schaftlich erfolgreichen Zeiten die Anzahl der Morde, während in wirtschaft-
lich schwierigen Zeiten hohe Mordzahlen zu verzeichnen sind. Während die 
USA in den 80er Jahren eine schwere wirtschaftliche Krise erlebte, waren die 
90er Jahre für die USA aus wirtschaftlicher Sicht sehr erfolgreich. Diese Ent-
wicklung wird durch den Rückgang der Mordrate von 10,2 Morden pro 100.000 
Einwohner zu Beginn der 80er Jahre auf etwa 6 Morde pro 100.000 Einwohner 
deutlich.  
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Abb. 36: Morde pro 100.000 Einwohner in den USA zwischen 1905 und 1985 
 
Für Deutschland ist die Entwicklung der Anzahl versuchter und vollendeter 
Morde in Abb. 37 dargestellt. Es ist allerdings zu beachten, daß bis 1993 nur die 
Zahlen für die alten Bundesländer erhoben wurden. 1998 wurde außerdem der 
Straftatenschlüssel geändert. Damit wird ein Vergleich erschwert, wobei die 
Tendenz trotzdem erkennbar bleibt. Deutlich sichtbar ist ein kontinuierlicher 
Abfall der Mordanzahlen seit ca. 1993.  
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Abb. 37: Anzahl versuchter und vollendeter Morde in Deutschland in den letz-
ten dreißig Jahren 332 
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Oft treten die kriminellen Aktivitäten gehäuft in bestimmten Gebieten auf. In 
amerikanischen Städten trifft dies insbesondere für ärmere Vorstädte (Slums) 
zu. In Abb. 38 ist beispielhaft ein Ausschnitt eines Stadtplanes von Philadelphia 
mit Gebieten erhöhter krimineller Aktivitäten dargestellt. Die Karte zeigt sehr 
deutlich, daß die Morde oder Bedrohungen mit Waffengewalt nur in wenigen 
Straßenzügen auftreten. Die Kenntnis solcher Gebiete erlaubt die Planung und 
Durchführung von Polizeihandlungen zur Verringerung der Häufigkeit von 
Straftaten. In der Tat entstammt die Karte dem Polizeibericht der Stadt Phil-
adelphia aus dem Jahre 1998.  
 
Verbrechensschwerpunkte
Häufigkeit von Morden 
und Bedrohungen mit Waffen
1-10 Morde/Bedrohungen
11-20 Morde/Bedrohungen
>20 Morde/Bedrohungen
 
 
Abb. 38: Verbrechensschwerpunkte im Stadtplan von Philadelphia 1998 
 
1.5.6 Suchtmittel 
 
Auch die Beschaffung und der Handel mit illegalen Suchtmitteln sind krimi-
nelle Handlungen. Zusätzlich sind die Endkonsumenten von Suchtmitteln 
durch diese selbst gefährdet. Obwohl es zunächst einmal verwunderlich er-
scheint, daß Suchtmittel einen Menschen töten können, so ist doch bekannt, daß 
Tabak zu den größten Killern für Menschen in den entwickelten Industrielän-
dern zählt. Man schätzt, daß in Deutschland pro Jahr etwa 100.000 tabakbe-
dingte Todesfälle verzeichnet werden 42. Tabak führt zu Krebserkrankungen 
(ca. 43.000 Todesopfer pro Jahr), Erkrankungen des Kreislaufes (ca. 37.000 
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Todesopfer pro Jahr) und Erkrankungen der Atemwege (ca. 20.000 Todesopfer 
pro Jahr) 42. Fast jeder vierte tabakbedingte Todesfall in Europa ereignet sich in 
Deutschland 42. Die Wahrscheinlichkeit, an Lungenkrebs zu erkranken, ist für 
einen Raucher zwanzig mal höher als für einen Nichtraucher. Bei Kehlkopf-
krebs ist die Wahrscheinlichkeit zehnmal so hoch. Günstig ist zu werten, daß 
die Attraktivität des Rauchens zurückgegangen ist. Innerhalb von 20 Jahren 
(1980 bis 1999) ist der Anteil der Raucherquote bei Männern von 61 % auf 46 % 
und bei Frauen von 54 % auf 34 % gefallen. 
 
Beurteilt man die Suchtmittel nach der Anzahl der Opfer, so steht Alkohol an 
zweiter Stelle nach dem Tabak. Zwar ist die Erfassung von Todesopfern durch 
Alkohol nach wie vor sehr schwierig, aber für Deutschland schätzt man etwa 
40.000 Todesopfer pro Jahr durch Alkohol 42. Als ein problematischer Alkohol-
konsum wird durch die Weltgesundheitsorganisation eine Menge von 20 
Gramm reinem Alkohol pro Tag für Frauen und eine Menge von 60 Gramm pro 
Tag für Männer bei dauerhaftem Konsum angesehen 42. Ca. 10-15 % der Män-
ner und ca. 3-5% der Frauen, die Alkohol trinken, weisen einen derartigen Kon-
sum auf 42. Pro Jahr wird in Deutschland bei etwa 170.000 Menschen Alko-
holabhängigkeit diagnostiziert 42. Wegen Alkoholerkrankung werden pro Jahr 
etwa 25.000 Männer und 6.000 Frauen stationär und weitere 88.000 Männer 
und 10.000 Frauen ambulant behandelt. Es sei an dieser Stelle darauf hingewie-
sen, daß sich pro Jahr unter Alkoholeinfluß etwa 33.000 Verkehrsunfälle mit 
ca. 1.500 Todesopfern in Deutschland ereignen.  
 
Tab. 55: Klassifizierung des Alkoholismus 266 
 
Art des 
Alkoholismus 
Typisierung Abhängigkeit Suchtkennzeichen Häufigkeit
Alpha Konflikttrinker Nur psychisch Kein Kontrollverlust, 
Fähigkeit zur Abstinenz 
5 % 
Beta Gelegenheitstrinker Keine Kein Kontrollverlust, 
Fähigkeit zur Abstinenz 
5 % 
Gamma Süchtiger Trinker Zuerst psychisch, 
später physisch 
Kontrollverlust, jedoch 
zeitweilige Fähigkeit zur 
Abstinenz 
65 % 
Delta Gewohnheitstrinker 
(Spiegeltrinker) 
Physisch Unfähigkeit zur 
Abstinenz, rauscharmer, 
kontinuierlicher 
Alkoholkonsum 
20 % 
Epsilon Episodischer 
Trinker 
Psychisch Mehrtätige Exzesse mit 
Kontrollverlust 
5 % 
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Alkoholismus kann man gemäß Tab. 55 einordnen. Neuere Forschungen unter-
teilen Alkoholiker aber nur noch in zwei Gruppen: Bei Typ I beginnt die Alko-
holabhängigkeit nach dem 25. Lebensjahr. Die Alkoholabhängigkeit ist durch 
geringere soziale Folgeprobleme gekennzeichnet als bei Typ II, bei dem ein 
früher Beginn der Alkoholabhängigkeit in Verbindung mit schweren sozialen 
Komplikationen, gleichzeitigem Mißbrauch von Drogen und Alkoholismus in 
der Verwandtschaft beobachtet werden kann. 
 
Folgen der Alkoholabhängigkeit können eine Leberzirrhose (ab ca. 60 Gramm 
reinen Alkohol bei Männer und 20 Gramm bei Frauen chronisch konsumiert), 
aber auch psychiatrische Folgekrankheiten, wie akute Alkoholintoxikation, 
Delirium, Alkoholhalluzinose, alkoholischer Eifersuchtswahn, organische Per-
sönlichkeitsveränderungen, Demenz, Korsakow-Syndrom oder Wernicke-En-
zephalophathie sein. 266 
 
Weitere Suchtmittel sind illegale Drogen. Cannabis dürfte die am häufigsten 
gebrauchte illegale Droge sein. Man schätzt, daß ca. 2 Millionen Menschen in 
Deutschland pro Jahr mindestens einmal Cannabis konsumieren. Cannabis gilt 
allgemein als eine Einstiegsdroge. Eine zweite illegale Droge ist Heroin. Der 
Anteil der Bevölkerung, der Heroin anwendet, dürfte im Promillebereich lie-
gen. Etwa 8.000 sogenannte erstauffällige Heroinkonsumenten werden jedes 
Jahr erfaßt. Die Zahl der erstauffälligen Kokainkonsumenten liegt im Vergleich 
dazu etwas niedriger bei 5.000. Ecstasy als Designerdroge dürfte etwa von 
500.000 Menschen innerhalb eines Jahres mindestens einmal angewendet wor-
den sein. Die Zahl der erstauffälligen Konsumenten lag bei ca. 4.000. Etwas 
darüber liegt die Zahl der erstauffälligen Amphetaminkonsumenten mit knapp 
7.000. Unter erstauffälligen Konsumenten versteht man Personen, die der Poli-
zei oder dem Zoll in Verbindung mit dem Mißbrauch von Drogen bekannt wur-
den. Hierunter zählt man auch Probierer oder Erstkonsumenten. Es handelt sich 
hierbei also nicht ausschließlich um Abhängige. 
 
Die Mehrzahl der drogenbedingten Todesfälle sind auf den Mehrfachkonsum 
verschiedener Substanzen oder dem langjährigen Mißbrauch zurückzuführen. 
1999 waren in Deutschland etwa 1.800 drogenbedingte Todesfälle zu verzeich-
nen. 
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Abb. 39: Entwicklung der Anzahl Drogentoter illegaler Drogen in Deutschland 
89 
 
Weiterhin gelten verschiedene Medikamente als Suchtmittel. Hierzu werden 
Schmerzmittel, Schlafmittel, Beruhigungsmittel, Anregungsmittel, Abführ-
mittel und Appetitzügler gezählt. Die Erfassung ist jedoch sehr schwierig und 
erfolgt in der Regel über die Ermittlung der konsumierten Mengen. Etwa 20 % 
der weiblichen und 10 % der männlichen Bevölkerung geben bei Befragungen 
an, eines der oben genannten Medikamente innerhalb der letzten vier Wochen 
eingenommen zu haben. Im Altersbereich über 50 liegen die Werte natürlich 
noch deutlich über den mittleren Prozentangaben. Hier nehmen bis zu 30 % der 
Frauen diese Medikamente ein.  
 
1.5.7 Sport 
 
So, wie man bei Medikamenten nicht an ein Risiko denkt, so erscheint es auch 
beim Sport zunächst verwunderlich, von einem sozialen Risiko zu sprechen. 
Dabei muß man aber berücksichtigen, daß die ursprüngliche Lebensweise des 
Menschen Sport nicht erforderlich machte. Erst die Bewegungsarmut des heu-
tigen Lebens erfordert einen Bewegungsausgleich in Form von Sport. Der 
Mensch besitzt nun einmal einen umfangreichen Bewegungsapparat und die 
Verwendung dieses Apparates ist essentiell für den Menschen. Durch Sport 
kann dieses Bewegungsbedürfnis befriedigt werden, welches nur in immer ge-
ringerem Maße durch den menschlichen Berufsalltag befriedigt wird. Sicher-
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lich ist Sport damit eine der wichtigsten lebensverlängernden Maßnahmen. 
Allerdings können auch beim Sport Unfälle auftreten, die die Gesundheit und 
das Leben von Menschen gefährden. Tab. 56 listet die Sportarten mit der größ-
ten Anzahl von Sportunfällen in den USA auf. Die Zahlen basieren auf Erhe-
bungen in 100 repräsentativen Krankenhäusern der USA. Die meisten dieser 
Unfälle sind allerdings nicht lebensbedrohend. 
 
Tab. 56: Schätzungen von Sportverletzungen für das Jahr 1998 in den USA 309 
 
Sportart  Anzahl der Unfälle Prozent der Unfälle in der Alterklasse  
  0-4 5-14 15-24 
Basketball 631.186 0,6 31,5 46,4 
Fahrrad fahren  577.621 7,1 55,0 15,2 
American Football 355.247 0,3 45,0 43,1 
Baseball 180.582 4,5 50,4 23,3 
Fußball 169.734 0,5 45,7 37,6 
Softball 132.625 0,3 19,2 30,1 
Fitneßgeräte 123.177 0,4 13,9 26,3 
In-Line Skating 110.783 0,7 61,1 18,7 
Trampolin 95.239 9,6 69,6 14,0 
Skifahren 81.787 0,5 14,2 15,9 
 
 
Neben diesen gewöhnlichen Sportarten existieren auch noch sogenannte Ex-
tremsportarten, die eine deutlich höhere Gefährdung für die Ausübenden dar-
stellen. Ein besonders markantes Beispiel ist der Bergsport. 
 
1.5.8 Bergsteigen 
 
Immer wieder verunglücken Menschen beim Bergsteigen. So starben Anfang 
der 90er Jahre am Pik Lenin im Pamir-Gebirge über 40 Bergsteiger, als ein Ba-
sislager von einer Lawine begraben wurden 148. Es kann hier nicht auf alle Un-
fälle beim Bergsteigen hingewiesen werden. Vielmehr wird beispielhaft ein 
Berg, der Mount Everest, ausgewählt. Zwischen 1975 und 2002 haben etwa 
1.200 Menschen den Mount Everest bestiegen. In dieser Zeit forderte der Berg 
aber auch 175 Opfer. Allein 1996 starben fünfzehn Bergsteiger, acht Bergstei-
ger in einem Sturm vom 10. zum 11. Mai. In den knapp zwanzig Jahren kommt 
damit auf sieben erfolgreiche Besteigungen ein verunglückter Bergsteiger. Al-
lerdings dürfte diese Zahl nicht exakt sein, da viele der Opfer einen vergebli-
chen Versuch unternommen haben, den Berg zu besteigen. Insofern müßte als 
Bezugszahl nicht die Zahl der erfolgreichen Besteigungen, sondern die Zahl der 
Menschen, die den Versuch unternommen haben, verwendet werden 194. 
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Abb. 40: Anzahl der erfolgreichen Besteigungen des Mt. Everest in verschiede-
nen Jahren und Anzahl der Bergsteiger, die am Berg tödlich verunglückten 194 
 
Mit dem Abschnitt Bergsteigen endet die Aufzählung und Vorstellung von hi-
storischen Unglücken. Es wurde der Versuch unternommen, dem Leser einen 
Eindruck über die Vielfalt, die Häufigkeit und den Umfang der verschiedenen 
Katastrophen zu geben. Die Mischung aus eigener Erfahrung, angelesenem 
Wissen über verschiedene Katastrophen und Geschichten vom Hörensagen er-
lauben vielen Menschen, sich eine subjektive Vorstellung über verschiedene 
Risiken zu machen. Das folgende Kapitel befaßt sich mit dieser subjektiven 
Beurteilung der Risiken, bevor dann im nächsten Kapitel die erste objektive 
Wertung und Auflistung der verschiedenen bisher vorgestellten Risiken er-
folgt. 
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2 Subjektive Wertung von Risiken 
 
 
Die Kenntnis historischer Unglücke ist eine wichtige Basis für die Beurteilung 
von Risiken. Neben der Häufigkeit und dem Umfang eines Risikos berücksich-
tigen Menschen immer auch die Auswirkungen auf sie selbst 187, 137, 350. Men-
schen erkennen und unterscheiden sehr bewußt, ob sie einem Risiko hilflos 
ausgesetzt sind oder eine aktive Rolle spielen. Sie nehmen gewöhnlich ein um 
bis zu drei Zehnerpotenzen höheres individuelles Risiko auf sich, über das sie 
selbst entscheiden können, als daß sie ein bedingungsloses kollektives Risiko 
von der Gesellschaft akzeptieren würden. Das eben behandelte Bergsteigen ist 
ein klassisches Beispiel für ein bewußt eingegangenes individuelles Risiko. 
Aber auch im Personenkraftverkehr finden wir diesen Effekt wieder. 
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(3- Bin der Meinung, daß ich sehr viel besser als der durchschnittliche Autofahrer fahren kann, 0 
Besitze Fähigkeiten des durchschnittlichen Autofahrers, -3 Fahre sehr viel schlechter als der 
durchschnittliche Autofahrer) 
 
Abb. 41: Mittlere „Optimistische Überschätzung“ von Autofahrern über ihre 
Fähigkeiten beim Autofahren 182 
 
Der Effekt wird aus psychologischer Sicht als sogenannte „Optimistische Über-
schätzung“ bezeichnet. Er beschreibt den systematischen kognitiven Fehler bei 
der Einschätzung von Risiken, auf die der Mensch selbst Einfluß ausüben kann. 
Ein typisches Beispiel dafür ist der Autofahrer. Abb. 41 zeigt die Ergebnisse 
einer Befragung von Autofahrern über ihr eigenes Fahrverhalten. Nach diesem 
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Diagramm geht der durchschnittliche Autofahrer davon aus, daß er besser als 
ein durchschnittliche Autofahrer fährt! In anderen Worten: Die schlechten 
Autofahrer sind immer die anderen. Weiterhin erkennt man in Abb. 41 eine 
Zunahme der Verschiebung im Alter. Ältere Menschen sind also von ihren 
Fahrfähigkeiten mehr überzeugt als junge Menschen. Betrachtet man die Un-
fallzahlen junger Menschen, erscheint dieses Ergebnis irritierend. Es bedeutet 
aber nichts anderes, als daß junge Autofahrer sehr wohl um ihre geringe Erfah-
rung wissen, aber trotzdem ein hohes Risiko eingehen. Ironischerweise zeigen 
nur depressive Menschen eine realistische Einschätzung von Risiken. 182 
 
Neben dem Effekt der „Optimistischen Überschätzung“ gibt es noch die soge-
nannte „Homeostatis“. Darunter versteht man die Konstanz des Risikos, wel-
ches Menschen unabhängig von den technischen Hilfsmitteln auf sich nehmen. 
Sicherere Straßen oder sicherere Autos führen nicht zwangsläufig zu weniger 
Unfällen. Vielmehr nutzen die Autofahrer die neuen technischen Hilfsmittel, 
um risikoreicher zu fahren. So fahren Autofahrer im Winter heutzutage schnel-
ler als früher, da sie sich auf das Antiblockiersystem verlassen. Sicherheits-
technische Fortschritte führen deshalb manchmal nicht zu einer Verringerung 
des Gesamtrisikos.  
 
Diese beiden subjektiven Einflußfaktoren führen dazu, daß die Risikobeurtei-
lung von Menschen oft nicht dem objektiven historischen Wert entspricht. Ein 
Vergleich der gemessenen und geschätzten Häufigkeiten von Todesursachen 
ist in Abb. 42 dargestellt. Zunächst einmal werden alle Krankheiten unter-
schätzt. Krankheiten sind immer auf uns selbst bezogen und wir müßten etwas 
dagegen tun, z.B. Sport treiben gegen Herz-Kreislauf-Erkrankungen, regelmä-
ßige Untersuchungen durchführen lassen etc. Dies erfordert Handlungen von 
uns. Gemäß der Idee der optimistischen Überschätzung gehen wir aber davon 
aus, daß wir nicht betroffen sind und müssen demnach auch keine Vorsorge-
maßnahmen, wie z.B. Sport, durchführen. Bei der Einschätzung der Gefähr-
dung durch Herzkrankheiten liegt der Fehler bei etwa einer Zehnerpotenz. Re-
lativ realitätsnah wird die Möglichkeit eines Verkehrsunfalls gesehen. Aber 
auch hier trügt der Eindruck, da die Menschen wieder davon ausgehen, daß sie 
selbst nicht betroffen werden, sondern nur andere. Im Gegensatz zu den Krank-
heiten werden natürliche Risken als sehr hoch eingeschätzt. Hier wird zum Teil 
sehr intensiv in den Medien berichtet. Diese Ereignisse sind den Menschen be-
wußt und es wird eine Vorsoge durch den Staat notwendig. Bei Überflutungen, 
bei Stürmen, bei Erdbeben wird der Staat in die Pflicht genommen.  
 
Betrachtet man jedoch nicht die Anzahl der Opfer, sondern das Bewußtsein der 
Menschen für natürliche Risiken, so stellt man fest, daß sich Menschen kaum 
um das Auftreten dieser Risiken sorgen. Große natürliche Risiken existieren in 
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den USA in Kalifornien und in Florida (Abb. 43). Diese Gebiete weisen aber 
auch hervorragende wirtschaftliche Rahmenbedingungen auf. So ist Kalifor-
nien unter anderem für seine Computerindustrie bekannt und Florida wird in 
zunehmendem Maße auf Grund der günstigen klimatischen Verhältnisse als 
Lebensmittelpunkt für ältere Menschen interessant. Beide Regionen erleben 
einen massiven Zuzug von Menschen und erreichen hohe Bevölkerungsdich-
ten, so z.B. in Los Angeles oder in San Francisco 300. In Los Angeles und Umge-
bung leben derzeit fast siebzehn Millionen Menschen. Für die nächsten fünf-
undzwanzig Jahre wird mit einem weiteren Zuwachs von sechs Millionen Men-
schen gerechnet 422. Die Bevölkerung dort ist sich sehr wohl der Möglichkeit 
eines Erdbebens bewußt, ignoriert aber dieses Risiko. Natürliche Risiken wer-
den also ignoriert, wenn die sozialen Bedingungen den Nachteil des natürlichen 
Risikos kompensieren. Soziale Risiken und Lebensqualität sind einfach viel 
offenbarer als andere Risiken. Wenn man erkrankt, spürt man die Nachteile der 
Krankheit jeden Tag. Man ordnet dann alles dem Ziel des Gesundwerdens un-
ter. Diesen Grundsatz erkennen wir an. Ein Mensch, der krank ist, darf zu Hause 
bleiben und muß nicht zur Arbeit gehen. Das ist auch langfristig richtig. Wenn 
man sozialen Risiken ausgesetzt ist, so spürt man das ebenfalls jeden Tag. Auch 
hier wird wieder eine kurzfristige Lösung gesucht und eine mögliche Lösung ist 
die Abwanderung in Regionen, wo bessere Möglichkeiten existieren, dieses 
soziale Risiko zu verringern. Dann ist es zunächst auch einmal egal, welche 
natürlichen Risiken dort existieren. Armut und Arbeitslosigkeit spürt man je-
den Tag, einen Hurrikan vielleicht einmal in 50 Jahren. Menschen versuchen 
soziale Risiken zu vermeiden, in solchen Fällen sind natürliche und technische 
Risiken zweitrangig. 
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Abb. 42: Subjektive zu erfaßten Todeshäufigkeiten pro Jahr 412 
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Abb. 43: Verteilung von natürlichen Risiken in den USA 300 
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Tab. 57: Subjektive Beurteilung von Gefahren, 100 entspricht dem höchsten 
Risiko, 0 entspricht keinem Risiko 306 
 
 Mittelwert Median Standardabweichung 
AIDS 77,6 83,5 22,5 
Schädigung der Ozonschicht 71,4 74,5 20,4 
Umweltverschmutzung 67,5 70 20,9 
Rauchen 66,4 72 23,7 
Hausbrand 65,3 67 25,3 
Erdbeben 63,7 69 23,6 
Vulkanausbruch 60,2 67 28,4 
Autofahren 55,9 55 22,7 
Atomenergie 55,8 58 28,9 
Hochwasser 52,9 57 23,7 
Sturm 47,9 48 20,9 
Wirtschaftskrise 47,2 45 21,8 
Gentechnisch veränderte Lebensmittel  41,6 39,5 24,5 
Alkohol 37,8 36 22,9 
Elektrosmog 36,0 31 24,4 
Skifahren 35,8 33 20,7 
Flugzeug fliegen 33,4 31 18,6 
 
Wie bewerten aber Menschen die Bedeutung natürlicher oder technischer Risi-
ken untereinander Die Ergebnisse einer ersten Befragung sind in Tab. 57 darge-
stellt. Die Tabelle gibt die Größe der Gefahr verschiedener Risiken durch die 
Befragten wider. Unter Berücksichtigung der großen Streuung der Antworten 
läßt sich feststellen, daß auch hier die Gefahren aus Umweltverschmutzung und 
Schädigung der Ozonschicht, also Faktoren, die einen Klimawandel verursa-
chen können, als sehr hoch eingeschätzt werden. Dem Rauchen wird ebenfalls 
ein großes Risiko zugeschrieben. Natürliche Risiken wie Erdbeben und Vul-
kanausbruch rangieren dahinter. Die ersten technischen Risiken liegen unter-
halb der natürlichen Risiken. Interessant ist die hohe Wertung von Hausbrän-
den 306. 
 
Die Ergebnisse einer zweiten Befragung sind in Abb. 44 dargestellt. Hierin 
wird die subjektive Beurteilung verschiedener natürlicher und technischer Ri-
siken nach ihrer Schwere dargestellt. Es wurden Risiken ausgewählt, die in den 
letzten Jahren besonders häufig in den Medien vertreten waren. Dabei wird die 
Schwere der möglichen Katastrophen in drei Grade unterteilt: große Gefahren, 
mittelgroße Gefahren und geringe bzw. keine Gefahren. Grundlage für die in 
Abb. 44 dargestellten Ergebnisse ist die Befragung von über 1.500 Menschen. 
437 
 
Unabhängig vom Risikoschlagwort ordnen ca. 50 % der Befragten dem Schlag-
wort eine mittelgroße Gefahr zu. Zunächst könnte man vermuten, daß dieser 
Teil der Befragten unentschlossen ist bzw. keine weiteren Informationen über 
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das Risiko besitzt. Um diese Vermutung zu untersuchen, finden sich neben den 
Angaben über den Gefahrenumfang auch Angaben zum Wissensumfang der 
Befragten über das jeweilige Risiko. Es zeigt sich aber, daß sich diese These 
nicht bestätigt. Da aber die Einschätzung als eine mittelgroße Gefahr über die 
verschiedenen Risiken konstant ist, muß eine andere Wichtung verwendet wer-
den. Interessant scheint hier der Anteil derjenigen zu sein, die einem Risiko-
schlagwort eine große Gefahr zuordnen. In Abb. 44 sind die Schlagworte von 
oben nach unten mit einem zunehmenden Prozentsatz der Wahl einer großen 
Gefahr sortiert. Die Gefahr eines Klimawandels wird von über 50 % der Be-
fragten, die Gefahr von Handys dagegen nur von einem sehr geringem Anteil 
der Befragten als bedeutend eingeschätzt. 437 
 
Da bereits darauf hingewiesen wurde, daß bei der Risikoakzeptanz auch die 
Freiwilligkeit einer Maßnahme eine Rolle spielt, finden sich in Abb. 44 auch 
Angaben zu diesem Faktor. Ein besonders schöner Versuch zur Verdeutlichung 
des Faktors Freiwilligkeit bei der Risikoakzeptanz wurde 1984 präsentiert. 
Dazu wurde ein pharmazeutischer Versuch durchgeführt. Den Probanden wurde 
mitgeteilt, daß sie die Umhüllung von Kapseln auf Nebenwirkungen testen 
sollen. Die Probanden erfuhren weiterhin, daß verschiedene Formen der Kap-
selumhüllungen getestet werden sollen: radioaktive Umhüllungen, Umhüllun-
gen aus Bakterien und eine Umhüllung aus Schwermetall. Tatsächlich aber be-
stand die Umhüllung der Kapseln in allen drei Fällen aus dem gleichen unge-
fährlichen Material. Die Probanden wurden in zwei Gruppen aufgeteilt. Eine 
Gruppe durfte die Art der Umhüllung der Kapsel selbst wählen, der zweiten 
Gruppe wurden die Kapseln mit der Information der Art der Umhüllung zuge-
teilt. Nach der Einnahme wurden die Probanden nach Beschwerden befragt. Bei 
der zweiten Gruppe wurden doppelt soviel Beschwerden angegeben, obwohl es 
sich in beiden Fällen um die gleichen harmlosen Umhüllungen handelte. Allein 
die Beschränkung der Wahl des Risikos beeinflußte die Beschwerden drama-
tisch. 
 
Neben den bisher genannten verschiedenen subjektiven Einflüssen auf die Ri-
sikobeurteilung spielt natürlich auch die Erinnerung eine große Rolle. Auch 
dazu existieren verschiedene Untersuchungen. Abb. 45 zeigt den zeitlichen 
Verlauf des Risiko- bzw. Gefahrenbewußtseins für Hochwasser. Sieben Jahre 
nach einem Hochwasser besitzt man wieder das gleiche Risikobewußtsein wie 
vor dem Hochwasser, vorausgesetzt, es wurden keine Aktivitäten zur Erhaltung 
des Risikobewußtseins durchgeführt. Unter Risikobewußtsein versteht man, 
um Risiken zu wissen, Risiken zu kennen, sie nicht zu verdrängen und sie bei 
Handlungen angemessen zu berücksichtigen 176. Informationsveranstaltungen 
sind zwingend notwendig, um eine reale Einschätzung eines Risikos zu ermög-
lichen.  
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Abb. 44: Subjektive Risikobeurteilung 437 
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Abb. 45: Gefahrenbewußtsein in Abhängigkeit vom zeitlichen Abstand zur 
letzten Katastrophe 176 
 
Eine objektive Einschätzung von Risiken bedarf scheinbar objektiver Parame-
ter. In den folgenden Kapiteln werden verschiedene Parameter vorgestellt. Be-
reits bei der Erläuterung der verschiedenen Risiken wurde der Begriff der Ster-
behäufigkeit bzw. Sterbewahrscheinlichkeit bereits verwendet.  
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3 Sterbewahrscheinlichkeiten 
3.1 Einleitung 
 
 
Jeden Tag erblicken auf der Erde etwa 400.000 Menschen das Licht der Welt. 
Gleichzeitig sterben jeden Tag etwa 200.000 Menschen. Einige von diesen 
Menschen haben ein langes und erfülltes Leben hinter sich, andere sterben viel 
zu früh. Wann immer ein Mensch in einem entwickelten Industrieland stirbt, 
wird erfaßt, woran er gestorben ist. Ist er bei einem Autounfall ums Leben ge-
kommen, bei einem Flugzeugabsturz, durch einen Herzinfarkt oder durch ein 
anderes Ereignis? Am Ende eines Jahres kann man die Zahlen zusammenfassen 
und erhält die Anzahl der Menschen, die durch eine bestimmte Ursache ver-
storben sind. Diese Angaben werden regelmäßig veröffentlicht. 
 
Beispielsweise verstarben in Deutschland in den letzten Jahren ca. 6.000 bis 
7.000 Menschen im Jahr durch Kraftfahrzeugunfälle. Es sind auch ca. 50 Men-
schen im Jahr ertrunken. Diese Zahlen erlauben in einem Land den Vergleich 
von verschiedenen Ursachen. Wie aber sehen solche Zahlen in einem anderen 
Land mit einer größeren oder kleineren Bevölkerung aus? Um diese Werte zu 
vergleichen, teilt man die Anzahl der Todesfälle an einer Ursache durch die Be-
völkerungsanzahl. Das ergibt z.B. für den Kraftfahrzeugunfall mit 6.000 bzw. 
7.000 Opfern pro Jahr in Deutschland und einer Bevölkerung von ca. 80 Millio-
nen Menschen: 
 
5 5 4Anzahl Opfer 6.000...7.000 7,5 10 ...8,75 10 1,0 10
Bevölkerungsanzahl 80.000.000
− − −= = ⋅ ⋅ ≈ ⋅ /Jahr. 
 
Das Ergebnis dieser einfachen Rechnung bezeichnet man als Sterbehäufigkeit 
pro Jahr pro Person für eine bestimmte Tätigkeit oder ein bestimmtes Ereignis. 
Gelegentlich spricht man auch von Sterbewahrscheinlichkeit. Den Begriff Ster-
behäufigkeit verwendet man, wenn die Opferzahlen aus den Unfällen der letz-
ten Jahre zusammengestellt werden. Von Sterbewahrscheinlichkeit spricht 
man, wenn man die Opferzahlen durch rechnerische Modelle prognostiziert. 
Auch der Begriff Sterberisiko ist angebracht, da es sich im Sinne der klassi-
schen Definition eines Risikos – Produkt aus Eintrittswahrscheinlichkeit mal 
Konsequenz – um ein Risiko handelt, nämlich um das Risiko, zu sterben. 
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3.2 Beispiele 
 
Bisher wurde hier nur die Zahl des Autounfalls genannt. Wie sieht es aber nun 
mit anderen bereits vorgestellten Risiken aus? Um alle Gefahren vergleichen zu 
können, muß man sie in der oben genannten Weise erfassen und gegenüber-
stellen. Tab. 58 ist eine äußerst umfangreiche Zusammenstellung zahlreicher, 
in verschiedensten Quellen genannter Sterbehäufigkeiten in verschiedenen 
Ländern. Da es sich um über 100 Zahlen handelt, erscheint es sinnvoll, zunächst 
einmal einen Überblick über die Größenordnungen zu erhalten. Eine kurze Zu-
sammenfassung der Werte aus Tab. 58 gibt Abb. 46. Hierbei werden die Gren-
zen deutlich, in denen sich die Sterbehäufigkeiten bewegen. 
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Abb. 46: Einige ausgewählte rechnerische Sterbewahrscheinlichkeiten und 
empirische Sterbehäufigkeiten basierend auf verschiedenen Tätigkeiten und 
Umständen 
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Tab. 58: Sterbehäufigkeiten nach verschiedenen Quellen fallend sortiert. Glei-
che Aktivitäten können auf Grund unterschiedlicher Regionen und unterschied-
licher Bezugszeiten unterschiedliche Sterbehäufigkeiten besitzen. 
 
Todesursache oder Sachverhalt Relative Sterbe-
häufigkeit pro 
Jahr 
Lit. 
Dschungelkinder in den ersten zwei Lebensjahren in Irian Jaya 2,5·10-1  
Säuglingssterblichkeit in Mali 1,2·10-1 438 
Deutscher Soldat im II. Weltkrieg 7,0·10-2 294 
Säuglingssterblichkeit (Entwicklungsländer) 6,4·10-2 438 
Storebælt Link Brücke (<19 Todesopfer) rechnerisch 2,0·10-2 85 
Motorradfahrer (USA) 2,0·10-2 178 
Allgemein Männer zwischen 54 und 55 Jahren in der DDR 1988 1,0·10-2 362 
Allgemein Frauen zwischen 60 und 61 Jahren in der DDR 1988 1,0·10-2 362 
Verlust einer Raumfähre pro Mission (NASA 1989) 1,0·10-2 282 
Allgemeine Sterbehäufigkeit in den USA 9,0·10-3 300 
Allgemeine Sterbewahrscheinlichkeit (USA 1999) 8,6 10-3 97 
Säuglingssterblichkeit (Industrieländer) 8,0·10-3 438 
Krebs (USA 1999) 5,7 10-3 97 
Herzkrankheit (USA 1999) 5,7 10-3 97 
Müttersterblichkeit bei Geburt (Entwicklungsländer) 5,0·10-3 438 
Luftakrobat (USA) 5,0·10-3 178 
Akzeptables Risiko in der britischen Schwerindustrie (alter Wert) 4,0·10-3 301 
Rauchen (USA 1999) 3,6 10-3 97 
US-Soldaten im Irak-Krieg 2003 3,0 10-3  
Raucher (USA) 3,0 10-3 178 
Herzkrankheit in den USA (1975-1995) 2,9·10-3 300 
Krebs (jedes Alter, U.K.) 2,8·10-3  186 
Bergsteigen (international) 2,7·10-3 316 
Parachouting (USA) 2,0·10-3 178 
Raumfahrer (ESA Crew Recovery Vehicle) 2,0·10-3 186 
Akzeptables Risiko in der britischen Schwerindustrie (neuer Wert) 2,0·10-3 301 
Canvey Island (England) 2,0·10-3 301 
Arbeiter in der Schwer- und Bauindustrie (U.K. 1990) 1,8·10-3 19 
Hochseefischerei 1,7·10-3 316 
Gewaltverbrechen (Johannesburg 1993) 1,5·10-3 322 
Alpines Klettern (50 Stunden pro Jahr) 1,5·10-3  
Untertagebau (Deutschland 1950) 1,3·10-3 147 
Arbeiter auf einer Erdölplattform (U.K. 1990) 1,3·10-3 19 
Fliegen (Crew) 1,2·10-3 316 
Raucher (Tod durch Krebs) 1,2·10-3 178 
Arbeiter in der Öl- und Gasproduktion 1,0·10-3 245 
Allg. Männer zwischen 17 und 18 Jahren in der DDR 1988 1,0·10-3 362 
Allg. Frauen zwischen 35 und 36 Jahren in der DDR 1988 1,0·10-3 362 
Bergsteigen (USA 1999) 1,0 10-3 97 
Maximales tolerierbares Risiko für Arbeiter 1,0 10-3 149 
Akzeptables Risiko bei medizinischen Operationen 1,0·10-3  
Akzeptables Risiko auf britischen Erdölplattformen 1,0·10-3 301 
Akzeptables Risiko auf norwegischen Erdölplattformen 1,0·10-3 301 
Rauchen (400 Stunden im Jahr) 1,0·10-3 256 
Hochseefischerei 8,4·10-4 245 
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Untertagebau (USA 1970) 8,4·10-4 147 
Feuerwehrmann (USA) 8,0·10-4 178 
Hang-gliding (USA) 8,0·10-4 178 
Untertagebau (U.K. 1950) 7,4·10-4 147 
Arbeit in einer Kohlemine (USA) 6,3·10-4 178 
Untertagebau (Kanada 1970) 6,2·10-4 147 
Untertagebau (Deutschland 1980) 5,9·10-4 147 
Versagen von Dämmen 5,0·10-4 97 
Unerwarteter Tod (USA) 3,7·10-4 412 
Farmer (USA) 3,6·10-4 178 
Kohlebergbau 3,3·10-4 316 
Lungenkrebs in Deutschland 3,2·10-4 16 
Untertagebau (U.K. 1970) 3,0·10-4 147 
Kohlebergbau (1.500 Stunden pro Jahr) 3,0·10-4 256 
Verkehrsunfälle mit Motorfahrzeugen (USA 1967) 2,7·10-4 362 
Unerwarteter Tod (Australien)  2,5·10-4 412 
Kraftfahrzeugunfall (USA) 2,4·10-4 178 
Polizist (USA) 2,2·10-4 178 
Autofahren 2,2·10-4 316 
Autounfall (USA 1999) 2,0 10-4 97 
AIDS (USA 1995) 2,0·10-4 300 
Autofahren (300 Stunden im Jahr) 2,0 10-4 256 
Bauarbeit 1,7·10-4 316 
Schwimmen (50 Stunden im Jahr) 1,7·10-4 256 
Ford wählte als akzeptables Risiko (70er Jahre) 1,6·10-4  
Arbeiter in der Forstwirtschaft 1,5·10-4 245 
AIDS (USA 1996) 1,5·10-4 300 
Bauarbeiter (2.200 Stunden pro Jahr) 1,5·10-4 256 
Bergbau 1,4·10-4 186 
Containerschiffbesatzung 1,3·10-4 245 
Fliegen (Passagier) 1,2·10-4 316 
Verkehrsunfälle mit Motorfahrzeugen (Deutschland 1988) 1,2·10-4 362 
AIDS weltweit 1,2·10-4 41 
Boot fahren (80 Stunden im Jahr) 1,2·10-4 256 
Versagen von Brücken 1,1·10-4 97 
Hausarbeit 1,1·10-4 316 
Urlaub machen (U.K. 1990) 1,0·10-4 19 
Arbeiter auf Baustellen 1,0·10-4 245 
Zulässiges Risiko für alte Bauwerke  1,0·10-4 301 
Maximales tolerierbares Risiko für die Öffentlichkeit 1,0 10-4 149 
Unfall zu Hause (USA – 1999) 1,0 10-4 97 
Stürze (USA 1967) 1,0·10-4 362 
Haushalt 1,0·10-4  186 
Gewaltverbrechen (USA 1981) 1,0·10-4 418 
Allgemein 14-jährige Mädchen in den Niederlanden 1,0·10-4 301 
Krebsauftrittswahrscheinlichkeit mit Handlungsbedarf 1,0·10-4 414 
Müttersterblichkeit bei Geburt (Industrieländer) 1,0·10-4 438 
Gewaltverbrechen (USA 1981) 9,8·10-5 418 
Eisenbahner 9,6·10-5 245 
Straßenverkehr (U.K.) 9,1·10-5  186 
Todesopfer bei Polizeiaktionen in den USA 8,6·10-5 300 
Stürze (Deutschland 1988) 8,1·10-5 362 
Schiffsverkehr (Linienfahrten) 8,0·10-5  186 
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Arbeiter in der Landwirtschaft 7,9·10-5  245 
Flugverkehr (Linienflüge) 10.000 Meilen pro Jahr 6,7·10-5  186 
Gewaltverbrechen (USA 1998) 6,3·10-5 418 
Kernkraftwerksversagen in Deutschland (Früh- und Spätfolgen) 5,8·10-5 147 
Arbeiter in der Metallherstellung 5,5·10-5 245 
Industrieanlagen (West Australien) 5,0·10-5 103 
Boot fahren (USA) 5,0·10-5 178 
Industrieanlagen (New South Wales, Australien) 5,0·10-5 71 
Fabrikarbeit 4,0·10-5 316 
Feuer und Explosionen (USA 1967) 3,7·10-5 362 
Storebælt Link (20-200 Todesopfer) rechnerisch 3,0·10-5 85 
An einem Rodeo teilnehmen (USA) 3,0·10-5 178 
Jagen gehen (USA) 3,0·10-5 178 
Ertrinken (USA 1967) 2,9·10-5 362 
Feuer (USA) 2,8·10-5 178 
Arbeiter in der Energieproduktion 2,5·10-5 245 
Gewaltverbrechen (London 1993) 2,5·10-5 322 
Dammversagen mit Todesfolge in den USA 2,5·10-5 231 
Flugreisen (20 Stunden pro Jahr) 2,4·10-5 256 
Drogenkonsum (Deutschland 1999) 2,2·10-5 42 
Arbeiter in der chemischen Industrie 2,1·10-5 245 
Flugzeugunfall (USA 1999) 2,0 10-5 97 
Bauingenieur 1,9 10-5 245 
Durchschnitt über alle Produktionsbetriebe 1,9 10-5 245 
Durchschnitt über alle Industriebereiche 1,8 10-5 245 
Bahnfahren (200 Stunden im Jahr) 1,5·10-5  256 
Arbeitsunfälle (U.K.) 1,4·10-5  186 
General Motors wählte als akzeptables Risiko (90er Jahre) 1,2·10-5 372 
Akzeptables Risiko 1,1·10-5 60 
Einkaufszentren, Sportzentren (Western Australien) 1,0 10-5 103 
Sportstätten, Freiluftgebäude (New South Wales, Australien) 1,0 10-5 71 
Lagerhallen, Bürogebäude (New South Wales, Australien) 1,0 10-5 71 
Maximal akzeptierbares Risiko für bekannte Situationen (NL) 1,0 10-5 31 
Feuer (USA 1999) 1,0 10-5 97 
Versagen von Hochbauten 1,0·10-5 97 
FDA zulässige Krebswahrscheinlichkeit einer Substanz 1,0·10-5 301 
Zulässiges Risiko für neue Bauwerke (Niederlande) 1,0·10-5 301 
Akzeptables Risiko (Niederlande) 1,0·10-5-1,0·10-6  343 
Flugverkehr (USA 1967) 9,0·10-6 362 
Elektroingenieur 8,0·10-6  245 
Straßenverkehr (10.000 Meilen pro Jahr, vorsichtiger Fahrer) 8,0·10-6  186 
Gebäudebrände 8,0·10-6 316 
Brände 8,0·10-6 256 
Gasvergiftungen (USA – 1967) 7,9·10-6 362 
Durchschnitt über alle Serviceindustrien 7,0 10-5 245 
Eisenbahnverkehr (USA – 1967) 5,0·10-6 362 
Eisenbahnverkehr (Deutschland 1988) 4,4·10-6 362 
Storebælt Link (>200 Todesopfer) rechnerisch 3,0·10-6 85 
Erfrierung (USA – 1967) 1,6·10-6 362 
Naturkatastrophen in den USA 1,4·10-6 300 
Flugverkehr (Deutschland 1988) 1,2·10-6 362 
Wohngebäude, Hotels (New South Wales, Australien) 1,0 10-6 71 
Maximal akzeptierbares Risiko für neue Situationen (NL) 1,0 10-6 31 
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Maximale zulässige Sterbewahrscheinlichkeit 1,0·10-6 301 
Vernachlässigbares Risiko (De minimis Risk) 1,0 10-4 149 
De minimis Risk 1,0·10-6 253 
De minimis Risk 1,0·10-6 188 
Dürre USA (1980-2000) 1,0·10-6 300 
EPA zulässige Krebswahrscheinlichkeit einer Substanz 1,0·10-6 301 
Gefährdung von Individuen durch Kernkraftwerke USNRC 1,0·10-6 301 
Akzeptables Risiko 1,0·10-6 109 
Hunger, Durst, Erschöpfung (USA 1967) 9,7·10-7 362 
Naturkatastrophen (Erdbeben, Hochwasser u.ä.) (USA 1967) 8,2·10-7 362 
Hochseeunfall (USA) 8,0·10-7 178 
Flugzeugunfall (USA) 7,5·10-7 178 
Flut (USA) 6,0·10-7 178 
Tod durch Überflutung in den USA (1967-1996) 5,4·10-7 300 
Eisenbahn (USA) 5,1·10-7 178 
Krankenhäuser, Schulen (New South Wales, Australien) 5,0·10-7 71 
Krankenhäuser, Schulen (West Australien) 5,0·10-7 103 
Blitzschlag (USA) 5,0·10-7 178 
Blitzschlag (USA 1967) 4,4·10-7 362 
Wirbelstürme USA (1967-1996) 3,7·10-7 300 
Blitzschlag USA (1967-1996) 3,2·10-7 300 
Bisse und Stiche von Tieren (USA 1967) 2,2·10-7 362 
Bauwerksversagen 1,0·10-7 316 
De minimis Risk für Arbeiter 1,0·10-7 301 
Tod eines Menschen auf dem Arbeitsweg mit ÖPNV/Bahn 1,0·10-7 65 
De minimis Risk 1,0·10-7 97 
Blitzschlag (U.K.) 1,0·10-7  186 
Bauwerksversagen 1,0·10-7  256 
Hoher und tiefer Luftdruck (USA 1967) 6,5·10-8 362 
Erdbeben (1990-2000) 5,1·10-8 300 
Hagelstürme USA (1990-2000) 3,1·10-8 300 
Vulkanausbruch USA (1990-2000) 2,2·10-8 300 
Massensterben in der Erdgeschichte 1,1·10-8 270 
De minimis Risk für die Öffentlichkeit 1,0·10-8 301 
Akzeptables Risiko für Krebs Ende der 50er Jahre (erste Zahlen) 1,0·10-8 189 
Meteoriteneinschlag 6,0·10-11 178 
 
Zur Erläuterung der Zahlen in Exponentialdarstellung sind einige Werte noch 
einmal ausgeschrieben: 
 
     
10-6 =  1/1.000.000 =                       0,000.001 
10-3 = 1/1.000 =                      0,001 
10-1 = 1/10 =                      0,1 
101 =  =                    10 
103 =  =               1.000 
106 =  =        1.000.000 
108 =  = 1.000.000.000 
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Zunächst einmal erscheint es interessant, die obere Grenze der Sterbehäufigkeit 
zu erfassen. Der größte theoretische Wert auf der y-Achse ist 100 in Abb. 46. 
Dieser Wert entspricht 1 und bedeutet, daß ein Mensch bei der Ausführung 
dieser Handlung hundertprozentig stirbt. Wir kennen glücklicherweise keine 
menschliche Aktivität, die eine derartige Sterbehäufigkeit aufweist. Vielleicht 
kommt diesem Wert noch das Verhältnis von tödlich verlaufenden Selbsttö-
tungsversuchen zu der Gesamtanzahl an Selbsttötungsversuchen am nächsten. 
Aber selbst hierbei wird man Werte vorfinden, die deutlich kleiner als 1 sind. 
Der größte Zahlenwert, den man in Tab. 58 findet, ist die Säuglingssterblichkeit 
in einem unterentwickelten Land. Es ist aber hierbei zu beachten, daß sich die 
Zahl der Todesopfer im Gegensatz zur bisherigen Erläuterung nicht auf die ge-
samte Bevölkerung bezieht, sondern nur auf die Neugeborenen innerhalb eines 
Jahres. Der in Abb. 46 genannte Wert für das Land Mali von 1,2·10-1 kann 
durchaus auch in anderen unterentwickelten Ländern beobachtet werden. So 
hat man Naturvölker in Irian Jaya (der indonesische Teil von Neuguinea) ge-
funden, bei denen ca. die Hälfte aller Kinder vor Erreichen des zweiten Le-
bensjahres verstirbt (2,5·10-1). Dieser traurige Umstand hat dazu geführt, daß 
Kinder dort erst nach zwei Jahren einen Namen erhalten. Hauptursache für die 
Leiden der Kinder sind Unterernährung und schwere Erkrankungen. Da keine 
medizinische Versorgung erfolgt, verlaufen Krankheiten oft tödlich. Man ge-
winnt bei der Betrachtung dieser Zahlen den Eindruck, daß die Geburt in natur-
nahen Zivilisationen ein enorm risikoreiches Unterfangen und ein Kleinkind 
ein extrem hochgradig gefährdetes Wesen ist. Dies ist in der Tat so. Auf der an-
deren Seite hat sich gerade bei der Evolution der Wirbeltiere die Technik der 
Geburt und Ernährung weiterentwickelt. Die kontinuierliche Versorgung der 
Jungen durch Milch ist eine der größten Erfolge in der Entwicklung der Tiere. 
Es ist quasi eine Technologie, welche die Überlebenschancen für Nachkommen 
deutlich erhöht. Anonym geborene Jungtiere, die nicht unter dem Schutz der 
Eltern stehen, wie z.B. die aus Eier geschlüpften jungen Schildkröten, besitzen 
deutlich geringere Überlebenschancen. Sie müssen sich vom ersten Tag an 
selbst versorgen. Würde man also die Tabelle der Sterbehäufigkeiten auch für 
Tiere erweitern, so würde man erkennen, daß die Geburt bei Säugetieren im 
Vergleich zu den Geburtstechniken anderer Familien mit einer geringeren Ster-
behäufigkeit der Neuankömmlinge einhergeht. Durch den Einsatz medizini-
scher Technik steht das Risiko beim Geburtsvorgang heutzutage in den ent-
wickelten Industrieländern in einer Reihe mit anderen alltäglichen Risiken. 
Wenn man die Veränderung der Sterbehäufigkeiten von Jungtieren in der Na-
tur, Sterbehäufigkeiten in Entwicklungsländern und Sterbehäufigkeiten in In-
dustrieländern betrachtet, dann kann man daran durchaus den Entwicklungs-
stand einer Spezies oder eines Landes erkennen. Die Säuglingssterblichkeit in 
den Entwicklungsländern ist etwa eine Zehnerpotenz größer als in den Indu-
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strieländern. Bei der Müttersterblichkeit liegt der Unterschied sogar bei zwei 
Zehnerpotenzen.  
 
An das Risiko der Geburt schließt sich in der Tab. 58 die Sterbehäufigkeit deut-
scher Soldaten im zweiten Weltkrieg an. Kriege gehören zur Gruppe der sozia-
len Risiken und wurden dort intensiv diskutiert. Sie bilden ohne Zweifel eine 
der größten Bedrohungen der Menschheit. Gemäß der Darstellungsform in Tab. 
58 rangieren diese sozialen Risiken bereits vor den gesundheitlichen Risiken. 
Diese Überlegung wird bei der Erläuterung des Risikoparameters der Verlore-
nen Lebensjahre wieder aufgegriffen.  
 
Doch kommen wir wieder zu den Risiken zurück, die im zivilen Leben vorhan-
denen sind. Nach den hohen Werten für die Säuglingssterblichkeit in unterent-
wickelten Ländern und den Zahlen für den II. Weltkrieg schließen sich zwei 
Gruppen von Risiken an: zum einen zahlreiche weitere gesundheitliche Risken 
und zum zweiten einige wenige gefahrvolle Berufe. 
 
Es wurde bereits festgestellt, daß die häufigsten Todesursachen für Menschen 
in Friedenszeiten gesundheitliche Probleme sind. In den allgemeinen Sterbhäu-
figkeiten der DDR und der USA stecken also überwiegend gesundheitliche Ur-
sachen. Diese Werte sind auch die ersten Werte, die sich auf die Gesamtbevöl-
kerung beziehen. Neben dieser allgemeinen Darstellung finden sich Angaben 
zu Herz-Kreislauf-Erkrankungen und Krebs, die beide zusammen in den ent-
wickelten Industrieländern ca. drei Viertel aller Todesursachen entsprechen. 
Auch auf diese gesundheitlichen Risiken wurde bereits eingegangen. Die im 
Abschnitt gesundheitliche Risiken dargestellte hohe Anzahl von Todesursa-
chen durch gesundheitliche Probleme findet sich also in der Darstellungsform 
der Sterbehäufigkeiten wieder.  
 
Oft werden Herz-Kreislauf-Erkrankungen oder Krebs als systematische Pro-
bleme der zivilisierten Lebensweise angesehen. Hat man dann früher, wenn 
man die Geburt und die ersten Jahre erfolgreich hinter sich gebracht hat, jedem 
Krieg aus dem Weg gegangen ist, ein langes Leben vor sich gehabt? Nicht un-
bedingt: Infektionskrankheiten konnten im Mittelalter, ja selbst zu Beginn des 
20. Jahrhunderts ungeheure Ausmaße erreichen, wie im Abschnitt Epidemien 
und Pandemien beschrieben wurde. Kurz erwähnt sei noch einmal die Pest-
welle in den Jahren 1347-1352. Damals verstarb vermutlich ein Viertel der 
gesamten Bevölkerung Europas. Auch Hungerkatastrophen traten regelmäßig 
auf, die die mittlere Lebenserwartung im Vergleich zu heute als sehr gering 
erscheinen lassen. 
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Abb. 47 zeigt die Entwicklung der mittleren Lebenserwartung in Europa und 
den USA nach verschiedenen Quellen. Man nimmt an, daß in den letzten Jahr-
hunderten und Jahrtausenden die Lebenserwartung beim Menschen bei ca. 30 
Jahren lag.  
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Abb. 47: Entwicklung und Prognose der mittleren Lebenserwartung 59, 285, 317, 
358, 93, 20, 165  
 
Die mittlere Lebenserwartung des Neandertalers dürfte zwanzig Jahre nicht 
überschritten haben. Die Hälfte aller Skelette, die man gefunden hat, waren von 
Kindern bis zu 11 Jahren. Vier von fünf Skeletten waren von Neandertalern, die 
nicht länger als vierzig Jahre gelebt hatten. Menschenaffen erreichen übrigens 
in Gefangenschaft ein maximales Alter von 40 bis 55 Jahren.  
 
Zwar hat man bei römischen Ausgrabungen auch Nachweise finden können, 
daß einige Menschen deutlich älter geworden sind. Man nimmt aber an, daß 
dies nicht die Regel war. Die Lebenserwartung im kaiserlichen Rom lag ver-
mutlich bei 30 Jahren. Die überwiegende Anzahl von Grabinschriften ist für 
Menschen unter 30 Jahren. Ob diese Zahlen repräsentativ sind, ist ungewiß 57. 
 
Es sind auch Beispiele höherer Lebensalter aus dem Mittelalter bekannt, hierbei 
jedoch meist von Menschen, die unter außergewöhnlich guten Bedingungen 
lebten. Allerdings war die Frauensterblichkeit durch die vielen Geburten, die 
Säuglings- und Kindersterblichkeit und die Sterblichkeit für ältere Menschen 
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deutlich höher. Insofern scheinen die Angaben einer mittleren Lebensdauer von 
ca. 30 Jahren glaubhaft. Mit dem Beginn der industriellen Revolution vor ca. 
150 Jahren in Europa setzte ein deutliches und dauerhaftes Wachstum der mitt-
leren Lebenserwartung ein. Die mittlere Lebenserwartung stieg im deutschen 
Kaiserreich von 37 Jahren 1871 auf 47 Jahre 1910.  
 
Natürlich sind die Angaben zur mittleren Lebenserwartung erst seit einigen 
Jahrzehnten abgesichert. Die Schätzungen mittlerer Lebenserwartungen frühe-
rer Jahrhunderte basieren auf vorhandenen Schriftstücken und Ausgrabungen. 
Sie sind häufig umstritten. Einen Eindruck über die Unsicherheit derartiger 
Angaben soll Abb. 48 geben. Hier werden verschiedene wissenschaftliche Ver-
öffentlichungen zusammengefaßt, die die Bevölkerungsmenge der westlichen 
Hemisphäre um das Jahr 1500 schätzen. Die Variation der Schätzung ist enorm 
und weckt Zweifel an der Verwendung solcher Zahlen.  
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Abb. 48: Schätzungen der Bevölkerungsmenge der westlichen Hemisphäre um 
das Jahr 1492 426 
 
Sterbetafeln als Grundlage der hier genannten Sterbehäufigkeiten wurden be-
reits im 18. Jahrhundert in Australien und 1837 in England und Wales einge-
führt 161. Basierend auf diesen Tafeln ist bekannt, daß seit dieser Zeit die mitt-
lere Lebenserwartung der Menschen in Europa und den USA pro Jahr um zwei 
bis drei Monate steigt. Man könnte eine Vielzahl von Gründen formulieren, 
warum die Menschen seit dieser Zeit im Mittel älter und älter werden. Es läßt 
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sich aber auch mit einem Satz beantworten: Seit dieser Zeit wachsen die Mög-
lichkeiten, Risikoprävention zu planen und durchzuführen. So wie die Ent-
scheidung seßhaft zu werden eine wichtige Risikoprävention war, so wächst 
der Umfang der Schutzmaßnahmen seit dem Beginn der industriellen Revolu-
tion exponentiell. Mit dieser Zeit begann ein Wachstum des Wohlstandes, der 
immer breitere Schichten der Bevölkerung erreichte. Mittlerer Wohlstand und 
mittlere Lebenserwartung sind zwei Größen, die miteinander in enger Bezie-
hung stehen. Diese Beziehung wird im Kapitel Lebensqualität noch ausführlich 
behandelt. Hier soll nur eine kurze Erläuterung erfolgen. 
 
Was hat Geld mit der mittleren Lebenserwartung zu tun? Geld erlaubt die 
Durchführung von Risikoprävention. Mit der industriellen Revolution wurden 
die technischen Voraussetzungen für Risikopräventionen geschaffen, z.B. me-
dizinische Geräte, Autos, Bahn, trockene Wohnungen, sauberes Wasser.  
 
Die Entwicklung der Lebenserwartung zeigt eine Verringerung des Sterberisi-
kos durch die Verbesserung der Lebensbedingungen. Bereits bei der Nennung 
der Opfer durch Erdbeben oder Flutkatastrophen deuteten sich Unterschiede 
zwischen Industrie- und Entwicklungsländern an. Nimmt man an, daß die 
mittlere Lebenserwartung ein Maß für das allgemeine Sterberisiko ist, dann ist 
die Summe aller Risiken in den entwickelten Länder um ein Vielfaches gerin-
ger als in Entwicklungsländern. Das verdeutlicht Abb. 47 sehr schön. Noch 
heute ist die mittlere Lebenserwartung in armen Ländern deutlich geringer als 
in den entwickelten Industrieländern.  
 
Zwar belegt Tab. 58, daß Herz-Kreislauf-Erkrankungen und Krebs in den hoch-
entwickelten Ländern häufiger auftreten als in unterentwickelten Ländern, aber 
Abb. 47 zeigt, daß die Lebenserwartung in den hochentwickelten Ländern grö-
ßer und damit die Summe aller Sterbehäufigkeiten in den entwickelten Ländern 
geringer ist. Sehr schön wird diese Aussage in Abb. 49 deutlich. Aus der Tier-
haltung ist bekannt, daß bei günstigen Lebensbedingungen mehr Tiere älter 
werden (Abb. 50). Auf Grund der besseren gesundheitlichen Betreuung, einer 
geregelten Nahrungsversorgung und weniger gefährlichen Kämpfen mit Art-
genossen erreichen die Tiere ein deutlich höheres Lebensalter 48.  
 
Diese Verschiebung des Alters bei Todeseintritt konnte auch bei Menschen in 
den letzten Jahrhunderten beobachtet werden. Dieser Trend wird vermutlich 
anhalten. In der Zukunft werden immer mehr Menschen ein hohes Alter errei-
chen. Aber auch die Streuung des Alters wird abnehmen, da man viele Krank-
heiten behandeln kann. Deshalb werden Menschen vermutlich nicht mehr nur 
an einer Krankheit versterben, sondern an mehreren. Man spricht heute inzwi-
schen von sogenannter Multimorbidität bei alten Menschen.  
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Abb. 49: Historische Veränderung der Sterbeverteilung 274 
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Abb. 50: Veränderung der Sterbeverteilung bei Tieren 274 
 
Parallel zu den gesundheitlichen Risiken tauchen in der Tab. 58 die ersten 
gefährlichen Berufe auf. Es muß an dieser Stelle wieder angemerkt werden, daß 
sich die Sterbehäufigkeiten hier im Gegensatz zu den gesundheitlichen Anga-
ben nicht auf die gesamte Bevölkerung beziehen, sondern nur auf Mitglieder 
einer Berufsgruppe.  
 
Neben dem Beruf des Raumfahrers werden die Hochseefischer und die Berg-
bauarbeiter genannt. Für diese genannten Berufsbilder gilt die gleiche Grund-
lage: Man hat deutliche Fortschritte beim Abbau von Gefahren erzielt, aber 
diese Berufe sind immer noch erheblich unsicherer als die meisten Berufe. 
Auch heute noch gehen Schiffe unter. Vielen Lesern werden in den Medien ge-
zeigte Tanker geläufig sein, die entweder kollidierten, aufliefen oder ander-
weitig verunglückten und zu großen Naturkatastrophen infolge Ölverseuchung 
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führten. Oft sind hierbei auch Menschenleben zu beklagen. Auch im Bergbau 
verunglücken regelmäßig Menschen. Während man bei der Raumfahrt im we-
sentlichen der Technik auf Gedeih und Verderb ausgesetzt ist, zeichnen sich die 
beiden anderen beiden Berufsgruppen durch eine enge Bindung an die Natur-
gewalten aus. Die Unwägbarkeiten des Meeres und die Unsicherheit des Gebir-
ges lassen sich nur schwer kontrollieren. Die Sterbehäufigkeiten von Risikobe-
rufen liegen etwa bei 10-3 pro Jahr. 
 
Auch einige Extremsportarten finden sich im Bereich der Risikoberufe (Tab. 
58). Die ersten technischen Risiken mit Ausnahme des Motorradfahrens tau-
chen etwa bei 10-4 pro Jahr auf. Naturkatastrophen liegen in der Regel unter 
diesen Werten, etwa bei 10-5 bis 10-6 pro Jahr. In diesem Bereich, etwa von 10-4 
bis 10-6 finden sich viele unserer alltäglichen Risiken. Sehr interessant ist der 
Vergleich dieser Zahlen mit den Angaben in Tab. 57. Dort war unter anderem 
der Hausbrand als eine beträchtliche Gefahr eingestuft worden. Der Wert dafür 
beträgt etwa 10-5 und liegt unter den Werten des Kraftfahrzeuges. Die weitere 
Reihenfolge in Tab. 57 stimmt aber relativ gut mit den Werten in Tab. 58 über-
ein. 
 
Tab. 58 und Abb. 46 zeigen aber auch noch Risiken mit kleineren Werten. Kon-
trär zu diesen sehr hohen Sterbehäufigkeiten am Anfang der Tabelle finden sich 
am Ende der Tabelle Werte von 10-8 bis 10-11. Das entspricht einem Verhältnis 
von 1:100.000.000. Ein Beispiel für einen solch geringen Wert ist ein 
Meteoritenfall auf ein Haus. Bekanntlich werden die Gebäude in Deutschland 
nicht für einen derartigen Lastfall untersucht, weil dieser Fall extrem selten ein-
ritt.  
 
Basierend auf allen Angaben in Tab. 58 und Abb. 46 kann man zusammenfas-
sen, daß sich das Leben eines Menschen mit seinen Aktivitäten in den ent-
wickelten Industrieländern in einem Risikobereich von etwa 10-3 bis 10-8 pro 
Jahr abspielt.  
 
Man kann übrigens auch die Werte in Tab. 58 invertieren, einen Zielwert festle-
gen und entsprechende Handlungen wählen. Für eine Erhöhung der Sterbe-
wahrscheinlichkeit um 1,0·10-6 sind in Tab. 59 verschiedene Tätigkeiten auf-
gelistet 412, 253.  
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Tab. 59: Handlungen, welche die Sterbewahrscheinlichkeit um 1·10-6 erhöhen 
412, 253. 
 
Tätigkeit Todesursache 
1,4 Zigaretten rauchen Krebs, Herzinfarkt 
Einen halben Liter Wein trinken Zirrhose der Leber 
1 Stunde in einem Kohlebergwerk verbringen Schwarze Lunge 
3 Stunden in einem Kohlebergwerk verbringen Unfall 
2 Tage in New York oder Bosten leben Luftverschmutzung 
6 min mit einem Kanu fahren Unfall 
10 km mit einem Fahrrad fahren Unfall 
250 km mit einem Auto fahren Unfall 
1.600 km mit einem Flugzeug fliegen Unfall 
10.000 km mit einem Flugzeug (Jet) fliegen Krebs durch kosmische Strahlung 
2 Monate in einem üblichen Mauerwerkshaus leben Krebs durch natürliche Radioaktivität
Eine Röntgenuntersuchung in einem guten Krankenhaus Krebs durch Röntgenstrahlung 
2 Monate mit einem Raucher zusammen leben Krebs, Herzinfarkt 
40 Eßlöffel Erdnußbutter essen Krebs durch Aflatoxin B 
1 Jahr das Trinkwasser von Miami trinken Krebs durch Chloroform 
30 × 360 Milliliter-Dosen eines Diät Softdrinks trinken Krebs durch Saccharin 
1.000 × 720 Milliliter Softdrinks aus Plastflaschen trinken Krebs durch Acrylnitril Monomer 
100 gegrillte Steaks essen Krebs durch Benzopyren 
150 Jahre im 20 km Radius eines Kernkraftwerkes leben Krebs durch Strahlung 
 
3.3 Zielwerte 
 
In Tab. 58 findet man mehrmals eine Risikoangabe mit der Bezeichnung de 
minimis risk. Als de minimis risk bezeichnet man ein Risiko, welches der Ge-
setzgeber als akzeptabel betrachtet und welches keine weiteren Handlungen 
erfordert. Auf die Bezeichnung de minimis risk wird noch einmal im Abschnitt 
Recht und Risiko eingegangen. In der Regel liegt der Wert etwa bei 10-6 pro 
Jahr. 
 
Dieser Wert findet sich in den verschiedensten Normen als Zielversagenswahr-
scheinlichkeit, so z.B. in den Bauvorschriften, in der Sicherheitsbeurteilung 
von Deponien oder in der Beurteilung der Sicherheit von Lebensmittelzusät-
zen. Die Herkunft dieses Wertes bleibt umstritten. Häufig wird hierbei auf Ar-
beiten aus den 60er Jahren verwiesen. Damals gaben zwei Wissenschaftler des 
Nationalen US-Krebsinstitutes einen Wert von 10-8 für die Wahrscheinlichkeit 
der Krebsauslösung durch eine karzinogene Substanz an. Die Arbeit der Wis-
senschaftler über die Definition von Sicherheit war eine Spätfolge der soge-
nannten Preiselbeeren-Panik zum Erntedankfest in den USA 1959. In diesem 
Jahr waren kurz vor dem Erntedankfest Spuren eines krebserzeugenden Herbi-
zides in Lieferungen von Preiselbeeren gefunden worden, was zu einer öffentli-
chen Warnung des Ministeriums für Gesundheit, Bildung und Soziales führte. 
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Diese Warnung führte zu einer leichten Form der Panik, die nahezu einen Ruin 
der Preiselbeerenindustrie in den USA zur Folge hatte. Die nach dieser Panik 
durchgeführte Arbeit der beiden Wissenschaftler Mantel und Bryan war der er-
ste Versuch, Sicherheit zu definieren 188. Einer der Autoren, Mantel, beantwor-
tete später die Frage, wie sie zur Festlegung der akzeptablen Sicherheit gelangt 
waren, mit der Antwort: „We just pulled it out of a hat“ was sinngemäß mit „Wir 
haben uns den Wert ausgedacht“ übersetzt werden kann. Der Wert von 10-8 
wurde von der U.S Food and Drug Administration (FDA) 1973 offiziell über-
nommen. Allerdings wurde der Wert bis zur Inkraftsetzung der Regelung 1977 
auf 10-6 abgemindert. Der Wert 10-6 wurde dort als maximale Erhöhung des Le-
bensrisikos durch die Verwendung einer beliebigen Chemikalie definiert. Klei-
nere Wahrscheinlichkeiten erfordern im Sinne der FDA keine Schutzmaßnah-
men. 
 
Auch im Bauwesen findet man den Wert von 10-6 als operative Versagenswahr-
scheinlichkeit pro Jahr im Grenzzustand der Tragfähigkeit für das Versagen 
von Bauteilen. Dieser Wert soll Sterbehäufigkeiten repräsentieren, ohne Op-
ferzahlen angeben zu müssen. Erste Werte finden sich bereits in Veröffentli-
chungen aus dem Jahre 1974. Damals wurde ein maximaler Wert der Ver-
sagenswahrscheinlichkeit von 10-5 pro Jahr genannt 246. Bereits 1976 erfolgte 
eine Verfeinerung durch die Angabe von Zielversagenswahrscheinlichkeiten 
für Stahlbetonbalken (Tab. 60) 184. Das Comité Euro International du Beton 61 
veröffentlichte 1976 ebenfalls Zielwerte (Tab. 61) von Versagenswahrschein-
lichkeiten in Abhängigkeit von der Anzahl der gefährdeten Personen. 
 
Tab. 60: Zielversagenswahrscheinlichkeiten pro Jahr gemäß 184 
 
 Spannweite eines Biegebalkens in Meter 
Nutzungsart 6 8 10 12 14 
Büro 3,7·10-6 2,1·10-6 1,3·10-6 9,3·10-7 6,8·10-7
Verkaufsraum 1,4·10-6 7,9·10-7 5,1·10-7 3,5·10-7 3,6·10-7
Lagerraum 1,2·10-5 6,7·10-6 4,3·10-6 3,0·10-6 2,2·10-6
 
Tab. 61: Zielversagenswahrscheinlichkeiten pro Jahr nach Comité Euro 
International du Beton 61  
 
Durchschnittliche Anzahl der gefährdeten Personen Wirtschaftliche Folgen 
 gering mittel groß 
Gering ( < 0,1) 10-3 10-4 10-5 
Mittel 10-4 10-5 10-6 
Groß ( > 10) 10-5 10-6 10-7 
Jedoch soll gelten: 
510 Nutzungsdauerzul 
Anzahl der gefährdeten Personenf
P
− ⋅< . 
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Aus dem Jahre 1977 gibt es folgende Annahme unter Berücksichtigung der 
möglichen Anzahl der Todesopfer 273, 58: 
410
f
TP
L
− ⋅ξ ⋅=  mit T als Nutzungszeitraum in Jahren, L als die Anzahl der 
Menschen im Gefährdungsbereich und ξ gemäß Tab. 62.  
 
Tab. 62: Gefahrenpotential 
 
Gefahrenpotential ξ 
Bauwerke mit öffentlichen Menschenansammlungen, Staudämme 5·10-3 
Wohnhäuser, Verwaltungs-, Handels- und Industriegebäude 5·10-2 
Brücken 5·10-1 
Türme, Masten, Erdölplattformen 5 
 
Ein weiterer Vorschlag lautet: 13 
510 cf
ATP
WL
−= ⋅ ⋅  
mit dem Faktor W zur Berücksichtigung einer möglichen Vorankündigung des 
Versagens (Tab. 63) und Ac als Aktivitätsfaktor (Tab. 64). 
 
Tab. 63: Faktor zur Berücksichtigung der Vorankündigung eines Versagens 
 
Versagen mit Vorankündigung W 
Störungssicheres System 0,01 
Teilweises Versagen mit Vorankündigung 0,10 
Teilweises Versagen ohne Vorankündigung 0,30 
Versagen ohne Vorankündigung 1,00 
 
Tab. 64: Aktivitätsfaktor 
 
Aktivitätsfaktor Ac 
Aktivitäten nach einem Unfall   0,3 
Normale Aktivitäten: allgemeine Bauwerke   1,0 
Normale Aktivitäten: Brücken   3,0 
Bauwerke mit hoher Beanspruchung: Erdölplattform 10,0 
 
Eine Vermischung der Vorschläge erfolgte in 349, wobei noch ein Kostenfaktor 
berücksichtigt wird: 
410 cf f
ATP C
L W
ξ−= ⋅ ⋅ ⋅ ⋅  
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Tab. 65: Ökonomiefaktor 
 
Ökonomiefaktor fC  
Geringe Schäden 10,0 
Beträchtliche Schäden   1,0 
Katastrophale Schäden   0,1 
 
1979 werden Zielversagenswahrscheinlichkeiten für Stahlbetonstützen bei 
Brandfall unter Berücksichtigung der Art des Gebäudes, der Art und Bedeutung 
des Traggliedes, der Wahrscheinlichkeit des Vorhandenseins von Löschmitteln 
und der Wahrscheinlichkeit der Verfügbarkeit einer Feuerwehr angegeben 153. 
Die vorgeschlagenen operativen Versagenswahrscheinlichkeiten lauteten: 
 
pf1 = 10-6 Sicherheitsklasse 3 für Teile des Haupttragwerkes 
pf2 = 10-5 Sicherheitsklasse 2 für sonstige wichtige Bauteile 
pf3 = 10-4 Sicherheitsklasse 1 für untergeordnete Bauteile. 
 
Diese Werte dürfen zusätzlich noch durch die vorhandene Brandabschnitts-
fläche gewichtet werden: ' zulfi fi
Ap p
A
= ⋅  mit Azul = 2.500 m2. 
 
Erste normative Regelungen über Zielversagenswahrscheinlichkeiten aus den 
80er Jahren finden sich in den Tabellen Tab. 66, Tab. 67, Tab. 68 und Tab. 69 362. 
Aktuelle Regelungen in Deutschland für erforderliche Sicherheitsindizes bzw. 
Zielversagenswahrscheinlichkeiten finden sich z. Z. in den Grundlagen der Si-
cherheit baulicher Anlagen 291 (Tab. 70), dem Eurocode 1 und der DIN 1055-
100 (Tab. 71).  
 
Tab. 66: Zielversagenswahrscheinlichkeiten pro Jahr, 1982, Grenzzustand der 
Tragfähigkeit (GZT) 362 
 
Versagens- Art des Bruches 
folgen zäh spröde 
nicht schwer 6,2·10-3-1,3·10-3 1,3·10-3-2,3·10-4 
schwer 1,3·10-3-2,3·10-4 1,3·10-5 und weniger 
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Tab. 67: Richtlinie der Last- und Sicherheitsvorschriften für den bautechni-
schen Entwurf der skandinavischen Länder 362 
 
Sicherheitsklasse Folgen im Versagensfall Versagenswahrscheinlichkeit im 
GZT pro Jahr 
Niedrige 
Sicherheitsklasse 
Leichte Personenschäden 
Unwesentliche wirtschaftliche 
Verluste 
1,0·10-4 
Normale 
Sicherheitsklasse 
Einige Personenschäden 
Wesentliche wirtschaftliche Verluste 
1,0·10-5 
Hohe 
Sicherheitsklasse 
Erhebliche Personenschäden 
Sehr hohe wirtschaftliche Verluste 
1,0·10-6 
 
Tab. 68: Niederländische Norm NEN 6700, Werte für die Nutzungsdauer, die 
Umrechnung von Werten in Nutzungsdauer und Jahr erfolgt nach 
( ) 1 (1 (1))nf fP n P≤ − −  
 
Sicherheits-
klasse 
ökonomische 
Verluste 
Wahrscheinlichkeit des 
Verlustes von Menschenleben
Sicherheitsindex 
 
   Windlast 
dominiert 
Andere Lasten 
dominieren 
1 Klein Vernachlässigbar 1,0·10-2 6,9·10-4 
2 Mittel Klein 1,0·10-2 3,4·10-4 
3 Groß Groß 4,7·10-3 1,6·10-4 
 
Tab. 69: Entwurf der DDR 118 für die Zielversagenswahrscheinlichkeit pro Jahr, 
GZT 
 
Zuverlässigkeitsklassen Folgen Sicherheitsindex 
I Sehr große Gefahren für die Bevölkerung 
Sehr große wirtschaftliche Folgen 
Katastrophenartige Zustände 
1,0·10-7 
II Große Gefahren für die Bevölkerung 
Große wirtschaftliche Folgen 
Große kulturelle Verluste 
1,0·10-6 
III Gefahren für Personengruppen 
Wesentliche wirtschaftliche Folgen 
1,0·10-5 
IV Geringe Personengefährdung 
Geringe wirtschaftliche Folgen 
1,0·10-4 
V Sehr geringe Personengefährdung 
Sehr geringe wirtschaftliche Folgen 
7,0·10-4 
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Tab. 70: Zielwerte für operative Versagenswahrscheinlichkeiten pro Jahr in der 
GruSiBau 291 
 
Mögliche Folgen von Gefährdungen, die Art des Grenzzustandes Sicher
heits-
klasse 
vorwiegend die 
Tragfähigkeit betreffen 
vorwiegend die 
Gebrauchsfähigkeit 
betreffen 
Tragfähigkeit Gebrauchs-
tauglichkeit 
1 Keine Gefahr für 
Menschenleben und 
geringe wirtschaftliche 
Folgen 
Geringe wirtschaftliche 
Folgen, geringe 
Beeinträchtigung der Nut-
zung 
1,34·10-5 6,21·10-3 
2 Gefahr für 
Menschenleben und/ oder 
beachtliche wirtschaft-
liche Folgen 
Beachtliche 
wirtschaftliche Folgen, 
beachtliche Beeinträchti-
gung der Nutzung 
1,30·10-6 1,35·10-3 
3 Große Bedeutung der 
baulichen Anlage für die 
Öffentlichkeit 
Große wirtschaftliche 
Folgen, große 
Beeinträchtigung der Nut-
zung 
1,00·10-7 2,33·10-4 
 
Tab. 71: Zielwerte für operative Versagenswahrscheinlichkeiten pro Jahr in der 
DIN 1055-100 91 Anhang A oder im Eurocode 1 101. 
 
Grenzzustand Versagenswahrscheinlichkeit 
 Lebensdauer Jahreswert 
Tragfähigkeit 7,24·10-5 1,30·10-6 
Ermüdung   
Gebrauchstauglichkeit 6,68·10-2 1,35·10-5 
 
Alle hier angeführten Daten scheinen eine Zielversagenswahrscheinlichkeit im 
Bereich von 10-6 pro Jahr zu bestätigen. Im Gegensatz zu vielen anderen Risi-
kohandlungen setzen wir uns aber sehr lange und häufig dem Bauwerksrisiko 
aus. Anderen Risiken, wie z.B. dem Bergsteigen, ist man deutlich kürzer ausge-
setzt. Diese Zeitdauer, in der man während eines Jahres dem einen Risiko aus-
gesetzt ist, müßte bei der Darstellung der Risiken berücksichtigt werden, um 
einen objektiven Vergleich zu erlauben. 
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4 Fatal Accident Rate (FAR) 
 
 
In der Tat existiert ein Parameter, der diese Forderung erfüllt, die sogenannte 
Fatal Accident Rate (FAR). Hierbei wird die Zeitdauer einer Handlung oder der 
Exposition durch ein Risiko auf 108 Stunden festgelegt 19. Der Zeitraum ent-
spricht einer Dauer von 11.415,5 Jahren. Die hohe Stundenzahl wurde gewählt, 
um im Ergebnis Zahlen zu erhalten, die ohne Exponenten darstellbar sind. Es 
gibt einen vergleichbaren Parameter mit der Festlegung von 1.000 Stunden 
(FAFR) 185. Auch gibt es auf eine zurückgelegte Wegstrecke bezogene FAR’s. 
 
Die Ermittlung eines FAR wird für das Risiko eines Flugzeugabsturzes für die 
Crew demonstriert. Es wird angenommen, daß eine jährliche Sterbehäufigkeit 
durch einen Flugzeugabsturz von 1,2 × 10-3 pro Jahr und eine durchschnittliche 
Jahresflugzeit für die Crewmitglieder von 1.760 Stunden gilt.  
 
Die Sterbehäufigkeit wird mit den Flugstunden pro Jahr in Beziehung gesetzt. 
Man erhält eine Sterbehäufigkeit von  
3
71,2 10 6,82 10
1.760 h
−
−⋅ = ⋅  pro Stunde. 
 
Die Umrechnung auf die festgelegte Risikoexpositionszeit von 108 Stunden er-
gibt 7 86,82 10 10 h 68,2−⋅ ⋅ = . In Tab. 72, in der einige Fatal Accident Rates aus 
der Literatur zusammen getragen wurden, finden sich Werte von 250, 240 und 
120. Für das Fliegen wurde im Abschnitt Flugverkehr weiterhin ein Todesopfer 
pro 588.000 Flugstunden angegeben. Berechnet man daraus das Zeitverhältnis, 
ergibt sich: 
810  h 170,1
588.000 h
= .  
 
Dieser Wert stimmt sehr gut mit den Werten in Tab. 72 überein. 
 
Der kleinste Wert in Tab. 72 liegt bei 0,0002 und der größte Wert bei 50.000. 
Teilt man 108 Stunden durch 50.000, erhält man 2.000 Stunden. Das entspricht 
83 Tagen. Im Mittel stirbt man nach diesem Zeitraum, wenn man ohne Unter-
brechung als Jockey beim nationalen britischen Jagdrennen tätig ist. Oder an-
ders ausgedrückt: Bei der unterbrechungsfreien Tätigkeit als Jockey über 108 
Stunden treten 50.000 tödliche Unfälle auf. Zum Vergleich: Bei der unterbre-
chungsfreien Tätigkeit im Haushalt über den gleichen Zeitraum treten 2,1 tödli-
che Unfälle auf.  
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Tab. 72: Fatal Accident Rates 
 
Aktion oder Handlung Fatal Accident Rate Literatur 
Jockey (Nationales Jagdrennen) 50.000 19 
Profiboxer 7.000 19 
Bergsteigen und Klettern 4.000 19 
Alpines Klettern 3.000-4.000 256 
Bersteigen (international) 2.700 316 
Kanu fahren 1.000 19 
Motorrad fahren 660 19 
Schwimmen 350 256 
Motorroller fahren 310 19 
Moped fahren 260 19 
Flugzeugbesatzung 250 19 
Rauchen 250 256 
Flugzeug fliegen 240 19 
Boot fahren 150 256 
Fliegen (Crew und Besatzung) 120 316 
Flugreisen 120 256 
Fahrrad fahren 96 19 
Auto fahren 70 256 
Bauarbeiter 67 19 
Auto fahren 60 19 
Hochseefischerei 59 316 
Fahrt mit dem Auto 57 19 
Auto fahren 56 316 
Eisenbahnrangierer 45 19 
Kohlebergbau 40 19 
Fischerei 35 19 
Kohlebergbau 21 316 
Bahnfahren 8 256 
Arbeit in der Stahlindustrie 8 19 
Bauarbeit 7,7 316 
Bauarbeiter  7-20 256 
Lungenkrebs (Merseyside, England) 7 19 
Fahrt mit dem Zug 5 19 
Lungenkrebs Durchschnitt 5 19 
Arbeit in der Schwerindustrie 4 19 
Arbeit in der chemischen Industrie 3,5 19 
Aufenthalt zu Hause 3 19 
Fahrt mit dem Bus 3 19 
Hausarbeit 2,1 316 
Grippe 2 316 
Fabrikarbeit 2 19 
Überfahren vom Auto 1 19 
Leukämie 0,8 19 
Gebäudebrand 0,15 316 
Brände 0,1-0,3 256 
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Verhütungspille 0,02 19 
Biß eines giftigen Tieres 0,002 19 
Bauwerksversagen 0,002 316, 256 
Blitzschlag 0,001 19 
Explosion eines Druckbehälters (Öffentlichkeit) 0,0006 19 
Transport von gefährlichen Gütern (Öffentlichkeit) 0,0005 19 
Herabstürzendes Flugzeug 0,0002 19 
 
FAR: Anzahl der Todesopfer während der Ausübung einer Aktion oder Handlung für einen 
Zeitraum von 108 Stunden in einem Gebiet. Bei dem Gebiet handelt es sich hierbei überwiegend 
um Großbritannien. 19 
 
Auch für diesen Parameter existieren Zielwerte vergleichbar der operativen 
Versagenswahrscheinlichkeit oder dem de minimis Risk von 10-6 pro Jahr. In 
der Ölindustrie liegt die Empfehlung für eine akzeptable Fatal Accident Rate 
bei 15 319. Dieser Wert sollte nicht überschritten werden. In Tab. 72 wird dieser 
Wert von zahlreichen Sportarten deutlich überschritten. Die Tätigkeit als 
Jockey entspricht also bei weitem nicht den Anforderungen und ist nur deshalb 
möglich, weil die Risikodauer sehr kurz ist.  
 
Die FAR ist mit dem Parameter der Wiederkehrperiode eines Todesfalles ver-
wandt. Dieser Wert wird hier nicht weiter behandelt. Vielmehr soll im folgen-
den ein Parameter eingeführt werden, der auch die Schwere von Unfällen, die in 
der Regel bei Flugzeugabstürzen größer ist als bei einem Autounfall, berück-
sichtigt. 
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5 F-N-Diagramme 
5.1 Einleitung 
 
Die Darstellung von Katastrophen mit der reinen Sterbewahrscheinlichkeit er-
laubt es nicht, die Schwere einer einzelnen Katastrophe zu erfassen. Die Aussa-
gekraft der Sterbewahrscheinlichkeit und der Fatal Accident Rate als Parameter 
für Risiken ist darum begrenzt. So, wie beim Pressen eines Apfels durch ein 
Sieb der Geschmack des Apfels zwar erhalten bleibt, die innere Struktur aber 
verloren geht, so kann die Zahl der Sterbewahrscheinlichkeit relativ wenig über 
den Umfang einzelner Katastrophen aussagen. Der Umfang von einzelnen 
Katastrophen ist aber bedeutsam für die Akzeptanz und Beurteilung von Risi-
ken durch Menschen, denn eine große Katastrophe mit vielen Opfern wird in 
der Regel als furchtbarer angesehen, als viele kleine Unglücke mit der in der 
Summe gleichen Opferanzahl. Dies versucht Abb. 51 darzustellen. In der Ab-
bildung ist ein Gefahrengut und die Anzahl der möglicherweise durch einen 
Unfall betroffenen Menschen abgebildet. Dabei werden zwei Fälle unterschie-
den. Im oberen Bild werden weniger Menschen betroffen sein, aber Unglücke 
treten öfter auf. Im unteren Bild sind viele Menschen betroffen, aber Unglücke 
treten seltener auf. Beide Fälle mögen zu gleichen Sterbewahrscheinlichkeiten 
führen, aber in der unteren Abbildung werden mehr Menschen bei einem Un-
glücksfall betroffen sein.  
 
Den Umfang von einzelnen Katastrophen bezeichnet man gelegentlich auch als 
gesellschaftliche Risiken, während Sterbehäufigkeiten als individuelle Risiken 
angesehen werden. Will man also, bildlich gesprochen, die Struktur des Apfels 
erhalten, muß man andere Darstellungsformen wählen. Gesellschaftliche Risi-
ken werden häufig in graphischer Form dargestellt. Dazu verwendet man ein 
Diagramm mit einer logarithmisch skalierten x- und y-Achse. Auf der x-Achse 
wird die Konsequenz bei Eintritt einer Katastrophe dargestellt und auf der y-
Achse die Auftrittswahrscheinlichkeit bzw. -häufigkeit. Die Konsequenz bei 
Eintritt einer Katastrophe wird meistens in der Anzahl von Opfern angegeben. 
Gelegentlich werden auch monetäre Einheiten oder Ersatzparameter verwen-
det. Man spricht in solchen Fällen nicht mehr von F-N-Diagrammen, sondern 
von F-D-Diagrammen. Das D steht dann für Damage (Schaden). Dieser Para-
meter berücksichtigt weitere Verluste, wie z.B. ökologische Schäden. Die Dia-
gramme können sowohl kumuliert als auch nicht-kumuliert verwendet werden. 
Auf diesen Unterschied wird im folgenden eingegangen. Dabei wird die Ent-
wicklung solcher F-N-Kurven an einem Beispiel dargestellt: 
 
200 
 
 
 
 
Abb. 51: Darstellung individueller und gesellschaftlicher Risiken 
 
Zunächst einmal benötigt man entweder Erfahrungen für die Häufigkeit oder 
Berechnungsergebnisse über die Auftrittswahrscheinlichkeit und die Anzahl 
der Opfer. Ein einfaches Beispiel basierend auf Berechnungen ist in Tab. 73 
wiedergegeben 18. 
 
Ereignis Anzahl der Opfer N Auftrittswahrscheinlichkeit f pro Jahr 
1 12,1 4,8·10-3 
2 123 6,2·10-6 
3 33,4 7,8·10-3 
4 33,2 9,1·10-4 
5 29,2 6,3·10-3 
6 15,6 7,0·10-4 
7 67,3 8,0·10-5 
8 9,5 4,0·10-3 
9 52,3 1,2·10-6 
10 2,7 3,4·10-4 
 
Tab. 73: Beispieldaten für die Erstellung einer Risikokurve 18 
 
Man stellt fest, daß die Anzahl der Opfern in Tab. 73 nicht ganzzahlig ist. Die-
ser Umstand ist auf die wahrscheinlichkeitstheoretische Berechnung zurückzu-
führen. In der Literatur findet man teilweise aber auch die Meinung, daß nur 
ganzzahlige Werte verwendet werden dürfen.  
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Für die weitere Verwendung der Daten werden diese gemäß der Anzahl N sor-
tiert (Tab. 74). 
 
Tab. 74: Beispieldaten für die Erstellung einer Risikokurve in einem f-N-
Diagramm 18 
 
Anzahl der Opfer N Auftrittswahrscheinlichkeit f pro Jahr Ereignis 
2,7 3,4·10-4 10 
9,5 4,0·10-3 8 
12,1 4,8·10-3 1 
15,6 7,0·10-4 6 
29,2 6,3·10-3 5 
33,2 9,1·10-4 4 
33,4 7,8·10-3 3 
52,3 1,2·10-6 9 
67,3 8,0·10-5 7 
123 6,2·10-6 2 
 
Tab. 74 kann man bereits graphisch als f-N-Diagramm darstellen (Abb. 52 a). 
Eine deutlich weitere Verbreitung hat jedoch die kumulative Darstellung erfah-
ren. Diese Diagramme werden als F-N-Diagramme bezeichnet. Die Auftritts-
wahrscheinlichkeit F beschreibt dann das Auftreten von N oder mehr Todesop-
fern. Dafür erfolgt zunächst wieder eine neue Zusammenstellung der Daten 
(Tab. 75). Die Auftrittswahrscheinlichkeiten werden addiert. So umfaßt der 
Fall „mindestens ein Opfer“ alle Auftrittswahrscheinlichkeiten. 
 
Tab. 75: Beispieldaten für die Erstellung einer Risikokurve in einem F-N-
Diagramm 18 
 
Anzahl der Opfer N Auftrittswahrscheinlichkeit F pro Jahr Ereignis 
1 oder mehr 2,49·10-2 1-10 
3 oder mehr 2,46·10-2 1-0 
10 oder mehr 2,06·10-2 1-7,9 
30 oder mehr 8,80·10-3 2-4,7,9 
100 oder mehr 6,20·10-6 2 
300 oder mehr - - 
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a) f-N-Punktdiagramm b) F-N-Punktdiagramm 
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c) F-N-Liniendiagramm d) F-N-Liniendiagramm mit 
Vergleichskurve 
 
Abb. 52: Entwicklung einer Risikokurve in einem F-N-Diagramm 
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Auch die F-N Tabelle kann man wieder graphisch darstellen (Abb. 52 b). Die 
Darstellung im F-N-Diagramm erfolgt doppeltlogarithmisch. Als Zeiteinheit 
für die Häufigkeit der Ereignisse werden üblicherweise Jahre verwendet. Es ist 
verständlicher, von einer Häufigkeit von einmal in 100 Jahren zu sprechen als 
von 1,1·10-8 pro Stunde, wie es z. B. bei Flugzeugen üblich ist. In Abb. 52 a-c 
werden zunächst die einzelnen Punkte dargestellt und anschließend die Punkte 
durch eine Linie verbunden. Der Schwerpunkt der Fläche unter der Kurve ent-
spricht der mittleren Anzahl von Todesfällen pro Jahr 185. Selbstverständlich 
sind in der Praxis die Annahmen für die Verbindung der Punkte zu prüfen. Im 
nächsten Bild wird die dabei gewonnene Kurve mit einer Vergleichskurve in 
Beziehung gesetzt (Abb. 52 d). Liegt die Kurve unterhalb einer möglichen Ver-
gleichskurve, ist das Risiko akzeptabel. Derartige Diagramme sind genau wie 
die Sterbehäufigkeiten immer nur für bestimmte Regionen und bestimmte 
Zeitrahmen gültig.  
 
Die Risiken innerhalb eines solchen Diagramms werden allgemein in vier 
Gruppen unterteilt (Abb. 53). Risiken der Kategorie 1 sind statistisch gut abge-
sichert. Kleinere Unfälle treten relativ häufig auf. Schwere Unglücke sind sehr 
selten. Diese Risiken besitzen im F-N-Diagramm eine stark fallende Kurve. In 
die Kategorie 2 gehören Risiken, bei denen die Schwere des Unglückes kaum 
von der Häufigkeit abhängt. Diese Risiken zeigen eine flach fallende oder so-
gar waagerechte Kurve. Risiken der Kategorie 3 sind nur theoretisch bekannt. 
Sie liegen hinter dem Ereignishorizont, und es gibt keine statistischen Daten 
darüber. Risiken der Kategorie 4 sind Ereignisse, die als Schaden die Menge 
der Erdbevölkerung übersteigen. Unabhängig von der statistischen Häufigkeit 
sind auch diese Ereignisse nicht bekannt 403. 
 
Ein konstantes Risiko müßte in einem f-N-Diagramm eine fallende Linie mit 
einem 45°-Winkel besitzen und läßt sich theoretisch begründen 98. Häufig wer-
den diese Linien aber auch in die F-N-Diagramme mit eingezeichnet. Risiken 
der Kategorie 1 folgen dieser Annahme sehr gut. Risiken infolge Naturkata-
strophen verlaufen häufig etwas flacher und zeigen Charakteristika der Risiken 
vom Typ 2. Auf Grund des Anwachsens der Weltbevölkerung zeigen die Kur-
ven in den letzten Jahren außerdem eine Verschiebung nach rechts. Weitere 
Ausführungen über die Anstieg der Risikokurven findet sich in 18. 
 
F-N-Kurven wurden in zahlreichen Veröffentlichungen 220, 70, 316, 144, teils allge-
mein, teils auf bestimmte Probleme bezogen, verwendet. Sie sind hervorragend 
für Vergleiche verschiedener technischer Lösungen geeignet.  
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Abb. 53: Klassifizierung der Risiken nach 403 
 
5.2 Beispiele 
 
Die frühesten Anwendungen von F-N-Kurven erfolgten bei der Untersuchung 
ziviler Atomkraftwerke. Ursprünglich wurde die zivile Kerntechnik aus der 
Militärtechnik übernommen. Die ersten Kraftwerke in den 50er und 60er Jah-
ren in den USA besaßen nur eine geringe Leistung (< 100 Megawatt) und waren 
Erweiterungen von Kernkraftantrieben aus militärischen U-Booten. So ist auch 
das Containment von Kernkraftwerken eine Folge der Anwendung von Kern-
krafttechnik im militärischen Schiffbau. Für den Test der Kerntechnikanlagen 
an Land war ein Schutz der umliegenden Bevölkerung erforderlich.  
 
Die ursprünglichen Sicherheitsanforderungen wurden im wesentlichen durch 
die mehrfache Auslegung von Systemen erfüllt. Die Bemessung der Kraft-
werke erfolgte für große Unfälle, wie z.B. Erdbeben. Die Beschädigung des 
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Kerns war von der Bemessung ausgeschlossen. Zwar existierten in den 50er 
Jahren bereits Ansätze für Risikountersuchungen, diese wurden aber nur qua-
litativ durchgeführt. der Wissenschaftler Farmer aus Großbritannien erreichte 
einen Durchbruch. Damit war es möglich, der subjektiven Beurteilung der Si-
cherheit von Kernkraftwerken ein objektives Hilfsmittel zur Verfügung zu 
stellen: die F-N-Kurven. Ende der 60er Jahre wurden zahlreiche Studien zur 
Durchführung von wahrscheinlichkeitsbasierten und risikobasierten Sicher-
heitsbeurteilungen von Kraftwerken durchgeführt. Diese Untersuchungen gip-
felten in der Reaktor-Sicherheitsstudie der U.S. Atomenergiekommission unter 
der Leitung von Prof. Rasmussen vom Massachusetts Institute of Technology 
(MIT). Die Studie dauerte drei Jahre und beurteilte die Sicherheit von über 100 
Kraftwerken in den USA basierend auf der Modellierung zweier Nuklearkraft-
werke (Surry nuclear power plant und Peach Bottom). Im Ergebnis der Studie 
wurde das Risiko der Nutzung von Kraftwerken im Vergleich zu anderen Risi-
ken beurteilt. Die F-N-Diagramme des sogenannten Rasmussen-Reports oder 
der WASH-1400 Studie, wie der Bericht auch bezeichnet wird, finden sich 
noch heute in vielen Veröffentlichungen 126. 
 
Die Reaktionen auf die Studie waren aber zum Zeitpunkt der Veröffentlichung 
sehr gemischt. Im Jahre 1977 wurde in den USA auf Anfrage eines Kongreß-
mitgliedes eine Kritik über den Rasmussen-Reports geschrieben. Dieser zweite 
Bericht wurde durch eine Kommission unter der Leitung von Prof. Lewis von 
der State University of California erstellt. Der Lewis-Bericht unterstützte die 
Verwendung von Risikobeurteilungen im Rasmussen-Report, bestätigte jedoch 
nicht die Ergebnisse. Die Einschränkung der Ergebnisse erfolgte allerdings 
nicht im Hinblick auf Fehler im Rasmussen-Report, sondern im Hinblick auf 
die Unsicherheit bei der Abschätzung sehr seltener Ereignisse. Als Folge dieses 
zweiten Berichtes wurde der Rasmussen-Report zurückgezogen. Diese Hal-
tung änderte sich erst nach dem Three Mile Island Unfall am 28. März 1979. 
Zwar sagte der Rasmussen-Report den Unfall nicht exakt voraus, aber ein ver-
gleichbares Szenario war untersucht worden. Daraufhin änderte sich die Mei-
nung gegenüber wahrscheinlichkeitstheoretischen Sicherheitsuntersuchungen 
in den USA schlagartig. Innerhalb des Zeitraumes 1979 bis 1983 wurden meh-
rere Kraftwerke mit derartigen Verfahren untersucht. Auch in Europa hatten 
Risikountersuchungen nach den Arbeiten von Farmer einen Siegeszug ange-
treten, zuerst in Großbritannien, später auch in Deutschland. Mitte der 80er Jah-
re waren Risikountersuchungen in Kernkraftwerken unter Verwendung von F-
N-Kurven in zahlreichen Ländern weltweit etabliert 126. 
 
Nicht nur die USA und Großbritannien waren federführend bei der Entwick-
lung von Risikokriterien, auch die Niederlande und Hongkong entwickelten 
frühzeitig Kriterien. Es ist nicht verwunderlich, daß es sich bei drei der vier 
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Länder um relativ dichtbesiedelte Länder handelt. Der geschichtliche Verlauf 
der Entwicklung von Risikoakzeptanzkurven in den drei Ländern Niederlande, 
Großbritannien und Hongkong ist in Abb. 54 dargestellt. Eine kurze Zusam-
menfassung für wichtige Entwicklungsschritte in den USA stellt die folgende 
Liste dar: 
 
• F.R. Farmer, “Siting Criteria – A New Approach,” IAEA, Vienna, 1967 108. 
• Reactor Safety Study, WASH-1400, US Nuclear Regulatory Commission, 
    1975. 
• First Modern NASA PRA (Space Shuttle Proof-of-Concept Study), 1987. 
• PRA Policy Statement, US NRC, 1995. 
• Tooele Chemical Agent Disposal QRA, US Army, 1996. 
 
Nachdem sehr allgemein auf die Diagramme eingegangen wurde, sollen nun 
die F-N-Kurven der sogenannten WASH-1400 Studie gezeigt werden. In Abb. 
55 sind Kurven für die verschiedensten technischen und natürlichen Risiken 
dargestellt. Trotz des enormen Fortschrittes, den die Erstellung dieser Kurven 
darstellte, wurden die Kurven später zurückgezogen. Der Grund dafür war die 
hohe Unsicherheit der Kurven in Bereichen mit extrem geringen Wie-
derkehrperioden. In Abb. 56 ist der Vertrauensbereich für sehr seltene Erei-
gnisse angegeben. Die Unsicherheit der Kurve selbst ist so hoch, daß eine ob-
jektive Aussage nicht mehr möglich ist. In den letzten Jahren wurden anstelle 
der sehr allgemeinen Kurven der WASH-1400 Studie ganz problemspezifische 
Kurven erstellt. In den folgenden Abbildungen finden sich Kurven für Indu-
strierisiken, Risiken des Straßenverkehrs, des Schiffsverkehrs und Risiken bei 
der Lagerung gefährlicher Güter.  
 
207 
Niederlande U.K. Hongkong
Farmer 1967
Flixborough 1974Beek 1975Seveso 1976
ACMH First 
Report 1976
Tsing Li 
(Ende der 70er)
Gröningen 1978 2. CanveyReport 1981
Kinchin Kurve
1982
Sizewell B Unter-
suchung (1983-85)
Risikoakzeptanz
1988-1991
Sozialen Risiko-
kriterien 1989
Soziale Risiko-
kriterien 1989
Piper Alpha (1988)
ACDS Transport
Study 1991
Offshore Kriterien
1993
Sozialen Risiko-
kriterien über-
arbeitet 1995/96
Sozialen Risiko-
kriterien über-
arbeitet 1993
Sozialen Risiko-
kriterien über-
arbeitet 1997
Key Dokument Unfall Kriterien-
dokument
70
er
Ja
hr
e
80
er
Ja
hr
e
90
er
Ja
hr
e
Tsing Li (1982)
Gründung CCPHI
(1986)
Schlüssel:
 
 
Abb. 54: Entwicklung von Zulässigkeitskriterien für F-N-Diagramme 18 
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Abb. 55: Naturkatastrophen und technische Risiken nach der WASH 1400  
Studie 144 
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Abb. 56: 75 % (links) und 95 % (rechts) Vertrauensbereiche innerhalb eines  
F-N-Diagramms 
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Abb. 57 zeigt F-N-Diagramme für verschiedene Industrieunfälle. Das betrifft 
sowohl das produzierende Gewerbe allgemein als auch die chemische Industrie 
speziell. Im produzierenden Gewerbe werden den Unfällen noch Unfallursa-
chen zugewiesen. Abb. 57 a) gibt die Häufigkeit und die Opferzahlen von Indu-
strieunfällen weltweit und in Großbritannien an. Neben Todesopfern wird auch 
die Anzahl von Verletzungen und Evakuierungen berücksichtigt. Abb. 57 b) 
vergleich die F-N-Kurven einer chemischen Fabrik (Canvey-Island) mit einem 
Atomkraftwerk in Großbritannien. Dabei wird für das Atomkraftwerk zwi-
schen sofortigen Opfern und Spätopfern unterschieden. Abb. 57 c) gibt die F-N-
Kurve für das produzierende Gewerbe basierend auf knapp 3.000 Unfällen an. 
Abb. 57 d) erlaubt einen Vergleich der F-N-Kurven für verschiedene Unfall-
ursachen im produzierenden Gewerbe. 
 
Abb. 58 zeigt F-N-Kurven zur Bewertung des Risikos bei der Wahl der Stra-
ßenführung in einem Streckenabschnitt in der Schweiz. Dabei wurde das Risiko 
bei der Erstellung und Nutzung eines Tunnels dem Bau und der Nutzung einer 
offenen Straße gegenübergestellt. Der Vergleich fällt sehr schwer. Es existieren 
sowohl Bereiche, in denen der Tunnel ein geringeres Risiko aufweist als die 
freie Straße und umgekehrt.  
 
Abb. 59 gibt F-N-Kurven für verschiedene Schiffsklassen an, wobei Abb. 59 a) 
Kurven für Tanker, Abb. 59 b) Kurven für Container- bzw. Massengüterschiffe 
und Abb. 59 c) eine Kurve für RoRo-Schiffe zeigt. Alle Kurven geben etwa eine 
Sterbehäufigkeit für einen und mehr Menschen von ca. 10-3 pro Jahr an. Der 
Verlauf der Kurven weist aber bei größeren Schäden deutliche Unterschiede 
auf. Während z.B. bei Tankern oder Containerschiffen die Häufigkeit von 20 
und mehr Opfern bei ca. 10-4 pro Jahr liegt, erreichen RoRo-Schiffe den Wert 
von 10-4 bei 200 und mehr Opfern. Schwere Unfälle treten bei diesen Schiffen 
deutlich häufiger auf. Das ist auch nicht anders zu erwarten, da auf den Tankern 
und Massengüterschiffen in der Regel nur die Besatzung arbeitet. Diese sollte 
für Notfälle ausgebildet sein und adäquat reagieren können. Im Gegensatz dazu 
können auf RoRo-Schiffen auch Passagiere transportiert werden. Dadurch sind 
rein von der Anzahl mehr Menschen an Bord dieser Schiffe, die beim Unter-
gang natürlich Opfer sein können.  
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c) Häufigkeit von Verletzungen im 
produzierenden Gewerbe basierend auf 
2.943 Unfällen im Zeitraum von 1977 
bis 1994 143 
d) Schadenshäufigkeit im 
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verschiedene Ursachen 143 
Abb. 57 a)-d): F-N-Diagramme für verschiedene Industrieunfälle  
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Abb. 58: F-N-Diagramme für Straßenverkehrs- und Flugzeugunfälle 
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c) F-N-Diagramme für  RoRo-
Passagierschiffe basierend auf Daten 
von 1989 bis 1998 175 
 
 
Abb. 59 a)-c): F-N-Diagramme für Schiffsunfälle 
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Abb. 60: F-D-Diagramm für Schäden durch Hochwasser in Köln 121 
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Abb. 61: F-N-Diagramme für Unfälle bei der Lagerung gefährlicher Güter 
 
Abb. 61 zeigt Beispiele von F-N-Diagrammen gemäß Schweizer Nomenklatur, 
in denen anstelle der Anzahl der Opfer ein Unfallfaktor verwendet wird. Prinzi-
piell ergibt sich aber eine gleiche Darstellungsweise wie bisher. In Abb. 61 a) 
werden Risiken bei der Lagerung von brennbaren Flüssigkeiten (Benzin) in 
Abhängigkeit von der zeitlichen Dauer und der Intensität des Austrittes darge-
stellt. Zum Vergleich ist das Risiko infolge Flugzeugabsturz mit im Diagramm 
angegeben. In Abb. 61 b) ist das Risiko infolge Austritt von Ammoniak aus der 
Kühlanlage einer Eislaufbahn dargestellt. Im dem Diagramm finden sich zwei 
Kurven. Die obere Kurve beschreibt den ursprünglichen Entwurf. Dieser Ent-
wurf wurde darauf hin als nicht akzeptabel eingeschätzt und verbessert. Die 
untere Kurve zeigt das Risiko nach der Einarbeitung von Verbesserungen 133. 
 
5.3 Zielkurven 
 
Bisher wurden in den Diagrammen Kurven gezeigt, die den wirklichen bzw. 
den prognostizierten Eigenschaften von ungewollten Ereignissen, sprich Un-
glücken, entsprechen. Darüber, in welchem Umfang Unglücke von der Gesell-
schaft akzeptiert werden, erfolgte bisher keine Aussage. In den letzten 30 Jah-
ren wurden aber zahlreiche Vergleichskurven entwickelt, die eine Entschei-
dung über die Akzeptanz oder Ablehnung eines Risikos erlauben sollen. Um 
der Kritik, daß damit Todesopfer akzeptiert werden, etwas Wind aus den Segeln 
zu nehmen, soll wieder kurz auf die Definition eines Risikos zurückgekommen 
werden: Nicht der Verlust von Menschenleben wird eingerechnet, sondern nur 
die Möglichkeit. Diese Quantifizierung der Möglichkeit ist das Ziel der Unter-
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suchung. Würden wir die Möglichkeit eines Verlustes nicht akzeptieren, dürf-
ten wir kein Auto fahren. Wir dürften nicht in Häusern wohnen, denn die kön-
nen einstürzen. Ob das Übernachten im Winter auf freiem Feld aber wirklich 
lebensverlängernd wäre, bleibt fraglich. Vor die Entscheidung gestellt, im 
Winter in einer beheizten Wohnung zu leben oder doch lieber mit Blick in den 
vielleicht klaren, aber bitterkalten Himmel auf freiem Feld zu übernachten, 
werden die meisten die Wohnung wählen und damit selbst zum Risikomanager. 
Die Entwickler der Akzeptanzkurven für Risiken versuchen genau das gleiche. 
Sie entwickeln Kriterien, die uns erlauben sollen, zu entscheiden, wie „wack-
lig“ das Haus sein darf, um trotzdem im Winter noch darin zu übernachten. 
 
Die Zielkurven in F-N-Diagrammen folgen in der Regel der mathematischen 
Formulierung F · N a = k, wobei k eine Konstante und a ein Faktor zur Beschrei-
bung der subjektiven Risikoaversion darstellen. Abb. 62 zeigt die Auswirkun-
gen der Wahl der beiden Faktoren auf das Verhalten der Zielkurve: Durch die 
Wahl des Faktors a kann man die Linie im Diagramm drehen und durch die 
Wahl des Faktors k kann man die Linie vertikal verschieben. Die horizontale 
Verschiebung kann man ebenfalls durch den Faktor k erreichen, in dem man 
zusätzlich noch die x und y-Bereiche des Diagramms variiert. 
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Die Vergleichskurven setzen sich in der Regel aus einer oder mehreren Geraden 
zusammen. Man kann daher die Verfahren zur Konstruktion von Geraden ver-
wenden: Entweder zwei Punkte oder ein Punkt und eine Richtung für die Defi-
nition der Linie vorgeben. In den letzten Jahrzehnten hat sich für die Definition 
von akzeptablen Risiken in F-N-Diagrammen der zweite Weg durchgesetzt. 
Bereits 1976 erfolgte durch ACMH (Advisory Committee on Major Hazards) 
die Empfehlung, daß ein schwerer Unfall in Fabriken maximal mit einer Wahr-
scheinlichkeit von 10-4 pro Jahr auftreten darf. Zwar wurde der Term schwerer 
Unfall niemals durch das ACMH definiert, aber in der Praxis hat sich die Defi-
nition eines schweren Unfalls als ein Unfall mit mindestens 10 Todesopfern 
eingebürgert. Damit existierte ein erster Punkt für das Aufstellen der Risiko-
kurve. Dieser sogenannter Ankerpunkt besitzt die Koordinaten 10 und 10-4 im 
F-N-Diagramm. Im Rahmen der Untersuchung des sogenannten Canvey-Insel-
Vorkommnis wurde ein Ankerpunkt von 500 und 2·10-4 vorgeschlagen. Ein 
weiterer Vorschlag geht auf Risikobeurteilungen von Kernkraftwerken durch 
das HSE (Health & Safety Executive) zurück. Dabei wurde ein Ankerpunkt von 
100 und 10-4 vorgeschlagen. Die Opferzahl von 100 beinhaltet hier jedoch zu-
sätzlich zu den sofortigen Opfern eines schweren Unfalls auch Opfer, die erst 
nach einem längeren Zeitraum versterben, z.B. durch Krebs (Abb. 57 b). In den 
Niederlanden hat man für die sogenannte Groningen-Kurve ebenfalls einen 
Ankerpunkt entwickelt. Dabei ging man von einem akzeptablen Risiko von 10-6 
pro Person pro Jahr aus und übertrug diesen Wert auf den Ankerpunkt in F-N-
Diagrammen. Man erhielt einen Ankerpunkt von 10 und 10-5.  
 
Nach den Festlegungen für den Ankerpunkt der Geraden muß man die Richtung 
der Geraden wählen. Die Richtung wird, wie bereits erläutert, durch die Wahl 
des Faktors a festgelegt. In der Regel bezeichnet man diesen Faktor als Risiko-
aversionsfaktor.  
 
Mittels der Parameter k und a ist man in der Lage, Risikoakzeptanzformeln und 
Linien anzugeben. Eine Zusammenstellung verschiedener Formeln aus Nor-
men für die Berechnung der Sterbewahrscheinlichkeit Ps (fN) ist im folgenden 
wiedergegeben 312:  
 
CEB-FIB Model-Code 61 
510
SP N
−
≤  
Dutch Ministry of Housing 
(VROM-Regel) 
3
2
10
SP N
−
≤  für 10N ≥  
CIRIA 58 
40,5 10
SP N
−⋅≤  
Statoil’s Corporate 
2 4
2 2
10 10
SPN N
− −
≤ ≤  
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Es wäre in diesem Zusammenhang interessant, nicht nur absolute Zahlen zu 
vergleichen, sondern auch die Form der Ziel-F-N-Kurven. Dieser Vergleich 
wird im folgenden Abschnitt durchgeführt. Dazu werden in den Diagrammen 
zwei oder drei Bereiche abgebildet. Die weißen Flächen zeigen inakzeptable 
Risiken, die hellgrauen Flächen zeigen Risiken, die unter Umständen akzepta-
bel sind und die dunkelgrauen Flächen zeigen Risiken, die akzeptabel sind. 
Abb. 63 a) – m) zeigt die verschiedenen Flächen aus verschiedenen Ländern 
und für verschiedene Risiken, wie z.B. Strahlung oder Lagerung gefährlicher 
Güter. Eine Zusammenstellung aller Zielkurven innerhalb eines Diagramms 
zeigt Abb. 63 n). Die Unterschiede betragen bei der Häufigkeit etwa fünf Zeh-
nerpotenzen. Da Abb. 63 m) anstelle von Opferzahlen auf der x-Achse einen 
Unfallfaktor oder Störfallwert verwendet, erfolgt in Abb. 64 eine Erläuterung 
der einzelnen Eingangsgrößen zur Ermittlung dieses Wertes, der in der Schweiz 
verwendet wird. 
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a) Farmer-Kurve (1967) b) Groningen-Kurve (1978) 
  
Erläuterung der Farben: 
 
 
  Risiko ist nicht akzeptabel. 
  Risiko “As low as reasonable possible” wählen. 
  Risiko ist akzeptabel. 
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c) Überarbeitete Kinchin-Kurve 
(1982) 
d) Hong Kong (1988) 
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e) Niederlande (80er Jahre) f) ACDS – Großbritannien (1991) 
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g) Großbritannien 
Erdölplattformen (1991) 
h) Hong Kong (1993) 
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i) Hong Kong Transport von 
Kraftstoff (1997) 
j) Hong Kong Transport von Chlorid 
(1997) 
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k) Niederlande (1996) 
 
l) Niederlande Transport von DG (1996) 
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m) Schweiz – Transport gefährlicher Güter (1991/1992) 
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n) Alle Entwürfe für Akzeptanzkurven  
Abb. 63: F-N-Diagramme mit zulässigen Kurven 
0,1 0,2 0,3 0,4 0,5 0,60,0 0,7 0,8 0,9
1
10
0,1
103
0,01
5
105 106 107 106 107
1 10 100
104 105 106
0,1 1 10 100
50 500 5000
10 100 1000
100 1000 10000
Unfall großer Unfall Katastrophe
n4 Bevölkerung mit verunreinigtem 
    Trinkwasser in Personenmonat
n5 Verunreinigter Boden in km
2
n6 Sachschaden in Mill. Schw. Franken
Unfallfaktor
n1 Anzahl Todesopfer
n2 Anzahl Verletzte
n3 Verunreinigtes Oberflächenwasser 
    als Volumen in m oder
    als Fläche in km
3 
2
 
Abb. 64: Störfallwert zur Beurteilung der Schwere eines Unfalls in der Schweiz 
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5.4 Potential Loss of Life 
 
Nach der Erläuterung der Ziel-F-N-Kurven wird ein Parameter vorgestellt, mit 
dem Zielkurven ermittelt werden können. Dieser Parameter heißt Potential 
Loss of Life. Er beschreibt die zukünftige Möglichkeit des Verlustes von Men-
schenleben basierend auf dem ökonomischen Wert einer Handlung. Der öko-
nomische Wert der Handlung entspricht dem Wert, den die Gesellschaft dieser 
Handlung zugesteht. Damit wird eine Umrechnung von einem F-N-Diagramm 
in ein F-D-Diagramm möglich.  
 
Der Parameter ist definiert als 
PLL q EV= ⋅  für Arbeiter oder Crew-Mitglieder auf Schiffen oder Flugzeugen 
und 
PLL r EV= ⋅  für Passagiere. 175 
 
Der Faktor EV entspricht dem ökonomischen Wert der Handlung. Die Faktoren 
q und r ergeben sich zu 175:  
92,25 Opfer/10  US-Dollar undoccnq
GNP
= ≈  
912,9 Opfer/10  US-Dollartrans
trans
nr
GNP
= ≈
 
aus 
nocc Anzahl Todesopfer bei der Ausführung der Tätigkeit pro Jahr, 
GNP Bruttosozialprodukt, 
ntrans Anzahl Todesopfer bei der Nutzung eines Verkehrsmittels, 
GNPtrans Anteil des Verkehrsaufkommens am Bruttosozialprodukt,  
PLL Durchschnittlich akzeptabler möglicher Verlust an Leben,  
Potential Loss of Life, 
EV Ökonomischer Wert einer Handlung. 
 
F-N-Diagramme können in Potential Loss of Life Faktoren umgewandelt wer-
den:  
 
1
1 1 1
1 10
1 ( 1)
( 1)
u u a aN N
N N a a a
N Nu
N NPLL N f dN N f F
N N N
∞ −
− −
= =
⎛ ⎞+ −= ⋅ ⋅ ≈ ⋅ = +⎜ ⎟⋅ +⎝ ⎠∑ ∑∫  
mit 
Nu Die höchste Opferanzahl. Auf einem Schiff entspricht dieser Wert der 
Summe aus Crewmitgliedern und Passagieren. 
fN Häufigkeit eines Unfalls mit der Opferanzahl N. 
F1 Häufigkeit eines Unfalls mit einem oder mehr Todesopfern. 
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Nach verschiedenen Veröffentlichungen werden Faktoren für a zwischen 1 und 
2 empfohlen 175, 185, 18. Wählt man a = 1, so erhält man: 
1
1 1
1 1
1 11
( 1)
u uN N
N N
PLL F F
N N
−
= =
⎛ ⎞= + =⎜ ⎟+⎝ ⎠∑ ∑ . 
Diese Formel kann man nach F1 umformen und erhält:  
1
1
1uN
N
PLLF
N=
=
∑
 
Mit der Festlegung des EV-Wertes kann dann eine F-N-Kurve konstruiert 
werden. Der Faktor PLL stellt in der Regel nichts anderes als die mittlere 
Opferzahl pro Unfall E(Ndi) dar 185. Aus der mittleren Opferzahl pro Jahr kann 
dann die mittlere Sterbehäufigkeit berechnet werden. Die Besonderheit des hier 
vorgestellten Parameters ist der integrierte Umrechnungsfaktor zwischen der 
Sterbehäufigkeit und den Kosten. 
 
5.5 Zielwerte von Versagenswahrscheinlichkeiten 
 
Aus den Zielkurven der F-N-Diagramme lassen sich auch Zielsterbewahr-
scheinlichkeiten bzw. zulässige Wahrscheinlichkeiten für das Versagen von 
technischen Systemen zurückrechnen. Diese Vorgehensweise wird im folgen-
den an einem Beispiel vorgestellt. Dazu wird die Gleichung  
2S
CP
N
≤  
umgeschrieben: 
21 ( )
i
N
Cf N
N
− < . 
Der Faktor Ci kann unter der Annahme, daß die Standardabweichung der 
Opferzahlen sehr viel größer als der Mittelwert ist und daß die Unfälle einer 
Bernoulliverteilung folgen, wie folgt festgelegt werden: 
 
2100i
iC k N
β ⋅⎛ ⎞= ⎜ ⎟⋅⎝ ⎠ . 
Die Eingangsgrößen sind dann: 
 
iβ  Politikfaktor, liegt für unfreiwillige Gefährdungen ohne persönlichen 
Nutzen bei 0,01 und bei absolut freiwilligen Gefährdungen mit direktem 
Nutzen bei 100, 
k  Vertrauensbereich, üblicherweise 3, 
N  Anzahl der Opfer. 
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Mittels weiterer Umformungen erhält man: 
 
( ) ( ) 100di di iE N k Nσ β+ ⋅ < ⋅  
mit  
( )diE N  Mittelwert historischer Opferzahlen und 
( )diNσ  Standardabweichung historischer Opferzahlen. 
 
Die Anwendung dieser Formel soll an einem Beispiel erfolgen 417: Es handelt 
sich hierbei um die Abschätzung der Versagenswahrscheinlichkeit von Dei-
chen in den Niederlanden. Die Hälfte der Niederlande liegt unterhalb des 
Meeresspiegels. Diese Fläche wird durch Deiche geschützt. Diese Deiche bil-
den etwa 40 Polder (NA). Für die Beispielrechnung wird angenommen, daß in 
jedem Polder etwa eine Million Menschen leben (NPi). Bei der schweren Über-
flutung 1953 in den Niederlanden ertrank 1 % der Bevölkerung in den über-
fluteten Gebieten (Pd |i). Basierend auf diesen Zahlen ergibt sich 417: 
 
6
|( ) 40 0,01 10di A f d i Pi fE N N P P N P= ⋅ ⋅ ⋅ = ⋅ ⋅ ⋅  
2 2 6 2
|( ) (1 ) ( ) 40 (1 ) (0,01 10 )di A f f d i Pi f fN N P P P N P Pσ = ⋅ ⋅ − ⋅ ⋅ = ⋅ ⋅ − ⋅ ⋅ . 
Diese Werte werden in  
( ) ( ) 100di di iE N k Nσ β+ ⋅ < ⋅  
eingesetzt. Damit ergibt sich: 
| |3 (1 ) 100A f d i Pi A f f d i PiN P P N N P P P N β⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ − ⋅ ⋅ = ⋅ . 
Unbekannt ist allein die operative Versagenswahrscheinlichkeit Pf . Dieser 
Zielwert kann nach Umformung ermittelt werden. 
2
|
3 100f f
f
A d i PiA
P P
P
N P NN
β⋅ − ⋅+ = ⋅ ⋅ . 
Nach Einsetzen der bekannten Größen ergibt sich: 
2
6
3 100
40 0,01 1040
f f
f
P P
P β⋅ − ⋅+ = ⋅ ⋅ . 
 
Es besteht abschließend noch die Aufgabe, den Wert β zu wählen. Tab. 76 gibt 
für verschiedene Aktionen in den Niederlanden β Werte an. In den Zeilen 6 bis 
9 sind Berechnungsergebnisse einer Untersuchung verschiedener zukünftiger 
Transportmittel von Amsterdam nach Antwerpen dargestellt. Reale Werte 
finden sich in den Zeilen 1 bis 5.  
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Tab. 76: Eingangsdaten für die Berechnung der Opferzahlen 417 
 
  I II III IV V VI VII 
 Transportmittel NA Pfi Npi E(Ndi) σ (Ndi) E(Ndi) 
+k·σ (Ndi) 
β 
1 Flughafen Schiphol (NL) 1,9·106 5·10-7 50     4,5 15,0      49,5   0,5 
2 Flugzeug fliegen (NL) 1,8·106 5·10-7 200   18,0 60,0    198,0   2,0 
3 Auto fahren (NL) 4·106 0,1  972,0 30,8 1.064,4 10,6 
4 Gefahrengütertransporte (NL)         0,1 
5 Dämme (NL) 40 0,01 106   1.937,0 19,4 
6 Auto (Amsterdam-Antwerpen)        7,1   2,7      15,0   0,15 
7 Flugzeug (A.-A.)        0,3   4,1      13,0   0,13 
8 Zug (Amsterdam-Antwerpen)        0,05   0,4        1,3   0,013
9 Hochgeschwindigkeitszug         0,03   0,4        1,3   0,013
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Abb. 65: Festlegung des Politikfaktors β in Abhängigkeit von 
Sterbehäufigkeiten pro Jahr 185: c nach 28; d nach 379 
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Für β = 1 erhält man eine Zielversagenswahrscheinlichkeit von 3·10-7 und für β 
= 0,1 erhält man eine Zielversagenswahrscheinlichkeit von 3·10-9 pro Jahr für 
die Deiche. 
 
Damit konnte gezeigt werden, daß die Sterbehäufigkeiten bzw. Versagens-
wahrscheinlichkeiten als ein Sonderfall der F-N-Diagramme angesehen wer-
den können. Allerdings weisen auch die F-N-Diagramme Nachteile auf. So sind 
die Diagramme sehr gut für den Vergleich verschiedener technischer Risiken 
geeignet, sie haben aber z.B. wenig Anwendung in der Medizin gefunden.  
 
Um die Nachteile zu umgehen, wurden verschiedene Varianten der F-N-Dia-
gramme entwickelt. Eine dieser Varianten sind die sogenannten F-PAR-Dia-
gramme. Auf der x-Achse werden im Gegensatz zu den F-N-Diagrammen nicht 
Opferzahlen, sondern die Anzahl der Menschen, die dem Risiko (People at Risk 
– PAR) ausgesetzt sind, aufgetragen. Diese Kurven vermitteln einen besseren 
Eindruck über die Auswirkungen von Unglücken innerhalb einer Gesellschaft. 
So wird bei diesen Diagrammen die Anzahl der Verletzten berücksichtigt. Eine 
weitere Sonderform von F-N-Diagrammen sind sogenannte Umweltkurven. 
Dabei wird auf der x-Achse die Zeit aufgetragen, die die Umwelt benötigt, um 
Umweltschäden, die durch eine Katastrophe verursacht wurden, abzubauen. 
Übrigens existiert noch ein weiterer Parameter zur Darstellung von Umwelt-
schäden, der sogenannte Energy Impact Index. Dieser Parameter berücksichtigt 
auf der x-Achse die durch einen Unfall verlorene Energie. Dabei werden Ver-
letzungen oder der Tod von Menschen und Tieren als Energiegröße ausge-
drückt. Die äquivalente Energiemenge für ein menschliches Leben wird mit 
800 Milliarden Joule angesetzt 185. Die Familie der F-N-Diagramme ist in 
Abb. 66 dargestellt. 
 
Neben der Weiterentwicklung der F-N-Diagramme kann man die Nachteile 
auch durch die Verwendung eines Risikoparameters umgehen, der zusätzliche 
Faktoren berücksichtigt.  
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E (Energie für Schadensbeseitigung)
 
 
Abb. 66: Die Familie der F-N-Diagramme im weitesten Sinne 
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6 Verlorene Lebensjahre 
6.1 Einleitung 
 
 
Die bisher vorgestellten Parameter geben keine Auskunft darüber, zu welchem 
Zeitpunkt ein Unfall bezogen auf die Lebenszeit eines Menschen eintritt. Sie 
beantworten nicht die Frage: „Wie alt war der Mensch, als er verstarb?“ Dieser 
Wert mag zunächst uninteressant erscheinen. Es muß aber bedacht werden, daß 
mit Abstand die meisten Menschen an gesundheitlichen Problemen im hohen 
Alter sterben (Abb. 67). Dieses Versterben im hohen Alter erscheint uns natür-
lich. Es ist ein Beleg für die Endlichkeit des menschlichen Lebens. Das gilt aber 
nicht für einen tödlichen Verkehrsunfall eines jungen Menschen. Offensicht-
lich muß man das Alter eines Menschen zum Todeszeitpunkt bei der Darstel-
lung von Risiken berücksichtigen. Leider sind F-N-Diagramme dafür nicht ge-
eignet. Deshalb wird eine Darstellungsform benötigt, die zeigt, daß gesund-
heitliche Risiken im fortgeschrittenen Alter eine natürliche Entwicklung sind, 
die aber auch alle anderen Risiken abbilden kann. Diese Darstellung gelingt mit 
dem Konzept der Verlorenen Lebensjahre. Bei diesem Konzept wird die Diffe-
renz aus dem Alter zum Todeszeitpunkt zur mittleren Lebenserwartung im Mit-
tel über die Bevölkerung gebildet. Dazu wird die Lebenserwartung mit einem 
Risiko mit der Lebenserwartung ohne dieses Risiko berechnet: YLL e e′= −  mit 
e’ als mittlere Lebenserwartung ohne das Risiko und e als mittlere Lebens-
erwartung mit einem Risiko. In dieser Darstellungsform kann ein Risiko, wel-
ches den Tod von wenigen jungen Menschen verursacht, einen vergleichbaren 
Wert repräsentieren, wie ein Risiko, welches zum Tod von vielen älteren Men-
schen führt.  
 
6.2 Korrekturparameter 
 
Die bisher vorgestellte Darstellungsform berücksichtigt nur die zeitliche Diffe-
renz zwischen Todeseintritt und mittlerer Lebenserwartung. Unfälle oder Er-
krankungen müssen aber nicht zwangsläufig sofort zum Tod führen, sondern 
können zunächst einmal zu einer Einschränkung des Menschen führen. Das 
Konzept der verlorenen Lebensjahre kann nun dahingehend erweitert werden, 
daß man Krankheiten als einen Verlust an Lebenszeit interpretiert. Dazu wur-
den verschiedene Parameter zur Abbildung von Krankheitszeiten auf die Le-
benserwartung eingeführt 161. Einige solcher Parameter sind: 
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• Gesundheitszeitangepaßte Lebensjahre (Quality Adjusted Life Years: 
QALY’s) 
• Krankheitszeitangepaßte Lebensjahre DALY’s (Disability Adjusted Life 
Years: DALY’s) 
• Gesundheitsjahreäquivalent (Health Years Equivalent: HYE). 
 
Atmungssystem 5,8 %
Sonstige 2 %
Todschlag & 
Selbstmord
 1,4 %
ungewollte Unfälle 2,7 %
Myokardinfarkt 10 %
Krebs 25 %
Erkrankungen
des Herzkreislauf-
systems 48 %
Verdauungssystem 4,8  %
 
 
Abb. 67: Todesursachen in Deutschland 1999 nach Angaben des Statistischen 
Bundesamtes Wiesbaden  
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Abb. 68: Graphische Darstellung des Gesundheitsprofils eines Menschen 
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Zur Darstellung wird der Gesundheitszustand des Menschen über sein Alter 
aufgetragen. Die y-Achse beschreibt den Gesundheitszustand von 1 (perfekt 
gesund) bis 0 (Tod) oder die Behinderung/Erkrankung von 0 (keine Erkran-
kung) bis 1 (Tod). Dieses Vorgehen soll im folgenden an einem Beispiel erläu-
tert werden (Abb. 68). 
 
In diesem Beispiel erleidet der Säugling kurz nach der Geburt einen Magen-
pförtnerverschluß. In den nächsten Jahren treten diverse Kinderkrankheiten 
auf, die zwar zu häufigen, aber nur kurzzeitigen Beeinträchtigungen des Ge-
sundheitszustandes führen. Im Alter von 16 Jahren erleidet die Person einen 
Skiunfall und im Alter von 24 Jahren einen schweren Motorradunfall. Mit 40 
gibt es ein Burn-Out-Syndrom und mit 49 einen Herzinfarkt mit nahezu voll-
ständiger Genesung. Mit 57 wird Hautkrebs entdeckt, der vorübergehend ge-
heilt wird, sich dann aber doch über die Jahre verschlimmert. Mit 65 wird Lun-
genkrebs entdeckt, der mit 71 zum Tode führt. Der Mensch verstirbt vor Errei-
chen der mittleren Lebenserwartung im Land, die in diesem Beispiel etwa 
75 Jahren betragen soll. 
 
In dem Diagramm entsprechen die dunkelgrauen Flächen den gesundheitszeit-
angepaßten Lebensjahren (QALY’s) und die hellgrauen Flächen den krank-
heitszeitangepaßten Lebensjahren (DALY’s). Die Fläche zwischen dem Zeit-
punkt des Todes und der mittleren Lebenserwartung sind die bereits behandel-
ten Tage der verlorenen Lebenserwartung (Years Lost Life YLL oder Days of 
Lost Life Expectancy LLE). Die sogenannten HYE Health Years Equivalent 
sind eine Zusammenfassung der Quality and Disability Adjusted Life Years. 
Damit ist es möglich, Krankheitsverläufe explizit in der mittleren Lebenserwar-
tung zu berücksichtigen.  
 
Tab. 77 zeigt die Erfassung der Parameter QALY und DALY für fünf verschie-
dene Umweltrisiken in den Niederlanden. Bei den Risiken handelt es sich um 
Luftverschmutzung mit Partikeln kleiner 10 µm, einer Erhöhung des Ozon-Ge-
haltes in den unteren Schichten der Atmosphäre, Blei im Trinkwasser auf 
Grund der Verwendung von Bleileitungen, Verkehrslärm und Auswirkungen 
des Ozonabbaus in den oberen Atmosphärenschichten. Die Zahlen basieren auf 
Untersuchungen in den Niederlanden von 1998 bis 2002. In den Niederlanden 
lebten während des Berichtszeitraum ca. 15 Millionen Menschen. Für diese 15 
Millionen Lebensjahre ergibt sich bei der Verwendung von DALY ein Verlust 
von 189.390/15.000.000 = 1,3 % und bei der Verwendung von QALY ein Ver-
lust von 402.155/15.000.000 = 2,7 % infolge der oben genannten Umweltbe-
einträchtigungen. 161 
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Tab. 77: DALY’s und QALY’s für verschiedene Risiken aus  
Umweltverschmutzungen 161 
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Gesamtsterblichkeit durch 
Luftverschmutzung 
7.114 1 77.543 77.543
Tod durch Herz-Kreislauf-Erkrankung 8.041 1 65.936 65.936
Lungenkrebs 439 1 5.707 5.707
Chronische Lungenerkrankung bei Kin-
dern 
10.138 0,17 1.723 1.419
Luftver-
schmutzung 
Chronische Bronchitis bei Erwachsenen 4.085 0,31 1266 572
 Gesamt  152.176 151.177
Ozon Sterblichkeit durch Erkrankungen der 
Atemwege 
198 0,7 35 50
 Sterblichkeit durch Herz-Kreislauf-Er-
krankung 
1.946 0,7 341 487
 Tödliche Lungenentzündung 751 0,7 131 188
 Andere Todesursachen 945 0,7 165 236
 Krankenhausaufenthalt Erkrankung der 
Atemwege 
4.490 0,64 109 75
 Erkrankung der Atemwege,  
ambulante Behandlung 
30.840 0,51 519 519
 Gesamt  1.300 1.554
Blei Neurokognitive Störungen 1764 0,06 7.409 7.409
Lärm Psychologische Störungen 1.767.000 0,01 17.670 159.030
 Schlafstörungen 1.030.000 0,01 10.300 82.400
 Einweisung in Krankenhaus 3.830 0,35 51 64
 Tod durch IHD 40 0,7 7 10
 Gesamt  28.028 241.504
Ozonloch Hautkrebserkrankung 24 0,1 17 50
 Tod durch Hautkrebs 7 1 161 161
 Basaliom 2.150 0,053 24 24
 Schuppen 340 0,027 14 14
 Andere Todesursachen 13 1 263 263
 Gesamt  478 511
Gesamt   189.390 402.155
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Die Erläuterungen zeigen, daß nicht nur Verlorene Lebensjahre, sondern auch 
die Beeinträchtigung der Gesundheit durch Risiken berücksichtigt werden 
kann. Im folgenden soll aber wieder das Augenmerk auf die verlorenen Le-
bensjahre gerichtet werden. Dazu werden verschiedene Beispiele vorgestellt. 
 
6.3 Beispiele 
 
In Abb. 69 sind zahlreiche Risiken in der Darstellungsform der Verlorenen Le-
bensjahre zusammengetragen. In der y-Achse sind die mittleren Verlorenen 
Lebenstage für eine bestimmte Handlung oder ein bestimmtes Risiko angege-
ben. Das Diagramm besteht aus drei Teildiagrammen, die sich jeweils durch die 
unterschiedliche Skalierung der y-Achse unterscheiden. Diese unterschiedliche 
Skalierung wird erforderlich, da sich die Werte für die Tage Verlorener Lebens-
erwartung zwischen einigen wenigen und mehreren tausend Tagen bewegen. 
 
Bei den Risiken mit einem Verlust an Lebenszeit von wenigen Tagen handelt es 
sich zunächst um technische Risiken. Hierbei seien Kernkraftwerke, gesund-
heitsgefährdender Abfall oder verschiedene Nahrungsmittel mit chemischen 
Substanzen (z.B. Erdnußbutter mit Aflatoxin) genannt. In dieser Darstellungs-
form zeigt sich unter anderem, daß sich die Angabe von Risiken aus der Nut-
zung der Kernkraft zwischen Kernkraftgegnern und Kernkraftbefürwortern nur 
gering unterscheiden. Das höchste Risiko in dieser Gruppe bildet das Fahrrad-
fahren, wobei hier als Grundgesamtheit die gesamte Bevölkerung der USA ge-
wählt wurde. Damit würde sich für die wirklichen Fahrradfahrer ein etwas hö-
heres Risiko ergeben, da die Nichtfahrradfahrer hier mit ihrer Lebenserwartung 
mit eingerechnet wurden und zu einer Verringerung des Wertes führen. In Tab. 
78 sind noch zahlreiche weitere Werte für den Verlust an Lebenszeit für ver-
schiedene Handlungen angegeben. Dort sind insbesondere die Angaben im Be-
reich weniger Tage verlorener Lebenserwartung umfangreicher. Neben den 
bereits genannten technischen Risiken (Kernkraft, chemische Güter) finden 
sich dort auch weitere Verkehrsmittel, wie Luftverkehr, Eisenbahnverkehr oder 
Seeverkehr in diesem Bereich. Auch die natürliche Risiken Wirbelstürme, Ver-
giftungen oder extreme Temperaturen werden hier eingeordnet. 
 
In der Gruppe der Risiken mit einem Verlust von etwa 50 Tagen lassen sich 
zwar nach wie vor noch technische Risiken finden, aber die Präsenz der Natur-
katastrophen wird stärker. Außerdem tauchen die ersten gesundheitlichen Ri-
siken (Arterienverkalkung, Leukämie) auf. Auch einige extreme Sportarten 
finden sich in diesem Bereich. Insgesamt nimmt die Anzahl der Risiken ab. 
Diese Entwicklung wird sich bei immer größeren Werten fortsetzen.  
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Bei 207 Tagen verlorener Lebenserwartung tritt das letzte technische Risiko 
auf: der Kraftfahrzeugunfall. Zur Erinnerung: Die Sterbehäufigkeit infolge 
Herzkrankheiten lag bei ca. 10-3, die infolge Kraftfahrzeugunfall bei ca. 10-4 pro 
Jahr. Die Sterbehäufigkeit allein erklärt nicht, warum in dieser Darstellung 
Herzkrankheiten und Kraftfahrzeugunfall so nahe beieinander liegen. Wenn 
man das Alter der Verunglückten mit berücksichtigt, wird dieser Effekt deut-
lich. Herzerkrankungen treten überwiegend bei vielen älteren Menschen, gele-
gentlich auch bei Menschen in der Mitte des Lebens auf. Bei Kraftfahrzeugun-
fällen verunglücken dagegen sehr viele junge Menschen. Bei Menschen mit 
einem Alter von 20 bis 30 Jahren ist der Tod infolge Kraftfahrzeugunfall die 
häufigste Todesursache in Deutschland.  
 
Höhere Werte als der Kraftfahrzeugunfall weisen nur noch gesundheitliche und 
soziale Risiken auf. Die Handlungen oder Risiken mit mehreren tausend Tagen 
verlorener Lebenszeit sind als sehr hohe Risiken einzustufen. Betrachtet man 
Risiken in diesem Bereich genauer, stellt man zunächst fest, daß in dieser 
Gruppe in Abb. 67 mindestens fünf Ursachen zu finden sind, die niemals direkt 
auf Totesscheinen als Todesursache genannt werden. Diese Punkte traten auch 
bei den Sterbehäufigkeiten nicht auf. Es handelt sich hierbei um Armut, 
schlechten Sozialstatus, frühzeitigen Schulabbruch, Kindheit ohne Eltern und 
Alkoholabhängigkeit. Diese Werte gelten nur für Betroffene und nicht für die 
gesamte Bevölkerung. Geht man von einer Korrelation von Alkoholabhängig-
keit und Rauchen und einer Beschränkung der Lebensmöglichkeiten aus, so 
kann man die bisher genannten Risiken zu einem Indikator zusammenfassen: 
Armut. Wer in Armut lebt, stirbt in der Regel deutlich eher als ein wohlhaben-
derer Bürger.  
 
In Tab. 78 finden sich nahezu ausschließlich Werte aus den Ländern USA und 
Ghana, wobei die USA beispielhaft für entwickelte Industrieländer steht und 
das Land Ghana Entwicklungsländer repräsentiert. Zu diesem Land noch einige 
allgemeine Angaben: In Ghana stehen für 7,3 Millionen Einwohner 35 Kran-
kenhäuser zur Verfügung. Ein Arzt muß rechnerisch 10.000 Menschen 
betreuen. Die Säuglingssterblichkeit beträgt 112 von 1.000 Geburten. In den 
ersten fünf Lebensjahren versterben mehr als 60.000 Kinder durch Unterernäh-
rung und Malaria. Die mittlere Lebenserwartung liegt bei 47 Jahren. Knapp 
50 % der Bevölkerung haben keinen Zugang zu sauberem Trinkwasser 179. 
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Tage verlorener mittlerer Lebenserwartung
1.000 2.000 3.000 4.000 5.000 6.000
Alkoholabhängigkeit
Armut
Männlicher Raucher
Schlechter Sozialstatus
Herzkrankheiten
Krebs
Gefährliche berufliche Tätigkeit
20 % Übergewicht
Frühzeitiger Schulabbruch
Ohne Eltern aufgewachsen
Kraftfahrzeugunfall
Pestizide
Radon
Partner eines Rauchers
Energieverbrauch verringern
Kleinfahrzeuge
Luftverschmutzung*
Mord*
AIDS*
Suizide*
Alkohol*
Kraftfahrzeugunfall
Arbeiter im Bereich von Strahlung
Ertrinken*
Trinkwasser trinken*
Brände*
Vergiftungen*
Naturkatastrophen*
Fahrrad fahren*
50 100 150 200 250 300
1 2 3 4 5 6
Fahrrad fahren*
Hinrichtung*
Gesundheitsgefährdender Abfall
Atomkraftwerke lt. Atomkraftgegnern*
Erdnussbutter (1 TL/Tag)
Milch (1/2 l/Tag)
In der Nähe eines Kernkraftwerkes wohnen
Gegrilltes Steak (1/2 kg/Woche)
Atomkraftwerke (Schätzung der U.S. Regierung)
* auf den Durchschnitt der U.S. Bevölkerung gerechnet  
Abb. 69: Verlorene Lebenstage 59 
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Tab. 78: Tage verlorener Lebensjahre für verschiedene Aktionen und  
Situationen 59, 178 
 
Tätigkeit/Ursache Tage verlorener Lebenserwartung 
Alkoholismus 4.000 
45 % Übergewicht 3.276 
Armut (Frankreich) 2.555-3.650 
1 Schachtel Zigarette pro Tag 2.200 
Herz- und Gefäßerkrankungen 2.043 
Geringe soziale Bindungen 1.642 
Herzkrankheiten 1.607 
Krebs allgemein 1.247 
35 % Übergewicht 964 
Verlust beider Elternteile in der Kindheit 803 
25 % Übergewicht 777 
Arbeitslosigkeit 500 
Lungenentzündung (Ghana) 474 
Malaria (Ghana) 438 
Unfälle (1988) 366 
Unfälle (1990) 365 
Diarrhöe (Ghana) 365 
Krebs der Atmungsorgane 343 
Arbeitsunfälle in der Landwirtschaft 320 
15 % Übergewicht 303 
Krebs der Verdauungsorgane 269 
Cerebrovasculäre Erkrankungen 250 
Arbeitsunfälle im Bauwesen 227 
Autounfälle (1988) 207 
Autounfalle (1990) 205 
Tuberkulose (Ghana) 182 
Arbeitsunfälle im Bergbau 167 
Chronische Lungenerkrankungen 164 
Arbeitsunfälle im Transportgewerbe 160 
Unfälle außer Autounfall (1990) 158 
Selbsttötung 115 
Verlust eines Elternteiles in der Kindheit 115 
Krebs der Harnblase 114 
Krebs im Genitalbereich 113 
Bergsteigen (häufig) 110 
Brustkrebs 109 
Lungenentzündung 103 
Mord 93 
Krebs allgemein (Ghana) 91 
Autounfälle mit Zusammenstoß  87 
Diabetes 82 
Lebererkrankungen 81 
Unfälle in Wohnungen allgemein 74 
Autounfälle ohne Zusammenstoß  61 
Arbeitsunfälle 60 
Unfälle in der Öffentlichkeit 60 
Jogging 50 
Leukämie 46 
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Nierenentzündungen 41 
Arbeitsunfälle im produzierenden Gewerbe 40 
Autounfall mit Fußgänger 36 
Emphysem 32 
Stürze 28 
Erstickung 28 
Arbeitsunfälle im Dienstleistungssektor 27 
Hang gliding 25 
Parachuting 25 
Arterienverkalkung 24 
Ertrinken 24 
Strom- und Benzineinsparung (kleinere Autos) 24 
Krebs im Mundbereich 22 
Vergiftung mit festen und flüssigen Giften 20 
Feuer allgemein 20 
Brände in Wohnungen 17 
Vergiftung in Wohnungen (fest + flüssig)  16 
Autounfall gegen feste Objekte 14 
Stürze in Wohnungen 13 
Geschwüre 11,8 
Asthma 11,3 
Bergsteigen für die Gesamtbevölkerung 10 
Erstickungen in Wohnungen 9,1 
Segeln 9 
Profiboxen 8 
Bronchitis 7,3 
Tauchen (Amateur) 7 
Unfälle mit Feuerwaffen 6,5 
Unfälle an Maschinen 6,5 
Erschlagen durch fallende Objekte 6 
Autounfall mit Fahrradfahrer 5,7 
Tuberkulose 4,7 
Gallenblasenerkrankungen 4,7 
Stromschlag 4,5 
Ertrinken in Wohnungen 4,2 
Vergiftung mit gasförmigen Giften allg. 4 
Unfälle mit Waffen in Wohnungen 3,8 
Flugzeug fliegen 3,7 
Nahrungsmangel 3,5 
Hepatitis 3,3 
Schiffsverkehr 3,3 
Vergiftung in Wohnungen (gasförmig) 2,6 
Autounfall mit Zug 2,5 
Grippe 2,3 
Unfälle mit Waffen in der Öffentlichkeit 2,2 
Schneemobil fahren 2 
Wetterbedingte Verkehrsunfälle 1,8 
Explosionen 1,6 
Eisenbahnverkehr 1,3 
Blinddarmentzündung 1,2 
Extreme Kälte 1,0-2,1 
Stürme und Fluten 0,9 
Wandern 0,9 
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Tornados 0,8 
Blitze 0,7-1,1 
Unfälle mit Messern oder Rasiergeräten 0,7 
Extreme Hitze 0,6-0,7 
American Football (Hochschule) 0,6 
Verletzungen durch Tiere 0,6 
Giftige Tiere und Pflanzen 0,5 
Rennskifahren 0,5 
Trinkwasser in Florida 0,5 
Flut 0,4 
Giftige Tiere (Bienen, Wespen, Hornissen) 0,4 
Gift von Tieren und Pflanzen (allgemein) 0,4 
Hurrikan 0,3 
American Football (Gymnasium) 0,3 
Erdbeben 0,2 
Tsunami 0,15 
Erdbeben und Vulkane 0,13 
Gebratenes Fleisch 0,125 
Bisse von Hunden 0,12 
Giftige Tiere (Schlangen, Spinnen) 0,08 
Atomkraftwerk 0,05 
 
Durch diese wenigen Zahlen gewinnt man einen Eindruck über die gewaltigen 
Lebensunterschiede und die Lebensdauer in den entwickelten Ländern und 
Entwicklungsländern. Diese Unterschiede werden auch beim Risikoparameter 
der Verlorenen Lebensjahre deutlich. Die Chancen zu überleben, sind in Indu-
strieländern im Vergleich zu Entwicklungsländern deutlich günstiger. Der 
maßgebende Unterschied zwischen diesen Ländergruppen ist die finanzielle 
Situation für große Teile der Bevölkerung. Dieser Unterschied tritt auch inner-
halb von Ländern auf, denn der Wohlstand ist innerhalb eines Landes nicht 
gleichverteilt. Auch wenn es eine Wiederholung ist: Wer arm ist, stirbt in der 
Regel eher als ein Reicher. Das Leben in Armut ist das größte Risiko für Men-
schen überhaupt, noch vor gesundheitlichen Risiken. Diese erscheinen erst auf 
den Plätzen fünf und sechs (Herzkrankheiten und Krebs). Und das, obwohl 
diese beiden Krankheiten allein 75 % der Todesursachen in den Industrielän-
dern ausmachen. Gesetze zum Schutz von Leben dürfen also nicht nur reine 
Gesundheitsschutzgesetze sein, sie müssen auch Armut bekämpfen. Oder an-
ders formuliert: Die Bekämpfung von Armut und sozialen Risiken ist in letzter 
Konsequenz eine Gesundheitsschutzmaßnahme.  
 
Wenn man Risiken vergleichen will, so muß man soziale Risiken berücksichti-
gen. Das erreicht man nur, wenn man für das Leben in Armut Parameter ein-
führt. Ein solcher Parameter ist die sogenannte Lebensqualität. Eine hohe Le-
bensqualität bedeutet ein langes Leben. Auf den Begriff der Lebensqualität 
wird im folgenden ausführlicher eingegangen. 
 
237 
7 Lebensqualität 
7.1 Einleitung 
 
Die Darstellung von Risiken in Form von Verlorenen Lebensjahren zeigte deut-
lich, daß die sozialen Verhältnisse tiefgreifende Auswirkungen auf das Sterbe-
risiko und damit die Lebensdauer von Menschen besitzen. Der Begriff der Le-
bensverhältnisse, unter denen Menschen leben, führt uns zum Begriff der Le-
bensqualität. Will man Risiken objektiv beschreiben, so ist die Berücksichti-
gung der Lebensqualität von Menschen unabdingbar. Der Begriff der Lebens-
qualität wurde erstmals 1920 durch Arthur Cecil Pigou als „Quality of Life“ in 
einer wissenschaftlichen Diskussion gebraucht.  
 
Um Lebensqualität zu berücksichtigen, ist es zunächst notwendig, Lebensqua-
lität zu definieren. Was verstehen wir unter der Qualität zu leben? Bevor auf 
mathematische Formulierungen zur Beschreibung der Lebensqualität einge-
gangen wird, sei hier das Konzept von Maslow zur Beschreibung der Bedürf-
nisse von Menschen kurz dargelegt. Die Lebensqualität ist eng verknüpft mit 
der Befriedigung von Bedürfnissen. Vereinfacht soll angenommen werden, je 
besser die Bedürfnisse eines Menschen erfüllt werden, um so erfüllter ist sein 
Leben. Je erfüllter sein Leben ist, um so höher ist die Lebensqualität. Diese 
These erklärt z.B. auch, warum steigender materieller Wohlstand nicht zwangs-
läufig zu mehr Lebensqualität führt, da die verbleibenden Bedürfnisse nicht 
materieller Art sind. Warum sind die Bedürfnisse nicht mehr materieller Art? 
Diese Frage kann mit dem Modell von Maslow erklärt werden.  
 
Maslow hat als Psychologe eine Pyramide der Bedürfnisse von Menschen auf-
gestellt. Diese Pyramide besteht aus verschiedenen Ebenen. Die Ebenen reprä-
sentieren verschiedene Qualitäten von Bedürfnissen. Die unterste Ebene stellen 
nach Maslow die existentiellen Grundbedürfnisse dar. Sie werden auch als phy-
siologische Bedürfnisse bezeichnet. Es handelt sich hierbei um Bedürfnisse wie 
Schlafen, Essen, Trinken, Kleidung, Wärme im Winter etc. Die Erfüllung die-
ser Grundbedürfnisse ist kurzfristig zum Überleben eines Menschen notwen-
dig. Sollten diese Bedürfnisse nicht befriedigt werden, hat die Erfüllung oberste 
Priorität gegenüber allen anderen Bedürfnissen. Sind die Bedürfnisse befrie-
digt, können die Bedürfnisse der zweiten Stufe aktiviert werden. Diese Bedürf-
nisse werden als Sicherheitsbedürfnisse bezeichnet. Sicherheitsbedürfnisse 
dienen der langfristigen Sicherstellung des Überlebens. Zu ihnen zählt die Ar-
beitsplatzsicherung, die Ausbildung und die medizinische Versorgung etc. 
Auch diese Bedürfnisse sind wie die Bedürfnisse der ersten Ebene vollständig 
auf das Individuum ausgerichtet. Erst nach der Erfüllung der körperlichen Be-
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dürfnisse der ersten und zweiten Ebene werden soziale Bedürfnisse aktiviert. 
Hierbei geht es zunächst um den Aufbau sozialer Kontakte, wie Aufbau von 
Freundschaften, Zugehörigkeit, Zuneigung. Nach dem Aufbau der sozialen 
Strukturen wird in der vierten Ebene versucht, individuelle Vorteile aus den so-
zialen Strukturen zu ziehen. Es handelt sich hierbei um soziale Anerkennung, 
Beachtung, Wertschätzung, Einfluß und Macht. Nicht mehr nur die Mitglied-
schaft in einer Gemeinschaft zählt, sondern die Bedeutung innerhalb der Ge-
meinschaft. Die fünfte, die letzte Ebene ist die höchste Form der Befriedigung 
von Bedürfnissen: die Selbstverwirklichung.  
 
Aus betriebswirtschaftlicher Sicht existiert eine vereinfachte Einteilung der 
Bedürfnisse in drei Gruppen. Zunächst einmal existieren auch hier die existen-
tiellen Bedürfnisse wie Essen, Kleidung, Schlafen, Wärme etc. An diese Exi-
stenzbedürfnisse schließen sich die Grundbedürfnisse, wie Ausbildung, medi-
zinische Versorgung, Altersvorsorge etc. Alle weiteren materiellen Wünsche 
werden als sogenannte Luxuswünsche definiert. Der Wunsch, eine besonders 
schöne Wohnung oder ein besonders teures Auto zu besitzen, zählt zu dieser 
Rubrik. Der Übergang zwischen diesen Ebenen ist fließend und vom jeweiligen 
Standpunkt abhängig. Am verständlichsten wird dies, wenn man den Lebens-
stand in einem Entwicklungsland und in einer Industrienation vergleicht. Wäh-
rend in dem Entwicklungsland der Besitz eines Kraftfahrzeuges als Luxus gilt, 
ist ein Kraftfahrzeug in vielen Industrieländern ein normaler Nutzgegenstand. 
Neben den bisher hier beschriebenen Individualbedürfnissen gibt es auch noch 
sogenannte Kollektivbedürfnisse. Abgesehen von diesen Bedürfnissen dürfte 
den meisten Lesern die Beschreibung der Bedürfnisse hier nur sehr unvollstän-
dig erscheinen. In der Tat werden die meisten Leser die Bedürfnisse der ersten, 
zweiten und dritten Ebene im Sinne der Maslowschen Pyramide erfüllt haben. 
Daher gewinnen die Bedürfnisse der vierten und fünften Ebene zunehmend an 
Bedeutung.  
 
Die Befriedigung der Bedürfnisse, die Erfüllung der Sehnsucht, geliebt, aner-
kannt, geachtet, respektiert zu werden - die Anerkennung der eigenen Person 
durch die Gesellschaft, wichtiger aber durch einzelne Menschen, die in der ei-
genen Rangleiste ganz oben stehen, wird zur Lebensaufgabe. Es handelt sich 
hierbei um ausgesprochen komplexe Vorgänge, so daß die Lebensqualität auf 
dieser Stufe der Bedürfnisse ein Mix aus einer Vielzahl von Ereignissen, Fä-
higkeiten und Fertigkeiten, von Glaube, Liebe, Hoffnung, Erinnerung, Be-
scheidenheit etc. abhängt. Nicht umsonst werden soziale Anforderungen als 
größte Triebkraft für die Entwicklung des menschlichen Gehirns angesehen.  
 
Das Zusammentreffen zwischen unserer Anlage, unseren Fähigkeiten, mit der 
Umwelt im weitesten Sinne, in die wir hineingeboren werden, macht das aus, 
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was wir Schicksal nennen 324. Jeder Mensch ist einmaliges Individuum, aber 
auch ein zeitlich begrenztes Wesen. Ein Mensch ist auch kein statisches Wesen 
- er durchläuft im Laufe seines Lebens eine Entwicklung. Im Vergleich zu allen 
anderen Lebewesen auf der Erde verläuft die Entwicklung des Menschen sehr 
langsam. Es dauert ca. 15 Jahre, bis sich ein Mensch fortpflanzen kann. Und ein 
Mensch hat heute durchaus eine berechtigte Chance, neunzig oder einhundert 
Jahre alt zu werden. Das ist eine enorme Zeitspanne, um die einzelnen Bedürf-
nisebenen zu erreichen, vorausgesetzt die Umwelt gestattet dies. Die wichtigste 
Umweltbedingung sind die sozialen Verhältnisse. Im Vergleich zur sozialen 
Entwicklung der Menschheit ist die Lebensdauer eines Menschen aber nur ein 
Augenblick. Die großen Ordnungen des Weltsystems entwickelten sich in der 
menschlichen Geschichte deutlich zögerlicher. Gleichwohl muß man anerken-
nen, daß auch die Entwicklung der sozialen Systeme in den letzten 2000 Jahren 
erhebliche Fortschritte erfahren hat. 
 
Es ist selbstverständlich ein auswegloser Versuch, auf diesen wenigen Seiten 
beschreiben zu wollen, was ein gutes, ein erfülltes Leben darstellt. Seit minde-
stens 2.000 Jahren versuchen die verschiedensten Religionen, darauf eine Ant-
wort zu geben. Es ist vermutlich die Möglichkeit und die Realisierung, ein 
Mensch zu werden, mit allen seinen Beschränkungen. Fritz Riemann schrieb in 
seinem berühmten Werk „Grundformen der Angst“: 
 
„Wenn es jemanden gäbe, der sowohl die Angst vor der Hingabe in echtem 
Sinne verarbeitet hätte, und sich in liebendem Vertrauen dem Leben und den 
Mitmenschen öffnen könnte; der zugleich seine Individualität in freier, souve-
räner Weise zu leben wagte, ohne die Angst, aus schützenden Geborgenheiten 
zu fallen; der weiterhin die Angst vor der Vergänglichkeit angenommen hätte, 
und dennoch die Strecke seines Lebens fruchtbar und sinnvoll zu gestalten ver-
möchte; und der schließlich die Ordnungen und Gesetze unserer Welt und un-
seres Lebens auf sich nähme, im Bewußtsein ihrer Notwendigkeit und Unaus-
weichlichkeit, ohne Angst, durch sie in seiner Freiheit zu sehr beschnitten zu 
werden – wenn es einen solchen Menschen gäbe, wir würden ihm zweifellos die 
höchste Reife und Menschlichkeit zuerkennen.“ 324 
 
Ist eine hohe Lebensqualität das Lebensziel von Menschen? Diese Frage muß 
man verneinen. Lebensqualität ist ein Parameter zur Beschreibung der Lebens-
umstände von Menschen. Dieser Parameter kann aber keine Aussage über die 
erreichten Lebensziele sein, denn glücklich wird, wer sich und damit auch 
andere sein lassen kann 33. 
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7.2 Lebensqualitätsparameter 
 
Erfreulicherweise konnte in den letzten Jahrzehnten eine Verbesserung der Le-
bensbedingungen für Millionen von Menschen in zahlreichen Ländern der Erde 
beobachtet werden 431. Man geht davon aus, daß die Anzahl der „Konsumenten“ 
in den nächsten Jahren in China und Indien die Anzahl der „Konsumenten“ in 
Europa und Amerika übersteigen wird. Die Verbesserung der Lebensbedin-
gungen spiegelt sich insbesondere in der Befriedigung der Grundbedürfnisse 
der Menschen wider. Um eine weitere Verbesserung der Lebensbedingungen 
zu erreichen, bedarf es der objektiven Erfassung zusätzlicher Bedürfnisse. Die 
objektive Beschreibung der Grundmenge der menschlichen Bedürfnisse kann 
näherungsweise durch den Begriff der Lebensqualität erfolgen. Für den Begriff 
der Lebensqualität gibt es zahlreiche Definitionen. Beispielhaft seien verschie-
dene Definition hier angegeben:  
 
„Lebensqualität ist die individuelle Wahrnehmung der eigenen Lebenssitua-
tion im Kontext der jeweiligen Kultur und des jeweiligen Wertesystems und in 
Bezug auf die eigenen Ziele, Erwartungen, Beurteilungsmaßstäbe und Interes-
sen.“ 427 
 
„Lebensqualität beschreibt die Summe aller Möglichkeiten, die sich einem 
Menschen im Laufe seines Lebens bieten.“ 395 
 
“Eine hohe Lebensqualität besteht in der Erfüllung einer intern empfundenen 
oder extern festgelegten Norm für das innere Erleben, das beobachtbare Ver-
halten und die Umweltbedingungen in körperlichen, psychischen, sozialen und 
alltäglichen Lebensbereichen.“ 371 
 
„Lebensqualität ist das Ergebnis eines individuellen, multidimensionalen Be-
wertungsprozesses der Interaktion zwischen Person und Umwelt. Als Bewer-
tungskriterien können sowohl soziale Normen als auch individuelle Wertvor-
stellungen und affektive Faktoren herangezogen werden.“ 120 
 
“Die Funktionsfähigkeit, die krankheits- und behandlungsbedingten Sym-
ptome, das psychische Befinden sowie das Maß der sozialen Beziehungen sind 
wesentliche Determinanten und zum Teil zugleich Bestandteile der Lebensqua-
lität.“ 145 
 
“Unter gesundheitsbezogener Lebensqualität ist ein psychologisches Kon-
strukt zu verstehen, das die körperlichen, psychischen, mentalen, sozialen und 
funktionalen Aspekte des Befindens und der Funktionsfähigkeit der Patienten 
aus ihrer Sicht beschreibt.“ 37 
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Für die Darstellung der Lebensqualität werden in der Regel Lebensqualitätspa-
rameter (LQP) verwendet. Die Aufgabe dieser Parameter besteht darin, ver-
schiedene, die Lebensqualität von Menschen beeinflussende Variablen in einer 
geeigneten Form zusammenzuführen. Dabei ergibt sich für die mathematische 
Formulierung folgende allgemeine Form:  
 
( , , ,..., ,...)LQP f a b c e= . 
 
Der Aufbau dieser Funktion ist eine Frage mit enormem Schwierigkeitsgrad. 
Zunächst muß man festlegen, welche Eingangsgrößen verwendet werden sol-
len.  
 
Sehr häufig finden sich in derartigen Parametern zwei Größen: die mittlere Le-
benserwartung e und das mittlere Pro-Kopf-Einkommen der Bevölkerung g. 
Beide Parameter besitzen nachweislich einen hohen Einfluß auf die Lebens-
qualität 53. Weitere Eingangsgrößen können die Erwachsenenalphabetisierung 
c, das Verhältnis der Bevölkerung mit Grundschul-, Hauptschul- und Gymnasi-
alschulabschluß in a Prozent, das Verhältnis von Arbeits- zu Lebenszeit, die 
Suizidrate, die Verbrechenshäufigkeit, die Häufigkeit der Verkehrsunfälle, die 
Waldfläche Pro-Kopf-Bevölkerung oder die Wasserqualität innerhalb eines 
Landes, Zukunftsperspektiven, Entscheidungsfreiheiten oder soziale Einbet-
tung sein 146. In der Literatur lassen sich LQP mit bis zu vierzig Eingangsvaria-
blen finden 169, 104.  
 
Tab. 79: Eingangsvariablen für einen LQP 169 
 
Objektive Variablen Subjektive Variablen Gesellschaftliche Variablen 
- Wohnbedingungen - Lebenszufriedenheit - Soziale Konflikte 
- Familie - Glück - Vertrauen in andere  
- Soziale Beziehungen - Sorgenfreiheit    Menschen 
- Teilnahme am sozialen  - Subjektive Klassenzugehörigkeit - Sicherheit, Freiheit, Justiz 
   Leben - Optimismus/Pessimismus über die  - Soziale Integration 
- Lebensstandard    zukünftige Entwicklung  
- Einkommen - Beurteilung der eigenen  
- Gesundheit    Lebensbedingungen  
- Erziehung und Arbeit   
 
Auf Grund dieser Schwierigkeiten wurden unterschiedliche LQP entwickelt. 
Als Beispiele für LQP seien der Human Development Index (HDI) der UNO 
von 1990 395, der Lebensqualitätsindex LQINPI 284 von 1996 und der Zeitindex 
TAI 230 von 2004 genannt: 
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Es gibt Vergleiche von über zweiundzwanzig verschiedenen LQP, die sich aus 
den unterschiedlich berücksichtigten Eingangsvariablen ergeben 140. Häufig 
lassen sich die dabei festgestellten Unterschiede damit erklären, daß die LQP 
für ausgewählte Anwendungen entwickelt wurden.  
 
Aber allein die Wahl biologischer Faktoren für die Lebensqualität ist mit gro-
ßen Schwierigkeit verbunden. Daß biologische Faktoren innerhalb der Be-
schreibung verwendet werden, steht außer Frage, aber die Wahl der Faktoren ist 
nicht eindeutig. 
 
Wichtige Merkmale des menschlichen Körpers, wie z.B. die Lebenserwartung, 
das Gewicht, die Größe, aber auch die Knochendichte, ermöglichen Aussagen 
zur Lebensqualität von Menschen. Bevor auf die Lebenserwartung eingegan-
gen wird, seien einige Beispiele für die Körpergröße als Indikator genannt: 
Etwa Mitte der 30er Jahre konnte in Deutschland ein deutliches Wachstum des 
Bruttosozialproduktes beobachtet werden. Dies führte aber nicht zu einer Er-
höhung der Lebenserwartung, vielmehr stieg die Sterblichkeitsrate in allen Al-
tersgruppen, besonders aber im städtischen Bereich. Diese Tatsache ist darauf 
zurückzuführen, daß das Wachstum auf dem Anstieg der Militärausgaben be-
ruhte. Im Gegensatz dazu wurden die Ausgaben für die öffentliche Gesundheit 
und die Lebensmittelimporte verringert. Die durchschnittliche Körpergröße 
stagnierte in den dreißiger Jahren in Deutschland, während in den 20er Jahren 
noch eine deutliche Zunahme der mittleren Körpergröße beobachtet werden 
konnte 203. 
 
Auch in Südafrika wurde die Körpergröße als Indikator für den Lebensstandard 
herangezogen. So zeigen Untersuchungen von über 4.000 Kindern in Südafrika 
aus den 90er Jahren, daß sich die Körpergröße von weißen und schwarzen Kin-
dern nach wie vor deutlich unterscheidet: Weiße Kinder werden größer. Das 
gilt als Indikator dafür, daß die gesellschaftlichen Umwälzungen in diesem 
Land bei weitem noch nicht zu einer ausreichenden Verbesserung des Lebens-
standards der Bevölkerung geführt haben. Zu ähnlichen Ergebnissen kam eine 
Studie über die Körpergröße von Kindern in Kasachstan seit dem Zerfall der 
Sowjetunion. Die mittlere Körpergröße von Mädchen ist dort in den letzten 
zehn Jahren gesunken. Bei den Jungen ist dieser Effekt nicht festzustellen. Jun-
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gen werden in diesem Kulturkreis aber bevorzugt, so daß man davon ausgehen 
kann, daß zunächst die Jungen innerhalb einer Familie versorgt werden 203. 
 
Die Körpergröße sagt aber nicht nur etwas über den allgemeinen Lebensstan-
dard aus. Sie ist selbstverständlich auch von der Qualität der Lebensmittel ab-
hängig. So haben die USA zwar sehr gute Wirtschaftsdaten, dafür zeichnet sich 
das Land aber auch durch einen hohen Anteil von Übergewichtigen aus. Wäh-
rend die Menschen in den USA kurz nach dem zweiten Weltkrieg im Mittel die 
größte Körpergröße aufwiesen, werden die Menschen heute in Ländern wie 
Holland, Schweden, Dänemark und auch Deutschland deutlich größer 203. 
 
Neben den biologischen Parametern sind aber auch wirtschaftliche Parameter 
für die Lebensqualität mit ausschlaggebend.  
 
7.2.1 Wirtschaftswissenschaftliche Lebensqualität 
 
In den Wirtschaftswissenschaften hat man frühzeitig begonnen, die Lebens-
qualität als Zielparameter für die Entscheidungen von Menschen zu verwen-
den. So kann man Gesundheit als menschliches Kapital ansehen. Die Gesund-
heit beeinflußt direkt die einem Menschen im Jahr oder über das gesamte Leben 
zur Verfügung stehende Arbeitszeit. Gesundheit ist damit eine Größe, die Aus-
wirkungen auf die Produktivität innerhalb einer Firma oder einer Gesellschaft 
besitzt. In produktivitätsbeeinflussende Größen kann man bekanntlich investie-
ren. Diese Tatsache gilt für die Gesundheit ebenso wie für die Erziehung: Er-
ziehung und Ausbildung sind Faktoren, die direkt die Produktivität beeinflus-
sen. Je besser die Ausbildung, um so höher ist in der Regel die Produktivität. 
Übrigens betrachtet man in der Regel Kultur als Ausbildung. Insofern ist Kultur 
kein unwirtschaftliches Überbleibsel aus einer Zeit vor der Einführung des 
Neoliberalismus, sondern eine langfristige Investition in die Ausbildung und 
Erziehung von Menschen. Leider ist es heute allzu modern geworden, Investi-
tionen nur noch mittel- oder kurzfristig auszulegen. 
 
In den Wirtschaftswissenschaften geht man häufig davon aus, daß der Lebens-
nutzen an drei Parameter geknüpft ist: Gesundheit, Lebenslänge und Wohl-
stand.  
 
Für die Beschreibung des wirtschaftlichen Wohlstandes hat sich das Bruttoso-
zialprodukt bzw. das mittlere Pro-Kopf-Einkommen als personengebundener 
Beitrag zum Bruttosozialprodukt durchgesetzt. Es wurde bereits darauf hinge-
wiesen, daß es einen Zusammenhang zwischen Risiken und Einkommen gibt 
(mittlere Lebenserwartung in verschiedenen Ländern). Das Bruttosozialpro-
dukt beschreibt die gesamte wirtschaftliche Leistung einer Nation innerhalb ei-
ner bestimmten Berichtsperiode, ausgedrückt in monetären Einheiten. Verein-
244 
facht drückt das Bruttosozialprodukt aus, was in einem Staat von allen er-
werbstätigen Bürgern innerhalb eines Jahres geschaffen wurde. Das Bruttoso-
zialprodukt wurde in diesem Fall als Abgrenzungskriterium für ein bestimmtes 
Gebiet vorgeschlagen, in dem üblicherweise die Grundregeln für eine Gesell-
schaft relativ konstant sind. Die Grundregeln beziehen sich auf den gesetzli-
chen Handlungsrahmen der Mitglieder einer Gesellschaft.  
 
Diese Abgrenzung kann insbesondere bei grenzüberschreitenden Investitionen 
zu Auslegungsproblemen führen. So befindet sich rein territorial innerhalb des 
Staates Südafrika das Land Lesotho. Lesotho wurde vor wenigen Jahren von 
der UNO als eines der zehn ärmsten Länder mit einem entsprechenden Brutto-
sozialprodukt eingestuft (540 US-Dollar pro Jahr pro Einwohner). Im Gegen-
satz dazu wird Südafrika als eines der reichsten Länder Afrikas eingestuft 
(2.670 US-Dollar pro Jahr pro Einwohner). Während des Highlands-Water-
Projektes investierten Südafrika und die Europäische Union in großem Maße in 
Baumaßnahmen in Lesotho. Würde man z.B. für die Sicherungsanforderungen 
das Bruttosozialprodukt von Lesotho heranziehen, würde in den investierenden 
Ländern ein erheblicher Argumentationsbedarf entstehen. Um dies zu vermei-
den, verwendet man in solchen Fällen dann die Sicherheitsanforderungen des 
reicheren Landes. Solche Beispiele lassen sich übrigens auch in Europa finden. 
So hielten die Proteste in Deutschland und Österreich gegen das Kernkraftwerk 
Temelin auf Grund unterschiedlicher Sicherheitsanforderungen lange an.  
 
Da das Bruttosozialprodukt aus Sicht der wirtschaftswissenschaftlichen Le-
bensqualitätsbeschreibung von so großer Bedeutung ist, soll im folgenden auf 
die historische Entwicklung dieser Größe eingegangen werden.  
 
Tab. 80 gibt das mittlere Pro-Kopf-Einkommen vor 2.000 Jahren, vor 1.000 
Jahren, vor ca. 180 Jahren und einen annähernd aktuellen Wert an. Als Bezugs-
größe wurden US-Dollar aus dem Jahre 1990 gewählt. In Westeuropa erfolgte 
ein Abfall des Einkommens von der Zeit des Römischen Reiches bis zum Mit-
telalter. Dieser Abfall ist auf den Zerfall der ökonomischen Strukturen des Rö-
mischen Reiches zurückzuführen. Das Römische Reich war aber nicht die ein-
zige Hochkultur zu dieser Zeit auf der Erde. Auch in Asien und Afrika existier-
ten Hochkulturen, die zu relativ hohen Pro-Kopf-Einnahmen der Bevölkerung 
führten. Bis auf Japan in Asien konnte auf keinem Kontinent in den ersten tau-
send Jahren der christlichen Zeitrechnung ein Zuwachs des Einkommens erzielt 
werden. Tab. 81 gibt die Zuwachsraten des Einkommens in den letzten 2.000 
Jahren an. Dort wird auch deutlich, daß seit ca. 200 Jahren ein rasantes An-
wachsen des Pro-Kopf-Einkommens beobachtet werden kann. Dabei werden 
mittlere Wachstumswerte von etwa 1,5 % pro Jahr erreicht. Schlußlicht bildet 
hierbei Afrika mit 0,7 %. Das größte Wachstum erreichte Japan mit nahezu 2 %, 
gefolgt von den USA und Kanada.  
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Tab. 80: Entwicklung des Pro-Kopf-Einkommens in den letzten 2.000 Jahren 
375 
 
Land/Region Pro-Kopf-Einkommen im Jahre in  
1990 US-Dollar  
 0 1000 1820 1998 
Westeuropa 450   400 1.232 17.921 
USA, Kanada 400   400 1.201 26.146 
Japan 400   425   669 20.413 
Lateinamerika 400   400   665   6.795 
Osteuropa und UDSSR 400   400   667   4.354 
Asien ohne Japan 450   450   575   2.936 
Afrika 444   440   418   1.368 
Welt 444   435   667   5.709 
 
Tab. 81: Durchschnittliches Wachstum des Pro-Kopf-Einkommens seit 2.000 
Jahren 375 
 
Land/Region Durchschnittliches Wachstum des  
Pro-Kopf-Einkommens in % 
 0-1000 1001-1820 1821-1998 
Westeuropa -0,01 0,14 1,51 
USA, Kanada 0,00 0,13 1,75 
Japan 0,01 0,06 1,93 
Lateinamerika 0,00 0,06 1,22 
Osteuropa und UDSSR 0,00 0,06 1,06 
Asien ohne Japan 0,00 0,03 0,92 
Afrika 0,00 0,00 0,67 
Welt 0,00 0,05 1,21 
 
Tab. 80 und Tab. 81 geben mittlere Werte des Pro-Kopf-Einkommens für rela-
tiv große Zeiträume an. Da aber seit ca. 150 Jahren große Änderungen beim 
Wachstum des Pro-Kopf-Einkommens bzw. des Bruttosozialproduktes beo-
bachtet werden konnten, sollte dieser Zeitraum näher betrachtet werden. Abb. 
70 zeigt das Bruttosozialprodukt verschiedener Länder vom Beginn des 19. bis 
zum Ende des 20. Jahrhunderts. In diesem Diagramm wird der Anstieg des 
Bruttosozialproduktes besonders deutlich. Dieser Wert hat sich in ca. 150 Jah-
ren in den entwickelten Industrieländern vervielfacht. Allerdings zeigen die 
aktuellen Werte immer noch erhebliche Unterschiede für die einzelnen Län-
dern. Einigen sehr reichen Ländern, wie Luxemburg, Schweiz, Japan oder den 
USA stehen sehr arme Ländern gegenüber, die ein Bruttosozialprodukt pro 
Kopf besitzen, welches denen der erstgenannten Ländern vor 150 Jahren ent-
spricht. Gemäß Abb. 70 zählt Deutschland zu den reichen Ländern. 
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Abb. 70: Bruttosozialprodukt für verschiedene Länder in US-Dollar  
(1999 bzw. 2000)  
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Abb. 71: Wachstum des realen Pro-Kopf-Sozialproduktes in Deutschland von 
1852-1995 (Jahreswert und 5-Jahres Durchschnitt) 
 
Das Wachstum des Pro-Kopf-Sozialproduktes in Deutschland seit 1852 zeigt 
Abb. 71. Vor 1850 waren in Deutschland etwa 50 % bis 60 % der Bevölkerung 
in der Landwirtschaft tätig. Von 1850 bis 1871 existierte Deutschland bekannt-
lich nicht als einheitlicher Staat, sondern als eine Gruppierung von deutschen 
Staaten. Hierbei wäre z.B. Preußen, Württemberg, Baden oder Sachsen zu nen-
nen. Etwa seit 1850 bis zur Gründung des Deutschen Reiches konnte in den 
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deutschen Staaten ein relativ konstantes Wirtschaftswachstum beobachtet wer-
den. Im Durchschnitt betrug das Wachstum etwa 2 %, erreichte kurzzeitig aber 
auch Werte von 8 %. Nach der Gründung des deutschen Reiches stieg die 
Wachstumsrate kurzzeitig im Mittel auf etwa 4 %, um danach deutlich abzu-
fallen. Dieser Abfall wird als sogenannte Gründerkrise bezeichnet. Von 1883 
bis zum Beginn des I. Weltkrieges konnte anschließend eine lange Periode mit 
konstanten Wachstumsraten um die 2-3 % beobachtet werden. Von 1800 bis 
etwa 1914 konnte sich der Anteil der Bevölkerung, der in der Industrie tätig 
war, von ca. 20 % auf fast 40 % verdoppeln. Im I. Weltkrieg fiel die Produktion 
in Deutschland und erreichte etwa um 1928 wieder den Vorkriegswert. Zwar 
konnten in diesem Zeitraum zeitweise hohe Wachstumswerte erreicht werden, 
aber die Weltwirtschaftskrise stoppte diese Entwicklung. Innerhalb dieser 
Krise wurden Schrumpfungsraten von über 10 % erreicht. Während sich die 
Arbeitslosigkeit vor dem I. Weltkrieg zwischen 1 und 6 % mit relativ langen 
Perioden von 1-2 % bewegte, erreichte die Arbeitslosenquote zur Weltwirt-
schaftskrise 30 %. Zum Vergleich: Heute liegt die Arbeitslosenquote in 
Deutschland im Bereich von 10 %, in einigen Gebieten in Ostdeutschland liegt 
sie über 20 %. Insgesamt waren die 20er Jahre von mehreren schweren wirt-
schaftlichen Ereignissen geprägt. Vor der Weltwirtschaftskrise ereignete sich 
die Inflation in Deutschland. Die Inflation erfolgte mit dem Ziel, die Schulden 
des Krieges abzubauen. Andere Länder, wie z.B. Großbritannien, versuchten 
den Schuldenabbau über Steuererhöhungen zu bewältigen. Auf Grund der po-
litischen Situation in Deutschland, aber auch in Österreich, war dieser Weg 
nicht oder nur schwer möglich. Die Konsequenzen der Inflation waren aber für 
die Bürger verheerend: Viele Bürger verloren neben ihren Ersparnissen auch 
jegliches Vertrauen in die Demokratie. Die große Unabhängigkeit der Deut-
schen Bundesbank war ein sich bis heute auswirkendes Ergebnis der Inflation 
in den 20er Jahren. 398 
 
Etwa seit Beginn der 30er Jahre konnte in Deutschland ein Wirtschaftsauf-
schwung beobachtet werden, der in den folgenden Jahren bis zu 10 % erreichte. 
Entgegen landläufiger Meinungen beruhte dieser Aufschwung nicht nur auf der 
Politik der 1933 an die Macht gekommenen Nationalsozialisten. Bereits 1932 
wiesen wirtschaftliche Frühindikatoren auf eine wirtschaftliche Belebung hin. 
Die ersten wirtschaftlichen Maßnahmen der Nationalsozialisten konnten, wenn 
überhaupt, erst 1934 und 1935 wirksam werden. Interessant sind außerdem ei-
nige besondere Merkmale des Wirtschaftswachstums in den 30er Jahren. Be-
reits 1934 begannen die Nationalsozialisten mit der Umstellung der deutschen 
Wirtschaft auf rüstungsrelevante Produktionsgüter. Diese Umstellung läßt sich 
unter anderem damit belegen, daß der Konsum nicht im gleichen Maße wuchs 
wie die gesamte Wirtschaft. Daneben erfolgte eine Verringerung der Einkom-
men nichtselbständiger Arbeitnehmer und gleichzeitig eine Abschöpfung der 
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Kaufkraft über Spareinlagen des Staates. Auf Grund dieser Entwicklungen 
wird das Wachstum dieser Zeit auch als „deformiertes Wachstum“ beschrieben. 
398 
 
Nach dem II. Weltkrieg konnte ein sehr hohes Wirtschaftswachstum in 
Deutschland beobachtet werden. Dabei wurden in den 50er Jahren teilweise 
über 10 % Wirtschaftswachstum („Wirtschaftswunder“) erreicht, welches bis 
Mitte der 60er Jahre auf 2-4 % abnahm. Die 60er Jahre waren durch Vollbe-
schäftigung und den Import von Gastarbeitern geprägt. Etwa seit Mitte der 70er 
Jahre wird nur noch ein verhaltenes Wirtschaftswachstum beobachtet. Einge-
leitet wurde diese Phase durch den Ölpreisschock 1974/75 und setzte sich bis 
zur Wirtschaftskrise 1980/81 fort. Seit dieser Zeit werden mittlere Wirtschafts-
wachstumsraten von 1-2 % erreicht. Dies entspricht auch ungefähr dem mittle-
ren Wirtschaftswachstum der letzten nahezu 200 Jahre in den heute entwickel-
ten Industrieländern. Selbstverständlich werden diese mittleren Wirtschafts-
wachstumswerte häufig über- oder unterschritten. Man geht von etwa 5- bis 
8-jährigen Wirtschaftszyklen aus, die seit 100 Jahren beobachtet werden kön-
nen. 398 
 
Die Entwicklung des Pro-Kopf-Bruttosozialproduktes in anderen entwickelten 
Industrienationen in den letzten Jahrzehnten ist durchaus vergleichbar mit der 
Entwicklung in Deutschland. Sicherlich sind in dem einen oder anderen Land 
Sondereffekte zu beobachten, wie z.B. in Norwegen mit dem Aufblühen der 
Ölindustrie, aber der Trend ist vergleichbar (Abb. 72). In anderen Regionen der 
Welt verlief die Entwicklung allerdings bei weitem nicht so harmonisch. Abb. 
73 zeigt die Entwicklung des Pro-Kopf-Sozialproduktes für die asiatischen 
Staaten. Deutlich sichtbar wird in diesen Kurven ein Knick Ende der 90er Jahre. 
Dabei handelt es sich um die Asienkrise von 1999/2000. Über eine halbe Milli-
arde Menschen wurde von massiven Geldentwertungen getroffen. Der Zu-
sammenbruch des Ostblocks löste in den osteuropäischen Staaten eine schwere 
wirtschaftliche Krise aus, wie Abb. 74 zeigt. Es dauerte mehrere Jahre, bis die 
Länder wieder das Niveau vor dem Zusammenbruch erreichten. In vielen 
Staaten in Südamerika, im arabischen Raum oder in Afrika wird in Abb. 75, 
Abb. 76 und Abb. 77 eine Stagnation sichtbar. Es handelt sich oftmals um Kri-
sen, die mehr als 20 Jahre anhalten. Einige Staaten, wie Irak, Iran oder Zaire, 
zeigen ein deutlich fallendes Einkommen durch Kriege, die geführt wurden. 
Neben dem fallenden Einkommen ist die Bevölkerung in diesen Ländern auch 
von einer hohen Arbeitslosenquote betroffen.  
 
Die Höhe der Arbeitslosigkeit kann ebenfalls als ein wirtschaftlicher Parameter 
zur Beschreibung der Lebensqualität herangezogen werden. Die Arbeitslosen-
zahlen sind abhängig von der Definition der Arbeitslosigkeit. Daneben 
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schwankt die Arbeitslosenquote auch infolge der bereits genannten konjunktu-
rellen Zyklen. Abb. 78 zeigt den Verlauf der Arbeitslosenquote in Deutschland 
seit ca. 120 Jahren. Die größten Werte wurden zur Weltwirtschaftskrise er-
reicht. Sehr gut deutlich wird in Abb. 78 aber auch der kontinuierliche Anstieg 
der Arbeitslosenquote in den letzten 30 Jahren. Dabei werden auch die kon-
junkturellen Zyklen sichtbar. 
 
Im Gegensatz zur Arbeitslosenquote, die hinter dem Wirtschaftswachstum 
herläuft, ist die Nettoinvestitionsquote ein Frühindikator für die wirtschaftliche 
Entwicklung. Man kann die Nettoinvestitionsquote auch als Indikator für zu-
künftigen Wohlstand verwenden. 
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Abb. 72: Entwicklung des Bruttosozialproduktes pro Kopf der Bevölkerung in 
1990 US-Dollar in den OECD Staaten 139 
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Abb. 73: Entwicklung des Bruttosozialproduktes pro Kopf der Bevölkerung in 
1990 US-Dollar in Asien 139 
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Abb. 74: Entwicklung des Bruttosozialproduktes pro Kopf der Bevölkerung in 
1990 US-Dollar in den ehemaligen Ostblockstaaten 139 
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Abb. 75: Entwicklung des Bruttosozialproduktes pro Kopf der Bevölkerung in 
1990 US-Dollar in Südamerika 139 
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Abb. 76: Entwicklung des Bruttosozialproduktes pro Kopf der Bevölkerung in 
1990 US-Dollar im Nahen Osten 139 
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Abb. 77: Entwicklung des Bruttosozialproduktes pro Kopf der Bevölkerung in 
1990 US-Dollar in Afrika 139 
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Abb. 78: Arbeitslosenquote in Deutschland von 1887 bis 2004 260 
 
Weitere Lebensqualitätsparameter mit Hinblick auf Wirtschaftsdaten basieren 
auf dem Besitz bestimmter Güter, z.B. der Anzahl von Telefonen pro Kopf der 
Bevölkerung, der Anzahl von Kraftfahrzeugen pro Kopf der Bevölkerung, der 
Anzahl von Fernsehgeräten oder Kühlschränken etc. Zur Darstellung dieser Pa-
rameter werden häufig geographische Karten verwendet, in denen die Dichte 
oder Anzahl der Geräte über ein bestimmtes Gebiet mit Farben eingetragen 
wird. In Abb. 79 ist eine solche Karte dargestellt, die die Entwicklung der An-
zahl der Telefone innerhalb eines Landes über die letzten 100 Jahr darstellt. Es 
ist relativ schwierig, geeignete Güter für längerfristige Darstellungen auszu-
wählen, da viele technische Güter, wie z.B. der Computer erst seit wenigen 
Jahrzehnten verwendet werden. Da das Telefon schon seit ca. 100 Jahren ver-
wendet wird, ist eine längerfristige Entwicklung darstellbar. Die letzten Anga-
ben in Abb. 79 stammen aus dem Jahre 1999. Im Jahre 2003 gab es neben den 
Festnetzanschlüssen in Deutschland noch etwa 65 Millionen Mobilfunkteil-
nehmer. Heute dürften auf jeden Bewohner in Deutschland mindestens zwei 
Telefone kommen. Als weitere Darstellungen der Verteilung von Gütern ist in 
Abb. 81 die aktuelle Verkehrsdichte pro Land und in Abb. 82 die Hostdichte 
pro Land auf der Erde eingetragen. Beide Abbildungen zeigen deutliche Paral-
lelen zu Abb. 79. 
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Abb. 79: Entwicklung der Anzahl von Telefonen weltweit in den letzten 100 
Jahren 426 
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Abb. 80: Telefondichte je 1.000 Einwohner, 1999 79 
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Abb. 81: Verkehrsdichte je 1.000 Einwohner, 2000 79 
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Abb. 82: Hostdichte je 1.000 Einwohner, 2000 79 
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7.2.2 Medizinische Lebensqualität 
 
Auch in der Medizin hat der Begriff der Lebensqualität sowohl therapeutisch 
als auch diagnostisch bereits seit mehreren Jahrzehnten eine Tradition. Die 
Weltgesundheitsorganisation hat bereits 1947 Gesundheit als einen Zustand 
des völligen körperlichen, geistigen und sozialen Wohlbefindens beschrieben. 
Die Freiheit von Krankheit und Gebrechen ist deshalb ein notwendiges, aber 
kein ausreichendes Kriterium für den Zustand Gesundheit. Diese umfassende 
Definition hat bereits vor über fünfzig Jahren die Frage nach dem Ziel und den 
Kriterien für ärztliches Handeln aufgeworfen. Die Einbeziehung sozialer 
Aspekte als zielführende Kriterien stellte damals eine gewaltige Neuerung dar. 
Nicht mehr allein die somatischen Aspekte von Gesundheit und Krankheit, 
auch die psychischen und sozialen Aspekte, das Wohlbefinden und die Hand-
lungsfähigkeit des Patienten werden zur Aufgabe des Arztes. Diese Entwick-
lung entspricht exakt der Entwicklung in der Risikobeurteilung im Ingenieur-
wesen. Und in beiden Fachgebieten hat sie zu dem gleichen Ergebnis geführt: 
Der Einführung von Parametern zur Beurteilung der Lebensqualität. Lebens-
qualitätsmeßinstrumente werden heute in der Medizin bei Vorsorgeuntersu-
chungen, bei der Therapieforschung, der Qualitätssicherung und der Gesund-
heitsökonomie verwendet. Es existieren bisher über 20.000 Veröffentlichun-
gen, die sich mit der Lebensqualität befassen 320. Pro Jahr kommen schätzungs-
weise 2.000 neue Veröffentlichungen zum Thema Lebensqualität in der Medi-
zin dazu 120. 
 
Die Ursprünge der Lebensqualitätsforschung in der Medizin reichen bis in die 
60er Jahre zurück. Erste Anwendungen erfolgten in der Onkologie 39. In den 
70er Jahren wurden die Konzepte für die Darstellung der Lebensqualität ent-
wickelt. Es erfolgte die Einführung des Begriffes gesundheitsbezogene Le-
bensqualität, um eine Abgrenzung zum eher soziologisch definierten Begriff 
der Lebensqualität zu verdeutlichen. Außerdem werden die Lebensqualitätspa-
rameter in der Medizin als Lebensqualitätsmeßinstrumente bezeichnet. Die 
ersten Meßinstrumente für die Lebensqualität wurden Ende der 70er und im 
wesentlichen in den 80er Jahren entwickelt. Von den über einhundert Parame-
tern konnten sich aber nur wenige Parameter in der Praxis durchsetzen. Die 
Anwendung in der Praxis ist etwa seit Beginn der 90er Jahre zu verzeichnen, 
wobei vor allem die nordamerikanischen Staaten und England führend waren. 
In anderen europäischen Staaten erfolgte die Anwendung eher zögerlich 321. 
Heute existieren in der Medizin zwischen 300 364 und 800 Lebensqualitätsmeß-
instrumente 8, 120, die teilweise sprach- und kulturübergreifend angewendet wer-
den können. Tab. 82 nennt einige Beispiele. 
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Tab. 82: Gesundheitsbezogene Lebensqualitätsparameter 
 
Krankheitsübergreifende 
Lebensqualitätsmeßinstrumente 
Krankheitsspezifische Lebensqualitätsmeßinstrumente 
• Nottingham Health Profile • Quality of Life Index – Cardia Version III (QLI) 
• Sickness Impact Profile • Seattle Angina Questionnaire (SAQ) 
• SF-36 (SF-12) • Angina Pectoris Quality of Life Questionnaire 
• WHOQoL       (APQLQ) 
• EuroQol • Minnesota Living with Heart Failure Questionnaire 
• McMaster Health Index  • Asthma Quality of Life Questionnaire (AQLQ) 
      Questionnaire • Fragebogen zur Lebensqualität bei Asthma (FLA) 
• MIMIC-Index • Fragebogen für Asthmapatienten (FAP) 
• Visick-Skala • Asthma Questionnaire (AQ20/AQ30) 
• Karnofsky-Index • Osteoporosis Quality of Life Questionnaire (OQLQ)
• Activities-of-Daily-Living Index • Quality of Life Questionnaire for Osteoporosis 
• Health-Status-Index       (OPTQol) 
• Index-of-Well-being • Osteoporosis Assessment Questionnaire (OPAQ) 
• Rosser-Matrix • QOL Questionnaire of the European Foundation  
• Rosser & Kind Index       for Osteoporosis (QualEFFO) 
• Quality of Well Being Scale • Juvenile Arthritis QOL-Questionnaire (JAQQ) 
 • Schmerzempfindlichkeitsskala (SES) 
 • Pain Disability Index (PDI) 
 
Es wird zwischen Profilinstrumenten und Indexinstrumenten unterschieden. 
Profilinstrumente erfassen verschiedene Eingangsgrößen oder Gruppen von 
Eingangsgrößen, die nicht weiter zusammengefaßt werden. Indexinstrumente 
führen alle Eingangsgrößen zu einem Indikator zusammen. Beispiele für Pro-
filinstrumente sind der SF-36, Sickness Impact Profile (SIP) und das Notting-
ham Health Profile (NHP). Beispiele für Indexinstrumente sind der Karnofsky-
Index, EuroQol und die Quality-of-Well-being Skale. 131 
 
Wesentlicher Ansatzpunkt dieser Modelle ist die Tatsache, daß gemäß der De-
finition der WHO wenige Eingangsparameter nicht ausreichend sind, um die 
Lebensqualität eines Menschen ausreichend genau zu beschreiben. Die Ver-
wendung von zwanzig oder dreißig Eingangsgrößen zur Ermittlung der Le-
bensqualität ist keine Seltenheit. Tab. 83 listet einige fachspezifische Lebens-
qualitätsmeßinstrumente mit der zugehörigen Anzahl der Eingangsparameter 
auf. 
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Tab. 83: Lebensqualitätsmeßinstrumente für psychiatrische Patienten 120 
 
Lebensqualitätsmeßinstrumente Anzahl Parameter 
Social Interview Schedule (SIS) 48 
Community Adjustment Form (CAF) 140 
Satisfaction of Life Domain Scale (SLDS) 15 
Oregon Quality of Life Questionnaire (OQoLQ) 246 
Quality of Life Interview (QoLI) 143 
Client Quality of Life Interview (CQLI) 65 
California Well-Being Project Client Interview (CWBPCI) 304 
Quality of Life Questionnaire (QoLQ) 63 
Lancashire Quality of Life Profile (LQoLP) 100 
Quality of Life Index for Mental Health (QLI-MH) 113 
Berliner Lebensqualitätsprofil (BeLP) 66 
Quality of Life in Depression Scale (QLDS) 35 
Smith-Kline Beecham Quality of Life Scale (SBQoL) 28 
Quality of Life Enjoyment and Satisfaction Questionnaire (Q-LES-Q) 93 
 
Die Lebensqualitätsmeßinstrumente werden in der Regel durch ausgiebig psy-
chologisch getestete Fragebögen erfaßt. Umfangreiche Untersuchungen haben 
jedoch gezeigt, daß, wie umfangreich auch die Anzahl der Parameter ist, die Er-
fassung der Lebensqualität gestaltet sich sehr schwierig. Ein alter Mensch, der 
ein zutiefst erfülltes und glückliches Leben hinter sich hat, und der weiß, daß er 
in wenigen Tagen sterben wird, kann seine Lebensqualität höher einschätzen 
als ein junger, schöner und gesunder Mensch. So konnte z.B. nachgewiesen 
werden, daß Menschen mit primär somatischen Erkrankungen in der Regel eine 
deutlich höhere Lebensqualität besitzen als Menschen mit psychosomatischen 
Erkrankungen. Dies galt selbst dann, wenn die somatische Erkrankung lebens-
bedrohliche Ausmaße erreichte (terminale Leberinsuffizienz) 329. Chronisch 
körperlich behinderte Menschen bestätigten sogar bei Befragungen immer 
wieder ihren guten Gesundheitszustand 198, 199. Eine Befragung von Lottoge-
winnern und Menschen mit einer Querschnittslähmung ein Jahr nach Eintritt 
des jeweiligen Ereignisses zeigte kaum Unterschiede in der Zufriedenheit der 
beiden Gruppen 34.  
 
Diese Tatsache ist auf zwei Effekte zurückzuführen. Die Formeln zur Be-
schreibung der Lebensqualität gestalten sich bei jedem Menschen individuell. 
So unterschiedlich die Lebenswege von Menschen sind, so unterschiedlich sind 
Anzahl und Wichtung der Eingangsgrößen für die Berechnung der Lebensqua-
lität.  
 
Der zweite Effekt liegt in der Zeitabhängigkeit der Parameter. Lebensqualität 
bezieht sich nicht nur auf die Gegenwart, sondern besitzt Anteile aus vergange-
nen und zukünftigen Zuständen. Erfolge, Zufriedenheit und Glück in der Ge-
schichte eines Menschen können dem Menschen in der Gegenwart helfen, seine 
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Lebensqualität positiv einzuschätzen. Zukünftige Ereignisse können ebenfalls 
die Lebensqualität positiv oder negativ beeinflussen. Denken wir dabei nur an 
den Begriff der Vorfreude. Wie die Definition der Lebensqualität bereits ge-
zeigt hat: Lebensqualität ist ein individuelles Maß. In der Literatur findet man 
gelegentlich dafür auch den Begriff des „idiosynkratischen“ Maßes.  
 
Trotzdem benötigt man Parameter, mit denen man den Erfolg von Behandlun-
gen darstellen kann und hierbei zeigen Lebensqualitätsparameter durchaus 
große Vorteile. Um dem Leser eine Vorstellung über die Ermittlung der Para-
meter zu vermitteln, ist im folgenden der Fragebogen zum Lebensqualitäts-
meßinstrument SF-36 wiedergegeben. 
 
1. Wie würden Sie Ihren 
Gesundheitszustand im 
allgemeinen beschreiben? 
Ausgezeichnet
1 
Sehr gut
2 
Gut 
3 
Weniger 
gut 
4 
Schlecht 
5 
2. Wie würden Sie Ihren 
Gesundheitszustand im 
Vergleich zum vergangenen 
Jahr beschreiben? 
Derzeit  
viel  
besser  
1 
Derzeit 
etwas 
besser  
2 
Wie vor 
einem 
Jahr  
3 
Derzeit  
etwas 
schlechter  
4 
Derzeit 
viel 
schlechter 
5 
 
Im folgenden sind einige Tätigkeiten beschrieben, die Sie vielleicht an einem 
normalen Tag ausüben. 
 
3. Sind Sie durch Ihren derzeitigen 
Gesundheitszustand bei diesen Tätigkeiten 
eingeschränkt, wenn ja, wie stark? 
Ja, stark 
einge-
schränkt 
Ja, etwa 
einge-
schränkt 
Nein, nicht 
einge-
schränkt 
3. a Anstrengende Tätigkeiten, z.B. schnell laufen, 
schwerer Gegenstände heben, anstrengende 
Sportarten 
1 2 3 
3. b Mittelschwere Tätigkeiten, z.B. einen Tisch 
verschieben, staubsaugen, kegeln, Golf spielen
1 2 3 
3. c Einkaufstaschen heben oder tragen 1 2 3 
3. d Mehrere Treppenabsätze steigen 1 2 3 
3. e Einen Treppenabsatz steigen 1 2 3 
3. f Sich beugen, knien, bücken 1 2 3 
3. g Mehr als einen Kilometer zu Fuß gehen 1 2 3 
3. h Mehrere Straßenkreuzungen zu Fuß gehen 1 2 3 
3. i Eine Straßenkreuzung weit zu Fuß gehen 1 2 3 
3. j Sich baden oder anziehen 1 2 3 
 
 Hatten Sie in den vergangenen vier Wochen aufgrund Ihrer körperlichen 
Gesundheit irgendwelche Schwierigkeiten bei der Arbeit oder anderen 
alltäglichen Tätigkeiten im Beruf bzw. zu Hause? 
Ja Nein
4.a Ich konnte nicht so lange wie üblich tätig sein. 1 2 
4.b Ich habe weniger geschafft als ich wollte. 1 2 
4.c Ich konnte nur bestimmte Dinge tun. 1 2 
4.d Ich hatte Schwierigkeiten bei der Ausführung. 1 2 
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 Hatten Sie in den vergangenen vier Wochen aufgrund seelischer Probleme 
irgendwelche Schwierigkeiten bei der Arbeit oder anderen alltäglichen 
Tätigkeiten im Beruf bzw. zu Hause (z.B. weil ich mich niedergeschlagen 
oder ängstlich fühlte)? 
Ja Nein
5.a Ich konnte nicht so lange wie üblich tätig sein. 1 2 
5.b Ich habe weniger geschafft als ich wollte. 1 2 
5.c Ich konnte nicht so sorgfältig wie üblich arbeiten. 1 2 
 
  Überhaupt
nicht 
Etwas Mäßig Ziemlich Sehr 
6. Wie sehr haben Ihre körperliche 
Gesundheit oder seelischen 
Probleme Sie in den vergangenen 
vier Wochen Ihre normalen Kontakte 
zu Familienangehörigen, Freunden, 
Nachbarn oder zum Bekanntenkreis 
beeinträchtigt? 
1 2 3 4 5 
 
  Keine 
Schmerzen
Sehr 
leicht 
Leicht Mäßig Sehr Sehr 
stark 
7. Wie stark waren Ihre 
Schmerzen in den 
vergangenen vier Wochen? 
1 2 3 4 5 6 
 
  Überhaupt
nicht 
Etwas Mäßig Ziemlich Sehr 
8. Inwieweit haben die Schmerzen Sie 
in den vergangenen vier Wochen bei 
der Ausübung Ihrer 
Alltagstätigkeiten zu Hause und im 
Beruf behindert? 
1 2 3 4 5 
 
9. In diesen Fragen geht es darum, wie Sie 
sich fühlen und wie es Ihnen in den 
vergangenen vier Wochen gegangen 
ist.  
Wie oft waren Sie in den vergangenen 
vier Wochen 
Immer Meistens Ziemlich 
oft 
Manch-
mal 
Selten Nie
9. a … voller Schwung? 1 2 3 4 5 6 
9. b … sehr nervös? 1 2 3 4 5 6 
9. c … so niedergeschlagen, daß Sie nichts 
aufheitern konnte? 
1 2 3 4 5 6 
9. d … ruhig und gelassen? 1 2 3 4 5 6 
9. e … voller Energie? 1 2 3 4 5 6 
9. f … entmutigt und traurig? 1 2 3 4 5 6 
9. g … erschöpft? 1 2 3 4 5 6 
9. h … glücklich? 1 2 3 4 5 6 
9. i ... müde? 1 2 3 4 5 6 
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10.  Immer Meistens Manch-
mal 
Selten Nie
 Wie häufig haben Ihre körperliche Gesundheit 
oder seelische Probleme in den vergangenen 
vier Wochen Ihre Kontakte zu anderen 
Menschen (Besuche bei Freunden, 
Verwandten usw.) beeinträchtig? 
1 2 3 4 5 
 
11. Inwieweit trifft jede der folgenden 
Aussagen auf Sie zu? 
Trifft 
ganz 
zu 
Trifft 
weitgehend 
zu 
Weiß 
nicht 
Trifft 
weitgehend 
nicht zu 
Trifft 
überhaupt 
nicht zu 
11. a Ich scheine etwas leichter als 
andere krank zu werden. 
1 2 3 4 5 
11. b Ich bin genauso gesund wie alle 
anderen, die ich kenne. 
1 2 3 4 5 
11. c Ich erwarte, daß meine Gesundheit 
nachläßt. 
1 2 3 4 5 
11. d Ich erfreue mich ausgezeichneter 
Gesundheit. 
1 2 3 4 5 
 
Den Antworten werden Zahlenwerte zugeordnet. Teilweise müssen die Werte 
neu kalibriert und umsortiert werden. Die Berechnung des SF-36 gestaltet sich 
relativ einfach. Da es sich beim SF-36 um einen Profilindex handelt, werden 
aus den einzelnen Antworten in Abhängigkeit von der Kategorie Summen ge-
bildet. Das geschieht für die einzelnen Kategorien wie folgt: 
 
Kategorie  Summe der entgültigen Itemwerte 
nach Umkodierung 
Niedriger 
und 
höchster 
Rohwert 
Max. 
Spann-
weite des 
Roh-
wertes 
Körperliche 
Funktionstüchtigkeit 
KÖFU 3a+3b+3c+3d+3e+3f+3g+3h+3i+
3j 
10, 30 20 
Körperliche Rollenfunktion KÖRO 4a+4b+4c+4d 4, 8 4 
Körperliche Schmerzen SCHM 7+8 2, 12 10 
Allgemeine Gesundheit AGES 1+11a+11b+11c+11d 5, 25 20 
Vitalität VITA 9a+9e+9g+9i 4, 24 20 
Soziale Funktionsfähigkeit SOFU 6+10 2, 10 8 
Emotionale Rollenfunktion EMRO 5a+5b+5c 3, 6 3 
Psychisches Wohlbefinden PSYC 9a+9c+9d+9f+9h 5, 30 25 
 
Anschließend werden die Werte der Kategorien normiert 38: 
 
Rohwert-theoretisch niedrigster Wert  Spannweite
theoretische Spannweite
× . 
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Der SF-36 liefert auch dann Werte, wenn einzelne Fragen nicht beantwortet 
werden. In solchen Fällen gestaltet sich die Berechnung im Vergleich zur vor-
gestellten Vorgehensweise schwieriger. 
 
Um die Ergebnisse einer solchen Befragung werten zu können, benötigt man 
Vergleichswerte. Dieser Vergleichswert ist die sogenannte Normpopulation. 
Die Normpopulation spiegelt die typische Bevölkerung in Deutschland wider. 
Die Werte der Normpopulation werden durch eine repräsentative Bevölke-
rungsstichprobe ermittelt. Für den SF-36 wurden für die repräsentative Bevöl-
kerungsstichprobe über 4.500 Bürger befragt. Es konnten knapp 3.000 beant-
wortete Bögen ausgewertet werden. Das Durchschnittsalter der Normpopula-
tion betrug ca. 48 Jahre. Etwa 56 % der Befragten waren weiblich. Ca. 78 % 
lebten mit einem Partner zusammen. 38 
 
Die Auswertung der deutschen Normpopulation findet sich in Abb. 83. In allen 
Kategorien, besonders aber in den Kategorien körperliche Funktionsfähigkeit 
(KÖFÜ), körperliche Rollenfunktion (KÖRO) und Schmerz (SCHM) zeich-
nete sich eine deutlich höhere Lebensqualität für junge Menschen ab (Abb. 83). 
In den Kategorien soziale Funktionsfähigkeit (SOFU), emotionale Rollen-
funktion (EMRO) und psychisches Wohlbefinden (PSYC) ist der Verlust der 
Lebensqualität mit dem Alter geringer. Wertet man die Fragebögen ge-
schlechtsspezifisch aus, so ergibt sich für Frauen insgesamt eine geringere Le-
bensqualität. Und gemäß der Aufgabenstellung dieses Fragebogens ergibt sich 
auch für kranke Menschen eine geringere Lebensqualität in Abhängigkeit von 
der Art der Erkrankung (Abb. 84, Abb. 85, Abb. 86). Dabei werden als Ver-
gleich immer die Kategoriewerte der 14 bis 20jährigen Normbevölkerung wie-
der mit angegeben.  
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Abb. 83: Auswertung des SF-36-Fragebogens für die deutsche Normpopula-
tion mit einem Stichprobenumfang von 2.914 in Abhängigkeit von der Alters-
gruppe 38 
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Abb. 84: Auswertung des SF-36-Fragebogens bei Befragungen von Erkrankten 
38 
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Abb. 85: Auswertung des SF-36-Fragebogens bei Befragungen von Erkrankten 
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Abb. 86: Auswertung des SF-36-Fragebogens bei Befragungen von Erkrankten 
38 
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Abb. 87: Auswertung des SF-36-Fragebogens für Patienten, denen eine me-
chanische Herzklappe eingesetzt wurde 38 
 
Der SF-36 ist hervorragend dafür geeignet, die Veränderungen der Lebensqua-
lität während einer medizinischen Behandlung abzubilden. In Abb. 87 ist die 
Zunahme der Lebensqualität von Patienten nach einer Operation, in der den 
Patienten eine mechanische Herzklappe eingesetzt wurde, dargestellt. Natür-
lich wird die Lebensqualität eines jungen, gesunden Menschen auch nach der 
Operation nicht wieder erreicht, aber die Verbesserung wird deutlich. 
 
Gerade für derartige Vergleiche ist der SF-36 sehr gut geeignet. Der Test weist 
eine hohe sogenannte „diskriminative Validität“ auf. Damit wird das Vermögen 
eines Tests umschrieben, zwischen verschiedenen Patientengruppen zu diffe-
renzieren. Nachteilig bei diesem Test ist der hohe Fragenumfang. Weiterfüh-
rende Untersuchungen haben gezeigt, daß mit einer deutlich geringeren Anzahl 
von Fragen und damit einer Verringerung der Anzahl der Eingangsgrößen die 
positiven Eigenschaften des Tests erhalten bleiben. Es wurde deshalb ein soge-
nannter SF-12 entwickelt, der eine Verringerung der Anzahl der Fragen auf-
weist. 38 
 
In der Einführung der medizinischen Lebensqualitätsparameter wurde darauf 
hingewiesen, daß eine Vielzahl medizinischer Lebensqualitätsparameter exi-
stiert. Deshalb werden im folgenden noch die Fragen des EORTC QLQ-C30 
Version 2.0 Lebensqualitätsmeßinstrumentes hier mit angegeben. Es handelt 
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sich dabei um einen krankheitsspezifischen Fragebogen für Tumorpatienten. 
Dabei werden die folgenden Fragen an den Patienten gestellt. 
 
  Nein Ja
1. Bereitet es Ihnen Schwierigkeiten, sich körperlich anzustrengen (z.B. eine 
schwere Einkaufstasche oder einen Koffer zu tragen)? 
1 2 
2. Bereitet es Ihnen Schwierigkeiten, einen längeren Spaziergang zu machen? 1 2 
3. Bereitet es Ihnen Schwierigkeiten, eine kurze Strecke außer Haus zu gehen? 1 2 
4. Müssen Sie den größten Teil des Tages im Bett oder in einem Sessel 
verbringen? 
1 2 
5. Brauchen Sie Hilfe beim Essen, Anziehen, Waschen oder Benutzen der 
Toilette? 
1 2 
 
Während der letzten Woche: 
 
  Überhaupt 
nicht 
Wenig Mäßig Sehr
6. Waren Sie bei Ihrer Arbeit oder bei anderen täglichen 
Beschäftigungen eingeschränkt? 
1 2 3 4 
7. Waren Sie bei Ihren Hobbys oder anderen 
Freizeitbeschäftigungen eingeschränkt? 
1 2 3 4 
8. Waren Sie kurzatmig? 1 2 3 4 
9. Hatten Sie Schmerzen? 1 2 3 4 
10. Mußten Sie sich ausruhen? 1 2 3 4 
11. Hatten Sie Schlafstörungen? 1 2 3 4 
12. Fühlten Sie sich schwach? 1 2 3 4 
13. Hatten Sie Appetitmangel? 1 2 3 4 
14. War Ihnen übel? 1 2 3 4 
15. Haben Sie erbrochen? 1 2 3 4 
16. Hatten Sie Verstopfung? 1 2 3 4 
17. Hatten Sie Durchfall? 1 2 3 4 
18. Waren Sie müde? 1 2 3 4 
19. Fühlten Sie sich durch Schmerzen in Ihrem alltäglichen 
Leben beeinträchtigt? 
1 2 3 4 
20. Hatten Sie Schwierigkeiten, sich auf etwas zu 
konzentrieren, z.B. auf das Zeitungslesen oder das 
Fernsehen? 
1 2 3 4 
21. Fühlten Sie sich angespannt? 1 2 3 4 
22. Haben Sie sich Sorgen gemacht? 1 2 3 4 
23. Waren Sie reizbar? 1 2 3 4 
24. Fühlten Sie sich niedergeschlagen? 1 2 3 4 
25. Hatten Sie Schwierigkeiten, sich an Dinge zu erinnern? 1 2 3 4 
26. Hat Ihr körperlicher Zustand oder Ihre medizinische 
Behandlung Ihr Familienleben beeinträchtigt? 
1 2 3 4 
27. Hat Ihr körperlicher Zustand oder Ihre medizinische 
Behandlung Ihr Zusammensein oder Ihre gemeinsamen 
Unternehmungen mit anderen Menschen 
beeinträchtigt? 
1 2 3 4 
28. Hat Ihr körperlicher Zustand oder Ihre medizinische 
Behandlung für Sie finanzielle Schwierigkeiten mit 
sich gebracht? 
1 2 3 4 
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29. Wie würden Sie insgesamt Ihren Gesundheitszustand während der letzten Woche 
einschätzen? 
1 2 3 4 5 6 7 
sehr 
schlecht 
     ausgezeichnet
 
30. Wie würden Sie insgesamt Ihre Lebensqualität während der letzten Woche einschätzen? 
1 2 3 4 5 6 7 
sehr 
schlecht 
     ausgezeichnet
 
Wie diese Fragen zeigen, unterscheidet sich dieser Fragebogen vom SF-36 so-
wohl im Aufbau, als auch im Inhalt. Alle bisher genannten medizinischen Le-
bensqualitätsparameter zeigen Unterschiede hinsichtlich der Art und Weise, 
wie die Eingangsgrößen ermittelt werden, der Anzahl der Eingangsgrößen und 
der Verknüpfung der Eingangsgrößen. Teilweise können die Unterschiede mit 
der hohen Spezialisierung der medizinischen Lebensqualitätsmeßinstrumentes 
begründet werden. 352 
 
7.2.3 Gesellschaftswissenschaftliche Lebensqualität 
 
Geschichtlich hat sich der Begriff der Lebensqualität von der wirtschaftlichen 
Sichtweise zur medizinischen Sichtweise immer mehr erweitert. Zunächst 
wurde allein das Bruttosozialprodukt pro Kopf der Bevölkerung verwendet 
(1945). Später hat man dann biologische (Lebensdauer, Größe etc.) und medi-
zinische Faktoren berücksichtigt. Seit einigen Jahren werden weitere Faktoren, 
wie z.B. Bildung und Demokratie, soziale Absicherung oder die Ausbildung 
der Bürger bei der Bildung eines Lebensqualitätsparameters berücksichtigt.  
 
Der Menschheitsentwicklungsindex (Human Development Index) der UNO 
versucht auf sehr einfache Weise, wirtschaftliche, gesundheitliche und soziale 
Faktoren zu erfassen. Der Index errechnet sich aus der Lebenserwartung, der 
Schreib- und Lesefähigkeit und dem Logarithmus des Pro-Kopf-Einkommens. 
Neben den Werten kann auch die Streuung der drei Parameter berücksichtigt 
werden. Dazu werden Klassen erstellt. Die Berechnung gestaltet sich wie folgt 
393: 
 
Für jeden Parameter, Lebenserwartung, Schreibfähigkeit und Einkommen, 
wird aus den Minimal-, Maximal- und den Landeswerten ein bezogener Wert 
berechnet: 
max
max min
ij ijj
ij
ij ijjj
X X
I
X X
−
= − , wobei j für den Index des Landes und i für 
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den Zähler der drei Parameter steht. Anschließend wird der Mittelwert aus den 
drei Parametern ermittelt 
3
1
3
ij
i
j
I
I ==
∑
. Der Human Development Index wird 
definiert als 1j jHDI I= − .  
Die Berechnung des Parameters wird an einem Beispiel vorgeführt. Dazu wer-
den die folgenden Eingangswerte benötigt 393: 
 
Die maximale Lebenserwartung in einem Land auf der Erde sei: 78,4 Jahre. 
Die minimale Lebenserwartung in einem Land auf der Erde sei: 41,8 Jahre. 
Die maximale Schreib- und Lesefähigkeit für Erwachsene in einem Land auf 
der Erde sei: 100 %. 
Die minimale Schreib- und Lesefähigkeit für Erwachsene in einem Land auf 
der Erde sei: 12,3 %. 
Das maximale Pro-Kopf-Einkommen in einem Land auf der Erde sei:  
3,68 (Logarithmus). 
Das minimale Pro-Kopf-Einkommen in einem Land auf der Erde sei:  
2,34 (Logarithmus). 
 
Für das zu untersuchende Land X gelte weiterhin:  
Lebenserwartung: 59,4 Jahre, 
Schreib- und Lesefähigkeit für Erwachsene: 60 %, 
Pro-Kopf-Einkommen: 2,90 (Logarithmus).  
 
Damit ergeben sich folgende Parameter: 
1
78,4 59,4 0,591
78,4 41,8X
I −= =− , 
2
100,0 60,0 0,456
100,0 12,3X
I −= =− , 
3
3,68 2,90 0,582
3,68 2,34X
I −= =− . 
Die drei Parameter werden zusammen geführt: 
0,591 0,456 0,582 0,519
3X
I + += =   
und der Index ergibt sich zu 1 0,519 0,481XHDI = − = . 
 
Die Berechnung des HDI ist allerdings seit seiner Einführung immer wieder 
variiert worden. 
 
Und selbstverständlich ist der Index von der Zeit abhängig. Eins der wesentli-
chen Ziele dieses Parameters ist die Darstellung der Veränderung der Lebens-
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qualität in den vergangenen Jahren. In Abb. 88 ist die Entwicklung des HDI für 
einen Zeitraum von 25 Jahren dargestellt. Außerdem findet sich in Abb. 89 und 
Abb. 90 die Häufigkeitsverteilung des HDI für die Jahre 1975 und 2000. Die 
drei Abbildungen können nur einen groben Überblick geben. Aus dem Linien-
gewirr in Abb. 88 soll ersichtlich werden, daß die überwiegende Anzahl der 
Länder auf der Erde innerhalb von 25 Jahren einen steigenden HDI vorweisen 
kann. Gemäß dieses Parameters hat sich die Lebensqualität in den meisten Län-
dern verbessert. Die Steigerungen sind für die einzelnen Länder unterschied-
lich. In vielen Entwicklungsländern sind stärkere Zunahmen des HDI zu beo-
bachten (bis zu 0,2) als in Industrieländern (0,1). Im Mittel ist der HDI in den 25 
Jahren um 0,1 gestiegen. Leider ist der Index aber auch in einigen Staaten, z.B. 
in Sambia oder im Irak, gefallen. 
 
0,0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1,0
1975 1980 1985 1990 1995 2000
Jahr
H
um
an
 D
ev
el
op
m
en
t I
nd
ex
 ( H
D
I)
 
Abb. 88: Entwicklung des HDI für 152 Länder zwischen 1975 und 2000 393 
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Abb. 89: Verteilung des HDI 1975 für 152 Länder 
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Abb. 90: Verteilung des HDI 2000 für 152 Länder 
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7.2.4 Ingenieurwissenschaftliche Lebensqualität 
 
Einen weiteren Beitrag zur Berücksichtigung der Lebensqualität in der Risiko-
forschung haben Ende der 90er Jahre kanadische und niederländische Forscher 
erbracht. Das Verfahren wurde primär für die Anwendung in den Ingenieurwis-
senschaften entwickelt. Ziel war es, ein Kriterium für die Effektivität von 
Schutzmaßnahmen zu einzuführen. 
 
Grundlage war wiederum ein allgemeingültiger mathematischer Ansatz der 
Form: 
( , , ,..., ,...)L f a b c e= . 
Die Variablen a, b, c etc. seien soziale Indikatoren, wie sie bereits diskutiert 
wurden. Vereinfachend wird angenommen, daß sich die Lebensqualität aus 
zwei Eingangsgrößen zusammensetzt: einer Funktion der finanziellen Lebens-
verhältnisse f(g), wobei g das Pro-Kopf-Einkommen sei, und einer Funktion 
des zeitlichen Lebensrahmens h(t). Die Lebensqualität sei das Produkt der bei-
den Funktionen 
( ) ( )L f g h t= ⋅ . 
Für den frei verfügbaren zeitlichen Lebensrahmen werden zwei Eingangsgrö-
ßen benötigt: zum einen die mittlere Lebenserwartung e für die Beschreibung 
der gesamten Lebenslänge und zum zweiten der Anteil der Lebenszeit w, der 
zur freien Verfügung für das Individuum steht. Der Anteil w setzt sich aus der 
mittleren Lebenserwartung, abgemindert durch den zeitlichen Anteil der Be-
rufstätigkeit zusammen: 
(1 )t w e= − ⋅ . 
Weiterhin wird aus mathematischer Sicht gewünscht, daß die Funktion nach 
jeder einzelnen Größe differenzierbar sei. Legt man fest, daß sich die Lebens-
qualität nicht ändern darf, so erhält man die Bedingung für die trotzdem mögli-
chen Änderungen des Einkommens und der Lebenserwartung: 
0 L Ldg de
g e
∂ ∂= +∂ ∂  und daraus folgt 
L
dg e
Lde
g
∂
∂= − ∂
∂
. 
Basierend auf dieser Definition kann man für bezogene Änderungen des Le-
bensqualitätsindex schreiben: 
( ) ( )
( ) ( ) g t
dL g df g dg t dh t dt dg dtk k
L f g dg g h t dt t g t
= ⋅ ⋅ + ⋅ ⋅ = + . 
Weiterhin soll gelten:  
const.g
t
k
k
=  
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Gemäß dieser Bedingung können zwei Differentialgleichungen erstellt werden 
1
( )
( )g
g df gk c
f g dg
≡ ⋅ =  und 2( )( )t
t dh tk c
h t dt
≡ ⋅ = , 
die als Lösung 
1( ) cf g g=  und 2 2( ) ((1 ) )c ch t t w e= = − ⋅  ergeben. 
Unter der Annahme, daß das Pro-Kopf-Einkommen mit der Lebensarbeitszeit 
in Verbindung gesetzt werden kann, erhält man für den Lebensqualitätsindex 
1 2( ) ((1 ) )c cL c w e w e= ⋅ ⋅ ⋅ − ⋅ . 
Nimmt man weiterhin an, daß man durch eine Kontrolle der Arbeitszeit seine 
Lebensqualität steuern kann, ergibt sich für eine maximale Lebensqualität  
0dL
dw
=  
und man erhält für die Konstanten: 
1 2 1
wc c
w
= ⋅ − . 
Führt man eine neue Konstante als Summe der beiden Konstanten ein, so kann 
man schreiben: 
1 2c c c+ = , 1c c w= ⋅ , 2 (1 )c c w= ⋅ −  
und weiter 
(1 ) (1 ) (1 )(1 )c w c w c w c w c wL g e c w g e⋅ − ⋅ − ⋅ −= ⋅ ⋅ ⋅ − ≈ ⋅ . 
Es gilt ungefähr 1c ≈ . Bei den Werten von 0,1 bis 0,2 für w gilt weiterhin 
(1 )(1 ) 1ww ⋅ −− ≈ . Damit kann man schreiben: 
(1 )w wL g e −= ⋅  und 
1
w
qwL g e g e−= ⋅ = ⋅ . 
Entscheidend sei aber für die Anwendung nicht der Absolutwert, sondern die 
Änderung des Lebensqualitätsindex. Änderungen können wie folgt angegeben 
werden: 
( )q qL g e g
e e
∂ ∂ ⋅= =∂ ∂  
1( )q qL g e q g e
g g
−∂ ∂ ⋅= = ⋅ ⋅∂ ∂  
1
1q
q
dg g g
de q g e e q−
= − = −⋅ ⋅  
10 de dg
e q g
= − + . 
 
Ein Grenzkriterium des Lebensqualitätsindex erhält man dann, wenn gilt 315: 
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0
1
dL de w dg
L e w g
= + ⋅ ≥− . 
Dieses Kriterium beschreibt die (positive) Veränderung der Lebensqualität. 
Diese Veränderung kann durch eine Veränderung der mittleren Lebenserwar-
tung e oder durch eine Veränderung der Einkommenssituation g erzielt werden. 
In der Regel wird eine Erhöhung der Lebenserwartung erkauft. Dieser Kauf 
kann z.B. eine Schutzmaßnahme sein. Damit sinkt das frei verfügbare Ein-
kommen. Mit dem vorgestellten Grenzkriterium kann man nun entscheiden, ob 
die höhere Lebenserwartung zu teuer erkauft wurde oder nicht.  
 
Bevor die Anwendung des Kriteriums gezeigt wird, sollen noch die Eingangs-
größen erläutert werden. Eine sinnvolle Investition in die Sicherheit und damit 
einhergehende Abnahme der finanziellen Mittel (dg < 0) sollte zu einer Verbes-
serung der Lebenserwartung (de > 0) führen.  
 
Das Differential der Veränderung des Pro-Kopf-Einkommens auf Grund einer 
Investition in die Sicherheit kann als Differenz genähert werden: 
11
1 1
wdg g e
g g e
−Δ Δ⎛ ⎞− ≈ − = − +⎜ ⎟⎝ ⎠ . 
Weiterhin wird die Änderung der mittleren Lebenserwartung benötigt. Dafür 
darf man vereinfachend annehmen 315: 
F
de dMC
e M
≈ − ⋅  
und man darf für die Änderung der Lebensqualität schreiben: 
11
1 1 0
1
w
F
dL dM w eC
L M w e
−⎡ ⎤Δ⎛ ⎞⎢ ⎥= − ⋅ + ⋅ − + ≥⎜ ⎟⎢ ⎥− ⎝ ⎠⎣ ⎦
. 
Die Änderung der Sterberate M darf man durch den Quotienten der Anzahl der 
möglichen Opfer zur Bevölkerungsanzahl abbilden: 
FNdM
N
= . 
Die Variablen bedeuten: 
 
dM Änderung der Sterberate, 
M Allgemeine Sterberate in einem Land, 
de Änderung der Lebenserwartung, 
e Lebenserwartung , 
NF Anzahl der möglichen Opfer für diesen Unfall, 
N Anzahl aller möglichen Opfer, 
CF Faktor zur Beschreibung der Form der Bevölkerungspyramide. 
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Der Faktor CF beschreibt die Krümmung der Bevölkerungspyramide eines 
Landes. Würden alle Menschen zur gleichen Zeit sterben, so wäre die Bevölke-
rungspyramide keine Pyramide, sondern ein Rechteck, der Wert von CF wäre 
dann 0 (Abb. 91). Ein Wert von 0,5 entspricht der idealen Pyramide, einer linear 
über das Alter abnehmenden Bevölkerung (Abb. 91). Der Wert von 1 entspricht 
einer konstanten Sterblichkeitsrate in jedem Alter. Die Bevölkerungspyramide 
folgt einer Exponentialfunktion (Abb. 91). Eine auf den Kopf gestellte Pyra-
mide könnte z.B. durch Überalterung entstehen (Abb. 93). 
 
Historisch bedingt haben viel Industrieländer die Werte zwischen 0,5 und etwa 
0,1 durchlaufen (Abb. 92). Beispielhaft sind die Bevölkerungspyramiden für 
Deutschland und Indien dargestellt. Zunächst sieht man auf der linken Seite die 
Pyramide von Deutschland ca. 1910. Die Pyramide war nahezu ideal ausgebil-
det. Nahezu einhundert Jahre später hat sich das Aussehen der Pyramide deut-
lich geändert. Der untere Teil (junge Menschen) kommt dem Rechteck sehr 
nahe. Es gibt allerdings einen deutlichen Berg. Dieser stammt aus einer Zeit mit 
deutlich höheren Geburtenraten in Deutschland. Außerdem sieht man bei den 
höheren Altersgruppen auch noch die Einschnitte des Krieges. Im Jahre 2050 
wird das Szenario der umgekehrten Pyramide in Grenzen eintreten. Der über-
wiegende Anteil der deutschen Bevölkerung wird älter als 50 Jahre sein. Na-
hezu 40 % der Bevölkerung werden älter als 60 Jahre sein. Der Anteil der jun-
gen Bevölkerung (unter 20 Jahre) wird von 20 % auf 15 % fallen. Die Bevölke-
rungspyramide von Indien im Jahre 1999 ähnelt der von Deutschland aus dem 
Jahre 1910. Langfristig zeichnet sich aber auch für Indien eine Veränderung der 
Altersstruktur im Sinne der Industrieländer ab. 
 
Alter
C =F 0,5
Anzahl
Alter
C =F 0
Anzahl
Alter
C =F 1
Anzahl 
 
Abb. 91: Verschiedene theoretische Formen von Bevölkerungspyramiden 
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Abb. 92: Verschiedene historische und zukünftige Bevölkerungspyramiden für 
Deutschland und Indien  
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Abb. 93: Arten von Bevölkerungspyramiden 398 
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Abb. 94: Entwicklung von Geburts- und Sterberaten zu verschiedenen Zeiten 
und in verschiedenen Ländern 398 
 
Ob eine Bevölkerung wächst oder schrumpft hängt von der Natalität und Mor-
talität ab. Die Natalität ist die Geburtenrate und die Mortalität ist die Sterberate. 
Beide haben sich in den letzten einhundertfünfzig Jahren stark verändert, wie 
Abb. 94 zeigt. Sie hängen vom gesamtgesellschaftlichen Entwicklungsstand 
ab, wobei es in den verschiedenen Kulturen durchaus auch Unterschiede gibt. 
Prinzipiell aber kann man feststellen, daß sowohl die Geburten- als auch Ster-
beraten in feudalen Gesellschaften sehr hoch waren. Mit dem Beginn der Indu-
strialisierung und der Verbesserung der Lebensbedingungen sank die Sterbe-
rate. Die Geburtenrate blieb aber weiterhin hoch. Das führte zu einer Bevölke-
rungsexplosion. Der Unterschied zwischen den beiden Raten wird in diesem 
Entwicklungsstadium auch als demographischer Überhang bezeichnet. Nach 
einer gewissen Zeit sinkt aber auch die Geburtenrate, so daß sich beide Werte 
auf einem deutlich niedrigeren Niveau wieder treffen.  
 
Bevölkerungsveränderungen traten aber nicht erst in den letzten 100 Jahren auf, 
sondern wurden auch schon in der früheren Menschheitsgeschichte beobachtet 
(Tab. 84). Nach dem Ende des Römischen Reiches sank die Bevölkerung in 
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Westeuropa deutlich. Erst im Mittelalter konnte wieder ein Bevölkerungs-
wachstum erreicht werden. Der große Rückgang der Bevölkerung im 14. Jahr-
hundert ist auf die Pest zurückzuführen. Im 15. und 16. Jahrhundert wurden 
wieder relativ hohe Wachstumsraten erreicht. Das geringe Wachstum im 17. 
Jahrhundert wurde vermutlich durch den Dreißigjährigen Krieg verursacht. Mit 
dem Beginn der Industriellen Revolution stieg das Wachstum der westeuropäi-
schen Bevölkerung sprunghaft an. 375 
 
Tab. 84: Durchschnittliches Wachstum der westeuropäischen Bevölkerung seit 
2000 Jahren 375 
 
Zeitraum Bevölkerungswachstum in % 
0-200   0,06 
201-600  -0,10 
601-1000   0,08 
1001-1300   0,28 
1301-1400  -0,34 
1401-1500   0,32 
1501-1600   0,24 
1601-1700   0,08 
1701-1820   0,41 
1821-1998   0,60 
 
Eine weitere wichtige Eingangsgröße für die Berechung des Lebensqualitätsin-
dex ist das Verhältnis von Arbeits- zu Lebenszeit w. Bevor der Wert aber hier 
genauer angegeben wird, sollen einige historische Angaben zur Arbeitszeit er-
folgen (Tab. 85 und Tab. 86). Im Jahre 1700 arbeitete ein Beschäftigter pro 
Jahr knapp 2.300 Stunden. Einhundert Jahre später warf bereits die Industrielle 
Revolution ihre Schatten voraus: Die Arbeitszeit war auf 2.500 Stunden gestie-
gen. Der historisch größte Wert wurde 1850 in der Blüte der Industriellen Re-
volution erreicht: über 3.000 Stunden pro Jahr. Die 60-Stunden-Woche war die 
Regel. Seit dieser Zeit ist die jährliche Arbeitsbelastung wieder gefallen und 
liegt heute etwa bei 1.700 Stunden, also ungefähr der Hälfte der jährlichen Ar-
beitszeit pro Jahr. Dazu kommt noch, daß die Lebenserwartung um 1850 deut-
lich unter der heutigen, aber das Arbeitseintrittsalter deutlich vor dem heutigen 
lag. Wie groß ist aber nun der Wert w für einen jetzt lebenden Menschen? 
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Tab. 85: Die durchschnittliche Arbeitszeit je Jahr 375 
 
Jahr Tage je Jahr 365 Arbeitstage Arbeitsstunden 
 Sonntage 52  Tag Woche Jahr 
1700 Feiertage 72 189 12 43,6 2268 
 Blaue Montage 52     
1800 Feiertage 53 208 12 48 2496 
 Blaue Montage 52     
1850 Feiertage 53 260 12 60 3120 
1975 Feiertage 15 225 9 38,9 2025 
 Urlaubstage 21     
 Freie Samstage 52     
1985 Feiertage 12 219 8 33,7 1752 
 Urlaubstage 30     
 Freie Samstage 52     
 
Tab. 86: Verhältnis von Arbeits- zu Nichtarbeitsjahren 375 
 
Jahr Berufs-
eintritts-
alter 
Berufs-
austritts-
alter 
Lebens-
jahre 
Arbeits-
jahre 
Nicht-
arbeits-
jahre 
Verhältnis Arbeits- zu 
Nichtarbeits-jahren 
1700 8 30 30 22 8 2,8:1 
1800 7 35 35 28 7 4:1 
1900 14 45 45 31 14 2,2:1 
1975 16 64 71 48 23 2,1:1 
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13%
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1) während der 
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Abb. 95: Anteil der Arbeitszeit an der Lebenszeit 
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Dazu erfolgt eine Beispielrechnung. Grundlage für Abb. 95 war ein Mensch mit 
einer Lebenslänge von 80 Jahren, einer Lebensarbeitszeit von 45 Jahren, 15 
Jahren Rente und 20 Jahren Kindheit, Schule und Ausbildung. Die wöchentli-
che Arbeitszeit wurde mit 45 Stunden angenommen. Im Mittel standen dem 
Menschen 30 Tage Urlaub und 5 Feiertage pro Arbeitsjahr zu. Gemäß der Ab-
bildung ergibt sich ein Anteil der Arbeitszeit an der Lebenszeit von ca. 13 %. 
Eine Erhöhung der Arbeitszeit um eine Stunde pro Tag für die 45 Lebensjahre 
steigert den Anteil um ca. 1 %. Bei zwölf Stunden Arbeitszeit über 45 Jahre be-
trägt der Arbeitszeitanteil bereits über 20 % an der Lebenszeit.  
 
Für den folgenden Vergleich gilt wieder die ursprüngliche Wochenarbeitszeit 
von 45 Stunden. Verringert oder erhöht sich die Lebenserwartung um ein Jahr, 
so steigt oder sinkt das Verhältnis Arbeits- zu Lebenszeit etwa um 0,25 %. Sinkt 
die Lebenserwartung auf 75 Jahre, so steigt das Verhältnis auf ca. 14 %. Sinkt 
die Lebenserwartung auf 65 Jahre, beträgt die Arbeitszeit bereits 16 % der Le-
benszeit. Beginnt man bereits mit 19 Jahren zu arbeiten, so steigt das Verhältnis 
um ca. 0,3 % pro Arbeitsjahr. 
 
Die dritte Größe im Lebensqualitätsindex war die mittlere Lebenserwartung. 
Die Entwicklung der Lebenserwartung war bereits diskutiert worden.  
 
Nach der Diskussion der drei Eingangsparameter erscheint es günstig, die Pa-
rameter graphisch darzustellen. Dies erfolgt zunächst für die mittlere Lebens-
erwartung und das mittlere Pro-Kopf-Einkommen in Abb. 96. Offensichtlich 
scheint es eine Korrelation zwischen den beiden Größen zu geben. Vereinfa-
chend kann man diesen Zusammenhang in zwei Bereiche unterteilen: einen Be-
reich, in dem ein Wachstum des Pro-Kopf-Einkommens mit einem sehr 
schnellen Wachstum der Lebenserwartung verbunden ist und ein zweiter Be-
reich, in dem sich mit einem Wachstum des Pro-Kopf-Einkommens nur ein 
sehr langsames Anwachsen der mittleren Lebenserwartung einstellt. Der Über-
gang liegt etwa bei 2.000 bis 4.000 Euro bzw. Dollar pro Jahr. Ab diesem Ein-
kommen scheint sich eine funktionierende Wirtschaft herauszubilden. Es ist 
auch möglich, den Zusammenhang mit drei Abschnitten zu beschreiben. Dann 
liegt der zweite Übergang etwa bei 14.000 Euro bzw. Dollar. Dieser Bereich 
wird etwa der Übergang in ein entwickeltes Industrieland sein. Offensichtlich 
führt ein Anwachsen der zur Verfügung stehenden finanziellen Mittel nur noch 
sehr mühsam zu einer Erhöhung der mittleren Lebenserwartung. Das erscheint 
auch vernünftig, denn die biologisch mögliche Lebensspanne des Menschen 
läßt sich nur noch mit einem exponentiell wachsenden Aufwand verlängern. 
Dieser immer lockerer werdende Zusammenhang zwischen finanziellen Res-
sourcen und mittlerer Lebenserwartung kann auch so interpretiert werden, daß 
andere Faktoren eine wichtigere Rolle spielen, so z.B. die Lebensqualität, die 
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Ausbildung und damit der Umgang mit sich und seiner Umwelt, die Ernährung, 
die genetischen Voraussetzungen etc. Würden wir allerdings die Faktoren ge-
nau kennen, so würden Menschen mit hohen finanziellen Ressourcen dieses 
Wissen kaufen und für sich anwenden.  
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Abb. 96: Pro-Kopf-Einkommen, mittlere Lebenserwartung und Lebensquali-
tätsindex L für 170 Länder 59, 285, 317, 358, 93, 20, 165, 366 
 
Abb. 96 zeigt nicht nur den Zusammenhang zwischen mittlerer Lebenserwar-
tung und Pro-Kopf-Einkommen, sondern auch den Lebensqualitätsindex L. 
Alle drei Größen sind für verschiedene Staaten auf der Erde sowohl für den 
heutigen Zeitpunkt als auch für einen Zeitpunkt vor ca. 150 Jahren angegeben. 
Am effektivsten im Sinne einer Verbesserung der Lebensqualität wäre eine 
Steigerung senkrecht zu den Linien mit einem konstanten Lebensqualitätsin-
dex. Dies ist aber leider nicht möglich, da die tatsächliche Kurve immer flacher 
zum Lebensqualitätsindex verläuft. 
 
Im Diagramm mit dem Bruttosozialprodukt pro Kopf und der mittleren Le-
benserwartung ist recht deutlich eine Hauptströmung erkennbar. Einige arme 
Länder liegen etwas abseits der Hauptströmung. Häufig zeichnen sich diese 
Länder durch strukturelle Vorteile aus, wie z.B. Bodenschätze, die zu einem 
sehr schnellen Anstieg des Bruttosozialproduktes führten, aber nicht gleichzei-
tig zu einer Verbesserung der Lebensbedingungen. Gelegentlich schlägt sich 
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die wirtschaftlich bessere Lage auch noch nicht in einer Erhöhung der Lebens-
erwartung nieder.  
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Abb. 97: Wanderungsbewegung von Ländern auf der Hauptkurve 
 
Neben der Wanderung der Länder innerhalb der Hauptströmung gibt es noch 
eine zweite Bewegung der Länder innerhalb des Diagramms, einen sogenann-
ten Seitendrift. Dieser Seitendrift führt dazu, daß sich die Hauptströmung selbst 
bewegt. Der Seitendrift läßt sich recht einfach erklären. Bleibt in einem recht 
wohlhabenden Land die wirtschaftliche Entwicklung stehen, gibt es in der Re-
gel trotzdem für eine gewisse Zeit eine leichte Erhöhung der mittleren Lebens-
dauer.  
 
Bruttosozialprodukt pro Kopf
M
itt
le
re
 L
eb
en
se
rw
ar
tu
ng
Seitendrift
 
 
Abb. 98: Seitendrift der Hauptkurve 
 
Logarithmiert man die Achsen in Abb. 96, so erhält man die Abb. 99. In diesem 
Diagramm wird deutlich, daß es eine Art Hauptentwicklungsrichtung der Län-
der auf der Erde gibt. In Abb. 100 ist weiterhin noch berücksichtigt, daß das 
Verhältnis von Arbeits- zu Lebenszeit in Entwicklungsländern ungünstiger ist 
als in Industrieländern. Daher drehen sich die Achsen, die einen konstanten Le-
bensqualitätsindex darstellen. In Abb. 101 erfolgt die Einführung von bezoge-
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nen Werten. Die x- und y-Achsen sind jetzt normiert und einheitenfrei. Die x-
Achse gibt nur noch ein bezogenes Pro-Kopf-Einkommen und die y-Achse eine 
bezogene mittlere Lebenserwartung an. Gleichzeitig wurde die Linie des zuge-
hörigen Lebensqualitätsindex eingezeichnet, die durch den Ursprung verläuft. 
Nun ist es möglich, die Konsequenzen für verschiedenste Maßnahmen zum 
Schutz von Menschenleben in das Diagramm einzutragen. Dazu berücksichtigt 
man auf der x-Achse die Kosten, in dem man vom Pro-Kopf-Einkommen die 
Kosten pro Kopf für die Schutzmaßnahme abzieht und anschließend durch das 
Pro-Kopf-Einkommen teilt. Dadurch erhält man einen bezogenen Wert kleiner 
1. Im Gegenzug sollte die mittlere Lebenserwartung durch die Schutzmaß-
nahme steigen. Hier sollte ein Wert größer 1 herauskommen. Eine Schutzmaß-
nahme ist dann sinnvoll, wenn die Lebensqualität sich vergrößert, daß heißt 
wenn der neue Punkt oberhalb der Linie der konstanten Lebensqualität in Abb. 
102 liegt. Befindet sich der Wert darunter, dann verringert die Schutzmaß-
nahme die Lebensqualität (Abb. 103). Übrigens kann die Lebensqualität auch 
erhöht werden, in dem man auf Schutzmaßnahmen verzichtet. Ist eine Schutz-
maßnahme besonders preisintensiv, führt aber nur zu einer unwesentlichen Er-
höhung der mittleren Lebenserwartung, dann sollte man darauf verzichten. In 
Abb. 104 sind verschiedene Maßnahmen eingetragen. Anhand dieser graphi-
schen Darstellung wird sehr schnell deutlich, welche Maßnahmen sinnvoll sind 
und welche nicht. 
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Abb. 96: Lebensdauer-
Pro-Kopf-Einkommen 
Diagramm und Darstel-
lung der Lebensqualität 
 
 
 
Abb. 99: Lebensdauer-
Pro-Kopf-Einkommen 
Diagramm mit logarith-
mischen Achsen 
 
 
 
Abb. 100: Lebensdauer-
Pro-Kopf-Einkommen 
Diagramm mit logarith-
mischen Achsen und Be-
rücksichtigung der Ver-
änderung der Arbeits- zu 
Lebenszeit in ärmeren 
Ländern  
 
 
 
 
Abb. 101: Lebensdauer-
Pro-Kopf-Einkommen 
Diagramm mit bezoge-
nen logarithmischen 
Achsen. Bezugspunkte 
waren die mittlere Le-
benserwartung und das 
Pro-Kopf-Einkommen in 
Deutschland. 
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Abb. 102: Detaildarstel-
lung des Koordinatenur-
sprungs des Diagramms 
(Abb. 101), wobei die 
Länderangaben aus dem 
Diagramm entfernt 
wurden. 
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Abb. 103: Detaildarstel-
lung des Koordinatenur-
sprungs des Diagramms 
mit Berücksichtigung 
der Lebensqualität 
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Abb. 104: Eintrag von 
Schutzmaßnahmen in 
das Diagramm. 
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8 Optimale Investitionen zum Schutz von 
Menschen 
8.1 Lebensjahrkosten 
 
Die Frage nach der Wirtschaftlichkeit von Sicherungs- bzw. Schutzmaßnah-
men kann man auch anders formulieren. Anstelle des Vergleiches der Verände-
rung der mittleren Lebenserwartung durch eine mit bestimmten Kosten ver-
bundene Schutzmaßnahme kann man auch für eine der beiden Veränderlichen – 
Lebenserwartung und Kosten – einen Wert festlegen und den zugehörigen an-
deren Wert bestimmen. Der festgehaltene Wert kann z.B. ein Lebensjahr sein. 
 
Bereits das Konzept der verlorenen Lebensjahre erlaubt in diesem Sinne die Be-
urteilung der Effektivität von Maßnahmen zum Schutz von Menschen. Hierzu 
werden die Kosten der Schutzmaßnahme in Beziehung zum Erfolg gesetzt. 
Unter Erfolg versteht man hierbei ein zusätzliches Lebensjahr. Man kann also 
ausdrücken, was ein zusätzlich gewonnenes Lebensjahr kostet. 
 
Für diesen Wert kann man in der Tat die Kosten bei verschiedenen Schutzmaß-
nahmen angeben. Mitte der 90er Jahre wurden über 500 solcher Werte für die 
USA ermittelt 381. Auch in Schweden wurden zahlreiche Werte dafür erfaßt 318 
(Abb. 105). Die Untersuchungen zeigen, daß die Kosten für den Zugewinn ei-
nes Lebensjahres eine außergewöhnlich hohe Streuung aufweisen. Für die USA 
wurden Werte zwischen wenigen Dollar und mehreren Milliarden Dollar ge-
schätzt. Die teurer zugewonnenen Lebensjahre sind zu teuer erkauft, denn mit 
der Investition dieses Geldes hätte man bei billigen Maßnahmen mehr Lebens-
jahre erkaufen können. Das hätte für viele Menschen ein längeres Leben be-
deutet.  
 
Man schätzt, daß in den USA bei gleicher Investitionssumme für alle gesell-
schaftlichen Schutzmaßnahmen ca. 60.000 Menschenleben pro Jahr zusätzlich 
gerettet werden können. Wie kommt man zu solchen Schätzungen? Dazu ein 
Beispiel: Eine Untersuchung des Blutes von Neugeborenen auf Sichelzellen 
und die anschließende Behandlung würden in den USA etwa 200.000 US-Dol-
lar pro Jahr kosten. Damit könnten in der Summe 800 Jahre Lebenszeit gewon-
nen werden. Das ergibt 200.000 US-Dollar/800 Jahre = 250 US-Dollar pro Le-
bensjahr. Herztransplantationen kosten in den USA pro Jahr etwa 250 Mil-
lionen US-Dollar. Für alle Patienten zusammen erreicht man einen Zuwachs 
von 1.600 Lebensjahren. Das ergibt 250 Millionen US-Dollar/1.600 = 160.000 
US-Dollar pro Lebensjahr. Während also die eine Behandlung 250 US-Dollar 
pro zusätzlich gewonnenem Lebensjahr kostet, betragen die Kosten der ande-
288 
ren Behandlung etwa den sechshundertfachen Wert. Würde man die Gelder aus 
der Herztransplantation in die Blutuntersuchung der Neugeborenen investie-
ren, so könnte man etwa eine Million Lebensjahre gewinnen: 
 
250.000.000 1.000.000
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Abb. 105: Häufigkeiten von Kosten pro gerettetem Lebensjahr 381, 318 
 
Es wurde dabei vereinfachend angenommen, daß sich die Ergebnisse der Be-
handlungen linear zu den Investitionen verhalten. In der Regel sind die Zu-
sammenhänge jedoch nichtlinear. Abb. 106 zeigt verschiedene Möglichkeiten. 
Das linke Diagramm ist ein Beispiel für einen linearen Zusammenhang zwi-
schen Kosten und zusätzlich erzielten Lebensjahren. Im mittleren Diagramm 
steigt die Ausbeute mit zunehmendem Investitionsvolumen und im letzten 
Beispiel bringen immer höhere Investitionen eine immer geringere Ausbeute. 
In der Praxis findet man auch deutlich komplexere Funktionen.  
 
Unabhängig von der Art des mathematischen Zusammenhanges erreicht man 
ein Optimum, wenn man mit den zur Verfügung stehenden finanziellen Mitteln 
ein Maximum an Lebensjahren gewinnt. Heute stehen Verfahren, wie z.B. der 
Lebensqualitätsindex nach Nathwani, Pandey und Lind bereit, um die Effekti-
vität von Schutzmaßnahmen zu prüfen. Basierend auf den beschriebenen Um-
formungen des Lebensqualitätsindex ist man in der Lage, ein wirtschaftliches 
Kriterium für die Akzeptanz oder Ablehnung von Schutzmaßnahmen einzufüh-
ren. Die Grundlage dieses Kriteriums besteht darin, daß durch eine solche 
Maßnahme die Lebensqualität steigen muß.  
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Abb. 106: links eine lineare, in der Mitte eine asymptotisch verlaufende und 
rechts eine exponentiell wachsende Funktion der gewonnenen Lebensjahre in 
Abhängigkeit von den Kosten 
 
So kann man eine Grenze der Kosten pro gewonnenem Lebensjahr angeben, die 
einem konstanten Lebensqualitätsindex entspricht. In anderen Worten: Maß-
nahmen, die billiger sind als bestimmte Zielkosten, sollten ausgeführt werden, 
da sie die Lebensqualität in dem Land verbessern. Auf Maßnahmen, deren Ko-
sten oberhalb der ermittelten Zielkosten liegen, sollte verzichtet und das Geld in 
andere Schutzmaßnahmen transferiert werden.  
 
Die folgende Formel ist das Ergebnis der Umformungen des Lebensqualitäts-
index und gibt die maximalen Kosten für eine Schutzmaßnahme an: 
 
1 2
1 ( )F F f f
w C NC g P P
w M
− ⋅= ⋅ ⋅ ⋅ − . 
 
In dieser Formel findet sich das Verhältnis von Arbeits- zu Lebenszeit w, die 
Form der Bevölkerungspyramide CF, die allgemeine Sterblichkeit M, die mög-
liche Anzahl der Opfer NF basierend auf historischen Erhebungen, das Brutto-
sozialprodukt pro Kopf g und die Änderung der Unfallwahrscheinlichkeit 
durch die Schutzmaßnahme (Pf1-Pf2). Pf1 ist die Unfallwahrscheinlichkeit im 
Originalzustand und Pf2 ist die Wahrscheinlichkeit nach der Durchführung der 
Schutzmaßnahme. Wie man sieht, gehen die Faktoren multiplikativ ein. Eine 
Verdopplung der Opferzahlen führt zu einer Verdopplung der zulässigen Ko-
sten. Das gleiche gilt für die Verdopplung des Bruttosozialproduktes pro Ein-
wohner.  
 
8.2 Lebenskosten 
 
Bisher wurden die Kosten auf ein Lebensjahr bezogen. Wählt man statt dessen 
als zusätzlich gewonnene Lebensdauer die halbe mittlere Lebenserwartung, so 
ergibt sich 208: 
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1
4
g e wICAF
w
⋅ −= ⋅ . 
Dieser Parameter wird als ICAF (implied cost of averting a fatality) bezeichnet. 
Mittels dieses Parameters kann man den statistischen Wert eines Menschenle-
bens ermitteln. Es geht hierbei nicht um den finanziellen Wert eines existieren-
den Menschen, sondern um eine finanzielle Größe, die die Bereitschaft der 
menschlichen Gesellschaft zum Schutz von Menschen vor möglichen Gefahren 
beschreibt. Im folgenden wird der Wert für Deutschland ermittelt: 
 
1 23.742 77,5 1 0,125 3.220.000
4 4 0,125
g e wICAF
w
⋅ − ⋅ −= ⋅ = ⋅ =  €. 
 
Die genannten Formeln basieren auf den theoretischen Herleitungen des Le-
bensqualitätsindex. Um einen Anhaltspunkt zu erhalten, welche Kosten zum 
Schutz eines Menschen für die Bevölkerung akzeptabel sind, wurden bereits 
vor vielen Jahren Befragungen durchgeführt 412, 414. Diese Werte sind ebenso 
wie die nach dem oben genannten Berechnungsverfahren in Tab. 87 zusam-
mengestellt. Es zeigt sich, daß beide Wege, die subjektive Schätzung der Be-
völkerung und das mathematische Hilfsmittel, werden sie nun als ICAF, Wil-
lingness to Pay (WTP) oder als Value of a Statistical Life (VSL) bezeichnet, zu 
ähnlichen Werten führen. Die Tabelle erlaubt zusätzlich den Vergleich histori-
scher Zahlen. Eine graphische Darstellung der Zahlen findet sich in Abb. 107 
und Abb. 108. In den Abbildungen sind über einhundert Werte, die sowohl auf 
empirischen Studien als auch auf dem Lebensqualitätsindex basieren, zusam-
mengetragen.  
 
Man sieht deutlich, wie der Betrag seit etwa einhundertfünfzig Jahren gewach-
sen ist. Die historischen Werte sind natürlich nicht empirischer Art, sondern 
wurden mit dem Lebensqualitätsindex berechnet. Außerdem ist es interessant, 
festzustellen, daß Großbritannien damals den höchsten Wert besaß. Großbri-
tannien war damals die stärkste Wirtschaftsmacht der Welt. Das Pro-Kopf-
Einkommen war das höchste der Welt, die mittlere Lebenserwartung war in al-
len Ländern noch sehr niedrig. Damit war der Lebensqualitätsindex in Groß-
britannien der höchste der Welt. Die nächsten Werte liegen etwa ab 1980 vor. 
Es handelt sich hierbei überwiegend um empirische Werte aus Europa und den 
USA. Zu beachten sind wieder die Maximalwerte: Erdölplattformen in Groß-
britannien und der Tunnelbau in der Schweiz. Bei beiden Maßnahmen stehen 
starke finanzielle Ressourcen zur Verfügung. Die Erdölindustrie erlebte in Eu-
ropa nach dem Ölschock der 70er Jahre einen ungeheuren Aufschwung. Es 
wurden weitreichende Investitionen getätigt, die unter anderem in den Schutz-
maßnahmen wiederzufinden sind. In der Schweiz existieren seit Generationen 
günstige finanzielle Rahmenbedingungen, so daß sich hieraus der hohe Wert 
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ableiten läßt. Am unteren Ende liegen die ärmsten Länder der Welt. Sierra 
Leone wurde im Jahre 2000 durch die UNO der niedrigste Entwicklungsindex 
aller UNO-Mitgliedsländer zugeordnet. Der Wert liegt unterhalb der Werte der 
Industrieländer vor einhundertfünfzig Jahren. Geht man vereinfacht davon aus, 
daß der ICAF in den letzten einhundert Jahre konstant in allen Ländern der Erde 
gestiegen ist, so dürften die Werte in Afrika damals bei 100 bis 1.000 US-Dollar 
gelegen haben. Wenn man bedenkt, wie sich die Kolonialmächte zu dieser Zeit 
in Afrika gegenüber der Zivilbevölkerung verhielten, so scheint die Wahl die-
ser Wert nicht ganz unberechtigt zu sein. In anderen Worten: Die afrikanische 
Zivilbevölkerung besaß für die Besatzer nur einen geringen Wert. 
 
Aber kehren wir zu aktuellen Werten zurück. Deutschland liegt mit seinen 
ICAF-Werten im Jahre 2000 etwa im oberen Viertel. Der Wert dürfte für 
Deutschland zwischen 5 und 10 Millionen Euro liegen. Man sieht aber, daß der 
Wert in den letzten zwanzig Jahren nicht zweifelsfrei festgelegt wurde. Ver-
schiedene Verfahren von verschiedenen Autoren führten zu unterschiedlichen 
Zahlenangaben. Abb. 109 zeigt außerdem, daß der statistische Wert eines Men-
schenlebens offensichtlich nicht über die gesamte Lebensdauer konstant ist. 
Zusätzlich scheint es Unterschiede zwischen staatlichen Anforderungen und 
privatwirtschaftlichen Betrieben zu geben.  
 
Hier ist zu bedenken, daß staatliche Behörden Sicherheit als vordringliche Auf-
gabe ansehen und sich weniger unter ökonomischen Zwängen befinden als am 
freien Markt operierende Firmen, denen allerdings Schadensersatzforderungen 
drohen können. Gleichzeitig operieren Firmen nicht im rechtsfreien Raum und 
haben sich den gesellschaftlichen Sicherheitsanforderungen unterzuordnen. 
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Abb. 107: ICAF/VSL/WTP in verschiedenen Ländern nach Tab. 87 und Tab. 88 
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Abb. 108: ICAF/VSL/WTP in verschiedenen Ländern nach Tab. 87 und Tab. 88 
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Tab. 87: ICAF in verschiedenen Ländern 
 
Nr Land Jahr g M e w ICAF  CF 
   Pro-Kopf-
Einkom-
men in US-
Dollar 
Sterbe-
rate 
Mittlere 
Lebens-
erwartung 
in Jahren 
Arbeits- 
zu 
Lebens-
zeit  
in US-
Dollar  
1999 bzw. 
1998 
Form-
faktor 
bzw. 
Lit. 
1 Großbritannien 1850 3.109 0,01 1) 39,5 0,15 1)   1,74·105 315 
2 USA 1850 1.886 0,01 1) 29,5 0,15 1)   7,88·104 315 
3 Finnland 1850 1.840 0,01 1) 40 0,15 1)   1,04·105 315 
4 Niederlande 1850 2.482 0,01 1) 37,3 0,15 1)   1,31·105 315 
5 Schweden 1850 1.394 0,01 1) 43,9 0,15 1)   8,67·104 315 
6 Deutschland 1850 1.400 0,01 1) 37,1 0,15 1)   7,36·104 315 
7 Australien 1850 4.027 0,01 1) 46 0,15 1)   2,62·105 315 
8 Japan 1850 969 0,01 1) 38 0,15 1)   5,22·104 315 
9 USA 1984 10.771  74,7    1,41·106 358 
10 Norwegen 1984 8.731  76,2    1,16·106 358 
11 Großbritannien 1984 6.182  74,5    8,05·105 358 
12 Deutschland 1984 6.456  74,5    8,41·105 358 
13 Kanada 1984 9.041  76,4    1,21·106 358 
14 Australien 1984       1,18·106 358 
15 Österreich 1984       6,67·105 358 
16 Belgien 1984       6,56·105 358 
17 Dänemark 1984       8,31·105 358 
18 Finnland 1984       8,31·105 358 
19 Frankreich 1984       7,44·105 358 
20 Griechenland 1984       1,16·105 358 
21 Irland 1984       4,36·105 358 
22 Italien 1984       8,77·105 358 
23 Japan 1984       7,69·105 358 
24 Niederlande 1984       6,05·105 358 
25 Neuseeland 1984       1,23·106 358 
26 Portugal 1984       4,15·105 358 
27 Spanien 1984       4,92·105 358 
28 Schweden 1984       1,13·106 358 
29 Schweiz 1984       1,09·106 358 
30 USA 1994 11.038  75,7    1,46·106  
31 Norwegen 1994 12.301  77,7    1,67·106  
32 Großbritannien 1994 7.557  76,9    1,01·106  
33 Deutschland 1994 10.874  76,3    1,45·106  
34 Kanada 1994 8.047  78,1    1,09·106  
35 Australien 1994       1,08·106 358 
36 Österreich 1994       1,45·106 358 
37 Belgien 1994       1,30·106 358 
38 Dänemark 1994       1,59·106 358 
39 Finnland 1994       1,10·106 358 
40 Frankreich 1994       1,36·106 358 
41 Griechenland 1994       5,38·105 358 
42 Irland 1994       8,31·105 358 
43 Italien 1994       1,04·106 358 
44 Japan 1994       2,23·106 358 
45 Niederlande 1994       1,28·106 358 
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46 Neuseeland 1994       8,62·105 358 
47 Portugal 1994       5,13·105 358 
48 Spanien 1994       7,23·105 358 
49 Schweden 1994       1,34·106 358 
50 Schweiz 1994       2,21·106 358 
51 Sierra Leone 2000 510 0,01 1) 34 0,15 1)   2,46·104  
52 Nigeria 1998 1.211 0,01 1) 50 0,15 1)   8,58·104  
53 Sambia 2000 880 0,01 1) 37 0,15 1)   4,61·104  
54 Australien 1998 2.1382 0,01 1) 78 0,15 1)   2,36·106 288 
55 Indien 1998 1.628 0,01 1) 59 0,15 1)   1,36·105 288 
56 Saudi-Arabien 1998 10.283 0,01 1) 70 0,15 1)   1,02·106 288 
57 Frankreich 1998 23.357 0,01 1) 78 0,15 1)   2,58·106 288 
58 Rußland 1998 4.582 0,01 1) 67 0,15 1)   4,35·105 288 
59 China 1998 3.686 0,01 1) 71 0,15 1)   3,71·105 288 
60 Japan 1998 24.938 0,01 1) 80 0,15 1)   2,83·106 288 
61 Brasilien 1998 6.007 0,01 1) 67 0,15 1)   5,70·105 288 
62 Argentinien 1998 9.861 0,01 1) 72 0,15 1)   1,01·106 288 
63 USA 1998 30.462 0,01 1) 76 0,15 1)   3,28·106 288 
64 Mexiko 1998 7.499 0,01 1) 72 0,15 1)   7,65·105 288 
65 Kanada 1998 23.296 0,01 1) 78 0,15 1)   2,57·106 288 
66 Kongo/Zaire 2000 345 0,01 1) 49,4 0,125   2,98·104  
67 Luxemburg 2000 30.352 0,01 1) 77,6 0,125   4,12·106  
68 Kanada 1999 19.170 0,0073 76,4 0,125   2,56·106 0,14  
69 USA 1999 31.872 0,0087 77,1 0,125   4,30·106 0,16 
70 Deutschland 1999 23.742 0,01042 77,5 0,125   3,22·106 0,13 
71 Schweden 1999 25.580 0,01061 79,1 0,125   3,54·106 0,14 
72 Japan 1999 24.898 0,00834 80,1 0,15   2,83·106 0,13 
73 Frankreich 1999 24.900 0,00909 77,6 0,125   3,38·106 0,15 
74 Kolumbien 1999 5.500 0,00523 69,3 0,15   5,40·105 0,20 
1) Annahme 
 
Tab. 88: ICAF/WLP/VSL in verschiedenen Ländern 
 
Nr Land Jahr Regelung/Organisation/Autoren ICAF/WLP
/VSL 
Lit. 
1 Neuseeland  Highway Safety   0,30·106 1) 
2 Neuseeland  Highway Safety   0,80·106 1) 
3 USA  Federal Drug Administration (FDA)   5,00·106 1) 
4 USA  FDA – Raucher   2,50·106 1) 
5 USA  EPA    6,00·106 1) 
6 USA  Highway Safety   6,00·106 1) 
7 USA 1990 British Petrol   1,00·106 1) 
8 USA  Risikobezahlung (Jobs)   5,00·106 1) 
9 USA  FAA (Flugwesen)   3,00·106 1) 
10 USA 1994 Viscusi    5,00·106 412 
11 USA 2000 EPA (Ackermann & Heinzlering)    6,10·106 4 
12 Schweiz  Tunnelbau 13,50·106 1) 
13 Großbritannien  British Rail   4,00·106 1) 
14 Großbritannien  Department of Transport   1,50·106 1) 
15 Großbritannien  Offshore – Plattformen   3,00·106 1) 
16 Großbritannien  Offshore – Plattformen  15,00·106 1) 
17 Deutschland 2)  Eigene Befragung    2,90·106 1) 
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18 USA 1995 Paté-Cornell    2,00·106 301 
19 USA  US Nuclear Regulatory Commission    5,0-10·106 301 
20 Deutschland 1985 Straßenverkehrswesen (Todesopfer)    1,20·106 100 
21 Deutschland 1985 Straßenverkehrswesen (Schwerverletzter)    5,40·104 100 
22 Deutschland 1985 Straßenverkehrswesen (Leichtverletzter)    4,10·103 100 
23 Neuseeland  Medizin: NZ-Dollar 2,00·104 pro Lebensjahr   1,50·106 341 
24 Australien  Medizin: A-Dollar 4,20·104 pro Lebensjahr    3,20·106 341 
25 England/Wales  Medizin: £ 3,00·104 pro Lebensjahr   3,50·106 341 
26 USA  Medizin: US-Dollar 1,00·105 pro Lebensjahr   7,70·106 341 
27 USA 1988 EPA – Schutz der Ozonschicht   3,00·106 4 
28 USA 1990 FAA – Flughafenradar   1,50·106 4 
29 USA 1991 FDA – Lebensmittelmarkierung   3,00·106 4 
30 USA 1994 Förderung Schulmittagessen   1,50·106 4 
31 USA 1994 Förderung Schulfrühstück   3,00·106 4 
32 USA 1996 Förderung Lebensmittelinspektionen   1,60·106 4 
33 USA 1996 FDA – Beschränkung von Zigarettenverkauf   2,50·106 4 
34 USA 1996 FAA – Flugsimulatortraining   2,70·106 4 
35 USA 1996 FAA – Lizenzbedingungen Pilotenflugschein    3,00·106 4 
36 USA 1996 FDA –Medizinische Geräte   5,00·106 4 
37 USA 1996 EPA – Blei in Farben für Kinderzimmer   5,50·106 4 
38 USA 1997 EPA – Luftqualität: Staubgehalt   4,80·106 4 
39 USA 1997 EPA – Luftqualität: Ozongehalt   4,80·106 4 
40 USA 1997 FDA – Mammographie   5,00·106 4 
41 USA 1998 EPA – Desinfektion/Zugaben zu Trinkwasser   5,60·106 4 
42 USA 1999 EPA – Radon in Trinkwasser   5,80·106 4 
43 UNO 1995 IPCC für reiche Industrieländer   1,50·106 4 
44 UNO 1995 IPCC für Entwicklungsländer    3,00·105 4 
45 UNO 1995 IPCC für sehr arme Länder   1,00·105 4 
46 USA 1999 Werte mit Einkommensanstieg: international   8,80·106 4 
47 USA 1999 Werte mit Einkommensanstieg: nur USA   1,11·107 4 
48 USA 1994 US Federal Highway Administraion    2,50·106 175 
49 USA 1998 US Department of Transport Straßenverkehr   1,56·106 175 
50 Großbritannien 1998 Railtrack (U.K rail infrastructure controller)   4,14·106 175 
51 Großbritannien 1994 London Underground   3,12·106 175 
52 EU 1998 Straßenverkehr in der EU   1,04·106 175 
53 Norwegen 1996 Alle Gefahren   1,25·106 175 
54 Norwegen 2003 Seefahrt 3,0-8,0·106 175 
55 USA 1990 Für einen 25-35-jährigen   2,00·106 19 
56 USA 1990 Unabhängig vom Alter 0,5-3,0·106 19 
57 Großbritannien 2000 Person im Eisenbahnverkehr   1,72·106 32 
58 Großbritannien 2000 Multiple Events im Eisenbahnverkehr   4,83·106 32 
59 International 2003 Schiffahrt-Todesopfer   6,34·105 436 
60 International 2003 Schiffahrt-Schwere Verletzung   1,06·105 436 
61 International 2003 Schiffahrt-Leichte Verletzung   5,97·104 436 
62 USA 2000 Mrozek und Taylor   3,00·106 272 
63  1991 Berger und Gabriel   8,79·106 22 
64  1980 Brown   2,03·106 35 
65  1983 Butler   1,12·106 50 
66  1992 Cousineau et al.   6,81·106 63 
67  1979 Dillingham   9,20·105 81 
68  1985 Dillingham   3,43·106 80 
69  1983 Dillingham and Smith   4,32·106 82 
70  1983 Dorsey and Walzer   1,16·107 88 
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71  1988 Garen   1,12·107 124 
72  1991 Gegax et al.   2,07·106 127 
73  1990 Herzog und Schlottmann   9,07·106 154 
74  1991 Kneiser und Leeth   2,40·105 197 
75  1991 Leigh   1,02·107 224 
76  1995 Leigh   7,18·106 223 
77  1984 Leigh und Folsom   1,04·107 225 
78  1999 Liu und Hammitt   1,00·106 233 
79  1997 Liu, Hammitt und Liu   5,40·105 232 
80  1983 Low und McPheters   1,31·106 237 
81  1982 Marin und Psacharopoulos   6,97·106 242 
82  1992 Martinello und Meng   4,06·106 243 
83  1989 Meng   4,05·106 257 
84  1990 Meng und Smith   6,88·106 258 
85  1988 Moore und Viscusi   5,92·106 268 
86  1988 Moore und Viscusi   2,56·106 269 
87  1990 Moore und Viscusi   1,65·107 267 
88  1981 Olson   1,66·107 292 
89  1974 Smith   1,31·107 359 
90  1976 Smith   5,23·106 360 
91  1976 Thaler und Rosen   7,60·105 383 
92  1978 Viscusi   6,69·106 410 
93  1980 Viscusi   3,15·106 413 
94  1981 Viscusi   9,20·106 411 
95  1993 Vodden et al.   4,78·106 415 
1) Privater e-mail-Verkehr mit Mitarbeitern von Firmen und öffentlichen Organisationen 
2) Eigene Befragung  
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Abb. 109: Verlorene Lebensjahre und Wert eines Menschenleben über das 
Lebensalter 161 
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Das übliche Arbeitsmittel der Politik zur Durchsetzung von Sicherheitsanfor-
derungen sind Gesetze und Verordnungen. Man kann die Homogenität ver-
schiedener Verordnungen im Hinblick auf die verwendeten finanziellen Mittel 
vergleichen. Aber selbst in diesem Sektor sind die aufgedeckten Unterschiede 
dramatisch: Während bei der Einführung des Sicherheitsgurtes im Auto ein 
Wert von ca. 0,3 Millionen US-Dollar pro Menschenleben investiert wurde, 
basieren die gesetzlichen Regelungen zum Schutz vor Asbest auf einem drei-
hundertfachen Wert (89-104 Millionen US-Dollar pro Menschenleben). Man 
hätte also vermutlich mit diesen Geldern in anderen gesellschaftlichen Berei-
chen mehr Menschenleben retten können. Weitere Studien belegen diese In-
homogenität 414. Selbst innerhalb eines Wirtschaftsbereiches treten Unter-
schiede auf, wie eine Studie der rechnerischen Kosten zur Vermeidung eines 
Krebsfalles durch kontaminierte Müllager gezeigt hat. Es wurden Werte zwi-
schen 20.000 US-Dollar und 961 Milliarden US-Dollar pro vermiedener 
Krebserkrankung mit einem Median von 418 Millionen US-Dollar ermittelt. In 
36 von 130 untersuchten Deponien lagen die Kosten unter 100 Million US-
Dollar pro vermiedenem Krebsfall.  
 
Eine Zusammenstellung der Kosten für den Schutz eines Menschenlebens in 
verschiedenen amerikanischen Regelungen findet sich in Tab. 90 und Tab. 89. 
Tab. 89 gibt zunächst einmal das Jahr der Einführung der Regelung, die Auf-
sichtsbehörde, das Risiko eines Todesfalles, die jährlich durch die Einführung 
geretteten Menschenleben und die Kosten pro Leben an. Bereits in dieser Ta-
belle wird die genannte hohe Uneinheitlichkeit der Kosten für die Vermeidung 
eines Todesfalles in den verschiedensten Fachgebieten deutlich. Eine detail-
lierte Darstellung der Kosten-Nutzenverhältnisse erlaubt Tab. 90. Hier werden 
die Kosten pro Kopf Bevölkerung angegeben und die Veränderung der Lebens-
erwartung in dem Land. Damit ist es möglich, die Formeln gemäß des vorge-
stellten Lebensqualitätsindex anzuwenden. Die Zusammenfassung erfolgt in 
Tab. 90 über ein Nutzen-Kosten-Verhältnis, welches sich aus der bezogenen 
Veränderung der Lebenserwartung zur bezogenen Verringerung des Bruttoso-
zialproduktes pro Kopf unter Berücksichtigung der Arbeits- zu Lebenszeit er-
gibt. 
 
Die Unterschiede dieser Werte zu optimalen ICAF-Zielwerten zeigen die In-
homogenität bei gesetzlichen Sicherheitsanforderungen. Diese großen Unter-
schiede wurden bereits bei den erfaßten Kosten pro zusätzlichem Lebensjahr 
deutlich 381, 181. 
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Tab. 89: Finanzieller Aufwand in verschiedenen Vorschriften, um statistisch 
ein Menschenleben zu sichern 412 
 
Risiken and Kosteneffizienz in verschiedenen US-Regelungen 
Sicherheitsanforderungen 
für/bei 
Jahr 
und 
Status 1)
Organi-
sation Risiko 
2)
Jährlich 
Menschen 
gerettet 
Kosten pro 
gerettetem Leben 
in Millionen US-
Dollar 1984 
Raumheizgeräte 1980 F CPSC 2,7·10-5 63 0,1 
Öl- und Gas-Bohrungen 1983 P OSHA-S 1,1·10-3 50 0,1 
Brandsicherung in Flugkabinen 1985 F FAA 6,5·10-8 15 0,2 
Passive Gurte (KFZ) 1984 F NHTSA 9,1·10-5 1850 0,3 
Tiefbaukonstruktionen 1989 F OSHA-S 1,6·10-3 8,1 0,3 
Alkohol- und Drogenkontrollen 1985 F FRA 1,8·10-6 4,2 0,5 
Service von Fahrzeugfelgen 1984 F OSHA-S 1,4·10-5 2,3 0,5 
unbrennbare Sitzpolster in Flugz. 1984 F FAA 1,6·10-7 37 0,6 
Notbeleuchtung in Fluren  1984 F FAA 2,2·10-8 5 0,7 
Arbeitsplattformen am Kran 1988 F OSHA-S 1,8 10-3 5 1,2 
Betonkonstruktionen 1988 F OSHA-S 1,4·10-5 6,5 1,4 
Gefahrenkommunikation 1983 F OSHA-S 4,0·10-5 200 1,8 
Emission von flüchtigem Benzol  1984 F EPA 2,1·10-5 0,31 2,8 
Holzstaub 1987 F OSHA-S 2,1·10-4 4 5,3 
Uranminen 1984 F EPA 1,4·10-4 1,1 6,9 
Benzol 1987 F OSHA-H 8,8·10-4 3,8 17,1 
Arsen- und Glas-Fabriken 1986 F EPA 8,0·10-4 0,11 19,2 
Ethylenoxid 1984 F OSHA-H 4,4·10-5 2,8 25,6 
Arsen-Kupfer-Schmelze 1986 F EPA 9,0·10-4 0,06 26,5 
Uranmühle, passiv 1983 F EPA 4,3·10-4 2,1 27,6 
Uranmühle, aktiv 1983 F EPA 4,3·10-4 2,1 53 
Asbest 1986 F OSHA-H 6,7·10-5 74,7 89,3 
Asbest 1989 F EPA 2,9·10-5 10 104,2 
Arsen- und Glas-Bearbeitung 1986 R EPA 3,8·10-5 0,25 142 
Benzol-Lagerung 1984 R EPA 6,0·10-7 0,043 202 
Radionuklid/DOE Einrichtungen 1984 R EPA 4,3·10-6 0,001 210 
Radionuklid/elem. Phosphor 1984 R EPA 1,4·10-5 0,046 270 
Benzol/Ethylbenzol/Styrol 1984 R EPA 2,0·10-6 0,006 483 
Arsen/Niedrig-Arsen/Kupfer 1986 R EPA 2,6·10-4 0,09 764 
Benzol/Maleinsäurehydrid 1984 R EPA 1,1·10-6 0,029 820 
Bodenentsorgung 1988 F EPA 2,3·10-8 2,52 3.500 
EDB 1989 R OSHA-H 2,5·10-4 0,002 15.600 
Formaldehyd 1987 F OSHA-H 6,8·10-7 0,01 72.000 
1) F, P, R = gültige Vorschrift, Entwurf, abgelehnte Vorschrift, 2) Anzahl der Todesopfer pro Jahr 
Flugz. – Flugzeuge 
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Tab. 90: Kosten-Nutzen-Abschätzung verschiedener amerikanischer Regelun-
gen  
 
Sicherheits-
anforderungen für/bei 
Jahr Bevöl-
kerung 
1) 
Pro-
Kopf-
Einkom-
men g 2)
Kosten 
pro Kopf 
dg 
Leben 
gerettet 
pro Jahr
Nutzen 
de/e 
 
Ökon. 
Kosten dg
/(Kg) 3) 
Nutzen 
zu Ko-
sten 
Raumheizgeräte 1980 228 17.755 3,34·10-2 63 5,44·10-6 2,69·10-7 20,2
Öl- und Gas-Bohrungen 1983 235 17.827 2,57·10-2 50 4,31·10-6 2,06·10-7 21,0
Brandsicherung Flugkab. 1985 239 19.454 1,51·10-2 15 1,29·10-6 1,11·10-7 11,7
Passive Gurte (KFZ) 1984 237 18.925 2,83·100 1.850 1,60·10-4 2,13·10-5 7,5
Tiefbaukonstruktionen 1989 249 21.477 1,18·10-2 8,1 6,99·10-7 7,84·10-8 8,9
Alkohol/Drogenkontr. 1985 239 19.454 1,06·10-2 4,2 3,62·10-7 7,78·10-8 4,7
Service Fahrzeugfelgen 1984 237 18.925 5,85·10-3 2,3 1,98·10-7 4,42·10-8 4,5
Unbrennbare Sitzpolster  1984 237 18.925 1,13·10-1 37 3,19·10-6 8,53·10-7 3,7
Notbeleuchtung Fluren  1984 237 18.925 1,78·10-2 5 4,31·10-7 1,34·10-7 3,2
Arbeitsplattformen Kran 1988 246 21.103 2,94·10-2 5 4,31·10-7 1,99·10-7 2,2
Betonkonstruktionen 1988 246 21.103 4,46·10-2 6,5 5,61·10-7 3,02·10-7 1,9
Gefahrenkommunikation 1983 235 17.827 1,85·100 200 1,73·10-5 1,48·10-5 1,2
Emission Benzol  1984 237 18.925 4,42·10-3 0,31 2,67·10-8 3,34·10-8 0,80
Holzstaub 1987 244 20.385 1,05·10-1 4 3,45·10-7 7,35·10-7 0,47
Uranminen 1984 237 18.925 3,86·10-2 1,1 9,49·10-8 2,92·10-7 0,33
Benzol 1987 244 20.385 3,21·10-1 3,8 3,28·10-7 2,25·10-6 0,15
Arsen/Glas-Fabriken 1986 242 19.879 1,05·10-2 0,11 9,49·10-9 7,58·10-8 0,13
Ethylenoxid 1984 237 18.925 3,65·10-1 2,8 2,42·10-7 2,75·10-6 0,09
Arsen-Kupfer-Schmelze 1986 242 19.879 7,67·10-3 0,06 5,18·10-9 5,51·10-8 0,09
Uranmühle, passiv 1983 235 17.827 2,98·10-1 2,1 1,81·10-7 2,39·10-6 0,08
Uranmühle, aktiv 1983 235 17.827 5,72·10-1 2,1 1,81·10-7 4,58·10-6 0,04
Asbest 1986 242 19.879 3,33·101 74,7 6,45·10-6 2,39·10-4 0,03
Asbest 1989 249 21.477 5,05·100 10 8,63·10-7 3,36·10-5 0,03
Arsen/Glas-Bearbeitung 1988 246 21.103 4,32·101 2,52 2,17·10-7 2,92·10-4 0,0007
Benzol Lagerung 1987 244 20.385 3,56·100 0,010 8,63·10-10 2,50·10-50,00003
Radionuklide 1986 242 19.879 1,77·10-1 0,250 2,16·10-8 1,27·10-6 0,02
Radionuklid/Phosphor 1984 237 18.925 4,42·10-2 0,043 3,71·10-9 3,34·10-7 0,01
Benzol/Ethylbenz./Styrol 1984 237 18.925 1,07·10-3 0,001 8,63·10-11 8,07·10-9 0,01
Arsen/Kupfer 1984 237 18.925 6,32·10-2 0,046 3,97·10-9 4,77·10-7 0,0083
Benzol/Maleinsäurehyd. 1984 237 18.925 1,48·10-2 0,006 5,18·10-10 1,11·10-7 0,0046
Bodenentsorgung 1986 242 19.879 3,43·10-1 0,090 7,77·10-9 2,47·10-6 0,0031
EDB 1984 237 18.925 1,21·10-1 0,029 2,50·10-9 9,14·10-7 0,0027
Formaldehyd 1989 249 21.477 1,51·10-1 0,002 1,73·10-10 1,01·10-6 0,0002
1) in Millionen, 2) US-Dollar pro Jahr, 3) 
(1 )
wK
w
−= − ,  
Flugkab. – Flugkabinen, Alkohol/Drogenkontr. – Alkohol- und Drogenkontrollen, Ethylbenz. – 
Ethylbenzol, Maleinsäurehyd. – Maleinsäurehydrid 
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Anhand der Tabellen wird deutlich, daß die gesetzlichen Regelungen zum 
Schutz von Menschen unausgewogen und damit außerordentlich uneffektiv 
sind. Zunächst aber soll noch einmal auf die ethische Frage der hier vorgestell-
ten Vorgehensweise eingegangen werden. 
 
8.3 Ethik der Lebenskosten 
 
Im vorigen Kapitel wurde die Frage gestellt, was ein Menschenleben kostet? 
Diese Formulierung entspricht allerdings nicht dem Kern der Sache. Es handelt 
sich hierbei nämlich nicht um die Frage, was ein Mensch kostet, sondern um die 
Frage, was die Gesellschaft bereit ist zu investieren, um ein Menschenleben zu 
schützen. Der kleine, aber wichtige Unterschied sollte immer bedacht werden. 
Man stellt sich aber automatisch die Frage, was bedeutet dieser Unterschied, 
handelt es sich bei beiden Formulierungen nicht um ein und dieselbe Sache? 
Nein, es gibt einen wesentlichen Unterschied: Ein Mensch ist ein Wesen, wel-
ches wir nicht in finanziellen Einheiten repräsentieren können. Ein Mensch ist 
unwiederbringlich, einzigartig. Die pekuniäre Darstellung des Wertes von Din-
gen beruht aber gerade darauf, daß es wiederbeschaffbar ist. Die Reproduzier-
barkeit ist die Grundlage für die Einführung eines finanziellen Wertesystems. 
Ein Mensch ist unbezahlbar, nicht aber die Maßnahmen, um einen Menschen zu 
schützen. Wählt man zunächst einen Autogurt. Er kostet Geld, kann aber Men-
schenleben schützen. Alle Menschen bezahlen Geld dafür, um einigen wenigen 
Menschen durch diese Schutzmaßnahme das Leben zu retten.  
 
Pauschal könnte man natürlich sagen, daß Gelder zum Schutz von Menschen 
nicht begrenzt werden dürfen. Dann darf aber auch niemand mehr in den Urlaub 
fahren oder für sonstige Dinge Geld ausgeben, die allein den Zweck erfüllen, 
Spaß zu haben oder der Erholung zu dienen. Eine Gesellschaft muß aber den 
Menschen finanziellen Freiraum geben, und ihnen die Möglichkeit geben, 
Wünsche zu erfüllen. Was wäre es für ein Leben, wenn wir nur noch in Schutz-
maßnahmen denken würden? Ein armseliges. Also muß man einen Kompromiß 
zwischen Investitionen zum Schutz von Menschenleben und anderen Dingen 
finden. Jeder einzelne von uns tut es auch – wir geben nicht unser ganzes Geld 
für Kraftfahrzeugtraining, ein sicheres Auto, Sportgeräte, gesunde Möbel aus. 
Wir rauchen, wir trinken alkoholische Getränke, wir legen uns in die Sonne, wir 
treffen Freunde, wir essen im Sommer Eis– wir machen uns das Leben schön. 
Das ist richtig, aber das zeigt auch, daß wir die Investitionen zu unserem Schutz 
beschränken. Diese Entscheidung muß auch der Gesellschaft zugebilligt wer-
den – und vielleicht sind die anderen Geldausgabemöglichkeiten lebensverlän-
gernd? Aber wieviel sollten uns Schutzmaßnahmen für einen Menschen ko-
sten?  
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Grundlage für die Beurteilung eines Menschen in monetären Einheiten ist im-
mer noch die Aussage von Protagoras, 485-415 vor Christus, daß Wirtschaft für 
Menschen und nicht der Mensch Bestandteil der Wirtschaft sei: „Homo men-
sura”. Trotzdem war der Wert eines Menschen Jahrhunderte, wenn nicht Jahr-
tausende lang Teil der Wirtschaft. Ein Mensch, auch wenn er als Sklave be-
zeichnet und behandelt wurde und damit aus dem Wertebereich „normaler“ 
Menschen fiel, kostete einen klaren Geldbetrag. Es gibt auch Beispiele dafür, 
daß für „normale“ Mitglieder der Gesellschaft entsprechende finanzielle Be-
träge ausgewiesen wurden. 
 
Aethelbert I, der erste anglo-sächsische König in England führte ein Gesetz ein, 
das unter anderem eine finanzielle Entschädigung für die Familie eines Mord-
opfers durch den Mörder vorsah. Der Betrag richtete sich nach dem sozialen 
Stand des Opfers und war bei einem Bauern geringer als bei einem Adligen. Der 
Name für diese Regel war „Wergild “. In diesen Zeiten gab es normalerweise 
keine juristischen Grundlagen, aber Wergild war eine Alternative zu den übli-
chen Blutfehden, die ein Mord nach sich zog und die heute noch in Teilen der 
Welt zu finden sind. Teile von Wergild wurden im mittelalterlichen Norwegen, 
in Rußland und auch in Deutschland eingeführt. In England bezieht sich z.B. 
auch die Geschichte von Beowolf auf diese Tradition (1000 nach Chr.). Die hi-
storische Geschichte von Jane Smiley, „The Greenlander“ beschreibt die An-
wendung von Wergild im 14ten Jahrhundert in Norwegen. 4 
 
Mindestens dreißig Jahre lang befaßte sich in den USA Viscusi mit der Proble-
matik, was man zum Schutz eines Menschenlebens investieren sollte. Er war 
der erste, der erkannte, daß dieser Wert, wenn er denn einmal bekannt ist, ei-
gentlich für alle sozialen Bereich gelten sollte. Es gibt keinen vernünftigen 
Grund, warum z.B. bei Mülldeponien für den Schutz eines Menschen mehr 
Geld ausgegeben werden sollte als z.B. beim Autofahren. Im Gegenteil, wenn 
man diese Mittel in der Gesellschaft homogenisiert, dann müßten mehr Men-
schen geschützt sein, weil die besonders uneffizienten Maßnahmen auf effi-
zientere umgelegt werden. Viscusi verfügte allerdings noch nicht über einen 
Formelapparat. Er konnte diesen Wert noch nicht theoretisch herleiten. Aber er 
konnte empirische Studien betreiben. Bekannt ist seine Befragung der folgen-
den Art:  
 
Sie gehen in ein Fußballstadion für 10.000 Besucher. Am Eingang wird Ihnen 
mitgeteilt, daß vermutlich während des Spieles ein Mensch in Lebensgefahr 
geraten wird. Es besteht die Möglichkeit, Schutzmaßnahmen zu ergreifen (Rot-
Kreuz-Kasten alle 50 m etc.), aber diese Maßnahme kostet Geld. Sie wissen 
nicht, ob Sie diesen Menschen kennen werden oder nicht. Vielleicht sind Sie es 
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selbst. Wieviel Geld wären Sie bereit zu geben? Es wird davon ausgegangen, 
daß Sie genügend Geld bei sich führen. 
 
Nach den Untersuchungen von Viscusi waren die Menschen im Mittel bereit, 
ca. 300 bis 400 US-Dollar zu geben. Viscusi multiplizierte den Wert mit 10.000 
und erhielt 300...400 US-Dollar 10.000 3.000.000...4.000.000 US-Dollar.⋅ =   
 
Dieser berühmte Wert von 4 Millionen Dollar wurde zu Beginn der 80er Jahre 
ermittelt. Er paßt erstaunlich gut zu den theoretisch ermittelten Werten. Sollte 
dieser Wert sowohl durch empirische Befragungen als auch durch die vorge-
stellten theoretischen Überlegungen bestätigt werden, so müßten staatliche Re-
gelungen eigentlich weniger in technische Regelungen eingreifen als vielmehr 
eine juristische Basis für die finanzielle Forderung zum Schutz von Menschen-
leben erheben. Das führt uns zur Frage der augenblicklichen juristischen 
Grundlagen für derartige Untersuchungen. 
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9 Recht und Risiko 
 
Soziale, gesundheitliche, natürliche und technische Risiken beeinflussen unser 
Leben, ohne daß wir, zumindest bei vielen dieser Risiken, eine freie Entschei-
dung über deren Akzeptanz besitzen. Es ist in Deutschland nicht üblich, vor 
einer Brücke ein Schild mit der Angabe einer Versagenswahrscheinlichkeit 
anzubringen, um dem Nutzer die Entscheidung freizustellen, ob ihm die Si-
cherheit als ausreichend erscheint und er dieses Bauwerk nutzen möchte. Der 
Nutzer geht stillschweigend davon aus, daß der Staat gemäß seiner Schutz-
pflicht die Festlegung und Einhaltung eines akzeptablen Risikos prüft. Die Ge-
währleistung der Sicherheit nach innen und außen ist der zentrale Zweck eines 
modernen Staates. Im Gegenzug erhält der Staat das Gewaltmonopol. Dies 
wurde bereits im 16. und 17. Jahrhundert erkannt 167: 
 
„Verträge ohne das bloße Schwert sind bloße Worte und besitzen nicht die 
Kraft, einem Menschen auch nur die geringste Sicherheit zu bieten. Falls keine 
Zwangsgewalt errichtet worden oder diese für unsere Sicherheit nicht stark ge-
nug ist, wird und darf jedermann sich rechtmäßig zur Sicherung gegen alle an-
deren Menschen auf seine eigene Kraft und Geschicklichkeit verlassen.“ 167 
 
Die Erkenntnis des Staatszweckes Sicherheit beeinflußte z.B. die Entstehung 
des „Bill of Rights“ in Neuengland oder der Verfassung der USA von 1787.  
 
Es sei bis auf weiteres ferner angenommen, daß der Staat versucht, ein homo-
genes Niveau der Sicherheit in allen Bereiche in einer Gesellschaft zu verwirk-
lichen. Die speziellen Risiken in allen nur denkbaren Bereichen des täglichen 
Lebens sollten eine ähnliche Größenordnung besitzen. In anderen Worten: Ein 
Mitglied der unbeteiligten Öffentlichkeit sollte nicht ohne Warnung einem si-
gnifikant höheren Risiko ausgesetzt werden als es normalerweise üblich ist. Die 
Definition der Sicherheit in Form eines akzeptablen Risikos wird damit zur 
fundamentalen Grundlage für das Zusammenleben der Bewohner in Deutsch-
land. Die von allen Bewohnern anerkannte Grundlage ist die Verfassung. Es 
wäre deshalb vernünftig, bei der Suche nach einem übergeordneten akzepta-
blen Risiko bei der Verfassung und anschließend bei ihren Verfeinerungen, den 
Gesetzen, zu beginnen.  
 
In der Tat ist die Frage der allgemeinen Sicherheit im Grundgesetz, Artikel 2, 
Absatz 2 mit dem Recht auf Leben und körperliche Unversehrtheit verankert. 
Ähnliche Abschnitte finden sich in den Verfassungen nahezu aller entwickelten 
Staaten und in der 1948 von der UNO-Vollversammlung angenommenen Men-
schenrechtserklärung.  
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Bei weiteren Betrachtungen der Judikur zum Themas Risiko wird es jedoch 
notwendig, klare Definitionen der einzelnen Begriffe einzuführen. Juristen 
verwenden die gleichen Begriffe wie Ingenieure und Naturwissenschaftler: Ge-
fahr, Risiko, Restrisiko und Wahrscheinlichkeit. Allerdings unterstellen Juri-
sten den Begriffen andere Bedeutungen. Eine Situation, die bei ungehindertem 
Ablauf erkennbar zu einem Schaden führen kann, wird seit den Zeiten des bis-
marckschen Preußens als Gefahr verstanden 155, 226. Für die Möglichkeit des 
Eintrittes reicht eine gewisse, große Wahrscheinlichkeit. Es ist nicht hinrei-
chend notwendig, daß Gewißheit über das Eintreten eines Schadens besteht. 
Beide Faktoren, Schaden und Möglichkeit des Schadenseintrittes, werden mul-
tiplikativ verknüpft und bilden den Begriff der Gefahr 155, 331. Diese Definition 
entspricht der Risikobeschreibung aus Sicht der Naturwissenschaftler. Unter 
Risiko verstehen Juristen Schadenswahrscheinlichkeiten, die unterhalb einer 
Gefahrenschwelle liegen 348. Die Abgrenzung zwischen Gefahr und Risiko er-
folgt über eine Eintrittswahrscheinlichkeit 77. Neben dem Begriff des Risikos 
wird in der Rechtssprechung auch der Begriff des Restrisikos verwendet. Unter 
Restrisiko versteht man die Möglichkeit eines Schadens, deren Eintrittswahr-
scheinlichkeit an der Grenze des Prognostizierbaren liegt. Gerichte, z.B. das 
Bundesverfassungsgericht, verweisen dabei auf die Grenzen des menschlichen 
Kenntnisstandes 46. Die Entscheidung, bei welchem Wahrscheinlichkeitswert 
diese Grenze überschritten wird, weisen sie zurück:  
 
„Es lasse sich nicht rational begründen, ob eine Gefahr bei der Eintrittswahr-
scheinlichkeit eines bestimmten Schadensereignisses von 10-5, 10-6 oder 10-7 pro 
Jahr beginne.“ 21 
 
Deutlich erkennbar wird aber eine Abstufung der Risiken. Die Abstufung er-
folgt in Abhängigkeit von der Auftrittswahrscheinlichkeit. Risiken mit einer 
hohen Auftrittswahrscheinlichkeit werden aus Sicht der Juristen als Gefahr be-
zeichnet, Risiken mit einer mittleren bzw. geringen Eintrittswahrscheinlichkeit 
werden von den Juristen als Risiken bezeichnet und Risiken mit einer sehr ge-
ringen Eintrittswahrscheinlichkeit werden als Restrisiken bezeichnet 325. In Ab-
hängigkeit dieser Klassifizierung fordern die Gerichte bzw. der Gesetzgeber 
Maßnahmen zur Vermeidung der Risiken. Gefahren sind zu beseitigen. Bezüge 
zur Gefahrenabwehr im Sinne von Sicherheitsanforderungen finden sich im 
Zivilrecht (Schadensersatz § 823 Abs. 1 BGB), im Produkthaftungsgesetz § 1, 
Abs. 1 oder in der Verwaltungsordnung § 123, 80 Abs. 5. Risiken sind in der 
Regel zu begrenzen. Sie werden jedoch in einem beschränkten Rahmen juri-
stisch toleriert, da aus Gründen der Verhältnismäßigkeit ein 100 %-Risikoaus-
schluß nicht erfolgen kann 325, 331. Diese teilweise Akzeptanz von Risiken führt 
wieder zum Begriff des Restrisikos. Diese Risiken entstehen unausweichlich 
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bei der Durchführung gewisser Maßnahmen oder der Anwendung gewisser 
Techniken. Sie sind daher aus Sicht des Bundesverfassungsgerichtes von allen 
Bürger als soziale Last zu tragen 325, 46. Die Einteilung der einzelnen Risiken in 
die Kategorien Gefahr, Risiko und Restrisiko nach der mathematischen Defini-
tion von Eintrittswahrscheinlichkeiten ist bisher durch den Gesetzgeber nicht 
erfolgt 325, 344. Im Gegensatz zu einigen wenigen Werten, wie Vaterschaftswahr-
scheinlichkeiten oder Blutalkoholwerten, widersetzen sich Gesetzgeber und 
Gerichte der Festlegung mathematischer Grenzen 344, 325, 155.  
 
In der Rechtsprechung finden sich dagegen eher Formulierungen für ein nicht-
akzeptables Risiko wie die folgende: „gewisse erhebliche, das allgemeine Le-
bensrisiko signifikant erhöhende Größe der Gefahr“ 238. Oft, wie z.B. im Bau-
wesen, wird die Sicherheit nur allgemein gefordert. So heißt es in der Sächsi-
schen Bauordnung (SächsBO) unter § 3 Allgemeine Anforderungen 25: 
 
„(1) Bauliche Anlagen sowie andere Anlagen und Einrichtungen im Sinne von 
§ 1 Abs. 1 Satz 2 sind so anzuordnen, zu errichten, zu ändern, instandzusetzen 
und instandzuhalten, daß die öffentliche Sicherheit und Ordnung, insbesondere 
Leben oder Gesundheit oder die natürlichen Lebensgrundlagen nicht gefährdet 
werden. ...“ 
 
Dieses Beispiel zeigt bereits das Spannungsfeld der Definition von akzeptablen 
Risiken, welches sich für den Gesetzgeber ergibt. Auf der einen Seite möchte 
der Gesetzgeber die Grundrechte Berufsfreiheit, Eigentumsfreiheit, Freiheit 
der wirtschaftlichen Tätigkeit gestatten und auf der anderen Seite ist das Grund-
recht auf Leben und Gesundheit sicherzustellen. Bauliche Anlagen sind not-
wendig, um Menschen im Winter vor Kälte zu schützen, um ihnen Arbeits-
plätze zu garantierten etc., aber diese baulichen Anlagen dürfen eben auch nicht 
zu einer Bedrohung für die Menschen werden, die diese Bauwerke nutzen. Bei-
de Gesichtspunkte werden in Deutschland in der Verfassung berücksichtigt: 
wie bereits erwähnt Artikel 2 Abs. 2 Grundgesetz mit dem Recht auf Leben und 
Gesundheit und Artikel 12 Grundgesetz mit dem Recht auf Berufsfreiheit und 
Artikel 14 Grundgesetz mit dem Recht der Eigentumsfreiheit 325, 46. Die Lösung 
dieses Spannungsverhältnisses zwischen „Freiheit zur Technik“ und dem 
Schutz der Bürger gemäß der Schutzpflicht des Staates obliegt dem Staat 325.  
 
Der Staat besitzt jedoch verschiedene Instrumente, um seinen Verpflichtungen 
nachzukommen. Diese verschiedenen Instrumente werden auch bei der Beur-
teilung von Risiken eingesetzt. Je höher das zu beurteilende Risiko ist, um so 
stärker ist die Legitimation des Staatsorgans 325. Das am höchsten legitimierte 
Staatsorgan ist das Parlament. Alle für den Grundrechtsgebrauch wesentlichen 
Entscheidungen sind von diesem Organ zu treffen 325. Dies gilt besonders für 
Entscheidungen über die Anwendungen mit einer hohen Gefährdung der Be-
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völkerung 47. Beispielsweise wurde der Versuch der Zulassung gentechnischer 
Anlagen durch die Verwaltung auf Grundlage des Immissionsschutzgesetzes in 
Deutschland durch das Hessische Verwaltungsgericht gestoppt. Eine Zulas-
sung über eine derartig gefahrenträchtige Technologie könne allein der Gesetz-
geber treffen 325, 156. Der Gesetzgeber ist dieser Verpflichtung durch die Verab-
schiedung des Gentechnikgesetzes und des Embryonenschutzgesetzes nachge-
kommen 325. 
 
Für die Definition von Sicherheitsanforderungen im Bauwesen, wie oben er-
wähnt, bleibt der Gesetzgeber jedoch genauere Angaben schuldig. Der einzige 
Hinweis ergibt sich noch durch den Ausschluß von Baustoffen, wie z.B. karzi-
nogenem Asbest. Erfolgen keine genaueren Angaben durch den Gesetzgeber, 
so müssen die Entscheidungen durch die jeweiligen Verwaltungen getätigt 
werden 348, 325. Verwaltungen als Exekutive sind in der Regel auf Grund ihrer 
instrumentellen Ausstattung besser geeignet, Risiken zu beurteilen 348, 325. In-
strumente der Verwaltungen sind Rechtsverordnungen, Verwaltungsvor-
schriften und Verwaltungsakte, die im Vergleich zu parlamentarischen Instru-
menten relativ schnell und flexibel einsetzbar sind. Außerdem besteht damit die 
Möglichkeit, deutlich mehr Details bei der Beurteilung von Risiken zu erfassen. 
Teilweise ist es verfassungsrechtlich sogar zwingend, solche Entscheidungen 
den Verwaltungen zu übergeben 46, 348, 325. Interessant ist die Tatsache, daß die 
Verwaltungen neben äußerst detaillierten technischen Regelwerken auch auf 
Normungsorganisationen zurückgreifen. Die Verwaltungen bedienen sich 
hierbei des privaten Sachverstandes. Der Staat tritt dann nicht mehr vorder-
gründig in Aktion, sondern überträgt die Aufgabe z.B. an Fachverbände. Nor-
men werden in der Regel in den Rechtsstatus einer Verwaltungsvorschrift er-
hoben. Sie entsprechen dem Stand der Technik bzw. werden als Sachverständi-
gengutachten angesehen 325. Allerdings ist es auch dadurch nicht möglich, alle 
denkbaren Fälle abzudecken. Im Bauwesen muß in solchen Sonderfällen eine 
Zulassung im Einzelfall erfolgen. Dabei wird die Entscheidung wieder an die 
Verwaltung über die Erfüllung der Sicherheit, z.B. im Sinne der Sächsischen 
Bauordnung, zurückverwiesen. 
 
Bisher wurde bei der Beurteilung von Risiken nicht weiter auf die Justiz einge-
gangen. In der Tat müßte die hier vorgestellte Beurteilung von Risiken allum-
fassend einsetzbar sein. Es hat sich jedoch insbesondere bei der Einführung der 
Atomkraftwerke gezeigt, daß bei ausreichendem Konfliktpotential die Gerichte 
zur Auslegung herangezogen werden können. Gerade die Einführung der 
Atomkraftwerke hat in Deutschland, aber auch in anderen Ländern zu zahlrei-
chen juristischen Auseinandersetzungen über die Beurteilung von Risiken ge-
führt. Zwar hat der Gesetzgeber mit der Einführung des Atomgesetzes die wirt-
schaftliche Nutzung der Atomtechnik zugelassen, detaillierte Informationen 
bleibt dieses Gesetz jedoch schuldig. Im Atomgesetz § 7 wird z.B. allein eine 
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dem Stand der Wissenschaft und Technik entsprechende Vorsorge gegen Schä-
den gefordert. Diese Forderungen wurden in den Verwaltungen umgesetzt, z.B. 
durch die Strahlenschutzverordnung. Insgesamt geht man davon aus, daß Ver-
waltungen ein deutliches Augenmerk auf den Schutz der Gesundheit und des 
Lebens gemäß Verfassung gelegt haben. So wurde für die zulässige Strahlen-
belastung ein Wert unterhalb der natürlichen Strahlungsschwankungen festge-
legt. 325 
 
Gerade durch die Vielzahl von obergerichtlichen und bundesverfassungsge-
richtlichen Entscheidungen bietet sich aber die Möglichkeit der Eingrenzung 
der Begriffe Gefahr, Risiko und Restrisiko, die einleitend erläuternd wurden. 
Allerdings wurde durch die Gerichte zunächst einmal die Art und Weise der Si-
cherheitsphilosophie diskutiert. Der Gesetzgeber verwendet in der Regel ein 
deterministisches Sicherheitskonzept 44, das heißt ein bestimmter Wert wird als 
sicher oder unsicher beurteilt. Gerade bei Atomkraftwerken ist es aber nun un-
abdingbar, die Möglichkeit eines Schadens zu berücksichtigen. Hierbei trifft 
man wieder auf den Begriff der Eintrittswahrscheinlichkeit und den Begriff des 
Restrisikos 331, 155. Die Bewertung und Beurteilung von Konzepten nimmt aber 
häufig bizarre Formen an. So sollen Gerichte darüber entscheiden, ob die Erd-
bebengefährdung von Atomkraftwerken mit diesem oder jenem Verfahren zu 
beurteilen sind. Gerichte müssen zwangsläufig auf Grund ihrer begrenzten 
fachlichen Entscheidungsfähigkeit an dieser Aufgabe scheitern. Das Bundes-
verwaltungsgericht hat deshalb darauf hingewiesen, daß es die Beantwortung 
wissenschaftlicher Streitfragen nicht als seine Aufgabe ansieht. 325 
 
In der Rechtsprechung wird ein akzeptables Risiko, ein Restrisiko, als „de mi-
nimis“ Risiko bezeichnet. Der Ausdruck „de minimis“ stammt aus dem lateini-
schen Satz: „De minimis non curat lex“, der soviel bedeutet wie: „Das Gesetz 
befaßt sich nicht mit Kleinigkeiten“. Diese Gefahren sind nicht Thema für die 
Öffentlichkeit und sind vernachlässigbar. Das heißt aber nicht, daß solche Un-
fälle nicht eintreten können. Der Gesetzgeber hat, wie bereits erwähnt, keine 
Definition für eine solches Risiko angegeben.  
 
Aber es existieren in Deutschland einige Gerichtsurteile zu diesem Thema. 
1975 entschied das Oberverwaltungsgericht Münster, daß die Eintrittswahr-
scheinlichkeit eines atomaren Störfalls von 10-7 pro Jahr als akzeptables Restri-
siko betrachtet werden darf 295. Zu dem gleichen Ergebnis kam das Verwal-
tungsgericht Freiburg 1977 407. Im gleichen Jahr befaßte sich auch das Verwal-
tungsgericht Würzburg mit dieser Thematik 408. Allerdings wurde 1997 durch 
den Hessischen Verwaltungsgerichtshof die gerichtliche Entscheidung über 
einen akzeptablen Wahrscheinlichkeitswert zurückgewiesen 155. In Bezug auf 
Schiffsanprall gegen Brücken gab es im Jahre 2000 durch das Oberveraltungs-
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gericht Rheinland-Pfalz eine Entscheidung betreffs der Frage, ob durch eine 
Fahrrinnenvertiefung eine Erhöhung des Risikos für einen Brückeneinsturz 
eintreten würde. Diese Frage wurde durch den Verwaltungsgerichtshof Rhein-
land-Pfalz verneint 296.  
 
Das Bundesverfassungsgericht hat sich in der Kalkar-Entscheidung ansatz-
weise mit der Festlegung von akzeptablen Risiken befaßt. Es finden sich dort 
allerdings nur Begriffe wie „praktisch unvorstellbar und ausgeschlossen“ oder 
„unerheblich“, ohne daß eine Festlegung eines Wertes erfolgt 271.  
 
In der amerikanischen Rechtssprechung findet sich zumindest in einem Fall ein 
Hinweis auf ein akzeptables Risiko 401:  
 
„If, for example, the odds are one in a billion that a person will die from cancer 
by taking a drink of chlorinated water, the risk clearly could not be considered 
significant (10-9). On the other hand, if the odds are one in a thousand (10-3) that 
regular inhalation of gasoline vapors that are 2 % benzene will be fatal a rea-
sonable person might well consider the risk significant and take the appropriate 
steps to decrease or eliminate it.” 
 
In England befaßten sich bereits 1949 Juristen mit der Problematik des Verglei-
ches von Risiken, wie folgendes Zitat beweist: 
 
“„Reasonably practicable“ is narrower term than „physically possible“ and 
seems to me to imply that a computation must be made by the owner in which the 
quantum of risk is placed on one scale and the sacrifice involved in the meas-
ures necessary for averting the risk (whether in money, time or trouble) is 
placed in the other, and that, if it be shown that there is a gross disproportion 
between them – the risk being insignificant in relation to the sacrificed – the 
defendants discharge the onus on them.” (Richter Asquith, Edwards v. National 
Coal Board, All England Law Reports, Vol. 1, p. 747 (1949)) 
 
Basierend auf diesem Entscheid wurde das sogenannte ALARP-Prinzip (As 
low as reasonable practicable) entwickelt, welches im englischsprachigen 
Raum weit verbreitet ist.  
 
Im folgenden seien noch zwei Fälle genannt, bei denen die Gerichte nicht der 
Meinung waren, daß die vom Hersteller als akzeptable Risiken festgelegten 
Werte den Anforderungen an ein „de minimis“ Risiko erfüllten. Patricia Ander-
son klagte Mitte der 90er Jahre gegen General Motors, weil bei ihrem Auto 
nach einem Auffahrunfall der Tank explodierte. Dem Autohersteller war der 
Konstruktionsmangel bekannt. Es wurde mit 500 Schwerverletzten bzw. Toten 
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pro Jahr bei 41 Millionen Fahrzeugen der Firma General Motors gerechnet. Der 
Konzern berücksichtigte rechnerisch die auf geltender Rechtslage basierenden 
Schadensersatzforderungen in Höhe von 100 Millionen US-Dollar pro Todes-
fall pro Jahr. Tatsache ist aber, daß das Gericht auf Grundlage des Wissens um 
den Mangel General Motors mit einer Schadensersatzsumme von 4,9 Milliar-
den US-Dollar belegte 372.  
 
Als zweites Beispiel sei eine Klage gegen den Fahrzeughersteller Ford Ende der 
70er Jahren genannt, weil der Tank des Ford Pinto explosionsgefährdet war. 
Ford ging damals von 200.000 US-Dollar für ein Menschenleben und 67.000 
US-Dollar für eine schwere Verletzung aus. Es wurden ca. 11 Millionen Fahr-
zeuge verkauft. Pro Jahr wurde mit 2.100 verbrannten Fahrzeugen gerechnet. 
1978 wurde Ford von einem Gericht in Kalifornien zu 128 Millionen Dollar 
Schadensersatz für einen verletzten Fahrer verurteilt (FORD vs. Weinberger, 
Romeo).  
 
Die Androhung von Schadensersatzforderungen bei unzureichender Sicherheit 
von Erzeugnissen finden sich bereits in den ersten Gesetzessammlungen. So 
wurden vor ca. 3.700 Jahren von dem babylonischem König Hammurabi Ge-
setze erlassen, die auf Tontafeln und der berühmten Gesetzessäule gefunden 
wurden. Die Gesetzsammlung umfaßt, je nach Art und Weise der Zählung, 
etwa 280 Paragraphen. Für verschiedene Berufsgruppen, wie Ärzte oder Bau-
meister, gibt es darin Schadensersatzregelungen. So heißt es für Baumeister:  
 
„Wenn der Baumeister für jemanden ein Haus baut und es nicht fest ausführt 
und das Haus, das er gebaut hat, einstürzt und den Eigentümer totschlägt, so 
soll jener Baumeister getötet werden. Wenn es den Sohn des Eigentümers tot-
schlägt, so soll der Sohn jenes Baumeisters getötet werden. Wenn es Sklaven des 
Eigentümers erschlägt, so soll der Baumeister Sklaven für Sklaven geben.“ 280 
 
Diese Schadensandrohung kann als Motivation für den Baumeister verstanden 
werden, ein Haus mit einem geringen Risiko in der späteren Nutzung zu er-
richten. Übrigens kannte dieser Text bereits den Unterschied zwischen einem 
akzeptabeln Risiko und einem unakzeptablen, sprich vermeidbaren, Risiko. So 
heißt es im Gesetzestext von Hammurabi: 
 
„Wenn im Stalle ein Schlag von Gott sich ereignet oder ein Löwe Vieh tötet, so 
soll der Hirte vor Gott sich reinigen und das im Stall Umgekommene dem Ei-
gentümer stellen. Wenn hingegen der Hirt etwas versieht und im Stalle ein 
Schaden entsteht, so soll der Hirt den Schaden an Rindern und Kleinvieh erset-
zen und dem Eigentümer geben.“ 
 
310 
Die Sicherheit von Bauwerken wird nicht nur im Gesetzestext von Hammurabi 
behandelt, sondern auch in der Bibel. Da Bauwerke in der menschlichen Ent-
wicklung ein sehr frühes technisches Erzeugnis waren, richtet sich auch sehr 
früh die Aufmerksamkeit auf die Sicherheit dieses Erzeugnisses. 
 
Doch nicht nur der mögliche Einsturz von Bauwerken führte zur frühen juristi-
schen Behandlung des Themas Sicherheit. Bereits erwähnt wurde die Explo-
sion eines Schiffes mit Schwarzpulver in Leiden im Jahre 1807, bei der 151 
Menschen getötet wurden. Napoleon besichtigte den Ort nach der Katastrophe. 
Die vorgefundenen Schäden veranlaßten Napoleon, 1810 einen kaiserlichen 
Erlaß für die Standortbeschränkung von Manufakturen zu erlassen. Dieser Er-
laß unterteilte die Manufakturen in verschiedene Risikostufen. Gefährliche 
Produktion durfte nicht in der Nähe von Häusern durchgeführt werden, die ent-
sprechenden Behörden hatten die Lage der Manufaktur festzulegen. Andere 
Manufakturen durften in der Nähe von Häusern liegen, wenn die Produktion als 
nicht gefährlich eingestuft wurde. Die am ungefährlichsten eingeschätzten Ma-
nufakturen durften sich in einer Stadt befinden.  
 
1814 erfolgt eine weitere Verordnung in den Niederlanden, um Gefahr, Schä-
den und Störungen durch Manufakturen einzuschränken. Außerdem wurde im 
gleichen Jahr ein Gesetz über den Umgang mit explosiven Stoffen verabschie-
det, welches nur ein Jahr später durch ein Gesetz über den Transport explosiver 
Stoffe erweitert wurde. 1875 wird der Erlaß in ein Gesetz für Fabriken über-
führt (Fabriekswet). 1876 wird ein Gesetz über den Umgang, die Lagerung und 
den Transport von giftigen Stoffen erlassen. 1896 wird ein erstes Arbeits-
schutzgesetz eingeführt. Gleichzeitig wird das Fabrikgesetz in die Störungs-
verordnung überführt. Ein Bericht im Jahre 1886 hatte darauf aufmerksam ge-
macht, daß eine gesetzliche Grundlage für den Schutz der Arbeiter notwendig 
sei. Dieses Gesetz war die erste Unterscheidung zwischen Risiken für Arbeiter 
und Risiken für Dritte. Das Gesetz wurde 1934 und 1982 überarbeitet. 1963 
wurde ein Gesetz über den Umgang mit giftigen Stoffen erlassen. 1985 wurde 
vom niederländischen Parlament die Politik des Risikomanagements im Rah-
men der Umweltschutzpolitik verabschiedet. 10 
 
Die gesetzlichen Grundlagen für Sicherheitsanforderungen sind im Gegensatz 
zu den geschilderten Fällen aber in vielen Bereichen erst in den letzten Jahr-
zehnten entstanden. So stammen die ersten Gesetze mit Anforderungen an den 
Umgang mit Abfällen in den USA aus dem Jahre 1965 (Solid Waste Disposal 
Act). In vielen Bereichen wird komplett auf die jeweils gültigen technischen 
Regelwerke verwiesen.  
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So folgen die Bauvorschriften der pauschalen Festlegung des akzeptablen Risi-
kos über das allgemeine Lebensrisiko. Sowohl der Eurocode als auch die DIN 
1055-9 lassen für außergewöhnliche Einwirkungen (Erdbeben, Anpralle gegen 
Bauwerke, Explosionen) eine Risikoanalyse zu. Dazu heißt es z. B. im Euro-
code 1, Abschnitt 3.2, Bemessung für außergewöhnliche Situationen 102 (oder 
in der DIN 1055-9 5.1 (2) 92 ) sinngemäß:  
 
„Der Ausschluß eines Risikos kann in den meisten Fällen nicht erreicht wer-
den, somit ist es erforderlich, ein gewisses Risiko zu akzeptieren. ... Bei Festle-
gung der Risikostufe sollte auch ein Vergleich mit Risiken, die bei vergleichba-
ren Bemessungssituationen von der Gesellschaft akzeptiert werden, durchge-
führt werden.“ 
 
Andere Fachgebiete besitzen andere Regelungen. Tab. 91 listet zahlreiche Nor-
men auf, die sich mit Risiken in verschiedenen Bereichen befassen. 
 
Tab. 91: Einige ausgewählte internationale normative Regelungen zur Beurtei-
lung von Risiken 
 
Nr. Norm 
1 AS/NZS 4360: Risk Management. 1999 
2 CAN/CSA-Q850-97: Risk Management: Guideline for Decision-Makers. 1997 
3 DIN EN 14738: Raumfahrtproduktsicherung - Gefahrenanalyse; Deutsche Fassung EN 
14738: 2004, August 2004 
4 DIN VDE 31000–2: Allgemeine Leitsätze für das sicherheitsgerechte Gestalten technischer 
Erzeugnisse – Begriffe der Sicherheitstechnik – Grundbegriffe. Dezember 1984 
5 E DIN 1055-100: Einwirkungen auf Tragwerke, Teil 100: Grundlagen der Tragwerks-
planung, Sicherheitskonzept und Bemessungsregeln, Juli 1999 
6 E DIN 1055-9: Einwirkungen auf Tragwerke Teil 9: Außergewöhnliche Einwirkungen. 
März 2000 
7 Emergency risk management: applications guide (Emergency Management Australia) 
8 ENV 1991 –1 Eurocode 1: Basis of Design and Action on Structures, Part 1: Basis of 
Design. CEN/CS, August 1994 
9 EPA/630/R-95/002F: Guidelines for Ecological Risk Assessment. May 14, 1998 
10 FM 100-14 US Army: Risk Management 
11 HB 231: Information security risk management guidelines. 2000 
12 HB 240: Guidelines for managing risk in outsourcing. 2000 
13 HB 250: Organisational experiences in implementing risk management practices. 2000 
14 ISO 2394: General principles on reliability for structures. 1996 
15 ISO 13232-5: Motorcycles - Test and analysis procedures for research evaluation of rider 
crash protective devices fitted to motorcycles - Part 5: Injury indices and risk/benefit 
analysis. 1996 
16 ISO 14001: Environmental Management Systems, Specification with Guidance for use. 
1996 
17 ISO 14004 Environmental Management Systems, General Guidelines on Principles, 
Systems and Supporting Techniques. 1996 
18 ISO 14121: safety of machinery - Principles of risk assessment. 1999 
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19 ISO 14971: Medical devices - Application of risk management to medical devices. 2000 
21 ISO 17666: Space systems - Risk management. 2003 
22 ISO 17776: Petroleum and natural gas industries - Offshore production installations - 
Guidelines on tools and techniques for hazard identification and risk assessment. 2000 
23 ISO 8930: Allgemeine Grundregeln über die Zuverlässigkeit von Tragwerken; Liste 
äquivalenter Begriffe, Dezember 1987 
24 ISO/IEC Guide 51: Safety aspects - Guidelines for their inclusion in standards. 1999 
25 ISO/IEC Guide73: Risk Management Terminology. 2002 
26 ISO/TS 14798: Lifts (elevators), escalators and passenger conveyors - Risk analysis 
methodology. 2000 
27 ISO/TS 16312-1: Guidance for assessing the validity of physical fire models for obtaining 
fire effluent toxicity data for fire hazard and risk assessment - Part 1: Criteria. 2004 
28 MG3 - A Guide to Risk Assessment and Safeguard Selection for Information Technology 
Systems and its related framework. 
29 New Seveso Directive 82/96/EC (1997) 
30 New Seveso Directive 96/82/EC  
31 NIST 800-30: Risk Management Guide. 
32 NORSOK Standard Z-013: Risk and Emergency Preparedness Analysis. Norwegian 
Technology Standards Institution, March 1998 
33 Norwegian Maritime Directorate: Regulation of 22. December 1993 No. 1239 concerning 
risk analyses for mobile offshore units. 
34 Norwegian Petroleum Directorate: Guidelines for safety evaluation of platform conceptual 
design 1.9.1981 
35 Norwegian Petroleum Directorate: Regulations relating to implementation and use of risk 
analyses in the petroleum activities, 12.7.1990. 
36 Norwegian Standards: NS 5814: Requirements for risk analyses. Norwegian Standard 
Organisation, August 1991 
37 OSHA Standards: Occupational Exposure to Cadmium, Section: 6: Quantitative Risk 
Assessment 
38 SAA HB 141: Risk Financing. 1999 
39 SAA HB 142: A basic introduction to managing risk. 1999 
40 SAA HB 203: Environmental risk management: principles and processes. 2000 
41 SAA/NZS HB 143: Guidelines for managing risk in the Australian/New Zealand Public 
Sector. 1999 
42 SAA/SNZ HB 228: Guidelines for managing risk in the healthcare sector. 2001 
43 SNZ 2000: Risk Management for Local Government (SNZ 2000) 
 
Die technischen Vorschriften bilden die Grundlage für die Anwendung von Ri-
sikoparametern in der Praxis. Die Anwendung von Risikoparametern soll im 
folgenden an zwei Beispielbauwerken gezeigt werden. 
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10 Beispiel Schiffsanprall 
10.1 Einleitung 
 
Bauwerke sind die einzigen technischen Erzeugnisse, deren Nutzungsdauer die 
Lebensdauer eines Menschen in der Regel übersteigt. Diese Aussage gilt auch 
für Brücken. Auf Grund der außerordentlich hohen Lebensdauer besteht die 
Möglichkeit, daß sich die Rahmenbedingungen während dieser Zeit ändern. So 
können ehemals unbedeutende Einwirkungen durch die Weiterentwicklung in 
anderen technischen Bereichen zu maßgebenden Einwirkungen werden, die 
beim Entwurf noch nicht berücksichtigt werden konnten. 
 
Der auf Grund wirtschaftlicher Zwänge vorhandene Anstieg des Transportge-
wichtes und der Geschwindigkeit von Binnenschiffen in Verbindung mit dem 
Ausbau des Wasserstraßennetzes in Deutschland kann dazu führen, daß die 
Einwirkung Schiffsanprall zu einer Gefährdung der Standsicherheit alter Brük-
ken wird. Binnenschiffe erreichen heute eine Länge von knapp 200 m, eine 
Breite von bis zu 12 m und ein Gewicht von mehreren tausend Tonnen. Neue 
Brücken werden entweder gegen diese Einwirkung bemessen oder die Schif-
fahrtsrinne wird beim Neubau pfeilerfrei gestaltet. Bei historischen Brücken 
bestehen diese Möglichkeiten nicht. Deshalb wurde eine Untersuchung der 
Sicherheit bei diesen Brücken notwendig. 
 
Als historische Brücken sollen im folgenden Brücken bezeichnet werden, die 
zeitlich etwa zwischen der Gründung des Deutschen Reiches 1871 und dem 
Beginn des 20. Jahrhunderts errichtet wurden. Deutschland erlebte etwa ab den 
60er Jahren des 19. Jahrhunderts den im Vergleich zu anderen europäischen 
Nationen verspäteten Übergang in das Industriezeitalter 240. Dieser zeichnete 
sich unter anderem durch einen wachsenden Bedarf für den Menschen- und 
Gütertransport aus, der zu steigenden Investitionen in die Infrastruktur (Tab. 
92) und auch zu einer Vielzahl neuer Brücken führte. 
 
Tab. 92: Entwicklung der Streckenlänge der Eisenbahn in „Deutschland “ 240 
 
Jahr Streckenlänge der Eisenbahn in „Deutschland “ in km 
1840 549 
1850 6.044 
1870 19.575 
1910 61.148 
 
Die in der damaligen Zeit häufig errichteten Steinbogen- und Stahlfachwerk-
brücken erfüllen in vielen Fällen bis heute ihren Dienst. Gerade die Naturstein-
bogenbrücken sind durch ihr einfaches, aber wirksames statisches System des 
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Bogens und der teilweise sehr hochwertigen Natursteine in der Lage, die zu-
nehmenden vertikalen Verkehrslasten aufzunehmen. Auf Grund des hohen 
Gewichtes durch die meist massiv hinterfüllten Bögen zeigen diese Brücken 
auch einen sehr hohen Widerstand gegen horizontale Lasten, wie z. B. Eis-
lasten. Die Pfeiler der erwähnten alten Brücken liegen im allgemeinen in ihren 
Abmessungen etwa bei 3-6 m Breite und 8-14 m Länge. Eine Berücksichtigung 
der heute möglichen Schiffsanprallkräfte zum Zeitpunkt des Entwurfes der 
Brücken erfolgte aus verständlichen Gründen nicht.  
 
Ob ein Schiffsanprall in unserer Zeit eine reale Gefährdung der Standsicherheit 
darstellt, soll in diesem Beispiel an zwei Brücken untersucht werden. Die Dar-
stellung der Gefährdung erfolgt in Form von Risiken. Diese Form erscheint 
hierbei als guter Ansatzpunkt, da neben der Unsicherheit bei der mechanischen 
Beschreibung der alten Brücken auch die Wahrscheinlichkeit eines Schiffsan-
pralls explizit mit berücksichtigt werden kann.  
 
Genaue Angaben über die Anzahl aller schiffsanprallgefährdeten Brücken in 
Deutschland liegen nicht vor. Deshalb wird versucht, diese Zahl abzuschät-
zen. Deutschland verfügt über ein Binnenwasserstraßennetz mit einer Länge 
zwischen rund 6.500 km 346 und 7.350 km 308. Die Gesamtanzahl der Brücken 
über schiffbare Gewässer in Deutschland beträgt nach eigenen Zählungen 
1.490, wobei sich dieser Wert aus 1.310 Straßenbrücken und 180 Eisenbahn-
brücken zusammensetzt.  
 
Auf dem Main gibt es 70 und auf der Mosel 35 anprallgefährdete Brücken 312. 
Mit der Gesamtanzahl von 111 Brücken auf dem Main und 48 Brücken auf der 
Mosel und der Anzahl der anprallgefährdeten Brücken auf diesen beiden 
Flüssen kann man den Prozentsatz der gefährdeten Brücken mit 70 / 111 × 100 
= 63 % auf dem Main und mit 35 / 48 × 100 = 73 % auf der Mosel angeben. 
Wendet man den hier errechneten Prozentsatz auf die ermittelte Gesamtanzahl 
der Brücken von 1.490 an, so erhält man für Deutschland ca. 950 anprallgefähr-
dete Brücken. Allerdings dürfte fraglich sein, ob eine solche Extrapolation aus-
reichend genau ist. Sie wird aber auf Grund des Mangels anderweitiger Daten 
hier verwendet. 
 
Über die Altersstruktur dieser ca. 950 Brücken liegen keine genauen Angaben 
vor. In Deutschland existieren insgesamt 120.000 Brücken 74. 35.000 Brücken 
davon befinden sich in Bundeshand. Der Anteil der hier definierten histori-
schen Brücken liegt bei diesen Brücken unter einem Prozent der Brückenflä-
che. Das entspricht vereinfacht neun Brücken. Die bekannte Altersstruktur die-
ser Brücken dürfte jedoch nicht der Alterstruktur der Brücken über schiffbare 
Flüsse entsprechen. Der überwiegende Anteil der historischen Brücken ist in 
der Hand der Länder und der Kommunen, da über diese Brücken entweder 
kleinere Staatsstraßen führen oder sich die Brücken in Städten befinden. Inso-
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fern ist vermutlich der Anteil der alten Brücken am Gesamtbrückenbestand 
größer. So liegt der Anteil historischer Eisenbahnbogenbrücken mit einer 
Spannweite bis 20 m bei 25 % und mit einer Spannweite von 20 bis 30 m bei ca. 
12 % 342. Rund ein Drittel des Brückenbestandes im Bereich des Straßenbauam-
tes Zwickau sind historische Stein- und Betonbogenbrücken, die von der Mitte 
des 19. bis Anfang des 20. Jahrhunderts erbaut wurden 30. Nimmt man an, daß 
von den ca. 950 schiffsanprallgefährdeten Brücken 5-10 % historische Brük-
ken sind, so erhält man 50-100 historische schiffsanprallgefährdete Brücken. 
 
Als Beispiele für alte anprallgefährdete Sandsteinbogenbrücken über schiff-
bare Flüsse seien die Alte Mainbrücke Lohr (1875), die Mainbrücke Markthei-
denfeldt (ca. 1846 345), in Dresden die Albertbrücke (1875 201), die Marien-
brücke (1846 201), die Augustusbrücke (1910) und die Alte Bogenbrücke Pirna 
(1875) genannt.  
 
10.2 Häufigkeit von Schiffsanprallen 
 
Wie oft ereignen sich aber Schiffsanpralle gegen Brücken? Über die Anzahl 
schwerer Anpralle von Schiffen gegen Brücken liegen weltweit für den Zeit-
raum 1960-1991 Statistiken vor 220 (Abb. 110). Die Anpralle beziehen sich 
sowohl auf den Binnenschiffahrtsbereich als auch auf den maritimen Bereich.  
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Abb. 110: Anzahl schwerer Unfälle weltweit zwischen 1960 und 1991. Das 
Wort schwer ist in diesem Zusammenhang nicht definiert 220. 
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Eine weitere Zusammenstellung von Schiffsanprallen gegen Brücken gibt Abb. 
111 338. Tab. 93 zeigt, daß solche Anpralle auch zu Brückeneinstürzen mit To-
desopfern führen können 244. In keiner der drei Statistiken wird jedoch das Alter 
der Brücken berücksichtigt. 
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Abb. 111: Brückenversagen infolge Schiffsanprall 338 
 
Tab. 93: Anpralle gegen Brücken mit Todesopfern überwiegend nach 244 
 
Name der Brücke Jahr Anzahl Todesopfer Summe pro 
Jahrzehnt 
Severn River Railway Bridge, U.K 1960 5  
Lake Ponchartain, USA 1964 6 11 
Sidney Lanier Bridge, USA 1972 10  
Lake Ponchartain Bridge, USA 1974 3  
Tasman Bridge, Australien 1975 15  
Pass Manchac Bridge, USA 1976 1 29 
Tjorn Bridge, Schweden 1980 8  
Sunshine Skyway Bridge, USA 1980 35  
Lorraine Pipeline Bridge, Frankreich 1982 7  
Sentosa Aerial Tramway, China 1983 7  
Wolga River Railroad Bridge, Sowjetunion 1983 176 233 
Claiborn Avenue (Judge Seeber) Bridge, USA 1993 1  
CSX/Amtrak Railroad Bridge, USA 1993 47 48 
Port Isabel, USA 2001 8  
Webber-Falls, USA 2002 12 bisher 20 
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Alle drei Zusammenfassungen zeigen aber eine Häufung von Anprallen Ende 
der 70er und Anfang der 80er Jahre. Danach nahm die Anzahl der Anpralle ab. 
Insbesondere die letzten beiden Unfälle in den USA 2001 und 2002 belegen, 
daß die Gefahr eines solchen Ereignisses mit Todesfolge weiterhin existiert. 
 
Bevor auf den Sonderfall eines Binnenschiffahrtsunfalls, den Schiffsanprall 
gegen Flußbrücken, eingegangen wird, sollen zuerst ein paar allgemeine Zah-
len über die Unfallentwicklung auf Binnenschiffahrtsstraßen in Deutschland 
folgen. Unter einem Binnenschiffahrtsunfall werden neben einem Brückenan-
prall z.B. auch Zusammenstöße zwischen Schiffen, Uferanfahrten oder An-
fahrten gegen Schleusen verstanden.  
 
Die Verteilung der Unfälle auf die Wasserstraßen in Deutschland ist in Abb. 
112 dargestellt. Die Binnenschiffahrtsunfälle sind ungleichmäßig auf das Was-
serstraßennetz in Deutschland verteilt 369, 335. Tab. 94 zeigt, daß diese Aussage 
auch für die europäischen Wasserstraßen gilt.  
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Abb. 112: Unfallrate mit der Anzahl Unfälle pro 100 km und Unfalldichte mit 
der Anzahl Unfälle pro Milliarde Tonnenkilometer Güterbeförderung 369 
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Tab. 94: Anprallhäufigkeiten gegen Brücken auf verschiedenen deutschen und 
europäischen Wasserstraßen  
 
Fluß Anpralle pro 
Jahr pro Brücke
Anpralle pro Brücke 
pro Schiffpassage 
Lit. 
Themse (Großbritannien) 0,2300   10,7·10-6 312 
Seine (Frankreich) 0,0313  312 
Seine (Frankreich) 0,0556   15,7·10-6 312 
Drogden Channel (Dänemark/Schweden) 1,7561   59,0·10-6 312 
Main (Deutschland) 0,0088     0,7·10-6 312 
Main (Deutschland) 0,0160   61,0·10-6 310 
Main (Deutschland) 0,0351   21,0·10-6 211 
Mosel (Deutschland) 0,0370     0,7·10-6 312 
Donau (Deutschland) 0,1580  212 
Deutschland 0,0210  369, 370 
Deutschland 0,0095     0,5·10-6 235 
Dresden 0,0380  310 
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Abb. 113: Zusammenfassung aller vorliegenden Unfall- und Anprallzahlen in 
Deutschland 
 
Abb. 113 zeigt die Entwicklung der Unfall- und Anprallzahlen in Deutschland 
allgemein und für den Main. Praktisch alle vorliegenden Daten zeigen eine Zu-
nahme der Unfälle zu Beginn der 90er Jahre des letzten Jahrhunderts in 
Deutschland. Der Beginn der Steigerung war etwa 1992, der Maximalwert lag 
zwischen 1993 und 1995 und danach erfolgte ein Abfall.  
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Von 1995-97 ist jedoch wieder ein Anstieg erkennbar. Im einzigen Fall, in dem 
für den Zeitraum nach 1998 aktuelle Unfallzahlen vorliegen, setzte sich dieser 
Trend fort. Die Zunahme der Unfälle wurde insbesondere auf den Wasser-
schiffahrtsstraßen Donau und Main beobachtet. Ein Unfallschwerpunkt ist der 
Bereich des Mains oberhalb von Würzburg. Dort erfolgte bisher noch kein Aus-
bau der Wasserschiffahrtsstraße. Auf Grund der geringen Fahrrinnentiefe, der 
geringen Fahrrinnenbreite, der engen Krümmungsradien und der engen Brük-
kendurchfahrtsbreiten stellt dieser Abschnitt die Fahrzeugführer vor besonders 
hohe Anforderungen. Gerade bei unerfahrenen Schiffsführern führte dies zu 
Unfällen 335. Abb. 114 und Abb. 115 zeigen Anpralle von Schiffen gegen hi-
storische Brückenbauwerke. Die Gefahr, die von Schiffsanprallen ausgeht, ist 
also durchaus real. Sie wird übrigens auch von Versicherern berücksichtigt 297, 
275. 
 
Neben der Häufigkeit von Schiffsanprallen gegen Brücken müssen für die Be-
rechnung auch Aussagen zur Anprallkraft erfolgen. Die Schiffsanprallkraft 
wird in der hier vorgestellten Rechnung als streuende Größe eingeführt 366, 362. 
Genauere Angaben dazu finden sich in Tab. 95. 
 
10.3 Widerstandsseite 
 
Eine Aussage über das Verhalten von Brücken unter Anprall erfordert neben 
der ausführlichen Diskussion der Einwirkungsseite auch eine gleichwertige 
Betrachtung der Widerstandsseite. Eine Generalisierung der Widerstandsseite, 
vergleichbar mit der erfolgreichen Abstraktion der Einwirkung unter Berück-
sichtigung der Flottenstruktur, ist durch die Vielfalt von Brücken bisher nicht 
gelungen. Eine Beschränkung der Menge aller Brücken erfolgte bereits durch 
das Untersuchungsziel „alte Brücken“. Doch auch aus dieser Untermenge kön-
nen nicht alle Brücken im Detail betrachtet werden, wie anhand der Beschrei-
bung zweier Bauwerke noch zu sehen sein wird. Darum hat sich der Autor als 
Kompromiß zwischen Verallgemeinerung und Berücksichtigung objektbe-
zogener Besonderheiten dafür entschieden, zwei Referenzbrücken als typische 
Vertreter jeweils einer Brückenklasse ausführlich zu untersuchen. Diese beiden 
Brücken werden nachfolgend vorgestellt.  
 
Als Vertreter der Steinbogenbrücken wurde Brücke c gewählt. Die Brücke 
befindet sich am Main. Die Frage der Standsicherheit der Brücke bei einem 
Schiffsanprall konnte im Sinne der üblichen Baunormen nicht beantwortet 
werden. Es wurde deshalb versucht, diese Frage in Form einer Risikountersu-
chung zu behandeln.   
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Abb. 114: Schiffsanprall gegen Brücke c, 1999  
 
 
 
 
Abb. 115: Schiffsanprall gegen Brücke d, 2000  
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Bei der Brücke handelt es sich um eine Sechsfeld-Steinbogenbrücke mit Flut-
öffnungen, die in den Jahren 1872-1875 errichtet wurde. Die ursprüngliche 
Konstruktion wurde überwiegend in qualitativ hochwertigem Quadermauer-
werk aus rotem Mainsandstein erstellt. Abb. 116 zeigt die Brücke aus unterstro-
miger Richtung, wie sie sich dem Betrachter bei Hochwasser 1996 darbot. 
 
Die Fundamente der Brückenpfeiler wurden bei Erbauung der Brücke flach auf 
Mainkies gegründet. Bereits in den Jahren 1939-40 wurden die ursprünglichen 
Holzspundwände der Flußpfeiler im Rahmen der Mainkanalisation und der 
damit verbundenen Absenkung der Flußsohle durch doppelte Stahlspundwände 
ersetzt und die Pfeilerfüße mit einer Betonmanschette versehen 236. Im Jahre 
1945 wurde der Pfeiler III zusammen mit den benachbarten Bögen 3 und 4 ge-
sprengt. Bereits im gleichen Jahr begann der Wiederaufbau, nachdem eine Be-
helfsbrücke errichtet worden war (Abb. 117). Der Wiederaufbau des Pfeilers 
erfolgte nach Beräumung etwa ab Oberkante Betonmanschette. Diese Vermu-
tung wurde 1985 durch eine Bestandsaufnahme bestätigt, bei der Taucher von 
zahlreichen Rissen in der Betonmanschette dieses Pfeilers berichten 365. Diese 
Risse sind vermutlich auf die Sprengung zurückzuführen. Die 1945-46 wieder-
errichteten Bögen 3 und 4 wurden laut Planung aus einer Betonklasse B 15 mit 
vorgemauerten Stirnbögen und aufgesetztem Spargewölbe erstellt. Eine wei-
tere Baumaßnahme erfolgte 1968 zur Verbreiterung der Fahrbahn. Dazu wurde 
eine ca. 30 cm dicke neue Fahrbahnplatte aufgebracht. Die jüngste Baumaß-
nahme aus dem Jahre 1994 beinhaltete die Sicherung des Pfeilers IV am Ufer 
durch eine Stahlbetonmanschette bis Oberkante Gelände. Ende der 90er Jahre 
wurden in den Pfeilern Sprengkammern gefunden. Es handelt sich hierbei um 
Hohlräume, die im Kriegsfalle mit Sprengstoff gefüllt werden können.  
 
Die historisch gewachsenen baulichen Besonderheiten und die damit verbun-
denen Unregelmäßigkeiten werden noch einmal sehr schön in der Explosions-
darstellung in Abb. 118 deutlich. 
 
Auch die Brücke d besitzt eine wechselvolle Geschichte. Bei der Brücke han-
delt es sich um eine Stahlfachwerkbrücke mit Betonfahrbahn und, wie bei 
Brücke c, um Pfeiler aus Naturstein-Quadermauerwerk. Die Brücke ist als 
Vierfelddurchlaufträger ausgebildet und überquert den Main. Über die Brücke 
führt eine Staatsstraße. Brücke d stammt aus dem Jahre 1893, wurde allerdings 
ebenso wie Brücke c am Ende des 2. Weltkrieges teilweise zerstört. Der Wie-
deraufbau erfolgte 1947, ein Umbau 1974/75. Abb. 119 zeigt die Brücke vom 
Ufer aus.  
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Abb. 116: Ansicht der Brücke c, 1996 
 
 
 
Abb. 117: Wiederaufbau der Brücke c, 1947 
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Abb. 118: Schematischer Aufbau der Brücke (ohne Hinterfüllung im Sand-
steinbogen): Links oben sind die drei Flußfelder der Brücke mit und links unten 
ohne Vormauerung dargestellt. Rechts sind die einzelnen Elemente der Brücke 
aufgeführt (Explosionsdarstellung). 
 
 
 
 
Abb. 119: Ansicht der Brücke d, 2001 
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Auf Grund des unterschiedlichen Aufbaus der beiden Brücken werden die Vor-
behalte einer Verallgemeinerung des Verhaltens aller Brücken bzw. aller hi-
storischen Brücken unter Schiffsanprall verständlich.  
 
An den beiden vorgestellten Brücken erfolgte eine Bauwerkserkundung. Die 
Bauwerkserkundung umfaßte die Besichtigung der Brücken, Bohrungen an den 
Brücken und endoskopische Untersuchungen. An der Brücke c wurden in 
großem Umfang Bohrungen durchgeführt. Insgesamt wurden an der Brücke 
über 150 m Bohrkern entnommen. Bei den Bohrungen wurde eine große Menge 
Brückenmaterial gewonnen, welches versuchstechnisch ausgewertet werden 
konnte. Die große Versuchsanzahl ermöglichte es, für verschiedene Material-
parameter der Brücken statistische Beschreibungen bereitzustellen. In Tab. 95 
sind diese Werte zusammengefaßt.  
 
Tab. 95: Zusammenfassung der statistischen Eigenschaften der verwendeten 
Zufallsgrößen, xm ist der empirische Mittelwert und s die empirische Standard-
abweichung, x0 = 0 bei Log-Normalverteilung 
 
 Materialparameter Verteilung xm s Einheit 
Brücke  Sandsteindruckfestigkeit Lognormal 75,40  21,30  MPa 
c Betondruckfestigkeit Lognormal 47,90  22,28  MPa 
 Sandsteinspaltzugfestigkeit Lognormal 4,72  1,30  MPa 
 Betonzugfestigkeit (einaxial) Lognormal 1,15  0,69  MPa 
 Sandstein E-Modul Lognormal 28.534,6 7.079,6  MPa 
 Beton E-Modul Lognormal 22.552,6 8.682,1  MPa 
 Dichte Sandstein Normal 2,27  0,15  kg/dm3 
 Dichte Beton Normal 2,26  0,10  kg/dm3 
 Mörteldruckfestigkeit Lognormal 11,00  7,25  MPa 
 Steinhöhe (Außenschale Pfeiler) Normal 0,7 0,13 m 
 Steinbreite (Außenschale Pfeiler) Lognormal 0,8 0,08 m 
 Fugenhöhe (Außenschale Pfeiler) Lognormal 0,037 0,048 m 
 Schiffsanprallkraft (Frontal) Lognormal 2,04  1,5  MN 
 Schiffsanprallkraft (Seite) Lognormal 0,61  0,385  MN 
 Anprallhöhe Normal 3  0,5  m 
Brücke Sandsteindruckfestigkeit Normal 21,2  2,4  MPa 
d Sandsteinspaltzugfestigkeit Normal+Log. 0,38  0,094  MPa 
 Mörteldruckfestigkeit Normal 15,5  3,58  MPa 
 Schiffsanprallkraft (Frontal) Lognormal 2,04  1,5  MN 
 Schiffsanprallkraft (Anprallschutz) Lognormal 0,046  0,8368  MN 
 Schiffsanprallkraft (Seite) Lognormal 0,61  0,385  MN 
 Anprallhöhe Normal 3  0,5  m 
 Pfeilerauflast Normal 0,242  0,0242  MPa 
 
 
 
325 
10.4 Berechnungsverfahren und Modelle 
 
Für die Beurteilung der Brücken bietet es sich an, ein Rechenmodell zu entwer-
fen, welches das Verhalten der Brücken bei einem Anprall simuliert. Für die 
Abbildung des strukturmechanischen Verhaltens der Brücke wurde ein Finite-
Elemente-Modell verwendet. Dieses wird kurz vorgestellt. 
 
Für die Erstellung des Modells wäre es wünschenswert gewesen, Symmetrien 
in den Bauwerken zu nutzen und nur mit einem halben Modell zu arbeiten, das 
heißt, einen halben getroffenen Pfeiler, einen an diesen Pfeiler angeschlossenen 
Bogen und einen Nachbarpfeiler zu modellieren. Dadurch würde in spürbarem 
Umfang Rechenzeit gespart werden. Auf Grund der beschriebenen Geschichte 
der Brücke c und des damit einhergehenden inhomogenen Aufbaus und der 
unterschiedlichen Materialen sind die gewünschten Symmetrien jedoch nicht 
nutzbar, auch wenn Abb. 120 den Eindruck erweckt.  
 
Für das Finite-Elemente-Modell der Brücke c wurden Volumen-, Faltwerks- 
und Massenelemente verwendet. Die teilweise verwendeten Faltwerksmodelle 
für die Stirnvormauerung und die Spargewölbe und Massenelemente sind in 
Abb. 120 nicht dargestellt. Es wurde überwiegend eine Elementkantenlänge 
von ca. 0,5 m verwendet. Das abgebildete Modell wurde sowohl für den 
Frontal- als auch den Seitenprall sowohl für Pfeiler II als auch für Pfeiler III 
verwendet. Auf Grund des parametrischen Aufbaus der Eingabedateien wurden 
im wesentlichen nur noch Materialkennwerte variiert. Der Boden wurde sehr 
voluminös modelliert, um Störungen der dynamischen Rechnung durch Re-
flektionen am Rand des Modells gering zu halten. Die Sprengkammern wurden 
mittels Elementen mit sehr kleinem Elastizitätsmodul abgebildet. Mit dem Mo-
dell wurden sowohl statische als auch dynamische Berechnungen durchgeführt. 
Eine deterministische dynamische Rechnung dauerte am Computer ca. 50 Mi-
nuten.  
 
Bei einem Finite-Elemente-Modell erfolgt immer eine Idealisierung eines rea-
len Objektes im Hinblick auf bestimmte interessante Bereiche. Im vorliegenden 
Fall wurde angenommen, daß das Versagen der Brücke im Pfeiler stattfindet. 
Deshalb wurde besonderes Augenmerk auf die Modellierung des Pfeilers ge-
richtet. Da davon auszugehen ist, daß ein Großteil der Anprallkräfte an einem 
Pfeiler über das Fundament des Pfeilers abgetragen wird, mußte dieses gerade 
durch seine Vielzahl von verschiedenen Elementen (innere und äußere Spund-
wand, Betonmanschette, Fels) relativ aufwendig modelliert werden. Die Rech-
nungen bestätigten diese Annahme. Ca. 80-90 % der Frontalanprallkraft wur-
den über das Pfeilerfundament und ca. 10-20 % der Frontalanprallkraft über die 
beiden Bögen abgetragen. Abb. 122 zeigt die Druckspannungen in einen 
Schnitt durch einen getroffenen Pfeiler. Dabei wird die Abwanderung der An-
prallkraft nach unten sehr schön deutlich.  
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Abb. 120: Finite-Elemente-Modell ohne die Darstellung von Massenelementen 
und Stirnvormauerung 
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Abb. 121: Maßangaben des Pfeilers für das Finite-Elemente-Modell 
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Abb. 122: Hauptspannungsbild durch den geschnittenen Pfeiler 
 
Um die Richtigkeit des Modells zu prüfen, wäre es wünschenswert, einen 
realen Fall mit dem Modell nachzurechnen. Auf Grund der Sprengung des 
Pfeilers III im Jahre 1945 war eine Überprüfung der Rechenannahmen beim 
Nachweis der Schubspannungen im Pfeiler II möglich. Damals war ein einsei-
tiger Horizontalschub von über 12 MN durch den Mauerwerkspfeiler aufge-
nommen worden, der nur noch von einer Seite eine Bogenhorizontalkraft 
erhielt. Die mittlere Schubspannung betrug ca. 0,3 MN/m2. Im Kämpferbereich 
und vermutlich auch an der Einspannung des Pfeilers in der Betonmanschette 
traten Rotationen ein. Die Tragfähigkeit des Pfeilers unter dieser Last konnte 
mit dem vorgestellten Modell nachgerechnet werden. 
 
Auch der Schiffsanprall gegen die Brücke c im Mai 1999 scheint das Finite-
Elemente-Modell zu bestätigen. Nach Angaben der örtlichen Zeitung war zwar 
eine Schädigung der Betonmanschette, nicht aber eine Beschädigung des 
Pfeilers selbst erkennbar. Sollte diese Aussage stimmen, so werden die Ergeb-
nisse der Finite-Elemente-Berechnung bestätigt, daß die Spundwand in Ver-
bindung mit der Betonmanschette eine sehr steife Konstruktion darstellt. Die 
steife Konstruktion ist einer der wesentlichen Gründe, warum nur ein geringer 
Teil der Last über die Bögen abgetragen wird.  
 
Auch die numerische Modellierung der Brücke d erfolgte überwiegend mittels 
des gleichen Programmes. Dabei wurden, soweit möglich, die gleichen Ele-
mente eingesetzt. Zusätzlich wurde bei der Brücke d für den Überbau ein 
räumlicher Biegebalken verwendet.  
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Das Pfeilermodell ist in Abb. 124 dargestellt. Das Modell konnte wegen man-
gelnder Datenangaben über die Hinterfüllung und wegen einfacherem Aufbau 
des Fundaments im Vergleich zur Brücke c erheblich vereinfacht werden.  
 
Auch an der Brücke d bot sich die Nachrechnung einer bekannten Belastung 
an. Es handelte sich hierbei um einen Schiffsanprall im April 2000. An dem 
Schiff waren Schäden festgestellt wurden, aus denen sich die Anprallkraft be-
rechnen ließ. Bei Tauchuntersuchungen war, vermutlich infolge des Anpralles, 
ein horizontaler Riß an einem Pfeiler entdeckt wurden, der von einer Stirnseite 
des Pfeilers auf beiden Längsseiten ca. 3 m in Richtung der anderen Stirnseite 
reichte (Abb. 124). Dieser Riß konnte mit dem Finite-Elemente-Modell nach-
gerechnet werden. Zusätzlich wurde das Finite-Elemente-Modell mit einfachen 
Berechnungen geprüft 3. In Abb. 123 sind die Spannungen am Fuß des Brük-
kenpfeilers unter verschiedenen Einwirkungen dargestellt. Deutlich ragt die 
Belastung aus der Einwirkung Schiffsanprall heraus.  
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Abb. 123: Spannungsbilder am Querschnitt des Pfeilers 2 in Höhe OK Funda-
ment 
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Abb. 124: Horizontaler Riß in einer Lagerfuge im Mauerwerk Unterwasser und 
Einordnung der Lage des Risses zum Anprall eines Schubverbandes im Jahre 
2000. Das untere Bild zeigt das verwendete Finite-Elemente-Modell eines 
Pfeilers der Brücke d und die berechnete Rißlänge 
 
 
Mit den vorgestellten Rechenmodellen und den statistischen Eingangsgrößen 
für das Brückenmaterial und die Einwirkung war es möglich, sogenannte pro-
babilistische Berechnungen durchzuführen. Die dazu notwendigen Verfahren 
wurden in die Berechnungsprogramme integriert 310. Solche Berechnungen 
sind sehr aufwendig, da die einzelnenen deterministischen Berechnungen mehr-
fach wiederholt werden müssen. Die längste durchgeführte Berechnung dauerte 
ca. 4 Wochen 310. Die Wahrscheinlichkeit des Versagens eines Bauwerkes ist 
das Ergebnis einer solchen Berechnung 
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10.5 Ergebnisse  
 
Die Ergebnisse der durchgeführten probabilistischen Berechungen der beiden 
Mainbrücken sind in Tab. 97 zusammengestellt. In der Tabelle befinden sich 
die ermittelten Versagenswahrscheinlichkeiten für das Ereignis Versagen, 
wenn ein Anprall gegen die Brücke P( V | A ) stattfindet und unter Berücksich-
tigung einer Anprallwahrscheinlichkeit P(V∩A). Diese Werte wurden für die 
beiden Brücken im Originalzustand und unter verschiedenen Verstärkungs-
möglichkeiten ermittelt. Die verschiedenen Verstärkungsvarianten sind in Tab. 
96 dargestellt. Es handelt sich hierbei um eine Auswahl aller durchgeführten 
Berechnungen.  
 
Tab. 96: Untersuchte Varianten der Brückenpfeiler 
 
Brücke c 
 
   
Flußpfeiler mit 
Sprengkammern 
(Originalzustand) 
Flußpfeiler mit 
verschlossenen 
Sprengkammern 
Flußpfeiler mit 
Spanngliedern  
2 × 2 × 2 MN 
bzw. 
2 × 2 × 4 MN 
 
Flußpfeiler mit  
2 × 3 Großbohr-
pfählen ∅ 1,5 m 
Flußpfeiler mit  
2 × 4 GEWI-
Stäben 
 
Brücke d 
 
   
 
 
Flußpfeiler mit 
Rißschaden 
(Originalzustand) 
Flußpfeiler nach 
Beseitigung des 
Rißschadens 
Flußpfeiler mit 
passiver 
Schutzeinrichtung
Pfeilervergrößerung 
um das 2,3 fache 
Verpressen des 
Pfeilers und 
damit Erhöhung 
der Zugfestigkeit 
um das 
Zweifache 
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Tab. 97: Operative Versagenswahrscheinlichkeiten (o. V.) als Vielfache von 
10-6 für die Brücken c und d pro Anprall und pro Jahr unter Berücksichtigung 
der Anprallhäufigkeit von 0,016 pro Jahr für Brücke d (Spalte VII) und der je-
weiligen für Brücke c (Spalte VIII) aus 211. Zeilen 6 und 18 beziehen sich nicht 
auf einen Anprall! 
 
I II III IV V VI VII VIII 
# Brücke Last Bauteil Version P(V|A)·10-6 P(V∩A)·10-6 P(V∩A)·10-6
     o.V. p. 
Anprall 
o.V. p. Jahr o.V. p. Jahr
1 c Pfeiler II Mit Sprengkammer 80.760,0 1.292,2 596,0
2  Pfeiler II Ohne Sprengkammer 23.300,0 372,8 172,0
3  Pfeiler II Vorspannung 340,0 5,4 2,5
4  
Frontal- 
anprall 
Pfeiler II Stahlbeton 32,0 0,5 0,2
5   Pfeiler II GEWI-Stäbe 28.0 0,4 0,2
6  Eigenlast u. Verkehr Normalspannung  203,0 4,1 4,1
7  Frontal- Pfeiler III Mit Sprengkammer 35.930,0 578,8 265,2
8  anprall Pfeiler III Ohne Sprengkammer 28.720,0 459,5 212,0
9   Pfeiler III Vorspannung 30,0 0,5 0,2
10   Bogen   1500,0 24,0 11,1
11  Seiten- Pfeiler II Ohne Sprengkammer 25.670,0 410,7 54,9
12  anprall Pfeiler III Ohne Sprengkammer 10.720,0 171,5 36,1
13 d Pfeiler 2 Schädigung 313.667,7 5.018,7 
14  Pfeiler 2 Keine Schädigung 154.256,0 2.468,1 
15  Pfeiler 2 Schutzeinrichtung 1.540,5 24,6 
16  Pfeiler 2 Pfeilervergrößerung 11.843,4 189,5 
17  
Frontal- 
anprall 
Pfeiler 2 Ideelle Zugfestigkeit 43.179,2 690,9 
18  Eigenlast u. Verkehr Normalspannung  240,0 4,8 
19  Seiten- Pfeiler 2 Keine Schädigung 328.986,4 5.263,8 
20  anprall Pfeiler 2 Schutzeinrichtung 84.539,3 1.352,6 
 
 
Zuerst soll überprüft werden, wie sich die Brücken c und d unter Eigen- und 
Verkehrslast verhalten. Die operative Versagenswahrscheinlichkeit erreicht 
bei beiden Brücken etwa den Wert von 200 × 10-6 unter maximaler Verkehrs-
belastung. Zum Vergleich mit anderen Brücken sind in Tab. 98 Ergebnisse aus 
der Literatur angegeben.  
 
Eine normengerechte Bemessung der Brücken unter Eigen- und Verkehrslast 
sollte in beiden Fällen zur gleichen Sicherheit führen und damit als quantitati-
ver Ausdruck der Sicherheit zur gleichen Versagenswahrscheinlichkeit bei 
vergleichbaren Rechenmodellen führen. Diese Bedingung scheint mit Werten 
von 203 × 10-6 und 240 × 10-6 für die jeweiligen Pfeiler der beiden Brücken er-
füllt zu sein.  
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Tab. 98: Operative Versagenswahrscheinlichkeiten (o.V.) für verschiedene hi-
storische Brücken unter Eigen- und Verkehrslast 
 
Nachweise unter Eigen- und Verkehrs-
last 
Bau-
jahr 
Durchschnitt 
o.V. 
Spannweite 3) 
Muldenbrücke Podelwitz (GZG 1)) 264 1888 591,50·10-6 1.183,0·10-6-0,21·10-6 p. J. 
Flöhabrücke Olbernhau (GZT 2)) 265  0,04·10-6   p. J. 
Syraltalbrücke Plauen (GZT 2)) 265 1905 730,90·10-6   p. J. 
Brücke c 1875 4,10·10-6   p. J. 
Brücke d 1893 4,80·10-6   p. J. 
Marienbrücke Dresden (GZT 2)) 49 1846 1.279,00·10-6 2.555,0·10-6-2,11·10-6 b. B. 
Brücke c (Modell nach Mann) 1875 33.430,00·10-6 66.810,0·10-6-48,12·10-6 b. B. 
Brücke c (Modell nach Berndt) 1875 248,00·10-6 337,0·10-6-159,20·10-6 b. B. 
Brücke d 1893 203,00·10-6     b. B. 
Vorlandbrücke Rendsburg  1913 343,00·10-6   b. B. 
Betonbogenbrücke Schwarzenberg  1928 159,00·10-6   b. B. 
1) GZG-Grenzzustand der Gebrauchstauglichkeit, 2) GZT-Grenzzustand der Tragfähigkeit 
3) p. J. – pro Jahr, b. B. – bei Belastung 
 
Nach dem Vergleich der operativen Versagenswahrscheinlichkeiten der Brük-
ken unter Eigen- und Verkehrslast ist es möglich, auch die anderen ermittelten 
Werte untereinander in Relation zu setzen. Die operativen Versagenswahr-
scheinlichkeiten pro Anprallereignis für die unbeschädigte Brücke d mit 0,154 
und für die Brücke c ohne Sprengkammer mit 0,0233 für Frontalstoß unter-
scheiden sich um den Faktor 6,5. Die unbeschädigte Version der Brücke d und 
die Brücke c ohne Sprengkammer wurden gewählt, um Besonderheiten der 
Brücken, wie sie z. B. die Sprengkammer bei Brücke c darstellt, soweit wie 
möglich zu vernachlässigen und damit die Plausibilität der Rechnungen einfa-
cher kontrollieren zu können. Anhand deterministischer Größen wie der Eigen-
last der Brücken und der jeweiligen Mauerwerkseigenschaften soll der Faktor 
des Unterschiedes von 6,5 geprüft werden.  
 
Die Eigenlast, die zumindest beim Schubspannungsnachweis über die Reibung, 
welcher für das Anprallereignis maßgebend wird, linear eingeht, unterscheidet 
sich zwischen diesen beiden Brücken um den Faktor 7,4 (Tab. 99). Die maxi-
male zulässige Schubspannung zwischen den beiden Brücken unterscheidet 
sich dagegen um den Faktor 2,7. Vereinfachend kann festgestellt werden: Auf 
Grund des höheren Eigengewichtes bei der Brücke c kann dort auch eine hö-
here Schubspannung abgetragen werden. Die erhöhte Eigenlast drückt sich 
aber auch in der vorhandenen Normalspannung aus. Dieser Wert unterscheidet 
sich zwischen den beiden Brücken um den Faktor 3,2. Da aber die Eigenlast 
selbst auch wieder eine Belastung für den Pfeiler darstellt, muß auch die aus-
nutzbare Normalspannung berücksichtigt werden. Dieser Wert liegt bei 
Brücke c etwa um den Faktor 2,5 höher. Letztendlich kann man die maximale 
dynamische Anprallkraft mit einer nichtlinearen Berechnung vergleichen. 
Auch hier besteht ein Unterschied zwischen den Brücken um den Faktor 3.  
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Tab. 99: Vergleich einiger Parameter der Brücke c und Brücke d 
 
 Brücke c Brücke d 
Versagenswahrscheinlichkeit pro Anprall    0,023  (1,0)  0,15  (6,5) 
Versagenswahrscheinlichkeit unter Eigen- und Ver-
kehrslast  
  2,030·10-4 (1,0)  2,400·10-4 (1,2) 
Fläche m2   48  (1,9)  25  (1,0) 
Eigenlast in MN   37  (7,4)  5  (1,0) 
Vorhandene Normalspannung in MPa   0,84  (3,2)  0,26  (1,0) 
Zulässige Normalspannung MPa   ca. 25  (2,5)  ca. 10  (1,0) 
Maximale statische Schubspannung MPa   0,8  (2,7)  0,3  (1,0) 
Maximale dynamische Anprallkraft in MN   13,0  (2,9)  4,5  (1,0) 
Fraktilwert der Anprallkraft in %   99,99   97,00   
(X) Werte in Klammern sind die Faktoren zwischen den beiden Vergleichswerten. 
 
Der Unterschied zwischen den operativen Versagenswahrscheinlichkeiten von 
6,5 läßt sich problemlos mit dem Unterschied der Eigenlasten von 7,4 erklären. 
Ein ähnlicher Faktor findet sich aber nicht bei den anderen erwähnten Parame-
tern. An dieser Stelle muß auf zwei Probleme der Plausibilitätsmodelle hinge-
wiesen werden: Zum einen ist das dynamische Verhalten nicht nur von der 
Masse, sondern auch von der Steifigkeit, die in diesem Faktor nicht berück-
sichtigt wird, abhängig und zum zweiten ist die Schubfestigkeit von Mauer-
werk nur im ersten Bereich linear von der Auflast abhängig und steigt nach Er-
reichen eines Maximalwertes nicht mehr. Dann bringt eine weitere Zunahme 
der Auflast keinen Vorteil mehr für den Schubspannungsnachweis und kann 
sogar wieder zu einer Verringerung der maximalen Schubtragfähigkeit führen. 
Basierend auf diesen Überlegungen erscheinen aus Sicht des Verfassers die 
errechneten Werte glaubhaft. 
 
Im nächsten Schritt sollen die Ergebnisse der Rechnungen mit konstruktiven 
Verstärkungsmöglichkeiten gewertet werden. Prinzipiell kann festgestellt 
werden, daß sowohl die operative Versagenswahrscheinlichkeit mit als auch 
ohne Rißschaden an der Brücke d zu sehr hohen Werten führt bzw. die Brücke 
eine sehr geringe Sicherheit unter dieser Einwirkungskombination zeigt. Inter-
pretiert man die Werte von 0,1542 bzw. 0,313 als Wiederkehrperioden eines 
Anpralls, muß man feststellen, daß jeder siebte bzw. jeder dritte Anprall rech-
nerisch zum Einsturz der Brücke führt. Deutlich bessere Werte werden bei der 
Brücke c erzielt. Die Werte von 0,0807 für den Mauerwerkspfeiler mit 
Sprengkammer, 0,0234 für den Mauerwerkspfeiler ohne Sprengkammer und 
0,0359 bzw. 0,0287 für den Betonpfeiler mit und ohne Sprengkammer liegen 
ca. eine Zehnerpotenz unter den Werten der Brücke d. Damit führt im Mittel 
jeder zwölfte (0,0807) Anprall bzw. jeder 43ste (0,0234) Anprall zum Einsturz 
der Brücke c. 
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Durch den Einbau einer passiven Schutzeinrichtung an der Brücke d erreicht 
man eine Verringerung der operativen Versagenswahrscheinlichkeit auf 1/100 
des Wertes der unbeschädigten Brücke (0,00154). Würde man den Pfeiler um 
den Faktor 2,3 vergrößern und damit das Eigengewicht und die Fläche erhöhen, 
erhält man etwa 1/10 des vorhandenen Wertes der unbeschädigten Brücke 
(0,0118). Dieser Wert ist auf Grund der Geometrieverhältnisse des Pfeilers ver-
gleichbar mit der Brücke c. Der Pfeiler der Brücke c hat ca. die 1,92-fachen 
Abmessungen des Pfeilers der Brücke d. Bei einer Vergrößerung des Origi-
nalpfeilers von Brücke d um den Faktor 2,3 ergibt sich ein Flächenunterschied 
von 0,8 (1,92 zu 2,3) und ein Breitenunterschied von 0,6 (4 m zu 2,3 × 2,6 m = 
5,98 m). Wenn also der Pfeiler der Brücke d die doppelte Fläche des Pfeilers 
der Brücke c hat, erhält man auf Grund der geringen Eigenlast der  Brücke d 
trotzdem erst die halbe operative Versagenswahrscheinlichkeit der Brücke c.  
 
Die Einführung einer ideellen Zugfestigkeit für das Mauerwerk an der Brük-
ke d zur Darstellung eines Effekts aus Vorspannen, Schlaffstahlbewehren oder 
Verpressen des Pfeilers verringert den bisher vorhandenen Wert der operativen 
Versagenswahrscheinlichkeit der unbeschädigten Brücke auf ein Viertel des 
ursprünglichen Wertes (0,0432). Obwohl der Lastfall Vorspannung auch bei 
der Brücke c berechnet wurde, ist der direkte Vergleich hier unangebracht, da 
die Vorspannung in der Berechnung der Brücke c durch Vorspannkräfte bzw. 
Umlenkkräfte weitaus realitätsnaher modelliert wurde. Auch die bei der Brük-
ke c beobachtete Veränderung der Versagenswahrscheinlichkeit der Brücke 
ohne Sprengkammer zur vorgespannten Brücke erscheint glaubwürdiger. Die 
Vorspannung des Mauerwerkspfeilers führt zu einer Abminderung der Ver-
sagenswahrscheinlichkeit der Brücke c auf 1/70 im Vergleich zur Brücke 
ohne Sprengkammer. Das Aufbringen von Vorspannung auf die Pfeiler stellt 
ein effektives Mittel zur Erhöhung der Sicherheit dar. 
 
Die Verfüllung der Sprengkammern bringt beim Mauerwerkspfeiler der Brük-
ke c eine geringe Verbesserung der Zuverlässigkeit mit sich (auf ca. ein 
Viertel). Die untersuchte Stahlbetonlösung sah den Einsatz von jeweils drei 
Großbohrpfählen mit einem Durchmesser von einem Meter an jeder Pfeiler-
stirnseite vor. Diese konstruktive Lösung stellt quasi einen Neubau des Pfeilers 
dar. Damit ist die deutlichste Verringerung der operativen Versagenswahr-
scheinlichkeit und damit einhergehend die drastischste Erhöhung der Sicher-
heit erreichbar. Es handelt sich allerdings auch um die aufwendigste Lösung. 
Ob eine derartige Lösung überhaupt realisierbar ist, darf bezweifelt werden. 
Deutlich eleganter erscheint hier der Einbau von GEWI-Stäben. Diese haben 
den Vorteil, mit leichtem Bohrgerät (Durchmesser der erforderlichen Bohrung 
ca. 10 bis 15 cm) und ohne große Störung der vorhandenen Bausubstanz ein-
setzbar zu sein.  
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Die operative Versagenswahrscheinlichkeit unter Querstoß zeigt bei beiden 
Brücken etwa vergleichbare Verhältnisse zu den Werten für Frontalstoß. Wäh-
rend bei Brücke c für die Version ohne Sprengkammer praktisch der gleiche 
Wert für Frontal- und Querstoß ermittelt wurde (0,0233 bzw. 0,0256), 
unterscheiden sich die beiden Werte bei der Brücke d um den Faktor 2. Dieser 
Unterschied ist vermutlich auf die außerordentlich schmale Ausbildung des 
Pfeilers an der Brücke d zurückzuführen.  
 
Zusammenfassend kann festgestellt werden, daß die rechnerischen Ergebnisse 
der probabilistischen Untersuchung der Brücke d und c ohne Berücksichti-
gung der Anprallwahrscheinlichkeit aus Sicht des Verfassers im Vergleich der 
konstruktiven Lösungen und im Vergleich der Brücken untereinander plausibel 
erscheinen.  
 
Es kann deshalb der nächste Schritt von der ereignisorientierten operativen 
Versagenswahrscheinlichkeit zur zeitbezogenen Versagenswahrscheinlichkeit 
durch die Einbeziehung der Anprallwahrscheinlichkeit gegangen werden (Tab. 
97, Spalten VI und VII). Mittels der Anprallwahrscheinlichkeiten kann eine 
operative Versagenswahrscheinlichkeit pro Jahr angegeben werden. Damit ist 
der direkte Vergleich mit zulässigen Werten in den Vorschriften möglich. Der 
Zielwert liegt bei 10-6 pro Jahr 91, 101, 291: 
 
Für die unverstärkten Brücken ergibt sich: 
Brücke c 6 6vorh 596,0 10 zul 1,0 10f fP P− −= ⋅ > = ⋅  pro Jahr und  
Brücke d 6 6vorh 5.018,7 10 zul 1,0 10f fP P− −= ⋅ > = ⋅  pro Jahr. 
Für die Brücke d mit passiver Schutzeinrichtung ergibt sich: 
6 6vorh 24,6 10 zul 1,0 10f fP P
− −= ⋅ > = ⋅  pro Jahr. Die Nachweise sind nicht ein-
gehalten, wobei der Nachweis bei der verstärkten Brücke günstiger wird. 
 
Die operative Versagenswahrscheinlichkeit pro Zeiteinheit nennt zwar eine 
Konsequenz beim Eintritt des Ereignisses Schiffsanprall, nämlich das Versa-
gen des Bauwerkes, erlaubt damit aber keinen direkten Vergleich mit anderen 
Risiken. Deshalb soll im folgenden der Begriff der operativen Versagenswahr-
scheinlichkeit zum allgemeinen Risiko erweitert werden, welches üblicher-
weise als Produkt aus Eintrittswahrscheinlichkeit P eines Ereignisses und einer 
allgemeiner gefaßten Konsequenz K des Eintretens dieses Ereignisses verstan-
den wird. Damit ist es möglich, in die bisher genannte Konsequenz Verlust ei-
nes Bauwerkes auch andere Konsequenzen, insbesondere die möglicher To-
desopfer, mit einzubeziehen und das Risiko zu beschreiben: R P K= ⋅ . 
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Es wird also im folgenden neben der bereits zeitabhängigen operativen Ver-
sagenswahrscheinlichkeit unter Schiffsanprall auch der zu erwartende Schaden 
beim Versagen der Brücke abzuschätzen sein.  
 
Dieser Schaden setzt sich aus verschiedenen Teilen zusammen. Zuerst ist der 
materielle und ideelle Wert der Brücke zu beklagen. Der materielle Wert um-
faßt neben dem Bauwerk auch sekundäre zusätzliche Aufwendungen, wie z. B. 
Umleitungsverkehr, wenn die Brücke nicht mehr verfügbar ist. Unter ideellen 
Werten sei der Verlust der Brücke als Kulturgut zu verstehen.  
 
Daneben müssen auch gesundheitliche Schäden für die Nutzer der Brücke wäh-
rend des Versagens, vermutlich sogar Todesopfer, erwartet werden. Die Anzahl 
der Todesopfer erlaubt den Vergleich mit anderen vorhandenen Risiken. Des-
halb wird der finanzielle und ideelle Wert der Brücke im folgenden nicht weiter 
betrachtet, wohl aber eine Schätzung für die zu erwartenden Todesopfer aufge-
stellt. Dazu muß das Nutzungsprofil, im Fall der Brücke c das Straßenver-
kehrsaufkommen, abgeschätzt werden. 
 
Zuerst einmal kann man die absoluten Sterbehäufigkeiten des Brückenver-
sagens infolge Schiffsanprall mit anderen technischen Risiken vergleichen. 
Diese Werte sind in Tab. 100 dargestellt und lassen den Schluß zu, daß das Ver-
sagen von Brücken infolge Schiffsanprall im allgemeinen in Deutschland oder 
den USA als außerordentlich gering eingestuft werden kann. Man darf jedoch 
diese Aussage nicht verallgemeinern. Vielmehr ist die Berücksichtigung der 
konkreten Verhältnisse der beiden behandelten Brücken notwendig.  
 
 
Tab. 100: Anzahl der tödlich Verunglückten pro Jahr für KFZ, Flugzeug und 
Schiffsanprall 
 
  Tödlich Verunglückte pro Jahr 
Kriege, Völkermord Weltweit ~2 Million 
Kraftfahrzeuge Weltweit  ~1 Million 
 Europa  ~120.000 
 USA  ~40.000 
 Deutschland  ~7.000-8.000 
Naturkatastrophen Weltweit  ~80.000 
Fliegen USA  ~800 
Eisenbahn  Europa ~800 
Brückenversagen infolge Schiffsanprall Weltweit  ~8 (330 seit 1960) 
 USA    8 (2001) 
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Über die Brücke c führt eine Staatstraße. Das durchschnittliche Verkehrs-
aufkommen pro Tag beträgt ca. 6.600 Fahrzeuge. Ein hohes Verkehrsaufkom-
men von 660 Fahrzeugen pro Stunde ist im wesentlichen nur am Morgen und 
am späten Nachmittag zu verzeichnen. Teilweise soll sich in diesen Stunden 
kurzzeitig Stau auf der Brücke entwickeln.  
 
Die eigentliche Flottenstruktur der Kraftfahrzeuge auf der Brücke ist nicht be-
kannt. Es kann aber vermutet werden, daß die Flottenstruktur zu erheblichen 
Anteilen aus PKW’s besteht. In der Stadt an der Brücke gibt es eine Maschi-
nenbaufirma, so daß gelegentlich auch Sattelschlepper die Brücke queren wer-
den. Allein aus der Anzahl der Fahrzeuge pro Tag und der mittleren Überque-
rungsdauer von 20 bis 30 Sekunden ergibt sich eine mittlere Nutzungsdichte 
von etwa einem oder zwei Fahrzeugen mit wahrscheinlich nicht mehr als fünf 
Personen gleichzeitig auf der Brücke. Letztendlich kann aber ein Bus auf der 
Brücke oder ein Anprall während der Zeit des hohen Verkehrsaufkommens 
nicht ausgeschlossen werden. Darum soll auf die Vergleichswerte bei Brük-
kenversagen infolge Schiffsanprall zurückgegriffen werden. 
 
Glücklicherweise sind, soweit bekannt, in den letzten Jahrzehnten in Deutsch-
land infolge Schiffsanprall keine Brückenversagen mit Todesopfern zu bekla-
gen gewesen. Die bisher international bei Brückenversagen infolge Schiffsan-
prall bekannten Todeszahlen sind in Abb. 125 in graphischer Form zusam-
mengefaßt. Es zeigt sich, daß überwiegend Unfälle mit kleinen Opferanzahlen 
auftraten. Von den fünfzehn erfaßten Unfällen waren bei zwölf Unfällen ma-
ximal 20 Opfer zu beklagen. Die großen Opferzahlen (47 und 176) traten bei 
Eisenbahnbrücken auf. Es darf vermutet werden, daß bei Eisenbahnbrücken 
prinzipiell größere Opferzahlen auf Grund der größeren Anzahl von Menschen 
pro Fahrzeug (Zug zu PKW, Bus oder LKW) zu erwarten sind.  
 
Der Mittelwert der Todesopfer bei Brückenversagen infolge Schiffsanprall lag 
nach eigenen Rechnungen in den letzten Jahrzehnten bei ca. 22. Dieser hohe 
Wert berücksichtigt aber nicht die genannten Unterschiede zwischen Straßen- 
und Eisenbahnbrücken. Rechnet man deshalb nur mit beobachteten Werten von 
Straßenbrücken, soweit eine Trennung bekannt ist, erhält man einen Mittelwert 
von ca. neun Todesopfern pro Brückeneinsturz infolge Schiffsanprall. Die bei-
den Unfälle in den letzten Jahren (2001 und 2002) in den USA bestätigen einen 
Wert um zehn.  
 
Basierend auf diesen Überlegungen werden für die Risikoanalyse der Brücke c 
Opferzahlen von 10 und 22 verwendet. Da für die Brücke d keine Angaben 
zum Verkehrsaufkommen vorliegen, werden diese Zahlen auch für diese Brük-
ke verwendet.  
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Abb. 125: Häufigkeit der Anzahl von Todesopfern bei einem Brückenversagen 
infolge Schiffsanprall in verschiedenen Klassen 
 
Mit den geschätzten mittleren Opferzahlen 10 bzw. 22, einer Standardabwei-
chung der Opferzahlen von 8 und 23 und einem Politik-Faktor von 0,01 (Ge-
fährdung erfolgt absolut unfreiwillig), wird die Nachweisgleichung 
( ) ( ) 100i i iE N k N+ ⋅σ ≤ β ⋅   
für die Brücke d unter Frontalstoß mit passiver Schutzeinrichtung zu: 
 
Bei 22 Todesopfern: 
6 622 24,6 10 3 24,6 10 23 0,343 0,01 100 1− −⋅ ⋅ + ⋅ ⋅ ⋅ = < ⋅ = , 
Bei 10 Todesopfern: 
6 610 24,6 10 3 24,6 10 8 0,119 0,01 100 1− −⋅ ⋅ + ⋅ ⋅ ⋅ = < ⋅ = . 
 
Beide Nachweise sind jetzt eingehalten. Weitere Nachweise für die Brücke d 
ergeben: 
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CEB-FIB Model-Code 61  
510
SP N
−
≤   
5
4 7105,41 10 4,5 10
22
−
− −⋅ > = ⋅  nicht eingehalten 
5
4 6102,46 10 1 10
10
−
− −⋅ > = ⋅  nicht eingehalten 
Dutch Ministry of Housing  
4 610 10iP
− −≤ ≤   
4 4 45,41 10 2,46 10 10− − −⋅ > ⋅ >  nicht eingehalten 
Dutch Ministry of Housing (VROM-Regel)  
3
2
10
SP N
−
≤  für 10N ≥   
3
4 6
2
105,41 10 2 10
22
−
− −⋅ > = ⋅  nicht eingehalten 
3
4 5
2
102,46 10 1 10
10
−
− −⋅ > = ⋅  nicht eingehalten 
British Rail Passagiere  
4 610 10iP
− −≥ ≥   
4 4 4 65,41 10 2,46 10 10 10− − − −⋅ > ⋅ > >  nicht eingehalten 
British Rail Angestellte  
3 610 10iP
− −≥ ≥   
3 4 4 610 5,41 10 2,46 10 10− − − −> ⋅ > ⋅ >  eingehalten 
CIRIA 58  
40,5 10
SP N
−⋅≤   
4
4 60,5 105,41 10 2,3 10
22S
P
−
− −⋅= ⋅ > = ⋅  nicht eingehalten 
4
4 60,5 102,46 10 5 10
10S
P
−
− −⋅= ⋅ > = ⋅  nicht eingehalten 
Statoil’s Corporate  
2 4
2 2
10 10
SPN N
− −
≤ ≤   
2 4
4 5 7
2 2
10 105,41 10 2 10 2 10
22 22
− −
− − −⋅ < = ⋅ < = ⋅  nicht eingehalten 
2 4
4 4 6
2 2
10 102,46 10 1 10 1 10
10 10
− −
− − −⋅ < = ⋅ < = ⋅  nicht eingehalten 
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Auch wenn sich bei diesen Nachweisen kein einheitliches Bild bietet, so ist die 
überwiegende Anzahl der Regelungen der Nachweise weder bei 10 noch bei 22 
Opfern eingehalten. Es wäre in diesem Zusammenhang interessant, nicht nur 
die absoluten Zahlen zu vergleichen, sondern auch die Form der F-N-Kurve. 
 
Die Kurven für die beiden Brücken wurden basierend auf den operativen Ver-
sagenswahrscheinlichkeiten und den historischen Opferzahlen von Brücken-
einstürzen durch Schiffsanprall berechnet (Abb. 126). Die Brücke c zeigt ein 
um eine Zehnerpotenz geringeres Risiko als die Brücke d. Das Unfallbild bei 
einem Brückenversagen dürfte unter Berücksichtigung des Verkehrsaufkom-
mens an der Brücke c im wesentlichen dem eines Verkehrsunfalls gleichen. 
Vermutlich sind aber Unfälle mit größeren Opferzahlen um die 22 häufiger als 
vergleichbare Straßenverkehrsunfälle, so daß die Kurven bei beiden Brücken 
etwas länger flach verlaufen würden als die Kurve infolge Autoverkehr. Zwi-
schen 30 bis 50 möglichen Opfern beginnen die Kurven der beiden Brücken 
stärker zu fallen. Die zweite Spitze in den Kurven korrespondiert mit den gro-
ßen Todesopferzahlen bei Eisenbahnbrücken. Eliminiert man diese Zahlen aus 
den Kurven, so verschwindet der zweite Knick in den F-N-Kurven der beiden 
Brücken und die Kurve fällt steil nach unten. 
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Abb. 126: F-N-Diagramm für die beiden Brücken unter Schiffsanprall  
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Neben den Kurven, die den unverstärkten Zustand der Brücken beschreiben, 
beinhaltet das Diagramm ferner alle dem Autor bekannten Zielkurven für F-N-
Diagramme, da für das Bauwesen speziell keine Zielkurven vorliegen. Die 
Kurven der Brücken sollten unterhalb der Zielkurven liegen. Das ist jedoch für 
die überwiegende Menge der Zielkurven nicht der Fall. Damit gelingt der 
Nachweis der Brücken im Originalzustand nicht. Der beispielhaft geführte 
Nachweis des Schutzes der Brücke d durch eine passive Schutzeinrichtung 
zeigt aber, daß die Ertüchtigung der Brücken möglich ist. Es besteht jetzt die 
Aufgabe, eine Verstärkungsvariante zu wählen.  
 
Mit den ermittelten vorliegenden Versagenswahrscheinlichkeiten der beiden 
Brücken unter Schiffsanprall sowohl im Originalzustand als auch nach Verstär-
kungsmaßnahmen muß eine realistischere Kostenermittlung durchgeführt wer-
den. Damit ist es möglich, die Effektivität der jeweiligen Baumaßnahme hin-
sichtlich der Erhöhung der Sicherheit objektiv zu bewerten. Abb. 127 zeigt die 
Einordnung der Investitionen in Baumaßnahmen zur Erhöhung der Sicherheit. 
Während die operative Versagenswahrscheinlichkeit als Horizont das Versa-
gen der Baustruktur betrachtet, können in der Risikobeurteilung auch Zustände 
nach dem Versagen beurteilt werden. Diese Beurteilung hat, wie in Abb. 127 
gezeigt, Auswirkungen auf die Ermittlung optimaler Schadensvermeidungsko-
sten oder Grenzkosten, die durch eine Baumaßnahme nicht überschritten wer-
den dürfen.  
 
Für die Bestimmung der Grenzkosten der Verstärkungsmaßnahmen wird eine 
Gleichung basierend auf einem Lebensqualitätsparameter verwendet. Lebens-
qualitätsparameter gelten hier als universelles Maß für den Gewinn oder Ver-
lust bei einer Handlung innerhalb einer Gesellschaft. Sie können damit als 
Risikoparameter verstanden werden. Die Gleichung lautet 315, 310: 
 
1 2
1 ( )F F f f
w CC N g P P
w M
−= ⋅ ⋅ ⋅ ⋅ − . 
 
Mit einer Opferzahl von zehn kann man für die Brücke c unter Berücksichti-
gung der operativen Versagenswahrscheinlichkeit der Brücke und der Anprall-
wahrscheinlichkeit die Grenzkosten für die Verstärkungsmaßnahme Vorspan-
nung des Mauerwerkspfeilers II: 
 
1 0,125 0,13 10 23742 (0,00129216 0,00000544) 26.679
0,125 0,01042
C −= ⋅ ⋅ ⋅ ⋅ − =  € 
und für die Verstärkungsmaßnahme Stahlbeton des Mauerwerkspfeilers II: 
1 0,125 0,13 50 23742 (0,00129216 0,00000051) 26.781
0,125 0,01042
C −= ⋅ ⋅ ⋅ ⋅ − =  € 
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ermitteln. Basierend auf den beiden geschätzten Opferzahlen (10 und 22) 
wurde die Tab. 101 erstellt. In der Tabelle sind in Spalte V die Grenzkosten C 
für die Ausführung verschiedener Verstärkungsmaßnahmen der Brücken zu-
sammengefaßt.  
 
In der Zeile 1 der Tab. 101 werden der Sanierung des Pfeilers 2 der Brücke d 
vom Zustand mit Horizontalriß in den Zustand ohne Horizontalriß Grenzkosten 
von 52.885 Euro zugebilligt. Kostet die Realisierung dieser Verstärkungsmaß-
nahme mehr, ist die erreichte neue operative Versagenswahrscheinlichkeit 
bzw. der Verstärkungseffekt im Vergleich zu den Kosten uneffektiv. In anderen 
Worten: Die Baumaßnahme bringt keinen Vorteil.  
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Abb. 127: Einordnung der Schadensvermeidungskosten in die Kostenkette ei-
ner Bauinvestition 
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Tab. 101 Zulässige Kosten für Verstärkungsmaßnahmen in Abhängigkeit von 
der Erhöhung der Sicherheit durch die Maßnahme 
 
Nr. I II III IV V 
 NF  Originalzustand  Verstärkungsmaßnahme C 
1 10 Brücke d mit Rißschaden ohne Rißschaden 52.885 € 
2 10 Frontal- mit Rißschaden passive Schutzeinrichtung 103.548 € 
3 10 anprall mit Rißschaden Pfeilervergrößerung × 2,3 100.130 € 
4 10  mit Rißschaden ideelle Zugfestigkeit × 2 89.735 € 
5 10 Seitenanprall kein Rißschaden passive Schutzeinrichtung 81.095 € 
6 10 Brücke c mit Sprengkammer Sprengkammer füllen 19.062 € 
7 10 Frontal- mit Sprengkammer Vorspannung 26.679 € 
8 10 anprall mit Sprengkammer Stahlbeton 26.781 € 
9 10  mit Sprengkammer GEWI-Stäbe + Verfüllung 20,986 € 
10 10 Seitenanprall mit Sprengkammer Sprengkammer füllen 2.392 € 
11 10  mit Sprengkammer Vorspannung 11.910 € 
12 22 Brücke d mit Rißschaden ohne Rißschaden 116.347 € 
13 22 Frontal- mit Rißschaden passive Schutzeinrichtung 227.806 € 
14 22 anprall mit Rißschaden Pfeilervergrößerung × 2,3 220.287 € 
15 22  mit Rißschaden ideelle Zugfestigkeit × 2 197.416 € 
16 22 Seitenanprall kein Rißschaden passive Schutzeinrichtung 178.410 € 
17 22 Brücke c mit Sprengkammer Sprengkammer füllen 41.937 € 
18 22 Frontal- mit Sprengkammer Vorspannung 58.695 € 
19 22 anprall mit Sprengkammer Stahlbeton 58.919 € 
20 22  mit Sprengkammer GEWI-Stäbe + Verfüllung 46,107 € 
21 22 Seitenanprall mit Sprengkammer Sprengkammer füllen 5.262 € 
22 22  mit Sprengkammer Vorspannung 26.202 € 
 
Bei der Brücke d zeigen mit Ausnahme der reinen Rißsanierung alle Verstär-
kungsmöglichkeiten ein ähnliches Kostenniveau. Bei einer geschätzten Opfer-
zahl von zehn Menschenleben liegen die Kosten überwiegend zwischen 80.000 
und 100.000 Euro und bei 22 Menschenleben liegen die Kosten zwischen 
180.000 und 230.000 Euro pro Verstärkungsmaßnahme. Diese Werte erschei-
nen durchaus realistisch. Da der technologische Aufwand für die passive 
Schutzeinrichtung vermutlich am geringsten ist, sollte diese konstruktive Lö-
sung bevorzugt werden. In der Tat wurde an der Brücke d diese Verstär-
kungsmaßnahme gewählt. 
 
Für die Wiederherstellung der Brücke d in den Zustand vor dem Schiffsanprall 
im Jahre 2000 durch Verschließen des vorhandenen Risses wird nur die Hälfte 
der finanziellen Mittel wie für die anderen Verstärkungsmaßnahmen bereitge-
stellt. Dieser geringe Betrag im Vergleich zu den anderen Verstärkungsmaß-
nahmen rührt daher, daß die Verstärkungsmaßnahme unzureichend ist. Die 
Brücke d war also bereits ohne Rißschaden akut anprallgefährdet. Eine Wie-
derherstellung des unbeschädigten Zustandes erbringt nur eine unzureichende 
Sicherheit. 
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Abb. 128: Passive Schutzeinrichtung am Pfeiler 2 der Brücke d 
 
Die Kosten für Verstärkungsmaßnahmen an der Brücke c sind im Vergleich 
zu den Werten der Brücke d auffällig gering und inhomogen (zwischen reich-
lich 2.000 und knapp 30.000 Euro unter der Annahme, daß zehn Menschen 
verunglücken, und reichlich 5.000 bis 60.000 Euro unter der Annahme, daß 22 
Menschen bei einem Brückeneinsturz infolge Schiffsanprall verunglücken). 
Die geringen zulässigen Kosten machen deutlich, daß die Brücke c bereits 
jetzt ein nahezu akzeptables Risiko erreicht. Man erkennt außerdem, daß ab 
einem bestimmten Wert der neuen Versagenswahrscheinlichkeit nach einer 
Sanierung eine weitere Verbesserung wirtschaftlich nicht mehr belohnt wird. 
Beredtes Beispiel dafür ist die Sanierung des Mauerwerkspfeilers mittels Vor-
spannung und Stahlbetonlösung. Die operativen Versagenswahrscheinlich-
keiten unterscheiden sich um den Faktor zehn, aber die zulässigen Kosten 
dieser beiden konstruktiven Verstärkungsmöglichkeiten sind nahezu identisch 
(beide Lösungen ca. 27.000 Euro bei zehn Opfern bzw. ca. 59.000 Euro bei 22 
Opfern). Ein derartig geringes Risiko, wie es an der Brücke c nach der Sanie-
rung mittels Stahlbetonbohrpfählen existieren würde, ist nicht im Interesse der 
Öffentlichkeit und wird daher auch nicht durch die Bereitstellung zusätzlicher 
ökonomischer Mittel belohnt. 
 
Verwendet man die hier vorgestellten Rechenergebnisse zur Beurteilung alter 
Brücken über schiffbare Flüsse, so muß man feststellen, daß derartige Bau-
werke durchaus einer Gefährdung unterliegen. Für Brücken mit einem ver-
gleichbaren Aufbau, lassen sich relativ einfach grobe Angaben zur Sicherheit 
machen. Etwas schwieriger sieht es aus, wenn man einen Konsens für die 
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Grundgesamtheit sucht. Unter der Annahme, daß die Anprallwahrscheinlich-
keiten auf dem gesamten Binnenschiffahrtsnetz identisch sind (was nicht der 
Fall ist) und der Annahme, daß ca. 50-100 alte Brücken anprallgefährdet sind, 
dürfte sich ein Investitionsvolumen von ca. (100.000 Euro für Brücken Typ d 
+ 30.000 Euro für Brücken Typ c) 130.000 Euro · 25 = 3.250.000 Euro bzw. 
130.000 Euro · 50 = 6.500.000 Euro ergeben. Die Frage der Anzahl der alten 
schiffsanprallgefährdeten Brücken bedarf aber bei Festlegung eines genaueren 
Investitionsplanes umfangreicherer Recherchen.  
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11 Konsequenzen 
 
Das Risiko aus dem Versagen von Bauwerken ist integriert in eine Summe von 
Gefahren, die das Leben jedes Einzelnen und die ganze Gesellschaft umfaßt. 
Das Ziel aller Risikountersuchungen ist die Verteilung der vorhandenen be-
grenzten Mittel auf alle wirtschaftlichen Bereiche zur Herstellung eines homo-
genen Sicherheitsniveaus 384. 
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Abb. 129: Sicherheitsbedürfnis für alle Einflüsse des Lebens 
 
Ein objektiv homogenes Sicherheitsniveau wird aber von Menschen nicht als 
solches empfunden. Auf Grund der individuellen Erfahrungen ist die Furcht 
gegenüber unterschiedlichen Ereignissen bei allen Menschen unterschiedlich 
stark ausgeprägt. Ein Mensch fürchtet sich vor einem Schlangenbiß, ein anderer 
vor dem Fliegen. Zusätzlich ändert sich die Einschätzung der Risiken bei einem 
einzelnen Menschen über die Lebenszeit. Diese unterschiedliche Wertung von 
Risiken erschwert die Festlegung eines homogenen Sicherheitsniveaus. Letzt-
lich hat jeder Mensch das Recht auf eine subjektive Beurteilung von Risiken.  
 
Auch die Monetarisierung der Schäden bei der Abbildung von Risiken ent-
spricht oft nicht dem individuell empfundenen Wert. Bekanntlich wird 
menschliches Handeln häufig, aber nicht ausschließlich, durch monetäre Werte 
stimuliert. Zahlreiche menschliche Bestrebungen stehen sogar im Gegensatz zu 
diesen Werten. Man sollte auch nicht vergessen, daß monetäre Einheiten selbst 
Wertschwankungen unterliegen. Und wenn man sich für finanzielle Bewer-
tungskriterien entscheidet, gelten sie dann nicht für alle Bereiche des Lebens? 
Muß man dann nicht auch zwangsläufig den finanziellen Aufwand für die Um-
setzung von Gesetzen hinterfragen? Ein Gesetz, welches möglicherweise 
höchst gerecht, aber nur mit hohem Aufwand durchsetzbar ist, mag im Sinne 
von Risikobetrachtungen weniger effektiv sein, als ein Gesetz, was nur einge-
schränkt gerecht, aber deutlich billiger umsetzbar ist. Das erscheint insofern nur 
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folgerichtig, da bereits heute Gesetze Gerechtigkeitslücken aufweisen. Er-
wähnt sei nur am Rande, daß das neue deutsche Luftsicherheitsgesetz die Tö-
tung unschuldiger Passagiere im Gefahrenfalle billigend in Kauf nimmt, 
gleichzeitig nach deutschem Gesetz allein die Androhung der Folterung von 
Tätern zur Gewinnung straftatverhindernder Informationen verboten ist. Wenn 
aber das Gerechtigkeitsziel endgültig einem Finanzziel untergeordnet wird, 
worin besteht dann der Wert der menschlichen Gesellschaft? Was unterscheidet 
sie vom Tierreich, wo anstelle des finanziellen Druckes der Druck des Überle-
bens das Geschehen dirigiert? Diese Fragen können innerhalb der Gesellschaft 
nur in einer Diskussion beantwortet werden.  
 
Während in den letzten Jahren in allen Bereichen der Gesellschaft die Fragen, 
wann menschliches Leben beginnt und wann und wie es endet, zu solchen er-
bitterten und notwendigen öffentlichen Diskussionen geführt haben, müssen 
sich Risikoanalysen auch der Diskussion in der Öffentlichkeit stellen, wenn sie 
von der Öffentlichkeit akzeptiert werden sollen. Die Annahme eines akzepta-
blen Risikos nach einer Diskussion bedarf letztendlich einer politischen Ent-
scheidung. Das Arbeitsmittel der Politik sind Gesetze. Die Frage eines akzepta-
blen Risikos ist bis heute nicht von gesetzlicher Seite geklärt und damit nicht 
juristisch abgesichert.  
 
Noch schwerwiegender als die mangelnde juristische Absicherung aber ist der 
moralische Konflikt eines Menschen, der sich mit der rechnerischen Möglich-
keit des Verlustes von Menschenleben durch ein Versagen seines Arbeitspro-
duktes im Spiegel von hochentwickelten Nachweismethoden auseinanderset-
zen muß. Moral ist ein Zeichen von Menschlichkeit und als solches mehr oder 
weniger in allen Menschen zu finden. Kant zählte die Existenz des menschli-
chen moralischen Empfindens in seiner „Kritik der praktischen Vernunft“ zu 
den größten Wundern unserer Welt: „Zwei Dinge erfüllen das Gemüt mit immer 
neuer und zunehmender Bewunderung und Ehrfurcht, je öfter und anhaltender 
sich das Nachdenken damit beschäftigt: Der bestirnte Himmel über mir, und 
das moralische Gesetz in mir“.  
 
Die Ausübung vieler Berufe wird als moralische Pflicht angesehen. So schrieb 
der Dresdner Medizinprofessor Hermann Eberhard Friedrich Richter 1871: 
„Die Pflichten des ärztlichen Standes sind moralischer Art“ 351. Dieses Zitat 
läßt sich auch auf die Ingenieure anwenden. Nicht umsonst wird bei Prüfinge-
nieuren im Bauwesen eine „Gewähr der Persönlichkeit für die Ausübung des 
Amtes“ gefordert (SächsBO). Aus dieser Sicht heraus wirken Risikonachweise 
wie eine Sammellinse, durch die man eine bessere, aber im Hinblick auf die 
Wahrnehmung dieser moralischen Aufgabe keinesfalls leichtere Zukunft für 
Menschen sehen kann. 
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Die vorgestellten Risikoverfahren sind auf Grund der gerade genannten Pro-
bleme nur als ein Modell zur Beschreibung der Sicherheit anzusehen. Andere 
Modelle sind notwendig und gleichberechtigt. So wie Physiker das Phänomen 
Licht durch zwei sich einander wiedersprechende Modelle beschreiben: das 
Wellenmodell, also ein über den Raum gleichverteiltes Medium und das Quan-
tenmodell, ein über den Raum diskret verteiltes Medium, so kann eine Risiko-
studie nur eine Seite beschreiben. Die zusätzliche Berücksichtigung weiterer 
Faktoren, wie z.B. des Verlustes von alten Kulturgütern, die Veränderung von 
Lebensumständen nach dem Eintritt einer Katastrophe für Einzelne und die Ge-
sellschaft kann zwar prinzipiell in einer Risikostudie berücksichtigt werden, 
erfordert aber zum einen eine feinfühlige Festlegung dieser Werte und zum 
zweiten eine Akzeptanz der festgelegten Werte durch die Bevölkerung. 
 
Zusammenfassend kann man feststellen: Risikountersuchungen beinhalten mo-
ralische Fragestellungen. Diese werden wohl von vielen Menschen ähnlich, 
aber nicht immer gleich beantwortet, da jeder Mensch das Recht auf eine eigene 
subjektive Wertung von Risiken hat. Die Festlegung allgemein anerkannter 
Werte wird erschwert, ist aber notwendig. Die allgemein anerkannten Werte 
entsprechen dann einem Konsens in der Gesellschaft. Trotzdem sind Risiko-
untersuchungen sinnvolle Erweiterungen unseres Repertoires an Werkzeugen 
für Zukunftsprognosen. Sie ermöglichen durch eine bessere Beschreibung un-
serer Zukunft ein effektiveres Handeln in der Gegenwart. 
 
Wir verfügen heute über Verfahren, mit denen wir mathematisch die Effizienz 
einer Schutzmaßnahme beurteilen können. Dabei wird allerdings oft das Pro-
blem der Wahl der Eingangsgrößen bestehen. Vielleicht handelt es sich z.B. um 
eine neue Schutzmaßnahme, bei der man die Wirksamkeit und die Kosten nur 
schätzen kann. Ein weiterer Nachteil der hier vorgestellten Verfahren liegt 
darin, daß man alle Unfälle vorhersehen muß. Aber wie oft treten Ereignisse 
auf, für die keine historischen Vergleiche vorliegen. Oder wie oft werden Ge-
räte oder Produkte einfach falsch angewendet? Zwei Beispiele sollen das bele-
gen. 
 
Bei der Entwicklung eines französisch-britischen Jagdflugzeuges war aufge-
fallen, daß unter gewissen Bedingungen heftige Ausschläge des Seitenruders 
auftraten. Dies wurde insbesondere bei niedrigen Flughöhen und schlechtem 
Wetter beobachtet. Nach längeren Untersuchungen stellte sich heraus, daß der 
Scheibenwischer der Cockpit-Scheibe nur unzureichend funktionierte. Um die 
Wirksamkeit des Wischers zu erhöhen, verursachten die Piloten einen Ruck im 
Flugzeug durch heftige Ausschläge des Seitenruders. Nach dem Einbau eines 
stärkeren Wischermotors konnte dieses Problem behoben werden. 51 
 
350 
Ein weiteres Beispiel aus dem Flugzeugbau waren Risse an einigen, relativ jun-
gen Flugzeugen des Typs Boeing 707 am Seitenleitwerk und am Rumpf. Diese 
Risse beunruhigten den Hersteller und führten zu einer Verstärkung der Bau-
teile. Aber selbst danach traten weitere Risse auf. Auch in diesem Fall wurde 
eine umfangreiche Untersuchung durchgeführt. Es stellte sich heraus, daß diese 
Flugzeuge als Trainingsflugzeuge verwendet worden waren. Dabei hatte man 
regelmäßig einen Triebwerksbrand simuliert. Bei diesem werden beide Trieb-
werke an der betroffenen Tragfläche abgeschaltet. Zwar ist das Flugzeug auch 
mit den Triebwerken an einer Tragfläche flugfähig, aber der Angriff aller 
Triebwerkskräfte erfolgt nicht mehr in der Längsachse des Flugzeuges, sondern 
dazu versetzt, so daß eine zusätzliche Kraft in das Flugzeug eingetragen wird. 
Gleichzeitig muß das Leitwerk dieses Moment ausgleichen. Durch diese re-
gelmäßige, bei der Bemessung aber als außergewöhnliche und damit seltene 
Belastung angesehene Einwirkung auf das Flugzeug, wurde die Tragfähigkeit 
erreicht und es traten erste Ermüdungserscheinungen am Flugzeug ein. Diese 
Form der regelmäßigen Belastung war einfach nicht berücksichtigt worden. 51 
 
Die beiden Beispiele belegen eindrucksvoll, daß die Zukunft zu gewissen Tei-
len unvorhersehbar bleiben wird. Diese Ungewißheit ist auch durch die vorge-
stellten Verfahren nicht vollständig erfaßbar. Ist das aber ein Grund, diese Ver-
fahren nicht anzuwenden? Man sollte diesen Nachteil nicht als Todesstoß für 
die in diesem Buch erläuterten Verfahren ansehen. Im Gegenteil, die Verfahren 
werden, trotz aller Bedenken, ein Mehr an Sicherheit, ein Mehr an Glaubwür-
digkeit und ein Mehr an Gerechtigkeit bringen. 
 
Die behandelten Verfahren bzw. Parameter sind noch einmal in Abb. 130 zu-
sammengestellt. Die Parameter sind eine mathematische Abbildung der Un-
sicherheit der Zukunft. Und trotz des Wissens über die Unsicherheit der Zu-
kunft ist der Ausdruck, eine Zukunft haben, ein Zeichen für Sicherheit. Die Un-
sicherheit ist nur ein Bestandteil der Zukunft, sie macht aber nicht allein deren 
Wesen aus. Zu leben ist die Chance, an der Zukunft teilzunehmen und die Unsi-
cherheit zu bewältigen. Diese aktive Teilnahme macht den Sinn des Lebens aus. 
Aber darüber könnte man viele Bücher verfassen ... 
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Abb. 130: Struktur der Risikoparameter 
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Im vorliegenden Buch werden zunächst die ver-
schiedenen Arten von Risiken, denen ein Mensch 
im Laufe seines Lebens ausgesetzt ist, an Bei-
spielen beschrieben. Im zweiten Teil werden diese 
Risiken mit verschiedenen Parametern dargestellt 
und verglichen. Dabei wird der Entwicklung von 
einfachen Risikoparametern zu komplexeren 
Parametern gefolgt. Das Buch beweist, daß 
soziale Risiken die höchsten Risiken für Men-
schen darstellen und das der Kampf  gegen diese 
für eine humanistische Gesellschaft zwingend ist. 
Zum Abschluß wird am Beispiel der Verstärkung 
historischer Brücken gegen Schiffsanprall die 
praxisnahe Anwendung der Risikoparameter ver-
deutlicht. 
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