Let M mn = M mn (F) denote the set of all m × n matrices over a field F, and fix some n × m matrix A ∈ M nm . An associative operation may be defined on M mn by X Y = XAY for all X, Y ∈ M mn , and the resulting sandwich semigroup is denoted M . Among other results, we: characterise the regular elements; determine Green's relations and preorders; calculate the minimal number of matrices (or idempotent matrices, if applicable) required to generate each semigroup we consider; and classify the isomorphisms between finite sandwich semigroups M A mn (F 1 ) and M B kl (F 2 ). Along the way, we develop a general theory of sandwich semigroups in a suitably defined class of partial semigroups related to Ehresmann-style "arrows only" categories. We note that all our results have applications to the variants M A n of the full linear monoid M n = M nn (in the case m = n), and to certain semigroups of linear transformations of restricted range or kernel (in the case that rank(A) is equal to one of m, n).
Introduction
The full linear monoid M n = M n (F), consisting of all n × n matrices over a field F, plays the same role in the theory of semigroup representations as does the general linear group G n = G n (F) in the theory of group representations. As recently noted by Almeida et al. [1] , semigroup representation theory has gone through two (mostly) separate stages: first, an intensive burst in the middle of the twentieth century, and then a recent resurgence around the turn of the twenty first century that continues to the present day; see for example [11, 48, 55, 58] and the many references to be found in [1] . In addition, there is a vast literature on the full linear monoids themselves; see for example [2, 12, 13, 15, 17, 20, 26, 41, 56, 61, 63, 70] and especially the monograph [54] . Many of these studies have been inspired by topics in transformation semigroup theory [25, 27, 33, 34, 36, 49] , since the full transformation semigroup T n (consisting of all self maps of an n-set) embeds naturally in M n (for any F), analogously to the way the symmetric group S n embeds in G n . Thus, research on the full linear monoids has concentrated on themes including (but in no way limited to): generators; singular matrices and products of idempotents; free idempotent generated semigroups and biordered sets; Green's relations, maximal subgroups and ideals; and the calculation of various combinatorial
The article is organised as follows. In Section 2, we develop a general theory of sandwich semigroups in the context of a suitably defined class of partial semigroups, extending certain important semigroup theoretic notions (such as Green's relations, regularity and stability, the definitions of which are given in Section 2) to the context of partial semigroups and sandwich semigroups. In Section 3, we gather results on the partial semigroup M of all (finite dimensional) matrices, mainly focusing on regularity, stability and Green's relations, and we state some well-known results on (idempotent) generation and ideals of M n . We begin our investigation of the linear sandwich semigroups M A mn in Section 4, the main results of this section being: a characterisation of the regular elements (Proposition 4.3); a description of Green's relations (Theorem 4.5) and the order on D-classes (Propositions 4.6, 4.7 and 4.10); a classification of the isomorphism classes of sandwich semigroups over M mn (Corollary 4.8) ; and the calculation of rank(M A mn ) (Theorems 4.12 and 4.14). Section 5 explores the relationship between a sandwich semigroup M A mn and various (nonsandwich) matrix semigroups, the main structural results being Theorem 5.7 and Propositions 5.8 and 5.11. We then focus on the regular subsemigroup P = Reg(M A mn ) in Section 6, where we: calculate the size of P and various Green's classes (Proposition 6.2 and Theorem 6.4); classify the isomorphism classes of finite linear sandwich semigroups (Theorem 6.5); and calculate rank(P ) (Theorem 6.10). In Section 7, we investigate the idempotent generated subsemigroup E A mn of M A mn , where we: enumerate the idempotents of M A mn (Proposition 7.2); show that E A mn consists of P \ D and the idempotents from D, where D is the maximal D-class (Theorem 7.3); and calculate rank(E A mn ) and idrank(E A mn ), showing in particular that these are equal (Theorem 7.5). Finally, in Section 8, we classify the proper ideals of P , showing that these are idempotent generated, and calculating their ranks and idempotent ranks, which are again equal (Theorem 8.1). We note that all our results have applications to the variants M A n of the full linear monoid M n = M nn (in the case m = n), and to certain semigroups of linear transformations of restricted range or kernel (in the case that rank(A) is equal to one of m, n; see Remarks 4.2 and 5.3). 2 
Sandwich semigroups from partial semigroups
The appropriate setting for much of our study is that of a partial semigroup. There are several possible ways to define such a system, but the one that suits our purposes is as follows. Definition 2.1. A partial semigroup is a 5-tuple (S, ·, I, λ, ρ) consisting of a set S, a partial binary operation (x, y) → x · y (defined on some subset of S × S), a set I, and functions λ, ρ : S → I, such that, for all x, y, z ∈ S, (i) x · y is defined if and only if ρ(x) = λ(y),
(ii) if x · y is defined, then λ(x · y) = λ(x) and ρ(x · y) = ρ(y), (iii) if x · y and y · z are defined, then (x · y) · z = x · (y · z).
We say that a partial semigroup (S, ·, I, λ, ρ) is monoidal if in addition to (i-iii), (iv) there exists a function I → S : i → e i such that, for all x ∈ S, x · e ρ(x) = x = e λ(x) · x.
We say that a partial semigroup (S, ·, I, λ, ρ) is regular if in addition to (i-iii), (v) for all x ∈ S, there exists y ∈ S such that x = x · y · x and y = y · x · y. Remark 2.2. We note that conditions (i-iv) amount to one of several equivalent ways to define (small) categories in an "arrows only" fashion. See for example Ehresmann's monograph [19] , and also [32] for a historical discussion of the connections between category theory and (inverse) semigroup theory.
For a partial semigroup (S, ·, I, λ, ρ), and for i, j ∈ I, we write S ij = {x ∈ S : λ(x) = i, ρ(x) = j} and S i = S ii .
So S = i,j∈I S ij . Note that if x ∈ S, then x · x is defined if and only if λ(x) = ρ(x). It follows that S i is a semigroup with respect to the induced binary operation (the restriction of · to S i × S i ) for each i ∈ I, but that S ij is not if i = j. We will often slightly abuse notation and refer to "the partial semigroup S" if the rest of the data (S, ·, I, λ, ρ) is clear from context. We also note that in what follows, we could allow S and I to be classes (rather than insist on them being sets); but we would still require S ij to be a set for each i, j ∈ I.
Note that, as is the case with semigroups, condition (v) is equivalent to the (apparently) weaker condition:
(v) for all x ∈ S, there exists z ∈ S such that x = x · z · x.
Indeed, with z as in (v) , one easily checks that y = z · x · z satisfies the condition of (v).
If S is monoidal, then S i is a monoid with identity e i ∈ S i for each i. If S is not monoidal, then S may be embedded in a monoidal partial semigroup S (1) as follows: for each i ∈ I we adjoin an element e i to S i and declare that x · e i = x and e i · y = y for all x, y ∈ S with ρ(x) = i and λ(y) = i, if such an element e i ∈ S i does not already exist. In particular, if S is monoidal, then S = S (1) .
Obviously any semigroup is a partial semigroup (with |I| = 1); in particular, all results we prove in this section concerning partial semigroups hold for semigroups. A great number of non-semigroup examples exist, but we will limit ourselves to describing just a few.
Example 2.3. As a trivial example, let {S i : i ∈ I} be any set of pairwise disjoint semigroups. Then S = i∈I S i is a partial semigroup where we define λ, ρ : S → I by λ(x) = ρ(x) = i for each i ∈ I and x ∈ S i , and x · y is defined if and only if x, y ∈ S i for some i, in which case x · y is just the product of x, y in S i . Note that this S is regular (resp., monoidal) if and only if each S i is regular (resp., a monoid).
Example 2.4. Let X be some set, and P(X ) = {A : A ⊆ X } the power set of X . The set T X = {(B, f, A) : A, B ⊆ X , f is a function A → B} is a regular monoidal partial semigroup. We define I = P(X ) The previous example may be extended in a number of ways, by replacing functions f : A → B by other objects such as binary relations [7, 65] , partial functions [10, 62] , partial bijections [9] , block bijections [21] , partial braids [18] , partitions [47] , Brauer diagrams [3] , etc., or by assuming the functions f : A → B preserve some kind of algebraic or geometric structure on the sets A, B. The main example we will concentrate on in this article is as follows.
Example 2.5. Let F be a field, and write M = M(F) for the set of all (finite dimensional, non-empty) matrices over F. Then M has the structure of a regular monoidal partial semigroup. We take I = N = {1, 2, 3, . . .} to be the set of all natural numbers and, for X ∈ M, we define λ(X) (resp., ρ(X)) to be the number of rows (resp., columns) of X. For m, n ∈ N, M mn = M mn (F) denotes the set of all m × n matrices over F, and forms a semigroup if and only if m = n. (Of course, M is isomorphic to a certain partial semigroup of linear transformations; we will have more to say about this later.)
For the remainder of this section, we fix a partial semigroup (S, ·, I, λ, ρ), and we write xy for the product x · y (whenever it is defined). Note that we may define a second partial binary operation • on S by x • y = y · x for each x, y ∈ S with ρ(y) = λ(x).
We see then that (S, •, I, ρ, λ) is a partial semigroup (note the swapping of λ and ρ), and we call this the dual partial semigroup to (S, ·, I, λ, ρ). As is frequently the case in semigroup theory, this duality will allow us to shorten several proofs.
Green's relations and preorders are crucial tools in semigroup theory (for general background on semigroups, see [31, 35] ), and we will need to extend these to the partial semigroup setting. If x, y ∈ S, then we say
Note that if x ≤ R y (resp., x ≤ L y), then λ(x) = λ(y) (resp., ρ(x) = ρ(y)). Note also that if x ≤ R y, then ux ≤ R uy for any u ∈ S with ρ(u) = λ(x); a dual statement holds for the ≤ L relation. Finally, note that the use of S (1) is merely for convenience since, for example, x ≤ R y means that x = y or x = ya for some a ∈ S. All three of the above relations are preorders (i.e., they are reflexive and transitive). If K is one of R, L , J , we write K = ≤ K ∩ ≥ K for the equivalence relation on S induced by K . So, for example, xRy if and only if x = ya and y = xb for some a, b ∈ S (1) . We also define equivalence relations
(The join ε ∨ η of two equivalences ε and η is the transitive closure of ε ∪ η, and is itself an equivalence.) It is easy to see that D ⊆ J . The duality mentioned above means that x ≤ R y in (S, ·, I, λ, ρ) if and only if x ≤ L y in (S, •, I, ρ, λ), and so on.
Analogously to the definition for semigroups [59, Definition A.2.1], we say that the partial semigroup S is stable if for all x, y ∈ S, xJ xy ⇔ xRxy and xJ yx ⇔ xL yx.
The following simple but crucial observation is proved in analogous fashion to the corresponding results for semigroups; see for example [35, Lemma 2.6. Lemma 2.7. Let x, y ∈ S.
(i) Suppose xRy, and that x = ya and y = xb where a, b ∈ S (1) . Then the maps (ii) Suppose xL y, and that x = ay and y = bx where a, b ∈ S (1) . 
Note that if x, y ∈ S are such that xH y, then λ(x) = λ(y) and ρ(x) = ρ(y). It follows that
Lemma 2.8. Let x, y ∈ S ij .
(i) Suppose xRy, and that x = ya and y = xb where a, b ∈ S (1) . Then the maps L x → L y : w → wb and L y → L x : w → wa are mutually inverse bijections. These maps restrict to mutually inverse bijections
(ii) Suppose xL y, and that x = ay and y = bx where a, b ∈ S (1) . Then the maps R x → R y : w → bw and R y → R x : w → aw are mutually inverse bijections. These maps restrict to mutually inverse bijections
Proof. Suppose xRy, and that x = ya and y = xb where a, b ∈ S (1) . We first show that the map f : L x → S : w → wb does indeed map L x into L y . With this in mind, let w ∈ L x . We already know that wb ∈ [y] L , by Lemma 2.7(i). Also, w = ux for some u ∈ S (1) , since wL x. Now, λ(wb) = λ(w) = i, and also
By Lemma 2.7(i), we see that f • g and g • f are the identity maps on their respective domains. This completes the proof of (i).
Next, note that (ii) follows from (i) by duality. Now suppose xDy. So xRzL y for some z ∈ S. Since xRz, it follows that λ(z) = λ(x) = i; similarly, ρ(z) = j, so in fact, z ∈ S ij . In particular,
The statement about cardinalities then follows from parts (i) and (ii). 2
As is the case for semigroups [31, 35] , Lemma 2.6 means that the elements of a D-class D of S or S ij may be grouped together in a rectangular array of cells, which (for continuity with semigroup theory) we call an eggbox. We place all elements from D in a box in such a way that R-related (resp., L -related) elements are in the same row (resp., column), and H -related elements in the same cell. An example is given in Figure 2 below for a D-class of the linear partial semigroup M(Z 3 ).
We now come to the definition of the main objects of our study, the sandwich semigroups.
Definition 2.9. Let (S, ·, I, λ, ρ) be a partial semigroup. Fix some a ∈ S ji , where i, j ∈ I. Define a binary operation a on S ij by x a y = xay for each x, y ∈ S ij . It is easily checked that a is associative. We denote by S a ij = (S ij , a ) the semigroup obtained in this way, and call S a ij the sandwich semigroup of S ij with respect to a. (Note that when i = j, S a ij = S a i is the well-known variant [29, 30, 40] of S i with respect to a ∈ S i .)
Recall that an element x of a semigroup T is regular if x = xyx and y = yxy for some y ∈ T (or, equivalently, if x = xzx for some z ∈ T ). The set of all regular elements of T is denoted by Reg(T ), and we say T is regular if T = Reg(T ). (In general, Reg(T ) need not even be a subsemigroup of T .) Of crucial importance is that if any element of a D-class D of a semigroup T is regular, then every element of D is regular, in which case every element of D is L -related to at least one idempotent (and also R-related to a possibly different idempotent); the H -class H e of an idempotent e ∈ E(T ) = {x ∈ T : x = x 2 } is a group, and H e ∼ = H f for any two D-related idempotents e, f ∈ E(T ). When drawing eggbox diagrams, group H -classes are usually shaded grey (see for example Figure 3 ). See [31, 35] for more details.
If S is a regular partial semigroup, then the sandwich semigroups S a ij need not be regular themselves (although all of the semigroups S i are), but the set Reg(S a ij ) of all regular elements of S a ij forms a subsemigroup, as we now show. Proposition 2.10. Let (S, ·, I, λ, ρ) be a regular partial semigroup. Then Reg(S a ij ) is a subsemigroup of S a ij for all i, j ∈ I and a ∈ S ji .
Proof. Let x, y ∈ Reg(S a ij ), so x = xauax and y = yavay for some u, v ∈ S ij . Since S is regular, there exists w ∈ S such that (auaxayava)w(auaxayava) = (auaxayava). Then (xay)a(vawau)a(xay) = (xauaxay)a(vawau)a(xayavay)
showing that (x a y) (v a w a u) a (x a y) = x a y, and x a y ∈ Reg(S a ij ). 2
In order to say more about the regular elements and Green's relations of the sandwich semigroup S a ij , we define the sets
The next result explains the relationships that hold between these sets; the various inclusions are pictured in Figure 1 .
Figure 1: Venn diagrams illustrating the various relationships between the sets P a 1 , P a 2 , P a 3 , P a = P a 1 ∩ P a 2 and Reg(S a ij ) in the general case (left) and the stable case (right); for clarity, we have written R = Reg(S a ij ).
Proposition 2.11. Let (S, ·, I, λ, ρ) be a partial semigroup, and fix i, j ∈ I and a ∈ S ji . Then
Proof. If x ∈ Reg(S a ij ), then x = xayax for some y ∈ S ij , giving xRxa and xL ax, so that x ∈ P a 1 ∩P a 2 = P a . Next, suppose x ∈ P a = P a 1 ∩ P a 2 , so x = xav = uax for some u, v ∈ S (1) . It follows that x = uaxav, so xJ axa and x ∈ P a 3 . This completes the proof of (i).
Now suppose S is stable, and let x ∈ P a 3 . So x = uaxav for some u, v ∈ S (1) . It then follows that xJ xa and xJ ax. By stability, it follows that xRxa and xL ax, so that x ∈ P a 1 ∩ P a 2 = P a , completing the proof of (ii). 2
Remark 2.12. The assumption of regularity (resp., stability) could be greatly weakened in Proposition 2.10 (resp., Proposition 2.11(ii)). However, because the linear partial semigroup M is regular and stable (see Lemmas 3.1 and 3.2), we will not pursue this thought any further.
We now show how the sets P a 1 , P a 2 , P a 3 and P a = P a 1 ∩ P a 2 may be used to relate Green's relations on the sandwich semigroups S a ij to the corresponding relations on S. To avoid confusion, if K is one of R, L , J , D, H , we write K a for the Green's K -relation on S a ij . So, for example, if x, y ∈ S ij , then
• xR a y if and only if [x = y] or [x = y a u = yau and y = x a v = xav for some u, v ∈ S ij ].
It is then clear that R a ⊆ R, and the analogous statement is true for all of the other Green's relations. If
Theorem 2.13. Let (S, ·, I, λ, ρ) be a partial semigroup, and let a ∈ S ji where i, j ∈ I. If x ∈ S ij , then
Further, if x ∈ S ij \ P a , then H a x = {x} is a non-group H a -class of S a ij .
Proof. The proof of [16, Proposition 3.2] may easily be adapted to prove (i-iv) and the final statement about H a -classes. We now prove (v). Let x ∈ S ij .
Suppose y ∈ J a x \ {x}. So one of (a-c) and one of (d-f) holds:
Suppose first that (a) and (d) hold. Then xL a y. Since x = y, we deduce that x ∈ P a 2 by (ii). Since L a x = L a y , we also have y ∈ P a 2 . Similarly, if (b) and (e) hold, then xR a y and x, y ∈ P a 1 . One may check that any other combination of (a-c) and (d-f) implies x, y ∈ P a 3 . For example, if (a) and (e) hold, then
In particular, we have shown that |J a x | ≥ 2 implies x ∈ P a 1 ∪ P a 2 ∪ P a 3 . By the contrapositive of this last statement, if z ∈ S ij \ (P a 1 ∪ P a 2 ∪ P a 3 ), then J a z = {z} = D a z , with the last equality following from (iv).
Next, suppose x ∈ P a 1 \ P a 3 . In particular, x ∈ P a 2 since P a 1 ∩ P a 2 ⊆ P a 3 by Proposition 2.11(i). Since
Conversely, suppose y ∈ J a x . We must show that y ∈ D a x . If y = x, then we are done, so suppose y = x. As above, one of (a-c) and one of (d-f) holds. If (b) and (e) hold, then y ∈ R a x = D a x , the second equality holding by (iv). If any other combination of (a-c) and (d-f) holds then, as explained in the previous paragraph, x (and y) would belong to P a 2 or P a 3 , a contradiction. This completes the proof that
Finally, suppose x ∈ P a 3 . Let z ∈ J x ∩ P a 3 . So we have x = s axat , z = s azat , z = u xv , x = u zv for some s , s , t , t , u , u , v , v ∈ S (1) .
We then calculate z = u xv = u s axat v = u s a(s axat )at v = (u s as ) a x a (t at v ), and similarly x = (u s as ) a z a (t at v ), showing that zJ a x, and J x ∩ P a 3 ⊆ J a x . To prove the reverse inclusion, since we have already observed that J a x ⊆ J x , it suffices to show that J a x ⊆ P a 3 . So suppose y ∈ J a x . If y = x, then y ∈ P a 3 , so suppose y = x. Then one of (a-c) and one of (d-f) above holds. If (a) and (d) hold, then y = sax = sas axat = sas auayat ,
showing that y ∈ P a 3 . A similar argument covers the case in which (b) and (e) hold. As we observed above, any other combination of (a-c) and (d-f) implies that y ∈ P a 3 . This completes the proof. 2
For a pictorial understanding of Theorem 2.13, Figures 4 and 5 below give eggbox diagrams of various linear sandwich semigroups. Next, we show that stability of S entails stability of all sandwich semigroups S a ij .
Proposition 2.14. Let (S, ·, I, λ, ρ) be a stable partial semigroup. Then S a ij is stable for all i, j ∈ I and a ∈ S ji .
Proof. Let x, y ∈ S ij . We must show that xJ a x a y ⇔ xR a x a y and xJ a y a x ⇔ xL a y a x.
By duality, it suffices to prove the first of these. Clearly, xR a x a y ⇒ xJ a x a y. Conversely, suppose xJ a x a y. Then one of the following holds:
Clearly, (i) or (ii) implies xR a xay. Next, suppose (iv) holds. Then xJ xaya, so that xRxaya by stability.
In particular, (a) x = xaya or (b) x = xayaw for some w ∈ S ij . If (a) holds, then x = (xaya)aya, so (b) holds with w = aya. In particular, x = (x a y) a w, completing the proof that xR a x a y. Finally, if (iii) holds, then x = ua(uaxay)ay, so that case (iii) reduces to case (iv). The proof is therefore complete. 2
We conclude this section with a result that shows how regularity of the sandwich element implies close relationships between certain sandwich semigroups S a ij and S b ji and certain (non-sandwich) subsemigroups of S i and S j . Theorem 2.15. Let (S, ·, I, λ, ρ) be a partial semigroup and let i, j ∈ I. Let a ∈ S ji and b ∈ S ij be such that a = aba and b = bab. Then (i) S ij a and aS ij are subsemigroups of S i and S j (respectively),
(ii) (aS ij a, b ) and (bS ji b, a ) are monoids with identities b and a (respectively), and are subsemigroups of S b ji and S a ij (respectively), (iii) the maps aS ij a → bS ji b : x → bxb and bS ji b → aS ij a : x → axa define mutually inverse isomorphisms between (aS ij a, b ) and (bS ji b, a ), (iv) a Reg(S a ij )a is contained in Reg(S b ji ), (v) the following diagrams commute, with all maps being homomorphisms:
, and similarly x = (u 00 s 00 as 00 ) ? a z ? a (t 00 at 00 v 00 ), showing that zJ a x, and J x \ P a 3 ✓ J a x . To prove the reverse inclusion, since we have already observed that J a x ✓ J x , it su ces to show that J a x ✓ P a 3 . So suppose y 2 J a x . If y = x, then y 2 P a 3 , so suppose y 6 = x. Then one of (a-c) and one of (d-f) above holds. If (a) and (d) hold, then
showing that y 2 P a 3 . A similar argument covers the case in which (b) and (e) hold. As we observed above, any other combination of (a-c) and (d-f) implies that y 2 P a 3 . This completes the proof. By duality, it su ces to prove the first of these. Clearly, xR a x ? a y ) xJ a x ? a y. Conversely, suppose xJ a x ? a y. Then one of the following holds:
In particular, (a) x = xaya or (b) x = xayaw for some w 2 S ij . If (a) holds, then x = (xaya)aya, so (b) holds with w = aya. In particular, x = (x ? a y) ? a w, completing the proof that xR a x ? a y. Finally, if (iii) holds, then x = ua(uaxay)ay, so that case (iii) reduces to case (iv). The proof is therefore complete. 2
We conclude this section with a result that shows how regularity of the sandwich element implies close relationships between certain sandwich semigroups S a ij and S b ji and certain (non-sandwich) subsemigroups of S i and S j . Theorem 2.15. Let (S, ·, I, , ⇢) be a partial semigroup and let i, j 2 I. Let a 2 S ji and b 2 S ij be such that a = aba and b = bab. Then (i) S ij a and aS ij are subsemigroups of S i and S j (respectively),
(ii) (aS ij a, ? b ) and (bS ji b, ? a ) are monoids with identities b and a (respectively), and are subsemigroups of S b ji and S a ij (respectively), (iii) the maps aS ij a ! bS ji b : x 7 ! bxb and bS ji b ! aS ij a : x 7 ! axa define mutually inverse isomorphisms between (aS ij a, ? b ) and (bS ji b, ? a ), (iv) a Reg(S a ij )a is contained in Reg(S b ji ), (v) the following diagrams commute, with all maps being homomorphisms:
Proof. Part (i) is clear, and parts (ii) and (iii) are easily checked. Next, suppose x ∈ Reg(S a ij ), so x = xauax for some u ∈ S ij . Then axa = axauaxa = axabauabaxa = (axa) b (aua) b (axa), giving (iv). Part (v) is all mostly easy to check. That Φ 1 is a homomorphism follows from Φ 1 ((xa)(ya)) = axaya
Remark 2.16. Other relationships exist, such as (baS ij a, ·) = (bS ji ba, ·), but these will not be explored any further.
The linear partial semigroup
Our main interest is in the linear sandwich semigroups M A mn , and in this section we gather the required material on the linear partial semigroup M from which these sandwich semigroups are derived.
We fix a field F for the remainder of the article. For positive integers m, n ∈ N = {1, 2, 3, . . .}, we write M mn = M mn (F) for the set of all m × n matrices (i.e., all matrices with m rows and n columns) over F. We write M = M(F) = m,n∈N M mn for the set of all (finite dimensional) matrices over F. So M is a partial semigroup, as noted in Example 2.5. By convention, we consider there to be a unique m × 0 and 0 × n matrix for any m, n ≥ 0, namely the empty matrix, which we denote by ∅. So M mn = {∅} if m = 0 or n = 0. But this is a matter of convenience, and we do not consider the empty matrix ∅ to be an element of M. We also write M n = M n (F) = M nn for any n, and denote by G n = G n (F) the group of n × n invertible matrices over F. So M n and G n are the full linear monoid and general linear group of degree n. For background on the full linear monoids, see for example [54] and other references cited in the introduction of the current article.
If V and W are vector spaces, we write Hom(V, W ) for the set of all linear transformations from V to W . As usual, if α ∈ Hom(V, W ), we write im(α) = {α(v) : v ∈ V } and ker(α) = {v ∈ V : α(v) = 0} for the image and kernel of α. We write End(V ) = Hom(V, V ) for the monoid of all endomorphisms of V (i.e., all linear transformations V → V ), and Aut(V ) for the group of all automorphisms of V (i.e., all invertible endomorphisms of V ). For n ≥ 0, we write V n = F n for the vector space of all n×1 column vectors over F. We will identify M mn with Hom(V n , V m ) in the usual way. Namely, if X ∈ M mn , we write λ X ∈ Hom(V n , V m ) for the linear transformation λ X : V n → V m defined by λ X (v) = Xv for all v ∈ V n . We will often prove statements about M mn by proving the equivalent statement about Hom(V n , V m ). When m = n, the map X → λ X determines an isomorphism of monoids M n → End(V n ), and its restriction to G n ⊆ M n determines an isomorphism of groups G n → Aut(V n ). We write {e n1 , . . . , e nn } for the standard basis of V n (e ni has a 1 in position i and 0's elsewhere). We also write W ns = span{e n1 , . . . , e ns } for each 0 ≤ s ≤ n. (We interpret span ∅ = {0}, though the dimension of the ambient space must be understood from context.)
, then X and Y must have the same number of rows (resp., columns).
Let X ∈ M mn . For 1 ≤ i ≤ m and 1 ≤ j ≤ n, we write r i (X) and c j (X) for the ith row and jth column of X, respectively. We write Row(X) = span{r 1 (X), . . . , r m (X)} and Col(X) = span{c 1 (X), . . . , c n (X)} for the row space and column space of X, respectively, and we write rank(X) = dim(Row(X)) = dim(Col(X)) for the rank of X. Because of the transpose map M → M : A → A T , which is a bijection and satisfies (AB) T = B T A T , the linear partial semigroup M is self-dual. Since Row(X T ) = Col(X), any statement about row spaces implies a corresponding dual statement about column spaces (and vice versa). (Without causing confusion, we will often blur the distinction between row vectors and column vectors, and think of Row(X) and Col(X) as subspaces of F n and F m , respectively.)
The next result characterises Green's relations and preorders on M in terms of the parameters introduced above. An equivalent formulation in the special case of square matrices may be found in [54, Lemma 2.1].
Proof. Clearly, (iv-vi) follow from (i-iii). Note that (ii) is the dual of (i), which is true because
Conversely, suppose rank(X) ≤ rank(Y ), and say X ∈ M mn and Y ∈ M kl . It is sufficient to show
Put r = rank(X) and s = rank(Y ). Choose bases B 1 = {u 1 , . . . , u n } and B 2 = {v 1 , . . . , v l } for V n and V l so that {u r+1 , . . . , u n } and {v s+1 , . . . , v l } are bases for ker(λ X ) and ker(λ Y ), respectively. Extend (if necessary) the linearly independent sets {λ Y (v 1 ), . . . , λ Y (v r )} and {λ X (u 1 , . . . , λ X (u r )} arbitrarily to bases
One easily checks that α • λ Y • β = λ X , by checking the respective actions on the basis B 1 of V n .
To prove stability, we must show that for all X, Y ∈ M,
By duality, it suffices to prove the first equivalence. Since R ⊆ J , it is enough to prove that XJ XY ⇒ XRXY . Now, Col(XY ) ⊆ Col(X). But also XJ XY gives dim(Col(X)) = rank(X) = rank(XY ) = dim(Col(XY )), so that Col(X) = Col(XY ), whence XRXY . 2
As we saw in Section 2, stability and regularity are very useful properties for a partial semigroup to have. Now that we know M is stable, let us show that M is also regular.
Lemma 3.2. The linear partial semigroup M is regular.
Then one easily checks that λ X = λ X • α • λ X by calculating the action on the basis B. 2
As in Section 2, if X ∈ M mn and K is one of R, L , J , D, H , we write K X = {Y ∈ M mn : XK Y }, and call K X the K -class of X in M mn . Note that all matrices from K X have the same dimensions. (We will have no need to consider the sets [X] K of all matrices K -related to X.) Recall that G k denotes the group of all invertible k × k matrices over F. The next result gives an alternative description of various Green's classes in M.
Proof. For (i), note that clearly XG n ⊆ R X . By Lemma 3.1, it remains to show the reverse inclusion, so suppose Y ∈ R X . In particular, XJ Y , so rank(X) = rank(Y ). Put r = rank(X). We show that
} is a basis of im(λ Y ). It follows that {β(u 1 ), . . . , β(u r )} is linearly independent. We may therefore extend this set to a basis
One easily checks that λ Y = λ X • α. This completes the proof of (i).
Part (ii) is dual to (i). For (iii), clearly G m XG n ⊆ J X , and the converse follows quickly from (i) and (ii) and
We typically write ≤ for the order ≤ J on the D = J -classes. Of importance is the fact that these classes form a chain:
where need not yet worry about the subdivisions within the eggbox; for now, it is enough to note that the matrices to the left (resp., top) of the vertical (resp., horizontal) divider satisfy the property that the first column (resp., row) spans the column space (resp., row space) of the matrix.
So M mn has min(m, n)+1 D-classes. It will also be convenient to have some more combinatorial information about the number and size of certain K -classes. Recall that the q-factorials and q-binomial coefficients are defined by
It is easy to check (and well-known) that when |F| = q < ∞,
In what follows, a crucial role will be played by the matrices J mns ∈ M mn defined for s ≤ min(m, n) by
Here and elsewhere, we write I s and O kl for the s × s identity matrix and k × l zero matrix (respectively). If the dimensions are understood from context, we just write O = O kl . So J mns is the m × n matrix with 1's on the first s positions on the leading diagonal and 0's elsewhere. Note that if s = m ≤ n (resp., s = n ≤ m), then the matrices O m−s,s and O m−s,n−s (resp., O s,n−s and O m−s,n−s ) are empty, and
(resp.,
Lemma 3.4. Suppose |F| = q < ∞, and let 0 ≤ s ≤ min(m, n). Then
Proof. Parts (i) and (ii) follow immediately from parts (i) and (ii) of Lemma 3.3 and the well-known fact that [ m s ] q is the number of s dimensional subspaces of an m dimensional vector space over F. The number of H -classes follows immediately from (i) and (ii). By Lemma 2.8, all the H -classes in D s (M mn ) have the same size, so it suffices to calculate the size of H = H Jmns . Let X = A B C D ∈ H, where A ∈ M s , B ∈ M s,n−s , and so on. Since Row(X) = Row(J mns ), we see that B and D are zero matrices. Considering column spaces, we see that C is also a zero matrix. It follows that X = A O O O , and also rank(A) = rank(X) = rank(J mns ) = s. Clearly every such matrix X = A O O O with rank(A) = s belongs to H. The condition that rank(A) = s is equivalent to A ∈ G s , so it follows that |H| = |G s |. Finally, (iv) follows from (iii). Of course, by considering the size of M mn when |F| = q < ∞, we obtain the identity
We conclude this section by stating some well-known results on the full linear monoids M n and their ideals that we will require in what follows. The set E(M n ) = {X ∈ M n : X = X 2 } of idempotents of M n is not a subsemigroup (unless n ≤ 1), but the subsemigroup E n = E(M n ) of M n generated by these idempotents has a neat description. Namely, it was shown by Erdos [20] that any singular (i.e., non-invertible) matrix over F is a product of idempotent matrices. This result has been reproved by a number of authors [2, 12, 15, 22, 41] . The minimal number of (idempotent) matrices required to generate E n was determined by Dawlings [13] . Recall that the rank (resp., idempotent rank ) of a semigroup (resp., idempotent generated semigroup) S, denoted rank(S) (resp., idrank(S)), is the minimal size of a generating set (resp., idempotent generating set) for S. (The rank of a semigroup should not be confused with the rank of a matix.) If U is a subset of a semigroup S, we write E(U ) = E(S) ∩ U for the set of all idempotents from U .
Theorem 3.5 (Erdos [20] , Dawlings [12, 13] ). We have
The previous result has been extended by Gray [26] to arbitrary ideals of M n .
Theorem 3.6 (Gray [26] ). The ideals of M n are precisely the sets
and they form a chain:
On several occasions, we will need to make use of the fact that the general linear group G n may be generated by two matrices, as was originally proved by Waterhouse [70] ; see also [24] , where minimal generating sets for G n are explored in more detail. Probabilistic generation of matrix groups is considered in [4, 28] , for example, though the context is usually for classical groups.
For convenience, eggbox diagrams are given for the full linear monoids M n (Z 2 ) for 0 ≤ n ≤ 3 in Figure 3 below. In the diagrams, group H -classes are shaded grey, and a label of k indicates that the group H -class is isomorphic to G k (Z 2 ). 
Linear sandwich semigroups
We now come to the main objects of our study, namely the linear sandwich semigroups M A mn . From now on, we fix integers m, n ≥ 1 and an n × m matrix A ∈ M nm . As in Section 2, we denote by
the sandwich semigroup of M mn under the operation A defined by
We note that if m = n, then M A mn = M A n is a variant [29] of the full linear monoid M n , so everything we prove about linear sandwich semigroups holds for such linear variants also. It appears that linear variants have only previously been studied in [38] , where it was shown that M A n ∼ = M B n if and only if rank(A) = rank(B); among many other results, we extend this classification to linear sandwich semigroups in Corollary 4.8 and Theorem 6.5. We first record a simple observation.
Proof. It clear that X → X T defines an isomorphism M A mn → M A T nm , giving (i). Next, if rank(A) = rank(B), Lemma 3.3 gives A = U BV for some U ∈ G m and V ∈ G n . But then one may check that
In particular, when studying the semigroup M A mn where rank(A) = r, we may choose any A ∈ M nm of rank r. For the rest of the article, we will therefore study the semigroup M J mn , where
From now on, unless otherwise specified, whenever a k × l matrix X (with k, l ∈ {m, n}) is written in 2 × 2 block form, X = A B C D , we will be tacitly assuming that A ∈ M r (from which the dimensions of B, C, D may be deduced). So for example, we will usually just write J = I O O O . For simplicity, we will write for the operation J on M J mn , throughout. One easily verifies the rule In only one place will we need to consider the case in which r = min(m, n) separately (see Theorems 4.12 and 4.14). If r = m = n, then M J mn is precisely the full linear monoid M n ; since all the problems we investigate have already been solved for M n , we will typically assume that r = m = n does not hold, though our results are true for the case r < m = n (corresponding to variants of the full linear monoids M n ). See Remark 5.3, where the above observations are used to show that the sandwich semigroups M J mn are isomorphic to certain well-known (non-sandwich) matrix semigroups in the case that r = min(m, n).
Green's relations and the regular elements of the sandwich semigroup M J mn were calculated in [8, 39, 50] . We now show how these results may be recovered using the general machinery developed in Section 2. In particular, a crucial role is played by the sets For simplicity, we denote these sets simply by P 1 , P 2 , P 3 , and P = P 1 ∩ P 2 .
Certain special matrices from M mn will be very important in what follows. With this in mind, if A ∈ M r , M ∈ M m−r,r and N ∈ M r,n−r , we write
One may check that when matrices of this form are multiplied in M J mn , they obey the rule
Proposition 4.3.
is the set of all regular elements of M J mn , and is a subsemigroup of M J mn .
Proof. Parts (i) and (ii) follow quickly from Lemma 3.1 (making crucial use of stability). We now prove (iii). Since M is stable, Proposition 2.11 and Lemma 3.3 give P 3 = P = {X ∈ M mn : rank(JXJ) = rank(X)}. Now let X = A B C D ∈ M mn . First, note that
Similarly,
Putting these together, we see that X ∈ P = P 1 ∩ P 2 if and only if
, completing the proof of (iii). Now that we have described the sets P 1 , P 2 , P 3 = P = P 1 ∩ P 2 , we may characterise Green's relations on M J mn . As in Section 2, if K is one of R, L , H , D, J , we will write K J for the Green's K -relation on M J mn . Since M J mn is not a monoid in general, these relations are defined, for X, Y ∈ M mn , by
and so on. Since M is stable, so too is M J mn , so we have J J = D J (see Proposition 2.14 and Lemmas 2.6 and 3.1). We will continue to write R, L , H , D, J for the relations on M defined in Section 3. As in Section 2, if K is one of R, L , H , D = J , and if X ∈ M mn , we will write
for the K -class and K J -class of X in M mn , respectively. As noted in Section 2, K J ⊆ K for each K , and so K J X ⊆ K X for each X. The next result follows immediately from Theorem 2.13. It also follows from Theorem 2.3, Lemma 2.4, and Corollaries 2.5-2.8 of [8] , but we prefer the current succinct description.
The sets P 1 , P 2 are described in Proposition 4.3, and the sets The description of the order on D J -classes of M J mn from Proposition 4.6 may be simplified in the case that one of X, Y is regular.
The regular D J -classes of M J mn form a chain: 1  1  1  1  1  1  1  1   2  2  2  2  2  2  2  2  2  2  2  2  2  2 As an immediate consequence of Proposition 4.7, we may classify the isomorphism classes of sandwich semigroups on the set M mn ; as noted earlier, the m = n case of the next result was proved in [38] . 
The description of the maximal D J -classes from Proposition 4.10 allows us to obtain information about generating sets for M J mn and, in the case of finite F, about rank(M J mn ). In order to avoid confusion when discussing generation, if Ω ⊆ M mn , we will write Ω J for the subsemigroup of M J mn generated by Ω, which consists of all products X 1 · · · X k , with k ≥ 1 and X 1 , . . . , X k ∈ Ω. If Σ ⊆ M k for some k, we will continue to write Σ for the subsemigroup of M k generated by Σ. For convenience, we will state two separate results, according to whether r = min(m, n) or r < min(m, n). The next lemma will be useful as the inductive step in the proofs of both Theorems 4.12 and 4.14. Recall that {e m1 , . . . , e mm } is the standard basis of V m = F m .
Proof. Let B = {v 1 , . . . , v n } be a basis of V n such that {v s+1 , . . . , v n } is a basis of ker(λ X ). Consider the linear transformation β ∈ Hom(V n , V m ) defined by
noting that rank(β) = s + 1. The proof now breaks into two cases, depending on whether r < m or r = m. Case 1. Suppose first that r < m. Let α ∈ Hom(V n , V m ) be any linear transformation of rank l that extends the map e ni → λ X (v i ) (1 ≤ i ≤ s). One easily checks that α • λ J • β = λ X . Case 2. Now suppose r = m. Recall that we are assuming that r = m = n does not hold, so r = m < n. This time, define we let α be any linear transformation of rank m = l that extends the map e ni → λ X (v i ) (1 ≤ i ≤ s), e nr = e nm → 0. Then, again, one easily checks that α • λ J • β = λ X . 2 Theorem 4.12. Suppose r < l = min(m, n). Then M J mn = Ω J , where Ω = {X ∈ M mn : rank(X) > r}. Further, any generating set for M J mn contains Ω. If |F| = q < ∞, then
Proof. For convenience, we will assume that l = m ≤ n. The other case will follow by duality. We will also denote D s (M mn ) simply by D s for each 0 ≤ s ≤ m. Consider the statement: Since {X} is a maximal D J -class for any X ∈ Ω, it follows that any generating set of M J mn must contain Ω. Thus, Ω is the minimal generating set with respect to both size and containment, so rank(M J mn ) = |Ω|. The formula for |Ω| with |F| finite follows from Lemma 3.4.
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In order to consider the case in which r = min(m, n), we first prove an intermediate result.
There is a dual version of the following lemma (dealing with the case in which r = n < m), but we will not state it.
Lemma 4.13. If r = m < n, then
Proof. Let X ∈ M J mn . As noted earlier, in the 2 × 2 block description, X = A B C D (where A ∈ M r , and so on), the matrices C and D are empty (since r = m). So we write
It follows that Row(JX) = Row(X) and, since X ∈ M J mn was arbitrary, this completes the proof of (i).
We immediately deduce P = P 1 from (i). 
where L = max(m, n) and l = min(m, n).
Proof. Again, it suffices to assume that r = m < n, so l = m and L = n. We keep the notation of the previous proof.
Let Ω be an arbitrary generating set for M J mn . Let X ∈ D m (M mn ) be arbitrary. We claim that Ω must contain some element of L J X = L X . Indeed, consider an expression 
To complete the proof, it remains to check that there exists a generating set of the desired cardinality. For each N ∈ M m,n−m , choose some A N ∈ G r such that {A N : N ∈ M m,n−m } generates G m , and put
(This is possible since |M m,n−m | = q m(n−m) ≥ 2, and rank(G m ) ≤ 2 by Theorem 3.7.) It is easy to see that 5 Connection to (non-sandwich) matrix semigroups
So Lemma 4.1 says that M K nm and M J mn are anti-isomorphic. Also, since J = JKJ and K = KJK, Theorem 2.15 says that we have the following commutative diagrams of semigroup homomorphisms where, for clarity, we write · for (non-sandwich) matrix multiplication:
(This is possible since |M m,n m | = q m(n m) 2, and rank(G m )  2 by Theorem 3.7.) It is easy to see that 5 Connection to (non-sandwich) matrix semigroups
In this section, we show that the various semigroups appearing in the above diagrams are all (equal to or isomorphic to) certain well-known (non-sandwich) matrix semigroups, and explore the consequences for the structure of the sandwich semigroups M J mn . First, we have a simple observation.
We have already observed that, whether X is regular or not,
The result follows quickly from the fact that
For integers k 1 and 0  l  k, we write
(As before, without causing confusion, we write O for any zero matrix when the dimensions are clear from context.) These matrix semigroups have been studied in a number of contexts (see for example [53, 63] ), along with their associated isomorphic semigroups of linear transformations
Here we have written W ? kl = span{e k,l+1 , . . . , e kk }. Clearly, C k (l) and R k (l) are anti-isomorphic.
21
Proof. Let X = A B C D ∈ M mn . We have already observed that, whether X is regular or not, JXJ =
The result follows quickly from the fact that
For integers k ≥ 1 and 0 ≤ l ≤ k, we write
Here we have written W ⊥ kl = span{e k,l+1 , . . . , e kk }. Clearly, C k (l) and R k (l) are anti-isomorphic.
Lemma 5.2. We have M mn J = C m (r) and JM mn = R n (r). ) Thus, every result we obtain for linear sandwich semigroups leads to analogous results for the semigroups R k (l) and C k (l). For example, we deduce from Theorem 4.14 that rank(C k (l)) = rank(R k (l)) = k l q if |F| = q < ∞. Note that the sandwich semigroups M J mn pictured in Figure 5 satisfy r = min(m, n), so Figure 5 essentially pictures eggbox diagrams of C 3 (2) and R 4 (2).
Remark 5.4. Similarly, one may think of an arbitrary linear sandwich semigroup M J mn itself as a (nonsandwich) matrix semigroup, as noted by Thrall in [66] and slightly adapted as follows. Consider the set M of all (m + n − r) × (m + n − r) matrices that may be written in 3 × 3 block form
, where A ∈ M r , D ∈ M m−r,n−r (and from which the dimensions of the other sub-matrices may be derived). One easily checks that the matrices from M multiply according to the rule
where here we write
(It is easily seen that the map
does not appear to confer any obvious advantage, we will make no further reference to it.
The regular elements of C k (l) and R k (l) (and also of I k (l) and K k (l)) were classified in [53] . The next result, which gives a much simpler description of these regular elements, may be deduced from [53, Theorems 3.4 and 3.8] (and vice versa), but we include a simple proof for convenience.
Proposition 5.5. The regular elements of the semigroups C m (r) = M mn J and R n (r) = JM mn are given by
Proof. We just prove the second statement as the other is dual. Let X = A B C D ∈ M mn , and put
where the zero matrices in the last expression have n − r rows). Since X clearly belongs to P 2 (by Proposition 4.3), we have JM mn ⊆ JP 2 . Next, note that KJ = J mmr , so that KJY = Y for all Y ∈ M mn of the form Y = A B O O . Now suppose X ∈ M mn is such that JX ∈ Reg(JM mn ). As above, we may assume that X = A B O O . So (JX) = (JX)(JY )(JX) for some Y ∈ M mn . But then X = K(JX) = K(JXJY JX) = XJY JX = X Y X, so that, in fact, X ∈ Reg(M J mn ) = P . This completes the proof that Reg(JM mn ) ⊆ JP . The reverse inclusion is easily checked.
(with appropriately sized zero matrices), so rank(X) = rank(JY ) = rank(Y ) = rank(JY J) = rank(XJ), where we have used Proposition 4.3. Conversely, suppose X ∈ JM mn is such that rank(XJ) = rank(X). As before, we may assume that X = JY where Y ∈ P 2 . Then rank(Y ) = rank(JY ) = rank(X) = rank(XJ) = rank(JY J), so that Y ∈ P . This completes the proof.
2 Remark 5.6. As always, the condition rank(JX) = rank(X), for X ∈ M mn , is equivalent to saying that rows r r+1 (X), . . . , r m (X) belong to span{r 1 (X), . . . , r r (X)}, with a dual statement holding for the condition rank(XJ) = rank(X). The regular elements of the corresponding semigroups of linear transformations are given by
Putting together all the above, we have proved the following. (In the following statement, we slightly abuse notation by still denoting the map C m (r) = M mn J → M r by Φ 1 and so on.) Theorem 5.7. We have the following commutative diagrams of semigroup epimorphisms: Remark 5.6. As always, the condition rank(JX) = rank(X)
Putting together all the above, we have proved the following. (In the following statement, we slightly abuse notation by still denoting the map C m (r) = M mn J ! M r by 1 and so on.) Theorem 5.7. We have the following commutative diagrams of semigroup epimorphisms:
The remaining results of this section concern the regular subsemigroup P = Reg(M J mn ). From now on, we denote by = 1 1 = 2 2 the induced epimorphism : P ! M r . Also, for X = ⇥ A B C D ⇤ 2 P , we write X = (X) = A. The next result shows how the second commutative diagram from Theorem 5.7 may be used to identify Reg(M J mn ) as a special kind of subdirect product of Reg(C m (r)) and Reg(R n (r)).
Proposition 5.8. There is an embedding
As such, P = Reg(M J mn ) is (isomorphic to) a pullback product of P J = Reg(C m (r)) and JP = Reg(R n (r)). Namely,
Comparing various coordinates, we deduce A = B, MA = KB and AN = BL,
To prove the statement about im( ), let X 2 P and put Y = 1 (X) = XJ and Z = 2 (X) = JX. Then
Remark 5.9. We note that the previous result does not lift to a similar identification of M J mn as a pullback product of C m (r) and R n (r) because the induced map
⇤ mapping to the same pair for any other E 2 M m r,n r .
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The remaining results of this section concern the regular subsemigroup P = Reg(M J mn ). From now on, we denote by φ = φ 1 • ψ 1 = φ 2 • ψ 2 the induced epimorphism φ : P → M r . Also, for X = A B C D ∈ P , we write X = φ(X) = A. The next result shows how the second commutative diagram from Theorem 5.7 may be used to identify Reg(M J mn ) as a special kind of subdirect product of Reg(C m (r)) and Reg(R n (r)).
As such, P = Reg(M J mn ) is (isomorphic to) a pullback product of P J = Reg(C m (r)) and JP = Reg(R n (r)). Namely, 
Comparing various coordinates, we deduce
To say that Ψ is injective is to say that, for all x, y ∈ S ij , xa = ya and ax = ay together imply x = y. Compare this to the notion of a weakly reductive semigroup S, in which, for every x, y ∈ S, the assumption that xa = ya and ax = ay for all a ∈ S implies x = y. See for example [52, Definition 1.42].
We conclude this section with a simple but important observation that shows that P = Reg(M J mn ) is a homomorphic image of the direct product of a rectangular band by the (non-sandwich) matrix semigroup M r . (Recall that a rectangular band is a semigroup of the form S × T with product (s 1 , t 1 )(s 2 , t 2 ) = (s 1 , t 2 ).) Its proof is routine, relying on Proposition 4.3 and the rule [M,
For the statement, recall that the kernel of a semigroup homomorphism φ : S → T (not to be confused with the kernel of a linear transformation) is the congruence ker(φ) = {(x, y) ∈ S × S : φ(x) = φ(y)}. (A congruence on a semigroup S is an equivalence relation ∼ for which x 1 ∼ y 1 and x 2 ∼ y 2 together imply x 1 x 2 ∼ y 1 y 2 for all x 1 , x 2 , y 1 , y 2 ∈ S; the quotient S/∼ of all ∼-classes is a semigroup under the induced operation. The first homomorphism theorem for semigroups states that any semigroup homomorphism φ : S → T induces an isomorphism S/ ker(φ) ∼ = im(φ).) Proposition 5.11. Consider the semigroup U = M m−r,r × M r × M r,n−r under the operation defined by
Define an equivalence ∼ on U by
Then ∼ is a congruence on U , and the map
is an epimorphism with ker(ξ) = ∼. In particular, P ∼ = U/∼. 2
The regular subsemigroup
In this section, we continue to study the subsemigroup P = Reg(M J mn ) consisting of all regular elements of M J mn . Eggbox diagrams of P = Reg(M J 43 (Z 2 )) are given in Figure 8 for values of 0 ≤ rank(J) ≤ 3; more examples can be seen by inspecting the regular D J -classes in Figures 4 and 5 . Comparing Figure 8 with Figure 3 , which pictures the full linear monoids M r (Z 2 ) for 0 ≤ r ≤ 3, an interesting pattern seems to emerge: namely, that P = Reg(M J 43 (Z 2 )) appears to be a kind of "inflation" of M r , where r = rank(J). One of the goals of this section is to explain this phenomenon, and we do so by further exploring the map
defined after Theorem 5.7. We also calculate |P |, rank(P ), and the number and sizes of various Green's classes. As before, we assume that
mn is just a zero semigroup if r = 0, we generally assume that r ≥ 1. Now, Theorem 4.5 enables us to immediately describe Green's relations on P = Reg(M J mn ). Since P is a regular subsemigroup of M J mn , the R, L , H relations on P are just the restrictions of the corresponding relations on M J mn (see for example [31, 35] ), and it is easy to check that this is also true for the D = J relation in this case. So if X ∈ P and K is one of R, L , H , D, we will continue to write K J for the K relation on P , and K J X for the K J -class of X in P . Parts (i-iv) of the next result also appear in [8, Theorem 2.3]. 
The D J -classes of P form a chain:
Also, the regularity of P means that P inherits the stability property from M J mn . The next result gives some combinatorial information about the size of P , and of various Green's classes in P , in the case that F is finite. Recall that {e k1 , . . . , e kk } is the standard basis of V k = F k and that W ks = span{e k1 , . . . , e ks } for each 0 ≤ s ≤ k. Proposition 6.2. Suppose |F| = q < ∞. Let X ∈ P with rank(X) = s. Then
Proof. We start with (i). Since
we may assume X = J mns . Now, Col(X) = W ms . By Proposition 4.3 and Corollary 6.1, we have Recall that, for X = [M, A, N ] ∈ P , we write X = φ(X) = A ∈ M r . We extend this notation to subsets of P , so if Ω ⊆ P , we write Ω = {X : X ∈ Ω}. We now show how the epimorphism φ : P → M r may be used to relate Green's relations on the semigroups P and M r . If X, Y ∈ P and K is one of R, L , H , D,
We first need a technical result.
Proof. By duality, it suffices to prove the statement about R J -classes. Now, 
Thus α is a map α :
For the proof of the next result, we note that stability of M implies that A 2 DA ⇔ A 2 H A for all A ∈ M r . We also use the fact that an H -class H of a semigroup S is a group if and only if x 2 ∈ H for some (and hence for all) x ∈ H [35, Theorem 2.2.5]. Recall that a k × l rectangular band is a semigroup of the form S × T with product (s 1 , t 1 )(s 2 , t 2 ) = (s 1 , t 2 ), where |S| = k and |T | = l. A k × l rectangular group with respect to a group G is a direct product of a k × l rectangular band with G.
For the proof of the next result (and elsewhere), it will be convenient to define a number of equivalence relations. For A ∈ M r , we define equivalences ∼ A and ≈ A on M m−r,r and M r,n−r (respectively) by
is a well-defined isomorphism, where the (rectangular group) product on
. We have already observed that H A ∼ = G s , and the dimensions of the rectangular band M E × N E follow from parts (i-iii) together with the observation
We have already noted that D J = D J . We proved (a) while proving (i), above. Parts (b), (c) and (e) were proved in Proposition 6.2. Part (d) follows from (a). 2
The previous result explains the "inflation" phenomenon discussed at the beginning of this section; see also Figure 8 . As an immediate corollary of Theorem 6.4, we may now completely classify the isomorphism classes of finite linear sandwich semigroups.
Theorem 6.5. Let F 1 and F 2 be two finite fields with |F 1 | = q 1 and |F 2 | = q 2 , let m, n, k, l ≥ 1, and let A ∈ D r (M nm ) and B ∈ D s (M lk ). The following are equivalent:
, (ii) one of the following holds:
(a) r = s = 0 and q mn
Proof. Again, if r = s, then counting the regular D A -and 
By Theorem 6.4(v), any group H
, and write q = q 1 . By Theorem 6.4(vi), D A 1 (resp.,
For the final statement, first note that
). In the previous paragraph, we showed that the negation of (b) implies Reg(M A mn (F 1 )) ∼ = Reg(M B kl (F 2 )). This completes the proof.
So the final clause of Theorem 6.5 does not hold for r = 0.
Remark 6.7. The infinite case is not as straight-forward, since |M mn (F)| = |F| for all m, n ≥ 1, and since it is possible for two non-isomorphic fields F 1 , F 2 to have isomorphic multiplicative groups F × 1 , F × 2 (for example, Q and Z 3 (x) both have multiplicative groups isomorphic to Z 2 ⊕ F , where F is a free abelian group of countably infinite rank). So we have the following isomorphisms:
, and rank(A) = rank(B) = 0 -indeed, both sandwich semigroups are zero semigroups of size |F 1 | = |F 2 |; 
We leave it as an open problem to completely classify the isomorphism classes of linear sandwich semigroups over infinite fields. But we make two simple observations:
(iii) as in the proof of Theorem 6.
, then we must have rank(A) = rank(B);
with rank(A) = rank(B) = r ≥ 2, we must have
In what follows, the top D J -class of P = Reg(M J mn ) plays a special role. We write D for this D J -class, so
As a special case of Theorem 6.4(v), D is a q r(m−r) ×q r(n−r) rectangular group with respect to G r . Since D is the pre-image of G r under the map φ : P → M r , we may think of D as a kind of "inflation" of G r , the group of units of M r . In fact, more can be said along these lines. Recall again that the variant of a semigroup S with respect to an element a ∈ S is the semigroup S a with underlying set S and operation a defined by x a y = xay for all x, y ∈ S. Recall also that an element a ∈ S of a (necessarily regular) semigroup S is regularity preserving if the variant S a is regular. The set RP(S) of all regularity preserving elements of S was studied in [29, 40] ; we will not go into the details here, but it was explained in [40] that RP(S) is a useful alternative to the group of units in the case that S is not a monoid (as with P when r = m = n does not hold). Because of this, it is significant that D is equal to RP(P ), the set of all regularity preserving elements of P = Reg(M J mn ), as we will soon see. We now state a result from [40] concerning regularity preserving elements. Recall that an element u of a semigroup S is a mididentity if xuy = xy for all x, y ∈ S [73]; of course for such an element, u is just the original semigroup operation. [40] ). Let S be a regular semigroup.
Proposition 6.8 (Khan and Lawson
(i) An element a ∈ S is regularity preserving if and only if aH e for some regularity preserving idempotent e ∈ E(S). (In particular, RP(S) is a union of groups.)
(ii) An idempotent e ∈ E(S) is regularity preserving if and only if f eRf L ef for all idempotents f ∈ E(S).
(iii) Any mididentity is regularity preserving. 2
In order to avoid confusion when discussing idempotents, if Ω ⊆ M mn , we will write
for the set of idempotents from Ω with respect to the operation on M J mn . If Σ ⊆ M k for some k, we will continue to write E(Σ) = {A ∈ Σ : A = A 2 } for the set of idempotents from Σ with respect to the usual matrix multiplication.
(iii) Each element from E J (D) is a mididentity for both M J mn and P .
(iv) D = RP(P ) is the set of all regularity-preserving elements of P .
Proof. Note that all idempotents are regular. If X = [M, A, N ] ∈ P , then X X = [M, A 2 , N ], so X = X X if and only if A = A 2 , giving (i). Part (ii) follows from (i), since I r is the only idempotent from the group G r = D r (M r ). Using (ii), it is easy to check by direct computation that X Y Z = X Z for all X, Z ∈ M mn and Y ∈ E J (D), giving (iii). Finally, to prove (iv), note that by Proposition 6.8(i), it suffices to show that E J (RP(P )) = E J (D). By (iii) and Proposition 6.8(iii), we have E J (D) ⊆ E J (RP(P )). Conversely, suppose X ∈ E J (RP(P )). Let Y ∈ E J (D). By Proposition 6.8(ii), and the fact that
It follows that r = rank(Y ) = rank(XJY ) ≤ rank(X) ≤ r, giving rank(X) = r, and X ∈ E J (D). This shows that E J (RP(P )) ⊆ E J (D), and completes the proof. 2
We may now calculate the rank of P = Reg(M J mn ) in the case of finite F. For the following proof, recall from [37] that the relative rank rank(S : U ) of a semigroup S with respect to a subset U ⊆ S is defined to be the minimum cardinality of a subset V ⊆ S such that S = U ∪ V . Theorem 6.10. Suppose |F| = q < ∞. If 1 ≤ r ≤ min(m, n) and we do not have r = m = n, then
where L = max(m, n).
Proof. Since D is a subsemigroup of P and P \ D is an ideal, it quickly follows that rank(P ) = rank(D) + rank(P : D). It is well-known [60] that a rectangular group R = (S × T ) × G satisfies rank(R) = max |S|, |T |, rank(G) . Since D is a q r(m−r) × q r(n−r) rectangular group with respect to G r , and since rank(G r ) ≤ 2 by Theorem 3.7, it immediately follows that rank(D) = q r(L−r) . Since D J = D = P (as r ≥ 1), we have rank(P : D) ≥ 1, so the proof will be complete if we can show that P = D ∪ {X} J for some X ∈ P . With this in mind, let X ∈ D J r−1 be arbitrary. Note that D = {Y : Y ∈ D} = G r , and
Remark 6.11. If r = 0, then P = {O}, while if r = m = n, then P = M n . So rank(P ) is trivial in the former case, and well-known in the latter (see Theorem 3.7). As in Remark 5.3, we deduce that
7 The idempotent generated subsemigroup
In this section, we investigate the idempotent generated subsemigroup E J (M J mn ) J of M J mn ; we write E J mn for this idempotent generated subsemigroup. Our main results include a proof that E J mn = (P \ D) ∪ E J (D) and a calculation of rank(E J mn ) and idrank(E J mn ); in particular, we show that these two values are equal. Since the solution to every problem we consider is trivial when r = 0, and well-known when r = m = n, we will continue to assume that r ≥ 1 and that r = m = n does not hold. To simplify notation, we will write E = E J (M J mn ) = E J (P ), so E J mn = E J . We begin by calculating |E| in the case of finite F, for which we need the following formulae for |E(D s (M r ))|. Although the next result is surely well-known, we are unaware of a reference and include a simple proof for convenience. Proof. To specify an idempotent endomorphism α ∈ End(V r ) of rank s, we first choose W = im(α), which is a subspace of dimension s and may be chosen in [ r s ] q ways, and we note that α must map W identically. If {v 1 , . . . , v r } is an arbitrary basis for V r , such that {v 1 , . . . , v s } is a basis of W , then α may map each of v s+1 , . . . , v r arbitrarily into W , and there are (q s ) r−s ways to choose these images. 
We now describe the idempotent generated subsemigroup of M J mn . Remark 7.4. Recall (see Theorem 3.5) that E n = E(M n ) = (M n \ G n ) ∪ {I n }. Theorem 7.3 is a pleasing analogue of that result, since {I n } = E(G n ), where G n is the top D-class of M n . Also, G n = G(M n ) = RP(M n ) and, while P has no group of units as it is not a monoid, it is still the case that D = RP(P ). Now that we have described the elements of the semigroup E J mn , the next natural task is to calculate its rank and idempotent rank. where L = max(m, n).
Proof. As in the proof of Theorem 6.10, we have rank(E J mn ) = rank(E J (D)) + rank(E J mn : E J (D)). Since E J (D) is a q r(m−r) × q r(n−r) rectangular band (see Lemma 6.9 (ii)), we again deduce from [60] 
as required. Next, suppose E J mn = E J (D) ∪ Σ J , where Σ ⊆ E J mn \ E J (D) = P \ D. We will show that Σ generates M r \ G r . Indeed, let A ∈ M r \ G r be arbitrary, and choose any X ∈ P such that X = A. Since rank(X) = rank(A) < r, it follows that X ∈ P \ D ⊆ E After cancelling all such factors, we see that A is a product of elements from Σ. Since A ∈ M r \ G r was arbitrary, we conclude that M r \ G r = Σ . In particular, |Σ| ≥ |Σ| ≥ rank(M r \ G r ) = (q r − 1)/(q − 1), giving (ii).
2 Remark 7.6. As in Remarks 5.3 and 6.11, we deduce from the results of this section that for |F| = q < ∞,
• C k (l) (and R k (l)) has l s=0 q s(k−s) [ l s ] q idempotents,
• the semigroup generated by E(C k (l)) (and the semigroup generated by E(R k (l))) has rank and idempotent rank equal to q l(k−l) + (q l − 1)/(q − 1).
Ideals
In this final section, we consider the ideals of P = Reg(M J mn ). In particular, we show that each of the proper ideals is idempotent generated, and we calculate the rank and idempotent rank, showing that these are equal. Although the next result is trivial if r = 0 and well-known if r = m = n (see Theorem 3.6), the statement is valid for those parameters. Proof. For convenience, we will assume that m ≤ n throughout the proof, so that L = n. (The other case will follow by duality.)
More generally, it may easily be checked that if the J -classes of a semigroup S form a chain, J 0 < · · · < J k , then the ideals of S are precisely the sets I h = J 0 ∪ · · · ∪ J h for 0 ≤ h ≤ k (and these obviously form a chain). Now suppose 0 ≤ s < r, let Γ ⊆ E(D s (M r )) be any idempotent generating set of I s (M r ) (see Since idrank(S) ≥ rank(S) for any idempotent generated semigroup S, the proof will be complete if we can find an idempotent generating set of I J s of the specified size. First, let Γ ⊆ E(D s (M r )) be such that Γ = I s (M r ) and |Γ| = [ Remark 8.2. Again, we may deduce a corresponding statement for the ideals of the matrix semigroups Reg(C k (l)) and Reg(R k (l)); the reader may supply the details if they wish.
