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Abstract
A short and simple proof is given for the inequality that shows that positive definite ma-
trices constitute a Riemannian manifold of negative curvature. The idea of the proof leads
to generalisations to non-Riemannian metrics, and to connections with some well-known
inequalities of mathematical physics.
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1. Introduction
The set of all n× n real positive definite matrices is a standard example of a
Riemannian manifold of nonpositive curvature (see [13, Chapters XI and XII]). This
fact is equivalent to an interesting inequality called the exponential metric increasing
(EMI) property.
In this expository note we provide a quick proof of the EMI that is much shorter
than that in [13] which, in turn, is based on the exposition in Mostow [16]. Our proof
may provide a little more insight into this inequality as it reduces it to the classical
logarithmic–geometric mean inequality for positive numbers.
After that we show that the EMI remains true when the Euclidean (Hilbert–
Schmidt) norm is replaced by any of the Schatten–von Neumann norms. This shows
that with each of these norms the set of positive definite matrices is a metric space
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of nonpositive curvature. Such spaces have been studied extensively in recent years
[5,8].
The inequalities obtained in this note are related to several other operator in-
equalities. For example, the generalised EMI is a strengthening in several ways of
the famous Golden–Thompson inequality of mathematical physics. This is discussed
in Section 5.
2. The EMI
First the notations. For a fixed n, let M be the space of n× n complex matrices
with the inner product 〈A,B〉 = trA∗B and the associated norm ‖A‖2 = (trA∗A)1/2.
This is called the Hilbert–Schmidt norm. Let S be the subspace of M consisting
of Hermitian matrices and P the subset of S containing positive (definite) matrices.
Then S is a real vector space and P an open subset of it. Let GL be the group
consisting of all nonsingular matrices. (The inequalities of interest to us are valid
for complex matrices, and so we do not restrict ourselves to real matrices, as is
customary in differential geometry texts.)
We denote by eA or expA, the exponential of a matrix A. The exponential is a
differentiable map from M onto GL. It maps S bijectively onto P. We denote by
DeA the derivative of this map at A. This is a linear map and its action is given by
DeA(B) = d
dt
∣∣∣∣
t=0
eA+tB . (1)
The EMI is the following assertion.
Theorem 1. For all Hermitian matrices A,B
‖B‖2  ‖e−A/2DeA(B)e−A/2‖2. (2)
Our proof of this uses two ingredients. The first is the well-known formula [6,
p. 311]
DeA(B) =
∫ 1
0
etABe(1−t)A dt. (3)
(Here is a simple proof of this. Since
d
dt
(
etXe(1−t)Y
)
= etX(X − Y )e(1−t)Y ,
we have
eX − eY =
∫ 1
0
etX(X − Y )e(1−t)Y dt,
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and hence
lim
h→0
eA+hB − eA
h
=
∫ 1
0
etABe(1−t)A dt.
)
The logarithmic mean of two positive numbers a, b is the quantity
L(a, b) := a − b
log a − log b =
∫ 1
0
atb1−t dt. (4)
It is easy to see that this number lies between the geometric and the arithmetic means.
(Here is a proof of the part that we need:
√
ab  a − b
log a − log b . (5)
Assume b < a, divide both sides by b, and then replace a/b by x2. The assertion (5)
is then equivalent to
2 log x  x
2 − 1
x
for x  1.
When x = 1, the two sides of this inequality are zero, and for x > 1 the derivative
of the left-hand side is smaller than that of the right-hand side.)
Now let A be any positive matrix. Then for any matrix X we have
‖A1/2XA1/2‖2 
∥∥∥∥
∫ 1
0
AtXA1−t dt
∥∥∥∥
2
. (6)
To see this choose an orthonormal basis in which A is diagonal with diagonal entries
λi. Then the matrix on the left-hand side of (6) has entries
√
λiλjxij , that on the
right has entries
[∫ 1
0 λ
t
iλ
1−t
j dt
]
xij . So, the inequality (6) follows from (5). This is
the second ingredient of our proof of (2).
Let A,B be Hermitian matrices. Write B = eA/2(e−A/2Be−A/2)eA/2, and then
use the inequality (6) to get from this
‖B‖2 
∥∥∥∥
∫ 1
0
etA
(
e−A/2Be−A/2
)
e(1−t)A dt
∥∥∥∥
2
=
∥∥∥∥e−A/2
∫ 1
0
etABe(1−t)A dt e−A/2
∥∥∥∥
2
= ∥∥e−A/2DeA(B)e−A/2∥∥2 (by (3)).
This proves the inequality (2).
We remark that if a matrix product XY is Hermitian, then
‖XY‖2  ‖YX‖2. (7)
This can be proved using the fact that the eigenvalues of YX are the same as those
of XY, and since XY is Hermitian, its singular values are the absolute values of its
eigenvalues. So,
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‖XY‖22 =
∑
s2j (XY ) =
∑
λ2j (XY ) =
∑
λ2j (YX)  ‖YX‖22.
The last inequality is a consequence of Schur’s theorem that says every operator has
an upper triangular representation in some orthonormal basis.
Using this we get from (2) the weaker inequality
‖B‖2  ‖e−ADeA(B)‖2, (8)
and sometimes this is called the EMI.
3. The Riemannian metric on P
The tangent space to the manifold P at any of its points A is the space TAP =
{A} × S. The Riemannian metric on P is defined as
ds := [tr(A−1 dA)2]1/2 = ∥∥A−1/2 dAA−1/2∥∥2. (9)
The geodesic distance between two points A,B of P with respect to this metric can
be computed using the EMI as follows.
First consider the special case A = I. We can write A = eO and B = eH for some
H ∈ S. A differentiable curve in P joining A and B can be parametrised as A(t) =
eH(t), where H(t), 0  t  1 is a curve in S such that H(0) = O and H(1) = H.
The length of this curve with respect to the metric ds is defined as
l2(A(·)) : =
∫ 1
0
∥∥A(t)−1/2 dA(t)A(t)−1/2∥∥2
=
∫ 1
0
∥∥A(t)−1/2DeH(t)(H ′(t))A(t)−1/2∥∥2 dt

∫ 1
0
‖H ′(t)‖2 dt (by (2))
This last integral is the length of the curve H(·) in S, and the least value this can take
is ‖H‖2, the length of the straight line segment joining O and H. Let
δ2(I, B) = inf l2(A(·)), (10)
where the infimum is taken over all differentiable curves A(·) joining I and B = eH .
We have shown that
δ2(I, B) = ‖H‖2 = ‖ logB‖2, (11)
and that the infimum in the definition of δ2 is attained at the curve
A(t) = etH = Bt , 0  t  1. (12)
This is the unique geodesic joining I and B.
For X ∈ GL and A ∈ P, let X(A) = X∗AX. This gives a transitive action of the
group GL on the manifold P. Using elementary properties of the trace it is easy to
verify that for any curve A(t)
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∥∥(X(A(t)))−1/2X(dA(t))(X(A(t)))−1/2∥∥2
= ∥∥A(t)−1/2 dA(t)A(t)−1/2∥∥2. (13)
This says that X is an isometry for the Riemannian metric. So, we can calculate the
geodesic distance between two arbitrary points A,B of P as follows. Using A−1/2
transform the pair (A,B) to (I, A−1/2BA−1/2). In this special case we know the
formula. Use it, and then apply the inverse transform A1/2 . This shows that the
geodesic distance between A and B is given by
δ2(A,B) =
∥∥ log(A−1/2BA−1/2)∥∥2, (14)
and the unique geodesic joining A and B is the curve
A#tB := A1/2(A−1/2BA−1/2)tA1/2, 0  t  1. (15)
We thus have a metric δ2 on P defined via the arc length ds. Note that
δ2(A,B) =
[
n∑
i=1
(log λi(A−1B))2
]1/2
. (16)
It is easy to see from this that
δ2(A
−1, B−1) = δ2(A,B). (17)
From (2) we obtain upon integration the following versions of the EMI.
(i) For all Hermitian matrices H,K
‖H −K‖2  δ2
(
eH , eK
)
, (18)
or equivalently,
(ii) For all A,B ∈ P
‖ logA− logB‖2 
∥∥ log(A−1/2BA−1/2)∥∥2. (19)
From (14) it is clear that when H and K commute we have
‖H −K‖2 = δ2(eH , eK). (20)
In particular for all real numbers t1, t2 and for all H
‖t1H − t2H‖2 = δ2(et1H , et2H ). (21)
Thus the exponential map is distance-preserving on all rays through the origin in S.
4. The generalised EMI
From the matrix theory point of view it is very interesting to note that the asser-
tions of Sections 2 and 3 remain valid for a large class of norms on M.
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A norm  on Rn is called a symmetric gauge function if it is invariant under
permutations and sign changes of coordinates. It is customary to assume a normali-
sation condition(1, 0, . . . , 0) = 1. The norms ‖x‖p = (∑ |xj |p)1/p, 1  p ∞,
are examples of such norms. For A ∈ M, let ‖A‖ = (s1(A), . . . , sn(A)) where
sj (A) are the (decreasingly ordered) singular values of A. Then ‖A‖ is a norm on
M that is unitarily invariant, i.e. ‖UAV ‖ = ‖A‖ for all unitary matrices U,V.
By a theorem of von Neumann all unitarily invariant norms on M arise in this way.
The ones corresponding to ‖·‖p, 1  p ∞ are called the Schatten p-norms.
Some symmetric gauge functions  have the property that in the metric they in-
duce on Rn the straight line segment is the unique geodesic joining any two given
points. The norms ‖·‖ on M inherit this property from . The Schatten p-norms
have this property for 1 < p <∞, but not for p = 1,∞.
Theorem 2. For all Hermitian matrices A,B, and for all 
‖B‖  ‖e−A/2DeA(B)e−A/2‖. (22)
The proof of Theorem 2 is identical to the one we have given for Theorem 1. The
crucial inequality (6) between the matrix geometric and logarithmic means is known
to be true when ‖·‖2 is replaced by any ‖·‖. Of course, the proof is not as easy as
that of (6); see [7,12].
The more general version of (7) is true [6, p. 253], and hence (8) is also true with
‖·‖ in place of ‖·‖2.
In the definition (9) too we can replace ‖·‖2 by ‖·‖. This leads to a Finsler metric
on P. The geodesic distance between two points A and B is now given by
δ(A,B) =
∥∥ log(A−1/2BA−1/2)∥∥. (23)
This gives a metric on P. The path (15) is a geodesic (joining A and B) with respect
to this metric and this is unique whenever is a norm in which geodesics are unique.
This metric satisfies the invariance properties
δ(A,B) = δ(X∗AX,X∗BX) = δ(A−1, B−1), (24)
for all A,B ∈ P and X ∈ GL. All the inequalities (18)–(21) remain true with ‖·‖
instead of ‖·‖2.
These inequalities show that the space P with any of the metrics δ is a metric
space of nonpositive curvature. See the monograph [8] for a comprehensive account
of such spaces.
We make just one remark to explain what nonpositive curvature means and how
the EMI captures the essence of it.
Consider the triangle (O,H,K) with vertices O,H,K in S. Under the expo-
nential map this is mapped onto a “triangle” (I, eH , eK) in P. From (21) we see
that the δ2-lengths of the sides [I, eH ] and [I, eK ] are equal to the ‖·‖2-lengths of
the sides [O,H ] and [O,K], respectively. By the EMI (18) the third side [eH , eK ]
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is longer than [H,K]. Keep the vertex O as a fixed pivot and move the sides [O,H ]
and [O,K] apart to get a triangle(O,H ′,K ′)whose three sides now have the same
lengths as the δ2-lengths of (I, eH , eK). Such a triangle is called a comparison
triangle for (I, eH , eK) and it is unique upto an isometry of S. The fact that the
comparison triangle in the Euclidean space S is “fatter” then the geodesic triangle
(I, eH , eK) is a characterisation of a space of nonpositive curvature [8, p. 158].
5. Relations with other matrix inequalities
In this section we point out connections between the EMI and some inequalities
proved in other contexts.
For any vector x = (x1, . . . , xn) in Rn we write x↓ = (x↓1 , . . . , x↓n ) for the vec-
tor whose coordinates are obtained by arranging the xj in decreasing order, and
x↑ = (x↑1 , . . . , x↑n ) for the vector obtained by arranging them in increasing order.
We say x is weakly majorised by y, and write x ≺w y, if ∑kj=1 x↓j ∑kj=1 y↓j for
all 1  k  n. If in addition we have
∑n
j=1 x
↓
j =
∑n
j=1 y
↓
j , we say x is majorised
by y, and write x ≺ y.
A basic theorem Ky Fan [6, p. 93] says that ‖A‖  ‖B‖ for all unitarily invari-
ant norms if and only if s(A) ≺w s(B). Here s(A) stands for the n-tuple consisting
of the singular values of A. In the same way we use the notation λ(A) for the n-tuple
consisting of the eigenvalues of A (arranged in decreasing order if they are real).
Let H,K be Hermitian matrices. Generalised to all unitarily invariant norms the
EMI in the form (18)–(19) says
‖H +K‖ 
∥∥ log(eH/2eKeH/2)∥∥. (25)
This inequality is closely related to the Golden–Thompson inequality and its gener-
alisations proved by physicists. Extending the work of Lieb and Thirring [15], Araki
[4] showed that for all positive integers m
log λ
((
eH/2meK/meH/2m
)m) ≺ log λ (eH/2eKeH/2) . (26)
Letting m→∞ and using the Lie product formula [6, Exercise IX.1.4] we get from
this
λ(H +K) ≺ λ
(
log eH/2eKeH/2
)
. (27)
Using elementary properties of majorisation [6, p. 42] one gets from this the inequal-
ity (25).
Again using [6, Corollary II.3.4] one gets from (25) or (27)∥∥eH+K∥∥  ∥∥eH/2eKeH/2∥∥, (28)
and then using the -norm version of (7)∥∥eH+K∥∥  ∥∥eH eK∥∥. (29)
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The special case
tr
(
eH+K
)
 tr
(
eH eK
)
is the Golden–Thompson inequality. Another special case
λ1
(
eH+K
)
 λ1
(
eH/2eKeH/2
)
(30)
is Segal’s inequality.
More results of this type may be found in [6, Sections IX.2 and IX.3]. One that
has bearing on the metric δ says that for positive matrices A,B and 0  t  1
k∏
j=1
λj (B
−t/2AtB−t/2) 
k∏
j=1
λtj (B
−1/2AB−1/2)
for all 1  k  n. See [6, proof of Theorem IX.2.10]. This says
log λ(B−t/2AtB−t/2) ≺ t log λ(B−1/2AB−1/2),
and hence,∥∥ logB−t/2AtB−t/2∥∥  t∥∥ logB−1/2AB−1/2∥∥. (31)
One can rewrite this as
δ(A
t , Bt )  tδ(A,B), 0  t  1, (32)
for all A,B ∈ P, or as
δ(e
tH , etk)  tδ(eH , eK), 0  t  1. (33)
This property is described by saying that the metric δ is convex [8, p. 159], a prop-
erty closely related to nonpositive curvature.
There is a famous inequality of Gel’fand–Naimark–Lidskii [6, p. 73] that says
that for all A, B ∈ P
{log λ↓j (A)+ log λ↑j (B)} ≺ {log λj (AB)} ≺ {log λ↓j (A)+ log λ↓j (B)} (34)
The second of these majorisation can be used to give another proof of the fact that
δ defined by (23) is a metric.
Let A,B,C be three positive matrices. Then
λj (A
−1C) = λj (B1/2A−1CB−1/2) = λj (B1/2A−1B1/2B−1/2CB−1/2).
So, by the second part of (34)
{log λj (A−1C)} ≺ {log λ↓j (B1/2A−1B1/2)+ log λ↓j (B−1/2CB−1/2)}
= {log λ↓j (A−1B)+ log λ↓j (B−1C)}.
Hence
(log λ(A−1C))  (log λ(A−1B))+ (log λ(B−1C)),
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or in other words,
δ(A,C)  δ(A,B)+ δ(B,C).
This shows that δ is a metric on P.
From the first part of (34) one gets using standard arguments [6, Chapter VI]
‖Eig↓H − Eig↓K‖  δ(eH , eK)
for any two Hermitian matrices. This is weaker than the generalised EMI (which has
the larger quantity ‖H −K‖ on the left).
The “mid-point” of the geodesic (15) joining A and B is
A#B := A1/2(A−1/2BA−1/2)1/2A1/2. (35)
This is called the geometric mean of the positive matrices A,B. This object first
occured in a paper of Pusz and Woronowicz [17]. It has several interesting properties
and has been studied in great detail by Ando [1,2]. In particular, there is an interesting
characterisation of A#B as the solution of an extremal problem:
A#B = max
{
X :
[
A X
X B
]
is positive
}
. (36)
Note that from (35) it is not apparent that A#B is symmetric in A and B, while
the condition (36) makes this plain. (So does the characterisation of A#B as the
mid-point of the geodesic segment joining A and B.) From (35) it is easy to see that
λ(A−1B) = λ2(A−1(A#B)).
Thus
δ(A,B) = 2δ(A,A#B). (37)
This shows that A#B is equidistant from A and B for every metric δ; i.e. it is a
metric-mid point between A and B. For certain metrics, such as δp corresponding to
the Schatten norms 1 < p <∞, such a metric mid-point is unique.
Thus the EMI and the metric δ are indeed related closely to several well-known
matrix inequalities. Let us give a few pertinent references for the discussion in this
section.
Hiai [11] provides an excellent account of generalisations of the Golden–Thomp-
son inequality and of several other related matters.
In the special case of the operator norm ‖A‖ = s1(A), G. Corach and coauthors
have studied in detail most of the matters we have discussed here, and obtained more
results as well. See their papers [3,9,10].
An interesting discussion of the matrix geometric mean may be found in [14]. Of
special relevance to our discussion is Section 4 of this paper.
Finally, it might be helpful to draw attention to another situation of interest in
matrix theory where some of the basic inequailities we have proved are reversed. Let
U be the collection of all unitary matrices. This is a Lie group with associated Lie
algebra u = iS consisting of skew-Hermitian matrices. The exponential map from u
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to U is surjective but not bijective. If H,K are elements of u, then from (3) we get
(using unitary invariance of norms) the inequality
‖DeH (K)‖  ‖K‖.
This is just the opposite of the EMI, and reflects the nonnegative curvature of U.
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