We study the well-posedness for generalized set equilibrium problems (GSEP) and propose two types of the well-posed concepts for these problems in topological vector space settings. These kinds of well-posedness arise from some well-posedness in the vector settings. We also study the relationship between these well-posedness concepts and present several criteria for the well-posedness of GSEP. Our results are new or include as special cases recent existing results.
Introduction and Preliminaries
Let , , be three topological vector spaces, a nonempty closed convex subset of , ⊂ a closed convex and pointed cone with apex at the origin, and int ̸ = 0; that is, is properly closed with nonempty interior and satisfies ⊆ , for all > 0; + ⊆ ; and ∩ (− ) = {0}.
The set-valued mapping : × × satisfies ( , , ) = {0} for all ∈ and for all ∈ , and a setvalued mapping :
is given. The generalized set equilibrium problem (GSEP) is to find an ∈ with some ∈ ( ) such that ( , , ) ∩ (− int ) = 0 ∀ ∈ .
We denote the set of all solutions for (GSEP) by Ω.
The concept of well-posedness is inspired by numerical methods producing optimizing sequences for optimization problems [1] . There are many cases so that the solutions may not be unique for a minimization problem. A naturally generalized concept of well-posedness which permits the existence but not uniqueness of minimizers and the convergence of some subsequence of every minimizing sequence toward a minimizer. Other more general notions of well-posedness have been introduced in [2] and there are many others in the literature; see, for example, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Our main purpose is to derive some properties of well-posedness for the generalized set equilibrium problems. We also study the relations between these properties.
A minimizing mapping Φ : × is defined by
for all ( , ) ∈ × , where Min = { ∈ : ∩( −int ) = 0} and ( , , ) = ⋃ ∈ { ( , , )} for all ( , ) ∈ × . Assume that Dom(Φ) ̸ = 0. We note that 0 ∈ ( , , ) for all ( , ) ∈ × since ( , , ) = {0} for all ∈ and for all ∈ . N ( 0 ) denotes the collection of neighborhoods around 0 in , similar notations for N ( 0 ) and N ( 0 ). For any mapping , ( ) denotes the union ⋃ ∈ ( ).
We propose some properties that can be easily derived from the definition. For the sake of clarity, we give the following proof.
and for all ∈ ( ).
(ii) ∈ Ω with ∈ ( ) if and only if 0 ∈ Φ( , ).
(iii) ∈ Ω with ∈ ( ) if and only if Φ( , ) ∩ ̸ = 0.
Proof. (i) If not, there exists ∈ Φ( , ) ∩ int for some ∈ and ∈ ( ). Then ( , , ) ∩ ( − int ) = 0 and ∈ int . Hence, 0 ∉ ( , , ) which contradicts the fact that 0 ∈ ( , , ) for all ∈ and for all ∈ ( ).
(ii) 0 ∈ Φ( , ) if and only if ( , , ) ∩ (− int ) = 0 if and only if ∈ Ω.
(iii) By (i) and (ii), we have ∈ Ω with ∈ ( ) if and only if 0 ∈ Φ( , ) if and only if Φ( , ) ∩ ̸ = 0. (ii) for every minimizing sequence {( , )} and for every ∈ N (0), there is 0 ∈ N such that ∈ Ω + for all ≥ 0 .
Definition 4.
For ∈ , the -approximate solution set of (GSEP) is defined by Ω( ) = { ∈ : Φ( , ) ∩ ( − ) ̸ = 0 for some ∈ ( )}. (ii) the mapping Ω : is upper Hausdorff continuous at = 0; that is, for every ∈ N (0), there exists ∈ N (0) such that Ω( ) ⊂ Ω + for every ∈ ∩ . Definition 3 arises from [8] , and Definition 5 is originally proposed by [9] .
Definition 6 (see [16, 17] ). A set-valued mapping : is We note that is upper semicontinuous at 0 and ( 0 ) is compact; then for any net { ] } ⊂ , ] → 0 , and for any net ] ∈ ( ] ) for each ], there exists 0 ∈ ( 0 ) and a subnet { ] } such that ] → 0 . We can refer to [18] for more details. We also note that is lower semicontinuous at 0 if for any net
For more details, we refer the reader to [16] or [17] . Another more weaker upper semi-continuity is said above -upper Hausdorff semicontinuous [9] . A mapping : is above -upper Hausdorff semicontinuous if for every ∈ and every open set ∈ N (0), there exists a neighborhood ∈ N (0) such that ( + ) ⊂ ( ) + − . Obviously, the upper Hausdorff continuity is weaker than the upper semi-continuity, and an upper Hausdorff continuous mapping is an above -upper Hausdorff semi-continuous mapping.
-Well-Posed and -Well-Posed
In this section, we will discuss the relationship between these two kinds of well-posedness. The first one is given as follows.
Example 7. (i)
There is an example that satisfies -wellposed, but not -well-posed. (ii) There is an example that satisfies both -well-posed and -well-posed.
Solution. (i)
The first one is inspired by the example of [10] .
for all ( , , ) ∈ × × with ∈ ( ). Then the set of all solutions for (GSEP) is Ω = {0}. For any ∈ and any ∈ ( ), the minimizing mapping is
If we choose = (−1/2, 1/2), a neighborhood of 0, and = , = (0, 1/ 2 ) for all ∈ N, we can easily see that → (0, 0) as → ∞, and ∈ Ω( ) \ (Ω + ) for all ∈ N. Thus, (GSEP) is not -well-posed.
Nevertheless, for any minimizing sequence {( , )} for Φ with ∈ ( ) for all and for every ∈ N (0), there exists 0 ∈ N such that Φ( , ) ∩ ̸ = 0 for ≥ 0 . This will force that → 0 as → ∞, and hence ∈ Ω + for all ≥ 0 . Therefore, (GSEP) is -well-posed.
(ii) We modify the above example as follows. Let , , , , , be given the same as in (i). The set-valued mapping : × × is defined by
for all ( , , ) ∈ × × with ∈ ( ).
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Then the set of all solutions for (GSEP) is Ω = . For any ∈ and any ∈ ( ), the minimizing mapping is
Since for any minimizing sequence {( , )}, and for every ∈ N (0), we always have ∈ Ω + . Thus, (GSEP) is -well-posed. Furthermore, since Ω + = + , for all ∈ R 2 + , we always have Ω( ) ⊂ Ω + . Hence, (GSEP) is -well-posed.
From the above observation, the -well-posed is weaker than -well-posed for (GSEP). What conditions need to be added so that the converse statement can be valid? The following results will be one of the answers.
Proposition 8. (a) If (GSEP) is -well-posed, then it iswell-posed. (b) If (GSEP) is -well-posed, and for every
where
Proof. For the idea of the proof, we can use the similar direction of [10, Propositions 3 and 4] . For the sake of clarity, we give the proof of (b) as follows. Suppose that (GSEP) is notwell-posed. Then there is a neighborhood of 0, and sequences { } ⊂ with → 0 and ∈ Ω( ) such that
This means
Since ∈ Ω( ), there exists ∈ ( ) such that
Now, we separate into two cases.
Case 1.
If the sequence {( , )} is a minimizing sequence, then by -well-posedness, for this , there is a 0 ∈ N such that ∈ Ω + , for all ≥ 0 , which contradicts (8).
Case 2. If the sequence {( , )} is not a minimizing sequence, then there is a ∈ N (0) and a subsequence { } of { } with a corresponding subsequence { } ∈ ({ }) such that
By relation (10), we have Φ( , ) ∩ ( − ) ̸ = 0, for all ∈ N. For this and condition (7), there is a symmetric neighborhood ∈ N (0) such that Φ( , ) ∩ ( + ) ⊂ , for all ∈ N. For large enough, − ∈ . Taking ∈ Φ( , ) ∩ ( + ) for all ∈ N. This implies that, for large enough, ∈ Φ( , ) ∩ which contradicts (11). This completes the proof.
We need the following lemma for the next criterion for -well-posedness of (GSEP).
Lemma 9. Let be a regular topological vector spaces, and let be a nonempty compact subset of . Suppose that ∩(− ) = 0; then there is a neighborhood
of 0 such that ( + ) ∩ ( − ) = 0. In particular, ( + ) ∩ = 0.
Proof. Suppose that ∩ (− ) = 0. For all ∈ , we have ∉ − . Since is regular, there is a neighborhood of 0 such that
Since is a nonempty compact subset, the set
There exist 1 , 2 , . . . , ∈ , such that
Since ⊂ ⋃ =1 , we have
We note that, although every compact regular space is a normal space, Lemma 9 is not so intuitive. Furthermore, if the set is not compact, the conclusion may not hold. For example, we choose = {( , ) ∈ R 2 : ≥ −2 , < 0} and = R 2 + . Now, we present first criterion of -well-posedness for (GSEP). [19] on for every ∈ ( ) and ∈ ; (v) for every minimizing sequence {( , )} ⊂ ( ) × , and for each ( , ) ∈ ( ) × , there is a sequence { } with ∈ ( , , ) for each ∈ N is a bounded sequence in .
Then (GSEP) is -well-posedness.
Proof. We prove it by contradiction. Suppose that (GSEP) is not -well-posedness. Then there exists a minimizing sequence {( , )} ⊂ × and > 0 such that
for infinitely many , where denotes the unit open ball in . Let us choose a subsequence from {( , )} so that the relation (17) holds for all elements of the subsequence. Such a subsequence is still a minimizing sequence, and we still denote it by {( , )} if there is no any confusion. Now, we separate our discussion into two cases.
Case 1.
If the sequence { } is bounded, then it has a convergent subsequence { } that converges to some point ⋆ ∈ with a corresponding subsequence { } with ∈ ( ) for every ∈ N. By the upper semi-continuity of , there exists a convergent subsequence of { } (without any confuse, we still denote it by { }) converges to some point ⋆ ∈ ( ⋆ ). From (17), ∉ Ω + for every ∈ N. Hence, ⋆ ∉ Ω, and by Lemma 1, we have 0 ∉ Φ( ⋆ , ⋆ ). By Lemma 9, there is a neighborhood ∈ N (0) such that
Since {( , )} is a minimizing sequence, for each , we can choose ∈ Φ( , ) such that → 0. Since Φ is upper Hausdorff continuity of Φ at ( ⋆ , ⋆ ), we have
Hence, for large enough, ∈ (Φ( ⋆ , ⋆ )+ )∩ which contradicts (18) . and : × satisfy ( , ) = ( ) − ( ) for all , ∈ , then
for all ∈ .
Proof. For any fixed ∈ . Choose any ∈ Min ( , ); we have ∈ ( ) − ( ) and ( ( ) − ( )) ∩ ( − int ) = 0. There exist 1 ∈ ( ) and 2 ∈ ( ) such that = 1 − 2 and Proof. Since Ω is bounded, its closure cl(Ω) is compact. By the upper semi-continuity of , (cl(Ω)) is compact. Hence it is bounded, so is (Ω). Fixed ∈ N (0), a symmetric neighborhood of 0. Since the sequence { } satisfies for every neighborhood ∈ N (0) of 0, there is 0 ∈ N, such that Min ( , ) ∩ ̸ = 0 for all ≥ 0 . From Lemma 12, we have
for all ≥ 0 . We can pick some points ∈ Min ( ), and ∈ ( ) such that
for all ≥ 0 . Since is symmetric, we have
for all ≥ 0 . Since (Ω) is bounded, so is (Ω) + . Therefore, the sequence { } is bounded. Now, let us present another criterion for -wellposedness of (GSEP). 
Then (GSEP) is -well-posedness.
Proof. We prove it by contradiction. Suppose that (GSEP) is not -well-posedness. Hence there exists a minimizing sequence {( , )} ⊂ ( ) × and > 0 such that the relation (17) holds. If the sequence { } is unbounded, by a similar process in Case 2 of Theorem 10 we know that (GSEP) is -well-posedness. If the sequence { } is bounded, then it has a convergent subsequence that converges to some point ⋆ ∈ with a corresponding subsequence { } with ∈ ( ) for every ∈ N. We still denote it by { } if there is no confusion. The relation (17) tells us that
