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Abstract
Rain gauges are the foundation in hydrology to collect rainfall data, however, gauge obser-
vations alone are limited at representing the complete rainfall distribution. On the other
hand, weather radar can provide complete rainfall distribution at high temporal and spatial
resolution, yet concerns about the biases in radar rainfall estimates hamper the direct use of
radar data in hydrological applications. Thus, merging radar measurements and rain gauge
observations for surface precipitation estimation, by exploiting the strength andminimizing
the weaknesses of each method, is in an area of active research.
Among all the sources of errors of radar rainfall estimates, the uncertainty in the relationship
between radar reflectivity Z and rainfall rate R, namely the Z-R relationship, is regarded
as a massive source of uncertainty. There is a whole branch of studies on delivering an
accurate Z-R relationship based on different drop size distributions, rainfall regimes and
geographical locations. The focus of this study is not to derive an accurate Z-R relationship,
but to correct the radar rainfall estimates by the available surface observations nonlinearly.
Specifically, radar data are used in the relative magnitudes, as a quantile map to indicate
the spatial pattern of precipitation. A marginal distribution function is generated based on
surface observations and the collocated radar quantiles, whereby the quantile map can be
transformed to a precipitation map.
It is a common practice to construct radar-gauge pairs by assuming vertical and instant
falling of the hydrometeors onto the ground. Obviously, the assumption is invalid on many
occasions, as it ignores a significant fact that it takes time for the hydrometeors to reach
the ground and during the descending, the hydrometeors are very likely to be drifted by
the wind, especially with a large measurement height and with the existence of snow. The
effect of wind drift can result in great discrepancy of radar and gauge data if the vertical
collocation is assumed, especially for domains of small size and for events with convective
behavior. To tackle this, a method to quantify the wind effect is proposed and the result of
the quantification is integrated in surface precipitation estimation.
The spatial pattern of precipitation changes along the vertical distance. The change in the
spatial pattern can be induced by many factors, such as uniform movement of the field, fur-
ther development of precipitation below the radar measurement height, evaporation, non-
uniform movement of the field, etc. The quantification scheme for the wind effect proposed
in this study considers an overall migration of the field. It is assumed that the entire field
moves uniformly with a single vector. The other factors causing the vertical variation of
the spatial pattern cannot be captured by the scheme. To remediate the situation, random
changes in the spatial pattern are allowed. Two conditional simulation methods, random
mixing and phase annealing, are employed to generate realizations of surface precipitation.

Kurzfassung
Niederschlagsmesser sind in der Hydrologie die Grundlage fu¨r die Sammlung von Re-
gendaten. Allerdings sind Pegelbeobachtungen in der Darstellung der vollsta¨ndigen
Niederschlagsverteilung eingeschra¨nkt. Ein Wetterradar kann eine vollsta¨ndige Nieder-
schlagsverteilung mit hoher zeitlicher und ra¨umlicher Auflo¨sung liefern, dennoch behin-
dern Bedenken bezu¨glich des systematischen Fehlers hinsichtlich der Scha¨tzung des Radar-
Niederschlags die direkte Nutzung von Radardaten in hydrologischen Anwendungen. Da-
her ist das Zusammenfu¨hren von Radarmessungen und von Beobachtungen des Nieder-
schlagsmessers zur Niederschlagsscha¨tzung der Oberfla¨che durch Ausnutzung der Sta¨rke
und Minimierung der Schwa¨chen jeder Methode Gegenstand aktiver Forschung.
Unter allen Fehlerquellen von Radarregenscha¨tzungen wird die Unsicherheit in der
Beziehung zwischen der Radarreflektivita¨t Z und der Niederschlagsrate R, der soge-
nannten Z-R-Beziehung, als massive Unsicherheitsquelle angesehen. Es gibt eine ganze
Reihe von Studien u¨ber die Bereitstellung einer genauen Z-R-Beziehung, die auf unter-
schiedlichen Tropfengro¨ßenverteilungen, Niederschlagsregimen und geografischen Stan-
dorten basiert. Der Fokus der vorliegenden Arbeit liegt nicht darauf, eine genaue Z-R-
Beziehung abzuleiten, sondern die Radar-Niederschlagsscha¨tzungen durch die verfu¨gbaren
Oberfla¨chenbeobachtungen nichtlinear zu korrigieren. Hier werden Radardaten in rela-
tiven Gro¨ßen verwendet, als Quantilkarte, um das ra¨umliche Muster des Niederschlags
anzuzeigen. Eine Grenzverteilungsfunktion wird auf der Grundlage von Oberfla¨chen-
beobachtungen und den zusammengestellten Radarquantilen generiert, wodurch die Quan-
tilkarte in eine Niederschlagskarte umgewandelt werden kann.
Es ist allgemein u¨blich, Radarmesspaare zu konstruieren, indem man das vertikale und so-
fortige Fallen der Hydrometeore auf den Boden annimmt. Offensichtlich ist die Annahme in
vielen Fa¨llen ungu¨ltig, da sie eine signifikante Tatsache ignoriert, na¨mlich dass die Hydrom-
eteore Zeit beno¨tigen, um den Boden zu erreichen, und dass die Hydrometeoren wa¨hrend
des Abstiegs mit hoher Wahrscheinlichkeit vom Wind verweht werden, insbesondere bei
einer großen Messho¨he und bei Vorhandensein von Schnee. Der Effekt der Winddrift kann
zu einer großen Diskrepanz der Radar- und Messgera¨tdaten fu¨hren, wenn von der ver-
tikalen Kollokation ausgegangenwird, insbesondere fu¨r kleine Doma¨nen und fu¨r Ereignisse
mit konvektivemVerhalten. Umdies zu bewa¨ltigen, wird eineMethode zur Quantifizierung
des Windeffekts vorgeschlagen, und das Ergebnis der Quantifizierung wird in die Nieder-
schlagsscha¨tzung der Oberfla¨che integriert.
Das ra¨umliche Niederschlagsmuster a¨ndert sich entlang der vertikalen Entfernung. Die
Vera¨nderung kann durch viele Faktoren hervorgerufen werden, beispielsweise durch eine
gleichma¨ßige Bewegung des Feldes, Weiterentwicklung des Niederschlags unterhalb der
Radarmessho¨he, Verdampfung, ungleichma¨ßige Bewegung des Feldes usw. Das in dieser
XII Kurzfassung
Studie vorgeschlagene Quantifizierungsschema fu¨r den Windeffekt betrachtet eine gesamte
Migration des Feldes. Es wird angenommen, dass sich das gesamte Feld gleichma¨ßig mit
einem einzigen Vektor bewegt. Die anderen Faktoren, die die vertikale Variation des ra¨um-
lichen Musters verursachen, ko¨nnen durch das Schema nicht erfasst werden. Zur Behe-
bung dieser Situation sind zufa¨llige A¨nderungen im ra¨umlichen Muster zugelassen. Zwei
Simulationsmethoden, Random Mixing und Phase Annealing, werden zur Erzeugung von
Oberfla¨chenniederschla¨gen eingesetzt.
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1.1 Motivation
“It may be possible therefore to determine with useful accuracy the intensity of rainfall at
a point quite distant (say 100 km) by the radar echo from that point.” With that sentence
Marshall et al. [1947] launched the quest for the hydrological use of radar. And despite the
tremendous progress, this request still continues [Fabry, 2015]. As it is generally accepted,
radar is apt at measuring the spatial patterns of reflectivity at some altitude where the mea-
surement has been taken. Although with some uncertainties, the spatial patterns of reflec-
tivity aloft can be assumed as the estimates of the spatial distribution of the instantaneous
precipitation intensity.
If the quantitative precipitation estimates are not needed, and the precipitationmonitoring is
only required on a qualitative or semiquantitative level, then radar is a naturally superb tool:
the plan position indicator (PPI) of reflectivity which is not affected by gross errors, such as
bright band contamination or attenuation, can already provide the needed adequate infor-
mation [Fabry, 2015]. And a large proportion of radar users fit in this category. However
in terms of hydrological uses of radar, precise measurements of precipitation accumulation
at the ground surface over a relevant time period are required. The branch of hydrology
seeking to realize the goal of quantitative precipitation estimation using weather radar is
known as radar hydrology.
Hydrological uses of weather radar include, for instance, climatological services, manage-
ment of rivers and sewers, precision agriculture and early detection of flood for protection
of life and property [Fabry, 2015]. All of these applications have common requirements on
data accuracy, but the latter imposes additional challenge because of the special demand on
the rapidness. The techniques dedicated to solve the last problem are usually referred to as
nowcasting, to make forecasts over relatively short time periods from a few minutes to a few
hours.
As for the precision in terms of the precipitation measurement over a time period on the
ground, rain gauges is unapproachable, because they are the only device that measures
ground rainfall directly. Although rain gauges are poor in terms of measuring short-term
precipitation accumulation or instantaneous precipitation intensity, the measurement error
diminishes rapidly as the integration time increases. While the opposite rule applies for
weather radar. Radar measures the reflectivity Z induced by precipitation, which is then
related to precipitation intensity R using a proper Z-R relation. And radar rainfall is accu-
mulated on the relevant instantaneous precipitation intensity maps. Thus, the estimation
error builds up as the accumulation time increases.
2 Introduction
According to Fabry [2015], the persistent challenge of radar hydrology consists in transform-
ing a time sequence of instantaneous estimates of reflectivity aloft into an unbiased estima-
tion of precipitation accumulation at the ground surface, which necessitates a systematic
fight against every source of error that can build up in time. As hidden in the description of
the challenge in radar hydrology, the time sequence of instantaneous estimates of reflectivity
measured at a certain altitude above the ground are to be translated to precipitation accu-
mulation at the surface. The distance between radar measurement height and estimation
height is a very important factor which hampers the quantitative precipitation estimation
by weather radar.
1.2 Two challenges in radar hydrology
The study focuses on two challenges in radar hydrology, extrapolation of radar reflectivity
to the ground surface and conversion of radar reflectivity to precipitation intensity. The two
challenges are discussed in the following sections.
1.2.1 Extrapolation of radar reflectivity to the surface
Meteorological induced reflectivity can change considerably with height, especially in cold
season precipitation, when the radar beam starts to intercept the 0◦ isotherm, resulting in
considerable biases (e.g. [Joss et al., 1990]; [Fabry et al., 1992]). A mapping function is
therefore required to transform the reflectivity measured aloft to the one that would have
been observed at the ground surface.
A common practice is to assume the establishment of a vertical profile of reflectivity (VPR),
and further assumption on the stability of the VPR at different radar range. Then, the single
VPR is used for the extrapolation of reflectivity aloft onto the ground, given the elevation
angle of the antenna and the beam width of the radar to calculate the measurement height
of each radar range (e.g. [Joss et al., 1990], etc). However, the correction procedure using a
single VPR is questionable because of the strong assumption about the uniform VPR. The
net effect of the correction scheme is to add a range-dependent constant number of dBs to
all echoes independent of their magnitude (e.g. [Steiner et al., 1995], etc). Yet in practice,
a magnitude-independent single VPR rarely exists. The VPR can vary with precipitation
intensity, and local terrain can add further complications, because in complex topography,
more low-level growth of precipitation is expected than over flat terrain [Fabry, 2015]. Other
factors, such as evaporation of precipitation, air motion and change in phase also contribute
to the variability of VPR.
Due to the high variability of VPR, large differences between the radar measurements of
precipitation and the precipitation reaching the ground are observed [Collier, 1996]. A very
intuitive rule is, the further away of a radar pixel from the radar site, namely, the more dis-
tant of the surface from the measurement height, the more difficult it becomes to accurately
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correct for the change in precipitation between the measurement level and the surface (e.g.
[Berenguer and Zawadzki, 2008], etc).
An equally problematic effect challenging the extrapolation of radar measurements to the
surface is the drift of the hydrometeors between the measurement level and where the hy-
drometeors will land on the Earth’s surface (e.g. [Mittermaier et al., 2004]; [Lauri et al.,
2012]). Generally, it is assumed that the hydrometeors observed aloft will fall vertically and
reach the ground instantly, whichmakes it reasonable to construct radar-gauge pairs accord-
ing to the projected vertical positions of radar pixels. However in reality, it takes time for
the hydrometeors to land on the surface. For example, it takes the hydrometeors measured
2 km above the surface approximately 3 to 10 min before landing, depending on the drop
sizes the hydrometeors. During the time, the hydrometeors are likely to be drifted hori-
zontally by the air motion, and on occasions, the drift distance can reach as far as several
kilometers. And due to the time needed for the hydrometeors to land onto the surface, it
might be proper to use the radar data from the previous time steps, as the instantaneous
precipitation intensity map is valid for the current time. The error induced by not taking the
drift into consideration might be minor in widespread rainfall events and when averaging
precipitation over large domain [Fabry, 2015], but it can be more of an issue for convective
events of strong intensities over short periods, especially for small domain, as in the case of
urban hydrology.
1.2.2 Conversion of radar reflectivity to precipitation intensity
After the extrapolation of radar reflectivity to the ground surface, the reflectivity should be
transformed to precipitation intensity with care. Usually, the radar reflectivity (Z) is related
to precipitation intensity (R) by the so-called Z-R relationship. Note, both Z and R can be
related to drop size distribution by
Z =
∫
∞
0
N(D)D6dD (1.1)
R =
π
6
∫
∞
0
N(D)D3v(D)dD. (1.2)
where N(D) is the drop size distribution, the number of raindrops of a specific drop diam-
eter (D) per unit volume of air, and v(D) is the fall speed of raindrop with diameter D. Due
to the different sensitivity of Z and R towards drop diameter, there exits no mathematical
function between Z and R. A single Z value can correspond to multiple R values. For in-
stance, a raindrop with the diameter of 2 mm falling at 7 m/s has the same reflectivity as
64 raindrops of 1 mm diameter falling at 4 m/s. However, the two have different precipita-
tion intensities: the ratio of the two is 7 : 32. If the same Z-R relationship is used, it is very
likely to end up with an overestimation for events with larger raindrops and an underes-
timation for events with smaller raindrops, because of the higher sensitivity of Z towards
larger raindrops compared to R.
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As there is no mathematical function between Z and R, it is therefore essential to determine
the drop size distribution as the linkage between Z and R. As a result, long lists of Z-R
relationships have been derived over the past years for different rainfall regimes and geo-
logical locations. These Z-R relationships vary greatly, and the variability must be taken into
consideration if the quantitative precipitation estimation by weather radar is desired.
There are modern equipments to obtain drop size distributions (DSD), such as electrome-
chanical disdrometers, optical spectrometers and micro rain radar (MRR), etc. But these
measurement are not available in many parts of the world. Even if a precise DSD can be
acquired, the high variability of DSD with time and space is another issue to be considered.
The variability of DSD temporally and spatially can be demonstrated by the following two
examples.
Fig. 1.1 shows four sub-hourly DSDs of the same hour. Note, the DSD is averaged from
altitude 100 to 1500 m. The distinction among the four DSDs proves the rapid change of
DSD with time. Fig. 1.2 shows two DSDs at altitude 1000 and 2000 m. Both are averaged
for the same time period. The distinction between the two shows the change of DSD with
height.
The variability of drop size distribution with time and space entails a Z-R relation at real
time for the estimation height of interest, which adds more complexity in the conversion
of radar reflectivity to precipitation intensity and hampers the quantitative use of radar
precipitation estimation.
Note, the data used to calculate the DSDs in the two examples are provided by the MRR
located in University Stuttgart in Germany. The vertically pointing Doppler radar operates
with high frequency (K-band) and provides data every 1 min and with 100 m altitude
resolution. The specification of the MRR system is given in Table 1.1.
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Table 1.1: Specification of MRR system
Parameter Description
Operating Frequency 24.23 GHz (K-band)
Operating Mode FMCW
Wavelength 12.38 mm
Output Power 50 mW
Antenna Type
parabolic offset; diameter:
600 mm
Beam width 3 dB (approx. 1.5◦)
Temporal resolution 10 - 3600 s (adjustable)
Altitude resolution
10 - 1000 m; typical range 30 -
100 m
No. of range gates 31
Diameter range 0.22 - 5.37 mm
Height range typical up to 3100 m
Dimensions 800× 600× 850mm
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Figure 1.1: Example showing the variability of DSD with time.
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Figure 1.2: Example showing the variability of DSD with height. Note, the bottom panel
extracts the expectations of the DSDs at altitude 1000 and 2000 m.
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1.3 Scope and structure of this thesis
The aim of this study is to address the two challenges discussed in the last section. The
thesis is structured in seven parts.
Chapter two gives a brief introduction of the study domain and the available rain-gauge
data. Then a thorough introduction of radar data follows: how it all started that radar was
put into meteorological use; the basic principle of weather radar; what radar measures and
how themeasurements can be related to precipitation; the selection of radar wavelength and
comparison of different radar bands. Then, various problems hindering the quantitative
precipitation estimation of radar are discussed. Finally, some general aspects of local radar
data and the data processing chain in use are introduced.
Chapter three focuses on the effect of the wind on the precipitation field. It distinguishes
two kinds of wind effects: the horizontal wind displacement, which accounts for the move-
ment of the radar map at the same altitude over the time and the vertical wind displacement,
which accounts for the movement of the field along the vertical distance. Amethod to quan-
tify the wind effect is proposed. The wind effect quantified by the proposed method is then
integrated in the radar precipitation accumulation.
Chapter four starts with an overview of different radar-gauge combination techniques.
Then a method to combine radar and gauge data is introduced, where radar data is used
in the relative magnitudes, as a quantile map to indicate the spatial pattern of the precip-
itation field at the surface; then the quantile map are transformed to a precipitation map
by the marginal distribution generated based on the rain gauge observations and the col-
located radar quantiles. The innovation of the proposed combination scheme also consists
in the integration of wind information, namely, the wind-induced change of the precipita-
tion field from the radar measurement height to the ground surface is also considered in the
estimation of surface precipitation.
Chapter five improves the surface precipitation estimation at the observational locations
by exploiting two geostatistical interpolation methods: external drift kriging and residual
kriging.
Chapter six focuses on the vertical variation of the spatial pattern of the field apart from the
uniform migration and generates realizations of surface precipitation by two conditional
simulation methods: random mixing and phase annealing. Examples of simulated realiza-
tions by the two methods are shown and compared.
Chapter seven concludes the thesis with a summary.
2 Study area and data
2.1 Study area and gauge data
The study domain is located in the district of Reutlingen, in the southeast of Germany. The
climate there is mild with the average annual precipitation of around 1040 mm and the
average annual temperature of around 9.1◦ C. The climate is considered to be temperate
oceanic (Cfb) according to the Ko¨ppen-Geiger climate classification system.
Figure 2.1: Location and discretization of the study domain. Resolution: 500× 500m
As indicated in Fig. 2.1, the study domain is a square with the side length of 19 km. A
gauge network consisting of 12 pluviometers, represented by the red circles, are available
within the domain. The weighing rain-gauges are owned by Stadtentwa¨sserung Reutlingen
(in German), which record and document precipitation every 1 minute. The 12 stations are
at a distance of approximately 4 km between each other.
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2.2 Radar data
2.2.1 Basics of weather radar
The term radarwas coined in 1940 as an acronym forRAdioDetectionAndRanging. At that
time, radar was used by the army, allowing military personnel to detect the enemy at suffi-
ciently long distances to be able to react to the threat. They were huge devices (to transmit
long radio frequency waves and receive echoes bouncing off targets) and the angular resolu-
tions were poor. The technological development of magnetron allowed radar to use shorter
wavelengths, microwaves. As a result, the size of radar device was largely shrinked and
could be easily moved and installed on aircraft. Soon, large patches of echoes of unknown
origin were observed by these magnetron-based radars, and it was soon realized that these
echoes were caused by precipitation. Hence, the potential of radar to detect meteorological
phenomenawas discovered. After the war, radars were put to use in research to observe and
understand thunderstorms and their life cycle, and research to understand cloud and pre-
cipitation mechanisms, as well as research focusing on technical improvement of weather
radars [Fabry, 2015]. Radars, specially designed for meteorological purpose, were deployed
in the early 1950s. Since then, weather radar has undergone tremendous progress.
The historical importance of radar in terms of meteorology consists in “it closed the gap
between local scale and large- or synoptic-scale” (e.g. [Fabry, 2015], etc). The so called
mesoscale was first defined as the scale that could only be studied by this instrument. Note,
satellites did not exist at that time, but surface and upper-air observations were taken regu-
larly: the former one permitted the meteorological observations at the local scale (< 10 km),
for example, human observers at weather stations; the latter made it possible to map large-
or synoptic-scale patterns of weather systems (> 200 km), e.g. detection and tracking of
extratropical cyclones.
As electromagnetic (EM) waves propagate through the atmosphere, they interacts with
hydrometeors, which backscatter the electromagnetic radiation. The orientation of the
antenna and the time span it takes for the go and return of the echo give a hint to locate the
precipitation; the strength of the backscattered echo, the so called radar reflectivity, illus-
trates the strength of the precipitation and the shift in frequency (modern Doppler radars)
elucidates the velocity of the movement of hydrometeors either towards or away from the
radar (radial velocity). Furthermore, modern weather radars exploiting dual polarization
technique are capable of distinguishing between different types of precipitation, i.e. rain,
drizzle, snow, hail, etc. For a thorough understanding of the principle of radar meteorology,
interesting readers are referred to textbooks such as [Burgess and Ray, 1986], [Doviak and
Zrnic´, 1993], [Collier, 1996] and [Fabry, 2015].
2.2.1.1 Radar equation
As most meteorological scatterers are much smaller than the usual wavelengths of weather
radars, Rayleigh scattering is assumed. For such targets, a quantity Z called the radar re-
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flectivity factor is defined, which can be related to the drop size distribution by
Z =
∫
∞
0
N(D)D6dD
with N(D) being the drop size distribution, indicating the number of hydrometeors of di-
ameter D per unit volume. The quantity Z is one of the most import targets we seek from
radar measurements. Z is expressed in nonstandard units ofmm6/m3.
Radar reflectivity factor can be obtained from radar measurements by using the radar equa-
tion. What radar measures is the amount of power received from a given range, Pr. The
radar equation describes the relationship between Pr and the reflectivity factor Z. There
exists many variations of radar equations that differ in the assumption that has been made
in the derivation. Among them, the most convenient version is
Pr = C
|K|2
r2
Z (2.1)
where C is referred to as the radar constant, which is radar system specific and is related
to many factors such as the power of the transmit pulse, the wavelength, antenna gain, etc;
|K|2 is the dielectric constant of the scatterers and r is the range of the scatterers from the
radar site. The second part |K|2/r2 is scatterer specific.
The dielectric constant varies with the phase of the hydrometeors. For liquid water and
solid ice, the dielectric constant varies with a factor of 5, thus the power received by radar
from a liquid water is five times stronger than that from a solid ice with a similar reflectivity
factor. While with snow, it is a bit more complicated because of the fluffy texture of snow, as
the mixture of ice and air. As it is always the case that one does not know for sure what the
scatterer is made up of, therefore, a new quantity called the equivalent reflectivity factor Ze
is defined
Pr = C
|Kw|2
r2
Ze (2.2)
where |Kw|2 is the dielectric constant of liquid water, approximately at 0.93.
Due to the fact that the (equivalent) reflectivity factor of different targets can span many
orders of magnitude, e.g. 0.01mm6/m3 for a typical reflectivity factor of a liquid cloud and
106 mm6/m3 for the hail core of a typical thunderstorm. For convenience, the reflectivity
factor is generally expressed in unit of decibel (dB) ofmm6/m3.
dBZ = 10 log10(Z) (2.3)
With this convention, the two mentioned reflectivity factors correspond to -20 and 60 dBZ.
On most radar display, the equivalent reflectivity factor with the intensity scale having dBZ
units is simply abbreviated as “reflectivity”.
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2.2.1.2 Wavelength of weather radar
Fig. 2.2 shows the location of the wavelength of most usually seen weather radar within
the electromagnetic spectrum. The selection of radar band is a function of the trade offs
between the detection range and the cost. A very straightforward rule is: the longer the
wavelength, the less attenuation of the signal which provides a longer detection range of
the radar system; nevertheless, the less sensitivity of the EM wave towards the hydromete-
ors which makes it less suitable for the detection of light rain or drizzle. And accordingly,
there are more demands on radar antenna, because larger antenna is required to achieve
the acceptable spatial accuracy, which also means more expenditure on both operation and
construction.
In regions where light to medium precipitation dominates, C band radar is a good com-
promise: providing medium range observation (up to 150 km) at affordable cost. In fact,
most operational radars in the European network are operating at C band with only a
few exceptions in France and the south east of Europe. While S band radars are typically
operated in regions where strong convective precipitation predominates when larger drop
sizes are expected, e.g. in tropical and subtropical regions [Pfaff, 2013]. A comparison of the
three most usually seen radar bands are provided in Table 2.1.
Figure 2.2: Electromagnetic spectrum. Most meteorological radars operate between 3 cm and
10 cm wavelength (Probert-Jones, 1990), marked within the two red lines. Adapted
from http://data.allenai.org/tqa/the electromagnetic spectrum L 0753/
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Table 2.1: Comparison of different radar bands
Band Wavelength Frequency Range Advantages And Disadvantages
[cm] [GHz] [km]
S band 8–15 2.7–2.9 ∼ 250
Not easily attenuated, detecting
heavy rain at long range; large
antennas required to achieve
acceptable spatial accuracy,
therefore, high demanding on
power and expensive
C band 4–8 5.6–5.65 ∼ 150
A good compromise between
detection range and cost: dish
size not very large, therefore at
affordable cost; signal more
easily attenuated, medium
range observation.
X band 2.5–4 9.3–9.5 ∼ 50
Small dish size required, cheap
and portable; sensitive, capable
of detecting tiny particles (cloud
studies); signal attenuated
easily, short range observation.
2.2.2 Problems arised in quantitative precipitation estimation
The advantage of weather radars, compared to the interspersed surface measurements, is
that they provide three-dimensional information about the precipitation over the whole cov-
erage area. Of equal importance is that the radar information is available immediately, and
therefore can be used at once, which makes it suitable for real-time operations and short-
term weather forecasts with the leading time of a few minutes to a few hours, i.e. the so
called nowcasting.
A fundamental problem before radar-derived precipitation amounts can be used for hydro-
logical purpose is to ensure that they possess enough accuracy and robustness. There are
many sources of uncertainties hindering the quantitative precipitation estimation (QPE) by
radar, for example, antenna pointing, wet radome attenuation, ground echoes, attenuation
of the electromagnetic wave, uncertainty in reflectivity (Z) - rain rate (R) conversion, etc.
In this section, introduction and discussion are given on six types of error sources hindering
the QPE of weather radar, namely, clutter contamination (static and dynamic), signal atten-
uation, anomalous propagation of radar beam, uncertainty in Z-R relationship, fluctuation
in signal and radial degradation of map quality.
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2.2.2.1 Clutter
Unfortunately, not all radar signals are caused by precipitation as illustrated in Fig. 2.3. Non-
meteorological echoes can be induced by various sources, such as airplanes, birds, insects,
mountains, wind turbines, ships, waves, etc. These unwanted echoes from the view of pre-
cipitation measurement is termed as clutter. And according to the movability of the targets,
clutter can be further classified into two categories: the stationary and the dynamic clutter.
Careful selection of radar site might help in minimizing the contamination from clutter,
however it is impossible to remove them altogether. These spurious echoes may be mis-
interpreted as rainfall, usually resulting in an overestimation of the precipitation intensity
near the radar site. Clutter removal, therefore, is of vital importance in a typical radar data
processing chain. For the stationary clutter, as the echoes are persistent at the same place
whether it is raining or not, a static clutter map is usually used for clutter filtering. Modern
weather radars, exploiting the Doppler effect, are capable of filtering out the stationary
clutter directly by the signal processor of radar itself (e.g. [Doviak and Zrnic´, 1993]; [Pfaff,
2013]). As for the dynamic clutter, Doppler filter does not work due to the movement of
the targets. Special care should be taken to identify and suppress this kind of clutter (e.g.
[Soumekh et al., 1994]; [Bolvardi et al., 2017])
Figure 2.3: Schematic diagram of various sources of spurious echoes in weather radar data.
Reprinted from Deutscher Wetterdienst (Wetter und Klima aus einer Hand),
radar meteorology, radar data quality control.
Available from: https://www.dwd.de/EN/research/weatherforecasting/
met applications/radar data applications/radar data quality control node.html
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2.2.2.2 Attenuation
Attenuation of EM waves by atmospheric gases is negligible. At wavelengths greater than
3 cm, the specific attenuation caused by atmospheric gases is less than 0.008 dB km−1
[Collier, 1996]. Note, most meteorological radars operate at a wavelength between 3 cm and
10 cm. Attenuation by clouds, cloud droplets or ice crystal clouds is more significant, but
unlikely to be an issue. The attenuation by raindrops is much stronger and may result in
significant underestimation of the strength and area of the precipitation, if left uncorrected,
which can result in erroneous estimation of the damage potential. An example of the effect
of rainfall-induced attenuation on radar measurement is illustrated in Fig. 2.4.
Figure 2.4: (a) Modification of the profile of a shower 20 km in width in which the intensity
R of the precipitation varies by 10 mm h−1 km−1. Rm is the minimum detectable
intensity. (b) Modification of the profile of a shower 20 km in width in which the
intensity R of the precipitation varies by 5 mm h−1 km−1. Rm is the minimum
detectable intensity. (after [Treussart, 1968] and [Clift, 1985])
The phenomenon of EM wave attenuated by raindrops is due to the microphysical prop-
erties of the intervening rainfall: the scattering cross sections, σb, σs and σa, where the
subscripts stand for “backscatter”, “scatter” and “absorb” respectively, are defined by the
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shape, size and temperature of individual raindrops. Among the transmitted power Pt,
some (Pt ×
∑
σs) is scattered and some (Pt ×
∑
σa) is absorbed. Only a very small portion
is backscattered to the radar antenna (Pt ×
∑
σb). The scattering and absorption processes
are subsumed as attenuation (dB) or specific attenuation (dB km−1), while the backscattered
signal is related to radar reflectivity factor Z (e.g. [Doviak and Zrnic´, 1993]; [Kra¨mer and
Verworn, 2008]).
Similar as most rainfall-related variables, especially for radar reflectivity Z and precipitation
rate R, empirical power law is used to describe the relation between Z (mm6 m−3) and
the specific attenuation A (dB km−1) [Gunn and East, 1954], and the relation between R
(mm h−1) and A [Hitschfeld and Bordan, 1954]:
A = aRb (2.4)
A = cZd (2.5)
where a, b, c and d are empirical parameters. Hitschfeld and Bordan [1954] were one of
the first to investigate forward gate-by-gate procedures, used to correct for attenuation by
the intervening rainfall. Path-integrated attenuation (PIA) is then obtained by accumulat-
ing specific attenuation over the entire propagation path. Using equ (2.5), PIA of gate i is
expressed by
PIAi = c
(
Zi +
i−1∑
j=0
cZdj
)d
· 2∆r (2.6)
where ∆r is the gate length. The original reflectivity Zi in dB of gate i is then corrected by
adding the corresponding PIAi (dB)
Zcorr,i = Zi + PIAi (2.7)
The unconstrained PIA correction method has been widely criticized for its instability (e.g.
Hitschfeld and Bordan themselves, [Hildebrand, 1978]; [Pfaff, 2013] and [Jacobi and Heis-
termann, 2016]): small errors can grow exponentially over the propagation path, leading to
errors much larger than if the data have not been corrected at all.
Due to the instability of the unconstrained PIA correction, modified versions of the method
have been developed. Kra¨mer and Verworn [2008] proposed a scheme to stabilize the un-
strained PIA method by fixing the exponent d in equ (2.5), and the linear parameter c is
then successively reduced for continuous beam sectors until the stability is achieved. The
criterion to detect instability is when the attenuation-corrected reflectivity Zcorr of any gate
exceeds a maximum value of Zcorr,max = 59 dBZ, which is kind of arbitrary but legitimate
from an operational point of view [Jacobi and Heistermann, 2016]. The 59 dBZ threshold is
somehow supported by numerical experiments conducted by Islam [2008], who found the
attenuation correction schemes become unstable when true reflectivity exceeds 60 dB.
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Jacobi and Heistermann [2016] enhance the scheme proposed by Kra¨mer by introducing a
second constraint, the upper limit of PIA is set to PIAmax = 20 dB as an additional criterion to
detect instability, which is in agreement with PIA observations between radar andmountain
reference targets at a distance of 120 km [Bouilloud et al., 2009]. The superiority of this
approach compared to the one proposed by Harrison et al. [2000] is that PIA is not truncated
at PIAmax, but reduced by decreasing the linear coefficient of the A-Z relation, factor c in
equ (2.5), iteratively until they fall below PIAmax, in the same way as for the reflectivity
limit Zcorr,max. The instability is identified when PIA of any gate exceeding PIAmax or if the
corrected Z exceeding Zcorr,max. The significant source of instability is removed at the cost
of losing the ability to correct for extreme losses of the radar signal.
2.2.2.3 Anomalous Propagation
Due to the inherent variability of the atmosphere, the propagation conditions may dif-
fer, sometimes significantly, from those considered “standard”, resulting in anomalous
propagation condition (sometimes abbreviated as anaprop or AP). A standard propagation
condition means when a radio wave propagates through the air with the temperature that
declines at a standard rate with the height in the troposphere, i.e. the temperature lapse
rate. Under standard or normal propagation condition, the radar beam bends downward
with a radius of curvature greater than that of the Earth’s surface (around 5/4 of the Earth’s
radius of curvature). Consequently, the net effect is an increase of the height of the beam
center as the distance from the radar site increases.
Figure 2.5: Occurrence principle of anomalous propagation echo. Anomalous Propagation
Echo Classification of Imbalanced Radar Data with Support Vector Machine -
Scientific Figure on ResearchGate. Available from: https://www.researchgate.net/
Occurrence-principle-of-anomalous-propagation-echo fig10 293482981 [accessed 31
May, 2018]
As illustrated schematically in Fig. 2.5, a sub-refraction occurs when the radar beam bends
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less than the standard, and therefore radar is measuring something higher in the atmo-
sphere. In contrast, super-refraction occurs when the radar beam bends more towards the
Earth’s surface than the standard. Ducting, as an extreme case of super-refraction, occurs
when the radius of curvature of the beam is smaller than that of the Earth’s surface, trap-
ping the propagation pathway between a specific atmospheric layer and the Earth’s surface.
The height of the beam center h is a function of the range r. The relationship is give by (e.g.
[Doviak and Zrnic´, 1993]; [Bech et al., 2012])
h =
√
r2 + (keR)2 + 2rkeRsinθ − keR+H0 (2.8)
where, R is the Earth’s radius; ke is the ratio of R to the equivalent Earth’s radius; θ is the
elevation angle of the antenna and H0 is the antenna height. The propagation condition is
reflected in the value of ke, which can be formulated in terms of the refractivity gradient as
ke =
1
1 +R · dN
dh
(2.9)
where, dN/dh is the vertical refractivity gradient (VRG). Usually, the atmosphere propaga-
tion condition is characterized by the VRG of the air in the first kilometer above the ground
level.
However, except for VRG, the angle of incidence and the frequency of the EM wave also
play a role [ITU, 2003]. For weather radar application, if the VRG of the air in the first
kilometer is around -39 N units km−1, then standard propagation is considered for any
angle of incidence [Doviak and Zrnic´, 1993]. From an operational point of view, normal
propagation condition is assumedwhen the VRG is within the interval (-79, 0] N units km−1.
An increase in VRG bends the radar beam more slowly than normal (sub-refraction); while,
a decrease in VRG bends the beam faster than normal (super-refraction), with a typical VRG
value within the interval (-157, -79] N units km−1, and ducting is induced when the VRG is
lower than -157 N units km−1 [Bech et al., 2012].
Note, anaprop literally means anomalous propagation, including both the cases of sub- and
super-refraction. However, anaprop echoes are only associated with super refraction and
ducting. The occurrence of anaprop echoes is particularly negative for QPE by weather
radar, and therefore should be removed. The occurrence of super-refraction and ducting
is usually associated with temperature inversions of sharp water vapor vertical gradients.
During cloudless nights, radiation cooling over land favors the formation of ducts which
disappear as soon as the sun heats the ground, because of the destroying of the temperature
inversion [Bech et al., 2012]. This process may be sometimes observed in the daily evolution
of clutter echoes (e.g. [Moszkowicz et al., 1994], etc). There are several rules for the detec-
tion of anaprop echoes, from which Lee et al. [2016] list four representative rules that are
applicable in actual cases.
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2.2.2.4 Uncertainty in Z-R relationship
Z-R relationship is used to convert radar reflectivity factor Z to precipitation intensity R. The
uncertainty of Z-R relationship is considered as a massive source of uncertainty in quantita-
tive precipitation estimation of weather radar. Z-R relationship varies with different rainfall
regimes and geographic locations. However, even for the same rainfall regime and at the
same geographical location, Z-R relation is still variable, as a function of time and space.
The radar reflectivity factor Z (mm6/m3) of precipitation is dependent on the drop size dis-
tribution of the hydrometeors in the radar sampling volume. The relation can be expressed
by (e.g. [Battan, 1973]; [Uijlenhoet, 2001])
Z =
∫
∞
0
D6 ·Nv(D) dD (2.10)
whereNv(D) dD represents the mean number of raindrops with equivalent spherical diam-
eters between D and D + dD (mm) per unit volume of air. Nv(D) is the so-called raindrop
size distribution with the unitmm−1m−3.
Suppose raindrops precipitate without the influence of wind turbulence, no obvious updraft
or downdraft and no interaction in between individual raindrops, then precipitation inten-
sity R (mm/h) can be related to raindrop size distribution according to (e.g. [Uijlenhoet,
2001], etc)
R = 6π × 10−4
∫
∞
0
D3 · v(D) ·Nv(D) dD (2.11)
where v(D) represents terminal fall speed of droplets with the unit m/s. It is a function
of the equivalent spherical raindrop diameter D (mm). v(D) is most widely depicted by a
power law relationship
v(D) = cDγ (2.12)
Atlas and Ulbrich [1977] demonstrated the parameter values of c = 3.778 and γ = 0.67 in
equ (2.12) provide a close fit to the data of Gunn and Kinzer [1949] in the range 0.5 ≤ D ≤
5.0 mm (the diameter interval contributing most to rain rate). As suggested by Uijlenhoet
[2001], the exact values of c and γ are not that important, yet what matters is the power law
form of v(D), which is consistent with the series of power law relationships of the rainfall-
related variables, notably for Z and R.
The comparison of equ (2.10) and equ (2.11) shows that radar reflectivity and precipita-
tion rate are proportional to 6th and approximately 3.7th moments of the raindrop diameter,
respectively. Radar reflectivity is much more sensitive towards raindrop diameter than pre-
cipitation rate. As a result, there exists no mathematical function linking Z and R. It is,
therefore, essential to determine or estimate the raindrop size distribution, as it is the com-
mon part of equ (2.10) and (2.11). Overwhelming empirical evidences (e.g. [Battan, 1973];
[Uijlenhoet, 2001]) have shown Z-R relation generally follows power laws of the form:
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Z = aRb (2.13)
where a and b are coefficients depending on raindrop size distribution, rainfall regime and
geographical location (e.g. [Lee and Zawadzki, 2005]; [Steiner et al., 2004]; [Hazenberg et al.,
2011]).
Battan [1973] presents a summary of 69 Z-R relationships from numerous studies on differ-
ent precipitation types and climate zones. There is appreciable variability in the coefficients
of these Z-R relationships, e.g. the omnipresent Marshall-Palmer relationship Z = 200R1.6
for stratiform rain [Marshall et al., 1955]; Z = 500R1.5 [Joss et al., 1970] or Z = 485R1.37
[Jones, 1956] for thunderstorm rain; Z = 140R1.5 for drizzle [Joss et al., 1970], etc. Although
the DSDs obtained by electromechanical disdrometers or optical spectrometers can be used
for procuring the Z-R relationships, these DSD measurements are not available in many
parts of the world (e.g. [Hasan et al., 2014], etc).
As for the statement “Z-R relationship is a function of time and space”, which is made at the
beginning of the section, the first term “Z-R relationship as a function of time” is relatively
easy to understand. As different DSDs are expected at different stages of a storm, especially
for convective events where the change in DSD is more rapid and intense, different Z-R
relationships are therefore expected over the time.
Figure 2.6: Synchronous maps of precipitation rate measured at 2280 m (left) and 1280 m
(right) above the ground surface. Note, the time instant, unit as well as the data
source (fbg for Radar Feldberd; tur for Radar Tu¨rkheim) of the instantaneous
map is labelled in the figure title and the resolution is 500 m × 500 m.
In the chapter of introduction, the statement “Z-R relationship is a function of time and
space” has been proved indirectly by the variability of DSD with time and height. In this
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section, the second term “Z-R relationship as a function of height” is directly proved by the
following two examples.
Fig. 2.6 shows two instantaneous maps of precipitation rate for the same domain and for
the same instant provided by two weather radars. The only distinction between the left and
the right is the measurement height: the left is measured 1000 m above the right, where the
standard propagation of the radar beam is assumed. The Z-R relationship used in the con-
version the reflectivity to rainfall rate is Z = 256R1.42, consistent with the parameterization
adopted by the German Weather Service (DWD), for the two radars in use are members of
the 17 radar network operated by DWD.
Although the two measurements are for the same time and for the same area, the magni-
tudes of precipitation intensity indicated by the two are fairly different: the left map shows
an event with much stronger precipitation intensity than the right; while the opposite is true
for the event shown by Fig. 2.7.
The two examples given in Fig. 2.6 and 2.7 reveal the variability of Z-R relationship along
the vertical distance, which also implies the variability of radar reflectivity along the vertical
distance. Hence to convert radar reflectivity measured at a certain altitude to precipitation
intensity, Z-R relation at that altitude is required.
Figure 2.7: Synchronous maps of precipitation rate measured at 2280 m (left) and 1280 m
(right) above the ground surface. Note, the time instant, unit as well as the data
source (fbg for Radar Feldberd; tur for Radar Tu¨rkheim) of the instantaneous
map is labelled in the figure title and the resolution is 500 m × 500 m.
The vertical variability of reflectivity is a massive source of error in terms of quantitative
precipitation estimation using radar. It is also a factor limiting the effective range of radar
as a rainfall sensor (e.g. [Joss et al., 1990]; [Fabry et al., 1992]). Because the more distant the
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measurement level from the surface, the lower correlation of the measured reflectivity with
the surface precipitation. The consequence of the vertical variability of reflectivity is more
serious for weather radars operating in complex topographical settings, such as mountain
regions (e.g. [Joss and Lee, 1995]; [Andrieu et al., 1997]), as the complex topography aggra-
vates the variability.
A further comparison of the twomaps in Fig. 2.6 and 2.7 shows that the twomaps measured
at different altitudes present very similar spatial patterns. In other words, if only the relative
magnitudes are considered, the two maps are more or less the same.
Compared to the great variation of precipitation intensity (or other rainfall-related variables
such as reflectivity or precipitation accumulation) along the vertical distance, the relative
magnitudes, i.e. the spatial pattern, remains ralatively stable. It is therefore suggested in
this study to use radar estimates of rainfall-related variable in the relative magnitudes, i.e.
as a quantile map, to indicate the spatial pattern of the variable of interest at the ground
surface.
2.2.2.5 Signal fluctuation
Radar echoes produced by precipitation fluctuate rapidly. The strength of signal varies from
pulse to pulse. The type of target is subsumed as incoherent, as it is composed of many
scatterers moving randomly; on contrast, solid targets, or scatterers moving in the same
direction are subsumed as coherent [Collier, 1996].
What radar measures is the areal mean reflectivity, by calculating the mean of a number of
independent samples. The samples for averaging purpose are collected gate by gate before
the antenna is rotated to the next azimuthal angle. Keeping the radar antenna rotating at
relatively low speed (e.g. 1 rev min−1) helps in collecting more samples each gate, but at
the cost of degrading the azimuthal resolution. Furthermore, the inherent variability of rain
rate spatially and temporally, which on occasions can vary by a factor of 10 within a period
of 10 min or within a distance of 2 km [Collier, 1996], prevents a reliable average reflectivity
from beingmeasured, particularly at far ranges, where the beamwidth is several kilometers’
wide.
2.2.2.6 Radial degradation of map quality
Radar data are originally in polar coordinates. As the distance of the target from the radar
site increases, the resolution of radar imagery decreases. Take the C-band radar operated by
DWD as an instance: one data set is composed of 360 radar rays (azimuthal resolution 1◦),
and each radar ray is subdivided into 128 gates with the gate length ∆r = 1 km. Thus, at
Range 25 km, 75 km and 125 km, the corresponding beam widths are 0.44 km, 1.31 km and
2.18 km, respectively, according to
L = 2 · rsin(θ/2)
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with L being the beam width, θ being the azimuthal resolution and r being the range. Thus,
the ratio of the resolutions of the three beam gates is 1 : 3 : 5.
More persuasive examples are given in Fig. 2.6 and 2.7. The weird looking of the left map is
due to the futher distance of the domain from the radar site Feldberg. The relative position
of the study domain in the radar polar coordinate is depicted in Fig. 2.8.
Figure 2.8: The relative positions of the study domain (represented by the red squares) in the
radar polar coordinates: the square in the top right corner indicates the position
of the study domain relative to Radar Feldberg, where the center of the domain
is at 113 km’s range; the other square indicates the position of the study domain
relative to Radar Tu¨rkheim, where the center of the domain is at 45 km’s range.
However, the quality degradation of radar imagery discussed here is not only in terms of
map resolution. In fact, many problems associated with quantitative precipitation estima-
tion of radar are aggravated as the resolution of radar imagery decreases or as the distance of
the target from the radar site increases, for example, attenuation, signal fluctuation, vertical
profile of reflectivity and non-uniform filling of the beam gate, etc.
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2.2.3 General aspects of local radar data
The German Weather Service, abbreviated as DWD (Deutscher Wetterdienst), runs a net-
work of 17 operational weather radars which are equipped with the latest dual polariza-
tion Doppler technology. The 17 weather radars cover the whole Germany, providing
many products for high resolution precipitation analysis and forecast. The scan strategy
for the DWD’s radar network can be referred to under https://www.dwd.de/EN/ourservices/
radar products/radar products.html. The scanning cycle starts with the so-called precipitation
scan, namely a near-surface scan during which the antenna follows the orography.
Fig. 2.9 shows the 17 radar network of DWD, with the study domain marked as a purple
square. The study domain is covered by three radars. Among them, available data are from
Radar Tu¨rkheim and Radar Feldberg — see Table 2.2 for further details of the two radars.
The 150 km coverage of the two radars are highlighted with two purple circles.
Weather radar takes snapshots of reflectivity distribution over large area from which
the distribution of precipitation intensity is estimated. The snapshots of reflectivity are
expressed as plan position indicators, or PPIs. There is a systematic change of PPIs in
the observation height with range. As the domain is relatively small (a square with the
side length of 19 km), the change in the elevation is neglected. The center of the domain
is around 45 km from Radar Tu¨rkheim and around 113 km from Radar Feldberg. With
the elevation angle as low as possible to avoid ground echoes, according to equ (2.8), the
measurement heights of Radar Tu¨rkheim and Radar Feldberg for the study domain are
respectively 1280 m and 2280 m above the ground (m. a. g.) under the normal propagation
condition.
Table 2.2: Specification of Radar Tu¨rkheim and Radar Feldberg
Item Specification
Location Tu¨rkheim 9.783◦ W, 48.585◦ N, 767.62 m.a.s.l.
Location Feldberg 8.004◦ W, 47.874◦ N, 1516.10 m.a.s.l.
Measured variables Radar reflectivity in dBZ, radio velocity
Radar frequency 5.6 GHz
Elevation angle 0.5 – 1.8◦(follow orography)
Reflectivity quantization
-32.5 up to 95.0 dBZ with 0.5 dBZ
increment
Spatial resolution 1◦× 1 km (azimuth, range)
Range 128 km
Scanning interval 5 min
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Figure 2.9: Radar network of DWD, where the blue dot denotes each radar site and the
blue circle indicates the radar coverage of 150 km range. The study domain is
marked as a purple square with the side length of 19 km. The coverages of Radar
Tu¨rkheim and Radar Feldberg are highlightedwith two purple circles. Reprinted
from Deutscher Wetterdienst (Wetter und Klima aus einer Hand), weather fore-
casting, numerical modeling. https://www.dwd.de/EN/research/weatherforecasting/
num modelling/bilder/02 datenassimilation abb09 en.html
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The German Weather Service uses the DX file format to encode local radar sweeps. Raw,
unprocessed DX products are in polar coordinates with the unit dBZ. The processing
chain of DX products in this study is composed of (arranged in order): clutter removal,
attenuation correction, conversion of reflectivity to precipitation rate, rainfall accumulation,
re-projection from polar coordinates to Cartesian grid and clip the square data for the study
domain. Some complementary descriptions about the processing chain are listed below.
• For clutter removal, despite the application of a Doppler filter at the signal proces-
sor, the radar data still contains residual clutter (dynamic clutter), which can become
considerable source of instability for the subsequent attenuation correction procedure
[Kra¨mer and Verworn, 2008]. Therefore, the residual clutter is filtered out by the
scheme proposed by Gabella and Notarpietro [2002], based on a texture filter that de-
tects strong reflectivity gradients.
• For attenuation correction, the constrained gate-by-gate attenuation correction scheme
is applied ([Kra¨mer and Verworn, 2008]; [Jacobi and Heistermann, 2016]).
• For the conversion of reflectivity to precipitation rate, the Z-R relation is parameterized
as Z = 256R1.42, consistent with the parameterization adopted by DWD.
• For the re-projection from polar coordinates (Resolution: 1◦×1 km) to Cartesian grid
(Resolution: 500 m × 500 m), nearest neighbor method is applied, no interpolation is
conducted.
All the radar data processing steps in this study are operated under the environment of
wradlib, an open source library for weather radar data processing. wradlib is written in the
free programming language Python, and a tutorial on a typical workflow for radar-based
rainfall estimation is available under http://docs.wradlib.org/en/latest/notebooks/basics/wradlib
workflow.html.
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3.1 Introduction
Unlike rain gauges which record accumulated precipitation depth in a point-wise manner,
weather radars take snapshots of reflectivity distribution over large area from which the
distribution of precipitation intensity is estimated. The field of reflectivity or precipitation
intensity evolves with time. The evolution is generally reflected in two aspects: the evolu-
tion in the magnitudes of the radar reflectivity or precipitation intensity and the evolution
in the spatial pattern of the field.
It happens on occasions that the sampling frequency of weather radar is not capable of cap-
turing the evolution details of the rainfall event to a satisfying degree, especially when the
air motion is relatively strong. For example, when the horizontal wind speed is at 10 m/s,
given the sampling frequency of every 5 min (e.g. the C band radars operated by DWD), the
precipitation field will have a horizontal displacement of 3 kmwithin the 5 minutes’ time in-
terval. As shown by Pfaff [2013], precipitation accumulation obtained by directly adding up
the 5-min-intervalled precipitation intensity maps will end up with some visually unsatisfy-
ing, as described by the author, ripple-like structure in the accumulated precipitation maps,
due to the large displacements between successive radar scans. The displacement between
successive radar scans is normally caused by the wind. In this study, the displacement or
the evolution of the field in terms of the spatial pattern is named as thewind displacement.
The study distinguishes two kinds of wind displacement: the horizontal and the vertical
displacement. The above is an reflection of the horizontal displacement. Since the radar im-
ageries aremeasured at a constant altitude, namely a time series of horizontal maps sampled
at fixed frequency.
Changing from the horizontal to a vertical point of view, the wind also imposes an influence
on the precipitation field over the vertical distance. Hydrometeors, as they precipitate in
the atmosphere, are very likely to be displaced by the wind. The effect of displacement by
the wind is more pronounced for particles of less weight and larger surface area, such as
snowflakes. As suggested by Mittermaier et al. [2004], observational evidence in their study
shows that the fall streaks in the snow can lead to a displacement of the order 10 - 20 km.
And even for raindrops, with a relatively high fall speed (0 - 9m/s) due to large bodyweight,
the drift driven by the air motion could be over considerable distances [Lack and Fox, 2007].
It is common practice to compare rain gauge data with the collocated radar data by assum-
ing the vertical descending of the hydrometeors. The wind-induced displacement of the
hydrometeors can result in large errors when comparing with the collocated rain gauge ob-
servations on the ground. The phenomenon of the displacement of hydrometeors between
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radar contributing layer in the air and the ground surface caused by the air motion is usu-
ally referred to as “wind drift” by previous authors such as [Collier, 1999]; [Mittermaier
et al., 2004]; [Lack and Fox, 2007] and [Rasmussen et al., 2003]. To avoid confusion and for
the sake of consistency, the displacement along the vertical distance is termed as vertical
displacement. Note the vertical distance is not necessarily between the radar contributing
layer and the Earth’s surface, but also between any two layers in the air.
3.2 Two kinds of wind displacement
3.2.1 Horizontal displacement
It is a frequently seen phenomenon that in between two consecutive radar imageries, there
exists a prominent overall migration in the spatial pattern of the two fields. As revealed
by Fig. 3.1, the three radar imageries of precipitation intensity (mm/h) are sampled with
5 min time interval in between each other. Besides the decrease in the magnitude of the
precipitation intensity, it is easy to identify the easterly movement of the raining cell, which
can be accounted as an examples of the horizontal displacement.
Let V (t, h) denote the wind-induced vector applied on the field, which is a function of time
and space. Note, the wind-induced vector is horizontal with only two dimensions. Let
R(t, h) denote the instantaneous radar imagery measured at time t and altitude h. The radar
data for the study domain are given as two time series of imageries measured at two dif-
ferent altitudes with fixed frequency. The displacement between two imageries of the same
height and different time, i.e. R(t1, h) and R(t2, h), can be considered as the effect of V (t, h)
integrated along the time interval:
V̂t(h) =
∫ t2
t1
V (t, h)dt (3.1)
This kind of displacement is termed as horizontal displacement.
Figure 3.1: Radar imageries of precipitation intensity sampled every 5 min
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3.2.2 Vertical displacement
The displacement between two imageries of the same time and different heights, i.e. R(t, h1)
and R(t, h2), can be considered as the effect of V (t, h) integrated along the vertical distance
between the two:
V̂h(t) =
∫ h2
h1
V (t, h)dh (3.2)
This kind of displacement is termed as vertical displacement.
Fig. 3.2 and 3.3 give two examples of vertical displacement. The two radar imageries in
both examples show the distributions of precipitation measured by Radar Tu¨rkheim (tur)
at 1280 m above the ground (m.a.g.) and by Radar Feldberg (fbg) at 2280 m.a.g. Note, the
normal propagation condition is assumed when computing the radar measurement height.
The portion enclosed by the white square in the left map is vertically collocated with the
right map.
Because the study domain is at the far range of the radar site fbg, where the center of the
domain is around 113 km from the radar site as illustrated in Fig. 2.8, the right map is
degraded in the map resolution compared to the left map, where the center of the domain is
around 45 km from the radar site.
A careful comparison of the two vertically collocated precipitation fields shows the existence
of the overall migration of the raining cell: the northerly migration from fbg to tur in Fig. 3.2;
and the westerly migration from fbg to tur in Fig. 3.3. The prognosis of the overall migration
of the field with bare eyes are admittedly subjective. To avoid the subjectiveness in the
prognosis, many techniques have been developed for the objective quantification.
There is something more to be mentioned about the fact shown in Fig. 3.2: the example
serves as another evidence of the statement consistently reiterated throughout the study:
the spatial pattern indicated by the relative magnitudes of the radar map is relatively stable
against the vertical distance; while in contrast, the absolute magnitudes of rainfall-related
variables, such as accumulated precipitation, rainfall intensity or radar reflectivity factor,
vary wildly along the vertical distance.
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Figure 3.2: Precipitation distribution of a 15-min-event ended at 2014-07-20 17:40 according
to Radar Tu¨rkheim (tur; left) and Radar Feldberg (fbg; right).
Figure 3.3: Precipitation distribution of a 15-min-event ended at 2016-08-20 18:35 according
to Radar Tu¨rkheim (tur; left) and Radar Feldberg (fbg; right).
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3.3 Quantification of wind displacement
3.3.1 Quantification of the displacement between two radar imageries
3.3.1.1 Literature
The information of wind displacement is important in terms of precipitation nowcasting
(e.g. [Turner et al., 2004]; [Germann et al., 2006]; [Sinclair, 2007]), the techniques dedicated
to make forecasts over relatively short time periods, generally with a lead time within 12 h.
Lots of approaches have been developed to determine wind displacement between different
radar scans. As suggested by Sinclair [2007], these approaches can be broadly classified into
two categories: the object-based approaches and the field-based approaches. As suggested
by the name, the “object-based” approaches quantify the movement of the object. The “ob-
ject” in this context is a storm, defined as a continuous region exceeding certain thresholds
for reflectivity and size. The well known object tracking technique: Thunderstorm Identifi-
cation, Tracking, Analysis and Nowcasting (TITAN) proposed by Dixon and Wiener [1993]
is representative of this category.
The field-based techniques quantify the movement of the pixels in a field. Two representa-
tives of this category are discussed here.
• The block matching method, proposed by Rinehart and Garvey [1978], uses the cor-
relation coefficient approach for pattern recognition. The size of the block should be
first determined, then the two imageries from which the advection field is to be eval-
uated are divided into blocks of the chosen size. The blocks may overlap. Then, for
each block in the previous imagery, the most similar block in the second imagery is
searched. The criterion for the most similar is when the correlation coefficient of the
two blocks reaches the maximum. The vector starting from the previous block’s center
and ending at the center of the most similar block in the second imagery is the ad-
vection vector of the block in the previous imagery. The result of the block matching
method is a field of advection vectors associated with individual blocks.
The performance, as well as the computational complexity of themethod, is dependent
on the size of the block, the resolution of the shift (i.e. the overlapping ratio of two
neighboring blocks) and the maximum searching range. If the block size is chosen too
big, it can end up with no similar block in the second imagery, because the pixels in a
large block are not necessarily move with the same vector; on the contrast, if the block
size is chosen too small, the method might become unstable. The resolution of the
shift determines how fine the shift between the blocks of the two radar imageries can
be resolved. The resolution of the shift, together with the size of the block, determine
the resolution of the resultant vector field. The maximum searching range is also an
important parameter to decide: not too small, otherwise themost reasonable advection
vectors are missed given a relatively strong wind field; and not too large to avoid the
unnecessary computational time.
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• The advection between radar imageries can be computed by the optical flow algo-
rithm as suggested by, e.g. Horn and Schunck [1981], Bab-Hadiashar et al. [1996]. The
solution to the optical flow equation system is a field of vectors associated with each
grid point. The basic equation of the equation system is established by relating the
changes in the image brightness I (radar reflectivity in this context) to the magnitude
of the velocity components ux and uy in x and y directions, at a particular position in
the image.
δI
δx
ux +
δI
δy
uy +
δI
δt
= 0 (3.3)
The under-determined system (two unknowns in one equation) is further comple-
mented by, for example, the smoothness constraint proposed by Bowler et al. [2004].
By assuming the motion of all pixels within a block is reasonably constant, i.e. the
same velocity components ux and uy for all pixels within the block, the employment
of equ (3.3) for N pixels within the block takes the form
ai1ux + ai2uy = bi, i = 1, 2, · · · , N (3.4)
where ai1 and ai2 are the spatial derivatives (
δI
δx
and δI
δy
, respectively) for pixel i; bi is
the negative temporal derivative (− δI
δt
) for pixel i. This results in an over-determined
system which can be solved, for example, by the least square method.
3.3.1.2 Algorithm description
In this section, an algorithm to quantify the displacement between two radar imageries is
proposed. It is assumed that the entire domain moves uniformly with a vector. Thus, the
method is suitable for domain with small size. The result of the scheme is not a single best
vector, but a probability matrix analogous to a probability mass function, indicating the
probability of a field of vectors. The details of the algorithm is described as follow:
1. A positive integer M is set as the limit of the displacement, i.e. the maximum num-
ber of pixels allowed for the overall migration of the original imagery. For the case
where no information concerning the wind direction is available, directions in the
north, south, east and west are given equal chance.
2. A regular Cartesian grid hij is defined, where i, j = −M,−M+1, · · · , 0, · · · ,M−1,M .
The coordinate of each grid point is given by
hij = (αi, αj) (3.5)
where α is the spatial resolution of the resulting rank correlation matrix, the same
resolution as used in the radar imagery.
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3. Let Rx, Ry denote two radar imageries. They can be two maps measured at the same
altitude for different instants, when the horizontal displacement is of interest; or two
maps measured at different altitudes for the same instant, when the vertical displace-
ment is of interest.
The measure of similarity adopted here is the Spearman’s rank correlation, which is
defined as the correlation coefficient between two ranked variables. The reason why
rank correlation is employed as the measure of similarity is due to the assumption that
the evolution of radar imageries is non-linear. Unlike the correlation coefficient which
measures a linear relationship, Spearman’s rank correlation measures the monotonic
relationship, which suits the specific case. It is worth noting that maps of reflectivity
Z can be used directly in the calculation of rank correlation due to the monotonic
relationship between Z and R. Therefore, no assumption about the Z-R relation is
required.
The Spearman’s rank correlation between imagery Rx and the shifted imagery Ry
(shifted by vector hij) is calculated by
ρij = rs
(
Rx, Ry(h = hij)
)
, (3.6)
where, rs denotes the function to calculate the Spearman’s rank correlation.
Note, the calculation in equ (3.6) is applied for every element in hij and the resultant
ρij is a matrix, termed as the rank correlation matrix. There exists a one-to-one corre-
spondence between entries in ρij and entries in the Cartesian grid hij . The higher the
value of the entry in ρij , the more likely the corresponding vector in hij is the actual
displacement vector induced by the wind. As many vectors in hij deliver quite similar
results, the wind-induced vector can be considered as a random variable.
4. Along the thinking that the higher the value of the entry in ρij the more likely the
corresponding entry in hij , the probability mass function of the wind-induced vector
can be calculated by
P (h = hij) = Pij =
{
0 for ρij ≤ ρoo
g(ρij − ρoo) else
(3.7)
where, ρoo is the original rank correlation when the corresponding shift is (0, 0); func-
tion g(x) is monotonic increasing when x > 0 and continuous at zero, i.e. g(0) = 0.
Pij is influenced by g(x). There is a wide selection of g(x), such as power function
xa; exponential function ebx − 1 and logarithmic function ln(cx + 1), where a, b and c
are positive constants. The first derivative of g(x)matters, as large dg/dxmeans more
weights are given to those entries associated with higher rank correlations.
Pij is further scaled by a constant to ensure the sum of all entries equals to 1.
Pij =
Pij∑
i
∑
j
Pij
(3.8)
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The probability mass function of the wind-induced vector is also a matrix and is
termed as probability matrix hereafter. Note, both the probability matrix and the rank
correlation matrix quantify the wind displacement, yet with two different measures.
The probability matrix quantifies the wind displacement by indicating the probability
of individual displacement vectors, while the other by the measure of rank correlation.
The quantification scheme for the wind displacement is based on the assumption that the
entire field moves uniformly with a single vector, which could be the case when the field is
subject to an uniform wind field. However, the assumption is invalid on many occasions,
e.g. non-uniform wind field, non-uniform evaporation, further development of the field.
3.3.1.3 Examples
The proposed quantification scheme for wind displacement is used to quantify the horizon-
tal displacement of a 5 minutes’ interval, as illustrated in Figure 3.4: the left and the middle
panel indicate the two instantaneous radar maps of rainfall rate with 5 minute difference
and the right is the rank correlation matrix derived from the two maps. The shift is limited
within 8 pixels to the north, south, east and west, and the resolution of ρij is the same with
the radar maps, i.e. 500× 500m.
The scheme is also used to quantify the vertical displacement, as illustrated in Figure 3.5:
the left and the middle panel indicate the two instantaneous maps of rainfall rate for the
same instant but measured at different altitudes, as indicated in the figure title. The ρij
derived from the two are shown on the right with the same shifting limit and resolution as
in Figure 3.4.
Figure 3.4: Quantification of the horizontal wind displacement
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Figure 3.5: Quantification of the vertical wind displacement
3.3.2 Quantification of the displacement between a radar imagery and
surface observations
The quantification of the displacement between a radar imagery and surface observations is
very similar as the algorithm described in Section 3.3.1.2, only differing in step 3.
First, the limit of the shift is determined and the Cartesian grid hij is defined as described in
step 1 and 2 in Section 3.3.1.2.
There is a map R aloft given by radar and K surface observations, zk, located at sk (k =
1, · · · ,K). The radar map shifted by vector in hij is denoted as Rij , Rij = R(h = hij). The
Spearman’s rank correlation between gauge observations and the collocated radar data in
the shifted field is calculated by
ρij = rs
(
zk, Rij(sk)
)
(3.9)
The result is a rank correlation matrix ρij that is in one-to-one correspondence with the
Cartesian grid hij . The measure of similarity is still the rank correlation because the mono-
tonicity of the two datasets is of interest. The rank correlation measures the conflict of radar
and gauge data: the higher the rank correlation, the smaller the conflict between radar and
gauge data, and vice versa.
Then, the probability matrix Pij is generated according to step 4 in Section 3.3.1.2.
The quantification of the vertical displacement between a radar imagery and surface obser-
vations is very important in the calculation of surface precipitation, which is to be discussed
in the next chapter.
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3.3.3 Correlation of the horizontal and the vertical displacement
It is an interesting question to ask whether the vertical displacement is correlated with the
horizontal displacement. And if the two are correlated, then to what extent is the correlation.
As has been described previously, the horizontal displacement can be considered as the
effect of the wind-induced vector V (t, h) integrated on the time interval (t1, t2), and can be
quantified by calculating the rank correlation matrix between two radar imageries R(t1, h)
and R(t2, h). The procedure can be expressed by
∫ t2
t1
V (t, h) : ρ
(
R(t1, h), R(t2, h)
)
(3.10)
where, ρ(img1, img2) denotes the rank correlation matrix calculated based on image 1 and
image 2.
And the vertical displacement can be considered as the effect of the wind-induced vector
V (t, h) integrated on the vertical distance between h1 and h2, and can be quantified by cal-
culating the rank correlation matrix between two radar imageries R(t, h1) and R(t, h2). The
procedure can be expressed by
∫ h2
h1
V (t, h) : ρ
(
R(t, h1), R(t, h2)
)
(3.11)
Suppose instead of quantifying the displacement between R(t, h1) and R(t, h2), but the dis-
placement between R(t1, h1) and R(t2, h2), then what is quantified is the effect of V (t, h)
integrated along the vertical distance between h1 and h2 and on the time interval (t1, t2).
The process can be expressed by
∫ h2
h1
∫ t2
t1
V (t, h) : ρ
(
R(t1, h1), R(t2, h2)
)
(3.12)
Theoretically, the quantity expressed in equ (3.12) should, to some extend, be correlatedwith
the quantity formulated in equ (3.10) and (3.11). The rank correlation in between reflects the
correlation of the vertical and the horizontal displacement.
ρ(hv) = rs
(
ρ
(
R(t1, h), R(t2, h)
)
, ρ
(
R(t1, h1), R(t2, h2)
))
(3.13)
or
ρ(hv) = rs
(
ρ
(
R(t, h1), R(t, h2)
)
, ρ
(
R(t1, h1), R(t2, h2)
))
(3.14)
where, ρ(hv) indicates the correlation of the horizontal and the vertical displacement and rs
denotes the function to calculate the Spearman’s rank correlation. The rank correlation is
employed, as the monotonicity of the two rank correlation matrices is of interest.
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Seven rainfall events with relatively long wet periods are selected to test on the correlation
between the vertical and the horizontal displacement. The basic information of the selected
events are listed in Table 3.1.
Table 3.1: The basic information of the seven selected rainfall events with long wet periods
to test on the correlation between the horizontal and the vertical displacement
Event Event Duration
ID (unit: 5 min)
1 2014/06/10 22:20 - 2014/06/11 02:30 50
2 2014/06/29 10:45 - 2014/06/29 15:20 55
3 2014/06/30 14:05 - 2014/06/30 19:35 66
4 2014/07/14 08:35 - 2014/07/14 14:30 71
5 2014/07/14 16:15 - 2014/07/14 20:25 50
6 2014/07/20 15:00 - 2014/07/20 23:05 97
7 2014/07/28 15:55 - 2014/07/29 00:45 106
The test procedure is illustrated graphically in Fig. 3.6. (a), (b) and (c) are radar imageries of
precipitation intensity (unit: mm/h). Note, the time instant and the measurement height of
each radar imagery are labelled in the figure title. (d) and (e) are the rank correlationmatrices
obtained based on the wind displacement quantification scheme described in Section 3.3.1.2
(till Step 3). Note, (d) is obtained by comparing (a) and (c), which represents the quantity
expressed in equ (3.12). And (e) is obtained by comparing (b) and (c), which represents the
quantity expressed in equ (3.10).
Both rank correlation matrices are obtained by shifting (c) and the searching range is 8 pix-
els to the north, south, east and west. The portion enclosed in the white square in (c) is
collocated with the maps in (a) and (b) and the size of the square denotes the domain size of
interest. As revealed by map (c), the imagery to be shifted should be expanded.
Then, the Spearman’s rank correlation of the two rank correlation matrices, (d) and (e), is
calculated. The calculated rank correlation reflects the correlation of the vertical and the
horizontal displacement for the involved 5 min time interval.
The procedure is applied to all the 5 min intervals of the seven selected events. The results
are seven rank correlation series for each event. Some descriptive statistics are evaluated
from the seven series and listed in Table 3.2.
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Figure 3.6: Graphical illustration of the procedure to test on the correlation of the vertical and the horizontal wind displacement.
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Table 3.2: The correlation of the horizontal and the vertical wind displacement revealed by
the descriptive statistics of the seven rank correlation series.
Event mean median 0.25th 0.75th stdev
ID percentile percentile
1 0.657 0.725 0.555 0.867 0.319
2 0.414 0.607 0.338 0.737 0.489
3 0.606 0.755 0.508 0.846 0.372
4 0.658 0.765 0.628 0.845 0.316
5 0.730 0.776 0.617 0.964 0.298
6 0.768 0.842 0.728 0.910 0.247
7 0.611 0.733 0.528 0.855 0.358
3.3.4 Stability of wind displacement
The stability of wind displacement indicates the change of the wind field over the time. It
can be measured by the change in the rank correlation matrix which quantifies the wind
displacement.
Let ρ
(T0)
ij and ρ
(Tn)
ij be the rank correlation matrices for time interval T0 and Tn, respectively.
Note, the rank correlation matrix can measure either the horizontal or the vertical displace-
ment. Then, the stability of the wind displacement can be expressed as the rank correlation
of the two rank correlation matrices
ρ(n) = rs(ρ
(T0)
ij , ρ
(Tn)
ij ) (3.15)
where, rs denotes the function to calculate the Spearman’s rank correlation.
In fact, the quantity expressed in equ (3.15) is the autocorrelation of the rank correlation
matrix, which decreases as the time lag n increases. The slower the decrease in the autocor-
relation, the more stable the wind effect on the field. Consistent with the previous scenario,
the Spearman’s rank correlation is chosen as the measure of similarity, as the monotonicity
of two rank correlation matrices is of interest. However, the result is not expected to change
too much if the Pearson’s correlation coefficient is employed, due to the relatively large size
of the two data arrays and the similarity in marginal distribution of the two arrays.
The stability test of the vertical and the horizontal displacement is applied for the seven
rainfall events with the basic information shown in Table 3.1. For each event, the auto-
correlation of the rank correlation matrix, with the time lag = {1, · · · , 6} (unit: 5 min), is
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calculated. The results are 6 rank correlation series for each event. As the selected events
have relatively long wet periods, the number of samples for each time lag is at least 30 for
all of the events. The means of the samples are calculated and the test procedure is applied
for both the vertical and the horizontal case. The results are listed in Table 3.3, and 3.4.
For both the vertical and the horizontal case, a decrease in the autocorrelation of the rank
correlation matrix is observed as the time lag increases. Different events possess different
stability. Differences are also found between the horizontal and the vertical case. In this
case, the horizontal displacement seems to be more stable than the vertical displacement.
Table 3.3: Stability of the vertical displacement measured by the mean of rank correlation
series.
Event ID
time lag [unit: 5 min]
1 2 3 4 5 6
1 0.881 0.774 0.694 0.649 0.610 0.558
2 0.669 0.490 0.364 0.249 0.252 0.211
3 0.896 0.828 0.745 0.678 0.642 0.628
4 0.853 0.733 0.657 0.628 0.632 0.632
5 0.857 0.806 0.678 0.633 0.565 0.541
6 0.801 0.727 0.640 0.563 0.492 0.421
7 0.839 0.719 0.662 0.648 0.614 0.575
Table 3.4: Stability of the horizontal displacement measured by themean of rank correlation
series.
Event ID
time lag [unit: 5 min]
1 2 3 4 5 6
1 0.851 0.711 0.623 0.602 0.604 0.622
2 0.826 0.775 0.726 0.646 0.565 0.529
3 0.849 0.830 0.803 0.784 0.731 0.698
4 0.904 0.853 0.852 0.839 0.823 0.820
5 0.930 0.883 0.844 0.799 0.766 0.737
6 0.877 0.798 0.767 0.709 0.677 0.655
7 0.889 0.789 0.724 0.686 0.666 0.662
42 Wind displacement
3.4 Integration of wind displacement
3.4.1 Literature
Due to the big spatial coverage and high spatio-temporal resolution of radar products,
Quantitative Precipitation Estimates (QPE) from meteorological radars are well-established
as inputs for rainfall or flood nowcasting and hydrological models (e.g. [Sandford, 2015];
[Cole and Moore, 2008]; [Vivoni et al., 2006]). As the very basic inputs of QPE, tempo-
rally accumulated radar rainfall needs to be handled carefully. As has been described at
the beginning of this chapter, radar rainfall accumulated by directly adding up successive
5-min-intervalled radar scans, which ignores the effect of the wind, might result in crispy
radar rainfall fields, as illustrated by the left figure in Fig. 3.9. The adjective “crispy” in this
context means high variability within very tiny range, or the nugget effects in the termi-
nology of geostatistics. The radar rainfall accumulated in this way is not only aesthetically
unsatisfying, but unrealistic and might result in errors when compared with the vertically
collocated rain gauge observations.
Many methods have been developed to tackle the mentioned problem in radar rainfall ac-
cumulation. A brief review of some of these techniques is given in the following.
The method by Fulton et al. [1998], as used for the Next Generation Weather Radar
(NEXRAD) network, performs the following accumulation algorithm. Once the rain rates
are computed in the 1 km × 1◦ grid, averaging is performed in adjacent pairs of radial bins.
The result is a polar grid of rain rates, called the rate scan, with the spatial resolution of
2 km × 1◦. A linear average rain rate is computed at each 2 km × 1◦ polar gird bin from the
two consecutive rate scans, and that rate is applied over the scan-to-scan period. Each of
these scan-to-scan accumulations is then summed over time from the beginning of the rain
event to produce a storm total rainfall accumulation.
Themethod proposed byAnagnostou andKrajewski [1999] is described as follow. The origi-
nal map is subdivided intoN subdomains of equal size. These subdomains have no intersec-
tion in between each other, and the union of all subdomains is the entire domain. Then the
average advection vector of each subdomain is determined by the cross-correlation method
[Bellon et al., 1991]. The average advection vector is the spatial shift between two con-
secutive radar maps that maximizes the cross correlation. Therefore, the cross-correlation
method turns out to be in the same spirit as the block matching method [Rinehart and
Garvey, 1978]. The average advection vector of each subdomain is subsequently used to
determine the subdomain’s scan-to-scan accumulation.
The accumulation method developed by Sinclair [2007] uses the wind information com-
puted by the optical flow algorithm (e.g. [Horn and Schunck, 1981], [Bab-Hadiashar et al.,
1996]). The optical flow algorithm gives an advection field, where each grid point is as-
sociated with an advection vector. The field of advection vectors is then integrated. The
smooth transition from the previous to the subsequent radar imagery is accomplished by
the weighted average of the two imageries.
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3.4.2 Wind information integrated radar rainfall accumulation
In this section, a method for radar rainfall accumulation is proposed, where the horizontal
wind displacement is integrated in the precipitation accumulation. The information of hori-
zontal displacement is carried in the probability matrix, which is obtained by the algorithm
described in Section 3.3.1.2 based on two consecutive radar imageries.
The method can be summarized as follow. In between every two consecutive precipitation
rate maps (with 5 min time difference in between), four additional maps of instantaneous
precipitation rate with 1 min time difference in between are interpolated by integrating the
wind displacement information conveyed by the probability matrix. Each interpolated map
of precipitation rate has two contributors, one from the previous time step, and the other
from the subsequent time step. Note, when integrating the wind information, the probabil-
ity matrix is integrated in two opposite directions for the two contributors. The interpolated
map is generated by a weighted average of the two contributors to ensure a smooth tran-
sition of the magnitude over the time. In this way, the evolution of the rainfall event in
terms of the magnitudes as well as the spatial pattern are both considered in the accumu-
lated precipitation. The result of the method is a downscaled precipitation accumulation
both spatially and temporally (every 1 min).
The details of the algorithm is described as follow:
1. Let Rt, Rt+1 denote two consecutive rain rate maps with 5 min time difference in
between. The probability matrix Pij conveying the information of the horizontal wind
displacement is calculated according to the algorithm described in Section 3.3.1.2. The
entries in Pij are in one-to-one correspondence with the entries in the Cartesian grid
hij . Note the spatial resolution of Pij and hij are both the same as the resolution of the
radar map.
2. The two maps, Rt, Rt+1 are then downscaled by a factor of 5, namely the number of
pixels in both x and y direction is increased to 5 times of the original number of pixels.
The nearest neighbor method is employed in the procedure. And the downscaled
map is renamed as Rt0 and Rt5, for the time difference of the two maps is 5 min.
The downscaled map looks exactly the same as the original map. The meaning of the
downscaling in this step is explained later.
3. The Cartesian grid hij , defined when calculating the probability matrix, is shrinked by
a factor of 5.
h∗ij =
1
5
(αi, αj) (3.16)
where, α is the spatial resolution of the radar maps Rt, Rt+1 and the re-scaled Carte-
sian grid is denoted by h∗ij .
4. In between the two downscaled maps, Rt0 and Rt5, there are four interpolants
{Rt1, Rt2, Rt3, Rt4} to be generated. Each interpolant Rtn (n = 1, 2, 3, 4) has two con-
tributorsRa andRb, derived from the previous mapRt0 and from the subsequent map
Rt5, respectively. The two contributors are calculated by
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Ra =
∑
i
∑
j
Pij ·Rt0
(
h = −n · h∗ij
)
Rb =
∑
i
∑
j
Pij ·Rt5
(
h = (5− n) · h∗ij
)
(3.17)
where, R(h)means the map is shifted by vector h.
The idea behind the generation of the two contributors is to shift Rt0 and Rt5 not only
by one best vector, but by each vector in h∗ij associated with a positive probability.
However, different vectors have different influence on the result: those vectors associ-
ated with larger probability are more influential. And the weight of individual vector
is given by the probability matrix Pij .
Now, it is time to explain why it is necessary to apply the downscaling procedure in
Step 2. After the downscaling, the shifting vector hij can be subdivided into 5 parts of
equal length, which enables the shifting of Rt0 and Rt5 by an integral multiple of h
∗
ij ,
i.e. n or 5− nmultiple of h∗ij in equ (3.17).
Whether the shifting is in the forward direction (“+” sign) or in the backward direction
(“-” sign) depends on how the probability matrix is generated. In this case, Pij is
generated by shifting the subsequent map. Therefore, contributor Ra is generated
by shifting the previous map Rt0 in the backward direction, and contributor Rb is
generated by shifting the subsequent map Rt5 in the forward direction. Yet, no matter
how the probability matrix is generated, Rt0 and Rt5 should be shifted in the opposite
directions.
5. The two contributors Ra and Rb are then combined by the inverse distance weighting
method. And the distance is in the sense of time.
Rtn =
5− n
5
·Ra + n
5
·Rb (3.18)
In this way, a smooth transition of precipitation rate from Rt0 to Rt5 is realized.
6. Finally, the precipitation is accumulated based on the downscaled rain rate maps over
the relavant time period every 1 min.
3.4.3 Examples
The proposed method is used to accumulate rainfall for a 15-min-event. An illustrative
example is shown to explain how the interpolated map is generated.
First, two radar maps of rain rate are shown in Fig. 3.7. The instants of the two maps are
given in the figure titles. Both maps are downscaled by a factor of 5, namely Rt0 and Rt5
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as termed in Section 3.4.2. Note, the downscaling by the nearest neighbor method does
not increase the effective resolution of the map, as shown by the crispy nature of the two
maps. The probability matrix Pij is calculated based on the two radar maps of the original
resolution. The function g(x) = x2 is employed in the conversion of the rank correlation
matrix ρij to the probability matrix Pij .
Figure 3.7: Downscaled radar maps of rain rate by the nearest neighbor method.
Figure 3.8: The two contributors of the interpolated map of rain rate: contributor Ra (left) is
generated by shifting the left map in Fig. 3.7 and contributor Rb (right) is gener-
ated by shifting the right map in Fig. 3.7.
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The two contributors of the first interpolant, namely the instantaneous map 1 min after the
time instant of Fig. 3.7 (left) and 4 min previous to the time instant of Fig. 3.7 (right), are
shown in Fig. 3.8. The first contributor Ra is obtained by shifting the previous map with
vector h∗ij in the backward direction; and the second contributor Rb is obtained by shifting
the subsequent map with vector 4h∗ij in the forward direction.
Due to the weighted average operation in the generation of the two contributors in
equ (3.17), Ra and Rb are very smooth, and so does the combination of the two. Ra and
Rb are then combined with the weights 0.8 and 0.2, respectively.
The radar rainfall accumulated by the proposed method for the mentioned 15-min-event is
shown in Fig. 3.9 (right). As a comparison, the rainfall accumulated by directly adding up
the 5-min-intervalled maps of rain rate is shown on the left. The resolution of left figure is
500 × 500 m, the same resolution as the original radar map; while the rainfall accumulated
by the proposed method is with the resolution of 100× 100m
Figure 3.9: 15 min radar rainfall accumulation (unit: mm) procured by: the direct summa-
tion of the successive 5-min-intervalled radar imageries (left); by the proposed
method with the wind information integrated (right). Time period: 2014-09-21
19:10 to 19:25
To demonstrate the smooth transition in terms of the magnitude of precipitation rate over
the successive interpolated maps, the means of the minute-wise interpolated maps for the
time period 2014-09-21 19:10 to 19:25 are calculated and shown in Fig. 3.10 by the red dots.
Themeans of a series of maps is termed as imagemean flux, inheriting from the terminology
used in [Pegram and N. Clothier, 2001]. The image mean flux of the original radar maps of
precipitation rate, which are available every 5min, is also calculated and shown by the green
crosses in Fig. 3.10.
3.4 Integration of wind displacement 47
The red dots should coincide with the green, because at those instants, the map to be inter-
polated should be fully occupied by the downscaled radar maps (Rt0 or Rt5) according to
equ (3.18). The slight departure of the red dots and the green crosses in Fig. 3.10 is due to
the numerical reason when the map is downscaled by the nearest neighbor method.
Figure 3.10: The minute-wise image mean flux of the interpolated rain rate maps (red dots)
by the proposed method; the 5-minute-wise image mean flux of the original
radar maps of rain rate (green crosses).
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In this section, estimates of surface precipitation are generated by the combination of radar
and gauge data after the consideration of wind displacement. In the proposed scheme,
radar data are used in the relative magnitudes, as a quantile map to indicate of the spatial
pattern of the precipitation at the surface; while the rain gauge observations, interspersed
in the domain, are used to convert radar quantiles to precipitation. The wind information
is conveyed by the probability matrix generated according to the algorithm described in
the last chapter. It is an indicator of the probability of a field of vectors. The probability of
individual vector is a function of the statistic between gauge observations and the collocated
radar quantiles measuring the agreement of the two. The result of the combination scheme is
a weighted average of rainfall fields shifted by multiple vectors weighing on the probability
matrix. Therefore, the estimate of surface precipitation by the proposed method is termed
as the expected rainfall field.
The chapter is subdivided into three sections. Section one provides an overview of differ-
ent radar-gauge combination techniques. In section two, a method to quantify the agree-
ment of radar data and the point-wise rain gauge observations is proposed. The method
is then used to test on the agreement of gauge data and wind information integrated/non-
integrated radar precipitation accumulation. Section three is the emphasis of this chapter,
where the algorithm to calculate the expected rainfall field is described, whereby radar data
and surface observations are combined after the consideration of vertical wind displace-
ment. The expected rainfall field “maximizes” the agreement of radar and gauge data. In
the end, examples of the expected rainfall field are given and some properties, as well as the
deficiencies of the estimates by the expected rainfall field are discussed.
4.1 Literature on the radar-gauge merging techniques
Weather radars, ever since they have been put into meteorological use, have undergone
considerable upgrades: including the ability to obtain information using Doppler effect and
to infer the type of echoes observed by transmitting and receiving waves at more than one
polarization [Fabry, 2015]. Modernweather radar products, due to their large areal coverage
and high temporal and spatial resolution, have been widely used as rainfall information all
over the world. However, observations made using weather radar are usually physically
located above the ground level due to the ascending of radar beam caused by the earth
curvature and the pointing angle of the radar antenna. In other words, radar is describing
the meteorological phenomena at some distance above the ground. In order to use radar
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precipitation accumulation as the surface precipitation estimation, the measurements need
to be corrected for the effects of beam height [Lauri et al., 2012].
Besides, weather radar performs an indirect measurement of precipitation. What radar mea-
sures is the reflectivity caused by hydrometeors, and then performs a conversion from radar
reflectivity to precipitation intensity and accumulates precipitation over time. Hence, the
reliability of the precipitation estimated by weather radar is limited.
Rain gauges, as the only direct measuring device of surface precipitation, are still counted
as the most reliable source of precipitation information in hydrology. Due to the fact that
the point-wise rain gauge observations are usually sparsely distributed over the domain of
interest, they are limited at representing the complete spatial distribution of rainfall.
Due to the pros and cons of the two most commonly used sources of precipitation infor-
mation, the idea of merging radar data and rain gauge observations has become widely
accepted for surface precipitation estimation by exploiting the strength and minimizing the
weakness of each method (e.g. [Goudenhoofdt and Delobbe, 2009], [Hasan et al., 2016]). In
fact, the idea of calibrating radar with rain gauges is almost as old as radar meteorology
itself [Pfaff, 2013]. However, in the very early era of radar meteorology, rain gauge observa-
tions are mainly used for calibrating and correcting radar measurements, for example using
rain gauge observations at a distance from the radar site as the reference of attenuation cor-
rection (e.g. [Hitschfeld and Bordan, 1954], etc); calibrating Z-R relationship by constructing
radar-gauge pairs (e.g. [Battan, 1973], etc).
A number of methods have been developed tomerge radar and gaugemeasurements. These
methods can be roughly grouped into three categories: mean bias reduction methods, geo-
statistical merging methods and Copula based interpolation methods. A review of these
merging methods is given as follow:
Mean bias reduction methods refer to a series of techniques focusing on reducing the mean
gauge-radar bias. Mean bias, in this context, indicates the difference between themean gauge
rainfall measurements and the mean radar rainfall estimates at the gauge locations for a
given time periods. For example, based on the comparison between processed radar accu-
mulation and rain gauge accumulation of hourly rainfall, an adjustment ratio as formulated
in equ (4.1), is applied to the entire domain of each radar site in the operational UK Nimrod
system, and the ratio is updated on an hourly basis [Harrison et al., 2009].
Fi =
∑N
j=1Gij∑N
j=1Rij
(4.1)
where, Fi is the adjustment ratio for Hour i; N is the number of rain gauges within the
domain of interest;Gij andRij are the gauge and radar rainfall accumulation of Hour i at the
jth rain gauge, respectively. A similar adjustment scheme is also applied for the NEXRAD
system [Seo, 1998]. The mean bias reduction scheme applied in both cases has proved to be
beneficial for large scale hydrological applications, but not accurate enough for hydrological
applications of small scale, such as urban hydrology (e.g. [Smith et al., 2007] [Vieux and
Bedient, 2004]).
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Therefore, comes the local bias correction scheme. For instance, in the work by Smith et al.
[2007], the mean bias correction scheme is applied to a small urban area. The authors re-
duced the bias between gauge rainfall and the collocated radar rainfall by applying a simple
multiplicative factor to scale up or down the radar rainfall. As shown by the study, the flow
prediction could be improved significantly if the bias adjusted radar rainfall is used as the
input.
However, the mean bias adjustment is carried out through the post-event comparison,
namely the rainfall events are reconstructed. Hence, the scheme is more suitable for im-
proving the applicability of historical radar rainfall events to hydrological or hydraulic de-
signs, rather than for the purpose of short-term real-time forecasting [Wang et al., 2013]. If
real-time flood forecasting is desired, a very dense rain gauge network and a longer tempo-
ral comparison basis are required to obtain a more reliable multiplicative correction factor
([Anagnostou and Krajewski, 1999]; [Seo, 1998]).
Geostatistical merging methods is a generic name for a family of techniques to predict the
value of a function at a given point by computing a weight average of the known values
of the function in the neighborhood of the point. In the context of precipitation estimation,
this means to estimate the precipitation at ungauged locations as the weighted average of
the surrounding rain gauge observations. Mathematically, the method is closely related to
Gaussian process regression, in the sense of deriving a Best Linear and Unbiased Estimator
(BLUE) based on the assumptions of the covariance function or the variogram. The merit
of this family of techniques is that the whole data configuration is taken into consideration
by assuming the spatial autocorrelation. The whole data configuration means the distances
between the unknown point and the neighboring gauges, as well as the distances in be-
tween the neighboring gauges. The weights of the BLUE are obtained by minimizing the
estimation error under the unbiased condition. It has been proved that in the absence of
radar data, ordinary kriging has shown superiority compared to simpler techniques such as
inverse distance methods (e.g. [Margarida et al., 2011], etc) or Thiessen polygon methods.
According to Jewell and Nicolas [2015], geostatistical merging methods can be broadly di-
vided into two categories. For the first category, interpolations are applied independently:
gauge rainfall is spatially interpolated to the resolution of radar rainfall, then the difference
of the two, namely the difference between the interpolated gauge rainfall and the radar
rainfall is added to the radar rainfall to obtain an estimate at the un-gauged location. Rep-
resentatives of this category is block kriging [Ehret et al., 2008] and conditional merging
[Sinclair and Pegram, 2005]. Block kriging has been applied to real-time small-scale flood
forecasting. It has been shown by the study of Ehret et al. [2008] that the quality of radar
rainfall is significantly improved, and so does the accuracy of flood forecasting.
For the second category of geostatistical merging methods, both datasets of rain gauge ob-
servations and radar rainfall are integrated in the kriging algorithm. Thus, the weights of
the BLUE are constrained by both. Representatives of this category include kriging with ex-
ternal drift ([Haberlandt, 2007]; [Velasco-Forero et al., 2009]) and co-kriging ([Schuurmans
et al., 2007]; [Sideris et al., 2014]). The external drift kriging is carried out by using radar
rainfall as the external drift or the second variable, which is linearly correlated with the first
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variable. The external drift kriging has proved to be successful in studies such as [Schie-
mann et al., 2011], [Goudenhoofdt and Delobbe, 2009], etc.
Copula based interpolation methods can also be counted as geostatistical tools. The inno-
vation of these schemes includes the separate treatment of dependence and marginal distri-
bution, as well as the possibility of realizing non-Gaussian dependence by using nonsym-
metrical copula models, such as V-copula [Ba´rdossy and Li, 2008], multivariate skew normal
copula [Wei et al., 2018], etc. The widely applied geostatistical interpolation methods, such
as ordinary kriging or external drift kriging, have implicitly posed the assumption of Gaus-
sianity on the observations, which is not given for many environmental variables. Thus, the
BLUE of these methods might allow a systematic under- or over-estimation of the variable
in regions of big or small observations [Lebrenz and Ba´rdossy, 2018].
Another novelty of these schemes is the possibility of explicit handling of censored values
[Ba´rdossy, 2011], for example the censored interpolation with weather radar data as the
external drift [Pfaff, 2013].
4.2 Quantification of the conflict between gauge and radar data
In this study, radar data are used in the relative magnitudes, as a quantile map, to indicate
the spatial pattern of precipitation at the surface; while the point-wise rain gauge obser-
vations are used as the reference of surface precipitation. However, there could be some
contradiction between the two types of data, namely, big radar quantiles are not necessarily
corresponding to big rain gauge observations, and vice versa. The two datasets have differ-
ent marginal distributions: radar quantiles follow an uniform distribution, while rain gauge
observations usually present a non-uniform distribution. Due to the different marginals of
the two datasets, the Spearman’s rank correlation (ranging from -1 to 1) is employed as the
measure of the agreement, as the monotonicity of the two datasets is of interest. And the
closer the rank correlation to 1, the higher the agreement of radar and gauge data.
Suppose there are K rain gauges located at {s1, · · · , sK}, and correspondingly, there are K
gauge observations, denoted as {z(s1), · · · , z(sK)} = {z1, · · · , zK}. The synchronous pre-
cipitation map given by radar is transformed to a quantile map U by its empirical cu-
mulative distribution function. At the collocated locations, there are K radar quantiles
{U(s1), · · · , U(sK)} = {u1, · · · , uK}. The Spearman’s rank correlation of the two datasets
is given by
ρ = rs(zk, uk) (4.2)
where, k = {1, · · · ,K} and rs denotes the function to calculate the Spearman’s rank corre-
lation.
Similar as the Pearson’s correlation coefficient, the Spearman’s rank correlation (or simply
as rank correlation) is on the range of [−1, 1]: with 1 indicating the exactly identical ranks of
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the two datasets, and -1 indicating the exactly opposite ranks. The Spearman’s rank correla-
tion measures how well the dependence of two variables can be described by a monotonic
relationship. Note, the difference between the Pearson’s correlation coefficient and rank
correlation can be rather small when the two datasets are relatively big in size, but the dis-
tinction is amplified with small datasets.
The measure of agreement between radar and gauge data by rank correlation is far from
perfect. For example, rain gauge observations of 7.7 mm and 7.8 mm are not so different
in the precipitation values; but for a dataset of small size, the difference in ranks is more
obvious. The small difference in the observed precipitation values is not necessarily because
of the difference in the precipitation itself, but could also be induced by the limitation of the
measuring device, e.g. the tipping buckets, whose malfunctions are more likely in case of
strong precipitation intensity. In order to overcome the problem, a threshold of precipitation
value could be defined, such that different ranks are considered only when the difference of
two observations is above the threshold.
4.2.1 Application — test on the agreement of gauge and radar data
Rain gauges and weather radars are recording precipitation at different spatial scales: the
former is a point scale measurement device; while the latter refers to a volume integral scale
[Peleg et al., 2018]. As suggested by Peleg et al. [2018], in most cases, the ratio between the
observation scale for a standard C-band radar and a standard rain gauge is in the order of
107.
Then, it is an interesting question to ask whether the wind information integrated radar
rainfall accumulation proposed in Section 3.4.2 has a higher agreement with rain gauge
observations, compared to the precipitation accumulation without integrating the wind in-
formation. Because the proposed radar rainfall accumulation scheme refines the resolution
of radar rainfall by a factor of 5, except for integrating the wind information,
To answer the question, an experiment was made to test on the agreement of the down-
scaled radar rainfall accumulation (with the spatial resolution of 100×100m) and the gauge
rainfall accumulation, which is spatially representative for a circle with the radius of around
10 cm. As a comparison, the agreement of gauge rainfall and radar rainfall, accumulated by
direct summation of 5-min-intervalled imageries (with the spatial resolution of 500×500m),
is also calculated. The agreement of radar and gauge data is measured by rank correlation
as proposed in the previous section.
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Figure 4.1: The agreement of radar and gauge data measured by rank correlation. Radar
precipitation accumulation by direct summation of 5-min-intervalled imageries
(left); radar precipitation accumulation with wind information integrated (right).
Time: 2015/06/06 23:00 to 23:15.
An example is given in Fig. 4.1, the rank correlation between the rain gauge observations
and the collocated radar data is calculated for both kinds of radar rainfall accumulations
and labelled in the figure titles. In this case, the integtation of wind information does no
benefit in terms of increasing the agreement of radar and gauge data, as the rank correlation
is observed to decrease a little bit from 0.802 to 0.747.
The same procedure was applied repeatedly for 100 15-min-events. The results are two
rank correlation series of length 100: one for the radar rainfall accumulation of the original
resolution (ρnon-wind) and the other for the downscaled and wind information integrated
radar rainfall accumulation (ρwind). Some descriptive statistics evaluated from the two rank
correlation series are calculated and listed in Table 4.1.
Table 4.1: Descriptive statistics of the two rank correlation series to evaluate the agreement
between radar (wind information integrated/non-integrated precipitation accu-
mulation) and gauge data.
mean median 1st quartile 3rd quartile stdev
ρnon-wind 0.151 0.232 -0.200 0.457 0.406
ρwind 0.259 0.323 0.066 0.512 0.353
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As revealed by Table 4.1, an increase in the agreement of radar and gauge data is observed in
the wind information integrated radar rainfall accumulation, which demonstrates the ben-
efit of integrating wind information in radar rainfall accumulation. However, the increase
is not that remarkable. This is mainly due to the fact that only the information of the hori-
zontal wind displacement is considered. The vertical wind displacement, which is assumed
to impose a much stronger influence on the falling hydrometeors, is not considered yet. It
is expected that the integration of vertical wind displacement could bring more benefit in
terms of increasing the agreement of radar and gauge data.
4.3 The expected field
The focus of this section is to estimate surface precipitation by the combination of radar
quantile map and surface observations with the consideration of wind displacement. The
wind displacement involved here indicates the vertical displacement induced by the wind
between radar measurement height and the Earth’s surface, which can be calculated accord-
ing to the algorithm described in Section 3.3.2.
4.3.1 Algorithm description
The details of the combination scheme are described as follow:
1. The probability matrix Pij carrying the wind displacement information between radar
map aloft and surface observations is determined.
2. Before integrating the information of wind displacement, some nomenclature should
be clarified. Let R denote the radar rainfall field without shifting and U denote the
corresponding quantile map. The radar rainfall field shifted by vectors in hij , denoted
as Rij , has the corresponding quantile map Uij , which can be calculated by
Uij = Gij(Rij) = Gij
(
R(h = hij)
)
(4.3)
where,Gij is the empirical cumulative distribution function ofRij and R(h) means the
field is shifted by vector h.
3. Generate a marginal distribution function, whereby a quantile map can be converted
to a rainfall map. The generation scheme of the marginal distribution function is de-
scribed as follow:
a) The locations of the rain gauges, {s1, · · · , sK}, and the corresponding observa-
tions, {z1, · · · , zK}, are determined. The gauge observations are then sorted in
the ascending order, z1 ≤ · · · ≤ zK .
4.3 The expected field 55
b) The collocated radar quantiles are determined, {Uij(s1), · · · , Uij(sK)} = {u1,
· · · , uK} and also sorted in the ascending order, u1 ≤ · · · ≤ uK .
Note, the sorting procedure in (a) and (b) will destroy the original one-to-one
correspondence of gauge observations and the collocated radar quantiles, if the
two datasets have different rankings. However, without sorting, points (zk, uk),
k = 1, · · · ,K, can not be placed on a monotonic increasing line, which disobeys
the nature of the marginal distribution function.
c) The limit of zero precipitation z0 is determined, under which zero precipitation
is assumed. Note, z0 ≤ z1. The probability of zero precipitation u0 is determined
as the ratio of the number of pixels with values less than z0 in Rij to the total
number of pixels.
d) It is then assumed that the two datasets zk and uk have one-to-one correspon-
dence. And they are the points on the marginal distribution function Fij . In
between these points, linear interpolation is employed:
Fij(z) =
uk − uk−1
zk − zk−1 (z − zk−1) + uk−1 (4.4)
with zk−1 and zk being the two nearest neighbors of z, where zk−1 ≤ z ≤ zk; uk−1
and uk being the quantiles corresponding to zk−1 and zk.
e) Due to the fact that the rain gauges are very sparse and non-uniformly distributed
in the domain, it is very likely that the extremes of the rainfall field cannot be sam-
pled properly by the gauges. Thus extrapolation is employed to take care of the
extremes (z > zK). Exponential distribution function is used for the extropola-
tion, as given by equ (4.5). The only parameter λ is calculated by equ (4.6).
F (z) =
{
1− e−λz for z ≥ 0,
0 for z < 0
(4.5)
λ = − 1
zK
ln(1− uK) (4.6)
where, (zK , uK) is the pair composed of the largest rain gauge observation and
the maximum collocated radar quantile.
Note, the generation scheme is based on the assumption that the gauge observa-
tions are representative for the entire field. The assumption might be invalid on
many occasions. For example, the gauge observations are non-representative if
the upper or the lower quantiles of the field are not sampled properly. Figure 4.2
shows two 15 min rainfall events where the upper and the lower quantiles are
not sampled properly by the gauges (denoted by the crosses). Table 4.2 shows
the gauge observations and the collocated radar quantiles for the two events in
Figure 4.2. Thus it is preferable that there could be more rain gauges uniformly
distributed in the domain of interest.
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Figure 4.2: Radar rainfall fields (15 min) showing the non-representativeness of surface ob-
servations. The locations of surface observations are denoted by the crosses.
Table 4.2: Non-representativeness of surface observations: Column G1 and G2 are gauge
observations, arranged in the ascending order; Column Q1 and Q2 are the collo-
cated radar quantiles, also arranged in the ascending order.
G1 (mm)
0.00 0.21 0.56 0.59 0.84 1.36 3.37 3.91 4.18 5.16 6.69
Q1 (-)
0.04 0.41 0.50 0.53 0.54 0.59 0.60 0.60 0.62 0.63 0.70
G2 (mm)
0.74 1.04 1.07 1.81 1.85 1.95 2.04 2.28 2.90 3.82 3.82
Q2 (-)
0.62 0.67 0.72 0.73 0.77 0.85 0.89 0.89 0.94 0.96 1.00
4. With the marginal distribution function, the quantile map Uij can be converted to a
rainfall map via its corresponding marginal distribution Fij . And finally, wind infor-
mation is introduced by
Z =
∑
i
∑
j
Pij · F−1ij (Uij) (4.7)
Note, each precipitation field converted from Uij plays a part, but different precipita-
tion fields have different impact on the result. Those vectors in hij delivering higher
rank correlations and thus associated with larger probability in Pij are more influ-
ential, whereby the introduction of wind displacement information “maximizes” the
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rank correlation, or “minimizes” the conflict between the collocated radar quantiles
and gauge observations.
As the resultant field is a weighted average of multiple fields, it is termed as the ex-
pected rainfall field. It should be stressed that the proposed scheme is a one-radar
procedure, i.e. only one radar imagery is used in the generation of surface precipita-
tion. The comparison of two radars described previously is only to check and analyze
the change of the spatial pattern along the vertical distance.
4.3.2 Example
The proposedmethod is used to generate surface precipitation for a 15-min-event, shown by
the right panel in Figure 4.3. As a comparison, the surface precipitation ignoring wind dis-
placement is shown in the left panel, which is obtained by direct conversion of the quantile
map (without shifting) by its corresponding marginal:
Z = F−1
(
G(R)
)
= F−1(U) (4.8)
where,G denotes the empirical cumulative distribution function of the radar rainfall field R.
Figure 4.3: Surface precipitation estimates for a 15-min-event ended at 2015-06-06 23:15.
Left: the estimate without integrating the wind information. Right: the expected
rainfall field with the wind information integrated.
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As labelled in the titles of both figures, the agreement of radar and gauge data measured
by the rank correlation (ρ) has been increased from 0.802 to 0.951, due to the integration of
wind information.
As a weighted average procedure is applied, there is a smoothing effect in the resultant
expected field. Figure 4.4 reveals the smoothing effect by the marginal of the expected
rainfall field (red line), which is much smoother compared to the other marginals.
Figure 4.4:Marginal distribution functions for the same event as in Figure 4.3: the marginals
of the shifted rainfall fields that play a part in the resultant expected field (pink
lines); the marginal of the rainfall field ignoring the wind information (blue line);
the marginal of the expected rainfall field (red line).
As shown by the example in Figure 4.3, the expected rainfall field is advantageous due to
the nonlinear combination of radar quantiles and rain gauge observations, as well as the
integration of wind information, whereby the agreement of gauge data with the collocated
estimates by the expected field is “maximized”.
However, it is worth noting that the expected rainfall field is insufficient at the observational
locations, because the equality constraints at those locations are not fulfilled. The failure is
due to the fact that no control has ever been subjected to the estimates at those places, re-
sulting in the discrepancy between surface observations and the collocated estimates by the
expected rainfall field. There are measures to quantify the discrepancy, namely the error
statistics. Four error statistics are selected in this study to quantify the discrepancy between
gauge observations and the collocated estimates by the expected rainfall field. The four
selected error statistics are mean error (ME), root mean square error (RMSE), Pearson’s cor-
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relation coefficient ρ(P ) and Kling Gupta Efficiency (KGE). The detailed description of the
four error statistics are listed below:
• The mean error (ME) checks if the estimation is biased or not [Chua and Bras, 1982].
ME =
1
n
n∑
i=1
(Zˆ(xi)− Z(xi)) (4.9)
• The root mean square error (RMSE) is a measure of the size of the error, where the
estimates are considered to be accurate if the RMSE is close to zero.
RMSE =
√√√√ 1
n
n∑
i=1
(Zˆ(xi)− Z(xi))2 (4.10)
• The Pearson’s correlation coefficient is a measure of the linear correlation of two vari-
ables X and Y . It has the value between -1 and +1, where +1 indicates total positive
linear correlation, 0 indicates no correlation and -1 indicates total negative linear cor-
relation.
ρX,Y =
E
[
(X − µX)(Y − µY )
]
σXσY
(4.11)
with µX , µY being the means of X , Y and σX , σY being the standard deviations of X ,
Y .
• To take the variability of the estimates into account, the Kling Gupta Efficiency (KGE)
is introduced. KGE is expressed as the difference between unity and the Euclidian
distance (ED) from the ideal point in the three-dimensional criteria space:
KGE = 1− ED (4.12)
ED =
√
(ρ− 1)2 + (α− 1)2 + (β − 1)2 (4.13)
with ρ being the Pearson’s correlation coefficient, α being the variability error, as ex-
pressed in equ (6.11), and β representing the bias error, as expressed in equ (4.15).
α =
σest
σobs
(4.14)
β =
µest
µobs
(4.15)
with µest, µobs being themean of the estimated and the observed variables and σest, σobs
representing the standard deviation of the estimated and the observed variables.
All three components, α, β and ρ, are dimensionless and have their ideal values at
unity. Hence, the value of KGE ranges from −∞ to 1, with unity being the ideal case.
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The expected rainfall fields are generated for 60 15-min-events and the error statistics be-
tween gauge observations and the collocated estimates by the expected field are calculated.
The results are 4 data series of ME, RMSE, ρ(P ) and KGE of length 60. The means of the 4
data series are calculated and presented in Table 4.3. The expected rainfall fields represent
the fields with wind information integrated and the results are listed in the column named
“Wind”. As a comparison, the rainfall fields obtained without the integration of wind in-
formation are also calculated and the means of the four error statistics are listed in Column
“Non-wind”. By comparison of the two columns, the benefit of integrating wind informa-
tion in surface precipitation estimation can be demonstrated.
Table 4.3:Mean error statistics
Wind Non-wind
ME 0.022 0.023
RMSE 1.265 2.508
ρ(P ) 0.784 0.315
KGE 0.673 0.314
4.3.3 The influence of g(x) on the resultant expected field
Function g(x) is involved in the conversion of rank correlation matrix ρij to probability
matrix Pij , which quantifies wind displacement by indicating the probability of individual
displacement vectors. The choice of g(x) poses an effect on the resultant expected rainfall
field. In this section the influence of different choices of g(x) is investigated.
There is a wide selection of g(x). Basically, g(x) should fulfill two prerequisites: it should be
monotonic increasing when x > 0 and continuous at zero, namely g(0) = 0. Note, the main
domain of x is on the range [0,1].
Three kinds of functions are selected as the alternatives of function g(x): the logarithmic
function ln(ax + 1), the power function xb and the exponential function ecx − 1, where a, b
and c are all constants and positive real numbers. For each kind of function, three different
values of a, b and c are selected. Thus there are in total nine alternatives of g(x).
For the ease of comparison, the nine functions are scaled within the range [0, 1] by different
constants, as plotted in Fig. 4.5. The scaling would not make any difference in the resultant
expected rainfall field, because the probability matrix Pij should anyway be scaled by a
constant at the end to ensure the sum of all entries equals to unity.
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Figure 4.5: Nine alternatives of function g(x) scaled between 0 and 1.
Scaling g(x) by a constant does not matter. What really matters is the first derivative of g(x),
because it determines how much more weight should be given to those entries associated
with higher rank correlations than the entries associated with smaller rank correlations. Per
this line of thinking, the tendency of assigning more weight to entries with higher rank
correlations should be strengthened in the order: ln(5x+1) < ln(3x+1) < ln(x+1) < x < ex− 1
< x2 < e3x − 1 < x3 < e5x − 1, for the nine alternatives of function g(x).
To test on the influence of different choices of function g(x) on the resultant expected rainfall
field, one hundred 15-min accumulated rainfall events are selected and the expected rainfall
fields for these events are calculated according to the algorithm described in Section 4.3.1,
where the nine alternatives of function g(x) are employed in the conversion of rank correla-
tion matrix to probability matrix. Then, the agreement of rain gauge observations and the
collocated estimates by the expected field, measured by rank correlation, is calculated for
these events. The results are 9 rank correlation series of length 100.
Some descriptive statistics evaluated from these 9 rank correlation series are listed in Ta-
ble 4.4. Note, the 9 alternatives of function g(x) are sorted in the order of the so-called
tendency described in the previous paragraph. Row original shows the rank correlation se-
ries measuring the agreement of rain gauge observations and the collocated estimates in the
surface precipitation estimates without integrating the wind information.
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Table 4.4: Descriptive statistics of the rank correlation series of the expected rainfall fields
calculated based on the nine alternatives of functions g(x).
g(x) mean median stdev
original 0.151 0.232 0.406
ln(5x+ 1) 0.668 0.716 0.212
ln(3x+ 1) 0.673 0.716 0.207
ln(x+ 1) 0.683 0.718 0.199
x 0.695 0.718 0.190
ex − 1 0.713 0.727 0.171
x2 0.742 0.764 0.157
e3x − 1 0.745 0.764 0.142
x3 0.770 0.781 0.128
e5x − 1 0.769 0.773 0.119
As shown by the table, the statistics of the rank correlation series for all the alternatives of
g(x) (Row 2 to 10) are remarkably better than Row original, which shows the effectiveness
the expected field in terms of increasing the agreement with gauge data, or in other words,
the benefit of integrating wind information in surface precipitation estimation.
The potential of function g(x) in increasing the agreement with rain gauge data increases
from the top Row ln(5x+ 1) to the bottom Row e5x − 1. However, the influence of different
choices of the conversion function g(x) is not that remarkable compared to the increase in
the statistics by any of these g(x) alternatives from Row original.
Thus, the conclusion of the experiment is the choice of function g(x) imposes some influence
on the resultant expected rainfall field, but the effect is only to a relatively small extent.
What really matters is to integrate the vertical wind information, while the choice of the
conversion function g(x) is of secondary importance.
Besides, small distinction is found between different expected rainfall fields for the same
event generated based on different conversion functions g(x). Even for the two conversion
functions with the biggest difference in terms of the so called tendency, namely ln(5x + 1)
and e5x − 1. As revealed by the example shown in Fig. 4.6, the two expected rainfall fields
generated based on different conversion functions g(x) (indicated in the figure title) are
similar and so do the two rank correlations (ρ) between the gauge observations and the
collocated estimates in the expected rainfall field.
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Figure 4.6: The expected rainfall fields for the same 15-min-event obtained by applying dif-
ferent conversion functions g(x).
4.3.4 The relative independence of the expected rainfall field on the
measurement height of radar imagery
Suppose there are more than one radar imageries measured at different altitudes above the
study domain. Based on the radar quantile maps generated from different radar imageries
of different altitudes and together with the rain gauge observations on the ground, more
than one expected rainfall fields can be generated. As it is a one-radar procedure, the num-
ber of the expected rainfall fields equals to the number of the radar imageries. If these
expected rainfall fields are similar, then the independence of the expected rainfall field on
the measurement height of radar imagery can be proved.
As has been stated before, the rainfall-related magnitudes, such as reflectivity, precipitation
intensity and precipitation accumulation, change wildly against the height; while the radar
quantile map is relatively stable vertically. Suppose (for the ideal case) the field is subject to
an uniform wind field, then the entire field can be assumed to move uniformly with a single
vector. The vertical change of the quantile map can be well characterized by the algorithm
described in the last chapter. Due to the fact that all these radar quantile maps share the
same rain gauge observations on the ground, each quantile map will be shifted by vectors
that increase the agreement with the rain gauge observations. The results, i.e. the expected
rainfall fields generated from different quantile maps measured at different altitudes should
be similar.
But in reality, radar imageries measured at different altitudes can present rather different
spatial patterns. Apart from the unform movement of the field, there can be other changes
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in the spatial pattern along the vertical distance, such as the low-level (below the radar
measurement height) growth of the precipitation, which is very likely in complex topogra-
phy due to the upslope flow; (non-uniform) evaporation of the hydrometeors; non-uniform
movement of the field due to wind turbulence. However, the proposed quantification
scheme of wind effect is only applicable for the uniform movement of the field. The other
possible vertical changes of the field in the spatial pattern cannot be captured and are termed
as the random change, hereafter.
Another issue leading to the difference in the resultant expected rainfall fields from radar
imageries at different altitudes is the map resolution. Due to the fact that the synchronous
radar imageries at different altitudes above the same area are measured from different radar
sites. Normally, they have different resolutions, which are determined by the distance of the
domain from the radar site. As the radar beam propagates in the atmosphere, the sampling
volume increases along the range, resulting in the radial degradation of the map resolution.
Even if two radar imageries at different altitudes share a very similar spatial pattern, differ-
ent map resolutions of the two maps will lead to two expected rainfall fields with different
appearances.
However, compared to the effect of the non-catchable random change on the resultant
expected rainfall field, map resolution is less an issue. For example, Fig. 4.7 shows two
radar maps of precipitation (mm) for the same 15-min-event measured at different heights.
The difference of the two maps in terms of map resolution are obvious: the left map has
lower resolution due to the larger distance of the domain from the radar site. However,
regardless of the distinct difference in the magnitudes of precipitation, the two maps
show very similar spatial patterns of the precipitation. Based on the two radar maps and
the same rain gauge observations on the ground, the two expected rainfall fields can be
calculated by the algorithm described in Section 4.3.1, which are shown in Fig. 4.8. Note,
the expected rainfall fields are only calculated for the size of the study domain, namely the
portion enclosed by the yellow square in Fig. 4.7. The rank correlation of the rain gauge
observations, whose locations are indicated by the red crosses, and the collocated estimates
in the expected field is labelled in the title of each figure.
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Figure 4.7: Radar rainfall maps (unit: mm) for the same 15-min-event measured at different
heights: 2280 m above the ground (left); 1280 m above the ground (right).
Figure 4.8: The expected rainfall fields based on the radar maps in Fig. 4.7.
One thing to be noticed is that maps from Fbg are measured on the edge of the correspond-
ing radar coverage, as indicated by the schematic diagram in Fig. 2.8. It is not possible to
shift the map in the east direction and the shifting in the north direction is constrained to 5
pixels. Compared to the situation in the case of Tur, where the shifting is possible in four di-
rections and is limited within 8 pixels (4 km in space), the movement of the field in the case
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of Fbg is constrained mainly to the south east corner. Despite the mentioned unfavorable
factors, the two expected rainfall fields shown in Fig. 4.8 look similar, and both are capable
of increasing the agreement with the rain gauge observations, as indicated by the increase in
the rank correlation (ρ) of the gauge observations and the collocated estimates in the field.
The above example proves the relative independence of the expected rainfall field on the
measurement height of radar imagery. This is a “good” example, because it bypasses the
topic of random change due to the relatively high similarity of the two radar imageries
in Fig. 4.7. The effect of random change on the resultant expected rainfall fields is more
pronounced in the following example.
Fig. 4.9 shows two radar imageries for another 15-min-event. Similar as the previous
example, the two maps are measured at different altitudes. It is obvious that the two maps
show less similarity compared to the previous example. And the difference between the
two maps cannot be solely described by the uniform movement of the field, and therefore,
not possible to be captured by the proposed quantification scheme of wind displacement.
Even so, the two resultant expected rainfall fields, as illustrated in Fig. 4.10, show some
similarity in terms of the marginal distribution of the precipitation, despite the different
spatial pattern inherited from the two different radar maps in Fig. 4.9. The similarity is due
to the integration of the same rain gauge observations, as well as the movement of the map
in directions that increase the agreement with the rain gauge observations. The robustness
shown by this example can be counted as another evidence of the relative independence of
the expected rainfall field on the measurement height of radar imageries.
Figure 4.9: Radar rainfall maps (unit: mm) for the same 15-min-event measured at different
heights: 2280 m above the ground (left); 1280 m above the ground (right).
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Figure 4.10: The expected rainfall fields based on the radar maps in Fig. 4.9.
4.3.5 The insufficiency of the expected rainfall field
The expected rainfall field is advantageous in three aspects: first, it honors the spatial pattern
indicated by radar; second, it also honors rain gauge observations by using it as the guidance
on how the field should be shifted such that the agreement of gauge observations with the
collocated radar quantiles could be increased; thus also draw out the third aspect, that the
surface precipitation estimated by the expected rainfall field “maximizes” the agreement
with rain gauge observations.
However, the expected rainfall field is insufficient at two places. First, the equality con-
straints at gauge locations are not fulfilled. The estimates at gauge locations are not equal
to the observations, as illustrated in Fig. 4.11. Although the agreement of the rain gauge
observations and the collocated estimates in the expected rainfall field has been increased
to ρ = 0.901, the two are not equal. Second, the resultant field is a weighted average of
multiple rainfall fields, therefore, it is not a realization of surface precipitation.
Another issue hindering the estimation accuracy of the expected rainfall fields as the esti-
mates of surface precipitation is the sparsity of the available rain gauge observations, as well
as the configuration. As show by Fig. 4.11, the observations are not uniformly distributed
in the study domain but somehow distributed at the center. Due to the mentioned unfa-
vorable factors, the proposed method only serves as a methodological experiment and the
estimation uncertainty is inevitably high.
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Figure 4.11: The expected rainfall field of a 15-min-event. The estimates of the expected rain-
fall field at the observational locations (red dots) are marked at the top and the
corresponding rain gauge observations are marked at the bottom in brackets.
5 Improvement by geostatistical methods
In the previous chapter, the expected rainfall field is generated by the combination of rain
gauge observations and the radar quantile map after the consideration of wind information.
And the estimation of surface precipitation by the expected rainfall field “maximizes” the
agreement of radar data with the point-wise rain gauge observations. However, as has
been addressed in the end of last chapter, the expected rainfall field is insufficient at the
observational locations, because the equality constraints at those places are not fulfilled.
The failure is due to the fact that no control has been imposed on the estimates at those
places.
In this chapter, the expected rainfall field is improved at the observational locations by geo-
statistical interpolation methods. Three geostatistical methods, ordinary kriging, external
drift kriging and residual kriging, are selected for the purpose. Examples of surface precip-
itation fields generated based on the expected rainfall field and then improved at the obser-
vational locations by the selected geostatistical methods are compared. The performances
of individual kriging methods are compared via cross validation.
5.1 Introduction
Geostatistics originate from the work of the French mathematician G. Matheron and the
South African mining engineer D.G. Krig, who worked on developing an optimum interpo-
lation procedure based on regionalized variables for application in mining. Consequently,
geostatistical techniques are synonymous with kriging.
Many environmental variables, such as precipitation, hydraulic conductivity, etc, are mea-
sured at distinct observational locations. However, these variables possess high spatial vari-
ability. The variability is a result of complex natural processes, and therefore deterministic.
The regionalization of the variable, i.e. the interpolation of the variable to the unknown lo-
cations, attempts the full description of its spatial distribution as a prerequisite for practical
objectives [Lebrenz and Ba´rdossy, 2018], such as hydrological modeling.
Geostatistical methods are founded in the principles of statistical spatial autocorrelation.
These methods interpolate the variable of interest at known locations to the unknown loca-
tions, providing a linear estimator and an estimation variance as a measure of uncertainty.
The estimator is expressed as a linear combination of the values of the surrounding samples
xi:
70 Improvement by geostatistical methods
Zˆ(x) =
n∑
i=1
λiZ(xi) (5.1)
where, the weights λi are chosen a priori such that the estimation is unbiased and the es-
timation variance is minimized, i.e. the Best Linear Unbiased Estimate (BLUE). Due to the
mentioned properties, geostatistical approaches have become the standard tool for interpo-
lation (e.g. [Martı´nez-Cob, 1996]; [Eulogio, 1998]; [Goovaerts, 2000]).
The theoretical foundation of geostatistical methods was first laid byMatheron and Blondel.
[1962]. In the theory, a random function is defined as a set of random variables correspond-
ing to the points of the domain D under study, namely, each point x in D is associated with
a random variable Z(x). Each observed value of the variable z(x) is a realization of the
random variable Z(x). Since the observations of the variable are limited at a few distinct
measurement locations xk, ergodicity is assumed.
As described in [Matheron, 1965], the two conditions of intrinsic hypothesis of ordinary
kriging are: firstly, the expected value of the random function Z(x) is contant over the do-
main D; secondly, the variance of the increment corresponding to two different locations
depends only on the vector separating them. The two conditions can be formulated as:
E
[
Z(x)
]
= m (5.2)
And for all x, x+ h ∈ D
Var
[
Z(x+ h)− Z(x)] = 2γ(h) (5.3)
where,m is a constant and γ(h) is normally termed as semivariogram or simply variogram.
By minimizing the estimation variance
σ2(x) = Var
[
Z(x)− Zˆ(x)] (5.4)
under the unbiasedness condition:
n∑
i=1
λi = 1 (5.5)
The set of weights of the BLUE can be found. This is actually an optimization problem,
which can be solved via a linear equation system. Introducing the Lagrange multiplier µ,
the weights λi are the solution of the following linear equation system:
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n∑
j=1
λjγ(xi − xj) + µ = γ(xi − x) for i = 1, · · · , n (5.6)
n∑
j=1
λj = 1 (5.7)
And the minimized variance, usually referred to as the kriging variance is given by:
σ2K(x) =
n∑
i=1
λiγ(xi − x) + µ (5.8)
According to Lebrenz and Ba´rdossy [2018], there are three shortfalls in the intrinsic hypoth-
esis, as well as the ordinary kriging method based on the intrinsic hypothesis. First, it can be
seen from equ 5.8 that the magnitude of the kriging variance depends on the spatial configu-
ration of the observations, namely the a-priori variance of the observations and the selected
variogram model, but not on the linear estimators Zˆ(x) itself, in other words, not on the
magnitude of the observations [Goovaerts, 2000]. Second, the first condition of the intrinsic
hypothesis requires the variable to be spatially stationary, and therefore, entails the unbiased
estimation error over the entire domain [Allard, 2013]. The assumption of the stationarity
can result in a systematic underestimation for regions associatedwith large observations and
an overestimation for regions associated with small observations, especially given the data
with a systematic trend. Third, according to Journal and Alabert [1989], the marginal distri-
bution of the observed data should ideally be Gaussian in order to be adequately described.
However, the marginal distribution of the variable of interest departs from Gaussianity in
most cases, which entails a prior transformation of the marginal distribution. The marginal
transformation is rather essential for highly skewed data.
By permitting the trend (non-stationarity) of the regionalized variable, the method of ex-
ternal drift kriging (EDK, [Ahmed and De Marsily, 1987]) overcomes one of the mentioned
shortfalls of ordinary kriging. Yet, EDK still requires a marginal of Gaussian distribution.
And the variance of the estimation error is still independent on the magnitude of the ob-
servation.The method has been frequently applied in various disciplines of practice and sci-
ence (e.g. [Bourennane et al., 2000]; [van de Kassteele et al., 2009]). A thorough description
of EDK algorithm is given in the next section.
Representatives of geostatistical methods, which address the shortfall of the departure of
the marginal distribution of the environmental variable from Gaussianity are for example,
indicator kriging, probability kriging and disjuctive kriging. Indicator kriging involves a
non-linear transformation of the skewed marginal distribution to a binary variable by a
predefined threshold value. It enhances the robustness of the kriging system and limits the
effect of large observations on the linear estimator. But the compression of data in the binary
format results in the loss of information. Therefore, probability kriging, as an extension
of indicator kriging is derived ([Carr and Mao, 1993]; [Carr, 1994]). The method defines
multiple thresholds and uses the order relation of the observed variable.
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In this study, EDK and residual kriging are selected to improve the expected rainfall field at
the observational locations. The algorithms for both methods are described in the following
two subsections.
5.2 External drift kriging
EDK is a theoretical extension of ordinary kriging. It addresses the shortfall of ordinary krig-
ing concerning the strong assumption of the stationarity. A second variable Y is assumed
to be linearly correlated with the first variable Z, and is incorporated in the estimation of
the first variable at unknown locations. A systematic trend of the first variable Z is allowed,
namely the expectation of Z is non-stationary and linear correlated with Y . Hence, the first
condition of the intrinsic hypothesis is reformulated as:
E
[
Z(x)
]
= a · Y (x) + b (5.9)
where a and b are constants describing the linear relationship between Z and Y .
To apply the EDK algorithm, the second variable Y is assumes to be accurately sampled and
well spatially distributed, preferably a regular grid of Y is given. The linear estimator Zˆ(x)
is in the same form as equ(5.1), where n is the number of measurements of the first variable
Z. The unbiased estimation requires
E
[
Zˆ(x)− Z(x)] = 0
or
E
[ n∑
i=1
λiZ(xi)− Z(x)
]
= 0
Integrating equ (5.9), the unbiased condition becomes
a ·
[ n∑
i=1
λiY (xi)− Y (x)
]
+ b ·
[ n∑
i=1
λi − 1
]
= 0
For constant and nonzero a and b, the unbiased condition requires two constraints
n∑
i=1
λi = 1 (5.10)
n∑
i=1
λiY (xi) = Y (x) (5.11)
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Similarly, the optimum weights of the linear estimator can be achieved by minimizing the
variance of the estimation error
E
[
(Zˆ(x)− Z(x))2]
under the unbiased conditions, defined by equ (5.10) and (5.11). This actually defines an
optimization problem, which can be solved by a linear equation system. Introducing two
Lagrange multipliers, µ1 and µ2 for the two unbiased conditions, the linear equation system
is composed of equ (5.10), (5.11) and (5.12).
n∑
j=1
λj(xi − xj) + µ1 + µ2Y (xi) = γ(xi − x) for i = 1, · · · , n (5.12)
where γ(·) denotes the variogram, as also used in ordinary kriging. The second variable Y is
required to be known at all the measurement locations of the first variable, xi (i = 1, · · · , n),
as well as at all the unknown locations where the estimators of Z are to be generated. The
kriging variance of the estimation error is given by
σ2K =
n∑
i=1
λi(xi − x) + µ1 + µ2Y (x) (5.13)
The two coefficients a and b describing the relationship of Z and Y do not appear in the lin-
ear equation system, but they are assumed to exist and be constant over the entire domain.
Theoretically, the variogram used in EDK should be the variogram of the first variable Z
conditioned on the second variable Y . But in practice, one simply uses the variogram deter-
mined directly from Z [Ahmed and De Marsily, 1987].
In this study, the second variable is the expected rainfall field, given as a regular grid of
precipitation with fine spatial resolution over the entire domain. The realizations of the
first variable Z are given by the rain gauge observations. Due to the sparsity of the rain
gauge observations, it is difficult to derive a variogram therefrom. Hence, the variogram
is derived from the rainfall field, which is converted from the radar quantile map by the
marginal distribution function generated based on gauge observations and the collocated
radar quantiles.
The expected rainfall field is not used in the variogram derivation, due to the fact that the
expected rainfall field is a weighted average of multiple rainfall fields. It is the expectation
of surface precipitation, not a realization. There is a clear smoothing effect on the resultant
estimates and the variogram derived from such a smooth field usually presents an extended
correlation length.
The smoothing effect of the expected field can be revealed by the example shown in Fig. 5.1,
where the experimental variograms derived from five expected rainfall fields (15-min-
events) are shown. The sills of these variograms are scaled for the ease of comparison.
As can be seen from the figure, for 3 out of 5 cases, the variogram does not reach the sill
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within 22 km; there is one case indicating a range of around 15 km and the remnant one has
a hard-to-determine range. As a matter of fact, all of the five events show the convective
behavior, which is characterized by large intensity and high variability with the typical
correlation length of around 5 to 10 km.
Figure 5.1: The smoothing effect of the expected rainfall field shown by the variograms.
5.3 Residual kriging
Residual kriging ([Ahmed and De Marsily, 1987]; [Phillips et al., 1992]; [Martı´nez-Cob,
1996]; [Prudhomme and Reed, 1999]) takes a bit different procedure from EDK: instead of
directly kriging the linearly correlated second variable Y, a linear regression on all the points
xi, where both variables Z and Y are available, is applied. The ordinary least square method
can be used for the purpose. The linear relationship can be expressed by:
Zy(x) = aY (x) + b (5.14)
Then, the residual r at the same locations can be calculated by:
r(xi) = Z(xi)− Zy(xi) (5.15)
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The method necessitates the assumption that the residual r and Zy are uncorrelated, which
may or may not be acceptable in practice. The new variable r retains part of the spatial
variability of Z [Odeh et al., 1995], but some of the variability has been removed because of
the regression procedure applied.
Then, Zy and r are estimated separately on the kriging grid and the estimation of the first
variable Z is given by the summation of the two estimates:
Zˆ(x) = Zˆy(x) + rˆ(x) (5.16)
rˆ(x) can be estimated by ordinary kriging from the known locations xi; Zˆy(x) is calculated
by the parameters a and b calculated in the linear regression peocess in equ (5.14).
The variance of the estimation error of residual kriging is given by
Var
[
Zˆ − Z] = Var[Zˆy − Zy]+ Var[rˆ − r]
+ 2 · Cov[(Zˆy − Zy)(rˆ − r)] (5.17)
Due to the assumption of the un-correlation of Zy and r, the third item in equ (5.17) equals to
zero. The variance of the estimation error is hence the sum of the variances of the estimation
error of the two items in equ (5.16).
It must be stressed that there exists some theoretical weakness in the residual kriging pro-
cedure. When fitting the regression equation using the ordinary least square (OLS) method,
the residuals are assumed to be independently and identically distributed [Prudhomme and
Reed, 1999], which implies, theoretically, the residual is not a function of the location, i.e.
not a regionalized variable, which also implies the variogram of the residual does not ex-
ist. This contradiction can be avoided by fitting the regression model using the generalized
least square method [A. C. Cressie, 2015]. However, this is a much too complex method
to use from a practical point of view. Despite the theoretical weakness, the application of
residual kriging using the OLS method has been found simple and powerful for mapping
environmental variables such as average annual rainfall, soil properties, temperature and
evaporation ([Phillips et al., 1992]; [Odeh et al., 1995]; [Holdaway, 1996]; [Martı´nez-Cob,
1996]), etc.
In this study, the second variable Y is the expected rainfall field, given as a regular grid
of precipitation. The realizations of the first variable Z are given by the rain gauge obser-
vations. The procedure of linear regression is omitted, as the expected field is already an
estimate of the surface precipitation field, namely the first variable of interest.
5.4 Comparison of different geostatistical methods
In this section, the estimates of surface precipitation, generated based on the expected rain-
fall field but improved at the observational locations by different geostatistical methods, are
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compared via two examples. Both of them are 15-min-events with relatively big precipita-
tion intensities. As a comparison, the estimates by ordinary kriging (OK), purely dependent
on the rain gauge observations, are also shown. Note, the locations of the gauge observa-
tions are denoted by the red crosses in Fig. 5.2 and 5.3. As the second variable for both the
EDK and the residual kriging (RK) methods is the expected rainfall field, it is also shown in
the upper left panel for both examples.
As shown by the two examples, the estimates by OK is problematic in capturing the spatial
pattern of the precipitation field, due to the sparsity of the rain gauge observations. The in-
tegration of radar data as a pattern indicator as well as considering the wind information, in
the form of using the expected rainfall field as the second variable of the EDK and RKmeth-
ods, brings benefit in terms of the enhancement of the spatial structure of the precipitation
field.
The estimates by EDK and RK are very similar in the first example, but fairly different in the
second. The reason explaining the big discrepancy of the two cases is described as follow.
In the first example, the rain gauge observations are good samplers of the entire domain, as
it samples different quantiles of the precipitation field, namely, uniform distribution of the
sampled quantiles over the whole population. While in the second example, the rain gauge
observations are not good samplers compared to the case in the first example. As in this
case, only one observation has the rainfall record of 5.36mm, while the other 12 observations
have an average record of precipitation at 0.40 mm. In this context, EDK cannot capture the
information of the trend properly. As a result, the estimates by OK and EDK are very similar,
as the second variable has minor effect on the resultant precipitation estimation. From this
perspective, RK seems to be more robust than EDK.
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Figure 5.2: Estimates of surface precipitation by ordinary kriging (OK), external drift krig-
ing (EDK) and residual kriging (RK). Time: 15-min-event ended at 2014-07-20
17:45.
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Figure 5.3: Estimates of surface precipitation by ordinary kriging (OK), external drift krig-
ing (EDK) and residual kriging (RK). Time: 15-min-event ended at 2016-07-12
23:30.
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5.5 Cross validation
Leave-one-out cross validation (LOOCV)method is employed to test the performance of dif-
ferent geostatistical methods: OK, EDK and RK. LOOCV method uses a single rain gauge
observation from the original samples as the validation data, and the remaining observa-
tions as the training data. The procedure is repeated such that each observation in the sam-
ples has been used once as the validation data. The total repetition time of the procedure
equals to the number of the observations, the method is therefore suitable when the sample
size is relatively small.
Four error statistics, the measure of the difference between the rain gauge observations and
the corresponding LOOCV estimates at the gauge locations, are selected to determine the
performance of the corresponding geostatistical methods, including mean error (ME), root
mean square error (RMSE), Pearson’s correlation coefficient ρ(P ) and Kling Gupta Efficiency
(KGE). The detailed description of the four error statistics are given in Section 4.3.2.
LOOCVprocedure is applied to 24 15-min-events. The descriptive statistics of the rain gauge
observations for these events are provided in Table 5.1. Note, the expected rainfall field is
also generated according to the rule of LOOCV: with one rain gauge observation hidden for
each cross validation sub-process.
The cross validation results are shown in Table 5.2. For each event, the method with the
best performance in terms ME, RMSE, ρ(P ) and KGE are written in bold. As shown by the
table, in terms of ME, OK performs the best, for 21 out of 24 events, the minimumME comes
from the estimates by OK. However, in terms of preserving the variability in the estimation,
measured by KGE, none of the OK estimates perform the best, as 9 best performances are
given by EDK and 15 given by RK.
Comparing EDK and RK, RK seems to be more advantageous in terms of RMSE (2 best
performances from EDK versus 9 from RK), Pearson’s correlation coefficient (6 best perfor-
mances from EDK versus 7 from RK) and KGE (9 best performances from EDK versus 15
from RK).
To demonstrate the benefit of integrating the wind information, an extra experiment was
made. The method of RK is used where the second variable is the precipitation field ob-
tained without the integration of wind information. Namely instead of the expected rainfall
field, the rainfall field obtained by the conversion of the radar quantile map without shifting
is used as the second variable of RK. LOOCV procedure is applied to the estimates by the
mentioned method, and the cross validation results are evaluated by the 4 error statistics
and compared with the cross validation results of RK using the expected rainfall field (wind
information integrated) as the second variable. The results of the experiment are shown in
Table 5.3. Similar as the previous case, the best performances in terms of the 4 error statistics
are printed in bold.
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Table 5.1: Descriptive statistics of the gauge data for the 24 15-min-events used in the cross
validation. Note, zero precipitation is defined by the precipitation limit of 0.1 mm
and Column zeros means: (number of zero observations) / (total number of ob-
servations).
Event time end zeros mean stdev skew
ID [mm] [mm] [-]
1 20140706 21:40 3/11 2.17 2.79 1.57
2 20140706 22:20 0/11 1.84 0.60 1.06
3 20140707 21:15 0/11 1.62 1.14 0.35
4 20140707 21:20 0/11 2.62 2.18 0.92
5 20140714 20:05 0/11 3.95 1.84 0.05
6 20140714 20:10 0/11 2.93 1.46 0.53
7 20140722 04:00 0/11 1.50 0.70 1.10
8 20140722 04:05 0/11 1.58 0.92 1.29
9 20140722 04:10 0/11 1.27 0.93 2.06
10 20140804 18:50 2/11 5.69 5.95 1.14
11 20140829 08:20 0/11 1.63 1.03 0.44
12 20140921 19:25 0/11 2.34 0.72 -0.18
13 20150606 23:20 1/13 5.72 4.56 0.61
14 20150606 23:25 1/13 5.56 3.61 -0.26
15 20150606 23:30 1/13 4.81 2.89 -0.03
16 20150606 23:35 0/13 3.28 1.56 0.89
17 20160624 21:50 0/13 5.70 2.50 0.20
18 20160625 16:05 0/13 2.82 1.34 0.21
19 20160722 17:40 2/13 5.04 5.87 0.81
20 20160722 17:45 2/13 2.68 3.75 1.27
21 20160723 23:00 0/13 4.72 5.38 1.24
22 20160723 23:05 0/13 3.68 4.39 1.25
23 20160820 18:35 0/13 1.04 0.99 1.24
24 20160820 18:40 1/13 1.30 1.30 0.99
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Table 5.2: Cross validation results of OK, EDK and RK for the 24 15-min-events.
Event OK EDK RK
ID ME RMSE ρ(P ) KGE ME RMSE ρ(P ) KGE ME RMSE ρ(P ) KGE
1 -0.04 2.29 0.58 0.35 0.61 2.36 0.66 0.55 0.50 2.24 0.66 0.57
2 0.02 0.46 0.64 0.41 -0.00 0.44 0.83 0.63 0.02 0.32 0.88 0.84
3 -0.04 0.81 0.77 0.42 0.12 1.02 0.55 0.51 0.17 1.11 0.53 0.52
4 -0.06 1.40 0.82 0.49 0.25 1.94 0.55 0.52 0.30 2.11 0.52 0.51
5 0.10 1.61 0.50 0.36 0.24 1.86 0.57 0.55 0.23 1.74 0.57 0.57
6 0.01 1.52 0.15 0.01 0.14 0.89 0.82 0.81 0.12 0.90 0.80 0.77
7 -0.08 0.59 0.55 0.35 -0.02 0.53 0.74 0.72 -0.04 0.51 0.72 0.72
8 -0.08 0.67 0.71 0.45 0.18 0.81 0.60 0.56 0.15 0.74 0.63 0.58
9 -0.07 0.74 0.64 0.37 0.08 0.43 0.90 0.77 0.05 0.45 0.90 0.69
10 -0.51 4.36 0.70 0.47 0.90 4.70 0.65 0.57 0.95 4.83 0.63 0.56
11 -0.04 0.53 0.92 0.58 0.14 0.75 0.74 0.72 0.18 0.77 0.74 0.72
12 0.07 0.55 0.68 0.42 0.09 0.66 0.53 0.50 0.09 0.65 0.54 0.51
13 -0.14 2.77 0.83 0.56 -0.08 2.99 0.76 0.69 -0.14 2.96 0.76 0.68
14 -0.10 2.42 0.76 0.54 0.44 3.12 0.58 0.54 0.36 2.95 0.61 0.55
15 -0.10 2.49 0.52 0.38 0.15 2.66 0.54 0.52 0.13 2.59 0.54 0.52
16 0.02 1.30 0.56 0.46 0.30 1.47 0.66 0.60 0.19 1.27 0.67 0.66
17 0.18 1.82 0.70 0.48 -0.02 2.06 0.59 0.53 -0.00 2.00 0.62 0.55
18 0.06 0.69 0.88 0.66 0.45 1.25 0.74 0.58 0.40 1.09 0.76 0.68
19 0.29 4.69 0.60 0.40 1.00 3.55 0.83 0.74 0.67 3.39 0.83 0.74
20 0.10 3.00 0.60 0.38 0.51 1.94 0.88 0.77 0.33 1.80 0.88 0.79
21 0.27 3.73 0.74 0.49 0.44 3.76 0.75 0.72 0.42 3.61 0.76 0.72
22 0.02 3.10 0.72 0.48 0.67 2.44 0.88 0.74 0.48 2.09 0.89 0.83
23 -0.04 0.71 0.70 0.52 0.04 0.70 0.71 0.65 0.06 0.66 0.75 0.71
24 -0.05 0.88 0.75 0.55 0.02 0.94 0.70 0.60 0.07 0.91 0.73 0.68
82 Improvement by geostatistical methods
Table 5.3: Cross validation results of RK using the wind integrated (wind) and non-
integrated (non-wind) fields as the second variable.
Event wind non-wind
ID ME RMSE ρ(P ) KGE ME RMSE ρ(P ) KGE
1 0.50 2.24 0.66 0.57 1.34 5.11 0.05 -0.24
2 0.02 0.32 0.88 0.84 0.08 0.99 0.31 0.04
3 0.17 1.11 0.53 0.52 -0.04 1.29 0.29 0.29
4 0.30 2.11 0.52 0.51 0.22 2.30 0.39 0.38
5 0.23 1.74 0.57 0.57 0.20 2.29 0.51 0.37
6 0.12 0.90 0.80 0.77 0.13 1.54 0.61 0.50
7 -0.04 0.51 0.72 0.72 -0.00 0.64 0.69 0.60
8 0.15 0.74 0.63 0.58 0.20 1.12 0.79 0.13
9 0.05 0.45 0.90 0.69 -0.02 0.77 0.66 0.66
10 0.95 4.83 0.63 0.56 2.33 8.93 0.42 0.10
11 0.18 0.77 0.74 0.72 0.17 1.49 0.43 0.21
12 0.09 0.65 0.54 0.51 0.19 1.28 0.31 -0.05
13 -0.14 2.96 0.76 0.68 0.16 2.40 0.86 0.86
14 0.36 2.95 0.61 0.55 1.34 6.68 0.46 -0.20
15 0.13 2.59 0.54 0.52 1.58 7.90 0.17 -0.88
16 0.19 1.27 0.67 0.66 0.30 2.80 0.29 -0.07
17 -0.00 2.00 0.62 0.55 -0.09 2.40 0.55 0.55
18 0.40 1.09 0.76 0.68 0.35 1.79 0.66 0.17
19 0.67 3.39 0.83 0.74 0.80 6.70 0.42 0.39
20 0.33 1.80 0.88 0.79 0.80 4.50 0.32 0.26
21 0.42 3.61 0.76 0.72 1.18 6.32 0.41 0.35
22 0.48 2.09 0.89 0.83 0.59 4.88 0.35 0.32
23 0.06 0.66 0.75 0.71 0.11 0.90 0.66 0.61
24 0.07 0.91 0.73 0.68 0.04 0.77 0.81 0.78
6 Improvement by simulation
6.1 Introduction
In the previous chapter, the expected rainfall field is improved at the observational loca-
tions by geostatistical methods. The estimates of surface precipitation fulfill the equality
constraints at the observational locations, and inherit the virtue of the expected rainfall field
by using it as the second variable of the kriging system. However, the estimates by krg-
ing are still not realizations of surface precipitation due to the immoderate smoothness in
estimated rainfall field, which is also observed in the expected rainfall field.
In the algorithm to calculate the expected rainfall field, radar data are used semiquantita-
tively to indicate the spatial pattern of precipitation at the surface. An assumption is made
that the spatial pattern measured aloft, i.e. the radar quantile map, is relatively stable along
the vertical distance. And it is further assumed that quantile map only moves uniformly
with a single vector. However, the second assumption is invalid on many occasions be-
cause multiple factors can result in the change of the spatial pattern apart from the uniform
movement, for example when the field is subject to non-uniform wind field; non-uniform
evaporation of the field, as well as the low-level growth of precipitation, which is very like
in complex topography due to the upslope flow. Yet the non-uniform change of the field is
not considered in surface precipitation estimation.
To alleviate the situation, conditional simulation methods are employed to generate real-
izations of surface precipitation field. The idea behind simulation is to allow some random
change. Specifically, this means the simulated realizations of surface precipitation should
be similar with the expected rainfall field to a predefined degree. And the measure of sim-
ilarity is the Pearson’s correlation coefficient, or simply the correlation coefficient. As to be
explained in the following sections, the simulated realizations are not necessarily similar
with the expected rainfall field, there can be other objective fields. These objective fields
have an unified name, the input fields. And undoubtedly, the equality constraints should be
fulfilled at the observational locations. Two conditional simulation methods, random mix-
ing and phase annealing, are selected to conduct the simulation. The algorithms of the two
methods are both sophisticated and fulfill the requirements in different ways. The simulated
surface precipitation fields by the two are shown and the two methods are compared from
multiple aspects.
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6.2 Prerequisite and requirements on the simulated realizations
6.2.1 Prerequisite
Both randommixing and phase annealing are embedded in the standard normal space. The
field with the marginal of precipitation is denoted as Z, which is defined in domain D.
Instead of working with the original field, the univariate marginal of precipitation is first
transformed to the standard normal distribution, which can be fulfilled by the quantile-
quantile transformation
W (x) = Φ−1
(
G
(
Z(x)
))
(6.1)
where, G denotes the univariate marginal distribution of Z; x denotes the coordinate of the
grid point inD; Φ−1 is the inverse of the univariate standard normal distribution. Similarly,
surface observationsZ(xk) are also transformed to standard normal by the quantile-quantile
transformation
W (xk) = Φ
−1
(
G
(
Z(xk)
))
= Φ−1
(
G(Zk)
)
= wk (6.2)
6.2.2 Requirements on the simulated realizations
There are three requirements on the simulated realizations, which are described as follow:
1. Suppose there areK surface observations, then at theK observational locations, there
areK equality constrains defined in the standard normal space
W (xk) = wk for k = 1, · · · ,K. (6.3)
2. The input field is denoted as Z∗. The input field and the simulated rainfall field should
share the samemarginal distribution functionG. The input fieldZ∗ is first transformed
to standard normal fieldW ∗ by equ (6.1), then the correlation matrix Γ is determined
forW ∗.
Note, if the input field is the expected rainfall field, it is likely that the calculated
correlation length is too long due to the smoothing effect of the expected rainfall field.
Thus it is not recommended to use the correlation matrix derived therefrom. A better
alternative is to use the correlation matrix derived from the rainfall field, obtained by
converting the radar quantile map by the marginal distribution function generated
based on gauge observations and the collocated radar quantiles.
3. The similarity requirement demands the correlation coefficient of the simulated real-
ization Z and the input field Z∗ should be greater than a certain limit ρ̂. Due to the fact
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that the correlation coefficient is defined in the original space of precipitation, forward
and backward marginal transformation are necessary during the simulation process.
The simulated field in the standard normal space is denoted as W , and W should be
transformed back to the original marginal of precipitation by
Z = G−1
(
Φ
(
W (x)
))
(6.4)
and
ρ(Z,Z∗) ≥ ρ̂ (6.5)
where, ρ(·) is the function to calculate the correlation coefficient of two fields.
The first requirement can be generalized into a series of linear conditions, while the second
and the third requirements are non-linear.
6.3 Random mixing
6.3.1 Literature
Random mixing can be considered as an evolvement of the gradual deformation method
[Hu, 2000]. The gradual deformation method gradually deforms realizations of Gaussian-
related stochastic models while preserving their spatial variability, namely reproducing
their covariance. In particular, a stochastic process is built up by combining independent
Gaussian random functions. Then, the gradual deformation algorithm is coupled with an
optimization algorithm to calibrate realizations as stochastic models of nonlinear data. Fur-
ther extension of gradual deformationmethod includes: gradual deformation of realizations
generated by sequential simulation, not necessarily Gaussian [Hu et al., 2001]; the investiga-
tion of combination of dependent realizations to improve the numerical stability and reduce
the structural deterioration during the iterative optimization [Hu, 2002].
Following the basic idea of gradual deformation, random mixing also deforms Gaussian
random fields to meet different constraints. However, technically it is more advantageous,
because it uses spatial copula as the spatial random functions. The usage of non-Gaussian
copula provides the possibility of modeling non-Gaussian spatial dependence structures.
And the techniques to incorporate different kinds of constrains are more flexible and so-
phisticated.
In this study, random mixing method is only used to incorporate linear equality constrains
as well as a nonlinear constraint, i.e. the similarity requirement. More functionalities of the
method, such as when it is used to fulfill extended linear constraints, i.e. linear inequality
constraints, linear integrals and linear correlations, as well as general (multiple) nonlinear
constrains, are to be found in Ba´rdossy and Ho¨rning [2016] and Ho¨rning, Sebastian [2016].
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6.3.2 Algorithm
Following Hu [2000], the basic idea of random mixing is to express a conditional random
field as a linear combination of multiple independent unconditional fields
W (x) =
n∑
i=1
αiYi(x) (6.6)
where, n is the number of the unconditional fields and αi denotes the weight of the individ-
ual unconditional field Yi(x). This actually defines an n dimensional process. Note, Yi(x)
(x ∈ D) follows a stationary bi-dimensional standard normal distribution, i.e. with zero
mean and unit variance. Therefore, the linear combination of Yi(x) also follows a gaussian
distribution of order two, and the following two equations are true:
E[W (x)] = E(Yi(x)) = 0 (6.7)
Var[W (x)] =
n∑
i=1
α2i (6.8)
The unconditional fields are independent from each other and all share the same correlation
matrix Γ, which is calculated from the marginal transformed input field as described in
the second requirement on the simulated field in Section 6.2.2. The independent random
fields can be generated using different methods such as the fast Fourier transformation for
regular grids (e.g. [Wood and Chan, 1994]; [Wood, 1995]; [Ravalec et al., 2000]), turning
band simulation [Journel, 1974], or the Cholesky transformation of covariance matrix.
The fulfillment of equality constraints
As the conditional fieldW (x) is expressed as a linear combination of multiple unconditional
random fields Yi(x), the K linear equality constraints at K observational locations, xk =
{x1, · · · , xK}, can be expressed as
n∑
i=1
αiYi(xk) = wk for k = 1, · · · ,K. (6.9)
The set of weights αi should be selected such that the K linear equality constraints are
fulfilled. If the number of the unconditional fields n is sufficiently large (n > K), then an
under-determined equation system is defined. There can be infinite number of solutions to
the equation system. The under-determined problem can be solved easily by methods such
as singular value decomposition.
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The preservation of spatial variability
The spatial variability of a Gaussian random field is characterized by its covariance function.
According to the expression of the conditional field in equ (6.6), the covariance function of
W can be written as
Cov[Z(xa), Z(xb)] = Cov
[ n∑
i=1
αiYi(xa),
n∑
i=1
αiYi(xb)
]
= E
[( n∑
i=1
αiYi(xa)
)( n∑
i=1
αiYi(xb)
)]
= E
[ n∑
i=1
α2iYi(xa)Yi(xb)
]
=
n∑
i=1
α2i · Cov[Yi(xa), Yi(xb)]
(6.10)
where, xa, xb ∈ D. Note, all Yi(x) share the same covariance function Γ. If equ (6.11) estab-
lishes, then W also possesses the same covariance function Γ. In other words, the spatial
variability is preserved.
n∑
i=i
α2i = 1 (6.11)
This means, in additional to the K linear equality constraints defined in equ (6.9), in order
to reproduce the covariance function, one more equation should be added into the equation
system. However, it is not easy to solve the problem directly due to the nonlinear relation-
ship in equ (6.11). According to Ba´rdossy and Ho¨rning [2016], the following procedure is
applied to simplify the problem.
Recall, when solving the linear equality constraints, the under-determined problem has in-
finite number of solutions. These solutions form an n-dimensional space of the weights αi
= {α1, · · · , αn}. And the solutions exactly fulfill equ (6.11) are those ones located on the n-
dimensional hypersurface with the radius of 1. In stead of searching for the set of weights
located exactly on the hypersurface, the problem can be simplified as an optimization prob-
lem defined by:
A =
n∑
i=i
α2i → min (6.12)
The sum of the weights A are minimized. The equality constraints defined by equ (6.9),
together with the minimization problem in equ (6.12), constitute a quadratic optimization
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problem, which can be solved by, for example quadratic programming [Boyd and Vanden-
berghe, 2004]. The norm of the weights should be minimized such that it is (much) smaller
than unity. If this cannot be fulfilled, increase the number of the unconditional fields Yi(x),
whereby the sum of the weights can be further reduced due to the extra degree of freedom
added in. The resultant field
Wˆ =
n∑
i=1
αiYi(x) (6.13)
is a half-way solution, because it fulfills all the equality constraints but is smoother, as the
norm A is smaller than unity. In order to fulfill equ (6.11) exactly, an additional field is
defined by a linear combination of multiple independent standard normal fields, all sharing
the same correlation matrix Γ and independent from each other:
U =
∑
βjVj (6.14)
U is characterized by the zeros at the observational locations:
U(xk) = 0 for k = 1, · · · ,K. (6.15)
Due to these zeros, U is closed for multiplication and addition and is termed as homoge-
neous field. Note, U should also share the correlation matrix Γ. The set of weights βj can
be found in the same way as when solving equ (6.9). And with a simple multiplication, one
can find the set of weights exactly fulfilling
∑
β2j = 1 (6.16)
Finally, the field satisfying the equality constraints as well as reproducing the correlation
matrix Γ can be obtained by
W˜ = Wˆ +
√
1−A · U (6.17)
The fulfillment of the similarity requirement
In order to fulfill the similarity requirement, more degree of freedom is needed. Hence
instead of using only one homogenous field, multiple homogenous fields are defined:
Um =
∑
βj,mVj,m for m = 1, · · · ,M. (6.18)
all with the correlation matrix Γ and being zeros at the observational locations. Then, the
field W˜ satisfying the equality constraints and with the correlation matrix Γ, while possess-
ing more degree of freedom can be expressed by
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W˜ (λ1, · · · , λM ) = Wˆ + (λ1U1 + · · ·+ λMUM ) (6.19)
where,
M∑
m=1
λ2m = 1−
∑
α2i = 1−A (6.20)
This actually defines an M -dimensional problem. One thing worth mentioning is that the
norm of the weights
∑
α2i should be minimized to much smaller than unity, whereby the
second component constituted by the homogeneous fields in equ (6.20) imposes a dominat-
ing impact on the overall spatial structure of W˜ compared to the other component Wˆ . In this
way, it creates a better opportunity for the procedure in discussion to fulfill the similarity
requirement.
Recall, the similarity requirement is defined in the original space of precipitation. There-
fore, back transformation to the original marginal of precipitation is necessary. And the
M -dimensional problem is defined as:
H(λ1, · · · , λM ) = ρ
(
Z(λ1, · · · , λM ), Z∗
)
= ρ
(
G−1
(
Φ
(
W˜ (λ1, · · · , λM )
))
, Z∗
) (6.21)
where, ρ(·) denotes the function to calculate the Pearson’s correlation coefficient of the sim-
ulated rainfall field Z and the input field Z∗. To circumvent the complex high dimensional
problem, the number of homogeneous fieldsM is restricted to two. The optimum solution
to the bi-dimensional problem H(λ1, λ2) with respect to the similarity requirement is firstly
approached. Then, proceed from the optimum solution of the previous iteration to the op-
timum solution of the next bi-dimensional problem. The procedure is repeated until the
similarity requirement is fulfilled. Specifically, this is applied as follow.
To preserve the correlation matrix Γ, the following constraint is imposed
λ21 + λ
2
2 = 1−A. (6.22)
λ1, λ2 are actually points on a circle centered at the origin with the radius of
√
1−A. The
optimum solution to the bi-dimensional problem H(λ1, λ2) can be approached numerically
by searching for the best solution among S combinations of λ1 and λ2:
λ1,s =
√
1−A · cos(2πs
S
) s = 0, · · · , S − 1. (6.23)
λ2,s =
√
1−A · sin(2πs
S
) s = 0, · · · , S − 1. (6.24)
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Note, each s defines a field W˜ which fulfills the equality constraints as well as reproducing
the correlation matrix Γ.
H(λ1, λ2) is actually a function of radian θ, θ ∈ [0, 2π], in the polar coordinate system. And
the value ofH(θ) is known at S equidistant points, given θs = 2πs/S, where s = {0, · · · , S−
1}. H(θ) can be refined by the employment of theWhittaker-Shannon interpolation formula:
H(θ) =
S−1∑
s=0
H(θs) · sinc(θ − s) (6.25)
where, sinc(·) denotes the normalized sinc function: sinc(x) = sin(πx)/(πx). Equ (6.25)
actually defines S sinc kernels centered on each sample, and the sum of all the sinc kernels
is the interpolation. For the ideal case, S should goes to infinity. Yet technically, that is
impossible. Hence the results of sinc interpolation are problematic, especially at the two
ends. The problem of sinc interpolation are to be discussed in the following section.
The optimum solution to the bi-dimensional problem can be found from the interpolated
function value of H(θ). The optimum solution is denoted as θ∗. θ∗ is then converted to the
two weights by
λ∗1 =
√
1−A · cos(θ∗)
λ∗2 =
√
1−A · sin(θ∗)
The homogeneous field, weighing on the two weights, is expressed as:
U∗ = λ∗1U1 + λ
∗
2U2 (6.26)
The optimum field of the first iteration (“optimum” in terms of the similarity requirement)
is obtained by:
W˜ = Wˆ + U∗ (6.27)
If the optimum function value H(θ∗) of the first iteration has already met the requirement,
namely H(θ∗) ≥ ρ̂, then W˜ is a realization fulfilling all the three requirements. The next is
to convert the standard normal field to the precipitation marginal by
Z = G−1
(
Φ(W˜ )
)
Otherwise, the next iteration begins, and another bi-dimensional problem is defined. In-
stead from scratch, the optimum homogeneous field U∗ of the previous iteration is inher-
ited and serves as a contributing homogenous field in the new bi-dimensional problem, and
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the second homogeneous field U is independently generated, which also satisfies the two
conditions defined in equ (6.15) and (6.16).
The bi-dimensional problem of the next iteration is formulated as:
λ21 + λ
2
2 = 1−A (6.28)
W˜ (λ1, λ2) = Wˆ + (λ1U
∗ + λ2U) (6.29)
H(λ1, λ2) = ρ
(
Z(λ1, λ2), Z
∗
)
= ρ
(
G−1
(
Φ
(
W˜ (λ1, λ2)
))
, Z∗
) (6.30)
The optimum solution to the new bi-dimensional problem is approached in the same way
as discussed. The iteration goes on till the fulfillment of the similarity requirement. And
finally, the marginal of the resultant field W˜ is converted from the standard normal to the
precipitation marginal.
6.3.3 Algorithm supplement 1
In the procedure to fulfill the similarity requirement, as the iteration goes on and more and
more bi-dimensional problems are defined, it is observed that more weight is assigned to
the homogeneous field U∗ inheriting the optimum solution of the previous bi-dimensional
problem. In other words, less improvement is expected from introducing an independent
homogeneous field.
The phenomenon is visually explained by the example shown in Figure 6.1. The five
non-blue lines denote the function value of H(θ) of the first five iterations, representing the
fulfillment of the third requirement. As the third requirement is the Pearson’s correlation
coefficient of the simulated and the input rainfall field, theoretically, the value of H(θ)
ranges from -1 to 1. It can already be seen that the optimum (the maximum) of H(θ)
moves gradually towards θ = 0 from iteration 1 to iteration 5. In other words, more weight√
1−A · cos θ is assigned to U∗, compared to the independently generated homogeneous
field U in equ (6.29). As the iteration continues (iteration 6 to 100), the optima of the
subsequent iterations concentrate more around θ = 0. Therefore, after a number of
iterations, it is not necessary to search the whole range [−π, π] from a computational-saving
point of view. A better alternative would be to search the partial range of [−π, π], for exam-
ple [−π/4, π/4], as indicated by the portion within the two vertical dashed lines in the figure.
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Figure 6.1: Function value of H(θ) of different iterations of random mixing.
6.3.4 Algorithm supplement 2
Sinc interpolation is widely used for signal reconstruction. And discrete signal sinc-
interpolation algorithm is also used in image and signal processing. However, sinc inter-
polation is not frequently considered in applications, since it suffers from boundary effects,
which tends to produce abnormal signal oscillations at the image edges and has relatively
high computational complexity [Yaroslavsky, 2003]. In this paper, the abnormal signal os-
cillations at the image edges (2D) or at the two ends of a signal (1D) are referred to as “ring
effect”.
An example revealing ring effect of sinc interpolation is shown in Figure 6.2. Similar as
in Figure 6.1, the x-axis denotes radian θ, and y-axis denotes the function value of H(θ),
representing the dimensionless Pearson’s correlation coefficient ρ. The green dotted line
indicates the dense equidistant samples on the range [−π, π]; the red dots are sampled
every fifth from the green; and the blue dots are the results of sinc interpolation based on
the coarse samples (red dots). While the ideal interpolation results should coincide with
the green. As is shown by the example, the sinc interpolation oscillates around the coarse
samples, and the oscillation intensifies sharply at the two ends. If the sinc interpolation
is considered, it is very likely that the false optimum given by the sinc interpolation is
misunderstood as the optimum of the iteration. Consequently, the true optimum, the
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maximum of the green dotted line, is missed.
Figure 6.2: Ring effect of sinc interpolation.
To avoid the spurious signal of sinc interpolation, as well as to reduce the computational
complexity, a small trick is played in the searching strategy to approach the optimum solu-
tion of each iteration. Details of the modified searching strategy are described as follow:
• The first-round searching is applied by defining a number of equidistant points on
the range [−π, π] and the function value of H(θ) is evaluated at these equally spaced
points. The points are coarsely spaced and the interval between every two points is
denoted as dθ. Among the evaluated function values of H(θ), the maximum and the
corresponding radian are recorded and denoted as H(θ∗) and θ∗, respectively.
• Then, a second-round searching is applied around the maximum of the first-round
searching. Namely, a number of equidistant points with a much smaller interval are
defined on the range [θ∗ − dθ, θ∗ + dθ], and the function values of H(θ) are evalu-
ated at these points. The interval between every two adjacent points is much smaller
compared to the point interval of the first-round searching. The maximum among the
newly evaluated function values are recorded and compared to H(θ∗) to see if there
could be any improvement. The maximum of the second-round searching is consid-
ered as the optimum of this iteration.
Sinc interpolation is not employed in the searching. The two-round searching strategy is
applicable because, as revealed by the green dotted line in Figure 6.2, the data series of the
Pearson’s correlation coefficients is relatively smooth, and no intense oscillation is observed.
It is, therefore, assumed that the true optimum solution should exist near the approximate
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optimum of the first-round searching. Based on the assumption, the proposed two-round
searching strategy is not likely to miss the true optimum of H(θ).
An illustrative example is shown in Figure 6.3. The coarsely spaced points in red, green
and blue denote the samples of the first-round searching of the first three iterations. They
are sampled every π/12 on the range [−π, π], thus H(θ) are evaluated 24 times in the
first step. The densely spaced points, represented by the black dots, denote the samples
of the second-round searching, which are centered around the maxima of the first-round
searching. They are sampled every π/60 on the range [θ∗ − π/12, θ∗ + π/12], i.e. 10 times
function evaluation of H(θ). As a result, H(θ) is evaluated 34 times per iteration.
Figure 6.3: Two-round searching strategy in the fulfillment of the similarity requirement.
6.3.5 Examples
6.3.5.1 Use the expected rainfall field as the input
The algorithm of random mixing is applied to simulate a 15 min rainfall event ended at
2015-06-06 23:30. The event is selected due to the relatively big precipitation intensity. And
as indicated by the expected rainfall field shown in Fig. 6.4 (left), the rainfall peak exists in
the south east corner of the domain. While the surface observations, represented by the red
crosses, are sparse and non-uniformly distributed in the center of the study domain. They
fail to sample the big quantiles of the precipitation field. If the spatial pattern indicated by
the radar quantile map is not integrated, it is very likely to underestimate the the rainfall
peaks based solely on the rain gauge observations. From another perspective, the uncer-
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tainty of the estimates increases due to the sparsity and the non-uniform distribution of the
rain gauge data. It is always preferable that more rain gauges are uniformly distributed in
the domain of interest to increase the reliability of the estimates.
In this example, the similarity criterion measured by the correlation coefficient of the input
field and the simulated realization is set to ρ̂ = 0.8. Fig. 6.4 shows the expected rainfall
field on the left as the input field, and on the right is the mean field of 100 simulated
realizations. The Pearson’s correlation coefficient of the input field and the mean field is
labelled in the title of the right figure. The mean field gives a very similar description of
the spatial distribution of the precipitation as the input field. But generally at the cost of
underestimating the rainfall peak.
Figure 6.4: Left: the expected rainfall field as the input of random mixing. Right: the mean
field of 100 random mixing realizations. Time: 2015-06-06 23:15 to 23:30
Fig. 6.5 shows two randomly selected realizations of the same event. The Pearson’s
correlation coefficient (ρ) of the input field and the respective realization is labelled in the
figure title. The distinction between different realizations and the distinction between the
input field and the individual realization are obvious. The variability in the simulated
realizations can be further revealed in terms of the marginal distribution (Fig. 6.6), as well
as by the standard deviation map shown in Fig. 6.7).
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Figure 6.5: Two randomly selected realizations of surface precipitation.
Figure 6.6: The marginal distribution functions of 100 random mixing realizations (aqua-
marine lines) and the marginal distribution function of the expected rainfall field
(red line).
Fig. 6.6 shows the marginal distribution functions of 100 simulated realizations by random
mixing. The marginal distribution function of the expected rainfall is shown by the red line,
which serves as the input distribution function. And the two dashed lines mark the 95%
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confidence interval of the simulation.
The variation in the marginal distribution is mainly due to the locality of the Gaussian field.
The method used to simulate the unconstrained standard normal field is fast Fourier trans-
formation for regular grids. Fourier transformation inherently requires periodicity, which
is seldom observed in spatially distributed variables (e.g. [Ho¨rning, Sebastian, 2016], etc).
Therefore, in order to avoid periodicity in the simulated realizations, simulation should be
embedded in a domain much larger than the domain of interest. Normally, the domain of
interest is placed in the center of the simulation domain rather than at the corner to avoid
numerical problems. When the simulation in the standard normal space is completed, the
realization is obtained by cutting the simulated field to the size of interest, and thenmarginal
transformation from the standard normal to precipitation marginal is applied for the cutted
field. Note, the simulated field before cutting has the univariate distribution function of
exact standard normal. Yet the marginal distribution function of the cutted field departs
from the standard normal due to the locality caused by the cutting. Thus, after applying the
marginal transformation, the output marginal distribution function of the simulated realiza-
tion departs from the marginal distribution of the input field.
Fig. 6.7 shows the standard deviation map over 100 simulated realizations by random mix-
ing. The standard deviation map provides information on the uncertainty of the estimates.
Note, the standard deviation at the gauge locations are zero, due to the equality constraints
imposed there.
Figure 6.7: Standard deviation map (unit: mm) over 100 random mixing realizations.
However, using the expected rainfall field as the input field might be problematic on occa-
sions. Due to the smoothing effect of the expected rainfall field, the maximum of the field
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might be smaller than the largest rain gauge observations. The mentioned phenomenon is
more likely when the rain gauge observations happen to collocate with the large quantiles
of the radar field.
For example in Fig. 6.8, the expected rainfall field of a 15-min-event is shown on the
left. The maximum of the expected rainfall field is 7.68 mm; while the largest rain gauge
observations is 8.3 mm, located at one of the crosses in the left figure. The green line in the
right figure shows the marginal distribution of the rainfall field obtained by the marginal
conversion of the radar quantile map without shifting. The break points of the green line
use gauge observations as x-coordinates and the collocated radar quantiles as y-coordinates,
where the largest quantile value reaches as high as 0.997. Yet, the expected rainfall field is
a weighted average of multiple rainfall fields, whose marginal distribution functions are
represented by the pinkish lines in Fig. 6.8. The smoothing effect of the expected rainfall
field slashes the rainfall peak, as indicated by the red line, whose maximum precipitation
value is even smaller than the largest gauge observations, as indicated by the x-coordinate
of the last break point of the green.
Figure 6.8: Example showing the problem of using the expected rainfall field as the input
field. Left: the expected rainfall field with the gauge observations marked by
the red crosses. Right: the marginal distributions of the rainfall fields that plays
a role in the resultant expected field (pinkish) and the marginal of the expected
rainfall field (red). Time: 2014-07-20 17:30 to 17:45
It is problematic if the expected rainfall field is used as the input field of the simulation.
Because the marginal distribution of the expected rainfall field is used as the input marginal,
and the simulated standard normal field should be converted to a precipitation field via the
marginal distribution. Thus the maximum of the simulated realization can only be as large
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as the maximum of the input field. As a result, the equality constraints at the observational
locations cannot be fulfilled.
6.3.5.2 Use multiple shifted rainfall fields as the input
To solve the problem mentioned above, the shifted rainfall fields are used as the individual
input fields and simulation is performed separately. Note, the shifted rainfall field is ob-
tained by shifting the radar quantile map with the respective vector and then converting the
shifted quantile map by its corresponding marginal distribution.
More specifically via a living example: the input marginal distribution functions are given
by the pinkish lines in Fig. 6.8 (right) and the simulated results are multiple realizations.
The expectation of these realizations is calculated using the same linear estimator as the one
used when calculating the expected rainfall field, and the result is an expected realization.
An example of the expected realization is shown in Fig. 6.9 (right), and as a comparison
the corresponding expected rainfall field is shown on the left. As shown by the example,
the expected realization does not slash the rainfall peak as the expected rainfall field; on
the contrary, it intensifies the peak value, which is a preferable property, as it alleviates the
unwanted smoothing nature of the expected rainfall field. The phenomenon observed in
this example is no coincidence but can be proved by many living examples. Among them,
three additional examples of the expected realization are shown.
Figure 6.9: Left: the expected rainfall field. Right: the expectated realization.
Time: 2015-06-06 23:15 to 23:30
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Figure 6.10: Left: the expected rainfall field. Right: the expectated realization.
Time: 2016-07-23 22:45 to 23:00
Figure 6.11: Left: the expected rainfall field. Right: the expectated realization.
Time: 2016-08-20 18:25 to 18:40
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Figure 6.12: Left: the expected rainfall field. Right: the expectated realization.
Time: 2014-07-22 03:55 to 04:10
6.4 Phase Annealing
6.4.1 Literature
Phase annealing is first introduced by Ho¨rning and Ba´rdossy [2017] as a geostatistical sim-
ulation method. It can be regarded as a combinatorial approach of simulated annealing and
phase randomization. At some point, phase annealing is a special kind of simulated anneal-
ing in Fourier space. The method exploits the virtue of simulated annealing in terms of the
optimization algorithm and avoids the vulnerability of the method in terms of the poor con-
ditioning when used for spatial random field simulation. The two theoretical foundations,
simulated annealing and phase randomization, are introduced, respectively.
6.4.1.1 Simulated annealing
Simulated annealing is a probabilistic technique for approximating the global optimum of
a given function. It is often used when the search space is discrete, for instance the well-
known traveling salesman problems [Skiena, 1991].
Simulated annealing improves the iteration through the introduction of two tricks [Carr,
Roger]. The first trick is the so-called “Metropolis algorithm” [Metropolis et al., 1953]. In
essence, it works by perturbing one or more nodes at a time, normal starting with a ran-
dom itinerary (as in the case of the traveling salesman problems when the search space
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is discrete) or a random field (when simulated annealing is used to simulate spatial ran-
dom fields). After every perturbation, the objective function, measuring the distance of the
current simulated statistics and the objective statistics, is evaluated. The perturbation is ac-
cepted if a decrease in the objective function is observed. When an increase in the objective
function is observed, the perturbation is still accepted with the probability as a function of
the increase in the objective function, as indicated in equ (6.31). Otherwise, the perturbation
is rejected and the system restores to the state before the perturbation took place.
P = exp(
−∆E
kT
) > R(0, 1) (6.31)
where, ∆E is the energy increase, in this context the increase in the value of the objective
function. It corresponds to the free energy in the case of annealing a metal, where k is Boltz-
mann’s Constant and T is the physical temperature in the Kelvin absolute temperature scale.
In general situations, T is a “synthetic temperature”. k is a constant not necessarily present
in the formula. R(0, 1) is a random number, uniformly distributed on the range (0, 1). Ap-
parently, the larger the temperature T , the more likely for the perturbation which increases
the objective function to be accepted. The purpose of accepting the “bad” perturbations is
to avoid the searching being trapped in the local minimum too early so that the global min-
imum is being missed. By allowing the the bad perturbations with some probability, the
algorithm allows the solver to explore more of the possible space of the solutions.
The second trick is by analogy with annealing of a metal, namely the temperature T is
lowered slowly. When at a specific T , the objective function is observed to decline very
slowly, which indicates no further space of making any progress at this T , one lowers the
temperature, whereby the probability of accepting “bad” perturbations is diminished. After
lowering the temperature several times to a certain low value, the probability of accepting
“bad” perturbation is so small that only “good” perturbations are accepted. The point is, the
temperature is gradually decreased to prevent the solver falling into a local minimum pre-
maturely. There are various annealing schedules for lowering the temperature, such as ex-
ponential schedule, linear schedule, logarithmic cooling scheme [Geman and Geman, 1984],
but the simulation results are generally not that sensitive towards the annealing schedule
selected.
Simulated annealing is advantageous because it can deal with arbitrary systems with vari-
ous objective functions. Therefore, it is a flexible approach without the necessity of explicit
specification of a theoretical model and a global optimum is statistically guaranteed. How-
ever, a very important limitation of the method is the high computational cost, especially
when the searching range is relatively big, for instance, when it is used to simulate large
spatial random fields. Another very important issue, when the method is extended to spa-
tial application, is poor conditioning [Ho¨rning and Ba´rdossy, 2017]. It is observed in the
simulated realizations that the observed values are not well embedded in the neighborhood,
i.e. the observations are visually identifiable and the phenomenon is usually referred to as
“singularities”. According to Ho¨rning and Ba´rdossy [2017], the reason for singularities con-
sists in the objective functions used for simulated annealing. They are defined for the entire
domain, and when there are small number of observations compared to the dimension of
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the field, the objective function may not penalize the local unusual behavior efficiently at
the observational locations.
6.4.1.2 Phase randomization
Phase randomization is first introduced by Theiler et al. [1992]. In their study, the method is
used to generate surrogate data sets of time series, which are then used in an experiment to
test for the nonlinearity in time series. Surrogate data, also referred to as analogous data, in-
dicate synthetic data which reproduce various statistical properties of themeasured data set,
such as the autocorrelation structure. A more detailed explanation of phase randomization
is given in [Podobnik et al., 2007]. The basic algorithm of phase randomization involves a
randomization of the phases in the Fourier representation of the time series, while preserv-
ing the amplitudes of the Fourier representation. The surrogate data of the time series is
obtained by applying the inverse Fourier transform of the perturbed Fourier representation.
The theoretical background of phase randomization is the Wiener-Khinchin theorem
([Wiener, 1930]; [Khintchine, 1934]). If a random process x(t) with the autocorrelation func-
tion
C(τ) = E
[
x(t) · x(t+ τ)] (6.32)
can be considered as a wide-sense stationary process, namely with a constant expectation,
E[x(t)], over the time and the correlation function only depends on the time lag τ (inde-
pendent from time t), then according to the Wiener-Khinchin theorem, the power spectral
density of the random process x(t) is the Fourier transform of the autocorrelation function
C(τ)
S(ω) =
∫
∞
−∞
C(τ) e−iωτd(τ) (6.33)
where, S(ω) denotes the spectral density function of the randomprocess x(t). This is the case
for a continuous-time process. If the random process is discrete, then the Wiener-Khinchin
theorem is reformulated as
S[ω] =
∞∑
k=−∞
C[k] e−iωk (6.34)
where C[k] is the autocorrelation function of the discrete-time process x[n] given by
C[k] = E
[
x[n] · x[n+ k]] (6.35)
The amplitude spectrum and the phase spectrum of a Fourier representation are indepen-
dent from each other. Due to the fact that the autocorrelation function is only relevant with
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the amplitude spectrum, random changing of the phase angles while preserving the ampli-
tude spectrum will result in an analogous random process with the same autocorrelation
function.
Phase randomization can be extended to multi-dimension. For instance, Prichard and
Theiler [1994] used the method to generate surrogate data for multi-dimensional time se-
ries; Shinozuka and Deodatis [1991] and Shinozuka and Deodatis [1996] presented exten-
sions of the method to spatial problems, i.e. to simulate Gaussian random fields of two or
three dimensions; Galerne et al. [2011] used the method to synthesize micro-texture, etc. For
the multidimensional problem, if the random process is considered with wide-sense sta-
tionarity, then theWiener-Khinchin theorem also holds. Instead of using the autocorrelation
function, the spatial variability of a multi-dimensional Gaussian field is characterized by the
covariance function. Similarly, a “surrogate field” with the same covariance function can be
generated by the process of random changing of the phase spectrum in the Fourier represen-
tation of the field, while preserving the amplitude spectrum, then taking the inverse Fourier
transform of the perturbed Fourier representation.
6.4.2 Algorithm
Phase annealing is a combinatorial approach of simulated annealing and phase randomiza-
tion. Unlike phase randomization, where thewhole phase spectrum is changed randomly, in
the scenario of phase annealing, only a single phase angle or a few phase angles are selected
and subject to random change. However, the change should be in directions that favor the
decrease of the objective function. Therefore, the optimization algorithm of simulated an-
nealing is integrated. Unlike the perturbation algorithm used in simulated annealing, which
swaps two local values, taking the risk of singularities in the simulated realizations, the per-
turbation of phase annealing takes place in Fourier space: random changing a phase angle
(also selected randomly) and then taking the inverse Fourier transform of the perturbed
Fourier representation. It is worth noting that the change is subject to the entire field, and
the risk of singularities in the simulated realizations is removed.
In this study, phase annealing is used to simulate surface precipitation field. The prerequi-
site and the three requirements on the simulated realizations are the same as described in
Section 6.2.2. Note, in the following description, the same nomenclature is used as in the
case of random mixing.
The details of the algorithm is described as follow:
1. The annealing schedule is set. Take the exponential multiplicative cooling [Kirkpatrick
et al., 1983] schedule as an example. The temperature decrease is made by multiplying
the initial temperature T0 with a factor that decreases the temperature exponentially
with respect to the number of the perturbations (l) that has been made :
Tl = T0 · αl for l = 0, · · · , L− 1
where, α is the attenuation factor, usually 0.8 ≤ α < 1.
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To determine the attenuation factor, two factors, T0 and Tmin, need to be set. The
initial temperature T0 is normally set relatively large such that big acceptance rate of
the perturbations can be achieved at the initial phase of the annealing. The minimum
temperature Tmin should be set such that in the final phase of the annealing only good
perturbation which makes an improvement is accepted.
T0 and Tmin can be found by imposing the perturbations repeatedly forN times under
a fixed temperature, then calculate the acceptance rate. If the acceptance rate is larger
than the desired, lower the temperature, and vice versa. Note, the desired acceptance
rate for T0 is around 98% and 0% for Tmin. During the search of the two factors, the total
number of perturbations L needed to achieve the global minimum can be obtained
by first searching for T0, then for Tmin by gradually decreasing T0 at a proper speed.
During the process, the number of the perturbations is accumulated (the number of
temperature decrease times N ), which can be considered as an approximation of L.
Then the attenuation factor α can be determined by
α = exp
( 1
L
· ln (Tmin
T0
))
2. The objective function O is determined. There are multiple variations in the forms of
the objective functions. One possibility is
O = a ·
K∑
k=1
(
W (xk)− wk
)2
+ b · F (W )
where, F (W ) is given by
F (W ) =
{
0 for ρ ≥ ρ̂(
ρ(Z,Z∗)− ρ̂)2 for ρ < ρ̂
where,
Z = G−1
(
Φ(W )
)
.
The objective function can be divided into two parts: the first part measures the fulfill-
ment of the equality constraints, and the second part measures the fulfillment of the
similarity requirement. a and b are positive constants adjusting the relative weights of
the two parts in the objective function. In this case, the first part is defined in the stan-
dard normal space, and the second in the precipitation marginal. In fact, the flexibility
of the method enables multiple forms of the objective function. For instance, the first
part is not necessarily defined in the standard normal space, the following form also
applies:
a ·
K∑
k=1
(
Z(xk)− zk
)2
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Similarly, the second part is not necessarily defined in the precipitation marginal, the
correlation coefficient of two standard normal fields ρ(W,W ∗) also applies, whereW ∗
is standard normal field converted from the input rainfall field Z∗. Yet this might
have an influence on the simulated realizations, as ρ(W,W ∗) is different from ρ(Z,Z∗).
Hence the criterion for the similarity requirement should be modified to achieve the
same standard.
3. To express the bi-dimensionality of a spatial field, x = [m,n] is used to denote the co-
ordinate of the grid point. Note, the square brackets are used to indicate the discrete
nature of the spatial field. The initial field W [m,n] with the size M × N and the co-
variance function Γ is generated using, for example the fast Fourier transformation for
regular grids (e.g. [Wood and Chan, 1994], etc).
4. The Discrete Fourier Transform (DFT) ofW [m,n] is calculated by
W[u, v] = F{W [m,n]}
=
1
MN
M−1∑
m=0
N−1∑
n=0
W [m,n]e−j2π(
um
M
+ vn
N
)
where, F denotes the operation of Fourier transform.
5. Two integers u∗, v∗ are randomly drawn from two discrete uniform distributions,
{1, 2, · · · , U} and {1, 2, · · · , V }, where U, V denote the largest spatial frequencies in
the Fourier representationW[u, v].
The corresponding amplitude and phase angle are determined by
|W[u∗, v∗]| =
√
W2I [u∗, v∗] +W2R[u∗, v∗] (6.36)
θ∗ = arctan
(WI [u∗, v∗]
WR[u∗, v∗]
)
(6.37)
where, WI and WR denote the imagery and real part of the complex number. The
value of θ∗ is insignificant, as it will be perturbed randomly. Hence the evaluation in
equ (6.37) can be omitted.
6. A new phase angle θ∗∗ is randomly drawn from the uniform distribution on the range
[0, 2π]. Replace the Fourier representation at [u∗, v∗] with W[u∗∗, v∗∗], which can be
calculated by
W[u∗∗, v∗∗] = cos(θ∗∗) · |W [u∗, v∗]|+ j sin(θ∗∗) · |W [u∗, v∗]|
7. The perturbed Fourier representation is denoted as W˜ . The inverse Fourier transform
of W˜ is calculated by
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W˜ [m,n] = F−1{W˜[u, v]}
=
M−1∑
u=0
N−1∑
v=0
W˜[u, v]ej2π(umM + vnN )
The result is a perturbed standard normal field W˜ with the same covariance function
Γ, as the amplitude spectrum or the power spectrum density does not change.
8. The objective function of the perturbed field W˜ is evaluated and compared with the
objective function before the perturbation. If O(W˜ ) < O(W ), the perturbation is ac-
cepted; otherwise the perturbation is accepted with the probability
P = exp
(O(W )−O(W˜ )
Tl
)
> R(0, 1)
where R(0, 1) is a random number uniformly distributed on the range (0, 1) and Tl is
the annealing temperature with respect to the number of perturbations that has been
imposed. Initially, Tl = T0.
9. If the perturbation is accepted, update the system state: the objective functionO(W ) is
replaced by O(W˜ ), W is replaced by W˜ and the Fourier representationW is replaced
by W˜ . Otherwise, the system state remains.
10. Step 5 to 9 is repeated L times. The final standard normal field is transformed to
precipitation marginal as a realization of surface precipitation field.
One thing worth mentioning is the periodicity of the spatial random field generated by the
fast Fourier transformation: the unconditional Gaussian field W [m,n] is periodic with the
period [M,N ], which can be demonstrated by
W [m+M,n+N ] =
M−1∑
u=0
N−1∑
v=0
W[u, v]ej2π( uM (m+M)+ vN (n+N))
=
M−1∑
u=0
N−1∑
v=0
W[u, v]ej2π( uMm+ vN n)ej2π( uMM+ vNN)
=
M−1∑
u=0
N−1∑
v=0
W[u, v]ej2π( uMm+ vN n)
= W [m,n]
In order to avoid periodicity in the realizations, the simulation should be embedded in a
larger domain, i.e. the domain of interest D should be a subset of the simulation domain
DZ . According to Ho¨rning, Sebastian [2016], D needs to be oversized at least up to D +∆,
108 Improvement by simulation
where∆ indicates the correlation length of the predefined covariance function Γ. Normally,
the computational efficiency in terms of the fast Fourier transformation is also taken into
consideration. Hence the number of grid points in both dimensions ofDZ is preferred to be
integer exponents of two.
As the simulation is carried out on an oversized domain, after the simulation, the simulated
realization in the standard normal space is cut to the desired size. The marginal transfor-
mation is then applied on the cutted field. As has been discussed in the section of random
mixing, there might be some locality issue in the simulated realizations due to the cutting.
Thus the output marginal distribution departs from the input marginal distribution.
6.4.3 Examples
The algorithm of phase annealing is used to simulate a 15-min rainfall event. The input
fields are multiple shifted rainfall fields that constitute the expected rainfall field. The
expectation of these realizations is calculated using the same set of weights as the one used
when calculating the expected rainfall field.
Figure 6.13: The marginal distribution functions of the simulated realizations (gray lines);
the marginal distribution of the expected realization (red). Time: 2015-06-06
23:15 to 23:30
Fig. 6.13 shows the marginal distribution functions of the simulated realizations for the 15-
min-event (the gray lines). The marginal distribution of the expected realization is shown
by the red line.
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Note, all the simulated realizations fulfill the point equality constraints at the observational
locations, thus the expected realization also fulfill the equality constraints, as the sum of the
weights combining individual realizations equals to one. As for the similarity requirement,
the expected realization is very similar as the expected rainfall field. Normally, the similarity
of the two measured by the correlation coefficient is higher than the predefined criterion ρ̂.
Fig. 6.14 (right) shows the expected realization for the same event as in Fig. 6.13. As a
comparison, the expected rainfall field is shown on the left. The similarity of the two
is obvious; but the values at the observational location (denoted by the red crosses) are
different.
Figure 6.14: Left: the expected rainfall field. Right: the expected realization.
Time: 2015-06-06 23:15 to 23:30
One thing to be noticed concerning the expected realization is the reduced spatial variability.
The expected realization is a linear combination of multiple simulated realizations, all with
the covariance function Γ. The sum of theweights equals unity; while the sum of the squared
weights is less than unity. Hence, the expected realization has a longer correlation length.
In this example, there are in total 87 shifted rainfall fields that impose an influence on the ex-
pected rainfall field. Thus there are 87 input fields resulting in 87 simulated realizations. The
variability of different realizations is revealed by the map of standard deviation over these
realizations, as shown in Fig. 6.15. As indicated by the figure, the region associated with
larger precipitation estimates is also the region with higher variability. No prominent sin-
gularity issue is observed at the observational locations (pixels with 0 standard deviation),
which can be shown by the relative smoothness at those locations.
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Figure 6.15:Map of standard deviation (unit: mm) over 87 simulated realizations with the
shifted rainfall fields as the individual input. Time: 2015-06-06 23:15 to 23:30
6.5 Comparison of random mixing and phase annealing
Random mixing and phase annealing are different in several aspects:
• The fulfillment of different constraints. Random mixing fulfills different kinds of con-
straints gradually – normally, in the sequence of equality constraints, the covariance
function and the nonlinear constraints. In this sense, random mixing can be regarded
as a sequential procedure. While in the process of phase annealing, due to the built-
in advantage of the method that the correlation matrix of the field does not change,
the other constraints are fulfilled altogether by an objective function. Note, there are
several components in the objective functions measuring the fulfillment of different
requirements. The relationship between the components can be complex – sometimes
there might exist a contradictory relationship. And besides, emphasis of the objective
function is adjustable: more emphasis on a specific constraint is realized by increasing
the respective weight.
• The fulfillment of equality constraints. Phase annealing performs an indirect condi-
tioning; while random mixing conducts a direct conditioning. Indirect conditioning
develops the conditioning point values during the simulation, thus it cannot achieve a
zero conditioning error [Ho¨rning and Ba´rdossy, 2017]. While direct conditioning im-
poses the conditioning point values prior to the actual simulation, therefore, equality
constraints are always fulfilled at first among all the constraints in the procedure of
random mixing and a zero conditioning error can be achieved.
Due to the indirect conditioning of phase annealing, the method can be used taking
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advantage of the property. For example, if the measurement error is explicitly known,
it can be taken into consideration in the simulation procedure.
• Computational time. In the context of rainfall field simulation, phase annealing takes
more time than randommixing to simulate realizations of the same size. For example,
to simulate a two-dimensional 39 × 39 grid, in order to avoid periodicity, a 128 × 128
grid is generated. Normally, it takes less than a minute for randommixing to simulate
a realization of the prescribed size; while 2 to 5 min for phase annealing to achieve the
same result.
Note, the runtimes for different realizations by phase annealing are very close, as the
same cooling schedule is set at the begining of the simulation and the same number of
perturbations should be performed to simulate individual realizations. While in the
case of random mixing, the difference in runtime is obvious.
6.6 Cross validation
The procedure of leave-one-out cross validation (LOOCV) is employed to test the perfor-
mance of random mixing and phase annealing. The method uses a single rain gauge obser-
vation from the original samples as the validation data, and the remaining observations as
the training data. The procedure is repeated such that each observation in the samples has
been used once as the validation data.
Four error statistics, mean error (ME), root mean square error (RMSE), the Pearson’s cor-
relation coefficient ρ(P ) and the Kling Gupta Efficiency (KGE), are selected to measure the
difference between the gauge observations and the corresponding LOOCV estimates for all
the gauge observations. Details of the four error statistics are given in Section 4.3.2.
LOOCV procedure is applied to ten 15-min-events. The descriptive statistics of the rain
gauge data for these events are provided in Table 6.1. Note, the input are multiple shifted
rainfall fields that constitute the expected rainfall field. The expected realization is used as
the estimate. The cross validation results of the two methods are given in Table 6.2.
The cross validation results for both methods are not that satisfactory, which is partially
due to the unfavorable condition in terms of the gauge observations: the sparsity and the
non-uniform distribution which is only available in the center of the domain. It is expected
that the estimation reliability could be remarkably improved if there are more gauge
observations uniformly distributed in the study domain. Thus, the study only serves as a
methodological experiment. The performance of phase annealing is obvious inferior to that
of random mixing according to the cross validation results. However, random mixing is a
method which has been developed for years; while, phase annealing is much younger and
underdeveloped. In the author’s opinion, the method is promising and can be improved
from many aspects.
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Table 6.1: Descriptive statistics of the gauge data for the ten 15-min-events used in the cross
validation. Note, zero precipitation is defined by the precipitation limit of 0.1 mm
and Column zeros means: (number of zero observations) / (total number of ob-
servations).
Event time end zeros mean stdev skew
ID [mm] [mm] [-]
1 20140706 21:40 3/11 2.17 2.79 1.57
2 20140707 21:20 0/11 2.62 2.18 0.92
3 20140714 20:05 0/11 3.95 1.84 0.05
4 20140720 17:45 0/11 3.96 2.48 -0.02
5 20140722 04:10 0/11 1.27 0.93 2.06
6 20140921 19:25 0/11 2.34 0.72 -0.18
7 20150606 23:30 1/13 4.81 2.89 -0.03
8 20160624 21:50 0/13 5.70 2.50 0.20
9 20160723 23:00 0/13 4.72 5.38 1.24
10 20160820 18:40 1/13 1.30 1.30 0.99
Table 6.2: Cross validation results of random mixing and phase annealing.
Event RandomMixing Phase Annealing
ID ME RMSE ρ(P ) KGE ME RMSE ρ(P ) KGE
1 0.97 2.29 0.69 0.43 -0.91 3.92 -0.38 -0.49
2 0.80 2.83 0.33 0.25 -0.99 3.02 0.03 -0.04
3 0.39 2.21 0.49 0.41 0.03 3.51 -0.06 -0.20
4 1.36 3.93 -0.26 -0.31 -0.86 4.56 -0.21 -0.37
5 0.20 0.47 0.90 0.81 0.04 1.46 0.31 0.12
6 0.17 0.69 0.55 0.54 0.23 0.78 0.49 0.47
7 0.72 3.14 0.46 0.43 -1.00 5.21 -0.24 -0.28
8 0.40 2.43 0.52 0.52 0.12 2.12 0.62 0.61
9 1.15 4.95 0.66 0.56 0.74 8.46 0.19 0.08
10 0.15 1.12 0.67 0.64 0.16 1.61 0.29 0.28
7 Conclusions
This thesis is aimed at addressing two problems hindering the quantitative precipitation
estimation using weather radar: one is the extrapolation of radar reflectivity measured aloft
to the ground surface, and the other is the conversion of radar reflectivity to precipitation
intensity.
The proposed solution to the two problemsmentioned above is innovative from two aspects.
First, it circumvents the uncertainty in the conversion of radar reflectivity Z to precipitation
intensity R by the nonlinear combination of radar and gauge data. Long lists of vastly differ-
ent Z–R relationships have been derived in different geographical locations and for different
rainfall regimes. Choosing one from the lists according to the local conditions and precipi-
tation types is inevitably subjective and can result in biases in the precipitation estimation.
The derivation of Z–R relationship requires drop size distribution, which might be unavail-
able in many places. Even if an accurate estimate of drop size distribution is provided, as
has been proved, it varies with time and space. As a result, it is difficult to derive a Z–R
relationship at real time due to the variability of the drop size distribution. The second in-
novation consists in the integration of wind information in the precipitation estimation at
the surface. The wind information in this context indicates the drift of precipitation field
from the radar measurement level to the ground surface. The wind information is not given
as an exact vector, but as a two-dimensional probability mass function, indicating the possi-
bility of individual vectors. And the wind information is integrated by a weighted average
of a bunch of shifted fields, weighing on the probability of the respective shifting vectors.
The two problems mentioned above are addressed as follow.
For the problem “conversion of radar reflectivity to precipitation intensity”: Radar data
is used semiquantitatively (quantile map) as a pattern indicator for the precipitation at the
surface. Surface precipitation estimates are obtained by combining rain gauge observations
and radar quantile map nonlinearly. Specifically, the radar quantile map is converted to a
precipitation map by the marginal distribution function, which is generated based on rain
gauge observations and the collocated radar quantiles. Note, there is no requirement on the
accuracy of the Z–R relationship, and there is even no need to convert radar reflectivity to
precipitation rate providing the monotonic relationship between the two variables. Because
radar data is only used semiquantitatively as a quantile map. In this way, radar reflectivity
is related to precipitation intensity in a nonparametric manner free from the influence of the
uncertainty in Z–R relationship.
For the problem “extrapolation of reflectivity measured aloft to the surface”: An as-
sumption is made that the spatial pattern at the radar measurement level is more stable
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along the vertical distance compared to the rainfall related variables, such as reflectivity, pre-
cipitation rate and precipitation accumulation. If the precipitation field aloft is free from the
influence of the wind, then the method of updating the marginal of the radar quantile map
by the precipitation marginal at the surface is already an adequate remedy to the problem.
However, the wind imposes an influence on the field that cannot be neglected, especially
for small domains and for events with convective behaviors. Thus wind effect is considered
in surface precipitation estimation by comparing the statistics of surface observations and
the collocated radar quantiles in the shifted fields. The shifting vector induced by the wind
is considered as a random variable, whose probability mass function is determined by the
mentioned statistics. And surface precipitation estimates are expressed by a weighted av-
erage of multiple shifted rainfall fields, weighting on the probability mass function of the
wind-induced vector. Those shifting vectors which are more capable of increasing the men-
tioned statistics, or in other words associated with larger probability are more influential
on the resultant expected field. In this way, the estimates of surface precipitation by the
expected field maximizes the agreement of radar and gauge data. And then, the expected
field is improved at the observational locations by geostatistical interpolation methods.
The change in the spatial pattern of the field from the radar measurement level to the ground
surface is only considered as an overall migration, namely the entire field is assumed to
move uniformly with a single vector, which might be invalid in complex meteorological
situations. There exist many factors contributing to the non-uniform change in the spatial
pattern, such as non-uniform movement of the field due to wind turbulence; non-uniform
evaporation and low-level growth of precipitation, which is very likely in complex topogra-
phy due to the upslope flow. The non-uniform change in the spatial pattern is not considered
in surface precipitation estimation. To remediate the situation, some random change in the
spatial pattern is allowed and conditional simulation methods are employed to include the
random change in the spatial pattern. Specifically, the simulated realizations of surface pre-
cipitation are similar with the expected rainfall field to a predefined degree. The governing
constraint for similarity is the correlation coefficient. Realizations of surface precipitation by
two simulation methods, random mixing and phase annealing, are compared.
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