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A STABILITY PROBLEM FOR SOME COMPLETE AND
MINIMAL GABOR SYSTEMS IN L2(R)
YOUSSEF OMARI
Abstract. A Gabor system in L2(R), generated by a window g ∈
L2(R) and associated with a sequence of times and frequencies Γ ⊂ R2,
is a set formed by translations in time and modulations of g. In this
paper we consider the case when g is the Gaussian function and Γ is a
sequence whose associated Gabor system GΓ is complete and minimal in
L2(R). We consider two main cases: that of the lattice without one point
and that of the sequence constructed by Ascensi, Lyubarskii and Seip
lying on the union of the coordinate axes of the time-frequency space.
We study the stability problem for these two systems. More precisely,
we describe the perturbations of Γ such that the associated Gabor sys-
tems remain to be complete and minimal. Our method of proof is based
essentially on estimates of some infinite products.
1. Introduction
Gabor analysis is a method, introduced in [10], to express arbitrary
square integrable functions using a countable set with minimal support in
the time-frequency plane. Gabor systems are sets formed by translations
in time and frequency of a single function. The signals are represented as
series over the Gabor systems. We refer to [11, 12, 17] for more details on
this theory.
A Gabor system generated by a function g ∈ L2(R) and associated with
a sequence Λ of distinct points in R2 is given by
GΛ :=
{
ρ(x,y)g(t) := e
2ipiytg(t− x) : (x, y) ∈ Λ
}
.
Throughout this paper g is the Gaussian window e−pit
2
. The element ρ(x,y)g
is the time-frequency shift of g, with respect to a point (x, y), in the phase
space. By definition,
ρ(x,y)g(t) = MyTxg(t), x, y, t ∈ R,
where Tx and My are two unitary operators in L2(R) given by
Tx : f 7−→ Txf(t) := f(t− x), My : f 7−→ Myf(t) := e2ipiytf(t).
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It is well-known that GΛ cannot be a Riesz basis in L2(R) (see [7, 8, 18,
20]). However, there are numerous complete and minimal Gabor systems.
A typical example is the lattice without one point, Γ1 := Z × Z \ {(0, 0)},
(see [22, Theorem 5.9]). More generally, for every ν ∈ (0, 1] the system GΓν
is complete and minimal (see [16, Theorem 2]), where Γν is given by
Γν :=
(
Z× (Z \ {0})
)
∪
(
Z− × {0}
)
∪
{
(m+ ν, 0)
}
m≥0
.
It is easy to see that the uniform Beurling density of these sequences is 1
and they are separated. As a consequence, GΓν is neither a Gabor frame
nor a Riesz sequence in L2(R) (see [18, 20]). Another interesting example of
a complete and minimal Gabor system in L2(R) was provided by Ascensi,
Lyubarskii and Seip in [1]. This system is associated with a non separated
sequence lying on the coordinate axes of the plane R2. It turns out that the
lower Beurling density of this sequence is zero, hence the associated Gabor
system is very far from being a Gabor frame or a Riesz sequence in L2(R).
The sequence is given by
Γ :=
{
(±
√
2n, 0), (0,±
√
2n) : n ≥ 1
}
∪ {(±1, 0)}.
Later on, Belov proved in [6] that if a Gabor system GΛ is complete
and minimal in L2(R), then its unique biorthogonal system, noted
{
h(x,y) :
(x, y) ∈ Λ}, is also complete and minimal in L2(R). This means that every
complete and minimal Gabor system constitutes a Markushevich basis or
simply an M-basis in L2(R). Thus, every function in L2(R) (or, equivalently,
by the Bargmann transform in the Fock space) is uniquely determined by
its Fourier coefficients with respect to such Gabor system. We write
f ∼
∑
(x,y)∈Λ
〈f, h(x,y)〉 ρ(x,y)g, f ∈ L2(R).
For the convergence of such series we refer to the works by Lyubarskii and
Seip in [17] and by Dumont and Kellay in [9]. Throughout this paper, we
identify R2 with the complex plane C and we write
(1.1) Γν = {γm,n := m+ in : (m,n) ∈ Iν} = {γ}γ∈Γν ,
where Iν =
(
Z× (Z \ {0})) ∪ (Z− × {0}) ∪ {(m′ + ν, 0)}
m′≥0
and
(1.2) Γ =
{
±
√
2n, ±i
√
2n : n ≥ 1
}
∪ {±1} = {γ}γ∈Γ.
A natural question in the context of the time-frequency analysis is the
study of complete and minimal Gabor systems. The question we deal with
in the present paper is, for a given Σ where Σ = Γ or Γν , to characterize
the multiplicatively perturbed systems GΛ that remain to be complete and
A STABILITY PROBLEM FOR SOME COMPLETE AND MINIMAL GABOR SYSTEMS IN L
2(R) 3
minimal; here
Λ :=
{
λσ := σe
δσeiθσ : σ ∈ Σ} .
For different problems concerning spectral synthesis in the Fock type spaces
see [3, 5] and the references therein.
1.1. Finite strip perturbation of Γν . To simplify the statements, we
begin by dealing with perturbations on a finite strip, the general case will
be presented in the next subsection. Our first result in such context is the
following
Theorem 1.1. Let N be a positive integer and let ΛN := {λm,n : m ∈
Z, 1 ≤ n ≤ N} be a sequence of complex numbers. Let Λ := {γm,n ∈ Γν :
(m,n) ∈ Z× Z \ {1 ≤ n ≤ N}} ∪ ΛN . If
|γm,n − λm,n| ≤ δ
N
, (m,n) ∈ Z× {1, · · · , N},(1.3)
for some δ < min{ν,1−ν}
2
, then the Gabor system GΛ associated to Λ is com-
plete and minimal in L2(R).
When ν ≤ 1/2, the condition δ < min{ν,1−ν}
2
in Theorem 1.1 is optimal.
Indeed, for fixed N ≥ 1, we denote
Λβ,N :=
{
m+ sign(m)
β
N
+ in : m ∈ Z, 1 ≤ n ≤ N
}
,
where β is a real number and sign is defined by
sign(m) :=
 +1 if m ≥ 1,0 if m = 0,−1 if m ≤ −1.
Next consider the sequences
Λβ,ν :=
{
γm,n ∈ Γν : (m,n) ∈ Z× (Z \ {1 ≤ n ≤ N})
}
∪ Λβ,N .
We have |γm,n − λm,n| = |β|N . If β = −ν, then δ = ν2 . In this case, we prove
that GΛβ,ν is complete but not minimal in L2(R). More precisely, we have
the following result.
Theorem 1.2. Let 0 < ν ≤ 1, β ∈ R. Then we have
1) If β ≤ −ν
2
, then GΛβ,ν is complete and not minimal in L2(R).
2) If −ν
2
< β ≤ 1−ν
2
, then GΛβ,ν is complete and minimal in L2(R).
3) If β > 1−ν
2
, then GΛβ,ν is not complete in L2(R).
For a real number sequence (δk,j)(k,j)∈Z×{1,··· ,N} we use the notations :
δ(Λ) := lim sup
m→∞
1
logm
∑
−m≤k≤m
1≤j≤N
δk,j, and δˆ(Λ) := lim inf
m→∞
1
logm
∑
−m≤k≤m
1≤j≤N
δk,j.
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The following result is a generalization of Theorem 1.1.
Theorem 1.3. Let N be a positive integer and let ΛN := {λm,n : m ∈
Z, 1 ≤ n ≤ N} be a sequence of complex numbers. We write λm,n =
γm,ne
δm,neiθm,n, for every m ∈ Z and 1 ≤ n ≤ N , where δm,n, θm,n ∈ R.
Let
Λ :=
{
γm,n ∈ Γν : (m,n) ∈ Z×
(
Z \ {1 ≤ n ≤ N})} ∪ ΛN .
Suppose that
a) Λ is separated,
b) The sequences (mδm,n)(m,n)∈Z×{1≤n≤N} and (mθm,n)(m,n)∈Z×{1≤n≤N} are
bounded,
c)
ν − 1 < δˆ(Λ) ≤ δ(Λ) < ν.(1.4)
Then GΛ is complete and minimal in L2(R).
1.2. Unrestricted perturbation of Γν , 0 < ν ≤ 1. In this subsection
we are looking for perturbations of the whole sequence Γν . Our results are
similar to those of the previous subsection. We first establish the following
fact
Theorem 1.4. Let Λ := {λm,n}m,n∈Z be a sequence of complex numbers
such that
|γm,n − λm,n| ≤ δ|γm,n| ,(1.5)
for some δ < min{ν, 1− ν}. Then GΛ is complete and minimal in L2(R).
The condition δ < min{ν, 1 − ν} in Theorem 1.4 is optimal whenever
ν ≤ 1/2. Indeed, for a given real parameter β we consider the following
sequence
Λ˜β,ν :=
{
λγ := γe
β
|γ|2 : γ ∈ Γν
}
.(1.6)
We simply remark that
lim
|γ|→∞
|γ||γ − λγ| = lim|γ|→∞|γ|
2
∣∣∣1− e β|γ|2 ∣∣∣ = |β|.
However, if ν ≤ 1/2 and β = −ν, we have δ = |β| = ν and the system
GΛ˜β,ν is complete and not minimal in L2(R). More precisely, we prove the
following result
Theorem 1.5. Given a real parameter β, the following hold :
1) If β ≤ −ν, then GΛ˜β,ν is complete and not minimal in L2(R).
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2) If −ν < β ≤ 1− ν, then GΛ˜β,ν is complete and minimal in L2(R).
3) If β > 1− ν, then GΛ˜β,ν is not complete in L2(R).
Now, if (δγ)γ∈Γν is a sequence of real numbers, we put
δ(Λ) := lim sup
R→∞
1
logR
∑
|γ|≤R
δγ, and δˆ(Λ) := lim inf
R→∞
1
logR
∑
|γ|≤R
δγ.
Theorem 1.4 will be obtained as a consequence of the following more general
result.
Theorem 1.6. Let Λ := {λγ}γ∈Γν be a sequence of complex numbers. We
write λγ = γe
δγeiθγ , for every γ ∈ Γν, where δγ, θγ ∈ R. Assume that
i) Λ is separated,
ii) The sequences (γ2δγ)γ∈Γν and (γ
2θγ)γ∈Γν are bounded,
iii)
ν − 1 < δˆ(Λ) ≤ δ(Λ) < ν.(1.7)
Then GΛ is complete and minimal in L2(R).
1.3. Perturbation of the Ascensi-Lyubarskii-Seip sequence. In order
to simplify the statements, we present first our results by looking at the
perturbation on a half-axis. Theorem 1.10 gives the general case.
Theorem 1.7. Let Λ := {λn, −
√
2n, ±i√2n : n ≥ 1} ∪ {±1} be a
sequence of complex numbers. If∣∣∣√2n− λn∣∣∣ ≤ δ/√2n, n ≥ 1,(1.8)
for some δ < 1/2, then GΛ is complete and minimal in L2(R).
The condition δ < 1/2 in the last theorem is optimal. Indeed, consider
the sequence
Λβ :=
{√
2n+ 4β, −
√
2n, ± i
√
2n : n ≥ 1
}
∪ {±1},
where β is a real number. If β is negative we replace
√
2n+ 4β, in the defini-
tion of Λβ, by
√
2n for every 1 ≤ n < −2β. We have lim
n→∞
√
2n
∣∣√2n−√2n+ 4β∣∣ =
2|β|. For β = −1
4
, so δ = 1/2 in this case, we can prove that GΛβ is not min-
imal in L2(R). More precisely, we have the following result.
Theorem 1.8. Let β ∈ R be given. Then we have :
1) If β ≤ −1/4, then GΛβ is complete and not minimal in L2(R).
2) If −1/4 < β ≤ 1/4, then GΛβ is complete and minimal in L2(R).
3) If β > 1/4, then GΛβ is not complete in L2(R).
Theorem 1.7 is a consequence of a more general result :
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Theorem 1.9. Let Λ :=
{
λn, −
√
2n, ±i√2n : n ≥ 1} ∪ {±1} be a se-
quence of complex numbers such that λn =
√
2neδneiθn, for every n ≥ 1.
Suppose that
a) There exists c > 0 such that |λm − λn| ≥ c/min{
√
m,
√
n}, for every
n,m ≥ 1.
b) The sequences (nδn)n≥1 and (nθn)n≥1 are bounded.
c)
δ(Λ) := lim sup
n→∞
1
log n
∣∣∣∣∣
n∑
k=1
δk
∣∣∣∣∣ < 14 .(1.9)
Then GΛ is complete and minimal in L2(R).
Now, for perturbations of the whole sequence let Λ = {λγ := γeδγeiθγ :
γ ∈ Γ} be a sequence in the complex plane. We denote
∆n :=
∑
|γ|=√2n
δγ = δ√2n + δ−√2n + δi√2n + δ−i√2n, n ≥ 1.
Theorem 1.10. Let Γ be the sequence given in (1.2) and let Λ = {λγ :=
γeδγeiθγ : γ ∈ Γ} be a sequence in C. Assume that
a) There exists c > 0 such that |λγ − λγ′| ≥ c/min{|γ|, |γ′|}, for every
γ, γ′ ∈ Γ.
b) The sequences (γ2δγ)γ∈Γ and (γ
2θγ)γ∈Γ are bounded,
c) δ(Λ) := lim sup
n→∞
1
logn
∣∣∣∣ n∑
k=1
∆k
∣∣∣∣ < 14 .
Then GΛ is complete and minimal in L2(R).
Remarks. Before passing to the proofs of our results, we first give some
remarks.
1. For ν = 1/2, conditions (1.4) and (1.7) become lim sup
R→∞
1
logR
∣∣∣∣∣ ∑|γ|≤R δγ
∣∣∣∣∣ < 12 .
From Theorems 1.2 and 1.5 it is clear that this condition is optimal. In-
deed, it is easy to check that δ(Λβ,ν) = δ(Λ˜β,ν) = |β|, and GΛ−1/2,ν and
GΛ˜−1/2,ν are not complete and minimal in L2(R). On the other hand, The-
orem 1.8 ensures that condition c) in Theorems 1.9 and 1.10 is optimal.
In fact, it is simple to see that δ(Λβ) = |β| and GΛ−1/4 is not complete
and minimal in L2(R).
2. Let (δn) be a sequence of real numbers. If for some positive integerM ≥ 1,
we have
sup
n≥0
n+ 1
M
∣∣∣∣∣
n+M∑
k=n+1
δk
∣∣∣∣∣ < A,(1.10)
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then lim sup
n→∞
1
logn
∣∣∣∣ n∑
k=1
δk
∣∣∣∣ < A. Analogously, if
sup
n≥0
n+ 1
M
∣∣∣∣∣∣
∑
n+1≤|γ|≤n+M
δγ
∣∣∣∣∣∣ < A,(1.11)
for some integer M ≥ 1, then lim sup
R→∞
1
logR
∣∣∣∣∣ ∑|γ|≤R δγ
∣∣∣∣∣ < A. The converse is
not true (see Lemma 5.4).
3. In the case M = 1, condition (1.10) is similar to the Kadets and Ingham
1/4 theorem dealing with the stability problem of Riesz bases of complex
exponentials for the Hilbert space L2(−pi, pi) (see, e.g. [13, 14, 15, 19]).
Also, for arbitrary integer M ≥ 1, Theorems 1.3 and 1.9 with (1.10) and
Theorem 1.6 with (1.11) give results similar to the Avdonin theorem (see,
e.g. [2, 4]).
The plan of the paper is as follows. In the next section, we present a link
between the completeness and minimality nature of GΓ and a uniqueness
problem in the Bargmann-Fock space. In section 3, we obtain upper and
lower estimates of some modified Weierstrass infinite products. Section 4
is devoted to proving our main results. In the last section, we discuss the
optimality of our conditions and the relations between conditions (1.4) and
(1.10).
Throughout this paper, the notation U(x) . V (x) means that there
exists a constant C > 0 such that 0 ≤ U(x) ≤ CV (x) holds for every x
in the set in question. We write U(x) ≍ V (x) if both U(x) . V (x) and
V (x) . U(x) hold simultaneously.
2. Transition to the Fock space
Throughout this paper, we denote dµ(z) := e−pi|z|
2
dA(z), where dA(z) is
Lebesgue area measure in the complex plane C. The Bargmann-Fock space
F consists of all entire functions f satisfying
‖f‖2F :=
∫
C
|f(z)|2 dµ(z) < ∞.
The space F is a Hilbert space with the reproducing kernel
kz(w) = e
pizw, z, w ∈ C.
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It is well-known that the Bargmann transform given by
Bf(z) := 21/4e−pi2 z2
∫
R
f(x)e2pixz−pix
2
dx,
maps L2(R) isometrically onto F , see [22, Theorem 6.8]. Moreover, the
timeâĂŞfrequency shifts of the Gaussian are mapped to the normalized
reproducing kernels kz := kz/ ‖kz‖ of F , namely
21/4B
(
e−ipiRe(z)Im(z)ρz(e−pix
2
)
)
= kz , z ∈ C.(2.1)
For more informations on the Bargmann transform we refer the reader to
[11, 22].
We recall that a sequence Λ ⊂ C of distinct points is said to be a set
of uniqueness for F if the unique function in F vanishing on Λ is the zero
function. We say also that a countable set Λ ⊂ C is a zero set for F when-
ever there exists a non identically zero function f ∈ F such that Λ is exactly
the zero set of f , counting the multiplicities.
Following [1], a sequence Λ is called a set of uniqueness of zero excess
for F if it is a set of uniqueness for F and when we remove any point of Λ,
it becomes a zero set for F .
The formula (2.1) and a standard duality argument give the following
result
Lemma 2.1. A system GΛ is complete and minimal in L2(R) if and only
if the system {kλ}λ∈Λ is complete and minimal in F , that is, if and only if
the sequence Λ is a uniqueness set of zero excess for F .
We refer to [1, 6] for the proof of the above lemma. It follows that the
sequences
(2.2) Γ :=
{
±
√
2n, ±i
√
2n : n ≥ 1
}
∪ {±1} = {γ}γ∈Γ
and
(2.3)
Γν =
{
γm,n := m+in : (m,n) ∈ Z×(Z \ {0})
}
∪Z−∪{m+ν}m≥0 = {γ}γ∈Γν
are uniqueness sets of zero excess for F .
3. Key Lemmas
In this section, we introduce certain modified Weierstrass products and
prove some estimates of these functions which will play a crucial role in the
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proof of our results. We first consider the sequences
Γν :=
{
γm,n := m+ in : (m,n) ∈ Z× (Z \ {0})
}
∪ Z− ∪ {m+ ν}m≥0,
where ν is a real number in the interval (0, 1]. Now, let N be a positive
integer and let ΛN := {λm,n : m ∈ Z, 1 ≤ n ≤ N} be a sequence of
complex numbers. We write λm,n = γm,neδm,neiθm,n , for every m ∈ Z and
1 ≤ n ≤ N , where δm,n, θm,n ∈ R. Let
Λ :=
{
γm,n ∈ Γν : (m,n) ∈ Z×
(
Z\{1 ≤ n ≤ N})}∪ΛN = {λm,n}(m,n)∈Z2 .
We associate with Λ the following infinite product
GΛ(z) := (z − λ0,0)
∏ ′
m,n∈Z
(
1− z
λm,n
)
exp
[
z
γm,n
+
z2
2γ2m,n
]
, z ∈ C.
The product (with a prime) is taken over all integersm and n with (m,n) 6=
(0, 0). The following lemma gives some estimates on GΛ.
Lemma 3.1. (1) Let Λ satisfy the conditions of Theorem 1.3. The infinite
product GΛ converges uniformly on every compact set of C and satisfies the
estimates
(1 + |Imz|)M
(1 + |z|)ν−δˆ+M
dist(z,Λ) . |GΛ(z)| e−
pi
2
|z|2 .
(1 + |z|)δ−ν+M
(1 + |Imz|)M dist(z,Λ), z ∈ C,
for some positive constant M , where δ = δ(Λ) + ε and δˆ = δˆ(Λ) − ε, for
some small positive ε.
(2) The function GΛβ,ν is holomorphic in C and satisfies the estimate∣∣GΛβ,ν (z)∣∣ e−pi2 |z|2 ≍ dist(z,Λβ,ν)(1 + |z|)ν+2β , z ∈ C,
where Λβ,ν :=
{
γm,n ∈ Γν : (m,n) ∈ Z×
(
Z \ {1 ≤ n ≤ N})}∪Λβ,N and
Λβ,N :=
{
m+ sign(m) β
N
+ in : m ∈ Z, 1 ≤ n ≤ N} .
Proof. To prove that GΛ is convergent, it suffices to prove that the series∑
m
log
∣∣∣∣∣
(
1− z
λm,n
)
e
z
γm,n
+ z
2
2γ2m,n
∣∣∣∣∣
converges uniformly on every compact set of C, for each 1 ≤ n ≤ N . To
this end, fix r > 0 and |z| ≤ r. For sufficiently large m we have∣∣∣∣log [(1− zλm,n
)
e
z
γm,n
+ z
2
2γ2m,n
]∣∣∣∣ ≤ ∣∣∣∣− zλm,n + zγm,n
∣∣∣∣+O( |z|2m2
)
. |z| |δm,n|+ |θm,n|
m
+O
( |z|2
m2
)
.
The latter inequality together with conditions of Theorem 1.3 imply that
GΛ is an entire function and vanishes exactly on Λ.
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Now, we estimate the function GΛ. To do this, write
GΛ(z) = σ(z)
z − γ0,0
z
∏ ′
m∈Z, 0≤n≤N
1− z/λm,n
1 − z/γm,n , z ∈ C \ ΓN ,
where ΓN := {γm,n ∈ Γν : (m,n) ∈ Z×{0 ≤ n ≤ N}}. Taking into account
the estimate of the Weierstrass σ−function, it suffices to prove that there
exists a positive number M such that the following estimates hold :
(1 + |Imz|)M
(1 + |z|)M+ν−δˆ .
dist(z,Γ0)
dist(z,Λ)
∏ ′
m∈Z, 0≤n≤N
∣∣∣∣1− z/λm,n1− z/γm,n
∣∣∣∣ . (1 + |z|)M−ν+δ(1 + |Imz|)M .
First of all, it is clear that
(3.1)
∏
0≤n≤N
∣∣∣∣1− z/λ0,n1− z/γ0,n
∣∣∣∣ ≍ 1, |z| → ∞.
Now, set
(3.2)
Θ(z) :=
∏
m≥1, 0≤n≤N
(1− z/λm,n)(1− z/λ−m,n)
(1− z/γm,n)(1− z/γ−m,n) = Θ1(z)Θ2(z), z ∈ C \ΓN ,
where
Θ1(z) =
∏
1≤m≤2|z|, 0≤n≤N
γm,nγ−m,n
λm,nλ−m,n
(z − λm,n)(z − λ−m,n)
(z − γm,n)(z − γ−m,n) ,
and
Θ2(z) =
∏
|m|>2|z|, 0≤n≤N
1− z/λm,n
1− z/γm,n .(3.3)
• Estimates of Θ1. Let δ = δ(Λ) + ε and δˆ = δˆ(Λ)− ε, where ε is a small
positive real number. We have∑
1≤m≤2|z|
0≤n≤N
log
∣∣∣∣ γm,nγ−m,nλm,nλ−m,n
∣∣∣∣ = ∑
1≤m≤2|z|
log
m
m+ ν
+
∑
1≤m≤2|z|, 1≤n≤N
(δm,n + δ−m,n)
= −ν log |z|+
∑
1≤m≤2|z|, 1≤n≤N
(δm,n + δ−m,n) +O(1).
By the definition of δ(Λ) and δˆ(Λ), we have
(−ν + δˆ) log |z|+O(1) ≤
∑
1≤m≤2|z|, 0≤n≤N
log
∣∣∣∣ γm,nγ−m,nλm,nλ−m,n
∣∣∣∣ ≤ (−ν + δ) log |z|+O(1).
(3.4)
Suppose that z ∈ C+ := {z ∈ C : Rez ≥ 0}. We use that
log |1 + z| = Rez +O(|z|2), Re(z) ≥ −1
2
, |z| < 1.(3.5)
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Now, for fixed 1 ≤ n ≤ N , we have∣∣∣∣∣∣log
∏
1≤m≤2|z|
∣∣∣∣z − λ−m,nz − γ−m,n
∣∣∣∣
∣∣∣∣∣∣ =
∣∣∣∣∣∑
m∈J
log
∣∣∣∣1 + γm,n − γm,neδm,neiθm,nz − γm,n
∣∣∣∣
∣∣∣∣∣
≤
∑
m∈J
∣∣∣∣γm,n − γm,neδm,neiθm,nz − γm,n
∣∣∣∣+O(1)
≍
∑
m∈J
|m| |δm,n|+ |θm,n||z| +O(1) = O(1)
where J := {m ∈ Z : −2|z| ≤ m ≤ −1}. Also, we have ∏
1≤m<2|z|
∣∣∣ z−λ−m,0z−γ−m,0 ∣∣∣ =
1. Therefore, ∏
1≤m<2|z|, 0≤n≤N
∣∣∣∣z − λ−m,nz − γ−m,n
∣∣∣∣ ≍ 1.(3.6)
Now, since the sequences (mδm,n) and (mθm,n) are bounded, it follows
that γm,n − γm,neδm,neiθm,n is bounded too. Let j be an integer such that∣∣γm,n − γm,neδm,neiθm,n∣∣ ≤ j. We next write z = u + iv. In what follows,
we will divide K := {m ∈ Z : 1 ≤ m ≤ 2|z|} into three parts K =
K0 ∪ K1 ∪ K2, where K0 := {m ∈ N : u − 10j < m < u + 10j}, K1 :=
{m ∈ K : m ≤ u− 10j} and K2 := {m ∈ K : u+ 10j ≤ m}. Clearly, we
have ∏ ′
m∈K0
0≤n≤N
∣∣∣∣z − γm,neδm,neiθm,nz − γm,n
∣∣∣∣ ≍ dist(z,Λ)dist(z,Γν) .(3.7)
Next we write γm,n − γm,neδm,neiθm,n = ηm,n = |ηm,n|eiψm,n . Using (3.5), for
fixed 1 ≤ n ≤ N , we get
log
∏
m∈K1∪K2
∣∣∣∣z − γm,neδm,neiθm,nz − γm,n
∣∣∣∣ = ∑
m∈K1∪K2
Re
(
ηm,n
z − γm,n
)
+O(1)
=
∑
m∈K1∪K2
|ηm,n| cos (ψm,n) u−m|z − γm,n|2
+
∑
m∈K1∪K2
|ηm,n| sin (ψm,n) v − n|z − γm,n|2 +O(1).
Hence,∣∣∣∣∣∣
∑
m∈K1∪K2
|ηm,n| sin (ψm,n) v − n|z − γm,n|2
∣∣∣∣∣∣ .
∑
m∈K1∪K2
|v − n|
(u−m)2 + (v − n)2
≤
∑
m≥1
1
|v − n|
[
(u−mv−n )
2 + 1
] = O(1).
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Thus,∣∣∣∣∣∣log
∏
m∈K1∪K2
∣∣∣∣z − γm,neδm,neiθm,nz − γm,n
∣∣∣∣
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
m∈K1∪K2
u−m
|z − γm,n|2 |ηm,n| cos(ψm,n) +O(1)
∣∣∣∣∣∣
≤ j
∑
n∈K1
u−m
|z − γm,n|2 + j
∑
m∈K2
m− u
|z − γm,n|2 +O(1)
=M log
|z|
1 + |Imz| +O(1).(3.8)
It follows from (3.7) and (3.8) that
(3.9)(
1 + |Im(z)|
1 + |z|
)M dist(z,Λ)
dist(z,Γ0)
.
∏
m∈K
1≤n≤N
∣∣∣∣z − γm,neδm,neiθm,nz − γm,n
∣∣∣∣ . ( 1 + |z|1 + |Im(z)|
)M dist(z,Λ)
dist(z,Γ0)
.
When n = 0, we have
log
∏
m∈K1∪K2
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣ = ∑
m∈K1∪K2
log
∣∣∣∣1− νz −m
∣∣∣∣
= −ν
∑
m∈K1∪K2
u−m
(u−m)2 + v2 +O(1) = O(1).(3.10)
Combining (3.4), (3.6), (3.9) and (3.10), we conclude that
(3.11)
(1 + |Imz|)M
(1 + |z|)ν−δˆ+M
dist(z,Λ)
dist(z,Γ)
. |Θ1(z)| . (1 + |z|)
δ−ν+M
(1 + |Imz|)M
dist(z,Λ)
dist(z,Γ)
,
for every z ∈ C \ Γ.
• Estimates of Θ2. Under the conditions of Theorem 1.3, for fixed
0 ≤ n ≤ N , we have
log |Θ2(z)| =
∑
m>2|z|
log
∣∣∣∣(1− z/λm,n)(1 − z/λ−m,n)(1− z/γm,n)(1 − z/γ−m,n)
∣∣∣∣
≤
∑
m>2|z|
∣∣∣∣1− z/λm,n1− z/γm,n − 1
∣∣∣∣+ ∣∣∣∣1− z/λ−m,n1 + z/γm,n − 1
∣∣∣∣
. |z|
∑
m>2|z|
|δm,n|+ |θm,n|
m
= O(1).
By changing the roles of Γ0 and Λ in the above calculation, we obtain∏
m>2|z|
0≤n≤N
∣∣∣∣(1− z/λm,n)(1− z/λ−m,n)(1− z/γm,n)(1− z/γ−m,n)
∣∣∣∣ ≍ 1.(3.12)
Finally, combining (3.11) and (3.12) we get
(1 + |Imz|)M
(1 + |z|)ν−δˆ+M
dist(z,Λ) . |GΛ(z)| e−
pi
2
|z|2 .
(1 + |z|)δ−ν+M
(1 + |Imz|)M dist(z,Λ), z ∈ C.
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(2) In order to estimate the function GΛβ,ν , we write
GΛβ,ν (z) = GΓν (z)
∏
m∈Z
1≤n≤N
1− z/λm,n
1− z/γm,n = GΓν (z)Θ1(z)Θ2(z), z ∈ C \ ΓN ,
where Θ1 and Θ2 are as in the previous argument. As above,
|Θ2(z)| ≍ 1, z ∈ C.(3.13)
To estimate the factor Θ1, we observe that
(3.14)∑
1≤m≤2|z|
1≤n≤N
log
∣∣∣∣ γm,nγ−m,nλm,nλ−m,n
∣∣∣∣ = −2β ∑
1≤m≤2|z|
1
m
+O(1) = −2β log |z| +O(1).
Now suppose that Rez > 0. As above, we have∏
m≤2|z|
∣∣∣∣z − λ−m,nz − γ−m,n
∣∣∣∣ ≍ 1, z ∈ C \ ΓN .(3.15)
Finally,
log
∏
1≤m≤2|z|,n
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣ = log ∏
m∈K0,n
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣+ ∑
m∈K1∪K2,n
log
∣∣∣∣1− β/Nz − γm,n
∣∣∣∣
= log
dist(z,Λβ,ν)
dist(z,Γ)
− 2β log |1− z|
10j + |v|
10j + |v|
|2|z| − z| +O(1)
= log
dist(z,Λβ,ν)
dist(z,Γ)
+O(1),(3.16)
where z = u+ iv. By combining (3.13), (3.14), (3.15) and (3.16), we obtain
the desired estimate. This completes the proof. 
Now, let Λ := {λm,n : m,n ∈ Z} be a sequence of complex numbers.
We write λm,n = γm,neδm,neiθm,n , for every m,n ∈ Z, where δm,n, θm,n ∈ R.
Set
GΛ(z) := (z − λ0,0)
∏ ′
(m,n)∈Z2
(
1− z
λm,n
)
exp
[
z
γm,n
+
z2
2γ2m,n
]
, z ∈ C.
Lemma 3.2. (1) Under the conditions of Theorem 1.6, GΛ is an entire
function and we have
(1 + |Imz|)M
(1 + |z|)ν−δˆ+M
dist(z,Λ) . |GΛ(z)| e−
pi
2
|z|2 .
(1 + |z|)δ−ν+M
(1 + |Imz|)M dist(z,Λ), z ∈ C,
for some positive constant M , where δ = δ(Λ) + ε and δˆ = δˆ(Λ) − ε, for
some small positive ε.
(2) The function GΛ˜β,ν is holomorphic in C and satisfies the estimate
(1 + |Imz|)M
(1 + |z|)ν+β+M dist(z, Λ˜β,ν) .
∣∣∣GΛ˜β,ν (z)∣∣∣ e−pi2 |z|2 . (1 + |z|)−β−ν+M(1 + |Imz|)M dist(z, Λ˜β,ν),
for every z ∈ C.
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Proof. The infinite product defining GΛ converges uniformly on every com-
pact set of C. Indeed, we have∣∣∣∣∣log
[(
1− z
λm,n
)
e
z
γm,n
+ z
2
2γ2m,n
]∣∣∣∣∣ ≤
∣∣∣∣− zλm,n + zγm,n
∣∣∣∣+ ∣∣∣∣− z22λ2m,n + z
2
2γ2m,n
∣∣∣∣+O( |z|3|γm,n|3
)
. |z| |δm,n|+ |θm,n||γm,n| + |z|
|δm,n|+ |θm,n|
|γm,n|2 +O
( |z|3
|γm,n|3
)
.
Now, to estimate the function GΛ we first write
|GΛ(z)|
dist(z,Λ)
=
|GΓν(z)|
dist(z,Γν)
∏
m,n
∣∣∣∣1− z/λm,n1 − z/γm,n
∣∣∣∣ dist(z,Γν)dist(z,Λ) .
We have∑
m,n∈Z
log
∣∣∣∣1− z/λm,n1− z/γm,n
∣∣∣∣ = ∑
|γm,n|≤2|z|
log
∣∣∣∣1− z/λm,n1− z/γm,n
∣∣∣∣+ ∑
|γm,n|>2|z|
· · · .
As in the proof of Lemma 3.1 we have∑
|γm,n|>2|z|
log
∣∣∣∣1− z/λm,n1− z/γm,n
∣∣∣∣ ≤ ∑
m2+n2>4|z|2
∣∣∣∣z/γm,n − z/λm,n1− z/γm,n
∣∣∣∣
. |z|
∑
m2+n2>4|z|2
|δm,n|+ |θm,n|
(m2 + n2)1/2
= O(1).
By changing the roles of Λ and Γν in the previous calculation, we conclude
that ∏
|γm,n|≥2|z|
∣∣∣∣1− z/λm,n1− z/γm,n
∣∣∣∣ ≍ 1.(3.17)
Furthermore, we have∑
|γm,n|≤2|z|
log
∣∣∣∣1− z/λm,n1− z/γm,n
∣∣∣∣ = ∑
|γm,n|≤2|z|
δm,n +
∑
|γm,n|≤2|z|
log
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣ .
By the definitions of δ(Λ) and δˆ(Λ), we have
δˆ log |z|+O(1) ≤
∑
|γm,n|≤2|z|
δm,n ≤ δ log |z| +O(1).(3.18)
If Rez > 0, then∑
m2+n2≤4|z|2
m≤0
log
∣∣∣∣1− γm,n(1− eδm,neiθm,n)z − γm,n
∣∣∣∣ ≤ ∑
m2+n2≤4|z|2, m≤0
∣∣∣∣γm,n(1− eδm,neiθm,n)z − γm,n
∣∣∣∣
.
1
|z|
∑
0<m2+n2≤4|z|2
1
(m2 + n2)1/2
= O(1).
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Hence,
log
∏
|γm,n|≤2|z|
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣ = ∑
|γm,n|≤2|z|, m>0
log
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣
= log
dist(z,Λ)
dist(z,Γν)
+
∑
|γm,n|≤|z|/2
log
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣
+
∑
|z|/2≤|γm,n|≤2|z|, m>0
· · ·+O(1).
Since ∑
|γm,n|≤|z|/2
log
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣ ≤ ∑
|γm,n|≤|z|/2
∣∣∣∣γm,n − λm,nz − γm,n
∣∣∣∣
.
1
|z|
∑
m2+n2≤|z|2/4
1
(m2 + n2)1/2
= O(1),
we obtain
log
∏
|γm,n|≤2|z|
∣∣∣∣z − λm,nz − γm,n
∣∣∣∣
= log
dist(z,Λ)
dist(z,Γν)
+
∑
|z|/2≤|γm,n|≤2|z|, m>0
Re
[
γm,n − λm,n
z − γm,n
]
+O(1)
= log
dist(z,Λ)
dist(z,Γν)
+
∑′′
Re
[ |ηm,n|eiψγ
γ(z − γm,n)
]
+O(1)
= log
dist(z,Λ)
dist(z,Γν)
+
∑′′
Re
[ |ηm,n|eiθγ+iψγ ((u−m)− i(v − n))
|γ||z − γm,n|2
]
+O(1),
the summation (with double primes) is taken over all integers m and n
with (m,n) ∈
{
(m,n) ∈ Z+ × Z : |z − λm,n|, |z − γm,n| ≥ 1, and |z|/2 ≤
|γm,n| ≤ 2|z|
}
. Note again that∣∣∣∣∑′′ |ηγ |(v − n) sin(φ)|γ| ((u−m)2 + (v − n)2)
∣∣∣∣ ≤ A|z| ∑−2|z|≤n≤2|z|
∑
m
1
|v − n|
((
u−m
v−n
)2
+ 1
) = O(1).
Consequently,∣∣∣∣log∏′′ ∣∣∣∣z − λm,nz − γm,n
∣∣∣∣∣∣∣∣ ≤ A|z|∑′′ |u−m||z − γm,n|2 +O(1)
≤ A|z|
∑
−2|z|≤n≤2|z|
∑
m
|u−m|
|z − γm,nv |2
+O(1)
= M log
1 + |z|
1 + |Imz| .(3.19)
Finally,
(1 + |Imz|)M
(1 + |z|)ν−δˆ+M dist(z,Λ) . |GΛ(z)|e
−pi
2
|z|2 .
(1 + |z|)δ−ν+M
(1 + |Imz|)M dist(z,Λ).
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(2) The estimate of the function GΛ˜β,ν can be obtained by the same way.
We just write
log
∣∣∣∣∣GΛ˜β,ν (z)GΛν (z)
∣∣∣∣∣ = ∑|γ|≤2|z|+
∑
|γ|≥2|z|
log
∣∣∣∣1− z/λγ1− z/γ
∣∣∣∣
=
∑
|γ|≤2|z|
−β
|γ|2 + log
∣∣∣∣∣∣z − γe
β
|γ|2
z − γ
∣∣∣∣∣∣+O(1)
= −β log |z|+
∑
|γ|≤2|z|
log
∣∣∣∣∣∣z − γe
β
|γ|2
z − γ
∣∣∣∣∣∣+O(1).
By the above argument and the estimates on the function GΓν , the desired
estimates follow. 
In the rest of this section, we prepare some ingredients necessary for
proving the results in the third subsection. Let GΓ be the entire function
defined by
GΓ(z) :=
z2 − 1
piz2
sin
(pi
2
z2
)
, z ∈ C,
and vanishing exactly on Γ = {±√2n, ±i√2n : n ≥ 1} ∪ {±1}. In a
similar way, we associate the function
(3.20) GΛ(z) = (z2 − 1)
∏
n≥1
(
1 +
z2
2n
)(
1 +
z√
2n
)(
1− z
λn
)
, z ∈ C,
to Λ := {λn, −
√
2n, ±i√2n : n ≥ 1} ∪ {±1}. Furthermore, we consider
the functions GΛβ given in (3.20) associated to
Λβ :=
{√
2n+ 4β, −
√
2n, ±i
√
2n : n ≥ 1
}
∪ {±1} .(3.21)
We denote R := {z ∈ C : Rez > |Imz| ≥ 0}. The following key lemma
describes some properties of the functions GΛ and GΛβ .
Lemma 3.3. (1) Under the conditions of Theorem 1.9, the infinite product
in (3.20) converges uniformly on every compact set of C and hence GΛ is
an entire function vanishing exactly on Λ. Furthermore,
(1 + |Imz2|)M |GΓ(z)|
(1 + |z|)2δ+2M
dist(z,Λ)
dist(z,Γ)
. |GΛ(z)| . (1 + |z|)
2δ+2M |GΓ(z)|
(1 + |Imz2|)M
dist(z,Λ)
dist(z,Γ)
,
for every z ∈ R and
|GΓ(z)|
(1 + |z|)2δ . |GΛ(z)| . (1 + |z|)
2δ |GΓ(z)| , z ∈ C \ R.
Here δ = δ(Λ) + ε for a positive number ε small enough.
(2) The function GΛβ is holomorphic in C and Λβ is exactly the zero set of
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GΛβ . Moreover, we have∣∣GΛβ(z)∣∣ ≍ |GΓ(z)|(1 + |z|)2β dist(z,Λβ)dist(z,Γ) , z ∈ C \ Γ,(3.22)
and Λβ is the zero set of GΛβ .
Proof. (1) We write the infinite product defining the function GΛ in (3.20)
as follows :
GΛ(
√
2z) = (2z2 − 1)
∏
n≥1
(
1 +
z2
n
)
e−
z2
n ×
∏
n≥1
(
1 +
z√
n
)(
1−
√
2z
λn
)
e
− z√
n
+ z
2
n
+ z√
n .
(3.23)
Fix r > 0 and |z| ≤ r. For sufficiently large n we have∣∣∣∣∣log
[(
1−
√
2z
λn
)
e
z√
n
+ z
2
2n
]∣∣∣∣∣ ≤
∣∣∣∣∣−
√
2z
λn
− z
2
λ2n
+
z√
n
+
z2
2n
∣∣∣∣∣+O
( |z|3
n3/2
)
. |z| |δn|+ |θn|√
n
+ |z|2 |δn|+ |θn|
n
+
|z|3
n3/2
.
Consequently, GΛ is an entire function and vanishes exactly on Λ. Now, we
will estimate the function GΛ. To this end, write
GΛ(
√
2z) =
(2z2 − 1)
piz2
sin(piz2)
∏
n≥1
1− (√2z)/λn
1− z/√n , z ∈ C \ Γ
+,
where Γ+ := {√n : n ≥ 1}. It suffices to estimate the infinite product
Ψ (z) :=
∏
n≥1
1− (√2z)/λn
1− z/√n = Ψ1(z)Ψ2(z), z ∈ C \ Γ
+,(3.24)
where
Ψ1(z) =
∏
√
n≤2|z|
√
2n
λn
z − λn/
√
2
z −√n and Ψ2(z) =
∏
√
n≥2|z|
√
2n
λn
z − λn/
√
2
z −√n .
• Upper and lower estimates of Ψ1. Let δ = δ(Λ) + ε, where ε is a
small positive real number. We have∣∣∣∣∣∣
∑
√
n≤2|z|
log
∣∣∣∣∣
√
2n
λn
∣∣∣∣∣
∣∣∣∣∣∣ ≤ δ log (4|z|2) = 2δ log |z|+O(1).(3.25)
On the one hand, let z ∈ C\R = {z ∈ C : Rez ≤ 0 or 0 ≤ Rez ≤ |Imz|}.
Recall that
log |1 + z| = Rez +O(|z|2), Re(z) ≥ −1
2
, |z| < 1.(3.26)
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Then ∣∣∣∣∣∣log
∏
1≤√n≤2|z|
∣∣∣∣∣z − λn/
√
2
z −√n
∣∣∣∣∣
∣∣∣∣∣∣ =
∣∣∣∣∣∑
n∈J
Re
√
n−√neδneiθn
z −√n +O(1)
∣∣∣∣∣
≍
∑
n∈J
√
n
|δn|+ |θn|
|z| +O(1) = O(1),
where J := {n ∈ N : 1 ≤ n ≤ 4|z|2}. Therefore,∏
√
n<2|z|
∣∣∣∣∣z − (λn/
√
2)
z −√n
∣∣∣∣∣ = ∏
n∈J
∣∣∣∣∣z − (λn/
√
2)
z −√n
∣∣∣∣∣ ≍ 1.(3.27)
Combining (3.25) and (3.27), we obtain
(3.28)
1
(1 + |z|)2δ . |Ψ1(z)| . (1 + |z|)
2δ, z ∈ C \ R.
On the other hand, let z ∈ R\Γ+. Using the calculation in the previous
case and changing z by −z, we get
(3.29)
∏
n∈J
∣∣∣∣∣z − (λn/
√
2)
z −√n
∣∣∣∣∣ ≍∏
n∈J
∣∣∣∣z2 − λ2n/2z2 − n
∣∣∣∣ = ∏
n∈J
∣∣∣∣w − ne2δne2iθnw − n
∣∣∣∣ .
By the proof of Lemma 3.1 we have
(3.30)(
1 + |Im(z2)|
1 + |z|2
)M
dist(z,Λ)
dist(z,Γ+)
.
∏
n∈J
∣∣∣∣w − ne2δne2iθnw − n
∣∣∣∣ . ( 1 + |z|21 + |Im(z2)|
)M
dist(z,Λ)
dist(z,Γ+)
.
Consequently,
(3.31)(
1 + |Im(z2)|
1 + |z|2
)M
dist(z,Λ)
dist(z,Γ+)
.
∏
1<
√
n<2|z|
∣∣∣∣∣z − (λn/
√
2)
z −√n
∣∣∣∣∣ .
(
1 + |z|2
1 + |Im(z2)|
)M
dist(z,Λ)
dist(z,Γ+)
.
By (3.25) and (3.31), we get finally the estimate
(3.32)
(1 + |Imz2|)M
(1 + |z|)2δ+2M
dist(z,Λ)
dist(z,Γ)
. |Ψ1(z)| . (1 + |z|)
2δ+2M
(1 + |Imz2|)M
dist(z,Λ)
dist(z,Γ)
,
for every z ∈ R \ Γ.
•Upper and lower estimates of Ψ2. Under the conditions of Theorem
1.3, we have
log |Ψ2(z)| ≤
∑
√
n≥2|z|
∣∣∣∣∣1− (
√
2z)/λn
1− z/√n − 1
∣∣∣∣∣ . |z| ∑√
n≥2|z|
|δn|+ |θn|√
n
= O(1).
Since Γ and Λ play symmetric roles in the above calculation, we then get
|Ψ2(z)| =
∏
√
n≥2|z|
∣∣∣∣∣1− (
√
2z)/λn
1− z/√n
∣∣∣∣∣ ≍ 1.(3.33)
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Now, combining (3.28), (3.11) and (3.33), we obtain
|GΓ(z)|
(1 + |z|)2δ . |GΛ(z)| . (1 + |z|)
2δ|GΓ(z)|, z ∈ C \ R,
and
|GΓ(z)| (1 + |Imz
2|)M
(1 + |z|)2δ+2M
dist(z,Λ)
dist(z,Γ)
. |GΛ(z)| . |GΓ(z)|(1 + |z|)
2δ+2M
(1 + |Imz2|)M
dist(z,Λ)
dist(z,Γ)
,
for every z ∈ R \ Γ, and the first part in Lemma 3.1 is proved.
(2) The estimate of the function GΛβ is similar. 
To prove results in the third part, we need the following standard lemma.
For completeness, we include its proof.
Lemma 3.4. Let GΓ be the entire function associated with Γ and let α and
β be two real numbers. The function GΓ belongs to L
2
((
1+|z2|
1+|Imz2|
)α
dµ
1+|z|2β
)
if and only if β > 1/2.
Proof. We recall that
| sin(z)|2 = ( sin(Rez))2 + (sh(Imz))2, z ∈ C.
Therefore, the function GΓ belongs to L2
((
1+|z2|
1+|Imz2|
)α
dµ
1+|z|2β
)
if and only if∫
C
∣∣∣∣sh(pi2 Imz2)1 + |z|β
∣∣∣∣2( 1 + |z2|1 + |Imz2|
)α
e−pi|z|
2
dA(z) < ∞.
By the Tonelli theorem, we get
I :=
∫
|z|>1
∣∣∣∣sh(pi2 Imz2)|z|β
∣∣∣∣2( 1 + |z2|1 + |Imz2|
)α
e−pi|z|
2
dA(z)
≍
∫
|z|>1
1
|z|2β−2α(1 + |Imz2|)α e
pi|Imz2|−pi|z|2 dA(z)
= 8
∫ ∞
1
∫ x
0
e−pi(x−y)2
(x2 + y2)β−α(1 + xy)α
dxdy.(3.34)
It follows from a simple change of variables that
J :=
∫ x
0
e−pi(x−y)
2
(x2 + y2)β−α(1 + xy)α
dy
≍ 1
x2β−2α
∫ ∞
0
e−piy
2
(1 + x2 − xy)αχ[0,x](y) dy.(3.35)
By (3.34) and (3.35), we obtain
I =
∫ ∞
1
∫ ∞
0
1
x2β−2α(1 + x2 − xy)χ[0,x](y)e
−piy2 dxdy
=
∫ ∞
0
e−piy
2
dy
∫ ∞
max{1,y}
dx
x2β−2α(1 + x2 − xy)αdy.
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Consequently, the integral converges if and only if the following integral,∫ ∞
max{1,y}
dx
x2β−2α(1 + x2 − xy)α ,
is also convergent, that is, if and only if β > 1/2. This completes the proof.

The following lemma will be useful in the proofs of Theorems 1.9 and
1.10.
Lemma 3.5. Let Λ be a sequence satisfying the conditions of Theorem 1.9.
Then ∫
C
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z) ≍
∫
C
|F (z)|2 dµ(z)
for every entire function F vanishing on Λ.
Proof. Taking into account condition a) in Theorem 1.9, we can find a con-
stant c > 0 such that the disks {D(λn, c/
√
n)} are disjoint. We denote
DΛ(c) := ∪D(λn, c/2
√
n). Then
∫
C
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z) =
∫
C\DΛ
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z)
+
∫
DΛ
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z)
≥
∫
C\DΛ
|F (z)|2 dµ(z).(3.36)
Furthermore, for every n ≥ 1, we have∫
D(λn,c/2
√
n)
|F (z)|2 dµ(z) .
∫
D(λn,c/2
√
n)
n
∫
C(λn,c/2
√
n,c/
√
n)
|F (w)|2 dµ(w)dA(z)
≍
∫
C(λn,c/2
√
n,c/
√
n)
|F (w)|2 dµ(w).
Summing over n and using (3.36), we obtain
∫
C
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z) &
∫
C
|F (z)|2 dµ(z).
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On the other hand,
In :=
∫
D(λn,c/2
√
n)
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z)
=
∫
D(λn,c/2
√
n)
∣∣∣∣F (z)z − γmz − λn
∣∣∣∣2 dµ(z)
.
∫
D(λn,c/2
√
n)
n
∫
C(λn,c/2
√
n,c/
√
n)
∣∣∣∣F (w)w − γmw − λn
∣∣∣∣2 dµ(w)dA(z)
≍
∫
C(λn,c/2
√
n,c/
√
n)
|F (w)|2 dµ(w).
Summing again over n and using (3.36), we get∫
C
|F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z) .
∫
C
|F (z)|2 dµ(z).
This completes the proof. 
4. Proofs of the main results.
Theorems 1.1 and 1.4 will be obtained from Theorems 1.3 and 1.6 re-
spectively. The proof of Theorems 1.2, 1.3, 1.5 and 1.6 will be based on the
estimates presented in the previous section and on the following result.
Lemma 4.1. Let Λ be a sequence of complex numbers.
(1) Suppose that there exists an entire function f such that Z(f) = Λ sat-
isfying
(4.1) |f(z)| . epi2 |z|2 1
(1 + |z|)α
(
1 + |z|
1 + |Imz|
)M
, z ∈ C.
If α > 0, then Λ \ {λ}, for some λ ∈ Λ (for every λ ∈ Λ), is a zero set
for F .
(2) Assume that there exists an entire function f that vanishes exactly in
Λ and verifies
(4.2) e
pi
2
|z|2 dist(z,Λ)
(1 + |z|)α
(
1 + |Imz|
1 + |z|
)M
. |f(z)| , z ∈ C.
If α ≤ 1, then Λ is a uniqueness set for F .
Proof. (1) Let λ ∈ Λ be fixed. The function z 7−→ f(z)
z−λ is holomorphic in C
and∥∥∥∥ f.− λ
∥∥∥∥2 . ∫
C
1
(1 + |z|)2α+2
(
1 + |z|
1 + |Imz|
)2M
dm(z) ≍
∫
C
dm(z)
(1 + |z|)2α+2 .
The integral in the right hand side of the last inequality converges if
and only if α > 0.
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(2) Let g ∈ F be such that Λ ⊂ Z(g). There exists an entire function h such
that g(z) = f(z)h(z), for every z ∈ C. It follows from the estimate in
(4.2) that
|h(z)|dist(z,Λ)
(1 + |z|)α
(
1 + |Imz|
1 + |z|
)M
. |f(z)h(z)| e−pi2 |z|2 . 1, z ∈ C.
Thus, the function h is a polynomial of degree k ≤ α. Integrating both
sides of the last inequality we get∫
C
dist(z,Λ)2
(1 + |z|)2(α−k)
(
1 + |Imz|
1 + |z|
)2M
dm(z) .
∫
C
|f(z)h(z)|2 e−pi|z|2 dm(z) < ∞.
Since α ≤ 1, the integral in the left hand side of the latter inequality
diverges, and, hence, g is identically zero.

Proof of Theorem 1.3. Let Λ be a sequence of complex numbers. Let ε
be a positive number such that δ = δ(Λ)+ ε < ν and δˆ = δˆ(Λ)− ε > ν − 1.
Let GΛ be the infinite product associated to Λ. According to Lemma 3.1,
the function GΛ satisfies the estimate
dist(z,Λ)
(1 + |z|)ν−δˆ
(
1 + |Imz|
1 + |z|
)M
. |GΛ(z)| e−pi2 . dist(z,Λ)
(1 + |z|)ν−δ
(
1 + |z|
1 + |Imz|
)M
.
Since ν − 1 < δˆ ≤ δ < ν, Lemma 4.1 and the above estimates complete the
proof. 
Proof of Theorem 1.2. By Lemma 3.1, we have∣∣GΛβ,ν(z)∣∣ ≍ epi2 |z|2(1 + |z|)ν+2β dist(z,Λβ,ν), z ∈ C.(4.3)
Lemma 4.1 and this estimate yield now the conclusions of Theorem 1.2. 
Proof of Theorem 1.1. In order to prove Theorem 1.1, it suffices to check
the conditions of Theorem 1.3. Indeed, by a simple computation, we obtain
|λm+1,n − λm,n| = |λm+1,n − γm+1,n + 1 + γm,n − λm,n| ≥ 1− 2δ/N,
and
|λm,n+1 − λm,n| = |λm,n+1 − γm,n+1 + i+ γm,n − λm,n| ≥ 1− 2δ/N.
Since δ < min{ν,1−ν}
2
, the sequence Λ is separated and hence condition a) of
Theorem 1.3 holds. We also have
|γm,n − λm,n|2 = |γm,n|2
[
(1− eδm,n)2 + 4eδm,n sin2(θm,n/2)
]
,
where λm,n = γm,neδm,neiθm,n . Using this equality and (1.3), we get∣∣1− eδm,n∣∣ . 1/|γm,n| and eδm,n/2 |sin(θm,n/2)| . 1/|γm,n|, n ≥ 1.
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The sequences (mδm,n) and (mθm,n) are then bounded. Moreover,∣∣∣∣∣∣∣∣
∑
−s≤k≤s
1≤n≤N
δk,n
∣∣∣∣∣∣∣∣ ≤
∑
−s≤k≤s
1≤n≤N
∣∣∣eδk,n − 1∣∣∣+O(1)
≤ δ
N
∑
−s≤k≤s
1≤n≤N
1/|γk,n|+O(1)
= 2δ log(s) +O(1).
It follows from this that
lim sup
s→∞
1
log s
∣∣∣∣∣∣∣∣
∑
−s≤k≤s
1≤n≤N
δk,n
∣∣∣∣∣∣∣∣ ≤ 2δ.
The condition c) of Theorem 1.3 holds. The proof is now complete. 
Proof of Theorem 1.6. The proof is the same as that of Theorem 1.3; we
use Lemma 3.2 and Lemma 4.1. 
Proof of Theorem 1.4. To prove Theorem 1.4, it is sufficient to verify
that the conditions of Theorem 1.6 hold. Indeed, we have
|λm+1,n − λm,n| = |λm+1,n − γm+1,n + 1 + γm,n − λm,n| ≥ 1− 2δ/|γm,n|,
and
|λm,n+1 − λm,n| = |λm,n+1 − γm,n+1 + i+ γm,n − λm,n| ≥ 1− 2δ/|γm,n|.
The separation of the sequence Λ follows from this and hence condition i)
of Theorem 1.6 holds. Condition (1.5) and the equality
|γm,n − λm,n|2 = |γm,n|2
[
(1− eδm,n)2 + 4eδm,n sin2(θm,n/2)
]
,
where λm,n = γm,neδm,neiθm,n , imply that∣∣1− eδm,n∣∣ . 1/|γm,n|2 and eδm,n/2 |sin(θm,n/2)| . 1/|γm,n|2, n ≥ 1.
Consequently,
(
γ2m,nδm,n
)
and
(
γ2m,nθm,n
)
are bounded. Furthermore,∣∣∣∣∣∣
∑
|γm,n|≤R
δm,n
∣∣∣∣∣∣ ≤
∑
|γm,n|≤R
∣∣∣eδm,n − 1∣∣∣+O(1)
≤ δ
∑
|γm,n|2≤R
1/|γm,n|2 +O(1)
= δ log(R) +O(1).
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It follows that
lim sup
R→∞
1
logR
∣∣∣∣∣∣
∑
|γm,n|2≤R
δk,n
∣∣∣∣∣∣ ≤ δ.
The condition iii) of Theorem 1.6 holds. The proof is now complete. 
Proof of Theorem 1.5. By Lemma 3.2, we have
dist(z, Λ˜β,ν)
(1 + |z|)ν+β
(
1 + |Imz|
1 + |z|
)M
.
∣∣∣GΛ˜β,ν (z)∣∣∣ e−pi2 |z|2 . dist(z, Λ˜β,ν)(1 + |z|)ν+β
(
1 + |z|
1 + |Imz|
)M
.
Lemma 4.1 and this estimate imply now the conclusions of Theorem 1.5. 
In what follows we prove the results of Subsection 1.3. The proofs of
Theorems 1.8 and 1.9 are based on the estimates obtained in Lemmas 3.3
and 4.1. We begin by the proof of Theorem 1.9.
Proof of Theorem 1.9. Let Λ = {λn, −
√
2n, ±i√2n} ∪ {±1} be a se-
quence of C satisfying the conditions of Theorem 1.9. The infinite product
GΛ satisfies the estimate
(4.4) |GΛ(z)|e−pi2 |z|2 . (1 + |z|)
2δ+2M |GΓ(z)|
(1 + |Imz2|)M , |Rez| ≥ 1, |Imz| ≥ 1.
By Lemma 4.1 and the fact that δ < 1/4, we get that Λ \ {λ} is a zero set
of F .
Now, let ε be a small positive number such that δ = δ(Λ) + ε < 1
4
.
Assume that there exists a function F ∈ F \ {0} vanishing on Λ, and write
F (z) = h(z)GΛ(z), for some entire function h. By Lemma 3.3, we get∣∣∣∣h(z)GΓ(z)(1 + |z|)2δ
∣∣∣∣ . |h(z)GΛ(z)| = |F (z)|, z ∈ C \ R,
and∣∣∣∣ h(z)GΓ(z)(1 + |z|)2δ+2M
∣∣∣∣ dist(z,Λ)dist(z,Γ) . |h(z)GΛ(z)| = |F (z)|, z ∈ R \ Γ.
Therefore, by Lemma 3.5, we get
(4.5)∫
R
∣∣∣∣ h(z)GΓ(z)(1 + |z|)2δ+2M
∣∣∣∣2 dµ(z) . ∫R |F (z)|2 dist(z,Γ)
2
dist(z,Λ)2
dµ(z) .
∫
C
|F (z)|2 dµ(z) <∞,
and
(4.6)∫
C\R
∣∣∣∣ h(z)GΓ(z)(1 + |z|)2δ+2M
∣∣∣∣2 dµ(z) ≤ ∫
C\R
∣∣∣∣h(z)GΓ(z)(1 + |z|)2δ
∣∣∣∣2 dµ(z) . ∫
C\R
|F (z)|2dµ(z).
Now, fix γ ∈ Γ. We have |z|2δ . |z−γ|1/2 ≤ |z−γ|, for every |z| > 2|γ|.
Consequently, ∫
C
∣∣∣∣ h(z)GΓ(z)(z − γ)P2M(z)
∣∣∣∣2 dµ(z) < ∞,
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for some polynomial P2M of degree 2M vanishing at 2M points of Γ \ {γ}.
This means that z 7→ h(z)GΓ(z)
(z−γ)P2M ∈ F . On the other hand, since Γ \ {γ} is a
maximal zero sequence for F , the function h must be a polynomial of degree
at most 2M (see [21, 22]). Hence, (4.6) becomes
(4.7)
∫
C\R
∣∣∣∣ GΓ(z)(1 + |z|)2δ−k
∣∣∣∣2 dµ(z) ≍ ∫
C\R
∣∣∣∣ zkGΓ(z)(1 + |z|)2δ
∣∣∣∣2 dµ(z) <∞,
for some integer k ≤ 2M . Lemma 3.4 ensures that 2δ − k > 1/2 and hence
h is constant. The identity (4.6) implies that the function z 7→ h(z)GΓ(z)
(1+|z|)2δ
belongs to L2(C \ R, dµ), which is possible, by Lemma 3.4, only if h = 0
(since 2δ < 1/2). Finally, Λ is a uniqueness set for F . 
Proof of Theorem 1.8. By Lemma 3.3, we have∣∣GΛβ(z)∣∣ ≍ |GΓ(z)|(1 + |z|)2β dist(z,Λβ)dist(z,Γ) , z ∈ C \ Γ.
Arguing as in the proof of Theorem 1.9 one can easily obtain the conclusions
of Theorem 1.8. 
Proof of Theorem 1.7. The proof of Theorem 1.7 is similar to that of
Theorems 1.1 and 1.4 and uses Theorem 1.9. By a simple computation, we
obtain √
2n |λn+1 − λn| ≥ (1− 2δ) +O(1/n).
Since δ < 1/2, condition a) of Theorem 1.9 holds. We also have
|γn − λn|2 = 2n
[
(1− eδn)2 + 4eδn sin2(θn/2)
]
, n ≥ 1,
where λn =
√
2neδneiθn . This equality together with (1.8) ensures that the
sequences (nδn) and (nθn) are bounded. Moreover,∣∣∣∣∣∑
k≤n
δk
∣∣∣∣∣ ≤∑
k≤n
∣∣eδk − 1∣∣+O(1) ≤ δ
2
∑
k≤n
1/k +O(1) =
δ
2
log(n) +O(1).
Condition c) of Theorem 1.9 follows immediately and the proof is complete.

Proof of Theorem 1.10. First, we consider the infinite product associ-
ated with Λ defined as
GΛ(z) = lim
r→∞
∏
λ∈Λ, |λ|≤r
(
1− z
λ
)
, z ∈ C.(4.8)
Using the same arguments as in the proof of Lemma 3.3, we obtain
dist(z,Λ)
dist(z,Γ)
(1 + |Imz2|)M
(1 + |z|)2δ+2M |GΓ(z)| . |GΛ(z)| ,(4.9)
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and
|GΛ(z)| . |GΓ(z)| (1 + |z|)
2δ+2M
(1 + |Imz2|)M
dist(z,Λ)
dist(z,Γ)
,(4.10)
for every z ∈ C \ Γ. Let γ ∈ Γ be fixed and P2M be a polynomial of degree
2M vanishing at 2M points of Γ \ {γ}. By (4.9), we have
(4.11)∣∣∣∣ h(z)GΓ(z)(z − γ)P2M(z)|
∣∣∣∣ .
∣∣∣∣∣h(z)GΓ(z)(1 + |z|)2δ
(
1 + |Imz2|
1 + |z|2
)M ∣∣∣∣∣ . |F (z)| dist(z,Γ)dist(z,Λ) .
Next, we argue as in the proof of Theorem 1.3 to obtain that h is identically
zero.
Now, we prove that Λ \ {λ} is a zero set for F , for fixed λ ∈ Λ. Indeed,
identity (4.10) implies that
(4.12)
dist(z,Γ)
dist(z,Λ)
∣∣∣∣GΛ(z)z − λ
∣∣∣∣ . |GΓ(z)|(1 + |z|)1−2δ
(
1 + |z|2
1 + |Imz2|
)M
, |z| ≥ 2|λ|, z ∈ C\Λ.
Using this estimate and Lemmas 3.4 and 3.5, we obtain that GΛ
z−λ belongs to
F and, hence, Λ\{λ} is a zero sequence for F . This completes the proof. 
5. Remarks
5.1. Optimality of the condition on θγ. Here, we give two examples
of sequences (θn) such that (nθn) goes (slowly) to infinity and for which
Theorem 1.3 and Theorem 1.9 do not hold. To do this, we need the following
lemma. Set
S := {z = |z|eiθ : θ ∈ [pi/16, pi − pi/16] ∪ [pi + pi/16, 2pi − pi/16]} .
Lemma 5.1. Let s ∈ (1/2, 1) and consider the sequence θn = pi/ns. Let ϕ
be the meromorphic function defined as
ϕ(z) =
∏
n≥1
1− z/neiθn
1− z/n , z /∈ N.
Then, there exist c1, c2 > 0 such that
(5.1) e−c1 sin(θ)|z|
1−s
. |ϕ(z)| . e−c2 sin(θ)|z|1−s , z = |z|eiθ ∈ S.
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Proof. Let z = |z|eiθ ∈ S. We have
logϕ(z) =
∑
n≤2|z|
+
∑
n>2|z|
log
∣∣∣∣1− z/ne2iθn1− z/n
∣∣∣∣
=
∑
n≤2|z|
log
∣∣∣∣1− n− neiθnn− z
∣∣∣∣+ ∑
n>2|z|
log
∣∣∣∣1− 1− eiθn1− z/n
∣∣∣∣
= −
∑
n≤2|z|
Re
(
n− neiθn
n− z
)
+O
(
n2−2ν
|z|2
)
−
∑
n>2|z|
Re
(
1− eiθn
1− z/n
)
+O
(
θ2n
)
= −|z| sin(θ)
∑
n≤2|z|
sin(θn)
n |1− z/n|2 −
∑
n>2|z|
|z| sin(θ)
n
θn
|1− z/n|2 +O(1)
≍ − sin(θ)|z|1−s +O(1).
(5.2)

Now, we prove the following proposition
Proposition 5.2. Let s > 0 and let Λ =
{±λn, ±i√2n, n ≥ 1}∪ {±1},
where λn :=
√
2neiθn and θn = pi/n
s, for every n ≥ 1. If s ∈ (1/2, 1), then
Λ is not a uniqueness set of zero excess for F .
Proof. Let GΛ be the infinite product associated to Λ, defined as
GΛ(z) =
∏
n≥1
(
1− z
2
λ2n
)(
1 +
z2
2n
)
.
By the previous lemma we have
|GΓ(z)| e−c1 sin(2θ)|z|2−2ν . |GΛ(z)| . |GΓ(z)| e−c2 sin(2θ)|z|2−2ν , z = |z|eiθ ∈ S.
(5.3)
Now, if for some λ ∈ Λ the sequence Λ\{λ} is a zero set for F , then there
exists a function F ∈ F vanishing exactly on Λ \ {λ}. By the Hadamard
factorization theorem (see [15]) and by the fact that every function of F
is of order at most 2 and of finite type (see [22]), there exist two complex
numbers α = α1 + iα2 and β = β1 + iβ2 such that F (z) =
GΛ(z)
z−λ e
αz+βz2, for
all z ∈ C. Hence, ∣∣∣∣GΛ(z)z − λ eαz+βz2
∣∣∣∣ = O(epi2 |z|2), z ∈ C.
This estimate and (5.3) imply that
(5.4)
∣∣∣∣GΓ(z)1 + |z|eαz+βz2
∣∣∣∣ e−c1 sin(2θ)|z|2−2ν = O(epi2 |z|2), z ∈ C, |z| ≥ 2|λ|.
In particular, for z = rei(
pi
4
+k pi
2
), k = 0, 1, 2, 3, we get
1
1 + r
exp
([
α1 cos(
pi
4
+ k
pi
2
)− α2 sin(pi
4
+ k
pi
2
)
]
r − (−1)kβ2r2 − (−1)kc1r2−2ν
)
= O(1)
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for every r > 0 and k = 0, 1, 2, 3. Therefore, there exists M > 0 such that
−β2r2 +
√
2
2 (α1 − α2)r − c1r2−2ν ≤M + log(1 + r),
β2r
2 −
√
2
2 (α1 + α2)r + c1r
2−2ν ≤M + log(1 + r),
−β2r2 −
√
2
2 (α1 − α2)r − c1r2−2ν ≤M + log(1 + r),
β2r
2 +
√
2
2 (α1 + α2)r + c1r
2−2ν ≤M + log(1 + r).
These inequalities imply that α1 = 0, α2 = 0, β2 = 0, and we obtain finally
the inequalities c1r2−2ν ≤ M + log(1 + r) and −c1r2−2ν ≤ M + log(1 + r)
which cannot hold together since c1 6= 0. Consequently, for every λ ∈ Λ, the
sequence Λ \ {λ} is not a zero set for F and so Λ is not a uniqueness set of
zero excess for F . 
Proposition 5.3. Let s > 0, N ≥ 1. Set
Λ = {γm,n ∈ Γν : (m,n) ∈ Z× Z \ {1}} ∪
{
(m+ i)eiθm : m ∈ Z} ,
where θm = pi/m
s, for every m ≥ 1 and θm = 0, for every m ≤ 0. If
s ∈ (1/2, 1), then Λ is not a uniqueness set of zero excess for F .
Proof. Let GΛ be the infinite product associated with Λ, as in Lemma 3.1.
We first write
GΛ(z)
GΓν(z)
=
∏
m≥1
1− z/(m+ i)eθm
1− z/m .
Recall first that (2) in Lemma 3.1 implies that
|GΓν(z)| ≍ e
pi
2
|z|2 dist(z,Γν)
(1 + |z|)ν , z ∈ C.
By Lemma 5.1 and the estimate of the function GΓν , GΛ satisfies the esti-
mates
(5.5)
e
pi
2
|z|2
1 + |z|ν e
−c1 sin(θ)|z|1−s . |GΛ(z)| . e
pi
2
|z|2
1 + |z|ν e
−c2 sin(θ)|z|1−s , z = |z|eiθ ∈ S.
Now, if f is a function of F that vanishes on Λ \ {λ}, for some fixed λ ∈ Λ,
then it can be written as f = h GΛ
z−λ , for some entire function h. Since
|h(z)| e
pi
2
|z|2
(1 + |z|)1+ν e
−c1 sin(θ)|z|1−s .
∣∣∣∣h(z)GΛ(z)z − λ
∣∣∣∣ . epi2 |z|2, z = |z|eiθ ∈ S,
the function h is a constant and the latter inequality becomes
1
(1 + |z|)1+ν e
−c1 sin(θ)|z|1−s . 1, z = |z|eiθ ∈ S,
which is not possible. This completes the proof of the proposition. 
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5.2. Relation between δ(Λ) and condition (1.10).
Lemma 5.4. Let (δn)n≥1 be a sequence of real numbers such that (nδn)n≥1
is bounded and let δ a positive real number. Assume that there exists an
integer N ≥ 1 such that
sup
n≥0
n+ 1
N
∣∣∣∣∣
n+N∑
k=n+1
δk
∣∣∣∣∣ < δ.(5.6)
Then lim sup
n→∞
1
logn
∣∣∣∣∣ ∑k≤n δk
∣∣∣∣∣ < δ. The converse is not true.
Proof. Suppose that (5.6) holds for some integer N ≥ 1. Let m be a large
integer. There exists (p, r) ∈ N×{0, . . . , N − 1} such that m = pN + r and
hence ∣∣∣∣∣
m∑
k=1
δk
∣∣∣∣∣ ≤
p−1∑
j=0
N
jN + 1
jN + 1
N
∣∣∣∣∣∣
(j+1)N∑
k=jN+1
δk
∣∣∣∣∣∣+
∣∣∣∣∣∣
pN+r∑
k=pN+1
δk
∣∣∣∣∣∣
≤
p−1∑
j=0
N
jN + 1
sup
n≥0
n+ 1
N
∣∣∣∣∣
n+N∑
k=n+1
δk
∣∣∣∣∣+O(1)
= sup
n≥0
n+ 1
N
∣∣∣∣∣
n+N∑
k=n+1
δk
∣∣∣∣∣ logm+O(1).
Thus,
lim sup
m→∞
1
logm
∣∣∣∣∣
m∑
k=1
δk
∣∣∣∣∣ ≤ supn≥0 n+ 1N
∣∣∣∣∣
n+N∑
k=n+1
δk
∣∣∣∣∣ .
To prove that the converse is not true, we consider the sequence (δn) defined
as
δn =
(−1)k
2k
, if 2k ≤ n < 2k+1.
Let N be a fixed integer. By a simple calculation, we obtain
lim sup
m→∞
1
logm
∣∣∣∣∣∑
k≤m
δk
∣∣∣∣∣ = 0 < 1 ≤ supn≥0 n+ 1N
∣∣∣∣∣
n+N∑
k=n+1
δk
∣∣∣∣∣ .
This completes the proof of Lemma 5.4. 
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