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Abstract
This thesis starts by constructing a complex line bundle for a simple 3-parameter family 
of 2 x 2 Hermitian matrices and explicitly computing its first Chern number. This 
example illustrates in the simplest possible context the connection between topology and 
degenerate eigenvalues of matrices.
The central part of this thesis then follows. We present a geometric, vector bundle 
view of a large class of parameter-dependent boundary-value problems. In particular, 
we consider holomorphic families of linear ordinary differential equation systems on a 
finite interval which are subjected to prescribed parameter-dependent boundary condi­
tions. The Gardner-Jones bundle, which was introduced for linearized reaction-diffusion 
equations, is generalized and applied to this abstract class of A—dependent boundary- 
value problems, where A is a complex eigenvalue parameter. The fundamental analytical 
object of such A—dependent BVP’s is the characteristic determinant, and it is proved 
that any characteristic determinant on a Jordan curve tha t contains no eigenvalues of 
the problem can be characterized geometrically as the determinant of a transition func­
tion associated with the generalized Gardner-Jones bundle. The topology of this vector 
bundle, represented by its first Chern number, then yields precise information about 
the total number of eigenvalues of the problem in any prescribed subset of the complex 
A—plane. This result shows that the generalized Gardner-Jones bundle is an intrinsic 
geometric property of such A—dependent BVP’s.
The thesis then applies the generalized Gardner-Jones bundle framework to various ex­
amples, including one from hydrodynamic stability theory and the linearized complex 
Ginzburg-Landau equation.
The final parts of the thesis contain exploratory attem pts at understanding the geometric 
structure of some classes of parameter-dependent periodic linear systems and multi­
parameter linear systems. In the latter case, we explore curvature 2-forms.
The thesis ends by summarising the achievements of this work, and discussing the various 
possible directions and objectives for future investigations.
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Introduction
This thesis investigates the geometric and topological character of some general classes 
of eigenvalue problems depending on parameters. The geometric tools used are mainly 
vector bundles and their associated connection and curvature forms, and the eigenvalue 
problems concerned are those arising from parametrized systems of first-order linear 
ordinary differential equations with continuously varying coefficients. The overall theme 
of the thesis generally is to bring out the often-neglected geometric and topological side 
of problems in spectral theory.
M otivation and background
Parameter-dependent first-order linear systems arise frequently as the result of the lin­
earization of partial differential equation systems about some known solutions, and the 
carrying over of the additional properties or constraints from the original problem (for 
example, periodicity or boundary conditions) creates a parameter-dependent eigenvalue 
problem for which only specialised values of the parameter could yield non-trivial so­
lutions. Such specialised eigenvalues are usually im portant because they correspond to 
the existence of real physical states in the underlying physical systems tha t are being 
modelled by the differential equations.
Eigenvalues of this type, however, are very difficult to compute analytically, and various 
schemes exist that provide estimates for their exact values. Most of these results are based 
on functional analysis techniques (see e.g. [16, 23]) but recently some researchers have 
introduced a new, geometric (topological) approach to analysing the spectral structure 
of these classes of problems. G a r d n e r  & J o n e s  [17] constructed a complex vector 
bundle for a class of parametrized even-dimensional linear systems on a finite domain 
with parameter-independent boundary conditions, and showed tha t the total number of 
eigenvalues of this parametrized boundary-value problem inside any Jordan curve K  in
the parameter space, with K containing no eigenvalues, is actually identical to the first 
Chern number of the bundle. Again, G a r d n e r  [18] constructed a vector bundle (called 
the 7 —eigenvalue bundle) whose Chern number counts the total number of 7 —eigenvalues 
of an L —periodic linear system on an infinite domain; for any fixed 7  £ 5 1, a value A £ C 
is a 7 —eigenvalue of the L —periodic system if the associated monodromy m atrix has an 
eigenvalue equal to 7 . One of the main objectives of this thesis is to expand on the work 
of G a r d n e r  & J o n e s  [17] and to generalize their geometric-topological framework to 
a much wider class of parameter-dependent boundary-value problems on finite domain 
with much more relaxed parameter-dependent boundary conditions. In fact, our new 
results can now be applied to parametrized linear systems of arbitrary dimension n  on 
a finite domain with boundary conditions that depend on the param eter and are given 
by different numbers of boundary operators at the two end-points. Furthermore, we 
introduce a new and more natural way of viewing the solutions u(rc, A) of a parameter- 
dependent system of differential equations; namely, as sections through the bundle of 
solution spaces over the parameter set. We also give two applications of the Gardner- 
Jones bundle to real and significant problems in physics and applied mathematics.
Other aspects of this thesis include an elementary investigation of A—dependent periodic 
linear systems, and a definition of curvature 2 —forms for multi-parameter families of 
linear systems.
Outline of thesis
This thesis consists of six chapters and two appendices, including a preliminary chapter 
on the basics of vector bundle theory and curvature forms. Each chapter, apart from 
Chapter 0, discusses a specific class, or classes, of eigenvalue problems where a geometric- 
topological framework is appropriate. Chapter 0 is revisory in nature and contains all 
the necessary definitions and theorems of vector bundle theory tha t will be needed in the 
subsequent exposition of the thesis. Since all the materials in this chapter are standard 
knowledge and available in textbooks, most of the theorems here are stated without 
proof. Chapter 1 starts our first investigation using a geometric approach and gives 
the reader a first taste for the power and elegance of geometry in even the simplest of 
spectral problems. We consider a 3-parameter family of 2 x 2 Hermitian matrices and 
explore a vector bundle view to the problem of counting degeneracies in such systems. 
In particular, we give an explicit vector bundle construction for this family, and show 
tha t the total number of degenerate eigenvalues of this family of matrices lying inside the
unit 2-sphere is identical to the first Chern number of the constructed bundle. We also 
indicate how this geometric scheme could be extended to the general case in counting 
the total number of degeneracies of such families o f n x n  Hermitian matrices depending 
on three parameters.
Chapter 2 develops a geometric framework called the generalized Gardner-Jones bundle 
which has wide applications to a large class of parameter-dependent boundary-value 
problems with separated 2—point boundary conditions. We consider n —dimensional 
homogeneous linear systems of ordinary differential equations on finite domains1, with 
continuous coefficients, which are holomorphically dependent on a complex parameter A:
u x = A (x ,X )u ,  u £ T (A ,X n), 0 < a : < l ,  A g A .  (0.1)
In the most general case, the values of A will lie in some open and simply-connected 
subset A of the complex plane, but in the particular case where the coefficients of the 
equations are all entire functions of A, this set A can actually be taken to be the entire 
plane. We view the solutions of this equation as being holomorphic sections through a 
vector bundle
x „  = U ( a ,  5(A )) a  A x C ",
AeA '  '
where <S(A) =  C 1 is the solution space to the system (0.1) at the point A. The set 
T(A,Xn) is the collection of all the holomorphic sections through Xn , and is an (infinite­
dimensional) vector space. Thus clearly every solution u  : A —> Xn of (0.1) is an element 
of T(A, Xn).
For the boundary conditions, we assume that there are given a collection of linear maps 
a*(A)’s and b^(A)’s with the properties tha t they are all linearly independent and that 
they all depend anti-holomorphically on the parameter A. (By anti-holomorphic, we 
mean that they depend holomorphically on the complex conjugate of A.) The a?’s are 
used to define the left-hand boundary condition, and we assume tha t there are given 
n — k of these a*’s. The b!-’s are used to define the right-hand boundary condition and 
we assume that there are given k of these b^’s. The stars indicate tha t these linear maps 
are to be viewed as dual vectors to the solution spaces <S(A). In fact, we view these linear 
maps as anti-holomorphic sections through the corresponding dual bundle to Xn :
=  (J ( a ,  5* (A)) a  A x C n .
_____________________________ agaA  '
1 Any differential equation system defined on a finite domain [a, b] can be transformed into one defined 
on the unit interval [0,1] by a suitable change of variables: y =  (x — a)/(b  — a).
The actual boundary conditions are defined by using a holomorphic pairing
(■,-)A:r*(A,X„)xr(A,Xn) - > C  
of an anti-holomorphic section ij(A) with a holomorphic section £(A) given by
(<HA),e(A )>a =  £ > ( a)& (a) .
j =i
More precisely,
(®j (A),u(0, A))a =  0 , t =  1 , . . .  ,n  — k ,  (0.2)
(b j(A ),u (l, A))a =  0 , j  = (0.3)
These conditions are then put in the following geometric form:
u (0 , A) 6  r(A ,Uo), u ( l, A) £ r(A,Ui), (0.4)
where T(A, Uo) and T(A, U i) are the vector spaces of all the holomorphic sections through 
the respective vector bundles
U0 =  [ J  ( a ,  Do (A)), Vj =  | J  ( a ,  Ui ( \ ) \  .
AGA '  '  AeA '  '
The fibers of Uo and Ui are just the boundary subspaces of the problem at the two end­
points of the domain, so for instance, for every fixed A, Uo(X) is just the ^-dimensional 
subspace of the solution space <S(A) which satisfies the boundary condition at x = 0:
U o ( A ) c e \  (aJ(A),f(A))A =  0, V £(A) e  U0(X),
and
dimUo(X) = k.
Similarly, Ui(X) is the (n — k )—dimensional subspace of <S(A) which satisfies the boundary 
condition at x  = 1:
tT iW c C N  <b;(A U (A ))A =  0, V £(A) € U\(X),
and
dim?7i(A) = n — k.
The existence of Uo(X) and U\(X) in a holomorphically varying manner is a direct con­
sequence of the Gohberg-Rodman theorem. More specifically, given two sets of anti- 
holomorphically varying subspaces spanned by some given boundary operators, there
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always exist anti-holomorphic complements to these subspaces, as well as holomorphic 
duals in the corresponding dual spaces. In particular, given
F0*(A) =  sp an { a |(A ),. . .  ,«£-*(*)}>
Vi*(A) =  span{b{(A ),. . .  ,b£(A)},
varying anti-holomorphically, we show that there exist Uq(A), U K A) varying anti- 
holomorphically and Uo(A), Vo (A), t/i (A), Vi(A) varying holomorphically such that
u ; ( \ )  0  y/(A ) =  c n =  Uj(\)  © t^-(a), j  = o, 1 .
A value of A for which there exists a nontrivial solution to the (generally non-linear) 
eigenvalue problem (0.1)-(0.4) is called an eigenvalue, and a complex analytic function 
A : A —> C called the characteristic determinant is defined directly by using the boundary 
operators at the right edge, the b j ’s:
A(A) =  det [B(A)TU(1, A)] ,
where
B(A) =  [b*(X)| ••• | b * ( I ) ] ,  V(x, A) =  [ u x (a:, A) | • K ( x , A ) ] ,
and Uj(x, A), j  = 1 ,.. .  ,k  is a fundamental set of solutions of the linear system (0.1) 
satisfying the left-hand boundary condition and varying holomorphically with A. It is 
straightforward to show that the zeros of A are precisely the eigenvalues of (0.1)-(0.4), 
and so it follows from standard results that the total number A% of eigenvalues of the 
problem (0.1)-(0.4) lying inside any arbitrary simple-closed curve K C A tha t does not 
contain eigenvalues is given by
^  =  f f ( A W , 0 ) =  l / K | | d A ,
where W  (A  (K) , 0) is the winding number around the origin of the image of the curve 
K under the map A.
For the generalized Gardner-Jones bundle Ac associated with the above simple-closed 
curve K , we use the same base manifold as Gardner  & J ones [17], namely
B  =  B q U S #  U U i,
where here, we take
U0 =  {0} x f ,  U#  =  [0,1] x K , Ui =  {1} x KP,
ix
and K° is the interior of K . This manifold is homeomorphic to the circular cylinder 
of unit length, and with caps glued onto both ends, and hence is homeomorphic to the 
2-sphere. We view the 2-sphere as being the union of two halves -  the lower hemisphere 
and the upper hemisphere intersecting at the equator:
B — B — U B-f., B_ =  Bq U B#, B+ =  Bi,
with
B -  n B + =  {1} X K  s  S 1.
So the generalised bundle 5k will also be made up of two parts -  the part tha t is over 
the lower hemisphere 5_ and the part tha t is over the upper hemisphere 5+ :
5k =  5 _ U 5 + .
The fibers of 5_ consist of two kinds, corresponding to those over Bo and B # respectively. 
Those over Bo are the boundary subspaces Bo (A) at the left-hand boundary x  = 0, and 
those over B#  are k —dimensional subspaces that are spanned by some continuously 
twisted vectors u /s :
Ux(A) =span{ui(:r,A),... ,u fc(a;,A)},
where
u£(x, A) =  (In -  a;Pi(A))u^(a;, A), 1 =  1 , . . . , &,
and
P i  (A) : C n =  C/i (A) ® Vi (A) C/i (A).
The reason for this twisting is that naturally the fibers do not match when they come 
over to the right edge; a fact that prompted the use of quotient spaces in the original 
Gardner-Jones bundle. In the generalized bundle however, the fibers are constructed 
differently. An arbitrary complement of the boundary subspace at x  = 1 is first picked 
and then fixed: this is called the reference subspace,
C n  =  (7i(A) © V ?e f(A).
It is then shown that there always exists a continuous and nondegenerate twisting of the 
fibers over the lower hemisphere so that they match up with the reference space at the 
right edge every time:
f + =  U  ( ( * , A), V]ref(A)'j s  x  C k .
ox,X)EB+ V '
XThis generalized Gardner-Jones bundle has a very simple transition function, given by 
the product of two matrices:
where
with
g : { l } x K 4  GL(k, C), A h-x B(A)t U(1, A), 
U (l,A ) =  [u1(l,A )| ••• |u*(l,A )], 
span{ui(l, A),. . .  ,u*(l,A )} =  Riref(A).
However, the most interesting and im portant property of this generalized bundle is the 
coinciding of the determinant of its transition function with the characteristic determi­
nant over the curve K:
detg(A) =  det [B(A)r U (l, A)] =  A(A)
This property is interesting because it gives us a direct and precise connection between 
the geometry of the generalized bundle and the algebraic function th a t characterizes the 
eigenvalues of the boundary-value problem. This property is also im portant because it 
gives rise immediately to the main result of the whole construction; tha t the first Chern 
number of the generalized bundle is precisely equal to the total number of eigenvalues of 
the problem (0.1)-(0.4) lying inside the curve K ,
ci (Sk ) = W (detg(K ),0) =  W (A (K),0) =  N K.
One application of this generalized bundle theory is to the Orr-Sommerfeld problem in 
fluid dynamics, and this is discussed in Chapter 3. The Orr-Sommerfeld equation is a 
fourth-order linear equation depending on real parameters (the Reynold’s number and the 
wave number of the fluid flow), and in typical situations is subjected to various standard 
boundary conditions. The complex parameter A in the Orr-Sommerfeld problem plays 
the role of a stability exponent for the flow of the fluid, and its eigenvalues have been 
shown to lie strictly inside some computable semi-infinite strip of the complex plane 
(see J o s e p h  [23]). Formulating the problem in the geometric form of (0 .1 )-(0 .4 ), as a 
4—dimensional linear system with boundary conditions tha t are independent of A, it 
satisfies all the hypotheses of the generalised Gardner-Jones bundle and so there exists 
such a bundle with a Chern number that counts eigenvalues in any arbitrary simply- 
connected region of the A—plane. In particular, under the assumption tha t no eigenvalues 
of the Orr-Sommerfeld problem are purely imaginary, there exists a family of simple
closed curves K C C whose associated generalised Gardner-Jones bundles have a Chern 
number tha t counts the total number of unstable eigenvalues of the Orr-Sommerfeld 
problem. This then represents a topological characterization of hydrodynamic stability: 
any shear flow of the fluid is stable if and only if the associated Gardner-Jones bundles 
of this special family of Jordan curves are trivial.
As another application of the bundle theory, this time to a problem with explicitly 
A—dependent boundary conditions, Chapter 3 also discusses the complex Ginzburg- 
Landau equation after it has been linearized about the Hocking-Stewartson pulse. This 
is again a 4—dimensional first-order linear system, but defined on an infinite domain. 
The matrix of this system is entire analytic and it converges at both ends to an asymp­
totic matrix Aqq as x  —> ± 00 . Hence for every fixed and finite t  E M.+ , it is possible to 
impose boundary conditions that correspond to the asymptotic problem, and so produce 
a problem tha t satisfies all the conditions of the generalised Gardner-Jones bundle. Con­
sequently, for any given Jordan curve K  tha t contains no eigenvalues of the asymptotic 
problem, there exists a bundle for every fixed and finite I  E M.+  w ith a Chern number 
that counts eigenvalues. The most interesting question tha t arises from this problem, 
however, is the behaviour of this family of generalised Gardner-Jones bundles in the 
asymptotic limit as I  —»■ 0 0 . More precisely, does this family of Gardner-Jones bundles 
converge to any particular bundle in the limit as £ —>• 00? And if it does, in what sense 
does it converge? And to which bundle does it converge?
Chapter 4 and Chapter 5 are primarily exploratory attem pts at other classes of dynam­
ical linear systems that are of importance to applied mathematicians. Chapter 4 seeks 
to construct a bundle framework for a class of A—dependent system of periodic linear 
ordinary differential equations:
Uj; =  A (x ,  A )u, u  E T(A,Xn), — 00 <  a; < 0 0 , A e A ,  (0.5)
where again A is an open and simply connected subset of the complex A—plane, and the 
(complex) entries of A(:r, A) are continuous and L-periodic functions of x  and holomor­
phic functions of A. We managed to construct the natural rank—n  vector bundle asso­
ciated with the monodromy operator of this problem over a toroidal base, and showed 
that this bundle is necessarily trivial. Chapter 5 investigates systems tha t depend on 
two or more real parameters, and attem pts to construct curvature 2 —forms by using 
moving frames and Cartan’s structure equations. There is a brief revision of the stan­
dard construction of curvature 2—forms for k —dimensional submanifolds of Euclidean 
space, and in particular for Monge patches. This is followed then by a specialization
to multi-parameter real linear systems. The curvature forms reflect, in some sense, the 
local curvature of the differential equations in the parameter space.
Chapter 6 , the last chapter of this thesis, is the conclusion. It discusses and summarises 
the achievements of this thesis, and lists all the unexplored, and potentially explorable 
problems tha t may be of interest to future investigators. This list is clearly not exhaus­
tive, and only serves to emphasize the intriguing nature, as well as the scope and depth, 
of geometric spectral theory.
The thesis ends with the inclusion of two appendices which contain explicit calculations 
of curvature 2—forms for the 3—parameter family A i(a ) of Hermitian matrices discussed 
in Chapter 1. These are included as reference material for the interested reader.
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A vector bundle preliminary
Vector bundles provide an appropriate framework for investigating the global geometric 
properties of many mathematical spaces. These geometric structures are particularly 
im portant in situations where the “local” and global” properties of a space have to be 
distinguished, for example in many problems in mathematical physics and cosmology. 
Furthermore, vector bundles generate im portant topological invariants which may be 
used to characterize unknown quantities in various applications to mathematical prob­
lems.
0.1 Definition and term inology
Loosely speaking, a vector bundle is a collection of direct product spaces of a certain 
kind tha t have been glued together by fiber-preserving maps with possibly warps and 
twists occurring in the gluing process. The method of gluing is what differentiates the 
different classes of vector bundles and their distinct topological characters. In a sense, 
a vector bundle generalizes a manifold, with the attachment of a nontrivial vector space 
fiber at each point.
D efinition. A vector bundle S — (E, B, 7r, V, {Ua }, {$«}) consists of the following five 
elements1:
1. a manifold E  called the total space;
2. a manifold B  called the base space;
3. an n-dimensional vector space V  called the typical fiber over a base field F; the 
dimension n is called the rank of the vector bundle;
4. a surjection tt : E  —> B  called the bundle projection such tha t 7r_ 1(p) =  V  for each 
p G B; the vector space 7r- 1(p) is called the fiber over p ;
1More precisely, £  =  (E, B, t t , V, {Ua }, {$ a } )  is called a coordinate bundle (cf. S t e e n r o d  [36]).
1
0.2 Definition of vector bundles 2
5. a neighbourhood cover {Ua} of B  with a homeomorphism
$ a : * ~ \ U a) ^ U a x V  
for each a  such that the restriction
$ a : tt- 1(p) ->• W  x V
7r (p)
is a vector space isomorphism for each p E B ; the map $q, is called a local trivial- 
ization, and the family {<ha } is called a trivializing cover.
R e m a rk . To lighten the notation, we shall just write 8 = E  for a vector bundle. In 
words, we shall call 8  a rank-n bundle over B.  A bundle 8  is also called real or complex 
depending on whether the base field F is R or C. A rank-1 bundle is called a line bundle.o
8
P
Figure 1: A schematic diagram of a vector bundle 8.
Examples of vector bundles include: product spaces (for example, R x R and S 1 x R), 
the Mobius band, and the tangent and cotangent bundles of differentiable manifolds. 
Product spaces are also called trivial vector bundles or local vector bundles.
Given a fixed base manifold B , it is natural to identify all the rank-n bundles over B  tha t
possess the same topological features. More precisely, we say th a t two rank-n bundles
8 { =  (E, B ,  7t, V, {U^}, { $ L l,),  ^ — 1,2 are equivalent or isomorphic (written 8 \ =  8 2 )
if 8 = (E , B , 7r, V, {Ulf} U {C/|}, U {$q}, ) is again a bundle. This then sets up an
equivalence relation  on th e  set o f all rank-n bundles over B  (cf. p .9 S t e e n r o d  [36]) and,
in the sequel, we shall not distinguish between a vector bundle 8  and the isomorphism
class [8] which it represents.2
2More precisely, a vector bundle over B  is an equivalent class of coordinate bundles over B. (cf. 
S t e e n r o d  [36]).
0.2 Characterization of vector bundles 3
* iq) n  (p)
A ^ ( U a )
7r- l m
p x V
x V
Figure 2 : A schematic diagram of a vector bundle S  (showing the gluing process).
0.2 Characterization of vector bundles
Clearly, the local trivializations {$a } generate continuous maps
ga/3 : Ua n  Up —> G, P  1-4- O $ a 1 u a n  Up Q) ,
{p } x  v
where G (called the structure group of £) is the topological group of automorphisms of 
V. The maps {ga/?} are called the transition functions of the bundle £, and they satisfy 
the cocycle relations:
gaa(p) =  In (P € Ua) , ga/3 (p)g0a (p) =  I n (p G Ua ft Up) ,
Sap(p)SPi(p)Eja{p) =  In (P G Ua D Up fl U7) .
Conversely, it can be shown tha t every family {ga^} of transition functions over a given 
base B  satisfying the cocycle relations corresponds to some bundle over B.
0.3 A glossary of vector bundle facts 4
P roposition  0.1. (E xistence theorem ) I f  G is a topological transformation group of 
v, {Ua} is a cover of the manifold B , and {ga/s} is o> set of functions that satisfy the 
cocycle relations, then there exists a rank-n bundle £ which has {gayg} as its transition 
functions. Any two such bundles are equivalent.
Proof. See e.g. p. 14 S t e e n r o d  [36]. □
Proposition  0.2. Two bundles £,• =  (E, are equivalent if
and only if there exist fiber-preserving homeomorphisms
h a : ua x V  -> Ua x V
such that
s i p  =  ^ p s l p K 1,
where g ^ ,  i = 1 ,2  are the transition functions of the respective bundles.
Proof. See e.g. p .11 S t e e n r o d  [36] or p.6 L u k e  & M is h c h e n k o  [28], □
Combining Propositions 0.1 and 0.2, we have
Corollary. The operation of assigning to each bundle with base space B , fiber V  and 
group G a trivializing cover sets up a one-one correspondence between equivalence classes 
of bundles and equivalence classes of families of transition functions.
Thus a vector bundle is completely characterized by its transition functions. It also 
follows that in order to specify a vector bundle over B  with fiber V,  it is sufficient to 
exhibit its transition functions.
0.3 A glossary of vector bundle facts
Most of the usual constructions for vector spaces can be carried over to the vector bundles 
in a fiberwise manner. So for example, we have vector subbundles, dual bundles, tensor 
product bundles, direct product bundles, and so on. These are all defined in the obvious 
way, fiberwise over the same base manifold.
One im portant result about vector bundles, which we shall use repeatedly in the sequel, 
is the following:
P roposition  0.3. Every rank—n vector bundle over a compact contractible base manifold 
is necessarily trivial.
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P ro o f. See e.g. p.97 H ir s c h  [22]. □
Familiar concepts in differential geometry such as vector fields and differential forms 
have a natural interpretation in a vector bundle setting. A vector field is a cross section 
through the tangent bundle of a differentiable manifold. Similarly, a differential form is a 
cross section through the cotangent bundle. In general, we have the following generalized 
concept.
D efin ition . Let 8  =  (E, B ,  7r, V, {Ua}-, {$«}) be a rank-n vector bundle and for each 
Ua, let
Ga. : Ua ~* E
be a continuous injective map such that 7r o <ja is the identity map on Ua. Then aa is 
called a local section through 8.
Note immediately that local sections always exist. Indeed, n  distinct local sections 
• • • >°a are obtained by pulling back a basis of V  via the local trivialization <&a:
P ^  ^ a 1 (P»ei), i =  l , . . . , n ,
Ua
Vla : U a ^  8
where { e i , . . .  , en} is any chosen fixed basis for V. The map
f a i  (?)>••• P t U a, ■
is called a local frame field on 8 over Ua-
Using the local frame field cr%a therefore, every local section <ra through 8  has an expression
n
i —1
for some continuous real-valued functions on Ua. Furthermore for bundles with Eu­
clidean space fibers, the vector-valued 1-form
i= 1 i = l
exists, although it may not lie in the original fibre.
The set of all the local sections oa through 8  is denoted by V (B ,8 ) ,  and T (B ,8 )  is an 
infinite-dimensional vector space over F (cf. p.9 [42]).
If <ra exists globally over J5, then aa = <J is called a global section (or just a section) 
through 8.
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D efin ition . Let £ = (E, B,7r, En , {C/a }, {$a }) be a rank-n vector bundle and let cra
be a local section over £ . Let (•, •) be the Euclidean inner product with complex
Ua
conjugation on the left. Then the map
Ma = { ®OL •> daa ) , 
is called a local connection 1-form for £ over XJa . The derivative
f^ Q, — d 6c
is called a local curvature 2-form for £ over Ua-
Let £  be a rank-n complex vector bundle over a topological 2-sphere (resp. a 2-torus) 
with structure group GL  (n, C ). Let K  be a topological equator of S 2 (resp. a vertical 
annulus of T 2, see Fig. 2.2. of M c D u f f  &; S a l a m o n  [27]). Then the transition function 
of £  can be defined over K :
g : K ^ G L  (n ,C ).
T heorem  0.4. There exists a natural isomorphism between the class of all rank-n vector 
bundles £ over S 2 (or T 2) and the first fundamental group 7Ti (GL (n, C)) =  Z induced 
by the map
£ ^ W (  det (g(10),0),
where W  (det (g ( K ) ) , 0) is the winding number of the closed curve det (g(iif)) around the 
origin of the complex plane.
Proof. See e.g. p .8 S e g a l  [34]. □
D efin ition . Associated with every rank-n complex vector bundle over S 2 or T 2 is a 
unique integer c \(£ ), called the first Chern number, given by
Ci(£) =  W  (det (g(K))  ,0 ).
Theorem  0.5. (Chern) Let £ be a complex line bundle over S 2. I f  £  has a connection 
l-/orm  u  and curvature 2-form over S 2 which are both purely imaginary, then the first 
Chern number of £ is given by
The integral f s2 is independent of the choice of local connection on £, but the choice 
of orientation of S 2 determines the sign of ci(£).
Proof. See e.g. p. 14 S e g a l  [34].
Degeneracies of some 3-parameter families of 
Hermitian matrices
In this beginning chapter of the thesis, we present an elementary example which shows 
how an eigenvalue problem can be formulated in terms of a vector bundle. Recall that 
an n  x  n  complex matrix A  =  (aij) is called Hermitian (or self-adjoint) if A* =  (a*j) = 
(a ji) =  (aij) — A. In particular, when n = 2, A  is Hermitian if and only if A  takes the 
form
a-C  ;)•
where x  and y are real and z  is real or complex. Alternatively, A  can be w ritten as
a f a  + b z \
A=U  «-*J’
by the change of variables x  = a +  b and y — a — b, for unique real numbers a, b. Fix 
<2 — 1, and put b = a± and z  = — (* 2  + iotz. Then we have the family
A 1( a ) = (  1 +  01 -« 2  +  i“ 3y  (11)
\ - a i 2  — i«3 1 -  « i  J
where a  =  (cci, 0:2 , <^3)T £ K3- Clearly the Hermitian matrices A i(a )  depend continu­
ously on the parameters <ai, cx.21 and a$.
1.1 A com plex line bundle over S 2
The eigenvalues of A i (a) are
A-t(a) =  1 ±  y ja f  +  c%2 +  0:3 ,
so the spectrum cr(Ai(a)) of A i(a ) consists of the two real numbers X+(a) and A_(o;). 
Note that all the eigenvalues of A i(a ) are simple except for a single degeneracy A±(0) =  1 
at the origin of a-space. Write
A-t(o;) =  1 ±  ||a||,
7
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where Had is the Euclidean norm of a , and restrict the parameters a±, a 2  and 0:3 to the 
unit 2-sphere 5 2 C l 3, i.e. ||o:|| =  1. Then the spectrum of A i(a )  is
T h eo re m  1.1. The union Sq (A i) =  8 -  U £+ is a complex line bundle over S 2. The 
bundle S§ (A i) is unique up to isomorphism class.
P ro o f. Since {U -,U +} is an open cover for S 2, it suffices to show tha t there exists a 
transition function
g : U- n  U+ -► GL( 1 , C) =  C\{0}
on the overlap U- fl U+. Now
span{x(a)} =  span {y (a)} =  C
for each a  G £/_ D C/+, and so there exists a unique g(a) G C\{0} for each a  G U -  fl U+ 
such that
a(A i(o;)) =  {0,2}
for each a  G S 2. Since there are no degeneracies of A i(a ) oh S 2, every eigenspace of 
Ai(o;) is a 1-dimensional linear subspace of C2 and can thus be spanned by a single 
eigenvector. For the eigenvalue 0, a unit eigenvector is
for a i  7  ^ —1
and
and we have the following two trivial line bundles:
where
x(a) = g(a)y(a).
1.2 The first Chern number
as as
U-
(1, 0 , 0)( - 1,0,0)
a i
(1, 0, 0)( - 1, 0,0)
Figure 1.1: An open cover {t/_,i7+} for S 2.
Indeed,
g =  g{  y,y) = (g y , y ) = (*,y> = a 2  +  ia  3 CK2 +  3
y / l  — a \  ^ /a l  +  a 3 |o(2 +«Q(3 | 
The uniqueness of So (A i) follows from standard results (cf. Proposition 0.2).
1.2 The first Chern number
For each a  € ?7_, let us write
x(a) = x (oQ 
* ( a )  ’
where
x(«) = a2 — ias £{a) =  ||x(oj)11 =  \ / 2 (l +  a i) ,  a i  ^  - 1 .1 +  CKl /  5
Then the covariant exterior derivative of the frame field x  on So (A i)
dx =  d £ +  ~ d x .
is
U-
Define a connection 1-form on Sq (A i)
U-
by
u  =  (x, dx) =  - j d £ + ^  (x, d x ) .
Then a curvature 2-form for So (A i) is
U-
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Take any 2-dimensional parametrization of U -:
a i  = a i(u i ,U 2 ) , 0(2 =  <^2(^1? ^ 2) , 013 = as(ui,U 2 ) ,
for (^1,^ 2) in some open subset of R2. Then
d£ d£
d£ = j ^ d Ul +  — -d u 2,
O U l OU 2
and
dx  dx
d x = — -dU! +  — -d«2 .
O U l OU2
It follows (see Appendix A) that
2
f t (u i ,u 2) = -p
1 /  d l /  dx  \  3 1 /  d x \ \  /  d x  d x \
dui A dw2-
T h e o re m  1.2. The first Chern number of the bundle So(Ai) is one.
P ro o f. Take a particular parametrization of U-\ 
a i (u i ,u 2) = sinw2, 0 2 (111,^ 2) =  cosu\ cosU2 , 0 3 (^1, U2 ) =  s inu i c o s ^ j
for
Then (see Appendix B ),
0 < ui < 27r, ~  < u2 <
(1*1, 112) — —1 C° ^ U<1 dui A du 2Li
and by Chern’s theorem
c i ( 5 0( A i ) )  =  J  f t ( u i , u 2)
1 f
—  / cos U2 d^i A du 2  
4tt Ju_
1 f i  f 2ir
—  /  COS U2 d u i  dU 24tr J _ k J0
=  1,
and ci (^o(Ai)) is independent of the choice of connection u  as well as the choice of 
parametrization of U - . □
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Oi 3
U-
( - 1, 0, 0) (1, 0 , 0)
U2
Figure 1.2: A particular parametrization of [/_.
C orollary . The total number of degeneracies of A i (a ) interior to S 2 G R3 precisely 
equal to the first Chern number c\ (So(Ai)) of the complex line bundle <?o(Ai).
A similar line bundle ^ ( A i )  exists for the eigenvalue 2, with identical results. Thus, 
guided by the above results, we pose the following intuitively plausible open problem:
C o n je c tu re . Let A (a) be any family of n  x n Hermitian matrices that depend contin­
uously on three real parameters 0 1 , 0:2 , 0:3 . Consider the k-th eigenvalue Xk(a ) of A (a),  
for each a  = (a 1, 0 2 , a^ ) 71 G R3. Let A be any closed oriented 2-dimensional surface in 
a-space, without boundary, such that
(i) A is diffeomorphic to S 2,
(ii) Ak(ot) is simple for all a  G A.
Then there exists a complex line bundle over A with a first Chern number that is precisely 
equal to the total number of degenerate k-th eigenvalues of A(a:) that are interior to A.
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1.3 A real line bundle over S 1
The sub-family of A i(o ) where 03 = 0 is interesting because of its association with a 
Mobius band, even though the Chern number of this associated bundle cannot be com­
puted directly using Chern’s theorem because the curvature form is not purely imaginary. 
In this case,
1 +  a \ —a2Ai(o;; o 3 =  0) =  t — 02 1 — Oi
is a 2-parameter family of 2 x 2 symmetic real matrices which depend continuously on 
the real parameters o i and 0 2 , and the eigenvalues of A i(o ;o 3 =  0 ) are
Oir\ •A±(o) =  1 ±  a \ +
Again,
o (A i (o ; o3 =  0)) =  {0,2}
for each o  G S 1 (i.e. | |o | |2 =  of+Og =  1), and there are no degeneracies of A i(o ; 03  =  0)) 
on S 1. For the eigenvalue 0, a unit eigenvector is
x(o) =   ^ . =  (  ^ for 01 7  ^ —1,
V 7 y/2  (1 +  ox) V  + a iJ
and
y(o) =   ^ a i ] for 01 7  ^ 1 ,
and so again, we have two trivial line bundles:
8 - =  (o , span{x(o)} j =  TJ- x E ,
a e U-  '  '
£+  =  |J span{y(o )}^  =  U+
where
a e u+
U - = s1-U  T i l ,  u+ = s1- ( n
T h eo re m  1.3. The union 8q (Ai; 03 =  0) =  8 -  U £+ is a complex line bundle over S 1. 
The bundle 8q (A i; 03 =  0) is unique up to isomorphism class, and it is equivalent to the 
Mobius band.
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0L2 OL2
U-
( - 1,0) (1, 0) ( - 1,0) (1, 0)
ai
Figure 1.3: An open cover {[/_,?7+ } for S'1.
P ro o f. The proof is very similar to that given for Theorem 1.1. Here, {!/_,[/+} is an 
open cover for S 1 and
U -  n  17+ =  V -  U F+ ,
where
V - = { a e S 1 : a 2 < 0 } , V + = { a  £ S 1 : a 2 > 0 } .
And as the fibres of So (A i;a 3 =  0) are 1-dimensional subspaces of M2 and both x(a) 
and y (a) have unit length, it is clear that for each a  £ V -  U V +  either
x(a) =  y(a )  or x(a ) = - y ( a ) .
Indeed, let x (a) =  g(a)y(a), where either g(a) = 1 or g(a) = —1. Then
1 if a2 > 0
9 =  g ( y , y )  =  (gy, y)  =  (x,y) = 0:2 0:2
1 - 1  if o 2 < 0■%/! -  a i
and we have the transition function
( 1 for all a  G V+
®\{0} , g(a) = \
[ —1 for all a  £ V_
The uniqueness of So (A i;q ;3 =  0) again follows from standard results (cf. Proposition 
0 .2 ). Since every line bundle over the unit circle is homeomorphic to either the circular 
cylinder or the Mobius band, our proof shows tha t since the transition function is non­
trivial, Sq (Ai; 03 =  0 ) is equivalent to a Mobius band. □
It follows from Theorem 1.3 therefore that if one were to go around the base circle of 
So (A i; CK3 =  0 ) once, and come back to the same point, the fiber above tha t point would
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have reversed in direction. In fact, this real line bundle example was motivated by a 
phenomenon of some importance in molecular spectroscopy and photochemistry where 
the wavefunction of a given electronic state always changes sign when transported around 
a loop in nuclear configuration space if the state is degenerate with another one at some 
point within the loop. L o n g u e t -H ig g in s  [25] provided a non-rigorous and intuitive 
proof of this condition which was further generalized to wavefunctions with spin-orbit 
coupling (complex wavefunctions) by S t o n e  [37], but a rigorous mathematical proof of 
this topological result is still an open problem.
2
The generalized Gardner-Jones bundle: theory
The subject of this chapter is a general class of boundary-value problems (BVP’s) for 
linear ordinary differential equation systems of the form
which depend holomorphically on a complex parameter A g A c C .  At a; =  0 and x = 1 
there are prescribed A—dependent homogeneous boundary conditions (whose precise form 
will be given below). For such A—dependent BVP’s, an aim is to find those A € A such 
that the differential system has a nontrivial solution, and our main result is a geometric 
formulation of this abstract class of problems. We prove, under general hypotheses, that 
every such A—dependent BVP has a characterization as a generalized Gardner-Jones 
bundle, and that given any simple-closed curve in A which contains no eigenvalues of the 
problem, there exists an eigenvalue (or eigenvalues) if and only if the generalized Gardner- 
Jones bundle is nontrivial: indeed, the total number of eigenvalues of the A—dependent 
BVP tha t are interior to the given curve is a topological property of the generalized 
bundle.
2.1 Literature review
The linearization about an dependent steady-state solution of reaction-diffusion equa­
tions on a finite interval leads to spectral problems of the form
u x = A (x ,X )u ,  u  =  u(x, A) G C ,  0 <  x  < 1 ,
L p  =  D p " +  c (£ )p '-f-d (a ;)p  =  A p, p G C ” , 0 < # < 1 (2 .1)
where D  is a positive definite matrix and c(x) and d(a;) are given continous matrix-valued 
functions, with associated boundary conditions
«iPi(0,A) + $ p -(0 ,A ) =  0 
a-Pi(l,A ) + # p - ( l ,A )  =  0
(2 .2)
15
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for some specified real parameters j  =  0,1. The pair (A, p(a;)) E C x H, where H
is some suitably defined function space, is said to be an eigenstate if p  satisfies (2 .2 ) and 
Lp =  Ap.
G a r d n e r  & Jo n e s  [17] introduced a geometric formulation for this class of eigenvalue 
problems. First, the vector equation (2 .1) was formulated as an even-dimensional homo­
geneous linear system
u x =  A ( x , A) u , u  =  ^  j  G C " , 0 < a; < 1, n = 2 m , (2.3)
with A (x , A) a continuous function of x  and a linear (and therefore entire holomorphic) 
function of A. The boundary conditions (2.2) are then expressed in the form
u(0,A) e U 0t u ( l, A) E C/i, (2.4)
where ( ,
Uq = s p a n | (0 , . . .  , 0 , /3°,0 , . . .  , 0 , - a - , 0 , . . .  , 0 ) : 1 <  i <  r a j ,
Ui = span |  (0 , . . .  , 0 , $ , 0 , . . .  , 0 , - a J , 0 , . . .  , 0 )T : 1 <  «' <  m } .
The eigenvalues of (2.1)-(2.2) are then those values of A E C for which there exists a
non-trivial solution u(x, A) of (2.3) and (2.4). G a r d n e r  h  JONES characterized these
eigenvalues algebraically as the zeros of a complex analytic function
px
— I tr  A(s,A) ds 
D( A) =  e Jn det[u i(aj,A )*--u2m(a;,A)],
where {ui(rc, A),. . .  , u m(x, A)} is a linearly independent set of solutions of equation (2.3) 
which satisfy the boundary condition at x = 0, and {um+i(a:, A),. . .  , U2m(:r, A)} is a lin­
early independent set of solutions of equation (2.3) which satisfy the boundary condition 
at x  = 1. Effectively, from Abel’s formula, D (A) is just the Wronskian of the solution set 
ui(rc, A),. . .  , U2m(£, A) evaluated at x = 0, and so if A is not an eigenvalue of (2.3)-(2.4), 
then u i(x , A),. . .  , U2m(a;, A) is a fundamental set and D (A) ^  0. On the other hand, if 
A is an eigenvalue of (2.3)-(2.4), then
span {ui (a;, A ),... , 11m (a, A)} n  span{um+i(z , A),. . .  , u 2m(:c, A)} ^  {0 },
and so D (A) =  0. G a r d n e r  & Jo n e s  also showed tha t the algebraic multiplicity of 
each eigenvalue is the same as the order of the corresponding zero of D, and so for every 
Jordan curve K c C  which contains no eigenvalues of (2.3)-(2.4), we have
N k = W (D (K ),0),
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where i%  is the total number of eigenvalues of (2.3)-(2.4) interior to K, counting algebraic 
multiplicity, and W  (D(K), 0) is the winding number of the curve D(K) around the origin 
of the complex plane.
For every such curve K, the Gardner-Jones bundle is then constructed as follows. First, 
take a base manifold
B  = B 0 U B #  U B u
where Bo = {0 } x K°, B #  =  [0 , 1] x K and J5i =  {1} x K°, where K° is the interior of 
K . Then by continuously interpolating the boundary subspaces Uo (resp. Uq~) and U\ 
(resp. U ^) to obtain the m —dimensional subspaces Ux (resp. U%), i.e.
U0 © = UX ® = U i®  U t  =  C2m, 0 < x  < 1,
an ambient vector bundle over B  is built:
■4k =  U  ( ( “ > A>' x C2™ / ^ )  s  B  x C2m.
( x , \)eB V /
Now take a fundamental solution set ui(a;, A),. . .  , u m(x, A) of (2.3) which satisfies the 
boundary condition at x = 1, and define the following vectors in /U x x C2m/U ^-
Xi(x,X) = ^Ui{x ,X)+ UX, (1 -  x ) u i ( x , \ ) + U ^ ,  i = l , . . . , m .
Xi{x i A), • • • , Xm(x i A) are linearly independent for all x  and A precisely when A is not an 
eigenvalue of (2.3)-(2.4) (see G a r d n e r  & Jo n e s  [17]), and hence, the Gardner-Jones 
bundle can be constructed as a rank—m  vector sub-bundle of A k :
E k  =  Bo U E #  U E i,
where
E o =  | J  [ (a;, A), {0Uo} x C2m/U q- j ,  E # = ( J  ((a;, A), span Xi(^, A) j ,
(a:,A)SRo ' ' V l<z<m /
E i =  U  [(®)A), C2m/U i x {O^j.} j ,
(x, \ )eB! \  J
and 0[/o and O^j. represent respectively the zero element of the quotients spaces C2m /U q 
and C2vn /U i . The following main result then follows:
N k = ci (£k) , 
where ci (£k) is the first Chern number of 8^.
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2.2 A spects of generalization
This chapter generalizes the Gardner-Jones bundle formulation for A—dependent BVP’s 
in three distinct directions. First, we take as starting point the system (2.3) as an 
abstract class of differential equation systems of arbitrary dimension n  € Z +, and with a 
coefficient matrix A (a;, A) that can be any n x n  matrix that depends holomorphically on 
A for all A G A C C and depending continuously on x. Secondly, we allow for complete 
generality in the boundary conditions: there is a &, n — k splitting of the boundary 
conditions. More importantly, the boundary conditions are allowed to depend on A. 
There are given linearly-independent vector-valued functions a|(A ), i =  1 , . . .  ,n  — k and 
bj(A), j  = 1 , . . .  , /c, which are holomorphic functions of A for all A in a subset of A, with
(a *(A),u(0, A)> =  0 , i = l , . . . , n - k ,  (2.5)
and _
(bJ(A ),u(l, A)) =  0 , j  = (2.6)
(Informally, (•,•) can be interpreted as a Hermitian scalar product on In §2.3, a 
precise definition will be given.) Thirdly, we give a new construction of the Gardner- 
Jones vector bundle. In particular, the quotient spaces in [17] are replaced by a family of 
twisted fibers that can easily accomodate A—dependent boundary conditions. This new 
vector bundle structure allows for a clear and direct relationship between the transition 
function g(A) of the generalized bundle and the algebraic function A (A) (called the 
characteristic determinant) that characterizes the eigenvalues of the A—dependent BVP. 
Furthermore, this direct relationship between g(A) and A (A) allows for an immediate 
attainm ent of the main result.
2.3 A—dependent boundary-value problems
Consider the general class of homogeneous first-order linear systems dependent on a 
complex parameter
Uz =  A (x , A )u, u  € T(A,Xn) , 0 < £ < 1 ,  A e  A,  (2.7)
where A is an open, simply-connected subset of the complex A—plane, and the coefficient 
matrix A  (re, A) has complex entries which are continuous for a; G [0,1] and holomorphic 
functions of A. The solutions u  =  u(A) are viewed as holomorphic sections u  : A —> Xn 
through the trivial vector bundle
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where 5(A) is the solution space to equation (2.7) for each fixed A G A, and T(A,Xn) 
denotes the space of all the holomorphic sections through Xn . The vector bundle Xn is 
equivalent to A x C "  because 5(A) is isomorphic to U 1 for each A G A.
The dual bundle to Xn is
x; = [J ( a, s *(a)) s  a x c \
aga '  '
and T*(A,X^) denotes the space of all the anti-holomorphic sections through X^. Note 
that every holomorphic section u(A, A) through Xn is holomorphic if and only if
| ( A , A ) = 0  =  g ( A , A ) .
2 .3 .1  A—d ep en d en t b o u n d a ry  co n d itio n s
First define the pairing
n _____
{' > ' )a : r*(A,Xn) x T(A,X„) —> C, <r?(A),e(A) }A =  ^ % (A )^ (A ) ,  (2.8)
3 = 1
which is clearly a holomorphic function of A for all A G A. Then the A—dependent BVP 
is the A—dependent homogeneous linear system (2.7) along with the boundary conditions
(a|(A ),u(0, A))a =  0 , * =  (2.9)
(bJ(A ),u(l, A))a =  0 , j  =  l , . . . , f c .  (2.10)
The vector-valued functions a* (A) G T*(A, X^) and bJ(A) G T*(A,X£) are given anti- 
holomorphic sections through the dual dundle X*. Moreover, for each A, the n — k 
vectors a*(A) are linearly independent, and the k vectors b|(A) are linearly independent. 
Let B(A) G C nxk be defined by
B(A) =  [ b p ) |  | b p ) ] .  (2.11)
Then the linear independence hypothesis is equivalent to this m atrix having rank k for 
each A, and because of the way it is defined, B(A) is a holomorphic function of A.
R em ark . In general, the matrix A(:r, A) will be holomorphic on a subset Ai C C, the 
functions a* (A) may be holomorphic on a different subset A2 C C, and the functions 
b^ (A) may be holomorphic on a third subset A3 C C. Henceforth, the set A will be taken 
to be a subset of Ai fl A2 fl A3. It will be assumed tha t this subset is not empty. Also, 
t t  is im portant to note tha t the boundary conditions formulation given in this section is
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completely consistent with the way that A—dependent boundary-value problems usually 
arise in applications. For example, in the A—dependent BVP (2.3)-(2.4) considered by 
G a r d n e r  & J o n e s  [17] (see §2.1), the boundary conditions (2.4) can be viewed in this 
way by putting
(a |,u (0 ,A )), =  0 I
} a | ,  b |  6 l “ , i =  (2 .12)
(b*)U(l, A))* =  0  J
where
a | =  ( 0 , . . . , 0 , a ? , 0 , . . . 10)/3 ? ,0 , . . . ,0 ) : r )
b? =  (<),... , 0 , a j , 0 , . . .  , 0 , ^ , 0 , . . .  , 0)' 
See also the example in §3.4.
2 .3 .2  E ig en v a lu es  an d  th e  ch a ra cter is tic  d e term in a n t
Denote the A—dependent BVP (2.7), (2.9)-(2.10) by (f) . Since (f) is a homogeneous 
problem, non-trivial solutions may not exist for all values of A G A.
D efin ition . A value of the complex parameter A G A for which there exists a solution 
u(:r, A) 7  ^0 of (f) is called an eigenvalue. The collection of all the eigenvalues of (f) in A 
is called the spectrum of (f) .
R e m a rk . The word “spectrum” is used here in a nonstandard way. One normally 
considers the spectrum of an operator, whereas here the spectral param eter appears 
nonlinearly, and so we are considering the spectral values of a “problem” . The distinction 
is similar to the distinction in finite dimensions between finding the spectrum of an N  x N  
m atrix L, the elements of which satisfy
det[L -  AI] =  0, 
and finding those values of A G C which satisfy
det[M(A)] =  0,
where M(A) is any N  x N  matrix that is a holomorphic function of A. The spectrum of L 
consists of exactly N  numbers (counting multiplicity) whereas the “spectrum of M(A)” 
may be greater than N  and even countable. Moreover, for such nonlinear spectral prob­
lems, it is possible for two distinct eigenvalues to have linearly dependent eigenvectors.
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For example, consider the A—dependent equation
/A +  l 6A2 — 6A 0 \
M(A)u =  0, M(A) =  2A 6A2 -  7A +  1 0 , u  G C3, (2.13)
\  0 0 A2 + 1 /
where M  depends nonlinearly on A. The spectrum of the eigenvalue problem (2.13) is 
<t(M(A)) =  | A 6 €  : detM (A) =  o |  =  | - i ,  i, 1, i  |  ,
and the distinct eigenvalues i  and i  both share the same eigenspace span {(1, 1 , 0 )T }. 
For further discussions of A— dependent matrices and eigenvalues, see p .250 of T is s e u r  
& M e e rg e rg e n  [38]. o
Based on the hypotheses on (f) , it follows from standard existence theory for ordinary 
differential equations [9], that given an analytic starting vector., u(0, A) =  £(A), for each 
A G A, there exists a unique solution of (2.7) for 0 < x  < 1, and the solution u(:c, A) is a 
holomorphic function of A.
Suppose £i(A),. . .  ,£fc(A) is a holomorphic basis for the dimensional space in Xn sat­
isfying the boundary condition at x = 0. (The existence of this basis is nontrivial and 
a proof that such a basis can always be found is given in §2.4.) Then there exist k 
solutions of (2.7), denoted Uj(a;, A), which are holomorphic functions of A and satisfy 
Uj(0, A) =  £j(A), j  = 1 , . . .  , k. Define
U(a;,A) =  [ui(a;, A) | • - - |u&(z,A)]. (2.14)
Then the columns of U(a;,A) satisfy (2.7) and (2.9).
D efin ition . The complex function A  : A C C —> C defined by
A(A) =  det [B(A)t U (1 , A)] (2.15)
is called a characteristic determinant of (f) (cf. [24, 29, 30]).
R em ark . In [17], the characteristic determinant is called the Evans function  because of 
the association of the spectral problem with the stability of waves. o
Since both the matrices U (l, A) and B(A) are holomorphic functions of A, a characteristic 
determinant is also a holomorphic function of A. To avoid trivialities, we will assume that 
A (A) is not identically zero. Then it follows from standard results in complex function 
theory (see e.g. [26]) that A(A) will have at most a finite number of zeros in any compact 
subset of A.
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L em m a 2.1. The zeros of a characteristic determinant of (f) are eigenvalues of (f) .
P roo f. For any A G A, the general holomorphic solution u (x : A) of the initial value 
problem (2.7)-(2.9) can be expanded in terms of the columns of U(:r, A),
k
u(z, A) =  ^ 2  C£{X)ue(x, A), (2.16)
i=i
with the complex functions c i(A ),... , c^(A) arbitrary holomorphic functions. Clearly, 
u(0, A) satisfies the boundary condition at x  = 0. Therefore A is an eigenvalue of (f) if 
and only if there exist ci(A ),. . .  , c^(A), not all zero, such that
k
0 =  (b](A ),u(l, A))a =  £c«(A )(bJ(A ),u< (l, A)>a , j = l,...,k.
t= 1
In matrix notation, this condition is equivalent to
B(A)r U(l,A)c(A) =  0 , c(A) =  (d (A ),.. .  ,c fc(A))T, (2.17)
and this algebraic equation has a non-zero solution c(A) if and only if the characteristic 
determinant vanishes. □
C oro llary . Suppose u i(rc,A ),... ,Ufc(x, A) satisfy (2.7) and (2.9). I f  A G A is not an 
eigenvalue of {f) , then u i( l ,A ) ,. . .  ,u&(l,A) are linearly independent.
P ro p o s itio n  2.2. Let S(A) and 5(A) be n  x  k matrices whose columns form  a holo­
morphic basis for the k —dimensional subspace of solutions satisfying (2.9). Then there 
exists an invertible k x  k matrix R(A) depending holomorphically on A such that
H (A )= 3(A )R (A ). (2.18)
P ro o f. Pointwise in A the existence of R(A) is an elementary proposition from linear 
algebra, following from the hypothesis tha t the columns of S(A) and S(A) span the same 
space. Analyticity is proved as follows. Since S(A) is of rank k , there exists a k x  k 
submatrix of S(A) which is invertible. Permuting the rows of S(A) if necessary, we 
can assume tha t the first k rows of H(A) form a k x  k invertible matrix, denoted by 
S i (A). Introduce the k x n  matrix [Si (A)- 1 1 0] where the last (n — k ) columns are zero. 
Multiplication of the left and right hand side of (2.18) by this k x  n  m atrix results in
R(A) =  [H1(A)-1 |0 ]3 (A ),
proving that R(A) is holomorphic, since holomorphicity is preserved by the inversion. □
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The existence of such holomorphic n  x k matrices is a hypothesis in Proposition 2.2. In 
§2.4, an existence theory for such holomorphic bases will be introduced.
P roposition  2.3. The characteristic determinant of (f) is not unique. But every char­
acteristic determinant of (f) has the same set of zeros, and the order of each zero is the 
same.
Proof. The non-uniqueness arises because there is an equivalence class of solutions 
satisfying the boundary conditions. Let 2(A) and 2(A) be any two n  x k matrices whose 
columns are a holomorphic basis for the k —dimensional subspace of solutions satisfying 
(2.9). By Proposition 2.2 there exists a holomorphic invertible k x k m atrix R(A) such 
tha t 2(A) =  2(A) R(A). Taking 2(A) and 2(A) as initial data, there exist solutions 
Ufa;, A) and Ufa;, A) of (2.7) with
U (0 , A) =  2(A), U(0,A) =  S(A)
and —.
Ufa;, A) =  U(a;,A)R(A).
The two solution matrices Ufa;, A) and Ufa;, A) generate characteristic determinants 
A(A) =  det[B(A)r U (l, A)], Ai(A) =  det[B(A)TU (l, A)].
But clearly
A(A) =  Ai(A)det(R(A))
and since det(R(A)) ^  0 for A G A, Ai(A) and A(A) have the same zeros and order. A 
similar argument applies to the nonuniqueness associated with the boundary condition 
at x  =  1. The columns of B(A) span a k —dimensional subspace of CL Let B(A) be 
an n x k matrix depending holomorphically on A whose columns also span the same 
k —dimensional subspace. Then by Proposition 2.2, there exists a k x k invertible m atrix 
S(A) such tha t B(A) =  B(A)S(A). The matrix B(A) then generates a characteristic 
determinant
T t t /1 \ M __ A(A)A 2(A) =  det[B(A) U (l, A)] =
det[S(A)] '
In general any two characteristic determinants A(A) and A(A) are related by a nonzero 
holomorphic function,
A(A) =  t (A) A (A ), r(A) =£ 0 in A ,
and therefore -  by standard results in complex function theory [26] -  they have the same 
zeros and order of each zero. □
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When A is an eigenvalue of an operator, the concept of geometric and algebraic multi­
plicity have precise definitions. In the present case, because the eigenvalue parameter 
appears nonlinearly, a nonstandard definition of algebraic multiplicity would be required. 
For the purposes of this thesis, we will define multiplicity in terms of the characteristic 
determinant.
D efin ition . Suppose that A is an eigenvalue of (f) . Then A is said to have algebraic 
multiplicity m  when A is a zero of A (A) of order m.
The following result is an immediate consequence of the above Definition, Proposition 
2.3 and Cauchy’s Theorem.
L em m a 2.4. Let K. be a simple closed curve in A with A(A) ^  0 on K. The number of 
eigenvalues, N , of (f) interior to K, counting algebraic multiplicity, is finite and is given 
by
L  [  A H
2?ri Jfe A  (A) <2 - u >
C oro llary . The number N  is independent of the choice of characteristic determinant.
P ro o f. Let A  (A) and A (A) be any two characteristic determinants. Then by Proposition 
2.3, A(A) =  r(A) A(A), and so
A 'W J( _  1 f  r'(A)A(A) +  r(A )A '(A )dA
2m JK A(A) 2m JK T(A)A(A)
= A  f  ^TTT  ^+ A7 f2m  ./;/ t(A) 2m J¥ a(A )
But by Proposition 2.3, r(A) has no zeros inside the curve K, and so the result follows.□
Henceforth, we will not discriminate between characteristic determinants of the eigen­
value problem (f) . This class of maps will be referred to simply as the characteristic 
determinant A  (A) of (f) .
2.4 The geom etry of A—dependent boundary conditions
The specified linearly independent linear mappings a*(A)’s and b |(A )’s determine two 
(not necessarily distinct) vector subbundles of X*. Indeed, given other alternative col­
lections cf (A), i = 1 , . . .  , n — k, and d!-(A), j  = 1 , . . .  , k , of linearly independent linear
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mappings such that
span { a j (A ),... ,a£_fe(A) } =  span{cJ(A ),. . .  ,c ;_ fc(A)}
and
span {b^ (A),. . .  ,b£(A) } =  span{dJ(A ),. . .  ,d£(A)},
the generated vector subbundles, and hence the subsequent generalized geometric frame­
work, are identical. Therefore in this geometric context, the specification of the 
linear mappings a*(A)’s and b |(A )’s are less significant than the vector subspaces 
span { a |  (A), . . .  , a* _k (A) } and span { bJ (A), . . .  , bJ (A) } that they generate.
First consider the boundary conditions at x  = 0. Define
y0*(A) =  span {a ;(A ),. . .  ,< - * ( * ) } .  (2.20)
Clearly Vq'(A) is an (n — fc)-dimensional complex subspace of §*(A) for each A and so
= U fA’ W )
AeA '
is a vector subbundle of . In order to prove that there exists a linear complement of 
Vq (X) for each A G A which is also anti-holomorphic varying, we will need the following 
preliminary lemma due to G o h b e rg  & R odm an [20]. The form of the result we need 
is Lemma S6.2 on page 389 in G o h b e rg , L a n c a s te r  & R odm an [19].
L em m a 2.5 ([19, 20]). Let A be an open and simply-connected subset of the com­
plex X—plane, and let v i(A ),... , vp(A) be n —dimensional vector-valued functions on 
A which are holomorphic for all A E A. Suppose that for some Ao G A the vectors 
v i(Ao),--- ,Vp(Ao) are linearly independent, and let
Ao =  { A E A : v i(A ),. . .  , vp(A) are linearly dependent} .
Then there exist n —dimensional vector-valued functions w i(A ),. . .  , wp(A) on A with the 
following properties:
(i) w i(A ),. . .  , Wp(A) are holomorphic and linearly independent for all A E A,
(ii) span{wi(A),. . .  , w p(A)} =  span{vi(A ),. . .  , vp(A)} 
for all A E A \  Ao-
R em ark . The proof of this Lemma is given on pages 389-392 of [19]. The proof is 
inductive. Moreover, if for some I  <  p, the vector functions v i(A ),. . .  , v^(A) are linearly 
independent for all A E A, then Wj(A) =  Vj(A) for i =  1 , . . .  ,£. o
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L em m a 2.6. For each A G A there exists a linear complement Uq(A) o / V q ( A) in C™ 
such that
x ; = m © v 5 ,
where
«o = U ( A- v*0 =  U (a, V?(A)) ,
\  A \  J  \  r- A V /AgA x 7 AgA
and [/q (A) is anti-holomorphic.
P ro o f. Define Vj(A) =  a*(A) for i = 1 , .. .  , n — k. Then the vectors vi(A), . . .  , v n_&(A) 
are analytic and linearly independent for all A G A. Pick any value of Ai G A and extend 
the basis to all of CP at that point. Then the set
(v i (A ) , . . .  , v n_*(A),vn_fc+i(Ai) , . . .  , v n(Ai)},
is a set of n  vector-valued functions which are analytic for all A G A. This set is linearly 
independent at A =  Ai but will not in general be linearly independent for all A G A. 
However, the function
d(A) =  det [ vi(A) | • • • | v n_fc(A) | vn_fc+i(Ai) | • • • | v n(Ai) ]
is analytic for all A G A and nonzero for at least one point in A, and so d(A) will have 
at most a finite number of zeros in any compact subset of A. Now apply Lemma 2.5 
to conclude that the set vi(A), . . .  , v n(A) can be replaced by wi(A) , . . .  , w„(A) with the 
properties stated. Moreover, by the remark after Lemma 2.5, the first n  — k w$ vectors 
can be taken equal to the first n — k v; vectors. Now define
a!-(A) =  Wj(A), j  = n -  k +  1 , . . .  , n .
Then these k vectors form a basis for a complement of Vq (A) for each A, and they are 
anti-holomorphic functions for all A G A. □
Lem m a 2.7. For each A G A, there exists a k —dimensional subspace Uo{X) of U 1 and 
an (n — k) —dimensional subspace Vo (A) such that
Xn =  HJo © Vo ,
where /  \  /  \
U0 =  U  ( A> U oW  , V0 =  U  ( A> W.(A) .
AGA ^ '  AGA ^ '
Moreover, Uq(X) and Vo (A) vary holomorphically in A, and there exist holomorphic bases
Uo{\) = s p a n { f i(A ) ,. ..  ,^ (A )} , Vb(A) =  span{ ^ i(A ),. . .  ,v n- k { A)},
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w i t h  t h e  p r o p e r t i e s  t h a t
/ . * m  c f \ \ \  _ / °  if i = ,n , j  = 1, . . .  ,k  and i ^ ( n - k )  + j ,
if i = { n - k ) + j , j  = l , . . . , k ,
a n d
0  i f  i  =  1 , . . .  , n, j  =  1 , . . .  , n — k a n d  i  ^  j ,
P ro o f. Define the A—dependent matrix
0(A)
aj (A)
< W T _
Then ©(A) is invertible and holomorphic for all A € A, and therefore the inverse 0(A )-  
is holomorphic. Let the first n — k columns of 0(A ) -1  be z'i(A),. . .  , vn-k {A) and let the 
last k columns be £l(A), . . .  , £&(A). Then these two sets of A—dependent vectors satisfy 
all the requirements of the Lemma. □
R em ark . The vector spaces Uq{\) and Vo (A) at each A are not unique, although they are 
uniquely defined by Uq (A) and 1q*(A). The non-uniqueness arises from the arbitrariness 
in the choice of complement of Vo*(A). o
C oro llary . For each choice of complementary subspaces Uq(X), Vo (A) of U 1, there exists 
a choice of linear complement Uq(X) o/Vr0*(A) such that Lemma 2.7 is satisfied.
At x = 1, there is a similar geometric formulation of the boundary conditions. The 
boundary condition operators define a dimensional subspace
W  (A) =  span{ b j (A), . . .  ,b£(A )}. (2 .21)
Using a minor modification of Lemma 2.6, there exists a complement U f(A) of V^A) 
such that
x ;  =  u j ©VJ,
where
= U (A- ui w ) - ^  = U (A> yi*w)>
AeA '  '  a g a  '  '
and VI (A) is anti-holomorphic. By a minor modification of Lemma 2.7, there exists a 
decomposition of Xn at x  = 1 such that
^ n  — U i  0  V i ,
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where
Ui = U (A> U i w ) . Vi =  U  (a,  V i w )
\ r  A V /  \ s- a \  JAeA x 7 a ga
The boundary conditions at x  =  0 and x  = 1 associated with a solution of (2.7) can now 
be described geometrically as
u (0 ,A) er(A,Uo),  u(i,A ) er(A,Ui) .
2.5 A vector bundle view of A—dependent B V P ’s
In this section, we generalize the vector bundle of G a r d n e r  & J o n e s  [17]. In particular, 
we present a new construction of the Gardner-Jones bundle which is applicable to the 
general class of A—dependent boundary-value problems introduced in §2.3.
Let I  C A be an arbitrary simple-closed curve which is disjoint from the spectrum of 
(f) . Then the number of eigenvalues of (f) interior to K  is finite. Denote the interior of 
K  by K°, and take the same base manifold B  as G a r d n e r  & J o n e s  [17](see also §2.1):
B  = B 0 \ J B # U B U (2.22)
where here, we take
B 0 = {0} x KP, B # = [0,1] x l ,  B 1 = {1} x W .
Let
B -  =  B q U jE?#, B +  =  B i ,
Then
B  = B - U B + ,
and
B . f ] B + = { l } x K .
We shall call B _ the l o w e r  h e m i s p h e r e , and B + the u p p e r  h e m i s p h e r e .  Now consider the 
following three vector bundles:
£0= |J ((*>A), (70(A)Y £# = |J ((z,A), Ux(\)\
( x , \ ) e B o  ^  '  ( x , \ ) E B #  ^  '
£+ =
(x, \ )€B+
U  ((z ,A) ,Vi(A)Y
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where Ux (A) is the k —dimensional subspace at each (x , A) G B #  spanned by the columns 
of U(a;, A), i.e.
Ux (X) =  {span{ui(a;, A),. . .  , u^(rc, A)} : 0 <  x  <  1, A G K }  .
X  =  0
Figure 2.1: The Gardner-Jones base manifold B.
Figure 2.2: A topological equivalent of B.
Clearly So, £#, and £+ are all trivial vector bundles (cf. Proposition 0.3), and so 
4 = B 0 x C ‘ , £# S B # X  C k , £+ S B + x C * .
P ro p o s itio n  2.8. The union
£ -  =  So U £ #
is a rank—k complex vector bundle over B - .  It is unique up to isomorphism class.
P ro o f. The proof is clear: So and £#  can be glued together along {0} x K  by the trivial 
transition function g : {0} x K  —> GL(n ,  C) , g(0, A) =  I n. Uniqueness follows from 
standard results. □
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C oro llary . The vector bundle £_ is trivial: £_ =  B -  x Ck .
It remains to prove that the local vector bundles £_ and £+ can be glued together in a 
suitable way to form a global vector bundle. This question reduces to whether or not
lim Ux (A) I  Vi (A)
£ - » l
for each A G IK. But this is not true in general. To see this we need to look more closely 
at the geometry of the boundary conditions at x = 1 .
2 .5 .1  T h e  A—d ep en d en t b o u n d a ry  c o n d itio n s  a t x  =  1
Geometrically, a solution u(:r, A) of (2.7), which satisfies (2.9), will be an eigenfunction 
with eigenvalue A G A if u(l,A ) G U\{X). However, if A G IK, then by hypothesis A is 
not an eigenvalue. Therefore, for each A G IK, u ( l, A) lies in some linear complement to 
U \{\) which is isomorphic to O 1 /Ui(X).  This observation motivated G a r d n e r  & J o n e s  
to introduce a vector bundle where the fibers are suitable quotient spaces over B.
We approach this problem as follows. When u ( l, A) does not satisfy the boundary condi­
tion at x  =  1, then u ( l, A) will lie in some complement of J7i(A), and it does not m atter 
which complement. Therefore we will introduce a reference complement V ^^A ) and 
then prove tha t the fibers Ux (X) can always be twisted in a smooth and nondegenerate 
way into Ux (X) with the property that
lim Ux (A) =  f ? ef(A),X-+1
for each A G K .
D efin ition . Given a vector w(A) G O 1, we will say tha t it is vertical if w(A) G V ^^A ) 
and horizontal if w(A) G Ui(X).
W ith this terminology, a solution u(rc, A) of (2.7) is an eigenfunction corresponding to 
the eigenvalue A if u(0,A) G Uo(A) and u(l,A ) is horizontal. On the other hand, if A 
is not an eigenvalue of (f) , then u (l, A) is not horizontal: it is however not necessarily 
vertical.
Let V^-^A) be any linear complement of Ui(X). Define the projection operator
Q X(A) : C* -► V?ef(A), for each A 6  A .
This projection has rank k and can always be constructed to be holomorphic (using a 
basis for the spaces at x  =  1, and the construction in Lemma 2.7). This projection has
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the property tha t Im(Qi(A)) =  Vire (^A) and Ker(Qi(A)) =  Ui(X). We will need some of 
the geometry of linear complements (cf. Chapter 8 of PORTEOUS [32]).
L em m a 2.9. Let Wi(A) be any linear complement of Ui(X) in U 1, and suppose
71(A),... ,7fc(A) is a holomorphic basis for  Wi(A). Then 7.7(A) =  Qi(A)7j(A), j  =
ref1 ,.. .  , k is a holomorphic basis for V1 (A).
P ro o f. It is clear that each 7 j(A) is holomorphic. It remains only to prove tha t they are 
linearly independent. Now,
ci 71 (A) +  ••• + ck %{X) = Qi(A)(ci 71 (A) +  ••• +  Cfc7 *.(A)) =  0
if and only if ci 71 (A) H l-Q;7A;(A) G Ker(Qi(A)) =  Ui(X). Hence ci =  • • • =  c& =  0,
and so the vectors 7 1 (A),. . .  ,%(X)  form a basis for Vire (^A) for each A. □
Since Vire^(A) can be taken to be any arbitrary complement of Ui(X), we shall henceforth 
fix it to be Vi (A), for convenience.
2 .5 .2  T w is t in g  th e  fib ers over B #
For the fibers over H#, we now introduce some twisted fibers. Let
Uj(®,A) =  (In -a ;P i(A ))u j(a :,A ), j  =  l , . . . , & ,  (2.23)
where P i  (A) : U 1 —$■ Ui(X) is the complementary projection to Qi(A) (i.e. P i  =  I n — Q i).
Lem m a 2.10. Suppose u i(a;,A ),... ,u^(x,A) are linearly independent for  0 < x < 1 
and some A G A. Then ui(a;, A),. . .  , Uf-(x, A) are linearly independent.
P ro o f. When x = 0, the result is clear. When x = 1, the result follows from the 
Corollary of Lemma 2.1 and Lemma 2.9. Now suppose 0 < x < 1. Then
d e t[In — a;Pi(A) ] =  x n det l l n - P ! ( A )
X
T h is la tter  determ inant can vanish  on ly  if  — is an eigenvalue o f  P i  (A). B u t th e  on ly  
eigenvalues o f a projection  operator are 0 and 1 , corresponding to  x  =  1 or x  =  00. 
Therefore for 0 <  x  <  1 the m atrix  I n — a;Pi(A) is invertib le and th e  result follow s. □
C oro llary . The vectors u i( l ,  A),. . .  ,u^(l,A ) are vertical.
P ro o f. Uj(l,A) =  (In — P i(A ))u j(l, A) =  Q i(A )uj(l, A) G Vi (A) for each j  =  1 , . . .  ,&.□
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Let _
Ux {A) =  span{ui(a;, A),. . .  ,u fc(a:,A)}.
Then the appropriate fibers over B #  are Ux(\) ,  and the vector bundle £# is replaced by
h =  U ((X’A)’ -  B#xCk.
( x ,x ) e B #  v  J
P ro p o s itio n  2.11. For every A £ K , we have
lim Ux{ A) =  Vi (A).
X —>1
Proof. This follows immediately from Lemma 2.10 and its corollary. □
2 .5 .3  T h e  in d u ced  b u n d le  Ek a sso c ia te d  w ith  (f)
We now have enough information to prove that every A—dependent boundary-value prob­
lem of the form (f) induces a generalized Gardner-Jones bundle associated with every 
simple-closed curve K  £ A which contains no eigenvalues of (f) . The construction of Ek 
follows [17] closely, although the transition function constructed here using the twisted 
fibers has a new form with a precise connection to the characteristic determinant.
Since Uj(0, A) =  Uj(0, A) for all j ,  the following is again a rank—& trivial vector bundle:
E- = E0 U E# = B _ x Ck ,
(cf. Proposition 2.8 and its corollary). The union Ej& = E- U E+ by gluing along the 
equator S 1 however, may be non-trivial.
T h eo re m  2.12. The union _
Ek = E- U E+
is a rank—k complex vector bundle over B . It is unique up to isomorphism class.
P roo f. It suffices to show that there exists a transition function
g - . B - C i B + ^ S 1 ^ G L ( k , C )
on the overlap B _ fl B +. We already know (see Proposition 2.11) tha t the fibers of £_ 
and E+ span the same space at x  =  1, namely Vi (A). For each A G K , take a holomorphic 
basis £i(A), • • • A) for Vi (A) such that (bJ(A), £j(A)),\ =  5{j (see Lemma 2.7). Then,
Ui(X) = sp an { u i(l,A ),... ,u * (l, A)} =  span{fi(A ),. . .  ,&.( A)} =  Vi(A),
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at x =  0
0 < x <  1
at x =  1
U i(\)
Ui( A)
Figure 2.3: Twisting the u j(x,  A)’s until the vectors u,-(l, A) are vertical.
for each A € K , and so there exists a k x k invertible m atrix g(A) such tha t
U (l,A ) =  [u1(l,A )| ••• |u Jb(l,A)] =  Ki(A)| . . .  |&(A)]g(A). (2.24)
That g(A) is holomorphic follows from an argument as in the proof of Proposition 2.2. 
Multiplying both sides of (2.24) by B(A)T, we have that
g(A) =  B(A)r U (l,A ), A 6  K , (2.25)
since (b|(A),^(A )>A =  5tj .  The uniqueness of Sk  up to isomorphism class follows from 
standard results (cf. [17] and references therein). □
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2 .5 .4  T o p o lo g y  an d  th e  C h ern  nu m ber
Since B  is a compact orientable 2-manifold without boundary, the first Chern number 
ci(£k) of the bundle 8k is characterized by the winding number of the determinant of 
the transition function. W ithout loss of generality, the orientation of the base B  can be 
chosen so tha t the first Chern number c\ (£]&) of 8k is positive.
Topologically, the first Chern number coincides with the integer with which the ho- 
motopy class [g(K)] is identified via the isomorphism of the first fundamental groups 
7Ti (G L(k ,C )) and tti (C\{0}) induced by the determinant map
d e t : GL (k, C) -> C\{0}.
Now, both the homotopy classes as well as the orders of the elements of the cyclic groups 
7Ti (GL(k ,C)) = 7Ti (<C\{0}) =  Z are preserved under an isomorphism. Hence
[g(K)] =  [det(g(K))] 6  Z,
and correspondingly
ci(£k) =  W  (det(g(K )),0 ) 6  Z , (2.26)
where IT (•, 0) is the winding number about the origin (cf. [2, 17, 36]). This completes the 
proof tha t every A—dependent BVP of the form (f) induces a generalized Gardner-Jones 
bundle on every simple-closed curve K c  A which contains no eigenvalues of (f) , and 
that every such bundle has an associated first Chern number. It remains to determine 
the significance of this topologically-obtained integer for (f) .
2.6 Topology of A—dependent B V P ’s
This section establishes the essential link between the bundle 8k and the eigenvalue 
problem (f) . The connection is established by relating the analytic properties of A  (A) 
with the topological properties of the vector bundle through the transition function g. 
The main result of the generalized Gardner-Jones bundle framework is the following:
T h e o re m  2.13. Given a parameter-dependent boundary-value problem of the form  (f), 
suppose that K c  A is a simple-closed curve which is disjoint from the spectrum of (f). 
Then the determinant of the transition function of the generalized Gardner-Jones bundle 
8k associated with (f) and K  is identical to the characteristic determinant of (f) on K . 
Furthermore, the first Chern number c\ (8k ) of 8k is precisely equal to the total number 
of eigenvalues of (f) interior to K , counting algebraic multiplicity.
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P roo f. Writing out the expression for g(A) in (2.25), we have
g(A) =  B(A)r U (l, A)
=  B(A)T[u(l, A) | ••• |u (l,A )]
=  B(A)T[I-P !(A )][u ( l,A ) | ••• |u (l,A )]
=  B(A)t U (1 ,A )-B (A )t P i (A)U(1,A).
But Im(Pi(A)) =  Ui(X), and (A) (spanned by the complex conjugate of the columns 
of B(A)) is an annihilator for Ui(X). Hence B(A)r P i(A )U (l, A) =  0, and the above 
expression reduces to
g (A )= B (A )r U (l,A ). (2.27)
Hence det(g(A)) “equals” A (A). The equality is in quotes because neither g(A) nor A (A) 
are unique. But the determinant of every other g(A) in the same isomorphism class has 
the same winding number, and therefore det[g(A)] =  A  (A) for some characteristic deter­
minant on K , and hence by the Corollary to Lemma 2.4, the characteristic determinant. 
Since the first Chern number is equal to the winding number of det(g(A)), it follows that 
it also counts the eigenvalues of (f) according to algebraic multiplicity. □
C oro llary . The determinant of the transition function of the generalized Gardner-Jones 
bundle 5k coincides with the characteristic determinant of (f) restricted to K:
detg(A) =  A(A)
K
Let us summarize the central point of this whole chapter. In §2.3, the total number of 
eigenvalues of the A—dependent BVP (f) inside K  was shown to be equal to the winding 
number around the origin of the image of K under the characteristic determinant (Lemma 
2.4). The characteristic determinant is then shown (in the corollary to Theorem 2.13 
above) to be identical to the determinant of the transition function of the bundle 5k- 
Prom results in bundle theory, the winding number of the determinant of the transition 
function of a vector bundle over S 2 is equal to its first Chern number. Therefore the 
first Chern number of 5k counts the eigenvalues of (f) inside K according to algebraic 
multiplicity. In a nutshell, the generalized Gardner-Jones bundle framework allows us to 
arrive at the following result:
N k = W (A(K),0) =  W (detg(K ),0) =  ci(5K).
The generalized Gardner-Jones bundle: 
applications
In this chapter, we consider various applications of the generalized Gardner-Jones bundle 
theory to real problems. The first two examples are elementary, and serve to illustrate the 
geometry of the bundle in the simplest possible settings. The third example is an appli­
cation to a fundamental differential equation from hydrodynamic stability. The fourth 
example arises from the linearization about pulses in the complex Ginzburg-Landau 
equation and leads to an interesting question about the implications for the generalized 
Gardner-Jones bundle in the limit as the length of the a:—domain goes to infinity.
3.1 4>xx +  M  =  0; 0(0, A) =  0 =  4>x{n, A)
Consider the A—dependent second-order linear equation
4*xx ”1“ =  0, ^  ^ C, 0 < X  < 7T, A 6  C , (3*1-)
subject to the A—independent boundary conditions
<^ (0, A) =  0 =  <j>x(ir,X). (3.2)
The eigenvalues of this A—dependent boundary-value problem are
l ' 2
A „ = l n + - 1  , n  =  0 ,1 ,2 , . . . ,  (3.3)
with corresponding eigenfunctions
0n(*>An) =  an sin ^  x, n = 0 , 1 , 2 , . . . ,  (3.4)
for arbitrary complex constants an. From Stiirm-Liouville theory, the eigenvalues An are
all simple, and so if we take the unit circle S 1 in the complex A-plane, then we know
that S 1 encloses exactly one eigenvalue of (3.1)-(3.2), counting algebraic multiplicity; 
1
namely Ao =  By choosing the simple closed curve S 1 C C, our aim in this example
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Im(A)
- 1
Re(A)
Figure 3.1: The eigenvalue Aq =  -  and the unit circle S 1 C C
is to construct the generalized Gardner-Jones bundle £ (S 1) for (3.1)-(3.2) and verify 
explicitly tha t ci(5(5 '1)) =  1 .
First, we write the linear equation (3.1) in the equivalent form
0 1 
-A  0uz — I \ n I U5 u  =  [ A J G r(C,X2), 0 < X < 7T, A G C, (3.5)
where X2 =  C x C2. Then the boundary conditions (3.2) can be w ritten as
(ei, u (0 , A))a =  0 =  (e2, u(tt, A))a , (3.6)
where ei =  (1,0)T and e2 =  (0 ,1)T are the standard basis vectors of C2. Obviously,
these boundary conditions are satisfied if and only if
u(0, A) G span{e2} and u (7r, A) G span{ei} . (3.7)
Now set B(A) =  b^(A) =  e2. This choice of the boundary functional b|(A) is obvious 
from the form of the boundary condition at x  — it. Next, we choose a solution u  of (3.5) 
which satisfies the boundary condition at x  = 0. This is achieved by taking the function
T
u(:r, A) =  <
sin\/Aa;, cos\/Arc^ , 0 < x  < 7r, A ^  0,
(*, i f , 0 < X < 7T, A =  0,
which has all the required properties. In particular, u(a;, A) is analytic everywhere in 
C \{0}, as is obvious from the following Taylor series expansions;
1 ^  f ' - l V r 2-? • ^  ^
—7=sinVAa: =  ——— -rr AJ , A ^  0, cos\/Aa; =
( —l ) 3x 23
m
A3, A 6 C.
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Furthermore, the singularity of u(rr, A) at A =  0 is a removable singularity since
lim (  -4=sin\/Aa; ) =  x  lim (  -jb sinVXa: | =  x,
A->o VVX )  A—>0 \ y j \ x  )
and so u (x , A) —» (m, 1)T < oo as A —» 0.
Finally, note tha t u(0, A) =  e2 for all A G C, and so u(0, A) is an analytic function of A.
The base manifold is B  = Bo U B # U B n where Bo = {0} x D 2, B #  =  [0 , 7r] x  S 1 and 
B % =  {tt } x D 2, with D 2 =  { , z G C : | ; z | < 1 }  being the open unit disc in the complex 
A-plane. Set B  = B -U B + where B -  =  BqUB# and B+ =  B v with PI.B+ =  {7r} x  S 1. 
Also, set the reference subspace at x  =  1 to be span{e2}. Then over F?+ , we have the 
trivial line bundle
8+ = | J  f (a;, A), span{e2} j =  i?+ x span{e2} .
Over B - , we have the twisted vectors
rjp
u(a;, A) =  ( l  _  “ )  sin V^ Arr, cos V X x j  , 0 < x  < 7T, A 7  ^ 0,
arising from the maps
x
1 2 - - P 1W ,
7r
where P i  (A) : C2 —» span{ei} is the projection onto the first factor. In particular,
u(0, A) =  u(0, A) =  e2 for all A G C.
Clearly, ||u(a;, A)|| 7  ^0 for all (a;, A) G B _ since sin\/Aa; and cos.y/Xx cannot both vanish 
when x  tt and cos y/Xx cannot vanish for any A G S 1 when x = tt. Hence span {u(a;, A)} 
is a family of 1-dimensional subspaces of C2 which vary continuously with both  x  and A 
over _B_, and holomorphically with respect to A everywhere on H _ \{ (0,0)}. We therefore 
obtain the other line bundle
where
and
80 = |J  ^(a;, A), span {u(a;, A)}  ^ =  B 0 x span {e2} ,
8 # =  IJ ^(z,A), span{u(a;,A)}^ = B # x  C.
(;X , X ) E B #
3‘2 <f>xx +  A</> — 0; ^ ( O ? A )  +  A</>(0, A) — 0, 0(1? ^ ) — 0
The bundle
£ ( S 1) = S -  US+
is obtained by gluing along the intersection B -  fl B+ where the fibers of both S -  and 
are span{e2}. To compute the transition function of S i S 1), first note tha t
B (A f  =  M(A)r  =  e j  =  (0,1), U (l, A) =  u ( l ,  A) =  •
Hence by definition ((2.25) of §2.5), the transition function of S i S 1) is
g : {tt} x S 1 -> C\{0}, g(ir, A) =  B(A)TU(1, A) =  cos V Lr, 
and so the first Chern number of S i S 1) is
tan\/A-7r ..
dA( - - )  —  fV 2/ 2m Jsi
7r ( tan  ^ f\'K 1 \
=  - 2 R e s ( - v r - ’ 4 j  
=  1.
3.2 cj)xx +  A<j> =  0; (j>x(0, A) +  A0(O, A) =  0, 0(1, A) =  0
Consider again the A—dependent second-order linear equation
<f>xx A</> =  0, G Cj 0 <G x <C 1, A E C, (3-8)
this time, subject to the A—dependent boundary conditions
^ ( 0 , A ) + A ^ ( 0 , A ) = 0 ,  0 (1 , A) =  0 . (3.9)
The eigenvalues of this A—dependent boundary-value problem are the solutions of the 
transcendental equation
cos VX — y/X sin a/X =  0 ,
and so cannot be determined explicitly. Putting (3.8)-(3.9) into the form of the general­
ized Gardner-Jones theory, we have
u * = ( _ ° A o ) U ’ u =  ( / J  e r (C>X2)> 0 < a: <  1,  A € C ,  (3.10)
3-2 (f)xx +  A(j) — 0; (j)x(0, A) +  A</>(0, A) — 0 , </>(!, A) — 0 40
where X2 =  C x C 2, and
(a i(A), u(0, A))a =  0, <bj (A), u ( l, A)>a =  0, (3.11)
with
a?(A) =  (f) e r*(C ,X |), bJ(A) =  (J) € r * ( c ,x |) .
The boundary conditions at x = 0 and x  =  1 can then be described geometrically by
u(o ,a) g r ( c ,u 0), u ( i , a) g r (c ,U i) ,  (3 .1 2 )
with
U0 = |J  (A’ span { ( _ a )  } ) ’ Ul = U (A’ span {e2} ) •
Aec Aec
Note tha t both A (x , A) =  ^ ^  ^  and the boundary conditions (3.12) are entire func­
tions of A. Now one solution of (3.10) which satisfies u(0, A) G T(C, Uo) is
, (  cos\/Aa; -  \/A sinVXa; A ,u (a ,A )=  /T -. rr /T- , 0 < rc < 1, A g C , (3.13)
\ —v A sin v a x  — A cos V ax )
and this solution is also entire with respect to A, since
AJ+1, cos V \x = ' £
2 ? -h 1)!j =o ' J ^  > j =o
In the limit as x  —X 1, we have
VAsinVAz =  s x   p ^ f » ,  A € C.
A) -  (_V A  sin VX -  A cos \ / a)  ’ A € C ’
where
A(A) =  cos \/X  — V x  sin\/A , A G C
is an entire characteristic determinant of this problem. It is clear tha t u ( l ,  A) is horizontal 
if and only if A(A) =  0. On the other hand, if A is not an eigenvalue of (3.10)-(3.12), 
then u ( l, A) is not vertical in general, although it will be vertical for exceptional values 
of A.
The projection operator P i  (A) : C2 —>■ span{e2} used in the construction of the twisted 
fibers is given explicitly by
P i  (A) =  e2e j ,
and so the fibers over B #  are
7T t \  ^  _  i f  cos x  ~  s*n ^ \
x span j ^ _ (1 _  sin\/Arc +  A cos y /\x )  J  J ’
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where here,
\ \ _ (  cosVXx-VXsmVXx  *\ 
U X’ y—(1 — rr)(VA sin\/Aa; +  A cos VXx) J
are the twisted vectors. Clearly Ui(X) is vertical when A(A) ^  0. Moreover, since 
Vi (A) =  span{ei} it is clear that the transition function for the generalized Gardner- 
Jones bundle is
g{ A) =  A(A)
We complete this example by computing explicitly the first Chern number of this gener­
alized bundle on one particular simple-closed curve K . This particular case is interesting 
because it leads to the exact evaluation of a certain complex integral which would oth­
erwise be very difficult to compute analytically.
7r2
P roposition  3.1. Let K  C C be the circle with center the origin and radius — . Then 
there is exactly one eigenvalue of the A—dependent boundary-value problem (3.8)-(3.9) 
lying inside K, counting algebraic multiplicity.
Proof. Multiplication of (3.8) by 4>(x,X), integration over the interval [0,1], and appli­
cation of the boundary conditions leads to
J  \<f>x (x,X)\2 dx = A ^|</>(0,A)|2 +  ^  \4>(x, A)|2 d x^  ,
proving tha t the spectrum of (3.8)-(3.9) is on the non-negative real axis. On the real 
axis, the characteristic determinant has the following properties:
and
A (—A) =  cosh V \  +  V x  sinh V x  > 0..
Furthermore,
a //. \ sin V X  cos V X  n 7r2A (A) =  A-----------A— < 0 , for 0 < A < —  .
K J VX 2 -  -  " 9
Hence A (A) it is locally monotone for positive A, and non-zero for A < 0, and so there is
exactly one zero of A(A) in the interior of K . So, by Theorem 2.13,
C i ( f ( K ) )  =  T  [  A ^ y d A  =  - 2 -  f  ^ C° S ^  +  2 s m V ^ d A =  1 .  □
27ti J  k  A (A) 47ti VX  cos VX — X sin VX
7T2
Corollary. Let I c €  be the circle with center the origin and radius — . Then
L
VX cos VX +  2 sin VX
—j=.------ j=-------------j=. dA =  — 47ri.
V A cos v  A — A sin v  A
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3.3 Topology of the Orr-Sommerfeld problem
The Orr-Sommerfeld equation is a fundamental equation in fluid dynamics. It arises 
from the linearization of the Navier-Stokes equations about a parallel shear flow (cf. 
[6, 11, 12, 23] and the references therein),
4*xxxx "h p i^i Xi)(/)xx "k ^)0 =  0 G C, 0 1, (3.14)
where A is a complex parameter representing a stability exponent, and p (x , A) and q(x, A) 
are complex C 2 functions given by
p(x, A) =  —2a 2 — iaRU (x) — AR , q(x, A) =  iaRU "(x) +  \a zR U (#) +  a 2RX  +  a 4.
The parameters a  and R  are positive real parameters representing a wavenumber and the 
Reynolds number respectively, and the C 2 function U(x)  represents the velocity profile 
of the basic shear flow. Typical boundary conditions for 0 are
0(0, A) =  0*(O, A) =  0, 0(1, A) =  <t>x ( 1, A) =  0, (3.15)
and the flow represented by U(x) is said to be stable if Re (A) < 0 for every solution 
cj)(x, A) of (3.14)-(3.15). The abstract spectral properties of the Orr-Sommerfeld equation 
with the boundary conditions (3.15) in L2([0,1]) are well understood; for example, the 
spectrum is countable, and the eigenvectors of the Orr-Sommerfeld equation form a 
complete set (cf. D iP r im a  & H a b e t l e r  [11], §4). The spectrum of the Orr-Sommerfeld 
problem will be denoted by a os-
The Orr-Sommerfeld equation (3.14) can be expressed in the standard form of §2.3, as a 
A—dependent first-order linear system:
Ux =
(  0 1 0 0 \  
0 0 1 0  
0 0 0 1
\ - q { x ,  A) 0 - p ( x , \ )  0)
u , u € T (A ,X 4) , 0 < x < 1, A G C, (3.16)
where u  =  (0, <px , 0XX, (j>Xxx)T ■ Similarly, the boundary conditions (3.15) can be expressed 
in the form
(ei,u(0 ,A ))A =  (e2,u(0,A ))A =  0 )
\  , (3.17)
(e i,u ( l ,  A))a =  (e2,u ( l ,  A))a =  0 J
where e i , . . .  ,e 4 represent the canonical basis for C 4. Therefore geometrically, the 
boundary conditions can be expressed as
u(o, A) g r(c , u 0), u ( i, a) g r ( c ,U i ) , (3.18)
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where
U0 = Ui = (J ( A, span{e3, e4} j .
\ r-fT \  /AGC
Note tha t here, the boundary subspaces at x  =  0 and x  = 1 are both
Uq( \)  = C/i (A) =  span{e3,e 4}.
Thus taking the reference subspace at x  = 1 to be
Viref(A) =  Vi (A) =  span{ei,e2},
the projection operator P i  (A) has the following explicit expression
Pi(A) : C4 J7i(A), P i  (A) =  e3ej + e4ej.
The boundary conditions (3.18) and the coefficient m atrix in (3.16) are all entire functions 
of A, and so K  can be taken to be any Jordan curve in C which contains no eigenvalues of 
(3 .14)-(3 .15). For this problem however, there is a particularly interesting Jordan curve K 
which is suggested by the Joseph inequalities. J o s e p h  [23] derived eigenvalue bounds for 
the Orr-Sommerfeld problem by using purely mathematical analysis techniques. J o s e p h  
deduced tha t the real part of the eigenvalues of the Orr-Sommerfeld problem is always 
bounded above, but not below, whereas the imaginary part of the eigenvalues is bounded 
both above and below. The eigenvalues of this problem are therefore confined to lie in 
some horizontal semi-infinite strip of the complex A—plane. To illustrate the situation, 
let us first define the following constants associated with (3.14):
1 +  o?ko {a,R ) = - U F * - - £ L ,
and,
aU max
k l (a :R) = - a U ^ - ^ f ^ ,  k2(a ,R ) = - a U ™ \  if C7“ in >  0,
h ( a ,R )  = - aU m“  -  n/ ** , k2{a,R ) = - a U
mmxx
2(7r2 +  a 2) ’ ’ 2 (7r2 +  a 2) ’
aU minh ( a ,R )  = - a U max, /c2(a ,E ) =  -aC7min- - ^ - — , ifC/xm- < 0 ,
2(7T +  or)
where the max (respectively min) superscripts indicate the maximum (minimum) value 
over x  G [0,1]. The proof of the following result is given in [23].
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L em m a 3.2 ([23]). For any fixed a  > 0 and R >  0, the spectrum of the Orr-Sommerfeld 
problem (3.14)-(3.15) lies in the semi-infinite strip
Re(A) < ko(a,R), k i(a ,R )  < Im(A) < k2 {ct,R).
Im(A) ko(a,R)
—oo <—|
Im(A) =  k i(a , R)
Figure 3.2: The shaded region is the open set in which all the eigenvalues of the Orr- 
Sommerfeld problem lie.
It follows from Joseph’s inequalities that there is at most a finite number of unstable 
eigenvalues of the Orr-Sommerfeld problem, and they lie in a well-defined bounded subset 
of the right-half plane (see Figure 3.2). There is thus a whole family of natural contours 
-  a typical one denoted by K j -  which are associated with the stability analysis of this 
problem, and for each one of which, the associated generalized Gardner-Jones bundle is 
able to count the total number of unstable eigenvalues of the Orr-Sommerfeld problem 
according to algebraic multiplicity (see Figure 3.3). Joseph’s inequalities and Theorem 
2.13 combine to prove the following Theorem:
T h e o re m  3.3. Let U : [0,1] -> R be any twice continuously differentiable function  
representing a shear flow. Suppose aos  0  iR  is empty. Then for any fixed a, R  > 0 and 
any Jordan curve Kj , the integer c\ (£(Kj))  is identical to the total number of unstable 
eigenvalues of the Orr-Sommerfeld problem counted according to algebraic multiplicity.
R em ark . Geometric viewpoints are interesting because they are topologically invariant 
under continuous deformations. Thus different families of homotopically related BVPs 
can be considered at the same time, resulting in great economy of effort. At an abstract 
level, the generalized Gardner-Jones bundles and their associated Chern numbers always 
exist, irrespective of the relative ease or difficulty of the computations involved. o
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Im(A) ko(a,R )
Im(A) =  Aj2 R)
K j
Re(A)
Im(A) =  ki(a , R) '
Figure 3.3: A rectangular path K j  C C suggested by Joseph’s inequalities [23] for
counting the unstable eigenvalues of the Orr-Sommerfeld problem.
The following result represents a topological view of hydrodynamic stability.
C oro llary . Let U : [0,1] —>■ M. be any twice continuously differentiable function repre­
senting a shear flow. Suppose aos  H iK is empty. Then for any fixed a  > 0 and R  > 0
the shear flow U(x) is stable if and only if the bundle £ (K j) is trivial.
3.4 A linearized com plex Ginzburg-Landau equation
The purpose of this section, the last in this chapter, is to show an example where non­
trivial parameter-dependent boundary conditions can arise in real applications, and to 
consider the implications for the generalized Gardner-Jones bundle framework as the 
length of the a;—domain tends to infinity.
The complex Ginzburg-Landau (cGL) equation is a nonlinear partial differential equa­
tion which is a model equation for a wide range of physical phenomena. In one space 
dimension, the cGL equation can be cast into the following dimensionless form
where A (x , t ) is complex valued and p > 0, u, ip are specified real parameters. This 
equation has an exact solution
p e ^A t  — A xx — (1 +  iu)^A  (1 +  io;)(2 +  iw) \A\^ A , (3.19)
A(x, t )  = A(x) = (cosh a;) 1 lu (3.20)
called the Hocking-Stewartson pulse.
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Converting (3.19) into a real system on M4, and then linearizing it about (3.20) and 
introducing a spectral parameter leads to the first-order system
u x = A (x , A)u, u  e r(A , X4) , x e m, (3.21)
where A is a complex parameter representing the stability exponent (cf. A fen d ik o v  & 
B rid g e s  [4]). The m atrix A(x,A)  is given explicitly by
A (a:>A) =  ( p ( z )  +  ApR(V-) 0 ) ’ (3'22)
with
R W  = (sZt P W = B M 2 -B(c,)(I + B H ) ( |q |2I + 2qqT)
and
N ( l  —u \  s (  secha;cos(a;lncoshir)\ T ( l  0 \
B(w) =  U  1 ) ’ q W  =  V-sec li ® sin(w In cosh x ) )  ’ 1 =  (o  l )  '
As far as we are aware, a detailed rigorous study of this spectral problem has never been
given, although there are some results on the location of parts of the spectrum [4].
Consider the system (3.21) restricted to some finite interval,
Ua; =  A(x, A)u, u e r ( A ,X 4) , - £ < x < l , £ > 0 .  (3.23)
It is straightforward to transform the interval [—£, £] to [0,1] but this will not be necessary.
Rigorous asymptotic boundary conditions for this system can be derived [4], which factor 
out exponentially growing solutions, and they can be cast into the standard form of §2.3,
( a ; « , u H , A ) ) , =  (a 2(A), u (—£, A))a =  0 (3.24)
aJ(A) =
i^i(A) \  
-M i (A) 
—i , aJ(A ):=
/ - i / i 2(A)\
- / i 2(A)
i (3.25)
 ^ 1 I i  )
where
Pi(X) = \ J ( l -  iw)2 +  A a n d  ^ (A ) =  ^ ( 1  +  iu )2 +  Ap e ^  .
Similarly, at x = £, we have
<bj (A), u(£, A))a =  <b|(A), u(£, A))a =  0 , (3.26)
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with
/ —i/ii(A)\ /i/x2(A)\
b|(A) =
I  1 J
(3.27)
T hese boundary conditions are derived by com puting  th e  adjoint eigenvectors -  corre­
sp onding to  th e  exp on en tia lly  growing eigenvalues -  o f th e  m atrix  A qo(A), g iven  by,
The system (3.23), (3.24)-(3.26) is in the standard form given in §2.3 (assuming the
any subset of the right-half plane which does not contain a singularity associated with the 
boundary conditions. Given any Jordan curve K  C A the system has a Gardner-Jones 
bundle associated with it, and this bundle has an associated Chern number.
For some K , estimates of the Chern number can be obtained, but will not be considered 
here. There is however an intriguing question tha t arises from this example. It is 
straightforward to verify tha t the system (3.21) -  on the real line -  satisfies all the 
hypotheses of the bundle formulation of A l e x a n d e r , G a r d n e r  Sz J o n e s  [2]. While 
it is not clear how to extend the bundle formulation of G a r d n e r  & J o n e s  [17] to an 
infinite interval, it appears tha t the variation of the Gardner-Jones bundle presented 
here may have a limit as £ —» oo. We will raise this question in the context of the cGL 
equation, but it is apparent that it could be asked in a wider context.
O p en  q u es tio n . Fix the contour K. Consider the Gardner-Jones bundle formulation of 
(3.23) for any fixed £. Suppose that for every £ sufficiently large, the spectrum is disjoint 
from K. Does the limit as I  —>• oo of this bundle exist? I f  it does exist, does it converge, 
and in what sense does it converge, to the Alexander-Gardner-Jones bundle formulation
0
B (a>)2 +  ApR(,0)
We now consider this system from the viewpoint of the generalised Gardner-Jones bundle.
interval [—£, £] is transformed to [0,1]). The matrix A(x ,  A) is an entire function, but the 
boundary conditions are not. In general, it is the right-half complex plane which is of 
interest in stability problems, and for some parameter values there will be singularities 
in the right-half complex plane associated with the boundary conditions. Therefore A is
of (3.23)?
The geometry of  A —dependent periodic linear 
systems
This chapter considers some classes of parametrized periodic linear systems
u x = A ( x , A) u ,  A ( x  -f  L, A) =  A(:c, A), x  G R, (4.1)
where u  =  u(a;) G C” and A(x,A) is continuous and T-periodic with respect to x, 
and holomorphic with respect to A, for A in some parameter space. For systems of 
the form (4.1), again, one aim is to find those values of A, here with Re(A) > 0, for 
which the associated monodromy matrix has an eigenvalue of unit modulus since these 
are associated with the stability of periodic solutions of reaction-diffusion systems (cf. 
G a r d n e r  [18]).
4.1 Preliminary considerations
Periodic linear systems of the form (4.1) arise naturally in the linearization of some classes 
of parabolic systems of reaction-diffusion equations about a known L-per iodic travelling 
wave. For such linearized systems, a useful stability exponent is the 7  —eigenvalue : for 
each fixed 7  G S'1, a 7 —eigenvalue is a value of A for which the associated monodromy 
matrix of the periodic system has an eigenvalue equal to 7 . G a r d n e r  [18] introduced a 
geometric framework called the 7  —eigenvalue bundle for investigating the 7 —eigenvalue 
spectrum of such periodic systems by converting the infinite-domain problem into a 
finite-domain A—dependent boundary-value problem on [0,L], with separated boundary 
subspaces created by the addition of extra equations to the original system (for details, 
see p.425 [18]). The construction of the 7 —eigenvalue bundle then follows exactly the 
same lines as the Gardner-Jones bundle in [17] (or see §2.5), with the base manifold 
being (as before) a topological 2-sphere. More precisely, for every fixed 7  G S 1 and every 
Jordan curve I c C  that contains no 7 —eigenvalues of the problem, Gardner constructed 
a 7 — eigenvalue bundle £ (7 , K) with fibers that are again based on quotient spaces. The 
first Chern number c\ (£ (7 , K )) of this bundle, called the 7 — eigenvalue index, is then the
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topological invariant that counts the total number of 7 —eigenvalues of the problem inside 
K , counted according to algebraic 7 —multiplicity. Obviously, the generalized Gardner- 
Jones bundle presented in Chapter 2 could be applied in this context, and so give a new 
construction of the Gardner 7 —eigenvalue bundle. This application is straightforward 
and leads to no new information about the topology of the underlying periodic system, 
and so shall not be pursued here. Furthermore, the use of the same cylindrical (spherical) 
base manifold B  for the construction of the associated bundle is awkward and unnatural 
in a problem with obvious cyclical and periodic properties. A more natural formulation 
for this problem rather, is to build the vector bundle over the 2-torus T 2 -  a topological 
figure possessing a naturally periodic character. In the following section, we attem pt to 
investigate a bundle construction following this line of argument.
4.2 The monodromy matrix induced bundle
Consider the class of periodic linear systems dependent on a complex param eter
u x = A( x , X) u ,  u  G T(A,Xn), — 00 < a; < 0 0 , A £ A , (4.2)
where again A is an open and simply connected subset of the complex A—plane and 
T(A, Xn) is the space of all holomorphic sections throught the bundle Xn introduced in 
§2.3. The (complex) entries of A ( x , A) are continuous and L-periodic functions of x  and 
holomorphic functions of A for each fixed A G A. Take any fundamental solution matrix 
Ufa;, A) for the system (4.2) such that Ufa;, A) varies holomorphically with A, and let 
M(A) be the associated monodromy matrix. Then from Floquet theory, we have
Ufa; + L, A) =  Ufa;, A)M(A). (4.3)
for each A G A. It also follows that M(A) =  Ufa;, A)_ 1U(a; +  L , A) is holomorphic.
D efin ition . A value of the parameter A for which there exists at least one eigenvalue 
of the monodromy matrix M(A) with unit modulus is called an eigenvalue of the system
(4.2). The set of all the eigenvalues of (4.2) is called the spectrum of the system (4.2).
Let K C A be an arbitrary Jordan curve and define the following two smooth manifolds:
B # =  [0, L] x K,
and
B  = {B #  with (0, A) identified with (L, A) for each A G K}.
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Then B  is homeomorphic to the 2-torus T 2 =  S 1 x S 1 of genus 1. Let Ux (A) be the 
n —dimensional vector space that is spanned by the columns of U(rr, A), for each A G A.
T h e o re m  4.1. The union
£(K) = [J A c,A ), Ux(X)\
(x,\)eB '  '
forms a rank—n complex vector bundle over B . The bundle £(K) is unique up to iso­
morphism class, and it is trivial, i.e. 8(K) = B  x C n .
P roof. Split the torus B  along the vertical slice {0} x l  =  {L} x K . Then £(K) can be 
viewed as being glued together along this splitting by the transition function
g : { 0} x l 4  GL(n, C), g (0, A) =  M(A).
{L}x
Figure 4.1: A splitting of the 2-torus along a vertical slice.
Since det M(A) ^  0 for all A, we have that
ci (8(1Q) =  W  (detg(A) , 0 ) = W  (det M (A ),0) =  0 □
This bundle 5(ffiQ exists and is trivial independent of the choice of either the starting 
point of x  in R or the location of the splitting, as the following corollaries show.
C oro llary . For each integer k, the union
£*(K) = |J  ( (*, A), Ux( \ ) ), B k =
(x ,\) e Bk
k L , (k +  1) L x K  = B ,
is a rank—n complex vector bundle over B k. Furthermore, S k(K) is isomorphic to £(K) 
for each k, and hence £ k(K) is trivial. In particular, £°(K) =  £(K).
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P roo f. For each fixed k , split the torus B k along the vertical slice
{ k L } x K = { { k  + l ) L } x K .
Then take the transition function
: {kL}  x K  -» GL(n, C), g*= {kL, A) =  M(A).
Also
d  (£*(K )) =  W  (det g fc(A), 0\  = W  (det M (A ), 0) =  0, 
and so £ k(K) is trivial for each k. Finally note that B° = B . □
C oro llary . For each fixed s o E l  and each integer k, the union
a?o +  k L , xq +  (k +  1) L^„(K) = IJ ( (z ,A ) , t /x(A)Y B kxo =
(x,x)eBkQ v '
x K  = B,
is a rank—n complex vector bundle over B kQ. Furthermore, £*0(IK) is isomorphic to £(K) 
for each xo and each k, and hence £ k0{^) is trivial. In particular, £ k0(fi£) =  £ k(K) for 
each k when xq =  0 .
P roo f. If (Co =  0, then the result follows from the previous corollary. Suppose that 
x o ^ O . Then the transition function
Sxo : {^0 +  kL}  x l 4  GL(n, C), gkQ (x0 +  kL, A) =  M(A),
is similar to gk, for some M(A): from Floquet theory, there exists an invertible n  x n  
matrix S(A) for each fixed A G A such that
M(A) =  S(A)M(A)S_1(A).
Hence £*0(K) — £(K) for all xq and k (cf. Proposition 0.1). □
We end this section with the following unresolved problem:
O p en  q u es tio n . What are the implications of the trivial bundles £(K),  £ k{K), and
£ k0(y£) for the eigenvalues of the X—dependent problem (4-1)7
4.3 Discussion
Active research is currently being conducted to determine the exact geometric structure 
of Floquet theory in general, and of A—dependent periodic linear systems, in particular.
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A more complete and satisfactory vector bundle framework, one comparable to the gener­
alized Gardner-Jones bundle for example, is still being sought th a t could count the total 
number of eigenvalues of the system inside any arbitrary region of the parameter plane. 
The main difficulty is in obtaining analyticity of the twisted fibers, while at the same 
time maintaining linear independence. Various attem pts have been made at constructing 
the twisted fibers, including:
i)
U i(x ,A )  = f ( " l l  (I'l'iW I -  ! )  I n ' ) u i (x , A),
'  i= 1 '
where 7 { are the eigenvalues of the monodromy matrix M(A);
Ui(a;, A) d=  ^exp l n -  M(A)^ u {(x, A),
where 7  =  exp (i0) € S 1 is fixed and M(A) is the monodromy matrix,
3)
U j^.A ) d=lf (e£ * I„  -  |M (A )J  ( e ^ - ^ I n  -M (A )J  u^x.A )
where again 7  =  exp (i6) G S 1 is fixed and M(A) is the monodromy matrix.
The first construction loses analyticity because the analyticity of the monodromy matrix 
does not imply analyticity of its eigenvalues. Both the second and th ird  construction 
lose linear independence of the u i(x, A)’s at x < 1. It is hoped tha t future investigations 
of this problem will yield a suitable nontrivial rank—A: bundle over a, possibly, 2-torus 
base.
Curvature 2 - forms for multi-parameter linear 
systems
Differential equation systems depending on more than one param eter have never been 
investigated from a differential-geometric point of view. In this chapter, we present some 
investigations into the geometry of such systems by constructing the appropriate curva­
ture 2-forms which carry information about the geometric dependence of the differential 
equations in the parameter space.
5.1 A curvature 2-form for &:-submanifolds of Mn
Recall that for ^-submanifolds M  = <$>(U) of Mn where : U C 1^ 4  1 "  is a one-one 
immersion, a frame field on M  is simply a smooth map
smooth real function on the submanifold M , and so can be exterior differentiated to give 
a 1-form
/  C lM  ••• £n(w)^ 
E : U c R k -^G L (n ,R ), E(u) =  : ■. :
with respect to some fixed orthonormal basis for W1. Each entry £*• of the frame S is a
and so a covariant exterior derivative of S can be defined by
Upon rearranging, this takes the form
d: (5.1)
where k
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It is easy to verify tha t the matrix u  satisfies the second structure equation of Cartan
u j  A uj +  do; =  0 (5-2)
since we have,
0 =  d2S =  d(Scj) =  dS A u  +  Sdw =  Euj Aw +  Hdw =  E(u  Aw +  do;).
Motivated by the fact that M  is a fc-dimensional submanifold of W1, let us partition the 
matrix u j  = ( u j } ) , i , j  = 1 , . . .  , n  in the following manner:
where
u  = a 1
c )
5
u  =  ( u j } )  , i = 1 , . . . , f c , j  = 1 , . . .  ,fc,
a =  ( u j } )  , i = 1, . . . , f c , j  =  k + 1 , . . .  , n
b = ( u j } )  , i =  k -}-1, , n , j  = 1 , . . .  ,fc,
c =  ( u j } )  , i — k T  1,. •. ;,71, j  =  /c +  1 ,. . . ,n
(5.3)
T h en
a _  i d )Au- \ -du  + a A b  a)A a +  da +  a A c  
u j  u  +  u  bAuj - \ -db- \ -cAb b A a  + dc + c A c
and so it follows from C artan’s structure equation (5.2) that
u j  A u j  +  d(D =  —a A 5,
where n-k
(a A b)) = ^ 2  uk+i A uj +£, i j  = 1, . . .  ,k.  
l—i
D efinition. The curvature 2-form Q of the ^-submanifold M  associated with the matrix 
u j  (also called the connection matrix) is defined to be the k x k m atrix of 2-forms
$2 =  a)Aa; +  d6i) =  —a A b. (5.4)
Exam ple. (A  curvature 2-form for M onge patches) In Euclidean 3-space, the 
image M  = &(U) of a Monge patch & : U C R2 4  I 3
(u i,u 2)T »->• { u i , u 2J { u 1, u 2 ) ) t
is a 2-dimensional surface which coincides with the graph
{ (u i ,u 2,u 3)T e R 3 : u 3 =  f ( u 1, u 2 ) }
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Of d f
of the smooth function / .  Put A  =  —— , f 2 = —— , and take three vector fields on M
OUi OU2
as follows:
_  ( \ \  d§_ _  ( l f l
9ui  I f i  ’ du2 \ f 2)  * ^ u i X du2 \ \ 2
Clearly, these three vectors are linearly independent for each u € U and they vary 
smoothly with u. Hence we have the frame field
/ I  0 f i  
S = o 1 - h  I ,
V / i  h  i
with
and
and
dE =  E W, w = ( H - 1g - ) d U l+ ( E - 1g ) d U2, (5.5)
a n  /  0 0 - / n \  ~  /  0  0 - / i 2
o— ~  0 0 - / 2 1  , o— =  I 0 0 - f 22
1 V/11 /21 0  /  a “ 2 l / 12 / 22 0
1 / 1 + / 2'  - / 1/2  A
H_1 = T T J T 7 I  H f  A / *
After simplification and using Cartan’s second structure equation, we have
u  a 
“ = [  b c I ’
where
u  = / l / l l d u i  +  / l / l 2d u 2 / l / 2l d « i  +  / l / 22d ^2
1 +  /1  +  / |  V / 2 / l l d w i  +  f 2 f u d U 2  A A l d ^ i  +  f 2f 2 2 d U 2  )  ’
a = ( / 1/ 2/21 -  /11 (1 +  / 2))dwi +  ( / 1/ 2/22 -  f i 2 (1 +  / 2 ))du2
1 +  A2 +  / |  V ( / 1 / 2 / n  -  /21 (1 +  /1  ))d ^ ! +  (A /2 /1 2  -  / 22(1 +  A2))d u 2 )  ’
& =  1 . r2 1 j2 ( / l i d u i  +  / i 2du 2 / 21d m  +  f 22d u 2 ) ,
+ A d* A
and
1
c =
1 +  A  +  f i
( ( /1/11 +  A A iJdu i +  ( / 1/12 + 1 2 / 2 2 ) ^ 2  )
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Hence, the curvature 2-form for M  associated with u  is
fi =  — a A b = fio 1 +  f i  +  / |  diti A du2 ,
where
fio = 1 (  / i / 2 ( / n / 2 2  -  /12/21) (1 +  /2 X /1 1 /2 2  _  /12/21)
( \ A  +  f i  +  / I )5 V “ ( !  + / l ) ( / l l / 2 2  - /12/21) ~ / l / 2 ( / l l / 2 2  -  /12 /21)
and a/1 +  /1  +  / f  dtq A du2 is a volume form on M. Indeed,
j  i. o  ( / n /2 2  -  /1 2 /2 1 )2 2
detfio= (14- A2 + /I)4 = * ’
where ft is the Gaussian curvature of the Monge patch This recovers the classical 
result in differential geometry for Gaussian curvature.
5.2 A curvature 2-form for multi-parameter linear system s
Let us now consider one application of the above theory to multi-parameter families of 
linear differential systems. Consider for example the n-dimensional real linear system
=  A(x ,  A )u, u g E " ,  0 < £ < 1 ,  A G A C (5.6)
where A is an open and simply connected subset of (k < n), and the m atrix A(x ,  A) 
has real entries which are continuous for x  G [0,1] and differentiable functions of A. 
Define a frame field over the (k +  1)—manifold
M  = ] 0 ,l[xA  (5.7)
by
U  : M  —x K.n , O r,A i,... , A*) U(x,A), (5.8)
where A =  (A i,... ,A&)T and U(a:,A) is a fundamental solution m atrix of the system 
(5.6). Then
dU  =  U o;,
where . k \
TT _ i / d u  A a u ,  \
W =  U  +  g  9AldAiJ  ’
and u  is a connection matrix for M  associated with the frame field U. This connection 
w is an n  x n m atrix which satisfies C artan’s second structure equation (5.2), and so by
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using the partition procedure discussed in §5.1, u  can be partitioned into the form of
(5.3) and an associated curvature 2-form defined for the multi-parameter system (5.6). 
We shall illustrate this construction explicitly in the following simple example.
E x am p le . Consider the 2-dimensional real linear system
’ 0 )  U ’ 0 < a; <  1, A G A C M+ , (5.9)
where A is a connected non-negative open interval. A frame field for this system is
o /  ~tt sin VXx  -tt= cos VXx  \
U  : ]0, l[xA  —*■ K , U(x,A) =  I Va VX ,
y cosvAa; -s in y A a ; J
with covariant exterior derivative
dU  =  U W, „ = ( u - f ) d * + ( u - f ) d A
where
<9U _  /  cosVXx  — sin\/Arr
dx  V —\/Asin\/Aa; — VXcosVXx
dU  1 (  sin VXx — x VX  cos VXx  cos VXx  +  xV~X sin VX x
dX 2 A a/ A  \  rcAsinVA# xXcosy/Xx
and
r_i i \/Asin\/Aa; cosVXx
^  ' V X  cos V X x  — sin V X x  J
After simplification, we have
0 — VX  \  . I f  sin2 VXx  sin VX x  cos VX x  +  VXx  ,
U = \ rr - I d x - —  I . rr nr nr o rr  I dAVX 0 J  2A V sin VXx  cos VXx  — y/Xx cos2 VXx
I (  sin2 V~Xx dA 2XVXdx  +  ^sin VXx  cos VXx  +  VXx^j dA
2A I _ 2XVXdx  +  ^sin VXx  cos VXx  — dA cos2 VXx  dA
and so using the partition in §5.1, the l x l  matrices a and b are
rr . sin VXx  cos VXx)  +  V~Xx 
a = — v  A d x ------------------—---------------- dA,
rr . sin VXx  COS VXx — VX x  ..
b =  V A da;----------------- —----------------dA.
Za
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Hence by definition, the curvature 2-form of the system (5.9) associated with a; is
_ . s in 2 \/A^ .Q =  —a Ab = ---------—— drr A dA.
2 y /\
We end this chapter by considering a more practical example of linear differential systems 
tha t depend on more than one parameter.
E x am p le . Consider the following Sturm-Liouville system depending on two parameters: 
p ( x ) y ' = z, —z1 4- q{x)y = {pr(x) +  v)y,  0 < x  < 1, (5.10)
where p(x)  ^  0 and p, u are real. Put the system in the form
u x = A ( x , p , v ) u ,  u  =  E IR2 , 0 < a; < 1, A G A C M2, (5.11)
where A =  ( p, v)T and
A{X^ U ) = { ( . q( x ) - l r (x) - V) t ) -
Then there exists a connection
w=(e_1£) dx+(H_1S ) d/x+(s_1^ ) ^
with corresponding curvature 2-form Q for (5.10). This 2-form Q, reflects the local cur­
vature of this pair of differential equations in the parameter space R2+1. In some sense, 
which we have yet to make precise, Q measures the way in which the solution space 
associated with this pair of equations bend with respect to the param eter space.
A complete theory of curvature for multi-parameter families of differential equations has 
yet to be developed. The contents of this chapter will provide a starting point for further 
investigations.
6
Concluding remarks and future directions
6.1 General discussion
Some new attem pts have been made in this thesis to construct geometrical models for 
a few distinct classes of parameter-dependent eigenvalue problems. Geometric views of 
spectral problems are very rare in the literature, and therefore most of the concepts and 
results presented in this thesis are new and have never appeared in any publications 
before. In particular, the generalized Gardner-Jones bundle will provide a very useful 
theoretical framework for the analysis of the discrete part of the spectrum of a large class 
of holomorphic A—dependent boundary-value problems of ordinary differential equation 
systems on finite domains. Therefore, in addition to the Orr-Sommerfeld problem and 
the linearized complex Ginzburg-Landau equation discussed in this thesis, we envisage 
wide applications of this vector bundle framework to a host of other relevant problems 
in engineering and physics in the future.
The construction of a similar scheme for periodic A—dependent systems is still in a 
rudimentary stage. The main difference in this case is the lack of well-defined bound­
ary conditions, thus making it difficult to characterize the eigenvalues of the prob­
lem by properties of an analytic function. In particular, without boundary operators, 
the characteristic determinant cannot be defined in the same manner as before: as 
A(A) =  det [B(A)TU(1, A)]. The natural use of the monodromy m atrix yields only 
a trivial bundle with yet unresolved interpretation. Similarly, the investigations into 
the curvature of multi-parameter systems is still in its infancy. Powerful and interest­
ing though the subject is, it awaits much further development based on Riemannian 
geometry.
6.2 Summary of achievements
Many new geometric constructions and viewpoints have been introduced in this thesis. 
In terms of original contributions to knowledge and new additions to the mathematical 
literature, this thesis contains the following accomplishments:
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1. we have introduced a geometric view of the solutions u  to a class of holomorphic 
A—dependent linear systems
Ua; =  A(x ,  A)u, 0 < a; < 1, A g A c C ,  (6.1)
as the elements in the space T(A, Xn) of all holomorphic sections through the trivial
vector bundle , ^
Xn =  ( J  (A, 5(A) s  A x C ,
AeA '  '
where S ( A) are the solution spaces of (6 .1)
2. we have introduced a geometric view of the anti-holomorphic A—dependent bound­
ary operators a* (A) (at x  =  0) and b|(A) (at x = 1) as elements in the space 
r*(A,Xn) of all anti-holomorphic sections through the trivial vector bundle
X  =  U (*> <**(*)) =  A x e ,
AeA '  '
where <S*(A) are the dual spaces to the solution spaces <S(A) of (6.1)
3. we have introduced a holomorphic pairing for A—dependent boundary conditions:
n _____
<•, ->A: r*(A,X„) Xr(A,xn) - > c ,  { v $ u w ) x = ' £ v j $ ) S j W
3= 1
4. we have proved the existence of anti-holomorphic complements and holomorphic 
duals to any family of anti-holomorphic A—dependent subspaces: in particular, 
given
V0*(A) =  span { a j (A ),... , a f*_,; (A) },
Vi*(A) =  span{ bJ(A ),. . .  ,b£(A)},
varying anti-holomorphically, we have shown tha t there exist Uq (A), £/-j*(A) varying 
anti-holomorphically and Uo(X), Vo (A), ?7i(A), VI (A) varying holomorphically such 
that
Uj (A) ® Vf(X)  =  e  =  Uj{\)  ® Vj(A), j  =  0,1
5. we have introduced a novel view of holomorphic A—dependent boundary subspaces:
at * =  0 : Uo(\) C C 1, (a?(A),£(A))A =  0, V £ (A )e tf 0(A)
at a; =  1 : U i ( A ) c C \  (bJ(A),£(A)}A =  0, V £(A )e& i(A )
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6. we have introduced a geometric view of holomorphic A—dependent boundary con­
ditions:
where r(A,Uo) and r(A,Ui) are the spaces of holomorphic sections through the 
following subbundles of Xn ,
7. we have shown that given any fixed “reference” complement of the right-edge bound­
ary subspace Ui(X) of the holomorphic A—dependent BVP (6.1)-(6.2), there always 
exists a continuous and nondegenerate twisting Uj(:r, A) of the solutions uj(x,  A), 
j  = 1 , . . .  , k such that Uj(l, A), j  =  1 , .. .  , k lie in this “reference” subspace
8 . we have developed a generalized Gardner-Jones bundle framework which charac­
terizes the A—dependent BVP’s (6.1)-(6.2); in particular, for every A—dependent 
BVP of the form (6.1)-(6.2) and every simple-closed curve K  C A tha t does not 
contain any eigenvalues of (6 .1)-(6 .2 ), we have shown tha t there exists an associ­
ated generalized Gardner-Jones bundle whose first Chern number is equal to the 
total number of eigenvalues of (6 .1)-(6 .2) lying inside K
9. we have introduced a new topological characterization of hydrodynamic stability 
by applying the generalized Gardner-Jones bundle framework to the counting of 
the eigenvalues of the Orr-Sommerfeld problem
10 . we have shown tha t the natural vector bundle associated with the monodromy 
operator of a holomorphic A—dependent periodic linear system is trivial
11 . we have defined curvature 2-forms for some multi-parameter families of linear dif­
ferential systems.
6.3 Suggestions for future work
Of course, there are many possible future endeavours tha t can be pursued along the 
lines of the work expounded in this thesis. In fact, several of these possibilities have 
already been noted in various parts of the thesis in the form of “conjectures” and “open 
questions” , and all of these can, and should, be investigated (cf. Chapters 1 , 3). Other
u (0 , A) £ r(A,Uo), u ( l ,  A) £ T(A,Ui), (6.2)
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immediate objectives may include extending the generalized Gardner-Jones bundle to 
even larger classes of parameter-dependent boundary-value problems; for example, those 
given by inhomogeneous systems. An extension of the generalized Gardner-Jones bundle 
framework to parameter-dependent BVP’s of partial differential equation systems could 
also be attempted, although it is not immediately obvious what the base manifold of 
such a framework would be.
As regards systems with periodic coefficients, of the type investigated in Chapter 4, one 
immediate task is to construct a suitable non-trivial vector bundle whose topological 
invariants could be related to the eigenvalues of the problem. Clearly there is a rich 
geometric and topological content in Floquet theory tha t has only been touched upon in 
this thesis, and could be further expanded.
At this stage, the curvature 2—forms of the multi-parameter systems in Chapter 5 are 
purely abstract objects. The next step is clearly to provide a suitable interpretation 
of these differential forms so that applications can be made to dynamical systems in a 
meaningful way. Inevitably, a greater range of geometric concepts and techniques will 
be needed in any future work, and it is envisaged that the differential calculus of vector 
bundles by the introduction of suitable connections would play a major role in further 
extracting topological information about the underlying systems.
A parametrized £l(ui,U2): general 
parametrization
x(a) =  f “ 2 +  “ 3j  , t(a) = ||x (a)|| =  72(1 +  « ,), a i  ^ -1 ,
Q !l —  <*1 ( ^ 1 ,  U 2 )  j ® 2  —  & 2  ( u i , U 2 )  , 01$  —  <23 ( u i , U 2 )  ,
f)'v dx F)P F)P
dx =  d u i  +  d u 2 } d e  =  d u i  +  d u 2 } 
O i l  1 0 U 2  O U l  0 U 2
-  Jfd£ A (x, dx) +  ^ d  (x, dx)
2 (  d£ , d l  \  /  <9x dx \  1 /  <9x <9x .■? (foT + J A \ X’ ^ r dUl + 8^  7 + * 'd\ X’ dui 1 + dui 2
I  ( £ d u i + £ du2)  a  ( ( x - £ > d u i + ( x> £ ) du2) + ¥ d ( ( x ’ £ ) d u i + ( x> £  >du2
2 (  dt  /  d x \  dl  /  <9x \ \  1
F  ( 55T \ x> & £ /  -  a¥2 \ x ' a s r / j  dUl A ^
5 /  d x \  d /  d x .  .
—  ( X, —  ) dui +  -r— ( X, —  ) du2 J A dui
< J U \  \  U U \  j  U U 2 \  O U \
+ 1 . £  ( x> £ ) d u i + £  ( x> £  > d“ 2 1 a  du2
2 (  dl  /  d x \  dl  I d x \ \  1 (  d /  d x \  d /  d x \ \
- ¥ { a ¥ 1 \ K' a ¥ 2) - d H \ x ’ a¥l ) ) dUlAdU2 + ¥  U r  \ x ’ d ¥ i )  ~  a¥2 \ x ’ e ¥ i ) )  dUl Ad“ 2
/  dl  /  dx  \  dl  I d x \ \  1 / /  dx  dx \  /  dx  dx  \ \
\ x ’ d¥2)  -  a¥2 \ x ’ ^ ) ) d u l A i u 2 + ¥ { \ d ¥ l ’ d¥2) - \ a ¥ 2’ a ¥ j )  dui AdU2
(  dl  /  d x \  dl  I dx  \ \  2i /  dx  dx  \
(,8 uT Y ' d ¥ ' 2/ ~ a ¥ i Y ' d ¥ 1/ )  dui AdU2 + ¥ Jm \ d ¥ 1’ d¥2) dui A d“ 2
2 J
13
2_
£2
l ( d l _ /  d x \  8 1 /  dx \ \  /  dx  dx
I  \5 u i \  ’ du2 / du2 \  ’ dui /  J 1 m \<9ui ’ du2 dwiA du2.
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A parametrized Q(ui,U2): particular 
parametrization
x ( a ) 0L2 ~  101-Z 
1 +  a \ a \ ^  — 1 , a i = sinu2 , a. 2 — cosu\ cosu2, as = sinu i COSU2,
7T 7T
0 < U l  <  2?r, - -  < U 2 <
x (u i,u 2) =
COS Ul COS U2 — 1 Sin Ul COS u2
1 +  sinu2 , ^ (u i,u 2) =11 x (u i ,u 2) II =  \ / 2 (l +  sinu2),
dx _  / — sin ui cos u2 — i cos ui cos u2\  dx.
du i  V 0 J ’ <9u2
— cos ui sin u2 +  i sin u i sin u 2 
cos u2
a i
^Ul
d l
=  0 , —  =
COS U2
du2 ->/2 (l +  sinu2) ’
dx \  _
=  — 1COS U2, dx
L’ du2
=  COS U2 ,
d^ /  dx \
\ X' W  = ° ’
d l /  dx 1COS° U2
du 2  \  1 du\ /  \ / 2 (l +  sinu2) ’
1 f  d l /  dx ^ d l j  d x  icos3 U2
I  \d u i  du2 du2  \  ' du\ j  J  2 (l +  sinu 2) ’
/  d x  d x \  . . . T / d x d x
W  W  =  - * s m “ 2COSU2 = l I m \ a v  /  -
1 (  d l  /  d x \  d l  I d x \ \  I d x  d x \
~l (,9t4 d u i ) ~  du2 d m . / )  + I  m \ d ^ ’ d ^ 2)
ico su 2 (1 +  s inu2)
2^ 1 /  dl dx \  dl  /  dx
I \d u \  \  ’ du 2  /  du 2
d x \ \  • t /
d u i ) )  + 1 \  9t»i ’
dx
du2
1 COS U2
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