In this paper, we explored market risk in Brazil by considering different sectoral indices of the Brazilian stock market and the GARCH Value-at-Risk (GARCH-VaR) estimation approach. We have carried a statistical evaluation of eight Brazilian sectoral stock indices during different time ranges so that GARCH-VaR methodologies could be chosen according to the data. We analyzed the sectoral indices in a Value-at-Risk point of view using recent data. The results of the study reveal that VaR may be an effective tool on minimizing risk exposure and potentially to avoid losses when trading on the Brazilian stock market. Furthermore, we showed that different sectors of the Brazilian economy have significantly different risk behavior. In particular, the consumption and industrial sectoral indices presented the best risk performance. In this sense, we highlight that this type of analysis would be useful to small investors in evaluating the attractiveness of investing on the Brazilian stock market.
Introduction
The advances in theory and application involving the risk management in stock markets have received significant attention from academics, practitioners (e.g, Webby et al. (2007) , Bi and Giles (2009) , Candelon et al. (2010) , Gaglianone et al. (2011) , Asfaha et al. (2014) ) and regulators agencies (on Banking Supervision, 2009 . In Brazil, for example, there is a set of central roles in several financial applications, including pricing and asset allocation, among others (see Banco Central do Brasil (2009)). One widely used measure to quantify and regulate risk is the Value-at-risk (VaR) which is an indicator of the extremes within which the stock trading returns of an investment in a specific asset or portfolio fluctuates (Giot and Laurent, 2004) . In other words, the VaR represents a potential extreme capital loss incurred under a small probability of occurrence. The investment loss is expected to exceed the VaR with a small probability. VaR can be seen as a natural approach to understand volatility given that it directly depends on the forecast of the conditional standard deviation.
The literature has been shown that the family of GARCH models (see e.g., Francq and Zakoian (2011), Bollerslev et al. (1994) , Ghysels et al. (1996) , Engle and Patton (2001) , Hansen and Lunde (2005) ) provides much empirical regularity associated with the volatility of returns on financial assets such as leptokurtic distributions, volatility clustering, leverage effects, persistence and asymmetric volatility, among others. Using the conditional mean and the conditional variance obtained from the estimated GARCH family models, the quantiles of the conditional distribution can be easily obtained for the calculation of VaR (Tsay, 2005) .
This paper proposes to use GARCH approach to evaluate the most important Brazilian sectoral stock indices in a Value at Risk point of view. On this way we estimated the VaR 99% (1% VaR) and VaR 1% (99% VaR) by using the most common GARCH specifications, namely, the Normal-GARCH (NGARCH), the tGARCH, and the eGARCH (Nelson, 1991a) approaches. In this sense, although new strategies to estimate VaR have been being proposed (e.g., Chernozhukov (2005) , Paolella and Polak (2015) ), we understand that the usual GARCH specifications are enough to generate confident estimates focusing on an easy implementation, which does not enforce an exhaustive computational effort. In our study, we highlighted the VaR measure as a risk indicator able to help investors on making a portfolio selection on the Brazilian stock market.
Beyond this introduction, the paper is organized as follows. Section 2 provides a theoretical background of the used methods. Section 3 presents a brief motivation of choosing our modeling strategy and the results of our VaR analysis on the Brazilian sectoral stock indices. Finally, in Section 4 we present the conclusions of the paper.
Theoretical Background
• Volatility measure: Volatility can be informally defined as a measure of fluctuation in a given stochastic processes, as for example, the time series of an asset prices (Brockwell and Davis, 2002) . The most simple method to estimate volatility is by evaluating the standard deviation of a sequence of stock returns (called as Historical Volatility). Historical Volatility is efficient only when the returns are normally distributed. However, many empirical data indicate that the returns are generally non-normal distributed with presence of clusters, fat tails and nonlinear patterns (Cont, 2001 , Engle and Patton, 2001 , Daníelsson, 2011 . Volatility models can provide both conditional and unconditional volatility estimates. Unconditional volatility is simply the sample standard deviation (σ) over the entire time range. Conditional volatility is the standard deviation estimate for a specific point in time given previous values. The number of previous values used in the model may vary. In this case, it is common to use a parametric statistical modeling to estimate the standard deviation at t-period (σ t ). Morgan (1996) introduced the Exponentially Weighted Moving Average models (EWMA) and RiskMetrics TM software to evaluate asset returns. EWMA are non-parametric: no input besides the observation window is needed. This makes implementation easy and facilitates comprehension, but limits their power to deal with the challenges imposed by real volatility patterns such as non-normality and clustering (Daníelsson, 2011) .
The parametric way is more simple to represent this type of series (in our case, the return series). It considers R dm t (demeanedreturn) as the shock or innovation of the asset returns (return residuals, with respect to a mean process). The shocks are split into a stochastic piece u t and a time-dependent standard deviation (σ t ) which is the process for the volatility such that volatility equation is given by R dm t = u t = σ t z t . That is, conditional heteroskedasticity models are centered on the the dynamics of σ t with the random variable z t as a strong white noise process (Tsay, 2005) . Using the Autoregressive Conditional Heteroskedasticity (ARCH) approach (Engle, 1982) , the conditional variance (σ 2 t ) can be modelled by
where γ i > 0, i = 0, . . . , q. The Generalized ARCH model (GAR-CH) was proposed by Bollerslev (1986) as alternative to the equation (1). The modeling strategy in a GARCH(p, q) is given by σ
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where E( t ) denotes expected value of t . The parameters γ i and α i capture, respectively, the sign effect and the size effect of the asymmetric relation between stock returns and volatility.
In financial assets (specially in high frequency data), the distribution of returns hardly ever is normal adjusted: extreme returns occur more frequently than expected under normality (fat tails) and extreme negative returns are frequent when comparing with the positive ones (negative asymmetry); there are also the volatility clusters and calendar effects (Schwert, 2003, Francq and Zakoian, 2011) to be considered.
Different variations on GARCH models can be found in literature (Angelidis et al., 2004) . However, in many empirical applications the GARCH(1, 1) is generally mentioned as that which outperforms others (Hansen and Lunde, 2005) . Furthermore, it is computationally convenient and widely used by specialists to model volatility of daily returns. For these reason, in our work, the GARCH (1,1) specification was used to analyze VaR on the Brazilian sectoral stock indices. The fact that GARCH enables the amplitude of the demeaned-returns to depend upon previous values is of paramount importance, since it effectively models volatility clustering (Francq and Zakoian, 2011) . Owning to its robust performance, superior estimation, overall simplicity and flexibility.
• Value-at-Risk (VaR) measure and its GARCH estimation: The use of VaR as a risk metric quickly spread during the 1990s. J.P. Morgan made available to the public its estimation software, RiskMetrics T M , in 1994, which quickly became the industry benchmark. RiskMetrics was developed during the 1980s, starting as an aggregation of hundreds of risk factors and several VaR estimates calculated daily (Holton, 2002) . RiskMetrics assigns an exponentially decaying weight (λ) for each observation in the sample, so that, more recent returns have greater weight than old ones. In commercial applications, VaR has been a widely used risk metric. The 1988 Basel Committee signed by G-10 countries imposed risk management on banks, which have motivated the use of some VaR methodology to comply with regulations (Jorion, 2001 (Christoffersen et al., 2001) . Albeit used mostly by finance and actuarial-related clients, several studies were made using VaR in many different risk modeling, such as geology (Webby et al., 2007) , the US movie industry (Bi and Giles, 2009) , and agriculture (Asfaha et al., 2014) . Basel regulations allow banks to develop their own methods to calculate VaR, stimulating research and development of new methodologies to understand and estimate this risk measure.
The concept of VaR is very simple: it is just a number representing how much loss may occur with a certain probability (1 − α) of occurrence of losses more severe than the VaR level (VaR α ). In this sense, α and (1 − α) are, respectively, the confidence level and the coverage rate of VaR. VaR has a nonconstructive definition and, on this way, different approaches can be performed for its forecasting, requiring a specific time window of analysis. VaR presents the worst best case scenario, but risk measures are expected to say something about "worst worst" case scenarios, specially in the cases of financial assets, where fat tails are expected.
Generally, the methods to estimate VaR can be separated in three groups: the parametric approach, nonparametric methods and semiparametric modeling. In a parametric point of view, once a certain distribution is assumed for the returns, VaR is simply the (1 − α)-th quantile of the distribution. Three basic inputs are needed to calculate VaR: (i) the confidence level α, (ii) the estimation window (WE) and (iii) a conditional distribution assumption for the returns. Large banks and financial institutions are often obliged to use α = 99% (see, e.g., Banco Central do Brasil (2009), Kou et al. (2013) ), while traders and small businesses have no such restrictions. In the literature, α = 95% and α = 99% are the most common choices.
Based on historical data, a parametric approach to estimate VaR depends on to assume a certain conditional parametric probability distribution, Pr, for the asset returns. Once we choose the distribution and estimate the appropriate parameters, the (1 − α)-th quantile will be the asset VaR α . By considering a financial demeaned-return series {R dm t } generated by the probability law Pr(R
Thus, the processes {z t } = {u t σ t } has the conditional distribution function G t (z) = Pr(z t ≤ z F t−1 ). The VaR with a given tail probability (1 − α) ∈ (0, 1), denoted by VaR 
Hence, a VaR model involves the specification of F t (⋅), µ t , σ t and G t (⋅). Here, VaR t α is a risk measure depending on the volatility (σ t ) (see e.g., Daníelsson (2011) ).
Considering a return series, it is possible to estimate VaR at period t by using a GARCH model. To do this, let σ t be the volatility at t-period according to the GARCH(p, q) described by (1). The corresponding equation for the eGARCH(p, q) is described in (3).
GARCH-family usually performs very well and thus it is present in almost all published VaR study. GARCH models have been extended by many different methods (Bollerslev, 1986) . The estimation of VaR based on the assumption that the returns of a stock prices series follows a Gaussian probability process has well-known deficiencies, among which the most serious is the lack of information provided in extreme events, which demands fat tails on the return probability distribution behavior, which a Normal distribution can not model suitably. Other methods of VaR estimation can be used, for example, the GARCH-VaR class (Hung et al., 2008) . Engle and Patton (2001) present a broad review of volatility and discuss how it should be modeled properly. Beyond traditional ARCH and GARCH models, Zakoian (1994) and Nelson (1991b) proposed improvements to model conditional volatility: exponential GARCH (eGARCH) and threshold ARCH (TARCH). Empirical studies based on TARCH using twelve years of daily Dow Jones Industrial Index thats not indicate any persistence of conditional volatility in the chosen data sample. Angelidis et al. (2004) survey several variations of GARCH modeling and they conclude that leptokurtic distributions, especially Studentt, are more adequate than the Normal distribution to be used in ARCH and GARCH-family models. Also, the authors perceived that the data sample window plays a crucial role when measuring VaR forecast performance: simple models and low confidence levels benefit from smaller windows (in their experiment, smaller than 2000 observations). In a recent paper, Paolella and Polak (2015) proposed a hybrid GARCH model which allows to deal with volatility clustering, non-normality, and also dynamics in the dependency between assets over time.
In our study, we decided to model the data by using the usual GARCH modeling because of its computational implementation which seems to be easier than the proposal in Paolella and Polak (2015) . It is important to note that, for our proposal, the GARCH-VaR and the proposed coverage tests (Christoffersen, 1998 , Candelon et al., 2010 were sufficient to identify the different risk patterns on the Brazilian sectoral stock indices.
Despite the great variety of different GARCH models, , Rio de Janeiro, V16, No. 4, Oct. 2018 CH(1,1) is often cited as the best performing volatility model. Hansen and Lunde (2005) analyzed 330 different volatility models, including eGARCH and TGARCH, and find no conclusive evidence that any of them perform significantly better than GAR-CH(1,1). They also note that ARCH(1) is outperformed by most models.
In a nonparametric approach, the probability density function (PDF) of returns is obtained empirically by the nonparametric estimation of the density such as kernel estimation, for example, or by using some resampling technique such as bootstrap, jackknife or permutation. A simple nonparametric VaR estimation method is the historical simulation that uses only the empirical distribution of the returns. In this case, the returns are split up into several long subsamples with the same length. For example, considering N and n as the original sample size and the subsample common length, we can get (N − n + 1) subsamples. For each subsample, we can pick the (1 − α)-th quantile (the VaR α for each subsample). Thus, the VaR α estimation for the next period will be the mean of these partial VaRs.There are many advantages to historical approach: simplicity, robustness, suitable performance when estimating high-tolerance on VaR and non-dependence on parametric assumptions (Beder, 1996 , Abad et al., 2014 . The fact that historical methodology uses only the observed data values is also a weakness, for example, return values that are not in the sample are not considered. As a result, the further from the mean we get, less (and less) observations are available for the simulation analysis (Danielsson and De Vries, 2000) increasing the bias of the estimated VaR. Hence, historical simulation is a poor choice when having a small sample size or to estimate VaR value far into the tail (e.g., VaR 99% ). Another disadvantage of the historical method comes from the fact that it attributes equal weights to every period, which makes it react very slowly to abrupt changes in asset volatility, or change abruptly when an old observation exits in the estimation window (van den Goorbergh et al., 1999, p. 22 ). This problem is specially severe when using longer time windows to make predictions, which is the case of most banks and large financial institutions.
Beyond the traditional purely-parametric and purely-non-para metric methodologies, some so-called semi-parametric models have been proposed in the last decade. Conditional Autoregressive Value at Risk by Regression Quantiles (CAViaR), a semi-parametric method that uses quantile regression to estimate model parameters, proposed by Manganelli and Engle (2001) , Engle and Manganelli (2004) , shows promising results. CAViaR has been found to perform well with heavy-tailed data by other studies. While traditional parametric VaR methodologies attempt to model the entire distribution, CAViaR models the VaR quantile directly. It can be an advantages of these method.
There has been a vast literature comparing different methods of estimation VaR being published over the last 20 years. Hendricks (1996) It is important to mention a limitation of using the VaR as a risk measure: VaR satisfies the subadditivity property in the case of gaussian returns, but it is not true when considering other estimation strategies like the GARCH-VaR mentioned above (Artzner et al., 1999) . In this sense, Daníelsson et al. (2013) suggest that VaR violates subadditivity only when the tail index estimate (see, e.g., Hill (1975) , Pickands III et al. (1975) , Dekkers et al. (1989) ) exceeds 2. This fact describes a super fat tail behavior.
• VaR Backtesting: Value-at-RIsk estimation depends on the following features: data set, confidence level (α), estimation window (WE) and distribution parameters (if any). The back-testing procedure in a value at risk analysis is a statistical technique based on a comparison between the predicted losses from the calculated value at risk with the realized losses around a specified time horizon. Through this comparison we can investigate the quality of VaR estimates. If the backtesting results are not accurate, we can recalculate the VaR predictions with more appropriated inputs, which may improve the risk estimation.
In backtesting VaR we can choose WE by considering a violation ratio and a conditional coverage diagnosis. Violation ratio (VR) is the proportion of actual VaR violations (i.e., when the observed return is, in absolute value, higher than the VaR estimate for the corresponding t-period) compared with the expected number of violations (Daníelsson, 2011, p. 145 It is difficult to get VR exactly equal to one, but it is possible to define an acceptable region for this indicator. In order to get the best possible choice for VR, we decided to define a region according to that suggested by Daníelsson (2011) , who highlights that models yielding VR < 0.5 or VR > 1.5 may be considered as imprecise.
To guarantee a statistical confidence for the estimated VR, we used the unconditional coverage (U C), conditional coverage ( Denoting by I α the indicator function which is equal to 1 when there is a VaR α violation, the LR U C statistic is used to test , where the transition probabilities are π ij = Pr(I (Christoffersen, 1998) .
In literature, another statistics can be used to evaluate VaR violations, for example, the J IN D -statistic can be used to test the null hypothesis of geometric distribution for the VaR violations (considering absence of dependence)
with (1 − β) not necessarily equal to coverage rate (1 − α) and the LR CC -statistic is used to test both the unconditional and the independence coverage in a join test on the VaR violations (Christoffersen, 1998) .
In large sample sizes and under the corresponding null hypothe-
where p is the number of orthornormal polynomials used as moment conditions (see Candelon et al. (2010) ) and D represent the converges in distribution. Here, we used p = p 1 = 3 (J IN D1 -statistic) and p = p 2 = 5 (J IN D2 -statistic). These statistical approach have helped us to evaluate the quality of the VaR backtesting. VaR estimated series which a good VR performance and also without null hypotheses rejection were considered the best choices. Tukey (1977) sets the basis for the Exploratory Data Analysis (EDA), which is the art of seeking for relevant information within 584 Rev. Bras. Finanças (Online) , Rio de Janeiro, V16, No. 4, Oct. 2018 the data with the least possible distributional assumptions about the underlying process. It is frequently based on graphical representations. We carried an EDA from the returns series of the Brazilian's benchmark stock index (IBOV) and run a goodness of fit analysis by using Normal (non standard), Student-t, and Skew Student-t (Azzalini and Capitanio, 2003 , Lima and Neri, 2007 , Mokni et al., 2009 distributions to model the returns. Here, we considered two volatility scenarios, namely: low historical volatility (Range 1) and high historical volatility (Range 2). The Range 1 describes a three-years IBOV returns before the financial crisis in 2008 (a less volatile period) and Range 2 refers to the two-years returns during the crisis (more volatile period). The two volatility cases are described in Table 1 . We have found empirical signals according to literature in the sense that heavy tailed distributions are useful to model our data. Similar EDA analysis were made considering others Brazilian sectoral stock indices and the results are available at https://goo.gl/0VwYXZ. In our investigation all parameters of the considered distributions were estimated from the data sample via maximum likelihood method. Here, we are referring to a non-standard Normal distribution with mean and standard deviation estimated from the data sample. Figure 1 shows the histogram along with a standard Normal and a non-standard Normal density, and both overlayed with a fitted Student-t density for the IBOV returns during Range 1. In general we note that the Student-t distribution adjusts better to the data. Figure 2 shows (non-standard) Normal, Student-t and Asymmetric Student-t (AST) fitted curves with the corresponding QQ plots for the IBOV sample data during Range 1. As we can see in Figure  3a , the (non-standard) Normal distribution was not a good choice to properly adjust to the data. Student-t (Figures 3c and 3d ) is a clear improvement over Normal, however it is unable to deal with the data skewness which can be smoothly noted by looking at the histogram and QQ plots: specifically in Figure 3b , where we can identify a slightly left-skewed data distribution by looking at a few extreme observations in QQ plot curve's left tail. This problem is only slightly mitigated by the AST distribution (3e and 3f). The skewness can be visually identified also by comparing AST's curve with the superimposed Student-t curve in Figure 3e . IBOV graphical analysis using Range 2 can be seen in Figure 3 . Again, the Student-t and AST distributions present the best fits. Normal QQ plot ( Figure  4b) shows some evidence about the high kurtosis of our sample which presents outliers at the extreme returns. In this case, similar to observed in Range 1, Student-t and AST distributions present similar performances (Figure 4e ). In this paper, our interest relies on to analyze the VaR time series of the main Brazilian sectoral stock indices. The analysis made in this subsection gave us a strategical modeling motivation: we must deal with heavy tail distribution to improve the estimation process. We can also conclude that, in general, the return distributions present symmetric shape, which could help us to choose the bet- (a) (b)
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588 Rev. Bras. Finanças (Online), Rio de Janeiro, V16, No. 4, Oct. 2018 ter modeling approach. Another point we must consider and worry about is the modeling computational implementation which can results in several difficulties depending on the backtesting approach used in the analysis. In the next subsection we made a VaR backtesting by using a GARCH(1,1) model. GARCH(1,1) is consistently found to outperform other more complex models (Hansen and Lunde, 2005) . The model is also the most widely used by specialists to model volatility of daily returns; perhaps excessively (Francq and Zakoian, 2011) . In the analysis, we used the Normal-GARCH (NGARCH), t-Student-GARCH (tGARCH), and exponential t-Student-GARCH (teGARCH) approaches to model VaR by considering α = 99% (left tail), and α = 1% (right tail). We can justify our choice by focusing on the observed heavy tails of the returns empirical distributions and also by the computational difficulties presented when we tried to analyze the VaR with others more complex methods like the GJR GARCH models (Glosten et al., 1993) .
Backtesting
In this subsection we chose the NGARCH (1,1), tGARCH (1,1) and teGARCH (1,1) VaRs as our Value-at-Risk estimation methods. As we mentioned throughout this paper, there are many other VaR methodologies that might be adequate (e.g., Nelson (1991a) , Glosten et al. (1993) , Chernozhukov (2005) , Paolella and Polak (2015) ); however, depending on the backtesting strategy used to test the VaR adequacy, computational difficulties can distort the estimated VaRs. Furthetmore, the NGARCH-VaR, tGARCH-VaR and teGARCH-VaR have presented as good methods to get our goals on discriminating the Brazilian sectoral stock indices.
We exploited VaR estimates from the Bovespa (IBOV) index returns as well as the Brazilian sectoral indices series, namely, consumption (ICON), industrial (INDX), realty and construction (IMOB), financial (IFNC), basic materials (IMAT), electrical (IEEX) and utilities (IUTIL). The sample period is from 2012-02-27 to 2017-06-07 (a few more than five years: 1306 trading days). Table 2 shows some summarized statistics from the data. As we can see, the sample means of the returns are close to zero, the IUTIL and IEEX present the highest sample skew coefficients (slight negative asymmetry), followed by IMOB and IMAT (slight positive asymmetry). We applied the Jarque and Bera (1987) test and the null hypothesis of normality was rejected for all series. In the sixth column, the positive excesses of kurtosis show how the series present heavy tails. The tail index (seventh column) was estimated for each stock index according to Hill (1975) . According to Daníelsson et al. (2013) , VaR violates subadditivity only when the tail index estimate exceeds 2 which describes a super fat tail behavior. As we can see, all the estimated values are less than 2 which is in favor to the use VaR as a coherent measure in our case. Table 3 shows the Autocorrelation (ACF), ρ i , i = 1, . . . , 5, and Partial Autocorrelation Functions (PACF), a i , i = 1, . . . , 5 for the returns and their squares. The ACF and PACF coefficients are not significant in almost all cases when considering each sectoral index return. This fact is in agreement with the principle that returns are not predictable (Issler, 1999) . The corresponding coefficients for the squared returns show a different scenario where a lot of coefficients are significant. This is a signal in favor of the predictability of the conditional variance of returns.
The analyzed period allowed us to investigate the VaR series focusing on three recent critical events that happened in Brazil: (1) the electoral period in second semester of 2014; (2) the impeachment in 
(right tail levels). In this sense, the VaRs located on the left tail may be used in trading long positions and, in the opposite direction, the values on the right tail can be used in short positions. We implemented an event study analysis based on the cumulative returns of the eight Brazilian stock indices. The columns 1, 2 and 3 of the Table 4 shows the dates when each stock index registered its minimal return in the years cor-responding to the events 1 to 3 (2014, 2016 and 2017, respectively) . The fourth column reffers to the event study corresponting to the period (2) by considering the maximum returns. In this sense, it is important to note that during the impeatchment process in Brazil there was a general increase in the prices of all Brazilian assets and, to realize the event study for this case, we think it is interesting to add an investigation of the extreme positive returns. In the event (1), the IBOV and IFNC; and the ICON, INDX, IMOB and IMAT fell down to the minimal return in the same day of 2014 (The first two on September 29th and the other four on December 1st). In the event(2), considering the negative returns, ICON and INDX; and, the IMOB, IEEX and IUTIL registered the same dates (January 12th and November 10th, respectively). In the other case (positive returns), IBOV, IMOB and IFNC; and, ICON, INDX, IEEX and IUTIL presented the same dates (March 17th and January 29th, respectively). In the event (3), almost all indices registered the minimal return on the same date (the 'Joesley day'). Figure 4 shows the results of the event study following the bootstrap inference described in Patnaik et al. (2013) . In the Figure, each chart shows the estimates for the expected cumulative change on the average of the cumulative returns (considering all the sectoral indices) within a 10-period event window. The bootstrap samples were constructed with replacement and the procedure of sampling was repeated 1000 times so that it was possible to obtain the full distribution of the average of the cumulative returns and thus to estimate the expected (cumulative) change in the cumulative return of an equal weighted portfolio composed by all Brazilian sectoral indices. The two bonds showed in the graphs are the 95% bootstrap confidence intervals of the estimated values.
Figures 5a to 5c describe the events (1) to (3). Figure 5d corresponds to the analysis of positive returns in the event (2). Figure 5a shows that the in 2014 the significant changes occurred from five days after the event (on average). Table 4 shows that almost all sectoral indices reveled minimal returns in the second semester of 2014, more precisely, 5 of 8 indices presented the critical return a few days after the presidential election. Figures 5b and 5d show the results for the event (2). As we can see, there is no significant changes for the negative returns. However, the analysis with positive values reveled significant changes before (a few days) and after the event (on aver-age). In Table 4 we can see that all stock indices reached maximal return in the first half of the year. The event (3) is described by the Figure 5c . As we can see, the significant changes were registered before and after the event that occurred on May 18th, 2018. Table 4 (column 5) shows that almost all of the indices reached the minimum return at the 'Joesley day'. Since the (1) to (3) events presented as much critical, it motivated our attention in the VaR 1% and VaR 99% estimates.
Table 4
Event study date analysis.
In VaR estimation we chose the time window (WE) according to the Backtests based on the VaR violations (VR) and the coverage tests proposed by Christoffersen (1998) and Candelon et al. (2010) . In this sense, we did not decide to fix the estimation window for all analyzed indices. As an example, for the INDX index we chose WE = 420 trading days and, for the IEEX, we chose WE = 360. We highlight that this flexibility of choosing the estimation windows allowed us adjusting VaR better than when considering the same time window for all analyzed stocks. By considering the different volatility patterns between all the sectoral indices we could improve the quality of the backtests which favored the estimation of more realistic VaR levels.
The procedure of backtesting consist in choosing the time window (WE) and forecast the one step ahead VaRs from WE+1 to the end. If we consider one stock index, and, for example, a GARCHVaR(1,1) modeling following the equation (2), several estimates for the parameters γ 0 , γ 1 , and β 1 are obtained in a backtesting analysis. Table 5 shows the mean and standard deviation of the estimated parameters considering the GARCH-VaR(1,1) backtesting procedures (NGARCH, tGARCH and teGARCH) for all sectoral indices. The 594 Rev. Bras. Finanças (Online) , Rio de Janeiro, V16, No. 4, Oct. 2018 values in upper part refer to IBOV, ICON, INDX and IMOB. The values in lower part correspond to IFNC, IMAT, IEEX and IUTIL. As we can see, the means corresponding to α 1 (see equation (3)) are very close to zero in almost all cases. This fact can justify the results from Table 6 that show how, in general, tGARCH estimations perform equivalent or better than the teGARCH approach. In the following charts ( Figures 5 to 12 ), we present a detailed analysis of the eight Brazilian sectoral indices (see Table 2 ). Each chart brings the analysis for one stock index. The bottom lines represent VaR estimates according to a long position. The graphs show the returns and VaR 99% (α = 99%) estimates according to NGARCH(1, 1), tGARCH(1, 1) and teGARCH(1, 1) specifications. A full horizontal black line at -5% represents a daily supported loss limit in an investment that uses a long position strategy. In the Figures 5 to 12 , in order to show the same horizontal axis for all sectoral stocks, we start the time horizon by considering a period of 480 trading days from February 2nd, 2012. This period is equal to the maximal time window (WE) that was chosen after IMOB's VaR backtesting. The Table 6 contains the summary statistics of the analysis in Figures 5 to 12 by considering the 1% and 99% VaRs (α = 99% and 1%, respectively). The table indicates the method (first column), the sample-VaR means (second column), and the violation ratios (third column). The p-values corresponding to the coverage tests (based on
and J IN D2 -statistics, respectively) are shown from the fourth to ninth columns . The estimation window (WE) is indicated on the right side of the corresponding stock's symbol. The three periods corresponding to the events (1) to (3) are highlighted in the charts (lower part of the figure) .
We highlight that our analysis foccused on 1% and 99% VaR estimation. In this sense, we believe these risk levels are more adequated for our investigation. Since we used the LR and J statistics in our backtesting procedure, it is important to mention that, according to Candelon et al. (2010) , the duration-based backtesting procedure focusing on J-statistics outperforms traditional duration based tests like that proposed in Christoffersen (1998) . In addition, Gaglianone et al. (2011) highlight that the power of Christoffersen's tests for 1% VaR are better than when considering 5% VaR levels.
In general, the results from Table 6 suggest that tGARCH-VaR tends to present violation ratios less than that obtained from NGAR-CH-VaR. In the cases where VR > 1 for both GARCH specifications, the tGARCH-VaR understated the level of risk less than when using NGARCH-VaR. When both VRs are less than one tGARCH-VaR estimated more conservative risk levels. As expected, the tGARCHVaR performed better than NGARCH-VaR. The tGARCH-VaR and teGARCH-VaR seem to be competitive. However, there were a few cases where the teGARCH-VaR did not perform well according to Table 6 Backtesting results for the sectoral indices. The p-values of the (Christoffersen, 1998) (LR-statistics) and (Candelon et al., 2010 ) (J-statistics) are indicated at the corresponding columns. The tests were made by considering a 5% nominal level. Table 6 , regarding to the IBOV, the 1% NGARCH-VaR and tGARCH-VaR estimates are conservative (VRs < 1) while 1% teGARCH-VaR estimate presented understated the risk. Based on the VR criteria, the 99% VaR series understated the risk, but it was more expressive for the NGARCH-VaR estimates. By considering a 5% nominal level, the coverage tests did not reject their null hypotheses in any case. Figure 5 shows the chart of the estimated VaR series for the IBOV. As we can see, VaR estimates presented very closed in events (1) and (3). In event (2), the teGARCH-VaR estimates presented a few different values. According to Table 6 , in IBOV case, 1% teGARCHVaRs presented the highest p-values for almost all coverage tests. The VaR violation at spike (3) presented a return close to -9%. As described in the event study from Table 4 and Figure 4 , this event can be identified as an extreme event. For this period the minimal VaR values were estimated at about −6.18%, −6.23%, and −6.44% (1% NGARCH, tGARCH and teGARCH, respectively). In terms of daily loss risk, the IBOV presented VaR estimates above the 5% level in almost all estimation period.
ICON's returns and its estimated VaRs are plotted in Figure 6 . According to Table 6 , except to the 99% tGARCH-VaR, the estimates understated the true VaR. Excepting to 1% teGARCH-VAR, the coverage tests did not reject their null hypotheses. In this case, we can highlight that eGARCH modeling was not able to improve VaRs estimates. At least in terms of daily risk, the results suggest that this stock index presents less aggressive than the IBOV. To see this, notice that in the analyzed period only in the most severe period presented by the IBOV (event (3)), the ICON's 1% GARCH-VaR levels crossed the -5% level. The VaR violation in period (3) seems to be related to a more critical period. In fact, all indices presented a VaR violation at this point. In this spike, for the ICON, the estimated 1% GARCH-VaR were approximately -5.64%, -5.87% and -5.83% (NGARCH, tGARCH and teGARCH, respectively). These facts lead us to conclude that the Brazilian consumption companies have presented less aggressiveness daily risk levels when comparing with the Brazilian global index (IBOV). In fact, it is also true when Figure 7 shows the chart for the INDX. As we can see, this index presents a good value at risk performance over all of the observed time window. We can highlight a particular behavior when comparing INDX with ICON: in the periods (1) to (3) the INDX VaR only touched the -5% line once (in event (3)). At this critical point, the VaRs estimates were −4.85%, −4.49 and −4.04% (NGARCH, tGARCH and teGARCH, respectively). Although the VaR violation in period (3), the minimum return observed did not exceed the -5% line. According to the results from Table 6 , for the INDX case, the null hypotheses of the coverage tests were not rejected. For almost all coverage tests the highest p-values were presented when using tGARCHVaR. In addition, in a risk point of view, our value at risk investigation suggest the INDX as a good investment choice. Comparing the INDX index with the others (Figures 5 to 12) we can highlight that, in a VaR point of view, the INDX was not too affected by the three critical political scenarios that happened in Brazil (events (1) to (3)). IMOB's chart is shown in Figure 8 . As we can see in Table  6 , all null hypotheses were not rejected when using tGARCH-VaR. The teGARCH-VaR seems to be competitive with the tGARCH. All violation ratio values suggest understated risk measures. For this index, in event (3), the minimal 1% VaR estimates were close to −7.70%, −12.34% and −14.65% (NGARCH, tGARCH and etGARCH, respectively). This sector can be considered as an aggressive investment option when compared with the other indices. In terms of VaR, the realty and construction sector was heavy affected by the event (3) where the maximal loss presented a (negative) return higher than −10%.
IFNC's returns and its estimated VaRs are plotted in Figure 9 . According to Table 6 , for this index teGARCH-VaR and tGARCHVaR presented as competitive methods when considering 1% VaRs estimates. In this case, the VR values are conservatives when using NGARCH and tGARCH approach and is very close to one for teGARCH-VaRs. Considering 99% VaRs, J I N D1 statistic suggest As we can see, this stock index was heavy affected by the volatility spikes in periods (1) to (3). It is reflected on 1% VaRs associated to IFNC which were heavy affected by these events. Before spikes (1) to (3) the VaR estimates remained above the -5% threshold for a long time. In the events (1) to (3), the minimal 1% VaRs were close to −9.07%,−9.44% and −8.3%2 (NGARCH, tGARCH and teGARCH, respectively). In event (3) a VaR violation happened. As can be seen in IMAT and IMOB (Figures 8 and 10 , respectively) we can conclude that, beyond these sectors, the financial sector have contributed to the volatility increase on the Brazilian stock market. This fact is reflected by our VaR study.
It is important to note that when the market increases volatility, it can be good for non-long period trades, but it can not be comfortable when looking in a long-term point of view which the investors look for more stable investments. Because of that, based on long-period trades, the IFIX (and also IMAT and IMOB) can be classified as a more aggressive choices in a portfolio design. Figure 10 shows the results for IMAT. According to our VaR estimates we can classify the IMAT behavior in a similar way to the IFNC and IMOB indices. Both of these indices presented the most aggressive daily risks. The 1% NGARCH-VaR, tGARCH-VaR and teGARCH-VAR reached minimal levels in period (2) (-8.17%, -8.51% and -9.61%, respectively). According to the Table 6 , the coverage tests did not reject null hypotheses when considering 1% VaRs estimates. For this case, for almost all coverage tests, teGARCH-VaR conducted to the highest p-values. The tGARCH-VaR performed better for 99% VaRs estimation. hypotheses for all GARCH-VaR models. In particular, tGARCHVaR seems to perform better than the others for 1% and 99% VaRs estimates. In our VaR point of view, this index can be considered as aggressive, but not like the IMAT, IMOB and IFINC. On the other hand, we can not classify the IEEX as we made for the ICON and INDX. Figure 12 shows the results considering the IUTIL. There are several financial assets in this index which belong to IEEX and this fact justifies the similarities between VaR analysis of these two securities. For the IUTIL, the VaR spikes in periods (1), (2) and (3) presented a 1% VaR close to -7%, -6% and -7.5, respectively. It is important to mention the minimal return at period (3) (≈ −10%) when a VaR violation happened. For this event 1% NGARCH-VaR, tGARCH-VaR and teGARCH-VaR reached minimal levels at −6.67%, −7.46% and −6.41%, respectively. This fact reinforces the severity of period (3) on all the Brazilian sectors. As we made for IEEX, IUTIL can be considered as an aggressive sectoral index, but not as IFNC, IMOB and IMAT. Table 6 shows that NGARCH, tGARCH and teGARCH modeling seem to perform similar in the coverage tests (all null hy-potheses were not rejected). The VRs from the tGARCH presented the best values for 1% VaR analysis. 
Conclusion
In this paper we studied market risk and statistical properties of the returns of eight sectoral Brazilian stocks indices. We applied EDA on IBOV as a referential market index. On two different volatility scenarios the EDA suggest that heavy tail probability distributions seems to be more appropriated to model the empirical returns from this stock index. After several EDA showed in an supplementary material, we suggested to use the Student-t distribution as the conditional errors distribution in adjusting tGARCH and teGARCH models which performed very well to estimate VaR. The backtesting analysis helped us to identify successfully specific sectors of the Brazilian economy which presented better risk prospects according to VaR. In particular, we were able to identify the industrial and consumption sectors as less risk aggressive and the financial, realty and construction, and the basic material sectors as the most risk aggressive.
We must note that our work is limited to the realm of risk estimation. Despite our success in identifying low-risk stocks in the Brazilian market, we have not made any attempts to correlate risk estimate with projected returns or prospects of profitability. This topic can be explored in future works.
