Abstract-A new pseudo-noise resampling technique is proposed to mitigate the effect of outliers in Unitary ESPRIT. Our algorithm improves the performance of Unitary ESPRIT in unreliable situations, where the so-called reliability test has a failure. For this purpose, we exploit a pseudo-noise resampling of a failed Unitary ESPRIT estimator with a censored selection of "successful" resamplings recovering the nonfailed outputs of the reliability test.
I. INTRODUCTION
Unitary ESPRIT is a low-complexity modification of conventional ESPRIT [1] formulated in terms of real-valued computations [2] - [4] . The final step of Unitary ESPRIT involves a special test [2] showing whether the obtained direction-of-arrival (DOA) estimate is reliable.
In case this test (in what follows referred to as the reliability test)
has a failure, the final step of the algorithm yields a complex conjugate pair of eigenvalues instead of a real one, as in the nonfailed case. The failed situation can be interpreted as an outlier corresponding to unresolved signal arrivals [2] . In the case of a failed reliability test, it is recommended in [2] - [4] to restart the algorithm with more reliable measurements or to use more snapshots when estimating the covariance matrix. However, in many practical situations, neither more reliable measurements nor additional data snapshots are available.
In this correspondence, we propose another approach to mitigate such a type of outlier. Our approach does not require any additional data, i.e., it exploits exactly the same data snapshots as the failured estimate itself. Instead of unavailable additional data, it utilizes synthetically generated data as in the bootstrap technique [5] . The key idea of our approach is to use a pseudo-noise resampling for eliminating the failure and for recovering the outlier-free performance. For this purpose, we exploit a censored selection of "successful" resamplings for which the reliability test is valid in the sense that the final step of Unitary ESPRIT yields a real eigenvalue pair. Our technique uses the main idea of the estimator bank approach [6] , [7] , although we develop and apply another, more general type of resampling. Another important difference is that the standard estimator bank approach [6] - [7] requires a priori knowledge of source localization sectors, whereas the reported technique is free of such a limitation. 
II. DATA MODEL AND UNITARY ESPRIT
Let a uniform linear array (ULA) be composed of n sensors, and let it receive q (q < n) narrowband sources impinging from the directions 1 ; 111 ; q : Assume that there are only N snapshots x x x(1);x x x(2); 11 1;x x x(N) available. The observation vectors can be modeled as [1] , [8] x x x(t) = A A As s s(t) + n n n(t); t= 1; 2; 111; N n n n(t) n 2 1 vector of sensor noise.
Hence, the measured array data matrix X X X = [x x x(1);x x x(2); 11 1;x x x(N)]
can be modeled as
where S S S = [s s s(1);s s s(2); 1 11;s s s(N)] is the q 2 N matrix of source waveforms, and N N N = [n n n(1);n n n(2); 11 1;n n n(N)] is the n 2 N matrix of sensor noise. According to [2] , introduce the real-valued data matrix
where 5 5 5n is the n 2 n matrix with ones on its antidiagonal and 
are the sparse unitary matrices defined in [2] , I I I l is the l 2 l identity matrix, and (1) H and (1) 3 stand for Hermitian transpose and complex conjugate, respectively. The n 2 n sample covariance of the realvalued data matrix (3) is given bŷ
where q 2 q and (n 0 q) 2 (n 0 q) diagonal matrices 3 3 3S and 3 3 3N contain the q and n0q sample signal and noise subspace eigenvalues, respectively, whereas the columns of the n2q and n2(n0q) matrices E E ES and E E EN contain the corresponding eigenvectors, respectively.
Unitary ESPRIT is based on the solution of the real-valued invariance equation [2] K
by means of least squares (LS), total LS (TLS), or structured LS (SLS) [3] . Here, the m 2 n matrices K K
where the m 2 n matrices J J J 1 and J J J 2 select the first and the last m (m < n) rows of an arbitrary matrix with the vertical dimension n 1053-587X/99$10.00 © 1999 IEEE [2] , respectively. Write the eigendecomposition of the obtained q 2q matrix 7 7 7 as 7 7 7 = T T T T T T 01 ;
= diag f!1;!2; 111 ; !qg: (8) It can happen that either all eigenvalues in (8) are real or some of them appear as complex conjugate pairs. The latter case corresponds to the unreliable DOA estimate when the associated signal sources are not resolved (i.e., they merge and, therefore, result in a complex conjugate eigenvalue pair). In [2] , it is proposed to exploit these eigenvalue properties in the following test:
Reliability test : All eigenvalues ! i ; i = 1; 2; 1 11;q are real:
If this test fails, it is recommended in [2] - [4] to start Unitary ESPRIT again with more reliable measurements or to use more data snapshots. However, in many practical situations, neither more reliable measurements nor additional data snapshots are available. The idea of the resampling approach presented below is to exploit synthetically generated (e.g., resampled) data instead of unavailable additional measured data.
If the reliability test is satisfied in Unitary ESPRIT, the resulting signal DOA's can be estimated in a straightforward manner. For example, for a ULA with maximum overlap [2] (10) Note that in this situation, the outlier occurs because each pair of unresolved signals is attributed to a single real part of a complex conjugate eigenvalue pair.
III. PSEUDO-NOISE RESAMPLING
Pseudo-noise-based techniques are known in a variety of applications (see, e.g., [9] - [11] ). In case of a failed reliability test, the aim of our pseudo-noise resampling technique is to remove the outlier and to recover the Unitary ESPRIT performance using exactly the same data snapshots that have been used in Unitary ESPRIT. The central idea is to resample the data matrix several times using synthetically generated pseudo-noise, to run Unitary ESPRIT "in parallel" for each such resampling, and then to select only the "successful" runs for which the reliability test is satisfied and the outlier is removed. Repeating the resampling runs (11), we can obtain increasingly more "synthetically" generated data matrices. In order to maintain an acceptable signal-to-noise ratio (SNR) in the synthetic (resampled) data, the variance of the pseudo-noise Z should not be too high). A similar constraint is exploited in [10] and [11] . The consistent estimate of 2 is given by [12] 
where p 1 is a constant chosen by user.
Motivated by the success of modern resampling schemes (e.g., bootstrap and jackknife [5] ), it is our goal that the pseudo-noise Z Z Z will redistribute the original noise N N N between array sensors in a favorable way. Thereby, an improved estimation performance can be achieved in the successful resampling runs (i.e., where the reliability test is passed). In this approach, the reliability test can be interpreted as a censored selector of the results of the pseudo-random resampling.
We stress that the synthetically generated noise Z Z Z always decreases the SNR, and therefore, the resampling itself cannot bring any performance improvement. However, it is no longer true if we use some censoring procedure (for example, the reliability test outlined in Section II) to select only outlier-free estimators from the whole number of resampled estimators.
IV. THE PROPOSED ALGORITHM
Let us now formulate the new algorithm that employs the synthetic (resampled) data (11) every time when the reliability test has failed for the measured data X X X: Assume that after K resampling runs, we obtain K "parallel" Unitary ESPRIT estimators, where each of them is applied to a different resampled data matrix (11) . Let the ith estimator be where the first subset F1 contains J estimators that pass the reliability test, whereas the second subset F 2 contains the remaining K 0 J estimators for which this test fails.
Consider the case when the first subset contains at least one estimator, i.e., let 0 < J K: Let the estimators in the first subset be given by 
Apparently, an appropriate combination of the results of these "successfully" resampled estimators is necessary to obtain a 
q for all i = 1; 2; 1 1 1 ; J, exploit the robust median averager to obtain the final DOA estimates [6] , [7] 
and sort f1g stands for the operator of sorting in ascending (descending) order. The proposed algorithm is based on (9), (10) , and (19) and is summarized in the Table I . It should be noted that our algorithm requires more computations than Unitary ESPRIT by a factor 1 + Kr out , where 0 r out 1 is the reliability test failure rate for Unitary ESPRIT. Taking into account the low computational complexity of Unitary ESPRIT, it can be concluded that for a moderate K, the proposed algorithm enables an efficient implementation, which can be parallelized easily. Apparently, this additional increase of the computational burden relative to the Unitary ESPRIT algorithm can be interpreted as a payment for the improved (outlier-free) performance.
V. SIMULATIONS
In our simulations, we assume a ULA of n = 6 omnidirectional sensors with the half-wavelength spacing, N = 100 snapshots, uncorrelated equipower sources with zero-mean Gaussian waveforms, and zero-mean white Gaussian noise. The parameter p = 0:2 was taken in (14), and all results were averaged over 1000 runs. Throughout the simulations, LS Unitary ESPRIT was used, motivated by better performance and lower computational cost relative to TLS Unitary ESPRIT [3] . Three sources impinging from 1 = 0 ; 2 = 4 ; and 3 = 30 have been assumed. Fig. 1 shows the DOA estimation root mean square errors (RMSE's) of Unitary ESPRIT and the proposed algorithm (with four fixed values of K) versus SNR. Note that all curves in this figure were averaged only over the simulation runs which correspond to outlying Unitary ESPRIT estimates. These curves were additionally averaged over the first two sources. Similar curves for the DOA estimation bias are displayed in Fig. 2 . From these figures, we observe that the restored outlierfree estimates are biased and that the bias does not decrease with increasing SNR. This bias can be viewed as a natural payment for resolving closely spaced sources. However, the RMSE (which includes the bias component as well) tends to decrease when the SNR and parameter K grow. Note that both the bias and the RMSE are significantly lower after resampling than that in outlying Unitary ESPRIT estimates, and this proves the positive effect of resampling. From Figs. 1 and 2 , we can conclude that the value K = 30 is sufficient to obtain a satisfactory performance. To illustrate the performance improvements more, 45 outlying estimates before and after resampling are displayed in Fig. 3(a) and (b) , respectively, for SNR = 10 dB and K = 30: In particular, this figure obviously demonstrates that the resampling allows us to resolve closely spaced DOA's but leads to the biased estimates. As the outlier rate may change with SNR, it is interesting to study how the statistical performance is improved when the averaging is done over all simulation runs, irrespective of the Unitary ESPRIT performance in each run. Fig. 4 shows the RMSE's of Unitary ESPRIT and the proposed algorithm (with K = 30) versus the SNR. In contrast to Fig. 1 , the results in this figure are averaged over all simulation runs as well as over the first two sources.
From Fig. 4 , we can observe noticeable statistical performance improvements achieved via the proposed algorithm relative to standard Unitary ESPRIT. These improvements are more pronounced in the specific "transition" region between the so-called threshold and asymptotic domains, where outliers affect the statistical performance of Unitary ESPRIT significantly.
VI. CONCLUSION
The proposed pseudo-noise resampling technique has been shown to enable the mitigation of outliers in the Unitary ESPRIT algorithm. Our technique results in an improved statistical performance in the so-called "transition" region between the threshold and asymptotic domains, where the outliers have a strong contribution to the statistical performance of Unitary ESPRIT. The proposed algorithm is free of typical limitations of other known resampling (estimator bank) techniques in that it does not require any preliminary knowledge of signal localization sectors.
