Performance tests of parabolic beryllium refractive lenses, considered as X-ray focusing elements in the future X-ray free-electron laser oscillator (XFELO), are reported. Single and double refractive lenses were subject to X-ray tests, which included: surface profile, transmissivity measurements, imaging capabilities and wavefront distortion with grating interferometry. Optical metrology revealed that surface profiles were close to the design specification in terms of the figure and roughness. The transmissivity of the lenses is >94% at 8 keV and >98% at 14.4 and 18 keV. These values are close to the theoretical values of ideal lenses. Images of the bending-magnet source obtained with the lenses were close to the expected ones and did not show any significant distortion. Grating interferometry revealed that the possible wavefront distortions produced by surface and bulk lens imperfections were on the level of $ /60 for 8 keV photons. Thus the Be lenses can be succesfully used as focusing and beam collimating elements in the XFELO.
Introduction
Contemporary experimental science is being shaped by the constant advancement in the development of acceleratorbased X-ray sources. Diffraction-limited synchrotron radiation sources, X-ray free-electron lasers (XFELs) and X-ray free-electron laser oscillators (XFELOs) promise to deliver X-ray beams of a high degree of coherence and high brilliance and power over a wide spectral range. This calls for the development of highly transparent and coherence-preserving optics. In XFELO cavities in particular, focusing elements of high transmissivity are necessary to control the beam profile (Kim et al., 2008; Kim & Shvyd'ko, 2009) .
Possible focusing elements of hard X-rays include Fresnel zone plates, multilayer Laue (MLL) devices (Morgan et al., 2015) and curved grazing mirrors in Kirkpatrick-Baez configuration. However, the efficiency of Fresnel zone-plates and MLLs is too low. A curved grazing mirror should work but is bulky and expensive. Here we study parabolic compound refractive lenses (CRLs) as a compact and simple-to-implement option. Note that the efficiency of a CRL consisting of many units for a short focal length is usually very small, less than 50%. For the XFELO application, however, the required focal length is typically about 50 m or longer. In this case the lens can be made from at most two units with high transmission efficiency.
The first CRLs were in the form of a series of a cyllindrical drillings in a metal block made of a light element (e.g. Al, Be) in one direction for one-dimensional focusing or two sets of perpendicular drillings for two-dimensonal focusing (Snigirev et al., 1996) . The surface profile, of parabolic shape to avoid spherical aberration, was constructed for imaging of the synchrotron undulator source (Lengeler et al., 1999) . CRLs have been proven to be applicable in focusing X-rays down to micrometer and nanometer size , X-ray microscopy (Bosak et al., 2010; Byelov et al., 2013) , beam conditioning (Chumakov et al., 2000) , monochromatization (Vaughan et al., 2011) , harmonic rejection (Polikarpov et al., 2014) and many more.
Refractive lenses can be manufactured from a variety of materials (Roth et al., 2017; Shvyd'ko et al., 2017; Terentyev et al., 2015) . Beryllium, as one of the lightest elements, is being widely used in X-ray optics due to its high transparency to X-rays, and also for manufacturing the CRLs (Lengeler et al., 1999 . CRLs at existing beamlines have been mostly used for focusing the X-ray beams to tight focal spots; thus they are stacks of a large numbers of lenses. For the XFELO's purpose, however, the focal length could be rather long, in the range of several tens of meters. On the other hand, the highest transmissivity and minimal wavefront perturbation is required. In this paper we study whether single or double beryllium lenses can satisfy the XFELO requirements.
Metrology

Tested lenses
A schematic drawing of the biconcave parabolic Be lens is presented in Fig. 1(a) . The shape of the lens surface is a paraboloid obtained by revolving the x 2 =2R curve around its axis, where R is the surface radius of curvature, A is the geometrical aperture of the lens, and d is the minimum wall thickness between two interfaces. The lenses, manufactured from beryllium of IF-1 grade, used for tests in the presented work are shown in Figs. 1(b)-1(d). Design specifications of the inspected lenses #1 and #2 are as follows: radius of curvature R = 100 mm, geometrical aperture A = 600 mm, surface microroughness = 100 nm (RMS) and minimum thickness d = 32.5 mm. Lens #3: R = 50 mm, A = 400 mm, = 100 nm (RMS) and d = 28 mm.
Figure and surface roughness
Optical metrology of the R = 100 mm Be lenses was performed with the MicroXAM RTS microscope interferometer, and the R = 50 mm lens was inspected with the NexView interferometer at the Advanced Photon Source (APS) facility. Measurement uncertainty of the surface quality given by the interferometer is of the order of 1 nm. One of the center-line profiles of the surface figure for lens #1, surface 2, is presented in Fig. 2 . The profile is a good fit with the parabola f ðxÞ = x 2 =2R with R = 101 mm, which is very close to the nominal value. One can notice that, after the manufacturing process, the profile of the lens in the bottom part deviates slightly from parabolic (is flatter), which is also observable in the results of the Talbot interferometry (see x2.3 for comparison). The results of the optical metrology of all three lenses are shown in Table 1 , where the surface radius and microroughness is measured for the paraboloidal surface in the central 90-100 mm area of lenses #1 and #2, and the central 60 mm of lens #3. In the case of lens #1, face 1, however, the fitted surface radius of curvature exceeds the nominal value by 9%. In other cases the values are very close to the design parameter. Surface microroughness values are in most cases smaller then the specified 100 nm (RMS); only in the case of lens #2, face 1, the measured value is higher from the nominal by 22%, and in lens #3, face 2 by 30%. Center-line profile of lens #1, face 2, measured with the MicroXAM RTS microscope interferometer. The red curve represents the residual defined here as (parabolic fit À experimental data). 
Talbot interferometry for optical thickness
While visible-light metrology provides the surface profiles of the lenses, single-grating interferometry provides the optical thickness of the lens (Itoh et al., 2011; Wang et al., 2009) . This is a critical parameter since the performance of the lens is dictated by the optical path length.
Single-grating interferometry uses the Talbot self-imaging effect (Goodman, 2005) in the X-ray regime to obtain a differential phase contrast image of a sample. By placing a phase object in the beam path, we introduce a phase shift that changes the wavefront and deforms the self-image of the grating. From the deformed self-image we obtain the twodimensional gradient of the phase shift (differential phase contrast, DPC) (Itoh et al., 2011) caused by the sample. The DPC signal is then used to calculate the phase shift 'ðx; yÞ caused by the object (Frankot & Chellappa, 1988) . The phase shift can be interpreted as distortions to the wavefront or be used to retrieve the thickness Tðx; yÞ of the object by the equation
valid for an homogeneous material of known refractive index nðÞ = 1 À ðÞ þ iðÞ, where is the wavelength of the radiation and 'ðx; yÞ is the phase shift in radians. The measurements of the lenses were performed using a portable grating interferometer at APS beamline 1-BM-B . The beamline was tuned at 8 keV photon energy ( ' 1.55 Å ) and the detector has an effective pixel size 0.65 mm Â 0.65 mm. The experiments used a =2 checkerboard phase grating with period p G = 4.8 mm to generate the Talbot self-images. The diagonal directions of the checkerboard pattern were aligned in the horizontal and vertical directions to achieve the highest contrast (Marathe et al., 2014) . We used the third Talbot distance, determined experimentally at 184 mm. The resulting transverse resolution is defined by the period of the self-image and is equal to p G = ffiffi ffi 2 p = 3.4 mm. For these conditions, the minimum measurable beryllium thickness is estimated to be $ 50 nm. A potential source of error is the value of , which uses tabulated values (Schoonjans et al., 2011) of refractive index and density. For beryllium at 8 keV the tabulated value for is 5:327 Â 10 À6 .
We performed two sets of measurements: first a stack of lenses #1 and #2, and then lens #3 individually. It can be shown that the resulting thickness of biconcave parabolic lenses is also described by a parabolic function. The resulting function can be further simplified by assuming that the lens surfaces are perfectly aligned (center of all surfaces in the symmetrical axis of the lens) and that all surfaces have the same curvature radius. In this condition the effective curvature radius R T of the thickness profile is equal to the curvature of the surfaces R surf divided by the number of curved surfaces n surf . This result is also valid for a stack of lenses and therefore, by stacking lenses #1 and #2, we obtain the same effective radius R T = R surf =n surf = 25 mm as that of lens #3 individually.
Analogously to the visible-light metrology, we fit a parabolic function to the two central thickness profiles from where we obtain R T , shown in Fig. 3 and Table 2 . The residuals are obtained from the difference between the best-fit curve and the measured thickness. Further analyses using a two-dimensional fitting is shown in Fig. 4 and Table 3 . The statistical errors for the two-dimensional case are slightly higher because the fitted surface assumes the same curvature radius in orthogonal directions (stigmatic). In fact, the higher error values are an indication that the lenses have a small degree of astigmatism, which is also observed in the different values of Center-line thickness profiles of lens #3, in (a) the horizontal and (b) the vertical direction. The ideal value for the fitted curvature radius R fit is 25 mm, equal to the curvature radius of the surface divided by the number of curved surfaces (two for the 50 mm lens). The residual is defined here as (parabolic fit À experimental data), the same as in Fig 2 . Table 2 Results for the profile fittings.
The curvature radii obtained from the fits were multiplied by the number of surfaces in order to compare with the nominal surface radius. The obtained value of the curvature radius is therefore an average of the radius of all the curved surfaces. Tables 2 and 3 are slightly smaller than the nominal values. Considering that the values obtained for the surface metrology have a very good agreement with the nominal values, these differences are attributed to a small deviation of refractive index from the tabulated values used in equation (1).
Transmission and imaging
3.1. Layout X-ray tests of the presented refractive lenses were conducted at beamline 1-BM-B,C of the APS synchrotron radiation facility . Experiments were conducted in the near-and far-field. A scheme of the experiment in the far-field is presented in Fig. 5 . White beam generated by the bending magnet, of size defined by the whitebeam slits, is monochromated by a double-crystal Si(111) monochromator down to a spectral resolution of 1:5 Â 10 À4 . The beam in front of the refractive lenses is defined by a circular pinhole of diameter 290 mm, or by square slits of changing size. The lenses tested were as follows: a single biconcave lens with R = 50 mm and two stacked biconcave lenses with R = 100 mm. This should result in the same focal distance of both lenses for a given photon energy, since the focal length can be calculated using the formula f = R=2N [see Lengeler et al. (1999) for reference]. To avoid any possible beryllium oxidation effects while exposed to X-rays, the lenses were enclosed in a specially designed casing under the flow of gaseous helium.
Lenses transmissivity
Experiments were conducted in both the near-and far-field. For the far-field transmissivity measurement, the flux was measured using a PIN diode detector with the lens in (I 1 ) and out of (I 0 ) the beam, including the signal from the detector without the beam on (background B). To avoid errors connected to the storage-ring current variations, normalization of the measurements with respect to the incoming beam intensity was used (measured by the ionization chamber placed in front of the experiment, serving as the intensity monitor). The transmissivity is then defined as T = ½ðI 1 À BÞ=I mon1 =½ðI 0 À BÞ=I mon0 . The near-field transmissivity of the lenses was measured at three different photon energies: 8 keV, 14.4 keV and 18 keV, with a circular pinhole of 290 mm diameter aligned in front of the lens. A PIN diode was placed 10 cm downstream from the lenses. The far-field transmissivity was measured at a photon energy of 14.4 keV, with the detector placed 23.5 m downstream of the lenses, with square slits of variable size defining the beam. In the far-field an additional 1 mm Â 1 mm square aperture was placed in front of the detector, to reject the photons scattered out of the focusing direction due to small-angle scattering on the surface microrougness and grain boundaries.
The results of the transmissivity measurement are shown in Tables 4 and 5. The experimental data are compared with theoretical values of the tranmissivity for ideal lenses, calculated with the analytical formula given by Lengeler et al. (1999) , for circular pinhole and square slits, respectively. No effect of the small-angle scattering from surface imperfections and grain boundaries is included in this calculation. Additionally, the theoretical trasmissivities were calculated with the atomic scattering form factor correction of beryllium taken from three widely used databases (Henke et al., 1993; Chantler et al., 2017; Kissel et al., 1995) , for comparison. Only at the lowest energy, E = 8 keV, can one notice a $ 0.5% difference in the theoretical transmission between these sources. Residual of the stack of lenses #1 and #2. Fitting results are given in Table 3 . The curvature radius of the fitting surface is uniform in all directions (that is, it uses a stigmatic surface).
Imaging quality
The imaging quality of the Be lenses was tested by imaging the bending-magnet source of beamline 1-BM of the APS facility. The nominal source size at 1-BM is 200 mm Â 71 mm (horizontal Â vertical, FWHM). Lenses were placed p = 31.5 m downstream from the source, and the detector was 55 m from the source (q = 23.5 m from the lenses). In Table 6 the dependence of the image size on the photon energy, obtained with two stacked R = 100 mm lenses, is presented. The smallest and sharpest image was found for E = 13.65 keV. The same dependence was found for a single R = 50 mm lens. The image obtained with a single R = 50 mm lens at 13.65 keV is presented in Fig. 6(a) together with the horizontal [Fig. 6(b) ] and vertical [ Fig. 6(c) ] profiles and widths as fitted with a Gaussian curve. The observable inclination of the image is in agreement with the inclination of the source due to vertical dispersion in the magnetic lattice of the storage ring.
Discussion
Metrological inspection of the commercially available beryllium lenses for synchrotron radiation showed that they are of an excellent quality and meet the design specifications.
The radius of curvature in the central 100 mm area does not deviate from the nominal; in the single case (lens #1, face 1), the maximal deviation is 9%. The measured surface microroughness of the tested lenses exhibits deviations from nominal values by 20-30% in extreme cases; however, the average value of the roughness standard deviation is very close to the specified = 100 nm.
In order to compare the surface and the thickness rootmean-square errors (RMS), surf and thickness , respectively, one could sum the experimental residual curves from the surface metrology and then calculate the RMS value. However, the measurement of the surface lacks an absolute reference, and it is not possible to know the displacement in the transverse direction between the experimental curves. Alternatively, we simply assumed that the individual surface errors surf i sum as
where T is the total error due to the surface imperfections and i is a label index for each of the n surf curved surfaces.
In Table 3 we show the values of T obtained by applying equation (2) to the values of Table 1 . Comparing these values with thickness , we note that the values obtained from grating interferometry can be more than two times higher. This means that the variations in the bulk of the lenses have comparable magnitude with the surface errors of the lenses. Table 5 Transmission of the lenses in the far-field as a function of the size of the square slits in front of the lens, at photon energy E = 14.4 keV, compared with theoretical values of transmissivity, as in Table 4 . Table 3 is thickness = 455 nm, which is equivalent to a wavefront error of $/60. In order to evaluate the performance of the lenses as focusing elements in the XFELO, simulations based on wavefront propagation need to be performed. Since the full XFELO simulation with the measured CRL profile is timeconsuming, we simplified the computation by neglecting the FEL gain except for restoring the loss of the intensity. In general, an optical cavity consisting of mirrors and lenses has a set of eigen-modes, even if the profiles of the optical elements are not perfect. These modes can be found by the Fox-Li method (Fox & Li, 1961; Siegman, 1986) . Thus, we simulated a Gaussian beam iteratively passing through a lens multiple times to obtain its fundamental mode.
RMS value in
The initial Gaussian beam has a size of 10.2 mm at 14.4 keV. The source-to-lens and lens-to-image distances are both 13.7 m. Simulations were performed for both an ideal parabolic lens of R = 50 mm and lens #3 with the measured thickness profile using Talbot interferometry. When the ideal parabolic lens is used, the wavefield distribution remains the same to the source with only a small reduction of the amplitude after each pass. On the other hand, the wavefield distribution through lens #3 fluctuates for a few thousand passes before reaching its steady state, which will be the fundamental mode. After 10000 passes, the beam size fluctuation is less than 0.35%. Fig. 7 shows the simulated beam intensity profile after 10000 passes of each lens. The beam profile through the ideal lens remains identical to that of the source. The beam profiles through lens #3 are 6.7% and 7.6% wider than the source in the horizontal and vertical directions, respectively. Although these changes can reduce the overlap with the electron beam, the effect on the XFELO performance is expected to be marginally small since the mode will be re-distributed due to the FEL gain. Also, we expect the approach to a steady state will occur well before 10000 passes due to the FEL gain and the filtering of the Bragg mirrors. We plan to perform a more realistic simulation of the XFELO start-up to confirm these expectations. One should note that corrective lenses can also be used to reduce the errors of a stack of lenses .
The efficiency of the lenses was first tested by measuring the transmissivity in the near-field at three different photon energies: 8 keV, 14.4 keV and 18 keV. The results are compared with theoretical values of transmission calculated with zero surface roughness assumed (see Table 4 ). There is a systematic difference in the measured transmissivity of the order of $ 1% lower than calculated for the ideal lens. The difference may be due to the slightly higher thickness than the ideal minimal d = 30 mm given in the specification, and smallangle scattering on the surface roughness. For a double lens the difference is slightly higher, especially at 8 keV ($ 1.5%), which may be due to the misalignment of the centers (stacking error). The dependence of the transmission for photon energy 14.4 keV measured in the far-field on the size of the square slits in front of the lenses is shown in Table 5 . The observable tendency for a single lens is as follows: the larger the slit size, the smaller the difference between the experimental and theoretical value that is noticed. The biggest difference of 0.2% is measured for the smallest slit size of 100 mm Â 100 mm. For the double 100 mm lens, the measured difference is rather constant, on the level of 0.8%. For stacked lenses, the difference can be caused by stacking errors. The possible impact of the microroughness on the 2 Â 100 mm lens transmissivity is presented in Table 7 for = 0 nm and = 100 nm. The roughness impact on the transmission was calculated according to the procedure given by Lengeler et al. (1999) . One can see that for 8 keV the difference is smaller than 0.2%, and for 14.4 keV and 18 keV the differences are smaller than 0.1%, thus the measurable transmissivity is decreased by the coexistence of more factors, as mentioned above.
For the presented experimenental conditions (p = 31.5 m, q = 23.5 m), a sharp image of the source should be obtained while the focal length f = 13.46 m. This focal length corresponds to a photon energy of 13.55 keV for the ideal lens. From the demagnification ratio the expected image size is q=p times smaller than the source: 149 mm Â 53 mm (FWHM). The best obtained image size is 172 mm Â 61 mm at 13.65 keV (the focal length for this energy is 13.66 m). The best image size calculated at 13.65 keV with a ray-tracing code (Sanchez del Rio & Dejus, 2011; Sanchez del Rio et al., 2011) , with figure error and optical thickness variation from grating interferometry taken into account, was: (a) for the 1 Â 50 mm lens, 148 mm Â 56 mm; (b) for the 2 Â 100 mm lens, 147 mm Â 57 mm. The size calculated for the ideal lens with the same procedure was 144 mm Â 53 mm. The small difference in the focal length can be explained by the fact that the radii of Simulated beam profiles after 10000 passes through an ideal parabolic lens (solid line) and lens #3. The FWHM of the profiles are 24 mm, 25.6 mm and 25.8 mm for the ideal lens (both directions), and lens #3 in the horizontal and vertical directions, respectively.
Table 7
Values of the theoretical transmissivity for a 2 Â 100 mm CRL for 0 nm and 100 nm microroughness (RMS). curvature of the lenses are slightly higher than nominal (see the Metrology section). The measured image size exceeds the expected one in both directions for both lenses: in the horizontal by 16% (1 Â 50 mm) and 17% (2 Â 50 mm), and in the vertical by 9% and 7%, respectively. Simulations show that the lens shape and roughness can change the focal size by only a small amount (3% horizontally, 6% vertically). This suggests that the observed discrepancy (observed mostly in the horizontal direction) predominantly originates from other effects such as the uncertainties in the determination of the source size [typical uncertainties in the evaluation of the source size are about 5% (Vadim Sajaev, private communication)] and/or wavefront distortions due to the upstream beamline optics (thermal slope of the monochromator crystals and imperfections of the Be windows).
Conclusions
We have presented the study of beryllium refractive lenses used for X-ray focusing applications, in particular to be used in the future X-ray free-electron laser oscillator sources. Optical metrology reveals that the beryllium lenses have been made accurately to the design specification. X-ray experiments show very encouraging results. Transmissivity of the lenses is >94% for 8 keV and > 98% for 14.4 and 18 keV photons. The lenses allow for imaging of the synchrotron radiation X-ray source, with image size exceeded by 16-17% in the horizontal and by 9-7% in the vertical direction when compared with theoretical prediction, however without significant distortions. Single-grating interferometry results indicate that wavefront aberrations caused by the cumulative effect of the surface and bulk inhomegeneities are marginal. The combined results of the metrology and X-ray performance tests allow us to conclude that beryllium lenses are a suitable focusing element for the XFELO setup.
