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Abstract 
The purpose of this study is the presentation of an accounting and financial approach on performance that will facilitate a 
relevance and faithful representation of the target parameter. In this context, the study aims at identifying factors acting on 
the rate of global financial autonomy to develop relevant decisions on the funding structure of the company. The results 
show that the assumptions proposed at the level of the analyzed sample, by using quantitative data analysis methods, have 
been validated. There have been also determined the relationship between statistical variables and factorial axes, 
respectively the global financial autonomy rate model has been validated. 
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1. Introduction  
A corporate information system is very complex, involving many factors of business decision-making and 
transactional processes, technologies, procedures and codes of good practice. To ensure the efficiency and 
effectiveness of corporate governance it is necessary to analyze the contribution and the influence of each 
factor on the financial position, risk factors and growth prospects of organizations. This will increase the 
company's performance and strengthen its position in the capital market. In this period, the management 
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problems involve the use of modern methods and mainly statistical and mathematical (econometric) models 
that provide relevant indicators about the financial performance, being guidance for establishing the company 
development strategies. 
2. Research Methodology 
The article is divided into two chapters. The purpose of this paper is to highlight the existence of a financial 
accounting perspective of performance by identifying the main financial components, by which we can achieve 
a true picture of the company's performance. At the same time the study aims to determine the influencing 
factors on the global financial autonomy rate, which is an important pillar in the evaluation of the enterprise 
performance. The study is oriented towards a positivist approach, logical type, in the foundation of the working 
hypotheses. In this respect, for the validation of the proposed hypotheses at the level of the analyzed sample we 
will use quantitative methods of data analysis that will lead us the results of the research. 
3. Hypotheses 
Based on the above, we propose totest and validate the following hypotheses: 
H0: - identifying connections, statistical associations between variables, namely the identification oft he 
factorial axes, which explains the large differences between statistical units. Thus, in this study we propose to 
identify the main financial components, on which relevant decisions for the company’s performance can be 
taken; 
• Highlighting the similarities and differences between the statistical units for all variables considered; 
• Explaining similarities and differences between individuals in terms of the variables considered; 
H1:determine the main influencing factors acting on the global financial autonomy rate indicator, which is 
an important pillar in the evaluation of the performance of an enterprise. For this process we followed several 
steps: the building of an econometric model under the form of multiple regression equation models, estimating 
the rate of the global financial autonomy, model parameter estimation, testing the parameters and the proposed 
model and testing the hypothesis. 
The target population and the sample population 
In the present study, the target population consists of companies listed on the Bucharest Stock Exchange. 
The source of information needed to calculate rates and structure analysis are the annual financial statements 
for 2011. The sample contains 48 companies, drawn randomly, out of which 24 companies are listed on the 
BSE first category, 18 companies are listed on Tier II of the BSE and 6 companies are listed on Tier III of the 
BSE. 
Depending on the activity of the analyzed companies, the sample has the following structure: 23% are 
companies in the services sector, 10% are companies operating in the field of trade and 67% are industrial 
companies. 
Variables analyzed data source 
In the present study, for the research objectives we proposed a number of numerical variables, type scale. 
These independent variables are rates that describe the structure of assets and liabilities, and performance rates, 
summarized in Table.no.1.  
For each variable considered, the records were collected from the financial statements for the financial year 
2011, of the companies, presented on the website of BSE. 
Variables analyzed data source 
In the present study, for the research objectives we proposed a number of numerical variables, type scale. 
These independent variables are rates that describe the structure of assets and liabilities, and performance rates, 
summarized in Table.no.1.  
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For each variable considered, the records were collected from the financial statements for the financial year 
2011, of the companies, presented on the website of BSE. 
Table 1. Variables used in the study 
Symbol Description of variable Calculation method 
R1= Globalfinancial autonomy ratio The share ofown resources intota lfinancial 
resources of the company 
Equity/TotalLiabilities 
R2=GeneralRatio (Liquidity Ratio) The abilityof current assetsto financedebt with 
maturity<1 year 
Current assets/ Current 
liabilities 
R3= Overallborrowingratio Thedependence of thefirm'sfinancial 
resourcesfrom third parties 
Debt/ Equity 
R4=Samplingratio offinancial 
liabilities 
Enterprise's ability tobear the costof borrowing Financial expenses / net 
turnover 
R5= The ratio of current assets (total 
assets share in total assets) 
The extent to which the firm can adapt to 
changes in the economic environment. 
Current assets / Total 
assets 
R6= Return on equity (or Net 
margin ratio) 
Return on firm sales Net income / Sales 
R7= The rate of self-financing 
property 
Express the relative size of its working capital, 
to which extent the assets are self-financed 
Equity / net assets 
R8= Quick Ratio Share of deposits in total liabilities to be paid 
within a period of less than one year 
Cash / Current Liabilities 
 
Methods of data analysis 
To obtain research results that will lead to the validation of working hypotheses, the study proposes a 
number of methods of data analysis, specific to financial analysis, and to advanced statistics. Thus, we use 
financial ratios to obtain technical reports-TR, related to the financial statements of companies in the sample 
studied. Subsequently, to identify links between statistical variables we used the principal component analysis-
PCA. 
TR is a widely used method of financial analysis, which consists in the calculation and interpretation of 
indices determined by dividing the aggregate of items or items in the financial statements for the same financial 
year, for the appreciation the financial state of a company. 
First introduced by Karl Pearson in 1901, PCA is a descriptive multivariate method, whose practical use is 
recent, thanks to current working tools. This method aims to synthesize the maximum possible of the analyzed 
data, with minimal losses, in order to facilitate the interpretation of a large number of input data, and to identify 
their common nature. The basic principle of this method is to reduce the number of variables analyzed, by 
replacing them with 2-3 latent variables, eliminating collinearity and also facilitating the analysis. 
Thus, starting from an initial number of variables Xi(i=1 ... n) to determinate w variable called factors or 
components, to form Cj(j =1 ...m), where Cj=bj1X1+bj2X2+...+BjnXn and mİn the PCA main components 
determined by the linear combination of the original variables are independent of each other. 
Specific to this method of analysis is the hypothesis of independence of the main components that can be 
validated by several tests, including: Ȥ2 test statistic (for testing a connection between variables) and statistical 
KMO (Kaiser-Meyer-Olkin, for determining intensity this link). KMO statistic is defined on the interval [0,1] 
and KMO values below 0.5 indicate little relationship, between 0.5 and 0.6 indicate the existence of mediocre 
relationship, and values between 0.6 and 0.7 shows links of acceptable intensity. Values between 0.7 and 0.8 
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indicate the existence of good KMO, values above the threshold of 0.8 indicates the presence of great links, and 
values greater than 0.9 indicates that the solution established in this ACP is excellent. Currently, estimation of 
component scan be performed using statistical software.  
The correlations between the original variables and principal component scan be plotted using the "circle of 
correlation", as follows: the main components are represented on the factorial axes, graduated from -1 to+1, 
where zero indicates that there is no connection, and original variables are represented by coordinate points 
defined by correlation coefficients between the original variables and the principal components. 
Principal components analysis 
The results from the study conducted in SPSS data processing. Results of statistical variables 
• Descriptive statistical indicators: For each variable, the average and the standard deviation are given in 
Table no.2. 
Table 2: Mean and standard deviation 
 Mean Std. Deviation Analysis N 
R1 ,528637 ,4014942 48 
R2 2,603556 3,6242332 48 
R3 ,048216 7,9709739 48 
R4 ,232859 ,9431046 48 
R5 ,043340 ,3917195 48 
R6 -,182277 ,8025249 48 
R7 1,093867 1,1003751 48 
R8 ,872358 ,9503793 48 
 
The companies of the sample had an average of 52.86% overall financial autonomy, with a standard 
deviation of 40.15% of this value, which indicates that there are significant differences in the commercial 
profitability regarding the analyzed companies which are listed on the Bucharest Stock Exchange. 
• Correlation Matrix 
Analysis of coefficients from correlation matrix assesses the possibility of applying principal component 
analysis: high values of these coefficients (greater than 0.5, less than -0.5) indicate that there are statistically 
significant relationships between the variables considered.  
The analysis of table no.3 shows that between the analyzed variables R1 (global financial autonomy rate) 
and R5 (the share of current assets to total assets) there are significant relationships with the intensity of 0,784. 
The most significant direct relationship is between R5 (the share of current assets in total assets) and R7 (self-
financing fixed rate) and the value is 0.887. 
Between variables R6 (financial return) and R4 (sampling rate financial liabilities) are strong inverse 
statistical links with the intensity of -0.947.  
Also, the determinant of the correlation matrix, which can range between (0 and 1) shows the intensity 
correlations between variables, and a value equal to one or zero shows that using principal component analysis 
makes no sense. In this study, the determinant of the correlation matrix has a value of 0.040, which shows that 
between the statistical variables are strong statistical connections. 
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Table 3: The correlation matrix between variables 
 R1 R2 R3 R4 R5 R6 R7 R8 
Correlation 
R11,000,449 ,135 ,089 ,784 -,058 ,700 ,445 
R2,449 1,000 ,033 ,102 ,511 -,165 ,567 ,671 
R3,135 ,033 1,000 -,003 ,265 -,014 ,111 ,064 
R4,089 ,102 -,003 1,000 ,161 -,947 ,110 -,037 
R5,784 ,511 ,265 ,161 1,000 -,115 ,887 ,532 
R6-,058 -,165 -,014 -,947 -,115 1,000 -,081 ,031 
R7,700 ,567 ,111 ,110 ,887 -,081 1,000 ,556 
R8,445 ,671 ,064 -,037 ,532 ,031 ,556 1,000 
Sig. (1-tailed) 
R1 ,001 ,181 ,273 ,000 ,348 ,000 ,001 
R2,001  ,412 ,245 ,000 ,130 ,000 ,000 
R3,181 ,412  ,492 ,034 ,464 ,227 ,332 
R4,273 ,245 ,492  ,137 ,000 ,229 ,402 
R5,000 ,000 ,034 ,137  ,219 ,000 ,000 
R6,348 ,130 ,464 ,000 ,219  ,292 ,418 
R7,000 ,000 ,227 ,229 ,000 ,292  ,000 
R8,001 ,000 ,332 ,402 ,000 ,418 ,000  
a. Determinant = ,040 
Chi2 test and KMO statistics 
Statistics is used to test the hypothesis of independence of the studied variables. For this, we make the 
following statistical hypotheses: 
H0: hypothesis of independence 
H1: hypothesis of dependence 
Table 4: The correlation matrix between variables 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy.,661 
Bartlett's Test of Sphericity 
Approx. Chi-Square 272,612
df 28 
Sig. ,000 
The calculated value of Chi2 test statistics for the considered example is: Chi2=272.612. The significance 
level corresponding to this value is Sig= 0.000<0.05, so H0 hypothesis is rejected. It can thus ensure with a 
95% probability that there are significant statistical relationships between the statistical variables; the 
correlation matrix is a unit matrix. Description of direction and intensity of these connections is achieved by 
applying PCA.  
Identifying the existence of links between the variables is facilitated by calculating KMO statistics, measure 
of sample adequacy. For this study, the value of KMO test statistics is 0.661, indicating the existence of 
significant link between statistical variables on the one hand and the initial variables that entered into the 
principal components resulting structure, on the other hand, according to data presented in Table no.4. 
Therefore, the principal component analysis can be applied. 
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4. Variables variance  
Table 5: The correlation matrix between variables 
Communalities 
 Initial Extraction 
R1 1,000 ,674 
R2 1,000 ,560 
R3 1,000 ,045 
R4 1,000 ,971 
R5 1,000 ,840 
R6 1,000 ,971 
R7 1,000 ,815 
R8 1,000 ,586 
Extraction Method: 
Principal Component Analysis. 
The analysis table no.5 shows that the variable R3 overall “borrowing rate” can be eliminated from the 
analysis because it is related to the factorial axes. 
4.1. Eigen values associated with each factorial axis and variance explained by each factorial axis  
The application of PCA on the 6 variables initially introduced in the analysis (Xi, i = 1, ... , 6) led to the 
identification and the estimation of the principal components on which decisions can be relevant in assessing 
the performance of the company. For choosing the number of components and factorial axes we take into 
account the corresponding Eigen vectors values higher than one (Kaiser's criterion, 1960). According to Figure 
no.1 and Table no.6 and following analysis of the data presented we will choose two main components. 
Table 6: The eigen values of the correlation matrix and the variance explained by the factorial axes  
Total Variance Explained 
Componen
t 
Initial Eigenvalues Extraction Sums of Squared Loadings 
Total % of Variance Cumulative % Total % of Variance Cumulative % 
1 3,536 44,206 44,206 3,536 44,206 44,206 
2 1,925 24,068 68,274 1,925 24,068 68,274 
3 1,040 13,001 81,275    
4 ,750 9,372 90,647    
5 ,317 3,967 94,613    
6 ,302 3,781 98,395    
7 ,084 1,053 99,447    
8 ,044 ,553 100,000    
Extraction Method: Principal Component Analysis. 
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In the output Total Variance Explained, the eigen values of the correlation matrix are: R1 =3.536, R2=1.925, 
R3=1.040, R4=0.750, R5=0.317, R6 =0.302, R7=0.084 and R8=0.044. Largest eigen value is R1 =3.536, 
corresponding to the first factorial axis. 
Fig. 1. Graphical representation of the eigen values of the matrix of correlations 
Based on the information obtained from the diagram shown in Figure 1 and Table 6, it can be appreciated 
that the variance explained by the two identified components, in aggregate, is 68.274% (44.206% explained by 
the first component, 24.068% explained by the second component) of the total variance of the cloud of points 
(plotting the values of the variables analyzed). The first factorial axis explains 44.206% of the total variance 
and the second factorial axis explains 24.068% of the total variance. In this example, it is necessary to interpret 
the first three axes that are explaining 81.275% of the total variance. 
4.2. The coordinates of the variables on the factorial axes, their contributions to the formation of factorial axes 
and graphics 
Table 7: The coordinates of the variables on the two factorial axes 
 Component 
1 2 
R1 ,815 ,100 
R2 ,748 ,031 
R3 ,207 ,048 
R4 ,225 -,959 
R5 ,915 ,055 
R6 -,214 ,962 
R7 ,897 ,096 
R8 ,729 ,233 
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Table 8 The contributions of the variables to the formation of factorial axes 
Component Score Coefficient Matrix
 Component 
R1 ,230 ,052 
R2 ,211 ,016 
R3 ,059 ,025 
R4 ,063 -,498 
R5 ,259 ,029 
R6 -,060 ,499 
R7 ,254 ,050 
R8 ,206 ,121 
Fig. 2. Representation of the variables on the first two factorial axes 
In the diagram obtained in SPSS 13.0, in Figure 2 is plotted the two main components, and the influence of 
each variable on each component. Moreover, the layout of graphics components is only possible if the number 
is equal to or greater than two.  
From the analysis of Table 7 it appears that the first factorial axis is a new variable defined by a linear 
combination of the original variables of the form: F1=0,815xR1 + 0,748xR2 + 0,915xR5 + 0,897xR7 + 
0,729xR8. These variables shown in the figure No. 2 are connected to the first factorial axis (the formation of 
the first factorial axis is explained by these variables), which indicates that these variables explain significantly 
the differences between the statistical units. Between the variables R1 (global financial autonomy rate), R2 
(general liquidity ratio), R5 (percentage of current assets to total assets), R7 (self-financing fixed rate) and R8 
(term self-financing rate) there is a direct strong relationship (high absolute values of the coordinate). The 
formation of the second factorial axis is explained by the variables R4 (sampling rate financial liabilities) and 
R6 (financial return). There are inverse statistical relationships between them. This shows a differ evolution of 
these rates from the others. 
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Fig. 3. Representation of the variables on the first two factorial axes 
In the sample analyzed first component is significantly influenced by the R2, R5 and R7. These indicators 
describe corporate financing structure chosen. This component will bear the Financial Autonomy Component 
(FAC). The second component is significantly influenced by the level of R3. This indicator describes the level 
investment of firm`s capital, and this component will be called Structural component of financing (SCF). 
4.3. Multiple linear regression analysis 
Defining the relationship between the rate of the global financial autonomy and the influence factors by 
using multiple linear regression analysis 
The concept of solvency or patrimonial solidity means the company's capacity to meet the medium and long 
term maturities, respectively, scheduled debt repayment and interest payment. On the one hand, solvency is 
dependent to the extent that the total assets of the company is sufficient to pay the total debt and, on the other 
hand, to the leverage and/or the independence from the others. 
The rate of the global financial autonomy shows the company's own resources share in total financial 
resources available to it, namely the degree of financial independence and it is expressed as the ratio between 
equity and total liabilities. The literature recommends to this report the value of 33%, while banks require as 
"threshold" limit the value of 30%. In case of forced liquidation of company's assets, it must be sufficient 
capital to absorb losses liquidation "asset shrinkage". 
The problem: 
This study aims to determine the influence factors acting on the global financial autonomy rate, which is an 
important pillar in the evaluation of the performance of an enterprise. 
In this study, after studying the best indicators that quantify the performance of the enterprise, we choose a 
total of 10 indicators. In addition to the global financial autonomy rate, we considered the following significant 
financial indicators: general liquidity ratio, overall borrowing ratio, sampling ratio of financial liabilities, cash 
ratio (immediate liquidity), the commercial ratio (or net margin ratio), the rate of self-financing property, term 
autonomy ratio, term borrowing ratio, overall solvency ratio. 
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5. Defining the model  
5.1. Statistics  
To analyse the overall financial autonomy ratio of the sample of companies listed on the Bucharest Stock 
Exchange, drawn randomly, we are using a multiple linear regression based on data extracted from the financial 
statements for 2011, presented in the section 'financial statements' of each company in the BSE. 
Formally, the model is given by the relationship: Y = M (Y / X) + İ 
εβββββββββα  +X+X+X+X+X+X+X+X+X +=Y 998877665544332211   
Where: 
• Y: Global financial autonomy ratio (in percent) - the dependent variable 
• X1: general liquidity ratio (R2 = Equity / Total Liabilities) 
• X2: overall borrowing ratio (R3 = Total Debt / Equity) 
• X3: sampling ratio of financial liabilities (R4 = Financial expenses / net turnover) 
• X4: cash ratio (R5 = Cash / total assets) 
• X5: net margin ratio (R6 = R net / Canet) 
• X6: self-financing fixed ratio (R7 = equity / net assets) 
• X7: the term autonomy ratio (R8 = Equity / Debt greater than one year) 
• X8: term borrowing ratio (R9 = more debt a year / Total Liabilities) 
• X9: general solvency ratio (R10 = total activity / total assets) 
• Random variable error (residue); 
• Regression coefficients 
Classical regression model assumptions: considering the multiple linear regression model given by the 
equation above, we checked in the paper the following assumptions to be met to achieve econometric 
modeling: 
• The independent variables X1, X2, X3, X4, X5, X6, X7, X8, X9 are non-stochastic; 
• M (İ) = 0; 
• Homoscedasticity, V (İi) = M (İi2) = ı2; 
• Normality of errors, İi ~ N (0, ı2); 
• Mismatch errors, cov (İi, İj) = 0; 
• The lack of correlation between the independent variables and the variable error 
• cov (İi, X1) = ... = Cov (İi, X9) = 0; 
• There is not linear connection between the independent variables. 
5.2. Defining the variables included in the model and their statistical description:  
Statistics calculated the indicators of central tendency, dispersion and the shape of the variables included in 
the multiple linear regression models. 
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Table 9 The variables included in the model 
Symbol Description of variable Calculation method 
R1=Global financial autonomy ratio The share of own resources in total financial resources of the 
company 
Equity / Total Liabilities 
R2=General Ratio The ability of current assets to finance debt with maturity <1 
year 
 
R3= Overall borrowing ratio The dependence of the firm's financial resources from third 
parties 
Current assets / Current 
liabilities 
R4=Sampling financial liabilities ratio Enterprise's ability to bear the cost of borrowing Debt / equity 
R5= Current assets ratio (total assets 
share in total assets) 
The extent to which the firm can adapt to changes in the 
economic environment. 
Financial expenses / net 
turnover 
R6= Return on equity (or net margin 
ratio) 
Return on firm sales Current assets / total 
assets 
R7= Self-financing property ratio Express the relative size of its working capital, the extent to 
which the assets are self-financed 
Net income / Sales 
R8= Term autonomy ratio The extent to which debts to be repaid within a period of less 
than one year can be covered on account of Equity 
Equity / net assets 
R9= Term borrowing ratio Reflects the possibility of debt repayment term and is a 
measure of the risk of insolvency 
Shareholder's equity / 
debt over one year 
R10= Overall solvency ratio Equivalent relative sizes of the net situation indicator reflects 
contracts renewable funders 
Debts of more than one 
year / Total liabilities 
Table 10 Indicators of central tendency, dispersion and the shape of the variables included in the multiple linear regression model 
 R1 R2 R3 R4 R5 Valid N (listwise)
N Statistic 48 48 48 48 48 48 
Range Statistic 2,0891 19,6079 68,7641 6,4492 2,2782  
Minimum Statistic -1,1010 ,2053 -49,3543 ,0000 -1,5180  
Maximum Statistic ,9880 19,8132 19,4097 6,4492 ,7601  
Sum Statistic 25,3746 124,9707 2,3144 11,1772 2,0803  
Mean 
Statistic ,528637 2,603556 ,048216 ,232859 ,043340  
Std. Error,0579507,5231130 1,1505110,1361254,0565398 
Std. DeviationStatistic ,40149423,62423327,9709739,9431046,3917195 
Variance Statistic ,161 13,135 63,536 ,889 ,153  
Skewness 
Statistic -1,762 3,280 -4,961 6,408 -1,377  
Std. Error,343 ,343 ,343 ,343 ,343  
Kurtosis Statistic 4,709 12,378 33,335 42,520 4,267  
1751 Doina Palade and Florentin-Emil Tanasă /  Procedia Economics and Finance  32 ( 2015 )  1740 – 1768 
Std. Error,674 ,674 ,674 ,674 ,674  
Table 11 Indicators of central tendency, dispersion and the shape of the variables included in the multiple linear regression model 
 R6 R7 R8 R9 R10 Valid N 
(listwise)
N Statistic 48 48 48 48 48 48 
Range Statistic 5,7479 7,6059 1312047631,9409 ,6438 83,0850  
Minimum Statistic -5,0741 -2,4827 ,0591 ,0000 ,4762  
Maximum Statistic ,6738 5,1232 1312047632,0000 ,6438 83,5612  
Sum Statistic -8,7493 52,5056 1712328738,9675 3,9373 342,2901  
Mean 
Statistic -,182277 1,093867 35673515,395156 ,082028 7,131045  
Std. Error,1158345,1588255 27599859,4217658 ,01949391,9983433  
Std. DeviationStatistic ,80252491,1003751191217435,2010276 ,135058013,8449288 
Variance Statistic ,644 1,211 36564107524859176,000,018 191,682  
Skewness 
Statistic -5,132 ,574 6,619 2,330 4,494  
Std. Error,343 ,343 ,343 ,343 ,343  
Kurtosis 
Statistic 30,504 4,922 44,816 6,183 22,052  
Std. Error,674 ,674 ,674 ,674 ,674  
To check the intensity of the links between each independent variable and the dependent variable (global 
financial autonomy rate) we build the matrix of correlations. 
Table 12 Correlation matrix  
Correlations 
 R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
Pearson Correlation
R1 1 ,449**,135 ,089 ,784** -,058 ,700** -,184 -,366** ,416** 
R2 ,449** 1 ,033 ,102 ,511** -,165 ,567** -,087 -,157 ,729** 
R3 ,135 ,033 1 -,003 ,265* -,014 ,111 -,902** ,307* ,007 
R4 ,089 ,102 -,003 1 ,161 -,947**,110 -,015 -,025 -,012 
R5 ,784** ,511**,265* ,161 1 -,115 ,887** -,241* -,059 ,189 
R6 -,058 -,165 -,014 -,947**-,115 1 -,081 ,035 ,004 -,059 
R7 ,700** ,567**,111 ,110 ,887** -,081 1 -,126 -,263* ,174 
R8 -,184 -,087 -,902**-,015 -,241* ,035 -,126 1 -,116 -,071 
R9 -,366**-,157 ,307* -,025 -,059 ,004 -,263* -,116 1 -,223 
R10,416** ,729**,007 -,012 ,189 -,059 ,174 -,071 -,223 1 
Sig. (1-tailed) 
R1  ,001 ,181 ,273 ,000 ,348 ,000 ,105 ,005 ,002 
R2 ,001  ,412 ,245 ,000 ,130 ,000 ,279 ,144 ,000 
R3 ,181 ,412  ,492 ,034 ,464 ,227 ,000 ,017 ,482 
R4 ,273 ,245 ,492  ,137 ,000 ,229 ,459 ,432 ,468 
R5 ,000 ,000 ,034 ,137  ,219 ,000 ,050 ,345 ,099 
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R6 ,348 ,130 ,464 ,000 ,219  ,292 ,406 ,491 ,344 
R7 ,000 ,000 ,227 ,229 ,000 ,292  ,196 ,035 ,118 
R8 ,105 ,279 ,000 ,459 ,050 ,406 ,196  ,217 ,316 
R9 ,005 ,144 ,017 ,432 ,345 ,491 ,035 ,217  ,064 
R10,002 ,000 ,482 ,468 ,099 ,344 ,118 ,316 ,064  
N 
R1 48 48 48 48 48 48 48 48 48 48 
R2 48 48 48 48 48 48 48 48 48 48 
R3 48 48 48 48 48 48 48 48 48 48 
R4 48 48 48 48 48 48 48 48 48 48 
R5 48 48 48 48 48 48 48 48 48 48 
R6 48 48 48 48 48 48 48 48 48 48 
R7 48 48 48 48 48 48 48 48 48 48 
R8 48 48 48 48 48 48 48 48 48 48 
R9 48 48 48 48 48 48 48 48 48 48 
R1048 48 48 48 48 48 48 48 48 48 
**. Correlation is significant at the 0.01 level (1-tailed). 
*. Correlation is significant at the 0.05 level (1-tailed). 
The Correlations Table displays Pearson correlation coefficients, the significance (Sig.) for each correlation 
coefficient and the number of cases considered in the study (N = 48). It is noted that the diagonal correlation 
coefficient is equal to 1, because each variable is perfectly correlated with itself. 
We can see that the most significant links are between R4 (financial return ratio) and R6 (sampling financial 
liabilities ratio), but this relation is a reverse one, the correlation coefficient is equal to 0.947. There is a strong 
direct relationship between R5 and R7, the correlation coefficient being equal to 0887. 
The correlation coefficients between the independent variables R2, R5, R7 and R10 and the dependent 
variable R1 are significant because the level of significance (Sig.) for each correlation coefficient is less than Į 
= 0.05. It can be seen that all correlation coefficients between the independent variables R3, R4, R6 and R1 R9 
and the dependent variable are insignificant as the significance level (Sig.) for each correlation coefficient is 
greater than Į = 0.05. 
Table 13: Variables entered into the model and variables eliminated step by step 
GET DATA /TYPE=XLSX 
  /FILE='C:\Users\palade\Desktop\bvbdata-spss - 2.xlsx' 
  /SHEET=name 'main' 
  /CELLRANGE=full 
  /READNAMES=on 
  /ASSUMEDSTRWIDTH=32767. 
EXECUTE. 
DATASET NAME DataSet1 WINDOW=FRONT. 
REGRESSION 
  /MISSING LISTWISE 
  /STATISTICS COEFF OUTS R ANOVA 
  /CRITERIA=PIN(.05) POUT(.10) CIN(95) 
  /NOORIGIN 
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  /DEPENDENT R1 
  /METHOD=BACKWARD R2 R3 R4 R5 R6 R7 R8 R9 R10 
  /SCATTERPLOT=(*SRESID ,*ZPRED) 
  /RESIDUALS HISTOGRAM(ZRESID) NORMPROB(ZRESID) 
  /SAVE PRED MCIN RESID. 
 
Variables Entered/Removeda 
Model Variables Entered Variables Removed Method 
1 R10, R3, R4, R7, R9, R2, R5, R8, R6b . Enter 
2 . R6 Backward (criterion: Probability of F-to-
remove >= ,100). 
3 . R4 Backward (criterion: Probability of F-to-
remove >= ,100). 
4 . R8 Backward (criterion: Probability of F-to-
remove >= ,100). 
5 . R3 Backward (criterion: Probability of F-to-
remove >= ,100). 
6 . R7 Backward (criterion: Probability of F-to-
remove >= ,100). 
a. Dependent Variable: R1 
b. All requested variables entered. 
In this study, the variables R6, R4, R8, R3 and R7, respectively the financial ratio of return (or net margin 
ratio) sampling ratio of financial liabilities autonomy,  term of global borrowing ratio and the ratio of self-
financing property are removed one by one, in order of the weakest influence on global financial autonomy 
rate. 
Table 14: Model Summary 
ModelR R SquareAdjusted R SquareStd. Error of the Estimate
1 ,901a,811 ,766 ,1941461 
2 ,900b,810 ,772 ,1918691 
3 ,900c,810 ,777 ,1896787 
4 ,900d,810 ,782 ,1875863 
5 ,900e,809 ,787 ,1853777 
6 ,899f,808 ,790 ,1837711 
a. Predictors: (Constant), R10, R3, R4, R7, R9, R2, R5, R8, R6 
b. Predictors: (Constant), R10, R3, R4, R7, R9, R2, R5, R8 
c. Predictors: (Constant), R10, R3, R7, R9, R2, R5, R8 
d. Predictors: (Constant), R10, R3, R7, R9, R2, R5 
e. Predictors: (Constant), R10, R7, R9, R2, R5 
f. Predictors: (Constant), R10, R9, R2, R5 
g. Dependent Variable: R1 
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Table 14: ANOVA 
Model Sum of Squares df Mean SquareF Sig.
1 
Regression 6,144 9 ,683 18,111,000b
Residual 1,432 38 ,038   
Total 7,576 47    
2 
Regression 6,141 8 ,768 20,850,000c
Residual 1,436 39 ,037   
Total 7,576 47    
3 
Regression 6,137 7 ,877 24,369,000d
Residual 1,439 40 ,036   
Total 7,576 47    
4 
Regression 6,134 6 1,022 29,051,000e
Residual 1,443 41 ,035   
Total 7,576 47    
5 
Regression 6,133 5 1,227 35,693,000f
Residual 1,443 42 ,034   
Total 7,576 47    
6 
Regression 6,124 4 1,531 45,334,000g
Residual 1,452 43 ,034   
Total 7,576 47    
 
Table 15: Coefficients 
Model Unstandardized Coefficients Standardized Coefficients t Sig. 
B Std. Error Beta 
1
(Constant) ,616 ,088  6,984 ,000 
R2 -,040 ,016 -,357 -2,439 ,020 
R3 -,003 ,010 -,067 -,352 ,726 
R4 -,038 ,101 -,090 -,378 ,707 
R5 ,996 ,187 ,972 5,319 ,000 
R6 -,036 ,118 -,071 -,301 ,765 
R7 -,039 ,073 -,106 -,528 ,600 
R8 
-
1,169E-
010 
,000 -,056 -,309 ,759 
R9 -,840 ,284 -,283 -2,962 ,005 
R10 ,013 ,004 ,439 3,537 ,001 
2
(Constant) ,611 ,086  7,115 ,000 
R2 -,039 ,016 -,350 -2,451 ,019 
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R3 -,003 ,010 -,066 -,351 ,727 
R4 -,009 ,031 -,022 -,303 ,763 
R5 ,985 ,181 ,961 5,430 ,000 
R7 -,037 ,072 -,102 -,515 ,610 
R8 
-
1,202E-
010 
,000 -,057 -,322 ,749 
R9 -,832 ,279 -,280 -2,982 ,005 
R10 ,013 ,004 ,441 3,597 ,001 
3
(Constant) ,606 ,083  7,298 ,000 
R2 -,039 ,015 -,356 -2,548 ,015 
R3 -,003 ,009 -,064 -,342 ,734 
R5 ,975 ,176 ,951 5,533 ,000 
R7 -,034 ,071 -,093 -,478 ,635 
R8 
-
1,169E-
010 
,000 -,056 -,317 ,753 
R9 -,826 ,275 -,278 -3,002 ,005 
R10 ,013 ,003 ,447 3,726 ,001 
4
(Constant) ,605 ,082  7,373 ,000 
R2 -,039 ,015 -,351 -2,557 ,014 
R3 ,000 ,004 -,010 -,130 ,897 
R5 ,976 ,174 ,952 5,598 ,000 
R7 -,036 ,070 -,098 -,511 ,612 
R9 -,858 ,252 -,289 -3,404 ,001 
R10 ,013 ,003 ,445 3,756 ,001 
5
(Constant) ,605 ,081  7,460 ,000 
R2 -,039 ,015 -,349 -2,586 ,013 
R5 ,970 ,167 ,946 5,804 ,000 
R7 -,035 ,069 -,095 -,508 ,614 
R9 -,867 ,241 -,291 -3,597 ,001 
R10 ,013 ,003 ,443 3,803 ,000 
6
(Constant) ,569 ,039  14,552 ,000 
R2 -,042 ,013 -,382 -3,257 ,002 
R5 ,897 ,084 ,875 10,695 ,000 
R9 -,803 ,204 -,270 -3,941 ,000 
R10 ,014 ,003 ,469 4,506 ,000 
a. Dependent Variable: R1 
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Table 16: Excluded Variables 
Model Beta In t Sig. Partial 
Correlation 
Collinearity Statistics
Tolerance 
2 R6 -,071b -,301 ,765 -,049 ,089 
3 
R6 ,014c ,195 ,846 ,031 ,946 
R4 -,022c -,303 ,763 -,048 ,938 
4 
R6 ,013d ,186 ,854 ,029 ,947 
R4 -,021d -,297 ,768 -,047 ,939 
R8 -,056d -,317 ,753 -,050 ,154 
5 
R6 ,013e ,187 ,853 ,029 ,948 
R4 -,021e -,295 ,770 -,046 ,941 
R8 -,001e -,014 ,989 -,002 ,901 
R3 -,010e -,130 ,897 -,020 ,799 
6 
R6 ,008f ,120 ,905 ,018 ,964 
R4 -,015f -,214 ,832 -,033 ,964 
R8 -,005f -,071 ,943 -,011 ,913 
R3 -,006f -,086 ,932 -,013 ,805 
R7 -,095f -,508 ,614 -,078 ,128 
a. Dependent Variable: R1 
b. Predictors in the Model: (Constant), R10, R3, R4, R7, R9, R2, R5, R8 
c. Predictors in the Model: (Constant), R10, R3, R7, R9, R2, R5, R8 
d. Predictors in the Model: (Constant), R10, R3, R7, R9, R2, R5 
e. Predictors in the Model: (Constant), R10, R7, R9, R2, R5 
f. Predictors in the Model: (Constant), R10, R9, R2, R5 
Table 17: Residuals Statistics 
 Minimum Maximum Mean Std. Deviation N 
Predicted Value -,817932 1,186875 ,528637 ,3609709 48 
Std. Predicted Value -3,730 1,824 ,000 1,000 48 
Standard Error of Predicted Value ,029 ,159 ,051 ,030 48 
Adjusted Predicted Value -,570199 1,411705 ,541682 ,3580066 48 
Residual -,4436226 ,3900230 0E-7 ,1757772 48 
Std. Residual -2,414 2,122 ,000 ,957 48 
Stud. Residual -2,586 2,153 -,028 1,023 48 
Deleted Residual -,5308194 ,4014016 -,0130451,2069484 48 
Stud. Deleted Residual -2,781 2,253 -,035 1,050 48 
Mahal. Distance ,155 34,241 3,917 7,030 48 
Cook's Distance ,000 ,779 ,044 ,140 48 
Centered Leverage Value ,003 ,729 ,083 ,150 48 
a. Dependent Variable: R1 
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Following the elimination of independent variables showing the smallest contribution, correlation matrix is 
as follows: 
Table 18: Residuals Statistics  
 R1 R10 R9 R2 R5 
Pearson Correlation 
R1 1 ,416** -,366**,449**,784**
R10 ** 1 -,223 ,729**,189 
R9 -
,366**-,223 1 -,157 -,059
R2 ,449**,729** -,157 1 ,511**
R5 ,784**,189 -,059 ,511**1 
Sig. (1-tailed) 
R1  ,002 ,005 ,001 ,000 
R10 ,002  ,064 ,000 ,099 
R9 ,005 ,064  ,144 ,345 
R2 ,001 ,000 ,144  ,000 
R5 ,000 ,099 ,345 ,000  
N 
R1 48 48 48 48 48 
R10 48 48 48 48 48 
R9 48 48 48 48 48 
R2 48 48 48 48 48 
R5 48 48 48 48 48 
**. Correlation is significant at the 0.01 level (1-tailed). 
At this stage of the multiple linear regression analysis, it appears that all correlation coefficients between the 
independent variables and the dependent variable are significant because the level of significance (Sig.) is less 
than Į = 0.05 for each correlation coefficient. The most significant relationships are between R1 (global 
financial autonomy rate) and R5 (Quick Ratio) respectively of 0.784. 
6. Estimation of model parameters 
6.1. Point estimation of the parameters  
Applying multiple regression analysis with Backward method, we obtain: 
Table 19: Variables Entered/Removed 
Model Variables Entered Variables RemovedMethod
1 R10, R5, R9, R2b . Enter 
a. Dependent Variable: R1 
b. All requested variables entered. 
Point estimations with backward method are presented in Table.20 
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Table 20: Point estimations with Backward method 
Coefficientsa 
Model Unstandardized CoefficientsStandardized Coefficientst Sig.
B Std. Error Beta 
1
(Constant),569 ,039  14,552,000
R2 -,042 ,013 -,382 -3,257 ,002
R5 ,897 ,084 ,875 10,695,000
R9 -,803 ,204 -,270 -3,941 ,000
R10 ,014 ,003 ,469 4,506 ,000
a. Dependent Variable: R1 
Based on data in Table 14 (Coefficients), we can write the estimated equation of the multiple linear 
regression model of the overall financial autonomy ratio. 
984199884411 01408030897004205690 X, +X,  -  X, +  X,  - ,= X  + ȕX + ȕX+ ȕXȕ ĮY += Interpretation: 
The estimated values of the model are: 
Į = 0.569, which means that when the values of all independent variables X3, X4, X6 are null, the value of 
the dependent variable (global financial autonomy ratio) is equal to 0.569, the share of equity in the liability 
structure is 56.90%. 
ȕ1 = - 0.042, which means that the dependent variable (Y), which is the global financial autonomy ratio 
decreases by 4.20% when general liquidity ratio (X1) increases by 1%, while the other variables remain 
constant; 
ȕ4 = 0.897 which means that the dependent variable (Y), i.e. the global financial autonomy rate increases to 
89.70% when the sampling financial liabilities ratio increases by 1% and the other variables remain constant; 
ȕ8 = - 0.803 which means that the dependent variable (Y), i.e. the global financial autonomy rate drops to 
80.30% when the term autonomy ratio increases by 1% and the other variables remain constant; 
ȕ9 = 0.014 which means that the dependent variable (Y), i.e. the global financial autonomy rate increases by 
1.40% when term borrowing rate increases by 1% and the other variables remain constant. 
6.2. Confidence interval estimation of parameters  
Confidence interval for Į parameter is given by: ααα ˆ2/ .St±  
Confidence intervals for the parameters are given by: 4,1,.
ˆ2/ =± iSti βαβ
 
With a probability of 95%, we have the following confidence intervals for the parameters of the regression 
equation: 
• ǹ = (0,490; 0,648) 
• ȕ1 = (-0,069; -0,016) 
• ȕ4 = (0,728; 1,066) 
• ȕ8 = (-1,213; -0,392) 
• ȕ9 = (0,008; 0,020) 
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It can be seen that no confidence interval contain the null value, so we can say that all regression coefficients 
are statistically significant 
Table 21: Coefficients 
Coefficientsa 
Model Unstandardized CoefficientsStandardized Coefficientst Sig. 95,0% Confidence Interval for B
B Std. Error Beta Lower Bound Upper Bound 
1
(Constant),569 ,039  14,552,000,490 ,648 
R2 -,042 ,013 -,382 -3,257 ,002-,069 -,016 
R5 ,897 ,084 ,875 10,695,000,728 1,066 
R9 -,803 ,204 -,270 -3,941 ,000-1,213 -,392 
R10 ,014 ,003 ,469 4,506 ,000,008 ,020 
a. Dependent Variable: R1 
7. Testing and model parameters proposed 
7.1. Testing parameters of the regression model  
Testing the parameters of the regression model is made using the classical approach to statistical testing 
parameters, with the tStudent test. 
Stages of testing: 
Formulation of hypotheses: 
Testing global financial autonomy ratio compared to the general ratio is based on the formulation of the 
following assumptions: 
H0: ȕ1 = 0 - global financial autonomy ratio is not significantly influenced by the overall borrowing ratio 
H1: £1Į 0 - global financial autonomy ratio is significantly influenced by the overall borrowing ratio 
To test the significance of the regression coefficient ȕ1 we use the Student statistic, defined by the ratio: 
1
ˆ
ˆ
11
βδ
ββ −
=t
 
From the Student table we read the theoretical value 5;2/ −ntα = 1,960 
Table 22: Student Test: One-Sample Statistics 
 
 
 
 
 
 N Mean Std. Deviation Std. Error Mean 
R2 48 2,603556 3,6242332 ,5231130 
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Table 23: Student Test: One-Sample Test 
 Test Value = 0 
t df Sig. (2-tailed) Mean Difference 95% Confidence Interval of the Difference 
Lower Upper 
R2 4,977 47 ,000 2,6035555 1,551188 3,655923 
 
At the sample level 977.4
1
ˆ
1
==
βS
b
tcalculated  
Decision: 
Comparing tcalc with ttab we observed that tcalc> ttab, so the null hypothesis is rejected, the correlation 
coefficient is significantly different from zero. Therefore the model is correctly specified and can be 
incorporated. 
The same results are obtained by comparing the test significance (Sig) with the materiality choice. Sig = 
0.000 <0.05, so we take the decision to reject the null hypothesis for the parameter ȕ1. 
Table 24: Test significance 
 Test Value = 0 
t df Sig. (2-tailed)Mean Difference95% Confidence Interval of the Difference
Lower Upper 
R2 4,97747,000 2,6035555 1,551188 3,655923 
R5 2,76747,002 ,0433404 -,070403 ,157084 
R9 4,20847,000 ,0820279 ,042811 ,121245 
R103,56847,001 7,1310447 3,110896 11,151193 
Comparing each of the ttab with the tcalc we observed that tcalc> ttab, so the null hypothesis is rejected, the 
correlation coefficient is significantly different from zero. Therefore the model is correctly specified and can be 
incorporated. 
The same results are obtained by comparing the test significance (Sig) with the materiality choice. Sig = 
0.000 <0.05, so we took the decision to reject, in turn, the null hypothesis for the parameters ȕ1, ȕ4, ȕ8, ȕ9, taken 
each one separately. 
Still using the Student test, we tested the hypothesis that the average error is zero or not. Analysis of the 
output One-sample test allows the decision to accept the null hypothesis, i.e. the assumption that the average 
errors is not significantly different from zero (Test Value = 0). 
7.2. Testing the regression model  
The test of multiple linear regression model is performed using F-test, following the steps: 
• Elaborating the hypotheses 
H0: Į = ȕ1= ȕ4= ȕ8= ȕ9= 0 – the model is not significant and does not explain the dependence between 
variables; 
H1: -not all coefficients are 0 simultaneously, the model is statistically significant. 
• Choice test 
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To test the model, we used Fisher statistics. For four independent variables (k = 5) the statistic is: 
)5,4(
2
4
ˆ1
ˆ
1ˆ1
ˆ
2
2
2
2
−≈
−
−
=
−
−
−
= nF
k
kF η
η
ηη
η
η
 
• The theoretical value of the test: from the Fisher table we read the theoretical value:  
)43,4(,05,0)3,2(, FF n =−α =2,606 
• The calculated value of the test: Determining a calculated value of Fisher statistics at the sample level: 
2
3
1 2
2
−
−
=
n
R
RFcalc = 45,334. 
Table 25: Estimation of the correlation ratio and the ratio of determination 
Model R R Square Adjusted R Square Std. Error of the 
Estimate 
1 ,899a ,808 ,790 ,1837711 
a. Predictors: (Constant), R10, R5, R9, R2 
b. Dependent Variable: R1 
Table 26: ANOVA 
Model Sum of Squares df Mean Square F Sig. 
1 
Regression 6,124 4 1,531 45,334 ,000b 
Residual 1,452 43 ,034   
Total 7,576 47    
a. Dependent Variable: R1 
b. Predictors: (Constant), R10, R5, R9, R2 
Decision: 
For a significance level of 0.05 we observed that the calculated value of the test is higher than the theoretical 
value, so the null hypothesis is rejected with a probability of 95%. In SPSS, Fisher test is based on the variance 
decomposition process, dependent on two components: the variation explained by the regression model and the 
residual variation. 
ANOVA table presents the estimations of those two components of variation, the corresponding degrees of 
freedom, and the estimations of explained and residual variances, the calculated value of the Fisher test and the 
significance of the test. 
The estimated variables of the correlation ratio (R = 0.899) and the ratio of determination (R2 = 0.808) in 
Table.no.17, show that in the multiple linear regression model chosen, simultaneous variation of the 
independent variables explain in the proportion of 80.8% the variation of the dependent variable. So we can say 
that the model is useful. 
Testing the model hypothesis 
For multiple linear regression models, the aim is to test the following assumptions: normality of errors, 
homoscedasticity, lack autocorrelation of errors, lack of co linearity of the independent variables. 
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7.3. Testing the normality of errors 
Using the Student test, we test the hypothesis that the average error is zero or not. Analysis of the output 
One-sample test allows the decision to accept the null hypothesis, i.e. the assumption that the average errors not 
significantly different from zero (Test Value = 0). 
Table 27: Analysis of the output One-sample Statistics 
 N MeanStd. DeviationStd. Error Mean
Unstandardized Residual480E-7 ,35866268 ,05176850 
Table 28: Analysis of the output One-sample Test 
 Test Value = 0 
t df Sig. (2-tailed)Mean Difference95% Confidence Interval of the Difference
Lower Upper 
Unstandardized Residual,000471,000 0E-8 -,1041448 ,1041448 
The assumption of normality implies that the variable İ follows a normal law of mean 0 and ı2variance. That 
is: İ ~ N(0, ı2). 
Checking of this hypothesis involves testing the hypothesis that, on average, the model is well specified: 
M(İ) = 0. 
Testing the hypothesis M(İ) = 0 is done using t Student test, used to compare the mean with 0. According to 
the results of SPSS, Table One-Sample Test, t test calculated value is low (equal to 0.000), the significance test 
(Sig t = 1) is greater than Į = 0.05, and as a result, we decide to accept the null hypothesis, that is the 
assumption that the average errors is not significantly different from 0 (Test value = 0). 
Testing the hypothesis of normality of errors: İ ~N (0, ı2). 
Testing the hypothesis of normality of the errors can be achieved by graphical procedures (histogram, 
boxplot, PP-plot diagram of residues) or numerical processes (Kolmogorov-Smirnov test, Jarque-Bera test). 
Since in SPSS the JB test is manually calculate, we chose to test the hypothesis of normality of errors using 
KSL test. 
Stages of testing: 
Formulation of hypotheses: 
H0: İ1 ~ N (0, ı2) 
H1: İ1 do not follow a normal distribution law 
Statistical test: KS=maxi=<1=<Nūpi ̢pÿi ū 
pi = cumulative share in total sample 
p'i = the theoretical values (from Table Gauss-Laplace distribution) corresponding to each value of zi 
Decision rule: for a risk Į = 0.05, if 
Sig.> ǹ: H0 hypothesis is accepted 
Sig. <ǹ: H0 hypothesis is rejected with a probability of 0.95. 
Table 29: Descriptive Statistics 
 N MeanStd. DeviationMinimumMaximumPercentiles 
25th 50th (Median)75th 
Unstandardized Residual480E-7 ,17577722 -,44362 ,39002 -,0904972,0130483 ,1347622
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Table 30: One-Sample Kolmogorov-Smirnov Test 
 Unstandardized Residual
N 48 
Normal Parametersa,b 
Mean 0E-7 
Std. Deviation,17577722 
Most Extreme Differences
Absolute ,095 
Positive ,053 
Negative -,095 
Kolmogorov-Smirnov Z ,655 
Asymp. Sig. (2-tailed) ,784 
a. Test distribution is Normal. 
b. Calculated from data. 
It is noted that the biggest absolute calculated difference is value = 0.095. From the table we read a value 
equal to 0.655, corresponding to a sample data N = 48 and a tolerable risk of 5%. It is found that the critical 
value in the table is higher than the calculated value (i.e. 0.095). Thus, we admitted the hypothesis H0 (that 
assume normal distribution), so distribution is considered normal. However the significance Sig. = 0.784> 0.05 
confirming normal distribution of errors. 
Fig. 4. Chart P-P-Plot 
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Fig. 5. Scatterplot diagram 
Fig. 6. Histogram error of the regression model 
Figures no. 4, 5 and 6 plot the distribution of the errors for the regression model, as PP-Plot diagram, 
Histogram or Scatterplot. In these figures it can be seen and the normal distribution. 
7.4. Testing the hypothesis of homoscedasticity 
Homoscedasticity hypothesis assumes a constant variance of the İi errors, at the level of conditional 
distributions whatever the values of the variable X, i.e. V (İ) = ı2. For testing the hypothesis we used the Runs 
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test. Analyzing table no. 15 we observed that the significance of the test is greater than 0.05 for the 
corresponding regression coefficients of the independent variables, therefore multiple linear regression model 
is homoscedasticity. This means that there is no significant relationship between the error variable (in absolute 
value) and the independent variables. 
Average residual variable is: 
Table 31: Average residual variable 
 Cases 
Valid Missing Total 
N PercentNPercentN Percent
Unstandardized Residual48100,0%0 0,0% 48100,0%
Table 32: Descriptive average residual variable 
 Statistic Std. Error
Unstandardized Residual
Mean 0E-7 ,02537126
95% Confidence Interval for Mean
Lower Bound-,0510404  
Upper Bound,0510404  
5% Trimmed Mean ,0028598  
Median ,0130483  
Variance ,031  
Std. Deviation ,17577722 
Minimum -,44362  
Maximum ,39002  
Range ,83365  
Interquartile Range ,22526  
Skewness -,325 ,343 
Kurtosis ,060 ,674 
We can say with 95% confidence that the average residual variable is between -0.0510404 and 0.0510404. 
7.5. Testing the hypothesis of mismatch errors 
Table 33: Descriptive statistics 
 N Mean Std. Deviation Minimum Maximum Percentiles 
25th 50th (Median) 75th 
Unstandardized Residual 48 0E-7 ,17577722 -,44362 ,39002 -,0904972 ,0130483 ,1347622 
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Table 33: Runs Test 2 
 
 
 
 
 
 
 
 
 
 
 
 
Table 34: Runs Test 
 Unstandardized Residual
Test Valuea ,01305 
Cases < Test Value 24 
Cases >= Test Value 24 
Total Cases 48 
Number of Runs 25 
Z ,000 
Asymp. Sig. (2-tailed)1,000 
a. Median 
Table 35: Runs Test 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The significance of the test has a value of 0.739 and 1.000 respectively, which is higher than the threshold of 
significance of 0.05. Consequently, we take the decision to accept the null hypothesis, that the errors are not 
auto correlated. 
 Unstandardized Residual
Test Valuea 0E-7 
Cases < Test Value 21 
Cases >= Test Value 27 
Total Cases 48 
Number of Runs 23 
Z -,334 
Asymp. Sig. (2-tailed),739 
a. Mean 
 Unstandardized 
Residual 
Test Valuea ,39002b 
Cases < Test Value 47 
Cases >= Test Value 1 
Total Cases 48 
Number of Runs 3 
Z ,000 
Asymp. Sig. (2-tailed) 1,000 
a. Mode 
b. There are multiple modes. The mode with the 
largest data value is used. 
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7.6. Testing the hypothesis of lack of co linearity of the independent variables 
Testing the hypothesis of co linearity of independent variables is based on VIF indicator. A value of this 
indicator related to an independent variables greater than two, means that this variable is highly correlated with 
other independent variables 
Table 36: VIF indicator 
Model Collinearity Statistics 
Tolerance VIF 
 
(Constant)   
R2 ,823 1,093 
R5 ,766 1,502 
R10 ,711 1,432 
R9 ,950 1,053 
It can be seen that for each of the four independent variables, the values of VIF co linearity indicator are 
lower than 2. In conclusion, there is co linearity between the independent variables. 
Another indicator to check the co linearity is Condition Index. 
Table 37: Condition Index 
ModelDimension Eigenvalue Condition Index Variance Proportions 
(Constant) R2 R5 R10 R9 
1 
1 2,523 1,000 ,04 ,03 ,02 ,03 ,02 
2 1,205 1,447 ,06 ,01 ,14 ,01 ,28 
3 ,801 1,775 ,00 ,00 ,48 ,10 ,13 
4 ,339 2,730 ,76 ,00 ,01 ,15 ,56 
5 ,133 4,358 ,14 ,96 ,35 ,70 ,00 
a. Dependent Variable: R1 
It can be seen that the multiple linear regression model considered no co linearity indicator Condition Index 
values are below 10. 
Conclusions 
The two hypotheses proposed in this study were validated by the empirical results obtained, leading to the 
objectives of the research. We identified the relationships, the combination of statistical variables, respectively, 
and the factorial axes, which explained the greatest differences between the statistical units. In the sample 
analyzed first component is significantly influenced by the R2, R5, and R7. These indicators describe the 
structure of the corporate financing chosen. This component will bear the financial autonomy component 
(FAC). The second component is significantly influenced by the level of R3. This indicator describes the level 
of capital investment, and this component will be called structural component of financing (SCF). 
In the second part of the study we determined the main factors of influence acting on the global financial 
autonomy ratio, which is an important pillar in the evaluation of the performance of an enterprise. For this 
process we followed several steps: building an econometric model form the estimated equation of multiple 
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regression model of the global financial autonomy ratio, model parameter estimation, testing the parameters 
and the proposed model, and testing the model hypothesis. Thus, we emphasized the factors that have a 
significant influence on the global financial autonomy ratio, general liquidity ratio, leverage ratio and overall 
term borrowing ratio. 
After testing the hypothesis of multiple linear regressions model, it is accepted the global financial 
autonomy ratio model represented by the equation: 
 0,014X+ 0,803X -  X 0,897 + X 0,042 -  0,569 =X +  X + X +X += Y 984199884411 ββββα
 
The model was estimated based on the selected data from annual financial statements for the 2011 financial 
year of the companies included in the sample, companies listed in categories I and II of the Bucharest Stock 
Exchange. The model can be used for making predictions in the development of relevant decisions on the 
financing structure of the company. 
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