We study a strictly scale-invariant probabilistic N-body model with symmetric, uniform, identically distributed random variables. Correlations are induced through a transformation of a multivariate Gaussian distribution with covariance matrix decaying out from the unit diagonal, as ρ/r α for r =1, 2, …, N-1, where r indicates displacement from the diagonal and where 0 ρ 1 and α 0. We show numerically that the sum of the N dependent random variables is well modeled by a compact support q-Gaussian distribution. In the particular case of α = 0 we obtain q = (1-5/3 ρ) / (1-ρ), a result validated analytically in a recent paper by Hilhorst and Schehr. Our present results with these q-Gaussian approximants precisely mimic the behavior expected in the frame of non-extensive statistical mechanics. The fact that the N → ∞ limiting distributions are not exactly, but only approximately, q-Gaussians suggests that the present system is not exactly, but only approximately, q-independent in the sense of the q-generalized central limit theorem of Umarov, Steinberg and Tsallis. Short range interaction (α > 1) and long range interactions (α < 1) are discussed. Fitted parameters are obtained via a Method of Moments approach. Simple mechanisms which lead to the production of q-Gaussians, such as mixing, are discussed.
Introduction
Central Limit Theorems illuminate the mechanisms which lead to the ubiquitous natural occurrence of certain probability distributions. The most celebrated of these theorems, most commonly known as The Central Limit The-orem, is taught in introductory statistics courses and, in its simplest form, describes how the sum of a sequence of independent, identically distributed random variables with finite first and second moments converges to a Gaussian distribution [1] . A generalization of the traditional Gaussian distribution which maximizes, under certain conditions, the non-additive entropy S [2] of a system has been introduced and shown to model a wide variety of naturally occurring systems, especially those with heavy tails [3] . These q-Gaussian distributions are known to be attractors under summation for systems exhibiting the type of correlation known as q-Independence [4] .
In this paper, we demonstrate another mechanism for the relevance of the q-Gaussian distribution. We show numerically that compact support q-Gaussian distributions can serve approximately as limiting distributions of specially dependent systems of uniformly distributed random variables. The uniform distribution is important because of the simplicity of the form and because it is the maximum entropy distribution under the constraint of compact support. The generalized Central Limit Theorem of Umarov et al. [4] requires variables to have a special dependency structure, referred to as q-independent. In this paper, we demonstrate numerically that, for uniformly distributed random variables with global correlation simply equal throughout the system, the limiting distribution is approximately a q-Gaussian. This provides a simplified analytical tool for examining an important system, namely one with uniform random variables influenced by uniform global dependency.
We also generalize the above through the study of a strictly scale-invariant (power law decay in covariance matrix) probabilistic N-body model with symmetric, uniform, identically distributed random variables where correlations are induced through a transformation of the multivariate normal distribution with covariance matrix decaying out from the unit diagonal as ρ/r α , where indicates displacement from the diagonal, r =1, 2, …, N-1, α 0 characterizes the range of the correlations, and 0 ρ 1 characterizes the strength of the correlation. We show numerically that the non-Gaussian sum of the N dependent random variables is well modeled by a distribution which mimics a compact support q-Gaussian distribution with q(ρ, α) 1. This paper is organized as follows. The next section provides the defining relationships and demonstrates the effect of the induced dependency structure for small sample sizes. Section 3 reviews q-Gaussian random variables, which are shown to approximate the distributions of the mean for the system under study. Section 4 discusses parameter fitting in q-Gaussian distributions. Section 5 discusses the probability distribution of the mean of samples of size N drawn from the dependent uniform variables and examines their asymptotic (large N) behavior. Section 6 further explores dependent uniform random variables by examining the effect of power-law decay in the underlying autocorrelation function. Finally, in Section 7 we conclude with a discussion of the relevance of this result and suggestions for further study.
Dependent uniform random variables
The basic objects of our study are uniform random variables exhibiting global correlations. To obtain such a system we first construct a multivariate Gaussian random variable X with mean µ X =0 and whose covariance matrix Σ X exhibits a particularly simple form of global correlation,
We transform each of these Gaussian distributions to produce uniformly distributed random variables via the Probability Integral Transformation. To do so, use the elemen- (·)). In this way a random variable X may be mapped to a uniform random variable U by applying to X its own cumulative distribution function. That is, setting g(·) = F X (·) yields F U (u) = F X (F −1 X (u))=u, the cumulative distribution function of the uniform distribution. Using this idea we apply a transformation involving the error function to each component of the multivariate Gaussian distribution X, yielding a multivariate random variable U of globally dependent, uniformly distributed components. The detailed construction is given immediately below.
Proceed by first defining N+1 independent, identically distributed normal random variables Z 0 , …Z N ∼ N(0,1) with zero mean, µ=0, and unit variance, σ 2 =1. Then define a new multivariate random vector X with components defined as X ≡ √ ρZ
The real parameter ρ introduces global correlations amongst the X through dependence on the common term Z 0 . The new distribution X can then be written as
(2) Thus expressed, X is seen to be a linear transformation of a multivariate normal random vector Z, hence also multivariate normal. It is straightforward to verify that X has zero mean, and covariance matrix
reproducing the form given in Eq. (1) above.
We now transform the random vector X into a multivariate uniform distribution U by defining
For i=1,…, n where Φ(x) is the standard normal cumulative distribution function. Each U is then distributed uniformly on the interval − 1 2 1 2 and inherits correlations from the underlying multivariate normal distribution. With our system so constructed we proceed to demonstrate a few basic properties. First consider the dependency structure inherited by the uniform random variables. Since each of the uniform random variables has mean E[U ]=0, the covariance is seen to be σ [U , U ] = E[U U ] where
We present the correlation of the uniform random variables as a function of the correlation of the underlying normal random variables in Fig. 1 , where data corresponding to the resulting normal variables are transformed to uniformly distributed random variables on − 1 2 1 2 . The linear correlation coefficient (Pearson's ρ) of the bivariate uniform marginal data is presented as a function of the normal correlation coefficient of the underlying normal system in Fig. 1 and is obtained by numerical integration of Eq. (5) and also by direct calculation from the transformed uniform data. Induced correlations in the uniform random variables are slightly less than those of the normal random variables. We also show in Fig. 2 the joint probability density functions for the bivariate case for various values of normal correlation ρ.
q-Gaussian distributions
The family of q-Gaussian distributions is obtained as a set of maximum entropy distributions when considering the generalized entropic form [2] . In the limit as q→1, the generalized entropy S recovers the traditional Boltzmann-Gibbs-Shannon entropy, and the usual Gaussian distribution maximizes the entropy, as expected. However, when q =1, other distributions, the so called qGaussian distributions, maximize S . In particular, when q>1 the resulting q-Gaussians become heavy tailed dis- tributions with increasing q. In the case of q<1 theGaussian distributions have compact support. In addition to maximizing the generalized entropy, these q-Gaussian distributions are realized as attractors under summation of certain specially correlated systems [4] . For all -∞ < q < 3, the q-Gaussian probability density functions may be written simply as ( ) = 
(6) For the compact support case q<1 we require (1+ (q-1) β 2 ) > 0. The special case q=1 is recovered in the limit. We note here that compact support q-Gaussian distributions may also be considered as a reparametrization of a distribution classically denoted as a Pearson Type II distribution [5] . Recalling that, for a multivariate normal distribution, a correlation coefficient value ρ=0 implies that the normal variables are independent, note as a consequence that when the underlying normal random variables are uncorrelated, the derived uniform distributions are themselves independent and the usual central limit theorem obtains, resulting in convergence to a q=1 Gaussian distribution. For ρ>0, the system converges approximately to a qGaussian distribution with q<1, with larger correlations associated with q values which are larger in magnitude.
In fact, as ρ →1 the limiting distribution approaches a uniform distribution, consistent with q→ −∞.
Parameter fitting in q-Gaussians
Typical, so called curve-fitting, approaches to parameter estimation in the context of q-Gaussian distributions have taken advantage of the fact that a nonlinear transformation (the q-log) of the empirical histogram of q-Gaussian data results in a straight line when the parameters of the distribution are correctly specified. Similar approaches are used when handling data modeled with a Pareto distribution. Alternately, using a procedure known to Gauss, one may attempt a Maximum Likelihood Estimation approach [6] and seek valuesβ andˆ which maximize the likelihood function =1 ( ), i.e. which finds valuesβ andˆ which are most consistent with the data. Recently, a maximum likelihood method for estimating parameters in the q-Exponential distribution has been developed [7] . This approach is not taken in the current context due to difficulties arising from the fact that the random variables of interest have support dependent upon the parameters being estimated 1 . Instead, for the q<1 case of compact support we follow a Method of Moments approach and recommend a Maximum Likelihood approach in the q>1 case of infinite support. Consider a compact support q-Gaussian distribution with density for (1 − (1 − )β 2 ) > 0 given as
We may reparametrize this equation for convenience with
It is immediately apparent that 0 < α < ∞ and also that this parameter allows the distribution to interpolate between the uniform distribution as α →0 and the Gaussian as α → ∞. , we again obtain the estimate of α given in Eq. (12) above.
Probability distribution of the mean
The approximate convergence of the correlated uniform distributions to q-Gaussian distributions is shown in Fig. 4 through Fig. 6 for various values of the correlation coefficient of the underlying multivariate normal distribution and for increasing values of system size, N. As indicated in the figures, as system size is increased, a limiting distribution is approached for U =
This system has been analyzed [8] and found to yield an explicit analytic representation for the limiting distribution (N→ ∞)
with support on − 1 2 1 2 . This distribution is approximately, but not exactly, a q-Gaussian distribution. The authors also confirmed an intriguing asymptotic result which we originally developed as an ansatz via curve fitting and which relates the fitted q value and the inducing correlation coefficient, ρ. We illustrate the result in Fig. 6 . An uncorrelated, independent multivariate normal system gives rise to an independent uniform system and so in this case one naturally obtains a fitted value of q=1. As the correlation is increased towards ρ=1, the fitted distributions reproduce the full spectrum of compact support q-Gaussians and in the limit recover the q=∞ case of a uniform distribution. Along the way the relationship q=(1-5/3 ρ) / (1-ρ) obtains. 
Power law decay in the inducing correlation matrix
We now consider a generalization of the previous model by including a parameter that controls the extent of correlations in the underlying multivariate normal system, and again probing the limit as N→ ∞. Instead of the global correlations implied by Eq. (2), we introduce a parameter α that controls the extent of the correlations, as ρ = ρ/r α Figure 6 . Relationship between fitted q-Gaussian parameter and inducing correlation for large system. Note that independence results in Gaussian distribution, while the uniform distribution is recovered in the limit as ρ → 1.
where r = | − |.
This correlation structure decreases following a power law in r = | − |, representing the extent of the dependency. The uniformly globally dependent model thus appears as the α →0 limit of the generalized model. In the α = 0 case, q differs from unity when ρ is nonzero. Does this relation hold also for non-zero alpha? The generalized model is thus intended to probe the behavior of the asymptotic distribution as a function of the range of correlations α and correlation strength ρ.
In constructing new correlation matrices that replace Eq. (2), it is important to ensure the correlation matrix is invertible to allow the transformation to uniform variates, following Eq. (4). This condition leads to a maximum allowable value of α for any desired ρ. This restriction was adhered to using a numerical approach that checked the correlation matrix for the positive definiteness. Maximum values of α expressed as a function of correlation ρ are given in Fig. 8 through Fig. 10 .
The results for system size N=5 are shown in Fig. 8 , where the Method of Moments estimators for q are plotted as a function of both α and ρ. The unphysical combinations of α and ρ appear as a missing region in the surface plot of q. In addition to the known result that the q=1 limit is recovered in the case ρ →0, for this system size the q=1 limit is also asymptotically recovered in the limit of short correlation. Numerical results for the asymptotic value of q in the general case of nonzero ρ are inconclusive due to computational restrictions. In contrast, for any non-vanishing value of ρ, q monotonically decreases when α is below unity and approaches zero. Results for a small system (N=5).
Discussion
Our present results with these q-Gaussian approximants precisely mimic the behavior that was expected in the frame of non-extensive statistical mechanics. Indeed, for classical d-dimensional many-body Hamiltonians including two-body interactions (without mathematical complexities at the origin), and decaying at long distances like 1/r α , say attractively, two very distinct regimes exist. If α > d, the Boltzmann-Gibbs canonical partition function is well defined, and standard statistics are to be used at thermal equilibrium. If, however, 0 α d, nontrivial quasi-stationary regimes emerge, for which non- Boltzmannian statistical mechanics are to be used, possibly nonextensive statistical mechanics with an index q different from unity (see, for instance, [9] and [10] ). In the present paper, for a probabilistic model, we have exhibited precisely this behavior, even if, strictly speaking, the limiting distribution is not exactly a q-Gaussian. Indeed, the exact limiting distribution [8] is so close to a q-Gaussian that something quite similar is expected for any model which would exactly yield q-Gaussian attractors (for α=0, one such probabilistic model has been recently introduced in [11] )
We also note here that other mechanisms leading to the production of infinite support q-Gaussian distributions, more commonly referred to as the Student t, have been known for some time, see for example [12] and [13] . In particular, if samples are obtained from a normal population via a sampling procedure governed by a random process which yields sample sizes which are themselves random, then the resulting sampling distribution of sample means may be pulled away from the Gaussian distribution towards an infinite support q-Gaussian. That is, denoting the random sample size as N if the sample size is distributed as negative binomial then asymptotically
X ∼ Student ( = ) (16)
