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Atomic and Littlewood-Paley Characterizations of Anisotropic
Mixed-Norm Hardy Spaces and Their Applications
Long Huang, Jun Liu, Dachun Yang and Wen Yuan∗
Abstract Let ~a := (a1, . . . , an) ∈ [1,∞)n, ~p := (p1, . . . , pn) ∈ (0,∞)n and H~p~a (Rn) be
the anisotropic mixed-norm Hardy space associated with ~a defined via the non-tangential
grand maximal function. In this article, via first establishing a Caldero´n-Zygmund decom-
position and a discrete Caldero´n reproducing formula, the authors then characterize H
~p
~a
(Rn),
respectively, by means of atoms, the Lusin area function, the Littlewood-Paley g-function
or g∗λ-function. The obtained Littlewood-Paley g-function characterization of H
~p
~a
(Rn) coin-
cidentally confirms a conjecture proposed by Hart et al. [Trans. Amer. Math. Soc. (2017),
DOI: 10.1090/tran/7312]. Applying the aforementioned Caldero´n-Zygmund decomposition
as well as the atomic characterization of H
~p
~a
(Rn), the authors establish a finite atomic char-
acterization of H
~p
~a
(Rn), which further induces a criterion on the boundedness of sublinear
operators from H
~p
~a
(Rn) into a quasi-Banach space. Then, applying this criterion, the authors
obtain the boundedness of anisotropic Caldero´n-Zygmundoperators from H
~p
~a
(Rn) to itself [or
to L~p(Rn)]. The obtained atomic characterizations of H
~p
~a
(Rn) and boundedness of anisotropic
Caldero´n-Zygmund operators on these Hardy-type spaces positively answer two questions
mentioned by Cleanthous et al. in [J. Geom. Anal. 27 (2017), 2758-2787]. All these results
are new even for the isotropic mixed-norm Hardy spaces on Rn.
1 Introduction
The real-variable theory of Hardy spaces on the Euclidean space Rn certainly plays an important
role in analysis, including harmonic analysis, partial differential equations and geometrical analy-
sis, and has been systematically studied and developed so far; see, for example, [26, 32, 58, 68, 70].
It is well known that Hardy spaces are good substitutes of Lebesgue spaces Lp(Rn), with p ∈ (0, 1],
particularly, in the study on the boundedness of maximal functions and Caldero´n-Zygmund oper-
ators. Notice that, as a generalization of the classical Lebesgue space Lp(Rn), the mixed-norm
Lebesgue space L~p(Rn), in which the constant exponent p is replaced by an exponent vector
~p ∈ [1,∞]n, was studied by Benedek and Panzone [3] in 1961, which can be traced back to
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Ho¨rmander [37]. Later, in 1970, Lizorkin [57] further studied both the theory of multipliers of
Fourier integrals and estimates of convolutions in the mixed-norm Lebesgue spaces. Moreover,
very recently, there appears a renewed increasing interest in the theory of mixed-norm function
spaces, including mixed-norm Lebesgue spaces, mixed-norm Hardy spaces, mixed-norm Besov
spaces and mixed-norm Triebel-Lizorkin spaces; see, for example, [19, 20, 30, 38, 39, 40, 41]. For
more developments of mixed-norm function spaces, we refer the reader to [16, 18, 27, 29, 42, 43].
On the other hand, due to the celebrated work [12, 13, 14] of Caldero´n and Torchinsky on
parabolic Hardy spaces, there has been an increasing interest in extending classical function spaces
from Euclidean spaces to some more general underlying spaces; see, for example, [6, 21, 28, 35,
36, 61, 62, 63, 66, 73, 74, 80]. In particular, Bownik [6] studied the anisotropic Hardy space
H
p
A
(Rn) with A being a general expansive matrix on Rn and p ∈ (0,∞), which was a generalization
of parabolic Hardy spaces introduced in [12]. Later on, Bownik et al. [10] further extended the
anisotropic Hardy space on Rn to the weighted setting. For more progresses about the theory
of anisotropic function spaces on Rn, we refer the reader to [11, 25, 45, 48, 49, 51, 53, 54, 55]
for anisotropic Hardy-type spaces and to [7, 8, 9, 46, 47, 56] for anisotropic Besov and Triebel-
Lizorkin spaces. Very recently, Cleanthous et al. [19] introduced the anisotropic mixed-norm
Hardy space H
~p
~a
(Rn) with ~a ∈ [1,∞)n and ~p ∈ (0,∞)n via the non-tangential grand maximal
function and established its radial or non-tangential maximal function characterizations; moreover,
they mentioned several natural questions to be studied, which include the atomic characterizations
of H
~p
~a
(Rn) and the boundedness of anisotropic Caldero´n-Zygmund operators on these Hardy-type
spaces. For more progresses about this theory, we refer the reader to [5, 19, 23, 24, 39, 40, 41, 76,
77]. Notice that, when ~p := (p, . . . , p) ∈ (0,∞)n, the anisotropic mixed-norm Hardy space H~p
~a
(Rn)
becomes the anisotropic Hardy space H
p
~a
(Rn). Here, we should point out that, in this case, H
p
~a
(Rn)
and the anisotropic Hardy space H
p
A
(Rn) (see [6]) coincide with equivalent quasi-norms, where
A is as in (3.31) below (see Proposition 4.5 below). In addition, Hart et al. [38] introduced the
mixed-norm Hardy space Hp,q(Rn+1) with p, q ∈ (0,∞) via the Littlewood-Paley g-function and
showed that Hp,q(Rn+1), when p, q ∈ (1,∞), coincides, in the sense of equivalent quasi-norms,
with H
~p
~a
(Rn+1) from [19] when
~a := (
n+1 times︷  ︸︸  ︷
1, . . . , 1) and ~p := (
n times︷   ︸︸   ︷
p, . . . , p, q) ∈ (1,∞)n+1,
which is defined via the non-tangential grand maximal function (see [19, Definition 3.3] or Defi-
nition 2.11 below); moreover, Hart et al. in [38, p. 9] stated that “We do not know if such mixed
Hardy spaces coincide with the Hp,q(Rn+1) above for other values of p and q, but it is likely”, in
which such mixed Hardy spaces mean the Hardy-type spaces H
~p
~a
(Rn).
In addition, recall that the classical isotropic singular integral operator was first introduced by
Caldero´n and Zygmund [15], in which they established the boundedness of these operators on
Lp(Rn) for any p ∈ (1,∞). Later, Ferna´ndez [27] investigated the corresponding boundedness
of some classical isotropic singular integral operators on the mixed-norm Lebesgue space L~p(Rn)
with ~p ∈ (1,∞)n (see also Stefanov and Torres [67]). For more developments of the bounded-
ness of the classical isotropic singular integral operators, we refer the reader to Torres [72]. On
the other hand, in 1966, Besov et al. [4] and, independently, Fabes and Rivie`re [22] introduced
a class of anisotropic singular integral operators and obtained the Lp(Rn) boundedness of these
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operators for any p ∈ (1,∞). Moreover, the boundedness of these anisotropic singular integral
operators from [22] on generalized Morrey spaces was studied by Guliyev and Mustafayev [34]
in 2011, which extends the corresponding results obtained by Besov et al. [4] as well as Fabes
and Rivie`re [22]. However, the boundedness of the anisotropic singular integral operators on the
mixed-norm Lebesgue space L~p(Rn) with ~p ∈ (1,∞)n and from the anisotropic mixed-norm Hardy
space H
~p
~a
(Rn) (even from the isotropic mixed-norm Hardy space) to itself or to L~p(Rn) is still
unknown so far, where ~a ∈ [1,∞)n and ~p ∈ (0, 1]n.
Let
~a := (a1, . . . , an) ∈ [1,∞)n, ~p := (p1, . . . , pn) ∈ (0,∞)n
and H
~p
~a
(Rn) be the anisotropic mixed-norm Hardy space associated with ~a introduced by Cleant-
hous et al. in [19], via the non-tangential grand maximal function. In this article, we confirm the
aforementioned conjecture proposed by Hart et al. [38] via completing the real-variable theory
of H
~p
~a
(Rn) initially studied by Cleanthous et al. in [19]. To be precise, via first establishing a
Caldero´n-Zygmund decomposition and a discrete Caldero´n reproducing formula, we then char-
acterize H
~p
~a
(Rn), respectively, by means of atoms, the Lusin area function, the Littlewood-Paley
g-function or g∗λ-function. The obtained Littlewood-Paley g-function characterization of H
~p
~a
(Rn)
coincidentally confirms the aforementioned conjecture of Hart et al. Applying the aforementioned
Caldero´n-Zygmund decomposition as well as the atomic characterization of H
~p
~a
(Rn), we establish
a finite atomic characterization of H
~p
~a
(Rn), which further induces a criterion on the boundedness
of sublinear operators from H
~p
~a
(Rn) into a quasi-Banach space. Then, applying this criterion,
we obtain the boundedness of anisotropic convolutional δ-type and non-convolutional β-order
Caldero´n-Zygmund operators from H
~p
~a
(Rn) to itself [or to L~p(Rn)] with δ ∈ (0, 1], β ∈ (0,∞) \ N,
~p ∈ (0, 1]n and p˜− ∈ ( νν+δ , 1] or p˜− ∈ ( νν+β , νν+⌊β⌋a− ], where ν := a1+ · · ·+an, p˜− := min{p1, . . . , pn},
a− := min{a1, . . . , an} and ⌊β⌋ denotes the largest integer not greater than β. We should point out
that the obtained atomic characterizations of H
~p
~a
(Rn) and boundedness of anisotropic Caldero´n-
Zygmund operators on these Hardy-type spaces positively answer two questions mentioned by
Cleanthous et al. in [19, p. 2760]. All these results are new even for the isotropic mixed-norm
Hardy spaces on Rn.
This article is organized as follows.
In Section 2, we first present some notation and notions used in this article, including the
anisotropic homogeneous quasi-norm, the anisotropic bracket, the mixed-norm Lebesgue space
and their basic properties. Then we recall the definition of anisotropic mixed-norm Hardy spaces
H
~p
~a
(Rn) via the non-tangential grand maximal function from [19].
The aim of Section 3 is to establish the atomic characterizations of H
~p
~a
(Rn). Recall that, in the
proof of the atomic decomposition for the classical isotropic Hardy space Hp(Rn), we need to use
the Caldero´n-Zygmund decomposition to decompose any element of Hp(Rn) into a sum of atoms
(see, for example, [68]). Thus, in this section, we first establish a Caldero´n-Zygmund decomposi-
tion in anisotropic Rn (see Lemma 3.11 below) by borrowing some ideas from the proof of Stein
[68, p. 101, Proposition]; the obtained Caldero´n-Zygmund decomposition actually extends Stein
[68, p. 101, Proposition] and Grafakos [31, Theorem 5.3.1] as well as Sawano et al. [65, Lemma
2.23] to the present setting. Then, applying this Caldero´n-Zygmund decomposition, we show the
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density of the subset L~p/p˜−(Rn) ∩ H~p
~a
(Rn) in H
~p
~a
(Rn) for any ~p ∈ (0,∞)n with p˜− as in (3.1) below
(see Lemma 3.13 below). By this density and the anisotropic Caldero´n-Zygmund decomposition
associated with non-tangential grand maximal functions as well as an argument similar to that used
in the proof of Nakai and Sawano [60, Theorem 4.5], we then prove that H
~p
~a
(Rn) is continuously
embedded into H
~p,∞, s
~a
(Rn) and hence also into H
~p, r, s
~a
(Rn) due to the fact that each (~p,∞, s)-atom
is also a (~p, r, s)-atom for any r ∈ (1,∞), where H~p, r, s
~a
(Rn) denotes the anisotropic mixed-norm
atomic Hardy space (see Definition 3.2 below). Conversely, via borrowing some ideas from the
proofs of Sawano [64, Theorem 1] and Zhuo at al. [84, Proposition 2.11], we first show that some
estimates related to L~p(Rn) norms for some series of functions can be reduced into dealing with
the Lr(Rn) norms of the corresponding functions with r ∈ (max{1, p+},∞] and p+ as in (2.6) be-
low (see Lemma 3.14 below), which plays a key role in the proof of the atomic characterizations
of H
~p
~a
(Rn) (see Theorem 3.15 below) and is also of independent interest. Indeed, using this key
lemma, the anisotropic Fefferman-Stein vector-valued inequality of the Hardy-Littlewood maxi-
mal operator MHL on L
~p(Rn) (see Lemma 3.6 below) and an argument similar to that used in the
proof of Sawano et al. [65, Theorem 3.6], we prove that H
~p, r, s
~a
(Rn) ⊂ H~p
~a
(Rn) and the inclusion is
continuous, which then completes the proof of the atomic characterizations of H
~p
~a
(Rn). We point
out that the obtained atomic characterizations of H
~p
~a
(Rn) gives a positive answer to a question
mentioned by Cleanthous et al. in [19, p. 2760].
In Section 4, as an application of the atomic characterization of H
~p
~a
(Rn) obtained in Theorem
3.15, we establish characterizations of H
~p
~a
(Rn) via Littlewood-Paley functions, including the Lusin
area function, the Littlewood-Paley g-function or g∗λ-function. Indeed, via borrowing some ideas
from the proof of Bownik et al. [11, Lemma 2.12], we establish a discrete Caldero´n reproduc-
ing formula (see Lemma 4.13 below) associated to the anisotropic homogeneous quasi-norm on
Rn for distributions vanishing weakly at infinity, which was introduced by Folland and Stein [28]
on homogeneous groups. Applying this discrete Caldero´n reproducing formula and an argument
similar to that used in the proof of Theorem 3.15, we first establish the Lusin area function charac-
terization of H
~p
~a
(Rn) (see Theorem 4.1 below). Then, using this characterization and an approach
initiated by Ullrich [75] and further developed by Liang et al. [50] and Liu et al. [56], together
with the anisotropic Fefferman-Stein vector-valued inequality of the Hardy-Littlewood maximal
operator MHL on L
~p(Rn) (see Lemma 3.6 below), we establish the Littlewood-Paley g-function and
g∗λ-function characterizations of H
~p
~a
(Rn) (see, respectively, Theorems 4.2 and 4.3 below). Indeed,
by the aforementioned approach from Ullrich [75], via a key lemma (see Lemma 4.14 below)
and an auxiliary function gt,∗( f ) (see (4.20) below), we show that the L~p(Rn) quasi-norm of the
Lusin area function can be controlled by that of the Littlewood-Paley g-function. Moreover, the
Littlewood-Paley g-function characterization of H
~p
~a
(Rn) obtained in Theorem 4.2 below confirms
the conjecture proposed by Hart et al. in [38, p. 9].
Section 5 is devoted to establishing a finite atomic characterization of H
~p
~a
(Rn). In what follows,
we use C∞c (Rn) to denote the set of all infinitely differentiable functions with compact supports.
For any triplet (~p, r, s) as in Theorem 3.15 below, we first show that H
~p
~a
(Rn) ∩ Lq(Rn), with q ∈
[1,∞], and H~p
~a
(Rn) ∩ C∞c (Rn) are both dense in H~p~a (Rn) (see Lemma 5.3 below), and we then
establish the finite atomic characterizations of H
~p
~a
(Rn) (see Theorem 5.9 below). To be precise, via
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borrowing some ideas from the proofs of [53, Theorem 5.7] and [52, Theorem 2.14], we prove that,
for any given finite linear combination of (~p, r, s)-atoms with r ∈ (max{p+, 1},∞) (or continuous
(~p,∞, s)-atoms), its quasi-norm in H~p
~a
(Rn) can be achieved via all its finite combinations of atoms
of the same type. This extends Meda et al. [59, Theorem 3.1 and Remark 3.3] and Grafakos et al.
[33, Theorem 5.6] to the present setting of anisotropic mixed-norm Hardy spaces.
In Section 6, applying the finite atomic characterizations for H
~p
~a
(Rn) obtained in Section 5, we
establish a criterion on the boundedness of sublinear operators from H
~p
~a
(Rn) into a quasi-Banach
space (see Theorem 6.1 below), which is of independent interest; moreover, using this criterion,
we further show that, if T is a sublinear operator and maps all (~p, r, s)-atoms with r ∈ (1,∞) (or
all continuous (~p,∞, s)-atoms) into uniformly bounded elements of some γ-quasi-Banach space
Bγ with γ ∈ (0, 1], then T has a unique bounded Bγ-sublinear extension from H~p~a (Rn) into Bγ (see
Corollary 6.2 below). This extends the corresponding results of Meda et al. [59, Corollary 3.4]
and Grafakos et al. [33, Theorem 5.9] as well as Ky [44, Theorem 3.5] (see also [79, Theorem
1.6.9]) to the present setting. Finally, via borrowing some ideas from the proofs of Yan et al. [78,
Theorems 7.4 and 7.6] and the criterion established in Theorem 6.1 and Corollary 6.2 below, we
also obtain the boundedness of anisotropic convolutional δ-type and anisotropic non-convolutional
β-order Caldero´n-Zygmund operators from H
~p
~a
(Rn) to itself (see Theorems 6.3 and 6.7 below) or
to L~p(Rn) (see Theorems 6.4 and 6.8 below), where δ ∈ (0, 1], β ∈ (0,∞) \ N, ~p ∈ (0, 1]n and
p˜− ∈ ( νν+δ , 1] or p˜− ∈ ( νν+β , νν+⌊β⌋a− ] with p˜− as in (3.1) and a− as in (2.1) below. We point out that
Theorem 6.3 extends the corresponding results of Fefferman and Stein [26, Theorem 12] and that
Theorems 6.7 and 6.8 extend the corresponding results of Stefanov and Torres [67, Theorem 1]
as well as Yan et al. [78, Theorem 7.6] to the present setting. We also point out that the obtained
boundedness of these anisotropic Caldero´n-Zygmund operators on H
~p
~a
(Rn) positively answers a
question mentioned by Cleanthous et al. in [19, p. 2760].
Finally, we make some conventions on notation. We always let N := {1, 2, . . .}, Z+ := {0} ∪ N
and ~0n be the origin of R
n. For any multi-index β := (β1, . . . , βn) ∈ (Z+)n =: Zn+, let |β| :=
β1+ · · ·+βn and ∂β := ( ∂∂x1 )β1 · · · (
∂
∂xn
)βn .We denote by C a positive constant which is independent
of the main parameters, but may vary from line to line. We also use C(α,β,...) to denote a positive
constant depending on the indicated parameters α, β, . . .. The notation f . g means f ≤ Cg and,
if f . g . f , then we write f ∼ g. For any q ∈ [1,∞], we denote by q′ its conjugate index,
namely, 1/q + 1/q′ = 1. Moreover, if ~q := (q1, . . . , qn) ∈ [1,∞]n, we denote by ~q′ := (q′1, . . . , q′n)
its conjugate index, namely, for any i ∈ {1, . . . , n}, 1/qi +1/q′i = 1. In addition, for any set E ⊂ Rn,
we denote by E∁ the set Rn\E, by χE its characteristic function, by |E| its n-dimensional Lebesgue
measure and by ♯E its cardinality. For any s ∈ R, we denote by ⌊s⌋ the largest integer not greater
than s. In what follows, C∞(Rn) denotes the set of all infinite differentiable functions on Rn and
C∞c (Rn) the set of all C∞(Rn) functions with compact supports.
2 Preliminaries
In this section, we present the definition of the anisotropic mixed-norm Hardy space via the non-
tangential grand maximal function from [19]. To this end, we first recall the notion of anisotropic
homogeneous quasi-norms and then state some of their basic conclusions to be used in this article.
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We begin with recalling the definition of anisotropic homogeneous quasi-norms from [4, 22]
(see also [69]) as follows. For any b := (b1, . . . , bn), x := (x1, . . . , xn) ∈ Rn and t ∈ [0,∞), let
tbx := (tb1 x1, . . . , t
bn xn).
Definition 2.1. Let ~a := (a1, . . . , an) ∈ [1,∞)n. The anisotropic homogeneous quasi-norm | · |~a,
associated with ~a, is a non-negative measurable function on Rn defined by setting |~0n|~a := 0 and,
for any x ∈ Rn \{~0n}, |x|~a := t0, where t0 is the unique positive number such that |t−~a0 x| = 1, namely,
x2
1
t
2a1
0
+ · · · + x
2
n
t
2an
0
= 1.
We also need the following notion of the anisotropic bracket and the homogeneous dimension
from [69], which plays an important role in the study on anisotropic function spaces.
Definition 2.2. Let ~a := (a1, . . . , an) ∈ [1,∞)n. The anisotropic bracket, associated with ~a, is
defined by setting, for any x ∈ Rn,
〈x〉~a := |(1, x)|(1,~a).
Furthermore, the homogeneous dimension ν is defined as
ν := |~a| := a1 + · · · + an.
Remark 2.3. (i) It is easy to see that, for any x ∈ Rn, |x|~a < 〈x〉~a.
(ii) By 〈~0n〉~a = 1 and the fact that, for any x ∈ Rn \ {~0n}, 〈x〉~a > 1, we find that, for any x ∈ Rn,
〈x〉~a ≥ 1.
(iii) By [19, (2.7)], we know that 〈·〉~a belongs to C∞(Rn) and, for any s ∈ R and multi-index
β ∈ Zn+, there exists a positive constant C(~a,s,β), depending on ~a, s and β, such that, for any
x ∈ Rn, ∣∣∣∂β〈x〉s
~a
∣∣∣ ≤ C(~a,s,β)〈x〉s−~a·β~a ,
here and hereafter, for any α := (α1, . . . , αn), β := (β1, . . . , βn) ∈ Rn, α · β :=
∑n
i=1 αiβi.
To compare the anisotropic homogeneous quasi-norm with the Euclidean norm, we need the
following Lemma 2.4, which is easy to be proved by using Definition 2.1, the details being omitted.
Lemma 2.4. Let ~a ∈ [1,∞)n and x ∈ Rn. Then
(i) |x|~a > 1 if and only if |x| > 1;
(ii) |x|~a < 1 if and only if |x| < 1.
For any ~a := (a1, . . . , an) ∈ [1,∞)n, let
a− := min{a1, . . . , an} and a+ := max{a1, . . . , an}.(2.1)
Now let us recall some basic properties of | · |~a and 〈·〉~a; see [19, 42, 43, 69] for more details.
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Lemma 2.5. Let ~a := (a1, . . . , an) ∈ [1,∞)n, t ∈ [0,∞) and a− and a+ be as in (2.1). Then, for any
x, y ∈ Rn,
(i)
∣∣∣t~ax∣∣∣
~a
= t|x|~a;
(ii) |x + y|~a ≤ |x|~a + |y|~a;
(iii) max{|x1|1/a1 , . . . , |xn|1/an } ≤ |x|~a ≤
∑n
i=1 |xi|1/ai ;
(iv) when |x| ≥ 1, |x|1/a+ ≤ |x|~a ≤ |x|1/a− ;
(v) when |x| < 1, |x|1/a− ≤ |x|~a ≤ |x|1/a+ ;
(vi) (1
2
)a− (1 + |x|~a)a− ≤ 1 + |x| ≤ 2(1 + |x|~a)a+ ;
(vii) 〈x〉~a ≤ 1 + |x|~a ≤ 2〈x〉~a;
(viii) 〈x + y〉~a ≤ 4〈x〉~a〈y〉~a;
(ix) for any measurable function f on Rn,∫
Rn
f (x) dx =
∫ ∞
0
∫
S n−1
f (ρ~aξ)ρν−1 dσ(ρ) dρ,
where S n−1 denotes the n − 1 dimension unit sphere of Rn and σ(ρ) the spherical measure.
Remark 2.6. (i) By Lemma 2.5(i), we easily know that the anisotropic quasi-homogeneous
norm | · |~a is a norm if and only if ~a = (
n times︷  ︸︸  ︷
1, . . . , 1) and, in this case, the homogeneous quasi-
norm | · |~a becomes the Euclidean norm | · |.
(ii) It is easy to see that ~a ∈ [1,∞)n guarantees Lemma 2.5(ii).
For any ~a ∈ [1,∞)n, r ∈ (0,∞) and x ∈ Rn, we define the anisotropic ball B~a(x, r), with center
x and radius r, by setting B~a(x, r) := {y ∈ Rn : |y − x|~a < r}. Then B~a(x, r) = x + r~aB~a(~0n, 1)
and |B~a(x, r)| = νnrν, where νn := |B~a(~0n, 1)| (see [19, (2.12)]). Moreover, from Lemma 2.4(ii),
we deduce that B0 := B~a(~0n, 1) = B(~0n, 1), where B(~0n, 1) denotes the unit ball of R
n, namely,
B(~0n, 1) := {y ∈ Rn : |y| < 1}. In what follows, we always let B be the set of all anisotropic balls,
namely,
B :=
{
B~a(x, r) : x ∈ Rn, r ∈ (0,∞)
}
.(2.2)
For any B ∈ B centered at x ∈ Rn with radius r ∈ (0,∞) and δ ∈ (0,∞), let
B(δ) := B
(δ)
~a
(x, r) := B~a(x, δr).(2.3)
In addition, for any x ∈ Rn and r ∈ (0,∞), the anisotropic cube Q~a(x, r) is defined by setting
Q~a(x, r) := x + r
~a(−1, 1)n, whose Lebesgue measure |Q~a(x, r)| equals 2nrν. Denote by Q the set of
all anisotropic cubes, namely,
Q :=
{
Q~a(x, r) : x ∈ Rn, r ∈ (0,∞)
}
.(2.4)
Now let us recall the definition of mixed-norm Lebesgue spaces from [3].
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Definition 2.7. Let ~p := (p1, . . . , pn) ∈ (0,∞]n. The mixed-norm Lebesgue space L~p(Rn) is
defined to be the set of all measurable functions f such that their quasi-norms
‖ f ‖L~p(Rn) :=

∫
R
· · ·

∫
R
{∫
R
| f (x1, . . . , xn)|p1 dx1
} p2
p1
dx2

p3
p2
· · · dxn

1
pn
< ∞
with the usual modifications made when pi = ∞, i ∈ {1, . . . , n}.
Remark 2.8. (i) Obviously, when ~p = (p, . . . , p) ∈ (0,∞]n, L~p(Rn) coincides with the classical
Lebesgue space Lp(Rn).
(ii) For any ~p ∈ (0,∞]n, (L~p(Rn), ‖ · ‖L~p(Rn)) is a quasi-Banach space and, for any ~p ∈ [1,∞]n,
(L~p(Rn), ‖ · ‖L~p(Rn)) becomes a Banach space; see [3, p. 304, Theorem 1].
(iii) Let ~p ∈ (0,∞]n. Then, for any s ∈ (0,∞) and f ∈ L~p(Rn),∥∥∥| f |s∥∥∥
L~p(Rn)
= ‖ f ‖s
Ls~p(Rn)
.(2.5)
In addition, for any λ ∈ C, θ ∈ [0,min(1, p1, . . . , pn)] and f , g ∈ L~p(Rn), ‖λ f ‖L~p(Rn) =
|λ|‖ f ‖L~p(Rn) and
‖ f + g‖θ
L~p(Rn)
≤ ‖ f ‖θ
L~p(Rn)
+ ‖g‖θ
L~p(Rn)
(see [42, p. 188]).
(iv) Let ~p ∈ [1,∞]n. Then, for any f ∈ L~p(Rn) and g ∈ L~p′(Rn), it is easy to see that∫
Rn
| f (x)g(x)| dx ≤ ‖ f ‖L~p(Rn)‖g‖L~p′(Rn) ,
where ~p′ denotes the conjugate index of ~p, namely, for any i ∈ {1, . . . , n}, 1/pi + 1/p′i = 1.
For any ~p := (p1, . . . , pn) ∈ (0,∞)n, we always let
p− := min{1, p1, . . . , pn} and p+ := max{p1, . . . , pn}.(2.6)
Recall that a Schwartz function is a C∞(Rn) function ϕ satisfying, for any N ∈ Z+ and multi-
index α ∈ Zn+,
‖ϕ‖N,α := sup
x∈Rn
{
(1 + |x|)N |∂αϕ(x)|
}
< ∞.
Denote by S(Rn) the set of all Schwartz functions, equipped with the topology determined by
{‖ · ‖N,α}N∈Z+,α∈Zn+ , and S′(Rn) the dual space of S(Rn), equipped with the weak-∗ topology. For
any N ∈ Z+, let
SN(Rn) :=
ϕ ∈ S(Rn) : ‖ϕ‖SN (Rn) := sup
x∈Rn
〈x〉N~a sup|α|≤N |∂αϕ(x)|
 ≤ 1
 .
In what follows, for any ϕ ∈ S(Rn) and t ∈ (0,∞), let ϕt(·) := t−νϕ(t−~a·).
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Definition 2.9. Let ϕ ∈ S(Rn) and f ∈ S′(Rn). The non-tangential maximal function Mϕ( f ), with
respect to ϕ, is defined by setting, for any x ∈ Rn,
Mϕ( f )(x) := sup
y∈B~a(x,t),t∈(0,∞)
| f ∗ ϕt(y)|.
Moreover, for any given N ∈ N, the non-tangential grand maximal function MN( f ) of f ∈ S′(Rn)
is defined by setting, for any x ∈ Rn,
MN( f )(x) := sup
ϕ∈SN (Rn)
Mϕ( f )(x).
Remark 2.10. Obviously, for any given N ∈ N and any f ∈ S′(Rn), ϕ ∈ S(Rn), t ∈ (0,∞) and
x ∈ Rn,
| f ∗ ϕt(x)| ≤ ‖ϕ‖SN (Rn)MN( f )(x).
We now recall the notion of anisotropic mixed-norm Hardy spaces as follows, which is just [19,
Definition 3.3].
Definition 2.11. Let ~a := (a1, . . . , an) ∈ [1,∞)n, ~p ∈ (0,∞)n, N~p := ⌊(ν a+a− (
1
p− + 1) + ν + 2a+⌋ + 1
and
N ∈ N ∩
[
N~p,∞
)
,(2.7)
where a−, a+ are as in (2.1) and p− is as in (2.6). The anisotropic mixed-norm Hardy space H
~p
~a
(Rn)
is defined by setting
H
~p
~a
(Rn) :=
{
f ∈ S′(Rn) : MN( f ) ∈ L~p(Rn)
}
and, for any f ∈ H~p
~a
(Rn), let ‖ f ‖
H
~p
~a
(Rn)
:= ‖MN( f )‖L~p(Rn).
Remark 2.12. The quasi-norm of H
~p
~a
(Rn) in Definition 2.11 depends on N, however, by Theorem
3.15 below, we know that the space H
~p
~a
(Rn) is independent of the choice of N as long as N is as in
(2.7). In addition, if ~a := (
n times︷  ︸︸  ︷
1, . . . , 1) and ~p := (
n times︷   ︸︸   ︷
p, . . . , p), where p ∈ (0,∞), then H~p
~a
(Rn) coincides
with the classical isotropic Hardy space Hp(Rn) of Fefferman and Stein [26].
3 Atomic characterizations of H
~p
~a
(Rn)
In this section, we establish the atomic characterizations of H
~p
~a
(Rn). We begin with introducing
the definition of anisotropic mixed-norm (~p, r, s)-atoms. In what follows, for any r ∈ (0,∞], we
use Lr(Rn) to denote the space of all measurable functions f such that
‖ f ‖Lr(Rn) :=
{∫
Rn
| f (x)|r dx
}1/r
< ∞
with the usual modification made when r = ∞.
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Definition 3.1. Let ~a ∈ [1,∞)n, ~p := (p1, . . . , pn) ∈ (0,∞)n, r ∈ (1,∞] and
s ∈
[⌊
ν
a−
(
1
p˜−
− 1
)⌋
,∞
)
∩ Z+,(3.1)
where a− is as in (2.1) and p˜− := min{p1, . . . , pn}. An anisotropic mixed-norm (~p, r, s)-atom a is a
measurable function on Rn satisfying
(i) supp a ⊂ B, where B ∈ B with B as in (2.2);
(ii) ‖a‖Lr(Rn) ≤ |B|
1/r
‖χB‖L~p(Rn)
;
(iii)
∫
Rn
a(x)xα dx = 0 for any α ∈ Zn+ with |α| ≤ s.
Throughout this article, we always call an anisotropic mixed-norm (~p, r, s)-atom simply by a
(~p, r, s)-atom. Now, using (~p, r, s)-atoms, we introduce the anisotropic mixed-norm atomic Hardy
space H
~p, r, s
~a
(Rn) as follows.
Definition 3.2. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (1,∞] and s be as in (3.1). The anisotropic
mixed-norm atomic Hardy space H
~p, r, s
~a
(Rn) is defined to be the set of all f ∈ S′(Rn) satisfying
that there exist {λi}i∈N ⊂ C and a sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, on
{Bi}i∈N ⊂ B such that
f =
∑
i∈N
λiai in S′(Rn).
Moreover, for any f ∈ H~p, r, s
~a
(Rn), let
‖ f ‖
H
~p, r, s
~a
(Rn)
:= inf
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where the infimum is taken over all decompositions of f as above.
Let L1
loc
(Rn) denote the collection of all locally integrable functions on Rn.
Definition 3.3. The Hardy-Littlewood maximal operator MHL( f ) of f ∈ L1loc(Rn) is defined by
setting, for any x ∈ Rn,
MHL( f )(x) := sup
x∈Q∈Q
1
|Q|
∫
Q
| f (y)| dy,(3.2)
where Q is as in (2.4).
Remark 3.4. For any f ∈ L1
loc
(Rn) and x ∈ Rn, let
M( f )(x) := sup
In∈Ixn
 1|In|
∫
In
· · · sup
I2∈Ix2
 1|I2 |
∫
I2
sup
I1∈Ix1
{
1
|I1|
∫
I1
| f (y1, y2 . . . , yn)| dy1
}
dy2
 · · · dyn
 ,
where, for any k ∈ {1, . . . , n}, Ixk denotes the set of all intervals in Rxk containing xk. Then, it is
easy to see that, for any x ∈ Rn,
MHL( f )(x) ≤ M( f )(x).
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To establish the atomic characterizations of H
~p
~a
(Rn), we need several technical lemmas. We
begin with the following boundedness of the Hardy-Littlewood maximal operator MHL on L
~p(Rn)
with ~p ∈ (1,∞]n.
Lemma 3.5. Let ~p ∈ (1,∞]n. Then there exists a positive constant C, depending on ~p, such that,
for any f ∈ L~p(Rn),
‖MHL( f )‖L~p(Rn) ≤ C‖ f ‖L~p(Rn),
where MHL is as in (3.2).
Proof. We first assume that ~p := (p1, . . . , pn) ∈ (1,∞)n. In this case, for any given m1, m2 ∈ Z+
with m1 + m2 = n and any f ∈ L~p(Rn), s ∈ Rm1 and t ∈ Rm2 , let
f ∗(s, t) := sup
r∈(0,∞)
1
|B(s, r)|
∫
B(s,r)
| f (y, t)| dy.
In addition, for any given ~pm2 := (p1, . . . , pm2 ) ∈ (1,∞)m2 and any s ∈ Rm1 , let
T
L
~pm2 (Rm2 )
( f )(s) := ‖ f (s, ·)‖
L
~pm2 (Rm2 )
:=

∫
R
· · ·

∫
R
{∫
R
| f (s, t1 . . . , tm2 )|p1 dt1
} p2
p1
dt2

p3
p2
· · · dtm2

1
pm2
.
Then it holds true that, for any q ∈ (1,∞),∫
Rm1
[
T
L
~pm2 (Rm2 )
( f ∗)(s)
]q
dx .
∫
Rm1
[
T
L
~pm2 (Rm2 )
( f )(s)
]q
dx(3.3)
(see [2, p. 421]). For any k ∈ {1, . . . , n} and x := (x1, · · · , xn) ∈ Rn, let
Mk( f )(x) := sup
I∈Ixk
1
|I|
∫
I
| f (x1, . . . , yk, . . . , xn)| dyk ,
where Ixk is as in Remark 3.4. Then, for any x ∈ Rn, we have
M( f )(x) = Mn (· · · (M1( f )) · · ·) (x).
By this, Remark 3.4 and (3.3) with m1 := 1, m2 := n − 1, s := xn, t := (x1, . . . , xn−1) and q := pn,
we conclude that
‖MHL( f )‖L~p(Rn) ≤ ‖Mn (· · · (M1( f )) · · ·) ‖L~p(Rn)(3.4)
.
{∫
R
[
TL~pn−1 (Rn−1)
([
Mn−1 (· · · (M1( f )) · · ·)
]∗)
(xn)
]pn
dxn
} 1
pn
.
{∫
R
[
TL~pn−1 (Rn−1)(Mn−1 (· · · (M1( f )) · · ·))(xn)
]pn
dxn
} 1
pn
∼ ‖Mn−1 (· · · (M1( f )) · · ·) ‖L~p(Rn).
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Repeating the above estimate n − 1 times, we easily find that Lemma 3.5 holds true in the case
when ~p ∈ (1,∞)n.
If pi0 = ∞ for some i0 ∈ {1, . . . , n} and, for any i ∈ {1, . . . , n} with i , i0, pi ∈ (1,∞), then, by
an argument similar to that used in the estimation of (3.4) and the boundedness of MHL on L
∞(R)
(see [6, p. 14]), we easily conclude that Lemma 3.5 also holds true in this case. This finishes the
proof of Lemma 3.5. 
By [30, (2.24)] and Remark 3.4, we immediately obtain the following Fefferman-Stein vector-
valued inequality of MHL on L
~p(Rn), the details being omitted.
Lemma 3.6. Let ~p ∈ (1,∞)n and u ∈ (1,∞]. Then there exists a positive constant C such that, for
any sequence { fk}k∈N ⊂ L1loc(Rn),∥∥∥∥∥∥∥∥

∑
k∈N
[
MHL( fk)
]u
1/u
∥∥∥∥∥∥∥∥
L~p(Rn)
≤ C
∥∥∥∥∥∥∥∥
∑
k∈N
| fk |u

1/u
∥∥∥∥∥∥∥∥
L~p(Rn)
with the usual modification made when u = ∞, where MHL denotes the Hardy-Littlewood maximal
operator as in (3.2).
Remark 3.7. By Lemma 3.6 and an argument similar to that used in the proof of [78, Remark
2.5], we easily conclude that, for any given ~p ∈ (0,∞)n and r ∈ (0, p−) with p− as in (2.6), there
exists a positive constant C such that, for any β ∈ [1,∞) and sequence {Bi}i∈N ⊂ B,∥∥∥∥∥∥∥
∑
i∈N
χ
B
(β)
i
∥∥∥∥∥∥∥
L~p(Rn)
≤ Cβ νr
∥∥∥∥∥∥∥
∑
i∈N
χBi
∥∥∥∥∥∥∥
L~p(Rn)
,
where B
(β)
i
is as in (2.3).
Definition 3.8. Let φ ∈ S(Rn) satisfying
∫
Rn
φ(x) dx , 0 and f ∈ S′(Rn). The radial maximal
function M0φ( f ) of f , with respect to φ, is defined by setting, for any x ∈ Rn,
M0φ( f )(x) := sup
t∈(0,∞)
| f ∗ φt(x)|.
The following Lemma 3.9 is from [19, Theorem 3.4].
Lemma 3.9. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n and N be as in (2.7). Then, for any given φ ∈ S(Rn)
with
∫
Rn
φ(x) dx , 0 and any f ∈ S′(Rn), the following statements are equivalent:
(i) f ∈ H~p
~a
(Rn);
(ii) M0φ( f ) ∈ L~p(Rn).
Moreover, there exists a positive constant C such that, for any f ∈ H~p
~a
(Rn),
‖ f ‖
H
~p
~a
(Rn)
≤ C
∥∥∥M0φ( f )∥∥∥L~p(Rn) ≤ C‖ f ‖H~p
~a
(Rn)
.
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Observe that (Rn, | · |~a, dx) is an RD-space (see [36, 83]). From this and [33, Lemma 4.6] (see
also [84, lemma 4.5]), we deduce the following lemma, the details being omitted.
Lemma 3.10. Let Ω ⊂ Rn be an open subset with |Ω| < ∞ and, for any x ∈ Rn, let
d(x,Ω) := inf{|x − y|~a : y < Ω}.
Then there exists a sequence {xk}k∈N ⊂ Ω such that, for any A ∈ [1,∞) and
rk := d(xk,Ω)/(2A) with k ∈ N,
it holds true that
(i) Ω =
⋃
k∈N B~a(xk, rk);
(ii) {B~a(xk, rk/4)}k∈N are pairwise disjoint;
(iii) for any given k ∈ N, B~a(xk, Ark) ⊂ Ω;
(iv) Ark < d(x,Ω) < 3Ark whenever k ∈ N and x ∈ B~a(xk, Ark);
(v) for any given k ∈ N, there exists a yk < Ω such that |xk − yk |~a < 3Ark;
(vi) there exists a positive constant R, independent of Ω, such that, for any k ∈ N,
♯
{
j ∈ N :
[
B~a(xk, rk)
⋂
B~a(x j, Ar j)
]
, ∅
}
≤ R.
Let Φ be some fixed C∞(Rn) function satisfying supp Φ ⊂ B(~0n, 1) and
∫
Rn
Φ(x)dx , 0. For
any f ∈ S′(Rn) and x ∈ Rn, we always let
(3.5) M0( f )(x) := M
0
Φ( f )(x),
where M0
Φ
( f ) is as in Definition 3.8 with φ replaced by Φ. In what follows, for any given s ∈ Z+,
the symbol Ps(Rn) denotes the linear space of all polynomials on Rn with degree not greater than
s.
The following Caldero´n-Zygmund decomposition extends the corresponding results of Stein
[68, p. 101, Proposition] and Grafakos [31, Theorem 5.3.1] as well as Sawano et al. [65, Lemma
2.23] to the present setting.
Lemma 3.11. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, s ∈ Z+ and N be as in (2.7). For any σ ∈ (0,∞) and
f ∈ H~p
~a
(Rn), let
O := {x ∈ Rn : MN( f )(x) > σ},
where MN is as in Definition 2.9. Then the following statements hold true:
(i) There exists a sequence {B∗
k
}k∈N ⊂ B with B as in (2.2), which has finite intersection prop-
erty, such that
O =
⋃
k∈N
B∗k.
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(ii) There exist two distributions g and b such that f = g + b in S′(Rn).
(iii) For the distribution g as in (ii) and any x ∈ Rn,
(3.6) M0(g)(x) . MN( f )(x)χO∁ (x) +
∑
k∈N
σrν+(s+1)a−
k
(rk + |x − xk |~a)ν+(s+1)a−
,
where a− and M0 are as in (2.1), respectively, (3.5), and the implicit positive constant is
independent of f and g. Moreover, for any k ∈ N, xk denotes the center of B∗k and there
exists a constant A∗ ∈ (1,∞), independent of k, such that A∗ − 1 is small enough and A∗rk
equals the radius of B∗
k
.
(iv) If f ∈ L1
loc
(Rn), then the distribution g as in (ii) belongs to L∞(Rn) and ‖g‖L∞(Rn) . σ with
the implicit positive constant independent of f and g.
(v) If s is as in (3.1) and b as in (ii), then b =
∑
k∈N bk in S′(Rn), where, for each k ∈ N, bk :=
( f − ck)ηk, {ηk}k∈N is a partition of unity with respect to {B∗k}k∈N, namely, for any k ∈ N,
ηk ∈ C∞c (Rn), supp ηk ⊂ B∗k, 0 ≤ ηk ≤ 1 and
χO =
∑
k∈N
ηk,
and ck ∈ Ps(Rn) is a polynomial such that, for any q ∈ Ps(Rn),
〈 f − ck, qηk〉 = 0.
Moreover, for any k ∈ N and x ∈ Rn,
(3.7) M0(bk)(x) . MN( f )(x)χB∗
k
(x) +
σrν+(s+1)a−
k
|x − xk|ν+(s+1)a−~a
χ(B∗
k
)∁(x),
where a− and M0 are as in (2.1), respectively, (3.5), and the implicit positive constant is
independent of f and k.
To show Lemma 3.11, we need an auxiliary inequality as follows, which is a slight modification
of [68, p. 100, (21)], the details being omitted.
Lemma 3.12. Let ~a ∈ [1,∞)n and N ∈ N. Assume that ϕ is a function supported on B ∈ B with B
as in (2.2) and satisfies that, for each multi-index β ∈ Zn+ with |β| ≤ N, |∂βϕ| ≤ C(N)r−ν−~a·β, where r
is the radius of B and C(N) a positive constant independent of B, but depending on N. Then there
exists a positive constant C(N), depending on N, such that, for any f ∈ S′(Rn) and x ∈ B,
|〈 f , ϕ〉| ≤ C(N)MN( f )(x),
where MN is as in Definition 2.9.
Now we prove Lemma 3.11.
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Proof of Lemma 3.11. We prove this lemma by five steps.
Step 1. In this step, we show (i). To this end, applying Lemma 3.10 to O with O as in Lemma
3.11, we obtain a collection of cubes, {Bk}k∈N ⊂ B with B as in (2.2), which has finite intersection
property, such that O = ⋃k∈N Bk. Next, fix two numbers A˜ and A∗ satisfying 1 < A˜ < A∗ < ∞. For
any k ∈ N, let B˜k := B(A˜)k and B∗k := B
(A∗)
k
, then
Bk ⊂ B˜k ⊂ B∗k,
where B
(A˜)
k
and B
(A∗)
k
are as in (2.3) with δ replaced, respectively, by A˜ and A∗. Moreover, by
choosing A∗ sufficiently close to 1 such that O = ⋃k∈N B∗k and {B∗k}k∈N also has finite intersection
property which is guaranteed by Lemma 3.10(vi), we know that (i) holds true.
Step 2. In this step, we prove (iv). Let ζ ∈ C∞(Rn) satisfy that supp ζ ⊂ B~a(~0n, A˜), 0 ≤ ζ ≤ 1
and ζ ≡ 1 on B(~0n, 1). In addition, for any k ∈ N and x ∈ Rn, let ζk(x) := ζ(r−~ak (x − xk)), where xk
denotes the center of Bk and rk its radius, and
ηk(x) :=
ζk(x)
Σk∈Nζk(x)
.(3.8)
Then it is easy to see that {ηk}k∈N forms a smooth partition of unity of O, namely, for any k ∈ N,
ηk ∈ C∞c (Rn), supp ηk ⊂ B˜k, 0 ≤ ηk ≤ 1 and
χO =
∑
k∈N
ηk.
Notice that, for any multi-index β ∈ Zn+, k ∈ N and x ∈ Rn,
(3.9)
∣∣∣∂βηk(x)∣∣∣ . r−β·~ak
and
∫
Rn
ηk(x) dx ∼ |B˜k| ∼ rνk ∈ (0,∞). Due to this, for any k ∈ N and x ∈ Rn, let
η˜k(x) :=
ηk∫
Rn
ηk(y) dy
.
On the other hand, for any k ∈ N, let b˜k := ( f − c˜k)ηk, where c˜k is a constant determined by the
requirement that
∫
Rn
b˜k(x) dx = 0, namely, c˜k = 〈 f , η˜k〉. We then conclude that, for any k ∈ N,
|˜ck | . σ.(3.10)
Indeed, for any k ∈ N, by Lemma 3.10(iv), we find that there exists some x˜ ∈ B(3A)
k
∩ O∁ with
A ∈ [1,∞) as in Lemma 3.10. Then (3.10) follows from Lemma 3.12 with ϕ := η˜k and B := B(3A)k .
Similarly, from the fact that B∗
k
⊂ O and Lemma 3.12, we deduce that, for any N, k ∈ N and
x ∈ B∗
k
,
|˜ck | . MN( f )(x).(3.11)
Now, for any x ∈ Rn, let
g(x) := f (x)χO∁ (x) +
∑
k∈N
c˜kηk(x).
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If x ∈ O∁, then g(x) = f (x) and MN( f )(x) ≤ σ, which imply that |g(x)| . σ; if x ∈ O, then, by
(3.10) and the finite intersection property of {B˜k}k∈N, we know that |g(x)| . σ. Thus, g ∈ L∞(Rn)
and ‖g‖L∞(Rn) . σ, which completes the proof of (iv).
Step 3. In this step, we show (v). For any k ∈ N, let bk := ( f − ck)ηk with ηk as in (3.8), where
ck ∈ Ps(Rn) such that, for any q ∈ Ps(Rn),
〈 f − ck, qηk〉 = 0.
The existence of ck can be verified by an argument similar to that used in [68, p. 104].
Now we establish the following two estimates, namely, for any N, k ∈ N and x ∈ B∗
k
,
(3.12) M0(bk)(x) . MN( f )(x)
and, for any k ∈ N and x ∈ (B∗
k
)∁,
(3.13) M0(bk)(x) .
σrν+(s+1)a−
k
|x − xk|ν+(s+1)a−~a
.
To this end, we first claim that, for any k ∈ N and x ∈ Rn,
|ck(x)ηk(x)| . σ(3.14)
and, for any N, k ∈ N and x ∈ B∗
k
,
|ck(x)ηk(x)| . MN( f )(x).(3.15)
Indeed, for any k ∈ N and q ∈ Ps(Rn), if we define
‖q‖H :=
 1∫
Rn
ηk(x) dx
∫
Rn
|q(x)|2ηk(x) dx

1/2
,
then, by an argument similar to that used in the proof of [68, p. 104, (28)], we find that, for any
multi-index β ∈ Zn+, k ∈ N and q ∈ Ps(Rn),
sup
x∈B∗
k
∣∣∣∂βq(x)∣∣∣ . r−β·~a
k
‖q‖H ,(3.16)
where H denotes the Hilbert space L2(B∗
k
, η˜kdx). By (3.16) and an argument similar to that used
in the estimations of (3.10) and (3.11), we easily know that (3.14) and (3.15) hold true.
Let k ∈ N, x ∈ B∗
k
, t ∈ (0,∞) and ϕ(·) := ηk(·)Φt(x − ·), where Φ is as in (3.5). Then
( fηk) ∗ Φt(x) = 〈 f , ϕ〉. When t ∈ (0, rk], from Lemma 3.12 with B := B~a(x, t) and the fact that,
for any y ∈ Rn, |∂βϕ(y)| . t−ν−β·~a, it follows that |( fηk) ∗ Φt(x)| = |〈 f , ϕ〉| .(N) MN( f )(x) for any
N ∈ N, here and hereafter, the symbol .(N) means that the implicit positive constant may depend
on N. When t ∈ (rk,∞), notice that, for any y ∈ Rn, |∂βϕ(y)| . r−ν−β·~ak . Then, by Lemma 3.12 with
B := B~a(x, crk), where c is a positive constant large enough such that B
∗
k
⊂ B~a(x, crk), we conclude
that |( fηk) ∗ Φt(x)| = |〈 f , ϕ〉| .(N) MN( f )(x) for any N ∈ N. Thus, for any N, k ∈ N and x ∈ B∗k,
M0( fηk)(x) = sup
t∈(0,∞)
| fηk ∗ Φt(x)| .(N) MN( f )(x).
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On the other hand, by (3.5) and (3.15), we find that, for any N, k ∈ N and x ∈ B∗
k
, M0(ckηk)(x) .(N)
MN( f )(x). Therefore, for any N, k ∈ N and x ∈ B∗k,
M0(bk)(x) ≤ M0( fηk)(x) + M0(ckηk)(x) .(N) MN( f )(x),
which implies that (3.12) holds true.
LetΦ be as in (3.5), k ∈ N and x ∈ (B∗
k
)∁. Then, by the fact that, for any q ∈ Ps(Rn), 〈bk, q〉 = 0,
we know that, for any k ∈ N and t ∈ (0,∞),
bk ∗ Φt(x) = bk ∗ Φt(x) − 〈bk, q0〉(3.17)
=
[
fηk ∗ Φt(x) − 〈 fηk, q0〉
] − [ckηk ∗ Φt(x) − 〈ckηk, q0〉] =: I − II,
where q0 is the Taylor expansion of Φt at the point x − xk of order s and xk denotes the center of
B∗
k
. For any x ∈ (B∗
k
)∁, let ϕ˜(·) := ηk(·)[Φt(x−·)−q0(·)]. Then, from the Taylor remainder theorem,
we deduce that, for any k ∈ N, t ∈ (0,∞) and y ∈ Rn,
|ϕ˜(y)| =
∣∣∣∣∣∣∣∣∣∣t
−νηk(y)
Φ
(
x − y
t~a
)
−
∑
|α|≤s
∂αΦ(
x − xk
t~a
)
α!
(
xk − y
t~a
)α
∣∣∣∣∣∣∣∣∣∣(3.18)
.
∣∣∣∣∣∣∣∣t−νηk(y)
∑
|α|=s+1
∂αΦ
(
ξ
t~a
) (
xk − y
t~a
)α∣∣∣∣∣∣∣∣ ,
where ξ := x − xk + θ(xk − y) for some θ ∈ [0, 1].
Recall that, for any k ∈ N, supp ηk ⊂ B˜k and B˜k $ B∗k. Thus, for any k ∈ N and y ∈ Rn, if
x ∈ (B∗
k
)∁ and ηk(y) , 0, then, it holds true that |x − y|~a ∼ |x − xk |~a & rk, which, combined with
Lemma 2.5(ii), implies that |ξ|~a ≥ |x − xk|~a − |xk − y|~a & |x − xk|~a. By this, the fact |ξ/t~a|~a < 1
[which is deduced from ϕ˜(·) , 0 and supp Φ ⊂ B(~0n, 1)], and Lemma 2.5(i), we conclude that
t & |x − xk |~a. Thus, we claim that, for any multi-index β ∈ Zn+, k ∈ N and y ∈ Rn,
(3.19)
∣∣∣∂βϕ˜(y)∣∣∣ . rν+(s+1)a−k
|x − xk |ν+(s+1)a−~a
r
−ν−~a·β
k
.
Indeed, by (3.18), for any multi-index β ∈ Zn+, k ∈ N and y ∈ Rn,
∣∣∣∂βϕ˜(y)∣∣∣ .
∣∣∣∣∣∣∣∣t−ν∂βηk(y)
∑
|α|=s+1
∂αΦ
(
ξ
t~a
) (
xk − y
t~a
)α∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∣t−νηk(y)
∑
|α|=s+1
∂α+βΦ
(
ξ
t~a
) (
xk − y
t~a
)α∣∣∣∣∣∣∣∣(3.20)
+
∣∣∣∣∣∣∣∣t−νηk(y)
∑
|α|=s+1
∂αΦ
(
ξ
t~a
)
∂β
(
xk − y
t~a
)α∣∣∣∣∣∣∣∣ =: I1 + I2 + I3.
Then, by (3.9), Φ ∈ S(Rn), the fact that |ξ|~a & |x− xk |~a, and (i), (v) and (vi) of Lemma 2.5, we find
that, for any K ∈ Z+,
I1 . t
−νr−~a·β
k
1
(1 + | ξ
t~a
|)K
∣∣∣∣∣ xk − yt~a
∣∣∣∣∣s+1 . t−νr−~a·βk
(
t
|ξ|~a
)Ka− (rk
t
)(s+1)a−
(3.21)
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. t−νr−~a·β
k
(
t
|x − xk |~a
)Ka− (rk
t
)(s+1)a−
.
Let K := s + 1. From (3.21) and the fact that t & |x − xk |~a, we further deduce that
I1 .
r
ν+(s+1)a−
k
|x − xk |ν+(s+1)a−~a
r
−ν−~a·β
k
.(3.22)
Similarly, we conclude that, for any i ∈ {2, 3},
Ii .
r
ν+(s+1)a−
k
|x − xk|ν+(s+1)a−~a
r
−ν−~a·β
k
.
This, together with (3.20) and (3.22), implies that (3.19) holds true. For any k ∈ N, from Lemma
3.10(iv), it is easy to see that B
(3A)
k
∩ O∁ , ∅. Thus, by Lemma 3.12 with B := B(3A)
k
and (3.19),
we know that, for any x ∈ (B∗
k
)∁,
(3.23) |I| = |〈 f , ϕ˜〉| . σr
ν+(s+1)a−
k
|x − xk|ν+(s+1)a−~a
.
On the other hand, from (3.14), (3.19) with β = ~0n and the fact that 0 ≤ ηk ≤ 1, it follows that, for
any x ∈ (B∗
k
)∁,
|II| ≤
∫
Rn
|ck(y)ηk(y)|
∣∣∣[Φt(x − y) − q0(y)]∣∣∣ dy . σrν+(s+1)a−k|x − xk |ν+(s+1)a−~a
∫
B˜k
r−νk dy ∼
σrν+(s+1)a−
k
|x − xk |ν+(s+1)a−~a
,
which, combined with (3.23), (3.17), (3.5) and Definition 3.8, further implies that (3.13) holds
true. By this and (3.12), we find that (3.7) holds true.
Next we show the series {∑rk=1 bk}r∈N converges in S′(Rn). Indeed, by Lemma 3.9, (3.7) and
(2.5), we conclude that, for any given N as in (2.7) and any k ∈ N,
‖bk‖H~p
~a
(Rn)
∼ ‖M0(bk)‖L~p(Rn) .
∥∥∥MN( f )χB∗
k
∥∥∥
L~p(Rn)
+ σ
∥∥∥∥∥∥∥
r
ν+(s+1)a−
k
| · −xk|ν+(s+1)a−~a
χ(B∗
k
)∁
∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥MN( f )χB∗
k
∥∥∥
L~p(Rn)
+ σ
∥∥∥MHL(χB∗
k
)
∥∥∥ ν+(s+1)a−ν
L
ν+(s+1)a−
ν ~p(Rn)
.
Notice that p˜− > νν+(s+1)a− with p˜− as in (3.1). Then, by Lemma 3.5 and (2.5), we find that, for any
given N as in (2.7) and any k ∈ N,
‖bk‖H~p
~a
(Rn)
.
∥∥∥MN( f )χB∗
k
∥∥∥
L~p(Rn)
+ σ
∥∥∥χB∗
k
∥∥∥
L~p(Rn)
.
∥∥∥MN( f )χB∗
k
∥∥∥
L~p(Rn)
,
which, combined with [3, p. 304, Theorem 2], implies that there exists some g ∈ L~p′(Rn) with
‖g‖L~p′ (Rn) ≤ 1 such that, for any m, p ∈ N,∥∥∥∥∥∥∥
m+p∑
k=m
bk
∥∥∥∥∥∥∥
H
~p
~a
(Rn)
.
m+p∑
k=m
‖bk‖H~p
~a
(Rn)
.
m+p∑
k=m
∥∥∥MN( f )χB∗
k
∥∥∥
L~p(Rn)
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.
∫
Rn
∣∣∣∣∣∣∣
m+p∑
k=m
MN( f )(x)χB∗
k
(x)g(x)
∣∣∣∣∣∣∣ dx .
∥∥∥∥∥∥∥
m+p∑
k=m
MN( f )χB∗
k
∥∥∥∥∥∥∥
H
~p
~a
(Rn)
.
Thus,
(3.24)
∥∥∥∥∥∥∥
∑
k∈N
bk
∥∥∥∥∥∥∥
H
~p
~a
(Rn)
.
∥∥∥∥∥∥∥
∑
k∈N
MN( f )χB∗
k
∥∥∥∥∥∥∥
L~p(Rn)
. ‖MN( f )χO‖L~p(Rn) . ‖ f ‖H~p
~a
(Rn)
< ∞,
which implies that the series {∑rk=1 bk}r∈N converges in H~p~a (Rn) and hence converges in S′(Rn).
This finishes the proof of (v).
Step 4. In this step, we prove (ii). Let b :=
∑
k∈N bk in S′(Rn), which is well defined by Step 3.
From this, it further follows that the distribution
g := f − b := f −
∑
k∈N
bk(3.25)
is well defined. Thus, f = g + b in S′(Rn), which completes the proof of (ii).
Step 5. In this step, we show (iii). If x ∈ O∁, then, from (v) and the facts that M0( f ) . MN( f )
and |x − xk |~a & rk, we deduce that, for any given N as in (2.7),
M0(g)(x) ≤ M0( f )(x) +
∑
k∈N
M0(bk)(x) . MN( f )(x) +
∑
k∈N
σrν+(s+1)a−
k
(rk + |x − xk |~a)ν+(s+1)a−
,
which implies that (3.6) holds true when x ∈ O∁.
If x ∈ O, then there exists some m ∈ N such that x ∈ Bm. Let
E1 := {k ∈ N : B∗k ∩ B∗m , ∅} and E2 := {k ∈ N : B∗k ∩ B∗m = ∅}.
By (3.25), we rewrite
g =
 f − ∑
k∈E1
bk
 − ∑
k∈E2
bk.
If k ∈ E2, then x ∈ Bm ∩ (B∗k)∁ and |x − xk|~a & rk. By this, (3.13) and the fact that {
∑r
k=1 bk}r∈N
converges in S′(Rn), we conclude that, for any x ∈ Bm,
M0
∑
k∈E2
bk
 (x) . ∑
k∈E2
σrν+(s+1)a−
k
(rk + |x − xk|~a)ν+(s+1)a−
.(3.26)
Notice that
f −
∑
k∈E1
bk =
 f − ∑
k∈E1
fηk
 − ∑
k∈E1
ckηk =: L −
∑
k∈E1
ckηk.(3.27)
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For the second term, by the finite intersection property of {B∗
k
}k∈N, we know that there exists a
positive constant R, independent of m, such that ♯E1 ≤ R. Then, by (3.14) and the fact that x ∈ Bm,
we have
M0
∑
k∈E1
ckηk
 (x) ≤ ∑
k∈E1
M0 (ckηk) (x) . σ ∼ σr
ν+(s+1)a−
m
(rm + |x − xm|~a)ν+(s+1)a−
.
Finally, we estimate M0(L)(x) by considering L ∗ Φt(x) with Φ as in (3.5) and t ∈ (0,∞). If
t ∈ (0, c0dist(Bm,O∁)], where
dist(Bm,O∁) := inf
{
|x − y|~a : x ∈ Bm, y ∈ O∁
}
and c0 ∈ (0,∞) is small enough such that, for any x ∈ Bm and t ∈ (0, c0dist(Bm,O∁)], B~a(x, t) ⊂
B˜m, then, for any x ∈ Bm, from the fact that 1−
∑
k∈E1 ηk(x) = 1−χO(x) = 0 and supp Φt ⊂ B~a(0, t),
we deduce that
L ∗ Φt(x) =
 f
1 − ∑
k∈E1
ηk

 ∗ Φt(x) = 0.(3.28)
On the other hand, if t ∈ (c0dist(Bm,O∁),∞), then, for any x ∈ Bm, let
ψ(·) :=
1 − ∑
k∈E1
ηk(·)
Φt(x − ·).
Obviously, L ∗ Φt(x) = 〈 f , ψ〉. By this and an argument similar to that used in the estimation of
(3.12), we find that, for any t ∈ (c0dist(Bm,O∁),∞) and x ∈ Bm,
|L ∗ Φt(x)| = |〈 f , ψ〉| . σ ∼
σrν+(s+1)a−m
(rm + |x − xm|~a)ν+(s+1)a−
.
This, together with (3.27), (3.28) and (3.26), implies that (3.6) holds true, which completes the
proof of (iii) and hence of Lemma 3.11. 
From Lemma 3.11 and its proof, we deduce the following result on the density, which plays a
key role in the proof of Theorem 3.15 below.
Lemma 3.13. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n with p˜− as in (3.1) and N be as in (2.7). Then
H
~p
~a
(Rn) ∩ L~p/p˜−(Rn) is dense in H~p
~a
(Rn).
Proof. Let all the notation be the same as those used in the proof of Lemma 3.11. For any f ∈
H
~p
~a
(Rn), by (ii) and (v) of Lemma 3.11, we know that
f = g + b = g +
∑
k∈N
bk in S′(Rn),
where g, b and {bk}k∈N are as in Lemma 3.11. By (3.24), we have
‖b‖
H
~p
~a
(Rn)
=
∥∥∥∥∥∥∥
∑
k∈N
bk
∥∥∥∥∥∥∥
H
~p
~a
(Rn)
. ‖MN( f )χO‖L~p(Rn) → 0 as σ → ∞,
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where O is as in Lemma 3.11. Thus, for any ε ∈ (0,∞), there exists some σ ∈ (0,∞) such that
‖ f − g‖
H
~p
~a
(Rn)
= ‖b‖
H
~p
~a
(Rn)
< ε,
which, combined with the fact that f ∈ H~p
~a
(Rn), implies that g ∈ H~p
~a
(Rn). Therefore, to complete
the proof of Lemma 3.13, it suffices to show that g ∈ L~p/p˜−(Rn). To this end, by [19, Theorem 6.1],
Definition 2.11, Lemma 3.9 and (3.5), we only need to prove that M0(g) ∈ L~p/p˜− (Rn). Indeed, by
(3.6), (2.5), Lemma 3.6, the finite intersection property of {B∗
k
}k∈N and Lemma 3.11(i), we conclude
that
‖M0(g)‖L~p/ p˜− (Rn) .
∥∥∥MN( f )χO∁∥∥∥L~p/ p˜− (Rn) + σ
∥∥∥∥∥∥∥
∑
k∈N
r
ν+(s+1)a−
k
(rk + | · −xk |~a)ν+(s+1)a−
∥∥∥∥∥∥∥
L~p/ p˜− (Rn)
. σ1−p˜−
∥∥∥MN( f )χO∁∥∥∥ p˜−L~p(Rn) + σ
∥∥∥∥∥∥∥
∑
k∈N
[
MHL(χB∗
k
)
] ν+(s+1)a−
ν
∥∥∥∥∥∥∥
L~p/ p˜− (Rn)
. σ1−p˜− ‖MN( f )‖ p˜−
L~p(Rn)
+ σ
∥∥∥∥∥∥∥∥

∑
k∈N
[
MHL(χB∗
k
)
] ν+(s+1)a−
ν

ν
ν+(s+1)a−
∥∥∥∥∥∥∥∥
ν+(s+1)a−
ν
L
ν+(s+1)a−
ν
~p
p˜− (Rn)
. σ1−p˜− ‖MN( f )‖ p˜−
L~p(Rn)
+ σ
∥∥∥∥∥∥∥
∑
k∈N
χB∗
k
∥∥∥∥∥∥∥
L~p/ p˜− (Rn)
. σ1−p˜− ‖MN( f )‖ p˜−
L~p(Rn)
+ ‖MN( f )χO‖p˜−
L~p(Rn)
< ∞.
This implies that M0(g) ∈ L~p/p˜−(Rn) and hence finishes the proof of Lemma 3.13. 
Via borrowing some ideas from the proofs of [84, Proposition 2.11] and [64, Theorem 1.1], we
obtain the following lemma, which is of independent interest.
Lemma 3.14. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, β ∈ (0,∞) and r ∈ [1,∞]∩ (p+,∞] with p+ as in (2.6).
Assume that {λi}i∈N ⊂ C, {Bi}i∈N ⊂ B and {mi}i∈N ⊂ Lr(Rn) satisfy, for any i ∈ N, supp mi ⊂ B(β)i
with B
(β)
i
as in (2.3),
‖mi‖Lr(Rn) ≤
|Bi|1/r
‖χBi‖L~p(Rn)
(3.29)
and ∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
< ∞.
Then ∥∥∥∥∥∥∥
∑
i∈N
|λimi|p−

1/p−
∥∥∥∥∥∥∥
L~p(Rn)
≤ C
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
,(3.30)
where p− is as in (2.6) and C a positive constant independent of λi, Bi and mi.
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Proof. By [3, p. 304, Theorem 2], we find that there exists some g ∈ L(~p/p−)′(Rn) with norm not
greater than 1 such that∥∥∥∥∥∥∥
∑
i∈N
|λimi|p−

1/p−
∥∥∥∥∥∥∥
p−
L~p(Rn)
=
∥∥∥∥∥∥∥
∑
i∈N
|λimi|p−
∥∥∥∥∥∥∥
L~p/p− (Rn)
.
∫
Rn
∑
i∈N
|λimi(x)|p− |g(x)| dx.
Moreover, from the Ho¨lder inequality and (3.29), we deduce that, for any r ∈ [1,∞],∫
Rn
∑
i∈N
|λimi(x)|p− |g(x)| dx ≤
∑
i∈N
|λi|p−‖mi‖p−Lr(Rn) ‖g‖L(r/p−)′ (B(β)
i
)
≤
∑
i∈N
|λi|p− |Bi|p−/r
‖χBi‖p−L~p(Rn)
‖g‖
L(r/p−)′ (B(β)
i
)
.
∑
i∈N
|λi|p− |B(β)i |
‖χBi‖p−L~p(Rn)
inf
z∈B(β)
i
[
MHL
(
|g|(r/p−)′
)
(z)
]1/(r/p−)′
.
∫
Rn
∑
i∈N
|λi|p−χB(β)
i
(x)
‖χBi‖p−L~p(Rn)
[
MHL
(
|g|(r/p−)′
)
(x)
]1/(r/p−)′
dx,
which, together with the Ho¨lder inequality [see Remark 2.8(iv)], Remark 3.7, Lemma 3.5 and the
fact that r ∈ (p+,∞], implies that
∫
Rn
∑
i∈N
|λimi(x)|p− |g(x)| dx .
∥∥∥∥∥∥∥∥
∑
i∈N
|λi|p−χBi
‖χBi‖p−L~p(Rn)
∥∥∥∥∥∥∥∥
L~p/p− (Rn)
∥∥∥∥∥[MHL (|g|(r/p−)′)]1/(r/p−)′
∥∥∥∥∥
L(~p/p−)′ (Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
p−
L~p(Rn)
‖g‖L(~p/p−)′ (Rn) .
From this and the fact that ‖g‖L(~p/p−)′ (Rn) ≤ 1, it follows that (3.30) holds true. This finishes the
proof of Lemma 3.14. 
Now we state the main result of this section as follows.
Theorem 3.15. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.6), N be as in
(2.7) and s as in (3.1). Then H
~p
~a
(Rn) = H
~p, r, s
~a
(Rn) with equivalent quasi-norms.
Remark 3.16. By Proposition 4.5 below, we know that, when ~a := (a1, . . . , an) ∈ [1,∞)n and
~p := (
n times︷   ︸︸   ︷
p, . . . , p), where p ∈ (0, 1], Theorem 3.15 is just [6, p. 39, Theorem 6.5] with
A :=

2a1 0 · · · 0
0 2a2 · · · 0
...
...
...
0 0 · · · 2an
 .(3.31)
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Now we proof Theorem 3.15.
Proof of Theorem 3.15. First, we show that
H
~p, r, s
~a
(Rn) ⊂ H~p
~a
(Rn).(3.32)
To this end, for any f ∈ H~p, r, s
~a
(Rn), by Definition 3.2, we know that there exist {λi}i∈N ⊂ C and a
sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, on {Bi}i∈N ⊂ B such that
f =
∑
i∈N
λiai in S′(Rn)
and
‖ f ‖
H
~p, r, s
~a
(Rn)
∼
∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

p−∥∥∥∥∥∥∥
L~p(Rn)
.
Let M0 be as in (3.5). Then, by Lemma 3.9, we have
‖ f ‖
H
~p
~a
(Rn)
∼ ‖M0( f )‖L~p(Rn) .
Thus, to prove (3.32), it suffices to show that∥∥∥∥∥∥∥M0
∑
i∈N
λiai

∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

p−∥∥∥∥∥∥∥
L~p(Rn)
.(3.33)
For this purpose, first, for any i ∈ N and x ∈ B(2)
i
, where B
(2)
i
is as in (2.3) with δ = 2, it is easy
to see that
M0(ai)(x) . MHL(ai)(x).(3.34)
On the other hand, for any i ∈ N, by the vanishing moment condition of ai, we conclude that,
for any t ∈ (0,∞) and x ∈ (B(2)
i
)∁,
|ai ∗ Φt(x)| ≤
∫
Bi
|ai(y)Φt(x − y)| dy(3.35)
= t−ν
∫
Bi
|ai(y)|
∣∣∣∣∣∣∣∣∣∣Φ
(
x − y
t~a
)
−
∑
|α|≤s
∂αΦ(
x − xi
t~a
)
α!
(
xi − y
t~a
)α∣∣∣∣∣∣∣∣∣∣ dy
. t−ν
∫
Bi
|ai(y)|
∣∣∣∣∣∣∣∣
∑
|α|=s+1
∂αΦ
(
ξ
t~a
) (
xi − y
t~a
)α∣∣∣∣∣∣∣∣ dy,
where Φ is as in (3.5), for any i ∈ N, xi and ri denote the center, respectively, the radius of Bi and
ξ := x − xi + θ(xi − y) for some θ ∈ [0, 1].
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For any i ∈ N, x ∈ (B(2)
i
)∁ and y ∈ Bi, we easily find that |x − y|~a ∼ |x − xi|~a and |ξ|~a ≥
|x− xi|~a − |xi − y|~a & |x− xi|~a. From this, (3.35), the fact that Φ ∈ S(Rn), (i), (v) and (vi) of Lemma
2.5, the Ho¨lder inequality and Definition 3.1(ii), we deduce that, for any i ∈ N, t ∈ (0,∞), K ∈ Z+
and x ∈ (B(2)
i
)∁,
|ai ∗ Φt(x)| . t−ν
∫
Bi
|ai(y)| 1
(1 + |ξ/t~a|)K
∣∣∣∣∣ xi − yt~a
∣∣∣∣∣s+1 dy(3.36)
. t−ν
(
t
|ξ|~a
)Ka− (ri
t
)(s+1)a− ∫
Bi
|ai(y)| dy
. t−ν
(
t
|x − xi|~a
)Ka− (ri
t
)(s+1)a−
‖ai‖Lr(Rn) |Bi|1/r
′
. t−ν
(
t
|x − xi|~a
)Ka− (ri
t
)(s+1)a− |Bi|
‖χBi‖L~p(Rn)
.
Without loss of generality, we may assume that, for any i ∈ N and x ∈ (B(2)
i
)∁, ai ∗ Φt(x) , 0. By
this and the fact that supp Φ ⊂ B(~0n, 1), we know that t & |x − xi|~a. From this and (3.36) with
K := s + 1, it follows that, for any i ∈ N, t ∈ (0,∞) and x ∈ (B(2)
i
)∁,
|ai ∗ Φt(x)| .
1
‖χBi‖L~p(Rn)
(
ri
|x − xi|~a
)ν+(s+1)a−
,
which implies that, for any i ∈ N and x ∈ (B(2)
i
)∁,
M0(ai)(x) .
1
‖χBi‖L~p(Rn)
(
ri
|x − xi|~a
)ν+(s+1)a−
.
1
‖χBi‖L~p(Rn)
[
MHL
(
χBi
)
(x)
] ν+(s+1)a−
ν .
By this and (3.34), we conclude that, for any i ∈ N and x ∈ Rn,
M0(ai)(x) . MHL(ai)(x)χB(2)
i
(x) +
1
‖χBi‖L~p(Rn)
[
MHL
(
χBi
)
(x)
] ν+(s+1)a−
ν .(3.37)
Notice that r ∈ (max{p+, 1},∞]. Then, by (3.34) and Lemma 3.5, we find that∥∥∥∥M0(ai)χB(2)
i
∥∥∥∥
Lr(Rn)
.
∥∥∥∥MHL(ai)χB(2)
i
∥∥∥∥
Lr(Rn)
.
|Bi|1/r
‖χBi‖L~p(Rn)
,
which, combined with Lemma 3.14, further implies that∥∥∥∥∥∥∥∥

∑
i∈N
[
|λi|M0(ai)χB(2)
i
]p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
.
From this, Remark 2.8(ii), (3.37), (2.5) and Lemma 3.6, we deduce that∥∥∥∥∥∥∥M0
∑
i∈N
λiai

∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥
∑
i∈N
|λi|M0(ai)
∥∥∥∥∥∥∥
L~p(Rn)
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.
∥∥∥∥∥∥∥
∑
i∈N
|λi|MHL(ai)χB(2)
i
∥∥∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥∥
∑
i∈N
|λi|
‖χBi‖L~p(Rn)
[
MHL
(
χBi
)] ν+(s+1)a−
ν
∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
[
|λi|MHL(ai)χB(2)
i
]p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥∥
∑
i∈N
 |λi|‖χBi‖L~p(Rn)
[
MHL
(
χBi
)] ν+(s+1)a−
ν

ν
ν+(s+1)a−
∥∥∥∥∥∥∥
ν+(s+1)a−
ν
L
ν+(s+1)a−
ν ~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
,
which implies that (3.33) holds true. This proves (3.32).
We now prove that H
~p
~a
(Rn) ⊂ H~p, r, s
~a
(Rn). To this end, it suffices to show that
H
~p
~a
(Rn) ⊂ H~p,∞,s
~a
(Rn),(3.38)
due to the fact that each (~p,∞, s)-atom is also a (~p, r, s)-atom and hence H~p,∞,s
~a
(Rn) ⊂ H~p, r, s
~a
(Rn).
Next we prove (3.38) by two steps.
Step 1. In this step, we show that, for any f ∈ H~p
~a
(Rn) ∩ L~p/p− (Rn),
‖ f ‖
H
~p,∞,s
~a
(Rn)
. ‖ f ‖
H
~p
~a
(Rn)
(3.39)
holds true.
For any j ∈ Z, N as in (2.7) and f ∈ H~p
~a
(Rn) ∩ L~p/p˜− (Rn), let O j := {x ∈ Rn : MN( f )(x) > 2 j}.
Then, by Lemma 3.11 with σ = 2 j, we know that there exist two distributions g j and b j such that
f = g j + b j in S′(Rn),
and b j =
∑
k∈N b j,k in S′(Rn), where, for any j ∈ Z and k ∈ N, b j,k := ( f − c j,k)η j,k, supported on
B j,k ∈ B, c j,k ∈ Ps(Rn) and η j,k is constructed as in (3.8) with Bk replaced by B j,k.
Moreover, by an estimation similar to that of (3.24), we conclude that∥∥∥ f − g j∥∥∥H~p
~a
(Rn)
=
∥∥∥b j∥∥∥H~p
~a
(Rn)
.
∥∥∥MN( f )χO j∥∥∥L~p(Rn) → 0(3.40)
as j → ∞. In addition, from the fact that f ∈ L~p/p˜− (Rn) and the Ho¨lder inequality [see Remark
2.8(iv)], it follows that f ∈ L1
loc
(Rn). By this and Lemma 3.11(iv), we find that ‖g j‖L∞(Rn) . 2 j.
This, together with (3.40), further implies that
f =
∑
j∈Z
(
g j+1 − g j
)
in S′(Rn).(3.41)
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On the other hand, for any j ∈ Z, k ∈ N and q ∈ Ps(Rn), let
‖q‖ j,k :=
 1∫
Rn
η j,k(x) dx
∫
Rn
|q(x)|2η j,k(x) dx

1/2
(3.42)
and, for any i, k ∈ N and j ∈ Z, c j+1,k,i be the orthogonal projection of ( f − c j+1,i)η j,k on Ps(Rn)
with respect to the norm in (3.42). Then, by (3.41) and an argument similar to that used in [68,
pp. 108-109], we know that
f =
∑
j∈Z
(
g j+1 − g j
)
=
∑
j∈Z
∑
k∈N
b j,k −∑
i∈N
(
b j+1,iη j,k − c j+1,k,iη j+1,i
) =: ∑
j∈Z
∑
k∈N
A j,k in S′(Rn),
and, for any j ∈ Z and k ∈ N, A j,k is supported on B j,k and satisfies ‖A j,k‖L∞(Rn) ≤ C02 j with C0
being some positive constant, independent of j and k, and, for any q ∈ Ps(Rn),∫
Rn
A j,k(x)q(x) dx = 0.
For any j ∈ Z and k ∈ N, let
κ j,k := C02
j
∥∥∥B j,k∥∥∥L~p(Rn) and a j,k := A j,kκ j,k .(3.43)
Then it is easy to see that each a j,k is a (~p,∞, s)-atom, namely,
supp a j,k ⊂ B j,k,
∥∥∥a j,k∥∥∥L∞(Rn) ≤ 1‖B j,k‖L~p(Rn)
and, for any q ∈ Ps(Rn), ∫
Rn
a j,k(x)q(x) dx = 0.
Moreover, we have
f =
∑
j∈Z
∑
k∈N
κ j,ka j,k in S′(Rn).
In addition, from Definition 3.2, (3.43), the fact that
⋃
k∈N B j,k = O j, the finite intersection
property of {B j,k}k∈N and the definition of O j, we further deduce that
‖ f ‖
H
~p,∞,s
~a
(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈Z
∑
k∈N
 κ j,kχB j,k‖χB j,k‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥∥
∑
j∈Z
∑
k∈N
(
2 jχB j,k
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥
∑
j∈Z
(
2 jχO j
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
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∼
∥∥∥∥∥∥∥∥
∑
j∈Z
(
2 jχO j\O j+1
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
MN( f )χO j\O j+1
]p−
1/p−
∥∥∥∥∥∥∥∥∥
L~p(Rn)
. ‖MN( f )‖L~p(Rn) ∼ ‖ f ‖H~p
~a
(Rn)
.
This implies that (3.39) holds true.
Step 2. In this step, we prove that (3.39) also holds true for any f ∈ H~p
~a
(Rn).
To this end, let f ∈ H~p
~a
(Rn). Then, by Lemma 3.13, we find that there exists a sequence
{ fi}i∈N ⊂ H~p~a (Rn) ∩ L~p/p˜− (Rn) such that f =
∑
i∈N fi in H
~p
~a
(Rn) and, for any i ∈ N,
‖ fi‖H~p
~a
(Rn)
≤ 22−i‖ f ‖
H
~p
~a
(Rn)
.
Notice that, for any i ∈ N, by the conclusion obtained in Step 1, we conclude that fi has an atomic
decomposition, namely,
fi =
∑
j∈Z
∑
k∈N
κ j,k,ia j,k,i in S′(Rn),
where {κ j,k,i} j∈Z, k∈N and {a j,k,i} j∈Z, k∈N are constructed as in (3.43). Thus, {a j,k,i} j∈Z, k∈N are (~p,∞, r)-
atoms and hence we have
f =
∑
i∈N
∑
j∈Z
∑
k∈N
κ j,k,ia j,k,i in S′(Rn)
and
‖ f ‖
H
~p,∞,r
~a
(Rn)
≤
∑
i∈N
‖ fi‖p−
H
~p
~a
(Rn)

1/p−
. ‖ f ‖
H
~p
~a
(Rn)
,
which implies that (3.39) holds true for any f ∈ H~p
~a
(Rn) and hence completes the proof of Theorem
3.15. 
4 Littlewood-Paley function characterizations of H
~p
~a
(Rn)
In this section, as an application of the atomic characterizations of H
~p
~a
(Rn) obtained in Theorem
3.15, we establish the Littlewood-Paley function characterizations of H
~p
~a
(Rn).
Let ~a ∈ [1,∞)n. Assume that φ ∈ S(Rn) is a radial function such that, for any multi-index
α ∈ Zn+ with |α| ≤ s, where s is as in (3.1),∫
Rn
φ(x)xα dx = 0(4.1)
and, for any ξ ∈ Rn\{~0n}, ∑
k∈Z
∣∣∣∣̂φ (2k~aξ)∣∣∣∣2 = 1,(4.2)
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here and hereafter, φ̂ denotes the Fourier transform of φ, namely, for any ξ ∈ Rn,
φ̂(ξ) :=
∫
Rn
φ(x)e−2πıx·ξ dx,
where ı :=
√
−1. Then, for any λ ∈ (0,∞) and f ∈ S′(Rn), the anisotropic Lusin area function
S ( f ), the Littlewood-Paley g-function g( f ) and the Littlewood-Paley g∗λ-function g
∗
λ( f ) are defined,
respectively, by setting, for any x ∈ Rn,
S ( f )(x) :=
∑
k∈Z
2−kν
∫
B~a(x,2
k)
| f ∗ φk(y)|2 dy

1/2
,
g( f )(x) :=
∑
k∈Z
| f ∗ φk(x)|2

1/2
(4.3)
and
g∗λ( f )(x) :=

∑
k∈Z
2−kν
∫
Rn
[
2k
2k + |x − y|~a
]λν
| f ∗ φk(y)|2 dy

1/2
,
where, for any k ∈ Z, φk(·) := 2−kνφ(2−k~a·).
Recall that f ∈ S′(Rn) is said to vanish weakly at infinity if, for any φ ∈ S(Rn), f ∗ φk → 0 in
S′(Rn) as k → ∞. In what follows, we always let S′
0
(Rn) be the set of all f ∈ S′(Rn) vanishing
weakly at infinity.
Then the main results of this section are the following succeeding three theorems.
Theorem 4.1. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n and N be as in (2.7). Then f ∈ H~p
~a
(Rn) if and only
if f ∈ S′
0
(Rn) and S ( f ) ∈ L~p(Rn). Moreover, there exists a positive constant C such that, for any
f ∈ H~p
~a
(Rn),
C−1‖S ( f )‖L~p(Rn) ≤ ‖ f ‖H~p
~a
(Rn)
≤ C‖S ( f )‖L~p(Rn).
Theorem 4.2. Let ~a, ~p and N be as in Theorem 4.1. Then f ∈ H~p
~a
(Rn) if and only if f ∈ S′
0
(Rn)
and g( f ) ∈ L~p(Rn). Moreover, there exists a positive constant C such that, for any f ∈ H~p
~a
(Rn),
C−1‖g( f )‖L~p(Rn) ≤ ‖ f ‖H~p
~a
(Rn)
≤ C‖g( f )‖L~p(Rn).
Theorem 4.3. Let ~a, ~p and N be as in Theorem 4.1 and λ ∈ (1 + 2
min{ p˜−,2} ,∞), where p˜− :=
min{p1, . . . , pn}. Then f ∈ H~p~a (Rn) if and only if f ∈ S′0(Rn) and g∗λ( f ) ∈ L~p(Rn). Moreover, there
exists a positive constant C such that, for any f ∈ H~p
~a
(Rn),
C−1
∥∥∥g∗λ( f )∥∥∥L~p(Rn) ≤ ‖ f ‖H~p
~a
(Rn)
≤ C
∥∥∥g∗λ( f )∥∥∥L~p(Rn) .
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Remark 4.4. (i) We should point out that Theorem 4.2 gives a positive answer to the conjec-
ture proposed by Hart et al. in [38, p. 9], namely, the mixed-norm Hardy space Hp,q(Rn+1),
with p, q ∈ (0,∞), introduced by Hart et al. [38] via the Littlewood-Paley g-function co-
incides, in the sense of equivalent quasi-norms, with H
~p
~a
(Rn+1), where ~a := (
n+1 times︷  ︸︸  ︷
1, . . . , 1) and
~p := (
n times︷   ︸︸   ︷
p, . . . , p, q).
(ii) We should also point out that the range of λ in Theorem 4.3 does not coincide with the best
known one, namely, λ ∈ (2/p,∞), of the g∗λ-function characterization of the classical Hardy
space Hp(Rn) and it is still unclear whether or not the g∗λ-function, when λ ∈ ( 2min{ p˜−,2} , 1 +
2
min{ p˜−,2} ], can characterize H
~p
~a
(Rn), because the method used in the proof of Theorem 4.3
does not work in this case.
The following proposition establishes the relation between H
~p
~a
(Rn) and H
p
A
(Rn), where H
p
A
(Rn)
is the anisotropic Hardy space introduced by Bownik in [6, p. 17, Definition 3.11].
Proposition 4.5. Let ~a := (a1, . . . , an) ∈ [1,∞)n and ~p := (
n times︷   ︸︸   ︷
p, . . . , p), where p ∈ (0,∞). Then
H
~p
~a
(Rn) and the anisotropic Hardy space H
p
A
(Rn) coincide with equivalent quasi-norms, where A
is as in (3.31).
Proof. Let A be as in (3.31). Then, by [51, Remark 2.5(i)] and [51, Theorem 6.2] with p(·) := p ∈
(0,∞), we conclude that f ∈ Hp
A
(Rn) if and only if f ∈ S′
0
(Rn) and∑
k∈Z
∣∣∣| det A|−k f ∗ φ(A−k·)∣∣∣2

1/2
=
∑
k∈Z
∣∣∣∣2−kν f ∗ φ(2−k~a·)∣∣∣∣2

1/2
= g( f ) ∈ Lp(Rn),
where φ is as in (4.3). This, combined with Theorem 4.2 and the obvious fact that, when ~p :=
(
n times︷   ︸︸   ︷
p, . . . , p) with p ∈ (0,∞), L~p(Rn) = Lp(Rn), further implies that, in this case, f ∈ Hp
A
(Rn) if and
only if f ∈ H~p
~a
(Rn). Thus, when ~a := (a1, . . . , a2) ∈ [1,∞)n and ~p := (
n times︷   ︸︸   ︷
p, . . . , p), where p ∈ (0,∞),
H
~p
~a
(Rn) = H
p
A
(Rn) with equivalent quasi-norms, where A is as in (3.31). This finishes the proof of
Proposition 4.5. 
Remark 4.6. Recall that, via the Lusin-area function, the Littlewood-Paley g-function or g∗λ-
function, Li et al. in [49, Theorems 2.8, 3.1 and 3.9] characterized the anisotropic Musielak-Orlicz
Hardy space H
ϕ
A
(Rn) with ϕ : Rn× [0,∞)→ [0,∞) being an anisotropic growth function (see [49,
Definition 2.3]). As was mentioned in [49, p. 285], if, for any given p ∈ (0, 1] and any x ∈ Rn and
t ∈ (0,∞),
ϕ(x, t) := tp,(4.4)
then H
ϕ
A
(Rn) = H
p
A
(Rn). From this and Proposition 4.5, we deduce that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p),
where p ∈ (0, 1], Theorems 4.1, 4.2 and 4.3 are just [49, Theorems 2.8, 3.1 and 3.9], respectively,
with A as in (3.31) and ϕ as in (4.4).
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To prove Theorem 4.1, we need several technical lemmas. First, it is easy to see that the
following conclusion holds true, the details being omitted.
Lemma 4.7. Let ~a := (a1, . . . , an) ∈ [1,∞)n, ~p := (p1, . . . , pn) ∈ (0,∞)n, r ∈ (0,∞), x ∈ Rn and
Q~a(x, r) ∈ Q with Q as in (2.4). Then ‖χQ~a(x,r)‖L~p(Rn) =
∏n
i=1 2
1/pirai/pi .
Moreover, using Lemma 4.7 and borrowing some ideas from the proof of [78, Lemma 6.5], we
obtain the following conclusion.
Lemma 4.8. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n and N be as in (2.7). Then H~p
~a
(Rn) ⊂ S′
0
(Rn).
Proof. Let f ∈ H~p
~a
(Rn). Then, by Remark 2.10, we know that, for any φ ∈ S(Rn), k ∈ Z, x ∈ Rn
and y ∈ Q~a(x, 2k), | f ∗ φk(x)| . MN( f )(y) with N as in (2.7). Thus, there exists a positive constant
C such that
Q~a(x, 2
k) ⊂ {y ∈ Rn : MN( f )(y) ≥ C| f ∗ φk(x)|}.(4.5)
On the other hand, from Lemma 4.7, it follows that, for any k ∈ Z+, ‖χQ~a(x,2k)‖L~p(Rn) & 2kν/p+ with
p+ as in (2.6). By this and (4.5), we conclude that, for any x ∈ Rn,
| f ∗ φk(x)| =
∣∣∣Q~a(x, 2k)∣∣∣−1/p+ ∣∣∣Q~a(x, 2k)∣∣∣1/p+ | f ∗ φk(x)|
. 2−kν/p+
∥∥∥χQ~a(x,2k)∥∥∥L~p(Rn) | f ∗ φk(x)| . 2−kν/p+ ‖MN( f )‖L~p(Rn) → 0
as k → ∞. This implies f ∈ S′
0
(Rn) and hence finishes the proof of Lemma 4.8. 
The following lemma is a special case of [11, Lemma 2.3], which is a variant of [17, Theorem
11]. Indeed, let (a1, . . . , an) ∈ [1,∞)n. Then, applying [11, Lemma 2.3] with A as in (3.31), we
immediately obtain the following conclusions, the details being omitted.
Lemma 4.9. Let ~a ∈ [1,∞)n. Then there exists a set
Q :=
{
Qkα ⊂ Rn : k ∈ Z, α ∈ Ek
}
of open subsets, where Ek is some index set, such that
(i) for each k ∈ Z,
∣∣∣Rn \⋃α Qkα∣∣∣ = 0 and, when α , β, Qkα ∩ Qkβ = ∅;
(ii) for any α, β, k, ℓ with ℓ ≥ k, either Qkα ∩ Qℓβ = ∅ or Qℓα ⊂ Qkβ;
(iii) for each (ℓ, β) and each k < ℓ, there exists a unique α such that Qℓβ ⊂ Qkα;
(iv) there exist some w ∈ Z \ Z+ and u ∈ N such that, for any Qkα with k ∈ Z and α ∈ Ek, there
exists xQkα ∈ Qkα such that, for any x ∈ Qkα,
xQkα + 2
(wk−u)~aB0 ⊂ Qkα ⊂ x + 2(wk+u)~aB0,
where B0 denotes the unit ball of R
n.
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In what follows, we call Q := {Qkα}k∈Z, α∈Ek from Lemma 4.9 dyadic cubes and k the level,
denoted by ℓ(Qkα), of the dyadic cube Q
k
α for any k ∈ Z and α ∈ Ek.
Remark 4.10. In the definition of (~p, r, s)-atoms (see Definition 3.1), if we replace anisotropic
balls B by dyadic cubes, then, from Lemma 4.9, we deduce that the corresponding variable
anisotropic atomic Hardy space coincides with the original one (see Definition 3.2) in the sense of
equivalent quasi-norms.
Now we establish the following Caldero´n reproducing formula.
Lemma 4.11. Let ~a ∈ [1,∞)n and ϕ ∈ S(Rn) satisfy that supp ϕ̂ is compact and bounded away
from the origin and, for any ξ ∈ Rn \ {~0n},∑
k∈Z
ϕ̂
(
2k~aξ
)
= 1.(4.6)
Then, for any f ∈ L2(Rn), f = ∑k∈Z f ∗ ϕk in L2(Rn). The same holds true in S′(Rn) for any
f ∈ S′
0
(Rn).
To show Lemma 4.11, we need the following Lemma 4.12, which is just a variant of [6, Lemma
3.8], the details being omitted.
Lemma 4.12. Let ϕ ∈ S(Rn) and
∫
Rn
ϕ(x) dx = 1. Then, for any f ∈ S(Rn), f ∗ ϕk → f in S(Rn)
as k → −∞. The same holds true in S′(Rn) for any f ∈ S′(Rn).
Now we prove Lemma 4.11.
Proof of Lemma 4.11. We show this lemma by two steps.
Step 1. Assume f ∈ L2(Rn). For any ξ ∈ Rn, let F(ξ) := ∑k∈Z |̂ϕ(2k~aξ)|. Obviously, for any
ξ ∈ Rn, F(ξ) = F(2~aξ), which implies that, to show F ∈ L∞(Rn), it suffices to consider the values
of F on 2~aB0 \ B0, where B0 denotes the unit ball of Rn. Since ϕ̂ ∈ S(Rn) and supp ϕ̂ is bounded
away from ~0n, it follows that, for any ξ ∈ Rn \ B0, |̂ϕ(ξ)| . 11+|ξ| and, for any ξ ∈ 2~aB0, |̂ϕ(ξ)| . |ξ|.
Then, by (i), (v) and (vi) of Lemma 2.5, we find that, for any ξ ∈ 2~aB0 \ B0,
F(ξ) =
∑
k≥0
∣∣∣∣ϕ̂ (2k~aξ)∣∣∣∣ +∑
k<0
∣∣∣∣̂ϕ (2k~aξ)∣∣∣∣ .∑
k≥0
1
1 + |2k~aξ| +
∑
k<0
∣∣∣∣2k~aξ∣∣∣∣
.
∑
k≥0
1
(2k |ξ|~a)a−
+
∑
k<0
(
2k |ξ|~a
)a−
.
∑
k≥0
1
2ka−
+
∑
k<0
2(k+1)a− . 1,
which implies F ∈ L∞(Rn). By this, the Lebesgue dominated convergence theorem and (4.6), we
conclude that, for any f ∈ L2(Rn) and ξ ∈ Rn,
f̂ (ξ) =
∑
k∈Z
ϕ̂
(
2k~aξ
)
f̂ (ξ) in L2(Rn)
and hence f =
∑
k∈Z f ∗ ϕk in L2(Rn).
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Step 2. Assume f ∈ S′
0
(Rn). Let φ :=
∑∞
k=0 ϕk. Since ϕ ∈ S(Rn) and ϕk(·) := 2−kνϕ(2−k~a·), it
then follows that φ is well defined pointwise on Rn. We now claim that
φ ∈ S(Rn) and
∫
Rn
φ(x) dx = 1.(4.7)
Assume that this claim holds true for the moment. Then, by this and Lemma 4.12, we know that
f ∗ φ−N → f in S′(Rn) as N → ∞. On the other hand, for any f ∈ S′0(Rn), it is easy to see that
f ∗ φN → 0 in S′(Rn) as N → ∞. Therefore, for any f ∈ S′0(Rn), as N → ∞,
f ∗ φ−N − f ∗ φN → f in S′(Rn).
Moreover, since, for any j ∈ Z, φ j =
∑∞
k=0(ϕk) j =
∑∞
k= j ϕk, it follows that
∑N
k=−N ϕk = φ−N − φN+1.
Therefore,
lim
N→∞
N∑
k=−N
f ∗ ϕk = lim
N→∞
f ∗

N∑
k=−N
ϕk
 = limN→∞ ( f ∗ φ−N − f ∗ φN+1) = f
in S′(Rn), which implies that, for any f ∈ S′
0
(Rn), f =
∑
k∈Z f ∗ ϕk holds true in S′(Rn).
Let us now prove the above claim (4.7). To this end, for any ξ ∈ Rn, let G(ξ) := ∑∞k=0 ϕ̂(2k~aξ).
Then, to show (4.7), it suffices to prove that G ∈ S(Rn), φ = F −1G and
∫
Rn
φ(x) dx = 1, where
F −1 denotes the inverse Fourier transform, namely, for any ξ ∈ Rn, F −1G(ξ) := Ĝ(−ξ).
Indeed, since supp ϕ̂ is compact, we may assume that supp ϕ̂ ⊂ 2k0~aB0 for some k0 ∈ Z.
Then, for any k ∈ Z+, it is easy to see that supp ϕ̂(2k~a·) ⊂ 2(k0−k)~aB0 ⊂ 2k0~aB0, which implies that
supp G ⊂ 2k0~aB0. To prove G ∈ C∞(Rn), for any multi-index α ∈ Zn+ and ξ ∈ Rn, let
Fα(ξ) :=
∑
k∈Z
∣∣∣∣∂α [ϕ̂ (2k~aξ)]∣∣∣∣ .
We first show Fα ∈ L∞(Rn). Notice that, for any ξ ∈ Rn,
Fα(2
~aξ) =
∑
k∈Z
∣∣∣∣∂α [ϕ̂ (2(k+1)~aξ)]∣∣∣∣ =∑
k∈Z
∣∣∣∣∂α [ϕ̂ (2k~aξ)]∣∣∣∣ = Fα(ξ),
which implies that, to show Fα ∈ L∞(Rn), we only need to consider the value of Fα on 2~aB0 \ B0.
From the fact that ϕ̂ ∈ S(Rn), (i) and (vi) of Lemma 2.5, we deduce that, for any ξ ∈ 2~aB0 \ B0,∣∣∣∣∂α [ϕ̂ (2k~aξ)]∣∣∣∣ . 1
1 + |2k~aξ| .
1
(2k |ξ|~a)a−
. 2−ka−
when k ∈ N, and |∂αϕ̂(2k~aξ)| . 2k|α|a− when k ∈ Z \ N. By this, we further conclude that, for any
ξ ∈ 2~aB0 \ B0,
Fα(ξ) .
∑
k∈N
2−ka− +
∑
k∈Z\N
2k|α|a− . 1.
Thus, Fα ∈ L∞(Rn). This implies that, for any ξ ∈ Rn, ∂αG(ξ) =
∑∞
k=0 ∂
α[ϕ̂(2k~aξ)]. Therefore,
G ∈ C∞(Rn). From this and supp G ⊂ 2k0~aB0, it follows that G ∈ S(Rn).
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Moreover, by the facts that supp ϕ̂(2k~a·) ⊂ 2(k0−k)~aB0 and supp (
∑∞
k=0 |̂ϕ(2k~a·)|) ⊂ 2k0~aB0, the
Ho¨lder inequality and the Minkowski inequality, we find that
∫
Rn
∞∑
k=0
∣∣∣∣ϕ̂ (2k~aξ)∣∣∣∣ dξ ≤ ∣∣∣∣2k0~aB0∣∣∣∣1/2

∫
Rn

∞∑
k=0
∣∣∣∣ϕ̂ (2k~aξ)∣∣∣∣

2
dξ

1/2
. 2νk0/2
∞∑
k=0
[∫
Rn
∣∣∣∣ϕ̂ (2k~aξ)∣∣∣∣2 dξ
]1/2
. 2νk0/2
∞∑
k=0
[∫
Rn
χ2(k0−k)~aB0(ξ) dξ
]1/2
. 2νk0
∞∑
k=0
2−kν/2 . 1.
Then, by the Fubini theorem, we obtain F −1G = ∑∞k=0 F −1[ϕ̂(2k~a·)] = φ and hence φ ∈ S(Rn).
Let e1 := (1, 0, . . . , 0) ∈ Rn. Since ϕ̂ ∈ S(Rn), from (4.6), we deduce that∫
Rn
φ(x) dx = φ̂(~0n) = lim
j→−∞
φ̂
(
2 j~ae1
)
= lim
j→−∞
∞∑
k=0
ϕ̂
(
2( j+k)~ae1
)
=
∑
k∈Z
ϕ̂
(
2k~ae1
)
= 1,
which completes the proof of (4.7) and hence of Lemma 4.11. 
Using Lemma 4.11, we obtain the following Caldero´n reproducing formula.
Lemma 4.13. Let ~a ∈ [1,∞)n and s ∈ Z+. Then there exist ϕ, ψ ∈ S(Rn) satisfying
(i) supp ϕ ⊂ B0,
∫
Rn
xγϕ(x) dx = 0 for any γ ∈ Zn+ with |γ| ≤ s, ϕ̂(ξ) ≥ C for any ξ ∈ {x ∈ Rn :
m ≤ |x|~a ≤ t}, where 0 < m < t < 1 and C ∈ (0,∞) are constants;
(ii) supp ψ̂ is compact and bounded away from the origin;
(iii) for any ξ ∈ Rn \ {~0n},
∑
k∈Z ψ̂(2k~aξ)ϕ̂(2k~aξ) = 1.
Moreover, for any f ∈ L2(Rn), f = ∑k∈Z f ∗ ψk ∗ ϕk in L2(Rn). The same holds true in S′(Rn)
for any f ∈ S′
0
(Rn).
We point out that the existences of such ϕ and ψ in Lemma 4.13 can be verified by an argument
similar to that used in the proof of [9, Theorem 5.8]. Then the conclusions of Lemma 4.13 follow
immediately from Lemma 4.11 via replacing ϕ by ϕ ∗ ψ.
Now we prove Theorem 4.1.
Proof of Theorem 4.1. We first show the sufficiency of this theorem. For this purpose, let f ∈
S′
0
(Rn) and S ( f ) ∈ L~p(Rn). Then we need to prove that f ∈ H~p
~a
(Rn) and
‖ f ‖
H
~p
~a
(Rn)
. ‖S ( f )‖L~p(Rn).(4.8)
To this end, for any k ∈ Z, let Ωk := {x ∈ Rn : S ( f )(x) > 2k} and
Qk :=
{
Q ∈ Q : |Q ∩Ωk | > |Q|
2
and |Q ∩ Ωk+1| ≤ |Q|
2
}
.
It is easy to see that, for any Q ∈ Q, there exists a unique k ∈ Z such that Q ∈ Qk. For any given
k ∈ Z, denote by {Qk
i
}i the collection of all maximal dyadic cubes in Qk, namely, there exists no
Q ∈ Qk such that Qki $ Q for any i.
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For any Q ∈ Q, let
Q̂ :=
{
(y, t) ∈ Rn × R : y ∈ Q and t ∼ wℓ(Q) + u} ,
here and hereafter, t ∼ wℓ(Q) + u always means
wℓ(Q) + u + 1 ≤ t < w[ℓ(Q) − 1] + u + 1,(4.9)
where w and u are as in Lemma 4.9(iv) and ℓ(Q) denotes the level of Q. Clearly, {Q̂}Q∈Q are
mutually disjoint and
Rn × R =
⋃
k∈Z
⋃
i
Bk, i,(4.10)
where, for any k ∈ Z and i, Bk, i :=
⋃
Q⊂Qk
i
,Q∈Qk Q̂. Then, by Lemma 4.9(ii), we easily know that
{Bk,i}k∈Z, i are mutually disjoint.
Let ψ and ϕ be as in Lemma 4.13. Then ϕ has the vanishing moments up to order s as in (3.1).
By Lemma 4.13, the properties of the tempered distributions (see [31, Theorem 2.3.20] or [71,
Theorem 3.13]) and (4.10), we find that, for any f ∈ S′
0
(Rn) with S ( f ) ∈ L~p(Rn) and x ∈ Rn,
f (x) =
∑
k∈Z
f ∗ ψk ∗ ϕk(x) =
∫
Rn×R
f ∗ ψt(y)ϕt(x − y) dy dm(t)
=
∑
k∈Z
∑
i
∫
Bk, i
f ∗ ψt(y)ϕt(x − y) dy dm(t) =:
∑
k∈Z
∑
i
hki (x)
in S′(Rn), where, for any k ∈ Z, i and x ∈ Rn,
hki (x) :=
∫
Bk, i
f ∗ ψt(y)ϕt(x − y) dy dm(t)(4.11)
=
∑
Q⊂Qk
i
,Q∈Qk
∫
Q̂
f ∗ ψt(y)ϕt(x − y) dy dm(t) =:
∑
Q⊂Qk
i
,Q∈Qk
eQ(x)
with convergence in S′(Rn), and m(t) denotes the counting measure on R, namely, for any set
E ⊂ R, m(E) := ♯E if E has only finite elements, or else m(E) := ∞.
Using [54, (3.23)] with the dilation A as in (3.31), we conclude that, for any x ∈ Rn,S
∑
Q∈R
eQ
 (x)

2
.
∑
Q∈R
[
MHL(cQχQ)(x)
]2 ,(4.12)
where R ⊂ Q is an arbitrary set of dyadic cubes, eQ is as in (4.11) and, for any Q ∈ R,
cQ :=
[∫
Q̂
|ψt ∗ f (y)|2 dy
dm(t)
2νt
]1/2
.
Next we show that, for any k ∈ Z and i, hk
i
is a (~p, r, s)-atom multiplied by a harmless constant.
This is completed by Steps 1 through 3 below.
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Step 1. For any x ∈ supp hk
i
, by (4.11), hk
i
(x) , 0 implies that there exists Q ⊂ Qk
i
and Q ∈ Qk
such that eQ(x) , 0. Then there exists (y, t) ∈ Q̂ such that 2−t~a(x − y) ∈ B0, where B0 denotes the
unit ball of Rn. By this, Lemma 4.9(iv), (4.9) and Lemma 2.5(ii), we have
x ∈ y + 2t~aB0 ⊂ xQ + 2(wℓ(Q)+u)~aB0 + 2(w[ℓ(Q)−1]+u+1)~aB0 ⊂ xQ + 2(w[ℓ(Q)−1]+u+2)~aB0.
Thus,
supp eQ ⊂ xQ + 2(w[ℓ(Q)−1]+u+2)~aB0.
From this, the fact that hk
i
=
∑
Q⊂Qk
i
,Q∈Qk eQ, (ii) and (iv) of Lemma 4.9 and Lemma 2.5(ii), we
further deduce that
supp hki ⊂
⋃
Q⊂Qk
i
,Q∈Qk
xQ + 2
(w[ℓ(Q)−1]+u+2)~aB0(4.13)
⊂ xQk
i
+ 2w[ℓ(Q
k
i
)+u]~aB0 + 2
(w[ℓ(Qk
i
)−1]+u+2)~aB0 ⊂ xQk
i
+ 2(w[ℓ(Q
k
i
)−1]+u+2)~aB0 =: Bki .
Step 2. For any Q ∈ Qk and x ∈ Q, by Lemma 4.9(iv), we find that
MHL
(
χΩk
)
(x) ≥ 1
2[wℓ(Q)+u]ν
∫
xQ+2[wℓ(Q)+u]~aB0
χΩk (z) dz > 2
−2uν |Ωk ∩ Q|
|Q| > 2
−2uν−1,
which implies that ⋃
Q⊂Qk
i
,Q∈Qk
Q ⊂ Ω̂k :=
{
x ∈ Rn : MHL
(
χΩk
)
(x) > 2−2uν−1
}
.(4.14)
In addition, for any Q ∈ Qk and x ∈ Q, by Lemma 4.9(iv) and Q ⊂ Ω̂k, we know that
MHL
(
χ
Q∩(Ω̂k\Ωk+1)
)
(x) ≥ 1|Q|
∫
Q
χ
Ω̂k\Ωk+1 (z) dz &
|Q| − |Q|/2
|Q| &
χQ(x)
2
.
From this, [11, Theorem 3.2] with the dilation A as in (3.31), (4.12), Lemma 3.6 and an argument
similar to that used in the proof of [54, (3.26)], it follows that, for any r ∈ (1,∞),∥∥∥∥∥∥∥∥∥
∑
Q⊂Qk
i
,Q∈Qk
eQ
∥∥∥∥∥∥∥∥∥
Lr(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
Q⊂Qk
i
,Q∈Qk
(
cQ
)2 χ
Q∩(Ω̂k\Ωk+1)

1/2∥∥∥∥∥∥∥∥∥
Lr(Rn)
.(4.15)
On the other hand, for any Q ∈ Qk, x ∈ Q and (y, t) ∈ Q̂, by Lemma 4.9(iv), Lemma 2.5(ii) and
(4.9), we easily know that
x − y ∈ 2[wℓ(Q)+u]~aB0 + 2[wℓ(Q)+u]~aB0 ⊂ 2[wℓ(Q)+u+1]~aB0 ⊂ 2t~aB0.
By this and the disjointness of {Q̂}Q⊂Qk
i
, we find that
∑
Q⊂Qk
i
,Q∈Qk
(
cQ
)2 χ
Q∩(Ω̂k\Ωk+1)(x) =
∑
Q⊂Qk
i
,Q∈Qk
∫
Q̂
|ψt ∗ f (y)|2 dydm(t)
2νt
χ
Q∩(Ω̂k\Ωk+1)(x)(4.16)
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.
[
S ( f )(x)
]2 χ
Qk
i
∩(Ω̂k\Ωk+1)(x).
From the definition of Ω̂k (see (4.14)), it follows that, for any r ∈ (1,∞),∣∣∣∣Ω̂k∣∣∣∣ ≤ 2(2uν+1)r ∫
Rn
[
MHL
(
χΩk
)
(x)
]r
dx . |Ωk |,
which, combined with (4.16), implies that∥∥∥∥∥∥∥∥∥∥

∑
Q⊂Qk
i
,Q∈Qk
(
cQ
)2 χ
Q∩(Ω̂k\Ωk+1)

1
2
∥∥∥∥∥∥∥∥∥∥
r
Lr(Rn)
(4.17)
≤
∫
Rn
χQki ∩(Ω̂k\Ωk+1)(x)
∫
⋃
Q⊂Qk
i
,Q∈Qk
Q̂
|ψt ∗ f (y)|2 dydm(t)
2νt

r/2
dx
. 2kr
∣∣∣∣Ω̂k∣∣∣∣ . 2kr |Ωk | < ∞.
For any N ∈ N, let Qk, N := {Q ∈ Qk : |ℓ(Q)| > N}. Then, replacing
∑
Q⊂Qk
i
,Q∈Qk eQ by∑
Q⊂Qk
i
,Q∈Qk,N eQ in (4.15), we obtain∥∥∥∥∥∥∥∥∥
∑
Q⊂Qk
i
,Q∈Qk,N
eQ
∥∥∥∥∥∥∥∥∥
r
Lr(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
Q⊂Qk
i
,Q∈Qk,N
(
cQ
)2 χ
Q∩(Ω̂k\Ωk+1)

1/2∥∥∥∥∥∥∥∥∥
r
Lr(Rn)
.
∫
Rn
χ
Qk
i
∩(Ω̂k\Ωk+1)(x)

∫
⋃
Q⊂Qk
i
,Q∈Qk,N
Q̂
|ψt ∗ f (y)|2 dydm(t)
2νt

r/2
dx.
From this, (4.17) and the Lebesgue dominated convergence theorem, we deduce that∥∥∥∥∥∥∥∥∥
∑
Q⊂Qk
i
,Q∈Qk,N
eQ
∥∥∥∥∥∥∥∥∥
Lr(Rn)
→ 0
as N → ∞, and hence hk
i
=
∑
Q⊂Qk
i
,Q∈Qk eQ in L
r(Rn). This, together with (4.15), (4.16), the
definition of Bk
i
(see (4.13)) and Lemma 4.9(iv), implies that
(4.18)
∥∥∥hki ∥∥∥Lr(Rn) .
{∫
Rn
[
S ( f )(x)
]r χ
Qk
i
∩(Ω̂k\Ωk+1)(x) dx
}1/r
. 2k
∣∣∣Qki ∣∣∣1/r ≤ C12k ∣∣∣Bki ∣∣∣1/r ,
where C1 is a positive constant independent of f , k and i.
Step 3. Recall that ϕ has the vanishing moments up to s ≥ ⌊ν/a−(1/ p˜− − 1)⌋ and so does eQ.
For any k ∈ Z, i, γ ∈ Zn+ with |γ| ≤ s and x ∈ Rn, let g(x) := xγχBk
i
(x). Clearly, g ∈ Lr′(Rn) with
r ∈ (1,∞). Thus, by (4.13) and the facts that (Lr′(Rn))∗ = Lr(Rn) and
supp eQ ⊂ xQ + 2(w[ℓ(Q)−1]+u+2)~aB0,
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we conclude that∫
Rn
hki (x)x
γ dx = 〈hki , g〉 =
∑
Q⊂Qk
i
,Q∈Qk
〈eQ, g〉 =
∑
Q⊂Qk
i
,Q∈Qk
∫
Rn
eQ(x)x
γ dx = 0,
namely, hk
i
has the vanishing moments up to s, which, combined with (4.13) and (4.18), implies
that hk
i
is a harmless constant multiple of a (~p, r, s)-atom supported on Bk
i
.
For any k ∈ Z and i, let λk
i
:= C12
k‖χBk
i
‖L~p(Rn) and aki := (λki )−1hki , where C1 is as in (4.18).
Then
f =
∑
k∈Z
∑
i
hki =
∑
k∈Z
∑
i
λki a
k
i in S′(Rn).
Moreover, it is easy to see that, for any k ∈ Z and i, ak
i
is a (~p, r, s)-atom.
For any k ∈ Z and i, by the fact that |Qk
i
∩Ωk | ≥ |Q
k
i
|
2
and Lemma 4.7, we find that∥∥∥∥χQk
i
∥∥∥∥
L~p(Rn)
.
∥∥∥∥χQk
i
∩Ωk
∥∥∥∥
L~p(Rn)
.
From this, Theorem 3.15, the mutual disjointness of {Qk
i
}k∈Z, i and Lemma 4.9(iv), we further
deduce that
‖ f ‖
H
~p
~a
(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
k∈Z
∑
i
 λ
k
i
χBk
i
‖χBk
i
‖L~p(Rn)

p−
1/p−
∥∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥∥
∑
k∈Z
∑
i
(
2kχBk
i
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥∥
∑
k∈Z
∑
i
(
2kχQk
i
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥
∑
k∈Z
∑
i
(
2kχQk
i
)p−∥∥∥∥∥∥∥
1/p−
L~p/p− (Rn)
.
∥∥∥∥∥∥∥
∑
k∈Z
∑
i
(
2kχQk
i
∩Ωk
)p−∥∥∥∥∥∥∥
1/p−
L~p/p− (Rn)
.
∥∥∥∥∥∥∥∥
∑
k∈Z
(
2kχΩk
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥∥
∑
k∈Z
(
2kχΩk\Ωk+1
)p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥S ( f )
∑
k∈Z
χΩk\Ωk+1

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
∼ ‖S ( f )‖L~p(Rn) ,
which implies that f ∈ H~p
~a
(Rn) and (4.8) holds true. This finishes the proof of the sufficiency of
Theorem 4.1.
Next we show the necessity of this theorem. To this end, let f ∈ H~p
~a
(Rn). Then, by Lemma
4.8, we know that f ∈ S′
0
(Rn). On the other hand, by Theorem 3.15, we conclude that there exist
{λi}i∈N ⊂ C and a sequence of (~p, r, s)-atoms, {ai}i∈N, supported, respectively, on {Bi}i∈N ⊂ B such
that
f =
∑
i∈N
λiai in S′(Rn)
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and
‖ f ‖
H
~p
~a
(Rn)
∼
∥∥∥∥∥∥∥∥

∑
i∈N
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
.
Let w and u be as in Lemma 4.9(iv). Then, by an argument similar to that used in the proof of [55,
(5.10)], we find that, for any i ∈ N and x ∈ (B(2u−w+2)
i
)∁ with B
(2u−w+2)
i
as in (2.3),
S (ai)(x) .
∥∥∥χBi∥∥∥−1L~p(Rn) [MHL(χBi)(x)] ν+(s+1)a−ν ,
where MHL denotes the Hardy-Littlewood maximal operator as in (3.2). From this, we further
deduce that, for any x ∈ Rn,
S ( f )(x) ≤
∑
i∈N
|λi|S (ai)(x)χ
B
(2u−w+2)
i
(x) +
∑
i∈N
|λi|S (ai)(x)χ
(B
(2u−w+2)
i
)∁
(x)(4.19)
.

∑
i∈N
[
|λi|S (ai)(x)χ
B
(2u−w+2)
i
(x)
]p−
1/p−
+
∑
i∈N
|λi|
‖χBi‖L~p(Rn)
[
MHL(χBi)(x)
] ν+(s+1)a−
ν .
By [11, Theorem 3.2] with the dilation A as in (3.31), we know that, for any r ∈ (1,∞) and
i ∈ N,
‖S (ai)‖Lr(Rn) . ‖ai‖Lr(Rn) .
Then, by (4.19) and an argument similar to that used in the proof of Theorem 3.15, we further
conclude that
‖S ( f )‖L~p(Rn) . ‖ f ‖H~p
~a
(Rn)
,
which completes the proof of the necessity and hence of Theorem 4.1. 
In what follows, for any x ∈ Rn, let
ρ~a(x) :=
∑
j∈Z
2ν jχ2( j+1)~aB0\2 j~aB0(x) when x , ~0n, or else ρ~a(~0n) := 0.
Recall that, for any given ~a ∈ [1,∞)n, φ ∈ S(Rn), t ∈ (0,∞), k ∈ Z and any f ∈ S′(Rn), the
anisotropic Peetre maximal function (φ∗
k
f )t is defined by setting, for any x ∈ Rn,(
φ∗k f
)
t
(x) := ess sup
y∈Rn
|(φ−k ∗ f )(x + y)|
[1 + 2νkρ~a(y)]t
and the g-function associated with (φ∗
k
f )t is defined by setting, for any x ∈ Rn,
gt,∗( f )(x) :=

∑
k∈Z
[(
φ∗k f
)
t
(x)
]2
1/2
,(4.20)
where, for any k ∈ Z, φk(·) := 2−kνφ(2−k~a·).
The following estimate is just a variant of [56, (3.13)], which originates from [75, (2.66)] and
the argument used in the proof of [75, Theorem 2.8], the details being omitted.
AnisotropicMixed-Norm Hardy Spaces 39
Lemma 4.14. Let φ ∈ S(Rn) be a radial function satisfying (4.1) and (4.2). Then, for any given
N0 ∈ N and r ∈ (0,∞), there exists a positive constant C(N0,r), which may depends on N0 and r,
such that, for any t ∈ (0,N0), ℓ ∈ Z, f ∈ S′(Rn) and x ∈ Rn, it holds true that[(
φ∗ℓ f
)
t
(x)
]r ≤ C(N0,r) ∑
k∈Z+
2−νkN0r2ν(k+ℓ)
∫
Rn
|(φ−k−ℓ ∗ f )(y)|r
[1 + 2νℓρ~a(x − y)]tr
dy.
We now prove Theorem 4.2.
Proof of Theorem 4.2. First, let f ∈ H~p
~a
(Rn). Then Lemma 4.8 implies that f ∈ S′
0
(Rn). In
addition, repeating the proof of the necessity of Theorem 4.1 with some slight modifications, we
easily conclude that g( f ) ∈ L~p(Rn) and ‖g( f )‖L~p(Rn) . ‖ f ‖H~p
~a
(Rn)
. Thus, by Theorem 4.1, we know
that, to prove Theorem 4.2, it suffices to show that, for any f ∈ S′
0
(Rn) with g( f ) ∈ L~p(Rn),
‖S ( f )‖L~p(Rn) . ‖g( f )‖L~p(Rn)(4.21)
holds true. Indeed, from the fact that, for any f ∈ S′
0
(Rn), t ∈ (0,∞) and almost every x ∈ Rn,
S ( f )(x) . gt,∗( f )(x), it follows that, to show (4.21), we only need to prove that∥∥∥gt,∗( f )∥∥∥L~p(Rn) . ‖g( f )‖L~p(Rn)(4.22)
holds true for any f ∈ S′
0
(Rn) and some t ∈ ( 1
min{ p˜−,2} ,∞).
Now we show (4.22). To this end, assume that φ ∈ S(Rn) is a radial function and satisfies
(4.1) and (4.2). Obviously, t ∈ ( 1
min{ p˜−,2} ,∞) implies that there exists r ∈ (0,min{ p˜−, 2}) such that
t ∈ (1
r
,∞). Fix N0 ∈ (1r ,∞). By this, Lemma 4.14 and the Minkowski inequality, we know that,
for any x ∈ Rn,
gt,∗( f )(x) =

∑
k∈Z
[(
φ∗k f
)
t
(x)
]2
1/2
.

∑
k∈Z

∑
j∈Z+
2−ν jN0r2ν( j+k)
∫
Rn
|(φ− j−k ∗ f )(y)|r
[1 + 2νkρ~a(x − y)]tr
dy

2/r
1/2
.

∑
j∈Z+
2− jν(N0r−1)
∑
k∈Z
2
2kν
r
{∫
Rn
|(φ− j−k ∗ f )(y)|r
[1 + 2νkρ~a(x − y)]tr
dy
}2/r
r/2

1/r
,
which, combined with (2.5), implies that∥∥∥gt,∗( f )∥∥∥rp−L~p(Rn)
.
∥∥∥∥∥∥∥∥
∑
j∈Z+
2− jν(N0r−1)
∑
k∈Z
2
2kν
r
{∫
Rn
|(φ− j−k ∗ f )(y)|r
[1 + 2νkρ~a(· − y)]tr
dy
}2/r
r/2
∥∥∥∥∥∥∥∥
p−
L
~p
r (Rn)
.
∑
j∈Z+
2− jν(N0r−1)p−
∥∥∥∥∥∥∥∥
∑
k∈Z
2
2kν
r
{∫
Rn
|(φ− j−k ∗ f )(y)|r
[1 + 2νkρ~a(· − y)]tr
dy
}2/r
r/2
∥∥∥∥∥∥∥∥
p−
L
~p
r (Rn)
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.
∑
j∈Z+
2− jν(N0r−1)p−
∥∥∥∥∥∥∥∥

∑
k∈Z
2
2kν
r
∑
i∈N
2−νitr
∫
ρ~a(·−y)∼2ν(i−k)
∣∣∣(φ− j−k ∗ f )(y)∣∣∣r dy

2/r
r/2
∥∥∥∥∥∥∥∥
p−
L
~p
r (Rn)
,
where ρ~a(·−y) ∼ 2ν(i−k) means that {x ∈ Rn : ρ~a(x−y) < 2−νk} when i = 0, or {x ∈ Rn : 2ν(i−k−1) ≤
ρ~a(x − y) < 2ν(i−k)} when i ∈ N. Then, from the Minkowski inequality and Lemma 3.6, we further
deduce that∥∥∥gt,∗( f )∥∥∥rp−L~p(Rn)
.
∑
j∈Z+
2− jν(N0r−1)p−
∥∥∥∥∥∥∥∥
∑
i∈N
2−νitr

∑
k∈Z
2
2kν
r
[∫
ρ~a(·−y)∼2ν(i−k)
∣∣∣(φ− j−k ∗ f )(y)∣∣∣r dy
]2/r
r/2
∥∥∥∥∥∥∥∥
p−
L
~p
r (Rn)
.
∑
j∈Z+
2− jν(N0r−1)p−
∥∥∥∥∥∥∥∥
∑
i∈N
2νi(1−tr)

∑
k∈Z
[
MHL
(∣∣∣φ− j−k ∗ f ∣∣∣r)]2/r

r/2
∥∥∥∥∥∥∥∥
p−
L
~p
r (Rn)
.
∑
j∈Z+
2− jν(N0r−1)p−
∑
i∈N
2νip−(1−tr)
∥∥∥∥∥∥∥∥
∑
k∈Z
∣∣∣φ− j−k ∗ f ∣∣∣2

r/2
∥∥∥∥∥∥∥∥
p−
L
~p
r (Rn)
. ‖g( f )‖rp−
L~p(Rn)
.
This proves (4.22) and hence finishes the proof of Theorem 4.2. 
Applying Theorems 4.1 and 4.2, we now prove Theorem 4.3.
Proof of Theorem 4.3. By Theorem 4.1 and the fact that, for any f ∈ S′(Rn) and x ∈ Rn, S ( f )(x) ≤
g∗λ( f )(x), we find that the sufficiency of this theorem is obvious. Thus, to prove this theorem, it
suffices to show the necessity.
To this end, let f ∈ H~p
~a
(Rn) and ϕ be as in the proof of Theorem 4.2. Then, by Lemma 4.8, we
find that f ∈ S′
0
(Rn). By the fact that λ ∈ (1 + 2
min{ p˜−,2} ,∞), we conclude that there exists some
t ∈ ( 1
min{ p˜−,2} ,∞) such that λ ∈ (1 + 2t,∞) and, for any x ∈ R
n,
g∗λ( f )(x) =

∑
k∈Z
2−kν
∫
Rn
[
2k
2k + |x − y|~a
]λν
| f ∗ ϕk(y)|2 dy

1/2
.

∑
k∈Z
2−kν
[(
ϕ∗−k f (x)
)
t
]2 ∫
Rn
[
1 +
ρ~a(x − y)
2νk
]2t−λ
dy

1/2
.

∑
k∈Z
[(
ϕ∗−k f (x)
)
t
]2
1/2
∼ gt,∗( f )(x).
This, together with (4.22) and Theorem 4.2, further implies that g∗λ( f ) ∈ L~p(Rn) and∥∥∥g∗λ( f )∥∥∥L~p(Rn) . ‖ f ‖L~p(Rn),
which completes the proof Theorem 4.3. 
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5 Finite atomic characterizations of H
~p
~a
(Rn)
In this section, we establish the finite atomic characterizations of H
~p
~a
(Rn). We begin with intro-
ducing the following notion of anisotropic mixed-norm finite atomic Hardy spaces H
~p, r, s
~a,fin
(Rn).
Definition 5.1. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (1,∞] and s be as in (3.1). The anisotropic mixed-
norm finite atomic Hardy space H
~p, r, s
~a, fin
(Rn) is defined to be the set of all f ∈ S′(Rn) satisfying that
there exist I ∈ N, {λi}i∈[1,I]∩N ⊂ C and a finite sequence of (~p, r, s)-atoms, {ai}i∈[1,I]∩N, supported,
respectively, on {Bi}i∈[1,I]∩N ⊂ B such that
f =
I∑
i=1
λiai in S′(Rn).
Moreover, for any f ∈ H~p, r, s
~a, fin
(Rn), let
‖ f ‖
H
~p, r, s
~a,fin
(Rn)
:= inf
∥∥∥∥∥∥∥∥

I∑
i=1
 |λi|χBi‖χBi‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
,
where p− is as in (2.6) and the infimum is taken over all decompositions of f as above.
By [6, p. 13, Theorem 3.6] with A as in (3.31), we immediately obtain the following conclusion,
the details being omitted.
Lemma 5.2. For any given N ∈ N, let MN be as in Definition 2.9.
(i) Let p ∈ (1,∞]. Then, for any given N ∈ N, there exists a positive constant C(p,N), depending
on p and N, such that, for any f ∈ Lp(Rn),
‖MN( f )‖Lp(Rn) ≤ C(p,N)‖ f ‖Lp(Rn).
(ii) For any given N ∈ N, there exists a positive constant C(N), depending on N, such that, for
any λ ∈ (0,∞) and f ∈ L1(Rn),
∣∣∣{x ∈ Rn : MN( f )(x) > λ}∣∣∣ ≤ C(N) ‖ f ‖L1(Rn)
λ
.
Obviously, by Theorem 3.15, we easily know that, for any ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, s ∈ Z+
as in (3.1) and r ∈ (max{p+, 1},∞] with p+ as in (2.6), the set H~p,r,s~a,fin (Rn) is dense in H
~p
~a
(Rn) with
respect to the quasi-norm ‖ · ‖
H
~p
~a
(Rn)
. From this, we deduce the following density of H
~p
~a
(Rn).
Lemma 5.3. If ~a ∈ [1,∞)n and ~p ∈ (0,∞)n, then,
(i) for any q ∈ [1,∞], H~p
~a
(Rn) ∩ Lq(Rn) is dense in H~p
~a
(Rn);
(ii) H
~p
~a
(Rn) ∩ C∞c (Rn) is dense in H~p~a (Rn).
42 Long Huang, Jun Liu, Dachun Yang andWen Yuan
Proof. We first prove (i). For any ~p ∈ (0,∞)n, by the density of the set H~p,∞,s
~a,fin
(Rn) in H
~p
~a
(Rn) and
H
~p,∞,s
~a,fin
(Rn) ⊂ Lq(Rn) for any q ∈ [1,∞], we easily know that H~p
~a
(Rn)∩ Lq(Rn) is dense in H~p
~a
(Rn).
This finishes the proof of (i).
Next we show (ii). To this end, we first prove that, for any ϕ ∈ S(Rn) with
∫
Rn
ϕ(x) dx , 0 and
f ∈ H~p
~a
(Rn), as k → −∞,
f ∗ ϕk → f in H~p~a (R
n).(5.1)
To show this, we first assume that f ∈ H~p
~a
(Rn) ∩ L2(Rn). In this case, to prove (5.1), it suffices to
show that, for almost every x ∈ Rn, as k → −∞,
MN ( f ∗ ϕk − f ) (x) → 0,(5.2)
where N := N~p + 2. Indeed, by the fact that, for any k ∈ N, f ∗ ϕk − f ∈ L2(Rn) and Lemma
5.2(i), we find that, for any k ∈ Z, MN( f ∗ ϕk − f ) ∈ L2(Rn). By this, [6, p. 39, Lemma 6.6] with
A as in (3.31), (5.2) and the Lebesgue dominated convergence theorem, we know that, for any
f ∈ H~p
~a
(Rn) ∩ L2(Rn), (5.1) holds true.
Now we show (5.2). Notice that, if h is continuous and has compact support, then h is uniformly
continuous on Rn. Therefore, for any δ ∈ (0,∞), there exists η ∈ (0,∞) such that, for any y ∈ Rn
satisfying |y|~a < η and x ∈ Rn,
|h(x − y) − h(x)| < δ
2‖ϕ‖L1(Rn)
.
Without loss of generality, wemay assume that
∫
Rn
ϕ(x) dx = 1. Then, for any k ∈ Z,
∫
Rn
ϕk(x) dx =
1. This further implies that, for any k ∈ Z and x ∈ Rn,
|h ∗ ϕk(x) − h(x)| ≤
∫
|y|~a<η
|h(x − y) − h(x)||ϕk(y)| dy +
∫
|y|~a≥η
· · ·(5.3)
<
δ
2
+ 2‖h‖L∞(Rn)
∫
|y|~a≥2−kη
|ϕ(y)| dy.
On the other hand, by the integrability of ϕ, we know that there exists k˜ ∈ Z such that, for any
k ∈ (−∞, k˜] ∩ Z,
2‖h‖L∞(Rn)
∫
|y|~a≥2−kη
|ϕ(y)| dy < δ
2
,
which, combined with (5.3), implies that limk→−∞ |h ∗ ϕk(x) − h(x)| = 0 holds true uniformly for
any x ∈ Rn. Thus, ‖h ∗ ϕk − h‖L∞(Rn) → 0 as k → −∞. From this and Lemma 5.2(i), we deduce
that
‖MN (h ∗ ϕk − h)‖L∞(Rn) . ‖h ∗ ϕk − h‖L∞(Rn) → 0 as k → −∞.(5.4)
For any given ǫ ∈ (0,∞), there exists a continuous function h with compact support such that
‖ f − h‖2
L2(Rn)
< ǫ.
AnisotropicMixed-Norm Hardy Spaces 43
Then (5.4) and [6, p. 39, Lemma 6.6] with A as in (3.31) imply that there exists a positive constant
C2 such that, for any x ∈ Rn,
lim sup
k→−∞
MN ( f ∗ ϕk − f ) (x)
≤ sup
k∈Z
MN (( f − h) ∗ ϕk) (x) + lim sup
k→−∞
MN (h ∗ ϕk − h) (x) + MN(h − f )(x) ≤ C2MN~p(h − f )(x).
By this and Lemma 5.2(ii), we conclude that there exists a positive constant C3 such that, for any
λ ∈ (0,∞), ∣∣∣∣∣∣
{
x ∈ Rn : lim sup
k→−∞
MN ( f ∗ ϕk − f ) (x) > λ
}∣∣∣∣∣∣
≤
∣∣∣∣∣∣
{
x ∈ Rn : MN~p(h − f )(x) >
λ
C2
}∣∣∣∣∣∣ ≤ C3
‖ f − h‖2
L2(Rn)
λ2
≤ C3 ǫ
λ2
.
This implies that, for any f ∈ H~p
~a
(Rn) ∩ L2(Rn), (5.2) holds true.
When f ∈ H~p
~a
(Rn), by an argument similar to that used in the proof of [53, Lemma 5.2(ii)], we
easily find that (5.1) also holds true.
Notice that, if f ∈ H~p,r,s
~a,fin
(Rn) and ϕ ∈ C∞c (Rn) with
∫
Rn
ϕ(x) dx , 0, then, for any k ∈ Z,
f ∗ ϕk ∈ C∞c (Rn) ∩ H~p~a (R
n)
and, by (5.1),
f ∗ ϕk → f in H~p~a (R
n) as k → −∞.
From this and the density of the set H
~p,r,s
~a,fin
(Rn) in H
~p
~a
(Rn), it follows that C∞c (R
n)∩H~p
~a
(Rn) is dense
in H
~p
~a
(Rn). This finishes the proof of (ii) and hence of Lemma 5.3. 
The following Lemmas 5.4 and 5.5 are from Theorem 3.15 and its proof, which are of indepen-
dent interest and are needed in the proof of Theorem 5.9 below.
Lemma 5.4. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.6), s be as in (3.1)
and N as in (2.7). Then there exists a positive constant C such that, for any (~p, r, s)-atom a,
‖MN(a)‖L~p(Rn) ≤ C.
Lemma 5.5. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (1,∞] and s be as in (3.1). Then, for any f ∈
H
~p
~a
(Rn) ∩ Lr(Rn), there exist {λ j,k} j∈Z, k∈N ⊂ C, {B j,k} j∈Z,k∈N ⊂ B and (~p,∞, s)-atoms {a j,k} j∈Z, k∈N
such that
f =
∑
j∈Z
∑
k∈N
λ j,ka j,k in S′(Rn),
supp a j,k ⊂ B j,k f or any j ∈ Z and k ∈ N, O j =
⋃
k∈N
B j,k f or any j ∈ Z,(5.5)
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here O j := {x ∈ Rn : MN( f )(x) > 2 j} with N as in (2.7),
B
(1/4)
j,k
⋂
B
(1/4)
j,m = ∅ f or any j ∈ Z and k, m ∈ N with k , m,(5.6)
and B
(1/4)
j,k
andB
(1/4)
j,m as in (2.3) with δ = 1/4,
and
♯
{
m ∈ N : B j,k ∩ B j,m , ∅
}
≤ R for any k ∈ N(5.7)
with R being a positive constant independent of j and f . Moreover, there exists a positive constant
C, independent of f , such that, for any j ∈ Z, k ∈ N and almost every x ∈ Rn,∣∣∣λ j,ka j,k(x)∣∣∣ ≤ C2 j(5.8)
and ∥∥∥∥∥∥∥∥∥

∑
j∈Z
∑
k∈N
 |λ j,k |χB j,k‖χB j,k‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥∥
L~p(Rn)
≤ C‖ f ‖
H
~p
~a
(Rn)
,(5.9)
where p− is as in (2.6).
Remark 5.6. For any j ∈ Z, k ∈ N and s as in (3.1), let η j,k be the same as in the proof of Theorem
3.15. Then, for any f ∈ H~p
~a
(Rn)∩Lr(Rn) with r ∈ (1,∞], by an argument similar to that used in the
proof of Theorem 3.15, together with Lemma 3.11, we know that there exists a unique polynomial
c j,k ∈ Ps(Rn) such that, for any q ∈ Ps(Rn),〈
f , qη j,k
〉
=
〈
c j,k, qη j,k
〉
=
∫
Rn
c j,k(x)q(x)η j,k(x) dx.(5.10)
In addition, for any i, k ∈ N and j ∈ Z, let c j+1,k,i be the orthogonal projection of ( f − c j+1,i)η j,k on
Ps(Rn) with respect to the norm defined by (3.42), namely, c j+1,k,i is the unique element of Ps(Rn)
such that, for any q ∈ Ps(Rn),∫
Rn
[
f (x) − c j+1,i(x)
]
η j,k(x)q(x)η j+1,i(x) dx =
∫
Rn
c j+1,k,i(x)q(x)η j+1,i(x) dx(5.11)
and, for any k ∈ N and j ∈ Z,
λ j,ka j,k = ( f − c j,k)η j,k −
∑
i∈N
[
( f − c j+1,i)η j,k − c j+1,k,i
]
η j+1,i.(5.12)
From (3.14), (3.15) and their proofs, we deduce the following Lemmas 5.7 and 5.8 (see also
the proofs of [68, p. 104, (23′) and p. 108, (35)]), the details being omitted.
Lemma 5.7. Let ~a ∈ [1,∞)n and ~p ∈ (0,∞)n. Then there exists a positive constant C such that,
for any j ∈ Z, k ∈ N and f ∈ H~p
~a
(Rn),
sup
y∈Rn
∣∣∣c j,k(y)η j,k(y)∣∣∣ ≤ C sup
y∈Uk
j
MN( f )(y) ≤ C2 j,
where N ∈ N, MN is as in Definition 2.9 and, for any j ∈ Z and k ∈ N, η j,k is as in the proof of
Theorem 3.15, c j,k as in Remark 5.6, O j and B j,k as in the proof of Theorem 3.15, B(2)j,k as in (2.3)
with δ = 2, and Uk
j
:= B
(2)
j,k
∩ (O j)∁.
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Lemma 5.8. Let ~a, ~p, f and MN be as in Lemma 5.7. Then there exists a positive constant C,
independent of f , such that, for any j ∈ Z and i, k ∈ N,
sup
y∈Rn
∣∣∣c j+1,k,i(y)η j+1,i(y)∣∣∣ ≤ C sup
y∈U˜k
j
MN( f )(y) ≤ C2 j+1,
where, for any j ∈ Z and i, k ∈ N, η j+1,i is as in the proof of Theorem 3.15, c j+1,k,i as in Remark
5.6, O j+1 and B j+1,k as in the proof of Theorem 3.15 with j replaced by j + 1, B(2)j+1,k as in (2.3)
with δ = 2, and U˜k
j
:= B
(2)
j+1,k
∩ (O j+1)∁.
In what follows, denote by C(Rn) the set of all continuous functions. Then we have the follow-
ing finite atomic characterizations of H
~p
~a
(Rn), which extends [59, Theorem 3.1 and Remark 3.3]
and [33, Theorem 5.6] to the present setting of anisotropic mixed-norm Hardy spaces.
Theorem 5.9. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.6) and s be as in
(3.1).
(i) If r ∈ (max{p+, 1},∞), then ‖ · ‖H~p, r, s
~a,fin
(Rn)
and ‖ · ‖
H
~p
~a
(Rn)
are equivalent quasi-norms on
H
~p, r, s
~a, fin
(Rn);
(ii) ‖ · ‖
H
~p,∞, s
~a,fin
(Rn)
and ‖ · ‖
H
~p
~a
(Rn)
are equivalent quasi-norms on H
~p,∞, s
~a, fin
(Rn) ∩C(Rn).
Remark 5.10. Recall that Bownik et al. in [10, Theorem 6.2] established the finite atomic
characterizations of the weighted anisotropic Hardy space H
p
w(R
n; A) with w being a Mucken-
houpt weight (see [10, Definition 2.5]). As was mentioned in [10, p. 3077], if w :≡ 1, then
H
p
w(R
n; A) = H
p
A
(Rn). By this and Proposition 4.5, we know that, when ~p := (
n times︷   ︸︸   ︷
p, . . . , p), where
p ∈ (0, 1], Theorem 5.9 is just [10, Theorem 6.2] with the weight w :≡ 1 and A as in (3.31).
Now we proof Theorem 5.9.
Proof of Theorem 5.9. Let ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.6)
and s be as in (3.1). Then, by Theorem 3.15, we find that H
~p, r, s
~a, fin
(Rn) ⊂ H~p
~a
(Rn) and, for any
f ∈ H~p, r, s
~a, fin
(Rn), ‖ f ‖
H
~p
~a
(Rn)
. ‖ f ‖
H
~p, r, s
~a,fin
(Rn)
. Therefore, to prove Theorem 5.9, it suffices to show that,
for any f ∈ H~p, r, s
~a, fin
(Rn) when r ∈ (max{p+, 1},∞) and, for any f ∈ [H~p,∞, s~a, fin (Rn) ∩ C(Rn)] when
r = ∞,
‖ f ‖
H
~p, r, s
~a,fin
(Rn)
. ‖ f ‖
H
~p
~a
(Rn)
.
We prove this by the following three steps.
Step 1. Let r ∈ (max{p+, 1},∞]. Without loss of generality, we may assume that f ∈ H~p, r, s~a, fin (Rn)
and ‖ f ‖
H
~p
~a
(Rn)
= 1. Clearly, there exists some j0 ∈ Z such that supp f ⊂ 2 j0~aB0, due to the fact
that f has compact support, where B0 denotes the unit ball of R
n. In the remainder of this section,
we always let N := N~p with N~p as in Definition 2.11 and, for any j ∈ Z, let
O j :=
{
x ∈ Rn : MN( f )(x) > 2 j
}
.
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Notice that f ∈ H~p
~a
(Rn) ∩ Lr˜(Rn), where r˜ := r when r ∈ (max{p+, 1},∞) and r˜ := 2 when
r = ∞. Then, by Lemma 5.5, we conclude that there exist {λ j,k} j∈Z, k∈N ⊂ C and a sequence of
(~p,∞, s)-atoms, {a j,k} j∈Z, k∈N, such that
f =
∑
j∈Z
∑
k∈N
λ j,ka j,k in S′(Rn),(5.13)
and (5.5) through (5.9) also hold true.
By this and an argument similar to that used in the proof of Step 2 of the proof of [53, Theorem
5.7], we know that there exists a positive constant C4 such that, for any x ∈ (2( j0+4)~aB0)∁,
MN( f )(x) ≤ C4
∥∥∥χ2 j0~aB0∥∥∥−1L~p(Rn) .(5.14)
Let
j˜ := sup
{
j ∈ Z : 2k < C4
∥∥∥χ2 j0~aB0∥∥∥−1L~p(Rn)
}
(5.15)
with C4 as in (5.14). Then, from (5.14), we deduce that, for any j ∈ ( j˜,∞] ∩ Z,
O j ⊂ 2( j0+4)~aB0.(5.16)
Using j˜ as in (5.15), we rewrite (5.13) as
f =
j˜∑
j=−∞
∑
k∈N
λ j,ka j,k +
∞∑
j= j˜+1
∑
k∈N
λ j,ka j,k =: h + ℓ in S′(Rn).(5.17)
In the remainder of this step, we devote to proving that h is a (~p,∞, s)-atom multiplied by a
harmless constant independent of f . For this purpose, from (5.16), it is easy to see that supp ℓ ⊂
∪∞
j= j˜+1
O j ⊂ 2( j0+4)~aB0. By this, the fact that supp f ⊂ 2( j0+4)~aB0 and (5.17), we know that
supp h ⊂ 2( j0+4)~aB0.
On the other hand, by the Ho¨lder inequality, we find that, for any r ∈ (max{p+, 1},∞] and
r1 ∈ (max{p+, 1}, r), ∫
Rn
| f (x)|r1 dx ≤
∣∣∣∣2 j0~aB0∣∣∣∣1− r1r ‖ f ‖r1Lr(Rn) < ∞.
This, together with the facts that supp f ⊂ 2 j0~aB0 and that f has vanishing moments up to order
s, further implies that f is a harmless constant multiple of a (1, r1, s)-atom. By this and Lemma
5.4, we know that MN( f ) ∈ L1(Rn). Therefore, by (5.7), (5.5), (5.16) and (5.8), we conclude that∫
Rn
∞∑
j= j˜+1
∑
k∈N
∣∣∣λ j,ka j,k(x)xα∣∣∣ dx .∑
j∈Z
2 j|O j| . ‖MN( f )‖L1(Rn) < ∞.
From this and the vanishing moments of a j,k, we deduce that ℓ has vanishing moments up to s and
hence so does h by (5.17). Moreover, from (5.7), (5.8) and (5.15), it follows that, for any x ∈ Rn,
|h(x)| .
j˜∑
j=−∞
2 j .
∥∥∥χ2 j0~aB0∥∥∥−1L~p(Rn) .
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Thus, there exists a positive constant C5, independent of f , such that h/C5 is a (~p,∞, s)-atom and
also a (~p, r, s)-atom for any ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] and s as in (3.1).
Step 2. This step is aimed to prove (i). To this end, for any J ∈ ( j˜,∞)∩ Z and j ∈ [ j˜ + 1, J] ∩Z
with j˜ as in (5.15), let
I(J, j) := {k ∈ N : |k| + | j| ≤ J} and ℓ(J) :=
J∑
j= j˜+1
∑
k∈I(J, j)
λ j,ka j,k.
For any r ∈ (max{p+, 1},∞), we first show that ℓ ∈ Lr(Rn). Indeed, for any x ∈ Rn, since
Rn =
⋃
i∈Z(Oi \ Oi+1), it follows that there exists an i0 ∈ Z such that x ∈ (Oi0 \ Oi0+1). Notice that,
for any j ∈ (i0,∞) ∩ Z, supp a j,k ⊂ B j,k ⊂ O j ⊂ Oi0+1. Then (5.7) and (5.8) imply that, for any
x ∈ (Oi0 \ Oi0+1),
|ℓ(x)| ≤
∞∑
j= j˜+1
∑
k∈N
|λ j,ka j,k(x)| .
∑
j≤i0
2 j . 2i0 . MN( f )(x).
Since f ∈ Lr(Rn), from Lemma 5.2(i), it follows that MN( f ) ∈ Lr(Rn). Therefore, by the Lebesgue
dominated convergence theorem, we find that ℓ(J) converges to ℓ in L
r(Rn) as J → ∞. This implies
that, for any given ǫ ∈ (0, 1), there exists a J ∈ [ j˜ + 1,∞) ∩ Z large enough, depending on ǫ, such
that [ℓ − ℓ(J)]/ǫ is a (~p, r, s)-atom and hence f = h + ℓ(J) + [ℓ − ℓ(J)] is a finite linear combination
of (~p, r, s)-atoms. By this, Step 1 and (5.9), we conclude that
‖ f ‖
H
~p, r, s
~a,fin
(Rn)
. C5 +
∥∥∥∥∥∥∥∥∥

J∑
j= j˜+1
∑
k∈I(J, j)
 |λ j,k |χB j,k‖χB j,k‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥∥
L~p(Rn)
+ ǫ . 1,
which completes the proof of (i).
Step 3. In this step, we prove (ii). For this purpose, let f ∈ H~p,∞, s
~a, fin
(Rn) ∩ C(Rn). Then, by
(5.12), we find that, for any j ∈ Z and k ∈ N, a j,k is continuous. Moreover, by the fact that there
exists a positive constant C(n,N), depending only on n and N, such that, for any x ∈ Rn,
MN( f )(x) ≤ C(n,N)‖ f ‖L∞(Rn),(5.18)
we easily know that, for any j ∈ Z satisfying 2 j ≥ C(n,N)‖ f ‖L∞(Rn), the level set O j is empty. Let
ĵ := sup
{
j ∈ Z : 2 j < C(n,N)‖ f ‖L∞(Rn)
}
.
Then the index j in the sum defining ℓ runs only over j ∈ { j˜ + 1, . . . , ĵ}.
Let ǫ ∈ (0,∞). Then the fact that f is uniformly continuous implies that there exists a δ ∈ (0,∞)
such that | f (x) − f (y)| < ǫ whenever |x − y|~a < δ. Furthermore, for this ǫ, let
ℓǫ1 :=
ĵ∑
j= j˜+1
∑
k∈E( j,δ)
1
λ j,ka j,k and ℓ
ǫ
2 :=
ĵ∑
j= j˜+1
∑
k∈E( j,δ)
2
λ j,ka j,k,
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where, for any j ∈ { j˜ + 1, . . . , ĵ},
E
( j,δ)
1
:=
{
k ∈ N : r j,k ≥ δ
}
and E
( j,δ)
2
:=
{
k ∈ N : r j,k < δ
}
with x j,k and r j,k being the center and the radius of B j,k, respectively.
Next we give a finite decomposition of f . Clearly, by (5.6) and (5.16), we know that, for any
fixed j ∈ { j˜+1, . . . , ĵ}, E( j,δ)
1
is a finite set and hence ℓǫ
1
is a finite linear combination of continuous
(~p,∞, s)-atoms. Then, by (5.9), we have∥∥∥∥∥∥∥∥∥∥

ĵ∑
j= j˜+1
∑
k∈E( j,δ)
1
 |λ j,k |χB j,k‖χB j,k‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥∥∥
L~p(Rn)
. ‖ f ‖
H
~p
~a
(Rn)
.(5.19)
In addition, for any j ∈ { j˜ + 1, . . . , ĵ}, k ∈ N satisfying r j,k < δ and x ∈ B j,k, we have | f (x) −
f (x j,k)| < ǫ. By (5.10) and the fact that supp η j,k ⊂ B j,k, we conclude that, for any q ∈ Ps(Rn),
1∫
Rn
η j,k(x) dx
∫
Rn
[
f˜ (x) − c˜ j,k(x)
]
q(x)η j,k(x) dx = 0,
where, for any x ∈ Rn,
f˜ (x) :=
[
f (x) − f (x j,k)
]
χB j,k (x) and c˜ j,k(x) := c j,k(x) − f (x j,k).
Since (5.18) and the fact that, for any x ∈ Rn, | f˜ (x)| < ǫ imply that, for any x ∈ Rn, MN( f˜ )(x) . ǫ,
from Lemma 5.7, it follows that
sup
y∈Rn
∣∣∣˜c j,k(y)η j,k(y)∣∣∣ . sup
y∈Rn
MN
(
f˜
)
(y) . ǫ.(5.20)
Similarly to Remark 5.6, for any j ∈ { j˜+1, . . . , ĵ}, k ∈ E( j,δ)
2
and i ∈ N, let c˜ j+1,k,i be the orthogonal
projection of ( f˜ − c˜ j+1,i)η j,k onPs(Rn) with respect to the norm in (3.42). Then, for any q ∈ Ps(Rn),∫
Rn
[
f˜ (x) − c˜ j+1,i(x)
]
η j,k(x)q(x)η j+1,i(x) dx =
∫
Rn
c˜ j+1,k,i(x)q(x)η j+1,i(x) dx.(5.21)
By the fact that supp η j,k ⊂ B j,k, we have [ f˜ − c˜ j+1,i]η j,k = [ f − c j+1,i]η j,k. From this, (5.11) and
(5.21), we deduce that c˜ j+1,k,i = c j+1,k,i. Then, by Lemma 5.8, we know that
sup
y∈Rn
∣∣∣˜c j+1,k,i(y)η j+1,i(y)∣∣∣ . sup
y∈Rn
MN( f˜ )(y) . ǫ.(5.22)
Moreover, by (5.12) and
∑
i∈N η j+1,i = χO j+1 , we conclude that
λ j,ka j,k = ( f − c j,k)η j,k −
∑
i∈N
[
( f − c j+1,i)η j,k − c j+1,k,i
]
η j+1,i
= η j,k f˜χO∁
j+1
− c˜ j,kη j,k + η j,k
∑
i∈N
c˜ j+1,iη j+1,i +
∑
i∈N
c˜ j+1,k,iη j+1,i,
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which, combined with (5.20), (5.22) and (5.7), further implies that, for any j ∈ { j˜ + 1, . . . , ĵ},
k ∈ E( j,δ)
2
and x ∈ B j,k, |λ j,ka j,k(x)| . ǫ.
Then, by (5.5) and (5.7), we easily know that there exists a positive constant C6, independent
of f , such that, for any x ∈ Rn
∣∣∣ℓǫ2(x)∣∣∣ ≤ C6
ĵ∑
j= j˜+1
ǫ = C6
[̂
j − j˜
]
ǫ.(5.23)
Therefore, the arbitrariness of ǫ ∈ (0,∞) implies that we split ℓ into a continuous part and a part
which is pointwisely uniformly arbitrarily small, namely, ℓ = ℓǫ
1
+ ℓǫ
2
. Thus, ℓ is continuous and,
by Step 1, h = f − ℓ is a C5 multiple of a continuous (~p,∞, s)-atom.
Notice that ℓ and ℓǫ
1
are both continuous and have vanishing moments up to order s and hence
so does ℓǫ
2
. This, combined with the fact that supp ℓǫ
2
⊂ 2( j0+4)~aB0 and (5.23), further implies
that we can choose ǫ small enough such that ℓǫ
2
is an arbitrarily small multiple of a continuous
(~p,∞, s)-atom. Indeed, ℓǫ
2
= λ(ǫ)a(ǫ), where
λ(ǫ) := C6
[̂
j − j˜
]
ǫ
∥∥∥χ2( j0+4)~aB0∥∥∥−1L~p(Rn)
and a(ǫ) is a continuous (~p,∞, s)-atom. In this case, f = h + ℓǫ
1
+ ℓǫ
2
is just a finite atomic decom-
position of f . Then, by (5.19) and the fact that h/C5 is a (~p,∞, s)-atom, we find that
‖ f ‖
H
~p,∞,s
~a,fin
(Rn)
. ‖h‖
H
~p,∞,s
~a,fin
(Rn)
+
∥∥∥ℓǫ1∥∥∥H~a,∞,s
~a,fin
(Rn)
+
∥∥∥ℓǫ2∥∥∥H~p,∞,s
~a,fin
(Rn)
. 1,
which completes the proof of (ii) and hence of Theorem 5.9. 
6 Some applications
As applications, in this section, we first establish a criterion on the boundedness of sublinear
operators from H
~p
~a
(Rn) into a quasi-Banach space. Applying this criterion, we further obtain
the boundedness of anisotropic convolutional δ-type and non-convolutional β-order Caldero´n-
Zygmund operators from H
~p
~a
(Rn) to itself [or to L~p(Rn)].
Recall that a complete vector space is called a quasi-Banach space B if its quasi-norm ‖ · ‖B
satisfies
(i) ‖ f ‖B = 0 ⇐⇒ f is the zero element of B;
(ii) there exists a positive constant H ∈ [1,∞) such that, for any f , g ∈ B,
‖ f + g‖B ≤ H(‖ f ‖B + ‖g‖B).
Clearly, when H = 1, a quasi-Banach space B is just a Banach space. Moreover, for any given
γ ∈ (0, 1], a γ-quasi-Banach space Bγ is a quasi-Banach space equipped with a quasi-norm ‖ · ‖Bγ
satisfying that there exists a constant C ∈ [1,∞) such that, for any t ∈ N and { fi}ti=1 ⊂ Bγ,
‖∑ti=1 fi‖γBγ ≤ C∑ti=1 ‖ fi‖γBγ holds true (see [81, 82, 44, 79]).
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Let Bγ be a γ-quasi-Banach space with γ ∈ (0, 1] and Y a linear space. An operator T from
Y to Bγ is said to be Bγ-sublinear if there exists a positive constant C such that, for any t ∈ N,
{µi}ti=1 ⊂ C and { fi}ti=1 ⊂ Y, ∥∥∥∥∥∥∥T
 t∑
i=1
µi fi

∥∥∥∥∥∥∥
γ
Bγ
≤ C
t∑
i=1
|µi|γ ‖T ( fi)‖γBγ
and, for any f , g ∈ Y, ‖T ( f ) − T (g)‖Bγ ≤ C‖T ( f − g)‖Bγ (see [81, 82, 44, 79]). Clearly, for any
γ ∈ (0, 1], the linearity of T implies its Bγ-sublinearity.
As an application of the finite atomic characterizations of H
~p
~a
(Rn) obtained in Section 5 (see
Theorem 5.9), we establish the following criterion on the boundedness of sublinear operators from
H
~p
~a
(Rn) into a quasi-Banach space Bγ.
Theorem 6.1. Assume that ~a ∈ [1,∞)n, ~p ∈ (0,∞)n, r ∈ (max{p+, 1},∞] with p+ as in (2.6),
γ ∈ (0, 1], s is as in (3.1) and Bγ a γ-quasi-Banach space. If either of the following two statements
holds true:
(i) r ∈ (max{p+, 1},∞) and T : H~p, r, s~a, fin (Rn) → Bγ is a Bγ-sublinear operator satisfying that
there exists a positive constant C7 such that, for any f ∈ H~p, r, s~a,fin (Rn),
‖T ( f )‖Bγ ≤ C7‖ f ‖H~p, r, s
~a,fin
(Rn)
;(6.1)
(ii) T : H
~p,∞, s
~a, fin
(Rn) ∩ C(Rn) → Bγ is a Bγ-sublinear operator satisfying that there exists a
positive constant C8 such that, for any f ∈ H~p,∞, s~a, fin (Rn) ∩ C(Rn),
‖T ( f )‖Bγ ≤ C8‖ f ‖H~p,∞, s
~a,fin
(Rn)
,
then T uniquely extends to a bounded Bγ-sublinear operator from H~p~a (Rn) into Bγ. Moreover,
there exists a positive constant C9 such that, for any f ∈ H~p~a (Rn),
‖T ( f )‖Bγ ≤ C9‖ f ‖H~p
~a
(Rn)
.
The following conclusion is an immediate corollary of Theorem 6.1, which extends the corre-
sponding results of Meda et al. [59, Corollary 3.4] and Grafakos et al. [33, Theorem 5.9] as well
as Ky [44, Theorem 3.5] (see also [79, Theorem 1.6.9]) to the present setting, the details being
omitted.
Corollary 6.2. Let ~a, ~p, r, γ, s and Bγ be as in Theorem 6.1. If either of the following two
statements holds true:
(i) r ∈ (max{p+, 1},∞) and T is a Bγ-sublinear operator from H~p, r, s~a, fin (Rn) to Bγ satisfying
sup
{
‖T (a)‖Bγ : a is any (~p, r, s)-atom
}
< ∞;
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(ii) T is a Bγ-sublinear operator defined on all continuous (~p,∞, s)-atoms satisfying
sup
{
‖T (a)‖Bγ : a is any continuous (~p,∞, s)-atom
}
< ∞,
then T has a unique bounded Bγ-sublinear extension T˜ from H~p~a (Rn) to Bγ.
We now prove Theorem 6.1.
Proof of Theorem 6.1. To show (i), let r ∈ (max{p+, 1},∞) and f ∈ H~p~a (Rn). Then, by the density
of H
~p, r, s
~a, fin
(Rn) in H
~p
~a
(Rn), we know that there exists a Cauchy sequence { fk}k∈N ⊂ H~p, r, s~a, fin (Rn) such
that
lim
k→∞
‖ fk − f ‖H~p
~a
(Rn)
= 0.
By this, (6.1) and Theorem 5.9(i), we conclude that, as k, ℓ → ∞,
‖T ( fk) − T ( fℓ)‖Bγ . ‖T ( fk − fℓ)‖Bγ . ‖ fk − fℓ‖H~p, r, s
~a,fin
(Rn)
∼ ‖ fk − fℓ‖H~p
~a
(Rn)
→ 0,
which implies that {T ( fk)}k∈N is a Cauchy sequence in Bγ. Therefore, by the completeness of Bγ,
we find that there exists some h ∈ Bγ such that h = limk→∞ T ( fk) in Bγ. Then let T ( f ) := h. From
this, (6.1) and Theorem 5.9(i) again, we further deduce that
‖T ( f )‖γBγ . lim sup
k→∞
[
‖T ( f ) − T ( fk)‖γBγ + ‖T ( fk)‖
γ
Bγ
]
. lim sup
k→∞
‖T ( fk)‖γBγ
. lim sup
k→∞
‖ fk‖γ
H
~p, r, s
~a,fin
(Rn)
∼ lim
k→∞
‖ fk‖γ
H
~p
~a
(Rn)
∼ ‖ f ‖γ
H
~p
~a
(Rn)
,
which completes the proof of (i).
We now prove (ii). First, by the proof of [53, Theorem 6.13(ii)] with some slight modifications,
we easily know that H
~p,∞,s
~a,fin
(Rn) ∩ C(Rn) is dense in H~p
~a
(Rn). Then, from this and an argument
similar to that used in the proof of (i), we conclude that (ii) holds true. This finishes the proof of
(ii) and hence of Theorem 6.1. 
Let ~a ∈ [1,∞)n. For any δ ∈ (0, 1], an anisotropic convolutional δ-type Caldero´n-Zygmund
operator T from [4, 22] is a linear operator, which is bounded on L2(Rn) with kernel k ∈ S′(Rn)
coinciding with a locally integrable function on Rn \ {~0n} and satisfying that there exists a positive
constant C such that, for any x, y ∈ Rn with |x|~a > 2|y|~a,
|k(x − y) − k(x)| ≤ C
|y|δ
~a
|x|ν+δ
~a
and, for any f ∈ L2(Rn), T ( f )(x) := p. v. k ∗ f (x).
Via borrowing some ideas from the proof of Yan et al. [78, Theorem 7.4] and the criterion
established in Theorem 6.1 and Corollary 6.2, we obtain the boundedness of anisotropic convolu-
tional δ-type Caldero´n-Zygmund operators from H
~p
~a
(Rn) to itself (see Theorem 6.3 below) or to
L~p(Rn) (see Theorem 6.4 below), which extends the corresponding results of Fefferman and Stein
[26, Theorem 12] as well as Yan et al. [78, Theorem 7.4] to the present setting.
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Theorem 6.3. Let ~a ∈ [1,∞)n, ~p ∈ (0, 1]n, δ ∈ (0, 1] and p˜− ∈ ( νν+δ , 1] with p˜− as in (3.1). Let T
be an anisotropic convolutional δ-type Caldero´n-Zygmund operator. Then there exists a positive
constant C such that, for any f ∈ H~p
~a
(Rn),
‖T ( f )‖
H
~p
~a
(Rn)
≤ C‖ f ‖
H
~p
~a
(Rn)
.
Theorem 6.4. Let ~a ∈ [1,∞)n, ~p ∈ (0, 1]n, δ ∈ (0, 1] and p˜− ∈ ( νν+δ , 1] with p˜− as in (3.1). Let
T be an anisotropic convolutional δ-type Caldero´n-Zygmund operator, then there exists a positive
constant C such that, for any f ∈ H~p
~a
(Rn),
‖T ( f )‖L~p(Rn) ≤ C‖ f ‖H~p
~a
(Rn)
.
Remark 6.5. We point out that the boundedness of the anisotropic convolutional δ-type Caldero´n-
Zygmund operator on the mixed-norm Lebesgue space L~p(Rn) with ~p ∈ (1,∞)n is still unknown
so far.
Now we prove Theorem 6.3.
Proof of Theorem 6.3. Let f ∈ H~p,2,s
~a,fin
(Rn) with s as in (3.1). Then, without loss of generality, we
may assume that ‖ f ‖
H
~p
~a
(Rn)
= 1. Notice that f ∈ H~p
~a
(Rn) ∩ L2(Rn), by an argument similar to that
used in the proof of Theorem 3.15, we find that there exist a sequence of (~p, 2, s)-atoms, {ak}k∈N,
supported, respectively, on {Bk}k∈N := {B~a(xk, rk)}k∈N ⊂ B and {λk}k∈N ⊂ C such that
f =
∑
k∈N
λkak in L
2(Rn)(6.2)
and ∥∥∥∥∥∥∥∥

∑
k∈N
 |λk |χBk‖χBk‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
. ‖ f ‖
H
~p
~a
(Rn)
. 1
with p− as in (2.6). From the boundedness of T on L2(Rn) and (6.2), we deduce that, for any
f ∈ H~p,2,s
~a,fin
(Rn),
T ( f ) =
∑
k∈N
λkT (ak) in L
2(Rn).(6.3)
Thus, by Theorem 6.1(i) and Lemma 3.9, to prove Theorem 6.3, we only need to show that, for
any f ∈ H~p,2,s
~a,fin
(Rn),
‖T ( f )‖
H
~p
~a
(Rn)
∼ ‖M0(T ( f ))‖L~p(Rn) . 1,(6.4)
where M0 is as in (3.5).
To this end, from (6.3), it is easy to see that
‖M0(T ( f ))‖L~p(Rn) .
∥∥∥∥∥∥∥
∑
k∈N
|λk |M0(T (ak))χB(2)
k
∥∥∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥∥
∑
k∈N
|λk |M0(T (ak))χ(B(2)
k
)∁
∥∥∥∥∥∥∥
L~p(Rn)
=: I + II,
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where B
(2)
k
is as in (2.3) with δ = 2.
For I, by Lemma 3.5 and the fact that T is bounded on L2(Rn), we conclude that, for any k ∈ N,
∥∥∥∥M0 (T (ak)) χB(2)
k
∥∥∥∥
L2(Rn)
.
∥∥∥∥MHL(T (ak))χB(2)
k
∥∥∥∥
L2(Rn)
. ‖T (ak)‖L2(Rn) . ‖ak‖L2(Rn) .
|Bk|1/2
‖χBk‖L~p(Rn)
,
where MHL denotes the Hardy-Littlewood maximal operator as in (3.2). This, combined with
Lemma 3.14, implies that
I ≤
∥∥∥∥∥∥∥∥

∑
k∈N
[
|λk |M0(T (ak))χB(2)
k
]p−
1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
k∈N
 |λk |χBk‖χBk‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
. 1.(6.5)
Next, we deal with II. To this end, for any t ∈ (0,∞), let k(t) := k ∗ Φt, where k is the kernel of
T and Φ as in (3.5). Then, we claim that k(t) satisfies the same conditions as k. Indeed, since, for
any t ∈ (0,∞) and f ∈ L2(Rn), k(t) ∗ f = k ∗ Φt ∗ f , we have∥∥∥k(t) ∗ f ∥∥∥
L2(Rn)
= ‖k ∗ Φt ∗ f ‖L2(Rn) = ‖k ∗ (Φt ∗ f )‖L2(Rn)
. ‖Φt ∗ f ‖L2(Rn) . ‖ f ‖L2(Rn).
On the other hand, by an argument similar to that used in the proof of [68, p. 117, Lemma], we
conclude that, for any x, y ∈ Rn with |x|~a > 2|y|~a,
∣∣∣k(t)(x − y) − k(t)(x)∣∣∣ ≤ C |y|δ~a|x|ν+δ
~a
,
where C is a positive constant independent of t, x and y. Therefore, the above claim holds true.
Now, by the vanishing moment condition of ak and the Ho¨lder inequality, we know that, for
any x ∈ (B(2)
k
)∁,
M0(T (ak))(x) = sup
t∈(0,∞)
|Φt ∗ (k ∗ ak)(x)| = sup
t∈(0,∞)
∣∣∣k(t) ∗ ak(x)∣∣∣
≤ sup
t∈(0,∞)
∫
Bk
∣∣∣k(t)(x − y) − k(t)(x − xk)∣∣∣ |ak(y)| dy
.
∫
Bk
|y − xk |δ~a
|x − xk |ν+δ~a
|ak(y)| dy .
rδ
k
|x − xk |ν+δ~a
‖ak‖L2(Rn)|Bk|1/2
.
rν+δ
k
|x − xk |ν+δ~a
1
‖χBk‖L~p(Rn)
.
[
MHL
(
χBk
)
(x)
] ν+δ
ν
1
‖χBk‖L~p(Rn)
,
which implies that
M0(T (ak))(x)χ(B(2)
k
)∁
(x) .
[
MHL
(
χBk
)
(x)
] ν+δ
ν
1
‖χBk‖L~p(Rn)
.(6.6)
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Therefore, by (2.5), the fact that p˜− ∈ ( νν+δ , 1] and Lemma 3.6, we find that
II .
∥∥∥∥∥∥∥
∑
k∈N
|λk |
‖χBk‖L~p(Rn)
[
MHL
(
χBk
)] ν+δ
ν
∥∥∥∥∥∥∥
L~p(Rn)
∼
∥∥∥∥∥∥∥∥

∑
k∈N
|λk |
‖χBk‖L~p(Rn)
[
MHL
(
χBk
)] ν+δ
ν

ν
ν+δ
∥∥∥∥∥∥∥∥
ν+δ
ν
L
ν+δ
ν ~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
k∈N
|λk |χBk
‖χBk‖L~p(Rn)

ν
ν+δ
∥∥∥∥∥∥∥∥
ν+δ
ν
L
ν+δ
ν ~p(Rn)
.
∥∥∥∥∥∥∥∥

∑
k∈N
 |λk |χBk‖χBk‖L~p(Rn)
p−

1/p−
∥∥∥∥∥∥∥∥
L~p(Rn)
. 1.
Finally, combining the above estimates of I and II, we obtain (6.4). This finishes the proof of
Theorem 6.3. 
Now we prove Theorem 6.4.
Proof of Theorem 6.4. Let ~p ∈ (0, 1]n and s be as in (3.1). By Corollary 6.2(i), to prove this
theorem, we know that it suffices to show that, for any (~p, 2, s)-atom a,
‖T (a)‖L~p(Rn) . 1.(6.7)
Now we show (6.7). Let supp a ⊂ B ∈ B. From the fact that T is bounded on L2(Rn) and
a ∈ L2(Rn), we deduce that
∥∥∥T (a)χB(2)∥∥∥L2(Rn) . ‖a‖L2(Rn) . |B|1/2‖χB‖L~p(Rn) ,
where B(2) is as in (2.3) with δ = 2, which, together with Lemma 3.14, implies that∥∥∥T (a)χB(2)∥∥∥L~p(Rn) . 1.(6.8)
On the other hand, when x ∈ (B(2))∁, by an argument similar to that used in the estimation of
(6.6), we conclude that
|T (a)(x)| . [MHL(χB)(x)] ν+δν 1‖χB‖L~p(Rn) .
Therefore, by (2.5), the fact that p˜− ∈ ( νν+δ , 1] and Lemma 3.5, we know that
∥∥∥∥T (a)χ(B(2))∁∥∥∥∥L~p(Rn) .
∥∥∥∥∥∥[MHL(χB)] ν+δν 1‖χB‖L~p(Rn)
∥∥∥∥∥∥
L~p(Rn)
. 1,
which, combined with (6.8), further implies (6.7) holds true and hence completes the proof of
Theorem 6.4. 
We now introduce a class of anisotropic β-order Caldero´n-Zygmund operators as follows.
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Definition 6.6. Let ~a ∈ [1,∞)n. For any given β ∈ (0,∞) \ N, a linear operator T is called an
anisotropic β-order Caldero´n-Zygmund operator if T is bounded on L2(Rn) and its kernel
K : (Rn × Rn) \ {(x, x) : x ∈ Rn} → C
satisfies that there exists a positive constant C such that, for any α ∈ Zn+ with |α| ≤ ⌊β⌋ and
x, y, z ∈ Rn,
|∂αxK(x, y) − ∂αxK(x, z)| ≤ C
|y − z|β−⌊β⌋
~a
|x − y|ν+β
~a
when |x − y|~a > 2|y − z|~a(6.9)
and, for any f ∈ L2(Rn) with compact support and x < supp f ,
T ( f )(x) =
∫
supp f
K(x, y) f (y) dy.
For any l ∈ N, an operator T is said to have the vanishing moment condition up to order l
if, for any a ∈ L2(Rn) with compact support and satisfying that, for any γ ∈ Z+n with |γ| ≤ l,∫
Rn
xγa(x) dx = 0, it holds true that
∫
Rn
xγT (a)(x) dx = 0.
Then we have the following boundedness of anisotropic β-order Caldero´n-Zygmund operators
T from H
~p
~a
(Rn) to itself (see Theorem 6.7 below) or to L~p(Rn) (see Theorem 6.8 below), which
extends the corresponding results of Stefanov and Torres [67, Theorem 1] as well as Yan et al. [78,
Theorem 7.6] to the present setting.
Theorem 6.7. Let ~a ∈ [1,∞)n, ~p ∈ (0, 1]n, β ∈ (0,∞) \ N, p˜− ∈ ( νν+β , νν+⌊β⌋a− ] with p˜− as in
(3.1) and a− as in (2.1) and T be an anisotropic β-order Caldero´n-Zygmund operator having the
vanishing moment conditions up to order ⌊β⌋. Then there exists a positive constant C such that,
for any f ∈ H~p
~a
(Rn),
‖T ( f )‖
H
~p
~a
(Rn)
≤ C‖ f ‖
H
~p
~a
(Rn)
.
Theorem 6.8. Let ~a ∈ [1,∞)n, ~p ∈ (0, 1]n, β ∈ (0,∞) \ N, p˜− ∈ ( νν+β , νν+⌊β⌋a− ] with p˜− as in (3.1)
and a− as in (2.1) and T be an anisotropic β-order Caldero´n-Zygmund operator. Then there exists
a positive constant C such that, for any f ∈ H~p
~a
(Rn),
‖T ( f )‖L~p(Rn) ≤ C‖ f ‖H~p
~a
(Rn)
.
Remark 6.9. (i) When β := δ ∈ (0, 1), then α = (
n times︷  ︸︸  ︷
0, . . . , 0) and the operator T in The-
orem 6.7 (or Theorem 6.8) becomes an anisotropic non-convolutional δ-type Caldero´n-
Zygmund operator. Thus, from Theorem 6.7 (or Theorem 6.8), we deduce that, for any
~a ∈ [1,∞)n, ~p ∈ (0, 1]n, δ ∈ (0, 1] and p˜− ∈ ( νν+δ , 1] with p˜− as in (3.1), the anisotropic
non-convolutional δ-type Caldero´n-Zygmund operator is bounded from H
~p
~a
(Rn) to itself
[or to L~p(Rn)]. In addition, we point out that the boundedness of the anisotropic β-order
Caldero´n-Zygmund operators on the mixed-norm Lebesgue space L~p(Rn) with ~p ∈ (1,∞)n
is still unknown so far.
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(ii) When ~a := (
n times︷  ︸︸  ︷
1, . . . , 1) and ~p := (
n times︷   ︸︸   ︷
p, . . . , p) ∈ (0,∞)n, H~p
~a
(Rn) and L~p(Rn) become the classical
isotropic Hardy space Hp(Rn) and Lebesgue space Lp(Rn), respectively, and T becomes the
classical δ-type Caldero´n-Zygmund operator. In this case, we know that, if δ ∈ (0, 1] and
p ∈ ( n
n+δ , 1], then Theorems 6.3 and 6.4 and (i) of this remark imply the boundedness of
the classical δ-type Caldero´n-Zygmund operator from Hp(Rn) to itself and from Hp(Rn) to
Lp(Rn) for any δ ∈ (0, 1] and p ∈ ( n
n+δ , 1], which is a well-known result (see, for example,
[1, 58, 68]).
Now we prove Theorem 6.7.
Proof of Theorem 6.7. By an argument similar to that used in the proof of Theorem 6.3, we know
that, to show Theorem 6.7, we only need to prove that∥∥∥∥∥∥∥
∑
k∈N
|λk |M0(T (ak))
∥∥∥∥∥∥∥
L~p(Rn)
. 1,(6.10)
where {λk}k∈N and {ak}k∈N are the same as in the proof of Theorem 6.3 and M0 is as in (3.5). For
this purpose, first, it is easy to see that∥∥∥∥∥∥∥
∑
k∈N
|λk |M0(T (ak))
∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥
∑
k∈N
|λk |M0(T (ak))χB(4)
k
∥∥∥∥∥∥∥
L~p(Rn)
+
∥∥∥∥∥∥∥
∑
k∈N
|λk |M0(T (ak))χ(B(4)
k
)∁
∥∥∥∥∥∥∥
L~p(Rn)
=: I + II,
where, for any k ∈ N, Bk := B~a(xk, rk) is the same as in the proof of Theorem 6.3 and B(4)k as in
(2.3) with δ = 4.
For I, by a proof similar to that of (6.5), we conclude that I . 1.
Next, we deal with II. To this end, from the vanishing moment condition of T and the fact that
⌊β⌋ ≤ ν
a−
( 1
p˜−
− 1), which implies ⌊β⌋ ≤ s, it follows that, for any k ∈ N, t ∈ (0,∞) and x ∈ (B(4)
k
)∁,
|Φt ∗ T (ak)(x)| =
1
tν
∣∣∣∣∣
∫
Rn
Φ
(
x − y
t~a
)
T (ak)(y) dy
∣∣∣∣∣(6.11)
≤ 1
tν
∫
Rn
∣∣∣∣∣∣∣∣Φ
(
x − y
t~a
)
−
∑
|α|≤⌊β⌋
∂αΦ( x−xk
t~a
)
α!
(
y − xk
t~a
)α∣∣∣∣∣∣∣∣ |T (ak)(y)| dy
=
1
tν
∫
|y−xk |~a<2rk
+
∫
2rk≤|y−xk |~a<
|x−xk |~a
2
+
∫
|y−xk |~a≥
|x−xk |~a
2

×
∣∣∣∣∣∣∣∣Φ
(
x − y
t~a
)
−
∑
|α|≤⌊β⌋
∂αΦ( x−xk
t~a
)
α!
(
y − xk
t~a
)α∣∣∣∣∣∣∣∣ |T (ak)(y)| dy
= : II1 + II2 + II3,
where Φ is as in (3.5).
AnisotropicMixed-Norm Hardy Spaces 57
For II1, by the Taylor remainder theorem and (vi), (iv) and (v) of Lemma 2.5, we conclude
that, for any k ∈ N, N ∈ N, t ∈ (0,∞), x ∈ (B(4)
k
)∁ and y ∈ Rn with |y − xk |~a < 2rk, there exists
θ1(y) ∈ B(2)k such that
II1 ≤
1
tν
∫
|y−xk |~a<2rk
∣∣∣∣∣∣∣∣
∑
|α|=⌊β⌋+1
∂αΦ
(
x − θ1(y)
t~a
)∣∣∣∣∣∣∣∣
∣∣∣∣∣y − xkt~a
∣∣∣∣∣⌊β⌋+1 |T (ak)(y)| dy(6.12)
.
1
tν
∫
|y−xk |~a<2rk
1
(1 + | x−θ1(y)
t~a
|)N
∣∣∣∣∣y − xkt~a
∣∣∣∣∣⌊β⌋+1 |T (ak)(y)| dy
.
1
tν
∫
|y−xk |~a<2rk
(
t
|x − xk |~a
)Na−
×max

( |y − xk |~a
t
)(⌊β⌋+1)a−
,
( |y − xk |~a
t
)(⌊β⌋+1)a+ |T (ak)(y)| dy.
When t ≤ |x − xk |~a, let
N :=

⌊
ν + (⌊β⌋ + 1)a−
a−
⌋
+ 1 when |y − xk|~a < t,⌊
ν + (⌊β⌋ + 1)a+
a−
⌋
+ 1 when |y − xk|~a ≥ t
in (6.12). Then, by this, the Ho¨lder inequality and the fact that T is bounded on L2(Rn), we know
that, for any k ∈ N, t ∈ (0,∞) and x ∈ (B(4)
k
)∁,
II1 .
∫
|y−xk |~a<2rk
max

|y − xk |(⌊β⌋+1)a−~a
|x − xk |ν+(⌊β⌋+1)a−~a
,
|y − xk |(⌊β⌋+1)a+~a
|x − xk |ν+(⌊β⌋+1)a+~a
 |T (ak)(y)| dy(6.13)
.max

r
(⌊β⌋+1)a−
k
|x − xk |ν+(⌊β⌋+1)a−~a
,
r
(⌊β⌋+1)a+
k
|x − xk |ν+(⌊β⌋+1)a+~a
 ‖T (ak)‖L2(Rn) |Bk|1/2
.max

(
rk
|x − xk|~a
)ν+(⌊β⌋+1)a−
,
(
rk
|x − xk |~a
)ν+(⌊β⌋+1)a+ 1‖χBk‖L~p(Rn) .
When t > |x− xk|~a, let N := ⌊ ν+(⌊β⌋+1)a−a− ⌋ in (6.12). Then it is easy to see that (6.13) also holds true.
For II2, by the Taylor remainder theorem, some arguments similar to those used in the estima-
tions of (6.12) and (6.13), the vanishing moment condition of ak, the fact that ⌊β⌋ ≤ s, (6.9), the
Ho¨lder inequality and Lemma 2.5(ix), we find that, for any z ∈ Bk, there exists θ2(z) ∈ Bk such
that, for any t ∈ (0,∞) and x ∈ (B(4)
k
)∁,
II2 .
∫
2rk≤|y−xk |~a<
|x−xk |~a
2
max

|y − xk|(⌊β⌋+1)a−~a
|x − xk|ν+(⌊β⌋+1)a−~a
,
|y − xk |(⌊β⌋+1)a+~a
|x − xk |ν+(⌊β⌋+1)a+~a
 |T (ak)(y)| dy(6.14)
.
∫
2rk≤|y−xk |~a<
|x−xk |~a
2
max

|y − xk|(⌊β⌋+1)a−~a
|x − xk|ν+(⌊β⌋+1)a−~a
,
|y − xk |(⌊β⌋+1)a+~a
|x − xk |ν+(⌊β⌋+1)a+~a

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×

∫
Bk
|ak(z)|
∣∣∣∣∣∣∣∣K(y, z) −
∑
|α|<⌊β⌋
∂αyK(y, xk)
α!
(z − xk)α
∣∣∣∣∣∣∣∣ dz
 dy
∼
∫
2rk≤|y−xk |~a<
|x−xk |~a
2
max

|y − xk|(⌊β⌋+1)a−~a
|x − xk|ν+(⌊β⌋+1)a−~a
,
|y − xk |(⌊β⌋+1)a+~a
|x − xk |ν+(⌊β⌋+1)a+~a

×
∫
Bk
|ak(z)|
∣∣∣∣∣∣∣∣
∑
|α|=⌊β⌋
∂αyK(y, xk) − ∂αyK(y, θ2(z))
α!
(z − xk)α
∣∣∣∣∣∣∣∣ dz dy
.
∫
2rk≤|y−xk |~a<
|x−xk |~a
2
max

|y − xk|(⌊β⌋+1)a−~a
|x − xk|ν+(⌊β⌋+1)a−~a
,
|y − xk |(⌊β⌋+1)a+~a
|x − xk |ν+(⌊β⌋+1)a+~a

×
∫
Bk
|ak(z)|
r
β
k
|y − xk |ν+β~a
dz dy
.r
β
k
‖ak‖L2(Rn) |Bk|1/2
×
∫
2rk≤|y−xk |~a<
|x−xk |~a
2
max

|y − xk |−ν−β+(⌊β⌋+1)a−~a
|x − xk |ν+(⌊β⌋+1)a−~a
,
|y − xk |−ν−β+(⌊β⌋+1)a+~a
|x − xk |ν+(⌊β⌋+1)a+~a
 dy
.
(
rk
|x − xk |~a
)ν+β
1
‖χBk‖L~p(Rn)
.
For II3, from the Taylor remainder theorem, the vanishing moment condition of ak, the fact that
⌊β⌋ ≤ s, (6.9), the Ho¨lder inequality and Lemma 2.5(vi), we deduce that, for any z ∈ Bk, there
exists θ3(z) ∈ Bk such that, for any t ∈ (0,∞) and x ∈ (B(4)k )∁,
II3 ≤
1
tν
∫
|y−xk |~a≥
|x−xk |~a
2
∣∣∣∣∣∣∣∣Φ
(
x − y
t~a
)
−
∑
|˜α|≤⌊β⌋
∂α˜Φ( x−xk
t~a
)
α˜!
(
y − xk
t~a
)α˜∣∣∣∣∣∣∣∣(6.15)
×

∫
Bk
|ak(z)|
∣∣∣∣∣∣∣∣K(y, z) −
∑
|α|<⌊β⌋
∂αyK(y, xk)
α!
(z − xk)α
∣∣∣∣∣∣∣∣ dz
 dy
∼
∫
|y−xk |~a≥
|x−xk |~a
2
∣∣∣∣∣∣∣∣
1
tν
Φ
(
x − y
t~a
)
−
∑
|˜α|≤⌊β⌋
∂α˜Φ( x−xk
t~a
)
α˜!
(
y − xk
t~a
)α˜
∣∣∣∣∣∣∣∣
×
∫
Bk
|ak(z)|
∣∣∣∣∣∣∣∣
∑
|α|=⌊β⌋
∂αyK(y, xk) − ∂αyK(y, θ3(z))
α!
(z − xk)α
∣∣∣∣∣∣∣∣ dz dy
.
∫
|y−xk |~a≥
|x−xk |~a
2
|Φt(x − y)|
∫
Bk
|ak(z)|
r
β
k
|y − xk |ν+β~a
dz dy
+
∫
|y−xk |˜~a≥
|x−xk |~a
2
∣∣∣∣∣∣∣∣
1
tν
∑
|˜α|≤⌊β⌋
∂α˜Φ( x−xk
t~a
)
α˜!
(
y − xk
t~a
)α˜∣∣∣∣∣∣∣∣
∫
Bk
|ak(z)|
r
β
k
|y − xk |ν+β~a
dz dy
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.
r
β
k
|x − xk |ν+β~a
‖ak‖L2(Rn)|Bk|1/2
∫
|y−xk |~a≥
|x−xk |~a
2
|Φt(x − y)| dy
+ r
β
k
‖ak‖L2(Rn)|Bk|1/2
∫
|y−xk |~a≥
|x−xk |~a
2
1
tν
∑
|˜α|≤⌊β⌋
(
t
|x − xk|~a
)Na− ∣∣∣∣∣y − xkt~a
∣∣∣∣∣|˜α| dy
= : II3,1 + II3,2.
For II3,1, from the size condition of ak and the fact that Φ is as in (3.5), it follows that, for any
x ∈ (B(4)
k
)∁,
II3,1 .
(
rk
|x − xk |~a
)ν+β
1
‖χBk‖L~p(Rn)
.(6.16)
In addition, by an argument similar to that used in the estimation of (6.13) and Lemma 2.5(ix), we
find that, for any x ∈ (B(4)
k
)∁,
II3,2 .
(
rk
|x − xk |~a
)ν+β
1
‖χBk‖L~p(Rn)
,
which, combined with (6.15) and (6.16), further implies that, for any x ∈ (B(4)
k
)∁,
II3 .
(
rk
|x − xk |~a
)ν+β
1
‖χBk‖L~p(Rn)
.(6.17)
Combining (6.11), (6.13), (6.14) and (6.17), we conclude that, for any x ∈ (B(4)
k
)∁,
M0(T (ak))(x) = sup
t∈(0,∞)
|Φt ∗ T (ak)(x)| .
(
rk
|x − xk |~a
)ν+β
1
‖χBk‖L~p(Rn)
.
[
MHL
(
χBk
)
(x)
] ν+β
ν
1
‖χBk‖L~p(Rn)
,
which implies that
M0(T (ak))(x)χ(B(4)
k
)∁
(x) .
[
MHL
(
χBk
)
(x)
] ν+β
ν
1
‖χBk‖L~p(Rn)
.
Then, by the fact that p˜− <
ν+β
ν and an argument similar to that used in the proof of Theorem 6.3,
we know that (6.10) holds true. This finishes the proof of Theorem 6.7. 
Now we prove Theorem 6.8.
Proof of Theorem 6.8. Let ~p ∈ (0, 1]n and s be as in (3.1). By an argument similar to that used in
the proof of Theorem 6.4, we know that, to show Theorem 6.8, it suffices to prove that, for any
(~p, 2, s)-atom a and x ∈ Rn,∣∣∣T (a)(x)χB(2) (x)∣∣∣ . [MHL(χB)(x)] ν+βν 1‖χB‖L~p(Rn) ,(6.18)
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where B and B(2) are as in the proof of Theorem 6.4.
Indeed, let x0 and r denote the center and the radius of B, respectively. From the Taylor remain-
der theorem, the vanishing moment condition of a, the fact that ⌊β⌋ ≤ ν
a− (
1
p˜−
− 1), which implies
⌊β⌋ ≤ s, and the Ho¨lder inequality, we deduce that, for any z ∈ B, there exists θ(z) ∈ B such that,
for any x ∈ B(2),
|T (a)(x)| ≤
∫
B
|a(z)| |K(x, z)| dz
=
∫
B
|a(z)|
∣∣∣∣∣∣∣∣K(x, z) −
∑
|α|<⌊β⌋
∂αxK(x, x0)
α!
(z − x0)α
∣∣∣∣∣∣∣∣ dz
∼
∫
B
|a(z)|
∣∣∣∣∣∣∣∣
∑
|α|=⌊β⌋
∂αxK(x, x0) − ∂αxK(x, θ(z))
α!
(z − x0)α
∣∣∣∣∣∣∣∣ dz
.
∫
B
|a(z)| r
β
|x − x0|ν+β~a
dz .
rβ
|x − x0|ν+β~a
‖a‖L2(Rn)|B|1/2
.
(
r
|x − x0|~a
)ν+β
1
‖χB‖L~p(Rn)
.
[
MHL(χB)(x)
] ν+β
ν
1
‖χB‖L~p(Rn)
,
which implies that (6.18) holds true and hence completes the proof of Theorem 6.8. 
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