This work concerns controlled Markov chains models with a countable state space, under (exponential) total and discounted risk-sensitive cost criteria. A set of general conditions is presented to obtain structural properties of the optimal value function and policies. In particular, monotonicity properties of value functions and optimal policies axe established. Three applications studies are used to illustrate the general results obtained is this paper: equipment replacement, optimal resource allocation, and inventory control.
Introduction
This paper presents a study of controlled Markov chains (CMC) with exponential total cost (ETC) and exponentii. discounted cost (EDC) 15, 161 . In this paper, general conditions to obtain structural properties of the optimal exponential value function and policies are presented as well as applications three particular areas: equipment replacement, optimal resource allocation, and an inventory control.
The paper is organized as follows: the material in Section 2 summarizes the description of the model and general optimality results for the finite and infinite horizon cases; the reader is refered to [2, 3] for the proofs of those results. In Section 3, we provide a set of suEcient conditions on the cost and the probabilistic structure of a CMC under which the optimal EDC is shown to be monotone, as a function of the initial state. In the same section, it is also shown that, under additional assumptions, the decision function of the optimal policy at the t-th stage is monotone (as a function of the state), for t = 0 , 1 , . . . . Moreover, the action applied in a given state depends monotonically on t , the time at which the action is applied. The approach followed is to show the modularity of certain functions (related to the optimality equation) and then to use known results about minimization of a modular function on a lattice; see [18, 22, 24, 251 for the application of this methodology in the risk-neutral case. Finally, Sections 4, 5 and 6 contain applications in the following areas: infinite horizon equipment replacement problems with EDC criterion; finite horizon optimal allocation problems with ETC criterion; inventory control with EDC criterion.
Description of the Model
Let us consider a CMC especified by the four-touple (X, A,P, C), where: X = {1,2,. . . } is the countable 
The stochastic optimal control problem is to find a policy K* such that J$*(x,y) = infk{J$(x,y)} =: J p ( x , y ) . Such a policy, if it exists, is called P-utility optimal. Similarly, Jp,,(x,y) is defined as the optimal exponential cost from time t = 0 to time t = n.
The optimal EDC satisfies the optimdity equation and this equation characterizes Markov deterministic optimal policies. 
Lemma 2 Suppose that: i ) C ( . , a ) is increasing (de-
creasing
Proof:
We only prove the lemma for C ( . , a ) increasing, and the C ( -, a ) decreasing case is similar. By a d u e iteration result, it is only needed to prove that for each t , Jp,,(-,ypt) is increasing, for all n. It will be done by induction on n. First, since Jp,o(x, yPt) = sgny, the result holds for n = 0. Now, let d 2 x .
Then, for a E A ( z ) ,
where the second inequality follows from Lemma 1 by using the induction hypothesis and condition (ii). The H result follows from condition (iii).
Monotone Policies
In the sequel, the action space is considered as a subset of the real numbers with the usual order: (A, <). A monotone policy is a Markov deterministic policy a = (fo, f i , . . . ) such that the decision rules ft , t = 0,1, . . . , are monotone functions of the state. It is clearly useful to know when such an optimal policy exists, because the search for an optimal policy within the class of the Markov deterministic policies can be restricted to the much smaller subclass of monotone policies. Due to the fact that the optimal policy 7r = ( f o , f l , . ..)
is in general non-stationary, a natural question that arises here is, how the optimal action f t ( x ) varies with respect to t , for each fixed x . The objective in this subsection is to find sufficient conditions that guarantee monotonicity with respect to x and/or with respect t o t of the optimal decision rules. Unless otherwise stated, we will consider a discount factor 0 < ,6 < 1 and a risk sensitivity coefficient y > 0 throughout the rest of 
Modular Functions
Let (S,&:I be a lattice, and let G : S -R. We say that: all G(.) is subadditive (or submodular) on S if G(sVr)+G(sAr) < G ( s ) + G ( r ) f o r e v e r y s , r E S ; b) 
Remark 2 a) Note that the conditions (a), (ai)
and (iii) in Theorem l ( a ) (Theorem 2(a) ) together are equivalent to the subadditivity of the function L (Jp)(., .,yPt) (logHt(., .,y) ) on the lattice (K, 4 ) (Jp)(x, ., .) on the lattice (A(x) x r,=&,,) (y,y) . In the first case, in order to decompose the problem as in the riskneutral case, an additional challenge is faced in that now additional conditions must be established for the product of two submodular functions to be a submodular function. In this subsection, conditions (on g and h) are given to ensure that the submodularit,y of L ( J p ) follows from that of g and h. Moreover, besides submodularity with respect to K as in the risk-neutral case, submodularity with respect to A x I? is also considered, leading to structural propert.ies of the optimal policies with respect to y. In the second case, submodularity of the two functions C ( x , a ) and loght(z,a,y) is needed separately. This approach is used in Section 7 to show optimality of the monotone policies in an o p timal allocation problem. The following two theorems will be used in Section 5, to show submodularity (with respect to A x I' and X x A respectively) of the func- A -W.
Assumption 2 C(x, a ) is increasing in (x, a).

Assumption 3 P([z,co) I x,a) := C,"=,p,,(a) is in-
creasing in x for all z E X and a E A.
Assumption 4 P(
Note that if the cost function satisfies Assumption 1 then the discounted optimality equation is given as folJp(y,yPt+')}. In that case, one wants to provide conditions to establish the modularity of the function within brackets. Hence, with some abuse of notation, the function g given in (1) 
Proof:
a) The result follows since g(x,a,yDt) is constant in 2. b) By Lemma 2, Assumptions 2 and 3 imply that Jp(x,ypt) is increasing in x. Thus, the result follows from Lemma 1 by using Assumption 4.
I
In [3], three applications are used to illustrate the results obtained in this paper: equipment replacement,, optimal resource allocation, and inventory control. For brevity, only some results about the first two applications are summarized here.
Application 1: An Equipment Replacement Model
In this section an infinite horizon CMC model of an equipment replacement problem is studied. Under standard conditions, it is shown that the optimal policy is of the threshold-type. Moreover, it is shown that the optimal decision functions f t ( x ) , t = 0,1,. . . , are decreasing functions in t for each x. We refer the reader to [3] for the detailed proofs of those results; see, e.g., the component tends to turn worse gradually with use, the conditional probability of the component being at a state greater or equal than IC at the end of the period, given that it was a state x at the beginning of the period is increasing in x, i.e., E,"=, pry( 1) is increasing in x.
First, it is established in the following lemma that the optimal value function for the model above is increasing on the state, and then it will be shown that there exists a threshold optimal policy. t. The following lemma, whose proof is given in [3] , is used to prove this result.
Lemma 5 Problem.
In this section a finite horizon CMC model of an optimal d1ocat;ion problem is studied. Some results previously obtained in this paper are applied to prove structural properties of the optimal value function corresponding t,o the exponential total cost. It is shown that there exists an optimal policy (fo, fi, . . . fiv-1) such that the decision rules ft(x), t = 0,. . . N -1, axe increasing functions in x and increasing in t; see [23] for an analysis of this problem with risk-neutral total cost. The optimal allocation problem can be described as follows. 
