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ABSTRACT
Industrial gas turbines constitute a considerable portion of global power generation, from
large engines for centralized grids, to smaller frames for decentralized demand. Power output,
efficiency, and reliability are chief criteria regarding the development of next-generation
turbines, whose components are expected to operate in ever harsher environments. Turbine
blades are subjected to high temperatures, an array of mechanical loads, and dynamic fluid
fields, all contained within a non-isothermal profile, making creep and high-cycle fatigue critical
aspects of turbine blade design. Current analysis tools and methods have resulted in the
development of many successful components; however, improved life prediction models with
even greater accuracy are needed to maintain today’s product reliability under the extreme
environments associated with next-generation operating conditions.
The combination of creep and high-cycle fatigue produces a synergistic interaction effect,
whose explicit consequence to turbine life remains unaccounted for by current, decoupled life
prediction models, which traditionally incorporated such interaction effects into design safety
factors. The continued development of high fidelity analytical tools, unique cooling technologies,
and advanced materials has propelled turbine design to higher efficiencies and tighter margins.
Improved lifing models capable of capturing these effects are now needed in order to maintain
current reliability standards in these ever-expanding, future operating conditions. Combined
creep and high-cycle fatigue has been the subject of very little research; however, sufficient
knowledge is available in literature to guide the formation of a comprehensive study.
This research study identifies the life-limiting aspect of a combined high-cycle fatigue
and creep response in conventionally cast Ni-base superalloy CM 247 LC, and captures the
interaction of the two loads in two novel candidate life prediction frameworks. The frameworks
iii

are created from a comprehensive collection of experimental data obtained using a conventional
high-cycle fatigue test method and an unconventional two-part test method, where test specimens
pre-deformed to a prescribed creep strain are fatigue loaded at an elevated temperature and high
frequency until failure. A variety of temperatures, creep strains, and fatigue loading conditions
are be explored to ensure that the resulting model is applicable to the myriad of potential turbine
blade operating conditions. Additional tests are also be carried out to determine the contribution
of high temperature aging on the combined failure and to evaluate the effect of material grain
size. Rigorous metallographic assessments accompanying each test are leveraged to create the
microstructurally-informed combined life prediction frameworks.
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CHAPTER 1
INTRODUCTION
Industrial gas turbines have been used prolifically to supply power worldwide for over 60
years in a variety of sizes and applications. Large, heavy-duty gas turbines are used in the power
generation industry to produce electricity in ever increasing efficiencies, and in the case of the
upcoming Siemens SGT5-9000HL, boast prospective simple cycle outputs of as much as 567
MW in the near future [Siemens AG, 2018]. Turbines of these sizes are used to supply a grid,
and are usually paired with steam turbines in a combined cycle configuration to attain
efficiencies in the range of 60-65% [Boyce, 2012]. Smaller industrial gas turbines such as the 41
MW Mitsubishi Hitachi Power Systems H-25 [Mitsubishi Hitachi Power Systems, 2019] are
used on offshore platforms and other applications in the oil and gas industry, as well as serve the
decentralized and distributed power generation markets.
Regardless of size and manufacturer, the fundamental components that constitute a gas
turbine remain the same: a compressor, a combustor, and a turbine. These components are
sketched in Figure 1.1. Air is brought into the system through the compressor, where the pressure
of the air is increased. The air is then mixed with fuel and burned in the combustor, which sends
the high-energy flow downstream into the turbine. The turbine component of the assembly
contains several stages of stationary vanes that turn and accelerate the gas flow, and rotating
blades that change that momentum into tangential force [Shih and Yang, 2014]. In essence, the
turbine converts the potential energy of the hot gas flow into the kinetic energy associated with
the rotation of a shaft, thereby creating mechanical work that can drive a generator to produce
electricity, and also drive the compressor to continue the cycle.
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Figure 1.1: Sketch of Siemens W501 G industrial gas turbine with critical elements denoted
[Boyce, 2012].

The efficiency of a gas turbine improves with higher operating temperatures; therefore, as
efficiency targets have increased over the years, so too has the temperature at which turbine
components are expected to operate (Figure 1.2). It is estimated that for every 55.5°C increase in
temperature, a 0.5-1% efficiency gain can be attained [Boyce, 2012], making the development of
temperature-resistant alloys and cooling technologies a requirement for a successful and reliable
product. This drive for higher temperatures is demonstrated by a firing temperature goal of
exceeding 1700°C from the Advanced Gas Turbine program sponsored by the Department of
Energy (DOE) [National Energy Technology Laboratory, 2016]. A close contender to this target
is the M501J turbine developed by Mitsubishi Heavy Industries, which boasts a 1600°C turbine
inlet temperature [Yuri et al., 2013]. Such high temperatures pose a daunting task for turbine
designers, who must ensure that hot gas path components can retain mechanical integrity for the
duration of the service interval.
2

Figure 1.2 Plot demonstrating the increase in turbine inlet temperature over the years for
industrial gas turbines [James, 2015].

Of particular interest to this study are the blades and vanes of industrial gas turbines,
which are subjected to a variety of conditions ranging from the turbine inlet temperature at the
first row of blades and vanes, to the turbine exhaust temperature in the later stages. In these
applications, a portion of the pressurized air from the compressor is utilized for cooling, which is
often carried out by convection through serpentine passages within the thin-walled components
[Boyce, 2012]. Other advanced cooling schemes, such as film and impingement cooling, are
used in conjunction with specialized thermal barrier coatings to transfer heat from the underlying
metal components. An example of this is the turbine blade sketched in Figure 1.3. Even with
these innovative features, cast alloy materials capable of high strength at extreme temperatures
are needed to withstand the various loads and deformation mechanisms of these components,
which include mechanical loads, thermal loads, creep effects, and environmental effects.

3

Figure 1.3: Sketch of a turbine blade with critical elements denoted [GF Precicast, 2017].

Turbine blades function by rotating about a central shaft, and therefore, are subjected to
centrifugal forces that act as a primary, unrelenting load. These, as well as the pressure from the
gas flow, are the principal loads in sustained turbine operation. Secondary, relenting loads may
also be present as a result of thermal effects, usually due to an uneven rate of temperature change
throughout the part. An example of this is neatly outlined by Japikse and Baines [Japikse and
Baines, 1994], where during the heat-up of a turbine inlet guide vane, the leading edge heats up
faster than the rest of the airfoil. In this situation, the remainder of the airfoil resists the thermal
deformation of leading edge resulting in a state of compression that eventually relaxes as the rest
of the airfoil is brought up to temperature.
Creep is a deformation mechanism that occurs when a load is applied at an elevated
temperature for an extended period of time. The result is an inelastic strain that develops in the
material that can only be rejuvenated though heat treatment and, if necessary, hot isostatic
pressing, in a refurbishment procedure [Baldan, 1991]. Creep failure often manifests as either a
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rupture in the material, or an excessive deformation that can cause components to lock up or
wear down. Creep is one of the primary life-limiting mechanisms in the hot section of a gas
turbine engine, and it is imperative that designers are able to accurately predict its effects. Creep
in a turbine can also be exacerbated by the harsh environment associated with the hot gasses
created by the combustion process. Oxidation and corrosion can form deposits on the component
that deplete critical elements from the alloy and cause pitting, eventually leading to a loss of
material over time [Lai, 2007]. These effects are mitigated with the use of superalloys, but are
still a still a concern to the survivability of turbine components.
In recent decades, these ever-increasing requirements have driven the development of
new superalloy materials and manufacturing techniques, which are now commonly used in the
hot section of industrial gas turbines. There are several types of superalloys, but the one used
most commonly in industrial gas turbine applications are nickel-based superalloys. These
materials contain a high proportion of Nickel, and have many other alloying elements to impart
the superalloy with strength, ductility, creep resistance, oxidation resistance, and corrosion
resistance at the expected operating conditions. In some cases, these materials are used in
applications where average temperatures may reach 1050°C, with peaks of up to 1200°C for
short durations, amounting to about 90% of the melting point [Pollock and Tin, 2006]. These
superalloys rely on solution strengthening, precipitate formation, and beneficial secondary
phases to achieve these properties, while mitigating the formation of undesirable phases and
microstructures that may cause premature crack initiation, nucleation, or propagation within the
material. Through careful consideration in developing the microstructure of these materials,
some Ni-base superalloys can even undergo limited strengthening at increasing temperature,
making the selection of such alloys critical to the success of turbine component development.
5

The Ni-base superalloy under consideration for this study is conventionally cast CM 247 LC,
which is frequently used in blades, vanes and ring segments of IGTs.
The combination of these mechanical loads, thermal loads, and oxidation and corrosion
effects present a challenging set of boundary conditions that are made worse by the cyclic nature
of typical turbine operation. One of the key features of an industrial gas turbine are its short startup and shut-down time, which is why their day-to-day usage is frequently directed by the
requirements of the power grid to which they are connected. During peak hours, turbines may
need to be active and at full load, whereas during off hours, this extra power may not be needed
if other turbines are sufficient to provide the necessary power. This means that components may
be ramped up and down thousands of times during their life span, which amounts to a fatigue
loading case. This also represents a challenging reliability issue, as blades must survive up to
1200 engine starts-ups or 24,000 hours before inspection is required [Eggart et al., 2017].
Fatigue is the repeated, cyclic application of a load. Over time, fatigue can cause failure
at stresses well below the strength of the material [Wöhler, 1870]. Hardening or softening of the
material may also result from fatigue, changing the state of stress expected within a component.
There are several types of fatigue loading, including low-cycle fatigue (LCF), high-cycle fatigue
(HCF), and thermomechanical fatigue (TMF).
The overall operation of an IGT can be idealized as a thermomechanical fatigue profile,
where both the mechanical and thermal loads fluctuate as the IGT is turned on and off. The two
most commonly considered TMF load profiles are in-phase, and out-of-phase. If the temperature
reaches its peak at the same time as the mechanical load, the cycling is said to be in-phase
(Figure 1.4a). If the temperature reaches it minimum value at the same time the mechanical load
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reaches its maximum value, the cycling is said to be out-of-phase (Figure 1.4b). The majority of
blade life is spent in sustained engine operation, where the thermal and mechanical loads hold
steady as power is being generated; resulting in a dwell at the peak TMF load that predominantly
incurs creep deformation.

(a)

(b)

Figure 1.4: Schematic of an (a) in-phase and (b) out-of-phase TMF load profile.

High-cycle fatigue (HCF) is the result of repeated loading that causes failure after
lifetimes exceeding 103 cycles, and is typically associated with high frequency, low amplitude
vibrations. In a gas turbine, HCF is usually the result of dynamic effects, such as approaching
resonant frequencies, unstable fluid flows, or a rotating imbalance. HCF is not an independent
phenomenon and can occur simultaneously with other fatigue and deformation mechanisms.
High-cycle fatigue failure is mitigated by designing away from resonant frequencies.
Established failure criteria are also used to evaluate remaining alternating stresses to ensure that
the life of the component will exceed service requirements in the event resonance is attained
during operation. Many failure criteria exist, including those developed to capture combined
loading effects. A substantial amount of work has been done in the last three decades to
characterize and predict the combination of HCF and LCF (LCF+HCF), which was found to
7

have a synergetic detrimental effect on material life [Trufyakov and Koval’chuk, 1982; Matikas,
2008; Schweizer et al., 2011; Zhu et al., 2017]
The combination of HCF and creep (HCF+Creep) is also present in IGT operation. High
frequency, low amplitude loads can act in tandem with the creep-driven loads associated with
sustained operation. Though in reality this would be the combination of HCF and TMF, the
simplification to HCF+Creep can be assumed due to the dominance of creep during this TMF
dwell regime. HCF loading can also occur on components that have already undergone
substantial creep deformation (Pre-Creep+HCF).
Though many load combinations involving creep have been the subject of research over
the years, the interaction of creep and HCF has remained relatively unexplored. An accurate life
prediction model capable of capturing this interaction is needed. The model must be grounded by
experimental results and be pertinent to blade operating conditions. The goal of this study is to
develop a framework capable of accurately characterizing this interaction. Methods of
developing prediction models are crucial to the development of future gas turbine engines that
meet DOE turbine temperature and efficiency goals, which must operate with tighter design
margins and the same expected reliability of its predecessors.
To achieve this goal, a rigorous literature review has been conducted on the material
(CHAPTER 2) and the life-limiting mechanisms (CHAPTER 3), including HCF in Section 3.1,
creep in Section 3.2, damage accumulation rules in Section 3.3, and HCF+Creep in Section 3.4.
The goals of the study, as well as the hypothesis are listed in CHAPTER 4. An overview of the
testing procedure, including test the test matrix and equipment can be reviewed in CHAPTER 5.
The results of the data and an in-depth analysis of the fracture surfaces can be found in
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CHAPTER 6. The novel lifing framework is formulated in CHAPTER 7 and evaluated in
CHAPTER 8. Concluding remarks are made in CHAPTER 9, which also contain information
regarding areas of future research. Appendices containing tabulated literature data, experimental
results, and similar information are located at the end of this report. In this document, the values
of stress and associated modeling constants have been normalized by a reference stress, σref, at
the given temperature in order to protect proprietary data.
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CHAPTER 2
MATERIAL
The material selected for this study is conventionally cast CM 247 LC, a Nickel-base
superalloy developed by Cannon-Muskegon for use in the hot sections of aero and industrial gas
turbines. The excellent high temperature properties and creep resistance afforded by this alloy
has made CM 247 LC commonplace in industrial gas turbine blade design, and thus a logical
choice for this study. The alloy CM 247 LC, also known as René 108, was developed as a
derivative of Mar-M 247, a Ni-base alloy of similar composition developed by my Martin Metals
Corporation several years prior [Harris et al., 1984].
2.1 Processing
The Cannon-Muskegon variant of the alloy was created to have the capability to be cast
as a directionally-solidified (DS) material [Harris, 1984], where the resultant grains are aligned
such that they parallel to one another. This allows an engineer to design a component, such as a
turbine blade, so that the grains are oriented parallel to the airfoil axis, where the loads are
expected to be greatest. Single-crystal variants of this material have also been designed. A
single-crystal material aims to eliminate grain boundaries to improve creep response by casting
the component as a large, single grain. A conventionally cast (also known as equiaxed) blade is
compared with a DS and single-crystal (SX) blade in Figure 2.1, where the different grain
structures are immediately visible. Forming IGT blades with a DS or SX process typically offers
an improvement of material properties over a conventionally-cast process, and as a result, the
component has sufficient strength and creep resistance such that it can be designed to have airfoil
walls as thin as 0.5 mm to 1.0 mm for improved cooling effectiveness [Harris et al., 1984]. This
allows for the part to be subjected to higher operating temperatures or a reduction of cooling air,
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both of which increase turbine efficiency. The drawback to directional solidification and single
crystal casting is that these processes are significantly more expensive, and may not be necessary
if a conventionally cast (CC) part is sufficient for the application.

Figure 2.1: Comparison of (left to right) SX, DS, and CC turbine blades [Pollock and Tin, 2006]

As is the norm for Ni-base superalloys, CM 247 LC and parent alloy Mar-M 247 are
typically processed after casting with a regimen of hot isostatic pressing (HIP) and heat treatment
conditions. Hot isostatic pressing involves the densification of components by using a gas to
apply a uniform pressure at a high temperature that is usually greater than 70% of the alloy
melting temperature [Atkinson and Davies, 2000]. The purpose of HIP is to remove the pores
within the material, which result in an improvement of mechanical properties and the reduction
of scatter in said properties. A solution heat treatment is applied by simply letting the component
age at a series of temperatures for prescribed periods of time. The temperatures and durations for
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each material are optimized to result in a desirable quantity, size, and distribution of precipitates
depending on the service temperature [Erickson et al., 1984].
2.2 Microstructure
2.2.1 Composition
The material properties associated with CM 247 LC and Mar-M 247 are comparable as a
result of the similarity between the two compositions. The nominal compositions of alloying
elements for both CM 247 LC and Mar-M 247 are documented in Table 2.1. From this table, the
primary difference between the CM 247 LC and Mar-M 247 is the reduction of carbon by almost
half, for which the material has the designation of Low Carbon (LC). This reduction improves
the carbide stability and microstructure of the material. The zirconium and titanium content are
reduced to prevent cracking along the grain boundaries during the directional solidification
process. Other alloying element contents were also adjusted to compensate for these changes
[Erickson et al., 1984]; however, major differences in chemistry are absent. The microstructure
of CM 247 LC and Mar-M 247 are shown in Figure 2.2 [Prasad et al., 2016; Smid et al., 2016].
In addition to their participation in the various primary and secondary phases, some of the
alloying elements impart other beneficial properties to the material. The role of alloying elements
in Ni-base superalloys is summarized in Figure 2.3. Hafnium and zirconium act to refine the
grain boundary, improving ductility and creep resistance. Aluminum and chromium provide
much needed oxidation resistance to the material [Donachie and Donachie, 2002], which along
with the hot corrosion resistance of the chromium, allows for the alloys to be used in combustion
environments of gas turbine engines [Lai, 2007].
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Table 2.1: Nominal compositions of Mar-M 247 and CM 247 LC [Harris et al., 1984].
Nominal Composition (Wt. %)
Material
C

Ni

Cr

Co

Mo

Al

B

Ti

Ta

W

Zr

Hf

Mar-M 247

0.15

Bal.

8.4

10.0

0.7

5.5

0.015

1.0

3.0

10.0

0.05

1.5

CM 247 LC

0.07

Bal.

8.1

9.2

0.5

5.6

0.015

0.7

3.2

9.5

0.015

1.4

(a)

(b)

Figure 2.2: SEM image of (a) CM 247 LC [Prasad et al., 2016] and (b) Mar-M 247 [Smid et al.,
2016] microstructure.

Figure 2.3: Periodic table summarizing the role of alloying elements in a typical Ni-base
superalloy [Howmet Corporation, 1998].
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2.2.2 Grain Details
Both materials CM 247 LC and Mar-M 247 contain an austenitic face-centered cubic
(FCC) γ matrix formed from a Ni-based and a high percentage of solid-solution elements
including cobalt, chromium, molybdenum, and tungsten. The primary strengthening phase is a
dispersed FCC γʹ precipitate of Ni3Al and Ni3Ti formed with the help of tantalum. A γ-γʹ eutectic
is also often formed at the grain boundaries, which imparts some ductility to the alloy.
The γʹ precipitate particles are the principal source for high temperature strength, creep
rupture strength, and resistance to oxidation and hot corrosion; therefore, quantities of this
precipitate as high as 65%-68% of the total material volume are desired [Pollock and Tin, 2006;
Harris et al., 1984]. Heat treatments and other processing techniques are employed to fully
solution the γʹ phase after casting to maximize this volume [Erickson and Harris, 1994]. The γʹ
phase appears as cuboids on the order of 0.45 µm in the material (Figure 2.4) when properly
formed [Harris et al., 1984], though rafts and films may also be present. The effectiveness of the
γʹ phase and γ-γʹ eutectic make these alloys a good choice for blades and vanes, where long life
and high strength and ductility are desired in harsh, high temperatures environments such as the
hot and corrosive gas path of an IGT.
CM 247 LC and Mar-M 247 also contain carbides, which stabilize grain boundaries to
improve creep rupture strength and yield strength at high temperatures. These carbides are
formed along grain boundaries during heat treatment or during service conditions. Carbides can
also be formed into coarse precipitates that reduce ductility in the material and serve as crack
initiation sites and propagation paths [Jonšta et al., 2015]. In general, carbides can take a coarse,
random, globular, blocky, discontinuous, or script microstructure (Figure 2.5) [Donachie and
Donachie, 2002]. Carbides can form from carbon and many of the metallic alloying elements
14

within the material, some more stable than others. Borides, similar to carbides, can also segregate
to grain boundaries to improve creep-rupture properties [Jena and Chaturvedi, 1984]. Borides
typically take the form of blocky, half-moon particles.

Figure 2.4: γʹ microstructure in a Mar-M 247 sample [Jonšta et al., 2015]

(a)

(b)

(c)

Figure 2.5: Carbide microstructure in a Waspaloy sample demonstrating a (a) globular form at
3000X magnification, (b) film form at 5000X magnification, and a (c) zipperlike form at
20,000X magnification [Donachie and Donachie, 2002].
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2.3 Elastic and Tensile Response
Insights regarding the elastic and tensile response of the alloys are an important reference
when developing high-cycle fatigue experiments. The stresses associated with high-cycle fatigue
must be within the elastic response region; therefore, prior knowledge of the elastic modulus,
yield strength, and ultimate tensile strength are valuable in formulating a meaningful test matrix.
A comprehensive literature review has been conducted in pursuit of these material properties, yet
only one source contained information regarding the elastic modulus of either CM 247 LC or
Mar-M 247. This information is in the form of a linear temperature-dependent model [Sehitoglu
and Boismier, 1990], and is included in Figure 2.6, where the expected decrease in elastic
modulus with increasing temperature is observed for Mar-M 247. It is expected that the elastic
modulus of both alloys is identical.

Elastic Modulus, E (MPa)

300000
250000
200000
150000
100000
50000
Mar-M 247

0
0

200

400

600

800

1000

1200

Temperature, T (°C)

Figure 2.6: Plot of estimated elastic modulus as a function of temperature for Mar-M 247
[Sehitoglu and Boismier, 1990]
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The tensile yield strength and ultimate tensile strength of CM 247 LC and Mar-M 247 are
nearly identical. This is displayed in Figure 2.7 and Figure 2.8, where the yield strength and
tensile strength are plotted as a function of temperature for both materials. It should be noted
from the plots that the yield strength and ultimate tensile strength of the materials increase at
moderate temperatures before reaching a peak, whereby the strength decreases sharply with
increasing temperature. This behavior is characteristic of many Ni-base superalloys and is
sometimes referred to in literature as a “yield strength anomaly” [Rai et al., 2017]. The
phenomenon is a result of cross-slip within the γʹ precipitate of the superalloy [Shenoy et al.,
2005]. The yield strength anomaly has proven to be advantageous in the development of gas
turbine components to impart much needed strength at the high temperatures associated with
typical operating conditions.

1

Normalized Yield Strength,
σy /σref-20°C (MPa/MPa)

0.9
0.8
0.7
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Mar-M 247

0.1

CM 247 LC

0
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200
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800

1000

1200

Temperature, T (°C)

Figure 2.7: Plot of yield strength normalized by the 20°C ultimate tensile strength as a function
of temperature for Mar-M 247 and CM 247 LC [NiDi, 1995; Harris, 1984; Kaufman, 1984].
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Normalized Ultimate Tensile Strength,
σu /σref-20°C (MPa/MPa)
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Figure 2.8: Plot of ultimate tensile strength normalized by the 20°C ultimate tensile strength as a
function of temperature for Mar-M 247 and CM 247 LC [NiDi, 1995; Harris, 1984; Kaufman,
1984; Kim et al., 2008].

Conventionally cast CM 247 LC and Mar-M 247 exhibit very similar mechanical and
creep properties; however, in creating CM 247 LC, the developers found that the polycrystalline
form of the material resulting from conventional casting had unexpectedly high tensile ductility
compared to Mar-M 247. As a result, the amount of elongation supported by the low carbon
variant may exceed twice that of Mar-M 247 [Harris, 1984]. The tensile elongations of both CM
247 LC and Mar-M 247 are graphically represented in Figure 2.9, where the larger elongations
supported by CM 247 LC are made visible. This added ductility is a key factor in long low-cycle
fatigue (LCF) life in high mean stress regions, as well as desirable fracture toughness properties
[Harris et al., 1982; Harris, 1984].
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Figure 2.9: Plot of maximum tensile elongation as a function of temperature for Mar-M 247 and
CM 247 LC [Harris, 1984; Kaufman, 1984; Kim et al., 2008].

The effect of grain size must also be considered, as the high-cycle fatigue response of
fine and medium grain materials will also be the subject of an exploratory set of tests in the
present study. Like other materials, smaller grain sizes in these two Ni-base superalloys result in
better tensile [Cieśla et al., 2015] and fatigue [Seo et al., 2004] properties. Examples of this
improvement are found in Figure 2.10, where the resulting tensile strength, yield strength, and
elongation are compared by Huang and Koo [Huang and Koo, 2004] for two temperatures and
three grain sizes in the form of bar charts. This data confirms that tensile properties decrease
with increasing grain size for polycrystalline CM 247 LC.
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Figure 2.10: Variation in tensile properties of CM 247 LC by grain size [Huang and Koo, 2004].

Given that the subject of this study pertains to the HCF load regime, were stresses are
relatively low, it is assumed that data from both equiaxed CM 247 LC and Mar-M 247 can be
used interchangeably. This assumption is significant, because Mar-M 247 has had a good degree
of prevalence in literature and been the subject of many studies, whereas polycrystalline CM 247
LC has been markedly less published. A summary of the tensile data obtained from literature
sources if found in Table 2.2. A complete collection of available literature data corresponding to
creep and HCF are presented in their respective sections.

Table 2.2: Summary of tensile data obtained from literature sources.
Measured
Source
Property
T (°C)
Mar-M 247
21, 538, 649, 760, 871, 982
σ y, σ u
NiDi, 1994
Mar-M 247, CM 247 LC
21, 426
σy, σu, εf
Harris, 1984
Mar-M 247
21, 204, 538, 649, 760, 871, 982, 1037 σy, σu, εf
Kaufman, 1984
CM 247 LC
23, 649, 760, 871, 982
σu, εf
Kim et al., 2008
CM 247 LC, Fine Grain CM 247 LC
27, 760
σy, σu, εf Huang and Koo, 2004
Material

Temperature

CM 247 LC is selected as the candidate material for this study because it is a frequently
used alloy in the gas turbine industry, making all experimental data and resulting formulations
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immediately applicable to high temperature component design. This alloy is also an excellent
representation of a generic Ni-base superalloy, as it exhibits many of the same material hallmark
characteristics as similar alloys, such as the yield point anomaly and γ’ phase. The
conventionally-cast nature of the CM 247 LC alloy chosen for the study will also lend critical
insight on similarly processed alloys with comparable grain structures, as well alloys of similar
compositions processed into a directionally-solidified and single crystal configurations. The
selection of CM 247 LC will ensure that the data and observations resulting from this study will
be transferrable to other applications and industries.
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CHAPTER 3
LITERATURE REVIEW
For decades, high-cycle fatigue and creep have individually been the subject of countless
studies. Their effects have been observed, tested, modeled and predicted with reasonable
accuracy, resulting in the development of methods and tools that have been used to design
efficient industrial gas turbines with enormous power outputs. As proficiency in predicting
mechanical response and design life has evolved, so too has the desired level of fidelity,
prompting the need for new methods capable of capturing the consequence of complex load
cases, including the combination of HCF and creep. In pursuit of this goal, it is necessary to
review the theories and results published in literature regarding this combined load case. To
complement this knowledge, classical theories of HCF, creep, and damage accumulation rules
must be surveyed. Critical analyses of these subjects are key to formulating an effective
experimental design and a new life prediction framework. This chapter consists of a
comprehensive literature review that sets the groundwork for framework development.
3.1 High-Cycle Fatigue
Amid a series of railroad accidents in the late 19th century, August Wöhler began
publishing experimental results that would become the foundation of many classical high-cycle
fatigue (HCF) life prediction models still in use today. High-cycle fatigue is the repeated
application of a constant load until failure, typically associated with lifetimes between 103 and
108 cycles and usually incurred at high frequencies that can reach the hundreds or thousands of
hertz. It is assumed that the fluctuating load is small enough to be considered purely elastic in
nature. Due to this unique set of loading conditions, HCF damage can accumulate very quickly,
resulting in failure in a matter of seconds to hours.
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In IGTs, such high frequency loading is traditionally attributed to the blade dynamics of
engine operation. As a blade rotates past an upstream vane, it encounters a change in lift and
moment load generated by the directed flow [Rangwala, 2005]. A turbine stage can contain
dozens of vanes. As the blade rotates around the central axis at either 50 Hz or 60 Hz, the load is
repeatedly applied for each vane in the set, resulting in a high frequency, forced excitation. The
blade is at risk of rapid HCF failure when this excitation frequency is near the natural frequency
of the flexible blade. For this reason, natural frequencies that cross these excitation frequencies
are avoided during blade design for steady-state operation when the speed and thermal load are
constant. Nevertheless, a crossing can sometimes be unavoidable, and the response may be
significant enough to cause an HCF failure.
High-cycle fatigue failure of the blade can also result from a multitude of unintended
dynamic events. This includes potential shocks and disturbances from combustion, as well as
engine order crossings from turbine operation load profiles that were not considered during blade
design. Cold streaks and the unsteady pressures from the turbulent wake of an upstream vane can
also cause vibratory load. A rotating imbalance or blade flutter can also cause severe HCF issues.
Not all sources of HCF failure are as noticeable as a rotating imbalance. A mistuning of
the blade from an improper or inadequate damper design or shifting and wear of the damper can
cause the damped frequency of the blade to approach resonance, magnifying the excitation loads
resulting in speedy crack initiation. Cracks initiated via LCF or thermomechanical fatigue (TMF)
can also propagate to failure more rapidly with the addition of an HCF load, leading to an earlier
critical failure of the component than would otherwise have been observed.
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It is important to consider these effects during design, and to employ an accurate HCF
life-prediction method when gauging the risk of prospective blades. While HCF has been a topic
of research for many years, it continues to be an important avenue of research. Improved tools,
methods and models aid designers in maintaining reliability while reducing margin, resulting in a
cost or performance benefit. A consideration for combined loading has also fostered new
understandings of the complex interactions inherent to turbine component operation, which in
itself is a highly multidisciplinary subject.
3.1.1 The HCF Load Cycle
An HCF load profile is commonly characterized as a sinusoidal stress-controlled loading
with a set of typical identifying values including mean stress, stress amplitude, and frequency.
Mean stress is the midrange value of stress that remains steady during the HCF load cycle. This
would be equivalent to the nominal LCF, TMF or creep stress about which the vibratory load is
superimposed. This quantity is the average value of stress during HCF loading cycle, or

𝜎𝑚 =

𝜎𝑚𝑎𝑥 + 𝜎𝑚𝑖𝑛
2

(3.1)

where σm is the mean stress, σmax is the maximum stress in the HCF cycle, and σmin is the
minimum stress in the HCF cycle. Stress amplitude is level of alternating stress about the mean
stress in the HCF cycle, making it the vibrating component. This is related to the maximum and
minimum stress by

𝜎𝑎 =

𝜎𝑚𝑎𝑥 − 𝜎𝑚𝑖𝑛
2

(3.2)

where σa is the stress amplitude. The stress range, Δσ, represents the breadth of the applied stress,
∆𝜎 = 𝜎𝑚𝑎𝑥 − 𝜎𝑚𝑖𝑛
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(3.3)

and is twice the stress amplitude. The idealized shape of an HCF load profile is that of a sine
wave, which is shown in Figure 3.1 with annotations for quantities of interest. Frequency, f, is a
measure of how often the alternating stress cycles about the mean stress. In HCF applications,
frequency is typically measured in hertz, which are equivalent to the number of oscillating cycles
per second of time.

Figure 3.1: Schematic of an HCF cycle with annotations [Dowling, 2004].

It is often useful to define a value for the proportion between stress amplitude and mean
stress, named the amplitude ratio, A, formulated as

𝐴=

𝜎𝑎
𝜎𝑚

(3.4)

Often, the stress ratio, R, is used in place of the amplitude ratio, where

𝑅=

𝜎𝑚𝑖𝑛
𝜎𝑚𝑎𝑥

(3.5)

These values are used to define the HCF loading in a standardized format that can be directly
related to component-level cyclic load profiles in an industrial gas turbine. In such applications,
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the mean stress is usually the steady load derived from the equivalent LCF, creep, or TMF cycle
representing the start-up, operation, and shutdown procedure. The alternating stress is the
vibratory component that is superimposed on the steady-state loading to represent the unsteady
flow of the gas and other dynamic effects on a turbine blade.
3.1.2 HCF Testing
High-cycle fatigue testing is usually conducted on either smooth or notched specimens
via stress-control, where the applied force is rapidly cycled over time. Typically, tests are carried
out at a predefined stress ratio until failure, which depending on the loading frequency can be a
matter of minutes to days. A variety of equipment can be used to conduct an HCF test, including
rotating beam fatigue frames and axial load frames driven by either electromechanical, servohydraulic, electromagnetic, or ultrasonic systems that apply high-frequency dynamic forces.
High-cycle fatigue testing is conducted according to ASTM E466 (ASTM, 2015), which is the
customary reference for standards relating to load-controlled fatigue testing, and outlines
requirements in specimen preparation, equipment and procedures for metallic materials.
Mechanical load frames that use servo-hydraulic systems are considered to be the
conventional test method for high-cycle fatigue, and can perform uniaxial tests until specimen
failure at high loads at frequencies in the range of 100 Hz. Servo-hydraulic load frames, such as
the one shown in Figure 3.2, use hydraulic oil pressurized through a pump to operate the grips
and actuator. The hydraulic load in the system is electronically controlled using a computer,
where test software directs the frame according to a user defined load profile.
A furnace may also be included to test the samples at elevated temperatures.
Extensometers, strain gages, and other devices used to derive specimen strain are uncommon to
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HCF testing due to their associative costs and the difficulty in maintaining accurate readings over
the duration of the experiment. The force from the load cell and the displacement of the
crosshead are often the only recorded measurements in a conventional HCF test. The number of
cycles until failure is often the only value reported. Specimen failure is defined as a complete
separation of the specimen into two parts.

Figure 3.2: Servo-hydraulic load frame with a furnace [MTS, 2012].

3.1.3 Presenting HCF Results
One of the most common methods used to present HCF test data is to utilize a stress-life
plot, also referred to as a Wöhler diagram. As the name would suggest, the number of cycles to
failure, Nf, is plotted against either the stress amplitude, σa, or the stress range, Δσ, to which the
testing was carried out. Traditionally, each point on the graph would represent a single HCF test
carried out until failure. Individual plots must be created for each stress ratio, temperature, and
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testing frequency, as data containing varied values of these qualities typically cannot be
combined. An example of a stress-life plot can is shown in Figure 3.3, where the number of
cycles to failure, often numerated on a logarithmic scale, is located on the abscissa axis, and the
stress amplitude or stress range of the test, also often numerated on a logarithmic scale, is located
on the ordinate axis.

Figure 3.3: Stress-Life plot of Mar M 247 in Air and Hydrogen [McGaw et al., 1993].

The logarithmic scale on both axes lends itself well to a power law fit of the data, which
would appear as a straight line on the stress-life plot. The general form of the power law curve
commonly employed is
𝜎𝑎 = 𝑘1 (𝑁𝑓 )
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𝑘2

(3.6)

where σa is the stress amplitude, Nf is the number of cycles until failure, and k1 and k2 are
temperature- and stress ratio-dependent material constants. This is also a common representation
of the Basquin model [Basquin, 1910]. A least-squares approach is often used to fit the
experimental data, though other methods may be more suitable depending on the data.
The fatigue limit of a material is the experimentally-determined maximum alternating
stress for a given temperature, frequency, and stress ratio that results in very long life, typically
set between 106 and 108 cycles. Component lives that exceed these cycle counts are assumed to
surpass the expected service requirements of the turbine. The fatigue limit is often used
interchangeably with the endurance limit, which is the maximum alternating stress that results in
infinite life, where fatigue failure will never occur. Determination of endurance limits are of
great importance to HCF analysis, as these values are typically used to develop failure criteria to
evaluate potential component designs; therefore, HCF testing is often focused on characterizing
these values. In this study, the fatigue limit lifetime is set as 108 cycles. Extrapolation of the
parameterized power law model in Equation (3.6) to this cycle count is a common approach to
determining the endurance limit of the material.
During HCF testing, the specimen life may exceed the specified endurance limit life.
These cases are called run-outs. In the event of a run-out, the test is terminated, even though the
specimen has not incurred a critical failure. Although the exact cycle count that would cause
failure in the specimen has not been recorded, this data can still be used in the parameterization
of a logarithmic fit of the stress life. Direct implementation of these test results in the data pool
has the consequence of artificially decreasing the calculated fatigue limit, as the minimized
logarithmic fit of the data treats a runout as a failure at the maximum cycle count. To correct this,
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a maximum likelihood method is frequently used, though other statistical methods that consider
censored data are also available.
The maximum likelihood method is used to find the best-fit model for a given set of data
assuming that the probability of the data following the model is adequately represented by a
normal distribution. When analyzing fatigue data, it is common to assume that this normal
distribution is representative of the logarithm of both life and stress, which also simplifies the
total likelihood as the sum of likelihood for all data points. In practical application, a normal
density function can be used to represent data that are not run-outs [Spindel and Haibach, 1979],
i.e.,
𝜎𝑎,𝑚𝑜𝑑𝑒𝑙

1

𝑓(𝜎𝑎,𝑚𝑜𝑑𝑒𝑙 ) = ∫
−∞

−(𝑢−𝜎𝑎 )2
2
𝑒 2𝐷𝑠 𝑑𝑢

√2𝜋𝐷𝑠 2

(3.7)

where σa,model is the model stress amplitude, σa is the test stress amplitude, and Ds is the standard
deviation. In this study, a standard deviation of 0.05 was used, which is representative of an
assumed 95% confidence. Similarly, a value obtained from unity subtracted by the cumulative
distribution function can be used to represent run-out data, or

𝑓(𝜎𝑎,𝑚𝑜𝑑𝑒𝑙 ) = 1 −

1

−(𝜎𝑎,𝑚𝑜𝑑𝑒𝑙 −𝜎𝑎 )
2𝐷𝑠 2
𝑒

√2𝜋𝐷𝑠 2

2

(3.8)

As was previously mentioned, it is assumed that for fatigue data, the probability functions can be
used with the logarithm of stress and life, resulting in the function
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𝜎𝑎,𝑚𝑜𝑑𝑒𝑙

𝑝(𝜎𝑎,𝑚𝑜𝑑𝑒𝑙 ) = log ∫
−∞

(

−(log 𝑢−log 𝜎𝑎 )2
2𝐷𝑠 2
𝑒
𝑑𝑢

1
√2𝜋𝐷𝑠

(3.9)

2

)

for fatigue data that are not run-outs, and

𝑝(𝜎𝑎,𝑚𝑜𝑑𝑒𝑙 ) = log 1 −
(

−(log 𝜎𝑎,𝑚𝑜𝑑𝑒𝑙 −log 𝜎𝑎 )
2𝐷𝑠 2
𝑒

1
√2𝜋𝐷𝑠

2

(3.10)

2

)

for fatigue data that are runouts. The total likelihood is the sum of each likelihood function, and
model constants are iterated to obtain the maximum value of total likelihood.
The Haigh diagram [Haigh, 1917] is another graphic tool that is commonly used to
represent HCF data for lifing purposes. Unlike the Wöhler diagram, the Haigh diagram is
considered a constant-life plot, as stress results for only a specified number of cycles to failure
are shown. An example of the Haigh diagram is sketched in Figure 3.4, which has the mean
stress on the abscissa axis, and the stress amplitude on the ordinate axis. This plot must be
created for each testing temperature and is useful for its ability to illustrate the mean stress
effects on fatigue life. This plot is ideal when designing for a specific component lifetime, which
is often the case in industrial gas turbine development.
The Haigh diagram is also a convenient tool to visualize HCF life prediction models,
which are represented as lines when solved for stress ratios spanning from -1 to 1. Combinations
of stress amplitude and mean stress that fall below this line are predicted to survive the
designated number of cycles, whereas those that fall above the line are said to fail before the
designated number of cycles.
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Figure 3.4: Example Haigh diagram for Nimonic 80A at room temperature with endurance limits
at multiple R ratios and a linear constant life curve at 107 cycles [Zhang et al., 2018].

3.1.4 Classical HCF Failure Criteria
Failure criteria are used in mechanical design to predict whether a prospective component
will surpass the desired design life, or whether the component will fail before the life is met.
There have been a substantial number of criteria created throughout the last century to predict
fatigue failure, and ostensibly, high-cycle fatigue failure under many different loading
conditions. These models were created for a variety of applications, and range in complexity. As
such, deciding which failure criteria to adhere to in design can be similarly dependent on the task
and component under assessment. Some failure criteria tend to fit particular combinations of
materials, temperatures, and loads better than others, and in some cases, a simple model may
provide sufficient accuracy to warrant its use over a more complex model.
One of the earliest HCF models is the Goodman model, based on the “dynamic theory”
first proposed by Fidler for bridge construction [Fidler, 1887]. The more common Modified
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Goodman model [Goodman, 1899; Smith, 1942], is still frequently employed for simple
assessments, and takes the form
𝜎𝑎 𝜎𝑚
+
=1
𝜎𝑒 𝜎𝑢

(3.11)

where σa is the stress amplitude, σm is the mean stress, σu is the ultimate tensile strength, and σar
is the equivalent fully-reversed stress amplitude, which is the endurance limit if the mean stress
were zero under the same temperature and frequency conditions. The model is sketched in the
Haigh diagram displayed in Figure 3.5 [Budynas and Nisbett, 2015]. Though rudimentary, the
Modified Goodman model is often considered as a good starting point for HCF failure
prediction.
In some HCF applications, other first-order models have become more prevalent. One
such formulation is the Soderberg model [Soderberg, 1939] given by
𝜎𝑎 𝜎𝑚
+
=1
𝜎𝑒 𝜎𝑦

(3.12)

where the yield strength, σy is used in place of the ultimate tensile strength of the Modified
Goodman model (Figure 3.5 [Budynas and Nisbett, 2015]). In the hot sections of industrial gas
turbines, this relation is often overly-conservative due to the high mean stresses exhibited by the
components. Similar to the two previous models is the Morrow model [Morrow, 1968] given by
𝜎𝑎 𝜎𝑚
+
=1
𝜎𝑒 𝜎𝑓

(3.13)

where again the same first-order structure is repeated; however in this case, the mean stress is
normalized by the true fracture strength, σf, of the material (Figure 3.6) [Pallarés-Santasmartas et
al., 2018].
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Most IGT materials experimentally exhibit a non-linear trend, especially at high mean
stresses. To better fit these regions, quadratic failure criteria formulations have been proposed.
The most common of these is the Gerber model [Gerber, 1874] shown in Figure 3.5 and
formulated as
𝜎𝑎
𝜎𝑚 2
(
) =1
+
𝜎𝑒
𝜎𝑢

(3.14)

though in some instances, the exponent is replaced with a material-dependent constant for added
flexibility. Like the Modified Goodman model, the Gerber model is used prolifically in a vast
array of applications. Its balance of complexity and accuracy has made it a viable and often
preferred choice for gas turbine applications. Though less common, another similar model is the
Dietmann parabola [Dietmann, 1973], which instead takes the square of the normalized stress
amplitude component, or
𝜎𝑎 2 𝜎𝑚
( ) +
=1
𝜎𝑒
𝜎𝑢

(3.15)

This change promotes a higher degree of non-linearity at the high mean stress regions when
compared to the Gerber model, which can be seen in Figure 3.6 [Pallarés-Santasmartas et al.,
2018]. In many cases, the Gerber and Dietmann models provide a suitable tradeoff between
complexity and accuracy, resulting in a parabolic arc that captures the non-linear nature of the
HCF response. Another common model of similar formulation is the ASME-elliptic model
𝜎𝑎 2
𝜎𝑚 2
( ) +( ) = 1
𝜎𝑒
𝜎𝑢

(3.16)

Like the Gerber and Dietmann models, the exponents are often replaced with temperaturedependent material constants for added flexibility. A sketch of the ASME-elliptic model is
provided in Figure 3.5 [Budynas and Nisbett, 2015].
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Figure 3.5: Haigh diagram with various first order and second order failure criteria [Budynas and
Nisbett, 2015].

Figure 3.6: Haigh diagram of the Gerber, Goodman, Morrow, and Dietmann models and
associated experimental room temperature HCF data at 2 × 106 cycles for a 34CrNiMo6 steel
[Pallarés-Santasmartas et al., 2018].
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Another set of fatigue failure criteria are a family of curves that include the SmithWatson-Topper (SWT) equation and the Walker equation. These relations have the capability of
successfully capturing the effect of mean stresses with limited conservatism for a variety of
material classes [Dowling, 2004]. The Smith-Watson-Topper equation [Smith et al., 1970] can
be written several different ways, including
𝜎𝑒 = √𝜎𝑚𝑎𝑥 𝜎𝑎

𝜎𝑒 = 𝜎𝑚𝑎𝑥 √

𝜎𝑒 = 𝜎𝑎 √

1−𝑅
2

(3.17)

2
1−𝑅

where R is the stress ratio. The Walker [Walker, 1970] equation is similar to the SWT model, but
includes an exponent w, which acts as a fitting constant to tune the relation for a better
correlation with mean stress data. Again, this can be formulated in several ways, such as
1−𝑤 𝑤
𝜎𝑒 = 𝜎𝑚𝑎𝑥
𝜎𝑎

1−𝑅 𝑤
)
𝜎𝑒 = 𝜎𝑚𝑎𝑥 (
2

(3.18)

2 1−𝑤
)
𝜎𝑒 = 𝜎𝑎 (
1−𝑅
From Eqns. (3.17) and (3.18), the SWT equation can be considered as a special case of the
Walker equation when w is equal to 0.5. Examples of Walker models, and by definition, the
SWT model are shown in the Haigh diagram of Figure 3.7, which illustrate the shape of the
model and the effect of the Walker exponent.
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Figure 3.7: Haigh diagram with example Walker models [Nicholas, 2006].

Many other approaches to developing accurate HCF failure criteria have been proposed in
the last century, which can be leveraged to create combined lifing models. Among these is an
energy-based approach submitted by Jasper [Jasper, 1923] in 1923. The Jasper model assumes
that the rate of strain energy density between cycles must stay constant for combinations of stress
amplitude and mean stress that result in failure for the set number of criterion cycles. Like the
other HCF formulations, a purely elastic response is also assumed. Thus, an energy density
associated with a completely-reversed fatigue case where no mean stress is present can be used
to find other combinations of stress amplitude and mean stress that produce failure at the same
number of cycles. The Jasper model is formulated as

𝜎𝑎 =

(1 − 𝑅)2
√2 1 − 𝑅|𝑅|
𝜎𝑒

√
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(3.19)

A modification to the Jasper model has also been developed to take into account the difference in
effective strain energies associated with tension and compression, as loading in tension tends to
have a more detrimental effect on life than compression loading [Nicholas and Maxwell, 2002].
Many higher order models have also been developed over the years to provide a better
empirical fit to experimental data, or provide more accurate life prediction at particular
conditions such as oscillatory behavior about a negative mean stress. This is usually at the cost of
additional fitted material constants. An example is the second-order Haigh model [Haigh, 1930]
sketched in Figure 3.8 [Nicholas, 2006] and formulated as
𝜎𝑚
𝜎𝑚 2
𝜎𝑎 = 𝜎𝑒 [1 − 𝑗1 ( ) − 𝑗2 ( ) ]
𝜎𝑢
𝜎𝑢
where k1 and k2 are material constants.

Figure 3.8: Haigh diagram with an example Haigh models [Nicholas, 2006].
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(3.20)

The third-order Heywood model [Heywood, 1962],
𝜎𝑎 = [1 − (𝜎𝑚 ⁄𝜎𝑢 )][𝜎𝑒 + 𝛽(𝜎𝑢 − 𝜎𝑒 )]
(3.21)
𝛽 = (𝜎𝑚 ⁄𝜎𝑢 )[𝑣1 + 𝑣2 (𝜎𝑚 ⁄𝜎𝑢 )]
where v1 and v2 are material constants, is another example. While these models often correlate
very well with experimental data, they are typically avoided due to their requirements for
additional experimental data. Each of the models summarized in this section have benefits and
detriments, and each is a candidate for use in a combined HCF and creep framework.
3.1.5 HCF Fracture and Failure
The failure surface of a material subjected to fatigue loading conditions is characterized
by the presence of beach marks, which appear as flat concentric rings of non-uniform color
[Hertzberg, 1976]. These rings are formed from periods of growth from the cyclic loading over
the lifespan of the material. As portions of the fracture surface become exposed to the
environment, they are subjected to oxidation and corrosion, seen visually as a change in color.
Fatigue features may also be reflective as a result of the polishing from repeated contact between
the fracture surfaces [Becker, 2002]. An example of the concentric beach marks and general
appearance of a fatigue fracture surface is clearly seen from the fracture surface displayed in
Figure 3.9, where the fracture initiated from the location indicated by the black arrow and
progressed radially until final fracture. A fish-eye pattern fracture surface is also common in
cases of very high-cycle fatigue with failures on the order of 108 to 1010 cycles. Fish-eye patters,
such as the one shown in Figure 3.10, initiate internally at minute microstrucual defects and
propagate outwards toward the surface.
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Figure 3.9: Fatigue fracture surface of an IN 718 specimen tested at room temperature with a
lifetime of 2.4139 × 106 cycles [Belan, 2015].

Figure 3.10: Fish-eye fracture in Mar-M 247 specimen tested in HCF with R = -1 at 900°C and a
frequency of 120 Hz [Šmíd et al., 2016].
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Under higher magnification, such as that provided by a scanning electron microscope
(SEM), each beach mark contains many smaller striations oriented parallel to the crack front
(Figure 3.11). These striations are created from individual load excursions. In the case of axial
fatigue loading, cracks can initiate anywhere in the specimen, but are often observed on the
surface or internally at the center line. Initiation sites are often located at microscale or
macroscale manufacturing defects, which act as local stress raisers. These locations can often be
identified from the nature of the beach marks, or from radial marks pointing back to the initiation
site from microscale cleavage.

Figure 3.11: Fatigue striations from load incursions observed within in a beach mark under high
magnification [Pelloux et al., 1980].

Barring local plasticity from manufacturing defect, fatigue cracks often initiate in shear
from slip bands formed from the accumulation and arrangement of dislocations driven into slip
planes. Once initiated, fatigue cracks typically propagate transgranularly in a direction that is
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perpendicular to the applied tensile load, as shown in Figure 3.12. Cracks propagating across
grain boundaries may also nucleate and propagate subsequent cracks on multiple planes of the
adjacent grain, leading to a river pattern feature that can also point back to the initiation site.

Figure 3.12: Example of transgranular crack propagation due to high-cycle fatigue loading in low
carbon steel [Milella, 2013].

After fatigue fracture has sufficiently propagated, the remaining material is unable to
sustain the load, leading to rapid failure. Depending on the propagated crack and surrounding
stress field, this can produce a final fracture surface that is either normal to the load or at an
angle (often referred to as a shear lip). In the case of high-cycle fatigue, the applied stresses are
below the material yield strength, so distortions observed in the macroscale from local plastic
deformation may not be present. These macroscale and microscale clues obtained from visual
and microscopic observations are used to determine the origin and nature of a fatigue failure.
3.1.6 Other HCF Considerations
There are other considerations when analyzing high-cycle fatigue data. Among these is
the response in the compressive mean stress region, which as mentioned earlier, is often not
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considered in IGT blade design due to the stress states of the loaded component. In many cases, a
compressive mean stress can be beneficial to fatigue strength, in which case the omission is an
added point of conservativism.
Another consideration is the effect of loading frequency on HCF response displayed by
many materials. Previous literature studies have shown that fatigue strength can increase at
higher test frequencies [Takeuchi et al., 2008]. Minor differences in frequency may not be
significant, but larger changes may have a noticeable impact that must be considered. An
example of this is shown in Figure 3.13 for a carbon steel material, where a change from 10 Hz
to 400 Hz had a negligible effect on the results, but an increase to a 19.8 kHz frequency greatly
improved the fatigue strength [Nonaka et al., 2014].

Figure 3.13: Stress-life plot of JIS S38C middle carbon steel tested at three different frequencies
[Nonaka et al., 2014].
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3.1.7 HCF Literature Data for CM 247 LC and Mar-M 247
A systematic investigation of CM 247 LC and Mar-M 247 has been conducted in order to
assemble a collection of literature data to supplement the experimental campaign. The amassed
data set includes HCF test results at temperatures between 20°C and 926°C, and stress ratios
between -1 and 0.6 for a variety of stress amplitudes. Data were obtained from five publications
consisting of works by Kaufman [Kaufman, 1984], Šmíd and co-workers [Šmíd et al., 2014;
Šmíd et al., 2016], McGaw and co-workers [McGaw et al., 1993], and Gelmedin and Lang
[Gelmedin and Lang, 2012]. Tabulated data are supplemented by digitized data from figures
using Plot Digitizer 2.6.3 [Huwaldt and Steinhorst, 2013], an open source tool to convert
graphical data into numerical data using scaling methods. A summary of the digitized data is
found in Table 3.1. Though the data are from experiments conducted at temperatures that differ
from those selected for this study, the digitized data provides some reference towards the overall
fatigue response of the material. It must be noted that the data obtained from Šmíd and coworkers are of a Mar-M 247 material with interdendritic casting defects on the order of 400μm.
The complete ensemble is found in APPENDIX A. The test frequency is listed where available.

Table 3.1: Summary of HCF data obtained from literature sources.
Material
Temperature
Stress Ratio
Frequency
T (°C)
R (unitless)
f (Hz)
Mar-M 247
593, 815, 926
-1, 0.2, 0.6
†
Mar-M 247
650, 800, 900
-1
120
Mar-M 247†
650, 800, 900
-1
120
Mar-M 247
20
-1
100
Mar-M 247 LC
650
-1 – 0.633
60
†
: Material contained casting defects on the order of 400μm
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Source
Kaufman 1984
Šmíd et al., 2014
Šmíd et al., 2016
McGaw et al., 1993
Gelmedin and Lang, 2012

3.2 Creep
Creep is the permanent deformation resulting from the application of a constant load at an
elevated temperature over an extended period of time. Accumulation of creep strain is expected
in gas turbine components during operation, making the consideration of creep one of the
primary factors in IGT design. For example, the hot gas path temperatures combined with either
thermally-driven or mechanically-driven loads and are strong sources of creep deformation in
IGT blades and vanes. Excessive creep can lead to rupture or gross deformation (Figure 3.14),
causing parts to fail, lock up, or wear down. Creep deformation of the metallic substrate can also
cause coating spallation, where in the case of a component with a thermal barrier coating (TBC),
localized material loss can form hot spots. To mitigate these risks, many models have been
successfully developed to predict creep deformation and rupture.

Figure 3.14: Buckling as a result of creep deformation [Donachie and Donachie, 2002].
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Under a constant temperature and stress, creep strain accumulates in three regimes:
primary, secondary, and tertiary creep. Primary creep is characterized by a decreasing creep rate
associated with strain hardening of the material. In the secondary creep regime, the material
deforms at a constant, lower rate, which is why the creep rate in this regime is often referred to
as steady-state creep rate or minimum creep rate. Tertiary creep is marked by an increasing creep
rate as a result of the reduction of area from necking. An idealized representation of strain
accumulation at a constant stress and temperature over time is sketched in Figure 3.15, where
primary, secondary, and tertiary creep regimes are denoted [Smith, 1993].

Figure 3.15: Sketch of primary, secondary, and tertiary creep strain accrual over time at a
constant temperature and stress [Smith, 1993].

3.2.1 Creep Testing
Creep testing is typically performed by applying a constant axial load and elevated
temperature to a cylindrical dogbone specimen for an extended period of time. A comprehensive
46

series of creep tests conducted at a variety of stress levels are required to fully characterize the
effect at each temperature. Due to the time-dependent nature of creep, each creep test can span
between hours to days depending on the mechanical load and temperature under consideration.
The standards for creep testing are documented in ASTM E139 [ASTM, 2011].
Specialty-built custom creep frames designed to operate cheaply are frequently used to
offset the cost of long test times. These setups often use deadweights and a lever mechanism to
apply the constant mechanical load, and a resistive furnace to heat the specimen to the target
temperature. Thermocouples affixed to the specimen are used to measure the temperature, such
that a control system can adjust the furnace output to maintain a constant thermal load. The
increase of strain exhibited by the specimen often captured using an extensometer, though other
devices can also be used. An example of a creep frame is shown in Figure 3.16.

Figure 3.16: Sample design of a specialized creep frame [Ravi et al., 2014].
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3.2.2 Creep Rupture Models
Accurate estimation of creep rupture strength and creep rupture time is a crucial element
of gas turbine design. Material rupture limits at a range of operating component temperatures are
predicted in a variety of ways. The most basic of these methods is the time-rupture model
𝑡𝑅 = 𝑝1 𝜎 𝑝2

(3.22)

where tR is the rupture time, and G and h are constants. Though this power-law function can be
replaced by a logarithmic relation or other standard model, the association of rupture time to
stress is a powerful tool for creep analysis. When represented graphically, such as in the rupture
plot for a single crystal CMSX-4 alloy at 982°C in Figure 3.17, the rupture time increases with a
decreasing stress. The Monkman-Grant model [Monkman and Grant, 1956] given by
𝑡𝑅 = 𝑚1 𝜀̇𝑚𝑖𝑛 −𝑚2

(3.23)

is also a notable prediction model, where the rupture time is correlated to the minimum creep
rate, ε̇min, and B and m are material constants.

Figure 3.17: Stress-rupture data and model for CMSX-4 alloy at 982°C with extrapolated models
for directionally-solidified CM 247 LC and Equiaxed IN 738 LC [Erickson and Harris, 1994].
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A host of other models can be used to predict creep failure by instead using a correlative
parameter to form a relationship between stress, temperature and rupture time. Among the most
well-known of these models are the Larson-Miller Parameter [Larson and Miller, 1952] given by
𝐿𝑀𝑃 = 𝑇(log 𝑡𝑅 + 𝐶) ∙ 10−3

(3.24)

where T is the absolute temperature in either Kelvin or Rankine and C is a constant often
assumed to have a value of 20. It is also common for the Larson-Miller Parameter to be divided
by a factor of 1000 for convenience, which is reflected in Eq. (3.24). An example of a fitted
model correlating stress to the Larson-Miller Parameter is shown in Figure 3.18 for a
conventionally cast Mar-M 247 material.

Figure 3.18: Larson-Miller curves for conventionally cast Mar M 247 and similar directionallysolidified alloys [Erickson and Harris, 1994].
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The Orr-Sherby-Dorn Model [Orr et al., 1954] is another common rupture model that
utilizes a similar approach, and is formulated as

𝑂𝑆𝐷 = log 𝑡𝑅 −

𝑎
𝑇

(3.25)

where a is a constant and T is the absolute temperature in either Kelvin or Rankine. Functions
such as a polynomial or power-law fits are typically used correlate the Larson-Miller Parameter
or Orr-Sherby-Dorn parameter with stress. These relative models are simple, but powerful,
justifying their use a variety of industries to extrapolate data to temperatures and rupture times
where data may be inconvenient to obtain. These flexible formulations may prove useful in a
combined creep-fatigue model.
3.2.3 Creep Deformation Models
Many different creep deformation models have been created to accurately predict creep
strain, encompassing primary, secondary, and tertiary creep, as well as combination of these
regimes [Swindeman and Swindeman, 2008]. A collection of these have been incorporated
directly into finite element software, and their use is considered standard practice in IGT design.
One such formulation is the Norton model [Norton, 1929] for secondary creep, represented as
𝜀̇𝑚𝑖𝑛 = 𝑢1 𝜎 𝑢2

(3.26)

where ε̇min is the minimum creep strain rate, σ is the stress, and u1 and u2 are temperaturedependent material constants. Though simple, this relation has proven to be effective in
predicting steady-state creep. Another secondary regime formulation is the Garofalo [Garofalo,
1965] model, which utilizes a hyperbolic sine function to better fit data at low and high stress
regions. The Garofalo model is often expressed as
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𝜀̇𝑚𝑖𝑛 = 𝐶1 [sinh 𝐶2 𝜎]𝐶3

(3.27)

where C1, C2, and C3 are temperature-dependent material constants. Examples of the Norton
model and Garofalo model are given in Figure 3.19(a) and Figure 3.19(b), respectively
[Bouchenot et al., 2018; Bouchenot et al., 2016]. Other models such as time-hardening models,
strain-hardening models, and combined primary, secondary, and tertiary regime models [Berger
et al., 2001] have also been extensively proposed in literature.

(a)

(b)

Figure 3.19: Examples of creep rate modeling using the (a) Norton model on IN617 material data
[Bouchenot et al., 2018] and the (b) Garofalo model on 2.25Cr-1Mo material data [Bouchenot et
al., 2016].

3.2.4 Creep Fracture and Failure
Creep rupture is typically an intergranular, decohesive mechanism whose fracture surface
commonly features grain boundary cavitation, wedge cracking, and the formation of triple point
cracks (Figure 3.20). Under high strain rates and intermediate temperatures, triple point cracks
are more likely to form from grain boundary sliding and act as stress risers for wedge cracking.
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Under low strain rates and high temperature, cavities are more likely to nucleate and grow [ASM
Handbook Committee, 1987].

Figure 3.20: Images of the (a) formation of triple points, (b) wedge cracking, and (c) cavitation
as a result of creep [Sadananda and Shahinian, 1983].

In the primary creep regime, cavities and microcracks nucleate along the grain
boundaries, which then begin to orient, coalesce, and propagate in the secondary creep regime. In
the tertiary creep regime, these cavities and microcracks begin to link, forming voids and
macrocracks along the grain boundaries that eventually result in an unstable fracture, leading to
overall failure. [Hertzberg, 1976]. A sketch of this process is given in Figure 3.21. In the
macroscale, the deformation from these processes leads necking, which contributes to failure as a
reduction of the cross-sectional area.
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Figure 3.21: Sketch of the cavity and crack formation druing creep loading on a microstructual
scale [Neubauer and Wedel, 1983].

3.2.5 Creep Literature Data for CM 247 LC and Mar-M 247
Similar to what has been carried out high-cycle fatigue, a repository of literature-based
creep data for CM 247 LC and Mar-M 247 has been assembled to supplement experimental data.
The creep response of these two alloys are assumed to be similar followings the findings of
Harris and co-workers [Harris et al., 1982], whose creep rupture tests of CM 247 LC and Mar-M
247 are compared in Figure 3.22. The Larson-Miller plot of these two allows demonstrate very
similar creep rupture properties.
Other literature sources were also examined for pertinent creep data of the two allows.
Graphical data was converted to tabular form using Plot Digitizer 2.6.3. The creep rupture data is
tabulated in APPENDIX B, which contains results published by the Nickel Development
Institute [NiDI, 1995], Kaufman [Kaufman, 1984], Harris [Harris, 1984], Varma and co-workers
[Varma et al., 1995] and Huang and Koo [Huang and Koo, 2004]. The amassed data is also

53

plotted in Figure 3.23, which clearly shows the inverse proportion of creep and rupture strength
assumed of this material at high temperatures.

Figure 3.22: Larson-Miller plot comparing CM 247 LC to Mar-M 247 [Harris et al., 1982].

Literature-based minimum creep rate data for conventionally cast alloy 247 material were
not found for the temperatures explored in this study; however, data at other temperatures
published by Gabb and co-workers [Gabb et al., 2007; Gabb et al., 2013] were aggregated using
the same collection of tools and techniques. These data will aid in framing the experimentally
obtained creep results. The literature-based creep rate data are tabulated in APPENDIX C and
plotted in Figure 3.24. The data shows a clear trend between stress, temperature, and creep rate.
It is expected that the experimental data will follow these trends.
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Figure 3.23: Normalized creep rupture data from literature sources [NiDI, 1995; Kaufman, 1984;
Harris, 1984; Varma et al., 1995; Huang and Koo, 2004].
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Figure 3.24: Minimum creep rate data from literature [Gabb et al., 2007; Gabb et al., 2013]
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The casting and processing of the polycrystalline alloys may also affect the grain size
within the material, which can have a direct impact on the creep properties. These considerations
are necessary to explore, as the interaction of HCF and creep will be experimentally assessed for
a limited set of fine grain and medium grain specimens. A review of applicable literature reveals
that larger grain sizes typically result in lower steady-state creep rates and shorter rupture time at
high temperatures [Cieśla et al., 2016]. This is shown in the time-deformation plot in Figure
3.25, where fine grain materials with a 0.85 mm grain size display a reduced creep resistance
when compared to the coarse material with a 2.1 mm grain size.

Figure 3.25: The effect of grain size and heat treatment on Mar-M 247 [Cieśla et al., 2016].

The effect of grain size was confirmed by Huang and Koo, who also determined that the
smaller grain sizes on the order of 80µm-90µm became detrimental to creep resistance (Table
3.2) at higher temperatures due to a transgranular propagation mechanism [Huang and Koo,
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2004]. Huang and Koo also found that creep properties benefited from the smaller grain sizes at
intermediate temperatures due to the intergranular deformation mechanism. Thus, the
relationship between creep and grain size is not uniform across loading conditions.

Table 3.2: Creep test results of CM 247 LC with various grain sizes tested at (a) 760°C/0.729
MPa/MPa and (b) 982°C/0.347 MPa/MPa [Huang and Koo, 2004].
(a)

(b)

The creep data obtained from literature sources will benefit conceptualization, planning,
and analysis of this study. A summary of the creep data obtained from literature is found in Table
3.3. This data will aid in developing the test matrix, and will be used to characterize the creep
response of the CM 247 LC material.

Table 3.3: Summary of creep data obtained from literature sources.
Material

Temperature

-

T (°C)

Measured
Property
-

Mar-M 247
Mar-M 247, CM 247 LC
Mar-M 247, CM 247 LC
Mar-M 247
CM 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247, Fine Grain Mar-M 247
CM 247 LC, Fine Grain CM 247 LC

760, 871, 927, 982, 1038
760, 982
760, 982
760, 871, 982
760, 982
705, 817, 927
704, 815
982
760, 982

σR
σR
σR
σR, εR
σR
σR, ε̇min,
σR, ε̇min, εR
σR, ε̇min, εR
σR, εR
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Source
NiDi, 1994
Harris et al., 1982
Harris, 1984
Kaufman, 1984
Varma et al., 1995
Gabb et al., 2007
Gabb et al., 2013
Cieśla et al., 2016
Huang and Koo, 2004

3.3 Damage Accumulation Rules and Combined Lifing Models
In engineering design, a component can be subjected to variable amplitude loading and a
mixture of failure modes within its lifetime. In contrast, most classical life prediction models are
only valid for constant loading of an isolated failure mode. This gap is often bridged through the
use of damage accumulation rules. These formulations work to quantify a utilization factor,
where a completely damaged material can no longer sustain load. This damage value, D, is a
scalar between 0 and 1, where 0 is undamaged and 1 is completely damaged.
One of the earliest damage accumulation formulations is the Palmgren-Miner rule
[Palmgren, 1924; Miner, 1945], which sums proportions of cycle count at a particular load level
by the theoretical life at that same load level for each part of a variable loading history.
Mathematically, this is composed as

𝐷=∑

𝑁𝑖
𝑁𝑓 𝑖

(3.28)

where D is a scalar indicating the total damage, Ni is the number of cycles at the ith load level
and Nfi is the life at the ith load level. This damage rule is not restricted to variable loading, and
has been used in the past to combine the life-limiting effects of multiple mechanisms. The
Palmgren-Miner rule is perhaps the most prolific damage accumulation rule due to its simplicity
and generality. The Robinson’s Life Fraction rule [Robinson, 1938] is a similar formulation that
has been successfully applied, where instead of summing a proportion of cycle counts, a
proportion of load time is summed, represented as

𝐷=∑
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𝑡𝑖
𝑡𝑅 𝑖

(3.29)

where ti is the time at the ith load level and tRi is the predicted lifetime at the ith load level.
Again, this rule is not restricted to variable loading. Another simple model is the Lieberman
Strain Fraction rule [Lieberman, 1962] formulated as

𝐷=∑

𝜀𝑖
𝜀𝑅 𝑖

(3.30)

where εi is the strain at the ith load level and εRi is the maximum strain at the ith load level. This
is similar in form to the Palmgren-Miner rule and Robinson’s Life fraction rule, and can be
successfully applied in applications where it is convenient to quantify load by accumulated
strain, such as creep.
Other damage accumulation rules that combine life, time, and strain fractions have also
been developed to capture the effects of complex loading, and to improve prediction accuracy
when multiple mechanisms are present. Among these is the Mixed Rule pioneered by Voorhees
and Freeman [Voorhees and Freeman, 1959], where

𝐷=∑

𝑡𝑖
𝜀𝑖
+∑
𝑡𝑅 𝑖
𝜀𝑅 𝑖

(3.31)

This was later modified by Abo-El-Ata and Finnie as the Extended Mixed Rule [Abo-El-Ata and
Finnie, 1971] given by

𝐷 = 𝑘𝑀 ∑

𝑡𝑖
𝜀𝑖
+ (1 − 𝑘𝑀 ) ∑
𝑡𝑅 𝑖
𝜀𝑅 𝑖

(3.32)

where kM is a material constant to adjust the proportion of each component. These mixed models
will be useful in the development of a combined life prediction framework where two or more
mechanisms are present, and where it is desirable to quantify each part of the overall utilization
by different means. Other models have also been proposed [Fatemi and Yang, 1998], including
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second- and third-order mixed rules, and non-linear damage laws that combine proportioned
components in a manner capable of capturing compounding or interaction effects that grow
stronger as the material approaches failure.
Damage accumulation rules are not the only methods researchers have used to predict
material life under combined thermal and mechanical loading. Many models have been explored
in the field of TMF life prediction to develop this capability [García de la Yedra et al., 2013].
Though direct application of these rules is unlikely for combined HCF and creep loading, the
underlying forms that comprise these functions can be leveraged to create new damage
accumulation rules focused on the targeted load profile of this study.
Among these models is the Ostergren model [Ostergren, 1976] formulated as
𝑂2

𝑂1 = (𝑁𝑓 ) ∆𝜀𝑝 𝜎𝑚𝑎𝑥 𝑓 −1

(3.33)

where Nf is the number of cycles to failure, Δεp is the plastic strain range, σmax is the maximum
stress, f is the frequency of the cyclic loading, and O1 and O2 are material constants. Although it
is assumed that HCF loading does not produce plastic strain, an energy approach to life that
incorporates frequency can still be utilized. The Bernstein model [Bernstein et al., 1993] is
another example of a formulation developed with a focus on TMF that can likely be retooled to
consider combined HCF and creep. This model is written as
𝐵3

𝑁𝑓 = 𝐵0 (∆𝜀)𝐵1 (𝑡ℎ )𝐵2 𝑒 ( 𝐴 )

(3.34)

where Δε is the mechanical strain range, A is the strain amplitude ratio, th is the dwell time, and
B0, B1, B2, and B3 are constants. Though HCF load profiles do not contain dwells, time and
frequency will play a role in both HCF and creep.
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The Zamrik model [Zamrik and Renauld, 2000] also predicts TMF life, given by
𝑁𝑓 = 𝑍1 [∆𝑊𝑧 ]𝑍2 [ℎ(𝑡)]𝑍3 [𝑟(𝑡)]𝑍4
∆𝑊𝑧 =

𝜎𝑚𝑎𝑥 𝜀𝑡𝑒𝑛
𝜎𝑢 𝜀𝑓

𝑡ℎ
ℎ(𝑡) = (1 + )
𝑡𝑐
𝑟(𝑇) = 𝑒

(3.35)

−𝑄𝑧
(
)
𝑅(𝑇𝑚𝑎𝑥 −𝑇0 )

where σmax and εten are the maximum stress and tensile strain range in a mid-life hysteresis loop,
respectively, εf is the elongation to failure for a monotonic load, th is the tensile hold time, tc is
the compressive hold time, Qz is the activation energy for high temperature damage, R is the gas
constant, Tmax is the maximum temperature, T0 is the temperature at which yielding strength
begins to decrease, and Z1, Z2, Z3, and Z4 are material constants. The Zamrik model successfully
assimilates the elements of mechanical loading via an energy function, non-proportionality via
the use of hold times, and creep via a pseudo Arrhenius model when combined with material
constants. Though the non-proportionality and mechanical load formulation in this model are not
directly applicable to HCF, models that incorporate elements of thermal and mechanical
mechanisms can guide the formulation of a new combined HCF and creep lifing framework.
3.4 Combined Creep and HCF
Meeting next-generation efficiency targets while retaining current reliability will require
high fidelity life prediction models capable of capturing ever harsher turbine blade operating
conditions while systematically reducing traditional design margins. In past designs,
consideration for the interaction of creep and HCF in mixed loading has been realized through
the use of generous safety factors, which often encompassing a variety of unknown or unspecific
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debits to analytical life. A detailed combined HCF and creep model is needed to explicitly
capture the expected synergistic effects. A small collection of literature sources have explored
the subject, and have demonstrated that there is an interaction effect, manifesting as either a
benefit or detriment to uncoupled life depending on the loads and material. Some authors have
also shown that the combined loading has a visible effect on the fracture surface, while others
have provided initial lifing models to begin assessing the consequences of high frequency fatigue
on creep-loaded specimens. The following section is a comprehensive review of the findings
reported by these literature sources, which is necessary to understand the motivations and goals
of this study.
3.4.1 High Temperature HCF
The effect of elevated temperatures on HCF has been extensively studied for an array of
materials including Ni-base [Meurer et al., 1984; Nganbe and Heilmaier, 2009] and Co-base
superalloys [Lü et al., 2016; Wan et al., 2016]. These studies employ high frequency testing,
which isolates the effects of fatigue by minimizing the available duration for time-dependent
creep to develop. Results generally demonstrate a decrease in life with increasing temperature at
the same stress level, which can also be visualized as a decrease in available strength for the
same material life. This coincides well with the loss of strength and stiffness observed in most
metals with increasing temperature, and the general decrease in fatigue life at elevated
temperatures from other effects. Models are calibrated for each temperature at which data is
available. An example of these trends and the resulting calibration can be found in Figure 3.26
for a 2CrMo alloy [Lü et al., 2016].
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Figure 3.26: Fatigue tests of 2CrMo alloy at various temperatures for (a) R = -1, (b) R = -0.3, (c)
R = 0.5, (d) R = 0.8 [Lü et al., 2016].

In this example, clear distinctions can be made between the responses at different
temperatures, both in terms of the resulting life, and in terms of the dependency of life with
respect to strength. This means that the increase in temperature is more than a simple debit, but a
significant change in material response.
3.4.2 Effect of Creep on HCF Life
The effect that creep has on high temperature HCF is not well established, and though an
interaction effect is assumed, very few authors have explored the subject. High temperature HCF
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data is important to characterize the fatigue response of a material; however, gas turbine
components are also simultaneously subjected to a creep load that must be considered. In
general, the consequence of superimposed HCF and creep on life has been found to have either a
positive, negative, or no effect depending on the proportion of alternating stress to mean stress.
One of the earliest studies of this combined load case was conducted by the National
Advisory Committee for Aeronautics (NACA) in 1956 [NACA, 1956], who found notable
differences in HCF strengths of N-155 superalloy specimens when comparing the results of loadcontrolled tests conducted at elevated temperatures of 1350°F and 1500°F using a 60 Hz
dynamic test machine and a 25 Hz Krouse machine. This is graphically represented in Figure
3.27 in the form of a Haigh diagram.

Figure 3.27: Haigh diagram of N-155 alloy for failure at 107, 3∙107, and 108 cycles at various
temperatures and test frames [NACA, 1956].
64

At high proportions of alternating stress to mean stress, either both test frequencies would
result in similar strengths and lifetimes, or the higher frequency dynamic tester would result in
lower strengths. In contrast, at low stress amplitude ratios, the lower frequency testing of the
Krouse frames resulted in lower fatigue strengths. NACA determined that at high mean stresses
and elevated temperatures, time becomes an important factor in HCF testing such that creep can
have a dominating effect on life. This means that an interaction must be present. Also, the
addition of HCF to creep loading was found to have little effect until the tertiary creep region.
An interaction of creep and HCF was also observed by Lukáš and co-workers for the
single crystal superalloy CMSX-4 [Lukáš et al., 2002] when comparing the time to achieve 3%
creep and the time to specimen fracture for a range of alternating stresses. The results shown in
Figure 3.28a demonstrate that the time to reach 3% creep was shortest when no alternating stress
was present, but increases with added alternating stress until about 120 MPa. As a result, the
creep rate decreases with increasing alternating stress. However, when comparing the creep
strain rate to the creep strain for the cases of zero and 120 MPa alternating stresses (Figure
3.28b), the latter transitions to tertiary creep earlier. In addition, the time to fracture was found to
display a non-linear relationship to the addition of an alternating stress. These behaviors support
the assertion that there is an interaction between creep and HCF that can be measured.
A decrease in life for the creep-loaded specimens augmented by HCF was also noted by
Sheffler [Sheffler, 1972] when compared to a pure creep case for Mo-base and Ta-base
refractory alloys. Sheffler contextualized this difference as an increase of creep strain rate, and
developed a constitutive material model that combined established creep and strain-aging
formulations. It is important to note that the findings of Sheffler regarding the increase of creep
strain rate are opposite to the results found by Lukáš and coworkers. It can be concluded that
65

while the synthesis of creep and HCF produces a measurable consequence, the effect is likely
dependent on the class of material or loading conditions. In a study on CMSX-4, Lukáš and
Kunz [Lukáš and Kunz, 2002] also reported a reduction in life in combined creep and ultra highcycle fatigue (UHCF) compared to a pure creep loading, shown in
Table 3.4. The addition of a cyclic stress drastically reduced the lifetime and fracture
strain. These studies all reinforce the assertion that an interaction between creep and HCF is
present under certain loading conditions and can be detrimental to material life.

(a)

(b)

Figure 3.28: (a) Time to fracture and time to 3% creep strain for various stress amplitudes and
(b) creep strain vs creep rate for 0 and 120 MPa alternating stress for tests conducted on CMSX4 alloy given a mean stress of 720 MPa at 800°C [Lukáš et al., 2002].

Table 3.4: Combined UHCF and creep on CMSX-4 specimens [Lukáš and Kunz, 2002].

66

3.4.3 Combined HCF and Creep at Low Stress Ratios
From the previously reviewed studies on combined creep and HCF, it is apparent that
further insight into literature-based findings must be critical of the stress ratio under analysis.
Focusing on combined loading at low R ratios, a general trend begins to develop. In an earlier
paper, Lukáš and co-workers had also found that a benefit to life could be attained in this region
[Lukáš et al., 1990]. From their results displayed in Figure 3.29 on AISI 304 stainless steel at
700°C, an increase lifetime is achieved for stress ratios less than 0.4, presenting a case where the
static mean stress is less than the vibratory stress amplitude.

Figure 3.29: Specimen life for a variety of stress ratios for AISI 304 steel at 700°C and a max
stress of 225 MPa [Lukáš et al., 1990].

Although focused on the effect of undesirable phase formation from creep loading on
HCF failure, the pre-creep HCF data obtained by Pessah, Caron, and Khan for single crystal
MC2 superalloy showed no discernable difference for the combined load at an R ratio of 0.02
[Pessah et al., 1992]. From the results in Table 3.5, the lifetimes of specimens previously
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exposed to creep are within the scatter of the non-exposed specimens tested in HCF. Thus, one
can conclude that at small stress ratios where the mean stress is relatively low, either a minor
benefit or no benefit is likely when compared to individual response predictions.

Table 3.5: HCF lifetimes of virgin and previously exposed single crystal MC2 alloy specimens
[Pessah et al., 1992].
Pre-HCF Condition

Temperature

Stress Ratio

Maximum Stress

Life

Virgin
Virgin
80 MPa at 1050°C for 200 hrs.
80 MPa at 1050°C for 200 hrs.

T (°C)
870
870
870
870

R (unitless)
0.02
0.02
0.02
0.02

σmax (MPa)
700
700
700
700

Nf (cycles)
168,000
394,056
327,000
343,000

3.4.4 Combined HCF and Creep at High Stress Ratios
At high stress ratios, where the mean stress is large and the alternating stress is small,
another common trend in literature findings takes shape. Forrest proposed that in a mixed
loading case, the maximum mean stress for the HCF load would be equal to the creep rupture
strength [Forrest, 1962]. Graphically, the maximum mean strength on a Haigh diagram typically
occurs along the abscissa axis, where the stress amplitude is zero. If only a high temperature
static stress is present for an extended period of time, the life of the material would be only
limited by creep rupture, and thus the use of the creep rupture strength as the maximum mean
stress is reasonable. Forrest also found that for some moderate temperatures, a small alternating
stress can improve material life, rather than debiting it. The Haigh diagram in Figure 3.30 shows
the result of this benefit as a bump in the constant life curve. Instead of a smooth Gerber-like
curve between the maximum completely-reversed fatigue strength on the vertical axis and the
creep rupture strength on the horizontal axis, the mean stress at the high stress ratio locations
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exceeds the creep rupture strength. It is interesting to note the previously referenced findings of
NACA at 1000°F also support this assentation (Figure 3.27).

Figure 3.30: Haigh diagram of Nimonic 80A at 750°C for various fracture times [Forrest, 1962].

This coincides well with the conclusions made by Kunz and co-workers [Kunz et al.,
2008] for combined loading on IN 713 LC specimens tested at 800°C, where failure is largely
dominated by creep at high stress ratios, and is minimally affected by small vibratory loads. This
shown in Figure 3.31, includes a plot comparing the time to fracture to the experimental stress
amplitudes.
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Figure 3.31: Effect of alternating stress on HCF fracture times for IN 713 LC specimens tested at
800°C with a mean stress of 500 MPa [Kunz et al., 2008].

3.4.5 Combined HCF and Creep Response Regions
From the effects described by these authors, one can assert that there are three response
regions. At low stress ratios, life is dominated by fatigue. At high stress ratios, life is dominated
by creep. Between these two is an interaction region, whose location and magnitude depends on
material and temperature. This is corroborated the findings of Vašina and co-workers [Vašina et
al., 1995] using fatigue test cases enveloping a wide range of stress ratios for a Cr-Mo steel,
along with a collection of completely-reversed (R = -1) HCF tests and creep tests. This study
determined that failure was primarily determined by the stress amplitude for -1<R<0.2, mean
stress for 0.6<R<1, and subject to an interaction of the two for -0.2<R<0.6. This shift in failure
mode was also reported for CMSX-4 by Lukáš and Kunz in an aforementioned study [Lukáš and
Kunz, 2002].
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Figure 3.32: Effect of R ratio on HCF fracture time for a 9Cr-1Mo steel at 600°C. HCF tests at
various R ratios are repsented by squares, Stress-life data from HCF tests at R = -1 by crosses,
and creep test results by triangles [Vašina et al., 1995].

3.4.6 Fracture of Combined HCF and Creep
Fractographic analysis of the interaction region conducted by Lukáš and co-workers
[Lukáš et al., 1990] on copper samples found that the failure mode was intergranular; although,
the superimposed HCF produced smaller cavities than if the material were subject to creep alone.
Lukáš et al. proposed that the cyclic softening from HCF changes the microscale dislocation
configuration; such that an equilibrium configuration promoting creep can be attained faster by
circumventing pile-ups in the material that normally resist deformation. This is related to the
findings of Horník and co-workers [Horník et al., 2016] that the interaction causes a creepdominated crack initiation and fatigue-dominated propagation for IN 713 LC samples, and that
that the location of the initiated crack was inconsistent. The combination of creep and HCF has
also been described by Sarkar and co-workers as synergetic [Sarkar et al., 2017], where HCF
joins intergranular creep cracks, encouraging failure.
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3.4.7 Life Prediction of Combined HCF and Creep
Given the prominence of creep as a life-limiting mechanism an IGTs, a life prediction
framework for the combined creep and HCF loading conditions is needed. Though an allinclusive and validated framework for IGT conditions has not been created, there has been some
development of combined life prediction models.
Among these is the damage accumulation approach proposed by Wight and co-workers
[Wright et al., 2004; Gallagher et al., 2004] for PWA 1484 single crystal alloy samples coated
with platinum aluminide and tested at 1038°C for a collection of stress ratios. This approach
utilizes a fatigue damage component consisting of a Walker fatigue model with stress-life
interpolations, and a creep damage component utilizing a time-based rupture model, combined
using a damage summation rule that is a combination of a Palmgren-Miner rule and a Robinson’s
life fraction. Mathematically, this is represented as

𝐷=

𝑁
𝑡
+
(𝑤−1)
𝛽
] 1 𝛽4 (𝜎𝑚 )𝛽2
𝛽3 [𝜎𝑎 (1 − 𝑅)

(3.36)

where N is the number of cycles, t is the duration, and w, β1, β2, β3 and β4 are material constants.
The results obtained by Wright et al. demonstrate that for the alloy and temperature under
analysis, this model was both simple and effective. As shown in Figure 3.33, the model is
slightly over-conservative in some regions, but overall a very reasonable fit. While the majority
of data used to create the lifing model were HCF tests at various frequencies, the authors also ran
a subset of experiments that used a unique and promising load scheme, where a specimen was
loaded in creep first, then subsequently loaded in HCF. This would allow for testing many
different values of creep strain.
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Figure 3.33: Haigh diagram at 107 cycles with experimental results and empirical models of
PWA 1484 at 1038°C [Gallagher et al., 2004].

Attempting to initially remain independent of rupture time, Golub and co-workers [Golub
et al., 2005] instead developed an approach to generate constant life-diagrams by using a relative
intensity factor. This mathematically-driven approach resulted in a collection of cosine power
functions, which when expanded in series along with the inclusion of boundary conditions,
included
2
4
1 1⁄𝜉3
1 𝜋
𝜎𝑚
1 𝜋
𝜎𝑚
)
)
(
)
𝜎𝑎 = (
[1 − (
+
]
𝜉2 𝑓𝑡𝑅
2 2 (𝜉1 𝑡𝑅 )1⁄𝜉4
24 2 (𝜉1 𝑡𝑅 )1⁄𝜉4

𝜆

(3.37)

where f is the loading frequency in Hz, λ is the creep-fatigue interaction factor, and ξ1, ξ2, ξ3, and
ξ4, are fitted material constants. This model was also a good fit to the results of fatigue
experiments conducted at 950°C on smooth specimens of EI867, a creep resistant alloy (Figure
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3.34). Both the models from Wright et al. and Golub et al. provide good starting points for the
development of a comprehensive combined life prediction framework.

Figure 3.34: Haigh diagram at various failure times for fatigue test data and combined HCF and
creep model for a EI867 alloy at 950°C [Golub et al., 2005].

3.5 Knowledge Gaps
With the development of comprehensive finite-element based design, superior casting
techniques, and accurate creep, LCF and TMF life prediction models, IGT part reliability has
improved dramatically, shifting the focus to long-term issues or those that are difficult to detect
in the field, such as HCF. In order to achieve next-generation efficiency targets, overlyconservative approaches to preventing HCF failure in high temperature environments must be
revised. The combined response of HCF and creep deformation has been the subject of very little
research over the years, predominantly restricted to identifying the effects on both a
macrostructural and microstructural point of view. Life prediction has been minimally
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investigated under these loading conditions, and a comprehensive framework that incorporates
data from multiple temperatures, creep strains, and stress ratios has not been created. A
framework capable of accurately capturing these factors is needed for turbine blade designs,
where a range of non-isothermal temperatures and loads are expected. In addition, no studies
have been carried out on conventionally cast CM 247 LC, a commonly used material in IGT
design. The elucidation of these knowledge gaps is the primary goal of this study.
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CHAPTER 4
RESEARCH APPROACH
Development of a validated life prediction framework that encompasses the effects of
combined HCF and creep requires extensive testing under a variety of loading conditions.
Comprehensive analysis of the experimental data is needed to develop, calibrate, and evaluate
candidate frameworks. Within this task, a detailed fracture analysis and small subsets of
additional testing of aged and fine grain specimens is required to impart a physical significance
to the framework, making it applicable to other material systems.
4.1 Hypotheses
•

An accurate life prediction framework can be developed for a conventionally cast Nibase superalloy subjected to a combined state of high-cycle fatigue (HCF) and creep
deformation for use in non-isothermal fatigue applications that contain a superimposed
vibratory load. Industrial gas turbine components are subjected to non-isothermal loading
with long operating dwells, imposing a complex creep deformation that is approximated
during turbine development by using finite element simulations. The consequence of
superimposed vibratory loads on this creep deformation from unsteady gas flows, blade
mistuning, and other dynamic effects must be assessed to ensure that designed components
will survive reliability requirements. A robust lifing framework will be developed to estimate
component life under this wide range of potential operating conditions, including extensive
creep deformation prior to HCF loading.

•

The constants of the combined HCF and creep framework can be characterized from
standard HCF and creep tests. Standard creep testing of the superalloy under consideration
has already been carried out. Typical HCF tests under a variety of stress ratios and
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temperatures will be conducted, as well as non-standard Pre-Creep+HCF tests whose
specimens are first subjected to a prescribed level of creep deformation, and then a
continuous fatigue load until failure. All three experimental data sets will be used to develop
the proposed combined HCF and creep life prediction framework. It is hypothesized that a
suitable framework can be crafted in such a way as to allow for its calibration using only
standard creep and HCF test data. This will facilitate initial parameter approximations for
other turbine materials, where only standard data is available, mitigating short-term needs for
exhaustive material testing of combined or stepwise creep-HCF loading.
•

The experimental life of the specimens subjected to combined HCF and creep loading is
independent of the order by which the loads are applied. The majority of the interaction
between HCF and creep deformation will be captured though HCF testing of specimens
previously subjected to a defined level of creep strain. Several additional specimens will also
be tested such that creep deformation is concurrent with HCF loading. To do this, HCF
testing of virgin specimens at an elevated temperature and a high mean stress will be carried
out at lower frequencies. The results will be compared against the baseline data and the
proposed life prediction framework to verify that the interaction is independent of the load
profile, given that the creep and fatigue conditions remain the same.

•

Smaller grain sizes will have a detrimental effect on the life in combined HCF and creep
loading. Finer grain sizes are typically associated with improved fatigue properties at the
cost of creep resistance. Several fine grain specimens will be tested with the pre-creep HCF
load scheme to experimentally evaluate the conflicting effects on the combined load state.
Apart from the resulting number of cycles to failure, microstructural evaluation of the failed
specimens will be used to inform the grain size analysis by comparing the fracture

77

mechanism to the baseline case. It is predicted that the smaller grain size will have a negative
effect on the specimen life in these combined cases, as the exacerbated grain boundary
sliding and cavitation of the creep loading from the smaller grain size will likely act to
initiate and augment the formation fatigue cracks.
4.2 Research Approach
The very nature of characterizing an interaction of two different crack initiation
mechanisms affecting the same material either concurrently or sequentially presents a difficult
task that can only be alleviated through an abundance of testing and rigorous analysis. It is this
need that has dictated the approach chosen for this study, where a broad range of equipment and
procedures has been employed to ascertain the effect of combined creep and HCF loading. A
major factor permeating the research approach is a significant emphasis on relatability to IGT
service environment and usability for IGT blade design.
The backbone of this study is the data set collected from experiments where specimens
were first loaded in creep until a target creep strain has been reached, and then loaded in fatigue
until fracture. The pre-creep portion of these experiments are carried out at two different
temperatures at a range of applied stresses and target creep strains. This is to ensure that
observations of the interaction are representative what may realistically be present in many IGT
components and configurations. This is also to ensure that a prospective model is not dependent
on the presence of specific set of loading conditions. The HCF portion of these combined
experiments is also carried out under a variety of stress ratios and stress amplitudes. This is
necessary to capture broad range of dynamic loading conditions throughout an IGT blade,
making any resulting interaction model not only relatable, but useable in IGT blade design and
analysis.
78

Deformation data was collected over time during the pre-creep procedure of these
combined tests. With this data, the creep deformation of each specimen can be compared, and a
creep rate model can be assembled. In addition, statistics such as the elapsed time to a given
creep strain and the final elongation can be measured. The experimental data collected in this
step is vital to establishing a baseline for the creep that is directly applicable to the same set of
combined loading specimens. Since data is gathered for each individual specimen, it can also be
used to help distinguish the effects of experimental scatter from the creep loading and help
identify outliers.
In order to quantify the detrimental effect of the pre-creep in the combined experiments,
baseline HCF testing on virgin material has also been conducted. These tests are of limited
quantity, as a sizable cache of historical data was made available to the author. Limited testing
was conducted to validate the baseline for combinations of temperature and stress ratios already
present in the historical data. A higher number of specimens was expended to characterize a
baseline model for R=0.85, where a larger interaction effect was hypothesized, and no historical
data was available.
Tensile tests were also carried out on the same slab of material used for the interaction
tests. This provides information on the elastic modulus, yield strength, and ultimate tensile
strength expected to have been present in the specimens used for the combined HCF and creep
tests. The tensile results also help compare the two heats of material supplied by the two casting
vendors used in this study.
Two limited studies have also been carried out with the intention of providing additional
information and guide future test campaigns regarding the interaction of HCF and creep. The
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first of these limited studies is the HCF testing of aged samples, which could be used to separate
the effects of high temperature exposure and creep. The second is a small subset of HCF and PreCreep+HCF testing on fine grain specimens to ascertain the benefit or detriment that grain size
poses on the combined life. Casting procedures can be adjusted to result in larger or smaller
grain sizes, each with their benefits and detriments. It is important to gage the effects of such
changes with respect to the combined loading, and to ensure that the dominant damage
mechanism remains consistent when subjected to the same loading conditions. Both HCF and
Pre-Creep+HCF tests are conducted on fine grain specimens, each in accordance with the
procedures implemented for the standard grain size.
Post-test fracture surface analysis has also been carried out in different length scales to
aid in identifying and validating the physical cause for the interaction effect. This included visual
examination of the specimen exterior using the naked eye and light microscopy of the fracture
surface. Metallography at higher magnifications was used on sections cut from the failed
specimens to gain insight in the material below the fracture surface, and a scanning electron
microscope was used for both the fracture surface and sectioned surface to understand what
mechanisms were active. This information is critical to create a microstructurally-informed life
prediction framework for the interaction of HCF and creep.
Overall, the approach selected for this study can be described as one that is broad enough
to encompass the assortment of loading conditions present in IGT components, yet cognizant of
the need to distinguish the effects of HCF and creep in the combined environment. Data
collection and additional testing has been carried out wherever possible in order to establish
comparative baselines and obtain enough information to establish meaningful conclusions
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regarding the severity of the interaction and physically derived causes for the measured reduction
in fatigue life.
4.3 Assumptions
Several assumptions have been made over the course of this study pertaining to the
material, testing method, and analysis. An important assumption has also been made regarding
the applicability of the results obtained in this study. This assumption is that while the overall
load profile of an IGT blade is typically idealized as a TMF cycle with a dwell representing
engine operation, the steady stress for the interaction in question can be simplified as a creep
load. The reasoning behind this assumption is that the dynamic load in an IGT blade is most
critical during the long, steady period of full-load operation, not the transient start-ups and shutdowns where fatigue may play a role.
It is assumed that the material in each specimen is homogenous and similar. Minor
differences in chemistry, processing, and preparation between material heats and individual
specimens are expected to play a minimal role. These differences are considered as scatter in the
experimental results.
It is also assumed that the specimens remain in the elastic regime during HCF testing, and
that the target maximum stress is sufficiently lower than the yield strength such that no bulk
plastic deformation is accumulated during the test. This assumption is necessary because the
fatigue testing is conducted in load-control, and any incursion into the plastic regime will likely
result in ratcheting. This assumption is also necessary to employ traditional HCF lifing models.
Conventionally-cast CM 247 LC is no exception to frequency-dependence; however,
from previous experience, the range of HCF testing frequencies utilized in this study are
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comparable. The testing frequency is still assumed to affect the results by way of increased test
time, which at high temperature can translate into aging or creep loading.
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CHAPTER 5
EXPERIMENTAL METHOD
The development of a comprehensive lifing framework for a Ni-based superalloy
subjected to a combination of creep and HCF must be rooted in a similarly comprehensive
experimental campaign. Consequently, a broad test matrix has been developed and executed,
where varying proportions of creep and fatigue have been introduced to an array of sustained and
cyclic loads. The results from this test campaign are used to identify the interaction effect and
quantify the consequences of the interaction such that a combined HCF and creep lifing
framework can be constructed. Selected experiments are designed to identify the effects of the
interaction on high temperature aging and fine grain sizes to offer a panoptic outlook of the
causes and potential ramifications of the combined loading. Standard and non-standard
mechanical testing is conducted on CM 247 LC specimens from multiple casting vendors using
creep and uniaxial load frames. High temperature tensile tests are conducted to compare the two
heats of material and provide information concerning the material strength within the
experimental batch. Analysis of the fatigue data is supported by a robust regimen of post-failure
analysis techniques including light microscopy of the fracture surface and metallography of a
sectioned test article.
This chapter details the experimental methods and materials used in this study, beginning
with the load profiles prescribed to the test specimens in Section 5.1 and an overview of the test
matrix in Section 5.2. Specifics regarding the test articles, including the metallurgy of the
originating slabs and specimen design are described in Section 5.3. The testing equipment and
procedures employed for specimen aging, tensile testing, creep testing, HCF testing, and posttest inspection are catalogued in Section 5.4.
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5.1 Load Profiles
Characterizing the interaction of HCF and creep requires the use of several different load
profiles to isolate the aggregated response from constituent mechanisms. Four characteristic load
profiles are used in this study: standard HCF tests, aged HCF tests, Pre-Creep+HCF tests, and
uniaxial tensile tests. Standard HCF tests represent the short-term dynamic loading typically
assumed in IGT design. Aged HCF tests embody the same loading, but on material that has been
exposed to high temperatures for an extended duration, which is important reflection of the long
service life of IGT components between scheduled inspections. Pre-Creep+HCF tests mimic the
load history of blade features that have undergone creep deformation during prolonged
operation, whereupon the crept airfoil is now at risk for dynamic loading. Uniaxial tensile tests
are used to identify the elastic-plastic response and strength of the material under investigation.
Typical HCF tests serve as a baseline to evaluate the fatigue contribution to the combined
load case, though some creep deformation is to be expected at higher stress ratios. HCF tests are
conducted at steady elevated temperatures under constant cyclic load at frequencies ranging from
40 to 90 Hz. A sketch of an example load profile is found in Figure 5.1a. Some HCF tests at
these temperatures have already been carried out in previous test campaigns conducted at
Siemens laboratories in Casselberry, Florida, including 750°C and 850°C tests at stress ratios of
R = -1, 0, and 0.54. The current study validates a small selection of this data and includes novel
fatigue testing at a higher stress ratio of R = 0.85. Testing very high stress ratios is an important
facet of this study, because these combinations of stresses often reflect critical HCF locations on
IGT blades. In addition, it is predicted that the mean stresses facilitated by these stress ratios will
produce a more severe creep response at elevated temperatures and will help to distinguish
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regions where creep becomes dominant over HCF and interaction mechanisms. Differences in
testing frequency may help highlight the boundaries of this interaction.
Aged HCF testing features a small subset of HCF experiments conducted on specimens
that have been previously exposed to the test temperature for 1,800 hours in a stress-free
environment. The load profile is sketched in Figure 5.1b. This is intended to differentiate the
effects of exposure and creep and may prove to be a useful addition to the life prediction
framework. The 1,800 hour exposure was selected as a reasonably long duration and within the
budgetary constraints for this study. Aging is carried out by placing the virgin specimens in a
furnace for a prolonged period. The HCF testing of the exposed test articles is conducted
similarly to that of the typical HCF test.
The bulk of the mechanical testing consists of combined HCF and creep experiments
(Pre-Creep+HCF), where a specimen is first subjected to a prescribed level of creep strain,
followed by HCF testing until failure (Figure 5.1c). Pre-creep strains of 0.5%, 1% and 2% are
targeted during testing. At relatively lower temperatures this is roughly similar to early
secondary creep, mid secondary creep, and late secondary creep regions for the selected material.
At relatively higher temperatures, these creep strains are typically representative of midsecondary creep, late secondary creep, and tertiary creep. The desired creep strain is attained by
applying a constant stress at the HCF test temperature for an extended duration using an HCF
specimen loaded into standard creep test frame.
The creep portion of the Pre-Creep+HCF tests are conducted at a variety of creep stresses
for each combination of temperature and target strain. The reason for this selection is that lower
stresses generally result in lower creep strain rates and longer creep test durations, allowing for
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additional variability from the pre-creep step if exposure time is a life-limiting factor. This is an
important reflection of the variability in IGT blade component service conditions. In addition,
the tertiary creep response is expected to differ as a function of stress, which may affect the
combined HCF and creep load case, which in past literature studies has been suggested to have a
larger impact in the tertiary creep regime. Some considerations have also been made to generally
increase the creep stress for larger target creep strains to reduce lengthy test times. Conventional
creep testing was not planned for this study; however, a synthesis of the pre-creep experimental
data and literature-based data were sufficient to adequately define the creep response of the
material, which closely matches internal design data.
Once the target creep strain has been reached, the creep test is halted and the specimen is
unloaded. After inspection, the specimen is then inserted into a standard HCF test frame, slowly
loaded to the target mean stress and temperature, and then cycled at desired stress ratio until
failure or a run-out of 108 cycles. These tests are critical to developing a lifing framework for
combined HCF and creep.

(a)

(c)

(b)

Figure 5.1: Load profile sketch for (a) HCF, (b) Aged HCF, and (c) Pre-Creep+HCF at R = 0.54
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In addition to the fatigue testing, limited high temperature tensile tests are conducted to
compare the mechanical responses of the two material heats used for the bulk of this study.
Tensile testing is carried out by first heating a specimen until the test temperature has been
reached, then applying an increasing mechanical load until failure.
5.2 Test Matrix
Given the unique nature of the two-part test plan where a pre-crept specimen is subjected
to HCF until failure, existing data were not available to serve as a reference for selecting an ideal
set of experimental load parameters prior to the study initiation. This lack of data was further
compounded for tests conducted at a stress ratio of R = 0.85, where baseline, conventional HCF
data were unavailable. As such, an exploratory approach was taken for this study, where the test
matrix evolved as completed experiments were used to inform the loading parameter selection of
subsequent samples. The target creep strains, test temperatures, and fatigue stress ratios were
pre-planned for each specimen, but the stress amplitudes were selected with the intention of
resulting in lives between ten million to one hundred million cycles and avoiding run-outs.
In total, eighty-five experiments were conducted over the course of this study. Of these,
fifteen were baseline HCF tests (Table 5.1), forty-six were two-part Pre-Creep+HCF tests (Table
5.2), and four were aged HCF tests (Table 5.3), each conducted using specimens with a nominal
grain size. While no creep tests were planned, three of the forty-six two-part tests conducted on
nominal grain size material ruptured prior to fatigue. These specimens, as well as one specimen
that was damaged, are included in Table 5.2 without defined HCF loading conditions. In addition
to these experiments, four baseline HCF tests (Table 5.4) and four two-part Pre-Creep+HCF tests
(Table 5.5) were also conducted using specimens with a fine grain size. A limited set of twelve
tensile tests have also been conducted (Table 5.6).
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Table 5.1: Test matrix for baseline HCF experiments.
Specimen
1231-06
1231-07
1231-12
1231-30
1231-31
1231-32
1014-25
1014-26
1014-27
1014-28
1014-29
1217-56
1217-57
1217-58
1217-59

Temperature
T
(°C)
850
850
750
750
750
850
750
750
850
850
850
750
750
850
850

Stress
Ratio
R
(unitless)
0.85
0.54
-1
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.54
-1
-1
0.54

Normalized
Stress Amplitude
σa /σref
(MPa/MPa)
0.040
0.137
0.289
0.058
0.047
0.051
0.060
0.059
0.046
0.042
0.040
0.158
0.279
0.285
0.154

Normalized
Mean Stress
σm /σref
(MPa/MPa)
0.493
0.456
0.000
0.713
0.583
0.633
0.739
0.726
0.563
0.521
0.493
0.525
0.000
0.000
0.514

Frequency
f
(Hz)
50
60
70
80
50
50
75
75
75
75
75
60
60
60
60

Table 5.2: Test matrix for Pre-Creep+HCF experiments.
Pre-Creep
Target
Normalized
Specimen Temperature
Creep
Creep Stress
Strain
T
σcr /σref
εcr
(°C)
(MPa/MPa)
(%)
0.536
1217-04
750
0.5
0.536
1217-05
750
0.5
0.604
1217-06
750
0.5
0.536
1217-07
750
0.5
0.536
1217-08
750
0.5
0.604
1217-09
750
0.5
0.536
1217-10
750
0.5
0.536
1217-11
750
0.5
0.604
1217-13
750
0.5
0.578
1217-14
750
1.0
0.578
1217-15
750
1.0
0.631
1217-16
750
1.0
0.552
1217-17
750
1.0
0.552
1217-18
750
1.0
0.631
1217-19
750
1.0

Stress
Ratio
R
(unitless)
-1
-1
0.85
0.54
0.85
0.54
0.85
0.85
-1
-1
0.54
0.54
0.54
-1
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HCF
Normalized
Normalized
Stress
Frequency
Mean Stress
Amplitude
σa /σref
σm /σref
f
(MPa/MPa) (MPa/MPa)
(Hz)
0.279
0.000
80
0.279
0.000
85
0.058
0.713
55
0.163
0.543
90
0.060
0.739
80
0.158
0.525
50
0.058
0.713
85
0.063
0.778
85
0.289
0.000
40
0.279
0.000
85
0.158
0.525
90
0.152
0.508
75
0.158
0.525
80
0.289
0.000
46

Pre-Creep
HCF
Target
Normalized
Normalized
Stress
Normalized
Specimen Temperature
Creep
Stress
Frequency
Creep Stress
Ratio
Mean Stress
Strain
Amplitude
T
σcr /σref
εcr
R
σa /σref
σm /σref
f
(°C)
(MPa/MPa)
(%)
(unitless) (MPa/MPa) (MPa/MPa)
(Hz)
0.631
0.163
0.543
1217-20
750
1.0
0.54
90
0.552
0.060
0.739
1217-21
750
1.0
0.85
80
0.552
0.056
0.687
1217-22
750
1.0
0.85
80
0.631
0.063
0.778
1217-23
750
1.0
0.85
50
0.631
0.058
0.713
1217-25
750
1.0
0.85
55
0.578/0.631
0.056
0.687
1217-26
750
2.0
0.85
50
0.578/0.631
0.279
0.000
1217-27
750
2.0
-1
80
0.631
0.058
0.713
1217-28
750
2.0
0.85
85
0.285
0.280
0.000
1217-29
850
0.5
-1
80
0.285
0.274
0.000
1217-30
850
0.5
-1
80
0.342
0.285
0.000
1217-31
850
0.5
-1
55
0.285
0.126
0.419
1217-32
850
0.5
0.54
80
0.285
1217-33
850
0.5
0.342
0.137
0.456
1217-34
850
0.5
0.54
80
0.285
0.046
0.563
1217-35
850
0.5
0.85
85
0.285
1217-37
850
0.5
0.342
0.040
0.493
1217-38
850
0.5
0.85
90
0.302
0.314
0.000
1217-39
850
1.0
-1
85
0.302
0.280
0.000
1217-40
850
1.0
-1
80
0.371
0.137
0.457
1217-41
850
1.0
0.54
50
0.302
0.126
0.419
1217-42
850
1.0
0.54
50
0.302
0.131
0.437
1217-43
850
1.0
0.54
50
0.371
0.040
0.493
1217-44
850
1.0
0.85
50
0.371
0.285
0.000
1217-45
850
1.0
-1
50
0.302
0.051
0.633
1217-46
850
1.0
0.85
85
0.302
0.040
0.493
1217-47
850
1.0
0.85
80
0.371
1217-48
850
1.0
0.371
0.046
0.563
1231-01
850
1.0
0.85
85
0.314
0.033
0.408
1231-02
850
2.0
0.85
85
0.342
0.037
0.450
1231-03
850
2.0
0.85
85
0.371
0.040
0.493
1231-04
850
2.0
0.85
90
*: Creep stress was increased during test from 0.578 MPa/MPa to 0.631 MPa/MPa.
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Table 5.3: Test matrix for aged HCF experiments.
Specimen

Temperature

Aging Time

Stress Ratio

T
(°C)
750
850
850
750

tage
(hrs)
1800
1800
1800
1800

R
(unitless)
0.85
0.85
0.85
0.85

1231-08
1231-09
1231-10
1231-11

Normalized
Stress
Amplitude
σa /σref
(MPa/MPa)
0.058
0.040
0.046
0.060

Normalized
Mean Stress

Frequency

σm /σref
(MPa/MPa)
0.713
0.493
0.563
0.739

f
(Hz)
50
80
80
70

Table 5.4: Test matrix for fine grain HCF experiments.

Specimen

Temperature

Stress Ratio

T
(°C)
750
750
750
750

R
(unitless)
-1
0.85
0.85
0.85

696-2
696-7
696-10
696-11

Normalized
Stress
Amplitude
σa /σref
(MPa/MPa)
0.305
0.059
0.060
0.058

Normalized
Mean Stress

Frequency

σm /σref
(MPa/MPa)
0.000
0.726
0.739
0.713

f
(Hz)
80
70
60
60

Table 5.5: Test matrix for fine grain Pre-Creep+HCF experiments.

Specimen Temperature
79-1-4
79-1-14
202-5
202-14

T
(°C)
750
750
750
750

Pre-Creep
Target
Normalized
Creep
Creep Stress
Strain
σcr /σref
εcr
(MPa/MPa)
(%)
0.578
0.61
0.631
1.27
0.578
0.38
0.631
0.71

Stress
Ratio
R
(unitless)
0.85
0.85
0.85
0.85

90

HCF
Normalized
Normalized
Stress
Mean Stress
Amplitude
σa /σref
σm /σref
(MPa/MPa) (MPa/MPa)
0.060
0.739
0.060
0.739
0.060
0.739
0.060
0.739

Frequency
f
(Hz)
60
60
60
60

Table 5.6: Test matrix for tensile experiments.
Specimen Temperature
T (°C)
1217-60
750
1217-61
750
1217-62
750
1217-63
850
1217-64
850
1217-65
850
1231-40
750
1231-41
750
1231-42
750
1231-43
850
1231-44
850
1231-45
850

Strain Rate
ε̇ (min-1)
0.005
0.005
0.005
0.005
0.005
0.005
0.005
0.005
0.005
0.005
0.005
0.005

5.3 Specimen Details
Each experiment has been carried out using a unique test specimen composed of CM 247
LC. Each test article was cast, solutioned, HIP’d, and heat treated to the same specifications as
that of an IGT component. The majority of specimens used in this study originate from cast slabs
from Heat 1014, Heat 1217, and Heat 1231. Slabs from Heat 79, Heat 202, and Heat 696 have
been cast with an alternate procedure, resulting in a fine grain structure that has been used in this
study to explore the effect of grain size on combined creep and HCF loading. Heats 79, 202, and
696 have average ASTM grain sizes of 4.0 (90μm), 1.0 (254μm), and 4.0 (90μm), respectively.
These grain sizes are relatively small when compared to the ASTM 0 (359μm) and 00 (510μm)
size grains that comprise the Heats 1014, 1217, and 1231.
Specimens were machined from slabs cast from three different commercially available
investment casting houses, which will be referred to as Casting Vendor A, Casting Vendor B,
and Casting Vendor C. Heats 1014 and 1217 originated from Casting Vendor A. Heats 696 and
1231 originated from Casting Vendor B. Heats 79 and 202 originated from Casting Vendor C.
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Examples of the resulting slabs are shown in Figure 5.2. The elemental compositions for five of
the six material heats are tabulated in Table 5.7, which nearly identical and within nominal
proportions. The composition for Heat 79 is not available, though it is assumed to contain a
sufficiently similar composition.

Figure 5.2: Slabs of CM 247 LC material cast from Heat 1217 and Heat 1231.

Table 5.7: Material composition for specimens used in the present study compared with the
nominal composition of CM 247 LC [Harris et al., 1984].
Material

Nominal Composition (Wt. %)
C

Ni

Cr

Co

Mo

Al

B

Ti

Ta

W

Zr

Hf

Heat 1217

0.08

Bal.

8.1

9.3

0.5

5.7

0.02

0.8

3.3

9.4

0.012

1.49

Heat 1231

0.08

Bal.

8.4

9.3

0.5

5.7

0.02

0.7

3.2

9.5

0.009

1.56

Heat 1014

0.07

Bal.

8.1

9.3

0.5

5.6

0.02

0.7

3.2

9.4

0.014

1.49

Heat 696

0.08

Bal.

8.3

9.3

0.5

5.6

0.02

0.8

3.2

9.4

0.009

1.50

Heat 202

0.07

Bal.

8.4

9.4

0.5

5.6

0.02

0.7

3.2

9.6

0.010

1.30

3.2

9.5

0.015

1.4

Heat 79
CM 247 LC
(Nominal)

----0.07

Bal.

8.1

9.2

Not Available

0.5
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5.6

0.015

----0.7

A variety of specimen geometries were used for the experiments conducted in this study.
Creep and HCF testing were performed using threaded cylindrical dogbone specimens with a
smooth gage section. Three different sets of specimen dimensions were employed for the HCF
testing. Specimens from Heat 1217, Heat 1231, and Heat 696 were machined according the
geometry detailed in Figure 5.3. Specimens from Heat 1014 are repurposed from a different test
campaign and are machined to a slightly larger geometry (Figure 5.4).

Figure 5.3: Heats 1217, 1231 and 696 HCF test specimen geometry in millimeters.

Figure 5.4: Geometry for Heat 1014 test specimens in millimeters.
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Similarly, test articles from Heat 79 and Heat 202 are repurposed specimens whose
dimensions are outlined in Figure 5.5. Though not indicated in the drawing, two shallow
circumferential grooves were machined on the Pre-Creep+HCF specimens to accommodate the
extensometer during creep testing to prevent slipping of the rods. All fatigue specimens were
machined by Metcut Research Inc. at their facility in Cincinnati, Ohio. All three geometries are
assumed to provide comparable results and conform to ASTM E466 guidelines [ASTM, 2015].
The validity of each test is confirmed by a clean uniaxial fracture within the gage section.

Figure 5.5: Geometry for Heat 79 and Heat 202 specimens in millimeters.

Tensile tests were conducted using flat dogbone specimens with a smooth gage section
and a hole at each end for pin loading. The tensile specimens were machined by Product
Evaluation Systems Inc. at their facility in Latrobe, Pennsylvania using the scrap material from
Heat 1217 and Heat 1231. An example of the slab scrap can be seen in Figure 5.6. The specimen
geometry used for the tensile specimens is given in Figure 5.7. The pin loading configuration
and specimen dimensions were selected based on material availability, and successfully resulted
in a final fracture located within the gage section during the tensile tests.
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Figure 5.6: Scrap material from a Heat 1217 slab after HCF specimen machining.

Figure 5.7: Tensile test specimen geometry in milimeters.

5.4 Test Equipment and Procedure
A significant sum of experimental data is required to characterize the interaction of HCF
and creep in a CM 247 LC Ni-base superalloy. A number of experimental devices in a variety of
configurations are used to accomplish this goal. Target creep strains are applied to specimens
prior to HCF testing, involving the use of both creep frames and uniaxial load frames. Some
samples are subjected to a prolonged aging cycle, necessitating the use of a furnace. Other
uniaxial load frames have been employed for tensile testing to validate the assumed similarity
between the material heats. In many of these cases, multiple sets of similar equipment are used to
offset the large number of samples and extended test durations. The test setup specifications and
testing procedures for each method are detailed in the following subsections.
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5.4.1 Aging Method
Four specimens were aged prior to HCF loading to evaluate the effect of high
temperature exposure to fatigue life without the presence of a static load. Specimen aging was
conducted on four specimens at a Siemens laboratory in Casselberry, Florida using a high
temperature furnace. Aging involves the exposure of high temperatures to specimens prior to
mechanical testing to replicate long-term material degradation. In this study, four specimens
were aged for 1,800 hours, where two specimens were aged at 750°C and two specimens were
aged at 850°C. The aging temperatures assigned to each of the four specimens were identical to
their respective HCF test temperature. The equipment used for this task were two Carbolite Gero
CWF 13/13 furnaces (Figure 5.8), which are 13L chamber furnaces rated to a maximum
temperature of 1300°C. Specimens of the same temperature were aged simultaneously in the
same furnace, and both the 750°C and 850°C furnaces were operating concurrently.

Figure 5.8: Carbolite Gero furnace [Carbolite Gero, 2020].
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5.4.2 Tensile Experimental Method
Twelve tensile tests were conducted to measure elastic modulus, yield strength and
ultimate tensile strength of the material at 750°C and 850°C. All twelve tests were performed by
Product Evaluation Systems, Inc. at their Latrobe, Pennsylvania laboratory. Experiments were
conducted on identical MTS Systems Corporation (MTS) Model 318 servohydraulic load frames,
each outfitted with a Lebow 3187-20K load cell with a capacity of 20,000 lbs (88.96 kN). The
heating elements used to attain the target temperatures were Applied Test Systems (ATS) Series
3210-2 three-zone split tube furnaces. Several MTS Model 632.53E extensometers with one-inch
gage sections were used to obtain the strain during the test. An image of one such load frame is
found in Figure 5.9.

Figure 5.9: Test frame used for tensile experiments [PES, 2019].

The tests were performed by first heating the specimen to the target temperature and
allowing it to expand in a stress-free environment for a given soak time. Then, the uniaxial
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tensile load is gradually increased at temperature until fracture, as defined in ASTM standard
E21 [ASTM, 2017]. The tensile test was conducted in strain control with a strain rate of 0.005
min-1. The load and extension were measured from the load cell and extensometer every 0.2
seconds for each test, which are used to obtain the stress and strain within the material. Due to
testing limitations, values for measured extension larger than 1.5% were not recorded; however,
the load cell continued to provide accurate data through specimen fracture.
5.4.3 Creep Experimental Method
Selected specimens were subjected to pre-creep prior to HCF loading. The desired creep
strain was obtained using a series of 33 different creep loading frames, which were operated by
Metcut Research Inc. in Cincinnati, Ohio. The use of multiple creep frames is necessary to
reduce testing time. Two different creep frame variants were used, a Satec Model M3 and a Satec
LD. The Satec Model M3 frame uses a lever arm with a 16:1 span ratio to apply a mechanical
load up to 6,000 lbs (26.7 kN) on the specimen. The Satec LD frames employ a similar system,
but instead use a 20:1 lever span ratio with a max load of 12,000 lbs (53.4 kN).
Both the Satec M3 and Satec LD are configured with a Thermcraft Inc. TSL-3-0-10-2C
dual zone resistive furnace to apply heat to the specimen. These furnaces have a tubular ceramic
shell oriented vertically to encompass the test specimen. Each furnace can reach a maximum
temperature of 1800°F (982°C), which is greater than the 850°C peak test temperature
considered in this study. Thermocouples were used to measure the temperature along the gage
section.
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Figure 5.10: Creep load frame [Metcut, 2019].

Furnaces are controlled using a Virtech Creep System produced by ATS to maintain a
constant desired specimen temperature throughout the duration of the test. This system also
serves as the primary control software for the frame, processing input data, directing the
mechanical load, and storing data for later analysis. Time, temperature, and strain data are
collected every twelve seconds for the first fifteen minutes of testing, followed by once every
minute for the duration of the test. These low sampling frequencies are necessary due to the long
duration of creep testing, and sufficient given the protracted effect of creep. Strain data are
obtained using either a model 4112-STD extensometer manufactured by ATS, or an Instron RT214 extensometer. All extensometers are calibrated in accordance with ASTM E83 [ASTM,
2016].
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Creep loading is carried out by first attaining the desired temperature and letting the
specimen soak for a period of time such as to accommodate thermal expansion. Then, the target
stress is applied though a stepped loading procedure using dead weights. The load was applied in
a series of six to twelve steps to minimize damage to the specimen. Once loaded, the test
continued at the constant load until the target creep strain was reached, whereupon the load was
stepped down, the heating element was shut off, and after a safe period of time, the specimen
was removed. The post-creep elongation was measured for each specimen. The creep testing was
carried out in accordance with ASTM E139 [ASTM, 2011].
5.4.4 HCF Experimental Method
HCF testing is conducted at a Siemens laboratory in Casselberry, Florida on three test
frames: Frame 1, Frame 4, and Frame 5. All three frames are MTS Model 312 servohydraulic
load frames and are similar models with comparable capability. The load frames reside in the
same room and are connected to a common hydraulic supply and a common chiller unit. Images
of Frame 1, Frame 4, and Frame 5 are displayed in Figure 5.11.
Frame 1 and Frame 5 have an identical configuration. These servohydraulic frames
utilize an ATS Series 3210 furnace to heat the specimen. This furnace is a ceramic shell-type
resistive heater with a maximum temperature of 2000°F (1093°C). Temperatures are measured
using a series of three K-type thermocouples affixed to the top, middle, and bottom of each
specimen gage section, as shown in Figure 5.12. Temperatures from all three thermocouples are
relayed through an ATS Temperature Control System to maintain a constant temperature
throughout the duration of the HCF test. Frames 1 and 5 utilize an MTS 661.21A-03 load cell
rated up to 100kN. Specialty water-cooled collet fixtures are used with a threaded adapter to
securely grip the specimen during the test.
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(a)

(b)

(c)

Figure 5.11: Images of (a) Frame 1, (b) Frame 4, and (c) Frame 5 used for HCF testing.

Figure 5.12: Example of thermocouple configuration on a test specimen.
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Frame 4 is configured with an induction heater, rather than the resistive furnace used with
the other two frames. The induction heater power supply is an Ambrell Easy Heat LI, which
feeds into an Ameritherm 400 Series induction heating system affixed with a custom 5 loop
copper coil that surrounds the specimen. Specimen temperature is measured using the same
thermocouples as the other two frames and regulated using an independent Eurotherm
temperature controller. Mechanical loads on Frame 4 are measured via an MTS load cell with a
maximum capacity of 100kN. The load is transmitted to the specimen using a set of MTS model
641.10B water-cooled hydraulic actuating collet grips outfitted with a threaded adapter.
Each of the three servohydraulic test frames are individually operated using a computer
running the MTS control software. The computer is also used to collect data, though in the case
of HCF, this is solely the total number of cycles until failure at the given stress amplitude, stress
ratio, and test frequency.
One unexpected outcome of the creep loading is that the specimens develop a slight bend
on shutdown. This is due to the cantilever action of the creep load train, which will apply a slight
bending load across the specimen. Though the bending load is small, its effects become more
prevalent as the specimen contracts when it returns to room temperature from a thermally
expanded state. Specimen bending is not typically observed in creep testing; however, the
relatively small diameter of the HCF specimen geometry is likely a contributing factor.
The bending was quantitively measured in all pre-creep specimens prior to HCF testing.
This was carried out using a unique fixture, where the specimen is mounted on both ends in a pin
configuration that allows for the test article to be rotated along the central axis. The device
contains dial micrometer affixed to an arm positioned along the center of the specimen gage
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section such that the distance to the specimen can be recorded. As the specimen is rotated, the
minimum and maximum distances are noted such that a maximum relative mid-height bend is
obtained. Although the measurement was performed prior to each HCF test, the amount of
bending was only recorded for the final 22 pre-creep specimens. The recorded mid-height bend
varied from 0.003 inches to 0.026 inches, with an average value of 0.011 inches and a standard
deviation of 0.005 inches.
HCF testing is conducted by first loading the specimen into the uniaxial test frame. If the
specimen contained a bend, shims in the form of feeler gages were wedged into a specialized
coupler located on the HCF load train to counteract the bend. An example of a shimmed
specimen is shown in Figure 5.13. As a result, the load was correctly applied uniaxially along the
gage section axis rather than at an angle.

Figure 5.13: Example of shim arrangement on load train to accommodate bent HCF specimens.
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Once the specimen has been inserted into the frame, the temperature was raised to the
desired value and held at an unloaded state for an extended duration. The purpose of this was to
ensure that the test article had undergone complete thermal expansion prior to cyclic loading.
Subsequent to this soak time, a mechanical load was applied until the target mean stress had been
reached. Then, the force was cycled in load-controlled HCF in a sinusoidal profile whose stress
amplitude was that of the target alternating stress. Testing continued until specimen failure, or a
run-out of 108 cycles was reached. The number of cycles to failure or run-out was recorded.
Testing was conducted according to the standards put forth in ASTM E466 [ASTM, 2015] at
loading frequencies between 40 Hz and 90 Hz.
5.4.5 Fracture Analysis Method
After each experiment, specimens that have either fractured or survived 108 cycles were
the subject of a meticulous post-test analysis. This was conducted to elucidate the causes for each
failure, such that a life prediction framework based on physical effects can be created. All posttest analysis was conducted at the Siemens Energy lab in Casselberry, Florida.
An examination was first carried out for each fracture site on each specimen using a
LEICA Model M80 two-man microscope. Fracture surfaces were inspected under magnifications
between 1X and 5X. In this examination, the initiation site of each fractured specimen was also
determined and noted. At lesser magnifications, the same microscope was used to qualitatively
describe the flatness or unique exterior features of each fractured specimen in a profile view.
Digital images of the fracture surfaces were also captured for later comparison using an IC90-E
camera affixed to the same microscope. An image of the fractography equipment used in this
study is found in Figure 5.14.
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Figure 5.14: Image of the LEICA two-man scope used for fracture analysis.

In many cases, a metallographic assessment was also carried out on the failed specimens,
where the test article was sectioned for additional examination. This was done to compare the
microstructure of each specimen immediately below the fracture surface. The metallography
process began with sectioning the specimen using a Struers Secotom-50 saw. Two cuts were
made for each specimen: the first was performed longitudinally along the center of the gage
section, and the second was performed radially across the gage section. A graphical
representation of the sectioning plan is shown in Figure 5.15.
The sectioned portion of the test article was then mounted into a Clarofast Hot Mount
acrylic resin. Once mounted, the sectioned material was ground and polished with a Struers
Tegramin-30 using the series of pads and solutions outlined in Table 5.8. The grinding and
polishing schedule employed for this method was developed at Casselberry lab for this material.
The resulting surface had a mirror finish and was ready to be analyzed. An example of a
mounted and polished sample is shown in Figure 5.16. Inspection of the sectioned specimens
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was performed on a Zeiss Observer Z1M microscope, which was connected to a computer
running a digital imaging software (Figure 5.17). The program has the capability to capture and
stitch a series of images, which was used to create a montage of the entire sectioned surface at a
high magnification.

Figure 5.15: Section plan for metallographic analysis showing the (1) longitudinal cut followed
by the (2) radial cut.

Table 5.8: Grinding and polishing schedule used to prepare specimens for metallography.
Specimens were carefully rinsed with water after each step.
Step

Grinding Surface

Solution

Duration

1

Grinding Stone

-

Until Flat

2

MD-Piano Grinding Pad

Water

3 Minutes

3

MD-Allegro Grinding Pad

9μm Diamond Suspension

4 Minutes

4

MD-Dac Polishing Pad

6μm Diamond Suspension

3 Minutes

5

MD-Dac Polishing Pad

3μm Diamond Suspension

3 Minutes

6

MD-Nap Polishing Pad

1μm Diamond Suspension

3 Minutes
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Figure 5.16: Example of a mounted specimen.

Figure 5.17: Image of the Zeiss microscope used for the metallographic analysis.

After the metallography was completed, two of the samples also underwent an etching
procedure for further analysis. The etchant originally selected for this task was Kalling’s 2,
which is commonly used for this material and displayed satisfactory results in a study by
Kupkovits on CM 247 DS specimens [Kupkovits, 2008]. In the present study, the resulting
etching using Kalling’s 2 was deemed suboptimal, so Glyceregia was used instead. Glyceregia is
an etchant consisting of nitric acid, hydrochloric acid, and glycerol, and is one of several etchants
recommended for Ni-base superalloys [ASTM, 2015]. The exact composition of Glyceregia used
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in this study is listed in Table 5.9. The etchant was made under a fume hood just prior to
application to ensure that it was fresh.

Table 5.9: Composition of Glyceregia etchant [ASTM, 2015].
Chemical Name

Chemical Formula

Quantity

Nitric Acid

HNO3

10 mL

Hydrochloric Acid

HCl

30 mL

Glycerol

C3H8O3

30 mL

In several cases, a Zeiss SIGMA field emission scanning electron microscope (FE-SEM)
was also used to further examine fracture surfaces or sectioned samples at magnifications
between 100X and 8000X. The FE-SEM, pictured in Figure 5.18, is also outfitted with an
attached Bruker XFlash 6130 spectrometer to identify and quantify the elemental composition of
the location under observation. This equipment was used to help identify microstructural causes
for a reduced fatigue life in HCF+Creep specimens.
A Keyence VHX-6000 digital microscope was also used in a limited capacity to capture
information related to the texture of fracture surfaces associated with high R-ratio HCF tests. The
Keyence scope (Figure 5.19) measures the height across a fracture surface, resulting in either a
qualitative contour plot or explicit analytical data that can be later correlated to test data.
Variations in height for this subset of tests were observed when looking through both eyepieces
of the LEICA two-man scope, but the 2D digital images are incapable of representing these
features; thus, the Keyence was used to help graphically convey what was visually seen. The
analytical data obtained by the instrument was not used in this study.
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Figure 5.18: Image of the Zeiss FE-SEM used for this study.

Figure 5.19: Keyence scope used obtain 3D fracture surface data.
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CHAPTER 6
RESULTS
The experiments conducted on the seventy-six specimens of nominal grain size produced
a wealth of information with which to form a life prediction framework capable of capturing the
interaction of high-cycle fatigue and creep. In this chapter, the results of these experiments are
detailed, beginning in Section 6.1 with the material properties and monotonic responses gathered
from the tensile testing. The creep response of the material is also measured and modeled in
Section 6.2 from the results of the pre-creep experiments. The conventional HCF, pre-creep
HCF, and aged HCF fatigue lifetimes are analyzed in Section 6.3. The chapter concludes with
the results of the post-test fracture analysis conducted on the fatigue specimens in Section 6.4,
which includes fractography and metallography acquired via visual inspection and microscopic
inspection.
6.1 Tensile Test Results
The purpose of the uniaxial tensile experiments was to provide the monotonic properties
of the material to design subsequent Pre-Creep+HCF experiments, and to compare the tensile
responses obtained from specimens originating from Heat 1217 and Heat 1231. This data is used
to aid in the construction of an HCF+Creep life prediction framework, and to help comprehend
potential differences between the two material heats in the fatigue data. In this section, the stressstrain responses of the two heats are first qualitatively compared. Then, the resulting monotonic
properties of the two heats are quantitatively compared with reference data. The reference data
are interpolated material properties obtained from polynomial models of the literature data
presented in CHAPTER 2.
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6.1.1 Stress-Strain Response
The measured stress-strain responses of the three specimens from Heat 1217 and three
specimens from Heat 1231 tested at 750°C are plotted in Figure 6.1. It is important to note that
the results are truncated at 1.5% strain, and do not include the ultimate tensile strength or fracture
of the material. At this temperature, the results demonstrate a noticeable difference between the
two heats in both the elastic and plastic region. While two pairs of specimens displayed very
similar elastic moduli, Heat 1231 had a higher average elastic modulus than Heat 1217, which is
quantified in Section 6.1.4.
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Figure 6.1: Stress-Strain response measured from tensile experiments of Heat 1217 and Heat
1231 specimens at 750°C. Data truncated at 1.5% strain.
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In addition, specimens from Heat 1231 consistently had a lower yield strength and a
shallower plastic response than those from Heat 1217 at 750°C. As a result, it is a distinct
possibility that load-controlled fatigue experiments conducted on specimens originating from
Heat 1231 will have a lower endurance strength than that of Heat 1217, since excursions into the
plastic regime will occur earlier due to the lower yield strength.
Specimens from Heat 1231 also displayed a quicker material hardening at 750°C, which
is graphically represented as a shallower plastic response, and is described as a smaller tangent
modulus in a material modeling capacity. This characteristic material response may also be of
some significance in this study. On a coupon-level scale, HCF loading is assumed to be
conducted in the elastic regime; however, local microscale stresses at a defect or at the tip of a
crack front are likely to contain some plasticity. A lower tangent modulus may result in a quicker
rate of plastic strain accumulation in a load-controlled environment, reducing the fatigue life.
In contrast to the 750°C results, the experimental stress-strain data from tensile tests
conducted at 850°C demonstrate very similar responses between the two material heats. The
monotonic curves for the six samples (Figure 6.2) are strikingly similar in shape and magnitude,
resulting in comparable values of yield strength and elastic moduli. No significant differences
between the two materials are expected at 850°C when assessing the fatigue data.
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Figure 6.2: Stress-Strain response measured from tensile experiments of Heat 1217 and Heat
1231 specimens at 850°C. Data truncated at 1.5% strain.

6.1.2 Resulting Yield Strength
The resulting 0.2% yield strength, ultimate tensile strength, elastic modulus and
elongation from each tensile test is tabulated in APPENDIX E. When compared with an
amalgamation of Mar-M 247 and CM 247 LC data from literature sources [NiDi, 1995; Harris,
1984; Kaufman, 1984], the previously noted difference in yield strength at 750°C is highlighted
(Figure 6.3). At this temperature, the average normalized yield strength of the Heat 1231
specimens was 0.763 MPa/MPa, whereas the average normalized yield strengths of the Heat
1217 specimens and the literature-based model were 0.837 MPa/MPa and 0.841 MPa/MPa,
respectively. This amounts to an 8.9% decrease in average yield strength at 750°C when
comparing results from Heat 1231 to those of Heat 1217.
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At 850°C, this difference is alleviated, with the average yield strength of Heat 1231 slightly
surpassing that of Heat 1217. The average 850°C normalized yield strength of Heat 1217 is
0.797 MPa/MPa, which is very close to the 0.802 MPa/MPa average experimentally found for
Heat 1231. Both values are comparable to the 0.816 MPa/MPa normalized yield strength
interpolated from the literature-based model.
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Figure 6.3: Yield strengths measured from tensile experiments of Heat 1217 and Heat 1231
specimens. Data are plotted against literature values and literature-based model of combined
Mar-M 247 and CM 247 LC data [NiDi, 1995; Harris, 1984; Kaufman, 1984].

6.1.3 Resulting Ultimate Tensile Strength
When contextualized using a similar literature-based model, experimentally obtained
values for ultimate tensile strength (UTS) at 750°C and 850°C follow the same trend as was
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noted for the yield strength. The graphical representation of the UTS as a function of temperature
plotted in Figure 6.4 reveals that the two heats are comparable with values found in literature at
850°C, but differ at 750°C. At 750°C, the average normalized UTS for the Heat 1217 samples
was 1.040 MPa/MPa, which is very close to the 1.051 MPa/MPa interpolated from the literaturebased model. In contrast, the Heat 1231 specimens had an average normalized UTS of 0.960
MPa/MPa at 750°C, which is a 7.6% reduction from that of Heat 1217. At 850°C, the average
normalized UTS values for Heats 1217 and 1231 are 1.009 MPa/MPa and 0.991 MPa/MPa,
respectively. This value closely follows the 1.030 MPa/MPa of the interpolated literature model.
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Figure 6.4: Ultimate tensile strengths measured from tensile experiments of Heat 1217 and Heat
1231 specimens. Data are plotted against literature values and literature-based model of
combined Mar-M 247 and CM 247 LC data [NiDi, 1995; Harris, 1984; Kaufman, 1984; Kim et
al., 2008].
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6.1.4 Resulting Elastic Modulus
Although no literature data is available for Mar-M 247 or CM 247 LC, a model provided
by Sehitoglu and Boismier [Sehitoglu and Boismier, 1990] can be used to help examine the
differences in elastic modulus between the two material heats. As was observed with the
strengths, the elastic moduli for two groups at 850°C are similar to each other and below the
literature model. This is shown in Figure 6.5, where a diagram of elastic modulus as a function of
temperature is presented for both the experimental data and literature model. The average
modulus at this temperature was 133.0 GPa for specimens of Heat 1217, and 137.7 GPa for
specimens of Heat 1231. Though this is below the model value of 162.2 GPa, the averages from
the two heats demonstrate a clear similarity at 850°C.
The elastic moduli measured from tensile tests conducted at 750°C exhibit a different
trend, where the scatter observed in specimens from Heat 1231 fully encapsulates the measured
values from Heat 1217. The average elastic modulus for Heat 1217 at 750°C was 144.3 GPa. The
majority of specimens from Heat 1231 display a larger elastic modulus at this temperature than
that of the other heat, resulting in an average modulus of 159.0 GPa; however, from this heat,
specimen 1231-42 had an elastic modulus of only 126.0 MPa, which is far lower than the others
from the same slab. It is possible that this specimen is an outlier, though it is interesting that this
was not observed for the yield strength and ultimate tensile strength.
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Figure 6.5: Elastic moduli measured from tensile experiments of Heat 1217 and Heat 1231
specimens. Data are plotted against literature model of Mar-M 247 material [Sehitoglu and
Boismier, 1990].

6.1.5 Resulting Tensile Elongation
Similar to the material strengths, the elongation of the test articles can be compared with
literature data. A plot of these experimental values and reference data is provided in Figure 6.6,
where literature data pertaining to Mar-M 247 and CM 247 LC have been separated to reflect the
difference in elongation expected between the two variants mentioned in CHAPTER 2. It is
interesting to note that for both temperatures and heats, the resulting elongations better matched
established values for Mar-M 247 than that of CM 247 LC. This is contrary to expectations,
though a large material scatter is typical of this property.

117

Average elongations at 750°C for Heat 1217 and Heat 1231 were determined to be 6.5%
and 6.0%, respectively. This follows the results obtained for 850°C, where the average
elongation for Heat 1217 was 7.6% and the average for Heat 1231 was 7.4%. The average
elongations of the two heats are very similar, and within reasonable material scatter. As was the
case with the elastic modulus, specimen 1231-42 had a lower elongation than others from the
same heat, but this variation is similar to that of the literature data.
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Figure 6.6: Elongation measured from tensile experiments of Heat 1217 and Heat 1231
specimens. Data are plotted against literature values for Mar-M 247 and CM 247 LC material
[Harris, 1984; Kaufman, 1984; Kim et al., 2008].
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6.1.6 Summary of Tensile Test Results
From these monotonic experiments, it can be concluded that the differences in tensile
response at 850°C between Heat 1217 and Heat 1231 is negligible. In contrast, the resulting
tensile responses of the two heats at 750°C show a clear trend, where specimens from Heat 1217
have a higher yield strength and ultimate tensile strength than that of Heat 1231. This indicates
that care must be taken when comparing the resulting lifetimes from fatigue tests at 750°C. The
observations made from the experimental elongations and elastic moduli may also suggest that
the materials are sufficiently similar for the purpose of this study, but specimens from Heat 1231
may have a higher degree of scatter than those of Heat 1217. The average tensile properties of
the two heats are listed in Table 6.1, along with a set of global average properties created from a
synthesis of the two heats. This global average will be used for the creation of the life prediction
framework.

Table 6.1: Summary of average tensile properties from experiments conducted at 750°C and
850°C for Heat 1217, Heat 1231, and the combination of the two.
750°C
850°C
Normalized Normalized
Normalized Normalized
Elastic
Elastic
Yield
Ultimate
Elongation
Yield
Ultimate
Elongation
Modulus
Modulus
Strength
Strength
Strength
Strength
Heat
σy /σref
σu /σref
σy /σref
σu /σref
E (GPa)
εf (%)
E (GPa)
εf (%)
(MPa)
(MPa)
(MPa)
(MPa)
Heat 1217
0.837
1.040
144.3
6.5
0.797
1.009
133.0
7.6
Heat 1231
Global
Average

0.763

0.960

159.0

6.0

0.802

0.991

137.7

7.4

0.800

1.000

151.7

6.3

0.800

1.000

135.3

7.5
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6.2 Pre-Creep Results
Forty-six specimens were subjected to creep loading with the intent of inducing a creep
strain prior to HCF testing. As the creep tests were conducted, strain measurements were
recorded over time, which was used to assemble a sizable cache of creep deformation data
(Section 6.2.1). This data were used to develop creep deformation and creep rate models that
directly represent the material used in the fatigue loading. The development of these models is
found in Section 6.2.2 and Section 6.2.3, respectively.
Creep strains of 0.5%, 1% and 2% were targeted during testing; however, due to the
small profile of the HCF-sized specimens, the extensometers used to capture the strain often
slipped prior to achieving the target strain. As a result, 63% of the specimens overshot the target,
and 37% undershot the target. These deviations were as little as 0.01% strain, or as much as
7.99% strain. If the slip was noticed during the test, the strain rate prior to the slip was used to
estimate the remaining duration needed to reach the target strain. In most cases, the slip was not
detected until after the data were processed.
Extensometers affixed to specimens 1217-14, 1217-33, 1217-40, and 1217-48
experienced a major slip that went unnoticed. These specimens either ruptured in creep or
exhibited significant signs of necking in the gage section indicating that rupture was imminent.
As a byproduct of this loss, the experimental data for these specimens were used in conjunction
with literature data to calibrate a rupture model. The process used to calibrate a rupture model for
this material is detailed in Section 6.2.3.
The final creep strain for each specimen was calculated from gage length measurements
made before and after each test. This was done to ensure that the value for creep strain prior to
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fatigue testing was accurate, regardless of the amount of extensometer slipping that had
occurred. Corrected creep strain values for each specimen resulting from the pre-creep
experiments are listed in APPENDIX F. The test article bending from the reversal of thermal
expansion during shutdown of the creep experiments discussed earlier in Section 5.4.4 was too
small to appreciably affect the recorded creep strains.
6.2.1 Creep Deformation Results
The creep strain data collected over the duration of each pre-creep experiment was
methodically post-processed and analyzed. Investigation of the test data began by truncating the
data to the point just before fracture or the point just before a severe slip in the event the test was
not halted when the extensometer strain reached the target strain. Thus, the following analysis is
representative of the creep response exhibited by the test specimens, but not necessarily the
entire response history of each specimen.
Post-processing continued with the application of a smoothing function to mitigate the
noise and compact the high volume of temporal data into a form that could be better managed
and manipulated. Smoothing was carried out by fitting a 9th order polynomial to the entire
breadth of the experimental data using an automated template created in Microsoft Excel. The
function was exercised to produce a smoothed data set consisting of 1,000 entries that could be
used to facilitate comparisons between tests of similar loading conditions, and to calculate
parameters of interest for later modeling. Smoothing functions often expressed R2 values
exceeding 0.998 when compared to originating experimental results. This indicated that the
smoothing procedure was successful.
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An example of the data reduction is shown in Figure 6.7, where a 9th order polynomial
was used to consolidate the 43,684 data points represented by black circles into the smooth set of
1,000 data points represented by the red line. In this example, every 250th experimental data
point is plotted to improve visibility; however, every experimental data point was used during
the analysis. Figure 6.7 also demonstrates a common occurrence, where small slips in the data
are observable. In cases such as these, the data were not manually altered to rectify the slip prior
to smoothing. If the smoothing function was unable to resolve the slip into a reasonable
transition, or if the slip was deemed significant, the data subsequent to the slip was discarded,
and a new smoothing function was created.
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Figure 6.7: Example of pre-creep data post-processing on Specimen 1217-20. Every 250th
experimental data point is plotted in this representation to improve visibility.
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As was previously mentioned, slips such as these occurred in many of the pre-creep
experiments. The size and geometry of the test articles is a likely cause for this discrepancy.
Though it is assumed that the slips will negatively affect the accuracy of the results, minor slips
are within the range of typical material scatter. Extensometer slipping due to the size of the
specimens is also likely a contributing factor to the initial dips of recorded creep strain typified
by 1217-08 in Figure 6.8. Specimens exhibiting this feature have recorded creep strains that are
negative at the beginning of the creep experiment, as well as negative creep rates that continue to
lower the creep strain for a period of 100 hrs to 300 hrs before reversing.

0.006
1217-08
T = 750°C
σcr /σref = 0.536 MPa/MPa

Creep Strain, εcr (mm/mm)

0.005

0.004

0.003

0.002

0.001

0
1217-08

-0.001
0

500

1000

1500

2000

2500

3000

3500

4000

4500

Time, t (hrs)

Figure 6.8: Example of initial drop in creep strain exhibited by some specimens during pre-creep
experiments. This example uses smoothed data of Specimen 1217-08.
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The perceived contraction of the gage section during creep loading is not reflective of
reality, as a tensile load cannot produce a compressive strain. The proposed cause for the initial
negative creep strain recorded at the beginning of the pre-creep test is that the reference strain
used to derive the creep strain was incorrect. It is also proposed that the negative creep rate
during the creep testing is due to the extensometer slipping, which eventually arrests and
subsequently produces creep deformation results that exhibit a positive creep rate. The
accumulation of a plastic strain during the loading would also produce the aberration, though the
amount of plastic strain was negligible in all but one case, which is discussed later in this
chapter.
The stress-strain response during the application of the static load for Specimen 1217-08
is plotted in Figure 6.9, which is the load-up associated with the creep deformation shown in
Figure 6.8. Upon closer examination of the stress-strain response for this specimen, a significant
amount of scatter is present, whereas a smooth linear trend is expected. In addition, the final
measured load-up strain used as the reference strain is less than the maximum loading strain.
This likely resulted in the observed negative initial creep strain. It is also interesting to note that
the slope of the linear model in Figure 6.9 is 104.1 GPa. This value is much lower than the 144.3
GPa average elastic modulus determined for the same material heat from the tensile test results
outlined in Section 6.1, reinforcing the assertion that extensometer slipping was likely a cause of
the unexpected result.
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Figure 6.9: The stress-strain response of Specimen 1217-08 recoded during the application of the
constant load at the start of the pre-creep experiment.

In total, pre-creep data for six specimens display this initial dip: 1217-04, 1217-08, 121717, 1217-33, 1217-39, and 1217-40. Of these six, only 1217-04 and 1217-17 were minor enough
that the initial dip could be rectified in post-processing. The results of these two specimens were
corrected by offsetting the recorded time by the time at which the data reaches a creep strain
value of zero. Then, this offset is added to the end of the recoded data and projected using a
determined steady-state creep rate. The corrected creep strains at the end of these two
experiments were nearly identical to their measured post-test creep elongations, indicating a
successful correction. The data for the remaining four specimens were not used in model
calibration.
In addition to their use in creating representative material models, the smoothed creep
deformation results obtained from post-processing the experimental creep data provides
important comparative and qualitative information. Each set of smoothed creep data is plotted
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alongside data from specimens tested under the same loading conditions. From these plots,
outliers and testing irregularities can be noted, such that models and trends are created using only
validated experimental data. It is important to remember that each smoothed data set is
representative of the truncated data, and not necessarily the entire creep response.
The first of these comparison plots is displayed in Figure 6.10, in which smoothed results
from pre-creep experiments conducted at 750°C with a normalized static load of 0.536 MPa/MPa
are collected. From this plot, 1217-04 and 1217-08 clearly display the dip discussed earlier.
Specimen 1217-05 appears to deform with a rate similar to the bulk of the plotted specimens, but
begins creep deformation at a value of strain that is in excess of the others. As was the case with
the initial dip, this is likely a result of an incorrect reference strain due to scatter in the loading,
and a contributing factor for the disparity in recorded extensometer strain and post-test
elongation measurements. Since the measured elongation for 1217-05 was only 0.41%, the creep
data obtained from this specimen will be restricted to the creep rate.
Specimen 1217-07 displays a clear primary and steady secondary creep deformation, and
is devoid of large traces of extensometer slip, making it a validated data point in all respects. An
interesting trend is observed for 1217-10, where the specimen appears to enter the tertiary creep
towards the end of the test. The 0.5% target creep strain should be lower than the tertiary creep
regime; however, the post-test elongation closely matched the recorded strain, and the secondary
creep rate was comparable to similarly loaded specimens. This specimen is considered an
acceptable outlier. The final specimen of this load group is 1217-11, whose creep rate response
appears uncharacteristically high compared to the others. The final elongation measured after the
experiment was also much lower than the strain measured during the test. Specimen 1217-11 will
not be used for creep modeling. In general, this group contained a number of testing defects. This
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is likely a result of the long test times associated with a relatively low stress and low temperature
combination when considering the strong creep capabilities of conventionally-cast CM 247 LC.
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Figure 6.10: Smoothed creep deformation results from pre-creep experiments conducted at
750°C with a normalized static load of 0.536 MPa/MPa.

At the higher normalized static creep load of 0.552 MPa/MPa, the results appear more
consistent (Figure 6.11). Specimen 1217-17 begins with a negative creep strain, but displays a
steady secondary rate that is in-line with other specimens. The post-test elongation for Specimen
1217-17 was measured as 1.2% strain, suggesting that the initial negative creep strain is reason
for the overshoot. Response data for this sample is valid for modeling after applying an offset.
Specimen 1217-18 experienced a significant slip, resulting in a partial set of creep
deformation data. The increase in strain rate at 0.35% and subsequent decrease in strain rate at
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0.70% are also signs of slipping, and likely why the projected test time after the major slip
resulted in a significant undershoot in creep strain compared to the target value. A reasonable
creep rate for Specimen 1217-18 is obtained for model calibration.
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Figure 6.11: Smoothed creep deformation results from pre-creep experiments conducted at
750°C with a normalized static load of 0.552 MPa/MPa.

The creep response for Specimen 1217-20 is relatively clear of testing defects and
displays a distinct primary and secondary creep regime. This is reflected by the close proximity
of the recorded extensometer creep strain to the measured post-test elongation. Specimen 121722 displays reasonable results early in the experiment, but, suffers from presumed extensometer
slips later in the test. This culminates into the non-linear response shown in Figure 6.11, and a
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smaller creep strain from elongation than was measured during the test. The creep response for
1217-22 is deemed invalid for creep model calibration due to a lack of confidence in the results.
The creep responses from experiments conducted at 750°C with a normalized static creep
stress of 0.578 MPa/MPa are shown in Figure 6.12. From this plot, the deformation of 1217-14 is
noticeably different than that of previously examined specimens. It is clear from this plot that
extensometer slipping occurred and was the primary reason for test continuation until rupture at
4076 hours. For 1217-14, only the rupture time is admissible for creep modeling. The results
associated with 1217-15 also display traces of slipping and a disparity between recorded creep
strain and post-test elongation measurements. Though a secondary creep rate can be obtained
from this specimen, deformation data beyond 0.35% creep are likely invalid.
Specimens 1217-26 and 1217-27 are unique among the pre-creep tests. After 2,213 hours
of testing, the normalized load increased from 0.578 MPa/MPa to 0.631 MPa/MPa to speed up
the test. Results beyond this time have been truncated from the response shown in Figure 6.12.
The response from 1217-26 is reasonable, and contains a transition to the tertiary creep regime.
This is unlikely to be a testing defect due to the smooth and consistent trend exhibited in the
experimental response. In contrast, Specimen 1217-27 had clear issues with the extensometer.
This was identified during the experiment, and as a result, the test was halted at the conclusion of
testing specimen 1217-26. While the data associated with 1217-26 is deemed valid before the
load increase, none of the data associated with 1217-27 is acceptable for creep model calibration.
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Figure 6.12: Smoothed creep deformation results from pre-creep experiments conducted at
750°C with a normalized static load of 0.578 MPa/MPa.

Three pre-creep experiments were conducted at 750°C with a normalized creep stress of
0.604 MPa/MPa: specimens 1217-06, 1217-09, and 1217-13. The creep response for these test
articles are displayed in Figure 6.13. Immediately apparent is the excessive creep rate exhibited
by 1217-13. This response is interesting, because while the measured post-test elongation
indicated an undershoot of 0.05% creep strain, slipping alone is unable to justify attaining a
creep strain of 0.41% in only 28 hours with these loading conditions. Visual inspection of the
specimen did not reveal any noticeable defects. While the results for Specimen 1217-13 appear
valid, they are treated as an outlier and removed from the pool of creep modeling data.
Specimens 1217-06 and 1217-09 both exhibited clear creep and similar deformation
responses. The only testing defect present is the initial positive creep strain present at the
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beginning of the experiment. This testing defect is attributed to a misidentified reference strain.
While the creep strain rates for both specimens are valid, only the time-deformation response for
Specimen 1217-06 is acceptable for creep model calibration. This is because the post-test
elongation for 1217-09 was measured to be only 0.42% creep strain.
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Figure 6.13: Smoothed creep deformation results from pre-creep experiments conducted at
750°C with a normalized static load of 0.604 MPa/MPa.

The final set of pre-creep experiments conducted at 750°C were loaded to a normalized
creep stress of 0.631 MPa/MPa. The creep response for these specimens is found in Figure 6.14.
Each of these experiments were targeted to reach a creep strain of 1%. Specimens 1217-20 and
1217-25 both exhibited valid creep deformation responses devoid of significant testing defects.
In addition, these two test specimens reached their target with minimal deviation when
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considering post-test elongation measurements. Specimens 1217-19 and 1217-23 similarly
resulted in reasonable trends, and were deemed valid even though the post-test elongation
measurement indicated a slightly larger strain than what was captured by the extensometer.

0.025
T = 750°C
σcr /σref = 0.631 MPa/MPa

Creep Strain, εcr (mm/mm)

0.02

0.015

0.01

1217-16
1217-19
1217-20
1217-23
1217-25
1217-28

0.005

0
0

200

400

600

800

1000

1200

1400

1600

Time, t (hrs)

Figure 6.14: Smoothed creep deformation results from pre-creep experiments conducted at
750°C with a normalized static load of 0.631 MPa/MPa.

Specimen 1217-16 appears valid from the plot in Figure 6.14; however, the post-test
elongation measurements fall short of the extensometer creep strain by a difference of 0.19%.
This indicates the presence of an abnormality during testing, and as a result, the deformation
response for Specimen 1217-16 is questionable for creep modeling. The time-deformation
response of 1217-28 is unique among the other experiments conducted at these loading
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conditions in that a distinct primary-secondary-tertiary response has been obtained. The shape of
the creep response is reminiscent of an idealized creep curve found in textbooks; however, this
data set was considered invalid for creep model calibration due to the difference between the
2.05% creep strain measured by the extensometer and the 2.38% strain measured after the test.
The first set of 850°C pre-creep experiments consisted of six specimens loaded with a
normalized static stress of 0.285 MPa/MPa to a target creep strain of 0.5%. Of the time-creep
strain responses plotted in Figure 6.15, only 1217-35 was deemed acceptable with regards to
deformation and rate when considering the shape of the response and the accuracy of the final
extensometer reading compared to the measured post-test elongation. The deformation data for
this test article highlights a critical difference between the 750°C and 850°C pre-creep
experiments, where the 850°C creep response exhibits signs of tertiary creep deformation at
creep strains below 0.5%. In contrast, the increase of creep rate after steady-state deformation
indicative of tertiary creep is only apparent at large creep strains for the 750°C pre-creep
responses. This difference will ensure that the final HCF+Creep framework is representative
across levels of creep influence.
Specimens 1217-30 and 1217-33 experienced significant extensometer slipping during
the test. This was noted for 1217-30, and the test was continued after the slip using a projected
test duration estimated from the pre-slip extensometer data. As a result, the specimen
accumulated a total of 0.58% creep strain, rather than the targeted 0.5% creep strain. Unlike
Specimen 1217-30, the instrumentation slip went unnoticed for 1217-33, resulting in eventual
rupture of the test article at 3.5% strain.
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The remaining three specimens pre-crept with this combination of load and temperature
experienced similar testing defects. Samples 1217-32 and 1217-37 overshot the target strain, and
sample 1217-29 undershot the target strain. Due to the disparity between the instrumentation and
post-test measurement, the deformation data is deemed invalid for creep modeling, though a
creep rate for Specimen 1217-29 was obtained from the early data before slipping is observed.
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Figure 6.15: Smoothed creep deformation results from pre-creep experiments conducted at
850°C with a normalized static load of 0.285 MPa/MPa.

The pre-creep experiments were conducted at 850°C with a normalized stress of 0.302
MPa/MPa and a target creep strain of 1.0%. From the deformation results in Figure 6.16,
Specimens 1217-39 and 1217-40 readily show signs of testing irregularities, which led to
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unintentionally large creep strains. The pre-creep experiment for Specimen 1217-39 was halted
at an extensometer reading of 0.8% creep strain as a slip had become apparent. The actual creep
deformation measured after the test was 2.73%. Similar to 1217-33 from the previous set of
experiments, 1217-40 ruptured during the pre-creep loading with a final creep strain of 3.75%.
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Figure 6.16: Smoothed creep deformation results from pre-creep experiments conducted at
850°C with a normalized static load of 0.302 MPa/MPa.

Pre-creep experiments conducted on Specimens 1217-43 and 1217-46 yielded valid
results, but it is interesting to note that these two samples display very different creep
deformations. Specimen 1217-46 contains a long primary creep regime, followed by a short
secondary creep regime and a long tertiary regime. On the other hand, Specimen 1217-43 did not
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display distinct creep regimes, but instead exhibits a gradually increasing creep rate reminiscent
of tertiary creep. This is an example of the experimental scatter common in creep testing, even
within specimens machined from the same slab of material. Specimens 1217-42 and 1217-47 are
also valid pre-creep results; however, both sets of test data begin at a creep strain other than zero.
The negative creep strain in Specimen 1217-42 resulted from accumulated plasticity during the
application of the static load, though this was not the case for Specimen 1217-47. The original
deformation data is plotted in Figure 6.16, but an offset was applied to the data for use in
determining the tabularized results in APPENDIX F.
Specimen 1231-02 was the only test article pre-crept with a temperature of 850°C and a
normalized stress of 0.314 MPa/MPa. This experiment was halted at an extensometer reading of
1.81%, but post-test measurements indicate that the creep strain was actually 2.47%. This result
is unexpected, as the response in Figure 6.17 appears smooth, and contains a clear secondary and
tertiary creep regime. Nevertheless, the pre-creep results were not used for constitutive
modeling, and the elongation was used as the pre-creep strain for the Pre-Creep+HCF testing.

136

0.02
T = 850°C
σcr /σref = 0.314 MPa/MPa

0.018

Creep Strain, εcr (mm/mm)

0.016
0.014
0.012
0.01
0.008
0.006
0.004
0.002
1231-02

0
0

500

1000

1500

2000

2500

Time, t (hrs)

Figure 6.17: Smoothed creep deformation results from pre-creep experiments conducted at
850°C with a normalized static load of 0.314 MPa/MPa.

The pre-creep data plotted in Figure 6.18 also appears to exhibit a notable trend. Of the
four test articles subjected to a normalized static stress of 0.342 MPa/MPa at 850°C, two distinct
response groups are observed. Specimens 1217-31 and 1217-34 appear to be nearly identical,
and Specimens 1217-38 and 1231-03 display a common creep rate that is dissimilar from the
other two samples. After comparing the final extensometer readings with the elongation
measurements, it was determined that the extensometers affixed to 1217-34 and 1231-03 slipped
during the test, resulting in creep strains that were larger than desired. A secondary creep rate can
be calculated from the 1231-03 results, but the remaining data is invalid for these two specimens.
The breadth of data for 1217-31 and 1217-38 were used in creep deformation modeling.
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Figure 6.18: Smoothed creep deformation results from pre-creep experiments conducted at
850°C with a normalized static load of 0.342 MPa/MPa.

The results for the final six pre-creep experiments are included in Figure 6.19. These
specimens were loaded with a normalized stress of 0.371 MPa/MPa at 850°C for the duration of
the test. The extensometer for 1217-48 gradually slipped during the experiment, leading to an
unintended rupture after 1147 hours. The elongation measured after the rupture indicated a strain
of 8.99%, which was much larger than the targeted 1% creep strain. Specimens 1217-45 and
1231-01 also had issues during the pre-creep test, resulting in creep strains of 0.91% and 0.77%
rather than the 1.04% and 1.00% reported from the instrumentation. As a conservative measure,
these two data sets were not utilized for creep modeling. This experimental creep data, as well as
all others analyzed in this chapter, are tabulated in APPENDIX F.
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Figure 6.19: Smoothed creep deformation results from pre-creep experiments conducted at
850°C with a normalized static load of 0.371 MPa/MPa.

The results for samples 1217-41 and 1217-44 were deemed valid, and exhibit reasonably
similar responses. While 1217-44 has a larger creep rate than 1217-41, the deformations
displayed in the first 100 hrs of creep are strikingly similar, as is the general shape of the creep
strain vs time data. It is interesting to note that these two test articles, along with 1231-04, did
not demonstrate a clear primary creep regime. The two Heat 1217 specimens also did not contain
a steady secondary or distinct tertiary creep regimes. Instead, these specimens deformed with a
gradually increasing rate reminiscent of an uncharacteristically mild tertiary creep rate. This is
not uncommon to Ni-base superalloys and was observed for many of the 850°C pre-creep
experiments conducted over the course of this study. It is interesting to note that 1231-04 did
display a nearly textbook secondary and tertiary response, as did 1231-02, and 1231-03 from
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other pre-creep experiments. It is possible that the 1217 specimens and 1231 specimens exhibit
dissimilar creep responses given that the originating slabs were cast by different vendors. Careful
attention must be given the final HCF+Creep results. Specimen 1231-04 overshot the target
strain; however, the data up to 1% creep strain is assumed to be valid for creep modeling.
6.2.2 Secondary Creep Rate Results
Values for secondary creep rate were calculated for all valid data sets obtained from the
pre-creep experiments. For each specimen, the calculation was carried out by first by obtaining
the derivative of the 9th order polynomial function used to smooth the creep strain versus time
data, resulting in a representative set of creep rate vs time data. Next, both data sets were plotted
together, such that comparisons could be made. An example of this plot is displayed in Figure
6.20. Then, a value representative of the average rate for the secondary creep regime was
determined to be the secondary creep rate. Ideally, this creep rate coincides with the minimum
creep rate, but this was not the case for every specimen, because minor traces of slipping during
deformation in the secondary creep regime often artificially lowered the minimum value of the
creep rate. This is also shown in the example portrayed in Figure 6.20. The calculated secondary
creep rate for each specimen is tabulated in APPENDIX F.
The Garofalo model was chosen as the secondary creep rate model for this study. The
model is presented in Eq. (3.27) as
𝜀̇𝑚𝑖𝑛 = 𝐶1 [sinh 𝐶2 𝜎]𝐶3

(6.1)

where ε̇min is the minimum creep strain rate, σ is the stress, and C1, C2, and C3 are temperaturedependent material constants. Garofalo models for 750°C and 850°C were parameterized using
the secondary creep rates calculated from the validated experimental data. The models were
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anchored to the ultimate tensile strengths obtained from the tensile experiments at an assumed
creep rate of 6% per minute, or 3.6 hr -1. This rate represents the upper value allowed during
testing according to ASTM E21 [ASTM, 2017]. Anchoring the model at the ultimate tensile
strength was determined to be critical in past studies [Bouchenot et al., 2014; Bouchenot et al.,
2016] to ensure that the model is applicable to higher values of stress. A least squares fit was
employed to calibrate the temperature-dependent material constants of the Garofalo model,
resulting values listed in Table 6.2.
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Figure 6.20: Example of secondary creep rate calculation method from experimental pre-creep
results.
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Table 6.2: Calibrated Garofalo model constants for 750°C and 850°C.
Temperature

Garofalo
Constant 1

Normalized
Garofalo Constant 2

Garofalo
Constant 3

T (°C)

C1 (hr-1)

C2 · σref (MPa-1 /MPa-1)

C3 (unitless)

-13

11.799

2.587

-8

8.762

2.261

750
850

6.20·10

4.17·10

The calculated creep rate data and associated Garofalo models are displayed in the loglog plot of stress versus creep rate in Figure 6.21. Also included are literature data obtained from
the works of Gabb and co-workers [Gabb et al., 2007; Gabb et al., 2013], which are used to
calibrate Garofalo models for 705°C, 815°C, and 927°C. The ultimate tensile strengths needed to
anchor these models are interpolated from the literature-based model calibrated in Section 6.1.
These three temperatures are not considered for the HCF+Creep life prediction framework
developed in this study; however, the literature-based models help frame the results of the precreep experiments.
As expected, the creep rate data and models at 750°C and 850°C fall between that of
705°C, 815°C, and 927°C, suggesting a reasonable set of results. The study-based and literaturebased models also correctly demonstrate a trend of increasing creep rate with increasing
temperature. The limited scope of the creep testing is apparent from Figure 6.21 when viewed
from a constitutive modeling perspective, rather than the pre-creep loading for the two-part
HCF+Creep experiments. Both the 750°C and 850°C creep models would benefit from
additional test data at a greater range of stresses; however, this was not a feasible option due to
time and budget concerns.
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Figure 6.21: Plot of experimental secondary creep rate data and calibrated Garofalo model as a
function of stress for 750°C and 850°C, as well as literature-based data and models for 705°C,
817°C and 927°C [Gabb et al., 2007; Gabb et al., 2013].

The fitted Garofalo model for 850°C captures the data well. Even with the large amount
of experimental scatter common in creep rate results, the parameterized model has an R2
correlation of 0.846. The only significant deviation is the 0.342 MPa/MPa data point obtained
from specimen 1217-31, which falls below the model. Recalling the creep deformations from
Figure 6.18 in the previous section, the set of pre-creep loading associated with 1217-31
displayed two distinct responses. The remining validated creep data for this temperature and load
combination are adequately encompassed by the Garofalo model. This suggests that sample
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1217-31 is an outlier, and special attention will be given to this specimen when processing the
subsequent fatigue results and fracture analysis.
The parameterized 750°C Garofalo model in Figure 6.21 does not appear to fit the data as
well as the 850°C model, despite having a larger R2 value of 0.876. The disparity between the
750°C model and pre-creep data is attributed to a difference in slope, where the model predicts a
larger rate of change between the secondary creep rate and stress than is exhibited by the data.
This characteristic is an unavoidable byproduct of anchoring the model to the ultimate tensile
strength, which is needed to obtain reasonable creep strain predictions at the high creep stresses
expected at select HCF+Creep fatigue loading conditions. The inclusion of the anchor point is
also needed to balance the limited pre-creep experimental data. Even with this deviation, the
model captures the data well and is expected to provide sufficiently accurate predictions.
6.2.3 Creep Rupture Results
A creep rupture model is needed to construct a comprehensive HCF+Creep life prediction
framework, as it will define the upper limit of the creep loading capability exhibited by the
conventionally cast CM 247 LC material. Creep rupture experiments were not included in the
original test matrix for this study; however, three specimens were inadvertently loaded until
rupture due to measurement issues. These specimens were 1217-14, 1217-33, and 1217-48.
Similarly, the pre-creep loading applied to Specimen 1217-40 resulted severe necking, such that
rupture was deemed imminent from the measured post-test elongation and inspection of the
specimen. The results of these four experiments are tabulated in APPENDIX F. These unplanned
rupture experiments provide a critical insight on the creep rupture response, but alone are
insufficient to parameterize an accurate rupture model that encompasses the temperatures and
loads examined in this study.
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Literature-based data are used to augment these four specimen results to remedy
shortfalls in experimental rupture data. The literature data used for this task are those identified
in Section 3.2.5 and previously plotted in Figure 3.23. The data are not directly applicable to this
study, as they reflect tests conducted at 760°C, 871°C, 927°C, 982°C, and 1038°C, rather than
the 750°C and 850°C temperatures selected for the present study. This issue is circumvented
through the use of the Larson-Miller Parameter, which converts the data into a quantity that is
independent of temperature. The Larson-Miller Parameter was previously described in Section
3.2.2 and formulated in Equation (3.24) as
𝐿𝑀𝑃 = 𝑇(log 𝑡𝑅 + 𝐶) ∙ 10−3

(6.2)

where LMP is the Larson-Miller Parameter, T is the absolute temperature in either Kelvin or
Rankine, tr is the rupture time, and C is a constant often assumed to have a value of 20.
The experimental and literature creep rupture data are converted into a set of data points
prescribed by creep stress, σcr, and Larson-Miller Parameter, LMP. The entirety of the data cache
is assembled in Figure 6.22, where the data originating from rupture tests conducted at seven
different temperatures are consolidated into a single trend. In this plot, the stresses are
normalized by the room temperature ultimate tensile strength. From this figure, the experimental
results pair well with the literature-based data. Although the two experimental data points
associated with normalized creep stresses of 0.285 MPa/MPa and 0.302 MPa/MPa appear to
have lower values of LMP than would be extrapolated from the literature data, this deviation is
within expectations of typical material scatter. Similarly, the experimental result for a normalized
creep stress of 0.578 MPa/MPa displays an LMP value that is greater than what would be
extrapolated from the literature data, but this is also within expectations of material scatter.
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Figure 6.22: Experimental and literature normalized creep rupture data plotted as a function of
creep stress and Larson-Miller Parameter.

In addition to collapsing the data into a temperature-independent quantity, this method
also rectifies the issue of the limited number of stresses captured by the experimental rupture
data. Without using the LMP or a similar approach, the experimental results would have required
extrapolation to estimate the rupture life at the stresses associated with the high-cycle fatigue
testing, which were not equivalent to those assigned to the pre-creep experiments due to
restrictions in test duration.
Once the data are converted into paired values of creep stress and LMP, a function can be
parameterized to describe the relationship. The model chosen for this task, is that of a simple
logarithmic function formulated as
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𝜎𝑐𝑟 = 𝐴1 ln 𝑋 + 𝐴2

(6.3)

where A1 and A2 are constants, and X is the relation being fitted. In this case, the relationship in
question is the Larson-Miller Parameter for material rupture. A least-squares fit was used to
calibrate the model, resulting in the constants tabulated in Table 6.3. The fitted model is also
plotted against the combined set of experimental and literature data in Figure 6.23, which shows
a strong correlation resulting in an R2 value of 0.981. The combination of the LMP model and
fitted logarithmic model can be adapted to produce a consistent and expansive set of creep
rupture responses that can be used to predict creep rupture for any combination of temperature,
stress, and time.

Table 6.3: Parameterized constants for the logarithmic model relating creep stress to LarsonMiller Parameter for rupture.
Relation

Temperature

Normalized
Logarithmic Constant 1

Normalized
Logarithmic Constant 2

X

T (°C)

A1 /σref-20°C (MPa/MPa)

A2 /σref-20°C (MPa/MPa)

Larson-Miller Parameter, LMP (unitless)

-

-2.57

8.72

The calibrated combined rupture model has been exercised to produce time-dependent
rupture relations for 750°C and 850°C. The two relations are graphically represented in Figure
6.24, where the models are compared with the experimental data. The 750°C model estimates a
rupture time that is shorter than the experimental data point. The 850°C model estimates creep
rupture times that are above that of the experimental data. Both instances of dissimilar
predictions to experimental results are within reasonable expectations of material scatter. These
deviations are also reflective of the difference between the experimental and literature-based
rupture data noted previously.
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Figure 6.23: Experimental and literature normalized creep rupture data plotted with a logarithmic
model relating Larson-Miller Parameter to stress.
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Figure 6.24: Stress-time rupture models interpolated from LMP response for 750°C and 850°C
with normalized experimental data.
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The elongation of the material at rupture is also a quantity of interest in this study.
Similar to the creep rupture time, the rupture elongation also provides information regarding the
creep limitations of the material. This is needed to model the interaction of fatigue and creep at
high temperatures. The rupture elongation is obtained from the experimental data pertaining to
the four ruptured specimens, which are assembled in Table 6.4. Although this data are sparse, the
resulting rupture elongation of 4.5% for Specimen 1217-14 is representative of the equiaxed CM
247 LC rupture response at 750°C observed from other experiments conducted at the same test
facility. Likewise, the rupture elongation of 5.4% obtained from averaging the results of
Specimens 1217-33, 1217-40, and 1217-48 is also representative of the 850°C material response.

Table 6.4: Experimental rupture elongations.
Specimen
-

Temperature
T (°C)

Rupture Elongation
εR (%)

1217-14
1217-33
1217-40
1217-48
Average
Average

750
850
850
850
750
850

4.5
3.5
3.75
8.99
4.5
5.4

Overall, a suitable set of creep rupture models have been identified and parameterized for
750°C and 850°C. These models have been determined using an approach that utilizes a
logarithmic relationship between stress and the Larson-Miller Parameter calculated for a unified
set of experimental and literature-based rupture data. These models will be critical to the
development of an HCF+Creep interaction model and will greatly aid in understanding the
creep-driven limitations of the polycrystalline CM 247 LC material selected for this study.
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6.2.4 Time to 0.5% and 1% Creep Strain Results
Characterizing the secondary creep rate and creep rupture properties greatly aid in
describing the creep deformation and limitations of this material; however, these quantities are
insufficient to fully capture the creep response. In Section 3.2, the time-history creep strain
response was segmented into primary, secondary, and tertiary regimes. All three creep regimes
are present in this material, as was identified in the creep test data in Section 6.2.1. While the
slope of the secondary creep response has been quantified, a reference point is needed to anchor
this rate to a known combination of creep rate and time. The rupture time and elongation are
insufficient for this purpose, as the slope of the response is expected to significantly increase in
the tertiary creep regime. This gap is filled by defining model that correlates time to a set
quantity of creep strain. In this study, both 0.5% and 1% creep strain are used for this purpose;
thus, models for time to 0.5% creep, t0.5%, and time to 1% creep, t1%, have been developed.
The post-processed experimental pre-creep data reviewed in Section 6.2.1 is used to
propagate these models. This was carried out by noting the time at which each test article
reached the reference strains. Specimens whose extensometer measurements were questionable
due to slipping during the test were not considered unless it was immediately apparent that the
slip had occurred after the reference strain was attained. Specimens whose final creep strain were
just short of the reference strain yet still within 5% of the reference strain value were
extrapolated if the extensometer readings were deemed valid. In total, pre-creep data from
thirteen specimens were available to quantify the time to 0.5% creep for 750°C, and the results
from seven specimens were available to quantify the time to 1% creep at the same temperature.
For 850°C, only data from 10 specimens were valid to model the time to 0.5% creep, and only

150

data from 5 specimens were valid to determine the time to 1% creep. The data are included in the
summary of pre-creep results tabulated in APPENDIX F.
The time to creep strain data are spread over the range of creep stresses selected as the
static loads for the pre-creep experiments. The time to 0.5% creep strain results for 750°C and
850°C are shown in the log-log plot contained in Figure 6.25, which displays a strong trend of
increasing duration of creep loading when the applied stress is decreased. The 750°C results
demonstrate a tight collection of experimental data with very little deviation, whereas the 850°C
results display a larger variation in creep response that is still within acceptable scatter. Increased
scatter is expected at 850°C, as larger variations in material response is typical at higher
temperatures. Significantly lower stresses at 850°C are also expected and demonstrated by the

Normalized Creep Stress, σcr /σref (MPa/MPa)

findings of the pre-creep experiments when compared with the 750°C at the same duration.
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Figure 6.25: Experimental and modeled time to 0.5% creep strain for 750°C and 850°C.
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In a similar graphical representation of the pre-creep data, the comparisons between time
to 1% creep strain and creep stress are shown in Figure 6.26. Observations regarding trends and
scatter from the 0.5% creep strain cases hold true for the results associated with 1% creep strain.
The large gaps in data availability are pronounced in this plot, which is the result of
measurement issues during the pre-creep experiments, as well as a smaller pool of available data.
Specimens crept to 1% strain provide information pertaining to 0.5% and 1% strain, whereas test
articles targeting 0.5% strain are only able to contribute to the former, leading to a smaller set of

Normalized Creep Stress, σcr /σref (MPa/MPa)

data needed to model time to 1% creep strain.
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Figure 6.26: Experimental and modeled time to 1% creep strain for 750°C and 850°C

An assortment of methodologies and formulations have been explored to model the
experimental data, though it was determined that the simple logarithmic fit used previously to
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correlate creep stress to the Larson-Miller Parameter was the most accurate and convenient. The
logarithmic model displayed in Equation (6.3) as
𝜎𝑐𝑟 = 𝐴1 ln 𝑋 + 𝐴2

(6.4)

is used without adjustment, where σcr is the creep stress and the relation X represents either time
to 0.5% creep strain or time to 1% creep strain. Values for A1 and A2 constants are determined
using a least-squares fitting technique for each combination of reference creep strain and
temperature. The parameterized constants are summarized in Table 6.5.

Table 6.5: Fitted constants for the logarithmic model used to estimate time to 0.5% creep strain
and time to 1% creep strain given creep stress.
Relation

Temperature

Normalized
Logarithmic Constant 1

Normalized
Logarithmic Constant 2

X

T (°C)

A1 /σref (MPa-[MPa·ln hr]-1)

A2 /σref (MPa/MPa)

Time to 0.5% Creep, t0.5% (hr)

750
850

-0.042
-0.047

0.862
0.642

Time to 1% Creep, t1% (hr)

750
850

-0.056
-0.044

0.998
0.649

The fitted logarithmic models are superimposed on the experimental pre-creep data in
Figure 6.25 and Figure 6.26. All four models represent the experimental data well and capture
the correct trends without biasing the model towards outliers. This is exemplified by the strong
R2 correlation values 0.968 and 0.984 for the time to 0.5% creep strain and time to 1% creep
strain logarithmic models for 750°C, respectively. When examining the experimental data, it was
stated that the 850°C results exhibited a larger degree of scatter, due in part to the smaller
number of samples and generally larger variation in material response at elevated temperatures.
These deviations are also translated into the quality of fit for the 850°C logarithmic models,
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where the relation for time to 0.5% creep has an R2 value of 0.869, and the relation for time to
1% creep has an R2 value of 0.841. While the models correctly capture the trend between stress
and time, the outliers in the pre-creep data are highlighted. Values obtained by extrapolating the
four models also appear reasonable.
While other formulations were explored, only the logarithmic model provided consistent
results that successfully captured the creep response of the material. Other methodologies, such
as using a Larson-Miller Parameter approach tailored to 0.5% or 1% creep strain instead of
rupture were attempted, but these approaches proved unsatisfactory when compared to the
original data. This was a result of the limited quantity of experimental data. The large gaps
between groups of data obtained at identical stresses and dissimilar quantities of data sets
between temperatures led to models that would favor particular combinations of stresses and
temperatures over others. If more experimental data were available, a Larson-Miler Parameter
approach would be preferred. Nevertheless, the parameterized logarithmic models chosen in this
study provide accurate representations of the experimental data, which is tabulated in
APPENDIX F. The models are capable of providing approximated results for time to 0.5% and
1% creep strain at stresses encapsulated by the pre-creep experiments, as well as extrapolated
estimates for stresses pertaining to the high-cycle fatigue loading.
6.3 HCF Results
The interaction of high-cycle fatigue and creep is characterized though extensive fatigue
testing conducted on virgin, aged, and pre-crept specimens. High-cycle fatigue testing was
conducted at 750°C and 850°C with R-ratios of -1, 0.54, and 0.85 at a variety of stresses and precreep strains. Pre-crept and aged samples were tested in fatigue at the temperature at which the
pre-creep or aging cycle was conducted. Similar accommodations could not be made for the load
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applied during HCF testing. Ideally, the mean stress of the HCF load would be equivalent to the
static load applied in creep; however, this would present an issue when targeting a stress ratio of
-1, where no mean stress is present. Likewise, some HCF testing targeting a stress ratio of 0.54
would result in a lengthy creep test duration that is not financially feasible. Thus, the
temperatures are constant during both segments of the pre-creep experiments, but the stresses are
not. This disparity increases the difficulty in creating an HCF-Creep interaction model, but is
also realistic regarding the load profile of a gas turbine blade, where loads may shifting or relax
over time due to creep.
In total, eighty-five HCF tests were planned. Of those, Specimens 1217-14, 1217-33, and
1217-48 ruptured during pre-creep. While Specimen 1217-40 exhibited a severe pre-creep
elongation assumed to approach rupture, the subsequent HCF lifetime was deemed valid.
Specimen 1217-37 was damaged during removal after the pre-creep cycle was completed. An
image of Specimen 1217-37 is found in Figure 6.27, where a deep scratch on the gauge section
can be seen. This specimen was not fatigue loaded, as fracture would certainly initiate
prematurely from the damage. The HCF lifetime measured from Specimen 1217-06 was also
deemed invalid, as the fatigue testing was interrupted by a power surge, and the test article
completely fractured when the power was restored. As a result of these unanticipated events,
eighty of the original eighty-five HCF tests were successfully carried out.
While deep scratches were unique to Specimen 1217-37, other surface imperfections
were common among pre-crept specimens. These included discoloration, light oxidation,
secondary creep cracking, light pitting and shallow scratches. An example of this is displayed in
Figure 6.28, where the surface of pre-creep HCF specimen 1217-05 is photographed after 2099
hours of creep testing prior to HCF loading. The discolored, rough surface of the specimen
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contains surface cracks from the creep loading along the gage section. Conventional HCF testing
typically utilizes polished samples to prevent surface initiation due to minute machining defects.
The gage sections of the pre-crept specimens were not polished in this study to reflect the surface
quality expected of gas turbine components during extended operation when the interaction of
HCF and creep is assumed to occur.

Figure 6.27: Deep scratch on the gage section of Specimen 1217-37.

Figure 6.28: Surface of pre-crept Specimen 1217-05 prior to HCF loading. Initial gage section
diameter of the test article is 6.0 mm.
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The results for each valid HCF test conducted on nominal grain size material is reviewed
in this section. High-cycle fatigue data are presented on a stress-life diagram with a logarithmic
scale on each axis. Stress-life plots of the experimental data have been created for each
combination of temperature and stress ratio. Specimens with HCF lifetimes greater than one
hundred million cycles were considered run-outs, and are represented using solid filled symbols
in the stress-life diagrams. In each plot, the fatigue data are grouped by the amount of pre-creep
strain imparted onto the specimen prior to HCF loading. Pre-creep strain levels are rounded to
the nearest group for plotting purposes only. This is done to ensure that the graphical
representations are clear and concise. Explicit analysis and modeling are performed using the
actual pre-creep strain obtained from the creep elongation measurements.
Baseline stress-life models are also fit using the 0% pre-creep fatigue data. As is typical
with HCF data, the baseline model is that of the power-law curve previously established in
Equation (3.6) as
𝜎𝑎 = 𝑘1 (𝑁𝑓 )

𝑘2

(6.5)

where σa is the alternating stress, Nf is the number of cycles to failure, and k1 and k2 are
temperature- and stress ratio-dependent material constants. The two fitted parameters of each
baseline model are attained using a maximum likelihood approach, such that run-out data are
considered. Modeling the conventional HCF response is critical to comparatively assess the
effect of aging and pre-creep loading on the fatigue response of the material.
6.3.1 HCF Results for T = 750°C, R = -1
Conventional high-cycle fatigue tests conducted at a temperature of 750°C and a stress
ratio of -1 epitomizes the fatigue-only response of the material at high temperature. The
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completely-reversed stress ratio produces no mean stress, and therefore only negligible creep
loads by which to facilitate an interaction between HCF and creep. Furthermore, the relatively
low temperature represents a set of boundary conditions at which the material exhibits a high
yield strength, high resistance to creep, and low risk of oxidation and exposure effects. In a gas
turbine blade, pre-creep damage similar to this combination of loads and temperatures must
originate from a prior state of high mean stress that has shifted or relaxed over the service life of
the component. While such a small mean stress may only be applicable to a blade tip or similarly
loaded location, this stress ratio is crucial to understanding the effect of pre-creep on HCF life.
Critical review of the experimental HCF data for R = -1 loading at 750°C begins with an
analysis of the baseline data, for which specimens were not subjected to a pre-creep load prior to
fatigue. The HCF results for Specimen 1217-57 and Specimen 1231-12 are included in the
stress-life plot in Figure 6.29 along with historical HCF data obtained from prior experiments
conducted at the test facility. The experimental HCF results and historical HCF data are
tabulated in APPENDIX G and APPENDIX D, respectively. The two test articles exhibit
lifetimes that are relatively short when compared with the historical data, but are within a
reasonable expectation of scatter. An example of this is Specimen 1231-12, which was loaded
with a normalized alternating stress of 0.289 MPa/MPa. Direct comparison with a historical data
point at the same stress amplitude shows that the novel test data has roughly half the life. This
deviation is smaller than other disparities observed within the historical data.
The power law model commonly used to represent stress-life data formulated in Equation
(3.6) and reintroduced in Equation (6.5) has been fit to the complete combined set of historical
and novel experimental HCF data to serve as a representation of the baseline fatigue response.
The parameterized model is plotted with the data on the stress-life diagram in Figure 6.29, where
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the model correctly captures the trend of increasing lifetime through a decrease in stress
amplitude. The fitted model, whose parameters are quantified in Table 6.6, visually represents
the underlying data well, even though the correlation results in an R2 value of 0.416. This
relatively low statistical value is the result of experimental scatter. It is not reflective of the
chosen power-law model and maximum likelihood fitting method. The model also helps to
highlight the low lifetime obtained from the two specimens in this study, which appear even
shorter than expected against this new reference line. This observation may be correlated to the
tensile results reviewed in Section 6.1, where specimens machined from material of Heats 1217
and 1231 demonstrated lower yield strengths and ultimate tensile strengths than literature data.
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Figure 6.29: Baseline HCF model with normalized experimental and historical stress-life data
from conventional HCF tests conducted at 750°C with an R-ratio of -1.
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Table 6.6: Stress-Life model constants for baseline HCF response at 750°C and an R-ratio of -1.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

750

-1

0.400

-0.01824

Expectations regarding the magnitude and scatter of the conventional HCF results arising
from the observations made from the baseline response are used to assess the introduction of precreep strain prior to fatigue loading. Fatigue lifetimes experimentally obtained from PreCreep+HCF specimens are tabulated in APPENDIX G and plotted against the reference baseline
in Figure 6.30, where several trends can be identified from an initial analysis of the raw
experimental data.
Among these is the immediately apparent debit to fatigue life exhibited by Specimen
1217-27, which was pre-crept to a strain on 2.8%, followed by HCF loading with a normalized
stress amplitude of 0.279 MPa/MPa until failure at 127,977 cycles. The lifetime of this specimen
was over two orders of magnitude less than the conventional HCF specimen subjected to the
same alternating load, or over three orders of magnitude less than the predicted lifetime using the
calibrated 0% pre-creep baseline model. While this test article represents the extreme case, the
remaining five specimens with pre-creep strains ranging from 0.41% to 1.1% all exhibited lower
lifetimes than that of the baseline. Of these, the three Pre-Creep+HCF specimens assigned to a
normalized alternating stress of 0.279 MPa/MPa resulted in fatigue lives that were between one
and two orders of magnitude less than the life of the conventional HCF experiment conducted at
this load level. This deviation is well outside expectations of experimental scatter, and points to a
clear trend of generally lower HCF lifetimes in pre-crept specimens than those exhibited by nonpre-crept specimens.
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Figure 6.30: Stress-Life diagram of conventional and pre-crept normalized HCF data obtained at
T = 750°C, R = -1.

A major source for the lifetime debit in pre-crept samples is likely microstructural
damage incurred during creep loading. Revisiting the extreme case of Specimen 1217-27, the
pre-creep strain of 2.8% is well into the tertiary creep regime, where significant cavitation and
grain boundary damage are expected. These microstructural defects likely act as initiation sites
for fatigue fracture, reducing the fatigue lifetime of the material. While this hypothesis holds for
comparisons made between HCF and Pre-Creep+HCF results, the comparisons between different
levels of pre-creep strain present a point of inconsistency.
From the stress-life diagram, specimens pre-crept to 1% creep strain outperformed
specimens pre-crept to 0.5% creep strain for the same fatigue loading conditions in all but one
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case. These deficits were minor, and can be considered as experimental scatter; however, it is
unexpected given the clear debit when compared to the baseline data. If the pre-creep loading has
such a significant effect on the fatigue life when comparing 0% and 0.5% pre-creep strain, one
would surmise that a similar effect would be present between 0.5% and 1% pre-creep strain.
Alternatively, if no difference is to be expected due to the relatively low amount of
microstructural damage typically associated with the primary and secondary creep regimes, then
no difference should be discernable between 0% and 0.5% pre-creep fatigue data.
This discrepancy is further confounded by the irregularity in response when comparing
experiments conducted at 0.289 MPa/MPa and 0.279 MPa/MPa on 0.5% and 1% pre-creep
specimens. In each of these cases, the higher alternating stress routinely resulted in longer
lifetimes, which is contrary to expectations. While this difference may be numerically attributed
to experimental scatter, the consistency of the trend is noteworthy. The source of this trend and
the other observations made from the HCF and pre-creep HCF experimental results require an indepth analysis of the fractured specimens.
6.3.2 HCF Results for T = 850°C, R = -1
A similar analysis of the experimental results is carried out for specimens subjected to the
same completely-reversed load profile at 850°C. Only one specimen, 1217-58, was used to
benchmark the conventional HCF response of the study material against historical data at this
combination of loading conditions. When compared against experiments conducted previously at
the same test site in Figure 6.31, Specimen 1217-58 displayed a lower lifetime than the archival
data set. As was the case with the 750°C results at this stress ratio, this debit about half when
explicitly comparing the life of Specimen 1217-58 to that of a historical test conducted at the
same alternating stress, which is well within expected experimental scatter.
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Figure 6.31: Baseline HCF model with normalized experimental and historical stress-life data
from conventional HCF tests conducted at 850°C with an R-ratio of -1.

Contrary to expectations, conventional R = -1 HCF experiments at 850°C exhibited less
scatter in resultant lifetimes than those at 750°C. This is reflected by the higher R2 correlation
metric of 0.695 between the experimental data and a fitted power-law model of the stress-life
response. The parameters of the stress-life model are given in Table 6.7, which are calibrated
using the same maximum likelihood approach employed earlier using the combined set of all
historical (APPENDIX D) and novel (APPENDIX H) experimental data at this set of loading
conditions. The exercised model is graphically compared with the experimental data in Figure
6.31. The parameterized model demonstrates an acceptable fit, and will serve as an adequate
benchmark when assessing the pre-creep HCF results.

163

Table 6.7: Stress-Life model constants for baseline HCF response at 850°C and an R-ratio of -1.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

850

-1

0.573

-0.03888

With a baseline HCF response defined, observations regarding the pre-creep HCF
response can be made for experiments conducted at 850°C with a stress ratio of -1. The results of
the pre-creep HCF experiments are tabulated in APPENDIX H and plotted alongside the
conventional HCF data in Figure 6.32, where many of the observations made from the 750°C
experiments hold true. As was the case with 750°C results, the two fatigue experiments
conducted on specimens with pre-creep strains exceeding 2.5% produced lifetimes that were
over two orders of magnitude less than the baseline data, signifying a significant debit from the
combined load case. The two specimens, 1217-39 and 1217-40, were pre-crept to strains of
2.73% and 3.75%, respectively. Again, these creep strains are well into the tertiary region and
significant microstructural damage is likely. It is interesting to note that 1217-40 appears to incur
a greater debit to fatigue life than 1217-39, which is likely the result of a larger pre-creep strain.
The four remaining Pre-Creep+HCF specimens whose creep strains are between 0.33%
and 0.91% also resulted in generally lower life, but again the correlation between creep strain
and lifetime is unclear. Specimen 1217-45 resulted in a fatigue lifetime comparable to
conventional HCF data despite having a pre-creep strain of 0.91%. In contrast, Specimens 121729, 1217-30, and 1217-31 suffered a greater debit to life, even though these specimens were only
pre-crept to strains of 0.33%, 0.58% and 0.53%, respectively. One possible cause for this are
differences in applied static stress during the pre-creep loading, though further analysis of this
trend is unclear. Specimen 1217-30 resulted in a particularly low life that is nearly 2 orders of
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magnitude less than that of a conventional HCF test at the same 0.274 MPa/MPa alternating
load. Particular attention is given to this test article when conducting the post-test inspection.
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Figure 6.32: Stress-Life diagram of conventional and pre-crept normalized HCF data obtained at
T = 850°C, R = -1.

6.3.3 HCF Results for T = 750°C, R = 0.54
Experiments performed at a stress ratio of -1 provide critical information regarding the
interaction of distinct fatigue and creep processes, but experiments with a stress ratio of 0.54 are
closer in representation to the lower airfoil and critical design features of an industrial gas
turbine blade. An R-ratio of 0.54 represents an HCF load history in which the alternating stress is
30% as large as the mean stress, meaning that while the load is predominantly steady, a
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significant alternating load is still present. At high temperatures and long durations, the static
stress may even produce creep strain within the material.
Although the mean stresses applied to the 750°C specimens loaded with this R-ratio were
insufficient to produce a significant creep response before attaining a run-out condition, these
same mean stresses would result in creep rupture had the test duration been longer. Per the
results of the calibrated rupture model from Section 6.2.3, the 0.531 MPa/MPa average HCF
normalized mean stress would rupture in 4836 hours. This duration would be early in the service
life of a gas turbine blade. Thus, the results from these experiments present an analytically useful
and application relevant opportunity to calibrate the HCF+Creep life prediction framework with
fatigue tests the contain mean stresses without the influence of creep at a temperature and load
that would be otherwise be creep-limited in a full-life component.
Only one conventional HCF test was conducted at this combination of temperature and
stress ratio. The specimen, 1217-56, resulted in a run-out at 108 cycles when loaded to a
normalized mean stress of 0.525 MPa/MPa and a normalized stress amplitude of 0.158
MPa/MPa, which is included in the table of fatigue results in APPENDIX G. This data point is
included in Figure 6.33, where a stress-life plot depicting both the novel experimental result and
a set of archival HCF data (APPENDIX D) obtained from the test facility is shown. The run-out
result is masked in the diagram by an identical result from the historical data set. This result is
interesting, as the conventional HCF data produced in this study reflected fatigue lifetimes that
fell short of the reference data for both temperatures at a stress ratio of -1. This trend was
expected to continue for the results obtained at this 0.54 stress ratio, suggesting that the
deficiency noted earlier may be a result of experimental scatter rather than an inherently weaker
material.
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Figure 6.33: Baseline HCF model with normalized experimental and historical stress-life data
from conventional HCF tests conducted at 750°C with an R-ratio of 0.54.

A power-law model was calibrated from the combined set of conventional HCF data to
represent the stress-life response of the material at 750°C and an R-ratio of 0.54. Unlike the
model parameterized from the completely-reversed (R = -1) fatigue experiments, a direct
application of the maximum likelihood fitting method to the data concluded in an incorrect trend
where the fatigue life increased with increasing stress amplitude. The foundation for this
unreasonable calibration is a lack of data with respect to the amount of experimental scatter. To
rectify this, the historical run-out data were omitted, and the Specimen 1217-56 was temporarily
considered as a failure at 108 cycles rather than a run-out. The resulting model is exercised in
Figure 6.33, where the massaged trend reasonably represents the combined data set. Altering the
data to produce the parameters outlined in Table 6.8 is not desirable, but a baseline model is
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needed to assess the pre-creep HCF results. Also, the simulated failure is far from outlandish
when considering that other experiments conducted at the same load level resulted in fatigue
lifetimes that were an order of magnitude shorter.

Table 6.8: Stress-Life model constants for baseline HCF response at 750°C and an R-ratio of
0.54.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

750

0.54

0.191

-0.01027

A total of six HCF experiments were conducted on pre-crept specimens at this set of
loading conditions. The focused testing targeted normalized alternating stresses of 0.152
MPa/MPa to 0.163 MPa/MPa, which is pertinent to the longer lifetimes observed from the
conventional HCF response. The normalized mean stresses for these fatigue experiments were
between 0.508 MPa/MPa and 0.543 MPa/MPa, which were not wholly dissimilar from the 0.536
MPa/MPa to 0.631 MPa/MPa normalized stresses applied to the test articles during the pre-creep
loading. Creep strains introduced prior to fatigue loading ranged from 0.42% to 1.2%,
encompassing low to moderate creep damage. The details of each loading condition and resulting
lifetime are included in APPENDIX G. The results of the combined Pre-Creep+HCF loading are
compared with the baseline data and calibrated model in Figure 6.34, where results appear closer
to expectations regarding the effect of pre-creep than in the completely-reversed experiments.
The lifetimes of specimens pre-crept to strains approximating 0.5% appear
indistinguishable from the baseline results. The two test articles prescribed with these loading
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conditions, Specimens 1217-07 and 1217-09, exhibited fatigue lives that were either approaching
or exceeding the lifetime predicted by the exercised baseline model. In the case of 1217-09, the
lifetime was over twice that of a conventional HCF test conducted at the same 0.158 MPa/MPa
normalized alternating stress. While these observations are contrary to those made for the
experiments conducted at a stress ratio of -1, the minor effect of pre-creep meets expectations,
and suggests that the muted microstructural damage associated with low creep strains has little
effect on HCF response.
In a similar vein, specimens pre-crept to 1% strain exhibited lower HCF lifetimes than
those pre-crept to 0.5% strain. While this follows the logical supposition that larger creep strains
prior to fatigue loading results in shorter lifetimes, it is contrary to what was observed in the
fatigue experiments conducted with an R-ratio of -1. This suggests that creep has a mild effect at
minor to moderate values of creep strain, and that this effect can be overshadowed by
experimental scatter in some cases.
One test article of note from this combination of loading conditions is Specimen 1217-17,
which failed in 331,192 cycles when subjected to a normalized alternating stress of 0.152
MPa/MPa. This lifetime is several orders of magnitude less than the predicted life of a
conventional HCF test conducted under the same loading conditions. Specimen 1217-17
contained a 1.2% creep strain prior to fatigue loading, which was the largest among specimens
tested at this temperature and stress ratio. Even with this large pre-creep strain, the combined
loading effect is more significant than is exhibited by similarly loaded specimens. The postulated
mild effect of moderate pre-creep strain on fatigue life may still be valid, but supporting
microstructural analysis is needed to determine what levels of creep strain are encompassed
within this classification.
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Figure 6.34: Stress-Life diagram of conventional and pre-crept normalized HCF data obtained at
T = 750°C, R = 0.54.

6.3.4 HCF Results for T = 850°C, R = 0.54
The 850°C fatigue experiments conducted with a stress ratio of 0.54 are similar in scope
and applicability towards IGT components as the 750°C experiments explored in Section 6.3.3.
The primary difference is that at the higher temperature, the material exhibits significantly
reduced resistance towards creep deformation and rupture. Before evaluating the experimentally
observed effects of pre-creep under these loading conditions, it is necessary to compare the
material against the baseline historical data and create a model of the conventional HCF
response. Specimens 1217-59 and 1231-07 were used for this purpose, and the resulting fatigue
lifetimes are compared in the stress-life diagram in Figure 6.35 and tabulated in APPENDIX H.
From these two experiments, the fatigue response of the selected material is similar, yet below,
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the historical baseline enumerated in APPENDIX D. This compares well with the previous
results obtained for other temperatures and stress ratios, where specimens machined from
material of Heats 1217 and 1231 are consistently below or on the lower end of the historical data.
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Figure 6.35: Baseline HCF model with normalized experimental and historical stress-life data
from conventional HCF tests conducted at 850°C with an R-ratio of 0.54.

The results from the conventional HCF experiments are combined with the historical data
to form a unified set from which the baseline stress-life model is fit. A least squares approach
was used to parameterize the power-law model previously formulated in Equation (3.6) as
𝜎𝑎 = 𝑘1 (𝑁𝑓 )
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𝑘2

(6.6)

where σa is the alternating stress, Nf is the number of cycles to failure, and k1 and k2 are
temperature- and stress ratio-dependent material constants. The resulting material constants
listed in Table 6.9. The model is also exercised in the stress-life diagram in Figure 6.35, where a
comparison between the model and the unified data set visually demonstrates a strong
correlation. The R2 value associated with the fit is only 0.618 due to the long lifetimes
exacerbating the effective scatter. Overall, the quality of the model is considered reasonable.

Table 6.9: Stress-Life model constants for baseline HCF response at 850°C and an R-ratio of
0.54.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

850

0.54

0.549

-0.07610

Five pre-crept specimens are utilized to evaluate the interaction between the creep and
0.54 stress ratio HCF response at 850°C. Creep strains ranged between 0.56% and 1.02% prior to
fatigue loading. The stress-life results of the Pre-Creep+HCF experiments are listed in
APPENDIX H and plotted against the conventional HCF data in Figure 6.36, where a significant
debit is observed. Quantitatively, the pre-crept specimens exhibited lifetimes that were well over
an order of magnitude less than the conventional HCF response.
Like most of the other loading conditions considered in this study, specimens pre-crept to
roughly 1% strain exhibited similar or longer lifetimes to those pre-crept to 0.5% strain. Again,
this is an interesting result, as the overall debit to the Pre-Creep+HCF specimens would suggest
that the inclusion of creep is significant, yet the proportion of pre-creep strain does not trend well
with the debit to fatigue life. This is exemplified by Specimen 1217-32, which was pre-crept to a
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strain of 0.56% and loaded in fatigue with a normalized alternating stress of 0.126 MPa/MPa
until failure at 3,382,601 cycles. In contrast, Specimen 1217-42 was loaded to the same
alternating stress but had incurred a creep strain of 0.84% prior to HCF loading and failed in
fatigue after 20,870,146 cycles. This means that the Specimen 1217-42 had a lifetime that was
over six times larger than 1217-32 despite having a larger creep strain, and both specimens had
lifetimes that were well below the 203,052,928 cycles predicted by the baseline model.
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Figure 6.36: Stress-Life diagram of conventional and pre-crept normalized HCF data and
exercised 75 Hz rupture model for T = 850°C, R = 0.54.

An important observation was made while assessing the results from experiments
conducted at this temperature and stress ratio. Unlike the experiments conducted at 750°C, the
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mean stresses associated with the 850°C HCF experiments were sufficiently high as to incur
creep damage even without applying a pre-creep strain. To illustrate this, the creep rupture model
parameterized in Section 6.2.3 is exercised to determine the rupture life of the material for a
range of alternating stresses. This stress-life response is plotted alongside the fatigue data in
Figure 6.36. Two important assumptions were made when exercising the creep rupture model.
The first was that the time was converted to cycles by assuming a frequency of 75 Hz, which was
the average test frequency used in this study. The second assumption is that the mean stress is
equivalent to the static creep stress; therefore, alternating stress provides no contribution to the
creep response.
When comparing the fatigue response to the exercised creep rupture model, the results of
the conventional HCF experiments align well in terms of position and slope. This suggests that
creep may already play an important role in 850°C HCF loading at a stress ratio of 0.54 even
before considering the implementation of a pre-creep load cycle. Minor differences between the
creep and fatigue response can be attributed to material scatter prevalent in both creep and
fatigue. It is evident that the pre-creep loading greatly exacerbates the effect of creep in the
interaction, and may also suggest that creep is the dominant response in this combination of
temperature and stress ratio. The Pre-Creep+HCF data is also well below the predicted creep
lifetime.
6.3.5 HCF Results for T = 750°C, R = 0.85
The largest HCF stress ratio selected for this study was 0.85. This high R-ratio condition
is often associated with under-platform locations of a free-standing IGT blade such as the shank
or attachment area where the alternating stress is small, but a large static load is present from the
centrifugal force. Though these locations are often at temperatures much lower than 750°C
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where creep is not considered, such high R-ratios may also be present at notches, internal cooling
passages, and other design features above the platform where the temperatures are approaching
or in excess of 750°C. This data are likely creep-dominated due to the high mean stresses per the
results of the 850°C R=0.54 experimental data reviewed in Section 6.3.4. Fatigue data at the
750°C high R-ratio condition are needed to verify the creep-dominated trend and explore this
critical region of stress combinations for later modeling.
There are no historical data for this stress ratio; thus, the experimental data tabulated in
APPENDIX G and included in the stress-life diagram in Figure 6.37 represents the totality of the
conventional HCF data pool. From the stress-life plot, the data appear grouped with very little
scatter. The run-out of Specimen 1231-31 is the result of the exploratory approach taken to the
study. As no baseline data existed for this loading combination, the first experiment targeted a
seemingly reasonable stress level, which ultimately resulted in a lifetime beyond the one hundred
million cycle limit set for this study.
A power-law model of the baseline response was parametrized using the maximum
likelihood approach. The material constants listed in are used to produce the graphical
interpretation of the baseline model in Figure 6.37, where the experimental results of the
conventional HCF tests were previously plotted. Comparison between the model and underlying
data demonstrate a good fit. The R2 correlation metric for the model is 0.873, which is very
strong. This model will be useful for comparing the results of the pre-creep experiments.
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Figure 6.37: Baseline HCF model with normalized experimental stress-life data from
conventional HCF tests conducted at 750°C with an R-ratio of 0.85.

Table 6.10: Stress-Life model constants for baseline HCF response at 750°C and an R-ratio of
0.85.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

750

0.85

0.070

-0.0098

Before commencing this study, the high stress ratio of 0.85 was hypothesized to exhibit
the strongest fatigue-creep interaction due to the large amounts of creep damage assumed to be
associated with the high mean stresses. As a result, a majority of the available specimens were
allocated to both 750°C and 850°C fatigue experiments conducted with this stress ratio. In total,
nine Pre-Creep+HCF experiments and two aged HCF experiments were conducted at 750°C at
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this R-ratio. The results for the Pre-Creep+HCF experiments are included in APPENDIX G, and
the results of the aged HCF experiments are listed in APPENDIX I. The results of these
experiments are also included in the stress-life diagram illustrated in Figure 6.38 where the
conventional HCF results, calibrated baseline model, and exercised rupture model also plotted.
The rupture model is implemented in the same manner as previously described, where the stressand time-based model was converted into a function of cycles to failure assuming the average
experimental frequency of 75 Hz and assuming that only the mean stress contributes towards
rupture. The analytical equivalents of these assumptions are
𝑁𝑓 = 3600𝑡𝑅 𝑓
𝜎𝑎 = 𝐴𝜎𝑐𝑟 =

1−𝑅
𝜎
1 + 𝑅 𝑐𝑟

(6.7)

where Nf is the number of cycles to failure, tR is the rupture time, f is the loading frequency
assumed be 75 Hz, σa is the alternating stress, A is amplitude ratio, σcr is the creep stress, and R is
the stress ratio.
From stress-life diagram, the baseline HCF results follow the rupture curve reasonably
well, suggesting that creep must play an important role even without a pre-creep strain. This
finding is similar to the observations made from the fatigue experiments conducted at 850°C
with a stress ratio of 0.54, where a creep-dominant response was proposed. The baseline stresslife model calibrated from conventional R = 0.85 HCF testing at 750°C (Figure 6.38) deviates
significantly from the creep model with regards to slope. If the response is truly creepdominated, then the non-conformity of the baseline model must be a byproduct of the limited
HCF data available for calibration. If more data are available to recalibrate the parameters in
Table 6.10, then the baseline model would correlate well with the rupture model.
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Figure 6.38: Stress-Life diagram of conventional and pre-crept normalized HCF data and
exercised 75 Hz rupture model for T = 750°C, R = 0.85.

The two aged specimens, 1231-08 and 1231-11 were exposed to 750°C air in a furnace
for 1,800 hours prior to HCF loading. This duration was principally set by limitations of time and
funding, and was assumed to be longer than the planned pre-creep testing at the conception of
this study. In actuality, the pre-creep experiments took significantly longer to attain the targeted
creep strains than was originally planned. As a result, the 1,800 hour aging time was less than
half of the longest creep testing duration, which was 3,946 hours. The aged specimens are still
able to provide limited insight when compared to conventional HCF data and Pre-Creep+HCF
data with shorter pre-creep durations. Specimen 1231-11, tested with a normalized stress
amplitude of 0.060 MPa/MPa, coincides almost exactly with the conventional HCF data, which
is remarkable given the amount of scatter typically found in testing.
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This similarity did not hold for Specimen 1231-08, which failed with only approximately
a sixth of the cycle count exhibited by the conventional HCF specimen with the same fatigue
loading conditions. It is also interesting to note that Specimen 1231-08 also performed poorly
compared to Specimens 1217-10 and 1217-25, which had pre-creep strains of 0.52% and 1.01%,
respectively. This result defies logic, as any aging effect must also be present in pre-crept
specimens; therefore, the latter should always be equally or more detrimental to fatigue life than
the former. The effect of aging is inconclusive from the results portrayed in Figure 6.38. Further
analysis is needed to determine if 1231-08 is an outlier from some unknown material defect, or
whether aging produces a measurable effect on HCF lifetime.
The effect of the pre-creep follows similar trends to those exhibited by the material at
other combinations of temperature and stress ratio. Specimens pre-crept to strains of
approximately 2.5% exhibited a significant hinderance on HCF life, suggesting the combined
loading is definitively detrimental to fatigue life; however, the exact correlation between the two
loadings is unclear from the results. While the majority of pre-crept specimens exhibited shorter
fatigue lifetimes than conventional counterparts, and specimens pre-crept to 0.5% strain
performed better than specimens pre-crept to 1% strain, some inconsistencies regarding the
lifetime debit of mild to moderate pre-creep strains are present.
This irregularity is observed with Specimens 1217-08 and 1217-21, which were pre-crept
to 0.86% and 0.99% strain, respectively. Both test articles failed at cycle counts in excess of that
exhibited by Specimen 1014-25, which was conventionally loaded with the same 0.060
MPa/MPa normalized alternating stress. It is also interesting to note that both 1217-08 and 121721 failed at almost the same cycle count, even though the specimens were pre-crept to different
strains prior to fatigue loading. Specimen 1217-10 exhibited a similar result, where the 0.52%
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pre-creep sample yielded a 16.5% larger fatigue life than Specimen 1231-30, which was not precrept, but loaded with the same HCF conditions. Additional analysis and a microstructural
outlook are likely needed to resolve this reoccurring inconsistency.
6.3.6 HCF Results for T = 850°C, R = 0.85
The final set of fatigue experiments conducted on nominal grain size material were those
loaded with a temperature of 850°C and a stress ratio of 0.85. As was previously stated, this
stress ratio is applicable to design features of an industrial gas turbine blade that exhibit a largely
dominant static stress and a mild alternating stress. The 100°C increase in testing temperature
from the experiments reviewed in Section 6.3.5 is selected to produce the largest creep influence
considered in this study. Archival data are unavailable at this combination of testing conditions;
therefore, only the five conventional HCF tests conducted in this study will be used to develop a
baseline of the fatigue response. The results of these preliminary experiments are found in
APPENDIX H and displayed in the form of a stress-life diagram in Figure 6.39, which shows a
reasonably tight group that follows the expected trend of increasing life with decreasing
alternating stress. The scatter between these results are larger than those observed in the 750°C
experiments conducted at the same stress ratio, but is still well within anticipated deviations in
material response.
In continuance of the analytical methodology carried out thus far, the entirety of the
conventional HCF data obtained from experiments conducted at 850°C and a stress ratio of 0.85
are used to parameterize a model of the stress-life response. The temperature- and stress ratiodependent constants of the power-law model chosen for this task are found in Table 6.11. These
values were obtained using the maximum likelihood approach, and result in an R2 correlation of
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0.743 when compared to the experimental data. The fitted model is exercised in Figure 6.39,
where the strong correlation to the underlying data is visually apparent.
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Figure 6.39: Baseline HCF model with normalized experimental stress-life data from
conventional HCF tests conducted at 850°C with an R-ratio of 0.85.

Table 6.11: Stress-Life model constants for baseline HCF response at 850°C and an R-ratio of
0.85.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

850

0.85

0.169

-0.08613
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Given that this combination of loading conditions was predicted to exhibit the largest
creep interaction, a total of nine Pre-Creep+HCF and two aged HCF experiments were
conducted. The results of these experiments are found in APPENDIX H and APPENDIX I,
respectively, and are formatted into a stress-life diagram in Figure 6.40, where again, the creep
rupture model is included with assumed 75 Hz frequency and zero alternating stress contribution.
In this case, the creep model displays a similar slope to the baseline model but is offset to the
curve. The offset is assumed to originate from material scatter in creep response, and it is likely
that these two curves would ideally be superimposed. The fatigue lifetimes exhibited by the two
aged specimens, 1231-09 and 1231-10, mirror those obtained in the 750°C experiments. Again,
one specimen correlates well with the baseline model, and the other exhibits a lifetime that is
nearly a seventh of the HCF life predicted by the baseline model. Additional analysis is again
needed to distinguish the cause for this occurrence.
The results of the 850°C fatigue tests conducted on pre-crept specimens also show a
distinct parallel to the results obtained from the 750°C experiments. Again, specimens pre-crept
to strains of approximately 2.5% or larger exhibit a significant debit to the fatigue life compared
to the baseline model. From these results, the significant pre-creep loading clearly demonstrates
a detrimental effect to HCF life. On the other hand, pre-creep strains in the range of 0.5% and
1% do not show a distinct impact on fatigue life. For nearly each stress amplitude considered in
this load case, the stress-life diagram in Figure 6.40 illustrates a trend in fatigue lifetime where
the Pre-Creep+HCF results are nearly identical or higher than the conventional HCF results. A
robust failure analysis is needed to shed light on the source of this peculiar tendency.
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Figure 6.40: Stress-Life diagram of conventional and pre-crept normalized HCF data and
exercised 75 Hz rupture model for T = 850°C, R = 0.85.

Specific focus must also be given to Specimen 1217-35, which was pre-crept to a strain
of 0.56% and fatigue loaded with an alternating stress of 40 MPa. While other specimens precrept to strains of roughly 0.5% and 1% performed on par with the non-pre-crept samples,
Specimen 1217-35 fell short of the baseline by almost an order of magnitude. This test article is
likely an outlier, but again, a robust failure analysis will likely confirm or deny this designation.
6.3.7 Historical HCF results for R = 0
An R-ratio of zero comprises equal proportions of mean stress and alternating stress.
Although no HCF experiments with a stress ratio of zero were conducted in this study, existing
historical data from previous conventional HCF tests carried out at the same testing facility are
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available. The cache of data includes eight HCF results for 750°C and five results for 850°C,
which can be found in APPENDIX D. This data are used to develop a baseline fatigue model for
each temperature, which will later be incorporated into a Haigh diagram where a model of
constant life can be calibrated and plotted across all stress ratios between -1 and 1. Inclusion of R
= 0 data is critical to establish an accurate constant-life model for stress ratios between -1 and
0.54, which encompasses the majority of loading conditions often associated with the aboveplatform airfoil of a freestanding industrial gas turbine blade.
Beginning with 750°C, the conventional R = 0 HCF response is represented on a stresslife diagram in Figure 6.41, where the historical data displays a clear trend despite significant
experimental scatter. This data set also contains two run-out data points, which are denoted by
filled squares in the plot. Also included in the stress-life diagram is a power-law model of the
baseline HCF response parameterized from the fatigue data. The fitted constants found in Table
6.12 were obtained using the maximum probability method; however, the run-out data were not
considered. This was necessary to obtain a reasonable fit, where the model correctly captures a
trend of increasing life with deceasing stress amplitude. Graphically, the resulting model
correlates reasonably well with the fatigue data. Statistically, the correlation only produces an R2
value of 0.503 to the failed samples. Given the visual success of the model on the stress-life plot,
this low correlation parameter is likely reflective of the large experimental scatter noted in the
HCF data.
The 850°C fatigue response of the selected material is also analyzed using the
conventional HCF data from the historical data set. The stress-life diagram shown in Figure 6.42
provides a graphical interpretation of the data, where a similar level of experimental scatter is
observed. A power-law model of the baseline HCF response was correspondingly calibrated
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using a maximum likelihood approach applied to all available data. The parameters of the model
are listed in Table 6.12. Similar to the 750°C model at this stress ratio, the 850°C model yields a
low R2 of 0.493 due to the large experimental scatter and limited quantity of available data.
When plotted against the stress-life data in Figure 6.42, the model displays a reasonable trend to
the originating data, though the lack of available data is made abundantly clear. The data are still
sufficient to provide guidance when fitting a constant life model.
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Figure 6.41: Baseline HCF model with normalized historical stress-life data from conventional
HCF tests conducted at 750°C with an R-ratio of 0.
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Table 6.12: Stress-Life model constants for baseline HCF responses at 750°C and 850°C and an
R-ratio of 0.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

750

0

0.285

-0.00602

850

0

0.369

-0.02507
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Figure 6.42: Baseline HCF model with normalized historical stress-life data from conventional
HCF tests conducted at 850°C with an R-ratio of 0.

6.4 Fracture Analysis Results
A comprehensive analysis of the fractured specimens has been conducted to provide
physical context to the analytical fatigue results reviewed in Section 6.3. These findings are used
to identify the presence of an HCF-creep interaction and elucidate the cause and ramifications of
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the interaction. Failure analysis is also used to provide clarification of potential outliers that
exhibited notably low fatigue lifetimes. Each HCF, Pre-Creep+HCF, and Aged HCF specimen of
nominal grain size was subject to a visual inspection of the outer surface and light microscopy of
the fracture surface. Most of these specimens were also subject to further post-test inspections at
greater magnification. The result of these inspections is a pool of compiled visual data, which is
used to detect trends that are later used to create the HCF+Creep life prediction framework.
The results of the fracture analysis are organized into subsections in order of increasing
magnification. In Section 6.4.1, the results from inspections of the fracture surfaces under no
magnification or light magnification are reviewed. The results of metallographic inspections of
the sectioned specimens at moderate to high magnifications are the focus of Section 6.4.2.
Section 6.4.3 provides an overview of the observations made during very high magnification
inspections conducted using a Field-Emission Scanning Electron Microscope (FE-SEM).
6.4.1 Fractography Results
The fracture surface of a tested specimen provides a wealth of information regarding the
cause of the failure and the contributing mechanisms. The shape, color, textures and features of
the fracture surface, as well as the outer surface of the sample, all help describe how and why a
specimen failed. A preliminary visual inspection of each specimen was first carried out to note
surface features and the general shape of the fracture surface. While several specimens had
predominantly angled fracture surfaces like Specimen 1217-44 found in Figure 6.43a, the vast
majority of specimens fractured in a relatively flat plane perpendicular to the direction of
loading, as illustrated by Specimen 1231-07 in Figure 6.43b. A flat fracture surface is typical of
fatigue, where a transgranular propagation occurs normal to the load. Flat fracture surfaces were
also found in specimens pre-crept to large strains and specimens subjected to high stress ratio
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HCF loading, where creep is expected. In these cases, the fracture surfaces were generally
rougher, suggesting that an intergranular propagation generally associated with creep was
present, where a crack grows along the randomly-oriented grain boundary of this conventionallycast material. These test articles also often contained traces of creep along the outer surfaces of
the gage length. An example of these physical manifestations is found in Figure 6.43c, where
discolorations from oxidation, secondary creep cracking, and some pitting can be observed.

(a)

1217-44

(b)

1231-07

(c)

1231-32

Figure 6.43: Typical fractured specimens obtained in the study demonstrating (a) angled and (b)
flat fracture surfaces, as well as (c) oxidation and creep cracking along the gage length.

The fracture surfaces for each failed specimen were also critically examined. Each of the
fracture surfaces are unique, but some common trends are present between test articles subjected
to similar loading conditions. To illustrate this, fracture surfaces are grouped by test temperature
and HCF stress ratio and are plotted alongside a corresponding stress-life diagram to
contextualize the performance of each specimen with regards to fatigue lifetime. The first of
these depictions is found in Figure 6.44, where the fractographic images associated with HCF
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loading at 750°C and a stress ratio of -1 are shown. Each specimen of this group exhibited a
large transgranular fatigue area, which is common to HCF failure. Specimens subjected to large
pre-creep strains also contain large a large rift of cleavage area and a more pronounced
discoloration perhaps suggesting the presence of multiple failure mechanisms.
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(a)
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1231-12
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(g)

1217-15

(h)

1217-27

Figure 6.44: Fracture surfaces for HCF tests conducted at 750°C with a stress ratio of -1 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.
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It is interesting to note that each of these specimens initiated internally, which is
somewhat uncharacteristic of high-cycle fatigue. Fracture may initiate anywhere on the outside
or inside of a specimen, but microscale defects along the outer surface often act as initiation sites
in HCF. Internal initiation was expected for specimens pre-crept to large strains due to an
intergranular damage developing during creep loading, but the internal initiation was not
expected for all conventional HCF specimens or all those pre-crept to low strains. Despite this, it
is likely that the overall failure was driven by a fatigue process.
Internal initiations were also found in each HCF specimen tested at 850°C with a stress
ratio of -1. The fracture surfaces depicted in Figure 6.45 illustrate many of the same features as
was noted for the previous set of loading conditions. The primary difference is that the
specimens pre-crept to large strains have rough initiation areas surrounded by smooth
propagation areas rather than a distinct groove or ridge. Overall, a fatigue mechanism is the
likely cause for failure in each of these cases, though creep had a significant effect during crack
initiation for specimens that were pre-crept to large strains.
Specimen 1217-30 was noted to have a short lifetime in Section 6.3.2. The fracture
surface shows that this specimen contained a large amount of fatigue damage at failure; however,
the region of fatigue propagation does not have the same circular shape those found in similarly
loaded samples. Upon closer inspection of the outer surface, it is possible that the fracture
initiated from the circumfrential groove machined into the specimen to prevent the extensometer
from slipping during the pre-creep loading, but this cannot be confirmed. It is possible that
Specimen 1217-30 is an invalid test result, but due to uncertainty the outlier result will be
retained.
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Figure 6.45: HCF fracture surfaces for tests conducted at 850°C with a stress ratio of -1 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.

The fracture surfaces for the specimens loaded in HCF at a temperature of 750°C and a
stress ratio of 0.54 again show distinct similarities to the previously reviewed cases. Flat fracture
surfaces initiating from internal areas remain the common trend in these specimens, as shown in
Figure 6.46; however, the fatigue propagation region appears smaller. This is likely a result of
the higher stress ratio and not an indicator of creep interaction. No major differences are noted
191

between fracture surfaces with regards to pre-creep strain. This would confirm that the dominant
mechanisms are the same as those for a stress-ratio of -1, and that no distinct effects are visually
manifested on the fracture surfaces for pre-creep strains that are approximately 1% or lower.
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Figure 6.46: HCF fracture surfaces for tests conducted at 750°C with a stress ratio of 0.54 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.
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Differences in the fracture surfaces begin to take shape when analyzing the specimens for
HCF tests conducted at 850°C with a stress ratio of 0.54. From the images in Figure 6.47, the
fracture surfaces for 1231-07, 1217-41, 1217-42, and 1217-43 contain rough fracture surfaces
with a less distinct fatigue propagation region.
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Figure 6.47: HCF fracture surfaces for tests conducted at 850°C with a stress ratio of 0.54 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.
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It is likely that these samples were greatly influenced by creep. The remaining specimens,
1217-32, 1217-34 and 1217-39 appear dominated by fatigue as demonstrated by the fish-eye
fracture. Again, failure initiated internally in most cases, though it is difficult to distinguish
whether Specimen 1217-43 initiated or externally.
The conceptualization of a creep-driven failure becomes solidified when assessing the
fracture surfaces for 750°C HCF experiments conducted with a stress ratio of 0.85. As was
mentioned in Section 6.3.5, the fatigue lifetimes closely match the expected rupture of the
material, suggesting that rupture plays a leading role in the overall failure. This is validated by
the fracture surfaces shown in Figure 6.48, where the region of interest in each specimen is
largely composed of a rough intergranular propagation.
Fracture surfaces for these high stress ratio HCF tests are particularly interesting. While
the shiny fatigue-dominated transgranular surfaces appear to form a ring around the intergranular
region in the images displayed in Figure 6.48, this method of representation is not entirely
accurate. When assessing the fracture surface using a microscope, the perception of depth
afforded by the two eyepieces clarifies the continuous ring as an assortment of small patches of
transgruannular propagation arranged at a multitude of heights. To illustrate this, the profile of
Specimen 1217-10 is recoded using a Keyence scope. The heights of each patch are typically
random; however, the staircase configuration observed in Specimen 1217-10 is clearly expressed
in Figure 6.49, where the profile obtained from the Keyence shows a stepped decrease in height
as the region approaches the center of the sample.
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Figure 6.48: Specimen fracture surfaces for 750°C HCF tests with a stress ratio of 0.85.
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(a)

1217-10

(b)

Figure 6.49: Images of the (a) fracture surface of Specimen 1217-10 and (b) profile measured
using a Keyence microscope.

The cause for this fracture surface can be simply explained. As the specimen is loaded in
fatigue at a high stress ratio and high temperature, the large mean stress facilitates a creep
induced initiation. Propagation continues through this creep process for the majority of the
specimen lifetime. When the creep propagation stalls or slows down, the fatigue loading begins
to cause propagation, resulting in a flat transgranular patch. As these patches are produced, the
decreased effective cross-sectional area results in a high mean stress, and the propagation returns
to a creep-driven intergranular process. The switch between fatigue-driven and creep-driven
failure continues until failure.
This supposition may also explain why the fracture surfaces in Figure 6.48 for
conventional HCF and pre-creep HCF specimens all look alike. Since creep is the dominant
process for the majority of the lifetime, and the creep propagation occurs earlier in the loading,
the pre-creep only speeds up the overall failure. The pre-creep does not change the method by
which the specimen fails.
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The same observations are made for the HCF experiments conducted at a temperature of
850°C and the same R = 0.85 stress ratio. The fracture surfaces shown in Figure 6.50 illustrate
the same creep-dominated response and tiered patches noted for the 750°C. The only notable
difference is that the amount of tiered transgranular surfaces are greatly reduced, and the tried
surfaces are scattered further apart. This is a reasonable result, as the higher temperature is
expected to produce a larger creep response, thus fatigue should contribute less to the overall
failure.

197

Normalized Stress Amplitude, σa /σu (unitless)

0.06
0.055

T = 850°C
R = 0.85

(k)

(c)

0.05

(o)

(b)

(j)

0.045

(a)
(n)

(g)

(p)

0.04

0.035

R = 0.85, εcr = 0%
R = 0.85, εcr = 0.5%
R = 0.85, εcr = 1.0%
R = 0.85, εcr = 2.5%+
R = 0.85, εcr = 0%, Aged 1,800 hrs
R = 0.85, εcr = 0% Model
R = 0.85 Rupture Model

0.03
104

105

(i) (d)

(m)

(h)

(f)

(e)
(l)

106
Cycles to Failure, Nf (cycles)

107

108

(a)

1014-28

(b)

1014-27

(c)

1231-32

(d)

1231-06

(e)

1014-29

(f)

1217-38

(g)

1217-35

(h)

1217-44

(i)

1217-47

(j)

1231-01

(k)

1217-46

(l)

1231-02

(m)

1231-03

(n)

1231-04

(o)

1231-10

(p)

1231-09

Figure 6.50: Specimen fracture surfaces for 850°C HCF tests with a stress ratio of 0.85.
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6.4.2 Metallography Results
In addition to the fractography performed on the fracture surface, metallography was
conducted on twenty-eight of the specimens with the goal of identifying traces of creep-initiated,
fatigue-driven failure. These specimens were sectioned along the length of the gage section,
revealing the underlying material for microscopic analysis. Attempts were made to perform the
cut through the region of fracture initiation. The length of the sectioned sample and resulting
images varied from specimen to specimen. The complete set of images are found in APPENDIX
J, where the unaltered composite images produced for each assessed test article are stored. A
limited subset of sectioned samples were also etched to reveal the grain structure of the alloy. An
example of this is found in Figure 6.51, where the grains and dendritic structure of Specimen
1231-06 are highlighted. Specimen etching was quickly discontinued, as the process did not
contribute additional information critical to the study.

Figure 6.51: Etched section cut of Specimen 1231-06.
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The presence of porosity in every sectioned sample was immediately apparent upon
reviewing the results of the metallography. The porosity is an unintended and undesired casting
defect that can accelerate a mechanical failure by increasing the local stress through both a
reduction of cross-sectional area and by acting as a stress raiser. Non-destructive evaluation
techniques such as X-ray scanning are commonly employed to identify whether these defects are
present in cast material; however, there are limitations to the fidelity of these tools.
The slabs used in this study were X-rayed prior to specimen machining, but the internal
porosity was too small to be detected. In a component, porosity smaller than the detectable limit
is considered acceptable as the volume of the pore is relatively small compared to the large
component volume, which will act as a support against the stress raiser. Small pores still have an
effect on life in coupon-level HCF testing due to the closer proportion in volume and the
susceptibility of HCF to microscopic imperfections within the material.
While the pores in this study were predominantly less 100μm in length, they were often
larger than the observed creep damage. Thus, the porosity is assumed to be significant with
respect to the experimental HCF lifetimes. The quantity and size of the porosity varied largely
between test articles, where some articles displayed only a handful of scattered pores and others
were peppered throughout the sample. An example of the porosity is found in Figure 6.52, where
the resulting metallography of Specimen 1217-05 reveals both large concentrated pores and a
compact collection of smaller pores. This image also demonstrates the variety in observed pore
shapes, where both round and multifaceted pores are present.
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1217-05

Figure 6.52: Detected porosity identified from the metallography of Specimen 1217-05

Creep-related defects and other notable failure features were also identified from the
metallographic assessments. Among these were the presence of secondary initiation sites on the
outer surface of some specimens. This is illustrated in Figure 6.53a, where a crack clearly formed
from the HCF loading, but was ultimately not the source for overall specimen failure. The
propagation of intergranular cracks and large-scale cavitation resulting from creep was also
identified from the metallography. Cavitation, such that found in Specimen 1217-39 shown in
Figure 6.53b, was expected in the experiments conducted on specimens with large pre-creep
strains. These creep-induced defects were hypothesized to act as a source of pre-damage to
facilitate HCF failure. While minor cases of this augmented microstructural-level failure were
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observed in the metallography, a clear and distinct representation of this mechanism was not
produced in the analysis.

(a)

(b)

1217-43

1217-39

Figure 6.53: Metallography illustrating the presence of (a) external secondary initiation sites in
Specimen 1217-43 and (b) creep cavitation in Specimen 1217-39.

Both the porosity and creep-related defects, collectively referred to as the indications,
have a direct influence on the HCF life; thus, the indications must be measured so that a
quantitative correlation between specimen life and indication size can be made. The indications
are measured from metallographic images captured from the sectioned test articles using ImageJ
v1.52a [Schneider et al., 2012], an open source image processor. The program allows for simple
measurements to be graphically made, where the distance in pixels is converted to micrometers a
predetermined conversion factor. The conversion factor is set by associating the pixel length of
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the reference scale on the original image to the known distance noted on the scale. Several
assumptions are made with respect to the measurement method.
The first assumption is that the largest observed indication is representative of that which
caused overall failure. It is impossible to measure the defect that initiated failure after the
specimen has been tested. Correlations made with the next largest observed indications are
reasonable, but the underlying data will contain more scatter. Similarly, the image obtained from
a single slice of a test article may not include the largest indication present within the specimen
or even the true dimensions of the observed indications. If the indications are characteristic of
what is present within the material, then again, the overall analysis will result in reasonable
correlations. The second assumption is that the microstructural damage is cylindrical in shape,
which is necessary for modeling. Since this shape is assumed, indication diameters are measured
from the longest dimension, regardless of orientation.
An example of the applied measurement method is shown in Figure 6.54 where two
indications from Specimen 1217-16 are dimensioned. For each applicable specimen, the largest
creep-related indication and largest casting pore are recorded. Creep indications were not
measured for test articles subjected to an HCF loading containing a stress ratio of 0.85 at either
750°C or 850°C. Similarly, creep indication dimensions for specimens loaded in HCF with a
temperature of 850°C and a stress ratio of 0.54 were also omitted. These three combinations of
loading conditions likely produced significant creep damage during the fatigue experiments;
therefore, creep indication measurements taken from samples failed would not be representative
of the pre-creep damage, but the confounded loading instead. The measured values are tabulated
for each assessed sample in APPENDIX K. It must also be mentioned that there is a degree of
uncertainty when measuring the indications from the image. The outer extremities of the
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indication chosen to obtain the maximum length are sometimes difficult to distinguish from other
features within or between the grains. This will influence the measured dimension, but the
resulting impact on correlations derived from this data is assumed to be within experimental
scatter.

1217-16

80µm

Figure 6.54: Indication measurement method using the metallography of Specimen 1217-16.

Although porosity has an impact on the HCF lifetimes obtained from the experiments
conducted over the course of this study, the microstructural damage measured from the
metallography is still applicable to the creation of a microstructurally-informed life prediction
framework for an HCF-Creep interaction. With this in mind, the measured creep indication sizes
are compared with the creep strains associated with each available specimen. This is graphically
represented in Figure 6.55 and Figure 6.56, where the two quantities are plotted for experiments
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conducted at 750°C and 850°C, respectively. From these diagrams, a trend of increasing
indication size with increasing creep strain is observed, matching expectations.
The development of creep defects is also noted to principally occur after surpassing some
minimum creep strain of approximately 0.5%. This is a reasonable result, because the majority of
creep damage is typically associated with the late-secondary and tertiary creep regime. An
increase of creep stress applied during the pre-creep portion of the experiments is also noted to
correlate with the rate at which defect size increases with respect to time; however, this
relationship is not definitive from the diagrams.

Max Defect Length, Ldefect (mm)
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750°C, 0.536 MPa/MPa Experimental Results
750°C, 0.552 MPa/MPa Experimental Results
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750°C, 0.631 MPa/MPa Experimental Results
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Figure 6.55: Comparison of measured creep defect length to creep strain for 750°C.
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Figure 6.56: Comparison of measured creep defect length to creep strain for 850°C

The amount of creep-related indication size data is sparse for each combination of
temperature and stress. To remedy this deficiency, the measurements for all combinations are
compiled into a single data set. This is not an ideal data set with which to calibrate a
comprehensive and high-fidelity model; however, a simple model derived from this cache is
assumed to be representative of the overall response. The unified data set is graphed in the
diagram found in Figure 6.57, which also includes a linear model parameterized from the data
set. The model, formulated as
𝐿𝑑𝑒𝑓𝑒𝑐𝑡 = 𝑞1 𝜀𝑐𝑟 + 𝑞2

(6.8)

where Ldefect is the maximum creep-related defect length, εcr is the creep strain, and q1 and q2 are
material dependent constants.
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Figure 6.57: Experimental and predicted creep defect size as a function of creep strain.

The model is a simple and sufficient solution to capture the general trend of increasing
defect size with increasing creep strain denoted earlier. The material constants for the linear
model are found in Table 6.13, and are fit to the data using a least-squares approach. These
parameters capture the positive slope associated with the increase in defect size with respect to
creep strain, and a non-zero x-intercept which reflects the negligible or non-existent damage at
early creep strains. This model can be improved with additional experimental data, and would
likely take the form of a stress-dependent exponential growth.
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Table 6.13: Material-dependent parameters for the linear model relating creep defect size to
creep strain.
Temperature

Creep Indication
Size Constant 1

Creep Indication
Size Constant 2

T (°C)

q1 (mm)

q2 (mm)

750, 850

11.07

-0.0343

Direct metallographic comparisons between failed HCF specimens subjected to the same
temperatures and stress ratios also aid in understanding the experimental results. The underlying
material near the fracture surface for specimens tested at 750°C with a stress ratio of -1 are
referenced to the corresponding stress-life diagram in Figure 6.58, where the large stretches of
transgruannular fracture noted in Section 6.4.1 are observed. Furthermore, Specimen 1217-05
visibly contains a significant amount of porosity, which is likely why the test article failed much
sooner than expected. It is also interesting to note that Specimen 1217-13 contains some
porosity, but is otherwise normal, despite the extremely high creep rate noted in Section 6.2.1.
Since this specimen appears to contain a reasonable fracture surface, underlying material, and
fatigue response, it will not be discarded as an outlier.
Similar findings are also made from the cut-ups of test articles from HCF experiments
conducted at 850°C with a stress ratio of -1. A comparison of the images is contained in Figure
6.59, where the relatively flat fracture surfaces is reiterated via the profile shot. Immediately
apparent is the large porosity observed in Specimen 1217-31, which acted as an initiation site for
some fracture growth. It is interesting to note that the resulting transgruannular crack extends to
the surface in a direction that is almost perfectly perpendicular to the orientation of the load,
which is a hallmark of fatigue. Given that this location was not the source of overall failure, an
even larger defect must have been present prior to failure at the fracture surface.
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Figure 6.58: Metallography for HCF tests conducted at 750°C with a stress ratio of -1 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.

Dispersed porosity are also found in the other test articles, and likely contributed to
overall failure in specimens with low pre-creep strains. No large pores are observed in specimens
1217-39 and 1217-40, indicating that the low lifetimes are likely a result of damage accrued
during the pre-creep loading. Traces of the damage are still visible under the fracture surface,
where cracks between the grains are present.
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Figure 6.59: Metallography for HCF tests conducted at 850°C with a stress ratio of -1 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.

An analysis of the metallography for specimens subjected to HCF loading at 750°C and a
stress ratio of 0.54 yields many of the same observations; however, the fracture surfaces contain
a smaller proportion of flat areas. This is graphically represented in Figure 6.60, and suggests
that the high mean stresses associated with this stress ratio resulted in less fracture propagation.
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Figure 6.60: Metallography for HCF tests conducted at 750°C with a stress ratio of 0.54 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.

The jagged area is relatively flat and is likely a result of fast fracture rather than any
creep-related mechanism. The six specimens assessed via metallography for this set of loading
conditions contained a mixed amount of porosity that was generally lower than that observed in
the two previous conditions. This was likely a contributor to the uniform fatigue lifetime
obtained during the HCF experiments, which contained a mild degree of scatter and exhibited an
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expected result of a lower lifetime with a larger pre-creep strain. The low fatigue life of
Specimen 1217-17 was previously noted. From the metallography conducted on this test article,
porosity is the likely culprit, as a larger pore is observed near the fracture surface, and thus, and
even larger defect was likely present prior to fatigue loading.
Metallography was also conducted on all five Pre-Creep+HCF specimens tested at 850°C
with an R-ratio of 0.54. The resulting images contained in Figure 6.61 demonstrate reasonable
flat fracture surfaces that are not predominantly smooth. The underlying material shows traces of
creep-driven intergranular crack formation and propagation. This is exemplified by Specimen
1217-41, which contains many such instances along the top-left grain. It is also interesting to
note that Specimen 1217-34, which was loaded to the same alternating stress as Specimen 121741, contained significant amount of casting porosity. This is most likely the cause of the similar
lifetimes exhibited between the two specimens despite the difference in pre-creep strain.
Specimen 1217-32 also failed at a lower lifetime than expected. From the metallography,
a large vertical inclusion is seen. While this inclusion is oriented perpendicular to the loading
direction, and thus is relatively insensitive regarding fracture propagation, it is possible that
another such pore was present in the material and oriented in an unfavorable direction. This
would lead to the low lifetime observed during the fatigue experiments.
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Figure 6.61: Metallography for HCF tests conducted at 850°C with a stress ratio of 0.54 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.

The final set of metallography was carried out on specimens that had failed during HCF
loading at a temperature of 850°C and a stress ratio of 0.85. Metallography was not conducted on
specimens tested at 750°C at the same R-ratio. The resulting images for the assessments
conducted on the 850°C samples are found in Figure 6.62 where the jagged fracture surfaces
associated with creep loading are shown.
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Figure 6.62: Metallography for HCF tests conducted at 850°C with a stress ratio of 0.85 with
accompanying stress-life plot. Specimens had a 6.0 mm gage section diameter prior to testing.

While some porosity is present, a large number of intergranular cracking is observed
suggesting that the cause of failure was likely creep-driven rather than porosity-induced. The
metallographic image of Specimen 1217-35 reveals a notable absence of casting defects or other
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imperfections, suggesting that the low lifetime may be a result of material scatter. It is possible
that an unseen pore is the source of the low fatigue life; however, the lack of corroborating
evidence means that this data point cannot be discounted. Specimen 1231-04 contain a large pore
from the image included in Figure 6.62. Porosity may have contributed to a low lifetime in this
test article, but the large intergranular cracks present in the sample, and the absence of a
transgranular crack originating from the pore suggests that creep rupture was the overall failure
process.
6.4.3 FE-SEM Results
Limited failure analysis was also conducted at magnifications between 100X and 8000X
using a field emission scanning electron microscope (FE-SEM). The results of these analysis are
used to corroborate trends and provide supplementary context to stated failure processes
observed from light microscopy of the failure surface and metallography of the sectioned
specimens. The capabilities afforded by such high-fidelity post-test inspection techniques is
demonstrated by the collection of images provided in Figure 6.63, where the fracture surface of
Specimen 1217-04 pre-crept to 0.61% strain is compared to that of Specimen 1217-27 pre-crept
to 2.8% strain after HCF loading at 750°C with a stress ratio of -1 and a normalized alternating
stress of 0.279 MPa/MPa. The fracture surface of Specimen 1217-04 contains visibly distinct,
tight-packed striations typical of HCF loading under a magnification of 1500X. These striations
are the physical consequence of each cyclic load incursion, and the clarity of the feature suggests
that the pre-creep did not exhibit an appreciable effect on the overall failure. In contrast, the
fracture surface of Specimen 1217-27 contained significant secondary cracks developed from the
creep loading. The striations oriented perpendicular to these cracks indicate that the fatigue
loading propagated from these creep indications. This resulted in an acceleration of the fracture,
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which manifests as a lower Pre-Creep+HCF lifetime. Thus, the interaction of HCF and creep was
low to 1217-04, but high for 1217-27 via a pre-damaging effect.

(a)

1217-04

T = 750°C, R = -1, εcr = 0.61%

(b)

1217-27

T = 750°C, R = -1, εcr = 2.8%

Figure 6.63: Fracture surfaces of (a) Specimen 1217-04 demonstrating an HCF failure and (b)
Specimen 1217-27 demonstrating an HCF failure assisted by pre-creep damage using a FE-SEM.

A similar inspection is also made for a pair of HCF experiments conducted at 850°C with
a stress ratio of 0.85 and a normalized stress amplitude of 0.040 MPa/MPa. The images captured
during the FE-SEM inspection of the fracture surfaces for Specimens 1231-06 and 1231-04 are
found in Figure 6.64, where the former was not pre-crept prior to HCF loading, and the latter was
pre-crept to 2.8% prior to HCF loading. Very few indications of fatigue were observed in
Specimen 1231-06, which were relegated to minor patches surrounded by large areas of
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intergranular creep-driven fracture. Interestingly, Specimen 1231-04 displayed more fatigue
failure features than 1231-06 despite beginning the HCF test with a larger pre-creep strain. This
difference may be a result of the facilitation of fatigue loading due to an increase of creep
damage; however, the visual inspection of the high stress ratio fracture surfaces in Section 6.4.1
suggests that this may just be a product of experimental scatter.

(a)

T = 850°C, R = 0.85, εcr = 0%

1231-06

(b)

T = 850°C, R = 0.85, εcr = 2.8%

1231-04

Figure 6.64: FE-SEM fracture surface of (a) conventional HCF Specimen 1231-06 and (b) PreCreep+HCF Specimen 1231-04 subjected to the same 850°C, R = 0.85 fatigue loading.

Secondary cracks from creep were also present in both samples, such as the large crack in
Figure 6.64b located on the upper flank of the fatigue surface in Specimen 1231-04. The FESEM results confirm the previous suppositions that creep is the primary source of overall sample
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failure, and fatigue loading is limited for the conventional HCF and Pre-Creep+HCF tests
conducted with a stress ratio of 0.85.
A closer inspection of Specimen 1231-04 is conducted using FE-SEM to provide
additional information regarding the tried fracture surface exhibited by test articles loaded with a
high stress ratio. This is graphically displayed in Figure 6.65.

(a)

1231-04

(b)

Figure 6.65: FE-SEM results from two locations on the fracture surface of Pre-Creep+HCF
Specimen 1231-04, which was pre-crept to a strain of 2.8% prior to HCF loading with a stress
ratio of 0.85, a temperature of 850°C, and a normalized alternating stress of 0.040 MPa/MPa.

Two locations are considered: a shiny tiered fracture surface (Figure 6.65a), and a
textured, heavily oxidized area closer to the point of failure initiation (Figure 6.65b). The shiny,
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tiered feature contains a sloped face that exhibits HCF striations, but the indications of fatigue
are wider spaced than those observed from the completely-reversed specimens in Figure 6.63.
The striations appear faint due to significant oxidation. The second analyzed location on this test
article contains an even larger degree of oxidation, further obfuscating potential fatigue
striations. The collection of angled flat faces may be indicative of some fatigue interaction;
however this is impossible to definitely determine.
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CHAPTER 7
LIFING FRAMEWORK DEVELOPMENT
The results from the tensile, pre-creep, and fatigue experiments are used to develop two
different microstructurally-informed life prediction frameworks that include the interaction of
HCF and creep. The frameworks are formed using the observations made in CHAPTER 6, where
the Pre-Creep+HCF experiments demonstrated two distinct response types. The first is a fatiguedriven failure that is accelerated by the microstructural damage accrued during the pre-creep.
The second is a creep-driven failure, where the pre-creep loading contributes to an overall creep
rupture of the test article. Each of these competing response types are individually modeled as
fragments of the overall frameworks. These pieces are then combined with a model representing
the baseline fatigue response, resulting in a unified framework. Two frameworks are explored in
this study: a stress-life approach and a damage accumulation method.
A detailed description of the fatigue-driven response is offered in Section 7.1, where the
model capturing the response is constructed and evaluated. Similarly, Section 7.1.3 establishes
and excercises the creep-driven response model. The final segment in this chapter, Section 7.2.4
unifies the response models for the fatigue-driven and creep-driven cases with the baseline
fatigue response.
7.1 Fatigue-Driven HCF+Creep Modeling
High-cycle fatigue at low stress ratios results in a load profile characterized by a mean
stress that is insufficient to produce a significant creep response. This type of loading is noted as
a fatigue-driven response. The reference mean stress needed to facilitate a creep response is
dependent on the temperature of the material and the duration of the intended loading. Creep
damage must originate from a pre-creep load in a fatigue-driven response. The interaction
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between HCF and creep is insignificant if the creep damage is minor. If the creep damage is
sizable, such that the microstructural defects due to creep are large enough to affect crack
initiation, then the interaction between HCF and creep is one where the fatigue is jumpstarted by
the existence of prior damage, facilitating a shorter lifetime.
Over the course of this study, porosity within the material was observed in many of the
experimental specimens. The porosity was the likely source of HCF failure initiation in many of
the fatigue-driven cases; however, the effect of the porosity is similar to that of pre-creep
damage. Just like the creep defects formed from cavitation or intergranular cracking, the porosity
is an irregularity in the material from which the fatigue loading can propagate easier. In both
cases, the HCF lifetime is reduced.
7.1.1 Description of Fatigue-Driven HCF+Creep Interaction
The fatigue-driven failure generally resulted in a predominantly flat fracture surface in
indicated by a large transgranular propagation region. Examples of these are found in Figure
6.44, where the experimental fracture surfaces of specimens loaded with a stress ratio of -1 at
750°C are captured via light microscopy. These two fracture surface characteristics are common
to high-cycle fatigue; therefore, fatigue is ascertained to be the driving mechanism for overall
failure in these cases. Nearly all specimens also show signs of an internal initiation, regardless of
the experimental loading conditions. This is interesting, as fatigue crack initiation often occurs
on the surface of the specimen where small imperfections from machining may be present. This
discrepancy suggesting that damage within the material was present prior to fatigue loading.
Additional surface initiation sites were also observed in many of the fatigue-driven samples, such
as the one shown in Figure 6.53, but these locations were not the foundation of overall failure.
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This indicates that the defect within the material was significant, and that the prior damage had a
detrimental effect on HCF life.
The inspections conducted using FE-SEM helped elucidate the origin of the fatiguedriven failures. Tightly-packed striations indicative of HCF were found when assessing the
fracture surfaces of specimens pre-crept to creep strains below 1% and subjected to HCF with a
stress ratio of -1. Exploration of these fracture surfaces under high magnification also revealed
very few traces of creep. In contrast, clear traces of creep were found when analyzing the HCF
fracture surfaces of specimens previous loaded to a large pre-creep strain. In these cases, wide
spaced fatigue striations originating and oriented perpendicular to secondary creep cracks were
discovered. These findings, shown in Figure 6.63, are in line with those published by Horník and
co-workers [Horník et al., 2016], where a creep-dominated crack initiation and fatiguedominated propagation was noted. Similarly, the inconsistent location of crack initiation
described by Horník and co-workers was also found in this study for specimens exhibiting a
fatigue-driven response.
7.1.2 Fatigue-Driven HCF+Creep Model Development
The method by which creep affects a fatigue-dominated HCF loading has been
determined from the experimental results and subsequent failure analysis. This interaction effect
is described as a fatigue propagation and failure initiated from microstructural damage accrued
during creep loading. As the failure mechanism is primarily rooted on a microstructural scale, a
model capturing the interaction of HCF and creep for a fatigue-dominated loading must also be
rooted in microstructural observations and measurements.
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From the post-test inspection of the failed test articles, the load profiles associated with
the fatigue-dominated response was determined to include the R = -1 experiments conducted at
both 750°C and 850°C, as well as the R = 0.54 experiments conducted at 750°C. The largest
defect size measured in the test articles subjected to these load combinations during the
metallographic assessment in Section 6.4.2 and tabulated in APPENDIX K are compared to
experimental fatigue lifetimes quantified in Sections 6.3.1, 6.3.2, and 6.3.3. From this
comparison, the consequence of microstructural defects on HCF lifetime can be quantified and
modeled.
The detrimental effect of the microstructural damage is enumerated using a strength debit
approach. The stress debit, Dσ, is the unitless proportion of the experimental alternating stress,
σa, and the effective alternating stress, σaeff, defined as the alternating stress obtained using the
calibrated stress-life model given the experimental number of cycles to failure, or

𝐷𝜎 =

𝜎𝑎
𝑒𝑓𝑓

𝜎𝑎

(7.1)

where
𝑒𝑓𝑓

𝜎𝑎

= 𝑘1 (𝑁𝑓 )

𝑘2

(7.2)

The form of the mathematical relation for the effective alternating stress is identical to that of Eq.
(3.6), and the k1 and k2 material constants are the temperature- and stress ratio-dependent
material constants listed in Table 6.6, Table 6.7, and Table 6.8. The stress debit values are
obtained for each fatigue-driven test specimen and plotted against the maximum measured defect
length, Ldefect, in Figure 7.1, where the value of stress debit generally decreases with a larger
defect size, indicating a more significant debit.
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The largest defect may describe either casting porosity or pre-creep damage. It is
assumed that the resulting debit is independent of the defect source; thus, the relation between
defect size and HCF stress debit is also assumed to remain constant for both a porosity-free
material and the porous material used in this study, as both microstructural indications work to
facilitate a fatigue crack propagation and overall fatigue failure.
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Figure 7.1: Calculated stress debit compared to maximum measured defect length for specimens
subjected to either an R = -1 HCF load at 750°C or 850°C, or an R=0.54 load at 750°C.

The microstructural indications are modeled akin to a geometric debit, where the precreep damage and casting defects act as stress raisers to the uniaxial load diminishing the HCF
lifetime. Per the suggestion of McKelvey and co-workers [McKelvey et al., 2012], the notch
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support method from the Forschungskuratorium Maschinenbau (FKM) Guideline [Haibach,
2003] is employed to predict this debit, which is formulated as

𝑒𝑓𝑓

𝜎𝑎

= 𝐾𝑓𝑑 𝜎𝑎 =

𝐾𝑡𝑑
𝜎
𝑛𝐾 𝑎

(7.3)

where Kfd is the fatigue notch factor, Ktd is the stress concentration factor, and nK is the notch
support factor. The indication is idealized as a hole in a plate. The stress concentration factor can
be estimated [Pilkey and Pilkey, 2008] as
2

𝐾𝑡𝑑

𝑑
𝑑
𝑑
≈ 𝐾𝑡 = 3.000 − 3.140
+ 3.667 ( ) − 1.527 ( )
𝐷𝑔
𝐷𝑔
𝐷𝑔

2

(7.4)

where d is the diameter of the hole and in this study, Dg is taken to be the diameter of the
specimen gage section, which is 6.00 mm. The notch support factor for the idealized case of a
hole in a plate at the relevant length scale is also estimated from the FKM Guideline [Haibach,
2003] as

𝑛𝐾 = 1 + √

𝜎
2.3 𝑚𝑚
−(𝑐 + 𝑢 )
∙ 10 1 𝑐2
𝑟

(7.5)

where σu is the ultimate tensile stress, r is the radius of the hole in mm, and c1 and c2 are material
constants. The hole radius in Equation (7.5) is half the defect size measured from the images of
the sectioned specimen.
The stress debits predicted by Equations (7.1) – (7.5) are evaluated against the
experimental results in Figure 7.2. The calibrated model correlates well with the test data,
lending to the plausibility that the assumption that a geometric debit can be used to reflect the
effects of defects originating from casting as well as creep-damage. The model tends to
underpredict the debit at small defect lengths. This is an indicator that the critical defect
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identified from the sectioned sample was not the largest within the specimen. In most of the
significant deviations between the model and the experimental results, the specimen contained a
large pore oriented nearly parallel to the applied load. These pores were likely unique within the
specimen, but were still used as the critical dimension despite having a favorable orientation.
Using the second largest dimension yielded an improvement in these cases; however, this is not
reflected in the results because it would compromise the measurement methodology adopted in
this study.
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Figure 7.2: Comparison between calculated and modeled stress debits as a function of maximum
measured defect length for fatigue-driven specimens.
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With the consequence of microstructural defects on HCF response modeled, a life
prediction scheme for the fatigue-driven response can be constructed through the implementation
of a model relating the size of the microstructural defect incurred via creep to the creep strain
within the material. The latter model has already been established in Section 6.4.2 by comparing
creep indication sizes measured in the sectioned specimens with the pre-creep strain applied to
the test articles. This resulted in the linear model found in Equation (6.8), which can be rewritten as
𝑞 𝜀 + 𝑞2
2𝑟 ≈ 𝐿𝑑𝑒𝑓𝑒𝑐𝑡 = 𝑚𝑎𝑥 { 1 𝑝𝑐𝑟
0

(7.6)

where εpcr is the creep strain accumulated during the pre-creep portion of the two-part PreCreep+HCF experiments, q1 and q2 are constants, and Ldefect is twice the radius, r, from Equation
(7.5). A maximum function is used to prevent a negative result, as the calibrated linear model is
expected to contain a non-zero x-intercept because creep damage predominantly occurs in the
later stages of secondary creep and the duration of tertiary creep.
The microstructurally-informed HCF+Creep model for fatigue-driven HCF loading is
assembled by combining the relation for the size of a creep-induced microstructural defect as a
function of pre-creep strain modeled in Equation (7.6) with that of the effective alternating stress
used to estimate the debit to HCF response via the notch support approach outlined in Equations
(7.1) – (7.5). The model is expressed such that the failure time is the difference of the pre-creep
debit time from the nominal HCF time, or

1

𝑡𝑓 = 𝑡𝐻𝐶𝐹 − 𝑡𝐻𝐶𝐹 [1 − 𝐾𝑓𝑑 𝑘2 ]
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(7.7)

where tf is the time to overall failure under the combined creep and HCF loading, Kfd is the
fatigue notch factor defined earlier, and k2 is the stress-life material constant from Equation (3.6)
for the combination of temperature and R-ratio under consideration. The variable tHCF is the
nominal time to failure assuming no creep loading has occurred prior to the HCF loading, i.e.,

𝑡𝐻𝐶𝐹

𝑁𝐻𝐶𝐹
(
)
= 𝑚𝑖𝑛 { 3600𝑓
𝑡𝑅

(7.8)

where NHCF is the nominal number of cycles to failure calculated from Equation (3.6), f is the
frequency of the fatigue loading, and tR is the rupture time. Creep rupture is not expected at low
stress ratios because the mean stress is low. The rupture time is still considered in Equation (7.8)
to maintain continuity at high stress ratios, which is discussed in the following section.
7.1.3 Evaluation of Fatigue-Driven HCF+Creep Model
The effectiveness of the fatigue-driven response model is evaluated against experimental
HCF and pre-creep HCF data. Since the fatigue loading conditions, pre-creep strain, defect size,
and number of cycles to overall failure are known for each fatigue-driven Pre-Creep+HCF
experiment, the response model found in Equation (7.7) is instead solved for NHCF, which is the
nominal cycles to failure assuming no pre-creep loading has occurred. When represented on a
stress-life curve, the evaluated nominal cycles to failure for the Pre-Creep+HCF tests are
expected to align with the conventional HCF test results. This will collapse the results about the
baseline HCF model, regardless of the quantity of pre-creep strain. This assessment of the model
has been carried out using the experimental results from the completely-reversed (R = -1) HCF
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tests conducted at 750°C and 850°C, as well as those from the 750°C HCF tests with a stress
ratio of 0.54. The explicit defect length measured from each specimen is used where available.
The first set of loading conditions used to evaluate the proposed model for the fatiguedriven interaction are the HCF tests conducted at 750°C with a stress ratio of -1. The stress-life
plot of the adjusted results is shown in Figure 7.3, where the impact of pre-creep on the HCF life
is noticeably captured well by the model. This is particularly true for the specimens pre-crept to
1% creep, which align with the baseline model in the adjusted stress-life diagram.
The nominal HCF life for specimens pre-crept to 0.5% strain are underestimated by the
HCF+Creep model, as is demonstrated by the low lifetimes on the adjusted stress-life diagram.
This deviation likely originates from the defects measured from the metallography in Section
6.4.2, the largest of which were typically casting porosity at these low pre-creep strains. It is
likely that a pore larger than the one measured was present within the specimen, or that the pore
that instigated failure was significantly larger than the pore measured from the sectioned sample.
The deficiencies in this application of the fatigue-driven model are still considered reasonable
when compared to the experimental scatter in the conventional HCF results for this set of loading
conditions. The proposed model also provides a stark improvement to life prediction capability
when compared to the original fatigue results (Figure 6.30) presented earlier in
In contrast to the 0.5% Pre-Creep+HCF results, the nominal HCF life for the specimen
pre-crept to 2.5% strain is larger than the baseline model, indicating that the effect of the precreep is overestimated in the HCF+Creep model. The difference in adjusted lifetime is still
within typical experimental scatter reinforcing the overall success of the model.
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Figure 7.3: Stress-life diagram of the normalized experimental HCF and Pre-Creep+HCF results
for T = 750°C , R = -1 loading adjusted using the fatigue-driven interaction model.

The nominal HCF lifetimes for Pre-Creep+HCF tests conducted at 850°C with a stress
ratio of -1 also align with the baseline model, further validating the proposed fatigue-driven
HCF+Creep model. The calculated nominal HCF lifetimes for this set of loading conditions are
plotted on an adjusted stress-life diagram in Figure 7.4, where the Pre-Creep+HCF specimens
mesh well with the conventional data. Furthermore, the nominal HCF lifetimes of these data
points are well within the bounds of assumed material scatter, even for those pre-crept to strains
larger than 2.5%. This is further highlighted when comparing the collapsed data set to the
original stress-life diagram in Figure 6.32. These results confirm the success the proposed lifing
approach for fatigue-driven HCF+Creep interactions.
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Figure 7.4: Stress-life diagram of the normalized experimental HCF and Pre-Creep+HCF results
for T = 850°C , R = -1 loading adjusted using the fatigue-driven interaction model.

The success of the proposed model is also made visible through an analysis of the PreCreep+HCF results for fatigue loading conducted at 750°C with a stress ratio of 0.54. The
adjusted stress-life plot of the HCF results shown in Figure 7.5 mirror the findings of the
completely-reversed results. In general, the collapsed data is well represented by the baseline
model, and lifetime deviations of approximately ±2X are reasonable when compared to the
scatted obtained from the conventional HCF tests. When recalling the stress-life plot of the raw
HCF lifetimes in Figure 6.34, the proposed fatigue-driven model again demonstrates a significant
improvement over traditional life prediction techniques.
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Figure 7.5: Stress-life diagram of the normalized experimental HCF and Pre-Creep+HCF results
for T = 750°C , R = 0.54 loading adjusted using the fatigue-driven interaction model.

7.2 Creep-Driven HCF+Creep Modeling
High-cycle fatigue containing a high stress ratio at an elevated temperature has the
potential of producing large mean stresses capable of exhibiting a creep response within the
duration of fatigue loading. In these cases, the overall failure of the material is heavily influenced
by creep rupture rather than the dynamic fatigue load. This is denoted as a creep-driven response.
A pre-creep strain applied to the material prior to fatigue loading accelerates failure, as the
material begins the creep-driven HCF loading with a reduced tolerance to creep rupture. An
interaction between creep-driven HCF and creep obtained by either synchronous HCF and creep
loading or by piecewise pre-creep and HCF loading will behave in an identical manner, and thus
can be captured by a common life prediction model.
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7.2.1 Description of Creep-Driven HCF+Creep Interaction
Pre-crept HCF experimental specimens explored in this study with fatigue loading
conditions of 850°C with a stress ratio of 0.54, 750°C with a stress ratio of 0.85, and 850°C with
a stress ratio of 0.85 were determined to exhibit a creep-driven failure. The failure surfaces of
these samples, such as the one presented in Figure 6.49, contained significant areas of
intergranular fracture that were heavily oxidized. A particularly interesting fracture surface was
common to the specimens loaded with a stress ratio of 0.85. Within and immediately around the
zone of intergranular propagation, small areas of shiny, flat transgranular propagation were
detected. These small fatigue areas were at different heights, and often scattered along the
intergranular zone, creating what can be described as a tiered fracture surface.
The dominant failure mechanisms were elucidated from a closer inspection of these
fracture surfaces. As the creep-dominated specimen progresses toward rupture, the transgranular
propagation from the fatigue load became the dominant mechanism for brief periods before
returning to an intergranular process. As the specimen axially deformed, short spurts of
transgranular propagation occured at different locations and heights, leading to a stepped fracture
surface. The quantity and size of the transgranular surfaces were typically small, so the failure is
assumed to be driven by creep. Overall, this is a similar microstructural failure process to the
pile-up bypassing suggested by Lukáš and co-workers [Lukáš et al., 1990].
7.2.2 Frequency Scaling
Given that a creep-driven HCF response will ultimately fail by way of creep rupture, the
duration of loading is of higher importance than cycle count. This is because creep rupture is a
time-dependent failure process. The HCF and Pre-Creep+HCF experiments were conducted at a
range of loading frequencies; therefore, using the raw experimental cycle count to compare the
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results associated with creep-driven specimen failures would be inappropriate. Scaling the
fatigue results to a common frequency is a method by which these experimental results can be
compared on a uniform time domain. This scaling is achieved using the relation

𝑁𝑓𝑠𝑐𝑎𝑙𝑒𝑑 =

𝑓 𝑠𝑐𝑎𝑙𝑒𝑑
𝑁𝑓
𝑓

(7.9)

where Nfscaled is the scaled HCF life, fscaled is the scaling frequency, f is the actual loading
frequency, and Nf is the experimental number of cycles to failure for the HCF loading. An
optimal scaling frequency of 75 Hz was determined based on trial and error. Additional, 75 Hz is
the average loading frequency used during the fatigue testing.
The effect of the frequency scaling on the experimental results is demonstrated in Figure
7.6, where the unscaled stress-life diagram of the fatigue tests conducted at 850°C and a stress
ratio of 0.85 is presented on the left, and the same results scaled to a frequency of 75 Hz is
shown on the right. As can be surmised from the stress-life diagrams, the scaling horizontally
shifts the results, and in some cases, provides an alternate interpretation regarding which
experiments failed earlier.
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Figure 7.6: Stress-Life Diagram of the (a) unscaled and (b) scaled normalized experimental
fatigue results for R = 0.85, T = 850°C loading.

The experimental results for the creep-driven failures must be reassessed with this new
analytical outlook. This begins with the results for the fatigue tests conducted at 850°C with a
stress ratio of 0.54. The stress life diagram of the scaled results shown in Figure 7.7 are very
similar to those from the unscaled diagram in Figure 6.36, though the scaling has a tendency of
slightly compacting the data. In the case of the experiments conducted at a normalized
alternating stress of 0.137 MPa/MPa, the 1% pre-creep specimen now exhbits a scaled lifetime
greater than that of the 0.5% pre-creep specimen. While these adjustments are contrary to
expectations, the compaction of the conventional HCF data suggests that the scaling is
approprate. A new baseline HCF model is calibarted from the conventional HCF data that has
been scaled to 75 Hz. The new constants for the power-law model are found in Table 7.1, which
were obtained with the same maximum likelihood approach utilized in Section 6.3.4. While the
scaling did not have a significant impact on the results, it was a necessary to the development of
a creep-driven HCF and creep interaction model.
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Figure 7.7: Stress-Life diagram of conventional and pre-crept normalized HCF data scaled to a
frequency of 75 Hz for T = 850°C, R = 0.54.

Table 7.1: Stress-Life model constants for the baseline HCF response for creep-driven
experiments scaled to a frequency of 75 Hz.
Temperature

Stress Ratio

Normalized Stress-Life
Constant 1

Stress-Life
Constant 2

T (°C)

R (unitless)

k1 /σref (MPa/MPa/cycle)

k2 (unitless)

850

0.54

0.570

-0.0791

750

0.85

0.168

-0.0625

850

0.85

0.211

-0.0977

The frequency scaling has also been applied to the 750°C fatigue tests conducted with a
stress ratio of 0.85. The stress-life diagram of the adjusted data is found in Figure 7.8, which
again, as a general tendency of collapsing the data and shifting the results closer to the rupture
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curve. When compared to the unscaled results from Figure 6.38, the new stress-life diagram
shows some minor reodering of the data, where specimens thought to have failed earlier than
others on a cycle count domain fail later on a time domain. Another set notable shifts in lifetime
due to the frequency scaling are the results pertaining to the aged sepcimens that were preexposed to the 750°C loading temperature for 1,800 hours prior to HCF loading. These test
articles now demonstate a closer lifetime to the conventional HCF data, suggesting that the
duration of the aging cycle may have been insuffient to provide a detrimental effect on fatigue
lifetime.
A new stress-life model is parameterized for the unscaled conventional HCF response.
The constants found in Table 7.1 were orignally obtained using the maximum likihood approach,
but later adusted by hand to follow the rupture curve. This is because the faigue model should
not exceed the rupture model, as a specimen would simply fail in rupture. Experimental lifetimes
beyond the rupture model are a result of scatter in the creep response rather than an increase to
the material creep resistance through faigue loading.
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Figure 7.8: Stress-Life diagram of conventional, aged, and pre-crept normalized HCF data scaled
to a frequency of 75 Hz for T = 750°C, R = 0.85.

The final set of loading conditions explored in this study that exhbit a creep-driven
response are those for the 850°C HCF experiments conducted with a stress ratio of 0.85. From a
comparison of the scaled stress-life diagram in Figure 7.9 to the unscaled stress-life diagram in
Figure 6.40, the scaling is observed to have the same effect as was reported in the other two sets
of creep-driven fatigue responses. The minor compaction and shifting of the data necessitates the
need for a revised baseline model fit from the scaled conventional HCF results. As was the case
for the 750°C scaled baseline model at the same stress ratio, the parameters of the 850°C model
for R = 0.85 loading are found in Table 7.1 and were fit using a hand adjustment of the resulting
constants from the maximum likihood approach. Consideration of the experimental results as
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cycle counts on a common time domain is needed for the development of an HCF lifing
framework capable of captuing the interaction of HCF and creep.
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Figure 7.9: Stress-Life diagram of conventional, aged, and pre-crept normalized HCF data scaled
to a frequency of 75 Hz for T = 850°C, R = 0.85.

7.2.3 Creep-Driven HCF+Creep Model Development
The realization that the test articles subjected to HCF loading conditions of 850°C with a
stress ratio of 0.54, 750°C with a stress ratio of 0.85, and 850°C with a stress ratio of 0.85 are
dominated by creep has steered the development of the model for creep-driven response. From
the observations made during the post-test failure analysis, the model must be based on creep
rupture time rather than fatigue cycle count. This proposed failure method would also help to
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explain the fluctuating relationship between pre-creep strain and fatigue lifetime debt. If a largely
dominant creep response is assumed, and all HCF specimens with a creep-driven fatigue
response ultimately fail via creep rupture, the pre-creep loading to a prescribed creep strain will
have diminishing effect as the creep strain is increased. This is because the bulk of creep loading
duration occurs in secondary creep where the deformation rate is at a minimum. As the material
progresses into the tertiary creep regime, the creep rate dramatically increases, and rupture is
achieved in a much shorter period of time. For instance, a specimen deformed from 0.25% to
0.5% creep strain will take significantly longer than a deformation between 2.0% and 2.25%
creep strain. Similarly, the rupture time of a specimen pre-crept to 0.25% strain will be much
longer than a specimen pre-crept to 0.5% strain, whereas the rupture times of specimens precrept to 2.0% and 2.25% will be very similar.
Given that the creep-driven HCF+Creep specimens principally failed in creep rupture, the
pre-creep applied to the specimen prior to fatigue loading is taken as a direct reduction to the
creep resistance of the material, reducing the capability of the alloy to withstand additional creep
loading. This is formulated for a given combination of alternating stress and stress ratio as
𝑡𝑓 = 𝑡𝐻𝐶𝐹 − 𝑡𝑝𝑐𝑟

(7.10)

where tpcr is the effective pre-creep time, tf is the time to overall material failure, and tHCF is the
nominal time to failure assuming no creep loading has occurred prior to fatigue given in
Equation (7.8). The pre-creep loading is not necessarily applied concurrently to the HCF mean
stress, making the evaluation of the effective pre-creep time an important consideration. This
distinction also holds true in industrial gas turbine blades, as the creep deformation and creep
relaxation may shift the steady stresses of the component. Thus, the engine operating time prior
to the HCF loading is not necessarily the same as the effective pre-creep time.
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The effective pre-creep time is formulated as a linear model utilizing the pre-creep strain
and a creep rate. A 1% creep strain reference point is used to anchor the model, as 1% creep
strain reflects the later secondary creep regime for this combination of material and temperatures.
This approximation is formulated as

𝑡𝑝𝑐𝑟 =

𝜀𝑝𝑐𝑟 − 0.01
+ 𝑡1%
𝜀̇𝑐𝑟

(7.11)

where ε̇cr is the creep rate obtained using the function

𝜀̇𝑐𝑟

𝜀̇𝑚𝑖𝑛 ,
= { 𝜀𝑅 − 0.01
(
),
𝑡𝑟 − 𝑡1%

𝜀𝑝𝑐𝑟 ≤ 1%
𝜀𝑝𝑐𝑟 > 1%

(7.12)

where ε̇min is the secondary creep rate obtained from the Garofalo creep rate formulation from
Equation (3.27) calibrated in Section 6.2.2 and εR is the temperature-dependent rupture strain
from a creep rupture test, which was parameterized in Section 6.2.3, and t1% is the time to 1%
creep calibrated in Section 6.2.4.
A creep rate selection function such as Equation (7.12) is necessary to produce a robust
HCF+Creep model. The secondary creep rate is an accurate metric for estimating the effective
pre-creep time within the steady secondary creep regime, but it is not suitable to predict the
effective pre-creep time in the tertiary regime. The approximation of effective pre-creep time
would be overconservative if the secondary creep rate were used to determine the pre-creep time
at high pre-creep strains, leading to a similarly overconservative estimation for HCF+Creep life.
The selection function rectifies this issue by switching between secondary and post-secondary
creep rates in the form of a bilinear model.
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Primary creep is also considered in this model, as the linear interpolation using the
secondary creep rate with the 1% creep reference point will capture primary creep as the
graphical equivalent of a εcr-intercept of the linear model. The drawback to this approach is that
the primary creep is will be applied instantly, and the subsequent approximation will be slightly
conservative. An alternative approach to obtaining the effective pre-creep time would be to
develop a stress-dependent primary-secondary-tertiary creep deformation model for the
temperature under consideration. With this, the effective pre-creep time could be directly
calculated. The data obtained during this study were insufficient to develop such a high-fidelity
model.
7.2.4 Evaluation of Creep-Driven HCF+Creep Model
The effectiveness of the creep-driven HCF+creep model is benchmarked by comparing
the nominal time to HCF failure evaluated for each associated Pre-Creep+HCF experiment with
the baseline model derived from the conventional HCF tests. This is the same approach as was
carried out with the fatigue-driven HCF+Creep model. The nominal HCF lifetime for each
experiment, NHCF, is calculated from Equations (7.10), (7.11), and (7.12). The HCF test
conditions encompassed by this assessment are the Pre-Creep+HCF tests conducted at 850°C
with a stress ratio of 0.54, and those loaded with a stress ratio of 0.85 for both the 750°C and
850°C test temperatures.
The results of these evaluations are graphically represented on the adjusted stress-life
curve, where the alternating stress is plotted against the nominal number of cycles to failure. As
was the case for the fatigue-driven model, the objective is to demonstrate that the totality of the
test data is collapsed about the baseline model, regardless of the amount of pre-creep strain
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associated with the experimental data point. In each case, the loading frequency was scaled to 75
Hz. Each plot also contains a creep rupture model exercised assuming the same 75 Hz frequency.
The first set of loading conditions used to evaluate the creep-driven HCF+creep model
are those from the 850°C experiments conducted with a stress ratio of 0.54. The adjusted stresslife plot of the results presented in Figure 7.10 demonstrate a vast improvement over the raw
experimental results from Figure 6.36 or the frequency scaled results from Figure 7.7; however,
the nominal lifetimes of the Pre-Creep+HCF experiments are underpredicted by the creep-driven
response model. This could be a result of an improperly calibrated creep model, which would
lead to an underestimation of the generalized creep lifetime associated with the pre-creep strain.
This potential cause for the discrepancy is reasonable as the creep rupture model was calibrated
using only a small quantity of data with a limited range of stresses. It is also possible that the
creep response of the heat of material used in this study differ from the literature and archival
data at these loads and temperature.
Another potential cause for the underprediction of the nominal lifetimes of the PreCreep+HCF data is the presence of casting porosity. The results of the metallography presented
in Section 6.4.2 show extensive porosity in the two specimens pre-crept to 0.5% strain. This
would explain why these two results suffer from a greater discrepancy than those exhibited by
the specimens pre-crept to 1% strain.
The disparity is likely a combination of both potential causes. The misalignment between
the creep model and material creep response, could produce an underestimation that still
somewhat follows the trend of the creep-rupture model, albeit at a decreased magnitude. This is
conceivable given the adjusted results of the specimens pre-crept to 1% strain, which follow the
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overall trend at a lower level of stress amplitude. This disparity is likely exacerbated by casting
porosity in the 0.5% Pre-Creep+HCF specimens, which acts to facilitate the initiation of a crack
or by increasing the stress via a decrease in effective cross-sectional area. Overall, the creepdriven HCF+Creep model still provides a sucessful estimation. The resulting nominal lifetime is
half of that obtained from the conventional HCF test conducted at the same alternating stresses,
which is a reasonable level of scatter for either HCF or creep testing.
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Figure 7.10: Stress-life diagram of the normalized experimental fatigue results for T = 850°C , R
= 0.54 loading adjusted using the creep-driven interaction model and scaled to 75 Hz.

The next set of creep-driven loading conditions used to benchmark the creep-driven
HCF+Creep model are those for fatigue loading at 750°C with a stress ratio of 0.85. The adjusted
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stress-life plot of the stress amplitude versus the nominal HCF lifetime obtained using the creepdriven response model is shown in Figure 7.11, where a particularly strong correlation between
the model and the results is observed. For this set of loading conditions, a reference point of
0.5% creep was used instead of the typical 1% in the linear approximation of the pre-creep rate
and pre-creep time in Equation (7.11) and Equation (7.12). This deviation from the established
methodology is due to a lack of creep data, which results in an artificially poor result. A 1%
reference point is still applicable for this temperature if creep data encompassing a greater range
of stresses are available.
These results must be contrasted against the fit of the original experimental results in the
stress-life diagram in Figure 6.38 and of the frequency scaled experimental results in the stresslife diagram in Figure 7.8, where a marked improvement can be readily found regarding the
consolidation of data about the baseline model. At each tested stress amplitude, the results of the
Pre-Creep+HCF tests adjusted using the proposed creep-driven response model are shifted closer
to the conventional HCF data and the baseline model. In particular, the specimens pre-crept to
2.5% strain are almost perfectly in line with the baseline model.
An example demonstrating the effectiveness of the proposed creep-driven model are the
results for the Pre-Creep+HCF specimen 1217-26, which contained approximately 2.5% creep
prior to fatigue loading at 0.056 MPa/MPa. From the original stress-life curve and baseline
model derived from the experimental results shown in Figure 6.38, this data point failed several
orders of magnitude sooner than the predicted lifetime, which was been well beyond the one
hundred million cycle run-out. The frequency shifted results and recalibrated baseline model
displayed in Figure 7.8 begin to consider the significance of creep to overall failure, and provide
a prediction that is an order of magnitude greater than the shifted experimental data. The
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proposed creep-driven HCF+Creep response model ameliorates the prediction, resulting in a
small deviation of less than 25% of the adjusted lifetime. This result is excellent, and the level of
accuracy exhibited by the model is surprisingly high considering the large amounts of
experimental scatter inherent to creep and HCF materials characterization, which is only
exacerbated by the substantial level of creep strain imparted onto the test article.
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Figure 7.11: Stress-life diagram of the normalized experimental fatigue results for T = 750°C , R
= 0.85 loading adjusted using the creep-driven interaction model and scaled to 75 Hz.

The final set of experimental results used to evaluate the proposed creep-driven
HCF+Creep response model are the 850°C Pre-Creep+HCF samples with a stress ratio of 0.85.
These results are graphically presented on the adjusted stress-life model in Figure 7.12, where
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the alternating stress of each experiment is plotted against the nominal cycles to failure
calculated from the experimental lifetime using the proposed model. As was the case with the
two previous sets of creep-driven loading conditions, the adjusted stress-life model visually
demonstrates an unmistakable improvement over both the original results from Figure 6.40 and
the frequency scaled results from Figure 7.9. The pre-crept fatigue results are consolidated about
the conventional HCF data and associated baseline model. Even the adjusted results from 2.5%
pre-creep tests are almost perfectly in line with the model, proving a correct understanding of the
significance of creep toward overall failure, and proving the success of the proposed model. The
tight relation between the experimental and predicted results exceeds expectations for the creepdriven HCF+Creep response.
The only outlier is Specimen 1217-35, which was pre-crept to 0.54% and loaded to a
normalized alternating stress of 0.046 MPa/MPa. This test article exhibited a lifetime that is
nearly one and a half orders of magnitudes less than what is predicted by the proposed model.
This result, which is still in the range of acceptability for fatigue predictions, was also
highlighted previously, though the post-test metallography conducted on the sectioned sample in
Section 6.4.2 revealed an absence of microstructural abnormalities. The possibility of a single
large pore initiating fracture at the overall failure site is still viable given the success of the
proposed model to other data points, as is the possibility that the section cut used for the
metallography may have simply not revealed porosity that was within other locations in the
material. It should also be noted that the machining of the adjacent test article, Specimen 121736, was halted due to the presence of a large cluster of surface-linked porosity. The failure to
predict the lifetime of Specimen 1217-35 is not considered a deficiency of the proposed creepdriven HCF+Creep model, but an aberration of the experimental data.
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Figure 7.12: Stress-life diagram of the normalized experimental fatigue results for T = 850°C , R
= 0.85 loading adjusted using the creep-driven interaction model and scaled to 75 Hz.

7.3 HCF+Creep Life Prediction Framework
A unified HCF life prediction framework capable of capturing the detrimental effect of
creep is able to be constructed from the synthesis of a baseline model with the fatigue-driven and
creep-driven response models developed in Sections 7.1 and 7.1.3 from the experimental and
microstructural data. Two different approaches to the framework have been pursued. The first is
a combined lifing model where the baseline HCF response is synthesized with the fatigue-driven
and creep-driven models to produce a single life prediction function. In this approach, the
baseline response is formed using a traditional stress-life approach, which makes the
parameterization simple and accurate where data are available. This first approach is referred to
as the stress-life approach in this study. The second approach to a unified framework uses a
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damage accumulation methodology to sum contributions of the baseline, fatigue-driven, and
creep-driven effect to a damage parameter. The damage accumulation framework, referred to as
the Wright-Gerber approach in this study, is harder to calibrate and use in gas turbine design, but
has the capability of providing a smoother integration of the creep interaction into the baseline
response. These two candidate frameworks are formulated in Sections 7.3.1 and 7.3.2, and are
evaluated against the experimental data in CHAPTER 8, where the final section of a single
HCF+Creep life prediction framework will also be carried out.
7.3.1 Stress-Life Approach
The first candidate approach to a unified HCF life prediction framework that considers
the interaction of creep is one that utilizes a stress-life model to prescribe the baseline response.
In this approach, the fatigue-driven model and creep-driven model are combined with the
baseline stress-life model to form a comprehensive life prediction model for turbine design. The
proposed model considers the contribution of each component through a dominance selection
term. This term dynamically selects the driving interaction using the creep response as a metric.
The complete HCF+Creep model is formulated as
1

𝑡𝑓 = 𝑡𝐻𝐶𝐹 − [1 − 𝐻(𝑔)]𝑡𝐻𝐶𝐹 [1 − 𝐾𝑓𝑑 𝑘2 ] − [𝐻(𝑔)]𝑡𝑝𝑐𝑟

(7.13)

where tf is the time to overall material failure, tHCF is the nominal time to HCF failure assuming
no creep damage has occurred given by Equation (7.8). The fatigue notch factor, Kfd ,is obtained
from the calculated stress concentration factor and notch support factor in Equation (7.3), k2 is
the exponent material constant of the stress-life curve at the given temperature and stress ratio
from Equation (3.6), tpcr is the effective pre-creep time from Equation (7.11), and H(g) is the
Heaviside function
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0,
𝐻(𝑔) = {
1,

𝑔<0
𝑔≥0

(7.14)

In the Heaviside function, g is a parameter used to determine whether the HCF response is
fatigue-dominant or creep-dominant given as
108
(
)
3600𝑓
𝑔=
− 0.25
𝑡𝑅 − 𝑡𝑝𝑐𝑟

(7.15)

where tR is the creep rupture time, and f is the fatigue loading frequency.
For convenience, the entirety of the stress-life framework for the mixed HCF and creep
loading is summarized into the single set of equations
1

𝑡𝑓 = 𝑡𝐻𝐶𝐹 − [1 − 𝐻(𝑔)]𝑡𝐻𝐶𝐹 [1 − 𝐾𝑓𝑑 𝑘2 ] − [𝐻(𝑔)]𝑡𝑝𝑐𝑟
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(7.16)

𝐾𝑡𝑑
𝑛𝐾

𝑛𝐾 = 1 + √

𝜎
2.3 𝑚𝑚
−(𝑐 + 𝑢 )
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𝑑
𝑑
𝑑
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𝐷𝑔
𝐷𝑔
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𝜀̇𝑐𝑟
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(
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𝜀𝑝𝑐𝑟 ≤ 1%
𝜀𝑝𝑐𝑟 > 1%

where each formulation in Equation (7.16) has been previously established.
A creep-dominant response is assumed if the HCF loading time is within 25% of the
expected rupture time considering the reduction in creep resistance of the material due to the precreep loading. The assumption takes the form of the 0.25 parameter in the dominance
formulation, and is sufficiently large to negate the experimental scatter inherent to creep
characterization. A statistical analysis of creep data from a wide range of material heats from
various vendors could be performed to determine a less conservative buffer, though this is
unlikely to yield a significant benefit to the accuracy of the HCF+Creep model.
7.3.2 Wright-Gerber Approach
The second candidate HCF life prediction framework is the Wright-Gerber approach,
which utilizes a damage summation method to combine the effects of creep interaction onto the
fatigue response. This method is similar to the model proposed by Wright and co-workers
[Wright et al., 2004], in that the baseline fatigue response of both models are characterized by a
generalized stress-life model whose parameters are indirectly dependent on the stress ratio. A
constant-life model is then used within assignment of the alternating stress of the generalized
stress-life model to establish a stress ratio-dependence. This combination leverages the capability
of defining a fatigue limit across all stress ratios through the constant-life model, with the cycle251

specific formulation of the stress-life model, which is needed when incorporating the timedependent effects of creep.
Unlike the model put forth by Wright and co-workers, the proposed Wright-Gerber
framework uses a Gerber model to aid in characterizing the baseline fatigue response rather than
a Walker model. The candidate framework also includes the microstructurally-informed model
developed in Section 7.1 for the fatigue-driven interaction response, which is necessary to
account for pre-creep loading at low temperatures or low stress ratios. The pre-creep time is also
considered when determining the effective rupture time in the proposed formulation, thereby
incorporating the observations and model developed in Section 7.1.3 for the creep-driven
interaction response.
Just as the approach put forth by Wright and Co-workers, the candidate Wright-Gerber
framework beings with a damage summation rule that is a synthesis of the Palmgren-Miner rule
and the Robinson’s Life Fraction. The general form of this hybrid damage accumulation rule is
𝑁
𝑡
+ =1
𝑁𝑓 𝑡𝑅

(7.17)

where N is the number of loading cycles, t is the duration of the loading, Nf is the number of
cycles to failure estimated for the loading, and tR is the estimated rupture time. In order to
incorporate the creep-driven effects of pre-creep, the accumulation function is modified so that
the rupture time is subtracted by the pre-creep time. This change replaces the overall rupture time
of the material with an effective rupture time that is reflective of the remaining time to rupture
with respect to a creep preload. Mathematically, this is constructed as
𝑁
𝑡
+
=1
𝑁𝑓 𝑡𝑅 − 𝑡𝑝𝑐𝑟
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(7.18)

where tpcr is the effective time to the pre-creep strain previously defined in Equation (7.11). With
this adjustment, the damage summation function is now capable of evaluating a synchronous and
stepwise creep-driven interaction.
In order to utilize the Wright-Gerber model, the maximum number of cycles to failure at
the fatigue loading condition must also be defined. This is carried out using the function
𝑁𝑓 = 𝑧1 [𝜎𝑒𝑞𝑣 ]

𝑧2

(7.19)

where the overall form is that of a stress-life equation using an equivalent stress, σeqv, instead of
the stress amplitude. The variables z1 and z2 are temperature-dependent material constants. The
equivalent stress is obtained from the function

𝜎𝑒𝑞𝑣 =

𝜎𝑎
𝜎 𝑧3
1 − ( 𝜎𝑚 )
𝑢

(7.20)

which is a reconstruction of the Gerber constant life model given in Equation (3.14) solved for
the endurance limit. In this function, the exponent constant in the Gerber model is renamed for
convenience. The use of a constant life model is necessary for the generalized stress-life model
to function at a range of stress ratios. Together, the two functions can be combined into
𝑧2

𝜎𝑎
𝑁𝑓 = 𝑧1 [
]
𝜎𝑚 𝑧3
1 − (𝜎 )

(7.21)

𝑢

to describe the number of cycles to failure. The observations and fatigue-driven interaction
model obtained from the experimental results can also be merged into the framework via the
assignment of the number of cycles to failure, culminating in the formulation
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𝑧2

𝐾𝑓 𝜎𝑎
𝑁𝑓 = 𝑧1 [
]
𝜎 𝑧3
1 − ( 𝜎𝑚 )

(7.22)

𝑢

where Kf is the fatigue notch factor defined in Equation (7.3). By incorporating the fatigue notch
factor, the Wright-Gerber framework has the capability of utilizing the experimentallydetermined defect size model found in Equation (7.6), which estimates the size of the
microstructural damage obtained at a given creep strain. With the addition of the fatigue-driven
interaction model and the creep-driven interaction model, the proposed Wright-Gerber HCF life
prediction framework for the HCF and combined HCF and creep loading is complete. The
totality of the formulations of the Wright-Gerber approach are
𝑁
𝑡
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𝜀𝑝𝑐𝑟 > 1%
𝑧2

𝐾𝑓𝑑 𝜎𝑎

𝑁𝑓 = 𝑧1 [
]
𝜎𝑚 𝑧3
1 − (𝜎 )
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The overall framework can also be rewritten to solve for the number of loading cycles, N,
resulting in

𝑁=

𝑁𝑓 (𝑡𝑅 − 𝑡𝑝𝑐𝑟 )
1
(𝑡𝑅 − 𝑡𝑝𝑐𝑟 ) +
𝑁
3600𝑓 𝑓

(7.24)

where f is the loading frequency. Solving for the number of loading cycles is useful for
determining the maximum number of cycles associated with a given set of loading conditions,
and can be used to construct a constant-life diagram for the combined HCF and creep response.
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CHAPTER 8
LIFING FRAMEWORK APPLICATION
Having created the two distinct microstructurally-informed life prediction frameworks for
the combined HCF and creep loading, the proposed frameworks must be evaluated against the
original data. This results of the framework application are presented in this chapter, beginning
with the Stress-Life Framework in 8.1 and the Wright-Gerber framework in 8.2. In each of these
sections, the frameworks are exercised for each set of experimental fatigue-driven and creepdriven loading conditions explored in this study. The results are used to construct actual versus
predicted plots, where the experimental lifetimes are compared to the predicted lifetimes.
Constant-life diagrams are also created to gauge the robustness of each framework across the
breadth of applicable stress ratios. The success of each framework is compared in Section 8.3,
where a single framework is selected for industrial gas turbine design applications. The chapter
concludes with Section 8.4, which contains an overview of the results from the exploratory
experiments conducted on fine grain specimens and a brief discussion of the impact of fine grain
material on combined HCF and creep loading.
8.1 Stress-Life Approach
Of the two proposed frameworks, the most flexible is the stress-life approach, which is a
combined life prediction framework where the rupture-informed creep-driven response model
and the microstructurally-informed fatigue-driven response models are integrated directly to a
common stress-life model. The benefit of this approach is that the framework is assembled
piecewise, where the formulation for the baseline HCF lifetime and two response types can be
adjusted independently. This provides a level of flexibility. In addition, the stress-life model
characterizing the conventional HCF response, and the creep rupture and deformation models
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characterizing the creep response are simple and common, thus already parameterized and
available for many industrial gas turbine alloys.
8.1.1 Accuracy of Stress-Life Approach
The fatigue life for each conventional HCF and Pre-Creep+HCF specimen is predicted
using the complete HCF+Creep Stress-Life framework. The results are organized into the plot of
actual lifetimes versus predicted lifetimes displayed in Figure 8.1, which includes the archival
and novel data for 750°C and 850°C with stress ratios of -1, 0, 0.54 and 0.85. The accuracy of
the stress-life approach is gauged by comparing the experimental lifetime with the predicted
lifetime, such that a perfect relation would fall along the solid reference line. The dotted
reference lines represent the extremities of assumed acceptable error taken as four times or a
quarter times life. This would mean that a predicted lifetime that is a factor of four times larger
or four times smaller than the experimental lifetime would fall along the dotted lines. From this
representation, the stress-life approach to the HCF+Creep framework appears to provide highly
accurate predictions. While 31.7% of the Pre-Creep+HCF data points fall outside the dotted
reference lines, the bulk of the data is well captured within the assumed acceptable error. These
outliers are not wholly unexpected, as 29.8% of the conventional HCF data also fall outside of
these bounds. Some outliers are expected given the large amount of scatter common in both HCF
and creep testing, as well as the irregular and non-conforming presence of casting porosity in the
tested material.
Statistically, the R2 correlation parameter for the model over the entire data set is 0.443,
which is reasonable given the complexity of the data and the scatter in the results. This is
calculated by comparing the logarithm of the experimental lifetime to the logarithm of the
predicted lifetime. When broken down by temperature, the framework yielded an R2 parameter
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of 0.392 for the 750°C data set, and a R2 metric of 0.648 for the 850°C data. One cause for the
larger deviation originating from the 750°C experimental data may be a deficiency in the
parameterized creep model at this temperature. It is also possible that more material scatter is
present at 750°C given that it is near the yield point anomaly where the material undergoes
microstructural changes that affects the temperature-dependent material response.
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Figure 8.1: Actual fatigue lifetimes of all available CM 247 LC experimental data at 750°C and
850°C plotted against the lifetimes predicted using the Stress-Life HCF+Creep framework.

The difference in statistical success between the two temperatures may also be the result
of the physical experimental specimens themselves. Specimens earmarked for testing were
machined from a group of cast material stock ordered sequentially, such that the 750°C
specimens were machined from the slabs containing lower serial numbers, and the 850°C
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specimens were machined from the slabs containing higher serial numbers. It is possible that the
750°C specimens were machined from slabs that exhibited a higher volume of porosity than the
slabs used for the 850°C test articles. The layout of the specimens was not foreseen as an issue,
as porosity was not expected, and the material properties of all slabs were assumed to be
consistent of the variations typically observed in cast material.
The accuracy of the Stress-Life HCF+Creep approach is highlighted when comparing the
actual versus predicted plot of the framework in Figure 8.1 against the actual versus predicted
plot of the conventional stress-life model found in Figure 8.2. The conventional stress-life model
is what is commonly used to assess HCF data, and does not have the fatigue-driven and creepdriven modifications proposed in this study. The significant increase in accuracy obtained from
using the HCF+Creep framework is immediately visible, as the Pre-Creep+HCF predictions
made using the conventional stress-life model results in 75.0% of the conventional HCF data
falling beyond the dotted reference lines. While the conventional stress-life model provides
similar accuracy to the proposed HCF+Creep framework when assessing the conventional HCF
data, the inability of the traditional model to correctly capture the pre-creep response results in a
low R2 correlation metric of 0.090. These results indicate that the proposed Stress-Life
HCF+Creep framework is successful.
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Figure 8.2: Actual fatigue lifetimes of all available CM 247 LC experimental data at 750°C and
850°C plotted against the lifetimes predicted using a conventional stress-life approach.

8.1.2 Constant Life Modeling with Stress-Life Approach
It is important to evaluate the success of the Stress-Life HCF+Creep life prediction
framework on a Haigh diagram. Previously summarized in Section 3.1.3, the Haigh diagram is a
constant-life plot where data of a consistent temperature and frequency are represented on axes
of mean and alternating stress. The Haigh diagram is frequently employed in industrial gas
turbine design to compare a set of expected loading conditions with the material endurance limit.
The endurance limit is predicted using a constant life model, which generalizes the experimental
data to a complete range of stress ratios. This is critical, as the expected loading conditions are
unlikely to be at the exact stress ratios targeted during material testing. Thus, the success of a
complete HCF+Creep life prediction framework is contingent on the successful creation of a
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constant-life model from the results of the exercised framework, or the ability of the framework
to serve as a constant-life model.
The creation of a Haigh diagram and the parameterization and selection of a constant life
model began by exercising the Stress-Life HCF+Creep life prediction framework to produce a
set of endurance limits. For each set of conditions, a least squares fit approach was used to
determine the alternating stress that results in a cyclic life of one hundred million cycles given a
frequency of 75 Hz. The conditions explored in this method are stress ratios of -1, 0, 0.54, 0.85,
and 1 for pre-creep strains of 0%, 0.5%, 1%, 1.5%, and 2% at both 750°C and 850°C.
The obtained 750°C and 850°C endurance limits are plotted on Haigh diagrams in Figure
8.3, where the effects creep in both the fatigue-driven and creep-driven fatigue responses can be
broadly viewed for further analysis. Immediately visible in the 0% pre-creep endurance limits are
a typical response at low stress ratios, and a nearly vertical trend in the data at high stress ratios.
This area of response, which was labeled creep-driven, would normally be assumed to continue
along the smooth, gradual trend observed in the low stress ratio region, where a lower allowable
alternating stress is obtained as the mean stress proceeds toward the static strength of the
material. Instead, this trend only continues until the selection of stress ratios deemed creepdriven, whereupon the sharp decrease in dynamic loading capability suggests that the mean stress
becomes the limiting load. This strongly agrees with the conclusions outlined in CHAPTER 6
and CHAPTER 7. If creep were not present, the trend in the low R-ratio fatigue response would
extend into the high mean stress region, but as the mean stress approaches the rupture strength,
the method of overall failure changes to a time-dependent rupture.
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Only one set of loading conditions contradicts this assertion. The endurance limit
associated with 108 cycles for a stress ratio of 0.85 and a temperature of 850°C displayed in
Figure 8.3b is lower than that found for stress ratios of 0.54 and 1 at the same temperature. The
cause for this anomaly is that the endurance limits are extrapolated from the stress-life data,
which is performed independently for each combination of stress ratio and temperature. In the
data set for the loading condition in question, the stress life model in Figure 7.9 approaches the
rupture model, but does not intersect before the one hundred million cycle run-out. From the
results of the experiments and subsequent analysis, the stress-life response of this endurance
limit would ideally be dictated by the creep rupture response if no material scatter were present.
Thus, the deviation in the Haigh diagram is likely a result of material scatter or human factors.
But for scatter, a complete creep rupture model calibrated from specimens of the same material
heat as the HCF data would produce nearly identical stress-life and creep rupture models.
The effect of the pre-creep loading on the HCF+Creep life can also be determined from
the Haigh diagrams in Figure 8.3. At low R-ratios, the detrimental effect of the pre-creep load
increases in intensity as the pre-creep strain increases, leading to a progressively larger debit on
fatigue strength between increments of pre-creep strain. The cause for this trend is that an
increase in pre-creep strain increases the size of the microstructural damage incurred within the
material. This defect acts as a stress raiser, which is balanced by the support granted by the
surrounding material. For small defect sizes, like those associated with 0.5% pre-creep, the
support of the surrounding material outweighs the detrimental effect of the stress concentration;
thus, the response is identical to that of the conventional HCF loading. For large defect sizes, the
surrounding material works to mitigate the effect of the stress raiser, but is less effective as the
defect size increases even though the effect of the stress raiser is diminished by the larger defect.
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Figure 8.3: Normalized Haigh diagram of the (a) 750°C and (b) 850°C modeled endurance limits
obtained from the exercised Stress-Life HCF+Creep lifing framework.
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In contrast, the creep-dominated HCF response at high stress ratios has an inverted
relationship with regards to increases in pre-creep strain. The largest decrease in fatigue loading
capability occurs with the implementation of small pre-creep loads, where progressively larger
pre-creep strains have a diminishing effect on fatigue strength. The cause of the inverted
relationship is that the lower strain rate of secondary creep translates to a creep rupture life that is
predominantly expended reaching low creep strains such as 0.5% and 1%. At larger creep
strains, the increased rate of tertiary creep accelerates deformation, such that a smaller duration is
needed to attain a similar change in creep strain. Therefore, the pre-creep provides a significant,
but lessening debit to fatigue capability as the pre-creep strain is increased in the time-dependent
high stress ratio and high temperature HCF loading.
The constant life models overviewed in Section 3.1.4 were calibrated and compared
against one another using the collection of reference endurance limits obtained by exercising the
Stress-Life HCF+Creep framework. The most successful failure criterion was determined to be
the Dietmann model, as it provided a good balance of complexity, accuracy, and robustness.
Previously listed, the Dietmann model is formulated as
𝜎𝑎 𝑦 𝜎𝑚
( ) +
=1
𝜎𝑒
𝜎𝑢

(8.1)

where σa is the stress amplitude, σm is the mean stress, σe is the endurance limit at a stress ratio of
-1, σu is the ultimate tensile strength, and y is a temperature-dependent material constant often
taken as a value of two, but can be adjusted for added flexibility.
The creep rupture strength of the material was used to anchor the model at a stress ratio
of unity, where the alternating stress is zero and only a mean stress is present. This was carried
out per the recommendation of Forrest [Forrest, 1962], whose observations on the significance of
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creep rupture was validated over the course of this study when analyzing the results of the creepdriven HCF experiments conducted at high stress ratios and temperature. Mathematically, this
observation is the equivalent of replacing the ultimate tensile strength term in Equation (8.1)
with the creep rupture strength.
The values of the completely-reversed endurance limit, σe, and the temperature-dependent
material constant, y, were then fit to the set of endurance limits for each level of pre-creep strain
obtained from the exercised framework using a least squares approach. This was used to produce
calibrated Dietmann models for 750°C and 850°C, each at pre-creep strains of 0%, 0.5%, 1%,
1.5%, and 2%. Although the value of σe is known, the quantity is nevertheless used as a fitted
constant improve the fit of the failure criterion to the endurance limit data.
Overall, the parameterized Dietmann models for 0% pre-creep strain at 750°C and 850°C
fit the endurance limit data well. The elliptical fatigue failure criterion displayed in Figure 8.4
correctly captures the response surface at low and intermediate stress ratios. A slight
underestimation in the capability of the material to withstand alternating loads is present in both
Dietmann models at a stress ratio of -1, followed by an overestimation at a stress ratio of 0. A
perfect fit of the model is impossible to achieve and unrealistic of an experimentally-driven HCF
response. The presented deviations are reasonable in scale, and on par with expectations of
similar models and materials.
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Figure 8.4: Normalized Haigh diagram of the (a) 750°C and (b) 850°C calibrated Dietmann
models and modeled endurance limits obtained from the exercised Stress-Life HCF+Creep lifing
framework.
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The calibrated Dietmann models also successfully capture the high mean stress response
region, where the alternating stress limit exhibits a steep decline as the mean stress approaches
the rupture strength. Other failure criteria, such as the Gerber model, are unable to capture this
sharp downward trend, and instead provide overly conservative estimates for the endurance
limits at stress ratios of 0.54 and 0.85. These models are successful at lower temperatures;
however, at high temperatures, the mechanism change to a creep-driven failure results cannot be
adequately fit. Employing a Dietmann model in design also prevents a potential shortcoming of
the Stress-Life HCF+Creep framework, where the transition from the gradual fatigue-driven
response at low stress ratios to the sharp creep-driven response at high stress ratios would
otherwise be abrupt. The flexibility afforded by using the Dietmann model allows for a measured
transition between these two response regions.
The effectiveness of the Dietmann model must be quantified as a measure of accuracy
with respect to the modeled endurance limits. This is achieved by statistically comparing the
magnitudes of the endurance limits predicted by the Stress-Life HCF+Creep framework to the
limits expressed by the Dietmann model at the R-ratios at which endurance limits are defined.
The magnitude of the endurance limit obtained from the proposed Stress-Life HCF+Creep
framework is formulated for each stress ratio as

2

𝑒𝑛𝑑𝑢𝑟𝑎𝑛𝑐𝑒
|𝜎𝑙𝑖𝑚𝑖𝑡 |𝑒𝑛𝑑𝑢𝑟𝑎𝑛𝑐𝑒 = √(𝜎𝑎𝑒𝑛𝑑𝑢𝑟𝑎𝑛𝑐𝑒 ) + (𝜎𝑚
)

2

(8.2)

where |σlimit|endurance is the magnitude of the endurance limit for the given stress ratio, σaendurance is
the value of the stress amplitude of the endurance limit at the given stress ratio, and σaendurance is
the value of the mean stress of the endurance limit at the given stress ratio. Similarly, the
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magnitude of the limits predicted by the Dietmann failure criteria model are formulated for each
stress ratio as

2

𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎
|𝜎𝑙𝑖𝑚𝑖𝑡 |𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 = √(𝜎𝑎𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 ) + (𝜎𝑚
)

2

(8.3)

where |σlimit|criteria is the magnitude of the limit predicted by the Dietmann model for the given
stress ratio, σacriteria is the value of the stress amplitude of the limit predicted by the Dietmann
model at the given stress ratio, and σacriteria is the value of the mean stress of the limit predicted
by the Dietmann model at the given stress ratio. The magnitudes of the endurance limit predicted
using the Stress-Life HCF+Creep framework and the limit predicted using the Dietmann model
are then statistically compared for stress ratios of -1, 0, 0.54, 0.85, and 1 using an R2 correlation.
The R2 parameter representing the fit of the 750°C and 850°C conventional HCF response using
the Dietmann model has a value of 0.992, which is very high and signals a strong correlation.
One potential limitation of the Dietmann model at high stress ratios is the inability to
capture the improvement of material capability at small alternating stresses observed by Forrest
for a Nimonic 80A material at 750°C [Forrest, 1962]. This was graphically represented in Figure
3.30 as a bump in the constant life diagram, where a mean stress could exceed the rupture
strength of the material in the presence of a minor alternating stress. As the Dietmann model is a
centered elliptical formulation, it is impossible to calibrate the model to exceed the anchor point.
While this may be an issue for other materials, this strengthening was not observed for the
conventionally-cast CM 247 LC considered in this study. It is possible that this perceived
strengthening is simply a result of an optimistic determination of the endurance strength due to
scatter in the material response or a lack of data near the run-out cycle count.
The Dietmann model is also able to be calibrated to successfully represent the Pre268

Creep+HCF endurance limits obtained from the experimental results. The fitted constant life
models for 0.5%, 1%, 1.5% and 2% pre-creep strain demonstrate the same trends outlined for the
reference endurance limit data. For a pre-creep strain of 0.5%, the fatigue driven response
present at low stress ratios is predicted to be similar to the baseline response, as the
microstructural damage from the pre-creep loading is minor. The decrease in allowable loads
becomes more significant with increasing pre-creep strains at this region of stress ratios, as the
microstructural damage has a larger effect on the fatigue lifetime. Utilizing the same magnitude
approach as was carried out for the conventional HCF data, the accuracy of the Dietmann model
is quantified for the total conventional HCF and Pre-Creep+HCF data set at 750°C and 850°C.
The resulting R2 parameter is 0.986, again suggesting that the Dietmann model provides highly
accurate predictions of the endurance limits.
The model also captures the previously noted trends for the creep-driven response region
at high mean stresses, where low pre-creep strains were determined to contribute a large share of
the creep deformation duration with respect to rupture. These observations regarding the
interaction effect of HCF+Creep and Pre-Creep+HCF are made more visible by the graphical
representation of the model onto the Haigh diagram.
8.2 Wright-Gerber Approach
The second HCF+Creep life prediction framework formulation explored in this study is
the Wright-Gerber approach. The foundation of this framework is that of a damage accumulation
method, which connects the fatigue capability of the material with its capacity to resist creep
rupture though a summation function. By incorporating the creep-driven and fatigue-driven
response models, the base model is extended from a model capable of predicting failure from
HCF, creep, and synchronous HCF+Creep, to a framework also capable of predicting Pre269

Creep+HCF. The assessment of a fatigue load of a material that was pre-crept is an important
requirement for industrial gas turbine design.
The damage accumulation methodology relies on comparisons between the present
number of cycles with a predicted lifetime at the present load state. In order to generalize the
formulation across potential stress ratios while maintaining the necessary association between
the creep and fatigue capability, the fatigue life prediction component must use a constant life
model with a superimposed stress life model calibrated across a variety of stress ratios. The
result of this combined approach has both benefits and detriments. One benefit to this approach
are that a single set of fatigue model constants can be parameterized for each temperature. Also,
the complete damage accumulation model intrinsically considers the balance and transition
between fatigue-driven and creep-driven responses where data are not present. The drawbacks to
this approach are that the temperature-dependent constants of the fatigue model are difficult to
fit, and that the limitation of a single stress-life approach is unlikely to produce a desirable fit
across all stress ratios.
In this section, the fatigue parameters for the proposed framework at both 750°C and
850°C are evaluated. The model is then exercised to produce stress-life plots, where the
evaluated framework is compared against the conventional HCF data. A comparison between
lifetimes predicted by the Wright-Gerber HCF+Creep framework and the complete set of PreCreep+HCF and conventional HCF data are also carried out. This is used to populate a plot
comparing the experimental lifetimes with the predicted lifetimes. Finally, the Wright-Gerber
HCF+Creep framework is exercised to produce a constant-life diagram, such that the endurance
limits predicted by the framework can be compared against those obtained through the
experimentally-derived stress-life models at each stress ratio considered in this study.
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8.2.1 Wright-Gerber Approach Applied to Conventional HCF Data
The constants for the fatigue portion of the Wright-Gerber HCF+Creep framework must
be parameterized from the conventional HCF data. The material constants for the framework are
not dependent on the stress ratio of the data. The constants are only temperature-dependent; thus,
the parameterization for each temperature is achieved using all available conventional HCF data
at the temperature under review. Given that no pre-creep data are used to determine these
parameters, the equation for the Wright-Gerber approach summarized in Equation (7.23) are
simplified into the conventional HCF formulation given by
𝑁
𝑧2

𝑧1 [

𝜎𝑎
𝜎 𝑧3 ]
1 − ( 𝜎𝑚 )
𝑢

+

𝑡
=1
𝑡𝑅
(8.4)

where N is the number of fatigue loading cycles, σa is the alternating stress, σm is the mean stress,
σu is the ultimate tensile strength of the material at the loading temperature, t is the duration of
the loading, tR is the rupture time at the loading conditions, and z1, z2, and z3 are the temperaturedependent material constants to be parameterized for later application in the complete
framework. In this formulation, material property σu remains as the monotonic ultimate tensile
strength and is not converted to the rupture strength as was done in the constant life modeling for
the stress-life framework approach. The reason for this is that the Gerber model within the
Wright-Gerber framework is used to represent the fatigue response, not the combined creepfatigue response. The creep response is captured via the rupture model, which was previously fit
in Section 6.2.3 using a combination of experimental and literature-based data.
A maximum likelihood approach is employed to parameterize the temperature-dependent
material constants z1, z2, and z3 from the conventional HCF experimental and archival data. This
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is the same approach taken to parameterize the stress-life models in Section 6.3, as it has the
capability of incorporating the results of run-out HCF experiments. The resulting constants of the
fitting technique for the 750°C and 850°C data are given in Table 8.1, where the irregularity in
the values of each constant is immediately apparent.

Table 8.1: Fatigue constants for the Wright-Gerber framework at 750°C and 850°C.
Temperature

Wright-Gerber
Constant 1

Wright-Gerber
Constant 2

Wright-Gerber
Constant 3

T (°C)

z1 (cycles)

750
850

z2 (unitless)

z3 (unitless)

9.80394·10

67

-24.91290

1.15951

3.88561·10

52

-18.75438

1.19212

The Wright-Gerber approach utilizes a stress-life model that is generalized across stress
ratios using the Gerber model. As a result of this generalization, the constants of the stress-life
model are abnormal in value and devoid of direct correlations to reality. In consequence, large,
meaningless values such as 9.80394·1067 for the constant z1 at 750°C are inevitable. This poses
several issues. The first, is that a reasonable parameterization of the constants is difficult to
obtain. Initial values for a fitting routine have a strong influence on the success of the endeavor,
and the complexity of the model demands that upper and lower bounds for the constants be
defined for a routine to converge upon a reasonable result.
Adjustment or fine tuning of the parameters is also difficult given the vastly different
scales in material constant values. If a minor modification to the fit at a particular stress-ratio is
desired, a lengthy trial-and-error approach must be carried out, which negatively affects the
repeatability of the fitting technique. In these cases, it is often beneficial to simply adjust the
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selection of underlying data and reparametrize the constants via the maximum likelihood
approach. Adjustments to the parameters are further encumbered by the independence of the
framework constants on stress ratio. Minor adjustments at one stress ratio may produce
significant deviations at a different stress ratio, where no adjustment was desired.
The final drawback to the scale and generality of the resulting constants is that the
constants do not represent a clear and direct link to the fatigue data, and are predominately
statistical in nature. Therefore, a trend in the value of each parameter between temperatures is
not guaranteed. The capability to interpolate the material fatigue response between temperatures
is a vital requirement to industrial gas turbine design, as the temperatures throughout a gas
turbine blade are non-uniform. Maintaining a successful fit for the data would be difficult when
developing temperature-dependent relationships to quantify each parameter.
If no temperature-dependent relation is assumed, then the potential success of the
calibrated parameters given in Table 8.1 for the Wright-Gerber approach are measured from the
conventional HCF data independently at each temperature. This is graphically represented by
exercising the Wright-Gerber model onto a stress-life diagram containing the conventional HCF
results for each combination of temperature and stress ratio.
The first of these comparisons are made for the conventional HCF results from tests
conducted at 750°C with a stress ratio of -1. In this completely-reversed load case, the stress-life
diagram in Figure 8.5 displays a calibrated Wright-Gerber framework that fits the bulk of the
data well, despite a relatively low R2 correlation of 0.416. One issue with the parametrized
framework is that it does not capture the data point for the failure prior to 105 cycles well. When
calibrating across the many data points included within the 750°C data set, this failure is
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statistically inconsequential; however, this data point relays critical information regarding the
slope of the stress-life response. The lifetimes are likely overestimated at high stress amplitudes
for this stress ratio. This may provide an incorrect endurance limit when extrapolating the model
to 108 cycles and will likely produce anti-conservative HCF+Creep assessment.
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Figure 8.5: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 750°C with a stress ratio of -1.

The cache of archival data from conventional HCF tests performed at 750°C with a stress
ratio of 0 were also used to benchmark the calibrated Wright-Gerber model. The stress-life
diagram of the simulated model and underlying experimental results are shown in Figure 8.6,
where an undesirable correlation between the two results is found.
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Figure 8.6: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 750°C with a stress ratio of 0.

The calibrated Wright-Gerber model exhibits an excessive diminishment of dynamic
loading capability as the lifetime of the material is increased. This is visualized as a mismatch
between the steep downward slope of the model and the shallow trend of the experimental data.
Despite this, the correlation between the model and data is still statistically quantified with an R2
value of 0.561, as the model still closely predicts the fatigue data. This mismatch is a result of
the generalization of the model across stress ratios of the same temperature, and is an inevitable
effect of the fitting technique and the quantity of data available at each set of loading conditions.
Contrary to the results from the previous set of fatigue testing conditions, the model for
the 750°C loading at a stress ratio of 0.54 matches the data reasonably well. The model, which is
graphically represented in Figure 8.7, provides a fair estimate for the conventional HCF data and
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the trend between alternating stress and cycles to failure. The R2 value quantifying the statistical
correlation between the model and data is 0.611, which does not reflect the improvement in
quality of fit from the previous set of loading conditions from a graphical perspective. This result
also illustrates the deficiency in the framework approach with regards to parameterization. As a
statistical tactic must be pursued for calibration of the Wright-Gerber model, the best fit for all
loading conditions may not be representative of trends observed in the sparse test data.
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Figure 8.7: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 750°C with a stress ratio of 0.54.

The 750°C temperature-dependent constants for the Wright-Gerber model were also used
to compare the framework for HCF loading at a stress ratio of 0.85. The stress-life diagram in
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Figure 8.8 compares the lifetimes predicted by the framework with the experimental
conventional HCF data. This set of loading conditions was previously noted to be creep-driven,
as creep was the dominant failure mode. This observation is also reflected in the plotted model,
where both the creep rupture model and Wright-Gerber model predict identical failure response.
This means that the loading exhibited little to no contribution to the fatigue portion of the twopart framework within the range of alternating stresses explored during the experiments. Overall,
the Wright-Gerber model fits the conventional HCF data well, which is highlighted by the strong
statistical R2 correlation of 0.767 between the two sets of values. It is interesting to note that the
model was capable of distinguishing fatigue-driven and creep-driven responses without explicitly
setting a transition criteria, as was needed for the stress-life HCF+Creep framework approach.
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Figure 8.8: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 750°C with a stress ratio of 0.85.
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The evaluation of the Wright-Gerber framework is also carried out using the
parameterized constants for 850°C listed in Table 8.1. The same approach is taken, where the
model and original conventional HCF data are plotted on the same stress-life diagram for each
stress ratio. Framework benchmarking at the 850°C test temperature begins with the completelyreversed loading condition synonymous to a stress ratio of -1. The exercised framework included
within the stress-life diagram in Figure 8.9 matches the fatigue data very well, and is translated
to an strong R2 correlation parameter of 0.695. Graphically, the calibrated framework captures
the trend exhibited by the data well and is not overly influenced by outlier data.
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Figure 8.9: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 850°C with a stress ratio of -1.
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The Wright-Gerber framework exercised at a temperature of 850°C and a stress ratio of 0
exhibits an insightful tendency with respect to the quality of the parameterization. Graphically,
the stress-life diagram of the modeled response included in Figure 8.10 fits the archival HCF
data exceedingly well; however, the statistical evaluation of the fit yields an R2 of only 0.495.
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Figure 8.10: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 850°C with a stress ratio of 0.

This R2 value is contrary to expectations, as the capability of the framework to
distinguish fatigue-driven and creep-driven responses would suggest that the parameterization of
the fatigue constants in the framework would be predominately influenced by data from only R =
-1 and R = 0 stress ratios. If this were the case, then the decrease in quantity of relevant fitting
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data would be expected to result in a statistically improved fit for this set of loading conditions
compared to the 750°C model and data. While this improvement did not materialize from a
statistical standpoint, the model appears correct from a graphical view, and captures the expected
failure response well.
Interesting trends can also be observed from the results of the parameterized WrightGerber framework of the conventional HCF response at 850°C and a stress ratio of 0.54. The
experimental results and exercised model included in the stress-life diagram shown in Figure
8.11 display a reasonable fit that directly corresponds with the creep rupture curve at low stress
amplitudes, but diverges at high stress amplitudes. In CHAPTER 7, it was suggested that the
HCF response at this set of loading conditions and stress range would ideally follow the creep
rupture curve were it not for material scatter. This assertion is still maintained; however, the
maximum likelihood routine employed to calibrate the damage accumulation life prediction
framework is not capable of recognizing this. Instead, the calibration is such that the fatigue
portion of the life prediction model is shallow on the stress-life diagram to encompass the test
results that displayed a low lifetime, while relying on the creep portion of the life prediction
model to capture the remaining data points. The end result is an interesting non-linear
parameterization with a reasonably high statistical R2 correlation of 0.643 that demonstrates both
a creep dominant and fatigue dominant response joined into a continuous function through a
gradual transition. The response for all data points at these loading conditions is assumed to be
creep-dominant, but this parameterization demonstrates the capability of the framework to
consider both response regions concurrently.
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Figure 8.11: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 850°C with a stress ratio of 0.54.

The final set of experimental conditions utilized to evaluate the effectiveness of the
Wright-Gerber approach are those associated with conventional HCF loading at 850°C with a
stress ratio of 0.85. This high stress ratio condition was previously established in CHAPTER 6 to
be creep-dominated, which is reflected in Figure 8.12, where the stress-life diagram of the
exercised model are plotted against the experimental data and exercised creep rupture model.
Both the creep rupture model and the parameterized Wright-Gerber framework are identical for
the stress ranges considered in the diagram. This result was anticipated. Also expected was the
deviation of the model from the experimental results, which follow the same trend of the data but
are offset in lifetimes. This is reflected in the 0.828 value of the R2 correlation statistic. This
offset is likely a result of experimental scatter, where the particular heat of material used in this
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study has a minor decrease in creep rupture response. Overall, the parameterized model
successfully captures the data and desired trends.
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Figure 8.12: Stress-Life diagram comparing the calibrated Wright-Gerber framework to the
normalized conventional HCF data for HCF tests conducted at 850°C with a stress ratio of 0.85.

8.2.2 Accuracy of Wright-Gerber Approach
The accuracy of the complete Wright-Gerber HCF+Creep life prediction framework
formulated in Equation (7.23) is also evaluated using both the conventional HCF and PreCreep+HCF data. The lifetimes predicted by the unified framework, which also contains the
creep-driven and fatigue-driven response models, is directly compared against the 750°C and
850°C experimental data for stress ratios of -1, 0, 0.54, and 0.85. This is graphically represented
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as the actual versus predicted diagram included in Figure 8.13, where the bulk of the
experimental data is consolidated well within the four times and quarter times scatter bands and
near the desired one-to-one relation line.
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Figure 8.13: Actual fatigue lifetimes of all available CM 247 LC experimental data at 750°C and
850°C plotted against the lifetimes predicted using the Wright-Gerber HCF+Creep framework.

In total, data from 21.1% of conventional HCF tests and 43.9% of Pre-Creep+HCF tests
are outside the dotted scatter band, suggesting that this HCF+Creep lifing approach better
captures the baseline fatigue response than the pre-crept fatigue response. The trend among those
outside the scatter band was predominantly an overestimation of the predicted lifetime. A
statistical evaluation of the accuracy of the Wright-Gerber HCF+Creep life prediction framework
results in an R2 correlative value of 0.463 for the 750°C data and a value of 0.517 for the 850°C.
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The combined data set of both temperatures yields an R2 of 0.451, suggesting a reasonable fit
that provides a balanced prediction for both 750°C and 850°C. Comparing these results to those
found in Figure 8.2 of the conventional stress-life approach traditionally used in HCF analysis
demonstrates the effectiveness of the Wright-Gerber HCF+Creep life prediction framework.
8.2.3 Constant Life Modeling with Wright-Gerber Approach
The Haigh diagram portrays HCF endurance limits on axes of alternating and mean
stress, and is a valuable tool during the design of an industrial gas turbine. As such, the WrightGerber HCF+Creep life prediction framework must demonstrate reasonable results when
graphically represented on the Haigh diagram. The Wright-Gerber framework is unique when
compared to the stress-life approach in that an additional constant life model is unnecessary to
resolve the framework across stress ratios. The reason for this, is that the underlying damage
accumulation model in the Wright-Gerber approach already contains the constant life Gerber
model within the formulation of the fatigue aspect of the failure criteria.
The Wright-Gerber framework described in Equation (7.23) must be exercised at several
values of alternating stress to produce the resulting mean stress that corresponds to fatigue failure
at 108 cycles. The continuous data produced in this method is the resulting constant life failure
criteria graphed onto a Haigh diagram. This process has been carried out to populate the Haigh
diagram for the conventional HCF response at 750°C in Figure 8.14 and the complete Haigh
diagrams for 750°C and 850°C in Figure 8.15, which also contains the endurance limits obtained
in Section 8.1.2 using the Stress-Life HCF+Creep framework for reference.
The resulting Haigh diagrams illustrate the second unique trait of the Wright-Gerber
framework, which is the inherent transition from fatigue-driven to creep-driven response
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exhibited by the model. The smooth corner in the failure criteria bridging the steady decline of
the fatigue-driven response to the steep decline of the creep-driven response is entirely generated
through the summation formulation at the core of the damage accumulation model. The graphical
interpretation of this damage summation rule is illustrated in Figure 8.14, where the HCF+Creep
framework is shown alongside the underlying calibrated Gerber model representing fatigue, and
the creep rupture response. The summation results in a gradual transition as the combined
formulation approaches the intersection of the fatigue and creep components. This is a valuable
characteristic that removes a degree of subjectivity when otherwise calibrating a constant-life
model for the synchronous interaction of HCF and creep.
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Figure 8.14: Normalized Haigh diagram of the 750°C conventional HCF response predicted by
the Wright-Gerber HCF+Creep framework plotted with the underlying Gerber and creep rupture
model components, as well as the endurance limits obtained via the Stress-Life framework.
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Several observations are made when comparing the exercised Wright-Gerber framework
to the endurance limits obtained from the conventional HCF data via the stress-life approach.
The constant life response for the candidate framework at 750°C displayed in Figure 8.15
underestimates the fatigue strength for the fatigue-driven stress ratios of -1, 0, and 0.54,
providing an overly conservative result. In contrast, the creep-driven stress ratio of 0.85 and
creep rupture equivalent to a stress ratio of unity are well captured by the framework. These
results are not surprising, as questionable trends in the predicted stress-life response of the
statistically-calibrated framework were noted in Section 8.2.1. This is also carried forth to the
850°C results, where the framework understimates the endurance limit at stress ratios of -1 and
0, but overestimates the endurance limits at a stress ratio of 0.54. As was mentioned in Section
8.1.2, the endurance limit for a stress ratio of 0.85 at a temperature of 850°C calculated by the
stress-life approach is incorrect, and a byproduct of the experimental scatter reflected in the
calibration of the stress-life model. This result may be discounted, but it is interesting to note that
the Wright-Gerber framework did not replicate this deviation when calibrated from the same
fatigue data.
The trends and observations made from the comparison between the exercised WrightGerber framework and the conventional HCF response hold true the Pre-Creep+HCF endurance
limits. This similarity stems from the fact that the capability to predict the impact of a pre-creep
load to the fatigue life in both the Wright-Gerber and Stress-Life approaches are governed by the
same fatigue-driven and creep-driven models formulated in Section 7.1.2 and Section 7.2.3,
respectively. Therefore, the predicted debits to the baseline Stress-Life framework endurance
limits as a result of the pre-creep loading are the same as those predicted to influence the
baseline endurance limits obtained by the Wright-Gerber framework. Comparisons made
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between these two candidate frameworks regarding the Pre-Creep+HCF response are primarily
influenced by the accuracy of each framework to predict the conventional HCF response.
The accuracy of the endurance limits predicted by the Wright-Gerber framework is
assessed using the same methodology as was employed for the Dietmann model in Section 8.1.2.
The magnitude of the endurance limit predicted using the Stress-Life HCF+Creep framework is
obtained using Equation (8.2) for stress ratios of -1, 0, 0,54, 0.85, and 1. The magnitude of the
limits predicted by the Wright-Gerber HCF+Creep framework are obtained using Equation (8.3)
for the same five stress ratios. The two magnitudes are then statistically compared. The resulting
R2 correlative parameter for the conventional HCF data at both 750°C and 850°C is 0.988, and
the R2 value for the combined conventional HCF and Pre-Creep+HCF data at the same two
temperatures is 0.985. This suggests that the Wright-Gerber framework provides accurate
predictions and is capable of successfully representing the failure response for both conventional
and pre-crept HCF loading.
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Figure 8.15: Normalized Haigh diagram of the (a) 750°C and (b) 850°C exercised Wright-Gerber
HCF+Creep lifing framework and the modeled endurance limits obtained via the Stress-Life
framework approach.
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8.3 Framework Comparison
An HCF+Creep life prediction framework is needed for implementation into an industrial
gas turbine design process. The two candidate frameworks to fill this gap in lifing capability are
the Stress-Life HCF+Creep framework and the Wright-Gerber HCF+Creep framework. Both
frameworks rely on microstructurally-informed and creep rupture-informed models to extend life
prediction capabilities to the critical Pre-Creep+HCF loading condition. Each life prediction
approach has both benefits and detriments, which must be carefully weighed for use in blade
design.
One factor to consider when comparing life prediction frameworks is the simplicity and
robustness of the parameterization process. Experimental data may contain significant scatter
that may hamper calibration. Likewise, data at particular loading conditions may be unavailable,
necessitating interpolation or extrapolation. The candidate framework must be capable of
overcoming these frequent challenges. The Stress-Life HCF+Creep life prediction framework fit
these criteria, as the parameterization of underlying power law models is simple, standardized,
and has a direct correlation to the experimental HCF results. The Stress-Life framework is also
calibrated for each stress ratio independently, imbuing the approach with flexibility and the
capability to adjust the parameterization to fit known trends and sound engineering judgement.
Since the stress-life approach is commonly used in the gas turbine industry, parameters for the
fatigue aspect of the model are also likely already available.
In contrast, the Wright-Gerber HCF+Creep framework was difficult to fit due to the
sensitivity and scale of the parameters within the generalized stress-life model incorporated into
the framework. The process is dependent on initial assumed values, and requires the
establishment upper and lower parameter bounds. These requirements are not atypical to
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modeling; however, the indirect correlation between experimental results and the fitted constants
makes the assignment of these values difficult. Manual adjustment of the model is also very
difficult for the same reason, obstructing efforts to rectify incorrect trends of the statistical
parametrization due to experimental scatter or limited data. This is exacerbated by the capability
of the model to characterize the failure behavior across stress ratios. In practicality, an
adjustment to the parameters to improve the relation at one stress ratio is likely to negatively
affect the correlation at another stress ratio of the same temperature. The ability of the WrightGerber framework material constants to be interpolated to temperatures where data are not
available is also unlikely. In short, the Stress-Life HCF+Creep framework is more flexible,
robust, and simple than the Wright-Gerber framework with respect to the parameterization
process.
The accuracy and quality of the predicted stress-life results obtained from both
approaches is also an important aspect of the candidate HCF+Creep lifing frameworks. The
predicted failure response of the Stress-Life framework closely followed the conventional HCF
data. The model was also successfully adjusted when the statistical parameterization of the
material constants resulted in an incorrect trend. While the Wright-Gerber framework often fit
the conventional HCF data well, the exercised model did not always exhibit a correct trend due
to the stress-ratio independence of the material constants. Difficulties in adjusting the parameters
also lead to cases such as the 750°C response for a stress ratio of 0, where the Wright-Gerber
framework did not successfully represent the data, and no feasible adjustment to the fitted
constants could be performed. One unmatched benefit of the Wright-Gerber framework is the
capability of the model to seamlessly shift between a fatigue-driven and creep-driven
synchronous HCF+Creep response via the direct inclusion of the creep rupture model. This is
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illustrated by the identical stress-life response between the lifing framework and the creep
rupture model for conventional 850°C HCF loading with a stress ratio of 0.85. This
distinguishing feature also circumvents the possibility of a deviation between the predicted
creep-driven HCF response and the creep-rupture response, which was observed in the
statistically fit Stress-Life framework at very high stress ratios. While this capability is a notable
boon to the Wright-Gerber framework, the uncertain accuracy of the stress-life response across
stress ratios and the lack of malleability to rectify problem combinations of loading conditions
makes the approach less desirable to peruse than the Stress-Life framework.
The overall accuracy of the two candidate frameworks were similar when considering
both the conventional HCF and Pre-Creep+HCF experimental data. Statistically, the two models
were nearly identical when comparing the predicted fatigue lifetimes against the experimental
lifetimes. The Stress-Life HCF+Creep framework had an R2 correlation of 0.443 and the WrightGerber HCF+Creep framework resulted in an R2 of 0.451. The difference in accuracy between
the two frameworks is well represented by the actual versus predicted plot of the two responses
provided in Figure 8.1 for the stress-life approach and Figure 8.13 for the Wright-Gerber
approach. From a comparison of these two diagrams, the Wright-Gerber framework better
predicts the conventional HCF data, whereas the stress-life approach provides a more accurate
assessment of the Pre-Creep+HCF data. Both frameworks contained the same total number of
data points outside the scatter bands, though in general, the predicted lifetime deviations were
larger with the Stress-Life approach. The Wright-Gerber framework performed better than the
Stress-Life framework when solely assessing the accuracy of the predictions against the raw
experimental data.
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Comparisons between the frameworks must also be made in the lens of an HCF failure
criteria, which is commonly represented on a Haigh diagram depicting combinations of
alternating stress and mean stress that produce a constant lifetime of one hundred million cycles.
The Stress-Life framework requires an additional model to extend the formulation to stress ratios
were data are not available. The model chosen for this role is the Dietmann model. When
calibrated, the Dietmann model provides an accurate fit of the data, demonstrated by an R2 of
0.992 for the conventional HCF data and an R2 of 0.986 for both the conventional HCF and PreCreep HCF data. The Dietmann model includes the sharp transformation from a fatigue-driven
failure to a creep-driven failure.
The Wright-Gerber framework is already rooted in a constant life model; thus, the
framework can be exercised across stress ratios without the need for an addition formulation.
The damage accumulation function at the core of the Wright-Gerber framework also imbues the
HCF+Creep lifing approach with the innate ability to consider both fatigue and creep directly.
The consequence is that the transformation from fatigue-driven failure to creep-driven failure
does not need to be explicitly defined. While the Stress-Life framework provided more accurate
endurance strength predictions then the Wright-Gerber framework, which displayed an R2 of
0.988 for the conventional HCF data and an R2 of 0.985 for both the conventional and Pre-Creep
HCF data, the strengths and simplifications afforded to Wright-Gerber framework balance the
disposition of the candidate frameworks.
8.4 Grain Size Effects
The effect of grain size on the interaction between HCF and Creep was also explored in
this study. A limited number of fine grain and medium grain specimens were used to perform
conventional HCF and Pre-Creep+HCF experiments at 750°C with the goal of providing a
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preliminary outlook on the effect of grain size. The eight experiments conducted in the present
study consisted of six fine grain specimens with a grain size of ASTM 4 and two medium grain
specimens with a grain size of ASTM 1, and will be used to inform and plan future studies
targeting a complete characterization of the synthesis between grain size and HCF+Creep
loading.
Of the eight total specimens, only one fine grain specimen was subjected to completelyreversed conventional HCF loading at the 750°C test temperature. The purpose of this test was to
confirm the improvement in fatigue life expected of fine grain materials. As no mean stress is
present in fatigue loading with a stress ratio of -1, this set of loading conditions is ideal to verify
the enhancement in fatigue resistance is applicable to the CM 247 LC material selected for this
study. The improvement to the HCF response is confirmed by the experimental result of
Specimen 696-2 with a grain size of ASTM 4 displayed in the stress-life diagram in Figure 8.16,
where the fine grain material demonstrates an increase in endurance limit of at least 6.5%. The
test article did not fail after 108 cycles; therefore, the endurance limit taken as the alternating
stress of the experiment is less than the true increase in endurance strength that would have been
exhibited by this fine grain material had additional testing been performed. The success of this
experiment provides a basis for assessing the results of the remaining fine grain and medium
grain experiments.
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Figure 8.16: Stress-Life diagram comparing experimental lifetimes of fine grain (ASTM 4) and
nominal grain (ASTM 0 and 00) CM 247 LC material for HCF and Pre-Creep+HCF loading at
750°C and a stress ratio of -1.

The final seven specimens were tested in HCF at a temperature of 750°C and a stress
ratio of 0.85. Of these seven test articles, three fine grain specimens with a grain size of ASTM 4
were left as-machined, two fine grain specimens with a grain size of ASTM 4 were pre-crept to
strains of 0.61% and 1.27%, and two medium grain specimens with a grain size of ASTM 1 were
pre-crept to strain of 0.38% and 0.71%. The fine grain conventional HCF tests were used to
benchmark the fatigue lifetime at a range of alternating stresses. The Pre-Creep+HCF tests were
used to assess the effect of grain size and pre-creep strain on the fatigue response. The results of
the experiments are tabulated in APPENDIX L, and displayed on the stress-life diagram found in
Figure 8.17. The experimental results included in this diagram are scaled to a common test
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frequency of 75 Hz following the findings of the Pre-Creep+HCF tests conducted on nominal
material at the same high temperature and high stress ratio loading conditions in Section 7.2.2.
The conventional HCF results obtained from the fine grain testing reveal that 66.7% of
the ASTM 4 grain size specimens failed at a cycle count almost perfectly in line with the rupture
curve developed for the nominal grain size material. This result is interesting, because fine grain
material is also typically observed to exhibit a reduced creep resistance compared to nominal
material. Therefore, it was expected that all the conventional HCF tests conducted on the fine
grain material would fail earlier then the lifetime predicted by the rupture curve. These
expectations were met for one sample, Specimen 696-7, which also had a grain size of ASTM 4
and was loaded to a normalized alternating stress of 0.059 MPa/MPa and failed at a lifetime
approaching an order of magnitude shorter than was predicted for the nominal creep rupture.
Regarding the three fine grain specimens near the rupture curve, it is possible that the fine grain
benefit to fatigue resistance balanced out the detriment to creep resistance; however, this seems
unlikely as creep is the dominating load for this combination of stress ratio and temperature.
The Pre-Creep+HCF results of the fine grain and medium grain material must also be
assessed to determine the relationship between grain size and pre-creep loading on the HCF
response. In general, the two medium grain specimens, 202-5 and 202-14, performed better than
the fine grain specimens, 79-1-4 and 79-1-14. This observation also holds true when comparing
the lifetime of Specimen 202-14, which was pre-crept to a strain of 0.71%, with the lifetime of
Specimen 79-1-4, which was pre-crept to 0.61%. Despite having a larger creep strain prior to
HCF loading, medium grain sample 202-14 exhibited a lifetime 25.2% larger than fine grain
sample 79-1-4. This follows the expected trend of decreased creep resistance for fine grain
material, which is made relevant via the creep-driven HCF conditions.
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Figure 8.17: Stress-Life diagram comparing experimental lifetimes of fine grain (ASTM 4),
medium grain (ASTM 1) and nominal material (ASTM 0 and 00) for HCF and Pre-Creep+HCF
loading at 750°C and a stress ratio of 0.85.

Medium grain specimen 202-5 with a grain size of ASTM 1 also performed according to
expectations. The sample, which had a pre-creep strain of only 0.38%, displayed a longer
lifetime than the other fine grain and medium grain Pre-Creep+HCF samples. This is due to the
improved creep performance afforded to the larger grain size and the smaller quantity of precreep strain prior to fatigue testing. The lifetime of fine grain specimen 79-1-14 also matches
expectations, as the ASTM 4 grain size sample pre-crept to 1.27% strain yielded a lower lifetime
than the other fine grain and medium grain samples. This demonstrates that regardless of grain
size, a larger pre-creep strain results in a lower lifetime. The difference between the two fine
grain specimens is also of interest. From the observations made in CHAPTER 7, the majority of
creep loading is spent attaining low values of creep strain due to the low strain rate in the
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secondary creep regime. This resonates well with the experimental data, as the lifetime
difference between the 0.61% and 1.25% pre-crept specimens was relatively small. This
difference in lifetime is likely also made shorter due to the decreased creep elongation at rupture
often exhibited by fine grain materials.
When compared against the experimental results obtained from nominal grain size
material, the fine grain and medium grain Pre-Creep+HCF response follows the same
observations made from the conventional HCF tests. In general, the fatigue lifetimes were much
longer than expected, and the fine grain lifetimes were on par with that of the nominal material.
In contrast, the difference between fine grain and medium grain specimens was clear; therefore,
it is proposed that these material heats simply exhibited a better baseline creep resistance than
the material heats cast for the nominal grain size specimens. This would also suggest that the
difference between the results sets define the potential scale of material scatter, which would be
on par with the significance of the grain size on the HCF lifetime.
From the results of these eight total experiments, the grain size positively affects HCF
lifetime in fatigue-driven load cases, but has either a detrimental effect or no effect on HCF
lifetime in creep-driven load cases. The observations made for the effect of pre-creep loading on
HCF lifetime of nominal material also holds true for fine grain and medium grain material. The
results also suggest that material scatter may have a greater significance than grain size for
creep-driven load cases.
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CHAPTER 9
CONCLUSIONS AND FUTURE WORK
9.1 Conclusions
Industrial gas turbine (IGT) blades are subjected to a myriad of life limiting loading
conditions. Among these potential failure modes are high-cycle fatigue (HCF) resulting from
high frequency dynamic blade excitation and the creep deformation originating from the steady
centrifugal load of the spinning blade during high temperature engine operation. These sources
of failure are not independent, and may act in parallel (Synchronous HCF+Creep) or
consecutively (Pre-Creep+HCF) to augment the risk of material fracture. The interaction of HCF
and creep (HCF+Creep) has been the subject of very limited literature, despite being the
foundation for understanding the interaction of HCF and non-isothermal loading. Existing
research is typically restricted to a small subset of loading conditions with the goal of interaction
identification rather characterization. Very limited research has also been carried out for PreCreep+HCF loading, which is an important design consideration for IGT blades. The creep
deformation and relaxation resulting from the elevated temperatures and long service lifetimes
may locally increase the risk of HCF failure over time.
As innovations in the industrial gas turbine industry continue to push the limits of blade
reliability and efficiency, these combined failure modes are likely to be more prevalent. Novel
and conclusive failure prediction frameworks capable of considering HCF+Creep must be
developed to meet this rising demand if next-generation turbine blades are to be successfully
designed. An expansive experimental campaign has been carried out in the pursuit of developing
such a framework. The material selected for this task was CM 247 LC, a conventionally cast Nibase superalloy commonly employed in IGT components. The experiments consisted of HCF
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and Pre-Creep+HCF tests conducted cylindrical dogbone specimens at temperatures of 750°C
and 850°C and stress ratios of -1, 0.54, and 0.85. Pre-creep strains ranged from 0% creep strain
to 3.75% creep strain. Limited fatigue testing was also performed on specimens aged for 1,800
hours, as well as fine grain and medium grain materials. Tensile tests were also conducted to aid
in developing the test matrix.
The experimental results were complemented by a rigorous failure analysis of the
fractured specimens. The observations made from the multi-scale assessment of the fracture
surfaces and the metallographic analysis of the sectioned samples were used to elucidate the
source and effects of the combined loading conditions. It was concluded that the interaction of
HCF and creep can be classified as either fatigue-driven or creep-driven. In a fatigue-driven
failure, the microstructural damage incurred during the pre-creep loading facilitates an early
fracture initiation that is ultimately propagated to failure though a fatigue load. In contrast, the
significant HCF mean stresses common to creep-driven failures are sufficiently large to instigate
creep damage during the fatigue loading. As a result, the creep-driven failures ultimately rupture
due to creep, and the presence of a pre-creep load worked to shorten the available rupture life of
the material.
A true synchronous HCF+Creep interaction was not quantified in the experiments, and
thus the independence of the order in which the loads were applied could not be determined. The
limited HCF and Pre-Creep+HCF tests conducted on fine grain and medium grain material
suggested that a smaller grain size has a detrimental effect on lifetime in the combined load case.
Additional testing is required to conclusively distinguish this debit from the experimental scatter
typical of material characterization.
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The experimental results obtained from the eighty-five experiments conducted over the
course of this study were used in conjunction with an extensive post-test fracture analysis to
develop two microstructurally-informed HCF+Creep life prediction frameworks: the Stress-Life
function-based HCF+Creep framework and the Wright-Gerber damage accumulation-based
HCF+Creep life prediction framework. Both frameworks are composed of three components: a
baseline HCF response model based on the stress-life response from the conventional HCF data,
a fatigue-driven HCF+Creep response model rooted in the geometric debit of the microstructural
pre-creep damage, a creep-driven HCF+Creep response model derived from the rupture time of
the material.
Development of these frameworks necessitated the use of non-standard Pre-Creep+HCF
experiments; however, future calibration of the framework for other material and temperatures
could substitute this exotic test type with experimental data and metallographic analysis of
standard creep tests and the experimental data from conventional HCF tests conducted on
smooth and notched samples. The unified frameworks are successfully benchmarked against the
experimental data. The frameworks were also used to construct a constant-life Haigh diagram
and calibrate a collection of Dietmann failure criteria that can be directly applied in IGT blade
design.
9.2 Future Work
The expansive test campaign and the development of the novel HCF+Creep framework
has highlighted many potential avenues of future research. The results of the experiments
conducted in this study suggest that higher temperatures would result in a greater debit to
HCF+Creep life, and that the creep-driven case would encompass a wider range of HCF loading
conditions. Additional HCF and Pre-Creep+HCF testing at a higher or lower temperature can be
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used to confirm this trend. The balance between fatigue-driven and creep-driven HCF+Creep
response could also be extended by testing stress ratios nearer to the intersection graphically
represented as the sharp decline in vibratory stress capability on the Haigh diagram. This will
likely be difficult to test due to material scatter, but the results may also shed light on
synchronous HCF+Creep loading. Mechanical testing using a high frequency load frame could
also be explored to shed light on this balance and synchronous HCF+Creep loading, but the
inconstant effect of load rate on fatigue life may make this an invalid measure. Extension of the
model to compressive mean stresses would also be a valuable avenue of research, as would PreCreep+HCF testing with compressive pre-creep strains. Employing alternative analysis methods,
such as comparing the roughness of specimen failure surfaces or the size fracture surface
features, could also be a focus of future research to improve the HCF+Creep framework.
Additional testing using alloys other than conventionally-cast CM 247 LC would also be
a worthwhile endeavor to confirm the applicability of the framework across materials. While
other material classes could be explored, conducting tests on directionally-solidified CM 247 LC
would be of particular interest due to the pervasiveness of this material in industrial gas turbine
design. Replicating a subset of the Pre-Creep+HCF experiments conducted over the course of
this study with specimens machined from material from other casting houses would benefit this
study. This data could be used to validate the assumption that the observed micro-porosity has
the same geometric consequence on fatigue life as the microstructural creep damage. This data
would also help to understand the amount of material scatter inherent to the combined load case.
Similarly, repeating a subset of the experiments using material that is also used for creep tests
will help validate the assumption of the rupture-dominated response in the creep-driven HCF
loading.
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The model characterizing the size of the microstructural damage with respect to creep
strain could also be expanded with additional data. A simple, linear model calibrated from data at
both 750°C and 850°C was utilized due to a lack of data. This relation is expected to differ with
temperature and creep stress and take on a non-linear trend. Creep tests halted before rupture at
various times and sectioned for metallographic analysis could be used to develop a higher
fidelity model for this aspect of the HCF+Creep framework. The framework could also be
expanded by replacing the bilinear creep time-deformation model with a primary-secondarytertiary creep model. This would be a significant effort in both model development and testing,
but the result would be greatly beneficial to the accuracy of the creep-driven response region of
HCF+Creep failure.
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SUMMARY OF LITERATURE HCF DATA
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Material
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†

Normalized
Frequency
Stress Amplitude
R (unitless) σa /σref (MPa/MPa)
f (Hz)
-1
0.220
0.2
0.198
0.6
0.150
-1
0.327
0.6
0.137
-1
0.337
0.2
0.230
0.6
0.126
-1
0.328
120
-1
0.309
120
-1
0.309
120
-1
0.270
120
-1
0.251
120
-1
0.232
120
-1
0.232
120
-1
0.232
120
-1
0.232
120
-1
0.230
120
-1
0.214
120
-1
0.194
120
-1
0.291
120
-1
0.270
120
-1
0.249
120
-1
0.248
120
-1
0.229
120
-1
0.260
120
-1
0.249
120
-1
0.228
120
-1
0.208
120
-1
0.271
120
-1
0.296
120
-1
0.271
120
-1
0.247
120
-1
0.272
120
-1
0.234
120
-1
0.215
120
-1
0.195
120
-1
0.185
120
-1
0.185
120
-1
0.185
120
-1
0.166
120
-1
0.310
120
-1
0.289
120
-1
0.268
120

Temperature Stress Ratio
T (°C)
593
593
593
815
815
926
926
926
650
650
650
650
650
650
650
650
650
650
650
650
800
800
800
800
800
800
800
800
800
900
900
900
900
650
650
650
650
650
650
650
650
800
800
800
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Cycles to
Failure
Nf (Cycles)
10000000
10000000
10000000
10000000
10000000
10000000
10000000
10000000
251189
339445
94825
608997
753222
466907
780383
965196
1112126
1304321
1995262
2602463
709485
1055614
1034508
1896417
2465175
6348506
7902806
8284151
15491908
681184
2592301
3205702*
35051323*
749894
1778279
3497438
7829788
20000000*
20000000*
20000000*
20000000*
1074608
1000000
6978306

Source
Kaufman 1984
Kaufman 1984
Kaufman 1984
Kaufman 1984
Kaufman 1984
Kaufman 1984
Kaufman 1984
Kaufman 1984
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2014
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016

Material
-

T (°C)
†

Mar-M 247
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247†
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
*: Run-out
†

Normalized
Frequency
Stress Amplitude
R (unitless) σa /σref (MPa/MPa)
f (Hz)

Temperature Stress Ratio

800
800
800
800
800
20
20
20
20
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650
650

-1
-1
-1
-1
-1
-1
-1
-1
-1
-1
-1
-1
-1
-1
-1
0.021
0.181
0.144
0.187
0.235
0.430
0.432
0.433
0.544
0.563
0.583
0.605
0.546
0.588
0.609
0.633

0.248
0.248
0.227
0.227
0.227
0.661
0.661
0.529
0.529
0.351
0.350
0.328
0.309
0.307
0.288
0.281
0.203
0.219
0.201
0.182
0.234
0.233
0.232
0.173
0.164
0.155
0.145
0.172
0.152
0.143
0.132

120
120
120
120
120
100
100
100
100
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60
60

: Material contained casting defects on the order of 400μm
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Cycles to
Failure
Nf (Cycles)
3254618
20000000*
20000000*
20000000*
20000000*
479800
243800
7348600
17000000
102667
425179
1389495
1389495
8317638
9740280
294152
425179
10000000*
10000000*
10000000*
33996
83176
173780
665054
682788
598608
1250670
10000000*
10000000*
19306977
100000000*

Source
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
Šmíd et al., 2016
McGaw et al., 1993
McGaw et al., 1993
McGaw et al., 1993
McGaw et al., 1993
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012
Gelmedin and Lang, 2012

APPENDIX B
SUMMARY OF LITERATURE CREEP RUPTURE DATA
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Material Name

Temperature

Normalized
Creep Stress
σcr /σref (MPa/MPa)

Rupture
Time
tR (hrs)

NiDI, 1995
NiDI, 1995
NiDI, 1995
NiDI, 1995
NiDI, 1995
NiDI, 1995
NiDI, 1995
NiDI, 1995
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Kaufman, 1984
Harris, 1984
Harris, 1984
Harris, 1984
Harris, 1984
Huang and Koo, 2004
Huang and Koo, 2004

Source

-

T (°C)

Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
Mar-M 247
CM 247 LC
CM 247 LC
CM 247 LC
CM 247 LC

760
871
927
982
1038
871
927
982
760
760
760
871
871
871
982
982
982
760
982
760
982
760
982

0.694
0.519
0.389
0.321
0.367
0.334
0.261
0.217
0.624
0.624
0.624
0.358
0.358
0.437
0.263
0.263
0.299
0.676
0.383
0.676
0.383
0.729
0.347

100
100
100
100
100
1000
1000
1000
274.7
140.9
300.2
217.9
818
724.6
126.6
412.1
220.8
131.3
57.1
91
54
75.5
69

CM 247 LC

760

0.589

162.5

Varma et al., 1995

CM 247 LC

760

0.589

158.1

Varma et al., 1995

CM 247 LC

982

0.330

66.9

Varma et al., 1995

CM 247 LC

982

0.330

71.8

Varma et al., 1995
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Material Name

Temperature

-

T (°C)

Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC
Mar-M 247 LC

705
705
705
817
817
927
927
705
705
705
705
817
817
817
817

Normalized Creep
Stress
σcr /σref (MPa/MPa)

Minimum
Creep Rate
𝜀̇𝑚𝑖𝑛 (hrs -1)

0.541
0.678
0.678
0.217
0.328
0.184
0.278
0.780
0.780
0.780
0.780
0.474
0.474
0.474

6.09·10-7
2.06·10-5
3.75·10-5
2.72·10-7
2.02·10-6
1.42·10-6
2.61·10-5
5.36·10-5
5.00·10-5
1.20·10-4
1.69·10-4
3.96·10-5
4.90·10-5
2.57·10-5
2.39·10-5

0.474
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Source
Gabb et al., 2007
Gabb et al., 2007
Gabb et al., 2007
Gabb et al., 2007
Gabb et al., 2007
Gabb et al., 2007
Gabb et al., 2007
Gabb et al., 2013
Gabb et al., 2013
Gabb et al., 2013
Gabb et al., 2013
Gabb et al., 2013
Gabb et al., 2013
Gabb et al., 2013
Gabb et al., 2013

APPENDIX D
SUMMARY OF HISTORICAL HCF DATA
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Temperature

Normalized
Stress Amplitude

Stress
Ratio

Frequency

T (°C)

σa /σref (MPa/MPa)

R (unitless)

f (Hz)

Nf (cycles)

750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850

0.284
0.289
0.294
0.294
0.305
0.305
0.315
0.326
0.326
0.210
0.231
0.231
0.236
0.236
0.242
0.242
0.247
0.158
0.163
0.168
0.142
0.158
0.158
0.173
0.274
0.285
0.302
0.314
0.325
0.331
0.342
0.228
0.234
0.240
0.245
0.251
0.148
0.154
0.154
0.160
0.160
0.171

-1
-1
-1
-1
-1
-1
-1
-1
-1
0
0
0
0
0
0
0
0
0.54
0.54
0.54
0.54
0.54
0.54
0.54
-1
-1
-1
-1
-1
-1
-1
0
0
0
0
0
0.54
0.54
0.54
0.54
0.54
0.54

70
70
100
70
100
117
116
100
104
100
70
104
70
70
100
114
100
106
113
110
100
100
80
100
95
95
95
95
100
100
100
100
100.6
100
100
100
100
94
100
95.5
100
100

13,797,000
34,655,000
19,645,628
10,580,000
6,348,366
31,329,469
6,537,119
34,000
4,139,295
100,000,000*
100,000,000*
62,236,187
4,381,000
89,354,000
39,532,417
237,312
253,162
49,432,085
198,382
1,342,599
100,000,000*
4,900,159
100,000,000*
1,687,782
87,457,700
35,063,854
75,085,546
2,683,221
1,578,486
1,380,191
3,322,491
66,925,000
39,944,000
24,244,798
62,236,405
5,084,060
35,401,100
19,970,000
12,036,100
21,486,400
17,896,319
5,761,005

*: Run-out
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Cycles to
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APPENDIX E
SUMMARY OF TENSILE EXPERIMENTAL RESULTS
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Specimen

1217-60
1217-61
1217-62
1217-63
1217-64
1217-65
1231-40
1231-41
1231-42
1231-43
1231-44
1231-45

Temperature

Normalized Yield
Strength

T (°C)

σy /σref (MPa/MPa)

Normalized
Ultimate Tensile
Strength
σu /σref (MPa/MPa)

750
750
750
850
850
850
750
750
750
850
850
850

0.843
0.828
0.841
0.823
0.795
0.774
0.761
0.777
0.750
0.837
0.801
0.768

1.056
1.017
1.046
1.019
0.999
1.008
0.969
0.999
0.912
0.999
0.990
0.986

313

Elastic
Modulus

Elongation

E (GPa)

εf (%)

157
133
143
118
136
145
186
165
126
155
120
138

7.0
6.4
6.1
8.7
7.4
6.7
6.7
7.3
4.0
6.2
7.9
8.1

APPENDIX F
SUMMARY OF PRE-CREEP EXPERIMENTAL RESULTS
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Specimen

Temperature

-

T (°C)

1217-04

750

1217-05
1217-06

750
750

Normalized
Creep
Stress
σcr /σref
(MPa/MPa)
0.536
0.536
0.604

Creep
Test
Duration

Creep
Strain

Secondary
Creep Rate

Time to
0.5%
Creep

Time to
1%
Creep

Time to
Rupture

t (hrs)

εcr (%)

ε̇min (hr -1)

t0.5% (hrs)

t1% (hrs)

tR (hrs)

2575

0.61

2.18·10-6

2264

-

-

0.41

2.09·10

-6

-

-

-

8.87·10

-6

523

-

-

-6

2099
532

0.53

1217-07
1217-08
1217-09

750
750
750

0.536
0.536
0.604

2375
3946
489

0.51
0.86
0.42

1.97·10
8.60·10-6

2327
-

-

-

1217-10
1217-11
1217-13
1217-14
1217-15

750
750
750
750
750

0.536
0.536
0.604
0.578
0.578

2435
1719
28
4076
1826

0.52
0.43
0.41
4.50
0.81

1.60·10-6
4.35·10-6

2430
-

-

4076
-

1217-16

750

0.631

442

0.85

1.55·10-5

194

-

-

1.20

2.90·10

-6

1607

3000

-

3.53·10

-6

1259

-

-

-5

253

742

-

257

707

-

1217-17
1217-18

750
750

0.552
0.552

3368
2952

0.86

1217-19

750

0.631

744

1.10

1.02·10

1217-20

750

0.631

720

1.02

1.13·10-5
-6

1217-21
1217-22
1217-23

750
750
750

0.552
0.552
0.631

2859
2625
651

0.99
0.91
1.09

3.15·10
1.27·10-5

1431
235

2859
646

-

1217-25

750

856

1.01

9.75·10-6

346

858

-

1217-26

750

2446

2.40

6.10·10-6

589

1923

-

1217-27

750

2640

2.80

-

-

-

-

1217-28
1217-29
1217-30
1217-31
1217-32
1217-33
1217-34
1217-35
1217-37
1217-38
1217-39
1217-40
1217-41
1217-42
1217-43

750
850
850
850
850
850
850
850
850
850
850
850
850
850
850

0.631
0.578 /
0.631
0.578 /
0.631
0.631
0.285
0.285
0.342
0.285
0.285
0.342
0.285
0.285
0.342
0.302
0.302
0.371
0.302
0.302

1464
1653
1931
796
2332
2444
807
1922
1939
478
3267
2925
488
1774
1917

2.38
0.33
0.58
0.53
0.56
3.50
0.64
0.54
0.67
0.48
2.73
3.75
0.96
0.84
1.02

2.60·10-6
4.74·10-6
2.00·10-6
8.50·10-6
1.16·10-5
3.53·10-6

790
1907
478
274
893
1137

487
1917

2444
2925
-

1217-44
1217-45

850
850

0.371
0.371

416
463

0.93
0.91

1.58·10-5
-

263
-

414
-

-

315

Specimen

Temperature

-

T (°C)

1217-46

850

Normalized
Creep
Stress
σcr /σref
(MPa/MPa)
0.302

Creep
Test
Duration

Creep
Strain

Secondary
Creep Rate

Time to
0.5%
Creep

Time to
1%
Creep

Time to
Rupture

t (hrs)

εcr (%)

ε̇min (hr -1)

t0.5% (hrs)

t1% (hrs)

tR (hrs)

2280

1.02

4.15·10-6

1332

2276

-

-6

1217-47
1217-48
1231-01
1231-02
1231-03

850
850
850
850
850

0.302
0.371
0.371
0.314
0.342

1754
1174
412
2263
1417

0.90
8.99
0.77
2.47
2.61

4.50·10
9.70·10-6

1052
-

-

1147
-

1231-04

850

0.371

1229

2.80

1.06·10-5

494

930

-

*: Creep stress raised to 0.631 MPa/MPa after 2213 hours of creep testing
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APPENDIX G
SUMMARY OF 750°C HCF AND PRE-CREEP+HCF
EXPERIMENTAL RESULTS
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Specimen

Temperature

Normalized
Stress Amplitude

Stress Ratio

Frequency

Creep
Strain

-

T (°C)

σa /σref (MPa/MPa)

R (unitless)

f (Hz)

εcr (%)

Nf (cycles)

1217-57
1231-12
1217-05
1217-13
1217-04
1217-15
1217-19
1217-27
1217-56
1217-09
1217-07
1217-16
1217-18
1217-20
1217-17
1014-25
1014-26
1231-30
1231-31
1217-11
1217-10
1217-06
1217-08
1217-22
1217-21
1217-25
1217-23
1217-28
1217-26

750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750
750

0.279
0.289
0.279
0.289
0.279
0.279
0.289
0.279
0.158
0.158
0.163
0.158
0.158
0.163
0.152
0.060
0.059
0.058
0.047
0.063
0.058
0.058
0.060
0.056
0.060
0.058
0.063
0.058
0.056

-1
-1
-1
-1
-1
-1
-1
-1
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85

60
70
85
40
80
85
46
80
60
50
90
90
80
90
75
75
75
80
50
85
85
55
80
80
80
55
50
85
50

0.00
0.00
0.41
0.41
0.61
0.81
1.10
2.80
0.00
0.42
0.51
0.85
0.86
1.02
1.20
0.00
0.00
0.00
0.00
0.43
0.52
0.53
0.86
0.91
0.99
1.01
1.09
2.38
2.40

16,478,388
7,364,275
941,783
2,794,624
1,336,499
1,007,113
4,313,720
127,977
100,000,000*
11,517,554
17,067,516
2,097,600
4,355,349
883,304
331,192
11,588,292
15,379,750
62,017,530
100,000,000*
6,026,109
72,264,005
7,586,018†
17,857,533
58,686,808
17,896,540
33,279,542
4,121,276
4,791,165
3,916,121

*: Run-out
†

: Test was interrupted
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Specimen

Temperature

Normalized
Stress Amplitude

Stress Ratio

Frequency

Creep
Strain

-

T (°C)

σa /σref (MPa/MPa)

R (unitless)

f (Hz)

εcr (%)

Nf (cycles)

1217-58
1217-29
1217-31
1217-30
1217-45
1217-39
1217-40
1217-59
1231-07
1217-32
1217-34
1217-42
1217-41
1217-43
1014-27
1014-28
1014-29
1231-06
1231-32
1217-38
1231-01
1217-47
1217-44
1217-46
1231-02
1231-03
1231-04
1217-35

850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850
850

0.285
0.280
0.285
0.274
0.285
0.314
0.280
0.154
0.137
0.126
0.137
0.126
0.137
0.131
0.046
0.042
0.040
0.040
0.051
0.040
0.046
0.040
0.040
0.051
0.033
0.037
0.040
0.046

-1
-1
-1
-1
-1
-1
-1
0.54
0.54
0.54
0.54
0.54
0.54
0.54
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85
0.85

60
80
55
80
50
85
80
60
60
80
80
50
50
50
75
75
75
50
50
90
85
80
50
85
85
85
90
85

0.00
0.33
0.53
0.58
0.91
2.73
3.75
0.00
0.00
0.56
0.64
0.84
0.96
1.02
0.00
0.00
0.00
0.00
0.00
0.48
0.77
0.90
0.93
1.02
2.47
2.61
2.80
0.54

16,192,838
9,178,201
4,725,280
990,209
18,413,681
10,216
39,300
9,027,788
41,132,888
3,382,601
3,662,107
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Failure

20,870,146
3,169,642
10,469,659
6,621,159
13,591,182
7,177,314
9,701,767
896,459
20,902,058
7,851,495
8,223,485
15,209,167
745,183
4,479,368
4,631,677
2,203,699
610,100

APPENDIX I
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Specimen

Temperature

Normalized
Stress Amplitude

Stress Ratio

Frequency

Aging
Duration

-

T (°C)

σa /σref (MPa/MPa)

R (unitless)

f (Hz)

tage (hrs)

Nf (cycles)

1231-08
1231-11
1231-09
1231-10

750
750
850
850

0.058
0.060
0.040
0.046

0.85
0.85
0.85
0.85

50
70
80
80

1,800
1,800
1,800
1,800

10,409,762
13,303,736
3,511,491
4,122,979
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Cycles to
Failure
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1217-07

1217-05

1217-09

324

1217-13

1217-15

1217-14

325

1217-16

1217-17

1217-18

326

1217-27

1217-19

1217-20

327

1217-29

1217-31
1217-30

328

1217-32
1217-34

1217-33

329

1217-35

1217-38

1217-37

330

1217-39

1217-40

1217-41
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1217-42

1217-43

1217-44

332

1217-45

1231-06
1231-04

333

1231-12

334

APPENDIX K
SUMMARY OF MEASURED DEFECT SIZES FROM
FRACTURED SPECIMENS
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Specimen

Temperature

-

T (°C)

1217-04
1217-05
1217-07
1217-09
1217-13
1217-14
1217-15
1217-16
1217-17
1217-18
1217-19
1217-20
1217-27
1217-29
1217-30
1217-31
1217-32
1217-33
1217-34
1217-37
1217-39
1217-40
1217-41
1217-42
1217-43
1217-45
1231-12

750
750
750
750
750
750
750
750
750
750
750
750
750
850
850
850
850
850
850
850
850
850
850
850
850
850
750

Normalized
Stress
Amplitude
σa /σref
(MPa/MPa)
0.279
0.279
0.163
0.158
0.289
0.279
0.158
0.152
0.158
0.289
0.163
0.279
0.280
0.274
0.285
0.126
0.137
0.314
0.280
0.137
0.126
0.131
0.285
0.289

Stress Ratio

Creep
Strain

R (unitless)

εcr (%)

-1
-1
0.54
0.54
-1
-1
0.54
0.54
0.54
-1
0.54
-1
-1
-1
-1
0.54
0.54
-1
-1
0.54
0.54
0.54
-1
-1

0.61
0.41
0.51
0.42
0.41
4.50
0.81
0.85
1.20
0.86
1.10
1.02
2.80
0.33
0.58
0.53
0.56
3.50
0.64
0.67
2.73
3.75
0.96
0.84
1.02
0.91
0.00
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Normalized
Creep
Stress
σcr /σref
(MPa/MPa)
0.536
0.536
0.536
0.604
0.604
0.578
0.578
0.631
0.552
0.552
0.631
0.631
0.578
0.285
0.285
0.342
0.285
0.285
0.342
0.285
0.302
0.302
0.371
0.302
0.302
0.371
-

Max Pore
Size

Max Creep
Defect Size

Lpore (μm)

Lcreep (μm)

65
102
67
35
49
78
124
84
115
128
81
78
157
113
353
164
141
28
166
23
87
286
123
120
96
28
25

0
0
0
101
0
66
0
40
92
72
0
0
135
0
0
152
552
0
478
687
0
0

APPENDIX L
SUMMARY OF FINE GRAIN HCF AND PRE-CREEP+HCF
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Specimen

Temperature

-

T (°C)

696-2
696-7
696-10
696-11
79-1-4
79-1-14
202-5
202-14

750
750
750
750
750
750
750
750

Normalized
Stress
Amplitude
σa /σref
(MPa/MPa)
0.305
0.059
0.060
0.058
0.060
0.060
0.060
0.060

Stress Ratio

Frequency

Average
Grain
Size

Creep
Strain

Cycles to
Failure

R (unitless)

f (Hz)

Lgrain (μm)

εcr (%)

Nf (cycles)

-1
0.85
0.85
0.85
0.85
0.85
0.85
0.85

80
70
60
60
60
60
60
60

90
90
90
90
90
90
254
254

0.00
0.00
0.00
0.00
0.61
1.27
0.38
0.71

100,000,000
4,085,622
12,008,072
20,530,239
10,292,384
7,949,161
45,218,952
23,181,732
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