Computational aerodynamic and aeroacoustic analyses of a submerged air inlet are performed at a low Mach number. A hybrid method is used, in which the flow in the vicinity of the inlet is solved through detached eddy simulation (DES) and the acoustic pressure in the far-field is computed through the use of a Ffowcs Williams and Hawkings integral. Several surfaces of integration are used, both solid and permeable. The inlet design is based on an experimental inlet developed by the National Advisory Committee for Aeronautics (NACA). The flow is solved first through steady-state RANS simulation, then timedependent DES is run from the converged results. The results from both RANS simulations and DES show good agreement with experimental data from NACA, both in terms of integral quantities and surface pressure coefficients. Pressure fluctuations are observed on both sides of the lip of the inlet, and are greater at low velocity ratios, with the velocity ratio defined as the ratio between the flow velocity at the duct entrance and in the free stream. A transition is observed between a quasi-laminar flow at a velocity ratio of 0.8 and a turbulent flow at velocity ratios of 0.6 and 0.4. This turbulent behavior at low velocity ratios is associated with much higher acoustic levels in the far-field. At low velocity ratios, the acoustic spectra in the far-field exhibit a broadband character with maximum levels distributed around a characteristic frequency given by the ratio between the flow velocity at the duct entrance and the duct entrance depth. At high velocity ratios, the spectra show tonal characteristics with peaks at around 90 percent of this characteristic frequency and at the corresponding harmonics. A comparison between the spectra from solid and permeable surfaces reveals that volume sound sources are negligible at this low Mach number. A visualization of the integrands of the Ffowcs Williams and Hawkings integral shows that sound sources are located on both sides of the lip of the inlet, at the position of impact of the vortices, and along the vortex wakes. Some observations regarding the use of solid and permeable surfaces of integration are made.
Introduction
NACA inlets, also called NACA ducts, are a type of submerged air inlet that has found application on many types of air and ground vehicles. Developed by the National Advisory Committee for Aeronautics (NACA) in the 1940s [1, 2] , they were originally conceived to efficiently draw air from the outside to the inside of an aircraft or missile, providing fresh air that can be used, for instance, in jet engines, cooling systems or carburetors. Their submerged design has the advantage of adding only a little additional drag, while providing a design-friendly way to get air into duct systems. Their use has since then been extended beyond airplanes and mis-siles, and nowadays they can also be found on some types of road and rail vehicles. From the experimental research of NACA design guidelines were defined, which have served as a generic design for NACA inlets since then. Despite their extensive use in the transport industry, few research papers have been published on their properties since the 1950s. Recently, a couple of numerical studies investigated the physics of the flow [3, 4] , with the aim of designing aerodynamically optimized inlets [5, 6] . These studies have provided some insights into the flow that complement the early experimental work by NACA.
Vehicle manufacturers are now faced with growing concerns regarding potential noise sources. As NACA inlets are usually placed on the external surface of a vehicle, they can potentially be a noticeable source of aerodynamic noise. However, the literature on this topic is very scarce. Airbus developed a model of silent NACA inlets aimed at reducing noise in stationary operation [7] , when external air is actively sucked into the duct. The work presented here focuses on a generic NACA inlet fixed on a moving vehicle, and is the first published research work on the aeroacoustic properties of NACA inlets. The case is idealized to an inlet fixed on a flat plate, under a subsonic flow. The inlet follows a standard design, and is a reproduction of the optimal geometry resulting from the experimental studies of Mossman et al. [2] at NACA. The goal of this research is twofold: firstly to set up a robust method to solve the flow through the inlet and to validate it against experimental data, and secondly to localize the sound sources and to characterize them in terms of frequency content, far-field noise levels and operating conditions. Aeroacoustic prediction of the flow around complex geometries at low Mach numbers has received a lot of attention in the past years, due to its numerous engineering applications, see e.g. [8] [9] [10] [11] . An overview of some of the challenges and methods used for these problems can be found in the reviews of Wang et al. [12] or Tam [13] . Trying to resolve the flow and the acoustics generated by complex flows is associated with many challenges. One of them comes from the fact that the acoustic field is typically of several orders of magnitude smaller than the flow field. Resolving both the flow and the acoustic fields simultaneously requires the use of high-order numerical schemes and adequate grids to prevent excessive dissipation and dispersion of the acoustic waves. To reduce numerical dispersion and dissipation, extensive research has been done with success on developing new differencing schemes aimed at aeroacoustic problems [14, 15] . However, these schemes are very sensitive to the grid structure and to the boundary conditions, and defining a well-structured grid around complex geometries can be a challenging task. To resolve this problem, work is being done on developing high-order overset grid methods [16, 17] .
Some of these issues can be avoided by using hybrid aeroacoustic methods that solve the flow field and the acoustic propagation in two steps. The term hybrid method covers of wide range of methods associated with an equally wide range of assumptions. These methods involve solving the flow in the vicinity of the geometry of interest, and from there extracting acoustic sources that are then propagated to an observer usually far from the sources. One of the most common approaches to extract sources of sound in the flow is to use an acoustic analogy. Acoustic analogies are exact formulations obtained from the governing equations of the fluid. The first of the kind was developed by Lighthill [18, 19] for free-field radiation and was later extended by Curle [20] to add the effect of solid surfaces, and by Ffowcs Williams and Hawkings [21] to account for moving solid and permeable surfaces. These analogies highlight the role of nonlinear effects of velocity fluc-tuations, entropy fluctuations, and viscous stresses as a source of sound. Howe [22] and Powell [23] later proposed acoustic analogies emphasizing the role of vorticity as a source of sound. When the convection effects on the acoustic field by the mean flow are negligible or homogeneous outside of the source region, integral formulations can give straightforward solutions for an observer placed in the far-field. The integral formulations of the Ffowcs Williams and Hawkings (FW-H) analogy have gained wide popularity because of their flexibility of use through the numerous proposed implementations.
In this study, a hybrid aeroacoustic method was used. The nearfield flow was simulated through compressible detached eddy simulation (DES) and the acoustics in the far-field was computed using a FW-H integral. Steady-state Reynolds-Averaged Navier-Stokes (RANS) simulations were run first and were checked against the experimental results of NACA. Once it was verified that the results were in good agreement, time-dependent DES were run. Results for the mean flow from the DES were checked against the RANS results and the experimental results. From the DES simulation results, an acoustic analysis was then performed, based on the computation of the FW-H integral on various solid and permeable surfaces.
This paper is structured as follows. In Section 1, the model of the generic NACA inlet is presented, together with the numerical methods for the flow and the acoustics. Quantities for monitoring and post-processing the flow simulations are defined. In the next section, the flow results from the RANS and the DES simulations are analyzed and compared with experimental results. Acoustic results in the far-field are then shown and discussed. The consistency of the results to a grid refinement is tested. Finally, conclusions and possibilities for future work are given.
Method

Model of submerged inlet
The generic NACA inlet used in this study is shown in Fig. 1 . As explained earlier, its design is based on one of the submerged inlets studied by Mossman et al. in wind tunnel tests [2] . In these tests, measurements were made on an inlet for which the shape could be changed according to four main design characteristics: the ramp angle, the curvature of the ramp walls, the lip shape and the width-to-depth ratio. In the experimental conditions, a set of design parameters was identified as being optimal. This optimal inlet has curved diverging ramp walls, a 7 °ramp angle and a width-to-depth ratio of 4. The geometry of the submerged inlet that we used for our simulations is a reproduction of the geometry of this optimal inlet. Dimensions of the model are given in Appendix. The external dimensions of the simulated inlet match the ones of the experimental inlet; the only noticeable difference can be found in the duct section downstream of the duct entrance plane. The experimental duct transitions from a constant rectangular section duct to a circular section diffuser as can be seen in Fig. 2 . Our model uses only the rectangular duct, the shape of which is more suitable for the grid used. Nevertheless, the absence of diffuser in the simulated model is not expected to be a source of error for the flow simulations, as the experimental results used for validation were measured upstream of this diffuser.
Non dimensional parameters
Results for the simulations are presented in terms of non dimensional variables. These variables are introduced here.
Inlet velocity ratio
Following the paper of Mossman et al. [2] , the inlet velocity ratio υ is defined as the ratio of the average axial velocity at the duct entrance plane to the axial velocity of the free stream
where the indices 0 and 1 represent values measured in the free stream and at the duct entrance plane (see Fig. 1 ) respectively, averaged over the transversal section of the duct for the latter.
Ram recovery ratio
NACA researchers used the ram recovery ratio as a mean to estimate the performance of a given submerged inlet. The ram recovery ratio, noted ρ in this paper, is defined as
where P T , 0 and P T , 1 are the total pressures measured in the free stream and at the duct entrance plane (averaged over the section) respectively, and where p 0 is the static pressure of the free stream.
Characteristic frequency
Based on the entrance depth, D , of the duct, the free stream velocity V 0 and the average axial velocity in the duct entrance plane V 1 , two characteristic frequencies f 0 and f 1 can be defined as
and
The last frequency approximately corresponds to the ratio between the velocity at which the vortices -these vortices are shown in Section 3.3 -detached from the side-walls are convected before impinging on the lip, and the diameter of the vortex core just before impacting the lip.
Simulations were performed at a Mach number of 0.1727 for a duct depth of D = 5 . 079 × 10 −2 m, giving f 0 = 1181 Hz.
Pressure coefficient
The pressure coefficient is defined as
where the subscript 0 indicates that the values are measured in the free stream.
Fluid dynamics
The flow simulations were run on the commercial software STAR-CCM+ [24] in its release 10.02.010. Steady-state results of the flow were first obtained through RANS simulations, and from there time-dependent DESs were run.
Turbulence modeling
Two turbulence models were tested in the RANS simulations:
the Spalart-Allmaras model [25] and the SST k − ω model [26] . The Spalart-Allmaras model was chosen for its fast and robust convergence. The SST k − ω model was chosen because it combines the accuracy of the k − ω model in boundary layers and of the k − model far from the walls. DESs were run only with the SST k − ω model, which is expected to be better suited than the Spalart-Allmaras model for this study since the flow exhibits strong adverse pressure gradients and detachment.
Time-dependent simulations
Time-dependent simulations were started from the converged solutions of the steady-state RANS simulations. Improved Delayed DES (IDDES) [27] was used for the time-dependent computations. The solution was advanced in time using a secondorder implicit temporal discretization scheme. Space derivatives are obtained with a hybrid second-order upwind (SOU)/bounded central-differencing (BCD) convection scheme. In this scheme, the flux on face f of a scalar φ is computed as φ SOU is calculated using a second-order upwind (SOU) scheme and φ BCD is computed using a bounded central-differencing (BCD) scheme. σ is a blending factor, set to 0.15 to favor the BCD scheme, which is less dissipative than the SOU scheme. The BCD scheme is a Normalized-Variable Diagram scheme [28] that uses a blended central-differencing (CD)/SOU scheme that turns into a first-order upwind scheme when the NVD value exceeds given bounds, thus guaranteeing boundedness. When working within the bounds of the NVD value, the Hybrid-BCD scheme is therefore second-order.
DES was chosen over RANS and LES for the following reasons. RANS places a relatively low demand on computational resources but it resolves only a narrow band of the acoustic spectra and averages the rest [29] . DES has been shown to resolve high frequencies better than RANS [30] . LES, on the other hand, gives a more accurate prediction of the aeroacoustic sources by resolving the large scales of the flow while only modeling the smaller scales. However, the computational requirements are still too high to perform full LES simulations for industrial applications [31] . DES offers a compromise between these two methods, solving the flow through a RANS-type model in the boundary layer and through a LES-type model in the separated regions of the flow. IDDES is an improved version of the Delayed DES (DDES). DDES solves the issues of modeled-stress depletion (MSD) and grid-induced separation (GIS) that can be encountered with DES, by using a length-scale limiter that is solution-dependent instead of only grid-dependent [32, 33] . In addition, IDDES addresses the problem of logarithmic-layer mismatch [27] . Recently IDDES has been shown to give good results in predicting the far-field acoustics of a landing-gear using a hybrid IDDES/FWH approach [34] . For these reasons the flow simulations were performed using IDDES. The simulations were run in compressible mode, to be able to resolve the propagation of the acoustic waves in the near-field and their scattering by near-by solid surfaces.
Choice of time-step
Certain requirements on the time-step must be met to allow for both flow-field and acoustic field to be accurately resolved. It must be both small enough to resolve the relevant scales of the flow and to resolve the propagation of the acoustic waves up to a frequency of interest, and big enough to keep the computational cost affordable. Based on these requirements, a time-step of 4 × 10 −5 s was used, corresponding to about 240 time iterations per convection cycle over the inlet. This time-step gives 21 samples per period at f 0 , and corresponds to a time during which a flow particle traveling at the free stream speed would take to travel one tenth of the lip thickness. We can therefore expect this time-step to be small enough to solve the structures of interest in the flow. This time-step corresponds to a Nyquist frequency of 12,500 Hz, which is one order of magnitude above the frequencies of interest.
Convergence
For the RANS simulations, it was observed that looking at the residuals of the equations was not a sufficient criterion for convergence. It was therefore also verified that the inlet velocity ratio and the flow rate through the duct entrance (see Section 2.2 for the definition of these variables) had reached a steady state towards the end of the simulation. For the time-dependent studies, simulations were run for 0.02 s before values were monitored and data extracted for the acoustic post-processing, corresponding to about two convection cycles over the inlet.
Far-field acoustics
The aim of the acoustic analysis is to estimate the acoustic radiation from the flow around the inlet, and to qualify and quantify it at various operating conditions.
To fulfil this goal, the FW-H acoustic analogy was used to estimate the acoustic pressure in the far-field. Acoustic sources were extracted from the resolved flow in the near-field and propagated in the far-field using the FW-H integral [21] . This integral is a solution of the FW-H wave equation, which is obtained from the exact equations of motion of the fluid. This equation is an acoustic analogy: its formulation is analogous to a wave equation, with on the left-hand side the terms that govern the propagation of the waves in an idealized medium and on the right-hand side the remaining terms that are identified as source terms. In the case of the FW-H formulation, this equation accounts for the presence of a moving surface in the fluid, solid or permeable (fictitious). When the lefthand side of the FW-H equation is expressed as a non-convective propagation term, and when the surface of integration is fixed, the FW-H integral can be written as [35] 
where r = | x − y | , and
In this equation, S is a function defining the FW-H surface: S = 0 on the surface and S > 0 in the external volume. P ij is the compressive stress tensor, ρ the density, ρ the density fluctuation around the time-averaged value, and n i the outward normal to the surface. This integral shows three terms on the right hand side, corresponding respectively to a monopole, a dipole and a quadrupole sound radiation. The quadrupole term -accounting for sound sources outside of S -was assumed to have a negligible contribution to the results for the low Mach number considered in this study and was therefore neglected.
Farassat's formulation 1A [36] of the FW-H integral was used, as implemented in Star-CCM+. The integral can be computed using two different approaches, the retarded time approach [36] or the source-time-dominant approach [37] , also sometimes called advanced time approach. The latter differs from the former in the sense that, instead of looking backwards in time to compute the contribution of each element of the FW-H surface to the pressure at the observer at a given time-step, it calculates the contribution of each element of the surface at the current time-step and propagates it forwards in time to build the pressure signal at the observer. As it only uses data at the current time-steps -as well as at a few previous time-steps to compute time derivatives -the source-time-dominant approach is more memory-efficient than the retarded time approach and was therefore chosen.
Nine control surfaces were used to evaluate the FW-H integral: six permeable surfaces PS1, PS2, PS3, PS1-open, PS2-open and PS3open, and three solid surfaces SS1, SS2 and SS3. Their positions are shown in Fig. 3 .
The three permeable surfaces PS1, PS2 and PS3 encapsulate the inlet entrance, PS1 being the closest and PS3 being the furthest to the inlet surface. The three solid surfaces SS1, SS2 and SS3 consist of the ramp, the ramp walls and the lip of the inlet, to which are added the sections of the external flat wall respectively bounded by PS1, PS2 and PS3. At the low Mach number considered, it is expected that solid surfaces account for the major part of the noise emitted by the flow.
The FW-H integral was also computed on open surfaces, PS1open, PS2-open and PS3 -open, which are obtained from PS1, PS2 and PS3 by removing their downstream ends. These surfaces were used as an alternative to PS1, PS2 and PS3 to prevent artificial contributions that can be introduced when the latter cut the vortex wakes. 
Computational domain, mesh and boundary conditions
The NACA inlet described in Fig. 1 was placed in a flat plate under a free stream as shown in Fig. 4 .
Boundary conditions and initial conditions
All solid surfaces -the external wall on which the inlet was placed, the surface of the NACA inlet and the surface of the ductwere modeled as no-slip walls. At the duct outlet, the pressure was prescribed and was controlled through a targeted mass-flow: the solver essentially adjusted the value of pressure on the boundary to reach the targeted mass flow during the simulation. For the DES, the pressure at the outlet of the duct was set to its converged value obtained through RANS simulations. The length of the domain upstream of the NACA inlet was adjusted to get a boundary layer thickness at the position of the NACA inlet entrance that matches the experiments. A so-called free stream boundary condition was used on the free boundaries of the domain, with a prescribed Mach number of 0.1727, a pressure of 101325 Pa and a temperature of 300 K. At this speed, the Reynolds number based on the entrance depth of the duct is around 10 5 . This boundary condition is based on the method of characteristics and treats the flow as one-dimensional near the boundary [38] [39] [40] , with a spatial coordinate taken along the normal to the boundary. It is therefore efficient at preventing reflections from outgoing waves normal to the boundary, but may fail to do so at grazing angles of incidence or in case of strong tangential mean flow [41] . In the setup shown in Fig. 4 , acoustic waves are expected to be nearly normal to most of the outer boundaries that may cause unwanted reflections. Preliminary studies had shown that the free stream boundary condition exhibited low reflection of acoustic waves in the domain without mean flow. With mean flow, this boundary condition should perform well for the upstream and downstream boundaries, where the flow is normal to the boundary. An uncertainty remains on the effect of the tangential mean flow on the behaviour of this boundary condition for acoustic waves impinging on the upper and lateral boundaries. To help dampen acoustic waves before they reach the boundaries, a gradual coarsening of the mesh was also set up, as shown in Section 2.5.2 . The reflection coefficient of the upper boundary was assessed on the simulation results using a two-microphone method [42] to decompose the field into outgo-ing and incoming waves: the results of this study are presented in Section 5 .
Mesh
The mesh, shown in Fig. 6 , was generated in Star-CCM+ using so-called trimmed cells -consisting mainly of hexahedral cells, and trimmed to fit the body -on top of a prism layer. The prism layer covers all the walls and was adjusted to ensure a y + value of around 1 everywhere (locally reaching 2 on the lip), with a total thickness of 0.2 D, a growth rate of 1.3 and 15 layers. Volumetric controls were used in the vicinity of the NACA inlet to refine the mesh locally. These controls are shown in Fig. 5 .
Mesh sizes for the various volumetric controls are represented in Table 1 , for the two meshes considered in this study. The coarser grid has a total of 13.3 M cells and was used throughout the study. The grid of 47.8 M cells was tested to assess the consistency of the results to grid refinement as shown in Section 6 ; its use was limited by the amount of computational resources available. It was judged that the 13.3 M cells mesh was sufficient to assess the main flow and acoustic properties of the inlet. Unless otherwise stated, the results in this paper were obtained on the 13.3 M cells mesh.
Data sampling and power spectral density
For the DESs, 0.02 s were run first before any data was recorded, corresponding to two convection cycles over the inlet. Then 2500 samples were recorded, corresponding to 0.1 s of simulation, or 10 convection cycles over the inlet. Mean field values were computed over these 2500 samples. Power spectral densities (PSD) were calculated with a Welch method [43] , by averaging over 21 sample series of 500 samples, with an overlap of 400 samples, using a Hanning window on each sample series. The number of averages was limited by the simulation time and gives a relative random error in the spectra of about ± 1 dB/Hz. The resulting spectra have a frequency resolution of 50 Hz, up to 12500 Hz. The resulting levels in dB/Hz were computed using p ref = 2 × 10 −5 Pa.
Steady-state flow results
In this section flow results for the RANS simulations are presented. These are compared to experimental data from NACA, in terms of boundary layer profile, ram recovery ratio and pressure coefficient on the surface of the inlet. 
Table 1
Volumetric controls and associated cell sizes. 
Boundary layer
In order to reproduce the experimental results of Mossman et al. [2] through modeling, the first step was to match the boundary layer profile. This was done by adjusting the distance between the inlet of the domain and the position of the NACA duct on the surface. It was shown by Mossman that the ratio of the boundary layer thickness to the entrance depth can have a significant impact on the efficiency of the inlet. In order to validate our simulations against the experimental results, it was thus important to ensure that the boundary layer correctly matched that of the experiments. The boundary layer velocity profile at the location of the duct entrance is shown in Fig. 7 . This profile is extracted from a simulation in the same domain that was presented in Fig. 4 , but without the NACA inlet. A reasonably good match was achieved.
Ram recovery ratio
The ram recovery ratio ρ, defined in Eq. (2) , is represented in Fig. 8 as a function of the inlet velocity ratio υ. The NACA data was measured for free stream speeds V 0 between 55 m/s and 80 m/s; our results were obtained for V 0 = 60 m/s. Convergence was not obtained for velocity ratios below 0.4; therefore simulation results are not shown for these velocity ratios. The results are in good agreement, with a maximum error of around 5%. For decreasing velocity ratios from 1 down to 0.6, the ram recovery ratio increases, a trend that is well reproduced by the simulations.
For υ = 0 . 6 down to 0.4, the two turbulence models start to behave differently, the Spalart-Allmaras model gives an increase in ρ, whereas the SST-k − ω gives a decrease in ρ. This decrease of ρ at low velocity ratios predicted by the SST-k − ω model seems to be consistent with the experimental behaviour of the inlet. The systematic over-prediction of the ram recovery ratio which is observed could be explained by the imperfect match in boundary layer between the simulated and experimental cases. Mossman experienced a loss of ram recovery ratio of 0.12 when using a thickened boundary layer [2] : a closer match of the ram recovery ratio could certainly be obtained by further adjustment of the boundary layer. Another explanation could be the difference in shape of the duct downstream of the duct entrance.
Flow visualization
Streamlines are represented in Figs. 9 and 10 . They correspond to the results of the RANS simulations for velocity ratios of 0.4, 0.6, 0.8 and 1.0. The results show that vortices are generated when the flow passes over the side-walls edges, as has previously been observed [3] . For high velocity ratios, these vortices are mostly sucked inside the duct. For lower velocity ratios, the vortices impinge right on the lip, and end up being deflected partly upwards, partly downwards.
Pressure coefficient on the inlet surface
The pressure coefficients C p along the ramp and on the lip (see Fig. 11 ) are represented in Figs. 12 and 13 respectively for various inlet velocity ratios. The results are shown for both the Spalart-Allmaras and the SST k − ω turbulence models, as well as for the experiments. Values are extracted in the y = 0 plane, that is the symmetry plane of the inlet. Data for a velocity ratio of 0.4 on the lip was not available for the experimental inlet.
Overall, the simulated results show a very good agreement with the experimental data. Pressure coefficients over the lip are very well predicted for the three velocity ratios. Pressure coefficients along the ramp also show a good match. A local drop in pressure can be observed at the starting point of the ramp in the simulated data. This is probably due to the sharp transition between the 0 °e xternal wall and the 7 °ramp in the simulated geometry, which was probably rounded on the experimental inlet. Small differences can be observed locally between the Spalart-Allmaras and the SST k − ω turbulence model.
DES flow results
Flow results from the DESs are presented here, and compared to the experimental data and the steady-state RANS results in terms of ram recovery ratios and pressure coefficients, computed from time-averaged values. Instantaneous visualizations of the flow are also shown, as well as pressure fluctuations on the surface of the inlet. 9 . Velocity in the y = 0 plane and streamlines in the −y half-space for various velocity ratios, for the steady-state RANS simulations using the SST k − ω turbulence model. Fig. 10 . Pressure coefficients on the walls and streamlines for various velocity ratios, for the steady-state RANS simulations using the SST k − ω turbulence model.
Ram recovery ratio
Vorticity
Visualization of the instantaneous vorticity is shown in Fig. 15 , as simulated with DES for various velocity ratios. From this figure it can be observed that streamwise vortices are generated from the edges of the ramp side-walls and are convected with the flow. The vortex cores on both sides are split by the inlet: part of the vortical field is sucked inside the duct and part is forced over the lip, downstream of the inlet. For high velocity ratios, most of the vortical region is sucked inside the duct, whereas for low velocity ratio, most of it is forced over the lip. The flow exhibits a transition from a nearly laminar state at a velocity ratio of 0.8 to a more turbulent state at a velocity ratio of 0.6.
Pressure coefficient on the inlet surface
To get a further assessment of the accuracy of the DES simulations, pressure coefficients on the inlet surface were compared with the ones obtained through RANS simulations and with the experimental data. Fig. 16 shows the mean pressure coefficient on the inlet surface, for the three velocity ratios. Figs. 17 and 18 show the pressure coefficients along the ramp and over the lip for both steady-state and time-dependent simulations. Pressure coefficients for the DES are computed using time-averaged values. DES results are in very good agreement with both RANS and experimental results. An improvement of the prediction can be observed at υ = 0 . 4 , where the values predicted through DES show a better match with experimental data. 
Pressure fluctuations on the inlet surface
Instantaneous pressure fluctuations on the surface of the inlet are represented in Fig. 19 for the three velocity ratios. Maximum fluctuations are located on the sides of the lip and can be correlated with the location of the vortex impacts observed in Fig. 15 . Fluctuations are of two orders of magnitude larger for a velocity ratio of 0.4 than for a velocity ratio of 0.8, highlighting the turbulent nature of the flow for low velocity ratios. Fluctuations are also strong downstream of the lip, following the path of the high vortical flow.
Acoustic results
In this section the results of the acoustic studies are presented. The far-field spectra obtained with the FW-H integral for the various surfaces are shown first, then the location of the sound sources is studied by looking at the integrands on the solid surfaces. Finally, the non-reflectiveness of the outer boundary is assessed, to make sure that the results are not biased by spurious acoustic reflections. Fig. 20 shows the PSD of the acoustic pressure in the farfield, at the observer location shown in Fig. 3 , for a velocity ratio of 0.4, computed using the various FW-H surfaces described in Section 2.4 . It can be seen that the three solid surfaces SS1, SS2 and SS3 give a very similar far-field spectrum for all frequencies above 0.5 f 1 . This means that the elements of surface extending from SS1 to SS2 and SS3 (see Fig. 3 ) do not contribute significantly to the far-field acoustics: in other words all the sound sources generated by the interaction of the flow and the solid walls are contained on SS1, on the inlet or very close around the inlet. The permeable surfaces PS1, PS2 and PS3 give significantly different spectra in the far-field, with levels up to 10 or 20 dB/Hz higher than the solid sur- The same behaviour is observed on SS3. This occurs for frequencies for which the wavelengths are of the same order of size, or larger, than the dimensions of the domain. They could therefore be explained by low frequency oscillations of the solution in the full domain, perhaps due to a numerical artefact from the simulations. For all these reasons, it seems reasonable to think that the correct spectrum is given by SS1 and SS2, which is consistent with the spectrum obtained with PS3-open over a large range of frequencies. A consequence of that is that the volume sources enclosed by PS3 must have a negligible contribution to the total radiated sound: the unsteady forces generated by the interaction of the flow and the surface of the inlet are the dominant sources of sound in this flow. Similar observations can be made on the spectra of Fig. 21 , at a velocity ratios of 0.6. A good agreement is observed between the spectra obtained with SS1, SS2 and PS3-open for frequencies between 0.5 f 1 and 3.5 f 1 . The surface PS2-open also shows a good agreement with SS1 and SS2, but only over the frequency range 1.5 f 1 -5 f 1 . This was not the case for a velocity ratio of 0.4, and it reinforces the idea that the surfaces PS1-open and PS2-open are af-fected by spurious oscillations due to turbulent eddies crossing the surfaces. Indeed, the over-prediction of the levels with PS2-open is lesser at a velocity ratio of 0.6 than 0.4 because the flow is less turbulent. An other observation that can be made from these plots is that the differences between SS1, SS2 and SS3 at low frequencies are smaller than for a velocity ratio of 0.4, perhaps because of the better convergence that was achieved in the solution of this less turbulent case.
Far-field acoustic spectra
For a velocity ratio of 0.8, see ume sources has been shown to be negligible, and they are free from the numerical artefacts observed on the permeable surfaces. The results for the surface SS1 are shown on the same graph for the three velocity ratios in Fig. 23 to highlight the differences due to the operating condition. Levels appear to be considerably higher for velocity ratios of 0.4 and 0.6 than for 0.8, which is consistent with the observations on the surface pressure fluctuations of Fig. 19 . Maximum levels are observed at around 0.7 and 0.9 f 1 for velocity ratios of respectively 0.4 and 0.6 -when ignoring the low frequency levels, which may be non-physical. At these velocity ratios, the spectra show a broadband character, reflecting the turbulent nature of the flow. For a velocity ratio of 0.8, the spectrum exhibits a peak at around 0.9 f 1 and at the corresponding harmonics 1.8 f 1 , 2.6 f 1 , 3.5 f 1 , 4.4 f 1 etc.
Ffowcs Williams and Hawkings sound sources on the inlet surface
The locations of the sound sources according to the FW-H acoustic analogy can be highlighted by representing the integrands of the FW-H integral on the solid surface SS3. They are shown in Fig. 24 . The results are concordant with the analysis of the surface pressure fluctuations shown in Fig. 19 : the sound sources are lo- cated principally on both sides of the lip and downstream along the vortex wakes, and have a larger strength at lower velocity ratios.
Assessment of the non-reflectiveness of the outer boundary
As explained in Section 2.5.1 , the acoustic properties of the free stream boundary condition are not well-known in presence of strong tangential mean flow, as is the case along the upper and lateral external boundaries. It is therefore important to verify that acoustic reflections from these boundaries are of low amplitude. Based on the dimensions of the domain and the location of the sources, the first potential reflection from the outer boundaries may come from the upper boundary, on top of the inlet. A two-microphone method [42] was used to estimate the reflection coefficient of the upper boundary, by decomposing the fluctuating field into outgoing and incoming waves. In this study, the "microphones" consist of probes inside the simulation domain, that are placed sufficiently far from the inlet so that the fluctuating pressure field is dominated by acoustic waves. The standard approach to the two-microphone method assumes a one -dimensional plane wave propagation between the microphones. This assumption is quite constraining and may lead to an under-estimate of the reflection coefficient in this study where the wave amplitudes are expected to decay as 1/ r from the source locations on the inlet surface. Therefore a derived approach was also used, assuming a spherical wave propagation from a fictitious point on the surface of the lip. The "microphones" are placed in the planes z = 3 . 94 D and z = 9 . 84 D, above the lip of the inlet. The analysis was run for several pairs of neighbouring microphones to get a local spatial average, in complement to the Welch averages used in the PSD computations. It is assumed that there exists a linear relationship between each pair of microphones, so that the transfer function H between the microphones at z = 3 . 94 D and the ones at z = 9 . 84 D can be estimated using Fourier transforms. This analysis was done on the data from the DES for a velocity ratio of 0.4, where the highest sound levels were obtained. Two estimates H 1 and H 2 [44] were used to compute the transfer function H , accounting for uncorrelated noise respectively at the output (microphones at z = 9 . 84 D) and at the input (microphones at z = 3 . 94 D). The resulting reflection coefficients are shown in Fig. 25 , for both the plane wave and the spherical wave decompositions. For both approaches, the peaks observed at 1.3 f 1 and 2.6 f 1 correspond to frequencies for which the two-microphone method fails because the system of equations to solve becomes linearly dependent [42] : they can therefore be ignored. Based on the plane wave decomposition, the reflection coefficient of the upper boundary is relatively constant up to 7 f 1 , and has values between 0.01 and 0.04. From the spherical wave decomposition, the reflection coefficient is overall logically higher, starting at a value of 0.08 at 0.1 f 1 , then decreasing to a value of about 0.03 at 0.5 f 1 and increasing again thereafter. Omitting the peak at 1.3 f 1 , the reflection coefficient overall lies under 0.1 for frequencies below 3 f 1 . In both approaches, the results at high frequencies are dominated by noise because the mesh was not able to resolve the propagation of the corresponding acoustic waves, and the transfer functions were therefore wrongfully computed. To sum up, this study estimates the reflection coefficient of the upper boundary to values under 0.1 for the frequency range 0.1-3 f 1 , and under 0.04 in the narrower frequency range 0.3-1 f 1 . It is reasonable to think that the lateral external boundaries have a similar reflection coefficient because they are locally exposed to the same flow conditions. Knowing that the inlet radiates sound with maximum levels at around 0.7 f 1 at this velocity ratio, see Fig. 20 , this study shows that the reflected acoustic waves are of low amplitude and supports the results presented in Section 5.1 .
Sensitivity to mesh refinement
It has been observed that DES shows a non-monotonic response to mesh refinement [45] , because the DES length scale that controls the turbulent model is dependent on the grid size. As a consequence, using a finer grid does not necessarily lead to more accurate results. However, the results should be consistent between grids of different sizes. To test the sensitivity of the results to the grid, a grid of 47.8 M cells was tested for a velocity ratio of 0.4. The sizes of its cells were introduced in Table 1 . Fig. 26 compares the pressure coefficient on the surface of the inlet obtained through DES with the 47.8 M cells mesh with the results from the 13.3 M cells mesh. The results are in good agreement. The only differences occur close to the inlet entrance, where the pressure differs slightly between the 13.3 M and the 47.8 M cells mesh, the results for the latter showing a better match with the RANS results. The results for the acoustics in the far-field are shown in Fig. 27 . The results for the solid and the permeable surfaces are consistent between the two meshes, with an average difference close to 0 dB/Hz, and a difference at various frequencies that overall remains between ±5 dB/Hz, with local peaks up to ±10 dB/Hz. The results with the coarser mesh are alternatively under-predicted or over-predicted, but overall agree reasonably well.
From this grid consistency study, it appears that the results do not change significantly when using a mesh containing three times more cells around the inlet. The 13.3 M cells mesh gives similar results at a much lower cost, with only a third of the computing time needed for the fine grid. It was judged sufficient for the purpose of this study.
Discussion
In this section, the results for both the flow simulations and the far-field acoustics are discussed. The numerical simulations of the flow around the NACA duct have revealed a transition from a quasi-laminar flow to a turbulent flow that may cause the generation of unwanted noise. This transition happens for a decreasing velocity ratio, somewhere between υ = 0 . 8 and υ = 0 . 6 . For low velocity ratios, when the high-vorticity flow along the ramp is encountering strong adverse pressure gradients before reaching the duct entrance, part of the vortices are forced over the lip (see Figs. 9 and 15 ). Turbulence eddies are created along the ramp due to a detachment of the flow, around half the length of the ramp, and are convected to the lip and over the lip by the vortices. These convected eddies may be the source of pressure fluctuations on the surface of the lip, leading to sound radiated in the far-field with dominant frequencies governed by the associated length and time scales. This is in accordance with the broadband character of the far-field sound for low velocity ratios, see Fig. 23 . The maxima of these broadband spectra seem to scale with the frequency f 1 related to the vortex characteristics. The laminar character of the flow at a velocity ratio of 0.8 would explain why the associated spectrum has mainly tonal and less broadband components, with a tonal fundamental frequency at about 0.9 f 1 and its harmonics all the way to the cutoff frequency of the mesh. Fig. 19 shows that the strongest pressure fluctuations on the surface of the inlet are located on each side of the lip, at the positions of impact of the vortices. Pressure fluctuations then decay along the vortex wakes. Fig. 24 confirms that the sound sources are indeed located at these positions according to the FW-H acoustic analogy. A good agreement is obtained between the far-field spectra obtained from the two surfaces SS1 and PS3-open. It shows that surface pressure fluctuations are the dominant sources of sound radiated to the far-field, and by consequence that other sources are negligible at this Mach number. The sound sources can therefore be considered as dipoles radiating from the surface of the inlet. In this specific study, with the considered observer at a polar angle of 90 degrees from the inlet, using the solid walls as integration surface works fine to predict the far-field spectrum. This statement would probably not be true at shallow angles because scattering of sound coming from some parts of the surface by other parts would not be correctly accounted for. In this paper, it is observed that spurious low frequency noise is generated by the con- vection of vortices through the downstream end of the permeable surface PS3, as can be seen in Figs. 20 -22 . This was previously observed, e.g. by Spalart [46] . This problem was overcome by removing the downstream end of PS3, leading to more accurate predictions. However this solution is not general. For example, if the observer was located downstream, using an open control surface would lead to underpredicted far-field sound levels. In such case, this issue could be overcome by using a closed control surface and by filtering out the spurious noise using additional measures, for example surface averaging at the downstream end, as discussed in details in [47] [48] [49] .
Conclusion
This paper has presented a first aeroacoustic study of a NACA duct. This investigation was performed for a low Mach number, on a generic design, for three velocity ratios. This velocity ratio is defined as the ratio between the flow velocity at the duct entrance and in the free stream. The sound radiated in the far-field was predicted with a hybrid aeroacoustic method, based on a coupling between simulations of the flow through DES around the inlet and computation of the far-field acoustic pressure using an FW-H integral. The flow was solved first through steady-state RANS and then through time-dependent DES for velocity ratios of 0.4, 0.6 and 0.8. The results show very good agreement with the experimental data from Mossman et al. [2] . It is observed that streamwise vortices are generated from the edges of the ramp side-walls and are convected by the flow to the duct entrance. They are partially sucked into the duct, partially forced over the lip, causing strong surface pressure fluctuations at the impact locations on both sides of the lip. These pressure fluctuations are of about two orders of magnitude larger for velocity ratios of 0.4 and 0.6 than for a velocity ratio of 0.8, due to a transition from a nearly laminar state to a more turbulent state that occurs as the velocity ratio decreases somewhere between 0.8 and 0.6. In the far-field, the sound spectra have two distinct characters, depending on the inlet velocity ratio. For a velocity ratio of 0.8, the levels are overall relatively low, but the spectra exhibit strong tonal components at around 0.9 f 1 and at the corresponding harmonics, where f 1 is a characteristic frequency given by the ratio of the flow speed at the duct entrance to the duct entrance depth. For velocity ratios of 0.4 and 0.6, the spectra show a more broadband character, with maximum levels at around 0.7 f 1 and 0.9 f 1 respectively.
The consistency of the acoustic results was verified by using several solid and permeable surfaces to compute the FW-H integral. For the considered observer at a polar angle of 90 degrees over the inlet, it appears that either solid or permeable surfaces can be used, in the condition that the permeable surface is placed sufficiently far from the inlet, and is open downstream. It should be noted that, for other observer positions, notably for downstream observers, these control surfaces may give erroneous results and additional measures may be needed. The good match between solid and permeable open surfaces shows that volume sources are negligible in this flow at this low Mach number. A visualization of the integrands of the FW-H integral on the solid surfaces reveals that sound sources are mainly located on both sides of the lip, matching the locations of the maxima of surface pressure fluctuations.
This study provides some first insights into the acoustics of these types of inlet. It reveals a particular behaviour of NACA inlets at low velocity ratios, that may be the source of unwanted noise on the vehicles on which they are placed. This work gives a first estimate of the location and the quantification of the sound sources generated by the flow around the inlet. In addition to the self-consistency study presented in this paper, the acoustic results would benefit from further numerical or experimental validations. An unknown at this stage is the interaction of the generated sound waves with the structures inside the duct, which may be the source of resonance phenomena that could also contribute to the exterior noise. Finally, this study was performed using DES, and in the future further accuracy in the flow and acoustic computations may be obtained using LES or direct numerical simulation (DNS). 
Appendix A
A.1. Dimensions of the inlet
The design for the inlet used in the simulations is shown in Fig. 28 . Main dimensions are given in Table 2 and ordinates for the divergent walls are presented in Table 3 .
A.2. Dimensions of the lip
The lip profile is shown in Fig. 29 . Lip ordinates are given in Table 4 , where quantities are normalized by the duct entrance depth D. The leading edge has a radius of curvature R = 0 . 094 D . 
