parallel variant of the block Gauss-Seidel iteration for the solution of block-banded linear systems is presented. The coefficient matrix is partitioned among the processors ss in the domain decomposition methods and then it is split so that the resulting iterative method has the same spectral properties of the block Gauss-Seidel iteration.
INTRODUCTION
Iterative methods are very attractive for the solution of large linear systems of equations
Mx=f
(I) with block-banded coefficient matrices, particularly matrices that arise from the numerical solution of partial differential equations and boundary value problems. In several cases, the matrix M satisfies some properties which guarantee the convergence of conjugate gradient-type methods and that of classical iterations (Jacobi, Gauss-Seidel, SOR).
The point and block Gauss-Seidel iterations are of great theoretical importance, and apart from the solution of the problem, they are widely used as preconditionings to improve the convergence of conjugate gradie&type methods. The Gauss-Seidel iteration requires the solution of a lower triangular system at each iterate, and when applied to banded systems, it is not suitable for implementation on a parallel computer. To emphasize parallel structures, usually the equations in (1) are reordered to obtain a system Gsi = 3 with some of the variables decoupled, and hence, computable in parallel. However, it is not guaranteed that the reordering preserves the eigenvalues of the iteration matrices, and hence, the two iteration schemes can have different rates of convergence.
If the matrix M arises from the discretization of an elliptic partial differential equation on a rectangular region, it is possible to find different orderings of the grid nodes which preserve the rate of convergence of the natural row-wise ordering (left to right, bottom to top) [1, 2] . In any case, these orderings, called multicolor schemes, are based on the geometry of the stencil, and it is not possible to generalize their theory for the solution of general-band matrices with different sparsity patterns.
In [3] , a parallel variant of the block Gauss-Seidel iteration for tridiagonal systems is introduced and compared to multicoloring schemes for the solution of linear systems arising from PDEs. The advantage of this algorithm is that it has the same rate of convergence 8s the block Gauss-Seidel iteration and it does not exploit the sparsity structure of each block, and hence, may be applied to any block tridiagonal system.
In this paper, we will especially deal with a generalization of the algorithm in [3] for the solution of block-banded linear systems. As in the former algorithm, the coefficient matrix is partitioned among the processors as in the domain decomposition methods [4, 5] , and then is split in order to obtain triangular subblocks which may be solved in parallel. The resulting iterative method corresponds to applying the block Gauss-Seidel iteration to a permuted system, but the reordering of the equations depends on the number of processors and not on the structure of the blocks of the matrix.
We apply this parallel Gauss-Seidel algorithm to the solution of linear systems arising from the discretization of linear initial value problems by means of boundary value methods (BVMs). BVMs derive from a generalization of linear multistep methods and have been extensively investigated in the last few years [6-111. Their stability properties make them an interesting alternative to the classical multistep methods provided that their implementation on a parallel computer reduces the computational cost.
In particular in this paper, we are concerned with a class of BVMs based on multistep methods called extended trapezoidal rules (ETBs) [S] . Any extended trapezoidal rule satisfies a different notion of stability which has the same significance for the multistep methods with boundary conditions as the A-stability for classical multistep methods. The discrete problem associated with the ETBs is a block-banded system in which the structure of each block depends on the structure of the ODE involved. Therefore, it is not possible to exploit the block structure as in the case of elliptic PDEs.
Section 2 of this paper is devoted to the parallel Gauss-Seidel iteration and to a theorem concerning its asymptotic behavior. In Section 3, we derive some properties of the linear system associated with ETRs that permit the use of the block Gauss-Seidel iteration and its parallel variant. Then, in Section 4, we introduce two preconditionings suitable for ETBs, and in the last section, we compare them with the parallel Gauss-Seidel algorithm on random initial value problems with eigenvalues in the negative complex half-plane.
THE PARALLEL GAUSS-SEIDEL METHOD FOR BLOCK-BANDED MATRICES
Let us consider the linear system (l), where M is block banded
the blocks Ai, Bij, and C, are 1 x 1 matrices, and s and T are the number of lower and upper off-diagonals.
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Let us suppose we have p processors (p < n/(2r) and p < n/s) and that there exists an integer k such that n = kp. Then, we may partition M in the following form:
where each block is a k x k matrix, Mi is banded with the same bandwidth of M in (2), and L: and 17: have, respectively, s off-diagonals in the upper-right corner and r off-diagonals in the lower-left corner (see 
We define now as the block parallel Gauss-Seidel iteration the algorithm given by the following recursion (see Figure 1 ):
This algorithm is a generalization to band matrices of the parallel Gauss-Seidel iteration presented in [3] and corresponds to applying the block Gauss-Seidel iteration to a permuted system, where the reordering of the equations depends on the number of processors used. Let
be the iteration matrix associated to (4) (note that on one processor this scheme reduces to the Gauss-Seidel iteration, that is Gr E G). The following theorem states the relation between the spectral radius associated to the iteration matrices of the sequential and the parallel algorithms.
THEOREM 2.1. Ifp 5 n/(2r) and p I n/s, then the iteration matrices of the block Gauss-Seidel iteration and of the parallel block Gauss-Seidel iteration have the same eigenvalues.
PROOF. The proof is just the same of that of the analogous theorem in [3] . Let G and G, be the matrices, respectively, in (3), (5). For a fIxed (Y E C, one has
Consider X # 0 an eigenvalue of G. Then, we have
By using the similarity transformation matrix This algorithm is highly parallel on p processors, since each processor performs the same operations before any communication. On a shared memory computer, it requires two synchronizations among the processors instead of the send/receive operations. (crl + Cd + (log, PMm,
In Table 1 , we report the operation count and the communication time for the sequential and the parallel block GaussSeidel algorithms, assuming that the block matrix has dense blocks. We denote with rni the number of iterates of the parallel algorithm on i processors, and with ci the time necessary for a vector of i elements to be sent.
From Theorem 2.1, we can now derive the efficiency of the parallel algorithm. In fact, if we desire an accurate solution, then the scalar and the parallel algorithms on p processors converge with almost the same number of iterations (ml fi: mP in Table l) , and hence, the theoretical relative performance is almost p.
BOUNDARY VALUE METHODS AND EXTENDED TRAPEZOIDAL RULES
In recent years, a wide variety of methods with different stability properties have been proposed for the numerical solution of ODES. Among these, BVMs are attractive both for their easy definition which generalizes that of linear multistep methods, and for their good stability properties that allow us to overcome both the Dahlquist barriers of the multistep formulas [6-121. For the purposes of this paper, we consider the solution of the linear initial value problem 
N-n+l, ifn=N-k+2 ,..., N,
where, for n = k, . . . , N, the coefficients fip are defined so that the corresponding formulas are of order 2k,, h, is the stepsize and to < tl < . a. < tN = tf are the mesh points, t, = t,_l + h,.
Forn=N-k+2,..., N, the used formulas have a lower accuracy. Nevertheless, apart from the last few components, the global error of the (2k -1)-steps ETR is of order 2k [S].
In matrix form, (7) is equivalent to a linear system whose coefficient matrix Mk(E) is block banded with k lower and k -1 upper off-diagonals.
In [4] , it is proved that if we use constant stepsize, then for n = k, . . . , N-k, the coefficients &'
are independent of the stepsize and satisfy 34 P. AMODIO AND F. MAZZIA by means of the following (2k -l)-steps BVM based on extended trapezoidal rules (ETR):
Moreover, for any k, the (2k -1)-steps extended trapezoidal rule is stable in the negative complex half-plane. This means that, applied to the scalar test equation, for any constant stepsize h, its numerical solution has the same asymptotic behavior of the continuous one. This property, together with a convergence result given in [S], make ETRs an attractive class for the solution of ODEs, provided that a fast solver for the solution of the discrete problem (7) is available.
The coefficient matrix Mk(E) satisfies a theorem which allows us to use the Gauss-Seidel iteration. The following lemma deals with the scalar case (r = 1). Then, we generalize the obtained result to block problems. 
The Gauss-Seidel iteration is convergent if p(L(E)-'U(E)) c 1. An upper bound for the eigenvalues of L(E)-'U(E)
d erives from the following similarity transformation:
?-lL(E)-lU(E)* = (I* @T-l) (Lh '8 E + S '8 1,.)-l (uh 63 E) (I,@3 T) =(Lh~A+S~'I,)-l(Uh~').
By considering the permutation matrix Q, one has that
is an upper-block triangular matrix which has the r blocks L(Xi)-'U(Xi) on the main diagonal. The result follows from Lemma 3.1. I
)10( t,: 1-D
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The use of the ETRs in (7) to solve the continuous problem (6) requires the knowledge of Ic -1 additional initial conditions. They must also be of the same order 2k of the used ETR. The general definition in [6] allows us to use in (7) the following formulas:
2k-1 in -in-I = h, c P:(Eyi +b(ti)), n=l,...,k-1,
i=o instead of the initial conditions yi, . . . , y&l.
The resulting discrete problem has the coefficient matrix with a band structure, apart from some additional points on the first k -1 rows (see Figure 2 ). Moreover, since the stability domains of the formulas (11) are smaller than those in (7), we must use suitable initial stepsizes. The parallel Gauss-Seidel iteration presented in the previous section may be used for solving the obtained linear system (where s = r + 1 = k) provided that the number of rows per processor is greater than 2k -2, since in this case, the elements outside the band structure of the matrix (see Figure 2 ) are elaborated only by the first processor.
PRECONDITIONING TECHNIQUES FOR BVMS
In order to construct a code for the solution of IVPs by means of BVMs, it is important to find a fast and stable parallel algorithm for the solution of banded linear systems.
In the previous section, we have proved that, by choosing an appropriate stepsize and ETRs of order up to 8, it is possible to use successfully the block Gauss-Seidel iteration and its parallel variant of Section 2.
Nevertheless, since we need a solver suitable when a step variation strategy for the equidistribution of the local truncation error is applied, more robust methods, such as preconditioned conjugate gradient-type methods, must be considered.
In the following sections, we shall define two preconditionings.
Both the approaches use an approximation of the coefficient matrix based on the matrix associated to ETRs of lower order (see [14] ) in order to have a preconditioning mai trix with a lower number of off-diagonals, and hence, a small computational cost for the solution of the associated linear system. As we will see in Section 5, the parallel algorithms have good relative performances.
Therefore, ETRs may really become an alternative way for the solution of IVPs that take advantage of the parallelization across the time, not allowed by the usual step-by-step methods.
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Preconditioning Based on the Gauss-Seidel Iteration
Consider the following splitting for the matrix Mk associated to Mk=LI,+Uk, the ETR of order Ic:
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where Lk, the lower-block triangular part of Mk, is nonsingular, since we choose the stepsizes in the stability domain of the BVM considered.
As an approximation of M,', we may choose the matrix Pi1 = (I -L,'uk)L,'. This is equivalent to performing two steps of the Gauss-Seidel iteration with the null vector as initial guess. We have
that is, the eigenvalues of the preconditioned matrix are inside the ball with center in 1 and radius p((L,1uk)2). By Theorem 3.2, we know that p(Liluk) < 1 and the preconditioning results are effective.
The parallel implementation of this algorithm is simply obtained by using as preconditioning two steps of the parallel Gauss-Seidel iteration. Theorem 2.1 ensures that the eigenvalues of the preconditioning matrix are not modified.
The solution of the linear system PkY = z becomes more expensive when the order of the ETR grows, because the number of off-diagonals of the matrix grows. To reduce the number of operations of the whole algorithm, we may also consider as preconditioning the matrix P, based on the parallel Gauss-Seidel iteration applied to a method of order 2r < 2k. Numerical experiments have shown that the methods of order 2 and 4 are sufficient to obtain a good approximation of the coefficient matrix.
Preconditioning Based on a Direct Method
A different kind of preconditioning for Mk is obtained by choosing the matrix M, (T < k)
given by a method of lower order and considering its exact solution by means of a direct method. The idea is obviously not suitable when we choose T 2 2 and the ODE is large and sparse, since direct methods and particularly parallel direct methods destroy the sparsity pattern of the coefficient matrix and create large fill-in block vectors (see [4, 5] ). On the other hand, when the blocks are dense, the block LU factorization and its parallel implementation (obtained by using domain decomposition methods) give a fast and stable solution.
However, practical considerations on the computational cost and on the spectrum of the preconditioned matrix suggest to use the trapezoidal rule (r = 1). For the obtained block-bidiagonal coefficient matrix Ml (that corresponds to Pr of the previous section), several efficient parallel direct methods can be found in the class of domain decomposition methods (see [15, 16] ). This problem was solved with a BVM based on the ETR of order 8, by considering hr = 10v4, hi = l.lhi_r and n = 128. The obtained absolute error with respect to the theoretical solution is 3.23. 10m4. Figures 3 and 4 show the spectra of the matrices M4 and Lh'U4. The spectral radius of LT'U4 is less than one, and hence, it is possible to use the Gauss-Seidel iteration. Moreover, as shown in Figures 5-7 , the preconditioned matrices M, -lM4, Pg'M4, and Ph'M4 have the eigenvalues in the left half of the complex plane and clustered near 1; that is, we have a good approximation of the inverse of M4.
NUMERICAL TESTS
In this section, we present the results of some numerical experiments comparing the preconditionings introduced in the previous section with the parallel block Gauss-Seidel iteration. We We compared the following algorithms:
l G.S.: Parallel Gauss-Seidel iteration; l P.G.S.: Bi-CGSTAB with preconditioning based on two steps of Gauss-Seidel applied to the ETR of order 2 or 4 (we show only the best between the two preconditionings); P. AMONO AND F. MAZZIA l P.DIR: Bi-CGSTAB with preconditioning based on a direct method applied to the trapezoidal rule.
In Tables 3-5 , we report the obtained results on 1, 4, 16 processors. Recall that the G.S. algorithm on 1 processor corresponds to the sequential Gauss-Seidel iteration. 
APPENDIX
In this section, we show the spectra of the considered ODES and the parameters used for their numerical solution.
All the matrices E were obtained by considering the orthogonal matrix of the QR factorization of a random matrix to perform a similarity transformation of a structured (diagonal or tridiagonal) matrix. This choice allows us to consider very general problems with the eigenvalues in the left half-plane.
In all the problems, at the end of the considered time interval the steady state solution is reached. Table 6 represents the used ho and y. The following figures concern the spectra of the ODE considered. The first three problems (Al)-(A3) have equidistributed eigenvalues (see Figures B-10 ). The last two (A4),(A5) have most of the eigenvalues clustered (see Figures 11 and 12) . -10-l
