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Abstract
Criteria are established for existence of multiple positive solutions to the boundary value problems
expressed by second-order delay differential equations of the form

−(p(t)y′(t))′ + q(t)y(t) = f (t, y(t − τ), y(t + a)), t ∈ (0,1),
αy(t) − βy′(t) = η(t), t ∈ [−τ,0],
γy(t) + δy′(t) = ξ(t), t ∈ [1,1 + a],
where 0 < τ,a < 1/4 are suitably small, p ∈ C1[0,1], p > 0, q ∈ C[0,1], and q  0.
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In recent years, many authors have paid attention to the research of boundary value
problems for functional differential equations because of its potential applications (see,
for example, [1,5–9,11]). In a recent paper [7], by applying a fixed-point index theorem
in cones, Jiang studied the existence of multiple positive solutions for the boundary value
problems described by second-order delay differential equations of the form:

y ′′(x) + f (x, y(x − τ ))= 0, 0 < x < 1,
y(x) = 0, −τ  x  0,
y(1) = 0,
(1.1)
where 0 < τ < 1/4 and f ∈ C([0,1]× [0,+∞), [0,∞)), which extended the main results
of [4,10] to BVP (1.1).
In this paper, motivated and inspired by [1,3,7], we are concerned with the existence of
multiple positive solutions for the boundary value problems expressed in terms of second-
order delay differential equations of the form:

(Ly)(t) = f (t, y(t − τ ), y(t + a)), t ∈ (0,1),
αy(t) − βy ′(t) = η(t), t ∈ [−τ,0],
γy(t) + δy ′(t) = ξ(t), t ∈ [1,1 + a],
(1.2)
where 0 τ, a < 1/4, f ∈ C([0,1] × [0,+∞) × [0,+∞), [0,+∞)), α,β, γ, δ  0 with
ρ := αγ + αδ + βγ > 0, η ∈ C([−τ,0], [0,∞)), ξ ∈ C([1,1 + a], [0,∞)), η(0) =
ξ(1) = 0, and (Ly)(t) := −(p(t)y ′(t))′ + q(t)y(t). Here p ∈ C1([0,1], (0,∞)), q ∈
C([0,1], [0,∞)). We shall also assume that λ = 0 is not an eigenvalue of Ly = λy subject
to the following conditions:
αy(0) − βy ′(0) = 0, γy(0)+ δy ′(0) = 0. (1.3)
As a consequence, it follows that the smallest eigenvalue λ1 of the problem Ly = λy
subject to (1.3) satisfies λ1 > 0 and the corresponding eigenfunction ϕ1(t) does not
vanish on (0,1). Without loss of generality, we may assume ϕ1(t) > 0 on (0,1) and
‖ϕ1‖[0,1] = max0t1 |ϕ1(t)| = 1.
Let G(t, s) denote Green’s function for the problem Ly = 0 subject to condition (1.3).
It is well known that G(t, s) may be written as
G(t, s) = 1
c
{
φ(t)ψ(s), 0 t  s  1,
φ(s)ψ(t), 0 s  t  1,
where φ(t) and ψ(t) satisfy
Lφ = 0, φ(0) = β, φ′(0) = α, (1.4)
Lψ = 0, ψ(1) = δ, ψ ′(1) = −γ, (1.5)
and where
p(t)
(
φ(t)ψ ′(t) − φ′(t)ψ(t)) ≡ −c. (1.6)
It may be shown that φ(t) 0 and is increasing on [0,1] while ψ(t) 0 and is decreasing
on [0,1]. As a consequence, it follows that c > 0 and, furthermore, we have
C.Z. Bai, J. Ma / J. Math. Anal. Appl. 301 (2005) 457–476 4590G(t, s)G(s, s), 0 t, s  1, and (1.7)
G(t, s) σ(t)G(s, s), 0 t, s  1, (1.8)
where
σ(t) := min
{
φ(t)
φ(1)
,
ψ(t)
ψ(0)
}
< 1. (1.9)
We shall need the following well-known lemma. See [2] for a proof and further discus-
sion of the fixed-point index.
Lemma 1.1. Assume that E is a Banach space and K ⊂ E is a cone. Let Kr = {x ∈ K;
‖u‖ < r}. Furthermore, assume that A :K → K is compact and Ax 	= x for x ∈ ∂Kr =
{x ∈ K; ‖x‖ = r}. Thus, one has the following conclusions:
(1) If ‖x‖ ‖Ax‖ for x ∈ ∂Kr , then i(A,Kr,K) = 0.
(2) If ‖x‖ ‖Ax‖ for x ∈ ∂Kr , then i(A,Kr,K) = 1.
2. Main results
Let E = C[−τ,1+a] be endowed with the maximum norm ‖y‖ = max−τt1+a |y(t)|
for y ∈ E, and let K ⊂ E be a cone defined by
K = {y ∈ E;y(t) 0 for all t ∈ [−τ,1 + a], and
y(t) σ(t)‖y‖ for each t ∈ [0,1]},
where σ(t) is as in (1.9).
Suppose that y(t) is a solution of (1.2), then it can be written as
y(t) =


y(τ ; t), −τ  t  0,
1∫
0
G(t, s)f
(
s, y(s − τ ), y(s + a))ds, 0 t  1,
y(a; t), 1 t  1 + a,
where
y(τ ; t) =


e(α/β)t
(
1
β
0∫
t
e−(α/β)sη(s) ds + y(0)
)
, t ∈ [−τ,0], β 	= 0,
1
α
η(t), t ∈ [−τ,0], β = 0,
and
y(a; t) =


e−(γ /δ)t
(
1
δ
t∫
1
e(γ /δ)sξ(s) ds + eγ/δy(1)
)
, t ∈ [1,1 + a], δ 	= 0,
1
ξ(t), t ∈ [1,1 + a], δ = 0.γ
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x0(t) can be expressed as follows:
x0(t) =
{
x0(τ ; t), −τ  t  0,
0, 0 t  1,
x0(a; t), 1 t  b,
where
x0(τ ; t) =


1
β
e(α/β)t
0∫
t
e−(α/β)sη(s) ds, t ∈ [−τ,0], β 	= 0,
1
α
η(t), t ∈ [−τ,0], β = 0,
and
x0(a; t) =


1
δ
e−(γ /δ)t
t∫
1
e(γ /δ)sξ(s) ds, t ∈ [1,1 + a], δ 	= 0,
1
γ
ξ(t), t ∈ [1,1 + a], δ = 0.
Remark 2.1. Obviously, x0(t) 0 for each t ∈ [−τ,1 + a].
Let y(t) be a solution of (1.2) and x(t) = y(t) − x0(t). Noting that x(t) ≡ y(t) for
0 t  1, we have
x(t) =


x(τ ; t), −τ  t  0,
1∫
0
G(t, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds, 0 t  1,
x(a; t), 1 t  1 + a,
where
(x + x0)(s − τ ) := x(s − τ ) + x0(s − τ ),
(x + x0)(s + a) := x(s + a) + x0(s + a),
x(τ ; t) =
{
e(α/β)tx(0), t ∈ [−τ,0], β 	= 0,
0, t ∈ [−τ,0], β = 0,
and
x(a; t) =
{
e−(γ /δ)(t−1)x(1), t ∈ [1,1 + a], δ 	= 0,
0, t ∈ [1,1 + a], δ = 0.
Define an operator A :E → E as follows:
(Ax)(t) :=


(B1x)(t), −τ  t  0,
1∫
0
G(t, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds, 0 t  1,(B2x)(t), 1 t  1 + a,
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(B1x)(t) :=


e(α/β)t
1∫
0
G(0, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds,
β 	= 0,
0, β = 0,
and
(B2x)(t) :=


e−(γ /δ)(t−1)
1∫
0
G(1, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds,
δ 	= 0,
0, δ = 0,
for t ∈ [−τ,0] and t ∈ [1,1 + a], respectively.
It is easy to derive that y is a positive solution of BVP (1.2) iff x = y −x0 is a nontrivial
fixed point x of A :K → K , where x0 be defined as before.
Firstly, we have
Lemma 2.1. A(K) ⊂ K .
Proof. For x ∈ K , we have from (1.7) that Ax(t)  0, t ∈ [−τ,1 + a]. Moreover, we
have from the definition of A that Ax(t)Ax(0) and Ax(t)Ax(1), for t ∈ [−τ,0] and
t ∈ [1,1 + a], respectively. Thus, ‖Ax‖ = ‖Ax‖[0,1] = max0t1 |Ax(t)|. It follows from
(1.7) and (1.8) that
(Ax)(t) σ(t)
1∫
0
G(s, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds
 σ(t)‖Ax‖[0,1] = σ(t)‖Ax‖, t ∈ [0,1].
Thus, A(K) ⊂ K . 
Secondly, similarly to the proof of Theorem 2.1 in [6], we obtain that
Lemma 2.2. A :K → K is completely continuous.
Let ϕ1 and λ1 be defined as before. We formulate some conditions, which will play roles
in this paper, for f (t, u, v) as follows:
(H1) lim inf
u+v→0+
min
t∈[0,1]
f (t, u, v)
u + v = ∞.
(H2) lim inf
u+v→+∞ mint∈[0,1]
f (t, u, v)
u + v = ∞.
(H3) lim sup max f (t, u, v) = 0.
u+v→+∞ t∈[0,1] u + v
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u+v→0+ mint∈[0,1]
f (t, u, v)
u + v >
1
2
λ1(1 + M1), where
M1 = (τ + a)(1 − τ − a)‖ϕ
′
1‖[0,1] + 2(a + τ )
1−τ−a∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
τ+a
σ (t)ϕ1(t − a) dt
.
(H5) lim inf
u+v→+∞ mint∈[0,1]
f (t, u, v)
u + v >
1
2
λ1(1 + M2), where
M2 = (τ (1 − τ ) + a(1 − a))‖ϕ
′
1‖[0,1] + a + τ
1−τ∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
a
σ (t)ϕ1(t − a) dt
.
(H6) lim sup
u+v→+∞
max
t∈[0,1]
f (t, u, v)
u + v <
1
2
λ1(1 − m), where
m =
(τ (1 − τ ) + a(1 − a))‖ϕ′1‖[0,1] + a + τ −
1∫
1−τ
σ (t)ϕ1(t) dt −
a∫
0
σ(t)ϕ1(t) dt
1−τ∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
a
σ (t)ϕ1(t − a) dt + a + τ
< 1.
(H7) There is a h1 > 0 such that 0 u h1 + ‖x0‖[−τ,0], 0 v  h1 + ‖x0‖[1,1+a], and
0 t  1 implies
f (t, u, v) < µh1, where µ =
( 1∫
0
G(s, s) ds
)−1
and G(t, s) is the Green’s function to Ly = 0 subject to the boundary condition (1.3).
(H8) There is a h2 > 0 such that σ1h2  u h2, σ2h2  v  h2, and 0 t  1 implies
f (t, u, v) > bh2, where b =
( 3/4∫
1/4
G
(
1
2
, t
)
dt
)−1
,
σ1 = min
{
φ(1/4 − τ )
φ(1)
,
ψ(3/4 − τ )
ψ(0)
}
> 0,
σ2 = min
{
φ(1/4 + a)
φ(1)
,
ψ(3/4 + a)
ψ(0)
}
> 0.
Remark 2.2. If 0 < τ,a < 1/4 are suitably small, then we easily known that m < 1 is
satisfied.
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Lemma 2.3. If (H1) and (H2) are satisfied, then there exist 0 < r0 < R0 < ∞ such that
i(A,Kr,K) = 0 for 0 < r  r0, and i(A,KR,K) = 0 for R R0.
Proof. By Lemmas 2.1 and 2.2, A :K → K is completely continuous. Choose L > 0 such
that
(σ1 + σ2)L
3/4∫
1/4
G
( 1
2 , s
)
ds > 1. (2.1)
By (H1), there is an r0 > 0 such that 0 < r  r0 implies
f (t, u, v) L(u + v), u, v  0, u + v  2r, 0 t  1. (2.2)
We claim that ‖Ax‖ ‖x‖ for x ∈ ∂Kr . In fact, for x ∈ ∂Kr , we have
r = ‖x‖ x(t − τ ) σ(t − τ )‖x‖ σ1r, 14  t  34 , and
r = ‖x‖ x(t + a) σ(t + a)‖x‖ σ2r, 14  t  34 .
It follows from (2.2) that
(Ax)
( 1
2
)

3/4∫
1/4
G
( 1
2 , t
)
f
(
t, (x + x0)(t − τ ), (x + x0)(t + a)
)
dt
=
3/4∫
1/4
G
( 1
2 , t
)
f
(
t, x(t − τ ), x(t + a))dt
 L
3/4∫
1/4
G
( 1
2 , t
)[
x(t − τ ) + x(t + a)]dt
 (σ1 + σ2)Lr
3/4∫
1/4
G
( 1
2 , t
)
dt > r = ‖x‖.
This shows that
‖Ax‖ > ‖x‖, ∀x ∈ ∂Kr .
It is obvious that Ax 	= x for x ∈ ∂Kr . Therefore, by Lemma 1.1, we conclude that
i(A,Kr,K) = 0.
For the same L > 0 satisfying (2.1), (H2) implies that there is R1 > 0 such that
f (t, u, v) L(u + v), u, v  0, u + v R1, 0 t  1. (2.3)
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R0 > max
{
r,
R1
2 min{σ1, σ2}
}
.
For x ∈ ∂KR , R R0,
x(t − τ ) σ(t − τ )‖x‖ σ1R min{σ1, σ2}R0 > 12R1, 14  t  34 , and
x(t + a) σ(t + a)‖x‖ σ2R min{σ1, σ2}R0 > 12R1, 14  t  34 .
So by (2.3), we have for such x ,
(Ax)
( 1
2
)

3/4∫
1/4
G
( 1
2 , t
)
f
(
t, (x + x0)(t − τ ), (x + x0)(t + a)
)
dt
=
3/4∫
1/4
G
( 1
2 , t
)
f
(
t, x(t − τ ), x(t + a))dt
 L
3/4∫
1/4
G
( 1
2 , t
)[
x(t − τ ) + x(t + a)]dt
 (σ1 + σ2)LR
3/4∫
1/4
G
( 1
2 , t
)
dt > R.
That is, ‖Ax‖ > ‖x‖ for x ∈ ∂KR. Thus, Lemma 1.1 implies i(A,KR,K) = 0. 
Lemma 2.4. If (H3) is satisfied, then there exists 0 < R0 < ∞ such that i(A,KR,K) = 1
for R R0.
Proof. By (H3), for any
0 < ε < 12
( 1∫
0
G(s, s) ds
)−1
,
there exists R′ > 0 such that
f (t, u, v) ε(u + v), u, v  0, u + v R′, 0 t  1.
Putting
C := max
0t1
max
0u,v, u+vR′
∣∣f (t, u, v) − ε(u + v)∣∣+ 1,
then
f (t, u, v) ε(u + v) + C, for u,v  0, t ∈ [0,1]. (2.4)
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R0 >
(
C + 2ε‖x0‖
) 1∫
0
G(s, s) ds
/(
1 − 2ε
1∫
0
G(s, s) ds
)
.
By (2.4), for x ∈ ∂KR , R R0, and t ∈ [0,1],
(Ax)(t) =
1∫
0
G(t, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds

1∫
0
G(s, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds

1∫
0
G(s, s)
[
ε
(
(x + x0)(s − τ ) + (x + x0)(s + a)
)+ C]ds

1∫
0
G(s, s)
[
2ε
(‖x‖ + ‖x0‖)+ C]ds
= 2εR
1∫
0
G(s, s) ds + (C + 2ε‖x0‖)
1∫
0
G(s, s) ds
< R = ‖x‖.
Thus, ‖Ax‖ = ‖Ax‖[0,1] < ‖x‖ for x ∈ ∂KR . Hence, by Lemma 1.1, i(A,KR,K) =
1. 
Lemma 2.5. If (H7) is satisfied, then i(A,Kh1,K) = 1.
Proof. Let x ∈ ∂Kh1 , then
0 (x + x0)(t − τ ) ‖x‖ + ‖x0‖[−τ,1] = h1 + ‖x0‖[−τ,0], 0 t  1, and
0 (x + x0)(t + a) ‖x‖ + ‖x0‖[0,1+a] = h1 + ‖x0‖[1,1+a], 0 t  1.
Thus, we have by (H7) that
(Ax)(t)
1∫
0
G(s, s)f
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds
< µh1
1∫
G(s, s) ds = h1 = ‖x‖, 0 t  1.0
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‖Ax‖ = ‖Ax‖[0,1] < ‖x‖, ∀x ∈ ∂Kh1 .
Hence, Lemma 1.1 implies i(A,Kh1,K) = 1. 
Lemma 2.6. If (H8) is satisfied, then i(A,Kh2,K) = 0.
Proof. For x ∈ ∂Kh2 , we have
h2 = ‖x‖ x(t − τ ) σ(t − τ )‖x‖ σ1h2, 14  t  34 , and
h2 = ‖x‖ x(t + a) σ(t + a)‖x‖ σ2h2, 14  t  34 .
It follows from (H8) that
(Ax)
( 1
2
)

3/4∫
1/4
G
( 1
2 , t
)
f
(
t, (x + x0)(t − τ ), (x + x0)(t + a)
)
dt
=
3/4∫
1/4
G
( 1
2 , t
)
f
(
t, x(t − τ ), x(t + a))dt > bh2
3/4∫
1/4
G
( 1
2 , t
)
dt = h2 = ‖x‖.
This shows that
‖Ax‖ > ‖x‖, ∀x ∈ ∂Kh2 .
Therefore, by Lemma 1.1, we conclude that i(A,Kh2,K) = 0. 
We are now in a position to state and prove our main results in this paper.
Theorem 2.1. Assume that (H4), (H5) and (H7) are satisfied, then BVP (1.2) has at least
two positive solutions y1 and y2 such that
0 < ‖y1‖[0,1] < h1 < ‖y2‖[0,1].
Proof. According to Lemma 2.5, we have that
i(A,Kh1,K) = 1. (2.5)
Fix 0 < m < 1 < n, and let f1(t, u, v) = (u + v)m + (u + v)n for u,v  0. Then
f1(t, u, v) satisfy (H1) and (H2). Define A1 :K → K by
(A1x)(t) :=


(
B1x
)
(t), −τ  t  0,
1∫
0
G(t, s)f1
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds, 0 t  1,
(
B x
)
(t), 1 t  1 + a,2
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(
B1x
)
(t) :=


e(α/β)t
1∫
0
G(0, s)f1
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds,
β 	= 0,
0, β = 0,
and
(
B2x
)
(t) :=


e−(γ /δ)(t−1)
1∫
0
G(1, s)f1
(
s, (x + x0)(s − τ ), (x + x0)(s + a)
)
ds,
δ 	= 0,
0, δ = 0,
for t ∈ [−τ,0] and t ∈ [1,1 + a], respectively. Then A1 is a completely continuous opera-
tor. One has from Lemma 2.3 that there exist 0 < r0 < h1 < R0 < ∞, such that 0 < r  r0
implies
i(A1,Kr ,K) = 0, (2.6)
and R R0 implies
i(A1,KR,K) = 0. (2.7)
Define H : [0,1] × K → K by H(s, x) = (1 − s)Ax + sA1x , then H is a completely
continuous operator. By the condition (H4) and the definition of f1, there are ε > 0 and
0 < r1  r0 such that
f (t, u, v) 12 (λ1(1 + M1) + ε)(u + v), u, v  0, u + v  2r1, 0 t  1, (2.8)
f1(t, u, v) 12 (λ1(1 + M1) + ε)(u + v), u, v  0, u + v  2r1, 0 t  1. (2.9)
We now prove that H(s, x) 	= x for all 0  s  1 and x ∈ ∂Kr1 . In fact, if there exist
0 s1  1 and x1 ∈ ∂Kr1 such that H(s1, x1) = x1, then x1(t) satisfies the equation
(Lx1)(t) = (1 − s1)f
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
+ s1f1
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
, 0 < t < 1, (2.10)
and the boundary conditions{
αx1(t) − βx ′1(t) = 0, t ∈ [−τ,0],
γ x1(t) + δx ′1(t) = 0, t ∈ [1,1 + a]. (2.11)
Multiplying both sides of (2.10) by ϕ1(t), then integrating from 0 to 1, and using Green’s
Formula, we obtain
λ1
1∫
x1(t)ϕ1(t) dt =
1∫
(Lx1)(t)ϕ1(t) dt0 0
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1∫
0
f
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
ϕ1(t) dt
+ s1
1∫
0
f1
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
ϕ1(t) dt.
(2.12)
Combining (2.8), (2.9) and (2.12), we get
λ1
1∫
0
x1(t)ϕ1(t) dt
 (1 − s1)
1−a∫
τ
f
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
ϕ1(t) dt
+ s1
1−a∫
τ
f1
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
ϕ1(t) dt
= (1 − s1)
1−a∫
τ
f
(
t, x1(t − τ ), x1(t + a)
)
ϕ1(t) dt
+ s1
1−a∫
τ
f1
(
t, x1(t − τ ), x1(t + a)
)
ϕ1(t) dt
 1
2
(1 − s1)
(
λ1(1 + M1) + ε
) 1−a∫
τ
[
x1(t − τ ) + x1(t + a)
]
ϕ1(t) dt
+ 1
2
s1
(
λ1(1 + M1) + ε
) 1−a∫
τ
[
x1(t − τ ) + x1(t + a)
]
ϕ1(t) dt
= 1
2
(
λ1(1 + M1) + ε
)( 1−a∫
τ
x1(t − τ )ϕ1(t) dt +
1−a∫
τ
x1(t + a)ϕ1(t) dt
)
= 1
2
(
λ1(1 + M1) + ε
)( 1−a−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a+τ
x1(t)ϕ1(t − a) dt
)
,
then we have
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( 1−a−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a+τ
x1(t)ϕ1(t − a) dt
)
 2λ1
1∫
0
x1(t)ϕ1(t) dt − λ1
( 1−a−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a+τ
x1(t)ϕ1(t − a) dt
)
= λ1
1−a−τ∫
0
x1(t)
[
ϕ1(t) − ϕ1(t + τ )
]
dt + λ1
1∫
1−a−τ
x1(t)ϕ1(t) dt
+ λ1
1∫
a+τ
x1(t)
[
ϕ1(t) − ϕ1(t − a)
]
dt + λ1
a+τ∫
0
x1(t)ϕ1(t) dt
 λ1τ (1 − a − τ )‖ϕ′1‖[0,1]‖x1‖ + λ1(a + τ )‖ϕ1‖[0,1]‖x1‖
+ λ1a(1 − a − τ )‖ϕ′1‖[0,1]‖x1‖ + λ1(a + τ )‖ϕ1‖[0,1]‖x1‖
= λ1
[
(a + τ )(1 − a − τ )‖ϕ′1‖[0,1] + 2(a + τ )
]‖x1‖. (2.13)
We also have
1−a−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a+τ
x1(t)ϕ1(t − a) dt
 ‖x1‖
1−a−τ∫
0
σ(t)ϕ1(t + τ ) dt + ‖x1‖
1∫
a+τ
σ (t)ϕ1(t − a) dt, (2.14)
which together with (2.13) leads to
(λ1M1 + ε)
( 1−a−τ∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
a+τ
σ (t)ϕ1(t − a) dt
)
 λ1
[
(a + τ )(1 − a − τ )‖ϕ′1‖[0,1] + 2(a + τ )
]
.
This is impossible. Thus, H(s, x) 	= x for x ∈ ∂Kr1 and s ∈ [0,1]. By (2.6) and homotopy
invariance of the fixed-point index, we get that
i(A,Kr1,K) = i(H(0, ·),Kr1,K) = i(H(1, ·),Kr1,K)
= i(A1,Kr1,K) = 0. (2.15)
On the other hand, by the condition (H5) and the definition of f1, there exist ε > 0 and
R′ > h1 such that
f (t, u, v) 12 (λ1(1 + M2) + ε)(u + v), u, v  0, u + v > R′, 0 t  1,
f1(t, u, v) 12 (λ1(1 + M2) + ε)(u + v), u, v  0, u + v > R′, 0 t  1.
We define
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0t1
max
0u,v, u+vR′
∣∣f (t, u, v) − [λ1(1 + M2) + ε](u + v)∣∣
+ max
0t1
max
0u,v, u+vR′
∣∣f1(t, u, v) − [λ1(1 + M2) + ε](u + v)∣∣+ 1,
and it follows that
f (t, u, v) 12
[
λ1(1 + M2) + ε
]
(u + v) − C, 0 t  1, u, v  0, (2.16)
f1(t, u, v) 12
[
λ1(1 + M2) + ε
]
(u + v) − C, 0 t  1, u, v  0. (2.17)
We claim that there exists R1 R′ such that
H(s, x) 	= x, ∀s ∈ [0,1], x ∈ K, ‖x‖R1. (2.18)
In fact, if H(s1, x1) = x1 for some x1 ∈ K and 0  s1  1, then (2.12) is valid. Combine
(2.12) and (2.16) and (2.17) to conclude that
λ1
1∫
0
x1(t)ϕ1(t) dt
 1
2
(1 − s1)
(
λ1(1 + M2) + ε
) 1∫
0
[
(x1 + x0)(t − τ ) + (x1 + x0)(t + a)
]
ϕ1(t) dt
− (1 − s1)C
1∫
0
ϕ1(t) dt
+ 1
2
s1
(
λ1(1 + M2) + ε
) 1∫
0
[
(x1 + x0)(t − τ ) + (x1 + x0)(t + a)
]
ϕ1(t) dt
− s1C
1∫
0
ϕ1(t) dt
= 1
2
(
λ1(1 + M2) + ε
) 1∫
0
[
(x1 + x0)(t − τ ) + (x1 + x0)(t + a)
]
ϕ1(t) dt
− C
1∫
0
ϕ1(t) dt
 1
2
(
λ1(1 + M2) + ε
) 1∫
0
[
x1(t − τ ) + x1(t + a)
]
ϕ1(t) dt −C
1∫
0
ϕ1(t) dt
 1
2
(
λ1(1 + M2) + ε
)( 1∫
x1(t − τ )ϕ1(t) dt +
1−a∫
x1(t + a)ϕ1(t) dt
)
τ 0
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1∫
0
ϕ1(t) dt
= 1
2
(
λ1(1 + M2) + ε
)( 1−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a
x1(t)ϕ1(t − a) dt
)
− C
1∫
0
ϕ1(t) dt,
then we have
(λ1M2 + ε)
( 1−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a
x1(t)ϕ1(t − a) dt
)
 λ1
1−τ∫
0
x1(t)
[
ϕ1(t) − ϕ1(t + τ )
]
dt + λ1
1∫
1−τ
x1(t)ϕ1(t) dt
+ λ1
1∫
a
x1(t)
[
ϕ1(t) − ϕ1(t − a)
]
dt + λ1
a∫
0
x1(t)ϕ1(t) dt + 2C
1∫
0
ϕ1(t) dt
 λ1τ (1 − τ )‖ϕ′1‖[0,1]‖x1‖ + λ1τ‖x1‖‖ϕ1‖[0,1]
+ λ1a(1 − a)‖ϕ′1‖[0,1]‖x1‖ + λ1a‖x1‖‖ϕ1‖[0,1] + 2C‖ϕ1‖[0,1]
= λ1
[(
τ (1 − τ ) + a(1 − a))‖ϕ′1‖[0,1] + a + τ ]‖x1‖ + 2C. (2.19)
We also have
1−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a
x1(t)ϕ1(t − a) dt
 ‖x1‖
1−τ∫
0
σ(t)ϕ1(t + τ ) dt + ‖x1‖
1∫
a
σ (t)ϕ1(t − a) dt, (2.20)
which together with (2.19) leads to
(λ1M2 + ε)
( 1−τ∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
a
σ (t)ϕ1(t − a) dt
)
‖x1‖
 λ1
[(
τ (1 − τ ) + a(1 − a))‖ϕ′1‖[0,1] + a + τ ]‖x1‖ + 2C,
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ε
( 1−τ∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
a
σ (t)ϕ1(t − a) dt
) = R.
Let R1 = 1 + max{R′,R}. We obtain (2.18) and consequently, by (2.7) and homotopy
invariance of the fixed-point index, we have
i(A,KR1,K) = i
(
H(0, ·),KR1,K
)= i(H(1, ·),KR1,K)
= i(A1,KR1 ,K) = 0. (2.21)
Use (2.5), (2.15), and (2.21) to conclude that
i
(
A,KR1 \ Kh1,K
)= −1, i(A,Kh1 \ Kr1,K)= 1.
Hence, A has fixed points x1 and x2 in Kh1 \ Kr1 , and KR1 \ Kh1 , respectively, which
means that y1(t) = x1(t) + x0(t) and y2(t) = x2(t) + x0(t) are positive solutions of BVP
(1.2). Since
‖yi‖[0,1] = ‖xi + x0‖[0,1] = ‖xi‖[0,1] = ‖Axi‖[0,1] = ‖Axi‖ = ‖xi‖, i = 1,2,
it follows that y1(t) and y2(t) satisfy
0 < ‖y1‖[0,1] = ‖x1‖ < h1 < ‖x2‖ = ‖y2‖[0,1].
Thus, we complete the proof. 
Theorem 2.2. Assume that (H6), (H7) and (H8) are satisfied. If 0 < h1 < h2, then BVP
(1.2) has at least two positive solutions y1 and y2 such that
h1 < ‖y1‖[0,1] < h2 < ‖y2‖[0,1].
Proof. According to Lemmas 2.5 and 2.6, we have that
i(A,Kh1,K) = 1 and (2.22)
i(A,Kh2,K) = 0. (2.23)
By (H6), there exist ε > 0 and R′ > h2 such that
f (t, u, v) 12
(
λ1(1 − m) − ε
)
(u + v), u, v  0, u + v > R′, 0 t  1.
Set
C := max
0t1
max
0u,v, u+vR′
∣∣f (t, u, v) − [λ1(1 − m) − ε](u + v)∣∣+ 1,
then
f (t, u, v) 12
(
λ1(1 − m) − ε
)
(u + v) + C, u, v  0, 0 t  1. (2.24)
Define H : [0,1]×K → K by H(s, x) = sAx , then H is a completely continuous operator.
We claim that exists R1 R′ such that
H(s, x) 	= x, ∀s ∈ [0,1], x ∈ K, ‖x‖R1. (2.25)
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boundary condition (2.11) and
(Lx1)(t) = s1f
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
, 0 < t < 1.
Multiplying the last equation by ϕ1(t) and integrating from 0 to 1, we get
1∫
0
(Lx1)(t)ϕ1(t) dt = s1
1∫
0
f
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
ϕ1(t) dt.
Using Green’s Formula and (2.24), we obtain
λ1
1∫
0
x1(t)ϕ1(t) dt
= s1
1∫
0
f
(
t, (x1 + x0)(t − τ ), (x1 + x0)(t + a)
)
ϕ1(t) dt
 1
2
(
λ1(1 − m) − ε
) 1∫
0
[
(x1 + x0)(t − τ ) + (x1 + x0)(t + a)
]
ϕ1(t) dt
+ C
1∫
0
ϕ1(t) dt
= 1
2
(
λ1(1 − m) − ε
)[ 1∫
τ
(x1 + x0)(t − τ )ϕ1(t) dt +
τ∫
0
(x1 + x0)(t − τ )ϕ1(t) dt
+
1−a∫
0
(x1 + x0)(t + a)ϕ1(t) dt +
1∫
1−a
(x1 + x0)(t + a)ϕ1(t) dt
]
+ C
1∫
0
ϕ1(t) dt
= 1
2
(
λ1(1 − m) − ε
)[ 1∫
τ
x1(t − τ )ϕ1(t) dt +
τ∫
0
(x1 + x0)(t − τ )ϕ1(t) dt
+
1−a∫
0
x1(t + a)ϕ1(t) dt +
1∫
1−a
(x1 + x0)(t + a)ϕ1(t) dt
]
+ C
1∫
0
ϕ1(t) dt
= 1
2
(
λ1(1 − m) − ε
)[ 1−τ∫
x1(t)ϕ1(t + τ ) dt +
τ∫
(x1 + x0)(t − τ )ϕ1(t) dt0 0
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1∫
a
x1(t)ϕ1(t − a) dt +
1∫
1−a
(x1 + x0)(t + a)ϕ1(t) dt
]
+ C
1∫
0
ϕ1(t) dt
 1
2
(
λ1(1 − m) − ε
)[ 1−τ∫
0
x1(t)ϕ1(t + τ ) dt + τ‖x1 + x0‖‖ϕ1‖[0,1]
+
1∫
a
x1(t)ϕ1(t − a) dt + a‖x1 + x0‖‖ϕ1‖[0,1]
]
+ C‖ϕ1‖[0,1]
 1
2
(
λ1(1 − m) − ε
)[ 1−τ∫
0
x1(t)ϕ1(t + τ ) dt + (a + τ )(‖x1‖ + ‖x0‖)
+
1∫
a
x1(t)ϕ1(t − a) dt
]
+ C,
then we have
(λ1m + ε)
[ 1−τ∫
0
x1(t)ϕ1(t + τ ) dt +
1∫
a
x1(t)ϕ1(t − a) dt + (a + τ )
(‖x1‖ + ‖x0‖)
]
 λ1
1−τ∫
0
x1(t)
[
ϕ1(t + τ ) − ϕ1(t)
]
dt + λ1
1∫
a
x1(t)
[
ϕ1(t − a) − ϕ1(t)
]
dt
+ λ1(a + τ )
(‖x1‖ + ‖x0‖)− λ1
1∫
1−τ
x1(t)ϕ1(t) dt − λ1
a∫
0
x1(t)ϕ1(t) dt + 2C
 λ1τ (1 − τ )‖ϕ′1‖[0,1]‖x1‖ + λ1a(1 − a)‖ϕ′1‖[0,1]‖x1‖
+ λ1(a + τ )
(‖x1‖ + ‖x0‖)− λ1
1∫
1−τ
σ (t)ϕ1(t) dt ‖x1‖
− λ1
a∫
0
σ(t)ϕ1(t) dt ‖x1‖ + 2C, (2.26)
which together with (2.20) leads to
(λ1m + ε)
[ 1−τ∫
σ(t)ϕ1(t + τ ) dt +
1∫
σ(t)ϕ1(t − a) dt + a + τ
]
‖x1‖0 a
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[(
τ (1 − τ ) + a(1 − a))‖ϕ′1‖[0,1] + a + τ −
1∫
1−τ
σ (t)ϕ1(t) dt
−
a∫
0
σ(t)ϕ1(t) dt
]‖x1‖ + λ1(a + τ )‖x0‖ + 2C,
i.e.,
‖x1‖ 2C + λ1(a + τ )‖x0‖
ε
( 1−τ∫
0
σ(t)ϕ1(t + τ ) dt +
1∫
a
σ (t)ϕ1(t − a) dt + a + τ
) = R.
Set R1 = 1 + max{R′,R}. We get (2.25), and therefore
i(A,KR1,K) = i
(
H(1, ·),KR1,K
)= i(H(0, ·),KR1,K)
= i(θ,KR1,K) = 1. (2.27)
In view of (2.22), (2.23), and (2.27), we obtain
i
(
A,KR1 \ Kh2,K
)= 1, i(A,Kh2 \ Kh1 ,K)= −1.
Hence, A has fixed points x1 and x2 in Kh2 \ Kh1 , and KR1 \ Kh2 , respectively, which
means that y1(t) = x1(t) + x0(t) and y2(t) = x2(t) + x0(t) are positive solutions of BVP
(1.2) and
h1 < ‖y1‖[0,1] = ‖x1‖ < h2 < ‖x2‖ = ‖y2‖[0,1].
Thus, we complete the proof. 
Theorem 2.3. Assume that (H4), (H7) and (H8) are satisfied. If 0 < h1 < h2, then BVP
(1.2) has at least two positive solutions y1 and y2 such that
0 < ‖y1‖[0,1] < h1 < ‖y2‖[0,1].
Theorem 2.4. Assume that (H5), (H7) and (H8) are satisfied. If 0 < h2 < h1, then BVP
(1.2) has at least two positive solutions y1 and y2 such that
h2 < ‖y1‖[0,1] < h1 < ‖y2‖[0,1].
The proof of Theorems 2.3 and 2.4 are similar to that of Theorems 2.1 and 2.2, we omit
the details here.
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