We show that, for any c > 0, the (1 + 1) evolutionary algorithm using an arbitrary mutation rate p n = c/n finds the optimum of a linear objective function over bit strings of length n in expected time (n log n). Previously, this was only known for c ≤ 1. Since previous work also shows that universal drift functions cannot exist for c larger than a certain constant, we instead define drift functions which depend crucially on the relevant objective functions (and also on c itself). Using these carefully-constructed drift functions, we prove that the expected optimisation time is (n log n). By giving an alternative proof of the multiplicative drift theorem, we also show that our optimisation-time bound holds with high probability.
Introduction
Drift analysis is central to the field of evolutionary algorithms. This type of analysis was implicit in the work of Droste, Jansen and Wegener [9] , who analysed the optimisation of linear functions over bit strings by the classical (1 + 1) evolutionary algorithm ((1 + 1) EA) with mutation rate p n = 1/n. The method was made explicit
The (1 + 1) Evolutionary Algorithm
Let F be a set of objective functions. Each f ∈ F is associated with a problem size n(f ) ∈ N and is a function from the search space f to R ≥0 . Given f , the goal is to find an element x ∈ f such that f (x) is minimised. Our assumption that the optimisation problem is minimisation (as opposed to maximisation) is without loss of generality, as is our assumption that the range of each objective function contains only non-negative numbers. For each objective function f , let opt,f ⊆ f denote the set of optimal search points-that is, those that minimise the value of f .
Definition 1
We say that F is a family of objective functions over bit strings if, for every f ∈ F , f = {0, 1} n(f ) . In this case, an element x ∈ f is a string of n(f ) bits, x = x n(f ) . . . x 1 .
Definition 2
Suppose that F is a family of objective functions over bit strings. We say that F is linear if each f ∈ F is of the form f (x) = n(f ) i=1 a i x i , where the coefficients a i are real numbers. Without loss of generality, we assume that a i+1 ≥ a i > 0 for all i ∈ {1, . . . , n(f ) − 1}.
Example 1 Suppose, for n ∈ N, that f n : {0, 1} → R ≥0 is defined by f n (x n . . . x 1 ) = n i=1 2 i−1 x i . Then F = {f n } is a linear family of objective functions over bit strings. The value of f n (x) is the binary value of the bit string x = x n . . . x 1 .
Example 2 Suppose, for n ∈ N, that f n : {0, 1} → R ≥0 is defined by f n (x n . . . x 1 ) = n i=1 x i . Then F = {f n } is a linear family of objective functions over bit strings. The value of f n (x) is the number of ones in the bit string x = x n . . . x 1 .
The randomised search heuristic that we study is the well-known (1 + 1) EA. To emphasise the role of the parameters, we refer to this algorithm as the (1 + 1) EA for minimising F . Given an objective function f ∈ F , this algorithm starts with an initial solution x, chosen uniformly at random from the search space f . In each iteration, from its existing solution x, it generates a new solution x by mutation.
Definition 3
Suppose F is a family of objective functions over bit strings and that p n ∈ [0, 1] for n ∈ N. In independent bit mutation, each bit x i of x is flipped independently with probability p n . In other words, for each i ∈ {1, . . . , n} independently, we have Pr(x i = 1 − x i ) = p n and Pr(x i = x i ) = 1 − p n . Often, p n = 1/n, but we do not make this assumption.
In the subsequent selection step, if f (x ) ≤ f (x), the EA accepts the solution x , meaning that the next iteration starts with x new := x . Otherwise, the next iteration starts with x new := x. Since we are interested in determining the number of iterations that are necessary to find an optimal solution, we do not specify a termination criterion here. A pseudo-code description of the (1 + 1) EA is given in Algorithm 1.
Note that the (1 + 1) EA is not typically used to solve difficult optimisation problems in practice. There are other, more complex, search heuristics which are better
Algorithm 1
The (1 + 1) EA for minimising F over bit strings with independent bit mutation 1: Input an objective function f ∈ F . 2: Initialisation: Choose x ∈ {0, 1} n(f ) uniformly at random. 3 : repeat forever 4: Create x ∈ {0, 1} n(f ) by copying x.
5:
Mutation: Flip each bit in x independently with probability p n(f ) .
6:
Selection: if f (x ) ≤ f (x) then x := x .
for such problems in practice. However, understanding the optimisation behaviour of the (1 + 1) EA often helps us to predict the optimisation behaviour of more complicated EAs (which are mostly too complex to allow rigorous theoretical analysis). As such, the (1 + 1) EA proved to be an important tool that attracted significant research efforts (see, e.g., [1, 8, 9] for some early works).
A Simple Drift Theorem with Tail Bounds
The optimisation time of the (1 + 1) EA for minimising F is defined to be the number of times that the objective function is evaluated before the optimum is found. This is (apart from an additive deviation of one) equal to the number of mutation-selection iterations. Suppose that c is a positive constant and that F is a family of linear objective functions over bit strings. Our main result (Theorem 7) shows that the (1 + 1) EA for minimising F with independent bit-mutation rate p n = c/n has expected optimisation time O(n(f ) log n(f )). It also shows that, with high probability, the optimisation time is of this order of magnitude. In order to prove the main result, we introduce the notion of piece-wise polynomial drift. This will be explained in Sect. 2.5. In this section, we prepare the groundwork, by introducing the basic drift theorems that we will need. We start by defining the notion of a feasible family of drift functions. When feasible families of drift functions exist, they allow an elegant analysis yielding upper bounds for the optimisation time of EAs.
Definition 4
Let ν : N → R ≥0 be monotonically increasing and consider a family F of objective functions. For each f ∈ F , let f be a function from f to R ≥0 . We say that = { f } is a ν-feasible family of drift functions for a (1 + 1) EA for minimising F , if there is an n 0 ∈ N such that, for every f ∈ F with n(f ) ≥ n 0 , the following conditions are satisfied.
where, as above, we denote by x new the solution resulting from executing a single iteration (consisting of mutation and selection) with initial solution x.
Here is a simple example.
Example 3 Fix a positive constant c. Let F be a linear family of objective functions over bit strings and consider the (1 + 1) EA for minimising F which uses independent bit mutation with p n = c/n. Suppose that, for each f ∈ F , the coefficient a 1 is at least 1. Then the trivial family with f = f is an (n/c )-feasible family of drift functions for this EA, where c := c(1 − (c/n)) n−1 ≈ ce −c . However, as we shall see, this not often a very useful family of drift functions.
The following well-known theorem (Theorem 5, below) shows how the optimisation time can be bounded using a drift function. Similar arguments appear in the context of coupling proofs. See, for example, [10, Sect. 5] . Much more is known about drift analysis. See, for example [14] . Note that Theorem 5 gives a probability tail bound in addition to an upper bound on the expected optimisation time. The tail bound is not new, but it seems to be unknown in the evolutionary algorithms literature. It can be applied to improve several previous results (see [4] ).
Theorem 5 Consider a family F of objective functions and a ν-feasible family of drift functions for a
Then there is an n 1 ∈ N such that, for every f ∈ F with n(f ) ≥ n 1 , the expected optimisation time of the EA is at most
Also, for any λ > 0, the probability that the optimisation time exceeds
is at most exp(−λ)).
Proof Let n 0 be the value from Definition 4. Definition 4 rules out the possibility that max{ν(n) | n ≥ n 0 } < 1. Also, if max{ν(n) | n ≥ n 0 } = 1 then, from part (3) of the definition, E[ f (x new )] = 0 so the optimisation time is 1. Suppose then, that there is an n ∈ N such that ν(n) > 1. Let n 0 be min{n ∈ N | ν(n) > 1} (actually, it would suffice to take n 0 to be any member of this set, but, for concreteness, we take the minimum). Let n 1 = max(n 0 , n 0 ). Now consider any f ∈ F with n(f ) ≥ n 1 and note that the first two conditions in Definition 4 are satisfied.
Let n = n(f ). Fix an arbitrary initial solution x 0 ∈ f . Consider starting the EA with this initial solution x 0 instead of choosing a random one. Denote by [t] the value of f (x) after t selection-mutation steps. Denote by T opt,x 0 the first time when the current solution x is optimal. Thus, from Definition 4, [T opt,x 0 ] = 0, and for t < T opt,x 0 , we have [t] ≥ 1. From the third condition in Definition 4,
where, in the last estimate, we used the well-known inequality 1 + z ≤ e z , which is valid for all z ∈ R. 
Now let T = ln( max,f )ν(n) = ln( max,f )ν(n) + ε for some 0 ≤ ε < 1. By our upper bounds above, we obtain
Since ν(n) > 1,
Plugging this in with the definition of T and using
We can now check, for every ε
This is easiest seen by checking it for ε = 0 and ε = 1 and noting that the term is convex in ε. Finally, let T := (ν(n))(ln( max,f ) + λ) for λ > 0. We compute
The proof above uses the argument E[ [t] ] ≤ (1 − 1/ν(n)) t max,f . This had been used previously in the so-called methods of expected weight decrease [21] . There, however, it was followed up with a simple Markov inequality argument that led to a bound on the expected run-time that is weaker (by a constant factor) than what our drift theorem yields. Hence the main difference between the two approaches is that ours gives a better transformation of the drift of E[ [ Theorem 5 indicates that a family of drift function is better if the maximum values max,f are small. In Example 3, taking f = f only yields an upper bound O(n(f ) log f max ) for the expected optimisation time, where f max = max{f (x) | x ∈ f }. This can be a weak bound. For example, applying it to the family F from Example 1 yields a bound O(n(f ) 2 ) for the expected optimisation time (which, as we shall see, is a weak bound).
Drift Analysis for Linear Objective Functions over Bit Strings
The main goal of this paper is to analyse the optimisation time of the (1 + 1) EA for minimising a linear family F of objective functions over bit strings, assuming independent-bit mutation with p n = c/n (for a fixed constant c). The reason for assuming p n = c/n is that results of Droste, Jansen and Wegener (Theorems 13 and 14 in [9] ) show that this is the optimal order of magnitude. Since our objective is an O(n(f ) log n(f )) bound on optimisation time, we ease the language with the following definition.
Definition 6
A feasible family of drift functions is a family of drift functions which is ν-feasible for a function ν(n) = O(n).
Finding feasible drift functions is typically quite tricky. Doerr, Johannsen and Winzen built on earlier ideas of Droste, Jansen and Wegener [9] and He and Yao [18] in order to show that, for any linear family F of objective functions over bit strings, the family defined by
is a feasible family of drift functions for the (1 + 1) EA for minimising F which uses independent bit mutation with p n = 1/n. (Thus, this suffices for the case c = 1.) This family = { f } is said to be a universal family of feasible drift functions because f depends on n(f ), but not otherwise on f . Since max,f = (n(f )), this gives an expected optimisation time of O(n(f ) log n(f )), which is asymptotically optimal [9] . Proving that this is a feasible family, while not trivial, is not overly complicated. This discovery of a universal family of feasible drift functions gives an elegant analysis of the EA.
Unfortunately, even if we allow max,f to grow faster than (n(f )), such universal families of feasible drift functions only exist when c is small (as noted in the introduction to this paper). For larger values of c, the function f has to depend upon f . Prior to this paper, no non-trivial drift functions of this form were known, so it was an open problem whether the O(n(f ) log n(f )) time bound also applies for c > 1. We show that this is the case.
Our Result
Our main theorem is as follows.
Theorem 7
Let c be a positive constant. Let F be a family of linear objective functions over bit strings. The (1 + 1) EA for minimising F with independent bit-mutation rate p n = c/n has expected optimisation time O(n(f ) log n(f )). There is a constant k and a function ν(n) = O(n) such that, for any λ > 0, the probability that the optimisation time exceeds this bound by kν(n)λ time steps is at most k exp(−λ).
We prove Theorem 7 by constructing a feasible family of drift functions for the EA that is piece-wise polynomial (a notion that will be defined in Sect. 2.5). Lemma 9 extends Theorem 5 to piece-wise polynomial feasible families of drift functions, allowing us to prove Theorem 7.
Theorem 7 is interesting for two reasons. On the methodological side, the proof of the theorem greatly enlarges our understanding about how to choose good drift functions. This might enable better solutions for some problems where drift analysis has not yet been very successful. Examples are the minimum spanning tree problem [21] and the single-criteria formulation of the single-source shortest path problem [2] . For both problems, the known bounds on the expected optimisation time contain a log(f max )-factor, stemming from the fact that, at least implicitly, drift analysis with the trivial family of drift functions with f = f is conducted.
Of course, our result is also interesting because it for the first time shows that linear functions are optimised by the
, regardless of what mutation probability p n = c/n is used. Note that this is not obvious. In [5] , the authors show that already for monotone functions, a constant factor change in the mutation probability can change the optimisation time from polynomial to exponential.
Piece-wise Polynomial Drift
Let F be a family of linear objective functions over bit strings. Let be a feasible family of drift functions for a (1 + 1)-EA for minimising F .
We start with an elementary observation about , which is that, in order to obtain an O(n(f ) log n(f )) bound on the expected optimisation time, we do not really need max,f to be bounded from above by a polynomial in n(f )-we can afford to have a constant number of "huge jumps". The following arguments can be seen as a variation of the fitness level method [23] .
We use the notation min
Lemma 9
Let F be a family of linear objective functions over bit strings. Let be a ν-feasible family of drift functions for a (1 + 1)-EA for minimising F . Let M be a family of fitness-based k-partitions for F . Then there is an n 1 ∈ N such that, for every f ∈ F with n(f ) ≥ n 1 , the expected optimisation time of the EA is at most
Proof Let n 1 be the quantity in Theorem 5 (which is at least as large as the quantity
. . , k}, consider restricting the search space to f,j . Since the partition M f is fitness based, we conclude that, if the EA is started with input f , and an initial solution in f,j , all new solutions that are accepted by the EA are in f,j .
Considering all solutions in f,j −1 to be equivalent to the all-zero state 0, we note that { f,j | f ∈ F } satisfies the first two conditions of being a ν-feasible family of drift functions for
So, by Theorem 5, the expected time until a solution in f,j −1 is reached is at most
which is at most
This gives the desired result, summing from j = k down to j = 1. For the high probability statement, again from Theorem 5, we conclude that with probability at least 1
iterations suffice to go from a solution in f,j to one in f,j −1 .
Definition 10
Suppose that is a family of feasible drift functions for F . We will say that is piece-wise polynomial (with respect to the (1 + 1)-EA), if there is a constant k and a family M of fitness based k-partitions for F such that for every
If is a family of feasible drift functions for a (1 + 1)-EA for minimising F , and is piece-wise polynomial with respect to the EA, then the optimisation time bound given by Lemma 9 is O(n(f ) log n(f )).
Construction of the Drift Function
Let F be a linear family of objective functions over bit strings (see Definition 2) . Fix a constant c and consider the (1 + 1) EA for minimising F with independent bitmutation rate p n = c/n. We aim to construct a family of feasible drift functions for the EA which is piece-wise polynomial with respect to the EA.
Notation and Parameters
Recall from Definition 2 that f = {0, 1} n(f ) and that an element x ∈ f is written as a string of n(f ) bits, x = x n(f ) . . . x 1 . In the proof, we shall often use the word "left" to refer to the most-significant bit (with the largest index, index n(f )) of x and "right" to refer to the least-significant bit (with the smallest index, index 1).
The proof will use several parameters, which we discuss here. We start by fixing an arbitrarily-small positive constant ε. This is constant will be used to precisely formulate the intermediate results.
To define the family , we will use a sufficiently large constant K ≥ 1 (depending on c and ε) and a sufficiently small positive constant γ (depending on c, ε and K).
Splitting into Blocks
The difficulty in defining a suitable drift function f is that the optimisation of f via the EA heavily depends on the coefficients a i . If these are steeply increasing, as in Example 1, whether a new solution is accepted or not is determined by the value of the leftmost bit that is flipped. On the other hand, if these are of comparable size, as in Example 2, the difference between the number of "good" bit-flips (turning a 1 into a 0) and the number of "bad" bit-flips (turning a 0 into a 1) determines whether a new solution is accepted. Of course, the precise definitions of "steeply increasing" and "comparable size" depend on the constant c in the mutation probability. Also, an objective function f can be of a mixed type, having regions with steeply increasing coefficients and also regions where coefficients are of comparable size.
Fix an objective function f with n(f ) = n. To analyse f and define the corresponding drift function f , we split the bit positions {1, . . . , n} into blocks. The idea is that, within a block, one of the two behaviours is dominant. The definition of blocks, naturally, has to allow us to analyse the interaction between different blocks.
We first split the bit positions {1, . . . , n} into miniblocks. Start with j = 1. A miniblock starting at bit position j is constructed as follows. If a n /a j < n 2 , then {j, . . . , n} is a single miniblock. Otherwise, let i be the minimum value in {j + 1, . . . , n} such that a i /a j ≥ n 2 . Then the set {j, . . . , i} is a miniblock. If i = n, we are finished. Otherwise, set j = i and repeat to form the next miniblock, starting at bit position j . Note that consecutive miniblocks overlap by one bit position.
The next thing that we do is merge consecutive pairs of miniblocks into blocks. To start out with, we just go through the miniblocks from right to left, making a block out of each pair of miniblocks. Note that this is (intentionally) different from just defining blocks analogous to miniblocks with the n 2 replaced by n 4 . Note further that again consecutive blocks overlap in one bit position.
A block is said to be long if it contains at least γ n bit positions (recall that the parameter γ is from Sect. 3.1) and short otherwise. It helps our analysis if any pair of long blocks has at least three short blocks in between. So if two long blocks are separated by at most two short blocks, then we combine the whole thing into a single long block. We repeat this (at most a constant number of times since there are less than 1/γ long blocks initially) until all remaining long blocks are separated by at least three short blocks.
We will use B to denote the leftmost bit position in block B and r B to denote the rightmost bit position in block B. As long as B is not the leftmost block, we have a B /a r B ≥ n 4 .
Definition of f
We will define weights w 1 , . . . , w n ∈ R such that f (x) = n i=1 w i x i . We call the w i weights to distinguish them from the coefficients a 1 , . . . , a n of f .
We define the weights w 1 , . . . , w n as follows, starting with w 1 = 1. Suppose that bit position i is in block B, that i = r B , and that w r B is already defined. If block B is a long block, or is immediately to the left of a long block, then we define w i by w i = w r B a i /a r B . We call this the copy regime since w i /w r B = a i /a r B . Otherwise, we are in the damped regime and we define w i by
where K is the parameter from Sect. 3.1. It will be a major effort in the remainder of the paper to show that this { f | f ∈ F } is a feasible family of drift functions for the EA. It is easier to see that { f } is piece-wise polynomial with respect to the EA, so we do this next. Proof Let k = 6 1/γ + 1. We now construct a family of fitness-based k-partitions for F .
Lemma 11
Let f be an objective function in F and let n = n(f ). We now define the partition M f . We call a bit position i ∈ [2..n] a jump (for the objective function f ) if
• i is in a copy regime, and
By the construction of the blocks, bit position i is the leftmost bit position of a miniblock contained in either (1) In order to show that is piece-wise polynomial with respect to the EA, it remains to prove that, for every j ∈ {1, . . . , k}, ln(max
. We show that r f is upper-bounded by a polynomial in n.
For a set of bit positions I ⊆ {1, . . . , n}, let min I denote the minimum element in I and let max I denote the maximum element. Since
We rewrite
where B runs over all miniblocks that have a non-empty intersection with N j . Note that the above is true because adjacent miniblocks intersect in exactly one bit position. If B is a miniblock in a damped regime, then w max(B∩N j ) /w min(B∩N j ) ≤ w B /w r B = K ( B −r B )c/n . In consequence, the contribution of all weights in damped regimes to (1) is at most a factor K c .
What remains is the contribution of miniblocks in long blocks and in those short blocks immediately to the left of a long block. Let B be such a miniblock. If B ∩ N j = { B } then w max(B∩N j ) /w min(B∩N j ) = 1. Otherwise, note that
The first factor is at most n 2 , since B is not a jump, the second factor is at most w B −1 /w r B = a B −1 /a r B ≤ n 2 by the definition of a miniblock.
Auxiliary Results Concerning the Weights w i
Fix an objective function f ∈ F and let n = n(f ). We will assume that n is sufficiently large with respect to the constants c, ε, K and γ since our objective is to construct a family of feasible drift functions for the EA and the definition of such a family (Definition 4) is only concerned with sufficiently large n. The definition of f allows us to prove a number of useful facts. The first of these uses a geometric series to bound sums of weights in the damped regime. 
Lemma 12 Let
The next lemma gives the relationship between the leftmost weight and the rightmost weight in a block in the damped regime.
Lemma 13 If B is a block in the damped regime with B = r B + t and B is not the leftmost block, then w B = K tc/n w r B .
Proof This follows from the definition of the weights in the damped regime, since
The second inequality follows from our assumption (at the beginning of Sect. 3.4) that n is sufficiently large with respect to K and c. 
Corollary 14 gives the following upper bound for the sum of all weights contained in, and to the right of, a short block.
Lemma 15 Let B be a short block that is not the leftmost block. Then
Proof If there is no long block to the right of B, then B and all of the blocks to its right are in the damped regime, so the result follows immediately from Corollary 14. Assume therefore that there is a long block to the right of B. Let L be the long block which is closest to B on its right. Let S be the short block immediately to the left of L. Note that S might be the same block as B.
. Thus, since S is not the leftmost block,
Since the w j 's increase with j , we conclude that
Using the fact that S is short and the monotonicity of w, we deduce j ∈S w j ≤ γ nw B . Combining this with Corollary 14, we obtain
Feasible Drift
Our objective in this section is to prove the following lemma, which is the heart of the proof of our main result.
Lemma 16 Let F be a linear family of objective functions over bit strings. Consider the (1 + 1) EA for minimising F with independent bit-mutation rate p n = c/n.

There is a function ν(n) = O(n) such that the family = { f } of drift functions constructed above is ν-feasible for the EA.
Consider running the EA with input f with n = n(f ). We use the following notation. The state after t steps is a binary string
. Recall from Sect. 3.1 that we write bit strings as words from most significant bit ("leftmost bit") to least significant. In the (t + 1)'st step of the algorithm, the bits of a binary string y [ 
Hence this mutation is not accepted, that is, A t+1 does not occur.
Recall that ε ∈ (0, 1), K, and γ are parameters defined in Sect. 3.1. We take ε to be "sufficiently small". Then K ≥ 1 is taken to be "sufficiently large" (depending on c and ε) and then γ ∈ (0, 1) is taken to be "sufficiently small" (depending on c, ε and K). Finally, we take n 0 > 1 to be any integer which is "sufficiently large" with respect to all of these parameters. The actual constraints that we use (to determine what is "sufficiently large" and what is "sufficiently small") will be spelled out below. Note that (1 − c n ) n approaches exp(−c) from below as n → ∞. We choose n 0 so that (1 − c n 0 ) n 0 is "sufficiently close" to exp(−c) (with respect to c, ε and K). We can conclude from this that (1 − c n ) n is "sufficiently close" to exp(−c) for any n ≥ n 0 . Similarly, (1 − c n ) 3n approaches exp(−3c) from below as n → ∞. We will choose n 0 to ensure that, for n ≥ n 0 , this is "sufficiently close" to exp(−3c).
Proof of Lemma 16
The first two conditions in Definition 4 follow from the construction of f in Sect. 3.3. The third condition follows from Lemma 18 below.
The following lemma is the main ingredient in the short proof of Lemma 16 above. It establishes the third condition in Definition 4, so it allows us to conclude that is ν-feasible for the EA. Since by Lemma 11, is also piece-wise polynomial with respect to the EA, Lemma 9 enables us to repeatedly apply Lemma 18 to bound the expected optimisation time of the EA. (1 + 1) EA for minimising F with independent bit-mutation rate p n = c/n. Let f be an objective function in F with n(f ) ≥ n 0 . For all x ∈ {0, 1} n(f ) \ {0},
Lemma 18 Let F be a linear family of objective functions over bit strings. Consider the
Pr(
since the events
unless one of them occurs. In each of various cases (see Sects. 4.1-4.5), we will show that, for all i with
which is greater than or equal to 0 since n ≥ n 0 > c and ε < 1. Using the lower bound Pr(I i [t + 1]) ≥ p n (1 − p n ) n , which applies for every i with x i [t] = 1, (2) and (3) give
.
(1 − ε) for n ≥ n 0 , this will complete the proof. It remains to prove (3). We do this in Sects. 4.1-4.5. In each case, B is the block containing bit position i, L is the block to the left of B (if it exists) and R is the block to the right of B (if it exists). Figure 1 depicts some blocks (two short blocks followed by a long block, followed by a short block divided into two miniblocks, followed by another short block). the goal is to prove (3) . That is, we must show that
Case 1
For this case, assume that B is not long and that blocks adjacent to B are not long either.
If B is not the leftmost block, then let L be the block to B's left. The case in which B is the leftmost block is actually easier, but to avoid repetition, in this case, let L be the block consisting of the single bit position B . The following argument now applies whether L is a real block or just a single bit position.
We will condition on I i [t + 1]. By Lemma 17, we know that if this mutation is accepted (so A t+1 occurs), then the event
. Thus, the quantity in (4) is at least
Now, by Lemma 15, we have
To see this, apply the lemma directly to L if it is not the leftmost block (and note that Using this and w r B ≤ w i we have
By the choice of the parameters in Sect. 3.1, and since n ≥ n 0 , each of 2K 2cγ
ln K , 2 c n K 2cγ , γ cK 2cγ and c n 4 K 2cγ is at most (1 − p n ) n ε/4, so (3) holds, as required. To see this, recall (from the text just after Lemma 17 ) that ε is taken to be "sufficiently small", then K ≥ 1 is taken to be "sufficiently large" (depending on c and ε) and then γ ∈ (0, 1) is taken to be "sufficiently small" (depending on c, ε and K). Finally, we take n 0 > 1 to be any integer which is "sufficiently large" with respect to all of these parameters, in particular, guaranteeing that (1 − p n ) n is "sufficiently close" to exp(−c) for any n ≥ n 0 . It is easy to see that c n 4 K 2cγ and 2 c n K 2cγ are sufficiently small, since n 0 is chosen after the other parameters (so these terms can be made arbitrarily small as compared to exp(−c)ε/4). Similarly, γ cK 2cγ is sufficiently small because γ is chosen to be sufficiently small with respect to ε, c and K. Finally,
ln K is sufficiently small because γ can be chosen as small as we like with respect to the other parameters. (That is, first K is made sufficiently large with respect to c and ε and then γ is defined.) For example, setting γ = ln(
ln K = e −c ε/8.
Case 2
For this case, assume that the block L, immediately to the left of B, is long, and that i is in the rightmost miniblock of block B (which is therefore short). This is very similar to Case 1. As in Case 1, we will condition on I i [t + 1]. Where Case 1 uses Lemma 17, we use exactly the same argument to show that, if this mutation is accepted (so A t+1 occurs), then event I B [t+1] occurs. From that point the argument proceeds exactly as in Case 1, replacing " L " with " B ". We use Lemma 15 to obtain the upper bound
The rest of the argument is exactly the same as in Case 1.
Case 3
For this case, assume that B is immediately to the left of a long block R. Hence both B and R are in the copy regime. If B is not the leftmost block, then there is a block L immediately to the left of B. Block L is short, since any pair of long blocks has at three short blocks between.
Thus, L is in the damped regime. If B is the leftmost block, to keep notation simple, we add an artificial block L = { B } = {n}.
Note that
Let Y be the set of n-bit binary strings so that, if y[t + 1] = y, then I i [t + 1] occurs and A t+1 occurs (the move in step t + 1 is accepted). We first analyse the effect of such a mutation. Let y ∈ Y . As in Case 1, A t+1 implies I L [t + 1]. Consequently, we have y j = 0 for all j that fulfil j > L or both j > i and x j [t] = 1. Thus, by the definition of A t+1 , we have
We compute
Dividing through by a i , we have
Now for j in the copy regime (blocks B and R), a j /a i = w j /w i . Also, for j ∈ L (which is in the damped regime), 
which is at least E 1 − n −3 w i by (5) . Also,
Each y with y j = 0 for all j = i contributes at least (1 − p n ) n w i to the outer sum. All other strings y contribute at least −n −3 w i by (6) . Now, putting it together, we find that 
To derive an upper bound in the right-hand side of (7) we split the summation into three easily-bounded parts. The summation over j ∈ L − {r L } is equal to − r L <j ≤ L :y j =1 a j , the summation over j ∈ B is at most j ∈B:x j [t]=1,y j =1 a j , and the summation over j < r B is at most na r B ≤ a i /n. From (7) we thus have
Define
We will show that, for y ∈ Y ,
Start by breaking up the left-hand side as
Recall that for j ∈ L, we have w j = w r L a r L a j , whereas for j ∈ B, we have
where the final inequality uses the fact that B is short, that is, r L − r B ≤ γ n. Thus, the sum of the first two terms in (9) is at least
and by (8) , this is at least
Upper-bounding a j with a r L w r L w j K γ c in the last term, we find that (9) is at least
Combining the summations, this is at least
Upper-bounding a i with a r L , the first two terms are at least −(1 +
Then upper-bounding w r L with K γ c w i , the whole thing is at least (y).
We have shown that, for y ∈ Y ,
Suppose that y is an n-bit binary string such that, if y[t + 1] = y, then A t+1 does not occur. In this case, we also have
since (y) < 0. Now let y[t + 1] be random as constructed by the algorithm. Denote by y * the bit string that contains exactly one one-entry, namely the one on position i. Let P be the probability (conditional on
where the first inequality comes by ignoring terms y ∈ Y − {y * } (since these are non-negative).
which establishes (3), as required.
Case 5
For this case, assume that B is a long block.
To the right of B, there might be a short block R, otherwise r B = 1 and we define R = {r B } to ease notation. To the left of B, there might be a short block L, otherwise 
We will use the fact that for j ∈ L ∪ B, we have w j = w r B a r B a j since we are in the copy regime, whereas for j ∈ R, we are in the damped regime, so we have Since each of the summands, The cases that we have just completed conclude the proof of Lemma 18, which was used in the proof of Lemma 16. We are now ready to prove Theorem 7.
Proof of Theorem 7 By Lemma 16, there is a function ν(n) = O(n) such that the family = { f } of drift functions that we have constructed is ν-feasible for the EA. By Lemma 11 this family of drift functions is piece-wise polynomial with respect to the EA. The result now follows from Lemma 9 (using Definition 10).
A Simple Lower Bound
The following theorem complements Theorem 7,  showing that it cannot be improved by more than a constant factor. This extends Lemma 10 in [9] using the same proof idea.
Theorem 19
Let c be a positive constant. Letc = max{1, c}. Let F be a family of linear objective functions over bit strings. Consider the (1 + 1) EA for minimising F with independent bit-mutation rate p n = c/n. There is a constant n 0 such that, for any f ∈ F with n(f ) ≥ n 0 , the probability that the optimisation time is at most n(f ) ln(n(f ))/(2(c + 1)) is at most exp(−n(f ) (1) ).
Proof Let n 0 be any integer so that (1 −c n 0 ) n 0 ≥ exp(−(c + 1)). It is easy to see that such an n 0 exists, since (1 −c n 0 ) n 0 converges, from below, to exp(−c), as n → ∞.
Consider an input f ∈ F with n(f ) ≥ n 0 . Let n = n(f ) and let T = 1 2(c + 1) n ln n.
The probability that a particular bit position is not touched by any mutation step during T iterations is at least
By a Chernoff bound, the probability that the initial solution x (which is chosen uniformly at random from {0, 1} n ) has at least n/3 bit positions that are one is at least 1 − exp(−n/36). The probability that all of these bits are touched in T mutation steps is at most (1 − n −1/2 ) n/3 ≤ exp(− (1/3)n 1/2 ) .
Thus, the probability that the optimum is found in T steps is at most exp(−n/36)+ exp(−(1/3)n 1/2 ).
Conclusion
Let c be a positive constant. Let F be a family of linear objective functions over bit strings. Theorem 7 shows that the (1 + 1) EA for minimising F with independent bit-mutation rate p n = c/n has expected optimisation time O(n(f ) log n(f )). The proof of the theorem constructs a feasible family of drift functions for the EA that is piece-wise polynomial. The construction of the drift functions depends on the relevant objective functions. By reproving a classical drift theorem, we also show that our bound on the expected optimisation time also holds with high probability. This version of the drift theorem makes it easy to extend a number of other classical bounds stemming from drift or "expected multiplicative weight decrease" arguments to also hold with high probability, instead of only with expectation (see [4] ). We expect this version of the drift theorem to become a useful tool in the theory of evolutionary algorithms.
