Abstract-The development of the cognitive radio technology can enormously benefit from the availability of realistic and accurate spectrum occupancy models. Time-dimension models of spectrum use proposed in the literature so far are able to capture and reproduce essential temporal characteristics such as the mean occupancy level (duty cycle) and the statistical distribution of busy/idle-period lengths. However, more sophisticated aspects of spectrum use, such as time-correlation properties, have not been properly addressed yet. In this context, this paper studies and analyzes, based on field measurements of various radio technologies, the time-correlation properties of spectrum use. Appropriate models and simulation techniques are proposed in order to accurately capture and reproduce such features.
I. INTRODUCTION
The recent emergence of Dynamic Spectrum Access (DSA) policies based on the Cognitive Radio (CR) technology [1] has been motivated by the spectrum underutilization resulting from inflexible and inefficient spectrum access policies, which has been demonstrated by many spectrum measurement campaigns [2] - [11] . The basic underlying principle of DSA/CR is to allow unlicensed users to access in an opportunistic and non-interfering manner some licensed bands temporarily unoccupied by licensed users. Unlicensed (secondary) CR terminals monitor the spectrum in order to detect spectrum gaps left unused by licensed (primary) users and opportunistically transmit. Secondary unlicensed transmissions are allowed according to this operating principle as long as they do not result in harmful interference to the licensees.
As a result of the opportunistic nature of the DSA/CR paradigm, the behavior and performance of a network of secondary CR nodes depends on the primary spectrum occupancy pattern. Realistically and accurately modeling such patterns becomes therefore essential and extremely useful in the domain of DSA/CR research. Models of spectrum use can be very helpful in a wide variety of applications, ranging from analytical studies to the design, dimensioning and performance evaluation of secondary networks, including the development of innovative simulation tools as well as novel DSA/CR techniques. The utility of such models, however, depends on their degree of realism. An accurate modeling of the primary system's spectral activity is therefore a key aspect for a reliable design and performance evaluation of DSA/CR techniques. This paper addresses the problem of modeling spectrum occupancy in the time domain. From the point of view of a DSA/CR network, spectrum use can adequately be modeled by means of a Markov chain with two states, one indicating that the channel is busy (i.e., used by a primary user and therefore not available for opportunistic access) and the other one indicating that it is idle (i.e., available for secondary use). Previous works based on empirical measurements have demonstrated the suitability of the Continuous-Time SemiMarkov Chain (CTSMC) model, where the busy/idle state holding times follow certain specified distributions [12] - [14] .
The CTSMC model is able to capture and reproduce the statistical distribution of busy/idle-period lengths as well as the mean channel occupancy level in terms of the duty cycle (i.e., the probability/fraction of time that the channel is busy), which in turn depends on the mean value of the busy/idle-period distributions. Nevertheless, previous studies [14] have indicated that in some cases the lengths of the busy/idle periods in a given frequency band can be correlated, a feature that the CTSMC model cannot reproduce. A modeling approach based on the aggregation and superposition of the realizations of several CTSMC processes was proposed in [15] . Although such simple model was shown to be able to qualitatively reproduce correlations between consecutive idle-period lengths, it suffers from some practical limitations. The resulting correlation depends on the number of aggregated processes as well as their distributions, and by suitable parameter selection various correlations can be reproduced. However, if a particular correlation level needs to be reproduced, the number of processes to be aggregated and the distribution parameters cannot easily be determined, making necessary the use of simulations, which complicates the configuration of the model and hence its application. Therefore, there is a clear need for simple primary user activity models featuring correlated busy/idle periods. In this context, and based on field measurements of various radio technologies, this work explores the autocorrelation properties not only of idle periods but also of busy ones, as well as the correlation properties of consecutive busy/idle periods. Based on the observed correlation properties, adequate empirical models are developed. Moreover, a simulation method is proposed, which is able to reproduce the observed correlation properties between consecutive busy/idle, busy/busy or idle/idle periods along with any specified statistical distributions for both busy and idle periods.
II. MEASUREMENT SETUP AND METHODOLOGY
The measurement equipment used in this work (see Figure  1 ) relies on a spectrum analyzer configuration where some external devices have been added to improve the detection capabilities and therefore the accuracy and reliability of measurements. The setup is composed of two broadband disconetype antennas covering the frequency range from 75 to 7075 MHz, a Single-Pole Double-Throw (SPDT) switch to select the desired antenna, several filters to remove undesired overloading (FM) and out-of-band signals, a low-noise pre-amplifier to enhance the overall sensitivity and thus the ability to detect weak signals, and a high performance spectrum analyzer to record the spectral activity. A more detailed description of the measurement setup design and configuration as well as the methodological procedures considered can be found in [16] . The measurement equipment of Figure 1 was employed to monitor the activity of several spectrum bands, namely TETRA uplink (410-420 MHz) and downlink (420-430 MHz), E-GSM 900 uplink (880-915 MHz) and downlink (925-960 MHz), DCS 1800 uplink (1710-1785 MHz) and downlink (1805-1880 MHz), DECT (1880-1900 MHz), and ISM (2400-2500 MHz). Each band was measured for a time period of 7 days, beginning on Monday midnight and ending on Sunday midnight. The captured data were used to extract the binary channel occupancy patterns by classifying power samples as either busy channels or idle ones based on the energy detection method [17] . Based on the resulting binary channel occupancy sequences, the lengths of busy/idle periods were extracted and their correlation properties were exhaustively analyzed. Although this work does not present results for all the considered spectrum bands, the proposed modeling approach has been developed and validated based on channels from all the measured bands.
III. CORRELATION METRICS
The correlation properties of busy/idle periods are quantified and analyzed in this work by means of the Pearson's product-moment correlation coefficient , the Kendall's rank correlation coefficient , and the Spearman's rank correlation coefficient , which are defined as [18] :
where and represent the busy/idle period lengths with Cumulative Distribution Functions (CDF) ( ) and ( ), ( ′ , ′ ) and ( ′′ , ′′ ) are two random observations of and , and {⋅}, {⋅}, and ℂ{⋅} denote their expected value (mean), variance, and covariance, respectively. If the state space of a primary radio channel is denoted as = { } =0,1 , with 0 being the idle state and 1 being the busy state, then the previous correlation coefficients represent the autocorrelation of idle periods when = = 0 , the autocorrelation of busy periods when = = 1 , and the correlation between consecutive busy/idle periods when ∕ = , , ∈ {0, 1}.
Based on empirical samples of the period lengths and , the previous correlation metrics can be estimated as:
where / ( = 1, 2, . . . , ),˜/˜and˜/˜represent the -th value, the sample mean and the sample variance of / , respectively, and = − is the difference between the number of concordant pairs ((
The above mentioned correlation coefficients have some similarities. All of them take values within the interval [−1, +1]. If both random variables and increase or decrease together, the correlation coefficients are positive. However, if one variable increases as the other decreases, then the correlation coefficients are negative. If the variables are independent, the correlation coefficients are zero (or approximately zero), but the converse is not true in general. There are, however, some important differences. First, is only sensitive to linear dependence relations between random variables. Thus, if the association between two random variables is purely non-linear, then = 0 even though they are not independent. On the other hand, and are sensitive and can detect some non-linear associations between variables. Moreover, has the unfortunate property of being sensitive (not invariant) under non-linear transformations of the random variables. However, and are invariant under monotone transformations. Thus, given two random variables with correlation coefficients , and , a transformation of the variables could (and usually does) change the value of , but it will not affect the values of and under strictly monotone transformations.
IV. CORRELATION PROPERTIES OF SPECTRUM USE A. Correlation between Busy and Idle Periods
The correlation between busy/idle periods was evaluated for all channels within each measured band as a function of various parameters such as the channel duty cycle as well as the mean busy/idle period duration. The obtained results indicated that there is no clear relation between the observed correlation coefficients and these parameters. However, consecutive busy/idle periods frequently showed non-zero correlations, meaning that they are not completely independent and, as such, need to be modeled as correlated random variables. Figure 2 shows the empirical Probability Density Function (PDF) of the considered correlation coefficients for the channels measured within the DCS 1800 downlink (DL) band, which constitutes a representative example of the results obtained for other spectrum bands. As it can be appreciated, the values obtained for the three considered correlation coefficients are frequently close to zero, meaning that consecutive busy/idle periods are not tightly correlated. However, the correlation values are mostly non-zero and, in some particular cases, they indicate noticeable correlation levels. An accurate and realistic model of spectrum use should therefore take this feature into account. In order to characterize the correlation properties of busy/idle periods, Table I shows the correlation coefficients observed for some selected spectrum bands. It is worth noting in Figure 2 and Table I that the correlation coefficients normally take negative values, meaning that when the length of a busy period increases, the length of the next idle period tends to decrease and vice versa. This can be explained by the fact that when the channel load increases, then the fraction of time that it remains in use increases and, as a result, the duration of busy periods increases while idle periods become shorter. On the other hand, the opposite behavior is observed when the channel load decreases (i.e., the length of busy periods decreases and idle periods become longer).
B. Autocorrelation of Busy and Idle Periods
The correlation between the sequence of periods of the same type (either busy or idle) of a channel and a shifted version of itself (i.e., the autocorrelation) was also evaluated based on the considered correlation metrics as a function of the distance (lag) between them. Two different autocorrelation behaviors were empirically observed, namely one periodic and another non-periodic. This is illustrated in Figure 3 , which shows some examples of the autocorrelation function of idle periods as a function of the lag number, , based on the Spearman's correlation coefficient, i.e. ( 0 , 0 ; ). Similar trends were observed for busy periods and other correlation metrics.
For channels with non-periodic autocorrelation functions (upper part of Figure 3 ), the correlation coefficient takes its maximum value at = 1 and decreases linearly with until = , beyond which the correlation is approximately zero. This behavior can adequately be modeled as:
Based on results from field measurements, it was empirically observed that ∈ [0.1, 0.4] and ∈ [2000, 8000]. For channels with periodic autocorrelation functions (lower part of Figure 3 ) with period , the correlation coefficient can be expressed as the summation of two bell-shaped exponential terms centered at lags = 1 and = +1, with amplitudes and widths :
where is the minimum correlation. This behavior was frequently observed in cellular mobile communication systems (and some TETRA channels) where the experienced loads, and thus the busy/period lengths, show a relatively similar and periodic behavior every day. Based on results from field measurements, it was empirically observed that ≈ −0.1 in most cases, ∈ [0.2, 0.5], corresponds to the average number of lags equivalent to 24 hours, and ≈ /4.
As it can clearly be appreciated in Figure 3 , the models of equations 9 and 10 are able to accurately describe the timedomain autocorrelation properties of spectrum use empirically observed in real systems.
V. RANDOM VARIATE GENERATION PRINCIPLES
This section reviews some results from the theory of random variate generation, which will be used in the definition of the simulation technique proposed in Section VI in order to reproduce the time-correlation properties of spectrum use.
A. The Inversion Method
The inversion method [18, p. 28] can be used to generate random variates with any arbitrary distribution. This method is based on the following property. Let (⋅) be a continuous CDF on ℝ with inverse CDF given by −1 (⋅). If is a uniform random variable within the interval [0, 1], then the CDF of −1 ( ) is (⋅). Moreover, if is a random variable with CDF (⋅), then ( ) is uniformly distributed on [0, 1]. Based on this property, any distribution (⋅) can be generated based on random variates with uniform or any other distributions.
B. Generation of Correlated Random Variates
If and are independent and identically distributed (iid) random variables, and a new random variable is defined as:
with 0 ∈ [−1, +1], then and have a Pearson's correlation coefficient ( , ) = 0 [18, p. 567]. This property, which can be verified from equation 1, can be used to generate random variates with a specified Pearson's correlation coefficient. It is worth mentioning that the normal distribution is one of the few distributions that is stable, meaning that a linear combination of two independent variables of such distribution also has the same distribution, up to the location and scale parameters. Therefore, if and are normally distributed, then is also normally distributed. Moreover, if and are standard (zero-mean, unit-variance) normal random variables, then is also a standard normal random variable. A sequence = 1 , 2 , . . . , of standard normal random values with specified Pearson's autocorrelation function ( , ; ) can be generated based on the property:
derived from the Wiener-Khinchin theorem, where ℱ {⋅} denotes the Fourier transform. Subjecting a standard Gaussian process to a linear operation (including filtering) yields another standard Gaussian process with a different autocorrelation function. Thus, an appropriate filter (derived from equation 12) can be used to induce correlation on an uncorrelated Gaussian process. Concretely, if = 1 , 2 , . . . , is a sequence of iid complex standard normal random values, then [19] :
is a sequence = 1 , 2 , . . . , of standard normal random values with Pearson's autocorrelation function ( , ; ), where ⊙ stands for Hadamard's element-wise multiplication.
C. Relation among Correlation Metrics
For normally distributed random variables and , the correlation metrics defined in equations 1-5 are related as [20] :
Equation 14 holds if and are normally distributed. If a monotone transformation is applied to and/or , ( , ) and ( , ) will remain unchanged but ( , ) might not.
VI. SIMULATION OF CORRELATION PROPERTIES

A. Simulation Method
A simulation method is proposed in order to reproduce any arbitrary distribution of busy/idle period lengths along with the correlation properties of spectrum use observed in Section IV (see Algorithm 1). The proposed algorithm requires as input information the CDF of idle and busy periods, denoted as 0 (⋅) and 1 (⋅) respectively, the Kendall or Spearman correlation coefficient between busy/idle periods, denoted as ( 0 , 1 ) and ( 0 , 1 ) respectively, as well as the autocorrelation function (periodic or non-periodic) of idle periods in terms of the Kendall or Spearman correlation coefficients as a function of the lag number , i.e. ( 0 , 0 ; ) or ( 0 , 0 ; ) respectively. Notice that the desired correlations to be reproduced need to be specified in terms of the Kendall or Spearman metrics since the algorithm involves some transformations of random variables that would change any specified Pearson's correlation value. The same algorithm can be used to reproduce the autocorrelation properties of busy periods, i.e. ( 1 , 1 ; ) or ( 1 , 1 ; ), instead of idle ones, if desired. However, idle periods represent the real spectrum opportunities for secondary users and modeling their autocorrelation properties results therefore more convenient. The proposed algorithm outputs sequences of period durations for idle, 0 , and busy, 1 , periods, in blocks of values. For periodic idle autocorrelation functions, corresponds to the function's period and determines the periodicity with which the process is repeated. For non-periodic idle autocorrelation functions, represents the lag number beyond which autocorrelation is negligible. In such a case, after generating a sequence of period lengths, a new one is generated based on different (independent) random variates.
First of all, the correlation properties specified in terms of the Kendall or Spearman metrics are converted to their Pearson counterpart based on equation 14 (lines 1 and 2). Afterwards, and for every block of values, a sequence of iid complex standard normal variates is generated (line 4) and converted, based on equation 13, into a sequence 0 (line 5) of standard normal variates with autocorrelation function ( 0 , 0 ; ). A sequence of iid standard normal variates is generated (line 6) in order to produce, based on equation 11, a sequence 1 (line 7) that has a correlation ( 0 , 1 ) with 0 . Since 0 and 1 are standard normal variates, Φ( 0 ) and Φ( 1 ), where
] is the standard normal CDF, are uniformly distributed. Thus, by the inversion principle, the transformations of lines 8 and 9 produce sequences 0 and 1 of period lengths with the desired CDFs. Moreover, since 0 and 1 are normally distributed, the desired Kendall and Spearman correlations hold between them as inferred from equation 14. As a result, the monotone transformations of lines 8 and 9 preserve such correlations on 0 and 1 .
B. Validation
The proposed method was employed to generate sequences of idle/busy periods following generalized Pareto distributions with locations 0 / 1 = 3.5780/3.5150 s, scales 0 / 1 = 10.9356/2.6240 and shapes 0 / 1 = 0.1784/0.1884 (these values were extracted from observations of empirical measurements). The algorithm was configured in order to reproduce ( 0 , 1 ) = −0.3 with both non-periodic ( = 0.25, = 3000) and periodic ( = −0.1, = 0.4, = 1000, 
=
/4 = 250) idle autocorrelation functions. Figure  4 shows the results obtained by averaging 10 simulations ( ( 0 , 1 ) ≈ −0.29). As it can clearly be appreciated, the proposed method is able to accurately reproduce not only the specified statistical distributions for both busy and idle periods (shown in Figure 4 in terms of the complementary CDF), but also the desired time-correlation properties of spectrum use.
VII. CONCLUSIONS An accurate and realistic modeling of the spectral activity of primary systems is a key aspect in the design and performance evaluation of DSA/CR systems. Existing time-dimension models of spectrum use are able to capture and reproduce basic temporal characteristics such as duty cycle and statistical distribution of busy/idle periods. However, more sophisticated aspects such as time-correlation properties have not been properly addressed. This paper has studied and analyzed, based on field measurements of various bands, the time-correlation properties of spectrum use, proposing adequate models and a simulation technique to accurately capture and reproduce such features. The obtained results demonstrate that the proposed models and simulation method are able to accurately reproduce not only any arbitrary statistical distributions for both busy and idle periods but also the time-correlation properties of spectrum use empirically observed in real systems.
