Abstract
included in the clutter. Updating the model for this kind of variation demonstrated that the It is often overlooked that one of the major advantages of NIR spectroscopy, i.e. its analysis 
33
The idea of noise augmentation (NA) or ensemble methods [10] [11] [12] [13] is to expand the 34 calibration set artificially in order to build PLS models that are more robust to the different kinds of variability expected in the future sample population. An artificial calibration set can be created by 1 augmenting the original one with a high number of spectral signatures, representing the 'noise'. The 2 original spectra in the resulting calibration set should span the chemical variation in the best possible 3 way, whereas the perturbation spectra should represent all the other possible variations that can be 4 expected. One way to estimate the latter is through the measurement of spectra under varying 5 perturbation conditions. Because the 'noise' added to the calibration spectra should be independent 6 from the component of interest, this operation should not change the corresponding reference 7 values.
9

Prediction -Augmented Classical Least Squares (P-ACLS)
In contrast to the inverse modeling approaches (e.g. PLS), classical least squares (CLS)
11
regression is based on an explicit linear additive model (e.g. Lambert-Beer's law in spectroscopy).
12
Equation (1) depicts the CLS model.
16
where J is the matrix of the measured intensities, P is the matrix of concentration values, K is the 17 matrix of the pure component signals at unit concentration, and E A the model error.
18
The major weakness of CLS is that it requires quantitative knowledge of all the spectrally
19
active components in the calibration set to get an estimate of K. Augmented (A)-CLS attempts to
20
obtain a better estimation of K by augmenting the predicted pure component matrix with empirically
21
derived spectral shapes, e.g. the loading vectors from PCA on the spectral residuals E A (SRACLS), known pure component spectra [14] , or a priori known other variation not included in the calibration 23 set (PACLS) [15] [16] . The addition of the spectral shapes both changes and corrects the concentration
24
estimates for the component of interest. 
29
There are essentially 2 contributions within the calibration matrix X, i.e. one originating from 30 the analyte of interest k (X k ), and another from all other sources of variance (X -k ).
Pretreatments based on orthogonal projections aim at removing those spectral patterns, which are 1 'interfering' with the desired prediction from the data matrix X, before calibration on y. It is 2 attempted to return the spectra of X as X*, containing the most condensed spectral information, i.e.
3
the net analyte signal (X k ) [17] . The information to be removed, i.e. the clutter, can be defined based 4 on pure component spectra of known interferences [18] , an experimental design with varying 5 perturbation factor(s) [19] , or an (augmented) calibration data set [12] . The column vectors of the so 6 obtained matrix S form a basis of the detrimental subspace. Then, an orthogonal projector to S, i.e.
7
⊥ S P , can be calculated to correct the initial matrix X as follows. 
12
This unsupervised orthogonalisation method uses pure spectra (without reference value) to 13 define a basis of the space spanned by the 'interfering' factors, this way estimating the parasitic varying. Retaining only the first g a PC's, the column vectors of the matrix of eigenvectors G will
16
represent an orthonormal basis of the subspace to be removed. Subsequently, an orthogonal 17 projection is defined to filter the calibration spectra X to obtain the 'corrected' ones (X*). 
23
Because the original calibration data base X is adjusted by means of orthogonal projection, the 24 correction is embedded into the model. Hence, there is no need to reapply the correction to new 25 spectra when using the model. Advantages of this method are the high flexibility and the fact that it 26 does not require corresponding y values. Because it is based on external a priori information, the 27 success of the unsupervised orthogonalisation will strongly depend on how one is able to identify the for identifying the information to be removed. In practice, the latter can be supported by assessing 31 the RMSECV as a function of g a and the number of latent variables, or by the evolution of the Wilks 32 lambda value [19] . Nevertheless, using unsupervised orthogonal projection methods holds a risk of removing too much information, i.e. when there is detrimental information not independent with 1 the net analyte signal [20] . algorithm, where the weighted regression vector w is adjusted. Thus, OSC pre-processing involves 
12
Then, the newly obtained X* can be calibrated on y by means of PLS. Different approaches have been
13
proposed for estimating the score vector t. As the orthogonal projection is not embedded in the This method was introduced by Goicoechea and Olivieri [22] . To obtain an estimate of the 18 parasitic subspace X -k , the following orthogonal projection of X to y is performed. 
21
In a next step, X is projected orthogonal to the matrix U, consisting of the first g a PC's of X -k est to 23 obtain X* for calibration on y by means of PLS or CLS. 
27
The same transformation is applied to new spectra x prior to applying the calibration model. 
31
Thus, NAP has in common with OSC that it attempts removing the spectral information in X that is the detrimental subspace in a less empirical way, and may also work efficiently when detrimental 1 and useful information are not independent [20] . A disadvantage is that all the variation to be 2 removed should be present in the calibration base, thus corresponding y values are necessary. 
27
The calibration set consisted of oblong shaped tablets of 6 target API concentration levels, 
11
performed on the absolute values of the prediction errors [25] . Multiple comparisons were
12
performed by the Dunnett's test, using the PLS model as a control to calculate p values.
14
Available prior information
15
NIR spectra were recorded from the pure tablet components, i.e. from the API (A) and the excipients 16 (B). Fig.1 shows the obtained spectra in the considered spectral range after SNV pre-processing.
Since hundreds of tablets per batch were measured, systematic variations in the spectra due to 23 process variation over time may also be covered. The NIR spectra of the tablets originating from 24 laboratory batches (at the extreme target API concentration levels) were added to this matrix,
25
creating C (10213 x 364). 107 spectra from processed tablets with deliberate strong water variations
26
were measured (Fig.2) . Either the tablets were stored for 30 min at 50°C (to decrease the water 27 content in the tablets), either for 3h at 75% RH, or for 16h at 75% RH (to increase the water content showed two separate clusters. This may be due to a systematic effect that occurred over the 10 manufacturing time of the batch. Hence, selecting the samples for calibration holds a risk of not fully 11 covering the spectral intra-and inter-batch variation that may be present in future samples.
12
As the variation in C is partly due to differences in API content (the parameter to be 13 quantified) in each individual tablet, this spectral information cannot be used 'as such' for defining 14 the clutter for the proposed strategies. Many correction methods define the clutter by the difference 15 spectra at various perturbation levels, which works well when the property to be determined can be 16 held constant [17] . Here, it is impossible to obtain individual tablets, even from the same batch, with exactly the same API concentration and tablet composition. Another possibility is using a y-gradient 
20
proposed another methodology to obtain a relevant estimate of the clutter. To correct C for known 21 chemical variations, the pure spectra from the tablet constituents were used to calculate a basis.
Removal of their spectral contributions from C was performed by orthogonal projection [18] . After
23
the correction of C, the spectra have lost their initial form, leaving only the spectral shapes from 24 other variations (Fig.6 ). 
31
Strategies using EPO
32
Depending on how the clutter is defined, there are different possibilities to perform EPO and other variations were captured in E for global EPO correction of X. Here, optimization of the 1 dimension of the subspace to be withdrawn was performed by analyzing the evolution of the spectra of D to n repetitions of the original calibration spectra X. Similarly, y aug was developed as n 7
repetitions of y, because the added spectral variations are not supposed to change the 8 corresponding y value of each spectrum (Fig.7) . Hence, a calibration set containing 10213 objects was 9 obtained and used for PLS regression.
10
Because OSC and NAP need a calibration data base to calculate the orthogonal projection,
11
these techniques were applied on the augmented calibration set, i.e., X aug and y aug containing the 12 most complete information. The OSC aug used the X aug and y aug calibration base for calculating the
13
orthogonal correction. The NA-NAP strategies performed NAP on the augmented calibration base
14
X aug and y aug this way calculating a projection factor to transform the spectra in X to X* prior to PLS or
15
CLS regression. The optimal number of factors g a to be removed was determined via the minimal
16
RMSECV. The test set spectra underwent the same transformation as the calibration spectra.
18
Strategies using ACLS
19
The SRACLS procedure described in [14] was used to define an augmented pure component 
25
Model update for strong water variations
26
To assess whether the strategies using prior spectral information can account for strong 
30
prior information contained, just as in the previous section, no spectra of processed tablets. In model 31 update 2, the initial training set 1 (120 not-processed tablets) was used for calibration. The prior 32 information matrix containing intra-and inter-batch variability was augmented with spectra from 33 processed tablets to account also for the strong water variations.
Results and discussion
2
Models using prior information containing intra-and inter-batch variation
3
In this section, the above discussed strategies were applied to evaluate their capability for 4 filtering the intra-and inter-batch effects hampering the model performance. Test set 1 was used to 5 evaluate the model's ability to withstand unknown variability (external validation). With PLS models 6 covering different amounts of variation in their calibration set as a benchmark, the performance of 7 the investigated modelling strategies was investigated in terms of number of latent variables (LV's),
8
root mean square error of prediction (RMSEP) and its statistical significance ( Table 1 ). The number of 9 factors used for the correction method was also reported. All models were trained on 4 different 10 sample sets, holding different amounts of variation. Set 1 (120 tablets, 12 batches) contained the 11 most intra-and inter-batch variation, while set 4 (18 tablets, 6 batches) contained the least. Sets 2
12
(60 tablets, 6 batches) and 3 (30 tablets, 6 batches) contained more intra-batch variation compared 13 to set 4. The prior information matrix C was considered to be representative for intra-and inter-14 batch variability in the spectra.
15
The PLS, NAP-CLS, NAP-PLS and OSC-PLS models did not use any prior information and were
16
added for comparison purposes. They were marked in Table 1 with an asterisk. For all calibration sets 17 the OSC-PLS, NAP-PLS and NAP-CLS models were generally more parsimonious (less LV's) compared to PLS, but did not show improved predictive power. Many papers present similar conclusions on this
19
behavior of OSC and NAP [22] [23] [24] . PLS established higher prediction errors in models calibrated on 20 sample sets containing less variability.
21
The prediction performances of the ACLS models (SRALCS and PACLS) were much worse than
22
the PLS-based models, making the latter models more suitable for the present case study. It is
23
hypothesized that ACLS models, based on a linear-additive model may have trouble capturing the 24 physical differences between the NIR spectra of powders (pure components) and tablets. 
10
Compared to NAP-PLS, the NA procedure may add more variability into the calibration data 11 base, which is missing when using non-exhaustive calibration. In the NAP-CLS and NAP-PLS models 
18
Except for the model calibrated on set 4 the NA-NAP method performed clearly better when combined with PLS instead of CLS. In these cases, PLS was able to further model the important
20
information. In case of calibration set 4, the NA-NAP operation returned the original calibration 21 spectra X into X* containing almost exclusively information on the component to be quantified
22
( Fig.8) , with PLS and CLS giving a comparable result.
23
Compared to PLS, EPO-PLS based calibrations showed lower RMSEP's and needed a lower 24 number of LV's, and especially for models calibrated on sample sets carrying fewer variability there 
30
Deliberate water variation (model update)
31
When the tablets are processed, i.e. stored at different extreme temperature and humidity
32
conditions, the water content in the tablets can change considerably [6] . Compared to the tablets visible (Fig.2) . These frequency shifts may suggest a different hydrogen bonding state of the API [28] .
1
As this variation affects the PLS model predictions (Table 2) , we investigated whether this 2 information might be considered in the calibration base or in the clutter for a model update.
3
In case the model was updated by adding deliberate water variation to the calibration data 4 base, the NA-NAP-PLS strategy again outperformed the others, and was the only model being 5 statistically significantly better than PLS ( Table 2, 
12
The second model updating strategy included the spectra of the perturbed samples in the 13 prior spectral information matrix. As expected, models using no prior information from processed 14 tablets, i.e. PLS, NAP-CLS, NAP-PLS, OSC-PLS, SRACLS and EPO chem -PLS, displayed poor prediction 15 performance for test set 2 ( Table 2 , update 2). This could be attributed to the fact that they did not 16 take into account the deliberate water variation. Although some of the modelling strategies that used prior information from processed tablets were able to get better prediction errors for test set 2,
18
the overall model performance was low and none of the methods performed significantly better than
19
PLS. Compared to the models updated with strategy 1, none of the methods in model update 2 was
20
able to obtain good prediction results for test set 2. The prediction performance for test set 1
21
remained reasonably well in all models (except for PACLS), whereas predictions for test set 2 were always poor. The reason for this was found to be that the spectral perturbations due to strong water 
28
demonstrate that the proposed strategies only allow making the model more robust for spectral 29 variation that is not co-linear with the one from the property of interest. Hence, this variability
30
should still be considered in the calibration set.
Because it is difficult to select samples describing intra-and inter-batch variability and to decide when 1 the calibration set is representative, this study explored whether the judicious use of such prior 2 spectral information during model development can improve the performance of NIR models for 3 predicting the API content in tablets. The proposed strategies did neither require exact knowledge of 4 the perturbation levels (only controlled variability of the considered perturbations was necessary),
5
nor needed extra reference analyses.
6
Rather than exhaustive calibration, a more cost-effective model development approach was 7 aspired. A massive amount of prior spectral information on intra-and inter-batch variation was 
16
analyte pre-processing is used to remove those variations in X aug that are orthogonal to y aug , in order
17
to obtain a better estimate of the NAS. Finally, in a fourth step the orthogonally corrected X spectra 18 are regressed to y by PLS regression.
19
Compared to PLS, a statistically significant improvement in prediction performance and a 34- 
24
Where PLS models need the calibration set to be as complete as possible, models using prior Table 1 . Prediction performance (for test set 1) of the different models calibrated on sample sets with different variation. The matrix with prior intra-and inter-batch variation was C (10213 x 364). The best prediction results are in bold. 
Highlights:
-a cost-effective NIR model development strategy is proposed for API content prediction in tablets -judicious use of prior spectral information improves PLS model performance -the clutter captures representative intra-and inter-batch spectral variability to be removed -model requires completeness of the clutter rather than comprehensive calibration sets
