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The purpose of this paper is to propose a new method for solving multiple-attribute de-
cision making (MADM) problems with trapezoid fuzzy linguistic variables. To begin with,
this paper reviews the concepts of the trapezoid fuzzy linguistic variables and the pos-
sibility degree matrix. Then, some operators and their characteristics are introduced, for
aggregating the trapezoid fuzzy linguistic variables, such as the trapezoid fuzzy linguistic
averaging (TFLA) operator, the trapezoid fuzzy linguistic weighted averaging (TFLWA) op-
erator, and the trapezoid fuzzy linguistic ordered weighted averaging (TFLOWA) operator.
On the basis of the disadvantages of these operators, the trapezoid fuzzy linguistic hybrid
orderedweighted averaging (TFLHOWA) operator is proposed. Furthermore, a newmethod
for solvingMADMproblemswith the trapezoid fuzzy linguistic variables is proposed, based
on the TFLHOWA operator. Finally, an illustrative example is given, to verify the feasibility
and effectiveness of the method developed.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Multiple-attribute decision making in a linguistic environment is an interesting research topic which has been receiving
more and more attention in recent years [1–5]. Some operators are widely used in the decision making process. Yager [6]
proposed using the ordered weighted averaging (OWA) operator for aggregating the decision making information. Then,
some new families of OWA operators were introduced [7–9]. Some of them can only aggregate attribute values which
take the form of real numbers, interval numbers, and fuzzy numbers. In real situations, the attribute values given by the
decision makers are only assessed by means of the linguistic variables because of time pressure, lack of knowledge, and the
decisionmakers’ limited attention span. So Bordogna et al. [1] utilized the OWA operator to solve the group decisionmaking
problem in a linguistic contest. Xu [10,11] proposed some operators for aggregating attribute values which take the form of
triangular fuzzy linguistic variables and trapezoid fuzzy linguistic variables, such as a trapezoid fuzzy linguistic averaging
(TFLA) operator, a trapezoid fuzzy linguistic weighted averaging (TFLWA) operator, and a trapezoid fuzzy linguistic ordered
weighted averaging (TFLOWA) operator. The TFLWA operator focuses solely on the weight of the attribute value itself, and
ignores the weight of the position with respect to the attribute value; and the TFLOWA operator focuses on the position
weight with respect to the attribute value, and ignores the weight of the attribute value itself. The two operators are one-
sided. So in order to avoid the disadvantages of the two operators, the trapezoid fuzzy linguistic hybrid ordered weighted
averaging (TFLHOWA) operator is proposed for aggregating the attribute values, which take the form of trapezoid fuzzy
linguistic variables.
The remainder of this paper is structured as follows. In Section 2, the concept of the trapezoid fuzzy linguistic variables
and the possibility degree matrix are briefly reviewed before introducing the new method. In Section 3, for aggregating
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the trapezoid fuzzy linguistic variables, some operators, together with their characteristics, are introduced—such as the
trapezoid fuzzy linguistic averaging (TFLA) operator, the trapezoid fuzzy linguistic weighted averaging (TFLWA) operator,
and the trapezoid fuzzy linguistic orderedweighted averaging (TFLOWA) operator. On the basis of the disadvantages of these
operators, the trapezoid fuzzy linguistic hybrid ordered weighted averaging (TFLHOWA) operator is proposed. In Section 4,
a newmethod for solving MADM problems with trapezoid fuzzy linguistic variables is proposed. In Section 5, the proposed
method is illustrated with an example, and some conclusions are pointed out in Section 6.
2. The trapezoid fuzzy linguistic variables
Suppose that S = {si|i = −t, . . . ,−1, 0, 1, . . . , t} is a finite and totally ordered discrete linguistic term set, where t is
a non-negative integer, and si represents a possible value of a linguistic variable. For example, the set S could be given as
follows [12]:
S = {s−4 = extremely poor, s−3 = very poor, s−2 = poor, s−1 = slightly poor, s0 = fair, s1 = slightly good, s2 =
good, s3 = very good, s4 = extremely good}.
Usually, in these cases, si and sj must satisfy the following additional characteristics:
(1) The set is ordered: si < sj if and only if i < j.
(2) There is a negation operator: neg(si) = s−i; in particular, neg(s0) = s0.
(3) There is a maximum operator: max(si, sj) = si if i ≥ j.
(4) There is a minimum operator: min(si, sj) = sj if i ≥ j.
In the process of the information aggregation, however, some results may not exactly match any linguistic labels in S. To
preserve all the given information, the discrete term set S is extended to a continuous term set S¯ = {sα|s−q ≤ sα ≤ sq, α ∈
[−q, q]}, where sα meets all the characteristics requirements given above and q (q > t) is a sufficiently large positive
integer. If sα ∈ S, then sα is called the original term; otherwise, sα is called the virtual term. In general, decision makers
use the original linguistic terms to evaluate the alternatives, and the virtual linguistic terms only appear in the calculation
process.
Definition 2.1 ([10]). Let sα, sβ ∈ S¯ be the linguistic terms; then the distance between sα and sβ is defined as follows:
d(sα, sβ) = |α − β|. (1)
In some situations, however, the decision makers may provide fuzzy linguistic information because of time pressure,
lack of knowledge, and limited attention spans and information processing capabilities, so the concepts for trapezoid fuzzy
linguistic variables are given as follows:
Definition 2.2 ([11]). Let s˜ = [sα, sβ , sγ , sη] ∈ S˜, where sα, sβ , sγ , sη ∈ S¯, sβ and sγ indicate the interval in which the
membership value is 1, with sα and sη indicating the lower and upper values of s˜, respectively; then s˜ is called the trapezoid
fuzzy linguistic variable, which is characterized by the following member function (see Fig. 1):
µS˜(θ) =

0 s−q ≤ sθ ≤ sα
d(sθ , sα)
d(sβ , sα)
sα ≤ sθ ≤ sβ
1 sβ ≤ sθ ≤ sγ
d(sθ , sη)
d(sγ , sη)
sγ ≤ sθ ≤ sη
0 sη ≤ sθ ≤ sq
where S˜ is the set of all the trapezoid fuzzy linguistic variables. In particular, if any two of α, β, γ , η are equal, then s˜
is reduced to a triangular fuzzy linguistic variable; if any three of α, β, γ , η are equal, then sˆ is reduced to an uncertain
linguistic variable.
Let s˜ = [sα, sβ , sγ , sη], s˜1 = [sα1 , sβ1 , sγ1 , sη1 ] and s˜2 = [sα2 , sβ2 , sγ2 , sη2 ] ∈ S˜ be any three trapezoid fuzzy linguistic
variables, and λ ∈ [0, 1]; then their operational laws are as follows:
(1) s˜1 ⊕ s˜2 = [sα1 , sβ1 , sγ1 , sη1 ] ⊕ [sα2 , sβ2 , sγ2 , sη2 ] = [sα1+α2 , sβ1+β2 , sγ1+γ2 , sη1+η2 ].
(2) λs˜ = λ[sα, sβ , sγ , sη] = [sλα, sλβ , sλγ , sλη].
(3) s˜1 ⊕ s˜2 = s˜2 ⊕ s˜1.
(4) λ(s˜⊕ s˜1) = λs˜⊕ λs˜1.
Definition 2.3 ([13]). Let s˜1 = [sα1 , sβ1 , sγ1 , sη1 ] and s˜2 = [sα2 , sβ2 , sγ2 , sη2 ] be two trapezoid fuzzy linguistic variables, and
let len(s˜1) = (γ1 + η1) − (α1 + β1) and len(s˜2) = (γ2 + η2) − (α2 + β2); then the degree of the possibility of s˜1 ≥ s˜2 is
defined as follows:
p(s˜1 ≥ s˜2) = min

max

(γ1 + η1)− (α2 + β2)
len(s˜1)+ len(s˜2) , 0

, 1

. (2)
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Fig. 1. A trapezoid fuzzy linguistic variable s˜.
From the Definition 2.3, we can easily obtain the following results:
(1) 0 ≤ p(s˜1 ≥ s˜2) ≤ 1, 0 ≤ p(s˜2 ≥ s˜1) ≤ 1.
(2) p(s˜1 ≥ s˜2)+ p(s˜2 ≥ s˜1) = 1. In particular, p(s˜1 ≥ s˜2) = p(s˜2 ≥ s˜1) = 12 .
(3) Let p(s˜1 ≥ s˜2) ≥ 12 and p(s˜2 ≥ s˜3) ≥ 12 ; then p(s˜1 ≥ s˜3) ≥ 12 .
(4) Let p(s˜1 ≥ s˜2) ≥ 12 and p(s˜2 ≥ s˜3) ≥ 12 ; then p(s˜1 ≥ s˜2)+ p(s˜2 ≥ s˜3) ≥ p(s˜1 ≥ s˜3).
3. Some aggregation operators
Definition 3.1 ([10]). Let TFLA : S˜n → S˜ be given by
TFLA(s˜1, s˜2, . . . , s˜n) = 1n (s˜1 ⊕ s˜2 ⊕ · · · ⊕ s˜n) (3)
where s˜i ∈ S˜, i = 1, 2, . . . , n; then TFLA is called a trapezoid fuzzy linguistic averaging (TFLA) operator.
Definition 3.2 ([11]). Let TFLWA : S˜n → S˜ be given by
TFLWAw(s˜1, s˜2, . . . , s˜n) = (w1s˜1 ⊕ w2s˜2 ⊕ · · · ⊕ wns˜n) (4)
wherew = (w1, w2, . . . , wn) is called the attribute weight vector, s˜i ∈ S˜,wi ≥ 0, i = 1, 2, . . . , n,∑ni=1wi = 1, then TFLWA
is called a trapezoid fuzzy linguistic weighted averaging (TFLWA) operator.
Definition 3.3 ([10]). Let TFLOWA : S˜n → S˜ be given by
TFLOWAω(s˜1, s˜2, . . . , s˜n) = (ω1 r˜1 ⊕ ω2 r˜2 ⊕ · · · ⊕ ωn r˜n) (5)
where r˜j is the jth largest of s˜i (i = 1, 2, . . . , n), r˜i ∈ S˜, and ω = (ω1, ω2, . . . , ωn) is called the position weight vector, and
ωj is the position weight with respect to r˜j, ωj ≥ 0, j = 1, 2, . . . , n,∑nj=1 ωj = 1. Then TFLOWA is called a trapezoid fuzzy
linguistic ordered weighted averaging (TFLOWA) operator. In particular, if ω = ( 1n , 1n , . . . , 1n ), then the TFLOWA operator is
reduced to the TFLA operator.
The TFLWA operator focuses solely on the weight of the attribute value itself, and ignores the position weight with
respect to the attribute value; and the TFLOWA operator focuses on the position weight with respect to the attribute value,
and ignores the weight of the attribute value itself. The two operators are one-sided. So in order to avoid the disadvantages
of the two operators, the trapezoid fuzzy linguistic hybrid ordered weighted averaging (TFLHOWA) operator is proposed.
Definition 3.4. A trapezoid fuzzy linguistic hybrid ordered weighted averaging (TFLHOWA) operator is defined as follows:
Let TFLHOWA : S˜n → S˜ be given by
TFLHOWAw,ω(s˜1, s˜2, . . . , s˜n) = (w1 r˜1 ⊕ w2 r˜2 ⊕ · · · ⊕ wn r˜n) (6)
where w = (w1, w2, . . . , wn) is the position weight vector, and wj is the position weight with respect to r˜j, wi ≥ 0,
i = 1, 2, . . . , n,∑ni=1wi = 1, and r˜j is the jth-largest element of the trapezoid fuzzy linguistic variable s˜′i(s˜′i = (nωis˜i)),
ω = (ω1, ω2, . . . , ωn) is the weight vector of the trapezoid fuzzy linguistic s˜i (i = 1, 2, . . . , n), withωj ≥ 0, j = 1, 2, . . . , n,∑n
j=1 ωj = 1, and n is the balancing coefficient. In particular, if ω = ( 1n , 1n , . . . , 1n ), then the TFLHOWA operator is reduced
to the TFLOWA operator.
The position weight vector w = (w1, w2, . . . , wn) with respect to the TFLHOWA operator can be determined by the
combination number method [14]. The formula is as follows:
wi+1 = C
i
n−1
2n−1
, i = 0, 1, . . . , n− 1 (7)
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where C in−1 is the combination number function, and C
i
n−1 = (n−1)!i!(n−1−i)! (n− 1 ≥ i, n− 1 and i are the positive integers, and
(n− 1)! = (n− 1)× (n− 2)× · · · × 1).
To rank these trapezoid fuzzy linguistic variables s˜′j (j = 1, 2, . . . , n), we first compare each attribute s˜′j with all the
trapezoid fuzzy linguistic variables s˜′j (j = 1, 2, . . . , n) by using formula (2), and suppose that pij = p(s˜′i ≥ s˜′j). Then we
construct a possibility degree matrix P = (pij)n×n [15–21] where pij ≥ 0, pij + pji = 1, pii = 0.5, i, j = 1, 2, . . . , n.
Summing all the elements in each line of matrix P , we have
pi =
n−
j=1
pij, i = 0, 1, 2, . . . , n. (8)
Then we can rank the trapezoid fuzzy linguistic variables s˜′i (i = 1, 2, . . . , n) in descending order in accordance with the
values of pi, (i = 1, 2, . . . , n). The larger the value of pi, the larger the trapezoid fuzzy linguistic variable.
4. A method for decision making with the trapezoid fuzzy linguistic variables
A multiple-attribute decision making problem in the fuzzy linguistic environment is represented as follows:
Let X = {x1, x2, . . . , xn} be the set of the alternatives, and U = {u1, u2, . . . , um} be the set of the attributes. Let ω =
(ω1, ω2, . . . , ωm) be the weight vector of the attributes, where ωi ≥ 0, i = 1, 2, . . . ,m,∑mi=1 ωi = 1, given by the decision
makers directly. Suppose that A˜ = (a˜ij)n×m is the fuzzy linguistic decision matrix, where a˜ij = [a(α)ij , a(β)ij , a(γ )ij , a(η)ij ] ∈ S˜ is
the attribute value of the attribute uj ∈ U (j = 1, 2, . . . ,m) with respect to the alternative xi ∈ X (i = 1, 2, . . . , n), which
takes the form of the trapezoid fuzzy linguistic variables. Let a˜i = [a˜i1, a˜i2, . . . , a˜im] be the vector of the attribute values
corresponding to the alternatives xi (i = 1, 2, . . . , n).
Step 1. Construct the fuzzy linguistic decision making matrix A˜ = (a˜ij)n×m:
u1 u2 · · · um
A˜ =

a˜11 a˜12 · · · a˜1m
a˜21 a˜22 · · · a˜2m
...
...
...
...
a˜n1 a˜n2 · · · a˜nm

x1
x2
...
xn
where a˜ij = [a(α)ij , a(β)ij , a(γ )ij , a(η)ij ] ∈ S˜ is the attribute value of the attribute uj ∈ U (j = 1, 2, . . . ,m) with respect to the
alternative xi ∈ X (i = 1, 2, . . . , n), which takes the form of the trapezoid fuzzy linguistic variable, given by the decision
makers.
The normalization process is not necessary, due to the fact that the attribute values are all assessed using the same set
of linguistic variables. In other words, the fuzzy linguistic decision matrix is equal to the normalized matrix.
Step 2. Construct the fuzzy linguistic weighted decision matrix A˜′ = (a˜′ij)n×m:
u1 u2 · · · um
A˜′ =

a˜′11 a˜
′
12 · · · a˜′1m
a˜′21 a˜
′
22 · · · a˜′2m
...
...
...
...
a˜′n1 a˜
′
n2 · · · a˜′nm

x1
x2
...
xn
= (a˜′ij)n×m
where a˜′ij = ωja˜ij, and ωj is the attribute weight of the attribute uj ∈ U (j = 1, 2, . . . ,m), where ωi ≥ 0, i = 1, 2, . . . ,m,∑m
i=1 ωi = 1, given by the decision makers directly.
Step 3. Utilize the formula (2) to compare each two of the elements of the jth line in the fuzzy linguistic decision making
matrix A˜′, and construct the possibility degree matrix Pi = (p(i)kj )m×m, where p(i)kj = p(na˜ik ≥ na˜ij), j, k = 1, 2, . . . ,m,
i = 1, . . . , n.
Step 4. Summing all the elements in each line of the matrix Pi, we have the ranking vector p(i) = (p(i)1 , p(i)2 , . . . , p(i)k ),
where p(i)k =
∑m
j=1 pkj, i = 1, 2, . . . , n, k = 1, 2, . . . ,m. Then we can rank the balance weighted attribute values
na˜′ij (i = 1, 2, . . . , n) with respect to the alternative xi ∈ X (i = 1, 2, . . . , n) in descending order in accordance with
the values of p(i)k , (i = 1, 2, . . . , n), k = 1, 2, . . . ,m. The larger the value of p(i)k , the larger the trapezoid fuzzy linguistic
variable.
Step 5. Utilize the formula (7) to calculate the position weight vectorw = (w1, w2, . . . , wm).
Step 6. Utilize the formula (6)
z˜i = TFLHOWAw,ω(a˜i1, a˜i2, . . . , a˜in) = (w1 r˜i1 ⊕ w2 r˜i2 ⊕ · · · ⊕ wn r˜in)
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Table 1
Fuzzy linguistic decision matrix Aˆ.
Gi x1 x2 x3 x4
G1 [s−3, s−2, s0, s1] [s−2, s0, s1, s2] [s−1, s1, s3, s4] [s0, s1, s2, s4]
G2 [s−1, s0, s3, s4] [s0, s1, s2, s3] [s−4, s−3, s−1, s1] [s−1, s2, s3, s4]
G3 [s0, s1, s2, s4] [s−1, s0, s3, s4] [s1, s2, s3, s4] [s−2, s0, s1, s2]
G4 [s−2, s−1, s0, s2] [s−1, s0, s2, s3] [s−2, s−1, s0, s1] [s1, s2, s3, s4]
to aggregate r˜ij, which is the jth-largest balance weighted attribute value with respect to the alternative xi, and then get the
comprehensive attribute value z˜i (i = 1, . . . , n) of the alternative xi.
Step 7. Utilize the formula (2) to compare each two of the collective attribute values z˜i (i = 1, . . . , n) of the alternative xi,
then construct the possibility degreematrix P . Summing all the elements in each line ofmatrix P , we have the ranking vector
p = (p1, p2, . . . , pn), where pi =∑mj=1 pij, i = 1, 2, . . . , n.
Step 8. Rank the alternatives in descending order of the values of pi (i = 1, 2, . . . , n); then we can get the ranking order of
all the alternatives and select the best one from all the alternatives.
5. An illustrative example
In this section, a decision making problem of assessing cars for buying (adapted from Ref. [11]) is used illustrate the
approach developed.
Suppose that a customer intends to buy a car. Four kinds of cars xi (i = 1, 2, 3, 4) are available. The customer takes into
account four attributes in order to decide which car to buy: (1) G1: economy, (2) G2: comfort, (3) G3: design, and (4) G4:
safety. The decision maker evaluates these four kinds of cars at xi (i = 1, 2, 3, 4) for the attributes Gi (i = 1, 2, 3, 4) (whose
weight vector is ω = (0.3, 0.2, 0.1, 0.4), giving by the decision makers directly) by using the following linguistic term set:
S = {s−4 = extremely poor, s−3 = very poor, s−2 = poor, s−1 = slightly poor, s0 = fair, s1 = slightly good, s2 =
good, s3 = very good, s4 = extremely good}, and gives a fuzzy linguistic decision matrix as listed in Table 1.
In the following, we utilize the approach developed in this paper to obtain the most desirable car.
Step 1. Construct the fuzzy linguistic decision matrix A˜ = (a˜ij)n×m based on Table 1:
A˜ =
[s−3, s−2, s0, s1] [s−1, s0, s3, s4] [s0, s1, s2, s4] [s−2, s−1, s0, s2][s−2, s0, s1, s2] [s0, s1, s2, s3] [s−1, s0, s3, s4, ] [s−1, s0, s2, s3][s−1, s1, s3, s4] [s−4, s−3, s−1, s1] [s1, s2, s3, s4] [s−2, s−1, s0, s1]
[s0, s1, s2, s4] [s−1, s2, s3, s4] [s−2, s0, s1, s2] [s1, s2, s3, s4]
 .
Step 2. Construct the fuzzy linguistic weighted decision making matrix A˜′ = (a˜′ij)n×m:
A˜′ = A˜× ωT
=
[s−3, s−2, s0, s1] [s−1, s0, s3, s4] [s0, s1, s2, s4] [s−2, s−1, s0, s2][s−2, s0, s1, s2] [s0, s1, s2, s3] [s−1, s0, s3, s4, ] [s−1, s0, s2, s3][s−1, s1, s3, s4] [s−4, s−3, s−1, s1] [s1, s2, s3, s4] [s−2, s−1, s0, s1]
[s0, s1, s2, s4] [s−1, s2, s3, s4] [s−2, s0, s1, s2] [s1, s2, s3, s4]
 (0.3, 0.2, 0.1, 0.4)T
=
[s−0.9, s−0.6, s0, s0.3] [s−0.2, s0, s0.6, s0.8] [s0, s0.1, s0.2, s0.4] [s−0.8, s−0.4, s0, s0.8][s−0.6, s0, s0.3, s0.6] [s0, s0.2, s0.4, s0.6] [s−0.1, s0, s0.3, s0.4] [s−0.4, s0, s0.8, s1.2][s−0.3, s0.3, s0.9, s1.2] [s−0.8, s−0.6, s−0.2, s0.2] [s0.1, s0.2, s0.3, s0.4] [s−0.8, s−0.4, s0, s0.4]
[s0, s0.3, s0.6, s1.2] [s−0.2, s0.4, s0.6, s0.8] [s−0.2, s0, s0.1, s0.2] [s0.4, s0.8, s1.2, s1.6]
 .
Step 3. Utilize the formula (2) to compare each two of the elements of the jth line in the fuzzy linguistic decision making
matrix A˜′; then we can get the possibility degree matrix Pi, i = 1, 2, 3, 4:
P1 =
 0.5 0.147 0.087 0.3950.853 0.5 0.619 0.7220.913 0.381 0.5 0.72
0.605 0.278 0.28 0.5
 , P2 =
 0.5 0.304 0.435 0.3330.696 0.5 0.6875 0.43750.565 0.3125 0.5 0.344
0.667 0.5625 0.656 0.5
 ,
P3 =
 0.5 1 0.72 0.8920 0.5 0 0.40.28 1 0.5 0.95
0.108 0.6 0.05 0.5
 , P4 =
 0.5 0.593 1 0.1940.407 0.5 0.941 0.0710 0.059 0.5 0
0.806 0.929 1 0.5
 .
Step 4. Sum all the elements in each line of matrix Pi (i = 1, 2, 3, 4); we have the ranking vector p(i):
p(1) = (1.129, 2.694, 2.514, 1.663), p(2) = (1.572, 2.321, 1.7125, 2.3855),
p(3) = (3.112, 0.9, 2.73, 1.258), p(4) = (2.287, 1.919, 0.559, 3.235).
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Step 5. Utilize the formula (7) to calculate the position weight vectorw = (w1, w2, . . . , wm):
w1 = C
0
3
23
=
3!
0!(3−0)!
8
= 0.125, w2 = 0.375, w3 = 0.375, w4 = 0.125
and sow = (0.125, 0.375, 0.375, 0.125).
Step 6. Utilize the formula (6)
z˜i = TFLHOWAw,ω(a˜i1, a˜i2, . . . , a˜in) = (w1 r˜i1 ⊕ w2 r˜i2 ⊕ · · · ⊕ wn r˜in),
to aggregate r˜ij; then we can get the collective attribute value of the alternative xi (i = 1, 2, 3, 4):
z˜1 = (s−1.75, s−0.75, s0.6, s2.35), z˜2 = (s−0.65, s0.3, s1.6, s2.4), z˜3 = (s−1.6, s−0.45, s0.8, s1.9),
z˜4 = (s−0.2, s1.45, s2.45, s3.9).
Step 7. Utilize the formula (2) to compare each two of the collective attribute values z˜i of the alternative xi (i = 1, 2, 3, 4);
then we can get the possibility degree matrix:
P =
 0.5 0.337 0.49 0.1610.663 0.5 0.665 0.2910.51 0.335 0.5 0.147
0.839 0.709 0.853 0.5
 p = (1.488, 2.119, 1.492, 2.901).
Step 8. Rank the alternatives.
Ranking the alternatives in descending order of the values of pi (i = 1, 2, 3, 4), the ranking order of all alternatives is
x4 > x2 > x3 > x1. Obviously, the best alternative is x4.
The order calculated by this method is the same as the order calculated by Xu’s method [11], so it is demonstrated that
the method proposed in this paper is feasible and effective.
6. Conclusion
This paper investigated multiple-attribute decision making problems in a fuzzy linguistic environment. The TFLWA
operator focuses solely on the weight of the attribute value itself, and ignores the position weight with respect to the
attribute value; and the TFLOWA operator focuses on the position weight with respect to the attribute value, and ignores
the weight of the attribute value itself. The two operators are one-sided. So in order to avoid the disadvantages of the two
operators, the trapezoid fuzzy linguistic hybrid ordered weighted averaging (TFLHOWA) operator is proposed. It focuses
on not only the weight of the attribute value itself, but also the position weight with respect to the attribute value. With
the TFLHOWA operator, the method proposed in this paper can deal with MADM problems with trapezoid fuzzy linguistic
variables directly, and can carry out the trapezoid fuzzy linguistic computation process easily without the loss of the
information and allow us to obtain a feasible and effective result. The illustrative example shows that themethod is suitable
for solving MADM problems in a fuzzy linguistic environment. The method which is proposed in this paper is easy to use
and understand, and it has enriched and developed the theory and methods of MADM, and provided a new idea for solving
MADM problems.
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