Characterizing asset return dynamics using volatility models is an important part of empirical finance. The existing literature on GARCH models favors some rather complex volatility specifications whose relative performance is usually assessed through their likelihood based on a time-series of asset returns. This paper compares a range of GARCH models along a different dimension, using option prices and returns under the risk-neutral as well as the physical probability measure. We judge the relative performance of various models by evaluating an objective function based on option prices. In contrast with returns-based inference, we find that our option-based objective function favors a relatively parsimonious model. Specifically, when evaluated out-of-sample, our analysis favors a model that besides volatility clustering only allows for a standard leverage effect.
Introduction
The family of GARCH volatility models has become an important toolkit in empirical asset pricing and financial risk management. Following the work of Engle (1982) and Bollerslev (1986) , a voluminous econometric literature has developed on volatility estimation and forecasting. 1 Important papers in empirical finance, which apply GARCH models include Bollerslev, Engle and Wooldridge (1988), Campbell and Hentschel (1992) , French, Schwert and Stambaugh (1987) , Glosten, Jagannathan and Runkle (1993), Maheu and McCurdy (2004) , Pagan and Schwert (1990) and Schwert (1989) .
Motivated equally by the success of GARCH models in fitting asset returns and by the failure of deterministic volatility models in fitting option prices, 2 researchers have extended the GARCH model into the domain of option valuation. Duan (1995) characterizes the transition between the physical and risk-neutral probability distributions if the dynamic of the primitive security is given by a GARCH process, and thus establishes the foundation for the valuation of European options. Theoretical aspects of hedging in the GARCH option pricing model are further discussed in Garcia and Renault (1998) , and Ritchken and Trevor (1999) construct trinomial trees to price American options under GARCH. Duan, Ritchken and Sun (2004) extend the standard GARCH option valuation model to include jumps.
A few papers have investigated certain aspects of the empirical performance of specific GARCH option pricing models, including Amin and Ng (1993) , Engle and Mustafa (1992) , Duan (1996) , Hardle and Hafner (2000) and Heston and Nandi (2000) . While these papers make important contributions, many issues remain unexplored. This paper attempts to fill two gaps in this literature.
First, the literature which estimates GARCH processes using time series on asset returns contains a wealth of evidence on specifications that generalize the fairly simple GARCH processes which are used in the option valuation literature. It seems natural that the large amount of work researchers have put into modeling the volatility of foreign exchange, bond, equity and index returns, should also be relevant for fitting the prices of options written on these underlying assets. Curiously however, no paper so far has assessed the relative performance of different GARCH models in valuing options across strike prices and times-to-maturity, while estimating parameters using information on option prices. Doing so, we apply the GARCH specifications of Ding, Granger and and Hentschel (1995) . These specifications summarize the differences between different GARCH models in terms of differences in the news impact function (Pagan and Schwert 1990 , and Engle and Ng 1993). Through judicious choice of the specification of the news impact function, these models manage to nest a number of existing GARCH specifications. Adopting the nesting specifications therefore allows us to investigate the pricing performance of a number of existing models while keeping the empirical analysis manageable.
Second, not much empirical work has been done estimating GARCH parameters by combining information on option prices and return dynamics. Only a few papers estimate implied GARCH parameters 1 See the overview in Bollerslev, Chou and Kroner (1992) . 2 Motivated by the poor empirical performance of the seminal Black and Scholes (1973) model, Dupire (1994) and Derman and Kani (1994) have proposed deterministic volatility models whose performance in turn has been questioned by Dumas, Fleming and Whaley (1998) . Dumas et al. found that option prices from a simple OLS regression of implied volatility on a polynomial in strike price and maturity (the so-called Practitioner's Black-Scholes) outperformed models whose diffusion term is a deterministic function of the strike price and maturity. from option prices under the risk-neutral probability measure. Amin and Ng (1993) and Hardle and Hafner (2000) estimate GARCH parameters using time series of returns under the physical distribution and subsequently use these estimates to compute option prices. Duan (1996) estimates GARCH parameters under the risk neutral distribution using a single day of option prices and investigates the potential of this model to explain the smile, and Engle and Mustafa (1992) repeatedly estimate such GARCH parameters using one day of options at a time. The approach in this paper is closest to that of Heston and Nandi (2000) , who estimate a GARCH model simultaneously using many days of options and data on the underlying asset returns. Heston and Nandi (2000) formulate a particular GARCH specification that yields an analytical solution and provide an empirical analysis of the model. They convincingly demonstrate that the inclusion of a leverage effect as well as volatility clustering are of great importance in improving valuation performance. 3 It must also be noted that an important literature exists that estimates continuous time stochastic volatility models for option valuation. 4 This paper does not compare the option valuation performance of discrete time GARCH models with continuous time stochastic volatility models. Doing so is an important topic for future research.
When estimating and evaluating the valuation of different GARCH option pricing models, we get surprising results. While most of the GARCH literature that investigates returns data using maximum likelihood favors relatively complex models, we find that for the purpose of option valuation, one should not look beyond a simple GARCH model that allows for volatility clustering and a leverage effect. 5 While the more elaborate models we investigate achieve a better fit when estimated using returns data and when evaluated on option prices in-sample, they perform worse than the parsimonious model outof-sample. Moreover, the improvement in in-sample fit is small in some cases, even though the extra parameters are usually significantly estimated. We conclude that in our application relying on statistical measures of significance for parameter estimation and model selection can be highly misleading if the true object of interest is a more economically-based criterion such as option valuation.
The remainder of the paper is organized as follows. In Section 2 we discuss the estimation methodology under the physical as well as the risk-neutral measure. Section 3 introduces the data set, Section 4 presents the empirical results, Section 5 explores the results further and assesses the physical and risk neutral densities implied by models and data. Section 6 concludes and points out directions for future work. 3 Several studies have also investigated the relationship between volatility implied in option prices and the conditional volatility in GARCH models estimated from returns. See Day and Lewis (1992), Jorion (1995) and Lamoureux and Lastrapes (1993 Bates (1996) , Eraker (2004) , Jiang (1998) , Jones (2003) and Pan (2002) . 5 As always in empirical work, our findings are conditional on the data set we use. We analyze a large and very standard data set of S&P500 index options with up to one year maturity. Longer maturity options such as the LEAPS investigated by for example Bollerslev and Mikkelsen (1996, 1999) may suggest the use of more complex models such as long-memory GARCH models.
Methodology
In this section we discuss the different methodologies used to estimate parameters for the option valuation models. We first outline the methodology used to estimate the parameters of the volatility process under the physical probability measure. This methodology exclusively uses the returns on the underlying asset. Subsequently we discuss the estimation of the parameters of the volatility process under the risk neutral probability measure. We estimate the risk neutral measure by combining data on returns with data on option prices. To clarify the relationship between the physical and risk neutral probability measures, we indicate the relationship between the parameters obtained under the physical and risk-neutral volatility dynamics.
Estimation Using Asset Returns Only
We investigate the standard class of GARCH models pioneered by Engle (1982) and Bollerslev (1986) . GARCH models are discrete-time models that have been used to estimate a variety of financial time series such as stock returns, interest rates and foreign exchange rates. See Bollerslev, Engle and Nelson (1994) for an overview of GARCH models and Bollerslev, Chou and Kroner (1992) and Campbell, Lo and MacKinlay (1997) for an overview of the use of GARCH models for financial time series. We assume that the logarithm of stock returns under the physical probability measure P follows the dynamic
where r is the risk-free rate, and λ is the price of risk. Notice that it follows that the conditional expectation of gross returns is
The specification of returns in (1) is common to all GARCH models we investigate. The differences between the models concern the specification of the volatility dynamic h t . Ding, Granger and Engle (1993) and Hentschel (1995) provide very general specifications of the volatility dynamic that nest most existing work. Motivated by these studies, we first write the volatility dynamic h t as follows 6
where z t ∼ N (0, 1). Different GARCH models are mainly characterized by differences in the innovation functions f.
We consider the following specifications of f Simple :
News&P ower :
We then generalize to allow for nonlinear volatility dynamics as follows
Notice that the News&P ower model nests the preceding models, while the News, P ower and Box− Cox models nest the Leverage and Simple models. To appreciate the importance of the innovation function, Figure 1 plots four of these innovation functions for certain (arbitrarily chosen) parameter combinations. All panels plot the innovation function f (z t−1 ) as a function of the i.i.d. "shock" z t−1 . In every panel the broken line depicts the symmetric innovation function associated with the Simple model, and the solid line depicts the innovation function for the alternative model, which has extra parameters. It can be seen that the Leverage parameter θ "shifts" the innovation function, the News parameter κ "tilts" the innovation function, and the P ower parameters, γ and ψ flatten or steepen the innovation function. Similar effects are described in Pagan and Schwert (1990) , Engle and Ng (1993) , Ding, Granger and Engle (1993) and Hentschel (1995) .
The persistence of the models under consideration can be written as
where E {f (z t−1 )} can be calculated analytically for the Simple model to be 1, for the Leverage model to be 1 + θ 2 , and for the News model to be
where φ (θ) and Φ (θ) denote the probability density function and the cumulative distribution function for the standard normal. For the three other models, P ower, News&P ower and Box − Cox, the persistence measure can be computed easily using simulation. Notice that in the Box − Cox model, persistence is with respect to the power of volatility, h ψ t rather than of volatility itself. It is the case for all models that restricting the persistence to be below unity guarantees covariance stationarity of the model.
One way to price options under GARCH dynamics for returns is to proceed in two steps. In a first step, one estimates the parameters of (1) and (3) under the physical probability measure using asset returns. In a second step, one maps these parameters into the parameters for the risk-neutral distribution. For GARCH models, this approach is followed for instance by Amin and Ng (1993) , Bollerslev and Mikkelsen (1996, 1999) , and Hardle and Hafner (2000) . This second step is described in more detail in the next subsection. To implement the first step, a convenient approach is to estimate the model parameters using maximum likelihood. We maximize the following log likelihood function (conditioning on the first observation)
where h t denotes the volatility dynamic (3).
To use the parameters obtained under the physical probability measure for option valuation, we have to be explicit about the relationship between the physical and risk neutral dynamic. This relationship amounts to a choice of pricing kernel or equivalently a choice of the utility function of the representative agent. In a GARCH context, Duan (1995) , building on the work of Rubinstein (1976) and Brennan (1979) , provides a locally risk-neutral valuation relationship (LRN V R) which is satisfied by a measure Q if
and
The LRN V R implies that under the risk neutral measure Q, the return process evolves according to
The volatility process (3) becomes under the risk-neutral measure 7
To provide some more insight into this result, notice that solving for z * t−1 from the risk neutral dynamic (9) yields
whereas solving for z t−1 from the physical dynamic (1) we get
It is therefore clear from comparing (11) and (12) that for a general innovation function f , we have
Given the risk neutral dynamic in (9) and (10), the price of a European call option can be computed as
However, we do not have an analytical expression for this option price. Because the multi-period distribution of the GARCH process is unknown, we need to compute the conditional expectation using Monte Carlo simulation. 8 As mentioned above, we can implement the option valuation models in two steps. In a first step, we obtain estimates under the physical probability measure using a time series of returns as described in Section 2.1. In a second step, we use these parameters in the risk neutral dynamic (10) and compute the option price using (14) . The fit of a volatility model can then be assessed using standard loss functions. Following much of the existing literature, we use mean-squared dollar errors, 9
where C i is the market price of option i, C i (h t ) is the model price for option i, and N is the total number of contracts in the sample. The sample can consist of a number of contracts on a given day, or a number of contracts on different days.
Estimation Using Option Prices and Asset Returns
In this section we describe an alternative approach to estimating the parameters of the volatility process and testing the option valuation models. The approach described above that estimates the parameters under the physical probability measure is conceptually straightforward and computationally easy. However, for the purpose of option valuation, it may be preferable to estimate the parameters directly using (a different set of) option prices. One possible alternative is to use just one day of option prices to estimate the parameters. For instance, if we use a mean-squared dollar objective function, we can obtain model parameters by minimizing
where N t is the number of option prices present in the sample at time t. Alternatively, we can use more than one day of option prices to estimate the parameters. The objective is again to minimize the sum of squared option valuation errors in
where
N t and T is the total number of days included in the sample. In this case the implementation requires linking the volatility on different dates using the time-series of stock returns. 10 We have described two approaches to estimating parameters for use in option valuation models. The first approach consists of using the time series of asset returns to estimate the parameters under the physical probability measure. Subsequently these parameters are mapped into the risk-neutral parameters, and plugged into the option valuation formulas. The second approach is to estimate the risk neutral parameters minimizing the option pricing errors directly If we use just one day of option prices, this approach is relatively straightforward. If we use multiple days, we have to use a volatility updating rule.
A priori we would expect the approach which estimates the risk-neutral parameters directly from option prices to work better than the approach based on the time series of asset returns described in the previous section for several reasons. First, option prices contain forward looking information over and beyond historical returns, and thus using option prices to find parameters can have an important advantage simply from the perspective of the data used. Second, when using maximum likelihood to estimate parameters under the physical measure, it is clear that the loss function is quite different from an out of sample loss function which could be something like the mean-squared dollar errors in (15).
Data
We conduct our empirical analysis using four years of data on S&P 500 call options. First, the threeyear period between June 1, 1988 and May 31, 1991, which we denote Sample A, is used exclusively for in-sample estimation. This sample closely corresponds to the data used by Bakshi, Cao and Chen (1997). 11 We subsequently use a fourth year of data covering the period from June 1, 1991 to May 31, 1992, which we refer to as Sample B. We apply several filters to Sample B that are identical to the ones used in Bakshi, Cao and Chen (1997), and we refer the reader to that study for the details.
In both samples, we only use options data for Wednesdays. 12 If Wednesday is a holiday, we use the next trading day. Using only Wednesday data allows us to study a fairly long time-series which is useful considering the highly persistent volatility processes. An additional motivation for only using Wednesday data is that following the work of Dumas, Fleming and Whaley (1998), several studies have used this setup (see for instance Heston and Nandi 2000). For our empirical work, this data selection criterion leaves us with 156 days of options data in the June 1, 1988 to May 31, 1991 period and 52 days of options data in the June 1, 1991 to May 31, 1992 period. Table 1 presents the number of contracts used in the empirical work for Sample A and B by moneyness and maturity. It can be seen that the relative importance of the different cells is fairly similar across periods. Tables 2 and 3 present average prices and implied volatilities for both sample periods. Given the differences between option prices in different cells in Table 2 , it is clear that different options will receive different weights when using the mean-squared dollar objective function (15) . Table 3 indicates that in both sample periods we find implied volatility patterns across maturity and moneyness that are comparable to those found in other studies. In-the-money calls (and therefore also out-of-the-money puts) are expensive relative to the Black-Scholes model. Figure 2 presents a plot of the average implied volatilities extracted from the options on a week-by-week basis. It can be seen that implied volatility varies considerably over time. Interestingly, the level of implied volatility in Sample B is lower than in Sample A. Also, it is evident from Figure 2 that there is substantial clustering in implied volatilities. 13 
Empirical Results
In this section we discuss our main empirical results. First, we present the results from maximum likelihood estimation of the parameters under the physical probability measure. Second, we discuss the performance of the option valuation models using those physical parameters. Third, we discuss the estimation of parameters using options from Sample A (June 1, 1988 to May 31, 1991) and returns. We also discuss the performance of the different option valuation models for this in-sample exercise. Fourth, we use the parameters estimated using Sample A options and asset returns to price options in Sample B (June 1, 1991 to May 31, 1992). Tables 4 and 5 show parameter estimates obtained by maximization of the log-likelihood function (6) . Robust standard errors are computed according to White (1982) . For the risk-free interest rate, we have assumed a constant 5% yearly rate leading to a daily rate of .05/365=0.000137. It is well-known that it is difficult to estimate GARCH parameters precisely from returns data unless long time-series are used. For comparable models, Hentschel (1995) and Ding, Granger and Engle (1993) use more than 50 years of daily data. Table 4 presents results obtained using a twelve year period beginning at the start of our options data set and ending on December 31, 1999, the last date for which CRSP data are available. Table 5 investigates the robustness of these results by reporting results obtained using an eighteen year period beginning on June 1, 1981 and ending on December 31, 1999. 14 The results are comparable across both samples and also comparable with standard findings in the literature on GARCH processes. First, consider the Simple and Leverage models. Parameter estimates for β 1 and β 2 are very precise and roughly of the same order of magnitude as in the existing literature. For the Leverage model the estimate of the parameter θ is positive, indicating negative skewness. 15 The persistence of the process implied by these parameter estimates in both samples is 0.9823 and 0.9835, indicating a very persistent process, again in accordance with the literature. Finally, the standard deviation of returns implied by the model parameters in both samples is 0.1786 and 0.1672, which is reasonable.
Maximum Likelihood Estimation Using Returns
While implied persistence and standard deviation for the three more richly parameterized models News, P ower and P ower&News are very similar to the Leverage model, other estimation results differ between the models. While in the News model the additional parameter κ is not estimated significantly, the power parameter γ is estimated significantly smaller than one in the P ower and P ower&News models. Interestingly, the parameter κ is estimated significantly in the P ower&News model, but the estimate of the θ parameter in this model is very different from the other models and no longer significant. The combination of κ and γ is apparently able to capture part of the leverage effect previously estimated by θ. Note also that the Box − Cox model has a power parameter ψ which is about two standard deviations below 1.
Finally, and probably most importantly, the likelihood ratio tests indicates that any model is preferred to the Simple model. When testing against the Leverage model, the P ower&News model is found to be significantly better and the P ower model to be marginally better. 16 
Option Valuation with ML Estimates of Physical Processes
At the bottom of Tables 4 and 5 , we present results obtained by using the parameters obtained in Section 4.1 to price options in Sample A (June 1, 1988 to May 31, 1991) as well as in Sample B (June 1, 1991 to May 31, 1992) . To assess the models' fit, we present the mean squared dollar error loss as well as its square root, which expresses the valuation error in dollar terms
where C i,t is the market price of contract i on day t, C i,t (h t ) is the corresponding model price, and N T denotes the total number of contracts available. The evidence can be summarized very briefly. The more complex models usually perform worse than the Leverage model, and sometimes even worse than the Simple model. Remember that both the Simple and the Leverage model are nested in the more complex models. In light of its inferior performance using the Maximum Likelihood criterion above, it is perhaps surprising that the Leverage model performs so well in terms of option valuation. We conclude that inference procedures from ML criteria are not reliable to rank the models' performance in option valuation. 17 
NLS Estimation Using Options and Returns
In this section we present estimation results obtained using 156 Wednesdays of options data from Sample A. For all models, the objective function used is the (square root) dollar mean squared error loss function (18) . Model option prices are obtained using (9), (10) and (14), and volatility is updated using the volatility dynamics. 18 Robust standard errors are computed according to White (1982) . Table 6 presents the results for the nonlinear least squares estimation of the risk-neutral parameters. A number of results are noteworthy. First, the persistence for all models is extremely high and roughly the same across models. Persistence is higher than the persistence for the physical process in Tables 4  and 5 , even when transforming the physical parameters using the risk neutralization procedure. The implied standard deviation of the four models is roughly comparable and reasonable.
To understand these results, consider the simple Leverage model. Leverage under the physical measure is simply θ, but under the risk neutral measure it is θ + λ which is greater if the price of risk is positive. Volatility persistence under the physical measure is β 1 + β 2 (1 + θ 2 ) and under the risk-neutral measure it is β 1 +β 2 (1+(θ +λ) 2 ) which is higher than the physical persistence for a positive θ (implying negative skewness) and a positive price of risk λ. When comparing the estimated parameter values across models in Table 6 , it is of interest to remember that in many cases it is combinations of parameters that determine the model's most important characteristics, and not necessarily the individual parameters. For instance, the model's persistence is an important model characteristic and persistence is determined by a combination of all the model's parameters. Nevertheless, it is tempting to compare individual parameter estimates across models. For instance, the parameter β 0 , which determines the model's unconditional volatility, is estimated in a fairly narrow range across the four models. Another important parameter is the θ * ≡ θ+λ combination, which indicates the size of the leverage effect. This effect is forced to zero in the Simple model. It is seen that θ * is estimated at 2.9939 for the Leverage model, and somewhat lower for the more richly specified models. We therefore conclude that some of the effects captured by the parameters κ and γ are captured by the leverage effect if κ and γ are omitted. It is also noteworthy that when κ and γ are both estimated in the P ower&News model, their estimates are not very different from the ones obtained in the News and P ower models respectively. Finally we see that the power parameter in the Box − Cox model is much higher compared to the estimate in Tables 4 and 5 , but still roughly two standard deviations below 1. The most important conclusion from Table 6 is obtained by comparing the estimation results with those of Tables 4 and 5 , obtained under the physical probability measure. For each model, the resulting 17 It is not straightforward to relate these results to existing ones in the literature. Amin and Ng (1993) perform a similar analysis using data on single stock options. Their results favor Nelson's (1990) EGARCH model. Hardle and Hafner (2000) estimate model parameters under the objective distribution but use relative valuation errors. Bollerslev and Mikkelsen (1996) analyze leaps. Their results are therefore difficult to compare to the ones in this paper. The online appendix contains further analysis of this issue. 18 Details on the implementation of this procedure and a discussion of the choice of data set are contained in the online appendix.
two sets of parameter estimates are related by virtue of the precise form of the risk neutralization discussed in Section 2.2. It can be seen that implied parameter estimates are quite different. The most important differences are the following. First, for all models, the estimates of β 0 are not just different, but of a different order of magnitude. Second, the estimate of θ * = θ + λ implied by Tables 4 and 5 is positive for all models except for the P ower&News model. However, it is always much smaller than the corresponding estimate in Table 6 , implying a much smaller leverage effect even after adding λ for proper comparison. One potential explanation is that λ is poorly estimated under the physical measure where it only enters the conditional mean equation. Third, the estimates of κ in Tables 4 and 5 have a different sign than the ones in Table 6 , even though the parameter is not significantly estimated for the News model. On the other hand, the estimates of γ in Tables 4 and 5 are not too different from those in Table 6 .
Option Valuation with NLS Estimates of Risk Neutral Processes
When comparing the six models in-sample, the most important criterion is the value of the minimized objective function. These values are presented in the last row of Table 6 and repeated with more detail in the first panel of Table 7 . First, we note that all GARCH models outperform the Black-Scholes model as well as the Practitioner's Black-Scholes (PBS) model from Dumas, Fleming and Whaley (1998) in Sample A. 19 Table 7 .A presents two versions of the PBS model, where all parameters are kept constant throughout the in-sample period. The PBS model is estimated using either OLS on implied volatility or NLS minimizing $MSE. 20 It is clear that the extra parameters in the News, P ower and Box − Cox models do not improve the fit of the model, as the $RMSE is only slightly lowered from 1.0445 to 1.0410, 1.0400 and 1.0440 respectively. However, the combination of κ and γ in the P ower&News model lowers the $RMSE to 1.0106. 21 The evidence discussed above pertains to in-sample evaluation of the option valuation models. However, from a practitioner's perspective out-of-sample valuation performance is much more important. The second panel of Table 7 .A investigates out-of-sample valuation performance by using the model parameters estimated in Table 6 (using Sample A) to evaluate the models' performance in Sample B. The most important conclusion is that the ranking of the models is reversed compared to the in-sample exercise. While the most richly parameterized model (P ower&News) has the best in-sample performance, it has the worst out-of-sample performance except for the Simple model. Conversely, the most parsimonious model (Leverage) has the worst in-sample performance, but performs better than all the 19 The PBS model simply assumes a second order polynomial in strike price and maturity for the implied Black-Scholes volatility. It must be noted that the implementation of the PBS model reported on in Table 6 is different from the one in Dumas, Fleming and Whaley (1998). The coefficients in the polynomial used for Table 6 are constant across the sample to ensure comparability of the results with the implementation of the GARCH models in this table. In Dumas, Fleming and Whaley (1998), the coefficients of the polynomial are constant for a given day only. We present an empirical analysis that is identical to the one in Dumas, Fleming and Whaley (1998) below. 20 The PBS model is traditionally implemented using an OLS setup (see Dumas, Fleming and Whaley 1998). Christoffersen and Jacobs (2004) demonstrate that the pricing errors can be lowered considerably by using a NLS setup. 21 The online appendix reports MSEs by moneyness and maturity and contains further discussion of the results.
other models bar News out-of-sample. It is interesting to compare this pattern with the one found in Tables 4 and 5 , when estimating under the physical probability measure. In Tables 4 and 5 , the change in the log likelihood for the News and Box − Cox models is very small, and the P ower&News model yields a bigger change in the log likelihood. However, when using the P ower&News model for (out-of-sample) option valuation in Tables 4 and 5 , it performs poorly. It is also interesting to compare the fit from the NLS estimates with the fit obtained using the (risk-neutralized) ML estimates in Tables 4 and 5. The $RMSE differs somewhat between Tables 4  and 5 . For example, for sample B the valuation error for the Leverage model based on ML estimates is much higher in Table 4 ($1.1940) than in Table 5 ($0.9988). However, the $RMSE of $0.9988 is very close to the valuation error in Table 7 .A based on NLS estimates under risk neutrality, which is $0.9888. It therefore appears that one can obtain a fairly satisfactory fit using ML estimates. This is perhaps somewhat surprising given the differences between risk-neutralized ML estimates and risk-neutral NLS estimates noted earlier. A potential explanation is that both skewness and kurtosis affect the price of in-and out-of-the-money options (see for example Heston 1993) . While θ * (determining skewness) is smaller in Table 6 , the parameter that determines skewness (β 2 ) is larger. It is therefore possible that risk-neutral and physical estimates lead to similar valuation results by emphasizing different moments. Table 7 .B compares the accuracy of the models using the Diebold and Mariano (1995) test on the weekly $RMSEs from Sample B, keeping the parameters fixed at their Sample A values. We test each model against the Leverage model. Not surprisingly, the Simple model is rejected as are the BlackScholes and the PBS(OLS) model. None of the alternative GARCH models are significantly different from the Leverage model.
The following broad conclusions emerge from the results in Table 7 : First, even when using relatively large samples (for example, sample A contains more than 8,000 option contracts) and for the parsimonious models (3-7 parameters) studied here, results from in-sample estimation do not carry over to out-of-sample experiments. Second, when using options to estimate the parameters, the Simple model without leverage effect and price of volatility risk performs poorly but it is difficult to improve on the Leverage model. Third, all GARCH models (except for the Simple model) outperform the Black-Scholes model as well as the Practitioner Black-Scholes model from Dumas, Fleming and Whaley (1998) with constant parameters throughout the period.
Further Exploration of the Results
In this section we present additional empirical results and we provide further interpretation of some of the results presented before. First, we evaluate the performance of the option valuation models in Sample B by re-estimating the models every week and valuing the options one week out-of-sample. Subsequently we use our empirical results to further explore the relationship between the physical and risk-neutral densities. We use these results to comment on the quality of the risk neutralization procedure and the likely source of error in the class of models under study.
Option valuation with Weekly Updating
The conclusion from the out-of-sample exercise is that one should use the parsimonious Leverage model rather than the more richly parameterized models. However, it may be argued that the out-of-sample exercise we conduct is very different from the way these models are typically used by practitioners. It may be unrealistic to assume that the model's parameters are constant over the entire sample period. We now investigate the robustness of our conclusions in a situation where we allow the model parameters to change over time. We work exclusively with the data in Sample B (June 1, 1991 to May 31, 1992) and conduct the following exercise: for each model we estimate different parameter values every Wednesday and use these parameter values to price the options the next Wednesday. In addition to using one day of option prices, we also use a volatility updating rule for the 250 days predating the Wednesday used in the estimation exercise. Table 8 contains the results of the weekly estimation analysis. The most important part of the Table are panels B and C, which report the results of the one-week ahead exercise. For each of the 52 Wednesdays, we evaluate the fit of each day using parameters estimated from the previous Wednesday and returns data for the 250 days preceding it. A first important conclusion is that the $RMSEs in Table 8 are much lower than the corresponding numbers in Table 7 . For example, the Sample B average dollar error for the Leverage model is $0.7081 with weekly updating, compared to $0.9777 when parameter estimates are not updated. When testing the average weekly $RMSEs in panel C of Table 8 , the conclusions from the out-of-sample analysis in Table 7 are reinforced. The parsimonious Leverage model is not outperformed by any of the alternative models and it outperforms several other GARCH models as well as Black-Scholes and the PBS(OLS) model, which is now updated every week. Remarkably, the Leverage model is not significantly outperformed by the PBS(NLS) model, which is estimated minimizing $MSE.
For completeness, panel A of Table 8 presents the in-sample fits using parameters that are updated weekly. In addition, Figure 3 presents the $RMSEs for each of the 52 Wednesdays in Sample B, both for the in-sample and out-of-sample analysis. It can be seen that out-of-sample, the relative performance of the four models can differ substantially from week to week.
In summary, the empirical out-of-sample results with weekly updating confirm the earlier out-ofsample results. When considering a family of GARCH models that includes a large number of existing models, there seems to be no good reason to look beyond a model that allows for volatility clustering and a leverage effect. While in-sample analysis on options data and estimation on returns data may suggest more richly parameterized models, the out-of-sample performance of those models is rather disappointing. Conversely, the comparisons between the GARCH option valuation models and the PBS models can be interpreted as being rather positive for GARCH models. All GARCH models, bar the Simple one, outperform the PBS(OLS) model in and out of sample in our paper. The equally simple but tougher competitor PBS(NLS) is only marginally better than the best GARCH model.
Discussion
These empirical results raise a number of important questions. The first question concerns the relationship between the estimation results under the physical and risk-neutral measures. In particular, do the empirical results empirically support the risk-neutralization procedure? Comparing Tables 4 and 5 with  Table 6 the answer is no, because the parameter values under the two measures differ considerably after the risk-neutralization. However, as mentioned before, it is interesting that the parameter estimates are very different under both measures, but that the resulting valuation errors are in some cases not dramatically different. This deserves further investigation.
A second question concerns the interpretation of the results. Given that we do not find a model that improves on the Leverage model, is this model adequate? What types of shortcomings does it have? Answers to these questions and a characterization of the model's weaknesses should prove valuable to guide the search for better models.
To provide answers to these questions, Figures 4 through 7 present estimates of a number of different densities. Each figure contains four panels, which represent densities at different horizons. Figure 4 presents GARCH densities for the Leverage model based on the ML estimates in Table 5 . The GARCH densities are compared with a normal density with a mean and variance equal to the mean and variance of the simulated data. The figure clearly illustrates that the unconditional GARCH density has excess skewness and kurtosis compared to the normal. Figure 5 presents the same GARCH density, but now compares it with two other densities. The most important comparison is with the empirical density which is estimated nonparametrically. Even though the GARCH density has excess kurtosis compared to the normal (see Figure 4) , it does not display enough kurtosis to match the data. The dotted lines in Figure 5 represent a density obtained by replacing the conditional normal innovation in the GARCH model with an innovation bootstrapped from returns. The comparison between the three densities shows that on the one hand, the Leverage model is inadequate because the assumption of a conditional normal innovation is incorrect. In addition, even if the innovation is data-driven, the model does not match the data density, indicating that the volatility dynamic is also misspecified. Interestingly, the differences between the three densities are most pronounced in the upper left panel. This panel contains the densities for the daily horizon, which is not very relevant for option valuation. Model densities at the more relevant monthly and quarterly horizons are much more in agreement with the data. Figure 6 addresses the differences between the ML and NLS estimates. For different horizons, it presents densities estimated nonparametrically on risk-neutral returns simulated from the Leverage GARCH model. One density is obtained using the NLS estimates, and the other one using the riskneutralized ML estimates. It can clearly be seen that there are dramatic differences between the two densities. The density obtained using ML displays much more kurtosis and much less skewness than the NLS based density. This is not surprising given the differences between the estimates in Tables 4  and 5 on the one hand, and Table 6 on the other hand. The estimate of β 2 is much higher in Tables 4  and 5 , while the sum of θ and λ from Tables 4 and 5 is much lower than the estimate of θ + λ in Table  6 .
Finally, Figure 7 investigates how closely the risk-neutral density implied by the NLS estimates matches the density implied from the observed option prices. This question cannot be answered using the technique used to generate Figure 6 . Instead, we use the semiparametric technique advocated by Ait-Sahalia and Lo (1998). 22 In each panel, the dotted line serves as a reference point; it represents a normal density with mean equal to the average risk-free rate and variance equal to the average Black-Scholes volatility. The model apparently does not contain enough skewness to match the data. Interestingly, this shortcoming of the model is especially relevant at longer horizons. This finding is very different from that for the physical densities in Figure 5 , where the differences between model and data were less pronounced for longer horizons. 23 We therefore arrive at some interesting conclusions. Modeling of dynamics richer than those of the Leverage model does not improve the fit of the model, because the implied densities are not sufficiently different. 24 Figure 5 suggests that it may be possible to improve on these models by modeling innovations that are different from the conditional model, but is not clear if this will be helpful at horizons that are relevant for valuation. Most importantly, for some reason GARCH models cannot capture the degree of skewness in the data. This is clearly seen from Figure 7 . A potential explanation is that the functional specification that governs the skewness is not rich enough. One likely reason for this is that the risk-neutralization, which partially determines skewness, is incorrectly specified. This conclusion is confirmed by Table 8 , by comparison of the ML and NLS parameter estimates, and by inspection of Figures 5 and 7 While the GARCH density quite accurately captures the physical density at the quarterly horizon, it does not capture the skewness in the risk-neutral distribution. Interestingly, even though the risk neutral densities implied by the ML and NLS estimates are quite different, pricing using ML estimates is fairly satisfactory. The ML estimates generate a fit far superior to Black-Scholes by picking a high kurtosis, while the NLS estimates do so by picking a higher skewness.
There is an interesting parallel between our findings on skewness and the findings in the continuous time literature. Modelling skewness has also proven difficult for continuous time models. The stochastic volatility model of Heston (1993) is able to generate negative skewness, but when using estimated parameters not enough skewness is generated by the model. The proposed solution has been to add jumps in returns and volatility, see e.g. Bates (1996) , Eraker (2004) , Pan (2002) , but the out-of-sample results from adding these jumps have arguably been mixed. Adequately modelling skewness has thus remained a challenge in the option valuation literature. 22 The details of our implementation of their approach are described in the online appendix. 23 Note that the horizons in Figures 5 and 7 are different. The reason is that one cannot construct risk-neutral densities at daily horizons, because those option data are not available. The absence of options with relevant strike prices explains why the densities are truncated in Figure 7 . With the method used in Figure 6 , which is based on return simulation, this is not the case. 24 It may of course be the case that the different dynamics do not perform very differently becase the models are all misspecified in a more fundamental way. Bondarenko (2003) and Driessen and Maenhout (2003) argue that it is difficult to explain option prices with models of rational behavior.
Summary and Directions for Future Work
In the existing literature, different volatility models are typically judged by comparing the likelihoods from time-series of asset returns. We instead investigate the performance of GARCH models explicitly for the purpose of option valuation. We compare a number of models using the families of specifications in Ding, Granger and Engle (1993) and Hentschel (1995) . We find that a comparison of the in-sample fit (based on dollar squared option valuation errors) favors the most richly parameterized model, as does a traditional likelihood-based comparison which uses only the time-series of asset returns. However, when assessing the performance of the GARCH models out-of-sample (again using dollar squared option valuation errors), the data favor the more parsimonious model which only contains simple volatility clustering and a leverage effect.
The consequences of these findings for the GARCH literature are potentially far-reaching. The advantage of the specifications of Ding, Granger and Engle (1993) and Hentschel (1995) is that they nest a large number of existing GARCH models, although of course not all. Our results suggest that it is dangerous to make inference about the potential for volatility models to fit option prices based only on statistical analysis on the underlying asset returns. Unfortunately, existing volatility model comparisons are often made in-sample, and most often based on the model's likelihood value, which may not have an obvious relationship with more economically motivated objective functions such as those based on option valuation.
Looking forward, our results suggest that most is to be gained by more radical departures from the modeling assumptions used in a traditional GARCH option pricing model. For instance, modeling deviations from normality in the innovations process may prove instructive and is pursued in Christoffersen, Heston and Jacobs (2003) . Also, all the models investigated in this paper share the same specification for the price of risk. Our comparison of the risk-neutral and physical model densities suggest that it may be worthwhile to model the price of risk differently. We are currently pursuing work along these lines.
While our paper is set in discrete time, a significant part of the literature specifies latent stochastic volatility factors in continuous time. Early work includes Hull and White (1987) , Johnson and Shanno (1987) , Melino and Turnbull (1990) , Scott (1987) , and Wiggins (1987) . Whereas the results of Nelson and Foster (1994) , Duan (1997) and Heston and Nandi (2000) indicate that certain continuous time models can be seen as the limits of discrete time GARCH models, Corradi (2000) demonstrates that continuous-time models with deterministic volatility can also be retrieved as the limits of discrete time GARCH processes. Therefore, neither at the theoretical nor empirical level is the relationship between GARCH processes and stochastic volatility models straightforward, and the implications for option valuation are not obvious either. We plan to address the relative performance of discrete and continuous time models in future work. Notes: Using standard normal innovations we simulate a long sample of daily returns from the Leverage GARCH model starting from the unconditional variance and aggregating the daily data to various horizons. The GARCH densities (solid lines) are estimated using a normal kernel with a bandwidth which is optimal asymptotically for normal data. The dotted line denotes the normal p.d.f. with mean and variance matching the GARCH model at each horizon. Notes: We simulate a long sample of daily returns from the Leverage GARCH model starting from the unconditional variance and aggregating to various horizons. The densities are estimated using a normal kernel with a bandwidth which is optimal asymptotically for normal data. The solid line uses innovations drawn from the standard normal distribution. The dotted line bootstraps innovations from observed returns. The dashed line denotes the empirical density calculated directly on non-overlapping S&P500 returns from June 1, 1981 through December 31, 1999. Notes:.We simulate a long sample of daily risk-neutral returns from the Leverage GARCH model starting from the unconditional variance and aggregating to various horizons. The densities are estimated using a normal kernel with a bandwidth which is optimal asymptotically for normal data. The solid line uses the return-based ML estimates from Table 5 . The dashed line uses the option-based NLS estimates from Table 6 . Notes: The dashed line shows the risk neutral density estimates from observed option prices calculated using Ait-Sahalia and Lo's (1998) semiparametric estimation method. See the online appendix for details on the calculation. The solid line represents the corresponding density using the GARCH option values rather than the market data. The GARCH estimates used are the return-based MLEs from Table  5 . The dotted line corresponds to the normal distribution. The longer horizon densities are truncated due to the availability of strike prices in the options data. Notes: We compute the $MSE and $RMSE of the option prices estimated in Table 6 on both Sample A and Sample B. The Sample A numbers for the six GARCH models are identical to those reported in Table 6 . We also report Sample A fits for three other models: First, the standard BlackScholes with volatility estimated using nonlinear least squares minimizing $MSE. Second, the Practitioner Black-Scholes, PBS(OLS), from Dumas, Fleming and Whaley (1998), who regress implied volatility on a second order polynomial in strike price and time to maturity. Third, PBS(NLS) which estimates the PBS polynomial using nonlinear least squares to minimize $MSE. We keep all parameters constant across the 156 weeks in Sample A. We also report the out-of-sample fits from the nine models in Sample B, using the parameter estimates from Sample A. In Table 7 .B we calculate the average of the weekly $RMSE across the 52 weeks in Sample B. Due to the concavity of the square-root function, the average weekly $RMSEs are lower than the Sample $RMSE calculated over all the 52 weeks. We use the weekly $RMSE sequences to test the significance of the difference in fits across models by applying the Diebold-Mariano (1995) test. The DM test is implemented allowing for autocorrelation of up to four weeks in the $RMSE difference sequence. We take the Leverage GARCH model to be the benchmark in the pairwise DM tests. The DM test has a standard normal distribution and we report the 2-sided P-values. 
C. Comparing Weekly Predictive Accuracy with the Leverage Model
Notes: On every Wednesday in Sample B, we estimate a new set of GARCH parameters for each model based only on options data from that particular day and returns from the past 250 days. We then report the Sample $RMSE for all the current Wednesdays (Current Week) as well as the Sample $RMSE for the same Wednesdays using the previous Wednesdays' GARCH estimates (One Week Ahead). We also report Sample $RMSE for three other models: First, the standard Black-Scholes model with volatility estimated using nonlinear least squares minimizing $MSE. Second, the Practitioner Black-Scholes, PBS(OLS), from Dumas, Fleming and Whaley (1998), who regress implied volatility on a second order polynomial in strike price and time to maturity. Third, PBS(NLS) which estimates the PBS polynomial using nonlinear least squares to minimize $MSE. In these three models, the parameters are reestimated weekly as well. In Table 8 .C we calculate the mean of the weekly $RMSE across the 52 weeks in Sample B. Due to the concavity of the square-root function, the average weekly $RMSEs are lower than the Sample $RMSEs calculated over all the 52 weeks. We use the weekly $RMSE sequences to test the significance of the difference in fits across models by applying the Diebold-Mariano (1995) test. The DM test is implemented allowing for autocorrelation of up to four weeks in the $RMSE difference sequence. We take the Leverage GARCH model to be the benchmark in the pairwise DM tests.
The DM test has a standard normal distribution and we report the 2-sided P-values.
