Abstract A combination of magnetotelluric (MT) measurements on the surface and in boreholes (without metal casing) can be expected to enhance resolution and reduce the ambiguity in models of electrical resistivity derived from MT surface measurements alone. In order to quantify potential improvement in inversion models and to aid design of electromagnetic (EM) borehole sensors, we considered two synthetic 2D models containing ore bodies down to 3000 m depth (the first with two dipping conductors in resistive crystalline host rock and the second with three mineralisation zones in a sedimentary succession exhibiting only moderate resistivity contrasts). We computed 2D inversion models from the forward responses based on combinations of surface impedance measurements and borehole measurements such as (1) skin-effect transfer functions relating horizontal magnetic fields at depth to those on the surface, (2) vertical magnetic transfer functions relating vertical magnetic fields at depth to horizontal magnetic fields on the surface and (3) vertical electric transfer functions relating vertical electric fields at depth to horizontal magnetic fields on the surface. Whereas skin-effect transfer functions are sensitive to the resistivity of the background medium and 2D anomalies, the vertical magnetic and electric field transfer functions have the disadvantage that they are comparatively insensitive to the resistivity of the layered background medium. This insensitivity introduces convergence problems in the inversion of data from structures with strong 2D resistivity contrasts. Hence, we adjusted the inversion approach to a three-step procedure, where (1) (2) this inversion model from surface impedances is used as the initial model for a joint inversion of surface impedances and skin-effect transfer functions and (3) the joint inversion model derived from the surface impedances and skin-effect transfer functions is used as the initial model for the inversion of the surface impedances, skin-effect transfer functions and vertical magnetic and electric transfer functions. For both synthetic examples, the inversion models resulting from surface and borehole measurements have higher similarity to the true models than models computed exclusively from surface measurements. However, the most prominent improvements were obtained for the first example, in which a deep small-sized ore body is more easily distinguished from a shallow main ore body penetrated by a borehole and the extent of the shadow zone (a conductive artefact) underneath the main conductor is strongly reduced. Formal model error and resolution analysis demonstrated that predominantly the skin-effect transfer functions improve model resolution at depth below the sensors and at distance of $ 300-1000 m laterally off a borehole, whereas the vertical electric and magnetic transfer functions improve resolution along the borehole and in its immediate vicinity. Furthermore, we studied the signal levels at depth and provided specifications of borehole magnetic and electric field sensors to be developed in a future project. Our results suggest that three-component SQUID and fluxgate magnetometers should be developed to facilitate borehole MT measurements at signal frequencies above and below 1 Hz, respectively.
(2) this inversion model from surface impedances is used as the initial model for a joint inversion of surface impedances and skin-effect transfer functions and (3) the joint inversion model derived from the surface impedances and skin-effect transfer functions is used as the initial model for the inversion of the surface impedances, skin-effect transfer functions and vertical magnetic and electric transfer functions. For both synthetic examples, the inversion models resulting from surface and borehole measurements have higher similarity to the true models than models computed exclusively from surface measurements. However, the most prominent improvements were obtained for the first example, in which a deep small-sized ore body is more easily distinguished from a shallow main ore body penetrated by a borehole and the extent of the shadow zone (a conductive artefact) underneath the main conductor is strongly reduced. Formal model error and resolution analysis demonstrated that predominantly the skin-effect transfer functions improve model resolution at depth below the sensors and at distance of $ 300-1000 m laterally off a borehole, whereas the vertical electric and magnetic transfer functions improve resolution along the borehole and in its immediate vicinity. Furthermore, we studied the signal levels at depth and provided specifications of borehole magnetic and electric field sensors to be developed in a future project. Our results suggest that three-component SQUID and fluxgate magnetometers should be developed to facilitate borehole MT measurements at signal frequencies above and below 1 Hz, respectively.
Introduction

MT Methods in Exploring Deep Ore Deposits
In magnetotelluric methods (Vozoff 1991; Berdichevsky and Dmitriev 2008; Chave and Jones 2012) , naturally occurring electric and magnetic fields are used to sense the electrical conductivity structure of the Earth. In combination, audiomagnetotelluric (AMT) data (frequencies f = 1-10,000 Hz), with signals originating from the global lightning distribution, and broadband magnetotelluric (BBMT) data (frequencies f = 0.001-300 Hz), comprising AMT signals and lower-frequency (f \1 Hz) signals caused by magnetospheric and ionospheric currents, explore a depth range of a few tens of metres down to a few tens of kilometres or more. This makes MT methods particularly suitable to investigate deepseated (500-4000 m) mineral deposits. Where AMT signal levels are low, e.g., in the dead band at $ 800-3000 Hz (Garcia and Jones 2002) , the controlled-source audiomagnetotelluric method (CSAMT, f = 1-10000 Hz, Zonge and Hughes 1991 ) is routinely applied. Consequently, MT methods have a long-standing history in the investigation of mineral deposits (Strangway et al. 1973; Meju 2002; Jones 2017 ) with field cases reported from, for instance, copper, gold, lead, silver and zinc deposits (Kellett et al. 1993; Garcia Juanatey et al. 2013a, b; Hübert et al. 2013; Hu et al. 2013) , copper, gold and iron deposits (Heinson et al. 2006) , copper and iron deposits (Chouteau et al. 1997; Jones and Garcia 2003) , copper, iron and zinc deposits (Basokur et al. 1997) , copper, lead and zinc deposits (Sasaki et al. 1992; Bastani et al. 2009 ), copper and nickel deposits (Lakanen 1986; Livelybrooks et al. 1996; Jones et al. 1997; Balch et al. 1998; Stevens and McNeice 1998; Zhang et al. 1998; Watts and Balch 2000; King 2007; Xiao et al. 2011; Varentsov et al. 2013 ; Le et al. 2016a) , copper, silver and zinc deposits (Gordon 2007) , gold deposits (Jones et al. 1997; Liu et al. 2006; Howe et al. 2014; Takam Takougang et al. 2015; Hübert et al. 2016; Le et al. 2016b) , and uranium deposits (Leppin and Goldak 2005; Tuncer et al. 2006; Farquharson and Craven 2009; Goldak et al. 2010; Hautot et al. 2011; Crowe et al. 2013) . However, in conductivity models computed from surface MT and CSAMT measurements, the upper edges of conductive mineralisation zones are imaged with far greater resolution than the lower edges, which appear smeared out towards greater depth, making the investigation of possible deeper mineralisation difficult (Bedrosian 2007) . This is a well-known phenomenon of inductive EM methods that conductive targets screen the regions below them (e.g., Jones 1999; Kalscheuer et al. 2015) . A possible but insufficiently explored remedy to constrain geological structure underneath conductive mineral deposits or conductive overburden in general is to record MT signals at depth underneath the overburden, e.g., in boreholes or galleries, as proposed by Queralt et al. (2007) .
MT Measurements at Depth in Boreholes, Galleries and the Oceans
To our knowledge, vertical telluric fields, i.e. natural vertical electric fields at MT frequencies, were first measured in a borehole, shown to correlate with simultaneously measured changes in horizontal magnetic and electric fields on the surface and put into causative relation to lateral conductivity contrasts by Forbush (1933) . Later studies by Jones and Geldart (1967a, b) , Bahr (1983) and Bahr and Eisel (1990) corroborated Forbush's findings. Bahr (1983) and Bahr and Eisel (1990) presented transfer functions (tensorial impedances) between the horizontal electric fields measured on the surface and the vertical electric field measured at depth as output channels and the horizontal magnetic fields measured on the surface as input channels. Using these transfer functions, Bahr (1983) and Bahr and Eisel (1990) computed regional strike angles that do not exhibit the 90-degree ambiguity in impedances retrieved from horizontal fields only. Thus, Bahr's and Bahr and Eisel's approach is, in principle, similar to removing the ambiguity by considering a combination of impedances and vertical magnetic transfer functions in standard MT surface measurements. Considering distortion from shallow inhomogeneities, Bahr (1983) recorded vertical electric fields using electrodes at shallow depth and just 1 m vertical spacing, and related the impedances of these vertical electric fields to shallow local anomalies using 2D forward modelling.
The first attempts to record plane-wave electromagnetic (EM) fields in boreholes for the purpose of mineral prospecting were related to development of a borehole receiver system by the Mineral Exploration Research Institute in Montreal and the Geological Survey of Canada (Roy 1984; Hayles and Dyck 1987; Dyck 1991) . This system recorded the axial magnetic and electric field components at very low frequency (VLF) of 3-30 kHz using the horizontal magnetic fields on the surface as reference. An extension to recording all three components of the magnetic field at depth was developed in the 1990s (Mwenifumbo et al. 1997) . Since powerful remote VLF military transmitters are used as sources, threecomponent (3C) VLF fields can be recorded using small induction coils that fit into standard boreholes (cf. next section). Owing to the comparatively high signal frequencies, the depth of investigation range of this method is limited to roughly the upper 300 m. As far as we know, no efforts of quantitative interpretation or inversion of these VLF borehole data have been documented.
Considering synthetic models, West and Ward (1988) , Sasaki et al. (1992) and Queralt et al. (2007) demonstrated that a combination of surface and borehole or in-mine AMT and CSAMT measurements (using sources at the Earth's surface) can help overcome the limited resolution below conductive overburden provided by surface measurements. While the lateral extent of mines may allow in-mine measurements of horizontal electric and magnetic fields (Queralt et al. 2007) , borehole AMT and CSAMT measurements would be limited to the measurement of the axial component of the magnetic or electric field along the borehole. In West and Ward's (1988) synthetic 3D AMT forward modelling studies and in Sasaki et al.'s (1992) synthetic 2D AMT inverse modelling studies, these axial components were normalised by horizontal magnetic fields simulated at the Earth's surface. In vertical boreholes, such data have no sensitivity to the resistivity distribution of planar layered models (Ward and Hohmann 1987) . However, for 2D and 3D models, there is limited sensitivity to the normal (layered background) resistivity distribution, mostly in the form of sensitivity to the anomalous resistivity contrast (Bahr 1983; West and Ward 1988) . At present, AMT measurements of the off-axial components of the magnetic field in boreholes are not possible due to difficulties in sensor design (cf. next section).
In contrast to AMT borehole measurements, which presently are limited to the axial field components, the vertical gradient magnetometry (VGM) or skin-effect transfer functions presented by Jones (1983) , Spitzer (1993) and Schmucker et al. (2009) rely upon horizontal magnetic fields measured in boreholes at MT frequencies of less than 1 Hz using 3C fluxgate magnetometers (cf. next section). In the VGM transfer functions, horizontal magnetic fields at adjacent depth levels are considered. Skin-effect transfer functions relate the horizontal magnetic fields at depth to those recorded on the surface. Unfortunately, fluxgates do not offer sufficient sensitivity in the AMT frequency range. Furthermore, the skin-effect transfer function field data collected by Spitzer (1993) and Schmucker et al. (2009) in the MT frequency range have lower quality than their MT field data collected on the surface. Whereas Jones (1983) studied 1D and 2D forward simulations of VGM data, Spitzer (1993) and Schmucker et al. (2009) explained skin-effect transfer function field data using 2D forward modelling. VGM and skin-effect transfer function data have been demonstrated to be sensitive predominantly to structure at depth below the borehole sensor, including the normal resistivity distribution.
In Sasaki et al.'s (1992) synthetic 2D inverse modelling studies, the employed borehole transfer functions pertain to the transverse magnetic (TM) mode and are the vertical electrical and horizontal magnetic fields normalised by the horizontal magnetic field on the surface. The latter transfer function is one of the skin-effect transfer functions presented by Spitzer (1993) and Schmucker et al. (2009) . Neither 2D single inversions of transverse electric (TE) mode borehole transfer functions nor 2D joint inversions of TM-mode and TE-mode borehole transfer functions have been previously presented. However, for 2D models, TE-mode responses are sensitive to conductive structures, whereas TM-mode responses are predominantly sensitive to conductivity contrasts (e.g., Berdichevsky et al. 1998; Pedersen and Engels 2005) . This complementary nature of TE-mode and TM-mode responses has long been understood and exploited in the interpretation of MT surface measurements. It is generally desirable to jointly invert TE-mode and TM-mode surface and borehole measurements.
In marine geophysical campaigns, geomagnetic variation measurements connect horizontal magnetic fields on the ocean floor and horizontal magnetic fields measured at a nearby coastal station using transfer functions very similar to those of the VGM method (e.g., Law and Greenhouse 1981; Jegen and Edwards 1998; Joseph et al. 2000) . This marine VGM method was used with success and was later augmented with measurements of marine MT impedance tensors as measurements of marine electric fields became possible (Constable 2013 ).
Other Borehole Electromagnetic Methods
For the last 40-50 years, controlled-source frequency-domain and time-domain borehole electromagnetic (BHEM) methods (Dyck 1991; Asten 1996; Spies 1996) have been two of the standard tools in mineral exploration. In typical BHEM surveys, transmitter loops with more than 200 m side length are deployed on the surface of the ground, and magnetic field data are collected in boreholes and on the surface (e.g., Boyd and Wiles 1984; Pantze et al. 1986; Dyck 1991; Bishop et al. 2000; Hattula and Rekola 2000; Spicer 2016) . In order to illuminate deposits from different angles, and thus to determine dip angle, along-dip extent and along-strike extent, individual boreholes are surveyed using a combination of different transmitter loops (e.g., Asten 1996) . Until the mid-1980s, axial induction coil sensors were commonly used. However, the added value of 3C measurements led to development of 3C magnetic field sensors (e.g., Pantze et al. 1986; Cull 1996a, b; Hughes and Ravenhurst 1996; Duncan et al. 1998; Elders and Asten 2004) . Simultaneously, receiver systems were improved, and modern instruments have enhanced filtering and stacking capability for derivation of processed data in the field and the recording of raw time series for advanced processing in the laboratory (e.g., Duncan et al. 1998; Elders and Asten 2004) .
Magnetometric resistivity (MMR) methods employ galvanically coupled sources with low signal frequencies. Thus, these methods generate current systems very much similar to electrical resistance tomography (ERT) methods. However, rather than measuring differences in electric potential between two electrodes, as in the ERT method, the components of the magnetic flux vector are measured leading to insensitivity to layered structures for MMR measurements made on the Earth's surface. Owing to the usage of galvanically coupled sources and magnetic field receivers, MMR measurements are sensitive to conductivity contrasts but not to absolute conductivity (Bishop et al. 1997; Asten 2001; Chen et al. 2002; Godber and Bishop 2007) . In comparison, BHEM measurements are predominantly sensitive to conductive structures. This suggests a complementary nature of MMR and BHEM methods in studying mineral deposits. The cross-hole magnetometric resistivity (source and receivers in distinct boreholes; Nabighian et al. 1984 ) and down-hole magnetometric resistivity (DHMMR; source on surface extended along strike and borehole receivers; Asten 1988) methods have been used with success in mineral exploration and led to discoveries of ore deposits that did not generate anomalous BHEM signals (e.g., Bishop et al. 1997 Bishop et al. , 2000 . Field evidence (Asten 1988; Bishop et al. 1997 ) and numerical simulations (Chen et al. 2002) suggest that the sensitivity of DHMMR and surface MMR data, respectively, is limited to lateral distances / 500 m off the borehole or receiver site, whereas BHEM methods may be sensitive to a comparable or smaller region around the borehole. Further, spatial resolution reported for DHMMR is poorer than that of BHEM (Asten 1988; Bishop et al. 1997) . To ascertain that the spatial resolution and the investigation range of a given method (or instrument) are suitable to resolve a given geological structure, careful forward modelling, based on all available information, and consideration of the local noise conditions are required.
In the above description of BHEM and MMR systems, we have focused on surface-toborehole systems that use extended surface sources and borehole receivers. In the context of prospecting deep mineral deposits, consideration of extended sources is motivated by the higher penetration depth of the generated signals. For shallower or smaller targets, systems that operate small dipole sources and receivers at higher frequencies and in singlehole or cross-hole configurations are more suitable to achieve resolution at smaller scales.
Descriptions of these methods can be found in Dyck (1991) , Spies (1996) and Fullagar et al. (2000) .
In comparison with BHEM and MMR methods, MT methods have both advantages and disadvantages. Both AMT and BBMT surveys offer much larger penetration depth than BHEM and MMR methods, which makes them very attractive tools in the current quest for targets at more than 500 m depth. As described above, MT data are sensitive to both conductive and resistive structures. This is an advantage over the sensitivities to conductive structures and conductivity contrasts provided by the BHEM and MMR methods, respectively, when only one of the latter methods is used. Since natural sources are used, omission of a transmitter crew either leads to a significant reduction in staff or frees resources to deploy another receiver crew. In terms of man hours, these advantages are, to some extent, offset by the need for extended recording times to capture the weak naturalsource signals. More importantly, omission of a transmitter removes the single most important safety issue of guarding humans and animals from electric shock. In particular close to infrastructure, MT signals can have very low signal-to-noise ratios. Further, infrastructure can lead to bias through contamination with systematic noise that cannot be removed with present filtering techniques. In the worst case, this problem can render MT measurements useless when carried out in the vicinity of operating mines. The only means of increasing the signal-to-noise ratio is to resort to controlled-source electromagnetic (CSEM) methods such as BHEM, MMR and CSAMT. When depth penetration comparable to AMT is demanded, the CSAMT method may be a suitable substitute. CSAMT data recorded in the far-field zone of the source (Zonge and Hughes 1991) can be interpreted with the 2D inversion for AMT and BBMT data presented here.
Borehole Sensors and Conditions
In ore exploration, the diameters of standard boreholes vary between 5.5 and 8 cm posing serious limitations on the design of sensors. Over the last two decades, there has been significant progress in the development of 3C magnetic field borehole sensors for MT methods and CSEM methods, such as the frequency-domain and time-domain BHEM methods. Existing 3C magnetic field sensors are divided into the following categories:
• Fluxgate magnetometers utilise the non-linearity of the hysteresis curve of a magnetically susceptible core to measure the magnetic flux vector B. Owing to their limited size of a few cm 3 , fluxgates fit into slim boreholes. The first 3C borehole fluxgate magnetometer for the lower MT frequency range (0.0001-1 Hz) was developed by the University of Göttingen, Germany, during the 1980s (Steveling et al. 1991; Spitzer 1993; Schmucker et al. 2009 ). However, fluxgates do not offer sufficient sensitivity in the AMT frequency range of 1-10,000 Hz, where sensor noise is high at $ 1000-10000 fT/ ffiffiffiffiffiffi Hz p . Since the signal levels in CSEM measurements are typically higher than in AMT measurements, 3C borehole fluxgates are regularly used in BHEM measurements.
• Induction coils measure the temporal change oB=ot of the magnetic flux vector B. For AMT surface measurements at frequencies of 1-10,000 Hz, induction coils have comparatively low sensor noise ( $ 10-100 fT/ ffiffiffiffiffiffi Hz p ) and, thus, have set the standard for decades. However, we are not aware of any successful AMT borehole measurements using induction coils. Owing to space limitations in the borehole probe in the off-axial directions, induction coils cannot reach a sensitivity level acceptable for AMT measurements in the off-axial directions of boreholes. For the controlled-source BHEM methods, 3C borehole induction magnetometers are used on a routine basis (e.g., Pantze et al. 1986; Cull 1996a, b; Duncan et al. 1998; Elders and Asten 2004) . Even though signal levels generated by BHEM sources are typically higher than those of AMT, the two off-axial components of the BHEM magnetic field are still problematic with respect to noise.
• Superconducting quantum interference devices (SQUIDs) measure the magnetic flux vector B and may be applicable in several geophysical magnetic and electromagnetic methods using frequencies from 0 Hz to roughly 10,000 Hz (Clarke 1983 ). However, they need to be held at low temperature. High-temperature superconductor (HTS) and low-temperature superconductor (LTS) SQUIDs operate at 77 K (À 196 C) using immersion in liquid nitrogen and 4.2 K (À 269 C) using immersion in liquid helium, respectively (e.g., Le Roux and Macnae 2007) . LTS SQUIDs have the advantage of higher sensitivity as compared to HTS SQUIDs (sensor noise $ 1 fT= ffiffiffiffiffiffi Hz p versus [ 10 fT= ffiffiffiffiffiffi Hz p at 10-10,000 Hz). In the 1980s, there was an initial period of higher usage of SQUIDs in MT field campaigns (e.g., Berktold 1983; Hermance et al. 1984) . However, it was soon realised that the need for cryogenic cooling with liquid nitrogen or helium and the size of early SQUID sensors made them less practical for field campaigns than induction coil sensors (Chave and Booker 1987) . In particular, the need to refill liquid nitrogen or helium regularly makes SQUIDs unattractive and expensive to operate in MT measurements that last from days to weeks or months, especially when located in remote localities. Nevertheless, owing to the shorter duration of measurements, SQUID magnetometers have been in use for surface or airborne timedomain CSEM measurements for 30 years (Kalberkamp et al. 1997; Chwala et al. 1999; Bick et al. 1999; Panaitov et al. 2002; Lee et al. 2002; Vallee et al. 2011; Asten and Duncan 2012; Smith 2014) . For borehole AMT and BHEM measurements, SQUID sensors have the advantage that they are only 2 cm in side length. Miniaturising a cryostatic cooling system to fit into slim boreholes is a potentially promising option to obtain high-quality data that has not been explored yet.
We are not aware of previous field studies where MT electric fields recorded in boreholes were used to delineate ore deposits. To obtain localised measurements, bipoles with electrode separations of 25-50 m (Fig. 1) are an obvious option. To overcome ohmic losses in signal transmission to data loggers placed beside borehole openings, signals need to be preamplified at the sensor using a differential preamplifier. Alternatively, a single electrode may be deployed in the borehole and a reference electrode at the surface. Measuring at equally spaced depth levels and subtracting the fields recorded at adjacent depth levels then leads to transfer functions comparable to differential measurements at depth.
Owing to the pronounced skin effect in metal casing and the routine use of magnetic metals to produce metal casing, measurements of electric or magnetic fields in sections of boreholes with metal casing are meaningless. However, in hard-rock environments, it is common practice to install metal casings only in the shallow sections of boreholes that pass through the overlying sediments and weathering zone of the bedrock. In many regions of Sweden and Finland, for instance, the sedimentary cover and weathering zone are so thin that only the upper 10 m or so need to be cased. Depending on the instrumental set-up and the geological units drilled through, measurements at 50 m or more beneath the lower end of the metal casing are not affected by the metal casing. In loose sediments and sedimentary rocks, it is necessary to install a casing over the entire length of a borehole to prevent its collapse. However, in boreholes that are drilled, for instance, for hydrological studies or in oilfields, slotted plastic casings are often installed. Since plastic casing does not lead to distortion of the electric and magnetic fields measured in boreholes, the methods described here can be directly applied.
Outline
In this paper, we present meaningful transfer functions between axial electric and magnetic fields measured in boreholes and surface magnetic fields, similar to West and Ward (1988) and Sasaki et al. (1992) . Further, we study skin-effect transfer functions as defined by Spitzer (1993) and Schmucker et al. (2009) . We elaborate on some particularities related to modelling borehole responses of 2D models using finite-difference approximations. Considering two synthetic examples of real ore deposits, we provide typical signal levels to aid future sensor development. Finally, we evaluate the improvements in model constraints that can be achieved by adding various types of MT borehole measurements to a set of standard MT surface measurements considering the same synthetic models as before. In this, particular emphasis is put to understand which improvements are possible to achieve in the lower parts of, and the structure beneath, conductive ore bodies. We present the first 2D inversion results involving TE-mode skin-effect transfer function and borehole vertical magnetic transfer function data. Fig. 1 Instrumental set-ups for AMT measurements a on the surface using three induction coils to record horizontal (H x and H y ) and vertical (H z ) magnetic fields and two 25-100-m-long grounded cables to record horizontal electric fields (E x and E y ) and b in boreholes using a 3C magnetometer to record magnetic fields (H x , H y and H z ) at depth, three induction coils to record magnetic fields (H From classical surface MT measurements over a 2D Earth (Fig. 1) , transfer functions in the frequency domain are usually retrieved after time-series processing (involving Fourier transformation and robust stacking procedures) and rotation of the reference coordinate system such that the x-axis corresponds to the geoelectrical strike direction (Berdichevsky and Dmitriev 2008; Chave and Jones 2012) . In this reference frame, the complex-valued and frequency-dependent impedance tensor Z relates the horizontal electric (E x and E y ) and magnetic (H x and H y ) fields as
The impedance tensor element Z xy is that of the transverse electric (TE) mode, where all current flow is directed along the strike direction. In contrast, the impedance tensor element Z yx of the so-called transverse magnetic (TM) mode is related to current flowing in the plane perpendicular to the strike direction. These differences in the directions of current flow lead to pronounced differences in the resolving power for conductive and resistive targets. TE-mode responses are purely inductive in nature, and thus, they resolve predominantly conductive features (Berdichevsky et al. 1998; Pedersen and Engels 2005) . In contrast, the current systems of the TM-mode charge the structures. Thus, TM-mode responses are sensitive to conductivity contrasts (Berdichevsky et al. 1998; Pedersen and Engels 2005) . Typically, the impedance tensor elements are converted to apparent resistivities q a and phases / q xy a ¼ 1 xl 0 jZ xy j 2 and q
Additionally, in the TE-mode, the complex-valued and frequency-dependent vertical magnetic transfer function (VMTF) T y relates the vertical and horizontal magnetic fields H z and H y , respectively, through
At the surface of a 1D Earth model, an obliquely incident plane-wave field is refracted towards the normal, which results from the large conductivity contrast between the air and the Earth. Under quasi-static conditions, this effect is so pronounced that the propagation in the strata of a 1D model is essentially in the vertical direction. Hence, H z ¼ 0 and T y ¼ 0, everywhere in the Earth and on the Earth's surface (Ward and Hohmann 1987) .
2D Transfer Functions for Borehole Measurements
For borehole measurements, additional transfer functions of the TE and TM modes can be devised to relate field components measured in the borehole to others measured in the Surv Geophys (2018) 39:467-507 475 borehole (borehole-to-borehole transfer functions) or at the surface (borehole-to-surface transfer functions). Using 3C borehole magnetometers ( Fig. 1) , the complex-valued VMTF of the TE-mode can be computed. While only the vertical field component H z¼d z measured in a borehole at depth z ¼ d and normalised by a horizontal component H z¼0 y measured at the Earth's surface (depth z ¼ 0 m) was considered in a previous study (West and Ward 1988 ), we will also evaluate the benefits of a VMTF computed using borehole components. Hence, we consider both types of VMTF, i.e.
For a 1D Earth and under quasi-static conditions, H z¼0 z measured at the surface and H z¼d z measured in a borehole are identical to zero (see above). Hence, T y and T 0 y do not contain any information on the 1D resistivity distribution.
For the TM-mode and vertical boreholes, the vertical electric field E z¼d z ( Fig. 1 ) can be related to the horizontal magnetic field measured at depth (H z¼d x ), the horizontal magnetic field measured at the Earth's surface (H z¼0 x ) (e.g., West and Ward 1988; Sasaki et al. 1992) or to the horizontal electric field E z¼0 y measured at the Earth's surface. Normalisation by the horizontal magnetic field H x yields impedances or vertical electric transfer functions (VETF), i.e.
whereas normalisation by the horizontal electric field leads to a transfer function S 0 zy (Becken et al. 2008 ):
However, as E z ¼ 0 everywhere in a 1D Earth model under quasi-static conditions (Ward and Hohmann 1987) , neither Z zx , Z 0 zx nor S 0 zy hold information about the resistivity distribution of a 1D Earth. To avoid the influence of galvanic distortion effects possibly contained in electric fields measured on the surface (Jones 2012), we limit further consideration to the VETFs Z zx and Z 0 zx . With the purpose of reducing the effect of electric field distortion owing to small inhomogeneities, in the vertical gradient magnetometry (VGM) method (Jones 1983; Spitzer 1993; Schmucker et al. 2009 ), the electric fields E x and E y in Eq. 1 are replaced by vertical gradients of H y and H x , respectively, using Ampere's law. These vertical gradients are measured using borehole and surface sensors. As compared to the above transfer functions that involve either H z or E z at depth, VGM measurements are sensitive to layered structure. Two alternative definitions exist. Jones (1983) defined the 2D VGM transfer functions V d of the TM and TE modes as 
In contrast to Jones' point-wise definition, Spitzer (1993) 
to approximate the impedance tensor. Jones' (1983) VGM set-up necessitates simultaneous measurements of both horizontal magnetic field components at two adjacent depth levels. In practice, we would want to measure the vertical magnetic field component as well to retrieve the VMTF. Thus, two 3C magnetometers would have to be deployed simultaneously in the same borehole. Procurement of a 3C magnetometer is a substantial financial investment (at least for smaller exploration companies), and the prospect of losing two 3C magnetometers at the same time, because one gets stuck in the borehole, is certainly an undesirable financial risk. Hence, we consider only skin-effect transfer functions in the subsequent examples.
2D Forward and Inverse Modelling
The forward responses presented in the following sections were computed using the 2D finite-difference method following Weaver et al. (1985 Weaver et al. ( , 1986 and Kalscheuer et al. (2008) . To compute the responses for sensors at depth, there are a few differences from the case with receivers at the Earth's surface. In the TE-mode, the computation of the auxiliary field components H y and H z from E x requires no modification, other than allowing for nonvanishing conductivity above the sensor. In the TM-mode, the simulation of the axial electric field may require computation of the auxiliary field components E y and E z from H x depending on borehole orientation. The computation of E y at depth requires the computation of the full derivative of H x in the vertical direction, because H x no longer fulfils Laplace's equation above the node of interest as is the case for sensors at the Earth's Surv Geophys (2018) 39:467-507 477 surface. Similarly, the computation of the auxiliary field component E z depends on the horizontal (y-directed) derivative of H x . As indicated above, we limit further consideration to the case of vertical boreholes. The results of the finite-difference method were verified by comparison with semi-analytic solutions (see the Appendix for details).
In the 2D smoothness-constrained least-squares inversion used here (Kalscheuer et al. 2010) , the fit of the forward response of a model m to the field data is measured using the root-mean-square (RMS) misfit RMS ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ½ change for small perturbations in j ¼ 1; . . .; N m model parameters m k;j . In comparison with measurements on the surface, additional entries for the two model cells just above a receiver node need to be included to simulate the Jacobian matrix of borehole measurements. In the subsequent inversion examples, all Jacobian matrices (sensitivities) were computed using the sensitivity equation method (McGillivray and Oldenburg 1990; Rodi and Mackie 2001; Kalscheuer et al. 2008) . For a homogeneous half-space model and a blocky model with large resistivity contrasts (not shown), the computed sensitivities were verified using the computationally more expensive but easily implemented perturbation approach (McGillivray and Oldenburg 1990) .
As model regularisation, smoothness constraints in the form of first-or second-order direct differences or derivatives of model resistivities are employed following Kalscheuer et al. (2010) . In case of convergence problems, Marquardt-Levenberg damping is employed in addition to smoothness constraints. In this case, the Lagrange multiplier k of the smoothness constraints is kept fixed, whereas the damping factor of the MarquardtLevenberg constraints is varied automatically in every iteration using a line search to find the model that best fits the field data. A trial-and-error procedure is used to determine an optimal Lagrange multiplier k such that an acceptable RMS misfit (RMS % 1) can be obtained.
Model Analysis
Using Kalscheuer et al.'s (2010) algorithm, we compute linearised model resolution and error estimates including smoothness constraints to evaluate how well our models are constrained by the data. Under certain assumptions (Kalscheuer et al. 2010) , the model m kþ1 computed at the ðk þ 1Þth iteration can be related to the unknown true model m true , an optional reference model m r and the noise n contained in the data as
where
is the generalised inverse, and the matrix
z o z contains the smoothness constraints enforced by horizontal and vertical gradient matrices o y and o z with weights a y and a z , respectively. The rows of the model resolution matrix describe how all parameters of the true model map into the individual parameters of the estimated model. If R M was the identity matrix I, the estimated model would be perfectly resolved and not contain any contribution from the reference model. However, in all practical cases of 2D and 3D inversion, the model resolution matrix is singular, with nonvanishing values in the off-diagonal entries. For the well-resolved part of the model space, the rows of the model resolution matrix have well pronounced peaks centred on the corresponding model parameter. However, for the poorly resolved part of the model space, the rows have flat broader peaks spanning a large part of the model space, and they have positive and negative side lobes. Thus, the model resolution matrix R M can be thought of as blurring filter through which we see the true model in the estimated model. For a given model parameter, the resolving kernel r M is computed by scaling the entries of the corresponding row of the model resolution matrix R M by the respective cell areas and, subsequently, we divide the entire resolving kernel by its maximum modulus, thus projecting the resolving kernel into the range of [-1, 1] . We compute the centres of resolution and horizontal and vertical resolution lengths according to Kalscheuer and Pedersen (2007) and indicate these using red crosses in the plots of our resolving kernels. Note that these centres of resolution and horizontal and vertical resolution lengths are appropriate representations of the resolving kernel only when it has a single main lobe. If the resolving kernel has multiple lobes, the centre of resolution is often estimated to be located outside the lobes.
The linearised model error estimates of the model m kþ1 computed at the ðk þ 1Þth iteration of the inversion are the square roots of the diagonal entries of the model covariance matrix (Kalscheuer et al. 2010; Menke 2015) 
where cov m r ½ is the covariance matrix of the optional reference model m r . In Eq. 17, the first and second terms describe how uncertainty in the reference model and the measurements, respectively, contributes to the uncertainty of the inversion model. Since Kalscheuer et al.'s (2010) algorithm employs logarithmic resistivities of the 2D cells, the errors on actual cell resistivities are factors f corresponding to resistivity ranges q=f ; f q ½ . Meju and Hutton (1992) , Meju (1994) , Kalscheuer and Pedersen (2007) and Kalscheuer et al. (2010) Kalscheuer et al. 2010; Menke 2015) .
Substituting this expression into Eq. 17 and applying some matrix algebra yields
Since the most-squares error estimates are nonlinear equivalents of the square roots of the diagonal entries of Eq. 18 irrespective of the existence of W T m W m À Á À1 and variability in the reference model, most-squares inversion results need to be compared to the linearised error estimates in Eq. 18 (Kalscheuer et al. 2010) . Furthermore, since error estimates computed using both terms in Eq. 17 (i.e. Eq. 18) are larger than those using only the second term representing data uncertainty, linearised model errors computed using Eq. 18 are the more conservative estimates. The true model of our first synthetic example shown in Fig. 2 represents an iron-ore mineralisation in the Kiruna area, northern Sweden. The mineralisation is dominated by magnetite and is located in an environment mainly composed of quartzitic sandstones and felsic volcanic rocks. Resistivity measurements have been performed on samples from the mineralisation and the host rocks, suggesting that the chosen model is realistic. The model consists of two dipping mineralised zones of 1 Xm (depth range z = 100-1500 m, distance along profile y = 300-1950 m) and 0:5 Xm (depth range z = 1840-2620 m, distance along profile y = 1900-2800 m) embedded in resistive crystalline bedrock of 10,000 Xm underneath a weathered surface layer of 100 Xm and 100 m thickness. Surface receivers are evenly spaced at 200 m along a 3-km-long profile. At 1400 m along the line, a borehole with a maximum depth of 1500 m is positioned holding a total of 15 borehole sensors.
We have used identical finite-difference meshes in the forward and inverse modelling exercises. Note that the forward and inverse modelling code requires receivers to be located on the nodes of the grid. Thus, the joint simulation of signals at the surface and borehole receivers limits the ability of using strongly different meshes for forward and inverse modelling in both horizontal and vertical directions. Owing to the equidistant spacing of borehole receivers, we use a uniform vertical mesh discretisation for z = 200-1500 m depth. At shallower depth, the mesh discretisation is finer to account for the rapid resistivity transitions between the weathered overburden, the shallow mineral deposit and the resistive host rock. At greater depth, the thicknesses of the cells increase with a geometric progression factor of 1.15 to avoid excessive computation time. In the central part of the model, 73 nodes are spaced at 50 m distance in the horizontal direction. Including padding cells, the mesh has 114 and 92 cells in the horizontal and vertical direction, respectively. For simulation of TE-mode fields, 55 additional cells were used to discretise the air half space in the vertical direction. Owing to the pronounced 2D resistivity contrasts, a rather large number of cells in the air were required to avoid adverse 
Forward Responses, Signal Levels and Sensor Requirements
For the given receiver layout, we simulated surface and borehole measurements over a frequency range of 1 Hz-10 kHz using a total of 33 frequencies (i.e. 8 frequencies per decade). Note that the forward responses shown in Fig. 3 are for an e þixt time dependence (where x is angular frequency and t is time) and that all plots have frequency on the vertical axes, whereas the horizontal axes are profile distance y and depth z for surface and borehole measurements, respectively. The most striking features are the differences in variations of forward responses with receiver position. While the MT surface impedances (Z xy and Z yx in the upper two rows), the skin-effect transfer functions A We have also considered vertical magnetic and electric transfer functions with horizontal magnetic field sensors at depth in boreholes (Z zx and T y ). Since the sensors of both the output and input channels of these transfer functions traverse resistivity contrasts at depth simultaneously, these transfer functions vary more abruptly across resistivity contrasts than do Z 0 zx and T 0 y resulting in ranges of -6.0 to 6.0 V/A and -4.0 to 4.0, respectively, for our model (not shown). For inversion of such transfer functions, this leads to a higher degree of difficulty to converge to an acceptable inversion model given the discontinuous nature of the transfer functions competing with the applied smoothness constraints. In inversion tests using our synthetic data (not shown), about 200 iterations were required to obtain a sufficiently good inversion model (if convergence was obtained at all). In contrast, inversion of the T 0 y and Z 0 zx data required only several tens of iterations. Hence, we do not consider inversion of borehole T y and Z zx data any further. Note that this does not mean that we have excluded the horizontal magnetic fields at depth from the subsequently presented inversions. They are still considered as part of the skin-effect transfer functions A borehole data employed in the subsequently presented inversions would add at least partly redundant information. The sources of AMT signals are electric discharges through thunderstorms distributed over the globe, but predominantly occurring in tropical regions (Vozoff 1991; Brasse and Rath 1997; Garcia and Jones 2002; Sternberg 2010) . The generated EM fields propagate through the lossy waveguide defined by the surfaces of the Earth and the lower ionosphere, experiencing damping at both surfaces. There is considerable variability in the damping experienced in the lower ionosphere, which directly depends on the strength of photoionisation through solar radiation and, thus, varies with latitude, with the time of the day, with the season and with the eleven-year sunspot cycle. Furthermore, signal levels change with the diurnal and seasonal variations in lightning activity. Since the damping in the lower ionosphere depends on frequency, time and location, typical AMT spectral signal strengths of the horizontal magnetic flux at the Earth's surface vary from about 10 0 -10 6 fT= ffiffiffiffiffiffi Hz p at 1 Hz to a low 10 À3 -10 4 fT= ffiffiffiffiffiffi Hz p at 1000-2000 Hz in the AMT dead band (where signal attenuation due to propagation in the Earth-ionosphere waveguide is enhanced by the ionospheric D-layer on the day-side of the Earth, e.g., Brasse and Rath 1997) , and increase to still relatively low values of 10 À2 -10 4 fT= ffiffiffiffiffiffi Hz p at 10,000 Hz (Vozoff 1991; Brasse and Rath 1997; Sternberg 2010) . Nevertheless, the actual range of amplitude variation can be different, depending in addition to the factors mentioned above on observation length. For a study of the amplitudes in the AMT dead band at frequencies of 1000 and 2000 Hz for two locations in Canada and Germany, Garcia and Jones (2002) reported a range of 10 À1 -10 6 fT= ffiffiffiffiffiffi Hz p . Typically, the largest AMT magnetic field amplitudes are observed around midnight during the summer months. Modern induction coils and SQUID magnetometers for surface measurements have spectral noise levels as good as 10 1:5 -10 2:5 fT= ffiffiffiffiffiffi Hz p at 1 Hz, 10 À0:5 -10 0:5 fT= ffiffiffiffiffiffi Hz p at 1000-2000 Hz and 10 À0:7 -10 0:5 fT= ffiffiffiffiffiffi Hz p at $ 10,000 Hz (Ferguson 2012) , meaning that the lower-amplitude AMT signals during daytime may be difficult to detect and emphasising the requirement for AMT measurements to be performed at night-time. Since the borehole transfer functions employed here use surface measurements as direct reference, we evaluate signal levels at depth based directly on the skin-effect transfer functions. The real part of the skin-effect transfer function A part of the borehole. In the resistor overlying the dipping ore body, the imaginary parts attain values as low as $ À 0:4 at 1 kHz, whereas absolute values of 0.4-0.5 occur at lower frequencies inside and below the ore body. As expected, the skin effect is strongest at the highest frequencies and inside the conductive ore body. To obtain measurements of very high quality, the noise characteristics of borehole sensors at the highest frequencies would ideally have to be four to five times better than those of surface sensors. Nevertheless, borehole sensors with noise characteristics comparable to those of modern surface sensors would be sufficient in many practical situations. One may argue that improved sensor characteristics are required to record skin-effect transfer functions close to zero, such as at high frequency inside the conductor. However, at such low signal levels, ambient noise or noise induced by ground water flow that moves the sensor inside the borehole is likely to be more dominant than sensor noise. Thus, reduced sensor noise might make little difference close to zero transitions. As an aside, noise induced by ground water flow can be eliminated by fastening the sensor against the borehole wall. However, this may damage the borehole in weaker sections and borehole owners may have a restrictive policy to fastening sensors.
2D Inversions
Prior to inversion, the synthetic data were contaminated with Gaussian noise. Random numbers were drawn from a uniform distribution in [0, 1], subjected to a shuffling procedure to eliminate possible sequential correlations in the series of random numbers provided by the computer system (Press et al. 1991) and subsequently converted to samples from Gaussian (normal) distributions with zero mean (to simulate bias-free data) and the desired standard deviations using the Box-Muller algorithm (Box and Muller 1958) . For the surface TE-mode and TM-mode impedances, noise corresponding to 2.5% relative error was added to the impedance tensor elements. Assuming that the limited physical size of the magnetic borehole sensors would lead to higher noise levels than for the surface measurements, we contaminated the synthetic borehole responses for A ) and relative errors (5% in either case). While we have taken a conservative attitude regarding noise levels in borehole measurements, we note that borehole conditions (e.g., absence of wind induced noise, larger distance to anthropogenic noise sources) may be rather benign compared to conditions on the surface leading to data with little noise. In the inversions, we set the standard deviations of the data to the error levels employed for noise contamination.
The simultaneous zero transitions of the real and imaginary parts of the skin-effect transfer functions lead to a higher degree of instability in the skin-effect transfer functions than for the surface impedances. Since the vertical electric and magnetic fields are zero in a 1D Earth and contain only little information on the resistivity distribution of a layered background medium, inversion of Z 0 zx and T 0 y transfer function data is inherently more unstable and prone to introducing model artefacts than the inversion of surface impedance data or skin-effect transfer functions A d . Hence, an inversion strategy needed to be developed to exploit the A d , Z 0 zx and T 0 y borehole data to the maximum extent. We found that surface and borehole data can be inverted in a stable and reliable manner using a threestep procedure:
1. Only the surface measurements are inverted using Occam or damped Occam regularisation.
2. Surface impedances and skin-effect transfer functions are jointly inverted using a damped Occam regularisation and the final inversion model of the surface data as the initial model. 3. Surface impedances, skin-effect transfer functions, and borehole vertical electrical and magnetic transfer functions are jointly inverted using a damped Occam regularisation and the final inversion model of the surface impedances and skin-effect transfer function data as the initial model.
Introducing additional damping in the second and third steps sets the inversion model retrieved in the previous step as an initial reference model, and modifications of the model are at the same time kept to the minimum and in fulfilment of the additional constraints provided by the borehole data. If vertical electrical and/or magnetic transfer functions are the only available borehole data, the procedure is condensed to a two-step procedure where the first step is the same as in the three-step procedure. Note that similar stepwise inversion strategies are typically applied in the inversion of surface impedance and VMTF data (e.g., Weckmann et al. 2007; Rao et al. 2014) . When the number of complementary data sets entering into the inversion is increased, such as in our three-step procedure, it can be expected that the acceptable model space is reduced and the model becomes better constrained by the data. Therefore, the Lagrange multiplier that determines the strength of the model smoothness constraints may be reduced in the last two steps of our three-step procedure to reach an acceptable data fit. For this first synthetic example, all of the subsequently presented inversion models were computed using a two-to-one weighting of horizontal to vertical smoothness constraints (i.e. by setting a y ¼ 2 and a z ¼ 1). Other weights, such as a one-to-one weighting using a correspondingly increased Lagrange multiplier k, led to increased RMS misfits.
Inversion of Surface AMT Data
For the inversion of the surface impedance data, we used a homogeneous half space with a resistivity of 1000 Xm as the initial model. The inversion model in Fig. 4a (RMS = 1.02 after 17 iterations using Occam inversion followed by 21 iterations with additional Marquardt-Levenberg damping) demonstrates the limited resolving power of surface measurements. While the hanging wall of the shallow ore body is relatively well resolved, the foot wall is smeared out towards depth and cannot be imaged clearly. From the inversion model, one would not conclude anything about the existence of the deep ore body. We performed two further tests. First, we extended the profile by 600 m to either side (not shown), but this did not improve model constraints for the resistive host unit below the shallow ore body or for the deep ore body. Second, we included VMTF data for the stations on the surface in the inversion. Starting with the model in Fig. 4a as the initial model, this led to an initial RMS misfit of 1.04 for the combined data set of TM-mode impedances, TE-mode impedances and VMTFs. Within four iterations, the RMS misfit was reduced to 0.98. Though the inversion model of this iteration (not shown) had a marginally more focused shallow ore body, the model improvement is insignificant when compared to the subsequently described inversions that included borehole measurements.
Inversion of Surface and Borehole AMT Data
As compared to the inversion model of surface data, the joint inversion models of surface and borehole AMT measurements in Fig. 4b y added; RMS = 1.02; 13 iterations using Occam inversion followed by 200 iterations with additional Marquardt-Levenberg damping) show clearly improved resolution at depth along the hanging and foot walls of the shallow ore body. Also, the shallow ore body itself is much better delineated in the vicinity of the borehole. For the given model and experimental geometry, the data do not constrain the deep ore body well, but in the inversion models in Fig. 4b, c the upper edge appears to be partly resolved.
Inversion of Surface and Borehole Z 0 zx AMT Data
At present, 3C magnetometers suitable for AMT borehole measurements are not available. In fact, we are not even aware of a suitable sensor for the axial magnetic field. Hence, one has to resort to recording axial electrical fields only in boreholes. Owing to the lacking sensitivity of AMT Z 0 zx data to the resistivity of layered background media, we found the inversion of AMT surface impedances and borehole Z 0 zx data starting from the model of the AMT surface impedances to be a difficult process. In an initial Occam inversion, the RMS misfit was reduced from 7.31 (for the model computed from the surface impedances) to Fig. 2 2.33 within 72 iterations. Subsequently, the damped Occam inversion required 22 iterations to reduce the RMS misfit from 2.33 to 1.11. A total of 89 damped Occam iterations were required to obtain RMS = 1.09, but this did not improve the model any further. As compared to the inversion model of surface AMT data (Fig. 4a) , the inversion model of surface impedance and borehole Z 0 zx data presented in Fig. 4d shows improvement solely for the resistivity distribution along the borehole but not for the resistivity distribution at more than $ 400 m laterally off the borehole or below the borehole. It turned out that fitting the Z 0 zx data of the deepest station immediately beneath the shallow ore body did not succeed (RMS = 2.76 for the Z 0 zx data of that station), which may be one reason for not improving the model at depth below the borehole. The limited sensitivity of the vertical electric transfer function data (Z 0 zx ) for structures at more than $ 400 m laterally off the borehole is reminiscent of the limited sensitivity of DHMMR and surface MMR data to structures at similar distance (e.g., Asten 1988; Bishop et al. 1997; Chen et al. 2002) .
Model Resolution and Error Analysis
In Figs. 5, 6, 7 and 8, we present model resolving kernels from a linearised analysis (Kalscheuer et al. 2010) Fig. 7 Resolving kernels r M for cell C (cf. Fig. 2 ) of inversion models in Fig. 4 from inversions of the same data sets as in Fig. 5 distance from the borehole. For cell A above the hanging wall of the shallow deposit and to the right of the borehole, the resolving kernel for the model derived from the surface impedances is unfocused and contains many nonzero entries from near surface cells, the resistive unit above the hanging wall and the shallow ore body (Fig. 5a ). Successive inclusion of skin-effect and borehole vertical electric and magnetic transfer functions leads to successively stronger focusing of the resolving kernel in the vicinity of cell A (Fig. 5b,  c) . However, in no case is the resolving kernel centred on cell A.
For cell B in the lower part of the shallow ore body, the resolving kernel of the model derived from surface impedances (Fig. 6a) suggests that the estimated parameter is a gross average over much of the shallow ore body. Addition of borehole measurements to the inverted data set leads to resolving kernels that are highly focused (with a spread of no more than 300 m) and the centre of resolution is offset by a little less than 250 m from the cell under investigation (Fig. 6b, c) . Even adding just Z 0 zx data leads to significant improvement in model resolution (Fig. 6d) .
For cell C to the left of and below the shallow ore body, the resolving kernel for the model computed from surface impedances (Fig. 7a) has a large spread over cells of and immediately beneath the shallow ore body, and demonstrates that the estimated model parameter (cf. Fig. 4a ) is not at all constrained by the data. Adding borehole measurements leads to a discernible improvement with the resolving kernels (Fig. 7b, c) now having their main lobes in the vicinity of cell C. However, the resolving kernels still have comparatively large spreads ( $ 500 m) and are, as mentioned above, not centred on the cell. While the centre of cell C is at 375 m lateral distance from the borehole, cells at a comparable depth level and closer proximity to the borehole have better resolution (not shown). Unlike cell B and as compared to the model computed from surface impedances only, addition of Fig. 2 ) of inversion models in Fig. 4 from inversions of the same data sets as in Fig. 5 Surv Geophys (2018) 39:467-507 489 just Z 0 zx borehole data may only lead to a marginally better resolved resistivity of cell C (Fig. 7d) .
For cell D in the deep ore body, neither the resolving kernel of the model derived from the surface impedances (Fig. 8a) nor the resolving kernel of the model derived from the surface impedances and vertical electric transfer functions (Fig. 8d) suggest that the parameter is particularly well constrained by the data. However, addition of the skin-effect transfer functions focuses one of the two main lobes of the resolving kernel on the upper part of the deep ore body suggesting that this part of the structure is at least partly constrained by the combined data set.
The model error factors f from a linearised analysis (Kalscheuer et al. 2010 ) presented in Table 1 do not exceed 1.20 for the more traditionally employed expression related to data uncertainty only (second term in Eq. 17) and 2.08 for the complete expression including the terms related to uncertainty of both model constraints and data (both terms of Eq. 17). These maximal error factors correspond to 68% confidence intervals of ½ 1 1:20 q; 1:20q or ½ 1 2:08 q; 2:08q depending on which expression is used. In the model from joint inversion of AMT data collected on the surface and in the borehole (Fig. 4c) , the resistivities of cells A-D are closer to the resistivities of the true model in Fig. 2 than in the other inversion models. However, for the cells investigated, the linearised uncertainty ranges of the resistivities from inversion do not include the true resistivities. At least for cells A and D, the true cell resistivities fall into the 95% confidence intervals of ½ 1 f 2 q; f 2 q for the error factors f related to uncertainty of both model constraints and data. Cells B and C are located in model regions where the resistivities smoothly transition between low and high values. For cells closer to the borehole, the constraints delivered by the data are stronger, and the confidence intervals come closer to, or include, the true resistivities. In combination with the resolving kernels in Figs. 5, 6, 7 and 8 for the model in Fig. 4c , one can conclude the resistivity of cell B is well constrained by the data, and the resistivities of Factor f ½covd 1.12 1.14 1.10 1.13 Factor f ½covd 1.12 1.11 1.11 1.12
Factor f tot 1.76 1.83 2.00 1.78
Linearised error factors f ½covd and f tot were computed from the last term and both terms of eq. (17), respectively. Parameter uncertainties correspond to value ranges of q=f to f Á q, which would define 68% confidence intervals, if the inversion problem was linear. SETF skin-effect transfer functions, VETF vertical electric transfer functions, VMTF vertical magnetic transfer functions cells A, C and D are moderately well constrained by the data. As is evident from the resolving kernels of all investigated cells, the joint inversion models in Fig. 4b , c are much better constrained than the models from inversion of surface data alone (Fig. 4a) and from joint inversion of surface and Z 0 zx borehole data (Fig. 4d) . By adding Z 0 zx borehole data to the surface impedance data, we can constrain the resistivities of cells A and B better (cf. Fig. 4a, d ). This result confirms that the Z 0 zx borehole data are predominantly sensitive to structures in the vicinity of the borehole, whereas the skin-effect transfer functions add constraints for structures both below and to the sides of the borehole.
We found that the smoothness-constrained most-squares inversion by Kalscheuer et al. (2010) worked unreliably when data sets including borehole measurements were considered. Hence, we do not present the results of the most-squares inversion. For the data set consisting of surface impedances and skin-effect transfer functions, all most-squares errors were lower than the linearised ones, which we do not believe is correct. For the data set consisting of surface impedances and vertical electric transfer functions, the model parameter deviation corresponding to the overall target misfit computed using a tentative damping factor already in the first iteration was consistently larger than the cumulative model parameter deviation in the last iteration. Most likely, these seemingly wrong results are a direct consequence of the general difficulties to make inversions that include borehole data sets converge optimally.
Synthetic Example 2: Moderately Conductive Mineralisations in a Sedimentary Succession
Our second synthetic example is based on previous geological, geophysical and petrophysical knowledge of two zinc mineralisations and their surroundings in Ireland. The example is designed to test the additional information that may be possible to gain from down-hole AMT and BBMT measurements in search for an, as yet, undiscovered conceptual deeper target related to a fault zone. The fault zone, interpreted from extant 2D seismic data, is located beneath the moderately conductive cover rocks. In this example, the true model (Fig. 9) consists of a succession of sedimentary layers that become more conductive with depth (resistivity decreases from 180 Xm to 45 Xm) and three mineralisations zones (two ''red mineralisations'', i.e. zinc mineralisations, of 64 Xm at 700-1300 m depth and a conceptual copper zone of 3 Xm at 1850-2850 m depth). Since the resistivity contrasts are much smaller than in the first example (Fig. 2) , it can be expected that the responses in the vertical magnetic and electric transfer function Z zx and T y , respectively, are smaller in amplitude. Further, since the background resistivity predominantly decreases with depth, it can be expected that surface data alone can constrain the model rather well (e.g., Bedrosian 2007; Kalscheuer and Pedersen 2007) . In our experimental set-up, 38 surface receivers are evenly distributed along the profile at a station spacing of 200 m with the first receiver at 800 m along the line. Two 1500-m-deep boreholes are located at 4400 and 5400 m along the line penetrating one of the red mineralisations and ending 350 m above the conceptual copper zone, respectively. Using a sensor spacing of 100 m, there are 15 depth levels with borehole receivers.
As for the first example, we have used identical finite-difference meshes for forward and inverse modelling. In the central part of the mesh, we used two cells in horizontal direction between adjacent receivers. The equidistant spacing of borehole receivers resulted in uniform vertical mesh discretisation of 50 m at z = 100-1500 m. At shallower depth towards the air-Earth interface, the mesh discretisation is finer to facilitate accurate numerical modelling (the lowest cell thickness of 3.2 m is at z ¼ 0 m). At greater depth, the cell thickness increases with a geometric progression factor of 1.25. Including padding cells, the mesh has 155 and 64 cells in the horizontal and vertical directions, respectively. For simulation of TE-mode fields in the air half space, additional 42 cells were used in the vertical direction to guarantee sufficient amplitude reduction in the anomalous fields towards the outer mesh boundaries through geometric spreading.
Forward Responses and Signal Levels
For the model and station locations in Fig. 9 , we have simulated transfer functions for a combination of 57 AMT and BBMT frequencies from 10 kHz-0.001 Hz (Fig. 10) . We included lower-frequency BBMT signals, because a comparison of inverse simulations based on AMT signals only and a combination of AMT and BBMT signals demonstrated that the conductive unit LP at depth and the conceptual copper zone are better constrained when BBMT transfer functions are included (see below). Induction coils are perfectly suitable for recording signals of frequencies as low as 0.001 Hz. In practice, AMT stations with induction coils are deployed over night such that measurements of the frequency range simulated by us are collected. Surv Geophys (2018) 39:467-507 493 The apparent resistivities and phases of the TM-and TE-mode impedances in Fig. 10a , b indicate a general decrease in resistivity with depth. The BBMT apparent resistivities at frequencies below 1 Hz contain a stronger signature of the conductive unit LP than the AMT apparent resistivities. However, the phases are affected by unit LP already at AMT frequencies.
In the first borehole at 4400 m along the profile, the skin-effect transfer functions A (Fig. 10e, f) are much smaller than those of the first example. Z zx and T y (not shown) are generally small in amplitude (mostly below 0.05 V/A and 0.1, respectively) but attain strongly localised maximum absolute values of 0.6 V/A and 0.4, respectively, at the upper boundary of unit SH and at the highest frequencies ( [ 1 kHz). However, these peaks may be dominated by noise in actual field measurements owing to the low amplitudes of the electric and magnetic fields suggested by the skin-effect transfer functions at this position in the borehole and these frequencies.
In the second borehole at 5400 m along the profile (simulations not shown), the skineffect transfer functions A d xx and A d yy are comparable to those of the first borehole but have a marginally lower decay rates with depth in the lower part of the borehole. Both Z zx and Z 0 zx are essentially zero (not shown), which is related to the absence of contrasts in electrical resistivity along the borehole. Only Z zx has a low-amplitude anomaly of 0.25 V/A at depth [ 1300 m and higher frequencies ( [ 300 Hz). However, this peak may be dominated by noise in actual field measurements owing to the low amplitudes of the electric and magnetic fields suggested by the skin-effect transfer functions at these frequencies. In contrast, T y and T 0 y with absolute values as high as 0.4 at a depth of 1500 m may have more influence on the inversion models. The maxima occur at the bottom of the borehole, because the deepest borehole receiver has the closest proximity to the lateral structural boundaries between the resistive unit UDL and the conductive units PL and CZ.
2D Inversions
In Fig. 11 , we present the models inverted from combinations of surface and borehole AMT and BBMT data. Prior to inversion, the synthetic responses presented in Fig. 10 were Fig. 9 contaminated with the same levels of Gaussian noise as the data of the first example. In the inversions, we set the standard deviations of the data to correspond to the error levels employed for noise contamination. For this model, with a predominant decrease in Surv Geophys (2018) 39:467-507 495 resistivity with depth and in line with our discussion until now, we demonstrate that addition of borehole measurements to surface measurements improves the inversion model only locally around the boreholes (zoom-in views of true model and inversion models in Fig. 12) . A gross overall improvement in the resistivity model as that underneath the highly conductive shallow mineralisation in the first example cannot be observed.
Inversion of Surface AMT and BBMT Data
Starting from a homogeneous half space of 1000 Xm resistivity, it took the inversion algorithm 25 iterations to reach the model computed from our synthetic surface AMT and BBMT data (Z yx and Z xy ) and presented in Fig. 11a . This model has an RMS misfit of 1.02. Most of the main features in the true model were reconstructed in this inversion model. The gross structures of units UDL, PB, RM, ML, CG and LP are in good or fair agreement with the true model in Fig. 9 . However, the syngenetic halos (SH) are too resistive and the deep copper zone (CZ) is located about 800-900 m too far towards the beginning of the profile.
Since the deep copper zone is located at the lateral contact between the conductive lower Palaeozoic unit and the more resistive upper dark limestones, and since the cross-sectional area of the lower Palaeozoic is much larger than that of the copper zone, the response by the copper zone might just be overprinted by that of the lower Palaeozoic. Additional inversions of surface impedance and VMTF data (not shown) seem to corroborate this assumption. Usually, VMTF data help to determine the horizontal positions of 2D or 3D resistivity anomalies. The initial model in the joint inversion of surface TM-mode impedance, TE-mode impedance and VMTF data was the best inversion model of the surface TM-mode and TE-mode impedances, i.e. the model presented in Fig. 11a . For the combined data set of surface TM-mode impedances, TE-mode impedances and VMTFs, this initial model has an RMS error of 1.02, i.e. almost the same total misfit as for the joint inversion of the surface TM-mode and TE-mode impedances. The best inversion model was computed in the third iteration and has an RMS of 0.99. Further iterations reduced the RMS to 0.98 but lead to rather rough models. Already the initial model explains the VMTF data very well and, consequently, there was not a lot of change in the model. In particular, the conceptual copper zone has an offset to the left from its true position almost identical to that in Fig. 11a .
Inversion of Surface and Borehole AMT and BBMT Data
After adding the skin-effect transfer functions A d xx and A d yy , we restarted the inversion from the model in Fig. 11a yielding an initial RMS misfit of 1.02. Only 3 iterations lead to the inversion model in Fig. 11b with an RMS misfit of 1.00. While the drop in total RMS misfit from 1.02 to 1.00 seems negligible, there is a slight improvement in the fit to A d yy which had its RMS misfit reduced from 1.06 to 1.02. The other skin-effect transfer function A d xx had an RMS misfit of 0.99 already for the initial model and was not explained better by the models computed during the inversion. As to be expected based on the small improvement in RMS misfit from the initial model to the model of the third iteration, the changes to the 2D model are very localised. In comparison with the model in Fig. 11a , the syngenetic halo penetrated by the borehole at 4400 m along the profile (cf. zoom-in views in Fig. 12 ) and the conceptual copper zone are in better agreement with the true model (Fig. 9) . Fig. 9 and b-e inversion models in Fig. 11a-d to a region around the boreholes. In comparison with the model computed from surface impedances in b, the inversion models in panels c and d that include the borehole skin-effect transfer functions and the complete set of borehole measurements, respectively, from both boreholes show a better resolved syngenetic halo (SH) and conceptual copper zone (CZ). The model in panel e computed from surface impedances and all data from the borehole at 5400 m along the profile shows better resolution only for the conceptual copper zone. Thus, data from the left borehole resolve the syngenetic halo, while data from the right borehole deliver constraints for the conceptual copper zone. Black outlines and labels indicate structures of the true model in Fig. 9 Finally, we added the vertical electric and magnetic transfer functions Z 0 zx and T 0 y to the data set to be inverted. Using the model in Fig. 11b as the initial model, the RMS misfit changed from 1.000 to 0.998 in the first iteration, after which the inversion process was terminated. The final model in Fig. 11c does not show any noticeable improvement over the model in Fig. 11b . Given the extremely small Z 0 zx and T 0 y responses for the true model (see above), it was to be expected that adding these transfer functions would neither add further information nor contribute to a more comprehensive image of the subsurface. We have also tested the inclusion of Z zx and T y instead of Z 0 zx and T 0 y . While the former transfer functions have higher amplitudes than the latter, the improvement to the inversion model (not shown) in the form of changes to two cells at the top of unit SH penetrated by the borehole at 4400 m along the profile was still negligible.
For this second example, an inversion model (not shown) comparable to that in Fig. 11c could be obtained by directly inverting the combined AMT and BBMT surface and borehole data starting from the same initial model that was used to compute the model in Fig. 11a (a homogeneous half space of 1000 Xm resistivity). Hence, for this case, with resistivity predominantly decreasing with depth and moderate resistivity contrasts, the three-step inversion scheme developed for the first example was not a prerequisite for a successful inversion process, and it was solely used to evaluate the benefits of including borehole measurements. Nevertheless, the improvements to the resistivity of the syngenetic halo (SH) penetrated by the first borehole and to the location of the copper zone (CZ) are significant.
A final inversion example in Fig. 11d for our second synthetic model illustrates the benefits that can be obtained when only the surface impedances and the A data of the second borehole at 5400 m along the profile are jointly inverted. As is to be expected from our evaluation of the forward responses of the synthetic model (Fig. 10) , a combination of the surface impedances and the data from the borehole at 5400 m along the profile constrain the conceptual copper zone as well as the surface impedances and the data from both boreholes (model in Fig. 11c ). However, as compared to the model computed from surface impedances only (Fig. 11a) , there are no improvements in the model in Fig. 11d for the syngenetic halo and the red mineralisation intersected by the borehole at 4400 m along the profile.
Discussion and Conclusions
We have presented the first comprehensive 2D inversion studies of synthetic AMT and BBMT measurements on the surface and in boreholes based on two conceptual models of ore deposits. The considered data types include
• standard impedances of the TM and TE modes on the surface, • standard vertical magnetic transfer functions of the TE mode on the surface, • skin-effect transfer functions (vertical gradient magnetometry data) based on the horizontal magnetic fields of the TM and TE modes in boreholes and on the surface, • the vertical magnetic transfer function of the TE mode based on the vertical magnetic field in boreholes and the horizontal magnetic field on the surface and • the vertical electric transfer function of the TM mode based on the vertical electric field in boreholes and the horizontal magnetic field on the surface.
Our forward modelling and inversion results demonstrate that borehole measurements impose different levels of difficulty to handle in inversion. Whereas the skin-effect transfer functions are sensitive to the layered background medium and provide constraints for the resistivity structure laterally off and below the borehole, the vertical magnetic and electric transfer functions have little sensitivity to the resistivity distribution of the layered background medium and the vertical electric transfer function jumps across resistivity contrasts with the ratio of the resistivities. Thus, the vertical electric transfer function is predominantly sensitive to resistivity structure along the borehole and within a few hundred metres off the borehole. The low sensitivities of the vertical magnetic and electric transfer functions to the layered background medium, and the abrupt changes in the vertical electric transfer function across resistivity contrasts, require the initial model to be relatively close to the true model for the inversion to converge, if the resistivity contrasts are well pronounced (as in our first example). Consequently, we have developed a sequential inversion scheme involving three steps: (1) we compute a first inversion model using inversion of the impedances measured on the surface, (2) this first inversion model is used as an initial model in the inversion of surface impedances and skin-effect transfer functions and (3) the inversion model from the second step is used as an initial model in the inversion of surface impedances, skin-effect transfer functions and vertical magnetic and electric transfer functions. We have demonstrated that this sequential scheme leads to stable and meaningful inversion models. In cases with strong resistivity contrasts, there will be difficulty in converging to an inversion model that explains vertical electric transfer functions, if these are the only available borehole measurements. Our inversion models exhibit significant improvement through addition of borehole measurements to the surface measurements. In particular, the addition of skin-effect transfer functions leads to improvement both in the vicinity of boreholes and at lateral distances of $ 300-1000 m off and at depth below boreholes. Addition of vertical magnetic and electric transfer functions can result in further improvement, but the vertical electric transfer function improves model constraints only in the vicinity of the borehole. The improvements are most obvious in our first example that is characterised by large resistivity contrasts and dipping conductive mineralisations embedded in resistive bedrock. In the inversion models, addition of borehole measurements has largely removed a conductive artefact at depth beneath the shallow conductor intersected by a borehole and demonstrated that the shallow and deep mineralisations are disparate units with the deep mineralisation being located in the along-dip extension of the shallow mineralisation. In the second example, the true model becomes generally more conductive with depth and the resistivity contrasts are small. Thus, we expected from the outset that the resistivity structure would already be well determined from MT measurements on the surface. Nevertheless, the MT measurements from the borehole at 4400 m along the profile that intersected a syngenetic halo led to quite accurate delineation of the top boundary of the syngenetic halo and MT measurements from the borehole at 5400 m along the profile that had its bottom 400 m above a conceptual copper zone captured the lateral position of the copper zone better than MT measurements on the surface. In our best inversion model that was derived from surface and borehole measurements, the right edge of the conceptual copper zone coincides with its left edge in the true model. Thus, there would be significantly greater chances in drilling the copper zone based on the model that includes borehole measurements than on the model that was computed using surface measurements only.
For our first example, we have quantified the model improvements by stating resolving kernels and errors of four cells in the different 2D inversion models. These model resolution and error estimates were computed using linearisation of the forward operator. Since the smoothness-constrained most-squares inversion seems to work unreliably for data sets containing both surface and borehole measurements, the model error estimates from linearisation could not be compared to nonlinear estimates. Future attempts to compute nonlinear model error estimates may use a most-squares inversion based on singular value decomposition (Kalscheuer and Pedersen 2007) , or an iterative procedure where the resistivity of the cell under investigation is fixed at a value smaller or larger than that of the preferred inversion model, and the remaining model parameters are allowed to vary freely in a subsequent inversion. This latter procedure would have to be repeated iteratively with further adjustment of the considered model parameter until the misfit functional assumes the value that corresponds to minus or plus one standard deviation of the model parameter (cf. Kalscheuer and Pedersen 2007; Kalscheuer et al. 2010) .
Our forward simulations have clearly demonstrated that borehole magnetic field sensors to be used in the AMT frequency range need to be at least equally sensitive or up to five times more sensitive than state-of-the-art surface sensors, which are induction coils. Due to the limited space in slim boreholes, induction magnetometers cannot be used to record high-quality data of the off-axial components. However, in the AMT frequency range, sensitivities of modern SQUID magnetometers for surface measurements are comparable to the best induction magnetometers. Given that SQUID sensors only have a side length of 2 cm, they could be used in slim boreholes, if a sufficiently miniaturised cryogenic cooling system was available. In a continuation of this project, it is intended to develop a 3C HTS SQUID magnetometer for borehole measurements that has sensitivity comparable to surface 3C HTS SQUIDs (10 fT= ffiffiffiffiffiffi Hz p at 10-10,000 Hz). A quantitative comparison of a newly developed SQUID sensor and state-of-the-art induction coil sensors for surface measurements is planned to be performed using AMT acquisition systems developed at the Department of Earth Sciences, Uppsala University. For BBMT signals at frequencies below 1 Hz, a borehole fluxgate sensor should be developed or existing commercial sensors that were originally developed for time-domain or frequency-domain BHEM systems should be modified to measure BBMT signals.
Through measurements at depth using improved sensor technology, it can become possible to achieve a better delineation of ore bodies than with surface AMT and BBMT measurements alone. It is anticipated that borehole AMT and BBMT measurements may improve resolution for ore bodies traversed by the borehole sensor and of the upper edges of ore bodies at greater depth below the borehole. Hence, inclusion of borehole AMT and BBMT measurements with highly sensitive 3C SQUID and fluxgate magnetometers and vertical (or axial) electric field sensors may contribute to more detailed descriptions of potential ore deposits than possible with present-day techniques. It is reasonable to assume that the inclusion of variable magnetic susceptibility in the 2D inversion code is needed to facilitate meaningful 2D inversion of AMT and BBMT data from ore deposits with strongly magnetic rocks. Furthermore, consideration of anisotropic resistivity may be necessary to fully describe mineralised zones. Nevertheless, the borehole AMT and BBMT techniques suggested here are not limited to application in ore exploration. Further fields that will benefit from the proposed methods are, for instance, geothermal exploration, energy storage, hydrological and tectonic studies.
Further improvements in models of mineral deposits can be obtained by including resistivity borehole logs as local prior information (e.g., Yan et al. 2017a) , by transferring structural boundaries observed in reflection seismic images or seismic velocity models to 2D or 3D inversion models of MT data (e.g., Le et al. 2016b; Yan et al. 2017b; Moorkamp 2017) or by performing joint inversions of MT, seismic and potential field data using petrophysical or structural coupling (e.g., Moorkamp et al. 2011; Gallardo and Meju 2011; Haber and Gazit 2013; Takam Takougang et al. 2015; Moorkamp 2017) . Strictly speaking, well logs only represent the resistivity structure up to a few metres off the borehole and may be affected by borehole fluids and the invaded zone around the borehole. How far the logging resistivities are actually propagated as information into a 2D or 3D resistivity model depends on the employed smoothness constraints and to what extent data from adjacent MT stations are compatible with this prior information. In total, resistivity logs as prior constraints are not at all as influential on the inversion model, in terms of the volume that is constrained as are MT field sensors at depth. Inclusion of seismic constraints, for instance, by deriving smoothness constraints for the inversion of MT data from seismic attributes, has proved to be effective and to lead to geologically more meaningful inversion models. To accurately outline mineral deposits, we advocate a comprehensive approach to model construction including surface and borehole MT and CSEM measurements, borehole logs, seismic measurements and potential field measurements.
nodes from the system of linear equations. Using this approach, the system matrix remains tri-diagonal and banded, but looses its complex symmetry. For the finite-difference algorithm used here, this did not pose a serious limitation, because the originally complex symmetric matrix was factored using LU decomposition anyhow.
In the central part of the control model, we used the same finite-difference grid as employed by Weaver et al. (1985 Weaver et al. ( , 1986 . However, to account for differences in TE-mode boundary conditions, we used a larger number of padding cells in the air and at the left and right edges of the mesh. The results of the finite-difference equations used by us have typical deviations of less than 1.5% from Weaver et al.'s (1985 Weaver et al.'s ( , 1986 semi-analytic solutions for the TM-and TE-modes. In general, the accuracy of our finite-difference solution is comparable to Weaver et al.'s (1985 Weaver et al.'s ( , 1986 finite-difference solutions. Note that closer proximity to the semi-analytic solutions can be obtained by employing a finer discretisation in the central part of the mesh.
