and Hölder-Zygmund spaces with variable exponentsḢ
Introduction
The Hardy and BMO spaces have been playing a crucial role in modern harmonic analysis since the early groundbreaking work in Hardy space theory came from Coifman, Fefferman, Stein and Weiss in [1, 2, 10] . In [10] , Fefferman and Stein obtained that the space of functions of bounded mean oscillation, BMO, is the dual space of the Hardy space H 1 and that the space BMO can be characterized by Carleson measure, which suggests that one could use the generalized Carleson measure to characterize the dual of the Hardy space. For this purpose, we introduce the Carleson measure spaces CMO p(·) that generalize CMO p and BMO. Note that Carleson measure spaces CMO p have been studied in [15, 17, 18, 20, 22] . However, the theory of Carleson measure spaces is still unknown in the variable exponent settings.
The main goal of this paper is to develop a complete theory for the dual spaces of variable Hardy spaces H p(·) . Before stating our main results, we begin with the definition of Lebesgue and Hardy spaces with variable exponent and some notations.
For any Lebesgue measurable function p(·) : R n → (0, ∞] and for any measurable subset E ⊂ R n , we denote p − (E) = inf x∈E p(x) and p + (E) = sup x∈E p(x). Especially, we denote p − = p − (R n ) and p + = p + (R n ). Let p(·): R n → (0, ∞) be a measurable function with 0 < p − ≤ p + < ∞ and P 0 be the set of all these p(·). functions f , for which the quantity R n |εf (x)| p(x) dx is finite for some ε > 0 and f L p(·) = inf λ > 0 :
We also recall the following class of exponent function, which can be found in [8] . Let B be the set of p(·) ∈ P such that the Hardy-littlewood maximal operator M is bounded on L p(·) . An important subset of B is LH condition. In the study of variable exponent function spaces it is common to assume that the exponent function p(·) satisfies LH condition. We say that p(·) ∈ LH, if p(·) satisfies |p(x) − p(y)| ≤ C − log(|x − y|)
, |x − y| ≤ 1/2 and |p(x) − p(y)| ≤ C log |x| + e , |y| ≥ |x|.
It is well known that p(·) ∈ B if p(·) ∈ P ∩ LH. Denote by S = S(R n ) the collection of rapidly decreasing C ∞ function on R n . Also, denote by S ∞ the functions f ∈ S satisfying R n f (x)x α dx = 0 for all muti-indices α ∈ Z , where Q denote dyadic cubes in R n with side-lengths 2 −j and the lower leftcorners of Q are 2 −j k. We also recall the definition of variable Hardy spaces H p(·)
as follows.
Definition 1.2. ([5, 24]) Let f ∈ S
′ , ψ ∈ S, p(·) ∈ P 0 and ψ t (x) = t −n ψ(t −1 x), x ∈ R n . Denote by M the grand maximal operator given by Mf (x) = sup{|ψ t * f (x)| : t > 0, ψ ∈ F N } for any fixed large integer N, where
The variable Hardy space
is the set of all f ∈ S ′ , for which the quantity
Throughout this paper, C or c denotes a positive constant that may vary at each occurrence but is independent to the main parameter, and A ∼ B means that there are constants C 1 > 0 and C 2 > 0 independent of the the main parameter such that C 1 B ≤ A ≤ C 2 B. Given a measurable set S ⊂ R n , |S| denotes the Lebesgue measure and χ S means the characteristic function. We also use the notations j ∧ j
. . , n} for some j ∈ Z, some fixed positive large integer N and k = (k 1 , k 2 , . . . , k n ) ∈ Z n . Denote by ℓ(Q) = 2 −j the side length of Q = Q jk . Denote by z Q = 2 −j k the left lower corner of Q and by x Q is any point in Q when Q = Q jk . For any function φ defined on R n , j ∈ Z, and Q = Q jk , set coincide as sets and the corresponding norms are equivalent in Section 4. In Section 5, we discuss the boundedness of Calderón-Zygmund singular integral operators on CMO p(·) via using an argument of weak density property.
Carleson measure space with variable exponent
In this section, we introduce the Carleson measure space CMO p(·) . To set notation, let ϕ, ψ ∈ S satisfy supp(φ,ψ) ⊂ {ξ ∈ R n : 1/2 ≤ |ξ| ≤ 2},
First we recall the well-known discrete Calderón identity introduced by Frazier and Jawerth [11] .
Lemma 2.1. Let ϕ, ψ ∈ S satisfy (2.1). Then
where the series converges in S ∞ for all f ∈ S ∞ . Furthermore, the convergence of the right-hand, as well as the equality, is in S ′ ∞ . We would like to point out that functions ϕ, ψ ∈ S used in the discrete Calderón identity do not have compact support. To prove the main result, we will also need the following new discrete Calderón-type identity, which, for the setting of spaces of homogeneous type, was first used in [7] . 
such that for some large integer N depending on φ and p(·), q, M,
where the series converges in both norms of L q and H p(·) .
We also recall the key estimate for norms of characteristic functions on variable Lebesgue spaces. 
We also need the following generalized Hölder inequality on variable Lebesgue spaces.
,
Now we recall the following boundedness of the vector-valued maximal operator M.
We now introduce a new space CMO p(·) as follows.
Definition 2.6. Let ψ ∈ S satisfy (2.1), and 0 < p
The definition of CMO p(·) is independent of the choice of {ψ j } j∈Z due to the following Plancherel-Pôlya inequality for CMO p(·) .
Theorem 2.7. Let {φ j } j and {ϕ k } k be any kernel functions satisfying (2.1) , and
Proof. For any f ∈ S ′ ∞ , we recall a wavelet Calderón reproducing formula developed by Deng and Han [7] ,
where the series converges in L 2 , S ∞ and S ′ ∞ . Then we rewriteφ j * f (z) as
Here and below, we will apply the almost orthogonal estimate which can be found in many monographs. For example, please see [13] for more details. To be more precise, for any given positive integers L and ψ, ϕ ∈ S satisfying cancellation conditions, then
Using the inequality (2.2), for any given positive integers L, M, we obtain
Therefore,
Through the proof, Q and Q ′ always denote the dyadic cubes with side length 2 −j and 2 −j ′ , respectively. Hence, for x ∈ Q,
Thus, applying Hölder's inequality yields
Observe that
Since x Q ′ can be replaced by any point in Q in the discrete Calderón identity, by Hölder's inequality we get that
Given a dyadic cube P with ℓ(P ) = 2 −k 0 −N , we obtain
To prove the desired result, it suffices to set M = 1 in the term I. Furthermore, I can be decomposed as
where the first inequality follows from the estimate (2.4). Next we decompose the set of dyadic cubes {R : R ∩ 3P = ∅, ℓ(R) = ℓ(P )} into {B i } i∈N . Namely, for each i ∈ N,
where y P ′ and y P denote the center of P ′ and P , respectively. Then, we obtain
Observe that Q⊂P ℓ(Q)=2 −j |Q| = |P | for each j ≥ k 0 and there are at most 2 (i+1)n cubes in B i . Hence,
Now we deal with II. Since for every integer j ′ < k 0 , we denote
There are at most 2 in + 3
By Lemma 2.3, we have
Then we get 
, where x Q is any fixed point in Q.
Duality of H p(·) and CMO p(·)
Define a linear map S ϕ by
and another linear map T ψ by
We now state the following main result in this section.
To prove this theorem, we first introduce sequence spaces with variable exponents. For p(·) ∈ LH, 0 < p − ≤ p + ≤ 1, the sequence space s p(·) consists all complex-value sequences
the sequence space c p(·) consists all complex-value sequences
We mention that, the sequence spaces s p and c 1 were first introduced by Frazier and Jawerth ( [12] ), c p was introduced by Lee et al ( [18] ), the sequence space f We also remark that Zhuo, Yang and Liang ( [30] ) showed that p(·)−Carleson measure characterizations are presented for the dual space of H p(·) . However, the main results and the methods used in our paper are quite different. In order to prove our main result in this section, we need the following lemma.
Lemma 3.2 ([24]).
Assume that p + ≤ 1. For sequences of scalars {λ j } ∞ j=1 and sequences of (p(·), q)−atoms {a j }, we have
To prove Theorem 3.1, we also need the following two propositions.
and ϕ, ψ satisfy (2.1). The linear operator S
Assume the above two propositions first, then we return the proof of Theorem 3.1.
Proof of Theorem 3.1. By Lemma 2.2, for all
where the series also converges in S ∞ and φ ∈ S ∞ is defined in Lemma 2.
Now we need the maximal square function defined by
and
where M is the Hady-Littlewood maximal operator.
Following the discrete Calderón reproducing formula and denotingQ ∈ B i are maximal dyadic cubes in B i , we rewrite
From Corollary 2.8 and the Hölder inequality, it follows that
We denote that
Here we have established the atomic decomposition for H p(·) . In fact, from the definition of aQ and the support of φ, we get that aQ is supported in 5Q.
We claim that
To prove the claim, we first observe that when 1 < q < ∞
Note that 5Q ⊂Ω i , whenQ ∈ B i . Since Ω i ⊂Ω i for each i ∈ Z and |Ω i | ≤ C|Ω i |, for all x ∈ R n we have
Applying Lemma 2.5, we have that
.
Observing that Ω i+1 ⊂ Ω i and |
∞
i=1 Ω i | = 0, then for a.e x ∈ R n we have
By repeating the similar argument in the proof of [25, Theorem 1.1], we have
Therefore, we have proved the claim. Moreover, we can obtain that every aQ is a (p(·), q)−atom. Therefore,
This shows that g ∈ (H p(·) ) * and
Conversely, we first prove that every continuous linear functional ℓ on s
n . Let X be the sequence space consisting of s = {s Q } Q⊂P , and define a counting measure on dyadic cubes Q ⊂ P by dσ(Q) =
Choose that 0 < r(x) < ∞ such that
. By Lemma 2.4 and Lemma 2.3 and the Hölder inequality, we have
Then,
Thus, for f ∈ S 0 and letting
Observe that g, f = S ψ (g), S ϕ (f ) and t, S ϕ (f ) = T ψ (t), f . Then we have,
Therefore, by Proposition 3.4
and the proof is complete. Before we give the proofs to the above two propositions, we need the following equivalent characterizations of H p(·) , which, for the case of inhomogeneous variable Hardy spaces, was studied in [26] .
We now are ready to prove Proposition 3.3 and 3.4. Proof of Proposition 3.3. By Lemma 3.5, for f ∈ H p(·) ,
The rest of the proof is closely related to [25, Proposition 2.3] , that is, it follows the similar routine as the proof of [25, Proposition 2.3] . Namely, by the almostorthogonality estimates, the estimate in [12, pp. 147, 148 ], Hölder's inequality and the Fefferman-Stein vector-valued maximal function inequality in Proposition 2.5, we get
Finally, it is easy to check that from the discrete Calderón identity introduced by Frazier and Jawerth in Lemma 2.1, T ψ • S ϕ is the identity on H p(·) . Proof of Proposition 3.4. For any g ∈ CMO p(·) , applying Corollary 2.8 yields
The rest of this proof is similar to that of Theorem 2.7. A same argument as the proof of Theorem 2.7, we have
Finally, by Lemma 2.1 we can easily get that from the Calderón reproducing formula T ψ • S ϕ is the identity operator on CMO p(·) .
The Equivalence of CMO p(·)
In this section, we will see that coincide as sets and the corresponding norms are equivalent.
We first recall some definitions and lemmas below in [24] . Recall that the definition of atomic Hardy space with variable exponent H p(·),q atom . Let 1 < q ≤ ∞ and p(·) ∈ P 0 ∩ LH. The function space H p(·),q atom is defined to be the set of all distributions f ∈ S ′ which can be written as f = j λ j a j in S ′ , where {a j , Q j } ⊂ A(p(·), q) with the quantities
). Let q ≫ 1 and p(·) ∈ P 0 ∩ LH. It is well known that
atom . We also recall the notion of the Campanato space with variable exponent L q,p(·),s . Write that P s is the set of all polynomials having degree at most d. 
where
comp be all the set of all L q −functions with compact support. For a nonnegative integer d, let
Define ∆ k h to be a difference operator, which is defined inductively by d , is defined to be the set of all continuous functions f such that
where Q = Q(x, |h|).
Note that we still use H p(·) d
to denote the above function space modulo the polynomials of degree d.
and L q,p(·),d are isomorphic in the following sense.
Now we state the main result in this section. 
Proof. Applying Theorem 3.1 and Lemma 4.2 yields
Assume that q ≥ 1 is sufficiently large and p(·) ∈ P 0 ∩LH. Then by [24, Theorem 4.6] we have
, we see that f is a linear and
So f is also a linear and continuous on H p(·) and f ∈ CMO p(·) . Therefore,
Moreover,
Similarly, we also have
Thus, CMO p(·) and L q ′ ,p(·),d coincide as sets and Combining both (4.1), (4.2) and (4.3), we immediately obtain that
This proves Theorem 4.5.
Applications
In this section we show that Calderón-Zygmund singular integral operators are bounded on CMO p(·) via using an argument of weak density property. Note that the weak density property is very useful when we deal with the bounedness of operators on Carleson measure type spaces or Lipschitz type spaces (see [14, 19, 20, 22, 28] ). First we recall some necessary notations and definitions.
We say K(x, y) ∈ C ∞ c is a standard kernel, if it is defined for x = y, and satisfies the following weaker version of the differential inequalities: 
That is, for each f ∈ CMO p(·) ∩ L 2 , L f (g) = T f, g is a continuous linear functional on
, L f can be extended to a continuous linear functional on H p(·) with
Conversely, by Theorem 3.1 again, there exists h ∈ CMO p(·) such that T f, g = h, g for g ∈ H p(·) ∩ L 2 with
Thus,
