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In this paper we study graphical partially ordered sets (GPO-sets) and their properties. Principal 
applicatibns of the theory of GPO-sets concern graphs, diagraphs, hypergraphs, etc. In a later 
section we study the generalization of reconstruction properties to GPO-sets. 
Introduction 
The theory of conversion matrices has been developed as a mathematical tool of 
statistical mechanics to study the perturbation expansion for an interacting gas (also 
known as the cluster integral theory, see Sykes et al. [l], Domb [2]). The object of 
this theory is the calculus of a partition function given by an integral. Such an in- 
tegral can be expanded as a sum of integrals and the coefficients of this sum are 
given by graph-theoretic combinatorial coefficients. Since these latter play a funda- 
mental role for many interacting systems on a lattice (in this context ‘lattice’ means 
a regular geometric arrangement), the term ‘lattice constants’ has been introduced 
to denote them. To avoid confusion about the term ‘lattice’, in the following we 
shall call such coefficients (weak/strong)-constants. 
Two types of such constants have been introduced corresponding to the above 
problem: high temperature (weak) and low temperature (strong) constants. If g and 
G are two graphs, these coefficients are defined as follows (in the terminology used 
by Harary [3]): 
(a) Weak-constant (high temperature)=(g, G)=number of subgraphs of G iso- 
morphic with g. 
(b) Strong-constant (low temperature) = [g, G] = number of induced subgraphs of 
G isomorphic with g. 
The matrix R, the entries of which are the weak constants Rii= (gi, gj) with gi and 
gj ranging over the set of all non-isomorphic graphs with n vertices, is called the 
‘n-th order conversion matrix’. 
The theory of conversion matrices can be developed as follows: in the first stage 
a graph G can be seen as the set E of its edges; in the second stage we can consider 
the power set of E, P(E), the elements of which are obviously the subgraphs of G; 
in the third stage we can ‘reduce’ this power set by identifying the isomorphic sub- 
graphs to obtain a new partially ordered set S(E). 
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By way of example if the edges of graph G are E= {{a, b}, {a,~}, {b,d}}, then 
P(E) and S(E) are as shown in Fig. 1. The weak constants can be easily calculated 
from the definition: for example in Fig. 1: 
(C,E)=2, (D,E)= 1, etc. 
P(E) s(E.1 
Fig. I. 
Obviously (gi,gj) is an incidence function on S(E) (see Rota [4], Domb [2]). 
The major results of this paper can be found in a generalization of such concepts 
to a large class of combinatorial structures by the concept of g-graph. For example 
in Section 3 we show many results about the reconstruction conjecture: many of 
them are known for graphs, but our proof allows us to generalize them for digraphs, 
hypergraphs, etc. 
Our starting point (Section 1) is the definition of ‘g-graphs’ and ‘graphical partial- 
ly ordered sets’, by which we generalize the concept of graph and the above con- 
struction of S(E). Afterwards we define weak and strong constants and conversion 
matrices (Section 2) and we prove that many results true for graphs are also true 
for g-graphs. 
Section 3 generalizes the setting and many old and new results of the ‘reconstruc- 
tion conjectures’, a classical topic of graph theory, to the theory of GPO-sets. In 
the concluding section we list the simplest GPO-sets, we trace the links between our 
approach and other different ones (Doubilet et al. [S], Hanlon [6], Kennedy and 
Gordon [7]) and we suggest some open theoretical problems. 
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1. GPO-sets 
In many mathematical structures there are two types of objects: vertices, points, 
etc. and edges, arrows, lines, etc. A II-type object is a set (or an ordered set) of 
I-type objects. Moreover the objects of both types can be undistinguishable (un- 
labeled) or distinguishable (labeled). 
In this section we give a unified terminology to study some combinatorial proper- 
ties of these mathematical structures. To this purpose we must generalize the con- 
cept of ‘edge’. 
Let V be a finite set of objects called ‘vertices’. Define an ‘edge’ as follows: 
(i) Any vertex is an edge, 
(ii) Any set of edges is an edge. 
(iii) Nothing else is an edge. 
Typically edges can be subsets, multisets, m-tuples (an m-tuple can always be writ- 
ten as an edge: for example the 2-tuple (a, b) can be written as {a, (a, b}}). 
If 71 is a permutation of I/ we can define the action of R on an edge recursively 
as follows: if a={~,,..., a,} is an edge, and ai, for all i, is an edge, then 
71(u)={7[(u,),...,rrCa,)}. 
Then rr maps an edge to an edge and a set of edges to a set of edges. 
Let E be a finite set of edges. Define 7c to be an automorphism of E iff, for all 
a E E, n(u) E E (this definition generalizes the analogous one for graphs). The group 
of all automorphisms of E will be denoted by Aut(E). 
Let G be a subgroup of Aut(E) and P(E) the set of all subsets of E (the power 
set of E). Let us call ‘labeled g-graphs’ the elements of P(E). If A, B E P(E) define 
A and B to be isomorphic, written A =c B, iff there exists R E G such that X(A) = B. 
Obviously this isomorphism relation is an equivalence relation on P(E) and we 
denote by d, B, g, . . . the equivalence classes, i.e., the elements of the quotient set 
S,(E)=P(E)/=,. 
Define an order < on f&(E) as follows: 4L’< B iff there exist A E~P and BE 5% 
such that A C_ B. Obviously < is a partial order on S&E) (see also Hanlon [6]). 
Let us call such classes ‘(unlabeled) g-graphs’ (i.e., the orbits defined on P(E) by 
G) and ‘graphical partially ordered set’ (GPO-set) the set SG(E) (i.e., the poset of 
such orbits). This terminology is introduced to emphasize the graph-like features of 
such structures. An example can make clear these definitions. In the following we 
will denote by E the class {E} and by 0 the class {O}. 
Let be V={u,b,c,d}, E={x,,x2,x3,x4} wherex,={u,b,c}, xz={d,{d,u}}, x3= 
{d, {d, b}} and x4 = {d}; P(E) is the boolean algebra with 4 atoms. If G = Aut(E) = 
{(u)(b)(c)(d), (&)(c)(d)}, then SG(E) is as shown in Fig. 2. 
Setting 1 VI = n, denoting by Pck)( V) the set of all k-subsets of V and by S, the 
symmetric group of order n, utilizing the terminology used by Harary [3] for graphs, 
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Harary et al. [8] for digraphs, Berge [9] for hypergraphs, some important (and 
classical) examples of GPO-sets can be: 
(El) E=P”‘( V) and G = S,,: the set G,, of non-isomorphic graphs with n vertices 
ordered by the relation ‘to be spanning subgraph of’. 
(E2) E= VX I/ and G= S,,: the set D,, of non-isomorphic digraphs, with n ver- 
tices ordered by the relation ‘to be spanning subgraphs’. 
(E3) E=P( V) and G=S,t: the set H,, of non-isomorphic hypergraphs with a 
number of vertices not greater than n ordered by the relation ‘to be subhypergraph 
Of'. 
(E4) E = V and G = S,, : the set N,, of natural numbers not greater than n ordered 
by the relation ‘to be not greater than’. 
In the following a GPO-set S,(E) will sometimes be denoted by (V, E, G) to 
enhance the role of the set Y of vertices. 
If So(E) is a GPO-set, and JC S,(E), let us call J with the relation < restricted 
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to J a ‘partial-GPO-set’ iff J is a union of intervals of S,(E), i.e., (JEJ, CB EJ 
and d< %<a)=, OEJ. 
Let E’ be a subset of E, let G be a subgroup of Aut(E), and let H be a subgroup 
of Aut(E’). We call SH(E’) a ‘sub-GPO-set’ of l&(E) iff A =c B e A =H B for 
any A, B c E’. 
Obviously (i) any sub-GPO-set is a partial GPO-set; (ii) any sub-GPO-set is a 
GPO-set. 
In the example of Fig. 2, if E’={x~,x,,x,}, H=Aut(E’), then S,,(E’) is the 
GPO-set in Fig. 3a and is a sub-GPO-set of &.(E); if J= (9, %,9<&}, then J is 
a partial GPO-set (Fig. 3b) and is not a sub-GPO-set. 
a b 
Fig. 3. 
We introduce these concepts for their importance in the classical theory of conver- 
sion matrices. For example Domb [2] examines the set of all connected spanning 
subgraphs of a graph with n vertices: this is a partial GPO-set of the GPO-set G,, 
(example (El)). In the following we will see that some results true for GPO-sets are 
also true for partial GPO-sets (Theorems 2 and 3): such theorems will be proved for 
partial GPO-sets to enhance their generality. 
2. Conversion matrices 
In the following we will use some resuls of the theory of ‘incidence algebras’ (see 
Rota [4]). 
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Let {P, < } be a locally finite partially ordered set (PO-set). For x and y in P, x < y, 
define [x, y] = {ze P Ix< z < y}. The set [x, y] with the ordering inherited from P is 
called the ‘interval’ from x to y. 
The ‘incidence algebra’ Z(P, K) of P over a field K is the set of all K-valued func- 
tions f(x, y), with x and y ranging over P and with the property f(x, y) =0 if xk y. 
The sum of two such functions, as well as multiplication by a scalar TE K are 
defined as 
cf+ g) 6% Y) =f(x, Y) + gk Yh 
(rf) (4 Y) = rf(x9 Y) 
and the product f * g = k as 
C/*g)(x,y)=re~ylf(x,Z)S(LU). 
Z(P, K) is an associative algebra over K. The additive identity is the zero function 
and the multiplicative identity is 6, the ‘Kronecker delta’, defined by 
4.&Y) = 
t 
1 iff x=y, 
0 otherwise. 
Define the ‘zeta function’ [(x, y) of P by 
4-k Y> = 
1 iff x<j, 
0 otherwise. 
The zeta function is invertible in Z(P, k) and its inverse is called the ‘Mobius func- 
tion’ ~(x, y) of P. 
Given a set of edges E and a subgroup G c Aut(E), we can apply these concepts 
to the partially ordered set P(E) and prove the following result. 
Theorem 1. Zf B, E 3 and B, E 33, then for any do S,(E): 
Proof. For our hypothesis there exists a ~IZG such that B, =n(&) and then 
~~,~r(A,8,)=I{AE~IA~B,}I=l{~E~/rr-’(A)~B,}l 
We can define by this theorem on S(E) the incidence function (d, 33): 
independent of whichever BE 8 is chosen. 
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If A EP(E), define ‘rank’ of A, r(A), the number, of edges of A. Obviously, 
A=,B =) r(A) = r(B). 
Hence if ~ES&Y), we can define ‘rank’ of JQ, I(&), as follows: 
r(d) = r(A) 
independent of whichever A E ~2 is chosen, and show the following: 
Theorem 2. If J is a partial GPO-set of S(E), for any &E J and S E J, for any t 
such that r(d)< t <r(B), we have: 
where J, is the set of g-graphs which are elements of J with rank t. 
Proof. For BE .fB, from Theorem 1: 
= c c C(A,C)tXCB) CE P(E), A Ed 
=,FL,C(A,B)l{DEP(E)jr(D)=t and AcDcB}~. 
0 
In the boolean algebra P(E) the Mobius function is 
@)-r(A) iff A c_ B, 
otherwise 
and we can show the following: 
Theorem 3. If J is a partial GPO-set of S(E), for any do J and d E J, we have 
c (cd, f3) (cc?, 2.3) (- 1)r(K()-r(*S)=C3(0$ 23). 
*‘E J 
Proof. 
c (d, ff) (K?, a) (- lp)-r(*~) 
FapJ 
= g.J A;,dc&(A, 0 CICB) (- l)r(C)-r(B) < . 
= c c T(A,C)~(C,B)=A~~S(A,B)=6(JP,d) 
CEP(E)J Ae..d 
where P(E), is the set of all labeled g-graphs whose equivalence class is contained 
inJ. Cl 
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Remark. If J is the GPO-set G,, of the example (El), the theorem becomes a well- 
known result of classical conversion matrix theory (see Domb [2]). Theorems 2 and 
3 can also be achieved by the results of the Hanlon paper [6]. 
Denote with A the complement of A in P(E). We have the following obvious 
result. 
Theorem 4. For any A and B, labeled g-graphs: A =G B w  A =G fi. 
If &E&(E), define d: ‘complement of A’ with respect to S,(E), as the class 
of the complements of labeled g-graphs contained in &, and we can show the 
following: 
Theorem 5. If S&Z) is a GPO-set; for any ME& and 3 E&(E), then 
(J4,48)(~,E)=(~,~)(JQ,E). 
Remark. If S,(E) is the GPO-set G,, of our example (El), then Theorem 5 becomes 
a result of conversion matrix theory (see Borzacchini and Pulito [lo]). 
Now we can show the following: 
Theorem 6. If S,(E) is a GPO-set, for any d E S,(E) and 33 E S,(E): 
=(- l)“E’(ti,dq (dd,E). 
Proof. For any CE Q: 
Let be R =AUB, then: 
(d, g) (a, ff) = c c(R, C) N(JQ, 48, R) 
R E P(E) 
where 
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If S= n(R), with rc E G, then A UB=R is equivalent to 
n(A)Urr(B)=rr(R)=S. 
Hence 
N(d,ZB,R)=N(d,B,S). 
Denote such a number by N(JQ, B,9), where 9 is the equivalence class containing 
R and S. Then 
Then: 
where So(E), is the set of g-graphs with rank r. For the last formula Theorem 2 has 
been used. Setting s = r- r(9): 
= g,Eg(E) (- l)““‘N(&l, gl,q r(Ey) (? 1)s (r(E) ,“y . 
s=o 
The latter sum is 0 unless r(9) = r(E) and hence 8= E. Observing that 
N(d,B,E)=l{AJQ, BEa IArk?}I 
=*;,,, & C@, B) = (4 B 1 (aa, 0, 
we obtain the thesis. 0 
Now we can generalize the concept of strong constant; a more complete study of 
this topic will be given in a forthcoming paper. 
If A is a labeled g-graph, let u(A) be the number of vertices contained in (at least) 
one edge of A (employed vertices). This number is invariant under automorphisms 
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and hence we can also define the number of employed vertices u(d) of the (unlabel- 
ed) g-graph d. 
Denote by (V,E, G) the GPO-set defined by a set of vertices V, a set of edge E 
and a subgroup GcAut(E). 
Denote by {(V,,E,,, G,,)~,,,J i an infinite family of GPO-sets such that 
(0 IV,1 =n; 
(ii) for any n and m, with m I n, (V,,,, E ,,,, G,,,) is a sub-GPO-set of (I$, E,,, G,,). 
We can call such a family a ‘hierarchical family of GPO-sets’. Our four examples 
(El)-(E4) can be seen as examples of hierarchical families of GPO-sets. 
If J is a g-graph of (V,, E,,, G,,), if A E &, and if WC V,, , let A a, be the restric- 
tion of A to W, i.e., the set of edges containing only elements of Was vertices. Then 
let us denote by [SB,A] the number of subsets W such that Awn 3, where 5% is a 
g-graph of (V,,,, E,,,,G,,I) and 1 WI =/II. We can show the following 
Theorem 7. For any B, for any A’, for any BE d and CE d: 
[~,4=[@,Cl. 
Proof. Let TC E G,, such that C= rc(B): 
Then we can define the ‘strong constant’: 
[a, 4 = LB, Cl 
independent of whichever CE & is chosen, for any 3 in (V,,,, E,“, G,?,) and for any 
~2 in (V,, E,,, G,), with men, in a hierarchical family of GPO-sets. Then letting 
50,, be the image of d in (V,,, E,, G,,), we can show the following 
Theorem 8. 
Proof. For any CE I: 
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Remark. If we apply Theorems 6 and 7 to our example (El), we find known results 
in conversion matrix theory (see Sykes et al. [ 11, Domb 121, Borzacchini [l 11, 
Borzacchini and Pulito [lo]). 
By Theorem 3 we can obtain: 
Theorem 9. For any 9: 
Proof. Obvious. 0 
Remarks. (1) Also this theorem in our example (El) becomes a known result. 
(2) If .,& and 3 are g-graphs in the GPO-set ( KII,E,)I, G,,,), then (d, a)= 
(d,,, Bra). 
The generalization of the graph-theoretic concept of weak constant allows an 
analogous generalization of the concept of conversion matrix. 
Let S,(E) be a GPO-set; observing that (i>^ =d, write So(E)= {4,, . . ..d.,}, 
where N= IS,(E)] and the total order so defined satisfies the following conditions 
(i.e., it is a ‘canonical order’): 
(i) It is a total extension of <, i.e., di < dj * irj. 
(ii) If di is not self-complementary (i.e., di#dy), then di=9p;y+I-i. Self- 
complementary g-graphs are set in the central positions in any order. 
Let Rv=(3Qi,dj); {RU} is the ‘conversion matrix’ of So(E). Then AC= 
(di,E) 6(&j), and, if C is the set of self-complementary g-graphs of So(E), set 
if dieC and dj$C: 
Aii=(- l)r(E)-r(pdt) iffj=N+ 1 -j, 
=o else; 
if (die C and dje C), or (di E C and JBie C): 
Aii=O; 
if die C and djE C: 
Au=(- l)r(E)-r(‘dl) iffjci, 
=o else. 
Set 
D,= 1 iff Aii#O, 
=0 else. 
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Then, setting 
Z=AA and H=ART 
where RT is the transposed matrix of R, we can prove the following: 
Theorem 10. For any GPO-set: 
(i) H3 = I, 
(ii) HTZH=Z, 
(iii) (DH)‘= I where I is the identity matrix. 
Proof. The proof comes from Theorems 3, 5 and 6 and can be found in Borzacchini 
[Ill and in Borzacchini and Pulito [lo]. In these papers the theorem is shown for 
graphs (our example (El)). Nevertheless, in our notation, such proof can be genera- 
lized to any GPO-set. Cl 
Remark. By this generalization a block-partition of the conversion matrix can be 
introduced for any GPO-set. Such block-partition and the connected theorems can 
be found in Borzacchini and Pulito [IO]. 
3. Reconstruction problems 
A well-known graph-theoretic topic is the family of the ‘reconstruction conjec- 
tures’, concerning the possibility of reconstructing a graph by its point-deleted (or 
edge-deleted) subgraphs. In the following we will generalize such conjectures for any 
hierarchical family of GPO-sets and we will use the properties of GPO-sets to 
generalize many old and some new results about graph-theoretic reconstruction 
problems. 
Let d and .!I??? be two g-graphs in a hierarchical family of GPO-sets 
{L%G,,l,,.,v and let (here and in the following of the section) -QES(E,,), 
.!??I E S(E,,), r(d) =r(.!ZI) =/n. Then let us write: 
eR(JQ,%) iff (%‘,&)=(%‘,B) for every @?EE(E,,),,,-,, 
vR(J4,B) iff [eS,&]=[g,~%] for every %‘ES(E,,-,). 
To simplify our notation we have written S(E,,) instead of So,,(E,,). Note also 
that S(&),,,-, is the set of g-graphs, elements of S(E,,), with rank m - 1. 
Then we can define for any hierarchical family of GPO-sets the edge-reconstruc- 
tion conjecture (eRC) and the vertex-reconstruction conjecture (vRG) as follows: 
eRC iff there exists a 117~ such that for any ,~4 and 9? 
with m>mo eR(J&,48) =) &=a, 
vRC iff there exists a .no such that for any d and a 
with n>no vR(JQ, Z2?) = d= 3. 
Graphical parlialy ordered sets 259 
In graph theory (example (El)) such conjectures are-believed to hold with, respec- 
tively, 1??~=3 and no=2. 
From Theorem 9 a graph-theoretic result of Greenwell [12] can be easily 
generalized: 
Theorem 11. If u(d) = ~(93) = n, then eR(&, LB) = vR(&Z, LB). 
Proof. Obvious by Theorem 9. Cl 
From Theorem 2 a graph-theoretic result of Greenwell and Hemminger [13] can 
be easily generalized: 
Theorem 12. For any t-cm: 
eR(A’,B) = (g,dd)=(V,B) for every OES(E,,),. 
Proof. Obvious. 0 
From Theorem 8 we can easily show the following: 
Theorem 13. vR(d,B) H (g,d)=(g,B) for any @? with u(B)<n. 
Proof. Obvious. 0 
Remark. This theorem generalizes a result in graph theory that, even though dif- 
ferently stated, can be found in Greenwell [12]. 
From Theorem 6 we can easily show the following 
Theorem 14. For any A’ and 3~: eR(JQ, B) * for any 0 E S(E,,) 
Proof. From Theorems 5 and 6, writing E instead of E,,, 
= (8, E) .‘/‘& (- l)““‘(q .d) 
(R @I - + (- 1)‘)’ (@E) (4 @) 
(g,E) (d,E) * 
r(B) < 01 
For any 9 with r(P)<m: (P,&) =(,Y: 3) and hence we obtain our thesis. Cl 
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From this theorem we can get the generalization of a well-known graph-theoretic 
result of Lovasz [14]: 
Theorem 15. For any GPO-set, if n?>r(E)/2, then eR(oQ, 3) * A’= a. 
Proof. Setting E+‘==iin Theorem 14. 
4. Conclusion 
If (V, E, G) is a GPO-set, let 
if [El is odd, 
uo, I,, . . . 1 lIEI, [cl, . . . I lIEI) if IEl is even. 
be the ‘type’ of (V, E, G), where for every i: 1; is the number of g-graphs with rank 
i, c is the number of self-complementary g-graphs. Obviously we have the following 
‘type conditions’: 
(i) /e = llEl = 1, 
(ii) for every i: /j=llEl-i, 
(iii) lIE1,2-c is even. 
Setting N= c,!E\ /;, we can list the first GPO-sets searching for upper-triangular 
integer matrices satisfying the matricial equations of Theorem 10 with the type con- 
ditions and the following ‘boundary conditions’: 
(O,d)= 1 for any d, 
(4 d) = 1 for any -91’. 
N= 1; type: (1); only one conversion matrix; GPO-sets relative to such a conver- 
sion matrix in our examples are: N,, G,,D, . 
N=2; type: (1, 1); only one conversion matrix; GPO-sets in our examples: 
N,, Gz, H, . 
N= 3; type: (1, 1, 1); only one conversion matrix; GPO-sets in our examples: 
Nz, 4. 
N=4; type: (1, 1, 1, 1); only one conversion matrix; GPO-sets in our examples: 
N,, G. 
type: (1,2,1); only one conversion matrix; GPO-sets in our examples: none. 
type: (1,2[2], 1); no conversion matrix. 
The concern of the theory of GPO-sets is the problem of ‘reducing’ a poset by 
an equivalence relation. 
Hanlon [6] too, following Doubilet et al. [5], has studied the reduction of a poset 
by the action of an automorphism-group acting on the poset. Our concern neverthe- 
less is different in that we consider two different kinds of ‘objects’: ‘vertices’ and 
‘edges’. Many graph-theoretic concepts of this paper (weak/strong constants, 
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vertex/edge reconstruction conjectures) would be ill-definable without the classical 
duality between vertices and edges. Yet there is an easy connection between the ap- 
proach of Hanlon and the theory of GPO-sets. 
On the other side Kennedy and Gordon [7] have studied reductions of a PO-set 
the elements of which are subgraphs of a given graph, without utilizing the action 
of an automorphism group to define such reductions. 
We can say that our approach unifies both approaches to analyze and generalize 
some classical graph-theoretic problems to a large class of combinatorial structures. 
For example Section 3 proves that many results on the reconstruction conjectures 
holding for graphs are also true for digraphs, hypergraphs, etc. 
To conclude we propose three open questions: 
(1) Is it possible to calculate the conversion matrix (up to different canonical 
orders) of a GPO-set by the matricial equations and by the knowledge of its type? 
(2) Can the conversion matrix (up to different canonical orders) be calculated by 
the knowledge of its PO-set (for example by its Riemann function)? 
(3) Given an upper-triangular integer matrix satisfying matricial equations, type 
conditions and boundary conditions, can we find a GPO-set having this matrix as 
its conversion matrix? 
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