The lateralization of visual speech perception was examined in 3 experiments. Participants were presented with a realistic computer-animated face articulating 1 of 4 consonant-vowel syllables without sound. The face appeared at 1 of 5 locations in the visual field. The participants' task was to identify each test syllable. To prevent eye movement during the presentation of the face, participants had to carry out a fixation task simultaneously with the speechreading task. In one study, an eccentricity effect was found along with a small but significant difference in favor of the fight visual field (left hemisphere). The same results were found with the face articulating nonlinguistic mouth movements (e.g., ,kiss). These results suggest that the left-hemisphere advantage is based on the processing of dynamic visual information rather than on the extraction of linguistic significance from facial movements.
studies have shown that processing sign language is different from other visuospatial functions in the brain (Poizner, Bellugi, & Klima, 1990; Stderfeldt, Rtnnberg, & Risberg, 1994) . For sign language, it seems that the linguistic character of the stimuli (signs) overrides the visuospatial one. The question is whether this is also true for visual speech information.
To date, hemispheric dominance in visible speech perception has not been conclusively demonstrated. Campbell (1986) examined lateralization of static lip shapes. Normal right-handed participants were presented with an auditory syllable preceding a photograph of a person's face pronouncing the same or a different syllable and indicated whether the spoken syllable matched the syllable seen on the photograph. A right-hemisphere advantage was found in that participants responded faster in the matching task when the visual stimulus was presented to the participants' left visual field (LVF) than to their right visual field (RVF). Baynes, Funnell, and Fowler (1994) studied the influence of a mouthed word on the identification of a dubbed acoustic word (i.e., the McGurk effect). They found that participants reported more McGurk illusions, thus showing more visual influence, when a talker's face was presented to their LVF than to their RVF.
However, left-hemisphere dominance for visuospatial speech information is suggested by other studies. Campbell and colleagues (Campbell, 1987a; Campbell et ai., 1990; Campbell, Landis, & Regard, 1986) tested patients with either right-hemisphere or left-hemisphere lesions. In their first study , 2 patients were contrasted: one with a right-hemisphere and one with a lefthemisphere lesion. The patient with right-hemisphere damage showed severely impaired recognition of familiar faces but had normal speechreading performance. However, the patient with left-hemisphere lesions showed poor speechreading skills. This pattern of results indicated a dissociation between the processing of a face and of speech movements and supported the view that the left hemisphere is dominant for speechreading. Unfortunately, the Campbell et al. (1990) study uncovered a person with right-hemisphere damage who could not speechread. More recently, Campbell, De Gelder, and De Haan (1996) found a left-hemisphere advantage when photographs of speaking faces were matched on the basis of perceived mouth shape. No such advantage was found when the same images were matched for identity. Finally, using videotaped speech, Diesch (1995) observed different results for different types of auditory-visual syllables. The visible component of spoken McGurk syllables was presented 3.5 ° to the left or fight of fixation. A face was presented on each side of the fixation, but only one of them was articulating a syllable. The responses revealed a small right-hemisphere advantage for fusion stimuli (e.g., auditory /ba/paired with visual/ga/) and a small left-hemisphere advantage for combination stimuli (e.g., visual/ba/paired with auditory/ga/).
The different outcomes of these studies might be partially due to the fact that different groups of participants (normal vs. neurological) were tested or that different experimental designs were used. In studies involving normal participants, a right-hemisphere dominance was found (Baynes et al., 1994; Campbell, 1986) , whereas studies involving neurological patients indicated a dominant role of the left hemisphere (Campbell, 1987a; Campbell et al., 1990 Campbell et al., , 1986 . To illustrate differences in designs, participants in Campbell's (1986) study had to match auditory speech with static pictures of faces, participants in the Campbell et al. (1990) study had to identify conflicting auditory and visual speech information, and photographs were matched to each other in the Campbell et al. (1996) study.
We conducted three experiments to further investigate laterality effects for visual speech perception in the normally functioning brain. A computer-animated talker was used rather than still photographs. The animation enabled flexible and exact control over the location of the face. In the study by Baynes et al. (1994) , the face was always presented in the same location, and the places on which participants had to fixate varied. With this design, participants could predict exactly where the face would occur on each trial, making the possibility of eye movements problematic. Given the fact that the fixation mark appeared for more than 1,800 ms, there was enough time for making eye movements in the direction of the face presentation. To reduce the likelihood of occurrence of eye movements, we had participants maintain a central fixation and varied the location of the face. To discourage participants from making eye movements away from the fixation to lo~k toward the face, we asked them to perform a visual counting task. Successful performance on the task required them to maintain eye position at the point of fixation during the critical part of the visible syllable presentation.
As noted earlier, we used computer-animated speech rather than still pictures or a natural talking face (Cohen & Massaro, 1990 . The animation provided the dynamic aspect of visual speech that is missing in still pictures. The use of an animated face also allowed us to achieve exact control over the facial movements. There is evidence that talkers show an asymmetry in their articulations (Graves, Goodglass, & Landis, 1982; Wolf & Goodale, 1987) . They tend to open the right side of their mouths faster and wider than the left side. The explanation is that the left hemisphere exercises more control over speech production than does the right hemisphere, and therefore more of the right side of the face is moved. Thus, a real face might show a perceptual advantage presented to the RVF (left hemisphere) because there is more information on the talker's right side. If the face is presented to the right of fixation, its right side would be closer to foveal or central vision. If the face is presented to the left of fixation, its right side would be farther from central vision. Thus, the more informative part of the face would be closer to central vision when presented in the RVF than in the LVF. The animated face was made to be symmetrical, which precluded this potential confounding.
Thus, in our experiments, there were several valuable improvements in methodology. In Experiments 1 and 2, right-handed participants speechread the synthetic face articulating consonant-vowel (CV) syllables without sound. The face appeared at the fixation point or at one of four peripheral locations. In Experiment 3, the speech aspect of the visual identification task was eliminated. Right-handed participants were presented with nonlinguistic facial movements to investigate whether hemispheric contributions would be similar to those found for linguistically meaningful movements. E x p e r i m e n t 1: Visible S p e e c h
Method
Participants. Twenty native speakers of American English participated in this experiment. They were all students at the University of California, Santa Cruz. Their ages ranged from 18 to 21 years. They all reported being right-handed and having normal hearing and normal or corrected-to-normal vision. They received course credit or were paid for their participation.
Stimuli. Synthetic visible speech stimuli were used as test items. Using computer animation, we programmed a synthetic face (Cohen & Massaro, 1990 to articulate each of the four syllables/ba/,/va/,/6a/, and Ida/without sound. The face appeared at one of five locations on a video display monitor: one location in the center, two locations in the left field of the screen (at a visual angle of 3.5* and 7 ° measured from the center to the foveal edge of the face), and two locations in the right field (at a visual angle of 3.5* and 7* from the center). The face was approximately 8.1 cm wide (9.3* of visual angle) and the mouth 2.5 cm wide on the screen (2.9* of visual angle). The syllables were articulated in citation form, with a duration of about 1,100 ms. A 100-ms, 1000-Hz warning tone preceded each stimulus by a random interval between 600 and 1,000 ms.
Simultaneously with the animated face, a central fixation dot was presented on the screen. The dot either grew slightly larger once or twice during the presentation of the visual speech stimulus or remained constant in size. These size variations were visible as flickers. The size change occurred during the first 333 ms, the last 333 ms, or during both intervals of the speech stimulus. The normal size of the dot was 2.0 ram, and the increased size was 2.5 mm (corresponding to visual angles of 0.23* and 0.29", respectively). Pilot work demonstrated that the dot task could not be performed accurately unless the dot was in foveal vision. Design and procedure, Four different syllables, five locations of the face, and three dot conditions were used. To measure how well participants could detect the size variations of the dot, we added a control condition to the design in which only the central dot (with no synthetic face) was presented. Thus, there were 4 (syllables) × 6 (five face locations and no face) × 3 (dot-size variations) = 72 independent conditions. Eight random blocks were generated, giving 8 x 72 = 576 test trials for each participant.
The participants were instructed to identify the synthetic face as /ba/,/va/,/ta/, or Ida/. To prevent the participants from making eye movements toward the face, they had to perform the dot-counting task simultaneously with the speechreading task. While fixating the central dot, they had to detect and count its size variations (0, I, or 2). They first made their syllable responses by pressing a key labeled b, v, th, or d on a terminal keyboard. They then pressed a key labeled 0, I, or 2 for the dot-counting task. In the control condition with no face, only the dot-counting task was required. To counterbalance response hand, I0 participants responded with their right hand and 10 with their left.
Up to 4 participants could be tested simultaneously in individual sound-attenuated rooms. The stimuli were presented on a 12-in (30.48 cm) color monitor (NEC Model C12-202A). Each participant received 30 practice trials, and eight blocks of 72 test trials, with a short break after the first four blocks. The pace of the experiment was participant driven in that the next trial did not occur until all participants had responded to the previous trial. The interstimulus interval was approximately 5 s. The experiment took about 90 min.
Results
We first analyzed the participants' performance on the central dot-counting task (fixation task). When no visual speech stimulus was presented, the participants correctly detected the central dot-size changes on 85% of the trials. This result indicated that the fixation task was not too easy; even when the participants could attend to the dot, performance was not perfect. The percentages of correct counting were 99 with no, 71 with one, and 85 with two dot-size changes.
The accuracy of counting dot-size changes dropped to an average of 74% when a visual speech stimulus was presented. The decrease from 85% to 74% was partially due to the face overlapping the dot when it was presented at the central location and partially due to dual-task interference. Given that pilot results indicated that accuracy on the dot-counting task required central fixation, this level of performance indicated that the participants maintained their fixation as instructed. Analyses of the errors, shown in Table  1 (Experiment 1), indicated that the participants reported predominantly fewer flickers than had actually appeared. In other words, the participants did not appear to guess randomly but reported flickers only if they saw them. Correct performance on the fixation task with simultaneous visible speech amounted to 95% with no, 62% with one, and 64% with two dot-size changes. An analysis of variance (ANOVA) was carried out on the percentage of correct counts as a function of the six presentation conditions: the fixation task alone and the five locations of the face presentation. The effect of presentation condition was significant, F(5, 90) = 19.16, p < .001. The accuracy was 85% with no visible speech, 73% and 72% (face at 7 ° and 3.5 ° in the LVF), 67% (face in center), and 69% and 76% (face at 3.5* and 7 ° in the RVF).
In the analysis of the speechreading task, we maximized the proportion of trials on which participants maintained fixation by including only those trials in which participants correctly counted the dot-size changes. Such a selection did not eliminate those trials on which the participants did not fixate on the dot but nevertheless performed the fixation task correctly. However, the evidence just presented showed this was necessarily a small proportion of trials (see Table 1 ). Excluding the trials on which participants did fixate on the dot but did not perform the fixdtion task correctly only reduced the number of trials taken into account. Note that, although this generally led to an uneven number of trials in each condition, performance was averaged over trials in each condition, so any difference in numbers of trials would not have mattered in the analyses. There were 24 replications for each participant at each of the 20 (4 syllables × 5 locations of the face) conditions. Excluding trials in which the participant was incorrect on the fixation task never reduced the number of observations for a participant in a given condition below 8. The average minimum number was about 15. Thus, the estimated proportions for each participant at each condition should be fairly reliable. Figure 2 shows the average proportion of correctly recognized visual speech syllables for each location of the synthetic face (speechreading task) only for those trials on which participants correctly counted the dot-size changes (i.e., an average of 74% of the trials). Note that in the figure, the presentation of the face in the RVF corresponds with direct presentation of information to a participant's left hemisphere, and presentation of the face in the LVF with direct presentation to a participant's fight hemisphere. As can be seen, performance was best at fixation and decreased as the face was moved into the periphery.
For each participant, accuracy of identification was computed for each of the four syllables at each of the five locations. To address the hemispheric specialization issue, only the four eccentric locations were analyzed in the ANOVA. In addition, these four locations were partitioned into two variables: LVF or RVF and distance (3.5* or 7* in Experiment 1 and 4.6* and 9.1 ° in Experiment 2). Thus, the ANOVA had three factors: syllable, left or right location, and distance. This ANOVA was carried out on all of the results as well as the results of just those trials on which the participant was accurate on the dot-counting task. The two analyses gave equivalent results, so we report only the analysis based solely on trials on which the participant was accurate in the dot-counting task.
As can be seen in Figure 2 , there was a large difference in accuracy across the four syllables, F(3, 57) = 17.77, p < .001. Best performance was on the syllable/va/and poorest on Ida/, with the other two syllables falling in between. Performance averaged 81%, 90%, 84%, and 65% for the syllables/ba/,/va//ta/, and Ida/, respectively. Performance also decreased with increases in distance into the periphery, F(1, 19) = 14.43,p = .002. The effect of visual field was not significant, F(1, 19) = 0.77, nor were any of its interactions. Identification scores were 76% (7* LVF) and 82% (3.5* LVF) versus 77% (7 ° RVF) and 80% (3.5 ° RVF). Thus, the results did not indicate a laterality effect. There was no significant difference in speechreading performance between the 10 participants who responded with their fight hand and the 10 who responded with their left hand, F(1, 18) = 0.05,p = .82.
Discussion
Although the participants' performance on the speechreading task decreased significantly with peripheral location of the face, no significant laterality effect was found. Thus, in contrast to hemispheric asymmetries reported previously (Baynes et al., 1994; Campbell, 1986; Campbell et al., 1986) , Experiment 1 did not reveal hemispheric dominance. 
SMEELE, MASSARO, COHEN, AND SITTIO
It is possible that visual field effects were obscured because the analyses included only the trials on which (dot) fixation was correct. Participants might have tended to fixate faces in one visual field or another when they did not fixate the dot correctly. To investigate this, we performed the same ANOVA on data from the trials on which the participant was incorrect on the fixation task. Speechreading performance averaged 76% (7* RVF), 81% (3.5* RVF), 83% (face in center), 80% (3.5* LVF), and 82% (7* LVF). The analysis revealed no significant face eccentricity effect, F(1, 19) = 0.34, p = .57, and no effect of visual field, F(1, 19) = 1.51, p = .23. These results suggest that the participants did not tend to fixate a specific visual field. Therefore, our conclusion about the outcome of Experiment 1 remained unchanged.
One possible explanation for finding no hemispheric differences is that the experimental task was too easy because of the relatively long duration of the syllables. Syllables spoken slowly do not require fast information extraction or processing, and therefore the potential dominance of one hemisphere cannot be observed. Some evidence for this possibility is that there was only a fairly small decrement of 4% in overall accuracy between the central and peripheral presentations of the test syllables. In Experiment 2, the task was made more difficult by using a faster speaking rate as well as face positions farther into the periphery.
Experiment 2: Visible Speech

Method
Participants. Twenty native speakers of American English participated in this experiment. They were students at the University of California, Santa Cruz. Their ages ranged from 18 to 22 years. They all reported being right-handed and having normal hearing and normal or corrected-to-normal vision. They received course credit or were paid for their participation.
StimulL design, and procedure. As in Experiment 1, the syllables/ba/,/va/,/ta/, and Ida/were used. Again, a synthetic face spoke these syllables without sound. However, a faster speaking rate was used. The rate was a factor of 1.50 faster than in Experiment 1. Stimulus duration now was about 700 ms. Pilot testing revealed that this rate decreased accurate identification but that speechreading was still possible. The lateral positions of the face were at visual angles of 9.1" (extreme position) and 4.6* (position halfway), as compared with 7* and 3.5* in Experiment 1. The size variations of the central dot appeared during the first 267 ms or in the last 267 ms of the speech stimulus. Otherwise, the experimental design and procedure were identical to those of Experiment 1.
Resul~
Analysis of the participants' performance on the dotcounting task (fixation task) revealed that they correctly detected the size changes of the central dot in 82% of the trials when no face was presented. Accuracy was 92% with no, 70% with one, and 83% with two dot-size changes. Table  1 shows the responses to the fixation task for the various conditions in Experiment 2.
When the participants also had to identify the visual speech stimulus simultaneously, they correctly detected the dot-size changes on 69% of the trials. Correct performance was 80% with no, 69% with one, and 58% with two dot-size changes. The effect of presentation condition was significant, F(5, 90) = 21.84, p < .001. The accuracy was 82% with no face, 70% and 67% (face at 9.1" and 4.6* LVF), 65% (face in center), and 62% and 68% (face at 4.6 ° and 9.1" RVF).
The data were analyzed in the same manner as in Experiment 1. Figure 3 shows speechreading performance for each location of the synthetic face only for those trials on which the participants correctly detected the dot-size changes (i.e., 69% of the trials). Excluding trials in which the participant was incorrect on the fixation task never reduced the number of observations for a participant in a given condition below 5. The average minimum number was about 13.
As can be seen in Figure 3 , there was a large difference in accuracy across the four syllables, F(3, 57) = 14.23, p < .001. Performance averaged 67%, 81%, 77%, and 53% for the syllables/ba/,/va/,/ta/, and Ida/, respectively, giving roughly the same order of difficulty as was found in Experiment 1. As in Experiment 1, speechreading performance significantly decreased when the face was presented farther into the periphery, F(1, 19) = 22.74, p < .001. In contrast to Experiment 1, the effect of visual field was significant, F(1, 19) = 4.72, p = .041. The interaction between syllable and visual field was also significant, F(3, 57) = 2.81, p = .047. As can be seen in Figure 3 , the RVF advantage occurred only for the syllables /va/ and /~Ja/. There was no interaction between visual field and face eccentricity, F(1, 19) = 1.32, p = .26. Thus, the results of Experiment 2 showed a laterality effect in favor of the left hemisphere. Having observed a hemispheric difference, it was important for us to know whether correct performance on the fixation task was critical for this outcome. To investigate this, we performed the same ANOVA as in Experiment 1 on the results from those trials on which the participant was incorrect on the fixation task. Given that errors on the fixation task were less frequent than correct judgments, there were some conditions with no observations for 3 of the 20 participants. The data from these participants were eliminated from the analysis. In contrast to the analysis when fixation performance was correct, there was no significant effect of visual field. Speechreading performance averaged about 67% in both visual fields. The analysis did reveal a significant face eccentricity effect, F(1, 16) = 13.56, p = .002. Thus, accuracy on the fixation task seemed essential to observing a visual field difference. Consistent with the results of Experiment 1, speechreading performance did not differ significantly between the 10 participants who responded with their left hand and the 10 who responded with their right hand (F < 1).
Discussion
The results of Experiment 2 show that a faster speaking rate and larger eccentricities produced a laterality effect in favor of the left hemisphere. One might question the effectiveness of the dot task in keeping the participants fixated on the fixation point. It is possible that participants were able to make eye movements to the face and identified it after they fixated on it. The laterality effect could have resulted from a larger number of movements when the face was presented to the fight of fixation than to the left. If this were the case, then there should have been a larger laterality effect when participants were inaccurate on the fixation task. However, the results show no effect of visual field when participants were inaccurate on the fixation task. Thus, it seems unlikely that an eye-movement bias could account for the laterality effect.
Another possible explanation for the laterality effect is that participants might have moved their eyes after the first phase of the fixation task, that is, after they had accurately fixated on the fixation point for roughly 0.33 s. Participants would appear to require about 200 ms after the onset of presentation of the face to move their eyes from the dot to the face (Groner, 1988) . Thus, it was of interest to determine what part of the test syllable was informative to assess how quickly the face had to be fixated for an accurate identification. If the critical information is presented early in the syllable, then it is less likely that an eye movement would be effective because the critical information in the syllable would no longer be present by the time it is fixated.
To locate the informative part of the syllable, we conducted a control experiment in which the initial 133, 200, 267, 333, 400, or 467 ms of the syllables were eliminated. Performance on these truncated syllables would indicate how much of the initial part of the syllable could be eliminated without preventing correct identification of the syllable. Six new participants were presented with the truncated versions of the four speech syllables. Each of the six truncated versions occurred 12 times, for a total of 288 trials. The syllables were presented at the center of the screen. The participants' task was to identify the speech syllables. There was no fixation task, Figure 4 shows speechreading performance as a function of the amount of visual information presented. For/ba/,/va/, and/ta/, correct identification performance was high, roughly between 75% and 96%, when the part removed from the original syllable did not exceed the initial 267 ms. With longer parts removed, performance decreased dramatically to about 12% or less, except for/ta/, which remained high (67%) until more than 333 ms was removed. With these shorter syllables (i.e., more than 267 ms removed from onset), there was a striking increase in the proportion of Ida/responses (from 67% up to 85%). The fact that/d/ was the dominant response here is likely to be related to the resemblance between the visual information left in the truncated syllables and the mouth movements for a normal /da/. Correct identification for /da/ was relatively poor (about 40%) when less than the initial 267 ms were removed from the syllable. In these cases,/ta/and Ida/responses were about equally likely and together made up more than 85% of the total responses. With longer parts removed from the stimulus onset, Ida/responses prevailed. These results indicate that the crucial information needed to distinguish the four consonants is in the initial 267 ms of the syllables. If we assume that participants had to maintain fixation for at least 267 ms after trial onset to perform the fixation task correctly and that 200 ms would be needed to move their eyes, they could not arrive at the location of the face before the informative part of the syllable had already occurred. This control experiment demonstrated that it is unlikely that the participants could have moved their eyes and recognized the syllables correctly on the basis of information obtained after the syllable was fixated. It can thus be concluded that performance in Experiment 2 was determined by peripherally presented information and therefore addressed the issue of hemispheric specialization.
I° I
A possible conclusion from Experiment 2 is that speechreading is a linguistic task that requires primarily left-hemisphere processing. The finding that speechreading skills are lateralized to the left hemisphere is consistent with the results reported by Campbell et al. (1986) involving patients. However, our results are not consistent with those of Campbell (1986) and Baynes et al. (1994) . They found right-hemisphere dominance when normal participants were presented with faces producing speech sounds. Does this mean that in certain cases the left hemisphere and in others the right hemisphere is specialized for extracting linguistic information from faces? One important difference between our Experiment 2 and that of Campbell's (1986) is that we used moving faces, whereas Campbell used still pictures. We assume that this changed how the visual speech stimuli were processed. Mouth movements occur during speech. If the left hemisphere is more involved in the processing of temporal sequences and the right hemisphere in the processing of static images, then the two sets of results are not necessarily contradictory (Bradshaw & Nettleton, 1981) . However, the results reported by Baynes et al. (1994) are not consistent with this static-moving hypothesis. They found a right-hemisphere advantage for moving faces.
The finding of a right-hemisphere dominance in the studies of Campbell (1986) and Baynes et al. (1994) might be related to the fact that the face was presented together with speech sounds. Speechreading (without sound) might give rise to a different pattern of hemispheric dominance than the integration of visual and auditory speech. It remains unclear, however, why right-hemisphere presentation of the face led to better performance when participants identified audiovisual speech information, particularly given the general finding of a left-hemisphere advantage for auditory speech. Furthermore, the study by Campbell et al. (1990) provides evidence against a hypothesis that the identification of audiovisually presented speech information engages primarily right-hemisphere processes. Their study indicated that the left hemisphere played the dominant role in the integration of seen and heard speech. More recently, Johnson and Rosenblum (1996) found similar left-hemisphere advantages for both speechreading without sound and the integration of audible and visible speech.
A third hypothesis is that hemispheric asymmetries do not depend so much on the linguistic content of the visual stimulus but mainly on its visuospatial properties (Hellige, 1993) . It has been shown that certain changes in characteristics of a visual stimulus can reduce or even reverse laterality effects (Sergent, 1984; Sergent & Bindra, 1981) . For example, shortening the stimulus exposure duration can change the finding of no hemispheric difference (Moscovitch et al., 1976 ) into a right-hemisphere advantage (see Sergent & Bindra, 1981) . If the left hemisphere is more involved in motion perception, then the left-hemisphere advantage could have been attributable to the dynamic character of the test syllables. Thus, we do not know if left-hemisphere dominance is due to the dynamic or linguistic character of the test syllables. To test between these hypotheses, we asked whether different results would be obtained when visual nonlinguistic facial movements were presented (i.e., mouth movements that do not carry phonetic information). If these nonlinguistic mouth movements provide a hemispheric advantage similar to the linguistic gestures, this would suggest that it is dynamic, not linguistic, information that is critical for a left-hemisphere dominance.
Experiment 3: Visible Nonspeech
Me&od
Participants. Twenty native speakers of American English participated in this experiment. They were students at the University of California, Santa Cruz. Their ages ranged from 18 to 23 years. They all reported being right-handed and having normal hearing and normal or corrected-to-normal vision. They received course credit or were paid for their participation.
Stimuli, design, and procedure. The synthetic face produced mouth movements that resembled a kiss, a snarl, a tongue protrusion, or a cough. These four productions were chosen to be roughly the nonspeech counterparts for/ba/,/va/,/ta/, and/da/, respectively, with regard to the position and movements of the articulators. The duration of the four stimuli, face positions, and all other experimental details were similar to those in Experiment 2. The kiss involved a closing and protrusion of the lips, some jaw rotation, and the comers of the mouth coming together. The snarl involved a raising of the upper lip and a lowering of the lower lip, consequent bearing of the teeth, and some jaw rotation. There was extreme tongue movement between the teeth for the tongue protrusion. Finally, the mouth comers moved centrally, and there was jaw rotation for the cough. Although these nonspeech movements were made to be analogous to the speech items, they were seen as nonspeech by the participants. The only nonspeech gesture that came close to speech was the cough because it was relatively nondistinctive and could resemble a nondistinctive syllable such as /da/.
Results
When no face was presented, participants correctly detected the size variations of the central dot on 87% of the trials. The percentage of correct responses reached 95% with no, 77% with one, and 90% with two dot-size changes. Table  1 shows the fixation responses for the various conditions in Experiment 3.
When the participants had to identify the visual stimulus simultaneously with performance of the fixation task, they correctly detected the dot-size changes in 74% of the trials. Correct fixation was 87% with no, 71% with one, and 63% with two dot-size changes. The effect of presentation condition on performance of the fixation task was significant, F(5, 90) = 25.65, p < .001. The percentages were 74% with no face, 71% and 71% (face at 9.1" and 4.6* LVF), 68% (face in center), and 69% and 73% (face at 4.6* and 9.1" RV'r-3.
As in Experiments 1 and 2, for calculating participants' identification of the nonspeech mouth movements, we excluded those trials on which they did not correctly perform the fixation task. Figure 5 shows identification of each of the nonspeech mouth movements for each location of the synthetic face. Excluding trials in which the participant was incorrect on the fixation task never reduced the number of observations for a participant in a given condition below 6. The average minimum number was about 16.
To investigate whether the processing of nonspeech mouth movements was lateralized, we evaluated participants' identification of each of the test items as a function of VF and eccentricity. There was a significant difference in identification performance of the four nonspeech stimuli, F(3, 57) = 16.22, p < .001. Performance averaged 95%, 76%, 64%, and 72% for the kiss, snarl, tongue protrusion, and cough, respectively. Identification of the kiss was high. Contrary to our expectations, tongue protrusion (highly visible tongue) was identified less accurately than the cough.
Performance decreased with increases in distance into the periphery, F(1, 19) = 39.64, p = .001. As in Experiment 2 with speech stimuli, the effect of visual field was significant, F(1, 19) = 16.85, p < .001, with performance higher with RVF presentation. The interaction between nonspeech stimulus and distance was significant, F(3, 57) = 4.01, p = .012, reflecting the finding that the decrease in performance with increasing eccentricity was largest for the tongue and smallest for the kiss. The interaction between nonspeech stimulus and visual field was not significant (F < 1).
As in the speech case, it was important to know whether correct performance on the fixation task was critical for this outcome. The A_NOVA on the results of 20 participants from those trials in which they were incorrect on the fixation task showed no difference between the LVF and RVF, F(1, 19) = 0.21. Speechreading performance averaged about 74% in both visual fields. Although performance was somewhat better on the less peripheral displays, this result failed to reach statistical significance, F(1, 19) = 3.09, p = .09. As in the previous comparable speech task (Experiment 2), accuracy on the fixation task seemed to be essential to observing a visual field difference for nonspeech. Performance on the nonspeech stimuli did not differ significantly between the participants who responded with their left hand and those who responded with their fight hand (F < 1). 
Discussion
A left-hemisphere advantage was found with both speech (Experiment 2) and nonspeech (Experiment 3) facial movements. Figure 6 plots the average performance for speech and nonspeech as a function of spatial location. An ANOVA was carried out as previously but now with the addition of speech versus nonspeech as a factor. The effects of visual field and eccentricity remained significant and did not interact with stimulus type. The similarity in the results suggest that hemispheric asymmetries depend on visual (physical) properties rather than on the linguistic content of the stimulus. It seems that the dynamic aspect of the articulatory movements caused an increase in the LH participation.
Jordan, Patching, and Milner (in press) measured fixation behavior using an eye-tracking device. When their participants were instructed to fixate on a stimulus, the fixations were somewhat inaccurate with somewhat more fixations to the fight than to the left of the fixation stimulus. However, the fixation itself was fairly accurate (within 1 ° of visual angle). In fact, about 90% of the fixations were within 0.5* of the fixation point. Although this small difference might be important for small displays, it would not have been in our task, in which some displays were presented more than 9* away from the fixation. Jordan et al. also found that participants showed a bias to fixateto the right of the fixation point. They found an overall bias of about 0.5* to the right. The average results in Figure 6 show that a slight 0.5 ° bias on some of the trials could not account for the asymmetry that was observed. Performance on the display presented 9.1" to the right of the fixation point was about equal to performance on the display presented 4.6* to the left. Thus, the advantage for the RVF (left hemisphere) does not seem to have been caused by a slight fixation bias.
General Discussion
Laterality effects for mouth movements were investigated in three experiments. For identification of speech mouth movements, no hemispheric differences were found in Experiment 1, but changes in speaking rate and face eccentricities led to a small left-hemisphere advantage in Experiment 2. Experiment 3, in which nonspeech mouth movements were studied, also showed a left-hemisphere superiority. Our conclusion is that this superiority is related to the better performance of the left hemisphere in processing the dynamic properties (the temporal frequencies) of the facial movements rather than on their linguistic content.
Concerns might be raised about the nature of the fixation task. It might be interpreted as involving the detection of movement (or better, change) in a dot, just as the main task involved interpretation of (mouth) movements. One might argue that any apparent hemispheric specialization may reflect attentional priming of movement detection via the fixation task. We do not think that priming occurred.
Changes in size are different from actual movements in that the dot stayed in one position. This was supported by the participants' reports of perceiving the size changes as flickers.
Although we eliminated this potential confounding with our symmetrical animated face, the asymmetry in speech production raises an intriguing explanation for the small left-hemisphere advantage. Viewers might have learned to attend more to the right side of a talker's face (i.e., the side seen on the perceiver's left). With peripheral viewing, then, participants would be attending farther in the periphery when the face was presented in the LVF than in the RVF. Given that the attended part of the face would be closer to foveal viewing when it was presented in the RVF, this would necessarily produce an RVF (left-hemisphere) advantage.
More knowledge is required to understand how hemispheric contributions vary with changes in stimulus characteristics. As we have seen, the visual stimuli of the studies discussed earlier differed considerably from each other. Therefore, uncontrolled aspects of the visual displays might have contributed to the hemispheric asymmetries that were observed. For example, the fact that the visual stimuli were static pictures of faces might account for the failure of finding a left-hemisphere dominance in the study by Campbell (1986) . These static images might have caused increased participation of the right hemisphere.
Further research on hemispheric asymmetries might include studies using a variant of a dichotic listening method (Broadbent, 1954; Kimura, 1961) . Dichotic listening is the simultaneous presentation of different stimuli to the left and right ear. Applying this technique to the visual case, a face would appear in both visual fields producing different mouth movements. Participants could be instructed to identify the stimuli in both visual fields or the stimulus in one specific visual field. Laterality effects might show up stronger with the simultaneous presentation of two stimuli.
One promising approach is to measure brain activity while participants are performing both linguistic and nonlinguistic tasks using positron emission tomography, magnetic resonance imaging, or magnetoencephalography. These techniques represent a more direct way to localize cortical activity than the methods used in behavioral studies. Results should show whether different cortical areas are involved in processing linguistic and nonlinguistic facial movements. In addition, the magnetoencephalography technique might be able to provide information about the time course of processing (Sams et al., 1991; Sams & Leviinen, 1996) .
To summarize, the present study showed a left-hemisphere advantage for processing visual information from both linguistically meaningful and nonlinguistic mouth movements. Speechreading involves various skills ranging from visual shape recognition to linguistic interpretation. One might argue that researchers have merely emphasized linguistic aspects of speechreading, aspects that most likely tap into left-hemisphere resources. However, our results with nonspeech mouth movements indicate that linguistic aspects alone cannot be responsible for a left-hemisphere advantage. A strong conclusion would be that the dynamic aspect of the mouth movements is sufficient to produce increased participation of the left hemisphere.
