Abstract The Naive Bayes classifier is a popular classification technique for data mining and machine learning. It has been shown to be very effective on a variety of data classification problems. However, the strong assumption that all attributes are conditionally independent given the class is often violated in real-world applications. Numerous methods have been proposed in order to improve the performance of the Naive Bayes classifier by alleviating the attribute independence assumption. However, violation of the independence assumption can increase the expected error. Another alternative is assigning the weights for attributes. In this paper, we propose a novel attribute weighted Naive Bayes classifier by considering weights to the conditional probabilities. An objective function is modeled and taken into account, which is based on the structure of the Naive Bayes classifier and the attribute weights. The optimal weights are determined by a local optimization method using the quasisecant method. In the proposed approach, the Naive Bayes classifier is taken as a starting point. We report the results of numerical experiments on several real-world data sets in binary classification, which show the efficiency of the proposed method.
Introduction
Classification is the task of identifying the class labels for instances based on a set of attributes. Learning accurate classifiers from pre-classified data is a very active research topic in machine learning and data mining. Classification learning is the process of predicting a discrete class label C 2 fC 1 ; . . .; C m g for a test instance X ¼ ðX 1 ; . . .; X n Þ.
One of the most effective classifiers [27] is the Bayesian Network (BN) introduced by Pearl [20] . A BN is composed of a network structure and its conditional probabilities. The structure is a directed acyclic graph where the nodes correspond to domain variables and the arcs between nodes represent direct dependencies between the variables. The classifier represented by the BN can be expressed as:
arg max 1 k m PðC k jX Þ ¼ arg max
this rule is called Bayes rule. We can see that for each class, the denominator of Eq. (1) is the same and it will not interfere in classification. So, the BN classifier can be rewritten as:
arg max 
However, accurate estimation of PðX jC k Þ is non-trivial. It has been proved that learning an optimal BN is NP-hard [4, 10] . In order to avoid the intractable complexity for learning the BN, the Naive Bayes (NB) classifier has been used. In the NB [15, 22] , attributes are conditionally independent given the class. Compared to other supervised machine learning methods, the NB classifier is perhaps one of the simplest, yet surprisingly powerful, techniques to construct predictive models from labeled training sets. The NB classifier is important for several reasons. It is easy to construct and implement because the structure is given a priori (no structure learning procedure is required) and it needs only to compile a table of class probabilities and conditional probabilities from the training instances. Therefore, it may be readily applied to huge data sets. It is easy to interpret, and even unskilled users in classifier technology can understand why it is making the classification it makes. Finally, it may not be the best possible classifier in any particular application, but it can usually be relied on to be robust and to do quite well [5] .
A sample of the NB classifier with n attributes is depicted in Fig. 1 . The NB classifies an instance X ¼ ðX 1 ; . . .; X n Þ by selecting arg max
However, the attribute independence assumption made by the NB classifier harms its classification performance when it is violated in reality [12] . In order to relax the attribute independence assumption of the NB classifier while at the same time retaining its simplicity and efficiency, researchers have proposed many effective methods. These methods have been proposed in order to improve the performance of the Naive Bayes classifier by alleviating the attribute independence assumption. Among the variety of works, semi-NB classifiers [14, 16, 19] show significant improvements in the NB classifier by using the selected subset of attributes. The Tree Augmented Naive Bayes (TAN) [8] utilizes the tree structure to find relations between attributes. The Super Parent [13] uses the same representation as the TAN, but utilizes leave-one-out cross validation error as a criterion to add a link. The Improved Naive Bayes (INB), proposed by Taheri et al. [22] , uses conditional probabilities for finding the dependencies between attributes.
Another way to mitigate its attributes independence assumption is assigning weights to important attributes in the classification. Since attributes do not play the same role in many real-world applications, some of them are more important than others. A natural way to extend the NB classifier is to assign a weight to each attribute. This is the main idea of the algorithm called attribute weighted NB. Much work to evaluate the importance of attributes has been done in recent years [9, 11, 18, 26, 31, 32] . Jiang and Zhang [11] developed the improved NB called weightily averaged one-dependence estimators based on the idea of a model introduced by Webb et al. [25] . Hall [9] presented a simple filter method for setting attribute weights to use in the NB classifier. The assumption made is that the weight assigned to a predictive attribute should be inversely related to the degree of dependency it has on other attributes. More recently, Wu and Cai [26] used differential evolution algorithms to determine the weights of attributes in the model introduced by Hall [9] , and then, they used these weights in the developed weighted NB classifier. The paper [31] investigates how to learn a weighted NB classifier with accurate ranking from data, or more precisely, how to learn the weights of a weighted NB classifier to produce accurate ranking.
In this paper, we propose a new attribute weighted NB classifier, called AWNB, which assigns more than one weight for each attribute. The number of weights for each attribute is considered as the number of class labels. These weights are written in the form of powers to the conditional attribute-class probabilities. An objective function is constructed based on the NB structure and the attribute weights. The weights, then, are determined by using a local optimization method, which here is the quasisecant method [2] . The initial weights for the quasisecant method are set to unity; this means that the NB classifier is taken as an initial point. More precisely, our aim is improving the NB classifier by modeling a proper objective function and optimizing the attribute weights. To find a global solution, one can also apply a global optimization; however, the complexity of the problem will increase.
Most of data sets in real-world applications often involve continuous attributes. The most well-known attempt for improving the performance of the NB with continuous attributes is the discretization of the attributes into intervals, instead of using the default option to utilize the normal distribution to calculate probabilities. Numerous discretization methods have been examined for the NB learning [17, 24, 28, 29, 30] . The performance of the NB classifier significantly improves when attributes are discretized using an entropy-based method [6] . In this paper, we use Fayyad and Irani's discretization method [7] ; a method based on a minimal entropy heuristic. We also apply the discretization algorithm using sub-optimal agglomerative clustering algorithm which is an efficient discretization method, recently introduced in [28] .
The rest of the paper is organized as follows. In the next section, we present a brief review of the quasisecant method. Section 3 reviews briefly two different discretization methods, Fayyad and Irani's method and sub-optimal agglomerative clustering-based method, respectively. The leaning of the proposed method is illustrated in Sect. 4, which follows by the experiments and discussion on the experiments in Sect. 5. Section 6 concludes the paper followed by a few directions for future work.
A brief review of the quasisecant method
The quasisecant method [2] is a local method for solving nonsmooth, nonconvex optimization problems. In general, this method is applicable for solving the following unconstrained minimization problem: Here, hv; gi is the inner product of vectors v; g 2 R d . The above inequality is called a quasisecant inequality. Quasisecants provide overestimation to the function f in some neighborhood of a point x. There are many vectors v satisfying the quasisecant inequality. We consider only those which provide approximation to the function. Subgradient-related quasisecants introduced in [2] provide such approximations and they converge to tangents of the graph of the function f.
Any quasisecant is defined with respect to a given direction g 2 S and with given length h [ 0. The choice of h allows one to compute descent directions with different lengths. Therefore, one can compute descent directions even from some shallow local minimizers using quasisecants. This observation makes the quasisecant method applicable to nonconvex problems and computes a ''deep'' local minimizers.
On the other hand, the quasisecant method uses a bundle of quasisecants at a given point to compute descent directions which makes it similar to the well-known bundle methods in nonsmooth optimization. Therefore, it is applicable to solve nonsmooth optimization problems. Results presented in [2] demonstrate that the quasisecant method is efficient and robust method for solving nonsmooth, nonconvex optimization problems.
Discretization methods
In order to apply the NB classifier to data sets with continuous attributes, one should first discretize the attributes. Discretization is a process which transforms continuous numeric values into discrete ones. In this paper, we apply two different methods in our experiments to discretize the attributes. The first one is the Fayyad and Irani's discretization method, and the second one is discretization algorithm using sub-optimal agglomerative clustering proposed by Yatsko et al. [28] .
Fayyad and Irani's method
The Fayyad and Irani's Discretization method is based on a minimal entropy heuristic, and it uses the class information entropy of candidate partitions to select bin boundaries for discretization. In this subsection, we give a brief review to this method, and details can be found in [7] .
Let us consider a given set of instances X, an attribute X, and a partition boundary T, the class information entropy of the partition induced by T, denoted E(X, T; X) is given by where X ð1Þ & X be the subset of instances in X with X-values not exceeding T and X
(1) = X -X (1) . Let there be m classes C 1 ; . . .; C m . Let P(C i , X) be the proportion of instances in X that have the class C i . The class entropy of a subset X is defined as:
PðC i ; XÞ lgðPðC i ; XÞÞ;
where the logarithm may be to any convenient base. When the base is 2, Ent(X) measures the amount of information needed, in bits, to specify the classes in X. For a given attribute X, the boundary T min which minimizes the entropy function over all possible partition boundaries is selected as a binary discretization boundary. This method can then be applied recursively to both of the partitions induced by T min until some stopping condition is achieved, thus creating multiple intervals on the attribute X.
Fayyad and Irani make use of the minimal description length principle to determine a stopping criteria for their recursive discretization strategy. Recursive partitioning within a set of values X stops if
where N is the number of instances in the set X, and and m i is the number of class labels represented in the set X (i) . Since the partitions along each branch of the recursive discretization are evaluated independently using this criteria, some areas in the continuous spaces will be partitioned very finely whereas others (which have relatively low entropy) will be partitioned coarsely.
3.2 Sub-optimal agglomerative clustering-based method (SOAC)
In this section, we give a brief description of the discretization algorithm SOAC. Details of this algorithm can be found in [28] . Consider a finite set of points X in the n-dimensional space R n , that is X ¼ fX 1 ; . . .; X N g, where X i 2 R n ; i ¼ 1; . . .; N. Assume the sets A j ; j ¼ 1; . . .; k be clusters, and each cluster A j can be identified by its centroid X j 2 R n ; j ¼ 1; . . .; k. The discretization algorithm SOAC proceeds as follows.
Learning the proposed attribute weighted Naive Bayes using optimization
Good attribute weighting can eliminate the effects of noisy or irrelevant attributes. In this section, we propose a weighting procedure, in which each conditional attributeclass probability has its own power as a weight. The number of weights for each attribute is equal to the number of class labels. The idea of our weighting method is similar to the works in [26, 32] , however constructing a proper objective function and utilizing the new weighting procedure are different from the existing methods.
Let us consider D ¼ fX i ; C i g; 1 i N, where N is the number of instances and C i 2 fC 1 ; . . .; C m g. X i is an n-dimensional vector, X i ¼ ðX i1 ; X i2 ; . . .; X in Þ; n is the number of attributes, and C i is the class label. In this paper, we consider the binary classification and assume that the two classes are 1 and -1. Then, for each attribute, we define two weights, one corresponding to the class C 1 = 1 and another to the class C 2 = -1. By considering two weights for each attribute, the attribute weighted NB classifies an instance X i by selecting:
In Eq. (5), there are two alternatives for k in w jk . We denote these cases by w j and w j if X i is allocated to the real class and its counterpart, respectively. Considering that C k is the real class of X i , the value of PðC k jX i Þ is expected to be greater than the value of PðC k jX i Þ for the majority of instances, i ¼ 1; . . .; N, where C k ¼ ÀC k . Then, it is quite natural that the value of
should be maximized, while the value of
to be minimized. Therefore, one possible objective function for the NB classifier, by considering the weights for attributes, can be written as follows:
where w ¼ ðw 1 ; w 1 ; w 2 ; w 2 ; . . .; w n ; w n Þ is a set of unknown variables (attribute weights). The objective function (8) is similar to the objective function presented in [23] . The weights in (8) are considered as positive numbers. Also, we put an upper limit for these weights to prevent large numbers. So, we maximize the above objective function over a hyper box [a, b] . Therefore, the problem (8) can be formulated as a constrained optimization problem:
minimize À f ðwÞ ð 9Þ subject to w i ; w i 2 ½a; b; 1 i n:
Different methods can be applied to transfer the problem (9) to an unconstrained optimization [21] . One of the wellknown methods is the penalty method, which is used here. To find the weights in (9), a local optimization method is applied, which here is the quasisecant method presented in Sect. 2. The NB classifier is taken as a starting point for the quasisecant method. More precisely, we initialize all the weights to unity, and then, we use the quasisecant method to find the attribute weights for further improvement.
In other words, we search for an optimal classifier starting with the NB classifier. It is noted that a global optimization is also applicable to find the global solution of the problem (9) , but the complexity of the problem will increase.
Experiments

Data collections
This paper studies 16 benchmark data sets taken from the literature. A brief description of the data sets is given in Table 1 . The detailed description of the first eleven data sets used in this experiments can be found in the UCI repository of machine learning databases [1] , and the last five data sets are downloadable on the tools page of the LIBSVM [3] . These data sets have been analyzed quite frequently by the current data mining approaches. Another reason for selecting these data sets was that conventional approaches have analyzed them with variable success.
Results and discussion
We conduct empirical comparison for the Naive Bayes (NB), the Tree Augmented Naive Bayes (TAN), the improved Naive Bayes (INB) proposed by Taheri et al. [22] , and the attribute weighted Naive Bayes (AWNB) in terms of accuracy. The structure of the TAN and the INB is originated from the structure of the NB, in which each attribute has at most one augmenting edge pointing to it. The relations between attributes in the TAN are found by using the tree procedure [8] , while the INB uses conditional probabilities for finding the correlations [22] .
We discretize the values of continuous attributes in data sets using two different methods. In the first one, we apply Fayyad and Irani's discretization method [7] . The second one is the discretization algorithm SOAC [28] . For each method, we run 50 trials and then the average accuracy over the 50 runs are calculated. The accuracy of the methods in each run is calculated using 10-fold crossvalidation with random orders of data records in partitioning training and test data sets to have more reliable results. More precisely, each fold contained 10% of the data set randomly selected (without replacement). For consistent comparison, the same folds, including the same training and test data sets, are used in implementing the methods.
The penalty parameter is chosen as l = 10 6 . We set the lower and upper limits in (9) as a = 0.1, b = 10. Table 2 presents the average accuracy obtained by the NB, the TAN, the INB, and the AWNB on 16 data sets, where continuous attributes are discretized by applying Fayyad and Irani's method [7] . The results presented in this table demonstrate that the accuracy of the proposed method (AWNB) is much better than that of the NB in all data sets; the bold font shows the highest accuracy in each data. It is also shown a higher accuracy of the AWNB, in general, compared to the results obtained by the TAN and the INB. The proposed method outperforms both methods (the TAN and the INB) in most of the data sets, and the accuracy of this method is slightly less or almost ties with the TAN and the INB in a few cases.
The results of the average accuracy obtained by the methods on 16 data sets using discretization algorithm SOAC are reported in Table 3 . The results show that the accuracy obtained by the proposed method (AWNB) in all data sets is higher than those of the NB. The accuracy of the AWNB is also higher than those of the TAN and the INB in most of data sets, and the accuracy of the AWNB Fig. 2 Scatter plot comparing the average miss-classifications of the proposed method (AWNB) with Naive Bayes (NB), Tree Augmented Naive Bayes (TAN), Improved Naive Bayes (INB) using Fayyad and Irani's discretization method (FAIR) and Sub-Optimal Agglomerative Clustering-based method (SOAC) almost ties with those of the TAN and the INB in a few cases. Figure 2 shows the scatter plots comparing the average miss-classifications of the proposed attribute weighted Naive Bayes, AWNB, with those of the NB, the TAN, and the INB using two different discretization methods. In these plots, each point represents a data set, where the horizontal axis shows the percentage of miss-classifications according to the NB, the TAN and the INB, and the vertical axis is the percentage of miss-classification according to the proposed method, AWNB. Therefore, points below the diagonal line correspond to data sets where the AWNB performs better, and points above the diagonal line correspond to data sets where the other mentioned methods perform better.
According to the results explained above, the proposed attribute weighted Naive Bayes, AWNB, works well in that it improves the results of the NB classifier. Moreover, in general, it outperforms the TAN and the INB so that its accuracy in most of the data sets is higher than those of the the TAN and the INB. In a few cases, the TAN and the INB perform slightly better than the proposed method, and the results are acceptable as the two methods are also developments on the NB classifier.
The complexities of the methods are not compared in this work, since different softwares are used to implement the methods. The proposed method is coded in Matlab, while others are coded in Fortran. It is clear that the complexity of the proposed method is higher than the others due to the complexity of the optimization procedure. A global optimization is also applicable to determine the weights for the attributes. Although it may cause a better accuracy, a higher level of computational effort is required.
Conclusions
In this paper, we proposed a classifier based on attribute weighted Naive Bayes, AWNB. A novel weighting method for attribute weighted NB classifier was introduced, in which for each attribute we used more than one weight depending on the number of class labels. An objective function consisting of the attribute weights based on the structure of the NB classifier was then modeled to optimize the attribute weights. This objective function was optimized by a local optimization using the quasisecant method. The initial values in the quasisecant method were chosen as one, meaning that the NB classifier was taken as a starting point.
We carried out a number of experiments on some data sets obtained from the UCI machine learning repository and LIBSVM. The numerical results demonstrated that the proposed method has positive impact on the NB accuracy as expected. How this attribute weighting for the NB classifier performs in multiclass data sets remains an important question for future work.
