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Termit ja lyhenteet 
Ajax Asynchronous JavaScript And XML. Sisältää tekniikoita 
verkkosivujen luontiin, jotka parantavat sivustojen 
käytettävyyden sulavuutaa. 
API Ohjelmointirajapinta, jonka myötä ohjelmat voivat vaihtaa 
tietoja ja keskustella keskenään. 
Avoin lähdekoodi Eng. Open Source. Yleisesti saatavilla ja muokattavissa 
oleva ohjelman lähdekoodi. 
Backend Backend on tietotekniikan käsite, yleensä kattaa kolme 
osaa: palvelimen, sovelluksen ja tietokannan. Se osa, joka 
hakee, lukee, tallentaa ja käsittelee informaation.  
CI Configuration Items. Konfiguraation hallinnan objekti, joka 
voi olla muun muassa laite, sovellus, henkilö, dokumentti 
tai suunnitelma. 
CMDB Eng. Configuration Management Database. Konfiguraation 
hallinnan tietokanta. 
CMS Eng. Configuration Management System. 
Sisällönhallintajärjestelmä. 
cron Työkalu Linux-käyttöjärjestelmässä, jolla voidaan ajaa 
komentoja ajoitetusti. 
CSS3 Ohjelmointikieli, joka kuvaa HTML-dokumenttien tyylit. 
ERP Enterprise Resource Planning, 
toiminnanohjausjärjestelmä. 
ETL Extract-Transform-Load. 
FQDN Fully qualified domain name. Täydellinen koneen nimi. 
Sisältää kaksi osaa: koneen nimi ja toimialueen nimi 
esimerkiksi server.domain.com. 
Git Versionhallintatyökalu, jolla seurataan tiedostomuutoksia. 
HTML Hypertext Markup Language. Yleisesti käytetty kuvauskieli 
verkkosivujen tekemiseen. 
HTML5 HTML-kuvauskielen uusi versio. 
HTTP Hypertext Trasfer Protocol. Hypertekstin siirtoprotokolla, 
jota selaimet ja www-palvelimet käyttävät tiedosiirtoon. 
Hypervisor Sovellus, laitesovellus tai rauta, joka luo ja ajaa 
virtuaalikoneita. Konetta, jolla ajetaan yhtä tai useampaa 





IP Internet Protocol. IP huolehtii pakettien kuljettamisesta 
lähteestä kohteeseen. 
IPv4 Internet Protocol version 4. 
IPv6 Internet Protocol version 6. 
ITIL Information Technology Infrastructure Library. 
JavaScript Skriptikieli verkkosivujen dynaamisten toiminnallisuuksien 
lisämiseen. 
jQuery JavaScript-ohjelmointikirjasto, yksinkertaistaa JavaScript 
ohjelmointia. 
JSON JavaScript Object Notation. Formaatti, jolla tieto saadaan 
ihmisen ja tietokoneen ymmärtämään muotoon. 
MySQL Avoimen lähdekoodin tietokantasovellus. 
NCSA National Center for Supercomputing Applications. 
Ohjelmistokehys Eng. software framework. Ohjelmistotuote, joka 
muodostaa kehyksen sen päälle rakennettavalle 
ohjelmistolle. 
Ohjelmoitikirjasto Sisältää valmista koodia, jonka käyttäminen helpottaa 
ohjelmointia. 
PHP Ohjelmointikieli, eng Hypertext Preprocessor. 
PSA Professional Services Automation, asiantuntijayrityksen 
toiminnanohjaus. 
Python Ohjelmointikieli. 
Query Tietotekniikassa query-sana viittaa tiedon kyselyyn tai 
hakuun tietokannoista ja järjestelmistä. 
REST Representational State Transfer. Ohjelmallinen rajapinta, 
jolla saadaan vietyä ja tuotua tietoa esim XML- tai JSON-
muodossa. 
RESTful Järjestelmä, joka käyttää REST-arkkitehtuuria. 
RPC Remote Procedure Calls. 
SELinux Security-Enhanced Linux, Linux-ytimeen laajennus, joka 
tarjoaa lisäominaisuudet järjestelmän tietoturvaan. 
SOAP eng. Simple Object Access Protocol. XML-pohjainen 
viestintäprotokolla tiedon välitykseen koneiden välillä. 
SourceFroge Verkkosivusto, jonka kautta voidaan jakaa 
avoimenlähdekoodin projekteja. 
URI Uniform Resource Identifier, tietotekniikassa tarkoittaa 




URI-muoto on URL, joka tunnetaan yleisimmin verkko-
osoitteena. 
Web World Wide Web. 
VLAN Virtual VLAN. Virtuaalinen lähiverkko. 
VMware Sovellus, jolla voidaan luoda ja hallita virtuaalikoneita. 
VRF Virtual Routing and Forwardin. Mahdollistaa usean 
reititystaulun käytön samanaikaisesti. 
WSDL Web Service Descroption Language. 
XML Extensible Markup Language. Formaatti, jolla tieto 
saadaan ihmisen ja tietokoneen ymmärtämään muotoon. 





1.1  Toimeksiantajan esittely 
Toimeksiantajana opinnäytetyölle toimi Protacon Solutions Oy, joka on osa Protacon 
Group -konsernia. Protacon Group on suomalainen ja kansainvälistyvä, vuonna 1990 
perustettu teknologia-alan suunnittelu- ja palveluyritys, joka tuottaa prosessi-, auto-
maatio- ja ICT-ratkaisuja projektoinnin, tuotannon ja ylläpidon tarpeisiin. Palveluvali-
koima sisältää esimerkiksi testaus- ja laadunvarmistusjärjestelmiä, ohjelmistotuottei-
ta sekä teknologian avaimet käteen -ratkaisuja. (Me olemme Protacon N.d.) 
Protacon Group Oy koostuu neljästä tulosvastuullisesta osakeyhtiöstä. Nämä osake-
yhtiöt ovat nimeltään Protacon Group Oy, Protacon Analyzes Oy, Protacon Technolo-
gies Oy ja Protacon Solutions Oy. Kuviossa 1 on Protacon Groupin virallinen logo. 
Jyväskylässä päätoimipaikkaansa pitävällä suunnittelu- ja palvelukonsernilla on toi-
mipisteitä yhdellätoista paikkakunnalla Suomessa ja yksi Kiinassa. Yrityksen liikevaih-
to on noin 20 miljoonaa euroa ja henkilöstömäärä yli 250. (Protacon Group Linkedin 
N.d.) 
 
Kuvio 1. Protacon Groupin virallinen logo (Media N.d.) 
 
1.2 Työn kuvaus 
Opinnäytetyön aihe oli konfiguraation hallinnan tietokanta (CMDB). CMDB-lyhenne 
tarkoittaa termiä configuration management database. Työnantajan toimeksianto oli 




met, projektit, osaprojektit, asiakkaat ja tulevaisuudessa mahdollisesti muita, jotka 
kuuluvat jatkokehitykseen. Kyseisen järjestelmän tarkoituksena on koostaa tuotujen 
organisaation komponenteille palvelupuut. Palvelupuun avulla saadaan selville, esi-
merkiksi mihin kaikkeen palvelin vaikuttaa ja luotua tästä raportti. Tästä raportista 
voidaan helposti nähdä, mihin asiakkaisiin mahdollinen palvelukatkos vaikuttaa ja 
keiden projektipäälliköiden tulisi tietää asiasta. 
Tarkempaa määritystä sen suhteen miten tai mistä kyseisen järjestelmän tiedot tul-
taisiin kokoamaan ei määritetty. Tällä hetkellä Protaconilla on eri järjestelmiä, joissa 
näitä tietoja pidetään yllä ja käytetään. Tulevan CMDB-järjestelmän tulisi kerätä ja 
ylläpitää tietoja automaattisesti. 
Toimeksiannossa tuli esille, CMDB-järjestelmä voisi olla myös maksullinen, jos kulut 
pysyvät järkevänä ja sen ominaisuudet on perusteltu. Lähtökohtaisesti on löytää 
avoimen lähdekoodin toteutus. 
Toisena osana tehtävänantoa olisi toteuttaa konfiguraatioiden versionhallinta. Tällä 
tarkoitetaan järjestelmää, johon tuodaan alustavasti palvelimien konfiguraatiot ja 
järjestelmä pitää historiatietoja konfiguraatiomuutoksista. Palvelimilla tarkastettai-
siin konfiguraatiot päivittäin, jos on tapahtunut muutosta, viedään tieto tähän järjes-
telmää. Tämän avulla voitaisiin mahdollisessa palvelimen ongelmatilanteessa selvit-
tämään, johtuuko se konfiguraation tehdystä muutoksesta ja millainen konfiguraatio 
oli, kun se vielä toimi. 
Kolmas osa tehtävänantoa on toteuttaa, joko CMDB-järjestelmään, jos siitä löytyy 
tämä ominaisuus valmiina tai sen rinnalle IP-osoitteiden hallinta (IPAM). Tällä järjes-
telmällä olisi tarkoitus hallita ja ylläpitää IP-osoitteita. IPAM-järjestelmästä tultaisiin 







REST-lyhenne tarkoittaa termiä REperentational State Transfer. Se on arkkitehtuuri-
malli tietoverkon sovelluksille HTTP-protokollan yli ja se on suosittu verkkosovellus-
ten kehityksessä. REST:n avulla sovellukset voivat keskustella keskenään. REST esitel-
tiin ensimmäistä kertaa vuonna 2000 Roy Fielding:n toimesta, hänen väitöskirjassaan. 
(What is REST API N.d.) 
REST ei määrittele mitään sääntöjä, miten se tulisi toteuttaa alemmalla tasolla, vaan 
se ainoastaan asettaa korkean tason ohjeistukset ja jättää toteutuksen täytäntöön-
panon sen tekijälle. (What is REST API N.d.) 
Kuten millä tahansa muulla arkkitehtuurisella mallilla, REST:llä on myös sen omat 
kuusi ohjaavaa rajoitetta, jotka tulisi täyttää, jotta rajapintaa voidaan pitää oikeana 
REST -rajapintana. (What is REST API N.d.) 
Nämä kuusi ohjaavaa rajoitetta ovat seuraavat: 
1. Client-server (suom. asiakas-palvelin), asiakassovellus ja palvelin on erotettu 
toisistaan, niiden tulee olla riippumattomia toisistaan. Näin ne voivat kehittyä 
vaikuttamatta toisiinsa. Asiakassovelluksen tulee ainoastaan tietää resurssin 
(palvelimen) verkko-osoitteen (URI). (What is REST API N.d.) 
2. Stateless, jokainen pyyntö asiakassovellukselta palvelimelle tulee sisältää 
kaikki tarvittava tieto, jolla pyyntö voidaan käsitellä. Palvelin ei säilytä mitään 
tietoa aikaisemmista asiakassovelluksen http-pyynnöistä. Palvelin käsittelee 
jokaisen pyynnön uutena ilman historiatietoja. (What is REST API N.d.) 
3. Cacheable (suom. välimuistiin), välimuistin käyttö, joka ilmaistaan yksiselittei-
sesti, onko käytössä vai ei. Käyttöönotto voidaan ilmaista palvelimen tai asia-
kassovelluksen puolella. Välimuistin käyttäminen parantaa suorituskykyä 





4. Uniform interface (suom. yhtenäinen käyttöliittymä), palvelinpuolella täytyy 
päättää API-rajapinta, joka tullaan paljastamaan verkkoon asiakassovelluksil-
le. Järjestelmässä resurssilla tulisi olla vain yksi URI, jonka tulisi tarjota tavat 
hakea siihen liittyviä tietoja. (What is REST API N.d.) 
5. Layered system (suom. kerroksellinen järjestelmä), kerroksellinen järjestelmä 
mahdollistaa arkkitehtuurin muodostamisen hiearkisten tasojen kautta. Kom-
ponenttien käyttäytymistä rajoitetaan siten, että ne eivät ”näe” välittömän 
kerroksen yli, jonka kanssa ne ovat vuorovaikutuksessa. (What is REST API 
N.d.) 
6. Code on demand (optional), tämä rajoite on valinnainen. Yleensä lähetetään 
sen hetkinen tilanne tiedosta, joko XML- tai JSON-muodossa. Tarvittaessa 
voidaan palauttaa suoritettava koodi, tukemaan sovellusta, esimerkiksi jolla 
laajennetaan sovelluksen toiminnallisuutta. (What is REST API N.d.) 
 
REST:ssä tiedon erottaminen on resurssi. Kaikki tieto, joka voidaan nimetä, on resurs-
si, kuten dokumentti tai kuva, väliaikainen palvelu ja joukko muita resursseja. REST 
käyttää resurssitunnistetta tunnistamaan tietyn resurssin olevan osallisena kompo-
nenttien vuorovaikutuksessa. (What is REST API N.d.) 
REST:n olennainen osa on myös resurssin menetelmät, joita käytetään saadakseen 
haluttu toimenpide. Menetelmillä tarkoitetaan, halutaanko hakea, muuttaa, lisätä tai 
poistaa tietoa. Usein virheellisesti resurssimenetelmillä viitataan HTTP 
GET/PUT/POST/DELETE. Roy Fielding ei missään vaiheessa maininnut mitään suosi-
tusta mitä toimenpidettä tulisi käyttää missäkin tilanteessa. Jos halutaan käyttää 
HTTP POST-toimenpidettä tietojen päivittämiseen HTTP PUT-toimenpiteen sijaan, se 
on hyväksyttävää, kun sovelluksen rajapinta on RESTful. (What is REST API N.d.) 
 
2.2 Ohjelmistoagentti 
Ohjelmistoagenttia voidaan pitää itsenäisenä ongelmanratkaisijana ja päämäärätie-




maan avoimessa ja dynaamisessa ympäristössä. Ohjelmistoagentti seuraa tilannetta 
ja toimii tilanteen mukaan sille määritetyllä tavalla saavuttaakseen sen tavoitteensa. 
(Leitão, Karnouskos 2015, luku 1.2) 
Kehittyneemmän agentin ominaisuuksia on muun muassa: 
• autonomia: itsenäinen toiminta ilman ulkopuolista vaikutusta. 
• reagointikyky ja tilannetietoisuus: agentti seuraa ympäristönsä tilannetta ja 
toimii sen mukaan. 
• proaktiivisuus: agentti ei toimi vain reakoiden vaan myös ennakoiden. 
• vuorovaikutus: agentti kuuntelee ja keskustelee ulkopuolisen järjestelmän 
kanssa ja toimii sen mukaan. (Leitão, Karnouskos 2015, luku 1.2) 
 
2.3 ETL 
ETL-lyhenne tarkoittaa termiä Extract-Transform-Load (suom. kerää, siirrä ja syötä). 
ETL-termillä viitataan datan keräämiseen, datan siirtämiseen kohteeseen ja sen syöt-
tämiseen tietokantaan. ETL sisältää laajaan määrään eri vaiheita, eikä vain kolmea 
tarkasti määriteltyä vaihetta. (Overview of Extraction, Transformation, and Loading 
N.d.) 
ETL-menetelmät ja -vaiheet ovat olleet tunnettuja jo useiden vuosien ajan. Dataa 
täytyy siirtää sovellusten tai järjestelmien välillä, integroiden, jotta ainakin kaksi jär-
jestelmää sisältää samat tiedot. (Overview of Extraction, Transformation, and Loa-
ding N.d.). 
Keräysvaihe kattaa datan keräämisen lähdejärjestelmästä ja valmistelee sen myö-
hempää käsittelyä varten. Keräysvaiheen päätarkoitus on kerätä kaikki tarvittava 
data lähteestä mahdollisimman pienillä resursseilla. Keräysvaihe tulisi toteuttaa si-
ten, että se ei vaikuta negatiivisesti tuotannon suorituskykyyn. Keräysvaiheeseen on 




• päivitysilmoitus: jos lähdejärjestelmä kykenee ilmoittamaan, että muutos 
tietueessa on tapahtunut ja kuvailemaan tietueen muutoksen, se olisi hel-
poin tapa. 
• inkrementaalinen: vähittäin kasvava keräys, jotkin järjestelmät eivät voi lä-
hettää ilmoitusta kerralla, mutta voivat tunnistaa mitkä tietueet ovat muut-
tuneet ja tarjoavat kyseisille tietueille keräyksen. 
• Täysi keräys: jotkin järjestelmät eivät voi lähettää ilmoitusta muutoksista tai 
tunnistaa, mikä on muuttunut. Tällöin täysi keräys on ainoa toteutusvaihto-
ehto, jolla data kerätään järjestelmästä.  (ETL (Extract-Transform-Load) N.d.) 
 
Siirtovaihe kattaa vaiheet, joilla saadaan data siirrettyä lähteestä kohteeseen. Tähän 
vaiheeseen kuuluu datan käsittely sellaiseen muotoon, jotta sitä voidaan käyttää 
kohteessa. Siirtovaiheeseen kuuluu myös datan kerääminen useammasta lähteestä ja 
sen käsittely myöhempää käyttöä varten. (ETL (Extract-Transform-Load) N.d). 
Syöttövaihe kuvaa datan syöttämisen kohdejärjestelmään. Tämän vaiheen tulisi 
myös käyttää mahdollisimman vähän resursseja. (ETL (Extract-Transform-Load) N.d). 
CMDB-järjestelmän kanssa ETL-työkalu tulee olennaiseksi, jos sillä halutaan käyttää 




Protacon-konsernin käyttämä toiminnanohjausjärjestelmä on nimeltään Valueframe 
PSA Pro. Valueframe PSA Pro on toiminnanohjausjärjestelmä (ERP), joka tarjoaa työ-
kalut asiantuntijayrityksien päivittäiseen käyttöön. Sen tarjoama ERP-järjestelmä ko-
koaa yhteen ratkaisuun kaiken yrityksen johtamiseen tarvittavan keskeisen tiedon. 
ValueFrame auttaa näkemään reaaliaikaisesti ajasta ja paikasta riippumatta, mitä 





ValueFrame PSA Pro kokoaa yhteen organisaation taloudellisen informaation, projek-
tien- ja resurssienhallinnan, työajanseurannan sekä asiakkaisiin ja henkilöstöön liitty-
vät tiedot. Johdon raportoinnin avulla voidaan tehdä oikeita päätöksiä liiketoiminnan 
kasvattamiseksi ja kannattavuuden parantamiseksi. Liiketoiminta tehostuu yhden-
mukaisten toimintatapojen ja sähköisten toimintaprosessien ansiosta. (Toiminnanoh-
jausjärjestelmä N.d.) 
ValueFrame-järjestelmällä organisaatiossa hallitaan toiminnanohjausta, laite-, pro-
jekti-, osaprojekti- ja asiakaskantaa. 
ValueFrame-tietoihin päästään suoraan REST:n kautta käsiksi ilman erillistä ohjel-
mointia (ns. taulupohjainen REST), mutta monimutkaisemmissa tilanteissa ja erityi-
sesti jos tietoja täytyy muokata, ohjelmointityö voi olla tarpeen. Tällöin yksittäisten 
tietokantataulujen sijaan rajapinta voidaan ohjelmoida (niin sanottu luokkapohjainen 
REST) taulumääritysten sijaan. (ValueFrame lisäpalvelut REST N.d.) 
ValueFramen REST-rajapinnasta löytyy valmiita malleja molempiin edellä mainittui-
hin tilanteisiin. Kutsuvan ohjelman näkökulmasta käyttö on molemmissa tilanteissa 
samanlaista: https://url/rest/v2/{REST_resurssi}/. (ValueFrame lisäpalvelut REST 
N.d.) 
 
2.5 Apache http-palvelin 
Apache on avoimeen lähdekoodiin perustuva HTTP-palvelinohjelma, johon useimmi-
ten viitataan pelkästään Apache-nimellä. Apache on voittoa tavoittelemattoman 
Apache Software Foundation -organisaation tunnetuin tuote. Alun perin Apache 
suunniteltiin korvaamaan NCSA HTTP -palvelinohjelma ja tähän päivään mennessä se 







Python on tehokas korkea tason monikäyttöinen ohjelmointikieli, joka on Guido van 
Rossum:n luoma.  Pythonin kehitys alkoi 1980-luvun lopulla ja julkaistiin helmikuussa 
vuonna 1991. Sillä on laaja valikoima sovelluksia web-kehityksessä, kuten Django ja 
Bottle, tieteellisestä ja matemaattisesta tietojen käsittelystä (Orange, SymPy, Num-
Py) aina työpöytäympäristöjen graafisiin käyttöliittymiin (Pygame, Panda3D). (Learn 
Python Programming N.d.) 
Python-ohjelmointikielen rakenne on selkeä ja koodin pituus on suhteellisen lyhyt. 
Pythonin kanssa on mukava työskennellä, koska se antaa ohjelmoijan keskittyä on-
gelmanratkaisun selvittämiseen sen sijaan, että ohjelmoijan tarvitsisi käyttää aikaa 
koodin rakenteen tarkasteluun. (Learn Python Programming N.d.) 
 
2.7 phpIPAM 
PhpIPAM on avoimen lähdekoodin web-pohjainen IP-osoitteiden hallintasovellus 
(IPAM, IP address management). Sen tavoite on tarjota kevyt, moderni ja hyödyllinen 
IP-osoitteiden hallinta-alusta. PhpIPAM on rakennettu käyttäen PHP-
ohjelmointikieltä ja se hyödyntää MySQL-tietokantaa. Lisäksi se käyttää jQuery-
kirjastoja, Ajaxia ja HTML5/CSS3-ominaisuuksia. (phpIPAM N.d.) 
PhpIPAM-sovelluksen tärkeimpiä ominaisuuksia ovat muun muassa: 
• IPv4- ja IPv6-osoitteiden hallinta 
• aliverkkojen hallinta 
• aliverkkojen vapaiden IP-osoitteiden ilmaisu 
• käytettyjen IP-osoitteiden löytäminen 
• laitteiden saatavuuden tarkastaminen 
• REST-rajapinta 





Ansible on IT-automaatiotyökalu. Sen avulla voidaan konfiguroida järjestelmiä, asen-
taa sovelluksia ja orkestroida vaativia IT-toimenpiteitä, kuten ohjelmistokoodin tes-
taus ja sovelluspäivitysten asennus. (About Ansible 2017.) 
Ansible:n tehtävä on olla yksinkertainen ja helppokäyttöinen. Sillä on myös vahva 
painopiste tietoturvassa ja luotettavuudessa, sisältäen mahdollisimman vähän liikku-
via osia. Lisäksi Ansible mahdollistaa salatun SSH-yhteyden käytön tiedonsiirrossa ja 
sen käyttö ei edellytä ohjelmoinnin osaamista. (About Ansible 2017.) 
Ansible:lla on työkalu nimeltään playbooks. Playbooks:t ovat Ansible:n konfiguraatio, 
käyttöönotto ja orkestrointikieli. Perustasolla niitä voidaan käyttää koneiden konfigu-
raatioiden hallintaan ja käyttöönottoon. (Playbooks 2017.) 
Ansible playbooks -konfiguraatio tehdään YAML-formaatissa. YAML on merkintäkieli, 
joka on yleisesti käytetty konfiguraatioissa. YAML-formaatin konfiguraatiota on help-
po ymmärtää ja kirjoittaa. 
 
3 CMDB 
3.1 Mitä CMDB on? 
CMDB-lyhenne tarkoittaa termiä Configuration Management DataBase (suom. konfi-
guraation hallinnan tietokanta). CMDB on alun perin tullut ITIL:stä, joka tarjoaa ko-
koelman käytäntöjä IT-palveluiden hallintaan (Gordon 2015, liite H). 
Konfiguraation hallinnan tietokanta on tietokanta, joka säilyttää konfiguraation osien 
(CI) informaation, joita käytetään muutoksen, julkaisun, vikatilanteen, palvelupyyn-
nön, ongelman ja konfiguraation hallinnan prosesseissa. Konfiguraation hallinnan 
tietokanta on oleellinen osa ITIL:iin perustuvaa palvelunhallintaa. (Configuration Ma-
nagement Database N.d.) 
Konfiguraation hallinnan tietokanta säilyttää oleellisen informaation konfiguraation 




työ tekemistä. Esimerkkinä konfiguraation osa sisältää sen tyypin tai luokituksen, sen 
sisältämät attribuutit, jotka kuvaavat konfiguraation osan erityispiirteitä ja tiedot sen 
yhteyksistä muihin konfiguraation osiin. (Configuration Management Database N.d.) 
Pohjimmillaan konfiguraation hallinnan tehtäviä ovat konfiguraation osien määrittely 
ja niiden sisällyttäminen konfiguraation hallinnan tietokantaan, konfiguraation osien 
hallinta ja ylläpitäminen, konfiguraation osien tilan ylläpitäminen ja tietokannan sisäl-
tämän tiedon varmentaminen, jotta sen sisältämä tieto on luotettavaa. Tämän lisäksi 
konfiguraation hallinnan tietokannan tehtäviin kuuluu erilaisten prosessien ohjaus. 
Esimerkkinä muutoksen hallinta, jonka yhteydessä on tarve tehdä muutos konfigu-
raation osaan. tällaisessa tilanteessa voidaan tarvita ensin muutoksen määrittely, 
toisen tahon tarkastus ja hyväksyntä. 
 
3.2 Configuration Item 
Tässä yhteydessä tietojärjestelmän komponentteja kutsutaan nimellä Configuration 
Item (CI), suomennettuna konfiguraation osa. Konfiguraation osa voi olla mikä tahan-
sa IT-komponentti, mukaan lukien laitteistot, ohjelmistot, dokumentoinnit, henkilös-
tö, asiakkaat, projektit, sekä niiden yhdistelmät. (Quigley, Robertson 2015, luku 5.2.) 
Konfiguraation hallinnan prosessien tavoite on hallita ja pitää yllä konfiguraation osia 
siten, että niiden sisältämät tiedot ovat hyödyllisiä ja luotettavia. 
 
3.3 CMDB:n hyödyt 
Organisaation kasvaessa sen resurssien määrä kasvaa ja tällöin on haastavampaa 
pysyä mukana organisaatiossa käytettävistä komponenteista ja niiden liitoksista. 
Niinpä käytetyt resurssit olisi hyvä dokumentoida. 
Konfiguraation hallintaa voidaan itsessään käyttää rajapintana sille, että siihen lisä-
tään käsin tarvittavat tiedot. Siihen voidaan integroida muita järjestelmiä ja tuoda 
tarvittava tieto muista organisaation käyttämistä järjestelmistä. Vaihtoehtoisesti näi-




luoda raportteja riskianalyyseistä, voidaan varautua ongelmatilanteeseen tai ongel-
matilanteessa saadaan helposti poimittua oleellinen tieto sen ratkaisemiseen. 
Riippuen konfiguraation hallinnan järjestelmästä, se voi kuulua paljon erilaisia omi-
naisuuksia. Konfiguraation osien hallinnan lisäksi useimmissa järjestelmissä on tarjol-
la ominaisuudet tiketin hallinnalle. Tiketin hallinnan avulla saadaan palveltua asiak-
kaita ja vietyä ongelmaa eteenpäin ja ratkaistua ne. Useimmista löytyy myös muu-
toksen hallinnan työkalut. Varsinkin suurissa organisaatioissa ei voida perusteetta 
tehdä muutoksia laitteisiin. Muutokselle tarvitaan perustelut, muutos tulee määritel-
lä ja se tulee hyväksyttää valtuutetulla henkilöllä. Näin voidaan seurata muutoksia ja 
säästytään suuremmilta ongelmilta. 
 
3.4 CMDB:n haasteet 
Konfiguraation hallinnan järjestelmän käsitteen tarkoituksesta ja sisällöstä on useita 
eri näkemyksiä. Useimmiten ollaan eri mieltä, että tulisiko siitä tarpeellinen osa or-
ganisaation IT-infrastruktuuria. Tänä päivänä nousee usein esille väite, että CMDB 
olisi kuollut. Syynä tähän on useimmiten mahdollisesti huonot konfiguraation hallin-
nan toteutukset. Esimerkki huonosta toteutuksesta on sellainen, joka sisältää liikaa 
turhaa tietoja ja sitä ei saada hyödynnettyä tarpeeksi hyvin. Sen ylläpitäminen on 
haastavaa ja sen sisältämään tietoon ei voi enää luottaa. Talainen CMDB-järjestelmä 
jää usein käyttämättä. 
Alun perin CMDB käsitettiin yhtenä tietokantana, sisältäen tiedot kokoonpanon osis-
ta (CI) ja niiden suhteista toisiinsa. Toisaalta useimmat kokeneemmat alan ammatti-
laiset pitävät sitä loogisena tietokantana, joka voi koostua useammasta hajautetusta 
fyysisestä tietokannasta, useimmat pitävät sitä yhtenä fyysisenä tietokantana. Yhden 
fyysisen tietokannan malli keskisuurten ja suurten yritysten kohdalla on ongelmalli-
nen. Tällaisessa tilanteessa rajoituksena toteutukselle muodostuvat ylläpidolliset 
ongelmat sekä suuret hankinta- ja investointikustannukset. (Shirley, Norfolk 2014, 
luku 5.2.) 
Usein luotetaan liikaa palveluntarjoajien tarjoamiin työkaluihin, kuten auto-




työkalun tarkoituksena olisi löytää automaattisesti kokoonpanon osat organisaation 
verkosta, kuten esimerkiksi IT-ympäristön laitteisto. Vaikka osa auto-discovery työka-
luista voivat tarjota tehokkaat tavat koota tieto konfiguraation osista, ne eivät vält-
tämättä kerää kaikkia tarvittavia tietoja, joita tarvittaisiin hyvään konfiguraatioiden 
hallintaan ja jotta sitä kyettäisiin hyödyntämään tehokkaasti. Tämän lisäksi näillä työ-
kaluilla kerätään usein liikaa turhaa tietoa. Monet CMDB-toteutukset epäonnistuvat 
tämän vuoksi, kerätään liikaa turhaa tietoa ja konfiguraation hallinnan tietokannan 
ylläpitäminen ei toimi. Näin konfiguraation hallinnan tietokannan suunnitteluun ja 
toteuttamiseen käytetty raha ja aika on tuhlattu. (Shirley, Norfolk 2014, luku 5.2.)  
 
4 CDMB-järjestelmältä vaadittavat ominaisuudet 
4.1 Työn tarkempi läpikäynti 
Työ tavoitteena on luoda käyttöliittymä, jonka avulla sen käyttäjä pystyy helposti 
koostamaan vikatilannetta koskevan vika-analyysin (eng. impact analysis). Esimerkki-
nä tästä voisi olla asiakaslistan koostaminen palvelimen vikaantuessa niistä asiakkais-
ta, joihin vika vaikuttaa. Tämän analyysin avulla voidaan helposti ilmoittaa tarvittavil-
le tahoille palvelun poikkeustilanteesta. 
CMDB-kantaan tallennetut laitteisto- projekti ja asiakastiedot on tarkoitus noutaa 
yrityksen olemassa olevasta järjestelmästä. Tietojen haku toteutetaan REST-
rajapintaa hyödyntäen. Haetun tiedon lisääminen tehdään CMDB-järjestelmän työka-
lua käyttäen. Tiedot haetaan kerran päivässä ja päivitetään CMDB-tietokantaa auto-
maattisesti. Tämän toiminnon toteuttaminen edellyttää oman ohjelmakoodin luon-
tia. 
CMDB-tietokantaan tallennettujen osien (palvelimet, projektit, asiakkaat) välille luo-
daan palvelupuu. Tällä tarkoitetaan osien välisiä liitoksia, jotka kuvaavat osien keski-
näisiä vaikutussuhteita. Palvelupuun rakentuminen CMDB-järjestelmään tapahtuisi 
myös automaattisesti hyödyntäen yrityksen olemassa olevaa järjestelmää. Myös tä-




CMDB-järjestelmän rinnalle luodaan konfiguraatioiden versionhallinnan järjestelmä, 
jonka tulisi sisältää historiatiedot palvelimille tehdyistä konfiguraatiomuutoksista. 
Palvelimilta haetaan ensin alustavasti konfiguraatiot ja sen jälkeen niihin tehdyt muu-
tokset. Palvelimille voidaan luoda oma agentti, joka tarvittaessa lähettää muuttu-
neen konfiguraatiotiedoston. Vaihtoehtoinen toteutusmalli olisi, että palvelimet lä-
hettävät konfiguraatioiden muutostiedot tietyn ajan välein. Tämä järjestelmä integ-
roidaan CMDB-järjestelmään. 
CMDB-järjestelmän tulisi toimia mahdollisimman automaattisesti, koska sen käsin 
ylläpitäminen tulisi olemaan raskasta ja on todella todennäköistä, että sen sisältämä 
tieto ei olisi ajanmukaista ja luotettavaa. 
 
4.2 CMDB:n toiminnallisuus 
Tiedon lisäämiseen CMDB-tietokantaan on useimpia tapoja, joita ovat muun muassa 
organisaation verkon aktiivinen skannaaminen tai organisaation käyttämän järjes-
telmän REST-rajapinnan käyttäminen.  
Organisaation verkon aktiivinen skannaaminen tulisi vaatimaan oman skannausjär-
jestelmän tai mahdollisesti agent-skannaussovelluksen asentamisen asiakaslaitteille. 
REST-rajapinnalla tietoja saadaan tuotua yrityksen järjestelmästä yksinkertaisessa 
JSON-muodossa. CMDB-järjestelmä rakennetaan sopivaksi, jotta saadaan tuotua ha-
luttu tieto. 
 
4.3 CMDB:n käytettävyys 
Tarvittaville tahoille mahdollistetaan pääsy CMDB-käyttöliittymään ja näin mahdollis-
tetaan tarvittavien tietojen hakeminen. Tästä esimerkkinä voisi olla laitteen palvelu-





Kyseisen käyttöliittymän tulisi myös mahdollisesti toimia keskipisteenä tarvittaville 
toiminnoille, joista päästään muihin palveluihin, kuten laitteiden konfiguraatioiden 
tarkasteluun ja IP-osoitteiden hallintaan (IPAM). 
 
5 Tuotteet 
CMDB-järjestelmän toteutusta varten verrattiin soveltuvia tuotteita, joilla konfigu-
raation hallinta voidaan toteuttaa ja jotka täyttävät työssä asetetut tavoitteet. Tuot-
teen avulla tuodaan ja ylläpidetään tietoa tarvittavista organisaation konfiguraation 
osista ja niiden riippuvuuksista toisiinsa. Toinen vaadittava ominaisuus oli konfiguraa-
tioiden master-laitteen käyttöönotto. Tämä mahdollistaa laitteiden konfiguraatioiden 
muutoshistorian hallinnan. Työhön haettiin ensisijaisesti avoimen lähdekoodin rat-
kaisua (eng. open source), mutta otettiin myös huomioon maksulliset järjestelmät 
niissä tapauksissa, joissa kulut ovat järkevät ja perustellut. 
Maksullisia CMDB-järjestelmiä tutkittaessa tuli huomattua, että ne kattavat todella 
paljon. Maksulliset järjestelmät sisältävät kokonaisuudessaan muun muassa tiketöin-
tijärjestelmän, toiminnanohjauksen, muutoksen hallinnan, dokumentin hallinnan ja 
useita työkaluja, esimerkiksi verkon laitteiden tietojen automaattiseen hakemiseen ja 
keräämiseen. Tästä taas seuraa se, että järjestelmän kokonaisuuden hinta nousee 
liian korkeaksi tähän tarkoitukseen. Tämän vuoksi maksullisia järjestelmiä tutkiessa 
otettiin huomioon, ovatko ne modulaarisia, saisiko laiteinventaarion palvelupuu 
ominaisuudella omana osanaan. 
Konfiguraatioiden hallinta on laaja käsite, maksullisiin konfiguraation hallinnan tieto-
kannan järjestelmiin on koottu todella paljon ominaisuuksia, joiden ratkaisut korvai-
sisivat kokoonpanollaan tällä hetkellä Protaconin käyttämän järjestelmän ja tähän ei 
ole tällä hetkellä tarvetta. Myöskään maksullisia toteutuksia tutkiessa ei tullut eteen, 
että niiden ominaisuuksien pilkkominen olisi mahdollista ja että niiden osalta voitai-







CMDBuild-projekti alkoi vuonna 2005. Kuviossa 2 on esiteltynä CMDBuild virallinen 
logo. Projektin tarkoituksena oli toteuttaa konfiguraation hallinnan tietokantajärjes-
telmä (CMDB) noudattaen ITIL-ohjeistuksia ja pidemmällä tähtäimellä saada aikaisek-
si täydellinen ja yhtenäinen ympäristö objektien hallinnan sovelluksien konfiguroin-
tiin. (The CMDBuild Project N.d.) 
 
Kuvio 2. CMDBuild logo (CMDBuild press kit N.d.) 
 
CMDBuild on avoimen lähdekoodin web-sovellusratkaisu, joka on suunniteltu ja kehi-
tetty Tecnotecan puolesta IT-ympäristön johtamisen hallintaan (CMDBuild ready2use 
N.d.). CMDBuild tuotteella on latauksia yli 30000 vuodessa, se on käännetty 19 kielel-
le ja sitä kehittää yli 30 täyspäiväistä työntekijää. CMDBuild on toteutettu Java-
ohjelmointi kielellä ja muita sen käyttämiä teknologioita ovat PostgreSQL, web, Ajax 
ja SOA. (CMDB press kit.) Sen kehitys on pysynyt tähän päivään mennessä aktiivisena 
ja uusin versio 2.4.2 julkaistiin 18 elokuuta 2016. 
CMDBuild:sta on myös saatavilla ”maksullinen” versio, joka kattaa tuen Technotecan 
puolesta oman ympäristön perustamiseen. Lisäksi sisältää advanced connector -
lisämoduulin, joka perustuu konfiguroitavaan ohjelmistokehykseen Groovy-
skriptauskielellä, jolla voidaan kommunikoida etäjärjestelmien kanssa. 
CMDBuild tarjoaa sen mitä ITIL kutsuu CMS:ksi (Configuration Management System). 
Kokonaisuudessa paketti koostuu seuraavista osista: 
• CMDB (data ja palvelupuut) 







•  monipuolisten rajapintojen hallinta 
• autentikaatio 
• profilointi järjestelmät 
• automaattiset hallinta mekanismit 
• yhteistoimivuuden mekaniikat 
•  dokumentaatiot (CMDB press kit.) 
 
CMDBuild tukee SOAP- ja REST-protokollia, joiden avulla voidaan muun muassa lisätä 
ja muokata tietokannan sisältöä ja lisäksi toteuttaa liitoksia esimerkiksi puhelinsovel-
lusten kanssa. 
CMDBuild-sovelluksen vaatimuksia ovat: 
• asennus Linux järjestelmälle (suositeltu) tai Windows palvelimelle 
• PostgreSQL tietokanta 9.0 tai uudempi (9.3 suositeltu) 
• PostGIS 2.0 (vaihtoehtoinen) 
• JDK 1.6 tai uudempi 
• Apache Tomcat 6.0 tai uudempi (8.0 suositeltu) 
• Alfresco 3.4 liitännäisten hallintaan (vaihtoehtoinen) 
• Liferay Portal 6.0 (vaihtoehtoinen, itsepalvelu portaaliin) 
• OCS Inventory (vaihtoehtoinen, laitekannan keruuseen). (CMDBuild Tecnical 
Manual 2016.) 
Laitteiston puolen vaatimuksia ovat:  




• vähintään 4 GB keskusmuistia (6 GB tai 8 GB suositus) 
• vähintään 100 GB tallennustilaa (CMDBuild Tecnical Manual 2016.) 
 
Kuviossa 3 on esimerkki CMDBuild-järjestelmän käyttöliittymästä. Esimerkkikuvassa 
vasemmalla näkyy navigointikenttä, jossa kansioon lajiteltuna löytyvät konfiguraation 
osat, kuten palvelimet, tulostimet ja sijainnit. Jokainen yksittäinen osa sisältää sille 
olennaiset tiedot. Osille voi määrittää liitoksia muihin konfiguraation hallinnan järjes-
telmän tietokannassa oleviin konfiguraation osiin. Lisäksi konfiguraation osiin voi 
liittää dokumentteja. 
 
Kuvio 3. CMDBuild-käyttöliittymän demoversio. (CMDBuild demo: assets list N.d.) 
 
5.2 ITop 
ITop on Combodo nimisen yrityksen luoma avoimen lähdekoodin ITSM ratkaisu. 
Combodo perustettiin vuonna 2010 ja se tarjoaa ITSM-palveluita. Tällä hetkellä tarjo-
aa kolmea eri tuotetta: iTop, TeemIP ja ITSM designer. Tällä Combodo yrityksellä 
työskentelee yhdeksän täyspäiväistä henkilöä. Kuviossa 4  on esiteltynä virallinen 





Kuvio 4. Combodo yrityksen logo (Who we are N.d.) 
 
ITop tulee sanoista IT Operational Portal, joka on avoimen lähdekoodin sovellus IT-
ympäristön hallintaa. ITop-ominaisuuksia ovat muun muassa IT-ympäristön doku-
mentointi ja sen osien keskinäiset liitokset (palvelimet, sovellukset, verkkolaitteet, 
virtuaalikoneet, henkilöt, sijainnit jne.), ongelmien hallinta, käyttäjäpyyntöjen hallin-
ta ja huoltoikkunoiden hallinta. (What is iTop 2016) 
Muita sen ominaisuuksia ovat muun muassa tikettien hallinta, help desk, ongelman 
hallinta, muutoksen hallinta, palvelu katalogi ja automaattinen vaikutusanalyysin 
luominen konfiguraation kokoonpanon osien kanssa. Lisäksi tuote tukee datainteg-
raatioita ulkopuolisten lähteiden kanssa (sovellukset, tiedostot, tietokannat). Infor-
maatiota voidaan lisätä, muokata ja poistaa määritettyjen asetusten mukaan. Dataa 
voidaan käsitellä ETL-tuotteella (Talend, Pentaho jne.) tai skriptillä. Itop-
ominaisuuksista löytyy myös datan käsittely REST/JSON API -rajapinnan kautta. 
(What is iTop 2016) 
ITSM designer -työkalulla, joka tulee maksullisen palvelun mukana, voidaan muokata 
iTop:n toimintaa. Graafisella käyttöliittymällä voidaan lisätä uusia konfiguraation ko-
koonpanon osia. 
ITop on kirjoitettu PHP-ohjelmointikielellä. Palvelinalustan minimivaatimukset on 
esitetty taulukossa 1. ITop-järjestelmän minimaalliset konfiguraation vaatimukset 
ovat: 
• selain: IE 9+, Firefox 3+, Safari 5+, Chrome 
• käyttöjärjestelmä: Windows, Linux (Debian, Red Hat, FreeBSD), Solaris 
• web-palvelinsovellus: Microsoft:n IIS, Apache tai nginx ja web-
palvelinsovellus on konfiguroitu käyttämään PHP-tiedostoja, minimi PHP ver-




• Tietokantapalvelin: MySQL versio 5.0 tai uudempi. (What is iTop 2016) 
 
Taulukko 1. ITop-palvelin laitteiston vaatimukset (Installing iTop 2016) 
Käyttöjärjestelmä Resurssi Minimi Suositus 
Linux Levy 5 GB 20 GB 
 Muisti 1 GB  2 GB 
 Prosessori 1 GHz (1 ydin) 2 GHz (2 ydin) 
Windows Levy 5 GB 20 GB 
 Muisti 1 GB 2 GB 
 Prosessori 1 GHz (1 ydin) 2 GHz (2 ydin) 
 
ITop-järjestelmässä osia joihin tallennetaan konfiguraation osia, kuten esimerkiksi 
palvelin, dokumentti tai projekti, kutsutaan luokiksi (class). ITop-järjestelmässä ole-
massa olevien luokkien ja uusien luominen tehdään luomalla XML-tiedosto, jossa 
määritellään luokkien muutokset tai uuden luokan määritykset. Kun XML-tiedostoon 
on määritetty, miten luokan tulisi rakentua, XML kootaan PHP-luokaksi sovelluksen 
asennuksessa. Aikaisemmin mainitulla maksullisella ITSM designer -työkalulla tämä 
voidaan tehdä graafisesti, mutta tämä onnistuu myös käsin muokkaamalla tekstiedi-
torilla XML-tiedostoa. 
 
5.3 Tuotteen valinta 
Tuotteiden vertailun pohjalta päädyttiin valitsemaan konfiguraation hallinnan tuot-
teeksi iTop. Tässä tapauksessa tuli todettua, että konfiguraatioiden osien synkronoin-
ti konfiguraation hallintaan on yksinkertaisempi iTop-järjestelmän avulla. ITop-
käyttöliittymä näyttää paremmalta ja selkeämmältä. Tämän lisäksi testauksen pohjal-
ta iTop on yksinkertaisempi ja kevyempi käyttää kuin CMDBuild-järjestelmä. Lisäksi 





6 Työn toteutus 
6.1 Konfiguraation osien tuonti konfiguraation hallinnan tietokantaan 
Konfiguraation osien tuonnin kanssa piti ottaa huomioon tuotteen itsenäinen toimin-
ta. Riippuvuuksia toisiin osiin täytyy muodostaa muun muassa laitteiden, projektien, 
osaprojektien ja asiakkaiden kesken. Laitteiden tuonnin kanssa mahdollisia tapoja on 
useampia ja yksi potentiaalinen vaihtoehto oli verkon skannaaminen ja Protaconin 
käyttämän järjestelmän REST-rajapinnan hyödyntäminen. 
Tässä työssä päädyttiin Protaconin käyttämän ValueFrame-järjestelmän REST-
rajapinnan hyödyntämiseen, koska se on helppo toteuttaa ja sitä käyttämällä saa-
daan myös muodostettua riippuvuussuhteet esimerkiksi laitteiden ja projektien kes-
ken. Tämän lisäksi kyseinen järjestelmä on tällä hetkellä se järjestelmä, jossa näiden 
konfiguraatioiden osien tietoja säilytetään ja pidetään yllä. 
Protaconin käyttämässä ValueFrame-järjestelmässä on REST-ominaisuus, mutta tä-
hän tarkoitukseen tarvittaville konfiguraation osille ei ollut ennestään ominaisuutta. 
Järjestelmään täytyi lisätä ominaisuudet, jotta saataisiin haettua REST-rajapintaa 
käyttäen laitteet, projektit, osaprojektit ja asiakkaat. 
 
6.1.1 REST-rajapinnan hyödyntäminen 
Protaconin järjestelmää käyttäen määritettiin mitä tietoja halutaan tuoda konfigu-
raatioiden hallinnan tietokantaan. Laitteista halutaan tuoda seuraavat tiedot: laittei-
siin liittyvät osaprojektit, projektien tiedot ja asiakkaat. Näistä konfiguraatioiden 
osien tiedoista selvitettiin mitä on mahdollista tuoda ja mitä halutaan tuoda. Tuota-
via tietoja ovat esimerkiksi nimi, käyttötarkoitus, tekniset tiedot, vastuulliset henki-
löt, riippuvaiset osaprojektit jne. 
Tätä varten määritettiin jokaisesta laitteesta omat listat mitä tietoja halutaan. Prota-




henkilöstöä, joiden kanssa suunniteltiin mitä tarvitaan. Tämän pohjalta ValueFrame-
tiimin henkilö määritteli ValueFrame järjestelmään tarvittaville resursseille taulupoh-
jaiset REST-rajapinnat. Tämän jälkeen REST-rajapintaa käyttäen saadaan haettua 
ajantasaiset tiedot yksinkertaisessa JSON-muodossa. 
 
6.2 Konfiguraation hallinnan järjestelmä 
Järjestelmä, jolla konfiguraation hallinnan tietokannan järjestelmä tehtiin, oli iTop. 
ITop-järjestelmään tuodaan konfiguraation osien tiedot ja niitä pidetään yllä hyödyn-
täen Protaconin järjestelmän REST-rajapintaa. 
Jotta tarvittavat tiedot saadaan synkronoitua Protaconin ValueFrame ja iTop järjes-
telmien välillä, tulee käyttää ETL-toteutusta (Extract-Transform-Load). Tähän tarkoi-
tukseen ei ole valmista ratkaisua. Ensin haetaan data Protaconin REST-rajapinnasta, 
sitten data täytyy muokata sellaiseksi, että se voidaan syöttää iTop-järjestelmään. 
Tässä tapauksessa päädyttiin tekemään oma python ohjelmointikielellä kirjoitettu 
skripti. Python-skripti ajetaan määritetyin ajoin ja saadaan tuotua tieto Protaconin 
ValueFrame-järjestelmästä iTop-järjestelmään ja pidettyä sen sisältämä tieto ajan 
tasalla. 
Protacon ValueFrame järjestelmässä kullakin laitteella, osaprojektilla, projektilla, asi-
akkaalla on oma id-tietue. Tätä tietuetta tullaan käyttämään ITop-konfiguraation hal-
linnan järjestelmässä liitoksien muodostamisessa konfiguraation osien väleillä. Esi-
merkkinä tästä on, palvelimeen liittyy jokin osaprojekti, osaprojektiin projekti ja pro-
jektin asiakas.  
ITop-järjestelmässä konfiguraation osia kutsutaan luokiksi (class), joihin mm. palve-
linten tietoja tuodaan ja käytetään. Alustavasti palvelimien osalta ne eivät tukeneet 
ValueFrame:sta tuotavaa tietoa tai miten konfiguraation osien väleille tulisi muodos-
taa liitokset. Tämän lisäksi iTop-luokista ei löydy luokkia projekteille, osaprojekteille 
ja asiakkaille. Tätä varten täytyi muokata iTop-järjestelmää, muokata olemassa olevia 
luokkia ja luoda uusia. ITop-luokkien muokkaaminen ja luominen tehdään luomalla 




Kuviossa 5 esitetty iTop kansio ja tiedosto rakenne.  
• conf, sisältää konfiguraatiotiedostot. 
• data, sisältää sovelluksen luoman tiedon. 
• datamodel, sisältää meta data model määritykset, eli miten iTop-järjestelmän 
luokat tulee muodostua ja rakentua. 
• env-xxx, nämä kansiot sisältävät muodostetun ympäristön rakenteen, jotka 
muodostetaan aina, kun sovellus asennetaan. 
• extensions, tämä kansio on se sijainti, johon tullaan lisäämään kaikki moduu-
lit, joilla muokataan iTop-järjestelmän toimivuutta, esimerkiksi tänne lisätään 
laajennukset, luokkien muokkaukset ja lisäykset. 
• log, sisältää sovelluksen lokitiedostot, kuten setup.log ja error.log 
 
Kuvio 5. ITop-järjestelmän kansio- ja tiedostorakenne (iTop Customization 2016) 
 
Omien kustomoitujen laajennusmoduulien luominen onnistuu ajamalla aluksi iTop-




asennuksessa, versionumero, kategoria ja tarvittavat riippuvuudet olemassa oleviin 
luokkiin, jos on tarve lainata niistä ominaisuuksia (katso kuvio 6). 
 
Kuvio 6. iTop-moduulin luominen ohjatulla toiminnolla (iTop Customization 2016) 
 
Ohjattu toiminto luo uuden alustavan moduulin, kansion, joka on nimetty moduulin 






Tässä esimerkissä tiedostoon datamodel.sample-add-class.xml tehdään määritykset, 
miten luokka rakentuu, millä nimellä luodaan tietokantaan, mitä miten sitä käyte-
tään, mitä kenttiä sisältää esim. nimi, selite, vastuuhenkilö ja miten muodostetaan 
riippuvuuksia toisiin konfiguraation osiin. Jotta saadaan uusi luokka näytettyä oikein 
käyttöliittymässä tiedostoon en.dict.sample-add-class.php tehdään määritykset millä 
nimellä mikäkin kenttä näytetään käyttöliittymässä. 
ITop-järjestelmän luokkia joita muokattiin, olivat palvelimet (Server), isäntälaitteet 
(Hypervisor) ja vieraslaitteet (Virtual Machine). Uudet luokat jotka luotiin olivat pro-
jekti (Project), osaprojekti (Subproject), asiakas (Customer). Jokaiselle muokattavalle 
ja luotavalle luokalle luotiin uusi moduuli ja muokattiin niiden tiedostoja halutulla 





6.2.1 iTop-konfiguraation hallinnan asennus 
ITop-järjestelmä asennettiin Protaconin VMware-virtuaaliympäristöön. Koneelle 
määritettiin laiteresursseiksi: prosessori kahdella ytimellä, 2 GB RAM-muistia ja alus-
tavasti 20 GB tallennustilaa, jota voidaan tarvittaessa lisätä helposti. ITop asennettiin 
linux Centos 7 -käyttöjärjestelmälle. 
Palvelimelle, jolle asennettiin iTop, tehtiin alustavat Protaconin Linux-järjestelmän 
perusasennukset sisältäen muun muassa LDAP-palvelun konfiguroinnin, valvontaan 
liittämisen jne. 
Palvelimelle asennetiin Apache web-palvelin, jolla saadaan tarjottua iTop:n palvelut. 
ITop on kirjoitettu PHP-koodilla ja tätä varten asennettiin PHP ja sen moduulit iTop 
ajamiseen. Tietokantapalvelimeksi asennettiin MariaDB, jossa iTop:n käyttämät tie-
dot säilytetään. 
Koska palvelin asennettiin Centos 7 Linux-käyttöjärjestelmälle, käytössä on SELinux ja 
se haluttiin pitää käytössä. ITop-järjestelmän asennuksen kaikki vaiheet löytyvät liit-
teestä 6. 
 
6.2.2 ITop-kustomisoidut moduulit 
Kartoituksessa, jossa käytiin läpi mistä ja mitä tietoja halutaan tuoda ja sisällyttää 
konfiguraation hallinnan järjestelmässä, tuli esiin, että iTop-järjestelmää on tarve 
muokata. Tätä varten muokattiin iTop:ssa valmiina olevia luokkia (CI), kuten palveli-
met, Hypervisor ja virtuaalipalvelimet. Niille oli tarve lisätä kentät tarvituille tiedoille 
ja muokata asetusta, jolla riippuvuudet rakentuvat muiden konfiguraation osien kes-
ken. ITop-järjestelmään täytyi lisätä uutta kolme uutta luokkaa, koska vastaavia ei 
ennestään löytynyt. Nämä luokat olivat projektit, osaprojektit ja asiakkaat. Näille 





Palvelimien, virtualisoinnin isäntä- ja vieraslaitteiden välisiä liitoksia täytyi muokata. 
Esimerkkinä iTop-järjestelmässä ei ollut mahdollista määrittää palvelinta varmuusko-
piointi palvelimeksi ja että tämä palvelin vaikuttaisi palvelimiin joita se varmentaa. 
Lisäksi riippuvuuksia määritettiin siten, että palvelin tai virtuaalikone voi olla var-
muuskopiointipalvelin ja siten voivat vaikuttaa palvelimiin tai virtuaalikoneisiin. Pal-
velimiin ja virtuaalikoneisiin voi liittyä osaprojekti ja se on silloin riippuvainen niistä. 
Muita liitoksia konfiguraation osien välillä ovat muun muassa: 
• osaprojekti vaikuttaa projektiin 
• projekti vaikuttaa asiakkaaseen 
• projektit ja osaprojektit vaikuttavat projektipäällikköihin 
• asiakkaat vaikuttavat asiakasvastaaviin 
Otetaan esimerkki lisätystä osaprojektin moduulin 2 tiedostoista datamo-
del.add_subproject_class ja en.dict.add_subproject_class, jotka konfiguroitiin ja nii-
den sisältö on esitetty liitteissä 7 ja 0.  Seuraavana on poimittu datamodel-
tiedostosta alkuosa, josta voidaan nähdä, että luokan nimi on Subproject ja se määri-
tellään uutena. Tässä on tärkeää huomata _delta=”define” -määritys. Muokatessa 
olemassa olevaa luokkaa määritetäisiin _delta=”redefine”. Toinen kohta on <pa-
rent>FunctionalCI</parent>, jolla voidaan määrittää riippuvuussuhteet niiden osien 
kesken kaikkien parent-tunnisteiden kesken, joiden sisään on määritetty Functional-
CI. 
<?xml version="1.0" encoding="UTF-8"?> 
<itop_design xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" versi-
on="1.0"> 
  <classes> 
    <class id="Subproject" _delta="define"> 




    </class> 






Osiossa <reconciliation>… </reconciliation> määritellään millä tiedoilla kyseiselle 
luokalle(CI) voidaan muodostaa riippuvuuksia. Osiossa <fields>…</fields> määritel-
lään kaikki kentät, joita luokka tulee sisältämään. Niille määritellään muun muassa 
tiedon tyyppi, nimi tietokannassa, onko tieto pakollinen jne. Osiossa <de-
tails>…</details> määritellään näytettävät kentät iTop:n käyttöliittymässä, jotta niitä 
voidaan käyttää. Osiossa <search>…</search> määritetään millä tiedoilla voidaan 
kyseisestä luokasta hakea tietoja. Osiossa <list>…</list>, määritetään näytettävät 
tietueet, kun listataan esimerkiksi palvelimet. Osiossa <relations>…</relations> mää-
ritetään vaikutus toisiin luokkiin, esimerkiksi palvelimessa on tietuekenttä, joka ha-
kee osaprojektit ja siihen on valittu yksi osaprojekteista, niin palvelin vaikuttaa siihen. 
Tiedostossa en.dict.add_subproject_class (katso liite 0) määritellään, miten saadaan 
kaikki esitellyt kentät ihmisystävällisessä muodossa. 
6.3 IPAM 
Konfiguraation hallinnalle oli tarkoitus saada IP-osoitteiden hallinta. Joko konfiguraa-
tion hallinnasta itsessään oleva tai sen rinnalle rakennettava. Tässä päädyttiin raken-
tamaan konfiguraation hallinnan rinnalle IPAM ja sovellukseksi valittiin tuote nimel-
tään phpIPAM. 
Palvelinten IP-osoitteiden CMDB-järjestelmään palvelimille vientiä varten, phpIPAM 
IP-osoitteilla täytyy olla tieto, joka ilmaisee millä palvelimella se on. PhpIPAM:ssa on 
mahdollista lisätä muun muassa IP-osoitteille omia kenttiä ja tässä tapauksessa tarvi-
taan normaali tekstikenttä. Alustavasti Protaconin järjestelmästä tuotiin kaikkien 
palvelinten IP-osoite tiedot siten, että phpIPAM:iin saatiin jokaiselle tarvitulle IP-
osoitteelle myös palvelimen nimi, jolla se on käytössä. 
 
6.3.1 phpIPAM:n asennus 
PhpIPAM asennettiin samalle palvelimelle kuin iTop, asennuksen vaiheet löytyvät 
liitteestä 8. PhpIPAM on nimensä mukaan kirjoitettu PHP-ohjelmointikielelle. PhpI-




nettiin iTop:n asennuksen yhteydessä. PHP:n toimintaa varten tuli asentaa muutama 
moduuli, joita tarvitaan phpIPAM:n kanssa 
 
6.4 Järjestelmien synkronointi 
6.4.1 iTop ja ValueFrame 
Tieto tullaan synkronoimaan ValueFrame-järjestelmästä iTop-järjestelmään itse teh-
dyllä Python-skriptillä (katso liitteet 1, 2 ja 0). Skripti ajastetaan ajettavaksi säännölli-
sin väliajoin cron-työkalulla ja näin saadaan tuotua halutut tiedot Protaconin Va-
lueFrame-järjestelmästä. Kun tietoa tuodaan ValueFrame:sta, tieto lisätään iTop:n 
työkalulla jokaiselle synkronoitavalle konfiguraation osalle niiden erillisiin synkro-
nointitauluihin. Tämän jälkeen kyseinen työkalu vertaa, jokaisen konfiguraation osan 
kohdalla synkronointitaulua sen varsinaiseen tietokantatauluun. Tässä prosessissa 
käydään läpi, että lisätäänkö, muokataanko vai poistetaanko tietoa. 
 
6.4.2 iTop ja phpIPAM 
Python-ohjelmointikielellä phpIPAM- ja iTop-palveluiden väliset synkronoinnin skrip-
tit (katso liitteet 1, 4 ja 5) ajetaan cron:lla säännöllisin ajoin ValueFrame- ja iTop-
palveluiden synkronoinnin jälkeen. Jos IP-osoitteilla on nimitieto mille palvelimelle se 
kuuluu, voidaan PhpIPAM:sta viedä iTop:iin palvelinten IP-osoitteet. Tämän lisäksi 
PhpIPAM:ssa viedään kaikki VLAN:t iTop:iin. Jos phpIPAM:ssa IP-osoitteen aliverkko 
on liitetty johonkin VLAN:iin, tällä tiedolla iTop:ssa näille IP-osoitteille lisätään tieto, 
mihin VLAN:iin ne kuuluvat. 
 
6.4.3 iTop ja vSphere 
ITop:lla löytyi valmiina työkalu vSphere Data Collector, jolla saadaan kerättyä tietoja 
vSphere-palvelimesta. Tämä tarkoittaa sitä, että saadaan tuotua isäntälaitteet ja niillä 




palvelimen valmistaja ja laitteen merkki, prosessoriydinten lukumäärä, muistin mää-
rä, käyttöjärjestelmä ja tila. Virtuaalikoneilta voidaan kerätä selite, hallinta IP-osoite, 
prosessoriydinten luku, muistin määrä ja tieto missä isäntälaitteessa se on. Tällä työ-
kalulla saadaan myös tuotua tieto, jos virtuaali host:t ovat klusterissa. Tässä tapauk-
sessa rajattiin, että tämä työkalu vain päivittää iTop:ssa olevien palvelimien tietoja, 
eikä lisää uusia. 
 
6.5 Konfiguraatioiden versionhallinta repositorio 
Konfiguraatioiden versionhallinnan repositoriolla tarkoitetaan varastoa, johon tuo-
daan alustavasti palvelimista konfiguraatiot. Tämän jälkeen esimerkkinä kerran päi-
vässä tehdään palvelimilla konfiguraatioille tarkistus, onko tapahtunut muutosta. Jos 
palvelimella on konfiguraatioissa tapahtunut muutos, tästä muutoksesta viedään 
tieto tähän varastoon. Tällä järjestelmällä on käyttöliittymä, josta voi selata, mitä 
konfiguraatioita palvelimilta löytyy ja mitä muutoksia on tapahtunut ja milloin. 
Konfiguraation versionhallinnan repositorio tehtiin Gogs-nimisellä avoimen lähde-
koodin tuotteella. Gogs on Git-repositorio, jolla voi hallita Git-repositorioita selaimel-
la.   
Tärkeä osa konfiguraatioiden repositoriossa on tietoturva. Jokainen palvelin lähettää 
tiedot omista konfiguraatioista tähän repositorioon SSH-yhteydellä. Jokaisella palve-
limella saa olla oikeus vain ajaa määritettyjä git komentoja repositorio palvelimelle ja 
jokaisella palvelimella saa olla pääsy vain omiin konfiguraatioihin. Tämä saadaan ai-
kaiseksi käyttämällä SSH-avainpareja. Jokaisella palvelimella luodaan uniikit SSH-
avainparit, Gogs-palvelimella luodaan repositorio palvelimen konfiguraatioille, luo-
daan käyttäjä, jolla käyttöoikeus tähän repositorioon ja käyttäjälle lisätään luodun 
SSH-avainparin julkinen avain. Tällä saadaan aikaiseksi, että palvelimilla on oikeus 
käyttää vain Git-komentoja repositoriopalvelimelle ja käyttöoikeus vain omaan repo-
sitorioon. 
Kun koneille on varattu repositorio, tarvitaan toimenpiteet, joilla koneilla tehdyt 




dekoodin työkalua. Etckeeper käyttää muun muassa Git-työkalua ja sillä voi automa-
tisoida muutosten viennin repositorioon. 
 
6.5.1 Konfiguraatioiden versionhallinnan repositorion asennus 
Gogs asennettiin samalle palvelimelle, jossa sijaitsee CMDB- ja phpIPAM-
järjestelmät. Gogs-reposioriolle luotiin omat sivut ja Apache:lle luotiin virtualhost-
konfiguraatio, jolla ohjataan sivusto Gogs-koodeihin. 
Gogs-repositorioon tullaan tekemään palvelimille käyttäjä ja repositorio Ansible 
playbooks -työkalun kanssa. Tätä varten tehtiin playbooks-konfiguraatio. Tällä konfi-
guraatiolla määritetään koneilla ajettavaksi komentoja, joilla luodaan Gogs-
repositoriota varten SSH-avainpari, Gogs API -rajapintaa käyttäen luodaan repositori-
oon koneen nimellä käyttäjä ja yksityinen repositorio. Käyttäjälle lisätään Gogs:iin 
luodun SSH-avainparin julkinen avain ja käyttäjälle määritetään oikeudet sille tarkoi-
tettuun repositorioon. Luodaan SSH-konfiguraatio, kun kone yrittää ottaa SSH-
yhteyttä repositorion verkko-osoitteeseen, se käyttää tähän tarkoitukseen luotua 
SSH-avainta. Saatiin muodostettua jokaiselle koneelle repositorioon oma repositorio, 
johon sillä on vain oikeus. 
Ansible playbooks:lla tehtiin myös konfiguraatio, jolla koneilla suoritetaan komennot, 
joilla koneille asennetaan ja konfiguroidaan etckeeper. Etckeeper konfiguroidaan 
seuraamaan koko /etc-polun sisältöä. Alustavasti jokainen kone lähettää koko /etc-
polun sisällön. Tämän jälkeen koneilla tehdään joka päivä tarkistus muutoksista ja 




Tähän mennessä iTop-konfiguraation hallinnan järjestelmää on konfiguroitu ja muo-




Lisäksi on määritetty iTop-järjestelmään uudet luokat halutuille konfiguraation osille, 
eli projektit, osaprojektit ja asiakkaat. Kuviossa 7 on näkymä iTop-käyttöliittymästä, 
johon on kerätty olennaisimpia konfiguraation osia, joihin muun muassa tullaan 
synkronoimaan tietoa muista järjestelmistä (kuviosta on sotkettu lukumäärät ja ni-
met). 
 
Kuvio 7. iTop-käyttöliittymän näkymä 
 
Kuviossa 8 on esimerkki vaikutusanalyysin (eng. impact analysis) graafisesta kuvasta 
(kuvion konfiguraation osien nimet ovat keksittyjä). Kyseisessä kuvassa on analyysi 
hypervisor-komponentista ja mihin kaikkiin muihin konfiguraation osiin se vaikuttaa. 
Kuvassa vasemmalta alkaen on hypervisor, sillä olevat virtuaalikoneet, virtuaalikonei-
siin liittyvät osaprojektit, osaprojekteihin liittyvät projektit sekä projekteihin ja asiak-
kaihin liittyvät henkilöt. Analyysissä on mahdollista valita mitä konfiguraation osia 
halutaan nähdä. Esimerkkinä voitaisiin valita näytettäväksi ainoastaan virtuaalikoneet 
ja asiakkaat. Vaikutusanalyysistä on mahdollista tulostaa kuva PDF-muodossa. Impact 





Kuvio 8. Hypervisor-komponentin vaikutusanalyysi graafisena esityksenä 
 
Kuviossa 9 on esitys samasta vaikutusanalyysista listamuodossa (katso kuvio 8). Lis-
tassa kaikki vaikutusanalyysin konfiguraation osat on jaoteltu. Listan saa tulostettua 
esimerkiksi PDF-muodossa. Tulostettaessa konfiguraation osia, on mahdollista, tulos-
taa kaikki niiden sisältämät tiedot ja myös valita vai haluamat. 
 




7.2 CMDB:n ja ValueFramen synkronointi  
Synkronointi-skripti toi ensimmäisellä ajolla alustavasti tiedot ValueFrame-
järjestelmästä ja loi konfiguraation osat iTop-järjestelmään. Tämän jälkeen joka kerta 
kun cron-työkalulla ajetaan synkronointiskripti, se ajaa synkronointiskriptin, se vertaa 
uutta tietoa iTop:ssa olevaan ja tuodun tiedon perusteella lisää uusia konfiguraation 
osia tai poistaa niitä ja muokkaa olemassa olevien konfiguraation osien sisältämiä 
tietoja. 
 
7.3 CMDB:n ja VMwaren synkronointi  
ITop:n valmiilla työkalulla saatiin tuotua tiedot isäntälaitteille ja virtuaalikoneille. 
Virtuaalikoneille saatiin myös tuotua ajantasainen tieto siitä, millä isäntälaitteella se 
sijaitsee. Lisäksi vSphere:stä saatiin tuotua klusteritiedot ja näiden tietojen avulla 
iTop:iin luotua klusterit ja liitettyä niihin kuuluvat isäntälaitteet. 
 
7.4 CMDB:n ja phpIPAM:n synkronointi 
Synkronointiskripti toi ensimmäisellä ajolla alustavasti IP-osoitteet palvelimille ja 
kaikki VLAN-tiedot phpIPAM:sta. Tämän jälkeen joka kerta kun cron-työkalulla aje-
taan synkronointiskripti, se vertaa uutta tietoa iTop:ssa olevaan ja tuodun tiedon 
perusteella lisää uusia verkkorajapintoja iTop:ssa oleville palvelimille tai poistaa niitä 
ja tarvittaessa muokkaa niiden tietoja. Lisäksi liitettyä IP-osoitteisiin VLAN, jos sen 
aliverkko oli phpIPAM:ssa määritetty johonkin VLAN:iin. 
 
7.5 PhpIPAM 
PhpIPAM:iin tuotiin alustavasti kaikkien aliverkkojen tiedot, jotka löytyivät Protaco-
nin järjestelmästä. Lisäksi tuotiin kaikki VLAN-tiedot olemassa olevasta dokumentista 




vasti kaikkien palvelimien IP-osoitetiedot. Jokaisessa IP-osoitteessa on rajapinnan 
nimi ja palvelimen nimi, jolle se on määritetty. 
 
7.6 Konfiguraatioiden versionhallinnan -repositorio 
Ansible playbooks -työkalulla saatiin luotua koneille Gogs-repositorioon omat 
repositoriot ja koneiden käyttöoikeudet rajoitettua niiden omiin. Koneet lähettivät 
SSH-yheydellä koko /etc-polun sisällön. Joka päivä tehdään tarkistus, onko 
tapahtunut muutos ja muutokset lähetetään koneelle määritettyyn repositorioon. 
 
8 Kokonaisuuden kuva 
Kuviossa 10 on esitetty kuva kokonaisuudesta. Kuviosta näkee, että CMDB, IPAM ja 
Gogs-repositorio on asennettu samalle palvelimelle. Tällä palvelimella haetaan Pro-
taconin ValueFrame-järjestelmästä sen REST-rajapintaa käyttäen kaikkien palvelimien 
tiedot ja niihin liittyvät projektit, osaprojektit, asiakkaat ja henkilöstö. CMDB:ssä ole-
ville palvelimille haetaan VMware-palvelimesta sen API-rajapintaa käyttäen palveli-
milta virutaalikoneiden tietoja, kuten prosessoriydinten määrä ja muistin määrä. 
IPAM-järjestelmään tiettyihin aliverkkoihin on määritetty uusien koneiden löytämi-
nen ja koneiden saatavuustiedon ylläpitäminen. IPAM varmistaa aliverkon IP-
osoitteiden aktiivisuuden ICMP-protokollaa käyttäen. Palvelimet, joille on tehty kon-
figuraation versionhallinnan asennus, lähettävät tiedot konfiguraatioiden muutoksis-











Konfiguraation hallinnan järjestelmistä ei varsinaisesti ollut aikaisemmin kokemusta. 
Opintojen aikana tuli käytyä CMDB tarkoitus lyhyesti ja lisäksi testattiin avoimen 
lähdekoodin CMDB-järjestelmiä tiketöinnin osalta. 
Opinnäytetyössä selvitettiin mitä konfiguraation konfiguraation hallinnan järjestelmiä 
mitä löytyy, mukaan lukien ilmaiset avoimen lähdekoodin tuotteet sekä maksulliset 
tuotteet. Maksullisten osalta tuli todettua, että, kustannukset kasvavat liian 
korkeaksi, joten päädyttiin ilmaiseen avoimen lähdekoodin ratkaisuun. 
Alustavasti tietoa piti tuoda Protaconin käyttämästä ValueFrame-järjestelmästä. 
Valitusta Valitusta konfiguraation hallinnan tuotteesta (iTop) löytyi valmiina työkalu, 
jolla tietoa saadaan lisättyä. Täytyi vain ensin kerätä tieto muista järjestelmistä ja 
tuoda se kyseiselle palvelimelle. Tässä päädytiin ohjelmoimaan itse työkalu tiedon 
synkronointiin, jossa hyödynnettiin iTop:n työkalua. 
Varsinaista kokemusta ohjelmoinnista ei ennestään ollut, mutta internetin 
dokumenttien avulla saatiin luotua työkalu, jolla saadaan REST-rajapintoja 
hyödyntäen synkronoitua tietoa muista järjestelmistä. Ohjelmoidut koodit 
muuttuivat matkan varrella useampaan otteeseen, kun oppi enemmän. 
Jatkokehityskohteina tarvetta olisi synkronointikoodin rakenteen optimoinnille ja 
uusien konfiguraation osien tuomiselle. 
PhpIPAM-tuotteen IP-osoitehallinnan pystyttäminen oli yksinkertainen. Sille tuotiin 
Protaconin järjestelmästä kerralla kaikkien palvelinten IP-osoitteet. Aikaisemmin 
luodulla synkronoinnin työkalulla saadaa helposti vietyä IP-osoitteiden tiedot 
konfiguraation hallintaan. Protaconilla pysytään vielä olemassa olevassa 
järjestelmässä palvelimien IP-osoitteiden hallinnassajoten jatkokehityskohteena tällä 
osa-alueella olisi luoda synkronointi Protaconin ValueFrame-järjestelmän ja 
phpIPAM:n välille. 
Konfiguraatioiden keräämisen kanssa tuli hieman ongelmia, koska tuli ajateltua asiaa 





Matkan varrella tuli paljon asioita ja tuli tehtyä virheitä. Näitä virheitä osaa nyt 
jatkossa välttää. Opinnäytetyötä tehdessä konfiguraation hallinannalle tuli tarve 
uusille ominaisuuksille, joita voisi toteuttaa. Lopputulosta katsoessa voidaan todeta, 
että täyttää työlle asetetut tavoitteet täyttyvät. 
ITop CMDB -järjestelmä on tehty siten, että se ei on tehdy siten, että ei ole 
riippuvainen ValueFramen tiedosta. Tällä tarkoitetaan sitä, että jos ValueFrame-
järjestelmästä halutaan luopua ja käyttää ainoastaan CMDB:tä, ei pitäisi tulla 
ongelmia. 
Jatkokehityskohteena IPAM- ja ValueFrame-järjestelmien välille voisi luoda 
synkronointisuhteen. Koska ValueFrame-järjestelmä pidetään käytössä ja laitteiden 
IP-osoitetietoja ylläpidetään ValueFramessa, tarvitaan synkronointisuhde, jotta 
saadaan pidettyä IPAM:ssa IP-osoitteissa tieto, että millä palvelimella se on, 
luotettavana. 
Tällä hetkellä CMDB:een tuodaan vain Protaconin palvelimet ValueFramesta. 
Jatkokehityksenä tähän voisi tuoda myös muita laitteita, kuten kytkimiä ja 
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#    resource1: name of the REST-resource1 
#    resource2: name of the REST-resource2 
#    urlbase: direction where the rest-call is sent 
#    servername: name of the actual server that will "answer" the rest-call 
#    transferkey: customer based transfer key 
resource1 = resource 
resource2 = resource 
urlbase = url 
servername = servername 




#    itop_username: itop user which is used in synchronization 
#    itop_password: itop user password 
itop_username = username 




#    username: phpipam login username 
#    password: phpipam login password 
#    server: direction where the rest-call is sent 
#    app_id: the app id to access 
username = username 
password = password 
server = url 




Liite 2. ITop synkronisoinnin vallu2itoptool.py koodi 
 
#!/usr/bin/python 
# -*- coding: utf-8 -*- 
 
# vallu2itoptool.py 
# Fetchrest luokka, noudetaan palvelimet valueframen kannasta palvelimet ja 
backupliitokset. 
# ITop synkronointi työkalun vuoksi REST:stä saadut tiedot kirjoitetaan csv muotoon. 
# 
 
from __future__ import print_function 
from ConfigParser import SafeConfigParser 










""" Get configuration values """ 
config = SafeConfigParser() 





    def __init__(self): 
        self.timestamp = int(time.time()) 
 
    """ Printing to stderr """ 
    def error(self,*args): 
        print("ERROR: ", *args, file=sys.stderr) 
 
    """ Creates temporary file and returns the path, path is stored in a global, add suf-
fix if needed 
    Attributes: 
        suff: if neede add suffix end of the file 
    """ 
    def make_tempfile(self,suff=''): 
        fd, tmpfile = mkstemp(suffix=suff) 
        os.close(fd) 





    """ Generates REST hash 
    Attributes: 
        resource: resource name 
    """ 
    def genresthash(self, resource): 
        # Update timestamp 
        self.timestamp = int(time.time()) 
        # Create hash 
        hash = hashlib.md5(str(self.timestamp) + "/" + resource + "/" + config.get('rest', 
'transferkey')).hexdigest() 
        return hash 
 
    """ Fetch json from REST and returns response 
    Attributes: 
        resource: resource name 
    """ 
    def fetchrest(self,resource): 
        header = {} 
        header["X-VF-REST-USER"] = config.get('vfrest', 'servername') 
        header["X-VF-REST-HASH"] = self.genresthash(resource) 
        header["X-VF-REST-TIMESTAMP"] = str(self.timestamp) 
        header["X-VF-REST-REAL-JSON-OUTPUT"] = "1" 
        try: 
            response = requests.get(config.get('vfrest', 'urlbase') + resource, head-
ers=header, verify=True) 
        except (requests.exceptions.HTTPError, requests.exceptions.SSLError, re-
quests.exceptions.Timeout, requests.exceptions.ConnectionError) as e: 
            self.error("Failed to fetch REST data: " + st(e) + ". Reason: " + response.text) 
            sys.exit(1) 
        try: 
            return response.json() 
        except ValueError as e: 
            self.error("Failed to parse json: " + str(e)) 
            sys.exit(2) 
 
    """ Saves json data to file and returns jsonfile path 
    Attributes: 
        resource: resource name 
    """ 
    def jsontofile(self,resource): 
        jsonfile = self.make_tempfile('.json') 
        input_data = self.fetchrest(resource) 
        with open(jsonfile, "w") as f: 
            json.dump(input_data, f) 
        return jsonfile 
 
    """ Convert json to csv file and return csv file temporary file path """ 




        jsonfile = self.jsontofile(config.get('vfrest', 'resource1')) 
        csvfile = self.make_tempfile('.csv') 
        df = pandas.read_json(jsonfile) 
        # Trasfroms json data to csv file and determine columns 
        df.to_csv(csvfile, index=False, encoding="utf-8", col-
umns=['column1','column2','column3']) 
        # Remove json file 
        try: 
            os.remove(jsonfile) 
        except OSError as e: 
            self.error("Failed to remove json file" + str(e)) 
            sys.exit(3) 
        return csvfile 
 
    """ Convert json to csv file and return csv file temporary file path """ 
    def createbackuplnkcsv(self): 
        jsonfile = self.jsontofile(config.get('vfrest', 'resource2')) 
        csvfile = self.make_tempfile('.csv') 
        df = pandas.read_json(jsonfile) 
        # Trasfroms json data to csv file and determine columns 
        df.to_csv(csvfile, index=False, encoding="utf-8", col-
umns=['column1','column2','column3']) 
        # Remove json file 
        try: 
            os.remove(jsonfile) 
        except OSError as e: 
            self.error("Failed to remove json file" + str(e)) 
            sys.exit(4) 
        return csvfile 
 
    """ Writes initial csv file to new file 
    Attributes: 
        old: file to read 
        new: file to write 
    """ 
    def readcsv(self,old,new): 
        df = pandas.read_csv(old) 
        df.to_csv(new, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Default steps 
    Attributes: 
        csvfile: file to modify 
        dropna: column name, drop row if empty cell in column 
        dropdup: column name, drop duplicate rows 
        orgcol: organisation name, create org_id column, iTop needs org_id example 
'Protacon' 
        prikey: column values to use, create primary_key column, needed in iTop synch, 




        copyfrom: values copy from, use with copyto, create new column with copied 
values 
        copyto: values to copy, use with copyfrom, create new column with copied val-
ues, 
    """ 




        df = pandas.read_csv(csvfile) 
        try: 
            if dropna: 
                df.dropna(subset=[dropna], inplace=True) 
            if dropdup: 
                df = df.drop_duplicates(subset=[dropdup]) 
            if orgcol: 
                df.insert(0, 'org_id', orgcol) 
            if prikey: 
                df['primary_key'] = df[prikey] 
            if copyfrom and copyto: 
                df[copyto] = df[copyfrom] 
        except KeyError as e: 
            fetchrest.error('Defaultsteps failed, check that value ' + str(e) + ' is correct in ' 
+ sys._getframe(1).f_code.co_name) 
            sys.exit(5) 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Creates url column 
        csvfile: file to modify 
        colname: name for column 
        urltmpl: url template to use 
        urlid: id value to use with urltmpl 
    Example addurl(tmpfile,'column','url','column') 
    """ 
    def addurl(self,csvfile,colname,urltmpl,urlid): 
        df = pandas.read_csv(csvfile) 
        try: 
            df[colname] = urltmpl + df[urlid].astype(str) 
        except KeyError as e: 
            fetchrest.error('Addurl failed, check that value ' + str(e) + ' is correct in ' + 
sys._getframe(1).f_code.co_name) 
            sys.exit(5) 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Renames columns 
        csvfile: file to modify 
        kwargs: renames column name, using keyword arguments 
    Example renamecolumn(csvfile, old1='new1', old2='new2') 




    def renamecolumn(self,csvfile,**kwargs): 
        df = pandas.read_csv(csvfile) 
        for col in kwargs: 
            old = '%s' % (col) 
            new = '%s' % (kwargs[col]) 
            df = df.rename(columns={old: new}) 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Filter rows 
        csvfile: file to modify 
        kwargs: filters rows containing given value using keyword arguments 
    Example rowfilter(csvfile, column='1') 
    """ 
    def rowfilter(self,csvfile,**kwargs): 
        df = pandas.read_csv(csvfile) 
        for col in kwargs: 
            col = '%s' % (col) 
            value = '%s' % (kwargs[col]) 
            filter = df[col] == int(value) 
            df[filter].to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Merge two columns 
    Attributes: 
        csvfile: file to modify 
        newcol: new column name 
        fcol: firts column to merge 
        scol second column to merge 
        separator: separator if neened, as default nothing '' 
    """ 
    def mergecolumns(self,csvfile,newcol,fcol,scol,separator=''): 
        df = pandas.read_csv(csvfile) 
        df[newcol] = df.apply(lambda row: '{0} {1} 
{2}'.format(row[fcol],separator,row[scol]), axis=1) 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
     
    """ Dertermine columns to keep 
    Attributes: 
        csvfile: file to modify 
        col: columns to keep, add as list, example keepcolumns([col1,col2,col3]) 
    """ 
    def keepcolumns(self,csvfile,col): 
        df = pandas.read_csv(csvfile) 
        try: 
            df = df[col] 
        except KeyError as e: 
            fetchrest.error('Assembling the columns failed in ' + 
sys._getframe(1).f_code.co_name + ': ' + str(e)) 




        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Synchronizes csvfile to iTop with iTop php script 
    Attributes: 
        csvfile: file to modify 
        sourceid: syncrho data id, can be found in iTop Admin tools -> Synchronization 
Data Sources. 
    """ 
    def synctoitop(self,csvfile,sourceid): 
        os.system('php -q path/itop/synchro/synchro_import.php --auth_user=' + con-
fig.get('itop', 'itop_username') +' --auth_pwd=' + config.get('itop', 'itop_password') + ' 
--data_source_id=' + str(sourceid) + ' --separator=, --csvfile=' + csvfile) 
         
    """ Convert all numbers to int  
    Some reason modifactions coverts numbers to float 
    Attributes: 
        csvfile: file to modify 
        column: column values to int 
    """ 
    def convertnumtoint(self,csvfile,*column): 
        df = pandas.read_csv(csvfile) 
        for i in column: 
            df[i] = df[i].astype(int) 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Synchronize backup links to iTop 
    Attributes: 
        csvfile: file to modify 
        servers: servers csv file path 
        bulinks: backup link csv file path 
        buserver_id: iTop class id which backs up, example server_id, virtualma-
chine_id, hypervisor_id 
    """ 
    def preparebulnk(self,tmpfile,servers,bulinks,buserver_id): 
        df1 = pandas.read_csv(bulinks) 
        df2 = pandas.read_csv(servers) 
        # Match servername for column and column to column  
        match1 = pandas.merge(left=df1, right=df2, how = 'left', left_on = 'column', 
right_on = 'column') 
        match1 = match1.rename(columns={'column': buserver_id}) 
        # Match servername for serverid and column to column 
        match2 = pandas.merge(left=df1, right=df3, how = 'left', left_on = 'column', 
right_on = 'column') 
        match2 = match2.rename(columns={'column': 'column'}) 
        # Merge match1 and match2 
        matched = pandas.merge(left=match2, right=match2, left_on = 'id', right_on = 
'id') 
        # Add primary_key column, needed in iTop synchronization 




        # Determine required columns 
        keep_col = ['column',buserver_id,'primary_key'] 
        matched = matched[keep_col] 
        # Drop rows if empty cell in column 
        matched = matched.dropna(subset=['column',buserver_id]) 
        # Write to csv file 
        matched.to_csv(tmpfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Split names to last and first 
    Attributes: 
        csvfile: file to modify 
        oldcol: orginal column 
        lastname: lastname column name 
        firstname: firstname column name 
    """ 
    def splitname(self,csvfile, oldcol, lastname, firstname): 
        df = pandas.read_csv(csvfile) 
        df[lastname], df[firstname] = zip(*df[oldcol].str.split().tolist()) 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
     
    """ Swap lastname and firstname position 
    Attributes: 
        col: a column value which is swapped 
        namecol: new colummn name 
    """ 
    def swapname(self,csvfile, col, namecol): 
        df = pandas.read_csv(csvfile) 
        df['lastname'], df['firstname'] = zip(*df[col].str.split().tolist()) 
        df[namecol] = df['firstname'] + ' ' + df['lastname'] 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL)     
 
    """ Removes file 
    Attributes: 
        files: file to remove 
    """ 
    def removefile(self,*files): 
        for file in files: 





Liite 3. ITop synkronisoinnin vallu2itopsync.py koodi 
 
#!/usr/bin/python 
# -*- coding: utf-8 -*- 
 
# vallu2itopsync.py 
# Vallu2itoptool työkalulla haetaan REST rajapinnasta data, joka on kirjoitettu csv 
muotoon. 
# Tuodu data muunnetaan iTop synkronointi formaattiin, että ne vastaavat iTop 
synkronointi 




from ConfigParser import SafeConfigParser 
from vallu2itoptool import fetchrest 







""" Get configuration values """ 
config = SafeConfigParser() 
configFilePath = 'path' 
config.read(configFilePath) 
 
""" Instantiate the fetchrest class """ 
fetchrest = fetchrest() 
 
""" Get initial data from REST in csv format """ 
csv = fetchrest.createcsv() 
csv = fetchrest.createbackuplnkcsv() 
 
""" Synchronize persons to iTop""" 
def synchro_person(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    df = pandas.read_csv(csv) 
    try: 
        accountmanager = df[['columns']].dropna() 
        accountmanager = accountmanager.rename(columns={'columns'}) 
        projectmanager = df[['columns']].dropna() 
        projectmanager = projectmanager.rename(columns={'columns'}) 
        subprojectmanager = df[['columns']].dropna() 




        person = pandas.concat(['columns'], ignore_index=True) 
        person.to_csv(tmpfile, index=False, quoting=csv.QUOTE_ALL) 
        fetch-
rest.defaultsteps(tmpfile,dropdup='columns',orgcol='columns',prikey='columns') 
        fetchrest.splitname(tmpfile, 'columns', 'columns', 'columns') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.convertnumtoint(tmpfile, 'columns', 'columns') 
        fetchrest.synctoitop(tmpfile,'1') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize customers to iTop """ 
def synchro_customer(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.readcsv(csv,tmpfile) 
        fetchrest.defaultsteps(tmpfile,'columns') 
        fetchrest.addurl(tmpfile,'columns','url','columns') 
        fetchrest.renamecolumn(tmpfile,accountName='columns') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.synctoitop(tmpfile,'2') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize projects to iTop """ 
def synchro_project(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.readcsv(csv,tmpfile) 
        fetch-
rest.defaultsteps(tmpfile,dropna='columns',dropdup='columns',orgcol='columns',prik
ey='columns') 
        fetchrest.addurl(tmpfile,'columns','url','columns') 
        fetchrest.renamecolumn(tmpfile,'columns'='columns', 'columns'='columns') 
        fetchrest.mergecolumns(tmpfile,'columns','columns','columns',separator='-') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.synctoitop(tmpfile,'4') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize subprojects to iTop """ 
def synchro_subproject(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 




        fetch-
rest.defaultsteps(tmpfile,dropna='columns',dropdup='columns',orgcol='columns',prik
ey='columns') 
        fetchrest.addurl(tmpfile,'columns','url','columns') 
        fetchrest.renamecolumn(tmpfile,accountName='columns', subproject-
Name='columns', projectName='columns') 
        fetchrest.mergecolumns(tmpfile,'columns','columns','columns',separator='-') 
        fetchrest.mergecolumns(tmpfile,'columns','columns','columns',separator='-') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.synctoitop(tmpfile,'2') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize server locations to iTop """ 
def synchro_location(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.readcsv(csv,tmpfile) 
        fetch-
rest.defaultsteps(tmpfile,dropna='column',dropdup='column',orgcol='column',prikey
='column') 
        fetchrest.renamecolumn(tmpfile,locationName='name') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,column) 
        fetchrest.synctoitop(tmpfile,'48') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize servers to iTop """ 
def synchro_server(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.readcsv(csv,tmpfile) 
        fetchrest.defaultsteps(tmpfile,orgcol='column',prikey='column') 
        fetchrest.rowfilter(tmpfile,column='0') 
        fetchrest.addurl(tmpfile,'column','url','column') 
        fetchrest.renamecolumn(tmpfile,column='column',column='column', co-
lumn='column') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.synctoitop(tmpfile,'6') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize hypervisors to iTop """ 
def synchro_hypervisor(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 




        fetchrest.readcsv(csv,tmpfile) 
        fetchrest.defaultsteps(tmpfile,orgcol='columns',prikey= column) 
        fetchrest.rowfilter(tmpfile, column ='1') 
        fetchrest.addurl(tmpfile, column,'url', column) 
        fetchrest.renamecolumn(tmpfile,column='name') 
        df = pandas.read_csv(tmpfile) 
        df['server_id'] = df['name'] 
        df.to_csv(tmpfile, index=False, quoting=csv.QUOTE_ALL) 
        keep_col = ['name', column _id', column _key','org_id'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.synctoitop(tmpfile,'7') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize virtual machines to iTop """ 
def synchro_virtualmachine(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.readcsv(csv,tmpfile) 
        fetchrest.rowfilter(tmpfile,'columns'='1') 
        fetchrest.defaultsteps(tmpfile,orgcol='columns',prikey='columns') 
        fetchrest.addurl(tmpfile,'columns','url','columns') 
        fetchrest.renamecolumn(tmpfile,'columns'='columns','columns'='columns', 'co-
lumns'='columns') 
        keep_col = ['columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.synctoitop(tmpfile,'8') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize backup links when server is backup server """ 
def synchro_server_bulnk(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.preparebulnk(tmpfile,csv,csv,''columns'') 
        fetchrest.synctoitop(tmpfile,'9') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
""" Synchronize backup links when virtual machine is backup server """ 
def synchro_vm_bulnk(): 
    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    try: 
        fetchrest.preparebulnk(tmpfile,csv,csv,'columns') 
        fetchrest.synctoitop(tmpfile,'10') 
    finally: 
        fetchrest.removefile(tmpfile) 
 





    tmpfile = fetchrest.make_tempfile(suff='.csv') 
    df = pandas.read_csv(csv) 
    try: 
        customer = df[['columns']].dropna() 
        customer = customer.rename(columns={'columns'}) 
        project = df[['columns']].dropna() 
        project = project.rename(columns={'columns'}) 
        subproject = df[['columns']].dropna() 
        subproject = subproject.rename(columns={'columns'}) 
        links = pandas.concat(['columns','columns','columns'], ignore_index=True) 
        links.to_csv(tmpfile, index=False, quoting=csv.QUOTE_ALL) 
        fetchrest.swapname(tmpfile, 'columns', 'columns') 
        keep_col = ['columns','columns','columns'] 
        fetchrest.keepcolumns(tmpfile,keep_col) 
        fetchrest.defaultsteps(tmpfile,dropdup='columns') 
        fetchrest.synctoitop(tmpfile,'11') 
    finally: 
        fetchrest.removefile(tmpfile) 
 
if __name__ == '__main__': 
    """ Run synchronization functions, right order is needed so that the dependencies 
between resources 
    are correctly formed in iTop. e.g person -> customer -> project -> subproject -> 
server -> hypervisor 
    -> virtual machine -> links 
    """ 
    try: 
        synchro_person() 
        synchro_customer() 
        synchro_project() 
        synchro_subproject() 
        synchro_location() 
        synchro_server() 
        synchro_hypervisor() 
        synchro_virtualmachine() 
        synchro_server_bulnk() 
        synchro_vm_bulnk() 
        synchro_contact_functionalci_lnk() 
        print ('Itop synchronization completed successfully') 
    finally: 
        # Remove csv and csv files 





Liite 4.  ITop synkronisoinnin phpipam2itoptool.py koodi 
 
#!/usr/bin/python 
# -*- coding: utf-8 -*- 
 
# phpipam2itoptool.py 
# phpIPAM luokka. Käyttää phpIPAM:n REST rajapintaa tiedon hakuun phpIPAM:sta. 
 
 
from __future__ import print_function 
from tempfile import mkstemp 
from requests.auth import HTTPBasicAuth 








    """ 
    Attributes: 
            server: the base server location 
            app_id: the app ID to access 
            username: login username 
            password: login password 
    """ 
    def __init__(self, server, app_id, username, password): 
        self.server = server 
        self.app_id = app_id 
        self.username = username 
        self.password = password 
        self.base = '%s/api/%s/' %(self.server,self.app_id) 
 
    """ Error printing""" 
    def error(self, *args): 
        print("ERROR: ", *args, file=sys.stderr) 
 
    """ Removes files 
    Attributes: 
        files = path/to/the/file 
    """ 
    def removefile(self,*files): 
        for file in files: 
            os.remove(file) 
 




    Attritutes: 
        suff: suffix # Add file suffix if needed 
    """ 
    def make_tempfile(self,suff=''): 
        fd, tmpfile = mkstemp(suffix=suff) 
        os.close(fd) 
        return tmpfile 
 
    """ Authentication """ 
 
    """ Login to phpIPAM and get a token """ 
    def login(self): 
        response = requests.post(self.base + 'user/', auth=HTTPBasicAuth(self.username, 
self.password)) 
        if response.status_code != 200: 
                self.error("phpipam.login failure: %s " %(response.text)) 
                sys.exit(1) 
        # now we have a token 
        self.token = response.json()['data']['token'] 
        self.headers = {'token': self.token} 
        return self.headers 
 
    """ Get the id of a specific section by using section name 
    Attributes: 
        section = The name of the spesific section 
    """ 
    def get_section_id(self, section): 
        response = requests.get(self.base + 'sections/%s/?links=false' %(section), 
headers=self.headers) 
        sections_get_id = json.loads(response.text) 
        if response.status_code != 200: 
            self.error("phpipam.get_sections_id failure: %s " %(response.text)) 
            sys.exit(1) 
        if not sections_get_id['success']: 
            self.error("phpipam.get_sections_id failure: %s " %(response.text)) 
            sys.exit(1) 
        return sections_get_id['data']['data'] 
 
    """ Get the subnets for a specific section 
    Attributes: 
        section_id: section id 
    """ 
    def get_subnets(self, section_id): 
        response = requests.get(self.base + 'sections/%s/subnets/?links=false' %(secti-
on_id), headers=self.headers) 
        section_get_subnets = json.loads(response.text) 
        if response.status_code != 200: 
                self.error("phpipam.get_subnets failure: %s " %(response.text)) 




        return section_get_subnets['data'] 
 
    """ Get the addresses for a specific subnet 
    Attributes: 
        subnet: subnet id 
    """ 
    def get_addresses(self, subnet): 
        response = requests.get(self.base + '/subnets/%s/addresses/?link=false' %(sub-
net), headers=self.headers) 
        return response.json() 
 
    """ Parse subnet ids in a section 
    Attributes: 
        section_id: section id 
    """ 
    def parse_subnetids(self,section_id): 
        subnets = self.get_subnets(section_id) 
        ids = [] 
        for i in subnets: 
            id = i['id'] 
            ids.append(id) 
        return ids 
 
    """ Get specific vlan 
    Attributes: 
        vlanid: phpipam vlan id 
    """ 
    def get_vlan(self, vlanid): 
        response = requests.get(self.base + '/vlan/%s/?link=false' %(vlanid), 
headers=self.headers) 
        if response.status_code != 200: 
            self.error("phpipam.get_vlan failure: %s " %(response.text)) 
            sys.exit(1) 
        return response.json() 
 
    """ Get netmask from specific subnet  
    Attributes: 
        subnetid: phpipam subnet id 
    """ 
    def get_subnet_netmask(self, subnetid): 
        response = requests.get(self.base + '/subnets/%s/?link=false' %(column), 
headers=self.headers) 
        vlan_get_id = json.loads(response.text) 
        if response.status_code != 200: 
            self.error("phpipam.get_subnet_netmask failure: %s " %(response.text)) 
            sys.exit(1) 
        return vlan_get_id['data']['column']['column'] 
 




    def get_all_vlans(self): 
        response = requests.get(self.base + '/vlan/?link=false', headers=self.headers) 
        return response.json() 
 
    """ Get all vlans in csv format """ 
    def get_all_vlans_csv(self): 
        jsonfile = self.make_tempfile('.json') 
        csvfile = self.make_tempfile('.csv') 
        try: 
            input_data = self.get_all_vlans() 
            input_data = input_data['data'] 
            with open(jsonfile, 'w') as f: 
                json.dump(input_data, f) 
            df = pandas.read_json(jsonfile) 
            df.to_csv(csvfile, index=False, encoding="utf-8", co-
lumns=['column','column','column','column','column','column','column','column']) 
        finally: 
            self.removefile(jsonfile) 
        return csvfile 
 
    """ Get specific subnet 
    Attributes: 
        subnetid: phpipam subnet id 
    """ 
    def get_subnet(self, subnetid): 
        response = requests.get(self.base + '/subnets/%s/?links=false' %(subnetid), 
headers=self.headers) 





Liite 5. ITop synkronisoinnin phpipam2itopsync.py koodi 
 
#!/usr/bin/python 
# -*- coding: utf-8 -*- 
 
# phpipam2itopsync.py 
# phpipam2itoptool työkalun avulla heataan laitteiden IP-osoitteet ja kaikki vlan:t. 
# Tuotu data muunnetaan iTop synkronoinnin formaattiin. IP-osoitteet synkronoi-
daan 
# iTop:iin laitteille ja vlan liitokset IP-osoitteille. 
 
 
from phpipam2itoptool import phpIPAM 
from vallu2itoptool import fetchrest 







""" Get configuration values """ 
config = SafeConfigParser() 
configFilePath = 'path' 
config.read(configFilePath) 
 
""" Instantiate the fetchrest class """ 




        server: direction where the rest-call is sent 
        app_id: the app ID to access 
        username: login username 
        password: login password 
""" 
server = config.get('phpipam', 'server') 
app_id = config.get('phpipam', 'app_id') 
username = config.get('phpipam', 'username') 
password = config.get('phpipam', 'password') 
 
# Create phpipam instance 
ipam_session = phpIPAM(server, app_id, username, password) 
 






""" Get all the addresses from IPv4 section with a 'VF server name' value in csv for-
mat """ 
def get_ipv4section_addresses(): 
    jsonfile = ipam_session.make_tempfile(suff='.json') 
    csvfile = ipam_session.make_tempfile(suff='.csv') 
    try: 
        section_id = ipam_session.get_section_id("id") 
        address_ids = [] 
        address_ips = [] 
        address_netmasks = [] 
        address_ifnames = [] 
        address_hostnames = [] 
        address_devicenames = [] 
        address_subnetids = [] 
        addresses = [] 
        subnet_ids = ipam_session.parse_subnetids(section_id) 
        for i in subnet_ids: 
            data = ipam_session.get_addresses(i) 
            if data['code'] != 200: 
                continue 
            netmask = ipam_session.get_subnet_netmask(i) 
            for i in data['data']: 
               address_ids.append(i['id']) 
               address_ips.append(i['id']) 
               address_ifnames.append(i['id']) 
               address_netmasks.append(id) 
               address_hostnames.append(i['id']) 
               address_devicenames.append(i['id name']) 
               address_subnetids.append(i['id']) 
        for i in range(len(address_ids)): 
            addresses.append({'id': address_ids[i], 'id': address_ips[i], 'id': 
address_ifnames[i], 'id': address_netmasks[i] ,'id': address_devicenames[i], 'id': 
address_hostnames[i], 'id': address_subnetids[i]}) 
        with open(jsonfile, mode='a') as f: 
            json.dump(addresses, f) 
        df = pandas.read_json(jsonfile) 
        df.dropna(subset=['id'], inplace=True) 
        df.to_csv(csvfile, index=False, encoding='utf-8', quoting=csv.QUOTE_ALL, co-
lumns=['columns']) 
    finally: 
        ipam_session.removefile(jsonfile) 
    return csvfile 
 
""" Create list ip / vlan links in csv format """ 
def vlan_ip_lnk_synchro_itop(): 
    jsonfile = ipam_session.make_tempfile(suff='.json') 
    csvfile = ipam_session.make_tempfile(suff='.csv') 
    try: 




        vlan_links = [] 
        vlanlnk_ips = [] 
        vlanlnk_vids = [] 
        vlanlnk_names = [] 
        vlanlnk_ipadd_ids = [] 
        subnet_ids = ipam_session.parse_subnetids(section_id) 
        for i in subnet_ids: 
            data = ipam_session.get_addresses(i) 
            if data['code'] != 200: 
                continue 
            vlanlnk_subnet_vid = ipam_session.get_subnet(i) 
            vlanlnk_subnet_vid = vlanlnk_subnet_vid['id']['id'] 
            if vlanlnk_subnet_vid in ['0', 'null', None]: 
                continue 
            vlan_id = ipam_session.get_vlan(vlanlnk_subnet_vid) 
            ipam_vlan_id = vlan_id['id']['id'] 
            ipam_vlan_name = vlan_id['id']['id'] 
            for i in data['data']: 
               vlanlnk_vids.append(id) 
               vlanlnk_names.append(id) 
               vlanlnk_ips.append(i['id']) 
               vlanlnk_ipadd_ids.append(i['id']) 
        for i in range(len(vlanlnk_ips)): 
            vlan_links.append({'id': vlanlnk_ips[i], 'id': vlanlnk_vids[i], 'id': vlan-
lnk_names[i], 'id': vlanlnk_ipadd_ids[i]}) 
        with open(jsonfile, mode='a') as f: 
            json.dump(vlan_links, f) 
        df = pandas.read_json(jsonfile) 
        df['id'] = df.apply(lambda row: '{0} - {1}'.format(row['id'],row['id']), axis=1) 
        df.to_csv(csvfile, index=False, encoding='utf-8', quoting=csv.QUOTE_ALL, co-
lumns=['columns']) 
        os.system('php -q path --auth_user=' + config.get('itop', 'itop_username') +' --
auth_pwd=' + config.get('itop', 'itop_password') + ' --data_source_id=15 --
separator=, --csvfile=' + csvfile) 
    finally: 
        ipam_session.removefile(jsonfile,csvfile) 
    return csvfile 
 
""" Synchronize interfaces to itop 
Attributes: 
    itopdeviceattr: iTop device attribute which the address is added. e.g connectable-
ci_id to server and virtualmachine_id to virtualmachine. 
    datasourceid: iTop syncrhonization data source id 
""" 
def ipaddressesses_synchro_itop(itopdeviceattr,datasourceid): 
    try: 
        # Get ipv4 section addresses from phpipam 
        csvfile = get_ipv4section_addresses() 




        df['id'] = df['id'] 
        df['id'] = df['id'] 
        df = df.rename(columns={'columns'}) 
        df['id'] = 'url' + df['id'].astype(str) + '/address-details/' + df['id'].astype(str) + '/' 
        keep_col = ['columns'] 
        df = df[keep_col] 
        df.to_csv(csvfile, index=False, quoting=csv.QUOTE_ALL) 
        os.system('php -q path --auth_user=' + config.get('itop', 'itop_username') +' --
auth_pwd=' + config.get('itop', 'itop_password') + ' --data_source_id=' + datasourceid 
+ ' --separator=, --csvfile=' + csvfile) 
    finally: 
        ipam_session.removefile(csvfile) 
 
""" Synchronize all vlans to iTop """ 
def vlans_synchro_itop(): 
    csvfile = ipam_session.make_tempfile(suff='.csv') 
    try: 
        vlans_csv = ipam_session.get_all_vlans_csv() 
        fetchrest.readcsv(vlans_csv,csvfile) 
        fetchrest.defaultsteps(csvfile, orgcol='id', prikey='id') 
        fetchrest.mergecolumns(csvfile,'id','number','id',separator='-') 
        keep_col = ['primary_key','id','id','description'] 
        fetchrest.keepcolumns(csvfile,keep_col) 
        os.system('php -q path --auth_user=' + config.get('itop', 'itop_username') +' --
auth_pwd=' + config.get('itop', 'itop_password') + ' --data_source_id= --separator=, --
csvfile=' + csvfile) 
    finally: 
        ipam_session.removefile(vlans_csv,csvfile) 
 
if __name__ == '__main__': 
    # Synchronize physical interfaces 
    ipaddressesses_synchro_itop('id','') 
    # Synchronize logical interfaces 
    ipaddressesses_synchro_itop('id','') 
    vlans_synchro_itop() 





Liite 6. ITop asennus 
 
ITop-järjestelmän sovellusvaatimuksia ovat PHP versio 5.3.6 tai uudempi tai MySQL 
versio 5.0 tai uudempi, lisäksi web-palvelin, Apache, IIS tai mikä tahansa PHP 5 tuke-
va web-palvelin. 
ITop järjestelmä asennettiin Centos 7 Linux -käyttöjärjestelmälle. Web-palvelimeksi 
asennettiin Apache ja tietokannaksi MariaDB. 
Apache asennettiin seuraavalla komennolla: 
• yum install httpd 
Apache:lle tehtiin SSL virtualhost -konfiguraatio, joka käyttää Protaconin omaa serti-
fikaattia. Apache virtualhost -konfiguraatiossa määritetään sivun ohjaus HTTPS-
yhteydelle, käytettävä sertifikaatti ja iTop-polun sijainti. 
PHP ja sen iTop järjestelmän kanssa tarvittavat moduulit asennettiin komennolla: 
• yum install php php-mcrypt php-xml php-cli php-soap php-ldap graphviz php-
gd php-pear php-devel httpd-devel pcre-devel gcc make 
ITop käytettävyyden parantamiseksi asennettiin Alternate PHP Cache (APC), joka on 
avoimenlähdekoodin välimuisti PHP koodille. APC:lla nopeutetaan PHP sovelluksia 
käyttäen välimuistia, joten ei tarvitse rakentaa sivuston resursseja joka sivun päivi-
tyksellä.  Aikaisemmassa komennossa asennettiin työkalu pecl, jolla APC asennettiin 
komennolla: 
• pecl install apc 
Tietokantasovellus MariaDB asennettiin komennolla: 
• yum install mariadb mariadb-server php-mysqlnd 
Apache- ja MariaDB-palvelut otettiin käynnistyksessä käyttöön ja käynnistettiin ko-
mennoilla: 
• systemctl enable httpd 




• systemctl enable mariadb 
• systemctl start mariadb 
MariaDB-tietokannan tietoturva parannettiin ajamalla sen oma komento, jolla asete-
taan root-käyttäjälle salasana, poistetaan root-käyttäjältä mahdollisuus etäyhteydel-
le, poistetaan anonymous-user käyttäjät ja lopuksi poistetaan testi tietokanta (johon 
kaikilla käyttäjillä on oikeus). Tämä tehtiin komennolla: 
• mysql_secure_installation 
ITop järjestelmän koodit ladattiin iTop:n SourceForge verkkosivulta 
https://sourceforge.net/projects/itop/files/itop. ITop:sta asennettiin sen hetkinen 
uusin vakaa versio 2.3.3, joka on tullut 22.12.2016. ITop:n ladattu pakattu paketti 
purettiin sen tulevaan polkuun /polku/cmdb/html. 
Koska käyttöjärjestelmänä on Centos 7, tarkoittaa, että käytössä on SELinux. Se halu-
taan pitää päällä tietoturvasyistä ja tämä vaatii SELinux määrityksiä. Haluttiin, että 
Apache web-palvelin voi ottaa verkkoyhteyden tietokantaan ja tätä varten ajettiin 
komento: 
• setsebool -P httpd_can_network_connect_db on 
ITop-koodit ovat niille tarkoitetussa polussa, Apache-, MariaDB-, PHP- ja SELinux-
konfiguroinnit ovat kunnossa, aloitetiin iTop asennus. Avattiin selaimella palvelimen 
sivu, joka osoittaa iTop polkuun https://cmdb.url/itop/. Sivuston auetessa tuli esiin 
iTop oma asennus työkalu, ohjattu toiminto. Ohjattu toiminto tarkastaa aluksi, että 
iTop-järjestelmän asennuksen edellytykset löytyvät (katso kuvio 11). Jos kaikki edelly-
tykset löytyvät valitaan asennettavaksi uusi iTop asennus (katso kuvio 12) ja hyväksy-





Kuvio 11. ITop ohjattu toiminto, edellytyksien tarkastus 
 
 
Kuvio 12. ITop ohjattu toiminto, uusi asennus 
 
 
Kuvio 13. ITop ohjattu toiminto, lisenssien hyväksyntä 
 
Konfiguroitiin tietokantayhteys, serverin nimi, tietokannan tunnistautumisen tiedot 





Kuvio 14. ITop ohjattu toiminto, tietokantayhteys 
 
Määritellään iTop järjestelmänvalvojan tili (katso kuvio 15). 
 
Kuvio 15. ITop ohjattu toiminto, järjestelmänvalvoja tili 
 
Valittiin kieli iTop asennukselle, iTop-järjestelmän url-osoite, johon se on asennettu 





Kuvio 16. ITop ohjattu toiminto, lisävalinnat 
 
Configuration Management options kohdassa valittiin asennettavaksi kaikki 5 mo-
duulia että saadaan kaikki moduulit asennettua (katso kuvio 17). 
 
Kuvio 17. ITop ohjattu toiminto, asennettavat iTop moduulit 
 
Configuring Service Management kohdassa valittiin Service Management for Enter-





Kuvio 18. ITop ohjattu toiminto, palvelunhallinta 
 
Tickets Management options kohdassa määritetiin, että ei asenneta tiketin hallintaa, 
sille ei ole tarvetta (katso kuvio 19). Configuring Change Management, valittiin myös 
ei muutoksenhallintaa, ei ole tarvetta (katso kuvio 20). Ei valittu lisäominaisuuksia 
ITIL-tiketinhallinnalle (katso kuvio 21).  
 






Kuvio 20. ITop ohjattu toiminto, muutoksenhallinta 
 
 
Kuvio 21. ITop ohjattu toiminto, lisä ITIL valinnat 
 
Viimeisenä valittiin kaikki asennettavat itse tehdyt moduulit, jotka mm. muokkaavat 
olemassa olevia luokkia ja lisää uusia ja aloitetaan iTop-järjestelmän asennus. Onnis-




Liite 7. Osaprojekti moduulin datamodel.add_subproject_class 
 
<?xml version="1.0" encoding="UTF-8"?> 
<itop_design xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" versi-
on="1.0"> 
  <classes> 
    <class id="Subproject" _delta="define"> 
      <parent>FunctionalCI</parent> 
      <properties> 
        <category>bizmodel,searchable</category> 
        <abstract>false</abstract> 
        <key_type>autoincrement</key_type> 
        <db_table>subproject</db_table> 
        <db_key_field>id</db_key_field> 
        <db_final_class_field/> 
        <naming> 
          <attributes> 
            <attribute id="name"/> 
          </attributes> 
        </naming> 
        <display_template/> 
        <icon>images/business-process.png</icon> 
        <reconciliation> 
          <attributes> 
            <attribute id="name"/> 
            <attribute id="org_id"/> 
            <attribute id="organization_name"/> 
            <attribute id="id"/> 
          </attributes> 
        </reconciliation> 
      </properties> 
      <fields> 
        <field id="id" xsi:type="AttributeExternalKey"> 
          <sql>id</sql> 
          <target_class>class</target_class> 
          <is_null_allowed>true</is_null_allowed> 
          <on_target_delete>DEL_MANUAL</on_target_delete> 
        </field> 
        <field id="id" xsi:type="AttributeExternalField"> 
          <extkey_attcode>id</extkey_attcode> 
          <target_attcode>name</target_attcode> 
        </field> 
        <field id="id" xsi:type="AttributeExternalKey"> 
          <sql>id</sql> 
          <target_class>class</target_class> 
          <is_null_allowed>true</is_null_allowed> 




        </field> 
        <field id="id" xsi:type="AttributeExternalField"> 
          <extkey_attcode>id</extkey_attcode> 
          <target_attcode>name</target_attcode> 
        </field> 
        <field id="id" xsi:type="AttributeExternalKey"> 
          <sql>id</sql> 
          <target_class>class</target_class> 
          <is_null_allowed>true</is_null_allowed> 
          <on_target_delete>DEL_MANUAL</on_target_delete> 
        </field> 
        <field id="id" xsi:type="AttributeExternalField"> 
          <extkey_attcode>id</extkey_attcode> 
          <target_attcode>name</target_attcode> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
        </field> 
        <field id="id" xsi:type="AttributeString"> 
          <sql>id</sql> 
          <default_value/> 




        </field> 
        <field id="id" xsi:type="AttributeURL"> 
          <sql>id</sql> 
          <default_value/> 
          <is_null_allowed>true</is_null_allowed> 
          <target>_blank</target> 
        </field> 
      </fields> 
      <presentation> 
        <details> 
          <items> 
            <item id="col:col1"> 
              <rank>10</rank> 
              <items> 
                <item id="fieldset:Subproject:vfinfo"> 
                  <rank>10</rank> 
                  <items> 
                    <item id="id"> 
                      <rank>10</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>20</rank> 
                    </item> 
                    <item id="name"> 
                      <rank>30</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>40</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>50</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>60</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>70</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>80</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>90</rank> 
                    </item> 
                    <item id="id"> 
                      <rank>100</rank> 
                    </item> 
                    <item id="id"> 




                    </item> 
                    <item id="org_id"> 
                      <rank>120</rank> 
                    </item> 
                  </items> 
                </item> 
              </items> 
            </item> 
          </items> 
        </details> 
        <search> 
          <items> 
            <item id="name"> 
              <rank>10</rank> 
            </item> 
            <item id="org_id"> 
              <rank>20</rank> 
            </item> 
            <item id="id"> 
              <rank>30</rank> 
            </item> 
            <item id="id"> 
              <rank>40</rank> 
            </item> 
            <item id="id"> 
              <rank>50</rank> 
            </item> 
          </items> 
        </search> 
        <list> 
          <items> 
            <item id="id"> 
              <rank>10</rank> 
            </item> 
            <item id="id"> 
              <rank>20</rank> 
            </item> 
            <item id="id"> 
              <rank>30</rank> 
            </item> 
            <item id="id"> 
              <rank>40</rank> 
            </item> 
            <item id="id"> 
              <rank>50</rank> 
            </item> 
          </items> 
        </list> 




      <methods> 
        <method id="GetRelationQueries"> 
          <comment>/** 
     * Placeholder for backward compatibility (iTop &lt;= 2.1.0) 
     * in case an extension attempts to redefine this function...      
     */</comment> 
          <static>true</static> 
          <access>public</access> 
          <type>Overload-DBObject</type> 
          <code><![CDATA[    public static function GetRelationQue-
ries($sRelCode){return parent::GetRelationQueries($sRelCode);} ]]></code> 
        </method> 
      </methods> 
      <relations> 
        <relation id="impacts"> 
          <neighbours> 
            <neighbour id="id"> 
              <attribute>id</attribute> 
            </neighbour> 
            <neighbour id="id"> 
              <attribute>id</attribute> 
            </neighbour> 
          </neighbours> 
        </relation> 
      </relations> 
    </class> 











 * Localized data 
 * 
 * @copyright   Copyright (C) 2013 XXXXX 
 * @license     http://opensource.org/licenses/AGPL-3.0 
 */ 
 
Dict::Add('EN US', 'English', 'English', array( 
  'Class:Subproject' => 'Subproject', 
  'Class:Subproject/Attribute:project' => 'Project', 
  'Class:Subproject/Attribute:subproject' => 'Subproject id', 
  'Class:Subproject/Attribute:name' => 'Subproject name', 
  'Class:Subproject/Attribute:projectstatus' => 'Project status', 
  'Class:Subproject/Attribute:personnel' => 'Subproject manager', 
  'Class:Subproject/Attribute:customer' => 'Customer', 
  'Class:Subproject/Attribute:datestartend' => 'Project valid', 
  'Class:Subproject/Attribute:subprojectstatus' => 'Subproject status', 
  'Class:Subproject/Attribute:subprojectstartend' => 'Subproject valid', 
  'Class:Subproject/Attribute:url' => 'Protacon url', 
  'Class:Subproject/Attribute:subprojectstatus' => 'Subproject status', 
  'Class:Subproject/Attribute:projectmanager' => 'Project manager', 
)); 
// Add translation for Fieldsets 
 
Dict::Add('EN US', 'English', 'English', array( 







Liite 8. PhpIPAM asennus 
 
PhpIPAM-asennusohje Centos 7 -käyttöjärjestelmälle. PhpIPAM edellytyksiä ovat 
Apache-palvelin, php phpIPAM:a tukevilla moduuleilla ja tietokanta. Huomiona, tässä 
työssä ei tarvinnut phpIPAM:n kanssa erikseen asentaa Apache-palvelinta tai tieto-
kantaa, koska se asennettiin iTop:n rinnalle samalle palvelimelle, josta nämä löytyivät 
jo. Tässä ohjeessa käydään kuitenkin nyt kaikki vaiheet, jotka tarvitaan phpIPAM:n 
asennukseen. 
Tarvittavat edellytykset saadaan asennettua komennolla: 
• yum install httpd mariadb-server php php-cli php-gd php-common php-ldap 
php-pdo php-pear php-snmp php-xml php-mysql git 
 
Määritellään Apache konfiguraatioon palvelimen nimi, käytetään omaa FQDN. 
Apache-konfiguraatioon täytyy määrittää, että sallitaan mod_rewrite. Tämä saadaan 
aikaiseksi Apache-konfiguraatiossa /etc/httpd/conf/httpd.conf: 
<Directory "/var/www/html"> 
 Options FollowSymLinks 
 AllowOverride all 
 Order allow,deny 
 Allow from all 
</Directory> 
Käynnistetään Apache, MariaDB ja otetaan käyttöön myös koneen käynnistyessä: 
• systemctl start httpd 
• systemctl enable httpd 
• systemctl start mariadb 
• systemctl enable mariadb 
 
Asetetaan SELinux kontekstit kuntoon phpIPAM:lle 




• semanage fcontext -a -t httpd_sys_rw_content_t 
'/path/to/ipam/html/app/admin/import-export/upload(/.*)?' 
• semanage fcontext -a -t httpd_sys_rw_content_t 
'/path/to/ipam/html/app/subnets/import-subnet/upload(/.*)?' 
• semanage fcontext -a -t httpd_sys_rw_content_t 
'/path/to/ipam/html/css/1.3/images/logo(/.*)? 
• restorecon -rv /path/to/ipam/html 
 
Ladataan phpIPAM tiedostot sen github sivustolta sille tarkoitettuun polkuun: 
• cd /path/to/ipam/html 
• git clone https://github.com/phpipam/phpipam.git . 
• git checkout 1.2 
 
Konfiguroidaan tietokanta yhteys, ensin tarvitsee kopioida esimerkki konfiguraatio 
tiedosto sen tiedostopolussa config.php nimelle, jota phpIPAM käyttää: 
• cd confing cp config.dist.php config.php 
Tietokantayhteydelle määritellään käyttäjätunnus ja salasana, älä käytä root-
tunnusta. PhpIPAM:lle määritetty käyttäjä käyttää tätä myöhempiin yhteyksiin. 
Seuraavaksi avataan selaimella palvelimen osoitteeseen https://ipam_osoite/ ja si-
vustolla avautuu phpIPAM:n asennuksen ohjattu toiminto, jossa määritetään root:n 
tietokanta tunnukset, luodaan uusi tietokanta phpIPAM:lle ja viimeistellään asennus. 
