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Summary (Italian)
Il seguente progetto dimostra come il metodo del blow-up risulti utile nell’analisi
di sistemi veloci-lenti. In particolare, due esempi fisici di sistemi veloci-lenti sono
presentati.
Il primo esempio riguarda lo studio del comportamento dei fluidi tissotropici con
tensione di snervamento. Il modello che descrive da dinamica di questi fluidi
non-newtoniani può essere studiato localmente attorno la condizione di equilibrio
tramite la teoria geometrica delle perturbazioni singolari. I risultati ottenuti con
questa teoria non sono sufficienti per comprendere il comportamento a larghe scale
del fluido. Lo studio a larghe scale può essere fatto riscaldando propriamente il
problema, ma in questo caso si perdono le informazioni del comportamento a livello
locale. Il metodo del blow-up si rivela efficace nell’unire la soluzione a livello locale
con la soluzione per larghe scale.
Il secondo esempio riguarda lo studio del problema agli autovalori dell’equazione di
Schrödinger al limite classico per un generico potenziale simmetrico. Il problema
agli autovalori può essere riportato ad un sistema di equazioni differenziali veloci-
lente. Questo sistema ha un punto non-iperbolico nell’origine. Il metodo del
blow-up è permette di ottenere iperbolocità nel sistema “esploso” e determinare
delle condizioni sull’esistenza della soluzione del problema agli autovalori.
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Summary (English)
This project shows the utility of the blow-up method in the analysis of slow-fast
systems. In particular the method is applied to two physical problems.
The first problem is the analysis of thixotropic yield stress fluids. The model
for this non-newtonian fluids can be written as a slow-fast systems close to the
equilibrium point. However when the fluid is far from the equilibrium condition it
cannot be considered anymore a slow-fast system and a rescale of the dynamics is
needed. With this rescale the local behaviour appears in the higher order terms.
The blow-up method helps connecting the solution of the systems on the two scales.
The second problem is the analysis of the Schòdinger eigenvalue problem at the
classical limit for a generic symmetric potential. This eigenvalue problem can
be rewritten in a slow fast formulation, however a non-hyperbolic point appears
in the origin. The use of the blow-up method in the origin allows to obtain some
hyperbolicity and thus to find existence conditions on the solution of the eigenvalue
problem.
iii
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a b s t r a c t
We formulate a model which can describe fluids with a non-monotone shear stress/shear rate relation-
ship. It is shownhowyield stressfluids arise as a limiting caseof suchamodel.Differencesbetweencritical
stresses for “fast” and “slow” yielding, hysteresis phenomena and thixotropy are naturally explained by
the model.
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1. Introduction
Many fluids such as pastes, suspensions and colloids show a
yield stress phenomenon. That is, they will start flowing only if the
applied stress exceeds a critical value. “Traditional” theory of yield
stress fluids is typically formulated in terms of generalized Newto-
nian models such as the Bingham or Herschel–Bulkley model.
However, experiments on many yield stress fluids show phe-
nomena which are well outside the realm of Bingham-like models.
For instance, stress overshoots are common, see e.g. [14]. Hystere-
sis has been observed, i.e. fluids “unyield” at a much lower stress
than the stress at which they yield [7,10]. This leads to coexistence
of yielded and unyielded phases at the same stress and shear band-
ing (see, e.g. [13]). Moreover, the value of yield stress may depend
on the time of observation; “slow” yielding occurs at lower values
of stress than “fast” yielding [6,5,16]. Many yield stress fluids are
thixotropic, i.e. they remain in a yielded state long aftermotion has
ceased. The Mullins effect observed in filled elastomers is a form
of thixotropy; these materials behave elastically, but with a modu-
lus that is diminished if the material has been previously stressed
[8,17].
Phenomena such as these lead to considerable ambiguity in
defining “the” yield stress. This has led to the claim that the yield
stress is a “myth” and that apparent yield stress behavior actually
hides dynamics on unresolved time scales [2]. According to this
point of view, there is no “true” yield stress.
∗ Tel.: +1 540 231 8001; fax: +1 540 231 5960.
E-mail address: renardym@math.vt.edu.
I refer to [3,14] for reviews of the literature on yield stress fluids.
There are a number of theoretical efforts to explain more
complex yield behavior than provided by Bingham like models.
Typically, such theories introduce some kind of structural variable
to which for instance the viscosity [15] or the power law expo-
nent [9] may be coupled. In this paper, we try to take a different
approach which takes seriously the claim that the yield stress is a
“myth” and yield stress behavior should arise as a limiting case of
a more “fundamental” theory.
Fromamathematical point of view, this raises thequestionwhat
this more fundamental theory might be and how the limit should
be analyzed. At the level of generalized Newtonian fluids, this is
well explored; most numerical simulations of “yield stress” fluids
actually do not use “true” Bingham models, but some regulariza-
tion such as the Papanastasioumodel. The objective of this paper is
to showhowmore complex yield stress behavior can arise as a lim-
iting case of viscoelastic constitutive models. Clearly, phenomena
of yield stress hysteresis suggest non-monotone constitutive theo-
ries. Such theories have received much recent attention, especially
in the context of shear banding in wormlike micelles. We refer to
[1,4] for recent review articles.
In this paper, we shall investigate the limit in which the non-
monotone constitutive behavior occurs at zero shear rate. More
precisely, we shall investigate a constitutive model, which has two
contributions to the stress. One of them is a viscoelastic contri-
bution, which leads to a non-monotone shear stress/shear rate
relationship, and the other is a Newtonian contribution. We then
let the relaxation time of the viscoelastic contribution tends to
infinity. We shall in particular study a class of equations includ-
ing the PEC model, which was originally introduced in [12] and
0377-0257/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
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Chapter 1
Introduction
The study of systems of non-linear differential equations is in general rather difficult
and an analytical description of the phase-space dynamics is usually impossible.
For different classes of non-linear ODEs methods have been developed that can
give an insight on the behaviour of the system. One of these classes is related to
singular perturbation problems, which can be written in the form
x˙ = εf(x, y, ε)
y˙ = g(x, y, ε)
(1.1)
with x ∈ Rm, y ∈ Rn, ε ∈ R, 0 < ε  1, f : Rm+n → Rm, g : Rm+n → Rn and
f, g ∈ Cr, r < ∞. These problems are called singular perturbation in order to
distinguish them from the regular perturbation problems. Indeed considering the
O(ε) terms as perturbations, the approximation of ε = 0 in (1.1) leads to a system
which has a different behaviour from the perturbed one. System (1.1) is also called
slow-fast, because the set of differential equations is split in two parts which evolve
in two different time scales. In equation (1.1) the first m equations evolve slower
than the following n. The measure of the separation between the two time scales
is given by the parameter ε 1.
The class of singular perturbation problems is rather important and it is common
to find physical examples belonging to it. Applications that can be described
by a system like (1.1) are from celestial mechanics, control theory, combustion,
friction modelling, optics, fluid particle motion, quantum mechanics, adiabatic
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Hamiltonian systems, travelling wave problems in reaction diffusion equations and
coupled mechanical oscillators to name a few [Kap98].
This project is devoted to the study of slow-fast systems with the use of the blow-
up method. In particular two applications will be described in detail and it will
be shown the power of the blow-up method to get insight of system (1.1) around
degenerate points.
Chapter 2 is devoted to the theoretical description of slow-fast systems of the
form (1.1). The mathematical analysis of slow-fast systems is usually performed
with the use of geometric singular perturbation theory, also called GSPT. The
first efforts on GSPT have been done by Fenichel [Fen71], and his theorem is of
key importance to the description of the phase space of slow-fast systems. The
theory is called geometric singular perturbation because the geometrical properties
of the singular limit ε = 0 of (1.1) are very important for the understanding of the
behaviour of the system for ε 1 but different from zero. However the results of
the classical GSPT are valid only for non degenerate point of the slow-fast system
(1.1). Around non-hyperbolic points it is not possible to use Fenichel’s theorem
to plot the phase space diagram, other methods become necessary.
During the last decade of the 20th century, Dumortier and Roussaire [DR96] have
started using the blow-up method as a new way to get insight of the dynamics of
a slow-fast system around non-hyperbolic points. Nowadays the blow-up method
is a cutting-edge technique and many papers are being written on this topic, for
instance [KS01a], [KS01b], [vGS05], [AFJ11], [Kue07] to name a few. The method
blows-up the degenerate point to a higher dimensional structure such as a line, a
circle or a sphere in order to obtain more hyperbolicity on the blown-up system
than in the original one. The analysis of the dynamics of the blown-up system
is then performed. This analysis results to be relevant in order to conclude on
the behaviour of the original system around the degenerate point. The blow-up
method is presented in chapter 3.
Two physical examples of slow-fast systems which can be solved using the blow-up
method are presented in chapters 4 and 5. Chapter 4 considers the behaviour
of thixotropic yield stress fluids. These fluids have two important features which
distinguish them from the ones modelled by the Navier-Stokes equations:
• they need a stress different from zero to make the fluid start flowing, which
is called the yield stress
• they exhibit shear thinning, which means that the shear strain decreases for
increasing values of shear stress.
Two common examples of thixotropic yield stress fluids are ketchup and toothpaste.
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Ketchup for instance requires to be shaken before being poured out of the bottle.
Moreover once it starts flowing it flows very fast, and it is common experience that
the poured ketchup is more than what you wanted.
Thixotropic yield stress fluids are very common in the food and cosmetic industry.
The understanding of their behavior is a key in improving the manufacturing
processes, stability and consumer sensory perception during application or use
of a product [ST04]. A recent paper by Renardy [Ren10] presents a model for
thixotropic yield stress fluid which can be easily rewritten as a slow-fast system.
In chapter 4 it will be shown how this reformulation can make the understanding
of the fluid behaviour straightforward. Moreover the aim of the project is to make
Renardy’s statements in [Ren10] more precise and the blow-up method will be
fundamental in this.
Chapter 5 is devoted to the study of the Schrödinger eigenvalue problem at the
classical limit. Schrödinger equation is a fundamental equation of quantum me-
chanics. This equation describes the time evolution of the probability to find a
quantum particle in a point of the space. The Schrödinger eigenvalue problem
describes the probability to find the quantum particle in the space for each of the
states of energy levels allowed. Moreover the equation has to be consistent with
Newton’s second law at the limit of particles with large mass. This limit is the
so-called classical limit, which has been first studied by Dirac in [Dir58]. The
question on how the classical limit should be interpreted is still open, and in the
present project it is shown how it is possible to obtain a slow-fast formulation
under certain assumptions. The blow-up method will result another time to be
of fundamental help to make conclusions on the slow-fast system for values of ε
different from zero.
3
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Chapter 2
Geometric Singular
Perturbation Theory
Consider a system of m+n equations where the first m are evolving on a different
time scale than the following n.
x˙ = εf(x, y, ε)
y˙ = g(x, y, ε)
(2.1)
with x ∈ Rm, y ∈ Rn, ε ∈ R, 0 < ε  1, f : Rm+n → Rm, g : Rm+n → Rn and
f, g ∈ Cr, r <∞. The dot is the derivative respect to the time τ . Since ε is small,
in times of order of τ the variable x evolves slower than y.
Problems like equation (2.1) are called singular perturbation problems because the
unperturbed system obtained setting ε to zero has a different behaviour than the
original system. Any problem involving two different time scales can be written
in the form (2.1) and the parameter ε can be understood as a measure of the
separation of the two time scales.
There are different physical examples that can be written as singular perturba-
tion problems. Applications that give rise to a system like (2.1) are from celes-
tial mechanics, control theory, combustion, friction modelling, optics, fluid particle
5
motion, quantum mechanics, adiabatic Hamiltonian systems, travelling wave prob-
lems in reaction diffusion equations and coupled mechanical oscillators to name a
few [Kap98].
Making the rescale of time t = ετ then system (2.1) can be rewritten respect to
the new time t as
x′ = f(x, y, ε)
εy′ = g(x, y, ε)
. (2.2)
with ′ meaning derivative respect to the time t. System (2.2) is called the “slow”
system because the time t is slower than the time τ . On the other hand system
(2.1) is called the “fast” system.
As long as ε 6= 0 systems (2.1) and (2.2) are equivalent with the time rescale
t = ετ . However, for ε = 0 the two systems lead to two different limiting cases,
which are describing two different dynamics. In particular the fast system (2.1)
reduces to the layer problem of equation (2.3) , which is a set of n equations, with
x ∈ Rm constant parameters.
x˙ = 0
y˙ = g(x, y, 0)
(2.3)
On the other hand, the slow system (2.2) becomes at the limit case ε = 0 the
reduced problem (2.4) which is a set of differential-algebraic equations.
x′ = f(x, y, 0)
0 = g(x, y, 0)
. (2.4)
In this case the number of differential equations decreases from m+n to m. Thus
it is possible to note that both the two limiting systems (2.3), (2.4) are lower
dimensional respect to the original systems (2.1), (2.2). Moreover the singular
perturbation problem described by the two original systems (2.1), (2.2) becomes
a regular perturbation problem at the two limiting cases.
The idea behind geometric singular perturbation theory (often called GSPT), is
to analyse the dynamical structure of the system from a geometrical point of view
such as looking for invariant sets, and invariant manifolds. In particular, the two
lower dimensional limiting case are the one analysed, and the aim is to see whether
these geometrical structures are preserved for the case of ε 6= 0. The first efforts
on the analysis of GSPT were done by Fenichel [Fen71]. In the present chapter
Fenichel’s theorem is stated as in Khuen’s book [Kue07], but other references are
in [Fen71], [Jon95], [Kap98]
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As it has been introduced previously, geometric singular perturbation theory deals
with the analysis of geometrical structures such that invariant sets and invariant
manifolds. Thus first of all the definition of invariant set is given.
Definition 2.1 Locally invariant set [Jon95]
A set M is locally invariant under the frow from (2.1) if it has a neighborhood V
so that no trajectory can leave M without also leaving V .
Note that the simplest locally invariant set one can think of is a fixed point.
As it is possible to see in both the limit systems (2.3), (2.4), the set g(x, y, 0) = 0
looks to be rather important: it is the set of fixed points of the layer problem (2.3),
while for the reduced problem it is the algebraic constraint on which dynamics is
allowed. Since this set is going to play a key role in the study of singular perturbed
problem it is called the critical manifold.
Definition 2.2 Critical manifold
Define critical manifold C0 ⊂ Rn the set of critical points of the layer problem
(2.3), i.e.
C0 := {(x, y) : g(x, y, 0) = 0}
Definition 2.3 Normally hyperbolic subset [Kue07]
A subset S ⊂ C0 is called normally hyperbolic if the n × n matrix (Dyg)(p, 0) of
first partial derivatives with respect to the fast variables has no eigenvalues with
zero real part for all p ∈ S, p = (x, y).
Indeed when considering the (m + n) × (m + n) Jacobian matrix Dg(p, 0) the
first diagonal block (Dxg)(p, 0) is a m × m matrix with all eigenvalues having
trivially a zero real part. In the case that the second diagonal block (Dyg)(p, 0)
has all eigenvalues with non-zero real part then the point (p, 0) is called normally
hyperbolic.
Definition 2.4 [Kue07]
A normally hyperbolic subset S ⊂ C0 is called attracting if all eigenvalues of
(Dyg)(p) have negative real parts for p ∈ S; similarly S is called repelling if
all eigenvalues have positive real parts. If S is normally hyperbolic and neither
attracting nor repelling it is of saddle-type.
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The next theorem was stated first by Fenichel in [Fen71] and gives an important
result for the singularly perturbed systems (2.1), (2.2) for ε 6= 0 when it is possible
to identify compact normally hyperbolic submanifolds of C0 in the corresponding
limit problems (2.3), (2.4). The proof of Fenichel’s theorem can be found in [Jon95].
Theorem 2.5 Fenichel’s theorem, [Kue07]
Suppose S = S0 is a compact normally hyperbolic submanifold (possibly with bound-
ary) of the critical manifold C0 of the slow system
x′ = f(x, y, ε)
εy′ = g(x, y, ε)
and suppose that f, g ∈ Cr, r <∞. Then for ε > 0 sufficiently small the following
hold
1. There exists a locally invariant manifold Sε, diffeomorphic to S0. Local in-
variance means that trajectories can enter or leave Sε only through its bound-
aries.
2. Sε has a Hausdorff distance O(ε) from S0.
3. The flow on Sε converges to the slow flow as ε→ 0.
4. Sε is Cr-smooth.
5. Sε is normally hyperbolic and has the same stability properties with respect
to the fast variables as S0 (attracting, repelling or saddle-type).
6. Sε is usually not unique. In regions that remain at a fixed distance from ∂Sε,
all manifolds satisfying 1)-5) lie at a Hausdorff distance O(e− kε ) from each
other for some k > 0, k = O(1).
Note that all asymptotic notation refers to ε→ 0. The same conclusion as for S0
hold locally for its stable and unstable manifolds
W sloc(S0) = ∪p∈S0W sloc(p), Wuloc(S0) = ∪p∈S0Wuloc(p)
where the points p ∈ S0 are equilibria of the fast system (2.3).
These manifolds also persist for ε > 0 sufficiently small: there exists local stable
and unstable manifolds W sloc(Sε) and W
u
loc(Sε), respectively, for which conclusions
1)-6) hold if we replace Sε and S0 by W sloc(Sε) and W
s
loc(S0) (or similarly by
Wuloc(Sε) and W
u
loc(S0)).
8
The manifold Sε is called the slow manifold, and it can be noted the theorem says
that Sε is locally invariant. Thus trajectories on the slow manifold can escape
from it only through its boundaries. The local and not global invariance of the
slow manifold is due to the fact that the theorem considers only compact normally
hyperbolic subsets S0 of the critical manifold C0.
Moreover Sε is not unique for the same reasons the centre manifold is not. All
the slow manifolds are exponentially close to each other, thus it is not possible to
distinguish between them and it will be enough to study the dynamics on one of
the slow manifolds to conclude for all the others. Moreover the slow manifold is
diffeomorphic to S0 because f, g are supposed to be smooth enough.
The flow off of the slow manifold is described by the stable and unstable subman-
ifolds W sloc(Sε),W
u
loc(Sε) of the slow manifold.
Fenichel’s theorem 2.5 works only for compact normally hyperbolic submanifold of
the critical manifold C0. Thus if there exists a point of the critical manifold with
at least on eigenvalue of its Jacobian matrix (Dyg)(p, 0) with zero real part, it is
not possible to use Fenichel’s theorem to make conclusion close enough to that
point. In points where normal hyperbolicity is lost a different analysis is needed
and the blow up method presented in the next chapter is very useful to solve these
problems.
9
10
Chapter 3
The blow-up method
The blow-up method is a technique that allows to gain insight of the dynamics
around a non-hyperbolic point for slow-fast systems. The main idea is to blow-up
the degenerate point to a higher dimensional structure such as a line, a circle or a
sphere. The dynamics is then studied on this higher dimensional structure, where
different non-degenerate singularities will appear. In case that some fixed point of
the blown-up system is still non-hyperbolic, the procedure is repeated. Dumoirtier
has shown that for vector fields satisfying the Lojasiewicz inequality, it is possible
to desingularize the non-hyperbolic point with a finite number of blow-ups [Kue07],
[DR96].
Much of the effort on this technique is done by Dumoirtier and Roussaire in [DR96].
Other works are done by Krupa and Szmolyan [KS01a]. The survey by Alvaréz et.
al. contains a very good overview of the blow-up technique [AFJ11].
Consider as a generic example a vector field in R3 such as x˙ = f(x), f : R3 → R3.
Suppose that the origin is degenerate, f(0) = 0, J(0) = 0, with J the Jacobian
matrix computed in the degenerate point. Call B = S2 × R and B0 = S2 ×
[0, r0], r0 > 0.
The quasi-homogeneous blow-up Γ : B0 → R3 is a map that uses different weights
for each coordinate of the vector field
Γ(x¯, y¯, ε¯, r¯) = (r¯a1 x¯, r¯a2 y¯, r¯a3 ε¯).
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with r¯ the exceptional divisor, such that when r¯ = 0 the blown-up coordinates
collapse in the fixed point. The aim is find the coefficients ai, i = 1, 2, 3, such
that blown-up vector field has common factor of the exceptional divisor r¯k, k ≥ 1
on each coordinate [AFJ11], [Kue07]. With a time rescaling it is then possible to
remove the exceptional divisor and de-trivialize the vector field.
The geometrical interpretation of the quasi-homogeneous blow-up, is that the non-
hyperbolic point is blown-up to an ellipsoid, since the coefficients ai could be
different one from the others. In the case that all the coefficients ai have the same
value, then the degenerate point is blown-up to a sphere, and it is the case of an
homogeneous blow-up. Figure 3.1 shows the basic idea of the blow-up. Note that
for (x¯, y¯, z¯) ∈ S2 the physical interpretation of these variables is straightforward,
since they are the angle combinations for spherical coordinates. Indeed call φ ∈
[0, 2pi[, θ ∈ [0, pi[ then
x¯ = cosφ sin θ, y¯ = sinφ sin θ, ε¯ = cos θ
r2
x2
y2
ε
x
y
Γ
ε
x
y
ε¯
x¯
y¯
Figure 3.1: Blow-up of the origin to a sphere.
The dynamics of non-linear systems in spherical coordinates (x¯, y¯, ε¯, r¯) is very
hard to study. Thus the next step is to find suitable charts where to calculate the
blow-up in local coordinates. The main idea is to keep fixed one of the coordinates
(x¯, y¯, ε¯) ∈ S2, and thus determine a subspace, where the dynamics can be rewritten
using coordinates in R3. Figure 3.2 shows an example of three possible charts
κi, i = 1, 2, 3 in which it is possible to study the blow-up dynamics. Note that for
chart κ1 the variable x¯ has been kept fixed, while for chart κ2 and κ3 have been
kept fixed the variables y¯ and ε¯ respectively.
In order to find the local coordinates for each chart, the local blow-up map µi
on the chart κi is defined. This map is keeping constant to ±1 one of the three
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coordinates (x¯, y¯, ε¯). Then the local coordinates on the chart κi are computed such
that Γ = κi ◦ µi.
The projection of the blown-up sphere into different charts is a stereographic map-
ping. This map doesn’t preserve distances but it is conformal, which means that
it preserves angles. This function is commonly used in cartography to plot maps
and atlases.
ε
x
y
κ1
κ3
κ2
Figure 3.2: Definition of the local charts.
The analysis of the dynamics close to a degenerate point with the blow-up method
can be easily split in the following steps:
1. Find a suitable map to desingularize the fold point: the aim in this step is
to find the coefficients ai for the quasi-homogeneous map Γ.
2. Find charts to express the blow-up in local coordinates: this point depends
on the physics and on the particular case considered. Indeed not all the
charts can be useful to analyse. The aim is to find which charts should be
meaningful and determine for the the local map µi.
3. Calculate all the local data of the problem. Once the chart κi has been
defined, the transition map from one chart to the other one κij and the
dynamics on each chart κi should be computed.
4. Investigate the dynamics of the blown-up vector field. This is the most
important point, and that’s why all the blow-up method is made up. The
analysis on the blown-up vector field on each chart should give a complete
understanding of the behaviour of the system close to the non-hyperbolic
point.
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5. Connect the results from the different charts and ‘blow-down’. Once the
analysis of the blown-up vector field has been performed, and the interaction
between the dynamics on each chart has been understood is time to blow-
down and remember that all the things computed are valid only very close
to the degenerate point, and they are only local results.
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Chapter 4
Dynamics of Non-Newtonian
fluids
In this chapter the geometric singular perturbation theory and the blow-up method
are applied to the analysis of the dynamics of non-Newtonian fluids. This analysis
is based on a paper by Renardy [Ren10] and the main goal is to complete Renardy’s
results and make his statements more precise. It will be shown that the slow-fast
formulation and the use of the blow-up method are key tools to have a complete
understanding of the dynamics.
Section 4.1 introduces the difference between Newtonian and non-Newtonian fluids.
In particular the Bingham fluids are presented. The next section 4.2 extends
the concept of Bingham fluid to explain the behaviour of thixotropic yield stress
materials. Section 4.3 describes the constitutive equation for visco-elastic fluids
and introduces the PEC model. In section 4.4 the equations for the PEC model
are re-written as a slow fast system introducing proper variables. It is shown how
the results can be interpreted considering the GSPT theory and the next section
4.5 analyse the corresponding layer and reduced problem. In section 4.6 it is shown
that the system considered in section 4.4 is not enough to understand the global
dynamics and a proper time rescale is performed. For this new system the blow-up
method is used in section 4.7 to study the degenerate point in the origin. Two
different charts are needed to get a complete overview and the analysis of the
solution at the singular case is performed in section 4.9. Finally in section 4.10
the conclusion for the singular perturbed system are shown.
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4.1 Introduction
Many industrial processes deal with fluid dynamics. These processes have to take
into account the physical properties of the fluid in use in order to have optimal
working condition. One of the most important fluid properties for an industrial
point of view is fluid viscosity. Fluids can be classified depending on viscosity as
Newtonian or non-Newtonian.
4.1.1 Newtonian fluids
A fluid is said to be Newtonian if the stress at each point is linearly proportional
to its strain rate at that point. Most of the commonly used fluids like water and
air behave as Newtonian fluid.
In this chapter the terms shear stress τ , shear viscosity η, and shear strain κ will
be used quite often. In order to understand their meaning, the following example
is presented.
Consider the case of an incompressible and isotropic Newtonian fluid on a plane
(x, y). Suppose that the fluid is limited by two plates for y = 0 and y = Y as it is
shown in figure 4.1 on the top. Moreover assume that the upper plate is moving
along the x direction with a velocity U . The no-slip condition on the boundary
requires that the fluid has zero velocity on the lower plate and the velocity U on
the upper plate for y = Y . Since the fluid is Newtonian, then the strain rate has
to be a linear function along the y axis. The stress - strain rate relation for this
fluid is the following
τ = ηκ (4.1)
with τ the shear stress in the fluid, η the shear viscosity of the fluid and κ = dudy
the shear rate, i.e. the variation of the velocity in the direction of the shear x
relative to displacement in the perpendicular direction y. As it is possible to note
in figure 4.1 on the top a Newtonian fluid has constant shear viscosity η, which
can be interpreted as a constant slope on the variation of the displacement arrows.
A second interpretation of the shear stress τ is given in figure 4.1 on the bottom.
Indeed considering the continuum mechanics point of view, it is possible to take a
squared piece of material which is deformed under the shear stress τ to a different
form. Note that τ is the stress acting on the direction of the flow x but on the
surface perpendicular to y.
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x
y
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Fixed plate
x
y
τ
Figure 4.1: Shear flow for a Newtonian fluid.
4.1.2 Non-Newtonian fluids
Not all fluids exhibit a Newtonian behaviour. Slurries for instance, biological fluids
such as blood and saliva and many fluids in cosmetic and food industry are non-
Newtonian. Depending on the stress - strain relation it is possible to classify these
fluids in different classes as it is shown in figure (4.2).
• Thixotropic fluids are fluids that exhibits shear thinning, which means
that their shear viscosity decreases for increasing values of the shear stress
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κτ
T e
Bingham
Rheopectic
Newtonian
Thixotropic
Figure 4.2: Classification of fluids depending on the stress-strain rate relation-
ship.
applied. A common example of this category of fluids is ketchup, indeed when
ketchup is flowing a small increase in the shear stress makes large increases
in the shear strain. Note that ketchup has also a non zero stress for which it
starts flowing (the yield stress), since it is common experience that to make
ketchup flow it is needed to shake the bottle at the beginning.
• Rheopectic fluids are fluids that exhibits shear thickening, which means
that their shear viscosity increases for increasing values of the shear stress
applied. A common example of this category of fluids is oobleck: a mixture of
corn starch and water. If oobleck is stirred slowly than it behaves as a viscous
liquid, but if it is stirred fast then it has a solid-like behaviour. Figure 4.3
shows oobleck’s behaviour depending on the stress applied. Another example
of rheopectic fluid is quicksand, and that’s why moving a lot inside of it makes
getting out of quicksand harder.
• Bingham fluids have a linear stress-strain relationship, but an initial value
of stress has to be applied (the yield stress) in order to let the fluid flow.
These fluids have solid-like behaviour for low values of the applied stress.
However, when a certain threshold of stress T e, called the yield stress is
applied, they start flowing as visco-elastic fluids [Bar99]. On a molecular
point of view, the yield stress can be understood as the minimum stress
required to enable flow or fracture due to the breakdown or alteration of a
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materials microstructure [ST04]. The stress - strain relation for a Bingham
fluid can be written as
τ = 0 τ < T e
τ = T e + ηκ, τ ≥ T e
However, recent studies have shown that Bingham fluids are only an ideal-
ization of yield stress fluids [BW85], since different experiments show phe-
nomena that are out of the Bingham world. For instance, stress overshoot
can appear, and many fluids show time-dependent viscosity. The focus of the
next sections is to study a model for non-Bingham fluids with time-dependent
viscosity.
Figure 4.3: Demonstration of oobleck’s behaviour depending on the stress ap-
plied. Figure for http://junior2m.global2.vic.edu.au.
4.2 Extending Bingham fluids
In the previous section, it has been claimed that Bingham fluids are only an ide-
alization of yield stress fluids, and in general yield stress fluids present behaviours
which are not described by the Bingham model. This section and the next ones
will focus on the particular problem of defining the yield stress for thixotropic yield
stress fluids with time dependent viscosity.
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Thixotropic yield stress fluids are industrially relevant and in particular they are
very common in food and cosmetic industry. Common examples are concentrated
suspensions, pastes, foodstuffs, emulsions, foams, and composites [NB92]. Tooth-
paste, ketchup and ice-cream belong as well to this class of materials [Ren10].
The industrial reasons to study the behaviour of these fluids at stress values close
to the yield stress are to improve processing manufacturing, stability and consumer
sensory perception during application or use of a product [ST04]. Moreover the
analysis of yield stress fluids is of importance to understand the shear localization
and fracture that can appear in these continuum material for values of stress
applied lower than the yield stress. The way to understand shear localization and
fracture experimentally is to perform creep experiments. These experiments are
very hard to perform close to the yield stress because of the difficulty in defining
what the yield stress is for these fluids.
For thixotropic yield stress fluids there have been several attempts in defining the
value of the yield stress, but this task has resulted to be more challenging than
expected [Che86]. At the state of the art, an exhaustive definition of yield stress
for thixotropic yield stress fluids is still missing. There is a school of thought
supported by Barnes in [BW85] which believes that yield stress doesn’t exists and
it is only a myth: for any value of stress lower than T e it is sufficient to wait
enough long time and the material will flow as a visco-elastic fluid sooner or later.
There is a second school of thought [CB08], [NB92] which believes instead that
yield stress is a non zero value, even though in this case it is very hard to define
it, especially with experiments.
What can be deducted from the experiments is summed up in the following:
• Thixotropic yield stress fluids have solid-like behaviour (elastic deformation)
for slow values of the stress applied and short times.
• For intermediate values of the stress applied which are still smaller than the
yield stress and for long times, the fluid exhibits relaxation behaviour, which
is often called aging. This means that waiting long enough times the material
will start flowing, even though the shear stress applied is smaller than the
yield stress. In the literature this behaviour is referred as the “slow” flow.
• Finally for values of stress bigger than the yield stress, the material flows
as a visco-elastic fluid [CB08], [NB92]. In the literature this behaviour is
referred as the “fast” flow.
A recent work by Renardy [Ren10] has formulated a model which can analyse these
kind of fluids. In this model the yield stress behaviour appears as the limiting
case of the non-monotone constitutive theory. The constitutive model has two
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contributions to the stress: a visco-elastic contribution with relaxation time going
to infinity and a Newtonian contribution. The PEC model is considered to describe
the flow dynamics and the particular case of steady shear flow is studied. In
the paper Renardy takes seriously the assertion by Barnes that yield stress is a
myth, but he is able to show that for his model the yield stress exists and has a
value different from zero. Its model has very accurate results compared to some
experimental analysis [CB08].
4.3 Constitutive equations for visco-elastic fluids
In this section the constitutive equations for a thixotropic yield stress fluid are
presented. For these materials two possible formulations are possible: the first
considers the material as constituted of polymer chains with many degrees of
freedom. The second formulation instead models the material as a continuum,
using the equations of continuum mechanics. The constitutive equations hereby
presented follow the second formulation, but sometimes it is referred to the first
formulation to justify the assumptions made. It is not the purpose of this thesis to
make a complete theoretical description of how to model the constitutive equations
for visco-elastic fluids and therefore the main results are only presented. The
kinematics equations for continuum solid mechanics are presented in Appendix B.
We consider to model the thixotropic yield stress fluids as done by Renardy in
[Ren10]. In this paper it is supposed that two contribution to the stress are acting:
a Newtonian contribution for the unyielded flow and a visco-elastic contribution
with relaxation time going to infinity to describe the yielded status.
• Unyielded flow: It is supposed that the unyielded flow is Newtonian. In
the general case the Newtonian stress - strain relation presented in equation
(4.1), give a contribution to the stress tensor of the form
S = η(∇v + (∇v)T ) (4.2)
with v the velocity vector of the particle at a certain point. This contribution
will be the most important one for large times when the fluid is unyielded.
Note that this is only an approximation, since a thixotropic yield stress fluid
does not behave exactly as a Newtonian fluid when unyielded.
• Yielded behaviour: In order to model the behaviour of the material for
stress values close to the yield stress, we consider a second contribution to
the stress tensor, which is given in terms of a conformation1 tensor C
T = ψ(trC)C (4.3)
1The conformation tensor C is also known in the literature as the configuration tensor, espe-
cially in the chemists community. However, since in Lagrangian mechanics the term configuration
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The conformation tensor is a measure of the micro-structural state of the
material and it can be understood as a descriptor of the local deformation of
the material due to the stress application [Agg07]. When considering a fluid
composed of polymer chains, C can be seen as a descriptor of the polymer
chain shape in the current configuration [FS05]. This tensor is symmetric
and positive definite, and if C = I then the fluid is in equilibrium, i.e.
no stress has been applied T = 0. As suggested by Hulsen in [Hul14] the
conformation tensor C has the same meaning of the remaining elastic Finger
strain, i.e. C = L, which is presented in Appendix B. The difference is
that the conformation tensor describes the deformations at a molecular level
while the Finger strain describes the macrostructural deformation. Note that
equation (4.3) describe a relation between the microscopic deformations and
the macroscopic shear stress applied.
In the present work the conformation tensor is assumed to satisfy an equation
of the type
C∇ + ε(φ(trC)C − χ(trC)I) = 0 (4.4)
with C∇ the upper convected derivative2 defined as
C∇ =
DC
Dt
− (∇v)T · C − C · (∇v)
with ε 1 having the meaning of a relaxation rate.
Equation (4.4) describes what is the microscopical evolution of the material
deformation and it is able to describe the relaxation behaviour of the material
that appears for values of the stress lower than the yield stress and long
enough times. This equation has been derived by the dumbbell model for
dilute polymer solutions [Ren10]. A theoretical explanation of the Dumbbell
model can be found in [Can10], [BE94], [HO97].
The dynamics of the visco-elastic material under the stress T is supposed to satisfy
the PEC model which can be written in general as
T∇ + aT − bI+ ctr((∇v)T )T = 0 (4.5)
with a, b, c constants. The PEC model, also called Partially Extended Convective
strand is a constitutive equation proposed by Larson in 1984 [Lar84]. This equation
can describe steady and transient shear flow at the limit case of single visco-elastic
species in which the functional form of the breakage rate of the long polymer chains
is described by a nonlinear function [ZVCM08]. This equation is the constitutive
is used to describe the state of the system at a certain point and time, in general it is preferred
to use the term conformation instead.
2The upper convected derivative has the meaning of the rate of change of the tensor properties
when written in the local element coordinate system which is rotating and stretching with the
fluid. Note that instead D
Dt
is the total derivative considering the reference coordinate system,
and that’s why we are subtracting the other two quantities.
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equation for the material, and it describes the variation along time and space of
the macroscopic stress in the fluid.
Reformulating the PEC model (4.5) in terms of the conformation tensor C with
the use of equation (4.4) is is possible to obtain the constitutive equation for C.
4.4 Non-Newtonian fluids are a slow-fast system
Consider the PEC model for Non-Newtonian fluids in case of constant total shear
stress. It is assumed as in [Ren10] that the stress acting on the material has
two components: the shear stress3 T12 related to the unyielded behaviour and a
Newtonian component ηκ.
τ = T12 + ηκ (4.6)
Moreover suppose the shear flow to be planar and suppose the relaxation time
ε 1. The conformation tensor satisfies the equations
C˙11 = 2
τ − ψ(s)C12
η
C12 + εφ(s)(1− C11),
C˙12 =
τ − ψ(s)C12
η
− εφ(s)C12
(4.7)
with
s = C11 + 2, ψ(s) =
k1
s+ α
, φ(s) = k2(s+ α),
α ≥ −2 and k1, k2, η positive constants. The dot means derivative respect to the
time t. The direction “1” is the flow direction, while the direction “2” is the one
of the velocity gradient. The initial conditions of the fluid at rest for the Cauchy
problem (4.7) is then (C11, C12)0 = (1, 0), in order to require no shear flow.
Introduce the new variableD = C11−C212, thus its derivative is D˙ = C˙11−2C12C˙12.
The system (4.7), can be rewritten as a slow-fast system as
D˙ = εf(D,C12, ε),
C˙12 = g(D,C12, ε)
(4.8)
3The notation of T12 is the standard notation for three dimensional stress tensors. The first
index on the subscript is the direction along which the stress is acting 1 = x, and the second
index stands for the normal direction to the surface the stress is acting on 2 = y.
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with the slow and fast vector fields given by
f(D,C12, ε) = φ(s)(1−D + C212),
g(D,C12, ε) =
τ − ψ(s)C12
η
− εφ(s)C12
(4.9)
Note that in the new variables (D,C12) the quantity s is defined by s = D+C212+2.
In these new coordinates D is the slow variable, while C12 is the fast one.
By a time rescale t˜ = εt, it is possible to rewrite the fast system (4.8) as the slow
system
D′ = f(D,C12, ε),
εC ′12 = g(D,C12, ε)
(4.10)
where the ′ means derivative respect to the slow time t˜.
4.5 Analysis of the singular limit
As is has been introduced in chapter 2, the singular limit can be studied either for
the fast or for the slow system of equation respectively (4.8) and (4.10). These two
different analysis are very useful in order to obtain a description of the dynamics
for ε 6= 0 but small using the general results of singular perturbation theory.
4.5.1 Fast dynamics
The layer problem is obtained setting ε = 0 on the fast system (4.8)
D˙ = 0,
C˙12 =
τ − ψ(s)C12
η
(4.11)
The critical manifold S is identified as the set of fixed points for the layer problem
C0 = {(D,C12) : g(D,C12, 0) = 0}. The set is then determined by the two
parabolic branches
C12 =
k1 ±
√
k21 − 4τ2(α+D + 2)
2τ
(4.12)
which equals at the maximum point F : (D,C12)max = ( k12τ ,
k21−4τ2(α+2)
4τ2 ).
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In order to study the stability of the fixed points of the critical manifold, the first
derivative is computed(
∂g
∂C12
)
C0
= 2τC12 − k1 > 0 ⇒ C12 > k1
2τ
= C12,max
The points on the right branch of the critical manifold are repelling while the
points on the left branch are attracting. Figure 4.4 shows the critical manifold C0
and its stability properties.
×
F
C0
C12
D
Dmax
C12,max
Figure 4.4: Dynamics of the fast system (4.8). It is possible to note that the
plane (D,C12) is foliated by a family of curves for D constant. This
curves are called fibers and have base points on the critical manifold
C0. The left branch of the critical manifold is attracting, the right
one is repelling.
The point of maximum C12 = k12τ is non-hyperbolic and in particular it is a fold.
Indeed (
∂g
∂C12
)
F
= 0,
(
∂2g
∂C212
)
F
6= 0,
(
∂g
∂D
)
F
6= 0
with the subscript F meaning that the derivatives have been computed on the fold
of the critical manifold F : (D,C12)max = ( k12τ ,
k21−4τ2(α+2)
4τ2 ).
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4.5.2 Fixed points
We look for fixed points of the system (4.8). In the case of ε = 0 these points, if
they exists, are given by the intersection of the two conditions
f(D,C12, 0) = 0,
g(D,C12, 0) = 0
⇒ D = C
2
12 + 1,
τ(D + C212 + 2 + α)− k1C12 = 0
(4.13)
Substituting the second equation in the first one we get the following condition
2τC212 − k1C12 + τ(3 + α) = 0
which is satisfied by
P (±)eq = (D
(±)
eq , C
(±)
12,eq) :
D(±)eq =
[
k1 ±
√
k21 − 8τ2(3 + α)
4τ
]2
+ 1,
C
(±)
12,eq =
k1 ±
√
k21 − 8τ2(3 + α)
4τ
(4.14)
The two fixed points P (±)eq exists only in the case that the radicand is positive, i.e.
τ ≤ k1
2
√
2(3 + α)
= TM12
which is the maximum value of the elastic shear stress T12, as introduced in [Ren10].
This means that up to this value the fluid maintains the elastic properties as if it
was a solid and it doesn’t have any shear flow solution. From (4.14) it is possible
to note that D(±)eq ≥ 1 and C(±)12,eq ≥ 0 and that the two equilibrium points can
never coincide with the fold point of the critical manifold F but they always lie
both at its left side, i.e. C12,max > C
(±)
12,eq. The two fixed points P
(±)
eq are shown
in figure 4.5 along with the conditions f(D,C12, 0) = 0 and g(D,C12, 0) = 0.
The fixed points P (±)eq are preserved for ε 6= 0. Indeed the vector fields f, g defined
in (4.9) are such that
• the vector field f does not depend upon ε, thus
f(D,C12, ε) = 0 ⇐⇒ f(D,C12, 0) = 0 ⇒ D = C212 + 1
• the vector field g has the terms on ε appearing as regular perturbation terms.
Thus using an implicit function theorem, it is possible to show that these
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C12
D
f(D,C12, 0) = 0
g(D,C12, 0) = 0
P−eq
P+eq
F
×
Figure 4.5: Fixed point of the slow-fast system (4.8) for ε = 0.
fixed points are only slightly modified and they preserve the same stability
properties. Indeed
g(D(±)eq , C
(±)
12,eq, 0) = 0,
∂g
∂ε
(D(±)eq , C
(±)
12,eq, 0) 6= 0
then by the implicit function theorem there exists a set E ⊂ R, 0 ∈ E and
functions h, j : R → R such that h(0) = D(±)eq , j(0) = C(±)12,eq and such that
for ε ∈ E we have g(h(ε), j(ε), ε) = 0. This last condition means that the
vector field g is stationary for ε 6= in points that are O(ε)-close to P (±)eq .
Thus for ε 6= 0 and for a value of the shear stress τ sufficiently small the two
equilibrium points P (±)eq are preserved.
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4.5.3 Slow dynamics
The dynamics for the reduced problem is given by equation (4.10) as
D′ = f(D,C12, 0),
0 = g(D,C12, 0)
This is a differential-algebraic equation, which describes the evolution of the slow
flow on the constraint described by the critical manifold. The critical manifold has
been explicated in equation (4.12) as a function C12(D), which are two parabolic
branches. The constrained problem (4.10) can be studied as a one-dimensional
ODE
D′ = f(D,C12(D), 0)
Since the critical manifold is a line, the flow direction on it can change only when
there are fixed points. Thus it is sufficient to understand the linearized dynamics
close to the fixed points P (±)eq described by equation (4.14). Remember that the
condition of existence of the fixed points P (±)eq is τ ≤ TM12 .
We can compute the first derivative in the fixed point and thus see the value of
the eigenvalues to determine the stability properties.(
df
dD
)
D
(±)
eq
=
[
∂f
∂D
+
∂f
∂C12
∂C12
∂D
]
D
(±)
eq
The first derivative of function f in the generic point (D,C12(D), 0) on the left
parabolic branch is given by
df
dD
= −k1k2
τ2
(
τ2(9 + 6D + 5α)− 2k21 + 2k1
√
k21 − 4τ2(D + α+ 2)√
k21 − 4τ2(D + α+ 2)
)
Computing this quantity in D(±)eq we obtain that the leftmost equilibrium is stable,
i.e.
(
df
dD
)
D−eq
< 0, while the rightmost is unstable. The slow dynamics along the
critical manifold is depicted in figure 4.6.
For the same argument presented in section 4.5.1 the stability properties of P (±)eq
are preserved for ε 6= 0 small and τ < TM12 .
4.5.4 Conclusion on the dynamics for ε 6= 0
For ε 6= 0 the Fenichel’s theorem 2.5 presented in chapter 2 holds when we are far
enough from the non-hyperbolic point F . Where Fenichel’s theorem holds then
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Figure 4.6: Slow flow along the critical manifold C0. The leftmost equilibria P−eq
is stable, while the rightmost P−eq is unstable.
we know that a compact submanifold S0 of the critical manifold C0 is perturbed
on a compact locally invariant manifold Sε, O(ε)-close to S0 which is called the
slow manifold. The flow on the slow manifold converges to the slow flow on S0
defined by (5.11) for ε → 0. Moreover the same conclusions holds for the stable
and unstable manifolds of S0.
We are interested in the study of the evolution of the flow for different values of
the shear stress τ applied with the initial condition of fluid at rest, i.e. (D,C12)0 =
(1, 0). Depending on the value of τ different cases can appear:
τ > TM12 : The slow manifold Sε has no fixed points. Depending on whetherD0 > Dmax
or not two cases can appear. This last condition can be rephrased as a
condition on the shear stress τ , thus the following system of condition is
obtained
τ > TM12
D0 > Dmax
⇒
τ >
k1
2
√
2(3 + α)
τ >
k1
2
= T e
τ > T e: In this case Fenichel’s theorem 2.5 holds because the solution is evolving
along the fast fiber (1, C12), and by hypothesis 1 > Dmax. Thus the
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solution is always far enough from the fold point F . Note that the
conclusion that the solution evolves along the fast fiber (1, C12) is valid
only locally, i.e. for εC12 ∼ O(ε). For large values of C12 the term in
ε on the vector field g(D,C12, ε) of equation (4.9) cannot be neglected
when defining of the critical manifold. This case is presented in figure
4.7.
C12
D
1
F
×
τ > T e
Figure 4.7: Case of τ > T e. This is the “fast” flow case. Fenichel’s theory is
enough to study this case for low values of C12.
Note that there is an incongruence with what claimed by Renardy in
[Ren10]. Indeed Renardy claims that the maximum value of stress for
elastic solid behaviour is T e12 =
k1
2
√
3+α
. This value has to be understood
as the minimum stress required to make the fluid flow as a “fast” flow.
The value found for this project is instead for D0 > Dmax and is given
by T e = k12 > T
e
12. In Renardy’s paper [Ren10] there is a lack of
information on how the stress T e12 has been computed for the PEC
model. Moreover there is short supply on the use of the PEC model
in this context, thus it is not possible to conclude the reason of this
incongruence.
However Renardy’s paper agrees on the position of the fold point F :
(D,C12)max. For the slow-fast formulation and the results by Krupa
and Szmolyan [KS01a], we conclude that T e has to be the true maximum
elastic shear strain.
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TM12 < τ ≤ T e: In this case 1 < Dmax, thus for Fenichel’s theorem 2.5 the solution
evolves along the fast fiber (1, C12) until it is O(ε)-close to the critical
manifold C0. At this point the solution evolves along the slow manifold
Sε towards the fold point F . Once the solution is O(ε)-close to the
point F , the results by Fenichel are not valid anymore. However, the
paper by Krupa and Szmolyan [KS01a] shows that the solution will
pass ε-close to the fold point and continue evolving O(ε)-close to the
fast fiber (Dmax, C12) with base point in the fold F . This evolution is
valid up to large values of C12. This case is presented in figure 4.8. This
case explains the relaxation behaviour of thixotropic yields stress fluids.
Indeed this is the “slow flow” case introduced in section 4.2 which was
saying that waiting long enough times the material will start flowing,
even though the shear stress applied is smaller than the yield stress T e.
From figure 4.8 it is straightforward to understand the reason why the
observer has to wait very long times: indeed the solution is evolving
along the slow manifold with a velocity of order of ε.
C12
D
1
F
TM12 < τ ≤ T e
×
Figure 4.8: Case of TM12 < τ < T e. The fluid exhibits relation behaviour and the
results by Krupa and Szmolyan [KS01a] are necessary to understand
the flow dynamics for low values of C12.
τ ≤ TM12 : The slow manifold has two fixed points P (±)eq . Moreover from equation (4.14)
it is easy to see that D+eq > 1 = D0. Thus from Fenichel’s theory the solution
will move O(ε)-close to the fast fiber (1, C12) towards the left branch of the
critical manifold C0. When the trajectory is O(ε)-close to it then it will
follow the dynamics on the slow manifold Sε pointing towards the stable
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equilibrium O(ε)-close to P−eq. This last case is presented in figure 4.9.
The physical meaning of this solution is that the applied shear stress τ is
not large enough to make the fluid flow, and the material shows as an elastic
solid behaviour.
C12
D
1
F
P+eq
P−eq
τ ≤ TM12
×
Figure 4.9: Case of τ ≤ TM12 . This case is the elastic solid behaviour. Fenichel’s
theory is enough to study this case.
Note that the critical manifold C0 has been defined for ε = 0. Thus in the two cases
depicted in figures 4.7 and 4.8 for large values of C12 it is necessary to consider the
effect of the perturbation O(ε) as well acting on the vector field g defined in (4.9).
Indeed for large values of C12 it is not possible to say that the solution will keep
evolving on the fast fiber (1, C12) because the O(ε) terms will become relevant for
the evolution of the system. Note moreover that the ideal evolution of the solution
on the fast fiber (1, C12) up to very large values of C12 does not make any physical
sense because it would mean that the shear deformation would keep increasing up
to infinity.
Thus the dynamics of thixotropic yield stress fluids cannot be completely under-
stood only by the use of GSPT on the slow-fast system (4.8), but it is necessary
to study the large scale dynamics as well. This analysis is performed in the next
section 4.6.
A numerical integration of the fast system (4.8) has been performed. Figure 4.10
shows the two cases of τ ≤ TM12 and τ > TM12 in the slow fast coordinates (D,C12).
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As it is possible to see these plots are consistent with the figures 4.9 and 4.8. Indeed
for τ ≤ TM12 the solution evolves fast on the fiber (1, C12) until it approaches the
critical manifold and then it evolves slowly to the stable fixed point P−eq. Thus the
fluid is behaving as an elastic solid.
In the second case of τ > TM12 it is possible to note that the numerics agrees with
the results by Krupa and Szmolyan [KS01a]. Indeed, the solution evolves along
the fast fiber until it approaches the critical manifold. Then it evolves slowly on
the critical manifold until it gets close to the fold point. After this it continues
evolving on the fast fiber (Dmax, C12) but then for higher values of C12 we can see
that the dynamics evolves on a different trajectory which is not expected by the
slow-fast analysis. It is interesting to note that the dynamics is going to end up in
a fixed point, which looks to be attracting, and it has the physical meaning of the
steady state solution, which is that the shear stress is constant along the fluid.
Figure 4.11 shows the same numerical analysis in the (C12, s) coordinates, with
s = C11 + 2 as done by Renardy in [Ren10]. It is possible to make a comparison
between figures 4.11 and 4.12, where the second one shows Renardy’s results. The
two analysis are completely consistent. By the way for the case of τ > TM12 Renardy
has stopped the numerical simulation before obtaining the large scale dynamics
behaviour.
As a remark we would like to note that bullet point 4 in Renardy’s paper [Ren10]
at page 523 is not well written. Indeed it is possible to restate that bullet point in
this project’s language as saying that P−eq is repelling, while P+eq is attracting. But
as it has been shown in section 4.5.3, it is exactly the opposite.
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Figure 4.10: The numerical integration of equation (4.8) for τ ≤ TM12 is shown by
the blue line. The red line is the condition f(D,C12, 0) = 0 while
the green line is the condition g(D,C12, 0) = 0.
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Figure 4.11: The numerical integration of equation (4.8) for τ > TM12 is shown by
the blue line. The red line is the condition f(D,C12, 0) = 0 while
the green line is the condition g(D,C12, 0) = 0.
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Fig. 2. Dynamics of yielding for the PEC model.
or
d
ds
(
s− !
2
 (s)2
)
= 0. (40)
For the PEC model, (39) leads to
3− s+ 2!
2(s+ ˛)2
k21
= 0. (41)
This equation has two roots if !< TM , and no roots if !> TM .
On the other hand (40) leads to
s+ ˛ = k
2
1
2!2
. (42)
It can be shown that this is a point of tangency between the slow
curve and the fast curve through the same point.
We can describe the overall dynamics for " = 0 in the (C12, s)
plane as follows:
(1) There is a family of fast curves given by s = C212 + #, #∈ IR.
(2) There is a slow curve given by C12 (s) = !. For the PEC model,
 (s) is a linear function, so the slow curve is a straight line.
(3) At each point above the slow curve, C12 and s increase along
the fast curve. At each point below the slow curve, C12 and s
decrease along the fast curve.
(4) The is an “equilibrium curve” given by s = 2C212 + 3. Along the
slow curve, s− C212 decreases below the equilibrium curve, and
it increases above the equilibrium curve.
(5) Where a fast curve intersects the slowcurve transversally, there
is a switch frommotion along the fast curve tomotion along the
slow curve. At a point of tangency between fast and slow curve,
motion along the slow curve switches to the fast curve.
(6) If !< TM , the slow curve intersects the equilibrium curve, if
!> TM , it misses it.
A case where !< TM , and a case where !> TM are shown in
Fig. 2. The figure shows the slow curve, the equilibrium curve, and
the family of fast curves. The motion (indicated by the bold line)
proceeds along the initial fast curve s = 3+ C212 until it intersects
the slow curve. We then follow the slow curve upward until we
either reach equilibrium (!< TM) or we reach a tangency with a
fast curve (!> TM).When tangency is reached,weswitch to the fast
curve, where C12 and swill continue to grow, and there is eventual
change to yielded dynamics as described above.
Hence if we consider the fast evolution alone, the yield stress
would be Te. However, for the combined fast and slow evolution,
the yield stress is given by the smaller value TM . On a long time
scale, the material yields at a smaller stress than it does on short
time scales.
The results above were given in terms of the variables C12 and
s, which are convenient for mathematical analysis. On the other
hand, the physically observable quantities of interest are the shear
rate, shear stress and first normal stress difference. The total shear
stress ! is held fixed, and the contribution of Newtonian and elas-
tic parts depends on the shear rate. The shear rate starts out at the
value !/$, and initially decreases. If there is yielding on the fast
curve, the shear rate goes through a minimum, and then increases
again, finally reaching the value !/$ in the yielded state. On the
slow curve, the shear rate is zero. If the medium does not yield, it
remains zero; otherwise it increases again on the fast curve. The
normal stress difference is proportional to (s− 3)/(s+ ˛), which
is a monotone function of s. Since s is increasing on both the fast
and slow curves, the normal stress difference is monotonically
increasing.
It is illuminating to look at the elastic contribution to the stress.
The largest value that this contribution can possibly reach is Te.
If !> Te, the shear rate therefore remains positive throughout. If
!< Te, the shear rate evolves to zero, and T12 becomes equal to !.
This persists throughout the slow phase of the evolution. If !< TM ,
equilibrium is reached on the slow curve, as would be expected
from the steady shear behavior. If !> TM , no equilibrium exists on
the slow curve, and the elastic stress eventually must decrease to
zero on another fast curve.
8. Unyielding under given stress
Wenow start themotion under conditions of steady shear flow,
with a given positive shear rate %. Then at time t = 0, we instanta-
neously lower the shear stress. We shall limit our analysis to the
PEC model. The question is whether the fluid will establish a new
steady shear flow with a different shear rate or unyield.
If % is the shear rate of the initial shear flow, we have, at time
t = 0,
%2
"2
= s− 3
2
k22(s+ ˛)2,
C12 = %"k2(s+ ˛)
,
C22 = 1.
(43)
To leading order in ", this is equivalent to
s = C11 = 21/3
(
%
k2"
)2/3
, C12 = 2−1/3
(
%
k2"
)1/3
. (44)
The corresponding shear stress is $%.
We now instantaneously change the imposed shear stress ! to a
different value and hold it fixed at that value. For the initial dynam-
ics, we are in the “yielded” limit already discussed in the previous
section. As above, we set s = "−2/3s˜, C12 = "−1/3C˜12, and t = "−1/3 t˜
Figure 4.12: Renardy’s results of the dynamics of yielding for the PEC model.
Figures from [Ren10].
4.6 Large scale dynamics
A good way to approach the large scale dynamics is to make a proper change of
coordinates and a time rescale of equation (4.8). The following change of coordi-
nates4 is performed
t = ε−
1
3 t˜, C12 = ε
− 13x, D = ε−
2
3 y
We have
dx
dt˜
=
τ
η
− k2x(y + x2 + (α+ 2)ε 23 )− k1xε
1
3
η(y + x2 + (α+ 2)ε
2
3 )
dy
dt˜
= k2(y + x
2 + (α+ 2)ε
2
3 )(−y + x2 + ε 23 )
dε
dt˜
= 0
(4.15)
4The new set of variable is called x, y, t˜ in order not to get redundant with the subscripts
when doing the blow-up. Note that from now on the first equation is the one related to the
evolution of C12 while the second one is related to D, while in the previous section it was the
opposite. Even though this change of notation could be considered as confusing, it will result
very helpful in the understanding of the dynamics. Moreover, the plots on the precedent sections
were already following this notation, in order to be consistent with Renardy’s results [Ren10].
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Make the following change of coordinates: δ = ε
1
3 , equation (4.15) becomes
dx
dt˜
=
τ
η
− k2x(y + x2 + (α+ 2)δ2)− k1xδ
η(y + x2 + (α+ 2)δ2)
dy
dt˜
= k2(y + x
2 + (α+ 2)δ2)(−y + x2 + δ2)
dδ
dt˜
= 0
(4.16)
For δ = 0 the system (4.15) has a fixed point in
P ∗ : x =
(
τ
2ηk2
) 1
3
, y = x2 =
(
τ
2ηk2
) 2
3
(4.17)
The Jacobian matrix of (4.16) for the (x, y) coordinates in the fixed point P ∗ is
J =
−4k2
(
τ
2ηk2
) 2
3 −k2
(
τ
2ηk2
) 1
3
2τ
η −2k2
(
τ
2ηk2
) 2
3

which has the eigenvalues
λ12 = −3k2
(
τ
2ηk2
) 2
3
± i
√
3k2
(
τ
2ηk2
) 2
3
The real part of both eigenvalues λ12 is always negative, and thus the fixed point
is a stable focus.
Moreover, the Jacobian matrix J is non-singular in the fixed point for δ = 0,
indeed
det J = 12k22
(
τ
2ηk2
) 4
3
6= 0
Thus, for δ 6= 0 small, the implicit function theorem holds and the fixed point and
its stability properties are maintained.
By doing this coordinate rescale all the information about the small scale dynamics
of equation (4.8) are on the higher order terms. As we can see, system (4.15) is
a regular perturbation problem and it is not anymore a slow-fast system. A very
efficient way of connecting the two distinct behaviours of the small and large
scale dynamics of equations (4.8) and (4.15) respectively, is to use the blow up
method in the origin. Indeed, the blow-up method is a powerful tool every time
we need to connect dynamics on two different scales, thus we expect to get a good
comprehension of the system using it.
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The next goal is to show that using a proper map Γ for the blow-up, the solution
starting with initial condition at rest, will end up for large times (going to infinity
for ε going to zero) to the steady state shear flow described by the stable fixed
point P ∗ of coordinates (4.17).
4.7 Blow-up of the origin
In order to perform a blow-up of the origin, it is needed to determine the quasi-
homogeneous blow-up map Γ for the system (4.16), see chapter 3.
Call B = S2 × R and B0 = S2 × [0, r0], r0 > 0. The quasi-homogeneous blow-up
Γ : B0 → R3 is defined such that
Γ : S2 × R→ R3, Γ(x¯, y¯, δ¯, r¯) = (r¯a1 x¯, r¯a2 y¯, r¯a3 δ¯)
with ai, i = 1, 2, 3 positive integers. For equation (4.16) the following conditions
are obtained:
r¯k+a1
(
τ
η
− k2x¯(y¯ + x¯2 + (α+ 2)δ¯2)− k1x¯δ¯
η(y¯ + x¯2 + (α+ 2)δ¯2)
)
=
=
τ
η
− k2r¯a1 x¯(r¯a2 y¯ + r¯2a1 x¯2 + (α+ 2)r¯2a3 δ¯2)− k1r¯
a1 x¯r¯a3 δ¯
η(r¯a2 y¯ + r¯2a1 x¯2 + (α+ 2)r¯2a3 δ¯2)
r¯k+a2
(
k2(y¯ + (x¯
2 + (α+ 2)δ¯2)(−y¯ + x¯2 + δ¯2)) =
k2(r¯
a2 y¯ + r¯2a1 x¯2 + (α+ 2)r¯2a3 δ¯2)(−r¯a2 y¯ + r¯2a1 x¯2 + r¯2a3 δ¯2)
Thus the following conditions are obtained
a1 = a3 =
a2
2
k = a2
Choose a1 = 1 then it follows that a2 = 2, a3 = 1 and k = 2. The blow-up map
for system (4.16) is then
Γ(x¯, y¯, δ¯, r¯) = (r¯x¯, r¯2y¯, r¯δ¯).
Note that the degenerate point has been blown-up to an ellipsoid since the powers
on the three directions are different.
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4.8 Definition of the local charts
The trajectory we want to study is the one of initial point (x, y) = (0, 1) evolving
on the fast fiber (x, 1) for long times of system (4.8). As it is possible to see in
figure 4.13 two charts are necessary for this analysis
• chart κ1 such that δ¯ > 0 which will reproduce the dynamics of system (4.8)
• chart κ2 such that x¯ > 0 which can glue the local dynamics of (4.8) with the
large scale dynamics of (4.16).
ε
x
y
κ1
κ3
κ2
ε
x
y
κ1
κ2
κ3
S−a S+a
S−r S+r
ε
x
y
κ2
κ1
Figure 4.13: Local charts of interest for the study of the blown-up dynamics of
the non-Newtonian fluid problem.
Call B+
δ¯
:= B ∩ {δ¯ > 0}, B+x¯ := B ∩ {x¯ > 0} submanifolds of B. On these
submanifolds the two charts are well defined.
Instead of the quasi-homogeneous blow-up Γ, on the two charts κi, i = 1, 2 two
directional blow-up maps µi are defined, such that on each chart Γ = µi ◦ κi. The
computation is shown in detail for the case of chart κ1. Chart κ2 can be computed
in a similar way, thus only the results will be stated.
Chart κ1
Consider the directional map µ1 : R3 → R3, such that δ1 = 1:
µ1 :=
x = r1x1
y = r21y1
δ = r1
(4.18)
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Require the chart κ1 : B+δ¯ → R3 such that Γ = µ1 ◦ κ1, where
κ1(x¯, y¯, δ¯, r¯) = (x¯δ¯
−b1 , y¯δ¯−b2 , r¯δ¯−b3) = (x1, y1, r1). Note that the division of each
coordinate by the quantity δ¯ is because this directional blow-up is actually a stere-
ographic mapping.
x : r¯x¯ = r1x1 = r¯x¯δ¯
−b1−b3
y : r¯2y¯ = r11y1 = r¯
2y¯δ¯−2b3−b2
δ : r¯δ¯ = r1 = r¯δ¯
−b3
⇒
− b1 − b3 = 0
− 2b3 − b2 = 0
− b3 = 1
⇒
b1 = 1
b2 = 2
b3 = −1
Thus we have found that the chart κ1 is given by
κ1 : B
+
δ¯
→ R3 s.t.
x1 = x¯δ¯
−1
y1 = y¯δ¯
−2
r1 = r¯δ¯
Chart κ2
Chart κ2 : B+x¯ → R3 is defined such that the directional blow-up µ2 : R3 → R3 is
done keeping x2 = 1. In order to have Γ = µ2 ◦ κ2 it is obtained
µ2 :=
x = r2
y = r22y2
ε = r2δ2
κ2 :
r2 = r¯x¯
y2 = y¯x¯
−2
δ2 = δ¯x¯
−1
(4.19)
The aim is to study a trajectory and follow its evolution along the two different
charts. Thus, the transition functions κ12, κ21 between the charts need to be
computed. Note that these transition functions are defined only in the subspace
where both the considered charts are well defined. For instance the transition
function κ21 from chart κ1 to chart κ2 is defined for x1 > 0.
• κ12: from κ1 to κ2, for x1 > 0
r2 = r1x
−1
1 , y2 = y1x
−2
1 , δ2 = x1
• κ21: from κ2 to κ1, for δ2 > 0
x1 = δ
−1
2 , y1 = y2δ
−2
2 , r1 = r2δ2
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4.8.1 Dynamics on chart κ1
Consider chart κ1 such that the map µ1 on this chart is given by
µ1 : R3 → R3 : x = r1x1, y = r21y1, δ = r1
changing time t1 = r1t˜ we obtain the following system
x˙1 =
τ
η
− k1x1
η(s1 + α)
− k2r31x1(s1 + α)
y˙1 = r
3
1k2(s1 + α)(−y1 + x21 + 1)
r˙1 = 0
, s1 = y1 + x
2
1 + 2 (4.20)
with the dot meaning derivative respect to t1. It is possible to notice that calling
x1 = C12, y1 = D, r
3
1 = ε then we obtain exactly the slow-fast system of equation
(4.8), which describes the small scales dynamics. The system has been already
analysed in section 4.5.4. For τ > TM12 then the solution for the system initially
in rest condition either evolves as in figure 4.14, which is exactly the behaviour
described in the figures 4.7, 4.8 in section 4.5.4.
x1
y1
1
F
×
τ > k12
x1
y1
1
F
TM12 < τ ≤ k12
×
Figure 4.14: Description of the dynamics in chart κ1 for τ > TM12 .
4.8.2 Dynamics on chart κ2
Consider chart κ2 such that the map µ2 on this chart is given by
µ2 : R3 → R3 : x = r2, y = r22y2, δ = r2δ2
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changing time t2 = r2t˜ we obtain the following system
r˙2 = r2F2(r2, y2, δ2)
y˙2 = −2y2F2(r2, y2, δ2) + r32k2(1 + y2 + (α+ 2)δ22)(1− y2 + δ22)
δ˙2 = −δ2F2(r2, y2, δ2)
(4.21)
with F2(r2, y2, δ2) = τη − k1r2δ2η(y2+1+(α+2)δ22) − k2r
3
2(1 + y2 + (α + 2)δ
2
2) and the dot
meaning derivative respect to t2.
System (4.21) has two fixed points. The first one is in the origin, while the second
one is for (r2, y2, δ2) =
((
τ
2ηk2
) 1
3
, 1, 0
)
. Observe that the second fixed point
is exactly the fixed point P ∗ of coordinates (4.17) rewritten in the coordinates
(r2, y2, δ2) found for δ = 0 for the large scale system. The stability properties of
P ∗ have already been studied in section 4.6. On the other hand the fixed point in
the origin is a new feature that appears in chart κ2.
We now check the stability properties of the fixed point in the origin by computing
the Jacobian matrix
J(0, 0, 0) =
 τη 0 00 −2 τη 0
0 0 − τη

Thus the origin is an hyperbolic saddle, which has the y2 and δ2 directions stable,
while r2 is unstable. Note that the two directions r2 and δ2 have opposite linear
stability properties, which is as expected since the quantity ε = δ3 = r32δ32 has to
remain constant. The local stability properties of the fixed point in the origin are
shown in figure 4.15.
The stable manifold is locally tangent to the y2 axis in the origin and lies in
the (y2, δ2)-plane . Moreover, from equation (4.21) it is possible to see that the
two subspaces defined by the planes {r2 = 0} and {δ2 = 0} are invariant. Since
{δ2 = 0} is invariant and the unstable manifold is contained in this plane, we
conclude that the unstable manifold always to lie in the plane {δ2 = 0}.
4.9 Analysis of the dynamics for δ = 0
For δ = 0 there are two trajectories which are of interest to study close to the fixed
point in the origin of chart κ2. Those two trajectories are depicted with a bold
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δ2
r2
y2
Figure 4.15: Local stability of the fixed point in the origin.
line in figure 4.16. Those two trajectories can be considered as building blocks and
are useful to determine the dynamics for δ 6= 0.
y2
r2
±2
Figure 4.16: Building trajectories for δ = 0 in bold line and example of a trajec-
tory solution for δ 6= 0.
• The first trajectory which is of interest to study is the transformation on
chart κ2 of the trajectory evolving on the fast fiber (x1, 1, 0) of chart κ1, see
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figure 4.14. The change of coordinates from chart κ1 to chart κ2 defined for
x1 > 0 is given by
κ12(x1, y1, r1) : r2 = r1x1, y2 =
y1
x21
, δ2 =
1
x1
For δ = r1 = 0 and large values of x1, the trajectory considered will end up
to the origin of chart κ2 tangent to the stable manifold and it is lying in the
invariant plane {r2 = 0}.
lim
x1→∞
κ12(x1, 1, 0) : r2 = 0, y2 = 0
+, δ2 = 0
+
Moreover the trajectory approaches the origin on the plane {r2 = 0} tangent
to the δ2-axis. This trajectory is shown in figure 4.16 on the invariant plane
{r2 = 0} with a bold line.
• There is a second trajectory which is moving along the direction of the unsta-
ble manifold r2 and is lying on the invariant plane {δ2 = 0}. In this invariant
plane, by the use of the stable manifold theorem it is possible to write the
motion on y2 as a graph of the unstable manifold, i.e.
y2 = U2(r2) (4.22)
with U2 at least of the second order in r2, i.e. U2(r2) = a2r22 + a3r32 + . . . .
Substituting (4.22) in equation (4.21), we obtain the coefficients:
a2 = 0, a3 =
k2η
5τ
Since a3 > 0, then y2 is locally increasing for increasing values of r2. The
trajectory is the one displayed in figure 4.16 with a bold line in the invariant
plane {δ2 = 0}.
The interest is to understand the local evolution of this escaping trajectory
for a given r2. Consider the point P2 obtained for r2 = ρ:
P2 : r2 = ρ, y2 =
k2η
5τ
ρ3 +O(ρ4), δ2 = 0
In order to follow the evolution of the trajectory passing through point P2 it
is needed to consider either higher order terms in the expansion (4.22) or it
is possible to study the point P2 in the original chart (x, y, δ). Considering
this second option, the point P2 transformed on the original chart becomes
the point P of coordinates
P : x = ρ, y =
k2η
5τ
ρ5 +O(ρ6), δ = 0
which is lying in the positive quadrant x, y > 0. The next step is to show
that given a ρ > 0 but possibly small, the trajectory starting from the point
P will always end up in the fixed point P ∗ of the large scale dynamics.
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• First of all we will show that the quadrant x, y > 0 is invariant for δ = 0.
Consider the box B of figure 4.17 defined as
x ∈ [µ,M ], y ∈ [η,N ], µ, η,M,N > 0
with µ, η  1 small quantities, while M,N  1 large. It is possible to show
that for system (4.15) the vector field is always pointing inwards the box B.
Indeed
– on the left side x = µ and y ∈ [η,N ] then x˙ > 0, y˙ 6= 0
– on the lower side y = η and x ∈ [µ,M ] then y˙ > 0, x˙ 6= 0
– on the right side x = M and y ∈ [η,N ] then x˙ < 0, y˙ 6= 0
– on the upper side y = N and x ∈ [µ,M ] then y˙ < 0, x˙ 6= 0
Considering µ, η → 0 and M,N → +∞ it is possible to conclude that the
vector field (4.15) is pointing inwards on all the positive quadrant x, y > 0
with the two axes x = 0, y = 0 excluded. Note that for the y = 0 axis it
would have not be possible to conclude in the origin, since there the vector
field is tangent to the box, i.e. y˙ = 0 for y = 0.
x
y
B
µ M
η
N
P ∗
Figure 4.17: Direction of the vector field (4.15) on the positive quadrant. P ∗
is the fixed point of the large scale dynamics defined by equation
(4.17).
The properties of the vector field on the borders of box B are maintained for
δ 6= 0 but small.
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• The vector field (4.15), has negative divergence in every point of the box B:
∂x˙
∂x
+
∂y˙
∂y
+
∂δ˙
∂δ
= −3k2(y + x2)
and thus, by Dulac’s criterion it is possible to rule out the existence of limit
cycles on the subset considered.
• The fixed point P ∗ of coordinates (4.17) lies inside the region defined by the
box B, and it has already been shown with the use of the implicit function
theorem that it is persistent for δ 6= 0.
Thus all the trajectories inside the box B have to end up on the fixed point P ∗
for any value of δ ≥ 0 small, and the trajectory starting from point P has to end
up there as well.
4.10 Conclusions for δ 6= 0
The interest now is to study the evolution of the fast trajectory of initial conditions
Q0 : x1 = 0, y1 = 1, r1 = δ
for the case of τ > TM12 defined in chart κ1 and follow it along chart κ2 and the
original chart (x, y, δ). Remember that δ = ε
1
3 .
• By the use of the results by Krupa and Szmolyan [KS01a] for δ 6= 0 but
small, the trajectory of initial condition Q0 is evolving in chart κ1 along a
fast trajectory which is δ3-close to the limit trajectory obtained for δ = 0, see
equation (4.20). For values of x1 large, it is necessary to follow the evolution
of this trajectory on chart κ2.
• On chart κ2 for δ 6= 0 the {y2 = 0} plane is foliated by a family of lines
δ = r2δ2. Moreover for r2 6= 0 we have been able to write y2 as a graph on
r2 as y2 = k2η5τ r
3
2 +O(r42). The trajectory is depicted in figure 4.16. Thus it
is possible to follow the evolution of the perturbed trajectory on this chart
up to some value of r2 = ρ. This point can be written as
P2,δ : r2 = ρ, y2 =
k2η
5τ
r32 +O(r42), δ2 =
ε
1
3
r2
Thus it is possible to transform point P2,δ into the original chart (x, y, δ) and
we obtain the point
Pδ : x = ρ, y =
k2η
5τ
ρ5 +O(ρ6), δ = ε 13
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which is inside the box Bδ defined for δ 6= 0.
• As we have already shown in the previous section, all the trajectories in the
positive semiquadrant are going to converge to the stable focus on the initial
chart (x, y, δ). Since the properties of the box B are independent of δ, the
box Bδ defined for δ 6= 0 has them as well. Thus in this way we can show that
for δ 6= 0 but small and τ > TM12 , the trajectory starting in (D,C12) = 0 will
always end up into the stable fixed point defined by equation (4.17). We can
conclude that this point is globally attracting for any physically meaningful
initial condition.
We have been able to show with the use of the blow-up method the relation between
the large scale and small scale dynamics for a thixotropic yield stress fluid.
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Chapter 5
The Schrödinger eigenvalue
problem
In this chapter the problem of computing the eigenvalues of the Schrödinger equa-
tion at the classical limit is analysed. This problem is rather challenging because
it involves the study of a slow fast system of the type introduced in chapter 2.
An analytical treatment of this problem is very useful since numerical methods ex-
hibits stiffness issues related to the integration of the appearing differential equa-
tion.
In section 5.1 the Schrödinger equation is presented and its physical meaning
is explained. The theory of quantum mechanics hereby presented is referred to
the books of Picasso [Pic00] and Shankar [Sha80]. Section 5.2 introduces to the
particular problem of the classical limit, under which both quantum mechanics and
Newton’s laws should be capable to explain the dynamics of the system. The next
section 5.3 shows how the Schrödinger equation can be rewritten in a slow-fast
formulation while in section 5.4 the analytical solution of the problem is presented
for the particular case of a quadratic potential. For a generic symmetric potential
it is not possible to find an analytical solution of the system of equations. The
geometric singular perturbation theory can help in this sense and in section 5.5
the analysis for the limit case of ε = 0 is performed. Unfortunately, the slow fast
formulation presents a degenerate point in the origin appears and GSPT is not
enough to conclude on the behaviour for ε 6= 0 close to the origin. The blow-up
of the singular point is performed in section 5.6 while the local charts and the
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analysis of the dynamics on each local chart is described in sections 5.7 and 5.8
respectively. In final section 5.9 the analysis of the dynamics through the different
charts is presented, in particular for the case of ε 6= 0.
5.1 The Schrödinger equation
Quantum mechanics is a branch of physics which describes physical phenomena at
the atomic scales. Its formulation has started at the beginning of the nineteenth
century, when physicists realized that classical mechanics was inaccurate to de-
scribe physics at nano scales.
The main result of what is called now the old theory of quantum mechanics is the
wave-particle duality. This theory claims that light waves are consisting of entities
called photons and to each of these entities is associated a wave function ϕ(x, T ),
such that |ϕ|2 is the probability of finding the photon in the point x at time T
[Pic00], [Sha80].
The dynamics of the wave function ϕ(x, T ) is described by Schrödinger equation1,
which is the equivalent of Newton’s second law for quantum mechanics. In general
it is written as the following linear partial differential equation
i}ϕT = Hˆϕ (5.1)
where ϕT means derivative of ϕ respect to the time T . } is the reduced Planck’s
constant such that } = h2pi and Hˆ is the Hamiltonian operator, which describes
the total energy of the wave function.
By the Copenhagen interpretation [Sha80], the wave function ϕ is key to describe
quantum systems indeed
• The square of the modulus of the wave function |ϕ|2 represents the proba-
bility of a given outcome for a measurement.
• The wave function ϕ describes completely the evolution along time of the
state of the system.
Note that the Copenhagen interpretation requires ϕ being L2-integrable∫
|ϕ|2 dx = 1
and the finiteness of the integral means that ϕ has to vanish at infinity:
lim
x→±∞ϕ(x) = 0. (5.2)
1The equation has been formulated by Erwin Schrödinger in 1926.
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In the thesis the focus will be on a uni-dimensional system, in the non-relativistic
case for a particle moving in an electric field. For this case the Hamiltonian
operator can be expressed [Sha80] as
Hˆ = − }
2
2m
∂2
∂x2
+ V (x, T ) (5.3)
with m the mass of the particle and V its potential energy in a given point x ∈ R
at time T . The Schrödinger equation (5.1) becomes
i}ϕT = − }
2
2m
ϕxx + V (x, T )ϕ (5.4)
where the wave function ϕ is computed in (x, T ).
It is possible to observe that for this case there is a strong analogy with classical
mechanics. Indeed, in classical mechanics the Hamiltonian function of a point of
mass m expressed in the canonical coordinates (q, p) subject to a potential vector
field V (q, T ) can be described as
H(q, p) =
p2
2m
+ V (q, T ).
The canonical coordinates in phase space (q, p) in the Hamiltonian formalism are
such that they satisfy the Poisson brackets {q, p} = 1.
For two given functions f, g ∈ C1, such that f, g : R2n → Rn, the Poisson brackets
are defined as
{f, g} =
n∑
i=1
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
(5.5)
with q = (q1, . . . , qn), p = (p1, . . . , pn) the canonical coordinates. The Poisson
brackets have various properties, such that they are linear, anti-symmetric, they
satisfy the Leibnitz rule and the Jacobi identity.
If the conjugate momenta p are replaced with the operator −i} ∂∂x and q = x then
the Hamiltonian operator Hˆ defined in equation (5.3) is obtained. Note that in
this case the definition of Poisson bracket (5.5) is still valid. In this case though it
is no more required that {q, p} = 1, but the canonical coordinates have to satisfy
the canonical commutation relation {q, p} = i}.
It is assumed that the potential V (x) is time independent and symmetric and can
be written as V (x) = ax2 + O(x4), a > 0. Note that if the higher order terms of
the potential are not considered, the Schrödinger equation (5.4) will describe the
motion of the quantum harmonic oscillator, while the equivalent formulation in
classical mechanics will describe the mechanical harmonic oscillator.
The requirement a > 0 is necessary for physical reasons. Consider for example the
mechanical harmonic oscillator, then for a < 0 the rest position would be unstable
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and the particle would tend to escape to infinity for any given initial condition
apart the rest point. This behaviour is unphysical and it’s not of interest for
the purpose of the thesis. The same reasoning applies to the equivalent quantum
mechanical system.
As it will be shown in the next sections, the requirement of V (x) being symmetric
will make all the computations simpler. The case of an asymmetric potential can
be studied in the same manner, but more care has to be taken.
In the next section it will be shown that set of eigenvalues solving the problem
(5.4) is a discrete one. This depends on the fact that the potential V (x) is going
to infinity for x → ±∞. Ideally, the potential V (x) could also go to zero or to
a finite value for x → ±∞. In this case the solutions of the eigenvalue problem
would be a continuum set instead of the discrete one that is going to be found in
the next sections [Pic00].
5.2 The classical limit
Schrödinger equation describes well the physics at the atomic scale, while New-
ton’s second law is well working for classical mechanics. The question analysed
in this section is how to re-obtain the results of classical mechanics starting from
Schrödinger equation when this equation is applied to a sufficiently large system.
Note that it doesn’t exists any limit of the Schrödinger equation which leads to
re-obtain exactly Newton’s second law for two reasons:
• Schrödinger equation (5.4) is a linear partial differential equation, while New-
ton’s second law is a second order ordinary differential equation.
• While Schrödinger equation describes the probability |ϕ|2 of finding a particle
at time T in position x, Newton’s second law describes exactly the motion
of the particle along time.
Thus the question is at which limit the results predicted by Schrödinger equation
are going to coincide with the ones predicted by Newton’s second law in some
sense. The question is non trivial and it has not been completely answered yet.
Two different formulations are now presented:
• Planck’s formulation [Pla10] supposes to re-obtain Newton’s second law from
the Schrödinger equation considering the reduced Planck’s constant } → 0
when confronted with the characteristics of the system. This statement can
also be reformulated as requiring the mass m of the quantum particle to go
to infinity, i.e. obtain a point of finite mass m in the classical mechanical
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framework. This formulation has been supported by Dirac as well in [Dir58]
and it is called the classical limit.
• Bohr’s formulation [Boh85] considers the limit of large quantum numbers n
in order to re-obtain Newton’s second law from the Schrödinger equation.
This formulation is called the correspondence principle. Note that when Bohr
has applied his formulation to the computation of the transition frequency of
the hydrogen atom he has considered large but finite values of the quantum
number n, otherwise the transition frequency would collapse to zero [HK89].
The paper by Klein [Kle12] analyses the relation between classical and quantum
mechanics by doing in several ways the limit } → 0. It is shown that apart some
special case in general this limit does not allow to recover classical mechanics from
quantum mechanics.
A work by Hassoun and Kobe [HK89] analyses the Planck’s and Bohr’s formula-
tions for three different potentials of quantum mechanical systems V (x) = xm,m =
0, 1, 2. Their conclusion is that none of the two formulations alone leads to a com-
plete recovery of Newton’s second law. Instead, the classical limit is obtained only
in the case that }→ 0 and n→∞, such that the action of the corresponding clas-
sical system J = n} remains constant. This requirement supports the equivalence
of the Hamiltonian operator Hˆ with the Hamiltonian function H at the classical
limit, since requiring a constant action J is in good accordance with Hamilton’s
principle of least action.
It is possible to conclude that it doesn’t exists a generally accepted theory of the
classical limit. Thus for this project, there is freedom in the interpretation on
how to get the classical limit. The present work will deal with the classical limit
} → 0 supposing the limit of large quantum numbers n and thus the action J is
not kept constant. It will be shown that by this decision the system obtained is
a slow-fast system with a non-hyperbolic point in the origin. The case of keeping
J = }n constant would be in the author’s opinion equivalently interesting, but
then a different analysis from the one hereby presented should be used. Since in
this thesis a generic symmetric potential V (x) = x2 + O(x4) is considered, the
results obtained could be considered as an improvement of the analysis done in
[HK89], even if J is not kept constant.
5.2.1 Computation of the classical limit
In this section the computation of the classical limit is performed under the hy-
pothesis stated in the previous section.
Introduce a new, slower time t such that T = t
√
2m, then the Schrödinger equation
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(5.4) can be reformulated as
i
}√
2m
ϕt = − }
2
2m
ϕxx + V (x, t)ϕ
and calling ε = }√
2m
, the Schrödinger equation at the classical limit can be refor-
mulated as
iεϕt = −ε2ϕxx + V (x)ϕ (5.6)
The aim of this chapter is to study the eigenvalue problem of equation 5.6 for
0 < ε 1.
In the next section the Schrödinger equation at the classical limit (5.6) is rewritten
as a slow-fast system and then the computation of the analytical solution at the
classical limit for different types of potential V (x) is performed.
This analysis is very useful because the numerical integration of a slow-fast system
shows stiffness related issues. The WKB method is a numerical algorithm which
is generally used to solve the Schrödinger equation at the semiclassical limit. The
limit is called semiclassical when the Planck’s constant is expanded in power series,
and classical mechanics is re-obtained considering only the power 0 term.
Other numerical methods used to solve the one-dimensional Schrödinger equation
are presented in [Rap81], [AS96], [MS07] and [San13]. As it is possible to see even
without considering the classical limit, a numerical investigation of the problem is
not trivial.
5.3 The slow-fast formulation
Guess the following solution
ϕ(x, t) = e−iλtψ(x), s.t. lim
x→±∞ψ(x) = 0 (5.7)
where the boundary condition on ψ is such that the relative boundary condition
of ϕ (5.2) is satisfied. Substituting the guess in the Schrödinger equation (5.6) the
following ODE is obtained
ε2ψxx = (V (x)− E)ψ (5.8)
with E = ελ the energy associated with the wave function. This is an eigenvalue
problem in the form
d2
dx2
ψ =
(V (x)− E)
ε2
ψ
Once a value of λ ∈ R satisfies this equation then the corresponding ψ is the
eigenfunction. These values of (λ, ψ) plugged in the guess (5.7) give a solution for
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the Schrödinger equation (5.6).
It is possible to show that the L2-integrable eigenfunctions ψ form a discrete set
with λ ∈ Z. The values of energy E associated to these eigenvalues λ ∈ Z are the
discrete energy levels of the system, see figure 5.1. This is related to the concept
of quantization of energy: a particle can assume only specific energy levels. The
difference between one energy level and the next one is constant and is related to
the quanta of energy i.e. En+1 − En = 2ε, ∀n ∈ N0 . Each λ = 2n + 1, n ∈ N0
solution is related to an energy level En with n the quantum number. Note that
n is related to the number of zeroes of the eigenfunction ψ.
x
¸
xV
=1
¸=3
¸=5
¸=7
¸=9
¸=11
Eo
E1
E2
E3
E4
E5
Figure 5.1: Eigenfunctions ψ(x) associated to the respective eigenvalues λ for
the quantum harmonic oscillator, V (x) = x2.
Solutions ψ that are limited for x→ ±∞ but not zero are improper eigenfunctions
and it is possible to show that they have a continuous spectrum of eigenvalues
λ ∈ R.
Moreover in regions where E < V (x) solutions are not allowed, because in these
regions the kinetic energy of the quantum particle would be negative [Pic00].
In order to solve the ODE for ψ (5.6) a change of coordinates can be performed.
Introduce the variable y ∈ R such that
y = ε
ψx
ψ
(5.9)
The change of coordinates is not defined for ψ = 0. For the points x in which
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ψ(x) = 0 it is necessary to require ψx(x) 6= 0. Otherwise equation (5.8) has the
trivial solution ψ ≡ 0 which is not an eigenfunction.
With the change of coordinates (5.9) it is possible to explicit the solution of the
eigenfunction ψ for a given eigenvalue λ
ψ(x) = C1e
1
ε
∫ x
x0
y(s) ds
with C1 a constant and x0 some value in the set considered.
Note that the boundary condition limx→±∞ ψ(x) = 0 becomes a condition on the
solution y, in particular
lim
x→+∞
∫ x
x0
y(s) ds = −∞ and lim
x→−∞
∫ x0
x
y(s) ds = +∞ (5.10)
A second requirement on the solution y is that it has to be defined on all the set
x ∈ R and not only in subintervals of it.
It is possible to rewrite the Schrödinger equation (5.8) as an autonomous system
of two first order equations. Indeed, a differentiation of equation (5.9) leads to:
yx = ε
ψxx
ψ
− ψ
2
x
ψ2
=
V (x)− E − y2
ε
.
and the introduction of the variable t = x makes the system autonomous
x′ = 1
εy′ = V (x)− E − y2 (5.11)
with the ′ meaning derivative respect to the time t. This is a slow-fast system as
the variable y change in a faster time scale than its time x = t.
Thus the Schrödinger eigenvalue problem has been transformed to a system of two
first order differential equations.
All the results that will be obtained will be independent on the coefficient a > 0
of the potential V (x). It is possible to do a coordinate transformation in order to
have a = 1 without loosing any information.
Make the following rescale of the equations
x =
1√
a
xˆ, t =
1√
a
tˆ, λ =
1√
a
λˆ, ε =
√
aεˆ.
Equation (5.11) becomes
dxˆ
dtˆ
= 1
εˆ
dyˆ
dtˆ
= xˆ2 − εˆλˆ− yˆ2 +O(xˆ4)
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From now on we will call all the hat-variables without the hat. So we finally obtain
the slow-fast system
x′ = f(x, y, ε)
εy′ = g(x, y, ε)
with
f(x, y, ε) = 1
g(x, y, ε) = x2 − ελ− y2 +O(x4) (5.12)
Note that if the coefficient a is small, such that ax ∼ O(x2) this rescaling is not
correct and it is necessary to do a rescale considering the next non zero terms of
V (x) as well. In this work the working hypothesis will be to have a > 0 such that
the rescale is well defined.
5.4 Analytic solution for V (x) = x2
As it as already been introduced in section 5.1, the case of V (x) = x2 corresponds
to the example of the quantum harmonic oscillator. The classical limit of the quan-
tum harmonic oscillator has a very nice interpretation. In figure 5.2 is shown the
value n = 11 corresponding to λ = 21. It is possible to note that the probability
density |ψ2(x)| is non-zero only in a limited region and its borders are correspond-
ing to the turning points of the classical harmonic oscillator, i.e. where it mass has
zero velocity. Moreover, for increasing n the probability to find the particle gets
higher close to the turning points and very low elsewhere. This is totally agreeing
with classical mechanics since the mass of the harmonic oscillator will spend most
of its time where it has the lowest velocity, i.e. at the turning points.
We now look for the analytic solution of the Schrödinger eigenvalue problem for the
particular case of V (x) = x2. In the previous section it has been shown that using
a proper coordinate change, the eigenvalue problem for the Schrödinger equation
can be rewritten as a slow system:
x′ = f(x, y, ε)
εy′ = g(x, y, ε)
(5.13)
or as a fast system
x˙ = εf(x, y, ε)
y˙ = g(x, y, ε)
(5.14)
where ′ stands for derivative respect to the slow time t, while the dot respect to
the fast time τ , and t = ετ . The functions f and g are shown in equation (5.12).
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Figure 7.2. Probability density in the state n= 11. 
The broken curve gives the classical probability 
6 distribution in a state with the same energy. 
14/11101 
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the two must become indistinguishable. From Fig. 7.2, which shows the situations 
at n=11, we can see how the classical limit is reached: the quantum distribution 
P(x)=Ity(x)1 2 wiggles so rapidly (in a scale set by the classical amplitude) that only 
its mean can be detected at these scales, and this agrees with Pc , (x). We are reminded 
here of the double-slit experiment performed with macroscopic particles: there is a 
dense interference pattern, whose mean is measured in practice and agrees with the 
classical probability curve. 
A remark that was made in more general terms in Chapter 6: the classical 
oscillator that we often refer to, is a figment lodged in our imagination and doesn't 
exist. In other words, all oscillators, including the 2-g mass and spring system, are 
ultimately governed by the laws of quantum mechanics, and thus have discrete 
energies, can shoot past the "classical" turning points, and have a zero-point energy 
of tico even while they play dead. Note however that what I am calling nonexistent 
is an oscillator that actually has the properties attributed to it in classical mechanics, 
and not one that seems to have them when examined at the macroscopic level. 
Exercise 7.3.7.* The Oscillator in Momentum Space. By setting up eigenvalue equation 
for the oscillator in the P basis and comparing it to Eq. (7.3.2), show that the momentum 
space eigenfunctions may be obtained from the ones in coordinate space through the substitu-
tion x–>p, mw–*  1/mw. Thus, for example, 
_„2/2„,h., t v 0(P)— ( hco
)" e 
There are several other pairs, such as AX and AP in the state In>, which are related by the 
substitution mco–>l/mco. You may wish to watch out for them. (Refer back to Exercise 7.3.5.) 
7.4. The Oscillator in the Energy Basis 
Let us orient ourselves by recalling how the eigenvalue equation 
( —1,2 + –1 mco 2 X 2 )IE> = EIE> 2m 2 (7.4.1) 
Figure 5.2: Probability density |ψ2(x)| corresponding to λ = 21. Figure by
[Sha80].
x
Figure 5.3: Classical harmonic oscillator.
The system of differential equations (5.14) with functions f and g given by (5.12)
is a Riccati2 equation. Inde d the differential equation on y is a first order ODE,
which is quadratic i the unkn wn v ri ble y. On the other hand he equation on
x is trivial, and its solution is simply x(τ) = ετ + c with c an integration constant,
considering the fast time τ .
In the case that the potential V (x) is only quadratic V (x) = x2, it is possible to
find explicit solutions of problem (5.14) given integer values of λ ∈ Z.
Consider the fast system in the case of V (x) = x2 a d λ ∈ Z, ε ∈ R+
x˙ = ε
y˙ = x2 − ελ− y2 (5.15)
2Jacopo Riccati 1676-1754 was an italian mathematician born in Venice. He’s mainly famous
for his work on the Riccati equation.
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guess the following solution of the Riccati equation
y(x) = c0x+
1
c1x− p1 +
1
c2x− p2 + · · ·+
1
cnx− pn (5.16)
with λ, c0, ci, pi constants to be determined, i = 1 . . . , n.
As it has been pointed out in section 5.3, the admissible solutions of the Riccati
equation are related to the energy levels of the quantum particle. Solutions of
(5.16) are found for odd values of λ = 2n + 1, n ∈ Z. On the other hand, even
values of λ are not solutions because as it has been said in section 5.3 they they
don’t make the jump of the energy level of a quantum ∆E = 2ε but only half.
Moreover, negative values of λ do not satisfy the boundary condition (5.10), and
are related to energy levels not allowed for the quantum particle, see figure 5.1.
In the following, the solution of the Riccati equation (5.15) is described for the
case of λ = 1 and λ = 3 in detail. For λ > 3 odd, the procedure is similar.
5.4.1 Case of λ = 1
The simplest generic solution of (5.15) is given for y(x) = c0x for some constant c0
to determine. Substituting in equation (5.15) it is obtained c0 = ±1 for λ = ∓1.
From now on the focus will be only on the solution for λ = 1 and c0 = −1, since
as it will be shown later, the other solution λ = −1 and c0 = 1 doesn’t satisfy the
boundary condition (5.10).
Thus the solution of the Riccati equation (5.15) is given by the trajectory γ(λ=1)
γ(λ=1)(τ) :
x(τ) = ετ
y(τ) = −ετ
which is shown in figure 5.4 on the left. The trajectory γ(λ=1) is a solution for the
Schrödinger eigenvalue problem because it satisfies the boundary equation (5.10).
Indeed for x→ +∞
lim
x→+∞
∫ x
x0
y(s) ds = lim
x→+∞
∫ x
x0
−s ds = lim
x→+∞
(
x20
2
− x
2
2
)
= −∞
and the condition for x→ −∞ follows immediately by symmetry reasons.
Plugging this solution in the Schrödinger equation, we obtain that
ψ(x) = C1e
1
ε
∫ x
x0
y(s) ds
= Ce
−x2
2ε (5.17)
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which has the shape of a Gaussian bell and C is a normalization constant s.t.∫∞
−∞|ψ(x)|2 dx = 1. The eigenfunction ψ(x) is shown in figure 5.4 on the right.
Thus the Schrödinger eigenvalue problem has for the eigenvalue λ = 1 the eigen-
function ψ(x) = Ce
−x2
2ε . The complete solution for ϕ considering the time acting
as well can be written as
ϕ(x, t) = Ce−
x2
2ε−it
x
y
x
ψ
Figure 5.4: Solution y(x) = −x for λ = 1 and eigenfunction ψ(x) = ψ0e−x
2
2ε .
5.4.2 Case of λ = 3
The next solution of the Riccati equation can be found looking for solutions of the
type
y = c0x+
1
c1x− p1
with c0, c1, p1 constants to determine. Substituting this guess in equation (5.15)
it is obtained c0 = ∓1, c1 = 1ε and p1 = 0 for λ = ±3. As in the previous case the
only interesting solution is for λ = 3 which is written as a graph over x as
y(x) = −x+ ε
x
(5.18)
This solution is described by the trajectory γ(λ=3) pictured in figure 5.5 on the
left such that
γ(λ=3)(τ) :
x(τ) = ετ
y(τ) = −ετ + 1
τ
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In order to compute the solution of ψ(x), it is necessary to consider the solution
y(x) of equation (5.18) in the two separate intervals x ∈] −∞, 0[ and x ∈]0,∞[
because y is not defined for x = 0. Since y is an odd function, it is enough to
study the positive interval x ∈]0,∞[.
For x ∈]0,∞[ the differential equation ψ+x = ψ
+y
ε is well posed and it is possible
to find an explicit solution for it. The general solution is still given by
ψ+(x) = C1e
1
ε
∫ x
x0
y(s) ds
, x0, x ∈]0,∞[
and C1 an arbitrary constant. Substituting the expression for y(x), the solution is
then
ψ+(x) = Cxe−
x2
2ε , x ∈]0,∞[
with C a normalization constant s.t.
∫∞
0
|ψ+(x)|2 dx = 12 . The 12 is by symme-
try reasons since it is required that the eigenfunction ψ(x) = ψ+(x) ∪ ψ−(x) is
normalized to one. Note that in this normalization it is excluded only the point
x = 0, but the integral over a point is zero.
x
y
x
ψ
Figure 5.5: Solution y(x) = −x+ εx for λ = 3 and eigenfunction ψ(x) = Cxe−
x2
2ε
.
Moreover since
lim
x→0+
ψ+(x) = 0+
the positive ψ+ solution can be glued by continuity with the negative one ψ− in
x = 0 and the eigenfunction ψ(x) for the eigenvalue λ = 3 given by
ψ(x) = Cxe−
x2
2ε
5.4.3 Case of λ < 0
It has already been claimed in the previous subsections that the solutions obtained
for negative values of λ do not satisfy the boundary conditions. Indeed, consider
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for instance for the case of λ = −1, the solution y(x) is then y(x) = x. Thus
lim
x→+∞
∫ x
x0
y(s) ds = lim
x→+∞
∫ x
x0
s ds = +∞
which is not satisfying condition (5.10). Negative values of λ are not eigenvalues
of the problem.
All the solutions for λ < −1, λ ∈ Z have the first coefficient c0 = 1. Thus this
is sufficient to state that there it doesn’t exists any value of λ < 0 which is an
eigenvalue for the Schrödinger eigenvalue problem.
5.5 Analysis of the singular limit
In this section and in the following ones the case of a generic potential V (x) =
x2 +O(x4) is treated. In this case it is not possible to find an analytic solution for
the Riccati equation on the y coordinate. However, since equations (5.13), (5.14)
are a slow-fast system, the Fenichel’s theory introduced in chapter 2 holds.
The first step in the analysis of these equations with GSPT is the study of the
limit system obtained for ε = 0. At the limit case, the reduced problem of equation
(5.19) and the layer problem (5.20) are obtained.
x′ = 1
0 = x2 − y2 +O(x4) (5.19)
x˙ = 0
y˙ = x2 − y2 +O(x4) (5.20)
As it is already known from chapter 2, the time transformation t = ετ between the
reduced and the layer problem is not defined at the limit case of ε = 0. Thus for
this limit case the two systems have two different dynamics and it is not possible
to relate one to the other one. The analysis of the respective dynamics though can
give essential information to understand the general behaviour of the system for
ε 6= 0 but small.
The critical manifold C0 is
C0 = {(x, y) : g(x, y, 0) = 0} ⇒ C0 = {(x, y) : x2 − y2 +O(x4) = 0} (5.21)
The origin is a non-hyperbolic point for the critical manifold, and in particular
there is a transcritical bifurcation in it since
g(0, 0, 0) = 0,
∂g
∂y
(0, 0, 0) = 0
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∂g
∂x
(0, 0, 0) = 0,
∂2g
∂x∂y
(0, 0, 0) = 0 and
∂2g
∂x2
(0, 0, 0) = 2 6= 0
This behaviour is well understood looking at figure 5.6. Note that for a generic
potential of the type V (x) = x2 + O(x4), the critical manifold C0 will be the
bisecting line only very close to the degenerate point. While on the other case of
V (x) = x2 then the critical manifold is given by y = ±x everywhere.
x
y
C0
Figure 5.6: Critical manifold for the fast-slow formulation of Schrödinger equa-
tion.
5.5.1 Fast Dynamics
The set of the fixed points of the layer problem coincides with the critical manifold
C0 (5.21). The stability analysis of the fixed points of the fast system (5.20) is
performed:
∂g
∂y
∣∣∣∣
C0
= ∓2
√
x2 +O(x4) ⇒
{
y > 0 attracting
y < 0 repelling
Thus the two critical branches on the upper half plane are attracting, while the
two on the lower half plane are repelling.
A symbol is assigned to the four branches of the critical manifold, depending on
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their stability properties and their position respect to the y-axis:
S+a = {(x, y) ∈ C0 : x > 0, y > 0}
S−a = {(x, y) ∈ C0 : x < 0, y > 0}
S+r = {(x, y) ∈ C0 : x > 0, y < 0}
S−r = {(x, y) ∈ C0 : x < 0, y < 0}
the a, r subscript means that the fast dynamics is either attracting or repelling.
Moreover the ± superscript determines whether the branch is at the right or at the
left of the y-axis. The stability properties of the four branches with their names
are depicted in figure 5.7.
x
y
S+aS
−
a
S−r S+r
Figure 5.7: Stability properties of the fixed points of the critical manifold. The
upper half plane is attracting, while the lower one repelling.
5.5.2 Slow dynamics
The reduced problem (5.19) allows to have dynamics restricted to the critical
manifold C0. On the critical manifold the dynamics is evolving along the x-axis,
as it is shown in figure 5.8.
For ε 6= 0 the four normally invariant manifolds are perturbed to slow the manifolds
S±a,ε and S±r,ε, as assured by Fenichel’s theorem 2.5. Close to the origin Fenichel’s
theorem does not hold and a deeper analysis of the system is needed. The blow-up
method presented in chapter 3 is a useful tool to desingularize the degenerate point
and understand the dynamics close to it.
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yx
Co
Figure 5.8: Dynamics for the reduced problem.
5.5.3 Conclusion on the dynamics for ε 6= 0
For ε 6= 0 the Fenichel’s theorem 2.5 presented in chapter 2 holds when we are
far enough from the non-hyperbolic point in the origin. Where Fenichel’s theorem
holds then we know that a compact submanifold S0 of the critical manifold C0 is
perturbed on a compact locally invariant manifold Sε, O(ε)-close to S0 which is
called the slow manifold. The flow on the slow manifold converges to the slow flow
on S0 defined by (5.11) for ε → 0. Moreover the same conclusions holds for the
stable and unstable manifolds of S0.
Note that the solution we are interested about is the one lying O(ε)-close to the
critical branch S−a for all negative values of x and O(ε)-close to S+r for positive
ones. Thus we are looking for a canard solution. All the solutions that are staying
close to these two branches up to a finite value of x are not of interest, because
they are related to improper eigenfunctions ψ(x). Indeed their solution would not
be defined for all values of x and thus is not in L2, see section 5.3.
Note that on the other hand the solutions starting close to S−r and ending close
to S+a are corresponding to negative values of λ and those are not physically
reasonable. As it has been already discussed in section 5.3 solutions for λ < 0
corresponds to regions where E < V (x). In these regions the motion is not allowed,
because the kinetic energy of the quantum particle would be negative [Pic00].
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5.6 Blow-up of the degenerate point
Consider the fast system of equation (5.14), and introduce the new variable ε
evolving under the trivial dynamics ε˙ = 0. In this way it is easier to make conclu-
sion on the solution of the system for different values of ε ∈ [0, ε0], with ε0 ∈ R+
small enough.
x˙ = ε
y˙ = x2 − ελ− y2 +O(x4)
ε˙ = 0
(5.22)
For this system the origin (0, 0, 0) is degenerate for every value of λ. In order to
study the dynamics for ε 6= 0 close to the degenerate point the use of the blow-up
method is necessary. The results previously obtained for V (x) = x2 will become
useful during the analysis, since the higher other terms on the potential are regular
perturbation terms for x small.
The first step in the blow-up method is to determine the quasi-homogeneous blow-
up map Γ, see chapter 3. In order to find a suitable map to desingularize the fold
point, consider equation (5.22) with only the lowest order term of V (x) acting.
Indeed, since this is the dominant term for x close to zero, it should be enough to
determine the characteristics of the blow-up, [Kue07]. The system considered to
find the map Γ is then
x˙ = ε
y˙ = x2 − ελ− y2
ε˙ = 0
(5.23)
Call B = S2 × R and B0 = S2 × [0, r0], r0 > 0. The quasi-homogeneous blow-up
Γ : B0 → R3 is defined such that
Γ(x¯, y¯, ε¯, r¯) = (r¯a1 x¯, r¯a2 y¯, r¯a3 ε¯)
with ai, i = 1, 2, 3 positive integers. For equation (5.23) the conditions are ob-
tained:
r¯k+a1 ε¯ = r¯a3 ε¯
r¯k+a2(x¯2 − ε¯λ− y¯2) = r¯2a1 x¯2 − r¯a3 ε¯λ− r¯2a2 y¯2 ⇒
k + a1 = a3
k + a2 = 2a1 = a3 = 2a2
Choose a1 = 1 then it follows that a2 = 1, a3 = 2 and k = 1. The blow-up map
for system (5.23) is then
Γ(x¯, y¯, ε¯, r¯) = (r¯x¯, r¯y¯, r¯2ε¯).
Note that the degenerate point has been blown-up to an ellipsoid since the powers
on the three directions are different.
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5.7 Definition of the local charts
The dynamics we aim to study is the solution on the slow manifold S−a,ε which
continues on the slow manifold S+r,ε for a particular choice of the eigenvalue λ. As
it is possible to see in figure 5.9 the three charts needed to focus on are:
• chart κ1 such that y¯ > 0
• chart κ3 such that y¯ < 0
• chart κ2 which has the purpose of gluing the dynamics on the other two
charts and which is obtained keeping ε¯ > 0
ε
x
y
κ1
κ3
κ2
ε
x
y
κ1
κ2
κ3
S−a S+a
S−r S+r
Figure 5.9: Local charts of interest for the study of the blown-up dynamics of
the Schrödinger eigenvalue problem.
Call B+y¯ := B ∩ {y¯ > 0}, B+ε¯ := B ∩ {ε¯ > 0}, B−y¯ := B ∩ {y¯ < 0}, submanifolds of
B. On these submanifolds the three charts are well defined.
Instead of the quasi-homogeneous blow-up Γ, on the three charts κi, i = 1, 2, 3
three directional blow-up maps µi are defined, such that on each chart Γ = µi ◦κi.
The computation is shown in detail for the case of chart κ1. Charts κ2 and κ3 can
be computed in a similar way, thus only the results will be stated.
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Chart κ1
Consider the directional map µ1 : R3 → R3, such that y1 = 1:
µ1 :=
x = r1x1
y = r1
ε = r21ε1
(5.24)
Require the chart κ1 : B+y¯ → R3 such that Γ = µ1 ◦ κ1, where
κ1(x¯, y¯, ε¯, r¯) = (x¯y¯
−b1 , ε¯y¯−b2 , r¯y¯−b3) = (x1, ε1, r1). Note that the division of each
coordinate by the quantity y¯ is because this directional blow-up is actually a stere-
ographic mapping.
x : r¯x¯ = r1x1 = r¯x¯y¯
−b1−b3
y : r¯y¯ = r1 = r¯y¯
−b3
ε : r¯2ε¯ = r21ε1 = r¯
2ε¯y¯−2b3−b2
⇒
− b1 − b3 = 0
− b3 = 1
− 2b3 − b2 = 0
⇒
b1 = 1
b2 = 2
b3 = 1
Thus we have found that the chart κ1 is given by
κ1 : B
+
y¯ → R3 s.t.
x1 = x¯y¯
−1
ε1 = ε¯y¯
−2
r1 = r¯y¯
Chart κ2
Chart κ2 : B+ε¯ → R3 is defined such that the directional blow-up µ2 : R3 → R3 is
done keeping ε2 = 1. In order to have Γ = µ2 ◦ κ2 it is obtained
µ2 :=
x = r2x2
y = r2y2
ε = r22
κ2 :
x2 = x¯ε¯
− 12
y2 = y¯ε¯
− 12
r2 = r¯ε¯
1
2
(5.25)
Chart κ3
Chart κ3 : B−y¯ → R3 is defined such that the directional blow-up µ3 : R3 → R3 is
done keeping y3 = −1. In order to have Γ = µ3 ◦ κ3 it is obtained
µ3 :=
x = r3x3
y = −r3
ε = r23ε3
κ3 :
x3 = −x¯y¯−1
ε3 = ε¯y¯
−2
r3 = −r¯y¯
(5.26)
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The aim is to study a trajectory and follow its evolution along the three different
charts. Thus, the transition functions between the charts κi, i = 1, 2, 3 are here
computed. Note that these transition functions are defined only in the subspaces
where both the considered charts are well defined. For instance, it is possible to
translate points of chart κ1 to chart κ2 only for ε1 > 0 and vice-versa only for
y2 > 0.
• κ12: from κ1 to κ2, for ε1 > 0
x2 = x1ε
− 12
1 , y2 = ε
− 12
1 , r2 = r1ε
1
2
1
• κ21: from κ2 to κ1, for y2 > 0
x1 = x2y
−1
2 , ε1 = y
−2
2 , r1 = r2y2
• κ23: from κ2 to κ3, for y2 < 0
x3 = −x2y−12 , ε3 = y−22 , r3 = −r2y2
• κ32: from κ3 to κ2, for ε3 > 0
x2 = −x3ε−
1
2
3 , y2 = ε
− 12
3 , r2 = −r3ε
1
2
3
Finally
κ13 = κ12 ◦ κ23
κ31 = κ32 ◦ κ21
5.8 Dynamics of the blown-up vector field
In this section, the dynamics of system (5.22) is studied on the different charts.
For each chart the structure of the local vector field is outlined. The aim is to find
the bone structure related to the case of ε = 0 and use it to make conclusions for
the case of ε 6= 0 but small.
5.8.1 Dynamics on chart κ1
Chart κ1 has coordinates (x1, ε1, r1) such that y¯ > 0. The directional blow-up
map on this chart is defined as µ1(x1, ε1, r1) = (r1x1, r1, r21ε1). Thus the dynamics
of system (5.22) rewritten in the local coordinates of chart κ1 is:
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r˙1x1 + r1x˙1 = r
2
1ε1
r˙1 = r
2
1x
2
1 − r21ε1λ− r21 +O(r41x41)
2r1r˙1ε1 + r
2
1 ε˙1 = 0
Rescale the time t1 = r1t to remove the exceptional divisor r1. The dynamics in
chart κ1 is then given by
x˙1 = ε1 − x1F1(x1, ε1, r1)
r˙1 = r1F1(x1, ε1, r1)
ε˙1 = −2ε1F1(x1, ε1, r1)
, with F1(x1, ε1, r1) = x21−ε1λ−1+O(r21x41). (5.27)
Where the dot means derivative respect to the new time t1. Note that the time
rescale has the physical meaning of studying the system using a slower time t1.
Moreover, since in the original system r, ε ≥ 0 for physical reasons, this condition
is translated in chart κ1 requiring r1, ε1 ≥ 0.
It is possible to note that there are two invariant manifolds {r1 = 0} and {ε1 = 0}.
Thus the x1 axis is an invariant line and the dynamics on it is simply described by
x˙1 = −x1(x21 − 1)
The system has the following fixed points
p−a = (−1, 0, 0), qout = (0, 0, 0), p+a = (1, 0, 0)
It is possible to study the stability properties of each of these fixed points. The
following three Jacobian matrices are obtained
J(p−a ) =
−2 1− λ 00 0 0
0 0 0
 , J(qout) =
1 1 00 −1 0
0 0 2
 , J(p+a ) =
−2 1 + λ 00 0 0
0 0 0

The two fixed points p±a have a stable direction along the x1 axis, while they have
a 2-D centre eigenspace given by the span of the eigenvectors
01
0
 ,
 11
2
1±λ
. This
centre eigenspace is locally tangent to the center manifold of the fixed point M±a .
On the other hand, the fixed point qout is an hyperbolic saddle, with a stable
direction along the r1 axis and two unstable directions along the
10
0
 and
10
1

eigenvectors. See figure 5.10 to understand the local dynamics around the three
fixed points.
70
r1
x1
ε1
p−a q
out p+a
N−a,1 N
+
a,1
S−a,1 S
+
a,1
r3
x3
ε3
p−r qin p+r
N−r N+r
Figure 5.10: Local dynamics around the fixed points p±a , qout in chart κ1.
In order to establish the dynamics on the centre manifold, it is possible to analyse
the dynamics on the two invariant planes {r1 = 0} and {ε1 = 0} separately once
the fixed point is translated in the origin. Introduce the variable y1 = x1 + 1 such
that for x1 = −1 then y1 = 0, system (5.27) becomes
y˙1 = −2y1 + ε1(1− λ) + ε1y1λ+ 3y21 − y31 +O(r21y41)
r˙1 = r1(y1 − 1)2 − r1ε1λ− r1 +O(r21y41)
ε˙1 = 4ε1y1 − 2ε1y21 + 2ε21λ+O(r21y41)
(5.28)
It is now possible to study system (5.28) on the two invariant planes {ε1 = 0} and
{r1 = 0}.
{ε1 = 0}: The system (5.28) becomes
y˙1 = −2y1 + 3y21 − y31 +O(r21y41)
r˙1 = −2r1y1 + r1y21 +O(r21y41)
(5.29)
This system has a line of fixed points for y1 = 0, name it S−a,1, this line is
locally tangent to the eigenvector
01
0
. By a time rescale t˜1 = y1t1 it is
possible to desingularize system (5.29) and the following set of equations is
obtained
71
y˙1 = −2 + 3y1 − y21 +O(r21y31)
r˙1 = −2r1 + r1y1 +O(r21y31)
with the dot meaning the derivative respect to the new time t˜1. Thus it is
possible to note that on the the line S−a,1 the dynamics is moving towards
the fixed point.
It is now shown that S−a,1 is actually the critical branch S
−
a under the co-
ordinate transformation. Indeed the requirement of lying on the invariant
plane {ε1 = 0} for every r1 means that ε = 0. Moreover, chart κ1 is a stere-
ographic mapping of the blow-up keeping y¯ > 0 thus the transformation is
defined only for positive values of y. Thus using the coordinate transforma-
tion µ1 it is straightforward to conclude that S−a,1 is actually S
−
a under the
coordinate transformation.
{r1 = 0}: The system (5.28) becomes
y˙1 = −2y1 + ε1(1− λ) + ε1y1λ+ 3y21 − y31
ε˙1 = 4ε1y1 − 2ε1y21 + 2ε21λ
It is possible to notice that while the solution on y1 will reach the zero
exponentially fast, the dynamics on ε1 will evolve slower, since the solution
is only algebraic. On this direction, which is called N−a,1 and it is locally
tangent to the eigenvector
 11
2
1−λ
, the dynamics is escaping from the fixed
point.
Finally it is possible to show that the N−a,1 direction is unique.
Thus the 2D centre manifold on the point p−a has boundaries lying on the two
invariant planes {ε1 = 0} and {r1 = 0} given by S−a,1 and N−a,1 respectively.
5.8.2 Dynamics on chart κ3
Chart κ3 has coordinates (x3, ε3, r3) and it is defined for y¯ < 0. The directional
blow-up map on this chart is defined as µ3(x3, ε3, r3) = (r3x3,−r3, r23ε3). The
dynamics of system (5.22) rewritten in chart κ3 is:
r˙3x3 + r3x˙3 = r
2
3ε3
− r˙3 = r23x23 − r23ε3λ− r23 +O(r43x43)
2r3r˙3ε3 + r
2
3 ε˙3 = 0
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Make a time rescale t3 = r3t in order to cancel the exceptional divisor r3. Thus
on chart κ3 the dynamics is given by
x˙3 = ε3 − x3F3(x3, ε3, r3)
r˙3 = r3F3(x3, ε3, r3)
ε˙3 = −2ε3F3(x3, ε3, r3)
, with F3(x3, ε3, r3) = −x23 + ε3λ+ 1 +O(r23x43).
(5.30)
With the dot meaning derivative respect to the slower time t3.
It is possible to notice that the two manifolds {r3 = 0} and {ε3 = 0} are invariant.
Thus the x3 axis is an invariant line, and the dynamics on it is given by
x˙3 = −x3(1− x23)
The analysis of the dynamics of this system is very similar to the one for chart κ1
and the main results depicted in figure 5.11 are only claimed.
r1
x1
ε1
p−a q
out p+a
N−a,1 N
+
a,1
S−a,1 S
+
a,1
r3
x3
ε3
p−r q
in p+r
N−r,3 N
+
r,3
S−r,3 S
+
r,3
Figure 5.11: Local dynamics around the fixed points p±r , qin in chart κ3.
On chart κ3 there are three fixed points: p±r = (±1, 0, 0), qin = (0, 0, 0). The first
two fixed points are repelling along the x3 direction and on the other directions
they have a 2D centre manifold. Each centre manifold has boundaries on the two
invariant planes {ε3 = 0}, {r3 = 0} given by the lines S±r,3 and N±r,3 respectively.
The lines S±r,3 are locally tangent to the
01
0
 eigenvector, while the lines N±r,3 are
locally tangent to the
 11
2
−λ±1
 eigenvectors.
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The dynamics along N±r,3 is attracting for p
+
r and repelling for p−r , while the dy-
namics along S±r,3 is repelling on p
+
r and attracting on p−r . The two lines S
±
r,3
correspond under the coordinate transformation to the two branches of the critical
manifold S±r .
The last fixed point qin is an hyperbolic saddle, and it has a stable direction along
the x3 axis and two unstable directions along the
01
0
 and
 10
−1
 vectors.
5.8.3 Dynamics on chart κ2
Chart κ2 has coordinates (x2, y2, r2) and it is defined for ε¯ > 0. The directional
blow-up map on this chart is µ2(x2, y2, r2) = (r2x2, r2y2, r22). System (5.22) in
chart κ2 becomes:
r˙2x2 + r2x˙2 = r
2
2
r˙2y2 + r2y˙2 = r
2
2x
2
2 − r22λ− r22y22 +O(r42x42)
2r2r˙2 = 0
Make a time rescale t2 = r2t to remove the exceptional divisor r2. Thus in chart
κ2 the dynamics is given by
x˙2 = 1
y˙2 = x
2
2 − λ− y22 +O(r22x42)
r˙2 = 0
(5.31)
With the dot meaning derivative respect to the new, slower time t2. Note that the
dynamics on chart κ2 is just a rescale of the original dynamics (5.14) to remove
the ε-dependence.
There are no fixed points in this chart. For r2 = 0, the solutions of the Riccati
equation depending on the value of λ has already been found in section 5.4. Since
the chart κ2 is defined only locally, when the trajectory is going to the borders
of the chart, it is necessary to make a coordinate transform from one chart to
the other one, in order not to loose any information about the trajectory. The
trajectory solutions for λ = 1 and λ = 3 are now analysed and it is observed where
these trajectories will end up at the borders of chart κ2 for the case of r2 = 0.
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CASE OF λ = 1
The trajectory γ(λ=1)2 is a solution of equation (5.31) for λ = 1 and r2 = 0:
γ
(λ=1)
2 (t) :
x2 = t
y2 = −t
r2 = 0
the aim is to see what this orbit is approaching for t → ±∞ in the other two
charts. Since the γ(λ=1)2 solution is symmetric respect to the origin, it is enough
to study what it is approaching for t→ −∞.
For negative times, which means y2 > 0, the trajectory can be described on both
the κ2 and κ1 charts. A generic point of time t < 0 has position and tangency
given by
κ21(γ
(λ=1)
2 (t))s.t.y2>0 :

x1 = −1
ε1 = (−t)−2
r1 = 0
,
d
dt
(
κ21(γ
(λ=1)
2 )
)
=

x˙1 = 0
ε˙1 = −2t−3
r˙1 = 0
Thus for t→ −∞ it is obtained
lim
t→−∞κ21(γ
(λ=1)
2 (t)) = p
−
a =
−10
0
 , lim
t→−∞
d
dt
(
κ21(γ
(λ=1)
2 (t))
)
=
 0∞
0

which means that for t→ −∞ the orbit γ(λ=1)2 (t) is approaching p−a being tangent
to the N−a,1 manifold. On the other hand, for positive times, which means y2 < 0,
the trajectory can be described by both the charts κ2 and κ3. Thus, for t→ +∞
the trajectory γ(λ=1)2 (t) is approaching p
+
r being tangent to the manifold N
+
r,3.
It is possible to conclude that γ(λ=1)2 is an heteroclinic connection between p
−
a and
p+r .
By the Poincarè Bendixon theorem it is possible to conclude that for λ = 1 and
r2 = 0 the dynamics is the one depicted in figure 5.12. There is one heteroclinic
connection between p−a and p+r tangent respectively to the manifolds N
−
a,1 and
N+r,3. Orbits can be backwards asymptotic to q
out and forward asymptotic to p+a
otherwise they are backwards asymptotic to p−r and forward asymptotic to qin.
CASE OF λ = 3
The trajectory γ(λ=3)2 is a solution of equation (5.31) for λ = 3 and r2 = 0:
γ
(λ=3)
2 (t) :
x2 = t
y2 = −t+ 1
t
r2 = 0
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Figure 5.12: Dynamics on chart κ2 for λ = 1 showing the limit points for the
trajectories on the other charts κ1 and κ3.
For t→ ±∞ the orbit is approaching p+r,a being tangent to N+r,a in charts κ1 and
κ3 as in the previous case. Figure 5.12 shows the trajectory of γ
(λ=3)
2 and the limit
points in the other charts κ1 and κ3. The computation are very similar to the ones
done for the case of λ = 1 and are only briefly stated here. Since also in this case
the solution γ(λ=3)2 is symmetric respect to the origin, only the computation for
negative times are shown.
κ21(γ
(λ=3)
2 (t))s.t.y2>0 :

x1 =
−t2
t2−1
ε1 =
t2
(t2−1)2
r1 = 0
Thus
lim
t→−∞κ21(γ
(λ=3)
2 (t))s.t.y2>0 = p
−
a =
−10
0

κ23(γ
(λ=3)
2 (t))s.t.y2<0 :

x3 =
t2
t2−1
ε3 =
t2
(t2−1)2
r3 = 0
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Thus
lim
t→0−
κ23(γ
(λ=3)
2 (t))s.t.y2<0 = qin =
0−0+
0

Moreover
lim
t→0+
κ21(γ
(λ=3)
2 (t))s.t.y2>0 = qout
lim
t→+∞κ23(γ
(λ=3)
2 (t))s.t.y2<0 = p
+
r
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Figure 5.13: Dynamics on chart κ2 for λ = 3 showing the limit points for the
trajectories on the other charts κ1 and κ3.
5.9 Connecting all the building blocks
The aim now is to use all the information obtained in each different chart and glue
them together to get a complete overview of the solution we want to find. This
solution is the one connecting a slow manifold S−a,ε to a slow manifold S+r,ε for a
value of ε 6= 0, as it is shown in figure 5.14 with a dotted line. In section 5.4 it has
been found a connection between the critical manifolds S−a and S+r for V (x) = x2.
This case correspond to a connection of the critical manifolds through chart κ2
for ε = 0. Remember that Fenichel’s theorem describes the slow manifold only
for a compact submanifold of the critical manifold. However the solution we aim
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to find is the one that remains ε-close to the critical manifold on all the x-axis.
Thus the conclusion we are going to state in this section are not complete, and an
additional analysis is required to extend the results to all the x-axis.
Consider for the fixed value y = ρ a suitable interval of values for x such that the
critical manifold S−a is contained in the interval, see figure 5.14. Moreover consider
ε ∈ [0, ε0], ε0 > 0.
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Figure 5.14: Critical branches S−a and S+r in black for ε = 0. In green are plotted
the slow manifolds S−a,ε and S+r,ε. The dotted line is the solution we
aim to find using the blow-up method: a connection between the
two slow manifolds.
Since the local map µ1 is defined as (5.24) then the set considered is translated in
chart κ1 in the rectangle
R1 : x1 ∈ I(−1), r1 = ρ, ε1 ∈ [0, ε0
ρ2
]
with I(−1) an interval containing the −1 value. The rectangle R1 is shown in figure
5.15. Note that any trajectory in chart κ1 with initial point in R1 corresponds
to a slow manifold S−a,ε on the original chart (x, y, ε). The line S
−
a,1 lying on the
invariant plane {ε1 = 0} crosses transversally R1. Remember that this line is the
translation in chart κ1 of the critical branch S−a .
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From Fenichel’s theory, the slow manifold curves S−a,ε depicted in figure 5.14 are
ε-close to the critical manifold S−a and are exponentially close one from each other.
Thus it is not possible to distinguish between the different slow manifold curves
S−a,ε and and it is enough to do the analysis for only one of them without loss of
information.
As it is possible to see in figure 5.15 the centre manifold M−a,1 is transverse to the
rectangle R1. Moreover M−a,1 is foliated by a family of curves ε = r
2
1ε1 = const.
Thus we decide to select as initial condition in chart κ1 the point lying in the bold
line of figure 5.15 which is the intersection line between M−a,1 and R1 with ε1 =
ε
ρ .
From this point it departs in chart κ1 a trajectory γˆ, see figure 5.15. Note that all
the other initial points in R1 not lying in M−a,1 have the corresponding trajectory
in chart κ1 which are going to approach exponentially fast the centre manifold
M−a,1, since we have a contraction along the x1 direction.
The picked trajectory γˆ on the centre manifold has the initial condition
γˆ0 : x1 =
x
ρ
, r1 = ρ, ε1 =
ε
ρ2
which is O(ε)-close to the invariant plane {ε1 = 0}. Since the trajectory γˆ is
evolving along the foliation ε = r21ε1 = const, then it will approach the value of
ε1 = δ
√
ε-close to the invariant plane {r1 = 0}.
The next step is to study the variation of the trajectories on the centre manifold
M−a,q respect to the parameter λ. Consider indeed the parameter λ as a variable,
then the intersection of the line N−a,1 with the value ε1 = δ can be seen as a
straight curve C0 on the extended space (x1, ε1, r1, λ). There is a second curve
C√ε which is
√
ε-close to the curve C0 and is determined by the variation of the
picked trajectory γˆ upon λ for ε1 = δ.
In figure 5.16 are shown the curves C0 and C√ε as a function of (λ, ε1, r1). The
evolution of the trajectories on the variable x1 can be obtained by the centre
manifold theorem since it is possible to write x1 = h1(ε1, r1, λ).
It is possible to translate these curves on chart κ2 and follow their evolution there.
In chart κ2 depending on the value of λ considered, we need to make different
considerations. Thus we first consider the interval I1(λ) : λ = 1 ∈ I1(λ) in section
5.9.1 and subsequently in section 5.9.2 the case of interval I3(λ) : λ = 3 ∈ I3(λ).
5.9.1 First eigenfunction for λ = 1
In section 5.8.3 it has been shown that for λ = 1 and ε = 0 there exists a connection
between N−a,1 and N
+
r,3 by a γ
(λ=1)
2 solution, see figure 5.12.
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Figure 5.15: In black are plotted the building block for ε = 0 such as the lines
S−a,1 and N
−
a,1. The trajectory γˆ determined for ε 6= 0 is lying on
the centre manifoldM−a,1. This centre manifold crosses transversally
the rectangle of initial points R1.
The transformation of curve C0 in chart κ2 is κ12(C0). This curve is containing
information about the N−a,1 line for λ = 1. Moreover the curve κ12(C0) is lying in
the extended space (x2, y2, λ) and it is defined for r2 = 0. Consider the evolution of
κ12(C0) in chart κ2. This curve of initial points, creates a manifold of trajectories
under the flow (5.31) for r2 = 0 in the extended space (x2, y2, λ). Consider the
Poincarè section
P0 : {κ12(C0)} → {y2 = 0}
Thus it is possible to identify a line L0 determined by the evolution in chart κ2 of
the curve κ12(C0) with the Poincarè section in y2 = 0, see figure 5.17.
Consider the tangent space to the curve L0. This tangent manifold T (L0) is
crossing transversally the λ axis for the value of λ = 1 as it is shown in figure
5.18. Remember that the point on curve C0 corresponding to λ = 1 is backwards
asymptotic to N−a,1.
In the case of ε 6= 0 then the trajectories starting from κ12(C√ε) evolves following
equation (5.31) with r2 6= 0. In equation (5.31) the r2-term appears as a regular
perturbation term, which is of order O(r22) ∼ O(ε) < O(
√
ε). Thus considering
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Figure 5.16: The variation of N−a,1 and of γˆ depending on the parameter λ ∈
I1(λ) determines the two curves C0 and C√εrespectively.
the new Poincarè section
P√ε : {κ12(C√ε :)} → {y2 = 0}
it is possible to find the curve L√ε determined by the evolution in chart κ2 of the
curve κ12(C√ε). The curve L√ε is
√
ε-close to L0 and their tangent manifolds are
as well. Thus the tangent manifold of the curve L√ε is still crossing the λ axis
transversally for small values of r2 at a distance which is O(
√
ε) from λ = 1.
All these considerations can be repeated by taking a slow manifold S+r,ε which
is ε-close to the critical branch S+r as in figure 5.14 and flowing the trajectory
backwards along chart κ3 and then κ2. By the symmetry of the solution in chart
κ2 we expect to obtain the black and green dashed curves in figure 5.18.
The transversality of the T (L0) to the λ axis and subsequently of T (L√ε) has been
shown by Krupa and Szmolyan in [KS01b].
Consider a trajectory of initial point in C√ε determined for a value of λ ∈ I1(λ).
Using the Poincarè section defined above it is possible to determine the point
x−2 ∈ L0 where the trajectory intersects the x2 axis. Note that x−2 = x−2 (λ, r2).
Consider the symmetric problem of starting from a generic repelling slow manifold
S+r,ε. Then it is possible to find the point x
+
2 of intersection of the trajectory with
the x2 axis, for the same value λ ∈ I1(λ).
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Figure 5.17: Evolution in chart κ2 of the curves κ12(C0) and κ12(C√ε). Their
intersection with the plane {y2 = 0} determines the two curves L0
and L√ε.
Define the function F2(λ, r2) = x+2 − x−2 = −2x−2 by the symmetry condition on
the potential V (x). The following conditions holds
F2(1, 0) = 0
Moreover Krupa and Szmolyan have shown in [KS01b] that
∂
∂λ
F2(1, 0) 6= 0
which means that the tangent manifold to L0 has to cross transversally the x2 axis
for λ = 1, see figure 5.18.
Thus by the implicit function theorem ∃λc(r2) : λ(0) = 1 and an interval Ir2 : 0 ∈
Ir2 such that F2(λc(r2), r2) = 0. We can conclude that ∃λc = 1+O(
√
ε) such that
the two slow manifolds S−a,ε and S+r,ε flowed in chart κ2 are transverse and thus
there exists a solution γ(λc)2 on chart κ2 that connects the two slow manifolds and
give rise to a canard type solution for ε 6= 0.
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Figure 5.18: Curve L0 in black and L
√
ε in green. The dashed lines are the
symmetric case starting from S+r,ε and flowing backwards.
In terms of our original eigenvalue problem (5.8) in the case of a generic symmetric
potential V (x), this means that we can find an eigenvalue λc which is O(
√
ε)-close
to −1 with related eigenfunction ψ given by equation (5.17):
ψ(x) = Ce
−x2
2ε
5.9.2 Second eigenfunction for λ = 3
The arguments on chart κ1 are the same ones as for the case of λ = 1 apart that
now we consider the curve C0 and C√ε defined around the value of λ = 3 in chart
κ1, see figure 5.16.
The transformation of curve C0 in chart κ2 is κ12(C0). This curve is containing
information about the N−a,1 line for λ = 3. Moreover the curve κ12(C0) is lying in
the extended space (x2, y2, λ) and it is defined for r2 = 0. Consider the evolution
of κ12(C0) in chart κ2 as shown in figure 5.19. This curve of initial points, creates
a manifold of trajectories under the flow (5.31) for r2 = 0 in the extended space
(x2, y2, λ). It is possible to identify a Poincarè section determined by the evolution
of the curve κ12(C0) for y2 = −β−1, with β a small, positive value.
P0 : {κ12(C0)} → {y2 = −β−1}
In figure 5.20 on the left it is shown the Poincarè section P0 for trajectory obtained
for λ = 3.
83
y2
x2
12 C "
Co12
L "
Lo
Figure 5.19: Evolution in chart κ2 of the curves κ12(C0) and κ12(C√ε). Their
intersection with the plane {y2 = 0} determines the two curves L0
and L√ε.
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−βP0 x2
z2
Figure 5.20: Solution for λ = 3 and r2 = 0. Definition of the Poincarè section
for r2 = 0 in the two coordinates systems (x2, y2) and (x2, z2).
The intersection of the flowed curve κ12(C0) with the Poincarè section determines
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a line L0, see figure 5.19. Consider now the change of coordinates
z2 =
1
y2
which is well defined for y2 6= 0. For β < ∞ the Poincarè section is well defined
for the new set of variables (x2, z2, r2, λ) and lies in z2 = −β as shown in figure
5.20 on the right.
The curve L0 can be transferred to the new extended coordinates (x2, z2, r2, λ)
and it is lying at the fixed value of z2 = −β.
The dynamics on chart κ2 can be rewritten in the new system of variables (x2, z2, r2)
as
x˙2 = 1
z˙2 = 1 + λz
2
2 − z22x22 + z22O(r22x42)
r˙2 = 0
(5.32)
and we can see that the set of equations (5.32) is well defined for z2 = 0. Thus it
is possible to flow the curve L0 forward and we can define a new Poincarè section
for z2 = 0:
P˜0 : {L0} → {z2 = 0}
The flowed curved L0 makes a new curve L˜0 when intersected with the Poincarè
section P˜0. See figure 5.21.
Consider the tangent manifold T (L˜0). This manifold is crossing transversally the
λ axis for the value of λ = 3 as it is shown in figure 5.22. Remember that the
point for λ = 3 on curve C0 is backwards asymptotic to N−a,1.
Repeat the same procedure starting from the slow manifold S−r,ε and flow back-
wards along chart κ3 and κ2 to obtain the curve L˜r0 for r2 = 0. Since the equations
(5.31) have a symmetric solution in chart κ2 for r2 = 0 it is possible to conclude
that also the curve L˜r0 obtained in this way crosses transversally the λ axis and
the curve L˜0.
By the use of the change of coordinates we have been able to glue together the
attracting branch of the critical branch S−a to the repelling one S+r, in chart κ2 for
the case of r2 = 0. The aim now is to show that it is possible to do the same thing
considering the corresponding slow manifolds S−a,ε and S+r,ε for ε 6= 0.
Consider for case ε 6= 0 the curve C√ε which is
√
ε-close to the curve C0. Transform
the curve into chart κ2 obtaining in this way the new curve κ12(C√ε). The solution
of (5.31) with starting points in C√ε creates a manifold which will intersect the
Poincarè section
P√ε : {κ12(C√ε)} → {y2 = −β−1}
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Figure 5.21: Evolution in chart (x2, y2, r2, λ) of the curves L0 and √ε. Their
intersection with the plane {z2 = 0} determines the two curves L˜0
and L˜√ε.
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Figure 5.22: Curve L˜0 in black and L˜√ε in green. The dashed lines are the
symmetric case starting from S+r,ε and flowing backwards.
determining a curve L√ε as it is shown in figure 5.19. Since in equations (5.31)
the terms in r2 are regular perturbation terms, the curve L√ε is O(
√
ε)-close to
L0. As previously done for the curve L0, the curve L√ε can be transformed to the
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extended system of coordinates (x2, z2, r2, λ). Since in equation (5.32) the terms in
r2 are still a regular perturbation term, the curved can be flowed forward until the
Poincarè section P˜√ε determined for z2 = 0. This intersection creates a new curve
L˜√ε. This flowed curve is
√
ε-close to L˜0 and thus it still keeps the transversal
properties.
We have not shown that the transversality condition holds, but we assume it does:
indeed it is a non-degeneracy condition, and in general these conditions holds. A
way to show the condition holds would be writing the variational equations for the
vector field (5.31). This would have been the next step if there was more time for
the project.
5.9.3 Next eigenfunctions for λ > 3
As it is possible to see from equation (5.16) the solution of the Riccati equation
for λ = 2n+ 1, n ∈ N0 is crossing n times the x-axis on chart κ2. For instance the
case of λ = 5 depicted in figure 5.23 is crossing the x2 axis three times. Using in
a proper way the analysis made for the cases of λ = 1 and λ = 3 it is possible to
conclude that the slow manifolds S−a,ε and S+r,ε are always crossing transversally
for any λ = 2n+ 1, n ∈ N0.
x2−√2 √2
y2
−β−1P0
x2
z2
−2 2−β
P0
Figure 5.23: Solution for λ = 5 and r2 = 0. Definition of the Poincarè section
for r2 = 0 in the two coordinates systems (x2, y2) and (x2, z2).
We outline now briefly how to understand the last statement. As done in the two
previous cases of λ = 1 it is possible to determine in chart κ2 the two curves κ12(C0)
and κ12(C√ε) obtained from chart κ1 as in figure 5.16. Using the equations (5.31)
it is possible to flow forward the two curves until either they reach the Poincarè
section P0 or P√ε defined for y2 = −β−1, β > 0 depending on the value of ε, see
figure 5.23.
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Next introduce the coordinate transformation z2 = 1z2 which is well defined for
y2 6= 0. The two Poincarè sections are now defined for z2 = −β and it is possible
to flow them forward using the equations (5.32) until they reach the new Poincarè
sections Pˆ0 or Pˆ√ε defined for z2 = β−1. It is possible to transform back the two
sections to the old coordinate y2 and keeping flowing forward using equation (5.31)
until they reach the final Poincarè sections P˜0 or P˜√ε defined for y2 = 0. In this
case it is then possible to use Krupa and Szmolyan lemma as done for λ = 1 to
conclude that these sections cross transversally the λ axis for y2 = 0 in λ = 5.
Repeating the same procedure backward starting from S+r,ε it is possible to conclude
that the two slow manifolds S−a,ε and S+r,ε cross transversally. Thus for ε 6= 0 it is
possible to find an eigenvalue λc = 5 +
√
ε such that a picked up slow manifold
S−a,ε will be connecting with a slow manifold S+r,ε.
It is possible to understand then that the procedure and the conclusions are inde-
pendent on how many time the solution γ(λ)2 is crossing the x2 axis in chart κ2.
For ε = 0 this trajectory will intersect the origin either in the (x2, y2) plane or in
the (x2, z2). Thus using the transversality conditions determined for the cases of
λ = 1 and λ = 3 it is possible to conclude that the slow manifolds S−a,ε and S+r,ε
are always crossing transversally for any λ = 2n+ 1, n ∈ N0.
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Chapter 6
Conclusion
In this thesis we have seen two different applications of the blow-up method for
slow-fast systems. This method have resulted to be a very powerful tool.
• In the case of the analysis on the behaviour of non-Newtonian fluids the
method has been able to glue together the small and large scale dynamics.
Moreover the blow-up method has been used by Krupa and Szmolyan as well
to show the behaviour of the system close to the fold point for the case of
TM12 < τ < T
e. With this analysis we have been able to validate the model
presented by Renardy in [Ren10] and correct some imprecision in his paper.
We can understand his minor errors as a lack of information since he has
only studied the slow, the fast and the large scale dynamics without gluing
them together as we have done with the blow-up method. Moreover the use
of the blow-up method has made the analysis of the non-Newtonian fluid
behaviour much neat and clear.
• The second problem analysed was the Schrödinger eigenvalue problem at the
classical limit. The classical limit is non-trivial and its numeric resolution
is very hard since the set of equations present stiffness issues. The blow-up
method has been a powerful tool to find the solution for a generic symmetric
potential V (x) with ε small. In particular the particular behaviour of the
solution in chart κ2 is such that once it is proven that the transversality
condition is satisfied for the first two cases of λ = 1 and λ = 3 then it is
satisfied for any other case λ > 3 odd.
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Appendix A
Main results of Dynamical
Systems theory
A.1 Implicit function theorem
The implicit function theorem is one of the most powerful theorems of dynamical
systems when considering a vector field which depends upon a parameter. There
are different versions of this theorem1, and hereby it is presented the theorem
as stated in the book by Meiss [Mei07], which is the version used in general in
bifurcation theory.
Theorem A.1 Implicit function theorem, [Mei07]
Let U be an open set in Rn × Rk and F ∈ Cr(U,Rn) with r ≥ 1. Suppose there
is a point (x0, µ0) ∈ U such that F (x0;µ0) = c and DxF (x0;µ0) is a non-singular
n × n matrix. Then there are open sets V ⊂ Rn and W ⊂ Rk and a unique Cr
function ξ(µ) : W → V for which x0 = ξ(µ0) and F (ξ(µ), µ) = c.
1The simpler version for vector fields F : R × R → R is called Dini’s theorem by the italian
mathematician who first found a sufficient condition to write an implicit function F (x, µ) = 0
locally in its explicit form x = F (µ).
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A.2 Center manifold theorem
Definition A.2 Local invariant manifold, [Car81]
Consider the system
x˙ = F (x), x ∈ Rn (A.1)
A set S ⊂ Rn is said to be a local invariant manifold for (A.1) if for x0 ∈ S, the
solution x(t) of (A.1) with x(0) = x0 is in S for |t| < T where T > 0. If it is
always possible to choose T =∞, then S is said an invariant manifold.
Consider a system of equations
x˙ = Ax+ f(x, y)
y˙ = By + g(x, y)
, x ∈ Rn, y ∈ Rm (A.2)
and A a constant matrix with all the eigenvalues having zero real part, while B
is a constant matrix with all the eigenvalues having negative real part. Suppose
moreover that the functions f, g are at least quadratic in x, y and that they don’t
have any constant term, i.e.
f(0, 0) = 0, f ′(0, 0) = 0, g(0, 0) = 0, g′(0, 0) = 0
with f ′, g′ the Jacobian matrices of f, g.
Theorem A.3 Center manifold theorem, [Car81]
There exists a centre manifold for (A.2), y = h(x), |x| < δ, where h is C2.
The flow on the centre manifold is governed by the n-dimensional system
u˙ = Au+ f(u, h(u)) (A.3)
which generalises the corresponding problem x˙ = Ax for the linear case.
Theorem A.4 Asymptotic behaviour of small solutions of (A.2), [Car81]
(a) Suppose that the zero solution of (A.3) is stable (asymptotically stable) (un-
stable). Then the zero solution of (A.1) is stable (asymptotically stable)
(unstable).
(b) Suppose that the zero solution of (A.3) is stable. Let (x(t), y(t)) be a solution
(A.1) with (x(0), y(0)) sufficiently small. Then there exists a solution u(t) of
(A.3) such that as t→∞,
x(t) = u(t) +O(e−γt))
x(t) = h(u(t)) +O(e−γt))
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where γ > 0 is a constant.
If we substitute y(t)− h(x(t)) into the second equation in (A.1) we obtain
h′(x)[Ax+ f(x, h(x))] = Bx+ g(x, h(x)). (A.4)
Equation (A.4) together with the condition h(0) = 0, h′(0) = 0 is the system
to be solve for the centre manifold.
A.3 Dulac’s criterion
Theorem A.5 Dulac’s criterion, [Koo09] Let R be a simply connected region
in R2 and consider a planar dynamical system in R given by
x˙ = f(x, y) andy˙ = g(x, y), (A.5)
where f, g are C1 functions in R. Suppose that there exists a C1 function h(x, y)
in R so that
∇ · h(fex + gey)
has a definite sign in R. Then the dynamical system (A.5) cannot have any periodic
orbits in R.
The proof is in [Koo09].
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Appendix B
Theory for Continuum
Mechanics
The modelling on the deformation of non-Newtonian fluids can be done at a macro-
scopic or microscopic level. Depending on which of the two ways is selected, differ-
ent models appears. For instance the modelling at the macroscopic level requires
the use of a deformation tensor F , which describes how a piece of material is de-
formed along time. This model is presented in this chapter, following the notation
of [Kel14]. On the other hand when considering the deformation at a microscopic
level, it is not possible anymore to describe the deformation of a piece of mate-
rial. Instead it is required to describe the deformation of the polymeric chain. In
general it is represented as a Dumbbell model and references to this model can by
found in [Can10], [BE94], [HO97].
Consider a material element in space. This element can be described in two dif-
ferent system of coordinates, see figure B.1:
• the reference configuration X which remains fixed during the material evo-
lution along time. This configuration is noted with capital letter, and it is
also called the undeformed configuration.
• the local element configuration x which is attached to the material element
and moves with it along its evolution. This configuration is noted with lower
case letters and it is also known as the deformed configuration.
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Section 2.2 
Solid Mechanics Part III                                                                                Kelly 207
2.2 Deformation and Strain 
 
A number of useful ways of describing and quantifying the deformation of a material are 
discussed in this section.   
 
Attention is restricted to the reference and current configurations.  No consideration is 
given to the particular sequence by which the current configuration is reached from the 
reference configuration and so the deformation can be considered to be independent of 
time.  In what follows, particles in the reference configuration will often be termed 
“undeformed” and those in the current configuration “deformed”.  
 
In a change from Chapter 1, lower case letters will now be reserved for both vector- and 
tensor- functions of the spatial coordinates x, whereas upper-case letters will be reserved 
for functions of material coordinates X.  There will be exceptions to this, but it should be 
clear from the context what is implied. 
 
 
2.2.1 The Deformation Gradient 
 
The deformation gradient F is the fundamental measure of deformation in continuum 
mechanics.  It is the second order tensor which maps line elements in the reference 
configuration into line elements (consisting of the same material particles) in the current 
configuration. 
 
Consider a line element Xd  emanating from position X in the reference configuration 
which becomes xd  in the current configuration, Fig. 2.2.1.  Then, using 2.1.3, 
 
   
  XȤ
XȤXXȤx
d
dd
Grad 
 
                 (2.2.1) 
 
A capital G is used on “Grad” to emphasise that this is a gradient with respect to the 
material coordinates1, the material gradient, XȤ ww / . 
 
 
 
Figure 2.2.1: the Deformation Gradient acting on a line element 
 
 
                                                 
1 one can have material gradients and spatial gradients of material or spatial fields – see later 
X x
F
Xd xd
Figure B.1: Deformation of a material elemen , figure from [Kel14].
Consider a line dX in the material starting from position X in the reference con-
figuration. This line corresponds to the line dx as a first order approximation in
the deformed configuration. Call χ the map that translates points in the reference
configuration to points in the local element configuration. Thus
dx = χ(X + dX)− χ(X)
= ∇χ(X)dX +O(dX2)
Call F = ∇χ(X) the deformation tensor. The first order approximation of the
deformation of the material along space is then
dx = FdX
The deformation gradient F says how a line element in the reference configuration
is mapped in a line of the local configuration. The aim is now to understand how
two different lines of material dX(1), dX(2) starting from the same point X are
mapped in the lines dx(1), dx(2). It is possible to show that in this case we have
dx(1) · dx(2) = dX(1)RdX(2)
with R = FTF the right Cauchy-Green Strain tensor. This tensor is also called as
the material tensor. On the other hand, the inverse mapping from the deformed
configuration to undeformed one gives
dX(1) · dX(2) = dx(1)L−1dx(2)
with L = FFT the left Cauchy-Green Strain tensor. This second tensor is also
known as the Finger tensor or the spatial tensor.
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