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Combinatorial Desiqns, Constructions and Analysis. Douglas R. Stinson. Springer-Veriag, New York, Inc. New 
York, NY (2004) 300 pages. $59.95. 
Contents: 
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Preface. 
1. Introduction to Balanced Incomplete Block Designs. 1.1. What Is Design Theory? 1.2. Basic Definitions and 
Properties. 1.3. Incidence Matrices. 1.4. Isomorphisms and Automorphisms. 1.4.1. Constructing BIBDs with 
Specified Automorphisms. 1 5. New BIBDs from Old. 1.6. Fisher's Inequality. 1.7. Notes and References. 1.8. 
Exercises. 
2. Symmetric BIBDs. 2.1. An Intersection Property. 2.2. Residual and Derived BIBDs. 2.3. Projective Planes 
and Geometries. 2.4. The Bruck- Ryser-Chowla Theorem. 2.5. Notes and References. 2.6. Exercises. 
3. Difference Sets and Automorphisms. 3.1. Difference Sets and Automorphisms. 3.2. Quadratic Residue 
Difference Sets. 3.3. Singer Difference Sets. 3.4. The Multiplier Theorem. 3.4.1. Multipliers of Difference Sets. 
3.4.2. The Group Ring. 3.4.3. Proof of the Multiplier Theorem. 3.5. Difference Families. 3.6. A Construction for 
Difference Families. 3.7. Notes and References. 3 8. Exercises. 
4. Hadamard Matrices. 4.1. Hadamard Matrices. 4.2. An Equivalence Between Hadamard Matrices and BIBDs. 
4.3. Conference Matrices and Hadamard Matrices. 4.4. A Product Construction. 4.5. WiUiamson's Method. 4.6. 
Existence Results for Hadamard Matrices of Small Orders. 4.7. Regular Hadamard Matrices. 4.7.1. Excess of 
Hadamard Matrices. 4.8. Bent Functions. 4.9. Notes and References. 4 10. Exercises. 
5. Resolvable BIBDs. 5.1. Introduction. 5.2. Affine Planes and Geometries. 5.2.1. Resolvability of Affine Planes. 
5.2.2. Projective and Affine Planes. 5.2.3. Affine Geometries. 5.3. Bose's Inequality and Affine Resolvable BIBDs. 
5.3.1. Symmetric BIBDs from Affine Resolvable BIBDs. 5,4. Orthogonal Resolutions. 5.5. Notes and References. 
5.6. Exercises. 
6. Latin Squares. 6.1. Latin Squares and Quasigroups. 6.2. Steiner Triple Systems. 6.2.1. The Bose Construction. 
6.2,2. The Skolem Construction. 6.3. Orthogonal Latin Squares. 6.4. Mutually Orthogonal Latin Squares. 6.4.1. 
MOLS and Affine Planes. 6.4.2. MacNeish's Theorem. 6.5. Orthogonal Arrays. 6.5.1. Orthogonal Arrays and 
MOLS. 6.5.2. Some Constructions for Orthogonal Arrays. 6.6. Transversal Designs. 6.7. Wiison's Construction. 
6.8. Disproof of the Euler Conjecture. 6.9. Notes and References. 6.10. Exercises. 
7. Pairwise Balanced Designs I. 7.1. Definitions and Basic Results. 7.2. Necessary Conditions and PBD-Closure. 
7.3. Steiner Triple Systems~ 7.4. (v, 4, 1)-BIBDs. 7.5. Kirkman Triple Systems. 7.6. Notes and References. 7.7. 
Exercises. 
8. Pairwise Balanced Designs II. 8.1. The StantonoKalbfleisch Bound. 8.1.1. The ErdSs-de Bruijn Theorem. 8.2. 
Improved Bounds. 8.2.1. Some Examples. 8.3. Minimal PBDs and Projective Planes. 8.4. Minimal PBDs with 
A > 1. 8.5. Notes and References. 8 6. Exercises. 
9. t-Designs and t-wise Balanced Designs. 9.1. Basic Definitions and Properties of t-Designs. 9.2. Some 
Constructions for t-Designs with t ~_, > 3. 9.2.1. Inversive Planes. 9.2.2. Some 5-Designs. 9.3. t-wise Balanced 
Designs. 9.3.1. Holes and Subdesigns. 9.4. Notes and References. 9.5. Exercises, 
10. Orthogonal Arrays and Codes. 10.1. Orthogonal Arrays. 10.2. Codes. 10.3. Bounds on Codes and Orthogonal 
Arrays. 10.4. New Codes from Old. 10.5. Binary Codes. 10.5.1. The Plotkin Bounds and Hadamard Codes. 
10.5.2. Reed-Muller Codes. 10.6. Resilient Functions. 10.7. Notes and References. 10.8. Exercises. 
11. Applications of Combinatorial Designs. 11.1. Authentication Codes. 11.1.1. A Construction from Orthog- 
onal Arrays. 11.2. Threshold Schemes. 11.2.1. A Construction from Orthogonal Arrays. 11.2.2. Anonymous 
Threshold Schemes. 11.3. Group Testing Algorithms. 11.3.1. A Construction from BIBDs. 11.4. Two- Point 
Sampling. 11.4.1. Monte Carlo Algorithms. 11.4.2. Orthogonal Arrays and Two- Point Sampling. 11.5. Notes 
and References. 11.6. Exercises. 
A. Small Symmetric BIBDs and Abelian Difference Sets. 
B. Finite Fields. 
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Comparative Economics in a Transforminq World Economy. Edited by J. Baxkley Rosser, Jr,, and Marina V. 
Rosser. The MIT Press, Cambridge MA. 2004. $100.00. 646 pages. 
Contents: 
Preface. 
I. Overview of Comparative Economics. 1. How do We Compare Economies? 2. The Theory and Practice 
of Market Capitalism. 3. The theory and History of Marxism and Socialism. 4. Islamic Economics and the 
Economics of Other Religions. II. Varieties of Advanced Market Capitalism. 5. The United States of America: 
The Market Capitalist Leader. 6. Japan: A Planned Market Economy with Traditional elements. 7. Whither 
Indicative Planning? The Case of France. 8. Sweden: Crisis and Reform of the Social Market Welfare State. 9. 
The Unification of Germany and the Unification of Europe. III. Variants of Transition Among Former Socialist 
Economies. 10. The Former Soviet Union: The Myth and Reality of the Common Economy and Russia's Economic 
Transition. 11. Alternative Paths of Transition in the Former Soviet Union. 12. Poland: The Peril and Promise 
of Shock Therapy. 13. Hungary: Gradualism and the First Successful Completes Transition? 14. Worker- 
Management Market Socialism: the Collapse of Yugoslavia nd the Success of Slovenia. 15. China's Socialist 
Market Economy: The Sleeping Giant Awakes. IV. Alternative Paths Among Developing Economies. 16. India: 
The Elephant Walks. 17. Iran: The Struggle for a New Traditional Islamic Economy. 18. Revolution and Reform 
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in the Mexican Economy. 19. North and South Korea: The Lingering Shadow of the Cold War. 20. Evolving 
Trends of the Transforming World Economy. 
Glossary. 
Index. 
A Brain For All Seasons. Edited by William H. Calvin. The University of Chicago Press, Chicago IL. 2003. 
$15.00. 352 pages. 
Contents: 
Preamble. 51°N 0°E Darwin's home. 51°N 0°W Evolution House, Kew Gardens. 51°N I°E Down among the 
fossils. 49°N 2°E Musee de l'Homme in Paris. 50°N 8°E Bockenheim. 52°N 5°E Layover Limbo. 22°N 14°E 
Contemplating the Sahara. 0°N 22°E Latitude Zero. 19°S 23°E Okavango Delta. 25°S 16°E Sossusvlei Dunes, 
26°S 28°E Sterkfontein Caves. 34°S 18°E Cape of Good Hope. 1°S 37°E Nairobi. 2°S 36°E Olorgesailie. 0°S 
36°E Kariandusi. 0°S 36°E Lake Nakuru. I°N 36°E Lake Baringo. l°S 35°E Lake Naivasha. 3°S 35°E Olduvai 
Gorge. l°S 35°E Massai Mara. 20°N 15°E Libya by moonlight. 52°N 5°E Layover Limbo (again). 56°N 13°E 
The plane where it's always noon. 60°N l l °E  High above Oslo. 63°N 6°E out over the sinking Gulf Stream. 
71°N 9°W Jan Mayen Island. 72°N 12°W The Greenland Sea. 74°N 19°W Greenland fjords. 75°N 40°W Atop 
Greenland. 78°N 69°W Thule. 73°N 95°W Somerset Island. 68°N 105°W Crossing the North American coast. 
62°N l14°W Yellow Knife, Northwest Territories. 49°N 123°W Bumpy Border Crossing. 
Afterthoughts. 
Acknowledgements. 
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D~qital Ground. Edited by Malcolm McCullough. The MIT Press, Cambridge MA. 2004. $37.95. 272 pages. 
Contents: 
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Part I. Expectations. 1. Interactive Futures. 2. Embodied Predispositions. 3. Habitual Contexts. 
Part If. Technologies. 4. Embedded Gear. 5. Location Models. 6. Situated Types. 
Part III. Practices. 7. Designing Interactions. 8. Grounding Places. 9. Accumulating Value. 
Part IV. Epilogue. 10. Going Native. 
Notes 
Further Reading. 
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Lntroduction $o the Economics and Mathematics o[ Financial Markets. Edited by Jsska Cvitanic and Fernando 
Zapatero. The MIT Press, Cambridge MA. 494 pages. $89.95. 
Contents: 
I. The Setting: Markets, Models, Interest Rates, Utility Maximization, Risk. 
1. Financial Markets. 1.1. Bonds. 1.1.1. Types of Bonds. 1.1.2. reasons for Trading Bonds. 1.1.3. Risk of 
Trading Bonds. 1.2. Stocks. 1.2.1. how Are Stocks Different form Bonds? 1.2.2. Going Long or Short. 1.3. 
Derivatives. 1.3.1. Futures and Forwards. 1.3.2. Marking to Market. 1.3.3. Reasons for Trading Futures. 1.3.4. 
Options. 1.3.5. Calls and Puts. 1.3.6. Options Prices. 1.3.7. Reasons for Trading Options. 1.3.8. Swaps. 
1.3.9. Mortgage-backed Securities; Callable Bonds. 1.4. Organization of Financial Markets. 1.4.1. Exchanges. 
1.4.2. Market Indexes. 1.5. Margins. 1.5.1. Trades That Involve Margin Requirements. 1 6. Transaction Costs. 
Snmmary Problems. Further Readings. 
2. Interest Rates. 2.1. Computation of Interest Rates. 2.1.1. Simple versus Compound Interest; Annualized 
Rates. 2.1.2. Continuous Interest. 2.2. Present Value. 2.2.1. Present and Future Values of Cash flows. 2.2.2. 
Bond Yield. 2.2.3. Price-Yield Curves. 2.3. Term Structure of Interest Rates and Forward Rates. 2.3.1. Yield 
Curve. 2.3.2. calculating Spot Rates; Rates Arbitrage. 2.3.3. Forward Rates. 2.3.4. Term-Structure Theories. 
Summary Problems. Further Readings. 
3. Models of Securities Prices in Financial markets. 3.1. Single-Period Models, 3.1.1. Asset Dynamics. 3.1.2. 
Portfolio and Wealth Processes. 3.1.3. Arrow- Debreu Securities. 3.2. Multiperiod Models. 3.2.1. general Model 
Specifications. 3 2.2. Cox-Ross Rubinstein Binomial Model. 3.3. Continuous-Time Models. 3.3.1. Simple Facts 
about the Merton-Black-Scholes Model. 3.3.2. Brownian Motion Process. 3.3.3. Diffusion Processes, Stochastic 
Integral. 3.3.4. Technical Properties of Stochastic Integrals. 3.3.5. Ito's Rule. 3.3.6. Merton-Black-Scholes Model. 
3.3.7, Wealth Process and Portfolio Process. 3.4. Modeling Interest Rates, 3.4.1. Discrete-Time Models. 3.4.2. 
Continuous-Time Models. 3.6. Arbitrage and Market Completeness. 3.6.1: Notion of Arbitrage. 3.6.2. Arbitrage 
in Discrete-Time Models. 3.6.3. Arbitrage in Continuous-Time Models. 3.6.4. Notion of Complete Markets. 
3.6.5. Complete Markets in Discrete-Time Models. 3.6.6. Complete Markets in Continuous-Time Models*. 3.7. 
Appendix. 3.7.1. More Details for the Proof of Ito's Rule. 3.7.2. Multidimensional Ito's Rule. Summary. 
Problems. Further Readings. 
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4. Optimal Consumption/Portfolio Strategies. 4.1. Preference Relations and Utility Functions. 4.1.1. Con- 
sumption. 4.1.2. Preferences. 4.1.3. Concept of Utility Functions. 4.1.4. Marginal Utility, Risk Aversion, and 
Certainty Equivalent. 4.1.5. Utility Functions in Multiperiod Discrete-Time Models. 4.1.6. Utility Functions in 
Continuous-Time Models. 4.2. Discrete-Time Utility Maximization. 4.2.1. Single Period. 4.2.2. Multiperiod Util- 
ity Maximization: Dynamic Programming. 4.2.3. Optimal Portfolios in the Merton-Black-Scholes-Model. 4.2.4. 
Utility from Consumption. 4.3. Utility Maximization in Continuous Time. 4.3.1. Hamilton-Jacobi-Bellman PDE. 
4.4. Duality/martingale Approach to Utility Maximization. 4.4.1. Martingale Approach in Single-Period Bino- 
mial Model. 4.4.2. Martingale Approach in Multiperiod Binomial Model. 4.4.3. Duality/Martingale Approach in 
Continuous Time*.4.5. Transaction Costs. 4.6. Incomplete and Asymmetrical Information. 4.6.1. Single Period. 
4.6.2. Incomplete Information in Continuous Time*. 4.6.3. Power Utility and Normally Distributed Drift*. 4.7. 
Appendix: Proof of Dynamic Programming Principle. Summary. Problems. Further Readings. 
5. P~isk. 5.1, Risk versus Return: Mean-Variance Analysis. 5.1.1. Mean and Variance of a Portfolio. 5.1.2. 
Mean-Variance Efficient Frontier. 5.1.3. Computing the Optimal Mean-Variance Portfolio. 5.1.4. Computing the 
Optimal Mutual Fund. 5.1.5. Mean-variance Optimization in Continuous Time*. 5.2. VaR: Value at Risk. 5.2.1. 
Definition of VaR. 5.2.2. Computing VaR. 5.2.3. VaR of a Portfolio of Assets. 5.2.4. Alternatives to VaR. 5.2.5. 
The Story of Long-Term Capital Management. Summary. Problems. Further Reading. 
II. Pricing and Hedging of Derivative Securities. 
6. Arbitrage and Risk-Neutral Pricing. 6.1 Arbitrage relationships for Call and Put Options; Put-Call Parity. 
6.2. Arbitrage Pricing of Forwards and Futures. 6,2.1. Forward Prices. 6.2.2. Futures Prices. 6.2.3. Futures 
on Commodities. 6.3 Risk-Neutral Pricing. 6.3.1. Martingale Measures; Cox-l=toss-Rubenstein (CRR) Model. 
6.3.2 State Prices in Single-Period Models. 6.3.3. No Arbitrage and Risk-Neutral Probabilities. 6.3.4. Pricing 
by No Arbitrage. 6.3.5. Pricing by Risk-Neutral Expected Values. 6.3.6. Martingale Measure for the Merton- 
Black-Scholes Model. 6.3.7. Computing Expectations by the Feynman-Kac PDE. 6.3.8. Risk-Neutral Pricing in 
Continuous Time. 6.3.9. Futures and Forwards Revisited*. 6.4. Appendix. 6.4.1. No Arbitrage Implies Existence 
of a Risk-Neutral Probability*. 6.4.2. Completeness and Unique EMM*. 6.4,3. Another Proof of Theorem 6.4*. 
6.4.4. Proof of Bayes' Rule**. Summary. Problems. Further Readings. 
7. Option Pricing. 7.1. Option Pricing in the Binomial Model. 7.1.1. Backward Induction and Expectation 
Formula. 7.1,2. Black-Scholes Formula as a Limit of the Binomial Model Formula. 7.2. Option Pricing in the 
Merton-Black-Scholes model. 7.2.1. Black-Scholes Formula as Expected Value. 7.2.2. Black-Scholes Equation. 
7.2,3. Black-Scholes Formula for the Call Option. 7.2.4. Implied Volatility. 7,3. Pricing American Options. 7.3.1 
Stopping Times and American Options. 7.3.2. Binomial Trees and American Options. 7.3.3. PDEs and American 
Options*. 7.4. Options and Divldend-Paying Securities. 7.4.1. Binomial Model. 7.4.2. Merton-Black-Scholes 
Model. 7.5. Other Types of Options, 7.5.1. Currency Options. 7.5.2. Futures Options. 7.5.3 Exotic Options. 7.6 
Pricing in the presence of Several Random Variables. 7.6.1. Options on Two Risky Assets. 7.6.2. Quantos. 7,6.3. 
Stochastic Volatility with Complete Markets. 7.6.4. Stochastic Volatility with Incomplete Markets; Market Price 
of Risk*. 7.6.5. Utility Pricing in Incomplete Markets*. 7.7. Merton's Jump-Diffusion Model*. 7.8. Estimation 
of Variance and ARCH/GARCH Models. 7.9. Appendix: Derivation of the Black-Scholes Formula. Summary. 
Problems. Further Readings. 
8. Fixed-Income Market Models and Derivatives. 8.1. Discrete-Time Interest-Rate Modeling. 8.1.1 Binomial 
Tree for the Interest Rate. 8.1.2. Black-Dermna-Toy Model. 8.1.3. Ho-Lee Model. 8.2. Interest-Rate Models 
in Continuous Time. 8.2.1. One-Factor Short-Rate Models. 8.2.2. Bond Pricing in Affine Models. 8.2.3. HJM 
Forward-Rate Models. 8.2.4. Change of Numeraire*. 8.2.5. Option Pricing with Random Interest Rate*. 8.2.6. 
Option Pricing with Random Interest Rate*. 8.2.6. BGM Market Model*. 8.3. Swaps, Caps, and Floors. 8.3.1. 
Interest-Rate Swaps, and Swaptions. 8.3.2. Caplets, Caps, and Floors. 8.4. Credit/Default Risk. Summary. 
Problems. Further Readings. 
9. Hedging. 9.1. hedging with Futures. 9.1.1. Perfect Hedge. 9.1.2. Cross-Hedging; Basis Risk. 9.1.3. Rolling 
the Hedge Forward. 9.1.4. Quantity Uncertainty. 9.2. Portfolios of Options as trading Strategies. 9.2.1. Covered 
Calls and protective Puts. 9.2.2. Bull Spread and Bear Spreads. 9.2.3. Butterfly Spreads. 9.2.4. Straddles and 
Strangles. 9.3. Hedging Options Position; Delta Hedging. 9.3.1. Delta Hedging in Discrete-Time Models. 9.3.2. 
Delta-Neutral Strategies. 9.3,3. Deltas of Calls and Puts. 9.3.4. Example: Hedging a Call Option. 9.3.5. Other 
Greeks. 9.3.6. Stochastic Volatility and Interest Rate. 9.3.7. Formulas for Greeks. 9.3.8. Portfolio Insurance. 
9.4. Perfect Hedging in a Multivariable Continuous-Time Model. 9.5. Hedging in Incomplete Markets. Summary. 
Problems. Further Reading. 
10. Bond Hedging. 10.1. Duration. 10.2.2. Definition and Interpretation. 10.1.2. Duration and Change in Yield. 
10.1.3. Duration of a Portfolio of Bonds. 10,2. Immunization. 10.2.1. Matching Durations. 10.2.2. Duration and 
Immunization i  Continuous Time. 10.3. Convexity. Summary. Problems. Further Readings. 
11. Numerical Methods. 11.1. Binomial Tree Methods. 11.1.1. Computations in the Cox-Ross-Rubinstein 
Model. 11.1.2. Computing Option Sensitivities. 11.1.3. extensions of the Tree Method. 11.2. Monte Carlo 
Simulation. 11.2.1. Monte Carlo Basics. 11.2.2. Generating Random Numbers. 11.2.3. variance Reduction 
Techniques, 11.2.4. Simulation in a Continuous- Time Multivariable Model. 11.2.5. Computation of hedging 
Portfolios by Infinites Difference. 11.2.6. Retrieval of Volatility Method for Hedging and Utility Maximization.*. 
11.3. Numerical Solutions of PDEs; Finite -Difference Methods. 11.3.1. Implicit Finite-Difference Method. 11.3.2. 
explicit Finite-Difference Method. Summary Problems. Further Readings. 
III. Equilibrium Models. 
12. Equilibrium Fundamentals. 12.1. Concepts of Equilibrium. 12.2. Single-Agent and Multiagent Equilibrium. 
12.2.1. Representative Agent. 12.2.2. Single-Period Aggregation. 12.3. Pure Exchange Equilibrium. 12.3.1. 
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Basic Idea and Single-Period Case. 12.3.2. Multiperiod Discrete- Time Model. 12.3.3. Continuous-Time Pure 
Exchange Equilibrium. 12.4. Existence in Discrete Time. 12.4.1. Equilibrium Existence in Discrete Time. 12.4.2. 
Equilibrium Existence in Continuous Time. 12.4.3. Determining Market Parameters in Equilibrium. Summary 
Problems. Further Readings. 
13. CAPM. 13.1. Basic CAPM 13.1.2. Capital Market Line. 13.1.3. CAPM formula. 13.2. Economic Inter- 
pretations. 13.2.1. Securities Market Line. 13.2.2. Systematic and Nonsystematic Risk. 13.2.3. Asset Pricing 
Implications: Performance Evaluation. 13.2.4. Pricing Formulas. 13.2.5. Empirical Tests. 13.3. Alternative 
Derivation of the CAPM*. 13.4. Continuous-Time, Intertemporal CAPM*. 13.5. Consumption CAPM*. Sum- 
mary. Problems. Further Readings. 
14. Multifactor Models in Continuous Time*. Multifactor Models. 14.1. Discrete-Time Multifactor Models. 14.2. 
Arbitrage Pricing Theory (APT). 14.3. Multifactor Models in Continuous Time*. 14.3.1. Model Parameters 
and Variable, 14.3.2. Value Function and Optimal Portfolio. 14.3.3. Separation Theorem. 14.3.4 Intertemporal 
Multifactor CAPM, Summary. Problems. Further Readings. 
15. Other Pure Exchange Equilibrium. 15.1. Term-Structure Equilibria. 15.1.1. Equilibrium Term Structure 
in Discrete Time. 15.1.2. Equilibrium Term Structure in Continuous Time; CIR Model. 15.2. Informational 
Equilibria. 15.2.1. Discrete-Time Models with Incomplete Information. 15.2.2. Continuous-Time Models with 
Incomplete Information. 15.3. Equilibrium with Hetergeneous Agents. 15.3.1. Discrete-Time Equilibrium with 
heterogeneous Agents. 15.4 International Equilibrium; Equilibrium with two Prices. 15.4.1. Discrete-Time Inter- 
national equilibrium. 15.4.2. Continuous-Time International Equilibrium. Summary Problems Further Readings. 
16. Appendix: Probability Theory Essentials. 16.1. Discrete Random Variables. 16.1.1. Expectation and 
Variance. 16.2. Continuous Random Variables. 16.3.1. Independence. 16.3.2. Correlation and Covariance. 16.4. 
Normal Random Variables. 16.5. Properties of Conditional Expectations. 16.6. Martingale Definition. 16.7. 
Random Walk and Brownian Motion. 
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O, uantum Computinq. Edited By Mike Hirvensalo. Springer, Heidelberg. 214 pages. 2004. $54.95. 
Contents: 
1. Introduction. 1.1. A Brief History of Quantum Computation. 1.2. Classical Physics. 1.3. Probabilistic 
Systems. 1.4. Quantum Mechanics. 
2. Quantum Information. 2.1. Quantum Bits. 2.2. Quantum Registers. 2.3. No-Cloning Theorem. 2.4. 
Observation. 2.5. Quantum Teleportation. 2.6. Superdense Coding. 2.7. Exercises. 
3. Devices for Computation. 3.1. Uniform Computation. 3.1.1. 2Mring Machines. 3.1.2. Probabilistic Turing 
Machines. 3.1.3. Multitape Turing Machines. 3.1.4. Quantum Turing Machines. 3.2. Circuits. 3.2.1. Boolean 
Circuits. 3.2.2. Reversible Circuits. 3.2.3. Quantum Circuits. 
4. Fast Factorization. 4.1. Quantum Fourier Transform. 4.1.1. General Framework. 4.1.2. Hadamard-Walsh 
Transform. 4.1.3. Quantum Fourier Transform in Zn. 4.1.4. Complexity Remarks. 4.2. Shor's Algorithm for 
Factoring Numbers. 4.2.1. From Periods to Factoring. 4.2.2. Orders of the Elements in Z,~. 4.2.3. Finding the 
Period. 4.3. The Correctness Probability. 4.3.1. The Easy Case. 4.3.2. The General Case. 4.3.3. The Complexity 
of Shor's Factorization Algorithm. 4.4. Exercises. 
5. Finding the Hidden Subgroup. 5.1, Generalized Simon's Algorithm. 5.1.1. Preliminaries. 5.1,2. The 
Algorithms. 5.2. Examples. 5.2.1. Preliminaries. 5.2.2. Discrete Logarithm. 5.2.3. Simon's Original plan. 5.3. 
Exercises. 
6. Grover's Search Algorithm. 6.1. Search Problems. 6.1.1. Satisfiability Problem. 6.1.2. Probabilistic Search. 
6.1.3. Quantum Search with One Query. 6.2. Grover's Amplification Method. 6.2.1. Quantum Operators for 
Grover's Search Algorithm. 6.2.2. Amplitude Amplification. 6.2.3. Analysis of Amplification Method. 6.3. 
Utilizing Grover's Search method. 6.3.1. Searching the Unknown Number of Solution. 
7. Complexity Lower Bounds for Quantum Circuits. 7.1. General Idea. 7.2. Polynomial Representation Degrees. 
7.3, Quantum Circuit Lower Bound. 7.3,1. General Lower Bound. 7.3.2. Some Examples. 
8. Appendix A: Quantum Physics. 8.1. A Breif History of Quantum Theory. 8.2. Mathematical. Framework 
for Quantum Theory. 8.2.1. Hilbert Spaces. 8.2.2. Operators. 8.2.3. Spectral Representation of Self-Adjoint 
Operators. 8.2.4. Spectral Representation f Unitary Operators. 8.3. Quantum States as Hilbert Space Vectors. 
8.3.1. Quantum Time Evolution 8.3.2. Observable. 8.3.3. The Uncertainty of Principles. 8.4. Quantum States as 
Operators, 8.4.1. Density Matrices. 8.4.2. Observable. 8.4.3. Subsystem States. 8.4.4. More on Time Evolution. 
8.4.5. Representation Theorems. 8.4.6. Jozsa's Theorem of Cloning and Deleting. 8.5. Exercises. 
9. Appendix B: Mathematical Background. 9.1. Group Theory. 9.1.1. Preliminaries. 9.1.2. Subgroups, Cosets. 
9.:/.3. Factor Groups. 9.1.4. Group Z*. 9.1.5. Group Morphisms. 9.1.6. Direct Product. 9.2. Fourier Transforms. 
9.2.1. Characters of Abelian Groups. 9.2.2. Orthognality of the Characters. 9.2.3. Discrete Fourier Transforms. 
9.2.4. The Inverse Fourier Transform. 9.2.5. Fourier Transform and Periodicity. 9:3. Linear Algebra. 9.3.1. 
Preliminaries. 9.3.2. Inner Product. 9.4. Number Theory. 9.4.1. Euclid's Algortihm. 9.4.2. Continued Fractions. 
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