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Abstract
Based on some important biological meanings, a class of more general HIV-1 infection models with time
delay is proposed in the paper. In the HIV-1 infection model, time delay is used to describe the time between
infection of uninfected target cells and the emission of viral particles on a cellular level as proposed by
Herz et al. [A.V.M. Herz, S. Bonhoeffer, R.M. Anderson, R.M. May, M.A. Nowak, Viral dynamics in vivo:
Limitations on estimates of intracellular delay and virus decay, Proc. Natl. Acad. Sci. USA 93 (1996)
7247–7251]. Then, the effect of time delay on stability of the equilibria of the HIV-1 infection model has
been studied and sufficient criteria for local asymptotic stability of the infected equilibrium and global
asymptotic stability of the viral free equilibrium are given.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Because of importance of the biological meanings, dynamical properties of HIV-1 infection
models with or without time delays and general theory on such dynamical systems have been
studied by many authors in recent years (see, for example, [1,3,4,6–8,10–15] and references
therein). As pointed out in [13–15], the general class of models used to study HIV-1 infection
has a form similar to
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⎧⎪⎨
⎪⎩
T˙ (t) = s − μT (t) − βT (t)V (t),
I˙ (t) = βT (t)V (t) − αI (t),
V˙ (t) = αγ I (t) − dV (t),
(1)
where T represents the concentration of uninfected target cells at time t , I represents the con-
centration of infected cells that produce virus at time t , V represents the concentration of virus
at time t . The constant s (s > 0) is the rate at which new target cells are generated. The constants
μ (μ > 0) and β (β  0) are the death rate of uninfected target cells and the rate constant charac-
terizing infection of cells, respectively. The constant α (α > 0) is the death rate of infected cells
either due to the action of the virus or the immune system. It is assumed that the infected cells
produce γ (γ > 0) new virus particles during their life. Hence, on average, virus is produced
at rate αγ (see, for example, [13]). The constant d (d > 0) is the rate at which virus particles
are cleared from the system. Other ODE or FDE (functional differential equation, or differential
equation with time delay) versions of the model can also be found in [1,3,4,6–8,10–15]. Further-
more, by the similar theoretical analysis to population dynamical systems and epidemic models
(see, for example, [2–7,9,11–13] and [16]), it is shown that time delays play an important role to
the dynamical properties of the HIV-1 infection models. In this paper, we consider the following
more general HIV-1 infection model with time delay,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
T˙ (t) = s − μT (t) − βT (t)V (t)
1 + V (t) ,
I˙ (t) = βT (t − τ)V (t − τ)
1 + V (t − τ) − αI (t),
V˙ (t) = αγ I (t) − dV (t),
(2)
where the state variables T , I and V and the parameters s, α, β , γ and μ have the same biological
meanings as in the ODE model (1). The FDE model (2) differs from the ODE model (1) in two
ways. First of all, the FDE model (2) takes into account the effects of the delay between the
time a cell is infected and the time it starts producing virus. Secondly, the contributions of the
interaction between uninfected target T and virus V to the growth rate of the cells are no longer
accounted for by the principle of mass action, and the term T (t)V (t) has been replaced with
Holling type-II functional response term T (t)V (t)/(1 + V (t)).
The purpose of the paper is to consider stability of the viral free equilibrium and the infected
equilibrium of the FDE model (2). The paper is organized as follows. In Section 2, by carrying
out a complete analysis on the transcendental characteristic equations of the linearized systems at
the viral free equilibrium and the infected equilibrium, we obtain sufficient conditions for local
asymptotic stability of the equilibria for all time delay. In Section 3, we further consider global
asymptotic stability of the viral free equilibrium by using the well-known Liapunov–LaSalle
invariance principal. Finally, some remarks are included in Section 4.
2. Local asymptotic stability analysis
As usual, the initial condition of (2) is given as
T (θ) = ϕ1(θ), I (θ) = ϕ2(θ), V (θ) = ϕ3(θ) (−τ  θ  0), (3)
where the initial function ϕ = (ϕ1, ϕ2, ϕ3)T belongs to the Banach space C = C([−τ,0],R3)
of continuous functions mapping the initial [−τ,0] in to R3. For biological meaning, it is as-
sumed that ϕi(θ) 0 (−τ  θ  0, i = 1,2,3). From [5] and [9], it easily seen that the solution
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more, it can also be shown that T (t) > 0, I (t) 0 and V (t) 0 for all t > 0.
For the existence of the nonnegative equilibria of (2), we easily have the following:
(i) (2) always has a viral free equilibrium (i.e., boundary equilibrium) E0 = (T0,0,0), where
T0 = s/μ.
(ii) If
dμ < sγβ, i.e.,
d
γβ
< T0 = s
μ
is satisfied, (2) also has a infected equilibrium (i.e., interior equilibrium) E+ = (T ∗, I ∗,V ∗),
where
T ∗ = sγ + d
γβ + γμ, I
∗ = sγβ − dμ
αγβ + αγμ, V
∗ = sγβ − dμ
dβ + dμ .
The purpose of the section is to give a detailed analysis for the local asymptotic stability of
the viral free equilibrium E0 and the infected equilibrium E+.
First, for the local asymptotic stability of the viral free equilibrium E0, we have the following
Theorem 1.
(i) If dμ > sγβ , then the viral free equilibrium E0 is locally asymptotically stable for any time
delay τ  0.
(ii) If dμ < sγβ , the viral free equilibrium E0 is unstable for any time delay τ  0.
(iii) If dμ = sγβ , it is a critical case.
Proof. To discuss the local asymptotic stability of the viral free equilibrium E0 = (T0,0,0), let
us consider the following coordinate transformation
x(t) = T (t) − T¯ , y(t) = I (t) − I¯ , z(t) = V (t) − V¯ ,
where (T¯ , I¯ , V¯ ) denotes any equilibrium of (2). Hence, we have that the corresponding linearized
system of (2) is of the form⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x˙(t) =
(
−μ − βV¯
1 + V¯
)
x(t) − βT¯
(1 + V¯ )2 z(t),
y˙(t) = −αy(t) + βV¯
1 + V¯ x(t − τ) +
βT¯
(1 + V¯ )2 z(t − τ),
z˙(t) = αγy(t) − dz(t).
(4)
The associated transcendental characteristic equation of (4) is given by(
λ + μ + βV¯
1 + V¯
)
(λ + α)(λ + d) − αβγ T¯
(1 + V¯ )2 (λ + μ)e
−λτ = 0.
It is clear that the associated transcendental characteristic equation of (4) at E0 = (T0,0,0) =
(T¯ , I¯ , V¯ ) becomes
(λ + μ)(λ2 + (α + d)λ + αd − αβγT0e−λτ )= 0. (5)
It is clear that (5) has the characteristic root λ1 = −μ < 0.
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λ2 + (α + d)λ + αd − αβγT0e−λτ = 0. (6)
For τ = 0, we have that α + d > 0, αd − αβγT0 > 0 by dμ > sγβ . This shows that the roots of
(6) have negative real parts for τ = 0. If (6) has pure imaginary roots λ = ±iω (ω > 0) for some
ω > 0 and τ > 0, we have from (6) that{
−ω2 + αd = αβγT0 cosωτ,
−ω(α + d) = αβγT0 sinωτ, (7)
which implies that
ω2 = 1
2
(
−(α2 + d2)±√(α2 + d2)2 − 4(α2d2 − α2β2γ 2T 20 ) )< 0,
by dμ > sγβ . The contradiction shows that any root of (6) must have negative real part. Hence
the viral free equilibrium E0 is local asymptotic stable for any time delay τ  0. This proves the
conclusion (i).
If dμ < sγβ , let
g(λ) = λ2 + (α + d)λ + αd − αβγT0e−λτ .
Note that g(0) = αd − αβγT0 < 0 by dμ < sγβ and limλ→+∞ g(λ) = +∞. It follows from
the continuity of the function g(λ) on (−∞,+∞) that the equation g(λ) = 0 has at least one
positive root. Hence, the characteristic equation (6) has at least one positive real root. Hence,
E0 is unstable. This proves the conclusion (ii).
If dμ = sγβ , the transcendental polynomial (6) becomes
F(λ) = λ2 + (α + d)λ + αd − αde−λτ = 0. (8)
It is clear that λ = 0 is a simple root of (8). We further show that any root of (8) must have
negative real part except λ = 0.
In fact, if (8) has imaginary roots λ = u ± iω for some u  0, ω  0 and τ  0, we have
from (8) that{
u2 − ω2 + (α + d)u + αd = αde−uτ cosωτ,
2uω + (α + d)ω = −αde−uτ sinωτ,
which, together with u 0, implies that(
u2 − ω2 + (α + d)u + αd)2 + (2uω + (α + d)ω)2 = α2d2e−2uτ  α2d2.
However, it is easy to check that the above inequality is not true. Hence, it shows that any root
of (8) has negative real part except λ = 0, which implies that the trivial solution of the linearized
system (4) is stable for any time delay τ  0. This proves the conclusion (iii). The proof of
Theorem 1 is completed. 
For the local asymptotic stability of the infected equilibrium E+ of (2), we have the following
Theorem 2. If dμ < sγβ , then the infected equilibrium E+ of (2) is locally asymptotically stable
for any time delay τ  0.
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(T ∗, I ∗,V ∗) = (T¯ , I¯ , V¯ ) becomes
λ3 + Aλ2 + Bλ + C − (Dλ + E)e−λτ = 0, (9)
where
A = d + α + μ + βV
∗
1 + V ∗ ,
B = αd + μd + αμ + βdV
∗
1 + V ∗ +
αβV ∗
1 + V ∗ ,
C = αdμ + αdβV
∗
1 + V ∗ ,
D = αβγT
∗
(1 + V ∗)2 ,
E = αβγμT
∗
(1 + V ∗)2 .
For τ = 0, we have from (9) that
λ3 + Aλ2 + (B − D)λ + C − E = 0.
We can show that A > 0, B − D > 0 and C − E > 0, and from the well-known Routh–Hurwitz
criterion it follows that any root of (9) has negative real part for τ = 0.
If (9) has pure imaginary roots λ = ±iω for some ω > 0 and τ > 0, we have from (9) that
−Aω2 + C − (E cosωτ + Dω sinωτ) + i(−ω3 + Bω − (Dω cosωτ − E sinωτ))= 0.
Hence, we have{
−Aω2 + C = E cosωτ + Dω sinωτ,
−ω3 + Bω = Dω cosωτ − E sinωτ, (10)
from which, we have that
E2 + D2ω2 = (−Aω2 + C)2 + (−ω3 + Bω)2.
Let ω2 = u, then we have that
g(u) = u3 + (A2 − 2B)u2 + (−2AC + B2 − D2)u + C2 − E2 = 0.
Since
A2 − 2B = α2 + d2 + μ2 + β
2V ∗2
(1 + V ∗)2 +
2μβV ∗
1 + V ∗ > 0,
−2AC + B2 − D2 = β
2d2V ∗2
(1 + V ∗)2 +
α2β2V ∗2
(1 + V ∗)2 +
2μβd2V ∗
1 + V ∗ +
2α2βμV ∗
1 + V ∗
+ 1
β2(sγ + d)2
[
2α2βd3(sγβ − μd)
+ α2d2(s2γ 2β2 − μ2d2)+ μ2d2s2γ 2β2 + 2sγβ2μ2d3
+ μ2d4β2 + α2μ2s2γ 2β2 + 2α2μ2sγ dβ2 + α2μ2d2β2]
> 0,
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β2(sγ + d)2
[
α2μ2d2
(
s2γ 2β2 − μ2d2)+ 2α2βμ2d3(sγβ − μd)]
+ 2α
2μd2βV ∗
1 + V ∗ +
α2β2d2V ∗2
(1 + V ∗)2
> 0.
Hence, we have that g(u) > 0, which contradicts g(u) = 0. This shows that all the roots of the
characteristic equation (9) have negative real parts for any time delay τ . This completes the proof
of Theorem 2. 
3. Global asymptotic stability of E0
In this section, we will consider the global asymptotic stability of the viral free equilibrium E0
of (2). The following lemma will be used.
Lemma 1. For any solution (T (t), I (t),V (t)) of (2), we have that
lim sup
t→+∞
T (t) s
μ
= T0.
Theorem 3.
(i) If dμ > sγβ , the viral free equilibrium E0 of (2) is globally asymptotically stable for any
time delay τ  0.
(ii) If dμ = sγβ , the viral free equilibrium E0 of (2) is globally attractive for any time delay
τ  0.
Proof. Define
G = {ϕ = (ϕ1, ϕ2, ϕ3) ∈ C ∣∣ T0  ϕ1  0, ϕ2  0, ϕ3  0}.
From Lemma 1, we see that G attracts all solutions of (2). For any ϕ = (ϕ1, ϕ2, ϕ3) ∈ G, let
(T (t), I (t),V (t)) be the solution of (2) with the initial function ϕ. We claim that for any t  0,
T (t) T0. In fact, if there is t1 > 0 such that T (t1) > T0 and T˙ (t1) > 0, then we have that
T˙ (t1) = s − μT (t1) − βT (t1)V (t1)1 + V (t1) −
βT (t1)V (t1)
1 + V (t1)  0.
Here we have used T (t1) > T0 = s/μ. This is a contradiction to T˙ (t1) > 0. The claim is proved.
Hence, G is a positively invariant with respect to (2).
If dμ > sγβ , let us define a functional W on G as follows (see, for example, [16]),
W(ϕ) = γ ϕ2(0) + ϕ3(0) + κ
0∫
−τ
ϕ3(ξ) dξ, (11)
here κ > 0 is a constant to be chosen later. It is clear that W(ϕ) is continuous on the subset G¯
in C. From the invariance of G, for ∀ϕ ∈ G, the solution (T (t), I (t),V (t)) of (2) with the initial
function ϕ satisfies T (t) s/μ for any t  0. It follows from (2) and (11) that
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(
ϕ3(0) − ϕ3(−τ)
)
 ϕ3(0)(κ − d) + ϕ3(−τ)
(
γβϕ1(−τ) − κ
)
 ϕ3(0)
μ
(μκ − μd) + ϕ3(−τ)
μ
(sγβ − μκ).
By dμ > sγβ , we can choose κ such that sγβ < μκ < μd . Hence, we have that
W˙ (ϕ)|(2)  ϕ3(0)
μ
(μκ − μd) 0, (12)
for any ϕ ∈ G. This show that W(ϕ) is a Liapunov function on the subset G in C.
Define E = {ϕ ∈ G | W˙ (ϕ)|(2) = 0}. From (12), we have that
E ⊂ {ϕ ∈ G ∣∣ ϕ3(0) = 0}.
Let M be the largest set in E which is invariant with respect to (2). Clearly, M is not empty
since (T0,0,0) ∈ M . For any ϕ ∈ M , let (T (t), I (t),V (t)) be the solution of (2) with the initial
function ϕ. From the invariance of M , we have that (Tt , It , Vt ) ∈ M ⊂ E for any t ∈ R. Thus
V (t) ≡ 0 for any t ∈ R. From the second equation of (2), we further have that I (t) → 0 as
t → +∞. From the first equation of (2) and V (t) ≡ 0 for any t ∈ R, we can also show that
T (t) → T0 as t → +∞. Hence, the invariance of M implies that I (t) ≡ 0 and T (t) ≡ T0 for any
t ∈ R. Therefore, M = {(T0,0,0)}. The classical Liapunov–LaSalle invariance principal (see, for
example, [5] and [9]) shows that (T0,0,0) is globally attractive. Since it has been shown that, if
dμ > sγβ , (T0,0,0) is locally asymptotically stable for any time delay τ  0. Hence, (T0,0,0)
is global asymptotic stability for any time delay τ  0. This proves the conclusion (i).
If dμ = sγβ , let us consider the following functional on G,
W(ϕ) = γ ϕ2(0) + ϕ3(0) + βγ T0
0∫
−τ
ϕ3(ξ) dξ. (13)
Clearly W(ϕ) is also continuous on subset G¯ in C. From the invariance of G, for any ϕ ∈ G,
the solution (T (t), I (t),V (t)) of (2) with the initial function ϕ satisfies T (t) T0 for all t > 0.
From (2) and (13), we also have that
W˙ (ϕ)|(2) = γβϕ1(−τ)ϕ3(−τ)1 + ϕ3(−τ) − γ αϕ2(0) + γ αϕ2(0) − dϕ3(0)
+ βγ T0
(
ϕ3(0) − ϕ3(−τ)
)
 ϕ3(0)(βγ T0 − d) + βγϕ3(−τ)
(
ϕ1(−τ) − T0
)
= βγϕ3(−τ)
(
ϕ1(−τ) − T0
)
 0.
Hence, W(ϕ) is also a Liapunov function on the subset G in C.
Define E = {ϕ ∈ G | W˙ (ϕ)|(2) = 0}, and we have that
E ⊂ {ϕ ∈ G ∣∣ ϕ3(−τ) = 0 or ϕ1(−τ) = T0}.
Let M be the largest set in E which is invariant with respect to (2). M is not empty. For any
ϕ ∈ M , let (T (t), I (t),V (t)) be the solution of (2) with the initial function ϕ. From the invariance
of M , we have that (Tt , It , Vt ) ∈ M ⊂ E for any t ∈ R. Thus, for each t ∈ R, we have that
V (t − τ) = 0 or T (t − τ) = T0.
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of T (t). Hence, the first equation of (2) implies that
s − μT0 − βT0V (t − τ)1 + V (t − τ) = −
βT0V (t − τ)
1 + V (t − τ) = 0.
We must have that V (t) = 0. Therefore, we have that V (t) ≡ 0 for any t ∈ R. By a completely
similar proof as for the case dμ > sγβ , we can shown that M = {(T0,0,0)}. Therefore, it follows
from Liapunov–LaSalle invariance principal that (T0,0,0) is globally attractive for any time
delay τ  0. This proves the conclusion (ii), and completes the proof of the Theorem 3. 
4. Conclusions
In this paper, a class of more general HIV-1 infection model (2) with time delay is considered.
In the model, Holling type-II functional response, instead of mass action response, is used to
describe the growth rate of cells, and the delay between the time a cell is infected and the time
it starts producing virus is taken into account. Then, a detailed analysis on the local asymptotic
stability of the equilibria of the HIV-1 infection model is carried out. It is shown that, while
dμ > sγβ (hence, the infected equilibrium E+ is not feasible), the viral free equilibrium E0 is
locally asymptotically stable for any time delay τ  0, and that, while dμ = sγβ (hence, the
infected equilibrium E+ is not feasible), the linearized system of the HIV-1 infection model at
E0 is stable for any time delay τ  0. Furthermore, it has also been shown that, if E+ is feasible,
i.e., dμ < sγβ , E0 becomes unstable and E+ is locally asymptotically stable for any time delay
τ  0. For global asymptotic properties, it has been shown that, while E+ is not feasible, i.e.,
dμ sγβ , E0 is globally asymptotically stable or globally attractive for any time delay τ  0.
The results show that, for the HIV-1 infection model, the time delay has no effect on both global
asymptotic properties of the viral free equilibrium E0 and local asymptotic properties of the
infected equilibrium E+. On the other hand, numerical simulations suggest that the time delay
may also have no effect on global asymptotic properties of the infected equilibrium E+ for the
HIV-1 infection model.
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