Abstract. Let M denote the mapping class group of Σ, a compact connected oriented surface with one boundary component. The action of M on the nilpotent quotients of π 1 (Σ) allows to define the so-called Johnson filtration and the Johnson homomorphisms. J. Levine introduced a new filtration of M, called the Lagrangian filtration. He also introduced a version of the Johnson homomorphisms for this new filtration. The first term of the Lagrangian filtration is the Lagrangian mapping class group, whose definition involves a handlebody bounded by Σ, and which contains the Torelli group. These constructions extend in a natural way to the monoid of homology cobordisms. Besides, D. Cheptea, K. Habiro and G. Massuyeau constructed a functorial extension of the LMO invariant, called the LMO functor, which takes values in a category of diagrams. In this paper we give a topological interpretation of the upper part of the tree reduction of the LMO functor in terms of the homomorphisms defined by J. Levine for the Lagrangian mapping class group. We also compare the Johnson filtration with the filtration introduced by J. Levine.
Introduction
Let Σ be a compact connected oriented surface with one boundary component and let M denote the mapping class group of Σ. The interaction between the study of 3-manifolds and that of the mapping class group is well known. In some sense, the algebraic structure of M and of its subgroups is reflected in the topology of 3-manifolds. For instance, the subgroup of homeomorphisms acting trivially in homology, known as the Torelli group and denoted by I, is tied to homology 3-spheres. In this direction, D. Johnson [18] and S. Morita [29] studied the mapping class group by using its action on the nilpotent quotients of the fundamental group of Σ. This action allows to define the Johnson filtration of M; the k-th term J k M of this filtration consists of the elements in M acting trivially on the k-th nilpotent quotient of π 1 (Σ). On the Johnson filtration it is possible to define the Johnson homomorphisms which play an important role in the structure of the Torelli group. For instance, the first Johnson homomorphism appears in the computation of the abelianization of I [19] . S. Morita also discovered the strong relation between the structure of the Torelli group and some properties of the Casson invariant of homology 3-spheres [27, 28, 30] . The Johnson homomorphisms take values in a Lie subalgebra of the derivation Lie algebra of a free Lie algebra constructed from the first homology group of Σ; this Lie subalgebra admits a diagrammatic description in terms of tree-like Jacobi diagrams.
The Johnson filtration and the Johnson homomorphisms generalize in a natural way to the monoid of homology cobordisms C of Σ, that is, homeomorphism classes of pairs (M, m), where M is a compact oriented 3-manifold and m : ∂(Σ × [−1, 1]) → ∂M is an orientation-preserving homeomorphism such that the top and bottom restrictions of m induce isomorphisms in homology [7] . In particular, the mapping class group of Σ embeds into the monoid of homology cobordisms by associating to each h ∈ M the cobordism (Σ × [−1, 1] , m h ) where m h is the orientation-preserving homeomorphism defined on the top surface Σ × {1} by h and the identity elsewhere. Under this embedding, the Torelli group is mapped into the monoid of homology cobordisms (M, m) such that the top and bottom restrictions of m induce the same isomorphisms in homology. This class of cobordisms is denoted by IC and they are called homology cylinders.
On the other hand, T. Le, J. Murakami and T. Ohtsuki defined in [20] a universal finite type invariant for homology 3-spheres called the LMO invariant. This invariant was extended by D. Cheptea, K. Habiro and G. Massuyeau in [4] to a functor Z : LCob q → ts A, called the LMO functor, from a category of cobordisms (with a homological condition) between bordered surfaces to a category of Jacobi diagrams. In particular, the monoid of homology cylinders IC is a subset of morphisms in LCob q . The construction of the LMO functor is sophisticated: it uses the Kontsevich integral, which requires the choice of a Drinfeld associator, and it also uses several combinatorial operations in the space of Jacobi diagrams. In consequence, it is not clear which topological information is encoded by the LMO functor.
In [14] , N. Habegger and G. Masbaum gave a topological interpretation of the tree reduction of the Kontsevich integral in terms of Milnor invariants. Following the same spirit, D. Cheptea, K. Habiro and G. Massuyeau gave in [4] a topological interpretation of the leading term of the tree reduction of the LMO functor in terms of the first non-vanishing Johnson homomorphism. This was improved by G. Massuyeau in [25] , where he gave an interpretation of the full tree reduction of the LMO functor on IC.
In [21, 24] , J. Levine introduced a different filtration of the mapping class group as follows. Let V be a handlebody of genus g and fix a disk D on the boundary of V so that ∂V = Σ ∪ D, where D and Σ are glued along their boundaries. Denote by ι the inclusion of Σ into ∂V ⊆ V . Let us denote by A and A the subgroups ker(H 1 (Σ) the elements h in IL such that ι # h # (A) is contained in the (k + 1)-st term of the lower central series of π 1 (V ).
J. Levine also defined a version of the Johnson homomorphisms for this filtration, that we shall call here the Johnson-Levine homomorphisms, which take values in an abelian group that can be described in terms of H 1 (V ). This abelian group also admits a diagrammatic description in terms of tree-like Jacobi diagrams. One of J. Levine's main motivations was to understand the relation between the Johnson-Levine homomorphisms and finite type invariants of homology spheres. The first Johnson-Levine homomorphism comes up in the computation of the abelianization of IL, found by T. Sakasai in [34] . It also appears in the work of N. Broaddus, B. Farb and A. Putman [3] to compute the distortion of IL as a subgroup of M.
The Johnson-Levine filtration and the Johnson-Levine homomorphisms generalize in a natural way to the monoid of homology cobordisms. Thus, it is natural to wonder about the relation of these homomorphisms with the LMO functor. The aim of this paper is to make explicit this relation. The main result is a topological interpretation of the leading term in the upper part of the tree reduction of the LMO functor in terms of the first non-vanishing Johnson-Levine homomorphism. This sheds some new light on the topological information encoded by the LMO functor. One key point in the proof of this result is to compare the Johnson filtration and the Johnson-Levine filtration. This comparison was already carried out by J. Levine in degrees 1 and 2 for the mapping class group in [24] . In this direction, a second main result of this paper is a comparison of the two filtrations in all degrees for homology cobordisms up to some surgery equivalence relations. These equivalence relations were introduced independently by M. Goussarov in [8, 9] and by K. Habiro in [15] in connection with the theory of finite type invariants.
The organization of the paper is as follows. In Section 2 we review the definitions of the Johnson filtration and Johnson homomorphisms in the mapping class group case, as well as in the case of homology cobordisms. We also explain the bottom-top tangle presentation of homology cobordisms, which is a way to present homology cobordisms by using a kind of knotted objects. Finally, in this section, we review the Milnor-Johnson correspondence which relates the Milnor invariants with the Johnson homomorphisms. Section 3 deals with the Johnson-Levine filtration and Johnson-Levine homomorphisms in the mapping class group case, as well as in the case of homology cobordisms. Section 4 provides a detailed exposition of important properties of the Johnson-Levine homomorphisms, and a comparison of the Johnson filtration with the Johnson-Levine filtration. Finally, Section 5 is devoted to the topological interpretation of the upper part of the tree reduction of the LMO functor.
Notation. For a group G, the lower central series is the descending chain of subgroups
is a continuous map between two pointed topological spaces (X, x) and (Y, y), we denote by f # : π 1 (X, x) → π 1 (Y, y) and f * : H 1 (X; Z) → H 1 (Y ; Z) the induced maps in homotopy and homology, respectively. Finally, when we draw framed knotted objects we use the blackboard framing convention.
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Johnson homomorphisms
For every non-negative integer g denote by Σ (or by Σ g,1 if there is ambiguity) a compact connected oriented surface of genus g with one boundary component. Let us fix a base point * ∈ ∂Σ and set π := π 1 (Σ, * ) and H := H 1 (Σ; Z).
2.1.
Mapping class group. Denote by M (or by M g,1 if there is ambiguity) the mapping class group of Σ, that is, the group of isotopy classes of orientation-preserving diffeomorphisms of Σ fixing ∂Σ point-wise. The isotopy class of h in M is still denoted by h. The Dehn-Nielsen-Baer representation is the injective group homomorphism
that maps the isotopy class h ∈ M to the induced map in homotopy h # ∈ Aut(π).
Consider the lower central series {Γ k π} k≥1 of π. The nilpotent version of the Dehn-NielsenBaer representation, ρ k : M → Aut(π/Γ k+1 π), is defined as the composition
The Johnson filtration is the descending chain of subgroups {J k M} k≥1 of M where J k M is the kernel of ρ k . In particular, J 1 M is the set of elements in M acting trivially in homology. This subgroup is denoted by I (or I g,1 ) and it is called the Torelli group.
Associated to the Johnson filtration, there is a family of group homomorphisms called the Johnson homomorphisms. These homomorphisms are of great importance in the study of the structure of the mapping class group and its subgroups. They were introduced by D. Johnson in [17, 18] and extensively studied by S. Morita in [28, 29] . We refer to [35] for a survey on this subject.
For every positive integer k, the k-th Johnson homomorphism
is defined by sending the isotopy class h ∈ J k M to the map
for all x ∈ π. The second isomorphism in (2.2) is given by the identification H ∼ −→ H * that maps x to ω(x, ·) where ω : H ⊗ H → Z is the intersection form, together with the identification of Γ k+1 π/Γ k+2 π with the term of degree k + 1 in the free Lie algebra 
2.2.
Homology cobordisms and bottom-top tangles. In this subsection we recall from [4] the definition of the monoid of homology cobordisms and their presentation by bottom-top tangles, that is, a presentation by a special kind of knotted objects. The bottom-top tangle presentation is also used in the definition of the LMO functor as we will see in Section 5.
The notion of homology cobordism was introduced independently by M. Goussarov in [9] and by K. Habiro in [15] in connection with the theory of finite type invariants. A homology cobordism of Σ is the equivalence class of a pair M = (M, m), where M is a compact connected oriented 3-manifold and m : ∂(Σ × [−1, 1]) → ∂M is an orientation-preserving homeomorphism, such that the bottom and top inclusions m ± (·) := m(·, ±1) : Σ → M induce isomorphisms in homology. Two pairs (M, m) and (M ′ , m ′ ) are equivalent if there exists an orientation-preserving ... Let (M, m) be a homology cobordism of Σ g,1 . We associate a bottom-top tangle of type (g, g) to (M, m) as follows. Let us fix a system of meridians and parallels {α 1 , . . . , α g , β 1 , . . . , β g } of Σ g,1 as in Figure 2 . Then attach g 2-handles on the bottom surface of M by sending the cores of the 2-handles to the curves m − (α i ). In the same way, attach g 2-handles on the top surface of M by sending the cores to the curves m + (β i ). This way we obtain a compact connected oriented 3-manifold B and an orientation-preserving homeomorphism b :
3 ) → ∂B. The pair B = (B, b) together with the cocores of the 2-handles, determine a bottom-top tangle (B, γ) of type (g, g). We call (B, γ) the bottom-top tangle presentation of (M, m). See Figure 3 for an example.
We emphasize that the bottom-top tangle presentation of homology cobordisms depends on the choice of a system of meridians and parallels of Σ. From now on, when we say "the bottomtop tangle presentation" of a homology cobordism we mean the bottom-top tangle presentation associated to the choice of meridians and parallels of Σ as in Figure 2 .
We are mainly interested in bottom-top tangles in homology cubes. A homology cube is a homology cobordism of Σ 0,1 . In particular, if (B, b) is such a cobordism we have H * (B; 
whereB is the homology sphere
andγ is the framed oriented link inB whose componentγ ± j is obtained from γ ± j by connecting p j × (±1) with q j × (±1) with a small arc, and LkB(γ) denotes the usual linking matrix ofγ in the homology sphereB.
Let (M, m) ∈ C and let (B, γ) be its bottom-top tangle presentation. If B is a homology cube, we define the linking matrix Lk(M ) of (M, m) as the linking matrix of its bottom-top tangle presentation.
2.3.
Johnson homomorphisms for homology cobordisms. The Johnson filtration and the Johnson homomorphisms of M extend in a natural way to the monoid of homology cobordisms, see [7] . Given M = (M, m) in C, since m + and m − induce isomorphisms in homology in all degrees, by Stallings' theorem [36, Theorem 3.4] , the maps m ±, * : π/Γ k π → π 1 (M, * )/Γ k π 1 (M, * ) are isomorphisms for all k ≥ 2. Hence, the nilpotent version of the Dehn-Nielsen-Baer representation of the mapping class group can be extended to C. For every positive integer k define
by sending (M, m) ∈ C to the automorphism m
where J k C := ker(ρ k ) for all k ≥ 1. The submonoid J 1 C is denoted by IC and it is called the monoid of homology cylinders. Notice that under the embedding described in Example 2.1, the Torelli group I is mapped into IC. Let M = (M, m) ∈ C g,1 and (B, γ) be its bottomtangle presentation. We have that M belongs to IC if and only if B is a homology cube and Lk(M ) = 
is defined as in the mapping class group case. In this case we also have that τ k takes values in D k (H). We refer to [7] for further details.
It was shown by S. Morita that the Johnson homomorphism τ k :
is not surjective in general (see [29, Section 6] 
Their proof uses obstruction theory and surgery techniques. N. Habegger gave in [11] a different proof of this theorem based on the surjectivity of Milnor invariants. We shall recall his proof in the next subsection, since it will be useful to us later.
2.4.
Milnor invariants and the Milnor-Johnson correspondence. In this subsection we recall the Milnor invariants for string links and the Milnor-Johnson correspondence, which relates the Johnson homomorphisms with the Milnor invariants. We refer to [12, 13] for more details about Milnor invariants and to [11, 4] for more details about the Milnor-Johnson correspondence. By using the composition of homology cobordisms we can compose string links on l strands. The equivalence class of ([−1, 1] 3 , Id l ), where Id l is the trivial string link, is the identity for this composition. Denote this monoid by S l .
We now turn to the definition of the Milnor invariants. Let N ({p 1 , . . . , p l }) be a tubular neighborhood of the fixed points in
. . , p l )) and denote by F l the fundamental group π 1 (D o l , * ) where * ∈ ∂D l . We identify F l with the free group on {u 1 , . . . , u l }, where u i is the homotopy class of a loop encircling the i-th hole of D [36, Theorem 3.4 ] that s ±, * induce isomorphisms on the nilpotent quotients of the fundamental groups. Thus we can define for every positive integer k, the k-th Artin representation as the monoid homomorphism (2.6)
that sends (B, σ) to the automorphism s −1 −, * • s +, * . The Milnor filtration of S l is the descending chain of submonoids
is the submonoid of string links with trivial linking matrix.
Let (B, σ) ∈ S l [k] and let λ i be the i-th longitude determined by the framing of the component
, the homotopy class of the loop determined by λ i becomes trivial in π 1 (S)/Γ k π 1 (S). Therefore we can define the monoid homomorphism
of the free Lie algebra generated by H. The fact that the Artin representation fixes the homotopy class of ∂D l implies that µ k takes values in the kernel
From the above discussion, for all k ≥ 2 we can write
The monoid homomorphism µ k is called the k-th Milnor map. Notice that ker(µ k ) = S l [k+1]. In [13, Section 1] N. Habegger and X. Lin proved that for all k ≥ 1 the k-th Milnor map µ k is surjective. The idea of their proof was adapted from the work of K. Orr in [33] , where he studied which Milnor invariants are realizable. There is a more geometric approach to the realizability of Milnor invariants developed by T. Cochran in [5, 6] , which we will need and sketch briefly in subsection 4.4.
2.4.2.
The Milnor-Johnson correspondence. In [11] , N. Habegger defined a bijection between homology cylinders and string links with trivial linking matrix. We follow the construction in [4] which can be described schematically as follows:
homology cylinder bottom-top tangle string link.
More precisely, let (M, m) be a homology cylinder over Σ g,1 and consider its bottom-top tangle presentation. Next, from a bottom-top tangle of type (g, g) we can obtain a string on 2g strands by the method illustrated in Figure 5 .
In this way we transform a homology cylinder (M, m) ∈ IC g,1 into a string link MJ(M ) ∈ S 2g . N. Habegger proved in [11] that MJ defines a bijection between IC g,1 and the submonoid S 2g [2] of string links with trivial linking matrix. Moreover, for all k ≥ 1 the following diagram is commutative (see [4, Claim 8.16] ).
(2.10) where the bottom isomorphism is induced by the identification π ∼ = F 2g described as follows. Consider a free basis {α 1 , . . . , α g , β 1 , . . . , β g } of π induced by basing at * the system of meridians and parallels in Figure 2 . Identify α i with u −1 2i−1 and β i with u 2i . In this way, from the surjectivity of µ k+1 and diagram (2.10), it follows that τ k :
is surjective. This is the proof of Theorem 2.3 by N. Habegger [11] .
Diagrammatic version of the Johnson homomorphisms.
In order to relate the Kontsevich integral with the Milnor invariants, N. Habegger and G. Masbaum gave in [14] a diagrammatic version of the Milnor map. This was also done for Johnson homomorphisms by S. Garoufalidis and J. Levine in [7] . Let us recall this description.
By a tree-like Jacobi diagram we mean a finite contractible unitrivalent graph such that the trivalent vertices are oriented, that is, each set of incident edges to a trivalent vertex is endowed with a cyclic order. The internal degree of such a diagram is the number of trivalent vertices; we denote it by i-deg. Let C be a finite set. We say that a tree-like Jacobi diagram T is C-colored if there is a map from the set of univalent vertices (legs) of T to the free abelian group generated by C. We use dashed lines to represent tree-like Jacobi diagrams and, when we draw them, we assume that the orientation of trivalent vertices is counterclockwise.
Consider the abelian group
where the relations AS, IHX are local and the multilinearity relation applies to the C-colored legs, see Figure 6 .
Notice that T (C) is graded by the internal degree: for k ≥ 1, T k (C) is the subspace of T (C) generated by tree-like Jacobi diagrams of i-deg = k. We can define T (G) for any finitely generated free abelian group G by T (G) = T (C) where C is any set of free generators of G. Consider the abelian group H = H 1 (Σ g,1 ; Z). We have seen that the k-th Johnson homomorphism takes values in
Observe that a rooted tree of i-deg = k with H-colored legs determines a Lie commutator in L k+1 (H). Let us consider the map
where the sum ranges over the set of univalent vertices of T , and the rooted trees are identified with Lie commutators. For instance,
Consider the rational version of η
This map is an isomorphism, see [22, Corollary 3.2] . In this way, for M ∈ J k C g,1 we define the diagrammatic version of the k-th Johnson homomorphism by
Lagrangian version of the Johnson homomorphisms
In [21, 24] , J. Levine introduced a different filtration of the mapping class group by considering a handlebody bounded by Σ. The induced inclusion determines a Lagrangian subgroup of the first homology group of the surface. This Lagrangian subgroup, together with the lower central series of the fundamental group of the handlebody, allow to define the new filtration. Let us denote by ab : π → H and ab ′ : π ′ → H ′ the abelianization maps. The equality
To sum up, we have the short exact sequence
Finally, let us recall the symplectic representation. Since the elements in M are orientationpreserving, their induced maps on H preserve the intersection form. Therefore we have a map
that sends h ∈ M to the induced map h * on H. We will often need to consider bases to perform some computations. On this purpose, we fix a free basis {α 1 , . . . , α g , β 1 , . . . , β g } induced by basing at * the fixed system of meridians and parallels in Figure 2 . We also fix the symplectic basis {a 1 , . . . , a g , b 1 , . . . , b g } of H, induced by {α 1 , . . . , α g , β 1 , . . . , β g }. Here we assume that the curves ι(α i )'s bound disks in V , see Figure 7 . This way, {a 1 , . . . , a g } is a basis for A, and {b 1 + A, . . . , b g + A} is a basis for H/A.
We use the above symplectic basis of H to identify Sp(H) with the group Sp(2g, Z) of (2g) × (2g) matrices Λ with integer entries such that Λ T JΛ = J, where J is the standard invertible skew-symmetric matrix 
The subgroup L is called the Lagrangian mapping class group of Σ, and IL is called the strongly Lagrangian mapping class group of Σ.
Example 3.1. The Torelli group I is contained in IL. Also, any Dehn twist along a meridian α i (see Figure 2) belongs to IL. This shows that I is strictly contained in IL.
Consider the orientation-preserving homeomorphism h : Σ → Σ that interchanges the first and second handle in Figure 2 . This homeomorphism can be extended to the handlebody V (this extension is known in the literature as interchanging two knobs, see [37, Section 3] for a detailed description). We have that h belongs to L but not to IL, hence IL is strictly contained in L.
Let us give some equivalent formulations of the strongly Lagrangian mapping class group. If h belongs to L, then it induces a well defined isomorphismĥ * : H/A → H/A by sending x+ A to h * (x) + A. By means of the isomorphism H/A ι * −→ H ′ , we have an isomorphism h
The following assertions are equivalent:
Proof. We use the symplectic basis {a 1 , . . . , a g , b 1 , . . . , b g } and the identification ψ : Sp(H) → Sp(2g, Z) described in subsection 3.1. Let h ∈ L, then there exist integers λ kj , δ kj and ǫ kj such that for 1 ≤ j ≤ g,
Recall that {a 1 , . . . , a g } is a basis for A, and {b 1 + A, . . . , b g + A} is a basis for H/A. The matrices of h * | A : A → A andĥ * : H/A → H/A in these bases are P and R respectively. We now describe the filtration introduced by J. Levine in [21, 24] .
Besides, J. Levine also defined and studied in [21, 24] a version of the Johnson homomorphisms for the above filtration. In order to define them, let us first identify H/A with A * by sending x + A ∈ H/A to ω(x, ·) ∈ A * . We also identify H/A with H ′ via the isomorphism ι * .
is a group homomorphism which we shall call the k-th Johnson-Levine homomorphism.
For the sake of completeness let us see the proof.
Proof. The argument is by induction on k. From Definition 3.4, it follows that J
with x 1 , . . . , x n ∈ π and y 1 , . . . , y n ∈ A. Since for every j, we have that
a ∈ A and α ∈ A with ab(α) = a. The splittable short exact sequence
and the fact that h ∈ J L k M, allow us to write h # (α) = βy with β ∈ A and y ∈ Γ k+1 π. Notice that a = h * (a) = ab( h # (α)) = ab(βy) = ab(β).
On the other hand, suppose that y is a group commutator of length k + 1, say in the elements y 1 , . . . , y k+1 ∈ π (if y is a product of such commutators, the reasoning is similar). Then ι # (h # (y)) and ι # (y) are commutators of length k + 1 in the elements ι # (h # (y 1 )),. . ., ι # (h # (y k+1 )) and ι # (y 1 ), . . . , ι # (y k+1 ) respectively. Notice that y, ι # (y) and ι # (h # (y)) have the same commutator structure, that is, they have the same bracketing structure.
Under the identification
′ correspond to Lie commutators, with the same structure as y, in the elements ab
which shows that τ 
This was already remarked by J. Levine [21, Proposition 4.3] . Let us recall the argument. Consider the bases fixed in subsection 3.1. Then, for h ∈ J L k M the k-th Johnson-Levine homomorphism can be written
where the second equality follows from Lemma 3.3(iii).
where the last equality holds because
j , α j represents the inverse of the homotopy class of ∂Σ (see Figure 7) , and this element is fixed by h # . Hence τ
To sum up, we have a descending chain of subgroups 
The monoid of Lagrangian homology cobordisms. The Johnson-Levine filtration can be defined similarly on the monoid C of homology cobordisms. Let us start by defining the analogues to the Lagrangian and strongly Lagrangian mapping class groups.
The monoid of Lagrangian homology cobordisms is defined as
and the monoid of strongly Lagrangian homology cobordisms is defined as (3.14)
Notice that we have the inclusions IL ⊆ ILC ⊆ LC. Let us see how these monoids are characterized in terms of the linking matrix.
Lemma 3.7. Let M ∈ C g,1 and let (B, γ) be its bottom-top tangle presentation. Then 
where the χ's, λ's, ǫ's and δ's are integer coefficients. We observe that m − (β k ) and m − (α k ) are the oriented longitude and oriented meridian of γ Figure 9 (a). The resulting cobordism M L , obtained after surgery along L, belongs to ILC but not to IC. In Figure 9 (b) we show the bottom-top tangle presentation of M L , which allows to compute its linking matrix. 
Notice that J L 1 C = ILC. To summarize, we have a descending chain of submonoids (3.16)
is the map that sends (M, m) ∈ J L k C to the map a ∈ A → {ι k+2 ρ k+1 (M )({α})} k+2 , where α ∈ A is such that ab(α) = a.
Notice that ker(τ
The same arguments as those used in the case of the mapping class group, work to show that J L k C is a submonoid of C and that τ L k is well defined, it is a monoid homomorphism, and that it takes values in D k (H ′ ).
Properties of the Johnson-Levine homomorphisms
In this section we study some properties of the Johnson-Levine homomorphisms and we compare the Johnson-Levine filtration to the Johnson Levine filtration.
Surjectivity of the Johnson-Levine homomorphisms. Let us start by the compatibility between the Johnson and Johnson-Levine homomorphisms. The surjective homomorphism
which are compatible with the Lie bracket.
Proof. The result follows from the existence of a group section s : H ′ → H of the surjective homomorphism ι * : H → H ′ and the commutative diagram
More precisely, denote by Ψ and Ψ ′ the Lie brackets
. The group section s allows us to lift y to s(y) ∈ H ⊗ L k+1 (H) such that ι * (s(y)) = y. We deduce Ψ(s(y)) = sΨ ′ (y) = 0, hence s(y) ∈ D k (H).
As pointed out by J. Levine in [24, Section 4], in the mapping class group case, the Johnson homomorphisms and the Johnson-Levine homomorphisms are compatible. This also holds for the monoid of homology cobordisms. Proposition 4.2. For every positive integer k, the diagram
is commutative.
Proof. From the definitions, it is clear that
Consider the free basis {α 1 , . . . , α g , β 1 , . . . , β g } of π and the symplectic basis {a 1 , . . . , a g , b 1 , . . . , b g } of H fixed in subsection 3.
In these bases, the k-th Johnson homomorphism is given by the formula
Similarly, the k-th Johnson-Levine homomorphism is given by the formula
Thus by applying ι * :
From Proposition 4.2 and Theorem 2.3 we obtain the following corollary.
Corollary 4.3. For every positive integer k, we have 
4.2.
Invariance under the Y k -equivalence relation. In order to compare the Johnson filtration and the Johnson-Levine filtration, from our approach, we need to take some quotients of J k C and J L k C by some equivalence relations to obtain a group structure compatible with the Johnson and Johnson-Levine homomorphisms. There are at least two ways to obtain a group from the monoid of homology cobordisms. One way is to consider homology cobordisms up to 4-dimensional homology bordism, see [21, 7] . Another way is to consider homology cobordisms up to Y k -equivalence. We follow the latter approach. The notion of Y k -equivalence was introduced independently by M. Goussarov in [9, 8] and by K. Habiro in [15] in their study of finite type invariants. Here, we follow the terminology of [15] .
Let G be a graph that can be decomposed into two subgraphs, say
′ is a unitrivalent graph and G o is a union of looped edges of G. The subgraph G ′ is called the shape of G. Let us consider a pair (M, γ), where M is a compact oriented 3-manifold (possibly with boundary) and γ is a framed oriented tangle (possibly empty) in M such that ∂γ (if any) are fixed points in ∂M . A graph clasper in (M, γ) is an embedding G ֒→ int(M \ γ) of a thickening G of G, see Figure 10 . We still denote the image of the embedding by G. In particular, if the shape of G is simply connected, we call it a tree clasper. The degree of a graph clasper is the number of trivalent vertices of its shape. If G has degree 1 we call it a Y -clasper. From now on, we assume that the degree of graph claspers is greater than or equal to 1. Denote the result by N (G) L . We obtain a new pair (M G , γ G ) by setting
and γ G equal to the trace of γ under the surgery. If G is of degree > 1 we apply the fission rule, illustrated in Figure 12 , until obtaining a disjoint union of Y -claspers. Then (M G , γ G ) is defined by performing surgery as before along each Y -clasper. We say that (M G , γ G ) is obtained from (M, γ) by a Y k -surgery, where k is the degree of G. 
Comparison of the Johnson and Johnson-Levine filtrations.
Consider the handlebody V as in subsection 3.1, seeing it as a cobordism from Σ to Σ 0,1 = D, the fixed disk on ∂V , see Figure 13 . Proof. Consider the system of meridians and parallels {α 1 , . . . , α g , β 1 , . . . , β g } of Σ and denote in the same way an induced system of generators of π. Notice that A = ker(π 1 (Σ)
is the normal closure of {α 1 , . . . , α g }. Let (M, m) ∈ HC ∩ ILC. It is enough to show that, for all 1 ≤ i ≤ g and for all k ≥ 1, we have 
We postpone the proof of this proposition to subsection 4.4.
Lemma 4.8. For all k, l ≥ 1, we have
in C/Y k+1+l , where q k+1+l : C → C/Y k+1+l is the canonical projection.
Proof. Equality (4.6) follows from Proposition 4.7 and Corollary 4.3. Let us show equality (4.7). The inclusion "⊇" follows from Lemma 4. 
where q k+l : C → C/Y k+l is the canonical projection.
Proof. By Lemma 4.6, ( in Sp(H) can be realized as the image by ρ 1 of an element in H∩IL, see [24, Lemma 6.3] . Let P ∈ H∩IL that realizes the matrix ρ 1 (M ) and consider the inverse {P } −1 of {P } in C/Y 1+l (this is actually the class of the inverse of P in M). Hence {M }{P } −1 acts trivially in homology, that is,
Suppose that the inclusion "⊆" in (4.8) is true for k. Thus we have
By the above inclusion we can write {M } = {N }{P } with N ∈ J k C and
which completes the proof.
Proof of Proposition 4.7.
Let us start by reviewing some preliminaries, we follow [23] .
Consider the free quasi-Lie algebra
in the same way that we defined the homomorphism η 
To describe the map p in Lemma 4.11. Let S = {a 1 , . . . , a g , b 1 , . . . , b g } be the fixed symplectic basis of H. For all j ≥ 1,
) is generated by the elements η Z 2j−1 (v) with v a tree-like Jacobi diagram with legs colored by S and at least one leg colored by some a i .
) is generated by the elements η Z 2j (v) with v a tree-like Jacobi diagram with legs colored by S, with at least one leg colored by some a i ; and the elements η 2j ( 1 2 tr(u) ⊙ tr(u)) with u ∈ L j+1 (H) a Lie commutator which has at least one a i as one of its components.
. By Corollary 4.10, we have (4.13)
with v i ∈ T k (H), and u l ∈ L j+1 (H) if k = 2j. Notice that if k is odd, the second sum in equation (4.13) does not appear. By the linearity relation we can suppose that all the v i 's have legs colored by S and that all the u l 's are Lie commutators on S. Let
where ϕ and ϕ ′ are induced by the homomorphism ι * : H → H ′ . We have that ϕ ′ η k (y) = 0, so η k ϕ(y) = 0. Since η k is an isomorphism, ϕ(y) = 0. Let us write
such that all the diagrams appearing in y ′ have at least one leg colored by some a i , and all the diagrams appearing in y ′′ have legs colored only by {b 1 , . . . , b g }. Hence
Now, ϕ(y ′′ ) = y ′′ because all terms of y ′′ only have legs colored by {b 1 , . . . , b g }. Thus y ′′ = 0, so y = y ′ . In other words, the diagrams appearing in y whose legs are colored only by {b 1 , . . . , b g } can be grouped and they cancel out by IHX and antisymmetry relations.
Let us now turn to the proof of Proposition 4.7. Recall that we want to show that
Let us first see the inclusion "⊇".
. We now show the inclusion "⊆". According to Lemma 4.11, it is enough to prove for all j ≥ 1 that (i) η [14, Remark 8.2] . This process is called antidifferentiation and it is very close to surgery along tree claspers, see [15, Section 7] . We sketch this process below.
Let S be as in Lemma 4.11. Suppose that k = 2j. Consider u ∈ L j+1 (H) a Lie commutator which has at least one a i as one of its components. From the rooted tree tr(u) we are going to recursively construct a string link L( Banding step. After finishing the above process we obtain a (j + 1)-component link whose components are labeled with elements of S. Now, if two components have the same label, we perform an interior band sum between the two components, see [5, Section 7] for more details. If necessary, add trivial components to the resulting link in order to obtain a 2g-component link with components, each one, labeled by a unique element of S. Denote this link by l( 1 2 u). Since u is a Lie commutator with at least one a i as one of its components, the construction implies that the link l( [14, Remark 8.2] , the sign depending on the clasp of the Whitehead link in the starting step. Figure 15 (i) the starting step, in Figure 15 (ii) the recursive step. In Figure 15 (iii) we perform an interior band sum and add trivial components. Finally in Figure 16 we show the associated string link and the arrangement of its components. Then continue the antidifferentiation process by performing the recursive step, banding step and final step. At the end we obtain a string link
, the sign depending on the clasp of the Hopf link that we started with to realize v.
The LMO functor and the Johnson-Levine homomorphisms
This section is devoted to the relation between the Johnson-Levine homomorphisms and the LMO functor. We refer to [32, 1, 2] for an introduction to the LMO invariant and to [4] for its functorial extension.
5.1. Jacobi diagrams. In subsection 2.5 we reviewed the notion of tree-like Jacobi diagram. In this subsection we consider more general Jacobi diagrams.
A Jacobi diagram is a finite unitrivalent graph such that the trivalent vertices are oriented, that is, its incident edges are endowed with a cyclic order. Let C be a finite set. We call a Jacobi diagram C-colored if its univalent vertices (or legs) are colored with elements of the Qvector space spanned by C. The internal degree of a Jacobi diagram is the number of trivalent vertices, we denote it by i-deg. The connected Jacobi diagram of i-deg = 0 is called a strut. As for tree-like Jacobi diagrams, we use dashed lines to represent Jacobi diagrams and, when we draw them, we assume that the orientation of trivalent vertices is counterclockwise. See Figure  18 for some examples.
The space of C-colored Jacobi diagrams is defined as where the relations AS, IHX are local and the multilinearity relation applies to the C-colored legs, see Figure 6 in subsection 2.5. The vector space A(C) is graded by the internal degree, thus we can consider the degree completion which we still denote by A(C), in other words, we also consider formal series of Jacobi diagrams. There is a product in A(C) given by disjoint union, and a coproduct defined by ∆(D) := D ′ ⊗ D ′′ where the sum ranges over pairs of subdiagrams
With these structures, A(C) is a complete Hopf algebra. Its primitive part is the subspace A c (C) spanned by connected Jacobi diagrams. We denote by A Y (C) the subspace of Jacobi diagrams such that all of their connected components have at least one trivalent vertex. A Jacobi diagram in A(C) is looped if it has a non-contractible component, for instance the third diagram in Figure 18 is looped. The subspace generated by looped diagrams is an ideal. We denote by A Y,t (C) the quotient of A Y (C) by this ideal. For k ≥ 1 denote by A Y,t,c k (C) the subspace of A Y,t (C) generated by connected diagrams of i-deg = k. If G is a finitely generated free abelian group, we define the space A(G) of G-colored Jacobi diagrams by A(G) = A(C) where C is any set of free generators of G. In particular for the abelian group H = H 1 (Σ g,1 ; Z) we have
where T (H) = k≥1 T k (H) is the group of tree-like Jacobi diagrams defined in subsection 2.5. Σ g,1 ; Z) ) and m +, * (A g ) ⊆ m −, * (A g ). Recall that A g denotes the kernel of
. In particular we have that the monoid of Lagrangian homology cobordisms LC g,1 is contained in LCob(g, g) . More generally, the set LCob(g, f ) is defined in a similar way by considering cobordisms from Σ g,1 to Σ f,1 .
For the definition of the LMO functor we need to use the Kontsevich integral, because of this, it is necessary to change the objects of LCob to obtain the category LCob q : instead of non-negative integers, the objects of LCob q are non-associative words in the single letter •. We refer to [4] for more details.
Roughly speaking, the LMO functor Z : LCob q → ts A is defined as follows. Let M be a Lagrangian cobordism (for example M ∈ LC g,1 ) and consider its bottom-top tangle presentation (B, γ ′ ). Next, take a surgery presentation of (B,
3 , L ∪ γ), which gives a series of a kind of Jacobi diagrams. To get rid of the ambiguity in the surgery presentation, it is necessary to use some combinatorial operations on the space of diagrams. Among these operations, the so-called Aarhus integral (see [1, 2] ), which is a kind of formal Gaussian integration on the space of diagrams. In this way we arrive to ts A. Finally, to obtain the functoriality, it is necessary to do a normalization.
We emphasize that the definition of the Kontsevich integral requires the choice of a Drinfeld associator, and the bottom-top tangle presentation requires the choice of a system of meridians and parallels. Thus the LMO functor also depends on these choices. 
We have the isomorphism
as in subsection 2.5. Define the diagrammatic version of the k-th Johnson-Levine homomorphism by
Moreover, if we consider the symplectic basis {a 1 , . . . , a g , b 1 . . . , b g } of H fixed in subsection 3.1, we have that
where the expression ι * (b j ) → j + means to replace the color ι * (b j ) by the color j + for j = 1, . . . , g. We still denote the diagrammatic version by τ Notice that ILC = ker(ϑ). We have the following. As an immediate consequence of the above theorem we have the following corollary. is also independent of the choice of the system of meridians and parallels used in the definition of the LMO functor.
