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Introducción
La creación de personajes creíbles y atractivos mediante gráficos por orde-
nador presenta un gran número de desafíos técnicos, incluidos el modelado,
animación y renderizado de formas complejas tales como cabeza, manos y
ropa. Con esta finalidad se han creado varios programas especiales para di-
seño gráfico por ordenador en 2D y 3D. Estos gráficos se originan mediante
un proceso de cálculos matemáticos sobre una base de dos o tres dimensio-
nes que ha sido creada por ordenador e incluyen varios procesos complejos:
adquisición, registro, integración, segmentación y ajuste.
En el caso de la animación gráfica se requiere reconstruir un objeto (en
general tridimensional) en el ordenador y posibilitar transformaciones ade-
cuadas del mismo.
Supongamos que queremos trabajar sobre un personaje creado por un
dibujante mediante una línea. Si pudiéramos definir esa línea por una fun-
ción, sería posible realizar sobre ella diversas transformaciones (movimientos,
transformaciones afines...). Pero eso no suele ocurrir y la forma de incorpo-
rarla al ordenador puede ser escaneándola, lo que supone definir la curva
por una serie de puntos de la misma; el número de puntos depende de la
resolución del escaneo, pero si agrandamos la figura se advierte la ausencia
de continuidad y, además, no tenemos reglas para transformar la curva. Por
ello, los programas de diseño gráfico por ordenador consisten básicamente, en
algoritmos que permiten unir los puntos del diseño seleccionados por trozos
de curvas de ecuación calculable y que funcionan de forma adecuada en las
uniones entre dos de estos trozos consecutivos.
A modo de ejemplo, supongamos que tenemos una línea y que hemos
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elegido 4 puntos de una línea y vamos a interpolar nuevos puntos entre ellos.
Esos 4 puntos nos definen una poligonal compuesta por tres segmentos y en
los puntos de unión es angulosa. Podemos calcular nuevos puntos utilizando
una media ponderada de los puntos antiguos. Por ejemplo, si hallamos la
media de cada cuatro puntos con los pesos 1/16(−1, 9, 9,−1) obtenemos una
curva curva menos angulosa (véase la figura 1):
Figura 1: Ejemplo de subdivisión de una curva
Reiterando el proceso se obtienen poligonales como las de la figura 2. Y
repitiendo el proceso las veces que sea necesario, en el límite, se obtendría una
curva continua y suave; pero, en la práctica, suele ser necesario, dependiendo
de la resolución de la pantalla que se vaya a usar, realizar el proceso un
número pequeño de veces.
Conviene tener presente que si se eligen muchos puntos, el resultado puede
ser mejor, pero el proceso de cálculo es más complejo, más costoso, más lento.
Lo que se busca, por tanto, son procesos de iteración que permitan obtener
Figura 2: Ejemplo de subdivisión de una curva (continuación)
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Figura 3: Ejemplo gráfico de subdivisión de una superficie
mejores resultados con menos información de partida (menos puntos).
Otro problema es elegir los puntos iniciales más adecuados. En algunas
zonas del diseño más regulares serán necesarios menos puntos, mientras que
en otras, se necesitarán más; y la articulación entre unas y otras debe ser
adecuada.
Un ejemplo de los refinamientos sucesivos de la subdivisión de una super-
ficie usando mallas triangulares y el diferente tamaño de los triángulos en las
distintas zonas se puede ver en la figura 3.
Características que deben tener los algoritmos de subdivisión:
Eficiencia: la localización de nuevos puntos debe realizarse con un número
pequeño de operaciones sobre algunos puntos contiguos.
Soporte compacto: la región sobre la que un punto influye debe ser finita
y no demasiado grande.
Definición local: las reglas que determinan los nuevos puntos sólo depen-
den de algunos cercanos, no de los lejanos.
Invariancia afín: Si se realiza una transformación afín (traslación, giro,
homotecia,...) sobre los puntos base, la forma generada a partir de
los puntos transformados debe ser la misma que la que se obtendría
aplicando dicha transformación a la curva completa (véase la figura 4).
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Figura 4: Ejemplo de invariancia afín
Simplicidad: El proceso debe constar de un pequeño número de reglas,
preferentemente determinadas por un proceso independiente.
Continuidad: Interesan los procesos que generan curvas continuas y deri-
vables, e incluso que la segunda derivada sea continua.
Por ejemplo, la regla que se ha usado para construir las curvas de las
figuras 1 y 2 de la página iv, calcula los nuevos puntos a partir de una media
ponderada de los puntos antiguos cercanos: los dos anteriores y los dos pos-
teriores, asignándoles pesos de 1/16(−1, 9, 9,−1) respectivamente. Se trata
de un procedimiento muy eficiente pues sólo requiere, para cada coordenada
de cuatro multiplicaciones sencillas y una suma de cuatro sumandos; tiene
soporte compacto ya que sólo involucra a tres trozos en total; la definición es
local, pues sólo depende de cuatro puntos próximos y es independiente del
resto; es invariante afín, pues la suma de los pesos es 1; es muy simple, ya
que se usa siempre la misma regla; además, la curva límite que se obtiene
repitiendo este proceso es derivable.
La memoria consta de tres capítulos y unas conclusiones finales. En el
capítulo 1 se introducen las nociones necesarias para definir las NURBS, y
más concretamente, las técnicas que están en la base de su desarrollo y al-
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gunas de sus propiedades. También se hace una pequeña introducción sobre
la aparición y evolución de las NURBS en el diseño de formas. En el ca-
pítulo 2 veremos como Pixar, que en un principio usaba NURBS para sus
diseños, investigó las distintas superficies de subdivisión para solucionar al-
gunos problemas que surgían con las NURBS. Se comentará cuales fueron sus
criterios para optar por el esquema de Catmull-Clark; esquema que modifica-
ron posteriormente para corregir algunos problemas que aparecieron y para
su empleo en otros campos de la animación 3D. Las NURBS corresponden
con esquemas interpolatorios de carácter lineal, pero tienen el inconveniente
de que en determinadas circunstancias se presentan oscilaciones indeseables
que no desaparecen aunque se incremente el número de iteraciones: fenómeno
Gibbs. En el capítulo 3 se presenta un esquema interpolatorio multiresolución
no lineal. El objetivo es la reconstrucción a trozos de una función utilizando
para ello cuatro puntos en soportes pequeños y un esquema interpolatorio
recursivo. Se persigue la convergencia y estabilidad del esquema, que genere
funciones límite con buen nivel de suavidad y que evite el fenómeno Gibbs.

1 NURBS
El acrónimo NURBS representa la formulación inglesa «Non Uniform
Rational B-Splines» y corresponde a un modelo matemático muy utilizado
en los gráficos por ordenador para generar y representar curvas y superficies.
El desarrollo de NURBS empezó en 1950 por ingenieros que necesitaban
la representación matemática exacta de superficies de forma libre como las
usadas en carrocerías de automóviles y cascos de barcos, que pudieran ser
reproducidos exacta y técnicamente en cualquier momento. Las representa-
ciones anteriores de este tipo de diseños sólo podían hacerse con modelos
físicos o maquetas realizadas por el diseñador o ingeniero.
Los pioneros en esta investigación fueron Pierre Bézier quien trabajaba
como ingeniero en Renault, y Paul de Casteljau quien trabajaba en Citröen,
ambos en Francia. Aunque los dos trabajaron en modelos matemáticos muy
parecidos y paralelos ninguno de los dos conoció el trabajo que el otro desa-
rrollaba. El trabajo de Bézier fue publicado primero y por esta razón tradi-
cionalmente se le ha asociado a las splines. El nombre de Casteljau solamente
ha sido asociado al desarrollo de algoritmos para la evaluación de las splines.
Las NURBS pueden representar con precisión objetos geométricos están-
dar tales como líneas, círculos, elipses, esferas y toroides, así como formas
geométricas libres como carrocerías de coches y cuerpos humanos. La canti-
dad de información que requiere la representación de una forma geométrica
en NURBS es muy inferior a la que necesitan otros tipos de aproximaciones
comunes.
2 NURBS
En este capítulo vamos a desarrollar las nociones necesarias para definir
las NURBS, en particular, las técnicas que están en la base de su desarrollo
y algunas de sus propiedades.
1.1. Curvas y superficies en el espacio
Toda curva o superficie en el espacio se puede definir por un conjunto de
funciones paramétricas.
En el caso de las curvas, por ejemplo, las coordenadas (x, y, z) de los
puntos de la curva pueden ser dadas por:
x = X(t), y = Y (t), z = Z(t),
siendo t ∈ R el parámetro y siendo X, Y, Z funciones de t.
Si X, Y y Z son polinomios de grado 1, la curva definida es un segmento
de una recta. En ese caso, solo se necesitarán dos datos (por ejemplo dos
puntos o un punto y una pendiente) para definir esta curva. Si X, Y, Z son
polinomios de grado 2, se definirá una parabola y se necesitarán tres datos
para describirla (por ejemplo, 3 puntos o 2 puntos y una tangente). Para
polinomios de grado n, se necesitarán n + 1 datos para describir la curva.
Este número de datos es lo que llamamos el orden de la curva, y siempre es,
por tanto, una unidad mayor que el grado del polinomio.
Los polinomios cúbicos suelen ser los más utilizados para representar cur-
vas. Efectivamente, para polinomios de grado mayor se necesitan más datos,
lo que hace el modelado más difícil de manejar. Por otro lado, los polino-
mios de grado menor describen de manera más restrictiva las curvas, que
sólo pueden ser rectas o parábolas, las cuales son siempre curvas planas.
En el caso de las superficies, se pueden definir paramétricamente usan-
do dos parámetros. Las coordenadas (x, y, z) de los puntos de la superficie
pueden ser dadas por:
x = X(u, v), y = Y (u, v), z = Z(u, v)
siendo u, v ∈ R los parámetros y siendo X, Y, Z funciones de éstas
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1.2. Curvas de Bézier
Las curvas de Bézier representan un instrumento ampliamente usado en la
realización de gráficos con ordenador para modelar curvas de comportamien-
to «suave», en el sentido de que no existan puntos angulosos. Se construyen
utilizando un cierto número finito y ordenado de puntos de control, que con
frecuencia son tres (curvas de Bézier cuadráticas) o cuatro (curvas de Bézier
cúbicas). La curva une el primero y el último de los puntos de control me-
diante un trazo sin «puntos angulosos», pero, generalmente, no pasa por los
puntos de control, sino que estos actúan como si tuvieran una cierta capaci-
dad de atracción sobre una «cuerda elástica» que uniera los puntos extremos
con el resultado de producir una deformación suave de la misma.
Los puntos de control utilizados pa-
ra generar la curva de Bézier del gráfico
que aquí figura son P0, P1, P2. El punto
Q0 inicia su recorrido del segmento P0P1
partiendo de P0 y se mueve de acuerdo con la ecuación Q0 = P0 + t(P1−P0),
donde 0 ≤ t ≤ 1. El parámetro t puede considerarse como una medida del
porcentaje del camino recorrido (en realidad al multiplicarlo por 100); en el
gráfico t = 0,25 corresponde al 25%. Así cuando t = 0 estamos en el punto
Q0 = P0, cuando t = 1 es Q0 = P1 y para los valores intermedios de t el punto
Q0 va pasando por los diferentes puntos del segmento P0P1. Simultáneamen-
te, y de forma enteramente análoga, el punto Q1 recorre el segmento P1P2 de
acuerdo con la ecuación Q1 = P1 + t(P2 − P1). Y por último el punto B de
la curva Bézier está situado, para cada t, sobre el segmento Q0Q1 siguiendo
el mismo tipo de interpolación lineal B = Q0 + t(Q1 −Q0). En consecuencia
la ecuación de la curva de Bézier viene dada por:
B(t) = Q0 + t(Q1 −Q0) = (1− t)Q0 + tQ1
= (1− t)
(




(1− t)P1 + tP2
)
= (1− t)2P0 + 2t(1− t)P1 + t2P2
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Esta curva de Bézier tiene cuatro pun-
tos de control ordenados P0, P1, P2, P3.
Con los tres primeros se procede como
en el caso anterior para determinar un
punto, llamado R0 en el gráfico, y con los tres últimos se hace lo propio para
determinar un punto llamado R1 en el gráfico. Entre ambos puntos se reali-
za la interpolación lineal correspondiente al parámetro t para determinar el
punto B de la curva de Bézier generada por esos puntos de control. Pulsando
sobre la figura que inicia este párrafo es posible ver una generación dinámica
de las curvas Bézier de grados 2 y 3 correspondiente dichos dibujos anterio-
res. Procediendo como en el caso anterior se obtiene el polinomio de grado
tres correspondiente a esta curva con cuatro puntos de control.
B(t) = (1− t)R0 + tR1
= (1− t)
(




(1− t)2P1 + 2t(1− t)P2 + t2P3
)
= (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + (1− t)3P3
Utilizando el mismo procedimiento podrían generarse curvas de Bézier
de grado más alto, que, sin embargo no suelen utilizarse por el esfuerzo
computacional que requieren. En lugar de eso es preferible para modelar
perfiles complejos usar varias curvas de Bézier de grado bajo, con grupos de
puntos de control adecuadamente próximos, de forma que se enlacen bien
entre sí. Al igual que sucede con la interpolación de Lagrange.
En general las curvas de Bézier con n puntos de control (n = 2, 3, 4 . . . )










Los polinomios bi,n se conocen con el nombre de polinomios de Berstein de
grado n y corresponden precisamente, a los coeficientes en el desarrollo del
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En ocasiones se consideran también curvas de Bézier para las que los
puntos de control, P0, P1, P2 . . . Pn tienen pesos w0, w1, w2 . . . wn (lo cual co-
rrespodería a asignar diferentes poderes de atracción a los diferentes puntos








Como ya hemos dicho, las curvas de Bézier fueron introducidas por Paul
de Casteljau en 1959 y muy ampliamente utilizadas en el diseño de carroce-
rías de automóviles por el ingeniero francés Pierre Bézier, del que toman su
nombre.
Actualmente, se utilizan las curvas de Bézier como herramientas de diseño
gráfico en programas como Adobe Photoshop, Adobe Illustrator, Inkscape,
etc. o en programas de animación gráfica para controlar el movimiento en
aplicaciones como Adobe Flash, Adobe After Effects, Adobe Shockwave, entre
otros.
El diseño de las fuentes True Type usadas en MS-Windows se desarrolló
a finales de los ochenta por Apple Computer utilizando curvas de Bézier con
tres puntos de control mientras que en el diseño de las fuentes postscript
Adobe Type 1 se utilizan curvas de Bézier con cuatro puntos de control.
También se utilizan curvas de Bézier cúbicas en el diseño con Metafont de
las tipografías usadas en TEX (como las utilizadas en este trabajo), con lo
que la calidad técnica de las dos últimas es superior a la de las fuentes True
Type.
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1.3. Introducción a B-Splines
En el ámbito del análisis numérico, un spline es una curva definida a
trozos mediante polinomios. Estas curvas se utilizan para resolver proble-
mas de interpolación y suavizado de curvas y, como pueden hacer uso de
polinomios de grado bajo, se consigue facilitar los cálculos y simplificar las
representaciones, además de evitar las oscilaciones que aparecen cuando se
usan polinomios de grado alto. Todo esto hace que los splines sean utilizados
en los gráficos por ordenador y estén en la base de muchas otras técnicas.
Hay que señalar que las curvas de Bézier son un tipo particular de spline.
Otros tipos de splines son las interpolaciones segmentarias poligonales que
pueden ser de distinto grado. Cuando el grado es 1 tenemos la interpolación
segmentaria lineal que consiste, simplemente, en unir los puntos dados por
segmentos, lo que proporciona una gráfica continua pero no derivable en los
puntos de control (figura 1.1)
Cuando el grado es 2 se denomina interpolación segmentaria cuadrática;
se interpolan trozos de parábola que van de un punto de control al siguiente,
y se pide que la derivada en el punto de control sea igual a ambos lados, es
decir, que el spline sea C1.
Cuando el grado es 3 se denomina interpolación segmentaria cúbica. En
este caso se pide que el spline resultante sea C2, es decir, que tanto la primera
derivada como la segunda coincidan a ambos lados de cada punto. Estas
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condiciones no son suficientes para determinar los splines cúbicos y hay que
agregar otras que dan lugar a diferentes tipos de splines cúbicos. En particular
tenemos los splines cúbicos naturales en los cuales la derivada segunda es cero
en el primer y en el último punto.
El principal inconveniente con los splines naturales es que la modificación
un punto de control afecta a toda la curva, ya que los coeficientes polinómicos
dependen de todos los puntos de control. Interesa definir curvas en las que
sea posible un control local, es decir, que la modificación de un punto de
control afecte sólo a un trozo de la curva. Esto ocurre así en los B-Splines,
que consisten en varios trozos de splines naturales, cada uno de los cuales
esta definido por un conjunto reducido de puntos de control.
Los B-Splines combinan p + 1 puntos de control P0, P1, . . . , Pp, p ≥ n y
consiste en p− (n− 1) trozos de curva Qn, Qn+1, ..., Qp (polinomios de grado
n). Además, podemos definir un parámetro común t mejor que considerar t
definido en el intervalo [0, 1[ para cada trozo de la curva. Así que, para cada
segmento Qi de la curva, t dependerá del intervalo [ti, ti+1[, con n ≤ i ≤ p.
Además, cada segmento Qi solo se verá afectado por n puntos de control:
Pi−n hasta Pi.
Para cada i ≥ n, existe un nodo entre Qi y Qi+1 para el valor ti del
parámetro t. Existe un total de p−n−2 nodos para el B-Spline. El concepto
de uniformidad es el siguiente: si los nodos están uniformemente distribuidos
sobre el intervalo [0, 1[ (por ejemplo, ∀i ∈ [n, p[, ti+1 − ti = ti+2 − ti+1), el
B-Spline se dice que es uniforme. En otro caso, diremos que es no uniforme.
Cabe mencionar el hecho de que estas definiciones implican que los nodos
son crecientes (por ejemplo, ∀i ∈ [n, p], ti ≤ ti+1).
Cuando las coordenadas (x, y, z) de un punto de la curva están dadas por
cocientes de polinomios como en la ecuación (1.3), el B-Spline se dice que es
racional, cuando el denominador es la unidad se dice no racional.
(1.3) x = X(t)
W (t) , y =
Y (t)
W (t) , z =
Z(t)
W (t)




No Racionales No Uniformes
Racionales Uniformes
Racionales No Uniformes
El último tipo llamado generalmente NURBS, es el más general y el que
más nos interesa para nuestro objetivo. Cualquiera de los otros tipos de B-
Splines son un caso particular de NURBS; para los no racionales se cumple
que W (t) = 1, y la uniformidad es un caso particular de los no uniformidad.
1.4. Curvas y superficies NURBS






Y similarmente, generalizando la ecuación (1.4) para el caso de 2 pará-
metros obtenemos una superficie NURBS (1.5).








En ambas ecuaciones, Pi es un punto de control, wi el peso asociado a
éste, y Bi,n una función base definida recursivamente sobre n por:
(1.6) Bi,0(t) =
 1 si ti ≤ t < ti+10 en el resto
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Bi+1,k−1(t) ∀k > 0








y su representación gráfica aparece, junto con las de Bi,0 y Bi,2, en la figu-
ra 1.2.
Volviendo ahora a la ecuación (1.4) observamos que, si los pesos wi son





Se trata pues de una curva no racional. Lo mismo ocurre en el caso de la
ecuación (1.5) correspondiente a una superficie.
Además, las funciones base Bi,n sólo son distintas de cero en los alrede-
dores del punto Pi (para n = 3 sólo son distintas de cero entre ti−1 y ti+2) lo
que permite modificar la influencia de un punto de control de forma bastante
local.
Las curvas NURBS tiene cuatro elementos fundamentales en su definición:
Puntos de control: Definen una aproximación de la curva, y éstos
podremos desplazarlos en el espacio, para así modificar la forma de
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la superficie. La unión de estos creará un polígono que se denomina
polígono de control.
Pesos: Están asociados a los puntos de control, y sólo existen en cur-
vas y superficies racionales. Cuanto mayor sea el peso en un punto de
control mayor será la atracción que ejerce sobre la curva hacia el pun-
to control. De manera opuesta, cuanto menor sea el peso en un punto
de control se producirá un mayor alejamiento respecto del punto de
control. De manera más concreta se puede ver que:
• Si w > 1 se produce un aproximación de la curva.
• Si w = 1 no se produce ninguna modificación respecto de la curva
no racional.
• Si 0 < w < 1 se produce un alejamiento de la curva siendo el límite
la línea recta que une los puntos de control anterior y siguiente.
Nodos: Son una lista de grado+N-1 números, donde N es el núme-
ro de puntos de control. A veces, esta lista se denomina vector nodal,
y debe cumplir varias condiciones técnicas. La manera estándar para
asegurar que las condiciones técnicas se cumplan, es que sea creciente
y limitar el número máximo de valores duplicados al grado. El número
de veces que un valor nodal se duplica se denomina multiplicidad no-
dal. Se dice que un valor nodal es un nodo de multiplicidad total si es
múltiplo de su grado. Si una lista de nodos se inicia con un nodo de
multiplicidad completa, le siguen nodos simples, termina con un nodo
de multiplicidad completa y los valores se espacian uniformemente, en-
tonces los nodos son uniformes. Los que no cumplan esto se dicen que
son no uniformes. Los valores duplicados del nodo en la mitad de la
lista del nodo hacen que una curva de NURBS sea menos suave. En
caso extremo, un nodo de completa multiplicidad en la mitad de la lista
de nodos significa que hay un lugar en la curva NURBS que se puede
doblar en un punto de torsión. Por esta razón, agregando y quitando
nodos, y luego ajustando los puntos de control se pueden hacer formas
más suaves o figuras torsionadas. Debido a que el número de nodos es
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igual a N+grado-1, si se agregan nodos también se agregan puntos de
control, y si se quitan nodos se quitan puntos de control. Los nodos se
pueden añadir sin cambiar la forma de la curva de NURBS. En general,
quitar nodos cambiará la forma de una curva.
Grado: El grado de la curva nos indicará si es cuadrática, cúbica, cuár-
tica, etc. A mayor grado, manteniendo el polígono de puntos de control
constante, la curva se suaviza más respecto al polígono de control, sien-
do de grado cero los puntos de control y de grado uno el polígono de
control.
1.4.1. Propiedades de las curvas NURBS
Las propiedades que tienen las curvas NURBS son las siguientes:
No negatividad: Bi,p(t) ≥ 0 ∀i, p y t ∈ [0, 1]
Partición de la unidad: ∑ni=0 Bi,p(t) = 1 ∀t ∈ [0, 1]
B0,p(0) = Bn,p(1) = 1
Para p > 0, todo Bi,p(t) alcanza un máximo en el intervalo t ∈ [0, 1]
Soporte local: Bi,p(t) = 0 para t /∈ [ti, ti+p+1). Además, en cada nodo
dado, al menos p+ 1 de los Bi,p(u) son distintos de cero.
Todas las derivadas de Bi,p(t) existen en el espaciado del nodo, la cual
es una función racional con denominador distinto de cero. En un no-
do, Bi,p(t) es p − k veces continuamente diferenciable, donde k es la
multiplicidad del nodo.
Si wi = 1 ∀i, entonces Bi,p(t) = Ni,p(t) ∀t
Y dando estas propiedades como resultado las siguientes características
geométricas de las curvas NURBS:
Q(0) = P0 y Q(1) = Pn.
Invarianza afín: una transformación afín de los puntos de control define
una nueva curva que es la misma que la que se obtiene al aplicar a la
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curva original dicha la transformación. Las curvas NURBS son también
invariantes bajo las proyecciones en perspectiva.
Q(t) es infinitamente diferenciable en el intervalo del nodo y es p − k
veces diferenciable en un nodo con multiplicidad k.
Propiedad de la variación decreciente: ningún plano tiene más intersec-
ciones con la curva que con el polígono de control.
Una curva NURBS sin nodos interiores es una curva de Bézier racional,
ya que Ni,p(t) se reduce a Bi,n(t). Las curvas NURBS contienen B-
Splines no racionales, y curvas de Bézier racionales y no racionales en
casos especiales.
Aproximación local: si movemos el punto de control Pi o cambiamos el
peso wi afectaremos sólo a la porción del intervalo t ∈ [ti, ti+p+1).
1.4.2. Propiedades de las superficies NURBS
Las propiedades de las funciones Ri,j(u, v) son aproximadamente las mis-
mas que para las funciones básicas no racionales Ni,p(u) Nj,q(v)
No negatividad: Ri,j(u, v) ≥ 0 ∀i, j, u, v.
Partición de la unidad: ∑ni=0∑mj=0 Ri,j(u, v) = 1 para todo (u, v) ∈
[0, 1]× [0, 1].
Soporte local: Ri,j(u, v) = 0 si (u, v) está fuera del rectángulo dado por
[ui, ui+p+1)× [vj, vj+q+1).
En cualquier rectángulo de la forma [ui0 , ui0+1)× [vj0 , vj0+1) por lo me-
nos (p+ 1)(q + 1) funciones base son distintas de cero.
Extremos: si p > 0 y q > 0 Ri,j(u, v) alcanza exactamente un valor
máximo.
R0,0(0, 0) = Rn,0(1, 0) = Rn,m(1, 1) = 1.
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Diferenciabilidad: en el interior del rectángulo formado por las líneas
nodo u y v existen todas las derivadas parciales de Ri,j(u, v). En el
nodo u(nodo v) es p − k(o q − k) veces diferenciable en la dirección
u(v), donde k es la multiplicidad del nodo.
Si todos los wi,j = a para 0 ≤ i ≤ n, 0 ≤ j ≤ m y a 6= 0, Ri,j(u, v) =
Ni,p(u)Nj,q(v) ∀i, j
Estas propiedades dan como resultado las siguientes características geo-
métricas de las superficies NURBS:
Interpolación de un punto anguloso: S(0, 0) = P0,0, S(1, 0) = Pn,0,
S(0, 1) = P0,m y S(1, 1) = Pn,m
Invarianza afín: se aplica a la superficie aplicándola a los puntos de
control
Modificaciones locales: si movemos Pi,j o cambiamos wi,j afectaremos a
la forma de la superficie sólo en el rectángulo [ui, ui+p+1)× [vj, vj+q+1)
B-Splines no racionales, Bézier y superficies Bézier racionales son casos
especiales de superficies NURBS.
Diferenciabilidad: S(u, v) es p−k(q−k) veces diferenciable con respecto
a u(v) en el nodo u(nodo v) de multiplicidad k
1.4.3. Renderizado en tiempo real
El renderizado, en nuestro caso, es un proceso de cálculo complejo desa-
rrollado por un ordenador destinado a generar una imagen 2D a partir de una
escena 3D. Esto quiere decir, que en este proceso de calculo se crea una ima-
gen 2D que imita el espacio 3D de manera más o menos exacta, dependiendo
del motor de renderizado y de la calidad que queramos obtener.
Para el renderizado de una superficie NURBS se necesitan dos pasos:
primero, calcular los puntos que formarán la malla de control de la superficie,
y luego, el envío de la malla de control a la aplicación 3D.
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Figura 1.3: Ejemplo de tira triangular
Lo primero, llamado mosaico, consiste en transformar la definición ma-
temática continua de una superficie en una definición discreta. Por algunas
razones de complejidad y eficiencia, se usa el mosaico uniforme, esto quiere
decir que se calculan los puntos de manera que estén uniformemente equies-
paciados para los parámetros u y v.
A diferencia del primer paso, el segundo paso es dependiente de la aplica-
ción 3D elegida. El método más eficiente para representar esta malla parece
ser que es las tiras triangulares. De hecho, esta interpretación de un conjunto
de puntos es la única que permite un menor uso de memoria, al contrario de
la especificación de caras independientes.
El dibujo 1.3 se puede definir de dos maneras:
Por un conjunto de triángulos; 4 triángulos definidos cada uno por 3
vértices, lo que implica que hay que mandarle a la aplicación 3D un
total de 12 puntos
Por tiras triangulares; la tira estaría definida por 6 vértices, lo cuales
se enviarían a la aplicación 3D.
En ambos casos, el resultado es el mismo pero se puede observar que para
el primer caso almacenamos puntos comunes de los triángulos para nada.
Primero, vamos a ver cómo se puede precalcular los valores de la función
base, ya que calcularlos durante la creación del mosaico es muy costoso.
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Hemos visto que los coeficientes de la representación polinómica de Bi,n
son constantes entre dos nodos. Por lo tanto, excepto si cambiamos el vector
de nodos, no necesitaremos calcular dichos coeficientes en cada mosaico. Esto
es conveniente porque esos coeficientes requieren una evaluación recursiva, la
cual es muy costosa.
En cuanto a las funciones base Bi,n, sabemos que, para unos valores dados
(i, j), sólo algunas de esas funciones serán distintas de cero; y más aún,
este número es precisamente el orden de la superficie. Para que cada punto
sea calculado, podemos entonces almacenar los valores de Bi,m(u) y Bj,n(v).
Finalmente, podemos preponderar las coordenadas (x, y, z) de los puntos de
control. Como resultado de esto, sólo los cálculos de la suma en 1.4 influyen.
Para calcular los vectores normales, necesitamos calcular las tangentes a la
superficie en cada punto, en las direcciones u y v. El vector normal será el
producto escalar de esos dos vectores tangentes. Esto se puede hacer gracias
a la ecuación 1.4. También podemos precalcular las derivadas parciales de
Bi,n y únicamente tendremos que realizar una suma para hacer el mosaico.
Finalmente, seremos capaces de usar el mosaico dinámico, esto quiere
decir adaptar el valor del mosaico a la distancia de la superficie y a su volu-
men: si una superficie está muy lejos, sólo necesitaremos unos pocos vértices
mientras que si la superficie está muy cerca, necesitaremos vértices extra pa-
ra mostrar una superficie suave. Esto es un proceso vital cuando uno tiene
que mostrar una gran cantidad de superficies, y así enviar únicamente la
información más importante para la tarjeta gráfica.
Resumiendo, para el renderizado de una superficie tendremos que realizar
cuatro pasos principales:
Determinar los valores del mosaico (mosaico dinámico).
Si los valores varían del anterior, precalcularemos los valores de la fun-
ción base y sus derivadas otra vez.
Hacer el mosaico de la superficie.
Enviar los vértices a la tarjeta gráfica usando la aplicación 3D y la tira
de triángulos.

2 Pixar y losesquemas de subdivisión
En este capítulo nos ocupamos de los esquemas de subdivisión, y más
concretamente de las superficies de subdivisión que están más relacionadas
con el objetivo de este proyecto.
Para ello, se comentará cómo en los estudios de Pixar Animation (com-
pañía de animación por ordenador especializada en 3D) se empezó utilizando
superficies NURBS, y cómo debido a los problemas que surgieron de éstas, se
buscó otro método que los solucionase (superficies de subdivisión). Antes de
explicar el método que finalmente eligió Pixar, veremos los distintos tipos de
superficies de subdivisión. Éstas se pueden agrupar atendiendo a unas carac-
terísticas de los métodos como pueden ser: el tipo de regla de refinamiento,
el tipo de la red de control o si son aproximantes o interpolantes.
Para finalizar se verán los motivos por los que Pixar eligió las superficies
de subdivisión de Catmull-Clark. Y cómo crearon después una modificación
de esta subdivisión, para poder generar superficies puntiagudas, y su poste-
rior uso en otras aplicaciones relacionadas con la animación 3D como pueden
ser: funciones de energía asociadas a la ropa, texturización o el sombreado.
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2.1. Los esquemas de subdivisión y la anima-
ción de objetos en Pixar
La animación de objetos por ordenador consiguiendo un resultado creíble
ha sido el reto que se ha planteado los estudios de Pixar Animation.
Anteriormente se habían usado superficies de NURBS para este fin, ya
que la mayoría de los sistemas comerciales existentes integraban este método
(Alias-Wavefront y SoftImage). Sin embargo las NURBS tienen limitaciones
topológicas y sufren varios problemas como son su complejidad, su propensión
a tener error numérico, y la dificultad de mantener la suavidad cuando se
anima el objeto, teniendo que corregirse los errores de forma manual.
Ante estos problemas Pixar buscó un nuevo método que los solucionase,
y se optó por los esquemas de subdivisión, en particular por el algoritmo de
Catmull-Clark, desarrollado en 1978 por Edwin Catmull (vinculado a Pixar)
y Jim Clark.
Otras empresas de animación también han utilizado esquemas de subdi-
visión, pero los han aplicado a modelos poligonales, mientras que Pixar lo
utilizó para crear superficies suaves a trozos.
Los esquemas de subdivisión supusieron un gran avance en el proceso de
producción, tanto en el renderizado del objeto como en la animación. Los
diseñadores tenían más libertad para definir sus modelos al ser este sistema
más estable y no tener que añadir características especiales como pasaba
con las NURBS. Como consecuencia de la estabilidad del método de los
esquemas de subdivisión se reducía, con respecto a la NURBS, el tiempo y el
esfuerzo necesarios para retocar los modelos cuando se animaban. También
se usaron los esquemas de subdivisión para la animación de la ropa de los
personajes, aunque aparecieron nuevas dificultades. La forma de actuar en
este caso suponía dos pasos, primero era necesario definir un función de
energía sobre las mallas de subdivisión, y segundo crear un simulador físico
para calcular las colisiones de manera eficiente. Con respecto a las colisiones
no suponía un gran esfuerzo crear este simulador, ya que habían obtenido
mucha información relevante para esta cuestión de su trabajo con las NURBS.
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A partir del algoritmo de Catmull-Clark de subdivisión de superficies,
Pixar creó un sistema de animación denominado Marionette y otro sistema
de renderización denominado RenderMan. Estos sistemas le permitieron crear
a Geri, el protagonista de Geri’s game (y ganar un oscar con la película).
Específicamente, estos esquemas fueron usados para crear la cabeza de Geri,
sus manos y su ropa (ver figuras 2.1 y 2.2 )
Figura 2.1: Malla de control de la cabeza de Geri
Figura 2.2: Imagen de la animación GeriŽs Game
2.2. Superficies de subdivisión
Las superficies de subdivisión son métodos de diseño gráfico por ordena-
dor que permiten representar una superficie suave por medio de una malla
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poligonal. Su principal ventaja es que permiten la representación de super-
ficies con topologías arbitrarias, superando de esa forma las limitaciones to-
pológicas de las B-splines. El proceso consiste en ir subdividiendo las caras
poligonales de la malla para aproximarse a la superficie suavizada.
El origen de estas técnicas se encuentra en los trabajos de G. Chaikin, que
describió las curvas como límite de una secuencia de subdivisiones. Inspirados
en esta idea se publicaron en 1978 dos trabajos realizados independientemente
que suponen el inicio de las superficies de subdivisión. Estos trabajos fueron
realizados por Doo y Sabin y por Caltmull y Clark. Sin embargo, desde su
aparición hasta 1995 se hicieron pocos progresos en el tema. En la década
de los 90, el avance en la teoría de la aproximación, el análisis numérico y
la computación gráfica han posibilitado un gran desarrollo de este tipo de
superficies; los nuevos resultados teóricos y prácticos incluyen el análisis de
los esquemas de subdivisión clásicos, y la propuesta de nuevos esquemas así
como el estudio de la continuidad de las funciones generadas y el tratamiento
de los vértices extraordinarios.
Una superficie de subdivisión se crea por una serie de refinamientos su-
cesivos de una superficie poliédrica inicial o de control S0 y produce nuevas
superficies poliédricas cada vez con más caras. En el límite se obtiene una su-
perficie diferenciable, pero en la práctica es suficiente con realizar el proceso
unas pocas veces.
Estas superficies tienen las ventajas que señalábamos en la introducción
del trabajo. En particular se tienen las siguientes:
Eficiencia: Se utilizan sólo un pequeño número de puntos del nivel
anterior para el cálculo de un nuevo punto; por ello es un método fácil
de calcular y de implementar.
Topologías arbitrarias: Admite superficies de distinto género topológico
y con distintas valencias en los vértices de la red.
Control de las características de la superficie: Se puede controlar la
forma y el tamaño de características tales como pliegues, crestas, bordes
puntiagudos.
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Figura 2.3: Subdivisión recursiva de una malla topológicamente compleja.
(a) malla de control; (b) después de una subdivisión; (c) después de dos
subdivisiones; (d) la superficie límite
Geometría compleja: Por ser un método basado en refinamientos repe-
tidos, resulta muy adecuado para Multirresolución y Compresión.
2.3. Tipos de superficies de subdivisión
Los esquemas de subdivisión pueden clasificarse según:
El tipo de regla de refinamiento (Inserción de vértices o recorte de
esquinas).
El tipo de red de control (triangular o cuadrilateral).
Si es aproximante o interpolante.
Resultan así las siguientes clases:
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Inserción de vértices
Redes triangulares Redes cuadriláteras
Aproximante Loop Catmull-Clark




Vamos a comentar ahora estos criterios de clasificación. Hay que señalar
que estos esquemas de subdivisión definidos en mallas de topología arbitraria
se basan en esquemas de subdivisión regular; se trata pues de una clasificación
de esquemas de subdivisión regulares. En estos esquemas hay que agregar
reglas para la manipulación de los vértices extraordinarios.
Tipo de malla: Los esquemas de subdivisión actúan sobre mallas de
control regulares, esto quiere decir que los vértices de las mallas corres-
ponden a puntos equiespaciados en el plano. Pero las caras de la malla
de control pueden generarse de diferentes maneras. Lo natural es que
las caras sean polígonos regulares, pudiendo usarse tres tipos diferentes:
cuadrados, triángulos equiláteros y hexágonos regulares (estos últimos
son los más inusuales).
Inserción de vértices y recorte de esquinas: Además del tipo
de malla también hay que saber como se van a obtener las nuevas
subdivisiones. Existen dos maneras diferentes: inserción de vértices y
recorte de esquinas. Cuando se usa la inserción de vértices, cada lado
de la cara se divide en dos y la cara se divide en cuatro polígonos del
mismo tipo. Los vértices antiguos se mantendrán y los nuevos vértices se
colocaran en los bordes, y para el caso de los cuadriláteros se añadirá
un vértice más. Es lo que ocurre, por ejemplo, en el esquema Loop,
definido sobre una malla triangular (figura 2.4). Los nuevos vértices
son los negros y están situados en los antiguos ejes (deformados); los
vértices antiguos se conservan.
2.3 Tipos de superficies de subdivisión 23
Figura 2.4: Esquema de Loop con sus respectivos coeficientes
En el caso del recorte de esquinas, por cada cara antigua se crea una cara
similar y se conectan las nuevas caras creadas. Resultan así dos nuevos
vértices por cada eje antiguo y una nueva cara por cada eje y cada
vértice. Los vértices antiguos desaparecen. Geométricamente equivale
a cortar los vértices (dando lugar a una cara) y cortar los ejes (dando
también lugar a una cara). Este tipo de subdivisión es apropiada, sobre
todo, para mallas cuadriláteras.
Aproximación e interpolación: Para los esquemas de subdivisión
que usan la inserción de vértices se puede usar la aproximación o la
interpolación. En general, para cada vértice existe una secuencia de
puntos de control correspondiente a cada nivel de subdivisión. Si todos
los puntos se mantienen entonces se dice que el esquema es de inter-
polación, si no se llamará de aproximación. La interpolación es muy
interesante, ya que los puntos de control originales se conservan en
todas las superficies refinadas y son también puntos del limite de la
superficie, lo cual nos permite controlarlos de una manera más intuiti-
va. Además, muchos de los algoritmos se pueden simplificar bastante,
y por lo tanto los cálculos son más sencillos. Pero la calidad de estas
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superficies no es tan buena como las obtenidas por los esquemas de
aproximación y tampoco converge tan rápido al límite de la superficie.
2.3.1. Notación y terminología
Vértices regulares y extraordinarios: Hemos visto hasta ahora que
los esquemas de subdivisión definidos por mallas triangulares crean
nuevos vértices de valencia 6 en el interior. En los bordes, los nuevos
vértices creados tendrán valencia 4. De manera parecida, en las mallas
cuadrangulares tanto en esquemas de inserción de vértices como en
recorte de esquinas sólo generan vértices de valencia 4 en el interior,
y 3 en los bordes. Por consiguiente, después de varias subdivisiones,
muchos de los vértices en una malla tendrán una de estas valencias (6
en el interior y 4 en los bordes para mallas triangulares; 4 en el interior
y 3 en los bordes en mallas cuadrangulares). Los vértices con estas
valencias se llaman regulares y para los vértices de valencia distinta a
éstas se llaman extraordinarios.
Notación de los vértices cerca de un vértice fijo: En la figura
2.5 se muestra la notación que se usa para los puntos de control en
los esquemas de subdivisión triangulares y cuadrangulares cerca de un
vértice fijo. Típicamente, se necesita para los vértices extraordinarios.
También se usa para los vértices regulares cuando se quiere calcular las
posiciones límite y los vectores tangentes.
Vértices pares e impares: Para los esquemas de inserción de vértices
(fundamental), los vértices de la malla más burda son también vértices
de la malla refinada. Para cualquier nivel de subdivisión, todos los
vértices nuevos que son creados en ese nivel se llaman impares. Los
vértices heredados del nivel anterior se llaman pares.
Vértices de caras y lados: Para los esquemas triangulares (Loop y
Butterfly modificado), existe sólo un tipo de vértices impares. Para es-
quemas cuadrangulares, algunos vértices son añadidos cuando los lados
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Figura 2.5: Numeración de los vértices de una malla cerca de un vértice
extraordinario
de la malla del nivel más burdo son divididos, para las caras se insertan
otros vértices. Estos dos tipos de vértices impares se llaman vértices de
lado y de cara respectivamente.
Bordes y pliegues: Se necesita especificar reglas especiales para los
bordes de una malla. Estas reglas se suelen elegir de manera que la
curva en el borde de la superficie límite no dependa de ningún vérti-
ce de control interior, y sea suave o suave a trozos (continuidad C1 o
C2). Las mismas reglas se pueden usar para introducir características
puntiagudas en superficies C1: algunos lados interiores puede ser aña-
didos como aristas, y las reglas para los bordes se aplican para todos
los vértices que se añaden en tales lados.
Máscara: A veces se define una regla de subdivisión a partir de su
máscara. La máscara es un dibujo que muestra los puntos de control
usados para calcular un nuevo punto de control, el cual se denota por
un punto negro.
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Los esquemas de refinamiento de las superficies de subdivisión pueden
ser clasificados en dos grandes categorías: interpolatorios y aproximatorios.
Los esquemas interpolatorios necesitan ajustarse a la posición original de
los vértices en la malla original. Los esquemas aproximatorios no; éstos se
pueden ajustar a estas posiciones como se necesite. En general, los esquemas
aproximatorios tienen una mejor suavidad, pero las aplicaciones de edición
que permite a los usuarios ajustar de manera exacta las necesidades de la
superficie, requieren un paso de optimización. Esto ocurre de manera similar
a las superficies y curvas de splines, mientras que para los B-splines no.
Existe también otra división en los esquemas de superficies de subdivisión,
según el tipo de polígono que usan, cuadriláteros o triángulos.
2.3.2. Esquemas de subdivisión interpolatorios
Aproximación significa que las superficies límite se aproximan a la malla
inicial y que después de la subdivisión, los nuevos puntos de control generados
no están en la superficie límite. Ejemplos de tipos de esquemas de subdivisión
aproximatorios son:
Catmull y Clark (1978) [21]: Utilizaron B-splines bicúbicos uni-
formes generalizados para generar sus esquemas de subdivisión. Para
mallas arbitrarias iniciales, este esquema genera superficies límite que
son C2 continuas en cualquier punto menos en los vértices extraordi-
narios donde son C1 continuas.
Doo y Sabin (1978) [30]: El segundo esquema de subdivisión fue
creado por Doo y Sabin quienes extendieron el método de Chaikin
para recorte de esquinas en curvas a las superficies. Usaron la expresión
analítica de superficies B-splines bi-cuadráticas uniformes para generar
su procedimiento de subdivisión para producir superficies límite C1 con
topología arbitraria para mallas arbitrarias iniciales.
Loop (1987) [52]: Propuso un esquema de subdivisión basado en un
box-spline cuártica de seis vectores directores para tener una regla para
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generar superficies límite de clase C2 en cualquier punto, excepto en
los vértices extraordinarios donde son de clase C1.
Esquema de subdivisión de Mid-Edge: Este esquema fue propues-
to de manera independiente por Peters y Reif (1997) [57] y Habib y Wa-
rren (1999) [41]. El primero usó el punto medio de cada lado para cons-
truir la nueva malla. El segundo usó un box-spline cuatro-direccional
para construir el esquema. Este esquema genera superficies límite C1
sobre las mallas iniciales con topología arbitraria.
Esquema de subdivisión
√
3: Este esquema fue desarrollado por
Kobbelt (2000) [48] y ofrece algunos aspectos interesantes: puede ma-
nejar mallas triangulares arbitrarias, es de clase C2 en cualquier punto
excepto en los vértices extraordinarios donde es C1 y ofrece un refina-
miento natural adaptativo cuando se necesita. Sus peculiaridades son:
es un esquema dual para mallas triangulares y tiene una tasa de refi-
namiento más suave que los primitivos.
2.3.3. Esquemas de subdivisión aproximatorios
En estos esquemas, después de la subdivisión, los puntos de control de
la malla original y los nuevos puntos de control generados son interpolados
sobre el límite de la superficie. Dyn, Levin y Gregory (1990) [36] en un tra-
bajo pionero, extendieron el esquema de subdivisión interpolatorio de cuatro
puntos para curvas a un esquema de subdivisión para superficies denominado
esquema Butterfly. Zorin, Schröder y Swelden (1996) [62] observaron que el
esquema Butterfly no podía generar superficies suaves para mallas triangula-
res irregulares y por lo tanto modificaron este esquema. Kobbelt (1996) [47]
generalizó el esquema de subdivisión interpolatorio de cuatro puntos para
curvas a un esquema de subdivisión del producto tensorial para superficies.
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2.4. El algoritmo de subdivisión de superfi-
cies de Catmull-Clark
El algoritmo de subdivisión de superficies de Catmull-Clark se usa en el
diseño gráfico por ordenador para crear superficies suaves y adecuadamente
diferenciables. Es una generalización de las superficies B-spline uniformes
bi-cúbicas con topología arbitraria.
Una superficie de Catmull-Clark se define recursivamente partiendo de
una malla poliédrica. Los vértices de esa malla los denominaremos puntos
originales. A partir de esos puntos originales se genera un nuevo punto de
cara para cada cara y un nuevo punto de borde para cada borde de la cara y
con ellos se construyen nuevos vértices para la etapa siguiente de subdivisión.
Indicamos a continuación el esquema de subdivisión.
En cada cara se añade un punto de cara
• El punto de cara (indicado con F en la figura) es el centroide de
todos los vértices de esa cara
Para cada borde se construye un punto de borde
• El punto de borde se construye como un promedio entre los vér-
tices correspondientes a dicho borde y los puntos de cara de las
caras limítrofes (aparecen indicados con E en la figura, en rojo los
puntos utilizados para promediar el punto E en azul).
2.4 El algoritmo de subdivisión de superficies de Catmull-Clark 29
• Cada punto de cara se conecta mediante una recta con cada uno
de los puntos de borde y así se construyen bordes de la nueva
etapa.




• para cada vértice original S, se consideran todas las n caras que
pasan por S y se construye el promedio Q de los puntos de cara
correspondientes a cada una de dichas caras;
• con los puntos medios de los bordes que pasan por S se construye
el promedio R.
En la figura aparece el nuevo vértice V (que coincide, en este caso con
el antiguo) y el resultado de la subdivisión
Cuando ya se tienen las superficies de subdivisión modeladas y anima-
das, surgen unas nuevas metas interesantes que conseguir antes de que sea
renderizada. La libertad topológica que hace a las superficies de subdivisión
tan interesantes para el modelado y la animación significa que generalmente
no admiten parametrizaciones aconsejables para el mapeado de la textura.
Las texturas sólidas y la proyección de texturas pueden solventar algunas
necesidades de producción, es posible llegar aún más lejos usando sombras
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programables en combinación con campos escalares definidos sobre la super-
ficie.
Como hemos mencionado anteriormente, los pliegues infinitamente pun-
tiagudos son muy interesantes para representar superficies suaves a trozos.
Sin embargo, las superficies del mundo real nunca son infinitamente puntia-
gudas. Por ejemplo la esquina de un tablero, es suave cuando la miramos lo
suficientemente cerca. Para los propósitos de la animación a veces suele ser
deseable conseguir formas estrictamente curvadas. Con este fin, Pixar cons-
truyó una generalización del esquema Catmull-Clark para admitir pliegues
semi-puntiagudos, es decir pliegues con una agudeza controlable.
Una aproximación para obtener pliegues semi-puntiagudos era desarro-
llar unas reglas de subdivisión cuyos pesos estuviesen parametrizados por la
agudeza del pliegue. Esta aproximación es difícil porque puede ser un poco
complicado descubrir las reglas que nos permiten obtener las propiedades de
suavidad deseables de la superficie límite. Otra dificultad que se señala de
este método, es que tal aproximación es muy probable que llevase a una co-
lección de reglas dependientes del número y configuración de los pliegues en
un vértice. Por ejemplo, un vértice con dos pliegues semi-pronunciados que
pasen a través de él usará un conjunto de reglas diferentes de un vértice que
sólo tenga uno que pase a través de él.
Esta aproximación se usó para un proceso sencillo llamado subdivisión
híbrida. La idea general era usar un conjunto de reglas para un número
finito pero arbitrario de niveles de subdivisión, seguido de otro conjunto de
reglas que son aplicadas en el límite. La suavidad por tanto dependía sólo
del segundo conjunto de reglas. La subdivisión híbrida podía ser usada para
obtener pliegues semi-pronunciados usando las reglas de agudeza infinitesimal
durante los primeros niveles de subdivisión, seguido del uso de las reglas de
suavidad para los posteriores pasos de subdivisión. Intuitivamente esto sirve
para superficies que son pronunciadas en los niveles más groseros, pero suaves
en niveles más finos.
Para crear un escenario en la situación general donde la agudeza pueda
variar a lo largo de un pliegue, se consideraron dos casos especiales:
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Uno en el que se subdividía un borde puntiagudo con la regla de agudeza
en el borde, un número concreto de veces. De esta forma, aumentaba
la agudeza con cada subdivisión.
Y otro en el que se interpola linealmente agudezas adyacentes.
En lo que se refiere a la simulación física comentaremos algunos aspec-
tos concretos relacionados con las superficies de subdivisión; se trata de las
cuestiones que más interesan para nuestro estudio.
Para la simulación física, definieron generalmente las propiedades básicas
de un material con una función de energía para representar la atracción
o resistencia del material a varias posibles deformaciones. Típicamente, la
energía era especificada como una integral de superficie o como una suma
discreta de términos los cuales eran funciones de las posiciones de los trozos
de la superficie o de vértices de control. El primer tipo de especificación se
asocia al crecimiento de una aproximación de un elemento finito, mientras el
segundo está más asociado con métodos de diferencias finitas.
Las aproximaciones de elementos finitos son posibles con las superficies
de subdivisión, y de hecho algunas integrales relevantes de superficies de sub-
división pueden ser calculadas analíticamente. En general, sin embargo, las
integrales de superficies de elementos finitos pueden ser calculadas a través de
la cuadratura numérica, y esto lleva a una colección de casos especiales en los
puntos extraordinarios. Pixar eligió evitar estos casos especiales adoptando
una aproximación de diferencias finitas, aproximando la ropa con un modelo
en el cual todas las masas están concentradas en los puntos de control.
Fuera de los puntos extraordinarios, las mallas de Catmull-Clark que apa-
recen en la subdivisión se convierten en unas cuadrículas regulares cuadran-
gulares. Esto los hace inmejorablemente adecuados para representar tejidos
entrelazados, los cuales son también generalmente descritos localmente por
una estructura enrejillada. En la construcción de funciones de energía para la
simulación de la ropa, usan los bordes de la malla de subdivisión que corres-
ponde con las direcciones de la trama de la simulación del tejido entrelazado.
A partir de lo que hemos comentado antes, vieron que con sólo unos saltos
de longitud fija a lo largo de los bordes de la malla, la ropa simulada podía
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experimentar desviaciones arbitrarias sin problemas. Una de las soluciones
que vieron para prevenir estas desviaciones fue introducir saltos de longitud
fijada a lo largo de las diagonales. El problema con esta aproximación es que
los saltos grandes a lo largo de la diagonal hacen que la malla sea muy rígida,
y los saltos diagonales suaves permiten a la malla desviarse excesivamente.
Se aborda entonces este problema introduciendo un termino de energía el
cual es proporcional al producto de las energías de dos saltos diagonales de
longitud fijada. Con estos saltos de longitud fijada a lo largo de los bordes y
las contribuciones diagonales de la energía, el material simulado, a diferencia
de la ropa real, puede doblarse sin problemas.
En una simulación física, la manera más fácil de aproximar las colisio-
nes es hacer interactuar cada elemento geométrico con el resto de elementos
geométricos. Pero se puede observar que si el número de objetos fuese N ,
entonces el número de simulaciones que habría que realizar serían N2, por
lo que si N fuese muy grande se realizarían demasiadas simulaciones. Para
paliar esto pensaron en utilizar un algoritmo que lo simplificase de alguna
manera, barajándose dos métodos principalmente. Uno de ellos es el de dis-
tribuir los elementos en una estructura de datos tridimensionales basada en
volúmenes. El otro, que es por el que optaron, fue el distribuir los elementos
en una estructura de datos bidimensional basada en superficies, ya que éste
tenía una serie ventajas sobre el otro:
La jerarquía puede ser fijada, y no necesita ser regenerada cada vez que
la geometría se mueve.
El almacenamiento puede ser completamente repartido estáticamente.
No existe nunca una necesidad de rebalancear el árbol.
Los bordes muy cortos en la superficie no necesitan crear ramificaciones
en el árbol.
Ahora pasaremos a ver como se pueden añadir algunos campos más aso-
ciados a las superficies de subdivisión para poder implementar más partes de
la producción.
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Las superficies NURBS son texturizadas usando cuatro métodos princi-
pales: mapeando texturas paramétricas, texturas procedimentales, pintura
3D, y texturas sólidas. Es sencillo aplicar pintura 3D y texturización sólida
virtualmente en cualquier tipo de primitiva, así que estas técnicas pueden
ser fácilmente aplicadas a superficies de subdivisión en texturas. Está menos
claro, sin embargo, como aplicar el mapeado de texturas paramétricas, y más
generalmente, el texturizado procedimental de las superficies de subdivisión
ya que no están definidas paramétricamente, a diferencia de las NURBS.
En cuanto al mapeado de texturas, las superficies de subdivisión son más
similares a los modelos poligonales. El actual método estándar del mapeado
de texturas de un modelo poligonal es asignar unas coordenadas de texturas
para cada uno de los vértices. Si las caras del polígono consisten sólo en los
triángulos y cuadriláteros, las coordenadas de la textura pueden ser interpo-
ladas a lo largo de la cara del polígono durante la búsqueda de conversión
usando interpolación lineal o bilineal. Las caras con más de cuatro lados plan-
teaban un gran reto. Una aproximación era preprocesar el modelo dividiendo
cada cara en una colección de triángulos y/o cuadriláteros, usando algún es-
quema promedio para crear coordenadas de textura en los nuevos vértices
introducidos. Una dificultad con esta aproximación es que las coordenadas
de la textura no son diferenciables a lo largo de los bordes de la malla original
o preprocesada. Como muestran las figuras 2.6 (a) y (b), estas discontinui-
dades pueden aparecer como artefactos visuales en la textura especialmente
cuando el modelo es animado.
La situación para las superficies de subdivisión es mejor que para los
modelos poligonales. Las coordenadas de textura variables suavemente se
obtienen si las coordenadas de la textura asignadas a los vértices de control
son subdivididas usando las mismas reglas de subdivisión que usamos para
las coordenadas geométricas. En otras palabras, las posiciones de los puntos
de control y de subdivisión se pueden pensar como pertenecientes a un plano
de 5 dimensiones de coordenadas. Las dos nuevas coordenadas de este plano
corresponden a la textura y serían una función escalar variante sobre la su-
perficie. Estos nuevos campos también se pueden utilizar con otros fines a
parte de la texturización, como puede ser el sombreado. Para la asignación
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Figura 2.6: Texturas
de estos valores escalares en los vértices de la malla de control a veces se
emplea el especificar el valor del campo directamente en un número pequeño
de puntos de control, y luego determinar el resto por interpolación usando
suavizado de Laplace. En otros casos, se especifican los valores escalares del
campo pintando un mapa de intensidad en una o más imágenes renderizadas
de la superficie.
Después de haber visto todo lo anterior llegan a la implementación de su-
perficies de subdivisión y más concretamente de superficies semi-puntiagudas
de Catmull-Clark como primitiva geométrica para su sistema de producción.
Dichas superficies necesitan que todas las primitivas sean convertibles en cua-
drículas micropoligonales. Por lo tanto cada tipo de primitiva tiene que ser
capaz de dividirse en una colección de subparches limitándose ella misma, y
troceándose en una cuadrícula de micropolígonos. Cada cara de una malla
de control de Catmull-Clark puede ser asociada con un parche sobre la su-
perficie, así que, el primer paso renderizando un superficie Catmull-Clark es
dividirla en una colección de parches individuales. Siendo la malla de control
para cada parche una cara de la malla de control junto con las caras adyacen-
tes y sus vértices. Para enlazar cada parche, usamos el conocimiento de que
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una superficie de Catmull-Clark está relacionada con la envolvente convexa
de su malla de control. Ahí tomamos la caja ligada a los puntos de la malla
para que sea la caja ligada en el parche. Una vez ligada, la primitiva es proba-
da para determinar si es troceable; no será troceable si troceando se produce
una cuadrícula con demasiados micropolígonos o una gran variedad de tama-
ños de los micropolígonos. Si el parche no es troceable, entonces dividiremos
cada parche realizando unos pasos de subdivisión para crear cuatro nuevos
subparches primitivos. Si el parche es troceable, se subdivide repetidamente
hasta que genere una cuadrícula con el numero requerido de micropolígonos.
Una importante propiedad de las superficies de Catmull-Clark es que tien-
de a parches de B-splines bicúbicos para todas las caras, excepto aquellas en
las proximidades de un punto extraordinario o de una zona puntiaguda. Ahí,
en cada nivel de división, a veces es posible identificar uno o más subparches
como parches B-splines. Conforme se van dividiendo, muchas de las super-
ficies pueden ser recorridas por parches de B-splines. Aprovechando estas
características se obtienen tres ventajas. Primero, el tamaño fijado 4× 4 de
un parche de B-splines permite más eficiencia en el uso de memoria porque
no se necesita almacenar información sobre la conectividad de los vértices.
Segundo, la característica de que un parche de B-splines, a diferencia del
parche de Catmull-Clark, puede ser dividido independientemente en cual-
quiera de las direcciones paramétricas, hace posible reducir la cantidad total
de divisiones. Tercero, existen algoritmos eficientes y fáciles de entender para
trocear parches de B-splines.
Se entiende que una ventaja de los pliegues semi-puntiagudos sobre plie-
gues puntiagudos infinitesimalmente, es que el primero da normales variando
suavemente a lo largo de un pliegue, mientras que la última no lo hace. Esto
implica que si la superficie es desplazada de la dirección de la normal en una
zona plegada, se fragmentará en pliegues puntiagudos infinitesimales pero no
en uno semi-puntiagudo.
En resumen, Pixar valora extremadamente positivo el hecho de usar su-
perficies de subdivisión, ya que permite a los creadores de modelos fijar pun-
tos de control de la manera más natural: capturando rasgos geométricos de
los modelos (sin que esto influya en el mantenimiento de una estructura cua-
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driculada regular como pasa en los modelos de NURBS). Esta libertad ha
tenido dos consecuencias principales: la primera, es la reducción considera-
ble del tiempo necesitado para planificar y construir un modelo inicial; y la
segunda, y tal vez más importante, permite al modelo inicial ser definido
localmente. Una de las cosas que hay que tener en cuenta es el cuidado para
esconder las uniones entre los parches de NURBS, u obligar a los puntos de
control cerca de las uniones a crear por lo menos la ilusión de suavidad.
Con el desarrollo de pliegues semi-puntiagudos y campos escalares para
el sombreado, han conseguido eliminar dos de los obstáculos para el uso de
las superficies de subdivisión en la producción. Con el desarrollo de una es-
tructura eficiente de datos para las colisiones con subdivisión, se han definido
unas superficies de subdivisión bastante apropiadas para la simulación física.
También se ha dado otro uso más a las superficies de subdivisión, como es
el de la simulación de la ropa a partir de una función de energía. Gracias a
todos estos factores y a las propiedades de las superficies de subdivisión de





En este capítulo se presenta un esquema interpolatorio multiresolución
no lineal. El objetivo es la reconstrucción a trozos de una función utilizando
para ello cuatro puntos en soportes pequeños y un esquema interpolatorio
recursivo. Se persigue la convergencia y estabilidad del esquema, que genere
funciones límite con buen nivel de suavidad y que evite el fenómeno Gibbs;
fenómeno que aparece cerca de las discontinuidades de salto y que no puede
ser evitado usando esquemas interpolatorios lineales.
El núcleo central del capítulo lo constituye el reciente trabajo de Amat S.,
Dadourian K. y Liandrat J. [12] en el que se presenta un nuevo esquema de
subdivisión ternaria no lineal, convergente con regularidad mayor que uno y
estable (pequeñas variaciones de los datos iniciales generan curvas que están
próximas), que además evita el fenómeno Gibbs, siendo la primera vez que
se consigue un esquema con esas propiedades tan deseables.
En el capítulo se describe el método de interpolación básico de Lagrange
sobre el que apoyan otros métodos interpolatorios multiresolución binarios y
ternarios.
3.1. Introducción
Como ya se ha comentado en el capítulo anterior, los esquemas de subdi-
visión son herramientas útiles para generar curvas y superficies suaves. Para
esquemas convergentes, partiendo de un conjunto discreto de puntos con la
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información inicial y usando reglas básicas de baja complejidad computacio-
nal es posible obtener curvas o superficies como límites de sucesiones de
puntos obtenidos al aplicar recursivamente el esquema de subdivisión.
Un ejemplo simple de esquema de subdivisión es la familia de los esque-
mas de subdivisión interpolatorios basados en el método de interpolación de
Lagrange que ha sido estudiado en [27]. Otro ejemplo es la familia de los
esquemas de subdivisión por splines estudiados por Catmull y Clark en [21].
El esquema interpolatorio de cuatro puntos ([31], [34]) es un esquema
lineal convergente de la primera familia que involucra un conjunto de cuatro
puntos en cada subdivisión y para la cual la función límite es de clase C1. El
algoritmo de Chaikin [23] es un ejemplo de esquema de subdivisión de splines
con una menor complejidad que el esquema anterior y con mayor suavidad
en la función límite, ya que es de clase C2−.
Recordemos que si p es un número natural con Cp(R) se denota el espacio
de las funciones que pueden derivarse p veces y que su p-esima derivada es
continua. Cuanto mayor es p mejores son las propiedades de regularidad de f .
En la definción que sigue se precisa el significado que tiene C2−, y en general
de Cα para otros valores de α.
Definición 3.1.1 Sea f una función definida en R.
1. Para 0 < α < 1 diremos que f ∈ Cα(R) si f es acotada y existe
una constante C tal que |f(x)−f(y)| ≤ C|x−y|α para todo x, y ∈
R.
2. Para α > 1 diremos que f ∈ Cα(R) si, representando con [α] la
parte entera de α, ocurre que f es [α] veces derivable siendo dicha
derivada f ([α]) una función acotada perteneciente a Cα−[α]
3. Cα− = {f : f ∈ Cβ, ∀β < α}.
Que el procedimiento iterativo converja, la regularidad de la función límite
y la complejidad del esquema de subdivisión son cuestiones importantes. Pero
en las aplicaciones, como dibujo geométrico asistido por ordenador o en el
procesamiento de imágenes, también es importante el orden de aproximación
que caracteriza la precisión del esquema.
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Figura 3.1: Fenómeno Gibbs. Con los mismos datos de partida (•), la función
límite presenta el fenómeno Gibbs al usar esquemas lineales, gráfica (a), y no
lo presenta usando el esquema no lineal SPPHA, gráfica (b).
(a) Con esquema lineal (b) Con esquema no lineal SP P HA.
En relación con el último aspecto mencionado, en los esquemas de sub-
división lineales puede aparecer el llamado fenómeno Gibbs. El fenómeno
consiste en que cuando una función tiene una discontinuidad de salto en un
punto, es decir, hay fuertes variaciones en los datos iniciales, en la función
límite obtenida con esquemas de subdivisión lineal se generan oscilaciones
cerca del punto de discontinuidad que no se hacen pequeñas aunque se au-
mente el número de iteraciones en el proceso de reconstrucción (véase la
figura 3.1). Observado por el físico A. Michelson, el fenómeno fue explicado
en 1899 por J.W. Gibbs, de quien toma su nombre.
En la última década se han hecho varios intentos para mejorar las propie-
dades de los esquemas de subdivisión lineales, dando origen a los esquemas
de subdivisión no lineales. Con estos nuevos esquemas de subdivisión se trata
de evitar el fenómeno Gibbs, pero con ellos aparecen nuevas dificultades: las
reglas de subdivisión pasan a depender de los datos, algo que no ocurre en
los esquemas lineales, y la estabilidad, que para los esquemas lineales está
garantizada si son convergentes, en el caso de los no lineales no lo está y es
necesario añadir propiedades de estabilidad.
Hay varias familias de esquemas no lineales, como son los ENO, WENO o
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PPH, construidos como perturbaciones del esquema lineal interpolatorio de
Lagrange basado en cuatro puntos y polinomios de grado 3. Son esquemas
interpolatorios que tratan de evitar el fenómeno Gibbs. Se conocen pocos
resultados sobre convergencia y estabilidad de los mismos y desgraciadamente
están caracterizados por una baja regularidad de la función límite, que sólo
es de tipo C1−. Además el esquema ENO es inestable.
3.2. Esquemas multirresolución
Un esquema de multirresolución conecta de forma biyectiva una sucesión
discreta fL, donde L representa un nivel de resolución, con una sucesión de
la forma
{f 0, d1, . . . , dL−1},
donde f 0 representa una discretización inicial en el nivel de resolución más
grosero y cada una de las sucesiones dk representan los detalles necesarios
para recuperar fk a partir de fk−1. Así pues, una representación multire-
solución de fL es cualquier sucesión de tipo {f 0, d0, d1, . . . , dL−1} donde fk
es una aproximación de fL para resolución k < L y dk hace referencia a
detalles requeridos para recuperar fk+1 a partir de fk. El par {fk, dk} con-
tiene la misma información que fk+1 y por tanto lo mismo es cierto para
{f 0, d0, d1, . . . , dL−1} y fL.
En el caso de algoritmos lineales eso corresponde a un cambio de base.
El objetivo es tener la misma información pero escrita de otra forma
que permita distinguir entre las partes más y menos importantes de la señal.
Más concretamente, por construcción, los detalles serán pequeños en regiones
donde las fk se aproximen bien a partir del nivel inferior fk−1. Esta propiedad
es crucial en las aplicaciones.
En los últimos años, varias propuestas para mejorar las multirresolucio-
nes lineales clásicas de tipo wavelet han dado lugar a multirresoluciones no
lineales. El carácter no lineal es usado para intentar obtener mejores aproxi-
maciones que permitan tener el mayor número de detalles pequeños.
Amat y otros en [13], presentaron una nueva multirresolución no lineal en
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el contexto de compresión de imágenes. Usando un esquema tipo producto
tensorial, esta multirresolución esta basada en una reconstrucción no lineal
llamada PPH (Piecewise Polynomial Harmonic). Se analizó el esquema en
términos de convergencia y estabilidad, siguiendo las ideas presentadas en
[22] y los experimentos numéricos para la compresión de imágenes demostra-
ron que puede ser considerado como una buena alternativa a los algoritmos
lineales.
La estabilidad de los esquemas multirresolución es una propiedad impres-
cindible, ya que, en las aplicaciones con frecuencia se modifican los datos
antes de recuperar la sucesión original. Un algoritmo no estable no permiti-
ría tener un control del error que se comete. Y en caso no lineal la estabilidad
no es consecuencia ni de la convergencia ni de la estabilidad del esquema de
subdivisión asociado.
En [15] se establece la estabilidad de la multirresolución PPH. Otros es-
tudios similares pueden consultarse en [29], [56] y [26].
Este tipo de reconstrucciones no lineales tienen diversas aplicaciones en-
tre las que se encuentran: reconstrucciones para métodos capturadores de
choques en la aproximación de leyes de conservación [3], [4], [28], [54], pro-
cesamiento de señales [1], [5], [18], [16], compresión de imágenes y videos
[13], [6], [7], [17], [24] eliminación de ruido en imágenes [8], [55], modelos
geométricos [13], [25], [35], [37], [38].
3.3. Multirresolución interpolatoria
Consideraremos un conjunto encajado de mallados binarios en R:
Xk = {xkj}j∈Z, xkj =
j
2k
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f 7→ (fkj )j∈Z = (f(xkj ))j∈Z
Dado un mallado Xk y una función real continua y acotada f definida en
R, una discretización puntual correspondiente a Xk es una aplicación
Dk : CB(R) −→ V K
definida por la fórmula (véase la figura 3.2)
Dk(f) := fk = (fkj )j∈Z = (f(xkj ))j∈Z
donde CB(R) es el conjunto de funciones continuas y acotadas sobre R y V k
el espacio de sucesiones reales para la resolución dada por Xk.
Un operador reconstrucción asociado a esta discretización es cualquier
inversa por la derecha Rk : V k −→ CB(R) de Dk, es decir tal que DkRk =
Identidad, lo que significa que para toda fk ∈ V k, Rkfk es una función
continua y acotada que verifica
(3.1) (Dkfk)(xkj ) = fkj = f(xkj ),
es decir, que discretizando la función reconstruida, en los puntos de la malla,
se recuperan los valores utilizados para construirla, pero no necesariamente
ocurre lo mismo en los demás puntos.
Las sucesiones de operadores {Dk} y {Rk} definen un esquema de multi-
rresolución.
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El operador de predicción, definido por Dk+1Rk : V k → V k+1, define un
esquema de subdivisión. La relación (3.1) implica que el esquema de subdi-
visión es interpolatorio. Si Rk es una reconstrucción no lineal, el esquema de
subdivisión correspondiente es también no lineal, (ver [19] para más detalles).
Los esquemas de subdivisión binaria utilizados en [34, 32, 27] han sido
ampliados en los últimos años con la utilización de los esquemas de divi-
sión ternarios propuestos en [45, 46, 60, 61, 20]. En los sistemas ternarios se
considera un conjunto doblemente infinito mallas regulares anidadas:
Xj = {xjn}n∈Z, xjn =
n
3j ,
donde j corresponde al parámetro de escala.
Los operadores de discretización puntual y de reconstrucción se definen
de forma análoga al caso binario. El operador de predicción definido por
Dj+1Rj actúa desde el nivel más basto de discretización V j correspondiente
a j en el nivel más fino V j+1 correspondiente a j + 1.
Debido a que el operador de discretización Dj+1 está referido a la malla
Xj+1 que contiene a la malla Xj, un operador de predicción Dj+1Rj se iden-
tifica con un esquema de subdivisión interpolatoria [19, 27]. Además puesto
que para muchas funciones f se cumple que Dj+1Rjf j 6= f j+1 es necesario
añadir detalles, llamados dj, a Dj+1Rj para recuperar f j+1. Las transforma-
das multiresolución (véase [19]) realizan la conexión entre fL y la sucesión
{f 0, d0, . . . , dL−1}.
El interés por estos modelos ha ido en aumento al demostrarse (Hassan
et al. [45]) que se pueden conseguir mayores niveles de suavidad y un soporte
más pequeño sustituyendo los esquemas binarios por los ternarios en el, así
llamado, esquema de interpolación estacionario de 4 puntos. En [20] se ha in-
troducido un esquema de subdivisión interpolatoria ternaria no estacionaria
de 4 puntos que proporciona al usuario un parámetro de tensión que conve-
nientemente utilizado puede generar curvas límite de clase C2 con variaciones
notables de perfil.
Todas estas aproximaciones están relacionadas con esquemas de subdi-
visión linear y, en particular, con el fenómeno Gibbs que aparece cuando se
presentan discontinuidades en los datos.
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Las representaciones multiresolución de los datos son herramientas útiles
para aplicaciones en el procesado de señales de audio y vídeo o en dibujos
animados.
De nuevo, debido al fenómeno Gibbs, la eficiencia de las descomposicio-
nes multiresolución lineales, por ejemplo para compresión de señales, está
generalmente limitado por la presencia de discontinuidades.
Además, en aplicaciones al procesado de señales, la representación multi-
escala {f 0, d0, d1, . . . , dL−1} se procesa generalmente obteniendo una sucesión
{f̂ 0, d̂0, d̂1, . . . , d̂L−1} cercana, pero diferente, a la sucesión original.
Recientemente varios intentos para mejorar los esquemas clásicos de sub-
división lineal y los algoritmos multiresolución asociados han llevado a varios
esquemas multiresolución no lineales, pero en ese marco sólo hay disponibles
unos pocos resultados de convergencia y estabilidad, [2, 10, 15, 22, 26, 29,
49, 53, 56].
3.3.1. Reconstrucciones lineales: interpolación de La-
grange
Dados n+ 1 puntos (x0, y0), (x1, y1) . . . (xn, yn) del plano, la interpolación
de Lagrange consiste en determinar un polinomio L de grado n a lo más, que
pasa por dichos puntos. Se trata de un problema de naturaleza algebraica
lineal: determinar los coeficientes a0, a1, a2 . . . , an que hacen que el polinomio
L(x) = anxn+an−1xn−1+· · ·+a1x+a0 cumpla las n+1 ecuaciones siguientes:
L(xi) = yi para i = 0, 1, 2 . . . n.
El sistema lineal de n + 1 ecuaciones con n + 1 incógnitas siempre tiene
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Con esa definición es claro que L es un polinomio de grado n, al serlo los
lj, y también que L(xi) = yi para i = 0, 1, 2 . . . n. La unicidad de L es
inmediata porque de existir dos polinomios de grado n que fueran soluciones
del problema, digamos L1, L2, entonces L1 −L2 sería un polinomio de grado
n con n+ 1 ceros, lo cual sólo es posible si L1 coincide con L2.
Como acabamos de demostrar, el polinomio interpolador es único, sin
embargo la forma de escribirlo no lo es. Y aunque la fórmula (3.2) resulta
muy elegante, tiene el inconveniente de que cambiar un único punto requiere
recalcular todos los polinomios lj. Hay otra forma de escribir el polinomio









y los aj = [y0, y1 . . . , yj], para 0 ≤ j ≤ n, son las diferencias divididas defini-
das recursivamente por las fórmulas
[y0] :=y0 [y0, y1, y2, y3] :=






[y0, y1, y2] :=
[y2, y1]− [y1, y0]
x2 − x0
[y0, . . . , yn] :=
[y1, y2 . . . , yn]− [y0 . . . , yn−1]
xn − x0
Cuando los puntos yj están dados por una función, es decir, yj = f(xj), lo
anterior se escribe en la forma
f [x0] :=f(x0)
f [x0, x1] :=
f [x1]− f [y0]
x1 − x0
f [x0, x1, x2] :=
f [x2, x1]− f [x1, x0]
x2 − x0
. . .
Las técnicas interpolatorias de Lagrange son independientes de los datos
y se usan para definir operadores de reconstrucción interpolatorios linea-
les (RLk fk)(x) que son polinomios a trozos definidos en cada subintervalo
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[xkj , xkj+1] como la única interpolación polinómica asociada al conjunto de
datos
{fkj+m,m ∈ S}
con S = S(r, s) = {−s,−s+ 1, . . . ,−s+ r}.
Las interpolaciones lineales de Lagrange pierden su orden de aproximación
con la presencia de singularidades ([19]). De hecho, si f tiene una disconti-
nuidad de salto en [xkj−1, xkj ], es fácil ver que cualquier diferencia dividida
basada en un conjunto de s+ 1 puntos conteniendo a {xkj−1, xkj} verifica que
f [xkl , . . . , xkl+s] = O([f ])/hsk,
donde [f ] = |fkj − fkj−1|. Por lo tanto, cada vez que se cruza la singularidad
el error es de la forma
f(x) = Il(x) +O([f ]),
lo que significa que el orden de la predicción es cero.
3.3.2. Reconstrucciones no lineales: interpolación PPH
La reconstrucción que vamos a realizar en esta sección es una de carácter
no lineal de cuarto orden en regiones de suavidad. Se basa en una interpola-
ción polinómica a trozos siguiendo las ideas introducidas por Amat, Busquier




que se utiliza en otros procedimientos es sustituida por la denominada in-
terpolación PPH (Piecewise Polynomial Harmonic) pph : R2 −→ R definida
por
(3.3) PPH(x, y) := xy
x+ y (sgn(xy) + 1)
donde sig(x) representa el signo de x, cuyo valor es +1 para x ≥ 0 y −1 para
x < 0.
Mientras que la media aritmética satisface una estimación
x+ y
2 ≤ máx{|x|, |y|}
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la media armónica verifica una estimación mucho más adecuada para el ob-
jetivo que se persigue, pues cumple, como es sencillo comprobar,
pph(x, y) ≤ 2 mı́n{|x|, |y|}.




x+ y si xy > 0
0 en otro caso
y verifica además otras propiedades interesantes (para más detalles véase
[15], [13], [59]) que quedan reflejadas en la proposición que sigue.
Proposición 3.3.1 Para todo (x, y) ∈ R2, la media armónica pph(x, y)
satisface
1. pph(x, y) = pph(y, x).
2. pph(x, y) = 0 si xy ≤ 0.
3. pph(−x,−y) = −pph(x, y).






5. |pph(x, y)| ≤ máx (|x|, |y|).
6. |pph(x, y)| ≤ 2 mı́n (|x|, |y|).
7. Para x, y > 0, mı́n(x, y) ≤ pph(x, y) ≤ x+y2 .
8. Si x = O(1), y = O(1), |y − x| = O(h) y xy > 0 entonces∣∣∣∣x+ y2 − pph(x, y)
∣∣∣∣ = O(h2).
9. |pph(x1, y1)− pph(x2, y2)| ≤ 2 máx(|x1 − x2|, |y1 − y2|).
Esta técnica no lineal de interpolación permite construir un operador de
reconstrucción con ciertas propiedades interesantes. En primer lugar, cada
trozo de polinomio se construye con un conjunto de cuatro datos centra-
dos {xkj−1, xkj , xkj+1, xkj+2}. En segundo lugar, tiene el mismo orden que la
48 Esquemas interpolatorios multiresolución no lineales
interpolación lineal en regiones de suavidad. El orden se reduce cerca de las
singularidades, pero se mantiene suficientemente para no generar el fenómeno
de Gibbs.
Considerando las diferencias divididas
ekj− 12









Dkj = f [xkj−1, xkj , xkj+1], Dkj+1 = f [xkj , xkj+1, xkj+2],
la interpolación PPH asociada a conjunto centrado fkj−1, fkj , fkj+1, fkj+2 tiene
la siguiente forma















si DkjDkj+1 > 0,
0 en otro caso.
Es interesante compararla con la interpolación de Lagrange Pj(x)











∣∣∣∣ ≤ 2 mı́n(|Dkj |, |Dkj+1|) = O(1),
se obtiene que D̃k = O(1), en lugar de O( 1
h
), como en el caso lineal cuando
una discontinuidad existe en [xkj−1, xkj ] o en [xkj+1, xkj+2].
Cuando los valores son próximos las dos medias son parecidas, pero la
media armónica siempre es dos veces más pequeña que el mínimo de los
valores. Esta propiedad es la clave para la no aparición del fenómeno de
Gibbs en la reconstrucción PPH.
Las principales propiedades que verifica la reconstrucción PPH son las
siguientes:
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1) Por construcción los datos utilizados en la reconstrucción son siempre
centrados.
2) Si f es un polinomio de grado menor o igual a 2,




y por lo tanto la reconstrucción PPH reproduce polinomios de grado 2.





















Por lo tanto, en regiones de suavidad, la diferencia entre las dos medias
es de orden O(h2), y la reconstrucción alcanza su orden óptimo 4.
4) Cuando DkjDkj+1 ≤ 0, P̃ (xkj+1/2) =
fkj+1 + fkj
2 . En este caso el orden se
reduce a dos incluso en regiones de suavidad. Mediante traslaciones se
puede evitar esta reducción de orden.
5) Si existe una discontinuidad en [xkj+1, xkj+2] y DkjDkj+1 > 0, por la pro-
piedad (3.7) el fenómeno de Gibbs típico en las reconstrucciones lineales
no aparece. Además, el orden de aproximación permanece O(h2) en este
caso.
3.4. El marco básico para el esquema
El esquema introducido por Amat, Dadourian y Liandrat [12] puede con-
siderarse como un ejemplo particular del esquema interpolatorio multireso-
lución de Harten [44, 19] transformado con la aplicación de refinamientos
ternarios, introducidos en la sección 3.3, página 43.
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Dos resultados generales
Amat, Dadourian y Liandrat en [10] realizan un estudio general de la
convergencia y estabilidad de esquemas diádicos no lineales asociados con
perturbaciones particulares de esquemas de subdivisión lineales. Adaptados
los procedimientos a la subdivisión triádica, eso se corresponde con esquemas




(SNLf)3n+1 = (Sf)3n+1 + F (δf)3n+1
(SNLf)3n+2 = (Sf)3n+2 + F (δf)3n+2
donde F es un operador no lineal en `∞(Z), δ es un operador lineal en `∞(Z)
y S es un esquema de subdivisión lineal, interpolatoria y convergente.
Recordemos las definiciones.
Definición 3.4.1 Un esquema de subdivisión triádica S se dice con-
vergente si ∀f ∈ `∞(Z),∃g ∈ C0(R) tal que ĺımj→+∞ supn∈Z |(Sjf)n −
g( n3j )| = 0.
En tal caso se escribe g = S∞f.
Definición 3.4.2 Un esquema de subdivisión convergente se dice esta-
ble si
∃C < +∞ tal que ∀f 0, g0 ∈ `∞(Z), ‖ S∞f−S∞g ‖L∞≤‖ f 0−g0 ‖`∞ .
Usando ideas de [10] pueden probarse los siguientes resultados.
Teorema 3.4.3 (Convergencia)
Si S es un esquema de subdivisión lineal convergente y si SNL, F y δ
verifican
∃M > 0 tal que ∀d ∈ l∞(Z) ||F (d)||∞ ≤M ||d||∞ ,(3.9)
∃L > 0, ∃c < 1 tal que ∀f ∈ l∞(Z) ||δSLNL(f)||∞ ≤ c||δf ||∞,(3.10)
entonces el esquema de subdivisión SNL definido en (3.8) es convergente.
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Teorema 3.4.4 (Regularidad)
Sean S y SNL verificando las hipótesis del teorema 3.4.3. Si S es Cα
−
convergente entonces, para toda sucesión f ∈ l∞(Z) se cumple que
S∞NL(f) ∈ Cβ






Recordemos que el significado de Cα− ha sido introducido en la defini-
ción 3.1.1.
Teorema 3.4.5 (Estabilidad)
Si SNL, F y δ verifican
1. ∃M > 0, tal que ∀d1, d2 ∈ l∞(Z)
(3.11) ||F (d1)− F (d2)||∞ ≤M ||d1 − d2||∞,
2. ∃c < 1, tal que ∀f, g ∈ l∞(Z)
(3.12) ||δ(SNL(f)− SNL(g))||∞ ≤ c||δ(f − g)||∞,
entonces la transformada multiresolución asociada al esquema no lineal
SNL es estable.
3.5. Un esquema de subdivisión ternaria no
lineal
En esta sección introducimos un esquema de subdivisión ternaria no lineal
como una perturbación del esquema lineal introducido en [45]. En [20, 29, 56]
pueden encontrarse otros esquemas ternarios no lineales.
Hassan et al. en [45] muestran que puede obtenerse un mayor nivel de
regularidad y un soporte más pequeño para el, así llamado, esquema de in-
terpolación estacionario de 4 puntos mediante la sustitución del esquema
binario por el ternario. Dado un real w, que recibe el nombre de parámetro
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de tensión, se analiza el siguiente esquema ternario de subdivisión:
(Swf)3n = fn,
(Swf)3n+1 = a0fn−1 + a1fn + a2fn+1 + a3fn+2,(3.13)



















El valor w = 127 corresponde al esquema ternario de Lagrange, y se denota
por tanto como S 1
27
.
En [45] se prueba que el esquema (3.13) converge para 0 ≤ w < 12 y la
función límite tiene
regularidad C2 para 115 < w <
1
9 ,





y regularidad C1− para w = 0.
En [20] puede encontrarse una generalización del esquema usando un
parámetro de tensión no estacionario (i.e. un valor de w diferente para cada
nivel j).
Una debilidad importante de ese esquema interpolatorio lineal es que
se producen oscilaciones (fenómeno Gibbs) en la función límite cuando el
esquema arranca de una discretización de una función discontinua (véase la
figura 3.3 (a)). A fin de evitar estas oscilaciones se requiere una modificación
no lineal del esquema.
El esquema no lineal de [12] tiene sus raíces en los esquemas introducidos
por Harten, Osher, Engquist y Chakravarthy en [42, 43] para la interpolación
de flujos en la solución numérica de leyes de conservación hiperbólicas. En
todos estos trabajos las oscilaciones cerca de las discontinuidades son con-
troladas usando los, así llamados, limitadores de flujo que se basan en la
sustitución de las medias aritméticas AMEAN(x, y) = x+y2 por otro tipo de
medias.
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El esquema inicial de [42, 43], esquema ENO (essentially non oscillatory
scheme), presenta varios inconvenientes, entre los que señalamos:
pérdida de precisión en regiones suaves con datos de entrada específicos,
corrimientos en ciertas discontinuidades,
suavizado de las esquinas,
soporte demasiado grande.
Se han propuesto varios remedios, entre los cuales se encuentra el trabajo de
Marquina [54], Amat, Busquier y Candela [3], Serna y Marquina [58].
El esquema no lineal que vamos a analizar aquí sigue la línea de [13] y
[15], y está basado en la sustitución de la media aritmética por la media PPH
definida en la página 46 mediante la fórmula (3.3).
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donde amean representa la media aritmética, i.e., amean(x, y) = x+y2 .
El esquema no lineal Spph que proponemos, eliminando w en la notación,
está dado entonces por
(Spphf)3n = fn,


































si |d2fn| < |d2fn+1|,
(Spphf)3n+1 = −
w






























donde, recordemos, pph(x, y) = xy
x+y (sgn(xy) + 1), con sgn(x) = 1 si x ≥ 0 y
sgn(x) = −1 si x < 0 y (d2f) está definido por d2fn = fn+1 − 2fn + fn−1.
3.5.1. Convergencia
En primer lugar reescribimos el esquema Spph definido por las ecuacio-
nes (3.16) como una perturbación particular del esquema lineal ternario Sw,
el cual es un esquema convergente con función límite en el espacio C1, para
0 ≤ w < 12 .
Para todo f ∈ l∞(R) se tiene
Spphf = Swf + F (d2f),
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donde F es la función definida por




























si |d2fn| < |d2fn+1|.
(3.17)
Podemos del resultado general presentado en el Teorema 3.4.3 obtener
la convergencia del esquema no lineal (3.16) así como la regularidad de las
funciones límite.
Teorema 3.5.1 (Convergencia)










Además, para 0 ≤ w < 89 , el esquema Spph definido por (3.16) es uni-
formemente convergente.
Teorema 3.5.2 (Regularidad)
Para toda sucesión f ∈ l∞(Z), la función límite S∞pphf pertenece a Cβ−
con
β = mı́n(1− log3(1− 2w),− log3(c)) >1 para 0 < w ≤ 2/9,
β = 1 para w = 0 y
β = − log3(c)< 1 for 29 ≤ w < 8/9.
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Observación 3.5.3 Señalemos que la regularidad teórica del Teorema 3.5.2
está próxima a la regularidad numérica que puede ser evaluada siguiendo [49]
(véase la tabla 3.1).
Tabla 3.1: Comparación de las constantes de regularidad estimadas teórica-










regularidad teórica 1,035 1,0868 1,1072 0,738 0,136
regularidad numérica 1,02 1,065 1,17 0,8775 0,26
3.5.2. Estabilidad del esquema multiresolución inter-
polatorio no lineal asociado
Usando el Teorema 3.4.5 se obtiene
Teorema 3.5.4 (Estabilidad)
El algoritmo multiresolución no lineal asociado a Spph es estable para
0 ≤ w < 215 .
3.5.3. Propiedades de las funciones límite
En esta sección analizamos rigurosamente las propiedades de las funciones
límite y particularmente el comportamiento del esquema en presencia de
discontinuidades.
A pesar de que nuestro objetivo es diferente del que motivó las proposicio-
nes iniciales de Harten et al. [42, 43], vamos a volver sobre algunos inconve-
nientes del esquema ENO mencionados en la sección 3.5. Puesto que la malla
de nuestro esquema tiene cuatro puntos, la amplitud de la plantilla ENO
mencionada como un inconveniente desaparece. Además debemos mencionar
otro inconveniente que es la no estabilidad del esquema de subdivisión ENO
(véase, por ejemplo, [22]).
Con relación al primer orden de aproximación se verifica la siguiente pro-
posición.
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Proposición 3.5.5 Para toda función g ∈ C4([0, 1]) y h > 0, si
f = g((nh))n∈Z,
entonces
si d2fnd2fn+1 > 0 para todo n ∈ Z, entonces
||(Spphf)n − g(
hn





3 )||∞ = O(h
3).
Prueba
De acuerdo con la Proposición 3.3.1, tenemos que si d2fnd2fn+1 > 0 para
todo n ∈ N entonces
|pph(d2fn, d2fn+1)− amean(d2fn, d2fn+1)| = O(h4).
En consecuencia, de acuerdo con la definición de Spph,
||Spphf − Swf ||∞ = O(h4).
Puesto que el esquema Sw es de orden de aproximación 4 obtenemos el
resultado cuando d2fnd2fn+1 > 0.
De no ser así, la reproducción de los polinomios de la parte lineal en la
definición de Spph (3.16) lleva a
||(Spphf)n − g(
hn
3 )||∞ = O(h
3). 
Desde un punto de vista numérico el esquema Spph no sufre oscilaciones
incluso aunque los datos originales provengan de la discretización de una
función discontinua (véase la Figura 3.3).
De acuerdo con D. Gottlieb y C.W. Shu [40], dada una función discontinua
f y su discretización fh definida por fhn = f(nh), el fenómeno Gibbs tiene
que ver con las propiedades de S∞fh. Y puede ser caracterizado por dos
hechos ([40]):
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Figura 3.3: Comparación de las funciones limites obtenidas, arrancando desde
(•), para un parámetro de tensión w = 111 .
(a) El esquema lineal (3.13).








(b) El esquema no lineal Spph.








Figura 3.4: Esquema no lineal Spph para diferentes valores del parámetro de
tensión w. w = 127 − −, w =
1
11 –, w =
1
9 - . -, w =
1
2 . . ..
(a) El esquema no lineal Spph.












(b) Esquema no lineal Spph. Zoom de
(0,45, 0,5)








1. Lejos de la discontinuidad la convergencia de S∞(fh) hacia f es bas-
tante lenta y para cada punto x es
|f(x)− (S∞fh)(x)| = O(h).
2. Cerca de la discontinuidad hay diferencias por exceso o defecto que no
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disminuyen al reducir el valor de h; es decir
||f − (S∞fh)||∞ no tiende a cero con h.
Cuando están involucrados operadores lineales en la construcción de S∞fh
estos dos hechos están relacionados con propiedades específicas de funciones
elementales (a veces bases biortogonales) tales como compacidad o no compa-
cidad del soporte, que tiene influencia en 1, y oscilaciones que tiene influencia
en 2. En nuestro contexto tales funciones no existen.
Sin embargo los esquemas no lineales Spph no adolecen del fenómeno os-
cilatorio de Gibbs como se adivina en la Figura 3.3. De hecho se tiene:
Proposición 3.5.6 Dado 0 ≤ ξ ≤ h, para cada función f definida por:
∀x ≤ ξ, f(x) = f−(x) con f− ∈ C∞(]−∞, ξ] ,
∀x > ξ, f(x) = f+(x) con f+ ∈ C∞([ξ,+∞[ ,
y discontinua en ξ, se tiene, suponiendo que f−(ξ) > f+(ξ) :




si |x| ≤ 52h, f+(0) +O(h) ≤ (S
∞
pphf
h)(x) ≤ f−(h) +O(h).
3.6. Test numéricos
Presentamos a continuación algunas comparaciones entre los esquemas
multiresolución asociados con el esquema lineal ternario de subdivisión S 1
27
y el esquema de subdivisión ternario no lineal al sistema Spph para diferentes
valores de w.
Los datos iniciales fueron obtenidos mediante una discretización regular
tomando 2049 puntos en [0, 1] para una función con puntos angulosos locali-
zados en x = 16 y x =
2
3 (véase la Figura 3.5).
Dado un entero 0 < L y un número real ε, consideramos el operador
truncación trεL definido como
trεL({f 0, d0, . . . , dL−1}) = ({f 0, d̂0, . . . , d̂L−1}),
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Figura 3.5: Comparación de los detalles no nulos restantes, tras la truncación
de parámetros L = 5 y ε = 10−3 para la multiresolución asociada. Para cada
coeficiente no nulo djn, aparece dibujado un punto en la posición (n3−j, j+1).
(a) Función original












(b) el esquema lineal ternario S 1
27








(c) el esquema nolineal ternario Spph con
w = 111








(d) el esquema nolineal ternario Spph con
w = 12













j | ≤ ε,
dkj en otro caso.
Para L = 5 y ε = 10−3 los detalles no truncados aparecen dibujados en
la Figura 3.5. El número nnz de los detalles no truncados y el error después
de recuperar fL están evaluados en la Tabla 3.2.
Tabla 3.2: Comparación de las descomposiciones multiresolución truncadas
para L = 5 y ε = 10−3 para la función de la Figura 3.5 (a).
E∞ E1 E2 nnz
Lineal ternario S 1
27
8,51× 10−4 1,92× 10−5 9,18× 10−7 67
Spph, w = 127 8,00× 10
−4 8,44× 10−5 3,37× 10−6 45
Spph, w = 111 9,37× 10
−4 1,16× 10−4 5,17× 10−6 43
Spph, w = 12 1,20× 10
−3 3,35× 10−4 8,06× 10−6 51
En la Tabla 3.2 y la Figura 3.5 parece que todos los algoritmos se com-
portan de forma similar con relación a la precisión en la aproximación a la
señal original. Sin embargo el número de coeficientes no nulos de detalle es
significativamente menor en el esquema no lineal.
El último test está relacionado con la comparación numérica de Spph y
Seno para la generación de curvas bidimensionales en presencia de puntos
angulosos. En la Figura 3.6 se aprecia que Spph proporciona resultados signi-
ficativamente mejores sin oscilaciones espurias cerca de las esquinas.
3.7. Conclusiones
Los nuevos esquemas de subdivisión no lineal que se han presentado tienen
las siguientes propiedades:
son esquemas de interpolación ternarios , que convergen hacia funciones
de regularidad superior a uno;
62 Esquemas interpolatorios multiresolución no lineales
Figura 3.6: Comparación de generación de la curva a partir de los puntos
iniciales (•).
(a) el esquema lineal ternario S 1
27
. (b) el diádico no lineal Seno
(c) el esquema ternario no lineal Spph with
w = 127
si los datos iniciales provienen de discretizar una función discontinua,
las funciones límite no oscilan, a diferencia de lo que ocurre en los
clásicos esquemas interpolatorios lineales;
las transformadas multiresolución asociadas son estables.
Y constituyen la primera familia de esquemas que comparten simultánea-
mente esas propiedades tan deseables.
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