Abstract. Kurepa's conjecture states that there is no odd prime p which divides !p = 0! + 1! + ... + (p − 1)!. We search for a counterexample of this conjecture for all p < 10 10 . We introduce new optimization techniques and perform the computation using graphics processing units (GPUs). Additionally, we consider the generalized Kurepa's left factorial given as ! k n = (0!) k + (1!) k + ... + ((n − 1)!) k and show that for all integers 1 < k < 100 there exists an odd prime p such that p |! k p.
Introduction
Duro Kurepa defines an arithmetic function !n, known as the left factorial, by !n = 0! + 1! + ... + (n − 1)! [13] . He asks if GCD(!n, n!) = 2 holds for all integers n > 1. This conjecture, originally introduced in 1971 [13] , is also listed in [9, Section B44] and is still an open problem. For additional information reader can consult the expository article [11] .
It is easy to see that this question is equivalent with the statement that !n is not divisible by n > 2, which can be reduced to primes. Thus, Kurepa's conjecture states that there is no odd prime p such that p divides !p.
There have been numerous attempts to solve this problem, mostly by performing the search for a counterexample. These attempts are listed in the next table.
Upper Bound Author Year p < 3 · 10 5Ž . Mijajlović [15] 1990 p < 10 6 G. Gogić [8] 1991 p < 3 · 10 6 B. Malešević [14] 1998 p < 2 23 M.Živković [19] 1999 p < 2
26
Y. Gallot [7] 2000 p < 1.44 · 10 8 P. Jobling [12] 2004
In 2004, Barsky and Benzaghou published the proof of Kurepa's conjecture [2] , but due to irreparable calculation errors this proof was retracted [3] . The belief the problem was solved may be the reason why there are not any recent attempts to search for a counterexample.
In this article we extend the search for all primes p < 10 10 . Number of arithmetic operations required to search for a counterexample in this interval is larger by a factor of approximately 4000 comparing to the latest published results. To achieve this, we improve the algorithm by reducing the number of required modular reductions by the factor of 2 and perform our calculation on graphics processing units (GPUs).
We have calculated and recorded the residues r p =!p (mod p) for all primes p < 10 10 . We confirm all r p given as results from the previous searches and no counterexample (r p = 0) is found. It is worth noting that r p = 0 is not the only interesting residue. For example, r p = 1 is also mentioned in [9, Section B44], with two solutions p = 3 and p = 11, as well as the remark that there are no other solutions for p < 10 6 . Our search verifies that p | 1! + 2! + ... + (p − 1)!, has no new solutions for p < 10 10 . However, we managed to find a new solution for r p = 2, means p | 2! + ... + (p − 1)!, for p = 6855730873. This is the first such prime after p = 31 and p = 373.
Finally, we consider the generalized Kurepa's left factorial with
for a positive integer k, where ! 1 k =!k. Similarly, we can ask if odd prime p divides ! k p. Such considerations are known from Brown's MathPages [4] , where the dual of Kurepa's conjecture for k = 5 is introduced as an open problem. We found the counterexample, p |! 5 p for p = 9632267, and presented examples for p |! k p for all 1 < k < 100.
Algorithm considerations
Wilson's theorem states that for all primes p, holds (p − 1)! = −1 (mod p). It is easy to show that
for all primes p, and all 1 k p. Using (2.1) we can get
or we can deal with derangements for
The value r p can be calculated using recurrent formulas. We can regroup brackets in the original !p for
and get
or regroup it similarly to (2.2) to get
Both formulas (2 i p − 1) are mentioned in [11] , and holds
Similarly, we can use directly
and get r p = C p as mentioned in [7] . The best-known algorithm for computing single value r p has time complexity O(p), which implies that required time to search for a counterexample for all p < n is O(n 2 / ln n). In practice, computer hardware operates with certain accuracy of operands h, so the product of two operands needs to be reduced by modulo p. All previous attempts to resolve r p required p modular reductions, with few additional multiplications and additions.
Modern hardware is optimized to perform fast multiplication and addition on integers and floats, while the biggest concern is division that is, in average, tens of times slower. Algorithms that perform fast a·b (mod p), like Montgomery reduction [16] or inverse multiplication [1] , use multiplication and addition to replace division, which results in a several times faster execution.
Choosing good h can make a significant impact to the algorithm performance, while number of modular reductions and instructions in total can vary widely. As we are extending search beyond 2 32 , we use h = 2 51 . This can be implemented using double-precision instructions only.
Our algorithm uses modified approach that allow us to reduce the number of required modular reductions by the factor of 2. While p < h we can avoid modular reduction in case we need to perform p + a by any a < h − p, or when we multiple p with a constant a < h p . Let us regroup !p in the following way
The sequence
can be written recursively with
because of the induction step
with obvious s 1 = 1. Thus (2.3) gives
We provide the final form of s i , for 1 i p−3 2 , using two new sequences: (2.4)
with initial s 1 = 1, m 1 = 10, k 1 = 18, which give us r p = 1 + 3s p−3
2
(mod p). To keep m i below h we need to perform modular reduction after larger number of iterations, only. If we start the loop with k i p, while k i increases linearly by 8, m i will reach the value of h after approximately h p iterations. Since we examine primes under 2 34 we are allowed to pass through approximately 2 17 iterations without a modular reduction.
Machine considerations
In the last few years the processing power of GPUs increased, which made general-purpose computing on these devices possible. The main limitation of GPUs in the past was that the support for double-precision ALUs did not exist or the count of these units was insignificant. Additionally, GPU provides native support for instructions like fused multiple-add (FMA) where a · b + c is executed in a single GPU cycle. The big advantage of FMA instruction is that rounding of the product a · b is performed just once, after addition. This leaves intermediate result of the multiplication in full precision of 104-bits. Because division is not natively supported, we implement modular reduction by using inverse multiplication.
In GPU, a large number of threads execute processes called kernels. In Algorithm 1 we show pseudo-code for the main computation kernel we use to calculate s i given in (2.4). The kernel execution is limited to 10000 iterations after which all operands are reduced by modulo p. The threads are running again until i > Further more, optimization techniques used for GPU are slightly different than those used for CPU/FPU. Overuse of operands as well as the frequent accesses to the memory can increase execution time of the main loop. Being aware that all operands are under 2 51 we were able to avoid code branching and reduce the code complexity. We boost performance by additional 20% using loop unrolling and instruction pairing.
We use two ATI Radeon R9 280x GPUs with a total peak double-precision performance of 2 TeraFLOPS as the main computation unit. We wrote the implementation in OpenCL and C. Our program performs approximately 1.5 · 10 11 iterations of the main loop given in Algorithm 1, per second. We were running 65536 threads per single GPU, processing two values of p in the same kernel. This allows us to resolve a block of 262144 primes in 870 seconds in average, for p in the region of 10 9 . The process required approximately 80 days to resolve all r p for p < 10 10 . Comparing this performance to the previously known implementations ran on a single i7 class quad-core CPU, our implementation is more than 150 times faster for p < 2 32 . We did not compare similar procedures on CPU when p takes values larger than 2 32 . We believe that because of the limitations of architecture, possible solutions on CPU might be even slower.
To verify our results we used two methods. First we selected random values of r p we got as a result of the computation on GPU, and we verified them on CPU using slow, but precise procedure that operates in 128-bit precision. That way we verified more than hundred of thousands of values. It was reported that in some states, for example when overclocked, GPU can generate memory errors [10] . Because of this we used second approach: we reran 10 million randomly selected values of r p and compared them with the previous results. For both tests, results completely matched. 
m ← m + k
13:
k ← k + 8
14:
i ← i + 1
15:
end while 16: s ← s mod p
17:
return s 18: end procedure
Heuristic considerations
We strongly believe that there is a counterexample for Kurepa's conjecture. Heuristic consideration suggests that !p is a random number with uniform distribution, modulo p, so the probability that r p has any particular value is about 1 p , and the sum of reciprocals of the primes diverges. The natural question can be, are there infinitely many of such counterexamples. Let us remark that the following considerations are similar to one from [5] and [19] .
We might expect the number of counterexamples in an interval For example, if we consider the interval p ∈ [10 9 , 10 10 ], the expected number of primes p with |r p | < l is around (2l − 1) · ln( 10 9 ). For l = 100 we expected 20.97 versus actual 18, and for l = 1000 we expected 210.62 versus actual 172. There is some inconsistency in expectation of the numbers of primes |r p | < l in this interval, but for l = 10 we have a match in the interval [ 
