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Abstract
Most motion planners compute trajectory solutions from scratch instead of using gained
knowledge. Trajectory prediction allows robots to predict a trajectory with respect to
a new planning problem using a motion dataset of previously accumulated data. The
predicted trajectories are then used as prior by motion planners, which significantly
reduce their computation time while increasing their success rates. However, previous
trajectory prediction algorithms require the motion dataset at runtime which is a seri-
ous constraint that does not scale well with huge datasets. In this thesis, we study the
use of conditional generative models to perform trajectory prediction. They first learn
on the motion dataset and afterward generate new trajectories conditionned on motion
planning problems without needing the dataset. We also present a dataset compres-
sion method to help the convergence of the models. We demonstrate that conditional
generative models are able to improve the performance of motion planners and can













Au lieu d’utiliser leurs expériences passées, les planificateurs de mouvements calculent
de zéros les trajectoires solutions. En utilisant une base de données de mouvements faite
à partir de données accumulées en simulation ou en expérience réelle, les algorithmes
de prédiction de trajectoires permettent de prédire des trajectoires solutions lorsqu’un
nouveau problème est donné. Ces trajectoires prédictes sont alors utilisées comme
solutions initiales par les planificateurs de mouvements, ce qui reduit significativement
leurs temps de calcul et augmente leurs taux de succès. Cependant, jusqu’à maintenant,
les algorithmes de prédiction de trajectoires demandent d’avoir la base de données de
mouvements pendant l’exécution, ce qui est une sérieuse contrainte qui ne passe pas à
l’échelle pour de grandes bases de données. Dans cette thèse, nous étudions l’usage de
modèles générateurs conditionnels pour effectuer de la prédiction de trajectoire. Ces
modèles commencent par apprendre sur la base de données et ensuite ont la capacité
de générer de nouvelles trajectoires conditionnées sur les problèmes de planification de
mouvements sans devoir nécessiter la présence de la base de données. Nous présentons
aussi une méthode pour compresser la base de données pour aider la convergences des
modèles. Enfin, nous montrons que les modèles generateurs conditionnels sont capables
d’augmenter les performances des planificateurs de mouvements et peuvent apprendre
sur de très grandes bases de données.
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A fundamental aspect of robotic is the robot ability to move and perform tasks in
its environment. If the robot is not entirely preprogrammed by a human, it needs to
possess the ability to assess its environment and be able to avoid obstacles by itself
using a motion planner [1, 2]. However simple it may look, it is difficult for a robot to
move safely for itself or the bystanders. Besides, to be able to perform its task in a non
controlled enviroment (such as one with humans inside), the robot has to be fast to
compute trajectories to adapt to the situation and unknown events. If we want to lean
toward autonomous robotics, speed and safety are two opposite goals that the robot
needs to achieve.
Concurently, many researchs have been done on developping robot intelligence.
Some examples are object detection [3], task planning [4], sentiment analysis [5],
human-robot interaction [6], and artificial general intelligence (AGI) [7]. One sub-
field is focused on the robot ability to learn: machine learning [8]. Machine learning
is the domain where robots are learning from data without explicit instructions. This
general definition englobes the ability to develop statistical models, to learn to perform
a task, and to approximate some functions. Machine learning received a lot of interest
recently, especially with deep learning [9]. Many impressive results have been seen with
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Figure 1.1: Overview of the use of trajectory prediction. Obstacles are in blue, the
black triangle is the start state, the black square is the end state, the trajectory is in
green. Trajectory algorithms predict an initial solution based on the motion planning
problem. This initial solution is then used as a prior by a motion planner and optimized
to a satisfactory solution.
the recent advent of deep learning such as in speech recognition [10], human activity
recognition [11] or classification [12].
One drawback of traditional motion planners is that they usually do not take into
account previously experimented situations and plan from scratch everytime [13–15].
It is a huge loss of knowledge and hinders the capacity for a robot to move in real-
time. Thus, combining motion planning and machine learning is a popular idea and is
recently blooming right now [16–18]. However, unlike other fields, we did not see yet a
clear leap forward by implementing machine learning methods compared to just using
traditional motion planners. It stems from the fact that most methods require a lot of
good quality data that are hard to gather.
Trajectory prediction (see Figure 1.1) tackles this problem by first predicting an
initial trajectory which would be used as an initial guess by motion planners or directly
as a final trajectory [19, 20]. Trajectory prediction algorithms use a dataset of motion
planning problems and their associated trajectory solutions to perform the prediction.
However, a big flaw of these methods is that they require the dataset at runtime. This
requirement is problematic as it implies that the size of the dataset becomes a limiting
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factor. Consequently, a small robot will not be able to use these methods because it
would need to store a huge dataset already precomputed in its limited memory for
example.
Rather than completely replacing classical motion planners, machine learning algo-
rithms could be used as a cooperation tool. More precisely, we want to find algorithms
performing trajectory prediction without needing to have a motion dataset at run-
time. We focused on the use of conditional generative models. These models work
in two phases: the learning phase and the application phase. During the learning
phase the model learns from the motion dataset the distribution of the data. During
the application phase the model is able to generate new data by sampling the learned
distribution.
In this thesis, Chapter 2 presents former works and how our framework is related
to previous research in the literature. Then, in Chapter 3 we formally describe the
problem we are trying to solve. We continue by presenting in Chapter 4, Chapter 5
and Chapter 6 tractory prediction algorithm using conditional generative models. In
parallel, Chapter 7 explains how to compress the dataset used by the conditional gen-
erative models to help their convergences. Chapter 8 is a discussion on our framework
combining conditional generative models and data compression. We finally conclude
in Chapter 9. An overview of the relation between the chapters can be seen figure 1.2.
3
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Motion planning is a difficult problem that has been researched for a long time. For
instance, the generalized piano mover problem is PSPACE-hard [21]. Some motion
planners are complete, meaning that they terminate in finite time and output a valid
solution if one exist or a failure otherwise [22–24]. However, they require too much time
for practical applications. By relaxing the completeness constraint, and only requiring
resolution completeness, motion planners which could be applied on real robots were
developped [25, 26]. Resolution complete motion planners will return a valid solution,
if one exist, in finite time. On the other hand, they cannot be certain that there is
no solution to a specific problem. These motion planners had reasonable computation
time when the configuration spaces were not too high dimensional, however, for more
than five dimensions they began to suffer to the curse of dimensionality [27].
Sampling based motion planners [28–30] were developped for this reason. Instead
of representing the obstacles in the configuration space and then finding a solution,
sampling based motion planners are using a collision checker to directly try to find a
trajectory solution. They have probabilistic completeness, meaning that the probabilty
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to return a failure to find a solution when one exist is converging towards zero when
the number of samples tends to infinity [31]. Arguably, the two most used sampling
base planners are the Probabilistic RoadMaps (PRMs) planner [29] and the Rapidly-
exploring Random Trees planner (RRTs) [13]. Sampling based planners are effective
to find solutions to high dimensional motion planning problems. However, they often
result in jerky and redundant motion which require a post-processing stage [32,33].
On the other hand, optimization based planners [14,15,34,35], try to find solutions
which are both feasible and optimal (for some defined metrics). They are based on the
early work of Khatib [25] using artificial potential field for real-time obstacle avoidance.
The CHOMP algorithm [15] supposes the availability of an obstacle gradient, while
in contrast the STOMP motion planner [14] uses trajectory samples to get gradient
information. Jing et al. [36] model the trajectory as a Gaussian process while Marihno
et al. [34] use kernel methods. Optimization based planners usually give high quality
trajectory solutions but they frequently require more computation time than sampling
based planners.
2.2 Trajectory prediction
Using previous experience to solve related problem is not new. In the artificial intel-
ligence field it is called case-based reasoning. A pionner in the domain is the work of
Schank and Abelson [37] where they describe a framework where situations are recorded
as scripts and used later to perform inference. From there, many studies have been
conducted and an overview could be found in the book of Kolodner [38]. Applied to
the motion planning field, case-based reasoning is called trajectory prediction. It aims
to use previous experience to predict a possible trajectory for a new motion planning
problem. When one prediction is performed, it is then used to find the final trajectory.
It has been proved theoretically that using biais could help motion planners [39].
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Jetchev and Toussaint [19, 20] worked on algorithms that, similar to case-based
reasoning, predict the index of a trajectory in a precomputed database, retrieve it,
and adapt it to the new planning problem. Zucker [40] built a ’behavior library’ and
predicted the best trajectory given a query. Berenson et al. [41] proposed a framework
for storing and retrieving trajectories while adjusting them to new problems. While
the methods are effective they are also non-scalable. Because they retrieve trajectories
during the time of execution the size of the dataset becomes a limiting factor for these
algorithms.
Hauser [42] proposed a framework for massive motion dataset based on the retrieval
of trajectories and argued that clustering, problem features, and clever algorithms
are sufficient for handling the size limitation. We disagree with this, as we consider
that large datasets should not be a limitation at all. A robot should have the ability
to obtain knowledge from massive datasets regardless of their size. Lien et al. [43]
developed an algorithm that learns a static environment every time their planner is
used, thus making it more efficient at each usage. Poffald et al. [44] learned the best
metric for comparing planning problems and retrieving the trajectories accordingly.
Although this is an efficient method, it still requires the use of a retrieving strategy to
arrive at the solution.
An interesting alternative was presented by Dragan et al. [45] where they decided to
learn goals to help the optimization. Kim et al. [46] developed a score space approach
in which problem instances are rated based on the performances of attempted solutions,
and they then predict constraints to be used to find a trajectory. The difference between
the aforementioned approach and ours is that they predict the goals or constraints while
we directly generate a trajectory. The use of motion primitives [47, 48] to aid in the
generation of a solution is close to our method. However, unlike our work, they require
good-quality trajectories as examples and are usually formed using very small libraries.
We aim to use massive datasets with trajectories of various qualities and without the
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requirement for expensive human-demonstrated trajectories.
2.3 Generative models
There have been a lot of studies on generative models and they can roughly be di-
vided into two main categories: generative models with explicit density estimation and
generative models with implicit density estimation. In the case of explicit density es-
timation, the generative model is approximating explicitly the distribution of the data
pdata. On the other hand, for implicit density estimation generative models, the model
is able to sample data from pdata without clearly defining it.
The most popular generative model with implicit density estimation is the Gen-
erative Adversarial Network (GAN). GAN have been applied to many fields, such
as computer vision [49–58], natural language processing [59, 60], time-series process-
ing [61–63], or semantic segmentation [64–67]. Generative Stochastic Networks [68]
(GSN) are based on Markov chains and are also using implicit density estimation.
The explicit density estimation category could be divided into two parts: tractable
density and approximate density. We say that a model has a tractable density when
it can compute pmodel (approximating pdata) analytically in closed form, in contrast
to models with implicit density estimations. There are many generative models with
tractable density such as the NADE model [69], autoregressive models [70], normaliz-
ing flow [70], or PixelRNN [71]. In the non tractable density case, there exist multiple
models such as Hidden Markov Models [72] and Restricted Boltzmann Machine [73].
However, recently the arguably most famous model with non tractable density is the
Variational Autoencoder [74] (VAE). VAE have also been applied to several fields:
graph generation with chemistry application [75–77], visual prediction [78], image cap-




In this section we will properly introduce the problem this thesis is trying to tackle.
3.1 Motion planning
Definition 1. The workspace of a robot is either the space of all positions attainable
by the end-effector (if one is present), or the space of all the positions the robot is able
to be.
Throughout this thesis we assume that robots operate in a two dimensional or three
dimensional workspaceW . For example, in Figure 3.1 the robot has a two dimensional
workspace represented as a blue area around it. This shows that even for simple robots,
workspaces may not be trivial.
Robots start to be useful when they perform some tasks in the real world and,
thus, when they are able to move. Let us consider the task where we want a robot
end effector to go from a start position pstart to a target position ptarget. In practice,
the robot is not able to directly control its end-effector. Instead, it can command its
motors of each of its joints which eventually changes the position of the end-effector.
Therefore, the workspace of a robot is not the right space to study.
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Figure 3.1: Visualization of the workspace of an industrial robotic arm. The light
blue area represents all the position the end-effector is able to go.
Definition 2. A configuration q of a robot is a specification describing the position of
all the points of the robot. The configuration space C is the space of all the configuration
of the robot. The number of degree of freedom of a robot is the dimension of C.
For example, if a small robot car is approximated as a point in a two dimensional
workspace then a configuration could be q = [qx, qy] with qx (resp. qy) the value of the
position in the x-axis (resp. y-axis). Because the robot is approximated as a unique
point, the configuration space and the workspace are the same space.
A multi-link robot such as the one in Figure 3.2 has a configuration space more
difficult to represent as it is made of an infinite number of points. However, when the
mechanical structure of the robot is known (which we will assume in this thesis), the
value of each angle of each joint of the robot is enough to specify entirely the position of
every point of the robot. Because we know the length of each link, we can compute the
position of each points if the angle values of the joints are known. Thus, a configuration
q of the robot could be q = [θ1, θ2]. More generally, if a robot has k degree of freedom,
then we will define one configuration q as q = [q1, q2, . . . , qk].
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Figure 3.2: Representation of the configuration space. (Left) The robot has two degree
of freedom. The first joint θ1 (green) can rotate from 0° to 180°, the second joint θ2
can freely rotate. (Right) The associated configuration space is a torus cut in half.
Following the definition, we can obtain the position of each point of the robot from
a configuration. Usually, we are interested in the position of the end-effector of the
robot, such as the position of its gripper. Thus we can defined the forward kinematic
function fforward : C → W which maps a configuration to the position of the end-
effector. Because of the definition of the workspace, fforward : C → W is surjective.
However, depending on the mechanical structure of the robot, for one position of the
end effector there could be many possible configurations. Thus, fforward is not injective.
Some configurations correspond to a position of the robot where there is a collision
(self-collision or collision with an obstacle). We denote by Cfree the subspace of C where
each configuration corresponds to a position where the robot is not in collision. Even
when all the obstacles are known in the workspace, it is not straightforward to know
Cfree (see Figure 3.3).
Definition 3. A motion planning problem x is a problem where a robot has to go
from a configuration qstart corresponding to a position pstart to a configuration qtarget
corresponding to the position ptarget while avoiding obstacles. The space of all the
motion planning problems is named X.
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Figure 3.3: The obstacles in the workspace are not easily converted into obstacles
in the configuration space. (Left) The two links robot (blue lines) is moving while
avoiding an obstacle (black square) in the workspace. (Right) Representation of the
configuration space, the black parts represent the configurations where the robot is in
collision with the obstacle in the workspace.
Throughout this thesis, we will consider motion planning problems defined as fol-
low: a motion planning problem is a vector x = [oT ,qTstart,qTtarget]T where o is the
information vector about the obstacles, qstart is the start state and qtarget is the end
state.
Definition 4. A trajectory ξ is a continuous function mapping the time t ∈ [0, 1]
to configuration space states q ∈ C. We name the space of all the trajectories Ξ. A
trajectory solution of a motion planning problem is a trajectory ξ such as for each time
t ∈ [0, 1] the configuration ξ(t) is in Cfree and such as ξ(0) = qstart and ξ(1) = qgoal.
Definition 5. The space of all possible motion planning problem is named Xpossible.
A motion planner is a function g : Xpossible → Ξ such that for each motion planning
problem x, g(x) is a trajectory solution.
If there is an isomorphism between the configuration space C and the workspaceW
then we could first solve the motion planning problem in W (with simple algorithms
such as A* [82] or other shortest path in a graph algorithms [83]) and then transpose
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it into a trajectory in C. However, as explained before, the forward kinematic function
may not be injective. Thus, having a trajectory solution in the workspace may not be
fast to implement in the configuration space.
Many algorithms have been created to perform motion planning [2]. In practice,
they only approximate motion planners because they implement a time limit to their
computations and are not guaranteed to converge in this time budget. We will nonethe-
less call these algorithms motion planners. These motion planners have satisfactory
results but, one main drawback however, is that they calculate a trajectory from scratch
every time a new motion planning problem is given. This is inefficient and leads to a
lower success rate.
3.2 Trajectory prediction
Rather than planning every time as if it was the first time the motion planning prob-
lem was given, it would be useful to leverage past experience. Trajectory prediction
methods are algorithms performing just that. Their core idea is that if x1 is close
to x2 and ξ1 is a trajectory solution of x1 then ξ2 should be close to ξ1. The tra-
jectory prediction problem is to learn a mapping f : Xpossible → Ξ from a motion
dataset D = {(xi, ξi)}i=1..M which is a set of M problem/trajectory solution doublets.
The trajectories ξi are approximated and projected into vectors ξi to be handled by a
computer. The motion dataset is supposed to be created from simulation or real life
experiments.
While effective, up to now trajectory prediction algorithms require the use of the
dataset at runtime. Indeed, when a motion planning problem x is given, they compare
it to the problems in the motion dataset (the comparison method depending on the
algorithm), find the closest problem and retrieve its associated trajectory (see Figure
3.4). Since they need to compare it against all the problems, the size of the dataset
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Figure 3.4: Trajectory prediction overview. The input is the motion planning problem
x, the trajectory prediction algorithm compares it against all the motion planning
problems in the dataset and retrieve the trajectory ξî corresponding to the closest
motion planning xî.
becomes limitating. This is a very constraining requirement as small robots or au-
tonomous robots may not possess a lot of memory hardware. Besides, it also means
that the trajectory prediction algorithms will be bounded by the size of the dataset.
Thus, we would like to find an algorithm approximating f without needing D during
runtime. And if we reformulate: we would like to perform trajectory prediction without
requiring the motion dataset at runtime.
In this thesis, we propose to solve this problem by achieving trajectory prediction
using conditional generative models. The main advantage of conditional generative
models is that after the learning phase, they can generate data without requiring the
dataset. In our case, a conditional generative model could generate a trajectory solution




If we could have access to a closed form of the distribution of the data pdata in the
motion dataset D then, for a given motion planning problem x, we could compute the
trajectory ξ maximising the likelihood of the data d = [xT ξT ]T . However, in practice,
we do not have access to this distribution. We could, however, approximate pdata by a
simple model and perform the computations on it. One of the easiest model for multi
modal distribution is a mixture of Gaussians. A Gaussian mixture model (GMM) is a





where πi are the weights, µi the means of the gaussians, Σi the variance of the
gaussians, and M the number of normal distributions.
4.1 Learning the dataset
A GMM can approximate any kind of distribution granted a high enough number of
gaussians. However, finding the optimal parameters is a difficult problem. In our case,
we find these parameters using the Estimation Maximization (EM) algorithm [84] with
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a Dirichlet prior on the weights distribution. The EM algorithm is simple to apply and
widely used in the literature but one drawback is that we need to specify the number
of gaussians M by ourselves. We define η as the information vector.
η =
[
π1 · · · πM µT1 · · · µTM ΣT1 · · · ΣTM
]T
(4.2)
with the covariance matrix rewritten as vectors. If Σm = [aij]16i,j6|X|+|Ξ| then
ΣTm = [a1,1 a2,1 · · · a|X|+|Ξ|,1 a1,2 · · · a|X|+|Ξ|,|X|+|Ξ|] ∈ IR|X|+|Ξ|×|X|+|Ξ|. In the following,
η will be used as the condensed version of the information inside the motion dataset
D.
4.2 Generation of trajectories
Once the information vector has been learned we can generate a trajectory when a new
planning problem is given. The information vector η contains three main informations:
a list of weights, a list of means and a list of covariances. When a new planning problem
x input is given we want to generate a trajectory ξ that solves the problem. We make the
assumption that if d = [xTinput ξ
T ]T has a high probability to be in D then ξ also has
a high probability to be a solution of xinput. Hence, we can now just try to maximize
the likelihood p(d |D) and because we computed the GMM before it became tractable.
4.3 One gaussian approximation
If p(d |D) was approximated by an unique gaussian N (µ,Σ) we could write
p(d |D) = p(d |µ,Σ) =
exp(−1
2
(d − µ)TΣ−1(d − µ))√
|2πΣ|
(4.3)
Maximizing this likelihood would be choosing d = µ, however, in our case we already
have a planning problem x input that has been given. Hence, d should maximize the
16
previous likelihood while being in the form d = [x Tinput ξ
T ]T . Because gaussians are
simple enough, we have a closed-form solution.
Theorem 1. The closed form solution is









 Φxx ∈ IR|X|×|X|, Φxξ ∈ IR|X|×|Ξ|, Φξx ∈ IR|Ξ|×|X|, Φξξ ∈ IR|Ξ|×|Ξ|
Proof. We try to maximise the probability density function f of a multivariate gaussian
distribution N (µ,Σ) for a variable d such like d =
[
x1 · · · x|X| ξ1 · · · ξ|Ξ|
]T
. The





















As we have the relation














Let us define Φ as
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∂f
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 Φxx ∈ IR|X|×|X|, Φxξ ∈ IR|X|×|Ξ|, Φξx ∈ IR|Ξ|×|X|, Φξξ ∈ IR|Ξ|×|Ξ|
Therefore, when a new planning problem xinput is given we compute the initial
trajectory with the following formula






4.4 Multiple gaussians approximation
Most of time p(d |D) will be approximated by multiple gaussians but we do not have a
closed-form solution for this case. What we do then is simply calculating ξ̂m for each
gaussian N (µm,Σm) using the equation 4.5. Each trajectory ξ̂m is associated with
a likelihood p(d = [x Tinput, ξ̂
T
m]
T ) given by equation 4.3. It should be noted that the
likelihood is computed by assuming only one gaussian N (µm,Σm), not the complete
GMM. We weight each of these likelihoods by the associated πm and keep the trajectory
ξ̂ that maximize the likelihood.






It is an underestimation of the likelihood of each trajectory as it just take into ac-
count the influence of only one gaussian. Consequently, the resulting trajectory ξ̂ may
not be the optimal choice but this simplification helps to speed up the computation.
4.5 Interpolation
In this thesis we chose to represent a trajectory ξ as a list of waypoints: ξ = [qT1 qT2 · · · qT|Ξ|]T .
When creating the dataset D we could choose to use just a few waypoints to represent
a trajectory, meaning that ξ̂ will be a small list of configuration space points. In these
situations, we used a cubic spline interpolation to create a full trajectory ξ0 from it.
When computing the cubic spline, we can set the acceleration to be null at the
start and goal points which is a useful property for a robot trajectory. Besides, the
curves given by the cubic spline interpolation is smooth which is less demanding for
the motion planner to optimize.
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4.6 Optimization
When running the algorithm, multiple steps are computation intensives such like cal-
culating the determinant of the Σm or their inverse. A simple possible optimization is
to compute beforehand the inverses Φm for each gaussian. Besides, we can increase the
speed of the computation of the likelihood πmp(d = [x Tinput ξ̂
T
m]
T |µm,Σm) by rewriting
the formula. Because we are not interested on the exact value of the likelihood but
instead on which trajectory has the highest likelihood we can perform a logarithmic

















(d − µ)TΦm(d − µ))
(4.7)
And we can multiply αm by 2 to absorb 12 , giving the following formula :
βm − (d − µ)TΦm(d − µ)) (4.8)
Where βm = 2αm is computed when learning the dataset. With this simplification the
program just needs to load the information vector η = [β1 ΦT1 · · · βM ΦTM ]T where
the matrix Φm are written as vectors (see section 4.1). Thus, the trajectory prediction
algorithm is the following.
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Algorithm 1: GMM trajectory prediction
Input : information vector η, planning problem x
Output: generated initial trajectory ξ0
1 for each gaussian m do








3 d = (x , ξ̂m)
4 ωm = βm − (d − µm)TΦm(d − µm)
5 end
6 k = argmaxm ωm
7 ξ̂ = ξ̂k
8 ξ0 =spline_interpolate(ξ̂)
4.7 Experiments
In this section, we compare the performance of the GMST algorithm [85] (using a
Gaussian mixture model) to that of the linear initialization traditionally used by mo-
tion planners. The linear initialization is simply a straight line trajectory in the con-
figuration space connecting the start point to the target point. The first experiment
highlights the main issue with the linear initialization and shows how the GMST algo-
rithm improves the situation using knowledge of the problem. The second experiment
measures, on a robotic system, the computation time required by an optimization-
based planner to converge when using different initializations. The robotic system is
tested in a problem typically seen in the industry.
4.7.1 Toy example
The linear initialization is simple to compute and can be used to solve a lot of prob-
lems. However, some cases are notoriously difficult to solve with it such as when a
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Figure 4.1: Description of the collision-free problem. The start point (black square)
and the end point (black star) are randomly placed inside their respective areas. The
light gray rectangle represents the obstacle. The linear initialization always fails to
provide a collision-free trajectory due to the setting of the problem. On the other hand
the GMST algorithm tries to produce initial trajectories that avoid the obstacle. The
black dots are the three configuration space points generated by the GMST algorithm
before being interpolated to a full trajectory. The performances of the algorithm de-
pends on the choice of the dataset. The RRT* trajectory collides on the obstacle but
is easier to optimize than the linear trajectory.
big obstacle is between the start point and the target point in the configuration space.
In these situations, it is usually better to switch to a random motion planner as they
perform well for this kind of environment. Nonetheless, if the problem has already been
encountered and been solved it should be easy for the robot to overcome it again. This
experiment sets a simple planning problem in a two-dimensional configuration space
to show how the GMST algorithm deals with this type of problem.
The objective of the experiment we performed was to find a trajectory in a two-
dimensional configuration space while avoiding an obstacle. Figure 4.1 describes the
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setting of the problem: we set a random start at the bottom left, and a random
goal at the bottom right. Therefore, the dimension of the planning problem space
X was |X| = 4 and the representation chosen for a planning problem x was x =
[xstart ystart xgoal ygoal]
T . Furthermore, we decided to represent every trajectory solution
as a vector of three configuration points, such as ξ = [qT1 qT2 qT3 ]T , meaning that the
dimension of Ξ was |Ξ| = 6. Hence, every datapoint d in the dataset was a 10-
dimensional vector.
In order to build the dataset, we used the open-source framework Open Motion
Planning Library (OMPL [86]) version 1.0.0 to compute the trajectories using two
different planners: RRT* and RRT-Connect. RRT* [87] is an asymptotically optimal
incremental sampling-based motion planning algorithm that attempts to find the short-
est path possible for a given planning problem. RRT-Connect [13] is a bidirectional
tree sampling-based motion planning algorithm that does not attempt to optimize its
solution. We built two datasets of 200 datapoints each, one using RRT* and one with
RRT-Connect. The RRT* dataset required much more time for generation as compared
to the RRT-Connect dataset.
For each dataset, we computed the information vector η with the number of Gaus-
sian varying from 1 to 5. We then created 1000 planning problems with the same
specification as that for the dataset. For each of these new problems, we generated
an initial trajectory solution using the GMST method and, without optimizing these
generated trajectories further, we checked if they collided with the obstacle.
Number of Gaussians 1 2 3 4 5
RRT-Connect dataset 0% 8.5% 2.4% 29.2% 19.2%
RRT* dataset 100% 100% 100% 100% 100%
Table 4.1: Percentage of colliding trajectories generated by the GMST algorithm with
respect to the number of Gaussians and the dataset used to be learned.
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The results of the experiment are in Table 4.1. When using the RRT-Connect
dataset, the GMST algorithm is able to generate mostly collision-free trajectories.
Moreover, the choice of the number of Gaussian is not crucial, the GMST method
always produced a significant number of collision-free trajectories. However, the choice
of the dataset is of great importance. As the RRT* algorithm attempted to optimize
the length of the trajectories, the solutions were very close to the obstacle. This
means that the GMST algorithm will also produce trajectories that are too close to
the obstacle, and eventually, only colliding trajectories are observed rather than when
it has been trained using the RRT-Connect dataset.
For this experiment, the initial trajectories given by the GMST algorithm trained on
the RRT* dataset were colliding with the obstacle when the ones that were generated
with a training using the RRT-Connect dataset had a high probability to be collision-
free. This suggests that the results of our method depend on the dataset used. However,
even if the trajectories generated using the RRT* dataset are all colliding they are still
better than the linear initializations as they will be easily optimized to a collision-
free trajectory. Besides, if we are required to optimize the trajectories, the solutions
provided by the GMST algorithm trained using RRT* could be better than that trained
using the RRT-Connect dataset as they may already be close to the optimal solution.
4.7.2 Industrial robot
The objective of this experiment was to demonstrate the validity of our algorithm for
a robotic system and determine if it reduced the computation time and number of
iteration required to converge to a solution. If our algorithm predicts more collision-
free trajectories and if these trajectories ‘look like’ the solutions in the dataset, then
the optimization-based planners should require less time to optimize them.
The experiment performed simulated an often encountered planning problem in the
industry with a seven degree of freedom industrial robotic arm. In this experiment the
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Figure 4.2: Trajectory obtained during one of the tests. The robot is required to go
from the upper position to the bottom position without touching the obstacle. The
white line represents the optimized trajectory found using the STOMP planner with a
GMST initialization.
robot had to go from an upper pose to a lower pose while avoiding a large obstacle
(see Figure 4.2). As the obstacle in this problem is never moved, the representation
of a planning problem x that we chose was x = [qTstart qTgoal]T where qstart ∈ R7 and
qgoal ∈ R7 were the start and goal points, respectively, in the configuration space.
Hence, |X| = 14. For each problem, we computed a trajectory solution using the
STOMP motion planner (with the linear initialization) in the MoveIt! library and
retained only the midpoint; this represents a trajectory as ξ = [qmiddle] and |Ξ| = 7.
We created the dataset by, each time, selecting random positions as the start above
the obstacle and the goal under the obstacle. In order to include the start and goal
information in the configuration space, we used the inverse kinematics solver in MoveIt!.
We then ran the planner until the dataset had 100k datapoints.
We evaluated the performances of the GMST algorithm by first creating 5000 plan-
ning problems with a random start and random goal points such as those in the dataset.
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Figure 4.3: Results of the ‘upper-lower experiment’ with the robotic arm. We recorded
the computation time, number of iterations, and the success rate obtained for the
STOMP motion planner with the linear initialization and GMST initialization for
different numbers of Gaussians. We ran 5000 experiments with a random start above
the obstacle and a random goal under the obstacle. The line on the top represents the
success rate of the motion planner for each initialization method. The boxplots of the
computation time are drawn. The lines in the boxplots represent the medians (with
their values above the line).
We then computed the information vector η using 1, 5, 10, 15, and 20 Gaussians. For
each planning problem, we then recorded the computation time if a trajectory was
successfully found in the case of linear initialization and GMST initialization with all
the various information vectors.
The graph in Figure 4.3 shows a decrease in the variance and the median of the
computation time using the GMST initialization. Besides, we observe a gain in the
success rate for these planning problems when using the GMST method. These results
show that the GMST algorithm produces initial trajectories that require, on average,
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fewer iterations to converge to a final solution as compared to the linear initialization.
This impacts the computation time heavily as less time needs to be spent by the
STOMP motion planner to optimize the trajectory. The GMST algorithm consistently
predicts trajectories that require fewer iterations to converge to a final solution without
any requirement for fine-tuning the number of Gaussian.
4.8 Discussion
Performing trajectory prediction with a Gaussian mixture model was a success. The
predicted trajectories helped the motion planner to find a solution faster. However, we
have seen that the results were highly dependent on the number of gaussians chosen.
While it was still better than using only the motion planner, it remained problematic
that the performances fluctuated that much. Besides, we had to perform multiple
time the expectation minimization algorithm to find high quality parameters for the
distribution approximation, meaning that an identical choice of number of gaussians
could lead to different results. Finally, the expectation minimization algorithm had
trouble to scale with the number of dimensions of the data. It would be a problem
in the situation where the motion planning problem x was of high dimension such as
information from pictures. Also, using many waypoints would increase the dimension of
the trajectory ξ which would make the distribution approximation not tractable. Thus,
we decided to search how to reduce the dimensionality of the data (see chapter 7) and
to find other conditional generative models which scale well with the dimensionality of





A Variational Autoencoder (VAE) is a generative model proposed by Kingma and
Welling [74]. The VAE objective is to maximize the likelihood p(d) where d is a data
from the dataset. Optimizing this objective allows the model to generate data close
to the ones in the dataset. However, the direct optimization of the likelihood is not
a tractable problem. In its core, a VAE supposes the existence of latent parameters
which contain all the information included in the data. Instead of focusing on the data
directly, the VAE is trying to learn the relationship between the latent parameters
(latent vectors) and the data. The VAE is divided into an inference model and a
generative model implemented as neural networks.
Using the law of total probability we obtain p(d) =
∫
p(d|z)p(z)dz where z is a
latent vector. The VAE models p(d|z) as a multivariate gaussian N (f(z), σ ∗ I) where
f is a neural network and σ an hyperparameter. Thus, p(d|z) = pψ(d|z) where ψ
represents the parameters of the neural network. An other approximation introduced
by the VAE is to use a neural network for the inference model p(z|d) = qφ(z|d) where
φ represents the parameters of the neural network. Besides, to ease the computations,
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p(z) is chosen to be a normal distribution N (0, IK), with K representing the dimension
of the noise vector.
The VAE is learning how to map the data distribution into the normal distribution
N (0, IK) and, conversely, how to map the normal distribution to the data distribu-
tion (see Figure 5.1). After learning, random vectors are sampled from N (0, IK) and
decoded into data.
In the original paper [74], a lower bound L of the likelihood pψ(d) is derived and
maximized to optimize each models.





= L(ψ, φ;d) (5.1)
This lower bound can be decomposed into two parts: a reconstruction error and a
distribution error.
L = Eqφ(z|d)[log qφ(z|d)− log p(z)]− Eqφ(z|d)[log pψ(d|z)]
= KL[qφ(z|d)||p(z)]︸ ︷︷ ︸
Ldis
−Eqφ(z|d)[log pψ(d|z)]︸ ︷︷ ︸
Lrec
(5.2)
The reconstruction error Lrec is the Euclidian distance between the reconstructed
data and the original data. The distribution error Ldis is the Kullblack-Leibler diver-
gence [88] between the encoded distribution qφ(z|d) and p(z) (the normal distribution
N (0, IK)). Ldis is used to allow sampling from p(z) directly instead of qφ(z|d). By
trying to minimize both loss functions the VAE is able to learn how to generate data
close to the real data distribution.
5.2 CVAE
We have seen that the VAE is trying to maximize the likelihood p(d) and, thus, learn
to generate new data d. In our case, a data d of our dataset D is the concatenation of a
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Figure 5.1: The distribution of the data (in green) is encoded with the model qφ
into a normal distribution. The normal distribution is then decoded with the model
pφ into the reconstructed data distribution. The VAE is learning to minimize the
reconstruction error.
motion planning problem x and a trajectory solution ξ : d = [xT ξT ]. However, when
performing trajectory prediction it is not desired to generate a new motion planning
problem. Instead, the prediction of the trajectory should be conditionned on the motion
planning problem.
A Conditional Variational Autoencoder (CVAE) is a VAE where a condition is
given to both neural networks. The generative model pψ(d|z) becomes pψ(ξ|z,x) and
the inference model qφ(z|d) becomes qφ(z|ξ,x). In practice, this is implemented by
concatenating the random vector z and the motion planning problem x. After under-
going the training procedure, the CVAE can generate new samples ξgen from a random
vector z and a motion planning problem x using only its generative model pψ.
5.3 Experiments
For both experiments we performed data compression on the motion dataset used.
Details about the method can be found in chapter 7.
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Figure 5.2: Overview of the CVAE architecture. The upper and lower models perform
the encoding and decoding tasks, respectively. The blocks labeled µ and Σ block
denote the mean and variance of the distribution from which the random vector z will
be sampled. |Mδ| denotes the dimension of the manifold Mδ. The numbers written
above the layers indicate the number of neurons.
5.3.1 Simple example
In this experiment we aimed to compare how many collision-free trajectories were
generated by the CVAE compared to the case of a linear initialization traditionally




1 if ξ is colliding with an obstacle
0 otherwise
(5.3)
This experiment used the same setting as the one in section 7.4.2. It should be
noted that the RRT planner usually finds trajectories with few clearance to minimize
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Figure 5.3: Collision ratio of the linear and CVAE initializations with respect to
the epoch for the random uniform problem and the constrained problem. The linear
initialization always collided in the constrained motion planning problems.
the length of the trajectory. However, because the CVAE is generating trajectories
approximatively, it was preferable to compute a dataset with trajectory examples with
better clearance. To simulate this, we increased the obstacle size in the dataset relative
to those used for the test set.
The CVAE architecture consisted entirely of fully connected layers (see Figure 5.2).
The perturbation trajectory manifold dimension was set to |Mδ| = 7 according to the
previous result. The Adam optimizer was used with α = 0.01 and β = 0.5. We set the
ratio coefficient between the reconstruction loss and the KL divergence loss to λ = 0.01
and the noise dimension to K = 7.
For each epoch during the CVAE training, we performed two tests on the model.
First, we randomly created 10, 000 problems (with the same distribution as that of the
dataset) and measured the collision ratio of the linear initializations and the CVAE
initializations. Second, we created 10, 000 problems where the obstacles were randomly
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Figure 5.4: Motion planning problem with an industrial arm. (Left) The robot starts
from a randomly chosen position below the obstacle (on the bottom-right side in the
example shown). (Right) The target position is inside the obstacle. This is a difficult
problem for a motion planner to solve, owing to the tunnel-like shape of this obstacle.
placed within the center of the space with the starting and end points placed in opposite
position (with central symmetry). We performed these two tests because, in practice,
most problems were easily solved by a straight line trajectory (for which the linear
initialization was perfect for). To demonstrate the superior performance of our method
compared to the linear case, more complex scenarios were required.
The results are shown Figure 5.3. In the case of the first test, our method performed
only slightly worse than the linear case. This shows that, on average, the CVAE is
almost as good as the linear initialization when the scenario requires a simple solution.
However, the second test clearly demonstrates the superior performance achieved when
using the CVAE, compared to the case of a linear initialization, when tackling a more
complex scenario. This suggests that our method is superior to the linear initialization
for generating collision-free trajectories.
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Figure 5.5: Boxplot of the computation time for 5, 000 tests conducted by the STOMP
planner with a linear initialization or a CVAE initializations. The median of each box-
plot is written above the central horizontal line. The computation time for optimizing
the final trajectory is shorter when using the CVAE initialization than the linear ini-
tialization.
5.3.2 Industrial robot arm
The last experiment employed the vs087 industrial robot arm with six degrees of free-
dom. It was important to demonstrate that our trajectory prediction algorithm was
efficient when applied to a real life problem, and that it can be easily integrated. The
experiment consisted of making the robot traverse a "tunnel-like obstacle" (see Figure
5.4), starting from a randomly chosen position below the obstacle. The purpose was
to test the performance of our method using a scenario considered to be difficult for
classical motion planners.
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We conducted the experiment using the software ROS (version kinetic) with the
Moveit! and industrial moveit packages. We used the RRT planner to create the
dataset, but used the CHOMP [15] and the STOMP planners [14] instead for testing.
The RRT planner was required to cope with the slow creation of the dataset, as the
CHOMP and STOMP planners had a low success rate when solving this problem. We
generated 60, 000 examples for our dataset. We used the same CVAE and autoencoder
settings as in the previous experiment, except that the noise dimension of the CVAE
was set to K = 12 and the perturbation trajectory manifold dimension was set to
|Mδ| = 10. The change was due to the increase of dimensionnality of the problem.
For both the linear initialization and the CVAE initialization, 1, 000 tests were carried
out. For each test, the computation time and the number of iterations of the STOMP
planner and the CHOMP planner were recorded for each solution found. The planner
settings were unchanged except to make them accept trajectories with 100 waypoints
(to conform with our autoencoder architecture).
The success rate of the STOMP planner for this problem was 36.1%, when using
the linear initialization. When the CVAE was used to initialize the planner, the success
rate increased to 43.1%. The CHOMP planner was unable to find a solution when using
the linear initialization. However, when using the CVAE initialization, its success rate
was 56.7%. We also observed that solutions reached successfully with the STOMP
planner required less computation time (see Figure 5.5). It took 0.13ms to generate
one trajectory on average, which is negligible compared to the STOMP and CHOMP
optimizations. This indicates that our trajectory prediction algorithm has almost no
overhead compared to the linear initialization and can thus significantly boost the
performance of the trajectory generation.
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5.4 Discussion
The CVAE was far faster to do trajectory prediction compared to the Gaussian mixture
model (GMM) previously described. While the CVAE was on average around 0.1ms the
GMM took around 15ms. This was due to the fact that, after training, the generative
part of the CVAE was equivalent to matrix multiplications and vector additions which
are fast to execute. Furthermore, unlike the GMM, the CVAE is able to scale to the
increase of dimension of the data. However, it was difficult to evaluate when a model
had converged using only the loss functions. Indeed, the loss functions of the CVAE
seem to be little correlated to the final performances. This was our reason to try an
other kind of conditional generative model, we wanted to learn if it was possible to






Generative Adversarial Networks (GAN) are conditional generative models that re-
cently gathered a lot of interest for they high quality results [89–91]. Their main ad-
vantages are their speed and capacity to represent high dimensional data in their intern
representations. The GAN framework consists of two neural networks, the generator
G and the discriminator D, that have opposite goals (adversarial setting).
The generator G takes as input a random vector z from a latent space Z and
outputs a data d in the data space D. The random vector z is sampled from a simple
distribution, typically a normal distribution or a uniform distirbution. The generator
could be mathematicaly represented as the following function.
G : Z → D
z 7→ d
(6.1)
The role of the discriminator is to guide the generator toward high likelihood sam-
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Figure 6.1: Description of a forward pass in the GAN. A batch of data from the
dataset is given as input to the discriminator. The discriminator tries then to classify
which data are generated by the generator and which data are from the initial batch.
ples. The discriminator D takes as input a data d from D and outputs the probability
of d to be a real data (in contrast to be a fake one generated by G). It could be
mathematicaly represented as the following function.
D : D→ [0, 1]
d 7→ p(d)
(6.2)
Like a normal neural network, the GAN is using data from the dataset to learn
how to generates new samples. Figure 6.1 shows the process. A batch of data is used
as input for the discriminator while the generator internaly samples a random vector
z. Then, the generator outputs data that hopefully has a high probability to be in the
dataset; these generated data are then used as input to the discriminator. Thus, the
discriminator has a batch of generated data and a batch of real data from the dataset.
It outputs for each data its probability to be a real data (in contrast to be a generated
one).
The more the discriminator is able to recognize the generated data of the discrimi-
nator and the higher the loss of the generator is. The loss of the generator G is modeled
as follow.
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LG = − E
z∼p(z)
[logD(G(z))] (6.3)
Conversely, the loss of the discriminator will be high if it is not able to recognize cor-
rectly which data is from the dataset or generated by the generator. The discriminator
loss is modeled as follow.





Where pdata is the distribution of the real data. Here, we are making the assumption
that the dataset is a good approximation of the real data.
The generator is trying to fool the discriminator while the discriminator is trying










The important part of the GAN framework is that the generator is not trying to
learn how to generate good samples by itself, it instead uses the discriminator as an
helper. Indeed, after each parameter update, the discriminator is a little bit better to
discern between fake data generated by the generator and real data from the dataset.
The discriminator leads the generator toward the flaws of the generated data. During
the learning phase, the generator learns to generate increasingly high quality data
while the discriminator becomes better at recognizing the fake data from the real ones.
However, the training is a subtle balance between the generator and the discriminator.
If the discriminator is too good, it will saturate the loss gradient of the generator which
will not converge. Therefore, it is difficult to train correctly a GAN, multiple research
have been conducted to stabilize their convergence [92–94].
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6.2 CGAN
As in section 5.2, in our case the data from the dataset are the concatenation of both
a motion planning x and a trajectory solution ξ: d = [xT ξT ]. However, we do not
want the GAN to generate both the motion planning problem x and the trajectory
solution ξ. Instead, we would like to generate ξ conditionned on x. To make a GAN
a Conditional GAN (CGAN) we need to modify the loss of the generator and the
discriminator. The loss functions become the following.
LG = − E
z∼p(z)
[logD(G(z|x))] (6.6)





Therefore, when a robot encounters a new motion planning problem xnew, we can
generate a trajectory solution ξ by first concatenating a sampled random vector z with
xnew and then giving it as input to G.
6.3 Experiment
This subsection will focus on the results of the CGAN but will also include results
from the CVAE initializations to help comparison. We performed data compression on
the motion dataset used in this experiment, details about the method can be found in
chapter 7. In this experiment the motion planning problem was to find a trajectory
in a two dimensional workspace that we identify as configuration space (the robot is
considered as a point). The main difference between this experiment and the previous
ones is that this time the workspace is represented by an occupancy grid map. In the
previous experiences the robot knew the position of the obstacles, but this time the
robot only knows the map and have to infer the position of the obstacles.
We based the map on a real room and obtained an occupancy grid map from
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Figure 6.2: To help the generation of the dataset we edited the 2d map. The obstacle
are represented in black. (Left) Original map (Right) Edited map.
the robot Fetch. The framework used was ROS melodic with the robot_navigation
package. The picture obtained had many approximations and uncertainty, we edited it
to be more usable (see Figure 6.2). The map size was 195× 155 and each pixel could
be either an obstacle (black) or a free position (white). A dataset of 100 000 examples
was generated by first adding between 1 to 10 black square obstacles to the map and
then selecting a random start and target in the remaining white space inside the room.
In this case the only variable part of the motion planning problems were the positions
of start and goal and the positions of the obstacles. However, the number of obstacles
was varying so we could not just define x as the position of the obstacles because it
would not have had a consistent dimension. Thus, all the map information needed to
be included in the motion planning problem x, which was a 30229 dimensional vector
(30225 for the map and 4 dimensions for the start and target position). Because each
pixel of the map could change, the dimensionality of the problems were really high
which hindered the convergence of the conditional generative models.
What we did was to use an autoencoder to compress the picture (which is of constant
size) into a low dimensional vector of size 30 (see Figure 6.3). As for the trajectory part,
it was computed by the OMPL library using the RRTConnect motion planner [13]. The
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Figure 6.3: Reconstruction of a 2d map with an autoencoder from a 30 dimensional
latent vector. (Left) Original map (Right) Reconstructed map. The reconstruction is
not perfect, but we can see that there are enough information in the compressed vector
to be decoded into a map with the obstacles positions to be known.
results were trajectories interpolated to 100 waypoints, meaning that the trajectory
vectors were 200 dimensional. We used the dataset compression method to reduce it
into a vector of size 10 using an other autoencoder. The final dataset D was containing
44 dimensional (30 for the compressed map, 4 for the start and goal position, and 10
for the trajectory) data d.
We then used a CGAN and a CVAE to learn to generate trajectories from the
motion planning problems. As in the experience of section 5.3.2 , we used a collision
metric f1 to measure the collision rates of the conditional generative models.
f1(ξ) =

1 if ξ is colliding with an obstacle
0 otherwise
(6.8)
We also used another collision metric f2 which measures the percentage of the







Table 6.1: Comparison between the linear, CGAN and CVAE initialization for the 2d
map obstacles experiment.
f2(ξ) =
number of colliding waypoints
number of waypoints
(6.9)
After training, we tested the CGAN and CVAE initializations against the linear
initialization on 10 000 newly generated motion planning problems. For each new
problem, we generated new obstacles and new positions for the start and goal. The
results are summarized in table 6.1.
The linear initialization collided more than half of the time while the CGAN and
CVAE initializations were colliding around 40% of the time. This is already a big
improvement but in the cases where the initializations were colliding, the CGAN and
CVAE had around half the percentage of their trajectory inside obstacles compared to
the one generated by the linear initialization. Thus, even in the cases where both the
linear initialization and the CGAN/CVAE initialization were colliding, it was better to
use the CVAE or CGAN initialization (see Figure 6.4). Finally, we could see that the
CGAN performed a little bit better than the CVAE. However, it was far more difficult
to find satisfactory hyperparameters to make the CGAN converge. It is therefore a
trade-off between ease of learning (CVAE) and best results (CGAN).
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Figure 6.4: Comparison of trajectory prediction. The map obstacles are randomly
generated. The linear trajectory (red line) does not use any knowledge of the map
while the CGAN trajectory (green curve) and the CVAE trajectory (blue curve) are
generated conditionned on the map.
6.4 Discussion
The CGAN model gave us better results than the CVAE. It was however even more
difficult to find good hyperparameters to understand when the model was converging
or not. Indeed, the loss functions of the generator and the discriminator were not good
metrics to assert if the generated trajectories were of high quality. It is worth noting
that a lot of research is currently made to improve the convergence of the GAN and




A conditional generative model learns to generate data from a dataset. However, if
the data are high dimensional it will become difficult for the model to converge, this
is the curse of dimensionality [95]. In this section, we present two ways to help the
learning of the models: the decomposition of the trajectories and the projection of the
trajectories.
7.1 Decomposition
A trajectory ξ is a continuous function mapping the time t ∈ [0, 1] to configuration
space states q ∈ C. Let us consider two planning problems x1 and x2 where the
configuration space is a two dimensional space with no obstacles. In the x1 problem
the robot needs to go from the state q1 to the state q2 while in the problem x2 the
robot needs to go from the state q3 to the state q4. Because there are no obstacles,
the straightforward solutions to these problems are the trajectories ξ1 and ξ2, such as
ξ1(t) = (1 − t)q1 + tq2 and ξ2(t) = (1 − t)q3 + tq4. These two trajectories have the
same shape (a straight line), their only difference are their starting point and end point,
which depends entirely on their associated planning problem. If q1 6= q3 or q2 6= q4
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Figure 7.1: The space of trajectory Ξ can be decomposed on the sum of two subspaces:
ΞL ⊕ Ξδ.
Figure 7.2: Description of the decomposition of a trajectory ξ into a linear trajectory
ξL and a perturbation trajectory δ.
then the states visited by ξ1 and ξ2 will be different. This means that the conditional
generative model will have to learn two different solutions even if the problem is the
same: if there are no obstacles the solution should be a linear trajectory.
To counter this problem, we proposed to project the trajectories into two subspaces.
Let us define ΞL the subspace of linear trajectories: ΞL = {ξ ∈ Ξ | ∃(q1,q2) ∈ C2 ξ :
t 7→ (1 − t)q1 + tq2}. In addition, let us define Ξδ the subspace of perturbation
trajectories: Ξδ = {δ ∈ Ξ | δ(0) = δ(1) = 0}. With these definitions we have the
following theorem.
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Theorem 2. We have the decomposition Ξ = ΞL ⊕ Ξδ.
Proof. Let ξ be a trajectory solution of a motion planning x. The start state is q1 and
the target state is q2. Because ξ is a solution of x we have the relation: ξ(0) = q1 and
ξ(1) = q2. Let us define ξL such as ξL : t 7→ (1− t)q1 + tq2. Thus, we can decompose
ξ as ξ = ξL + δ where δ = ξ − ξL.
Now, let us take ξ ∈ Ξ such as ξ ∈ ΞL and ξ ∈ Ξδ. Because ξ ∈ Ξδ then q1 = q2,
and because ξ ∈ ΞL then it implies that ξ = 0.
Thus Ξ = ΞL ⊕ Ξδ
Using this decomposition, the conditional generative model only needs to learn
the perturbation part instead of the whole trajectory (see Figure 7.1 and Figure 7.2).
Indeed, the linear trajectory part is entirely defined by the motion planning problem x.
This transformation is useful because now the conditional generative model does not
need to learn to generate a trajectory based on its position in the configuration space
but rather to generate its shape. It also means that the conditional generative model
should only consider the relative position of the start and goal points to the obstacles.
7.2 Projection
A trajectory ξ is a continuous function from time to configuration space. However,
to be used by a computer we needed to discretize it. There are many ways to do it
but the most used one is to compute waypoints. A waypoint is the state q of the
trajectory for a particular time t. We could choose any set of waypoints to represent
the trajectory but the classical representation is to take regularly spaced waypoints:
qi = ξ(ti) where ti =
i
N
and N is the number of desired waypoints. This representation
is useful but results in a high dimensional vector ξ. If there are N waypoints for a

















Figure 7.3: Visualization of the projection. The trajectory ξ (green curve) is first
sampled into a vector of N configuration points ξ(t1), . . . , ξ(tN). The vector is then
translated into perturbation trajectory configuration points δ(t1), . . . , δ(tN). Finally,
the perturbation trajectory vector is compressed by the encoder part of the autoencoder
into a low dimensional vector.
become rapidly very large. As a consequence, the perturbation vector δ will also be
high dimensional, hindering the convergence of the conditional generative model [95].
However, we make the assumption that the actual information contained in the
trajectory is rather small dimensional: this is the manifold hypothesis. Because "real
world data presented in high dimensional spaces is likely to concentrate in the vicinity
of non-linear sub-manifolds of much lower dimensionality" [96] it means that we could
focus the learning of the generative models on these sub-manifolds. There are empir-
ical reasons [97] to think that, in general, the hypothesis is true for machine learning
problem. Lin et al. [98] argue that because of the symmetry, locality and hierarchical
structure of physical systems reducing the complexity of their Hamiltonian, their de-
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Figure 7.4: Overview of the trajectory prediction method. The conditional generative
model takes the motion planning problem as input and outputs the compressed vector
θ. The linear trajectory ξL is formed from x. The vector is then decoded by the au-
toencoder into the perturbation trajectory vector δ which is finally used in combination
with ξL to generate ξ.
grees of freedom are usually low. To discover this low dimensional information vector,
a common method is to use an autoencoder [99]. An autoencoder is a neural network
learning to map data to itself while having a bottleneck in the center of its architecture.
As such, the network is forced to compressed the information it receives to reconstruct
the original data. Thus, a high dimensional data d could be compressed into a low
dimensionnal vector θ. In our case, we suppose that the information contained inside
the perturbation trajectories lies inside a manifold of dimension |Mδ| (see Figure 7.3).
7.3 Dataset compression
Combining the previous methods, we compressed the motion dataset by first decom-
posing the trajectory solutions into perturbation trajectories and then projecting the
perturbations trajectories into information vectors of low dimensions. First, the initial
motion dataset D1 = {(xi, ξi)}i=1..M is converted into D2 = {(xi, δi)}i=1..M by decom-
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Figure 7.5: Overview of the autoencoder architecture. A perturbation trajectory δ
is projected onto a small vector θ and then reconstructed as δgen. |Mδ| denotes the
dimension of the perturbation trajectories manifoldMδ. The numbers above the layers
indicate the number of neurons. The last layer outputs a perturbation trajectory δgen
of 100k waypoints, for a robot with k degrees of freedom.
position. Then, D2 is compressed into D3 = {(xi,θi)}i=1..M using an autoencoder.
Figure 7.4 gives an overview of the trajectory prediction framework when used
with the dataset compression method. We performed an experiment (see section 7.4)




As explained in chapter 7.2, a trajectory represented as a sequence of waypoints is
high dimensional which is difficult for conditional generative models. In order to work
directly in the trajectory space, we can use an autoencoder to project Ξδ onto a low
dimensional manifoldMδ. The smaller the dimension of the manifold and the easier
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Figure 7.6: Projection of a trajectory onto low dimensional manifolds by an autoen-
coder. The reference trajectories (solid lines) are approximated by their projections
onto Mδ (dashed lines). The different figures show the projection onto manifold of
different dimensions. By increasing the number of dimension of the manifold the au-
toencoder can approximate the trajectory more easily.
it would be for the conditional generative model to learn but, on the other hand,
the more difficult it is for the autoencoder to find a representation that approximate
correctly the perturbation trajectories. There is thus an important trade-off between
the accuracy of the trajectory representation and the conditional generative model ease
of learning. We want our representation to be as expressive as possible (to approximate
all trajectories and generalize well) while keeping it small to accelerate the conditional
generative model training. The aim of this experiment was therefore to project the
trajectories onto manifolds of different dimensions and to assess the reconstruction
accuracy.
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Figure 7.7: Reconstruction loss of the autoencoder as a function of the manifold
dimension (axis in logarithmic scale). The reconstruction loss decreases with the in-
creasing dimensionality.
The motion planning problem considered was set in a two-dimensional configura-
tion space that contained four uniformly randomly placed circular obstacles, with the
starting point and end points also uniformly randomly positioned outside the obsta-
cles. The dataset was constitued by using the rapidly-exploring random trees motion
planner (RRT [100]) from the OMPL library [86]. When training the autoencoder to
perform the projection of Ξδ onto Mξ, it was important to provide the autoencoder
with many different examples of possible trajectories. In practice, however, most tra-
jectory solutions to randomly generated motion planning problems were simple linear
trajectories in the configuration space (i.e, equivalent to a perturbation δ = 0). To
avoid this situation, we biased the dataset by retaining only 1% of these linear trajec-
tories. The dataset was thus constituted of 500,000 problems and their corresponding
trajectory solutions.
All the autoencoders we used had the same architecture that differed only in their
output layer, for which the number of neurons corresponded to the number of dimension
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of the manifold |Mδ| (see Figure 7.5). The Adam optimizer [101] was used with α =
0.001 and β = 0.9. We compared the reconstruction loss of the different autoencoders
as the dimension of the manifold varied from 1 to 10 (see Figure 7.6 and Figure 7.7).
No substantial improvement could be seen in the reconstruction when the dimension
increased beyond 7. Therefore, this experiment demonstrated that it is possible to
reduce the trajectory dimension from 200 (two-dimensional configuration space and
100 waypoints) to 7. Hence, the use of an autoencoder could significantly facilitate the
convergence of the conditional generative models.
7.4.2 Full projection
In the previous section 7.4.1 , we discovered that we could project the high dimensional
trajectory waypoints vector into a low dimensional vector using an autoencoder without
losing much of information. In this section, we want to observe the specific influence
of the decomposition and projection of the dataset on the learning of a conditional
generative model. We considered a simple two-dimensional problem where the robot
had to find a trajectory while avoiding four circle shaped obstacles. The conditional
generative model we used was a CGAN (see section 6.2). After learning, the CGAN
had to predict a trajectory solution for each problem and we measured the ratio of
trajectory colliding with obstacles.
The CGAN was trained on four datasets: the original dataset D1 containing the
trajectories, the perturbation dataset D2 containing the perturbation trajectories made
from D1 by decomposition, the trajectory projected dataset D3 made from D1 by
projecting the trajectories with an autoencoder, and the perturbation projected dataset
D4 made from D2 by projecting the perturbation trajectories with an autoencoder. The
CGAN was trained on each dataset with the same set of parameters and architecture.
For each dataset we trained five CGAN during 50 epochs. The testing was done on
2000 randomly generated workspaces.
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Figure 7.8: Collision rate of initial trajectories predicted with respect of the epoch of
training of the CGANs. The Linear label refers to the straight line through configura-
tion space. The CGAN were trained on the four datasets: D1 D2 D3 D4. The collision
rates are computed on 5 different training and for each epoch it was tested on 2000
workspaces.
The result (Figure 7.8) shows that the most important transformation was to use
the perturbation trajectories. After that, using an autoencoder to project it into a
small dimensional manifold continued to help. We can see that in the case of D2 and
D4 the CGANs learned to predict trajectories that are mostly avoiding the obstacles
compared to the linear initialization. It means that motion planners would have less
trouble to optimized them to final trajectory solutions.
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7.5 Discussion
We proposed a dataset compression method to help conditional generative models to
converge. To the best of our knowledge, the trajectory decomposition method has
never been proposed but yielded great results. As the previous experiment showed,
after only one epoch of learning the CGAN models were able to beat the linear per-
formance when leveraging dataset using decomposition. It is worth noting that the
decomposition comes before the discretization of the trajectory, meaning that it can
be applied for all the representations of the trajectories. Furthermore, the projection
done by autoencoder may be lossy but, as a consequence, it may also force the con-
ditional generative model to focus on the important information (the global shape of
the trajectory) rather than spending time to be perfectly accurate. It is of course a
trade off that one has to test by himself. Adding an autoencoder to our framework
may add complexity but the relative low computation time overhead coupled with the
large gain on model convergence make it worth.
It should be noted that during this chapter we did not talk about reducing the
dimensionality of the motion planning x. The reason is that, unlike trajectories, motion
planning problems are highly dependent of the problem. Thus, it may be difficult to
come up with a general compressing method to handle all the different cases. However,
in a case by case basis we advise to compress as much as possible the motion planning
problems information. For example, if part of the problem involves a picture, it could be
useful to use an autoencoder with convolutional layers to extract as much information




The dataset free trajectory prediction framework we propose in this thesis is the com-
bination of a conditional generative model (chapter 4, 5, 6) and a dataset compression
method (chapter 7). While it is possible to perform trajectory prediction with the con-
ditional generative models without any data compression, our framework is however
far more efficient due to its increased speed of learning and performances. Besides, the
trajectory decomposition computation time is negligible compare to the gathering of
the data. The autoencoder training for the projection may indeed add some complexity
but we believe that the benefits are worth it. An important point we would like to put
emphasis on is that our framework is adaptable with regards to future advance in the
motion planning and generative model fields. Indeed, we have shown that predicting
trajectories with conditional generative models was viable with a Gaussian mixture
model, conditional variational autoencoder and conditional generative adversarial net-
works but it is not restricted to these models. In a similar vein, any existing or future
motion planners will be able to exploit our prediction, it is not limited to the ones we
have tested in this thesis.
It should be pointed out that, currently, trajectory prediction is not widely adopted
in the industry. However, we believe that the more the robots will have to handle non-
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Figure 8.1: Limitation of the supervised learning method. The trajectory ξ1 and ξ2 are
not homotopic: one cannot be continuously deformed into the other without colliding
with the obstacles. If a neural network learns to map this motion planning problem
into both trajectories, it will end up learning to output the mean trajectory ξ3 which
is not a good prediction.
controlled situations and the faster they will have to react. Trajectory prediction will
surely be an important part of the speed-up as we have seen how efficient it is. In
the case where the robots will be limited to situations almost similar, motion dataset
with few data will be enough and traditional methods proposed in the past will be
performant. On the other hand, if the robots are supposed to be in contact with a lot
of unexpected situations and/or with multiple tasks, it may be required to have large
dataset containing information on all the different cases. In this situation we believe
that our framework will be more adapted as it is not constrained by the size of the
dataset. It will also be possible to embedded our conditional generative models inside
small robots without requiring the motion dataset to be stored in memory.
One could ask why we used conditional generative models instead of a simpler
supervised learning approach with neural networks. The main reason was that in a
typical supervised learning setting, a neural network learns to map an input set X to an
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output set Y . In our case, we would like to map the set of motion planning problems X
to the set of trajectory solutions Ξ. However, for an unique problem x ∈ X there may
have multiple trajectory solutions ξi. If the trajectories are homotopic, then the neural
network could learn to map x toward the mean of the trajectory solutions E[ξi] and
the result may be acceptable. On the other hand, if they are not, the neural network
will likely learn to generate a trajectory that will collide into obstacles. A visualization
of the problem is given in figure 8.1.
Another difference between conditional generative models and supervised neural
networks is that there is a random input. We have seen in experiment 5.3.2 that the
initial trajectory to be optimized by the motion planner will have a great importance
in the likelihood to find a trajectory solution. Thus, if a supervised neural network
predict a solution which cannot be optimized to a good solution it is a net loss. On
the other hand, a conditional generative model would be able to sample again a new




Motion planning is an essential part of robotics toward autonomous robots. However,
current motion planners are still too slow to be used in a not perfectly controlled en-
vironment (such as one with humans inside). If an unexpected obstacle is suddenly
coming, the outcome may be a collision because of lack of time to plan a trajectory
avoiding it. Thus, it is needed to decrease the computation time for real time adapta-
tion. Trajectory prediction has given satisfactory results to speed up the computation
time but, until now, trajectory prediction algorithms relied on a motion dataset during
runtime which limits the usage of the methods. Indeed, the bigger the size of the mo-
tion dataset and the more computation time it will be needed to predict a trajectory.
Besides, it is a toll on the memory storage of the robot which may be limited. We pro-
posed in this thesis a framework leveraging conditional generative models to perform
trajectory prediction. Instead of relying on the motion dataset to retrieve trajectories
during runtime, the conditional generative models generate new ones. We demonstrate
that our framework works and speed up the computation of the motion planners and
increase their success rates.
Because our framework has little to none overhead, it can be integrated easily into
current robotic workflow. If the robot is in situations where it should repeatedly per-
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form a task with some variations then, using conditional generative models to perform
trajectory prediction will be useful. After performing the task many times (in simu-
lation or reality), the robot can collect data (making the motion dataset) and, while
performing its task, the conditional generative model could enter the learning phase.
When the learning is complete, the model can immediatly be used to predict trajecto-
ries which would then be used by the motion planner. The robot could then continue
gathering data and repeat the cycle.
We expect that in the future it will be typical for robots to have automated col-
lection of data, resulting in the gathering of huge datasets. Using machine learning
algorithms would greatly benefit the processing of these large datasets and help the
robots to improve gradually to move in their environments. One current drawback of
our framework is the lack of convergence criteria, which make it difficult to assert when
the robot has learned a good trajectory prediction. A future direction of research would
be to find meaningful metrics in the case of high dimensional configuration spaces. In-
deed, sometimes it may be difficult to obtain collision metrics and, having a metric
relying only on the distribution of the data would be extremely convenient. Another
interesting work would be to use conditional generatives models with motion dataset
containing few data. Current models require to collect a large amount of data to be
efficient but, in reality, it may be costly in time or money to do so. Thus, using these
models would open the door to an online framework where the robot would be able to
progressively gather data and improve itself in a smooth fashion.
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