We present an admission control framework and loss management techniques in support of a guaranteed statistical service. The service is characterized by (i) the loss rate of application data units (ADUs) bounded below a specified value, and (ii) ADU losses distributed evenly among flows subscribing to the service and uniformly over the duration of each flow. Specifically, a flow is modeled as a sequence of bursts, each of which is a sequence of packets that carry the bits of an ADU. The first packet of each burst carries information on the ADW (e.g., its bandwidth requirement). This traffic model enables admission control at the burst level as well as at the flow level. Such a two level admission control approach is very effective in bounding end-to-end ADU loss rates of flows while maintaining high channel utilization in the network. The traffic model also enables simple techniques that can be used at a network channel to distribute ADU losses evenly among flows subscribing to the same statistical service, and to protect high priority ADUs (e.g., I
Introduction
In all packet switching networks, packets have a maximum size (in number of bits). Most application data units (ADUs) are too large to be carried in a single packet and must be segmented for network delivery. To an application, the end-to-end delays and loss rate of its data units are more relevant performance measures than ones specified for individual packets. For example, consider an application that Clearly the loss rate of the pictures is much more important to the application than the loss rate of the packets.
However, packet delays and packet loss rate are the performance measures used in the Internet service model [21, 231 and the ATM service architecture [9, 111. Specifically, three types of services have been identified according to the quality of service (QoS) requirements for packets: deterministic (guaranteed), statistical (controlled-load), and best-effort. To provide better support to applications, we believe that the service models should be extended to include Q d requirements for ADUs.
Best-effort service is well understood, and it is provided by the current Internet. There is also a fairly good understanding of deterministic services following the recent development of rate-based packet scheduling algorithms (e.g., [17, 191) . However, many important questions remain in characterizing statistical services. The lack of a good understanding of statistical services is manifested in three areas: 0 The loss rate of packets has been exclusively used as the performance measure. As discussed above, the loss rate of ADUs is much more relevant to an application.
In particular, because of segmentation, even a small rate of packet losses could result in a large number of ADU losses. 0 The term "statistical" is not well defined. There is a general consensus that it implies that a small fraction of packets could be lost.' However, the consequence to This paper is concemed with providing a guaranteedstutistical service to delay-sensitive flows. The term statistical means that the loss rate of the service may be nonzero. The loss rate is measured in application data units lost (including those late in arriving to their destinations). The term guaranteed means that the service's loss rate can be accurately predicted at connection setup time. In particular, we present an admission control framework and loss management techniques for providing the guaranteed statistical service.
We model a flow as a sequence of bursts, each of which is a sequence of packets that carry the bits of an ADU. The first packet of each burst carries information on the ADU (e.g., its bandwidth requirement). This traffic model enables admission control by a network node at the burst level as well as at the flow level. To achieve high channel utilization, overbooking is allowed in flow level admission control.
Burst level admission control, on the other hand, is used to ensure that the capacity of each channel is not exceeded by IFor a rea-time service, packets that arrive to their destinations late (i.e., exceed their end-bend delay bounds) are considered to be lost. bandwidths allocated to flows such that delay guarantees can be provided to ADUs. As demonstrated by experimental results, such a two level admission control approach is very effective in bounding end-to-end ADU loss rates of flows while maintaining high channel utilization in the network.
The traffic model also enables simple techniques that can be used at a channel to distribute losses evenly among flows subscribing to the same statistical service, and to protect high priority ADUs (e.g., I frames of MPEG applications).
A guaranteed statistical service, such as the one proposed herein, will greatly enhance the ability of existing networks to support interactive video and audio applications such as remote teaching and video conferencing, which cannot tolerate long durations of ADU (e.g. video picture or audio clip) losses, and for which a deterministic service is unnecessary and too costly.
The balance of this paper is organized as follows. In Section 2, our traffic model is described. In Section 3, an algorithm for single node admission control, at both the flow and burst levels, is presented. In Section 4, techniques for managing losses at a single node are presented. In Section 5, the issue of nodal allocation of an end-to-end ADU loss requirement is investigated. In Section 6, some related work is discussed.
TraiXcModel
In designing networks that provide delay guarantees to In what follows, we assume that each flow that subscribes to the guaranteed statistical service conforms to the deterministic traffic model defined below. There are costs associated with requiring flows to conform to the above traffic model, namely: the extra bits for encoding ADU information in some packets, and the extra processing by a network node to retrieve and act on the information. However, they are bearable with today's network technologies (especially hardware), and the potential benefits outweigh the costs. In fact, my approach is consistent with the technology trend: It is advocated that the network be more active, i.e. to perform more application specific computations based on packet contents [SI, so that better and more flexible services can be provided.
Admission Control by a Node
In this section, we describe an admission control algorithm that can be used by a node to bound the ADU loss rate at its channel below a specified value. We will discuss how to perform nodal allocation of an end-to-end loss requirement in Section 5.
For designing admission control, we assume that the path of each flow is fixed. For a particular flow, its path is a sequence of nodes, each of which consists of an outgoing channel, and a set of buffers for the channel where packets of different flows are queued.
Consider a particular node. Let C (bits/second) be the channel capacity dedicated to a guaranteed statistical service with a target ADU loss rate of p . (Note that it is straightforward to extend our design to a channel that is hierarchically shared by different agencies, by multiple classes of statistical services, etc. [ 1, 251).
In addition to bounding the ADU loss rate, another goal of admission control is to achieve high channel utilization. Next, we present a novel approach that combines admission control at the flow level and admission control at the burst level to achieve both goals.
Burst Level Admission Control
Our traffic model, as discussed earlier, makes it possible for the packets of a burst (ADU) to be processed as a whole, and independently from other bursts. Thus, separate admission control can be performed for each burst. Specifically, a burst is accepted only if the burst's reserved rate3 does not exceed the channel's unallocated capacity; otherwise, the entire burst will be discarded. (Note that a similar mechanism, called the ATM Block Transfer (ABT) capability, is being standardized by ITU-T [ 141.)
With burst level admission control, packet losses are concentrated over a small number of ADUs, and channel capacity is not wasted on delivery of partial ADUS!
Notation. In what follows, we use i to index flows, and use m to index bursts. 3The exact value is camed in the first packet of the burst. *The usefulness of partial ADUs will be discussed later in Section 6.
Algorithm specification of burst level admission control
The variable A is used to store the aggregate rate allocated, and is initialized to 0. Let A, denote the bandwidth requirement (or reserved rate) of burst m. 0 The above algorithm has extremely low processing cost.
Furthermore, it is performed only once per burst. Note that the average inter-burst arrival time is usually much larger than the average inter-packet arrival time. (This is especially true in an ATM network.) Therefore, the algorithm is suitable for high speed networks.
Flow Level Admission Control
Burst level admission control insures that channel capacity is not exceeded at any time by discarding bursts if necessary. This ensures that delay guarantees can be provided to bursts that are accepted by the node [16]. Since all ADU losses are due to burst level admission control, the goal of flow level admission control at the node becomes very specific: to allow as much overbooking as possible while bounding the probability that the channel's undocated capacity is not sufficient for a newly arrived burstdenoted as the overflow probability -by p. The overflow probability and statistical multiplexing gains are closely related. In particular, if two channels have the same overflow probablity, the utilization is higher, because of statistical multiplexing gains, for the one that has a larger capacity and is shared by more flows. Therefore, our flow level admission control exploits statistical multiplexing gains in an explicit manner.
Flow level admission control condition
Assume that the statistical service of the node is currently shared by a set of M flows (indexed by 1,2, ..., M). Each flow, say i, supplies the following set of traff7ic (TSpec) parameters when making a reservation with the node: sustained bit (or packet) rate s&, peak rate PRi, and rate variance RVI,. At any time, with burst-based rate allocation, at most one burst in each flow has its reserved rate allocated.
Denote &(t) the reserved rate for the burst of flow i that is either allocated a rate or being processed by burst level admission control at time t. (Ai(t) = 0 if there is no such burst.)
In [24] , we derived, using a generalized venison of central limit theorem, the following sufficient condition to bound the burst loss rate at the node below p:
where 2, is the (1 -p) percentile of the standard normal distribution, and
We refer to the value of (Z,/Z) as the Statistical Multiplexing Intensity (SMI) of the service. It should never exceed the threshold of 1 to bound the burst loss rate below p. In practice, it is difficult to obtain the exact value of 2. However, Z can be estimated as follows:
In summary, our admission control algorithm accepts a new flow only if the following condition is not violated:
Note that the source of flow i may not have a good estimate of R& at the time of connection setup. In such a case, RVI, is upper bounded by S& (PRi -S&), which can be used as a pessimistic estimate.' (More details about the experiments can be found in [%I.)
The simulation configuration is shown in Figure 1 In Figure 2 , we plot the channel utilization as a function of the target picture loss rate p. The result shows that the channel is used much more efficiently with a statistical service than a deterministic service (with zero loss rate). The price to pay is a small non-zero picture loss probability. The utilization increase is more significant with a higher channel capacity, from below 30% to above 70% in the case where the capacity of L1 is 56 Mbps. This is because the improvement is due to statistical multiplexing gains, which are larger with more flows sharing the channel. 
Loss Management at a Node
For the guaranteed statistical service to be viable, considering the fact the service will be shared by many flows, the issue of loss distribution must be addressed. In particular, the ADU losses should be distributed evenly among all flows subscribing to the service and uniformly over the duration of each flow.
In this section, we will discuss how to modify the admission control algorithm to enable the channel to anticipate and manage ADU losses.6
We want to achieve two goals with such active loss management. The first goal is clear from the requirement of a guaranteed statistical service; that is, losses should be distributed as evenly as possible among flows that share the channel. The second goal is motivated by the fact that to many applications, some of their ADUs are more important than others. For example, to an MPEG decoder, I frames are more important than either P or B frames. With our traffic 6We do not consider packet losses due to link or transmission errors because the probability of their occurrence is extremely small with today's hardware, and they can be dealt with by link layer protocols.
model, applications can easily mark important ADUs and request that the network give priority to them. Therefore, it is desirable that loss management at a node can facilitate protection of high priority ADUs marked by applications.
Next, we present two loss management techniques based on selective early ADU discard (SEAD). Similar to early packet discard proposals [20, 22] , SEAD achieves the goals of fair loss distribution and protection of high priority ADUs by taking early control actions. Specifically, a trigger point is set at aC, where 0 < a < 1, and control actions are triggered whenever the aggregate rate allocated by the channel exceeds aC.
SEAD-1
For the first technique (named SEAD-l), the flow level admission control algorithm remains the same as the one We have evaluated the performance of SEAD-1 by simulation experiments. The simulation configuration shown in Figure 1 was used. The channel capacity of L1 is 48 Mbps.
For the experiments, I frames are marked high priority, and all other frames are unmarked. A pair of experiments, labeled BASE and SEAD-1, were performed for every simulation run, and in each run a different random seed was used. The original admission control algorithm (i.e. without using SEAD) is used by L1 in BASE experiments. Table 1 contains the result from a typical simulation run. The result shows that by using SEAD-1, the amount of high priority ADU losses is reduced by more than 50%, and the losses are distributed more evenly among flows (as indicated by the fact that the highest loss rate for one flow is much smaller).
SEAD does add some processing cost to the admission control algorithm. However, since the extra processing is performed on a per ADU basis, the associated cost is not ~
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The second technique (named SEAD-2) is almost the same as SEAD-1 except that it requires a small but significant modification to the flow level admission control algorithm. Specifically, aC is used in place of C in flow level admission control, i.e., B is initialized to aC instead of C in the algorithm specification given in Section 3.2.
Compared to SEAL)-1. the maximum channel utilization achievable with SEAD-2 is lower. However, the difference can be made insignificant by choosing a a value close to 1, say 0.95. Our experimental results indicate that such a a value is sufficient for reaping all the benefits of SEAD-2, namely: 0 loss rate of high priority ADUs significantly reduced, 0 loss rate of a l l ADUs below target value, and 0 losses distributed more evenly among flows.
We have evaluated SEAD-2 using simulation experiments. Table 2 contains the result of a typical simulation run. The result shows that while the achieved channel utilization is a little lower, both the amount of high priority ADU losses and the highest loss rate for a flow are significantly lower when SEAD-2 is used.
Nodal Allocation of End-to-E1.d Loss Requirement
So far we have shown that a network node can use admission control and loss management to provide application- when F << 1, and if cell losses at each node are independent. In [ 181, an argument has been made that for a stringent end-to-end loss constraint (i.e., F << l), a non-uniform distribution of loss among nodes does not significantly improve network performance.
ADUs usually have much larger sizes than packets or cells. Therefore the results cited above may not be applicable to application-level service. In light of this uncertainty,
we have performed a set of simulation experiments on path loss performance. The simulated network is shown in Figure   4 . There are six video flows (Vl-V6) that traverse through a path of 4 nodes (Ll-U) to their destination. The channel of each node has a capacity of 40 Mbps. The admission control algorithm specified in Section 3 is implemented at each node. There is also cross traffic carrying video data through In particular, we would like to obtain results that help us answer the following two questions:
1. Is (5) still true in the context of ADU loss performance?
2. Is non-uniform distribution of loss among nodes useful?
Effect of Source Thinning
To answer the first question, we designed an experiment to study the effect of source thinning. Source thinning refers to the fact that a flow may lose some traffic intensity due to upstream losses as it traverses downstream. Specifically, we chose an identical target picture loss rate of 0.2% for each node, i.e., pl = pz = pj = p4 = 0.2%. The result is shown in Figure 5 , where the percentage of total losses at each node is illustrated using a bar graph. Note that the losses are averaged over 20 simulation runs using different random seeds. The results show that source thinning does not have a significant impact on ADU losses of a path when there is a large amount of cross traffic through each node. In such a case (likely for future high speed networks), it is not overly conservative to assume that ADU losses of a flow are independent at each node. Therefore (5) is applicable to our framework of application-level service. 
Usefulness of Non-Uniform Nodal Allocation
To answer the second question, we repeated the previous experiment with one simple modification. Specifically, we assign different target loss rates to the four nodes: 0.3% to the two upstream nodes (L1 and L2) and 0.1% to the two downstream ones. As expected, the total losses, averaged over 20 simulation runs, are very close for these two experiments (46 losses in the new experiment vs. 48 in the original one). The percentage of total losses at each node for the new experiment is illustrated using a bar graph in Figure 6 . The results indicate that given an end-to-end loss requirement, the ADU losses at downstream nodes can be reduced using non-uniform nodal allocation. Such reduction can be quite desirable for the purpose of minimizing wasteful work at the upstream nodes. (A similar observation has motivated proposals to give high priority to packets that have large hop counts.) Because ADUs usually have large sizes, the potential gain of non-uniform nodal allocation, measured by ADU losses, can be significant. However as far as the overall network utilization is concerned, non-uniform nodal allocation does not cause any significant change.
Related Work
In this section, we review some related work in the area of application-level QoS. More discussion on related work can be found in [24] .
Adaptive Resource Reservation
One main feature of the proposed deterministic traffic model is that it enables resource reservation on a per ADU basis for delay-sensitive VBR traffic. The need for such adaptive resource reservation was also independently dis- have proposed to use in-call resource renegotiation as a fast reservation mechanism for bursty data traffic.
Usefulness of Partially Delivered ADUs
Our work has been motivated by the distinction between packets and ADUs. In particular, it is assumed that the entire ADU would be considered lost by the application if one of the ADU's packets is lost. It should be noted that there have been work such as the application level framing 
