Abstract. Given a complex matrix H, we consider the decomposition H = QRP * , where R is upper triangular and Q and P have orthonormal columns. Special instances of this decomposition include the singular value decomposition (SVD) and the Schur decomposition where R is an upper triangular matrix with the eigenvalues of H on the diagonal. We show that any diagonal for R can be achieved that satisfies Weyl's multiplicative majorization conditions:
Introduction
Given a rank K matrix H ∈ C m×n , we consider the decomposition H = QRP
where R is upper triangular and the diagonal elements are the geometric mean of the positive singular values. In this paper, we consider the general class of decompositions H = QRP * , where the diagonal r of R is prescribed. We show that such a decomposition exists if r is "multiplicatively majorized" by the singular values of H. More precisely, given two vectors a, b ∈ R n , we write a ≺ b if 
we write a b. We show that for any vector r ∈ C K , the decomposition H = QRP * can be achieved if r σ, where σ is the vector consisting of the positive singular values of H. We call this decomposition the generalized triangular decomposition (GTD) based on r.
Since singular values are invariant under unitary transformations, it follows that H and R have the same singular values. Since R is upper triangular, its eigenvalues are the diagonal elements r i , 1 ≤ i ≤ K. By a theorem [24] of Weyl, r σ. An inverse result is given by Horn [12] : For any r for which r σ, there exists an upper triangular matrix R with diagonal elements r i and singular values σ i , 1 ≤ i ≤ K. As a consequence of Horn's result, we show in Section 2 that for any H ∈ C m×n of rank K and for any r ∈ C K with r σ, where σ is the vector of positive singular values for H, there exist matrices Q and P with orthonormal columns such that H = QRP * , where R ∈ C K×K is upper triangular with diagonal equal to r. In Section 3 we give an algorithm for evaluating the GTD. Similar to our algorithm for the GMD, we start with the singular value decomposition, and apply a series of permutations and Givens rotations to obtain H = QRP * . This is a direct method, in contrast to Chu's [4] recursive procedure for constructing matrices with prescribed eigenvalues and singular values based on Horn's divide and conquer proof of the sufficiency of Weyl's product inequalities. In Section 4, we give another view of the GTD update by expressing it in terms of unitary transformations applied to the original matrix as opposed to Givens rotations applied to the singular value decomposition. Section 5 focuses on the numerical stability of the GTD update for inexact arithmetic. Since the rotations in the GTD update are expressed in terms of a ratio that reduces to zero over zero when two singular values coalesce, there is a potential for instability. We show that the GTD update is stable, even when singular values coalesce.
The GMD, where the diagonal of R is the geometric mean of the singular values of H, is a solution of the following maximin problem, which arises when one tries to optimize the data throughput of a multiple-input multiple-output (MIMO) system [15, 17, 27] : Here H is the "channel matrix," a matrix which describes the communication network. The matrices P and Q correspond to filters applied to the transmitted and received signals. The maximin problem (1.1) arises when we try to optimize the worst possible error rate. The maximum data throughput is achieved when the filters P and Q are chosen to make the smallest r ii as large as possible. The GMD is a special case of the GTD since the vector r whose entries equal the geometric mean of the positive singular values of H is multiplicatively majorized by the singular values of H.
In [17, 18, 26, 27] , it is shown that the equal diagonal solution to (1.1) significantly improves the overall bit error rate performance while maximizing channel capacity and reducing the encoding/decoding complexity. But when different subchannels have different priorities and different quality of service (QoS) requirements, the objective function may be different from that in (1.1), and the optimal R may not have all diagonal elements equal. For example, when transmitting both audio and video data in a communication network, the video transmission may require greater accuracy than the audio transmission. In this case, smaller diagonal elements may be allowed for the audio (low accuracy) subchannels compared to the video (high accuracy) subchannels.
A specific application of the GTD to communication with QoS constraints is given in [16] , where we study the optimization problem
.
Here "tr" denotes the trace, F ∈ C n×L is the precoder, I L is the L by L identity matrix, the ρ i , 1 ≤ i ≤ L, are related to the specified subchannel capacities, and diag(R) denotes the vector formed by the diagonal of R, the upper triangular factor in the QR decomposition of the "augmented matrix"
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The cost function tr (FF * ) corresponds to the power utilization of the precoder. The optimization problem amounts to finding the precoder which uses minimum power, while providing the specified subchannel capacities.
In [16] we obtain an explicit formula for the solution of (1.2) using the GTD. In related work [8] , Guess considers the QoS problem for a code-division multipleaccess (CDMA) system. His problem reduces to
, which is a special case of (1.2) corresponding to H = I. Guess gives an algorithm for solving this special case, as well as a recursive procedure for solving the more general problem (1.2). As explained in [16] , there are several technical advantages to our GTD-based solution. One important advantage is that the GTD can be computed very efficiently by a direct algorithm (see the Matlab code posted on William Hager's web site). Another advantage is that our algorithm yields the matrix Q, which is useful for communication applications. In contrast, Guess' algorithm does not construct Q explicitly.
Another application of the GTD is to the construction of matrices that possess a prescribed set of eigenvalues and singular values. As noted by Chu in [4] , "Such a construction might be useful in designing matrices with desired spectral specifications. Many important properties, such as the conditioning of a matrix, are determined by eigenvalues or singular values." See [11, Chapter 28] for a "gallery of test matrices." In [4] Horn's proof of Weyl's product inequalities is developed into a recursive procedure svd eig for generating a matrix with prescribed singular values and eigenvalues. In contrast, our algorithm for the GTD is a direct method based on a series of Givens rotations and permutations. Given the singular values σ and the eigenvalues λ, with λ σ, the GTD generates QRP * where λ lies on the diagonal of R and the singular values of R are σ. Comparisons with Chu's recursive algorithm are given in Section 6. Note that Chu's routine svd eig does not generate an upper triangular matrix; hence, it could not be used to obtain the GTD.
Existence of GTD
The following result is due to Weyl [24] (also see [13, p. The following result is due to Horn [12] (also see [13, p. 220 
In other words, H = QRP * where Q = VV * 0 and P = WW * 0 .
The GTD algorithm
Given a matrix H ∈ C m×n with rank K and with singular values σ 1 ≥ σ 2 ≥ . . . ≥ σ K > 0, and given a vector r ∈ C K such that r σ, we now give an algorithm for computing the decomposition H = QRP * , where P and Q have orthonormal columns and R is upper triangular with r on the diagonal. This algorithm for the GTD essentially yields a constructive proof of Theorem 2.2.
Let VΣW * be the singular value decomposition of H, where Σ is a K by K diagonal matrix with the diagonal containing the positive singular values. We let R (L) ∈ C K×K denote an upper triangular matrix with the following properties: 
We now show how to construct unitary matrices Q k and P k such that
. Let p and q be defined as follows:
k:K , there exists p and q satisfying (3.1) and (3.2). Let Π be the matrix corresponding to the symmetric permutation Π * R (k) Π which moves the diagonal elements rdenote the new diagonal elements at locations k and k + 1 associated with the permuted matrix Π * R (k) Π. Next, we construct unitary matrices G 1 and G 2 by modifying the elements in the identity matrix that lie at the intersection of rows k and k + 1 and columns k and k + 1. We multiply the permuted matrix Π * R (k) Π on the left by G * 2 and
on the right by G 1 . These multiplications will change the elements in the 2 by 2 submatrix at the intersection of rows k and k + 1 with columns k and k + 1. Our choice for the elements of G 1 and G 2 is shown below, where we focus on the relevant 2 by 2 submatrices of G * 2 , Π * R (k) Π, and G 1 :
In either case,
The dashed box is the 2 by 2 submatrix displayed in (3.3) . Notice that c and s, defined in (3.4), are real scalars chosen so that
With these identities, the validity of (3.3) follows by direct computation. By the choice of p and q, we have
If |δ 1 | = |δ 2 |, it follows from (3.7) that c and s are real nonnegative scalars. It can be checked that the 2 by 2 matrices in (3.3) associated with G 1 and G * 2 are both unitary. Consequently, both G 1 and G 2 are unitary. We define
where Q k = ΠG 2 and P k = ΠG 1 . By (3.3) and Figure 3 .1, R (k+1) has properties (a) and (b) for L = k + 1. Now consider property (c).
We write a ∼ b if a and b are equal after a suitable reordering of the components. Let a, b, a + , and b + be vectors whose components are ordered in decreasing magnitude, and which satisfy + . Let the index s be chosen so that a s = r k , and let the index t be chosen so that
By the definition of p and q, r 
We partition the proof of (c) into 2 cases. 
Since G 1 and G 2 are unitary, the determinant of (3.3) gives (3.13)
where the last equality in (3.13) comes from (3.10). Hence, for j > t, it follows that
Combining (3.11), (3.12), and (3.14), we have a + b + . Case 2: s > t. As before, (3.11) holds. For t < j < s, we have
where the first equality comes from the relation j < s, the middle inequality is the induction hypothesis, and the last equality is (3.14) . Rearranging this gives
when j < s. This also holds for j ≥ s due to (3.12) and (3.14) . This completes the proof of (c).
Hence, there exists an upper triangular matrix R (K) , with r 1:K−1 occupying the first K − 1 diagonal elements, and unitary matrices Q i and
Equating determinants in (3.16) and utilizing the identity r
where the last equality is due to the assumption r σ. It follows that |r
Let C be the diagonal matrix obtained by replacing the (K, K) element of the identity matrix by r
has diagonal equal to r due to the choice of C. Combining (3.16) and (3.17) with the singular value decomposition H = VΣW * gives
Hence, we have obtained the GTD with
Finally, note that if r is real, then G 1 and G 2 are real, which implies R is real. We summarize the steps of the GTD algorithm as follows. To make it easier to distinguish between the elements of the matrix R and the elements of the given diagonal vector r, we use R ij to denote the (i, j) element of R and r i to denote the i-th element of r.
1. Let H = VΣW * be the singular value decomposition of H, and suppose we are given r ∈ C K with r σ. Initialize Q = V, P = W, R = Σ, and k = 1. 2. Let p and q be defined as follows:
In R, P, and Q, perform the following exchanges:
3. Construct the matrices G 1 and G 2 shown in (3.3) . Replace R by G * 2 RG 1 , replace Q by QG 2 , and replace P by PG 1 . 4. If k = K − 1, then go to step 5. Otherwise, replace k by k + 1 and go to step 2. 5. Multiply column K of Q by R KK /r K ; replace R KK by r K . The product QRP * is the GTD of H based on r.
The numerical stability of this algorithm is analyzed in Section 5. In particular, the division by the possibly small denominator in (3.4) is safe, and the algorithm is stable. A MATLAB implementation of our GTD algorithm is posted on the web site of William Hager. Given the SVD, this algorithm for the GTD requires O((m + n)K) flops. For comparison, reduction of H to bidiagonal form by the Golub-Kahan bidiagonalization scheme [6] (also see [7, 9, 23, 25] ), often the first step in the computation of the SVD, requires O(mnK) flops.
The GTD update
In this section, we give the rationale behind the GTD update (3. The second column of G 1 is chosen to be orthogonal to the first column of G 1 . The second column of G 2 is also chosen to be orthogonal to p, while the first column of G 2 is orthogonal to the second column of G 2 . Since the second column of G 2 is perpendicular to p, the (k + 1, k) element of R (k+1) is 0. Since multiplication by G 2 preserves length, the (k, k) element of R (k+1) has length |r k |. Finally, we multiply G 2 by a complex scalar of magnitude 1 in order to make the (k, k) element of R (k+1) equal to r k . In principle, the procedure outlined above could be applied to the entire matrix, rather than to the diagonal matrix in the SVD. That is, we first construct a unit vector p 1 ∈ C n such that Hp 1 = |r 1 |. Let P 1 be a unitary matrix with first column p 1 . The matrix P 1 can be expressed in terms of a Householder reflection [9, p. 210]. Let Q 1 be a unitary matrix with first column (r 1 /|r 1 | 2 )Hp 1 . For these matrices, we have
where H 1 = H, z 2 ∈ C n−1 , and H 2 ∈ C (m−1)×(n−1) .
The reduction to triangular form would continue in this same way; after k − 1 steps, we have (4.1) (
where R k is a k by k upper triangular matrix with r 1 , r 2 , . . ., r k on the diagonal, Q j and P j are unitary, and 0 denotes a matrix whose entries are all 0. In the next step, we take
where I k is a k by k identity matrix. The first columnp ofP is chosen so that H kp = |r k+1 |, while the first column ofQ is (r k+1 /|r k+1 | 2 )H kp . The vectorp may be generated by a Lanczos process (see [6] or [21, Chap. 13] ). That is, we first compute unit vectors v 1 and v 2 such that
Let v(θ) be the vector obtained by rotating v 1 through an angle θ towards v 2 . By continuity of the norm, there exists a value of θ such that 
The GTD algorithm with inexact arithmetic
The numerical stability of the GTD algorithm (the 5 steps summarized at the end of Section 3) hinges on the computation of the product (3.3), where c and s are given in (3.4). When δ 1 and δ 2 are close together, there is a large relative error in the evaluation of c in finite precision floating point arithmetic (see [9, ). In this section, we show that these large errors in the evaluation of c and s are harmless.
Following the notation in [11] , we put a hat over a quantity to denote its computed, numerical value (a floating point number). We also let fl(·) stand for the floating representation of an expression which is evaluated using floating point arithmetic. If an expression is not surrounded by fl(·), then all the operations are done using exact arithmetic. The "unit roundoff" (or machine epsilon) is denoted u. Typically, u is on the order of 10 −8 or 10 −16 in single or double precision respectively. We assume that floating point arithmetic is performed in accordance with IEEE standard 754 [1] . If x, y, and z denote three floating point numbers, then some implications of the IEEE standard, which are used in our analysis, are the following:
F1. If "op" denotes either +, −, ×, or ÷, then fl(x op y) = (x op y)(1+ ) where
In this section, let G 1 and G 2 denote the 2 by 2 matrices depicted in (3.3). The floating point versions G 1 and G 2 of these matrices are obtained as follows: First, the floating point representationĉ of c is formed by substituting floating point numbers δ 1 , δ 2 , and r k in (3.4) and performing floating point arithmetic. Thenĉ is inserted in the equation for s in (3.4) to obtain the floating point valueŝ. Finally, the floating point numbersĉ andŝ, along with floating point arithmetic, are used to construct the matrices G 1 and G 2 in (3.3) .
Our main result in this section concerns how close the matrices G 1 and G 2 are to unitary matrices, and how close the numerical version of the identity (3.3) agrees with the exact version. Our analysis uses the following notation: If g(u) is a scalar-valued function of the unit roundoff and M > 0 is a scalar, then we write
If z = x + yi is a complex, floating point number, then by (F1), we have
where | i | ≤ u for i = 1, 2, 3. The (1 + 1 ) and (1 + 2 ) factors are due to the error in the floating point squaring of x and y. The (1 + 3 ) factor is due to the error in the floating point addition operation. It follows that
Hence, we have Note: In accordance with our convention, the expressionĉ 2 +ŝ 2 is evaluated by squaring (with exact arithmetic) the floating point numbersĉ andŝ and then adding (with exact arithmetic) the squares.
Hence, F5 yields
which gives the inequality forĉ in (5.3) . We now apply F1 and F2 to the expression forĉ:
where | i | ≤ u for 1 ≤ i ≤ 4. The (1 + 1 ) and (1 + 2 ) factors are connected with the subtractions, the (1 + 3 ) factor comes from the division of numerator by denominator, and the (1 + 4 ) factor comes from the square root. Squaring (5.5) and utilizing the bound | i | ≤ u, 1 ≤ i ≤ 4, yields the estimate forĉ 2 in (5.3). Finally, we apply F1 and F2 toŝ:
where | i | ≤ u for i = 1, 2, 3. The (1 + 1 ) factor reflects the error in the squaring ofĉ, the (1 + 2 ) factor is due to the subtraction, and the (1 + 3 ) factor is due to the square root. Squaring (5.6) and utilizing (5.4), we see that
which establishes (5.2). By F5, (5.4), and (5.6), we conclude that 0 ≤ŝ ≤ 1, completing the proof of (5.3).
Using Lemma 5.1, we show that the floating point matrices G 1 and G 2 are nearly unitary. The estimate for G 2 is based on the following computation of its entries:
, and the floating point arithmetic satisfies IEEE standard 754, then we have
Proof. Since the factors multiplying δ 1 and δ 2 in (5.8) are real, it follows that the floating point matrix U has the following structure:
Hence, the off-diagonal elements of U * U vanish. Now consider the diagonal elements. Suppose that δ * 1 = x + yi, where x and y are the real and imaginary parts of δ * . Observe that
To obtain (5.15), we utilize the identity (5.13) and the assumption f 
Proof. The identity (5.17) comes from (5.2). Now consider (5.18). Recall that r k and δ 1 are in general complex. By Lemma 3.5 in [11] , we have
Using the notation in (5.10), it follows that
Hence,
This establishes the expression in (5.18) for the the (1,1)-element. The (2,2)-element is similar.
The (2,1)-element in (5.18) can be expressed as
By Lemma 5.2, we have
It follows from (5.21) that
The (1,2)-element in (5.18) is similar.
Theorem 5.3 does not imply that G i is close to G i , i = 1, 2. It only states that when the G i are evaluated using floating point arithmetic, the resulting floating point matrices are nearly unitary, even though the respective elements of G i and G i could differ by as much as one. Next, we show that when these nearly unitary matrices are used to evaluate the product (3.3), the elements on the diagonal and the subdiagonal of the product are close to their correct values. We do not analyze the (1, 2) (superdiagonal) element in the product since its value is not important (and in fact, its value need not be close to the exact matrix element); what is important is that G 1 and G 2 are nearly unitary and the computed product is nearly upper triangular, with the diagonal elements and the subdiagonal element close to the exact elements.
, and the floating point arithmetic satisfies IEEE standard 754, then with exact arithmetic, we have
where
and y = δ 1 δ 2 r k /|r k | 2 is the exact (2, 2) element appearing in (3.5).
In each step of the GTD algorithm, we multiply a 2 by 2 diagonal matrix by the Givens rotations appearing in (3.3) . With exact arithmetic, we should obtain an upper triangular matrix with r k and y on the diagonal. According to Theorem 5.4, if the numerically evaluated Givens rotations are multiplied against the diagonal matrix, then with exact arithmetic we obtain almost the correct result. That is, the (2, 1) element differs from zero by a small multiple of u, and the diagonal elements are close, in a relative sense, to their correct values. Hence, if we simply put zero in the (2, 1) position and r k and y on the diagonal, then we achieve nearly the same result that we would have gotten using exact arithmetic. The (1, 2) element in (5.22) , shown as *, is not analyzed in the theorem since any error in it has no impact on the computation of the subsequent rotations. In each step of the GTD algorithm, the computation of the Givens rotations is expressed in terms of two diagonal elements in the partially triangularized matrix; as we show, the numerically evaluated rotations generate nearly the correct diagonal elements r k and y of the triangular matrix.
Proof. Combining (5.11) and (5.19), we have
2 has the same form, but with c replaced by s and with δ 1 replaced by δ 2 :
where | i | ≤ u for i = 1, 2. When the product G * 2 ∆ G 1 is evaluated with exact arithmetic, we obtain [4] require O(n 2 ) flops, so in an asymptotic sense, the approaches are equivalent. In Table 6 .1 we compare the actual running times of gtd and svd eig for matrices of various dimensions. These computer runs were performed on a Sun Workstation with 2 GB memory. In making these runs, the portion of the GTD code connected with the updating of the matrices P and Q was deleted since svd eig does not accumulate the unitary matrices. The input arrays σ and λ were generated in the following way: Using the MATLAB routine rand, we randomly generated a square matrix whose element lies between 0 and 1. The singular values σ were computed using the MATLAB routine svd, and the eigenvalues λ were computed using MATLAB's eig. By the theorem of Weyl [24] , λ σ. We then used both svd eig and gtd to generate matrices with the specified singular values and eigenvalues. Five different matrices of each dimension were generated, and the average running time is reported in Table 6 .1.
The times shown in Table 6 .1 indicate that gtd becomes increasingly more efficient than svd eig as the matrix dimension increases. For a dimension of 100, gtd is about three times faster than svd eig. For a dimension of 1600, gtd is about 70 times faster than svd eig.
In Table 6 .1 we also compare the specified singular values and eigenvalues to those obtained by applying MATLAB's svd and eig routines to the generated matrices. That is, for each matrix output by either svd eig or gtd, we use MATLAB's routines to compute the singular values and eigenvalues. The relative difference between the singular values and eigenvalues generated by MATLAB's routines and the specified singular values and eigenvalues is evaluated in the sup-norm. The errors reported in Table 6 .1 are the average errors for the 5 random matrices of each dimension. Both routines generate matrices with singular values that match those computed by MATLAB's svd routine to within 16 digits. Observe that gtd always matches exactly the prescribed eigenvalues since the generated matrix is triangular, with the specified eigenvalues on the diagonal. The error in the eigenvalues of the matrix generated by svd eig was comparable to the singular value error for matrices of dimension up to 400. Thereafter, the error in the eigenvalues grew quickly. When the matrix dimension doubled from 400 to 800, the error increased roughly by the factor 10 2 . Also, when the matrix dimension doubled again from 800 to 1600, the error increased roughly by the factor 10 5 . A recursive algorithm can require a significant amount of memory. While svd eig executed, we monitored the memory usage with the Unix "top" command. We observed that for a matrix of dimension 1600, the memory consumption grew to 319 MB. Since a complex double precision matrix of dimension 1600 occupies about 41 MB memory, the recursion required more than 7 times as much space as the matrix itself.
Conclusions
By the theorem of Weyl [24] , the generalized triangular decomposition represents the most general unitary decomposition H = QRP * . That is, the diagonal r of R must satisfy r σ, where σ is the vector of singular values for H, while for any diagonal r with r σ, we can write H = QRP * . The GTD includes, as special cases, the singular value decomposition, the Schur decomposition, the QR decomposition, and the geometric mean decomposition. Given the SVD, the GTD based on r can be evaluated using a series of Givens rotations and permutations. The GTD algorithm provides a new proof of Horn's theorem [12] . Applications of the GTD include transceiver design for MIMO communications [16, 17, 18] and inverse eigenvalue problems, surveyed extensively in [3] . In terms of CPU time and memory requirements, GTD is superior to a recursive approach for generating matrices with specified singular values and eigenvalues. The GTD update step is backed by a rigorous numerical stability theory developed in Section 5. The numerical results reported in Section 6 are an indication that the overall algorithm has strong stability properties.
