A numerical method for singularly perturbed weakly coupled system of two second order ordinary differential equations with discontinuous source term  by Tamilselvan, A. et al.
Journal of Computational and Applied Mathematics 202 (2007) 203–216
www.elsevier.com/locate/cam
A numerical method for singularly perturbed weakly coupled
system of two second order ordinary differential equations
with discontinuous source term
A. Tamilselvan, N. Ramanujam∗, V. Shanthi
Department of Mathematics, Bharathidasan University, Tiruchirappalli-620 024, Tamilnadu, India
Received 26 March 2005; received in revised form 20 February 2006
Abstract
In this paper, a numerical method based on ﬁnite difference scheme and Shishkin mesh for singularly perturbed two second order
weakly coupled system of ordinary differential equations with discontinuous source term is presented. An error estimate is derived
to show that the method is uniformly convergent with respect to the singular perturbation parameter. Numerical results are presented
to illustrate the theoretical results.
© 2006 Elsevier B.V. All rights reserved.
MSC: 65L10; CRG1.7
Keywords: Weakly coupled system; Singular perturbation problem; Second order ordinary differential equation; Discontinuous source term; Finite
difference scheme; Shishkin mesh
1. Continuous problem
Singularly perturbed differential equations (SPDEs) appear in several branches of applied mathematics. Analytical
and numerical treatment of these equations have drawn much attention of many researchers. In general classical
numerical methods fail to produce good approximations for these equations. Hence one has to go in for non-classical
methods. A good number of articles have come out in the past two decades on non-classical methods which cover
mostly single second order ordinary differential equations. But only a few authors have developed numerical methods
for singularly perturbed higher order ordinary differential equations [10–12]. Recently some authors have started
working on singularly perturbed system of ordinary differential equations. Systems of this kind have applications in
electro analytic chemistry when investigating diffusion processes complicated by chemical reactions. The parameters
multiplying the highest derivatives characterize the diffusion coefﬁcient of the substances. Other applications include
equations of predator–prey population dynamics (for example see [6]). As was mentioned above, classical numerical
methods fail to produce good approximations for singularly perturbed system of equations also. Various methods are
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available in the literature in order to obtain numerical solution to singularly perturbed system of second order differential
equations subject to Dirichlet type boundary conditions when source terms are smooth on  [5,2,3,6,7].
The objective of the present paper is to develop a numerical method for the following weakly coupled system of
singularly perturbed reaction–diffusion equations with not all data necessarily smooth. Some authors have already
developed numerical methods for single equation with not smooth data [1,8]. Consider the Boundary Value Problem
(BVP)
P1y¯(x) ≡ −y′′1 (x) + a11(x)y1(x) + a12(x)y2(x) = f1(x), x ∈ − ∪ +, (1.1)
P2y¯(x) ≡ −y′′2 (x) + a21(x)y1(x) + a22(x)y2(x) = f2(x), x ∈ − ∪ +, (1.2)
y1(0) = p, y1(1) = q, y2(0) = r, y2(1) = s, (1.3)
where > 0 is a small parameter,
a12(x)0, a21(x)0, (1.4)
a11(x)> |a12(x)|, a22(x)> |a21(x)|, ∀x ∈ ¯, (1.5)
where = (0, 1), − = (0, d), + = (d, 1), d ∈ , and y1, y2 ∈ Y ≡ C0(¯)∩C1()∩C2(− ∪+), y¯ = (y1, y2)T.
Further it is assumed that the source terms f1, f2 are sufﬁciently smooth on ¯\{d}; a single discontinuity in fi(x),
i=1, 2 occur at the point d ∈ ; fi(x), i=1, 2 and their derivatives have jump discontinuity at the same point. In general
this discontinuity gives rise to interior layers in the solution of the problem. Because fi , i = 1, 2 are discontinuous
at d the solution y¯ of (1.1)–(1.3) does not necessarily have a continuous second derivative at the point d. That is
y1, y2 /∈C2(). But the ﬁrst derivative of the solution exists and is continuous.
The above weakly coupled system of singularly perturbed BVP can be written in the vector form as
−y¯′′(x) + A(x)y¯(x) = f¯ (x),
y¯(0) = (p, r)T, y¯(1) = (q, s)T
where A(x) =
(
a11(x)
a21(x)
a12(x)
a22(x)
)
and f¯ (x) = (f1(x), f2(x))T. In the following we denote the jump at d in any function
w with [w](d) = w(d+) − w(d−).
This paper is organized as follows. Section 2 presents analytic results of the solution of the Singular Perturbation
Problem (SPP) (1.1)–(1.3). The numerical method is described in Section 3. A truncation analysis is carried out
in Section 4. Section 5 gives error estimates for the numerical solutions. Adjoint system is discussed in Section 6.
Numerical examples are given in Section 7. Throughout this paper, C,C1, C2 denote generic positive constants that
are independent of mesh point, mesh size and the singular perturbation parameter . In the following we use the norm
‖w‖D = supx∈D |w(x)|. Further |y¯(x)| means (|y1(x)|, |y2(x)|)T.
2. Some analytical results
In this section, ﬁrst we prove the existence of a solution of the BVP (1.1)–(1.3) (the BVP (1.1)–(1.3) means the
DEs (1.1)–(1.2) subject to boundary conditions (1.3), quasi-monotonicity condition (1.4) and the diagonally dominant
condition (1.5)). Then we derive a maximum principle for the DEs (1.1)–(1.2). Then using this principle, a stability
result for the same is derived.
Theorem 2.1. The BVP (1.1)–(1.3) has a solution y¯ = (y1, y2)T with y1, y2 ∈ Y.
Proof. The proof is by construction. Let y¯− and y¯+ be particular solutions of the following systems of equations
−(y¯−)′′(x) + A(x)y¯−(x) = f¯ (x), x ∈ −,
and
−(y¯+)′′(x) + A(x)y¯+(x) = f¯ (x), x ∈ +,
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respectively. Also let ¯ and ¯ be the solutions of the following BVPs:
−¯′′(x) + A(x)¯(x) = 0¯, x ∈ ,
¯(0) = 1¯, ¯(1) = 0¯,
and
−¯′′(x) + A(x)¯(x) = 0¯, x ∈ ,
¯(0) = 0¯, ¯(1) = 1¯,
respectively. Here 0¯ = (0, 0)T and 1¯ = (1, 1)T. Then y¯ can be written as
y¯(x) =
⎧⎪⎪⎨
⎪⎪⎩
(y¯−(x)) +
(
y1(0) − y−1 (0) 0
0 y2(0) − y−2 (0)
)
(¯) + K(¯), x ∈ −,
(y¯+(x)) +
(
y1(1) − y+1 (1) 0
0 y2(1) − y+2 (1)
)
(¯) + K∗(¯), x ∈ +,
whereK andK∗ are matrices with constant entries. Note that on the open interval (0, 1), 0¯< ¯, ¯< 1¯, and ¯, ¯ cannot
have internal maximum or minimum [9]. Hence
¯′ < 0¯, ¯′ > 0¯, x ∈ (0, 1).
Wewish to choose thematricesK=
(
k1
0
0
k2
)
andK∗=
(
k∗1
0
0
k∗2
)
so that y1, y2 ∈ C1(). That is we impose the conditions
y¯(d−) = y¯(d+) and y¯′(d−) = y¯′(d+).
For the matrices K and K∗ to exist it requires
∣∣∣∣∣∣∣
1(d) 0 −1(d) 0
0 2(d) 0 −2(d)
′1(d) 0 −′1(d) 0
0 ′2(d) 0 −′2(d)
∣∣∣∣∣∣∣

= 0.
This follows from observing the fact that (′22 − 2′2)(1′1 − 1′1)> 0. 
Theorem 2.2 (Maximum principle). Suppose y1, y2 ∈ C0(¯) ∩ C2(− ∪ +). Further suppose that y¯ = (y1, y2)T
satisﬁes y¯(0) 0¯, y¯(1) 0¯, P1y¯(x)0, P2y¯(x)0 and [y¯′](d) 0¯. Also let a12(x)0 and a21(x)0 on ¯. Then if
there exists a function s¯=(s1, s2)T, s1, s2 ∈ C0(¯)∩C2(−∪+), such that s¯(0)> 0¯, s¯(1)> 0¯,P1s¯(x)> 0,P2s¯(x)> 0
and [s¯′](d)< 0¯, then y¯(x) 0¯, ∀x ∈ ¯.
Proof. Deﬁne
= max
{
max
x∈¯
(−y1
s1
)
,max
x∈¯
(−y2
s2
)}
.
Assume that the theorem is not true. Then > 0 and there exists a point x0 such that(−y1
s1
)
(x0) =  or
(−y2
s2
)
(x0) =  or both.
Further x0 ∈ − ∪ + or x0 = d . Also (yi + si)(x)0, i = 1, 2, x ∈ ¯.
Case 1: (−y1/s1)(x0) = , x0 ∈ − ∪ +, that is (y1 + s1)(x0) = 0. Therefore
0<P1(y¯ + s¯)(x0) = −(y1 + s1)′′(x0) + a11(x0)(y1 + s1)(x0) + a12(x0)(y2 + s2)(x0)0,
because y1 + s1 attains its minimum at x0. This is a contradiction.
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Case 2: (−y2/s2)(x0) = , x0 ∈ − ∪ +, that is (y2 + s2)(x0) = 0. Therefore
0<P2(y¯ + s¯)(x0) = −(y2 + s2)′′(x0) + a22(x0)(y2 + s2)(x0) + a21(x0)(y1 + s1)(x0)0,
because y2 + s2 attains its minimum at x0. This is a contradiction.
Case 3a: (−y1/s1)(x0) = , x0 = d , that is (y1 + s1)(x0) = 0. Since y1 + s1 attains a minimum at x = x0, then
0[(y1 + s1)′](x0) = [y′1](d) + [s′1](d)< 0.
This is a contradiction.
Case 3b: (−y2/s2)(x0) = , x0 = d , that is (y2 + s2)(x0) = 0. Since y2 + s2 attains a minimum at x = x0, then
0[(y2 + s2)′](x0) = [y′2](d) + [s′2](d)< 0.
This is a contradiction. Hence the proof of the theorem. 
Corollary 2.3. Consider the DEs (1.1)–(1.2) subject to the conditions (1.4)–(1.5). Let s¯ = (s1, s2)T where
s1 =
⎧⎪⎨
⎪⎩
1
4
− x
8
+ d
8
, x ∈ − ∪ {d},
1
4
− x
4
+ d
4
, x ∈ + ∪ {1},
and
s2 =
⎧⎪⎨
⎪⎩
1
2
− x
8
+ d
8
, x ∈ − ∪ {d},
1
2
− x
4
+ d
4
, x ∈ + ∪ {1}.
Then the above maximum principle is true for the BVP (1.1)–(1.3).
Remark 2.4. The BVP (1.1)–(1.3) has a solution and the solution is unique.
Theorem 2.5. Consider the DEs (1.1)–(1.2) subject to the quasi-monotonicity and diagonally dominant
conditions (1.4) and (1.5). If y1, y2 ∈ C0(¯) ∩ C2(− ∪ +), then for i = 1, 2
|yi(x)|C{max{|y1(0)|, |y2(0)|},max{|y1(1)|, |y2(1)|}, ‖P1y¯‖−∪+ , ‖P2y¯‖−∪+}, x ∈ ¯.
Proof. Let
A = C{max{|y1(0)|, |y2(0)|},max{|y1(1)|, |y2(1)|}, ‖P1y¯‖−∪+ , ‖P2y¯‖−∪+}, i = 1, 2.
Deﬁning functions ¯±(x) = (±1 (x),±2 (x))T as
±1 (x) = As1(x) ± y1(x), ±2 (x) = As2(x) ± y2(x)
we can prove that
¯±(0) 0¯, ¯±(1) 0¯, [¯]′(d) 0¯,
P1¯
±(x) 0¯ and P2¯±(x) 0¯,
by a proper choice of C. Therefore, by the maximum principle we get the required result. 
Remark 2.6. The BVP (1.1)–(1.3) is well-posed, that is, the problem has a unique stable solution.
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2.1. Derivative estimates
Theorem 2.7. Let y¯ be the solution of the BVP (1.1)–(1.3). Then for k = 1, 2 and ∀x ∈ ¯\{d}
|y¯(k)(x)|C(1 + −k/2)
and
|y¯(3)(x)|C−3/2.
Proof. Using the results of [4,6] and adopting the technique handled in [1], the present theorem can be proved. 
Remark 2.8. In [4,6], the authors derived estimates for the derivatives of the solution for weakly coupled system of
SPBVPs with smooth data where as in [1], they derived estimates for single equation with non-smooth data.
In the previous theorem we found bounds for the derivatives of the components of the solution. However sharper
bounds on the derivatives of the solution are required in the proof of the error estimates. These are obtained by
decomposing the solution y¯ into smooth and singular components as follows. Infact we have
y¯ = v¯ + w¯,
where
Pkv¯(x) = fk(x), x ∈ − ∪ +, k = 1, 2,
v¯(0) = A−1(0)f¯ (0), v¯(d−) = A−1(d)f¯ (d−), v¯(d+) = A−1(d)f¯ (d+), v¯(1) = A−1(1)f¯ (1)
and the singular component w¯ is given by
Pkw¯(x) = 0, x ∈ − ∪ +, k = 1, 2,
[w¯(d)] = [v¯(d)], [w¯′(d)] = −[v¯′(d)], w¯(0) = y¯(0) − v¯(0), w¯(1) = y¯(1) − v¯(1).
Note that the solution w¯ can be constructed by the procedure described in [1]. Therefore the singular component is
well deﬁned.
Theorem 2.9. The smooth and singular components v¯ and w¯ of y¯ satisfy the bounds
|v(k)i (x)|
{
C(1 + (1−k/2)el(x, )), x ∈ −
C(1 + (1−k/2)er(x, )), x ∈ +, i = 1, 2,
and
|w(k)i (x)|
{
C(−k/2)el(x, )), x ∈ −
C(−k/2)er(x, )), x ∈ +, i = 1, 2,
where el(x, ) = e−x√/ + e−(d−x)√/ and er(x, ) = e−(x−d)√/ + e−(1−x)√/ and  = min¯ {1, 2}, 1 =
min
x∈¯ {a11(x) + a12(x)}, 2 = minx∈¯ {a21(x) + a22(x)}.
Proof. Using the results of [4,6] and adopting the technique of [1,8] this theorem can be proved. 
Note that v1, v2, w1, w2 /∈C0() but v1 + w1, v2 + w2 ∈ C1().
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3. Discrete problem
A ﬁtted mesh method for the BVP (1.1)–(1.3) is now described. On − ∪+ a piecewise uniform mesh of N mesh
intervals is constructed as follows. The interval ¯−; is subdivided into the three subintervals.
[0, 	1], [	1, d − 	1] and [d − 	1, d]
for some 	1 that satisﬁes 0< 	1d/4. On [0, 	1] and [d − 	1, d] a uniform mesh with N/8 mesh intervals is placed,
while [	1, d−	1] has a uniform mesh withN/4 mesh intervals. The subintervals [d, d+	2], [d+	2, 1−	2], [1−	2, 1]
of ¯+ are treated analogously for some 	2 satisfying 0< 	2(1−d)/4. The interior points of the mesh are denoted by
N =
{
xi : 1 iN2 − 1
}
∪
{
xi : N2 + 1 iN − 1
}
.
Clearly xN/2 = d and ¯N = {xi}N0 . Note that this mesh is a uniform mesh when 	1 = d/4 and 	2 = (1 − d)/4. It is
ﬁtted to the BVP (1.1)–(1.3) by choosing 	1 and 	2 to be the following functions of N and :
	1 = min
{
d
4
, 2
√
/ lnN
}
and 	2 = min
{
1 − d
4
, 2
√
/ lnN
}
.
On the piecewise-uniform mesh ¯N a standard centered ﬁnite difference operator is used. Then the ﬁtted mesh method
for (1.1)–(1.3) is
PN1 y¯i ≡ −
2y1,i + a11(xi)y1,i + a12(xi)y2,i = f1(xi), ∀xi ∈ N , (3.1)
PN2 y¯i ≡ −
2y2,i + a21(xi)y1,i + a22(xi)y2,i = f2(xi), ∀xi ∈ N , (3.2)
y1,0 = p, y1,N = q, y2,0 = r, y2,N = s,
D−y1,N/2 = D+y1,N/2, D−y2,N/2 = D+y2,N/2, (3.3)
where

2Zi =
(
Zi+1 − Zi
xi+1 − xi −
Zi − Zi−1
xi − xi−1
)
1
xi+1 − xi−1 , D
+Zi = Zi+1 − Zi
xi+1 − xi and D
−Zi = Zi − Zi−1
xi − xi−1 .
Theorem 3.1 (Discrete maximum principle). Suppose that a mesh function w¯i satisﬁes w¯0 0¯, w¯N 0¯, PN1 w¯i0,
PN2 w¯i0 for all xi ∈ N and D+w¯N/2 − D−w¯N/2 0¯. Also let a12(xi)0, a21(xi)0. Then if there exists a mesh
function s¯i such that s¯0 > 0¯, s¯N > 0¯, PN1 s¯i > 0,PN2 s¯i > 0 for all xi ∈ N and D+s¯N/2 − D−s¯N/2 < 0¯, then w¯i 0¯ for
all xi ∈ ¯N .
Proof. As in the continuous case, assume that the theorem is not true. Deﬁne
= max
{
max
0 iN
(−w1,i
s1,i
)
, max
0 iN
(−w2,i
s2,i
)}
.
It is obvious that, > 0 and w¯i + s¯i 0¯ for i = 0(1)N. Further, there exists one i∗ ∈ {1, 2, . . . , N} such that either
w1,i∗ + s1,i∗ = 0 or w2,i∗ + s2,i∗ = 0 or both. Also either i∗ ∈ N or i∗ = N/2.
Case 1: i∗ ∈ N and w1,i∗ + s1,i∗ = 0. Therefore
PN1 (w¯i∗+s¯i∗) = −
2(w1,i∗+s1,i∗)+a11(xi∗)(w1,i∗+s1,i∗) + a12(xi∗)(w2,i∗ + s2,i∗)0, ∀xi∗ ∈ N ,
a contradiction.
Case 2: i∗ ∈ N and w2,i∗ + s2,i∗ = 0. Therefore
PN2 (w¯i∗+s¯i∗) = −
2(w2,i∗+s2,i∗)+a21(xi∗)(w1,i∗+s1,i∗)+a22(xi∗)(w2,i∗+s2,i∗)0, ∀xi∗ ∈ N ,
a contradiction.
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Case 3: i∗ = N/2. Therefore
D+(w1,i∗ + s1,i∗) − D−(w1,i∗ + s1,i∗)0 if w1,i∗ + s1,i∗ = 0
or
D+(w2,i∗ + s2,i∗) − D−(w2,i∗ + s2,i∗)0 if w2,i∗ + s2,i∗ = 0,
which is a contradiction. Hence we get the desired result.
Corollary 3.2. Consider the discrete problem (3.1)–(3.3) and assume that a12(xi)0, a21(xi)0, a11(xi)> |a12(xi)|,
a22(xi)> |a21(xi)|. Let s¯i = (s1,i , s2,i ), where
s1,i =
⎧⎪⎨
⎪⎩
1
4
− xi
8
+ d
8
, 1 iN/2,
1
4
− xi
4
+ d
4
, (N/2) + 1 iN,
and
s2,i =
⎧⎪⎨
⎪⎩
1
2
− xi
8
+ d
8
, 1 iN/2,
1
2
− xi
4
+ d
4
, (N/2) + 1 iN.
Then the above discrete maximum principle is true for (3.1)–(3.3).
4. Truncation error analysis
Using the results of Theorem 2.9, the procedure adopted in [4,6] and the basic ideas of the proofs of some theorems
presented in [1] for the derivation of estimates for the truncation error, the following inequalities can be derived for the
BVP (3.1)–(3.3):
PNk e¯(xi)CN−1 lnN, xi ∈ N , k = 1, 2.
At the point x = d
(D+ − D−)e1(xN/2) = (D+ − D−)(y1, N2 − y1(xN/2))
= (D+ − D−)y1,N/2 − (D+ − D−)y1(xN/2).
Recall that (D+ −D−)y1,N/2 =0. Let h± be the mesh interval sizes on either side of xN/2 and h=max{h−, h+}. Thus
h− = 8	1
N
, h+ = 8	2
N
.
(D+ − D−)e1(xN/2) = (D+ − D−)y1(d)

∣∣∣∣
(
D+ − d
dx
)
y1(d)
∣∣∣∣+
∣∣∣∣
(
D− − d
dx
)
y1(d)
∣∣∣∣
( 12 )h
+|y1|2 + ( 12 )h−|y1|2

(
1
2
)
(h+ + h−)C

.
Similarly we can derive
(D+ − D−)e2(xN/2)( 12 )(h+ + h−)
C

.
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5. An error estimate
Theorem 5.1. The error in using the scheme (3.1)–(3.3) to solve the BVP (1.1)–(1.3) at the inner grid points {xi, i =
1, 2, . . . , N − 1} satisﬁes
|yk(xi) − yk,i |CN−1 lnN, k = 1, 2,
for N sufﬁciently large.
Proof. Consider the discrete barrier function d deﬁned by
−
2d(xi) + ∗d(xi) = 0 for all xi ∈ N
d(0) = 0, d(d) = 1, d(1) = 0,
where ∗ is a positive constant.
From [1] it is easy to derive
D−d(xi)0, iN/2, D+d(xi)0, iN/2
and
D+d(d) − D−d(d) −
C√

, for sufﬁciently large N .
Consider the mesh function W¯ (xi) = (W1(xi),W2(xi))T,
W1(xi) = C1N−1 lnN + C2 h√

d(xi) ± e1(xi)
and
W2(xi) = C1N−1 lnN + C2 h√

d(xi) ± e2(xi).
Now we choose ∗ as  as deﬁned in Section 2 above. It is easy to prove that
W¯ (x0) 0¯, W¯ (xN) 0¯.
Further for i 
= N/2 we have
PN1 W¯ (xi) = C1(a11(xi) + a12(xi))N−1 lnN + C2
h√

((a11(xi) + a12(xi)) − )d(xi) ± PN1 e¯(xi)0,
PN2 W¯ (xi) = C1(a21(xi) + a22(xi))N−1 lnN + C2
h√

((a21(xi) + a22(xi)) − )d(xi) ± PN2 e¯(xi)0,
by a proper choice of C1, C2. For i = N/2, for N sufﬁciently large, we have
D+W1(d) − D−W1(d) − C C2h

± Ch

0,
and
D+W2(d) − D−W2(d) − C C2h

± Ch

0.
By Theorem 3.1, W¯ (xi) 0¯. That is
|ek(xi)|CN−1 lnN + Ch√

d(xi), k = 1, 2.
CN−1 lnN .
This completes the proof of the theorem. 
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6. Adjoint system
Consider the BVP (1.1)–(1.3). Suppose that the quasi-monotonicity condition (1.4) is not satisﬁed by the system.
Then we adjoin the following system to (1.1)–(1.2):
−yˆ′′1(x) + a11(x)yˆ1(x) − a+12(x)yˆ4(x) + a−12(x)yˆ2(x) = −f1(x),
−yˆ′′2(x) − a+21(x)yˆ3(x) + a−21(x)yˆ1(x) + a22(x)yˆ2(x) = −f2(x), x ∈ − ∪ +,
−yˆ′′3(x) + a11(x)yˆ3(x) − a+12(x)yˆ2(x) + a−12(x)yˆ4(x) = f1(x),
−yˆ′′4(x) − a+21(x)yˆ1(x) + a−21(x)yˆ3(x) + a22(x)yˆ4(x) = f2(x), x ∈ − ∪ +, (6.1)
yˆ1(0) = −p, yˆ1(1) = −q, yˆ2(0) = −r, yˆ2(1) = −s,
yˆ3(0) = p, yˆ3(1) = q, yˆ4(0) = r, yˆ4(1) = s, (6.2)
and
a+12(x) =
{
a12(x) if a12(x)0,
0 otherwise
a−12 = a12(x) − a+12(x)
and
a+21(x) =
{
a21(x) if a21(x)0,
0 otherwise
a−21 = a21(x) − a+21(x).
The results derived in the earlier sections can be extended to the above system. Because of the fact that if y¯ = (y1, y2)T
is a solution of (1.1)–(1.3) then ¯ˆy = (−y1,−y2, y1, y2) is a solution of (6.1)–(6.2). The results derived earlier for
(1.1)–(1.3) still hold good even if the quasi-monotonicity condition is not met.
7. Numerical results
In this section, two examples are given to illustrate the numerical method discussed in this paper.
Example 7.1. Consider the singularly perturbed BVP with discontinuous source term: (Fig. 1)
−y′′1 (x) + 2y1(x) − y2(x) = f1(x), x ∈ − ∪ +,
−y′′2 (x) − y1(x) + 2y2(x) = f2(x), x ∈ − ∪ +,
y¯(0) = 0¯, y¯(1) = 0¯,
where
f1(x) =
{1 for 0x0.5,
0.8 for 0.5<x1
and
f2(x) =
{2 for 0x0.5,
1.8 for 0.5<x1.
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Fig. 1. Numerical solutions of Example 7.1 for = 10−2 and 10−04 and N = 256.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
y1
y1
y2y2
0.0001
0.01
0.0001
0.01
Fig. 2. Numerical solutions of Example 7.2 for = 10−2 and 10−04 and N = 256.
Example 7.2. Consider the singularly perturbed BVP with discontinuous source term: (Fig. 2)
−y′′1 (x) + 2(x + 1)2y1(x) − (1 + x3)y2(x) = f1(x), x ∈ − ∪ +,
−y′′2 (x) − 2 cos
(
4
x
)
y1(x) + 2.2e1−xy2(x) = f2(x), x ∈ − ∪ +,
y¯(0) = 0¯, y¯(1) = 0¯,
where
f1(x) =
{2ex for 0x0.5,
1 for 0.5<x1
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Table 1
Maximum point-wise errors EN for y1 of Example 7.1
 Number of mesh points N
64 128 256 512 1024
1e + 0 0.1682e−02 0.8399e−03 0.4196e−03 0.2098e−03 0.1049e−03
1e−1 0.6058e−02 0.2966e−02 0.1469e−02 0.7308e−03 0.3645e−03
1e−2 0.9001e−03 0.4088e−03 0.1932e−03 0.9408e−04 0.4642e−04
1e−3 0.3046e−02 0.7843e−03 0.1967e−03 0.4922e−04 0.1231e−04
1e−4 0.4149e−01 0.3433e−01 0.2982e−01 0.2651e−01 0.2394e−01
1e−5 0.4124e−01 0.3418e−01 0.2977e−01 0.2650e−01 0.2394e−01
1e−6 0.4119e−01 0.3411e−01 0.2971e−01 0.2646e−01 0.2394e−01
1e−7 0.4119e−01 0.3411e−01 0.2970e−01 0.2644e−01 0.2394e−01
1e−8 0.4119e−01 0.3412e−01 0.2970e−01 0.2644e−01 0.2394e−01
1e−9 0.4119e−01 0.3412e−01 0.2970e−01 0.2644e−01 0.2394e−01
1e−10 0.4119e−01 0.3412e−01 0.2970e−01 0.2644e−01 0.2394e−01
Table 2
Maximum point-wise errors EN for y2 of Example 7.1
 Number of mesh points N
64 128 256 512 1024
1e + 0 0.6515e−02 0.3335e−02 0.1686e−02 0.8481e−03 0.4252e−03
1e−1 0.3846e−01 0.1973e−01 0.9992e−02 0.5028e−02 0.2522e−02
1e−2 0.1223e + 00 0.6536e−01 0.3377e−01 0.1717e−01 0.8655e−02
1e−3 0.2891e + 00 0.1790e + 00 0.9952e−01 0.5244e−01 0.2691e−01
1e−4 0.2675e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
1e−5 0.2676e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
1e−6 0.2676e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
1e−7 0.2676e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
1e−8 0.2676e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
1e−9 0.2676e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
1e−10 0.2676e + 00 0.1803e + 00 0.1117e + 00 0.6434e−01 0.4089e−01
and
f2(x) =
{10x + 1 for 0x0.5,
2 for 0.5<x1.
Let
EN = max
xi∈¯N
|YN(xj ) − Y 2N(xj )| and EN = max

EN ,
where YN(xj ) and Y 2N(xj ) denote the numerical solutions obtained using N and 2N mesh intervals. In addition, the
order of convergence is calculated from
p = log2
(
EN
E2N
)
.
The maximum point-wise errors and the orders of convergence for the solution are presented for various values of 
and N in Tables 1–4 and Tables 5–8, respectively.
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Table 3
Maximum point-wise errors EN for y1 of Example 7.2
 Number of mesh points N
64 128 256 512 1024
1e + 0 0.2999e−02 0.1500e−02 0.7505e−03 0.3753e−03 0.1877e−03
1e−1 0.6060e−02 0.3003e−02 0.1495e−02 0.7456e−03 0.3723e−03
1e−2 0.6298e−02 0.3097e−02 0.1534e−02 0.7633e−03 0.3807e−03
1e−3 0.9076e−02 0.3946e−02 0.1821e−02 0.8819e−03 0.4356e−03
1e−4 0.4189e−01 0.3395e−01 0.2899e−01 0.2549e−01 0.2288e−01
1e−5 0.4182e−01 0.3363e−01 0.2883e−01 0.2543e−01 0.2287e−01
1e−6 0.4180e−01 0.3354e−01 0.2878e−01 0.2541e−01 0.2287e−01
1e−7 0.4180e−01 0.3351e−01 0.2876e−01 0.2540e−01 0.2287e−01
1e−8 0.4180e−01 0.3350e−01 0.2876e−01 0.2540e−01 0.2287e−01
1e−9 0.4179e−01 0.3350e−01 0.2876e−01 0.2540e−01 0.2287e−01
1e−10 0.4179e−01 0.3349e−01 0.2876e−01 0.2540e−01 0.2287e−01
Table 4
Maximum point-wise errors EN for y2 of Example 7.2
 Number of mesh points N
64 128 256 512 1024
1e + 0 0.1045e−01 0.5287e−02 0.2659e−02 0.1333e−02 0.6675e−03
1e−1 0.3377e−01 0.1757e−01 0.8961e−02 0.4526e−02 0.2274e−02
1e−2 0.8951e−01 0.5034e−01 0.2685e−01 0.1388e−01 0.7058e−02
1e−3 0.2506e + 00 0.1386e + 00 0.7653e−01 0.4235e−01 0.2228e−01
1e−4 0.3006e + 00 0.1804e + 00 0.1140e + 00 0.6775e−01 0.3949e−01
1e−5 0.3025e + 00 0.1812e + 00 0.1145e + 00 0.6805e−01 0.3970e−01
1e−6 0.3031e + 00 0.1815e + 00 0.1147e + 00 0.6814e−01 0.3977e−01
1e−7 0.3033e + 00 0.1816e + 00 0.1148e + 00 0.6817e−01 0.3977e−01
1e−8 0.3033e + 00 0.1816e + 00 0.1148e + 00 0.6818e−01 0.3980e−01
1e−9 0.3033e + 00 0.1816e + 00 0.1148e + 00 0.6819e−01 0.3980e−01
1e−10 0.3034e + 00 0.1816e + 00 0.1148e + 00 0.6819e−01 0.3980e−01
Table 5
Orders of convergence for the solution y1 of Example 7.1
 Number of mesh points N
64 128 256 512
1e + 0 1.00188 1.00099 1.00055 1.00020
1e−1 1.02838 1.01426 1.00722 1.00359
1e−2 1.14543 1.07473 1.03788 1.01907
1e−3 1.95729 1.99570 1.99835 1.99956
1e−4 0.27333 0.20329 0.16976 0.14676
1e−5 0.27080 0.19923 0.16812 0.14640
1e−6 0.27203 0.19936 0.16696 0.14521
1e−7 0.27204 0.19990 0.16752 0.14539
1e−8 0.27295 0.19983 0.16772 0.14569
1e−9 0.27190 0.19987 0.16766 0.14568
1e−10 0.27190 0.19982 0.16771 0.14562
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Table 6
Orders of convergence for the solution y2 of Example 7.1
 Number of mesh points N
64 128 256 512
1e + 0 0.96634 0.98348 0.99177 0.99592
1e−1 0.96285 0.98163 0.99087 0.99544
1e−2 0.90387 0.95232 0.97623 0.98820
1e−3 0.69145 0.84734 0.92435 0.96244
1e−4 0.56902 0.69092 0.79549 0.65395
1e−5 0.56962 0.69118 0.79549 0.65395
1e−6 0.56976 0.69155 0.79540 0.65404
1e−7 0.56979 0.69163 0.79540 0.65425
1e−8 0.56976 0.69158 0.79551 0.65435
1e−9 0.56976 0.69158 0.79551 0.65431
1e−10 0.56976 0.69158 0.79551 0.65431
Table 7
Orders of convergence for the solution y1 of Example 7.2
 Number of mesh points N
64 128 256 512
1e + 0 0.9908 0.99905 1.00042 0.99996
1e−1 1.01281 1.00669 1.00342 1.00174
1e−2 1.02432 1.01329 1.00697 1.00353
1e−3 1.20164 1.11593 1.04572 1.01756
1e−4 0.30324 0.22757 0.18570 0.15602
1e−5 0.31434 0.22229 0.18120 0.15277
1e−6 0.31780 0.22078 0.17967 0.15175
1e−7 0.31889 0.22024 0.17926 0.15141
1e−8 0.31925 0.22006 0.17912 0.15130
1e−9 0.31938 0.22003 0.17908 0.15124
1e−10 0.31942 0.21998 0.16992 0.15124
Table 8
Orders of convergence for the solution y2 of Example 7.2
 Number of mesh points N
64 128 256 512
1e + 0 0.98248 0.99161 0.99588 0.99798
1e−1 0.94249 0.97123 0.98561 0.99281
1e−2 0.83045 0.90648 0.95197 0.97596
1e−3 0.85454 0.85655 0.85372 0.92670
1e−4 0.73682 0.66259 0.75031 0.77872
1e−5 0.73914 0.66176 0.75139 0.77722
1e−6 0.73988 0.66156 0.75160 0.77677
1e−7 0.74007 0.66152 0.75172 0.77741
1e−8 0.74020 0.66143 0.75176 0.77649
1e−9 0.74021 0.66139 0.75182 0.77656
1e−10 0.74021 0.66126 0.75193 0.77654
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