Introduction
Orthogonal Frequency-Division Multiplexing (OFDM) is an effective technique for alleviating frequency-selective channel effects in wireless communication systems. In this technique, a wideband frequency-selective channel is converted to a number of parallel narrow-band flat fading subchannels which are free of Inter-Symbol-Interference (ISI) and free of Inter-Carrier Interference (ICI) (for negligible channel time variation within one OFDM symbol period T ). For coherent detection of the information symbols, reliable estimation of the gain of each subchannel in the OFDM system is crucial.
Some approaches to channel estimation in OFDM
Most of the conventional methods work in a symbol-by-symbol scheme [3, 4, 5] by using the correlation of the channel only in the frequency-domain (FD), i.e. the correlation between subchannels. Generally, they consist in estimating the channel at the pilot subcarrier position and then interpolating it over the entire frequency grid [3] . The channel estimation at the pilot frequencies can be based on the Least-Squares (LS) criterion, or, for better performance, on the Linear-Minimum-Mean-Square-Error (LMMSE) criterion [4] . In [5] , Low-Pass Interpolation (LPI) has been shown to perform better than all interpolation techniques used in channel estimation. This channel estimator will be called conventional LS(FD)-LPI in this paper.
Though the conventional methods can operate with time-varying channels, the information of the time-domain correlation is not exploited. However, the channel estimation process can be theoretically greatly improved by using the previous OFDM symbols, according to the on-line Bayesian Cramer-Rao Bound (BCRB) analysis in [6] . Thus, Chen and Zhang proposed in [7] a structure to track the complex gains of each subchannel by using one Kalman filter (KF) per sub-channel. In practice, only a subset of pilot-subcarriers is used to perform the per-subchannel KF, and the global frequency response of the channel is still obtained by LPI interpolation. This estimator will be named Kalman(FD)-LPI in the paper. Other works still exploit time and frequency correlation for OFDM channel estimation by using additional assumptions or different approaches. Assuming the availability of the power delay profile, a data-aided KF estimator (derived from the Expectation-Maximization algorithm framework) is employed in [8] to track the discrete-time impulse response of the channel (i.e in Time-Domain (TD)). And a low-complexity parameter reduction approach based on the eigenvalue decomposition of the auto-correlation matrix of the channel (in FD) is proposed in [9] . It tracks the channel coefficients in the dominant eigenvectors subspace basis by KF, and then performs eigenvalues interpolation to compute the channel frequency response. This estimator will be denoted Kalman-EIG in this paper.
In the same context of reducing the signal subspace dimension, we now focus on the class of parametric channel estimators. Assuming a multipath channel structure, estimation can be reduced to the estimation of certain physical propagation parameters, such as multipath delays and multipath Complex Amplitudes (CAs) [10, 11, 12, 13, 14] .
It is well known that in wireless radio channels, the delays are quasi-constant over a large number of symbols. Consequently, the number of paths and path delays can be very accurately estimated, for example by applying the MDL (Maximum Description Length) principle combined with the ESPRIT (Estimation of Signal Parameters by Rotational Invariance Techniques) method as proposed in [10] , and adopted many times [11, 13, 14] ). Several papers on OFDM channel estimation focus their works on the crucial CAs tracking problem, assuming the delays are invariant and perfectly estimated. This approach will be adopted in this paper. In [13, 14] we have addressed this issue for the special case of fast time-varying channel (i.e. with normalized Doppler spread f d T ≥ 10 −2 ), by using polynomial modeling of the CA time-variation. We have also addressed it in [15] for the joint carrier frequency offset and high speed channel estimation problem.
Motivation of the work and contributions
Second-order versus first-order algorithms. the use of KF for channel estimation has received great attention in recent years in the wireless communication literature. It is true for most systems, e.g. MIMO [16, 17] or single-carrier systems [18, 19] , as well as in OFDM systems, as mentioned before [7, 8, 9, 14] . All the aforementioned works based their KF on the AR approximation of the widely accepted Rayleigh fading channel with the Jakes'Doppler spectrum [20] , called the "Rayleigh-Jakes" model in this paper, as developed in [21] . The first-order Gauss-Markov assumption (AR1 model) is most often retained [8, 9, 16, 17, 18, 19, 22, 23] . The so-called AR1-Kalman estimators are convenient for the very high mobility case, leading to quasi-optimal performance, as seen, for example, in [14, 15] . In these works an AR1-Kalman is actually used to track the polynomial Basis Expansion Model coefficients of the high speed channel. However, in the more common scenario of slow to moderate fading with negligible variation during one symbol (i.e. f d T ≤ 10 −2 , as in [7, 8, 16, 17, 18, 19] ), the AR1-Kalman estimators of the literature seem to exhibit poor performance compared to BCRB lower bounds, as seen in [1] - Fig.10 . On the other hand, [24] shows, in a single-carrier single-path context, that the MSE performance of a KF can be well improved by switching from the AR1 to a second-order model (of the integrated random walk (IRW) model type) for the approximation of the Jakes'process. Indeed, for low f d T , the exact channel CA continues in a given direction during several symbols, and a second-order approximation model can generally take into account this strong trend behaviour better than a first-order model [25, 26] .
Reduced complexity algorithms compared to Kalman. KF-based algorithms require the updating of the coefficients of the algorithm at each iteration (each new OFDM symbol), and are quite complex as a result. However, reduced complexity adaptive algorithms can be obtained, using constant coefficients. They can be designed, if an a priori model of the dynamic of time-varying parameters (i.e. hypermodel) is available, such as a Wiener LMS adaptation algorithm ( [26] ), or as a steady-state version of the KF, since a time-varying KF becomes a time-invariant filter after convergence, see [27] , ch 13.5. Such algorithms are generally slower than the KF during the convergence, but can have the same asymptotic performance in tracking mode. In this family, the classical Least-Mean-Squared (LMS) algorithm can be regarded as a steady-state version of a KF based on a first-order random-walk (RW) model. Second-order channel tracking algorithms described as predictive LMS, or as a steady-state version of an IRW modelbased KF, have also been proposed in [25, 26, 28] . However, they have been developed for the single-carrier transmission, and without simple closed-form formulas versus the channel state for the tuning and performance of the estimators.
Approach and contributions. in this paper, we propose and analyze a low-complexity on-line recursive algorithm with constant coefficients for the multipath CAs estimation problem under the common slow to moderate channel variations scenario ( f d T ≤
10
−2 ). It is developed for OFDM systems with comb-type pilots within the framework of parametric channel estimators, exploiting the availability of delay related information (assuming a primary acquisition as in [10, 13, 14, 15] ) for tracking the CA variations. The proposed algorithm is based on a Complex Amplitudes Tracking Loop (CATL) structure. This structure is inspired by second-order digital Phase-Locked Loops (PLL) [29, 30] , as well as by the "prediction-correction" principle of the KF (in the steady-state mode) given the close link between the two ( [31, 32] ). The error signal that feeds the loop is based on the LS estimate of the paths CA, obtained for each current symbol from the pilot-subcarriers. The proposed LS-CATL algorithm can be seen as an extension for the multipath OFDM case of the second-order adaptive algorithms of [25, 26] (and also [24] -ch 4.1), using the parametric estimation framework.
Our main contributions can be summarized below:
• proposition, interpretation, and analytical optimization of a simple on-line secondorder (multipath) CAs tracking algorithm with almost the same asymptotic MSE performance as a second-order KF derived with the same assumptions (parametric modeling and a priori knowledge), but with a reduced complexity,
• derivation of closed-form expressions usable to tune the coefficients of the CATL as well as to predict the MSE performance with respect to the channel state (Doppler spread, power-delay profile, SNR) under "Rayleigh-Jakes" assumption.
• evaluation of the benefit of the second-order proposed algorithm compared to first-order KF-based reference algorithms or other conventional (FD interpolation) methods of the literature, for the common slow to moderate fading channel.
The paper is organized as follows: Section II describes the system model and objectives. Section III derives the proposed algorithm and its analysis, and the different results are discussed in Section IV. 
System Model

OFDM Transmission over multipath channel
Let us consider an OFDM system with N subcarriers, and a cyclic prefix length N g . The duration of an OFDM symbol is T = vT s , where T s is the sampling time
T be the vector containing the N QAM symbols for the nth OFDM symbol. After transmission over a multipath channel and FFT demodulation, the observation is given by [10, 13] :
where w (n) is a N × 1 zero-mean complex circular Gaussian noise vector with covariance matrix σ 2 I N , and H (n) is a N × N diagonal matrix with diagonal elements
L is the total number of propagation paths, {α l(n) } is the lth CA at nth OFDM symbol
, and τ l × T s is the lth delay (τ l is not necessarily an integer, but τ L < N g ). The L individual elements of {α l(n) } are uncorrelated with respect to each other. Using (2), the observation model (1) can be re-written [10] as
where
We assume the "Rayleigh-Jakes" model [20] for the channel, with Doppler frequency
It means the L CAs α l(n) are independent wide-sense stationary zero-mean complex circular Gaussian processes, with correlation coefficients for a time-lag k given by
Pilot Pattern
The N p pilot subcarriers are evenly inserted into the N subcarriers at the positions
pilots. The received pilot subcarriers can be written as
where y p and w p are
Note that K (n) is computed for each OFDM symbol, using knowledge of the N p × 1 data pilot vector x p(n) and the delays {τ l } through the N p × L matrix F p with elements
Estimation objectives
We wish to estimate the CAs α (n) assuming the knowledge of pilots subcarriers
The estimation is based on the observation model (5) that can be reformulated as y p(n) = K x p(n) , τ α (n) + w p(n) . We restrict the problem to the on-line estimation, which means current and previous observations are available (i.e. for indices n, n − 1, n − 2, ...) to estimate α at time index n.
Complex Amplitudes Tracking algorithm
The proposed tracking algorithm, called the LS-CATL algorithm, is built from a general second-order recursive structure (CATL) presented below, and from a specific error signal (based on pilots and LS criterion) that will specify the error detector of the structure, presented subsequently.
Structure of the algorithm: CA Tracking Loop
The estimate of α (n) , denotedα (n|n) , is updated at a symbol rate by the computation of an error signal v ǫ(n) , next filtered by a second-order feedback loop. The recursive equations of the second-order CATL, using a PLL-type formulation ( [29, 30] ), are:
Loop filter : and the predictionα (n|n−1) . Also, the final estimateα (n|n) is not directly the prediction α (n|n−1) as in conventional PLL, but is delivered after a correction step according to (9) . Thus, an additional branch is added as a dotted line in Fig. 1 .
Using (9), we can compact the second equation of the loop filter (11) and the NCG equation (12) by the unique equation (13): (13) showing that the sum accumulator of the error signal weighted by µ 2 , i.e. µ 2 .v Lag(n) , is an estimate of the speed evolution (or slope) of α, useful to predict the CAs evolution.
Error signal specific to the LS-CATL algorithm
We now have to define an error signal vector in place of eq. (8) . Inspired by PLL, a good candidate (among several possibilities [1] ) is an error signal vector v ǫ(n) collinear (in absence of noise) with the prediction error vector ǫ Pred(n) = α (n) −α (n|n−1) , in order to get a detector, which is perfectly linear and free from inter-path-interference. In this perspective, let us first consider the LS-estimator of α (n) that permits, among all estimatorsα (n) , us to minimize the squares error (
for the current OFDM symbol:
with
We see from ( , as an error signal vector in place of (8):
Thus, this specific error signal vector (16) has a simple linear form versus the prediction
, as seen while using (14)& (15)& (5):
The real coefficient k d is the gain factor of the CAED, reduced here to k d = 1. And
T is the (temporally uncorrelated) zero-mean disturbance due to the additive thermal noise w p(n) in the input of the CAED, and represents the so-called (input) loop noise (i.e. in the input of the loop but in the output of the CAED). We
where N p is the number of pilot subcarriers. The (input) loop noise variance is mini-
is uncorrelated from one path to another, i.e when F H p F p is a diagonal matrix. This condition depends on the delays distribution.
Computational Complexity and comparison with reference KFs
The CATL can be interpreted as a reduced complexity approach compared to reference KFs designed for the complete multi-carrier and multi-path observation model (5) such as presented in Appendix A (AR1-Kalman and Or2-Kalman). Indeed, the CATL acts in each branch l, i.e. for each multi-path component α l , as a "simplified" IRW model-based KF. Each KF is "simplified" in the sense it is designed for the simplified single-carrier and single-path scenario, as in [24] , and it operates only in steady-state mode. But we have chosen an error signal (16) able to cope with the more complicated multi-carrier and multi-path scenario. This interpretation of the CATL structure is more detailed (i.e. derived from the equations) in Appendix B.
Let us determine now the implementation complexity in terms of the number of the complex multiplications needed for each OFDM symbol for our LS-CATL algorithm.
The matrices 
General properties and theoretical MSE analysis
Second-order closed-loop transfer function
The estimation error of the tracking algorithm is defined as
We want to obtain the transfer function between the true vector parameter and the estimate. Combining equations (13) and (9), we have:
By using (10), the Z-domain transform of (21) leads tô
Combining the general loop equation (22) with the specific (LS-based) error signal (17) rewritten versus the estimation error as
we obtain in the Z-transform domain:
where L(z) is the transfer function of the CATL defined by
with respect to
Hence, the CATL transfer function can be written versus the loop coefficients (µ 1 , µ 2 ) as 1
or rewritten in a more interpretable form as a function of both the natural pulsation ω n (or natural frequency f n = ω n 2π ), and the damping factor ζ as
with:
, but differs slightly from the closed-loop transfer function of a 2nd-order digital PLL [30, 31] , due to the additional branch in dashed line in Fig. 1 .
And from (28) and (29), one given couple (ω n , ζ ) of the second-order low-pass transfer function can be obtained by tuning (µ 1 , µ 2 ) as
The strict stability conditions of L(z) in (26) or (27) versus (µ 1 , µ 2 ) are given in [2] , but if we impose that 0 < ω n < +∞ and 0 < ζ < +∞ in order to preserve a physical meaning, we deduce from (30)
in the frequency-domain, by making z = e pT , with p = j2π f , and f is the frequency variable. 
Mean Squared Error analysis
The estimator is unbiased since the CA estimation error ǫ (n) defined in (20) is zeromean (see (24) ). Our aim is to compute the estimation error variance as
where σ 2 εα is the dynamic error variance, due to the variation of the process α, and σ 2 εN is the static error variance, due to the additive thermal noise. According to (24) and
.N (z). Then, the two components of variance σ 2 ε can be easily expressed in the frequency- 
with 
The couple ( f n , ζ ) has to be properly chosen for a good trade-off between the gain in tracking ability and the reduction in loop noise, for a given SNR and f d T scenario. 
where B L is the (double-sided normalized) noise equivalent bandwidth of the system:
An exact analytical expression of B L is derived for the exact second-order loop ( (26) or (27)) from the method presented by R. Winkelstein in [34] , resulting in
If f n .T ≪ 1, we can use the approximation (39) which coincides (see [33] , ch. III) with the noise equivalent bandwidth of the usual analog second-order PLL given in (32):
Dynamic error variance σ 2 εα . the dynamic error variance depends on the Doppler spectrum Γ α ( f ) and on |1 − L(e j2π f T )| 2 via the integral form (34) . According to (32) , the squared modulus of the error transfer function of the second-order loop is
On the other hand, the Doppler spectrum for the "Rayleigh-Jakes" model (4),
, has a bounded support. Therefore, good tracking will require that the natural frequency of the second-order loop f n be greater than f d .
Then, we can deduce that only the LF part of the function |1 − L(e j2π f T )| 2 is used in the integral (34), and we can use the LF approximation |1 − L(e j2π f T )|
This approximation is still accurate for f ≈ f n for the special case ζ ≈ 
For the "Rayleigh-Jakes" model, a variable change cos θ = ( f / f d ) permits us to evaluate (41) analytically as
Optimal natural frequency. the dynamic component σ 
The closed-form expression of the corresponding optimal MSE results in
It is noticeable that the asymptotic performance of the second-order CATL in (44) coincides, for ζ = 
Special case of the first-order CATL
In the special case where µ 2 = 0, the on-line estimation algorithm is reduced to a first-order low-pass filtering of the LS estimator (see (17) and (21)), such thatα (n|n) = (1 − µ 1 ).α (n−1|n−1) + µ 1 .α LS(n) . The transfer function (25) of the system just depends on a cut-off pulsation ω c (or cut-off frequency f c = ω c 2π ), and is reduced to 
It is noticeable that formula (47) of the first-order CATL coincides for L = 1 with the approximate expression of the asymptotic estimation variance of the AR1-Kalman in [19] -eq. (25), derived for the simplified case of single-carrier and single-path channels.
Simulations
In this section, the performance of the LS-CATL algorithm is evaluated, first con- 
Comparison with KFs using the same a priori knowledge and parametric model
We now compare the asymptotic performances to those obtained with two KFs directly derived from our OFDM parametric channel modeling-based estimation problem defined in section 2.3, and using the same a priori knowledge as the proposed LS-CATL. The first one is the AR1-Kalman, which uses an AR1 model to approximate the CA dynamic, and that can be found in [1] -section IV for our specific OFDM model (or in [8] 2 or [14] 3 after slight adaptations). But, we also consider as a reference the Or2-Kalman, a Kalman based on a second-order model to better approximate the trend 2 considering in [8] the Kalman-(forward-only)-initial estimation based on pilots. More precisely [8] is the Time-Domain channel estimator that estimates the discrete-time impulse response including both physical channel (CAs at known positions τ ) and receive filter.
3 adapted for a pilot-aided mode and one polynomial coefficient.
behaviour of the CAs, as in our second-order CATL. It is a kind of extension for multiple carriers and multipath channel of the steady-state version of the KF in [24] . Details about the design of these KFs are given in Appendix A, and table 4 gives the values of the parameters used, yielding around the minimum possible MSE. (47) and [19] ). agree with the previous MSE results, but with a lower difference between the curves due to the decision process. Hence, the performance with our 2nd-order LS-CATL algorithm is the same in terms of BER as with the Or2-Kalman, and is slightly better (for low SNR regions) than with the AR1-Kalman (and then the 1st-order LS-CATL).
The BER performances are close to those found with a ZF equalizer using perfect channel knowledge. the "conventional" LS(FD)-LPI [4] , the Kalman(FD)-LPI [7] 4 , and the Kalman-EIG [9] 5 . Note that the latter requires the availability of the power-delay profile to perform "eigenvalue interpolation" of the channel, unlike the two previous algorithms that performed a "bind" LPI interpolation. It is, first of all, highly noteworthy that a "first- These results per- 6 for the LPI interpolation, the number of pilots must actually fulfill N p ≥ 10 here if we impose to satisfy the sampling theorem (with then a sampling rate in frequency-domain L f such that [10] : 
BER comparison with other literature algorithms
N L f ≥ τmax Ts = 10 ).
Conclusion
A complex amplitude (CA) estimator of the channel paths over slow to moderate fading channels has been proposed and analyzed. It can be directly useful for either Data Aided or Data Directed single-carrier systems over flat fading channels. Applied to OFDM systems with a comb-type pilot sub-carrier arrangement, it belongs to the class of algorithms that perform the tracking of the CAs of a multipath channel from the information related to path delays. Therefore, it is assumed that an acquisition procedure has already been put into place to calculate path delays. The proposed algorithm is based on a 2nd-order recursive loop, that integrates an error signal created from the pilot-based LS estimates of the CAs. It allows the time-domain correlation of the channel to be exploited more simply than the Kalman-based methods, which require matrix inversion at each iteration. Simulation results show that the MSE performance of our 2nd-order algorithm is very close to that of a Kalman estimator based on a 2nd-order approximation of the actual channel. Moreover, our 2nd-order algorithm outperforms the more complex Kalman estimator when the latter is based only on a 1st-order Auto-Regressive model. This emphasizes the advantage of 2nd-order versus 1st-order methods in the case of slow to moderate fading variation ( f d T ≤ 10 −2 ).
We have given closed-form expressions of the optimal natural frequency of the loop, and the corresponding minimum MSE (assuming Rayleigh-Jakes channel). We have demonstrated that the MSE of our 2nd-order algorithm decreases proportionally to the 
Appendix A. AR1-Kalman (review) and Or2-Kalman filters
We present two KFs as obvious benchmarks for our specific (parametric channel modeling-based) estimation problem defined in section 2.3. Since exact linear state evolution equation for the Jakes' process is not available, the flat fading CA dynamic has to be approximated in the perspective to use KF (without guarantee of optimality).
Let us first introduce the general dynamic model, which will be next declined into AR1 and Or2 models, to approximate the variation of one Jakes'process α l(n) byα l(n) : 
