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Abstract—This paper presents suﬃcient condition
for exponential stability with a given convergence rate
and asymptotically stability of linear parameter de-
pendent (LPD) delay system and gives suﬃcient con-
dition for stabilizability of LPD delay control system.
We use appropriate Lyapunov functions and derive
stability condition in term of linear matrix inequality
(LMI).
Keywords: exponential stability, asymptotically stabil-
ity, linear parameter dependent (LPD) delay system,
stabilizability
1 Introduction
The stability problem of linear parameter dependent
(LPD) system has been investigated in many works [1]-
[2] and [4]-[8]. There are diﬀerent conditions given to
deal with the stability problem for LPD system [1]-[2]
and [6]-[7]. Now, this problem is an increasing interest
because it can apply to many engineering systems. The
LPD system is deﬁned from uncertain linear time varying
system[3]. When the system matrices of uncertain system
are formulated by a polytope of matrices. The Lyapunov
function method is a important tool for studying LPD
system stability.
In this paper, we will employ Lyaponov function for es-
tablishing exponential stability condition with a given
convergence rate and asymptotically stable of linear pa-
rameter dependent (LPD) delay system. Our condition
will been expressed in terms of linear matrix inequality
(LMI). Then we will extend LPD delay system to LPD
delay control system for to ﬁnd stabilizability condition
also numerical example. We let some important nota-
tions
R+¡ the set of all non-negative real number;
Rn¡ the n-dimensional space;
hx;yi or x>y¡ the scalar product of two vector x, and y
;
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kxk¡ the Euclidean vector norm of x;
Mn£m¡ the space of all (n £ m) matrices;
A>¡ the transpose of the matrix A;
A is symmetric if A = A>;
C([¡h;0];Rn)¡ the Banach space of all piecewise contin-
uous vector function mapping [-h,0] into Rn;
¸(A)¡ the set of all eigienvalues of A;
¸max(A)¡ max fRe¸ : ¸ 2 ¸(A)g,
¸min(A)¡ min fRe¸ : ¸ 2 ¸(A)g;
I¡ the identity matrix.
We consider the linear parameter dependent delay sys-
tems
½
˙ x(t) = A(®)x(t) + B(®)x(t ¡ h); 8t ¸ 0;
x(t) = Á(t); 8t 2 [¡h;0] (1)
where x(t) 2 Rn is the state, , h 2 R+ is the delay, and
Á(t) is a continuous vector-valued initial function. A(®)
and B(®) are matrices belonging to the polytope Ω1 using
for theorem 2.1
Ω1 := [A(®);B(®)] = f[
N X
i=1
®iAi;
N X
i=1
®iBi];
N X
i=1
®i = 1;®i ¸ 0;i = 1;:::;Ng:
A(®) and B(®) are uncertain time varying matrices be-
longing to the polytope Ω2 using for theorem 2.2
Ω2 := [A(®);B(®)] = f[
N X
i=1
®i(t)Ai;
N X
i=1
®i(t)Bi];
N X
i=1
®i(t) = 1;®i(t) ¸ 0;i = 1;:::;Ng:
We also assume the following bounds of the parameter
values:
9¯i > 0 : k ˙ ®i(t)k · ¯i; 8t > 0:
Deﬁnition 1.1 The system (1) is said to be ¯¡ stable,
if there is a function »(:) : R+ ! R+ such that for each
Á(t) 2 C([¡h;0];Rn), the solution x(t;Á) of the system
satisﬁes
kx(t;Á)k · »(kÁk)e¡¯t; 8t 2 R+:
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positive deﬁnite matrix. Then for every Q 2 Rn£n :
2hQy;xi ¡ hSy;yi · hQS¡1Q>x;xi; 8x;y 2 Rn:
Deﬁnition 1.3 The equilibrium point xeq 2 Rn of (1)
is asymptotically stable if it is Lyapunov stable and for
every solution that exists on [0;1) such that x(t) ! xeq
as t ! 1.
2 STABILITY CONDITION
From the system (1), we can change the form of the state
variable
y(t) = e¯tx(t); t 2 R+;
then the system (1) is transformed to the following delay
system
˙ y(t) = A¯(®)y(t) + B¯(®)y(t ¡ h); t 2 R+; (2)
where
A¯(®) = A(®) + ¯I;B¯(®) = e¯hB(®);P² = P + ²I:
Theorem 2.1 The system (1) is ¯¡ stable if there exists
P and Q be positive deﬁnite matrices and h;¯;² > 0 such
that the following condition holds.
1: A>
i P² + 2¯P² + P²Ai + Q + e2¯hP²BiQ¡1B>
i P²
· ¡I; i = 1;:::;N:
2: A>
i P² + 4¯P² + P²Ai + 2Q + A>
j P² + P²Aj
+e2¯hP²BiQ¡1B>
j P² + e2¯hP²BjQ¡1B>
i P²
·
2I
N ¡ 1
; i = 1;:::;N ¡ 1;j = i + 1;:::;N:
Proof. We deﬁne the following Lyapunov function for
system (2) :
V (t;y(t)) = y>(t)Py(t) + ²ky(t)k2 +
Z t
t¡h
y>(s)Qy(s)ds:
The derivative of V along the trajectories of system (2)
is given by
˙ V = 2y>(t)A>
¯ (®)P²y(t) + 2y>(t ¡ h)B>
¯ (®)P²y(t)
+y>(t)Qy(t) ¡ y>(t ¡ h)Qy(t ¡ h):
Using lemma 1.2, we have
2y>(t ¡ h)B>
¯ (®)P²y(t) ¡ y>(t ¡ h)Qy(t ¡ h)
· y>(t)P²B¯(®)Q¡1B>
¯ (®)P²y(t):
Thus, we obtain that
˙ V · y>(t)[A>
¯ (®)P² + P²A¯(®)
+P²B¯(®)Q¡1B>
¯ (®)P² + Q]y(t)
= y>(t)[fA>(®) + ¯IgP² + P²fA(®) + ¯Ig
+P²fe¯hB(®)gQ¡1fe¯hB>(®)gP² + Q]y(t)
= y>(t)[f
N X
i=1
®iA>
i + ¯IgP² + P²f
N X
i=1
®iAi + ¯Ig
+P²fe¯h
N X
i=1
®iBigQ¡1fe¯h
N X
i=1
®iB>
i gP² + Q]y(t):
Then, we get that
˙ V · y>(t)[
N X
i=1
®i[
N X
i=1
®i[A>
i P² + 2¯P² + P²Ai + Q]]
+f
N X
i=1
®ie¯hP²BiQ¡1gf
N X
i=1
®ie¯hB>
i P²g]y(t)
= y>(t)[
N X
i=1
®2
i[A>
i P² + 2¯P² + P²Ai + Q
+e2¯hP²BiQ¡1B>
i P²] +
N¡1 X
i=1
N X
j=i+1
®i®j[A>
i P² + 4¯P²
+P²Ai + 2Q + A>
j P² + P²Aj] +
N¡1 X
i=1
N X
j=i+1
®i®j[e2¯hP²
£BiQ¡1B>
j P² + e2¯hP²BjQ¡1B>
i P²]]y(t):
Since
PN
i=1 ®i = 1 and
N X
i=1
®iAi
N X
i=1
®iBi =
N X
i=1
®2AiBi+
N¡1 X
i=1
N X
j=i+1
®i®i[AiBj+AjBi]:
By the condition 1., 2. and since
(N¡1)
N X
i=1
®2
i¡2
N¡1 X
i=1
N X
j=i+1
®i®j =
N¡1 X
i=1
N X
j=i+1
[®i¡®j]2 ¸ 0:
Therefore, we have
˙ V (t;y(t)) · 0; 8t 2 R+:
Integrating both sides of (4) from 0 to t, we ﬁnd
V (t;y(t)) ¡ V (0;y(0)) · 0; 8t 2 R+;
and hence
y>(t)Py(t) + ²ky(t)k2 +
Z t
t¡h
y>(s)Qy(s)ds
· y>(0)Py(0) + ²ky(0)k2 +
Z 0
0¡h
y>(s)Qy(s)ds
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y>Py ¸ 0;
Z t
t¡h
y>(s)Qy(t)ds ¸ 0
and since
Z 0
¡h
y>(s)Qy(s)ds
· ¸max(Q)kÁk
Z 0
¡h
e¯sds =
¸max(Q)
¯
(1 ¡ e¡¯h)kÁk;
we have
²ky(t)k2 · ¸max(P)ky(0)k2 + ²ky(0)k2
+
¸max(Q)
¯
(1 ¡ e¡¯h)kÁk:
Therefore, the solution y(t;Á) of the system (2) is
bounded. Returning to the solution x(t;Á) of system (1)
and noting that
ky(0)k = kx(0)k = Á(0) · kÁk;
we have
kx(t;Á)k · »(kÁk)e¡¯t; 8t 2 R+;
where
»(kÁk) := f²¡1¸max(P)kÁk2 + kÁk2
+
¸max(Q)
¯²
(1 ¡ e¡¯h)kÁkg
1
2:
This means that the system (1) is ¯¡ stable. The proof
of the theorem is complete. ¤
Consider the system (1). Let Pj;Qj;j = 1;2;:::;N be
symmetric matrices and S be positive deﬁnite
Mi(Pj;Qj) =
·PN
k=1 ¯kPk + A>
i Pj + PjAi + Qj PjBi
B>
i Pj ¡Qj
¸
;
Ni;j(R;h) =
·
hA>
i RAj ¡ R
h hA>
i RBj + R
h
hB>
i RAj + R
h hB>
i RBj ¡ R
h
¸
;S 2 R2n£2n:
Theorem 2.2 The system (1) is asymptotically stable if
there exist Pj;Qj;j = 1;2;:::;N, let R be symmetric pos-
itive deﬁnite matrices and S be symmetric semi-positive
deﬁnite matrix and h 2 R+ which satisfy the following
matrix inequality holds.
1: Mi(Pi;Qi) + Ni;i(R;h) < ¡S; i = 1;:::;N:
2: Mj(Pi;Qi) + Mi(Pi;Qi) + Nj;i(R;h) + Ni;j(R;h)
<
2S
N ¡ 1
;i = 1;:::;N ¡ 1;j = i + 1;:::;N:
Proof. We deﬁne the following Lyapunov-Krasovskii
function for system (1) :
V (x(t)) = V1 + V2 + V3
where V1 := x>(t)P(®)x(t), V2 :=
R t
t¡h x>(µ)Q(®)x(µ)dµ
and V3 :=
R t
t¡h
R t
s ˙ x>(µ)R˙ x(µ)dµds with P(®) =
PN
i=1 ®i(t)Pi;Q(®) =
PN
i=1 ®i(t)Qi. The derivative of
V along the trajectories of system (1) is given by ˙ V =
˙ V1 + ˙ V2 + ˙ V3. Therefore,
˙ V1 = x>(t) ˙ P(®)x(t) + 2˙ x>(t)P(®)x(t)
= x>(t) ˙ P(®)x(t) + 2x>(t)A>(®)P(®)x(t)
+2x>(t ¡ h)B>(®)P(®)x(t)
˙ V2 = x>(t)Q(®)x(t) ¡ x>(t ¡ h)Q(®)x(t ¡ h) and
˙ V3 = h˙ x>(t)R˙ x(t) ¡
R t
t¡h ˙ x>(µ)R˙ x(µ)dµ Thus, using the
jensen’s inequality the last term can be bounded as fol-
lows:
¡
Z t
t¡h
˙ x>(µ)R˙ x(µ)dµ < ¡[x(t) ¡ x(t ¡ h)]>R
h
[x(t) ¡ x(t ¡ h)]
We obtain that
˙ V < x>(t) ˙ P(®)x(t) + 2x>(t)A>(®)P(®)x(t)
+2x>(t ¡ h)B>(®)P(®)x(t) + x>(t)Q(®)x(t)
¡x>(t ¡ h)Q(®)x(t ¡ h) + x>(t)A>(®)hRA(®)x(t)
+2x>(t ¡ h)B>(®)hRA(®)x(t) + x>(t ¡ h)B>(®)hR
£B(®)x(t ¡ h) ¡ x>(t)
R
h
x(t) + 2x>(t)
R
h
x>(t ¡ h)
¡x>(t ¡ h)
R
h
x(t ¡ h):
We obtain that
˙ V <
N X
i=1
®i(t)[x>(t)
N X
k=1
¯kPkx(t) + 2x>(t)
N X
j=1
®j(t)A>
j Pix(t)
+2x>(t ¡ h)
N X
j=1
®j(t)B>
j Pix(t) + x>(t)Qix(t)
¡x>(t ¡ h)Qix(t ¡ h) + x>(t)
N X
j=1
®j(t)A>
j hRAix(t)
+2x>(t ¡ h)
N X
j=1
®j(t)B>
j hRAix(t)
+x>(t ¡ h)
N X
j=1
®j(t)B>
j hRBix(t ¡ h) ¡ x>(t)
R
h
x(t)
+2x>(t ¡ h)
R
h
x(t) ¡ x>(t ¡ h)
R
h
x(t ¡ h)]
since
PN
i=1 ˙ ®i(t)Pi ·
PN
i=1 ¯iPi: We can rewrite as
˙ V <
N X
i=1
®i(t)[
N X
j=1
®j(t)fx>(t)
N X
k=1
¯kPkx(t) + 2x>(t)A>
j Pix(t)
+x>(t)A>
j hRAix(t) + x>(t)Qix(t)
+2x>(t ¡ h)B>
j hRAix(t) + 2x>(t ¡ h)B>
j Pix(t)
¡x>(t ¡ h)Qix(t ¡ h) + x>(t ¡ h)B>
j hRBix(t ¡ h)
¡x>(t)
R
h
x(t) + 2x>(t ¡ h)
R
h
x(t) ¡ x>(t ¡ h)
R
h
x(t ¡ h)g]:
Proceedings of the International MultiConference of Engineers and Computer Scientists 2008 Vol II
IMECS 2008, 19-21 March, 2008, Hong Kong
ISBN: 978-988-17012-1-3 IMECS 2008Since
PN
i=1 ®i(t) = 1 and
1 = (
N X
i=1
®i(t))2 =
N X
i=1
®2
i(t) + 2
N¡1 X
i=1
N X
j=i+1
®i(t)®j(t):
Let us set
˙ V <
N X
i=1
®2
i(t)
h
x>(t)
N X
k=1
¯kPkx(t) + 2x>(t)A>
i Pix(t)
+x>(t)Qix(t) ¡ x>(t ¡ h)Qix(t ¡ h)
+2x>(t ¡ h)B>
i Pix(t) + x>(t)A>
i hRAix(t)
+2x>(t ¡ h)B>
i hRAix(t) ¡ x>(t)
R
h
x(t)
+2x>(t ¡ h)
R
h
x(t) + x>(t ¡ h)B>
i hRBix(t ¡ h)
¡x>(t ¡ h)
R
h
x(t ¡ h)
i
+
N¡1 X
i=1
N X
j=i+1
®i(t)®j(t)
h
x>(t)
N X
k=1
¯kPkx(t)
+2x>(t)A>
j Pix(t) + 2x>(t ¡ h)B>
j Pix(t)
+x>(t)Qix(t) ¡ x>(t ¡ h)Qix(t ¡ h)
+x>(t)A>
j hRAix(t) + 2x>(t ¡ h)B>
j hRAix(t)
+x>(t ¡ h)B>
j hRBix(t ¡ h) ¡ x>(t)
R
h
x(t)
+2x>(t ¡ h)
R
h
x(t) ¡ x>(t ¡ h)
R
h
x(t ¡ h)
+x>(t)
N X
k=1
¯kPkx(t) + 2x>(t)A>
i Pjx(t)
+2x>(t ¡ h)B>
i Pjx(t) + x>(t)Qjx(t)
+x>(t)A>
i hRAjx(t) + 2x>(t ¡ h)B>
i hRAjx(t)
+x>(t ¡ h)B>
i hRBjx(t ¡ h) ¡ x>(t)
R
h
x(t)
+2x>(t ¡ h)
R
h
x(t) ¡ x>(t ¡ h)Qjx(t ¡ h)
¡x>(t ¡ h)
R
h
x(t ¡ h)
i
:
Therefore, we have
˙ V <
·
x(t)
x(t ¡ h)
¸>
f
N X
i=1
®2
i(t)[Mi(Pi;Qi) + Ni;i(R)]
+
N¡1 X
i=1
N X
j=i+1
®i(t)®j(t)[Mj(Pi;Qi)
+Mi(Pi;Qi) + Nj;i(R;h) + Ni;j(R;h)]g
·
x(t)
x(t ¡ h)
¸
:
We use the following condition as
˙ V <
·
x(t)
x(t ¡ h)
¸>
[(¡
N X
i=1
®2
i(t)S)
+
2
N ¡ 1
N¡1 X
i=1
N X
j=i+1
®i(t)®j(t)S]
·
x(t)
x(t ¡ h)
¸
;
we have
(N ¡ 1)
N X
i=1
®2
i(t) ¡ 2
N¡1 X
i=1
N X
j=i+1
®i(t)®j(t)
=
N¡1 X
i=1
N X
j=i+1
[®i(t) ¡ ®j(t)]2 ¸ 0:
Thus, ˙ V < 0. Therefore, this means that the system
(1) is asymptotically stable. The proof of the theorem is
complete. ¤
Example 2.1 Consider the following linear parameter
dependent delay system :
˙ x(t) = A(®)x(t) + B(®)x(t ¡
1
2
); t 2 R+; (3)
with any initial function Á(t) 2 C([¡1
2;0];R+) where
A(®) = ®1
·
¡5 1
1 ¡3
¸
+ ®2
·
¡4 1
¡2 ¡3
¸
;
B(®) = ®1
·
¡0:5 0
1 0
¸
+ ®2
·
¡0:05 0
1 0
¸
:
We have h = 1
2;N = 2. Taking ² = ¯ = 1 , we can ﬁnd
Q =
·
16 ¡4
¡4 9
¸
and P =
·
4 ¡1
¡1 3
¸
satisfy all conditions
of Theorem 2.1. Therefore, the system (3) is 1- stable.¤
Example 2.2 Consider the following linear parameter
dependent delay system :
˙ x(t) = A(®)x(t) + B(®)x(t ¡ 1); t 2 R+; (4)
where
A(®) = ®1(t)
·
¡9 1
1 ¡6
¸
+ ®2(t)
·
¡9 1
1 ¡5
¸
;
B(®) = ®1(t)
·
¡2 1
1 ¡1
¸
+ ®2(t)
·
¡2 1
1 ¡2
¸
:
We have h = 1;N = 2. Taking j ˙ ®i(t)j · 1
2;i = 1;2
(such as ®1 = e¡ t
2 and ®2 = 1 ¡ e¡ t
2), Q1 =
·
30 ¡1
¡1 25
¸
,
Q2 =
·
30 ¡1
¡1 26
¸
and R =
·
2 ¡1
¡1 2
¸
then
P1 = P2 =
·
100 ¡1
¡1 80
¸
; S =
2
6 6
4
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
3
7 7
5
satisfy all conditions of Theorem 2.2. Therefore, the sys-
tem (4) is asymptotically stable. ¤
3 STABILIZABILITY CONDITION
Consider the following LPD delay control system
˙ x(t) = A(®)x(t) + B(®)x(t ¡ h) + C(®)u(t); 8t ¸ 0 (5)
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matrices belonging to the polytope Ω
Ω :=
£
A(®);B(®);C(®)
¤
= f
£
N X
i=1
®i(t)Ai;
N X
i=1
®i(t)Bi;
N X
i=1
®i(t)Ci
¤
;
N X
i=1
®i(t) = 1; ®i(t) ¸ 0; i = 1;:::;Ng:
The u(t) 2 Rm is the control of the system.
Deﬁnition 3.1 The LPD delay control system (5) is said
to be ¯¡ stabilizable if there exists control u(t) = Kx(t),
where K 2 R such that the closed loop system
˙ x(t) = [A(®) + KC(®)]x(t) + B(®)x(t ¡ h)
is ¯¡ stable. The control u(t) = Kx(t) is the feedback
stabilizing control of the system.
Deﬁnition 3.2 The LPD delay control system (5) is said
to be stabilizable if there exists control u(t) = Kx(t),
where K is nonnegative real number such that the closed
loop system
˙ x(t) = [A(®) + KC(®)]x(t) + B(®)x(t ¡ h)
is asymptotically stable. The control u(t) = Kx(t) is the
feedback stabilizing control of the system.
Theorem 3.1 The system (5) is ¯¡ stabilizable if there
exists P and Q be positive deﬁnite matrices and ¯;²;K >
0 such that the following condition holds.
1: A>
i P² + 2¯P² + P²Ai + Q + KC>
i P² + KP²Ci
+e2¯hP²BiQ¡1B>
i P² · ¡I; i = 1;:::;N:
2: A>
i P² + 4¯P² + P²Ai + 2Q + A>
j P² + P²Aj
+KC>
i P² + KP²Cj + KC>
i P² + KP²Cj
+e2¯hP²BiQ¡1B>
j P² + e2¯hP²BjQ¡1B>
i P²
·
2I
N ¡ 1
; i = 1;:::;N ¡ 1;j = i + 1;:::;N:
The feedback control is given by
u(t) = Kx(t):
Consider the system (5). Let Pj;Qj;j = 1;2;:::;N
be symmetric matrices and S be positive deﬁnite
S 2 R2n£2n
Mi(Pj;Qj) =
·
mij PjBi
B>
i Pj ¡Qj
¸
;
mij :=
PN
k=1 ¯kPk+A>
i Pj+PjAi+Qj+KC>
i Pj+KPjCi;
Ni;j(R;h) =
·
1ij hA>
i RBj + hKC>
i RBj + R
h
2ij hB>
i RBj ¡ R
h
¸
;
1ij := hA>
i RAj+hKC>
i RAj+hKA>
i RCj+hKC>
i RCj¡
R
h
2ij := hB>
i RAj + hKB>
i RCj + R
h
Theorem 3.2 The system (5) is stabilizable if there
exist Pj;Qj;j = 1;2;:::;N, let R be symmetric positive
deﬁnite matrices and S be symmetric semi-positive def-
inite matrix and h;K 2 R+ which satisfy the following
matrix inequality holds.
1: Mi(Pi;Qi) + Ni;i(R;h) < ¡S; i = 1;:::;N:
2: Mj(Pi;Qi) + Mi(Pi;Qi) + Nj;i(R;h);
+Ni;j(R;h) <
2S
N ¡ 1
; i = 1;:::;N ¡ 1;j = i + 1;:::;N:
The feedback control is given by
u(t) = Kx(t):
4 CONCLUSIONS
In this paper, we study linear parameter dependent
(LPD) delay system and LPD control delay system. We
gave suﬃcient condition for exponential stability with a
given convergence rate and asymptotically stability of lin-
ear parameter dependent (LPD) delay system and also
suﬃcient condition for stabilizability of LPD delay con-
trol system. We use appropriate Lyapunov functions and
derive stability condition in term of linear matrix inequal-
ity (LMI).
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