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Abstract
The identities of the form
∑
I cI (xi1 , . . . , xin )(xin+1 , . . . , xi2n ) = 0, where  is an antisym-
metric bracket operation, are classiﬁed in the language of irreducibleS2n modules. This classiﬁcation
implies that the notions of strong n-Lie–Poisson and n-Lie–Poisson algebras coincide if and only if n
is odd. This is the answer to a problem of Dzhumadil’daev.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let A be a vector space over a ﬁeld K and  be an n-linear map from A to A (named
bracket) satisfying the so-called Fundamental Identity
(a1, . . . , an−1,(b1, . . . , bn))
=
n∑
i=1
(b1, . . . , bi−1,(a1, . . . , an−1, bi), bi+1, . . . , bn). (1)
Objects (A,) which satisfy (1) were introduced by Filippov [4] and are called Filippov
or n-Lie algebras if is skew-symmetric. The canonical examples of Filippov algebras are
as follows:
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Example 1 (Filippov [4]). LetV be an (n+1)-dimensional oriented Euclidian spaceRn+1.
Then the vector product
(v1, . . . , vn) := v1 × · · · × vn
is well deﬁned in V and turns it into a Filippov algebra.
Example 2 (Filippov [4]). LetA be an associative commutative algebra andD1, . . . , Dn ∈
Der(A) be commuting derivations of A. Deﬁne Jacobian map JacSn :
∧n
A→ A,
JacSn(a1, . . . , an) := det(Di(aj ))i,j=1,...,n.
In terms of the wedge product, we can write JacSn = D1 ∧ · · · ∧ Dn. Then (A, JacSn) is a
Filippov algebra.
Example 3 (Dzumadil’daev [3], Marmo et al. [7]). LetA andD1, . . . , Dn be as above and
JacWn+1 := id ∧D1 ∧D2 ∧ · · · ∧Dn, where id is the identity map on A, i.e.
JacWn+1(a1, . . . , an+1)=
n+1∑
i=1
(−1)i+1ai JacSn(a1, . . . , ai−1, ai+1, . . . , an+1).
Then (A, JacWn+1) is an (n+ 1)-Lie algebra.
The n-algebra from Example 2 also satisﬁes the following Leibniz rule:
(a1 · a2, b2, . . . , bn)= a1 · (a2, b2, . . . , bn)+ a2 · (a1, b2, . . . , bn), (2)
and the (n + 1)-algebra from Example 3, in case A is unital, the following generalization
of Leibniz rule:
(a1 · a2, b2, . . . , bn)= a1 · (a2, b2, . . . , bn)+ a2 · (a1, b2, . . . , bn)
− a1a2(1, b2, . . . , bn), (3)
where · is for the multiplication in A. This justiﬁes the use of superscripts “S” for strong
and “W” for weak in Examples 2 and 3, because condition (2) is stronger than (3). Objects
(A,, ·) which satisfy (1) and (2) with a skew-symmetric map  are called n-Lie–Poisson
algebras or Nambu–Poisson algebras and those which satisﬁes (1) and (3) are called
n-Lie–Jacobi or Nambu–Jacobi algebras [6–8].
Let
J (a1, . . . , an−1; b1, . . . , bn)
:= (a1, . . . , an−1,(b1, . . . , bn))
−
∑n
i=1(b1, . . . , bi−1,(a1, . . . , an−1, bi), bi+1, . . . , bn)
so that J = 0 is equivalent to the Fundamental Identity. Let
R(a1, a2, b1, . . . , bn−2; c1, . . . , cn) := J (a1 · a2, b1, . . . , bn−2; c1, . . . , cn)
− a1 · J (a2, b1, . . . , bn−2; c1, . . . , cn)
− a2 · J (a1, b1, . . . , bn−2; c1, . . . , cn).
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Hence the identity R= 0 holds in any n-Lie–Poisson algebra. Short calculations show (see
[2]) that
R(a1, a2, b1, . . . , bn−2; c1, . . . , cn)
=
n∑
i=1
(−1)i+1[(a1, b1, . . . , bn−2; ci)(a2, c1, . . . , ci−1, ci+1, . . . , cn)
+(a2, b1, . . . , bn−2, ci)(a1, c1, . . . , ci−1, ci+1, . . . , cn)].
Remark. By an identity, we always mean a condition of the form P = 0, where P is
a polynomial. For example, J and R are polynomials in algebras of the form (A,) and
(A,, ·), respectively. Sometimeswewill writeP for a polynomialPwhere is a bracket
operation.
Let (A,) be any n-Lie algebra and let SymA=⊕∞k=1Symk A be the symmetric tensor
product algebra. Let  stand for the multiplication in SymA. Extend the bracket  from A
to SymA using the Leibniz rule
(a1  a2, b2, . . . , bn) := a1  (a2, b2, . . . , bn)+ a2  (a1, b2, . . . , bn). (4)
The question is whether the extended bracket satisﬁes (1), i.e. whether SymA is still an
n-Lie algebra? As it was noticed in [2], the necessary and sufﬁcient condition is
R(a1, a2, b1, . . . , bn−2; c1, . . . , cn)= 0
for a1, a2, b1, . . . , bn−2, c1, . . . , cn ∈ A. In this case (SymA,) is an n-Lie–Poisson alge-
bra. Algebras from Examples 2 and 3 satisfy also F = 0, where
F = F(a1, . . . , an−1; b1, . . . , bn+1)
:=
n+1∑
i=1
(−1)i+1(a1, . . . , an−1, bi)(b1, . . . , bi−1, bi+1, . . . , bn+1). (5)
It is easy to see that
−R(a1, a2, b1, . . . , bn−2; c1, . . . , cn)= F(a1, b1, . . . , bn−2; a2, c1, . . . , cn)
+ F(a2, b1, . . . , bn−2; a1, c1, . . . , cn)
so the identity R= 0 follows from the identity F = 0. Those n-Lie–Poisson algebras which
satisfy F = 0 are named strong n-Lie–Poisson algebras. The problem stated in [3] is
Problem Q. Does the identity F = 0 follow from R = 0 and the Leibniz rule (2)?
In other words, do the notions of n-Lie–Poisson and strong n-Lie–Poisson algebras
coincide? Dzhumadildaev [3] has shown that for n = 2 the answer is negative and for
n= 3—positive (under the assumption charK = 0). In this paper, we prove that in general
the answer is positive if and only if n is odd. From now on we assume that all considered
algebras are over the ground ﬁeld K of characteristic zero.
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2. Problem Q in the language of Sd modules
Consider the set of identities in algebras (A,, ·), where  is skew-symmetric, and of
the form∑
I
cI (xi0 , . . . , xin−1)(xin , . . . , xi2n−1)= 0, (6)
where the summation is taken over all shufﬂes I ⊂ {0, . . . , 2n− 1}, I = {i0< . . .< in−1},
{i0, . . . , i2n−1} = {1, . . . , 2n− 1}, in < · · ·< i2n−1, cI ∈ K . We will write for short
(i0, . . . , in−1|in, . . . , i2n−1)
for amonomial(xi0 , . . . , xin−1)(xin , . . . , xi2n−1).Wewill describe a ﬁnite set of, what we
call, minimal identities of the form (6) having the property that every identity of the form
(6) is equivalent to the conjunction of some ones from the distinguished set of minimal
identities. This reduces the study of identities of the form (6) to a ﬁnite set of minimal
identities. The approach is very similar to one stated in [1,9], where the identities of the
form ∑
I
cI ((xi1 , . . . , xin), xin+1 , . . . , xi2n−1)= 0 (7)
for skew-symmetric n-algebras (A,) are considered.
Remark. The statement “identity F1= 0 is equivalent to F2= 0” means that F1= 0 if and
only if F2 = 0 in any algebra in which both F1 and F2 make sense.
Remark. Above, we have been dealing with so-called homogenous polynomials (identi-
ties), i.e. polynomials that involve 2n variables, each of them occurring exactly once in each
monomial. There is, in fact, no restriction in characteristic zero: any identity associated with
a polynomial being sum of monomials of the form
(xi1 , . . . , xin)(xin+1 , . . . , xi2n)
(here we do not assume that #{i1, . . . , i2n} = 2n) is equivalent to the conjunction of homo-
geneous identities. We can linearize any variable that occurs at least twice in a monomial
in our identity. For example, the identity
(x1, x2, x3)(x1, x4, x5)= 0
is equivalent to the homogeneous identity
(x1, x2, x3)(x′1, x4, x5)+ (x′1, x2, x3)(x1, x4, x5)= 0.
Now, we are going to restate problem Q in the language of representation theory. Here
Sd stands for the full permutation group of a set with d elements. Consider the elements
(monomials in variables x0, . . . , x2n−1)
(x0, xi1 , . . . , xin−1)(xin , . . . , xi2n−1), (8)
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where 0< i1< · · ·< in−1, in < · · ·< i2n−1, {i1, . . . , i2n−1} = {1, . . . , 2n − 1}. These ele-
ments are linearly independent as monomials. Set P for the vector space spanned by
the elements of the form (8). Of course dimP = ( 2n−1n−1 ). Identities of the form (6) can
be seen as elements of P. Moreover, P has the structure of an S2n  S{0,...,2n−1}
module, where the action of  ∈ S2n is given by
. (i0, . . . , in−1|in, . . . , i2n−1) := ((i0), . . . ,(in−1)|(in), . . . ,(i2n−1)),
i.e.  permutes the variables x0, . . . , x2n−1. For example, if n= 3, = (0, 3)(1, 4, 5), and
T = (0, 2, 4|1, 3, 5)+ (0, 1, 3|2, 4, 5),
then
.T =−(0, 1, 4|2, 3, 5)+ (0, 3, 4|1, 2, 5).
Note that if an identity T = 0 of the form (6) is satisﬁed in an algebra (A,, ·), then also
.T = 0 in A for any  ∈ S2n. Hence the set of identities (more precisely, polynomials) in
P that follow from an identity T ∈ P is an S2n submodule. For a minimal identity in
P we mean an element in P which generates a simple S2n module.
Now we restate problem Q:
Problem Q′. LetMF andMR be theS2n submodules ofP generated by the polynomials
F and R, respectively. IsMF =MR?
We already know that MR ⊆ MF as the identity R = 0 follows from F = 0. Let [2i1j ]
denote the irreducible S2i+j module associated with the Young partition (2, 2, . . . , 2︸ ︷︷ ︸
i
,
1, 1, . . . , 1︸ ︷︷ ︸
j
) (see [5]). The main result of the paper is the following:
Theorem 1. The S2n module P is isomorphic to
[2n] ⊕ [2n−214] ⊕ [2n−418] ⊕ · · · =
[n/2]⊕
i=0
[2n−2i14i].
Moreover,
MF 
[n/2]⊕
i=1
[2n−2i14i], MR 
{
MF if 2 n,⊕n/2−1
i=1 [2n−2i14i] if 2 | n.
3. Proofs
Consider the identities of the form (7) in an algebra (A,), where  is skew-symmetric
and {i1, . . . , i2n−1}={1, . . . , 2n−1}. Similarly, identities of the above type form anS2n−1
module, denoted by P(), where S2n−1 acts by permuting variables. The structure of
P() and generators of its irreducible modules is given by (see [9, Theorem 1]):
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→
Fig. 1.
Theorem 2. The S2n−1 module P() is isomorphic to
n⊕
i=1
[2n−i12i−1].
The module [2n−i12i−1] is generated by the identity (more precisely— its linearization)∑
∈S2i−1
sgn()Y (Y (x(1), . . . , x(i)), x(i+1), . . . , x(2i−1))= 0,
where Y =(·, . . . , ·, y1, . . . , yn−i ) and y1, . . . , yn−i , x1, . . . , x2i−1 are the variables in
this non-linear identity.
Note that dimP = dimP(). Moreover, it is easily seen that the restricted represen-
tation ResS2nS2n−1P is isomorphic to P(), where S2n−1 = S{1,...,2n−1} ⊂ S{0,...,2n−1}.
The isomorphism
 : ResS2nS2n−1P → P() (9)
is induced by the assignment
(0, i1, . . . , in−1|in, . . . , i2n−1) → ((xin , . . . , xi2n−1), xi1 , . . . , xin−1),
where {i1, . . . , i2n−1} = {1, . . . , 2n − 1}. As the transposition (0, 1) and S2n−1 generate
S2n, theS2n submodules ofP are exactlyS2n−1 submodules ofP() that are invariant
under the action of (0, 1).
Recall the “branching theorem” (see [5, p. 59]).
Theorem 3. Let V denote the irreducible representation ofSd associated with a partition
. Then
ResSd+1Sd V 
⊕

V,
where the sum is over all  obtained from  (Young diagram for ) by removing one box.
Example 4. Let V  [32] be the S5 module associated with the partition 5 = 3 + 2.
According to the “branching theorem”, we have ResS5S4  [22] ⊕ [31] (see Fig. 1).
Now we shall argue that only two decomposition of P into simple modules, namely
(10) and (11), are possible. Then, using Lemma 1 which establishes which of these decom-
positions is valid, we get the proof of the ﬁrst part of Theorem 1.
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Assume that a simple S2n module V has the property that ResS2nS2n−1V is a sum of some
modules of the form [2n−i12i−1]. From the “branching theorem” we get V  [2n−u12u]
for some u. Then
ResS2nS2n−1 V  [2n−u12u−1] ⊕ [2n−u−112u+1] if u = 0, n,
ResS2nS2n−1 [2n]  [2n−11],
ResS2nS2n−1 [12n]  [12n−1].
This puts strong constraints on the possible decomposition of P. In fact, assume
ﬁrst that [12n] occurs in the decomposition of P. Then [212n−2] cannot occur in this
decomposition, since otherwise [12n−1]would occur twice inP() asResS2nS2n−1 [212n−2] 
[12n−1] ⊕ [212n−3]. Hence [2212n−4] must occur in P, because it is the only remaining
simple module such that the restriction to S2n−1 gives [212n−3] as a summand. Continuing
this reasoning we get that
P  [12n] ⊕ [2212n−4] ⊕ [2412n−8] ⊕ · · · . (10)
Now assume that [12n] does not occur in the decomposition ofP. In this case, a similar
reasoning using the “branching theorem” yields
P  [212n−2] ⊕ [2312n−6] ⊕ [2512n−10] ⊕ · · · . (11)
In fact, our assumption implies that [212n−2] has to occur in P, so [2212n−4] cannot,
hence [2312n−6] has to, and so on. To determine which of the decompositions (10) and (11)
are true, it is enough to check whether [12n] occurs in P, i.e. whether [12n−1] ⊂ P()
is invariant under the transposition (0, 1).
Lemma 1. The S2n−1 module [12n−1] ⊂ P(), embedded in the S2n module P via
−1 (see (9)), is invariant under the action of S2n if and only if n is even.
Proof. Recall that [12n−1] ⊂ P() is generated by the polynomial
∑
∈S2n−1
sgn()((x(1), . . . , x(n)), x(n+1), . . . , x(2n−1)), (12)
which under S2n−1 isomorphism−1 : P() → ResS2nS2n−1P, transforms to
T :=
∑
∈S2n−1
sgn() (0,(1), . . . ,(n− 1)|(n), . . . ,(2n− 1)).
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We can write T = c1 T1 + (−1)n−1c2T2, where c1, c2 ∈ Z are some positive coefﬁcients
and
T1 :=
∑
∈S{2,...,2n−1}
sgn() (0, 1, (2), . . . , (n− 1)|(n), . . . , (2n− 1)),
T2 :=
∑
∈S{2,...,2n−1}
sgn() (0, (2), . . . , (n)|1, (n+ 1), . . . , (2n− 1)).
Moreover, it is easy to check if = (0, 1) then .T1 =−T1 and .T2 = (−1)n−1T2. Hence
.T =−T if n is even and .T =−T + 2c2 · T2 if n is odd.
Of course T2 /∈−1([12n−1]), since−1([12n−1]) is one-dimensional spanned by T. Hence
[12n−1] is invariant under the action of  if and only if n is even. 
Proof of Theorem 1 (continued). Now we are going to prove the second part of
Theorem 1, i.e. we will determine the structure of the modulesMF andMR .
Let a, b ∈ N,  : V a → V (respectively, 	 : V b → V ) be an a-linear (respectively, a
b-linear), skew-symmetric map, whereV is a vector space. Let [	] be an (a+b−1)-linear
skew-symmetric map deﬁned by
[	](x1, . . . , xa+b−1) := 1
(a − 1)!b!
∑
∈Sa+b−1
sgn() (	(x(1), . . . , x(b)),
x(b+1), . . . , x(a+b−1)).
Notice that the image(F ) can be written in the form
(F )=±[],
where =(·, ·, x1, . . . , xn−2) is bilinear. By Theorem 6 in [9],(F ) generates theS2n−1
module
⊕n
i=2[2n−i12i−1]. This module, by the ﬁrst part of Theorem 1 and the “branching
theorem” (note that−1([2n−11])= [2n], see Fig. 2 ), is invariant also under the action of
S2n. Hence we get the needed decomposition ofMF .
Now we can say that the identity F = 0 is equivalent to the system of the identities
T T u = 0 with u= 0, 1, . . . , n− 2, where
T T u :=
∑
∈S2(n−u)−1
sgn()(x0, y1, . . . , yu, x(1), . . . , x(n−u−1))
×(y1, . . . , yu, x(u), . . . , x(2(n−u)−1)).
Taking into account that the identity R is equivalent to the identity F ˜ with ˜ = x =
(·, . . . , ·, x), we get that the identity R = 0 is equivalent to the system of the identities
T T u, but now with u=1, . . . , n−2. Do {T T 1, . . . , T T n−2} and {T T 0, T T 1, . . . , T T n−2}
generate the same S2n module? The answer is yes for 2n since then T T 0 and T T 1 gen-
erate the same S2n module, namely [212n−2] (see Fig. 2). If n is even then T T 0 gener-
ates [12n] and the modules MF and MR differ by this summand. This ends the proof of
Theorem 1. 
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T T
n−1 T Tn−2 T Tn−3 T Tn−4 T Tn−5 T T0 T T1 T T0
[2n−11] [2n−213] [2n−315] [2n−417]
[2n−418]
[2n−519]
[2n−214][2
n] [1
2n]
[12n−1] [1
2n−1][212n−3]
[212n−2]
or
if 2 n if 2   n
Fig. 2.
4. Example
Wehave already shown that if n is even then the identityF=0 does not follow by linearity
from the identity R = 0, i.e. they generate different modules. This strongly suggests that
there exists an n-Lie–Poisson algebra which is not strong for a given n which is even. We
ﬁnish the paper with such an example.
Let V be a vector space spanned freely by the symbols: x0, x1, . . . , x2n−1 and 
i1,...,in
with 0 i1< · · ·< in2n − 1. Thus the dimension of V is 2n +
(
2n
n
)
. We also introduce
the notation 
i(1),...,i(n) := sgn()
i1,...,in for  ∈ Sn. We turn V into an n-Lie algebra by
deﬁning a bracket  :∧nV → V ,
(xi1 , . . . , xin) := 
i1,...,in
and imposing the condition((V , . . . , V ), V , . . . , V )=0. Next, consider the spaceW :=
V ⊕ Sym2V with the bracket ˜ extending from V by Leibniz rule (4). The associative map
 satisﬁesW W W = 0. This is not yet a Poisson n-algebra asW does not satisfy the
identity R = 0. With the obvious identiﬁcation

i1,...,in  
j1,...,jn ↔ (i1, . . . , in|j1, . . . , jn)
we haveP ⊂ Sym2V . Note that ˜(P,W, . . . ,W)=0, henceWR := V⊕Sym2 V/MR
has a well-deﬁned bracket, induced from W, which satisﬁes the Fundamental Identity (1)
and also the Leibniz rule. However, it does not satisfy the identity F = 0 if MR = MF ,
i.e. for even n, since simply the element F(x0, . . . , x2n−1) ∈ W does not lie inMR . Hence
(WR, ˜,) is our desired example.
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