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Abstract
The aim of this paper is to study some parameters of simple graphs related with the
degree of the vertices. So, our main tool is the n× n matrix A whose (i, j)-entry is
aij =
{
1√
δiδj
if vi ∼ vj;
0 otherwise,
where δi denotes the degree of the vertex vi. We study the Randic´ index and some
interesting particular cases of conditional excess, conditional Wiener index, and conditional
diameter. In particular, using the matrix A or its eigenvalues, we obtain tight bounds on
the studied parameters.
1 Introduction
In order to deduce properties of graphs from results and methods of algebra, firstly we need
to translate properties of graphs into algebraic properties. In this sense, a natural way is
to consider algebraic structures or algebraic objects as, for instance, groups or matrices. In
particular, the use of matrices allows us to use methods of linear algebra to derive properties
of graphs. There are various matrices that are naturally associated with graphs, such as the
adjacency matrix, the Laplacian matrix, and the incidence matrix [1, 3, 8]. One of the main aims
of algebraic graph theory is to determine how, or whether, properties of graphs are reflected
in the algebraic properties of such matrices [8]. The aim of this paper is to study the Randic´
index and some interesting particular cases of conditional excess, conditional Wiener index,
and conditional diameter. All these parameters are related with the degree of the vertices of
the graph. So, our main tool will be a suitable adjacency matrix that we call degree-adjacency
matrix.
The plan of the paper is the following: in Section 2 we emphasize some of the main properties
of the degree-adjacency matrix. The remaining sections are devoted to study the relationship
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between the degree-adjacency matrix (or its eigenvalues) and several parameters of graphs.
More precisely, in Section 3 we obtain bounds on the Randic´ index, in Section 4 we obtain
bounds on a particular case of conditional excess, Section 5 is devoted to bound the degree
diameter and, finally, in section 6 we obtain bounds on a particular case of conditional Wiener
index.
We begin by stating some notation. In this paper all graphs Γ = (V,E) will be finite,
undirected and simple. We will assume that |V | = n and |E| = m. The distance between
vertices u, v ∈ V (Γ) will be denoted by ∂(u, v). The degree of a vertex vi ∈ V (Γ) will be
denoted by δ(vi) (or by δi for short), the minimum degree of Γ will be denoted by δ and the
maximum by ∆.
2 Degree-adjacency matrix
We define the degree-adjacency matrix of a graph Γ of order n as the n × n matrix A whose
(i, j)-entry is
aij =
{
1√
δiδj
if vi ∼ vj ;
0 otherwise.
The matrix A can be regarded as the adjacency matrix of a weighted graph in which the
edge-weight R(vivj) of the edge vivj is equal to R(vivj) =
1√
δiδj
, thus justifying the terminology
used. The weight R(vivj) will be called the Randic´ weight of the edge vivj ∈ E. We will say
that a graph is weight-regular if each of its edges has the same Randic´ weight. Particular cases
of weight-regular graphs are the class of regular graphs and the class of semi-regular bipartite
graphs.
If we consider the vector ν = (
√
δ1,
√
δ2, ...,
√
δn), then we have Aν = ν. Thus, λ = 1 is
an eigenvalue of A and ν is an eigenvector associated to λ. Hence, as A is non-negative and
irreducible in the case of connected graphs, by the Perron-Frobenius theorem, λ = 1 is a simple
eigenvalue and λ = 1 ≥ |λj| for every eigenvalue λj of A. Therefore, we have
‖Ax‖ ≤ ‖x‖, ∀x ∈ Rn. (1)
Notice that the above inequality holds also in the case of non-connected graphs.
Hereafter the eigenvalues of A will be called degree-adjacency eigenvalues of Γ.
It is well-known that there are non-isomorphic graphs that have the same standard adja-
cency eigenvalues with the same multiplicities (the so called cospectral graphs). For instance,
two connected graphs, both having the characteristic polynomial P (x) = x6 − 7x4 − 4x3 +
7x2 + 4x − 1, are shown in Figure 1. Therefore, we can try to study cospectral graphs by
Figure 1: Two cospectral graphs but not cospectral with regard to A
using an alternative matrix, for instance, the degree-adjacency matrix A. If we consider the
matrix A, the eigenvalues of both graphs are different: the left hand side graph has degree-
adjacency eigenvalues 1, ±1
2
and −1
4
(
1±√2.6) (where the eigenvalue −1
2
has multiplicity 2),
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on the other hand, the right hand side graph has degree-adjacency eigenvalues 1, −1±
√
2
3
, ±
√
3
3
and −1
3
. Even so, the degree-adjacency eigenvalues do not determine the graph. That is, there
are non-isomorphic graphs (and non-cospectral) that are cospectral with regard to the degree-
adjacency matrix. For instance, the degree-adjacency eigenvalues of the cycle graph C4 and the
semi-regular bipartite graph K1,3 are the same: 1, 0, 0,−1. However, the standard eigenvalues
are 2, 0, 0,−2, in the case of C4, and
√
3, 0, 0,−√3 in the case of K1,3.
It is easy to see that there are some classes of graphs in which the standard eigenvalues,
ϑ1 ≥ ϑ2 ≥ · · · ≥ ϑn, and the degree-adjacency eigenvalues, λ1 ≥ λ2 ≥ · · · ≥ λn, are directly
related. For instance, in the case of weight-regular graphs, of weight w−1, the adjacency matrix,
A, and the degree-adjacency matrix are related by A(Γ) = 1
w
A(Γ). Thus, the eigenvalues of
both matrices are related by
λl =
ϑl
w
, l ∈ {1, ..., n}. (2)
As in the case of the adjacency matrix, there are some classes of graphs in which we can
deduce a formula to compute the characteristic polynomial, Ψ, of the degree-adjacency matrix.
For instance, from the degree-adjacency matrix of the path graph, Γ = Pn, we deduce that
Ψ(A(Pn), λ) = λΦn(λ) + 1
2
Φn−1(λ), n ≥ 3,
where
Φn(λ) = −λΦn−1(λ)− 1
4
Φn−2(λ), Φ2(λ) = −λ and Φ3(λ) = λ2 − 1
2
.
Hereafter, in the general case of an arbitrary graph, we will consider that the characteristic
polynomial, Ψ(A, λ) = det(λI−A), is of the form
Ψ(A, λ) = λn + c1λn−1 + c2λn−2 + · · ·+ cn−1λ+ cn.
We can compute the first coefficients of Ψ by using a well-known result of theory of matrices:
all the coefficients can be expressed in terms of the principal minors of A.
Proposition 1. Let Γ be a graph. The coefficients of the characteristic polynomial of A = A(Γ)
satisfy:
c1 = 0; (3)
−c2 = 1
2
n∑
l=1
λ2l =
∑
i∼j
1
δiδj
; (4)
c3 =
∑
〈i,j,k〉≃K3
−2
δiδjδk
, (5)
where 〈i, j, k〉 ≃ K3 runs over all subgraphs of Γ induced by {vi, vj, vk} and isomorphic to K3.
Proof. For each r = 1, 2, ..., n, the number (−1)rcr is the sum of those principal minors of A
which have order r. Thus, we derive the result as follows. Since A has diagonal entries all zero,
c1 = 0. A principal non-null minor of order 2 must be of the form∣∣∣∣∣∣
0 1√
δiδj
1√
δiδj
0
∣∣∣∣∣∣ =
−1
δiδj
.
There is one such minor for each edge of Γ. Moreover, since the trace of a square matrix is also
equal to the sum of its eigenvalues, we have
n∑
l=1
λ2l = tr
(A2) = 2∑
i∼j
1
δiδj
.
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Thus, (4) follows. On the other hand, the only non-null principal minor of order 3 is∣∣∣∣∣∣∣∣
0 1√
δiδj
1√
δiδk
1√
δjδi
0 1√
δjδk
1√
δkδi
1√
δkδj
0
∣∣∣∣∣∣∣∣
=
2
δiδjδk
.
There is one such minor for each triangle of Γ. Hence, (5) follows.
Notice that the coefficient c2 is immediately bounded from (4):
m
∆2
≤ −c2 ≤ m
δ2
. (6)
Corollary 2. A graph is regular if, and only if, its order is 2|c2|∆.
In Section 3 we will show the relationship between c2 and the generalized Randic´ index.
We remark that the spectrum of A can be computed directly from the adjacency matrix A
and the degree sequence. That is,
det(A− λI) ·
n∏
j=1
δj = det(A− λD), (7)
where D = diag(δ1, δ2, ..., δn) is the diagonal matrix whose diagonal entries are the degrees of
the vertices of Γ.
There are other properties of the degree-adjacency matrix that have been obtained previ-
ously (see, for instance [3]), in the following theorem we cite some of them.
Theorem 3. [3].
• The number of connected components of Γ is equal to the multiplicity of the eigenvalue 1
of A.
• Let Γ be a graph without isolated vertices. Γ is bipartite if and only if Ψ(Γ, λ) = Ψ(Γ,−λ).
• Let Γ be a connected graph. Γ is bipartite if and only if −1 is an eigenvalue of A.
We identify the degree-adjacency matrix A with an endomorphism of the “vertex-space”
of Γ, l2(V (Γ)) which, for any given indexing of the vertices, is isomorphic to Rn. Thus, for any
vertex vi ∈ V (Γ), ei will denote the corresponding unit vector of the canonical base of Rn.
If for two vertices vi, vj ∈ V (Γ) we have ∂(vi, vj) > k then (Ak(Γ))ij = 0. Thus, for a real
polynomial P of degree k, we have
∂(vi, vj) > k ⇒ P (A(Γ))ij = 0. (8)
Through this fact we will study some metric parameters of graphs.
4
3 Randic´ index
The Randic´ index, R(Γ), of a graph Γ was introduced by the chemist Milan Randic´ in 1975 [10]
as
R(Γ) =
∑
vi∼vj
1√
δiδj
.
This topological index, sometimes called connectivity index, has been successfully related to
physical and chemical properties of organic molecules and became one of the most popular
molecular descriptors.
The Randic´ index has the following trivial bounds:
m
∆
≤ R(Γ) ≤ m
δ
. (9)
Equality holds if, and only if, Γ is regular. Moreover, there are non-trivial bounds as the
following [2]: √
n− 1 ≤ R(Γ) ≤ n
2
. (10)
Equality on the right-hand side holds if, and only if, Γ is a graph whose all components are
regular of (not necessarily equal) degrees greater than zero. Equality on the left-hand side holds
if, and only if, Γ is a star [2].
We emphasize that the degree-adjacency matrix allows us to obtain a short proof of the
right hand side of (10): by the Cauchy-Schwarz inequality and (1) we have
2R(Γ) = 〈Aj, j〉 ≤ ‖Aj‖‖j‖ ≤ ‖j‖2 = n,
where j = (1, 1, ..., 1) ∈ Rn.
The zeroth-order Randic´ index is defined as
R0(Γ) =
∑
v∈V (Γ)
1√
δ(v)
.
Trivially, R0(Γ) is bounded by
n√
∆
≤ R0(Γ) ≤ n√
δ
. (11)
The equality holds if, and only if, Γ is regular of degree greater than zero.
The Randic´ index has been generalized [9] as
Rα(Γ) =
∑
vi∼vj
(δiδj)
α , α 6= 0.
Obviously, the standard Randic´ index is obtained when α = −1
2
.
In the chemical literature the quantity
R1(Γ) =
∑
vi∼vj
δiδj
is called the second Zagreb index [4]. The second Zagreb index was bounded in [2] by
R1(Γ) ≤ m
(√
8m+ 1− 1
2
)2
. (12)
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Moreover, by (4) we have
R−1(Γ) = |c2|. (13)
The higher-order Randic´ index or higher-order connectivity index is also of interest in mole-
cular graph theory. For t ≥ 1, the higher-order Randic´ index is defined as
R(t)(Γ) =
∑
vi1−vi2−···−vit+1
1√
δi1δi2 · · · δit+1
,
where vi1 − vi2 − · · · − vit+1 runs over all paths of length t in Γ.
Now we are going to obtain tight bounds on Rα(Γ). Moreover, we are going to obtain
tight bounds on Rα(Γ), α 6= −1, 0, and R(2)(Γ) in terms of c2 (the coefficient of λn−2 in the
characteristic polynomial,Ψ(A, λ), of the degree-adjacency matrix of Γ).
Theorem 4. Let Γ be a simple graph of order n and size m.
(a) The zeroth-order Randic´ index is bounded by
n3
2m
≤ R20(Γ).
The equality holds if, and only if, Γ is regular.
(b) Let α1, α2 ∈ R \ {0} such that α1 < α2. Then
α1α2 > 0⇒ Rα2α1(Γ)mα1 ≤ Rα1α2(Γ)mα2 . (14)
α1α2 < 0⇒ Rα1α2(Γ)mα2 ≤ Rα2α1(Γ)mα1 . (15)
The equalities hold if, and only if, Γ is weight-regular.
(c) Let ϑ1 ≥ ϑ2 ≥ · · · ≥ ϑn be the standard eigenvalues of Γ and let λ1 ≥ λ2 ≥ · · · ≥ λn be
the degree-adjacency eigenvalues of Γ, then
R(Γ) ≤ 1
2
n∑
i=1
|λiϑi|.
Proof.
(a) Application of the Jensen’s inequality to the convex function f(x) = x−2 leads to the
result. That is
n2
R20(Γ)
= f
(
R0(Γ)
n
)
≤ 1
n
∑
vi∈V (Γ)
δi =
2m
n
.
(b) Let g(x) = x
α2
α1 , where x > 0. If (α1 < 0 and α2 > 0) or (0 < α1 < α2), application of the
Jensen’s inequality to the convex function g leads to(
Rα1(Γ)
m
)α2
α1
= g
(
Rα1(Γ)
m
)
≤ Rα2(Γ)
m
. (16)
Thus, by (16), if α1 < 0 and α2 > 0 we obtain
Rα1α2(Γ)m
α2 ≤ Rα2α1(Γ)mα1 (17)
and, if 0 < α1 < α2, we obtain
Rα2α1(Γ)m
α1 ≤ Rα1α2(Γ)mα2 . (18)
Analogously, if α1 < α2 < 0, application of the Jensen’s inequality to the concave function
g leads to (18). Hence, the result follows.
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(c) The result is obtained by 2R(Γ) = Tr(AA) ≤
n∑
i=1
|λiϑi|.
Notice that, in the case of weight-regular graphs, the bound (c) is attained. Moreover, as
a particular case of (b), by (13), we deduce de following result.
Corollary 5. Let Γ be a simple graph of size m. Then
α ∈ R \ [−1, 0]⇒ m
α+1
|c2|α ≤ Rα(Γ) (19)
α ∈ (−1, 0)⇒ Rα(Γ) ≤ m
α+1
|c2|α (20)
The equalities hold if, and only if, Γ is weight-regular.
As a particular case of above corollary we obtain
R(Γ) ≤
√
m|c2|. (21)
Theorem 6. Let Γ be a simple and connected graph of order n and size m. Let φ denotes de
graph invariant defined as φ =
(∑n
i=1
√
δi
)2
/2m, and let δ∗ = min
δj>1
{δj}. Then
(
(2R(Γ)− φ)2
2(n− φ) +
φ
2
+ c2
)√
δ∗ ≤ R(2)(Γ) ≤
√
∆
(n
2
+ c2
)
,
where the lower bound holds only in the case of a non-regular graph.
Proof. For the vector j = (1, 1, ..., 1) ∈ Rn we consider the following decomposition
j =
〈j, ν〉
‖ν‖2 ν + z =
∑n
i=1
√
δi∑n
i=1 δi
ν + z, (22)
where z ∈ ν⊥. Then we have
2R(Γ) = 〈Aj, j〉
=
〈∑n
i=1
√
δi∑n
i=1 δi
ν,
∑n
i=1
√
δi∑n
i=1 δi
ν
〉
+ 〈Az, z〉
=
(∑n
i=1
√
δi
)2∑n
i=1 δi
+ 〈Az, z〉
= φ+ 〈Az, z〉 .
Thus, 2R(Γ) − φ = 〈Az, z〉 and by the Cauchy-Schwarz inequality we obtain |2R(Γ) − φ| ≤
‖Az‖‖z‖ and from ‖z‖ = √n− φ and ‖Az‖ =√‖Aj‖2 − φ we obtain
|2R(Γ)− φ| ≤
√
(‖Aj‖2 − φ) (n− φ). (23)
Moreover,
‖Aj‖2 = 2
∑
vi∼vj
1
δiδj
+ 2
∑
vi−vj−vk
1√
δjδiδjδk
(24)
≤ 2
∑
vi∼vj
1
δiδj
+
2√
δ∗
∑
vi−vj−vk
1√
δiδjδk
. (25)
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Hence, by (4) we obtain
‖Aj‖2 ≤ 2
(
R(2)(Γ)√
δ∗
− c2
)
.
Thus, if Γ is non-regular, by the above inequality and (23) we conclude the proof of the left
hand side inequality. On the other hand, by (1) we have ‖Aj‖2 ≤ ‖j‖2=n, then, by (24) and
(4) we have
−2c2 + 2R
(2)(Γ)√
∆
≤ −2c2 + 2
∑
vi−vj−vk
1√
δjδiδjδk
≤ n.
Hence, the result follows.
The above bounds are attained, for instance, in the case of the star graphs. Moreover, the
upper bound is attained also in the case of regular graphs. The reader is referred to [14] for a
complementary study on the Randic´ index.
4 Conditional excess
Let D(Γ) denotes the diameter of Γ. We define, for any k = 0, 1, . . . , D(Γ), the k-excess of a
vertex u ∈ V (Γ), denoted by ek(u), as the number of vertices which are at distance greater than
k from u. That is,
ek(u) = |{v ∈ V : ∂(u, v) > k}|.
Then, trivially, e0(u) = n − 1, eD(Γ)(u) = eε(u)(u) = 0 and ek(u) = 0 if and only if ε(u) ≤ k,
where ε(u) denotes the eccentricity of u. The name “excess” is borrowed from Biggs [1], in
which he gives a lower bound, in terms of the adjacency eigenvalues of a graph, for the excess
er(u) of any vertex u in a δ-regular graph with odd girth g = 2r + 1. The excess of a vertex
was studied by Fiol and Garriga [7] using the adjacency eigenvalues of a graph, and by Yebra
and the first author of this paper in [12] using the Laplacian eigenvalues.
The k-excess of Γ, denoted by ek, is defined as
ek = max
vi∈V (Γ)
{ek(vi)}.
This parameter was studied by Yebra and the first author of this paper in [11] using the
Laplacian spectrum and the k-alternating polynomials.
We define the conditional excess of a vertex v ∈ V (Γ) as follows:
e
℘
k (u) := |{v ∈ ℘ : ∂(u, v) > k}|,
where ℘ is a property of some vertices of Γ and v ∈ ℘ means that the vertex v satisfies the
property ℘. In this section we study the following particular case of conditional excess:
e
β
k(u) := |{v ∈ V (Γ) : ∂(u, v) > k and δ(v) ≥ β}|.
To begin with, firstly we will recall the main properties of the k-alternating polynomials.
The k-alternating polynomials, defined and studied in [6] by Fiol, Garriga and Yebra, can be
defined as follows: letM = {µ1 > · · · > µb} be a mesh of real numbers. For any k = 0, 1, ..., b−1
let Pk denote the k-alternating polynomial associated to M. That is, the polynomial of Rk[x]
with norm ‖Pk‖∞ = max
1≤i≤b
{|Pk(µi)|}, such that
Pk(µ) = sup {P (µ) : P ∈ Rk[x], ‖P‖∞ ≤ 1}
where µ is any real number greater than µ1. We collect here some of its main properties,
referring the reader to [6] for a more detailed study.
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• For any k = 0, 1, ..., b − 1 there is a unique Pk which, moreover, is independent of the
value of µ(> µ1);
• Pk has degree k;
• P0(µ) = 1 < P1(µ) < · · · < Pb−1(µ);
• Pk takes k + 1 alternating values ±1 at the mesh points;
• If z ∈ ν⊥ then ‖Pk(A(Γ))z‖ ≤ ‖Pk‖∞‖z‖ where ν = (
√
δ1,
√
δ2, ...,
√
δn), see [13];
• There are explicit formulae for P0(= 1), P1, P2, and Pb−1, while the other polynomials
can be computed by solving a linear programming problem (for instance by the simplex
method).
Theorem 7. Let Γ = (V,E) be a simple and connected graph of size m. Let u ∈ V and let Pk
be the k-alternating polynomial associated to the mesh of the degree-adjacency eigenvalues of Γ.
Then,
e
β
k(u) ≤
⌊
2m(2m− δ(u))
β [δ(u)P 2k (1) + 2m− δ(u)]
⌋
.
Proof. Let S = {vi1, vi2 , ..., vis} ⊂ V such that δil ≥ β (l = 1, ..., s), and ∂(S, u) > k. Let
σ =
∑s
l=1 eil, where eil denotes the canonical vector associated to the vertex vil , and let e be
the canonical vector associated to the vertex u. From ∂(S, u) > k ⇒ 〈Pk(A)σ, e〉 = 0, using the
following decompositions
σ =
〈σ, ν〉
‖ν‖2 ν + ws =
∑s
l=1
√
δil
2m
ν + ws, (26)
e =
〈e, ν〉
‖ν‖2 ν + wu =
√
δ(u)
2m
ν + wu, (27)
where ν = (
√
δ1,
√
δ2, ...,
√
δn) and ws, wu ∈ ν⊥, we obtain
Pk(1)
√
δ(u)
∑s
l=1
√
δil
2m
= −〈Pk(A)ws, wu〉.
Hence, by the Cauchy-Schwarz inequality we have
Pk(1)
√
δ(u)
∑s
l=1
√
δil
2m
≤ ‖Pk(A)ws‖‖wu‖.
Thus,
Pk(1)
√
δ(u)
∑s
l=1
√
δil
2m
≤ ‖ws‖‖wu‖. (28)
Moreover, the decompositions (26) and (27) lead to
s = ‖σ‖2 =
(∑s
l=1
√
δil
)2
2m
+ ‖ws‖2 ⇒ ‖ws‖ =
√
s−
(∑s
l=1
√
δil
)2
2m
and
1 = ‖e‖2 = δ(u)
2m
+ ‖wu‖2 ⇒ ‖wu‖ =
√
1− δ(u)
2m
.
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So, by (28), we obtain
Pk(1)
√
δ(u)
s∑
l=1
√
δil ≤
√√√√√(2m− δ(u))

2ms−
(
s∑
l=1
√
δil
)2. (29)
Therefore,
Pk(1)s
√
δ(u)β ≤
√
(2m− δ(u)) (2ms− s2β). (30)
Solving (30) for s, and considering that it is an integer, we obtain the result.
The above bound is tight for different values of k and β, as we can see in the following
example. Let Γ be the graph of 5 vertices obtained by joining one vertex of the cycle C4 to the
vertex of the trivial graph K1. The degree-adjacency eigenvalues of Γ are ±1, ±
√
6
6
and 0, from
which we obtain P1(1) = 1.84... and P2(1) = 5.899.... Hence, the values of the excess e
β
k(v) are
attained whenever: δ(v) = 1, k = 0, 1, 2 and β = 2, 3; δ(v) = 2, k = 1 and β = 3; δ(v) = 2,
k = 2 and β = 1, 2, 3; δ(v) = 3, k = 2 and β = 2, 3.
As we can see in Section 6, the above result becomes an important tool in the study of the
conditional Wiener index.
An analogous upper bound on the standard excess is obtained by replacing, in above the-
orem, β by the minimum degree δ. Moreover, in the case of regular graphs, the above theorem
becomes the following result.
Corollary 8. Let Γ be a simple and connected graph of order n and let Pk be the k-alternating
polynomial associated to the mesh of the degree-adjacency eigenvalues of Γ. Then,
ek ≤
⌊
n(n− 1)
P 2k (1) + n− 1
⌋
.
The above result is analogous to the previous one obtained by the first author of this paper
and Yebra in [11], for non-necessarily regular graphs, by using the Laplacian eigenvalues.
5 Degree diameter
In this section we study the problem of finding how far apart can be two vertices of given degrees
in a connected graph. More precisely, the problem is to find
D(α,β)(Γ) := max
vi,vj∈V
{∂(vi, vj) : δi ≥ α, δj ≥ β}
We call this parameter (α, β)-degree diameter.
As in the case of the standard diameter, the study of this parameter is of interest in the
design of interconnection networks when we need to minimize the communication delays between
two nodes of given degrees.
In this section we obtain a tight bound on the (α, β)-degree diameter by using the k-
alternating polynomials on the mesh of eigenvalues of the degree-adjacency matrix.
Theorem 9. Let Γ = (V,E) be a simple and connected graph of size m. Let Pk be the k-
alternating polynomial associated to the mesh of the degree-adjacency eigenvalues of Γ. Then,
Pk(1) >
√(
2m
α
− 1
)(
2m
β
− 1
)
⇒ D(α,β)(Γ) ≤ k. (31)
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Proof. Let ei and ej be the canonical vectors of R
n associated to the vertices vi and vj. Using
the following decomposition
ei =
〈ei, ν〉
‖ν‖2 ν + u =
√
δi
2m
ν + u, ej =
〈ej , ν〉
‖ν‖2 ν + w =
√
δj
2m
ν + w, (32)
where ν = (
√
δ1,
√
δ2, ...,
√
δn) and u, w ∈ ν⊥, we obtain
∂(vi, vj) > k ⇒ (Pk (A))ij = 0
⇒ 〈Pk(A)ei, ej〉 = 0
⇒ Pk(1)
√
δiδj
2m
+ 〈Pk(A)u, w〉 = 0
⇒ Pk(1)
√
δiδj
2m
= −〈Pk(A)u, w〉.
Then, by the Cauchy-Schwarz inequality we have
∂(vi, vj) > k ⇒ Pk(1)
√
δiδj
2m
≤ ‖Pk(A)u‖‖w‖ (33)
⇒ Pk(1)
√
δiδj
2m
≤ ‖Pk‖∞‖u‖‖w‖. (34)
Moreover, the decomposition (32) leads to
1 = ‖ei‖2 = δi
2m
+ ‖u‖2 ⇒ ‖u‖ =
√
1− δi
2m
and
1 = ‖ej‖2 = δj
2m
+ ‖w‖2 ⇒ ‖w‖ =
√
1− δj
2m
So, by (34), we obtain
∂(vi, vj) > k ⇒ Pk(1)
√
δiδj ≤
√
(2m− δi)(2m− δj). (35)
The converse of (35) leads to
Pk(1) >
√
(2m− δi)(2m− δj)
δiδj
⇒ ∂(vi, vj) ≤ k. (36)
The result follows from (36).
As we can see in the following example, the above bound is attained for several values of α
and β. The graph of Figure 2 has degree-adjacency eigenvalues{
1, −3+
√
249
24
, 1
4
, 0,−1
2
,−1
2
, −3−
√
249
24
}
from which we obtain
P1(1) = 1.7, P2(1) = 5, P3(1) = 15.2 and P4(1) = 58.
Thus, the following bounds are attained:
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Figure 2:
D(1,2)(Γ) ≤ 3, D(3,4)(Γ) ≤ 2 and D(4,4)(Γ) ≤ 1.
As particular cases of above theorem we derive the following results in which the expression
(31) is simplified.
Corollary 10. Let Γ = (V,E) be a simple and connected graph of order n and size m. Let Pk
be the k-alternating polynomial associated to the mesh of the degree-adjacency eigenvalues of Γ.
Then,
Pk(1) >
2m
β
− 1⇒ D(β,β)(Γ) ≤ k. (37)
The standard diameter is bounded by
Pk(1) >
2m
δ
− 1⇒ D(Γ) ≤ k. (38)
If Γ is regular, the standard diameter is bounded by
Pk(1) > n− 1⇒ D(Γ) ≤ k. (39)
As we can see in next section, the bound (37) becomes an important tool in the study of
the conditional Wiener index. Moreover, the bound (39) is an analogous result to the previous
one given by Fiol, Garriga and Yebra in [6] by using the standard adjacency matrix. The reader
is referred to [13] for a more general study on the conditional diameter.
6 Conditional Wiener index
The Wiener index W (Γ) of a graph Γ with vertex set {v1, v2, ..., vn} defined as the sum of
distances between all pairs of vertices of Γ,
W (Γ) :=
1
2
n∑
i=1,j=1
∂(vi, vj),
is the first mathematical invariant reflecting the topological structure of a molecular graph.
This topological index has been extensively studied, for instance, a comprehensive survey
on the direct calculation, applications and the relation of the Wiener index of trees with other
parameters of graphs can be found in [5]. Moreover, a list of 120 references of the main works
on the Wiener index of graphs can be found in the referred survey.
Alternatively, the Wiener index can be defined as
W (Γ) =
1
2
∑
v∈V (Γ)
S(v),
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where S(v) denotes the distance of the vertex v:
S(v) :=
∑
u∈V (Γ)
∂(u, v).
We define the conditional Wiener index
W℘(Γ) :=
1
2
∑
v∈℘
S℘(v),
where ℘ is a property and v ∈ ℘ means that the vertex v satisfies the property ℘, and
S℘(v) :=
∑
u∈℘
∂(u, v)
is the conditional distance of v. In particular, if ℘ requires that δ(v) ≥ β, the conditional
Wiener index will be denoted by Wβ(Γ), moreover, the conditional distance of v will be denoted
by Sβ(v). Clearly, if β is the minimum degree of Γ, then Wβ(Γ) and the standard Wiener index
coincides.
Lemma 11. The conditional Wiener index of a graph Γ, Wβ(Γ), satisfies
Wβ(Γ) =
1
2
∑
δ(v)≥β
D(β,β)(Γ)−1∑
k=0
e
β
k(v)
Proof. For each vertex v ∈ V (Γ) of degree δ(v) > β we have
Sβ(v) =
D(β,β)(Γ)∑
k=1
k(eβk−1(v)− eβk(v)).
Moreover, by a simple calculation we have
Sβ(v) =
D(β,β)(Γ)−1∑
k=0
e
β
k(v). (40)
Hence, by (40) we obtain the result.
Therefore, it follows from Lemma 11 that bounds on eβk lead to bounds on the conditional
Wiener index Wβ.
Theorem 12. Let Γ = (V,E) be a simple and connected graph of size m. Let Pk be the k-
alternating polynomial associated to the mesh of the degree-adjacency eigenvalues of Γ and let
x = |{v ∈ V (Γ) : δ(v) ≥ β}|. If Pk(1) > 2mβ − 1, then
Wβ(Γ) ≤ x
2
k−1∑
l=0
⌊
2m(2m− β)
β (βP 2l (1) + 2m− β)
⌋
.
Proof. By Lemma 11 and Theorem 7 we have
Wβ(Γ) ≤ x
2
D(β,β)(Γ)−1∑
k=0
⌊
2m(2m− β)
β (βP 2k (1) + 2m− β)
⌋
. (41)
Therefore, by (37) we conclude the proof.
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An analogous upper bound on the standard Wiener index is obtained by replacing, in
above theorem, β by δ, and x by n. Moreover, in the case of regular graphs, the above theorem
becomes the following result.
Corollary 13. Let Γ be a simple and connected δ-regular graph of order n. Let Pk be the
k-alternating polynomial associated to the mesh of the degree-adjacency eigenvalues of Γ. If
Pk(1) > n− 1, then
W (Γ) ≤ n
2
k−1∑
l=0
⌊
n(n− 1)
P 2l (1) + n− 1
⌋
.
The reader is referred to [15] for a more general study on the Wiener index of hypergraphs.
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