Shifts in the timing of life history events have become an important source of information about how organisms are responding to climate change. Phenological data have generally been treated as purely temporal, with scant attention to the inherent spatial aspects of such data. However, phenological data are tied to a specific location, and considerations of sampling design, both over space and through time, can critically affect the patterns that emerge. Focusing on flowering phenology, we describe how purely spatial shifts, such as adding new study plots, or the colonization of a study plot by a new species, can masquerade as temporal shifts. Such shifts can look like responses to climate change but are not. Furthermore, the same aggregate phenological curves can be composed of individuals with either very different or very similar phenologies. We conclude with a set of recommendations to avoid ambiguities arising from the spatiotemporal duality of phenological data.
Introduction
The phenomenon of climate change has stirred up interest in phenology as a source of response variables (Parmesan & Yohe, 2003; Root et al., 2003; Visser & Both, 2005; Forrest & Miller-Rushing, 2010; Rafferty et al., 2015) . Because phenological records concern the timing of natural events, it is possible to think of them as purely temporal, nothing more than calendar dates. But such data are necessarily spatial as much as they are temporal. A plant species may be recorded as coming into bloom on a particular date, but what really happened is that the species came into bloom on a particular date at the particular place where the datum was recorded. In the northern temperate zone, for example, we know that spring takes weeks to sweep north across immense latitudinal gradients (Schwartz, 1998) . Furthermore, numerous studies have documented latitudinal clines in spring phenology traits, such as bud flush (Aitken et al., 2008) and flowering time (Stinchcombe et al., 2004) . At smaller spatial scales, spring also arrives later at higher elevation, on north-facing slopes, in shaded microhabitats, and in places that accumulate deeper snowpack over the winter. Such observations of heterogeneity are commonplace, but their consequences for data analysis are not always appreciated. In particular, variation in space and variation in time may interact in ways that allow one to masquerade as the other. Although this general principle affects all phenological data, here we focus on how spatiotemporal duality can potentially produce misleading interpretations of data on flowering times. We warn that such problems may become more severe with the need to forecast phenological change at greater spatial scales and as datasets are expanded, especially by spatially extensive efforts such as citizen science (Dickinson et al., 2012; Schwartz et al., 2012; Primack & Gallinat, 2016) .
The critical roles of sample placement and sample pooling
In many long-term studies, space may essentially be held constant because the data all come from a single place. In such cases, it is not necessary to dwell on spatial variation -because there is none -but it is still important to realize that the data are spatial. They represent events at that single place and no other. It is also important to understand that the characteristics that determine the phenological earliness of a particular place may not be inherent to that place per se. The place-specific characteristics that govern blooming may change through time even if the place is held strictly constant. For example, Thomson (2010) described how the earliest Erythronium grandiflorum flowers in a subalpine meadow consistently appeared around the bases of large spruce trees where the snow melted earlier than elsewhere. When such a tree dies and falls, the herbs around its base will no longer experience earlier snow melt even though their position in the meadow has not changed. The early-flowering propensity caused by the tree acts only in one special location, but the action is not a permanent property of that location's latitude and longitude. It is a transient property of the ecological community at that location. Similarly, trees deposited by avalanche debris can shade snow, causing it to melt weeks later than it would otherwise and delaying plant growth and flowering for at least 1 year in that location (D. Inouye, personal observation).
The importance of spatial variation in phenological data may be clarified by explicitly considering different spatial scales or hierarchical levels of organization (e.g., from an individual plant to an entire population). Phenological events are often recorded as the onset of a process, such as the first day of flowering of a species. However, such data are outliers by definition (van Strien et al., 2008) , so more reliable estimates of flowering times are provided by entire flowering distributions as revealed by serial censuses taken throughout the flowering period CaraDonna et al., 2014) . Investigators using historical data may be restricted to using dates of onset (Fitter & Fitter, 2002; Rafferty & Ives, 2011 ), but we expect that newly designed studies will include more detail. Here, we focus on the 'flowering curve' of a species as a graph of the number of open flowers each day vs. day of year. Such a distribution has several properties that can describe the temporal distribution of flower openings: start date, end date, mean date of bloom, median date of bloom, breadth of the flowering curve (as a variance, say, or an interquartile range), and shape (e.g., skewness and kurtosis for unimodal curves; number of modes for others). We could also consider the evenness of flowering across days, as represented by the sorts of diversity indices used to measure how individuals are spread across species. Regardless of what we estimate, the values of all of these measures depend on arbitrary sampling decisions. The only species-level flowering curve that would not be affected by the spatial extent of sampling would be a theoretical universal curve that includes all flowers produced by all individual plants across the entire range of the species. Such a curve would amount to an envelope that would contain any subset of the total numbers that might emerge from sampling any smaller portion of the whole, all the way down to a single plant.
Any such subset, even a single plant, would amount to a partial summary of the universal curve, just as any statistical sample provides an incomplete estimate of population parameters (see, e.g., Sokal & Rohlf, 1981) . Naturally, we would expect any randomly chosen single plant to provide a deeply inadequate representation of the complete curve. Counting flowers on many plants would better represent the whole, especially if those plants were randomly drawn from the set of all plants across the range. As one sampled more and more plants, the sample curve would more closely approach the complete curve. We would expect summary statistics to approach their parametric values gradually and asymptotically, just as estimates of species richness increase toward the true value as more individuals are added to the sample (Gotelli & Colwell, 2001 ). Attempts to measure flowering curves, as opposed to capturing first flowering dates, are more likely to be based on counts of flowers within study plots (e.g., Thomson, 1980; Kudo & Hirao, 2006; CaraDonna et al., 2014; Wheeler et al., 2015) , rather than single plants. Here again, sample estimates of phenological descriptors will more closely approach the parametric values as investigators sample more plots, larger plots, and plots that span more of the species' range.
Whether plants or plots are added, increasing the spatial extent of the pooled sample will improve its ability to represent the universal curve. Such improvement would be good if the goal of the study is to represent the universal curve, but that will seldom be the goal. Gathering data across the entire range of a species would almost never be practical and would seldom be desirable; investigators are far more likely to restrict their studies to more restricted areas. These could be determined geologically (such as a mountain range or a catchment basin), politically (such as a township or county), expediently (such as 'a study site' or 'the vicinity of a field station'), or collaboratively (such as the areas under observation by citizen scientists). Almost any such restriction is defensible, but the choice will inevitably affect the data that emerge. At the regional level, for example, a collection of plots spaced along a line of longitude will yield earlier start times, later end times, and a broader flowering curve than a similar collection spread along a line of latitude. At smaller scales, plots in a mountainous region will yield different results if they are concentrated on south-facing vs. north-facing slopes or if they are located at different elevations as opposed to being restricted to a narrow elevational range. Such quirks will be relatively inconsequential if a single set of fixed plots is studied across time, but if plots are added to or subtracted from a study, the change in spatial extent may be misinterpreted as a change in timing.
Example of spatial variation presented as temporal variation
An example comes from a valuable dataset compiled by Inouye and colleagues on flowering times and abundance (CaraDonna et al., 2014) . Uniquely extensive, and now available online (https://osf.io/jt4n5/), this dataset continues to generate numerous papers (e.g., Diez et al., 2012; McKinney et al., 2012; CaraDonna & Inouye, 2015; Wright et al., 2015) . Since 1974, flowers have been counted approximately every other day in a series of permanent 2 9 2 m plots in the vicinity of Gothic, Colorado, USA. The plots are distributed across a small spatial extent (approximately 1 km), small elevation range (approximately 110 m), and occur in different habitat types, from dry to mesic to wet meadows in this area.
The plot-based design of this study imparts particular spatial characteristics. The spatial and temporal duality of the data is an important consideration for analyses of changes in flowering phenology over time and for attributing phenological shifts to temporal processes such as climate change. Indeed, phenological shifts in this subalpine community have been attributed to increased temperatures and earlier snow melt associated with climate change over four decades (Iler et al., 2013; CaraDonna et al., 2014) . The plots not only differ in space but also may have different temporal histories of plant representation within plots. For example, two plots were added in 1985, three in 1998, and two in 2004. Furthermore, species may newly colonize or go extinct in particular plots at any time, even if the plots were established and monitored for the same time periods. An analysis that does not explicitly consider spatial effects runs the risk of attributing all variation to temporal effects. The probability of organisms entering or dropping out of plots during a study will be greatest for mobile animals or short-lived plants, but can occur with long-lived perennials, too.
We present a case study of flower count data from the perennial herb, Cardamine cordifolia (hereafter Cardamine). Based on Fig. 2 of CaraDonna et al. (2014) , Cardamine has exhibited the greatest shift in both first flowering and peak flowering dates of the 60 species analyzed for this plant community. We chose to examine this species because its reported shift was greater than other plants with similar life histories; we wondered whether this could be due to a spatial change masquerading as a temporal change, such as the colonization by Cardamine into an existing plot or the addition of a new plot to the study.
In the Inouye dataset, Cardamine has been found in four different plots since 1974. Cardamine flowers have been fairly consistently counted in the Willow-Meadow Interface #3 (INT3) plot from 1974 to 2011. For 24 of these years, the first date of Cardamine flowering has been recorded from INT3, a plot characterized as mesic. However, since the addition of the Stream (STR) plot in 2004, the date of first flowering for Cardamine across all plots has always been recorded in this plot (Fig. 1a) . The STR plot is characterized as wet habitat and is located at the top of a stream drainage site. We asked whether the addition of this plot has had an effect on the changes in first and peak flowering dates for Cardamine over time and whether those changes should be attributed to space or time.
When plots are pooled and the change in first date of flowering for Cardamine (1974 Cardamine ( -2012 ) is analyzed using a simple linear regression, as done by CaraDonna et al. (2014) , first flowering is estimated to have significantly advanced over time by 8.3 AE 1.2 days per decade ( Fig. 1a; R 2 = 0.59, F 1,32 = 48.1, P < 0.0001). When the STR plot is excluded from the analyses, the estimated advance drops to 2.6 AE 1.3 days per decade, and the significance falls short of the conventional threshold of 0.05 ( Fig. 1b ; R 2 = 0.076, F 1,31 = 3.65, P = 0.066). We further tested for spatial effects by fitting a linear model to unpooled data with plot and year as predictor variables (R 2 = 0.51, F 4,39 = 12.2, P < 0.0001, slope = 0.26);
both year (P = 0.048) and STR plot (P < 0.0001) were significantly correlated with first flowering. Our findings indicate that the addition of the STR plot has had a significant effect on the perceived change in first flowering for Cardamine. We also asked whether the more robust phenological descriptor, peak flowering, could be similarly affected by a change in sampling extent. We have adopted the same definition for peaking flowering as CaraDonna et al. (2014) : the day of the year on which 50% of flowers pooled across plots have been counted. When we include the STR plot in the pooled flower counts, the change in peak flowering for Cardamine (1974 Cardamine ( -2012 , analyzed by simple linear regression, is estimated to have significantly shifted earlier by 7.6 AE 1.2 days per decade (R 2 = 0.55, F 1,32 = 40.8, P < 0.0001). When we exclude the STR plot from the same analysis, we find that the change in peak flowering is still significant but of lesser magnitude, advancing by 3.4 AE 1.2 days per decade (R 2 = 0.18, F 1,31 = 8.093, P = 0.0078). By not accounting for the addition of the STR plot, the change in peak flowering is perceived to have advanced by an additional 4.2 AE 1.7 days per decade. We elaborate further on the Cardamine example in an online appendix. It is important to know that the issue affecting Cardamine is an isolated example that does not affect the general value of the Inouye phenology data. In the Cardamine example, the spatial change that masqueraded as a temporal change was the addition of a new study plot. That might seem to be a simple matter to avoid, but the same effect could arise if a plant species being studied were to migrate into a new plot during the study, and if that plot happened to be in a site that favored early flowering, or if it were to disappear from a plot, especially a late-flowering one. The plant species would appear to begin flowering earlier, but the shift would be attributable to the local-scale dispersal dynamics of the species rather than a change in climate. Of course, spatial range shifts can themselves be driven by climatic changes (Parmesan & Yohe, 2003; Freeman & Class Freeman, 2014; Kuhn et al., 2016) , but these will usually be captured at spatial scales larger than individual plots.
The Cardamine example demonstrates, first, that pooling of data may introduce problems; second, that archiving raw data in sufficient detail can allow some of those problems to be detected and fixed. Although clearly recognized the dependence of phenological records on the extent of sampling, they did not dwell on it or offer solutions. For example, they did not discuss the possibility of restricting their present-day observations to the area of Logemann's property, or of deriving some correction factor by comparing contemporary data from Logemann's property to data from more extensive samples.
Miller-Rushing et al. (2008) discussed another issue of sampling extent. Species with increasing population sizes, such as invasive species, will colonize a wider range of microclimates over time. Some of those sites will tend to promote earlier flowering, so species that expand their ranges over the course of a study will tend to show accelerated first flowering dates. Similarly, ubiquitous species will presumably have occupied more of the early sites than rare species, leading to a positive relationship between population size and early onset. In Concord, shifts in flowering phenology for some species could be explained only by change in population size and not by change in climate; however, the same overriding effect of population size was not found for observations from Gothic . MillerRushing et al. (2008) suspect that the extent of sampling accounted for this difference between Gothic and Concord. The much smaller area covered by the 2 9 2 m plots sampled at Gothic would naturally provide a much smaller range of microclimates for expanding populations to colonize.
In this case also, acutely point out the sensitivity of temporal inferences to the extent of sampling in a special case but do not provide more general guidelines for properly attributing patterns to causes. We argue that further attention is warranted to the spatial extent of phenological data, and we close this paper with specific recommendations for researchers who are either designing new studies or analyzing existing data.
Thus far, we have emphasized how spatial variation can present a difficulty for interpreting long-term phenological data; however, we do not wish to convey a message that calls all previous work on long-term flowering phenology into question. For example, most species in the Inouye dataset have been less affected by changes in sampling extent (P. CaraDonna & A. Iler, personal communication) . Cardamine is an outlier, likely because only a small number of plants are represented in a small number of plots, making this species more likely to be affected by plot additions and subtractions, especially when plots differ in habitat characteristics. Other studies that have analyzed long-term phenology datasets have accounted for spatial variation by including plot identity as a fixed (Kudo & Hirao, 2006) or random effect (Anderson et al., 2012 ; but see Wheeler et al., 2015) in mixed-effects models. Furthermore, experimental manipulations (e.g., snow removal) have been used to demonstrate that shifts in phenology are attributable to temporal processes, such as the effect of climate change on the timing of snow melt (Anderson & Gezon, 2015) . Indeed, spatial variation in phenology can also be used to a researcher's advantage; a particularly powerful method for studying climate change effects on phenology has been to combine spatial gradients with warming experiments over time (Dunne et al., 2003 (Dunne et al., , 2004 .
Decomposing pooled curves
The spatiotemporal nature of phenological data also affects other issues, such as the hierarchical structure of ecological heterogeneity (i.e., the ecological patterns found at various scales) and the nature of interplant variation, which in turn affect the prospects for response to selection. By considering a pooled, universal flowering curve as the sum of smaller-scale processes, we can better understand how a particular property of the pooled distribution might arise from different underlying processes (Elzinga et al., 2007 discuss other examples) . This is most easily seen with respect to properties such as flowering curve breadth or symmetry. Fig. 2 illustrates how two very different sets of plot data can give rise to identical pooled curves, but how the underlying differences can be summarized by partitioning flowering-time diversity of the whole collection (c diversity) into a (within-plot) and b (between-plot) components. The hypothetical populations in Fig. 2a, c are ones in which all plots are homogeneous, and each one reproduces the pooled data. In Fig. 2b, d , b diversity is much higher; plots vary wildly, and any one plot is a very poor representative of the whole. The two situations would present very different challenges to flower feeders and different opportunities for individual selection on timing (Thomson, 1980; Elzinga et al., 2007) , but those differences become invisible when the data are pooled across plots.
The same principle holds if data are recorded for individual plants instead of individual plots (Primack, 1985; Elzinga et al., 2007) . For example, Thomson (1980) noted that 53 of 57 plant species in subalpine meadows showed positively skewed flowering curves in pooled census data from rectangular grids of 108 plots of 4 m 2 .
Although he speculated about possible adaptive advantages for individual plants with skewed curves, he pointed out that the shapes of individual plants' curves cannot be deduced from the shape of the pooled curve to which they contribute. As shown in Fig. 2c , a pooled curve might be positively skewed because the individual plant curves are positively skewed and start more or less at the same time. Alternatively, the individual curves might be symmetrical (or even negatively skewed) but their locations in time might tend to be aggregated toward the beginning of flowering, producing a skewed pooled curve by a different mechanism ( Fig. 2d ; see also CaraDonna et al., 2014) . Moving from the plot level to the plant level, in a later study of Diervilla lonicera, Thomson (1985) decomposed a pooled flowering curve -which was skewed -into its constituent curves from each plant. In that case, individual shoots did tend to be skewed, thereby presenting the same skewed nature as the pooled curve. However, a different result might have emerged. The same argument applies to individual plants and individual plots: once phenological data have been pooled across individuals or sample plots, the characteristics of those subunits are lost. To the extent that phenological sampling collects data at multiple hierarchical levels, such as plants within plots, plots within meadows, and meadows within floodplains, the preceding arguments about plants should apply at each hierarchical level (Primack, 1985) .
Concluding recommendations
These considerations suggest some good practices for phenological monitoring. We offer these particularly to investigators who are planning new studies. Although we have focused on flowering phenology, many of the following recommendations could also be applied to phenological data collection for mobile organisms, especially when collected from fixed locales (e.g., permanent bird-banding stations).
1. In estimating phenological properties, one should consider and anticipate how those estimates will depend on the spatial extent of the sampling and the heterogeneity of the area sampled. In analogy to the role of species-area curves in the estimation of species diversity, one should examine how estimates of phenological descriptors such as flowering duration respond to the successive addition of sample plots . Ideally, a study would include enough plots for those estimates to stabilize -as a species-area curve levels off -but this may not be practical. Rarefaction procedures, analogous to those used for estimating species diversity, could help gauge the adequacy of sampling. The analogy to species diversity could extend to the point of breaking down phenological variation into hierarchical components akin to a-, b-, and c-diversity. 2. In designing a study that will establish permanent sample plots, the criteria for selecting plots should be considered and recorded as part of the metadata. To consider questions of functional ecology, it would be important for the sample of plots to include a broad range of local variation. But if the goal is to document change over time, it may be better to select plots using some criterion of homogeneity. Ecological homogeneity is a difficult criterion that might require subjectivity (see Curtis, 1959 ), but it is better to consider it explicitly rather than to ignore it. For studies wishing to isolate temporal trends in flowering phenology, it may be appropriate to include a plot-level characteristic (e.g., elevation, soil water content, light level, etc.) as a covariate in analyses. 3. Once a study has begun, researchers should strongly consider and anticipate the implications of losing plots (or individuals) and adding plots (or individuals). Data and metadata must be archived at the plot (or individual) level so that additions and deletions can be detected and treated as necessary. Data analysis should also be able to detect spontaneous gains or losses of species within plots (see Roth et al., 2014) . In most cases, conclusions about changing phenology should focus on temporal changes within plots rather than pooled across plots. When plots are pooled, statistical analyses of time series should account for potential effects of plot identity [e.g., by including individual plot as a fixed (Kudo & Hirao, 2006) or random effect (Anderson et al., 2012) ].
Another approach would be to analyze trends within plots only and to use meta-analytic techniques for assessing overall effects and significance. Such an approach would allow one to disentangle the confounding effects of population increase noted by , especially if the smallest sampling units are small enough to be microclimatically homogeneous. 4. Recording data at the individual-plant level could be performed instead of or in addition to recording data at the plot level. Gathering plant-level data, even if only for a subset of labeled plants, could provide insight into the relationship between individual and populational patterns. In some cases, it may require only slightly more effort to record data at the individual-plant level, which, if combined with data such as seed set, could give important insights into the relationship between phenology and fitness components. Long-term studies that link phenology and fitness will improve our understanding of how plants are succeeding or failing to adapt to the novel conditions presented by climate change. As well, individual-level data are likely to provide a more precise and accurate dataset that could be summarized with averages instead of by pooling. For example, instead of reporting the date of onset at the plot level, one could calculate the mean date of onset across individual plants within a plot. 5. In considering study designs, a potentially powerful approach would be to recruit a growing group of citizen scientists to record dates of first flowering, leaf budbreak, etc. (as is being done by the USA National Phenology Network, and Project BudBurst). Such datasets would be particularly vulnerable to space-fortime effects, however. If such data were pooled across respondents, the dates of onset would become earlier through time as a purely statistical consequence of adding more observers and thereby increasing the spatial extent of the sample. Ending dates, such as leaf drop, would become later. If observers dropped out of the study, onset would appear to be retarded. It would be critical to analyze such time series within observers or to account for sampling effort, and any measure of central tendency would be better than recording dates of onset or termination (CaraDonna et al., 2014) . Extension of classic site-occupancy models has been suggested as a possible method for analyzing such temporally and spatially variable phenological data (Roth et al., 2014) .
