Abstract. In this paper we investigate some well established and more recent methods that aim at approximating the vector exp(A)v when A is a large symmetric negative semidefinite matrix, by efficiently combining subspace projections and spectral transformations. We show that some recently developed acceleration procedures may be restated as preconditioning techniques for the partial fraction expansion form of an approximating rational function. These new results allow us to devise a-priori strategies to select the associated acceleration parameters; theoretical and numerical results are shown to justify these choices. Moreover, we provide a performance evaluation among several numerical approaches to approximate the action of the exponential of large matrices. Our numerical experiments provide a new, in some cases unexpected picture of the actual behavior of the discussed methods.
1. Introduction. In this paper we are interested in the numerical approximation of the action of the matrix exponential to a vector, namely y = exp(A)v, when the real n × n matrix A is large and symmetric negative semidefinite. In the following we assume that v = 1, where · denotes the Euclidean norm. We investigate some well established and more recent methods that aim at approximating the vector y by efficiently combining subspace projections and spectral transformations. We refer to [29] for a more complete recent survey.
Two apparently distinct classes of approaches have been discussed in literature, when A is large and sparse. In the first type of strategy, the matrix is projected onto a possibly much smaller space, the exponential is then applied to the reduced matrix, and finally the approximation is projected back to the original large space. If H and e denote the projected and restricted versions of A and v, respectively, this process can be summarized as follows, y ≈ V exp(H)e, where the columns of V form a basis of the projection space, see, e.g., [14] , [15] , [16] , [23] , [31] , [32] , [33] , [34] , [40] . In particular, van den Eshof and Hochbruck have recently devised an acceleration method based on a spectral transformation, that appears to significantly reduce the dimension of the approximation space without sacrificing accuracy and efficiency [40] .
In the second class of methods, the exponential function is first approximated by an appropriate simpler function, and then the action of this matrix function is evaluated; see, e.g., [4] , [8] , [10] , [27] , [29] , [31] . To this end, a special role is played by rational function approximation to the exponential; see, e.g., [3] , [9] , [11] , [39] . Let R ν be such rational function, so that R ν (A)v ≈ exp(A)v, and assume that R ν admits the following partial fraction expansion,
In this approach, an approximation to y can be obtained by first solving the shifted linear systems appearing in the sum, and then by collecting the sum terms; see, e.g., [4] , [20] . The computation of the system solutions can be either carried out by a direct method, or, if memory requirements become unacceptable, by iterative methods such as Krylov subspace solvers [35] . In particular, some of these methods can fully exploit the recent developments in iterative linear system solvers; see, e.g., [38] .
In this paper we argue that the distinction between the two aforementioned categories is in fact very vague, and that increased understanding can be gained by exploiting both view points.
The aim of the paper is twofold. On the one hand, we show that the acceleration method by van den Eshof and Hochbruck cited above, may be restated as a preconditioning technique of the rational function approximation in (1.1), when the exponential is replaced by an approximating rational function. In addition, we show that another recently proposed method (see [1] ), may also be viewed as a preconditioning technique for appropriately solving the shifted systems in (1.1). These new results allow us to devise a-priori strategies to select the associated acceleration parameters; theoretical and numerical results are shown to justify these choices.
Available comparisons of different schemes in the two categories above are very limited; see, e.g., [37] . Our second aim is to provide a performance evaluation among several numerical approaches to approximate the exponential, therefore filling a gap in the recent literature. Our numerical experiments show that the methods ranking changes significantly depending on whether linear systems can be solved by a direct method. In particular, our numerical findings highlight the competitiveness of the simple partial fraction expansion form in (1.1) over newly developed acceleration procedures, when appropriate iterative methods are used. On the other hand, in the case when direct methods are applicable, ad-hoc and acceleration techniques such as (shift-invert) Lanczos, are superior to the partial fraction expansion method.
The paper is organized as follows. Section 2 reviews the role of rational functions in the matrix exponential context, and recalls the notation and basic facts associated with the approximation in the Krylov subspace. Section 3 discusses an acceleration method based on the shift-invert Lanczos, while section 3.1 provides a theoretical justification of the parameter selection in the shift-invert step. Some theoretical and computational guidelines for the method are reported in section 3.2 and section 3.3, respectively. Section 4 discusses a second acceleration method, and a cheaper strategy is proposed to deal with the acceleration matrix. The associated parameter is analyzed in section 4.1, where a theoretical justification for its selection is provided; some implementation improvements are discussed in section 4.2. Finally, section 5 and its subsections report on our numerical experience with all analyzed methods, while section 6 summarizes our final conclusions.
Throughout the paper we assume that the spectrum of A, spec(A), is contained in the interval [α, 0], for some α < 0. This is not a restrictive assumption. Indeed, if spec(A) ⊂ [α, β], with β < 0, then the spectrum of A 1 = A − βI is contained in [α − β, 0] and exp(A) = exp(A 1 ) exp(β). Therefore the behavior of exp(A) can be recovered from that of exp(A 1 ). As we shall see, standard procedures are particularly slow for large values of A = |α|, and thus in the context of acceleration procedures, our main interest will be in large A . Throughout our analysis we assume to work in exact arithmetic and we refer to the paper by Druskin et al. ([12] ) for an analysis of Krylov subspace methods for matrix functions in finite precision arithmetic.
2. Rational function approximation and Krylov subspaces. Let R ν (z) = N ν (z)/D ν (z) be a rational function approximating the exponential function, with N ν , D ν polynomials of degree ν. When R ν is the rational Chebyshev function it holds (see [9] and references therein)
which implies a similar estimate for exp(A)v − R ν (−A) when A is symmetric and negative semidefinite. Due to this nice approximation property, Chebyshev rational functions are commonly employed to approximate exp(A)v when A has a wide spectrum. Let (1.1) be the partial fraction expansion of R ν ; note that Chebyshev rational functions have distinct poles, so that (1.1) can be correctly employed in this case. Since A is real, the poles in (1.1) come in complex conjugates, therefore we can write
where ξ ν denotes the real pole if ν is odd. When dealing with large dimension problems, the shifted systems can be solved by means of iterative methods. The simplified QMR method ( [18] ) can be used to obtain an approximation to x (j) = (A − ξ j I) −1 v separately for each j. The method is an appropriately refined version of the non-Hermitian Lanczos algorithm, that exploits the (shifted) complex symmetric form of the coefficient matrix to devise a single short-term recurrence. Preconditioning can be successfully applied to this variant as long as the preconditioner is also complex symmetric. We refer to this approach as PFE+QMR in our numerical experiments of section 5.2.
An alternative choice is to use the single Krylov subspace
as approximation space. Assuming a zero initial solution approximation, for each j the kth iterate x
, where the last equality is due to the shift invariance of Krylov subspaces. Then the linear combination
is an approximation to R ν (A)v. To speed up convergence without loosing the shifted form, it is possible to precondition all systems with the same matrix, say (A − τ I)
with τ > 0, namely
for an appropriate selection of a single τ for all poles. The matrix (A−τ I) −1 (A−ξI) is known as a Cayley transformation in the eigenvalue context; see, e.g., [2] . Interestingly enough, this preconditioning approach has not appeared to have been investigated explicitly in this context, possibly because of the requirement to solve systems with the (real) matrix A − τ I. We show in section 3 that this is precisely what the recently proposed method in [33] , [40] performs, when the exponential is replaced by a rational function. In section 4 we also show that the method in [1] amounts to solving (2.3) by first resorting to the normal equation and then applying a Conjugate Gradient method.
A seemingly different approach consists in approximating the operation exp(A)v by projecting the problem onto a subspace of possibly much smaller dimension. Krylov subspaces have been extensively explored to this purpose, due to their favorable computational and approximation properties, see, e.g., [14] , [15] , [16] , [20] , [24] , [25] , [41] .
The vectors v i , i = 1, . . . , k can be generated by means of the following Lanczos recurrence, 4) where e i is the ith column of the identity matrix of given dimension, e T k is the transpose of e k and
is a symmetric tridiagonal matrix. An approximation to x = exp(A)v may be obtained as
(2.5)
We shall refer to this approximation as the "Standard Lanczos" method. For k n, the procedure projects the matrix problem onto the much smaller subspace K k (A, v), so that exp(H k ) can be cheaply evaluated with techniques such as scaling and squaring Padé [22] . The quality of the approximation strongly depends on the spectral properties of A and on the ability of K k (A, v) to capture them. Typically, convergence starts taking place after a number of iterations at least as large as A 1/2 [24] . A first characterization of the approximation was given by Saad in [34, Theorem 3.3] , where it is shown that V k exp(H k )e 1 represents a polynomial approximation p(A)v to exp(A)v, in which the polynomial p of degree k − 1 interpolates the exponential in the Hermite sense on the set of eigenvalues of H k . Other polynomial approximations have been explored, see, e.g., [13] , [33] .
It is important to realize that the partial fraction expansion and the Krylov subspace approximation may be related in a natural way whenever the exponential is replaced by a rational function. In such a situation, the two approaches may coincide if, for instance, a Galerkin method is used to obtain the approximate solutions x (j) k . More generally, using (2.5) we can write
If R ν accurately approximates the exponential, the two approaches that employ x k and V k R ν (H k )e 1 evolve similarly as the Krylov subspace dimension increases; see, e.g., the discussion in [19] . The behavior just described could justify the use of the partial fraction expansion in place of the standard method, especially if acceleration procedures can be determined to efficiently approximate each system solution. In fact, this is the unifying argument of the results in this paper.
3. The shift-invert Lanczos method. In [32] and independently in [40] , the authors have proposed a technique for accelerating the Standard Lanczos approximation to functions such as the exponential. The method is closely related to the shift-invert technique for eigenvalue problems, and consists in first applying the Lanczos recurrence to the matrix (I − σA) −1 , for some σ ∈ R, σ > 0 and starting vector
An approximation to y = exp(A)v is then obtained as
2)
The analysis in [32] , [40] was tailored to general analytic functions f , and thus is perfectly applicable to the case of rational functions. For f = R ν , in the next proposition we completely describe the shift-invert procedure by means of a partial fraction expansion of R ν . Thanks to (2.6), this allows us to conclude that if R ν is chosen to approximate the exponential, the procedure in [32] , [40] can be analyzed in terms of rational functions; see, e.g., [27] .
Proposition 3.1. Let R ν be a rational function with distinct poles and partial fraction expansion R ν (z) = ω 0 + ν j=1 ω j /(z − ξ j ). For a chosen σ > 0, let y SI be the approximation to y = R ν (A)v as in (3.2) when the exponential is replaced by R ν .
Let
m is the Galerkin approximation to
Proof. When the exponential is replaced by R ν in (3.2), y SI can be written as
On the other hand, y prec is obtained as 4) so that (I + (
Note that this space would not be the "natural" space for a standard Galerkin procedure, which would instead use
, for left preconditioning. Due to the shift invariance of Krylov subspaces, it holds
Moreover, relation (3.1) can be scaled as
m . Imposing the Galerkin condition on the residual vector yields the equation
Taking into account (3.5), we obtain
or, equivalently, (−
We have thus shown that
which is the same as (3.3). The previous proposition shows that when applied to a rational function, the shiftinvert procedure is mathematically equivalent to a Galerkin procedure for the shifted systems involving the poles, appropriately preconditioned with the same matrix (A − 1 σ I). We will use this insightful relation to derive an automatic selection of the acceleration parameter σ.
3.1. Selecting the acceleration parameter. The effectiveness of the described scheme strongly depends on the choice of the acceleration parameter. In [40] , an analysis is performed to select an optimal parameter at each iteration m, and the actual values are tabulated by numerically evaluating the quantity
−i | p ∈ Π j } and Π j is the space of polynomials of degree j or less; we refer to [40] for further details. Practical guidelines on how to use the tabulated values without varying the parameter at each iteration are also given. In [30] , the author essentially conforms to this strategy. In both cases the employed arguments are tied to the theoretical analysis performed in [36] .
The result of Proposition 3.1 leads us to analyze the influence of the parameter σ with a completely different strategy, namely by studying its role in the preconditioned system (2.3), that is
In the rest of this section we omit the dependence of ξ j and x (j) on j. Moreover, without loss of generality (cf. (2.1)), we consider only the complex poles with positive imaginary part.
We start by observing that the eigenvalues of the coefficient matrix are given bŷ λ = 1 + (
, where λ is an eigenvalue of A; this means that theλ's lie on a line of the complex plane. Assuming that 1 σ − ξ = 0 and dividing by (
andṽ defined accordingly. The eigenvalues of the coefficient matrix lie on the horizontal line
The assumption 1 σ − ξ = 0 is not restrictive: if 1 σ = ξ for some (real) ξ, then from (3.6) it follows that the solution x associated with that pole is readily obtained, and the analysis needs not be performed.
The coefficient matrix in (3.7) is given by a real negative definite symmetric matrix shifted by a complex multiple of the identity. It was shown in [17] , [27] that in this case, the performance of Krylov subspace methods may be fully characterized by using spectral information of the coefficient matrix. Therefore, estimates for the optimal parameter σ may be obtained by analyzing the spectrum of ((A− 1 σ I) −1 −χI) as σ changes. To this end, we recall here the following bound for the linear system error in our notation.
Proposition 3.2 ([27, Lemma 5.2])
. Given the linear system ( A − χI)x =ṽ with A symmetric and semidefinite and χ ∈ C, let x m be the Galerkin approximate solution to x in K m ( A,ṽ). Let λ max , λ min be the largest and smallest eigenvalues of A − (χ)I in absolute value, respectively. Then the error satisfies
where g is a function of the spectrum of A,ṽ and of χ only, while ρ = γ + γ 2 − 1 and
The proposition above shows that the larger γ, the faster the convergence in terms of the subspace dimension m. We recall that spec(A) ⊂ [α, 0] with α < 0. In our context, we can apply the result above both to the original partial fraction expansion approximation, as well as to the preconditioned system (3.6). In the former case, setting A = A and χ = ξ, we obtain
In the preconditioned case, setting
, after simple algebraic manipulations we get
The expression in (3.8) shows that for |α| |ξ|, the error bound predicts very slow convergence of the linear system, as in this case γ ≈ 1. It is desirable that a well chosen σ make γ prec (ξ, σ) much larger than γ(ξ), so as to significantly improve the convergence rate. An ideal value of σ would satisfy something like
to ensure faster convergence for all poles. However, this inequality turned out to be hard to analyze. Nonetheless, it is possible to relate the two convergence coefficients.
To simplify the notation, in the rest of this section we use
and with some abuse of notation, we use γ prec (ξ, τ ). We have
where
with c = α|ξ|/(|α − ξ| + |ξ|).
The following proposition shows that for each pole, it is possible to determine the least value of the parameter that improves convergence, and also the one that maximizes the ratio between the two convergence rates. Unfortunately, the resulting parameter depends on the given pole, and thus it may not be optimal for other poles.
Proposition 3.3. Given α and ξ, let F (τ ) = F (α, ξ, τ ) be defined in (3.11) and assume that (ξ) > α/2 and (ξ) = 0.
, for every τ , where
Proof. Let ξ = ξ R + ıξ I . We first show that ξ R > c. Since c < 0 then clearly ξ R > c when ξ R ≥ 0. For ξ R < 0, using α < 2ξ R we obtain α|ξ| < 2ξ R |ξ| ≤ ξ R |ξ| ≤ ξ R (|ξ| + |α − ξ|), from which
To prove (i), we observe that
Using ξ R > c, the previous requirement corresponds to imposing τ ≥ τ 0 .
To prove (ii) we explicitly write
from which the expression for τ max follows. Moreover, F is an increasing function for τ ≤ τ max and a decreasing one otherwise, so that
. The result follows by taking into account that
Finally, the first equality in (iii) follows from F (τ 0 ) = 1 in (3.13), while it can be readily verified that lim τ →∞ F (τ ) = 1. In light of Proposition 3.3(i), one could restrict the choice of the parameter τ to the interval [τ 0 , ∞[. However, (iii) indicates that values of the parameter that are too close to the extremes of this interval do not accelerate convergence; see similar conclusions in [30] . The hypothesis that (ξ) > α/2 is crucial, otherwise F (τ ) ≥ 1 only for τ < 0. The only (unlikely) exception is ξ = α/2 ∈ R, in which case F (τ ) ≥ 1 for any nonnegative τ . On the other hand, for the values of α of interest, |α| |ξ| and thus the hypothesis (ξ) > α/2 is clearly verified. It is also important to notice that for |α| |ξ| it follows τ max ≈ |ξ|, indicating the obvious fact that for each pole ξ, the best real parameter is related to the pole itself.
Although quite sharp, the results above still depend on the spectrum of A through α, and do not provide a simple way to select a good single parameter for all poles. To complete our understanding, we thus look for a quantity that well represents the behavior of γ prec , especially for large |α|. To this end, we observe that −c ≤ |ξ|, so that F (ξ, τ ) ≤ τ +|ξ| |τ −ξ| . The bound is sharp for |α| |ξ|, that is γ(ξ) ≈ 1, in which case c ≈ −|ξ|. The quantity H(τ, ξ) := τ +|ξ| |τ −ξ| ≥ 1 also appears explicitly in the following lower bound for γ prec , 14) and this estimate is again sharp when γ(ξ) ≈ 1. We next analyze the behavior of H, which does not depend on the spectrum of A, but only on the poles and on the parameter. We have
Note that |ξ| + (ξ) ≥ 0 for any ξ, and for a given non-real pole ξ it holds that τ |τ −ξ| 2 ≤ |ξ| ||ξ|−ξ| 2 , where the right-hand side is attained for τ = |ξ|. Therefore, for each pole ξ i , To take τ i as a-priori parameter for all systems, we need to make sure that this value of τ is also effective for a different pole ξ j . Let the poles be sorted with decreasing (positive) imaginary parts. Setting τ i = |ξ i |, we state the following discrete problem (3.15) which can be solved once for all, for a given class of rational functions and for each selected degree. As an example, Table 3 .1 reports the values of H(τ i , ξ j ) as τ i and ξ j vary, for Chebyshev rational functions and ν = 14 (poles are computed from the coefficients as listed in [9] ). In the table, the optimal value of τ for problem (3.15) with ν = 14, is given by τ 1 = 18.8616, ensuring that γ prec (ξ, τ ) ≥ H(τ 1 , ξ 1 ) = 1.1657. Note that for all degrees, the best value of τ turns out to always be associated with ξ 1 . Therefore, we propose to use the parameter
The corresponding values associated with Chebyshev rational poles are listed in Table 3 .2 for ν ≤ 20. The entries in the table can be used as follows: if a final tolerance tol on the approximation of exp(A)v is requested, then the shift-invert approach may be used with a shift value corresponding to ν ≥ − log 10 (tol) (e.g., tol=10 −8 yields ν ≥ 8 so that σ = 0.1062 or a smaller value in the table may be used). Our derivation suggests a parameter selection somehow similar to that given in [40] , although our justification is completely different. This may be viewed as an additional motivation for the reliability of the approach.
3.2. Asymptotic behavior. Our parameter selection is based on asymptotic arguments, that is, on information of the matrix spectral interval and not on the actual eigenvalue distribution. In particular, we recall that the convergence of (symmetric) linear systems often exhibits superlinear behavior, in the sense that the rate of convergence may increase as convergence takes place; see, e.g., the discussion in [38] . This phenomenon is also particularly apparent when isolated or clustered eigenvalues occur. Such important characterization is not captured by an asymptotic analysis. Therefore, in some cases other values of the parameter may lead to better convergence than that obtained with our analytically selected choice. As an example, we consider the matrix A of size n = 3375 of Example 5.1 in section 5, whose extreme eigenvalues are λ min ≈ −2329.4 and λ max ≈ −22.597, and we define the singular matrix A = A − λ max I. We study the performance of the accelerated process with the optimal parameter σ opt = 0.053 and with another possible candidate, σ min = 1/ max j | (ξ j )| = 0.1124, taken for ν = 14 poles. The vector v is taken as a normalized vector of all ones. Figure 3 .1 shows the convergence curves of the shift-invert Lanczos (SI) procedure with A, and the two parameters (lower solid and dashed curves), showing a slightly better performance of σ min over σ opt , and this is not predicted by our theory. However, our arguments better describe the behavior of the n × n diagonal matrix D (middle solid and dashed curves), whose nonzero entries are uniformly distributed values in the same spectral interval as A. The vector v is unchanged. In this case, the convergence slope is steeper when using σ opt than with σ min . The upper curves show the convergence rate predicted by the asymptotic quantity H (1/σ, ξ 1 ) j , j = 1, . . . , m for σ = σ opt (filled squares) and σ = σ min (circles). Note that both curves well represent the initial convergence phase of the shift-invert procedure with D, with a slightly better performance for H(1/σ opt , ξ 1 ). 3.3. Implementation details. The algorithmic aspects of the shift-invert procedure were described in [40] . A possible implementation generates the matrix V m one vector at the time, by means of the Lanczos algorithm (see, e.g., [21] ), and the corresponding elements of the tridiagonal matrix T m in (3.1). It is important to observe that convergence at high accuracy is often obtained for a small approximation space, so that no much memory is required to store V m . The difficulties associated with the approximate solutions with I − τ A are also treated in there.
A crucial part in the overall procedure is how to monitor convergence, since the error norm is not available. With the notation of (3.5), a classical stopping criterion is given by the quantity 17) which is cheaply available during the computation; in the case of Standard Lanczos, using (2.5) the criterion above reduces to h k+1,k |e
This is the quantity we adopted in our numerical experiments. It is known that for m very small, this quantity may highly underestimate the true error. Therefore, for the first few iterations we replace the absolute estimate of the error with a relative quantity, until this falls below 10 −2 . In the case of (3.17), this quantity reads as m )/σ)e 1 take the expected exponential pattern; see [26] . In some cases, we found this procedure to be conservative for a requested final low accuracy; on the other hand, it prevented the method from terminating prematurely. We refer to [34] , [12] , [27] for further considerations on this stopping criterion and for higher order stopping criteria.
4. Application of a real-valued method for solving linear systems. In this section we increase our understanding of a method recently proposed by Axelsson and Kucherov in [1] , for solving complex symmetric systems by means of a formulation that only uses real arithmetic computation. The method can be used in our context when a partial fraction expansion of a rational function approximation is employed, as described in section 2. We show that the method can be derived using our preconditioning framework. Moreover, we propose a variant that makes the overall procedure significantly more efficient.
We first briefly recall the main steps of the approach. Given the complex system
with u = u R + ı u I and b = b R + ı b I , the proposed procedure uses the real form
where η > 0 is a real parameter and z = (ηu R − u I )/ 1 + η 2 . The Schur complement reduction provides the following linear system for u R ,
The imaginary part, u I , may be computed by using the relation
It is shown in [1] that under certain hypotheses on S and R, it is possible to derive an optimal choice of η so that the matrix B = R + ηS is an effective preconditioner for the system (4.2).
In our context, the complex symmetric system to be solved is (A − ξI)u = v for a fixed pole ξ = ξ R + ıξ I . Therefore, we have R = A − ξ R I and S = −ξ I I. Substituting in the coefficient matrix of the system (4.2) we obtain
where the preconditioner becomes B = −(R + ηS) = (ξ R + η ξ I )I − A, and the preconditioned system reads
Therefore, for each pole ξ, the original complex symmetric system is transformed into the real (preconditioned) system (4.3) that needs to be solved by an iterative method. We next show in Proposition 4.1 that the matrix −M is symmetric positive definite for any choice of η > 0 and for all poles, and thus the Conjugate Gradient method can be used. Moreover, we show that the system (4.3) resulting from the general procedure outlined above is nothing but the real part of the normal equation of (2.3) for a special choice of the acceleration parameter.
Proposition 4.1. Let u R be the solution to M u R = B −1 w (cf. (4.3)) and for τ = ξ R + η ξ I , η > 0, consider the (preconditioned) linear system
Moreover, u R is the real part of the solution of K * Ku = K * (τ I − A) −1 v. Proof. Let R = A − ξ R I and S = −ξ I I, and note that R and S commute, so that
Therefore, K * K is real symmetric and M is negative definite. Analogously, we can write
Therefore, the real part of the equation
The original implementation in [1] provided an optimal parameter τ for each shifted system to be solved, yielding a different acceleration matrix (τ I − A) −1 for each pole. The authors suggested to use τ = τ (ξ j ) = |ξ j |, for A − ξ j I having definite symmetric real part. This condition is not satisfied in our case, since (ξ j ) may be either positive or negative. In the next section we show how to select a single τ for all systems, so as to lower the computational costs.
A completely different preconditioning strategy could also be adopted. The use of an optimal preconditioner (τ I − A) with τ = τ (ξ) would be feasible if it were possible to update the factorization for different shifts without recomputing the factors from scratch; see the results in [6] in this direction, for linear system preconditioning.
Selecting the acceleration parameter.
In this section we derive a single quasi-optimal positive parameter τ , from which, according to the relation τ = ξ R +ηξ I , a different η follows for each system in (4.3). Therefore, while M differs for each shifted system, the matrix B = τ I − A is the same for all shifts. Proposition 4.1 shows that M is symmetric and negative definite for any η > 0. Similar conclusions were derived in [1, Remark 1] . Next proposition provides sharp bounds for the condition number of M with no further hypotheses on A − ξI. Proposition 4.2. Assume that the hypotheses of Proposition 4.1 hold and that τ > max{0, (ξ)}. Then
Moreover, if it also holds that τ ≤ |ξ|, then 
We have
Since τ > ξ R , it holds that g (λ) > 0 only for λ >λ, hence
To derive an upper bound, we notice that sinceλ is the only critical point and it is associated with a minimum, the maximum of g in [α, 0] is given by max{g(α), g(0)}. Collecting this bound and (4.6), the bound (4.4) for cond(M ) follows. We next assume that τ ≤ |ξ| holds for all poles ξ. We write
For τ ≤ |ξ| the first addend in the numerator of the last expression is negative. For the second addend, we separately treat the cases of positive and negative pole's real part. If ξ R < 0, the second addend gives −2ατ
We have thus shown that g(α) − g(0) ≤ 0, which completes the proof.
The bound in (4.4) may be rather sharp. Its sharpness depends on whether the extremes of the function g defined in the proof are attained. Table 4 .1 reports the bound in (4.4) for the 125 × 125 matrix obtained by the discretization of the 3D Laplacian with homogeneous boundary conditions, shifted so as to have zero largest eigenvalue. The poles correspond to the Chebyshev rational approximation of degree ν = 14. We used τ opt = min j=1,...,ν |ξ j | = 5.7485; see below for an explanation of this choice. To derive a single parameter τ for all poles ξ, we study the bound in (4.5), which does not depend on the spectrum of A. We will see that for the Chebyshev approximation it is possible to derive a single parameter that satisfies τ ≤ |ξ|.
be the part of the upper bound in (4.5) that depends on τ . It can be verified that
If (ξ) < 0, then W ξ (τ * ) is a maximum and τ * (ξ) is negative. We thus restrict our attention to the poles with positive real parts 3 . Moreover, we observe that for τ > τ * and (ξ) < 0, the function W ξ is decreasing, so that the larger τ the smaller the bound for (ξ) < 0. We then recall that for (4.5) to hold, the selected parameter τ must satisfy (ξ) ≤ τ ≤ |ξ|, ∀ξ.
Let the poles be sorted as (ξ 1 ) ≤ · · · ≤ (ξ ν ). Then τ * (ξ ν ) ≥ (ξ j ) for j ≤ ν, and we define
For the Chebyshev poles it holds that min j=1,...,ν |ξ j | = |ξ ν | so that
In The analysis above conforms with the multiple choice in [1] , although in our case extremely fast convergence cannot be achieved for all shifted systems. It is also interesting that, as opposed to the shift-invert procedure, the pole with the smallest modulo is selected as optimal parameter.
Implementation details.
The real-valued method for approximating y = exp(A)v can be summarized as follows. For simplicity and without loss of generality, we take here a rational function of even degree. For odd degree rational approximation, the real shifted system corresponding to the real pole can be solved explicitly without resorting to the method discussed above.
Algorithm AK.
Given A, v, ξ 1 , . . . , ξ ν , ω 1 
As already mentioned, the solution of M u R = w is performed iteratively, as M should not be explicitly computed but only applied in products such as y = M x, as is the case in Conjugate Gradient methods. Each matrix-vector multiply with M requires solving two systems with B = τ I − A, and this is related to the fact that M is the coefficient matrix of the normal equation.
The final attainable accuracy of the overall computation depends primarily on the rational function used, but also on the accuracy with which the linear systems of step (iii) are solved. This requires the stopping tolerance to be smaller than the accuracy requested; in our experiments we noticed that tol=10 −ν−2 delivered a sufficiently accurate final solution to the exponential. No further study was attempted to refine this value.
We consider solving systems with B both with a direct and iterative method. In the former case, the cost of factorizing the single matrix B is performed once for all systems. This provides significant computational savings over the original method in [1] , a sample of which is reported in Table 4 .2. In the table we compare the original method, where an optimal B = B(τ ) is determined and factorized for each pole, with Algorithm AK, where a single suboptimal B is computed and factorized at step (ii) of the algorithm. The numbers show that the new strategy improves performance, especially on large problems, while the total number of iterations does not significantly grow, compared to the optimal shift selection in [1] .
In the case an iterative solver is used, one is faced with the problem of efficiently solving two systems with B at each iteration of the solver with M . By exploiting the positive definiteness of B, we consider the following alternatives: a) Two calls to the Conjugate Gradients in sequence; b) Two calls to Preconditioned Conjugate Gradients in sequence; c) One call to a variant of the Conjugate Gradient method proposed by van der Vorst in [41] with B and B 2 is faster than both the standard CG method and its preconditioned version. It is important to notice that in the approach proposed in [41] preconditioning is not applicable, nonetheless, its performance is superior to that of standard Preconditioned CG applied twice. We should mention that when using the approach in [41] , one could employ a different (optimal) B for each shifted system at no additional cost. We decided to maintain Algorithm AK for consistency with the case of the direct solves.
Numerical experiments.
In this section we report on our numerical experience with the discussed methods, that we summarize as follows:
-Partial Fraction Expansion (PFE). Computation of (2.1) by explicitly solving each complex symmetric system. Systems corresponding to conjugate pairs are coupled; -Standard Lanczos. Classical Lanczos approach described in section 2; see, e.g., [34] ; -AK. Variant of method by Axelsson and Kucherov described in section 4; -Shift-Invert Lanczos (SI). Acceleration procedure described in section 3 [40] .
When using methods that explicitly rely on the partial fraction expansion, namely PFE and AK, the final accuracy influences the number of terms in the expansion, and thus the number of shifted systems to be solved. In our implementation of the shiftinvert procedure, the parameter selection is also guided by the required accuracy, following Table 3 .2. In general, this is not strictly necessary, and one could choose σ as the optimal parameter associated with an approximation of large degree, say ν = 14.
Since the error norm cannot be explicitly monitored, stopping criteria were introduced as discussed in previous sections. In the small examples, however, we computed the actual error and verified that a satisfactory tolerance was reached, achieving the required order of magnitude for the absolute error norm. It should be mentioned that the solution norm influences the stopping criterion. Indeed, depending on the spectrum of A, the vector exp(A)v may have very small norm, which makes a loose stopping tolerance completely useless, yielding an approximate solution with no digit accuracy. In all problems considered, the vector exp(tA)v with t = 0.1 had a norm not smaller than 10 −4 . All methods except the Standard Lanczos procedure, require solving real or complex shifted systems. In all these cases, such step employs over 95% of the total computational efforts, so that it is really the only bottleneck of these methods. In the next two sections we report results when solving these systems either by a direct or an iterative method, yielding in this latter case an inner-outer procedure.
All numerical experiments were performed in Matlab [28] , version 7.0.1 (R14-SP1), and CPU timings were obtained with the function cputime. We like to mention that different CPU time performance was observed when using different Matlab versions or releases, which in some cases significantly affected the comparison among the methods.
Using direct methods.
In this section, we report our experiments when a direct method is used to solve with (A − ξ j I) or (τ I − A). When dealing with the symmetric and positive definite matrix (τ I − A), the Cholesky factorization is performed, after a reordering of the matrix entries (Matlab function symamd). Permutation significantly improves the overall cost of solving with the shifted matrix (both the factorization and the solution phases). In the following, the matrix is always reordered, and the reported timings include the factorization cost. The LU decomposition without pivoting of the complex symmetric matrix (A − ξ j I) yields a (symmetric) LDL T factorization. After reordering, the number of (now complex) nonzero entries is the same as for the real factor. We emphasize, however, that in the case of the partial fraction expansion, the complex system solutions were carried out by means of the Matlab backslash operation "\", which is significantly faster than the two step procedure of first factorizing the matrix, and then solving with the factors. In all tables, the number of iterations for Standard Lanczos and for shift-invert Lanczos, coincides with the dimension of the generated Krylov subspace. For AK, the number in parenthesis is the global number of iterations performed to solve all shifted systems with M = M (ξ j ).
The stopping tolerance tol = 10 −ν is fixed for all codes. Methods employing the rational function approximation thus use the corresponding function degree ν.
Example 5.1. We consider the n × n matrix stemming from the finite difference discretization of the 3D Laplace operator on the unit cube, with eigenvalues in [−179.14, −12.862] for n = 125. Different discretization refinements are considered. These data represent a typical benchmark for the approximate evaluation of the matrix exponential in PDE contexts. We approximate the vector exp(tA)v, with t = 0.1 and v a normalized normally distributed random vector. The elapsed time and the number of iterations (in parenthesis) for various problem dimensions and final tolerances are reported in Several comments are in order. Firstly, we observe that explicitly dealing with the partial fraction expansion by means of direct solvers becomes significantly more expensive, especially for the large size matrix. Moreover, all methods behave quite consistently as the problem dimension increases, and the performance ranking is already clear for n = 3375.
Secondly, on this problem, Standard Lanczos is the most efficient approach, as CPU time is concerned; the shift-invert procedure shows the second best performance. Memory requirements for Standard Lanczos, however, become increasingly high as the number of iterations increases, since the whole basis needs to be stored. This problem may be overcome by resorting to a two-pass strategy. In the first pass the Lanczos basis is not stored, but only the projected solution is; in the second pass, the Lanczos basis vectors are recomputed one at the time, to form the final solution; see [19] for more details. This approach drastically reduces memory needs, but requires almost twice the time to complete the computation, making the performance of the method more comparable to that of shift-invert Lanczos. For the latter method, we observe that the number of iterations does not grow (and in fact it decreases) as the problem dimension increases, for the same required tolerance; see, e.g., [30] , [40] for a discussion.
Thirdly, the Axelsson-Kucherov approach does not perform satisfactorily, as compared to the Lanczos methods, although its memory requirements are roughly limited to the Cholesky factor and to a bunch of CG vectors. The number of iterations does not grow significantly as the problem dimension increases, for a fixed final tolerance. We should mention that AK improves the performance of the original partial fraction expansion method on the large matrix. This seems to indicate that AK may be advantageous for approximating the action of other matrix rational functions for which the Standard Lanczos procedure does not show superlinear convergence. Moreover, the method's limitations are less apparent when a loose final accuracy is required, which is precisely the context suggested in the original paper [1] .
In summary, this example shows that for moderately large spectra, the Standard Lanczos approach is still competitive, and the analyzed acceleration procedures do not seem to significantly improve its performance. The next example faces a more extreme case for which using an acceleration procedure is mandatory.
Example 5.2. In this example we approximate exp(tA)v, t = 0.1, where the n × n matrix A stems from the finite difference discretization of the 2D operator
on the unit square, with homogeneous boundary conditions [40] . Two grid refinements have been considered. The spectrum is contained in the interval [−35424, −25.256] for the smaller problem. The vector v is taken as in the previous example. The CPU time and number of iterations when appropriate, are reported in Table 5 .2. This example has special features that make it very different from the previous one. In particular, A and the spectral range are significantly large, penalizing the Standard Lanczos method. Moreover, the finite difference discretization of the 2D operator generates a sparser matrix than in Example 5.1, allowing cheaper system solves. We can thus predict especially good performance of all acceleration techniques, including PFE, compared to Standard Lanczos. The results in Table 5 .2 fully confirm these considerations.
Using iterative methods.
The use of iterative methods for solving the large linear systems provides a significantly different picture from what shown in the previous section. In the case of AK and SI, the resulting algorithm is an innerouter procedure. We next compare the Standard Lanczos method with the following iterative procedures: -PFE+QMR. Partial Fraction Expansion where each complex shifted system is solved by a preconditioned simplified QMR method [18] . The preconditioner is a complex symmetric LDL T incomplete factorization of the shifted matrix, obtained by a simple modification of the factors computed with the Matlab luinc factorization with dropping tolerance equal to 10 −2 . The system stopping threshold is 10 −ν . 
tolerance 10
−2 is used to generate the preconditioner. The inner system stopping threshold is 10 −ν . -AK+Variant. We report the results of Table 4 .3 of the variant of the AxelssonKucherov method, which solves systems with B = τ I − A and B 2 with a single iterative method. If occurring, the system with the real pole is solved with Preconditioned Conjugate Gradients as in SI+PCG. The inner system stopping threshold is 10 −ν−3 . In SI+PCG and AK+Variant, the shifted matrix was reordered with a CuthillMcKee permutation (Matlab function symrcm) before building the preconditioner, whereas minimum degree reordering was used for PFE+QMR; see [5] for a comprehensive discussion of various permutations related to preconditioning. We should mention that in shift-invert Lanczos, it is not necessary to solve with B at high accuracy but that, on the contrary, the accuracy can be relaxed as convergence takes place [40] ; we refer to [38] for a general discussion on relaxed tolerance in the linear system setting. For the sake of a more systematic analysis, here we limit our choice to a fixed, conservative value for all methods.
The CPU time for the two test problems are reported in Table 5 .3. For SI+PCG and AK+Variant, the total number of outer iterations and the average number of inner iterations is shown. For PFE+QMR, the average number of iterations is also shown in parenthesis. For ease of comparisons, we also reproduce the CPU time of Standard Lanczos from Tables 5.1-5.2.
Compared to the previous results that used a direct solver for the shifted systems, we can see that the overall costs have significantly decreased for all methods. In the case of the 3D Laplace operator (Example 5.1), the Standard Lanczos method remains the method of choice even after a two-step procedure, although the differences are far less prominent. For the 2D operator the solution of the shifted systems in (1.1) with an appropriately preconditioned iterative solver yields the most competitive approach, even for the small size problem.
It appears that for these examples, the two preconditioners (A − τ I), corresponding to SI, and the incomplete LDL T factorization for PFE, show comparable performance in approximating the partial fraction expansion. Due to the favorable results of the PFE+QMR method, it would be interesting to further explore this approach, by employing more general preconditioning strategies for complex symmetric matrices, as recently discussed in [7] . 6. Conclusions. In this paper we have presented a common framework for some recently developed acceleration techniques for approximating the action of the matrix exponential to a vector. This framework is based on the rational function approximation to the exponential, and allowed us to also derive strategies for a-priori selecting the associated parameters. Experiments with various enhanced methods were performed to assess the true effectiveness of the approximation in case of large spectral interval of the given matrix. We have shown that all acceleration procedures can essentially be written in terms of a partial fraction expansion of a rational function. Therefore, our experiments may be viewed as a comparison of different numerical strategies to approximate the terms (A − ξI) −1 v in this expansion. Our experience shows that no single method is always the most competitive one; our analysis helps identify to what extent one method should be preferred to the others in which occasion. It would be interesting to see whether these conclusions can be generalized to other functions for which a rational function approximation is available.
Specific implementations can be exploited to enhance performance of some methods. For instance, in the case of shift-invert Lanczos with inner iterative solves, the inner systems may be solved with a dynamic (decreasing) accuracy [40] . This and other implementation enhancements have been omitted in this paper, but they will be the topic of further investigation.
