Abstract. The eciency of numerically solving time-dependent partial dierential equations on parallel computers can be greatly improved by computing the solution on many time-levels simultaneously. The theoretical properties of one such method, namely the discrete-time multigrid waveform relaxation method, are investigated for systems of ordinary dierential equations obtained by spatial nite element discretisation of linear parabolic initial boundary value problems. The results are compared to the corresponding continuous-time results. The theory is illustrated for a one-dimensional and a two-dimensional model problem and checked against results obtained by numerical experiments.
1. Introduction. We consider the numerical solution of a linear parabolic initial boundary value problem, spatially discretised by a conforming Galerkin nite element method. This leads to a linear system of ordinary dierential equations (ODEs), see e.g. [5, 14] , B _u + Au = f ; u(0) = u 0 ; t > 0 ; (1.1) with B the symmetric positive denite mass matrix, A the stiness matrix, and u(t) = (u 1 (t);u 2 (t);:::;u d (t)) t the unknown solution vector.
In [5] we considered solving (1.1) with the continuous-time multigrid waveform relaxation method. This method is based on waveform relaxation, a highly parallel technique for solving very large systems of ODEs, [7, 10] . It is accelerated by using multigrid, a very ecient method for solving elliptic partial dierential equations, see e.g. [2, 17] . The continuous-time waveform relaxation method diers from standard ODE-solvers in that it computes a solution along a continuous time-interval. It requires the analytical solution of certain ODEs and the exact continuous representation of certain functions. The method is therefore mainly of theoretical interest. In an actual implementation of the method, the algorithm is replaced by a discrete-time algorithm. That is, functions are represented discretely as vectors dened on successive time-levels, and the ODEs are solved by using standard time-stepping techniques.
In this paper, we continue our study of the multigrid waveform relaxation method for systems of the form (1.1). In particular, we analyse the eect of time-discretisation when linear multistep formulae are used. The structure of this paper is similar to the structure of [5] . In x2, we analyse the spectral properties of certain operators that arise in the formulation of the waveform relaxation methods. After a brief review of some denitions and properties of linear multistep methods in x3, we investigate the convergence of the discrete-time standard waveform relaxation method (x4) and of its 3 two-grid acceleration (x5), both on nite and innite time-intervals. For systems of the form (1.1) with B = I, the discrete-time waveform method and its multigrid variant have been investigated in [9, 11, 12, 15] . Our results are qualitatively very similar, and generalise the ones found in these references. Finally, in x6, extensive numerical results are reported for a one-dimensional and two-dimensional model problem. 2 . Spectral properties of a special operator. We will show in x4 and x5 that the discrete-time waveform relaxation method and its two-grid acceleration can be written as successive approximation schemes of the form with jj:jj any usual C d vector-norm. Recall that the iterative scheme (2.1) is convergent if and only if the spectral radius of H , denoted by (H ), is smaller than one. The spectral radius is dened as the largest value for which jj > implies that 0 H has a bounded inverse. When N is nite, it equals the magnitude of the largest eigenvalue of H .
Spectral radius on nite time-intervals.
Lemma 2.1. Consider H as an operator in l p (N), with 1 p 1 and N nite.
Then, H is a bounded operator and (H ) = (h 0 ) = (H (1)) ; (2.3) with H (z) = P N01 i=0 h i z 0i the discrete Laplace-transform of the kernel of H .
Proof. Since H is a linear operator in a nite-dimensional space, boundedness of H follows. The operation H u can be represented in a standard linear algebra notation as a matrix-vector product, (2.6) with H (z) = P 1 i=0 h i z 0i the discrete Laplace-transform of h .
The outline of our proof is very similar to the one given in [11, Th. 3.1 ], yet it is phrased in terms of general convolution operators. A similar line of arguments is implied in the proof of [9, Prop. 9] . The proof is based on the discrete version of the Paley-Wiener Theorem, [8] . This theorem states that the solution of a discrete Volterra convolution equation x + h 3 x = f with f 2 l p (1) and h 2 l 1 (1) is bounded in l p (1) By denition, the spectral radius of H is the smallest value of for which jj > implies that 0 H has a bounded inverse in l p (1). Consider Note that H (z) is analytic for jzj > 1, including z = 1, and, since h 2 l 1 (1) it is continuous for jzj 1 . As the spectral radius satises the maximum principle, we obtain equality (2.6).
Remark 2.1.
In the case of d = 1, this lemma corresponds to a well-known spectral property of semi-innite Toeplitz operators, [13, Th. 2.1] .
In l 2 (1), an analogous result holds for the norm. From (2.3) and (2.5), it follows that the spectral radius of H on nite time-intervals is smaller than the spectral radius of H on innite timeintervals. 3 . Some linear multistep formulae. For the reader's convenience, we recall the general linear multistep formula for calculating the solution to the ODE _y = f(t; y) with y(0) = y 0 , see e.g. [6, p. 11 In this formula, j and j are real constants, and denotes a constant step-size. We shall assume that k starting values y 0 ; y 1 ; : : :; y k01 are given. Throughout this paper we adhere to some common assumptions. The linear multistep method is irreducible: a(z) and b(z) have no common roots; the linear multistep method is consistent: a(1) = 0 and a 0 (1) = b(1); the linear multistep method is zerostable: all roots of a(z) are inside the closed unit disk and every root with modulus 5 one is simple. For future reference, we also dene the stability region of a linear multistep method, and the related notion of A()-stability, see e.g. [3, 6] . Definition We do not iterate on the k starting values, i.e., u () j = u (01) j = u j , for j < k. In the remainder of the text we shall concentrate on the use of implicit methods, i.e., k 6 = 0. Equation (4.4) can then be solved uniquely for every n if and only if the following condition is satised: where (1) [8, 9] . This, however, would require some shifting in the indices of formulae (3.1) and (4.4) .) The precise expression for ' can be calculated following the lines of [12, p. 536-537] . It depends on the values of f n ; n 0 and on the starting values u n ; n < k. In order to determine the nature of K , the discrete-time waveform relaxation operator, we rewrite (4.4) using e () n = u () n 0 u n . Here, u n is the exact solution of ODE (1.1) when discretised using the linear multistep method. This gives In the theory we shall need the discrete Laplace-transform of the convolution kernel. It can be found by discrete Laplace-transforming equation (4.7). Ifẽ () (z) denotes the transform of e () , we obtaiñ 
WAVEFORM RELAXATION ON FINITE ELEMENT MESHES 9 A similar result is found for innite time-intervals. Note that the tangent to @S in the origin of the complex plane is the imaginary axis, for any consistent linear multistep method. As such, the boundary of the scaled stability region @( 1 S) tends to the imaginary axis when ! 0. Consequently, lim
(K(i)) = (K) : Furthermore, for a xed time-step , we can prove the following theorem for A()-stable linear multistep methods (see Denition 3.3). The theorem is closely related to [9, Prop. 9] , where multigrid waveform relaxation on nite dierence grids is analysed. We reformulate the proof, using our notations, for completeness. The continuous-time two-grid waveform relaxation scheme is sketched below. We refer to [5] for a more elaborate description. The algorithm uses two nested grids, a coarse grid H and a ne grid h . Grid functions are mapped from the one grid to the other by a prolongation (or interpolation) operator (p : H ! h ) and a restriction operator (r : h ! H ). The discretisation on the ne grid is dened by the matrices B h and A h , the discretisation on the coarse grid by B H and A H . One iteration transforms iterate u (01) into u () in three steps.
(i) Pre-smoothing. Set x (0) = u (01) , and perform 1 ne-grid waveform relaxation steps: for = 1;2;:::; 1 (2) .
This two-grid cycle can be written as u () = Mu (01) +', where M is called the continuous-time two-grid waveform relaxation operator. The convergence formulae of M as an iteration operator resemble those of the standard waveform relaxation method. More precisely, in [5] we nd respectively for the nite and for the innite time-interval case (M) = (M (1)) and (M) = sup
M(z), the continuous-time two-grid waveform relaxation matrix, is given by
; with K(z) the ne-grid matrix given in (4.2).
5.1. The discrete-time two-grid waveform relaxation operator. We discretise the equations of the continuous-time two-grid cycle using a linear multistep method with a xed time-step . As before, we assume that we do not iterate on k given starting values. The discrete-time two-grid cycle denes a linear operator M , which satises We shall refer to (5.5) as the discrete solvability conditions for the two-grid algorithm.
It can be seen that the matrix pre-multiplying E (01) in (5.4) is block lower triangular of dimension N. This implies that M is a discrete linear convolution operator. The discrete Laplace-transform of its matrix-valued kernel can be found by transforming the equations of the discrete-time two-grid cycle. It is denoted by M (z), the discrete-time two-grid waveform relaxation matrix, and equals We impose Dirichlet boundary conditions and an initial condition such that the analytical solution becomes u(x; t) = sin(x)exp(0 2 t). The problem is discretised using linear nite elements on a mesh h with mesh-size h = 1=16. We shall study the convergence of the waveform algorithms and the dependence of the convergence on the nature of the time-discretisation method.
6.1.1. Dependence on the time-discretisation method. We consider the Gauss-Seidel waveform relaxation algorithm and the two-level method, with one red/black Gauss-Seidel pre-smoothing step, one similar post-smoothing step, standard coarsening (H = 2h) and linear interpolation. The restriction is dened in the standard way for nite element multigrid methods, i.e., r = p t . For both waveform algorithms, we analyse the use of dierent time-discretisation formulae, with a constant time-step = 1=100. In particular, we consider the trapezoidal rule or Crank-Nicolson (CN) method, and the backward dierentiation formulae (BDF) of order 1 up to 5, [3, 6] . The spectral radii of the nite and innite time-interval operators for the standard and for the two-level algorithm are reported respectively in Table 6 .1 and 6.2. The results were computed by numerical evaluation of formulae (4.11) and (4.15), and (5.7) and (5.12).
These results can be understood by looking at the spectral picture, [15, p. 107 ], which enables a graphical inspection of convergence. In the spectral picture a set of contour lines of the function (K(z)) or (M(z)) is plotted for z in a region of the complex plane close to the complex origin. On top of this picture, the scaled stability boundary of the linear multistep methods can be plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The values of the nite interval spectral radii can be estimated by checking the values of the functions at the points on the real axis given by 1 k k (which are not shown in the picture). With increasing order of the BDF methods, these points move to the right. Indeed, we have that k k equals 1 (BDF(1)), 3/2 (BDF(2)), 11/6 (BDF(3)), 25/12 (BDF(4)), and 137/60 (BDF (5)). A value of 2 is found for the Crank-Nicolson method.
The values of the innite interval spectral radii can be estimated by taking the maximum of (K(z)) or (M(z)) over the plotted scaled stability region boundaries. The innite length discrete-time waveform methods are convergent for the CN method and the low order BDF methods. Divergence is observed for some high order methods. In general, the spectral radius increases with increasing order of the BDF method. This was to be expected from Theorems 4.6 and 5.5, and the knowledge that the BDF methods are A()-stable with = 90 (BDF(1), BDF(2)), = 88 (BDF(3)), = 73 (BDF(4)) and = 51 (BDF(5)). Note also that the maximum of (K(z)) over 1 @S is found at the origin for CN, BDF(1) and BDF (2) . Hence, the equality of the corresponding values in Table 6 .1. 6.1.2. On the relation between nite time-interval and innite timeinterval spectral radii. We would like to compare some observed experimental convergence factors to the theoretical factors computed in the previous section. More importantly, we want to clarify the relation between the nite time-interval and innite time-interval spectral radii. To this end, we solve (6.1) using the Gauss-Seidel waveform relaxation method with BDF(2) and BDF (5) (6.2) In Figure 6 .3 successive convergence factors are plotted for the rst 400 waveform Gauss-Seidel iterations, when BDF(2) discretisation is used. These factors appear to remain more or less constant for a large number of iterations. The height of the plateau matches the value obtained in Table 6 .1 for innite time-intervals, i.e., 0.962. (Note that the time-interval in the computation is, of course, nite.) Eventually, the constant plateau in Figure 6 .3 is left, and the factors start to decrease. Ultimately, they start to rise again and reach the value 1. This is for purely technical reasons, because at that time the solution has converged within the nite-precision arithmetic of the implementation. A similar plot is given in Figure 6 .4 for the BDF(5) discretisation. Here, the evolution is much more erratic. The results clearly indicate divergence for a large number of iterations. After sucient number of iterations, the convergence factors decrease below 1, and the iteration starts to converge rapidly.
This behaviour can be explained by examining the time-level convergence factors. These factors are similar to the standard convergence factors (6.2), but are evaluated for each time-level separately,
In Figure 6 .5, we plotted such time-level convergence factors for the BDF(2) method (for = 10, = 100, = 200 and = 300). The factor measured at the rst time-level equals 0.548, exactly equal to the value predicted by the nite time-interval analysis in Table 6 .1. The convergence factors at the next time-levels increase, and eventually become constant. The height of the plateau matches again the spectral radius value for innite time-intervals. When more and more iterations are applied, the plateau is forced out of the time-window and the corresponding convergence factors decrease. (Later on, they increase again towards the value 1 because of convergence in nite precision arithmetic.)
In Figure 6 .6, we have plotted time-level convergence factors for the BDF(5) method (for = 1, = 5, = 50 and = 100). Again, we observe that the factor at the rst time-level corresponds to the value predicted by the nite time-interval analysis (0.445). The pictures illustrate the onset of oscillations which rapidly explode. As more iterations are applied, the region of divergent behaviour moves to the right, and is forced out of the time-window. From then on, the iteration converges rapidly, as we observed in Figure 6 6.2. Numerical results. In the current section we shall present numerical results for a model problem that was also considered in [5] , i.e., the two-dimensional heat equation, (6.3) with Dirichlet boundary conditions and an initial condition such that the analytical solution equals u(x; y; t) = 1 + sin(x=2)sin(y=2)exp(0 2 t=2).
Problem (6.3) is discretised using linear basis functions (triangular nite elements) or bilinear basis functions (rectangular nite elements) on a discrete mesh h with equal mesh-size in x-direction and y-direction. The resulting system of ODEs of the form (1.1) is solved using the Gauss-Seidel and the multigrid waveform relaxation methods. In the latter we applied standard V -cycles and W -cycles, with one pre-smoothing and one post-smoothing step of four-colour Gauss-Seidel waveform relaxation type. We use standard coarsening down to a mesh with size h = 1=2, seven-point prolongation (linear basis functions) and nine-point prolongation (bilinear basis functions). The restriction operator is dened as r = p t .
In Tables 6.3 and 6.4 we report averaged convergence factors. These are dened as the average of () over the region of nearly constant behaviour (see x6.1.2). The dashes ("-") in the tables indicate that the corresponding method showed divergence over a large number of iterations. Both tables illustrate the dependence of the convergence on the nature of the time-discretisation method. These numerical experiments basically conrm the results of the analysis in x6.1.1.
In Tables 6.5 to 6.10, we report averaged convergence factors of the multigrid W -cycle waveform relaxation method for dierent values of the mesh-size parameters, and for dierent discretisation schemes. We observe a dependence of the actual convergence factors on h and . Yet, for the Crank-Nicolson and BDF(2) methods, these factors appear to be bounded by a constant, smaller than one, independent of the mesh-size.
For a constant value of h, we expect the averaged convergence factors to converge to the continuous-time results when decreases, see x4.3 and x5.3. (In [5] , the continuous-time convergence factors are approximated by the results obtained with the CN method with = 1=1000). This behaviour is recognised clearly for the CN method, in Tables 6.5 and 6.8. Due to the shape of the stability regions of the BDF(2) and BDF(4) methods, it takes a much smaller value of before the discretetime convergence factors tend to the continuous-time ones, see Tables 6.6, 6.7, 6.9 and 6.10.
For a constant value of , we observe an initial increase of the convergence factor when h decreases. For suciently small h the convergence factor starts to decrease again. This behaviour is similar to what is observed when the multigrid waveform relaxation method is used to solved the ODEs obtained by spatial nite dierence discretisation of a parabolic problem. We refer to [15, x3.5] for an intuitive explanation, and to [16] for a discussion based on an exponential Fourier mode analysis. 
