The present work proposes a novel nonintrusive, i.e., sampling-based, framework for approximating stochastic solutions of interest admitting sparse multiresolution expansions. The coefficients of such expansions are computed via greedy approximation techniques that require a number of solution realizations smaller than the cardinality of the multiresolution basis. The effect of various random sampling strategies is investigated. The proposed methodology is verified on a number of benchmark problems involving nonsmooth stochastic responses, and is applied to quantifying the efficiency of a passive vibration control system operating under uncertainty.
INTRODUCTION
The possibilities offered by computational tools have dramatically affected the way modern design of engineering systems is approached and have significantly improved our understanding of how physical systems behave in response to changes in their underlying parameters. With the constant increase of available computer resources, the effect of the uncertainties associated with these parameters (aleatory uncertainties) as well as in the definition of the physical/mathematical models (epistemic uncertainty) can also be quantified to improve the robustness of our predictions.
In this context, a typical forward Uncertainty Quantification (UQ) process consists of various steps, e.g., formulation of the model/problem, representation of uncertainty sources, propagation of uncertainties to response Quantities of Interest (QoI), and possibly ranking of uncertainty sources. Depending on the application of interest, these tasks may be challenging and require careful investigation and efficient numerical treatment. In the present study, we focus exclusively on the uncertainty propagation step, for which we adopt a probabilistic framework. We, therefore, assume that the formulation of the physical model is completely defined in space and time, and the probability distribution functions of all input random variables or processes are specified. We are then interested in proposing an efficient methodology to compute the stochastic description of a response QoI.
Monte Carlo (MC) sampling has long been used for uncertainty propagation due to its straightforward implementation and robustness in computing statistics of general functionals. While various sampling strategies, e.g., stratified or importance sampling, have been proposed over the years to improve its convergence rate, MC sampling still maintains its appeal for general problems with high-dimensional random inputs.
For problems with smooth responses and with moderate number of random inputs, approaches based on expansions in series of basis functions may lead to improved convergence. A description in terms of polynomial basis orthogonal with respect to the probability measure of random inputs-referred to as Polynomial Chaos (PC)-has been proposed in [1] as a generalization of the classical Wiener-Hermite chaos polynomials [2] [3] [4] . For sufficiently smooth stochastic responses, these expansion techniques may achieve as high as exponential convergence rate for increasing polynomial order [5] [6] [7] . Several numerical strategies, including stochastic Galerkin [1, 4, 5] and stochastic collocation-based either on tensorial product of one-dimensional quadrature rules or sparse grids [8] [9] [10] -have been developed to generate PC expansions of solutions to partial differential equations (PDEs) with random inputs.
Of particular interest in the present study is the situation where the QoI exhibits discontinuities or sharp gradients with respect to random inputs, i.e., nonsmooth QoI. Such cases are commonly observed in problems where the QoIs experience sharp variations in the physical space or time due to, for instance, the presence of shocks, bifurcations, or instabilities [11] [12] [13] . In these cases, approaches based on standard PC expansions are known to suffer from slow or no convergence [11] .
To tackle this shortcoming, various methodologies have been proposed. An expansion in terms of a Wiener-Haar basis is proposed in [11] , resulting in faster convergence rates (error in expectation vs. number of solution realizations) for problems with discontinuities. In [12] , a multiresolution approximation is formulated based on the Alpert multiwavelet basis [14] [15] [16] [17] generated from a family of Legendre scaling functions (also referred to as father wavelets); adaptive strategies based on multiwavelet coefficients are also discussed in order to refine the approximation. Multielement PC techniques, developed in [18, 19] , are shown to be effective in approximating stochastic solutions with discontinuities and sharp gradients by adaptively partitioning the stochastic space into nonoverlapping elements. Rational polynomial expansions are investigated in [20] . In [21] an adaptive sparse grid collocation strategy is developed using piecewise multilinear hierarchical basis functions. Methods employing simplicial meshes have also been extended from deterministic to stochastic problems. In [22] , a simplex stochastic collocation method is proposed, which is suitable for stochastic spaces of arbitrary shapes-not necessarily obtained as a product of one-dimensional intervals. Methods based on a finite volume discretization in the stochastic space have also been proposed in [23, 24] .
The present study proposes a framework for sampling-based approximation of stochastic solutions exhibiting discontinuities or sharp gradients. We take advantage of the sparsity observed in multiwavelet expansions of piecewisesmooth responses in order to reduce the number of solution realizations needed for an accurate reconstruction via regression. By sparsity, we refer to the cases in which only a small fraction of multiwavelet basis functions are needed to represent the solution within the required accuracy. Motivated by the work in [25] [26] [27] [28] [29] [30] , the expansion coefficients are computed using tools extended from the compressive sampling framework [31] [32] [33] , wherein assumptions on the sparsity of the expansion and random sampling of solution are translated into algorithms and convergence guarantees. To enhance the approximation accuracy, an adaptive importance sampling strategy is also introduced that relies on approximate multiwavelet coefficients computed at each iteration. The combination of these three elements, i.e., multiresolution approximations, sparse regression, and importance sampling, applied in the context of uncertainty propagation, makes the present approach innovative and effective for a broad range of problems.
We highlight some similarities to existing approaches. In particular, a similar expansion was employed in [12] in the context of intrusive uncertainty propagation. The construction of the multiwavelet basis proposed therein differs slightly from that originally discussed by Alpert [14] [15] [16] [17] , as fewer conditions are required in terms of vanishing statistical moments for the basis functions. Concepts like sparse recovery and importance sampling, closely related to the nonintrusive construction of this work, have not been discussed in [12] . Furthermore, it is worth highlighting the similarity between the concept of hierarchical surplus proposed in [21] and that of the multiwavelet basis used in the present work. In both approaches the information related to details is used to drive the adaptivity either in terms of samples and/or approximation basis.
The remaining of this paper is organized as follows. We introduce the problem of interest in Section 2. In Section 3, we briefly review the concepts of multiresolution analysis and multiwavelet approximation. The fundamentals of sparse approximation via compressive sampling are discussed in Section 4 with a special attention to multiwavelet expansions. The proposed adaptive importance sampling strategy for nonintrusive multiwavelet regression is discussed in Section 5. Numerical examples are provided in Section 6 showing the performance of the proposed framework on problems exhibiting discontinuities or sharp gradients with respect to random inputs.
PROBLEM SETUP
Consider a complete probability space (Ω, F, P) in which Ω is the set of elementary events, F is the σ algebra of possible events, and P denotes a probability measure on F. We assume that the input uncertainty is characterized by the independent random vector y = (y 1 , ..., y d ), d ∈ N, where each random variable
be the spatial domain with boundary ∂Γ and t ∈ [0, T ] represent the temporal variable. We consider approximating the solution u(x, t, y) :
which holds P-a.s. in Ω. Here, we assume the well-posedness (in P-a.s. sense) of (1) with respect to the choices of the forcing, boundary, and initial functions f , u b , and u 0 , respectively. We seek to approximate u(x, t, y) at a fixed location x * ∈ Γ in space and time instance t
To simplify the notation and presentation, we henceforth drop the space and time variables x * , t * , and describe our approach for a scalar, multivariate solution u(y), i.e., with h = 1.
It is worth highlighting that the framework introduced here is applicable to cases in which the solution of interest is defined over multiple spatial locations or time instances, or is vector-valued, i.e., h > 1. In these cases, a direct-but not necessarily the most efficient-approach is to independently repeat the proposed constructions for each and every spatial location, time instance, or component of the solution of interest.
MULTIRESOLUTION AND MULTIWAVELETS

Multiresolution Analysis
A multiresolution approximation of L 2 ([0, 1]) is expressed by means of a nested sequence of closed subspaces
, where each subspace V j corresponding to resolution j is given by V j = span{φ j,k (y) : k = 0, . . . , 2 j − 1}. Here, the functions
are dilations and translations of a scaling function φ(y) : [0, 1] → R, and φ(y) is such that the closure of the union of
j − 1} where ϕ j,k (y) is generated from dilation and translation of a mother wavelet function ϕ(y) :
By the construction of wavelet subspaces W j , it is straightforward to see that
For the interest of notation, we rewrite (2) in the form
in which we establish a one-to-one correspondence between elements of the basis sets {φ 0,0 , ϕ j,k : k = 0, . . . , 2 j − 1, j = 0, . . . , ∞} in (2) and {ψ i : i = 1, . . . , ∞} in (3).
Multiwavelet Basis in One Dimension
In the present study, we adopt the multiresolution basis of Alpert [14] [15] [16] [17] 
Stated differently, ϕ i (y) has m vanishing moments. The multiwavelet basis functions ϕ j,i,k (y), hence the multiwavelet subspaces W m j , are generated by dilations and translations of {ϕ i (y) :
With certain additional constraints on ϕ i (y) described in [15] , the resulting basis is unique (up to the sign) and provides a generalization of the Legendre and Haar basis. In particular, the Legendre polynomials may be obtained by limiting (4) to the resolution j = 0, while Haar wavelets are obtained by setting m = 1. Example of functions in ϕ i (y) for m = 3 and m = 4 are illustrated in Fig. 1 . We refer the interested reader to [15, Section 1.1] for an in-depth derivation of the Alpert multiwavelet basis.
Multiwavelet Basis in Multiple Dimensions
as the product space spanned by the tensorizations of univariate Legendre polynomials defined on [0, 1]. We also introduce a multi-index
. . , d}, and define a single d-dimensional scaling function Before writing the expression for the wavelet function, we introduce the following notation
where q is an element of the multi-index set 
. . , d} is used to identify the partitions in a d-dimensional grid with 2 j subdivisions in each dimension. It follows that
Finally, we simplify the notation by rewriting (5) in the form
in which we establish a one-to-one correspondence between elements of the basis sets {ψ
As an example, in Fig. 2 , we illustrate the multiwavelet approximation of the 2D function
using m = (0, 0), i.e., Haar basis, m = (1, 1), and m = (2, 2), and with the maximum resolution level j max = 3, i.e., 8 × 8 partitioning of the unit square. (6) in terms of z i instead of y i .
Remark 1 (Implementation
Remark 2 (Nonuniform measures
Approximation Error for Differentiable Functions
Theoretical error bounds and convergence rates for multiwavelet approximation are provided in [15] . For the onedimensional case, consider an m-times differentiable function 
The order of convergence is hence m for the one-dimensional case and generalizes to m/d in d dimensions [15] . Notice that the error bound in (8) and its multidimensional extension are only references in our case, as the solutions of interest in this study are not necessarily m-times differentiable. Additionally, as we shall describe later, we do not compute the multiwavelet coefficients α i in (3) via the projection
We next introduce the notion of sparsity in multiwavelet expansions and subsequently extend ideas from the field of compressive sampling [31] [32] [33] , to compute the coefficients α i in (3) or (6).
SPARSE MULTIWAVELET EXPANSION VIA COMPRESSIVE SAMPLING
In the present study, we are interested in approximating solutions u that admit sparse multiwavelet representations. More precisely, consider the multiwavelet expansion (6) corresponding to a given m and truncated at some resolution j. We denote by P the cardinality of the resulting basis and call u sparse in
In practice, many of the multiwavelet coefficients, while negligible, may not be precisely zero; these cases are considered as approximately sparse. We hereafter refer to both cases as sparse. Piecewise smooth functions exhibiting sharp gradients, bifurcations, or discontinuities, for example the solution of hyperbolic PDEs, may lend themselves to sparse multiwavelet representations.
Our interest in sparse multiwavelet representations stems from the recent developments in the field of compressive sampling which may enable exact construction of such representations using a number M of solution realizations that is considerably smaller than the cardinality P of the basis, i.e., M P . This is in contrast to, for instance, standard least-squares regression methods which generally require M P for a stable approximation.
Rudiments of Compressive Sampling
Compressive sampling is a recent development in signal processing that breaks the traditional limits of the ShannonNyquist sampling rate for the reconstruction of sparse functions/signals. Consider the vector u = (u(y
corresponding to M independent samples of y. Assuming that u can be exactly expanded into a multiwavelet basis of the form (6), with some order vector m and resolution j, u is given by u = Ψα. Here, the so-called measurement matrix
) and α ∈ R P is the vector of unknown expansion coefficients. If u, hence α, is sufficiently sparse, then u = Ψα may admit a unique solution α. Compressive sampling aims at finding α from an optimization problem
in which s = 0 and the semi-norm α 0 = #{α i : α i = 0} is the number of nonzero components of α. A more general formulation results from allowing u to be approximately represented by a multiwavelet basis of the form (6),
with s = 0. In other words, in (10), we account for a truncation error of size u − Ψ α 2 ≤ for some ≥ 0. The sparsest solution α to (P 0 ), corresponding to minimizing the α 0 , is generally NP-hard to compute [33] . To break this complexity, several heuristic techniques based on greedy pursuit, e.g., Orthogonal Matching Pursuit (OMP), and convex relaxation via 1 -minimization, i.e., s = 1, have been proposed [34] [35] [36] [37] [38] [39] [40] [41] [42] . Moreover, several indicators such as the mutual coherence [33] or the restricted isometry constant [32] have been introduced to establish guarantees on the uniqueness of the solution to (P 0 ) as well as the ability of the heuristic alternatives in recovering this solution. In particular, the mutual coherence of Ψ (e.g., see [33] ) is defined as
where ψ i ∈ R M is the ith column of Ψ. Note that µ(Ψ) ∈ [0, 1] in general and is strictly positive for M < P . Depending on sparsity S = α 0 , µ(Ψ) provides a sufficient condition on the number M of measurements for a successful recovery of α from (P s ) or (P s, ), s = {0, 1}, as shown in [33] . Ideally, with the same M and S, one may anticipate more accurate solutions α for smaller values of µ(Ψ).
We next discuss the methodologies we employ to compute the coefficient vector α, together with a brief introduction on a number of closely related approaches for solving (P s ) and (P s, ) when s = 0.
Greedy Approaches
Greedy pursuit algorithms form a major class of techniques for solving (P 0 ) and (P 0, ) with tractable computational cost. Instead of performing an exhaustive search for the support of the sparse solution, these methods successively find one or more columns of Ψ, hence basis functions, that result in largest reduction in the residual, thus the name greedy. More specifically, the solution is sought for by repeating a two-stage procedure. In the first step, referred to as sensing, one or more indices in the support of α, {i : α i = 0}, are identified such that the current residual is reduced the most irrespective of already selected columns of Ψ. In a second stage, called projection, the coefficients associated with the updated column set are computed. A brief overview of several greedy approaches is presented next.
Matching Pursuit. The Matching Pursuit (MP) algorithm [43] is the basis of many sparse approximation techniques, including those employed in the present study. Let I k−1 be the set of indices associated with the selected columns of Ψ at iteration k − 1 < M . In MP the sensing and projection steps are closely related. Specifically, assuming the columns of Ψ have unit 2 norm, an index i = arg max j / ∈I k−1 |r
The quantity α i ψ i is then subtracted from r k−1 , providing an updated residual for the next iteration. The set of indices is also updated to I k = I k−1 ∪ {i}. A discussion on the infinite and finite dimensional properties of this algorithm is provided in [43] . In general, the residual vector produced by MP is only orthogonal to the last selected basis function, which may lead to slow convergence [44] .
Orthogonal Matching Pursuit. Orthogonal Matching Pursuit (OMP) is a widely used algorithm for the solution of (P 0 ) and (P 0, ) [37, 44] . 
Notice that, unlike in MP, the residual r k = u − Ψ I k α I k is made orthogonal to all the columns of Ψ with indices in I k . More details on the implementation of OMP may be found in Algorithm 1. Following [45] , if a solution to (P 0 ) exists that satisfies α 0 ≤ (1 + 1/µ(Ψ))/2, then OMP will identify it exactly. CoSaMP [41] and StOMP [35] are greedy heuristics proposed as more efficient alternatives to OMP. Both approaches sense more than one basis function in each iteration, resulting in speed-up and, in some cases, accuracy enhancement over the standard OMP. They also accommodate fast matrix-vector products, both for sensing and for iteratively solving the least-squares problems.
Given the local nature of the employed multiresolution basis and as a result of operating in the undersampled case, it may occur that ψ i * = 0 for some i * ∈ {1, . . . , P }. In this case i * will not be included in the support set I k−1 irrespective of the magnitude of α i * . This observation motivates the use of a more careful sampling technique as introduced in Section 5.
Algorithm 1. [Orthogonal Matching Pursuit (OMP)]
Inputs:
Measurement matrix Ψ. Vector of realizations u. Maximum allowable number of iterations k max Convergence tolerance .
Outputs:
Solution vector α. Initialize:
Tree-based Orthogonal Matching Pursuit (TOMP).
The observation that piecewise-smooth functions are characterized by a connected subtree representation in the wavelet space has lead to tree-based implementations of OMP, referred to as TOMP, as described in [36, 46, 47] . Basis functions are progressively added to the active set together with their ancestors, in an effort to perpetuate their connected subtree structure. The introduction of such an additional dependency model is a way to reduce the number of effective degrees of freedom in the expansion coefficients with the objective of enhancing the reconstruction accuracy. In the context of compressive sampling, other approaches for promoting a priori knowledge on the expansion coefficients have been developed, see, e.g., [48] [49] [50] .
As discussed in Section 3, multiwavelet basis functions are characterized by a resolution index j and a shift multi-index k ∈ K. The number of basis functions at successive resolutions increases by a factor of 2 d , making the representation akin to a tree T representation where every father has 2 d children and every node in the graph is associated with multiple basis functions sharing the same support. If we assume, for simplicity, a one-dimensional case with scalar wavelets, then a basis function ψ i with scale and shift indices (j, k) is the father of basis functions with scale and shift indices (j + 1, 2k) and (j + 1, 2k + 1). The set of indices of ancestors of ψ i is denoted by A i and is obtained by recursively including fathers up to the root. Similarly, the set of indices of descendants of ψ i , indicated by D i , is formed by including all the children of ψ i up to the maximum scale index
In the TOMP approach of [46] , the sensing step at iteration k leads to a candidate set
in which 0 < γ ≤ 1 controls the number of indices added to C k . For each index i ∈ C k at a time, the tentative support set I
k a least-squares problem of the form (12) is solved and the set {i, A i } resulting in the smallest residual is permanently added to the support set I k−1 . For a given number of samples M , the iterations are stopped when |I [36] suggest an optimal value of γ = 0.975, which we also use in the numerical experiments of the present study. Similar TOMP approaches, as described above, have been proposed in [36, 47] . There, to reduce the computation complexity of searching through all basis functions, only basis functions up to a fixed resolution below a selected basis function are included in the candidate set of [47] .
Our implementation of TOMP parallels the approach of [46] with the main difference that, in our construction, multiple basis functions (multiwavelets) are present at the tree nodes. This suggests a vector tree node extension of the scalar tree nodes of [46] , where, except for the selection of the ancestor sets that may be implemented in different ways, all the other steps remain practically unchanged. To be more specific, multiple ancestors at resolution j − 1 correspond to a selected basis function at resolution j ≥ 1. In our implementation, we choose to include all the ancestors. Algorithm 2 summarizes the details of the TOMP approach implemented in the present study. 
Finally, we remark that the accuracy of our sparse approximation depends on the truncation error in (10) . An excessively small value of may result in overfitting the solution samples, while larger values of may lead to underfitting, hence, less accurate reconstructions. In [26, 51] a procedure based on cross validation is proposed to find an optimal value for . This technique is effective in reducing the over-or underfitting but requires multiple solutions of smaller-size problems, which affects the overall reconstruction time.
SAMPLING STRATEGY
The standard approach to obtain the measurements u is to generate realizations y (i) of the input independently from their joint probability measure ρ(y), and evaluate the corresponding solution u(y (i) ). However, for situations where u exhibits, for instance, sharp gradients or discontinuities, such a sampling strategy may not necessarily lead to accurate multiwavelet approximations, especially if the number of realizations is limited. This is because the higher resolution basis functions, needed to capture the local structure of u, may not be sampled enough to be selected in the sensing stage of OMP or TOMP.
In [52] , the optimality of the Chebyshev sampling is discussed for compressive sampling of a large class of global, bounded orthogonal polynomials. Except at resolution j = 0, multiwavelet functions are defined locally over the support of random inputs. As a result, depending on the problem at hand, sampling from the Chebyshev measure may depart from being optimal. To illustrate this empirically, we compare distributions of mutual coherence for measurement matrices generated from Legendre and multiwavelet expansions, by sampling uniformly or according to the Chebyshev distribution. Following that, an importance sampling approach is introduced that allows for local accumulations of samples and consequently enhancement of solution accuracy.
Remark 3 (Departure from standard compressive sampling). Note that any adaptive sampling of solution is a departure from standard compressive sampling techniques, where the sampling is meant to be nonadaptive. Therefore, the approach presented in this work only overlaps with compressive sampling methods by sharing algorithms for sparse approximation.
Sampling from Chebyshev Measure
The Chebyshev probability measure on (0, 1) is defined as ρ C (y) = 2.0/(π 1 − (2y − 1) 2 ). A uniform random variable z ∼ U(0, 1) can be mapped to a random variable y with the Chebyshev measure using y = (sin[π(z − 0.5)] + 1)/2. Let {L i (y) : i = 0, . . . , P − 1} denote the set of univariate Legendre polynomials of degree at most P − 1 defined over (0, 1). In [53, Corollary 7.4] , it is shown that under certain conditions the mutual coherence of the measurement matrix associated with {L i (y)} is bounded by µ(Ψ) ≤ CM −1 K 2 log(2 3/4 P 2 /ε), with probability at least 1 − ε. Here, C ≈ 26.24 and K is a constant independent of P but dependent on the choice of sampling {L i (y)}. In particular, K attains its minimum, K = √ 2, when {L i (y)} is sampled according to the Chebyshev measure and weighted appropriately [52, 53] . For other choices of sampling, K > √ 2, thus implying the optimality of the Chebyshev measure. This is a consequence of the observation that the smallest (uniform) upper bound on {L i (y)} follows the Chebyshev measure [52] . For multidimensional cases, the results in [52] may be extended to show that Chebyshev measure remains optimal as far as d < P − 1.
In an effort to extend the above sampling approach to the case of multiresolution basis functions, we note that, at the coarsest resolution and in a one-dimensional setting, φ i (y) = L i (y) and therefore the Chebyshev measure is optimal if we only include the scaling family in the expansion (2). However, the orthonormal mother multiwavelets ϕ i (y) are discontinuous functions growing unboundedly at y ∈ {0, 1/2, 1} for increasing i. Due to their construction, the multiwavelet functions at higher resolutions and with any shift multi-index k will also inherit this property from the mother multiwavelets. As a result, the Chebyshev measure does not necessarily provide the tightest envelope that uniformly bounds the multiwavelet functions, which in turn implies that no improvement may be expected using the Chebyshev sampling compared to the uniform counterpart.
To numerically investigate the performance of the Chebyshev sampling, we plot the CDF of the mutual coherence µ(Ψ) for matrices with Legendre and multiwavelet basis functions sampled uniformly and according to the Chebyshev measure. Legendre matrices are constructed using d = 5, m = 5, and P = 252, while d = 3, j max = 0, m = 2, and P = 216 is used for multiwavelets. The resulting curves are shown in Fig. 3(a) and 3(b) . It can be seen that smaller values of µ(Ψ) are achieved for the Legendre basis by the Chebyshev sampling and for multiwavelet basis by the uniform sampling.
Importance Sampling
Importance sampling is a widely used variance reduction technique in Monte Carlo estimation [54] . Sampling is performed according to a probability measure different from that of the random inputs, with the purpose of promoting important regions of the input space. As stated at the beginning of Section 5, our motivation for developing an importance sampling strategy stems from the observation that, with the uniform sampling, higher resolution multiwavelets may be undersampled and, hence, incorrectly excluded from the active sets of OMP or TOMP. The idea is to concentrate samples at locations where large multiwavelet coefficients are observed, and precondition the basis functions to retain their orthogonality. We will illustrate numerically in Section 6.4 that this importance sampling strategy leads to accuracy enhancement when compared to the uniform sampling.
It must be emphasized that the proposed sampling and sparse regression approach is adaptive. Specifically, we begin by selecting an initial number of realizations M uniformly distributed over the sampling space in order to generate the realizations u. The greedy solvers OMP and TOMP are then used to provide a first estimate for the multiwavelet coefficients. Based on these coefficients, a number of additional input samples and solution realizations are obtained, and the importance sampling measure is formed. This process is repeated until the maximum possible number of solution realizations is reached or a sufficiently small change in the coefficients is observed. For the interest of presentation, in what follows we assume that the approximate coefficients are available and we describe our approach for drawing additional samples of inputs as well as the construction of the importance sampling measure.
Importance-Driven Partitioning of Stochastic Space
We begin by discussing how a partition of the sampling space can be associated with a truncated multiwavelet representation. We then describe how samples are generated over such partition and, finally, how we build an importance sampling measure.
A partition of the stochastic space [0, 1] d is obtained from a multiwavelet tree representation by first marking the nodes in order to form a connected subtree-associated with large coefficients-and by identifying its leaves. Note that, in a multiwavelet representation, multiple basis functions share the same resolution level j and shift multi-index k. This representation may be organized in a vector tree whose nodes are vectors of coefficients associated with these basis functions. In order to construct our importance-driven partitioning of [0, 1] d , we convert this representation to a scalar tree before we proceed. Stated differently, we desire to assign only one representative coefficient for every node, i.e., pair (j, k), in the tree. To this end, we select the coefficient with the largest absolute value. Note that this is not the only possible choice; the 2 norm of those coefficients, for instance, may be a valid alternative. Our choice is, however, consistent with the assumption of sparsity of the multiwavelet coefficients. In what follows, envelope coefficients will be denoted withα to avoid confusion with the coefficients in the multiwavelet expansion (6) .
In the first step, all tree nodes with multiwavelet coefficientsα i obeying |α i | >α tol , for someα tol > 0, are identified and marked. In the second step, a scalar connected subtree T c ⊂ T is identified where every node with a marked descendant is also marked. Finally, the leaves (L in total) of T c -not necessarily at resolution j max -are identified as unmarked vertices with marked parents or marked vertices at the resolution j = j max , and added to T c .
The support of these leaves form a set of disjoint subdomains {B i : i = 1, . . . , L} and their union is [0, 1] d , thus resulting in the desired partition of the stochastic space. These properties of {B i : i = 1, . . . , L} may be verified using arguments based on tree traversal through parent-child edges. In particular, as leaves are selected from a connected tree, the path between an arbitrary leaf and the tree root does not contain other leaves, resulting in disjoint subdomains. Moreover, from the root of the tree, it is not possible to reach an outside node i / ∈ T c without visiting a leaf first. The leaves, therefore, cover the entire [0, 1] d . Figure 4 displays the identification of an instance of a subtree T c corresponding to d = 1, j max = 3, and L = 4.
Construction of Importance Sampling Measure
The partition {B i : i = 1, . . . , L} drives the construction of the proposed importance sampling measure. In particular, letα i be the multiwavelet coefficient with largest magnitude corresponding to leaf node i, and A i the set of ancestors of ψ i . For each leaf node i = 1, . . . , L, let
denote the maximum ratio of the coefficient magnitudes to the support size of the corresponding basis functions on a branch with leaf i. We drawM i additional samples uniformly over each subdomain B i such thatM i is proportional to the weights β i / L j=1 β j . Let M i denote the total number of samples on each subdomain B i and M = L i=1 M i the total number of samples. We then define the empirical, importance sampling measure γ(y) :
which, as we shall describe later, is needed to precondition the (P 0, ) problem in (10) . Here, the indicator function I Bi (y) = 1 if y ∈ B i and zero otherwise. Notice that this importance sampling strategy gives higher priority to sampling within the subdomains corresponding to multiwavelets at higher resolutions.
Preconditioning
The importance sampling strategy discussed in Section 5.2.2 may lead to a large mutual coherence µ(Ψ). This is because the multiwavelet basis is orthogonal with respect to the uniform measure, while samples follow the generally nonuniform empirical measure γ(y). To retain the asymptotic orthogonality of columns in the measurement matrix Ψ, we introduce the weighted basis functionsψ i (y) = ψ i (y)/ γ(y) for which
as a result of the strong law of large numbers. From a practical point of view, the weighting of the multiwavelet basis translates into forming the importance measure γ(y) and using the preconditioned measurement matrixΨ = WΨ and realization vectorû = Wu in (P 0, ). Here, the preconditioner matrix W is given by
) . An overview of the operations performed in the proposed importance sampling framework is outlined in Algorithm 3. (14).
Part 3-Preconditioning [Section (5.2.3)]
Form the preconditioner matrix
Apply W to the matrixΨ = WΨ and realization vectorû = Wu.
NUMERICAL TESTS
In the first benchmark problem, we consider two multiwavelet basis functions with overlapping support and show the effect of importance sampling and preconditioning on their empirical correlation. This exercise provides insight on the effect of sampling strategy on the mutual coherence µ(Ψ) of the measurement matrix Ψ. Following this, a test case is presented in Section 6.2, where two piecewise-smooth functions with different tree representations are approximated by solving (P 0, ) via OMP, TOMP, and using uniform and adaptive importance sampling. Moreover, the performance of the proposed multiresolution scheme for uncertainty propagation is assessed through its application to benchmark problems featuring solutions with discontinuities or sharp gradients with respect to random inputs. Specifically, a nonsmooth function, the Kraichnan-Orszag (KO) problem with one and two random initial conditions, and a dynamical system with passive vibration control operating under uncertainty are considered.
Empirical Correlation of Two Multiwavelet Basis Functions
To achieve a smaller mutual coherence µ(Ψ)-hence better reconstruction accuracy-we desire faster convergence of the empirical correlation of the multiwavelet basis. To investigate the impact of the sampling strategy on the empirical correlation, we consider two one-dimensional, multiwavelet basis functions ψ ]. An equal expansion coefficient is assumed for the two basis functions. Therefore, the coefficients β 1 and β 2 are inversely proportional to the sizes |B 1 | = 7/8 and |B 2 | = 1/8, respectively, and consequentlyM 1 = 1/7M 2 . Figure 5 shows the empirical correlation of the unweighted ψ 
Sparse Functions with Known Tree Representation
As a second numerical experiment, we study the accuracy of OMP and TOMP in reconstructing two piecewise-smooth functions with uniform and importance sampling. Coefficients below this threshold were not included. As may be observed from Fig. 6 , u 1 has an unbalanced tree representation, that is, the fine scale coefficients are large only on a small portion of the support [0, 1]. On the contrary, u 2 admits a balanced tree representation, where the large, fine scale coefficients are distributed uniformly over the entire support. In the former case, we anticipate considerable difference in the performance of the uniform and importance sampling strategies.
A one-dimensional multiwavelet basis with j max = 6 and m = 2 is employed, resulting in a basis with cardinality P = 768. The samples are progressively generated from M = 10 to M = 730 with increments of size 20. Both uniform and importance sampling of Section 5.2 are considered. Reconstructions are performed using OMP and TOMP by solving (P 0, ) with 500 independent replications for each sample size M .
In general, the best performance for TOMP and OMP is obtained for different values of the truncation error in (10) . In order to find an optimal , we use cross validation over 11 values of in the range [10 −1 , 10 −5 ], with the number of testing to training samples set to 1/4. For more details on the implementation of this cross validation approach, we refer the interested reader to the work in [26] . To compare the accuracy of OMP and TOMP in approximating u 1 and u 2 , we compute an average of the error
over 500 independent replications, where α M W is the multiwavelet coefficients computed by OMP or TOMP and α ref is obtained by quadrature integration. Specifically, for each multiwavelet coefficient α i , sufficient number of Gauss-Legendre abscissas are used in the support of ψ i to compute
. Figure 7 shows a consistently better performance achieved by TOMP as compared with OMP. The uniform and importance sampling give similar results for the case of balanced tree representation, i.e., corresponding to u 2 . The combination of TOMP and importance sampling leads to smaller ε in (15) when the tree representation is unbalanced, i.e., for u 1 . In this case the TOMP algorithm is more efficient in finding the correct location of the large coefficients with small sample sizes as all nodes in the tree representation belong to the ancestor set of few leaves located at the maximum resolution. Finally, it can be noticed in Fig. 7 that error curves for OMP and TOMP eventually intersect, with TOMP achieving smaller error ε than OMP for cases of small sample sizes M .
A Discontinuous Function
In this example, we consider the discontinuous function
previously examined in [55] . Here, the random variables y 1 , y 2 ∼ U [0, 1] are independent. A graphical representation of u(y 1 , y 2 ) is shown in Fig. 8(a) . Methods based on global polynomials, e.g., Legendre polynomials, result in poor approximation due to the presence of discontinuities across y 1 = 1/2 and y 2 = 1/2. Instead, this problem is well suited for the present multiresolution framework as it gives rise to a sparse expansion in the multiwavelet basis. This sparsity is observed from the scalar tree representation illustrated in Fig. 8(b) , where only coefficients at the first two resolutions have significant magnitudes. A 2D representation of the multiwavelet tree leaves contoured by associated coefficient magnitudes is also illustrated in Fig. 8(c) . All the weights β i / L j=1 β j are equal in this case. To assess the accuracy of the multiwavelet expansion of u(y 1 , y 2 ) in (16), we compute the discrete p , p ∈ {1, 2, ∞}, semi-norms
where u M W denotes the approximant of u computed with the proposed multiwavelet expansion. Figure 9 shows the convergence of ε 1 , ε 2 , ε ∞ as a function of the number of solution realizations M , generated using the proposed importance sampling strategy. It can be observed that TOMP outperforms OMP in terms of the number of samples M needed to achieve a similar accuracy. Additionally, the accuracy of TOMP (or OMP) does not improve beyond a certain level even when larger sample sizes are used. This residual error is due to the finite resolution j and order vector m used in the construction of multiwavelet basis, and may be reduced by increasing these parameters. Error Norms
Number of Samples
FIG. 9:
Convergence of ε 1 , ε 2 , ε ∞ norms, described in (17) , with N = 1000 samples generated independently from those used to generate the multiwavelet approximation of u in (16) . The adaptive importance sampling strategy of Section 5.2 is used in both OMP and TOMP experiments.
The performance of the proposed framework in approximating the statistical moments of the function in (16) is presented in Fig. 10 , showing a plot of the number of samples against relative errors of the form
for the mean and standard deviation, respectively. In ( (16) . The relative errors produced by the proposed methodology are compared with those computed using dimensionally adaptive sparse grids implemented in the SPINTERP MATLAB package [56] (ASG), and the spatially adaptive sparse grids implemented in SG++ [57] (SASG). exact values computed analytically. Specifically, the results obtained from TOMP with m = 2 and j max = 4 are compared to those computed using hierarchical sparse grid collocation implemented in the SPINTERP MATLAB package (ASG in Fig. 10 ) with dimensional adaptivity [56] . Moreover, the same quantities were also estimated using spatially adaptive sparse grid collocation as implemented in SG++ package [57] (SASG in Fig. 10 ). It can be seen how the proposed approach produces significantly better estimates of the statistical moments with similar sample sizes.
Kraichnan-Orszag (KO) Problem
The Kraichnan-Orszag (KO) problem is derived from the simplified inviscid Navier-Stokes equations [58] and is expressed as a coupled system of nonlinear ODEs. We here adopt a rotated version of the original KO problem [18] 
with initial conditions specified below.
In [18] , the KO problem is used as a benchmark problem and analytical solutions are provided in terms of Jacobi's elliptic functions. The same example is used in [59] to test a treed Gaussian process model in the context of Bayesian uncertainty quantification. If the set of initial conditions is chosen such that the planes u 1 = 0 and u 2 = 0 are consistently crossed, it is shown in [18] that the accuracy of the global polynomial approximations (at the stochastic level) deteriorates rapidly in time.
Results for the d = 1 KO Problem at t = 30 s
We assume initial conditions for (19) to be random and specified as
where y is uniformly distributed on [0, 1]. The stochastic response is reconstructed using a multiwavelet dictionary with m = 3 and a resolution up to j max = 7. Figure 11 For the stochastic response at t = 30 s, the relative standard deviation error
is plotted against the number of samples M in Fig. 11(b) . The quantity σ M W is an estimate for the standard deviation of u 1 calculated from the proposed multiwavelet expansion and importance sampling approach, as
, while σ ref is a reference value obtained from the Monte Carlo simulation. To illustrate the effect of the importance sampling, we also present results using OMP with uniform sampling. Figure 12 provides more details on the proposed multiresolution approximation of u 1 using the importance sampling strategy. In particular, the approximation of u 1 (y 1 ) at t = 30 s is shown in Fig. 12(a) , where the multiwavelet approximation with M = 500 coincides with the reference solution. The evolution of the adaptive importance sampling measure γ(y 1 ) is shown in Fig. 12(b) . From an initially uniform measure, a large peak in γ(y 1 ) close to y 1 = 0.5, i.e., the region with the highest response gradients, is observed. 
Results for d = 2 KO Problem at t = 10 s
The initial conditions of the Kraichnan-Orszag problem are again assumed to be uncertain but this time functions of two random variables u 1 (t = 0) = 1,
where y 1 and y 2 are independent and uniformly distributed on [0, 1]. A two-dimensional multiwavelet approximation of u 1 at t = 10 s is generated with m = 2 and a maximum resolution j max = 4, resulting in a basis of cardinality P = 9216. Figure 13(a) shows the convergence of the standard deviation of u 1 with uniform and adaptive importance sampling. The uniform sampling result are obtained using the OMP algorithm. In Fig. 13(b) , the expansion coefficients computed by the proposed strategy with M = 5.9 × 10 3 samples are compared to those obtained using a standard least-squares regression. In the latter approach the multiwavelet coefficients are given by α LS = (Ψ T Ψ) −1 Ψ T u in which we used M = 9.0 × 10 4 samples of u 1 . As may be observed from this plot, the proposed sparse approximation technique recovers the large multiwavelet coefficients accurately using M < P solution realizations. Finally, Figs. 13(c) and 13(d) show the partition of [0, 1] 2 with the color scheme based on the w i , together with M = 5.9 × 10 3 adaptively chosen samples.
Application: Passive Vibration Control Using Tuned Mass Damper Devices
Vibrations produced by harmonic or stochastic excitations may result in excessive acceleration levels for structures with impacts on serviceability. If resonance occurs, effects of applied forces may be significantly amplified. In this case, the available system damping plays a crucial role. Horizontal acceleration levels higher than 0.5% of g (the gravitational acceleration) may be perceived by the occupants of a given structural system, while 5% of g can be considered an upper bound for serviceability related to human perception. Passive vibration control may provide a cost effective remedy against excessive structural vibrations levels compared to expensive active control systems. Tuned Mass Damper (TMD) devices are among the typical choices for vibration reduction. Their introduction follows from a relatively simple observation on a two Degrees Of Freedom (DOF) spring-mass system: the steady-state undamped response of the principal mass subject to a harmonic excitation can be minimized by applying a TMD device tuned both to the forcing and system frequencies. The efficiency of a TMD can be defined, in this case, based on the reduction obtained in the peak acceleration response of the principal mass. Perfect efficiency, i.e., zero peak acceleration response, is possible under idealized conditions; however, practical efficiency of TMDs is limited by the variations of the actual system/loading conditions from those used in the TMD design. Real forcing, for example, may be characterized by a broad frequency spectrum and generally has variable magnitude. This may make a TMD device, designed for a particular frequency, less effective to prevent excessive vibration for other frequencies.
In the present study, we examine the effect of such uncertainties-relative to nominal conditions-on the efficiency of an example TMD device. To do this, we employ the present multiwavelet regression approach in order to generate stochastic representation of the efficiency metric.
Two DOF System with Passive Vibration Control
The motion of the two DOF system displayed in Fig. 14 is characterized by the triplets (ẍ 1 (t),ẋ 1 (t), x 1 (t)) and (ẍ 2 (t),ẋ 2 (t), x 2 (t)) providing the evolution in time of the principal and TMD mass in terms of acceleration, velocity, and displacement, respectively. Assuming a linear elastic material and small oscillations, the equations of motion of the main system with installed TMD device can be written as 14: Schematic representation of a two DOF dynamical system characterized by a principal system (subscript "1") and an attached TMD device (subscript "2").
and
We consider characterization of the damping coefficients c 1 and c 2 in terms of damping ratios ξ 1 and ξ 2 ,
An instance of displacement, velocity, and acceleration time history of the principal mass m 1 (with TMD device installed) subject to a unit step load applied at t = 0.5 s, is illustrated in Fig. 15 . In particular, reductions in acceleration amplitudes are observed in the presence of TMD.
A better understanding of the attenuation mechanism of TMD devices may be reached through frequency analysis. Consider the same dynamical system as in (23) where the integration in time has been extended to T tot = 10.0 s. A family of harmonic excitations of the form
is considered here, with amplitude F * and frequency range f ∈ [4, 6] Hz. A graph of the maximum acceleration in the principal system versus the external excitation frequency is depicted in Fig. 16 for the following configurations:
• undamped principal system with no TMD device installed,
• undamped principal system with undamped TMD device installed,
• ξ 1 = 0.01 damped principal system with undamped TMD device installed, and
• ξ 1 = 0.01 damped principal system and ξ 2 = 0.10 damped TMD device installed.
After installing the TMD device, a single-peak infinite acceleration response, typical of a resonance state of the single DOF system, is replaced by two nearby peaks of lower magnitude. Note that maximum values of acceleration shown in Fig. 16 are obtained from transient responses integrated over a limited time duration of 10.0 s. The effect of ξ 1 = 0.01 damping in the principal system also results in a significant reduction in the acceleration response relative to the new peaks, as expected for resonance conditions. An increased damping ratio ξ 2 = 0.10 ratio of the TMD device further reduces the peak acceleration response. 
FIG. 16:
Acceleration response of a two DOF dynamical system with and without the TMD device installed for a range of forcing frequencies f . The effect of variations in the damping ratios ξ 1 , ξ 2 of the principal system and the TMD device is also explored.
Uncertainty Quantification of TMD Efficiency
In our numerical experiments, we consider the forcing frequency f in (26) and the damping ratio of the principal system ξ 1 to be random variables. Randomness in the forcing frequency may be the result of environmental, e.g., due to wind, or anthropic, e.g., induced by walking or running, variations. In particular, we set f = 3.5 + 2.0 y 1 and ξ 1 = 0.005 + 0.005 y 2 where y 1 , y 2 ∼ U[0, 1] are statistically independent. Due to the low level of damping in the system, steep gradients are likely to occur in the stochastic response, thus justifying the application of multiresolution approaches over, for instance, standard Polynomial Chaos (PC) techniques. For each realization of (y 1 , y 2 ), we evaluate the efficiency e of the TMD defined by e = max t |ẍ 1 (t)| max t |x 1 (t)| − 1,
where max t |ẍ 1 (t)| is the maximum acceleration of the principal system over the time interval [0, 10 s] without any vibration control device. Additionally, max t |x 1 (t)| is the corresponding value with the TMD device installed. Note that when e ≤ 0, TMD results in amplification or no reduction in the maximum acceleration of the principal mass; therefore, positive large values of e are desirable. We compute the cumulative distribution function (CDF) of the TMD efficiency e using three approaches: the Monte Carlo sampling method, a Legendre PC expansion whose coefficients are computed by numerical integration using tensor-product Clenshaw-Curtis quadrature nodes, and the proposed multiwavelet approach with j max = 2, m = 2, = 5.0 × 10 −4 , and adaptive importance sampling.
To assess the accuracy of our approximations, we first generate a reference CDF of e using M = 1.0 × 10 4 Monte Carlo samples. We use M = 100 samples for the construction of multiwavelet representation of e. To compute the coefficients of the Legendre PC expansion, we use M = 10×10 and M = 14×14 nodes obtained by the tensorization of one-dimensional Clenshaw-Curtis abscissas.
The surface plot of the TMD efficiency e as a function of y 1 , y 2 is illustrated in Fig. 17(a) , and the resulting CDFs of e are shown in Fig. 17(c) . As expected, areas of steep gradients close to the resonance can be observed. It can be seen from the plots in Fig. 17 (c) that our multiresolution method outperforms both the polynomial chaos and Monte Carlo approaches in estimating the CDF of efficiency e.
CONCLUSIONS AND FUTURE WORK
A novel framework for nonintrusive, i.e., sampling-based, uncertainty propagation has been proposed that consolidates the flexibility of multiresolution representations, in capturing piecewise-smooth stochastic responses of physical systems, with the efficiency of sparse approximation techniques. Within this framework, two existing greedy algorithms, namely Orthogonal Matching Pursuit (OMP) and Tree-based OMP (TOMP), have been employed and extended to reconstruct stochastic functions that lend themselves to sparse multiwavelet expansions. In order to enhance the recovery of dominant coefficients, the latter approach exploits the compact tree structure typically exhibited by the multiwavelet coefficients. In addition to the standard sampling of inputs, i.e., according to their probability measure, an adaptive importance sampling strategy has been proposed to further improve the reconstruction accuracy when the solution of interest exhibits sharp gradients or discontinuities.
The accuracy of the proposed multiresolution framework has been demonstrated through its application to a number of benchmark problems as well as a passively controlled dynamical system under uncertainty. In particular, it has been shown numerically that the TOMP algorithm outperforms the standard OMP solver which does not account for any structure in the multiwavelet coefficients. Additionally, it has been illustrated that the proposed adaptive importance sampling strategy achieves higher accuracy as compared to the standard sampling of inputs. The proposed approach improves previous work on nonintrusive construction of multiresolution expansions by exploiting the sparsity of piecewise-smooth stochastic solutions in multiwavelet basis and, thereby, reducing the number of required solution realizations.
In the present study, adaptivity has been investigated with the specific focus on informing the selection of input samples, while fixing the multiwavelet basis. Future work will attempt to extend this approach by adaptively refining the approximation basis. Additionally, theoretical results are needed to certify the advantage of the proposed importance sampling strategy over the standard counterpart. Another possible extension of the present approach consists of associating sparsity-promoting prior probability distribution to the multiwavelet coefficients, providing an alternative way to monitor the local accuracy of the expansion, and estimating the coefficients via Bayesian update. Such a sparse approximation has been previously introduced in [60, 61] and dubbed Bayesian Compressive Sensing. Recent applications of this method to polynomial chaos expansions have also been considered in [62, 63] .
