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We prove that if any error channel has a Kraus decomposition that is simultaneously correctable
and Hilbert-Schmidt (HS) complete, then the existence of Kraus sets with these properties guaran-
tees the correctability of all quantum channels. As a proof of the existence of such Kraus sets, the
n-level depolarization channel is shown to have a random-unitary (RU) decomposition that is both
HS complete and correctable due its RU nature, thereby proving that all quantum channels are
correctable. As an application, conditions for universal error-correction operations are presented.
PACS numbers: 03.67.Pp, 03.67.Ac, 03.65.Yz, 03.65.Aa
I. INTRODUCTION
As the demand for quantum computers increases, the
need for reliable quantum error correction becomes more
important, as well [1, 2]. Many error-correction schemes
have been proposed, such as the Shor code [3], the Steane
code [4], and environment-assisted methods [5], which of-
ten employ random-unitary (RU) decompositions [6–13],
with a wide range of pioneering work in general quantum
error correction found in [14–18].
Due to their inherent correctability, we focus on RU
Kraus decompositions [19–22] of quantum channels for
discrete systems. While depolarization channels are well-
known to have RU Kraus sets, we prove that these sets
are also Hilbert-Schmidt (HS) complete, and show that
the existence of such correctable HS-complete Kraus sets
guarantees the correctability of all quantum channels.
To review, a quantum operation E is a map between
physical states given by density operators ρ and ρ′, as
ρ′ = E(ρ). (1)
Mathematically, E can have Kraus representation as
E(ρ) =
∑
m
KmρK
†
m, (2)
where the Km are Kraus operators, with completeness∑
m
K†mKm = I. (3)
Quantum operations are important because they can
describe both closed and open systems, meaning systems
of interest that interact with other systems which are
either ignored or not fully known.
In the subject of quantum noise, a quantum operation
is often referred to as a quantum channel. A good exam-
ple of a quantum channel is the depolarizing channel,
D(ρ) = p In + (1− p)ρ, (4)
where n is the dimension of the Hilbert space, I is the
identity, and p is a probability p ∈ [0, 1]. Physically, D(ρ)
transmits ρ exactly with probability 1−p and replaces it
with the maximally mixed state In with probability p.
A Kraus decomposition of D(ρ) for a single-qubit sys-
tem (n = 2) is well-known to be
{Km} = {
√
1− 3p4 σ0,
√
p
4σ1,
√
p
4σ2,
√
p
4σ3}, (5)
where the σm are Pauli matrices and σ0 ≡ I [23]. This
Kraus decomposition has two special properties; it is
both random unitary (RU) and Hilbert-Schmidt (HS)
complete, both of which we now briefly review.
A random unitary (RU) Kraus decomposition is one
for which each of the Kraus operators in the set are pro-
portional to unitary matrices,
RU: Km =
√
pmUm (6)
where
∑
m pm = 1, pm ∈ [0, 1], and U†m = U−1m . A quan-
tum channel with an RU decomposition is always cor-
rectable since unitary operators are always invertible.
The property of Hilbert-Schmidt completeness of a set
of operators {ηm} is their ability to expand any operator
A in a linear combination of complex coefficients Am as
A =
n2−1∑
m=0
Amηm. (7)
The Am are found using the orthogonality of the ηm un-
der the Hilbert-Schmidt inner product, defined between
two operators A and B as A ·B ≡ tr(A†B). Examples of
HS-complete operators are the Pauli matrices {σm} and
the generalized Gell-Mann matrices {λm} [24–26].
Thus, theKm in (5) are both RU and HS complete, two
properties which enable the proof that all n-level quan-
tum channels are correctable, as we will show in Sec. III.
To develop the main results of this paper organically,
its presentation will be as follows. First, in Sec. II, we
present an n-level RU decomposition of all depolariza-
tion channels, using both an iterative definition of the
full channel, and an explicit method for constructing the
RU Kraus operators directly. (The RU-decomposability
of depolarization channels is well-known, but the set of
errors we derive here is convenient for proving their HS
completeness.) Then, in Sec. III, we review the condi-
tions for the correctability of a quantum channel, and
show that if any one Kraus set has the properties of both
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2correctability and HS-completeness, then that guarantees
the correctability of all quantum channels. The fact that
the n-level RU decomposition of the depolarization chan-
nel from Sec. II possesses these properties then proves the
correctability of all quantum channels. In Sec. IV, we use
this discovery to generate a list of requirements for con-
structing universal error-correction operations.
II. RU DECOMPOSITIONS OF ALL
DEPOLARIZATION CHANNELS
We will use two methods to decompose depolarization
channels. One uses a “top-down” approach looking at be-
haviors of groups of unitary operators on an input state,
and the other uses a more direct approach to build the
Kraus operators directly. Since the top-down approach
is more intuitive we will look at that method first.
A. Recursive Definition of RU Depolarization
To motivate this discussion as naturally as possible, we
will break it up into several smaller tasks which will serve
to illustrate why the RU decomposition of depolarization
channels is always possible with this method.
1. n-Level RU Maximal-Dephasing Channel
First, let the RU maximal-dephasing channel ∆(ρ) be
the channel that sends all off-diagonal elements of ρ to 0,
while preserving its diagonal elements, doing so with RU
Kraus operators. This is given by the recursive formula
∆(ρ) ≡ Λn−1 ◦ · · · ◦ Λ1(ρ)
≡ Λn−1(· · · (Λ1(ρ)) · · · ), (8)
where Λk is defined by
Λk(ρ) ≡ 12ρ+ 12NkρN†k , (9)
and Nk is the diagonal unitary matrix
Nk ≡ I − 2E[n](k,k), (10)
where E
[n]
(a,b) is the n × n elementary matrix with a 1 in
its row-a, column-b entry and zeros elsewhere.
As an example of how ∆(ρ) works, we will apply
Λk(ρ) recursively to an arbitrary 4-level state. First,
note that Nk are just diagonal matrices of ones except
that the row-k, column-k entry is −1, so for example,
N1 = diag{−1, 1, 1, 1}. Then, the effect of these on ρ is
to flip the sign of the row-k, column-k entries, such as
N1ρN
†
1 =
 ρ1,1 −ρ1,2 −ρ1,3 −ρ1,4−ρ2,1 ρ2,2 ρ2,3 ρ2,4−ρ3,1 ρ3,2 ρ3,3 ρ3,4
−ρ4,1 ρ4,2 ρ4,3 ρ4,4
. (11)
Thus, adding ρ to this and dividing by 2 gets rid of all
the sign-flipped entires in (11). Performing this operation
repeatedly for k up to n− 1 decoheres the input state as
Λ1(ρ) =
ρ1,1 0 0 00 ρ2,2 ρ2,3 ρ2,40 ρ3,2 ρ3,3 ρ3,4
0 ρ4,2 ρ4,3 ρ4,4

Λ2(Λ1(ρ)) =
ρ1,1 0 0 00 ρ2,2 0 00 0 ρ3,3 ρ3,4
0 0 ρ4,3 ρ4,4

∆(ρ) ≡ Λ3(Λ2(Λ1(ρ)))=
ρ1,1 0 0 00 ρ2,2 0 00 0 ρ3,3 0
0 0 0 ρ4,4
,
(12)
thus removing coherence while preserving probabilities.
This channel was symbolically verified for all dimensions
up to n = 13, and we can claim that it works for all n.
2. n-Level RU Diagonal-Input Randomizer Channel
Now, the next step towards an RU depolarization chan-
nel is a method of equalizing all the probabilities of a
diagonal state using RU Kraus operators. This can be
accomplished using an RU permutation channel,
Π(ρ) ≡ 1n
n∑
m=1
ΠmρΠ
†
m, (13)
where we use unitary permutation matrices,
Πm ≡

Rm
Rm+1
...
Rm−1
 , (14)
where Rm is the mth elemental row vector,
Rm ≡ ( 01 · · · 0m−1 1m 0m+1 · · · 0n ), (15)
so the rows of Πm start with Rm and cycle through all
indices m in increasing order, starting over at 1 after n.
For example, for n = 4,
Π1 =
 1 0 0 00 1 0 00 0 1 0
0 0 0 1
, Π2 =
 0 1 0 00 0 1 00 0 0 1
1 0 0 0
,
Π3 =
 0 0 1 00 0 0 11 0 0 0
0 1 0 0
, Π4 =
 0 0 0 11 0 0 00 1 0 0
0 0 1 0
.
(16)
Thus, any diagonal input to Π(ρ) is equalized, such as
Π(diag{a, b, c, d}) = a+b+c+d4 I. (17)
33. n-Level RU Maximal-Mixing Channel
Immediately, we see that if the trace of the diagonal
input to Π(ρ) is 1, then Π(ρ) will produce the maximally
mixed state In . Then, since ∆(ρ) always produces a di-
agonal state for which tr(ρ) = 1, we can define an RU
maximal-mixing channel as
M(ρ) ≡ Π(∆(ρ)) = In , (18)
where Π(ρ) is given in (13), and ∆(ρ) is given in (8). For
example, putting the result of (12) into (18) produces
M(∆(ρ)) =

1
4 0 0 0
0 14 0 0
0 0 14 0
0 0 0 14
 , (19)
for all possible input states ρ, whether they are mixed
or pure. Thus, (18) produces the maximally mixed state
for all n-level systems using only RU Kraus operators.
4. The n-Level RU Depolarization Channel
Essentially our work is done by (18), but to finish the
job, note that D(ρ) in (4) involves another term past the
maximally mixed state. However, this feature is trivial
because it merely increases the weight of the identity op-
erator term in an RU Kraus decomposition while scaling
the others by p, which preserves the RU property.
Thus, the full RU Kraus decomposition of the n-level
depolarizing channel is
D(ρ) = pM(ρ) + (1− p)ρ, (20)
where M(ρ) is given in (18), and the actual RU Kraus
operators of D(ρ) are not immediately visible in (20) be-
cause of the recursive nature of the functions used to
define it. However, that is acceptable here since the pur-
pose of this section was merely to motivate the proce-
dure. Figure 1 demonstrates that the RU depolarization
channel D(ρ) defined in (20) truly produces the correct
output which is p In + (1− p)ρ as defined in (4).
Next, we will determine the RU Kraus operators di-
rectly, which will be more abstract, but more practically
useful in many cases.
Also, hereafter we will only focus on the maximal-
mixing channel M(ρ), since we have just shown that if
M(ρ) has an RU decomposition, then D(ρ) does as well.
FIG. 1: (color online) Plot of 1000 random two-qubit depo-
larization channels D(ρ) acting on random mixed input states
ρ represented two ways each. First, for visual evidence that
different states are used, the height of the dark blue dots is
the Bloch purity of the correct output state PB(p
I
n
+(1−p)ρ),
where Bloch purity is PB(ρ) ≡ (ntr(ρ2)− 1)/(n− 1), so that
PB(ρ) = 1 iff ρ is pure, and PB(ρ) ∈ [0, 1) if ρ is mixed,
[27]. The height of the light blue dots is the Bloch purity
of the RU-reconstructed output state PB(D(ρ)), where D(ρ)
is defined in (20). The true necessary and sufficient test is
the height of the red dots, which is the square magnitude of
the difference of the Bloch vectors of the correct output state
and the RU-reconstructed output state D(ρ), computed as
n
n−1 tr((p
I
n
+ (1 − p)ρ − D(ρ))2). The reconstruction is suc-
cessful iff the red dot has a height of zero. Thus, this method
works for all states tested. Note that it is not limited to two
qubits; that is merely an arbitrary choice here.
B. Explicit Kraus-Operator Definition of RU
Depolarization
To develop a direct characterization of the RU Kraus
operators of M(ρ), and by extension the depolarization
channel, we will use the iterative procedure above to gen-
erate the operators. We will look at three different meth-
ods. The first is to look at the results of expanding the
iterative method directly. The second is a simple qual-
itative observation of the first method. The third is a
closed-form method that allows explicit construction of
the RU Kraus operators of M(ρ) without reference to
the iterative method.
1. Obtaining RU Kraus Operators from Expansion of the
Iterative Method
First, due to the definition of the permutation channel
Π(ρ) in (13), we can separate the Kraus operators into
permutation groups, based on which permutation opera-
tor Πm is being used on the input.
Then, note that ∆(ρ) from (8) produces twice the num-
ber of Kraus operators needed because half of its Kraus
4operators are merely different from the others by a global
matrix factor of −1, which cannot affect the decomposi-
tion. For example, the unitary parts of the Kraus oper-
ators of ∆(ρ) for n = 4 are
N0 ≡ diag{1, 1, 1, 1}
N1 = diag{−1, 1, 1, 1}
N2 = diag{1,−1, 1, 1}
N3 = diag{1, 1− 1, 1}
N4 = diag{1, 1, 1,−1}
N2N1 = diag{−1,−1, 1, 1}
N3N1 = diag{−1, 1,−1, 1}
N4N1 = diag{−1, 1, 1,−1}
N3N2 = diag{1,−1,−1, 1}
N4N2 = diag{1,−1, 1,−1}
N4N3 = diag{1, 1,−1,−1}
N3N2N1 = diag{−1,−1,−1, 1}
N4N2N1 = diag{−1,−1, 1,−1}
N4N3N1 = diag{−1, 1,−1,−1}
N4N3N2 = diag{1,−1,−1,−1}
N4N3N2N1 = diag{−1,−1,−1,−1},
(21)
which include only 2n−1 = 8 unique operators.
Then, for the full channel M(ρ), there are n permu-
tation families of Kraus operators, where the mth fam-
ily is simply Πm left-multiplied to the set of unique N -
operators, such as the first half of (21), resulting in a total
of n2n−1 unitary operators. The set is made properly RU
by then normalizing with a factor of 1√
n2n−1
. Thus, if we
call the half-set of N -operators {N}, then the total set
of unique RU Kraus operators for M(ρ) is
{Mk} = { 1√n2n−1 Π1{N}, . . . ,
1√
n2n−1
Πn{N}}. (22)
2. Obtaining RU Kraus Operators from Qualitative
Observation
A much simpler qualitative way to generate the RU
Kraus operators for M(ρ) is to start with the permuta-
tion matrices Πm, such as in (16), and then simply con-
sider all possible sign distributions among their nonzero
elements. Then, normalizing those by 1√
n2n−1
and weed-
ing out the half that are just negatives of the others, one
obtains the RU Kraus set for M(ρ).
3. Explicit Construction of RU Kraus Operators
Finally, we have the information we need to explicitly
construct the RU Kraus operators ofM(ρ). First, define
the vector-index version of the N -operators as
Nx ≡ N [n]x ≡ I [n] − 2
dim(x)∑
k=1
sgn(xk)E
[n]
(xk,xk)
, (23)
where xk are nonnegative integer components of vector
x, and note that N0 = I. For example, if x = (3, 2), then
Nx = N(3,2) = I − 2E(3,3) − 2E(2,2) = N3N2.
Next, define the vectorized n-choose-k function as
nCk(x, k) ≡
The matrix whose rows are
each unique combinations of the
elements of x taken k at a time.
(24)
For example, if n = 3, then
nCk([1, 2, 3], 1) =
12
3
, nCk([1, 2, 3], 2) =
1 21 3
2 3
,
nCk([1, 2, 3], 3) =
(
1 2 3
)
,
(25)
where, notice that by convention, the order of the combi-
nations is taken to be increasing left to right, and count-
ing in the standard format where the right-most digit
counts upward to n and then resets as the digit to its left
increases by one and so on.
Then, the unique set of N -operators is
{Nx}; x ∈ {0, {nCk([1, . . . , n], k)}k=nk=1}|#=2n−1 , (26)
where we use set-building notation such that {a, {b, c}} ≡
{a, b, c}, and {ak}k=nk=1 ≡ {a1, . . . , an}, and {a, . . .}|#=z
means to stop adding elements to the set after z elements
have been included. Thus, (26) instructs us to make all
the vectors x in the set it defines, and then use that set
of 2n−1 vector-indices to populate the set {Nx}.
Finally, a full set of RU Kraus operators for the
maximal-mixing channel M(ρ) is given explicitly by
{M(m,x)} ≡ { 1√n2n−1 Π1{Nx}, . . . ,
1√
n2n−1
Πn{Nx}},
(27)
meaning that we simply left-multiply each member of
{Nx} by each of the permutation matrices Πm, and then
that group, with each member normalized by 1√
n2n−1
,
constitutes an RU Kraus decomposition of M(ρ), and
thus can be used to RU-decompose D(ρ) as well.
For n = 4, the unitary parts of the RU Kraus operators
of M(ρ) for the first permutation set are
Π1N0 =
1 0 0 00 1 0 00 0 1 0
0 0 0 1
, Π1N4 =
1 0 0 00 1 0 00 0 1 0
0 0 0 −1

Π1N1 =
−1 0 0 00 1 0 00 0 1 0
0 0 0 1
,Π1N(1,2) =
−1 0 0 00 −1 0 00 0 1 0
0 0 0 1

Π1N2 =
1 0 0 00 −1 0 00 0 1 0
0 0 0 1
,Π1N(1,3) =
−1 0 0 00 1 0 00 0 −1 0
0 0 0 1

Π1N3 =
1 0 0 00 1 0 00 0 −1 0
0 0 0 1
,Π1N(1,4) =
−1 0 0 00 1 0 00 0 1 0
0 0 0 −1
,
(28)
5and for the second permutation set,
Π2N0 =
0 1 0 00 0 1 00 0 0 1
1 0 0 0
, Π2N4 =
0 1 0 00 0 1 00 0 0 −1
1 0 0 0

Π2N1 =
 0 1 0 00 0 1 00 0 0 1
−1 0 0 0
,Π2N(1,2) =
 0 −1 0 00 0 1 00 0 0 1
−1 0 0 0

Π2N2 =
0 −1 0 00 0 1 00 0 0 1
1 0 0 0
,Π2N(1,3) =
 0 1 0 00 0 −1 00 0 0 1
−1 0 0 0

Π2N3 =
0 1 0 00 0 −1 00 0 0 1
1 0 0 0
,Π2N(1,4) =
 0 1 0 00 0 1 00 0 0 −1
−1 0 0 0
,
(29)
and for the third permutation set,
Π3N0 =
0 0 1 00 0 0 11 0 0 0
0 1 0 0
, Π3N4 =
0 0 1 00 0 0 −11 0 0 0
0 1 0 0

Π3N1 =
 0 0 1 00 0 0 1−1 0 0 0
0 1 0 0
,Π3N(1,2) =
 0 0 1 00 0 0 1−1 0 0 0
0 −1 0 0

Π3N2 =
0 0 1 00 0 0 11 0 0 0
0 −1 0 0
,Π3N(1,3) =
 0 0 −1 00 0 0 1−1 0 0 0
0 1 0 0

Π3N3 =
0 0 −1 00 0 0 11 0 0 0
0 1 0 0
,Π3N(1,4) =
 0 0 1 00 0 0 −1−1 0 0 0
0 1 0 0
,
(30)
and for the fourth permutation set,
Π4N0 =
0 0 0 11 0 0 00 1 0 0
0 0 1 0
, Π4N4 =
0 0 0 −11 0 0 00 1 0 0
0 0 1 0

Π4N1 =
 0 0 0 1−1 0 0 00 1 0 0
0 0 1 0
,Π4N(1,2) =
 0 0 0 1−1 0 0 00 −1 0 0
0 0 1 0

Π4N2 =
0 0 0 11 0 0 00 −1 0 0
0 0 1 0
,Π4N(1,3) =
 0 0 0 1−1 0 0 00 1 0 0
0 0 −1 0

Π4N3 =
0 0 0 11 0 0 00 1 0 0
0 0 −1 0
,Π4N(1,4) =
 0 0 0 −1−1 0 0 00 1 0 0
0 0 1 0
,
(31)
all 32 of which are visibly unitary. The sum of
each of these operations applied to any input ρ as
1
n2n−1
∑
m,x ΠmNxρ(ΠmNx)
† then constitutes an RU de-
composition of M(ρ), and the output will always be the
maximally mixed state In for all possible input states.
4. Hilbert-Schmidt Completeness of the RU Kraus
Operators
Since it will be useful to us in the next section, we will
show here that this set of RU Kraus operators always
contains at least enough operators to be HS complete.
First, given the total RU set in (27), consider only
the first n operators from each permutation set. Then,
expanding each in terms of the elementary matrices, we
find that all are related by a single transformation matrix,
T ≡ T [n] ≡ 1√
n2n−1
(
Ω[n] − 2
n−1∑
k=1
E
[n]
(k+1,k)
)
(32)
where Ω[n] is the matrix of all ones, defined as
Ω[n] ≡
n∑
j=1
n∑
k=1
E
[n]
(j,k). (33)
One finds that each group of elementary matrices that
supports the nonzero elements in a given permutation
matrix Πm is linearly combined by T to form each of the
first n RU Kraus operators of that permutation group.
Now here are the crucial two points. First, since T has
a nonvanishing determinant for all dimensions,
det(T [n]) = 2
n−1
(n2n−1)n 6= 0 ∀n, (34)
then T is always invertible, allowing us to express the
elementary matrices as linear combinations of the RU
operators. Second, since the collection of each of the first
n operators of each of the n permutation sets involves
all n2 of the unique elementary matrices E
[n]
(j,k), then this
plus the invertibility of each group ensures that all of the
elementary matrices can be expressed using this subset
of the RU Kraus operators defined in (27).
Since the set of all E
[n]
(j,k) are HS complete, and since
they can be expanded with a subset of the RU Kraus
operators of (27), then this means that these RU Kraus
operators are HS overcomplete, meaning that they pro-
vide more than enough operators to expand any matrix
as a linear combination of them.
For example, for n = 4 the transformation matrix is
T = 1√
32
 1 1 1 1−1 1 1 11 −1 1 1
1 1 −1 1
, (35)
and the four permutation sets of RU Kraus operators are
6built from the elementary matrices as
a
Π1N0Π1N1Π1N2
Π1N3
= T

E
[4]
(1,1)
E
[4]
(2,2)
E
[4]
(3,3)
E
[4]
(4,4)
, a
Π2N0Π2N1Π2N2
Π2N3
= T

E
[4]
(4,1)
E
[4]
(1,2)
E
[4]
(2,3)
E
[4]
(3,4)

a
Π3N0Π3N1Π3N2
Π3N3
= T

E
[4]
(3,1)
E
[4]
(4,2)
E
[4]
(1,3)
E
[4]
(2,4)
, a
Π4N0Π4N1Π4N2
Π4N3
= T

E
[4]
(2,1)
E
[4]
(3,2)
E
[4]
(4,3)
E
[4]
(1,4)
,
(36)
where a = 1√
32
. The invertibility of T and the fact that
all n2 elementary matrices appear among the right sides
of (36) then ensures that we can expand all elementary
matrices in terms of our RU Kraus operators, and thus
by the HS completeness of the elementary matrices, our
RU Kraus operators can be used to expand any operator,
which proves that this subset of (27) is HS complete.
Note that the overcompleteness of the full set of oper-
ators from (27) is not a problem. In general, many dif-
ferent combinations of the RU Kraus operators can form
a particular E
[n]
(j,k). For example, suppose we have two
different Kraus expansions of a given elementary matrix,
E
[n]
(j,k) = aM1 + bM2, and E
[n]
(j,k) = cM3 + dM4. (37)
Then, given any complex numbers α, β such that α+β =
1, we could produce infinite expansions of E
[n]
(j,k) as
E
[n]
(j,k)=(α+β)E
[n]
(j,k)= α(aM1 + bM2) + β(cM3 + dM4).
(38)
Thus, we have a great deal of freedom as to how to involve
the RU Kraus operators of (27) in the expansion of any
given operator.
The importance of all of this will become clearer in the
discussion of the correctability of quantum channels.
III. CORRECTABILITY OF ALL QUANTUM
CHANNELS
Now that we have shown that it is always possible
to find an HS-complete set of RU Kraus operators for
the maximal-mixing and depolarization channels in all
dimensions, here we will show that this is sufficient to
guarantee the correctability of all quantum channels.
To simplify the argument, we will start by observing
several essential facts, and culminate by showing that
they prove the above claim.
A. Supporting Facts
1. General Conditions for the Correctability of Quantum
Error Channels
The essential goal of quantum error correction is to
correct for the effects of any given quantum channel on
some unknown input state, restoring the system to its
original state before the noise channel acted. Thus, we
will refer to this ability of correction or restoration as the
correctability of a channel or noise.
As in [23], we will not assume any particular error-
correction scheme, but rather follow only the bare-
minimum of requirements. Thus, we suppose that if a
restoration procedure exists to correct noise from channel
E , that it can be represented by a single trace-preserving
quantum recovery operation R, such that
R(E(ρC)) ∝ ρC , (39)
where ρC ≡ UCρU†C is the encoded version of a generally
mixed unknown input state ρ, where UC is a unitary en-
coding operation that encodes the computational basis
of ρ into a (possibly) larger Hilbert space, while still pre-
serving the superposition properties of the original ρ. By
trace-preserving, we mean that Kraus operators Rk of R
have Kraus completeness
∑
k R
†
kRk = I. Note that since
the input is unknown, the recovery operation R should
not be dependent on the input state.
2. Existence of a Recovery Operation for a Set of Errors:
The Correctability Conditions
From [23], a necessary and sufficient condition for the
existence of a recovery operation R that corrects channel
E with Kraus operators {Ek} on quantum code C is that
P †E†jEkP = αj,kP, (40)
where α is a Hermitian matrix with elements αj,k, and
code projector P is a projector onto the code space C
such that PρCP
† = ρC are states within C, and P † = P .
We can think of the {Ek} as errors, and if R exists for
channel E , then {Ek} is a correctable set of errors.
3. Generality of a Recovery Operation
Also from [23], suppose that R exists and corrects er-
rors {Ek} for channel E . Then, given any other quantum
operation F with errors {Fj}, if each Fj is a linear com-
bination of the {Ek} such that
Fj =
∑
k
mj,kEk, (41)
where the mj,k are complex elements of a generally
nonunitary matrix m, then R also corrects the effects
of noise F on code C.
74. Different Kraus Sets of the Same Channel Are Unitarily
Related
Another well-known fact is that given any two differ-
ent Kraus sets {Ek} and {Gl} that decompose the same
quantum channel E , if the set with fewer elements is
“padded” with the necessary number of zero-operators
then both sets are unitarily related as
Ek =
∑
l
Uk,lGl, or Gl =
∑
m
U∗m,lEm, (42)
where U is a unitary matrix. Note that Kraus sets from
different channels are not unitarily related, and in gen-
eral, one error set may not even have the HS completeness
necessary to decompose all or any members of a Kraus
set belonging to a different channel.
5. Corollary: Unitarily Related Kraus Sets Share
Correctability
By using the fact that the rows (or columns) of a uni-
tary matrix are orthonormal, one can show that two sets
of unitarily related Kraus operators both decompose the
same quantum channel. For example, if {Gl} is unitarily
related to {Ek}, then
E(ρ) =
∑
k
EkρE
†
k =
∑
l
GlρG
†
l . (43)
Then, if {Ek} is also a correctable set of errors, then
channel E(ρ) is correctable, and thus from (43), {Gl} is
also a set of correctable errors. More rigorously, testing
the correctability conditions for {Gl} and using (42) gives
P †G†jGkP =
∑
l
∑
m Ul,jU
∗
m,kP
†E†lEmP
=
∑
l
∑
m Ul,jU
∗
m,kαl,mP
= βj,kP,
(44)
where βj,k ≡
∑
l
∑
m Ul,jU
∗
m,kαl,m, so that β is Hermi-
tian, since β† = β and α† = α from (40). Thus, since β
is Hermitian, it follows that {Gl} is a correctable set of
errors, and this result was guaranteed by both the cor-
rectability of {Ek} and its unitary relation to {Gl}.
B. Proof that All Quantum Channels are
Correctable
Now that we have amassed several useful facts, we are
ready to put them together to prove the main claim of
this paper: that all quantum channels are correctable.
1. Proof of the Correctability of All Quantum Channels
The motivation for this proof is actually a corollary to
Sec. III A 3. Simply put, if a correctable set of errors {Ek}
is also HS complete, then any operator can be expanded
as a linear combination of the Ek, as in (41). This means
that any other Kraus set {Fj} from any channel F can
be expanded using correctable set {Ek}, and therefore F
is also correctable. Then, since RU decompositions are
always correctable, and since (27) proves the existence of
RU decompositions that are also HS complete, then we
can always find a correctable set of HS-complete Kraus
operators for any channel, and therefore any Kraus set is
correctable, so all quantum channels are correctable.
Now we shall work this out more rigorously. Suppose
we have a quantum channel
F(ρ) =
∑
j
FjρF
†
j , (45)
with Kraus operators {Fj} for which no recovery oper-
ation is known. Now, suppose that for some different
channel E , its Kraus operator set {Ek} is both correctable
and HS complete. Then, by their HS completeness, we
can expand as Fj =
∑
kmj,kEk, so that (45) becomes
F(ρ) =
∑
k
∑
l
Hk,lEkρE
†
l , (46)
where Hk,l ≡
∑
jmj,km
∗
j,l are the elements of a Hermi-
tian matrix H whose Hermiticity is a consequence of the
form of the sum that defines it.
Now let {Gr} be a different set of Kraus operators for
correctable channel E , so that they are unitarily related
to correctable set {Ek}, as in (42). Then for some unitary
matrix U , (46) becomes
F(ρ) =
∑
r
∑
s
(∑
k
∑
l
Uk,rHk,lU
∗
l,s
)
GrρG
†
s.
(47)
If we set U ≡ ∗H , where H is the eigenvector matrix of H
so that †HHH is diagonal, then Uk,r = (
∗
H)k,r = (
†
H)r,k
and U∗l,s = (
∗
H)
∗
l,s = (H)l,s, so then∑
k
∑
l Uk,rHk,lU
∗
l,s =
∑
k
∑
l (
†
H)r,kHk,l(H)l,s
= (†HHH)r,s
= λrδr,s,
(48)
where λr are the (real) eigenvalues of Hermitian matrix
H. Then, putting (48) into (47) yields
F(ρ) =
∑
r
λrGrρG
†
r ≡
∑
r
F˜rρF˜
†
r . (49)
Now, from the fact proved in Sec. III A 5 that unitarily-
related Kraus sets share correctability, since the Kraus
operators F˜r ≡
√
λrGr of (49) are proportional to opera-
tors of correctable set {Gr}, then F˜r is also a correctable
set and therefore we have proven that arbitrary quantum
channels F(ρ) are correctable.
To be more rigorous, applying the correctability con-
ditions to the Kraus operators of (49) gives
P †F˜ †j F˜kP = P
†√λjG†j√λkGkP
=
√
λjλk
∑
s
∑
r (H)
∗
s,j(H)r,kP
†E†sErP
=
√
λjλk
∑
s
∑
r (H)
∗
s,j(H)r,kαs,rP
= γj,kP,
(50)
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γj,k ≡
√
λjλk
∑
s
∑
r
(H)
∗
s,j(H)r,kαs,r, (51)
and again α is Hermitian because E is correctable. Since
{F˜r} satisfies the correctability conditions, then all quan-
tum channels F(ρ) are truly correctable.
Thus we have proved the central claim of this paper.
Moreover, applying Sec. III A 3 to this result means that
any recovery operation R that corrects the effects of a
set {Ek} that is both correctable and HS complete will
also correct the effects of all other quantum operations.
Then, since (27) proves-by-demonstration that there
always exists an RU (and therefore correctable) set of
HS-complete operators in all dimensions, this guarantees
that the recovery R that corrects the Kraus operators of
(27) will also correct errors from all other channels.
2. Conversion of Any Kraus Set to a Set of Errors Already
Known to be Correctable
Suppose that {Fj} is some arbitrary set of Kraus op-
erators belonging to channel F for which a recovery op-
eration is not known.
To find a set of verifiably correctable errors for F , first
identify an HS-complete set of correctable Kraus opera-
tors {Ek}, such as in (27). Then, expand the Fj as
Fj =
∑
k
mj,kEk, (52)
and then form Hermitian matrix H with elements
Hk,l ≡
∑
j
mj,km
∗
j,l. (53)
Next, define a new set of Kraus operators as
Gr ≡
∑
k
(H)k,rEk. (54)
where H is the eigenvector matrix of H. Finally, a set
of correctable Kraus operators for F is given by
{F˜r} ≡ {
√
λrGr}, (55)
where λr are the eigenvalues of H, the Gr are defined
in (54), and the corresponding known-to-be-correctable
decomposition of F is given in (49).
3. Proof That the Converted Kraus Set is Correctable
Now, given that (52-55) shows how to find a correctable
set of Kraus operators for any channel F , here we will
verify that it is actually correctable by finding the re-
covery operation R that restores the input state. This
section relies heavily on a less-detailed derivation in [23],
but is shown here as a convenient illustration of why the
recovery operation works.
Thus, starting with an arbitrary channel F , if its cor-
rectable set is {F˜r} ≡ {
√
λrGr} as in (55), then the cor-
rectability conditions for {F˜r} are P †F˜kF˜lP = γk,lP as
given in (50), where γ is Hermitian, with elements given
in (51). Then, to simplify (50), define the unitarily re-
lated Kraus set,
F a ≡
∑
k
(†γ)
∗
a,kF˜k, (56)
where γ is the eigenvector matrix of γ so that 
†
γγγ is
diagonal. Then the correctability conditions for {F a} are
P †F
†
aF bP =
∑
k
∑
l (
†
γ)a,k(
†
γ)
∗
b,lP
†F˜ †k F˜lP
=
(∑
k
∑
l (
†
γ)a,kγk,l(γ)l,b
)
P
=
(
†γγγ
)
a,b
P
= δa,bdbP,
(57)
where we used (50), and db are the eigenvalues of γ. Next,
find the right polar decomposition of F kP as
F kP = Uk
√
(F kP )†(F kP )
= Uk
√
P †F
†
kF kP
= Uk
√
dkP
=
√
dkUkP
(58)
where we used (57) in the second line, and Uk is uni-
tary. Then, right-multiplying (58) by U†k , we obtain
F kPU
†
k =
√
dkUkPU
†
k =
√
dkPk, with orthogonal projec-
tors Pk ≡ UkPU†k , from which we find that
Pk =
FkPU
†
k√
dk
, and P †k =
UkP
†F †k√
dk
. (59)
If the syndrome measurement is defined by projectors
Pk, possibly supplemented by another for completeness
so that
∑
k Pk = I, then recovery is accomplished by pro-
jective measurement P †k followed by unitary operation
U†k . Thus, the general recovery channel is
R(σ) =
∑
k
U†kP
†
kσPkUk, (60)
for input state σ. Then, if this recovery operation is
for a state PρCP
† in the code space that has experi-
enced channel F so that the input to the recovery channel
is σ = F(PρCP †) =
∑
l F lPρCP
†F
†
l , then the recovery
channel acting on this input can be written as
R(F(PρCP †)) =
∑
k
∑
l
U†kP
†
kF lPρCP
†F
†
lPkUk.
(61)
Then, in the left half of (61), using (59) and (57) produces
U†kP
†
kF lP = U
†
k
UkP
†F †k√
dk
F lP
= U†kUk
P †F †kF lP√
dk
= I
δk,ldlP√
dk
= δk,l
√
dkP,
(62)
9and then putting (62) into (61) reveals that
R(F(PρCP †)) =
∑
k
∑
l (δk,l
√
dkP )ρC(δk,l
√
dkP )
†
=
∑
k
∑
l δk,l
√
dkPρCP
†√dkδk,l
= (
∑
k dk)PρCP
†
R(F(PρCP †)) ∝ PρCP †,
(63)
which shows that the coded input state PρCP
† = ρC
is recovered by R, despite the effects of noise chan-
nel F , where we note that the proportionality con-
stant
∑
k dk = tr(γ) is eliminated through normaliza-
tion. Then, since PρCP
† = ρC and ρC ≡ UCρU†C , we
recover true input ρ by decoding the recovery output as
U†CR(F(PρCP †))UC = ρ. (If an ancilla was used for en-
coding, we can partial trace over the ancilla at this point.)
Thus we have shown, starting from a completely ar-
bitrary channel F and its action on an arbitrary input
state ρ encoded as ρC ≡ UCρU†C , that there exists a re-
covery operation R that removes the effects of F on ρC .
The key step in proving that this is possible for arbitrary
channels F was actually in the last section, in which we
outlined how to find a set of correctable Kraus operators
for any arbitrary channel. The existence of the recovery
operation R is then guaranteed as well, as demonstrated
explicitly in this section.
It was not necessary for us to use an RU decomposi-
tion as in (27), but since RU decompositions are always
correctable by virtue of the invertibility of unitary opera-
tors, it served as a simple means to show that there exist
HS-complete sets that are also correctable.
The final and most important step is now to use
Sec. III A 3 and all subsequent results to develop the re-
quirements for a single recovery channel R that will cor-
rect the effects of all quantum channels.
IV. APPLICATIONS
The ultimate intention of this paper is in fact the ap-
plication of the ideas presented here to accomplish re-
covery from any quantum channel acting on a discrete
system. Since the proof given in the previous section im-
plies that it is always possible to recover from the effects
of any quantum channel, then the most general appli-
cation is the construction of universal recovery channels
R. Such channels are not unique and depend both upon
the quantum code used and the HS-complete correctable
Kraus set chosen to expand the arbitrary errors. Here
we present conditions for constructing universal recovery
channels, as well as an example of how to verify that
any set of errors is correctable. Finally we look at a
special case showing that technically all channels have
a state-dependent RU decomposition. Though not use-
ful for error correction, this fact mathematically agrees
with the the result we just proved for state-independent
decompositions, that all channels are correctable.
A. Conditions for Constructing Universal Recovery
Operations
Given any n-level state ρ(S) of system S subject to any
quantum noise, a universal procedure to protect and re-
cover it after the noise is as follows. First, prepare an
ancilla A in a convenient nA-level pure state |ψ(A)0 〉 in
product with ρ(S) as ρ(S) ⊗ |ψ(A)0 〉〈ψ(A)0 |, where nA ≥ n2
since the minimum number of operators to have HS com-
pleteness for an n-level system is n2. Then, find a set of
nE ≥ n2 Kraus operators {Qm}, with Kraus complete-
ness
∑
mQ
†
mQm = I
[nQ], where n ≤ nQ ≤ nnA, that sat-
isfy the following three conditions:
1. {Qm} must be Hilbert-Schmidt (HS) complete,
meaning that all matrices C of nQ levels can be
expanded as C =
∑
m cmQm where the scalar coef-
ficients cm are determined by the orthogonality of
{Qm} under the HS inner product A·B ≡ tr(A†B).
2. {Qk} must be correctable, which means that
P †Q†lQmP = αl,mP ∀l,m such that α† = α, for
some joint-system rank-n-or-greater projector P
such that P 2 = P , tr(P ) 6= 0, and chosen such that
α† = α and †α = 
−1
α , where α is the eigenvector
matrix of α such that †ααα is diagonal.
3. A joint-system unitary encoding operator UC
must be chosen such that the encoded state
ρC ≡ UC(ρ(S)⊗ |ψ(A)0 〉〈ψ(A)0 |)U†C is unaffected by
code projector P , so that PρCP
† = ρC . In partic-
ular, UC and P need to be chosen such that they
preserve the superposition properties of ρ(S).
A candidate P can be tested for compatibility with a
given {Qm} by building the matrix α with elements
αl,m ≡ 1tr(P ) tr(P †Q†lQmP ), (64)
and checking that α† = α and †αα = I. The general
procedure for correcting arbitrary errors on an n-level
system is given by the recovery channel,
R(σ) ≡
rα+1∑
k=1
RkσR
†
k (65)
where rα ≡ rank(α), and Kraus operators Rk belong to
the joint system (S,A) of nnA levels formed by the n-
level system of interest (S) and an ancilla (A) of nA ≥ n2
levels, and σ ≡ E(ρC) is any error-corrupted state in the
code space. The recovery operators can be written as
Rk ≡ U†kP †k , (66)
with orthogonal projection operators
Pk ≡
{
1√
ηk
QkPU
†
k ; k ∈ 1, . . . , rα
I(S,A) −∑rαm=1 Pm; k = rα + 1, (67)
10
such that P †k = Pk and PkPl = δk,lPk, and where
Uk∈1,...,rα ≡WkX†k and Urα+1,≡ I(S,A) (68)
where Wk and Xk are unitaries from the singular value
decomposition of QkP such that QkP = WkΣkX
†
k where
Σk is the matrix of singular values. The ηk are
descending-order eigenvalues η1 ≥ · · · ≥ ηrα of the ma-
trix α. The Qk are given by
Qk ≡
∑nE
m=1
(†α)
∗
k,mQm (69)
where again, α is the eigenvector matrix of α such that
†ααα is diagonal. The initial state of S is fully recovered
by decoding and tracing over the ancilla as
ρ(S) = trA(U
†
CR(E(ρC))UC). (70)
Thus, the creation of universal recovery operations has
been reduced to judicious choice of P and UC such that
these conditions are met. The main innovation here is
the requirement of the use of an HS-complete set {Qm}.
If {Pk∈1...,rα} is complete
∑
k Pk = I
(S,A), then the sum’s
upper limit in (65) is rα, and the (rα+1)-case in (67) and
(68) is not needed. Ancillas may not be needed, and it
is currently unknown whether global joint-system errors
are correctable, but this method can be used to construct
n-level local correction schemes. Although we give no
examples of explicit universal recovery operations here,
it is hoped that these steps can help guide their creation.
B. Example of How to Verify the Correctability of
an Arbitrary Set of Errors
Here we illustrate the steps in (52-55) for a specific
channel and a set of Kraus operators that we do not know
are correctable simply by looking at them. This actually
works for any set of Kraus operators for any channel, but
we use a specific example here as a demonstration.
Consider the channel F with non-RU Kraus operators
F1 = diag{p2, p, p, 1}
F2 = diag{pq, 0, q, 0}
F3 = diag{qp, q, 0, 0}
F4 = diag{q2, 0, 0, 0},
(71)
where q ≡
√
1− p2, and p ∈ [0, 1] is time-dependent, and
this channel models Ornstein-Ulenbeck phase noise, the
details of which can be found in [28], and the output of
the channel acting on an arbitrary initial state ρ(0) is
F(ρ(0)) =
ρ1,1(0) ρ1,2(0)p ρ1,3(0)p ρ1,4(0)p
2
ρ2,1(0)p ρ2,2(0) ρ2,3(0)p
2 ρ2,4(0)p
ρ3,1(0)p ρ3,2(0)p
2 ρ3,3(0) ρ3,4(0)p
ρ4,1(0)p
2 ρ4,2(0)p ρ4,3(0)p ρ4,4(0)
,
(72)
showing that this a kind of phase damping.
Observation of (71) shows that the Fj are not RU.
Beyond that, to see if this set of errors is correctable,
we might try testing the correctablity conditions of (40).
However, for that we need some way to choose the code
projector P , otherwise that test is not very useful.
This is where the steps of (52-55) become useful. They
allow us to find a different set of Kraus operators {F˜r} for
the same channel F , where the new set has the desired
property of being able to satisfy the correctability condi-
tions of (40), thus guaranteeing that F is correctable.
First, applying (52), if we define the known-correctable
errors as the RU set from (27), then we find we only
need five of them, which we label as E1 ≡ 1√32Π1N0,
E2 ≡ 1√32Π1N1, E3 ≡ 1√32Π1N2, E4 ≡ 1√32Π1N3, and
E5 ≡ 1√32Π1N4. Then the given {Fj} can be written as
F1 =
a
2 (p+ 1)
2E1 − a2p2E2 − a2pE3 − a2pE4 − a2E5
F2 =
a
2 (p+ 1)qE1 − a2pqE2 + 0E3 − a2 qE4 + 0E5
F3 =
a
2 (p+ 1)qE1 − a2pqE2 − a2 qE3 + 0E4 + 0E5
F4 =
a
2 q
2E1 − a2 q2E2 + 0E3 + 0E4 + 0E5,
(73)
where a ≡ √32, which produces the coefficient matrix,
m = a2
 (p+ 1)
2 −p2 −p −p −1
(p+ 1)q −pq 0 −q 0
(p+ 1)q −pq −q 0 0
q2 −q2 0 0 0
. (74)
Then, setting s ≡ 1 + p, putting (74) into (53), and elim-
inating q by its definition, we get the Hermitian matrix,
H = 8

4s2 −s2 −s2 −s2 −s2
−s2 1 p p p2
−s2 p 1 p2 p
−s2 p p2 1 p
−s2 p2 p p 1
. (75)
The new set of Kraus operators {F˜r} is then obtained
from (54) and (55) by using the eigenvector matrix H of
H and the eigenvalues λr of H. At this point, we must
abandon symbolic representation and test numerical val-
ues. Therefore, by choosing random values for p ∈ [0, 1],
and choosing arbitrary input states ρ(0), we can test that
the output states are the same, for both {Fj} and {F˜r},
which is tested by Fig. 2.
Now that Fig. 2 has given us confidence that the new
Kraus set {F˜r} is a valid decomposition of F , it is easy
to prove that F is correctable. The correctability condi-
tions of {F˜r} are given in (50), given a known-correctable
set {Ek}, as P †F˜ †j F˜kP = γj,kP , where the necessary and
sufficient condition for correctability is satisfied because
γ is Hermitian, since its elements are
γj,k =
√
λjλk
∑
s
∑
r
(H)
∗
s,j(H)r,kαs,r, (76)
where to derive this, we assumed that we already knew
the correctability conditions for the known-correctable
set {Ek}. In this case, since {Ek} is a subset of the HS-
complete RU set from (27), we know that it is correctable
because every operator is proportional to a unitary op-
erator, so α is Hermitian and so γ is also. Therefore the
{F˜r} are correctable and thus F is correctable.
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FIG. 2: (color online) Plot of the two-qubit channel F com-
puted two ways for 1000 different values of p ∈ [0, 1]. First,
for visual evidence that different mixed input states ρ ≡ ρ(0)
and probabilities p are used, the dark blue dots are the Bloch
purities PB (defined in Fig. 1) of the output of F using the
{Fj} of (71). The light blue dots are the Bloch purities of the
quantum operation using {F˜r} obtained by putting (75) into
(54) and (55). However, the true necessary and sufficient test
is the red dots, which are the square magnitudes of the differ-
ence of the Bloch vectors of two differently-computed output
states, computed as n
n−1 tr((
∑
j FjρF
†
j −
∑
r F˜rρF˜
†
r )
2). The
two decompositions of F produce the same output iff the red
dot has a height of zero. Since all pairs of decompositions
produce the exact same output, this gives us good confidence
that {F˜r} is a valid Kraus decomposition of F .
To summarize what we just did, we started with a set
of Kraus operators that we were not sure was correctable
just by looking at them. Then, we used the steps of (52-
55) to find a different set of Kraus operators for the same
channel. This new set is unitarily related to the set of HS-
complete RU Kraus operators from (27), and therefore,
they inherit the correctability of that set, according to
Sec. III A 5. The fact that we used a specific example here
is just for illustration purposes. This proof is possible for
any quantum channel, as we saw in Sec. III B.
C. Special Topic: State-Dependent RU
Decomposition for All Channels
Here, we address a related, but different topic. Note
that this section is not necessary for anything we have dis-
cussed so far. However, its relevance arises from the fact
that it proves that all quantum channels can be expressed
as RU Kraus expansions, and are therefore correctable,
in principle. The catch is that such RU expansions are
generally state-dependent in terms of both the input state
and the output state of a given quantum channel.
Despite the state-dependence of this method, the fact
that all possible mixed output states can be expressed
as RU decompositions of all possible pure input states is
incredibly powerful in that it suggests, at least theoreti-
cally, that any quantum channel’s effects are correctable
since we can always obtain an RU decomposition.
However, the state-dependence of this decomposition
prevents it from being useful for general correction
schemes in which we do not know the input state. Nev-
ertheless, we will propose an application for it beyond
its theoretical value. Now, we consider this universal RU
decomposition method.
First, note that any quantum channel E is just a map-
ping of some input state ρ to an output state ρ′, as
E(ρ) = ρ′. (77)
Since both states are physical, both have spectral de-
compositions, and thus, given a particular input-output
pair {ρ, ρ′} of n-level states, we can define the spectral
decomposition of the channel E as being that of ρ′,
E(ρ) = ρ′ =
R∑
j=1
λjρ
′
j , (78)
where ρ′j ≡ |ej〉〈ej | are the pure eigenstates of ρ′, with
corresponding eigenvalues λj such that
∑n
j=1 λj = 1 and
λj ∈ [0, 1], and R ≡ rank(ρ′), where we use the descend-
ing order convention for the eigenvalues, λ1 ≥ · · · ≥ λn.
Then, given pure state input ρ ≡ |ψ〉〈ψ|, since all pure
states have the same diagonal matrix of eigenvalues D,
we can eliminate this using
†ρ′jρ
′
jρ′j = D = 
†
ρρρ, (79)
where A is the unitary eigenvector matrix of A, such that
†AAA is diagonal. Then, solving (79) for the channel
eigenstates ρ′j yields
ρ′j = ρ′j 
†
ρρρ
†
ρ′j
= UjρU
†
j , (80)
where the unitary matrix Uj that converts ρ to ρ
′
j is
Uj ≡ ρ′j †ρ. (81)
Thus, putting (80) into (78) yields the RU Kraus decom-
position of E(ρ) as
E(ρ) =
R∑
j=1
λjUjρU
†
j =
R∑
j=1
KjρK
†
j , (82)
where the RU Kraus operators are
Kj ≡
√
λjUj =
√
λjρ′j 
†
ρ. (83)
Thus, we have proven that given a known pure state
input ρ ≡ |ψ〉〈ψ|, and a quantum channel E(ρ) producing
state ρ′ from input ρ, it is always possible to obtain an
RU Kraus decomposition of E(ρ).
Physically, this means that the action of any quantum
channel on a pure-state input can be thought of as ap-
plying each of a set of R unitary operations Uj on input
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ρ ≡ |ψ〉〈ψ| with probability λj , which are the descending-
order eigenvalues of the generally mixed output state ρ′.
As a demonstration that this works, Fig. 3 plots 1000
random input-output state pairs for two qubits.
FIG. 3: (color online) Plot of 1000 random two-qubit input-
output state pairs represented two ways each. First, for visual
evidence that different states are used, the height of the dark
blue dots is the Bloch purity of the arbitrarily chosen output
state PB(ρ
′), as defined in Fig. 1. The height of the light blue
dots is the Bloch purity of the RU-reconstructed output state
PB(
∑R
j=1KjρK
†
j ), where the construction is based on the
state-dependent Kraus operators of (83), and ρ is a randomly
chosen pure input state. However, the true necessary and
sufficient test is the height of the red dots, which is the square
magnitude of the difference of the Bloch vectors of the correct
output state and the reconstructed output state, computed as
n
n−1 tr((ρ
′ −∑Rj=1KjρK†j )2). The reconstruction is successful
iff the red dot has a height of zero. Thus, this method works
for all states tested. Note that it is not limited to two qubits;
that is merely an arbitrary choice here.
Note that the restriction to pure input states is not
limiting, because it is always possible to purify a mixed
input, thus enabling this method.
Again, the application of this method is not necessarily
useful for general error correction because it requires us
to know the input and output states.
However, suppose that we had some device that pro-
duced a particular desired quantum state, but that due to
internal imperfections it produces a somewhat corrupted
version of the state. For example, this device could be a
laser, inside of which we are certain that it produces an
excellent approximation to a pure coherent state, yet ran-
dom phase kicks cause dephasing. Since this dephasing is
generally time-dependent, that means that we know the
output state of this dephasing channel at any time, and
of course the input is a pure coherent state.
Thus, in principle, one could reverse the dephasing ef-
fects of a laser field by using the input and output states
to form its state-dependent RU-decomposition.
However, the greater worth of the state-dependent RU
decomposition is its theoretical suggestion that, in prin-
ciple, all quantum channels are correctable. This lends
further support to the proof we gave of this using state-
independent decompositions in Sec. III B.
V. CONCLUSIONS
The main goal of this paper is the proof of the cor-
rectability of all quantum channels. To accomplish this,
Sec. II A gave an organic, recursive method to obtain
an RU decomposition for the n-level maximal dephas-
ing channel ∆ and the depolarization channel D and its
extreme form, the maximal-mixing channel M. This es-
tablished the fact that RU decompositions exist for the
depolarization channel in all dimensions n.
Then, in Sec. II B, we developed a method for explicit
construction of the RU Kraus operators {M(m,x)} of (27)
for the maximal mixing channel M, used instead of the
depolarization channel because it is more symmetrical in
form. The explicit RU Kraus operators then allowed us to
prove that this set always contains at least enough opera-
tors to form linear combinations of all the elementary ma-
trices E
[n]
(a,b), which are Hilbert-Schmidt (HS) complete on
the set of all matrices, meaning that any matrix can be
expressed as a linear combination of the E
[n]
(a,b). The in-
vertability of the RU Kraus set {M(m,x)} with {E[n](a,b)}
then guarantees that {M(m,x)} can be used to expand
any other operator, and is thus HS complete.
In Sec. III A, we reviewed various facts about quan-
tum error-correction codes, including the correctability
conditions, and in particular, Sec. III A 3 stated that any
set of Kraus operators expandable as a linear combina-
tion of correctable Kraus operators is also correctable
on the same code. This fact is the basis for the univer-
sal correction proof because the HS completeness of the
RU Kraus set {M(m,x)} for the maximal mixing chan-
nel means that all other sets of Kraus operators can be
expanded with {M(m,x)}. Then, by virtue of the cor-
rectability of {M(m,x)} and Sec. III A 3, this means that
all quantum channels are correctable with the recovery
operationR that corrects states PρCP † in the code space
for which the maximal mixing channel is corrected.
We then proved this claim in Sec. III B by first showing
that an arbitrary quantum channel F can have its Kraus
operators Fj expanded in terms of a correctable set {Ek},
which is possible if {Ek} is also HS complete. The proof
culminates by showing that the arbitrary channel F has
a Kraus expansion with operators F˜r which satisfy the
correctability conditions for the code with projector P for
which {Ek} is also correctable. Thus, arbitrary channels
can be corrected, given the existence of an HS-complete
correctable set of Kraus operators.
The fact that we had already found an n-level set
of HS-complete correctable Kraus operators {M(m,x)}
proved the existence of the set {Ek} used in the proof for
correctability of all quantum channels F , which proved
the central claim of this paper. We then demonstrated
that the recovery operationR does in fact work, restoring
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states in the code space PρCP
† up to a proportionality
factor, just as a recovery operation should.
The remainder of the paper focused on applications.
First, we used the newly established requirements of HS
completeness and correctability to establish a set of con-
ditions for constructing universal recovery operations R
for a code with projector P . These conditions can be
used as general guidelines for constructing quantum error
correction codes capable of protecting any state against
any errors. Then we showed a specific example of how to
verify that any given set of errors is correctable.
Finally, as food for thought, we considered a special
topic that showed how to obtain state-dependent RU
decompositions of all quantum channels. While this
state-dependence limits its application for general error-
correction, we showed that there do exist cases such as
the state of a laser field that would benefit from such a
state-dependent error-correction scheme. However, more
importantly, the fact that this proves that RU decompo-
sitions exist for all possible mixed output states resulting
from all possible quantum operations acting on all pos-
sible pure input states means that in principle, RU de-
compositions always exist for all quantum channels, even
though they may generally need to be state-dependent.
Since RU-decomposable channels are always correctable,
the fact that RU decompositions can always be found
suggests that all channels should be correctable, which
further supports the earlier proof of this fact in Sec. III B
for state-independent methods.
Thus, we have proven that all discrete-system quantum
channels are correctable with perfect success. There are
undoubtedly many practical difficulties associated with
implementation of the general correction schemes needed
to realize such perfect channel correction, however this
newly proven fact that it is always possible to do so
is enormously encouraging news for the field of quan-
tum computation. It also has profound implications for
physics in general because it shows that at least for dis-
crete systems, there is no quantum operation such that
its effects cannot be reversed completely with perfect suc-
cess. Thus, at least in some local subsystem of interest, it
is always possible to reverse any quantum process, even
if the corrupted version of the encoded state happens to
be the maximally mixed state.
It is likely that there are a large number of applications
and explorations possible as a result of these findings, and
it is hoped that this paper will provide a useful starting
point for further research in quantum error correction
and other fields, as well.
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