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ABSTRACT
Many of today’s wireless systems depend on the increased gain and pattern
flexibility offered by phased arrays. While numerous “novel” one-off solu-
tions as well as synthesis methods exist, these often gloss over initial design
decisions and problem-specific conditions, limiting their usefulness across dif-
ferent scenarios. Furthermore, arrays are almost always limited to similar
antenna elements, and even when dissimilar elements are collocated, many
decisions seem to be made empirically or arbitrarily. A different approach
is proposed to quantify these initial design steps without the limitation of
similar elements. The goal is to start the optimization process with the
right seed, enabling designers to have confidence in finding the best antenna
configuration for the problem at hand.
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To everyone who advised me correctly when I contemplated dorms again, in
middle age. But especially to Raj, who contemplated them with me.
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CHAPTER 1
INTRODUCTION
Interest in radio-frequency interference mitigation and spectrum sharing has
gained incredible momentum in the last decade with the growth of wireless
communications technology across the globe. While the demand for access
and data bandwidth seems insatiable, the spectrum itself is, alas, a limited
resource. When Congress tasked the Federal Communications Commission
(FCC) to create a plan for expanding its usage, the resulting report called for
spectrum reallocation and estimated more than 10 years of implementation
time with $350 billion in costs [1]. On the world stage, wireless communica-
tions in the form of Global Navigation Satellite Systems (GNSSs) have seen
major recent developments from a number of different countries, including
entirely new systems [2]. In addition to the already noted concerns over the
crowded spectrum [3], there is a significant problem with intentional jammers
and spoofers that threaten GNSS tools. Sometimes their consequences are
quite visible, such as the 2012 incident at Newark airport, where a trucker
with a “personal privacy device” compromised operation of the ground-based
system that enables airplane landings using the Global Positioning System,
or GPS, our own GNSS [4].
Chief among today’s solutions is the concept of phased arrays, where mul-
tiple antennas grouped together can form a high-gain pattern with a steerable
beam if each antenna is fed a signal with the correct phase. Alternatively,
there are systems that steer a null in the radiation pattern rather than mov-
ing its main beam, usually realized with smaller arrays and/or single feeds.
There is a great number of different design variations for these kinds of an-
tenna systems; some typical examples for GPS include [5]–[7]. The latter has
a size and cost that is prohibitive for mobile receivers, weighing in at 200 kg
and drawing up to 650 W. However, it is in line with many military-grade,
high-performance arrays that can steer multiple beams and nulls with very
good accuracy. The other two are examples of miniaturized consumer-grade
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systems that can fit on a plane or vehicle, but their performance is compar-
atively much worse and they are still too big for most mobile devices. There
are designs targeting different polarizations [8], multiple frequencies [9]–[10],
cheap implementation [11], etc., all with their own strong and weak points.
Which of these, if any, should an antenna designer use in a given scenario?
One can certainly eliminate a fair number of possibilities based on obvious
needs and limitations, but even after that, there are usually many choices
still, all with their own deficiencies. For a set of functionalities or constraints
even slightly different from the ones chosen by a given author, it is not obvious
that the author’s solution remains optimal as claimed, or even viable. What
compromises in performance do we truly have to live with, and how can we
confirm quickly which of the multitude of solutions fits the problem best?
Maybe at this point, we scrap the whole search and start the design from
scratch, relying on past experience and textbooks. Based on available size
and required polarization, perhaps a dual-fed patch is chosen, some ground
cuts are added for bandwidth, and we throw parametrics at the thing. This
is fine, albeit time-consuming, but perhaps a spiral could yield better results
in the same volume? What about a bowtie or some plain slots, oriented
and shaped exactly a certain way? Actually, if the numerical optimization
never achieved the desired performance, these questions would not just be
thought exercises, but would restart the entire process. One can argue that
this justifies the existence of the antenna designer, to correctly arrive at the
best starting point, armed with theory and experience. But any realistic
engineer should know that the former is an idealization and the latter only
goes so far.
What is clear is that almost every step in the design process can be quan-
tified or even automated with the tools and methods that exist today, except
for the starting point, or the “seed.” Different seeds can lead an optimiza-
tion to wildly varying results. It forces us to ask questions of whether an
entirely different configuration could have been better. Depending on the
optimization approach, a seed can be the number of elements in an array or
the spacing of the array, but most often, it is the type of antenna element.
For methods involving genetic algorithms, it is the simple starter shape that
the code is fed.
If we had a starting point or a set of starting points that we knew were
best-suited for the given problem space and desired results, we could then run
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optimization algorithms or parametrics to our heart’s content without fear of
wasting time or computation resources. Ultimately, there would be a solution
that is truly optimal for a given scenario without the nagging questions of
the preceding paragraphs. For the purpose of finding that elusive set of
starting points in a systematic way, in these chapters we will present a design
method in the form of a custom-developed tool that we call “Array Tracer.” It
was written with the target applications of beam- and null-steering systems,
but in reality, it is flexible enough to find the seed for many other problem
spaces, including those limited to single antennas. Chapter 2 provides the
technical background and necessary equation derivations, along with a digest
of other design methods. Chapter 3 describes the newly proposed tool in
full, including details on the underlying algorithms and example use cases.
Verification and analysis of the results are presented in Chapter 4. We look at
the relationship between the accumulated error and the characteristics of the
solution sets in an attempt to find the boundaries of the tool’s applicability.
Finally, Chapter 5 identifies some additional features to be incorporated and
includes further analysis of the tool.
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CHAPTER 2
TECHNICAL OVERVIEW
Any discussion of antenna design necessitates some familiarity with electro-
magnetic wave propagation, so Section 2.1 begins with derivations of electric
fields from a few sources that represent different families of antennas. The
vector potential is used to aid in these steps. It is more or less a mathemat-
ical construct created to enable the calculation of fields from an integration
of source currents instead of differentiation. A full treatment of the theory is
critical for the discussion in Chapter 3, which relies on these formulations to
create answers for the questions from the introduction. Section 2.2 calibrates
that discussion with definitions and descriptions of the antenna-specific ter-
minology used in the paper. Section 2.3 gives an overview of the array theory
that provides the building blocks for many existing design methods. We end
the chapter with a summary of many such methods and identify areas where
the theory, thus these approaches, may fall short.
One thing to note is that the analysis throughout the thesis uses phasor
notation because we assume time-harmonic fields with free space propagation
constant β. Those interested in nonstationary fields or time-varying parame-
ters can always repeat the calculations presented at multiple frequencies and
take a Fourier transform.
2.1 Radiation Examples
The electric fields E are derived below for canonical structures that can
serve as base antenna elements. While these are examples of real antennas
in use today, there is nothing that limits us to shapes well approximated by
closed-form solutions. However, given the goals of the investigation, it seems
prudent to first gain an understanding of different types of structures from
their radiation fields.
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We keep the analysis in the far field region because antennas are designed to
radiate power and receive radiated power, which simplifies the field equations
greatly. As such, E and the magnetic field H are spherical TEM waves,
and their components are orthogonal to each other and to the direction of
propagation, rˆ. Locally, the fields can be approximated as plane waves,
related through intrinsic impedance: rˆ × E = ηH. The vector potential
function is commonly denoted A, and its derivation can be found in any
good electromagnetic reference, such as [12] or [13].
2.1.1 Center-fed dipole
The current distribution I(z) on an electrically short dipole resembles a tri-
angular current distribution with maximum Im, although the ideal Hertzian
dipole model with its uniform current distribution is widely used for simplic-
ity. Since we use the more accurate triangular distribution, the full derivation
for A, which only has a z-component due to I(z), is provided below for a
dipole length ∆z.
I(z) = Im
(
1− |z|
∆z
)
, |z| ≤ ∆z
2
(2.1)
Az = Imµ
e−jβr
4pir
∫ ∆z
2
−∆z
2
(
1− |z
′|
∆z
)
ejβz
′cosθ dz′ (2.2)
= Imµ
e−jβr
4pir
{
2 sin(β∆z
2
cosθ)
βcosθ
− 2
∆z
[
z′
jβcosθ
− 1
(jβcosθ)2
]
ejβz
′cosθ
∣∣∣∆z2
0
+
2
∆z
[
z′
jβcosθ
− 1
(jβcosθ)2
]
ejβz
′cosθ
∣∣∣0
−∆z
2
}
(2.3)
= Imµ
e−jβr
4pir
{
4
∆z(βcosθ)2
[
1− cos
(
β∆z
2
cosθ
)]}
(2.4)
(2.5)
Since E only has components transverse to rˆ, its calculation from the Az
found above is straightforward:
E = −jωA = −jω(Aθθˆ + Aφφˆ) (2.6)
= jω sin θAz θˆ (2.7)
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Current distributions on larger line sources like the half-wave resonant
dipole and the full-wave dipole are modeled as sinusoids. The derivation of
E for these cases is well-known, so only the result is reproduced here from [14].
It assumes a z-directed structure with length L, thus only the θ-component
of E exists.
I(z) = Im sin
[
β
(
L
2
− |z|
)]
, |z| ≤ L
2
(2.8)
Eθ = jωµ
e−jβr
4pir
2Im
β
{
cos[(βL/2) cos θ]− cos(βL/2)
sin θ
}
(2.9)
2.1.2 Microstrip patch
Figure 2.1: Geometry for rectangular microstrip patch
We derive the fields from a rectangular microstrip patch in the xz-plane,
with an edge feed along the x-axis. Figure 2.1 shows its dimensions and
orientation. Since the mechanism for this type of antenna’s radiation is the
fringing field that becomes in phase when the patch’s length L is half a
wavelength [15], we model these as two z-directed slot antennas separated by
λ/2 in x. Using equivalence theorems and duality [13], we remove the slots
by replacing them with fictitious magnetic line sources with current density
K0 and length equal to the width of the patch W .
For a single electrical line source length W with uniform current I0, we
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have the following:
Az = I0µ
e−jβr
4pir
∫ W/2
−W/2
ejβz
′ cos θ dz′ (2.10)
= I0µ
e−jβr
4pir
[
ejβ(W/2) cos θ − e−jβ(W/2) cos θ
jβ cos θ
]
(2.11)
= I0Wµ
e−jβr
4pir
{
sin[(βW/2) cos θ]
(βW/2) cos θ
}
(2.12)
Eθ = jωµI0W
e−jβr
4pir
sin θ
{
sin[(βW/2) cos θ]
(βW/2) cos θ
}
(2.13)
For the dual magnetic source:
Eφ = −jβK0W e
−jβr
4pir
sin θ
{
sin[(βW/2) cos θ]
(βW/2) cos θ
}
(2.14)
The array factor (we will have more detail on this term in Chapter 3) in x
with λ/2-spacing is given here [14]:
AFx = cos
(
βL
2
sin θ cosφ
)
(2.15)
Putting these together, the total fields from the patch are linear and φ-
polarized:
Eφ = −jβK0W e
−jβr
4pir
sin θ
{
sin[(βW/2) cos θ]
(βW/2) cos θ
}
cos
(
βL
2
sin θ cosφ
)
(2.16)
2.1.3 Small loop
Loops with circumferences that are small compared to a wavelength radiate
independently of shape, so the most straightforward geometry to use for
direct analysis is a square loop. Below, the distances (R1..4) from the reference
point to each of the four length l sides are approximated by treating the paths
as parallel in the far field [14]. Additionally, since the loop is electrically
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small, the approximation sin θ ≈ θ is used in 2.20, 2.22.
R1 = r +
1
2
sin θ sinφ, R2 = r − 1
2
sin θ cosφ (2.17)
R3 = r − 1
2
sin θ sinφ, R4 = r +
1
2
sin θ cosφ (2.18)
Ax = I0lµ
e−jβr
4pir
(
e−jβ(l/2) sin θ sinφ − ejβ(l/2) sin θ sinφ) (2.19)
= −jI0µe
−jβr
4pir
βl2 sin θ sinφ (2.20)
Ay = I0lµ
e−jβr
4pir
(
ejβ(l/2) sin θ cosφ − e−jβ(l/2) sin θ cosφ) (2.21)
= jI0µ
e−jβr
4pir
βl2 sin θ cosφ (2.22)
Aφ = jβl
2I0µ
e−jβr
4pir
sin θ (2.23)
Eφ = ηβ
2CI0
e−jβr
4pir
sin θ, C = area of loop (2.24)
The same equation can be derived from the duality principles used in 2.1.2,
by treating a fictitious magnetic dipole as the dual of a small loop.
2.1.4 Helix
Figure 2.2: Geometry for a helix antenna
The geometry for a helix is shown in Figure 2.2. When the circumference of
the windings is small compared to a wavelength, the total number of windings
is not important for far-field radiation, the direction of maximum radiation
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is normal to the axis, and polarization can be circular [14]. This is known as
a normal-mode helix, which is approximated by a single loop with a single
short dipole. It has field components in both φˆ and θˆ, and these components
are also represented by equations 2.7 and 2.24. In this configuration, the
spacing s is the length of the dipole and loop area C = piD2/4.
2.2 Definition of Terms
A radiation pattern describes the angular variation of an antenna property
in spatial coordinates over a sphere centered on that antenna [16]. These
properties can be a number of things, such as intensity, power flux density,
field strength, etc., and unless otherwise stated, a pattern illustrates how
these vary in the far field region. In other words, it describes the behavior
beyond a sufficient distance from the antenna such that the reactive fields are
insignificant compared to the radiating fields. The far field threshold depends
on antenna size and can be found in many reference books, including [15].
We leverage the concepts for this region to clarify the derivation of equations
for a non-traditional array in Chapter 3.
For our purposes, the term radiation pattern will always refer to the nor-
malized electric field, and any other properties of interest, like power, will
be named explicitly. The normalization is done with reference to the po-
larization of interest (fields are, after all, vector quantities) and effectively
benchmarks the angular variation along the sphere to its maximum. That
maximum location also serves as the phase reference. This definition allows
antenna engineers to simplify radiation behavior, an example being the sin θ
pattern for small antennas. As an aside, it can be broken down into two
components: an element factor g, the pattern from an infinitesimal current
element, and a space factor f , the integral of a point-source over the sur-
face of the antenna. For a pattern referenced to linear polarization in θˆ, the
equation for pattern F would be:
Fθ(θ, φ) =
Eθ
max(Eθ)
= g(θ, φ)f(θ, φ) (2.25)
As an easier way to map the pattern, which takes place on a 3D sphere,
we measure in steradians. One steradian is the solid angle subtended by
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a spherical surface area of r2 at a radius r from its vertex. There are 4pi
total steradians in all space since the surface area of a sphere is 4pir2. When
integration is done over the sphere, the element of integration is dA, where
dA = r2 sin θ dθ dφ (2.26)
From this, an element of solid angle is then dΩ = dA
r2
= sin θ dθ dφ. We
briefly use the term beam solid angle, ΩA, in later sections, so its equation
is given here. It represents the solid angle that the power from an antenna
would occupy if it radiated all its power at its maximum intensity [15].
ΩA =
∫ ∫
sphere
P (θ, φ) dΩ, P = normalized power pattern (2.27)
Radiation intensity is another concept that allows the treatment of angular
variation independently of radial distance. Since field magnitudes decrease
as an inverse function of radial distance r, power density drops as a function
of 1/r2. Intensity U is defined as the product of the Poynting vector and r2,
so it represents power density with the distance term removed, in watts per
steradian:
U(θ, φ) =
1
2
Re[E×H∗] · r2rˆ (2.28)
2.3 Overview of Array Theory
The analysis that follows assumes wave propagation with very large or in-
finite coherence time, which is naturally assumed for time-harmonic fields.
In most open-air radiation problems, it is a reasonable assumption although
signals with significant bandwidth will start to see non-idealities when trav-
eling through dispersive medium like the ionosphere. We do not treat the
latter situations because the behavior is highly material-dependent, and this
analysis is framed around time-harmonic fields and free space radiation.
With this in mind, the total field from an array of antennas is the lin-
ear superposition of each antenna’s fields in isolation, if coupling effects are
overlooked. This allows the development of an array factor to simplify the
analysis of a uniformly excited, equally spaced linear array (UEESLA), which
is very much the cornerstone of most optimization methods around arrays.
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First, the basic equations are derived in Section 2.3.1. After that, array syn-
thesis methods are discussed in an effort to address the overall goals of this
investigation with existing solutions. Finally, Section 2.3.3 examines some of
the limitations of these methods and the theory as a whole.
2.3.1 Array equations
Superposition of fields is relatively straightforward in the transmitting case,
where in an array of antennas, the total field is the sum of the individual
fields each weighted by its own (complex) feed current. It may be a little
more difficult to visualize in the receiving case, but due to reciprocity, the
patterns are the same. Given that, we choose to derive the equations for the
latter scenario, for a linear array of identical antenna elements and a plane
wave incident at some oblique angle θ.
Figure 2.3 from [14] shows such an array, which we can say is along the
z-axis with the incident wave angle referenced to 0◦ at zenith. If these an-
tenna elements are all equally spaced at a distance d, the wavefronts hit the
nth element with a positive phase of ξn = βd cos θ relative to its neighbor
to the left. For the time being, to isolate the characteristics of the array,
each antenna is replaced with a nonphysical isotropic point source. Later,
this assumption will be withdrawn to discuss the total pattern. In this illus-
tration, each signal is weighted by some inserted gain and phase, captured
in the complex In terms, then summed together on the way to the receiver.
The signal seen by the receiver is described by Equation 2.29, which is called
the array factor AF for an array of N elements [14].
AF =
N−1∑
n=0
Ane
jnΨ, where Ψ = βdcosθ + α (2.29)
An and α represent the magnitude and phase of the inserted weights In,
and Ψ represents the phase contributions from both the plane wave and
the weights. The summation can be simplified further if An are known to
be uniform, which leads to the closed-form expression below. The AF is
normalized and the array phase center is assumed to be at origin.
AF =
sin(NΨ/2)
N sin(Ψ/2)
(2.30)
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Figure 2.3: Illustration of a linear phased array of receiving antennas [14]
The AF allows analysis for UEESLAs to become straightforward. It is
2pi-periodic in Ψ, and within one period, it has a maximum at Ψ = 0 and
zeros at Ψ = 2npi/N, n = 1, 2, ...N−1. This maps back to θ and therefore the
polar pattern via the relationship in Equation 2.29. When there is a phase
progression in the system, i.e., α is nonzero, there is potential to steer the
main features of the pattern in θ [15]. For example, given the right spacing,
the main beam in Figure 2.3 would shift to the right with positive α or to
the left with negative α.
Now the isotropic element assumption can be lifted. If we assume all the
antennas are identical elements, then the total array pattern is found from
pattern multiplication [14].
F (θ, φ) = ge(θ, φ)AF (θ, φ) (2.31)
Above, ge is the radiation pattern of an individual element. Equation 2.31
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looks a lot like Equation 2.25, as it should, since the individual pattern can
be thought of as an array of infinitesimal current elements. However, we must
be careful as the f term in 2.25 contains an integral. The total pattern 2.31
does not apply to dissimilar elements, where a direct pattern multiplication
would not be appropriate. The treatment for this case is given in Chapter 3.
Mathematically, it is clear from the equations for AF where the pattern
extrema occur—as noted, the equation for Ψ is periodic. Physically, these
extrema correspond to maxima and nulls in the radiated field magnitude,
formed from wave interference. When the propagating waves are in-phase,
they combine constructively to form larger peaks and a pattern maximum
results. Exactly out-of-phase fields combine destructively to form nulls, and
any phase alignments in between unsurprisingly result in output magnitude
levels somewhere in between null and maximum. It is good to have this
physical understanding of how patterns are formed; in Chapter 3 we will see
that without the closed-form AF , array analysis becomes significantly less
intuitive.
2.3.2 Synthesis methods found in literature
The creation of an array based on some desired feature set in the radia-
tion pattern is a design problem that has been thoroughly investigated for
decades. In this section we discuss a few well-known synthesis methods and
some more recent ones, focusing on the theory behind their operation.
Since there is substantial interest in null-steering arrays, the Schelkunoff
polynomial method is a good place to start. Based on a set of known direc-
tions in 2D (some cut-plane) where the user wants to place radiation nulls,
this will produce an equally spaced, likely nonuniformly excited linear array
by calculating the number of elements required, N , and their excitations [17].
The method is based on rewriting Equation 2.29 as a product of its complex
roots, since ejnΨ = z is simply a complex number represented in polar form.
A concept of visible region is defined as the portion of the unit circle that z
moves through as θ is varied from 0 to pi for a given spacing d and α. The
desired nulls are set in the visible region and these locations on the unit circle
become the roots of the AF . Once the AF equation is written, N and An
are known [17].
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A second class of methods uses the Fourier transform to calculate the
excitations needed to match a desired pattern shape [15]. The Fourier trans-
form is formulated to relate the far-field space factor f of a continuous line
source to the current distribution along its length. This line source is an
approximation for a linear array that becomes more accurate as the array
gets bigger. The space factor is the continuous analog to the array factor,
and its extension to the Fourier and inverse transforms is given below.
f(θ, φ) =
∫ l/2
−l/2
In(z
′)ejβz
′cosθ+φn(z′) dz′ (2.32)
= f(ξ) =
∫ ∞
−∞
I(z′)ejξz
′
dz′ (2.33)
I(z′) =
1
2pi
∫ ∞
−∞
S(ξ)e−jξz
′
dξ (2.34)
The integral in Equation 2.33 can extend to infinity without issue because
the current is zero outside the length l of the line source. The set of basis
functions ξ is complete if taken to infinity in Equation 2.34 and will yield the
least mean square error (LMS) solution for the pattern. Additional errors
result from the unavoidable fact that I(z′) must be truncated somewhere and
discretized to individual antenna elements.
Yet another style of synthesis involves directly optimizing on pattern met-
rics like half-power beamwidth, HPBW, and sidelobe level, SLL. These in-
clude the widely known Dolph-Chebyshev and Taylor design methods [18]–
[19]. The former derives its excitation coefficients from the Chebyshev poly-
nomials by writing the AF summation as a sum of cosine terms whose form is
equivalent to the polynomials when cos θ is considered as the variable. Given
the size of the array, its spacing, and a desired SLL, the excitations for the
array can be calculated. The Taylor design method approximates an ideal
space factor equation for equal-ripple side lobes (based on the Chebyshev
polynomials as well) with a product of linear terms whose roots are the zeros
of the ideal pattern. It results in a wider main beam than Dolph’s method,
but its side lobes decay monotonically.
An approach that takes the element pattern into account is given by Comp-
ton, whose algorithm strives to maximize SINR for adaptive arrays by adding
rotated dipoles [20]. An initial array configuration with some number of el-
ements should exist, and the algorithm defines the additional elements’ ori-
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entations and spacings. This type of array augmentation optimizes SINR
performance based on the real-time arrival angles and polarization of desired
signals and interference/noise.
Finally, there are of course more recently proposed methods that are based
on the classic ones described already, but offer more complex designs. Tohidi
et al. put forth an algorithm based on least squares (LS) to form arrays with
non-uniform spacing, specifically targeting thinned arrays for radar applica-
tions [21]. The method equates the AF derived from a known method for
uniform spacing to the AF (in matrix form) for the non-uniform case mul-
tiplied by a vector of weightings with length equal to the number of sample
points in θ where the optimization is done. You et al. propose an FFT-based
synthesis solution that claims to account for coupling and system platform
effects, at the cost of running a genetic algorithm to find the required in-
put phases for some optimization point (their example uses SLL reduction)
[22]. The general idea is similar to other methods that use an active-element
pattern: a large array is divided into sub-groups where some set of interior
elements see a different complex weighting than edge elements but otherwise,
an identical element pattern is still used. As such, the optimization steps can
proceed on an adjusted AF with the weightings, and the element pattern can
still be factored out of the equation. The novel portion of this approach is
that an LS solution is found for the coupling coefficients cn by minimizing
the cost function ||gn −Zncn||, where gn are the true element patterns with
coupling and platform effects and Zn is a matrix of the estimated decompo-
sitions.
2.3.3 Limitations of the theory and existing solutions
We end the chapter with a discussion of the applicability of the array theory
in Section 2.3.1 and gauge the benefits and shortcomings of the methods in
Section 2.3.2.
Array theory is really built to describe large arrays of identical elements in
isolation from ground planes or other potential scatterers. Obviously, then,
it is an idealization that will incur error in the real world. When dissimilar
element patterns are present, as they always are for finite arrays, the total
field solution predicted by pattern multiplication will not be accurate. The
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main culprits for pattern differences even among identical elements are known
as coupling effects, described here for the transmitting case.
Given two antennas, A and B, with A driven for the time being by a
transient excitation, the transmitted wave from A will radiate into space but
also towards B. At antenna B, a portion of A’s signal will be transmitted
through B’s amplifier to ground, but a portion is reflected into space and
back to A. In other words, surface currents are excited in B not by its own
feed, but by the radiation from A. The transmission/reflection also happens
at A from B’s reflection, albeit at a smaller magnitude, and so forth, until
the energy is fully expended. If B is driven, the same behavior occurs in the
reverse propagation direction. If there is another scatterer in the vicinity, like
a system chassis, again a sequence of reflections will occur. Thus, the total
radiation transmitted by these antennas is a sum of their own directly fed
signals as well as the mutually excited currents from other nearby scatterers.
In receive mode, the situation is very similar, with the excitation source
replaced by some incident wave.
From this demonstration, it is clear that dissimilar element patterns will
result even if identical elements are used, simply due to the different coupling
environments for each element in a real array. The smaller the array size and
the closer the spacing, the bigger this effect should get. Of course, when
outrightly different elements are used, there is no question that the closed
form AF does not apply.
Turning our attention to the approaches described in the last section, it is
evident that most involve optimization on the array factor. This inevitably
comes from the realization that, given larger arrays that span multiple wave-
lengths, the elements that compose the array are relatively small and some-
what insignificant to the total pattern, especially when inserted phase is low.
This assumption would be inaccurate when coupling effects are significant,
as discussed above. More importantly, methods based on the array factor
cannot be used for arrays of rotated or dissimilar elements.
The most promising approaches may be [20] and [22], where there are at-
tempts to take different element patterns into account. However, a closer
inspection of the design steps in [22] reveals that, like all other methods
based on the active element pattern, the “different” pattern is simply dif-
ferent weightings on the same element pattern, which could not be used for
truly dissimilar elements. In addition, this method depends on the user’s
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knowledge of the true active element patterns of each antenna, which is what
accounts for the platform and coupling effects. Between the work done to
measure every separately excited element in an array and the computation
burden needed to run the genetic algorithm, [22] lacks the elegance, flexibil-
ity, and ease-of-use that motivates the development of design methods in the
first place.
One major issue for all the methods in Section 2.3.2 is that a number
of things must already be given in the design, such as the element type,
spacing, and in some cases, the size of the array N . The work in [20] holds
some promise in its treatment of dissimilar elements (dipoles with different
orientations in this case), but it assumes a starting array configuration. In a
situation with limited degrees of freedom, these may be able to generate the
optimal solution given a specialized goal. For an open-ended design, however,
they will not provide much insight into the problem of where to start. That
is, of course, our original question and the point of this investigation.
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CHAPTER 3
ARRAY TRACER
Antenna synthesis is an inverse problem. We have one or more desired out-
comes, be it a radiation pattern, bandwidth, gain, etc., for which we would
like to know the set of possible functions and inputs. One can think of the
antenna system as the transfer or mapping function, and the source as the
input. Given a well-defined system, it is straightforward to calculate the out-
puts from the inputs. What we want to do is go the other way, so we have
to develop the mapping function and the inputs, which is inherently difficult
because the mapping is nonlinear and the inputs are not unique. The last
sections discuss a number of approaches when the degrees of freedom in the
solution are significantly limited. In this chapter, we explore the possibility
of leaving that constraint behind.
Despite increasing the problem space many orders of magnitude with this
goal, there is information in every design specification that we can use to
narrow down those degrees of freedom without reducing the generality of the
solution methodology as a whole. Things like the maximum physical volume
or a limited number of input feeds are clear examples, while other parameters,
such as wave polarization, are consequences of the system that also help
narrow the field. Off-broadside gain and null-steering range are examples of
the latter whose equations exist in closed form only for arrays of identical and
equally spaced elements. Even polarization can become complicated when
dissimilar elements and arbitrary orientations are involved.
In the next few sections, we will introduce Array Tracer. This tool was
developed to address the problems described in the introduction. Specifically,
it strives to answer the question: From a number of known antenna element
types, what is the best single element or combination of elements from whence
to start optimization and tuning? The definition of best is entirely decided by
the user, via inputs on desired pattern shape, polarization, gain, bandwidth,
etc. The solution volume is also set as an input, although future revisions of
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the tool will allow for miniaturization to be a design target. As is, today the
tool is already geared toward small elements and arrays suitable for mobile,
since the desire to find the most efficient design is often space driven. Of
course, much of the usefulness of the tool stems from its flexibility to use
dissimilar elements and arbitrary rotations of said elements. As a way to
limit processing and storage, for the time being, the synthesis uses only
three rotations of each element type, but there is no reason this cannot be
expanded. To show that, and to enable verification, a version of the tool was
written to solve the forward problem, where a user can select an array from
any combination of arbitrarily rotated elements to see the total pattern or
save some defining statistics.
Some assumptions and simplifications were made during the development
of Array Tracer, in the interest of computation burden and time. First, a
linear array along the z-axis is the only structure considered, so any beam
or null steering behavior is confined to elevation angles and the principle
planes of interest are the xz- and yz-planes. If three-dimensional steering is
required, depending on the types of elements, the results may be extended
directly to an N ×N array based on the N × 1 analysis. Since the tool cal-
culates radiation patterns over a sphere enclosing the array, adding another
dimension is possible. Additionally, element spacing is assumed to be equal,
but actually, from the way the calculation is done, there is no reason aside
from ease of use that this is the case. More will be said on this in later
sections.
3.1 Array Equations for Dissimilar Elements
For an array where the physical extent and current distributions between
individual elements are not the same, the pattern multiplication described in
Section 2.3.1 in Chapter 2 cannot be done. From this standpoint, dissimilar
elements can be anything from a dipole and a spiral to two different rotations
of the same basic microstrip patch. In either case, the array pattern multi-
plication presented in [14] breaks down. First, obviously the element pattern
can no longer be factored out of summation as the elements are all different,
so the concept of the array factor is moot. As a related but important point,
the patterns that Stutzman defines (and what is generally used in practice)
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are all normalized to the maximum value of the field or power density with a
specific polarization. This detail may be glossed over when considering iden-
tical elements simply because the overall total pattern is also considered in
the same context. Magnitude and polarization projection terms are common
to all elements and cancel out during overall pattern normalization.
With dissimilar elements, the same assumptions could render an entirely
incorrect field. To derive the solution for arbitrary combinations of elements,
we can start from first principles. Basic electromagnetic theory tells us that
the total electric field from different sources can be calculated as the linear
superposition of each individual field, as long as the waves remain coherent.
If the analysis is limited to conventional mediums (in fact, we will assume
free space), the solutions can be found easily from steps described in the
section below.
3.1.1 Extension of the parallel ray approximation
Since we are interested in the far field region, the parallel ray approximation
can be leveraged to derive the fields from multiple arbitrary sources along a
z-directed array. For clarity we start with two elements and extend to any
number of elements, with one of them serving as the reference point with
its phase center at the origin. Two elements separated by a distance d are
shown in Figure 3.1, with no assumptions on their current distributions, J1
and J2. Since the only significant far field components must be tangential to
propagation direction rˆ, the electric field from the magnetic vector potential
A (see Chapter 2) can be simplified:
E = −jωA− j rˆ(rˆ ·A)
ωµ
= −jω(Aθθˆ + Aφφˆ) (3.1)
Ignoring J2 for the moment, the parallel ray approximation provides a
way to find R1, the distance from J1 to the reference point P : R1 = |r| −
|r′| cos ζ = |r| − |r′| · rˆ [13]. This approximation is only true at P =∞, but
it is sufficient for the purposes of estimating R1 in the phase term of Green’s
function in A. With this, R2 can easily be calculated as R1−d cos θ, where θ
is the elevation angle of P . Equations 3.2 and 3.4 show the vector potentials
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Figure 3.1: Parallel ray approximation for two arbitrary sources
A1 and A2 as a function of arbitrary sources J1 and J2 and r
′.
A1 = µ
e−jβr
4pir
∫ ∫ ∫
J1e
jβrˆ·r′ dV ′1 (3.2)
A2 = µ
e−jβr
4pir
∫ ∫ ∫
J2e
jβ(rˆ·r′+dcosθ) dV ′2 (3.3)
= ejβdcosθµ
e−jβr
4pir
∫ ∫ ∫
J2e
jβrˆ·r′ dV ′2 (3.4)
It is evident that A2 is simply the solution for J2 located at the same r
′
as J1 and multiplied by a phase factor e
jβdcosθ. To generalize this concept for
a N -element dissimilar array with linear phase progression, the total electric
field can be written as a superposition of the radiation from each antenna
at a single location multiplied by the phase factor corresponding to its shift
from that location and the inserted phase. We can choose the location to be
the origin and assume that the current flows on the surface of each element
to simplify the equation.
Etotal = −jωµe
−jβr
4pir
N−1∑
n=0
(
An
∫
sn
Jn dsn ∗ ejn(βdcosθ+α)
)
(3.5)
In this equation, the An and α terms represent the input amplitude and
phase, respectively, that may be introduced on each element.
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3.1.2 Directivity
The equations derived in Section 3.1.1 are mathematically correct and can
be used in the calculations, but obviously field equations in this form are
tied to the current distribution on the antenna. The relative angular phase
of the current can be modeled for many shapes, like sin θ for linear antennas,
but magnitude becomes tricky. The implication here is that, given real world
antennas and feeds, where a user can easily adjust input power or voltage
but not current, the analysis would depend on the input impedance of each
element. Since the goal is to provide information on general solutions, it
would be prudent to avoid this.
If we keep P0, the total radiated power, constant regardless of element
or array configuration, which is a fair assumption when comparing relative
performance, we can tie these equations instead to directivity. One note:
directivity is a power ratio (more precisely, a ratio of maximum intensity U
to average intensity), so actual directivity patterns cannot be used in the
summation as power density does not add linearly due to their E and H
cross terms. But since we are dealing with far fields, we can go through
the following steps to relate the maximum magnitude of E to maximum
directivity Dmax:
Dmax =
Umax
Uavg
=
1/2max[E×H∗]r2
P0/4pi
(3.6)
=
4pir2
2P0
(max(EθH
∗
φ − EφH∗θ )) (3.7)
=
2pir2
P0η
(max(|Eθ|2 + |Eφ|2)) (3.8)
=
4pi
ΩA
(3.9)
For fields with only a θ or φ component:
max|Eθ(φ)| =
√
DmaxηP0
2pir2
(3.10)
Equation 3.9 decouples |E| from a direct impedance calculation, with the
observation that beam solid angle ΩA, and therefore D, is a function of the
pattern shape only, see definitions in Chapter 2. For any given single ele-
22
ment, its normalized power pattern can be integrated over all steradians to
find its maximum directivity, then maximum |E| can be calculated if signifi-
cant field components have a single polarization. Elements with equal θ and
φ field components can also obviously use the equation for each component,
divided by 2. However, directivity will not provide information on the sepa-
rate magnitudes of non-equal θ and φ components, being that it is a power
metric with respect to steradian. In these cases, if the element cannot be
rotated to an orientation with a single polarization, the current magnitude
would have to be calculated from input impedance. There is the concept
of partial directivity Dθ and Dφ, where Dmax = Dθ + Dφ per IEEE in [16],
but this holds only when the angular direction is specified. To clarify, for
fields with significant components in both polarizations, Dθ is not a ratio of
the maximum θ-directed intensity to the average intensity, so the Uθ in the
equation below is not maximum and therefore not a scaled maximum |Eθ|2.
The same holds for the φ component.
Dθ(θ, φ) =
4piUθ(θ, φ)
P0
Dφ(θ, φ) =
4piUφ(θ, φ)
P0
(3.11)
Mathematically, this is easy to see when one remembers that Dmax being
defined from ΩA is what allows us to deal with only pattern shape, since ΩA
is an integral of power pattern normalized to maximum power density. That
value is the maximum of |Eθ|2 + |Eφ|2, not the maximum of each individual
component for a field with unequal but significant components in both.
In addition, if we reason that absolute total fields are not necessary because
the same practice of normalization will be done once the superposition is per-
formed, only
√
D will remain at the end. Array Tracer uses the concepts here
to scale the normalized electric fields for individual elements where possible,
but includes any phase terms in the current that are lost from normalized
patterns, such as the pi/2 phase between a short dipole and a small loop.
3.2 Forward Operation: Analysis
With the field derivations out of the way, these next few sections will de-
scribe the algorithms that constitute the forward operation of Array Tracer.
As a reminder, the forward operation of the tool is the analysis mode, where
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fields from arbitrary single element or array configurations are calculated to
produce polar plots, animations, and statistics such as half-power beamwidth
(HPBW) and null-steering range. Henceforth, when we use the term ‘config-
uration’ we are referring not only to size (number of elements N) and spacing,
but also to the combination of element types and rotations within that array.
In analysis mode, the elements and rotations are selected by the user, either
in the strict input order or in all permutations thereof. Parameters such as
spacing and inserted phase are input as ranges or single values. The input
GUIs in Figure 3.2 show what knobs a user can turn.
From the set of inputs, the fields are calculated for each row of a M ×N
table representing M different antenna combinations of an N -sized array. A
matrix of the same size carries the rotation angles of each element, so while
the first table’s rows may repeat, when pieced together with the rotation
information, each configuration is unique. When considering all permutations
of a set of elements, the assumption that the order of elements in the array will
matter is made for N > 2, but mirrored orderings are not considered unique
(AAB vs. BAA). Repetition of any element is allowed in the permutation.
Two types of excitations are considered—uniform and binomial—but fu-
ture revisions of the tool may see the binomial excitation profile removed.
The goal of Array Tracer is really not to fine-tune the beam shape, but to
offer some big-picture plots and statistics such that finer optimization can
begin on the correct element configuration.
First, for each individual element from the Mth row, the θ and φ compo-
nents of the electric far fields are calculated over a spherical surface using
the theory from Chapter 2. The maximum sampling step is about 1◦ in both
θ and φ, with orders of magnitude more samples near θ = 90◦. The data
is then converted to a Cartesian coordinate system to undergo the speci-
fied rotations. Today, only rotations around the y-axis are considered in
the interest of simplifying downstream statistics gathering, but the rotation
matrices for the x- and z-axis are already part of the package for situations
when only polar plots or animations are needed. One might suggest reducing
the sampling resolution, but as arbitrary rotations of elements are added in
the same array, the set of points would reduce significantly for field vector
locations that do not match within some error.
For each requested inter-element spacing and total field polarization of
interest, a summation is done to arrive at the total fields. Conceptually, it is
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Figure 3.2: Array Tracer user dialogue boxes
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a dot product between each element’s electric field and a vector containing
the phase associated with that element, either inserted from the input current
or by nature of the element’s distance from the reference element with phase
center at origin (see Section 3.1.1).
Parameters that characterize antenna performance are calculated from the
total fields and output as a reference file. Table 3.1 shows the data that
is collected from an Array Tracer run, reported for both xz- and yz-planes
when applicable. These so-called figures-of-merit were partly chosen based on
design experience (i.e. what performance metrics are usually important) and
partly to answer some questions regarding null-steering arrays. In particular,
we wondered whether the element pattern can influence steering range. An
important thing to note is that some parameters found on datasheets, like
gain and VSWR, are very much functions of that specific antenna and/or its
matching network. For certain antennas, one can get a myriad of VSWRs
for the same element type just by varying slightly one or more dimensions to
alter the input impedance. As Section 3.1.2 already noted, such stipulations
would limit the general applicability of the tool. Gain, a direct consequence
of imperfect radiation efficiency, is largely affected by the materials used
and the overall absolute size of the antenna. Since the tool generally uses
electrical size and does not presume any particular material aside from the
dielectric constant for the microstrip patch (see Chapter 2), Array Tracer
instead reports total directivity and directivity components for the polariza-
tion of interest in the xz- and yz-planes. Directivity obviously serves as a
prediction of maximum achievable gain.
Table 3.1: Array Tracer output parameters
Total directivity
Directivity, cut-plane
HPBW, cut-plane
Side lobe level
Off-broadside main beam level at 30 deg, cut-plane
Off-broadside main beam level at 60 deg, cut-plane
Null-steer range, cut-plane
Inserted phase, cut-plane
A more qualitative way to judge the arrays is to observe the 2D polar
patterns in the xz- and yz-planes, either as static plots for a single inserted
26
phase step, or as an animation over a range of inserted phase steps. These
frames are run during the calculation, so a user could simply observe the
radiation patterns then or save the animations as videos in MP4 format.
See Figure 3.3 as an example for three identical collinear resonant dipoles at
various steps of inserted phase. As a point of comparison, Figure 3.4 shows
patterns for a rectangular patch and a small loop rotated 25◦ around the
y-axis.
3.2.1 Null tracking algorithm
A particular data point of interest is the range over which a null in the
pattern can be steered by injecting phase on the input, and the amount of
phase that must be injected to achieve this range. The problem of tracking
these nulls is not as straightforward as it seemed initially. Nulls are defined
in the tool by a depth threshold, a level below the pattern maximum, that
can be changed by the user. Due to the nature of how they are formed,
when we introduce dissimilar elements, the interference patterns between the
elements become much less predictable than when array elements are all the
same. Nulls can appear and disappear sporadically at any elevation angle θ
and with any introduced phase. Multiple nulls can appear, which is true with
similar elements as well, and one or more nulls may stay constantly at the
same θ over all steps of inserted phase, α. The fields can suddenly disappear
across most or all θ, appearing to be a null everywhere. In short, there are a
number of behaviors associated with these nulls other than the nice smooth
movement across α shown in Figure 3.5, but for analysis it is necessary to
find an automated way to range the nulls for all input combinations.
Image processing techniques were employed on the entire matrix of field
values across look-angle and inserted phase. These are all converted to bi-
nary images based on the null depth threshold, differentiating the areas that
qualify as nulls and all other parts. We then separate disconnected pieces
of null areas into components, serving as a first-pass separation of different
nulls. Within each component, there may still be different nulls, so further
separation into regions were done based on taking a derivative of the edge
indices and finding areas where the derivative was large. These reflect a
jump in the null location, indicating a boundary between nulls. Within each
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(a) Input phase of 0◦
(b) Input phase of 30◦
(c) Input phase of 90◦
Figure 3.3: Array Tracer radiation patterns for θ-pol, 3 collinear resonant
dipoles, spaced λ/2 apart
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(a) Input phase of 0◦
(b) Input phase of 30◦
(c) Input phase of 90◦
Figure 3.4: Array Tracer radiation patterns for φ-pol, a resonant
rectangular patch and a small loop rotated 25◦, spaced λ/2 apart
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region, the positive and negative derivatives in the edge indices were treated
as null movement and changes in these indicate the end of a range. All data
was mirrored to check both sides of the regions and confirm real diagonal null
movement, not just thinning and fattening of the null width. The largest null
range over all regions and components is kept and reported along with its
corresponding inserted phase range. Figures 3.6 illustrates the steps taken
in this process.
Figure 3.5: A matrix of field magnitudes for a resonant dipole, across
θ = 0◦ to 180◦ (columns) for each row of inserted phase up to 360◦
3.3 Inverse Operation: Synthesis
The preceding sections all involve deriving equations or algorithms to accu-
rately model the behavior of a user-defined antenna or antenna array. Those
steps are critical to our data generation and eventual verification, and in
fact, to our general understanding when it comes to configurations that are
difficult to visualize. In the next few sections, we will describe the portions
of Array Tracer that deal with actually finding the ideal antennas for a given
problem space.
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Figure 3.6: Breaking an entire pattern down into disconnected regions and
finding the slopes of their edges to separate out null movements
3.3.1 Code sequence overview
Figure 3.7 illustrates the high-level flow of the synthesis operation. Any block
with a dashed outline requires user inputs, and V , Veff are respectively the
given volume of the solution space and the effective volume of the antenna if it
took the entire space. The user inputs that can be accepted are listed in Table
3.2, but these are not all required to be set. For example, a design targeting
maximum null-steer could run without specifying a maximum HPBW if a
broad pattern is desirable. The inputs that are required, for the time being,
are the x-, y-, and z-dimensions available as the maximum solution space.
Performance input guidelines for several different example applications are
listed in Table 3.3, with more obvious system-specific requirements left un-
specified. Where possible, performance parameters not critical to the applica-
tion should be left at default to yield the maximum number of configurations
for consideration.
As an aside, all data files that are not meant to be accessed by the user
are contained in “/Library,” including “ants.” This list of element types con-
tains the antennas that Array Tracer will consider in formulating the best
combinations, and the string format of any antenna on this list must match
31
Figure 3.7: Array Tracer high-level flow chart
Table 3.2: Performance specifications and system requirements
Target bandwidth
Directivity
HPBW range
Side lobe level
Off-broadside main beam level
Null-steer range
Depth of nulls
Center frequency
Allocated solution size
Polarization
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Table 3.3: Performance input guidelines for typical applications
Null Steer
Max Directivity 2 dB
Min HPBW 75◦
Null-steer range 180◦
Depth of nulls 20 dB
Beam Steer
Min Directivity 5 dB
Max HPBW 70◦
Min off-broadside main beam -2 dB
Highly Directive, Dual-Pol
Min Directivity 12 dB
Max HPBW 50◦
Max SLL -15 dB
Polarization θ, φ
Broadband Omni Pattern
Target bandwidth 55%
Min Directivity 3 dB
Min HPBW 85◦
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those listed in the “elemfields” function.
The intention is to progress from large-scale eliminations of configurations
that are obviously not suited for the design to more calculation-intensive
steps to narrow down the list of possibilities. It is important to remember
that for each antenna type in “ants,” despite limiting the rotation options
to 0◦, 45◦, or 90◦, there can still be an overwhelming number of options
for spacing and array size for the user-defined maximum solution volume.
Given B antenna types, for every possible array size N and inter-element
spacing d, there are d× (3B)N permutations of different configurations. For
example, with 6 available antennas, if we can have up to N = 4 elements
in the array and there are 6 different distances for spacing, we would have
666,810 configurations for which to formulate electric fields. This would be
quite a computation-heavy synthesis tool if we have to brute-force our way
through that many calculations! Fortunately, with theory discussed in prior
chapters and knowledge from the analysis stage, we can reduce this number
by orders of magnitude.
3.3.2 Coarse categorization
The first stage of the process leverages theory developed to address antenna
performance limitations in given volumes of space. As early as 1948, Chu
laid out concepts for the directivity (termed G for gain, since these two
parameters had not been strictly defined yet) and quality factor, Q, of omni-
directional antennas as they relate to the volume the antenna occupies [23].
His formulations for maximum G and minimum Q are based on expansions
over spherical Bessel and Hankel functions. Harrington builds upon Chu’s
math to develop more user-friendly equations for the limits on directivity
and a related parameter, beamwidth, in a given antenna volume [24]. More
recent works incorporate the energy stored in the near-fields to add a term to
the traditional Chu limit on minimum Q, or more explicitly for our interests,
maximum bandwidth [25]. The equations are presented below, where a is the
radius of a sphere enclosing the antenna, jn, yn are the nth order spherical
Bessel functions of the first and second kind, respectively, and S is the ratio
of the main lobe to side lobe.
*Warnings on outputs may include bandwidth and coupling concerns
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D = (βa)2 + 2βa (3.12)
Qn = βa−
[
(βa)3
2
+ n(n+ 1)βa
]
(j2n + y
2
n)−
(βa)3
2
((jn+1)
2
+(yn+1)
2) +
2n+ 3
2
(βa)2(jnjn+1 + ynyn+1) (3.13)
HPBW =
180
√
(2)
piN
√
(ln 2S)2 − (ln
√
2S)2 (3.14)
These formulations are applicable to antennas with omnidirectional pat-
terns, which is another way to say they are electrically small radiators. As
the equivalent radius increases, predicted directivity and bandwidth quickly
become very large and the model loses accuracy [23]. Thus, as opposed to
relying on the equations to advertise performance parameters, Array Tracer
only uses them to do a first-order check of whether the desired directivity
and bandwidth are possible in the given volume, barring the need for a su-
perdirective array [26]. The limits calculated are treated as a new floor only
if they are violated; for example, if the required directivity is not possible in
the equivalent volume, the tool will use the theoretical limit as the new min-
imum acceptable directivity. There are no eliminations to “ants” based on
gain as the calculation is not directly applicable to arrays, but any elements
that are below the required bandwidth are not considered. Configurations
that do not have radiation in the desired polarity are also eliminated. In this
way, the solution space may be reduced by entire element and rotation sets,
with all their spacings.
3.3.3 Maximum solution volume
The next stage is also based on the physical space available, but filters down
the list from a simple fit perspective. For each remaining antenna type and its
rotations, the x-, y-, and z- dimensions are checked and elimination obviously
occurs if any exceed the allowed solution space. Since the arrays are linear in
the z-axis, the maximum array size N and spacing d (N = 2) are determined
as well, with the minimum d set by the user or left at the default of λ/8,
which is also the default step in d.
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3.3.4 Refining based on pattern shape
This stage is the most calculation-intensive step, as the desired parameters for
the pattern shape are used to further narrow down the array configuration.
Several steps occur in this stage based on array theory. For similar elements,
the total radiation pattern shifts with inserted phase under the envelope of
the element pattern. Thus, elements with higher gain will have lower main
beam levels when the antenna boresight changes direction. Filtering is done
at this stage based on requirements set by the user for main beam levels
at 30◦ and 60◦ away from the boresight axis with no inserted phase. The
input for this is termed “Off-broadside main beam level” for clarity, but in
reality the main beam can point to any direction in the 0-phase state. The
AF for the possible spacings and array sizes determined in Section 3.3.3 are
multiplied by the element pattern for each remaining type and those that do
not meet minimum levels are eliminated.
Two other parameters that can be predicted at this stage are the side lobe
level SLL and HPBW, for which the user may set a minimum if a broad
pattern is needed and/or a maximum if a narrow beam is desired. We rely
on the fact that both are much more impacted by the array characteristics
when element polarizations have common components. From the patterns
above, both parameters are predicted to set a minimum and maximum array
size for each antenna element. It should be noted that the discussion in this
section only pertains to the filtering of similar configurations, within which
the options for N and d can be significantly reduced.
3.3.5 Refining based on polarization
The final stage involves finding good configurations based on the components
of their total fields in θ or φ directions. For example, a desired behavior
might be null steering in both polarizations, which would rule out elements
oriented in directions with orthogonal fields, like a z-directed short dipole
and a xy-plane small loop. It would also rule out two of either in an iden-
tical configuration. But any combination of these two components at 45◦
would yield steering in both polarizations, at least in one cut-plane. A more
compelling example might be if the desired behavior involves beam or null
steering in circular polarization, in which case again similar arrays of these
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two elements are eliminated but various dissimilar permutations at different
rotations would be kept. Under these circumstances, elements like spirals
and axial-mode helices would also be kept, but only if they had not already
been ruled out from the last stage as they occupy significantly more space
than either of the electrically small components.
For cases where this type of steering is not necessary, and performance is
measured solely based on total pattern shape in one polarization, often the
traditional metrics of success are high directivity and low SLL. These cases
are relatively straightforward and well modeled by the theory in Chapter 2,
and as noted may be impacted more from the array spacing and size than
from individual element patterns. In this situation, Array Tracer will simply
find, without necessarily requiring much calculation, a list of elements that
give the polarization desired, meet bandwidth requirements, and fit in the
space allocated. However, when something new is desired—perhaps more
than one polarization from the same array—the question of pattern shaping
becomes trickier. The last stage in Array Tracer attempts to deal with this
kind of decision-making via a systematic pattern categorization based on
polarity.
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CHAPTER 4
EVALUATION AND LIMITS OF THE
SOLUTION SPACE
A useful method should figure out and advertise its limitations; otherwise,
with no guidelines on the levels of inaccuracy incurred by modeling a real-
world scenario with some sort of idealization, any obtained results should be
open to question. The evaluation of Array Tracer starts with general pattern
comparisons for some typical textbook configurations. We first look at the
radiation behavior of single elements, then move to data for some arrays of
similar and dissimilar elements. In each case, the comparison is done for
the polar pattern magnitude calculated from this tool and from the finite
element method (FEM) used in Ansys HFSS. Since Array Tracer does not
assume any specific geometry for each element beyond a few defining features
per Section 2.1, the dimensions of a reference element are stepped through
a range to predict the limits of the tool’s accuracy. The same approach is
taken to make that prediction as it relates to array geometry, so parameters
like array size and spacing are varied as well. A discussion of the causes for
discrepancies between the solutions is included in Section 4.4. We also report
the computational resources required for analysis done with either tool.
4.1 Comparisons for Single Elements
This section serves to build some confidence in both this tool and the FEM
reference we call the ground truth. While some engineers always treat full-
wave solvers as such, it is a reality that these computation methods can still
produce incorrect results (poor meshing, insufficient convergence, boundary
reflections, etc.). To combat these suspicions, fields from simple textbook
antenna shapes are calculated from both tools, with the expectation that we
already know what the answers should be. Small arrays are also compared
this way, using both qualitative observations from polar pattern plots and
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quantitative metrics.
4.1.1 Single dipole
The first antenna to be investigated is none other than the ubiquitous electri-
cally small dipole. To review from Chapter 2, Array Tracer uses a triangular
current distribution to calculate the electric far fields, whose shape is defined
by the sin θ function. Figure 4.1 presents a polar plot for the patterns from
Array Tracer (AT below) and HFSS for a z-directed dipole.
Figure 4.1: The radiation of a z-directed electrically small dipole across
elevation angle, symmetric about the z-axis
Table 4.1: Statistics for a short z-directed dipole
Pol DAT DHFSS HPBW
AT
HPBW
HFSS
RMSE
θ 1.50 1.51 92 92 0.10
Table 4.1 summarizes the radiation characteristics from both tools and
includes the root-mean-square error RMSE, in dB, that reflects the delta be-
tween the two patterns and D, the partial θ or φ directivity in the particular
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cut-plane. Any rotations are henceforth around the y-axis in degrees relative
to θ = 0◦. HPBW is the half-power beamwidth in degrees.
4.1.2 Single microstrip patch
(a) yz-plane (b) xz-plane
Figure 4.2: The φ-polarized radiation of a resonant microstrip patch
Table 4.2: Statistics for a rectangular microstrip patch with 0◦ of rotation,
fed from the x-direction
Plane Pol DAT DHFSS HPBW
AT
HPBW
HFSS
RMSE
YZ φ 5.09 6.06 80 80 0.11
XZ φ 1.33 1.50 120 84 2.92
Second on the list is the resonant λ/2 microstrip patch. Unlike the simple
short dipole, there are some additional things to define with a patch antenna,
including the width, length (see Figure 2.1), and dielectric constant r. We
strive to keep things as general as possible, and choose r = 2.2 (typical for
higher-end laminates), a resonant length of 0.49λ/
√
r, and a slightly higher
width of 0.395λ for efficiency [14].
Figure 4.2 and Table 4.2 summarize the radiation shape and parameters
calculated by both tools, with the same definitions as those for the dipole.
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There is a noticeable discrepancy in the xz-plane pattern that results in a
large difference in the calculated HPBW. Since the patch is situated in the xz-
plane, the radiation is mainly φ-directed in the yz-plane, and the magnitude
in the xz-plane is relatively lower. The difference could be a consequence of
how the radiating fringe fields at the edges of the plane are modeled in AT.
More on this is discussed in Section 4.4.
4.2 Arrays of Similar and Dissimilar Elements
With some calibration in expectations from the single-element cases, we pro-
ceed to look at arrays of two elements. The behavior when the total number
of elements is increased is explored in Section 4.3.3.
4.2.1 Two short dipoles
Much in the tradition of [20], discussed in Section 2.3.2, we investigate radi-
ation from arbitrary rotations of two dipoles while inserting a phase progres-
sion from 0 to 360◦. Figures of merit defined in line with the prior sections
are presented in Table 4.3, with the only difference being the calculation of
mean and maximum RMSE. Since each input phase step produces a different
pattern, we calculate the AT-HFSS deviation for each input phase separately
and report the mean/maximum across all inserted phase steps. A blank sig-
nifies either that a polarization has very little radiation in a given direction,
or that the figure is not relevant (HPBW for omnidirectional radiation, for
example).
What is really quite interesting is that for the first and last rotation
configurations—the only similar arrays—the maximum deviation in pattern
from AT to HFSS is very large, while the mean deviation is higher than the
middle two cases, but still remains relatively small. We investigate further
by plotting the RMSE across inserted phase inputs in Figure 4.3. For clarity,
we just show the traces for θ-polarization in the xz-plane.
It is clear from the RMSE that the mismatch occurs at the null when
inserted phase is 180◦, so we go ahead and plot the patterns at that phase
input in Figures 4.4 and 4.5. The large error is due to a much deeper null
being predicted by AT than what is achievable in real life. The other two
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Table 4.3: Statistics for a 2-element array of short dipoles with λ/4 spacing,
varying orientations
Rot Plane Pol DAT DHFSS HPBW
AT
HPBW
HFSS
Mean
RMSE
Max
RMSE
0,0 XZ θ 1.69 1.69 76 76 1.30 28.07
0,0 XZ φ 0 0 - - - -
0,0 YZ θ 1.69 1.7 76 76 1.31 27.76
0,0 YZ φ 0 0 - - - -
0,30 XZ θ 1.62 1.64 78 78 0.20 0.68
0,30 XZ φ 0 0 - - - -
0,30 YZ θ 1.55 1.57 76 76 0.4 1.07
0,30 YZ φ 0.11 0.11 - - 0.06 0.07
0,90 XZ θ 1.21 1.21 128 128 0.04 0.12
0,90 XZ φ 0 0 - - - -
0,90 YZ θ 0.75 0.76 92 92 0.15 0.17
0,90 YZ φ 0.75 7.52 - - 0.02 0.02
90,90 XZ θ 0.94 0.96 116 116 3.07 35.26
90,90 XZ φ 0 0 - - - -
90,90 YZ θ 0 0 - - - -
90,90 YZ φ 1.91 1.92 - - 1.73 29.06
Figure 4.3: RMSE across input phase for 2 dipole array
42
(a) Rot = 0,0 (Collinear) (b) Rot = 90,90 (Parallel)
Figure 4.4: The θ-polarized radiation of the identical 2-dipole array,
xz-plane
(a) Rot = 0,30 (b) Rot = 0,90
Figure 4.5: The θ-polarized radiation of the dissimilar 2-dipole array,
xz-plane
rotations have nulls at different phase insertions and their depths are well-
predicted by the tool.
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4.2.2 Two microstrip patches
We run into a similar situation with a 2-element array of resonant patches
spaced λ/2 apart. Table 4.4 summarizes its radiation characteristics. The
maximum RMSE is about 3 times higher when the patches are oriented
in the same direction, but in this case, the mean is also higher across the
board, especially in the xz-plane. Figures 4.6 and 4.7 show the null depth
mismatches that contribute to most of the discrepancies, which, as expected,
are more pronounced in the identical case. Some of this is carried over from
the error in the single patch model, which is discussed in Section 4.4.
Table 4.4: Statistics for 2-patch arrays, λ/2 spacing
Rot Plane Pol DAT DHFSS HPBW
AT
HPBW
HFSS
Mean
RMSE
Max
RMSE
0,0 XZ θ 0 0 - - - -
0,0 XZ φ 2.04 1.5 60 48 5.71 30.29
0,0 YZ θ 0 0 - - - -
0,0 YZ φ 7.75 9 48 50 3.35 29.55
0,45 XZ θ 0 0 - - - -
0,45 XZ φ 2.1 1.25 54 48 4.69 9.39
0,45 YZ θ 0.96 1.65 132 64 2.95 5.76
0,45 YZ φ 5.58 7.32 48 48 1.95 9.55
4.3 Valid Solution Spaces
At this point, the radiation patterns for a few canonical shapes and array
arrangements have been compared to those generated by a full-wave solver,
with apparently a good match everywhere except the extreme null depth
levels for similarly oriented fields. Several defining metrics, like directivity
and beamwidth, have been presented for these cases to establish a ballpark
tolerance for using these figures of merit from Array Tracer. However, that
leads us to the question of just how much confidence we should assume when
using these numbers in general—after all, the previous sections only present
a couple of cases. In these next sections, the geometry in both the single
element and the array configuration are varied significantly to try to find the
boundaries of validity for the tool.
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(a) Rot = 0,0, 90◦ phase (b) Rot = 0,0, 180◦ phase
Figure 4.6: The φ-polarized radiation of the identical 2-patch array,
yz-plane
(a) Rot = 0,45, 90◦ phase (b) Rot = 0,45, 180◦ phase
Figure 4.7: The φ-polarized radiation of the dissimilar 2-patch array,
yz-plane
4.3.1 Element geometry variation
The electrically small dipole is the most geometrically ill-defined of all the
simple dipole types. Unlike the half-wave resonant structure, it does not
have a strict length, save for some generic rules of thumb. Figure 4.8 shows
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the trends in several of our defining metrics as the length is increased to
about 1 mm shy of λ/4. A dotted line marks the length of λ/(2pi), which
[27] defines as the maximum length for the small dipole. We can observe
from these charts that while it is obvious that the difference between AT and
HFSS generally increases with increasing length, as we expect, the absolute
difference levels are somewhat manageable even beyond the rule-of-thumb
maximum. The 0.15 dB difference in directivity would likely be overshadowed
by ohmic losses in gain measurements after fabrication, given the nature of
small antennas.
Dipole radiation performance is relatively immune to its radius, leading
many engineers to widen these wire antennas to achieve desirable input
impedance characteristics and increase bandwidth. We plot its impact on
our characteristic metrics in Figure 4.9 for a λ/(4pi) dipole, pushing its ra-
dius even beyond its length in HFSS. Up until about a 0.05λ radius, we see
no significant performance degradation, but beyond that, directivity begins
to decrease. There is no perceptible impact to HPBW until the dipole radius
is roughly equal to its length!
4.3.2 Element spacing
In the following section, we vary array spacing and size to see what AT’s
boundaries of validity may be from that perspective. Figure 4.10 presents
the pattern shape discrepancies between AT and HFSS, in the form of RMSE
in dB as before. Note that while the elements in (a) are collinear dipoles
(essentially 0◦-rotation), the (b) and (c) arrays feature 90◦-rotated dipoles.
There are two relevant polarizations in different cut-planes for the latter, but
the collinear dipoles of course only have θ-directed fields. Another point to
emphasize is that spacing is defined as the separation of phase centers. The
horizontal scales in the plots are not the same: while (a) is limited in how
close the individual phase centers can get (the dipoles are end-to-end), the
parallel configuration is not hampered with the same constraint. Thus, we are
able to push the centers much closer together, with the result being almost
an order of magnitude increase in discrepancy. Below 0.1λ, it appears that
coupling effects become significant, which AT does not treat when generating
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(a) RMSE (b) Dθ
(c) HPBW
Figure 4.8: Array Tracer-HFSS discrepancies over variations in dipole
length
patterns. This is further discussed in Section 4.4.
Figure 4.11 illustrates the trends associated with partial directivity as spac-
ing is increased. The parallel dipoles again exhibit very large error when ele-
ments are less than 0.05λ apart, especially considering that these have fairly
low directivity to begin with, usually less than 2dB depending on spacing.
Although it appears that the collinear setup is not sensitive to spacing, at
least with respect to directivity, it should still be emphasized that they are
physically prevented from getting as close as the parallel case, so the spacing
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(a) RMSE (b) Dθ
(c) HPBW
Figure 4.9: Array Tracer-HFSS discrepancies over variations in dipole
radius
scale is not the same.
HPBW is a metric that is fairly consistent between HFSS and AT, given
our 2◦ sample steps (actually, AT is downsampled to match HFSS data). It
is also relatively insensitive to spacing variation. Even when the coupling
is strong, as in sub-0.05λ spacing in (b) of Figure 4.12, the most deviation
in beamwidth seen was only about 4◦, which can be treated as a max of 6◦
given the sampling. For the most part, the match is exact between the tools.
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(a) Collinear short dipoles, θ-pol (b) Parallel short dipoles, φ-pol
(c) Parallel short dipoles, θ-pol
Figure 4.10: Pattern RMSE (dB), averaged over phase inputs
4.3.3 Array size
Continuing in the characterization of discrepancies between AT and HFSS,
we find solutions for collinear dipole arrays of 2 to 9 elements, see Figure 4.13.
The RMSE is averaged over phase input steps for each N -array and spikes
due to the null-depth mismatch described in Section 4.2.1 are removed. The
directivity differences appear more significant than they are, considering the
larger absolute numbers (about 9.4 dB for 7 elements). It is also suspected
that with larger arrays the HFSS solutions lose some accuracy as the meshing
has to accommodate the small elements, but also successfully converge in a
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(a) Collinear short dipoles, θ-pol (b) Parallel short dipoles, φ-pol
(c) Parallel short dipoles, θ-pol
Figure 4.11: Partial directivity with 0◦ input phase
larger solution space. Mixed-order mesh elements were used to try to make
the analysis as efficient as possible. The expectation was that smaller arrays
would be less successfully modeled by AT, but the data does not support
that hypothesis, possibly due to the noted HFSS numerical error. These and
other observed inconsistencies are further discussed in the next section.
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(a) Collinear short dipoles, θ-pol (b) Parallel short dipoles, θ-pol
Figure 4.12: HPBW with 0◦ input phase
(a) Partial Directivity, θ-pol (b) Pattern RMSE (dB)
Figure 4.13: Comparison for 2- to 9-collinear dipole arrays, 0.6λ spacing
4.4 Discrepancies in the Solution
We end our chapter on verification with a discussion of why these differences
may occur between HFSS and Array Tracer. First and foremost, it should
be emphasized that while we are treating the HFSS solution as the ground
truth, this interpretation is slightly backwards. Array Tracer uses closed-
form solutions where possible to derive its fields from Maxwell’s equations
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via the vector potential, with steps outlined in Section 2.1, whereas HFSS
uses a mesh of small shapes to solve the equations in differential form via
FEM. From a strict definition of MSE and statistical error, the AT solution
is deterministic and the HFSS solution would contribute the numerical error
from a few different sources. The way to justify this approach is that we
ultimately have no use for an absolute ground truth. We can never hope
to build a perfectly efficient radiator with infinite ground planes and we
don’t want to be limited to canonical shapes, so it is more useful that a tool
can model something close to a real-world scenario as FEM strives to do
by conformal meshing. In our AT equations, we have to make a number of
assumptions and simplifications when the elements get more complex, as no
closed-form equations exist for most geometries. From this perspective, we
want to measure the deterministic difference between our solution and the
true radiator, but we only have access to a numerical model for that radiator
with its own inherent error. But being that it is a difference, we lump the
error together and hope that the numerical portion is small enough to be
insignificant. That is why we still measure the deviation as RMSE, with a
somewhat loose interpretation of “error.”
With that understanding, we observe that in a number of cases, the dis-
crepancies between the two solutions grow very large as the elements are
pushed together; see Figures 4.10 and 4.11. This is noticeable in the first fig-
ure for the collinear case but especially prominent in the parallel case, where
spacing can get much smaller and the radar cross-section of each antenna
to the other is much larger. This is entirely expected based on the coupling
effects described in Section 2.3.3.
While HFSS has the ability to account for these effects, today Array Tracer
does not take the coupled fields into consideration. The error that this incurs
depends on the geometry of both the element and the array, as seen from this
analysis. When array spacing is small, the magnitudes of reflected fields will
be much greater, so the oscillation of energy will impact the total pattern in
a more obvious way. The element geometry is important too, as seen from
the parallel versus collinear dipoles. The radar cross-section of a dipole from
the side is larger than from the end; thus, the reflections will be stronger
from the side even when spacing is the same, as can be seen in (a) versus (c)
in Figure 4.10.
Another source of error comes from the assumptions made about current
52
distributions from an antenna’s own direct excitation. For a dipole, this is
not expected to be a large factor, but for a more complex shape like the
resonant patch, we simplified the analysis by treating the radiating edges
as two uniform magnetic currents. However, the fields produced from these
edges are not uniform with respect to the z-axis. For a more complete picture,
Figure 4.14 shows the magnitude of the fringe field distribution along the
edges of a roughly square half-wave patch from an edge-fed TE10 excitation
along the x-axis. Clearly, the two vertical edges do not have uniform field
amplitudes, and there are additional contributions from the top and bottom
edges.
Figure 4.14: Microstrip patch fringe fields
4.4.1 Computational resources
From this discussion, it is clear that using Array Tracer bears the cost of
losing some accuracy in modeling, especially when element cross-sections are
large and spacing is tight. But as a first-pass tool to direct the optimization
starting point, loss of accuracy at that scale is relatively unimportant, espe-
cially when considering the gains of starting with the “right” configuration.
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In any case, this kind of accuracy is meaningless when optimization is still
to be done. It is impossible to model the time a human being might spend
initially vetting different elements as it is difficult to account for his or her
time spent drawing different antenna models in a tool like HFSS or writing
custom code. That certainly varies from engineer to engineer, but it is safe
to say that the synthesis portion of Array Tracer considers on the order of
100,000 different array configurations even if it does not need to calculate a
field for each one. We leave it to the reader to judge the resource savings
between these two situations.
However, we can at least account for the difference in computational re-
sources between a purely analytical Array Tracer run and the same model in
HFSS. In Table 4.5, using an 8-core Windows 7 system with 12 GB of RAM,
we document the average processor usage, memory bandwidth, and execu-
tion time for each code. The configuration chosen is a 9-element collinear
dipole array with 0.6λ spacing over 360◦ of phase inputs in 10◦ steps. To in-
crease efficiency in the HFSS solution (possibly at the expense of accuracy),
we reduce the solution volume to λ/2×λ/2× 5λ and use the stock radiation
boundary instead of PML. We also use a mixed-order basis, but the con-
vergence criteria are kept to both the S-parameters and radiation efficiency,
as without the latter often HFSS produces nonphysical results (efficiency
greater than 1, etc.).
Table 4.5: Computational cost comparison
HFSS AT
Total Computation Time 5hr 56m 4m
Avg Processor Usage 43.41% 12.55%
Max Committed Memory* 3.58 GB 48.7 MB
*Committed memory is the amount of physical memory with space reserved on the
disk paging file(s). The number reported here is approximate and does not include the
overhead of the calling program (i.e. HFSS and Matlab)
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CHAPTER 5
FUTURE WORK
5.1 Next Steps
There are a number of other features for Array Tracer that could significantly
benefit its users. Some of these have been planned from the beginning, so the
structure of the tool is amenable to them, while others would require more
drastic changes.
The first and most important addition is a library of electric field data in
θ- and φ-pol components for elements like spirals that do not have closed
form solutions. Today, the derived field equations are used to generate the
patterns, but there is no inherent limitation to analytical functions because
a full sphere of sampling points is used (necessary for the rotations). The
library will be divided into classes for different types, such that more data
for irregularly shaped antennas can be included without incurring a longer
processing time during synthesis. A new algorithm will be necessary for iden-
tifying relevant classes for a given input set of desired performance targets.
There is no verification for the bandwidth calculations used in the coarse
categorization steps described in Section 3.3.2. An obvious way to incorpo-
rate this would be to include input impedance data across a wide frequency
range for each element, such that VSWR could be calculated for the input
frequency range. Geometry assumptions that, up until this point, have been
successfully avoided would have to be made, but with the division into classes
of element types, the increased variation in element features should still be
manageable.
Throughout this investigation, we have seen the impact of coupling. There
is an avenue to account for this, at least in a rough sense, by approximat-
ing the contributions from other elements in the same array into the input
impedance data described in the last paragraph. A different coefficient could
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be used to convey shape similarity and distance factors for each element. It is
hard to predict what overhead this may add to the processing. Furthermore,
it would give no insight into pattern changes due to the coupling; for that
we would have to include cross terms in the total field calculations.
Cross polarization is a big concern for many designs. Since the processing
is done on vector fields, it is straightforward to include a measure of energy in
the cross polarized fields. It is already calculated today in the analysis arm of
the tool if the user chooses to include both the main and cross polarizations.
5.2 Concluding Remarks
Array Tracer, at its core, has goals that are different from most existing syn-
thesis methods. It does not attempt to replace full-wave parametric analysis,
nor is it a reinvention of design methods to nail down the “perfect” array
weights. Those methods are successful once major decisions have already
been made in the design, and a seed has been chosen for optimization.
The biggest driving factor for creating Array Tracer was the concern that
user error in determining the seed can lead to diverging paths that produce
wildly different solutions. Sometimes the seed is based on solid theory, some-
times experience and intuition, or even convenience, but often these factors
unnecessarily limit the outcome. Even the most experienced engineer could
benefit from a quantitative check on his or her assumptions.
As such, we set out to find a methodology for identifying a set of best-
case starting points for any antenna design. This work has demonstrated
that such a goal is feasible. With the addition of the features described in
the last section, the tool can be useful for an even wider audience. It is a
step toward enforcing systematic methodology for some of the ambiguity in
antenna design.
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