Abstract. The purpose of this article is to study the space of stability conditions Stab(Pn) on the bounded derived category D b (Pn) of finite dimensional representations of the quiver Pn with two vertices and n parallel arrows. There is a local homeomorphism Z : Stab(Pn) → C 2 . We show that, when the number of arrows is one or two, Z is a covering map if we restrict it to the complement of a line arrangement. When the number of arrows is greater than two, we need to remove uncountably many lines to obtain a covering map.
Introduction
T. Bridgeland introduced the notion of stability conditions on triangulated categories ( [Bri07] ). The idea comes from Douglas's work on π-stability for D-branes in string theory ( [Dou02] ).
The main results of Bridgeland's paper are as follows: The set of all (locally finite) stability conditions Stab(T ) on a triangulated category T has a topology. Each connected component Σ ⊂ Stab(T ) is equipped with a local homeomorphism Z to a certain topological vector space V (Σ) ([Bri07, Theorem 1.2]). Moreover Stab(T ) becomes a (possibly infinite-dimensional) manifold.
1.1. Background. It is an important problem to show simply connectivity of Σ, connectivity of Stab(T ), or (universal) covering map property of the local homeomorphism Z : Σ → V (Σ). It have been studied intensively, in particular for Stab(X) = Stab(D b (coh(X))), the space of stability conditions on the bounded derived category of coherent sheaves on X. For example, if X is a K3 surface, Bridgeland proved that there is a connected component Stab † (X) ⊂ Stab(X) and a covering map π : Stab † (X) → P + 0 (X) ([Bri08, Theorem 1.1]). He proved also that if X is an elliptic curve, Stab(X) is connected, the image of Z : Stab(X) → C 2 is GL + (2, R) and Z is a universal covering map ([Bri07, Section 9]). E. Macrì proved that if X is a curve of genus ≥ 2, Stab(X) also is isomorphic to GL + (2, R), the universal cover of GL + (2, R) ([Mac07, Theorem 2.7]). S. Okada proved that Stab(P 1 ) is isomorphic to C 2 as a complex manifold ([Oka06, Theorem 1.1]). The author was moved by Bridgeland's work on the stability conditions for Kleinian singularities ([Bri09] ). Let A be a preprojective algebra of the ADEgraph Γ and let D = D b (modA). He proved that there is a connected component Stab † (D) ⊂ Stab(D) which is a covering space of h reg . Here h is the Cartan subalgebra of the simple Lie algebra corresponding to Γ and h reg is the complement of root hyperplanes in h. The simply connectivity of Stab † (D) follows from P. Seidel and R. Thomas [ST01] in type A (see also [Tho06] ) and C. Brav and H. Thomas [BT11] 
Motivation and main results.
It is an important problem to find hyperplanes {H λ } λ∈Λ in V (Σ) such that the restriction of Z to the complement V (Σ) − ∪ λ∈Λ H λ is a covering map. At first, the author thought that Z : Σ → V (Σ) was a covering map without restricting Σ. However the author found a inconsistency when the author examined it for Stab(P n ), the space of stability conditions on the bounded derived category of finite dimensional representations of a quiver P n with two vertices and n parallel arrows. In [Mac07] , Macrì already analyzed Stab(P n ); he described coordinate neighborhoods of it, and he proved that it is a connected and simply connected 2-dimensional complex manifold ([Mac07, Theorem 4.5]). Although he did not refer to Z, it is straightforward to see the image of Z : Stab(P n ) → C 2 is C 2 \ {(0, 0)} and to see how Z covers. Nevertheless we find an interesting behavior if we collapse them by C-action.
The action of C on Stab(P n ) is a part of the GL + (2, R)-action (cf. [Bri07] , [Oka06, Definition 2.3]). The quotient space is given as a corollary of [Mac07] :
These are the 1-dimensional complex manifolds given by gluing three, if n = 1, or countable, if n ≥ 2, upper half planes H k . Here
, and H k 's are copies of H = { z ∈ C | Im z > 0 }. (Figure 1 and 2 .)
, and
Note that if n = 2 then a k = k and fractions converge to 1. In the right side figures of Figure 1 and 2, illustrating Stab(P n )/C, the solid vertical lines are { x k + yi } and the area (n > 2) is {x + yi | b n ≤ x ≤ c n }. In addition, the area is the intersection of H k 's. In the left side figures, all ψ k 's, defined in Theorem 4.2 and 5.4, are homeomorphisms on {x + yi | 0 < y < π}. It moves a vertical line in H 0 ( Figure 3 and 4.) Moreover the minimal subset of CP 1 which, after the removal, makes χ n into a covering map is:
if n > 2.
[0 : 1]
} is a covering map if it is restricted to the complement of three lines (n = 1), countably many lines (n = 2), or a bundle of uncountably many lines (n > 2).
1.3. Organization of this article. In section 2, we recall the notion of stability conditions on a triangulated category, recall the action of GL + (2, R), and recall Macrì's work for a triangulated category generated by finitely many exceptional objects. In section 3, we recall Macrì's work describing coordinate neighborhoods of Stab(P n ). In section 4 and section 5, we see how the coordinate neighborhoods are glued together and prove Corollary 1.1. In section 6 we prove Theorem 1.2 and Corollary 1.3.
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Stability conditions
In this section we assume that a triangulated category T satisfies the following conditions.
• Hom
• T is essentially small, i.e. T is equivalent to a category in which the class of objects is a set. The Grothendieck group of T , K(T ), is the quotient group of the free abelian group generated by all isomorphism classes of objects in T over the subgroup generated by the elements of the form
2.1. Definition of stability conditions. A stability condition on T is a pair σ = (Z, P) of
• a group homomorphism Z : K(T ) → C and • full additive subcategories P(φ) of T for each φ ∈ R satisfying Br1: if φ 1 > φ 2 and A j ∈ P(φ j ) then Hom T (A 1 , A 2 ) = 0, Br2: P(φ + 1) = P(φ)[1], Br3: each nonzero object has a Harder-Narasimhan filtration, and
A Harder-Narasimhan filtration of a nonzero object E ∈ T is a diagram
for all j and φ 1 > · · · > φ n . Note that for a stability condition σ = (Z, P);
• a Harder-Narasimhan filtration for a nonzero object is unique up to isomorphism, • Z is called the central charge, • nonzero objects in P(φ) are called semistable of phase φ, • simple objects in P(φ) are called stable, and
A stability condition (Z, P) is called locally finite if there exists ε > 0 such that P(φ − ε, φ + ε) is of finite length for each φ, that is, the category is Artinian and Noetherian. Let Stab(T ) be the set of all locally-finite stability conditions on T . Bridgeland defined a generalized metric on Stab(T ) as
, with a well-defined linear topology, and a local homeomorphism Z : Σ → V (Σ) which maps a stability condition (Z, P) to its central charge Z.
According to Bridgeland, there is a relation between a stability condition and a heart of a bounded t-structure on T . Before recalling it we make some definitions. Definition 2.2.
(1) A t-structure on T is a full subcategory F , closed under isomorphism, satisfying;
• F [1] ⊂ F and
Definition 2.3. Let A ⊂ T be a full abelian subcategory.
(1) The Grothendieck group K(A) of A is the quotient group of the free abelian group generated by all isomorphism classes in A over the subgroup generated by the elements of the form
where m(E) > 0 and 0 < φ(E) ≤ 1 for each nonzero object E ∈ A. We call φ(E) the phase of E. (3) An object E ∈ A is said to be semistable if φ(F ) ≤ φ(E) for each subobject F ⊂ E.
(4) A stability function Z on A is said to have the Harder-Narasimhan property if for every nonzero object E ∈ A, there is a finite chain of subobjects
whose factors F j = E j /E j−1 are semistable objects with
Theorem 2.4. [Bri07, Proposition 5.3] To give a stability condition on a triangulated category T is equivalent to giving a bounded t-structure on T and a stability function on its heart with the Harder-Narasimhan property.
2.2. Actions on the space of stability conditions. Bridgeland defined a right action of the group GL + (2, R), the universal cover of GL + (2, R), and a left action of Aut(T ), the group of exact autoequivalences of T , on Stab(T ). These actions commute with each other.
Note that GL + (2, R) can be thought of as the set of pairs (T, f ), where f : R → R is an increasing map with f (φ + 1) = f (φ) + 1 and T ∈ GL + (2, R), such that T (e 2iπφ )/|T (e 2iπφ )| = e 2iπf (φ) where we identify C and
The action of C on Stab(T ), which is a part of GL
2.3. Stability conditions and exceptional objects. Macrì discussed the spaces of stability conditions on a triangulated category T generated by finitely many exceptional objects in [Mac07] .
Definition 2.5.
(
(2) A sequence (E 1 , E 2 , . . . , E n ) is called an exceptional collection if each E i is exceptional and Hom
Definition 2.6.
(1) Let E and F be exceptional objects. We define L E F and R F E by the following distinguished triangles:
We call L E F the left mutation of F by E and R F E the right mutation of E by F .
(2) Let E = (E 1 , . . . , E n ) be an exceptional collection. We define L i E and R i E as the sequences
We call L i E (resp. R i E) the left (resp. right) mutation of E.
Proposition 2.7. (See for example [Bon89].) (1) A mutation of an exceptional collection is also an exceptional collection. (2) If an exceptional collection generates T then its mutation also generates T . (3) The following relations hold:
For an exceptional collection (E 1 , . . . , E n ), we denote by E 1 , . . . , E n the smallest extension-closed full subcategory of T containing {E 1 , . . . , E n }.
Lemma 2.8. [Mac07, Lemma 3.14] Let (E 1 , . . . , E n ) be a complete Ext-exceptional collection on T . Then E 1 , . . . , E n is the heart of a bounded t-structure on T .
Lemma 2.9. [Mac07, Lemma 3.16] Let (E 1 , . . . , E n ) be a complete Ext-exceptional collection on T and let (Z, P) be a stability condition on T . Assume E 1 , . . . , E n ∈ P((0, 1]). Then E 1 , . . . , E n = P((0, 1]) and E j is stable, for all j = 1, . . . , n.
Given a complete exceptional collection (E 1 , . . . , E n ) on T , the Grothendieck group K(T ) is a free abelian group of finite rank isomorphic to Z ⊕n generated by the isomorphism classes [E i ]. Macrì showed how to construct stability conditions from an exceptional collection.
Lemma 2.10. [Mac07] Let E = (E 1 , . . . , E n ) be a complete exceptional collection on T . A stability condition, as a pair (Z, A) of a heart A of a bounded t-structure and a stability function Z on A, is constructed by the following steps:
• Choose integers p 1 , . . . , p n such that
which is the heart of a bounded tstructure. (Lemma 2.8.)
• Pick n points z 1 , . . . , z n in H = { re iπφ ∈ C | r > 0, 0 < φ ≤ 1} and define a homomorphism
is a stability function with the Harder-Narasimhan property. • The pair (Z p , Q p ) is the stability condition. (Theorem 2.4.)
Let Θ E be the subset of Stab(T ) consisting of all stability conditions obtained by Lemma 2.10, up to the action of GL + (2, R). Lemma 2.9 implies the following immediately.
Lemma 2.11. [Mac07] Let E = (E 1 , . . . , E n ) be a complete exceptional collection. Then E i 's are stable in each stability condition of Θ E .
In general, Θ E is not the subspace consisting of stability conditions in which E i 's are stable. inductively. Consider R n with coordinates φ 1 , . . . , φ n . Let F s := (E ℓ1 , . . . , E ℓs ) ⊂ (E 1 , . . . , E n ), s > 1. Define R Fs on R n as the relation φ ℓ1 < φ ℓs + α Then C E is homeomorphic to Θ E via the map ρ : Mac07] for the proof that ρ is a homeomorphism and that C E is an open, connected and simply connected n-dimensional manifold.
Quivers with two vertices
A quiver Q consists of the following data; a set Q 0 of vertices, a set Q 1 of arrows, a map s : Q 1 → Q 0 called the source map, and a map t : Q 1 → Q 0 called the target map. We write α : a → b if s(α) = a and t(α) = b for α ∈ Q 1 . A finite dimensional representation V on Q is a family V = {V a , f α } such that V a is a finite dimensional C-vector space for each a ∈ Q 0 and f α : V a → V b is a linear map for each arrow
We denote by rep(Q) the abelian category consisting of all finite dimensional representations on Q and all morphisms; and denote by D(Q) = D b (rep(Q)) the bounded derived category of rep(Q).
In this article, we consider the quiver with finite vertices, finite arrows, no loops, no oriented cycles, and no relations on arrows. For such quiver, following results are well-known:
• Let E a ∈ rep(Q) be a representation assigning C to the vertex a and 0 to other vertices. Then {E a } a∈Q0 is a complete set of simple objects in rep(Q).
• Denote by E a ∈ D(Q) the complex assigning E a to degree 0 and 0 to other degree. Then E a is an exceptional object for each a ∈ Q 0 . • K(D(Q)) ∼ = K(rep(Q)) is the free abelian group generated by {E a } a∈Q0 .
• rep(Q) is a hereditary abelian category. Hence each X ∈ D(Q) is isomorphic to its cohomology regarded as a complex with zero differential. (e.g. [Kra07] .)
By ordering in a suitable manner, the sequence (E a ) a∈Q0 becomes a complete exceptional collection on D(Q). Hence we apply results in Subsection 2.3 to D(Q).
In fact, Macrì studied Stab(P n ) = Stab(D(P n )) where P n is the quiver as follows:
• Let S 0 and S 1 be exceptional objects in D(P n ) such that S 0 [1] and S 1 are simple objects of rep(P n ). According to [Mac07, CB92, Rin94] , if we define
inductively, then {S k } is the complete set of exceptional objects in D(P n ), up to shifts and isomorphisms. Each adjacent pair (S k , S k+1 ) is an exceptional pair. Moreover each (S k , S k+1 ) is the right mutation of (S k−1 , S k ). Note that, if n = 1, there are only three exceptional objects up to shifts and isomorphisms, i.e. S 0 , S 1 , and S 2 , up to shifts and isomorphisms. Further, the right mutation satisfies:
In particular the pair (S k , S k+1 ) is a complete exceptional pair.
Lemma 3.2. [Mac07, Lemma 4.2] In every stability condition on D(P n ) there exists a stable exceptional pair (E, F ).
Let Θ k , k ∈ Z, be a subset of Stab(P n ) consisting of all stability conditions made from (S k , S k+1 ) by Lemma 2.10. 
Proof. It follows immediately from Lemma 3.1, 3.2 and 3.3. 
Applying the proof of Lemma 2.12, we have
Since it is connected and simply connected, Stab(P n ) is connected and simply connected by using of the Seifert-van Kampen theorem. To analyze how Θ k 's are glued to each other, we change coordinates of C k .
Lemma 3.7. C k ∼ = C × H where H = {z ∈ C | Im z > 0}, the upper half plane.
Proof. Define
It is clear that ζ k : C k → C × H is a homeomorphism.
Let us note the correspondence between elements in Θ k and C × H. For z = a+bi ∈ C and w = c+di ∈ H, the corresponding stability condition σ = (Z, P) ∈ Θ k is given by
Conversely, for σ = (Z, P) ∈ Θ k , z = log |Z(S k )| + iπφ σ (S k ) and
Lemma 3.8. The action of C on Stab(P n ), described by Okada [Oka06] (see Subsection 2.2), preserves Θ k for all k.
Proof. The C-action preserves stable objects.
Therefore the orbit space is homeomorphic to H.
The case of one arrow
In this section, we analyze Stab(P 1 ). Section 3 says
where Θ k are related to (S 0 , S 1 ), (S 1 , S 2 ), and (S 2 , S 0 [1]), respectively. The inter-
consists of all stability conditions in which S 0 , S 1 and S 2 are stable. For each σ = (Z, P) ∈ O −1 , since there is a distinguished triangle
axioms of the stability condition induce
, 2) where C k and H k are copies of C and H (Lemma 3.7) . Now we analyze how C k × H k are glued each other.
Theorem 4.1. Put
e w − 1 e w and ϕ 2 (z, w) := z + log(e w − 1), log 1 1 − e w .
Then

Stab(P
where the equivalence relation is generated by (z, w) ∼ ϕ k (z, w) for each (z, w) ∈ C 0 × H 0 and k.
Proof. Because of the inequality (4.2), the intersection Proof. The proof is immediately from Theorem 4.1 and the C-action on C k × H k , described in (3.2), Section 3.
The case of multiple arrows
In this section, we analyze Stab(P n ) for n ≥ 2. Section 3 says that, in D(P n ), there is a complete set of exceptional objects { . . . , S −2 , S −1 , S 0 , S 1 , S 2 , . . . } where each adjacent pair (S k , S k+1 ) is the complete strong exceptional pair and is the right mutation of (S k−1 , S k ).
Definition 5.1. Let n ≥ 2. Define a sequence of real numbers {a k } k∈Z as
• a 0 = 0, a 1 = 1, a k = na k−1 − a k−2 for k ≥ 2, and
Lemma 5.2. In D(P n ), there is a distinguished triangle
. Moreover, for a group homomorphism Z : K(P n ) → C, the following equation hold:
Proof. It is well-known that By induction, we obtain the triangle, which we want, for k ≥ 2. For a group homomorphism Z : K(P n ) → C, the triangle induces Z(S k ) = nZ(S k−1 ) − Z(S k−2 ).
By induction, we obtain the equation (5.1) for k ≥ 2. To prove Lemma for k < 0, it is enough to do similar, using the definition of the left mutation.
The sequence {a k } k≥0 is described as follows; if n = 2, a 0 = 0, a 1 = 1, a 2 = 2, . . . , a k = k, . . . , and if n > 2, a 0 = 0, a 1 = 1, a 2 = n, a 3 = n 2 − 1, . . . , are convergent sequences:
We now ready to analyze how Θ k 's are glued each other. As we saw in Section 3, the space of stability conditions is a union of Θ k 's:
where each Θ k is the subset consisting of all stability conditions in which S k and S k+1 are stable. Θ k is homeomorphic to C k × H k where C k and H k are copies of C and H respectively. The intersection O −1 = Θ k ∩ Θ h (for all k = h) is the subset consisting of all stability conditions in which S k are stable for all k.
