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Les réseaux optiques dynamiques et flexibles font partie des scénarios d’évolution des
réseaux de transport optique. Ceux-ci formeront la base de la nouvelle génération des
réseaux optiques de demain et permettront le déploiement efficace des services tel
que le Cloud Computing. Cette évolution est destinée à apporter flexibilité et automa-
tisation à la couche optique, mais s’accompagne d’une complexité supplémentaire,
notamment au niveau de la gestion et de la commande de cette toute nouvelle généra-
tion de réseau.
Jusqu’à récemment, les protocoles de routage et de signalisation normalisés ont
pris en compte plusieurs paramètres physiques tels que l’information spectrale de
la bande passante, le format de modulation, et la régénération optique. Cependant,
d’autres paramètres sont encore nécessaires (par exemple, les puissances optiques des
liens, le gain des amplificateurs) afin de faire fonctionner efficacement de grands ré-
seaux. Dans ce contexte, il y a un besoin d’étudier les réseaux optiques existants ainsi
que les différentes méthodes de prise en compte de la couche photonique dans le plan
de contrôle. Le but est d’avoir un réseau optique automatique, flexible et program-
mable, mais surtout efficace de point de vue économique et opérationnel.
L’utilisation de la technologie à grille flexible a un impact sur les réseaux optiques
existants, où presque tous les équipements devront être remplacés, ce qui entrainera
un cout additionnel pour les opérateurs. Dans ce travail, nous étudions les réseaux
optiques actuels et évaluons l’impact de la flexibilité sur les infrastructures existantes.
Ensuite, nous identifions plusieurs paramètres optiques à contrôler et proposons des
extensions protocolaires afin d’intégrer ces paramètres dans un plan de contrôle GM-
PLS. De plus, nous développons les algorithmes de routage et de signalisation qui per-
mettent la mise en oeuvre d’un plan de contrôle efficace qui répond au besoin de la
flexibilité. Enfin, l’ensemble de nos propositions et de nos solutions sont évaluées sur





Dynamic and flexible optical networks are among the evolution scenarios of the optical
transport networks. These form the basis of the new generation of optical networks of
tomorrow and enable the effective deployment of services such as cloud computing.
This evolution is intended to provide flexibility and automation to the optical layer.
However, it results in additional complexity, particularly in terms of the management
and control of this new network generation.
Until recently, the standardized routing and signaling protocols have been taking
into account several optical parameters like the spectral bandwidth information, mod-
ulation format, and optical regeneration. However, other parameters (e.g., link optical
powers, gain of optical amplifiers) are still required in order to efficiently operate large
optical networks. In this context, there is a need to study the existing optical networks
and the different integration methods of the photonic layer in a control plane. The goal
is to get an automatic optical network that is flexible, programmable, and at the same
time efficient from an economical and operational perspective.
The use of flexible grid technology has an impact on existing optical networks,
where almost all the equipment must be replaced, resulting in an additional cost to
network operators. In this work, we study the current optical networks and evaluate
the impact of flexibility on the existing infrastructures. Then, we identify several phys-
ical parameters to be controlled and propose protocol extensions in order to integrate
these parameters in the GMPLS control plane. In addition, we develop the routing and
signaling algorithms that allow the implementation of an efficient control plane that
addresses the need for flexibility. Finally, the set of our proposals and solutions are
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Introduction
Les réseaux de transport optiques constituent la base des systèmes de télécommunica-
tions d’aujourd’hui. Grace à la grande capacité et la longue portée des fibres optiques
qui les constituent, ils sont utilisés pour interconnecter les grandes villes et les pays à
internet et aux fournisseurs de services dans le monde entier. La convergence techno-
logique vers un plan de données unifié fait que tout le trafic issu de n’importe quelles
couches de services (IP / MPLS, Ethernet, DSL, ATM, etc.) est transporté sur les ré-
seaux optiques grâce aux systèmes de transmission WDM. Ce rôle crucial des réseaux
optiques, ainsi que leurs coûts considérables en termes de CAPEX (dépenses en ca-
pital) et OPEX (dépenses opérationnelles) explique la forte attention accordée par les
opérateurs à ces réseaux, en particulier en termes de performance et de gestion de res-
sources.
Au cours des dernières années, nous avons assisté à l’explosion du trafic Internet en
raison de la croissance phénoménale des applications d’Internet telles que les vidéos,
la HDTV, le trafic de données mobiles, les jeux en ligne, le partage de fichiers, les sites
de réseautage social, etc. Cette demande croissante de bande passante est estimée de
produire encore une augmentation significative dans les années à venir. Tout cela a
stimulé le besoin de réseaux IP à haute vitesse, mais aussi la nécessité d’accroître la ca-
pacité des réseaux de transport optiques. Pour faire face à cette tendance, les progrès
technologiques en communication optique ont été déclenchés, afin d’obtenir des sys-
tèmes de transmission optique efficaces, offrant des débits élevés avec une utilisation
efficace de la bande passante. L’objectif est d’évoluer vers des infrastructures de réseau
coeur optique flexible et dynamique.
Les réseaux de transport optiques d’aujourd’hui sont construits en utilisant le
système de transmission WDM. Plusieurs canaux optiques sont présents au sein de
chaque fibre optique. Chaque noeud optique du réseau contient un ensemble de mo-
dules WSS (Wavelength Selective Switch) qui permettent de commuter optiquement
n’importe quel canal optique. Cependant, ces systèmes WDM sont conçus avec la
technologie fixed-grid, avec l’inconvénient de ne pas pouvoir exploiter efficacement
les ressources en bande passante optique du réseau : chaque canal optique occupant
une bande passante identique et offrant un débit fixe. La nécessité d’une plus grande
capacité dans les réseaux optiques stimulée par l’augmentation du trafic a déclenché
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de nombreuses avancées technologiques [1], conduisant à l’introduction des techno-
logies flex-grid pour la commutation optique. Cette technologie permet une gestion
dynamique et efficace des ressources de bande passante disponibles au sein du ré-
seau. En effet, les réseaux flex-grid sont attrayants en raison de leur potentiel d’amé-
lioration de l’efficacité spectrale d’environ 30%. Ils offrent la possibilité de fournir des
canaux de bande passante variable (i.e., plus petit ou plus grand de 50GHz), et per-
mettent ainsi le développement futur de transpondeurs à débit binaire supérieur. Ce-
pendant, le déploiement des réseaux flex-grid nécessitera beaucoup plus qu’un WSS
flex-grid [1]. Ces réseaux nécessiteront des ROADMs (Reconfigurable optical add/drop
multiplexer) flexibles, des transpondeurs conçus pour fonctionner sur une grille ayant
des longueurs d’onde plus étroites, de nouveaux logiciels de gestion du réseau et des
outils de planification du réseau plus sophistiqués. De plus, ils devraient être en me-
sure de gérer la problématique de la fragmentation de la bande passante qui apparaîtra
à cause de l’établissement et de la suppression de canaux optiques ayant des largeurs
de bande variables dans un environnement présentant un trafic dynamique.
En général, l’objectif principal d’un opérateur de réseau est d’assurer un équilibre
entre la gestion optimale des ressources et la minimisation des coûts associés à l’ex-
ploitation du réseau. Les opérateurs sont de plus en plus à la recherche de solutions
automatisées pour optimiser le routage et l’allocation des ressources dans la phase
opérationnelle. A cet égard, un plan de contrôle intelligent joue un rôle important dans
l’évolution des réseaux optiques. Le plan de contrôle permettra d’activer les équipe-
ments constituant le réseau optique et de gérer de nouveaux services dynamiques et
donc la demande variable de trafic. Il améliore également l’efficacité du réseau et la ré-
silience du réseau. Enfin, il aide à réduire les frais d’exploitation en simplifiant la mise
en service et la maintenance du réseau, ce qui permet la fourniture rapide de bande
passante et d’éviter les processus manuels de configurations complexes et longues.
Le protocole GMPLS (Generalized Multiprotocol Label Switching) est une des im-
plémentations possibles du plan de contrôle. Il est bien connu, couramment et majo-
ritairement utilisé pour la gestion des réseaux optiques. Il est proposé et développé par
l’IETF (Internet Engineering Task Force) en tant qu’un plan de contrôle générique pour
les réseaux utilisés pour le provisionnement des chemins de bout-en-bout pour les
réseaux des fournisseurs de services Internet et télécoms. Cependant, la norme GM-
PLS actuelle ne prend pas en charge toutes les fonctionnalités annoncées par la tech-
nologie flex-grid. Pour cela, de nombreuses améliorations doivent être apportées aux
protocoles du plan de contrôle GMPLS afin de prendre en compte les phénomènes
tels que les dégradations optiques et la fragmentation. De plus, ils devront prendre en
compte aussi les mécanismes tels que le routage et affectation du spectre (RSA), l’in-
teropérabilité entre les fournisseurs d’accès internet, et la virtualisation des services de
transport.
Dans ce contexte difficile, cette thèse vise à améliorer les fonctionnalités de gestion
du plan de contrôle GMPLS afin de faciliter l’intégration de la technologie flex-grid
dans les réseaux optiques actuels. Le travail réalisé est divisé en deux parties princi-
pales. La première partie se concentre sur les conséquences de la migration vers un
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réseau flex-grid sur la couche optique. Plus précisément, nous nous concentrons sur
le niveau de puissance des amplificateurs optiques et nous proposons une solution
au problème d’intégration de la flexibilité sur les infrastructures existantes des réseaux
optiques fixed-grid. La deuxième partie se concentre davantage sur les aspects du plan
de contrôle où des améliorations et de nouvelles extensions protocolaires sont propo-
sées pour inclure les paramètres optiques identifiés dans le plan de contrôle GMPLS.
Des nouveaux algorithmes de routage et de mécanismes de signalisation sont dévelop-
pés dans le cas des réseaux optiques transparents et translucides.
Contributions
La croissance exponentielle du trafic dans les réseaux optiques a déclenché l’évolu-
tion vers des réseaux optiques flexibles, promettant un gain significatif pour les opé-
rateurs de réseau en termes d’efficacité spectrale sur leurs infrastructures de réseau
optique. Cependant, le déploiement de nouveaux liens optiques et le remplacement
des équipements optiques existants rendent la technologie flexible très coûteuse pour
les opérateurs des réseaux malgré ses promesses de capacité accrue. Dans ce contexte,
les opérateurs de réseaux tentent de réduire les coûts (c’est-à-dire les coûts d’achat et
d’exploitation) de la migration vers les réseaux flexibles en maintenant l’utilisation de
leurs infrastructures existantes.
Dans ce travail de thèse, nous avons abordé la technologie flexible et ses impacts
sur le plan de données et le plan de contrôle des réseaux de transport optiques actuels.
Nous nous sommes concentrés sur le problème de la saturation de la puissance qui
pourrait éventuellement être rencontré lors de la migration des réseaux optiques fixed-
grid vers les réseaux optiques flex-grid lorsqu’on tente de conserver les infrastructures
optiques actuelles. En particulier, nous avons abordé le problème qui n’a jamais été
étudié précédemment, concernant la saturation de puissance dans les amplificateurs
optiques due à l’augmentation du nombre de canaux optiques établis.
L’objectif principal de notre travail était, d’une part, d’évaluer ce problème de sa-
turation de puissance et de proposer une solution qui puisse être facilement implé-
mentée dans un plan de contrôle optique. D’autre part, démontrer que l’amélioration
de l’intelligence du plan de contrôle permet d’optimiser les ressources du réseau et de
bénéficier ainsi de l’augmentation de capacité offerte par la technologie flexible tout
en conservant les infrastructures optiques existantes.
C’est dans ce contexte que le travail a été réalisé, les contributions et les résultats
sont résumés comme suit :
• Nous avons d’abord introduit au chapitre 1, l’évolution des réseaux optiques
en distinguant le plan de données et le plan de contrôle car ils constituent les
deux parties principales d’un réseau optique automatisé. Nous avons présenté la
phase de conception du réseau et les éléments physiques qui peuvent avoir un
impact sur la conception et le contrôle des réseaux optiques. Enfin, nous nous
sommes concentrés sur la suite de protocoles de contrôle, GMPLS, largement
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utilisée et nous avons fourni une description fonctionnelle de ses protocoles de
routage et de signalisation.
• L’évolution vers des réseaux flexibles et l’impact de la flexibilité sur le plan de
données et le plan de contrôle des réseaux optiques actuels sont présentés au
chapitre 2. Nous avons montré comment les changements dans le plan de don-
nées rendus nécessaires par l’ajout d’équipements optiques flexibles peuvent
augmenter la complexité de l’algorithme de routage, et donc ils nécessiteront
une amélioration des protocoles du plan de contrôle de tout réseau optique
automatisé. Ensuite, nous avons présenté les travaux existants dans la littéra-
ture qui traitent de la flexibilité, démontrant que l’évolution vers des réseaux
flexibles automatisés permet d’optimiser les ressources et d’augmenter la capa-
cité des réseaux optiques actuels. Enfin, nous avons souligné que l’augmentation
du nombre de canaux offerts par la technologie flexible peut augmenter le niveau
de puissance optique dans les liens optiques, soulevant l’importance de prendre
en compte la puissance optique comme une limitation lors de la migration vers
un réseau flexible.
• Dans le chapitre 3, nous avons abordé le problème de saturation de puissance
qui pourrait apparaitre après la migration du réseau fixed-grid vers le réseau
flex-grid lorsque l’on maintient en service les infrastructures optiques existantes.
Nous nous sommes concentrés tout d’abord dans ce chapitre, sur les réseaux op-
tiques transparents avec un modèle de trafic incrémental, pour simuler le cas du
réseau statique. Le problème de saturation de puissance a été abordé comme
suit : Tout d’abord, nous avons développé une méthode de conception de liens
optiques qui nous a permis de déterminer le niveau de puissance sur les liens du
réseau. Ensuite, nous avons identifié les paramètres essentiels requis par un plan
de contrôle optique pour contrôler et évaluer ces niveaux de puissance. Deuxiè-
mement, nous avons proposé un processus d’adaptation de puissance par ca-
nal qui bénéficie des marges de transmission pour réduire la puissance trans-
mise des canaux optiques. Finalement, nous avons proposé un algorithme de
calcul de chemin, avec des extensions protocolaires pour les protocoles de rou-
tage et de signalisation de la suite protocolaires GMPLS, afin de fournir la mise
en oeuvre pratique d’un tel processus d’adaptation de puissance. Les résultats
de la simulation ont démontrés que les niveaux de puissance de l’infrastructure
fixed-grid ne sont pas suffisants pour permettre l’augmentation du nombre de
canaux optiques lors de la migration vers un réseau flex-grid. Ils ont également
montré que l’utilisation du processus d’adaptation de puissance permet de ré-
duire le problème de saturation de puissance et donc d’augmenter la capacité
du réseau. Enfin, ils ont démontré aussi que l’augmentation du nombre des plus
courts chemins calculés ne permet pas d’éviter complètement le problème de
saturation, même si le processus d’adaptation de puissance est utilisé.
• Dans le chapitre 4, nous avons étendu notre étude au cas des réseaux translu-
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cides (donc avec régénération) sous un modèle de trafic dynamique, pour si-
muler le cas des futurs réseaux optiques automatiques et flexibles. Le processus
d’adaptation de puissance et l’algorithme de calcul de chemins ont été adap-
tés au cas des canaux optiques régénérés. Ensuite, nous avons proposé de nou-
velles extensions aux protocoles de routage et de signalisation pour permettre
la gestion de la régénération optique et l’adaptation de puissance. Les résultats
de la simulation ont montré que le problème de saturation de puissance se pose
même à une faible charge du réseau et sous des modèles de trafic dynamique.
En plus, comme dans le chapitre 3, l’augmentation de la capacité du réseau ne
peut pas être exploitée si le processus d’adaptation de puissance n’est pas utilisé
dans les scénarios flexibles. Il a été montré également que la méthode de régéné-
ration utilisée dans l’algorithme de calcul de chemins peut impacter les perfor-
mances et le coût du réseau. Pour aller plus loin, nous avons répété les simula-
tions sur des topologies de réseau supplémentaires. Les résultats ont montré une
forte dépendance entre la topologie du réseau et l’apparition du problème de sa-
turation de puissance. Les topologies possédant des liens optiques introduisant
une faible dégradation du signal auront probablement des marges de puissance
suffisantes pour éviter le problème de saturation de puissance et pourront sup-
porter les canaux flexibles supplémentaires lorsque le processus d’adaptation de
puissance sera utilisé.
• Dans le chapitre 5, nous nous sommes intéressés au problème persistant de sa-
turation de puissance dans les réseaux optiques translucides flexibles. Par consé-
quent, nous avons proposé un nouvel algorithme de régénération qui utilise les
informations de puissance des liens du réseau pour sélectionner les sites de ré-
génération. L’algorithme a été appliqué dans les scénarios flexibles en utilisant le
processus d’adaptation de puissance, où le problème de saturation se pose en-
core. Les résultats de simulation ont montré que l’algorithme réussit à éviter le
problème de saturation de puissance en modifiant la répartition de puissance
sur les liens du réseau. Cependant, la performance de l’algorithme a montré une
dépendance vis-à-vis de la topologie du réseau.
Conclusion
Ce travail a mis en évidence l’importance de prendre en compte l’information de puis-
sance des liens optiques lors de la migration vers les réseaux flex-grid. Il a permis de
comprendre l’impact des niveaux de puissance des liens optiques sur le gain de capa-
cité attendu de la technologie flexible. De plus, ce travail a permis de développer les
extensions protocolaires et les algorithmes de calcul de chemins nécessaires pour réa-
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OPTICAL transport networks constitute the backbone of today telecommunicationssystems. Thanks to their high capacity and long reach, they are used to inter-
connect the major cities and countries to internet and service providers around the
world. The technological convergence towards a unified data plane makes that all traf-
fic from a variety of service layers (IP/MPLS, Ethernet, DSL, ATM, etc.) is carried over
optical networks thanks to Wavelength division multiplexing (WDM) transmission sys-
tems. This critical role of optical networks as well as their considerable costs in terms
of CAPEX (Capital Expenditure) and OPEX (Operational Expenditure) explains the high
attention given by operators to such networks, especially in terms of performance and
resource management.
In the recent past years, we have witnessed the explosion of internet traffic due to
the phenomenal growth of Internet applications such as videos, HDTV, mobile data
traffic, online gaming, file sharing, social networking sites, cloud services, etc. This
growth in demand for bandwidth is estimated to still provide a significant increase in
the coming years. All this has stimulated the need for high speed IP networks but also
the need to increase the capacity of optical transport networks. To cope with this trend,
technological advances in optical communication have been triggered in order to get
efficient optical transmission systems offering high data rates with efficient bandwidth
utilization. The goal is to evolve to a more flexible and dynamic optical core network
infrastructures.
Today’s optical transport networks are built using WDM transmission systems. Ev-
ery link fiber supports several optical channels (one on each available wavelength).
Every optical node in the network contains a set of Wavelength Selective Switch (WSS)
modules that allow to optically switching any optical channel. However, these WDM
systems are designed with fixed-grid technology; with the disadvantage of not being
able to effectively exploit the optical bandwidth resources of the network. The need
for more capacity in optical networks driven by the traffic increase has triggered many
technological advances [1] leading to introduction of the flexible grid technologies for
optical switching. This technology allows the dynamic and efficient management of
the available bandwidth resources of the network. Indeed, flexible-grid networks are
attractive because of their potential to improve spectral efficiency by approximately
30% [3]. They give the possibility to provision channels with greater than 50 GHz
of bandwidth enabling the future deployment of higher bit-rate transponders. How-
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ever, the deployment of flexible-grid networks will require far more than flexible grid
WSS [1]. Such networks will require flexible grid reconfigurable optical add/drop multi-
plexer (ROADMs), transponders designed to operate over a finer wavelength grid, new
management software, and more sophisticated planning tools. Moreover, they should
be able to manage bandwidth fragmentation problematic that will appear due to the
setup and teardown of mixed sizes of bandwidths in a dynamic network environment.
In general, the major objective of an operator is to ensure a balance between op-
timal management of resources and minimization of costs associated with the opera-
tion of the network. Operators are increasingly looking for more automated solutions
to optimize routing and allocation of resources in operational phase. In this respect, an
intelligent control plane plays an important role with the evolution of optical networks.
A control plane enables the optical network to support and manage new, dynamic
services and traffic demands. It also improves network efficiency and resiliency when
applied for dynamic service restoration. Finally, it helps reducing operating expenses
by simplifying service turn-up and network maintenance, allowing quickly bandwidth
provision and automating complex configuration processes.
The Generalized Multiprotocol Label Switching (GMPLS) protocol is one of the
well-known and commonly adopted control plane used for managing optical net-
works. It is proposed and developed by the Internet Engineering Task Force (IETF) as
a generic network control plane framework. It is used for end-to-end lightpath provi-
sioning and core tunneling technologies of the Internet and telecom service providers.
However, the current GMPLS standards do not support yet all features announced by
flexible grid technology. Therefore, many improvements should be made to the GMPLS
control plane protocols in order to support mechanisms such as impairment aware-
ness, routing and spectrum assignments (RSA), spectrum defragmentation, multi-
vendors and multi-layer interoperability, and network services virtualization.
In this challenging context, this thesis aims to improve GMPLS control plane man-
agement functionalities in order to facilitate the integration of flex-grid technology
in current optical networks. The realized work is divided into two main parts: the
first part focus on the physical layer consequences when migrating to flexible grid
network. More specifically, we focus on the power level of optical amplifiers and
propose a solution to the flexibility integration problem over the existing fixed-grid
network infrastructures. The second part focuses more on control plane aspects where
enhancements and new protocol extensions are proposed to include the identified
optical parameters in a GMPLS control plane. New routing algorithms and signaling
mechanisms are developed for the case of transparent and translucent optical net-
works.
The thesis work is organized as follows:
Chapter 1 presents the background knowledge that is used in this thesis. Firstly, it
gives a description of optical networks evolution and describes the physical impair-
ments affecting the optical signal during its propagation in the network. Then, it high-
INTRODUCTION 3
lights the relation between optical link design, impairments estimation and the opti-
cal control plane. Secondly, it presents briefly the basic functionalities of an optical
control plane and detailed the routing and wavelength assignment problem in optical
networking. Finally, some of the existing control plane protocols are presented with a
focalization on the GMPLS-based protocol suite functionalities.
Chapter 2 is dedicated to the state of the art of the flexible grid technology and to
its impact on the optical and control plane of optical networks. The first part, presents
some hardware aspect on optical switching and the improvements realized to the opti-
cal plane to improve its flexibility. The second part is dedicated to the impact of flexibil-
ity on the control plane and how it affects path computation, impairment estimation
and GMPLS control plane protocols. The last part presents some of the recent studies
on flexibility and resources optimization in flexible optical networks. Then, it intro-
duces the problematic and the motivations of this thesis.
Chapter 3 presents the problem that could be faced when migrating from fixed
grid to flexible grid networks. More specifically, the power saturation problem at opti-
cal amplifiers level when keeping in uses the already deployed optical links (i.e., optical
fibers and amplifiers). A power adaptation method is proposed to avoid this power sat-
uration. Moreover, protocol extensions, routing algorithm and signaling mechanism
are also proposed for transparent optical networks.
In Chapter 4, the case of the translucent optical network is considered, where a
state of the art on the existing protocol extensions and signaling mechanisms that deals
with optical regeneration is first presented. Secondly, protocols extensions, routing al-
gorithm and signaling mechanisms are proposed to implement the power adaptation
process in the case of optical regeneration. Finally, the power saturation problem and
the power adaptation process are evaluated over different network topologies.
Chapter 5 focuses on the power saturation problem over highly loaded links, where
the power adaptation process was not sufficient to resolve saturation problem. There-
fore, a power aware regeneration algorithm is proposed in order to reduce the power
level over highly loaded link and thus avoiding power saturation.
Finally, this work is summarized by providing conclusions and perspectives that











THIS chapter aims to present the background of this thesis. It offers a general de-scription of the data and control planes of the automated optical networks. In the
first part, the data plane aspects such as the evolution of the optical networks, the op-
tical impairments, the link design and the estimation of impairments are presented.
They allow understanding the importance of optical impairments and network design
phase, on the determination of the optical resources and on the performance of any
optical network. In the second part, the role and the objectives of the optical control
plane are presented, with a focus on the GMPLS protocol suite that will be used in this
work.
These two parts will help understanding how an automated optical network works.
The flexibility aspects in optical networks and its impact on the data and control planes
are left to the Chapter 2.
1.1 The optical transport networks: evolutions and
problematic
One of the main trends of our time is the growing bandwidth demands of business and
carrier networks, due primarily to new uses related to Internet (multimedia services,
electronic commerce, etc.) [4]. This change was accompanied by a profound techno-
logical transformation of transport networks in order to carry the ever-growing traffic
volumes.
The optical fiber is a part of these trends and brings significant improvements in
terms of rates, reaches, but not only. It is more reliable, more efficient and has a lower
cost and more returns on investment compared to copper cables. However, new prob-
lems arise, especially in terms of routing. Indeed, the control of photons circulating in
5
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the optical fiber is not an easy task as the electrical signal processing in copper net-
works. Therefore, optical-electrical conversion solutions have been implemented. The
optical signals are converted into electrical signals with a transceiver to be processed
by upper layers, while optical nodes based on Reconfigurable Optical Add/Drop Multi-
plexer (ROADM) steer the optical signals on the optical fibers. This approach takes the
advantage of the high capacity of the optical layer.
The transport networks have evolved through three main steps: asynchronous
networks PDH (Plesiochronous Digital Hierachy), SDH synchronous networks (Syn-
chronous Digital Hierarchy) and Optical transport networks (OTN) for the rates beyond
10 Gbits/s. These networks were originally used to transport the traffic of operators
(e.g., IP/MPLS flows, ATM, Ethernet, xDSL). The OTN layer uses the optical fibers to en-
sure a converging transport layer, integrating all functions usually performed by higher
layers and encapsulating all their traffic. The OTN transport layer allows the multiplex-
ing, routing, management and supervision of optical channels carrying client data in
the network. The traffic transported by the OTN layer is usually sent over WDM (Wave-
length Division Multiplexing) optical networks when the distances exceed few tens of
kilometers. In Figure 1.1, we show a network architecture where the packet backhaul
traffic in the metro segment and the IP traffic in the core segment of the network are
transported by the WDM layer. In this architecture the OTN is a network standard that
only serves as encapsulation of the traffic (there is no OTN switching equipment). In
this work, we are interested only in WDM optical networks (Figure 1.1) and we do not
take into account the possible grooming in OTN sub-layer.
Figure 1.1: Operator networks hierarchy
The WDM optical networks use the wavelength division multiplexing technique to
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allow transporting simultaneously a high number of wavelengths (i.e., optical chan-
nels) per fiber. This transmission technique allows better utilization of fiber band-
width, thereby reducing costs and making best usage of the existing network infras-
tructures. Optical transport network based on WDM can operate in three different
transport modes, depending on the resort to optical-to-electrical-to-optical (OEO)
conversions. These modes are known as opaque, transparent and translucent [5]. In
the following, we briefly describe the main characteristics of them.
1.1.1 Opaque mode
In this mode optical-electrical conversions are systematically performed when cross-
ing any node. Opaque mode uses point-to-point connectivity, which means that all
optical channels between any source and destination node are OEO converted at each
intermediate node. This conversion enables the different services to be aggregated ac-
cording to their needs at each node. The reception and retransmission of the optical
signal in each crossed node is called ”signal regeneration”, which means that all im-
pairments accumulated before the OEO conversion are cancelled.
In fact, optical signals are degraded when propagating in the optical fibers due to
physical impairments. The advantage of this mode is that it eliminates the cascading
of physical impairments (i.e., optical impairments) and allows services to be flexibly
steered on any route without any limit of distance. Moreover, the OEO conversion al-
lows benefiting from the aggregation and disaggregation of traffic in the electrical layer
to better fill the optical channels. However, this mode increases the cost of the network
when a large amount of traffic transits in nodes without the need to be groomed (i.e.,
grooming is not required): the systematic OEO conversion in this case is not required
and could be saved by bypassing the nodes. This drives us to the second mode: trans-
parent mode.
1.1.2 Transparent mode
In order to reduce the cost of optical transport network by eliminating the OEO con-
versions, new concepts of nodes have emerged [6, 7]. ROADMs are the best example of
this kind of photonic nodes. This type of node is capable of switching in optical domain
an optical signal arriving from an input fiber to another output fiber without necessar-
ily undergoing an OEO conversion, giving the possibility to have transparent optical
networks.
In transparent optical networks, all optical connections between a source and a
destination node are optically switched when passing through intermediate nodes.
The OE and EO conversions are only present at the source and destination nodes in
order to allow the insertion and extraction of the signal (i.e., data packets) from the
optical network. The advantages of such networks are in terms of cost and power con-
sumption since no longer OEO conversions are performed in intermediate nodes. It is
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thus a viable choice for small-scale networks with short diameter and limited number
of nodes.
However, it is not likely to be a practical solution for large scale networks for the
following reasons:
• Physical impairments: the optical signal propagation in optical fiber undergoes
physical degradation that depends on several aspects, like the characteristics of
fiber and optical amplifiers. This limits the reach of optical signals, especially
when crossing a high number of optical links and nodes.
• The continuity of wavelength: In transparent networks, the chosen wavelength
at the transmitter side cannot be changed in transit nodes, because the resort to
intermediate OEO devices is forbidden1. Therefore, the same wavelength is used
over all crossed optical links.
It is not easy to choose between opaque and transparent networks. An opaque net-
work appears easier to manage and to optimize; but this simplicity comes at the ex-
pense of the number of resources consumed. A transparent network gives the possi-
bility to reduce OEO conversion. However, this creates complexity due to the physical
impairments and wavelength continuity. Therefore, in order to resolve transparency
problems while keeping its advantages, another network concept is privileged: translu-
cent network.
1.1.3 Translucent mode
The translucent mode is a compromise between economy and performance. In this
mode, the optical signal is optically switched until its quality degrades below a thresh-
old or wavelength contention occurs. In this case an OEO conversion is performed in
order to eliminate the physical impairments or to avoid wavelength contention or for
traffic aggregation needs. In other words, the optical signal is regenerated/groomed
only if necessary. Moreover, in case only regeneration is required, and no grooming,
a regenerator (i.e., OEO device) is used, which is a repeater that helps to clean up the
signal and improve transmission quality.
A translucent optical network resolves the scalability and impairment problem.
Moreover, it allows cost reduction for the network operator since much less regener-
ation resources are needed and offers more flexibility. This type of network represents
our nowadays and future transport optical networks. As mentioned before, the optical
regeneration is performed when the signal quality degrades below a certain threshold.
However, the difficulty is to evaluate this degradation. Therefore, two evaluation tech-
niques exist: reactive and proactive.
1There are optical equipment capable of optically regenerating/changing the wavelength of an op-
tical signal, and thus without requiring OEO conversion. However, this solution is very expensive and
not sufficiently mature to support all types of signals (e.g., all modulation formats). This is why optical
continuity is an important constraint in optical networks and must be taken into account.
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The reactive technique consists in establishing the optical channel, then evaluat-
ing if the channel quality is acceptable through a real time signal quality measurement.
It is a non-stable and risky technique, especially, if the optical channel is not feasible
(i.e., the signal quality not acceptable) and there is a need for a regenerator that could
potentially not be available over the optical path. Moreover, this technique is not effec-
tive for future automatic optical networks since it reduces the performance of networks
in terms of connection blocking and channel establishment delay (i.e., high establish-
ment delay for unfeasible channels).
The proactive technique consists in estimating the physical feasibility of the optical
channel before establishing it. In this case, the feasibility of the channel is known in ad-
vance and thus regenerators can be placed in intermediate nodes in case of unfeasible
channel. However, a re-evaluation can be done after the establishment of the chan-
nel, because if the channel quality is not acceptable (due to inaccurate impairment
estimation) a restoration mechanism can be triggered. In fact, the estimation of chan-
nel quality is done through an impairment estimator that is based on the modeling
of optical impairments. This requires an accurate modeling of impairments in order
to reduce the error margin between estimation and measurement, and thus reducing
connection blocking.
1.2 Optical impairments
As optical signal propagates through the optical fibers and nodes, it encounters several
physical degradation that affect its intensity, quality, temporal and spectral properties.
These physical impairments can be classified into two major groups: linear and non-
linear [8]. The linear impairments are independent from signal power. The non-linear
impairments depend on the optical power and on the number of established channels.
They induce interference due to the interaction between them. However, in this work,
we are not interested specifically to each impairment types, but more to their impact
on signal quality and on the design of optical links.
In the following we briefly present these two groups of impairments in order to
understand them. We highlight the most important between them and cite some mit-
igation techniques. Then, we discuss the importance of having accurate estimation
and models for these impairments, and explain their relation with the design of opti-
cal links. Finally, a state of the art on existing physical impairment estimator is then
presented, identifying relevant parameters and deducing specific engineering rules.
1.2.1 Linear impairments
1.2.1.1 Power attenuation
The power attenuation is the loss in optical power that a signal encounters when prop-
agating through an optical fiber. The output power Pout after propagating through an
optical fiber of length L is given by Pout = Pi ne−α×L , with Pi n is the input power and α
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is the fiber attenuation coefficient. This power attenuation is due to absorption, reflec-
tions, refractions, bending losses, Rayleigh scattering [8]. Usually, power attenuation is
regularly compensated by optical amplifiers.
1.2.1.2 Amplifier Spontaneous Emission (ASE)
The most important source of linear impairment in optical transmission systems is the
ASE noise. It is generated by spontaneous decay of electrons in the upper energy levels
to lower energy levels in the atoms of Erbium doped material. It is produced by the
optical amplifiers used to amplify the power of optical signals due to the encountered
power attenuation during their propagation. ASE noise is evaluated by the noise figure
(NF) of the optical amplifiers, and it is amplified as the optical signal goes through
other optical amplifiers2.
The ASE noise acts on the Optical Signal to Noise Ratio (OSNR) which is the pa-
rameter used to evaluate the quality of the optical signal. The OSNR is an important
parameter that characterizes the performance of the optical channel. It represents the
power ratio of the useful signal and the produced noise.
1.2.1.3 Polarization Dependent Loss (PDL)
The PDL occurs in passive optical components like optical couplers, filters, isolators,
multiplexers/demultiplexers, and photodetectors. The PDL value increases with the
number of the crossed components. However, the accumulation of penalties gener-
ated by this phenomenon is taken into account in terms of system margins (i.e., as
a limitation on the number of the crossed components or OSNR penalty), which are
explained in Chapter 2.
1.2.1.4 Chromatic Dispersion (CD)
The chromatic dispersion originates from the dependence between the index of the
optical fiber and the wavelength. This distortion causes inter-symbols interference.
The CD depends on the modulation format, bit-rate and on the physical character-
istics of the optical fiber. Moreover, it is cumulative where the total dispersion at the
end of a light-path is the sum of dispersion on each optical link constituting the taken
path. It is easily compensated and one of the most deployed compensation techniques
is based on dispersion compensation fiber (DCF) on conventional dispersion managed
systems. Recent coherent transmission systems do not need such modules, therefore,
they are replaced by digital signal processing (DSP) techniques at the receiver side [9].
2This noise does not decrease with the power attenuation encountered during signal propagation.
That is why we need to amplify regularly and not all at once.
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1.2.1.5 Polarization Mode Dispersion (PMD)
The PMD originates from the impurities in optical fiber making that the two orthog-
onal polarization of the optical signals propagate with different velocities resulting in
variable in time pulse spread and overlap. The PMD is one of the major linear impair-
ments. It is cumulative and is proportional to the square root of propagation distance
and its effects are random and time-dependent. In coherent transmission system the
PMD is compensated through DSP algorithms.
1.2.1.6 Linear Crosstalk (CT)
The crosstalk arises due to the imperfect isolation in optical components (add/drop
ports, multiplexers/demultiplexers, and optical switches) causing power leakage be-
tween WDM channels during the filtering operation and insertion/extraction of optical
signals. The impact of this type of impairment on the optical channels is taken into ac-
count during the design of WDM systems, because the computation complexity of the
CT increases with the number of crossed elements. This phenomenon can be reduced
by installing network devices having good isolation.
1.2.1.7 Filter concatenation
The filter concatenation causes the narrowing of spectral width of the optical channel
as it goes through a set of filters along the crossed path. In this work, this impairment
is taken into account as an optical OSNR penalty.
1.2.2 Non-linear Impairments (NLIs)
The non-linear effects arise from the materials properties (refractive index, loss, etc.) of
the optical fibers and from the optical power intensity. The dependence between the
refractive index and the optical power causes the Kerr effect, creating three kinds of
impairments: self-phase modulation (SPM), cross-phase modulation (XPM), and four-
wave mixing (FWM). Various factors contribute to the increase in non-linear impair-
ments: the aggregated optical power of all optical channels, the type of fiber, inter-
channels spacing. Moreover, when the optical power level is high, a scattering phe-
nomenon appears due to the interaction between fiber materials and optical channels.
The intensity of this phenomenon increases rapidly when the optical power exceeds a
certain threshold. This inelastic scattering phenomenon causes the SRS (Stimulated
Raman Scattering) and SBS (Stimulated Brillouin Scattering).
In summary, several optical impairments impact the signal quality, where the non-
linear impairments are the most difficult to compensate. However, some of them have
more impact than the others. Therefore, taking them into account is the only way to
ensure good reception of any optical signal. This lead us to the optical link design step
during the creation of optical networks.
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1.3 Link design and impairment awareness
As explained before, with the introduction of transparency in optical networks, the
paths that were previously feasible in opaque network may no longer be feasible due to
impairments accumulation. Therefore, it is important to take into account the physi-
cal feasibility of optical paths during network planning and dimensioning but not only.
Determining the physical feasibility of optical paths through impairments estimation
is the key for having an automatic transparent optical network [10]. Therefore, these
impairments should be modeled and integrated in the control plane of future optical
network in order to allow automatic and dynamic establishment of optical channels.
In fact, taking into account optical impairments is usually realized in the design
phase of optical networks. The characteristics of the optical components deployed in
optical links (e.g., optical amplifiers, optical spans) determine the degradation that an
optical signal may undergo when crossing these links. However, most of the works in
literature have neglected this design phase and simple methods were used instead to
evaluate the reaches of optical channels (e.g., considering a maximum distance for ev-
ery channel [11, 12]). Therefore, these methods are not accurate, since the feasibility
estimation of the optical channels is realized without modeling or computing the real
degradation. In this work, the link design phase is considered to better evaluate im-
pairments impact and at the same time understanding the power levels over network
links.
In the following, we briefly describe the link design process in optical networking.
The existing impairment estimators and impairment awareness techniques are then
presented. Finally, the accuracy of estimator models and impairment measurements
is discussed.
1.3.1 Link design and impairment modeling
The most important, critical and complex phase in optical networking is the link de-
sign. It determines the capacity and the performance of an optical network. Therefore,
a special attention is usually given to this phase during network planning and dimen-
sioning.
Figure 1.2: Set of optical spans and amplifiers constituting an optical link between two
ROADMs.
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The link design consists in selecting, installing and configuring the optical compo-
nents that are required to build an optical transmission link between every two opti-
cal nodes. Therefore, it requires taking into account a large set of parameters [13, 14],
like the optical power attenuation between amplifiers, technical specification of op-
tical components, the number of planned channels for the link, the specification of
available amplifiers and optical impairments. Figure 1.2, shows the set of optical spans
(i.e., optical fibers) and amplifiers constituting an optical link between two ROADMs
(i.e., optical nodes).
Three main elements are essential to the design of an optical link: the number
of channels to establish over the link, optical spans characteristics (i.e., attenuation,
physical parameters) and the set of available optical amplifiers. Figure 1.3 shows a set
of three optical amplifiers with different characteristics in terms of gain, power and
generated noise. Usually, the optical spans constituting the optical link have not nec-
essarily the same lengths and thus they have different attenuations requiring probably
different types of amplifiers. Therefore, depending on the required gain and the re-
quired output power the designer will select the amplifier that generates less noise.
Figure 1.3: Gain variation versus the NF for a set of three optical amplifiers.
The complexity of the link design process arises from the set of opposite objectives.
The selected and configured amplifiers should at the same time compensate optical
spans attenuations, satisfy the required aggregated optical power while minimizing the
generated noise and non-linear effects. The goal is to maximize the capacity and the
performance of the optical link by minimizing the generation of linear and non-linear
impairments.
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In general, the link design phase requires modeling these impairments and study-
ing their impacts, in order to facilitate choosing and configuring the optical amplifiers
to be deployed over any link between two nodes. That’s why the design phase is the
first step to develop an impairment estimator (i.e., performance estimator). Such an
estimator is usually built using the set of modeled impairments and it is considered
after the design phase to evaluate the generated noise over network links (after deploy-
ing and configuring the amplifiers). It is through it that the evaluation of the physi-
cal feasibility of any optical channel is done when crossing several optical links (i.e.,
by computing the accumulated impairments over these links). This demonstrates the
tight relation between impairments modeling, link design and the development of an
accurate impairment estimator.
1.3.2 Existing impairment estimators
Estimating the transmission quality of an optical signal during its propagation is a
theme increasingly relevant. It is the key to have automatic and translucent optical
networks. To this end, many research efforts were conducted and various impairment
estimators were developed in the literature. The goal is to evaluate the physical feasi-
bility of any optical channel between any source and destination node.
In general, a transmission system is characterized by a typical Bit Error Rate (BER)
threshold through which it can be determined the quality of the signal. However, in
optical networking, installing BER measurement equipment is costly and not a suit-
able method when monitoring a high number of optical channels. Therefore, several
impairment estimators have been developed in the literature, some are based on the
number of crossed optical links [15, 16], others on Quality factor (Q) [17–19] or OSNR
[20, 21], or on distance in kilometers (i.e., fixing a maximum distance for every signal).
However, relation exists between BER and Q, and between OSNR and Q [22], which fa-
cilitates the determination of an OSNR or Q reference threshold that ensures a proper
signal reception [23]. These models aim to estimate the signal to noise ratio (SNR) of
optical channels in order to evaluate their feasibility. Basically, the term OSNR is used
to evaluate only the linear impairments and the SNR term is used to evaluate the linear
and non-linear impairments at the same time. However, in this work, we use the OSNR
term (rather than SNR) to represent the signal degradation (i.e., linear and non-linear
impairments), since most of the studies in the literature are using it.
These impairments estimators usually take into account several linear and non-
linear impairments by modeling their effects. Therefore, depending on the number
and types of modeled impairments, a model may be more or less complete. In fact, the
interest of having a complete model is the reliability of the results, but often the com-
putational complexity does not allow an easy integration of such an estimator model
into a design tool or in routing algorithms. Therefore, a tradeoff is to be taken between
the model completeness and complexity. The default method consists in developing a
model (e.g., OSNR model) than incorporates the maximum number and types of im-
pairments and a set of thresholds for the impairments that cannot be included in the
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model (e.g., CD, PMD and PDL). However, sometimes the threshold for impairment is
not respected, but the signal is still decodable due to its acceptable OSNR value. There-
fore, it is important to develop impairment estimators that model in a balanced way
the different types of impairment effects.
In this study, the OSNR model developed in [21] is used, since it allows the estima-
tion of the linear and nonlinear impairments, and because it offers an easy implemen-
tation in the control plane. In contrast, the impairments such as CD, PMD were not
considered since they are compensated though DSP in coherent transmission. How-
ever, impairment such as filtering concatenation is considered as an OSNR penalty.
1.3.3 Impairments models accuracy
In already deployed networks and well before the introduction of transparency con-
cept, there was no need to have impairment awareness during the network operation.
However, this cannot work for the future transparent/translucent optical networks
where impairments play an important role in the determination of the capacity of the
network, the reach and the performance of optical channels (detailed in Chapter 2).
In such a context, impairment estimator accuracy is very critical in the determination
of the feasibility of optical channels. It helps reducing the number of rejected optical
channels and also reducing the number of OEO regenerators used in translucent opti-
cal networks. As explained previously in Section 1.3.2, the absence of accurate models
for some impairments, forces network operators to set system margins that correspond
to each unconsidered effect (or difficult to model) in order to avoid system disturbance
and guaranteeing good performance. However, this leads to an accumulation of mar-
gins (i.e., in form of penalties) and thus to the blocking of some connections that could
be feasible in reality [24]. In this respect, improving impairment estimator accuracy
helps reducing the erroneous feasibility estimation and system margins, allowing the
increase in network capacity and in optical channels reaches.
1.4 Optical control plane
Traditional transport networks can be modeled as the interaction of two operating
planes: a data plane and a control plane. Figure 1.4 shows a simplified representation
of the two planes, where usually the control plane is directly on top of the data plane.
In this model, the data plane carries user traffic and comprises network equipment,
such as interface cards, optical switch, optical fibers. In contrast, the control plane is
responsible for establishing and maintaining user services (represented here by GM-
PLS protocol suite and UNI).
In fact, the increase in the traffic and the improvement of optical physical layer that
we will discuss in Chapter 2 has pushed towards automatic optical networks. Indeed,
this evolution has increased the management complexity of such networks, making
the implementation of an intelligent optical control plane an urgent need for operators
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Figure 1.4: Simplified representation of the data and control plane in optical networks.
but not only. Reducing operational cost and time to set up services is also important for
operators since current provisioning and scaling-up of new services requires complex
engineering, planning and several weeks of waiting time.
In this section, we explain the role of the control plane in optical networks and fo-
cus on the routing and wavelength assignment problem in optical networks. Then, we
briefly present some of the existing control plane protocols and focus on the GMPLS
protocol suite that is considered for this study. Some future tendencies in optical net-
working are finally presented.
1.4.1 Role of the control plane
In general, the control plane can be seen as a set of control applications that support
the capability of establishing a service (e.g., Optical connection) through the network.
These control plane applications are:
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• Signaling.
1.4.1.1 Call and connection control
This application is responsible for supporting the concept of calls and connections be-
tween the end users to support a service [25] (i.e., the reception of connection request
from a user or a network operator to establish an optical channel). It is used for in-
formation signaling between the user (or network operator) and the optical network,
to control the initiation, setup, modification, and teardown of the any connection re-
quest.
The initiation of the call is realized through a User-Network Interface (UNI) as
shown in Figure 1.4. The UNI is the boundary between a user and the network. The
user sends its service request over the UNI interface and the network responds by es-
tablishing calls and connections to meet the request. The decision on how to instan-
tiate a service is determined by the local provisioning policy defined by the network
operator.
1.4.1.2 Discovery
The discovery application is responsible for the discovery of neighbors and the links
between neighbors [26]. This application is automated and realized through commu-
nication channels between neighboring nodes. Usually, every node sends a discovery
message to neighboring nodes. In turn the nodes receiving this message respond to
the originating node, completing the neighbor discovery process. This process allows
exchanging IP addresses and identifiers of network nodes.
Moreover, the discovery protocol also supports the discovery of link connectivity
between neighbors. This is accomplished through performing a link verification pro-
cess in each node. Link verification works by sending a unique test message over the
link being discovered. In this manner the local and remote link identifiers are discov-
ered. The local node repeats this process for each of its links. This verification process
allows detecting any connectivity failure over the links.
The discovery application maintains neighbor and link connectivity information
and updates it in real time. This information is used by the routing application to dis-
tribute topology information throughout the network.
1.4.1.3 Routing
The routing application is responsible for propagating the link connectivity informa-
tion (i.e., routing information) to all nodes within the network (or to a specific con-
troller) [27]. This results in the creation of the traffic engineering (TE) database. The
TE database contains the information on the network topology, as well as on the link
resource information (e.g., link bandwidth availability, link impairments).
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1.4.1.4 Path computation
The path computation application performs for the control plane the route computa-
tion for optical channels. This application uses the TE database information to com-
pute one or several routes through the network in response to a connection request.
At the end of computation, it provides the necessary information required for the es-
tablishment of the optical channel, such as the source (i.e., ingress), intermediate and
destination (i.e., egress) nodes, and service constraints (e.g., reserved channel band-
width).
The path computation application usually includes a Constrained Shortest Path
First algorithm that is usually used to find the lowest cost route from source to destina-
tion. However, this algorithm can be improved to take into account additional service
constraints [28]. Examples of service constraints that can be considered by path com-
putation for an optical channel are bandwidth availability, wavelength continuity, and
physical feasibility.
1.4.1.5 Signaling
The signaling application is responsible for setting up, modifying, and tearing down
end-to-end services [29] (i.e., optical channels in optical networking). When the ingress
node receives a connection request, the signaling controller requests a path computa-
tion with a set of constraints. The signaling controller then proceeds to establishment
of the service using the signaling protocol and the computed path. The performed sig-
naling mechanism depends on the signaling protocol used.
It is noteworthy that, two signaling options exist: in-band signaling and out-of-
band signaling. In the in-band signaling option, the signaling traffic shares the same
channel as the data traffic. However, in the out-of-band, the signaling channel is sepa-
rated and independent of the data channel [30, 31].
1.4.2 Routing and wavelength assignment problem in optical
networks
In optical networks, the path computation function is responsible in finding a path
(i.e., route) and a free wavelength between a source and destination nodes in response
to a connection request. In the literature, this problem of establishing an optical chan-
nel and reserving optical resources is referred to as the Routing and Wavelength As-
signment (RWA) problem [32]. The general aim of the RWA problem is to increase the
number of established connections. However, the difficulty resides in finding a path
and assigning a wavelength for an optical channel while minimizing the amount of
resources used. In fact, this problem becomes more difficult in transparent optical
networks, where wavelength continuity and physical feasibility constraints should be
respected. Moreover, this complexity can increase much more when dealing with re-
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generator placement in translucent networks, flexible grid technology and with multi-
layer dimensioning [33].
Indeed, RWA is a complex problem, especially when the number of optical links,
nodes and parameters to take into account is high. However, depending on the traffic
assumptions [34,35]: static or dynamic, the RWA problem is treated in two ways: offline
and online.
1.4.2.1 Offline RWA and network dimensioning
In the static case, the entire set of connections is known in advance, and the problem
is then to setup lightpaths for these connections in a global fashion while minimiz-
ing network resources. In the literature, this is referred to the network dimensioning
phase [36]. The dimensioning of optical networks consists in determining the required
resources (i.e., transponders, optical regenerators, etc.), their location and their quan-
tities so that the maximum number of optical connections is routed with minimum
cost and no blocking. Therefore, network dimensioning is usually performed taking
into account several network information (i.e., traffic load, network architecture, pro-
tection aspects) in order to identify the most cost effective connection planning that
meets operators needs and traffic evolution.
In such a context, where the set of optical connections to be established is known in
advance, network modeling and optimization is used to find the set of routes and wave-
lengths to allocate for the planned connections. This is done through mathematical
formulation of the problem using integer linear programing (ILP) for example. How-
ever, RWA is NP-complete problem where getting an optimal solution can take much
time [37]. In this work, we will only consider the online RWA problem because it is more
representative of future automated optical networks.
1.4.2.2 Online RWA
In the dynamic case, the optical connections requests are not known in advance.
Therefore, the routes and wavelengths are computed in real-time upon reception of
a connection request. This usually concerns the operational phase of automated op-
tical networks where connection requests arrive randomly, and they are established
and released dynamically. In this phase, heuristics and routing algorithms are imple-
mented in a control plane instead of offline optimization (i.e., ILP formulation). This
allows for a fast and efficient network operation, providing solution to problems such
as nodes and links failures that requires dynamic and fast re-routing.
The objective in dynamic RWA is to compute a route and a wavelength that maxi-
mize the probability of establishing a given connection, while minimizing the blocking
of future connections. However, the problem is less difficult compared to the static
case, since the path computation algorithm deals with only one connection request.
Traditionally, the RWA problem is decomposed into two sub-problems to decrease its
complexity: the routing problem and the wavelength assignment problem. The routing
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problem consists in finding an optical path (i.e., route) between a source and destina-
tion nodes. This computation is usually based on a criterion like path length or cost.
The wavelength assignment problem consists in finding an available wavelength over
the path computed by the routing algorithm.
In transparent and translucent optical networks, several constraints can be added
to the RWA problem. These constraints include wavelength continuity, physical im-
pairments, regenerator placement. The wavelength-continuity constraint requires
finding a wavelength that is available over all optical links constituting the computed
path. In general, several wavelength assignment strategies can be developed to sat-
isfy this constraint (e.g., First-fit and Random-fit [38]). The physical impairment con-
straints are used to guarantee good signal quality. However, in case the path is not phys-
ically feasible, the RWA algorithm should be able to place regenerators in intermediate
nodes.
It is noteworthy that, the optical path and wavelength are computed and assigned
by taking into account the instantaneous state of the network at the time of connection
request reception. However, this requires an up-to-date network database that con-
tains detailed information on the available wavelengths and potential impairments
over each link of the network. This database could be created in centralized or dis-
tributed manner depending on the operator management policy and on the control
plane protocol used.
1.5 Existing protocol implementations of the control
plane
In optical networking, different implementations of the control plane are used to man-
age the optical networks. The first one was the Simple Network Management Proto-
col (SNMP) [39]. It is used as an Internet standard protocol to communicate with net-
work devices to perform management, alarm notification and performance monitor-
ing. SNMP uses standard Management Information Bases (MIBs) to store information
on the network devices and topology.
In fact, due to the limitations of SNMP in terms of configuration complexity and se-
curity weakness, the Network Configuration Protocol (NETCONF) [22] and the Multi-
Technology Operations System Interface (MTOSI) have been developed. They are two
promising technologies for IP-over-WDM transport networks. The MTOSI was devel-
oped to overcome the limitation of SNMP in terms of interoperability. In contrast, the
NETCONF was proposed as alternative to SNMP, since it offers better configuration
performance and allows reducing operational expenditures [40]. It is usually associ-
ated to YANG standard data model language due to its readability and simplicity.
However, the future deployment of these existing protocols will require an impor-
tant effort from the IETF to improve these protocols in terms of extensibility (i.e., take
into account flex-grid technology), multi-vendors and multi-domain interoperability
and data models. Therefore, the acceptance and wide deployment of SNMP or NET-
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CONF protocols will take a lot of time. In this work, we focus only on GMPLS protocol
since it is a well-defined and standardized protocol, offering high flexibility in terms of
functionalities, extensibility, performance, interoperability and security.
1.6 GMPLS control plane
1.6.1 GMPLS
The Generalized Multiprotocol Label Switching (GMPLS) [41] is one of the most de-
ployed control plane technologies for optical networks. It was defined and proposed by
the Internet Engineering Task Force (IETF) in order to support the increasing volume of
IP traffic and to enable the automation of the management, configuration and resource
provisioning in optical networks. It is a well-defined and stable protocol suite involv-
ing signaling, routing and link management protocols to automatically provision end-
to-end traffic-engineered connections. It is a network protocol suite that extends the
MPLS control plane by supporting other data transport technologies like optical cross
connects (OXCs), photonic switches, IP routers, ATM switches, SONET and DWDM sys-
tems. It allows the setup of several connectivity services upon different switching type
equipment (e.g., TDM, wavelengths and packet switching). Moreover, it offers a logical
convergence and non-expensive heterogeneous architectures of transmission systems,
control mechanisms and traffic engineering (TE).
GMPLS is a distributed control plane based on the TE extensions, where exten-
sions could be added to the traditional MPLS routing and signaling protocols to en-
code new TE information concerning optical links or nodes, or to add new signaling
configurations. This facilitates the operation of optical networks by providing an ef-
fective solution to control and optimize network resources and performance. In fact,
GMPLS offers a complete separation of control and data planes. It is composed of
three main protocols: Resource Reservation Protocol with Traffic Engineering exten-
sions (RSVP-TE) signaling protocol, Open Shortest Path First with Traffic Engineering
extensions (OSPF-TE) routing protocol, and Link Management Protocol (LMP). They
help to ensure several control functionalities such as routing, network topology and
link state dissemination, neighbor discovery and link management, path computation
and signaling. Figure 1.5 shows a representation of the different interactions that exist
between GMPLS protocols.
1.6.2 OSPF-TE
OSPF-TE is a link-state routing protocol used to exchange and distribute information
about network links and topology [42]. It is an enhanced version of the OSPF protocol
proposed by the IETF that allows carrying only one metric (e.g., cost metric). In fact,
OSPF-TE gives the possibility to distribute several link properties, such as bandwidth,
available resources and link quality. These attributes are taken into account in order to
create what we call an extended link state database (LSDB).
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Figure 1.5: Simplified representation of the interactions between GMPLS control plane
protocols.
OSFP-TE is in charge of advertising the traffic engineering information between
network nodes. This advertising technique is ensured by a flooding mechanism in form
of Link State Advertisements (LSAs) messages. The flooding mechanism ensures that
all nodes in a network will have the same information in their local LSDB. In fact, the
LSDB is created from TE information transported by LSA messages. These LSAs are
organized in structures called Type-Length-Value (TLV) triplets, where they could be
nested to offer an extensible technique to carry any additional information.
Furthermore, OSPF-TE allows also the advertisement of any change in link at-
tributes (e.g., resources availability, link failure) by instantly sharing it with all network
nodes, and thus guaranteeing the synchronization of their databases in order to always
get a real time updated LSDB. This facilitates the management of the network by always
providing a fine and accurate information on network resources. Therefore, any optical
node can use its LSDB to perform a path computation upon reception of a connection
request.
The OSPF-TE is a widely used routing protocol that provides good convergence
time, security, and guarantee loop-free paths. However, some disadvantages appear
at scalability level when the number of the added TE parameters is high. It may result
in long TE database synchronization delay (i.e., longer convergence time after each
update of the LSDB) and a huge number of advertised messages. At the same time,
the lack of information on network resources may increase the blocking probability of
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connection requests, since it limits the development of an intelligent path computa-
tion algorithm that takes into account the current state of the network. Therefore, a
tradeoff is to be made between the number of link information to distribute and net-
work performance requirements.
1.6.3 RSVP-TE
In order to set up a lightpath, GMPLS uses the signaling protocol RSVP-TE [43] to ex-
change control information among nodes. The RSVP-TE protocol is an extension of
Resource Reservation Protocol (RSVP). It is the main signaling protocol used by GM-
PLS to set up, maintain and tear down optical connections and to perform resource
allocation. It allows taking into account the concept of Quality of Service and traffic
engineering.
RSVP-TE allows the establishment of Label Switched Paths (LSPs) by taking into ac-
count additional constraints like physical impairments, available resources, compati-
bility aspect between ingress and egress node. RSVP-TE uses Path message to convey
LSP information and specific configuration for the downstream nodes to request reser-
vation of optical resources (i.e., bandwidth/wavelength). This message is propagated
hop by hop until it reaches destination. The egress node usually responds by Resv mes-
sage and sends it in the upstream direction. The Resv message is also propagated hop
by hop until it reaches back the ingress node. It carries during its way to ingress node
the specification of the traffic that has been requested, allowing the performance of
resources reservation at every intermediate node.
1.6.4 LMP
The last brick of GMPLS protocol suite is the LMP [44]. This protocol runs between
adjacent nodes to localize and isolate failures and thus triggers protection and restora-
tion procedures. The LMP is responsible of the maintenance of the control channel be-
tween adjacent nodes. It helps verifying of traffic-engineering requirements between
links of adjacent nodes (i.e., association maintenance between links and labels), al-
lows the connectivity verification between data links if the control and data channels
are separated (i.e., connection loss detection) and finally facilitating fault management
and isolation.
1.6.5 Path computation and protocol extension in GMPLS control
plane
In GMPLS distributed control plane, every optical node has its own local database. It
is updated and synchronized with all other nodes databases through OSPF-TE proto-
col. This gives the possibility for every node to perform a path computation upon the
reception of any connection request. The signaling process after path computation is
ensured through RSVP-TE.
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The path computation is a fundamental block in a distributed GMPLS controlled
optical network. It is tightly related to OSPF-TE and RSVP-TE protocols, where any im-
provement in the RWA algorithm (e.g., to take into account physical impairments) will
require adding protocol extensions to collect the needed information. In fact, as the
number of optical parameters to take into account increases, the complexity of path
computation algorithms (i.e., RWA algorithms) increases as well. This will affect the
number and the size of the routing and signaling messages, and probably will increase
the size of the databases and affect the performance of the network. However, the GM-
PLS control plane offers the possibility to perform path computation and information
exchange in different ways [45], resolving the performance and scalability problem.
Indeed, GMPLS control plane offers different implementation possibility for path
computation and information collection. The path computation module can for ex-
ample be implemented in two different ways: centralized or distributed [46]. At the
same time, information collection can also be realized through OSPF-TE protocol (i.e.,
in form of extensions stored in the LSDB) or through RSVP-TE protocol (i.e., by collec-
tion information during Path/Resv message propagation) depending on the network
operator policy.
1.7 Tendencies in optical networking
In the recent years, a new networking paradigm has emerged driven by IT community
called Software Defined Networking (SDN) [47, 48]. It was proposed in order to change
the way of managing networks, by enabling dynamic and automated networks and re-
moving the limitations of current network infrastructures. The SDN paradigm offers
like GMPLS the separation between control and data plane, and thus provides flexi-
bility in managing networks, facilitating their evolution. Therefore, an important effort
was realized to make SDN operate over optical networks, especially after the success
achieved in the packet switching domain.
Indeed, today’s optical networks are very static, therefore, once built; it is difficult
and expensive to change them. SDN aims to increase the scalability, interoperability
and agility of optical networks, allowing resources optimization and intelligent mon-
itoring. It offers a centralized network control allowing better utilization of resources
and simplified operation. It is usually associated to Network Functions Virtualization
(NFV) [49] to get more flexible network applications and new services. SDN com-
bined to NFV aims to create an abstraction of network resources and facilitate optical
layer virtualization and programmability, transforming the network into more effective
business enabler.
Despite the benefits from using SDN/NFV in optical networking, many improve-
ments are still required for their control protocols (e.g., OpenFlow) to include all the
required optical parameters. To this end, several studies have proposed hybrid net-
work architectures that use the already deployed control planes like GMPLS to control
the optical layer, and delegates SDN controllers to manage the high level networking
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layers [50,51]. In this study we have considered GMPLS since it is adopted by almost all
the industrials, and because it contains all the required protocols bricks to efficiently
control optical equipment, whilst SDN is not yet mature to fully control optical net-
works.
1.8 Conclusion
The aim of this chapter was to present an overview of optical networks through pre-
senting the different characteristics of their data and control planes. This overview
allows better understanding how an optical network operates and at the same time
identifying the dependencies between the optical and the control layer of an optical
network.
In this chapter, we first recalled the evolution of optical networks and presented
the optical impairments and their impact on the optical signal. Then, we discussed the
importance of taking them during network design phase and in the operational phase
and how this can improve the capacity and the performance of the network. Secondly,
we presented the optical control plane functionalities and addressed the RWA problem
in optical networking. Finally, we presented some of existing and future control plane
protocols, and detailed the fundamental bricks of the GMPLS control plane protocol










FLEXIBILITY IN OPTICAL NETWORK
THE evolution in optical transmission systems and optical switching techniques,driven by the traffic growth has given birth to the flexible technology. Indeed, the
introduction of the flexibility in optical networking can improve significantly the spec-
trum efficiency of the network and thus increase its capacity. However, this flexibility
increases also the management complexity of optical networks, impacting at the same
time the optical layer and the control layer.
In this chapter, we focus on the impact of flexibility on the data and control planes
of current networks. We begin first by presenting the major optical components used
in optical networks, to facilitate identifying the ones that are impacted by the flexi-
bility. Secondly, we present the changing in the optical and control plane when using
the flexible optical components. Then, we explain how flexibility impacts the GMPLS
control plane protocol and present some of the recent works in the literature that tries
to accommodate flexibility in this protocol. Finally, we present the recent studies on
flexibility benefits in terms of optical resources optimization. We conclude by present-
ing the migration problematic towards flexible networking and situating our work in
relation to the ones realized in the literature.
2.1 Optical network components
In order to facilitate understanding how the flexible technology impacts the physical
layer of optical network, we present in this section the essential components of optical
networks.
27
28 CHAPTER 2. FLEXIBILITY IN OPTICAL NETWORK
2.1.1 Optical transceiver
It is the optical component that is used to send and receive optical signals. It uses a
semiconductor laser diode and a modulator to generate the optical signal, and uses a
photo-detector to receive optical signals and convert it to electrical domain, as well as
digital signal processing element and analog to digital / digital to analog converters for
the most recent transceivers based on coherent detection 1 [52]. The optical transceiver
is usually built to support predefined functionalities (e.g., symbol rate and modulation
format). However, with the technological improvements, it is possible to design flexible
transceivers that support a high number of functionalities.
2.1.2 ROADM
The Reconfigurable Optical Add/Drop Multiplexer (or optical switch) is the most im-
portant component in optical network. Its basic function is to switch optical wave-
length from one input fiber to another output fiber. It allows to configure/switch the
wavelengths remotely. If no wavelength converters are deployed in the switch, then
every input wavelength is the same as the output wavelength. The main components
of today’s optical switches are the Wavelength Selective Switch (WSS) modules. They
are responsible of the switching and multiplexing/demultiplexing functions of wave-
lengths.
Figure 2.1 shows a simplified two degree ROADM architecture base on WSS mod-
ules. In this architecture, any incoming wavelength on a given direction (degree) can
be switched to the other direction or simply dropped. Moreover, WDM multiplexer and
demultiplexer are used for Add and Drop ports to facilitate insertion and extraction of
wavelengths. However, in the literature many ROADM architectures exist [53]. In fact,
depending on the switching requirements, the network operator can install more so-
phisticated architecture (e.g., higher switching degree, contentionless ROADM).
2.1.3 Optical amplifier
There are several different types of optical amplifiers, including semiconductor opti-
cal amplifiers (SOAs), erbium-doped fiber amplifiers (EDFAs), erbium-doped waveg-
uide amplifiers (EDWAs), semiconductor optical amplifiers (SOAs) and Raman am-
plifiers. However, EDFAs are the most commonly used amplifiers in current optical
networks, especially for long distance networks. EDFAs provide good performance, in-
cluding high gain, wide bandwidth, and low noise. The EDFA is characterized by its
maximum gain, bandwidth, maximum output power and noise (i.e., Amplified Spon-
taneous Emission/noise figure). It is used to compensate the signal power attenuation
undergone over the optical spans (i.e., optical fibers) as shown in Figure 1.2. In this
study, EDFA can be impacted by the flexibility in terms of optical power level (which
will be treated in chapter 3).
1In reality, the coherent tranceiver has a very complex tranmission/reception chain design.
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Figure 2.1: Example of ROADM architecture
Usually, a Dispersion Compensation Module (DCM) is placed between amplifier
stages (for dual-stage amplifiers) in order to manage and compensate for chromatic
dispersion accumulation of the optical fiber. In this work, we consider only coherent
transmission systems where CD is compensated through DSP in the receiver. In fact,
the recent 100Gbits/s coherent transmission systems and beyond showed a degrada-
tion in performance when DCM modules are used. Therefore, for our study, we only
consider variable gain dual-stage amplifiers with no in-line chromatic dispersion com-
pensation.
2.1.4 Optical fiber
It is the medium used in optical networking to transmit optical signal (i.e., carried on
wavelength). It is usually made from silica glass. Single-mode fibers types are the most
used in today’s optical communication networks. The optical fiber impact the prop-
agation of optical signals in terms of power attenuation and impairments. Therefore,
depending on its fabrication properties the impact on optical signal can be low or high.
Optical fiber is not impacted by flexibility; however, if it carries a high optical power, it
can generate non-linear impairments.
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2.2 Flexibility impact on the optical layer
Traditional WDM-based networks are based on the 50GHz frequency grid (called also
fixed-grid) defined by the international telecommunication union telecommunication
(ITU-T) in recommendation G.694.1 [54]. In this grid, each optical channel occupies
one spectrum slot (i.e., 50 GHz) whatever its real bandwidth. On the one hand, this
produces losses of spectrum resources when the occupied bandwidth by the estab-
lished channel is smaller than the size of the allocated spectrum slots. On the other
hand, up to recently, this 50 GHz channel spacing value was also corresponding to the
bandwidth switching capabilities of optical nodes, preventing the establishment of op-
tical channels with baud-rates larger than 40 Gbauds due to inacceptable filtering im-
pairments. Of course, Inverse Multiplexing2 (IM) techniques [55,56], was developed to
overcome this limitation. However, these techniques are costly and also waste spec-
trum [57]. The need to overcome these limitations and to better use the spectrum of
current optical networks and its capacity has pushed toward the improvement of three
technological aspects of the physical layer of optical networks. These improvements
are the development of: flexible optical switches, flexible transceivers and the flexible
frequency grid.
2.2.1 Flexible optical switches
As explained in section 2.1, the optical switch enables the optical channel to bypass
electrical switching when crossing any intermediate node. It allows the creation of
transparent optical channels and the elimination of OEO conversion and thus reduc-
ing network cost. However, the WSS modules used in the ROADMs was limited in terms
of switching (i.e., the switching grid specification is determined during the design and
fabrication of the WSS) where only channels with bandwidth less or equal to 50 GHz
can be switched3. This limitation came from WSS fabrication technology that was not
capable of developing a WSS with smaller switching granularity (i.e., smaller than 50
GHz).
Therefore, in order to get flexible ROADMs, new technologies were developed such
as grid-less WSS and programmable channel bandwidth filters [58], using liquid crystal
on silicon (LCoS) technologies [59,60]. Indeed, the use of grid-less WSS allows dynamic
switching of any optical channel with variable bandwidth (i.e., smaller or bigger than
50GHz). These improvements allow the establishment of any optical channel by fitting
exactly the required bandwidth, reducing respectively the wasted bandwidth.
It is noteworthy that, other technological advances were realized to get multi-
degree ROADMs and to have more flexibility in add/drop ports, offering the possibility
to be colorless, directionless and contentionless [61]. In this respect, the assigned di-
rection (i.e., switching configuration) for any optical channel can be reconfigured at
2It consists in dividing a high-speed data stream into multiple lower data rate streams at the trans-
mission side, then combining these streams at the reception side.
3The portion of spectrum switched by the ROADM will be 50 GHz in all cases.
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any time, improving the switching functionalities of optical switches and the manage-
ability of optical networks [62].
2.2.2 Flexible transceivers
The improvement in optical switching was accompanied with an improvement in the
optical transmission systems. In fact, the desire for greater system capacity was the
driver to increase the spectral efficiency and the data rates of optical channels. These
improvements were achieved in high-speed electronics (e.g., analogue-to-digital and
digital-to-analogue converters), and in optical components such as lasers and modu-
lators.
On the other hand, other developed techniques such as coherent detection [63]
and digital signal processing have helped to get a remarkable improvement4 in optical
transmission reach and data rates (i.e., higher than 100 Gb/s). Moreover, these tech-
niques allow for closer channels spacing, making possible to establish optical super-
channels [64, 65] that consist in grouping into a single entity multiple channels, which
must not be filtered except at the add drop stages (it is also called Nyquist-WDM tech-
niques).
All these improvements have pushed toward the development of flexible
transceivers [66,67] offering several degrees of flexibility in terms of symbol rates, mod-
ulation formats, bit rates and forward error correction (FEC). This flexibility allows
adapting the optical channel bandwidth to fit exactly the real spectrum requirement
of any traffic demand. As a result, the usage of spectrum resources is optimized, in-
creasing the capacity of optical networks.
The flexible transceivers allow several applications such as dynamic bandwidth
configuration, provisioning, and performance optimization that will be discussed in
the next section. In this respect, they increase the network planning efficiency and
reduce the operational costs for operators [68]. This is because a fewer number of
transceivers could be used to establish all types of channels without the need to spar-
ing equipment. Indeed, getting a fixed data rate for each possible requested data rates
is very expensive and thus limits the possibility to have adaptable optical channels in
a dynamic traffic context. However, increasing the degree of flexibility improve the
programmability of the transceiver but at the expense of more complex and costly
transceiver design.
2.2.3 Flexible frequency grid
As presented previously, the current fixed-grid (i.e., 50 GHz) defined by the ITU-T does
not allow benefiting efficiently from the network capacity due to the generate band-
width losses, pushing towards the development of flexible networking. Therefore, the
ITU-T has defined a new standard grid called flex-grid [54] with finer spectrum gran-
ularity of 12.5 GHz, in order to migrate toward flexible networks. This new grid allows
4Especially, in terms of spectral efficiency and PMD compensation
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benefiting from flexible transceivers to establish optical channels with spectrum oc-
cupation larger than 50GHz, and at the same time benefiting from spectrum saving
due the finer spectrum granularity. Figure 2.2, shows an example of channel alloca-
tion in fixed-grid and flex-grid networks. The figure shows a set of optical channels
with different data rates and spectrum occupation can be squeezed in order to save
spectrum in flex-grid network. This flex-grid concept consists in a new definition of
Figure 2.2: Fixed-grid versus flex-grid
DWDM grid with a set of nominal central frequencies and channel spacing. An opti-
cal channel is thus characterized by its nominal central frequency (with a 6.25 GHz
step) and by the number of occupied spectrum slots (proportional to 12.5 GHz). The
nominal central frequency of any channel is determined by the following formula:
f = 193.1+n ×0.00625 THz, where n is a positive or negative integer including 0; and
the bandwidth by m ×12.5 GHz, where m is an integer greater or equal to 1.
In the literature, several studies [69–71] were realized in order to determine the
spectrum slot granularity that allows benefiting at most from the flexibility. It has been
shown that the choice of 12.5 GHz slicing is the best compromise between operational
complexity, cost, flexibility and physical limitations (such as the cost of producing nar-
row optical filters and WSSs).
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2.3 Flexibility impact on the control plane
The introduction of the flexible technology in optical networks has an important im-
pact on the control plane and on the management of optical resources. This impact
is translated into a complexity in terms of the routing algorithms used and connec-
tion provisioning. Indeed, the connection establishment in flexible optical network
requires extensions to the signaling and routing control plane protocols, in order to
collect additional physical parameters and to perform improved path computation.
In the following we present the impact of flexibility on the RWA problem, impair-
ment estimation and we present the realized work to improve GMPLS control planes
protocols in the standardization bodies.
2.3.1 Impact on path computation and impairment estimation
2.3.1.1 RWA vs RSA
In fixed-grid WDM networks, the conventional RWA algorithm is used to compute an
optical path and assign a wavelength between two optical nodes. As the flex-grid con-
cept is introduced in optical networks, new challenges are posed on the networking
level. Indeed, the RWA algorithm of traditional WDM networks is no longer applicable
and thus it is transformed to a routing and spectrum assignment algorithm (RSA). The
main difference comes from the change in the way of switching in optical nodes, where
it is based now on the frequency slot rather than on wavelength. In this respect, the RSA
algorithm consists in finding an optical path between two nodes and a set of available
spectrum slots (i.e., multiple of 12.5 GHz) that are continuous and contiguous over the
computed path (in the case of transparency).
2.3.1.2 Spectrum fragmentation problem and spectrum assignment policy
Usually an established optical channel occupies several optical links between the
source and destination nodes. In fact, due to the transparency constraint, this chan-
nel should occupy the same wavelength over these links. In flexible networks, this con-
straint is conserved and the optical channel should occupy the same spectrum slots
over these links. However, the continuity constraint, in addition to the use of a mixture
of optical channels with different spectral occupation, creates what we call spectrum
fragmentation.
Indeed, during the establishment of an optical channel two types of fragmentation
could appear: horizontal and vertical fragmentation. Figure 2.3 shows an example of
these two types of fragmentation that could appear in flex-grid networks. In the exam-
ple, we consider four optical nodes (A, B, C and D) connected by three optical links,
and we suppose that two types of optical channels having different spectral occupa-
tion (37.5 GHz and 50 GHz) are established between the optical nodes. The horizontal
fragmentation appears when there are non-continuous available spectrum slots over
the optical links constituting the optical path. For example, this occurs when trying to
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establish a 50 GHz channel between the node A and node D of Figure 2.3, since there is
no continuous 50 GHz spectrum slots available over all the optical links between node
A and node D. The vertical fragmentation appears when the combination of channels
with different spectrum occupation creates unusable spectrum blocks (i.e., spectrum
blocks that are not sufficient to satisfy the smallest connection request). This occurs for
example over the link BC of Figure 2.3 where a spectrum slot of 12.5 GHz is available
but not usable since the smallest connection request occupy 37.5 GHz.
Figure 2.3: Example of horizontal and vertical spectrum fragmentation
In flexible networking, the spectrum fragmentation is an important problem since
it reduces the benefits of the flexibility and thus limits the capacity of the optical net-
works. Indeed, the problem will become more important in dynamic scenarios where
connection demands arrives without a prior knowledge, making difficult to predict
the best way to establish them without creating fragmentation. In this respect, several
dedicated spectrum defragmentation mechanisms have been developed in the litera-
ture [72–77]. However, these techniques do not guarantee a complete resolution of this
problem.
In such a context, there are two ways to solve this problem. The first method con-
sists in rerouting and reallocating the spectrum of the established channels in such a
way the isolated spectrum slots are reduced. To this end several techniques like push-
and-pull [77], make-before-break [78] and others [79] are used. However, the efficiency
of these techniques depends on the deployed transceivers and on their capability to
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guarantee no traffic disruption during network operation 5. The second method is to
develop a spectrum assignment policy that reduces the fragmentation as the one de-
veloped in [80].
In [32, 81], several spectrum assignment policy (e.g., First-fit, Random-fit, Least-
loaded) were compared in terms of complexity and blocking probability. It has been
demonstrated that the complexity of routing algorithm and the effect of fragmentation
could be significantly reduced/increased depending on the spectrum assignment pol-
icy used. This makes from the spectrum assignment policy an important block in the
RSA algorithm, since it impacts the performance and the capacity of the network.
In this work, for simplicity reasons, we use the first-fit spectrum assignment algo-
rithm in order to find a set of available slots over an optical path. This algorithm con-
sists in selecting the first available spectrum slots that satisfy the connection request.
2.3.1.3 Physical feasibility of optical channels
Usually, after the computation of an optical path between two nodes, the physical fea-
sibility of the optical channel to establish is evaluated. This evaluation is based on an
impairment estimator such as the ones mentioned in chapter 1. This estimation is usu-
ally performed considering a fixed set of optical transceivers with predetermined signal
characteristics (e.g., modulation formats and bit rates) and performances (e.g., OSNR
threshold). In fact, the selected characteristics for an optical channel allow determin-
ing the required OSNR threshold at the receiver side. Indeed, the OSNR and CD thresh-
olds for example depend on the used baud rate, modulation format, signal power and
other parameters [82]. Therefore, another degree of complexity is added to the physical
feasibility estimation with the improvement in transceivers flexibility. This complexity
is translated in form of impairment estimator (more complicated) that is capable of
determining impairment thresholds depending on transceiver configuration parame-
ters.
In summary, in flexible networks, the possibility of automatically establishing an
optical channel with variable degree of flexibility in terms of optical power, symbol
rates, modulation formats, FEC and channel width, requires an improved impairments
estimator. This estimator should take into account the impact of each one of these
parameters on the signal quality to determinate the feasibility of the optical channels.
However, some parameters such as baud-rate and channel spacing impact the spectral
occupation of the optical channel. Therefore, the complexity of the RSA algorithm is
also increased. This is because RSA algorithm has to make a trade-off between channel
performance and bandwidth occupation in order to satisfy the connection request,
while minimizing the consumption of network resources.
5These technics are tranceivers dependent and introduce additional management complexity.
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2.3.2 Impact on GMPLS control plane protocols
As mentioned before, the emerging flexibility in optical networks has introduced new
challenges around efficient bandwidth provisioning and network automation. It had
an impact on the optical control plane, requiring the development of new RSA algo-
rithms as well as appropriate extensions to the control and management protocols. In
this respect, there was a dedicated effort realized in standardization bodies to the de-
velopment of control plane solutions to support the capabilities offered by the flexible
networking.
The GMPLS control plane is one of the concerned control plane solutions where
new standards and protocols drafts have been developed in [83–86] to take into ac-
count the different degree of flexibility presented in Sections 2.1 and 2.2. These stan-
dards and drafts concern specifically the two main bricks of the GMPLS control plane:
the OSPF-TE and RSVP-TE protocols. They propose extensions to collect information
such as link available spectrum slots, physical impairments, modulation formats and
OSNR parameter.
Additionally the flexibility can introduce a scalability problem for GMPLS networks
(i.e., in case of large networks) due to the high number of parameters to take into ac-
count. Indeed, this will results in a bigger OSPF-TE databases with higher number of
information to synchronize and thus raising potentially a stability and latency prob-
lem. In this context, a framework was proposed in [87] to suggesting different ap-
proaches to collect network information and to perform impairment-aware RWA algo-
rithms. These approaches are based on the combination between OSPF-TE and RSVP-
TE where some optical parameters could be collected via signaling and thus eliminates
the need to distribute them through OSPF-TE [88]. The goal was to improve the perfor-
mance and the flexibility of GMPLS protocol.
Recently, several standards and studies [89–91] have addressed the issue of the in-
creasing number of optical parameters and the multi-domain interoperability. They
proposed the design of a GMPLS-based control plane with Path computation ele-
ment (PCE) [92]. This PCE is a centralized entity that executes RSA algorithm though
maintaining a centralized TED [93] that aggregates all the required optical parameters.
Moreover, it allows performing path computation and, possibly, wavelength, modula-
tion, FEC assignment [94, 95] and thus providing efficient routing and resources allo-
cation. The reason behind this proposition was to increase the performance of GMPLS
and overcome some limitation in optical networking (e.g., intensive computation, lim-
ited visibility of optical nodes, absence of TED in each node). Indeed, sometimes opti-
cal nodes do not dispose sufficient resources to make intensive computation, or they
do not have a full visibility of the network (e.g., multi-domain), or even they do not dis-
pose of traffic engineer databases (TEDs). Therefore, PCE can be a suitable solution to
this kind of limitations.
All these standards and works show the capability of GMPLS protocol to handle the
flexibility in optical networking (which is the reason behind deploying it in the most
networks) and explain the reason behind considering it for our study.
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2.4 Network margins and resources optimization
As mentioned previously, the first concern for optical operators is to increase their net-
work capacity to follow the traffic growth while at the same time reducing the costs.
Therefore, a set of technological advances (i.e., the flexibility in optical components)
were realized to achieve this goal as presented in Section 2.2. Indeed, these advances
in optical layer technologies coupled with enhanced control plane solutions, provide
the basis to optimize the overall performance of the network and thus increase its ca-
pacity.
In fact, current optical networks are designed in such a way it maximizes the
capacity of optical links and the reaches of optical channels, resulting in an over-
dimensioning in optical resources and in network margins. However, during network
operation not all of these margins and resources are necessary. Sometimes, it is pos-
sible to optimize them (thanks to flexibles technology) in order to increase network
capacity [2, 96].
In the following, we begin by explaining these margins in order to facilitate un-
derstanding the possible optimization methods. Then, we present some of the recent
works in the literature on this topic.
2.4.1 Network margins
During the planning and the design phase of optical networks, several types of mar-
gins are considered to ensure the good operation of the network from the beginning to
the end of its life. These margins can be classified into three categories: system mar-
gins, unallocated margins and design margins. Figure 2.4, illustrate the set of network
margins and their evolution in time.
2.4.1.1 System margins
System margins represent the set of precaution (i.e., OSNR penalties) to protect net-
work from time varying condition. They take into account for two types of impair-
ments: fast varying impairments such as PDL and slow varying impairments such as
the aging of optical components (e.g., fibers, amplifiers, transceivers) aging and non-
linear impairments (e.g., due to the increasing in link optical power level after the es-
tablishment of optical channels).
2.4.1.2 Unallocated margins
These margins represent the difference in the maximum transmission reach of the
transceivers and the real distance traveled by the optical channel. In other words, these
margins account for the excess in performance when the optical channel can work with
less transmission performance. These margins are not known in advance, since they
depend on the traffic demands, on the deployed transceivers and on the selected trans-
mission parameter for the optical channel (e.g., modulation format, bit-rates, etc.).
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Figure 2.4: Margins and their evolution in a transport optical network [2]
2.4.1.3 Design margins
These margins concern the link design phase where an optical estimator (i.e., quality
of transmission tool) is used to account for the optical impairments. Two reasons are
behind these margins: inaccuracy of the impairment estimation model and inaccuracy
of model input parameters. These margins cannot be known in advance without per-
forming a measurement in the field, because they represent the difference between the
estimated channel quality and the real one. In fact, these margins are set by operators
to guarantee in all circumstance the operation of the established optical channel. Ben-
efiting from these margins require improving the accuracy of impairment estimators
as discussed in chapter 1.
2.4.2 Resources optimization
In the literature, several studies [97–100] tried to use network margins to increase net-
work capacity. They have proposed optimization techniques based on different trans-
mission parameters. Their goal was to maximize the quantity of transmitted data by
optimizing the use of optical spectrum, taking advantage from transceivers flexibil-
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ity [67, 101] and network margins [2, 96]. However, in this work, we consider only the
unallocated margins since they are related to the introduced flexibility in optical net-
works. System and design margins are out of the scope of this thesis.
In fact, to optimize unallocated margins, several adaptation techniques could be
applied. These techniques are: channel spacing, modulation format, baud/bit rates,
coding scheme, and optical power adaptation. The first technique presented in [102],
consists in reducing channel spacing by sacrificing the reach of the channel for increas-
ing its spectral efficiency. The second one is the adaptation of the modulation formats
[103, 104], where applying a higher-order modulation formats (when baud-rates are
fixed) allows increasing the spectral efficiency of optical channels and thus increase the
capacity of the fiber. The third technique is the baud rates adaptation [105–107] which
is related the previously described technique in terms of acting on the spectral effi-
ciency of channels. The fourth one is coding scheme adaptation also called FEC adap-
tation. Indeed, today the ratio between the amount of FEC and payload is fixed, but
this could be made adaptive to enable greater distances or higher data rates [108–110].
The last technique is the optical power adaptation of optical channels [99, 111], where
adapting their powers can improve the overall performance of optical links [112].
In summary, each of these techniques has an impact on the reach, OSNR and spec-
tral occupation of the optical channel. Therefore, depending on the optimization ob-
jective (i.e., spectrum occupation reduction, performance improvement or capacity
increase), one or a mixture of these techniques can be used to achieve the required
objective [100, 113–116].
2.5 Conclusion and motivations
In this chapter, we addressed the impact of flexible technology on the optical and con-
trol plane of optical networks. Firstly, we showed how flexibility allows reducing the
spectrum occupation of the existing channels giving the possibility to add new ones
over the same optical bandwidth, and thus increasing the capacity of the network.
Secondly, we discussed how this flexibility introduces additional complexity to con-
trol plane protocols, requiring new protocols extensions and path computation algo-
rithm to deal with the high number of parameters to control. Finally, we presented the
different types of network margins and cited some work in the literature that bene-
fits from the flexibility to exploit these margins in order to increase network capacity.
We have particularly focused on the unallocated margins and presented the different
techniques that allow exploiting these margins.
Until now, all studies in the literature have considered only the optical spectrum as
a limitation to the increase in network capacity. In this thesis, and unlike the current
paradigm, we consider the optical power limitation over network links additionally to
the spectrum one. Indeed, the reduction in spectrum occupation offered by the flexible
technology increases the number of established channels over network links, increas-
ing in turn their optical power level. In fact, these links where designed to support cer-
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tain power levels (depending on the planned channel number) and thus the excess of
optical power can possibly saturate the existing optical amplifiers deployed over links.
As one most important goal for operators is to increase the capacity of their net-
works while reducing their costs, in this thesis, we deal with migration from fixed-
grid to flex-grid networks when keeping in use the existing infrastructures (i.e., opti-
cal fibers and amplifiers). More specifically, we study this migration by evaluating the
optical power levels over network links that could possible saturate some optical am-
plifiers. We propose a solution to this problem, by taking benefits from the unallocated
margins to reduce the optical power levels, while at the same time increasing network
capacity. The practical feasibility of this solution is addressed by proposing protocol
extensions and new path computation algorithms that take into account the power
information. Our goal is to demonstrate that the migration to flexible networks is pos-
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INTERNET services (e.g., video conferencing, cloud services, and video streaming) andconsequently traffic demands are continually increasing, leading to huge traffic
growth in the core optical network. Therefore, increasing optical networks capacities is
a permanent need for operators to follow this traffic growth. However, since the deploy-
ment of new optical fibers is still expensive, network operators are pushing to exploit
the totality of their network capacity by optimizing their optical resources and thus
postponing the deployment of new optical infrastructures. This exploitation requires
new technologies and flexible equipment that are able to handle different types of op-
tical channels, from small to extremely high data rates.
In contrast, the fixed-grid technology is no longer qualified to handle the increasing
data rates of optical channels. At the same time, the 50 GHz ITU-T grid, due to its fixed-
spectrum spacing, leads to spectrum inefficient usage when the spectral bandwidth of
the optical channels is smaller than the size of the allocated 50 GHz slot. The recently
proposed ITU-T recommendation G.694.1 for the flex-grid optical network has defined
a new spectral grid standard for WDM applications, bringing the solution to this spec-
trum wastage. This flexible spectral grid has a smaller slot granularity of 12.5 GHz, with
nominal central frequency on a grid of 6.25 GHz spacing, allowing better spectrum ef-
ficiency compared with the current 50 GHz fixed-grid.
This recommendation has transformed the flex-grid into a promising technology
that is capable of following traffic growth and various traffic demands. Flex-grid effi-
ciently uses available spectrum resources, especially when associated with novel co-
herent transmission technologies and advanced modulation formats. Moreover, since
flex-grid technology allows the reduction of channel spacing, it offers the possibility to
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create new optical channels over the saved spectrum. However, increasing the number
of optical channels increases the optical power injected in optical links, which may not
be acceptable in some of the already deployed amplifiers.
Indeed, this increase in optical power, when switching from fixed-grid to flex-grid
technology, has an impact on the legacy optical amplifiers. It could cause amplifier
saturation and dramatic performance degradation for the already established chan-
nels (probably leading to transmission failure). Therefore, there is a need to replace
the existing amplifiers with new ones that have bigger output powers. However, the
deployment of such amplifiers require the re-design and service interruption of opti-
cal links generating a high cost for operators, in addition to the cost of purchasing new
optical amplifiers.
In this respect, we demonstrated in [117] that, if we control the power of the opti-
cal channels, it is possible to keep the existing amplifiers when migrating to flex-grid
technology. Moreover, this power control allows 10% of cost reduction with respect to a
conventional fixed-grid, without mentioning the saved cost through avoiding the pur-
chase and deployment of new amplifiers and the service interruption of the optical
links.
3.1 Related works
In the literature, several studies have focused on developing accurate physical im-
pairment models over uncompensated links [118–121]. These studies have demon-
strated the existence of an optimal optical channel power that leads to minimum im-
pairment generation and thus achieves better transmission performance (i.e., maxi-
mum reach/maximum OSNR). Figure 3.1, shows an illustration of this optimal chan-
nel power, where the variation of channel OSNR is plotted as a function of its optical
power.
Figure 3.1: Channel OSNR versus channel power
In general, during the offline system design, every physical link between two ad-
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jacent optical nodes is designed to support a maximum capacity while maximizing
the optical reach for all channels through the use of this optimal power per channel
(usually different optimal power per link, which depends on the length and the atten-
uation of the optical spans constituting the link). However, the resources provisioning
for the worst case (i.e., full capacity and maximum transmission reach) consequently
leads to power resource over-dimensioning with considerable unallocated margins on
some links, due to the non-uniform distribution of traffic demands and their required
reaches. Indeed, during network operation optical channels usually traverse different
distances depending on the crossed optical path (i.e., depending on the number of
crossed links). Therefore, they do not need the maximum optical performance, espe-
cially the short reach ones since they undergo less degradation.
In this respect, many recent studies focused on improving link performances (i.e.,
minimizing the nonlinear interference effect) and thus increasing network throughput
by adjusting channel launch power and optimizing spectral resources using several
modulation formats [97,99,114]. Others in [122,123] focused on adapting launch pow-
ers depending on required data rates and the reach in order to reduce overall network
cost and saving the number of signal regeneration.
In fact, the practical feasibility of such adaptation has not yet been proposed, more
precisely from a control plane point of view. All these studies, in addition to those deal-
ing with the control plane of flex-grid networks [95, 124], have only considered the
spectral resources as a limitation without taking into account the power resource lim-
its of optical links (which depend on the deployed amplifiers). They proposed a con-
trol plane algorithm that only takes into account the transparent spectrum assignment
and the physical feasibility of the optical channels. However, despite the demonstrated
benefits from controlling the power of optical channels, there is no routing algorithm
suggested until now with suitable control plane architecture, in order to allow the prac-
tical implementation of such channel power adaptation.
3.2 Contributions
For all these mentioned reasons, in this chapter, we take into account optical power
resources limits in addition to the spectral ones. Moreover, we propose the practi-
cal feasibility of such power control through developing a power and impairment
aware routing algorithm, in addition to protocol extensions making the relationship
between planning and control plane (in operational phase). The proposed control pro-
cess adapts the power of optical channels to their minimum required performances
(adaptation to the real physical reach). This adaptation enables optical power mar-
gins to be used for overcoming the power limitations of amplifiers when increasing the
number of channels over network links.
In fact, to study the power increase over optical links, a link design method is first
proposed in order to evaluate the acceptable power levels in optical amplifiers. Then,
a new path computation algorithm is developed for a distributed GMPLS-based con-
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trol plane. Original protocol extensions are proposed to RSVP-TE and OSPF-TE to col-
lect new physical parameters and to enable the use of the power control process. The
performance of the novel scheme is demonstrated with simulations by evaluating the
cumulative blocking ratio (CBR) and network throughput. Moreover, we produce ad-
ditional performance evaluations (for instance, the effect of the number of shortest
paths) and enrich the work with a deeper analysis of the blocking reasons for the sim-
ulated scenarios.
This chapter is organized as follows. Section 3.3 presents an overview of optical link
design issues, briefly presents our link design method, and introduces the link power
margin. Section 3.4 presents our power control process. Section 3.5 presents our new
path computation algorithm. Section 3.6 presents our OSPF-TE and RSVP-TE protocol
extensions required to implement the power control process in a GMPLS control plane.
It also presents the signaling mechanism through a channel connection establishment
example. Section 3.7 presents simulated scenarios and results, in addition to blocking
reasons analysis. The conclusion and future works are presented in Section 3.8.
3.3 Optical link design and power limitations
We consider a set of successive optical spans constituting an optical link l between
two optical nodes (e.g., reconfigurable optical add-drop multiplexers [ROADMs]), as
shown in Figure 3.2. The optical link design consists in choosing a set of optical am-
plifiers that can compensate for span losses and simultaneously support the aggre-
gated optical power of all the channels planned for that link, while seeking maximum
optical performance. The link design has the objective of maximizing OSNR, through
minimizing linear and nonlinear effects. The complexity of the process arises in par-
ticular because of the contradictory objectives of amplifiers; they must compensate for
link span losses, satisfy the aggregate optical power for all optical channels sharing the
fiber, and simultaneously minimize the amount of generated noise.
Figure 3.2: Simplified representation of an amplified link (succession of a fiber span and
optical amplifier) between two ROADMs.
In general, optical links in fixed-grid WDM networks are designed to support a
given number of channels Nchannel _max (e.g., 80 channels with 50 GHz of spectral oc-
cupation for 4 THz of optical bandwidth). This Nchannel _max is equivalent to an aggre-
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gated optical power that, in turn, depends on the computed per channel optimal power
during the design step. Usually, each link l in the network has the same Nchannel _max ,
except when the network operator has a particular need over certain links. However,
to ease our study, without any loss of generality, we assume that these numbers are
identical all over the network. It is important to note that we do not necessarily have
for every link l the same channel optimal power because it depends on the physical
characteristics of each link (i.e., span attenuation, amplifier configuration).
The use of flex-grid technology over these optical infrastructures may increase the
number of channels in some links and thus their optical power levels (e.g., up to 106
channels with 37.5 GHz of spectral occupation in 4 THz of bandwidth and up to 128
channels in 4.8 THz of bandwidth). In fact, if the number of channels (i.e., the aggre-
gated optical power for the Nchannel _max channels) is not controlled and limited, there
may be some risks of power saturation in the amplifiers that are already close to their
maximum output power (i.e., power saturation limit) leading to strong performance
degradation on these links.
Inversely, if the number of channels is limited to Nchannel _max , the spectrum gain
enabled by flex-grid technology cannot be exploited. However, replacing optical am-
plifiers with new ones having bigger output power is a potential solution, although it is
costly because it requires full redesign of the links and possible purchase of new am-
plifiers as well as interruption of the link to set up the new amplifier configuration.
In this chapter, we propose making the information of optical power available to
the control plane to benefit from the flex-grid spectrum gain promises, while keeping
the in-place amplifiers. However, this requires fine knowledge of the maximum power
allowed in each link, which, in turn, requires understanding the link design step and
the limitations of optical links.
3.3.1 Design method
In order to evaluate our power control process, we must precisely model the link design
step. The design of optical links (i.e., selection/configuration of optical amplifiers) is
an important phase to determine optical resource limits over every optical link. To this
end, we have developed a link design method, which we presented in [117, 125, 126],
taking advantage of the optimization strategy presented in [21]. Surely, any other de-
sign method could be used instead to determine these power resources. In this case,
the estimator of the physical feasibility used in the control plane will be different be-
cause it depends on the design method.
The LOGON strategy proposed in [21] consists in performing local optimization of
the OSNR and nonlinear impairments at the span level, leading to a global OSNR opti-
mization over all the links of the network. It proposes applying an optimal power spec-
tral density (PSD) on every channel at the input of every span to guarantee maximum
transmission performance over the channels. This power is computed using span and
amplifier characteristics by applying Equation (6) in [21]. Eq.(3.1) represents the ag-
gregated optical power that corresponds to this power spectral density at the nth span
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input for Nchannel _max channels having Rs spectrum width each, where h,µ,Fn , and
ρN LI ,n stand for Planck’s constant, the electromagnetic wave frequency, the NF of the












Gn = an Pn+1
Pn
(3.3)
Our link design method consists in choosing the optical amplifier that satisfies the link
design constraints (maximize OSNR, minimize non-linear effect, satisfy Nchannel _max
power, and compensate for span loss). Each amplifier NF is computed using Eq. (3.2),
and varies according to the adjusted gain Gn . We use variable gain dual-stage ampli-
fiers without mid-stage access where F1,n and F2,n are the NF for the first and the sec-
ond stage, respectively, and Dn denotes the power ratio for both stages to account for
the difference between preamp and booster performance. Eq. (3.3) computes the de-
sired amplifier gain (Gn) to compensate for span loss, where an is the attenuation of
the nth span, Pn is the power at the input of the nth span, and Pn+1 is the power at the
output of the Gn optical amplifier as shown in Figure 3.2.
We replace Fn in Eq. (3.1) by its value in Eq. (3.2), and then the Pn in Eq. (3.1) by
its value of Eq. (3.3) to attain a third degree polynomial equation represented by Eq.
(3.4), which we solved analytically. The solution of this equation in Eq. (3.5) gives us
the value of the gain that should be adjusted in the nth amplifier in order to obtain
minimum linear and non-linear impairment generation.
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Our link design is performed from the last span to the first one; the amplifier that can
satisfy both required gain (Gn) and optimum power (Pn+1), while achieving the small-
est NF is selected. If none of the amplifiers can satisfy these requirements, the one with
the closest maximum power (PO A_max) is chosen. The difference of the required power
is subsequently recovered by re-tuning the gain(s) of the following (downstream) am-
plifier(s).
In summary, this link design method computes amplifier gains while respecting
optimal powers to be set at the input of optical spans, thus leading to link OSNR opti-
mization. After this link design phase (or any other design phase), every link has its own
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set of amplifier types with various power and gain settings, which subsequently deter-
mines the power resource limits and the quality parameter of the link (i.e., OSNR).
It is important to note that amplifiers are used in a fixed gain mode, which means
that, once the design phase is finished, amplifier gain settings are never changed. Fur-
thermore, to efficiently manage optical power resources, many essential parameters
should be available to the control plane of the network. Therefore, in order to under-
stand these parameters, we study the existing power resources available over the opti-
cal links after the application of our design method.
3.3.2 Link power margin
Let Nchannel _max be the maximum number of channels per link. Let Pdesi g n,l (by defi-
nition equal to P1), as shown in Figure 3.2 be the input optical power designed for the
link l having Nchannel _max . The difference of characteristics between all spans in terms
of the losses, non-linearity coefficient, and length leads to the use of various types of
amplifiers having different characteristics in terms of maximum gain (GO A_max), max-
imum power (PO A_max), and NF. This difference results in different Pdesi g n,l and thus
P optchannel ,l (individual optimum channel power over link l ) over every link l and in dif-
ferent span optimum input powers (i.e., amplifier output powers). This power variation
is given by Eq. (3.3). Therefore, there may remain a power margin (PO A_mar g i n,n) over
the nth amplifier such that
PO A_mar g i n,n = PO A_max,n −Pn+1, (3.6)
where PO A_max,n is the maximum power of the nth amplifier. Figure 3.3 shows an ex-
ample of power levels (PO A_max ,PO A_mar g i n) over link l amplifiers, where different
PO A_mar g i n values exist in the different amplifiers.
We define as link power margin Pmar g i n,l , the minimum power margin (minimum
PO A_mar g i n ) that exists over the amplifiers of the link l :
Pmar g i n,l = mi nn∈ℵl {PO A_mar g i n,n} (3.7)
where ℵl is the set of amplifiers of the link l . Therefore, the maximum optical power
that can be applied at the input of link l without saturating any amplifier is
Pmax,l = Pdesi g n,l +Pmar g i n,l (3.8)
In case there is no PO A_mar g i n,n in one of the amplifiers of the link l , the Pmar g i n,l
is then equal to zero, and no additional power can be used over that link.
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Figure 3.3: A simplified representation of optical power at amplifier level.
Figure 3.4: Simplified representation of power levels over optical links.
We define Pl (t ) as the current power at a moment t over the link l . It is a function of
time t because it depends on the number and on the power of the established channels
at time t . Figure 3.4 illustrates the different power levels that can exist over the optical
links of a network, where l is the link index. For every link a Pmax,l power is supported,
where Pmax,l is greater than Pdesi g n,l of the link (by construction). It is exactly equal
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to Pdesi g n,l when no power margin exists. As shown in Figure 3.4, the links l and l +1
have strictly positive margins; therefore, additional optical resources may be used over
these links. Inversely, the link l−1 does not have power margin; therefore, no additional
power can be used over this link. Our utilization of power margin complements recent
works on design margins and system margins, as in [96, 127, 128]. In these works, the
power control aspect was neglected. Here, we specifically focus on the control of the
optical power.
3.4 Optical power control
Optical networks are made of optical nodes (ROADMs) interconnected with optical
links. In order to achieve maximum network performance, every optical link between
two ROADMs is usually designed to support optimum performance independently
from other links. With this design method, every link has its own set of optimum span
powers and amplifier settings. The maximum performance is ensured by setting the
optimum power for any new optical channel (i.e., P optchannel ,l [21]). This kind of policy
does not consider that channels may require variable reaches; thus, some channels
may not always need the maximum performance (e.g., the power of the channel with
the shortest path does not need to be set to its optimal value to reach the destination).
As a result, some transmission margins are wasted.
Channel performance and its optical power are tightly linked. Reducing the opti-
cal power from its optimum value to a lower value reduces the performance and thus
adapts the channel to the required reach. This appears as an interesting method to
save some optical power in a flex-grid network and to avoid wasting the transmission
margin. More precisely, we expect that this power adaptation will allow the use of the
transmission margin to increase link capacity in terms of channel numbers.
To perform the power control, we now propose exploiting the performance estima-
tor of Eq. (3.9) of the LOGON strategy in [21]. This equation estimates the OSNR (in-
cluding nonlinear effects in the form of nonlinear interference) of a lightpath p at the
receiver side. The OSN Rest ,p value of the lightpath p, which is made of m successive
links, is the inverse of the sum of the inverse OSNR of each link [21]. If the estimated
OSNR (OSN Rest ,p ) is bigger than that required (OSN Rest ,p ), then the channel power
can be adapted. We define the OSN Rmar g i n,p as the difference between the estimated
and required OSNR:
OSN Rmar g i n,p [dB ] =OSN Rest ,p [dB ]−OSN Rr eq,p [dB ] (3.9)
It is noteworthy that LOGON assumes the worst case in terms of nonlinear effects
(i.e., OSNR overestimation assuming full spectrum load), which means that the estab-
lishment of any new channel will not require the re-computation (i.e., re-estimation)
of the OSNR for the already established ones because its effect is already considered.
The OSNR of an optical channel varies as a function of its optical power at the trans-
mitter side: OSN R = f (Pchannel ). The function f is monotonically increasing on the in-
terval [0,P optchannel ,p ] [129], where P
opt
channel ,p is the channel transmit power for optimal
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reception of light at the destination of the path p (i.e., the channel optimum power on
the first link constituting the path p).
In order to translate power reduction into OSNR reduction, we have considered
that every 1 dBm of optical power reduction corresponds to 1 dB of OSNR reduction.
This is an overestimation to ensure a working channel. Indeed, 1 dBm of power reduc-
tion leads to less than 1 dB OSNR reduction, as explained in [129]. Therefore, we can
consider that the OSNR margin in dB corresponds to the amount of power that can be
saved for the related optical channel. Moreover, because optical amplifiers have fixed
gains (adjusted according to the method explained earlier in Section 3.3.1), this OSNR
reduction is obtained by tuning the power at the transmitter side. An x dBm of opti-
cal power attenuation at the transmitter side corresponds exactly to x dBm of power
attenuation at the receiver side, when passing though the set of spans and amplifiers
constituting the optical link. With this method, we obtain the adapted channel power:






We define the channel power adaptation value as Cad apt ati on :
Cad apt ati on,p [dB ] =β×OSN Rmar g i n,p [dB ] (3.11)
where β ∈ [0,1] and Cad apt ati on,p represent the quantity of OSNR degradation to apply
over the lightpath p. In our work, we use β = 1. However, β can be used to introduce
flexibility to the channel power adaptation process. It offers the possibility for the con-
trol plane to efficiently manage its transmission power margins.
Estimation of the power that can be saved is a simple computation that can be
easily integrated into a control plane. Other methods relying on more complex com-
putation or monitoring mechanisms can be used to estimate the OSNR. However, this
is beyond the scope of this chapter.
To illustrate the power control process, we assume that two optical channels hav-
ing the same spectral occupation of 50 GHz (i.e., four slots of 12.5 GHz) are established
over the same path p. The first channel is established without power adaptation and
the second with power adaptation. Figure 3.5 shows an example of the optical power
level at the transmitter side for the two established channels. In this example, the first
channel (in yellow) uses its optimal power P optchannel ,p . The second channel (in blue) is
adapted to minimum acceptable performance OSN Rr eq , and its power value is com-
puted using Eq. (3.10).
3.5 Routing algorithm
To find an optical path between a node pair, we propose a new path computation al-
gorithm that considers spectral and power resources and performs a power adaptation
process. Figure 3.6 shows the algorithm, which is executed at the ingress node during
path computation.
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Figure 3.5: Optical channels with and without power adaptation.
For every optical connection request (i.e., lightpath establishment request) of T
Gbit/s rate between a pair of source and destination nodes, it computes the short-
est path using Dijkstra’s algorithm. Then, it tries to find a group of S continuous and
contiguous available slots of 12.5 GHz that satisfies the request T using the first-fit al-
gorithm. The S slots are computed with respect to minimum spectrum occupation,
supposing the same modulation format and baud rate for each request in this study.
The request is blocked when no available slots are found to satisfy the connection re-
quest. However, once this set of available and successive optical slots over a path p
is found, three other tests are performed: the physical feasibility, power adaptation
(PA), and power verification (PV) tests. The physical feasibility test checks whether
OSN Rest ,p > OSN Rr eq,p . If the path is physically feasible, then OSN Rmar g i n,p is com-
puted. If OSN Rmar g i n,p > 0, then the channel optical power is adapted to minimum
acceptable performance OSN Rr eq,p . Therefore, the channel OSNR degradation value
is Cad apt ati on,p , and the target channel optical power is expressed as P
ad apted
channel ,p =
P optchannel ,p /Cad apt ati on,p .
Regardless of the adapted channel power value, a last power verification test is per-
formed to ensure that this channel, if added, will not cause any saturation problems
over the m links constituting the optical path p. This test consists in comparing, for
every link of the optical path p, the link aggregate power Pl (t ) after adding the power
of the new channel (either P optchannel ,l if no power adaptation is performed or P
ad apted
channel ,l
if power adaptation is performed) with the maximum allowed power (Pmax,l ). It is im-
portant to note that these power parameters (Pdesi g n,l , Pmar g i n,l , Pchannel ,l , and Pl (t ))
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Figure 3.6: Path Computation Algorithm.
are made available at each node thanks to the extension that we propose for the OSPF-
TE link state distribution process. Once these tests are done at the ingress node, the
signaling is triggered on the chosen path (i.e., an extended RSVP-TE Path message
containing the power adaptation information is sent downstream in order to set up
the optical channel). If any of these tests fail, the connection request is rejected.
Last, at each hop, during the signaling process, the aggregate power using the rec-
ommended channel power setting is checked in order to verify that it does not exceed
the Pmax,l of each crossed link. Indeed, if the requests are frequent, some signaling
process may simultaneously compete for the same optical resources in terms of opti-
cal power (race condition), and the signaling should avoid any over-provisioning due
to the not-yet-updated link database.
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3.6 GMPLS protocol extensions
The GMPLS is a network protocol suite for setting up connectivity services upon differ-
ent switching type equipment [130]. GMPLS is used here because it is one of the most
deployed control planes and because it is widely used to manage the optical network
technologies. Moreover, it is a well-defined and stable protocol suite involving signal-
ing, routing, and link management protocols to automatically provision end-to-end
traffic-engineered connections.
In this section, we mainly focus on the OSPF-TE topology distribution and RSVP-
TE signaling protocols, which are the main required bricks of our optical power control
process. Despite recent efforts of IETF to enrich the GMPLS control plane with exten-
sions for flex-grid networks [131, 132] and with physical layer awareness [133], neither
the parameters that we need for the optical power control process nor the process itself
are defined. Therefore, in this work, we propose adding several extensions for OSPF-TE
and RSVP-TE protocols. Subsequently, we provide the detailed description of these ex-
tensions and present the routing and signaling mechanisms used to exploit them.
3.6.1 OSPF-TE extensions
At the end of the design phase, every optical link has its own set of characteristics,
which areP optchannel ,l , Pdesi g n,l , Pmar g i n,l , and link OSN Rl . We assume that, in the ini-
tialization phase of the network, these physical parameters are recorded for each link
in the neighboring nodes upon link commissioning. Then, they are collected via OSPF-
TE flooding control messages and placed in a local database in each node.
As described in Section 3.5, in order to realize the power verification test, another
parameter is needed, which is Pl (t ). It is added in the local database, with a value that
corresponds to 0 mW during the initialization phase of the network because no chan-
nel has been established yet.
In this respect, we propose five new sub-TLVs to OSPF-TE link TLV:
• Pchannel ,l (dBm): The input optimum power for the reference channel spacing
(50 GHz) over the link l . It is used when no power adaptation is applied.
• Pdesi g n,l (dBm): The total aggregated input power designed for the Nchannel _max,l
of the link l . This parameter is required by the control plane to determine the
aggregated optical power allowed over the link l .
• Pmar g i n,l (dBm): The link optical power margin. This parameter represents the
remaining power margin over the link l .
• OSN Rl (dB): The OSNR of the link l as defined in Eq. (3.9) of [21]. This param-
eter is needed to estimate path feasibility during the path computation process.
Note that this parameter is slightly different from the one proposed in [54, 134]
because it includes a nonlinear effects contribution.
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• Pl (t ) (dBm): The link power of link l at time t . This parameter is used by the
power verification test.
We propose to include the first four sub-TLVs into the Opaque LSA type 8 ("OSPFv2
Extended Link Opaque LSA"). The Pl (t ) sub-TLV is included as part of the Opaque LSA
type 1 ("Traffic Engineering LSA").We propose to encode every one of these five sub-
TLVs over 8 bytes, where the first 2 bytes are used to indicate the type of sub-TLV, and
the second 2 bytes are used to indicate the length of the sub-TLV (which is equal to 4
here). The last 4 bytes are used to encode the value field of the sub-TLV with respect
to the 32 bit IEEE floating point format. In addition to the proposed sub-TLVs, we also
rely on an additional sub-TLV to take into account the spectrum slot availability. Many
coding formats were proposed for the slot availability sub-TLV in the IETF draft [131,
135]. We adopted the bitmap format in this work.
During the creation of the local databases, we separated the record for the static
(P optchannel ,l , Pdesi g n,l , Pmar g i n,l , OSN Rl .) and dynamic (Pl (t ), spectrum slot availability
bitmap) parameters [136]. The proposed static parameters are never changed during
network operation except in the case where link design or equipment (amplifier or link)
was changed (e.g., in the case of fiber repair). The dynamic parameter values change
every time an optical channel is established or released. This separation allows the
reduction of the amount of flooded information through OSPF-TE protocol.
It is noteworthy that additional parameters may be added to enrich the physical
layer awareness, such as CD or PMD of the optical links, as proposed in [137]. How-
ever, these parameters are beyond the scope of our study because they have no direct
relationship with our power control process. They may be included to improve the ex-
actness of the physical feasibility evaluation of the lightpath.
3.6.2 RSVP-TE extensions
In the GMPLS protocol suite, the RSVP-TE protocol is used as the signaling process
between optical nodes of the computed path to establish the requested connection.
We adopted the already proposed RSVP-TE extensions by the IETF in [132] for the flex-
grid optical networks.
These extensions are used to represent slot width (i.e., bandwidth occupation of the
channel) and the frequency slot information. The slot width extension is used to rep-
resent how many spectrum resources are requested for a LSP. The frequency extension
is used to identify the location of the channel in the spectrum of the optical link.
After the path computation procedure, the ingress node sends an RSVP-TE Path
message to the next node of the computed path. This Path message contains infor-
mation on connection to setup: the central frequency, the channel width (i.e., number
of slots), and the Cad apt ati on,p value. When a node receives a Path message (or Resv
message), two tests are performed over its outgoing links: the slots’ availability verifi-
cation and the optical power verification.
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The slots availability verification consists in verifying that the requested slots are
not occupied by any other optical channel. The power verification tests whether the
requested power does not exceed the link maximum power. Therefore, it uses the
Cad apt ati on,p value conveyed through Path and Resv messages in combination with
the P optchannel ,l value recorded in its local database to compute the requested power of
the connection. Then, it determines if the power respects the following constraint:
Pl (t )+ (P optchannel ,l /Cad apt ati on,p ) ≤ Pdesi g n,l +Pmar g i n,l (3.12)
The Cad apt ati on parameter is conveyed through Path and Resv messages because
it is only known by the ingress node (during path computation) and is not distributed
by OSPF-TE. To this end, we propose to create new 8 bytes sub-TLVs (2 bytes for type,
2 bytes for length, 2 bytes to encode the value of β, and 2 bytes to encode the value
of Cad apt ati on) in each of the SE N DER_T SPEC (class number 12) and F LOW SPEC
(class number 9) objects of the Path and Resv messages, respectively. These sub-TLVs
contain the value of the channel OSNR degradation Cad apt ati on,p (in dB) and β for
a path p, which are encoded respecting the 16 bit IEEE half-precision floating-point
format.
It is important to note that, during the RSVP-TE signaling process, each node of the
optical path stores channel information contained in the Path and Resv messages in
a local database (referred to as "Path State Block/Reservation State Block" in the stan-
dard). Therefore, when an optical channel is removed, optical nodes use the stored in-
formation to release the optical resources of the channel i.e., occupied slots). Simulta-
neously, it also updates the values of Pl (t ) for the concerned links, using Cad apt ati on,p
parameter combined with P optchannel ,l to compute the value of the optical power to be
subtracted from Pl (t ).
In the same context, the integration of the power verification test requires the addi-
tion of a new type of error in case the test fails. Therefore, we propose to define a new
error code for the ERROR_SPEC (class number 6) object of the RSVP-TE PathEr r
message [138]. This allows identification of the error by the ingress node in order to
indicate that the link power resource is fully used.
3.6.3 Connection establishment example
To explain the control mechanism used in our work, we consider here, as an exam-
ple, an optical network with six optical nodes (i.e., ROADMs). Figure 3.7 shows the six
interconnected nodes (A, B, C, D, E, and F).
We assume that network optical links are already designed and that the nodes
database is filled with essential information (P optchannel ,l , Pdesi g n,l , Pmar g i n,l , OSN Rl ,
and Pl (t )). Moreover, we suppose, in this example, that a connection request between
ROADMs A and C is sent from the network operator to Node A. Figure 3.8 shows the
signaling mechanism and the RSVP-TE message flow triggered to establish the optical
channel.
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Figure 3.7: Network example.
Upon receipt of the connection request by Node A, the path computation algorithm
is triggered. We assume that, after performing the algorithm, the selected path p is
A-B-C (shortest path) and S free available slots are found. We suppose also that the
OSN Rest ,ABC of the path is bigger than OSN Rr eq,ABC . Therefore, the optical channel
for the path p is power adaptable, and a Cad apt ati on,ABC parameter is computed.
Before triggering the RSVP-TE signaling process, Node A performs the slot and
power verification tests over its outgoing link (i.e., AB). These tests are executed
to ensure that optical spectrum resources are still available and no power sat-
uration will occur after adding the new optical channel over link AB (P AB (t ) +
(P optchannel ,AB /Cad apt ati on,ABC ) ≤ Pdesi g n,AB + Pmar g i n,AB ). Once verification is done,
Node A sends an RSVP-TE Path message to Node B with the same information on
the selected path p (A-B-C), the S slots, and the Cad apti on,ABC value. Upon recep-
tion of the Path message by Node B, the same tests are performed over its out-
going link, BC (it checks that S is still available over the link BC and that PBC (t ) +
(P optchannel ,BC /Cad apt ati on,ABC ) ≤ Pdesi g n,BC +Pmar g i n,BC ). Then, it sends a Path mes-
sage to Node C, once the verification is done.
Once the Path message arrives at the egress Node C, a hardware configuration is
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Figure 3.8: Flow diagram in A, B, and C controller during the connection provisioning
process.
performed for its Dr op port (in order to receive the optical channel). Moreover, the
spectrum bitmap and the power value of the link BC are updated (PBC (t ) = PBC (t )+
P optchannel ,BC /Cad apt ati on,ABC ) in its local database. Then, an Resv message is sent to
Node B. On receipt of the Resv message by Node B, slot availability and power verifi-
cation tests are performed again over link BC. Then, a hardware configuration is made
to ensure the switching of the requested channel. Moreover, the spectrum bitmap and
the power value of link BC are also updated in its local database, and a Resv message is
sent to Node A. In turn, Node A executes the same tests over link AB after the receipt of
the Resv message. Once verified, the hardware configuration is performed to its Add
port in addition to channel power adaptation. Moreover, the spectrum bitmap and the
power value of link AB (P AB (t ) = P AB (t )+ (P optchannel ,AB /Cad apt ati on,ABC ) are updated in
its local database. Finally, the optical channel is established, and a connection setup
confirmation is sent back to the network operator.
It is important to note that every optical node sends its neighboring nodes a set of
OSPF-TE LSAs messages. This regular update will naturally flood the changes over its
outgoing links after the end of any signaling phase.
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3.7 Simulation scenarios and results
3.7.1 Simulation setup and scenarios
In order to evaluate our proposed power control process, we developed a distributed
GMPLS-based network simulator over OMNET++. It simulates OSPF-TE and RSVP-TE
protocol messages and mechanisms, as explained in Section 3.6. Moreover, it takes
as input a network topology (links, spans, and amplifier types) and designs its op-
tical links using our design method detailed in [125]. Finally, it fills in the OSPF-TE
database with the essential needed parameters (P optchannel ,l , Pdesi g n,l , Pmar g i n,l , OSN Rl ,
Pl (t ), etc.). Simulations are performed over the 32 optical nodes and 42 optical links of
the European backbone network, as shown in Figure 3.9. Single mode fiber spans are
assumed to be used (chromatic dispersion = 17 ps.nm−1.km−1, fiber attenuation = 0.22
dB/km, non-linearity coefficient = 1 W−1.km−1).
Figure 3.9: European Backbone Network Topology.
Links are designed using the three amplifier types presented in Table 3.1, assuming
nonidentical span lengths that are randomly drawn according to a Gaussian distribu-
tion N (µ = 100km,σ = 27km). Table 3.1 shows the amplifier portfolio used (several
variable gain dual-stage amplifiers without midstage access), where F1 and F2 are the
NF for the first and second stages, respectively, and D denotes the power ratio for both
stages to account for the difference between preamp and booster performance. Filter-
ing penalties induced by transit across one optical node are 0.05 dB for the 50 GHz
(four slots of 12.5 GHz) channel spacing and 0.64 dB for the 37.5 GHz (three slots of
12.5 GHz) [139].
In order to simplify the results analysis, only 100 Gbit/s optical channels are estab-
lished in all scenarios (T = 100 Gbit/s). The minimum accepted OSNR at the receiver
side, using 0.1 nm noise reference bandwidth, including operational margins, is set to
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Type PO A_max (dBm) GO A_max (dB) F1(dB) F2(dB) Power ratio: D(dB)
A1 17 30 5 6.5 3
A2 19 25 5.5 7 5
A3 20 23 6 7.5 7
Table 3.1: Amplifier Models
15 dB for 100 Gbit/s quadrature phase-shift keying (QPSK) modulation format with
coherent detection and soft decision forward error correction, whatever the channel
bandwidth (three or four slots of 12.5 GHz). Six scenarios are studied:
• Fixed-grid (FG): This scenario represents today’s core optical networks where no
power information is communicated in the control plane. The power control is
not activated in the path computation algorithm or in the protocol. The number
of channels that can be set up on a given link is limited to 80, where each channel
occupies four contiguous slots (4 × 12.5 GHz = 50 GHz).
• Fixed-grid with power margins (FG4S_PV): In this scenario, the control plane
is power aware and thus benefits from the extra power margin of every link
(Pmar g i n,l ) to set up channels in the limit of the 4.8 THz bandwidth (C band-
width). The power adaptation is set to off, but the power verification is set to on,
and each channel occupies four contiguous slots.
• Fixed-grid with power control and power margins (FG4S_PAPV): In this scenario,
both power adaptation and power verification are allowed. Each individual chan-
nel power is tuned to the power satisfying the minimum acceptable OSNR value
(OSN Rr eq ). Each channel occupies four contiguous slots.
• Flex-grid (FX): This scenario is the same as FG but with channels occupying only
three contiguous slots (filtering penalty is bigger than for FG scenario).
• Flex-grid with power control and power margins (FX3S_PAPV): This scenario is
the same as FG4S_PAPV, but each channel occupies three contiguous slots.
• Flex-grid with power control and power margins (FX3-4S_PAPV): This is the same
as the previous scenario, but with the possibility to choose three or four slots of
12.5 GHz for each 100 Gbit/s channel. The path computation algorithm first tries
three slots of 12.5 GHz for the channel setup. If the path is not physically feasible
(probably due to its filtering penalty because it is higher for three-slot channels),
the algorithm tries to establish the optical channel using four slots.
In this work, several fixed-grid and flex-grid scenarios are simulated. Therefore, in
order to fairly compare them, we perform the same link design for eighty 100 Gbit/s
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QPSK channels over a 50 GHz grid (80 × 50 GHz = 4 THz per link) for all scenarios. How-
ever, the full usable bandwidth of each link is set to 4.8 THz (optical amplifier usable
bandwidth) as defined by the ITU-T. Table 3.2 summarizes the six simulated scenarios.
Simulated scenarios Power adaptation Power margin Channel Spacing (GHz) Filtering penalty (dB)
FG No No 50 0.05
FG4S_PV No Yes 50 0.05
FG4S_PAPV Yes Yes 50 0.05
FX No No 37.5 0.64
FX3S_PAPV Yes Yes 37.5 0.64
FX3-4S_PAPV Yes Yes 37.5 or 50 0.05 or 0.64
Table 3.2: Simulated scenarios
The path computation algorithm presented in Section 3.5 is modified to enable
the simulation of the different scenarios. We summarize in Figure 3.10 the set of spec-
trum and power control tests applied during the execution of the path computation
algorithm. Depending on the scenario, some tests are activated or deactivated. In this
algorithm, the K shortest paths can be computed for any request between any node
pairs (s,d). Therefore, when the K paths have been computed, the ingress node ex-
ecuting the algorithm tries to establish the first path. If it is not possible, the second
path is tested and so on. The connection request is blocked if no path from the K com-
puted paths can pass the set of tests. The K paths are ordered in increasing length
order. The algorithm selects the first path from K that satisfies all the constraints (con-
tinuity, contiguity,physical feasibility, and, if needed, power feasibility). If one of the K
paths passes all the tests, the provisioning process is triggered with a set of channel pa-
rameters (path, slots, Cad apt ati on). The connection request is blocked if no path among
the K passes all the tests.
Note that, in all scenarios, paths that exceed maximum reach (i.e., with OSNR be-
low OSN Rr eq ) are rejected, and our optical network does not implement regeneration
(left for further study). Fifty simulation runs (each run with a different seed) are per-
formed for each of the six scenarios. We simulate an incremental channel setup, where
channels are established and never released (i.e., channel establishment until the net-
work is fully loaded). It is important to note that, for every scenario, the same 50 seeds
are used in order to exactly simulate the same sequence of optical connection requests.
The results depicted in Figures 3.11 and 3.12 are given by averaging the 50 simulation
runs with a confidence interval of 95% (too small to be displayed on the figures). The
connection request inter-arrival time at each node follows an exponential law with a
value of 0.4 for its parameter. The source-destination pair of each request is randomly
chosen among all network nodes according to a uniform distribution.
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Figure 3.10: Path computation algorithm of the simulated scenarios.
3.7.2 Simulation results
We consider the CBR a first evaluation criterion, which is the ratio of the total number
of blocked requests over the total number of generated requests until a time t . Figure
3.11 shows the CBR of the six scenarios as a function of the normalized spectrum oc-
cupation of the network, which is the ratio of the total occupied spectrum of all the
links of the optical network until a time t over the total spectrum of all the links. Note
that, on each link, the spectrum occupation corresponds to the number of reserved
slots of all channels, each one having three- or four-slot occupations depending on the
scenario.
For all scenarios, the CBR at low occupation is not zero because of the rejected de-
mands due to physical feasibility (paths longer than maximum reach). Not surprisingly,
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Figure 3.11: Cumulative blocking ratio vs. normalized spectrum occupation.
because FX and FX3S_PAPV have a larger filtering penalty, they block more demands at
low occupation than the other scenarios. The CBR of the FX scenario increases rapidly
with the spectrum occupation not only because of the physical feasibility blocking but
also because of the limited number of channels over every link. When comparing FX
and FG scenarios in terms of spectrum occupation, we notice that, when the network
is fully loaded (i.e., when no optical channel can be established), the FX spectrum oc-
cupation represents 75% of that of FG. This result confirms the gain brought by flex-
grid technology in terms of spectrum occupation. Moreover, FG and FG4S_PV have the
same CBR until approximately 65% of spectrum occupation. Over 65% occupation, the
CBR of FG4S_PV is smaller because the network benefits from power awareness; it can
accept more than 80 channels relying on the remaining power margins over the links.
Furthermore, FG4S_PAPV has a smaller CBR than FG and FG4S_PV because it can
benefit not only from the power margin, but it also can create some reduction in power
with our channel power adaptation process. The CBR of FG4S_PAPV stays below the
CBR of FG and FG4S_PV starting from approximately 26% of spectrum occupation.
This means that, even at low load, the power reduction enabled by our proposed power
control mechanism can be useful.
Moreover, when investigating the optical power levels, we noticed that the
FG4S_PAPV scenario is not limited by the optical power resource availability. In fact,
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the blocking was only due to physical feasibility and bandwidth availability, even at a
high load. As explained earlier, the FX and FX3S_PAPV scenarios have bigger CBR at a
low occupation ratio because they use only 37.5 GHz spacing for establishing the 100
Gbit/s channels; the filtering penalty (0.64 dB) then reduces the number of feasible
paths in the whole network. However, when network load increases, the FX3S_PAPV
CBR is lower than the CBR of FG and FG4S_PV. This is explained first because, with
three slots per channel, the network can accept more channels than with four slots.
In addition, the optical power control process is able to sufficiently save power that is
required for these additional channels (despite the fact that the filtering penalty limits
the performance and thus the amount of optical power reduction).
This analysis is confirmed by the FX3-4S_PAPV scenario. It has a CBR smaller than
FX3S_PAPV for spectrum occupation lower than 0.65. This is because paths that were
rejected due to their nonphysical feasibility with 37.5 GHz are established here with 50
GHz. Nonetheless, this is paid with lower spectrum efficiency; the spectrum fragmen-
tation caused by the mixing of 37.5 and 50 GHz channels (no spectrum fragmentation
awareness is used) prevents using the whole spectrum bandwidth, unlike FG4S_PAPV
and FX3S_PAPV. This also is confirmed in Figure 3.12.
It is important to note that the spectrum efficiency of the FX3S_PAPV is slightly
smaller than FG4S_PAPV because some links still have spectrum resources, but their
power resources are completely used at high loads. This is because setting up only
three-slot channels not only increases the number of channels but also decreases the
potential for power reduction over links. Power adaptation produces less power mar-
gins because of the higher filtering penalty (0.64 dB).
We notice that the amount of Pmar g i n,l over the links is too small to satisfy more
than 80 channels with this network design (link power margins represent approxi-
mately 2.5% of the available power over the network). This means that, when switching
to flex-grid networks, the Pmar g i n,l will not be sufficient to handle the increase in the
number of optical channels. In this situation, the power adaptation process is essential
to save enough power to cancel the blocking for power reasons.
Moreover, we remarked that, when the network is fully loaded (i.e., spectrally sat-
urated), the remaining power over the entire network (sum of the remaining power
over all network links) is high. We have 52%, 25%, and 35% of remaining power for
FG4S_PAPV, FX3S_PAPV, and FX3-4S_PAPV scenarios, respectively. The value of the re-
maining power is high because all the OSN Rmar g i n,p of the established channels have
been used to save optical power (i.e., reduce transmitted power). Therefore, for some
channels, it is possible to use the existing OSN Rmar g i n,p for other purposes such as us-
ing a higher-order modulation format to reduce the spectral occupation of the channel
and thus increase link capacity. However, this increases the decision complexity in the
control plane because it should decide when to use the OSN Rmar g i n,p for power at-
tenuation and when to use it to change the modulation format. This alternate decision
policy is not addressed in this chapter and is left for future work.
Figure 3.12 shows the network capacity (amount of 100 Gbit/s requests accepted
and established) as a function of the normalized spectrum occupancy. Note that a four-
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Figure 3.12: Network throughput vs. normalized spectrum occupation.
slot 100 Gbit/s request going through three optical links (three-hop path), for example,
will count as 100 Gbit/s on the y axis and 3 × 4 slots (3 × 50 GHz) on the x axis. This
explains why the FG4S_PV and FG4S_PAPV curves are below that of FG; both scenarios
accept additional long path requests (i.e., paths with bigger number of hops) at high
load because they can use more spectrum than FG (limited to 80 channels per link)
thanks to the power control. This explanation also holds for the FX3S_PAPV scenario,
which has much shorter paths on average than all the other scenarios (the FX3S_PAPV
curve is above that of FG).
The FX scenario carries approximately 152 Tbit/s of data traffic, which is more than
the traffic carried with the FG scenario (137.8 Tbit/s). This result is expected because
established connections in the FX scenario have shorter reaches and therefore occupy
less bandwidth and slightly reduce the blocking due to the exceeded maximum chan-
nel number per link. The FG, FG4S_PV, and FG4S_PAPV reach at most 137.8, 158.2, and
173.3 Tbit/s, respectively, of carried traffic. Therefore, the power control has increased
the capacity of the fixed-grid network by approximately 25%.
As expected, the power control coupled with the use of the flex-grid in FX3S_PAPV
greatly increases the network capacity to 248 Tbit/s. This represents 80% of the capac-
ity increase compared with FG (i.e., accounting for the 0.8 THz more total spectrum
resources compared with the 4 THz of FG) and 45% when compared with FG4S_PAPV.
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We also note that the FX3-4S_PAPV scenario has a larger capacity than FG4S_PAPV,
despite the fact that it can occupy less bandwidth because of spectrum fragmentation.
All these results mean that channel power adaptation is an efficient mechanism
to benefit from the link total spectrum bandwidth, without the need to redesign the
existing optical network.
3.7.3 Blocking reasons
To understand exactly what is happening during simulations, we plotted the reasons
for request blocking for each scenario in bar charts and evaluated the effect of the num-
ber of shortest paths on the request blocking.
In our study, there are four blocking reasons:
• No available spectrum (No Spec): This type of blocking arises when no available
continuous and contiguous slots are found over a path p.
• No sufficient OSNR (No OSNR): This type of blocking arises when the OSN Rest ,p
of the computed path is smaller than OSN Rr eq,p .
• No available power (No Pow): This type of blocking arises when no power re-
source is available in one link constituting the chosen optical path p.
• Maximum channel number exceeded (MXCE): This blocking reason is consid-
ered for FG and FX scenarios, where no power awareness exists in the control
plane. Therefore, blocking arises when the channel number exceeds the maxi-
mum allowed (which is 80 here) over a link l over the requested path p (whatever
the real remaining power or spectrum).
The blocking counting method is described as follows: for each connection request
and its computed path p, if there are no available continuous and contiguous slots
(over the path p), the blocking reason is counted as No Spec. However, if there are avail-
able slots, but the OSN Rest ,p for the path p is smaller than OSN Rr eq,p , the No OSNR
blocking reason is counted. In the case where spectrum resources are available and the
path is physically feasible (OSN Rest ,p > OSN Rr eq,p ), but there is no power resource
available in one of the links constituting the computed path p (i.e., a link saturation
may have occurred after adding the new optical channel), the No Pow blocking rea-
son is counted. For FG and FX scenarios, because no power control is performed, the
MXCE blocking reason is considered when the number of channels established over
any link exceeds the maximum allowed. Therefore, No Spec is counted first, then No
OSNR, and finally MXCE.
To fairly compare the different scenarios, we recorded the results of simulation after
2000 connection requests were generated (same request sequence, same traffic, and
same set of source and destination node pairs for all scenarios). Then, we plotted (in
bar charts) the number of blocked requests per reason for blocking for each of the six
scenarios. This is shown in Figures 3.13 and 3.15 for fixed-grid and flex-grid scenarios,
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respectively, to ease visualization. In addition, these blocked requests per scenario are
plotted as a function of the number of hops per channel, as shown in Figures 3.14 and
3.16. Simulations are performed for one shortest path (K = 1) and for three shortest
paths (K = 3).
3.7.3.1 One shortest path
Figure 3.13 shows that, in the FG scenario, the MXCE reason is dominant. Indeed, no
power information is available for the control plane, and the number of channels is the
first blocking reason encountered when computing the path. Note that this does not
mean that paths blocked due to the MXCE reason are otherwise feasible with respect
to the continuity constraint or the physical feasibility constraint.
Figure 3.13: Blocking reasons in FG scenarios.
In the FG4S_PV scenario, because the link power margin can be used, the amount
of accepted requests is increased, and the number of blocked requests is reduced (from
1194.4 to 1185.5 requests on average). Moreover, the No Pow reason is the main reason
for blocking. This means that most of the requests have passed the continuity, the con-
tiguity, and the physical feasibility tests but failed because the amount of power margin
is not sufficient for a large number of them. This result confirms our first analysis that
link power margin is not sufficient to avoid amplifier saturation. However, some ad-
ditional channels are accepted due to the use of power margins, leading to a bit more
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spectrum occupancy than in the FG (this explains the increase of the No Spec blocking
reason from 128 to 170 requests). This is also clear in Figure 3.14, and it is independent
from the number of hops.
Figure 3.13 shows that, with the power control process in FG4S_PAPV, the blocking
occurs for two reasons: No OSNR and No Spec. This is explained by the fact that the
power control process is capable of reducing link power; therefore, link power satura-
tion is no longer occurring. Power adaptation frees more optical power resources than
required by the requests. Power is no longer a limitation in this case. As a result, more
connections are accepted and less are blocked, as shown in Figure 3.14. Therefore, net-
work links are more spectrally occupied.
Figure 3.14: Blocking reasons per number of hops in FG scenarios.
This explains why the number of No OSNR blocking in the FG4S_PAPV scenario is
smaller than the No OSNR blocking number in the FG and FG4S_PV scenarios: more
requests are counted as blocked due to spectrum resources first, even if these requests
do not pass the physical feasibility test. This somehow masks part of the No OSNR
blocking reason in the FG4S_PV scenario (because of the blocking counting method).
Figure 3.15 shows that, in the FX scenario, there is no blocking due to No Spec be-
cause the use of three slots for each 100 Gbit/s channel has reduced the spectrum used
in the network; therefore, there is sufficient available spectrum for all requests. This
confirms the spectral gain promises when using the flex-grid technology. However, the
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blocking reasons are instead due to No OSNR because the filtering penalty is bigger
than that of the FG scenarios. Of course, similarly to the FG scenario, there is always
some blocking due to MXCE because power information is not available to the control
plane.
Figure 3.15: Blocking reasons in FX scenarios.
We notice that, in the FX3S_PAPV scenario, the dominant blocking reason also is
No OSNR because of the high filtering penalty but with a smaller number (739.2 re-
quests) in comparison with that of FX (855.7 requests). The reason behind that is the
same as explained in the previous paragraph when comparing the number of No OSNR
blockings in the FG and FG4S_PAPV scenarios. In this scenario (FX3S_PAPV), the acti-
vation of the power control process increases the number of established channels, as
shown in Figures 3.15 and 3.16; therefore, some optical links are fully occupied (up to
128 channels rather than 80 in the FX scenario). This explains the appearance of No
Spec blockings.
At the same time, we can see in Figure 3.15 that No Pow blocking arises in the
FX3S_PAPV scenario. Moreover, this blocking reason is limited to requests with a small
number of hops, as shown in Figure 3.16. In fact, the high filtering penalty reduces
channel performance and the quantity of power that can be saved through the power
control process because less OSN Rmar g i n,p is saved per channel, and more power
resources are consumed. Thus, the amount of freed optical power resources is not
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enough to cope with the available spectrum resources and requests.We also can no-
tice that the requests with long paths are more likely to be blocked due to the OSNR
limit, and their blocking reason is considered No OSNR, even if there is a lack of power
resources (due to the counting method).
It is noteworthy that, because the traffic is uniformly distributed among all fibers,
this lack of power resources (and the lack of spectral resources) will appear, especially
on links such as the one between Node 1 and Node 16 and between Node 5 and Node 22
of Figure 3.9. This is because these links interconnect two parts of the network. There-
fore, special attention should be dedicated to these links, which will be discussed in
one of our future works.
Figure 3.16: Blocking reasons per number of hops in FX scenarios.
Last, the FX3-4S_PAPV scenario suffers from spectrum limitation. This is due to
spectrum fragmentation because a mix of three- and four-slot channels is used; thus,
network links cannot be fully occupied. In addition, four-slot channels occupy more
spectrum and have a bigger number of hops. Therefore, No Spec blocking is dominant,
and the No Pow blocking reason never arises. This is in line with the effort made in the
literature to reduce spectrum fragmentation.
Figure 3.16 shows that the FX and FX3S_PAPV scenarios accept more requests with
a small number of hops (less blocking for paths with a small number of hops) because
of the freed spectrum. Instead, in FX3-4S_PAPV, a higher number of blockings appears
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for requests with hop counts lower than five because more requests with a large num-
ber of hops are accepted. Moreover, in FX3-4S_PAPV, the number of No OSNR blocking
is reduced. This is explained by the fact that connection requests that are not physically
feasible with three slots (because of the high filtering penalty) are established with four
slots.
We can deduce from these results that the strategies used for channel establish-
ment (i.e., selection of the transponder type, channel power, modulation format, spec-
tral occupation, and baud rate) are important in order to exploit the capacity of net-
work links. Therefore, a more intelligent routing algorithm is needed in order to benefit
from the flex-grid technology gain promises.
3.7.3.2 Three shortest paths
To complete the evaluation of our power control process, the path computation algo-
rithm is improved by introducing path diversity (i.e., K shortest path computation) and
simulations are repeated with K = 3 shortest paths.
Figure 3.17: Blocking reasons per number of hops in FG scenarios with K=3.
Figures 3.17 and 3.18 plot in bar charts the number of blocked requests as a func-
tion of the number of hops per channel. In these simulations, the blocking reason is
recorded for the last tested path. This is why no blocking is recorded for one- and two-
hop paths, as shown in Figures 3.17 and 3.18. This is expected because the established
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connections have longer reaches on average with K = 3. Accordingly, connection re-
quests occupy more spectrum; therefore, network throughput for all scenarios is re-
duced, and the No Spec blocking number increases are compared with K = 1.
Figure 3.18: Blocking reasons per number of hops in FX scenarios with K=3.
We note that the CBR values when K = 3 are slightly reduced for all scenarios in
comparison with the shortest path K = 1. However, we obtain approximately the same
behavior and shape for K = 1 and K = 3 (the cumulative blocking ratio is divided by
two).
It is interesting to increase the number of computed shortest paths in order to avoid
blocking in case there is a lack of spectrum and power resources over optical links.
Indeed, this reduces the network blocking, but, at the same time, more resources are
consumed on average. However, Figure 3.18 shows that the No Pow blocking reason in
FX3S_PAPV is not avoided even for just 2000 generated requests.
This result shows that, even with a routing algorithm, which takes advantage of
path diversity, No Pow blocking could not be avoided. Thus, as previously explained,
the links interconnecting different parts of the network will always be problematic.
This is why it is important to include power information in the control plane to effi-
ciently manage network resources and therefore define strategies to avoid this kind of
blocking.
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3.8 Conclusion
In this chapter, we addressed the optical amplifier power limitation issue that an op-
tical network operator will face when migrating networks from fixed-grid to flex-grid
networks. We presented our link design method that allows specifying the power infor-
mation of optical links that are essential for the control plane. A channel power control
process is proposed in addition to a path computation algorithm that integrates power
verification and power adaptation tests. We show how the whole power control process
can be implemented into a distributed GMPLS-based control plane and propose new
extensions for OSPF-TE and RSVP-TE protocols to include power information and to
integrate power awareness. Simulation results reveal that the power control process is
an efficient way to benefit from flex-grid capacity promises while maintaining the use
of legacy amplifiers without the need to redesign any link in the network. In addition,
it helps us to efficiently manage link power resources and to avoid power saturation,
which is certainly unacceptable during network operation.
It is important to emphasize that our power control process is completely indepen-
dent from link design, OSNR estimator, or control plane protocol. Any other link design
method associated with any OSNR estimator could be used to perform the power con-
trol. In addition, this process could be used for an already deployed network, where
established channels are adjusted to fit operator requirements while monitoring their
error rates. At the same time, it also could be considered for new flex-grid networks un-
der construction, where we anticipate the deployment of power controlled channels to
liberate margins and thus increase network throughput.
Finally, it is noteworthy that the developed power control process and path compu-
tation algorithm are completely compatible with the software defined network (SDN)
paradigm. In fact, they can be implemented and executed by any SDN controller if the









OPTICAL POWER CONTROL WITH
REGENERATION
THE evolution to translucent optical networks was driven by the scalability problemof transparent networks where optical impairments limit the reaches of optical
connections. This is usually the case for large networks where optical channels suf-
fer from the accumulation of optical impairments when undergoing a high number of
optical links. Indeed, the deployment of optical regenerators allow overcoming signal
degradation experienced over network links and thus guaranteeing a feasible channel
between any two optical nodes. However, the use of optical regenerators increases the
complexity of channel provisioning, where additional information is required by the
path computation algorithm in order to assign regeneration sites for the unfeasible
channels. In fact, establishing an optical channel in translucent network will require
extensions to control plane protocols to take into account regeneration information
during path computation and signaling phase.
In Chapter 3, the migration from fixed-grid to flex-grid networks have been stud-
ied only for transparent networks with an incremental traffic pattern. The proposed
power adaptation process and protocols extensions have considered channels provi-
sioning without regeneration information. In the continuity of what have been stud-
ied, we address in this chapter the migration from fixed-grid to flex-grid for the case
of translucent networks that are representative of nowadays networks. Furthermore,
as the next generation of optical networks is intended to be flexible and dynamic, we
consider in this work dynamic traffic scenarios, where optical channels are dynam-
ically established and removed, without a prior knowledge of the traffic requests. In
this respect, the impact of the power saturation problem is evaluated considering this
kind of traffic pattern.
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4.1 State of the art
In the literature, several works [124, 140–142] addressed the establishment of optical
channels in translucent optical networks, where signaling mechanisms and protocols
extensions were proposed to handle the optical regeneration in GMPLS control plane.
Indeed, as with the optical impairments [10], different approaches (i.e., routing-based
or signaling-based) can be developed to take into account the optical regeneration in-
formation in the control plane. These approaches are usually based on OSPF-TE and
RSVP-TE protocols, by adding new extensions to include the required information such
as regenerator availability and regenerator reservation information.
The works in [124, 140] have proposed a novel extensions to OSPF-TE protocol to
enable the dissemination of optical regeneration information (e.g., regenerators mod-
ules availabilities, regeneration types: 1R, 2R, 3R [92]). These extensions allow for opti-
cal nodes to be aware of the number and the location of available regenerators in the
network. Moreover, the authors proposed adding a new sub-object called ”Regenera-
tor sub-object” in the explicit route object (ERO) of the RSVP-TE Path message. This
extension was added in order to specify the optical regenerators that should be used
during the signaling phase when establishing an optical channel.
In [141], the authors proposed several extensions to RSVP-TE and OSPF-TE pro-
tocols to take into account optical regeneration in GMPLS control plane. The OSPF-
TE extensions were proposed to advertise the information on regenerator availabil-
ity and capability (i.e., number of regenerator per node and regeneration types). The
RSVP-TE extensions were used to collect regenerator information and assign regenera-
tors along the connection path. In this respect, the authors proposed three extensions
to the RSVP-TE protocol: Regenerator object (RO), Regenerator flag (RF), Regenerator
availability object (RAO). In brief, the RO extension was used to assign the regenerator
to be used (i.e., by handling the regenerator ID). The RF extension was used to specify
the optical node where regeneration should be performed. Finally, the RAO extension
was used to collect the set of available regenerator in each intermediate node along the
optical path. Therefore, depending on the information stored in the optical nodes, the
information disseminated by OSPF-TE and the ones to be collected by RSVP-TE (i.e.,
depending on the extensions used between the three proposed), different provisioning
strategies were proposed [141]. Some are based only on RSVP-TE [143, 144] in order to
avoid the advertisement of a large amount of information in the control plane. Others
are based on both protocols (i.e., RSVP-TE and OSPF-TE) [145].
Alternatively, in [142], a bit is appended in the wavelength label ERO sub-object,
where it is used to indicate for intermediate nodes that an optical regeneration is re-
quired locally. This proposition considers that regenerator per node availability is al-
ready disseminated through OSPF-TE protocol.
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4.2 Contributions
In fact, the RSVP-TE extensions proposed in [141, 142] does not respect the RFC stan-
dard of the RSVP-TE protocol, since non-standardized objects (e.g., RAO, RO) were de-
fined and used to convey regeneration information rather than using standardized ob-
jects. On the contrary, the extensions proposed in [124, 140] to RSVP-TE and OSPF-
TE, respect the RFC standards of these protocols. However, these extensions were pro-
posed before the apparition of the RFC7581 and RFC7689 standard [146, 147] in June
and November 2015 respectively. Therefore, some of the encoding formats of these ex-
tensions should be adapted to the proposed standard.
Indeed, the RFC standard in [146] proposes a specific encoding formats for a set of
information fields described in [148]. These encoding formats concerns information
needed by the Routing and Wavelength Assignment algorithm and used to dissem-
inate four categories of information: Node Information, Link Information, Dynamic
Node Information, and Dynamic Link Information. The goal is to facilitate the path
computation and the establishment of LSPs in translucent optical networks.
In this chapter, we focus on the Node Information that concerns optical regenera-
tion modules and the connectivity matrix in optical nodes. However, we assume that
there are no connectivity constraints in the optical nodes. Therefore, we consider only
the information related to the optical regeneration modules to allow the assignment
of the optical regeneration modules during the signaling of an optical channel. In this
respect, we propose new routing algorithm, signaling mechanism and protocols ex-
tensions for the GMPLS control plane, to allow performing the power adaptation pro-
cess in translucent networks. In particular, we propose new extensions to RSVP-TE and
OSPF-TE protocols to take into account for regeneration and power information dur-
ing the establishment of a regenerated optical channel. The performance of the novel
scheme is demonstrated with simulations considering dynamic traffic patterns. The
simulated scenarios are evaluated through their blocking probability as a function of
the network load considering three network topologies.
The rest of this chapter is organized as follows. Section 4.3 presents the method
used to assign regeneration sites and the one used to compute the power adaptation
coefficients for a regenerated optical path in translucent network. Section 4.4 presents
the developed path computation algorithm that takes into account optical regener-
ation. Section 4.5 is dedicated to the proposed extensions for OSPF-TE and RSVP-TE
protocols. The novel signaling mechanism is explained through an example of channel
establishment. Section 4.6 presents simulated scenarios and performance results over
the network topologies considered. Finally, the conclusion is presented in Section 4.7.
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4.3 Optical power control with regeneration
4.3.1 Optical regeneration assignment method
In translucent network, when the optical channel is not physically feasible, an optical
regeneration (for our purposes, OEO conversion) is performed in one or several nodes
along the path, to get an acceptable quality of transmission (e.g., OSNR, Q or BER) at
the receiver side. Usually, the strategy of operators is to reduce the cost of the network
by minimizing the number of regenerators used. This minimum cost is ensured by ex-
ploiting the maximum reach of the optical transceivers. In this chapter, we consider
this regeneration strategy which we call hereafter ”default regeneration algorithm”.
Figure 4.1: Example of an unfeasible optical path
Figure 4.1, shows an example of connection establishment over an unfeasible op-
tical path. In fact, since the optical path is physically unfeasible between the source
and destination nodes, regeneration sites should be assigned at intermediate nodes to
get a working channel (i.e., an acceptable OSNR at the receiver side). In this example,
several regeneration sites combination are possible, however, only one combination
guarantees minimum cost. Indeed, regeneration combinations such as regeneration
in node A and C, or regeneration in node A, B and C are possible, but they are not the
best solution in terms of cost. Therefore, if the default regeneration algorithm is ap-
plied, only the node B is assigned to perform the optical regeneration, since it allows
exploiting the maximum reach of the transceiver and thus minimizing the number of
regenerators used.
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4.3.2 Power adaptation with optical regeneration
Once the regeneration sites are identified with any regeneration algorithm (e.g., the
default regeneration algorithm or others), the optical path is then decomposed into a
set of feasible transparent segments. Therefore, in order to perform the power adapta-
tion process over the regenerated optical path, the power adaptation coefficient should
be computed for every transparent segment. In this respect, OSNR estimation is per-
formed over each segment to compute the OSN Rmar g i n per segment and thus deduce
the applicable Cad apt ati on coefficient.
Figure 4.2: Regeneration assignment using the default regeneration algorithm
We consider the example of Figure 4.1, where an optical regeneration is performed
in Node B (as shown in Figure 4.2). In this example the optical path is decomposed into
two transparent segments SB and BD. Therefore, two Cad apt ati on coefficients are re-
quired, in order to adapt channel optical power. Figure 4.2, shows the two OSN Rmar g i n
computed over the two segments: OSN Rmar g i n,SB and OSN Rmar g i n,BD . From these
two OSN Rmar g i n , we can deduce the value of Cad apt ati on coefficients and thus adapt
channel optical power at the transmitter side of each segment.
4.4 Routing algorithm with regeneration
To provision an optical channel in translucent optical network, we propose a new path
computation algorithm that considers spectral and power resources, physical feasibil-
ity of the optical channel and assignment of regeneration, in addition to channel power
adaptation. Figure 4.3 shows a simplified representation of the algorithm (the essen-
tial blocks constituting the algorithm). In our work, the connection request is always
sent to the ingress node, on which the path computation algorithm is always executed.
Therefore, similarly to the path computation algorithm in the case of transparent opti-
cal networks, the algorithm tries to find an optical path that satisfies the request.
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Figure 4.3: Path computation algorithm with regeneration
In this respect, the algorithm computes first the shortest path using Dijkstra’s al-
gorithm, for every optical connection request of T Gbit/s capacity, between a pair of
source and destination nodes. Then, using the first-fit algorithm, it tries to find a group
of S available slots of 12.5 GHz that are continuous, contiguous and satisfies the capac-
ity T of the request. For any request, the S slots are computed to get minimum spec-
trum occupation, supposing a fixed modulation format and baud rate. If no available
slots are found the connection request is blocked.
Furthermore, once the S available and successive spectrum slots over the shortest
path p are found, the physical feasibility test is performed. This test checks whether an
optical channel can be established transparently (without optical regeneration) over
the path p (i.e., OSN Rest ,p > OSN Rr eq,p ). If it is the case (i.e., the path p is physically
feasible without regeneration), then a transparent segment can be established and just
one Cad apt ati on coefficient is required to adapt the power of the channel. In contrast,
if the path is not physically feasible, one or several optical regeneration are to be per-
formed to get a working channel. The number of the performed regeneration depends
on the accumulated impairments over the path and on the regeneration assignment
strategy used (i.e., minimum regeneration or other strategies [149]). As a result, de-
pending on the number of regeneration sites, the path p is decomposed into a set of
X transparent segments. Therefore, an OSN Rmar g i n is to be computed per segment
to get the applicable Cad apt ati on value (i.e., applicable power attenuation) over every
segment of the path p.
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After the computation of the Cad apt ati on coefficients, a power verification test is
performed to ensure that the newly added channel will not cause any saturation prob-
lem over the links constituting the path p. Similarly to the case of transparent network,
this test consists in comparing, for every link of the path p, its aggregate power P (t ) (af-
ter adding the power of the new channel P ad aptedchannel ,l ) with its maximum allowed power
(Pmax,l ).
In the case where no optical regeneration is performed, the channel power value
per link l is P ad aptedchannel ,l = P
opt
channel ,l /Cad apt ati on,p . Contrariwise, in the case where
optical regeneration is performed, a different Cad apt ati on coefficient is applied per
transparent segment. Therefore, the channel power value per link l is P ad aptedchannel ,l =
P optchannel ,l /Cad apt ati on,v where v is the index of the transparent segments of the path
p. Once these tests are done, the signaling process can be triggered over the chosen
path. In that case, an extended RSVP-TE Path message containing power and regen-
eration information is sent downstream in order to set up the optical channel. If any of
these tests fail, the connection request is rejected.
Finally, in each crossed hop during the signaling process, the power verification test
is performed to check if the aggregated power over the outgoing link does not exceed
the Pmax,l . Indeed, if connection requests are frequent, some signaling process may
simultaneously compete for the same optical resources in terms of optical power (race
condition). This is why the signaling should avoid any over-provisioning due to the
not-yet-updated link database. The same phenomenon (i.e., resources competition)
could arise for the optical regeneration modules. Therefore, a last verification test is
performed in the regenerating nodes to ensure that the requested regenerator modules
are still available.
Besides, to perform such path computation algorithm a set of information is re-
quired. In the following section, we propose several GMPLS protocol extensions to al-
low the execution of such an algorithm in the control plane and thus making possible
the provisioning of optical channels in translucent networks.
4.5 GMPLS protocol extensions with regeneration
In Chapter 3, GMPLS protocol extensions was proposed to include routing (Pdesi g n,l ,
Pmar g i n,l , Pchannel ,l , and Pl (t ), OSN Rl ) and signaling information (i.e., β, Cad apt ati on)
allowing the execution of the path computation algorithm in transparent networks.
However, in the case of translucent networks, additional extensions are required to
take into account for the regeneration information and to facilitate the application of
the power adaptation process. These extensions are essential to be able to use the path
computation algorithm developed in Section 4.4. Therefore, in this section, we propose
new extensions to OSPF-TE and RSVP-TE protocols. Subsequently, we provide the de-
tailed description of these extensions, their encoding formats and present through an
example the routing and signaling mechanisms used to exploit them.
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4.5.1 OSPF-TE
During path computation, optical regeneration sites are usually assigned when the
path is not physically feasible. However, this assignment process requires a prior
knowledge of the regeneration modules sites (i.e., in which node), their capabilities
(e.g., acceptable bit rates, modulation formats, etc.) and availability, and lastly their
connectivity in the optical nodes (i.e., input/output ports connectivity). In this respect,
the RFC standard in [146] proposed several encoding formats to facilitate the dissemi-
nation of node information and particularly the regeneration information.
In fact, the OSPF-TE protocol allows the dissemination of two types of information:
Node and link information. Usually, these two kinds of information are disseminated
using two top-level TLVs: Optical Node Property TLV and Link TLV. The information
concerning the optical node can be separated into two categories [150]: node devices
(e.g., optical regenerators) and switching capabilities of the node (i.e., connectivity ma-
trix) [151]. Indeed, depending on the control plane implementation being used and
on the switching capability of the ROADMs, the Connectivity Matrix information may
be optional. In this work, we suppose that the ROADMs support symmetric switch-
ing (complete port-to-port connectivity) and thus there is no need to advertise their
internal connectivity. Therefore, we consider only the information concerning optical
devices in the ROADMs. The Optical Node Property TLV includes node properties and
signal compatibility constraints. The RFC standards in [152] defined five sub-TLVs to
describe these properties and constraints:
1. Resource Block Information,
2. Resource Accessibility,
3. Resource Wavelength Constraints,
4. Resource Block Pool State,
5. Resource Block Shared Access Wavelength Availability.
These five sub-TLVs represent respectively, the resource signal constraints and pro-
cessing capabilities of a node, the structure of the resource pool (i.e., optical regener-
ator pool) in relation to the switching devices in the node, the input or output wave-
length ranges (for wavelength converter devices), the usage state of a resource (i.e., the
availability of an optical regenerator), and lastly the accessibility via shared fibers. For
simplification reason, we suppose that there are sufficient optical ports and switching
modules to handle all wavelength signals. Therefore, only the Resource Block informa-
tion and the Resource Block Pool State are required and there is no need to advertise
the rest of the proposed sub-TLVs.
On one hand, the Resource Block information sub-TLV allows to list optical regen-
erators existing in the optical nodes and enables the description of their processing
capabilities (e.g., acceptable bit rates, modulation formats, types of regenerator: 1R,
2R, 3R, etc.). On the other hand, the Resource Block Pool State allows having updated
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information on the available regenerators in each node after the establishment of any
LSP. Hence, to take into account this information, we propose here to add two new sub-
TLVs to the Opaque LSA type 1 (”Traffic Engineering LSA”) in the TE Node Attribute TLV
(type 6). The encoding of these sub-TLVs is presented in [146].
In this work, we consider only the 3R regeneration (signal amplification, pulse
shaping and timing regeneration). Therefore, the first sub-TLV which is called ”RB Set
Field” includes the identifiers range for the 3R regeneration modules in every node. Its
encoding description is presented in [146]. In our case, we suppose that there is only
one range defined per node, and thus the sub-TLV can be encoded on 8 bytes: the first
4 bytes encode the identifier for the start of the range, and the last 4 bytes encode the
identifier of the end of the range. Moreover, 4 additional bytes are used to indicate the
processing capabilities of the regeneration modules (i.e., to indicate that the regenera-
tion type is 3R). The encoding description is also presented in [146].
The second sub-TLV includes the state of regenerator modules in form of bitmap
formats to allow identifying if the requested regenerator module is available or used.
This sub-TLV has a variable length since it depends on the number of regeneration
modules in the node, but it must be a multiple of 4 bytes (with padding bits if re-
quired). Each bit from the sub-TLV indicates the usage status for a regeneration module
(0 for available and 1 for used). The sequence of the bitmap is ordered according to the
identifiers sequence defined in the ”RB Set Field” (i.e., the first bit of the bitmap sub-
TLV corresponds to the first regeneration module in the regenerators list of the ”RB Set
Field” sub-TLV). These OSPF-TE extensions, in addition to the previously proposed in
Chapter 3 for link parameters, represents the total information required by any node
to execute the path computation algorithm proposed in Section 4.4.
4.5.2 RSVP-TE extensions
In Chapter 3, we have conveyed through RSVP-TE Path message the required connec-
tion information to establish a transparent optical channel. This RSVP-TE Path mes-
sage included information on: the central frequency (i.e., channel label), the channel
width, and the Cad apt ati on,p parameters. These parameters were valid for an end-to-
end connection in a transparent optical network. However, in translucent networks,
since optical regenerations are performed, the same information is required for every
transparent segment constituting the optical path. Moreover, additional information
is also required to indicate the need to regenerate the optical signal in intermediate
nodes.
4.5.2.1 Label encoding
In this respect, we propose to use the Flexi-Grid Label in the Label ERO sub-object as
in [153]. The encoding of the Flexi-Grid Label is presented in [154]. This label is used
to encode the central frequency and the width (i.e., reserved spectrum bandwidth) of
the optical channel. In this work, we suppose that the optical channel keeps the same
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Flexi-Grid Label all over the path, even if the optical channel is regenerated in inter-
mediate nodes (i.e., we do not take into account the use of wavelength converters).
Therefore, the added labels in the ERO sub-object are the same before and after the
identifiers of the regeneration nodes. Once the following extensions are specified un-
der these assumptions, the move to wavelength conversion will be straightforward.
4.5.2.2 Extension for Cad apt ati on
After the execution of the path computation algorithm in the ingress node, the required
Beta and Cad apt ati on parameters are available to be applied over the set of segments
constituting the regenerated optical path. Therefore, as in Chapter 3, we propose to
create 8 bytes sub-TLVs (2 bytes for type, 2 bytes for length, 2 bytes to encode the value
of β and 2 bytes to encode the value of Cad apt ati on) in the ERO Hop Attributes sub-
object (type 35) in the form of Hop Attributes TLVs [155]. Indeed, multiple Hop At-
tributes TLVs may be added, depending on the number of hops of the optical path (i.e.,
proportional to the number of nodes in the path). In fact, the added Hop Attributes
TLVs should have the same values per transparent segment; in contrast, they can have
different values between the different transparent segments.
4.5.2.3 Regeneration encoding
When the computed optical path is not physically feasible, the path computation algo-
rithm tries to find available regeneration modules in intermediate nodes to regenerate
the optical signal. This is possible thanks to the disseminated regeneration modules
availability information by the OSPF-TE extensions proposed in Section 4.5.1. Once
the optical regeneration modules are chosen through the regeneration algorithm (in
our work, using the default regeneration algorithm), their identifiers should be con-
veyed through RSVP-TE Path message in order to request their activation in the cor-
responding nodes.
Therefore, we propose to use the extension ResourceBlockInfo sub-TLV as defined
in [147]. In our case, we encode this extension in form of 8 bytes sub-TLVs (1 byte for
type, 1 byte for length, 4 bytes to encode the regenerator identifier and 2 bytes padded
with zeros to ensure four-octet alignment of the sub-TLV) and we add it in the ERO
Hop Attributes sub-object (type 35) in the form of Hop Attributes TLVs. The number of
added ResourceBlockInfo sub-TLVs (which we call hereafter “Regeneration” extension)
depends on the number of signal regeneration to be performed over the optical path.
These extensions include the identifiers of the assigned optical regeneration modules,
and they are proposed in respect to the recommendations of the RFC standard in [147].
4.5.3 Connection establishment example
To understand the provisioning process with power adaptation in translucent optical
network, we consider here, as an example, an optical network with six optical nodes
(i.e., ROADMs). Figure 4.4 shows the six interconnected nodes (A, B, C, D, E, and F).
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Figure 4.4: Network example
We assume that optical design has already been performed for all network links,
and that every node database is filled with links (spectrum bitmap, P optchannel ,l , Pdesi g n,l ,
Pmar g i n,l , OSN Rl , and Pl (t )) and nodes (RB Set Field, regenerator availability bitmap)
information. Moreover, we suppose, in this example, that a connection request be-
tween the ROADMs F and C is sent to Node F. Figure 4.5 shows the signaling mech-
anism and the RSVP-TE message flow triggered to establish the optical channel.
In fact, upon receipt of the connection request by Node F, the path computation
algorithm is triggered. We assume that, after performing the algorithm, the selected
path p is F-A-B-C (shortest path) and a set of S free available slots is found respect-
ing the continuity and contiguity constraints. We suppose also that the path p is not
transparently feasible, because its OSN Rest ,F ABC is below the acceptable OSN Rmi n ,
and thus the Node B is assigned to perform signal regeneration. The regeneration in
Node B was chosen in respect to the minimum regeneration strategy described in Sec-
tion 4.3 (i.e., using the default regeneration algorithm). In this respect, the optical path
is decomposed into two transparent segment F-A-B and B-C, where OSN Rest ,F AB and
OSN Rest ,BC are higher than OSN Rmi n . In this case, the optical channel is power adapt-
able over the two segments and the Cad apt ati on parameter is computed per segment
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(Cad apt ati on,F AB and Cad apt ati on,BC ).
Figure 4.5: Flow diagram in F, A, B, and C controller during the connection provisioning
process.
Before triggering the RSVP-TE signaling process, Node F performs the slot and
power verification tests over its outgoing link (i.e., FA). These tests are executed
to ensure that optical spectrum resources are still available and no power sat-
uration will occur after adding the new optical channel over link AB ((PF A(t ) +
P optchannel ,F A/Cad apt ati on,F AB ≤ Pdesi g n,F A +Pmar g i n,F A)).
Once verification is done, Node F sends an RSVP-TE Path message to Node A in-
cluding the information on the selected path p, the S slots used, the identifier of the
regeneration module and the Cad apt ati on parameters values (i.e., Cad apt ati on,F AB and
Cad apt ati on,BC ). These channel parameters are added in ERO, in form of a list of sub-
objects as proposed in Section 4.5.2 (in the section that talks about extensions) and
respecting the processing of the ERO in [43]. Figure 4.5 shows some details of the RSVP-
TE message sent to Node A.
Upon reception of the Path message by Node A, the same tests are performed
over its outgoing link, AB (it checks that S is still available over the link AB and that
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P AB (t )+P optchannel ,AB /Cad apt ati on,F A ≤ Pdesi g n,AB +Pmar g i n,AB . Then, once this verifi-
cation is done, Node A sends a Path message to Node B after processing the ERO as
specified in [43].
Once Node B receive the Path message from Node A, it detects the ”Regeneration”
extension in the ERO sub-object and thus check whether the requested regenerator is
still available or it has been used by another connection. If it is available, the slot and
power verification tests are performed over its outgoing link BC (it checks that S is still
available over the link BC and that PBC (t )+P optchannel ,BC /Cad apt ati on,BC ≤ Pdesi g n,BC +
Pmar g i n,BC ). At the end of this step, Node B sends a new Path message to the Node C.
Once the Path message arrives at the egress Node C, a hardware configuration is
performed for its Drop port (in order to receive the optical channel). Moreover, the
spectrum bitmap and the power value of the link BC are updated ((PBC (t ) = PBC (t )+
P optchannel ,BC /Cad apt ati on,BC )) in its local database, then a Resv message is sent to Node
B.
On receipt of the Resv message by Node B, slot availability (not necessary in case
local resource reservation was made during downstream signaling) and power verifica-
tion tests are performed again over link BC. Then, a hardware configuration is made to
the requested regenerator and the required power attenuation is applied at the input of
the transmitter. Moreover, the spectrum bitmap, regeneration availability bitmap and
the power value of link BC are updated in its local database, and a Resv message is sent
to Node A.
In turn, Node A executes the same tests over link AB after the receipt of the Resv
message and once verification is done, a last Resv message is sent to Node F. These
tests are repeated in Node F after the reception of the Resv message. Then, a hardware
configuration is performed to its Add port and a power adaptation is applied to the
transmitter. Moreover, the spectrum bitmap, regenerator availability bitmap and the
power value of link FA (PF A(t ) = PF A(t )+P optchannel ,F A/Cad apt ati on,F A) are updated in
its local database. Finally, the optical channel is established, and a connection setup
confirmation is sent back to the requester (e.g., network operator or client device).
It is important to note that every optical node sends to its neighboring nodes a set
of OSPF-TE advertisements. These advertisements are sent to regularly update other
nodes with the changes over its outgoing links, typically after the end of a signaling
phase. In our case, additional advertisements are sent to update the changes in optical
nodes (i.e., to update the availability of optical regeneration modules in each node).
4.6 Simulation and results
4.6.1 Simulation setup and scenarios
In order to evaluate the proposed power control process in translucent network, we im-
proved our distributed GMPLS-based network simulator to take into account the opti-
cal regeneration. The simulator was extended by adding the newly proposed OSPF-TE
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and RSVP-TE protocol extensions in Section 4.5. The novel path computation algo-
rithm and the signaling mechanism are implemented as explained in Section 4.5.3 and
4.4. Moreover, the simulator takes as input a network topology (links, spans, and am-
plifier types) and designs its optical links using our design method presented in Sec-
tion 3.3.1. Finally, it fills in the OSPF-TE database the essential needed parameters (link
spectrum bitmap, P optchannel ,l , Pdesi g n,l , Pmar g i n,l , OSN Rl , Pl (t ), regenerator availability
bitmap, RB set field).
Simulations are performed over the same network topology of chapter 3 (32 op-
tical nodes and 42 optical links of the European backbone network) assuming same
links parameters (CD, alfa, non-linearity coefficient, etc.) and same amplifiers portfo-
lio. Moreover, in order to understand the impact of network topology on link power
resources, additional simulations are performed over two other network topologies:
German (with 17 nodes and 26 links) and NSF (with 14 nodes and 21 links).
However, in order to simplify the results analysis, only 100 Gbit/s optical channels
are established in all scenarios (T = 100 Gbit/s). Filtering penalties induced by transit-
ing across one optical node are 0.05 dB for the 50 GHz (four slots of 12.5 GHz) channel
spacing and 0.64 dB for the 37.5 GHz (three slots of 12.5 GHz) [156]. The minimum
accepted OSNR at the receiver side, using 0.1 nm noise reference bandwidth, includ-
ing operational margins, is set to 15 dB for 100 Gbit/s QPSK modulation format with
coherent detection and soft decision FEC, whatever the channel bandwidth (three or
four slots of 12.5 GHz). Eight scenarios are considered. The first six scenarios are sim-
ilar to the ones described in Chapter 3 (i.e., FG, FG4S_PAPV, FX, FX3S_PAPV and FX3-
4S_PAPV) with the difference that they take into account optical regeneration:
• Fixed-grid with optical regeneration (FG_R): this scenario is the same as FG, but
in the case of non-feasible channel, the path computation algorithm assigns an
optical node to perform signal regeneration. The spectral occupation is four slots
over each transparent segment.
• Fixed-grid with power control, power margins and optical regeneration
(FG4S_PAPV_R): this scenario is the same as FG4S_PAPV but with optical regen-
eration capability. The channel power adaptation is performed over the transpar-
ent segments constituting the optical path (power adaptation to the minimum
acceptable OSNR value).
• Flex-grid with optical regeneration (FX_R): this scenario is the same as FX but
with optical regeneration capability. The regenerated channels occupy only three
contiguous slots over every transparent segment.
• Flex-grid with power control, power margins and optical regeneration
(FX3S_PAPV_R): This scenario is the same as FX3S_PAPV but with optical regen-
eration capability. The channel power adaptation is performed over the transpar-
ent segments constituting the optical path (power adaptation to the minimum
acceptable OSNR value).
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• Flex-grid with power control, power margins and optical regeneration (FX3-
4S_PAPV_R4): This scenario is the same as FX3-4S_PAPV, but with optical regen-
eration capability. However, the path computation algorithm first tries three slots
of 12.5 GHz for the channel setup. If the path is not physically feasible, the algo-
rithm tries to establish the optical channel using four slots. If still unfeasible, a
set of optical nodes is assigned for signal regeneration. This regeneration is per-
formed using four slots channel. The channel power adaptation is performed
over the all the transparent segments constituting the optical path (OSNR com-
putation consider the filtering penalty for the 4 slots channel and the channel is
adapted to the minimum acceptable OSNR value).
• Flex-grid with power control, power margins and optical regeneration (FX3-
4S_PAPV_R3): This scenario is the same as FX3-4S_PAPV, but with optical regen-
eration capability. However, the path computation algorithm first tries three slots
of 12.5 GHz for the channel setup. If the path is not physically feasible, the algo-
rithm tries to establish the optical channel using four slots. If still unfeasible, a
set of optical nodes is assigned for signal regeneration. Contrarily to the previ-
ous scenario, this regeneration is performed using 3 slots channel. The channel
power adaptation is performed over the all the transparent segments constitut-
ing the optical path (OSNR computation consider the filtering penalty for the
3 slots channel and the channel is adapted to the minimum acceptable OSNR
value).
The last two scenarios are:
• Flex-grid with optical regeneration (FX3-4S_R): This scenario is the same as FX3-
4S, but with optical regeneration capability. The path computation algorithm
first tries three slots of 12.5 GHz for the channel setup. If the path is not physically
feasible, the algorithm tries to establish the optical channel using four slots. If the
path is still unfeasible, the algorithm tries to establish the optical channel using
four slots. If still unfeasible, an optical node is assigned for signal regeneration.
This regeneration is performed considering a four slots channel.
• Flex-grid with unlimited link power resources and optical regeneration
(FX3S_Full_R): This is a bench mark scenario. It is considered to evaluate the
power saturation problem. In this scenarios, only three slots channels are estab-
lished and the Pmax,l of every link l is supposed unlimited.
In this work, several fixed-grid and flex-grid scenarios are simulated. Therefore, in
order to fairly compare them, we perform the same link design for eighty 100 Gbit/s
QPSK channels over a 50 GHz grid (80 × 50 GHz = 4 THz per link) for all scenarios.
However, the full usable bandwidth of each link is set to 4.8 THz (optical amplifier us-
able bandwidth) as defined by the ITU-T. Table 4.1 summarizes the eight simulated
scenarios.
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FG_R No No 50 0.05 50
FG4S_PAPV_R Yes Yes 50 0.05 50
FX_R No No 37.5 0.64 37.5
FX3S_PAPV_R Yes Yes 37.5 0.64 37.5
FX3-4S_R No No 37.5 or 50 0.05 or 0.64 50
FX3-4S_PAPV_R4 Yes Yes 37.5 or 50 0.05 or 0.64 50
FX3-4S_PAPV_R3 Yes Yes 37.5 or 50 0.05 or 0.64 37.5
FX3S_Full_R Not required Not required 37.5 0.64 37.5
Table 4.1: Simulated Scenarios
The path computation algorithm presented in Section 4.4 is modified to enable the
simulation of the different scenarios. Depending on the scenario, some tests are ac-
tivated or deactivated. In this algorithm, only one shortest path is computed for any
request between any node pairs (s, d). The connection request is blocked if it cannot
pass the set of tests (continuity, contiguity, physical feasibility, and, if needed, power
feasibility). Once all the tests are passed (with or without signal regeneration), the pro-
visioning process is triggered with a set of channel parameters (path, slots, one or mul-
tiple Cad apt ati on coefficients, and one or multiple regenerator identifiers). The number
of required parameters depends on the channel characteristics (i.e., if it can be estab-
lished with or without signal regeneration).
4.6.2 Simulations configuration
Scenarios were simulated considering a dynamic connection establishment, where op-
tical connections are established and released automatically. Connection requests are
dynamically generated following a Poisson process, where every source-destination
pair of each request is randomly chosen among all network nodes according to a uni-
form distribution. The inter-arrival and holding times for every request follow an expo-
nential distribution with averages of 1/λ, and 1/µ, respectively. The connection hold-
ing time 1/µ is fixed to 100 s. The offered network load is obtained by varying 1/λ. The
processing time of the packets is considered negligible compared to the propagation
delays.
For each network load (i.e., for every value of 1/λ), thirty simulation runs (each run
with a different seed) are performed for each of the eight scenarios. Simulation results
are collected after the arrival of 35×104 requests in order to ensure that the network
is in a stable state. The results depicted in the following figures are given by averaging
the 30 simulation runs of each 1/λ with a confidence interval of 95% (too small to be
displayed on the figures). It is important to note that, for every scenario, the same 30
seeds are used in order to exactly simulate the same sequence of optical connection
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requests. Moreover, the number of 3R regeneration modules per node is considered as
unlimited and thus no blocking could occur due to regenerator modules unavailability.
4.6.3 Simulation results
We consider the blocking probability (BP) as an evaluation criterion. It is expressed
as the ratio between the number of blocked lightpaths and the number of requested
lightpaths. Simulation results for blocking probability are plotted as a function of the
total network load defined as N ×λ/µ, where N = 32 is the number of network nodes
and the load is expressed in Erlang.






























Figure 4.6: Blocking probability versus Network load
Figure 4.6 shows the blocking probability of the eight scenarios as a function of net-
work load. The result is similar to the incremental scenarios without optical regener-
ation. Indeed, all scenarios with power adaptation (i.e., FG4S_PAPV_R, FX3S_PAPV_R,
FX3-4S_PAPV_R4 and FX3-4S_PAPV_R3) have lower BP than the other scenarios (i.e.,
FG_R, FX_R, and FX3-4S_R). We can notice that, FG_R, FX_R and FX3-4S_R scenar-
ios have approximately the same blocking probability. These scenarios are not limited
anymore to physical feasibility and thus optical regeneration can be performed when
required. Therefore, the blocking in these scenarios can occur only due to spectrum
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unavailability or due to the limitation of channel number, which explains the differ-
ence with the case without optical regeneration in Chapter 3.
In fact, the use of flex-grid technology in FX_R and FX3-4S_R (3 slots channels) al-
low reducing the spectrum occupation in optical links. However, even if there is avail-
able spectrum slots to establish an optical channel, the blocking can arise from the lim-
ited channels number per link (channel number is limited to avoid power saturation
since the control plane is not power aware). Accordingly, the blocking in FX_R is more
likely to be due to channel number limitation, where channels number is limited to
80 per link. However, in FX3-4S_R the blocking occurs due to the spectrum fragmenta-
tion and to channels number limitation, since the mixing between three and four slots
creates unusable spectrum slots. This analysis is confirmed in the next section when
blocking reasons are analyzed.
In contrast, the performance of FG4S_PAPV_R, FX3S_PAPV_R, FX3-4S_PAPV_R4
and FX3-4S_PAPV_R3 scenarios is differently impacted. Indeed, in these scenar-
ios, an additional type of blocking could arise which is the power saturation. The
FG4S_PAPV_R in Figure 4.6 shows that, the use of the power adaptation process while
conserving the fixed-grid technology helps increasing the performance of the network.
This increase is realized through the power saving, allowing the establishment of more
than 80 channels per link. However, this gain is directly limited by the spectrum occu-
pation due to the use of four slots channels, promoting in this respect, more blocking
due to spectrum unavailability.
We can notice also on Figure 4.6, that the use of flexible technology with power
adaptation offers better performance in terms of blocking probability. Indeed, the
FX3S_PAPV_R, FX3-4S_PAPV_R and FX3-4S_PAPV_R3 scenarios undergo less blocking
due to the use of use of 3 slots channels reducing the spectrum occupation in optical
links. These scenarios benefits at the same time from the spectrum occupation reduc-
tion and from power saving. However, the FX3_PAPV_R perform less blocking proba-
bility in comparison with FX3-4S_PAPV_R4 and FX3-4S_PAPV_R3, knowing that it was
the inverse with the incremental channel establishment in chapter 3.
Indeed, FX3_PAPV_R4 and FX3_PAPV_R3 is no more suffering from physical fea-
sibility problem, and thus the high filtering penalty that was severely affecting chan-
nel performance (i.e., affecting the reaches of the 3 slots channels) is no anymore a
serious problem due to optical regeneration. Contrariwise, the FX3-4S_PAPV_R4 and
FX3-4S_PAPV_R3 scenarios, due to the dynamic traffic establishment and to the mix-
ing between three and four slots channels, undergo more severe spectrum fragmenta-
tion. Therefore, even if there is sufficient available power, the blocking will occur due to
fragmented spectrum of network links. However, FX3-4S_PAPV_R3 perform less block-
ing than FX3-4S_PAPV_R4 since the regenerated channels in FX3-4S_PAPV_R3 use 3
slots rather than 4 slots, which reduces the spectrum occupation.
Not surprisingly, the FX3S_Full_R benchmark scenario has the lowest blocking
probability and thus the best performance. This was expected since the spectrum
unavailability is the only type of blocking that could occur, because link power re-
sources are supposed unlimited. Therefore, the performance difference between the
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FX3_PAPV_R and FX3S_Full_R is totally due to the effect of link power saturation.
4.6.4 Blocking reasons analysis
As in Chapter 3, we complete our study with a deep analysis of the blocking reasons in
each scenario. To this end, we plotted the reasons of request blocking for each scenario
in bar charts. The same four blocking reasons presented in Chapter 3 (No Spec, No
OSNR, No Pow and MXCE) are considered in this evaluation. However, the No OSNR
blocking does not exist anymore since optical regeneration can be performed when
the path is not feasible.
The blocking counting method is described as follows: for each connection request
and its computed path p, if there are no available continuous and contiguous slots that
satisfy the connection request, the blocking reason is counted as No Spec. Contrari-
wise, in the case spectrum resources are available; the blocking reason is counted as No
Pow or as MXCE depending on the scenario. For FG_R, FX_R and FX3-4S_R scenarios,
because no power control is performed, the MXCE blocking reason is considered when
the number of channels established over any link exceeds the maximum allowed (i.e.,
number of channels > 80). For the other scenarios with power awareness, the blocking
reason is counted as No Pow. In summary, the priority is given to the No Spec blocking
and then to the No Pow and MXCE. This counting method allows avoiding confusion
on the No Pow blocking.
To fairly compare the different scenarios, we recorded for each scenario the block-
ing reasons for the 10000 connection requests generated after the first 35×104 requests
(same request sequence, same traffic, and same set of source and destination node
pairs for all scenarios). Then, we plotted (in bar charts) the number of blocked requests
per blocking reason for each of the eight scenarios. Figure 4.7 shows the number of
blocked requests in every scenario at a network load of 600 Erlang (where BP > 0.1).
We can notice that at this load (i.e., 600 Erlang) the scenarios without power adap-
tation, like FG_R, FX_R and FX34_R, have approximately the same number of blocked
requests. In FG_R and FX3-4S_R, two reasons of blocking are occurring: No Spec and
MXCE. However, in FX_R scenario, the blocking is only due to MXCE since the use of
3 slots channels reduces the spectrum occupation in every link and thus the spectrum
is no more a serious limitation. This shows the impact of not considering link power
resources (high number of blocked requests due to MXCE).
In FG4S_PAPV_R, FX3-4S_PAPV_R4 and FX3-4S_PAPV_R3 the blocking is due only
to No Spec because of two reasons: there is no longer limitation to the number of chan-
nels per link and the power adaptation process was able to save sufficiently the re-
quired power for the additional channels (low filtering penalty for the 4-slot channels
in FG4S_PAPV_R). However, even if the quantity of saved power is reduced due to the
use of 3 slots channels in FX3-4S_PAPV_R4 and FG3-4S_PAPV_R3, only No Spec block-
ing is arising since the mixing of 3 and 4-slot channels increase the fragmentation of
optical spectrum.
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Figure 4.7: Blocking reasons per simulated scenario
Contrariwise, the FX3S_PAPV_R scenario is more impacted due to the use of 3 slots
channels (which reduced the quantity of saved optical power because of the high fil-
tering penalty). Therefore, the No Pow blocking appears in addition to the No Spec,
because link spectrum is less fragmented (i.e., only horizontal fragmentation exists)
and thus optical links can be more loaded. Finally, as expected in FX3S_Full_R, only No
Spec blocking is arising because link power resources are supposed unlimited. These
results demonstrate that the use of the power adaptation process allows reducing the
number of blocked requests and thus increases network capacity and performance.
In summary, the results in Figures 4.6 and 4.7, demonstrate that upgrading the net-
work with flex-grid technology without adapting channels power prevent benefiting
from the reduction in spectrum occupation (as it was shown with FX_R and FX3-4S_R).
Therefore, a power aware control plane with power adaptation process helps to in-
crease network capacity and thus reduce the blocking probability as in FG4S_PAPV_R.
Indeed, when flexibility is associated with power adaptation as in FX3S_PAPV_R, FX3-
4S_PAPV_R4 and FX3-4S_PAPV_R3, we can get better network performance and an im-
portant increase in network capacity.
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4.6.5 Performance in terms of optical regeneration
In terms of regeneration, each scenario performs more or less optical regeneration de-
pending on the regeneration strategy used in the path computation algorithm. Figure
4.8 shows the number of optical regeneration modules used in the eight scenarios as a
function of network load. We can notice that the scenarios using 4-slot channels (such
as FG_R, FG4S_PAPV_R, FX3-4S_R, FX3-4S_PAPV_R4 and FX3-4S_PAPV_R3) use less
optical regeneration modules compared with the scenarios using only 3 slots chan-
nels. Indeed, the 3 slots channels suffers from high filtering penalty and thus long reach
channels are more likely to be regenerated in intermediate nodes.
































Figure 4.8: Number of regenerators used per scenario as a function of network load
Moreover, we can notice also on Figure 4.8 that these scenarios (FG_R,
FG4S_PAPV_R, FX3-4S_R and FX3-4S_PAPV_R4 except FX3-4S_PAPV_R3) use on av-
erage the same number of regenerators. This result indicate that even with addi-
tional established channels in the scenarios using the power adaptation process (i.e.,
FG4S_PAPV_R and FX3-4S_PAPV_R4), the number of regenerators used is still the same
in comparison with the scenarios without power adaptation process. This means that
the use of power adaptation process allows increasing the capacity of the network for
the same cost in terms of regeneration. This effect can be explained using Figure 4.9,
where we plotted in bar charts the number of blocked requests per number of hops.
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Figure 4.9: Blocked requests as a function of the number of hops
Figure 4.9 shows that the number of long reach requests in FG4S_PAPV_R and FX3-
4S_PAPV_R4 are more likely to be blocked in comparison with the FG_R scenario. In
fact, the possibility to use more than 80 channels per link increases the spectral oc-
cupation in optical links and thus long-reach channels are blocked due to the hori-
zontal fragmentation. At the same time, when mixing 3 and 4-slot channels in FX3-
4S_PAPV_R4 additional blocking could occur due to the vertical fragmentation. This
is why the average number of regenerators used in FX3-4S_PAPV_R4 is slightly smaller
than in FG4S_PAPV_R (long-reach channels are more blocked in FX3-4S_PAPV_R4 thus
less regenerators are used).
However, Figure 4.8 shows that FX3-4S_PAPV_R3 scenario uses more optical regen-
erators compared to FX3-4S_PAPV_R4. In fact, two reasons are behind this result. The
first one is because performing optical regeneration with 3 slots channels help to re-
duce spectrum occupation and thus more optical channels can be established in the
network. The second one is because in FX3-4S_PAPV_R3 the non-feasible channels are
regenerated using 3 slots and thus due to the high filtering penalty, more optical regen-
eration modules can be required along the regenerated path. This analysis is confirmed
by Figure 4.10, where we plotted in bar charts the number of blocked requests per num-
ber of hops, for the FX3-4S_PAPV_R4 and FX3-4S_PAPV_R3 scenarios. We can notice
that, long-reach channels (>6 hops) are more blocked in FX3-4S_PAPV_R4 compared
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to FX3-4S_PAPV_R3 and thus more optical regenerators are used in FX3-4S_PAPV_R3.









































Figure 4.10: Blocked requests as a function of the number of hops
96 CHAPTER 4. OPTICAL POWER CONTROL WITH REGENERATION



















































Figure 4.11: Blocked requests as a function of the number of hops
Another interesting result is shown in Figure 4.8, where FX3S_PAPV_R uses more
optical regenerators in comparison to the FX_R. Indeed, the limitation on the number
of channels per link in no more a limitation in the FX3S_PAPV_R scenario. Therefore,
the saved optical spectrum due to the use of only 3 slots channels allows the estab-
lishment of higher number of channels when associated with the power adaptation
process. This can be confirmed in Figure 4.11, where the number of blocked channels
(short and long-reach channels) is reduced and thus more optical regeneration mod-
ules are used on average in FX3_PAPV_R.
In the final analysis, we can deduce from these results that the use of flexible tech-
nology without adapting the optical power prevent benefiting from the saved optical
spectrum. Moreover, it increases network costs in terms of regenerators used (as with
the FX_R in Figure 4.8), without any gain in terms of performance as for FX_R and FX3-
4S_R in Figure 4.6.
4.6.6 Other networks topologies
Another dimension of analysis is added to identify the other parameters that could im-
pact the occurrence of the power saturation problem. To this end, we repeated the sim-
ulations over the German and NSF networks as shown in Figures 4.12 and 4.13, using
the same link design method and parameters (fiber parameters and amplifiers portfo-
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lio) used for the European topology. The eight scenarios were considered with exactly
the same number of simulation runs for the two networks. Table 4.2 summarizes the
characteristics of the three considered network topologies.
German network European network NSF network
Number of nodes N 17 32 14
Number of links l 26 42 21
Minimum node degree 2 2 2
Maximum node degree 6 4 4
Average node degree 3.05882 2.625 3
Minimum link length (km) 36 1 300
Maximum link length (km) 353 457 2800
Average link length (km) 170.5 206.09 1080.95
Maximum path length (hops) 6 10 3
Table 4.2: Characteristics of German, European and NSF networks
Figure 4.12: NSF network
4.6.6.1 NSF topology
The results on NSF topology are shown on Figures 4.14 and 4.15, where Figure 4.14
shows the blocking probability as a function of network load and Figure 4.15 shows the
number of blocked requests per blocking reason for each simulated scenario. In terms
of blocking probability, the eight scenarios show similar performance behavior in com-
parison with the European topology, where scenarios using power adaptation process
have lower blocking probability. However, in NSF network the power saturation prob-
lem appears this time in the FX3_PAPV_R and FX3-4_PAPV_R3 scenarios. This satura-
tion problem arises not really because of the high filtering penalty, but instead due to
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Figure 4.13: German network
the high OSNR degradation over network links (because the channel maximum hop is
only three as shown in Figure 4.16).
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Figure 4.14: Blocking probability as a function of network load in the NSF network
































Figure 4.15: Blocking reasons per simulated scenario in NSF network
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Indeed, the optical links in NSF networks are too long (as shown in Figure 4.12),
reducing the power saving achieved by the power adaptation process and thus creating
saturation problem.




































Figure 4.16: Blocked requests as a function of the number of hops in NSF network
From Figures 4.14 and 4.16, we can notice that the FX3-4_PAPV_R3 scenario has
better performance compared to FX3-4_PAPV_R4, however, it uses more optical regen-
erators as shown on Figure 4.17. In this respect, higher number of optical channels is
established in FX3-4_PAPV_R3 scenario leading to the apparition of No Pow blocking.
This highlights the impacts of the adopted regeneration strategy on the performance
of the scenario and on the blocking reasons.
4.6.6.2 German topology
Figures 4.18 and 4.19 shows the results of the simulations performed over the German
network. We can notice from Figure 4.18 that, like for the previous topologies, the sce-
nario that uses the power adaptation process performs lower blocking probability in
comparison with the one not using power adaptation.
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Figure 4.17: Number of regenerators used per scenario as a function of network load for
NSF network






























Figure 4.18: Blocking probability as a function of network load in the German network
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Figure 4.19: Blocking reasons per simulated scenario in German network






































Figure 4.20: Blocked requests as a function of the number of hops in German network
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Figure 4.21: Number of regenerators used per scenario as a function of network load for
German network
However, on the contrary to what happens in the NSF network, the power satura-
tion problem did not arise in FX3S_PAPV_R neither in FX3-4S_PAPV_R3 as shown in
Figure 4.19. In fact, the German topology has shorter links between nodes and these
links are well designed in such a way the OSNR degradation over them is very small.
Moreover, the established channels cross a small number of optical nodes (the max-
imum hop length of channels is six as shown in Figure 4.20), which reduces the im-
pact of the high filtering penalty. Therefore, the power adaptation process was ca-
pable of saving sufficient power and thus avoiding the power saturation. This is why
FX3S_PAPV_R and FX3S_Full_R have exactly the same BP.
Furthermore, contrarily to what happens in NSF network, the FX3-4S_PAPV_R3 and
FX3-4S_PAPV_R4 scenarios have the same BP and blocking reasons. This is because
the optical links have short length and introduce less impairments (links are well de-
signed), and thus any channel that is not feasible with 3 slots can be established with 4
slots. Therefore, in these scenarios, there was no optical regeneration performed dur-
ing simulations as it can be noticed on Figure 4.21.
These results show the dependency between network topology (in terms of link
length), link design, and the quantity of saved power through the power adaptation
process. In fact, a well-designed network with small distances between nodes allows
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saving sufficient power when the power adaptation process is used and thus avoiding
power saturation problem. In contrast, if the optical links are too long or suffer from
high OSNR degradation, the power saturation problem will probably arise even if the
power adaptation process is used.
4.7 Conclusion
In this chapter, we addressed the optical power adaptation in translucent optical net-
works. We extended the GMPLS protocol suite in order to support optical regeneration
and power adaptation process. In this respect, a path computation algorithm with new
protocols extensions and signaling mechanism were proposed to RSVP-TE and OSPF-
TE protocols. These extensions allow taking into account the optical regenerator avail-
ability and assignment, and performing channel power adaptation. Moreover, the mi-
gration from fixed-grid to flex-grid networks was studied with dynamic traffic patterns,
where it was demonstrated that the power saturation problem can arise independently
from traffic pattern (i.e., incremental or dynamic).
Simulation results showed that upgrading network with flexible technology with-
out adapting channels power prevent benefiting from spectrum saving and increases
network cost. These results were confirmed by repeating simulations over two addi-
tional network topologies. A dependency has been noticed between network topology,
the quantity of saved optical power (in other words, the arising of power saturation)
and link design (i.e., OSNR of the links). Finally, the regeneration assignment strategy
used in the path computation algorithm can also impact also the performance of the











IN the previous chapter, we proposed a power adaptation process for translucent op-tical network to deal with the power saturation problem when migrating to flex-grid
networks. This process was based on channel performance adaptation to save optical
power and thus overcoming the link power saturation problem. However, even with
this power adaptation process, the saturation problem still arises in flexible scenarios,
especially, if the optical network is highly loaded. In fact, this power saturation prob-
lem arises usually over the highly loaded links (as it will be shown in the following sec-
tions). Therefore, in this chapter, we propose a power aware regeneration algorithm
that allows avoiding this power saturating problem. The algorithm takes into account
link power information to assign optical regeneration sites in such a way it reduces the
power level over the highly loaded links.
In the following, we first begin by presenting some of the existing works on regen-
erator placement and assignment strategies. Then, through an ILP formulation, we
model the objective of our power aware regeneration algorithm. Secondly, through an
example, the execution result of the algorithm is compared with the default regener-
ation algorithm presented in Section 4.3. Then, the pseudo code and the functional
description of the algorithm are presented. Finally, simulations are carried out to eval-
uate the performance of such a power aware regeneration algorithm.
5.1 State of the art
In general, two problems relative to optical regenerators are to be taken into account
during the planning phase and during the operational phase of translucent optical
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networks. The first one is the regenerator placement related to the planning phase,
where network operators try to place a limited number of optical regenerator mod-
ules in strategical sites, in order to respond to a predefined (forecast) static traffic de-
mands. This step is realized offline, with the aim to reduce the number of regenerators
used and thus the cost of the network. The second one is the regenerator assignment
problem related to the operational phase, where algorithms are developed to assign
the placed regenerators to the incoming connection requests. It is an online problem,
where the goal is to minimize (not in all the cases) the utilization of optical regenera-
tors while minimizing the connection blocking under static or dynamic traffic patterns.
It is desirable that the computation done during the planning phase (the number of
placed regenerators and their sites) is coherent with the computation done during the
operational phase (i.e., during the online path computation). This allows having the
regenerators provisioned and available (with sufficient number) in the sites requested
during the operational phase.
In the literature, several works in [157–160] have addressed the regeneration place-
ment problem with linear programming formulation and heuristic solutions. Some of
these solutions are based on physical topology information, on traffic prediction or
on optical impairments. In this respect, regenerators have been placed, for example,
in the optical nodes having higher nodal degree or in the most centered, or the most
requested. In this work, we only consider the regeneration assignment problem and
suppose that regeneration modules are already pre-provisioned with a sufficient num-
ber in each optical node (i.e., in such a way no blocking can occur due to regenerator
unavailability).
In [141] the authors have used the regenerator placement algorithm proposed in
[159] and then applied the regeneration assignment algorithm proposed in Section 4.3,
to assign regeneration sites for each optical channel during network operation. This al-
gorithm has considered only the quality of transmission as a parameter in order to as-
sign regeneration sites. Its goal was to minimize the number of regenerators used per
channel by exploiting the maximum reach of the transceivers. Moreover, in [161] the
authors propose a regeneration assignment algorithm that uses quality of transmission
and wavelength availability information to select regeneration sites and perform wave-
length conversion. Their goal was to study different regeneration assignment strategies
in terms of costs and energy efficiency in translucent networks.
In fact, depending on the objectives to achieve, more or fewer regeneration sites
can be assigned using a dedicated regeneration algorithm. In this respect, we con-
sider in this work, the information on link optical power and link OSNR, to develop our
power aware regeneration algorithm that allows avoiding power saturation problem in
flex-grid networks.
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5.2 Formalization of algorithm objective
In this thesis work, we have only considered the operational phase of the networks and
thus online routing algorithm has been developed for the control plane. However, in
order to facilitate the comprehension of our power aware regeneration algorithm, we
use ILP formulation to model the objective of our algorithm.
Figure 5.1: Set of optical sub-paths for the K shortest paths between A and C
To this end, we consider for this formulation a set of input data and variables de-
fined in Table 5.1, and relies on the figure 5.1 to facilitate understanding them. Figure
5.1 shows the set of k possible paths (A-B-D-C, A-E-C, A-B-C) that an optical channel
can undergo between two optical nodes (here node A and Node C). The index l used
represents network links and v is to identify the possible combinations of transparent
sub-paths v that can be created over a path k.
In Table 5.1, T represents the set of available transceivers in the network. Ot is the
OSN Rmi n required by the transceiver t. Ct is the cost of the transceiver t. D t is the data
rate achievable by the transponder t. K is the set of all possible optical paths between
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Input data
T Set of transceiver types (1...t)
Ot OSN Rmi n of the transceiver of type t
Ct Cost of transceiver of type t
D t Data rate of the transceiver of type t
K set of optical paths between two optical nodes (1...k)
Vk set of the sub-paths of the path k (1...v)
L Set of network links (1...l )
ε Constant (ε<< 1)
mtkv OSN Rmar g i n over the sub-path v (mtkv =OSN Rv −Ot ); mtkv > ε
Wl current optical power level over the link l (Wl = Pr eal ,l /Pmax,l )
Ek Set of links l of the path k
j The optical link l having the highest power level
Ekvl Equal to 1, if v passes through link l , with v ∈Vk ; 0 otherwise
Variables
Sk equal to 1 if the path k is a solution; 0 otherwise
Stkv equal to 1 if the path k is a solution using the transceiver t ; 0 otherwise
Table 5.1: set of input data and variables
two nodes in the network, e.g., k=1 (ABDC), k=2 (AEC). Vk is the set of sub-paths that
can be created over the path k, e.g., V1 ={v=1 (AB), v=2 (BD), ..., v=6(AC)}. L is the set
of network links, e.g., l=1 (AB), l=3 (DC), l=5 (EC). ε is a constant smaller than 1 (is
a small coefficient used to weights the second part of the objective function). mtkv
represents the OSN Rmar g i n over the sub-path v (mtkv = OSN Rv −OSN Rmi n,t ). Wl is
the current optical power level over the link l (Wl = Pr eal ,l /Pmax,l ). Ek is the set of links
l constituting the path k, e.g., E2 ={AE, EC}. j is the optical link having the highest
power level(W j = max
l∈Ek
(Wl )). Ekvl is an integer that equal to 1, if the sub-path v passes
through link l , with v ∈Vk ; 0 otherwise. Sk is a variable that equal to 1 if the path k is a
solution; 0 otherwise. Lastly, Stkv is a variable equal to 1 if the path k is a solution using
the transceiver t ; 0 otherwise.
In fact, the goal of the algorithm is to assign regeneration sites in such a way it
minimizes the added optical power over the optical link having the highest current
optical power, while guaranteeing minimum number of regeneration sites. Therefore,
using link power and link OSNR information, the algorithm selects the solution (i.e.,
combination of optical regeneration sites) that maximizes the OSN Rmar g i n over the
transparent sub-path including the optical link having the highest optical power. In
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Stkv Ekv j ×1/mtkv (5.1)
subject to Sk ≥ Stkv , ∀t ,k, v (5.2)∑
k
Sk = 1 (5.3)
Stkv ×OSN Rv ≥Ot ×Stkv , ∀t ,k, v (5.4)
Stkv ×D t ≥ D ×Stkv , ∀t ,k, v (5.5)∑
t ,(v in Vk )
Stkv Ekvl = Sk , ∀l from Ek (5.6)
Eq. (5.1) is the objective function that first minimizes the cost of the connec-
tion, then when several solutions have the same cost, it minimizes the inverse of the
OSN Rmar g i n over the sub-path v including link j (i.e., the link with the highest power
level). In other words, this function promotes the combination of t, k and v , that maxi-
mizes the OSN Rmar g i n over the sub-path including link j . Consequently, it maximizes
the attenuation of channel power over the sub-path v (i.e., minimum added power
over link j ).
Eq. (5.2) ensures that the path k is a solution if any Stkv is set to one. Eq. (5.3) is to
select only one path from the k possible. Eq. (5.4) is to guarantee that the OSNR of any
sub-path v should be bigger than the OSN Rmi n (Ot ) of the transponder t used (i.e.,
the equation allows selecting only feasible sub-paths). Eq. (5.5) is to ensure that the
data rate of the transponder used satisfies the requested one (D). Finally, Eq. (5.6) is
to avoid selecting several sub-paths v that pass through the same link l (i.e., if v is a
solution then it must not have any common links l with any other selected sub-paths).
5.3 Power aware regeneration algorithm
To avoid power saturation problem, we developed an online power aware regenera-
tion (PAR) algorithm that implements the objective function in the control plane. How-
ever, this implementation does not include the possibility to take into account several
K shortest paths neither different type of transceivers. In this respect, the PAR algo-
rithm, firstly, assigns regeneration sites like with the default regeneration algorithm
(i.e., guaranteeing the minimum number of regeneration sites). Secondly, it tries to
optimize their position in order to maximize the OSN Rmar g i n over the link with the
highest power level. In contrast, the implementation of such an algorithm into the
control plane requires several link and node parameters to be exchanged. Therefore,
we assume that these parameters are made available to the control plane through the
extensions described in Chapter 3 and 4 for OSPF-TE protocol.
In the following, we show through an example, the result obtained after the ex-
ecution of the PAR algorithm over a regenerated optical path. Then, we present the
functional description of the algorithm with its pseudo code.
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5.3.1 PAR algorithm execution example
Let’s assume that an optical channel must be established between a node A and a
node F as shown in Figure 5.2. Moreover, we assume that the optical path between the
two optical nodes is not physically feasible through one transparent segment (i.e., AF).
Therefore, signal regenerations are required in intermediate nodes to receive correctly
the optical signal in node F. Hence, depending on the goal of the applied regeneration
algorithm, several regeneration sites can be designated accordingly.
As explained before, the goal of the PAR algorithm is to reduce the blocking due
to power saturation while guaranteeing the minimum number of regeneration sites.
Indeed, this goal can be achieved through maximizing the OSN Rmar g i n over the seg-
ment containing the optical link performing the highest power level. This link is iden-
tified through its power ratio (Wl ), which is equal to the current aggregated link power
(Pr eal ,l ) divided by the maximum power level (Pmax,l ) allowed over the link l . In this
respect, the power ratio over an optical link l can be expressed as Wl = Pr eal ,l /Pmax,l .
Figure 5.2: Regeneration sites assignment result using the default algorithm
Figure 5.2 shows the result obtained from the default regeneration algorithm de-
fined in Section 4.3 when trying to establish the optical channel between node A and
F. In order to get a working channel the algorithm identified two regeneration sites
(C and E), by exploiting the maximum reach of the optical transceiver, guaranteeing
minimum number of regeneration sites (i.e., minimum cost for the connection). Cer-
tainly, if the power adaptation process is applied over the optical channel of Figure 5.2,
the highest power attenuation is performed over the EF segment since it performs the
highest OSN Rmar g i n (OSN Rmar g i n,EF = 10 dB). However, if we consider an arbitrary
optical power levels distribution over the optical links as shown in Figure 5.3, the se-
lected regeneration sites do not offer the best solution. This is because our goal is to
have the highest power attenuation over the link having the highest power ratio (called
hereafter critical link), which is here AB and not EF.
In fact, to establish the optical channel between node A and node F, several regen-
eration assignment solutions having the same costs are possible (e.g., regeneration in
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Figure 5.3: Regeneration sites assignment result using the default algorithm
node C and D, or in node B and D, or in node C and E). However, only one combi-
nation among the possible three allows having the maximum OSN Rmar g i n over the
critical link AB. Therefore, if the PAR algorithm is applied, the obtained solution will be
to regenerate in node B and D as shown in Figure 5.4. This regeneration combination
allows having minimum number of regeneration sites and, at the same time, maximum
OSN Rmar g i n over the transparent segment including the critical link AB.
Figure 5.4: Regeneration sites assignment result using the PAR algorithm
Indeed, if we consider the selected regeneration sites of the Figure 5.4, the power at-
tenuation that can be applied over the link AB is higher than the one that can be applied
with the regeneration sites of Figure 5.3 (OSN Rmar g i n,AC = 1dB< OSN Rmar g i n,AB =
10dB). In this respect, this combination allows the minimization of the channel op-
tical power over the critical link AB, which in turn reduces its aggregated power. In
other words, the added optical power over the critical link AB is minimized after the
establishment of the optical channel, which was not the case with the default regen-
eration algorithm. However, the algorithm does not guarantee that after setting up the
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channel, that the critical link stays the same, and thus a new critical link might appear.
Therefore, other regeneration assignment strategies can be considered to get a differ-
ent power distributing among the links (e.g., maximizing the added power in the link
with the lowest power).
5.3.2 Functional description
As explained before, the PAR algorithm requires a set of information on the computed
optical path. This information concerns the optical nodes and links constituting the
path. In this work, we suppose that regeneration sites are already calculated and thus
the information on each regeneration site (i.e., link OSNR, link power level) is available
to the control plane. Moreover, for simplicity reasons, we consider only the case where
regeneration sites are already identified using the default regeneration algorithm.
Figure 5.5: Regeneration sites assignment result using the default algorithm
In this respect, we present, in Figure 5.5, the result of the default regeneration algo-
rithm when applied over an unfeasible optical path (AF) between ingress/egress nodes.
In this example, the identified regeneration sites are Node C and Node E, and the criti-
cal link performing the highest power level is link AB.
In Table 5.2, we present the set of input data required by the PAR algorithm and
we rely on the example of Figure 5.5 to clarify each parameter. In Table 5.2, V repre-
sents the number of transparent segments with the initial regeneration assignment
result (e.g. V = 3 in Figure 5.5). C is the index of the transparent segment includ-
ing the critical link (e.g., C = 1 in Figure 5.5). M is the number of downstream seg-
ments relative to the transparent segment containing the critical link (M = V −C =
3 − 1 = 2 in Figure 5.5). Tab_Regen is the set of regeneration sites calculated by the
default default algorithm. The regeneration sites stored in the table are sorted in the
downstream direction (e.g., Tab_regen[1] = C and Tab_regen[2] = E in Figure 5.5).
Tab_OSN Rmar g i n is the set of OSN Rmar g i n for the transparent segments with the
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initial assignment result. The set of OSN Rmar g i n are sorted in the downstream direc-
tion (e.g., Tab_OSN Rmar g i n[1] = 1, Tab_OSN Rmar g i n[2] = 1 and Tab_OSN Rmar g i n[3]
= 10 in Figure 5.5). Tab_OSN Rl i nk is the set of OSNR degradation over every link
of the optical path (e.g., Tab_OSN Rl i nk [1] = 25 dB, Tab_OSN Rl i nk [2] = 16.6 dB,
Tab_OSN Rl i nk [3] = 25 dB, Tab_OSN Rl i nk [4] = 16.6 dB and Tab_OSN Rl i nk [5] = 25
dB in Figure 5.5). N is the number of initial regeneration points (nodes) get from the
default regenerator placement algorithm (e.g., N = 2 in Figure 5.5). Lastly, i is an in-
teger variable used to browse the regeneration sites (e.g., when i =1, Tab_regen[i] =
Tab_regen[1] = C in Figure 5.5).
Therefore, using these input data, the PAR algorithm presented in Algorithm 1 can
executed and it will works as follows: The PAR algorithm first considers the same trans-
parent segments generated by the default regeneration algorithm. Then it identifies
the location of the critical link (i.e., in which transparent segment is located). Then it
shifts the optical regeneration sites in the upstream direction in order to increase the
OSN Rmar g i n over the transparent segment including the critical link.
Input data
V Number of transparent segments obtained with the initial assignment re-
sult.
C The index of the segment containing the critical link (i.e., with the highest
W).
M =V −C Number of downstream segments relative to the segment containing the
critical link.
Tab_Regen The set of regeneration sites (here assigned by the default regeneration al-
gorithm).
Tab_OSN Rmar g i n The set of OSN Rmar g i n for the transparent segments.
Tab_OSN Rl i nk The set of OSNR degradation over every link of the optical path.
N Number of regeneration sites (nodes) in the path pre-computed with the
default regenerator assignment algorithm.
i Integer variable; it is used to browse the regeneration sites (the index of the
regeneration node C in Tab_Regen is 1 and for the node E is 2 in Figure 5.5).
Table 5.2: Input data for the PAR_Upstream algorithm
In fact, moving the regeneration point in the upstream direction reduces the
OSN Rmar g i n of the downstream segment and increases the OSN Rmar g i n of the up-
stream one. This is because the new downstream segment includes an additional link
which certainly reduces its quality (the OSNR of any transparent segment decreases
when any additional link is added to the segment).
The PAR algorithm before optimizing the regeneration sites, tests if the critical
link is in the last segment. In this case the OSN Rmar g i n is already at the maximum
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Algorithm 1 PAR_Upstream algorithm pseudo code
Input: Data presented in Table 5.2
Output: Tab_Reg en and Tab_OSN Rmar g i n
1: if (Critical link is in the last segment) (i.e. from a downstream point of view) then
2: Exit PAR_Upstream algorithm
3: else
4: i ← 0
5: while M > 0 do
6: M ← M −1
7: Shift_Upstream(N − i , M ,Tab_Reg en,Tab_OSN Rmar g i n ,Tab_OSN Rl i nk )
8: i ← i +1
9: end while
10: end if
value that we can have (because the default regeneration algorithm maximizes the
OSN Rmar g i n of the last transparent segment). Therefore, no optimization is made
for the regeneration sites. In contrast, if the critical link is not in the last segment,
then there is a possibility to change the regeneration sites and thus to increase the
OSN Rmar g i n for the segment including that link. This is the case of Figure 5.5 where
PAR algorithm can be applied. The optimization result is presented in Figure 5.4.
5.4 Simulation and results
In Chapter 4, we noticed that the power saturation problem arises in flex-grid networks
(i.e., in FX3S_PAPV_R) even if the power adaptation process was activated. Therefore,
in this chapter, we use the PAR algorithm for the FX3S_PAPV_R scenario, in order to
evaluate its performance. In this respect, we developed a new scenario, which we call
”FX3S_PAPV_R_OPT”, in which we implement the PAR algorithm. This scenario works
exactly as the FX3S_PAPV_R, with the only difference in the regeneration placement
method. In fact, for the new scenario FX3S_PAPV_R_OPT, the ”Regeneration sites as-
signment” functional block of the path computation algorithm in Figure 4.3 is ex-
tended with the PAR algorithm.
The new ”Regeneration site assignment” block works as follows: for any unfeasi-
ble path, the new ”Regeneration sites assignment” function computes the required
regeneration sites using the method of Section 4.3. Then, the PAR algorithm is ap-
plied over the obtained result. In the case where the optimization of regeneration sites
is possible and allows increasing the OSN Rmar g i n over the highly powered link of a
path p, the new assignment solution of regeneration sites is considered during the sig-
naling phase. In contrast, if the application of PAR algorithm does not improve the
OSN Rmar g i n of the highly powered link, then the initial regeneration sites assignment
solution is considered during the signaling phase.
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Algorithm 2 Pseudo code Shift_Upstream function
Input: N − i , M ,Tab_Reg en,Tab_OSN Rmar g i n ,Tab_OSN Rl i nk
Output: Tab_Reg en and Tab_OSN Rmar g i n
function SHIFT_UPSTREAM(N−i , M ,Tab_Reg en,Tab_OSN Rmar g i n ,Tab_OSN Rl i nk )
Shift the (N − i )th regeneration site in the upstream direction for one step; (i.e.,
from the current node to neighbor previous node)
if (OSN Rnew_downstr eam_seg ment >OSN Rmi n) (i.e. if the OSNR of the downstream
segment relative to the (N − i )th regeneration site is bigger
than the minimum acceptable OSNR) then
if (M=0) then
if (the critical link has changed segment) then
if (OSN Rmar g i n,ol d >OSN Rmar g i n,new ) (i.e., compare the OSN Rmar g i n
for the segment that was including the critical link with the
OSN Rmar g i n of the segment that is including the link after











Update Tab_Reg en and Tab_OSN Rmar g i n values;





Simulations are performed using our distributed GMPLS-based network simulator
over the European backbone network described Figure 5.6. It has 32 optical nodes and
42 optical links. All required information on optical links and nodes are disseminated
in the network through the OSPF-TE extensions suggested in Chapter 3 and 4. More-
over, the same simulation parameters considered in Chapter 3 are also applied for the
new developed scenario (e.g. link and amplifier parameters, traffic requests, number
of runs, link design).
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Figure 5.6: European backbone network with indexed links
5.4.1 Blocking probability and blocking reasons
Figure 5.7 shows the Blocking probability of the FX3S_PAPV_R_OPT scenarios as a
function of network load in comparison with the main flexible scenarios simulated
in Chapter 4 (i.e., FX3S_PAPV_R and FX3S_Full_R).
We can notice from Figure 5.7, that the scenario FX3S_PAPV_R_OPT that uses
the PAR algorithm has less blocking in comparison with FX3S_PAPV_R. Apparently,
the PAR algorithm allows to reduce the aggregated optical power level over the
highly powered links that were causing the power saturation problem. Moreover, the
FX3S_PAPV_R_OPT performs the same blocking probability as FX3S_Full_R which
means that the power saturation problem is no longer occurring and thus the spec-
tral limitation is the only source of blocking.
This analysis is confirmed in Figure 5.8, where we plotted the number of blocked
requests per blocking reason for the three considered scenarios. Indeed, we can notice
that in FX3S_PAPV_R_OPT, only No Spec blockings are arising and there is no longer
blocking arising due to power saturation. This explains why the FX3S_PAPV_R_OPT
scenario has the same performance as FX3S_Full_R.
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Figure 5.8: Blocking reasons per simulated scenarios
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5.4.2 Evaluation in terms of power levels
We complete our analysis by comparing the optical power levels over each network
link. Figure 5.9 shows the percentage of the remaining optical power over each link of
the network, before and after the use of the PAR algorithm. We have in red the percent-
age of the remaining optical power over network links (sorted in ascending order) for
the case of FX3S_PAPV_R scenario, and in yellow the remaining optical power over the
same links for the case of FX3S_PAPV_R_OPT scenario.


































Figure 5.9: Percentage of the remaining optical power per link
We can notice from Figure 5.9 that, the PAR algorithm succeeded in reducing the
optical power level for the highly loaded links, consequently, increasing their remain-
ing power level. For instance the percentage of remaining optical power level over the
link 13 goes from 3 % to 19 %. Figure 5.10 shows the normalized spectrum occupation
(i.e., current spectrum occupation divided by the total allowed bandwidth) of each op-
tical link. We can notice that even if the link 13 have high spectrum occupation the
PAR algorithm succeeded in reducing its power level and increases its capacity (the
normalized spectrum occupation increased from 0.825 to 0.9).
In fact, the PAR algorithm balances the power level distribution over network links:
the power level of heavily used links is reduced while the power level of lightly-used link
is increased. Figure 5.11, shows the percentage of gained power over each link after
the use of the PAR algorithm. We can notice that, for links 13, 1 and 6 the remaining
power levels have been increased. In contrast, this remaining power level has been
decreased for links such as 39, 25, and 26 and thus they have a higher power level. This
confirms the advantage of exchanging OSN Rmar g i n between the transparent segments
constituting the optical paths. OSN Rmar g i n are transferred to high loaded links leading
to an increase of the power levels of the other links of network.
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Figure 5.10: Normalized spectrum occupation over network links
























Figure 5.11: Percentage of gained power over each link after the use of the PAR algorithm
5.4.3 Evaluation in terms of optical regeneration
Figure 5.12 shows the number of regenerators used in the three simulated scenar-
ios as a function of network load. As expected, the number of regenerators used in
FX3S_PAPV_R_OPT is exactly the same as in the FX3S_Full_R scenario. Indeed, the ca-
pability of avoiding power saturation allows the FX3S_PAPV_R_OPT scenario to behave
exactly as FX3S_Full_R where no power limitation exists over network links and thus
the same set of optical connection are accepted in both scenarios.
120 CHAPTER 5. POWER AWARE REGENERATION ALGORITHM
































Figure 5.12: Number of regenerator used per scenario as a function of network load
































Figure 5.13: Number of regenerators used per node in each simulated scenario
However, even if the number of regenerators used in FX3S_PAPV_R_OPT is the
same as in FX3S_PAPV_R, the regenerations are not performed in the same optical
nodes. This can be noticed on Figure 5.13, where we show the number of regenerators
used over network nodes per scenario. We plotted in yellow the regenerators used in
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each node for the FX3S_PAPV_R_OPT scenario, in red for FX3S_PAPV_R and in blue for
FX3S_Full_R. We can notice that the use of PAR algorithm has impacted the regenera-
tion sites in FX3S_PAPV_R_OPT and thus they have different positions compared with
the FX3S_Full_R scenario. For instance, in node 7 with FX3S_PAPV_R_OPT we have on
average 32 regenerators used, whereas with FX3S_PAPV_R and FX3S_Full_R we have
on average 19 regenerators used.
5.4.4 Simulations with other topologies
Simulations were repeated over the NSF topology (described by Figure 4.12) for the
flexible scenario with power adaptation process (i.e., FX3S_PAPV_R). Figure 5.14 shows
the blocking probability of the simulated scenarios as a function of network load. We
can notice that the FX3S_PAPV_R_OPT scenario obtains exactly the same blocking
probability as FX3S_PAPV_R.

























Figure 5.14: Blocking probability versus network load in NSF network
Indeed, the PAR algorithm used in FX3S_PAPV_R_OPT did not succeeded in avoid-
ing the power saturation problem. This is confirmed by Figure 5.15 where No Pow
blocking still arises with the same value on average compared to the FX3S_PAPV_R
scenario. In fact, the NSF topology has very long optical links (as it can be noticed on
Figure 4.12 in Chapter 4) and thus optical connections suffer from high signal degrada-


























Figure 5.15: Blocking reasons per simulated scenarios
tion preventing the PAR algorithm from shifting the regeneration sites. Moreover, the
maximum number of hops for any channel is three which reduces severely the flexi-
bility to optimize regeneration sites (i.e., site optimization is possible only for 3-hops
channel. Indeed, there is no choice for regenerator assignment when 2-hop channel is
used, because it is mandatory to put assign regenerator in the central node. Moreover,
no regenerator can be placed in a 1-hop channel. As a result, the PAR algorithm was
not able to optimize regeneration sites and avoid the power saturation problem.
5.5 Conclusion
In this chapter, we focused on developing a solution to the persisting power satura-
tion problem in flexible scenarios that uses the power adaptation process. To this end,
we developed a power aware regeneration algorithm that places regeneration sites in
such a way it allow reducing the power level over highly loaded links. The algorithm
was implemented in the flexible scenarios that were not able to totally overcome the
power saturation problem over the European and NSF topologies. The objective func-
tion of the algorithm was modeled through ILP formulation to facilitate understanding
its goal. Finally, the functional description of the algorithm was described though an
example.
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Simulation results showed that the PAR algorithm succeeded in totally avoiding
the power saturation problem over the European topology even when the network is
highly loaded. In contrast, the algorithm was not capable of avoiding this saturation
problem over the NSF topology. This result has demonstrated that the efficiency of the
power aware regeneration algorithm depends on network topology in terms of channel
length. This result shows the dependence between the efficiency of the power aware re-
generation algorithm, the network topology and channels length. Moreover, it demon-
strates that including power awareness in the regenerators assignment algorithm can
improves the network utilization and allows benefiting from the flexible technology
while keeping the legacy amplifiers.

CONCLUSIONS AND PROSPECTS
Exponential traffic growth in optical networks has triggered the evolution to flexible
optical networks, promising a significant gain for network operators in terms of spec-
tral efficiency and spectrum usage over their optical network infrastructures. However,
deploying new optical links and replacing the existing optical equipment, makes the
flex-grid technology very expensive for network operators in spite of its capacity in-
crease promises. In this respect, network operators are trying to reduce the costs (i.e.,
purchasing and operational cost) of the migration to flexible networks by keeping in
use the existing infrastructure.
In this thesis work, we have addressed the flexible technology and its impacts on
the physical and the control plane of current optical transport networks. We focused
on the power saturation problem that could possibly be encountered during the mi-
gration from fixed-grid to flex-grid networks when keeping in use the current network
infrastructures. In particularly, we addressed the problem that has not been previously
studied, regarding the power saturation in optical amplifiers due to the increase in the
number of established optical channels.
The main objective of our work was, on the one hand, to evaluate this power sat-
uration problem and propose a solution that can be easily implemented in an optical
control plane. On the other hand, to demonstrate that improving the control plane in-
telligence allows optimizing network resources, and thus benefiting from the capacity
increase offered by the flexible technology while keeping the existing network infras-
tructures.
It is in this context that the work was realized, the contributions and results are
summarized as follows:
• We firstly introduced in Chapter 1, the evolution of optical networks as well as the
data and control plane constituting the two main parts of an automated optical
network. We presented the network design phase and the physical elements that
can impact the design and the control of optical networks. Finally, we focused on
the widely used GMPLS control plane protocol suite and provided a functional
description of its routing and signaling protocols.
• Evolution towards flexible networks and impact of flexibility on the data plane
and the control plane of current optical networks are presented in Chapter 2. We
showed how the changes in the data plane by adding flexible optical equipment
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can increase the complexity of the routing algorithm, requiring an improvement
to the control plane protocols of any automated optical network. Then, we pre-
sented the existing works in literature that deal with flexibility, demonstrating
that evolution towards automated flexible networks allows optimizing network
resources and increases the capacity of current optical networks. Lastly, we high-
lighted the increase in channel number offered by the flexible technology, that
can increases the optical power level in optical links, raising the importance of
taking into account the optical power as a limitation when migrating to flexible
network.
• In Chapter 3, we addressed the power saturation problem that could arise af-
ter the migration from fixed to flex-grid network when keeping in use existing
network infrastructures. We focused in this chapter, on transparent optical net-
works under incremental traffic pattern, to simulate the case of static network.
The power saturation problem was tackled as follows: Firstly, we developed a
link design method that allowed us to determinate the power level over network
links. Then, we identified the essential parameters required by an optical control
plane to control and evaluate the power levels over network links. Secondly, we
proposed a per channel power adaptation process that benefits from transmis-
sion power margins to reduce channel transmitted power. Subsequently, we pro-
posed a path computation algorithm, with protocol extension to the routing and
signaling protocols of the GMPLS protocol suite, in order to provide the practical
implementation of such a power adaptation process.
Simulation results demonstrated that the power levels of the fixed-grid infras-
tructure are not sufficient to handle the increase in the number of channels when
migrating to flex-grid network. They showed also that the use of power adapta-
tion process allows reducing the power saturation problem and thus increases
the capacity of the network. Finally, they demonstrated that increasing the num-
ber of computed shortest paths does not allow to completely avoiding the power
saturation problem even if the power adaptation process is used.
• In Chapter 4, we have extended our study to the case of translucent networks
under dynamic traffic patterns to simulate the case of future automatic and flex-
ible optical networks. The power adaptation process and the path computation
algorithm were adapted to the case of regenerated optical channels. Then, we
have proposed new extensions to the routing and signaling protocols to handle
the optical regeneration and the power adaptation. Simulation results showed
that the power saturation problem arises even at low network load and under
dynamic traffic patterns. Moreover, as in Chapter 3, the increase in network ca-
pacity cannot be fully exploited, if the power adaptation process is not used in
flexible scenarios. It has been shown also that the regeneration method used in
the path computation algorithm can impact the performance and the cost of the
network.
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To go further, we have repeated the simulations over additional network topolo-
gies. Results have shown a strong dependence between the network topology
and the arising of the power saturation problem. Topologies having optical links
introducing low signal degradation will probably have enough power margins
to avoid the power saturation problem, and can support the additional flex-grid
channels when the power adaptation process is used.
• In Chapter 5, we have studied the persisting power saturating problem in flex-
ible translucent optical networks. Therefore, we proposed a novel power aware
regeneration algorithm that uses the power information of network links in or-
der to select the regeneration sites. The algorithm was applied in flexible scenar-
ios using the power adaptation process, where saturation problem is still aris-
ing. Simulation results have shown that the algorithm succeeded in avoiding
the power saturation problem by changing the power distribution over network
links. However, the performance of the algorithm showed a dependency on the
network topology.
In summary, this work highlighted the importance of taking into account power
information of optical links during the migration to flex-grid networks. It allowed un-
derstanding the impact of link optical power levels on the expected capacity gain of
the flexible technology. Moreover, it allowed developing the protocol extensions and
the path computation algorithms required to achieve the practical implementation of
the per channel adaptation process in future flexible optical networks.
Perspectives
The results obtained in this thesis opens up many interesting research tracks that can
be explored in the future:
• Implementation over platform: in this work, the theoretical study was realized to
facilitate the implementation of the power adaptation process in optical control
plane. However, the implementation of this process in a real platform is highly
recommended to validate the theoretical study, to check whether the concept
works, and that there is no missing parameter or criterion that should be taken
into account.
• Improving the physical feasibility estimator: During simulations, only the flexi-
bility in terms of channel spacing was considered, where only 3 and 4 slots chan-
nels are taken into account assuming fixed modulation format, baud and bit rate,
and FEC. However, these considered parameters do not affect the required OSNR
at the receiver side, since they were fixed and never changed during simulation.
We think that with the introduction of programmable transceivers in future op-
tical networks, it is important to have a physical feasibility estimator that is ca-
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pable of computing the required OSN Rmi n for any combination of flexibility pa-
rameters.
• Improving path computation algorithm: since the provisioning strategy consid-
ered in the control plane can impact the performance of the network, it is im-
portant to have an intelligent strategy that allows maximizing network capacity.
Therefore, we recommend developing a path computation algorithm that allows
exploiting efficiently network resources by using the offered flexibility parame-
ters. More particularly, the algorithm should be capable, for example, of deciding
when to adapt the channel power, or when to change the modulation format in
order to exploit efficiently the OSNR margins.
• Improving the power adaptation signaling mechanism: As discussed in Chapter
1, the requested optical channel cannot sometime be successfully established,
if the OSNR estimation is not sufficiently accurate. Therefore, we think that it
is preferable to have a signaling mechanism that attenuates progressively the
power of the channel to guarantee its operation.
• Interoperability between network operators: in this work, the real power values
were used and stored in the databases of one network domain. However, for the
context of multi-domain, we think that it is possible to secure power informa-
tion by normalizing their values and thus guaranteeing privacy between the two
domains.
• Improving regeneration algorithm: in Chapter 4 and Chapter 5, we showed that
the regeneration placement algorithm has a direct impact on network perfor-
mance. We believe that taking advantage of the set of flexibility parameters in
addition to the wavelength conversion capability can allow improving network
capacity. For example, developing a regeneration algorithm that uses wavelength
converters, power information and other flexibility parameters (e.g., channel
spacing, modulation format, baud rates, FEC), can help reducing spectral frag-
mentation, increasing network capacity and at the same time avoiding power
saturation.
• Study of control plane scalability issues: in Chapter 3 and Chapter 4, we proposed
several extensions to GMPLS control plane protocols. We think that adding some
bytes to the already existing OSPF-TE and RSVP-TE messages will not really affect
the performance of these protocols. However, it is always interesting to evaluate
the performance of the control plane. Especially, when the control plane consid-
ers all flexibility parameters and integrates information on the internal switching
capability of ROADMs.
• Implementation with other control plane protocols: with the emergence of SDN
paradigm, it will be interesting to have interworking of GMPLS domain with an
SDN controller. This interaction with an SDN controller (e.g., OpenDaylight or
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ONOS [162, 163]) allows more sophisticated management of network resources.
A direct example could be the optimization of channel power parameters (i.e.,
Cad apt ati on coefficients) all over the network. Therefore, depending on the con-
troller used and its associated protocols, several protocol extensions are required
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