A k-matching cover of a graph G is a union of k matchings of G which covers V (G). A matching cover of G is optimal if it consists of the fewest matchings of G. In this paper, we present an algorithm for finding an optimal matching cover of a graph on n vertices and m edges in O(nm) time. This algorithm corrects an error of Matching Cover Algorithm in (Xiumei Wang, Xiaoxin Song, Jinjiang Yuan, On matching cover of graphs, Math. Program. Ser. A (2014)147: 499-518).
Introduction
Graphs considered in this paper are finite, simple and connected. Let G be a graph. The vertex set and edge set of G is denoted by V (G) and E(G), respectively. Let M be a subset of E(G). The subgraph of G induced by M is denoted by G [M] . Write V (M) = {v ∈ V (G) : there is an x ∈ V (G) such that vx ∈ M}.
If M = {e}, we simply write V (e) instead of V ({e}). For a subset X of V (G), M covers X if X ⊆ V (M). M is a matching of G if, for every two distinct edges e and f in M, V (e) ∩ V (f ) = ∅. A matching M of G is perfect if V (M) = V (G). If M is the union of k matchings of G and M covers V (G), then M is a k-matching cover of G. The matching cover number of G, denoted by mc(G), is the minimum number k such that G has a kmatching cover. A k-matching cover is optimal if k = mc(G). In [8] , Wang etc. present an algorithm, called Matching Cover Algorithm, which finds an optimal matching cover of a graph G in O(|V (G)| · |E(G)|) time. But this algorithm is not correct. This paper
Lemma 2.2 (Gallai-Edmonds Structure Theorem) For a graph G, the subgraph G[C(G)] has a perfect matching. Furthermore, if D(G) = ∅, then (i) each component of G[D(G)] is factor-critical, and (ii) every maximum matching of G contains a near-perfect matching of each component of G[D(G)], a perfect matching of G[C(G)] and a matching which matches all vertices of A(G) with vertices in distinct components of G[D(G)].
Here, a graph H is factor-critical if H − v has a perfect matching for each v ∈ V (H), and a matching of H is near-perfect if it covers all but one vertex in H.
In fact, when Edmonds' Cardinality Matching Algorithm terminates, besides a maximum matching of G, D(G), A(G), and C(G) are also generated (see [5] ). If D(G) = ∅,
In this case, G has a perfect matching, and so mc(G) = 1. If
, which is factorcritical. Then, for a vertex v ∈ V (G), G − v has a perfect matching M 1 . The union of M 1 and an edge incident with v is an optimal matching cover of G, and so mc(G) = 2.
When A(G) = ∅, which implies that D(G) = ∅, we use G * to denote the simple graph obtained from G by deleting the nontrivial components of G[D(G)], the vertices of C(G) and the edges spanned by A(G). Let D * be the set of isolated vertices in 
Lemma 2.3 For each graph G with
Proof. Since A(G) = ∅, by Lemma 2.2, G has no perfect matching. This implies that mc(G) ≥ 2. Suppose that md(G * ) = k, and suppose that ∪ 
Then any two edges in
′ is a 2-matching cover of G, and so
To obtain the opposite bound, let ∪ l i=1 M i be an optimal matching cover of G, where l = mc(G) and each M i is a matching of G. By Lemma 2.1 again, for each i,
i is a matching D * -cover of G * , and so mc(G) = l ≥ md(G * ). The lemma follows. ✷
The proof of Lemma 2.3 implies the following. (ii) If k = 1, then G has an optimal matching cover which consists of a maximum matching of G covering V (N 1 ) and a matching of
is a matching of G which consists of N 2 and a matching of G[D(G)], and
M i = N i for 3 ≤ i ≤ k.
Matching cover algorithm
In this section, we are only concerned with minimal matching covers. It is convenient, therefore, to refer to a minimal matching cover and a minimal matching D * -cover as a 'matching cover' and a ' matching D * -cover', respectively.
We will present an algorithm for finding an optimal matching cover of a graph. We first give an approach to finding an optimal matching D-cover of a bipartite graph
Therefore, the basic idea of our approach is to suitably transfer a matching
. We formulate this idea in Lemma 3.1 after giving the following definitions.
Let M c be a matching D-cover of G with centers in A. For convenience, we call all the vertices in A the centers of M c . It is possible that some centers are not covered by
An M c -alternating path P in G is defined to be a path which starts at a center u of M c and an edge e ∈ M c with u ∈ V (e), whose vertices are alternately the centers and ends of M c , and whose edges are alternately in M c and E(G) \ M c . Let v be the other end of P . We denote the path P by P uv . The vertex v might or might not be a center of M c . If v is a center of M c , u is a maximum center of M c , and
and u is called the origin of P uv . Clearly, the length of an M c -switching path is even. An example of an M c -switching path P uv is displayed in Fig.1 (b) , where M c is the set of edges depicted by solid lines, and P uv is induced by the edges depicted by dotted lines.
Suppose that an M c -switching path P uv is given by u 1 y 1 u 2 y 2 · · · u k y k u k+1 , where u 1 = u and u k+1 = v. Then each u i is a center of M c , each y i is an end of M c , and for each i,
is the transformation of M c with respect to P uv (see Fig. 1(c) 
. This implies that M c is not an optimal matching cover of G * .
Conversely, suppose that M c is not an optimal matching D * -cover of G * , and letM c be an optimal matching D * -cover of G * . We may suppose that G[M c ] is the union of stars with A-vertices being centers, that is, in G[M c ] all the D-vertices have degree one. Writẽ
Let u be a maximum center of M c , so
Denote by U the set of all centers of M c which are reachable from u by M c -alternating paths in H. Then in H there is no vertex in
It follows that the graph H has an M c -switching path connecting u and v, and so does G * . ✷ Lemma 3.1 suggests a natural approach to finding an optimal matching D * -cover of G * . We start with an arbitrary matching D * -cover M c of G * with A-vertices being centers, and search for an M c -switching path. If such an M c -switching path is found, then the transformation of M c with respect to the path either has fewer maximum centers or else has smaller maximum centers. Continuing in this way until we obtain a matching D * -coverM c so that noM c -switching path exists. Then the final matching D * -coverM c is an optimal matching D * -cover of G * .
When generating a switching path, we need the notion of alternating tree, similar to that in Hungarian Algorithm for finding a maximum matching in a bipartite graph. Let M c be a matching D * -cover of G * , and u a center of M c . A tree T which is a subgraph of G * is an M c -alternating tree rooted at u if u ∈ V (T ) and, for each v ∈ V (T ) \ {u}, the unique path in T starting at u and ending at v is an M c -alternating path.
Let u be a maximum center of M c . By means of a simple tree-search algorithm, we can find either an M c -switching path starting at u or a maximal M c -alternating tree rooted at u. We begin with a trivial M c -alternating tree rooted at u which consists of just one component of G * [M c ], a star with center u. At each stage, we attempt to extend the current M c -alternating tree to a larger one. Consider an M c -alternating tree T rooted at u which has no M c -switching path. Recall that A T consists of some centers of M c , D T consists of some ends of M c , and (A T , D T ) is a bipartition of T with u ∈ A T . If there is an edge xy ∈ E(G * ) with x ∈ D T and y ∈ A G * \ A T , then we grow T into a larger M c -alternating tree by adding the edge xy and S y , where S y is a component of G * [M c ] + A containing y (see Fig. 2(b) ). In the case that
we find an M c -switching path (see Fig. 2(c) ). If no such edge xy ∈ E(G * ) with x ∈ D T and y ∈ A G * \ A T exists, T is a maximal M c -alternating tree rooted at u. In order to decrease the iteration times of the algorithm, we first construct a nearmaximal M c -alternating forest. Here a near-maximal M c -alternating forest F is a union of M c -alternating trees each of which roots at a maximum center of M c , say
is as small as possible. Using such switching path to update matching D * -cover M c , the vertex v may become the origin of a switching path at most once.
We are now ready for a detailed description of the algorithm for finding an optimal matching cover of a graph, which is referred to as Matching Cover Algorithm.
Algorithm 1 (Matching Cover Algorithm)
Set F := ∅.
If the vertices in U have degree at most one in
Step 10.
Step 5: If U = ∅, then go to Step 9.
Step 6: Let u be a vertex in U.
Step 7: Let xy be an edge of G * with x ∈ D Tu and y ∈ A G * \ (A Tu ∪ A F ).
If no such edge exists, set F := F ∪ T u (u is the root of T u ) and U := U \ A F , and go to Step 5.
Step 8: Set T u := (T u ∪ S y ) + xy, where S y is the component of G * [M c ] + A containing y, and then go to Step 7. Step 9: Let v be a vertex in
Let u be the root of the component of F containing v.
Let P uv be the path in F starting at u and ending at v.
Replace M c by the transformation of M c with respect to P uv .
Go to Step 4.
Step 
Step 11: ReturnM c . 
Theorem 3.2 Matching Cover Algorithm correctly determines an optimal matching cover of a graph
G in O(n 3 ) time, where n = |V (G)|.
A-vertices. The first iteration of Matching Cover Algorithm begins with the matching
′′ , a union of two matchings of G, is an optimal matching cover of G.
Now return to the case when
Step 4). In each iteration of Step 7, since xy is an edge of G * such that x ∈ D Tu and y ∈ A G * \ (A Tu ∪ A F ), xy is not in M c , and so the graph T u ∪ S y + xy obtained in Step 8 is an M c -alternating tree rooted at a maximum center u of M c . If no such edge xy exists, then T u is a maximal M c -alternating tree in G * − V (F ) and F is replaced by F ∪ T u . When all maximum center of M c are scanned (from Step 5 to Step 8), F is a near-maximal M c -alternating forest.
In
Step 9, for the vertex
, then the path P uv is an M c -switching path. This implies that the updated M c at the end of Step 9, which is the transformation of M c with respect to P uv , is also a matching D * -cover of G * with A-vertices being centers. In Step 10, sinceM is a maximum matching of • All the maximum centers of M c belong to A F .
• F is the union of pairwise disjoint M c -alternating trees each of which roots at a maximum center of M c .
• G * has no edge xy with x ∈ D F and y ∈ A G * \ A F .
Hence, if G * has an M c -switching path P , then V (P ) ⊆ V (F ). It follows that if F has no M c -switching path, so does G * .
We claim that ∆(G * From the above claim, we see that G * has no M c -switching paths. By Lemma 3.1, M c is an optimal matching D * -cover of G * .
We now consider the running time of the algorithm. Using Edmonds' Cardinality Matching Algorithm in Algorithm 1 by Goldberg and Karzanov's matching algorithm, Step 1 and
Step 10 takes O(nm) time. Recall that Step 2 and Step 3 takes O(m) time, and from
Step 4 to Step 9, there are O(n) iterations each of which takes O(m) time. Consequently, we have an algorithm for finding an optimal matching cover of a graph G with running time O(nm).
