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GLOBAL WELL-POSEDNESS
FOR THE CAUCHY PROBLEM OF
THE ZAKHAROV-KUZNETSOV EQUATION IN 2D
SHINYA KINOSHITA
Abstract. This paper is concerned with the Cauchy problem of the 2D Zakharov-
Kuznetsov equation. We prove bilinear estimates which imply local in time well-
posedness in the Sobolev space Hs(R2) for s > −1/4, and these are optimal up
to the endpoint. We utilize the nonlinear version of the classical Loomis-Whitney
inequality and develop an almost orthogonal decomposition of the set of resonant
frequencies. As a corollary, we obtain global well-posedness in L2(R2).
1. Introduction
We consider the Cauchy problem of the Zakharov-Kuznetsov equation∂tu+ ∂x1∆u = ∂x1(u2), (t, x1, · · · , xn) ∈ [−T, T ]× Rn,u(0, ·) = u0 ∈ Hs(Rn), (1.1)
where u = u(t, x1, · · · , xn) is a real valued function and ∆ = ∂2x1 + · · ·+ ∂2xn is the
Laplacian. The equation (1.1) was introduced by Zakharov and Kuznetsov in [16] as
a model for the propagation of ion-sound waves in magnetic fields for n = 3. See also
[11]. In [12], Lannes, Linares and Saut derived (1.1) in dimensions 2 and 3 rigorously
as a long-wave limit of the Euler-Poisson system. The Zakharov-Kuznetsov equation
can be seen as a multi-dimensional extension of the KdV equation
∂tu+ ∂
3
xu+ u∂xu = 0, (t, x) ∈ R× R.
In contrast to the KdV equation and the KP equation, which is another multi
dimensional generalization of KdV equation, the Zakharov-Kuznetsov equation is
not completely integrable and has only two conservation laws in L2 and H1.
M(u) :=
∫
Rn
u2dx1 · · ·dxn, E(u) :=
∫
Rn
1
2
|∇u|2 + 1
3
u3dx1 · · · dxn.
The aim of the paper is to establish well-posedness of (1.1) in 2 dimensions for low
regularity initial data. In the 2D case, Gru¨nrock and Herr in [6], and Molinet and
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Pilod in [14] obtained independently the well-posedness of (1.1) in Hs(R2) for s >
1/2 by using the Fourier restriction norm method. The scaling critical index s = −1
of (1.1) for n = 2 suggests well-posedness in the range −1 ≤ s. In particular, in view
of the conservation of mass, it is a natural question whether L2-well-posedness holds
true. Before stating the main result, we introduce the symmetrized equation of (1.1)
by performing a linear change of variables as in [6]. Put x = 4−1/3x1 +
√
34−1/3x2,
y = 4−1/3x1−
√
34−1/3x2 and v(t, x, y) := u(t, x1, x2), v0(x, y) := u0(x1, x2). Clearly,
the linear transformation (x1, x2) → (x, y) is invertible as a mapping R2 → R2 and
we see that
∂x1u(x1, x2) = 4
− 1
3 (∂x + ∂y)v(x, y),
∂x2u(x1, x2) =
√
34−
1
3 (∂x − ∂y)v(x, y),
∂x1(∂
2
x1
+ ∂2x2)u(x1, x2) = (∂
3
x + ∂
3
y)v(x, y).
Therefore, (1.1) for d = 2 can be rewritten as∂tv + (∂3x + ∂3y)v = 4−
1
3 (∂x + ∂y)(v
2), (t, x, y) ∈ [−T, T ]× R2,
v(0, ·) = v0 ∈ Hs(R2).
(1.2)
Since it is slightly more convenient, we consider the symmetrized equation (1.2)
instead of (1.1) hereafter. We now state our main result.
Theorem 1.1. Let s > −1/4. Then the Cauchy problem (1.2) is locally well-posed
in Hs(R2).
By making use of the conservation law in L2, this theorem immediately yields the
following global result.
Corollary 1.2. The Cauchy problem (1.2) is globally well-posed in L2(R2).
The subcritical threshold −1/4 is optimal for the Picard iteration approach, as
the following theorem shows.
Theorem 1.3. Let s < −1/4. Then for any T > 0, the data-to-solution map u0 7→ u
of (1.2), as a map from the unit ball in Hs(R2) to C([0, T ];Hs) fails to be C2.
The strategy of the proof of Theorem 1.1 is the Fourier restriction norm method
which is, roughly speaking, a contraction mapping argument in the Fourier restric-
tion space Xs,b to be defined in the next section. The biggest difficulty in the proof
appears when we treat resonant interactions. The geometry of this set is very com-
plicated due to the linear part of Zakharov-Kuznetsov equation. To overcome this,
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we employ a convolution estimate on hypersurfaces which was introduced by Ben-
net, Carbery, and Wright in [4] and generalized by Bejenaru, Herr, and Tataru in
[3]. This estimate is called the nonlinear Loomis-Whitney inequality and was ap-
plied to the Cauchy problem of the Zakharov system on R2 and R3 by Bejenaru,
Herr, Holmer, and Tataru in [1] and by Bejenaru and Herr in [2], respectively. The
nonlinear Loomis-Whitney inequality is based on the transversality of three charac-
teristic hypersurfaces. For the Zakharov system, it was found in [1] and [2] that the
transversality depends only on the size of the angle between two frequencies of the
waves which cause a resonant interaction. In contrast, for the Zakharov-Kuznetsov
equation, the transversality depends not only on the relation of the angles but also
the sizes of frequencies of the two waves. Therefore, we need to modify the argument
which was performed for the Zakharov system in a suitable manner. In particular,
we introduce a new almost orthogonal decomposition which allows to capture this
transversality in a precise form.
The paper is organized as follows. In Section 2, we introduce the solution spaces
and some fundamental estimates as preliminary. Section 3 is devoted to the proof
of the key bilinear estimate which immediately provides the main theorem by a
standard contraction mapping argument. In Section 4, we shows Theorem 1.3. In
Section 3, we will skip the proof of Lemma 3.9. Thus, lastly as Appendix, we
completes the proof of Lemma 3.9.
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2. Preliminaries
In this section, we introduce estimates which will be utilized for the proof of the
key bilinear estimate. Throughout the paper, we use the following notations. A . B
means that there exists C > 0 such that A ≤ CB. Also, A ∼ B means A . B and
B . A. Let u = u(t, x, y). Ftu, Fx,yu denote the Fourier transform of u in time,
space, respectively. Ft,x,yu = û denotes the Fourier transform of u in space and time.
Let N , L ≥ 1 be dyadic numbers, i.e. there exist n1, n2 ∈ N0 such that N = 2n1
and L = 2n2 , and ψ ∈ C∞0 ((−2, 2)) be an even, non-negative function which satisfies
ψ(t) = 1 for |t| ≤ 1 and letting ψN(t) := ψ(tN−1) − ψ(2tN−1), ψ1(t) := ψ(t),
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the equality
∑
N
ψN (t) = 1 holds. Here we used
∑
N
=
∑
N∈2N0
for simplicity. We also
use the notations
∑
L
=
∑
L∈2N0
and
∑
N,L
=
∑
N,L∈2N0
throughout the paper. We define
frequency and modulation projections PN , QL as
(F−1x,yPNu)(ξ, η) :=ψN (|(ξ, η)|)(Fx,yu)(ξ, η),
Q̂Lu(τ, ξ, η) :=ψL(τ − ξ3 − η3)û(τ, ξ, η).
We now define Xs,b(R3) spaces. Let s, b ∈ R.
Xs, b(R3) := {f ∈ S ′(R3) | ‖f‖Xs, b <∞},
‖f‖Xs, b :=
(∑
N,L
N2sL2b‖PNQLf‖2L2x,t
)1/2
.
For convenience, we define the set in frequency as
GN,L := {(τ, ξ, η) ∈ R3 |ψL(τ − ξ3 − η3)ψN(|(ξ, η)|) 6= 0.}
Next we observe that fundamental properties of Xs, b. A simple calculation gives
the following.
(i) Xs, b = Xs, b, (ii) (Xs, b)∗ = X−s,−b,
for s, b ∈ R.
Recall the Strichartz estimates for the unitary group {e−t(∂3x+∂3y)}.
Lemma 2.1 (Theorem 3.1. [9]). Let ϕ ∈ L2(R2). Then we have
‖|∇x|
1
2p |∇y|
1
2p e−t(∂
3
x+∂
3
y)ϕ‖LptLqx,y . ‖ϕ‖L2x,y , if
2
p
+
2
q
= 1, p > 2, (2.1)
‖e−t(∂3x+∂3y)ϕ‖LptLqx,y . ‖ϕ‖L2x,y , if
3
p
+
2
q
= 1, p > 3, (2.2)
where |∇x|s := F−1x |ξ|sFx and |∇y|s := F−1y |η|sFy denote the Riesz potential opera-
tors with respect to x and y, respectively.
The above Strichartz estimates provide the following.
‖|∇x|
1
2p |∇y|
1
2pQLu‖LptLqx,y . L
1
2‖QLu‖L2x,y,t, if
2
p
+
2
q
= 1, p > 2, (2.3)
‖QLu‖LptLqx,y . L
1
2‖QLu‖L2x,y,t, if
3
p
+
2
q
= 1, p > 3. (2.4)
See [7]. By interpolation (2.4) with the trivial equation ‖QLu‖L2x,y,t = ‖QLu‖L2x,y,t,
we get the following.
‖QLu‖LptLqx,y . L
2
3p
+ 1
q ‖QLu‖L2x,y,t, if
2
p
+
2
q
= 1, p ≥ 4. (2.5)
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Remark 2.1. Since the estimates (2.3)-(2.5) are almost equivalent to (2.1) and (2.2),
we frequently call (2.3)-(2.5) Strichartz estimates in the paper.
3. Proof of the Key estimate
In this section, we establish the key estimate which gives Theorem 1.1 by the
standard iteration argument, see [7], [10], and [15]. In this paper, we omit the
details of the proof of Theorem 1.1 and focus on showing the following key estimate.
Theorem 3.1. For any s > −1/4, there exist b ∈ (1/2, 1), ε > 0 and C > 0 such
that
‖(∂x + ∂y)(uv)‖Xs, b−1+ε ≤ C‖u‖Xs, b‖v‖Xs, b . (3.1)
By a duality argument and dyadic decompositions, we observe that
(3.1) ⇐⇒
∣∣∣∣∫ w(∂x + ∂y)(uv)dtdxdy∣∣∣∣ . ‖u‖Xs, b‖v‖Xs, b‖w‖X−s, 1−b−ε .
⇐=
∑
Nj ,Lj
(j=0,1,2)
∣∣∣∣∫ ((∂x + ∂y)(QL0PN0w)) (QL1PN1u)(QL2PN2v)dtdxdy∣∣∣∣
. ‖u‖Xs, b‖v‖Xs, b‖w‖X−s, 1−b−ε . (3.2)
Thus, we focus on establishing (3.2) in this section. For simplicity, throughout the
section, we use the notations
Lmax012 := max(L0, L1, L2), N
max
012 := max(N0, N1, N2),
wN0,L0 := QL0PN0w, uN1,L1 := QL1PN1u, vN2,L2 := QL2PN2v.
We first note that if N0 ∼ N1 ∼ N2 ∼ 1 we easily obtain (3.2) by using Strichartz
estimates. Thus we assume 1≪ Nmax012 hereafter.
We divide the proof into the following three cases:
Case 1: high modulation,
Case 2: low modulation, non-parallel interactions,
Case 3: low modulation, parallel interactions.
Cases 1, 2, and 3 are treated in Subsections 3.1, 3.2, and 3.3, respectively. We will
introduce the conditions of each case and sketch the outline of the proof of (3.2) at
the beginning of each subsection.
3.1. Case 1: high modulation. In this subsection we will show (3.2) under the
condition Lmax012 & (N
max
012 )
3. The proof is quite standard. We just use the Strichartz
estimates.
6 S. KINOSHITA
Proposition 3.2. Let Lmax012 & (N
max
012 )
3. Then (3.2) holds true.
Proof. It suffices to show∣∣∣∣∫ wN0,L0uN1,L1vN2,L2dtdxdy∣∣∣∣
. (Nmax012 )
− 5
4 (L0L1L2)
5
12‖u‖L2‖v‖L2‖w‖L2. (3.3)
By the Strichartz estimate (2.5) with p = q = 4, we get
‖QLf‖L4tL4x,y . L
5
12‖f‖L2. (3.4)
If L0 = L
max
012 & (N
max
012 )
3, by Ho¨lder’s inequality and (3.4), we have∣∣∣∣∫ wN0,L0uN1,L1vN2,L2dtdxdy∣∣∣∣ . ‖wN0,L0‖L2‖uN1,L1‖L4‖vN2,L2‖L4
.(Nmax012 )
− 5
4 (L0L1L2)
5
12‖u‖L2‖v‖L2‖w‖L2.
Similarly, we can get (3.3) for L1 = L
max
012 or L2 = L
max
012 . 
3.2. Case 2: low modulation, non-parallel interactions. Proposition 3.2 im-
plies that we only need to consider the case Lmax012 ≪ (Nmax012 )3. By Plancherel’s
theorem, we observe that
(3.2)⇐=
∑
Nj ,Lj
(j=0,1,2)
∣∣∣∣∫ N0 ŵN0,L0 (ûN1,L1 ∗ v̂N2,L2)dτdξdη∣∣∣∣
. ‖u‖Xs, b‖v‖Xs, b‖w‖X−s, 1−b−ε
⇐=
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. (Nmax012 )
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2.
(3.5)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2). In this
subsection, we focus on showing the estimate (3.5) under the following conditions.
Case 2 (low modulation, non-parallel interactions).
(i) Lmax012 ≤ 2−100(Nmax012 )3,
(ii) Nmax012 ≤ 222min(N0, N1, N2),
(iii) | sin∠ ((ξ1, η1), (ξ2, η2)) | ≥ 2−22,
where ∠ ((ξ1, η1), (ξ2, η2)) ∈ [0, π] is the angle between (ξ1, η1) and (ξ2, η2).
We remark on the above conditions. First condition is natural since we already
saw (3.2) holds if Lmax012 & (N
max
012 )
3. The second and third conditions imply that space
frequencies N0, N1, N2 are all high and we do not treat (near) parallel interactions.
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In other words, we here consider interactions of three waves which propagate in
different directions. See Figure 1 below.
ξ
η
(ξ1, η1)
(ξ2, η2)
θ
(θ := ∠ ((ξ1, η1), (ξ2, η2)))
Figure 1
T Ak
A−1N1
Figure 2
We roughly sketch the outline of the proof. As we mentioned in the introduction,
the convolution estimate on hypersufaces, which is called the nonlinear Loomis-
Whitney inequality, plays a crucial role. The key ingredient when we apply the
nonlinear Loomis-Whitney is a transverslity condition (see d in Proposition 3.6 (iii)
below) and we will find that it depends on the size of product
|ξ1η2 − ξ2η1| |ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2)|.
The former function |ξ1η2 − ξ2η1| is comparable to N21 | sin∠ ((ξ1, η1), (ξ2, η2)) | if
1≪ N1 ∼ N2, which implies that, in this subsection, the function depends only on
the size of the angle between (ξ1, η1) and (ξ2, η2). In [1], for the 2D Zakharov system
case, it was found that the transversality condition is comparable to the function
|ξ1η2−ξ2η1| and therefore the nonlinear Loomis-Whitney inequality could be applied
to the non-parallel interactions without difficulties. Here, however, we need to treat
the latter function |ξ1η2+ ξ2η1+2(ξ1η1+ ξ2η2)|, which makes the proof complicated.
In this subsection, by the assumptions in Case 2, the former function is harmless.
Thus, the key point in the proof is to handle the latter function in a suitable way.
To do so, we first decompose R2 into square tiles. The decompositions are quite
simple. See Figure 2 above.
Definition 1. Let A ≥ 2100 be a dyadic number and k = (k(1), k(2)) ∈ Z2. We define
square-tiles {T Ak }k∈Z2 whose side length is A−1N1 and prisms {T˜ Ak }k∈Z2 as follows:
T Ak := {ξ ∈ R2 | ξ ∈ A−1N1
(
[k(1), k(1) + 1)× [k(2), k(2) + 1)
)}
T˜ Ak := R× T Ak .
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Remark 3.1. Clearly, we have
R
2 =
⋃
k∈Z2
T Ak and k1 6= k2 ⇐⇒ T Ak1 ∩ T Ak2 = ∅,
for any A.
The proof of (3.2) in Case 2 will be verified by utilizing the two Propositions 3.4
and 3.5 below with the suitable decomposition which is called the Whitney type
decomposition. First, we introduce the bilinear Strichartz estimates. χA denotes
the characteristic function of a set A.
Proposition 3.3. Assume (i)-(iii) in Case 2. Let A ≥ 2100 be dyadic and k1,
k2 ∈ Z2. Then we have∥∥∥∥χGN0,L0 ∫ (χT˜ Ak1 ûN1,L1) (τ1, ξ1, η1)(χT˜ Ak2 v̂N2,L2) (τ − τ1, ξ − ξ1, η − η1)dσ1
∥∥∥∥
L2ξ,η,τ
. (AN1)
− 1
2 (L1L2)
1
2‖χT˜ Ak1 ûN1,L1‖L2‖χT˜ Ak2 v̂N2,L2‖L2 , (3.6)∥∥∥∥χGN1,L1∩T˜ Ak1
∫ (
χT˜ Ak2
v̂N2,L2
)
(τ1, ξ2, η2)ŵN0,L0(τ1 + τ2, ξ1 + ξ2, η1 + η2)dσ2
∥∥∥∥
L2ξ1,η1,τ1
. (AN1)
− 1
2 (L0L2)
1
2‖χT˜ Ak2 v̂N2,L2‖L2‖ŵN0,L0‖L2, (3.7)∥∥∥∥χGN2,L2∩T˜ Ak2
∫
ŵN0,L0(τ1 + τ2, ξ1 + ξ2, η1 + η2)
(
χT˜ Ak1
ûN1,L1
)
(τ1, ξ1, η1)dσ1
∥∥∥∥
L2ξ2,η2,τ2
. (AN1)
− 1
2 (L0L1)
1
2‖ŵN0,L0‖L2‖χT˜ Ak1 ûN1,L1‖L2 . (3.8)
Proof. We consider only (3.6) since (3.7) and (3.8) follow by duality. First we observe
that (i)-(iii) in Case 2 give
max
(|(ξ21 − (ξ − ξ1)2|, |(η21 − (η − η1)2|) ≥ 2−200N21 . (3.9)
Indeed, if (3.9) does not hold, clearly we may assume one of the following:
(1) |ξ1 − (ξ − ξ1)| ≤ 2−100N1 and |η1 − (η − η1)| ≤ 2−100N1,
(2) |ξ1 − (ξ − ξ1)| ≤ 2−100N1 and |η1 + (η − η1)| ≤ 2−100N1,
(3) |ξ1 + (ξ − ξ1)| ≤ 2−100N1 and |η1 − (η − η1)| ≤ 2−100N1,
(4) |ξ1 + (ξ − ξ1)| ≤ 2−100N1 and |η1 + (η − η1)| ≤ 2−100N1.
It is obvious that both (1) and (4) contradict the assumption (iii). We show (2)
contradicts one of (i)-(iii) in Case 2. We first observe that max(|ξ1|, |ξ − ξ1|) ≥
2−30N1
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assume |ξ1| ≥ 2−30N1. Since |ξ1− (ξ− ξ1)| ≤ 2−100N1 in (2), we can see min(|ξ|, |ξ−
ξ1|) ≥ 2−31N1. This and |η| = |η1 + (η − η1)| ≤ 2−100N1 in (2) yield
3max
(|τ − ξ3 − η3|, |τ1 − ξ31 − η31|, |τ − τ1 − (ξ − ξ1)3 − (η − η1)3|)
≥ |ξξ1(ξ − ξ1) + ηη1(η − η1)|
≥ |ξξ1(ξ − ξ1)| − |ηη1(η − η1)|
≥ 2−92N31 − 2−98N31 ≥ 2−93N31
which contradicts (i). Similarly, we can show that (3) contradicts the assumptions.
Thus (3.9) always holds. By symmetry, we may assume |ξ21 − (ξ − ξ1)2| ≥ 2−200N21 .
Now we turn to prove (3.6). By following a standard argument, we get∥∥∥∥χGN0,L0 ∫ (χT˜ Ak1 ûN1,L1) (τ1, ξ1, η1)(χT˜ Ak2 v̂N2,L2) (τ − τ1, ξ − ξ1, η − η1)dσ1
∥∥∥∥
L2ξ,η,τ
≤
∥∥∥∥∥χGN0,L0
(∣∣∣χT˜ Ak1 ûN1,L1∣∣∣2 ∗ ∣∣∣χT˜ Ak2 v̂N2,L2∣∣∣2
)1/2
|E(τ, ξ, η)|1/2
∥∥∥∥∥
L2ξ,η,τ
≤ sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ, η)|1/2
∥∥∥∥∣∣∣χT˜ Ak1 ûN1,L1∣∣∣2 ∗ ∣∣∣χT˜ Ak2 v̂N2,L2∣∣∣2
∥∥∥∥1/2
L1ξ,η,τ
≤ sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ, η)|1/2‖χT˜ Ak1 ûN1,L1‖L2‖χT˜ Ak2 v̂N2,L2‖L2 ,
where E(τ, ξ, η) ⊂ R3 is defined by
E(τ, ξ, η) := {(τ1, ξ1, η1) ∈ GN1,L1 ∩ T˜ Ak1 | (τ − τ1, ξ − ξ1, η − η1) ∈ GN2,L2 ∩ T˜ Ak2 }.
Thus, it suffices to show
sup
(τ,ξ,η)∈GN0,L0
|E(τ, ξ, η)| . (AN1)−1L1L2. (3.10)
For fixed (ξ1, η1), we obtain
sup
(τ,ξ,η)∈GN0,L0
|{τ1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| . min(L1, L2). (3.11)
Next, since
max(L1, L2) & |(τ1 − ξ31 − η31) + (τ − τ1)− (ξ − ξ1)3 − (η − η1)3|
= |(τ − ξ3 − η3) + 3(ξξ1(ξ − ξ1) + ηη1(η − η1))|
and |∂ξ1 (ξξ1(ξ − ξ1)) | = |ξ21 − (ξ − ξ1)2| & N21 , for fixed η1, we get
sup
(τ,ξ,η)∈GN0,L0
|{ξ1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| . N−21 max(L1, L2). (3.12)
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Lastly, (τ1, ξ1, η1) ∈ T˜ Ak1 gives
sup
(τ,ξ,η)∈GN0,L0
|{η1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| . N1A−1. (3.13)
The estimates (3.11)-(3.13) complete the proof of (3.10). 
By Proposition 3.3, we immediately obtain the following estimate.
Proposition 3.4. Assume (i)-(iii) in Case 2. Let A ≥ 2100 be dyadic. Suppose that
k1, k2 ∈ Z2 satisfy
|ξ1ξ2(ξ1 + ξ2) + η1η2(η1 + η2)| ≥ A−1N31 for any (ξj, ηj) ∈ T Akj
where j = 1, 2. Then we have∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|T˜ Ak1 (τ1, ξ1, η1)v̂N2,L2|T˜ Ak2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. N−21 (L0L1L2)
1/2‖ûN1,L1|T˜ Ak1‖L2‖v̂N2,L2|T˜ Ak2‖L2‖ŵN0,L0‖L2
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2).
Proof. We see that
3Lmax012 ≥ |ξ1ξ2(ξ1 + ξ2) + η1η2(η1 + η2)|
≥ A−1N31 .
For L0 = L
max
012 , by using (3.6) in Proposition 3.3, we get∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1 |T˜ Ak1 (τ1, ξ1, η1)v̂N2,L2|T˜ Ak2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
≤ ((LHS) of (3.6))‖ŵN0,L0‖L2
. (N1A)
− 1
2 (L1L2)
1
2‖ûN1,L1|T˜ Ak1‖L2‖v̂N2,L2|T˜ Ak2‖L2‖ŵN0,L0‖L2
. N−21 (L0L1L2)
1
2‖ûN1,L1 |T˜ Ak1‖L2‖v̂N2,L2 |T˜ Ak2‖L2‖ŵN0,L0‖L2 .
Similarly, in the cases L1 = L
max
012 and L2 = L
max
012 , by utilizing (3.7) and (3.8),
respectively, we obtain the desired estimate. 
The following proposition enables us to deal with near-resonant interactions.
Proposition 3.5. Assume (i)-(iii) in Case 2. Let A ≥ 2100 be dyadic. Suppose that
k1, k2 ∈ Z2 satisfy
|ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2)| ≥ A−1N21 for any (ξj, ηj) ∈ T˜ Akj
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where j = 1, 2. Then we have∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|T˜ Ak1 (τ1, ξ1, η1)v̂N2,L2|T˜ Ak2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|T˜ Ak1‖L2‖v̂N2,L2|T˜ Ak2‖L2‖ŵN0,L0‖L2
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2).
For the proof of the above proposition, we now recall the nonlinear version of the
classical Loomis-Whitney inequality. See [2] for more general version.
Proposition 3.6 ([3] Corollary 1.5). Assume that the surface Si (i = 1, 2, 3) is an
open and bounded subset of S∗i which satisfies the following conditions (Assumption
1.1 in [3]).
(i) S∗i is defined as
S∗i = {λi ∈ Ui | Φi(λi) = 0,∇Φi 6= 0,Φi ∈ C1,1(Ui)},
for a convex Ui ⊂ R3 such that dist(Si, U ci ) ≥ diam(Si);
(ii) the unit normal vector field ni on S
∗
i satisfies the Ho¨lder condition
sup
λ,λ′∈S∗i
|ni(λ)− ni(λ′)|
|λ− λ′| +
|ni(λ)(λ− λ′)|
|λ− λ′|2 . 1;
(iii) there exists d > 0 such that the matrix N(λ1, λ2, λ3) = (n1(λ1), n2(λ2), n3(λ3))
satisfies the transversality condition
d ≤ |detN(λ1, λ2, λ3)| ≤ 1
for all (λ1, λ2, λ3) ∈ S∗1 × S∗2 × S∗3 .
We also assume diam(Si) . d. Then for functions f ∈ L2(S1) and g ∈ L2(S2),
the restriction of the convolution f ∗ g to S3 is a well-defined L2(S3)-function which
satisfies
‖f ∗ g‖L2(S3) .
1√
d
‖f‖L2(S1)‖g‖L2(S2).
Proof of Proposition 3.5. Since ûN1,L1 |T˜ Ak1 and v̂N2,L2|T˜ Ak2 are supported in T˜
A
k1
and
T˜ Ak2 , respectively, we may assume that there exists k3 ∈ Z2 such that ŵN0,L0 is sup-
ported in T˜ Ak3 . In addition, by performing a harmless decomposition, ûN1,L1 , v̂N2,L2
and ŵN0,L0 are supported in square prisms whose square’s side length is 2
−100N1A−1,
respectively. Let A′ = 2−100A and put f , g, h ∈ L2(R3) which satisfy
supp f ⊂ GN1,L1 ∩ T˜ A
′
k1
, supp g ⊂ GN2,L2 ∩ T˜ A
′
k2
, supp h ⊂ GN0,L0 ∩ T˜ A
′
k3
.
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By the above observation, it suffices to show that if
| sin∠ ((ξ1, η1), (ξ2, η2)) | ≥ 2−23, (3.14)
|ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2)| ≥ A−1N21 , (3.15)
for any (ξj, ηj) ∈ T A′kj with j = 1, 2, then the following estimate holds.∣∣∣∣∫
R3×R3
h(τ1 + τ2, ξ1 + ξ2, η1 + η2)f(τ1, ξ1, η1)g(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2‖f‖L2‖g‖L2‖h‖L2.
(3.16)
We apply the same strategy as that of the proof of Proposition 4.4 in [1]. Applying
the transformation τ1 = ξ
3
1 + η
3
1 + c1 and τ2 = ξ
3
2 + η
3
2 + c2 and Fubini’s theorem, we
find that it suffices to prove∣∣∣∣∫ h(φc1(ξ1, η1) + φc2(ξ2, η2))f(φc1(ξ1, η1))g(φc2(ξ2, η2))dξ1dη1dξ2dη2∣∣∣∣
. A
1
2N−21 ‖f ◦ φc1‖L2ξ,η‖g ◦ φc2‖L2ξ,η‖h‖L2ξ,η,τ ,
(3.17)
where h(τ, ξ, η) is supported in c0 ≤ τ − ξ3 − η3 ≤ c0 + 1 and
φcj(ξ) = (ξ
3 + η3 + ck, ξ, η) for j = 1, 2.
We use the scaling (τ, ξ, η)→ (N31 τ, N1ξ, N1η) to define
f˜(τ1, ξ1, η1) = f(N
3
1 τ1, N1ξ1, N1η1),
g˜(τ2, ξ2, η2) = g(N
3
1 τ2, N1ξ2, N1η2),
h˜(τ, ξ, η) = h(N31 τ, N1ξ, N1η).
If we set c˜j = N
−3
1 cj , inequality (3.17) reduces to∣∣∣∣∫ h˜(φc˜1(ξ1, η1) + φc˜2(ξ2, η2))f˜(φc˜1(ξ1, η1))g˜(φc˜2(ξ2, η2))dξ1dη1dξ2dη2∣∣∣∣
. A
1
2N
− 3
2
1 ‖f˜ ◦ φc˜1‖L2ξ,η‖g˜ ◦ φc˜2‖L2ξ,η‖h˜‖L2ξ,η,τ ,
Note that supp f˜ ⊂ T N−11 A′
k˜1
, supp g˜ ⊂ T N−11 A′
k˜2
, and h˜ is supported in S3(N
−3
1 ) where
S3(N
−3
1 ) =
{
(τ, ξ, η) ∈ T˜ N−11 A′
k˜3
| ξ3 + η3 + c0
N31
≤ τ ≤ ξ3 + η3 + c0 + 1
N31
}
where k˜i = ki/N1 with i = 1, 2, 3. By density and duality, it suffices to show for
continuous f˜ and g˜ that
‖f˜ |S1 ∗ g˜|S2‖L2(S3(N−31 )) . A
1
2N
− 3
2
1 ‖f˜‖L2(S1)‖g˜‖L2(S2) (3.18)
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where S1, S2 denote the following surfaces
S1 ={φc˜1(ξ1, η1) ∈ R3 | (ξ1, η1) ∈ T N
−1
1 A
′
k˜1
},
S2 ={φc˜2(ξ2, η2) ∈ R3 | (ξ2, η2) ∈ T N
−1
1 A
′
k˜2
}.
(3.18) is immediately established by the following.
‖f˜ |S1 ∗ g˜|S2‖L2(S3) . A
1
2‖f˜‖L2(S1)‖g˜‖L2(S2) (3.19)
where
S3 =
{
(ψ(ξ, η), ξ, η) ∈ R3 | (ξ, η) ∈ T N−11 A′
k˜3
, ψ(ξ, η) = ξ3 + η3 +
c′0
N31
}
,
for any fixed c′0 ∈ [c0, c0 + 1]. We deduce from the assumption (ii) in Case 2 that
diam(Si) ≤ 2−80A−1 for i = 1, 2, 3. (3.20)
For any λi ∈ Si, there exist (ξ1, η1), (ξ2, η2), (ξ, η) such that
λ1 = φc˜1(ξ1, η1), λ2 = φc˜2(ξ2, η2), λ3 = (ψ(ξ, η), ξ, η),
and the unit normals ni on λi are written as
n1(λ1) =
1√
1 + 9ξ41 + 9η
4
1
(−1, 3ξ21 , 3η21) ,
n2(λ2) =
1√
1 + 9ξ42 + 9η
4
2
(−1, 3ξ22 , 3η22) ,
n3(λ3) =
1√
1 + 9ξ4 + 9η4
(−1, 3ξ2, 3η2) .
Clearly, the surfaces S1, S2, S3 satisfy the following Ho¨lder condition.
sup
λi,λ′i∈Si
|ni(λi)− ni(λ′i)|
|λi − λ′i|
+
|ni(λi)(λi − λ′i)|
|λi − λ′i|2
≤ 23. (3.21)
We may assume that there exist (ξ′1, η
′
1), (ξ
′
2, η
′
2), (ξ
′, η′) such that
(ξ′1, η
′
1) + (ξ
′
2, η
′
2) = (ξ
′, η′),
φc˜1(ξ
′
1, η
′
1) ∈ S1, φc˜2(ξ′2, η′2) ∈ S2, (ψ(ξ′, η′), ξ′, η′) ∈ S3,
otherwise the left-hand side of (3.19) vanishes. Let λ′1 = φc˜1(ξ
′
1, η
′
1), λ
′
2 = φc˜2(ξ
′
2, η
′
2),
λ′3 = (ψ(ξ
′, η′), ξ′, η′). For any λ1 = φc˜1(ξ1, η1) ∈ S1, we deduce from λ1, λ′1 ∈ S1
and (3.20) that
|n1(λ1)− n1(λ′1)| ≤ 2−70A−1. (3.22)
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Similarly, for any λ2 ∈ S2 and λ3 ∈ S3 we have
|n2(λ2)− n2(λ′2)| ≤ 2−70A−1. (3.23)
|n3(λ3)− n3(λ′3)| ≤ 2−70A−1. (3.24)
From (3.20) and (3.21), once the following transversality condition (3.25) is verified,
we obtain the desired estimate (3.19) by applying Proposition 3.6 with d = 2−70A−1.
2−70A−1 ≤ |detN(λ1, λ2, λ3)| for any λi ∈ Si. (3.25)
From (3.22)-(3.24), it suffices to show
2−65A−1 ≤ |detN(λ′1, λ′2, λ′3)|.
We deduce from λ′1 = φc˜1(ξ
′
1, η
′
1), λ
′
2 = φc˜2(ξ
′
2, η
′
2), λ
′
3 = (ψ(ξ
′, η′), ξ′, η′) and (ξ′1, η
′
1)+
(ξ′2, η
′
2) = (ξ
′, η′) that
|detN(λ′1, λ′2, λ′3)| ≥2−25
1
〈(ξ1, η1)〉2〈(ξ2, η2)〉2
∣∣∣∣∣∣∣det
 −1 −1 −13(ξ′1)2 3(ξ′2)2 3(ξ′)2
3(η′1)
2 3(η′2)
2 3(η′)2

∣∣∣∣∣∣∣
≥2−25 |ξ
′
1η
′
2 − ξ′2η′1|
〈(ξ1, η1)〉2〈(ξ2, η2)〉2
|ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|
≥2−25 |(ξ
′
1, η
′
1)| |(ξ′2, η′2)|
〈(ξ′1, η′1)〉2〈(ξ′2, η′2)〉2
|ξ′1η′2 − ξ′2η′1|
|(ξ′1, η′1)| |(ξ′2, η′2)|
A−1
≥2−65A−1.
Here we used (3.14), (3.15) and
|sin∠ ((ξ′1, η′1), (ξ′2, η′2))| =
|ξ′1η′2 − ξ′2η′1|
|(ξ′1, η′1)| |(ξ′2, η′2)|
.

In Propositions 3.4 and 3.5, we assume that the supports of ûN1,L1 and v̂N2,L2 are
restricted to the square prisms T˜ Ak1 and T˜ Ak2 , respectively. If we simply try to sum
up the prisms, the regularity loss which depends on A appears. Thus, we introduce
the suitable decomposition which is called the Whitney type decomposition. This
decomposition depends on the two functions ξ1ξ2(ξ1+ ξ2)+ η1η2(η1+ η2) and ξ1η2+
ξ2η1 + 2(ξ1η1 + ξ2η2) which appear in Propositions 3.4 and 3.5, respectively. As we
mentioned, this is a similar strategy to that for the Zakharov system. In [1], the
Whitney decomposition of angular variables was performed.
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Definition 2 (Whitney type decomposition). Let A ≥ 2100 be dyadic and
Φ(ξ1, η1, ξ2, η2) = ξ1ξ2(ξ1 + ξ2) + η1η2(η1 + η2),
F (ξ1, η1, ξ2, η2) = ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2).
We define
Z1A = {(k1, k2) ∈ Z2 × Z2 | |Φ(ξ1, η1, ξ2, η2)| ≥ A−1N31 for any (ξj, ηj) ∈ T Akj },
Z2A = {(k1, k2) ∈ Z2 × Z2 | |F (ξ1, η1, ξ2, η2)| ≥ A−1N21 for any (ξj, ηj) ∈ T Akj },
ZA = Z
1
A ∪ Z2A ⊂ Z2 × Z2, RA =
⋃
(k1,k2)∈ZA
T Ak1 × T Ak2 ⊂ R2 × R2.
It is clear that A1 ≤ A2 =⇒ RA1 ⊂ RA2 . Further, we define
QA =
RA \RA2 for A ≥ 2101,R2100 for A = 2100.
and a set of pairs of integer pair Z ′A ⊂ ZA as⋃
(k1,k2)∈Z′A
T Ak1 × T Ak2 = QA.
We easily see that Z ′A is uniquely defined and
A1 6= A2 =⇒ QA1 ∩QA2 = ∅,
⋃
2100≤A≤A0
QA = RA0
where A0 ≥ 2100 is dyadic. Thus, we can decompose R2 × R2 as
R
2 × R2 =
 ⋃
2100≤A≤A0
QA
 ∪ (RA0)c.
Lastly, we define
A = {(τ1, ξ1, η1)× (τ2, ξ2, η2) ∈ R3 × R3 | | sin∠ ((ξ1, η1), (ξ2, η2)) | ≥ 2−22},
Z˜A = {(k1, k2) ∈ Z ′A |
(
T˜ Ak1 × T˜ Ak2
)
∩ (GN1,L1 ×GN2,L2) ∩ A 6= ∅}.
Here we assume that N1, L1, N2, L2 satisfy (i) and (ii) in Case 2.
To sum up tiles without loss, the following condition, the almost orthogonality of
k1 and k2 such that (k1, k2) ∈ Z˜A seems to be necessary.
Condition 1.
For fixed k1 ∈ Z2, the number of k2 ∈ Z2 such that (k1, k2) ∈ Z˜A is less than 21000.
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Remark 3.2. By symmetry, one can see that for fixed k2 ∈ Z2, the number of k1 ∈ Z2
such that (k1, k2) ∈ Z˜A is less than 21000. Thus we can say that k1 and k2 which
satisfy (k1, k2) ∈ Z˜A are almost one-to-one correspondence.
Unfortunately, Condition 1 does not hold true for certain pairs of tiles, which will
be observed in Remark 3.3 below. Thus, we first exclude such pairs of tiles and, to
do so, we divide R2 × R2.
Definition 3. Let K0, K1, K2, K′0, K′1, K′2 ⊂ R2 and K˜0, K˜1, K˜2, K˜′0, K˜′1, K˜′2 ⊂ R3
be defined as follows:
K0 =
{
(ξ, η) ∈ R2 |
∣∣∣η − (√2− 1) 43 ξ∣∣∣ ≤ 2−20N1} ,
K1 =
{
(ξ, η) ∈ R2 |
∣∣∣η − (√2 + 1) 23 (√2 +√3)ξ∣∣∣ ≤ 2−20N1} ,
K2 =
{
(ξ, η) ∈ R2 |
∣∣∣η + (√2 + 1) 23 (√3−√2)ξ∣∣∣ ≤ 2−20N1} ,
K′0 =
{
(ξ, η) ∈ R2 | (η, ξ) ∈ K0
}
,
K′1 =
{
(ξ, η) ∈ R2 | (η, ξ) ∈ K1} ,
K′2 =
{
(ξ, η) ∈ R2 | (η, ξ) ∈ K2} ,
K˜j = R×Kj , K˜′j = R×K′j for j = 0, 1, 2.
We define the subsets of R2 × R2 and R3 × R3 as
K =(K0 × (K1 ∪ K2)) ∪ ((K1 ∪ K2)×K0) ⊂ R2 × R2,
K˜ =(K˜0 × (K˜1 ∪ K˜2)) ∪ ((K˜1 ∪ K˜2)× K˜0) ⊂ R3 × R3,
K′ =(K′0 × (K′1 ∪ K′2)) ∪ ((K′1 ∪ K′2)×K′0) ⊂ R2 × R2,
K˜′ =(K˜′0 × (K˜′1 ∪ K˜′2)) ∪ ((K˜′1 ∪ K˜′2)× K˜′0) ⊂ R3 × R3,
and those complementary sets as
(K)c = (R2 × R2) \ K, (K˜)c = (R3 × R3) \ K˜
(K′)c = (R2 × R2) \ K′, (K˜′)c = (R3 × R3) \ K˜′.
Lastly, we define
ẐA = {(k1, k2) ∈ Z˜A |
(T Ak1 × T Ak2 ) ∩ ((K)c ∩ (K′)c) 6= ∅},
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and ZA as the collection of (k1, k2) ∈ Z2 × Z2 which satisfies
T Ak1 × T Ak2 6⊂
⋃
2100≤A′≤A
⋃
(k′1,k
′
2)∈ẐA
(
T A′k′1 × T
A′
k′2
)
,
(
T˜ Ak1 × T˜ Ak2
)
∩ (GN1,L1 ×GN2,L2) ∩ A ∩
(
(K˜)c ∩ (K˜′)c
)
6= ∅.
Lemma 3.7. For fixed k1 ∈ Z2, the number of k2 ∈ Z2 such that (k1, k2) ∈ ẐA is
less than 21000. Furthermore, the same claim holds true if we replace ẐA by ZA.
Proof. It is clear that we may assume that A ≥ 2300 and
T Ak1 × T Ak2 6⊂ (K ∪ K′) . (3.26)
Define ZˇA = ZˇA(k1) ∈ Z2 as the collection of k2 ∈ Z2 which satisfies
T Ak1 × T Ak2 ⊂ (K ∪ K′) ∪ {(ξ1, η1)× (ξ2, η2) | | sin∠ ((ξ1, η1), (ξ2, η2)) | < 2−22},
For simplicity, we assume that N2 ≤ N1. The case N1 ≤ N2 can be treated in
the similar way. We can find k′1 = k
′
1(k1) ∈ Z2 and k′2 = k′2(k2) ∈ Z2 such that
T Ak1 ⊂ T A/2k′1 and T
A
k2
⊂ T A/2k′2 , respectively. From the definition, (k1, k2) ∈ ẐA
implies (k′1, k
′
2) /∈ Z ′A/2 which means that there exist (ξ1, η1), (ξ˜1, η˜1) ∈ T A/2k′1 , (ξ2, η2),
(ξ˜2, η˜2) ∈ T A/2k′2 which satisfy
|Φ(ξ1, η1, ξ2, η2)| ≤ 2A−1N31 and |F (ξ˜1, η˜1, ξ˜2, η˜2)| ≤ 2A−1N21 .
Thus, letting (ξ′1, η
′
1) be the center of T Ak1 , it suffices to show that there exist k2,(ℓ) ∈
Z2 (ℓ = 1, 2, 3, 4) such that(ξ2, η2) ∈ R2 \ ⋃
k2∈ZˇA
T Ak2
∣∣∣∣∣ |Φ(ξ
′
1, η
′
1, ξ2, η2)| ≤ 24A−1N31 ,
|F (ξ′1, η′1, ξ2, η2)| ≤ 24A−1N21 .
 ⊂
4⋃
ℓ=1
T 2−200Ak2,(ℓ) . (3.27)
In addition, it is clear that (3.27) implies the almost one-to-one correspondence
of (k1, k2) ∈ ZA. Recall that |Φ(ξ′1, η′1, ξ2, η2)| ≤ 24A−1N31 and |F (ξ′1, η′1, ξ2, η2)| ≤
24A−1N21 mean
|Φ(ξ′1, η′1, ξ2, η2)| = |ξ′1ξ2(ξ′1 + ξ2) + η′1η2(η′1 + η2)| ≤ 24A−1N31 , (3.28)
|F (ξ′1, η′1, ξ2, η2)| = |ξ′1η2 + ξ2η′1 + 2(ξ′1η′1 + ξ2η2)| ≤ 24A−1N21 , (3.29)
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respectively. By the transformation ξ′2 = ξ2+ξ
′
1/2, η
′
2 = η2+η
′
1/2, we see that (3.28)
and (3.29) are equivalent to
|Φ˜(ξ′2, η′2)| :=
∣∣∣∣ξ′1ξ′22 + η′1η′22 − ξ′13 + η′134
∣∣∣∣ ≤ 24A−1N31 , (3.30)
|F˜ (ξ′2, η′2)| :=
∣∣∣∣32 ξ′1 η′1 + 2 ξ′2 η′2
∣∣∣∣ ≤ 24A−1N21 , (3.31)
respectively. Therefore we will show that there exist k′2,(ℓ) ∈ Z2 such that the set
of (ξ′2, η
′
2) which satisfies (ξ
′
2 − ξ′1/2, η′2 − η′1/2) /∈
⋃
k2∈ZˇA
T Ak2 , (3.30) and (3.31) are
contained in
4⋃
ℓ=1
T 2−200Ak′
2,(ℓ)
.
First we observe that
min(|ξ′1|, |η′1|) ≥ 2−55N1, (3.32)
max(|ξ′2|, |η′2|) ≥ 2−30N1. (3.33)
(3.32) can be seen as follows. If |ξ′1| < 2−55N1, we may assume that |η′1| ≥ 2−2N1.
Thus, we have
(3.30) ⇐⇒
∣∣∣∣ξ′1ξ′22 + η′1η′22 − ξ′13 + η′134
∣∣∣∣ ≤ 24A−1N31
=⇒ |η′1|
∣∣∣∣η′22 − η′124
∣∣∣∣ ≤ 2−50N31
=⇒
∣∣∣∣|η′2| − |η′1|2
∣∣∣∣ ≤ 2−45N1
=⇒ |η′2| ≥ 2−4N1.
This gives |ξ′2| ≥ 2−50N1. Indeed, since ξ′2 = ξ2 + ξ′1/2, we only need to show
|ξ2| > 2−49N1. Clearly, it holds that
(ξ2, η2) /∈
⋃
k2∈ZˇA
T Ak2 =⇒
|ξ′1η2 − ξ2η′1|
|(ξ′1, η′1)| |(ξ2, η2)|
> 2−23.
It follows from N1 ≤ 222N2 that
|ξ′1η2 − ξ2η′1|
|(ξ′1, η′1)| |(ξ2, η2)|
> 2−23 =⇒ |ξ2η
′
1|+ |ξ′1η2|
|(ξ′1, η′1)|
> 2−47N1 =⇒ |ξ2| > 2−49N1.
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Thus, it hold that |ξ2| > 2−49N1 which implies |ξ′2| ≥ 2−50N1. While, it holds that
|F˜ (ξ′2, η′2)| =
∣∣∣∣32 ξ′1 η′1 + 2 ξ′2 η′2
∣∣∣∣
≥2|ξ′2 η′2| −
3
2
|ξ′1 η′1|
≥2−54N21 .
which contradicts (3.31). Similarly, if max(|ξ′2|, |η′2|) < 2−30N1, since ξ2 = ξ′2 − ξ′1/2
and η2 = η
′
2 − η′1/2, we see
|ξ′1η2 − ξ2η′1|
|(ξ′1, η′1)| |(ξ2, η2)|
< 2−23
which contradicts the assumption. Thus (3.33) holds. Without loss of generality,
we can assume 2−30N1 ≤ |ξ′2|. It follow from (3.31) that∣∣∣∣32 ξ′1 η′1 + 2 ξ′2 η′2
∣∣∣∣ ≤ 24A−1N21
=⇒
∣∣∣∣η′2 + 3ξ′1 η′14ξ′2
∣∣∣∣ ≤ 23A−1N21|ξ′2| ≤ 233A−1N1. (3.34)
(3.30) and (3.34) yield∣∣∣∣ξ′1ξ′22 + η′1η′22 − ξ′13 + η′134
∣∣∣∣ ≤ 24A−1N31
(3.34)
===⇒
∣∣∣∣ξ′1ξ′22 + η′1 9ξ′12η′1216ξ′22 − ξ
′
1
3 + η′1
3
4
∣∣∣∣ ≤ 270A−1N31 . (3.35)
Define
G(ξ′2) := ξ
′
1ξ
′
2
2
+
9ξ′1
2η′1
3
16ξ′2
2 −
ξ′1
3 + η′1
3
4
.
Clearly, if we show∣∣∣∣(dGdξ′2
)
(ξ′2)
∣∣∣∣ = ∣∣∣∣2ξ′1ξ′23
(
ξ′2
4 − 9ξ
′
1η
′
1
3
16
)∣∣∣∣ ≥ 2−100N21 (3.36)
for any ξ′2 which satisfies (3.35), then there exist at most four constants c(ℓ)(ξ
′
1, η
′
1)
(ℓ = 1, 2, 3, 4) such that
|ξ′2 − c(ℓ)(ξ′1, η′1)| ≤ 2170A−1N1 for any ξ′2 which satisfies (3.35)
which completes the proof since (3.34) gives the similar restriction of η′2. Thus, it
suffices to show (3.36) for any ξ′2 which satisfies (3.34), (3.35) and (ξ
′
2 − ξ′1/2, η′2 −
η′1/2) /∈
⋃
k2∈ZˇA
T Ak2 . For the sake of contradiction, we assume that ξ′2 satisfies
|G(ξ′2)| ≤ 270A−1N31 and |G′(ξ′2)| =
∣∣∣∣(dGdξ′2
)
(ξ′2)
∣∣∣∣ ≤ 2−100N21 . (3.37)
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Obviously, ξ′1 η
′
1 ≤ 0 implies |G′(ξ′2)| ≥ 2|ξ′1ξ′2| ≥ 2−75N21 . Thus, we may assume
ξ′1 η
′
1 > 0. For simplicity, we assume ξ
′
1 > 0 and η
′
1 > 0. The case ξ
′
1 < 0 and η
′
1 < 0
can be treated similarly. We calculate that
|G′(ξ′2)| ≤ 2−100N21
⇐⇒
∣∣∣∣2ξ′1ξ′23
(
ξ′2
2
+
3
4
√
ξ′1 η
′
1
3
)(
ξ′2
2 − 3
4
√
ξ′1 η
′
1
3
)∣∣∣∣ ≤ 2−100N21
=⇒
∣∣∣∣ξ′22 − 34
√
ξ′1 η
′
1
3
∣∣∣∣ ≤ 2−65N21 . (3.38)
We deduce from |G(ξ′2)| ≤ 270A−1N31 and (3.38) that
|G(ξ′2)| ≤ 270A−1N31
(3.38)
===⇒
∣∣∣∣32
√
ξ′1
3 η′1
3 − ξ
′
1
3 + η′1
3
4
∣∣∣∣ ≤ 2−55N31
=⇒
∣∣∣(ξ′1 32 )2 − 6ξ′1 32 η′1 32 + (η′1 32 )2∣∣∣ ≤ 2−50N31
=⇒
∣∣∣(ξ′1 32 − (√2 + 1)2η′1 32)(ξ′1 32 − (√2− 1)2η′1 32)∣∣∣ ≤ 2−50N31 .
Last inequality implies∣∣∣η′1 − (√2− 1) 43 ξ′1∣∣∣ ≤ 2−45N1 or ∣∣∣η′1 − (√2 + 1) 43 ξ′1∣∣∣ ≤ 2−45N1.
Case |η′1 − (
√
2− 1) 43 ξ′1| ≤ 2−45N1
First we treat the case
∣∣∣η′1 − (√2− 1) 43 ξ′1∣∣∣ ≤ 2−45N1. It follows from (3.38) that∣∣∣∣ξ′22 − 34(√2− 1)2ξ′12
∣∣∣∣ ≤ 2−40N21
which gives∣∣∣∣∣ξ′2 −
√
3
2
(
√
2− 1)ξ′1
∣∣∣∣∣ ≤ 2−35N1 or
∣∣∣∣∣ξ′2 +
√
3
2
(
√
2− 1)ξ′1
∣∣∣∣∣ ≤ 2−35N1.
If we assume
∣∣∣ξ′2 − √32 (√2− 1)ξ′1∣∣∣ ≤ 2−35N1, it follows from (3.34) that
∣∣∣∣η′2 + 3ξ′1 η′14ξ′2
∣∣∣∣ ≤ 216A−1N1 =⇒
∣∣∣∣∣η′2 +
√
3
2
(
√
2− 1) 13 ξ′1
∣∣∣∣∣ ≤ 2−30N1.
WELL-POSEDNESS OF THE ZAKHAROV-KUZNETSOV EQUATION 21
Since ξ2 = ξ
′
2 − ξ′1/2 and η2 = η′2 − η′1/2, we observe
∣∣∣ξ′2 − √32 (√2− 1) ξ′1∣∣∣ ≤ 2−35N1,∣∣∣η′2 + √32 (√2− 1) 13 ξ′1∣∣∣ ≤ 2−30N1.
=⇒

∣∣∣ξ2 + 1−√3(√2−1)2 ξ′1∣∣∣ ≤ 2−30N1,∣∣∣η2 + √3+√2−12 (√2− 1) 13 ξ′1∣∣∣ ≤ 2−25N1.
This implies ∣∣∣η2 − (√2 + 1) 23 (√2 +√3)ξ2∣∣∣ ≤ 2−23N1.
Similarly, if we assume
∣∣∣ξ′2 + √32 (√2− 1)ξ′1∣∣∣ ≤ 2−35N1, by the almost same calcula-
tion as above, we get ∣∣∣η2 + (√2 + 1) 23 (√3−√2)ξ2∣∣∣ ≤ 2−23N1.
Case |η′1 − (
√
2 + 1)
4
3 ξ′1| ≤ 2−45N1
Next we consider the case
∣∣∣η′1 − (√2 + 1) 43 ξ′1∣∣∣ ≤ 2−45N1. Following the same
argument as that for the former case, we can prove that (ξ2, η2) satisfies one of the
followings. ∣∣∣η2 + (√2− 1) 23 (√2 +√3)ξ2∣∣∣ ≤ 2−23N1,∣∣∣η2 − (√2− 1) 23 (√3−√2)ξ2∣∣∣ ≤ 2−23N1.
To summarize the above, we conclude that if (ξ′2, η
′
2) satisfies (3.34) and (3.37) then
for any k1, k2 ∈ Z2 such that (ξ′1, η′1) ∈ T Ak1 , (ξ2, η2) ∈ T Ak2 , we get
T Ak1 × T Ak2 ⊂ (K ∪K′)
which contradicts the assumption (3.26). 
Remark 3.3. We here sketch why we needed to exclude K ∪ K′ in the proof of the
almost orthogonality of k1 and k2 such that (k1, k2) ∈ Z˜A. In the proof of Lemma
3.7, we saw that the almost orthogonality is equivalent to the existence of k′2,(ℓ) ∈ Z2
such that the set of (ξ′2, η
′
2) which satisfies
|Φ˜(ξ′2, η′2)| :=
∣∣∣∣ξ′1ξ′22 + η′1η′22 − ξ′13 + η′134
∣∣∣∣ ≤ 24A−1N31 , (3.39)
|F˜ (ξ′2, η′2)| :=
∣∣∣∣32 ξ′1 η′1 + 2 ξ′2 η′2
∣∣∣∣ ≤ 24A−1N21 , (3.40)
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are contained in
4⋃
ℓ=1
T 2−200Ak′
2,(ℓ)
. We consider the conditions (3.39) and (3.40) by seeing
the figures below. Figures 1 and 2 describe the condition (3.39) for ξ′1η
′
1 > 0 and
ξ′1η
′
1 < 0, respectively. (ξ
′
2, η
′
2) which satisfies the condition (3.39) is confined to the
gray areas whose width is ∼ A−1N1.
ξ′2
η′2
Figure 1 ((3.39) with ξ′1 η
′
1 > 0)
∼ A−1N1
ξ′2
η′2
Figure 2 ((3.39) with ξ′1 η
′
1 < 0)
Figures 3 and 4 describe the condition (3.40) with ξ′1η
′
1 > 0 and ξ
′
1η
′
1 < 0, respec-
tively. (ξ′2, η
′
2) which satisfies the condition (3.40) is confined to the gray areas whose
width is ∼ A−1N1.
ξ′2
η′2
Figure 3 ((3.40) with ξ′1 η
′
1 > 0)
ξ′2
η′2
Figure 4 ((3.40) with ξ′1 η
′
1 < 0)
By seeing the above figures, for example, we can find that the almost orthogonality
does not hold when there exists a point a ∈ R2 such that Φ˜(a) = F˜ (a) = 0 and
the tangent line of Φ˜(ξ′2, η
′
2) = 0 at a corresponds to that of F˜ (ξ
′
2, η
′
2) = 0 at a. See
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Figure 5 below. To remove these interactions, we excluded K ∪K′ from R2 × R2.
ξ′2
η′2
Figure 5
∼ A− 12N1
By using Propositions 3.4, 3.5 and Lemma 3.7, we get the desired estimate (3.5)
under the assumption (ξ1, η1)× (ξ2, η2) ∈ (K)c ∩ (K′)c.
Proposition 3.8. Assume (i)-(iii) in Case 2. Then we have∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)χ{(K)c∩(K′)c}((ξ1, η1), (ξ2, η2))ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. (N1)
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2, (3.41)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2).
Proof. Clearly, it suffices to show the estimate (3.41) for non-negative ŵN0,L0 , ûN1,L1,
v̂N2,L2. Thus, let ŵN0,L0, ûN1,L1, v̂N2,L2 be non-negative. Let A0 ≥ 2100 be dyadic.
By the definitions of ẐA and ZA0 , we see that (GN1,L1 ×GN2,L2) ∩ A ∩ (K˜)c ∩ (K˜′)c
are contained in⋃
2100≤A≤A0
⋃
(k1,k2)∈ẐA
(
T˜ Ak1 × T˜ Ak2
)
∪
⋃
(k1,k2)∈ZA0
(
T˜ A0k1 × T˜ A0k2
)
.
Thus, we calculate that
(LHS) of (3.41)
≤
∑
2100≤A≤A0
∑
(k1,k2)∈ẐA
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1 |T˜ Ak1 (τ1, ξ1, η1)v̂N2,L2|T˜ Ak2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
+
∑
(k1,k2)∈ZA0
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1 |T˜ A0k1 (τ1, ξ1, η1)v̂N2,L2|T˜ A0k2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
=:
∑
2100≤A≤A0
∑
(k1,k2)∈ẐA
I1 +
∑
(k1,k2)∈ZA0
I2.
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We deduce from Propositions 3.4, 3.5 and Lemma 3.7 that
∑
(k1,k2)∈ẐA
I1
.
∑
(k1,k2)∈ẐA
A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|T˜ Ak1‖L2‖v̂N2,L2|T˜ Ak2‖L2‖ŵN0,L0‖L2
. A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2.
Let A0 be the minimal dyadic number which satisfies A0 ≥ (Lmax012 )−1/2N3/21 . Then,
from the above, we obtain
∑
2100≤A≤A0
∑
(k1,k2)∈ẐA
I1 . (N1)
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
Next we handle the latter term. For simplicity, we assume L0 = L
max
012 . The other
cases L1 = L
max
012 and L2 = L
max
012 can be treated similarly. It follows from (3.6) in
Proposition 3.3 and Lemma 3.7 that
∑
(k1,k2)∈ZA0
I2 . (N1A0)
− 1
2 (L1L2)
1
2
∑
(k1,k2)∈ZA0
‖ûN1,L1|T˜ A0k1 ‖L2‖v̂N2,L2|T˜ A0k2 ‖L2‖ŵN0,L0‖L2
. (N1)
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
This completes the proof. 
It remains to prove the estimate (3.5) for (ξ1, η1) × (ξ2, η2) ∈ (K ∪K′). In this
case, as we saw in the proof of Lemma 3.7 and Remark 3.3, the almost one-to-one
correspondence of (k1, k2) ∈ Z˜A does not hold. Therefore we introduce another
decomposition. We note that, by symmetry of ξi and ηi with i = 1, 2, once the
estimate (3.5) is verified for the case (ξ1, η1)× (ξ2, η2) ∈ K, one can obtain the same
estimate for (ξ1, η1) × (ξ2, η2) ∈ K′. Similarly, by symmetry of (ξ1, η1) and (ξ2, η2),
it suffices to show the estimate (3.5) for the case (ξ1, η1)× (ξ2, η2) ∈ (K1∪K2)×K0.
For simplicity, we use K̂ := (K1 ∪ K2)×K0.
Definition 4. Let m = (n, z) ∈ N× Z. We define the monotone increasing sequence
{aA,n}n∈N as
aA,1 = 0, aA,n+1 = aA,n +
N1√
(n + 1)A
.
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and sets RA,m,1, RA,m,2 as follows:
RA,m,1 =
(ξ, η) ∈ R2
∣∣∣∣∣∣
aA,n ≤ |η − (
√
2 + 1)
2
3 (
√
2 +
√
3)ξ| < aA,n+1,
zA−1N1 ≤ η − (
√
2 + 1)
2
3 ξ < (z + 1)A−1N1
 ,
RA,m,2 =
(ξ, η) ∈ R2
∣∣∣∣∣∣
aA,n ≤ |η + (
√
2 + 1)
2
3 (
√
3−
√
2)ξ| < aA,n+1,
zA−1N1 ≤ η − (
√
2 + 1)
2
3 ξ < (z + 1)A−1N1

R˜A,m,1 =R×RA,m,1, R˜A,m,2 = R×RA,m,2.
We will perform the Whitney type decomposition by using the above sets instead
of simple square tiles. We define for i = 1, 2 that
M1A,i =
{
(m, k) ∈ (N× Z)× Z2
∣∣∣∣∣ |Φ(ξ1, η1, ξ2, η2)| ≥ A
−1N31
for any (ξ1, η1) ∈ RA,m,i and (ξ2, η2) ∈ T Ak
}
,
M2A,i =
{
(m, k) ∈ (N× Z)× Z2
∣∣∣∣∣ |F (ξ1, η1, ξ2, η2)| ≥ A
−1N31
for any (ξ1, η1) ∈ RA,m,i and (ξ2, η2) ∈ T Ak
}
,
MA,i =M
1
A,i ∪M2A,i ⊂ (N× Z)× Z2,
RA,i =
⋃
(m,k)∈MA,i
RA,m,i × T Ak ⊂ R2 × R2.
Furthermore, we define M ′A,i ⊂MA,i as the collection of (m, k) ∈ N× Z such that
RA,m,i × T Ak ⊂
⋃
2100≤A′<A
RA′,i.
By using M ′A,i, we define
QA,i =

RA,i \
⋃
(m,k)∈M ′A,i
(RA,m,i × T Ak ) for A ≥ 2101,
R2100,i for A = 2
100,
and M˜A,i = MA,i \M ′A,i. Clearly, the followings hold.⋃
(m,k)∈M˜A,i
RA,m,i × T Ak = QA,i,
⋃
2100≤A≤A0
QA,i = RA0,i,
where A0 ≥ 2100 is dyadic. Lastly, we define
ẐA,i = {(m, k) ∈ M˜A,i | (R˜A,m,i × T˜ Ak ) ∩ (GN1,L1 ×GN2,L2) ∩ (K˜i × K˜0) 6= ∅},
ZA,i = {(m, k) ∈M cA,i | (R˜A,m,i × T˜ Ak ) ∩ (GN1,L1 ×GN2,L2) ∩ (K˜i × K˜0) 6= ∅},
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where M cA,i = (N× Z) \MA,i and N1, L1, N2, L2 satisfy (i) and (ii) in Case 2. We
easily see that
(GN1,L1 ×GN2,L2) ∪ (K˜i × K˜0) ⊂
⋃
(m,k)∈ẐA,i
(R˜A,m,i × T˜ Ak ) ∪
⋃
(m,k)∈ZA,i
(R˜A,m,i × T˜ Ak ).
Lemma 3.9. Let i = 1, 2. For fixed m ∈ N × Z, the number of k ∈ Z2 such that
(m, k) ∈ ẐA,i is less than 21000. On the other hand, for fixed k ∈ Z2, the number of
m ∈ N× Z such that (m, k) ∈ ẐA,i is less than 21000. Furthermore, the claim holds
true whether we replace ẐA,i by ZA,i in the above statements.
The proof of Lemma 3.9 will be long and complicated. For the sake of convenience,
we skip the proof of Lemma 3.9 here and give it in Appendix.
Proposition 3.10. Assume (i)-(iii) in Case 2. Then we have∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)χK̂((ξ1, η1), (ξ2, η2))ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. (N1)
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 , (3.42)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2).
Proof. For simplicity, we here only consider the case (ξ1, η1)× (ξ2, η2) ∈ K1 ×K0 =:
K̂1. The case (ξ1, η1) × (ξ2, η2) ∈ K2 × K0 can be treated in a similar way. The
strategy of the proof is completely the same as that for Proposition 3.8. By the
relation
(GN1,L1 ×GN2,L2) ∪ (K˜i × K˜0) ⊂
⋃
(m,k)∈ẐA,i
(R˜A,m,i × T˜ Ak ) ∪
⋃
(m,k)∈ZA,i
(R˜A,m,i × T˜ Ak ),
we have∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)χK̂1((ξ1, η1), (ξ2, η2))ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
≤
∑
2100≤A≤A0
∑
(m,k)∈ẐA,1
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|R˜A,m,1(τ1, ξ1, η1)v̂N2,L2|T˜ Ak (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
+
∑
(m,k)∈ZA0,1
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|R˜A0,m,1(τ1, ξ1, η1)v̂N2,L2 |T˜ A0k (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
=:
∑
2100≤A≤A0
∑
(m,k)∈ẐA,1
I1 +
∑
(m,k)∈ZA0,1
I2.
WELL-POSEDNESS OF THE ZAKHAROV-KUZNETSOV EQUATION 27
We deduce from Propositions 3.4, 3.5,Lemma 3.9 and the almost orthogonality that∑
(m,k)∈ẐA,1
I1
.
∑
(m,k)∈ẐA,1
A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1 |R˜A,m,1‖L2‖v̂N2,L2|T˜ Ak ‖L2‖ŵN0,L0‖L2
. A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2.
Let A0 be the minimal dyadic number which satisfies A0 ≥ (Lmax012 )−1/2N3/21 . We
obtain ∑
2100≤A≤A0
∑
(m,k)∈ẐA,1
I1 . (N1)
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
Next we deal with the latter term. For simplicity, we assume L0 = L
max
012 . It follows
from (3.6) in Proposition 3.3, Lemma 3.9 and the almost orthogonality that∑
(m,k)∈ZA0,1
I2 . (N1A0)
− 1
2 (L1L2)
1
2
∑
(m,k)∈ZA0,1
‖ûN1,L1|R˜A,m,1‖L2‖v̂N2,L2 |T˜ A0k ‖L2‖ŵN0,L0‖L2
. (N1)
− 5
4 (L0L1L2)
5
12‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
This completes the proof. 
3.3. Case 3: low modulation, parallel interactions. It remains to show (3.2)
for Case 3. We recall that, by Plancherel’s theorem, (3.2) can be written as∣∣∣∣∫∗ (ξ + η)ŵN0,L0(τ, ξ, η)ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. ‖u‖Xs, b‖v‖Xs, b‖w‖X−s, 1−b−ε .
(3.43)
In this subsection, we will show (3.43) under the following assumptions.
Case 3 (low modulation, parallel interactions).
(i) Lmax012 ≤ 2−100(Nmax012 )3
(ii)’

If min(N0, N1, N2) = N0 | sin∠ ((ξ1, η1), (ξ2, η2)) | ≤ 2−20,
If min(N0, N1, N2) = N1 | sin∠ ((ξ, η), (ξ2, η2)) | ≤ 2−20,
If min(N0, N1, N2) = N2 | sin∠ ((ξ, η), (ξ1, η1)) | ≤ 2−20.
Remark 3.4. Note that Case 1, Case 2 and Case 3 cover all cases. To see this,
we show that if we assume that N0, N1, N2, (ξ, η), (ξ1, η1), (ξ2, η2) do not sat-
isfy (ii)’ in Case 3 then these satisfy (ii) and (iii) in Case 2. For simplicity, we
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assume N2 = min(N0, N1, N2) and | sin∠ ((ξ, η), (ξ1, η1)) | > 2−20. Let (ξ1, η1) =
(r1 cos θ1, r1 sin θ1) and (ξ, η) = (r cos θ, r sin θ). We have
|(ξ2, η2)| = |(ξ − ξ1, η − η1)|
=
√
(r cos θ − r1 cos θ1)2 + (r sin θ − r1 sin θ1)2
=
√
r2 + r21 − 2rr1(cos θ cos θ1 + sin θ sin θ1)
=
√
(r − r1)2 + 2rr1(1− cos(θ − θ1))
≥ √rr1| sin(θ − θ1)|
≥ N1
2
| sin∠ ((ξ, η), (ξ2, η2)) | > 2−21N1
which implies (ii) in Case 2. In addition, we see
| sin∠ ((ξ1, η1), (ξ2, η2)) | = |ξ1η2 − ξ2η1||(ξ1, η1)||(ξ2, η2)|
≥ |ξ1η − ξη1|
4|(ξ1, η1)||(ξ, η)|
= 2−2| sin∠ ((ξ, η), (ξ1, η1)) | > 2−22
which implies (iii) in Case 2.
Next, we introduce an angular decomposition.
Definition 5. We define a partition of unity in R,
1 =
∑
j∈Z
ωj, ωj(s) = ψ(s− j)
(∑
k∈Z
ψ(s− k)
)−1
.
For a dyadic number A ≥ 64, we also define a partition of unity on the unit circle,
1 =
A−1∑
j=0
ωAj , ω
A
j (θ) = ωj
(
Aθ
π
)
+ ωj−A
(
Aθ
π
)
.
We observe that ωAj is supported in
ΘAj =
[ π
A
(j − 2), π
A
(j + 2)
]
∪
[
−π + π
A
(j − 2), −π + π
A
(j + 2)
]
.
We now define the angular frequency localization operators RAj ,
Fx,y(RAj f)(ξ, η) = ωAj (θ)Fx,yf(ξ, η), where (ξ, η) = |(ξ, η)|(cos θ, sin θ).
For any function u : R × R2 → C, (t, x, y) 7→ u(t, x, y) we set (RAj u)(t, x, y) =
(RAj u(t, ·))(x, y). These operators localize function in frequency to the sets
D˜Aj = R×DAj ,
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where DAj = {(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 | θ ∈ ΘAj }.
Immediately, we can see
u =
A−1∑
j=0
RAj u.
Let I1, I2, I3 ⊂ R2 × R2 be defined as follows:
I1 =
(
D2
11
0 ×D2
11
0
)
∪
(
D2
11
210 ×D2
11
210
)
, I˜1 =
(
D˜2
11
0 × D˜2
11
0
)
∪
(
D˜2
11
210 × D˜2
11
210
)
,
I2 =
(
D2
11
29×3 ×D2
11
29×3
)
, I˜2 =
(
D˜2
11
29×3 × D˜2
11
29×3
)
,
I3 =
(
R
2 × R2) \ (I1 ∪ I2) , I˜3 = (R3 × R3) \ (I˜1 ∪ I˜2) .
Note that
D2
11
0 =
{
(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 |min (|θ|, |θ − π|) ≤ 2−10π} ,
D2
11
210 =
{
(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 |min
(∣∣∣θ − π
2
∣∣∣ , ∣∣∣θ + π
2
∣∣∣) ≤ 2−10π} ,
D2
11
29×3 =
{
(|(ξ, η)| cos θ, |(ξ, η)| sin θ) ∈ R2 |min
(∣∣∣∣θ − 3π4
∣∣∣∣ , ∣∣∣θ + π4 ∣∣∣
)
≤ 2−10π
}
.
We turn to show (3.43). We only consider the cases min(N0, N1, N2) = N2 and
min(N0, N1, N2) = N0. By symmetry, the same argument for min(N0, N1, N2) =
N2 can be applied to the case min(N0, N1, N2) = N1. In addition, we mainly
treat the case min(N0, N1, N2) = N2 and skip the most of the proof for the case
min(N0, N1, N2) = N0 to avoid redundancy.
Suppose min(N0, N1, N2) = N2. We divide the proof of (3.43) into the three cases.
(I) (ξ1, η1)× (ξ, η) ∈ I1, (II) (ξ1, η1)× (ξ, η) ∈ I2, (III) (ξ1, η1)× (ξ, η) ∈ I3.
In the first case, both of (ξ1, η1) and (ξ, η) are close to the ξ-axis or close to the
η-axis. We recall that the transversality is determined by the following product.
|ξ1η − ξη1| |ξ1η + ξη1 + 2(ξ1η1 + ξη)|.
In the case (I), the both sizes of former function |ξ1η − ξη1| and the latter function
|ξ1η+ ξη1+2(ξ1η1+ ξη)| are small. Therefore, we will see that this case is the most
difficult to show (3.43) and the proof become complicated. Next, the interactions
which arise near the line ξ + η = 0 will be treated in the case (II). The interesting
point is that if ξ1 + η1 = ξ + η = 0 then the resonance function Φ(ξ1, η1, ξ, η) is
always equal to 0 and the derivative loss ξ + η in (3.43) also become 0. Thus, we
will deal with these interactions by a similar argument which was utilized to show
the estimates of a null-form nonlinearity. In the last case (III), (3.43) can be verified
by the same strategy as that for the Zakharov system in [1]. Therefore, we first
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consider the case (III). Next, we treat the case (II), and lastly we prove (3.43) in the
case (I). The following proposition immediately gives (3.43) in the case (III).
Proposition 3.11. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Then
we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)χI3((ξ1, η1), (ξ, η))ûN1,L1(τ1, ξ1, η1)ŵN0,L0(τ, ξ, η)dσ1dσ
∣∣∣∣
. N
− 5
4
1 L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
(3.44)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
Similarly to the argument in Case 2, by employing the bilinear Strichartz es-
timates and the nonlinear Loomis-Whitney inequality, we show Proposition 3.11.
First we observe that low modulation condition Lmax012 ≤ 2−20A−1(Nmax012 )3 provides
the smallness of the low frequency if (ξ1, η1) and (ξ, η) are almost parallel.
Lemma 3.12. Let A ≥ 225 and
(τ1, ξ1, η1) ∈ GN1,L1 ∩ D˜Aj1, (τ, ξ, η) ∈ GN0,L0 ∩ D˜Aj , (τ1 + τ, ξ1 + ξ, η1 + η) ∈ GN2,L2 .
Assume Lmax012 ≤ 2−20A−1N31 , |j1 − j| ≤ 32, min(N0, N1, N2) = N2 and
(ξ1, η1)× (ξ, η) /∈ I2.
Then we have N2 ≤ 211A−1N1.
Proof. Put r1 = |(ξ1, η1)|, r = |(ξ, η)|. θ1, θ ∈ [0, 2π) denote angular valuables
defined by
(ξ1, η1) = r1(cos θ1, sin θ1), (ξ, η) = r(cos θ, sin θ).
Since (ξ1, η1)× (ξ, η) /∈ I2, without loss of generality, we may assume that (ξ1, η1) /∈
D2
11
29×3 which gives | cos θ1 + sin θ1| =
√
2| sin(θ1 + π/4)| > 2−11π. We deduce
from the assumption |j1 − j| ≤ 32 that |(cos θ1, sin θ1) − (cos θ, sin θ)| ≤ 27A−1
or |(cos θ1, sin θ1) + (cos θ, sin θ)| ≤ 27A−1. For the former case, we observe that
|Φ(ξ1, η1, ξ, η)| =|ξ1ξ(ξ1 + ξ) + η1η(η1 + η)|
≥r1r(r1 + r)| cos3 θ1 + sin3 θ1| − 29A−1r1r(r1 + r)
=r1r(r1 + r)(1− 2−1 sin 2θ1)| cos θ1 + sin θ1| − 29A−1r1r(r1 + r)
≥2−13r1r(r1 + r).
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which contradicts the assumption Lmax012 ≤ 2−20A−1N31 . Similarly, for the latter case,
we get |Φ(ξ1, η1, ξ, η)| ≥ 2−13r1r(r1 − r). This and low modulations assumption
Lmax012 ≤ 2−20A−1N31 yield |r1 − r| ≤ A−1N1. We conclude that
|(ξ1 + ξ, η1 + η)| ≤ |(r1 cos θ1 + r cos θ, r1 sin θ1 + r sin θ)|
≤ |r1 − r|+ 28A−1r ≤ 210A−1N1.

Remark 3.5. For any (ξ1, η1), (ξ, η) which satisfy | sin∠ ((ξ, η), (ξ1, η1)) | ≤ 2−20,
there exist j1 and j such that |j1−j| ≤ 32 and (ξ1, η1)×(ξ, η) ∈ D25j1×D25j . Therefore,
Lemma 3.12 implies that if we assume (i), (ii)’ in Case 3 , min(N0, N1, N2) = N2
and (ξ1, η1)× (ξ, η) /∈ I2, then we have N2 ≤ 2−14N1.
We now show the bilinear Strichartz estimates. Here we use the angular decom-
position DAj instead of the square-tile decomposition T Ak .
Proposition 3.13. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
A ≥ 225 be dyadic, |j1 − j| ≤ 32 and(
DAj1 ×DAj
) ⊂ I3.
Then we have∥∥∥∥χGN2,L2 ∫ ûN1,L1|D˜Aj1 (τ1, ξ1, η1)ŵN0,L0 |D˜Aj (τ2 − τ1, ξ2 − ξ1, η2 − η1)dσ1
∥∥∥∥
L2ξ2,η2,τ2
. N
− 1
2
1 (L0L1)
1
2‖ûN1,L1|D˜Aj1‖L2‖ŵN0,L0 |D˜Aj ‖L2, (3.45)∥∥∥∥χGN1,L1∩D˜Aj1
∫
ŵN0,L0 |D˜Aj (τ, ξ, η)v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)dσ
∥∥∥∥
L2ξ1,η1,τ1
. (AN1)
− 1
2 (L0L2)
1
2‖ŵN0,L0|D˜Aj ‖L2‖v̂N2,L2‖L2 , (3.46)∥∥∥∥χGN0,L0∩D˜Aj
∫
v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)dσ1
∥∥∥∥
L2ξ,η,τ
. (AN1)
− 1
2 (L1L2)
1
2‖v̂N2,L2‖L2‖ûN1,L1 |D˜Aj1‖L2 . (3.47)
Proof. As mentioned in Remark 3.5, the assumption
(
DAj1 ×DAj
) ⊂ I3 and Lemma
3.12 imply N2 ≤ 2−14N1. Since
(
DAj1 ×DAj
) ⊂ I3, we may assume min(|ξ1|, |η1|, |ξ2−
ξ1|, |η2− η1|) & N1 in (LHS) of (3.45). Therefore, (3.45) is immediately obtained by
Ho¨lder’s inequality and the Strichartz estimates (2.5) with p = q = 4. For (3.47),
by the same argument as in the proof of Proposition 3.3, it suffices to show
sup
(τ,ξ,η)∈GN0,L0∩D˜Aj
|E(τ, ξ, η)| . (AN1)−1L1L2 (3.48)
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where
E(τ, ξ, η) := {(τ1, ξ1, η1) ∈ GN1,L1 ∩ D˜Aj1 | (τ1 + τ, ξ1 + ξ, η1 + η) ∈ GN2,L2}.
First, for fixed (ξ, η), we deduce from (τ1, ξ1, η1) ∈ GN1,L1 and (τ1+τ, ξ1+ξ, η1+η) ∈
GN2,L2 that
sup
(τ,ξ,η)∈GN0,L0∩D˜Aj
|{τ1 | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}| . min(L1, L2). (3.49)
We observe that
|3Φ(ξ1, η1, ξ, η)− τ + ξ3 + η3| = |3ξ1ξ(ξ1 + ξ) + 3η1η(η1 + η)− τ + ξ3 + η3|
= |(τ1 − ξ31 − η31)− (τ1 + τ − (ξ1 + ξ)3 − (η1 + η)3)|
. max(L1, L2)
We write (ξ1, η1) = (r1 cos θ1, r1 sin θ1) and (ξ, η) = r(cos θ, sin θ). We calculate that
|∂r1Φ(ξ1, η1, ξ, η)| = |(cos θ1∂ξ1 + sin θ1∂η1)Φ(ξ1, η1, ξ, η)|
= r
∣∣cos θ1 cos θ(r1 cos θ1 + ξ1 + ξ) + sin θ1 sin θ(r1 sin θ1 + η1 + η)∣∣
≥ r1r| cos2 θ1 cos θ + sin2 θ1 sin θ| − r(|ξ1 + ξ|+ |η1 + η|)
≥ r1r(1− 2−1 sin 2θ1)| cos θ1 + sin θ1| − 2−11rN1
≥ 2−12N21 .
Here we used the assumptions A ≥ 225 and |j1−j| ≤ 32 which provide |(cos θ1, sin θ1)−
(cos θ, sin θ)| ≤ 2−18 or |(cos θ1, sin θ1) + (cos θ, sin θ)| ≤ 2−18. The above two esti-
mates imply that r1 is confined to a set of measure max(L1, L2)/N
2
1 for fixed θ1. In
addition, it follows from (ξ1, η1) ∈ DAj1 that θ1 is confined to a set of measure ∼ A−1.
We observe that
|{(ξ1, η1) | (τ1, ξ1, η1) ∈ E(τ, ξ, η)}|
=
∫
θ1
∫
r1
χE(τ,ξ,η)(|ξ1|, θ1)r1dr1dθ1
.(N1A)
−1max(L1, L2).
This and (3.52) yield (3.48). (3.46) is verified by taking duality of (3.47). 
Proposition 3.14. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
A ≥ 225 be dyadic, j1, j satisfy 16 ≤ |j1 − j| ≤ 32 and(
DAj1 ×DAj
) ⊂ I3.
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Then we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)ŵN0,L0 |D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜Aj ‖L2
(3.50)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
Proof. We divide the proof into the two cases, N2 ≥ 2100N1A−1 andN2 ≤ 2100N1A−1.
Case N2 ≥ 2100N1A−1
In this case, by Lemma 3.12, we get |Φ(ξ1, η1, ξ, η)| & N31A−1. From this and
Proposition 3.13, we easily obtain (3.50).
Case N2 ≤ 2100N1A−1
The strategy of the proof is the same as for Proposition 3.5. Clearly, we may
assume that A ≥ 2100. Since N2 ≤ 2100N1A−1, by applying harmless decompositions,
we may assume that ûN1,L1, v̂N2,L2 and ŵN0,L0 are supported in square prisms whose
side length is 2−100N1A−1. Let A′ = 2100A. Put f , g, h to satisfy
supp f ⊂ GN1,L1 ∩ T˜ A
′
k1
, supp g ⊂ GN0,L0 ∩ T˜ A
′
k2
, supp h ⊂ GN2,L2 ∩ T˜ A
′
k3
,
where
(T A′k1 × T A′k2 )∩(DAj1 ×DAj ) 6= ∅. The desired estimate (3.50) is reduced to the
estimate∣∣∣∣∫
R3×R3
h(τ1 + τ2, ξ1 + ξ2, η1 + η2)f(τ1, ξ1, η1)g(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2‖f‖L2‖g‖L2‖h‖L2.
(3.51)
As we saw in the proof of Proposition 3.5, it suffices to show that
‖f˜ |S1 ∗ g˜|S2‖L2(S3) . A
1
2‖f˜‖L2(S1)‖g˜‖L2(S2). (3.52)
Here we used the same notations f˜ , g˜, S1, S2, S3 as in the proof of Proposition 3.5:
f˜(τ1, ξ1, η1) = f(N
3
1 τ1, N1ξ1, N1η1),
g˜(τ2, ξ2, η2) = g(N
3
1 τ2, N1ξ2, N1η2),
S1 = {φc˜1(ξ, η) = (ξ3 + η3 + c˜1, ξ, η) ∈ R3 | (ξ, η) ∈ T N
−1
1 A
′
k˜1
},
S2 = {φc˜2(ξ, η) = (ξ3 + η3 + c˜2, ξ, η) ∈ R3 | (ξ, η) ∈ T N
−1
1 A
′
k˜2
},
S3 =
{
(ψ(ξ, η), ξ, η) ∈ R3 | (ξ, η) ∈ T N−11 A′
k˜3
, ψ(ξ, η) = ξ3 + η3 +
c′0
N31
}
,
where k˜i = ki/N1 with i = 1, 2, 3. We easily see
diam(Si) ≤ 2−80A−1 i = 1, 2, 3. (3.53)
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For any λi ∈ Si, we can find (ξ1, η1), (ξ2, η2), (ξ, η) which satisfy
λ1 = φc˜1(ξ1, η1), λ2 = φc˜2(ξ2, η2), λ3 = (ψ(ξ, η), ξ, η).
Let (ξ′1, η
′
1), (ξ
′
2, η
′
2), (ξ
′, η′) satisfy
(ξ′1, η
′
1) + (ξ
′
2, η
′
2) = (ξ
′, η′),
λ′1 = φc˜1(ξ
′
1, η
′
1) ∈ S1, λ′2 = φc˜2(ξ′2, η′2) ∈ S2, λ′3 = (ψ(ξ′, η′), ξ′, η′) ∈ S3,
Similarly to the proof of Proposition 3.5, the hypersurfaces S1, S2, S3 satisfy the
following estimates:
sup
λi,λ′i∈Si
|ni(λi)− ni(λ′i)|
|λi − λ′i|
+
|ni(λi)(λi − λ′i)|
|λi − λ′i|2
≤ 23,
|n1(λ1)− n1(λ′1)| ≤ 2−70A−1,
|n2(λ2)− n2(λ′2)| ≤ 2−70A−1,
|n3(λ3)− n3(λ′3)| ≤ 2−70A−1,
Thus it suffices to show
2−30A−1 ≤ |detN(λ′1, λ′2, λ′3)|.
Since λ′1 = φc˜1(ξ
′
1, η
′
1), λ
′
2 = φc˜2(ξ
′
2, η
′
2), λ
′
3 = (ψ(ξ
′, η′), ξ′, η′) and (ξ′1, η
′
1) + (ξ
′
2, η
′
2) =
(ξ′, η′), we get
|detN(λ′1, λ′2, λ′3)| ≥2−10
1
〈(ξ1, η1)〉2〈(ξ2, η2)〉2
∣∣∣∣∣∣∣det
 −1 −1 −13(ξ′1)2 3(ξ′2)2 3(ξ′)2
3(η′1)
2 3(η′2)
2 3(η′)2

∣∣∣∣∣∣∣
≥2−10 |ξ
′
1η
′
2 − ξ′2η′1|
〈(ξ1, η1)〉2〈(ξ2, η2)〉2
|ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|
≥2−20 |ξ
′
1η
′
2 − ξ′2η′1|
|(ξ′1, η′1)| |(ξ′2, η′2)|
|ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|
≥2−20A−1|ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|.
Here we used the relation
(
T N−11 A′
k˜1
× T N−11 A′
k˜2
)
∩ (DAj1 ×DAj ) 6= ∅ which gives
|ξ′1η′2 − ξ′2η′1|
|(ξ′1, η′1)| |(ξ′2, η′2)|
≥ A−1.
We only need to show
|ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)| ≥ 2−10.
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We deduce from
(
T N−11 A′
k˜1
× T N−11 A′
k˜2
)
∩ (DAj1 ×DAj ) 6= ∅ and (DAj1 ×DAj ) ⊂ I3 that
|ξ′1η′1| ≥ 2−10. Then we have
|ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)| ≥ 2|ξ′1η′1 + ξ′2(η′1 + η′2)| − |ξ′1η′2 − ξ′2η′1|
≥ 2|ξ′1η′1| − 22
N2
N1
− 22A−1
≥ 2−10.

Proof of Proposition 3.11. It suffices to show the estimate (3.41) for non-negative
ŵN0,L0 , ûN1,L1, v̂N2,L2 . We define that
JI3A = {(j1, j) | 0 ≤ j1, j ≤ A− 1,
(
DAj1 ×DAj
) ⊂ I3.}
Let A0 ≥ 225 be dyadic which will be chosen later. We apply the Whitney type
decomposition of angular variables to I3 as follows:
I3 =
⋃
64≤A≤A0
⋃
(j1,j)∈J
I3
A
16≤|j1−j|≤32
D
A
j1 ×DAj ∪
⋃
(j1,j)∈J
I3
A0
|j1−j|≤16
D
A0
j1
×DA0j .
In addition, by the assumption (ii)’ in Case 3, we can assume that A ≥ 225. We
calculate that
(LHS) of (3.44)
≤
∑
225≤A≤A0
∑
(j1,j)∈J
I3
A
16≤|j1−j|≤32
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣
+
∑
(j1,j)∈J
I3
A0
|j1−j|≤16
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜A0j1 (τ1, ξ1, η1)ŵN0,L0|D˜A0j (τ, ξ, η)dσ1dσ
∣∣∣∣
=:
∑
225≤A≤A0
∑
(j1,j)∈J
I3
A
16≤|j1−j|≤32
I1 +
∑
(j1,j)∈J
I3
A0
|j1−j|≤16
I2.
By Proposition 3.14, we get∑
(j1,j)∈J
I3
A
16≤|j1−j|≤32
I1
.
∑
(j1,j)∈J
I3
A
16≤|j1−j|≤32
A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0 |D˜Aj ‖L2
. A
1
2N−21 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
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Letting A0 be the minimal dyadic number which satisfies A0 ≥ L−1/20 N3/21 , we obtain∑
225≤A≤A0
∑
(j1,j)∈J
I3
A
16≤|j1−j|≤32
I1 . (N1)
− 5
4L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
For the latter term, we utilize the estimate (3.47) in Proposition 3.13 as∑
(j1,j)∈J
I3
A0
|j1−j|≤16
I2 . (N1A0)
− 1
2 (L1L2)
1
2
∑
(j1,j)∈J
I3
A0
|j1−j|≤16
‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0 |D˜Aj ‖L2
. (N1)
− 5
4L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
This completes the proof. 
Next, we consider Case (II), (ξ1, η1)× (ξ, η) ⊂ I2. The following Proposition gives
the desired estimate (3.43).
Proposition 3.15. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Then
we have∣∣∣∣∫∗∗ |ξ + η|v̂N2,L2(τ2, ξ2, η2)χI2((ξ1, η1), (ξ, η))ûN1,L1(τ1, ξ1, η1)ŵN0,L0(τ, ξ, η)dσ1dσ
∣∣∣∣
. N
− 1
4
1 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 (3.54)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
As we mentioned, the key ingredient to show Proposition 3.15 is |ξ + η| in (LHS)
of (3.54). Thus we introduce the decomposition of I2 to determine the size of |ξ+η|.
Definition 6. Let M ≥ 211 be dyadic. We define that
IM2 =
(
DM2−2M×3 ×DM2−2M×3
) \ (D2M2−1M×3 ×D2M2−1M×3) ,
I˜M2 =
(
D˜M2−2M×3 × D˜M2−2M×3
)
\
(
D˜2M2−1M×3 × D˜2M2−1M×3
)
.
It is easy to see that
(r cos θ, r sin θ) ∈ IM2 ⇐⇒ M−1π ≤ min
(∣∣∣∣θ − 3π4
∣∣∣∣ , ∣∣∣θ + π4 ∣∣∣
)
≤ 2M−1π
and, for a dyadic number M0 ≥ 211,
I2 =
⋃
211≤M<M0
IM2 ∪
(
D
M0
2−2M0×3 ×DM02−2M0×3
)
.
Note that if (ξ1, η1)× (ξ, η) ∈ IM2 then |ξ + η| .M−1N1.
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Proposition 3.16. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
M ≥ 211 and A ≥ 220M be dyadic, |j1 − j| ≤ 32 and(
DAj1 ×DAj
) ⊂ IM2 .
Assume that ||(ξ1, η1)| − |(ξ2 − ξ1, η2 − η1)|| ≥ 2−3N1. Then we have∥∥∥∥χGN2,L2 ∫ ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ2 − τ1, ξ2 − ξ1, η2 − η1)dσ1
∥∥∥∥
L2ξ2,η2,τ2
. A−
1
2M
1
2N
− 1
2
1 (L0L1)
1
2‖ûN1,L1|D˜Aj1‖L2‖ŵN0,L0 |D˜Aj ‖L2 . (3.55)
Similarly, if we assume that ||(ξ, η)| − |(ξ1 + ξ, η1 + η)|| ≥ 2−3N1, then we have∥∥∥∥χGN1,L1∩D˜Aj1
∫
ŵN0,L0|D˜Aj (τ, ξ, η)v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)dσ
∥∥∥∥
L2ξ1,η1,τ1
. A−
1
2M
1
2N
− 1
2
1 (L0L2)
1
2‖ŵN0,L0|D˜Aj ‖L2‖v̂N2,L2‖L2 . (3.56)
If we assume that ||(ξ1, η1)| − |(ξ1 + ξ, η1 + η)|| ≥ 2−3N1, then we have∥∥∥∥χGN0,L0∩D˜Aj
∫
v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)dσ1
∥∥∥∥
L2ξ,η,τ
. A−
1
2M
1
2N
− 1
2
1 (L1L2)
1
2‖v̂N2,L2‖L2‖ûN1,L1 |D˜Aj1‖L2 . (3.57)
Proof. We only consider the first estimate (3.55). The other two estimates can
be obtained in the similar way. The proof is almost the same as that for (3.47)
in Proposition 3.13. Since
(
DAj1 ×DAj
) ⊂ IM2 , without loss of generality, we can
assume that (ξ1, η1) ∈ DM2−2M×3 \D2M2−1M×3. As we saw in the proof of Proposition
3.3, it suffices to show the estimate
sup
(τ2,ξ2,η2)∈GN2,L2
|E(τ2, ξ2, η2)| . A−1MN−11 L1L2 (3.58)
where
E(τ2, ξ2, η2) = {(τ1, ξ1, η1) ∈ GN1,L1 ∩ D˜Aj1|(τ2 − τ1, ξ2 − ξ1, η2 − η1) ∈ GN0,L0 ∩ D˜Aj }.
For fixed (ξ, η), it follows from (τ1, ξ1, η1) ∈ GN1,L1 and (τ2 − τ1, ξ2 − ξ1, η2 − η1) ∈
GN0,L0 that
sup
(τ2,ξ2,η2)∈GN2,L2
|{τ1 | (τ1, ξ1, η1) ∈ E(τ2, ξ2, η2)}| . min(L0, L1). (3.59)
Let(ξ1, η1) = (r1 cos θ1, r1 sin θ1) and (ξ2− ξ1, η2− η1) = (r cos θ, r sin θ). Recall that
the assumption (ξ1, η1) ∈ DM2−2M×3 \D2M2−1M×3 implies | sin θ1 + cos θ1| ≥ M−1. Fur-
thermore, |j1−j| ≤ 32 gives |(cos θ1, sin θ1)−(cos θ, sin θ)| ≤ 27A−1 or |(cos θ1, sin θ1)+
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(cos θ, sin θ)| ≤ 27A−1. Thus, we get
|∂r1Φ(ξ1, η1,−ξ2,−η2)| = |(cos θ1∂ξ1 + sin θ1∂η1)Φ(ξ1, η1,−ξ2,−η2)|
=
∣∣cos θ1(ξ1 − (ξ2 − ξ1))(ξ1 + (ξ2 − ξ1))+ sin θ1(η1 − (η2 − η1))(η1 + (η2 − η1))∣∣
≥ (r1 + r)|r1 − r|| cos3 θ1 + sin3 θ1| − 210A−1N21
≥ 2−4(1− 2−1 sin 2θ1)| cos θ1 + sin θ1|N21 − 210A−1N21
≥ 2−8M−1N21 .
Here we used |r1 − r| = ||(ξ1, η1)| − |(ξ2 − ξ1, η2 − η1)|| ≥ 2−3N1 and A ≥ 220M . It
is also observed that
|Φ(ξ1, η1,−ξ2,−η2) + (τ2 − ξ32 − η32)| . max(L0, L1).
Consequently, for fixed θ1, we see r1 is confined to a set of measure at most max(L0, L1)M/N
2
1
and we get
|{(ξ1, η1) | (τ1, ξ1, η1) ∈ E(τ2, ξ2, η2)}|
=
∫
θ1
∫
r1
χE(τ2,ξ2,η2)(|ξ1|, θ1)r1dr1dθ1
.A−1MN−11 max(L1, L2).
This and (3.59) give (3.58). 
Proposition 3.17. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let A
and M be dyadic numbers such that 211 ≤M ≤ N1 and A ≥ max(225,M). Suppose
that j1, j satisfy 16 ≤ |j1 − j| ≤ 32 and(
DAj1 ×DAj
) ⊂ IM2 .
Then we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣
. (AM)
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜Aj ‖L2
(3.60)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
Proof. It is easily observed that if |Φ(ξ1, η1, ξ, η)| & A−1N31 , then by using the
Strichartz estimates (2.3) with p = q = 4 and Proposition 3.16, we get (3.60).
Therefore, we assume that |Φ(ξ1, η1, ξ, η)| ≤ 2−20A−1N31 hereafter.
We first observe that |Φ(ξ1, η1, ξ, η)| ≤ 2−20A−1N31 implies that
| |(ξ1, η1)| − |(ξ, η)| | ≤ 215A−1MN1. (3.61)
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The proof is almost the same as that of Lemma 3.12. Let (ξ1, η1) = (r1 cos θ1, r1 sin θ1),
(ξ, η) = (r cos θ, r sin θ). Because
(
DAj1 ×DAj
) ⊂ IM2 , without loss of generality, we
assume that (ξ1, η1) ∈ DM2−2M×3\D2M2−1M×3. Furthermore, it follows from |j1−j| ≤ 32
that
|(cos θ1, sin θ1)− (cos θ, sin θ)| ≤ 27A−1 or |(cos θ1, sin θ1) + (cos θ, sin θ)| ≤ 27A−1.
The inequality |(cos θ1, sin θ1)− (cos θ, sin θ)| ≤ 27A−1 yields
|Φ(ξ1, η1, ξ, η)| = r1r| cos θ1 cos θ(r1 cos θ1 + r cos θ) + sin θ1 sin θ(r1 sin θ1 + r sin θ)|
≥ r1r (r1 + r) (1− 2−1 sin 2θ1)|(cos θ1 + sin θ1)|
≥ 2−10M−1N31 ,
which contradicts |Φ(ξ1, η1, ξ, η)| ≤ 2−20A−1N31 . Similarly, for the latter case, we
observe
|Φ(ξ1, η1, ξ, η)| ≤ 2−20A−1N31
=⇒ r1r |r1 − r| |(cos θ1 + sin θ1)(1− 2−1 sin 2θ1)| ≤ 210A−1N31
=⇒|r1 − r| ≤ 215A−1MN1.
Thus (3.61) holds true. We turn to show (3.60). In view of (3.61), by the almost
orthogonality, we may assume that r1 and r are restricted to sets of measure ∼
A−1MN1, respectively. Precisely, we can assume
supp ûN1,L1 ⊂ Sℓ1A−1MN1 , supp ŵN0,L0 ⊂ SℓA−1MN1 ,
where |ℓ1 − ℓ| ≤ 210,
S
ℓ
δ = {(τ, ξ, η) ∈ R3 |N1 + ℓδ ≤ 〈ξ〉 ≤ N1 + (ℓ+ 1)δ}.
Note that the set Sℓ1A−1MN1 ∩DAj1 is contained in a rectangle whose short side length
is ∼ A−1N1 and long side length is ∼ A−1MN1. Thus, for A′ = 2−100A, we can find
approximately M number of tiles {T A′k1 }k1 such that
S
ℓ1
A−1MN1
∩DAj1 ∩ T A
′
k1
6= ∅, Sℓ1A−1MN1 ∩DAj1 ⊂
⋃
#k1∼M
T A′k1 . (3.62)
We can find that (3.60) reduces to the following estimate.∣∣∣∣∫
R3×R3
h(τ1 + τ2, ξ1 + ξ2, η1 + η2)f(τ1, ξ1, η1)g(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. A
1
2N−21 (L0L1L2)
1
2‖f‖L2‖g‖L2‖h‖L2.
(3.63)
Here f , g, h satisfy
supp f ⊂ GN1,L1 ∩ T˜ A
′
k1
, supp g ⊂ GN0,L0 ∩ SℓA−1MN1 ∩ D˜Aj , supp h ⊂ GN2,L2.
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Indeed, by (3.62) and the almost orthogonality, we can see that∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜Aj1∩Sℓ1A−1MN1 (τ1, ξ1, η1)ŵN0,L0 |D˜Aj ∩SℓA−1MN1 (τ, ξ, η)dσ1dσ
∣∣∣∣
.
∑
#k1∼M
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1 |T˜ A′k1 (τ1, ξ1, η1)ŵN0,L0 |D˜Aj ∩SℓA−1MN1 (τ, ξ, η)dσ1dσ
∣∣∣∣
.
(3.63)
A
1
2N−21 (L0L1L2)
1
2
∑
#k1∼M
‖ûN1,L1|T˜ A′k1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜Aj ∩SℓA−1MN1‖L2
.(AM)
1
2N−21 (L0L1L2)
1
2‖ûN1,L1 |D˜Aj1∩Sℓ1A−1MN1
‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜Aj ∩SℓA−1MN1‖L2
Since the proof of (3.63) is the same as that for (3.51), we omit the details. 
Proof of Proposition 3.15. Let A0 ≥ 225 and M0 ≥ 211 be dyadic which will be
chosen later. Define that
J
IM2
A = {(j1, j) | 0 ≤ j1, j ≤ A− 1,
(
DAj1 ×DAj
) ⊂ IM2 .}
We introduce the angular decomposition of IM2 which is defined by
IM2 =
⋃
64≤A≤A0
⋃
(j1,j)∈J
I
M
2
A
16≤|j1−j|≤32
DAj1 ×DAj ∪
⋃
(j1,j)∈J
I
M
2
A0
|j1−j|≤16
D
A0
j1
×DA0j .
Recall that
I2 =
⋃
211≤M<M0
IM2 ∪
(
D
M0
2−2M0×3 ×DM02−2M0×3
)
.
Hence, by using the following notation for simplicity
IA =
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣ ,
we have
(LHS) of (3.54)
.
∑
211≤M≤M0
∑
225≤A≤A0
∑
(j1,j)∈J
I
M
2
A
16≤|j1−j|≤32
N1M
−1IA +
∑
211≤M≤M0
∑
(j1,j)∈J
I
M
2
A0
|j1−j|≤16
N1M
−1IA0
+N1M
−1
0
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜M02−2M0×3(τ1, ξ1, η1)ŵN0,L0|D˜M02−2M0×3(τ, ξ, η)dσ1dσ
∣∣∣∣ .
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For the first term, by Proposition 3.17, we get∑
225≤A≤A0
∑
(j1,j)∈J
I
M
2
A
16≤|j1−j|≤32
N1M
−1IA
.
∑
225≤A≤A0
∑
(j1,j)∈J
I
M
2
A
16≤|j1−j|≤32
A
1
2M−
1
2N−11 (L0L1L2)
1
2‖ûN1,L1 |D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜Aj ‖L2
. A0
1
2M−
1
2N−11 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
Thus, if we choose A0 as the minimal dyadic number which is greater than N
3/2
1 ,
the first term is bounded by (RHS) of (3.54). Next, it is easily observed that
max(| |(ξ1, η1)| − |(ξ, η)| |, | |(ξ1, η1)| − |(ξ2, η2)| |, | |(ξ, η)| − |(ξ2, η2)| |) ≥ 2−3N1,
where (ξ2, η2) = (ξ1+ ξ, η1+ η) and (ξ1, η1)× (ξ, η) ∈ DA0j1 ×DA0j with |j1− j| ≤ 16.
This implies that we can use one of (3.55)-(3.57) in Proposition 3.16 and we have∑
211≤M≤M0
∑
(j1,j)∈J
I
M
2
A0
|j1−j|≤16
N1M
−1IA0
.
∑
211≤M≤M0
∑
(j1,j)∈J
I
M
2
A0
|j1−j|≤16
A0
− 1
2M−
1
2N
1
2
1 (L0L1L2)
1
2‖ûN1,L1 |D˜A0j1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜A0j ‖L2
. (RHS) of (3.54).
We now set M0 = N1. By the Strichartz estimate (2.3) with p = q = 4, we can
easily confirm that the last term is also bounded by (RHS) of (3.54). 
Lastly, we consider the case (I) (ξ1, η1)× (ξ, η) ⊂ I1. By symmetry of (ξ1, ξ) and
(η1, η), it suffices to show the following estimate.
Proposition 3.18. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2.∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜2110 (τ1, ξ1, η1)ŵN0,L0|D˜2110 (τ, ξ, η)dσ1dσ
∣∣∣∣
. N−11 N
− 1
4
2 L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
(3.64)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
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Definition 7. Let A ≥ 225 and K be dyadic which satisfy 210 ≤ K ≤ 2−10A. We
define that
JKA =
{
j ∈ N | A
K
≤ j ≤ 2A
K
, A− 2A
K
≤ j ≤ A− A
K
}
,
JA =
{
j ∈ N | 0 ≤ j ≤ 210, A− 210 ≤ j ≤ A− 1} .
Proposition 3.19. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
A ≥ 225 be dyadic, |j1 − j| ≤ 32 and(
DAj1 ×DAj
) ⊂ I1.
Then we have∥∥∥∥χGN1,L1∩D˜Aj1
∫
ŵN0,L0|D˜Aj (τ, ξ, η)v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)dσ
∥∥∥∥
L2ξ1,η1,τ1
. (AN1)
− 1
2 (L0L2)
1
2‖ŵN0,L0|D˜Aj ‖L2‖v̂N2,L2‖L2, (3.65)∥∥∥∥χGN0,L0∩D˜Aj
∫
v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)dσ1
∥∥∥∥
L2ξ,η,τ
. (AN1)
− 1
2 (L1L2)
1
2‖v̂N2,L2‖L2‖ûN1,L1|D˜Aj1‖L2. (3.66)
In addition to the above assumptions,
(1) assume j1 ∈ JKA , then we have∥∥∥∥χGN2,L2 ∫ ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ2 − τ1, ξ2 − ξ1, η2 − η1)dσ1
∥∥∥∥
L2ξ2,η2,τ2
. K
1
4N
− 1
2
1 (L0L1)
1
2‖ûN1,L1 |D˜Aj1‖L2‖ŵN0,L0 |D˜Aj ‖L2 . (3.67)
(2) Assume j1 ∈ JA and 16 ≤ |j1 − j| ≤ 32, then we have∥∥∥∥χGN2,L2 ∫ ûN1,L1|D˜Aj1 (τ1, ξ1, η1)ŵN0,L0 |D˜Aj (τ2 − τ1, ξ2 − ξ1, η2 − η1)dσ1
∥∥∥∥
L2ξ2,η2,τ2
. A
1
4N
− 1
2
1 (L0L1)
1
2‖ûN1,L1|D˜Aj1‖L2‖ŵN0,L0|D˜Aj ‖L2. (3.68)
Proof. First we recall that N2 ≤ 2−14N1 holds by Lemma 3.12. (3.65) and (3.66)
are obtained by the same proof as that for (3.46) and (3.47) in Proposition 3.13,
respectively. Thus we omit the proofs of them. For (3.67), since j1 ∈ JKA and
N2 ≤ 2−14N1, it is easy to see
|ξ1| ∼ |ξ2 − ξ1| ∼ N1, |η1| ∼ |η2 − η1| ∼ K−1N1
in (LHS) of (3.67). Thus the Strichartz estimates (2.3) with p = q = 4 yield
the claim. Lastly, we prove (3.68). We deduce from 16 ≤ |j1 − j| ≤ 32 that
WELL-POSEDNESS OF THE ZAKHAROV-KUZNETSOV EQUATION 43
we may assume |η1| ≥ A−1N1 in (LHS) of (3.68) without loss of generality. If
|η2 − η1| ∼ A−1N1, then by utilizing the Strichartz estimates (2.3) again, we get
(3.68). Thus we assume that |η2 − η1| ≤ 2−10A−1N1 in (LHS) of (3.68). Recall that
it suffices to show the following estimate.
sup
(τ2,ξ2,η2)∈GN2,L2
|E(τ2, ξ2, η2)| . A 12N−11 L0L1 (3.69)
where
E(τ2, ξ2, η2) := {(τ1, ξ1, η1) ∈ GN1,L1 ∩ D˜Aj1 | (τ2− τ1, ξ2− ξ1, η2− η1) ∈ GN0,L0 ∩ D˜Aj }.
We decompose the proof of (3.69) into the two cases, |ξ2| ≤ A−3/2N1 and |ξ2| ≥
A−3/2N1.
Case |ξ2| ≤ A−3/2N1
By the almost orthogonality, we may assume that ξ1 is restricted to a set whose
measure is ∼ N1A−3/2. For (τ1, ξ1, η1) ∈ E(τ2, ξ2, η2), a simple calculation yields
|3Φ(ξ1, η1,−ξ2,−η2) + τ2 − ξ32 − η32| . max(L0, L1),
|∂η1Φ(ξ1, η1,−ξ2,−η2)| = |(η1 + (η2 − η1)) (η1 − (η2 − η1))|
≥ (|η1| − |η2 − η1|)2 & A−2N21 .
For fixed ξ1, the above inequalities imply that η1 is confined to a set of measure
∼ A2N−21 max(L0, L1). Thus we have∫
ξ1
∫
η1
∫
τ1
χE(τ2,ξ2,η2)(τ1, ξ1, η1)dτ1dη1dξ1
.A
1
2N−11 (L0L1)
1
2 .
Case |ξ2| ≥ A−3/2N1
In this case, we can observe that
|∂ξ1Φ(ξ1, η1,−ξ2,−η2)| = |ξ2 (2ξ1 − ξ2)| ≥ N21A−
3
2 .
This and (ξ1, η1) ∈ DAj1 with j1 ∈ JA give (3.69) in the same manner as above. 
Next we show the crucial estimate under the conditions (ξ1, η1)×(ξ, η) ∈ DAj1×DAj
where j1 ∈ JA and 16 ≤ |j1 − j| ≤ 32.
Proposition 3.20. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
A ≥ 225 be dyadic, j1 ∈ JKA , j satisfy 16 ≤ |j1 − j| ≤ 32. Then we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣
. (AK)
1
2N−21 (L0L1L2)
1
2‖ûN1,L1 |D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0 |D˜Aj ‖L2
(3.70)
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where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
Proof. We decompose the proof into the two cases, |ξ2| ≥ 210A−1K−1/2N1 and |ξ2| ≤
210A−1K−1/2N1.
Case |ξ2| ≥ 210A−1K−1/2N1
We show |Φ(ξ1, η1, ξ, η)| & A−1K−1/2N31 . This, combined with Proposition 3.19,
immediately yields (3.70). We write (ξ1, η1) = (r1 cos θ1, r1 sin θ1), (ξ, η) = (r cos θ, r sin θ).
Since j1 ∈ JKA and 16 ≤ |j1 − j| ≤ 32, we may assume that | sin θ1| ∼ K−1,
| cos θ1| ≥ 4/5, | cos θ1+cos θ| ≤ 25A−1K−1 and | sin θ1+sin θ| ≤ 25A−1. We observe
that
|Φ(ξ1, η1, ξ, η)| = |ξ1ξ(ξ1 + ξ) + η1η(η1 + η)|
≥ 2−1r1r|r1 − r| − 210A−1K−1N31 .
Thus, it suffices to show |ξ1 + ξ| ≤ 2−2|r1 − r|. A simple calculation gives
|ξ1 + ξ| = |r1 cos θ1 + r cos θ| ≤ 4
5
|r1 − r|+ 25A−1K−1N1.
This and |ξ1 + ξ| ≥ 210A−1K−1/2N1 yield |ξ1 + ξ| ≤ 2−2|r1 − r|.
Case |ξ2| ≤ 210A−1K−1/2N1
Similarly to the proofs of Propositions 3.5, 3.14, 3.17, we will show (3.70) by
the nonlinear Loomis-Whitney inequality. It is clear that the assumptions |ξ2| ≤
210A−1K−1/2N1 and (ξ1, η1)× (ξ, η) ∈ DAj1 ×DAj imply that (ξ2, η2) is restricted to a
rectangle set whose short side is parallel to ξ-axis and its length is ∼ A−1K−1/2N1,
long side length is ∼ A−1N1. Thus, by the almost orthogonality, it suffices to prove
the following estimate.
∣∣∣∣∫
R3×R3
h(τ1 + τ2, ξ1 + ξ2, η1 + η2)f(τ1, ξ1, η1)g(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. (AK)
1
2N−21 (L0L1L2)
1
2‖f‖L2‖g‖L2‖h‖L2.
(3.71)
Here f , g, h satisfy
supp f ⊂ GN1,L1 ∩ R˜A1 , supp g ⊂ GN0,L0 ∩ R˜A2 , supp h ⊂ GN2,L2 ∩ R˜A3 ,
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where R˜A1 , R˜
A
2 , R˜
A
3 are prisms which are defined by using αi, βi ∈ R (i = 1, 2, 3) as
follows:
R˜
A
1 = R×RA1 , R˜A2 = R×RA2 , R˜A3 = R×RA3 ,
RA1 = {(ξ, η) |α1 ≤ ξ ≤ α1 + 2−30A−1K−
1
2N1, β1 ≤ η ≤ β1 + 2−30A−1N1},
RA2 = {(ξ, η) |α2 ≤ ξ ≤ α2 + 2−30A−1K−
1
2N1, β2 ≤ η ≤ β2 + 2−30A−1N1},
RA3 = {(ξ, η) |α3 ≤ ξ ≤ α3 + 2−30A−1K−
1
2N1, β3 ≤ η ≤ β3 + 2−30A−1N1}.
Here we choose αi, βi to satisfy
|α3| ≤ 210A−1K− 12N1, |β3| ∼ K−1N1,
(RA1 +R
A
2 ) ∩RA3 6= ∅, RA1 ∩DAj1 6= ∅, RA2 ∩DAj 6= ∅.
By the same argument as in the proof of Proposition 3.15, (3.71) reduces to the
equation
‖f˜ |S1 ∗ g˜|S2‖L2(S3) . (AK)
1
2‖f˜‖L2(S1)‖g˜‖L2(S2), (3.72)
where the notations f˜ , g˜, S1, S2, S3 are the same as in the proof of Proposition 3.5:
f˜(τ1, ξ1, η1) = f(N
3
1 τ1, N1ξ1, N1η1),
g˜(τ2, ξ2, η2) = g(N
3
1 τ2, N1ξ2, N1η2),
S1 = {φc˜1(ξ, η) = (ξ3 + η3 + c˜1, ξ, η) ∈ R3 | (N1ξ, N1η) ∈ RA1 },
S2 = {φc˜2(ξ, η) = (ξ3 + η3 + c˜2, ξ, η) ∈ R3 | (N1ξ, N1η) ∈ RA2 },
S3 =
{
(ψ(ξ, η), ξ, η) ∈ R3 | (N1ξ, N1η) ∈ RA3 , ψ(ξ, η) = ξ3 + η3 +
c′0
N31
}
.
Note that (3.72) can not be shown by simply applying the nonlinear Loomis-Whitney
inequality. This is because the hypersurfaces S1, S2, S3 do not satisfy the necessary
diameter condition to apply the nonlinear Loomis-Whitney inequality. To be more
specific, the transversality of S1, S2, S3 is comparable to (AK)
−1. On the other
hand, the diameters of them are comparable to A−1. To overcome this, we perform
another scaling (τ, ξ, η)→ (τ, ξ, K1/2η) to define
f˜K(τ1, ξ1, η1) = f˜(τ1, ξ1, K
1
2 η1),
g˜K(τ2, ξ2, η2) = g˜(τ2, ξ2, K
1
2η2),
h˜K(τ, ξ, η) = h˜(τ, ξ,K
1
2 η).
By using the above functions, (3.72) can be rewritten as
‖f˜K |SK1 ∗ g˜K |SK2 ‖L2(SK3 ) . A
1
2K
1
4‖f˜K‖L2(SK1 )‖g˜K‖L2(SK2 ), (3.73)
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where
SK1 = {φKc˜1(ξ, η) = (ξ3 +K
3
2 η3 + c˜1, ξ, η) | (N1ξ,K 12N1η) ∈ RA1 },
SK2 = {φKc˜2(ξ, η) = (ξ3 +K
3
2 η3 + c˜2, ξ, η) | (N1ξ,K 12N1η) ∈ RA2 },
SK3 =
{
(ψK(ξ, η), ξ, η) | (N1ξ,K 12N1η) ∈ RA3 , ψK(ξ, η) = ξ3 +K
3
2 η3 +
c′0
N31
}
.
We now show that SK1 , S
K
2 , S
K
3 satisfy the necessary conditions to use the nonlinear
Loomis-Whitney inequality. We see that (N1ξ,K
1
2N1η) ∈ RAi (i = 1, 2, 3) means
that (ξ, η) is confined to square set whose side length is 2−30A−1K−1/2 and |ξ| ≤ 2,
|η| ≤ 25K−3/2. This implies that diam(Si) ≤ 2−20A−1K−1/2. Define n1(λ1), n2(λ2),
n3(λ3) denote unit normals on λ1 ∈ SK1 , λ2 ∈ SK2 , λ3 ∈ SK3 , respectively. Let
λ1 = φ
K
c˜1(ξ1, η1), λ2 = φ
K
c˜2(ξ2, η2), λ3 = (ψ
K(ξ, η), ξ, η).
We can write that
n1(λ1) =
1√
1 + 9ξ41 + 9K
3η41
(
−1, 3ξ21, 3K
3
2η21
)
,
n2(λ2) =
1√
1 + 9ξ42 + 9K
3η42
(
−1, 3ξ22, 3K
3
2η22
)
,
n3(λ3) =
1√
1 + 9ξ4 + 9K3η4
(
−1, 3ξ2, 3K 32η2
)
.
Since (N1ξi, K
1
2N1ηi) ∈ RAi , we can easily verify that the hepersurfaces SK1 , SK2 , SK3
satisfy the following.
sup
λi,λ′i∈SKi
|ni(λi)− ni(λ′i)|
|λi − λ′i|
+
|ni(λi)(λi − λ′i)|
|λi − λ′i|2
≤ 210. (3.74)
We choose (ξ′1, η
′
1), (ξ
′
2, η
′
2), (ξ
′, η′) to satisfy
(ξ′1, η
′
1) + (ξ
′
2, η
′
2) = (ξ
′, η′),
φKc˜1(ξ
′
1, η
′
1) ∈ SK1 , φKc˜2(ξ′2, η′2) ∈ SK2 , (ψK(ξ′, η′), ξ′, η′) ∈ SK3 .
Let λ′1 = φ
K
c˜1
(ξ′1, η
′
1), λ
′
2 = φ
K
c˜2
(ξ′2, η
′
2), λ
′
3 = (ψ
K(ξ′, η′), ξ′, η′). For any λ1 ∈ SK1 ,
λ2 ∈ SK2 , λ3 ∈ SK3 , (3.74) implies
|n1(λ1)− n1(λ′1)| ≤ 2−10A−1K−
1
2 , (3.75)
|n2(λ2)− n2(λ′2)| ≤ 2−10A−1K−
1
2 , (3.76)
|n3(λ3)− n3(λ′3)| ≤ 2−10A−1K−
1
2 . (3.77)
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Lastly, we show that the hypersurfaces satisfy the desirable transversality condition.
From (3.75)-(3.77), it suffices to show
|detN(λ′1, λ′2, λ′3)| ≥ 2−5A−1K−
1
2 . (3.78)
We observe that
|detN(λ′1, λ′2, λ′3)| ≥2−7
∣∣∣∣∣∣∣det
 −1 −1 −13(ξ′1)2 3(ξ′2)2 3(ξ′)2
3K
3
2 (η′1)
2 3K
3
2 (η′2)
2 3K
3
2 (η′)2

∣∣∣∣∣∣∣
≥2−4K 32 |ξ′1η′2 − ξ′2η′1| |ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|.
Hence, it suffices to show
|A(ξ′1, η′1, ξ′2, η′2)| := |ξ′1η′2 − ξ′2η′1| ≥ A−1K−
1
2 , (3.79)
|F (ξ′1, η′1, ξ′2, η′2)| = |ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)| ≥ 2−1K−
3
2 . (3.80)
(3.79) and (3.80) are equivalent to
|A(N1ξ′1, K
1
2N1η
′
1, N1ξ
′
2, K
1
2N1η
′
2)| = K
1
2N21 |ξ′1η′2 − ξ′2η′1| ≥ A−1N21 , (3.81)
|F (N1ξ′1, K
1
2N1η
′
1, N1ξ
′
2, K
1
2N1η
′
2)| = K
1
2N21 |ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|
≥ 2−1K−1N21 , (3.82)
respectively. We deduce from (N1ξ
′
1, K
1
2N1η
′
1) ∈ RA1 , (N1ξ′2, K
1
2N1η
′
2) ∈ RA2 , RA1 ∩
DAj1 6= ∅ and RA2 ∩DAj 6= ∅ that (3.81) holds. Letting (ξ1, η1) ∈ RA1 and (ξ2, η2) ∈ RA2 ,
(3.82) is obtained as follows.
|F (ξ1, η1, ξ2, η2)| = |ξ1η2 + ξ2η1 + 2(ξ1η1 + ξ2η2)|
≥ 2|ξ2η1 + ξ1η1 + ξ2η2| − |ξ1η2 − ξ2η1|
≥ 2|ξ2η2| − 2|ξ1 + ξ2||η2| − 27A−1N21
≥ K−1N21 − 28A−1N21
≥ 2−1K−1N21 .
Here we used |ξ1 + ξ2| ≤ 211A−1K−1/2N1 which follows from (RA1 +RA2 ) ∩RA3 . As
a result, we get (3.78) which, combined with (3.75)-(3.77), completes the proof of
(3.73). 
We next consider the case j1 ∈ J. The goal is to establish the following estimate.
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Proposition 3.21. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let A
be dyadic which satisfy 225 ≤ A ≤ N1L−1/30 , j1 ∈ J, j satisfy 16 ≤ |j1 − j| ≤ 32.
Then we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)ŵN0,L0|D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣
. A
1
4N
− 5
4
1 L
1
4
0 (L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0 |D˜Aj ‖L2
(3.83)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
In contrast to the case j1 ∈ JKA , there exists (ξ1, η1) × (ξ, η) ∈ DAj1 × DAj such
that F (ξ1, η1, ξ, η) = 0. This suggests that the same argument as in the proof of
Proposition 3.20 is no longer available. To overcome this difficulty, we again perform
the Whitney type decomposition. To do so, we define the following decomposition.
Definition 8. Let A ≥ 225 and d ≥ 220 be dyadic and k = (k(1), k(2)) ∈ Z2. We
define rectangle-tiles {T A,dk }k∈Z2 whose short side is parallel to ξ-axis and its length
is A−3/2d−1N1, long side length is A−1d−1N1 and prisms {T˜ A,dk }k∈Z2 as follows:
T A,dk := {(ξ, η) ∈ R2 | ξ ∈ A−
3
2d−1N1[k(1), k(1) + 1), η ∈ A−1d−1N1[k(2), k(2) + 1)}
T˜ A,dk := R× T A,dk .
The following two estimates play a crucial role in the proof of Proposition 3.21.
Proposition 3.22. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
A ≥ 225 and d ≥ 220 be dyadic, j1 ∈ J, j satisfy 16 ≤ |j1− j| ≤ 32. We assume that
k1, k ∈ Z2 satisfy (
T A,dk1 × T A,dk
)
∩ (DAj1 ×DAj ) 6= ∅,
|Φ(ξ1, η1, ξ, η)| ≥ A− 32d−1N31 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk .
Then we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|T˜ A,dk1 (τ1, ξ1, η1)ŵN0,L0|T˜ A,dk (τ, ξ, η)dσ1dσ
∣∣∣∣
. Ad
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|T˜ A,dk1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|T˜ A,dk ‖L2
(3.84)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
Proof. It is clear that (3.65), (3.66), (3.68) in Proposition 3.19 and the assumption
|Φ(ξ1, η1, ξ, η)| ≥ A−3/2d−1N31 yield (3.84). 
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Proposition 3.23. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N2. Let
A ≥ 225 and d ≥ 220 be dyadic, j1 ∈ J, j satisfy 16 ≤ |j1− j| ≤ 32. We assume that
k1, k ∈ Z2 satisfy (
T A,dk1 × T A,dk
)
∩ (DAj1 ×DAj ) 6= ∅,
|F (ξ1, η1, ξ, η)| ≥ A−1d−1N21 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk .
Then we have∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|T˜ A,dk1 (τ1, ξ1, η1)ŵN0,L0|T˜ A,dk (τ, ξ, η)dσ1dσ
∣∣∣∣
. Ad
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|T˜ A,dk1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|T˜ A,dk ‖L2
(3.85)
where dσ1 = dτ1dξ1dη1, dσ = dτdξdη and ∗∗ denotes (τ2, ξ2, η2) = (τ1+τ, ξ1+ξ, η1+
η).
Proof. The strategy of the proof is completely the same as that for the proof of
Proposition 3.20 for the case |ξ2| ≤ 210A−1K−1/2N1. Since we may assume that
(ξ1, η1) ∈ T A,dk1 and (ξ, η) ∈ T A,dk , it suffices to prove the following:∣∣∣∣∫
R3×R3
h(τ1 + τ2, ξ1 + ξ2, η1 + η2)f(τ1, ξ1, η1)g(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. Ad
1
2N−21 (L0L1L2)
1
2‖f‖L2‖g‖L2‖h‖L2 .
(3.86)
Here f , g, h satisfy
supp f ⊂ GN1,L1 ∩ R˜A,d1 , supp g ⊂ GN0,L0 ∩ R˜A,d2 , supp h ⊂ GN2,L2 ∩ R˜A,d3 ,
where R˜A,d1 , R˜
A,d
2 , R˜
A,d
3 are prisms which are defined as follows:
R˜
A,d
1 = R×RA,d1 , R˜A,d2 = R×RA,d2 , R˜A,d3 = R×RA,d3 ,
R
A,d
1 = {(ξ, η) |α1 ≤ ξ ≤ α1 + 2−30A−
3
2d−1N1, β1 ≤ η ≤ β1 + 2−30A−1d−1N1},
R
A,d
2 = {(ξ, η) |α2 ≤ ξ ≤ α2 + 2−30A−
3
2d−1N1, β2 ≤ η ≤ β2 + 2−30A−1d−1N1},
R
A,d
3 = {(ξ, η) |α3 ≤ ξ ≤ α3 + 2−30A−
3
2d−1N1, β3 ≤ η ≤ β3 + 2−30A−1d−1N1}.
Here we choose αi, βi ∈ R to satisfy
|β3| ≤ 210A−1N1, (RA1 +RA2 ) ∩RA3 6= ∅, RA1 ∩ T A,dk1 6= ∅, RA2 ∩ T A,dk 6= ∅.
As we saw in the proofs of Propositions 3.15 and 3.20, it suffices to show
‖f˜ |S1 ∗ g˜|S2‖L2(S3) . Ad
1
2‖f˜‖L2(S1)‖g˜‖L2(S2), (3.87)
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where the notations f˜ , g˜, S1, S2, S3 are the same as in the proof of Propositions 3.5
and 3.20:
f˜(τ1, ξ1, η1) = f(N
3
1 τ1, N1ξ1, N1η1),
g˜(τ2, ξ2, η2) = g(N
3
1 τ2, N1ξ2, N1η2),
S1 = {φc˜1(ξ, η) = (ξ3 + η3 + c˜1, ξ, η) ∈ R3 | (N1ξ, N1η) ∈ RA,d1 },
S2 = {φc˜2(ξ, η) = (ξ3 + η3 + c˜2, ξ, η) ∈ R3 | (N1ξ, N1η) ∈ RA,d2 },
S3 =
{
(ψ(ξ, η), ξ, η) ∈ R3 | (N1ξ, N1η) ∈ RA,d3 , ψ(ξ, η) = ξ3 + η3 +
c′0
N31
}
.
Similarly to the proof of Proposition 3.20, we perform the scaling (τ, ξ, η)→ (τ, ξ, A1/2η)
to define
f˜A(τ1, ξ1, η1) = f˜(τ1, ξ1, A
1
2 η1),
g˜A(τ2, ξ2, η2) = g˜(τ2, ξ2, A
1
2η2),
h˜A(τ, ξ, η) = h˜(τ, ξ, A
1
2 η).
Now (3.87) can be rewritten as
‖f˜A|SA1 ∗ g˜A|SA2 ‖L2(SA3 ) . A
3
4d
1
2‖f˜A‖L2(SA1 )‖g˜A‖L2(SA2 ), (3.88)
where
SA1 = {φAc˜1(ξ, η) = (ξ3 + A
3
2η3 + c˜1, ξ, η) | (N1ξ, A 12N1η) ∈ RA,d1 },
SA2 = {φAc˜2(ξ, η) = (ξ3 + A
3
2η3 + c˜2, ξ, η) | (N1ξ, A 12N1η) ∈ RA,d2 },
SA3 =
{
(ψA(ξ, η), ξ, η) | (N1ξ, A 12N1η) ∈ RA,d3 , ψA(ξ, η) = ξ3 + A
3
2 η3 +
c′0
N31
}
.
We verify that SA1 , S
A
2 , S
A
3 satisfy the necessary conditions to apply Proposition
3.6. Let n1(λ1), n2(λ2), n3(λ3) be unit normals on λ1 ∈ SA1 , λ2 ∈ SA2 , λ3 ∈ SA3 ,
respectively. We define
λ1 = φ
A
c˜1
(ξ1, η1), λ2 = φ
A
c˜2
(ξ2, η2), λ3 = (ψ
A(ξ, η), ξ, η).
The unit normals can be written explicitly as
n1(λ1) =
1√
1 + 9ξ41 + 9A
3η41
(
−1, 3ξ21, 3A
3
2η21
)
,
n2(λ2) =
1√
1 + 9ξ42 + 9A
3η42
(
−1, 3ξ22, 3A
3
2η22
)
,
n3(λ3) =
1√
1 + 9ξ4 + 9A3η4
(
−1, 3ξ2, 3A 32η2
)
.
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(N1ξi, A
1
2N1ηi) ∈ RAi implies that the hypersurfaces SA1 , SA2 , SA3 satisfy the certain
regularity conditions.
sup
λi,λ′i∈SAi
|ni(λi)− ni(λ′i)|
|λi − λ′i|
+
|ni(λi)(λi − λ′i)|
|λi − λ′i|2
≤ 210, (3.89)
and diameter conditions
diam(Si) ≤ 2−20A− 32d−1. (3.90)
Choose (ξ′1, η
′
1), (ξ
′
2, η
′
2), (ξ
′, η′) such that
(ξ′1, η
′
1) + (ξ
′
2, η
′
2) = (ξ
′, η′),
φAc˜1(ξ
′
1, η
′
1) ∈ SA1 , φAc˜2(ξ′2, η′2) ∈ SA2 , (ψA(ξ′, η′), ξ′, η′) ∈ SA3 .
Define λ′1 = φ
A
c˜1
(ξ′1, η
′
1), λ
′
2 = φ
A
c˜2
(ξ′2, η
′
2), λ
′
3 = (ψ
A(ξ′, η′), ξ′, η′). For any λ1 ∈ SA1 ,
λ2 ∈ SA2 , λ3 ∈ SA3 , (3.89) and (3.90) imply
|n1(λ1)− n1(λ′1)| ≤ 2−10A−
3
2d−1, (3.91)
|n2(λ2)− n2(λ′2)| ≤ 2−10A−
3
2d−1, (3.92)
|n3(λ3)− n3(λ′3)| ≤ 2−10A−
3
2d−1. (3.93)
We lastly observe that the hypersurfaces satisfy transversality condition. Since
(3.91)-(3.93), we only need to show
|detN(λ′1, λ′2, λ′3)| ≥ 2−5A−
3
2d−1. (3.94)
As in the proof of Proposition 3.20, we calculate that
|detN(λ′1, λ′2, λ′3)| ≥2−7
∣∣∣∣∣∣∣det
 −1 −1 −13(ξ′1)2 3(ξ′2)2 3(ξ′)2
3A
3
2 (η′1)
2 3A
3
2 (η′2)
2 3A
3
2 (η′)2

∣∣∣∣∣∣∣
≥2−4A 32 |ξ′1η′2 − ξ′2η′1| |ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)|.
Hence, it suffices to show
|A(ξ′1, η′1, ξ′2, η′2)| = |ξ′1η′2 − ξ′2η′1| ≥ A−
3
2 , (3.95)
|F (ξ′1, η′1, ξ′2, η′2)| = |ξ′1η′2 + ξ′2η′1 + 2(ξ′1η′1 + ξ′2η′2)| ≥ 2−1A−
3
2d−1, (3.96)
which are equivalent to
|A(N1ξ′1, A
1
2N1η
′
1, N1ξ
′
2, A
1
2N1η
′
2)| ≥ A−1N21 , (3.97)
|F (N1ξ′1, A
1
2N1η
′
1, N1ξ
′
2, A
1
2N1η
′
2)| ≥ 2−1A−1d−1N21 , (3.98)
52 S. KINOSHITA
respectively. Note that (N1ξ
′
1, A
1
2N1η
′
1) ∈ RA,d1 , (N1ξ′2, A
1
2N1η
′
2) ∈ RA2 and recall
that RA1 ∩T A,dk1 6= ∅, RA2 ∩T A,dk 6= ∅. The assumption T A,dk1 ∩DAj1 6= ∅, T A,dk ∩DAj 6= ∅
immediately yield (3.97). Additionally, since we assume that
|F (ξ1, η1, ξ, η)| ≥ A−1d−1N21 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk ,
we have (3.98). Therefore (3.95) and (3.96) hold true. Consequently, we obtain
(3.94) which verify the desired estimate (3.88). 
Definition 9 (Whitney type decomposition). Let A ≥ 225 and d ≥ 220 be dyadic and
j1, j ∈ JA. Recall that
Φ(ξ1, η1, ξ, η) = ξ1ξ(ξ1 + ξ) + η1η(η1 + η),
F (ξ1, η1, ξ, η) = ξ1η + ξη1 + 2(ξ1η1 + ξη).
We define Z1A,d,j1,j as the set of (k1, k) ∈ Z2 × Z2 such that
|Φ(ξ1, η1, ξ, η)| ≥ A− 32d−1N31 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk ,(
T A,dk1 × T A,dk
)
∩ (DAj1 ×DAj ) 6= ∅,
|ξ1 + ξ2| ≤ 2−10N1 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk .
Similarly, we define Z2A,d,j1,j as the set of (k1, k) ∈ Z2 × Z2 such that
|F (ξ1, η1, ξ, η)| ≥ A−1d−1N21 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk ,(
T A,dk1 × T A,dk
)
∩ (DAj1 ×DAj ) 6= ∅,
|ξ1 + ξ2| ≤ 2−10N1 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk ,
and
Zj1,jA,d = Z
1
A,d,j1,j
∪ Z2A,d,j1,j, Rj1,jA,d =
⋃
(k1,k)∈Zj1,jA,d
T A,dk1 × T A,dk ⊂ R2 × R2.
It is clear that d1 ≤ d2 =⇒ Rj1,jA,d1 ⊂ Rj1,jA,d2 . Further, we define
Qj1,jA,d =
R
j1,j
A,d \Rj1,jA, d
2
for d ≥ 221,
Rj1,jA,220 for d = 2
20.
and a set of pairs of integer pair Ẑj1,jA,d ⊂ Zj1,jA,d as⋃
(k1,k)∈Ẑj1,jA,d
T A,dk1 × T A,dk = Qj1,jA,d .
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Clearly, Ẑj1,jA,d is uniquely defined and
d1 6= d2 =⇒ Qj1,jA,d1 ∩Qj1,jA,d2 = ∅,
⋃
220≤d≤d0
Qj1,jA,d = R
j1,j
A,d0
where d0 ≥ 220 is dyadic. Lastly, we define Zj1,jA,d as the collection of (k1, k) ∈ Z2×Z2
which satisfies
T A,dk1 × T A,dk 6⊂
⋃
220≤d′≤d
⋃
(k′1,k
′)∈Ẑj1,j
A,d′
(
T A,d′k′1 × T
A,d′
k′
)
,
(
T A,dk1 × T A,dk
)
∩ (DAj1 ×DAj ) 6= ∅,
|ξ1 + ξ2| ≤ 2−10N1 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk .
Lemma 3.24. Let A ≥ 225 and d ≥ 220 be dyadic and j1, j ∈ JA. For fixed k1 ∈ Z2,
the number of k2 ∈ Z2 such that (k1, k2) ∈ Ẑj1,jA,d is less than 21000. Furthermore, the
same claim holds true if we replace Ẑj1,jA,d by Z
j1,j
A,d .
Proof. Without loss of generality, we can assume that d ≥ 2100. We follow the same
strategy as that for the proof of Lemma 3.7. We assume (k1, k) ∈ Ẑj1,jA,d and define
k′1 = k
′
1(k1) ∈ Z2 and k′ = k′(k) ∈ Z2 such that T A,dk1 ⊂ T
A,d/2
k′1
and T A,dk ⊂ T A,d/2k′ ,
respectively. (k1, k2) ∈ Ẑj1,jA,d suggests that there exist (ξ¯1, η¯1), (ξ˜1, η˜1) ∈ T A,d/2k′1 ,
(ξ¯, η¯), (ξ˜, η˜) ∈ T A,d/2k′ which satisfy
|Φ(ξ¯1, η¯1, ξ¯, η¯)| ≤ 2A− 32d−1N31 and |F (ξ˜1, η˜1, ξ˜, η˜)| ≤ 2A−1d−1N21 . (3.99)
Let (ξ′1, η
′
1) be the center of T A,dk1 . Since j1, j ∈ JA and
(
T A,dk1 × T A,dk
)
∩(DAj1 ×DAj ) 6=
∅, we have |η1| ≤ 211A−1N1, |η| ≤ 211A−1N1 for any (ξ1, η1)× (ξ, η) ∈ T A,dk1 × T A,dk .
Therefore, for (ξ, η) ∈ T A,dk , (3.99) implies
|Φ(ξ′1, η′1, ξ, η)| ≤ 25A−
3
2d−1N31 and |F (ξ′1, η′1, ξ, η)| ≤ 25A−1d−1N21 .
Hence, it suffices to show that there exists k˜ ∈ Z2 such that(ξ, η) ∈ DAj
∣∣∣∣∣∣
|Φ(ξ′1, η′1, ξ, η)| ≤ 25A−
3
2d−1N31 ,
|F (ξ′1, η′1, ξ, η)| ≤ 25A−1d−1N21 ,
|ξ′1 + ξ| ≤ 2−9N1
 ⊂ T A,2−20dk˜ .
Similarly to the proof of Lemma 3.7, letting ξ′ = ξ+ ξ′1/2, η
′ = η+η′1/2, we see that
|Φ(ξ′1, η′1, ξ, η)| = |ξ′1ξ(ξ′1 + ξ) + η′1η(η′1 + η)| ≤ 25A−
3
2d−1N31 ,
|F (ξ′1, η′1, ξ, η)| = |ξ′1η + ξη′1 + 2(ξ′1η′1 + ξη)| ≤ 25A−1d−1N21 ,
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are equivalent to
Φ˜(ξ′, η′) :=
∣∣∣∣ξ′1ξ′2 + η′1η′2 − ξ′13 + η′134
∣∣∣∣ ≤ 25A− 32d−1N31 , (3.100)
F˜ (ξ′, η′) :=
∣∣∣∣32 ξ′1 η′1 + 2 ξ′ η′
∣∣∣∣ ≤ 25A−1d−1N21 , (3.101)
respectively. Note that |ξ′1+ ξ| ≤ 2−9N1 yields |ξ′| ≥ |ξ|/2−|ξ′1+ ξ|/2 ≥ 2−2N1. We
observe that
(3.101) =⇒
∣∣∣∣η′ + 3ξ′1 η′14ξ′
∣∣∣∣ ≤ 24A−1d−1N21|ξ′| ≤ 26A−1d−1N1. (3.102)
Since |η′1| ≤ 211A−1N1, (3.100) and (3.102) give∣∣∣∣ξ′1ξ′2 + η′1η′2 − ξ′13 + η′134
∣∣∣∣ ≤ 25A− 32d−1N31
(3.102)
====⇒
∣∣∣∣ξ′1ξ′2 + η′1 9ξ′12η′1216ξ′2 − ξ′1
3 + η′1
3
4
∣∣∣∣ ≤ 26A− 32d−1N31 . (3.103)
Let
G(ξ′) := ξ′1ξ
′2 +
9ξ′1
2η′1
3
16ξ′2
− ξ
′
1
3 + η′1
3
4
.
We deduce from 2−2N1 ≤ |ξ′1|, |ξ′| ≤ 2N1 and |η′1| ≤ 211A−1N1 that∣∣∣∣(dGdξ′
)
(ξ′)
∣∣∣∣ = ∣∣∣∣2ξ′1ξ′3
(
ξ′4 − 9ξ
′
1η
′
1
3
16
)∣∣∣∣ ≥ 2−5N21 ,
which, combined with (3.103), establish that there exists a constant c(ξ′1, η
′
1) ∈ R
such that
|ξ′ − c(ξ′1, η′1)| ≤ 212A−
3
2d−1N1.
This and (3.102) imply that there exists a constant c′(ξ′1, η
′
1) ∈ R such that
|η′ − c′(ξ′1, η′1)| ≤ 27A−1d−1N1,
which completes the proof. 
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Proof of Proposition 3.21. By Lemma 3.12, we have |ξ2| ≤ 2−10N1. Therefore, by
the definition of Ẑj1,jA,d and Z
j1,j
A,d , we observe that
(LHS) of 3.83
≤
∑
220≤d≤d0
∑
(k1,k)∈Ẑj1,jA,d
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|T˜ A,dk1 (τ1, ξ1, η1)ŵN0,L0 |T˜ A,dk (τ, ξ, η)dσ1dσ
∣∣∣∣
+
∑
(k1,k)∈Ẑj1,jA,d0
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|T˜ A,d0k1 (τ1, ξ1, η1)ŵN0,L0|T˜ A,d0k (τ, ξ, η)dσ1dσ
∣∣∣∣
=:
∑
220≤d≤d0
∑
(k1,k)∈Ẑj1,jA,d
I1 +
∑
(k1,k)∈Ẑj1,jA,d0
I2.
Here d0 is defined as the minimal dyadic number such that d0 ≥ 220A−3/2N3/21 L−1/20 .
For the former term, it follows from Propositions 3.22, 3.23 and Lemma 3.24 that∑
220≤d≤d0
∑
(k1,k)∈Ẑj1,jA,d
I1
.
∑
220≤d≤d0
∑
(k1,k)∈Ẑj1,jA,d
Ad
1
2N−21 (L0L1L2)
1
2‖ûN1,L1|T˜ A,dk1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|T˜ A,dk ‖L2
.
∑
220≤d≤d0
Ad
1
2N−21 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
. A
1
4N
− 5
4
1 L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 .
Next we deal with the latter term. We first consider the following bilinear Strichartz
estimate.∥∥∥∥χT˜ A,d0k
∫
v̂N2,L2(τ1 + τ, ξ1 + ξ, η1 + η)ûN1,L1|T˜ A,d0k1 (τ1, ξ1, η1)dσ1
∥∥∥∥
L2ξ,η,τ
. (Ad0N1)
− 1
2 (L1L2)
1
2‖v̂N2,L2‖L2‖ûN1,L1|D˜Aj1‖L2 ,
(3.104)
which is established by the same argument as in the proof of (3.47) in Proposition
3.13. Thus, to avoid redundancy, we omit the proof of (3.104). By Lemma 3.24 and
(3.104), we obtain∑
(k1,k)∈Ẑj1,jA,d0
I2
.
∑
(k1,k)∈Ẑj1,jA,d0
(Ad0N1)
− 1
2 (L1L2)
1
2‖ûN1,L1 |T˜ A,dk1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|T˜ A,dk ‖L2
. A
1
4N
− 5
4
1 L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2.
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This completes the proof. 
Proof of Proposition 3.18. Without loss of generality, we may assume that ŵN0,L0,
ûN1,L1 , v̂N2,L2 are non-negative. We define that
JI1A = {(j1, j) | 0 ≤ j1, j ≤ A− 1, (DAj1 ×DAj ) ⊂ (D2
11
0 ×D2
11
0 ).}
We divide the proof into the three cases.
(I) 1 ≤ N2 . L1/30 , (II) N2 ≫ L1/30 , |ξ2| ≥ 2−10N2, (III) N2 ≫ L1/30 , |ξ2| ≤ 2−10N2.
For the first case, we perform the decomposition as
D2
11
0 ×D2
11
0 =
⋃
(j1,j)∈JI1N1/N2
D
N1/N2
j1
×DN1/N2j .
It is clear that we may assume that j1 and j satisfy that |j1−j| ≤ 2 here. Therefore,
by (3.66) in Proposition 3.19, we get
(LHS) of (3.64)
.
∑
(j1,j)∈J
I1
N1/N2
|j1−j|≤2
N−11 N
1
2
2 (L1L2)
1
2‖ûN1,L1|D˜N1/N2j1 ‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜N1/N2j ‖L2
.N−11 N
1
2
2 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
.N−11 N
− 1
4
2 L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
= (RHS) of (3.64)
Here we used N
1/2
2 . N
−1/4
2 L
1/4
0 which is equivalent to N2 . L
1/3
0 .
Next we consider the case N2 ≫ L1/30 , |ξ2| ≥ 2−10N2. In this case we immediately
obtain |Φ(ξ1, η1, ξ, η)| & N21N2. Indeed, we get
|Φ(ξ1, η1, ξ, η)| ≥ |ξ1ξ(ξ1 + ξ)| − |η1η(η1 + η)|
≥ 2−12N21N2 − 2−20N21N2
& N21N2.
Therefore, it suffices to show the following bilinear Strichartz estimate.∥∥∥∥∥χGN2,L2
∫
ûN1,L1|
D˜
N1
N2
j1
(τ1, ξ1, η1)ŵN0,L0 |
D˜
N1
N2
j
(τ2 − τ1, ξ2 − ξ1, η2 − η1)dσ1
∥∥∥∥∥
L2ξ2,η2,τ2
. N
− 1
2
1 (L0L1)
1
2‖ûN1,L1|D˜Aj1‖L2‖ŵN0,L0 |D˜Aj ‖L2, (3.105)
where (j1, j) ∈ JI1N1/N2 , |j1 − j| ≤ 2 and |ξ2| ≥ 2−10N2. (3.105) can be given by the
estimate
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sup
(τ2,ξ2,η2)∈GN2,L2
|ξ2|≥2−10N2
|E(τ2, ξ2, η2)| . N−11 L0L1 (3.106)
where
E(τ2, ξ2, η2) := {(τ1, ξ1, η1) ∈ GN1,L1∩D˜
N1
N2
j1
| (τ2−τ1, ξ2−ξ1, η2−η1) ∈ GN0,L0∩D˜
N1
N2
j }.
In the same manner as in the proof of Proposition 3.19, |∂ξ1Φ(ξ1, η1,−ξ2,−η2)| =
|ξ2 (2ξ1 − ξ2)| & N1N2 yields (3.106). By utilizing the bilinear Strichartz estimates
(3.65), (3.66), (3.105) and |Φ(ξ1, η1, ξ, η)| & N21N2, we easily establish (3.64).
Lastly, we consider the case N2 ≫ L1/30 , |ξ2| ≤ 2−10N2. Let A0 be the maximal
dyadic number which satisfies A0 ≤ 210N1/N2. Note that N2 ≫ L
1
3
0 implies A0 ≤
N1/L
1/3
0 . By the Whitney type decomposition of angular variables, we have
D
211
0 ×D2
11
0 =
⋃
64≤A≤A0
⋃
(j1,j)∈J
I1
A
16≤|j1−j|≤32
D
A
j1 ×DAj ∪
⋃
(j1,j)∈J
I1
A0
|j1−j|≤16
D
A0
j1
×DA0j .
We can observe that
(ξ1, η1)× (ξ, η) ∈
⋃
64≤A≤2−10A0
⋃
(j1,j)∈J
I1
A
16≤|j1−j|≤32
DAj1 ×DAj =⇒ |(ξ1 + ξ, η1 + η)| ≥ 23N2,
(ξ1, η1)× (ξ, η) ∈
⋃
(j1,j)∈J
I1
A0
|j1−j|≤16
D
A0
j1
×DA0j and |(ξ1+ξ, η1 + η)| ≥ N2
=⇒ |ξ1 + ξ| ≥ 2−10N2.
Therefore, here we may assume that
supp ûN1,L1 × supp ŵN0,L0 ⊂
⋃
2−10A0≤A≤A0
⋃
(j1,j)∈J
I1
A
16≤|j1−j|≤32
D˜Aj1 × D˜Aj .
By Propositions 3.20 and 3.21, we get
(LHS) of (3.64)
≤
∑
2−10A0≤A≤A0
∑
(j1,j)∈J
I1
A
16≤|j1−j|≤32
∣∣∣∣∫∗∗ v̂N2,L2(τ2, ξ2, η2)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)ŵN0,L0 |D˜Aj (τ, ξ, η)dσ1dσ
∣∣∣∣
.
∑
2−10A0≤A≤A0
∑
(j1,j)∈J
I1
A
16≤|j1−j|≤32
A
1
4N
− 5
4
1 L
1
4
0 (L1L2)
1
2‖ûN1,L1 |D˜Aj1‖L2‖v̂N2,L2‖L2‖ŵN0,L0|D˜Aj ‖L2
.
∑
2−10A0≤A≤A0
A
1
4N
− 5
4
1 L
1
4
0 (L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2
. (RHS) of (3.64).
This completes the proof. 
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Lastly, we establish (3.43) for the case min(N0, N1, N2) = N0. Similarly to the
case min(N0, N1, N2) = N2, we divide the proof of (3.43) into the three cases.
(I)’ (ξ1, η1)× (ξ2, η2) ∈ I1, (II)’ (ξ1, η1)× (ξ2, η2) ∈ I2, (III)’ (ξ1, η1)× (ξ2, η2) ∈ I3.
Note that the cases (I)’ and (III)’ can be treated in the same manners as that for
the case min(N0, N1, N2) = N2. Therefore, we omit the proofs for the cases (I)’ and
(III)’, and focus on the case (II)’. The estimate (3.43) for the case min(N0, N1, N2) =
N0 can be obtained by the following proposition.
Proposition 3.25. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N0. Then
we have∣∣∣∣∫∗ |ξ + η|ŵN0,L0(τ, ξ, η)χI2((ξ1, η1), (ξ2, η2))ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. N
1
4
0 N
− 1
2
1 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 (3.107)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2).
We can show Proposition (3.25) by the same argument as that for the proof of
Proposition 3.15. We introduce the two propositions which are easily verified in the
same ways as that for Propositions 3.16 and 3.17, respectively. Thus, we omit the
proofs.
Proposition 3.26. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N0. Let
M ≥ 212 and A ≥ 220M be dyadic, |j1 − j2| ≤ 32 and(
D
A
j1 ×DAj2
) ⊂ IM2 .
If we assume that ||(ξ1, η1)| − |(ξ − ξ1, η − η1)|| ≥ 2−3N1, then we have∥∥∥∥χGN0,L0 ∫ ûN1,L1 |D˜Aj1 (τ1, ξ1, η1)v̂N2,L2 |D˜Aj2 (τ − τ1, ξ − ξ1, η − η1)dσ1
∥∥∥∥
L2ξ,η,τ
. A−
1
2M
1
2N
− 1
2
1 (L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2|D˜Aj2‖L2 . (3.108)
Assume that ||(ξ1, η1)| − |(ξ1 + ξ2, η1 + η2)|| ≥ 2−3N1. Then we have∥∥∥∥χGN2,L2∩D˜Aj2
∫
ûN1,L1|D˜Aj1 (τ1, ξ1, η1)ŵN0,L0(τ1 + τ2, ξ1 + ξ2, η1 + η2))dσ1
∥∥∥∥
L2ξ2,η2,τ2
. A−
1
2M
1
2N
− 1
2
1 (L0L1)
1
2‖ûN1,L1 |D˜Aj1‖L2‖ŵN0,L0‖L2. (3.109)
WELL-POSEDNESS OF THE ZAKHAROV-KUZNETSOV EQUATION 59
Similarly, if we assume that ||(ξ2, η2)| − |(ξ1 + ξ2, η1 + η2)|| ≥ 2−3N1, then we have∥∥∥∥χGN1,L1∩D˜Aj1
∫
v̂N2,L2|D˜Aj2 (τ2, ξ2, η2)ŵN0,L0(τ1 + τ2, ξ1 + ξ2, η1 + η2)dσ2
∥∥∥∥
L2ξ1,η1,τ1
. A−
1
2M
1
2N
− 1
2
1 (L0L2)
1
2‖v̂N2,L2|D˜Aj2‖L2‖ŵN0,L0‖L2. (3.110)
Proposition 3.27. Assume (i), (ii)’ in Case 3 and min(N0, N1, N2) = N0. Let A
and M be dyadic numbers such that 212 ≤M ≤ N1 and A ≥ max(225,M). Suppose
that j1, j2 satisfy 16 ≤ |j1 − j2| ≤ 32 and(
D
A
j1 ×DAj2
) ⊂ IM2 .
Then we have∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)v̂N2,L2|D˜Aj2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. (AM)
1
2N−21 (L0L1L2)
1
2‖ûN1,L1 |D˜Aj1‖L2‖v̂N2,L2|D˜Aj2‖L2‖ŵN0,L0‖L2
(3.111)
where dσj = dτjdξjdηj and ∗ denotes (τ, ξ, η) = (τ1 + τ2, ξ1 + ξ2, η1 + η2).
Proof of Proposition 3.25. First, since |ξ + η| . N0, it suffices to show∣∣∣∣∫∗ |ξ + η| 34 ŵN0,L0(τ, ξ, η)χI2((ξ1, η1), (ξ2, η2))ûN1,L1(τ1, ξ1, η1)v̂N2,L2(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣
. N
− 1
2
1 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2 (3.112)
Let A0 ≥ 225 and M0 ≥ 211 be dyadic which will be chosen later. Recall
J
IM2
A = {(j1, j2) | 0 ≤ j1, j2 ≤ A− 1,
(
DAj1 ×DAj2
) ⊂ IM2 }
and the decomposition of IM2
IM2 =
⋃
64≤A≤A0
⋃
(j1,j2)∈J
I
M
2
A
16≤|j1−j2|≤32
DAj1 ×DAj2 ∪
⋃
(j1,j2)∈J
I
M
2
A0
|j1−j2|≤16
D
A0
j1
×DA0j2 ,
and the decompositionof I2
I2 =
⋃
211≤M<M0
IM2 ∪
(
D
M0
2−2M0×3 ×DM02−2M0×3
)
.
By using the notation
IA :=
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|D˜Aj1 (τ1, ξ1, η1)v̂N2,L2|D˜Aj2 (τ2, ξ2, η2)dσ1dσ2
∣∣∣∣ ,
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we observe that
(LHS) of (3.112)
.
∑
211≤M≤M0
∑
225≤A≤A0
∑
(j1,j2)∈J
I
M
2
A
16≤|j1−j2|≤32
N
3
4
1 M
− 3
4 IA +
∑
211≤M≤M0
∑
(j1,j2)∈J
I
M
2
A0
|j1−j2|≤16
N
3
4
1 M
− 3
4 IA0
+N
3
4
1 M
− 3
4
0
∣∣∣∣∫∗ ŵN0,L0(τ, ξ, η)ûN1,L1|D˜M03M0/4(τ1, ξ1, η1)v̂N2,L2 |D˜M03M0/4(τ2, ξ2, η2)dσ1dσ2
∣∣∣∣ .
Here we used the inequality |ξ + η| . M−1N1. For the first term, by Proposition
3.27, we get∑
225≤A≤A0
∑
(j1,j2)∈J
I
M
2
A
16≤|j1−j2|≤32
N
3
4
1 M
− 3
4 IA
.
∑
225≤A≤A0
∑
(j1,j2)∈J
I
M
2
A
16≤|j1−j2|≤32
A
1
2M−
1
4N
− 5
4
1 (L0L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2 |D˜Aj2‖L2‖ŵN0,L0‖L2
. A0
1
2M−
1
4N
− 5
4
1 (L0L1L2)
1
2‖ûN1,L1‖L2‖v̂N2,L2‖L2‖ŵN0,L0‖L2.
Thus, if we define A0 as the minimal dyadic number which is greater than N
3/2
1 , the
first term is bounded by (RHS) of (3.112). Next, we easily see
max(| |(ξ1, η1)| − |(ξ2, η2)| |, | |(ξ1, η1)| − |(ξ, η)| |, | |(ξ, η)| − |(ξ2, η2)| |) ≥ 2−3N1,
where (ξ, η) = (ξ1+ξ2, η1+η2) and (ξ1, η1)×(ξ2, η2) ∈ DA0j1 ×DA0j2 with |j1−j2| ≤ 16.
Thus, by using one of (3.108)-(3.110) in Proposition 3.26, we get∑
211≤M≤M0
∑
(j1,j2)∈J
I
M
2
A0
|j1−j2|≤16
N
3
4
1 M
− 3
4 IA0
.
∑
211≤M≤M0
∑
(j1,j2)∈J
I
M
2
A0
|j1−j2|≤16
A0
− 1
2M−
1
4N
1
4
1 (L0L1L2)
1
2‖ûN1,L1|D˜Aj1‖L2‖v̂N2,L2 |D˜Aj2‖L2‖ŵN0,L0‖L2
. (RHS) of (3.112).
Let M0 = N1. By the Strichartz estimate (2.3) with p = q = 4, we can find that the
last term is bounded by (RHS) of (3.112). 
4. Negative Result
In this section, we show the following negative result.
Theorem 4.1. Let s < −1
4
. Then for any T > 0, the data-to-solution map u0 7→ u
of (1.2), as a map from the unit ball in Hs(R2) to C([0, T ];Hs) fails to be C2.
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Proof. Let N ≥ 1 be a dyadic number. We define the two vectors ~v, ~v⊥ in R2 as
~v = (3
3
√
9,
3
√
100), ~v⊥ = (− 3
√
100, 3
3
√
9),
and the three points α, β, γ ∈ R2 as
α = (
3
√
2N,
3
√
75N), β =
(
−3 3
√
2N, −
3
√
75
5
N
)
, γ = α + β.
Clearly, ~v⊥~v⊥. The rectangle sets A, B and C ⊂ R2 are defined as follows:
A =
{
(ξ, η) ∈ R2 | (ξ, η) = α + aN− 12~v + bN−2~v⊥, −1 < a, b < 1
}
,
B =
{
(ξ, η) ∈ R2 | (ξ, η) = β + aN− 12~v + bN−2~v⊥, −1 < a, b < 1
}
,
C =
{
(ξ, η) ∈ R2 | (ξ, η) = γ + aN− 12~v + bN−2~v⊥, −2−2 < a, b < 2−2
}
.
We easily see µ(A) = µ(B) ∼ µ(C) ∼ N−5/2 where µ is the usual Lebesgue measure.
We set ϕ as
(Fx,yϕ)(ξ, η) := N−s+ 54 (χA(ξ, η) + χA(−ξ,−η) + χB(ξ, η) + χB(−ξ,−η)).
Note that ϕ is a real-valued function and satisfies ‖ϕ‖Hs ∼ 1. Indeed, since
Fx,yϕ(ξ, η) = Fx,yϕ(−ξ,−η) and Fx,yϕ is real, we get
ϕ(x, y) = F−1ξ,η ((Fx,yϕ)(ξ, η))(x, y) = F−1ξ,η ((Fx,yϕ)(−ξ,−η))(x, y) = ϕ(x, y).
Let ξ, η, ξ1, η1 ∈ R satisfy (ξ1, η1) ∈ A and (ξ − ξ1, η − η1) ∈ B. By a simple
calculation, we observe that |Φ(ξ1, η1,−ξ,−η)| = |ξξ1(ξ − ξ1) + ηη1(η − η1)| . 1.
Thus, if we assume that T > 0 is sufficient small, then for any 0 < t ≤ T , we have
ℜ(e−itΦ(ξ1,η1,−ξ,−η)) ≥ 1/2 for any (ξ1, η1)× (ξ − ξ1, η − η1) ∈ A× B,
where ℜ(z) denotes the real part of z ∈ C. Consequently, by Plancherel’s theorem,
we obtain∥∥∥∥∫ t
0
e−(t−t
′)(∂3ξ+∂
3
η)(∂1 + ∂2)
(
(e−t
′(∂3ξ+∂
3
η)ϕ) (e−t
′(∂3ξ+∂
3
η)ϕ)
)
dt′
∥∥∥∥
Hs
&N−s+
7
2
∥∥∥∥∫ t
0
∫
R2
e−it
′Φ(ξ1,η1,−ξ,−η)Fx,yϕ(ξ1, η1)Fx,yϕ(ξ − ξ1, η − η1)dξ1dη1dt′
∥∥∥∥
L2ξ,η
&N−s+
7
2
∥∥∥∥χC(ξ, η) ∫ t
0
∫
R2
e−it
′Φ(ξ1,η1,−ξ,−η)χA(ξ1, η1)χB(ξ − ξ1, η − η1)dξ1dη1dt′
∥∥∥∥
L2ξ,η
∼N−s+ 72
∥∥∥∥χC(ξ, η) ∫ t
0
N−
5
2dt′
∥∥∥∥
L2ξ,η
∼N−s− 14 .
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Here we used µ(A) = µ(B) ∼ µ(C) ∼ N−5/2. The above estimates imply that if
s < −1/4 the data-to-solution map fails to be C2. See Section 6 of [5] and Section
6 [8] for the details of “not C2”. 
Remark 4.1. It should be noted how to find the rectangle sets A, B in the above
proof. For the above α, β, we can observe that
Φ(α, β) = F (α, β) = 0,
where the functions Φ and F are the same as in Section 3. The condition Φ(α, β) = 0
is natural and necessary to have |ξξ1(ξ−ξ1)+ηη1(η−η1)| . 1. In the proof, the key
point is that the short side of rectangle A is parallel to that of rectangle B, which is
actually given by the latter condition F (α, β) = 0. To see this, define Φβ(ξ1, η1) =
Φ(ξ1, η1, β), Φα(ξ2, η2) = Φ(α, ξ2, η2). Since Φβ(α) = 0, we may find a rectangle set
Rα which satisfies α ∈ Rα and |Φβ(ξ1, η1)| . 1 for any (ξ1, η1) ∈ Rα whose short-side
and long-side lengths are ∼ N−2 and ∼ N−1/2, respectively. Clearly, the direction
of short side of Rα correspond with that of ∇Φβ(α). Similarly, if we define Rβ as a
rectangle set which satisfies β ∈ Rα and |Φα(ξ2, η2)| . 1 for any (ξ2, η2) ∈ Rβ, the
short side of Rβ is parallel to ∇Φα(β). Hence, we get
The short side of Rα is parallel to that of Rβ ⇐⇒ ∇Φβ(α) is parallel to ∇Φα(β).
Let ϕ(ξ, η) = ξ3 + η3. We easily see
3Φ(ξ1, η1, ξ2, η2) = ϕ(ξ1 + ξ2, η1 + η2)− ϕ(ξ1, η1)− ϕ(ξ2, η2).
We observe that(
−3∂2Φβ(α)
3∂1Φβ(α)
)
·
(
3∂1Φα(β)
3∂2Φα(β)
)
= det
(
3∂1Φβ(α) 3∂1Φα(β)
3∂2Φβ(α) 3∂2Φα(β)
)
= det
 0 0 −1−3∂1Φβ(α) −3∂1Φα(β) ∂1ϕ(α+ β)
−3∂2Φβ(α) −3∂2Φα(β) ∂2ϕ(α+ β)

= det
 −1 −1 −1∂1ϕ(α) ∂1ϕ(β) ∂1ϕ(α + β)
∂2ϕ(α) ∂2ϕ(β) ∂2ϕ(α + β)
 .
As a result, since we already saw in Section 3 that
F (α, β) = 0 =⇒ det
 −1 −1 −1∂1ϕ(α) ∂1ϕ(β) ∂1ϕ(α + β)
∂2ϕ(α) ∂2ϕ(β) ∂2ϕ(α + β)
 = 0,
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we establish F (α, β) = 0⇒∇Φβ(α) ‖ ∇Φα(β).
5. Appendix (Proof of Lemma 3.9)
We now show Lemma 3.9. For convenience, we restate the lemma.
Lemma 5.1. Let i = 1, 2. For fixed m ∈ N × Z, the number of k ∈ Z2 such that
(m, k) ∈ ẐA,i is less than 21000. On the other hand, for fixed k ∈ Z2, the number of
m ∈ N× Z such that (m, k) ∈ ẐA,i is less than 21000. Furthermore, the claim holds
true whether we replace ẐA,i by ZA,i in the above statements.
Proof. Clearly, we may assume A ≥ 2300. We first show that the number ofm ∈ N×Z
such that (m, k) ∈ ẐA,i is less than 21000 for fixed k ∈ Z2. Let 220 ≤ M ≤ 2−80A be
dyadic and ℓ denotes the line η = (
√
2 − 1)4/3ξ. We decompose the proof into the
two cases:
(I) inf
(ξ,η)∈T Ak
dist((ξ, η), ℓ) ≤ 280A−1N1. (II) inf
(ξ,η)∈T Ak
dist((ξ, η), ℓ) ≥M−1N1.
Case (I)
Let A′ = 2−80A. There exists N > 0 which satisfies 2−1N1 ≤ N ≤ 2N1 and
inf
(ξ,η)∈T Ak
|(ξ, η)− (N, (
√
2− 1) 43N)| ≤ A′−1N1.
Thus, by the same argument as in the proof of Lemma 3.7, it suffices to show that
there exist m1, m2 ∈ N × Z such that (mi, ki) ∈ Ẑ2−100A′,i ∪ Z2−100A,i (i = 1, 2) for
some k1, k2 ∈ Z2 and the set R2−100A′,m1,1 ∪R2−100A′,m2,2 contains(ξ2, η2) ∈ K̂1 ∪ K̂2
∣∣∣∣∣∣
|Φ(N, (
√
2− 1) 43N, ξ2, η2)| ≤ 27A′−1N31 ,
|F (N, (
√
2− 1) 43N, ξ2, η2)| ≤ 27A′−1N21 .

The sets K̂1 and K̂2 are defined as
K̂1 =
{
(ξ, η) ∈ R2 |
∣∣∣η − (√2 + 1) 23 (√2 +√3)ξ∣∣∣ ≤ 2−15N1} ,
K̂2 =
{
(ξ, η) ∈ R2 |
∣∣∣η + (√2 + 1) 23 (√3−√2)ξ∣∣∣ ≤ 2−15N1} .
Let ξ′2 = ξ2 +N/2, η
′
2 = η2 + (
√
2− 1) 43N/2. We observe that
|Φ(N, (
√
2− 1) 43N, ξ2, η2)| ≤ 27A′−1N31
⇐⇒ |Nξ2(ξ2 +N) + (
√
2− 1) 43Nη2((
√
2− 1) 43N + η2)| ≤ 27A′−1N31 ,
=⇒
∣∣∣∣ξ′22 + (√2− 1) 43η′22 − 32(√2− 1)2N2
∣∣∣∣ ≤ 210A′−1N2, (5.1)
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and
|F (N, (
√
2− 1) 43N, ξ2, η2)| ≤ 27A′−1N31
⇐⇒ |Nη2 + (
√
2− 1) 43Nξ2 + 2((
√
2− 1) 43N2 + ξ2η2)| ≤ 27A′−1N31 ,
=⇒
∣∣∣∣2ξ′2η′2 + 32(√2− 1) 43N2
∣∣∣∣ ≤ 210A′−1N2. (5.2)
(5.1) and (5.2) yield |ξ′2| ≥ 2−4N and |η′2| ≥ 2−4N . Thus, it follows from (5.2) that∣∣∣∣η′2 + 34(√2− 1) 43 N2ξ′2
∣∣∣∣ ≤ 214A′−1N. (5.3)
From (5.1) and (5.3), we get∣∣∣∣ξ′22 + 916(√2− 1)4N4ξ′22 − 32(
√
2− 1)2N2
∣∣∣∣ ≤ 215A′−1N2,
⇐⇒ ξ′2−2
(
ξ′2
2 − 3
4
(
√
2− 1)2N2
)2
≤ 215A′−1N2,
=⇒
∣∣∣∣ξ′22 − 34(√2− 1)2N2
∣∣∣∣ ≤ 210A′− 12N2,
=⇒ min
j=±1
∣∣∣∣∣ξ′2 + j
√
3
2
(
√
2− 1)N
∣∣∣∣∣ ≤ 212A′− 12N. (5.4)
(5.4) gives
min
j=±1
∣∣∣∣34(√2− 1) 43 N2ξ′2 + (√2 + 1) 23 ξ′2 − j√3(√2− 1) 13N
∣∣∣∣ ≤ 223A′−1N. (5.5)
(5.5), combined with (5.3), provides
min
j=±1
|η′2 − (
√
2 + 1)
2
3 ξ′2 + j
√
3(
√
2− 1) 13N |
≤
∣∣∣∣η′2 + 34(√2− 1) 43 N2ξ′2
∣∣∣∣ + minj=±1
∣∣∣∣34(√2− 1) 43 N2ξ′2 + (√2 + 1) 23 ξ′2 − j√3(√2− 1) 13N
∣∣∣∣
≤ 225A′−1N.
Consequently, |Φ(N, (√2−1) 43N, ξ2, η2)| ≤ 27A′−1N31 and |F (N, (
√
2−1) 43N, ξ2, η2)| ≤
27A′−1N31 yield one of the following two cases.
∣∣∣ξ′2 − √32 (√2− 1)N∣∣∣ ≤ 212A′− 12N,
|η′2 − (
√
2 + 1)
2
3 ξ′2 −
√
3(
√
2− 1) 13N | ≤ 225A′−1N.
(5.6)

∣∣∣ξ′2 + √32 (√2− 1)N∣∣∣ ≤ 212A′− 12N,
|η′2 − (
√
2 + 1)
2
3 ξ′2 +
√
3(
√
2− 1) 13N | ≤ 225A′−1N.
(5.7)
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Since ξ′2 = ξ2 +N/2, η
′
2 = η2 + (
√
2− 1) 43N/2, (5.6) and (5.7) imply
∣∣∣ξ2 + 12N − √32 (√2− 1)N∣∣∣ ≤ 212A′− 12N,
|η2 − (
√
2 + 1)
2
3 ξ2 + (
√
3− 1)(√2− 1) 13N | ≤ 225A′−1N,
(5.8)
and 
∣∣∣ξ2 + 12N + √32 (√2− 1)N∣∣∣ ≤ 212A′− 12N,
|η2 − (
√
2 + 1)
2
3 ξ2 + (
√
3 + 1)(
√
2− 1) 13N | ≤ 225A′−1N,
(5.9)
respectively. We calculate that (5.8) and (5.9) provided
|η2 − (
√
2 + 1)
2
3 (
√
2 +
√
3)ξ2| ≤ 230A′−
1
2N,
and
|η2 + (
√
2 + 1)
2
3 (
√
3−
√
2)ξ2| ≤ 230A′−
1
2N,
respectively. This completes the proof for Case (I).
Case (II)
Similarly to Case (I), we may find N > 0, M0 ∈ R which satisfies 2−1N1 ≤ N ≤
2N1, 2
−1M ≤ |M0| ≤ 2M and
inf
(ξ1,η)∈T Ak
|(ξ, η)− (N, (
√
2− 1) 43N) + (0,M−10 N)| ≤ 22A−1N1,
and we will show that there exist m1, m2 ∈ N × Z such that (mi, ki) ∈ Ẑ2−100A,i ∪
Z2−100A,i for some k1, k2 ∈ Z2 and the set R2−100A,m1,1 ∪ R2−100A,m2,2 contains(ξ2, η2) ∈ K̂1 ∪ K̂2
∣∣∣∣∣∣
|Φ(N, (
√
2− 1) 43N −M−10 N, ξ2, η2)| ≤ 27A−1N31 ,
|F (N, (
√
2− 1) 43N −M−10 N, ξ2, η2)| ≤ 27A−1N21 .

By using ξ˜2 = ξ2 +N/2, η˜2 = η2 + (
√
2− 1) 43N/2−M−10 N , we calculate that
|Φ(N, (
√
2− 1) 43N −M−10 N, ξ2, η2)| ≤ 27A−1N31
=⇒
∣∣∣ξ˜22 + ((√2− 1) 43 −M−10 )η˜22 − 32(√2− 1)2N2 + 34(√2− 1) 83M−10 N2
− 3
4
(
√
2− 1) 43M−20 N2 +
M−30
4
N2
∣∣∣ ≤ 210A−1N2, (5.10)
and
|F (N, (
√
2− 1) 43N −M−10 N, ξ2, η2)| ≤ 27A−1N31
=⇒
∣∣∣∣2ξ˜2η˜2 + 32 ((√2− 1) 43 −M−10 )N2
∣∣∣∣ ≤ 210A−1N2. (5.11)
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We deduce from 219 ≤ |M0|, (5.10) and (5.11) that |ξ˜2| ≥ 2−4N and |η˜2| ≥ 2−4N .
Thus, from (5.11), we get∣∣∣∣η˜2 + 34ξ˜2
(
(
√
2− 1) 43 −M−10
)
N2
∣∣∣∣ ≤ 214A−1N. (5.12)
By a simple calculation, it follows from (5.10) and (5.12) that∣∣∣ξ˜22 + 916 ((√2− 1) 43 −M−10 )3 N4ξ˜22 − 32(
√
2− 1)2N2
+
3
4
(
√
2− 1) 83M−10 N2 −
3
4
(
√
2− 1) 43M−20 N2 +
M−30
4
N2
∣∣∣ ≤ 215A−1N2
⇐⇒ ξ˜−22
∣∣∣(ξ˜22 − 34(√2− 1)2N2
)2
− 1
4
C(M0)M
−1
0
(
9
4
N2 − ξ˜22
)
N2
∣∣∣ ≤ 215A−1N2,
(5.13)
where C(M0) := 3(
√
2− 1) 83 − 3(√2− 1) 43M−10 +M−20 . From (5.13) and |M0| ≥ 219,
we easily observe that 9N2/4 − ξ˜22 ≥ 2−4N2. Therefore, M0 must be positive to
satisfy (5.13) since |M0| ≤ 2−79A. We see that
(5.13) =⇒
∣∣∣∣∣∣ξ˜22 − 34(√2− 1)2N2 + 12
√√√√C(M0)(9
4
− ξ˜
2
2
N2
)
M
− 1
2
0 N
2
∣∣∣∣∣∣
×
∣∣∣∣∣∣ξ˜22 − 34(√2− 1)2N2 − 12
√√√√C(M0)(9
4
− ξ˜
2
2
N2
)
M
− 1
2
0 N
2
∣∣∣∣∣∣ ≤ 217A−1N4
=⇒
∣∣∣∣ξ˜22 − 34(√2− 1)2N2 ± 12
√√√√C(M0)(9
4
− ξ˜
2
2
N2
)
M
− 1
2
0 N
2
∣∣∣∣ ≤ 220A−1M 120 N2.
(5.14)
Since M0 > 2
19, we can find α > 0 and β > 0 such that
α2 − 3
4
(
√
2− 1)2N2 + 1
2
√
C(M0)
(
9
4
− α
2
N2
)
M
− 1
2
0 N
2 = 0,
β2 − 3
4
(
√
2− 1)2N2 − 1
2
√
C(M0)
(
9
4
− β
2
N2
)
M
− 1
2
0 N
2 = 0.
Clearly, α, β satisfy∣∣∣∣∣α−
√
3
2
(
√
2− 1)N
∣∣∣∣∣ ≤ 210M− 120 N,
∣∣∣∣∣β −
√
3
2
(
√
2− 1)N
∣∣∣∣∣ ≤ 210M− 120 N. (5.15)
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We observe that (5.14) and M0 > 2
19 give∣∣∣∣∂ξ˜2
ξ˜22 − 34(√2− 1)2N2 ± 12
√√√√C(M0)(9
4
− ξ˜
2
2
N2
)
M
− 1
2
0 N
2
∣∣∣∣ ≥ 2−3N.
Therefore, from (5.14), it holds that
|ξ˜2 ± α| ≤ 230A−1M
1
2
0 N or |ξ˜2 ± β| ≤ 230A−1M
1
2
0 N.
To avoid redundancy, we here only treat the case
|ξ˜2 − α| ≤ 230A−1M
1
2
0 N. (5.16)
The other cases can be treated similarly. (5.16) gives∣∣∣∣ 1ξ˜2 − 1α + 1α2 (ξ˜2 − α)
∣∣∣∣ ≤ A−1N−1,
which yields∣∣∣∣34 ((√2− 1) 43 −M−10 )
(
N2
ξ˜2
− N
2
α
)
+ (
√
2 + 1)
2
3 (ξ˜2 − α)
∣∣∣∣ ≤ 250A−1N. (5.17)
Here we used the inequality |1/ξ˜2−1/α| ≤ 235A−1M1/20 N−1 which is given by (5.16).
It follows from (5.12) and (5.17) that∣∣∣∣η˜2 − (√2 + 1) 23 ξ˜2 + (√2 + 1) 23α + 3N24α ((√2− 1) 43 −M−10 )
∣∣∣∣
≤
∣∣∣∣η˜2 + 34 ((√2− 1) 43 −M−10 ) N2ξ˜2
∣∣∣∣
+
∣∣∣∣34 ((√2− 1) 43 −M−10 )
(
N2
ξ˜2
− N
2
α
)
+ (
√
2 + 1)
2
3 (ξ˜2 − α)
∣∣∣∣
≤ 255A−1N.
Since ξ˜2 = ξ2 +N/2 and η˜2 = η2 + (
√
2− 1) 43N/2−M−10 N , this and (5.16) imply|ξ2 + N2 − α| ≤ 230A−1M
1
2
0 N,
|η2 − (
√
2 + 1)
2
3 ξ2 + C
′(α,M0, N)| ≤ 255A−1N,
(5.18)
where
C ′(α,M0, N) = (
√
2 + 1)
2
3α +
3N2
4α
(
(
√
2− 1) 43 −M−10
)
− (
√
2− 1) 13N −M−10 N.
We deduce from (5.18) and (5.15) that
|η2 − (
√
2 + 1)
2
3 (
√
2 +
√
3)ξ2| ≤ 215M−
1
2
0 N.
This completes the proof for Case (II).
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Next we prove that the number of k ∈ Z2 such that (m, k) ∈ ẐA,i (i = 1, 2) is
less than 21000 for fixed m ∈ N × Z. Here we only consider the case (m, k) ∈ ẐA,2.
The case (m, k) ∈ ẐA,1 can be treated in a similar way. For any RA,m,2 which
satisfies (m, k) ∈ ẐA,2, we can find N and M which satisfy 2−1N1 ≤ N ≤ 2N1 and
215 ≤ |M | ≤ 2−5√A such that RA,m,2 is contained in the following rectangle set. (ξ, η) =
(
1,−(
√
2 + 1)
2
3 (
√
3−
√
2)
)
N + (1, (
√
2 + 1)
2
3 )M−1N
+(1,(
√
2 + 1)
2
3 )A−1MNc + (−1, (
√
2− 1) 23 )A−1Nc′, −210 ≤ c, c′ ≤ 210.

Define
ξN,M = ξN,M(c, c
′) =
(
1 +M−1 + A−1Mc− A−1c′)N,
ηN,M = ηN,M(c, c
′) =
(
−(
√
2 + 1)
2
3 (
√
3−
√
2) + (
√
2 + 1)
2
3M−1
+ (
√
2 + 1)
2
3A−1Mc− (
√
2− 1) 23A−1c′
)
N.
By the same argument as in the proof of Lemma 3.7, it suffices to show that there
exists k ∈ Z2 such that T 2−100Ak ∩K0 6= ∅ and for all c, c′ such that −220 ≤ c, c′ ≤ 220,
the set T 2−100Ak contains{
(ξ, η) ∈ K̂0
∣∣∣∣∣ |Φ(ξN,M(c, c
′), ηN,M(c, c′), ξ, η)| ≤ 27A−1N3,
|F (ξN,M(c, c′), ηN,M(c, c′), ξ, η)| ≤ 27A−1N2.
}
The set K̂0 is defined as
K̂0 =
{
(ξ, η) ∈ R2 |
∣∣∣η − (√2− 1) 43 ξ∣∣∣ ≤ 2−15N} .
Let ξ′ = ξ + ξN,M/2 and η′ = η + ηN,M/2 and
Φ˜(ξ′, η′) = ξN,Mξ′
2
+ ηN,Mη
′2 − ξN,M
3 + ηN,M
3
4
,
F˜ (ξ′, η′) = 2ξ′η′ +
3
2
ξN,M ηN,M .
Recall that
|Φ(ξN,M , ηN,M , ξ, η)| ≤ 27A−1N31 ⇐⇒ |Φ˜(ξ′, η′)| ≤ 27A−1N31 ,
|F (ξN,M , ηN,M , ξ, η)| ≤ 27A−1N21 ⇐⇒ |F˜ (ξ′, η′)| ≤ 27A−1N21 .
It is easy to see |ξ′| ≥ 2−4N and |η′| ≥ 2−4N if we assume |Φ˜(ξ′, η′)| ≤ 27A−1N31
and |F˜ (ξ′, η′)| ≤ 27A−1N21 . In the same manner as in the proof of Lemma 3.7, we
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observe that
|Φ˜(ξ′, η′)| ≤ 27A−1N31 and |F˜ (ξ′, η′)| ≤ 27A−1N21
=⇒
∣∣∣∣ξN,Mξ′2 + ηN,M 9ξN,M2ηN,M 216ξ′2 − ξN,M 3 + ηN,M 34
∣∣∣∣ ≤ 215A−1N3
=⇒
∣∣∣∣ξN,Mξ′4 − ξN,M 3 + ηN,M 34 ξ′2 + 916ξN,M2ηN,M 3
∣∣∣∣ ≤ 220A−1N5. (5.19)
Define ξ˜ = ξ +N/2 = ξ′ −N/2(M−1 + A−1Mc− A−1c′). It is observed that (5.19)
gives∣∣∣(ξ˜2 − 3
4
(
√
2 + 1)2(
√
3−
√
2)2N2
)(
ξ˜2 +
3
4
(
√
3−
√
2)N2
)
+
(
ξ˜ +
√
3
2
(
√
2 + 1)(
√
3−
√
2)N
)
H1(ξ˜)(M
−1+A−1Mc) +H2(ξ˜)M−2
∣∣∣
≤ 220A−1N4, (5.20)
where we used the function
H1(ξ˜) = ξ˜
3 +
1
2
(1− 3
√
2 + 2
√
3 +
√
6)ξ˜2 +
√
3
4
(8 + 4
√
2− 5
√
3− 4
√
6)ξ˜
+
3
√
3
8
(
√
2 + 1)(
√
3−
√
2)(3 + 2
√
2− 2
√
3),
and the function H2(ξ˜) which satisfies |H2(ξ˜)| ≤ 23(ξ˜4 + N4) and does not depend
on c and c′. We omit the detail of H2(ξ˜) since it is long and complicated. We deduce
from (5.20) that∣∣∣ξ˜− √3
2
(
√
2+1)(
√
3−
√
2)N
∣∣∣ ≤ 2−10N or ∣∣∣ξ˜+ √3
2
(
√
2+1)(
√
3−
√
2)N
∣∣∣ ≤ 2−10N.
First, we assume that |ξ˜ − √3(√2 + 1)(√3 − √2)N/2| ≤ 2−10N . It follows from
|F (ξN,M , ηN,M , ξ, η)| ≤ 27A−1N21 that∣∣∣η
ξ
− (
√
2 + 1)
2
3 (
√
2 +
√
3)
∣∣∣ ≤ 2−5,
which implies (ξ, η) /∈ K̂0. Next we assume that |ξ˜ +
√
3(
√
2 + 1)(
√
3−√2)N/2| ≤
2−10N . In this case, we easily get∣∣∣∂ξ˜((ξ˜2 − 34(√2 + 1)2(√3−√2)2N2)(ξ˜2 + 34(√3−√2)N2))∣∣∣ ≥ 2−2N3.
Hence, from (5.20), we can find α0 ∈ R such that |α0| ≤ 25 and∣∣∣ξ˜ + √3
2
(
√
2 + 1)(
√
3−
√
2)N + α0M
−2N
∣∣∣ ≤ 230A−1N. (5.21)
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Since ξ˜ = ξ +N/2, (5.21) means∣∣∣ξ + √3
2
(
√
2 + 1)(
√
3−
√
2)N +
N
2
+ α0M
−2N
∣∣∣ ≤ 240A−1N. (5.22)
This and |F (ξN,M , ηN,M , ξ, η)| ≤ 27A−1N21 yield∣∣∣(√3(√2 + 1)(√3−√2)−M−1 − A−1Mc)(η + (√2 + 1) 23 (√2 +√6− 2√3)N)
−H3(η)M−2N
∣∣∣ ≤ 250A−1N, (5.23)
where
H3(η) = 2α0η − (
√
2 + 1)
2
3
(
(
√
3−
√
2)α0 + 2
)
+ (
√
2 + 1)
2
3α0M
−1.
Since |M | ≥ 215, it follows from (5.23) that there exists β0 ∈ R such that |β0| ≤ 25
and ∣∣η + (√2 + 1) 23 (√2 +√6− 2√3)N + β0M−2N∣∣ ≤ 250A−1N.
This, combined with (5.22), completes the proof. 
References
[1] I. Bejenaru, S. Herr, J. Holmer, and D. Tataru, On the 2D Zakharov system with L2
Schro¨dinger data, Nonlinearity 22 (2009), 1063–1089.
[2] I. Bejenaru, S. Herr, Convolutions of singular measures and applications to the Zakharov
system, J. Funct. Anal. 261 (2011), 478–506.
[3] I. Bejenaru, S. Herr, and D. Tataru, A convolution estimate for two-dimensional hypersurfaces,
Rev. Mat. Iberoam. 26 (2010), 707–728.
[4] J. Bennett, A. Carbery and J. Wright, A non-linear generalization of the Loomis-Whitney
inequality and applications, Math. Res. Lett. 12 (2005), 443–457.
[5] J. Bourgain, Periodic Korteweg de Vries equation with measures as initial data, Selecta Math.
(N.S.) 3 (1997), no. 2, 115–159.
[6] A. Gru¨nrock and S. Herr, The Fourier restriction norm method for the Zakharov-Kuznetsov
equation, Discrete Contin. Dyn. Syst., 34 (2014), 2061–2068.
[7] J. Ginibre, Y. Tsutsumi, and G. Velo, On the Cauchy problem for the Zakharov system, J.
Funct. Anal. 151 (1997), no. 2, 384–436.
[8] J. Holmer, Local ill-posedness of the 1D Zakharov system, Electron. J. Diff. Equations 24
(2007), 22pp.
[9] C. E. Kenig, G. Ponce, and L. Vega, Oscillatory integrals and regularity of dispersive equations,
Indiana Univ. Math. J., 40 (1991), 33–69.
[10] C. Kenig, G. Ponce, and L. Vega, A bilinear estimate with applications to the KdV equation,
J. Amer. Soc. 9 (1996), 573–603.
[11] E. W. Laedke and K.-H. Spatschek, Nonlinear ion-acoustic waves in weak magnetic fields,
Phys. Fluids, 25 (1982), 985–989.
WELL-POSEDNESS OF THE ZAKHAROV-KUZNETSOV EQUATION 71
[12] D. Lannes, F. Linares, and J. -C. Saut, The Cauchy problem for the Euler-Poisson system
and derivation of the Zakharov-Kuznetsov equation, Prog. Nonlinear Differ. Equ. Appl., 84
(2013), 181–213.
[13] L. Loomis and H. Whitney, An inequality related to the isoperimetric inequality, Bull. Am.
Math. Soc. 55 (1949), 961–962.
[14] L. Molinet and D. Pilod, Bilinear Strichartz estimates for the Zakharov-Kuznetsov equation
and applications, Ann. Inst. H. Poincare´ Anal. Non Line´aire, 32 (2015), 347–371.
[15] T. Tao, Nonlinear Dispersive Equations: Local and Global Analysis, AMS (2006).
[16] V. E. Zakharov and E. A. Kuznetsov, Three-dimensional solitons, Sov. Phys. JETP, 39 (1974),
285–286.
(Shinya Kinoshita) Universita¨t Bielefeld Fakulta¨t fu¨r Mathematik Postfach 10 01
31 33501 Bielefeld Germany
E-mail address, Shinya Kinoshita: kinoshita@math.uni-bielefeld.de
