Traditional time series analysis methods such as Autoregressive Moving Average Models or known as ARMA Family Models are limited by the requirement of stationary of the time series and normality and independence of the residuals. Moreover, traditional time series analysis methods are unable to identify complex (no periodic, nonlinear, irregular, and chaotic) characteristics because they attempt to characterize and predict all-time series observations. There are three major difficulties about accurate forecast of financial time series; (1) The patterns of financial time series are dynamic, i.e. there are no single fixed models that work all the time; (2) An efficient system must be able to adjust its sensitivity as time goes by; (3) Misleading information must be identified and eliminated. Thus, a Hidden Markov Model (HMM) aims to solve these problems. In HMM, instead of combining each state with an output (transition matrix), each state is associated with a probabilistic function. At time t, an observation is generated by probabilistic function, which is associated with state j, with the probability. Unlike the Markov chain, the HMM has different strategies depending on expertise. The model picks the best overall sequence of strategies based on an observation sequence. The main objective of this study is to improve the portfolio management process by incorporating technique to rotating the stocks of optimal portfolio by using HMM.
Introduction
Time series forecasting, which analyzes and predicts a variable changing over time, has received much attention to its use for forecasting stock prices. Time series analysis is also useful for pattern recognition and data mining. Stock markets in the recent past have become an integral part of the global economy. Any fluctuation in the market influences our personal and corporate financial lives and also the economic health of the country. The stock market has always been one of the most popular investments due to its high returns. However, there is always some risk associated with the investment in the stock market due to its unpredictable behavior.
There are three major difficulties about accurate forecast of financial time series. First, the patterns of financial time series are dynamic, i.e. there are no single fixed models that work all the time. Second, an efficient system must be able to adjust its sensitivity as time goes by. Third, misleading information must be identified and eliminated. Thus, HMM aims to solve these problems. HMM is an extension of the Markov Model (MM). The basic HMM was published by Baum and his colleagues in late 1960s and early 1970s (see; (4) , (5)) and has been implemented in speech recognition (see; (23) , (15)).
In HMM, instead of combining each state with an output (transition matrix), each state is associated with a probabilistic function. At time t, an observation o t is generated by probabilistic function, which is associated with state j, with the probability b j (o t ) = P (o t /X t = j). Unlike the Markov chain, the HMM has different strategies depending on expertise. The model picks the best overall sequence of strategies based on an observation sequence. In HMM, the transition probabilities as well as the observation generation probability density function are both adjustable.
The function b j (o t ) is a continuous probability density function or a mixture of pdfs. The most generally used form of the continuous pdf is the Gaussian mixture, which they can model series that does not fall into the single Gaussian distribution. The parameters of HMM are updated each iteration with an adddrop Expectation-Maximization (EM) algorithm (38) . Furthermore HMM, which is a doubly embedded stochastic process with an underlying stochastic process that is not observable (hidden), but can be only observed through another set of stochastic processes that produce the sequence of observations. The paper is arranged as follows: Section 2 gives a brief literature review, Section 3 sheds light on assumptions of the study, objective of the study is give in Section 4. contribution of the study introduced in Section 5, the Proposal frame described in Section 6. A summary and concluding remarks are give in Section 7.
Literature Review
A large amount of research has been and continues to be published in recent years with the purpose of finding an optimal prediction model for the financial time series, (20) . Most of the forecasting research has employed the statistical time series analysis techniques, such as Auto-Regression Integrated Moving Average (ARIMA) (see; (17) , and (21)) as well as the multiple regression models.
In recent years, numerous stock prediction systems based on artificial intelligence techniques have been proposed including Artificial Neural Networks (ANN) (see; (33) , (16)), and (21)), fuzzy logic (26) , hybridization of ANN and fuzzy system (see; (28) , and (1)), support vector machines (6) . The studies of speech recognition by using HMM still continues (2) . Many recent works in economics are based on Hamilton's time series model with changes in regime which is essentially a class of HMM (see; (10) , (11), (12) , and (13)). The fluctuating economic numbers such as stock index is very much influenced by the business cycle which can be seen as the hidden states with seasonal changes (36) . Additionally, they are used in many other applications such as modeling general audio (9), protein sequences and genetic sequence alignment and analysis (18) , studying vegetation dynamics (see; (29) , and (30)), study of the climate (see; (36) and (34)), psychological data and bio-informatics (see; (14) , and (7)). Study (38) uses HMM for predicting the financial time series. Study (37) compares the applicability of Hidden Markov Model (HMM) with GARCH(1,1) model. The results of this study indicates that HMM outperforms GARCH(1,1), (3) introduces a study about modeling portfolio defaults using HMM with covariances, volatility estimation, price prediction, additional to forecasting the change directions of financial time series (see; (25) , (35) , (37) , and (27) ).
Assumptions of the Study
There are two assumptions for the structure of HMM:
1. Markov Assumption: Markov assumption means that the probability of generating the next state depends only on the current state,
2. Independence Assumption: The independence assumption indicates that the probability distribution of generating the current observation symbol depends only on the current state, 2. An efficient system must be able to adjust its sensitivity as time goes by.
3. Misleading information must be identified and eliminated.
The main objective of this study is to improve the risk management process by incorporating technique to rotating the stocks and rotating the optimal portfolios by using HMM. So the study aims to answer the following questions:
• What is the expected performance of the investors about each stock?
• What is the expected stock movements?
• What is the expected adequate time for buying or keeping and selling ?
Contribution of the Study
In this paper we address the following problem:
1. Offering trading rules: There is an obvious lack of trading rules for risk management to determine the adequate time for buying and selling the stock. We introduce such trading rules in this study.
Introducing Hidden Markov Model:
The study offers a new frame that takes into account the problems associated with the traditional formulation of financial time series.
Application on Egyptian Stock Market:
The study applied the introduction frame on Egyptian Stock Market.
The Proposal Frame
The study introduces the frame for risk management to determine the adequate time for buying and selling the stock. So we aim to answer the following three questions:
The proposed frame in Section 6 for learning from time series data consists of detecting patterns within the data, describing the detected patterns, clustering the patterns, and creating a model to describe the data. It uses a change-point detection method to partition a time series into segments, each of the segments is then described by Hidden Markov Model (HMM). Then, it partitions all the segments into clusters, each of the clusters is considered as a state for the HMM. It then creates the transitions between states in the Markov model based on the transitions between segments as the time series progresses. The proposed frame for using the learned model for forecasting consists of identifying current state, forecasting trends, and adapting to changes. It uses a moving window to monitor real time data and creates an Hidden Markov model for the recently observed data, which is then matched to a state of the learned Hidden Markov model.
The study suggests the following steps for constructing a frame for trading the stocks by HMM as shown in Figure 1 . 1. Determine the states; we introduce two states; the first state is buying state, the second state is selling state, {Buy, Sell}; N = 2.
2. Determine the number of distinct observation symbols in each state; the return time series includes five movements symbols {large increase, small increase, no change, small decrease, large decrease}; M = 5.
3. Transform the observation sequence Y = {y 1 , y 2 , . . . , y T } into the state sequence S = {s 1 , s 2 , . . . , s T }.
4. Calculate the initial parameters λ = (A, B, π) of HMM:
• The initial state distribution; π i = Probability of being at state i at time t − 1.
• Transition matrix:
a ij = expected number of transitions from state i to j expected number of transitions from state i (3)
• Emission Matrix. 
5. Find the new optimal state sequence S based on the initial parameters λ = (A, B, π) through solving the three basic HMM problems:
• Find the probability of an observation. Given an observation sequence Y = {y 1 , y 2 , . . . , y T } and HMM parameters λ = (A, B, π) by using forward-backward algorithm (see; (22) , and (23)).
• Find the best state sequence. Given an observation sequence Y = {y 1 , y 2 , . . . , y T } and HMM parameters λ = (A, B, π) by using the Viterbi algorithm (see; (8) , and (23)).
• Parameters re-estimations, Given an observation sequence. This problem can be solved by the Baum Welch algorithm as mentioned in (32).
Section 6.1 proposes a way for risk management of the stocks. Section 6.3 proposes applying the proposed trading rule to the Egyptian Stock Market.
Trading Rule by Financial HMM
The hidden Markov model (HMM) is a class of probabilistic models which is able to capture the dynamic properties of ordered observations. An HMM relates the observations sequence Y = {y 1 , y 2 , . . . , y T } to a hidden state sequence S = {s 1 , s 2 , . . . , s N }. The sequence of hidden states is assumed to be a Markov process. The initial distribution π gives the (prior) probability of a sequence starting in each of the hidden states. The transitions from state to state are then determined by a transition matrix A, with a ij = p(s t+1 = j|s t = i). The parameter set {π, A, B} defining an HMM is collectively denoted by λ. A trained HMM represents a distribution of sequences within a determinate output space. It allows every possible sequence of observations in that space to be assigned a likelihood, which is just the posterior probability of the sequence being randomly generated by the model (in practice, the likelihood of most arbitrary sequences may be extraordinarily close to zero). This is equal to the sum of the joint probabilities with all possible state sequences:
Since the number of sequences grows exponentially with T, and the number of steps required to process each sequence grows linearly, computing this sum directly requires 2T N T operations. Fortunately, by summing the state probabilities of all paths at each time step, it is possible to find the posterior in N 2 T (23). HMM allows for timing investment decision prediction about the stocks. We have two investment decisions; each of them gives a distinctive prediction about the return stock movements on a certain time. Each of the two decisions is a hidden state in the HMM. The return stock movements set has all the movement symbols and each symbol is associated with one state. Each decision has a different probability distribution for all the return stock movements. Each state (decision) is connected to all the other states with a transition probability matrix. The function at each state is called a discrete probability density function. We model the direction of the return movements as follows: Large Increase, Small Increase, No Change, Small Decrease, Large Decrease. But if the stocks don't have movements that include these degree; we can reduce the number of symbols into three symbols only: Increase, No Change, Decrease. The number of the symbols depends on the natural of the stock movements. The process of risk management of the investment is the major investor problem. The proposed trading rule is used to determine the adequate time for buying and selling the stock.
Data Set
We use the general index of Egyptian Stock Market (GI) data set, which is composed mainly of 45 stocks highest transaction volume. The return of the monthly closing values are used as the monthly return value of each stock. The data from January 2004 to April 2008 are freely available on www.efsa.gov.eg.
Applications to the Egyptian Stock Market
We illustrate the suggested steps with all details for constructing financial HMM for trading rule using stock1 as example by using (19) .
• Number of the states N = 2, we have two states; the first state is buying state and the second state is selling state; S = {buying, selling}.
where Y t is the stock return at time t, P t is the stock price at time t, and P t−1 is the stock price at time t − 1.
• Transform the observation sequence Y = {y 1 , y 2 , . . . , y T } into the state sequence S = {s 1 , s 2 , . . . , s T } as in Table 1 .
• The return time series includes five movements or symbols (M = 5). The movements of the return stock as follows: (1) 
• Calculate the initial parameters:
-The starting state probabilities: {π 1 , π 2 , . . . , π N }. π i is the probability of being at state i at time t−1. The probability of being at state 1 (i.e. buy) at the first time = 1.
-The Initial state transition probabilities matrix is calculated as follows : The Initial state transition probabilities matrix A is present in Table  2 , with a ij .
-The Initial emission matrix is calculated as follows : Table 3 shows the initial emission matrix B, with b i (m). • Parameters re-estimations can be solved by the Baum Welch algorithm.
-Transition matrix: Table 4 shows that Stock1 will continue in buying state for %63 of the next month and there are transition from selling state to buying state for %63 of the time. Table 5 shows that buying state leads to increasing the rate of the return for %87 (%49 + %38) of the buying time and %13 of the buying time is in a non change of the rate of the return. Selling state leads to decrease in the rate of the return %38 of the selling state time. • The decision: Referring to the transition matrix in Table 4 and emission matrix in Table 5 , the decision is to keep Stock 1 in the portfolio if it is in the portfolio. This stock is a good investment for short time investments. Similar calculation can be performed for all high return stocks that are similar to Stock1. The transition and emission matrices all other stocks can be obtained in a similar way as for stock1. These are shown in Tables  6 and 7 , respectively. The decision: Referring to the transition matrix in Table 4 and emission matrix in Table 5 , the decision is to keep Stock1 in the portfolio if it is in the portfolio. This stock is a good investment for short time investments. Similar calculation can be performed for all high return stocks that are similar to Stock1. The transition matrices and the emission matrices for all other stocks are obtained in Table 6 and Table7. 
Conclusion and Remark
The study introduces trading rule for determining the timing of exchange of stocks. This trading rule reflects the effective of using HMM instead of MM. Figure 3 shows that instead of combining each state with deterministic output as in Markov Model (MM), each state of HMM is associated with probability function. Moreover, each state is connected to all the other states with the transition probability distribution. The proposal trading model don't only determine the adequate decision for each stock but also allowed to determine the rate of return of timing of each decision. So, we can determining the best time for this decision, see Table 8 . The proposal trading rule for timing of exchange of the stocks includes these advantages:
• Portfolio investors; trading rule can be used for rotating the portfolio or risk management. • Individual stocks investors; determining the best stocks for both of conservative and aggressive investors.
• Transaction for short time; determining the best time for buying and selling the stocks.
