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Abstract
we give a description of the model Un = Xn(1 +Un−1) for n¿ 1 in the case where the Xi are i.i.d random
variables with density x−1 on [0; 1]; (¿ 0). We use it to generate recursively Dickman pseudorandom
numbers (= 1) and to simulate shot noise.
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1. Introduction
The random di%erence equation U1 = X1; Un = Xn(1 + Un−1) arises in several applications. For a
review of theoretical results, we refer to [17]. Among the applications, the case where the Xi are
uniform on [0; 1] appears in the analytical theory of the prime numbers [2], but also in biology
in the so-called alleles di%usion model [18]. For other applications, see [9]. The formulation of
the biological model is quite similar to the one of the cycles length in the random permutations

















 is the Euler constant. Several proofs have been given by Ignatov ([7,8]), but in
fact Vervaat [16] had already handled the problem but not in the Celd of random permutations.
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Here we extend the previous result of Ignatov by taking the density of the Xi as x−1 on [0,1],
which is a natural extension of the uniform law. This framework seems even more adapted for
modelizing the biological applications. A crucial point will be the generalization of the Ignatov’s
computation of the normalizing constant.We give also in Lemma 2, the order of approximation of
P[Un6 1] which could be useful for a conditional generation of pseudorandom numbers U (see the
appendix).
2. Main result
Our main result is the following:
Theorem. Let X1; X2; : : : ; be independent identically distributed (i.i.d) random variables with density
x−1 on [0; 1] (¿ 0). Then the sequence (Un)n¿0 of random variables de7ned by U1 = X1; Un =
Xn(1 + Un−1); n¿ 1, converges in law to a random variable U (here ∀u P[Un6 u] → P[U6 u])
whose density g, continuous on R\{0}, is given by
if x¡ 0; g(x) = 0,
if x∈ [0; 1]; g(x) = e−
 x−1() where 
 is the Euler constant,
and if x¿ 1; g(x) is the solution of the di:erential equation:
xg′(x) = (− 1)g(x)− g(x − 1): (1)
Proof. We apply the method of Chamayou–Letac [4] to prove the existence of a limit in law U for
the sequence (Un):
Let us introduce Zn(x) = X1 + X1X2 + · · ·+ X1X2 · · ·Xn + X1X2 · · ·Xn(1 + x).
Note that Un has the law of Zn(0). Moreover, clearly Z = limn→∞ Zn(x) exists almost surely and
does not depend on x. Under these hypotheses, Chamayou and Letac prove that the sequence (Un)
converges to a limit U which veriCes U d=X (1 + U ) if X has the distribution of the Xi.
The fact that U has a continuous density on R+\{0} and di%erentiable on R+\{0; 1} has to be
proved. Denote by  the law of lnU , by 1 the law of ln (1 + U ) and by  the law of ln X , i.e.,
(dx) = ex1(−∞;0](x) dx. Then  = 1 ∗  and from the property of the convolution product (see
[12, p. 4]),  is absolutely continuous with density f. In this case, 1, which is the image of  by
x → ln(1 + ex) has a density too, say h, and f is given by f(x) = ∫∞max(0;x) h(u)e(x−u) du. It is
easy to verify that f is continuous on R and di%erentiable on R\{0}, thus g has clearly the right
properties.
An easy calculation shows that, if g denotes the density of U , then g(x)=0 if x6 0; g(x)=Kx−1
if x∈ [0; 1] and g(x) = x−1 ∫∞x (g(t − 1)=t) dt for x¿ 1, which gives (1) by di%erentiation.
The delicate point of this note is to show that the number K = limn→∞ P[Un6 1] is equal to
e−
=().




−t =t) dt be the exponential integral function. The properties of this function are
well known (see for instance [1]). Then we have









for n¿ 0, then:
P[Un6 1] = fn(1):





























































































1 + xn−1(1 + xn−2(· · · (1 + x1)) · · ·) :










h(tn−2) · · ·
∫ t2+1
1
h(t1) dt1 · · · dtn−1:















dtn−1 · · · dt1:
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(t − 1)−1kn−1(t) dt: (2)








































Finally, an integration by parts gives the result.


































as x∈V(∞): We can write
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The objects introduced to deal with the problem, in particular, the computation of P[Un6 1], lend
easily to calculations by simulation with the help of random numbers and support the comparison
with the other di%erent numerical approaches given in [6,11]. Moreover, because of the advantage
of decreasing the degree of computational complexity and eventually of validating a new practical
model.
Appendix A. Recursive and iterative pseudorandom variates generators
From Lemma 1, it can be deduced that if the index n of Un is no longer deterministic but random
with probability pn; N being independent of the Un, two cases can be easily handled.
1. N is negative binomial of parameter q and r then











F1(r; 1; qE(x)) dx; (A.1)
where 1F1 is the conMuent hypergeometrical function (see [1]).
2. N is Poisson of parameter ", then
















where I0 is the modiCed zero-order Bessel function (see [1]).
Let us now compare these results to the case where N and the Un are no longer independent.
This will be the case if we generate geometrical (r=1) Dickman random variables (=1, see [2])
recursively with the following algorithm.
Algorithm I. Negative binomial
q: probability of the event.
r0: number of trials.
The Xi are independant pseudorandom variables uniform on [0,1].
Start: set r = 0, Generate X1
X1¡ 1− q?
Yes: if r0 = 1 (geometrical case) output UN = 2X1 otherwise r = r + 1 continue.
No: continue X1(1 + Call program)
Reenter: Generate Xn.
Xr¡ 1− q?
Yes: if r = r0 output UN = X1(1 + (X2(1 + · · ·+ 2Xn) · · ·)) otherwise r = r + 1 continue.
No: continue X1(1 + (X2(1 + · · ·+ Xn(1 + Call program) · · ·))).
This means that if Xn is too small, to output the variable, we replace the call by the expectation
E(U∞) = 1).
Table 1 shows the comparison between the Monte-Carlo computation of P(UN6 1) (dependent
result) for di%erent values of q by algorithm 1 and formula (3) and the Monte-Carlo simulation
Table 1
Negative binomial
r0 q P(U6 1) Formula (A.1) Monte-Carlo
Theoretical numerically
 = 1 Dependent Independent
1 0.8 0.5615 0.682 0.561 0.681
R= 3 R= 5
0.85 0.655 0.562 0.654
R= 1 R= 2
0.9 0.626 0.562 0.625
R= 1 R= 2
2 0.8 0.575 0.562 0.574
R= 2 R= 3
0.85 0.570 0.562 0.568
R= 2 R= 2
0.9 0.566 0.5612 0.565
R= 0 R= 2
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Table 2
Poisson
t P(U6 1) Formula (A.2) Monte-Carlo
Theoretical numerically
 = 1 Dependent Independent
5 0.615 0.5799 0.565 0.5797
R= 4 R= 4
6.7 0.569 0.563 0.568
R= 1 R= 4
10 DiPcult to com- 0.5617 0.5623
pute accurately R= 0 R= 1
of this formula to exhibit the statistical errors (independent result).The limiting value for q → 1 is
demonstrated in the next appendix.
Six nonparametrical tests have been performed on the Monte-Carlo results: (Kolmogorov, Renyi,
Kac, Cramer, Chi-2 (2 classes for P(U61), and for the histogram on u∈[0; 3])). In Tables 1 and 2,
R = ∗ means the numbers of signiCcance test for 99% conCdence, this number of refusals varies
from 0 to six.
Let us now compare these results to the case simulation of shot noise with the following algorithm
which gives similar results as the di%erence equation (1) for t suPciently large (see [3]), t is the




Set S1 = P1 = X1
P1¡ e−t?
Yes: output Ut = e−t
No: continue
Loop: generate Xn, set Pn = Pn−1Xn
Pn¡ e−t ?
Yes: output Ut = Sn−1
No: set Sn = Sn−1 + Pn, continue.
Table 2 shows the comparison between the Monte-Carlo computation of P(Ut6 1) (dependent
results) and formula (A.2) for di%erent values of t and the Monte-Carlo simulation of formula (A.2)
(independant result).The limiting value for t →∞ is demonstrated in Appendix B.
Appendix B
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"E(x) cos () dx












" cos (e−1=2)→ 0 for "→∞:









































Changing of variable u=
√
E(x) in the previous integral, we get E(x)= u2=; e−x=x dx=−2u du=
and if * =
√











" cos ()2 2u du

J.F Chamayou, J.L Dunau / Journal of Computational and Applied Mathematics 154 (2003) 183–193 191








E(x)−√" cos ()2 e−x;
























" cos ()2 du d(:



























































































Let us set I2 = (1− q)
∫∞
1 e












from the deCnition of the gamma function.
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Let now I1 = (1− q)
∫ 1
0 e
−xx−1=() exp(qE(x)) dx. Since E(x) =−
− ln x +O(x) then






exp(−q ln x − q







(1 + (1− q))
(+ 1)





For r ¿ 1, the convergence is even faster of order (1− q)r .
Now we look at the behaviour for r →∞.
From the integral representation of 1F1 in terms of modiCed function, see [10, p. 506]




























































where . is a random variable gamma distributed with parameter r. With (A.4) and . → ∞ in
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