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Completing missing data by imputation
Before imputation, non-endpoint data was 89% complete. While deep learning models could in theory handle missing data well, logistic regression models rely on completeness and consistent classes across folds for good performance. Imputation is an effective and robust way of imputing small amounts of missing data. We specifically used the predictive mean matching method.
Adjusting class imbalance using SMOTE
Class imbalance describes the unequal distribution of the endpoint's classes. In our dataset, gross total resection (GTR) occurred in 68% of cases, and subtotal resection (STR) in 32% of cases, indicating modest but relevant class imbalance. Neural networks perform best when training on approximately balanced data. If unadjusted, this would lead to the models fitting predominantly to the majority class. Thus, an "artificial" accuracy would be achieved because the model would simply bet on the majority class (GTR) whenever unsure. In a certain way, the model would focus almost entirely on the majority class, instead of also learning the features of the minority class. This would result in good accuracy, sensitivity, and area-under-the-curve (AUC) values, but in low specificity, likely making the model unemployable in daily clinical practice. Undersampling of the majority class to approximately the same number of cases as the minority class would effectively solve this problem. However, as we already started off with a relatively small dataset, we chose to employ a powerful validated oversampling technique to slightly enhance the minority class. Often, traditional oversampling, which consists of simply copying existing minority observations to increase their number, has been applied. The synthetic minority oversampling technique (SMOTE), however, provides a more rigid approach by not simply copying existing data, but instead creating synthetic observations using the k-nearest neighbor method in feature rather than in data space. We applied SMOTE with k = 5 and oversampled the minority class. This way, new observations which represent the "mean" of the 5 nearest existing observations, can be generated. These synthetic observations are very similar, but not identical to existing ones. Using this technique, with only a minimal tradeoff in overall accuracy, true validity and good specificity can be ensured. The resulting dataset with 180 observations was used for all three methods of GTR estimation.
Estimating GTR using the Knosp classification
A confusion matrix was generated from true GTR values and those predicted by the binomial Knosp In addition, we calculated an AUC value for the Knosp classification by plotting the sensitivity and specificity of the native Knosp classification as modified by Micko et al. 4 with 6 grades in predicting GTR.
K-fold cross validation
Often, when training models, data is split into three sets: Usually, around 70% of observations are devoted to training, 20% are used for validation while training and searching for the best model, and the final 10% are used to estimate out-of-sample error (OSE). In very large datasets, this is the method of choice. However, in smaller datasets such as ours, valuable data to train on would be lost this way. Therefore, k-fold cross validation (CV) is often used in these situations. Data is randomly split into k folds (partitions). Subsequently, k models are trained on k -1 folds, and each evaluated on the remaining fold. The mean of the performance metrics of the k models corresponds to the OSE. To obtain the final model to be employed in production/clinical practice, a last model is trained on the complete dataset. This method provides the benefit of both being able to reliably assess OSE, as well as training on all of the available data.
Often, many models with differing hyperparameters are trained using CV. The best model is then selected, and its OSE can then be assessed by using repeated CV. This entails carrying out n repetitions of training k models with the final hyperparameters that were chosen. The OSE is then calculated by obtaining the "grand means" (the means of the means) of the n repeated CVs.
For deep learning (DL) and logistic regression (LR) models, we used 5-fold CV to train our models, and identify the best performing model in AUC space by adjusting hyperparameters. The final chosen set of hyperparameters was then evaluated using repeated CV with n = 50 repetitions. OSE was thus estimated from 250 individual models.
Estimating GTR using deep neural networks
A deep multilayer perceptron (MLP) was trained in TensorFlow (Google Brain Team, Google LLC, Mountainview, CA, USA) using the Keras API 1 in R 3.4.4 (The R Foundation for Statistical Computing). The only further data preprocessing steps that were carried out were normalization and one-hot encoding. A MLP with 5 hidden layers was built. All 16 available predictor variables were fed into the model. Every model was randomly initialized. For every dropout hidden layer, we specified a dropout probability of 10% to prevent overfitting and create robust model. 5 The first two hidden layers of the final model had 64 nodes and used rectified linear units (RELU) as activation functions. The third hidden layer had 32 nodes and used RELUs. The fourth hidden layer had 16 nodes and used RELUs. The final hidden layer had 8 nodes and used RELUs. The output layer employed a softmax activation function. For training, we used binary crossentropy loss functions, and an optimizer of type Adam over 350 epochs. We specified a learning rate of 0.001, decay of 0.00001, and batch size of 9.
We obtained the grand means of the performance metrics, as well as their 95% confidence intervals, through repeated CV as described above.
Estimating GTR using logistic regression
A standard binomial logistic regression model was trained and evaluated in 5-fold CV. All 16 predictor variables were fed into the model. Thresholds for class prediction were set at a predicted probability of ≤ / > 0.5. Grand means and 95% confidence intervals of the performance metrics were derived as described above.
Statistically comparing the deep neural network to logistic regression
We evaluated the comparative performance of our deep neural network to the LR model. Because we had obtained 50 means along with 95% confidence intervals from 50 repeated CVs, we were able to use normal statistical testing (Table 3 ). Each performance metric was compared among DL and LR with Welch's two-sample t tests. Intergroup differences along with their respective 95% confidence intervals are reported.
Illustrating the deep neural network's decision-making process
While deep neural networks in most cases have the advantage of higher accuracy compared to conventional statistical methods, they have some drawbacks, among which the fact that they represent "black box" models. This signifies that, although we put in known data and the model outputs a very accurate prediction, we have no overview of how the data is processed inside the model. More traditional machine learning methods often report "feature importance" as a number between 0 and 1. For deep learning models, one simple way of visualizing to what extent a certain variable may have influenced the decision making process is to plot feature importance as polarized correlations (Figure 1) . Negative polarities indicate a negative correlation between a certain feature and gross total resection. A greater deviation from zero implies higher feature importance.
