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Abstract
For micro-datasets considered for release as scientific or public use files, statistical agencies have to face the dilemma of guaranteeing the confidentiality of survey respondents on the one hand and offering sufficiently detailed data on the other hand. For that reason a variety of methods to guarantee disclosure control is discussed in the literature. In this paper,
we present an application of Rubin's (1993) idea to generate synthetic datasets from existing confidential survey data for public release. We use a set of variables from the 1997 wave of the German IAB Establishment
Panel and evaluate the quality of the approach by comparing results from an analysis by Zwick (2005) with the original data with the results we achieve for the same analysis run on the dataset after the imputation procedure. The comparison shows that valid inferences can be obtained using the synthetic datasets in this context, while confidentiality is guaranteed for the survey participants.
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Introduction
In recent years, the public demand for micro data increased dramatically.
But statistical agencies face the dilemma that, although they might be willing to provide all the information required, a release of the datasets might not be possible for confidentiality reasons. The natural interest of enabling as much research as possible with the collected data has to stand back behind the confidentiality guaranteed to the survey respondent:
Once the confidentiality is in doubt, potential respondents might be less willing to provide sensitive information, might give wrong answers on purpose or might even be unwilling to participate at all -with devastating consequences for the quality of the data collected (Lane 2005) .
For that reason, a variety of methods for disclosure control has been developed to provide as much information to the public as possible, while satisfying the disclosure restrictions needed to maintain the quality of the collected data (Willenborg and de Waal, 2001, Abowd and Lane, 2004) .
Especially for German establishment datasets a broad literature on perturbation techniques with different approaches can be found (for example Brand 2000 , Brand 2002 , Brand et al. 1999 , Gottschalk 2005 , Rosemann 2006 ). However, information loss is a disadvantage for some of these approaches, while for others, the analyst needs to know the techniques used for perturbation or some special software is necessary to achieve valid inferences.
This paper discusses an application of Rubin's (1993) given by a single respondent, the synthetic datasets don't provide any useful information.
The remainder of this paper is organized as follows: Section 2 provides a short overview of the multiple imputation framework and its modifications for disclosure control. Section 3 introduces the two datasets used. Section 4 describes the application of the synthetic data approach to the IAB Establishment Panel. Section 5 evaluates this approach by comparing results from an analysis by Zwick (2005) with the original data with results achieved for the same analysis run on the dataset after the imputation procedure. Section 6 discusses the possible disclosure risk that remains when releasing the synthetic data. The paper concludes with some final remarks.
Multiple Imputation

Multiple Imputation for Missing Data
Missing data is a common problem in surveys. To avoid information loss by using only completely observed records, several imputation techniques have been suggested. Multiple imputation, introduced by Rubin (1978) and discussed in detail in Rubin (1987 Rubin ( , 2004 , is an approach that retains the advantages of imputation while allowing the uncertainty due to imputation to be directly assessed. With multiple imputation, the missing values in a dataset are replaced by m > 1 simulated versions, generated according to a probability distribution for the true values given the observed data. each of the m completed datasets. To achieve a final estimate over all imputations, these estimates have to be combined using the combining rules first described by Rubin (1978) . The quantity
estimates the fraction of information about θ that is missing due to nonresponse.
Inferences from multiply imputed data are based on MI θˆ, T, and a Student's t reference distribution. Thus, for example, interval estimates for θ have the form
the t distribution. Rubin and Schenker (1986) provided the approximate
for the degrees of freedom of the t distribution, under the assumption that with complete data, a normal reference distribution would have been appropriate (that is, the complete data would have had large degrees of freedom). Barnard and Rubin (1999) relaxed the assumption of Rubin and Schenker (1986) 
Fully Synthetic Datasets
In 1993, Rubin suggested to create fully synthetic datasets based on the multiple imputation framework. His idea was, to treat all units in the population that have not been selected in the sample as missing data, impute them according to the multiple imputation approach and draw simple random samples from these imputed populations for release to the public. all N values can be drawn from this distribution. Second, make simple random draws from these populations and release them to the public. The second step is necessary as it might not be feasible to release m whole populations for the simple matter of data-size. In practice, it is not mandatory to generate complete-data populations. The imputer can make random draws from X in a first step and only impute values of Y for the drawn X.
The analysis of the m simulated datasets follows the same lines as the analysis after multiple imputation (MI) for missing values in regular datasets (see Section 2.1). However, the calculation of the total variance slightly differs from the calculation of the total variance in MI settings for treating missing data:
This difference is due to the additional sampling from the synthetic units for fully synthetic datasets. Hence, the variance B between the datasets already reflects the variance within each imputation. For a formal justification see Raghunathan et al. (2003) .
If m is large, inferences can be based on normal distributions. For moderate m, a t reference distribution is more adequate. The degrees of freedom are given by
A disadvantage of this variance estimate is that it can become negative.
For that reason, Reiter (2002) suggests a slightly modified variance estimator that is always positive:
, where δ=1 if T f <0, and δ=0 otherwise.
Here, n syn is the number of observations in the released datasets sampled from the synthetic population.
The Datasets 2
For the imputation of the IAB Establishment Panel, we use additional information from the German Social Security Data. In the following Section both datasets will be described in detail.
The German Social Security Data
The German employment register contains information on all employees covered by social security. The basis of the German Social Security Data (GSSD) is the integrated notification procedure for the health, pension and unemployment insurances, which was introduced in January 1973. 3 This procedure requires employers to notify the social security agencies about all employees covered by social security.
As by definition the German Social Security Data only includes employees covered by social security -civil servants and unpaid family workers for example are not included -approx. 80% of the German workforce 4 are
represented. However, the degree of coverage varies considerably across the occupations and the industries.
The notifications of the GSSD include for every employee, among other things, the workplace and the establishment identification number. We use this number to match the selected establishment characteristics aggregated from the employment register with the IAB Establishment Panel.
As we use the 1997 wave of the panel, data are taken from the register for June, 30th 1997 (see Figure 5 in the Appendix for all characteristics used).
The IAB Establishment Panel
The On the structure of the insurance number and on the data office of the pension insurance providers cf. Steeger (2000) . 4 An overview of the data is given in Bender, Hass, and Klose (2000) , a detailed description can be found in Bender, Hilzendegen, Rohwer, and Rudolph (1996) . 5 The approach and structure of the establishment panel are described for example by Bellmann (2002) and Kölling (2000) . 
Application to the IAB Establishment Panel
Generating Synthetic datasets
In a first step, we only impute values for a set of variables from the 1997 wave of the IAB Establishment Panel. As it is not feasible to impute values for the millions of establishments contained in the German Social Security
Data for 1997, we sample from this frame, using the same sampling design as for the IAB Establishment Panel: Stratification by establishment size, region and industry (see Table 4 in the Appendix for an example). Additionally, we have to make sure that every establishment in the survey is also represented in the German Social Security Data for that year.
Merging the two datasets using the establishment identification number reveals that 278 units from the panel are not included in the employment statistics. These units are also omitted leading to a final sample of 7,332
observations.
Furthermore, we have to verify that the stratum parameters size, industry and region match in both datasets. Merging indicates that there are some differences between the two records. If the datasets differ, values from the employment statistics are adopted.
Cross tabulation of the stratum parameters for the 7,332 observations in our sample provides a matrix containing the number of observations for each stratum. For example, one cell of the matrix contains companies specialized in investment goods that are located in Berlin-West with 20 to 49 employees (see Table 4 in the Appendix). Now, a new dataset can be generated easily by drawing establishments from the German Social Security Data according to this matrix. To detect why some firms offer vocational training and others not, Zwick runs a probit regression using the 1997 wave of the Establishment Panel.
The regression (see Table 5 in the Appendix for details) shows that establishments increase training if they expect to lose workers. One reason could be that the market for skilled labour in Germany is small and estab- In the regression, Zwick uses two variables (investment in IT and the codetermination of the employees) that are only included in the 1998 wave of the Establishment Panel. Moreover, he excludes some observations based on information from other years. As we impute only the 1997 wave eliminating newly founded establishments, we have to rerun the regression, using all observations except for newly founded establishments and deleting the two variables which are not part of the 1997 wave. Results from this regression are given in Table 6 in the Appendix and it is evident that the new regression differs only slightly from the original regression.
All the variables significant in Zwick's analysis are still significant. Only for the variable "high number of maternity leaves expected", the significance level decreases from 1% to 5%. Comparing results from Zwick`s regression run on the original data and on the synthetic data are presented in Table 1 .
Results from the Fully Synthetic Datasets
All estimates are very close to the estimates from the real data and except for the variable "high number of maternity leaves expected", for which the significance level decreases to 5% in the synthetic data, remain significant on the same level when using the synthetic data. For all the variables excluding the dummy variable that indicates establishments with 200 to 499 employees, the "true" value from the original dataset lies in the 95% confidence interval of the estimates from the synthetic datasets. This establishment size variable together with the dummy variable for establishments with more than 1,000 employees are the only two variables, for which the absolute deviation between the estimates from the two datasets is higher than 0.1 (0.152 and 0.187 respectively). Obviously Zwick would have come to the same conclusions in his analysis, if he would have used the synthetic data instead of the real data. Zwick (2005) A closer look at the variables used in the analysis further confirms the good quality of the imputation results. Table 2 compares the means for these variables in both datasets. For most of them, the relative deviation of the means is lower than five percent. Only the variable that indicates if many employees are expected to be on maternity leave shows a deviation, that is more than 10%, but one has to bear in mind the low percentage of establishments that expect this to happen (7.37% in the original data). Therefore a relative deviation of 14.34% stems from an absolute deviation that is lower than 0.01. In general the absolute deviation is very low, never higher than 0.05, once more underlining the good results achievable with the synthetic data. These results indicate that valid statistical inferences can be achieved using the synthetic datasets, but is the confidentiality of the survey respondents guaranteed? In our case disclosure of potentially sensitive information is possible, when the following two conditions are fulfilled:
1. An establishment is included in the original dataset and in at least one of the newly drawn samples.
The original values and the imputed values for this establishment
are nearly the same.
Assessing the Disclosure Risk
Re-identification of survey respondents can be achieved by intruders if they link external datasets (for example publicly available business or credit information databases) containing specific characteristics and names with the confidential survey data, hoping to get a single match. To determine the disclosure risk in our setting it is necessary to find out, how many of the establishments from the original IAB Establishment Panel (wave 1997) are also contained in the synthetic datasets and how close the imputed values of these establishments are to the original ones.
As described in Section 5.2 we draw ten new samples from the sampling frame and impute every sample 10 times, ending up with 100 imputed datasets that have to be examined. 61.0 percent of the establishments included in the original survey do not occur in any of the 10 new drawn samples. 14.9 percent are contained in one of the 10 samples while only 5.5 percent can be found more than five times (see Table 3 ). Larger establishments have a higher probability of inclusion in the original survey (for some of the cells of the stratification matrix this probability is close to one). Since we use the same sampling design for drawing new establishments for our synthetic datasets, this means that larger establishments also have a higher probability to be included in the original survey and in at least one of the new samples. Keeping that in mind, having only 25%
of establishments between 200-999 employees and 49% of establishments with 1000+ employees in at least one of the new samples is a very good result in terms of data confidentiality (see Figure 2 ). percent if the number of categories climbs up to 13 (see Figure 3 ). Imputed numeric variables always differ more or less from the original value. To evaluate the uncertainty for an intruder wanting to identify an establishment using the imputed data, we examine the variable establishment size for the 83 establishments that appear in all 100 datasets.
The average relative difference between the imputed and the original values is 21%. A plot of the distribution of the relative difference shows that there are outliers for which the imputed values are two, three or even four times higher than the original ones (see Figure 4) . Thus, for an intruder who wants to identify an establishment using his knowledge of the true size of the establishment, the imputed variable establishment size will hardly be of any use. Summing up the second step, we find that for establishments, which are represented in both datasets, up to 90 percent of some imputed binary variables are identical to the original values. But just one binary variable won't be sufficient to identify a single establishment. Using more binary variables, the risk of identical values will decrease quickly. If, for example, we assume the intruder needs five binary variables for identification and the variables are independently distributed, the risk will be 0.9 5 =0.59.
Still, this only holds, if the establishment she or he is looking for is really included in the synthetic data which is very unlikely to begin with. Normally an intruder needs variables with more information than just two categories for a successful re-identification. But as shown for the variable establishment size, the chance of identifying an establishment by combining information from numeric and categorical variables is almost zero.
Concluding Remarks
In this paper we discuss an application of Rubin's (1993) From the data protection perspective, we show that generating synthetic datasets is an appropriate way of guaranteeing confidentiality. In our setting an intruder has to face two levels of uncertainty: For most establishments, the probability that the establishments of interest are included in the imputed datasets is very low and if they are included, there is no guarantee that the imputed values are (near) the original ones.
Disclosure control to some extent naturally leads to information loss, since the data has to be manipulated in some way. In our paper, we are able to demonstrate that multiple imputation for disclosure control can maintain inference for descriptive as well as for regression analysis. Still, the quality of the synthetic data strongly depends on the imputation model, so gen-erating imputations only for selected variables decreases the risk of biased estimates. For that reason we will apply the partially synthetic approach to the IAB Establishment Panel in a next step. Notes: *** Significant at the 0.1% level, ** Significant at the 1% level; the standard errors are heteroscedasticity-corrected.
Source: Zwick (2005) , p. 169. Notes: *** Significant at the 0.1% level, ** Significant at the 1% level; * Significant at the 5% level, the standard errors are heteroscedas ticity-corrected.
Source: IAB Establishment Panel 1997 without newly founded establishments and establishments not represented in the employment statistics of the German Federal Employment Agency; regression according to Zwick (2005) .
