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Abstract
Let F = (X1 + A31; X2 + A
3
2; : : : ; Xn + A
3
n) : Cn → Cn be a polynomial map with Jacobian
determinant 1 where Ai is a linear homogeneous polynomial in X1; X2; : : : ; Xn. Let M denote the
coe2cient matrix of the linear forms A1; A2; : : : ; An. If rankM ≤ 2 or rankM ≥ n− 2 then F is
linearly triangularizable. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 14E09
A polynomial map F in dimension n is an n-tuple (F1; F2; : : : ; Fn) of polynomials
in C[X1; X2; : : : ; Xn]. The degree of F is de?ned by degF = maxni=1 deg Fi. If G is
another polynomial map of the same dimension then the composition FG is de?ned to
be the polynomial map (F1(G1; G2; : : : ; Gn); : : : ; Fn(G1; G2; : : : ; Gn)). We say that F is
invertible if there exists a polynomial map G of the same dimension such that FG and
GF are both identities, i.e., both are equal to (X1; X2; : : : ; Xn). A polynomial map F is
a Keller map if the determinant of its Jacobian JF=(@Fi=@Xj) is a nonzero element in
C, i.e., det JF ∈ C∗. By the chain rule for Jacobians, invertible polynomial maps are
Keller maps. The famous Jacobian conjecture states that any Keller map is invertible
(see, e.g. [1] or [5]).
A polynomial map is elementary if it is of the form (X1; : : : ; Xi−1; Xi+p; Xi+1; : : : ; Xn),
where p ∈ C[X1; : : : ; Xi−1; Xˆ i; Xi+1; : : : ; Xn]. It is tame if it can be written as a compo-
sition of invertible linear maps and elementary maps. A polynomial map is triangular
if it is of the form (X1 + p1; X2 + p2; : : : ; Xn + pn), where pi is a polynomial in
C[Xi+1; Xi+2; : : : ; Xn]. A polynomial F is linearly triangularizable if it can be made
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triangular by linear conjugation, i.e., there exists a linear invertible polynomial map
 such that F−1 is triangular. It is not hard to show that linearly triangularizable
maps are tame and that tame maps are invertible.
A polynomial map F is cubic linear if it is of the form (X1+A31; X2+A
3
2; : : : ; Xn+A
3
n)
where Ai is a linear form in X1; X2; : : : ; Xn. Druz˙kowski [3] showed that in order to
prove the Jacobian conjecture it is enough to prove it for cubic linear maps. He also
proved in [4] that if the coe2cient matrix of the linear forms A1; A2; : : : ; An has either
rank or corank at most 2 then the cubic linear map is tame. In this note we improve
the above result by showing that these maps must be linearly triangularizable.
When n=5 this has been proved by Hubbers [8, Theorem 8:3] based on his classi?-
cation of the cubic polynomial maps of dimension 4 using extensive machine compu-
tations [7]. The proof contained in this note was discovered using a computer algebra
package but is independent of any result based on machine computations.
Let F = (X1 + H1; : : : ; Xn + Hn) be a Keller map. It is worth noting that if each Hi
is quadratic homogeneous and n ≤ 4, Meisters, Olech, van den Essen and Hubbers
have proved that F is linearly triangularizable (see [6,9]). When each Hi is cubic
homogeneous and n=3, Wright has proved that F is also linearly triangularizable (see
[10]). In [2] it is shown that if Hi is a power of a linear form of degree at least two
and n=3 then F is linearly triangularizable. The main theorem of this note implies that
if each Hi is the cube of a linear form and n ≤ 5 then F is linearly triangularizable.
Theorem. Let F = (X1 + A31; X2 + A
3
2; : : : ; Xn + A
3
n) be a polynomial map where each
Ai is a linear form in X1; X2; : : : ; Xn and det JF = 1. If the coe7cient matrix M
of the linear forms A1; A2; : : : ; An has rank or corank at most 2 then F is linearly
triangularizable.
Proof. Based on the proof of [4, Theorem 2:1] we only have to consider the case where
rankM=2, i.e., the subspace of C[X1; : : : ; Xn] generated by A1; A2; : : : ; An having dimen-
sion 2. First, we may assume that no two nonzero Ai’s are similar. For if Aj = sAi for
some s ∈ C∗ and i¡ j then  F −1=(X1+ LA 31 ; : : : ; Xj−1+ LA 3j−1; Xj; Xj+1+ LA 3j+1; : : : ; Xn+
LA 3n ) where  =(X1; : : : ; Xj−1; Xj−s3Xi; Xj+1; : : : ; Xn) and LAk=Ak(X1; : : : ; Xj+s3Xi; : : : ; Xn)
is a linear form in X1; : : : ; Xn. Since rankM=2, after conjugating F with an appropriate
permutation map, we may assume that A1; A2 are independent and that Ai=piA1+qiA2
for 3 ≤ i ≤ n. Since no two nonzero Ai’s are similar, we have for each i that pi; qi
are both zero or both nonzero. Henceforth, after conjugating with a permutation map,
we may assume there exists k ≥ 2 such that pi; qi are nonzero for 3 ≤ i ≤ k and
pi = qi = 0 for i¿ k.
We ?rst show that after conjugating F with a linear polynomial map, we may
assume that k ≤ 4. Suppose k ≥ 5. Then p3; q3; p4; q4 are all nonzero. Let i =
(X1; : : : ; Xi−1; Xi − p3i X1; Xi+1; : : : ; Xn) and  i = (X1; : : : ; Xi−1; Xi − q3i X2; Xi+1; : : : ; Xn). If
G1 =  n · · ·  3n · · ·3F−13 · · ·−1n  −13 · · ·  −1n , then
G1 = (X1 + LA 31 ; X2 + LA
3
2 ; X3 + 3 LA
2
1
LA2 + 3 LA1 LA 22 ; : : : ; Xn + n LA
2
1
LA2 + n LA1 LA 22 );
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where i=3p2i qi; i=3piq
2
i and LAi is a linear form in X1; : : : ; Xn. Let i=(X1; : : : ; Xi−1; Xi−
i=3X3; Xi+1; : : : ; Xn). If G2 = n · · · 4G1−14 · · · −1n , then
G2 = (X1 + Aˆ 31 ; X2 + Aˆ
3
2 ; X3 + 3Aˆ
2
1 Aˆ2 + 3Aˆ1Aˆ
2
2 ; X4 + 4Aˆ1Aˆ
2
2 ; : : : ; Xn + nAˆ1Aˆ
2
2 );
where i=i−i3=3 and Aˆi is a linear form in X1; : : : ; Xn. Since A3; A4 are not similar,
4 = 3p4q4(p3q4 − p4q3)=p3 = 0. Let i = (X1; : : : ; Xi−1; Xi − i=4X4; Xi+1; : : : ; Xn) for
i ≥ 5. If G3 = n · · · 5G2−15 · · · −1n , then
G3 = (X1 + A˜ 31 ; X2 + A˜
3
2 ; X3 + 3A˜
2
1 A˜2 + 3A˜1A˜
2
2 ; X4 + 4A˜1Aˆ
2
2 ; X5; : : : ; Xn);
where A˜i is a linear form in X1; : : : ; Xn. Note that if G4= −14  
−1
3 
−1
4 
−1
3 
−1
4 G3434
 3 4 then, by tracing back the computation of G2 from F , it is not hard to check that
G4 = (X1 + OA 31 ; X2 + OA
3
2 ; X3 + OA
3
3 ; X4 + OA
3
4 ; X5; : : : ; Xn);
where OAi =pi OA1 + qi OA2 for i=3; 4 and OAi is a linear form in X1; : : : ; Xn. Thus we may
assume k ≤ 4.
Suppose k=4. For convenience, let F=(X1+A3; X2+B3; X3+C3; X4+D3; X5; : : : ; Xn)
where A=
∑
i aiXi, B=
∑
i biXi, C=
∑
i ciXi, D=
∑
i diXi are linear forms in X1; X2; : : : ; Xn.
For convenience, we let
[xy]pq =
[
xp xq
yp yq
]
; [xyz]pqr =

 xp xq xryp yq yr
zp zq zr


and
[xyzw]pqrs =


xp xq xr xs
yp yq yr ys
zp zq zr zs
wp wq wr ws

 :
We also let (xy)pq = det[xy]pq, (xyz)pqr = det[xyz]pqr and (xyzw)pqrs = det[xyzw]pqrs.
Expanding det JF and collecting homogeneous components as a polynomial in A; B; C; D
we see that det JF ∈ C∗ (or det JF = 1) is equivalent to the following:
a1A2 + b2B2 + c3C2 + d4D2 = 0; (J1)
(ab)12A2B2 + (ac)13A2C2 + (ad)14A2D2 + (bc)23B2C2
+ (bd)24B2D2 + (cd)34C2D2 = 0; (J2)
(abc)123A2B2C2 + (abd)124A2B2D2 + (acd)134A2C2D2
+ (bcd)234B2C2D2 = 0; (J3)
(abcd)1234A2B2C2D2 = 0: (J4)
By assumption, we have
C = p1A+ p2B; D = q1A+ q2B: (1)
Since k = 4, pi = 0, qi = 0 for i = 1; 2. Since C;D are not similar, (pq)12 = 0.
Substituting (1) into the left-hand side of (J2), we get a polynomial ((A; B) in A; B.
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Since A; B are algebraically independent as they are linearly independent linear forms,
the coe2cients of A4; A3B; A2B2; AB3; B4 in ((A; B) must be zero giving rise to the
following equations:
p21(ac)13 + q
2
1(ad)14 + p
2
1q
2
1(cd)34 = 0; (2)
p1p2(ac)13 + q1q2(ad)14 + p1q1(p1q2 + p2q1)(cd)34 = 0; (3)
(ab)12 + p22(ac)13 + q
2
2(ad)14 + p
2
1(bc)23 + q
2
1(bd)24
+ (p21q
2
2 + 4p1p2q1q2 + p
2
2q
2
1)(cd)34 = 0; (4)
p1p2(bc)23 + q1q2(bd)24 + p2q2(p1q2 + p2q1)(cd)34 = 0; (5)
p22(bc)23 + q
2
2(bd)24 + p
2
2q
2
2(cd)34 = 0: (6)
Subtracting p1 times (3) from p2 times (2) and p2 times (5) from p1 times (6), we
get
(ad)14 =− p
3
1q2
(pq)12
(cd)34; (7)
(bd)24 =
p32q1
(pq)12
(cd)34: (8)
Substituting (7) and (8) into (2) and (6), respectively, we get
(ac)13 =
p2q31
(pq)12
(cd)34; (9)
(bc)23 =− p1q
3
2
(pq)12
(cd)34: (10)
Substituting (7)–(10) into (4) we get
(ab)12 = (pq)212(cd)34: (11)
Note that from (1), we get ci = p1ai + p2bi and di = q1ai + q2bi for all i. Hence,
(ac)13 = p2(ab)13, (ad)14 = q2(ab)14, (bc)23 = −p1(ab)23, (bd)24 = −q1(ab)24, and
(cd)34 = (pq)12(ab)34. Substituting these into (7)–(11), we have
(ab)14 =−p31(ab)34; (12)
(ab)24 =−p32(ab)34; (13)
(ab)13 = q31(ab)34; (14)
(ab)23 = q32(ab)34; (15)
(ab)12 = (pq)312(ab)34: (16)
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We claim that (ab)ij = 0 for some distinct i; j where 1 ≤ i; j ≤ 4 and consequently,
by (12)–(16), (ab)i; j = 0 for all distinct i; j with 1 ≤ i; j ≤ 4. Suppose this is false. If
a4 =b4 =0 then (ab)14 =0 and we are done. Assume that b4 = 0. From (12), we have
a1 =
a4b1 − p31(ab)34
b4
: (17)
Substituting it into (14), we have (b1 + p31b3 + q
3
1b4)(ab)34 = 0. Since (ab)34 = 0, we
have
b1 =−p31b3 − q31b4: (18)
Similarly from (13), we have
a2 =
a4b2 − p32(ab)34
b4
: (19)
Substituting (19) into (15), we have (b2 + p32b3 + q
3
2b4)(ab)34 = 0, so
b2 =−p32b3 − q32b4: (20)
Substituting (17) and (19) into (16), we have (p31b2 −p32b1 + (pq)312b4)(ab)34 = 0, so
p31b2 − p32b1 + (pq)312b4 = 0:
Substituting (18) and (20) into the above, we have
3b4p1p2q1q2(pq)12 = 0:
Since b4 = 0, we have 3p1p2q1q2(pq)12 = 0, a contradiction. It remains to treat the
case where a4 = 0. But this is symmetric to the case where b4 = 0. Hence (ab)ij = 0
for some and, therefore, all distinct i; j with 1 ≤ i; j ≤ 4 by (12)–(16). Thus, there
exists r ∈ C such that bi = rai for 1 ≤ i ≤ 4. Hence rA − B is a linear form in
X5; : : : ; Xn.
Substituting (1) into (J1) to obtain a polynomial equation in A; B and noting that
A; B are algebraically independent, we see that the coe2cients of A2; AB; B2 must be
zero, i.e.,
a1 + c3p21 + d4q
2
1 = 0; (21)
c3p1p2 + d4q1q2 = 0; (22)
b2 + c3p22 + d4q
2
2 = 0: (23)
Case 1: Suppose r=0. Then b1 =b2 =b3 =b4 =0 and so, by (1), ci=p1ai, di=q1ai
for 1 ≤ i ≤ 4. Hence (21)–(23) become
a1 + p31a3 + q
3
1a4 = 0; (24)
p21p2a3 + q
2
1q2a4 = 0; (25)
p1p22a3 + q1q
2
2a4 = 0: (26)
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From (25)–(26), we get a3 = a4 = 0. By (24), a1 = 0. Hence ai = ci = di = 0 for
i=1; 3; 4. Conjugating F with the permutation map (X1; X4; X3; X2; X5; : : : ; Xn), we obtain
a triangular map.
Case 2: Suppose r = 0. Conjugating with the linear map (X1; X2; X3 − p31X1 −
p32X2; X4 − q31X1 − q32X2; X5; : : : ; Xn), we may assume that
F = (X1 + A3; X2 + B3; X3 + 3p21p2A
2B+ 3p1p22AB
2;
X4 + 3q21q2A
2B+ 3q1q22AB
2; X5; : : : ; Xn);
where A; B are still linear forms in X1; X2; : : : ; Xn.
Similarly, by conjugating with (X1; X2; X3; X4 − (q21q2=p21p2)X3; X5; : : : ; Xn) we may
assume that
F = (X1 + A3; X2 + B3; X3 + 3p21p2A
2B+ 3p1p22AB
2; X4 + 3AB2; X5; : : : ; Xn);
where =q1q2(pq)12=p1 = 0. Conjugating again with (X1; X2; X3−(p1p22=)X4; X4; : : : ; Xn)
we may assume that
F = (X1 + A3; X2 + B3; X3 + 3A2B; X4 + 3AB2; X5; : : : ; Xn);
where =p21p2 = 0. Let t= 3
√
=r = 0. Thus, =t3r. Conjugating with (X1; X2; X3; X4+
t3r3X1 − t3X2 − (t3r2=)X3; X5; : : : ; Xn) we may assume that
F = (X1 + A3; X2 + B3; X3 + 3A2B; X4 + (t(rA− B))3; X5; : : : ; Xn) ;
where rA − B is a linear form in X5; X6; : : : ; Xn. Conjugating with (X1; X2; X3 + *X4;
X4; : : : ; Xn) where * ∈ C we may assume that
F = (X1 + A3; X2 + B3; X3 + 3A2B+ *(t(rA− B))3; X4 + (t(rA− B))3; X5; : : : ; Xn)
After eliminating the A3; B3 terms in the third component as before by conjugating
with appropriate linear maps, we may assume that
F = (X1 + A3; X2 + B3; X3 + 3uA2B+ 3vAB2; X4 + (t(rA− B))3; X5; : : : ; Xn) ;
where u =  − *t3r2; v = *t3r. Pick * = 0 so that u = 0. Let h = 3
√
u2=v, k = 3
√
v2=u.
Conjugating with (X1; X2; X3 + h3X1 + k3X2; X4; : : :) we assume
F = (X1 + A3; X2 + B3; X3 + (hA+ kB)3; X4 + (t(rA− B))3; X5; : : : ; Xn) ;
hence F = (X1 + A3; X2 + B2; X3 +C3; X4 +D3; X5; : : : ; Xn), where D is a linear form in
X5; X6; : : : ; Xn. Therefore d1=d2=d3=d4=0 and, by (21)–(23), a1=b2=c3=0. Hence,
all principal minors of (abcd)1234 are zero. By [4, Lemma 1:2], [abcd]1234, hence M ,
is permutation similar to an upper triangular matrix. Hence, there exists a permutation
map P such that PFP−1 is triangular.
Suppose k = 3. We shall ?nish the proof as above by showing that the principal
minors of [abc]123 are all zero. Since D = 0, by (21)–(23), a1 = b2 = c3 = 0 and we
have from (J2)
(ab)12A2B2 + (ac)13A2C2 + (bc)23B2C2 = 0:
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Hence (ab)12A2B2 =−C2((ac)13A2 + (bc)23B2) so C divides the left-hand side. Since
no two nonzero A; B; C are similar, (ab)12 =0. Similarly (ac)13 =(bc)23 =0. From (J3)
we have (abc)123 = 0.
Suppose k = 2. Then (J1) implies a1 = b2 = 0 and (J2) implies (ab)12 = 0. Hence
a2b1 = 0. If b1 = 0 then F is triangular. If b1 = 0, then a2 = 0 and, after conjugating
it with (X2; X1; X3; : : : ; Xn), F becomes triangular.
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