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Abstract- -Solv ing constant coefficient ordinary differential equations (CCODES) with degree great- 
er than four has long been a problem without precise theoretical or numerical solutions except in 
special cases. We now propose a new accurate theoretical and economic omputer method using 
Taylor's eries to solve CCODES of any degree. 
Keywords- -Ordinary differential equations, MAPLE, Series olution. 
1. INTRODUCTION 
Solving constant coefficient ordinary differential equations (CCODEs), while a fairly small part 
of the whole theory of differential equations, is important due to its extensive use by engineers 
of all varieties, most notably electrical engineers. There are many methods both analytic and 
numeric for the solution of this type of problem, but the precise solution of any with degree 
greater than four is limited to a very small number of special cases, especially in the analytic 
domain. By adapting the power series method, traditionally used to solve variable coefficient 
differential equations, we have developed a method for complete theoretical and surprisingly 
accurate numeric solutions for CCODEs of any degree, made possible through the use of computer 
aids such as MAPLE. 
1.1. Some Notes  on Notat ion  
Let the d th order linear differential equation with constant coefficients be 
P(D)y  = y(d) _ poy(d-1) . . . . .  Pd- lY  = f ( t ) ,  (1.1) 
where y(J) stands for the jth derivative, ~ ,  j = 0, 1 . . . .  , d, of the unknown function y; Po , . . . ,  Pal-1 
are arbitrary real (or complex) constants; and f ( t )  is any analytic function. To determine a unique 
solution, the initial conditions are given as 
y(to) = Yo, y'(to) = y , , . . . , y (d -* ) ( to )  = Yd-1. (1.2) 
In order to solve problem (1.1),(1.2), first find a fundamental set of solutions, ¢1, . . - ,  Cd, of the 
corresponding homogeneous equation 
P(D)y  = 0, (1.3) 
and then use the variation of parameters method (e.g., see [1-6]) to solve problem (1.1),(1.2). 
Many thanks to C.-L. Wang for his assistance and recommendations regarding the theoretical analysis. 
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The current method of choice for solving problem (1.3) is based on the associated characteristic 
equation of (1.3), defined by 
p(,~) = )~(d) _ poA(d-1) . . . . .  Pd-~ = 0; (1.4) 
the companion matrix of P()~) is defined as 1 0) 
• . °  • 
A = " . (1.5) 
0 ...  1 
Pd- 1 Pd- 2 •"" PO 
It is well known that P()Q = det( J I  - A) (see [4,5]). We now cite two theorems from [4] for later 
use .  
THEOREM 1.1. Let Al, . . . ,)~r be the distinct roots of (1.4) and suppose Aj has multipBcity 
mj(1 ~_ j <_ r). Then a fundamental set of solutions for (1.3) is given by the d functions 
t kj- lexp(Ajt),  kj =l , . . . ,m j ,  j= l , . . . , r .  (1.6) 
THEOREM 1.2. I f  ¢1,.. .  ,¢d, is a fundamental set of solutions for (1.3) (such as (1.6)), the 
solution of (1.1),(1.2) is given by 
y(t) = ¢5(t) J0 w(¢1, . . . ,  Cd) (1.7) 
j= l  
where wj (¢1,- • •, Cd) is the determinant obtained from the Wronskian w(¢1,. • •, (~d) = det[¢~ k-l)] 
by replacing the jth column with (0, . . . ,  0, 1) T. 
NOTE 1. In Theorem 1.2, and what follows, to = Yo . . . . .  Yd-1 = 0 in (1.2) can be assumed 
without loss of generality. 
2. H ISTORICAL  DEVELOPMENT 
Since problem (1.1),(1.2) is indeed an old one, a brief survey of its historical development is in 
order. 
2.1. Theoret ica l  Analysis  
It should be noted in passing that by means of the comparison matrix A in (1.5), prob- 
lem (1.1),(1.2) is a special case of a nonhomogeneous linear system (see [4,5,7]). The problem 
then amounts to finding either the Jordan canonical form and generalized eigenvectors ( ee [4,5,7- 
l i  D or an explicit formula for exp(tA) in terms of A and the characteristic roots (or eigenvalues) 
of A (see [12-15]), which means olving equation (1.4). However, "In 1830 Galois (France) demon- 
strated that no general equation whose degree xceeds four can be solved algebraically" (see [16, 
p. 129]). 
In engineering and the sciences, problem (1.1),(1.2) is widely studied by means of Green's 
function (see [17]), Laplace transform (see [2,18]) or operational calculus (see [1,19]). However, 
these three methods are theoretically identical, as far as solving problem (1.1),(1.2) is concerned. 
Thus we choose the method of operational calculus as an example. Using the symbolic notation 
(or operator) D = d ,  the solution y(t) of problem (1.1),(1.2) is readily given by 
y(t) = [P(D)]- l f ( t )  = (D - Aj)m~ f(t)  = E (D Xkj f(t)  
3=I kj=l ~J (2.1) 
= a( t  - a ( ,  
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where 
~'r ~-~'~ ajk~ (t - ~)k~-i exp (Aj(t - ~)) G(t -~)  
~ (k~ - 1)! j=l kj=l 
with 
1 dm~-kj 
, ajk~ = (mj -  kj)! dA~-kJ  P(A) ~=x~ 
The constants ajkj are yet to be determined. 
There has also been a method developed from application of the theory of residues in the 
theory of functions of complex variables together with the method of variation of parameters to
solve problem (1.1),(1.2) (see [11]). However, it will face a consequence similar to that of (2.1). 
By using the existing methods mentioned above, problem (1.1),(1.2) can only be solved in a 
somewhat limited manner. 
2.2. Numerical  Methods 
Of the numerical methods (including predictor-corrector and the Runge-Kutta family), the 
most flexible, stable and well known method is inarguably Runge-Kutta--in fact, the fourth 
order Runge-Kutta, which was used for comparative t sting, is the standard in many circles. 
All of these methods utilize previously calculated values to generate subsequent values which 
forces sequential calculation. Additionally, they have an inherent instability caused by their 
analytic derivations. Error built into the schemes which then force dependence on small step- 
sizes. Sequential generation causes the built-in errors and those that inevitably follow from 
numerical calculation to accumulate and destabilize the iteration scheme. By decreasing the 
step-size, more accurate values can be obtained, but smaller step-sizes are more computationally 
expensive and have higher possibility of round-off error which would also destabilize the scheme 
eventually. 
3.  PROPOSED SOLUTION 
By using the power series solution for ODEs, this work proposes to create a new analytic and 
numerical solution to (1.1),(1.2) which sidesteps many of the problems experienced by current 
analytic and numeric methods. 
3.1. Analyt ic Derivation 
Begin with setting 
OO 
y(t) = ~ aS  ~ a0 = y(0). 
0 
Then, by taking successive derivatives: 
y'(t) = )-~'(.~ + 1)~+~t~ ==~ ~ = y'(o), 
o 
(j + k ) !  ,~ y(~)(0) y(k) (t) 
0 j~ ~j+k~ ~ ak = k---V-. ' 
(j ÷ d - 1)i y(d-1)(0) y(d-1)(t) j! aj+d-1 t3 ~ ad- l=  (d - l ) !  ' 
o 
O0 K-~ (j + d)! ,j y(d)(t) 
/--"0 j~ %+d~ , 
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and by substituting the above values back into (1.3) we get 
) j=o ~-~ (j + aj+dtJ j=o POaj+d-l(j + d -  1)! + plaj+d-2(jj! + d - 1)[ +. . . -4-Pd- la j j !  tJ 
d-1 
E piak- i -1 
=~ ak = k !T i -~- -~- -1~ ! , k > d - 1. 
i=0  
This then allows us to generate solutions for CCODES of any order. Thus, Galois' problem 
(mentioned above) is not our problem: solving equation (1.3) so as to obtain characteristic roots 
is not necessary for our case. MAPLE was used to generate the generalized theoretical ak values 
for a CCODE of order two below. 
NOTE 2. Simplification of factorials as effected manually: 
1 
a0 := ~ (co), 
1 
ai := ~ (c1), 
1 
a2 := ~ (pwo +poe1), 
1 
a3 := ~ ((p0 ~+pl )  cl + pop, c0), 
1 
64 : :  ~ ((p2pl + p21) CO + (p3 _~_ 2pOPl) C1), 
1 
a5 := ~ ((po~Pl + 2pop~) co + (p~ + 3pb l  + p~) cl) ,  
1 2 2 +p3) c ° + (p5 + 4p3pl + 3pop2) cl) a6 := ~ ((p4pl -~- 3 PoP1 
1 3 2 a 7 := ~. ( (p5pl -~- 4 PoP1 -~- 3 pop 3) C O -~- (p6 _~_ 5 p4pl 4- 6 p2p2 4- p3) C1), 
1 4 2 a8 :--~- 8.I ((p6pl "~ 5POP1 -F- 6 p2p 3 -~- p4) cO _~_ (p7 _~_ 6 p5pl ~_ iO p3p2 .~ 4pop3) C1), 
1 10po p  + 4p0p4) a9 := ((po pl + 6 P0Pl + co 
Jr (p8 0 -~- 7 p6pl "Jr" 15 p4p 2 -~- lOp2p 3 -4-p4) el) , 
1 alo := ~ ((poSPl + 7 p6p21 + 15p4p31 + lOp2p 4 + pb) co 
_1._ (p9 -4-8pToPl -'~ 21p5p 2 "1"- 20p3p 3 -f" 5pOp4) Cl) . 
d linearly independent solutions can be obtained from above as follows: 
1 1 1 1 
yo(t) := O.V (1) -4- ~ (plt 2) + ~ (pOPlt 3) + ~. ((pO2Pl +p~) t 4) 
1 1 + ~. (( p3pl + 2pOp~)t 5) + ~. (( p4pl "~- 3p2p 2 + p3) t6) 
1 + ~ (( pbpl + 4p3p21 + 3pOp 3) t 7) 
-4 -  • • • 
1 1 1 1 
y,(t) := ~(t )  + y., (pot s) + ~ ((po ~+PI ) t  3) + ~ ((Po ~ + 2pop~)t ~) 
1 1 _~_ ~. ( (p4 _~_ 3p2pl -4- p2) tb) -f- ~ ((p5.4_4p3pl _~_ 3pop2) t6) 
1 
+ ~ ((p~ + 5 p~pl + 6 p~p~ + p~) t') 
-~-  . . . , 
~(t) := coyo(t) + c~y~(t). 
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When considering the nonhomogeneous case: 
fj(O) t " d-1 piad-(i+l) fk-d(o) 
set f ( t )=z_ ,  j! 3 ==~ ak=Ek! / (k_ i ) !  + k~'  k>d-1 .  (3.1) 
j=0 i=0 
NOTE 3. ak for k < d have no f(t) term, and are still defined as above for the homogeneous 
solution: 
1 
ao := 57., (co), 
1 
al :---- ~. (Cl), 
1 
a2 :----- 2.1 (plco q- pocl q- fo), 
1 
a3 :=  ((p0pl  + + pl)Cl + polo + i l ) ,  
1 a4 := ~. ((p2pl + P~) co + (p3 + 2 POPl) Cl q- (p2 .q_ Pl) fo q- POfl -~- f2) ,  
1 
a5 := 5.1 ((Pa0Pl + 2 pop 2) co + (p4 + 3 p2opl + p~) cl 
q_ (p3 q_ 2p0Pl) Y0 "~- (p2 "~- PI) Yl "~-Pof2 q- f3), 
1 
a6 := 6.1 (( p4pl + 3p~p2 + P31)co + (p~ + 3pop 2 + 4p03pl)cl 
+ (p4 + 3p2pl + p2) fo + (p30 + 2p0Pl) fl + (P~ + Pl) f2 + P0f3 + f4),  
1 a7 := ~.I (( 3p0p31 + p5pl + 4p°3p~) c° + (5p4pl +6p2°p2 + p3 +p0) cl 
+ (195 + 3 pOp 2 + 4 p3pl) fo + (p4 + 3 p2px + p2) fl + (p3 + 2 POPl) f2 
~- (P02 q- PX) 13 -~- P014 -1- /5), 
1 as := ~. ((5p4p~ + p6pl +6p2p 3+ p4)co + (pTo +4p0P 3 -t- lOp3op 2+6p5pl)cl 
+ (5p04p1 +6p~p21 +p3 +p6) fo + (p5 + 3pop~ + 4p03pl) fl 
+ (p4 h- 3p2pl q- p21) f2 q- (I)3 + 2p0Pl) f3 q- (/902 q- pl) f4 q- Pof5 + f6)- 
With the above ak's, the solution (1.7) can readily be given for d = 2. 
3.2. An  Analys is  of the Series Solut ion 
As indicated above, there are several methods for solving problem (1.1),(1.2), all of which 
depend on the solvability of the characteristic polynomial (1.4) so that a fundamental set of 
solutions ¢1, . . . ,¢d  of the corresponding homogeneous equation (1.3) can be found for that 
purpose. It has been shown that the solvability of a general polynomial of degree five or higher 
by radicals was proved to be impossible (e.g., see [16,20]). Consequently, in order to solve 
problem (1.1),(1.2) for the order d > 5, Theorems 1 and 2 given above only provide theoretical 
arguments. However, a fundamental set of solutions wl, . . . ,  Wd of (1.3), which were found above 
in the form of an infinite series, is given as follows: 
1 
wl(t) = 1 + -~l.Pd_lt d+''"  
1 a 
w2( t )=t+~.pd-2t  +'" ,  
2 d w3(t) =t  2+~.pd-3t  +""  , 
: (3.2) 
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wa- : ( t )  = t a-2 + p i t  a +. . .  , 
wa(t)  = t a-1 + ----~. "pot  a +. . . .  
Although wi , . . . ,  wa given in (3.2) are now at our disposal, practical development could not have 
proceeded without MAPLE or the like. 
Regardless of the values of the coefficients Po, P : , . .  •, Pa-  1, the functions wl ,  w2, . . . ,  wa not only 
form a fundamental solution of equation (1.3) which is insured by this linear independence of their 
first terms 1, t , . . . ,  t a-1 but also keep their forms given in (3.2) invariant. On the other hand, the 
values of Po, P l , . . . ,  Pa-1 are crucial to the solvability of the characteristic polynomial (1.4) as well 
as the determination of the companion matrix (which is essential to modern Control Theory), 
and the type of its roots• 
It is easy to show that for any fundamental set of solutions ¢1, - . . ,¢d of equation (1.3), 
¢1 , . . . ,  Cd also form a fundamental set of solutions of (1.3) if 
(i (all "/(:1 )
= " ' (3.3) 
d adl add / d 
with (ao) to be any nonsingular d x d constant matrix. 
In the sense of this relation (3.3), we will establish the relation between the usual theoretical 
solution and the series solution (3.2) of the problem (1.1),(1.2). In fact, for any solution e At of 
the corresponding homogeneous equation (1.3), we have from (1.4), (3.2), and (3.3), 
e = Wl(t)  + +. - .  + (3.4) 
Consequently, we establish the following relation: 
(: / eA : t ,~ 1 /~1 ~ d2- : e x2t. ] = A2. ""... . w2.(t). , (3.5) 
eL / 
which is always true for the set of roots A1,...,  )kd of the characteristic polynomial (1.4) regardless 
of whether the Vandermonde matrix 
If"  11) A2 ...  A~ -1 V = . .. . (3.6) 
/~d " ' '  /~d-1 
is singular or not. 
In case the d roots are different, V is nonsingular, so e~:t ,e ~2t . . . .  ,e A~t and Wl(t ) ,w2(t ) ,  
• . . ,  Wd(t) can be represented in terms of each other. On the other hand, if the d roots are not all 
different, V is singular. In this case, corresponding to the fundamental set of solutions given in 
Theorem 1, we can casewise rearrange and manipulate V in (3.6) to be a nonsingular one. In this 
respect, adetailed account for a general dwill not be exploited here. However, as a demonstration, 
we present a full detail for d = 2 for the cases of homogeneous and nonhomogeneous equations 
as follows. In doing so, we note that the two roots of the quadratic equation 
~2 = p0A + Pl (3.7) 
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are 
1 [.0 - (P2 + 4p1)1/2] (3.8) = [.0 + (.2 + 4.,)'/2] and = 
According to the sign of the discriminant p0 2 + 4pl, we have three cases concerning A1 and A2 
given in (3.8). 
For the case po 2 + 4p1 > 0, we have A, • A2: 
(e ' l '  {wi ( t )  
where 
1 2 1 1 
wl(t)  = 1 + ~p, t  + o:P°plt3 + ~ (P2Pl + P~) t '  
1 
+ ~ (,o~,, + 2,o,~)t' +. . . ,  
(3.1o) 
1 2 1 1 
w2(t) = t -~- ~.pot -}- -~. (p2 _}_ Pl) t 3 -}- ~1 ( p03 ~- 2poPl) t 4 
1 
+ ~ (,o ~ + 3,2, ,  + ,1 ~) t ~ +.. . .  
For the case po 2 + 4p1 = 0, we have AI = A2 = po/2: 
l eAlt 
where wl (t) = e p°t/2 - (1 ~2)pore p°t/2, w2 (t) = te A` t. 
For the case p2 + 4pl < 0, we have A1 = )~2 = a + i~: 
k 
where wl(t )  = e at cos /3 t -a /Z  e at sinZt, w2(t) = 1/~ e at s inZt with a = po/2, Z = [-Po2-4pl] 1/2. 
It  should be noted that  the forms of the functions wi (t) and w2(t) remain the same as indicated 
in (3.10) for the above three cases. We now establish the relation between the usual solution and 
the new series solution of the homogeneous equation (1.3) for d -- 2. 
For the case of the nonhomogeneous equation, setting to -- Y0 -- Yl -- 0 in (1.2) and 
¢1(t) =e  Mr, ¢2( t )=e ~2t, 
oo 
j=0 3. 
in (1.7) for d = 2 (where fj = f(J)(0)), we have 
2 /o~wj(e~, , ,e~,)  /o t i (~) [e~( t_ , , _e~, ( t - , ) ]  
y(t) = Ee  ~jt w(e~l~,e~2~) f(~)d~ = -~2----ffl d~ 
J= '  (3.13) 
1 r ~J(t - ~)k+l d~. 
Setting ~ = fit in (3.13), we have 
~ $'[Ik+1 Ik+1' [~ 1 ] 
1 J:~"2 -- "'1 I ~3j(1 -- ~)k+ld~ tj+k+2 
y(t) -- ~2 )~--""~ j=0 k=0 ~ ~ ~ 
~_:~_~ "t" 1 Ik'l- 1 Ik+1' l )r(k 1 1ix"2 - -  Ill ] F( j  -~- + 2) t j+k+ 2
- ~2 ~---~=0~=0 J ' -~(~ r ( j+~+3)  
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1 ~ f . / ,~k+l  -- ,~lk+l )
_ _ 3 ~ 2 tj+k+2 
A2 A1 j=0 k=0 (J "]- k -~- 2)! 
oo k ~ j+ l  )~jq- 1 
1 ~f~-~=.  - t ~+= (3.14) 
=~(k+2) !  ~1 k=0 j=0 A2 
1 2 1 1 
= ~f0t  + ~(y: + p0f0)t 3 + ~ [f2 +p0f: + (p0 ~ +pl)  f0] t 4 
1 
+ : [S3 + p0f2 + (p~ + pi) S, + (p0 ~ + 2p0p:) f0] t 5 +- . . ,  
which is identical to the result given above as expected. In the integral in (3.14), the evaluation 
of the beta function is used (see [21, p. 170]). 
4. MACHINE EPSILON 
Before practical implementation is covered, certain, perhaps nonstandard, terms should be 
defined as they are used in that discussion. 
Machine epsilon is the smallest number that the computer ecognizes as larger than 1 when 
added to 1 (e + 1 > 1). Machine alpha is the smallest number that the computer ecognizes as 
larger than 0 (a > 0). The maximum value before overflow, a system constant, is also known as 
HUGE_VAL. 
The factors that determine machine epsilon are many, including the hardware involved, lan- 
guage used, and peculiarities of operating systems (for a more detailed discussion, see [21]). 
For C using enforced single precision on a Sun Sparcstation: 
e : 1.19209e-07, 
1/e : 8.38861e+06, 
a : 1.4013e-45, 
1/a : 7.13624e+44. 
For C using single precision on a Sun Sparcstation: 
e : 2.22045 e -  16, 
1/e : 4.5036e+15, 
c~ : 1.4013e-45, 
1/a : 7.13624e+44. 
For C using double precision on a Sun Sparcstation: 
e : 2.22045e-16, 
1/e : 4.5036e+15, 
a :  4.94066 e-324,  
1/a : Inf, 
max_normal : 1.79769e+308. 
The Sparc allows overflow when a calculation produces a number > HUGE_VAL by using the 
special number code INF. 
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For C using single precision on a Vax: 
c : 5.96046e-08, 
1/e : 1.67772e+07, 
: 2.93874 e -39 ,  
1 /a  : core dump, 
HUGE : 1.70141e+38. 
For C using double precision on a Vax: 
e : 1.38778e-17, 
c~ : 7.20576e+16, 
1/e : 2.93874e-39, 
1/~ : core dump, 
HUGE : 1.70141e+38. 
The Vax does not deal well with overflow, and crashes any program when this occurs. 
4.1. P rac t i ca l  Imp lementat ion  Process  
Although it is not necessary for the power series method to generate values in sequence, or 
even at regular intervals, in order to compare this new method with established methods uch as 
Runge-Kutta, solution values were generated at regular intervals over a range of values, and the 
calculated solution values were compared to the "real" solution values as calculated using the C 
compiler built-in library functions. For testing on the Sparcs, values at intervals of 0.1 over the 
range [0, 10) were generated. 
The first things required for a practical application of this method are termination criteria since 
iterating to infinity is not very feasible. Bounding the calculated terms with machine psilon and 
HUGE_VAL, the sum with HUGE, and a check to ensure that the terms begin generated were not all 
zero, the program was allowed to run, regenerating ak, k > d -  1, as required. This scheme, using 
single precision, had errors of machine epsilon or less over the range [0, 4] after which divergence 
between the "actual value" and the calculated value was evident and increased to 2441.18 at 9.9. 
The average rror over [0, 10) was 48.2701, average iterations of the scheme per step was 32.83 
(note: for the purposes of this discussion an iteration is defined to be the generation of ak, thus 
if 10 iterations were taken for one step, a0. . .  a9 were generated for that step). 
Using the same stopping criteria in double precision resulted in errors less than machine psilon 
over the range [0,3]; at 9.9 the error was 1.32058e- l l  with the total error over [0, 10) being 
2.1782 e-09,  the average rror being 2.1782 e - l l ,  and the average iteration per step being 50.02. 
Using the same scheme, but substituting machine alpha and INF proved to be more than human 
patience could endure, so that minimum value was increased to machine c~.l.0 e+15 and allowed 
to run; this resulted in the same total and average rror (to five significant digits) as the previous 
example but with an average of 542.91 iterations per step. 
The interval [0, 10) being somewhat large, more exhaustive tests were performed over the range 
[0, 1). Since the larger the minimum stopping criteria the better, it would clearly be advantageous 
to use a number close to machine epsilon for a minimum stopping criterion instead of a number 
close to machine alpha. As these tests proved (see Appendix C for more detailed information) 
the optimal stopping criteria appear to be the square of machine epsilon for the minimum value 
and INF or HUGE for the maximum value (there not being a discernible difference between the 
two in practice). These then are the stopping criteria that were used for all subsequent tests. 
The calculated errors are a result of hardware and language limitations, in FORTRAN quadruple 
precision is possible, which would no doubt allow greater precision at larger values of t. 
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4.2. Rein i t ia l izat ion 
Since results were uniformly good in the range 0 < t < 1 and the maximum iterations occurred 
just after t > 1 and since all the test problems eventually diverged, a reinitialization scheme was 
devised whereby the system was reinitialized each time t reached 1, thus reducing the number of 
iterations and minimizing divergence over a greater ange. 
Initial conditions are reset from calculated values which, of course, suffer from local truncation 
errors. Thus as could be logically expected, problems of height degree diverged more quickly 
using this scheme. In fact, for higher degree problems, greater accuracy might be maintained by 
resetting the system later, although a method has yet to be devised to determine the optimal 
point. 
5. SPECIF IC  EXAMPLES 
A list of the test case problems appears at the beginning of Appendix B which also contains 
the results in the form of graphs. More detailed error results can be found in Appendix C. 
6. COMPARATIVE  ANALYS IS  OF METHODS 
In all test cases of fourth-order, Runge-Kutta was run in parallel with the series method over 
the same range with the same data. 1000 iterations of the Runge-Kutta scheme were calculated 
for each iteration of the series method. Later an adaptive Runge-Kutta scheme was used on the 
same test problems for comparison. 
6.1. Cost  and Accuracy  
Using identical test data (with 1000 iterations between each of the sample points used for the 
series method), fourth-order Runge-Kutta had a fairly uniform error over a range (3 * 10 -6 in the 
best case) for stable cases. Unstable problems would result in error that grew exponentially (see 
Appendix C). In all cases (including both singe precision schemes but ignoring double precision 
epsilon), the error generated by the series method, over the range [0,5), was less than that 
generated by the Runge-Kutta method. 
Since the average number of iterations, except in the range (1.0, 1.5), is approximately 60, it 
would significantly reduce the cost to store the first 60 aj's instead of just the first d -  1. 
6.2. Behav ior  
The stability of the series method appears to have no correlation with the stability of the 
Runge-Kutta scheme. Higher order problems appear neither better nor worse than lower order 
problems, with respect o stability. The divergence of the series method solutions from the 
theoretical solutions are identical for all test cases, and is almost insignificant with t < 1.0, but 
becomes large as t becomes large. 
7. CONCLUSIONS 
The series method is capable of seeking solutions for both homogeneous and nonhomogeneous 
CCODES. This method is best suited for seeking individual values close to zero. The cost of calcu- 
lating values over a range using this method, when also considering the accuracy, is significantly 
better than fourth-order Runge-Kutta in double precision. The accuracy over [0, 10) in single 
precision is comparable to Runge-Kutta with much fewer iterations of the scheme. 
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APPENDIX  A 
TEST CASE PROBLEMS AND RESULTS 
1. Prob lem:  y" = -4y  + sin(t) ,  
y(0) = 0, 
y'(0) = 0, 
s in(t)  sin(2t) 
Solut ion: y(t)  - 3 6 
2. Prob lem:  y" -- -y  + 2e t, 
y(0) = 0, 
y'(0) = 1, 
Solut ion: y(t)  = e t - cos(t). 
3. Prob lem:  y'" = 2y" - y~ - 2 cos(t), 
y(0) = 0, 
yt(O) = 1, 
y"(0) = 2, 
Solut ion: y( t ) = e t -  cos(t). 
4. Prob lem:  y""~ = y"~ + 2t, 
y(0) = 0, 
y'(o) = o, 
y"(0) = 0, 
y ' (0 )  = 0, 
y" (0 )  = 0, 
t 4 
Solut ion: y(t)  = -2  - t 2 + e t + e - t - -  
12" 
54 C .L . -Y .  WANG 
5. Problem: y""  = 2y"' - 2y" + 3y' - 2y, 
y(O) = O, 
y'(O) = O, 
y"(O) = 1, 
y'"(O) = 1, 
y" (0 )  = 0, 
Solution: y( t )  = (e t  - sin(t) - cos(t)) 
2 
APPENDIX  B 
TEST  CASE RESULT  ANALYS IS  
Statistics are all for power series method unless otherwise stated. Stepsize for power series 
method is 0.1 in all cases. Since the stepsize is fixed at all times, only average rror and average 
iterations per  s tep  are given since it is a simple multiplication by 100 over the range [0, 10], 
or multiplication by 10 over the range [0, 1] to determine the total error and iterations. Power 
series graphs were calculated with termination criteria: rain = a * 100 and max =HUGE,  since the 
results are the same as the more efficient min = e 2 and max -----HUGE, but the extra iterations per 
step more clearly illustrate the information that was used to determine the termination criteria 
which would minimize error and iterations. 
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~xample 2, power series vs. adaptive Runge-Kutta 
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Table 1. VAX single precision enforced, example 1 [0, 10]. 
example 6, 1 6, HUGE 6 2, HUGE OL, HUGE 
Min 5.96046 e -08  5.96046 e -08  3.55271 e -  15 2.938746-39 
Max 1.67772 e+07 1.70141 e+38 1.70141 e+38 1.70141e+38 
average rror 691.536 285.867 285.867 285.867 
average iterations 10.27 29.78 32.86 35.38 
Table 2. VAX single precision, example 1 [0, 10]. 
1 example e, -~ £~ HUGE E 2, HUGE O~, HUGE 
Min 1.38778 e -  17 1.38778 e -  17 1.92593 e -34  2.93874 e -39  
Max 7.20576 e+16 1.70141 e.+38 1.70141 e+38 1.70141 e+38 
average rror 134062 285.867 285.867 285.867 
average iterations 22.86 33.46 35.22 35.38 
Table 3. VAX double precision, example 1 [0, 10]. 
exaxnple c, 1 £, HUGE E 2, ~ E 2, HUGE 0~, HUGE 
Min 1.38778 e -  17 1.38778 e -  17 1.92593 e -34  1.92593 e -34  2.93874 e -39  
Max 7.20576 e+16 1.70141 e+38 5.1923 e+33 1.70141 e+38 1.70141 e-{-38 
average rror 134062 285.881 2942.18 285.881 285.881 
average iterations 22.85 33.46 34.82 35.22 35.38 
Table 4. SPARC enforced single precision, example 1 [0, 10]. 
example e, le e, HUGE 62, e~ 1 62, HUGE O/* 100, ~P- 
Min 1.19209 e -07  1.19209 e--07 1.42109 e -14  1.42109 e -14  1 .40136-43 
Max 8.38861 e+06 Inf 7.03687 e+13 Inf Inf 
average rror 880.1 48.2701 82562.6 48.2701 48.2701 
average iterations 10.67 32.83 19.82 39.06 78.98 
Table 5. SPARC single precision, example 1 [0, 10]. 
example e, e l- e, HUGE 62, e l  £2 HUGE o~ * 100, 100c~ 
Min 2.22045 e -  16 2.22045 e -  16 4.93038 e -32  4.93038 e -32  1.4013 e -43  
Max 4.5036 e+15 Inf 2.02824 e+31 Inf Inf 
average rror 115503 48.2701 6906.36 48.2701 48.2701 
average iterations 22.09 40.51 44.5 54.16 78.98 
Table 6. SPARC double precision, example 1 [0, 10]. 
1 E2 I00 example e, ~ 6, max_normal ¢1 ~2, maxnormal  ct * 100, --g- 
Min 2.22045 e -  16 2.22045 e -  16 4.93038 e -32  4.93038 e -32  4.94066 e -322  
Max 4.5036 e+15 1.79769 e+308 2.02824 e+31 1.79769 e+308 Inf 
average rror 115504 2.1782 e -  11 6906.34 2.1782 e -  11 2.1782 e -  11 
average iterations 22.08 50.02 40.69 69.06 615.93 
31:3-E 
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Table 7. VAX double precision [0, 10], power series method, min = e 2, max = HUGE. 
example 1 2 3 4 5 
total error 28588.1 2.48059 e--05 2.4808 e--05 1.28562 e--05 2.28271 e--05 
average rror 285.881 2.48059 e--07 2.4808 e--07 1.28562 e--07 2.28271 e--07 
total iterations 3522 3370 3412 3482 5829 
average iterations 35.22 33.7 34.12 34.82 58.29 
Table 8. SPARC double precision [0, 10], power series method, rain -- e 2, max -- HUGE. 
example 1 2 3 4 5 
total error 2.1782 e--9 4.45822 e- - l l  7.09166 e--9 2.86199 e- - l l  2.80651 e - - l l  
average rror 2.1782 e- - l l  4.45822 e--13 7.09166 e- - l l  2.86199 e--13 2.80651 e--13 
total iterations 6906 3881 4903 5118 4687 
average iterations 69.06 38.81 49.03 51.18 46.87 
Table 9. SPARC adaptive Runge-Kutta [0, 10] using double precision initial step size 0.1 
and e = 2.22045e-09. 
example 1 2 3 4 5 
# of good steps 1214313 206463 213344 772166 30839 
# of bad steps 30 1 1 1 6148 
total iterations 1214343 206464 213345 772167 36987 
average iterations 12023 2044 2112 7645 468 
total error 3.46841 e -4  2.5044 13615 2.9667 2.89085 e -5  
average rror 2.85627e-10 1.213 e -5  0.0638171 3.84205 e -6  9.37401 e -  10 
Table 10. VAX example 1, power series [0, 1], min = e, max = HUCE. 
precision termination 1 2 3 4 5 
criteria 
enforced 5.96046 e -08  2.25952 e -09  5.75727 e -08  0.0022056 3.69062 e -08  4.41955 e -08  
single 1.70141 e-{-38 10.7273 9 4.81818 9.72727 8.18182 
single 1.38778 e -  17 9.44419 e -  10 3.94881 e -08  5.1409 e -08  8.84628 e -  12 9.68575 e -09  
1.70141 e-{-38 17.8 12.5 13.2 15.6 12.7 
double 1.38778 e -  17 1.09098 e -  18 1.86415 e -07  0.00129487 9.45512 e -  18 1.46043 e -08  
1.70141 e÷38 17.8 8.3 4.8 15.6 8.6 
Table 11. VAX example 1, power series [0, 1], min = e 2, max = HUGE. 
precision termination 1 2 3 4 5 
criteria 
enforced 3.55271 e -  15. 9.44419 e -  10 3.94881 e -08  3.94881 e -08  4.05561 e -08  9.68575 e -09  
single 1.70141 e+38. 16.2 11.5 11.2 14.2 10.6 
single 1.92593 e-34.  9:44419 e -10  3.94881 e -08  5.1409 e -08  8.84628 e -12  9.68575 e -09  
1.70141 e÷38. 28.2 22.3 24 25 23.6 
double 1.92593 e-34.  1.09301 e -  18 1.26635 e -  17 1.26635 e -  17 9.45563 e -  18 5.58364 e -  18 
1.70141 e~38. 28.2 16.3 18.8 25 17.6 
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Table 12. VAX example 1, power series [0, 1], min = a, max = HUGE. 
precision termination 1 2 3 4 5 
criteria 
enforced 2.93874 e-39.  9.44419 e -10  3.94881 e -08  3.94881 e -08  4.05561 e -08  9.68575 e -09  
single 1.70141 e+38. 29.8 25.6 26.3 27.2 26.2 
single 2.93874 e-39.  9.44419 e -  10 3.94881 e -08  5.1409 e -08  8.84628 e -  12 9.68575 e -09  
1.70141 e+38. 29.8 25.6 26.8 27.2 26.7 
double 2.93874 e-39.  1.09301 e -  18 1.26635 e -  17 1.26635 e -  17 9.45563 e -  18 5.58364 e -  18 
1.70141 e+38. 29.8 21.7 23.4 27.2 21.1 
Table 13. SPAaC example 1, power series [0, 1], min = e, max = HUGE. 
precision termination 1 2 3 4 5 
criteria 
enforced 1.19209 e -07  2.59818 e -09  0.00220561 0.00220561 4.66359 e -09  4.97411 e -08  
single Inf 10.5455 4.72727 4.81818 9.45455 8.09091 
single 2.22045 e -  16 9.44419 e -  10 5.1409 e -08 5.1409 e -08  8.84628 e -  12 1.56462 e -08  
Inf 17 10.3 11.6 15 11.5 
double 2.22045 e -  16 1.17229 e -  17 5.80562 e -  12 0.00129487 1.01297 e -  16 1.46043 e -08  
Inf 17 11.6 4.8 15 8.6 
Table 14. SPARC example 1, power series [0, 1], min = e 2, max = HUGE. 
precision termination 1 2 3 4 5 
criteria 
enforced 1.42109 e -  14 9.44419 e -  10 5.1409 e -08  5.1409 e -08  4.87368 e -09  1.56462 e -08  
single Inf 15.6 9.5 10.4 13.8 10.2 
single 4.93038 e -32  9.44419 e -  10 5.1409 e -08  5.1409 e -08  8.84628 e -  12 1.56462 e -08  
Inf 26.8 19.9 22.4 23.6 22.6 
double 4.93038 e -32  1.17473 e -17  1.01308 e -16  6.80012 e -17  1.01298 e -16  6.34909 e -  17 
Inf 26.8 15.5 17.2 23.6 16 
Table 15. SPARC example 1, power series [0, 1], min = (~, max =HUGE. 
precision termination 1 2 3 4 5 
criteria 
enforced 1.4013 e--45 9.44419 e-- 10 5.1409 e--08 5.1409 e--08 4.87368 e--09 1.56462 e--08 
single Inf 35 28 30.2 30.2 29.6 
single 1.4013 e--45 9.44419 e-- 10 5.1409 e--08 5.1409 e--08 8.84628 e-- 12 1.56462 e--08 
Inf 35 28 29.9 30.2 30.2 
double 4.94066 e-324 1.17473 e -  17 1.01308 e -  16 6.80012 e -  17 1.01298 e -  16 6.34909 e -  17 
Inf 157.8 135.1 150.8 140 150.3 
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Table 16. VAX power series with reset [0, 10], min ---- e 2, max ---- max_normal. 
reset 1 2 3 4 5 
value 
0.1 3 .36231e-17 6.19796 e -14  3.16166 e - l l  6 .4312e-13 8.25628 e -13  
21.83 20.74 21.78 23.79 23.59 
0.3 1.37525 e -17  5.12054 e -14  4.67398 e -10  1.52496 e -13  8.34878 e -14  
23.81 22.11 23.17 25.25 24.97 
0.5 2 .14687e-17 2.75967 e -14  1.43152 e -10  2.55892 e -13  2 .7366e-13 
26.78 24.16 25.28 27.46 27.02 
0.7 1 .04271e-17 3.52567 e -14  2.04516 e -10  4.98433 e -14  1.11965e-13 
28.95 25.71 26.93 29.15 28.52 
0.9 1.35415 e -17  4.51574 e -14  9 .76281e- l l  6.64216 e -14  3.75706 e -  14 
30.79 27.11 28.31 35.57 33.1 
1.0 1.49658 e -17  5.57445 e -  14 4 .2735e- l l  9.25391 e -14  1.04425 e -  13 
31.83 27.89 29.09 99.64 value = 104. 
Table 17. SPARC power series with reset [0, 10], min = e 2, max ---- max_normal. 
reset 1 2 3 4 5 
value 
0.1 1.88652 e -16  9.72375 e -13  1.55128 e -09  4.64452 e -12  4.68363 e -12  
20.83 19.7 20.69 22.75 22.54 
0.3 9.55691 e -17  6.58779 e -13  2.09539 e -10  1.03131 e -12  2.16882 e -13  
22.76 21.01 22.03 24.13 23.85 
0.5 1.16918 e -16  5.02571 e -13  2.07017 e -09  1.08487 e -12  3.23907 e -12  
25.27 22.98 24.02 26.22 25.8 
0.7 2.0224 e -16  2.65458 e -13  9.27964 e - l l  3.56449 e -  13 9 .6968e-13  
27.36 24.45 25.55 27.87 27.27 
0.9 1.65471 e -16  2.8019 e -13  2.83338 e -10  1.16403 e -12  2.63386 e -  13 
29.18 25.65 26.85 29.24 28.48 
1.0 1.57434 e -16  3 .6018e-13 4.14659 e - l l  8.58035 e -13  1.25323 e -12  
30.17 26.32 27.55 30.01 29.12 
1.1 1.65291 e -16  2.88126 e -13  1.42277 e -09  5.89774 e -13  1.91697 e -13  
31.77 27.31 28.64 31.19 30.19 
1.2 6.85878 e -17  5.50428 e -  13 1.7949e-10 4.17379 e -13  2.48363 e -  13 
32.29 27.57 28.97 31.56 30.47 
1.5 1.34666 e -  16 3.15864 e -13  1.45007e-10 4.82156 e -13  6.32136 e -13  
33.82 28.5 30.01 32.7 31.39 
2.0 2.46595 e -16  2.94832 e -13  1.38531 e -10  3.48559 e -13  2.96358 e -  13 
36.67 30.03 31.88 34.78 33.1 
5.0 4.25467 e -  14 3.24391 e -13  8.67688 e - l l  4.11502 e -13  5.00741 e -13  
51.81 37.53 41.54 45.18 41.77 
