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1. INTR~DLJCT~~N 
Associated with any algebra A over a field of characteristic not 2 are two 
algebras denoted by A - and A ‘. These algebras have the same underlying 
vector space as A, but are given the products [x, y] = x * y -y * x and 
x o y = 4(x * y + y * x), respectively, where * is the multiplication in A. The 
algebra A is said to be Lie-admissible if A - is a Lie algebra. If each element 
in A generates an associative subalgebra of A under the * product, then A is 
called power-associative. In this investigation we determine all finite- 
dimensional power-associative Lie-admissible algebras A over a field of 
characteristic zero such that A- is a semisimple Lie algebra. In fact, we 
determine these algebras under an assumption weaker than power- 
associativity, namely that the third power identity 
holds for all x in A. 
x * (x * x) = (x * x) * x (1.1) 
The motivation to study this class of algebras comes from the Lie- 
admissible formulations [9] proposed in the treatment of forces not derivable 
from a potential. In these physical contexts power-associativity is generally 
required to have a well-defined notion of exponential. 
2. THE CASE WHEN A - Is SIMPLE 
In this section we consider power-associative Lie-admissible algebras A for 
which A - is a simple Lie algebra. There is no loss in restricting to the simple 
case since we will show later that when A - is semisimple, each simple 
summand is a subalgebra under the * product, and multiplication between 
two summands is easily described. There is no loss either in limiting 
considerations to the case that A- is a split simple Lie algebra, since the 
more general result will follow from that case by scalar extension. 
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THEOREM 2.1. Let A be a finite-dimensional Lie-admissible algebra with 
product * over a field F of characteristic zero such that A- is a split simple 
Lie algebra. If A satisfies the third power identity (1. l), then there exist a 
linear functional ‘t: A --f F and a scalar p E F such that 
X*Y=f[x,Yl+~(x)Y+r(y)x+px#y, (2.2) 
wherex#y=Oforallx,yEAunlessA- isoftypeA,forn>2. WhenA- 
is of type A,,, then A- is identtped with the (n + 1) x (n + 1) matrices of 
trace zero, and the # product is defined by 
X#y=xy+yx- &WY> 17 
where multiplication on the right is matrix multiplication, tr denotes the 
trace, and I is the identity matrix. If the * product is power-associative, then 
j?x # y = 0 for all x, y E A. Conversely, any product * constructed as in (2.2) 
using the Lie multiplication on a split simple Lie algebra gives a third-power- 
associative Lie-admissible algebra, which is power-associative whenever 
px#y=Ofor allx,y. 
Before undertaking the proof we begin with a few general comments. First, 
if A is any Lie algebra with product [ , ] and if r: A -+ F is any linear 
functional on A, then 
defines a product on A which is Lie-admissible and has x * y -y * x = [x, y]. 
The product * is always power-associative since x * x = 2$x)x for each 
x E A. It is also a routine calculation to show that the space of (n + 1) x 
(n + 1) traceless matrices with product specified by (2.2) determines a Lie- 
admissible algebra which is third-power-associative for any choice of /I. 
Therefore, our major efforts are devoted to proving the first direction of 
Theorem 2.1. 
The third power identity is equivalent to 
[x,x*x]=0 (2.3) 
holding for all x E A, and that identity along with the fourth power identity 
(x*x)* (x*x)=x* (x* (x*x)) (2.4) 
are necessary and sufficient conditions in characteristic zero to guarantee 
POWER-ASSOCIATIVE LIE-ADMISSIBLE ALGEBRAS 39 
that A be power-associative [lo, p. 1301. Since the product * can be decom- 
posed into its antisymmetric and symmetric parts according to 
x*y=f[x,y]+xoy, 
relation (2.3) is equivalent to [x, x 0 x] = 0, which has’ as its linearized form 
[x,y~z]+[y,z~x]+[z,x~y]=o. (2.5) 
It follows from this last identity and Eq. (2.4) that 
(x CJ x) 0 (x 0 x) = x 0 (x 0 (x 0 x)) P-6) 
holds for all x EA. Conversely, relations (2.5) and (2.6) together imply that 
(2.3) and (2.4) hold, and hence that A is power-associative, when the charac- 
teristic is zero. Thus, the problem of finding all power-associative Lie- 
admissible algebras of characteristic zero such that A- is a certain specified 
type of Lie algebra can be approached in the following way. Given the Lie 
algebra A with product [ , 1, determine all commutative products x 0 y on it 
such that (2.5) and (2.6) hold for all elements x,y, z in A. The multiplication 
in the power-associative Lie-admissible algebra then must have the form 
x*y=f[x,y] +xoy, 
where x o y is one of these products. 
We prove Theorem 2.1 in a series of lemmas, all of which carry the 
hypotheses that A under the [ , ] product is a finite-dimensional split simple 
Lie algebra over a field F of characteristic zero, and that 0 is a commutative 
product on A satisfying (2.5). 
LEMMA 2.1. If A under the [ , ] product is a Lie algebra of type A,,, 
then there exist a linear functional t: A -+ F and a scalar p such that 
where /3 = 0 if (2.6) is satisfied. 
ProoJ We identify A with the traceless (n + 1) x (n + 1) matrices under 
the product [x, y] = xy - yx, where xy is the usual matrix multiplication. The 
commutative product o on A can be extended to the entire space of (n + 1) X 
(n + 1) matrices by defining Z o x = 0 for all matrices and relation (2.5) 
holds in this extension. In [3] it was shown that such a multiplication on 
matrices is specified by 
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where p is a scalar, r a linear functional, and (T a symmetric bilinear form, 
and where p= 0 if n = 1. (Compare also [l] for the n = 1 case.) In 
particular, when x and y are traceless, then x 0 y E A must have trace zero as 
well, and that implies 
2p tr(xy) + (n + 1) u(x, y) = 0. 
Therefore, 
a(& Y) = ffq tr(xy) 
and 
x~Y=r(x)y+t(y)x+p xyfyx--& 
i 
tr(v> I 
1 
as claimed. The product o extended to the full set of matrices satisfies (2.6) if 
and only if Eq. (2.6) holds for all traceless matrices X. However, it was 
shown in [3], that power-associativity of product 0 on the space of (n + 1) X 
(n + 1) matrices implies that either /I = 0 or r(I) + 2/3 # 0. Since in the 
present circumstances, 
for all y, it must be that r(I) + 2/I = 0, and hence only the case /I = 0 can 
occur when (2.6) is satisfied. We have established Lemma 2.7 and 
Theorem 2.1 in the case that A is of type A,. 1 
For the remaining cases, we assume that A - is not of type A, and that H 
is a Cartan subalgebra of A - with A - = H @ C, Fe, the corresponding root 
space decomposition. 
LEMMA 2.8. There is a linear functional 5: H + F such that for all 
h,h’EH, 
h o h’ = r(h’) h + T(h) h’. 
ProoJ: For h E H, the condition [h, h o h] = 0 implies that h 0 h = h, t 
C4(h)=0 aBeby where h, E H and aB E F. Suppose that h’ E H and that 
h o h’ = h; t C,b,e,. Then 
0=2[h,ho h’] t [h’,hoh]=2 c y(h)b,e,+ c P(h’)a,e,. 
Y(h)++0 4(h) = 0 
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Since the set of e’s appearing in the first sum is disjoint from that in the 
second, it must be that /?(h’) us = 0 for all h’ E H. Thus a4 = 0 for all such /I 
andasaconsequence,hohEHforeachh.Butthen(h+h’)o(h+h’)EH 
for all h, h’ E H, and from that it is apparent that H is a subalgebra under 
the 0 product. 
Consider now the relation 2[h, h 0 e,] + [e,, h 0 h] = 0. Since the second 
term is just a multiple of ecr, it must be the case that h 0 e, = h”+ 
C4(h)=0w4 + be,. Similarly, h’ 0 e, = /? + Cy(h,)=o c,e,+ de,, and 
substituting those two expressions into (2.5), we determine that 
1 B(h’)u,e, + 1 c,y(h)e,=O. 
4+a Y+a 
B(h)=0 y(h')=O 
For a given /l# a arising from h o e,, the element h’ E H can be chosen so 
that P(h’) # 0. Then e4 just appears in the first sum, so that its coefficient u4 
must be zero. We conclude that h 0 e, E H + Fe, for all h E H, and adopt 
the notation 
h 0 e, = T,(h) e, + u,(h), where u,(h) E H. (2.9) 
This last relation then may be used in (2.5) to obtain 
T,(h’) a(h) + t,(h) a(h’) = a(h 0 h’) (2.10) 
for all h, h’ E H and ail roots a. 
Suppose now that {a,,..., a,,} is any basis of the dual H* of H consisting 
of roots, and let h i,..., h, be the basis of H dual to the a’s. By substituting 
h = hi, h’ = hj, and a = ak for k = l,..., n into (2.10) we determine that 
hphj=ciihi+cjihj for 1 < i, j < n, (2.11) 
where cij = rai(hj). Relation (2.11) holds for any choice of basis of H* 
comprised of roots together with its dual basis. In particular, let {a, ,..., a,,} 
denote a fixed basis of simple roots with {h,,..., h,} as its dual and with 
hi0 hj given by (2.11). If A is of type B, or C, for n>2, F,, or G,, the 
Dynkin diagram consists of a chain with the ith node connected to the 
(if I)th node, and from that it follows that a, + ai+l is a root for all 
i = I,..., n-l.Then {a, ,..., ai-,,ai+ai+,,ai+, ,..., a,}isalsoabasisofH* 
composed entirely of roots with {h, ,..., hi, hi+, -hi, hi+2 ,..., h,} as its 
corresponding dual. Therefore 
(hi+, -hi)’ hj=P(hi+, -hi) + ~hj 
42 GEORGIA M. BENKART 
must hold for some 111, v E F for each j # i + 1. It is easy to determine using 
(2.11) that this last equation implies 
(2.12) 
for all j # i, i + 1. It must also be the case that 
(h i+ 1- hi) 0 (hi+ I- hi) = Ithi+ I- hi) 
for some I E F, which gives the following relation 
Ci+l,itl-Citl,i=Ci,itl-Cii (2.13) 
for all i = l,..., n - 1. We can visualize what we have just shown by thinking 
of the matrix whose (i,j) entry is the value cij. All the entries in a given 
column above the diagonal entry are equal, and also all the ones below, and 
there is one further type of relationship among the entries, Eq. (2.13). 
Suppose now that y= miai + .aa + ~a,, is the highest root relative to the 
basis {a, ,..., a,,} of simple roots. In the case that A is of type B, , C,, F, , or 
G,, there is an index k such that mi # mk for any i # k [5, p. 661. For i # k, 
let q1 = m,m, ’ and consider the basis {a, ,..., akwl, y, akt, ,..., a,} consisting 
of roots which has its dual 
{h, -qlhk,..., h,-, -qkplhk, mi’h,,..., h, -qnhk). 
Then for each i # k, the element hi - qi h, squares to a multiple of itself, 
which produces the condition 
cii - qi Cik = cki - qi Ckk (2.14) 
for all i # k. Since qi # 1 for any i # k, Eq. (2.13) can be combined with 
(2.14) for i = k - 1 and k + 1 to show that elk = crk = . . . = cUk. This in turn 
implies via (2.14) that cii = cki for all i. Thus when i < k, all entries below 
and on the main diagonal in the ith column are equal, and for k < i the same 
result holds for the entries above and on the main diagonal. If i < k, then 
from cii - ci,i-l = ci-l,i - ci-l,i--l it follows that cii = ci-l,i so that for each 
i < k, all the entries in ith column are equal. Similarly, for the columns to 
right of the kth column, we may argue with the subscripts i and i + 1. We 
have established that when A is of type B, or C,, where n > 2, F,, or G,, 
then cli = czi = ... = c,,~ for each i. We call that common value ci, and note 
that (2.11) now reads 
hi0 hj=cjhi+cihj. 
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For h=a,h,+ a.. + anh,, let r(h) = a,~, + . . + + a, c, . Then (2.11) extends 
to say h o h’ = r(h’) h + r(h) h’ for all h, h’ E H, and the lemma is proved in 
those cases. 
Suppose next that A is of one of the residual types -D, for n > 4, E,, E,, 
or E,. In each of those cases the Dynkin diagram consists of a simple chain 
which we label by the simple roots {a, ,..., an-r’}, together with a branch 
node, which we assume is labeled by a, and is attached to the simple root ak 
for some k # 1, IZ - 1. The same argument as above shows that for 1 < i ,< 
n - 2 and for 1 <j< IZ such that j# i, i + 1, Eqs. (2.12) and (2.13) hold. 
Using the basis {a, ,..., ak-,, ak + a,, ak+ 1 ,..., a,} which has {h, ,..., hk-r, h,, 
h k+, ,..., h, - hk} as its dual, we determine from 
(ha - hk) 0 hj =p(h, - hk) + Vhj, 
(h, - h,J 0 (h, - h,J = d(h, - h,J, 
that 
cnj = Ckj for all j # k, n, 
C nn - Cnk = ‘kn - Ckk* 
(2.15) 
In the cases E,, E,, and E,, the highest root y= m,a, + ... + m,a, has as 
its maximal coefficient the value of mk. (See Humphreys [5, pp. 58, 661.) 
Therefore, arguing just as in the preceding cases produces Eq. (2.14) 
cii - qi Cik = cki - qi ‘kk 
for i # k, where qi = mimi’ # 1. The identical relations hold then in the 
(n- 1)x (n- 1) ma t rix obtained by deleting the n th row and n th column of 
(cii) as held in the cases above, so that the same reasoning used there works 
here to show that the value in each column of the (n - 1) x (n - 1) matrix is 
constant. When j # k, n we have already established in (2.15) that c,,~ = ckj, 
so that in the n x n matrix the entries in the jth column are all equal for 
each j# n, k. The second part of (2.15) combines with (2.14) for i= n to 
show that the values in the kth column are constant also. Then (2.12) with 
j= n and the second part of (2.15) imply the entries in the n th column are 
equal, as well. The remainder of proof can be copied verbatim from the 
argument above to finish the E, , E,, and E, cases. 
When A is of type D, for n > 4, the value of k is n - 2, and the highest 
root is y = a, + 2a, + .a. + 2a,-* + a,_1 + a,. We derive using the basis 
{y,a2,...,an-2,an-l, a,}anditsdual {h,,h,-2h, ,..., hnA2-2h,,h,-,-h,, 
h, - h,} that 
cii - 2ci, = c,i - 2c,, 
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must hold for all i such that 2 < i < n - 2 and that 
c n-l.n-I - %I,1 = Cl,,-1 --Cl13 
C nn - c,, = Cl, - c,, . 
The first of these relations combines with (2.12) and (2.13) to show that in 
the (n - 2) x (n - 2) matrix obtained by deleting the last two rows and 
columns, each column has constant values. Since (2.12) gives c, _ 1, j = c,- *, j 
and (2.15) gives cJ = c,-,,~ for each j = l,..., n - 3, the values in the first 
n - 3 columns of the n x n matrix are equal. The second relation above in 
conjunction with (2.12) and (2.15) implies that the next to last column has 
that property also, and the third equation and (2.12) show that the result 
holds for the nth column. Finally, relation (2.13) with i = n - 2 and 
Eq. (2.15) together show that the values with the second subscript n - 2 are 
all equal. Proceeding as before, we obtain the conclusion in the D, case to 
complete the proof. 1 
LEMMA 2.16. For any root a, the space H @ Fe, is a subalgebra under 
the o product, and there exists a scalar c, E F such that 
hoe,=r(h)e,+c,h for all h E H, 
(2.17) 
e, 0 e, = 2c,e,. 
ProoJ: In the course of proving Lemma 2.8 we established that relations 
(2.9) and (2.10) must hold for all h, h’ E H and all a. Equation (2.10) with 
Lemma 2.8 gives 
t,(h’) a(h) + z,(h) a(h’) = a(h 0 h’) = 7(h’) a(h) + z(h) a(h’). (2.18) 
If h’ = h, and h lies outside of the kernel of a, then (2.18) implies that 
t,(h) = z(h), while if h belongs to the kernel of a, but h’ does not, again 
t,(h) = r(h). Therefore by linearity t,(h) = z(h) for all h. 
The third power identity combines with (2.9) to show 
[k e, 0 e5] = [h 0 e4, e,] + [h 0 e,, eB] 
= Wh %I + a@,(h)) e, + @)[e,, e,l + P(u,(h>) es 
= a@dh)) e, + P(u,(h)) e5, (2.19) 
and in order for that relation to be true for all h, it must be that e, 0 e, E 
Fe, + Fe, + H. In particular when a = p, then e, 0 e, E Fe, + H, and 
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Fe, + H is a subalgebra as claimed. To be consistent with our previous 
notation, let us write 
e,oe,=2c,e,+h,, 
where c, E F and h, E H. In fact, h, = 0 for each a, since it can be argued 
from [e, 0 e,, eY] = 2[e, 0 eY, e,] that y(h,) = 0 for every root y. We have as 
a result, the second relation in (2.17). 
Corresponding to each root a, there exist roots a2 ,..., a, so that {a, = a, 
a,,..., a,,} constitutes a basis for H* (see [5, p. 511). Suppose then that 
Ih , ,..., h,} is the associated dual basis of H. Since the derivation ad e, is 
nilpotent, a, = exp ad err is an automorphism of the Lie algebra taking H to a 
Cartan subalgebra H’, and mapping h, to h, - e, and hj to hj for all j # 1. 
By Lemma 2.8 there exists a linear functional r’: H’ + F such that 
h’ 0 h” = r’(h”) h’ + r’(h’) h” 
for all h’, h” E H’. Then z’(hj) = r(hj) for alljf 1, and the element h, -e, 
must square to a multiple of itself where 
(h, -e,) 0 (h, -e,) = 2t(h,) h, - 2t(h,) e, - 2u,(h,) + 2c,e,. 
Hence Y(h,-e,)=r(h,)-c, and u,(h,)=c,h,. But then forjf 1 
(r(h,) - c~) hj + r(hj)(hl - e,) = (h, - e,) 0 hj 
= z(h,) hj + z(hj) h, - t(hj) e, - u,(hj) 
which implies u,(hj) = c, hi. Since h, ,..., h, is a basis for H, u,(h) = c, h for 
all h in H, and h 0 e, = z,(h) e, + u,(h) = t(h) e, + c, h as asserted. 1 
As a direct consequence of (2.19) and the fact that u,(h) = c, h for each 
h E H, we have 
COROLLARY 2.20. For all roots a,/?, there exists h,,, E H so that 
e, o e4 = cqea + c,eq + h,,,, where h,,, = 0 if/3 = a. 
Conclusion of the Proof of Theorem 2.1. The theorem will follow 
immediately once it is established that h,,, = 0 for all roots a,/?. However, 
the third power identity (2.5) with e,, e4, eY implies that 
Wky)e, + P(h,J e4 + Y(h,,d ey= 0, 
and from that it is easy to see that h,,, lies in the kernel of y for each root y 
and so must be 0. The definition of r can now be extended to all of A by 
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specifying that r(e,) = c, for each root a, and using linearity. Then Lemmas 
2.8 and 2.16 and Corollary 2.20 combine to say 
for all x,y E A when A is not of type A,, and the proof of the theorem is 
finished. 1 
The result in Theorem 2.1 can be carried over to the nonsplit case by 
using a simple field extension argument in the following way. If A is a finite- 
dimensional Lie-admissible algebra with product * over a field F of charac- 
teristic zero such that A - is a central simple Lie algebra, and if K denotes 
the algebraic closure of F, then the algebra A, = A OF K is a split simple Lie 
algebra. The product * extends to a K-bilinear product on A, which satisfies 
the third power identity precisely when it does so on A. If the product * in 
A, is given by 
for some r: A, --P K, then for x, y E A the right side must lie in A. Therefore, 
7 restricted to A maps A into F. This argument together with Theorem 2.1 
says that for any finite-dimensional third-power-associative, Lie-admissible 
algebra A with product * such that A - is central simple of type not A,, for 
n > 2, multiplication in A is given by (2.2) with px # y = 0. When A- is a 
central simple Lie algebra which lifts to an algebra of type A, for n > 2 there 
are two possibilities for A - [6, p. 3 10, Theorem 131: either (1) there is a 
central simple associative algebra B such that [B, B] = A, or (2) there is a 
simple associative algebra B with involution of the second kind such that 
B = S @ U, where S denotes the symmetric elements and U the skew 
elements relative to the involution. In the first case B = [B, B] @ Fl, and the 
product x by defined to be xy + yx followed by the projection onto 
A = [BB] determines a commutative product on A. The algebra A extends to 
the traceless matrices, and the product x # y extends to a multiple of the one 
discussed in Theorem 2.1. In the second case B = S @ U = S 0 Fq @ [U, U], 
where q is a skew element lying in the center of B, and A = [U, U]. The 
product x # y defined to be xy + yx followed by the projection onto 
[U, V] = A, determines a commutative product on the Lie algebra A- which 
lifts to a multiple of the # product on traceless matrices upon scalar 
extension [2, Lemma 3.31. Thus, if A is finite-dimensional Lie-admissible 
algebra with product * satisfying the third power identity such that A - is 
central simple of type A,, for n > 2, then 
x*y=~[x,y]+?(x)y+r(y)x+px#y (2.21) 
for all x,y E A, where 7 maps A into K the algebraic closure of F, the scalar 
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/I lies in K, and x # y is the product on A described above. Now there must 
exist x, y E A such that x, y and x # y are independent, because that is true 
of the traceless matrices x =y = e,, - eZ2 and x#y=e,, +e,,- 
(4/(n + 1)) I. For that choice of x and y, Eq. (2.21) shows that ,fI E F since 
x * y + y * x belongs to A. But then r must map A into F. To summarize 
what we have just shown we state 
COROLLARY 2.22. Let A be a finite-dimensional Lie-admissible algebra 
with product * over aj?eld F of characteristic zero such that A- is a central 
simple Lie algebra. If * satisfies the third power identity, then 
where z is a linear functional on A, px # y = 0, tf A is not of type A,, for 
n > 2, and x # y is the product defined above tf A is of type A,, for n > 2. If 
A is power-associative, then px # y = 0 for all x, y. 
Remarks. Every simple Lie algebra is central simple over its centroid, so 
that one may apply Corollary 2.22 to the case that A - is any simple Lie 
algebra, by replacing the field by its centroid. In one of the earliest papers 
[ 1 l] on Lie-admissible algebras, Weiner gave a proof of Corollary 2.22 in 
the special case that A - is the 3-dimensional cross product Lie algebra. In 
later work [ 121 Weiner defined a degree one power-associative Lie- 
admissible algebra A as one in which for each x in A, x2 = 2,~ for some 
scalar A,, and showed that the multiplication in A is given by (2.2) with 
Px#y=O. 
The explicit form of the * product in (2.2) enables us to determine when A 
satisfies certain other identities. Recall that an algebra A is said to beflexible 
if (x * y) * x = x * (y * x) for all x, y EA. Clearly the flexibility condition is 
a strengthening of the third power identity. Using Corollary 2.22 we obtain a 
proof of 
COROLLARY 2.23. If A is a finite-dimensional flexible Lie-admissible 
algebra with product * over a field F of characteristic zero such that A- is 
central simple, then 
where x # y is as defined above. If A is flexible and power-associative, then 
x * y = $ [x, y] and A is a Lie algebra. 
This corollary was originally proved in the algebraically closed case by 
Okubo and Myung [8] using adjoint operators and was part of a more 
general theorem proved by Benkart and Osborn [2] using representation 
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theory. The result when A is flexible and power-associative preceded both 
those papers, appearing first in work by Laufer and Tomber [7]. 
Proof. We compute that 
(x*y)*x-x* (y*x)= [x,y] ox+ [xoy,x], 
which shows that an algebra is flexible if and only if 
[xoy,x] + [x,y] ox=0 (2.24) 
for all x,y EA. If A is flexible then, in particular, A satisfies the third power 
identity so that x o y = r(x) y + r(y) x + /Ix # y and that may be substituted 
into (2.24) and the resulting equation simplified to give 
+/?(x#y)#x-Px#(y#x)=O. (2.25) 
When A- is not of type A,, for n > 2, it follows from (2.25) that 
22( [x, y]) x = 0 for all x, y. When A - is of type A,, the transformation ad x 
acts as a derivation on the associative algebra, and thus as a derivation on A 
relative to the # product. Therefore [x # y, x] = x # [ y, x], and the first two 
terms in (2.25) cancel. Since the # product is built out of the associative 
product, it is flexible so that the last two terms disappear as well. Hence if A 
is flexible, then r([x, y]) x = 0 in all cases, which implies that 7( [x, y]) = 0 
forallx,yEA.But [A,A]=A,soitmustbethatr=Oandx*y=i[x,y]+ 
px # y as claimed. fl 
In parallel with the definition of Lie-admissibility, an algebra A with 
product * is termed Jordan-admissible if A + is a Jordan algebra under the 0 
product, that is (x o y) o x2 = x o (y o x2) for all x, y E A, where x2 = x 0 x = 
x * x. Clearly every Jordan-admissible algebra satisfies (2.6). Conversely, it 
is easy to show that the product x o y = 7(x) y + 7(y) x satisfies the Jordan 
identity. As a result we have 
COROLLARY 2.26. If A is a finite-dimensional third-power-associative 
Lie-admissible algebra of characteristic zero with product * such that A- is 
central simple, then A is Jordan-admissible if and only if A is power- 
associative. 
3. THE CASE WHEN A- Is SEMISIMPLE 
We turn our attention now to proving the analogue of Theorem 2.1 when 
A - is semisimple. For this purpose it is convenient to assume that A = 
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S,@ *** 0 S,, where S,: is a simple ideal of A -, and to further suppose 
that the products #i defined on the simple algebras S; as in Theorem 2.1 are 
combined into one product # which is extended to all of A by specifying for 
x E Si, y E Sj that 
x#y=x#jy if i=j, 
=o if i#j. 
THEOREM 3.1. Let A be a fmite-dimensional third-power-associative Lie- 
admissible algebra with product * over a field F of characteristic zero. 
Assume that A - is semisimple and that A = S, 0 . . . @ S,, where S; is a 
central simple ideal of A-. Then for each j there exists a scalar pj, and for 
each ordered pair there exists a linear functional tij: Sj + F so that when 
X E Sj, y E Sj, 
x * Y = f  fxT Y] + 7ji(x) Y + 7ij( Y) X + PjX #Ye (3.2) 
Conversely, any multiplication * defined on a semisimple Lie algebra in this 
manner gives a third-power-associative Lie-admissible algebra. 
ProoJ Assume first that the Lie-admissible algebra A = S, @ a.* 0 S, is 
third-power-associative. Then for x E Si and y, z E Sj with j # i, the first 
term of [x, y 0 Z] + [y, z 0 x] + [z, x 0 y] = 0 lies in Si, while the remaining 
two belong to Sj. Therefore [Si, y 0 z] = 0 for all i #j, which implies Sj is a 
subalgebra under the 0 multiplication, hence also relative to the * product. 
Corollary 2.22 then describes the * product restricted to Sj in terms of a 
parameter and a linear functional, denoted say by /Ij and rjj. 
If x, y, z lie in distinct components, the individual terms in (2.5) are zero, 
showing that Si 0 Sj c Si + Sj when i # j. For each x E Si, let 71,: Sj + Sj 
denote the projection of x o y onto Sj. Then since [y, z o x] + [z, x o y] = 0 
for if j, the transformation n, satisfies [y, 7cX(z)] = [n,(y), z] for all 
y, z E Sj, so that by Lemma 2.1 of [4], nX is a scalar multiple of the identity 
map, whenever F is algebraically closed. Thus, there exists a linear 
functional rji: Si + F such that n,(y) = rjii(x) y for all y E Sj. Reversing the 
roles of i and j, we obtain x o y = rji(x) y + tij( y) x when i fj, to complete 
the proof of (3.2) in the algebraically closed case. When F is not 
algebraically closed, a field extension argument can be used to produce the 
result. Finally, it is easy to verify using (2.5) that any product so constructed 
determines a third-power-associative Lie-admissible algebra. I 
When the multiplication in (3.2) is assumed to be power-associative, then 
by Corollary 2.22, none of the /I terms are present. Also for products given 
by (3.2), power-associativity is equivalent to (2.6) holding, so the Lie 
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structure of the S,‘s can be ignored as well. Therefore, to investigate the 
power-associativity of such products it is sufficient to work in the general 
setting of the next section. 
4. POWER-ASSOCIATIVITY OF PRODUCTS DEFINED BY FUNCTIONALS 
Throughout this section let A = S, @ ..a @ S, be a finite-dimensional 
vector space which is the direct sum of nonzero subspaces Si over a field of 
characteristic zero, and assume that a multiplication 0 is defined on A such 
that 
x o Y = 7ji(x) Y + 7ij(Y) x for x E S,,y E Sj, (4.1) 
where tij: Sj-+ F is a linear functional. 
Idempotent decompositions will play a major role in investigating such 
algebras. Recall [ 10, p. 13 I] that in a finite-dimensional commutative power- 
associative an idempotent e gives rise to the Peirce decomposition A = 
.4,,(e) @A i,*(e) @A i(e), where Aj(e) = (x E A / e 0 x = jx}. The Peirce 
spaces A,(e) and A,(e) are orthogonal subalgebras, and products between the 
remaining spaces are related by 
A l,2(4 0 44 c A l,2W + A &> 
A 1,2W 0 A l,2W c 44 + A de> (4.2) 
f%,,(e) 0 A de> s Me) + A I,2W. 
Assume in the results to follow, unless otherwise specified, that the algebra 
A with product given by (4.1) is power-associative. 
LEMMA 4.3. If sii = 0 = ~~~~ then sji = 0 = 7ij. 
Proof. When tii = 0 = rjj, then (x + v)’ = 2zji(x) y + 2t,( JJ) x for all 
x E Si, y E Sj. If neither zij nor tji are zero, x and y can be chosen so that 
e = x + y is an idempotent. The element x --y belongs to A,(e), but 
(x - y)’ = -e E A i(e) to give a contradiction. It must be then that one of rij 
or rji is zero, say it is tij. Since the left side of Eq. (2.6) with x +y 
substituted is zero, and the right is 2ryJx)y, we conclude zji = 0 also. 1 
LEMMA 4.4. For each j, zji is a scalar multiple of rii and when zii # 0, 
the multiple is 0, 1, or 2. 
Proof: Consider first the case that zii # 0, and let e be an idempotent of 
Si. Then tii(e) = i and every x in Ker rii, the kernel of 7ii, belongs to 
A,,,(e). For each y E Sj, e and y span a 2-dimensional subalgebra, and on 
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that subalgebra the eigenvalues of the operator that is multiplication by e are 
1 and [ = rji(e). Therefore C = 0, i, or 1, and the element y - rrij(Y) e 
belongs to A{(e), where q = 1, 2, or 0, respectively. Since multiplication by 
x E A ,,,(e) maps A,(e) into the other two Peirce spaces, x 0 (y - qrij(y) e) = 
tji(x) y + rij( y) x - (q/2) rij( y) x has no component in A&e). Thus, Zji(X) = 0 
for all x E Ker rii and rji is a multiple of tii. The multiple is determined by 
the value of [ = rji(e), and for the respective choices of [, the appropriate 
multiples are the values claimed -0, 1, or 2. 
Suppose now that rii = 0. If rjj = 0 as well, then rji = 0 by Lemma 4.3, so 
the result holds trivially in this case. We assume then that rjj # 0 and let 
y E Ker rjj. By the first portion of the argument, rij(y) = 0. It is then easy to 
determine from (2.6) with x + y substituted, that rji(x) = 0 for all x E Si. 
Hence rji = 0 in this case also, and the proof is complete. 1 
As an immediate consequence we have 
COROLLARY 4.5. Let J denote the sum of all Sj with rjj = 0. Then J is an 
ideal of A, and J2 = 0. 
Using the fact that for each y E Sj the element y - vsij(y) e belongs to the 
Peirce space A,(e) relative to the idempotent e E Si, where q and < are as in 
the proof of the preceding lemma, it is a routine exercise to show that the 
relations in (4.2) give 
LEMMA 4.6. Assume that rii # 0, and j # i. Then 
(1) rji = 0 implies either rij = 0 or rjj # 0 and rij = 2rjj, 
(2) rji = rii implies rij = rjj, 
(3) rji = 2rii implies rij = 0. 
To aid in describing the relationships among the various functionals, we 
attach a graph to A having m vertices, with the vertex zli corresponding to 
Si. If rii = 0 = rjj, then there is no edge connecting ui and vi. We may 
assume then that one of them, say rii, is nonzero and that the situations 
described by Lemma 4.6 are depicted graphically by 
j i j 
(1) ; 0 or M 
i 
(2) Lo i j (3) - I (4.7) 
respectively. Note that in displaying the graph we write the index i rather 
than ui. The conditions in Lemma 4.6 guarantee that even when both rii and 
rjj are nonzero, the graph is drawn consistently no matter which of the two 
indices is chosen. 
Suppose then that we have a graph with m vertices v, ,..., v, such that each 
pair of vertices either is disconnected or is joined in one of the ways pictured 
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in (4.7). To each index i we let correspond an arbitrary nonzero vector space 
Si and a linear functional rii on Si. If for some j# i the bond between vi and 
uj is of type (3), we further suppose rii # 0, and when the bond is of type (2) 
we suppose at least one of the functionals rii or rjj is nonzero. For each j # i 
we define the functional rji on Si by (1) rji = 0, (2) tji = tii, or (3) rji = 2rii 
according to which case of (4.7) holds, and we let A = S, @ a+. @ S, be the 
algebra with product defined by (4.1). In this way we construct a family of 
algebras corresponding to each graph. A graph is termed allowable if each 
algebra in the family is power-associative. It will be a consequence of 
Theorem 4.14 that each power-associative algebra defined by (4.1) has a 
graph which is allowable. It is clear that any graph consisting of a collection 
of nodes with no edges at all is allowable, as each of the corresponding 
algebras is just the direct sum of the power-associative ideals Si. Also, any 
graph in which each node is connected to every other node by a single edge 
is allowable. In this situation 7ji = zii for all j, and one can define a 
functional 7 such that 7 restricted to Si is zii. Then for x and y in the algebra, 
one has x o y = 7(y) x + 7(x) y, and from that it is easy to see the algebra is 
power-associative. In discussing conditions for more general graphs to be 
allowable, the following result is often useful. 
LEMMA 4.8. Let B be a commutative algebra over F with product 0 and 
let e be an idempotent of B. Assume there are subspaces B,, B,,, , B, such 
that B = Fe + B, + B,,2 + B, and such that e o xj = jx] for xj E Bj. If B, and 
B, are power-associative subalgebras, if BT,, = 0, and ifBi 0 Bj = 0 for i fj, 
then B is power-associative. 
The proof is just a straightforward computation, and so will be omitted. 
. 
COROLLARY 4.9. The graph &’ is allowable. 
Proof: Apply Lemma 4.8 to B = Si + Sj where e is an idempotent of Si, 
B, = 0, B,,, = Ker 7ii and B, = Sj. 1 
We have argued that when A is assumed to be power-associative each 
subgraph of two nodes is one pictured in (4.7) and that conversely, an 
algebra corresponding to each of these graphs is power-associative. 
LEMMA 4.10. Let B be the subalgebra of the power-associative algebra A 
given by B = Si @ Sj 0 S,, where 7ii, zjj, and 7kk are nonzero. If the graph 
of B is connected, then after suitable relabeling, it is one of the following 
Conversely, each of these graphs is allowable. 
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Proof: In all but the last case, the arguments to establish that the 
configurations are allowable proceed just as in the two node cases. In case 
(v) we assume the top vertex is ui and the bottom two are vj and vk. We 
replace rjj and rkk by a single functional r on S = Sj + S, so that r restricted 
to Sj is rjj and to S, is rkk. Defining zji = 0 and 7;: S + F by 7;j = 27, we see 
that case (v) reduces to the two node case k where the second node 
corresponds to S. Hence, each of the diagrams pictured is allowable. 
Suppose then that B = Si + Sj + S, satisfies the hypotheses of the lemma, 
and assume first that the graph of B contains no double bond. Since the 
graph is connected, it must be the one pictured in (4.1 li) or that graph with 
the bottom edge deleted. In the latter case, let the top node be vk and the 
bottom nodes vi and vj. For an idempotent e E Si, each y E Sj belongs to 
B,(e), while for z E S,, z - 2rik(z) e belongs to B,,,(e). Then y o 
(z - 27ik(~) e) = 7jk(~) y + 7,J y) z = 7,Jz) y + rjj(y) z, must be contained in 
B,,,(e) + B,(e). This is impossible since 7kk # 0, and shows that this diagram 
cannot correspond to a power-associative algebra. 
We assume then that at least one double edge is present in the graph of B 
i j 
and that it is labeled c-4~ . We exclude all but the four graphs pictured, 
arguing this time with an idempotent f belonging to Sj. Each x E Si belongs 
to B,(f), and if C = tkj(f) = 0, 4, or 1, then for each z E Sj the element 
z - qrjk(z)f lies in B,(f), where v = 1, 2, or 0, respectively. When [ = 0, the 
product 
is zero, implying 7ki = 0 and 7ik = 7jk. By (1) of Lemma 4.6 and the connec- 
tedness of the graph, it follows that 25,, = tik = 7jk to give the configuration 
in (iv) of (4.11). When C = i and q = 2, the above product has no component 
in B,(f) so that 7ik = 2zjk = 2t,, . The resulting diagram in this case is the 
one in (v) of (4.11). Finally when i = 1 and zkj = 2rjj, there are four 
conceivable configurations, 
i 
L 
j i 
A 
j i 
d h 
j i j 
each of which appears in (4.11). u 
LEMMA 4.12. Let i, j, k be distinct indices with 7kk = 0 and zii # 0. If the 
graph associated with B = Si + Sj + S, is connected, then it is one of the 
following 
(i) 
A 
(ii) 
L 
(iii) 
A 
(4.13) 
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or it is one of the graphs in (4.11) with the top node darkened, where in 
every case the solid vertex corresponds to S,. Each of these graphs is 
allowable. 
Proof. Assume rkk and rii are as specified, and let e be an idempotent of 
Si. Then S, G B,(e) for some 0 = 0, 4, or 1, and for each y E Sj the element 
y - qrij( y) e belongs to B,(e), where C = 0, f , or 1 and v = 1, 2, or 0. If z 
denotes an element of S,, then 
(Y - VijtY> e) O z = rkj(Y) z - Vetij(Y) z* 
In order for the graph to be connected when rii = 0 = rji, the vertex vk 
must be joined to vi and vj. Since B,(e) and B,(e) are orthogonal, the only 
way this can happen is if there is a single bond connecting vk and vi. 
Arguing with Sj in place of Si produces the same result for vk and 2;. Hence 
only the graph depicted in (i) of (4.13) is possible, and a straightforward 
calculation using (2.6) shows that this diagram is allowable. 
When rji = rii, then rij = rjj, [ = 4, and q = 2. The above product has no 
component in B,(e). Therefore rti = 2&, = 2t9rjj, where tki = 28r,, and 6 = t 
or 1. The associated graph is either the one in (i) or (v) of (4.1 l), and each 
of those configurations is allowable. 
If 8 = 0 when s,~ = 2tii, then the product above lies in B,(e) 0 B,,(e) = 0. 
Since rki = 0 = rkj in this case, the graph is disconnected. Therefore we may 
assume 8 # 0. If 0 = 4, then either the graph is one pictured in (ii) or (iii) of 
(4.13) or it is the graph 
k 
i 
The first of these graphs is allowable by Lemma 4.8 and the second by a 
direct computation, but the third fails to be allowable as can be argued using 
an idempotent of Sj. If 0 = 1 when tji = 2rii, the possible diagrams are (ii), 
(iii), and (iv) of (4.1 l), all of which are allowable. 
It remains to consider the case rji = 0, rij = 2rjj # 0. But this case can be 
handled by reversing the roles of i and j in the preceding paragraph, so we 
are done. I 
The next theorem, which is the main result of this section, gives necessary 
and sufficient conditions stated graphically for an algebra defined by (4.1) to 
be power-associative. 
THEOREM 4.14. Let A = S, 0 ... @ S, be a finite-dimensional algebra 
of characteristic zero with multiplication defined by (4.1). If A is power- 
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associative, then each subgraph of the graph of A consisting of two nodes is 
one in (4.7) and of three connected nodes is one given by (4.11) or (4.13), 
and there is no subgraph of the form 
(i) 
K 
(ii) 
EJ 
(4.15) 
where each node in (4.15) denoted by 0 corresponds to an Sj with rjj # 0, by 
l corresponds to an Sj with zjj = 0, and by (ID corresponds to an arbitrary Sj. 
Conversely, every graph having these properties is allowable. 
Proof. Let (x, y, z) = (x o y) 0 z -x o (y o z). Then Eq. (2.6) can be 
rewritten as (x 0 x, x, x) = 0 or in its linearized form as 
(4.16) 
where II runs over all permutations of the set { 1, 2, 3,4}. Assume that A has 
a subgraph of the form specified by (4.15) where the nodes designated by 0 
correspond to j, k, 1, and let w E Sj, x E S,, y E S,, and z E Si be chosen so 
that z, rjj(w), tkk(x), and r,[( y) are all nonzero. Then the left side of (4.16) 
with w, x, y, z substituted is just 12rjj(w) r,Jx) rl,( y) z # 0 in the first case, 
and -12rjj(w) rkk(x) r,1( y) z # 0 in the second. The arguments we have just 
given together with Lemmas 4.10 and 4.12 show the necessity of the 
conditions. To establish the suffkiency, let us observe that (4.16) implies 
that A is power-associative if and only if each subalgebra consisting of four 
or fewer summands is power-associative. It suffices then to assume that A = 
s, + s, + s, + s,, where the sum of any three subspaces is power- 
associative and where the graph of A is not one of the two described by 
(4.15). 
After renumbering the subspaces and corresponding vertices if necessary, 
let us assume that rr,,..., rkk are nonzero and that each of the vertices 
uz,--3 vk is connected to v, by a single bond. It follows from Lemma 4.10 
that each node vi is connected to each vi by a single edge. Hence in S = S, @ 
. . + @ S,, multiplication can be defined by a single linear functional. If u is a 
vertex of the graph connected to some vj, then by Lemmas 4.10 and 4.12, 
whatever type of bond connects u to vj, that same type must bond u to each 
vi. Thus, as in the proof of Lemma 4.10, we may replace S, ,..., S, with the 
subspace S and collapse the vertices to a single vertex. Therefore, if k > 1, 
then by our assumptions A is power-associative. It suffices to assume in the 
remainder of the proof that if rii # 0, then for each j with rjj # 0, the 
corresponding nodes are not connected by a single edge. 
Let us focus now on a vertex vi of the graph corresponding to Si, where 
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rii # 0. Suppose B, is the sum of those S, with rki = 2rii, and let B,,, be the 
sum of the kernel of rii together with those S, having r,! = 0 and rli = rii. Let 
e be an idempotent in Si, and for each j with rji = 0, let Sj denote the 
subspace of elements of the form y’ =y - rij(y) e. If B, is the sum of all the 
subspaces Sj, then A = Fe + B, + B,,, + B,, and it follows from the power- 
associativity of triples of subspaces that B, and B, are subalgebras and 
B, 0 B, = 0 = B1,2 0 B,,,. 
Suppose first that for some index i with rii # 0 the associated spaces B, 
and B, are nonzero. We need to verify that (4.16) holds for w, x, y, z, where 
w, x, y lie in distinct subspaces of the form Sj E B,,? or B,, or S,! E B,, and 
where z E Si . If z E Ker rii, then since B, 0 Ker tii G Ker rii , B ,,* 0 Ker rii = 
0 = B, 0 Ker rii and B, # 0, then all terms in (4.16) are zero. We may 
assume then that z = e. Since Fe + B, + B, is power-associative by 
Lemma 4.8, it suffices to suppose further that w  E Sj G B,,, , x E Si E B,, 
and y E S, c B,, where i,j, k, 1 are distinct. But in this situation the left side 
of (4.16) reduces to 
5(woy)ox-5(wox)oy. (4.17) 
By the power-associativity of Si + Sj + S, and Si + Sj + S,, w  0 x = Aw and 
w  o y = ,UW for some scalars 2, ,u. Therefore, (w o y) o x = &w = (w o x) o y to 
show that (4.17) is zero. Hence whenever for some index i the corresponding 
spaces B, and B, are nonzero, A is power-associative. 
It sufftces to assume now that for each index i with rii # 0 either the 
associated space B, or B, is zero. Consider first the case that B, = 0. If for 
every S, 5 B, we have r,[ = , 0 then A is power-associative by Lemma 4.8. 
But if for some S, s B, we have rll # 0, then the space L?, associated with 
the index 1 is zero, since ri, = 0 implies 8, # 0. In this way we may reduce to 
just considering the case that for some index i, the space B, is zero, and Z = 
Fe + B, + B,,*. In this situation there can exist at most one index k with 
rik = 22,,, # 0, for if two such existed then there would be a subgraph of the 
following form 
The first graph is not allowable by Lemma 4.10, and the remaining two can 
be ruled out by the reductions we have made. Again let w, x, y lie in distinct 
subspaces of the form Sj c B,,? orSjGEB,andletzESi.IfzEKerriiand 
SjEB,/, for j # i, all terms in (4.16) are zero. We may assume then w, x, y 
lie in distinct spaces of the form Sj E B,, Since there is at most one k # i 
with rik = 2r,, # 0, we may also assume w  0 z = AZ, x 0 z = 0 = y 0 z. But 
then it is easy to show that all terms in (4.16) vanish. Consider finally, the 
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case that z = e. If there are no Sj c B,,? with j # i or if there is more than 
one, then all terms in (4.16) with w, x, y, e substituted are zero. Thus, we 
may assume w E Sj E B,,2r ~ES,,andyES,,wherer,~=O=r,~.Wemay 
further assume by the above arguments that til = 0. Suppose now that 
xow=kw,yo W=,UUW, xoy=vy+rrx, and eox=pe. Then the left side of 
(4.16) with e, w, x, y reduces to 
(~A,u - 3v,u - 37rA - 3,~up + np) w. (4.18) 
Because of the assumptions on the spaces fi,, and B, attached to the index k, 
and because no single bond can join uk and U, when rkk and rl, are nonzero, 
either tik or rk, is zero and either 7,k or tkl is zero. Consequently 7cp = 0, and 
either v or p is zero. We use those two results together with the fact that 
following graphs 
are not allowable to show that except for the two diagrams displayed in 
(4.15), Eq. (4.18) is zero for all other possible graphs. 
Consider first the case tik = 0, that is p = 0. Then vk and u, play identical 
roles, so we may assume with no loss of generality that r,k = 0, and hence 
v = 0. Of course if rjk = 0, then A= 0 and (4.18) is zero. We may suppose 
rjk # 0, and since there can be no subgraph of the form in (4.19), it follows 
that rjk = tkk to give a single bond between vj and vk. Then the only 
connected graph that does not contain a subgraph of the type in (4.19) or 
that is not of the type in (4.15i) is the diagram 
Here rkj = 2~,, and rjjr = 7,, to say n = 2,~. Thus (4.18) is zero. 
Consider then the case 7ik = 2r,,. In this situation rk, = 0 and II = 0. If 
rjr = 0, then ,U = 0 and (4.18) is zero. Thus, by this argument and by the fact 
that the first graph in (4.19) cannot occur, we may assume rj, = t,,. So far 
we have reduced to considering graphs having the following bonds present 
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By examining the possible connections between Vj and vk, and vk and v,, we 
see that only the diagrams 
do not produce a subgraph of one of the types in (4.19) or a graph of the 
form (4.15ii). In the first case p = 21 and v = 0, and (4.18) becomes 
6@ - 3,up = 6& - ~,DA = 0. In the second p = v = ,I to force (4.18) to be 
zero. We conclude that the conditions are suffkient to insure the power- 
associativity of A. 1 
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