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Formation of cluster crystals in an ultra-soft potential
model on a spherical surface
Stefano Franzini,∗a,b Luciano Reatto,a and Davide Pinia
We investigate the formation of cluster crystals with multiply occupied lattice sites on a spherical
surface in systems of ultra-soft particles interacting via repulsive, bounded pair potentials. Not all
interactions of this kind lead to clustering: we generalize the criterion devised in C. N. Likos et
al., Phys. Rev. E, 2001, 63, 031206 to spherical systems in order to distinguish between cluster-
forming systems and fluids which display reentrant melting. We use both DFT and Monte Carlo
simulations to characterize the behavior of the system, and obtain semi-quantitative agreement
between the two. We find that the number of clusters is determined by the ratio between the
size σ of the ultra-soft particles and the radius R of the sphere in such a way that each stable
configuration spans a certain interval of σ/R. Furthermore, we study the effect of topological
frustration on the system due to the sphere curvature by comparing the properties of disclinations,
i.e., clusters with fewer than six neighbors, and non-defective clusters. Disclinations are shown to
be less stable, contain fewer particles, and be closer to their neighbors than other lattice points:
these properties are explained on the basis of geometric and energetic considerations.
1 INTRODUCTION
Clustering is a phenomenon in which particles of a fluid aggre-
gate into mesoscopic structures1. While it is well known that
this behavior can arise from the competition between short-range
attractions and long-range repulsions2, which model depletion
and electrostatic forces in colloidal fluids, another class of interac-
tions can also lead to clustering: soft particles interacting through
purely repulsive bounded potentials can also form clusters at high
density3.
In this case, clustering is a cooperative phenomenon where
each particle favors complete overlap with few particles over par-
tial overlaps with many particles4–6. The clusters formed in these
fluids form crystals with a number of peculiar properties such as
mass transport7,8, and unusual reactions to compression9–11 and
shear12.
However, not every soft repulsive potential leads to clustering:
another predicted phenomenon which can occur in fluids of this
class is that of reentrant melting, where crystals only form at low
temperatures and melt upon compression. Based on the behav-
ior of the structure factor S(k) in the bulk within the scope of the
mean field approximation, Likos et al. proposed a criterion to
predict clustering in fluids with bounded, repulsive interactions1.
It states that potentials having power spectra (i.e. Fourier trans-
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form) with a negative minimum at k 6= 0 lead to the formation of
cluster crystals with multiple site occupancy at high density and
all temperatures.
More recently Edlund et al. found a similar criterion for pat-
terning in spin systems, showing rigorously that the patterned
ground states arise from the presence of a negative minimum in
the energy spectrum of the interaction potential13.
In this work we investigate the clustering phenomenon in fluids
of particles constrained to the surface of a sphere.
In recent years the topic of phase transitions on the sphere has
attracted increasing attention because of its relevance as a model
for many systems14–17. For example, the biological world offers
numerous instances of ordered structures on spherical geome-
tries, such as viral capsids18, lipid rafts19 or pollen patterns16.
Moreover there is a great interest in self-assembled patterns on
spherical surfaces due to the possibility of exploiting such phe-
nomena to manufacture patchy particles avoiding current limita-
tions of the top-down approach20–23.
Spherical systems not only offer an interesting research topic,
but also new challenges. The curvature introduces an additional
lengthscale to the system, the radius of the sphere, and the finite
size of the surface means that properties of the system depend
separately on the surface area and the number of particles it con-
tains, rather than simply on the density24. Moreover, ordered
structures are also subject to topological frustration, which is the
geometric impossibility of establishing local order everywhere in
space: in practice this means that any crystal or vectorial field
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displays a certain number of irreducible topological defects called
disclinations24–26.
We focus our attention on the generalized exponential model
of order 4 (GEM-4), which describes a fluid of ultra-soft particles
interacting via a pair potential displaying the clustering behavior
mentioned above. Although our investigation is purely theoreti-
cal, it comes as a natural question asking which physical system
may be described by this model, and could be realized experimen-
tally, at least in principle.
It is not trivial to individuate such a system: in fact, while soft
potentials can be used to model the effective interactions between
the centers of mass of non compact macromolecules such as poly-
mers, dendrimers or microgels, only some specific molecules dis-
play the attitude to form clusters.
In this respect, an important issue is to which extent ultra-soft
pair interactions intended to model the forces between two iso-
lated macromolecules can be trusted at the densities at which
clustering is expected to occur. A simulation study27 of an assem-
bly of ring polymers has shown that many-body effects substan-
tially modify the effective pair interaction, to the point that clus-
tering does not take place. On the other hand, it has been found
that flexible amphiphilic dendrimers do allow the formation of
cluster crystals, although many-body effects are still very impor-
tant3,4,28. In our case dendrimers of this kind could be grafted
to a biological membrane, such as a liposome. It is interesting
to note that the realization of such a system is already possible
through existing techniques, currently employed in the synthe-
sis of drug carriers with enhanced durability29,30. However, it
is fair to say that, even for an isolated pair of dendrimers, the
two-dimensional substrate is expected to affect the form of the
effective interaction with respect to that in the bulk, as shown
for star polymers confined on a plane31. This is true a fortiori in
the present case of a curved substrate, especially when, as in the
present study, the size of the effective particles cannot be consid-
ered small with respect to the sphere radius. This point has not
been investigated here since we are not interested in focusing on
a specific physical system, but rather in finding how the spherical
topology affects the phase behavior with respect to the extended
case for a given interaction model.
The paper is laid out as follows: in Section 2 we introduce our
model potential for ultra-soft particles on the surface of a sphere.
Then, our first objective is to generalize the clustering criterion to
spherical systems and describe the density-functional theory used
in this study. This is done in Sections 3.1 and 3.2 respectively. In
order to test the theoretical predictions, we also performed Monte
Carlo simulations according to the procedure briefly explained in
Section 4. Our results are presented in Section 5. Specifically,
in Section 5.1 we discuss theoretical and simulation results for
the homogeneous fluid phase, while in Section 5.2 we display
the phase diagram of the GEM-4 potential on the sphere, fea-
turing the cluster crystal phases found at high density. A more
detailed characterization of the cluster crystals is provided in Sec-
tion 5.3, where we focus especially on the differences between
disclinations and non-defective clusters by employing both DFT
and Monte Carlo simulations of the model. Our conclusions are
drawn in Section 6. Finally, in Appendix A we give some tech-
nical details of the numerical method adopted to minimize the
free-energy functional.
2 MODEL
Because of its simplicity and ability to form clusters32, we focus
on the investigation of the generalized exponential model of order
4 (GEM-4) on the sphere surface. This is a model for colloidal
particles constrained to the surface of a sphere and interacting
through a bounded, purely repulsive soft pair potential (figure 1)
defined by
w(r) = ε exp
[
−
(
r
σ
)4]
(1)
Here ε and σ define the energy and length scales of the model,
and r is the distance between two interacting particles.
This can be used to represent the effective interactions between
amphiphilic dendrimers3. In this picture, σ can be interpreted as
the gyration radius of the dendrimers, and the soft repulsive in-
teractions arise from the steric hindrance between monomers of
overlapping dendrimers. Because of the entropic origin of the
effective interaction, one has ε ∼ kBT , T being the absolute tem-
perature, and kB the Boltzmann constant, so that the system is
actually athermal. However, hereafter we shall follow the lines of
references9,33 in regarding ε as fixed, and taking the dependence
on temperature into account. Clearly, this includes the instance
of an athermal interaction as a special case.
Taking into account a system of dendrimers helps us define
what distance convention we use: in fact, when considering par-
ticles on a sphere, one can either use the usual euclidean distance
of the three dimensional space, or the geodesic distance on the
sphere (which corresponds to the so called "curved line of force"
convention). While it may seem that this has little effect on the
model, this choice also has repercussions on the definition of the
pressure24.
In our specific case, the dendrimers spread along the surface of
the sphere and cannot penetrate it, so the shortest physical path
connecting their centers of mass is given by the great circle pass-
ing through them. The length of this curve defines the geodesic
distance, which for two points Rxˆ and Rxˆ′ on a sphere of radius R
can be written as
r = Rcos−1(xˆ · xˆ′) (2)
where xˆ and xˆ′ are normalized vectors directed along the lines
connecting each point with the center of the sphere. Given that
xˆ · xˆ′ = cosθ , where θ is the angle between the two points, we may
rewrite the potential simply as
w(xˆ · xˆ′) = ε exp
[
−
(
arccos(xˆ · xˆ′)
σ/R
)4]
= εe
−
( θ
σ/R
)4
(3)
Here we notice that while in the bulk the only lengthscale is
given by the potential range σ , thus allowing to rescale the system
exactly by changing its value, here there is a competition with
a second extrinsic lengthscale, the sphere radius R, so that the
system does not scale exactly with σ anymore, and its behavior is
controlled by the ratio σ/R.
2 | 1–14Journal Name, [year], [vol.],
0.0 0.5 1.0 1.5 2.0 2.5 3.0
θ
0.0
0.2
0.4
0.6
0.8
1.0
1.2
w
(θ
)
σ/R= 0. 900
σ/R= 0. 700
σ/R= 0. 500
Fig. 1 The GEM-4 potential for different values of the ratio σ/R.
To show that this potential leads to clustering on the sphere, in
the next section we will obtain a clustering criterion valid on the
sphere surface by adapting the argument in1.
3 THEORY
3.1 Clustering criterion
In this section we establish a criterion for microphase formation
on the sphere surface in fluids of particles interacting through soft
pair potentials w(θ). We will set the sphere radius R = 1 in the
following argument.
Following reference1, potentials of this kind can be divided in
two classes depending on the phase behavior of the fluid, namely
on whether it displays reentrant melting or clustering at high den-
sities. If the power spectrum displays a negative minimum at a
wavenumber k 6= 0, then the homogeneous state will be unsta-
ble at high densities at all temperatures, and the fluid will form
clusters; otherwise, increasing the density will lead to reentrant
melting. The former characteristic defines the so called Q± class
of soft pair potentials.
In the case of a potential defined on the sphere, the power spec-
trum is given by the coefficients of its expansion over the basis of
eigenfunctions which diagonalize the laplacian operator4, which
on the sphere are the spherical harmonics Y`,m(θ ,ϕ). However,
since the potential is isotropic, we can write its expansion using
only the zonal spherical harmonics Y`(θ) ≡ Y`,m=0(θ ,ϕ), which
are also proportional to the Legendre polynomials P` (cos(θ)). We
obtain, dropping the index m,
w(θ) = ∑`w`Y`(θ)≡ ∑`
√
2`+1
4pi
w`P` (cos(θ)) (4)
The spectrum of the potential, displaying the peculiar negative
minimum which leads to clustering, is shown in figure 2.
To proceed we treat the homogeneous fluid within the mean
field approximation (MFA), which is justified by the theoretical
work in reference33. The MFA ansatz for the direct correlation
function c(θ), which is also isotropic, is given by
c(θ) =−βw(θ). (5)
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Fig. 2 Spherical harmonic expansion of the GEM-4 potential for different
values of the ratio σ/R. The harmonic degree `∗ of the negative minimum
increases as σ/R decreases.
We use this approximation as a closure of the Ornstein-Zernike
(OZ) equation34 for the total correlation function h(xˆ · xˆ′), which
on the sphere takes the form24
h(xˆ · xˆ′) = c(xˆ · xˆ′)+ρ
∫
S2
dxˆ′′ c(xˆ · xˆ′′)h(xˆ′′ · xˆ′) (6)
this can be solved by expanding the correlation functions on
the basis of the laplacian eigenfunctions24, which again are the
spherical harmonics. This gives an analytic solution for the coef-
ficients of the total correlation function
h` =−
βw`
1+βρ
√
4pi
2`+1w`
(7)
We can then define an analogous of the structure factor S` for
a fluid on the surface of a sphere as√
4pi
2`+1
S` =
1
1+βρ
√
4pi
2`+1w`
(8)
As in the bulk case, we can encounter two cases depend-
ing on the behavior of w`: (i) w` decays monotonically from
w`=0 = 1√4pi
∫
S2 dxˆw(xˆ) > 0 to the value w` = 0 as `→ ∞. (ii) w`
displays an oscillatory behavior at large `, which means that it at-
tains negative values in certain intervals. We call `∗ the harmonic
degree at which w` has its minimum negative value.
In the latter scenario, S` displays a maximum in correspon-
dence to `∗, which becomes a singularity when
ρ =−
√
2`∗+1
4pi
kBT
w`
(9)
By analogy with the bulk case, we call λ -line the set of points in
the phase diagram defined by equation (9). It delimits the region
where the homogeneous phase is unstable.
In fact, the appearance of a singularity in the structure factor
signals an instability of the homogeneous phase, since one can in-
terpret S` as the response function to an infinitesimal perturbation
of harmonic degree `, on the basis of the fluctuation-dissipation
theorem35. Hence, the divergence of the structure factor at `∗
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suggests the appearance of an inhomogeneous phase with modu-
lations of characteristic lengthscale ∼ 2piR/`∗.
Notice that in equation (9) an increase in temperature can be
compensated by a corresponding increase in density, so that the
clustering behavior is present at all temperatures.
Similarly to the clustering criterion obtained here, Edlund et
Al.17 find a correspondence between the presence of a negative
minimum in the energy spectrum of the interaction potential in
spin systems on the sphere and patterned ground states.
Figure 2 shows the presence of the negative minimum in the
spherical harmonic expansion of the GEM-4 potential at `∗ 6= 0.
Hence, this potential belongs to the Q± class and can lead to the
formation of inhomogeneous phases on the sphere.
3.2 Density-functional theory
Having shown that the GEM-4 fluid forms stable inhomogeneous
phases above a certain density does not tell us much about the
nature of these phases. In order to obtain the phase diagram
of the model and to characterize the inhomogeneous phases we
employ a simple density-functional theory consisting of a mean
field perturbation of a reference fluid, which in our case, since
the interactions are bounded, is the ideal gas.
In this picture we write the grand potential functional βΩ[ρ] as
a sum of three terms
βΩ[ρ] = βFid [ρ]−βµN+βFex[ρ]
βFid −βµN =
∫
S2
dxˆρ(xˆ)
[
ln
(
ρ(xˆ)δ 2TH
)−1−βµ]
βFex =
1
2
β
∫ ∫
S2
dxˆdxˆ′ ρ(xˆ)ρ(xˆ′)w(xˆ · xˆ′),
(10)
where δTH =
√
h2β
2pim is the thermal length on the sphere surface,
equivalent to the one found in the bulk bidimensional case.
Notice that for the homogeneous fluid this is equivalent to the
mean field approximation used in the previous section. In fact we
can obtain the isotropic direct correlation function c(xˆ · xˆ′) from
its definition35
c(xˆ · xˆ′) =− lim
ρ(xˆ)→ρ
δ 2βFex
δρ(xˆ)δρ(xˆ′)
=−βw(xˆ, xˆ′). (11)
The use of this mean field functional for arbitrary inhomoge-
neous phases has been justified in reference33.
The problem of individuating the stable phase is then reduced
to the search of the distribution ρ(xˆ) which minimizes the grand
potential functional for a given thermodynamic state. These min-
ima must be solutions of the Euler-Lagrange equation obtained
by differentiating the grand potential
δβΩ
δρ(xˆ)
= ln
(
ρ(xˆ)δ 2TH
)−βµ+β ∫
S2
dxˆ′ ρ(xˆ′)w(xˆ · xˆ′) = 0, (12)
from which we can obtain an exact solution for the homoge-
neous state by setting ρ(xˆ) = ρ¯
βµ = ln
(
ρ¯δ 2TH
)
+βρ¯
∫
S2
dxˆ′w(xˆ′). (13)
Notice that the homogeneous state is not necessarily a mini-
mum of the grand potential, and in fact it cannot be a minimum
beyond the λ -line, but is always a stationary state, so we can use
this solution to parametrize the chemical potential and eliminate
the thermal length in equation (12)
βΩ[ρ] =
∫
S2
dxˆρ(xˆ)
[
ln
(
ρ(xˆ)/ρ¯
)−1−βµex]+
+
1
2
β
∫ ∫
S2
dxˆdxˆ′ ρ(xˆ)ρ(xˆ′)w(xˆ · xˆ′),
(14)
where µex = ρ¯
∫
S2 dxˆ
′w(xˆ′) is the excess chemical potential.
This way the thermodynamic state of the system is specified by
setting the values of the temperature T , the ratio σ/R, and the
putative density ρ¯. The equilibrium mean density ρ is then equal
to ρ¯ for the homogeneous state, and is expected to be slightly
larger in the inhomogeneous phases.
To obtain the density profile of the inhomogeneous phases we
need to minimize the grand potential in equation (14) via numer-
ical methods. We employ the same method used in reference5
adapting it to study spherical systems.
We start by defining a grid of points on the unit sphere, by
dividing the altitude θ over K points and the azimuth ϕ over 2K
points. We then sample the density profile at each of these points
and use the local densities we obtain as the variational parameters
over which we minimize the discretized grand potential βΩD{ρx}
given by
βΩD{ρx}= pi
2
K2∑x
sinθxρx
[
ln
(
ρx/ρ¯
)−1−βµex]
+
pi4β
2K4 ∑x,x′
sinθx sinθx′ρxρx′wx,x′
(15)
In this study we set K = 28 = 256, so the total number of sam-
pled is 28×29∼ 130000. While the total number of sampled points
is lower than in reference5, the lower dimensionality of the sys-
tems allows us to obtain double the resolution used there. To en-
sure the correctness of the results, the algorithm was also tested
using larger values of K, with no significant changes in the output
density profiles.
The discretized Euler-Lagrange equation becomes a set of equa-
tions for the sampled densities
ln
(
ρx/ρ¯
)−βµex+ pi2
K2
β∑
x′
sinθx′ ρx′wx,x′ = 0. (16)
To obtain a local solution of these equations we start from a
trial density profile and apply the preconditioned conjugate gra-
dients algorithm with adaptive step size devised in reference5.
Clearly, there is no guarantee that such a local solution is also
the global minimum of the grand potential. However, we do per-
form a rather thorough search for the global minimum by apply-
ing this method multiple (∼ 10) times to different starting density
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Fig. 3 Plot of the λ -line at fixed temperature T ∗ = 1 of the spherical
system (black line). At fixed radius R, the λ -line can be compared to that
of a planar system with the same range of the potential σ (red line). In
the inset the density is rescaled in order to better highlight the differences
between the planar and spherical systems. The peculiar kinks appearing
in the λ -line of the spherical system are due to the changing position
`∗ of the negative minimum in the energy spectrum of the potential; the
different shades of blue in the background highlight the regions where `∗
is constant.
profiles for each state, and comparing the grand potential values
of the solutions. Moreover, random perturbations are added dur-
ing the minimization to help explore the grand potential land-
scape. The details of the algorithm are given in Appendix A.
Here we limit ourselves to pointing out the main difference
from the algorithm applied to bulk systems in reference5, namely
the usage of spherical harmonic expansions instead of Fourier se-
ries to get rid of the cumbersome double summations in equations
(15) and (16).
4 SIMULATION
To test the validity of the theoretical results obtained through
DFT, we performed Monte Carlo (MC) simulations of the GEM-4
fluid in the canonical ensemble, that is, at fixed number of parti-
cles N, surface area A, and temperature T . Notice that, since the
system we are considering is rigorously finite in size, to have a
complete picture of the behavior of the fluid we must control sep-
arately the surface area A (given by 4piR2 where R is the sphere
radius) and the number of particles N, rather than just fixing the
number of particles and controlling the density of the system by
varying the surface area.
As a consequence of this, most of the states sampled through
our MC simulations require only a small number of particles
(N ≤ 500), and reliable results can be obtained even with short
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Fig. 4 Comparison between the theoretical and simulated two-point cor-
relation functions at σ/R= 0.5 and T ∗ = 1 for increasing densities ρ. The
correlation functions at ρR2 = 8 and ρR2 = 24 refer to the fluid phase,
while that at ρR2 = 56, showing only the MC simulation data, refers to
a crystallized system. The plots were offset for clarity; the dotted line
shows the offset x axes.
simulations. Still, to speed up the onerous computations of the
distances between the particles and their interaction potential,
we use lookup tables computed once at the beginning of the sim-
ulation, so that evaluation of the distance r between two particles
only requires the computation of xˆ · xˆ′ = cos(r/R).
The moves of the MC are simple rotations of a particle around
its position. More specifically, we consider a particle with co-
ordinates xˆ = [cosφ sinθ ,sinφ sinθ ,cosθ ] and use its position as
the north pole of a new coordinate system, so that its new co-
ordinates are xˆ0 = [0,0,1]. We then randomly choose a new
value cosθ ′ for its third component z in [1− δ ,1], where the pa-
rameter δ sets the maximum stride of the move, and a direc-
tion for the move φ ′ ∈ [0,2pi], so that its new coordinates are
xˆ′0 = [cosφ
′ sinθ ′,sinφ ′ sinθ ′,cosθ ′]. Finally we return to the previ-
ous coordinate system by applying the rotation that gives Rˆxˆ0 = xˆ
so that we obtain the new coordinates of the particle as xˆ′ = Rˆxˆ′0.
5 RESULTS
5.1 The homogeneous fluid
We start our discussion of the results by looking at the properties
of the low-density homogeneous fluid.
To delimit the portion of the phase diagram we are interested
in, we first draw the λ -line given by equation (9) at fixed reduced
temperature T ∗ = 1. This is the boundary beyond which the ho-
mogeneous solution of the Euler-Lagrange equation is no longer
a local minimum of the mean field grand potential βΩ, meaning
that this fluid state cannot be an equilibrium state.
In figure 3 we show the result of this operation. By fixing the
radius R of the sphere and varying the potential range σ , we can
compare the λ -line obtained for the spherical system to the one
for bulk planar fluids. In the planar case, σ is the only length scale
of the system, so the density of the λ -line is simply proportional
to 1/σ2.
On the contrary, in the spherical case, the presence of two
length scales gives origin to a more complex λ -line with a saw-
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Fig. 5 Structure factor at different σ/R at T ∗ = 1. The mean density of
the homogeneous fluid is fixed at ρ ∼ 0.95ρλ . The plots were offset for
clarity, the dotted line shows the offset of the x axes.
like structure. Since the potential varies continuously as the ratio
σ/R which controls its behavior is changed, it is difficult to un-
derstand the provenance of the kinks in the λ -line. However, the
explanation is plain once one considers the spectrum w` of the
potential.
In fact, one finds that the kinks correspond to the values of
σ/R at which the negative minimum of w` shifts position. As
we will see, the position `∗ of the minimum affects not only the
properties of the homogeneous fluid, but also those of the high-
density cluster crystal phases.
The inset in figure 3 also shows that as σ/R→ 0, the λ -lines for
the planar and spherical fluid converge, as is expected from the
fact that a sphere of infinite radius approximates the plane. From
this point of view, we can take the ratio σ/R as a measure of how
much the curvature of the sphere affects the fluid behavior.
For the low-density region delimited by the λ -line, we can ob-
tain theoretical correlation functions from equation (6) in the
mean field approximation (5), and compare them with those ob-
tained from MC simulations. In figure 4 we show the correlation
function g(r) = h(r)+ 1 for two densities at which the system is
fluid, and the correlation function obtained from a simulation in
the high-density regime.
We see that the theoretical predictions closely resemble the cor-
relation functions obtained from MC simulations. The discrepan-
cies grow as the density of the fluid approaches the λ -line, but
the theoretical g(r) still correctly predicts the formation of clus-
ters even in the homogeneous phase, as can be seen from the
peak of the correlation function at r = 0. This is a known feature
of the system also for the bulk fluid32. We also observe in figure 4
the appearance of fluctuations with a definite length scale, which
become the clusters in the high density, inhomogeneous phase.
A qualitative explanation of this behavior is that the energetic
cost a particle pays for overlapping completely with a few other
particles inside a cluster is less than the cost of partially over-
lapping with many particles11. As the density becomes larger, it
becomes convenient to form clusters separated by energy barriers
resulting from the cumulative repulsions of multiple clusters.
Notice that in the high-density phase the interstitial space be-
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Fig. 6 Compressibility factor for different values of σ/R. Theoretical pre-
dictions for the homogeneous fluid obtained from the correlation function
via the virial route are compared to data from MC simulations. The re-
duced temperature is fixed at T ∗ = 1.
tween two consecutive peaks of the g(r) is depleted of particles,
so that clusters can be considered as clear-cut “objects” with a
sharp interface. By contrast, in the homogeneous fluid, clusters
must be regarded as polydisperse, dynamical entities in chemical
equilibrium with isolated particles.
The discussion about the length scales of the oscillations of the
correlation function can be made more quantitative from inspec-
tion of the structure factors, which we plot for different values
of σ/R in figure 5 at densities close to the λ -line, namely at
ρ ∼ 0.95ρλ .
For densities so close to the λ -line, there are some discrepancies
between theory and simulation, in particular at ` = 0 and ` = `∗,
where the theory respectively underestimates and overestimates
S`, as well as at `∼ 2`∗, where the secondary bump of S` obtained
from the simulation is not reproduced by the theory. Nevertheless
we observe that the main expected feature of the structure factor,
namely the presence of a peak at `= `∗, is present in both theory
and simulation.
The presence of this single peak in correspondence to the po-
sition of the potential spectrum minimum `∗, shows that there
is a single prominent spherical harmonic component of the cor-
relation function g(r), originating fluctuations with characteristic
length scale 2piR/`∗ which also set the expectation value of the
inter-cluster distance in the cluster crystal. We also recall that the
Hansen-Verlet freezing criterion states that when the height of the
principal peak of the structure factor is larger than the threshold
value ∼ 2.8, the system is frozen35. A characteristic of the GEM-4
fluid is that this peak becomes much higher than that observed
for fluids with hard repulsions, showing that soft repulsions can
sustain a larger degree of spatial correlation before actually freez-
ing32.
We complete our review of the properties of the fluid state by
studying the equation of state in the low density regime.
To compute the pressure in the MC simulation, we use the usual
virial method. However, in the case of spherical systems the def-
inition of the virial depends on the convention used to compute
distances36. Having used the curved line of force convention, we
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Fig. 7 Theoretical predictions for the phase diagram of the GEM-4 fluid
in the ρ-T ∗ plane, at fixed σ/R = 0.5. The solid red line is the λ -line.
The filled points are transition boundaries, solid black lines are a guide
for the eye. As the mean density increases, the homogeneous phase
on the left is replaced by a cluster crystal configuration with 32 clusters.
The gray area is the transition region. Snapshots of the MC simulations
are added to illustrate the two phases, with the centers of the particles
represented as blue beads on the surface of a sphere. Notice that the
radius of the beads in the snapshots was chosen to enhance visibility and
has no physical meaning.
have
P=
ρ
β
− 1
8pi
<∑
i 6= j
w′(xˆi · xˆ j)arccos(xˆi · xˆ j)> (17)
where w′(xˆi · xˆ j) is the derivative of the potential and the angled
brackets denote ensemble average.
In figure 6 we compare the results for the compressibility factor
βP/ρ with the theoretical predictions obtained from the correla-
tion function g(r) through the virial route. The simulation results
are closely matched at low density, but the agreement rapidly de-
teriorates in proximity of the λ -line, where the theory encounters
a singularity while the fluid in the simulated system freezes to
become the cluster crystal phase expected at high densities, as
testified by the change in the slope of the compressibility factor
which signals the transition.
5.2 The phase diagram
We obtain theoretical predictions for the phase diagram of the
GEM-4 fluid based on the DFT results. We study the behavior of
the system by changing the mean density ρ, the ratio σ/R and the
temperature T ∗. Since the functional minimization was carried
out in the grand canonical ensemble, the mean density ρ was
obtained a posteriori as a function of the chemical potential µ. As
discussed in section 3.2, for each value of µ the minimization was
carried out starting from multiple trial density profiles, resulting
in multiple output distributions, from which we selected the most
stable one.
In figures 7, 8, and 9 we show respectively the phase diagram at
fixed range (σ/R= 0.5), at fixed mean density (ρ = 87.0), and at
fixed temperature (T ∗ = 1.0). Figure 7 also shows the snapshots
of MC simulations of the system in the low density homogeneous
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Fig. 8 Theoretical predictions for the phase diagram of the GEM-4 fluid
in the σ/R-T ∗ plane, at fixed ρR2 = 87.0. The filled points are transition
boundaries, solid lines are a guide for the eye. Different cluster phases
are encountered as σ/R increases, and the number of clusters of each
phase is indicated in the upper x-scale.
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Fig. 9 Theoretical predictions for the phase diagram of the GEM-4 fluid
in the ρ-σ/R plane, at fixed T ∗ = 1. The solid red line is the λ -line, filled
points are the first order phase transition boundaries, and solid black lines
are a guide for the eye. The gray area is the transition region. At low den-
sities the homogeneous phase (pink) is stable, while at greater densities
it is replaced by the more stable cluster crystal phases. Different cluster
phases are encountered as σ/R is changed, the number of clusters of
each phase is indicated in the right y-scale.
state and in the high density cluster crystal configuration.
The boundaries between two phases A and B are obtained by
a Maxwell construction, i.e., by imposing the conditions µA = µB,
βΩA = βΩB. However, we stress the fact that in a finite system,
such as a fluid on the surface of a sphere, we cannot have real
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Fig. 10 Number of clusters as a function of the position `∗ of the en-
ergy spectrum minimum. The expected values computed using our shell
model are plotted along with the observed stable cluster configurations.
The inset image shows an example of the shell method employed to pre-
dict the number of clusters from `∗, with the predicted clusters displayed
as blue beads arranged on the black shells.
phase transitions, and even metastable states can contribute to
the thermodynamics of the system. In particular, the melting and
freezing lines which we obtain through the Maxwell construction,
do not delimit a bona fide coexistence region: in fact, since we
are considering a finite system, the energy penalty for creating
interfaces between different phases prevents the formation of a
phase separated system. Rather, we can regard this region as
an approximation of the crossover region, in which the system
displays intermediate properties between the fluid and the crystal
phases, along the lines developed in ref.37. In the thermodynamic
limit (the planar system) the two regions rigorously coincide37.
Similar considerations hold in principle also for the transition be-
tween different crystal phases, although in this case the transition
region is extremely narrow, and hardly distinguishable from the
line along which the Helmholtz free energies of the phases at
hand coincide at the same ρ.
In the ρ−T ∗ plane, the behavior of the system can be compared
to the bulk case. We see that not only the λ -line, but also the
freezing line is linear in this plane to a high degree. This is a
known characteristic of the GEM-4 fluid6,32, and an analytical
justification of this behavior is given in reference33.
An aspect which can only be studied in spherical systems is
the competition between different cluster crystal configurations,
which we label by the number of clusters they form. As seen in
figures 8 and 9, the number of clusters of the most stable configu-
ration is nearly independent of the temperature or mean density
of the system, especially away from the freezing transition. Thus
the only parameter that controls the number of clusters formed
by the fluid on the sphere surface is the ratio σ/R.
Moreover, we observe that some cluster configurations span
larger intervals of the σ/R axis, and transitions roughly corre-
spond to the points where the energy spectrum minimum position
changes.
With this observation in mind, we ask whether it is possible
to make a rough prediction of the number of clusters using only
the information about `∗. To do so, we assume that clusters are
arranged on shells going from one pole to the other and corre-
sponding to the maxima of the zonal spherical harmonic Y`∗(θ),
which roughly correspond to the maxima of the correlation func-
tion.
If clusters are d ' 2piR/`∗ away from each other, then each shell
can host a number of clusters equal to
nshell '
2piRsin(θshell)
2piR/`∗
= `∗ sin(θshell), (18)
where θshell is the position of the local maximum in the zonal
harmonic Y`∗(θ) corresponding to the shell under consideration.
The total number of clusters is simply given by the sum over the
shells.
In figure 10 we plot the number of clusters as a function of
the position `∗ of the energy spectrum minimum, and compare
it with our rough prediction. Even with this simple method we
are able to give a good estimate of the number of clusters found
for a given range of the potential, although it cannot distinguish
between different configurations found at the same `∗.
We do not provide simulation results for the transition lines and
the most stable cluster configurations, because their precise com-
putation requires more advanced techniques than simple MC sim-
ulations, such as Widom insertion method38 or thermodynamic
integration, which has been used before in the same context10.
This kind of investigation goes beyond the scope of the present
paper.
Nevertheless, we remark that our MC results are consistent
with the theoretical phase diagrams presented in this section.
In fact, starting from a homogeneous configuration at densities
above the theoretical freezing line, one observes the spontaneous
formation of cluster crystals; on the other hand, starting from
cluster crystals, they spontaneously melt at densities below the
theoretical freezing line. This is revealed both by visual inspection
of the simulation trajectories and by inspection of the correlation
function g(r).
5.3 Description of the cluster crystals
In the previous section we have determined the phase diagram of
the model, observing that, as for bulk systems, cluster crystals can
be observed at high densities. It is then interesting to characterize
the features of these crystals.
In figure 11 we show a selection of the observed cluster crystal
configurations, comparing snapshots of the MC simulations and
the density profile predicted by DFT. We also compute the Voronoi
representations of the density profiles by partitioning the sphere
surface according to the distance from the center of mass of each
cluster. Each cell contains all the points which are closer to the
center of the cluster corresponding to that cell than to any other
center. This partitioning reveals one of the staple features of the
spherical cluster crystals, that is the presence of defective lattice
sites with a coordination number lower than that expected for
hexagonal lattices observed in bulk systems6.
This is not the result of a clumsy minimization. In fact, these
defects are the result of topological frustration, i.e., the impos-
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Fig. 11 A selection of cluster crystals configurations. For each configuration we show (from left to right) a snapshot of the MC simulation, the density
profile obtained from DFT, and the Voronoi representation of the distribution. To help visualize the DFT profiles, alongside the color map, we display
clusters as spikes whose height is proportional to the local density. In the Voronoi representation, we classify each cluster according to its topological
charge, as shown in the legend.
sibility to propagate a favored local order over the whole space.
The geometrical constraints given by the sphere surface lead to
the formation of ineliminable topological defects called disclina-
tions, corresponding to lattice sites which have an higher or, in
our case, lower coordination number than that expected for sys-
tems which are not frustrated.
The total number of disclinations is strictly connected to the
topology of the sphere. One can see this by using the Euler char-
acteristic, which states that for a convex polyhedron, such as a
Voronoi diagram on a sphere surface, one has
V −E+F = 2 (19)
where V is the number of vertices, E is the number of edges,
and F is the number of faces of the polyhedron. Then if we sup-
pose that all faces are either hexagons or pentagons, it is easy to
see that we need exactly 12 pentagons to satisfy this geometrical
constraint, while the number of hexagons is free to vary.
Another way of obtaining the same constraint is to assign to
Q= − 1
6
Q= 0
Q= 1
6
Fig. 12 A metastable configuration in which sevenfold disclinations can
be observed. Positively charged disclinations tend to aggregate near the
sevenfold disclinations, forming dislocation defects, in order to screen
their negative topological charge.
each defect a topological charge, which is proportional to the dif-
ference between the coordination number in the regular lattice
and the coordination number of the disclination. So for example
clusters with five neighbors have a topological charge Q = 1/6,
while clusters with seven neighbors have Q=−1/626. Moreover
the total topological charge on a surface is associated with its
Gaussian curvature G (1/R2 for the sphere) by the relation26
Qtot =
1
2pi
∫
dSG= 2. (20)
Disclinations with seven or more neighbors have negative topo-
logical charge. They can still be encountered in some metastable
configurations, as seen in figure 12, but each of these defects must
be countered by an additional disclination of opposite charge,
leading to an even more frustrated configuration, which may ex-
plain why these configurations are never the most stable ones.
Indeed, as shown again in figure 12, negatively charged discli-
nations are coupled to positively charged ones, forming disloca-
tions. This is a result of the fact that the Gaussian curvature of
the sphere is positive and constant, so the condition in equation
(20) must be enforced locally, requiring positively and negatively
charged disclinations to screen each other, otherwise the sphere
would display a local indentation.
Since the cluster crystals contain topologically distinct clusters,
in order to study the characteristics of these structures we dis-
tinguish between clusters with different topological charges and
compare them.
We begin by looking at the density profiles of the clusters, plot-
ted in figure 13. For both defective and non-defective clusters,
DFT as well as MC results resemble a Gaussian, as shown in
the semi-logartithmic inset, where deviations from the Gaussian
shape at large distances from the center of the cluster are also ev-
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Fig. 13 Profile of a cluster at T ∗ = 1, σ/R = 0.68 and ρR2 ∼ 35.0 sam-
pled along the line connecting it to one of its neighbors. Results from the
MC simulation are compared to DFT results and a Gaussian fit. The
semi-logarithmic inset shows that the Gaussian approximation is only
valid near the cluster center.
idenced. Defective clusters tend to be smaller but with an higher
maximum density than the non-defective clusters.
To understand the energetic effect of the disclinations on the
system, we first define a local grand potential βωD which is the
grand potential of a single cell of our grid
βωD(x) =
pi2
N2
sinθxρx
[
ln
(
ρx/ρ¯
)−1−βµex]
+
pi4β
2N4
sinθxρx∑
x′
sinθx′ρx′wx,x′
(21)
The sum of βωD(x) over the cells of a cluster define its local
grand potential βΩc, which can be used to compare its stability
to that of other clusters. In figure 14 we compare the local grand
potentials βΩc of clusters with different topological charges.
Clusters sitting on a disclination are less stable than non de-
fective clusters of the same distribution. Moreover, the energy
penalty increases as the topological charge of the disclination
increases, so the formation of disclinations with larger topolog-
ical charges is disfavored with respect to fivefold disclinations.
This explains why stable configurations do not contain fourfold
or higher-order disclinations, unless they are forced to by the ge-
ometrical constraints when the ratio σ/R becomes too large to
allow, at least, a stable 12-cluster configuration, as seen in figure
11 for the 10-cluster configuration.
The stability is not the only characteristic of the clusters which
is affected by their topological charges. In figure 15 we plot the
number of particles contained in each cluster Nc (upper graph)
and the distance from neighbors dc (lower graph) as a function of
the mean density. The DFT predictions for these quantities display
excellent agreement with the results of the MC simulations, aside
from an initial discrepancy due to the crossover of the simulated
system from the fluid to the cluster crystal. We remark, however,
that the obtained distances are larger than the expected dc = 2piR`∗ .
We also observe that, as for the bulk systems5,32, the number
of particles per cluster grows linearly with the mean density ρ,
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Fig. 14 The local grand potential per cluster plotted as a function of the
mean density of the system for different configurations, at T ∗ = 1. We dis-
tinguish between clusters with different topological charges, finding that
defective clusters are less stable than their non defective counterparts.
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Fig. 15 Some of the cluster characteristics which are influenced by the
topological charge. We plot, at T ∗ = 1, the number of particles per cluster
Nc as a function of the mean density in the upper panel, and the mean dis-
tance between neighboring clusters dc/σ in the lower. For clarity we only
show the data from the 16-cluster configuration at σ/R = 0.68. For each
plot, we compare the DFT predictions with the MC simulations results,
showing excellent agreement between the two at large density values.
The dotted line in the lower panel refers to the estimate dc = 2piR/`∗.
while the distance between neighbors is nearly independent from
the density. These are different aspects connected to the resilience
of cluster crystals to compression1: in the bulk, the cluster crys-
tal lattice constant does not change upon compression. It is in-
stead more convenient for the system to redistribute the particles
into existing clusters. Notice that in the spherical case it is not
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Fig. 16 Possible relaxation mechanisms of the first neighbors shell of
a disclination. If a cluster is removed from the shell, the others take a
pentagonal configuration, either keeping a fixed distance from the center
by spreading around it, or keeping the distance between each other fixed
by shrinking around the center.
equivalent to change the volume or the number of particles of the
fluid24, because of the finite size of the system. Nevertheless, the
cluster crystals exhibit the same behavior as in the bulk when the
mean density is increased by increasing the number of particles.
The linear scaling of Nc with ρ is also related to the linear be-
havior of βΩc/ρ as a function of ρ displayed in figure 14 for both
vanishing and non-vanishing Q. Each particle on a cluster inter-
acts with Nc−1 particles on the same cluster and with Nc particles
on different clusters, so that the energy per particle depends lin-
early on Nc. If Ω is dominated by its energetic contribution, one
then expects βΩc/Nc to be a linear function of Nc. Since Nc ∼ ρ,
the same holds for βΩc/ρ as a function of ρ.
Here, however, we can also compare the behavior of clusters
with different topological charges. We notice that defective clus-
ters tend to be closer to their neighbors and contain fewer parti-
cles.
The former property can be explained by geometrical consid-
erations. If one removes one of the neighbors of a non-defective
cluster, the remaining neighbors will take a pentagonal arrange-
ment. They have two ways of doing so: either they maintain the
original distance from the central cluster, but grow farther from
each other in the process, which we call spreading mechanism, or
they maintain their original distance from each other, but come
closer to the central cluster, which we call shrinking mechanism.
We illustrate the two mechanisms in figure 16.
We observe that the spreading mechanism does not take place
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Fig. 17 Different contributions to the potential energy landscape in prox-
imity of clusters with six neighbors (blue lines) and five neighbors (purple
lines): we distinguish the potentialUext produced by the surrounding clus-
ters (dashed lines) from the internal repulsion Uint between particles of
the same cluster (dash-dotted lines). The sum of the two produces iden-
tical minima of the potential energy landscape irrespective of the topolog-
ical charge of the clusters. The potentials are sampled along the great
circle connecting the central clusters to one of their neighbors.
in cluster crystals. Indeed, one may argue that this mechanism is
unfavorable to the overall stability of the crystal, because by cre-
ating larger gaps between the remaining clusters of the neighbor
shell, it allows the particles of each cluster to spread under the
push of the internal repulsion, disrupting the cluster. Hence, we
argue that frustration is released only on the central cluster by
way of the shrinking mechanism.
This also affects the number of particles contained in the discli-
nation site. To understand why disclinations contain fewer par-
ticles than non-defective clusters, we compare in figure 17 the
energy landscapes generated by the cluster configuration in the
vicinity of clusters with different topological charges. We find
that, because of their closeness, the inter-cluster energy minimum
generated by the neighbors of the disclination is shallower than
the one found for non-defective clusters, and as a result the num-
ber of particles the site can host is smaller.
In fact the minima in the total energy landscape, given by the
sum of the inter cluster and intra cluster terms, must be equiva-
lent for all clusters at equilibrium, otherwise we would observe
a net flow of particles from the shallower minima to the deeper
ones. Thus, by containing fewer particles which contribute to in-
tra cluster repulsions, disclinations compensate for the unfavor-
able inter cluster interactions.
6 Conclusions
In this work we have explored the clustering of ultra-soft particles
on the surface of a spherical substrate.
Using the same ideas developed in ref. Likos et al. 1 , we have
extended the clustering criterion to fluids on spherical surfaces.
We found that a negative minimum in the spherical harmonic ex-
pansion of the pair potential at an harmonic degree `∗ 6= 0 leads
to clustering at high enough densities.
We focused our attention on a specific model, the GEM-4 fluid,
using DFT to obtain its phase diagram. In order to solve the DFT
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equations we employed a version of the minimization algorithm
developed in ref.5 generalized to the spherical system, which al-
lows us not to make a priori assumptions about the functional
form of the density profile. We also performed Monte Carlo simu-
lations to test the theory and assess the full effect of correlations
in the fluid, and found quantitative agreement between theory
and simulations both in the low-density fluid phase, and in the
high-density cluster crystal phases.
Similarly to the bulk three-dimensional case9,33, cluster crys-
tals are predicted to form at all temperatures, provided the den-
sity is sufficiently high. However, the finite size of the system in-
troduces an additional degree of freedom, namely, the ratio σ/R
between the size of the particles and the radius of the sphere. In-
deed, the number of clusters of the crystal configurations is deter-
mined by this ratio, while being nearly independent from either
density or temperature. Each configuration spans a certain inter-
val of σ/R and, as σ/R is decreased, the number of clusters of the
more stable configuration increases.
We also studied the effect of topological frustration induced on
these structures by the sphere curvature. Ineliminable disclina-
tion defects in the crystal lattice display many differences from
non-defective sites: they are less stable, contain fewer particles,
and their neighbors are closer to them. We explain the latter
property as a geometrical effect, and find that because of the re-
duced distance between the disclination and its neighbors, the
inter-cluster repulsions form a shallower minimum in the energy
landscape at the disclination site, so that the cluster can only con-
tain a reduced number of particles.
We remark that this work is far from exhaustive and many in-
teresting aspects of the system could be the topic of future devel-
opments.
For example, we have not explored how the curvature of the
sphere influcences the dynamical properties of the GEM-4 fluid,
such as the nucleation process12 or the diffusivity of single parti-
cles in the cluster crystal phase7,8,39.
Another interesting topic is the role of the substrate in cluster-
ing. Recent works show that a coupling between the density field
and the local curvature of the sphere, by way of capillary interac-
tions, can lead to microphase separation and patterning16,40,41.
A more realistic model for lipid membranes covered by soft par-
ticles would then need to take the fluctuations of the substrate
shape into account.
Moreover, the attitude of these soft particles to form patches
on the surface of a spherical substrate naturally suggests their ex-
ploitation in the design and manufacture of patchy particles22,23.
In order to fully take advantage of the properties of these systems,
a multiscale modeling approach is needed to understand how to
tune the hierarchical self-assembly of soft particles into patches,
and patchy particles into mesoscopic structures of interest.
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Appendix A: DETAILS OF THE MINIMIZATION
ALGORITHM
The algorithm employed here is adapted from the algorithm pre-
sented in reference5, which is itself based on the steepest descent
algorithm, where the equilibrium density profile ρ(xˆ) is obtained
recursively as
ρ(xˆ)(k+1) = ρ(xˆ)(k)−δ δβΩ[ρ]
δρ(xˆ)
∣∣∣
k
. (22)
Where k refers to the k-th iteration of the process. Naturally,
we need to discretize the density profile ρ(xˆ), as well as the grand
potential functional βΩ[ρ], over a grid of K× 2K points in order
to treat the problem numerically, as illustrated in section 3.2.
Doing so requires some care in the passage from the functional
differentiation with respect to the density profile ρ(xˆ) to the dif-
ferentiation with respect to the discrete sampled densities ρx: to
go from the former to the latter we need to divide by the area of
the sampling lattice cell
δ
δρ(xˆ)
7−→ K
2
pi2 sinθx
∂
∂ρx
≡ ∂¯ρx . (23)
In fact by defining the partial derivative this way, we can ob-
tain the discretized version of equation (22) either by taking the
functional derivative of the continuous grand potential and then
discretizing the result, or by discretizing the grand potential and
then taking its partial derivative.
The needed partial derivative ∂βΩD{ρx}/∂ρx of the discretized
functional βΩD is given by the left-hand side of equation (16)
∂βΩD{ρx}
∂ρx
= ln
(
ρx/ρ¯
)−βµex+β ∑`
,m
√
4pi
2`+1w`ρ`,mY`,m(x) (24)
Here we have used the convolution theorem to deal with the
double summation. In the case of spherical harmonic expan-
sions, the convolution theorem for continuous functions takes the
form42
∫
S2
dxˆ′ ρ(xˆ′)w(xˆ′, xˆ) = ∑`
,m
√
4pi
2`+1w`ρ`,mY`,m(xˆ)
∫ ∫
S2
dxˆdxˆ′ ρ(xˆ)ρ(xˆ′)w(xˆ′, xˆ) = ∑`
,m
√
4pi
2`+1w`|ρ`,m|2.
(25)
However, in our case we consider discretized densities ρx and
interaction potentials wx,x′ . As for the Fourier transform, the dis-
cretization in direct space introduces a cutoff in the spherical har-
monic expansion `max = 12N−142.
Fast transform algorithms are available to obtain the harmonic
coefficients from a sampled function and viceversa. Here we em-
ploy the SHTOOLS package43, which is freely available online,
based on the FFTW3 package44.
As for the algorithm in5, we make several improvements with
respect to the steepest descent algorithm to achieve faster conver-
12 | 1–14Journal Name, [year], [vol.],
gence.
The first step is to use the Jacobi preconditioner, which means
that we replace equation (22) with
ρ(k+1)x = ρ
(k)
x −δξ (k)x , (26)
where the quantities ξ (k)x are defined as
ξ (k)x =
(
∂¯ρxβΩD|k
)× (∂¯ 2ρxβΩD|k)−1 (27)
where the second derivative ∂¯ 2ρxβΩD is given by
(
∂¯ 2ρxβΩD
)−1
=
pi2 sinθx
K2
ρx
1+ βpi
2
K2 sinθxρxw(0)
(28)
The purpose of this modification is to alter the shape of the
elongated basins of attraction in the grand potential landscape,
in order to obtain more circular basins, which are better suited to
be treated with this algorithm.
However here we see that the measure factor pi
2
K2 sinθx in the
derivative leads to a null preconditioner ξx at the poles, which
is clearly a mistake, since it would mean that the density at the
poles would not change from its initial value. The reason for
this problem is the fact that, since the spacing in the grid is fi-
nite, the correct measure of each cell should be proportional to
cos(θx)− cos(θx + ∆θ), instead of sinθx. In principle we could
make this substitution in equation (28) to obtain a formally cor-
rect preconditioner, however we find that it is more stable to sim-
ply drop the measure factor and redefine the preconditioner as
ξ (k)x =
K2
pi2 sinθx
(
∂¯ρxβΩD|k
)× (∂¯ 2ρxβΩD|k)−1 (29)
Moreover we follow the conjugate gradient method and actu-
ally determine the descent direction by a linear combination of
the preconditioners at each step, so that the recursive relation
becomes
ρ(k+1)x = ρ
(k)
x −δψ(k)x , (30)
where ψx is obtained through the following relations
ψ(k)x = ξ
(k)
x +ζ (k)ψ
(k−1)
x
ζ (k) =
∑x ξ
(k)
x
(
ξ (k)x −ξ (k−1)x
)
∑x
(
ξ (k−1)x
)2 (31)
As in ref.5 we use a preconditioned steepest descent step every
10 step of the preconditioned conjugated gradients algorithm, in
order to improve the stability of our minimization algorithm.
The sampled densities ρx were updated according to equa-
tions (30) until the partial derivatives ∂¯ρxβΩD vanish within a
prescribed accuracy. More specifically the iteration was stopped
when ∑x
(
∂¯ρxβΩD
)2 became smaller than 10−15.
The step size δ must be chosen with care to achieve conver-
gence in a sensible time. To obtain the optimal choice for δ
one should minimize the function g(k)(δ ) = βΩD({ρ(k)x −δψ(k)x }),
which must be thought of as a function of δ at fixed ρ(k)x and ψ
(k)
x .
As this does not yield an explicit expression for δ , its value
is obtained here through a single step of the Raphson-Newton
method, which amounts to setting
δ (k) =−∂δ g(k)
(
∂ 2δ g
(k))−1 (32)
where the derivatives are given by
∂δ g(k) =−
pi2
K2∑x
sinθbx∂¯ρxβΩDψ
(k)
x (33)
∂ 2δ g
(k) =
pi4
K4 ∑x,x′
sinθx sinθx′
∂¯ 2βΩD
∂ρx∂ρx′
ψ(k)x ψ
(k)
x′ (34)
The quantities in equation (33) are readily obtained by com-
bining the results above. To evaluate equation (34) we need to
use the convolution theorem
∂ 2δ g
(k) =
pi2
K2∑x
sinθbx
(
ψ(k)x
)2
ρx
+β ∑`
,m
√
4pi
2`+1
(
ψ(k)`,m
)2w` (35)
Since the grand potential functional is not globally convex, the
optimization described by equations (33), (34) can also lead to a
negative step-size. In order to avoid such an occurrence we set a
fixed positive value of δ , which we use whenever the optimization
would give a negative value.
Moreover we note that the densities must obviously be non-
negative, so whenever a minimization step would lead to a neg-
ative value of the local density, we replace that density with a
small positive value (∼ 10−15 in this work). Of course null densi-
ties are perfectly acceptable, and in principle one could think that
the equilibrium density profile could also contain some null local
densities. However for that to be the case, the value of ∂¯ρxβΩD
evaluated at ρx = 0 must be non-negative, which is easily shown
not to be possible because of the logarithmic divergence of the
derivative at null density.
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