Abstract-Magnetic susceptibility is an important physical property of tissues, and can be used as a contrast mechanism in magnetic resonance imaging (MRI). Recently, targeting contrast agents by conjugation with signaling molecules and labeling stem cells with contrast agents have become feasible. These contrast agents are strongly paramagnetic, and the ability to quantify magnetic susceptibility could allow accurate measurement of signaling and cell localization. Presented here is a technique to estimate arbitrary magnetic susceptibility distributions by solving an ill-posed inversion problem from field maps obtained in an MRI scanner. Two regularization strategies are considered: conventional Tikhonov regularization and a sparsity promoting nonlinear regularization using the 1 norm. Proof of concept is demonstrated using numerical simulations, phantoms, and in a stroke model in a rat. Initial experience indicates that the nonlinear regularization better suppresses noise and streaking artifacts common in susceptibility estimation.
I. INTRODUCTION
T HE ability to accurately estimate magnetic susceptibilities from magnetic resonance imaging (MRI) data has a number of potential applications. Many tissues possess susceptibilities that differ from their surrounds. For example, calcium salts possess negative susceptibility relative to water, so accurate estimation of the susceptibility in calcified bone could provide a measure of bone mineral density [1] . Being able to accurately measure bone tissue properties would be novel for MRI because calcified bone water has a very short transverse relaxation time ( ms) [2] , appearing as a dark region in the image. Considerable interest has developed in tracking labeled cells with MRI [3] - [5] . Iron labeled cells typically appear as dark regions because of strong effects, and iron quantity is difficult to assess from such images. If the iron concentration can be accurately quantified from estimated susceptibility distributions, it could allow accurate assessment of the number of labeled cells in a region. This is potentially useful for stem cell therapies, where susceptibility quantification could be used to monitor cell placement and division [6] .
A number of previous techniques have addressed quantification of magnetic susceptibility from MR images [7] - [17] . Several of these techniques require geometrical assumptions about the susceptibility distribution of interest [7] - [10] , or have been limited in that they assume regions of uniform susceptibility situated in a background with uniform susceptibility [11] , [12] . Another technique allowed arbitrary susceptibility distributions [13] but required that the voxels analyzed be selected before quantification. These techniques yield good results because they use powerful forms of prior knowledge. However, the information provided by these priors must be accurate, or incorrect results will be produced. In many imaging situations, these priors may not be applicable. Another technique has been developed to estimate the susceptibility of every voxel without prior information, but requires that the object be imaged in multiple orientations [14] , [15] . Application of this technique in human imaging would be challenging because of the difficulty of rotating the subject in an MRI scanner.
Recent work has attempted to devise an inversion scheme to estimate the susceptibility of each voxel in an imaging volume from data acquired at a single orientation [16] , [17] . Here we explore the problem in more detail, showing that inversion of the ill-conditioned system can be stabilized using standard Tikhonov regularization as well as nonlinear regularization based on the norm. A primary problem with Tikhonov regularization for this problem is excessive streaking artifacts in background regions of uniform susceptibility. In cases in which the susceptibility distribution being estimated is sparse, the based regularization technique yields better suppression of background noise and streaking artifacts. Further details on application of Tikhonov and based regularization techniques to magnetic susceptibility estimation in MRI can be found in [18] .
A. Magnetic Susceptibility
The relationship between the magnetic field experienced by a water proton spin that generates MR signal and the material susceptibility is determined by the Maxwell equation of static magnetism with the Lorentz sphere correction [19] , [20] . In the forward problem of estimating the field variation given a susceptibility distribution for which as encountered in MRI fields, the susceptibility distribution is convolved with the response of a dipole, as (1) where is the spatial susceptibility distribution, is the spatial coordinate vector, and is the angle between and the applied field [13] . Here a Cauchy limit is used in evaluation of the integral, which is equivalent to the Lorentz sphere correction to the magnetic field or the removal of the delta function term in the dipole field [19] .
is the relative field shift, given by (2) where is the measured magnetic field and is the applied field. In Fourier space, this operation becomes point-wise multiplication with a kernel [20] , [21] (3)
where . The value of this function at the k-space origin is undefined and was taken to be zero in the simulations performed here, which implies that the field vanishes at infinity.
It has been suggested that the susceptibility distribution can be recovered using the inverse of the kernel [22] , [23] (4) However, this problem is ill-posed because of the zeros in the k-space filter (i.e., points where , the "magic angle"). Once this problem is discretized it is no longer ill-posed because the sample points can be chosen to avoid the zeros of the filter [23] . However, the resulting discrete problem will be ill-conditioned [24] , resulting in severe noise amplification. The effects of this noise amplification on direct estimation of magnetic susceptibility from MRI data have been shown in [14] .
II. REGULARIZATION
The discrete forward system can be written as (5) where is the vector representation of the discretized susceptibility distribution, is the vector representation of the sampled field map, and is the matrix representation of convolution with the dipole response.
The discrete problem (5) can be formulated in terms of a least squares problem (6) where . Reliable field information may not be available at all points in an image, but a weighting term can be added to compensate for nonuniform noise properties. Consider the diagonal matrix which has elements equal to the inverse of the standard deviation of the estimated field map. The least squares problem becomes (7) A. Tikhonov Regularization A standard approach to applying prior knowledge to invert ill-conditioned systems is regularization, such as Tikhonov regularization. Given the standard least squares problem as defined in (7), the Tikhonov regularized version is given by (8) where is a tunable regularization parameter. The solution can be found by searching for the zero of the gradient of the normal equation (9) This can be solved using standard linear systems techniques.
The solution to the minimization problem given by (8) is the vector which has the smallest norm of vectors close to satisfying the system (7). The cones of zero values in the k-space dipole response [14] are comparable to undersampling k-space, and can produce streaking artifacts similar to undersampled non-Cartesian imaging. Parseval's theorem states that energy in Fourier space is equal to energy in image space, so the minimum solution fills these underampled regions with zero values and can be thought of as akin to zero-filled image reconstruction.
B. Regularization
The norm tends to promote sparsity in the values of the voxels rather than minimum energy. It has been used for deconvolution of seismogram data to find sparse changes in density of the earth's crust [25] and for sparse decomposition and approximation of signals (often referred to as basis pursuit) [26] . The norm is also used by compressed sensing techniques [27] , [28] , and this application supplies the motivation for use of the norm for regularization of susceptibility inversion.
Here we consider regularization using the norm of the susceptibility distribution by solving the problem (10) where . We hypothesize that this formulation will work well for estimating susceptibility distributions with a small number of voxels having large susceptibilities, e.g., imaging distributions of cells that have been labeled with iron oxide particles.
C. Determination of Regularization Parameters
One question in regularized inversion techniques is how to choose an appropriate regularization parameter . A choice with a simple statistical justification is to recognize that the term is closely related to the variance of the acquired data. Given knowledge of the noise variance of the estimated frequency map, a certain deviation from the acquired data is expected when the frequency map is computed from the estimated susceptibility distribution. Thus, (8) and (10) can be viewed as Lagrange multiplier solutions of the system (11) for the appropriate norm , where is the precession frequency at voxel and is the center frequency of the magnet. A closed form for the regularization parameter satisfying (11) is not known. However, reconstructions can be performed over a range of regularization parameters, and the parameter yielding the solution closest to satisfying (11) can be selected as the desired regularization parameter.
III. FIELD MAP COMPUTATION

A. Frequency Fitting & Weight Determination 1) Multiple Echoes:
To estimate the frequency map, the phase of each voxel across multiple TEs is first unwrapped by removing jumps larger than . The phases are then fit using weighted linear regression to yield the off-resonance frequency at each voxel. The variance of a phase image can be estimated from the variance of the complex MRI image [29] as (12) on a voxel by voxel basis, assuming . Weighting the linear regression by the phase noise variances, the resonance frequency of a voxel is given by (13) where and are the magnitude and phase of the voxel at the th time point, respectively, and is the time of the th time point. The variance of the estimated frequency [30] is (14) for each voxel in the fit frequency map.
2) Single Echo: In some cases it is not possible to acquire multiple echoes due to constraints on total acquisition time. In this situation, the phase is assumed to be 0 at the center of the RF pulse (i.e., at ) and the equation for determining the frequency then becomes (15) The corresponding variance is given by (16) The primary difficulty in this situation is phase wrapping due to large off-resonance frequencies. One way to address wrapping is to employ a spatial unwrapping algorithm [29] , [31] - [36] . The single echo images shown in this work were unwrapped using the phase unwrapping algorithm in [36] .
B. Background Field Removal
Main field inhomogeneity contributes to spatial frequency variations in MRI which must be removed to estimate susceptibility distributions. Two techniques were employed to remove main field inhomogeneity in different imaging situations.
1) Background Field Subtraction:
One way to cope with background field inhomogeneity is to derive frequency maps relative to a reference phantom [37] . Given a frequency in the reference phantom and in the susceptibility distribution of interest , the relative field shift is (17) where is the relative field shift and is the center frequency of the magnet.
2) High Pass Filtering: When images from a reference phantom are not available, a high pass filter can remove background field inhomogeneity. For this work, a simple high pass filter, described by (18) was implemented, where represents a spherical shell surrounding the voxel , and . was taken to be zero outside of the imaged volume.
IV. SOLVER IMPLEMENTATIONS
For reasonably sized images, the systems which must be inverted become prohibitively large, requiring hundreds of gigabytes of memory if formed explicitly [13] , [16] . However, the forward system can be repeatedly applied to a residual vector to provide updates to an estimated solution. This can be performed quickly because the forward system consists primarily of a convolution, requiring operations for an image with voxels if performed using fast Fourier transforms. The images and convolution kernels must be padded to ensure that standard convolution is performed rather than circular convolution when using Fourier transforms [38] . In this work, an image was convolved with an kernel, so that both the image and the dipole function were padded to . For the based regularization, the popular conjugate gradients method can be used, as in [16] . For the regularization scheme, the standard conjugate gradients algorithm cannot be used so we employ a log barrier interior point method [39] , [40] whose details are described in the Appendix. 
V. EXPERIMENTS AND RESULTS
A. Numerical Phantom
A numerical phantom consisting of a 32 32 16 image with 2048 randomly selected voxels having susceptibilities drawn from a uniform random distribution between ppm and 16 ppm was used to evaluate the feasibility of the techniques. The image intensities assigned to each voxel with nonzero susceptibility and its 26-connected neighbors were 0.4, and the intensities of all other voxels were set to 1. The field map was calculated by numerical convolution with the dipole response. Zero mean Gaussian noise with a standard deviation of ppm was added to the field map before inversion. Both regularization techniques were used to estimate susceptibilities from the noisy field map in Fig. 1 . Neither technique produces the characteristic L shape [ Fig. 1(a) and (b) ], making the L-curve method for determining the regularization parameter uninformative [41] . Fig. 1(c) and (d) plots the slope of a line fit to the estimated vs. true susceptibilities as the regularization parameter is varied. Fig. 1(e) shows the true image, the noisy field map, and the images reconstructed by each inversion technique. Large regularization parameters produce a low slope and attenuate the susceptibility distribution, while small regularization parameters produce a slope near unity with higher background noise. The best regularization parameters were determined based on the noise variance of the field map. The images corresponding to these regularization parameters are outlined in black in Fig. 1(e) .
B. Phantom Images
A conventional laser printer can generate susceptibility distributions with iron oxide because toner contains magnetite (Fe O ) [42] , [43] . A phantom with dots of pixels at 300 dots per inch was printed using an HP LaserJet 4050 N laser printer. It was assumed the susceptibility of the paper was negligible and that the total quantity of iron varies linearly with the number of pixels in each dot. The paper was suspended in a water filled container and imaged in a 1.5 T GE Excite MR scanner using an interleaved multi-echo gradient echo pulse sequence and a single channel extremity coil. Pulse sequence parameters were matrix size , voxel size 1 mm isotropic, flip angle , receiver bandwidth KHz, 16 echos, ms, ms, ms. The magnetic field was oriented along the readout direction. For susceptibility estimation, a 48 48 16 voxel region in the center of the phantom containing the printed dots was selected. The field inhomogeneity map was filtered using a kernel with a diameter of 11 voxels.
Results for the printed dots phantom are shown in Fig. 2 . While the estimated susceptibility distributions are not localized to single voxels, the total magnetization estimated for each dot is expected to match the iron content of the dot. Thus, the integral of susceptibility over a region surrounding each dot is plotted against dot size in Fig. 2(a) . The regularization parameters used for display and analysis were determined from the noise variance criteria . Both techniques result in approximately linear results, with the regularization producing a higher slope. This is expected based on the results of the numerical phantoms.
To quantify the performance of the proposed techniques, phantom scans were performed using varying amounts of gadopentetate dimeglumine. Gd has a known susceptibility [44] , [45] so the relative susceptibility change produced by varying the concentration of Gd in a phantom can be estimated. A phantom was constructed using a Petri dish with seven segments of soda straw approximately 8 mm in length glued vertically in the dish. The Petri dish and straws were first filled with water and imaged using a five inch surface coil to provide a reference image. The water was then removed from each straw and replaced by % % % % % % % dilutions of a 0.5 M Gd solution (Magnevist, Berlex). The scan was repeated with identical shimming, positioning, and pulse sequence parameters. Pulse sequence parameters were matrix size , voxel size 0.75 0.75 1 mm, flip angle , receiver bandwidth KHz, 5 echos, ms, ms, ms. The magnetic field was oriented along the phase encode direction.
Using the first 3 echos to estimate the field inhomongeneity map, the norm produces an estimated susceptibility distribution with noticeable streaking artifacts [ Fig. 3(d) ], while the streaking artifacts in the reconstruction are greatly diminished [ Fig. 3(e) ]. The estimated susceptibility in each tube was averaged over a region of interest within the tube spanning multiple slices. The distribution produces a fit with a slope of 0.65, while the norm produces a slope of 1.43 [ Fig. 3(a) ].
To assess the effect of varying SNR on the estimated susceptibility distributions, reconstruction was also performed using all 5 echoes to estimate field inhomogeneity maps. Using 5 echoes, the reconstructed images are visually similar to those from the 3 echo reconstruction. The slope of the reconstruction varied by 42% from the 3 echo reconstruction (0.92), while the slope of the reconstruction varied by less than 1% (1.44).
Streaking artifacts were quantified by computing the meansquared error (MSE) over a region covering the petri dish except for a border of approximately 2 voxels around each tube and 3 voxels at the boundary of the dish. For the 3 echo reconstruction, the MSE was 0.57 ppm for the regularized reconstruction and 0.13 ppm for the regularized reconstruction. The regularization produces considerably reduced background streaking artifacts compared to the regularization.
C. Rat Brain Studies
To demonstrate the feasibility of the techniques in a biological sample, an excised rat brain containing superparamagnetic iron oxide particles was imaged. Neural progenitor cells (NPCs) prepared from human fetal brain tissue were incubated in a solution containing a suspension of ferumoxide-protamine sulfate complexes [46] . Three hours of middle cerebral artery occlusion were induced in male wistar rats using a method of intraluminal vascular occlusion. Approximately NPCs were The magnetic field was oriented in the vertically displayed direction.
injected into the ipsilateral carotid artery of a rat at 48 h after stroke. Animals were sacrificed five days after stroke. Ex vivo 3-D imaging was performed one day after sacrificing the animal [46] . Imaging was performed using a Bruker 7 T small animal scanner using a saddle RF coil for transmission and a surface coil for reception. The acquisition was a single echo 3D gradient echo sequence with parameters matrix size voxel size m isotropic, flip angle ms, ms. Phase unwrapping and filtering were performed as described in [36] .
Susceptibility distributions estimated for the rat brain are shown in Fig. 4 . Fig. 4(a) shows a magnitude map, with reduced signal intensity due to effects indicating the locations of iron oxide particles. Fig. 4(b) shows the relative field map. A limited region (48 48 32 voxels) of the brain where strong effects were observed was selected for analysis using the susceptibility inversion technique [ Fig. 4(d) and (e) ]. Again, the regularization parameter used in the displayed susceptibility maps was estimated based on the noise variance of the field map. After MRI measurements were performed, the brain was sliced into 100 um thick slices, and stained for iron using Prussian blue staining [47] . This staining reacts with iron to produce a blue color. The stained sections in Fig. 4(c) obtained from the same rat 5 days after stroke show clusters of Prussian blue positive cells indicating superparamagnetic particle labeled cells in the ischemic boundary. The locations of the iron labeled cells identified by Prussian blue staining visually correspond well with the region of increased susceptibility in the phase map and estimated susceptibility distributions.
The regularization continues to produce images with fewer background voxels having significant susceptibility values than the regularization. Reconstruction with a range of regularization parameters indicated that both regularization techniques benefit from a regularization parameter larger than that determined by the noise variance criteria. This is likely because the field map contains variations that are structured but not produced by the injected iron oxide particles. These result in voxels that do not contain large quantities of iron oxide particles having nonzero susceptibilities. Increasing the regularization parameter tends to suppress these voxels while preserving the values of the iron oxide containing voxels.
VI. DISCUSSION
Two regularization techniques were investigated to estimate sparse magnetic susceptibility distributions from MRI data. The techniques were validated in numerical and physical phantoms, and initial feasibility was shown in an animal study. In the numerical simulations, the regularization produced good reconstructions of the susceptibility distribution while the regularization significantly underestimated the susceptibility values. Using a phantom with known susceptibility, neither technique produced susceptibility maps with estimated susceptibility matching true susceptibility across varying noise levels, but the regularization better suppressed streaking artifacts at the magic angle compared to the conventional based regularization. Both regularization terms produced satisfactory susceptibility images in an excised rat brain. In all cases, the regularization provided better suppression of background noise.
Several sources of error are present in the system implemented. Phase wrapping may occur near regions of strong susceptibility variation so that large off-resonance frequencies are not accurately represented. In many cases, phase wrapping occurs in regions with signal voids which receive low weight in the inversion process. However, the incorrect frequencies will still have some adverse effect on the estimated susceptibilities.
Another source of error comes from sampling effects. The model employed assumes the susceptibility of each voxel is concentrated on a delta function centered in that voxel, and the phase of each voxel is the phase sampled on a delta function centered in that voxel. However, the susceptibility may not be centered in the voxel or may be distributed throughout the voxel, and the sampling function is only approximated by a delta function. Furthermore, the phase value in each voxel does not represent the phase at the center of that voxel. Instead, the signal is integrated over the sampling function [20] , and the phase is the phase of this integrated signal. These assumptions were made to render the problem computationally tractable, but better models are an area for future research.
Variations in precession frequency cause signal to be shifted from its true location along the readout direction [8] . For this work, it was assumed the field shifts are small, resulting in minimal spatial distortion. However, this distortion is present and may adversely impact the estimation of susceptibilities.
The regularization tends to overestimate the susceptibilities in the Gd doped tube phantom. Underestimation is expected in the case because the magnitudes of the susceptibility values are directly penalized, but this overestimation in the case of the norm is unexpected. Overestimation may result from the norm attempting to explain the field variation using as few non-zero components as possible. Although the technique must be calibrated for the imaging situation if the absolute susceptibilities are of interest, near linearity is achieved so relative susceptibility values are meaningful.
Several improvements are necessary to make these techniques applicable to biological imaging situations. Although phase filtering can remove much of the phase variation that is not due to the susceptibility distribution of interest, some variation will remain at the boundaries between air and tissue. Generalization of the regularization to total variation regularization may help address this issue by allowing the background to have a non-zero susceptibility. Total variation has been used in image denoising [48] , and promotes sparsity of edges rather than sparsity of the estimated distribution, which may be a more realistic assumption. Chemical shift effects give rise to resonance frequency variations not due to magnetic susceptibility. Fat/water separation techniques can yield a field map independent of chemical shift, which could be used for susceptibility estimation [31] , [49] . Finally, a more quantitative method to determine the regularization parameter should be developed. In addition to the L-curve and expected residual criteria, other methods to estimate the regularization parameter such as generalized cross-validation [50] exist, and should be examined in the context of susceptibility inversion. An improved method to determine the regularization parameter may lead to a slope closer to unity between the estimated and true susceptibility values.
VII. CONCLUSION
In this work, and norm based regularization techniques were applied to magnetic susceptibility estimation from MRI field maps, and were evaluated using numerical simulations, phantom images, and data from an animal study. A criteria for selecting the regularization parameter based on noise variance was evaluated and shown to produce visually satisfactory results. The regularization provided better suppression of streaking artifacts and background noise than the regularization, producing visually better image quality. These initial results show that it is feasible to use sparsity promoting regularization alone to estimate magnetic susceptibility, but accurate estimation may require additional means such as the use of strong prior knowledge.
APPENDIX LOG BARRIER METHOD FOR REGULARIZATION
The solver technique presented here follows closely from the derivation in [40] and is included here for completeness.
The norm regularization problem is nonlinear and does not have a well defined gradient around zero. The difficulty with the gradient can be remedied by formulating an equivalent constrained problem (19) where is the number of voxels in the image. This constrained problem can then be reformulated as an unconstrained problem using a logarithmic barrier (20) The function is referred to as the log barrier, and the parameter governs how well the log barrier approximates a true barrier [39] . Larger values of yield a better approximation to the constraint, but are more difficult to minimize because the function becomes less smooth.
The systems given by (19) and (20) are convex, so that the minimum can be found by finding the point where the gradient is zero. The approach employed here is iterative search using Newton's Method [39] , [40] . This requires both the gradient and the Hessian of the system being solved. Concatenating the vectors and , and defining , the gradient of (20) is given by (21) and the Hessian is given by (22) where , and . Here is the diagonal matrix with diagonal elements composed of the elements from , and is taken to be the component-wise inverse of the elements of . The Newton system is then (23) giving the step direction . The system is symmetric positive definite, so it can be solved using conjugate gradients. To improve the speed of the conjugate gradient solver, the variables can be eliminated using the Schur complement [39] of the Hessian, giving the reduced system (24) The variables can then be recovered from by (25) These and vectors are then used as an update to the initial and vectors.
The log barrier algorithm employed is summarized in Fig. 5 . The input parameters to the main function L1SOL are an initial feasible point , an initial , the step size by which is decreased in each iteration , an error bound on the optimality of the solution, the regularization parameter , line search parameters and , and the number of log barrier iterations to run. Any initial guess suffices for . Here, 100 iterations of the conjugate gradients algorithm with no regularization are used to calculate an initial estimate of . The vector is chosen so that each component is slightly larger than the magnitude of the corresponding component of . In this implementation, the value of is chosen so that the duality gap after the first barrier iteration is approximately equal to , as in [40] . is the number of log barrier iterations necessary to achieve the desired accuracy , and can be calculated from [39] 
The algorithm begins with an initial coarse approximation to the ideal barrier function using . From the initial point, a Newton step (function NEWT) is calculated using the conjugate gradients solver. The Newton step indicates a search direction, but does not indicate the exact distance to step in that direction. Computing the exact minimum in that direction is not computationally feasible, so an approximate backtracking line search is employed (function LINESEARCH) [39] . Here the parameters and were chosen as in [40] . Prior to the backtracking line search, a simple search is performed to ensure that the step remains within the feasible region of the system (Fig. 5.26 ). The appropriate length step is then taken, and Newton's method is performed from the updated point until the Newton decrement is less than the desired accuracy (Fig. 5.19 ). The Newton decrement (27) provides an estimate of the duality gap [39] .
In this implementation, . Typically the number of outer iterations required for the log barrier method is 8-10 for a matrix size of 128 128 16 and .
