The Earth mover's distance (EMD) is a measure of distance between probability distributions which is at the heart of mass transportation theory. Recent research has shown that the EMD plays a crucial role in studying the potential impact of Demand-Responsive Transportation (DRT) and Mobility-on-Demand (MoD) systems, which are growing paradigms for one-way vehicle sharing where people drive (or are driven by) shared vehicles from a point of origin to a point of destination. While the ubiquitous physical transportation setting is the "road network", characterized by systems of roads connected together by interchanges, most analytical works about vehicle sharing represent distances between points in a plane using the simple Euclidean metric. Instead, we consider the EMD when the ground metric is taken from a class of one-dimensional, continuous metric spaces, reminiscent of road networks. We produce an "explicit" formulation of the Earth mover's distance given any finite road network R. The result generalizes the EMD with a Euclidean R 1 ground metric, which had remained one of the only known non-discrete cases with an explicit formula. Our formulation casts the EMD as the optimal value of a finite-dimensional, real-valued optimization problem, with a convex objective function and linear constraints. In the special case that the input distributions have piece-wise uniform (constant) density, the problem reduces to one whose objective function is convex quadratic. Both forms are amenable to modern mathematical programming techniques.
I. INTRODUCTION
The Earth mover's distance (EMD) is a measure of distance between probability distributions-or measures, more generally-which is commonly encountered in mathematics and computer science. In mathematics, it is generally referred to as the Rubenstein/Kantorovich/Wasserstein distance, or simply Wasserstein distance. The metric is also the solution to the Monge-Kantorovich problem, which is at the heart of mass transportation theory [18] , [19] . A common informal interpretation of the EMD is that if one treats two measures (say, µ and µ ) as two distinct ways of arranging some fluid/continuous commodity (e.g., "a pile of dirt") in a spatial domain Ω, then the EMD is the minimum cost of transforming the arrangement described by µ into the arrangement described by µ . Such interpretation requires that the underlying domain be equipped with a "ground metric" D : Ω × Ω → R ≥0 by which then Ω can be restricted to a finite set appropriately.) The finite case has received by far the most attention in recent years, as progress on the general problem has stagnated. All the above works except [13] and [26] consider the discrete version of the EMD. Indeed, the term "Earth Mover's distance" seems to have been coined in [21] by researchers studying the discrete case, so the assumption of discrete domains is often implicit to its usage.
One of the only known non-discrete cases with an explicit formula is if Ω = R and D(x, y) = |x − y|. Then
where F i denotes the distribution function (d.f.) of a measure µ i , i.e., F i (y) := µ i ({Y ∈ R : Y ≤ y}). (If µ and µ are probability distributions, then F and F are their respective cumulative density functions.) Rüschendorf discusses a few other "explicit" expressions in [23] ; however, as far as we are aware, the state-of-the-art has not improved significantly since the 1980s.
This paper is motivated largely by the work in [16] , [26] , about a vehicle "rebalancing" problem that appears to be fundamental to large scale one-to-one transportation problems. We consider the EMD when the domain Ω is taken from a class of one-dimensional metric spaces inspired by spatial road networks, and which generalizes R 1 :
Their metrics are almost everywhere locally like Euclidean R 1 , but they may have a more general, "graph-like" topology. We call such spaces, simply, roadmaps. Formal treatments of road networks as continuous metric spaces are somewhat rare in literature. [15] explores one similar yet distinct branch of geometrical study.
C. Contributions
The main contribution of this paper is an explicit formulation of the Earth mover's distance (EMD) W (µ , µ )
for any road network R. The result generalizes the formulation of the EMD in Euclidean R 1 , which (i) is the most trivial kind of road network, and (ii) had remained one of the only EMDs in a continuous domain with an explicit formula. We find that even given quite general distributions, e.g., those admitting density functions, our formulation casts the EMD as the optimal value of a finite-dimensional, real-valued optimization problem with a convex objective function and linear constraints, which is amenable to convex programming techniques [7] . In the special case that the distributions µ and µ have piece-wise uniform (constant) density, the problem reduces to one whose objective function is convex quadratic, in number of variables linear in the number of pieces. One can solve such a problem efficiently using standard quadratic programming (QP) methods.
D. Applications to Vehicle Sharing
Mobility-on-Demand (MoD) is a growing paradigm for one-way vehicle sharing [14] , where people drive (or are driven by) shared vehicles from a point of origin to a point of destination. Recent research [26] , [16] has shown that the EMD plays a crucial role in studying the potential impact of MoD systems, e.g., in terms of the fleet sizes required to meet quality of service objectives. However, while the ubiquitous physical setting of a vast number of transportation problems is a "road network" characterized by systems of roads connected together by interchanges, all the mathematically rigorous studies that we are aware of represent the distance between points in a planar May 22, 2014 DRAFT workspace W using the simple Euclidean metric. At small-to-medium scale (e.g., of the so-called Last Mile), the Euclidean distance can yield a poor approximation of roadmap distances. The results of this paper can be used to address such limitations.
E. Organization
The rest of the paper is organized as follows. First, we state formally the objectives of the paper in Section II.
We present the relevant background in Section III, including basic definitions in graph theory and geometry, and a preliminary treatment of network flow theory and properties of the EMD. In Section IV, we introduce the class of roadmap metric spaces which form the basis of our analysis; they provide the roadmap distance ground metrics commonly associated with road networks. In Section V, we present the main result of the paper, an explicit formulation of the EMD on road networks as a finite-dimensional convex optimization problem. In Section VI we present the results of a simulation experiment designed to validate our result while demonstrating the role of the EMD in characterizing the "workload" faced by a one-way vehicle sharing system. In Section VII, we provide a naive, general-purpose procedure to compute an approximation of the EMD for any ground metric. In Section VIII, we refine the procedure using structural knowledge about road networks to obtain a procedure which is simultaneously more efficient and more insightful. (These approximations are integral components to a formal proof of the correctness of our main result, presented later in the paper.) In Section IX we analyze the computational space and runtime complexity of the procedures of Sections V, VII, and VIII. We provide the formal proof of correctness of our main result in Section X. Finally, we present concluding remarks in Section XI.
II. PROBLEM STATEMENT
For the rest of the paper, we will say that a formula is explicit if it is a closed-form expression or an integral involving closed-forms, or if it is a convex program in terms of such expressions for which strong duality holds [8, Ch. 5] . It is essentially straightforward to compute such formulas, because closed-forms are "well-studied", and efficient techniques exist both for numerical integration and convex optimization [8, Ch. 11] . Many of the distributions on R which are commonly used to represent other ones have cdfs which are considered closed-form. Network optimization problems [7, Ch. 5] are among a broad class of convex optimization problems satisfying strong duality.
The objective of the paper is to obtain an explicit formulation of the Earth Mover's distance, given a roadmap R, as a network optimization problem.
III. BACKGROUND
A. Notation 1) Graphs: We use the following graph notation throughout the paper: Let (V, A) denote a directed graph, or di-graph, with vertex set V and a set of directed edges A. In general, (V, A) might be a multi-di-graph, meaning that multiple distinct edges may share the same endpoints. For any edge a ∈ A, let a − denote the tail of a and let a + denote the head of a. For example, if a = (u, v), then a − = u and a + = v.
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2) Geometry:
Definition 3.1 (Metric space): A metric space is the pair of a set Ω of points, and a distance function D :
B. Network Optimization (on Graphs) 
We call (3) the flow conservation constraints. We use standard shorthand notation f ∈ N (e.g., see [1] ) to say f is admissible by flow network N .
Definition 3.5 (Flow Costs): Let N be a flow network and let c be a collection associating to each edge a ∈ A a cost function c( · ; a). We define the total cost of a flow f ∈ N [under edge costs c] as
The EMD has a quite general shift-invariance property which will be exploited crucially in this paper:
Proposition 3.9 (Additive invariance of EMD): Let µ , µ , andμ be three distributions over a finite domain Ω.
Then W (µ +μ, µ +μ) = W (µ , µ ).
Proof: The proof is simply by Remark 3.8 and observing that the supply mapping
invariant to the addition.
Proposition 3.9 formalizes the intuitive notion that adding the same "offset" to two histograms should not affect the cost of transforming one into the other. Now let the symbol denote a vector inequality, such that in finite
domains Ω, µ µ means that µ (i) ≤ µ(i) for all i ∈ Ω. (Such inequality generalized readily.)
Corollary 3.10 (Subtractive invariance of EMD): Let µ , µ , andμ be three distributions over a finite domain
Proof: The proof is simply by observing that sinceμ
. Applying Prop 3.9 obtains the corollary.
Prop. 3.9 and Corollary 3.10 generalize fully, but the proofs are beyond the scope of this paper. The finite-version proofs have been presented for the sake of intuition.
IV. THE GEOMETRY OF ROAD NETWORKS
A roadmap can be described in terms of a set of lines or curves connected together into a particular pattern by their endpoints; the distance between points on a roadmap is the minimum distance by which a particle (or vehicle) could reach one point from the other while constrained to travel on the curves, or roads. It is common practice, e.g., by modern postal services, to represent the topology of a roadmap using an undirected weighted graph or multi-graph (V, R), possibly with loops, where the edges R correspond to roads in the roadmap and are labeled with lengths, and the vertices V describe their interconnections. Another common practice is to attach to such graph a coordinate system: Given a fixed orientation of the roadmap graph, every point on the roadmap continuum can be described unambiguously by a tuple, or address (r, y), of a road r ∈ R and a real-valued coordinate s between zero and the length L r of r. There is an intuitive notion of "roadmap distance" between points described by such addresses, arising from two basic assertions: (i) there is a path between any two points on the same road, of length equal to the difference between their address coordinates; (ii) there is a special point for every roadmap vertex u ∈ V which is on all the roads adjacent to u simultaneously .
In this paper, we assume an orientation of the road system has been fixed, so that R is directed. If an address s refers to a road r, then we say s ∈ r. If the coordinate of s is y = 0 or y = L r , then the coordinate also corresponds to a road endpoint (the tail or the head, respectively): if y = 0, then we say s ∈ r − ; if y = L r , then we say s ∈ r + . another finite point set, i.e. V. The only limit points missing from the collection of roads are the interval boundaries, which are finite in number and are "filled in" by (ii). Injection of the finite set of points V cannot introduce new limit points, therefore R is complete. R is separable because it is a finite union of separable components.
Corollary 4.3:
The Earth Mover's distance (1) is well defined on any road network (R, D), R =: Ω.
Proof: A road network (R, D), being a complete and separable metric space, is therefore a Polish metric space, and also a Radon space. The Earth Mover's distance is the same as the 1-Wasserstein distance, which is defined for all Radon spaces [2, Ch.7] .
A. Probability and Road Networks
Given a road network metric space (R, D), let B denote the Borel sets (σ-algebra) generated by all the open sets in the topology defined on R by D. Let F denote the corresponding Lebesgue measurable sets.
Definition 4.4 (Absolute continuity of measure): A measure µ over a measurable roadmap (R, F) is absolutely continuous if there exists a Lebesgue measurable mapping ϕ µ such that µ(A) = A ϕ µ (p) dp for all A ∈ F;
equivalently, if there exists a set of mappings ϕ =: {ϕ r : R → R} r∈R such that
We call the components of ϕ the road densities.
Assumption 1: We restrict our attention to finite, absolutely continuous probability distributions (unity total measure) on road networks, with Lipschitz road densities.
In this paper, we will denote by ϕ = {ϕ r } r∈R and ϕ = {ϕ r } r∈R the densities of distributions µ and µ , respectively. 
V. THE EARTH MOVERS DISTANCE ON ROAD NETWORKS

A. Formulation
A network optimization problem instance is the pair (N , c) of a flow network N and edge costs c. In this section, we provide a method to construct a finite-dimensional, convex problem instance whose optimal solution has cost equal to W (µ , µ ), where µ and µ are input distributions over a roadmap R described by (V, R). We will refer to our particular construction of N as the Wasserstein network.
1) Technical Assumptions:
Assumption 2: For technical reasons, we assume that the supports of µ and µ are disjoint; e.g., it holds that
Assumption 2 is actually without loss of generality, since one may subtract the min of µ and µ without altering the EMD (Corollary 3.10, generalized).
Assumption 3: Let µ(r) denote the total probability of road r under distribution µ. We assume that µ (r)×µ (r) = 0 for all r ∈ R; that is, only one of the input distributions may be positive on any given road.
Assumption 3 supercedes Assumption 2, but it is also quite benign. Roads satisfying Assumptions 1 and 2 but not 3
can be "cracked"-by injecting additional vertices-such that Assumption 3 becomes satisfied. Such insertions do not alter the essential structure of the road network, e.g., shortest-path distances are preserved.
2) Instance Construction: In order to distinguish our main (exact) construction from others in the paper, we will 
Let us create a partition of the set of roads R. For any road r, if µ (r) > 0, then we call it a supply road; if µ (r) > 0, then we call it a demand road. According to Assumption 3, a road may be either a supply road or a demand road, but not both; if it is neither, i.e., µ (r) = µ (r) = 0, then we call it a transshipment road. We can write the set of supply roads as S := {r ∈ R : b(r) > 0}, demand roads as D := {r ∈ R : b(r) < 0}, and transshipment roads as T := {r ∈ R : b(r) = 0}.
For each supply road r ∈ S, we insert directed edges (r, r − ) and (r, r + ) into A EXACT . Even in the case r − = r + , these notations will denote two separate and distinct edges (though, in such case, with the same endpoints); therefore, note that N EXACT could be a multi-graph. We will use the alias tconn r to refer to (r, r − ) and hconn r to refer to (r, r + ). For each demand road r ∈ D, we add the edges (r − , r) and (r + , r) into V EXACT ; such edges are also always distinct, and are also given aliases tconn r and hconn r (respectively), though they have the opposite direction. A EXACT now contains the decision edges; let us denote this set A Dec .
The costs on the decision edges are as follows. Let
and
ϕ(y) y dy for any ϕ.
Then c EXACT ( · ; tconn r ) := q( · ; ϕ r ), and (8)
Now let A Rte denote a set of routing edges: A Rte contains one edge in each direction between any pair u, v ∈ V, if u = v and they are connected by some r ∈ R; such edge has linear cost with weight w Rte ((u, v)) equal to the length of the shortest such road. We insert all of the routing edges into A EXACT .
Figure 1(a) shows a simple road network with roads "north" (N), "east" (E), "south" (S), and "west" (W), and roads; therefore, notice that the decision edges-shown by thick lines-point out of E and S, while they point into N and W. Each road also contributes a pair of routing edges to the network.
3) Main Result:
The main result of the paper is Theorem 5.1 below:
Theorem 5.1: Let (R, D) be a road network environment described by (V, R), and let µ and µ be two finite measures over R, satisfying Assumptions 1 and 3, with equal total measure. Then
Note that the left-hand side of (10) we defer the proof until the end of the paper.
B. Convexity of the EMP Objective
The next result is crucial to show that the formulation of Theorem 5.1 is explicit. Proof: The absolute difference |q(x ; ϕ) − q(x; ϕ)| can be written as
Because the range of
we have y ≤ L over the whole integral range. Therefore,
To show that q( · ; ϕ) is convex, we observe that for all
i.e., there is a tangent line at every point x 0 ∈ [0, Φ(L; ϕ)] with q( · ; ϕ) lying entirely above it. Such functions are known to be convex, e.g., by convexity of epigraphs which can be expressed as the intersection of many linear epigraphs. To verify (11), one can write
While q may be difficult to obtain in analytical form, except in special cases, (11) demonstrates that Ψ is everywhere in its subgradient. Gradient and subgradient methods are at the heart of modern algorithms for constrained optimization of general convex functions, and Theorem 5.2 provides a certificate that q( · ; ϕ) is convex regardless of the density function ϕ. Therefore, provided one has access to an evaluable expression (or "circuit") for Ψ, then our formulation is highly amenable to modern convex optimization techniques.
1) Road-wise Uniform Density:
In the special case that all of the road densities are uniform, then we obtain Ψ(x; ϕ) = x/ρ and q(x; ϕ r ) = 
C. Discussion
Our fully rigorous proof of Theorem 5.1 is quite technical, and requires several sections of supporting analysis.
However, in the present section we provide an informal interpretation of the result, based on the previous "pile of dirt" analogy.
Consider a single road r of length L (see Figure 2 ). Suppose that r is a supply road, whose distribution of commodity has density function ϕ. Since r is a supply road, all of the demand is elsewhere in the network.
Therefore, all the available commodity must leave r by one of its endpoints. Suppose we wish to transport a quantity x of the commodity via r − , and the remaining µ (r) − x commodity via r + . If the cost of transportation is proportional to distance traveled, it is easy to argue that moving the left-most x commodity to r − and the remainder to r + is optimal (see Figure 2) . The boundary separating the left-most x commodity from the remainder lies at coordinate y * := Ψ(x; ϕ). Applying basic calculus, the cost of this strategy is determined to be
The first and second terms of (12) provide the cost functions (8) and (9), respectively, if one interprets x as the flow on decision edge tconn r (i.e., (r, r − )) and µ (r) − x as the flow on decision edge hconn r (i.e., (r, r + )). Note that the real-valued quantity x is left as one of the dimensions of the finite-dimensional optimization problem (10).
A symmetrical argument can be used to obtain the same cost for transporting commodity into a demand road.
It may not be possible for all commodity which leaves some road by one of its endpoints to supply demand on the interior of an adjacent road. For example, if the total supply on one road exceeds the total demand of its immediate neighborhood, then some supply must be assigned outside of this neighborhood. However, let us consider a "strategy" in three phases: First, commodity will be "accumulated" at vertices as previously described.
The third phase will be exactly opposite in the sense that commodity will be "dispersed" from the vertices to satisfy demand in the interiors of adjacent roads. During the middle phase, however, commodity may be "re-distributed", but strictly on the vertex set V. The problem of finding the minimum cost re-distribution schedule given the two "vertex-only" distributions of commodity (i.e., the one immediately after accumulation and the one immediately before dispersion), can be cast as a traditional minimum-cost flow problem on the routing edges A Rte with weights w Rte . The flow conservation constraints (3) on N EXACT account for the flow conservation requirements of all three phases simultaneously. It turns out that the optimal strategy of this three-phase type is at least as good as any other strategy.
D. Numerical Example
Let us re-visit the example network in Figure 1 (a) and assign specific distributions. Suppose each road is of unit length, and has probability given in Figure 3 . The supply or demand of each road is distributed uniformly over its length. The network in Figure 4 (b) is labeled with the costs incurred on each edge by the optimal network flow. The optimal solution has cost equal to 31/30, which is therefore the Earth Mover's distance between µ and µ .
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Examining the optimal flow provides qualitative insight in addition to the value of the EMD. In particular, we can observe the following facts: First, the demand of the north road (N) is supplied entirely by the east road (E).
Second, all of the supply of the south road (S) goes to the west road (W). Finally, the east road (E) supplies the remaining demand of the west road (W), however, 1/15 unit of supply from E reaches W via the clockwise path (E-3-4-W), while the remaining 2/15 unit of supply reaches W via the counter clockwise path (E-2-1-W).
VI. SIMULATION STUDY
In this section we present a simulation study motivated by the work in [26] , demonstrating the role of the EMD in predicting the throughput of vehicle sharing systems modeled by stochastic and dynamic Pickup-and-Delivery problems.
A. Background
We consider the Dynamic Pickup and Delivery problems (DPDP) with stochastic demands, studied e.g., in [25] , [27] , [17] , [26] . (A survey on the general DPDP can be found in [6] .) A number m of service vehicles travel in a geometric workspace W with unit maximum speed; the distance between points is measured by a distance function D. The vehicles have unlimited range but unit capacity, i.e., they can transport at most one object at a time.
Demands arrive randomly into the workspace, generated according to a time-invariant Poisson process with time intensity λ ∈ R >0 . A newly arrived demand has an associated pickup location P and an associated delivery location Q, where the demand data (P, Q) is independently, identically distributed (i.i.d.) according to a joint probability distribution µ. Each demand must be transported from its pickup location to its delivery location-i.e., an empty vehicle must visit the pickup location, followed immediately by the delivery location-then it is removed from the system.
[26] studied the DPDP in Euclidean workspaces W ⊂ R d , d ≥ 2, with distributions µ having absolutely continuous marginal distributions µ and µ for P and Q, respectively. It was shown that under any "stabilizing" routing policy-i.e., one where the number of demands in the system remains uniformly bounded for all time-the average vehicle time dedicated to any demand satisfies a lower bound
Here, S t denotes the total number of demands serviced by time t and
Using this result, the authors proved Theorem 6.1.
Theorem 6.1 (Stability of the DPDP): Defining the system utilization (a fraction) as . = λs/m, the condition < 1 is both necessary and sufficient to ensure the existence of a vehicle-routing policy by which the expected number of demands in the system remains uniformly bounded for all time, i.e., it does not grow unbounded.
Similar results had been proved previously in [25] and [17] , but mysteriously without the EMD term. The reason is that in every previous study it was either implicit or assumed that µ = µ , in which case it happens May 22, 2014 DRAFT that W (µ , µ ) = 0. However, in any case when the marginal distributions of µ are different-even slightly-the stability condition reveals the additional Earth Mover's distance term.
B. Experiment Design
Our experiment is similar to one in [26] , which measures the critical arrival rate λ * separating stabilizable arrival rates from unstabilizable ones, given a fixed setting of the other system parameters. We will not re-derive (13) or Theorem 6.1 for roadmaps in this paper. Doing so involves a trivial retracing of the logic in [26] , and yields little or no new insight. The main insight of the experiment is as follows: Let π be a routing policy for a m-vehicle DPDP which is stabilizing for all λ < λ * (and satisfies some technical "fairness" conditions). Then we run the DPDP system with arrival rate λ > λ * and operating under π. Since λ > λ * , the number of outstanding demands in the system grows unbounded. However, we can expect the policy to service demands at an average rate approaching λ * (i.e., the fastest rate under π) as demands build up in the workspace. Thus, we can estimate λ * , e.g., by computing S T /T after time T sufficiently large.
Our simulations are of a "gated", multi-vehicle, nearest-neighbor policy (gated m-NN). A gated policy is one that completes in order a sequence of demand "batches", where each batch consists of all the demands that arrived while the previous batch was being worked on. Within a particular batch, a vehicle i's kth demand is the one-among all demands not yet assigned to any vehicle at the time when i's (k − 1)th demand was delivered-whose pickup location was nearest to the location of i. Although a proof that such policy is stabilizing for all λ < λ * is currently not available, it has been observed that nearest neighbor policies have good performance for a variety of vehicle routing problems.
C. Results and Discussion
The simulation experiment was repeated for fifty (50) randomly-generated scenarios, each characterized by (i) a random, connected roadmap R of 1-10 roads, (ii) a random demand distribution µ (with random but constant density per pair of roads), and (iii) a randomly sized fleet of between 1-5 unit speed vehicles. The minimum average service time s was predicted using (13); W was computed by solving a QP, and the expected pickup-to-delivery distance was computed using another method which is the subject of a future paper (Monte Carlo averaging is a viable option). The critical rate λ * was computed by m/s. In each case, the arrival rate simulated was 2λ * (exceeding theoretical capacity by 100%), and the simulation was run for T = 1000 time. Figure 5 shows a very strong corroboration between the computed and empirical per-demand average service times s.
In addition to the randomized scenarios, we also considered again the road network of Section V-D, with µ defined by: (i) with probability given by Table I , P ∈ r 1 and Q ∈ r 2 ; (ii) given their road assignments, the coordinates of P and Q are independent and uniformly distributed on each road interval. The marginals of this distribution are equal to the input measures in Figure 3 , and so the EMD is equal to 31/30; the expected pickup-to-delivery distance is equal to 17/15, and the sum of the terms is the predicted average per-demand service time s = 13/6 ≈ 2.167. 
VII. APPROXIMATING THE EARTH MOVERS DISTANCE BY MIN-COST FLOW
The rest of the paper explores a particular method to prove Theorem 5.1, i.e., the correctness of our algorithm. At a high-level, our approach is to develop an approximation scheme for W (the EMD), bounding it entirely between an inner-and outer-approximation, and then showing that the bounds converge (squeeze) to the LHS of (10).
A. The General Purpose Scheme
In this section we present a naive, "general-purpose" approximation scheme for the Earth Movers distance for a fairly general class of metric domains. Specifically, we present a procedure which, given a particular partition C and argument distributions µ and µ , generates a matched pair of network optimization problem instances. The optimal solutions to these instances will bound W (µ , µ ) from both sides. If one can obtain a tessellation scheme for the domain Ω, capable of tessellating any compact workspace W ⊂ Ω to increasingly high "resolution", then 
Instance Construction: Let C be a finite partition of a workspace W ∈ Ω. The flow network N APPROX will comprise a di-graph (V APPROX , A APPROX ) and supplies b APPROX . We will call N APPROX the approximation network. To construct the vertex set V APPROX we generate two sets V and V of new symbolic vertices; each set is of cardinality |C|. We assign two such vertices to each cell C ∈ C, one from the set V and one from the set V , where each vertex is assigned to a single cell only (see Figure 7) . Let bipartite matchings M (between V and C) and M (between V and C) denote the respective assignments. (For example, if u is the vertex in V assigned to C ∈ C, then (u, C) ∈ M .) We define the supplies as
Let A APPROX form the complete bipartite graph between V and V , i.e., A APPROX := V × V . Let w LOWER =:
{w (u,v) } be set the set of edge weights on A APPROX satisfying Fig. 7 : Bipartite assignment of symbolic vertices (V and V ) to the cells in C.
and let w UPPER =: {w (u,v) } be the set of edge weights satisfying
B. Approximation Bounds
The network N APPROX captures a hypothetical scenario (by aggregation of points into a finite number of cells) where the cost of transportation (distance) from one cell to another is a single constant regardless of the particular endpoints. The costs c LOWER are "optimistic", assigning cost to a pair of cells equal to the minimum distance between endpoints in either cell; the costs c UPPER , meanwhile, are "pessimistic", assigning cost equal to the maximum such distance. As the fine-ness of the tesselation increases, in the sense that → 0 + in (14) , the difference between the optimistic and pessimistic costs will vanish. Such intuition supports the claims of Propositions 7.1 and 7.2, below; the formal proofs, however, are provided in Appendix A.
Proposition 7.1: For any distributions µ and µ satisfying Assumptions 1 and 3, any > 0, and any partition C of workspace W ⊂ Ω satisfying (14) , let N APPROX denote the approximation network of Section VII-A having weights w LOWER and w UPPER . Let
Then i.e., both converge to W (µ , µ ).
VIII. APPROXIMATING THE EMD ON ROAD NETWORKS
A. The General-Purpose Scheme
Road networks are sufficiently like Euclidean R 1 that a small modification to the grid-based tessellation scheme of Section VII-A obtains the same convergence in the approximation by N APPROX as the grid-based scheme does for R d : For each r ∈ R, let N r := L r / and let r := L r /N r . Then one can partition each road r ∈ R into N r segments of length r . We will refer to such partition as the -tesselation of R. The interval lengths { r } r∈R are all smaller than , so the resulting partition satisfies (14) and Propositions 7.1 and 7.2 hold.
While our pain-staking attention to network flow-based approximation schemes may be mis-leadingly algorithmic, our interest in them is not to approximate W , but to discover a sequence W k which converges to W and has an analytical limit. Unfortunately, the network structure generated by the general-purpose scheme is too general to reveal any underlying analytical form of W . Fortunately, that scheme is not the only network flow-based approximation scheme that we may use.
B. The Path-based Scheme
In this section, we present another approximation scheme which leverages the structure of the road network R. We will call our alternative approximation scheme the "path-based" scheme. An important feature of the scheme is that it uses the same -tesselation of R, and many of the same network vertices (i.e., V APPROX ), as the general-purpose one. The scheme differs in that we seek an alternative flow network topology. Our goal is to obtain additional insight into computing the EMD. Naturally, the new scheme must preserve the cost of the min-cost flow. (Because either of the squeezing bounds converges to W , we focus only on the lower bound produced by c LOWER .)
The ability to produce a meaningful alternative topology is based on two important observations about network flows: First, while network flows are most commonly represented as mappings from individual edges to flow volume, they can be represented equally well by mapping from paths to flow volume. For example, the network flow in Path and cycle flows determine arc flows in a natural way, such that the flow on an edge is equal to the sum of all flows on paths and cycles that use the edge. Defining the delta function δ a (P ) for each a ∈ A-equal to 1 if a is included in the path or cycle P ∈ P ∪ Q, and 0 otherwise-then the arc flowf described by a path and cycle flow f is determined byf
A path and cycle flow is admissible if its arc flow is admissible. Letting |P | w denote the total weight of a path P on a weighted network (N , w), i.e., |P | w . = a∈A δ a (P )w(a), the cost of a path-and-cycle flow can be written
A path-and-cycle flow has the same total weight as its arc flow.
Lemma 8.2:
Let (N , w) and (Ñ ,w) be two weighted flow networks satisfying the following properties:
1) Every supply vertex has the same supply in N andÑ ;
2) Every demand vertex has the same demand in N andÑ ;
3) The total weight of the weighted shortest path, from any supply vertex to any demand vertex, is the same in both networks.
Let J * andJ * denote the costs of the minimum-cost flows on N andÑ , respectively (and with respective weights).
Then J * andJ * are equal.
By Lemma 8. 2) (not needed for our discussion, see [1] for full text).
Proof of Lemma 8.2:
It is sufficient to proveJ * ≤ J * , since the two networks commute in the statement of the lemma. Let f * be the path-and-cycle representation of the minimum-cost flow on N . By Property 1 of Theorem 8.3, every positive-flow path is from a supply node to a demand node. Each positive-flow path is also a shortest path (this can be proved by a simple substitution argument). We can construct a path-and-cycle flowf oñ N by adding the weight of each positive-flow path in f * intof on the shortest directed path between the same endpoints. Properties 1 and 2 of Lemma 8.2 ensure thatf ∈Ñ (it is admissible). By Property 3, the latter paths have the same weight as the former ones, proving the total cost off is the same as that of f * .J * , by definition, cannot be more.
Instance Construction: Our construction must satisfy Lemma 8.2 with N APPROX . Note that Properties 1 and 2
are quite easy to satisfy, i.e., by letting b PATH equal b APPROX on S ∪ D and zero anywhere else. In order to satisfy Property 3, we seek to construct a network where the shortest path from u ∈ V ((u, C) ∈ M ) to v ∈ V ((v, C ) ∈ M ) has total weight equal to that given by w LOWER , or the minimum distance on R from C to C , i.e. (17) . The crucial observation is that any path from C to C can be decomposed into three parts: (i) first, a path from C to an endpoint r ± of the road r ∈ R for which C ⊂ r; (ii) second, a path from that endpoint r ± to an endpointr ± of another roadr ∈ R, C ⊂r; (iii) finally, a path from the second endpointr ± to the cell C .
To obtain the network N PATH instance we start with V PATH := V (the vertices of R) and A PATH := ∅. Then, for each non-transshipment road r ∈ S ∪ D, we insert into the graph (V PATH , A PATH ) one of two possible "road
The device g r of a supply road r ∈ S.
devices". If r is a supply road, i.e., r ∈ S, then we add a "supply device", as shown in Figure 8 ; The vertices of this device are the ones in V ⊂ V APPROX associated with the tessellation of r; as seen in Figure 8 , they are ordered from r − to r + . Otherwise, if r is a demand road (r ∈ D), then we add a "demand device", which is like the supply device, except (i) the vertices are those from V , and (ii) tconn r and hconn r have the opposite direction. (In either case, tconn r has endpoints u 1 r and r − , and hconn r has endpoints u N r and r + .) We denote by g r the device subgraph belonging to road r.
Remark 8.4:
The resulting set V PATH is not exactly that same set as V APPROX . We observe, however, that the symmetric difference set includes only non-supply, non-demand vertices, which cannot contribute positive flow paths to a minimum-cost flow; thus, they do not affect compliance with Lemma 8.2.
As indicated in Figure 8 , let the weights w PATH give r = L r /n on all the road device edges except tconn r and hconn r which are "free" (zero cost). Such weights are carefully chosen to ensure that: (i) the shortest path from u ∈ g r to either endpoint r ± has total weight equal to the distance on R from C to r ± ; (ii) the shortest path from either endpointr ± to v ∈ gr has total weight equal to the distance fromr ± to C . Finally, we insert into A PATH the set of routing edges A Rte from Section V-A, with weights w Rte . These weights are chosen so that the shortest path on A Rte from i ∈ V to j ∈ V has total weight equal to D(i, j). The reasoning behind the proposition is the same as that of the construction. We omit the redundant formal proof.
Combining Proposition 8.5 and Lemma 8.2 shows that min f ∈N PATH J(f ; w PATH ) = W LOWER , and so proves its convergence to W (µ , µ ) from below as → 0 + .
IX. ANALYSIS OF EXACT AND APPROXIMATION ALGORITHMS
In this section we analyze the complexity of construction of the three networks N EXACT , N APPROX , and N PATH . In particular, we consider the way that the sizes of the instance graphs relate to (i) the size of the road network R (both the size of its graphical representation and its physical size as determined by the lengths of roads);
and (ii) the fine-ness of the input tessellation (in the case of approximation). Finally, we present a numerical study of graph sizes, approximation quality, and the runtime of a standard QP-based algorithm to compute each solution for the example network of Figure 3 .
A. Complexity
The remarkable feature of N EXACT is that it depends only on the size of the representation of R, and not on its physical size. V EXACT has size equal to |V| + |R|, and A EXACT has size bounded by 4 |R|; there are exactly two decision edges and as many as two routing edges per road r ∈ R. The size of N APPROX , on the other hand, depends on the physical size of the network and on the approximation parameter . V APPROX has size equal to 2 |C | or 2 r∈R N r , which goes as Θ(1/ ). A APPROX has size equal to |C | 2 , which has dominating complexity
. Note that such growth of N APPROX may be quite impractical to approximate the EMD with realistic road networks with hundreds or even thousands of miles of streets. N PATH leverages the structure of the road network to reduce the space complexity of approximation to Θ(1/ ). V PATH has size equal to |V| + |C | and A PATH has size bounded by 2 |R| + 2 |C |. Note that the size of N PATH depends on both the physical size of the road network and the size of its representation. 
B. Numerical Study
X. EVALUATING THE LIMIT OF THE PATH-BASED APPROXIMATION
N PATH is sufficiently structured that it will allow us to calculate the limit of (19) as → 0 + . As argued in Section VII-B, that limit is equal to the EMD between the argument distributions. In this section we present a derivation of the limit, which produces the formulation of N EXACT in Section V-A.
Suppose we are trying to compute the EMD between µ and µ over a road network R. Let N EXACT denote the resulting EXACT Wasserstein network, with edge costs c EXACT ; let N PATH be the PATH network generated by some -tesselation of R, with weights w PATH . Note that the routing edges A Rte are present in both networks, so the two networks differ only between the decision edges A Dec in N EXACT and the road devices in N PATH .
A. Costs Associated with Road Devices
Let f * be a minimum-cost flow on N PATH , and let us consider the cost associated with the device g r of a non-transshipment road r ∈ S ∪ D. As in Figure 8 , let the vertices of g r be ordered (u Suppose r ∈ S. Then from inspection of the device in Figure 8 , we can denote the cost associated with g r by
Let us call all the edges of the form (u Note that between any adjacent vertices in g r , positive flow can be supported only either on the forward edge or the backward edge; otherwise, f * would be non-minimal by existence of a cycle. We say that a vertex u Lemma 10.1 (Minimum-cost flows part road devices): Let f * be a minimum-cost admissible flow on N PATH , generated by some -tesselation of some road network R. Then every road device in N PATH is parted by f * .
Proof: The proof is by contradiction: Assume that f * is a minimum-cost admissible flow, but the device of some r ∈ S is not parted. (We give the proof only for r ∈ S, but the proof for r ∈ D is symmetrical.) Note that because r ∈ S, then b PATH (u The parting of the road devices is quite powerful, because in combination with the flow conservation constraints (3), it allows us to express the whole device cost (22) in terms of the known supplies b PATH , and ultimately, the density function ϕ r .
Lemma 10.2 (Costs of Parted Devices):
Let N PATH be the PATH Wasserstein network for some -tesselation of a road network R with argument distributions µ and µ . Let r be some non-transshipment road and let f be any admissible flow on N PATH which parts r; let k r denote the index of the part of g r . Then
f (tconn r ) = Φ(k r × r ; ϕ r ) + o(1), and (24)
The proof of the lemma is fairly technical, and is provided in Appendix B.
Lemma 10.3 (Costs of Parted Devices (Refined)): Let r be some non-transshipment road and let f be any admissible flow on N PATH which parts r. Then
Proof: It is easy to show that y 0 ϕ(y ) y dy ≡ q(Φ(y; ϕ); ϕ).
Thus, we can obtain the first term of (26) by combining the first integral of (23) with (24), and saving off any low order terms (recall that all q are Lipschitz). Similarly, we can obtain the second term of (26), by combining the second integral of (23) with (25) ; in that case, first, we put a change of variables y = L r − y and a substitution by χ r .
B. Proving the Main Result
Lemma 10.3 provides the critical component of the proof of the main result of the paper, i.e., Theorem 5.1.
Proof of Theorem 5.1: We begin by proving that
where N PATH is of the -tesselation of R for > 0 arbitrarily small, so that the lemma holds in the limit as → 0 + .
Let f * be a minimum-cost admissible flow on N PATH , and let f be the network flow on N EXACT defined by
f (hconn r ) := f * (hconn r ) for all r ∈ S ∪ D, and (29)
It is a simple exercise to show that f is admissible, i.e., f ∈ N EXACT . Applying Lemma 10.3, we observe that for every road r ∈ R, the difference between the cost of the road device g r in N PATH and the combined cost of the decision edges tconn r and hconn r in N EXACT is o(1). The flows and weights on A Rte are identical in both networks, contributing no additional costs. Therefore, the total difference in cost between f and f * is o(1). By definition, the minimum-cost flow on N EXACT has cost bounded by J(f ; c EXACT ), and so we obtain (27) .
We prove the matching lower bound by another limiting expression
Let f * be a minimum-cost admissible flow on the flow network N EXACT . f shall be an admissible flow (f ∈ N PATH ) satisfying again (28) , (29), and (30). f must also part every device g r . (Such f can be generated, e.g., by
traversing each device g r and assigning flows greedily to obtain (28) and (29).) The rest of the proof continues by symmetrical logic.
XI. CONCLUSION
In this paper we have defined the Earth Mover's distance with respect to a set of ground metrics capturing the common notion of "roadmap distance". In order to produce such ground metrics, we have defined formally a class of one-dimensional metric spaces which are R 1 -like but may have arbitrary, graph-like topology. We have given an expression of the EMD on such road networks, for a general class of probability distributions, which is explicit in the sense that it is amenable to efficient computational optimization techniques. In the case that both distributions are piece-wise uniform, the EMD can be computed by quadratic programming. Finally, we have demonstrated by simulation experiment that our formulation can be used to predict accurately the maximum theoretical throughput of a vehicle sharing system modeled by the DPDP in a roadmap workspace. The result can be used to address a limitation of previous DPDP models, which treat the distances between points in a planar workspace using a simplified Euclidean distance metric.
Future Work: There are several directions is which this work may be extended. For example, the authors are quite certain that the basic formulation shall admit simple extensions for (i) the class of mixed distributions, i.e., distributions having an absolutely continuous part and an atomic part; (ii) non-symmetrical ground metrics resulting from the treatment of "one-way" streets. It should also be straightforward to obtain a generalization of the formulation for definitions of the EMD (e.g., in [21] ) which allow input measures to have unequal total mass. Another possible extension of this work would be to obtain better algorithms for road networks with special structure. (For example, it should be possible to produce an algorithm in the style of [12, Sec. 5.3] for road networks that can be represented by tree graphs.)
In addition to these particular extensions, we hope that our formal treatment of road networks and the analytical techniques introduced in this paper may facilitate bringing the power of computational statistics research to bear on research questions framed in the ubiquitous road network setting.
Proof: To prove f of 32 is admissible, one must show that (3) holds. On the bipartite network N APPROX , (3) holds if (u ,C )∈M f (u, u ) = µ (C) for all (u, C) ∈ M and (u,C)∈M f (u, u ) = µ (C ) for all (u , C ) ∈ M . Recalling that γ ∈ Γ(µ , µ ), these conditions can be easily verified. Proof: The proof is by an example construction. Given f ∈ N APPROX , let γ be the unique measure satisfying
for all A, B ∈ F (with the standard extension to the product measure-space F ⊗ F). It can be checked that γ satisfies the conditions of the proposition.
Proof of Prop. 7.1: First, we show that W LOWER ( ) ≤ W for all > 0; For the rest of the proof, we will omit the argument . For δ > 0 arbitrarily small, we choose some γ ∈ Γ(µ , µ ) within δ of the infimum (1). Let f be given by (32). Then we have
Let us define the distance function 
We observe D C is everywhere a lower bound for D; therefore,
Letting w LOWER =: {w 
By definition, J(f ; w LOWER ) is no smaller than W LOWER . Combining these results we have that W ≥ W LOWER + δ. The proof follows since the inequality holds for δ arbitrarily small.
The proof that W UPPER ≥ W is similar. Let f be the minimum-cost flow of N APPROX under edge weights w UPPER ; by definition, the cost of f is W UPPER . Recalling Remark A.2, let γ be any coupling of µ and µ which induces f . Then
We define the distance function 
By previous logic, it can be shown that
Combining these results proves the second part.
Proof of Prop. 7.2: The result is simply a consequence of the fact (one can check) that for any > 0, and w LOWER ( ) =: {w 
We can "unroll" each of the recursions (42) and (43) until we reach the part index k r ; since the supply b(k r ) could be split between the backward and forward flows, at best we can write bounds 
and so J r = J 
(48) is a Reimann sum which can be written as (23) . (24) and (25) 
