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PROBLEMS OF HARMONIC ANALYSIS RELATED TO FINITE
TYPE HYPERSURFACES IN R3, AND NEWTON POLYHEDRA
DETLEF MU¨LLER
Abstract. This article is intended to give an overview on a collection of results
which have been obtained jointly with I.I. Ikromov, and in parts also with M. Kempe,
and at the same time to give a kind of guided tour through the rather comprehensive
proofs of the major results that I shall address. All of our work is highly influenced
by the pioneering ideas developed by E.M. Stein.
Consider a smooth hypersurface S inR3 of finite type, and let dµ = ρdσ be a surface
carried measure with smooth, compactly supported density ρ ≥ 0 with respect to the
surface measure dσ. The problems that I shall address are the following ones:
A. Find, if possible, optimal uniform decay estimates for the Fourier transform of
the surface carried measure dµ.
B. If we denote by At the averaging operator Atf(x) :=
∫
S f(x− ty)dµ(y), deter-
mine for which exponents p the associated maximal operator
Mf(x) := sup
t>0
|Atf(x)|
is bounded on Lp(R3).
C. Determine the range of exponents p for which a Fourier restriction estimate(∫
S
|fˆ(x)|2 dµ(x)
)1/2
≤ C‖f‖Lp(R3)
holds true. The first problem is classical, and the other ones originate from seminal
contributions by E.M. Stein. These problems are somewhat interrelated, and in
particular it is well-known that the answers to B and C are strongly influenced by
the answer to A. Moreover, due to the insights by V.I. Arnol’d and his school, in
particular through work by A.N. Varchenko and V.N. Karpushkin, we know that the
answer to problem A can be given in terms of Newton polyhedra associated to the
given hypersurface S, at least for analytic hypersurfaces. That Newton polyhedra
would play an important role also in other problems of harmonic analysis has been
stressed later in pioneering work by D.H. Phong and E.M. Stein on oscillatory integral
operators.
In this article, I shall outline how (almost) complete answers to the above questions
can be given again in terms of associated Newton polyhedra (for question B, at least
if p > 2).
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1. Introduction
Let S be a smooth, finite type hypersurface in R3 with Riemannian surface measure
dσ, and consider the compactly supported measure dµ := ρdσ on S, where 0 ≤ ρ ∈
C∞0 (S).
The problems on which I shall essentially focus are the following ones:
A. Find, if possible, optimal uniform decay estimates for the Fourier transform of
the surface carried measure dµ.
B. If we denote by At the averaging operator Atf(x) :=
∫
S
f(x− ty)dµ(y), determine
for which exponents p the associated maximal operator
Mf(x) := sup
t>0
|Atf(x)|
is bounded on Lp(R3). For instance, if S is a Euclidean sphere centered at the origin,
then M is the spherical maximal operator studied first by Stein [61].
C. Determine the range of exponents p for which a Fourier restriction estimate(∫
S
|fˆ(x)|2 dµ(x)
)1/2
≤ C‖f‖Lp(R3)
holds true. I shall explain how these questions can be answered in an (almost) complete
way in terms of Newton polyhedra associated to the given surface S. All these results
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are based on joint work with Ikromov, and in parts also with Kempe [39], [40], [37],
[38] [41],[42].
Problem A is a classical question about estimates for oscillatory integrals, and there
exists a huge body of results on it, in particular for convex hypersurfaces (some refer-
ences, also to higher dimensional results, will follow).
The other two problems had first been formulated by Stein: the study of maximal av-
erages along hypersurfaces has been initiated in Stein’s work on the spherical maximal
function [61], and also the idea of Fourier restriction goes back to him (cf. §5). Their
great importance for the study of partial differential equations became clear through
Strichartz’ article [63], and in the PDE-literature their dual versions are often called
Strichartz estimates.
Of course, these and related problems, such as the question of optimal sub-level
estimates and integrability indices, make perfect sense also in higher dimensions (and
possibly higher co-dimension), but only partial answers are known to most of these
problems in this case. The reason for this is that strong information on the resolution
of singularities is available for analytic functions of two variables, for instance by means
of Puiseux series expansions of roots, whereas the situation for multivariate functions of
more than two variables is substantially more complex. Nevertheless, there has been a
lot of progress on the question as to how to construct more elementary and ”concrete”
resolutions of singularities for real analytic multivariate functions, giving more detailed
information than what Hironaka’s celebrated theorem [35] on the resolution of singular-
ities would yield, for instance in work by Bierstone and P.D. Milman [7], [8], Sussman
[64], Parusin´ski [53], [54], Greenblatt [28], [30], Collins, Greenleaf and Pramanik [15],
among others. These techniques have already led to a very good understanding of,
for instance, the sublevel estimation problem for slices of the surfaces in direction to
the Gaussian normal, and the related determination of critical integrability indices, in
independent work by Greenblatt [28], [30], and also Collins, Greenleaf and Pramanik
[15], by rather different methods. Yet another approach has been developed by Denef,
Nicaise and Sargos [21] in order to estimate oscillatory integrals in higher dimensions.
These encouraging results give rise to the hope that eventually, substantial progress
might also be possible in higher dimensions for the deeper problems A - C, but at
present, only partial answers are available, for restricted classes of surfaces (see, e.g.,
[31], [33]). What makes these problems indeed a lot harder than the sub-level set
problem is that it will surely require estimates of oscillatory integrals with phase func-
tions depending also on small parameters, not just a fixed phase function. This leads
to the fundamental problem of stability of the estimates in Problem A under small
perturbation; I shall briefly come back to this later.
Before returning to the two-dimensional case, let me address some results on the
three problems A - C which have been obtained for particular classes of hypersurfaces
also in higher dimensions.
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The case of convex hypersurface of finite line type has been studied quite intensively,
for instance in work by Randol [57], Svensson [65], Schulz [59], Bruna, Nagel and
Wainger [12] and Cowling, Disney, Mauceri and myself [17] concerning problem A,
and for instance by Nagel, Seeger and Wainger [52] and Iosevich, Sawyer and Seeger
[46] on problem B. Various particular classes of non-convex hypersurfaces have been
examined too, for instance in work by Iosevich and Sawyer [44], Cowling and Mauceri
[18], [19], and by Sogge and Stein [60], where the method of damping (with powers
of the Gaussian curvature) had been introduced in order to derive partial answers to
problem B for very general hypersurfaces in Rn.
However, from now on I shall concentrate on the two-dimensional case, and give only
occasionally a few references to work in higher dimensions. Since all three problems
can be seen as ”classical” by now, there is an abundance of literature associated to
them, so that it would seem impossible to give due credit to everyone who has made
contributions, and I apologize in advance to everyone whose work is not mentioned,
due to lack of space or my personal ignorance. Many further references can be found
in the cited articles, and for a more detailed account of the state of the theory and
its historical development until roughly a decade ago, I refer, for instance, to Stein’s
monograph [62].
It is obvious that all three problems A - C can be localized to sufficiently small
neighborhoods of given points x0 on S. Observe also that the problems A and B are
invariant under translations and rotations of the ambient space, so that we may replace
the surface S by any suitable image under a Euclidean motion of R3.
We may thus assume that x0 = (0, 0, 0), and that S is the graph
(1.1) S = {(x1, x2, φ(x1, x2)) : (x1, x2) ∈ Ω},
of a smooth function φ defined on a sufficiently small neighborhood Ω of the origin,
such that
(1.2) φ(0, 0) = 0, ∇φ(0, 0) = 0.
The situation is different for problem B, since dilations do not commute with trans-
lations, so that we are only allowed to work with linear transformations of the ambient
space. We shall therefore study the maximal operatorM under the following transver-
sality assumption on S.
Assumption 1.1. The affine tangent plane x + TxS to S through x does not pass
through the origin in R3 for every x ∈ S. Equivalently, x /∈ TxS for every x ∈ S, so
that 0 /∈ S, and x is transversal to S for every point x ∈ S.
Notice that this assumption allows us to find a linear change of coordinates in R3
so that in the new coordinates S can locally be represented as the shifted graph of a
function φ as before, more precisely,
(1.3) S = {(x1, x2, 1 + φ(x1, x2)) : (x1, x2) ∈ Ω},
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where φ satisfies again (1.2).
Our transversality assumption is natural in this context. Indeed, various examples
show that if it is not satisfied, then the behavior of the corresponding maximal function
may change drastically.
Observe also that if φ is flat, i.e., if all derivatives of φ vanish at the origin, and
if ρ(x0) > 0, then it is well-known and easy to see that the maximal operator M is
Lp-bounded if and only if p = ∞, so that this case is of no interest. In a similar way,
also the problems A and C will become of quite a different nature. We shall therefore
assume that φ is non-flat, i.e., of finite type. Correspondingly, we shall always assume
that the hypersurface S is of finite type, in the sense that every tangent plane has finite
order of contact. Recall that in the study a convex hypersurface, a standard assumption
used by many authors is that the surface is of finite line type, which means that every
tangent line has finite order of contact, which is stronger than our assumption.
The article will be organized as follows:
In the next paragraph, I shall briefly review some basic concepts concerning New-
ton polyhedra, adaptedness of coordinates and the notion of height, which have been
introduced by Arnol’d (cf. [2], [3]) and his school, most notably Varchenko [66]. These
concepts had originally been studied for real analytic functions φ, but as shown in
[39], can be extended to smooth, finite type functions φ. Problems A to C will then be
discussed subsequently in §3− §5.
Since many of our proofs are quite elaborate, my main goal will be to give a kind of
guided tour through the basic structure of the proofs, hoping that this might also be
helpful for a everyone interested in studying some of the proofs in more detail.
2. Newton polyhedra, and adapted coordinates
Let me first recall some basic notions from [66],[39]. If φ is given as before, consider
the associated Taylor series
φ(x1, x2) ∼
∞∑
α1,α2=0
cα1,α2x
α1
1 x
α2
2
of φ centered at the origin. The set
T (φ) := {(α1, α2) ∈ N
2 : cα1,α2 =
1
α1!α2!
∂α11 ∂
α2
2 φ(0, 0) 6= 0}
will be called the Taylor support of φ at (0, 0). We shall always assume that
T (φ) 6= ∅,
i.e., that the function φ is of finite type at the origin. The Newton polyhedron N (φ)
of φ at the origin is defined to be the convex hull of the union of all the quadrants
(α1, α2) + R
2
+ in R
2, with (α1, α2) ∈ T (φ). The associated Newton diagram Nd(φ) in
the sense of Varchenko [66] is the union of all compact faces of the Newton polyhedron;
here, by a face, we shall mean an edge or a vertex.
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Nd(φ)
1/κ1
1/κ2
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d(φ)
π(φ)
Figure 1. Newton polyhedron
We shall use coordinates (t1, t2) for points in the plane containing the Newton poly-
hedron, in order to distinguish this plane from the (x1, x2) - plane.
The Newton distance, or shorter distance d = d(φ) between the Newton polyhedron
and the origin in the sense of Varchenko is given by the coordinate d of the point (d, d)
at which the bi-sectrix t1 = t2 intersects the boundary of the Newton polyhedron.
The principal face π(φ) of the Newton polyhedron of φ is the face of minimal dimen-
sion containing the point (d, d). Deviating from the notation in [66], we shall call the
series
φpr (x1, x2) :=
∑
(α1,α2)∈π(φ)
cα1,α2x
α1
1 x
α2
2
the principal part of φ. In case that π(φ) is compact, φpr is a mixed homogeneous
polynomial; otherwise, we shall consider φpr as a formal power series.
Note that the distance between the Newton polyhedron and the origin depends on
the chosen local coordinate system in which φ is expressed. By a local coordinate system
at the origin I shall mean a smooth coordinate system defined near the origin which
preserves 0. The height of the smooth function φ is defined by
h(φ) := sup{dy},
where the supremum is taken over all local coordinate systems y = (y1, y2) at the
origin, and where dy is the distance between the Newton polyhedron and the origin in
the coordinates y.
A given coordinate system x is said to be adapted to φ if h(φ) = dx.
In [39] we proved that one can always find an adapted local coordinate system in two
dimensions, thus generalizing the fundamental work by Varchenko [66] who worked in
the setting of real-analytic functions φ (see also [56]).
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Recall also that if the principal face of the Newton polyhedron N (φ) is a compact
edge, then it lies on a unique “principal line”
L := {(t1, t2) ∈ R
2 : κ1t1 + κ2t2 = 1},
with κ1, κ2 > 0. By permuting the coordinates x1 and x2, if necessary, we shall always
assume that κ1 ≤ κ2. The weight κ = (κ1, κ2) will be called the principal weight
associated to φ. It induces dilations δr(x1, x2) := (r
κ1x1, r
κ2x2), r > 0, on R
2, so that
the principal part φpr of φ is κ- homogeneous of degree one with respect to these
dilations, i.e., φpr (δr(x1, x2)) = rφpr (x1, x2) for every r > 0, and
(2.1) d =
1
κ1 + κ2
=
1
|κ|
.
It can then easily be shown (cf. Proposition 2.2 in [39]) that φpr can be factorized as
(2.2) φpr (x1, x2) = cx
ν1
1 x
ν2
2
M∏
l=1
(xq2 − λlx
p
1)
nl,
with M ≥ 1, distinct non-trivial “roots” λl ∈ C\{0} of multiplicities nl ∈ N\{0}, and
trivial roots of multiplicities ν1, ν2 ∈ N at the coordinate axes. Here, p and q have no
common divisor, and κ2/κ1 = p/q.
More generally, if κ = (κ1, κ2) is any weight with 0 < κ1 ≤ κ2 such that the line
Lκ := {(t1, t2) ∈ R2 : κ1t1 + κ2t2 = 1} is a supporting line to the Newton polyhedron
N (φ) of φ, then the κ-principal part of φ
φκ(x1, x2) :=
∑
(α1,α2)∈Lκ
cα1,α2x
α1
1 x
α2
2
is a non-trivial polynomial which is κ-homogeneous of degree 1 with respect to the
dilations associated to this weight as before, and which can be factorized in a similar
way as in (2.2). By definition, we then have
(2.3) φ(x1, x2) = φκ(x1, x2) + terms of higher κ-degree.
Adaptedness of a given coordinate system can be verified by means of the following
criterion (see [39]): Denote by
m(φpr ) := ord S1φpr
the maximal order of vanishing of φpr along the unit circle S
1 centered at the origin.
The homogeneous distance of a κ-homogeneous polynomial P (such as P = φpr ) is
given by dh(P ) := 1/(κ1 + κ2) = 1/|κ|. Notice that (dh(P ), dh(P )) is just the point of
intersection of the line given by κ1t1 + κ2t2 = 1 with the bi-sectrix t1 = t2. The height
of P can then be computed by means of the formula
(2.4) h(P ) = max{m(P ), dh(P )}.
In [39] (Corollary 4.3 and Corollary 2.3), we proved the following characterization of
adaptedness of a given coordinate system:
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Proposition 2.1. The coordinates x are adapted to φ if and only if one of the following
conditions is satisfied:
(a) The principal face π(φ) of the Newton polyhedron is a compact edge, andm(φpr ) ≤
d(φ).
(b) π(φ) is a vertex.
(c) π(φ) is an unbounded edge.
These conditions had already been introduced by Varchenko, who has shown that
they are sufficient for adaptedness when φ is analytic.
We also note that in case (a) we have h(φ) = h(φpr ) = dh(φpr ). Moreover, it can be
shown that (a) applies whenever π(φ) is a compact edge and κ2/κ1 /∈ N; in this case
we even have m(φpr ) < d(φ) (cf. [39], Corollary 2.3).
2.1. Construction of adapted coordinates. In the case where the coordinates
(x1, x2) are not adapted to φ, the previous results show that the principal face π(φ)
must be a compact edge, that m := κ2/κ1 ∈ N, and that m(φpr ) > d(φ). One easily
verifies that this implies that p = m, q = 1 in (2.2), and that there is at least one,
non-trivial real root x2 = λlx1 of φpr of multiplicity nl = m(φpr ) > d(φ). Indeed, one
can show that this root is unique. Putting b1 := λl, we shall denote the corresponding
root x2 = b1x1 of φpr as its principal root.
Changing coordinates
y1 := x1, y2 := x2 − b1x
m
1 ,
we arrive at a “better” coordinate system y = (y1, y2). Indeed, this change of coordi-
nates will transform φpr into a function φ˜pr , where the principal face of φ˜pr will be a
horizontal half-line at level t2 = m(φpr ), so that d(φ˜pr ) > d(φ), and correspondingly
one finds that d(φ˜) > d(φ), if φ˜ expresses φ is the coordinates y (cf. [39]).
Somewhat oversimplifying, by iterating this procedure, we essentially arrive at Var-
chenko’s algorithm for the construction of an adapted coordinate system (cf. [39] for
details).
In conclusion, one can show that there exists a smooth real-valued function ψ (which
we may choose as the so-called principal root jet of φ) of the form
(2.5) ψ(x1) = cx
m
1 +O(x
m+1
1 )
with c 6= 0, defined on a neighborhood of the origin such that an adapted coordinate
system (y1, y2) for φ is given locally near the origin by means of the (in general non-
linear) shear
(2.6) y1 := x1, y2 := x2 − ψ(x1).
In these adapted coordinates, φ is given by
(2.7) φa(y) := φ(y1, y2 + ψ(y1)).
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N (φa)
N (φ)
d(φ)
h(φ)
mn l
m
Figure 2. φ(x1, x2) := (x2 − xm1 )
n + xℓ1 (ℓ > mn)
Example 2.2.
φ(x1, x2) := (x2 − x
m
1 )
n + xℓ1.
Assume that ℓ > mn. Then the coordinates are not adapted. Indeed, φpr (x1, x2) =
(x2−xm1 )
n, d(φ) = 1/(1/n+1/(mn)) = mn/(m+1) and m(φpr ) = n > d(φ). Adapted
coordinates are given by y1 := x1, y2 := x2 − xm1 , in which φ is expressed by φ
a(y) =
yn2 + y
ℓ
1.
Remark 2.3. An alternative proof of Varchenko’s theorem on the existence of adapted
coordinates for analytic functions φ of two variables has been given by Phong, J. Sturm
and Stein in [56], by means of Pusieux series expansions of the roots of φ.
Let us finally observe that when m = κ2/κ1 = 1 in the first step of Varchenko’s
algorithm, then a linear change of coordinates of the form y1 = x1, y2 = x2 − b1x1 will
transform φ into a function φ˜. Since all of our problems A - C are invariant under such
linear changes of coordinates, by replacing our original coordinates (x1, x2) by (y1, y2)
and φ by φ˜, we may in the sequel always assume without loss of generality that either
our coordinates (x1, x2) are adapted, or they are not adapted and
(2.8) m = κ2/κ1 is an integer ≥ 2.
A linear, non-adapted coordinate system for which (2.8) holds true will be called linearly
adapted to φ.
3. Problem A: Decay of the Fourier transform of the surface carried
measure dµ.
Observe first that in view of (1.1), we may write µ̂(ξ) as an oscillatory integral
µ̂(ξ) =: J(ξ) =
∫
Ω
e−i(ξ3φ(x1,x2)+ξ1x1+ξ2x2)η(x) dx, ξ ∈ R3,
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where η ∈ C∞0 (Ω). Since ∇φ(0, 0) = 0, the complete phase in this oscillatory integral
will have no critical point on the support of η unless |ξ1| + |ξ2| ≪ |ξ3|, provided Ω
is chosen sufficiently small. Integrations by parts then show that µ̂(ξ) = O(|ξ|−N) as
|ξ| → ∞, for every N ∈ N, unless |ξ1|+ |ξ2| ≪ |ξ3|.
We may thus focus on the latter case. In this case, by writing λ = −ξ3 and ξj =
sjλ, j = 1, 2, we are reduced to estimating two-dimensional oscillatory integrals of the
form
I(λ; s) :=
∫
eiλ(φ(x1,x2)+s1x1+s2x2)η(x1, x2) dx1 dx2,
where we may assume without loss of generality that λ≫ 1, and that s = (s1, s2) ∈ R
2
is sufficiently small, provided that η is supported in a sufficiently small neighborhood
of the origin. The complete phase function is thus a small, linear perturbation of the
function φ.
If s = 0, then the function I(λ; 0) is given by an oscillatory integral of the form∫
eiλφ(x)η(x) dx, and it is well-known ([6], [4]) that for any analytic phase function φ
defined on a neighborhood of the origin in Rn such that φ(0) = 0, such an integral
admits an asymptotic expansion as λ→∞ of the form
(3.1)
∞∑
k=0
n−1∑
j=0
aj,k(φ)λ
−rk log(λ)j ,
provided the support of η is sufficiently small. Here, the rk form an increasing sequence
of rational numbers consisting of a finite number of arithmetic progressions, which
depends only on the zero set of φ, and the aj,k are distributions with respect to the
cut-off function η. The proof is based on Hironaka’s theorem.
Let us come back to the case n = 2. Following [66] (with as slight modification), we
next define what we like to call Varchenko’s exponent ν(φ) ∈ {0, 1} :
If there exists an adapted local coordinate system y near the origin such that the
principal face π(φa) of φ, when expressed by the function φa in the new coordinates, is a
vertex, and if h(φ) ≥ 2, then we put ν(φ) := 1; otherwise, we put ν(φ) := 0.We remark
[40] that the first condition is equivalent to the following one: If y is any adapted local
coordinate system at the origin, then either π(φa) is a vertex, or a compact edge and
m(φapr ) = d(φ
a).
Varchenko [66] has shown that the leading exponent in (3.1) is given by r0 = 1/h(φ),
and ν(φ) is the maximal j for which aj,k(φ) 6= 0. This implies in particular that
(3.2) |I(λ; 0)| ≤ Cλ−
1
h(φ) log(λ)ν(φ), λ≫ 1,
and this estimate is sharp in the exponents. Subsequently, Karpushkin [47] proved that
this estimate is stable under sufficiently small analytic perturbations of φ (analogous
results are known to be wrong in higher dimensions [66]). In particular, we find that
J(λ; s) satisfies the same estimate (3.2) for |s| sufficiently small, so that we obtain the
following uniform estimate for µˆ,
(3.3) |µ̂(ξ)| ≤ C(1 + |ξ|)−
1
h(φ) log(2 + |ξ|)ν(φ), ξ ∈ R3,
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provided the support of ρ is sufficiently small.
In [40], we proved, by a quite different method, that Karpushkin’s result remains
valid for smooth, finite type functions φ, at least for linear perturbations, which led to
the following
Theorem 3.1. Let S = graph(φ) be as before, and assume that φ is smooth and of
finite type. Then estimate (3.3) holds true provided the support of ρ is sufficiently
small.
The special case where ξ = (0, 0, ξ3) is normal to S at the origin is due to Greenblatt
[29].
One can also show that this estimate is sharp in the exponents even when φ is not
analytic, except for the case where the principal face π(φa) is an unbounded edge.
Indeed, if π(φa) is compact, then [40]
I(λ; 0) ≍ Cλ−
1
h(φ) log(λ)ν(φ)
as λ→ +∞, where C is a non-zero constant. However, when π(φa) is unbounded then
the following examples, due to Iosevich and Sawyer [45], show that there may be a
different behavior in general: Let φ(x1, x2) := x
2
2 + e
−1/|x1|α, with α > 0; then
|I(λ; 0)| ≍
1
λ1/2 log λ1/α
as λ→ +∞,
whereas ν(φ) = 0.
It appears likely that even the full analog of Karpushkin’s theorem, i.e., stability of
estimate (3.2) under arbitrary small, smooth perturbations, holds true in two dimen-
sions.
3.1. Outline of some main ideas of the proof. Our proof of Theorem 3.1 is based
on a certain decomposition scheme for the given surface S, related to the Newton
polyhedra of φ respectively φa, which has been inspired by the work of Phong and Stein,
in combination with re-scaling arguments. Since the same type of decompositions plays
an important role also in the more involved proofs of our results on the other problems
B and C (which require also further, more subtle refinements of them), I shall outline
some of the major ideas used in the proof subsequently.
We first notice that the case where h(φ) < 2 is covered by Duistermaat’s work [24]
(notice that Duistermaat proves estimates of the form (3.3) without the presence of a
logarithmic factor log(2+ |ξ|), even for a wider class of phase functions). Note that the
required estimates can also be derived easily from the normal forms in Theorem 5.8.
I shall therefore subsequently assume that
h := h(φ) ≥ 2.
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In many situations, one can reduce the problem to a one-dimensional one by means
of van der Corput’s lemma, respectively the following (not quite straight-forward) con-
sequence of it, whose formulation goes back to J. E. Bjo¨rk (see [22]) and G. I. Arhipov
[1].
Lemma 3.2. Assume that f is a smooth real valued function defined on an interval
I ⊂ R which is of polynomial type n ≥ 2 (n ∈ N), i.e., there are positive constants
c1, c2 > 0 such that
c1 ≤
n∑
j=2
|f (j)(s)| ≤ c2 for every s ∈ I.
Then for λ ∈ R, ∣∣∣ ∫
I
eiλf(s)g(s) ds
∣∣∣ ≤ C‖g‖C1(I)(1 + |λ|)−1/n,
where the constant C depends only on the constants c1 and c2.
3.1.1. The case where the coordinates are adapted to φ. Let us write d = d(φ), and
recall that here h = d, since the coordinates are adapted. Assume for instance that
the principal face π(φ) is a compact edge. By decomposing R2 into the half-spaces
R2± := R×R±, we may also assume that the integration in J(ξ) takes place over one of
these half-spaces only, say, R2+. Let κ be the principal weight, with associated dilations
δr(x1, x2) = (r
κ1x1, r
κ2x2). Recall also that then φpr = φκ is δr-homogeneous of degree
1.
We fix a suitable smooth cut-off function χ on R2 supported in an annulus A on
which |x| ∼ 1, such that the functions χk := χ ◦ δ2k form a partition of unity, and then
decompose
J(ξ) =
∞∑
k=k0
Jk(ξ),
where
Jk(ξ) :=
∫
R2+
e−i(ξ3φ(x)+ξ1x1+ξ2x2)η(x)χk(x) dx.
Scaling by δ2−k , we see that
(3.4) Jk(ξ) = 2
−k|κ|
∫
R2+
e
−i
(
2−kξ3φk(x)+2−kκ1 ξ1x1+2−kκ2ξ2x2
)
η(δ2−k(x))χ(x) dx,
with φk(x) := 2kφ(δ2−kx). Notice that in view of (2.3),
φk(x) = φκ(x) + error term.
We claim that given any point x0 ∈ A, we can find a unit vector e ∈ R2 and some
j ∈ N with 2 ≤ j ≤ h such that ∂jeφκ(x
0) 6= 0, where ∂e denotes the partial derivative
in direction of e.
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Indeed, if∇φκ(x0) 6= 0, then the homogeneity of φκ and Euler’s homogeneity relation
imply that rank (D2φκ(x
0)) ≥ 1. Therefore, we can find a unit vector e ∈ R2 such that
∂2eφκ(x
0) 6= 0. And, if ∇φκ(x0) = 0, then by Euler’s homogeneity relation we have
φκ(x
0) = 0 as well. Thus the function φκ vanishes in x
0 of order j ≥ 2. But, in view of
Proposition 2.1, then j ≤ m(φpr ) ≤ d = h, which verifies the claim.
For k ≥ k0 sufficiently large we can thus apply van der Corput’s lemma to the
integration along lines parallel to the direction e in the integral defining Jk(ξ) near the
point x0. Applying Fubini’s theorem and a partition of unity argument, we thus obtain
|Jk(ξ)| ≤ C‖η‖C3(R2) 2
−k|κ|(1 + 2−k|ξ3|)
−1/j
≤ C‖η‖C3(R2) 2
−k|κ|(1 + 2−k|ξ|)−1/M ,(3.5)
where M denotes the maximal j that arises in this context.
Summation in k then yields the following estimates:
(3.6) |J(ξ)| ≤ C‖η‖C3(R2)
 (1 + |ξ|)
−1/M , if M |κ| > 1 ,
(1 + |ξ|)−1/M log(2 + |ξ|), if M |κ| = 1 ,
(1 + |ξ|)−|κ|, if M |κ| < 1 .
However, since we are assuming that π(φ) is a compact edge, we have that 1/|κ| =
d(φ) = h, and moreover M ≤ h. This implies |κ|M ≤ 1. Since we have seen that here
ν(φ) = 1 if and only if M = m(φpr ) = h, i.e., if and only if M |κ| = 1, we obtain
estimate (3.3).
3.1.2. The case where the coordinates are not adapted to φ. Here, in a first step, we
may reduce to a narrow neighborhood of the principal root.
Indeed, away from the principal root of φpr , we can argue in the same way as before,
since the multiplicity of any real root of φpr different from the principal root is bounded
by d ≤ h. I.e., we can reduce to a narrow κ-homogeneous neighborhood of the curve
x2 = b1x
m
1 , of the form
(3.7) |x2 − b1x
m
1 | ≤ εx
m
1 ,
say by means of a function ρ1(x) := χ0((x2 − b1xm1 )/(εx
m
1 )), where χ0 is a suitable
smooth bump function supported in the interval [−1, 1] and ε > 0 is sufficiently small.
I.e., in place of J(ξ), it suffices to estimate Jρ1(ξ), where we write
Jχ(ξ) :=
∫
R2+
e−i(ξ3φ(x1,x2)+ξ1x1+ξ2x2)η(x)χ(x) dx
if χ is any integrable function.
Second Step: Domain decomposition into “homogeneous” domains Dl and transition
domains El. In oder to study the contribution J
ρ1(ξ) by the domain (3.7), we change
to the adapted coordinates y and essentially re-write
(3.8) Jρ1(ξ) =
∫
R2+
e−i(ξ3φ
a(y1,y2)+ξ1y1+ξ2ψ(y1)+ξ2y2)η˜(y) χ˜0
( y2
εym1
)
dy,
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γn γn+1
(A0, B0)
(A1, B1)
(A2, B2)
N (φa)
γ1
(An, Bn)
γ2
1/κ22
1/κ21
Figure 3. Edges and weights
where η˜ and χ˜0 have properties similar to η, respectively χ0.
Let us denote the vertices of the Newton polyhedron N (φa) by (Al, Bl), l = 0, . . . , n,
where we assume that they are ordered so that Al−1 < Al, l = 1, . . . , n, with associated
compact edges given by the intervals γl := [(Al−1, Bl−1), (Al, Bl)], l = 1, . . . , n. The
unbounded horizontal edge with left endpoint (An, Bn) will be denoted by γn+1. To
each of these edges γl, we associate the weight κ
l = (κl1, κ
l
2), so that γl is contained in
the line
Ll := {(t1, t2) ∈ R
2 : κl1t1 + κ
l
2t2 = 1}.
For l = n + 1, we have κn+11 := 0, κ
n+1
2 = 1/Bn. We denote by
al :=
κl2
κl1
, l = 1, . . . , n
the reciprocal of the slope of the line Ll. For l = n + 1, we formally set an+1 :=∞.
If l ≤ n, the κl-principal part φaκl of φ
a corresponding to the supporting line Ll is of
the form
(3.9) φaκl(y) = cl y
Al−1
1 y
Bl
2
∏
α
(
y2 − c
α
l y
al
1
)Nα
(cf. [38]).
Remark 3.3. When φ is analytic, then this expression is linked to the Puiseux series
expansion of roots of φ as follows [55] (compare also [39]):
We may then factorize
φa(y1, y2) = U(y1, y2)y
ν1
1 y
ν2
2
∏
r
(y2 − r(y1)),
where the product is indexed by all non-trivial roots r = r(y1) of φ
a (which may also
be empty) and where U(0, 0) 6= 0. Moreover, these roots can be expressed in a small
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neighborhood of 0 as Puiseux series
r(y1) = c
α1
l1
y
al1
1 + c
α1α2
l1l2
y
a
α1
l1l2
1 + · · ·+ c
α1···αp
l1···lp
y
a
α1···αp−1
l1···lp
1 + · · · ,
where
c
α1···αp−1β
l1···lp
6= c
α1···αp−1γ
l1···lp
for β 6= γ,
a
α1···αp−1
l1···lp
> a
α1···αp−2
l1···lp−1
,
with strictly positive exponents a
α1···αp−1
l1···lp
> 0 and non-zero complex coefficients c
α1···αp
l1···lp
6=
0, and where we have kept enough terms to distinguish between all the non-identical
roots of φa. The leading exponents in these series are the numbers
a1 < a2 < · · · < an.
One can therefore group the roots into the clusters of roots [l], l = 1, . . . , n, where the
l’th cluster [l] consistes of all roots with leading exponent al.
Correspondingly, we can decompose
φa(y1, y2) = U(y1, y2)y
ν1
1 y
ν2
2
n∏
l=1
Φ[l](y1, y2),
where
Φ[l](y1, y2) :=
∏
r∈[l]
(y2 − r(y1)).
Observe the following: If δls(x1, x2) = (s
κl1x1, s
κl2x1), s > 0, denote the dilations
associated to the weight κl, and if r ∈ [l1] is a root in the cluster [l1], then one easily
checks that for y = (y1, y2) in a bounded set we have δ
l
sy2 = s
κl2y2 and r(δ
l
sy1) =
sal1κ
l
1cα1l1 y
al1
1 (1 +O(s
ε)) as s→ 0, for some ε > 0. Consequently,
δlsy2 − r(δ
l
sy1) = (1 +O(s
ε))

−sal1κ
l
1 cα1l1 y
al1
1 , if l1 < l ,
sκ
l
2 (y2 − c
αl
l y
al
1 ), if l1 = l ,
sκ
l
2y2, if l1 > l.
This shows that the κl-principal part of φa is given by
(3.10) φaκl = Cly
ν1+
∑
l1<l
|[l1]|al1
1 y
ν2+
∑
l1>l
|[l1]|
2
∏
α1
(y2 − c
α1
l y
al
1 )
Nl,α1 ,
where Nl,α1 denotes the number of roots in the cluster [l] with leading term c
α1
l y
al
1 . A
look at the Newton polyhedron reveals that the exponents of y1 and y2 in (3.10) can
be expressed in terms of the vertices (Aj, Bj) of the Newton polyhedron:
ν1 +
∑
l1<l
|[l1]|al1 = Al−1, ν2 +
∑
l1>l
|[l1]| = Bl.
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Notice also that ∏
α1
(y2 − c
α1
l y
al
1 )
Nl,α1 =
n∏
l=1
(Φ[l])κl.
Comparing this with (3.9), the close relation between the Newton polyhedron of φa
and the Pusieux series expansion of roots becomes evident, and accordingly we say
that the edge γl := [(Al−1, Bl−1), (Al, Bl)] is associated to the cluster of roots [l].
Next we choose the integer l0 ≥ 1 such that
a1 < · · · < al0−1 ≤ m < al0 < · · · < al < al+1 < · · · < an.
Since the original coordinates x were assumed to be non-adapted, the vertex (Al0−1, Bl0−1)
will lie strictly above the bisectrix, i.e., Al0−1 < Bl0−1, .
Let us consider the case where the principal face of the Newton polyhedron of φa is
a compact edge (the other cases require modified arguments). We choose λ > l0 so
that the edge γλ = [(Aλ−1, Bλ−1), (Aλ, Bλ)] is the principal face π(φ
a) of the Newton
polyhedron of φa (cf. Figure 3, where λ = 3.) In the case where m(φapr ) = d(φ
a), it can
easily be seen that by running Varchenko’s algorithm one step further, we can pass to
new adapted coordinates in which the principal face is a vertex.
We therefore may assume that m(φapr ) < d(φ
a), so that ν(φ) = 0.
We shall narrow down the domain (3.7) to a neighborhood Dλ of the principal root
jet of the form
(3.11) |x2 − ψ(x1)| ≤ Nλx
aλ
1 ,
where Nλ is a constant to be chosen later. This domain is κ
λ-homogeneous in the
adapted coordinates y.
To this end, following an idea from [55], we decompose the difference set of the
domains (3.7) and (3.11) into the domains
Dl := {(x1, x2) : εlx
al
1 < |x2 − ψ(x1)| ≤ Nlx
al
1 }, l = l0, . . . , λ− 1,
and the intermediate domains
El := {(x1, x2) : Nl+1x
al+1
1 < |x2 − ψ(x1)| ≤ εlx
al
1 }, l = l0, . . . , λ− 1,
as well as El0−1 := {(x1, x2) : Nl0x
al0
1 < |x2 − ψ(x1)| ≤ ε1x
m
1 }. Here, the εl > 0 are
small and the Nl > 0 are large parameters to be chosen suitably.
Observe that the domain
Dal := {(y1, y2) : εly
al
1 < |y2| ≤ Nly
al
1 }
corresponding toDl is κ
l-homogeneous in the adapted coordinates y given by (2.2), and
contains the cluster of roots [l], if εl and Nl are chosen sufficiently small, respectively
large, while the domain Eal corresponding to El can be viewed as a domain of transition
between two different homogeneities.
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The contributions by the domain Dl to J
ρ1(ξ) can again be estimated in a similar
way as we did in the adapted case, by using dyadic decompositions and subsequent
re-scalings by means of the dilations δlr associated to the weight κ
l.
More precisely, the corresponding k’th term will be given by the following analogue
of (3.4)
Jk(ξ) = 2
−k|κl|
∫
R2+
e
−i
(
2−kξ3φk(y)+ξ2ψ(2
−kκl1y1)+2
−kκl1ξ1y1+2
−kκl2ξ2y2
)
η(δl2−ky)χ(y) dy,
where φk(y) = φa
κl
(y) + error term.
Notice, however, that since 1 −mκl1 > κ
l
2 −mκ
l
1 > 0, the contribution of the non-
linearity ψ to the complete phase of the corresponding oscillatory integrals may be
large, compared to the term containing φk, so that we are only allowed to apply van
der Corput’s estimate to the integration with respect to the variable y2 if we want to
reduce to one-dimensional oscillatory integrals!
We therefore need a control on the multiplicities of roots of ∂22φ
a
κl at points y
0 in the
corresponding annulus A not lying on the y1 axis (note that the latter corresponds to
the principal root jet in the coordinates y). Indeed, it can be shown (cf. Propostion 2.3
(b) in [38]) that these multiplicities are bounded by dh(φ
a
κl
)− 2, where dh(φaκl) denotes
the homogeneous distance of φaκl, and it is evident from the geometry of the Newton
polyhedron of φa that dh(φ
a
κl) < d(φ
a) = h, so that for every point y0 in A ∩Dl there
is some j ∈ {2, . . . , h− 1} such that
∂j2φ
a
κl(y
0) 6= 0.
As for the contributions by the domains El, here we perform a separate dyadic
decomposition in both variables y1 and y2, so that we geometrically decompose El into
dyadic rectangles of size 2−j × 2−k, and then re-scale in both variables so that these
rectangles become the standard cube, say, [1, 2]× [1, 2].
Now, the estimates of Section 11 in [38] show that the phase functions φaj,k that one
obtains after these re-scalings satisfy the estimate
∂22φ
a
j,k(y
0) 6= 0 for every y0 ∈ [1, 2]× [1, 2].
Since h ≥ 2, this clearly suffices to obtain the necessary order of decay of the Fourier
transform of these dyadic pieces. Moreover, scaling back to the original dyadic rect-
angles, a careful analysis of the dependency of the corresponding estimates on the
parameters j, k shows that it is indeed possible to sum theses estimates and obtain the
same type of estimate for the contributions by the domains El as for the domains Dl,
even without logarithmic factor.
Note that so far, we have always been able to reduce our estimations to van der
Corput’s lemma, respectively, Lemma 3.2, i.e., to one-dimensional oscillatory integrals.
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3.1.3. Third Step: Study of the contribution by the homogenous domain Dλ containing
the principal root jet. What remains to be estimated is the contribution of the domain
(3.11) to J(ξ). As we shall see, the study of this domain will in certain cases require
the estimation of genuinely 2-dimensional oscillatory integrals, and a reduction to the
one-dimensional case is no longer possible.
We recall that according to our convention
(3.12) m(φapr ) < d(φ
a) = h,
so that ν(φ) = 0. In the adapted coordinates y, the domain (3.11) is given by |y2| ≤
Nλy
aλ
1 , and we can cover it by a finite number of κ
λ-homogeneous subdomains of the
form |y2− cy
aλ
1 | ≤ ε0y
aλ
1 , where c ∈ [−Nλ, Nλ], and where, for a given c, we may choose
ε0 > 0 suitably small.
Writing ψ(x1) = x
m
1 ω(x1), with a smooth function ω satisfying ω(0) 6= 0, we can
thus reduce to estimating oscillatory integrals of the form
(3.13) Jc(ξ) =
∫
R2+
eiF (y,ξ)ρ
(y2 − cyaλ1
ε0y
aλ
1
)
η(y) dy,
with a phase function
F (y, ξ) := ξ3φ
a(y) + ξ1y1 + ξ2y
m
1 ω(y1) + ξ2y2
depending on ξ ∈ R3.
Arguing in a similar way as in the case of adapted coordinates, and recalling that
φapr = φ
a
κλ, we may again perform a dyadic decomposition and re-scale by means of the
dilations δλr , in order to write
Jc(ξ) =
∞∑
k=k0
Jk(ξ),
where
(3.14) Jk(ξ) = 2
−|κλ|k
∫
ei2
−kξ3Fk(y,s)ρ
(y2 − cyaλ1
ε0y
aλ
1
)
η(δλ2−ky)χ(y) dy,
where
Fk(y, s) := φ
a
pr (y1, y2) + s1y1 + S2y
m
1 ω(2
−κλ1ky1) + s2y2 + error,
where s := (s1, s2, S2) is given by
s1 := 2
(1−κλ1 )k
ξ1
ξ3
, s2 := 2
(1−κλ2 )k
ξ2
ξ3
, S2 := 2
(κλ2−mκ
λ
1 )ks2.
Note that 2 ≤ m < aλ = κλ2/κ
λ
1 and k ≫ 1, so that |S2| ≫ |s2|, and that
y1 ∼ 1 and |y2 − cy
aλ
1 | . ε0
for y in the support of the integrand of Jk(ξ). Recall also that we are assuming that
|ξ| ∼ |ξ3|.
One is thus led to the estimation of oscillatory integrals depending on certain pa-
rameters (here s1, s2, S2) which may have various relative sizes.
HARMONIC ANALYSIS AND HYPERSURFACES 19
The case where |S2| ≥ M for some sufficiently large constant M ≫ 1 can easily be
treated by means of van der Corput’s lemma applied to the y1- integration, so let us
assume that |S2| < M. Then |s2| ≪ 1, provided we have chosen k0 sufficiently large.
We may also easily reduce to the case where
(3.15) ∂j2φ
a
pr (1, c) = ∂
j
2φ
a
κλ(1, c) = 0 for 1 ≤ j < h,
for otherwise an integration by parts in y2 (if j = 1) or a simple application of Lemma
3.2 yields a suitable estimate as before.
The case where c > 0 can easily be reduced to the case c = 0 by performing another
change of variables y2 7→ y2+ cy
aλ
1 in the integral defining Jk(ξ). Indeed, one can show
that our assumption (3.15) implies that necessarily aλ = κ
λ
2/κ
λ
1 ∈ N (cf. Corollary 3.2
(iii) in [38]), and one checks that the new coordinates are again adapted to φ.
So, let us assume that c = 0. Then necessarily φapr (1, 0) 6= 0, for otherwise φ
a
pr would
have a root of multiplicity at least h at (1, 0), which would contradict (3.12).
Assuming without loss of generality that φapr (1, 0) = 1, we can then write (compare
[38], Subsection 9.1)
φapr (y1, y2) = y
B
2 Q(y1, y2) + y
n
1 ,
where Q is a κλ-homogeneous polynomial such that Q(1, 0) 6= 0, and where B ≥ h > 2.
Recall that |S2| < M, so that |s2| ≪ 1. Moreover, the case where |s1| ≥ N for some
sufficiently large constant N ≫ 1 can easily be dealt with by means of an integration
by parts in y1, so let us assume that |s1| < N.
It will then suffice to show that, given any point (s01, S
0
2) ∈ [−M,M ]× [−N,N ] and
any point y01 ∼ 1, there exist a neighborhood U of (s
0
1, S
0
2), a neighborhood V of y
0
1 and
some σ > 1/h such that we have an estimate of the form
(3.16) |Jk(ξ)| .
2−k|κ|
(1 + 2−k|ξ|)σ
for every (s1, S2) ∈ U, provided the function χ in the definition of Jk(ξ) is supported
in V and ε0 and k are chosen sufficiently small, respectively large. Summing over all
k, this will clearly imply an estimate as in (3.3), even without logarithmic factor.
To this end, first notice that for (s1, S2) ∈ U and k sufficiently large, the function
Fk(y, s) can be viewed as a small C
∞- perturbation of the function
Fpr (y) := y
B
2 Q(y1, y2) + s
0
1y1 + S
0
2ω(0)y
m
1 + y
n
1 .
Thus, if ∇Fpr (y01, 0) 6= 0, then we obtain (3.16), with σ = 1, simply by integration by
parts.
Assume therefore that (y01, 0) is a critical point of Fpr . Then y
0
1 is a critical point of
the polynomial function
g(y1) := s
0
1y1 + S
0
2ω(0)y
m
1 + y
n
1 ,
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which comprises all terms of Fpr depending on the variable y1 only. Note that the
exponents satisfy 1 < m < n, since n = 1/κλ1 > κ
λ
2/κ
λ
1 > m. It is then easy to see
that g′′ and g′′′ cannot vanish simultaneously at the given point y01, so that there are
positive constants c1, c2 > 0 and a compact neighborhood V of (y
0
1, 0) such that
c1 ≤
3∑
j=2
|g(j)(y1)| ≤ c2 for every y1 ∈ V.
This implies an analogous estimate for the partial derivatives ∂j1Fk(y1, y2, s) of Fk,
uniformly for (s1, S2) ∈ U and the range of y2 that we consider, provided we choose U
and ε0 sufficiently small. Applying the van der Corput type estimate in Lemma 3.2,
we thus obtain estimate (3.16), with σ = 1/3, so that we are done provided h > 3.
Notice also that if g′′(y01) 6= 0, then by the same type of argument we see that (3.16)
holds true with σ = 1/2 > 1/h.
We may thus finally assume that 2 < h ≤ 3, and that g′(y01) = g
′′(y01) = 0. In this
case we have
1
κλ1 + κ
λ
2
= h ≤ 3 and
κλ2
κλ1
> m ≥ 2,
so that 1/κλ2 < 9/2.
Note that B ≤ 1/κλ2 is a positive integer, and h ≤ B < 9/2, so that either B = 4 or
B = 3. We translate the critical point (y01, 0) of Fpr to the origin by considering the
function
F ♯pr (z) := Fpr (y
0
1 + z1, z2)− g(y
0
1) = z
B
2 Q(y
0
1 + z1, z2) +
1
6
g(3)(y01) z
3
1 + . . . .
It is easy to see that this function has height h♯ := h(F ♯pr ) given by h
♯ = 1
1/3+1/B
< 2.
We can therefore again apply Duistermaat’s results in [24] to the corresponding part
of the oscillatory integral Jk(ξ) and obtain estimate (3.16), with σ = 1/h
♯ > 1/h. Note
here that the estimates in [24] are stable under small perturbations.
4. Problem B: Lp- boundedness of the maximal operator M associated
to the hypersurface S.
We next turn to Problem B. As has already been mentioned in the introduction,
the first, fundamental result on this problem is due to Stein [61], who proved that for
n ≥ 3, the spherical maximal function is bounded on Lp(Rn) for every p > n/(n− 1).
The analogous estimate in dimension n = 2 turned to require even deeper methods
and was later established by Bourgain [9]. These results became the starting point
for intensive studies of various classes of maximal operators associated to subvarieties.
Stein’s monograph [62] is an excellent reference to many of these developments. From
these early works, the influence of geometric properties of S on the validity of Lp-
estimates for the maximal operator M became evident. For instance, Greenleaf [34]
proved that M is bounded on Lp(Rn) if n ≥ 3 and p > n/(n− 1), provided S has
everywhere non-vanishing Gaussian curvature. In contrast, the case where the Gaussian
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curvature vanishes at some point is still wide open, and complete answers are available
at present only for finite type curves in the plane [43], and finite type hypersurfaces in
R3 and p > 2 (cf. Theorem 4.1).
Let me come back to our hypersurface S in R3. Recall from the introduction that
we assume that S satisfies the transversality condition of §1, so that, by localizing to
a small neighborhood of a given point x0 ∈ S and applying a suitable linear change
of coordinates, we may assume that x0 = 0 and that S is given as the graph S =
graph(1 + φ), where φ is a smooth, finite type function defined on a neighborhood of
the origin and satisfying φ(0, 0) = 0,∇φ(0, 0) = 0. We then define the height of S at
x0 by
h(x0, S) := h(φ).
It easily seen that this notion is invariant under affine linear changes of coordinates in
the ambient space R3. Recall also that Mf(x) := supt>0 |Atf(x)|, where At denotes
the averaging operator over the t-dilate of S given by
Atf(x) :=
∫
S
f(x− ty)ρ(y) dσ(y), t > 0.
We can then state our main result from [38] (Theorems 1.2, 1.3), which gives an almost
complete answer to the question of Lp-boundedness of the maximal operator M when
p > 2 :
Theorem 4.1. Assume the hypersurface S satisfies the transversality Assumption 1.1.
(i) If the measure ρdσ is supported in a sufficiently small neighborhood of x0, then
M is bounded on Lp(R3) whenever p > max{h(x0, S), 2}.
(ii) IfM is bounded on Lp(R3) for some p > 1, and if ρ(x0) > 0, then p ≥ h(x0, S).
Moreover, if S is analytic at x0, then p > h(x0, S).
4.1. Related quantities: contact index and sublevel growth. In [44], Iosevich
and Sawyer had discovered a very interesting connection between the behavior of maxi-
mal functionsM associated to hypersurfaces S (in Rn) and an integrability index asso-
ciated to the hypersurface. In order to describe this, assume that dH(x) := dist (H, x)
denotes the distance from a point x on S to a given hyperplane H. In particular, if
x0 ∈ S, then dT,x0(x) := dist (x
0 + Tx0S, x) will denote the distance from x ∈ S to the
affine tangent plane to S at the point x0. The following result has been proved in [44]
in arbitrary dimensions n ≥ 2 and without requiring Assumption 1.1.
Theorem 4.2 (Iosevich-Sawyer). If the maximal operator M is bounded on Lp(Rn),
where p > 1, then
(4.1)
∫
S
dH(x)
−1/p ρ(x) dσ(x) <∞
for every affine hyperplane H in Rn which does not pass through the origin.
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Moreover, it was conjectured in [44] that for p > 2 the condition (4.1) is indeed
necessary and sufficient for the boundedness of the maximal operator M on Lp, at
least if for instance S is compact and ρ > 0.
Remark 4.3. Notice that condition (4.1) is easily seen to be true for every affine
hyperplane H which is nowhere tangential to S, so that it is in fact a condition on
affine tangent hyperplanes to S only. Moreover, if Assumption 1.1 is satisfied, then
there are no affine tangent hyperplanes which pass through the origin, so that in this
case it is a condition on all affine tangent hyperplanes.
Moreover, it is not very hard to prove (cf. [38]) that if S is a smooth hypersurface
of finite type in R3, then, for every p < h(x0, S),
(4.2)
∫
S∩U
dT,x0(x)
−1/p dσ(x) =∞ for every p < h(x0, S)
and every neighborhood U of x0. And, if S is analytic near x0, then (4.2) holds true
also for p = h(x0, S).
Notice that this result does not require Assumption 1.1. As an immediate conse-
quence of Theorem 4.1, Theorem 4.2 and (4.2) we obtain
Corollary 4.4. Assume that S ⊂ R3 is of finite type and satisfies Assumption 1.1,
and let x0 ∈ S be a fixed point. Moreover, let p > 2.
Then, if S is analytic near x0, there exists a neighborhood U ⊂ S of the point x0
such that for any ρ ∈ C∞0 (U) with ρ(x
0) > 0 the associated maximal operator M is
bounded on Lp(R3) if and only if condition (4.1) holds for every affine hyperplane H
in R3 which does not pass through the origin.
If S is only assumed to be smooth near x0, then the same conclusion holds true, with
the possible exception of the exponent p = h(x0, S).
This confirms the conjecture by Iosevich and Sawyer in our setting for analytic S,
and for smooth, finite-type S with the possible exception of the exponent p = h(x0, S).
For the critical exponent p = h(x0, S), if S is not analytic near x0, examples show that
unlike in the analytic case it may happen that M is bounded on Lh(x
0,S) (see, e.g.,
[45]), and the conjecture remains open for this value of p.
In view of these results, it is natural to define the uniform contact index γu(x
0, S) of
the hypersurface S at the point x0 ∈ S as the supremum over the set of all γ for which
there exists an open neighborhood U of x0 in S such that the estimate∫
U∩S
dH(x)
−γ dσ(x) <∞
holds true for every affine hyperplane H in Rn. If we restrict ourselves in this definition
to the affine tangent hyperplane H = x0 + Tx0S at the point x
0, we shall call the
corresponding index the contact index γ(x0, S) of the hypersurface S at the point
x0 ∈ S. Here, we shall always assume that ρ(x0) 6= 0. Note that if we change coordinates
so that x0 = 0 and S is the graph of φ near the origin, where φ satisfies (1.2), then the
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contact index is just the supremum over all γ such that there is some neighborhood U
of the origin so that |φ|−γ ∈ L1(U), so that the contact index agrees with the critical
integrability index of φ as defined for instance in [15].
A closely related quantity is the sublevel growth rate σ(φ), defined as the supremum
over all σ > 0 such that there is some constant Cσ > 0 so that∣∣∣{x ∈ U : |φ(x)| < ε}∣∣∣ ≤ Cσεσ for every ε > 0.
Indeed, it can easily be shown by means of Tchebychev’s inequality (cf. [15]) that
σ(φ) = γ(x0, S), if x0 = 0 and S = graph(φ).
In analogy with Arnol’d’s notion of “singularity index” [2], let us finally introduce
the uniform oscillation index βu(x
0, S) of the hypersurface S at the point x0 ∈ S as
the supremum over the set of all β such that
|ρ̂dσ(ξ)| ≤ Cβ (1 + |ξ|)
−β,
for all ρ supported in a sufficiently small neighborhood of x0. If we restrict directions ξ
to the normal to S at x0, then the corresponding decay rate will be called the oscillation
index β(x0, S) at x0.
Combining our results with results from [56] (compare also [27]), we easily obtain
the following result for smooth, finite type hypersurfaces S in R3 :
Corollary 4.5. Let x0 ∈ S ⊂ R3 be a given point so that ρ(x0) > 0. Then
βu(x
0, S) = β(x0, S) = γu(x
0, S) = γ(x0, S) = 1/h(x0, S).
Remarks 4.6. (a) In dimension n ≥ 3, the corresponding identities may fail to be
true. Indeed, Varchenko had already observed in [66] (Example 3) that for graphs
S of functions φ of three variables the oscillation index β(0, S) may differ from
1/h(0, S). Moreover, it is easy to give examples of functions φ of three variables
where the contact index γ = γ(0, S) is strictly smaller than the oscillation index
β = β(0, S). For instance, this applies to φ(x1, x2, x3) := x
2
3 − (x
2
1 + x
2
2), where
the method of stationary phase shows that β = 3/2, whereas the factorization
φ(x1, x2, x3) = (x3 −
√
x21 + x
2
2)(x3 +
√
x21 + x
2
2) shows that γ = 1 (compare
counterexample 8.1 in [15]).
However, the proof of Theorem 1.6 in [31] shows that the oscillation index β
can only be different from the contact index γ when 1/γ is an odd integer.
To the best of my knowledge, it is not known whether the identities βu(x
0, S) =
β(x0, S) and γu(x
0, S) = γ(x0, S) may persist in higher dimensions. Indeed, this
question represents a special case of a question posed by Arnol’d, namely whether
the oscillation index of a given function φ is semicontinuos in the following
sense:
Suppose φ(x, s) is a phase function which depends on x in a small neigh-
borhood of the origin in Rn and some small parameters s ∈ Rk. Is there is a
small neighborhood of (0, 0) ∈ Rn × Rk so that the oscillation index of φ(x, s)
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at x0 is greater or equal to that of φ(x, 0) at the origin for every (x0, s0) in this
neighborhood? That question had been answered to the negative in dimensions
n ≥ 3 by Varchenko [66], and to the positive for analytic functions depending
on two variables by Karpushkin [47].
For linear perturbations of a given function φ, our Theorem 3.1 shows that
Arnol’d’s conjecture holds true even for smooth, finite type functions φ, and
it seems open whether this kind of stability may still hold true even in higher
dimensions, since all counter examples to Arnol’d’s conjecture which have been
found hitherto have non-linear perturbation terms.
Further important papers dealing with this stability question for general per-
turbations are, e.g., [13], [56].
(b) Greenblatt [28],[30], and independently Collins, Greenleaf and Paramanik [15],
have devised (quite different) algorithms of resolution of singularities which in
principle allow to compute the contact index also in higher dimensions.
(c) If p ≤ 2, then examples (see, e.g., [46]) show that neither the notion of height
nor that of contact index will determine the range of exponents p for which the
maximal operator M is Lp-bounded. Our work (in progress) on this case seems
to indicate a certain conjecture how to express this range in terms of Newton
polyhedra. Moreover, for certain surfaces this conjecture relates to fundamen-
tal open problems in Fourier analysis, such as the conjectured reverse square
function estimate for the cone multiplier (see, e.g., [49], [10]).
4.2. A few hints on the proof of Theorem 4.1. Since the proof in [38] is quite
involved, I shall here just try to indicate some of the main steps, grossly oversimplifying
some of the arguments.
In the first part of the proof, we basically follow the first two steps of the scheme
that has been outlined in the preceding paragraph. Recall that in these steps, it had
effectively been possible to reduce the problem to a one-dimensional one. The same
applies basically to the estimation of the maximal operatorM, because in the first two
steps, we have had a sufficiently good control on the multiplicity of roots by the height
h.
In these arguments, the following result plays an analogous role for problem B as
the van der Corput type Lemma 3.2 played for problem A.
Let U be an open neighborhood of the point x0 ∈ R2, and let φpr ∈ C∞(U,R) such
that
(4.3) ∂m2 φpr (x
0
1, x
0
2) 6= 0,
where m ≥ 2. Let
φ = φpr + φr,
where φr ∈ C∞(U,R) is a sufficiently small perturbation. Denote by Sε the surface in
R3 given by Sε := {(x1, x2, 1+ εφ(x1, x2)) : (x1, x2) ∈ U}, with ε > 0, and consider the
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averaging operators
Aεtf(x) :=
∫
Sε
f(x− ty)ψ(y) dσ(y),
where dσ denotes the surface measure and ψ ∈ C∞0 (Sε) is a non-negative cut-off func-
tion. Define the associated maximal operator by
Mεf(x) := sup
t>0
|Aεtf(x)|.
Proposition 4.7. Assume that φpr satisfies (4.3) and that the neighborhood U of the
point x0 is sufficiently small. Then there exist numbers M ∈ N, δ > 0, such that
for every φr ∈ C∞(U,R) with ‖φr‖CM < δ and every p > m there exists a positive
constant Cp such that for ε > 0 sufficiently small the maximal operator Mε satisfies
the following a priori estimate:
(4.4) ‖Mεf‖p ≤ Cp ε
−1/p‖f‖p, f ∈ S(R
3) .
This result can be reduced to the one-dimensional case, i.e., the study of maximal
functions associated to curves in the plane. Indeed, just consider the ”fan” of all
hyperplanes passing through the x1-axis. This fan will fibre the given surface into a
family of curves, and our dilations leave each of these planes invariant.
The proof for the analogous result for plane curves then basically follows Iosevich’s
approach in [43]. The case where m = 2 is indeed the most difficult on; the cases where
m ≥ 3 can then easily be reduced to this case by means of dyadic decompositions and
re-scalings. Note that if m = 2, then the corresponding maximal operator in the
plane behaves in a similar way as the “circular” maximal function studied by Bourgain
[9]. An alternative approach to Bourgain’s one had later been given by Mockenhaupt,
Seeger and Sogge [51], [50], based on suitable local smoothing estimates for classes of
Fourier integral operators. This approach is stable under small perturbations of the
given curve, which is exactly what is needed for our purposes.
Indeed, in our applications of Proposition 4.7, we even need to replace φ(x1, x2) by
φ(x1, x2 − ψε(x1)), where the function ψε may blow up like O(ε−δ) for some δ ∈ [0, 1[,
and it turns out that this is still admissible, i.e., the estimate (4.4) remains valid also
in this case.
Now, if the coordinates are adapted to φ (a similar argument will apply to the first
step when the coordinates are not adapted), then, in analogy with the decomposition
J(ξ) =
∑∞
k=k0
Jk(ξ), we can dyadically decompose the surface S as in Subsection 3.1.1,
and accordingly decompose
Atf(y, y3) =
∞∑
k=k0
Akt f(y, y3),
where one finds that
Akt f(y, y3) = 2
−k|κ|
∫
R2
f
(
y − tδ2−k(x), y3 − t(1 + 2
−kφk(x)
)
η(δ2−kx)χ(x) dx,
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with φk is as before. We denote by Mk the maximal operator associated to the aver-
aging operators Akt . Observe next that the scaling operators T
k, defined by
T kf(y, y3) := 2
k|κ|
p f(δ2k(y), y3),
act isometrically on Lp(R3), and
(T−kAkt T
k)f(y, y3) = 2
−k|κ|
∫
R2
f
(
y − tx, y3 − t(1 + 2
−kφk(x))
)
η(δ2−k(x))χ(x) dx,
so that we are reduced to estimating the maximal operator associated to this family
of averaging operators. This, in return, can be accomplished by means of Proposition
4.7, where we choose ε := 2−k. The resulting estimates can then be summed over k,
and we arrive at the desired estimation for M in this case.
Assume next that the coordinates x are not adapted to φ. Eventually, we then again
arrive at the situation studied in the third step (compare Subsection 3.1.3), i.e., we
need to estimate the contribution of the domainDλ to the maximal operatorM. Again,
one can indeed reduce to a small subdomain of the form
|x2 − ψ(x1)− cx
aλ
1 | ≤ ε0x
aλ
1 , with x1 > 0,
and also assume that (3.15) holds true at the point (1, c) = (1, 0). Recall that we may
then write
φapr (y1, y2) = y
B
2 Q(y1, y2) + y
n
1 ,
where Q is a κλ-homogeneous polynomial such that Q(1, 0) 6= 0, and B ≥ h > 2.
Again, in this situation, a reduction to the one-dimensional case is no longer possible.
It turns out that this is the most difficult case, which requires various further ideas.
The heart of the matter are in fact rather precise estimations of certain classes of
two-dimensional oscillatory integrals depending on small parameters (cf. §5 in [38]).
Indeed, in order to understand the behavior of φa as a function of y2, for y1 fixed,
we decompose
φa(y1, y2) = φ
a(y1, 0) + θ(y1, y2),
and write the complete phase Φ for J(ξ) in adapted coordinates (y1, y2) in the form
F (y, ξ) = (ξ3φ
a(y1, 0) + ξ1y1 + ξ2ψ(y1)) + (ξ3θ(y1, y2) + ξ2y2).
Notice that
φa(y1, 0) = y
n
1ρ(y1), ψ(y1) = y
m1
1 ω(y1), θκλ(y1, y2) = y
B
2 Q(y1, y2),
where θκλ denotes the κ
λ-principal part of θ, and where ρ and ω do not vanish at
y1 = 0.
Now, by means of a dyadic decomposition and re-scaling using the κλ-dilations
{δλr }r>0 we would like to reduce our considerations as before to the domain where
y1 ∼ 1. In this domain, |y2| ≪ 1, so that θκλ(y) ∼ y
B
2 Q(y1, 0). What leads to problems
is that the “error term” θr := θ− θκλ , which consists of terms of higher κ
λ-degree than
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θκλ , may nevertheless contain terms of lower y2-degree lj < B of the form cjy
lj
2 y
nj
1 , pro-
vided nj is sufficiently large (this corresponds to a “fine splitting of roots” of θ when φ
is analytic). After scaling the k-th dyadic piece in our decomposition by δλ2−k in order
to achieve that y1 ∼ 1 and |y2| . ε0, such terms will have small coefficients compared to
the one of yB2 Q(y1, y2), but for |y2| very small they may nevertheless become dominant
and have to be taken into account.
In order to resolve this problem, we apply a further domain decomposition by means
of a suitable stopping time argument, into homogeneous domains D′ℓ and transition
domains E ′ℓ, oriented, in some sense, at the level sets of ∂2φ
a, which in return again are
chopped up into dyadic respectively bi-dyadic pieces. After re-scaling, the contributions
of these pieces to the maximal operators can eventually be estimated by means of
oscillatory integral technics in two variables.
More precisely, it turns out that what is needed are uniform estimates for various
classes of oscillatory integrals of the form
J(λ, σ, δ) :=
∫
R2
eiλF (x,σ,δ)a(x, δ) dx, (λ > 0),
with a phase function F of the form
F (x1, x2, σ, δ) := f1(x1, δ) + σf2(x1, x2, δ),
and an amplitude a defined for x in some open neighborhood of the origin in R2 with
compact support in x. The functions f1, f2 are assumed to be real-valued and depend,
like the function a, smoothly on x and on small real parameters δ1, . . . , δν , which form
the vector δ := (δ1, . . . , δν) ∈ Rν . σ denotes another small real parameter.
With a slight abuse of language we shall say that ψ is compactly supported in some
open set U ⊂ R2 if there is a compact subset K ⊂ U such that suppψ(·, δ) ⊂ K for
every δ.
To give an idea as to which type of oscillatory integrals we need to estimate, let
us remark that the most difficult instance are “oscillatory integrals of degenerate Airy
type”, for which we have the following result:
Theorem 4.8. Assume that
|∂1f1(0, 0)|+ |∂
2
1f1(0, 0)|+ |∂
3
1f1(0, 0)| 6= 0 and ∂1∂2f2(0, 0, 0) 6= 0,
and that there is some m ≥ 2 such that
∂l2f2(0, 0, 0) = 0 for l = 1, . . . , m− 1 and ∂
m
2 f2(0, 0, 0) 6= 0.
Then there exist a neighborhood U ⊂ R2 of the origin and constants ε, ε′ > 0 such
that for any amplitude a which is compactly supported in U the following estimate
(4.5) |J(λ, σ, δ)| ≤
C
λ
1
2
+ε|σ|(lm+cmε)
holds true uniformly for |σ| + |δ| < ε′, where lm :=
1
6
and cm := 1 for m < 6, and
lm :=
m−3
2(2m−3)
and cm := 2 for m ≥ 6.
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Observe that the order of decay O(λ−1/2−ε) in (4.5) is just what we need in order to
apply the usual method to control the maximal operator on L2 by means of Sobolev’s
embedding theorem applied to the scaling variable t > 0.
Remark 4.9. If the Fourier transform of the surface carried measure µ decays more
slowly than O(|ξ|−1/2−ε), then one cannot directly apply Sobolev’s embedding theorem
in order to control the maximal function on L2. This happens in many situations when
the Gaussian curvature of the hypersurface S vanishes. One method to overcome this
problem is to use suitable damping factors in the amplitude of the corresponding oscil-
latory integrals, for instance powers of the Gaussian curvature, and combine this with
a suitable complex interpolation argument. This technique had been introduced in [60],
and also been used in our first approach our problems in [37].
However, the choice of a suitable damping factor can become quite tricky a task, and
we believe that the techniques in [38], which avoid damping factors and rather rely on
suitable decompositions of the given surface in combination with re-scaling arguments,
are simpler and more straight-forward.
For an approach based on damping methods, we refer to [32], where most of those
cases are treated by damping techniques which can be reduced to a one-dimensional
problem.
5. Problem C: Fourier restriction to the hypersurface S.
We finally turn to the last problem, namely the determination of the range of expo-
nents p for which an Lp-L2 Fourier restriction estimate
(5.1)
(∫
S
|fˆ(x)|2 dµ(x)
)1/2
≤ C‖f‖Lp(R3), f ∈ S(R
3),
holds true.
The idea of Fourier restriction goes back to Stein, and a first instance of this concept
is the sharp Lp-Lq Fourier restriction estimate for the circle in the plane by Zygmund
[67], who extended earlier work by Fefferman and Stein [25] (see also Ho¨rmander [36],
[14] for estimates on more general oscillatory integral operators). For subvarieties
of higher dimension, the first fundamental result was obtained (in various steps) for
Euclidean spheres Sn−1 by Stein and Tomas, who eventually proved that an Lp-L2
Fourier restriction estimate holds true for Sn−1, n ≥ 3, if and only if p′ ≥ 2(2/(n−1)+1)
(cf. [62] for the history of this result).
Even though I shall not pursue that problem here, let me briefly remind that a
more general and even substantially deeper problem is to determine the exact range of
exponents p and q for which an Lp-Lq restriction estimate(∫
Sn−1
|fˆ(x)|q dσ(x)
)1/q
≤ C‖f‖Lp(Rn)
holds true for spheres. It is conjectured that this is the case if and only if p′ > 2n/(n−1)
and p′ ≥ q(2/(n− 1) + 1), and there has been a lot of very deep work on this problem
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by many mathematicians, including Bourgain, Wolff, Vargas, Vega, Katz, Tao, Keel,
Lee, and most recently Bourgain and Guth [11], which has led to important progress,
but the problem is still open in dimensions n ≥ 3 and represents one of the major
challenges in Euclidean harmonic analysis, bearing various deep connections with other
important open problems, such as the Bochner-Riesz conjecture, the Kakeya conjecture
and Sogge’s local smoothing conjecture for solutions to the wave equation. I refer to
Stein’s book [62] for more information on these topics and their history until 1993, and
various related essays by T. Tao which can be found on his webpage.
Coming back to the restriction estimate (5.1) for our hypersurface S in R3, we
begin with the case where there exists a linear coordinate system which is adapted to
the function φ. For this case, a complete answer had been given in [40] (for analytic
hypersurfaces, partial results had been obtained before by Magyar [48]) :
Theorem 5.1. Assume that, after applying a suitable linear change of coordinates, the
coordinates (x1, x2) are adapted to φ. We then define the critical exponent pc by
(5.2) p′c := 2h(φ) + 2,
where p′ denotes the exponent conjugate to p, i.e., 1/p+ 1/p′ = 1.
Then there exists a neighborhood U ⊂ S of the point x0 such that for every non-
negative density ρ ∈ C∞0 (U) the Fourier restriction estimate (5.1) holds true for every
p such that
(5.3) 1 ≤ p ≤ pc.
Moreover, if ρ(x0) 6= 0, then the condition (5.3) on p is also necessary for the validity
of (5.1).
In many cases, this result is an immediate consequence of Theorem 3.1 and Green-
leaf’s classical restriction estimate in [34], which I shall state here for the special case
of hypersurfaces only.
Theorem 5.2 (Greenleaf). Assume that |d̂µ(ξ)| . |ξ|−1/h. Then the restriction esti-
mate (5.1) holds true for every p ≥ 1 such that p′ ≥ 2(h+ 1).
Indeed, observe that a problem arises only when Varchenko’s exponent ν(φ) equals
one in (3.3). In this case, a direct application of Greenleaf’s result yields only the range
1 ≤ p < pc.
To capture also the endpoint p = pc, recall from Subsection 3.1.1 that we had
effectively decomposed the measure µ into a dyadic sum µ =
∑∞
k=k0
µk, where µk =
(χk ⊗ 1)µ, and where µˆk(ξ) = Jk(ξ) is given by (3.4). Moreover, we had estimated
Jk(ξ) in (3.5), which in particular yields the estimate
|µ̂k(ξ)| ≤ C2
−k|κ|(1 + 2−k|ξ3|)
−1/h.
The measures µk are supported in dyadic annuli of “radius” 2
−k, which are images
of an annulus of radius of size one under the dilations δ2−k associated to the principal
weight κ, so that we cannot directly apply Greenleaf’s restriction estimate. However, it
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is important to notice that our estimates for µ̂k(ξ) do not carry a logarithmic factor yet
(that only arose for µˆ(ξ) in certain cases through summation over the k), and a simple
re-scaling argument can then be applied to derive the following uniform restriction
estimate for the family of measures µk :∫
|fˆ(x)|2 dµk(x) ≤ C
2‖f‖2pc .(5.4)
Fix a cut-off function χ˜ ∈ C∞0 (R
2) supported in an annulus centered at the origin
such that χ˜ = 1 on the support of χ, and define dyadic frequency decomposition
operators ∆′k by
∆̂′kf(x) := χ˜(δ2kx
′) fˆ(x′, x3),
where we have written (x1, x2) = x
′. Then
∫
|fˆ(x)|2dµk(x) =
∫
|∆̂′kf(x)|
2dµk(x), and
setting p := pc, we see that (5.4) yields in fact∫
|fˆ(x)|2dµk(x) ≤ C
2 ‖∆̂′kf‖
2
p,
for any k ≥ k0. In combination with Minkowski’s inequality, this implies(∫
|fˆ(x)|2dµ(x)
)1/2
=
(∑
k≥k0
∫
|fˆ(x)|2dµk(x)
)1/2
≤
(∑
k≥k0
‖∆′kf‖
2
p
)1/2
= C
(∑
k≥k0
(∫
|∆′kf(x)|
pdx
)2/p)p/21/p ≤ C
∥∥∥∥∥∥
(∑
k≥k0
|∆′kf(x)|
2
)1/2∥∥∥∥∥∥
Lp(R3)
,
since p < 2. Estimate (5.1) for p = pc follows thus by means of Littlewood-Paley
theory.
From now on, we shall therefore always make the following
Assumption 5.3. There is no linear coordinate system which is adapted to φ.
According to our discussion in Subsection 2.1, we may then also assume that the
coordinates x are linearly adapted to φ, and that there are adapted coordinates y of
the form y1 = x1, y2 = x2 − ψ(x1), where
(5.5) ψ(x1) = x
m
1 ω(x1), with ω(0) 6= 0 and m ≥ 2.
φa(y) will again denote φ when expressed in these adapted coordinates, and we shall
use the notions introduced for the study of the Newton polyhedron of φa in Subsection
3.1.2.
Consider the line parallel to the bi-sectrix
∆(m) := {(t, t+m+ 1) : t ∈ R}.
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hr(φ) + 1
d+ 1
∆(m)
π(φ)
m+ 1
1/κ2
1/κ1
N (φa)
L
Figure 4. r-height
For any edge γl ⊂ Ll := {(t1, t2) ∈ R2 : κl1t1 + κ
l
2t2 = 1} define hl by
∆(m) ∩ Ll = {(hl −m, hl + 1)},
i.e.,
(5.6) hl =
1 +mκl1 − κ
l
2
κl1 + κ
l
2
,
and define the restriction height, or short, r-height, of φ by
hr(φ) := max(d, max
{l=1,...,n+1:al>m}
hl).
Remarks 5.4. (a) For L in place of Ll and κ in place of κ
l, one has m = κ2/κ1
and d = 1/(κ1 + κ2), so that one gets d in place of hl in (5.6).
(b) Since m < al, we have hl < 1/(κ
l
1 + κ
l
2), hence h
r(φ) < h(φ).
It is easy to see by Remark 5.4 (a) that the r-height admits the following geometric
interpretation:
By following Varchenko’s algorithm (cf. Subsection 8.2 of [38]), one realizes that the
principal line L of N (φ) is a supporting line also for the Newton polyhedron of φa,
which intersects N (φa) in a compact face, either in a single vertex, or a compact edge.
I.e., the intersection contains at least one and at most two vertices of N (φa), and we
choose (Al0−1, Bl0−1) as the one with smallest second coordinate. Then l0 is the smallest
index l such that γl has a slope smaller than the slope of L, i.e., al0−1 ≤ m < al0 . We
may thus consider the augmented Newton polyhedron N r(φa) of φa, which is the convex
hull of the union of N (φa) with the half-line L+ ⊂ L with right endpoint (Al0−1, Bl0−1).
Then hr(φ) + 1 is the second coordinate of the point at which the line ∆(m) intersects
the boundary of N r(φa).
The main result from [41], [42] then reads as follows.
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Theorem 5.5. Let φ 6= 0 be real analytic, and assume that there is no linear coordinate
system adapted to φ. Then there exists a neighborhood U ⊂ S of x0 = 0 such that for
every non-negative density ρ ∈ C∞0 (U), the Fourier restriction estimate (5.1) holds
true for every p ≥ 1 such that p′ ≥ p′c := 2h
r(φ) + 2.
Remarks 5.6. (a) An application of Greenleaf’s result would imply, at best, that
the condition p′ ≥ 2h(φ) + 2 is sufficient for (5.1) to hold, which is a strictly
stronger condition than p′ ≥ p′c.
(b) A. Seeger recently informed me that in a preprint, which regretfully had re-
mained unpublished, Schulz [58] had already observed this kind of phenomenon
for particular examples of surfaces of revolution.
(c) It can be shown that the number m is well-defined, i.e., it does not depend on
the chosen linearly adapted coordinate system x.
Example 5.7.
φ(x1, x2) := (x2 − x
m
1 )
n, n,m ≥ 2.
The coordinates (x1, x2) are not adapted. Adapted coordinates are y1 := x1, y2 :=
x2 − xm1 , in which φ is given by
φa(y1, y2) = y
n
2 .
Here
κ1 =
1
mn
, κ2 =
1
n
,
d := d(φ) =
1
κ1 + κ2
=
nm
m+ 1
< n,
and
p′c =
{
2d+ 2, if n ≤ m+ 1,
2n, if n > m+ 1 .
On the other hand, h := h(φ) = n, so that 2h+ 2 = 2n+ 2 > p′c.
An analogous theorem holds true even for smooth, finite type functions φ, under an
additional Condition (R) which, roughly speaking, requires that whenever the Newton
diagram suggests that a root with leading term given by the principal root jet ψ(x1)
should have multiplicity B, then indeed such a root of multiplicity B does exist (this
is a condition on the behavior of flat terms). Condition (R) is always satisfied when φ
is real-analytic.
For example, Condition (R) would hold true for
φg(x1, x2) = (x2 − x
2
1 − f(x1))
2,
for every flat smooth function f(x1) (i.e., f
(j)(0) = 0 for every j ∈ N). On the other
hand, (R) is not satisfied for
φb(x1, x2) := (x2 − x
2
1)
2 + f(x1),
unless f vanishes identically.
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I also like to mention that there is a more invariant description of the notion of
r-height (cf. Proposition 1.9 in [41]), somewhat in the spirit of Varchenko’s definition
of height, but I refrain from stating it here since this would require the introduction of
further, somewhat technical notions.
5.1. Necessity of the condition p′ ≥ 2hr(φ) + 2. In order to better understand
the meaning of the notion of r-height, let me present the proof of the necessity of the
condition p′ ≥ 2hr(φ)+ 2 for the validity of the Fourier restriction estimate (5.1) when
ρ(x0) 6= 0. The proof will be based on a modified Knapp-type argument.
Let γl be any edge of N (φa) with al > m, and choose the weight κl such that γl lies
on the line Ll given by κ
l
1t1 + κ
l
2t2 = 1. Consider the region
Daε := {y ∈ R
2 : |y1| ≤ ε
κl1, |y2| ≤ ε
κl2}, ε > 0,
in adapted coordinates y. In the original coordinates x, it corresponds to
Dε := {x ∈ R
2 : |x1| ≤ ε
κl1, |x2 − ψ(x1)| ≤ ε
κl2}.
Assume that ε is sufficiently small. Since
φa(εκ
l
1y1, ε
κl2y2) = ε
(
φaκl(y1, y2) +O(ε
δ)
)
for some δ > 0, we have that |φa(y)| ≤ Cε for every y ∈ Daε , i.e.,
(5.7) |φ(x)| ≤ Cε for every x ∈ Dε.
Moreover, for x ∈ Dε,
|x2| ≤ ε
κl2 + |ψ(x1)| . ε
κl2 + εmκ
l
1 .
Since m ≤ al = κl2/κ
l
1, we find that
|x2| . ε
mκl1 ,
so that we may assume that Dε is contained in the box where |x1| ≤ εκ
l
1, |x2| ≤ εmκ
l
1 .
Choose fε such that
f̂ε(x1, x2, x3) = χ0
( x1
εκ
l
1
)
χ0
( x2
εmκ
l
1
)
χ0
(x3
ε
)
.
Then by (5.7) we see that f̂ε(x1, x2, φ(x1, x2)) ≥ 1 on Dε, hence, if ρ(0) 6= 0, then(∫
S
|f̂ε|
2 ρdσ
)1/2
≥ |Dε|
1/2 = ε(κ
l
1+κ
l
2)/2.
Since ‖fε‖p ≃ ε
((1+m)κl1+1)/p
′
, we find that the restriction estimate can hold true only if
p′ ≥ 2
(1 +m)κl1 + 1
κl1 + κ
l
2
= 2hl + 2,
where we recall that hl = (1 +mκ
l
1 − κ
l
2)/(κ
l
1 + κ
l
2).
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Notice that the argument still works if we replace the previous line Ll by the line
L associated to the weight κ, and φaκl by φ
a
κ. Since here mκ1 = κ2, this leads to the
condition p′ ≥ 2d+ 2, so that altogether necessarily
p′ ≥ 2max(d, max
l:al>m
hl) + 2 = 2h
r(φ) + 2.
Q.E.D.
5.2. Sufficiency of the condition p′ ≥ 2hr(φ)+2: I. Some key steps in the proof
when h lin(φ) ≥ 2. Let us assume that we are working in linearly adapted coordinates
x, so that d := d(φ) = h lin := h lin(φ).
In the preceding discussions of problems A and B, it had been natural to distinguish
between the cases where h := h(φ) < 2 and where h ≥ 2, since in the latter case,
in many situations a reduction to a one-dimensional situation had been possible by
means of the van der Corput type Lemma 3.2. For similar reasons, in the discussion of
Problem C it appears natural to distinguish between the cases where d < 2 and where
d ≥ 2. In addition, when d ≥ 2, it turns out that the case where d ≥ 5 can be handled
in a somewhat simplified way compared to the case where 2 ≤ d < 5.
We shall therefore assume in this section that d ≥ 5. In a first step, we can again
localize to the narrow κ-homogeneous subdomain (3.7) of the curve x2 = b1x
m
1 given
by
|x2 − cx
m
1 | ≤ εx
m
1 ,
by means of a cut-off function ρ1. Indeed, the technique of proof that we used in the case
of adapted coordinates can essentially be carried over to the domain complementary
to (3.7) without major new ideas, since one can show that the Fourier transforms of
the corresponding dyadic pieces µk of the measure µ satisfy estimates of the form
|µ̂k(ξ)| ≤ C2
−k|κ|(1 + 2−k|ξ3|)
−1/d.
Notice also that hr := hr(φ) ≥ d.
Let us again assume for instance that the principal face of the Newton polyhedron
of φa is a compact edge. Using the same notation as in Section 3, we choose again
λ > l0 so that the edge γλ = [(Aλ−1, Bλ−1), (Aλ, Bλ)] is the principal face π(φ
a) of the
Newton polyhedron of φa.
In a second step, we again narrow down the domain (3.7) to the neighborhoodDpr :=
Dλ of the principal root jet given by (3.11), where
|x2 − ψ(x1)| ≤ Nλx
aλ
1 ,
again by decomposing the difference set of the domains (3.7) and (3.11) into the do-
mains
Dl := {(x1, x2) : εlx
al
1 < |x2 − ψ(x1)| ≤ Nlx
al
1 }, l = l0, . . . , λ− 1,
and the intermediate domains
El := {(x1, x2) : Nl+1x
al+1
1 < |x2 − ψ(x1)| ≤ εlx
al
1 }, l = l0, . . . , λ− 1,
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as well as El0−1 := {(x1, x2) : Nl0x
al0
1 < |x2 − ψ(x1)| ≤ ε1x
m
1 }.
Contribution by the domains El. Let us denote by µEl the contribution of the
transition domains El to the measure µ. We then decompose µEl bi-dyadically w.r. to
the adapted coordinates y as
µEl =
∑
j,k
µj,k,
so that µj,k is supported where y1 = x1 ∼ 2−j and y2 = x2−ψ(x1) ∼ 2−k. Observe that
this a “curved rectangle” in our original coordinates x. In a similar way as in the case
of adapted coordinates, we would like to localize to these curved rectangles by means
of Littlewood-Paley theory in order to reduce to uniform restriction estimates for the
family of measure µj,k, i.e.,
(5.8)
∫
S
|f̂ |2 dµj,k ≤ C‖f‖
2
Lp(R3),
for p ≤ pc. Clearly, because of the non-linearity ψ(x1), this is not possible by means
of Littlewood-Paley techniques in the variables x1 and x2, but it turns out the we can
use the variables x1 and x3 to accomplish this.
Indeed, one can show that
φa(y) = cl y
Al
1 y
Bl
2
(
1 + small error
)
on Eal ,
which in return implies that on the domains El respectively E
a
l (recall that E
a
l repre-
sents El in the adapted coordinates y) the conditions y1 ∼ 2−j , y2 ∼ 2−k are equivalent
to the conditions
x1 ∼ 2
−j and φ(x) ∼ 2−(Alj+Blk)
(cf. Lemma 6.1 in [41]).
Working in the coordinates y, after re-scaling of the measures µj,k to get normalized
measures νj,k supported on a surface Sj,k where y1 ∼ 1 ∼ y2, by means of the formula
above one eventually finds that Sj,k is a small perturbation of the limiting surface
S∞ := {(y1, y
m
1 ω(0), cy
Al
1 y
Bl
2 ) : y1 ∼ 1 ∼ y2},
But |∂(cyAl1 y
Bl
2 )/∂y2| ∼ 1, since Bl ≥ 1, which shows that S∞, and hence also Sj,k, is a
smooth hypersurface with one non-vanishing principal curvature (with respect to y1)
of size ∼ 1. This implies that
|ν̂j,k(ξ)| ≤ C(1 + |ξ|)
−1/2,
uniformly in j and k. Applying Greenleaf’s restriction theorem to these measures, and
scaling these estimates back, we eventually arrive (in a not completely trivial way) at
the estimates (5.8). It is important to observe here that Greenleaf’s results implies
restriction theorems for p′ ≥ 2(1 + 2) = 6, which is sufficient for our purposes, since
p′c ≥ 2d+ 2, where d ≥ 2.
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Contribution by the domains Dl. Let us next turn to the domains Dl. After dyadic
decomposition of the domain Dl in the adapted coordinates y by means of the κ
l-
dilations and suitable re-scaling, the re-scaled measure νk corresponding to the mea-
sures µk turns out to be of the form
〈νk, f〉 :=
∫
f(y1, 2
(mκl1−κ
l
2)ky2 + y
m
1 ω(2
−κl1ky1), φ
k(y)) η˜(y) dy,
and by means of a finite partition of unity, we may assume that the amplitude η˜ is
supported in a sufficiently thin set U(c0), on which
y1 ∼ 1 and |y2 − c0y
al
1 | ≤ εy
al
1 .
This measure νk is supported in a variety Sk which in the limit as k →∞ tends to the
variety
S∞ := {g∞(y1, y2) := (y1, ω(0)y
m
1 , φ
a
κl(y)) : (y1, y2) ∈ U(c0)},
since mκl1−κ
l
2 < alκ
l
1−κ
l
2 = 0 and since φ
k tends to φaκl. Here, c0 is fixed with |c0| ≤ Nl.
Again, we have to prove uniform restriction estimates for the family of measures νk.
Depending on c0, different cases may arise.
1. Case. ∂2φ
a
κl(1, c0) 6= 0. Then we may use z2 := φ
a
κl(y1, y2) in place of y2 as a new
coordinate for S∞ (which thus is a hypersurface), and since y1 ∼ 1 on U(c0), we find
that S∞, hence also Sk, is a hypersurface with one non-vanishing principal curvature.
Then we may essentially argue as for the domains El.
2. Case. ∂2φ
a
κl(1, c0) = 0, but ∂1φ
a
κl(1, c0) 6= 0. In this case, since φ
a
κl is a κ
l-
homogenous polynomial, by Euler’s homogeneity relation we have also φaκl(1, c0) 6= 0.
One can then show that one can fibre the variety S∞ into the family of curves
γc(y1) := g∞(y1, cy
al
1 ) = (y1, ω(0)y
m
1 , φ
a
κl(y1, cy
al
1 )),
for c sufficiently close to c0, and one finds that the curve γc0(y1) = (y1, ω(0)y
m
1 , b0y
1/κl1
1 )
has non-vanishing torsion, since b0 6= 0. The same applies then to the curves γc, and
for k sufficiently large, we do obtain the analogous results for the varieties Sk.
This allows to decompose the measure dνk as a direct integral of measures dΓc
supported on curves γlc with non-vanishing torsion.
We may thus apply Drury’s Fourier restriction theorem for curves with non-vanishing
torsion (cf. Theorem 2 in [23] and [5], [20]) to the measures dΓc and obtain uniform
estimates (∫
|fˆ |2 dΓc
) 1
2
≤ Cp‖f‖Lp(R3),
when p′ > 7 and 2 ≤ p′/6. Since we assume here that p′c ≥ 2(d+1) > 2(5+1) = 12, these
estimates, after re-scaling to the measures µk, yield the desired restriction estimates
for the contributions by the domains Dl.
Notice that it is here that we need the condition d = h lin > 5.
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3. Case. ∂2φ
a
κl(1, c0) = 0 and ∂1φ
a
κl(1, c0) = 0. Then Euler’s homogeneity relation
implies that also φaκl(1, c0) = 0, so that φ
a
κl has a real root of multiplicity B ≥ 2 at
(1, c0), and one finds that
(5.9) φaκl(y1, y2) = y
Bl
2 (y2 − c0y
al
1 )
BQ(y1, y2),
where Q is a κl-homogenous smooth function such that Q(1, c0) 6= 0 and Q(1, 0) 6= 0.
One can also prove that B < d/2.
We can then essentially follow the Stein-Tomas method for proving Lp-L2- restriction
estimates. We localize to frequencies of size Λ > 1 by putting
ν̂Λk (ξ) := χ1
( ξ
Λ
)
ν̂k(ξ),
where χ1 is a smooth bump function supported where |ξ| ∼ 1. We claim that the mea-
sures νΛk satisfy the following estimates, uniformly in k ≥ k0, provided k0 is sufficiently
large and ε′ sufficiently small:
‖ν̂Λk ‖∞ ≤ CΛ
−1/B ;(5.10)
‖νΛk ‖∞ ≤ CΛ
2−1/B .(5.11)
Indeed,
ν̂Λk (ξ) = χ1
( ξ
Λ
) ∫
e
−i
[
ξ1y1+ξ2
(
2(mκ
l
1−κ
l
2)ky2+ym1 ω(2
−κl1ky1)
)
+ξ3φk(y)
]
η˜(y) dy,
which, in the limit as k →∞, simplifies as
ν̂Λ∞(ξ) = χ1
( ξ
Λ
) ∫
e−i[ξ1y1+ξ2ω(0)y
m
1 +ξ3φ
a
κl
(y)] η˜(y) dy.
Now, if |ξ3| ≥ c|(ξ1, ξ2)|, then an application of van der Corput’s lemma to the inte-
gration in y2 yields |ν̂Λ∞(ξ)| . |ξ3|
−1/B (cf. (5.9)), and if |ξ3| ≪ |(ξ1, ξ2)|, we may apply
van der Corput’s lemma to the y1-integration and obtain |ν̂Λ∞(ξ)| . |(ξ1, ξ2)|
−1/2. Since
B ≥ 2, and because van der Corput’s estimates are stable under small perturbations,
we thus obtain (5.10).
In order to verify (5.11), observe that νΛ∞(x1, x2, x3) is given by
Λ3
∫
(F−1χ1)(Λ(x1 − y1),Λ(x2 − ω(0)y
m
1 ),Λ(x3 − φ
a
κl(y1, y2))η˜(y) dy1dy2,
hence, by a change of coordinates,
|νΛ∞(x1, x2, x3)| ≤ Λ
2
∫
ρ(z1) ρ(Λ(x3 − φ
a
κl(x1 −
z1
Λ
, y2)) η1(x1 −
z1
Λ
, y2) dz1dy2,
where ρ and η1 are suitable, non-negative Schwartz functions, and η1 localizes again to
U(c0). However, since |∂
B
2 φ
a
κl(y1, y2))| ≃ 1 on the domain of integration, classical sub-
level estimates, originating in work by van der Corput [16] (see also [1], and [13],[26]),
essentially imply that the integral with respect to y2 can be estimated by O(Λ
−1/B),
uniformly in y1 and Λ.
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Interpolating the estimates (5.10) and (5.11), and applying the standard Stein-Tomas
argument (see, for instance, [34]), it is easily seen that we can sum the corresponding
estimates over all dyadic Λ≫ 1, and we obtain the Lp-L2 restriction estimate(∫
|f̂ |2 dνk
)1/2
≤ Cp‖f‖Lp
whenever p′ > 4B, uniformly in k, for k sufficiently large. Since B < d/2, we have
p′c ≥ 2d+ 2 > 4B, so that the range p > 4B does include the critical value p = pc.
Scaling back to the measures µk, we find that also the original measures µk satisfy a
uniform restriction estimate (∫
|f̂ |2 dµk
)1/2
≤ Cp‖f‖Lp,
where Cp does not depend on k, provided p
′ ≥ 2hl + 2. However, this applies to pc,
since hr(φ) ≥ hl.
Finally, observe that we can achieve our dyadic decomposition into the measures µk
by means of a dyadic decomposition in the variable x1, so that these uniform estimates
allow to sum over all k by means of Littlewood-Paley theory applied to variable x1!
What remains to be understood is the contribution by the domain Dpr = Dλ given
by
|x2 − ψ(x1)| ≤ Nλx
aλ
1 .
In this domain, the upper bound B < d/2 for the multiplicity B of real roots will
in general no longer be valid, as examples show, not even the weaker condition B <
hr(φ)/2, which would still suffice for the previous argument.
In order to resolve this problem, we apply again a further domain decomposition by
means of a stopping time argument.
Notice first that if we are to proceed as for the case l < λ, a major problem arises
only in Case 3 where ∇φapr (1, c0) = 0; in all other cases we can essentially argue as
before.
We therefore devise the stopping time argument essentially as follows:
We put φ(1) := φa. If Case 3 does not appear for any choice of c0, then we stop our
algorithm with φ(1), and are done. Otherwise, if Case 3 applies to c0, so that c0y
aλ
1 is
a root of φaκλ , then we define new coordinates z in place of y by putting
z1 := x1 and z2 := x2 − ψ(x1)− c0x
aλ
1 ,
and express φ by φ(2) in the coordinates z. Again, if Case 3 does not appear (for φ(2)
in place of φ(1)) in the corresponding z-domain, we stop our algorithm. We also stop
the algorithm when no further fine splitting of roots does occur, i.e., when there is a
root with leading term ψ(x1)+ c0x
aλ
1 of φ which has the same multiplicity as the trivial
root z2 = 0 of the principal part of φ
(2). Otherwise, we continue in an analogous way.
This algorithm will stop after a finite number of steps, and eventually leads to a
further domain decomposition of Dpr into “homogeneous” domains D(l) and transition
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domains E(l), which can eventually be treated by methods similar to those applied for
the domains El and Dl.
5.3. Sufficiency of the condition p′ ≥ 2hr(φ)+2: II. Brief sketch of some ideas
of the proof when h lin(φ) < 2. This case turns out to be by far more difficult than
the case where h lin(φ) ≥ 5, and its discussion requires numerous further methods and
ideas which I can sketch only very briefly.
A first observation is that hr(φ) = d when d = h lin(φ) < 2, so that
p′c = 2d+ 2.
The starting point of our analysis is the following local normal form of our function
φ. It is closely related to the classification of singularities in [2] and [24] .
Theorem 5.8. If h lin(φ) < 2, then locally φ is of the form
(5.12) φ(x1, x2) = b(x1, x2)(x2 − ψ(x1))
2 + b0(x1).
Here b, b0 and ψ are smooth, and ψ is again the principal root jet, and either
(a) b(0, 0) 6= 0, and either b0 is flat (singularity of type A∞), or of finite type n,
i.e., b0(x1) = x
n
1β(x1), where β(0) 6= 0 (singularity of type An−1);
or
(b) b(0, 0) = 0 and b(x1, x2) = x1b1(x1, x2) + x
2
2b2(x2), with b1(0, 0) 6= 0
(singularity of type D).
Let us just consider the case where φ is of finite type An−1 (type D can be treated
in a rather similar way).
In a first step, by making use of these normal forms in order to estimate certain
two-dimensional oscillatory integrals that arise in estimating the Fourier transforms of
surface carried measures, we can again reduce to the domain (3.7), where |x2− cxm1 | ≤
εxm1 .
In a second step, if κ denotes again the principal weight associated to the principal
edge of N (φ), we again perform a dyadic decomposition of the measure µ over the
domain (3.7), and re-scale in a suitable way. This leads to a phase function
φ(x, δ) := b(δ1x1, δ2x2)
(
x2 − x
m
1 ω(δ1x1)
)2
+ δ0x
n
1β(δ1x1),
where δ = (δ0, δ1, δ2) = (2
−(nκ1−1)k, 2−κ1k, 2−κ2k) are small parameters which tend to 0
as k tends to infinity, and where b(δ1x1, δ2x2) ∼ b(0, 0) 6= 0 and β(0) 6= 0.
What we then need to prove is the following
Proposition 5.9. Given any point v = (v1, v2) such that v1 ∼ 1 and v2 = vm1 ω(0), there
exists a neighborhood V of v in (R+)
2 such that for every cut-off function η ∈ D(V ),
the measure νδ given by
〈νδ, f〉 :=
∫
f(x, φ(x, δ)) η(x1, x2) dx
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satisfies a restriction estimate(∫
|f̂ |2 dνδ
)1/2
≤ Cp,η‖f‖Lp(R3),
whenever p′ ≥ 2d+ 2, provided δ is sufficiently small.
In oder to prove this proposition, we again perform a dyadic decomposition, this
time with respect to the x3-variable. By means of Littlewood-Paley theory, it then
turns out that it is sufficient to prove uniform restriction estimates for the following
family of measures
〈νδ,j, f〉 :=
∫
f(x, φ(x, δ))χ(22jφ(x, δ))η(x1, x2) dx,
of the form (∫
|f̂ |2 dνδ,j
)1/2
≤ Cp,η‖f‖Lp(R3).
Here, χ(x3) is supported on a set where |x3| ∼ 1. If 22jδ0 ≪ 1, then it turns out that
this localization means in fact again a localization to a curved rectangle where
|x1 − v1| < ε and |x2 − x
m
1 ω(δ1x1)| ∼ 2
−j,
but in other cases, it has another meaning.
It turns out that these estimates require a refined spectral decomposition of the mea-
sures νδ,j, namely a dyadic decomposition in every dual coordinate ξ1, ξ2, ξ3. Slightly
cheating, for every triple Λ = (λ1, λ2, λ3) of dyadic numbers λi = 2
−ki, we therefore
define the functions νΛj by
ν̂Λj (ξ) = χ1
( ξ1
λ1
)
χ1
( ξ2
λ2
)
χ1
( ξ3
λ3
)
ν̂δ,j(ξ),
and choose χ1(s) supported where |s| ∼ 1 so that νδ,j =
∑
Λ ν
Λ
j , where summation is
essentially over all these dyadic triples Λ. We have here suppressed the dependency of
νΛj on the small parameters δ. Note that |ξi| ∼ λi on the support of ν̂
λ
j .
For every fixed Λ, we then essentially follow again the Stein-Tomas approach, by
estimating ‖ν̂Λj ‖∞ and ‖ν
Λ
j ‖∞.
This requires the distinction of various cases, depending on the relative sizes of λ1, λ2
and λ3. In the end, it turns out that the most difficult case is where λ1 ∼ λ2 ∼ λ3 and
22jδ0 ∼ 1, and the main result to be proven in this case is the following.
Proposition 5.10. Let φ be of type An−1, with m = 2 and finite n ≥ 5. Then
(5.13)
∑
2≤λ1∼λ2∼λ3≤26j
∫
S
|f̂ |2 dνΛj ≤ C 2
1
7
j ‖f‖2L14/11(R3),
for all j ∈ N sufficiently big, say j ≥ j0, where the constant C does neither depend on
δ, nor on j.
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The proof of this result requires yet further refinements. Indeed, the Fourier trans-
form of νΛj is an oscillatory integral with complete phase of the form
Φ(y; δ, j, ξ) = ξ1y1 + ξ2y
2
1ω(δ1y1) + ξ3σy
n
1β(δ1y1)
+2−jξ2y2 + ξ3b
♯(y, δ, j) y22,
where σ := 22jδ0 ∼ 1 and |b♯(y, δ, j)| ∼ 1. Notice that if |ξ1| ∼ |ξ2| ∼ |ξ2|, then φ may
have degenerate critical points, with non-vanishing third derivatives, with respect to
the variable y1, so that we encounter oscillatory integrals of “Airy type”.
This case requires a further dyadic frequency decomposition with respect to the dis-
tance to certain “Airy cones.” For the quite comprehensive details, I refer to [41].
The case where 2 ≤ d < 5 turns out to be the most delicate one, since on the one
hand, we can no longer apply Drury’s restriction theorem, which necessitates an even
more refined domain decomposition, and furthermore, somewhat subtle interpolation
arguments are needed in many situations in order to handle the endpoint p = pc (cf.
[42]).
References
[1] Arhipov, G. I., Karacuba, A.A., Cˇubarikov, V.N., Trigonometric integrals. Izv. Akad. Nauk SSSR
Ser. Mat., 43 (1979), 971–1003, 1197 (Russian); English translation inMath. USSR-Izv., 15 (1980),
211–239.
[2] Arnol’d, V. I., Remarks on the method of stationary phase and on the Coxeter numbers. Uspekhi
Mat. Nauk, 28 (1973),17–44 (Russsian); English translation in Russian Math. Surveys, 28 (1973),
19–48.
[3] Arnol’d, V.I., Gusein-Zade, S.M. and Varchenko, A.N., Singularities of differentiable maps. Vol.
II, Monodromy and asymptotics of integrals, Monographs in Mathematics, 83. Birkha¨user, Boston
Inc., Boston, MA, 1988.
[4] Atiyah, M., Resolution of singularities and division of distributions. Comm. Pure Appl. Math., 23
(1970) 145–150.
[5] Bak, J.G., Oberlin, D.M., Seeger, A., Restriction of Fourier transforms to curves and related
oscillatory integrals. Amer. J. Math., 131 (2) (2009), 277–311.
[6] Bernstein, I.N., Gelfand, S.I., Meromorphy of the function Pλ. Funktsional. Anal. i Prilozˇen., 3
(1) (1969) 8485.
[7] Bierstone, E, Milman, P. D., Semianalytic and subanalytic sets. Inst. Hautes E´tudes Sci. Publ.
Math., 67 (1988), 5–42.
[8] Bierstone, E, Milman, P. D., Arc-analytic functions. Invent. Math., 101 (1990), 411–424.
[9] Bourgain, J., Averages in the plane over convex curves and maximal operators. J. Analyse Math.,
47 (1986), 69–85.
[10] Bourgain, J., Estimates for cone multipliers. Geometric aspects of functional analysis (Israel,
19921994), 4160, Oper. Theory Adv. Appl. 77 (1995), 41–60.
[11] Bourgain, J., Guth, L., Bounds on oscillatory integral operators. C. R. Acad. Sci. Paris, Ser. I,
349 (2011) 137–141.
[12] Bruna, J., Nagel, A. and Wainger, S., Convex hypersurfaces and Fourier transforms. Ann. of
Math. (2), 127 (1988), no. 2, 333–365.
[13] Carbery, C., Christ, M. Wright, J., Multidimensional van der Corput and sublevel set estimates.
J. Amer. Math. Soc., 12 (1999), no. 4, 981–1015.
42 D. MU¨LLER
[14] Carleson, L., P. Sjo¨lin, P., Oscillatory integrals and a multiplier problem for the disc. Studia
Math., 44 (1972), 287–299.
[15] Collins, T., Greenleaf, A., Pramanik, M., A multi-dimensional resolution of singularities with
applications to analysis. Preprint, arXiv:1007.0519.
[16] van der Corput, J.G., Zahlentheoretische Abscha¨tzungen. Math. Ann., 84 (1921), 53–79.
[17] Cowling, M., Disney, S., Mauceri, G., Mu¨ller, D., Damping oscillatory integrals. Invent. Math.,
101 (1990), 237–260.
[18] Cowling, M. and Mauceri, G., Inequalities for some maximal functions. II. Trans. Amer. Math.
Soc., 296 (1986), no. 1, 341–365.
[19] Cowling, M. and Mauceri, G., Oscillatory integrals and Fourier transforms of surface carried
measures. Trans. Amer. Math. Soc., 304 (1987), no.1, 53–68.
[20] Dendrinos, S., Mu¨ller, D., Uniform estimates for the local restriction of the Fourier transform to
curve. Trans. Amer. Math. Soc., to appear.
[21] Denef, J., Nicaise, J., Sargos, P., Oscillatory integrals and Newton polyhedra. J. Anal. Math., 95
(2005), 147–172.
[22] Domar,Y., On the Banach algebra A(G) for smooth sets Γ ⊂ Rn. Comment. Math. Helv., 52, no.
3 (1977), 357–371.
[23] S. W. Drury, Restrictions of Fourier transforms to curves, Ann. Inst. Fourier., (35) (1985), 117–
123.
[24] Duistermaat, J. J., Oscillatory integrals, Lagrange immersions and unfolding of singularities.
Comm. Pure Appl. Math., 27 (1974), 207–281.
[25] Fefferman, C., Inequalities for strongly singular convolution operators. Acta Math., (1970), 9–36.
[26] Grafakos, L., Modern Fourier analysis. Graduate Texts in Mathematics 250. Springer, New York,
2009.
[27] Greenblatt, M., Newton polygons and local integrability of negative powers of smooth functions
in the plane. Trans. Amer. Math. Soc., 358 (2006), no. 2, 657–670.
[28] Greenblatt, M., An elementary coordinate-dependent local resolution of singularities and appli-
cations. J. Funct. Anal., 255 (2008), no. 8, 1957–1994.
[29] Greenblatt, M., The asymptotic behavior of degenerate oscillatory integrals in two dimensions.
J. Funct. Anal., 257 (2009), no. 6, 1759–1798.
[30] Greenblatt, M., Resolution of singularities, asymptotic expansions of integrals and related phe-
nomena. J. Anal. Math., 111 (2010), 221–245.
[31] Greenblatt, M., Oscillatory integral decay, sublevel set growth, and the Newton polyhedron.
Math. Ann., 346 (2010), 857–895.
[32] Greenblatt, M., Lp boundedness of maximal averages over hypersurfaces in R3. Preprint
[33] Greenblatt, M., Maximal averages over hypersurfaces and the Newton polyhedron. Preprint,
arXiv:1002.0109.
[34] Greenleaf, A., Principal curvature and harmonic analysis. Indiana Univ. Math. J., 30(4) (1981),
519–537.
[35] Hironaka, H., Resolution of singularities of an algebraic variety over a field of characteristic zero
I, II. Ann. Math., (2), 79 (1964), 109–326.
[36] Ho¨rmander, L., Oscillatory integrals and multipliers on FLp. Ark. Mat., 11 (1973), 1–11.
[37] Ikromov, I.A., Kempe, M. and Mu¨ller, D., Damped oscillatory integrals and boundedness of
maximal operators associated to mixed homogeneous hypersurfaces. Duke Math. J., 126 (2005),
no. 3, 471–490.
[38] Ikromov, I. A., Kempe, M., Mu¨ller, D., Estimates for maximal functions associated to hypersur-
faces in R3 and related problems of harmonic analysis. Acta Math. 204 (2010), 151–271.
[39] Ikromov, I. A., Mu¨ller, D., On adapted coordinate systems. Trans. Amer. Math. Soc., 363 (2011),
no. 6, 2821–2848.
HARMONIC ANALYSIS AND HYPERSURFACES 43
[40] Ikromov, I. A., Mu¨ller, D., Uniform estimates for the Fourier transform of surface carried measures
in R3 and an application to Fourier restriction. J. Fourier Anal. Appl., 17 (2011), no. 6, 1292–1332.
[41] Ikromov, I. A., Mu¨ller, D., Lp-L2 Fourier restriction for hypersurfaces in R3 : Part I. Preprint;
ArXiv: http://arxiv.org/abs/1208.6090
[42] Ikromov, I.A., Mu¨ller, D., Lp-L2 Fourier restriction for hypersurfaces in R3 : Part II. In prepa-
ration.
[43] Iosevich, A., Maximal operators associated to families of flat curves in the plane. Duke Math. J.,
76 (1994), no. 2, 633–644.
[44] Iosevich, A. and Sawyer, E., Oscillatory integrals and maximal averages over homogeneous sur-
faces. Duke Math. J., 82 (1996), no. 1, 103–141.
[45] Iosevich, A. and Sawyer, E., Maximal averages over surfaces. Adv. Math., 132 (1997), no. 1,
46–119.
[46] Iosevich, A., Sawyer, E. and Seeger, A., On averaging operators associated with convex hyper-
surfaces of finite type. J. Anal. Math., 79 (1999), 159–187.
[47] Karpushkin, V. N., A theorem on uniform estimates for oscillatory integrals with a phase depend-
ing on two variables. Trudy Sem. Petrovsk. 10 (1984), 150–169, 238 (Russian); English translation
in J. Soviet Math., 35 (1986), 2809–2826.
[48] Magyar, A., On Fourier restriction and the Newton polygon. Proceedings Amer. Math. Soc. 137
(2009), 615–625.
[49] Mockenhaupt, G., A note on the cone multiplier. Proc. Amer. Math. Soc., 117 (1993), no. 1,
145–152.
[50] Mockenhaupt, G., Seeger, A. and Sogge, C.D., Wave front sets, local smoothing and Bourgain’s
circular maximal theorem. Ann. of Math. (2), 136 (1992), no. 1, 207–218.
[51] Mockenhaupt, G., Seeger, A. and Sogge, C.D., Local smoothing of Fourier integral operators and
Carleson-Sjo¨lin estimates. J. Amer. Math. Soc., 6 (1993), no. 1, 65–130.
[52] Nagel, A., Seeger, A. and Wainger, S., Averages over convex hypersurfaces. Amer. J. Math., 115
(1993), no. 4, 903–927.
[53] Parusin´ski, A., Subanalytic functions. Trans. Amer. Math. Soc., 344 (1994), 583–595.
[54] Parusin´ski, A., On the preparation theorem for subanalytic functions. New developments in sin-
gularity theory (Cambridge 2000), Nato Sci. Ser. II Math. Phys. Chem., 21, Kluwer Academic
Publisher, Dordrecht (2001), 193–215.
[55] Phong, D.H. and Stein, E.M., The Newton polyhedron and oscillatory integral operators. Acta
Math., 179 (1997), no. 1, 105–152.
[56] Phong, D.H., Stein, E.M., Sturm, J.A., On the growth and stability of real-analytic functions.
Amer. J. Math., 121 (1999), no. 3, 519-554.
[57] Randol, B., On the asymptotic behavior of the Fourier transform of the indicator function of a
convex set. Trans. Amer. Math. Soc., 139 (1969), 279–285.
[58] Schulz, H., On the decay of the Fourier transform of measures on hypersurfaces, generated by
radial functions, and related restriction theorems. unpublished preprint, 1990.
[59] Schulz, H., Convex hypersurfaces of finite type and the asymptotics of their Fourier transforms.
Indiana Univ. Math. J., 40 (1991), 1267–1275.
[60] Sogge, C.D. and Stein, E.M., Averages of functions over hypersurfaces in Rn. Invent. Math., 82
(1985), no. 3, 543–556.
[61] Stein, E.M., Maximal functions. I. Spherical means. Proc. Nat. Acad. Sci. U.S.A., 73 (1976), no.
7, 2174–2175.
[62] Stein, E.M., Harmonic analysis: Real-variable methods, orthogonality, and oscillatory integrals.
Princeton Mathematical Series 43. Princeton University Press, Princeton, NJ, 1993.
[63] Strichartz, R. S., Restrictions of Fourier transforms to quadratic surfaces and decay of solutions
of wave equations. Duke Math. J., 44 (1977), 705–714.
44 D. MU¨LLER
[64] Sussmann, H.J,. Real-analytic desingularization and subanalytic sets: an elementary approach.
Trans. Amer. Math. Soc., 317 (1990), 417–461.
[65] Svensson, I., Estimates for the Fourier transform of the characteristic function of a convex set.
Ark. Mat., 9 (1971), 11–22.
[66] Varchenko, A.N., Newton polyhedra and estimates of oscillating integrals. Funkcional. Anal. i
Prilozˇen, 10 (1976), 13–38 (Russian); English translation in Funktional Anal. Appl., 18 (1976),
175–196.
[67] Zygmund, A., On Fourier coefficients and transforms of functions of two variables. Studia Math.,
9 (1971), (1974), 189–201.
Mathematisches Seminar, C.A.-Universita¨t Kiel, Ludewig-Meyn-Straße 4, D-24098
Kiel, Germany
E-mail address : mueller@math.uni-kiel.de
URL: http://analysis.math.uni-kiel.de/mueller/
