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の代数的性質や三角形分割に関連することなどについては，大杉 [14]や Sullivant [26]な
どの研究結果が報告されている．本論文では，以下の 2本の単著論文
4 序文
1. Ryuichi Sakamoto, Lexicographic and reverse lexicographic quadratic Gröbner
bases of cut ideals [18].
2. Ryuichi Sakamoto, The h∗-polynomial of the cut polytope ofK2,m in the lattice


















る．第 6章では，完全二部グラフ K2,m より導かれるカット多面体の h∗ 多項式について
述べる．完全二部グラフK2,m はグレブナー基底が具体的にかつ良い条件であると判明し




















体 K 上の n 変数多項式環 K[x] = K[x1, . . . , xn] に対し，Mn を K[x] 上のすべての
単項式の集合とする．
Definition 1.1. あるMn 上の順序 <がK[x]の単項式順序であるとは，次の 3つの条
件を満たすときに言う．
1. 任意のMn の単項式 u, v (u ̸= v)に対し，u < v か v < uのどちらかが成り立つ．
2. 単項式 u, v が u < v を満たすとき，任意の単項式 w ∈ Mn に対し，uw < vw が
成り立つ．
3. 1でないMn の任意の単項式 uに対し，1 < uが成り立つ．
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Example 1.2. 単項式 u = xa11 x
a2
2 . . . x
an




















のとき，(a1 − b1, a2 − b2, . . . , an − bn)を考え，
1. もし最も左にある 0でない要素が正であるとき u > v とする．この順序 <は単項
式順序であり，次数辞書式順序と呼ばれる．





多項式 f ∈ K[x]が u1, . . . , ut ∈ Mnを用いて f = a1u1+ · · ·+atut (0 ̸= ai ∈ K, 1 ≤
i ≤ t) と表されるとする．また，K[x] 上の単項式順序 < を一つ固定しておく．このと
き，f の < に関するイニシャル単項式とは，f に現れる単項式のうち < に関して最大
の単項式 ui であり，in<(f)と書く．また，f に現れる全ての単項式の集合 {u1, . . . , ut}
を f の台と言う．次に，K[x] の 0 でないイデアル I と K[x] 上の単項式順序 < を考
える．このとき，I の任意の元の < に関するイニシャル単項式で生成されるイデアル
⟨in<(f) | 0 ̸= f ∈ I⟩を I の <に関するイニシャルイデアルと言い，in<(I)と書く．
Definition 1.3. 多項式環K[x]上の単項式順序 <を 1つ固定する．また，I をK[x]の
イデアルとし，G = {g1, . . . , gs} ⊂ I とする．このとき，G が < に関するグレブナー基





I = {f ∈ K[x] | ∃a ∈ N s.t.fa ∈ I}
と定める．また，単項式 u = xa11 x
a2
2 . . . x
an























Theorem 1.5 ([10], 定理 1.2.1). 多項式環 K[x] 上の単項式順序 < を一つ固定してお
く．多項式 f, g1, . . . , gs ∈ K[x]に対し，K[x]の多項式で f = f1g1 + · · ·+ fsgs + f ′ を
満たすような f1, . . . , fs, f ′ が存在して，次の条件を満たす．
1. f ′ ̸= 0 であるとき，どの i ∈ {1, 2, . . . , s} についても，f ′ の台に属する単項式は
in<(gi)で割り切れない．
2. fi ̸= 0であるとき，in<(f) ≥ in<(figi)である．
Theorem 1.5内の f = f1g1 + · · ·+ fsgs + f ′ という表現を f の標準表示と言い，f ′ を
f の g1, . . . , gs に関する余りと言う．これで語句の準備はできたので，多変数の多項式の
割り算アルゴリズムについて紹介する．I を in<(g1), . . . , in<(gs)で生成されるイデアル
であるとする．
(割り算アルゴリズム)
1. f の台に現れるどの単項式も I に属さないとき，fi = 0, f ′ = f とすれば標準表示
を得ることができる．
2. f の台に現れるいくつかの単項式が I に属するとき， u0 を f の台に現れる単項式
のうち <に関して最大の単項式とする．もし u0 を割り切る in<(gi)が存在するな
ら，それを in<(gi0)，そして w0 = u0/in<(gi0)とし，f = c0
′c−1i0 w0gi0 + h1 とお
く．ただし，c′0 は f における u0 の係数，ci0 は gi0 における in<(gi0)の係数であ
る．もし u0 を割り切る in<(gi)が存在しないなら，f = h1 + f ′ とする．ただし，
h1 = f − c′0u0, f ′ = c′0u0 である．
3. h1 の台に現れるいくつかの単項式が I に属するとき，u1 を h1 の台に現れる単項
式のうち <に関して最大の単項式とする．もし u1 を割り切る in<(gi)が存在する
なら，それを in<(gi1)，そして w1 = u1/in<(gi1)とし，f = c1
′c−1i1 w1gi1 + h2 と
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おく．ただし，c′1 は h1 における u1 の係数，ci1 は gi1 における in<(gi1)の係数で
ある．もし u1 を割り切る in<(gi) が存在しないなら，f = h2 + f ′ とする．ただ
し，h2 = h1 − (c′0u0 + c′1u1), f ′ = c′0u0 + c′1u1 である．
4. これらの操作を，uk に該当する単項式が存在しなくなるまで続ける．
Lemma 1.6 ([10], 補題 1.2.3). 多項式環 K[x] 上の単項式順序 < を一つ固定し，G =
{g1, g2, . . . , gs}とする．また，I = ⟨g1, g2, . . . , gs⟩をK[x]のイデアルであるとする．こ
のとき，G が I の <に関するグレブナー基底であるならば，0でない多項式 f ∈ K[x]を
G で割った余りは一意的である．
Corollary 1.7 ([10], 系 1.2.4). 多項式環 K[x] 上の単項式順序 < を一つ固定し，I =
⟨g1, g2, . . . , gs⟩をK[x]のイデアルであるとする．また，G = {g1, . . . , gs} ⊂ I は I の <
に関するグレブナー基底であるとする．このとき，0でない任意の多項式 f ∈ K[x]が I
の元であるための必要十分条件は f の g1, . . . , gs に関する余りが 0となることである．
もし，f の標準表示を考えたとき，その g1, g2, . . . , gs に関する余り f ′ が 0と等しくなる
ならば f は g1, g2, . . . , gs によって 0に簡約されると言う．
Definition 1.8. 多項式環K[x]上の単項式順序 <を一つ固定し，I をK[x]のイデアル
であるとし，G = {g1, g2, . . . , gs}を I の <に関するグレブナー基底であるとする．この
とき，G が極小グレブナー基底であるとは，次の 2つの条件を満たすときに言う．
• {in<(g1), . . . , in<(gs)}は in<(I)の極小な生成系である．
• 各 in<(gi) (1 ≤ i ≤ s)の gi における係数は 1である．
また，グレブナー基底 G = {g1, g2, . . . , gs}が次の 2つの条件を満たすときには G を被
約グレブナー基底と言う．
• 異なる i, j に対して，gi の台に属する単項式は in<(gj)では割り切れない．
• 各 in<(gi) (1 ≤ i ≤ s)の gi における係数は 1である．
一般に，K[x] のイデアル I のグレブナー基底 G = {g1, g2, . . . , gs} に 0 でない多項式
f ∈ I を加えた集合 G′ = {g1, g2, . . . , gs, f} を考えても，G′ は I のグレブナー基底であ
る．このように，グレブナー基底は一つに定まらず無数に存在するが，被約グレブナー基
底は一つに定まる．





単項式 u = xa11 x
a2
2 . . . x
an




2 . . . x
bn
n ∈ K[x] に対し，ci = max{ai, bi} とす
る．このとき，単項式 xc11 x
c2
2 . . . x
cn
n を最小公倍単項式と言い，lcm(u, v)で表す．次に，
K[x]の単項式順序 <を一つ固定する．多項式 f, g ∈ K[x]に対し，次の式で定義される




f − lcm(in<(f), in<(g))
cg · in<(g)
g
ただし，cf は f における in<(f)の係数，cg は g における in<(g)の係数である．
Lemma 1.10 ([10], 補題 1.3.1). 多項式環 K[x] 上の単項式順序 < を一つ固定する．
多項式 f, g ∈ K[x] について，in<(f) と in<(g) の間に共通な変数が存在しないとき，
S(f, g)は f, g によって 0に簡約される．
Theorem 1.11 ([10], 定理 1.3.3). 多項式環 K[x] 上の単項式順序 < を一つ固定し，I
をK[x]のイデアルであるとする．また，I が G = {g1, g2, . . . , gs} ⊂ K[x]で生成される
とする．このとき，G が I の<に関するグレブナー基底であるための必要十分条件は，任
意の f, g ∈ G の S 多項式 S(f, g)が G によって 0へ簡約されることである．
(ブックバーガーのアルゴリズム)
多項式環K[x]上の単項式順序 <を一つ固定し，I をK[x]のイデアルであるとする．ま
た，I が G = {g1, g2, . . . , gs} ⊂ K[x]で生成されるとする．このとき，I の <に関する
グレブナー基底は次のように計算できる．
1. G の多項式 gi, gj の S 多項式が G によって 0に簡約されるか計算する．もし G の
全ての多項式の組の S 多項式が 0へ簡約されるなら，アルゴリズムを終了する．こ
のとき，G が I の <に関するグレブナー基底である．S 多項式が 0へ簡約されな
い S 多項式がある場合，次のステップへ進む．
2. 0へ簡約されなかった S 多項式の G に関する余りを G に加え G′ とする．この G′
をステップ 1における G だと考え，もう一度 G′ のすべての S 多項式をステップ 1
と同様に計算する．
このアルゴリズムは有限回で終了することが知られている．
Example 1.12. 多項式環 K[x1, x2, x3, x4, x5]上の単項式順序 <を，x1 > x2 > x3 >
x4 > x5 より導かれる辞書式順序で固定する．このとき，f1 = x1x3 − x2x4, f2 =
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x2x3 − x1x4, f3 = x3x4 − x2x5 で生成されるイデアル I = ⟨f1, f2, f3⟩のグレブナー基底
を計算する．ここで，G = {f1, f2, f3}としておく．
それぞれの先頭項は in<(f1) = x1x3, in<(f2) = x1x4, in<(f3) = x2x5 であり，共通な変
数を持つ先頭項は in<(f1) と in<(f2) なので，Lemma 1.10 より計算するべき S 多項式
は S(f1, f2)である．割り算を行う単項式について下線を施すことにする．
S(f1, f2) = x4f1 + x3f2 = x2x
2
3 − x2x24
より，f4 = x2x23−x2x24,G = {f1, f2, f3, f4}として同様に S 多項式を計算する．ここで，
in<(f4) = x2x
2
3 である．新たに加わる計算するべき S 多項式は S(f1, f4), S(f3, f4)であ
る．次に，
S(f1, f4) = x2x3f1 − x1f4 = x1x2x24 − x22x3x4 = x2x4(x1x4 − x2x3) = −x2x4f2
S(f3, f4) = −x23f3 − x5f4 = x2x24x5 − x33x4 = −x24f3 + x3x34 − x33x4
より，f5 = x3x34 − x33x4,G = {f1, f2, f3, f4, f5} として同様に S 多項式を計算
する．ここで，in<(f5) = x33x4 である．新たに加わる計算するべき S 多項式は
S(f1, f5), S(f2, f5), S(f4, f5)である．そして，
S(f1, f5) = x
2
3x4f1 + x1f5 = x1x3x
3
4 − x2x23x24 = x3x24(x1x4 − x2x3) = −x3x24f2
S(f2, f5) = −x33f2 + x1f5 = x1x3x34 − x2x43 = x34f1 + x2x44 − x2x43
= x34f1 − x23f4 − x2x23x24 + x2x44 = x34f1 − x23f4 − x24f4
S(f4, f5) = x3x4f4 + x2f5 = 0
となるので，G = {f1, f2, f3, f4, f5}は I のグレブナー基底となる．
1.5 イニシャルイデアルと重み順序
まずはイニシャルイデアルについての命題をいくつか紹介する．
Proposition 1.13 ([10], 命題 5.2.1). 多項式環 K[x] 上の単項式順序 < を一つ固定す
る．K[x]上のイデアル I, J が I ̸= J かつ I ⊂ J を満たすとき，in<(I) ̸= in<(J)かつ
in<(I) ⊂ in<(J)となる．
Proposition 1.14 ([10], 命題 5.2.2). 多項式環 K[x]上の単項式順序 <,<′ と K[x]上
のイデアル I に対し，
in<(I) ⊂ in<′(I) ⇒ in<(I) = in<′(I)
が成り立つ．
1.6 トーリックイデアル 11






ai(0 ̸= ci ∈ K)
とし，w との内積が最大になる f の項の和
∑
i cix
ai を f のイニシャルフォームと言い，
inw(f)と書く．このイニシャルフォームにより生成されるイデアル inw(I)を
inw(I) = ⟨inw(f) | 0 ̸= f ∈ I⟩
と定める．一般に，負でない成分から成る Qn 上の零でないベクトルwとK[x]上の単項
式順序 <に対し，<w を以下のように定めると <w は単項式順序となることが知られて
いる．
単項式 xa,xb ∈ Mn に対し，
• w · a > w · b ⇒ xa >w xb
• w · a = w · bかつ xa > xb ⇒ xa >w xb
この順序 <w を重み順序と呼ぶ．さらに，K[x] 上のイデアル I と単項式順序 < に対し
て，I の <に関するイニシャルイデアルには，必ず対応する重み順序が存在することが知
られている．
Proposition 1.15 ([10], 命題 5.2.7). 任意のK[x]上の単項式順序 <と任意のK[x]上
のイデアル I に対して，すべての成分が負でない整数から成る Zn 上のベクトル w が存
在して in<(I) = inw(I)となる．
1.6 トーリックイデアル
全ての成分が整数である d × n 行列 A = (a1,a2, . . . ,an) が配置であるとは，d 次
元の実ベクトル c ∈ Rd が存在して，A の列ベクトルとの内積 ai · c が 1 と等しい
ときに言う．整数ベクトル α = (α1, α2, . . . , αd) ∈ Zd に対して，ローラン単項式を
tα = tα11 t
α2






2 , . . . , t
±1
d ]と定め，K[A] = K[t
a1 , ta2 , . . . , tan ]とする．
このK[A]をトーリック環と言う．
Definition 1.16. 多項式環K[x]から配置行列 Aのトーリック環K[A]への写像 π を
π : K[x] → K[A]
xi 7→ tai
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を満たす準同型写像とする．この写像 π の核を配置行列 Aのトーリックイデアルと言い，
IA で表す．
一般に，IA は配置行列 Aの核に関連付けられた斉次な 2項式から生成されることが知
られている [24]．配置行列 Aに対し， KerZA = {b ∈ Zn | Ab = 0}とする．KerZAの











Proposition 1.17. 配置行列 A のトーリックイデアル IA に対して IA = ⟨fb | b ∈
KerZA⟩となる．
トーリックイデアル IA に対して，以下の 2条件を考える．
(1) 多項式環K[x]上の単項式順序 <が存在して，<に関する IA のグレブナー基底が
2次の 2項式から成る．






• 条件 (1), (2)はそれぞれ判定が難しい “Koszul”と呼ばれる条件の十分条件，必要
条件となっている．
• 重要な性質が “2次の 2項式”で表現できる場合がある．
(例えば，マトロイドに付随するトーリックイデアルにおける交換関係など．)
固定した K[x]上の単項式順序 <を考え，トーリックイデアルの <に関するグレブナー
基底が 2次の 2項式から成るとするとき，辞書式順序か逆辞書式順序でも同様のことがい
える場合が多い．これに関して日比孝之は以下のような予想を提唱した．
Conjecture 1.18. あるトーリックイデアル IA に対し，K[x]上の単項式順序 <に関す
る IA のグレブナー基底が 2次の 2項式から成るとする．このとき，ある辞書式順序ある





多項式 f ∈ K[x]のうち，変数として xi1 , xi2 , . . . , xim のみを持つものを考え，そのよ
うな多項式を全て集めた集合を Bi1i2...im と表すことにする．明らかに Bi1i2...im ⊂ K[x]
である．多項式環 K[x]上の単項式順序 <を一つ固定する．多項式環 Bi1i2...im 上の単項
式順序<′ を，Bi1i2...im の単項式 u, vがK[x]の単項式として u < vであるときに u <
′ v
とする．このとき，次の命題が成り立つ．
Theorem 1.19 (消去定理). 多項式環 K[x] 上の単項式順序 < を一つ固定する．また，
I を (0)でないK[x]のイデアルであるとし，G を単項式順序 <に関する I のグレブナー
基底であるとする．このとき，
g ∈ G, in<(g) ∈ Bi1i2...im ⇒ g ∈ Bi1i2...im
という条件をみたすなら，G ∩Bi1i2...im は I ∩Bi1i2...im の <に関するグレブナー基底で
ある．
また，1 ≤ p < nなる pに対して，B≥pをK[x]の多項式で変数として xp, xp+1, . . . , xn
のみを持つもの全ての集合とする．このとき，消去定理から次が成り立つ．
Lemma 1.20 ([10], 系 1.4.2). 多項式環K[x]上の辞書式順序<を一つ固定する．また，
I を (0)でないK[x]のイデアルであるとし，G を <に関する I のグレブナー基底である
とする．このとき，G ∩B≥p は I ∩B≥p の <に関するグレブナー基底である．
負でない整数を成分とする d× n配置行列 A = (a1,a2, . . . ,an)と，多項式環K[x]に
新たな変数 t1, t2, . . . , td を加えた多項式環K[x, t]を考える．このとき，
JA = ⟨x1 − ta1 , x2 − ta2 , . . . , xn − tan⟩
はK[x, t]のイデアルである．この表記の下，Lemma 1.20を利用して，配置行列 Aから
トーリックイデアルを計算する方法を紹介する．
Lemma 1.21 ([10], 補題 1.5.11). 負の成分を持たない d × n配置行列 Aのトーリック
イデアル IA に対して，次が成り立つ．
















集合 {α1,α2, . . . ,αm} ⊂ Qd に対し，










とする．有限集合 P に対し，P = conv(α1,α2, . . . ,αm)となるような {α1,α2, . . . ,αm}
が存在するとき，P を凸多面体という．(凸多面体は有限個の閉半空間の有界な共通部分
としても定義される．)
Definition 2.1. 凸多面体 P ⊂ Qd とベクトル w ∈ Qd に対し
{u ∈ P | ∀v ∈ P,w · u ≥ w · v}
を P の面と言い，FACEw(P)とかく．
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面として P の元 1つのみの集合が取れるとき，その点を P の頂点といい，Qd 上の凸
多面体 P の次元 dimP を，P 上の点 αを固定した時に {x− α | x ∈ P}が張る空間の次
元とする．また，次元が dimP − 1となるような面を P のファセットという．凸多面体
P がちょうど dimP + 1個の頂点を持つとき，P を単体と呼ぶ．単体から成る集合 ∆が
次の条件を満たすとき，その集合を単体的複体と言う．
(i) 任意の F ∈ ∆の面 F ′ は ∆の元である．
(ii) 任意の F, F ′ ∈ ∆の共通部分 F ∩ F ′ は F の面でも F ′ の面でもある．
また，頂点が格子点であるような凸多面体 P は 整凸多面体とも呼ばれる．
Example 2.2. 次の凸多面体を考える．この多面体 P は 3次元の凸多面体であり，1次
図 2.1 多面体の例 P
元の面 (頂点)を 10個，1次元の面 (辺)を 15個，2次元の面を 7個持つ．もちろん P 自
体も P の 3次元の面である．
2.2 凸多面体の三角形分割
配置行列 A = (a1,a2, . . . ,an)を集合 A = {a1,a2, . . . ,an}とみなして考える．






となるならば ∆を配置行列 Aの被覆と呼ぶ．さらに，配置行列 Aの被覆 ∆が単体的複
体であるならば，∆を配置行列 Aの三角形分割という．
配置行列 A の被覆 ∆ の元で極大な単体 σ ∈ ∆ の頂点の集合を B とおく (B ⊂
{a1,a2, . . . ,an})．d × n 配置行列 A のランクが d であるとし，A のすべての d × d の
小行列式の最大公約数を δ とおく．このとき，V (σ) = |detB|δ を σ の正規化体積という．
2.3 イニシャル複体 17
全ての極大単体の正規化体積が 1 であるような三角形分割 ∆ を，単模三角形分割とい




conv(ai1 ,ai2 , . . . ,air )
∣∣∣∣∣ ∃c ∈ Qds.t.
{
aj · c = wj j ∈ {ai1 ,ai2 , . . . ,ajr}
aj · c < wj j /∈ {ai1 ,ai2 , . . . ,ajr}
}
ベクトル w が一般の位置にあれば，∆w は配置行列 Aの三角形分割となることが知られ
ている．配置行列 Aの三角形分割 ∆に対し，w ∈ Qd が存在して ∆ = ∆w となるとき，
∆を配置行列 Aの正則三角形分割と呼ぶ．正則三角形分割 ∆w は，配置行列 Aを w で
1次元持ち上げた Ãに対し conv(Ã)を考え，その下側の境界の面の集合に対応している．
2.3 イニシャル複体
配置行列 A ∈ Zd×n に対して，正則三角形分割を与えることができる．











Proposition 2.5 ([10], 定理 5.5.6). 配置行列 A ∈ Zd×n と固定された K[x] 上の単項
式順序 <を考える．このとき，w ∈ Qd が存在して in<(IA) = inw(IA)が成り立つなら
ば∆(in<(IA)) = ∆w が成り立つ．
Corollary 2.6 ([10], 系 5.5.7). 配置行列 A ∈ Zd×n と Qn 上のベクトル w に対し，
inw(IA)の生成系が単項式より成るなら，次が成り立つ．√




⟨xi | aiは σ の頂点ではない ⟩
Example 2.7. 次の配置行列 Aを考える．
A = (a1,a2,a3,a4,a5) =

0 1 1 0 1
0 1 0 1 1
0 0 1 1 1
1 1 1 1 1

この配置行列のトーリックイデアルは IA = ⟨x1x25 − x2x3x4⟩ で与えられる．ここで，
x1 > x2 > x3 > x4 > x5 より導かれる K[x1, x2, x3, x4, x5]上の辞書式順序 <を考える






∆(in<(IA)) = {{a1}, {a2}, {a3}, {a4}, {a5},
conv(a1,a2), conv(a1,a3), conv(a1,a4), conv(a2,a3),
conv(a2,a4), conv(a3,a4), conv(a2,a5), conv(a3,a5),















い．次に，x1 > x2 > x3 > x4 > x5 より導かれるK[x1, x2, x3, x4, x5]上の逆辞書式順序












a1 · · · an
1 · · · 1
)
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とする．
Definition 2.10. 次元が d である整凸多面体 P = conv(a1,a2, . . . ,an) ⊂ Qd で
P ∩ Zd = {a1,a2, . . . ,an} となるものを考える．このとき，正規化 Ehrhart 多項式
i(P,m)は次の式で与えられる．
i(P,m) = |mP∗ ∩ ZAP |






















• i(P, 0) = 1























• h∗d > 0のとき，h∗i ≥ h∗1 (1 ≤ i ≤ d− 1) [9]














整凸多面体 P の h∗ 多項式と P の三角形分割∆の h多項式について次のような関係があ
ることが知られている [1, Theorem 10.3]．
Proposition 2.11. 整凸多面体 P が単模な三角形分割 ∆を持つとする．このとき，P
の h∗ 多項式と ∆の h多項式について次が成り立つ．
h∗(P, x) = h∆(x)




で，Proposition 2.11から，conv(A)の h∗ 多項式と∆(in<(IA))の h多項式が一致する．
そして，h多項式は f 多項式を用いて表示できる．f 多項式の各係数 fi は∆(in<(IA))の
i次元の面の数と一致しており，これはスクエアフリーな標準単項式の数と一致している．


















Definition 3.1. 母数が θ である確率変数X = (X1, . . . , Xr)に対し，統計量 T (X)を
考える．具体的な統計量 T を与えたとき，条件付き確率
p(X = x | T (X) = t)
が母数 θ によらないとき，T (X)を母数 θ の十分統計量と呼ぶ．
2 つ以上の変数の間の関係を数量などで示し，表の形にまとめたものを分割表と呼ぶ．
例えば，数科目のテストの点数をまとめたものなどが該当する．
Example 3.2. 表 3.1 のような分割表が得られたとする．ただし，数字は架空の物で
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ある．
代数/解析 60点未満の人数 60点以上の人数
xo= 60点未満の人数 12 20
60点以上の人数 18 15
表 3.1 代数と解析の点数の分布









値)は表 3.2のようになる．例えば，最初のセルの当てはめ値は 65× 3265 ×
30
65 = 14.77で
代数/解析 60点未満の人数 60点以上の人数 計
60点未満の人数 14.77 17.23 32
60点以上の人数 15.23 17.77 33
計 30 35 65























分割表に現れる数値の列を xとおく．局外母数に関する十分統計量 tを行列 Aを用い
て t = Axと表し，固定しておく．ここで，行列 Aは配置行列であると仮定する．固定
した十分統計量 tが具体的に与えられたとき，その統計量が等しいものを t-ファイバーと
呼び，








配置行列 Aの核 KerZ(A)を考えると，KerZ(A) = {z ∈ Zk | Az = 0}だったので，十分
統計量が 0となる整数ベクトルの集合となる．簡単にM(A) = KerZ(A)と書き，M(A)








εjzj ∈ Ft, n = 1, . . . , N
が成り立つような N > 0, zj ∈ B, εj ∈ {−1, 1}, j = 1, . . . , N が存在するときに言う．相
互到達可能性は Ft の同値関係となることがわかっている．この同値類を Ft の B-同値
類と呼ぶ．
Definition 3.3. moveの有限集合 B ⊂ M(A)が Aのマルコフ基底であるとは，任意の






入力：観測値 xo，マルコフ基底 B，総ステップ数 N，配置行列 A，帰無分布 f(x)，検定
統計量 T (x)
出力：有意確率 (p値)の推定値
(1) obs= T (xo),x = xo, count= 0, sig= 0
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(2) ランダムに z ∈ B を選び，ε ∈ {−1, 1}を等確率で選ぶ．
(3) x + εz ∈ Ft であれば，u を 0 と 1 の間の一様乱数であるとし，そうでなければ
xnext = xとして，(5)へ移る．
(4) u ≤ f(x+ εz)
f(x)
であれば，xnext = x+ εz とする．そうでなければ，xnext = xと
する．
(5) T (xnext) ≥obsであれば sig = sig + 1とする．
(6) x = xnext, count = count + 1とする．





























9 と対応させる．配置行列 Aの moveについ
て同様のことを考えると，moveの要素には負の整数が含まれている場合がある．そこで，
move の正の要素と負の要素に分けて差の形で多項式として書くことにする．すなわち，










と定めるということである．例えば，m が表 3.3 のような move であるとする．このと
1 −2 1




き，fm = u1u3u5u8 − u22u6u7 と対応する．この対応自体はmoveでなくとも考えること
ができるが，配置行列 Aのmove全体に対してこの対応を考え，それらの多項式で生成さ
れるイデアルを考えると，これは配置行列 Aのトーリックイデアルと一致している．配
置行列 Aの moveが Aのトーリックイデアルの元と対応するが，この moveがマルコフ
基底と対応することが次の命題により知られている．
Proposition 3.4 ([5], Theorem 3.1). 配置行列 A の move の集合M(A) の部分集合





















る．空でない集合 Aの l個の元から成る部分集合族を [A]l と表す．
Definition 4.1. 集合の組 G = (V,E)が E ⊂ [V ]2 を満たすとき，Gをグラフであると
言う．また，V を頂点集合と言い，E を辺集合と言う．





言う．単純グラフ Gが m個の頂点を持つとき，Gは最大で m
2−m
2 本の辺を持つ．単純




で表す．また，辺 ei が頂点 j, k をつなぐ辺である場合，それを明示して ei = {j, k}とも
書く．以下，グラフ Gは単純グラフであるとし，V = {1, 2, . . . , n}, E = {e1, e2, . . . , er}
とする．
Definition 4.2. グラフ G の辺集合を E = {{i1, i2}, {i3, i4}, . . . , {i2m−1, i2m}} とす
る．このとき，グラフGが長さmのサイクルであるとは，次の条件を満たすときに言う．
1. m ≥ 3
2. i2j = i2j+1 (1 ≤ j ≤ m− 1)
3. i2k ̸= i2l (k, l ∈ N, 1 ≤ k < l ≤ m)
4. i1 = i2m
長さmのサイクルを Cm で表す．
グラフ Gが連結でありサイクルを持たない場合，Gは木と呼ばれる．
Definition 4.3. グラフ Gの頂点集合 V に対し，V1 ∪ V2 = V かつ V1 ∩ V2 = ∅となる
V1, V2 ⊂ V を考える．このとき，同じ頂点集合に属する頂点どうしの間には辺がなく，互
いに異なる頂点集合に属するいくつかの頂点どうしの間には辺があるとき Gを二部グラ
フといい，異なる集合に属する頂点どうしには必ず辺があるとき完全二部グラフと言う．
Gが完全二部グラフであるとき，|V1| = m, |V2| = nであるならば GをKm,n と書く．
Definition 4.4. 頂点集合 V = {1, 2, . . . , n} と辺集合 E = {e1, e2, . . . , er} を持つグ
ラフ G に対し，V に新たに頂点 n + 1 を加えた集合 V ′ と，E に新たな辺 er+1 =
{1, n + 1}, er+2 = {2, n + 1}, . . . , er+n = {n, n + 1} を加えた集合 E′ を持つグラフ Ĝ
を Gのサスペンションと言う．図 4.1のグラフは長さ 4のサイクルのサスペンションで
ある．
図 4.1 サスペンションの例








わせたりして得られた新たなグラフ H を G のマイナーと呼ぶ．グラフ G の頂点をいく
つか抜き出し，その抜き出した頂点をつなげていた辺もいくつか抜き出したグラフを部分
グラフと言い，抜き出した頂点をつなげていた辺をすべて抜き出したグラフを誘導部分グ
ラフと言う．グラフ G が誘導部分グラフとして長さ 4 以上のサイクルを持たないとき，
Gはコーダルであると言う．また，連結グラフ Gのある辺を 1本取り除いたとき，互い
に連結でない 2つの連結なグラフに分けてしまうなら，その辺を橋と呼ぶ．グラフ Gが
マイナーとして完全グラフ K5 と完全二部グラフ K3,3 のどちらも持たないとき，Gを平
面グラフと言う．K5 やK3,3 は平面に描いたとき，必ず交差する辺がある．逆に，辺を交
差させずに平面に描けるグラフは K5 と K3,3 のどちらもマイナーに持たないことからこ
のように呼ばれる．また，グラフ Gが誘導部分グラフとしてm頂点の完全グラフを持つ
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例であり，G2 は G1 の部分グラフ，G3 は G1 の誘導部分グラフである．グラフ G4 の黒
く塗られた頂点の間の辺は橋であり，グラフ G5 は大きさ 4のクリークを持っている．
Definition 4.6. グラフ G,H の頂点集合を V1, V2 とし，辺集合を E1, E2 とする．
また，G,H それぞれの頂点集合の共通部分 V1 ∩ V2，辺集合の共通部分 E1 ∩ E2 を持つ
グラフ (V1 ∩ V2, E1 ∩ E2)が大きさ lのクリークであるとする．このとき，新たな頂点集
合 V1 ∪ V2 と E1 ∪ E2 を持つグラフ G′ を考える．このグラフ G′ を Gと H のクリーク
サムと言う [25]． 共通部分として大きさ l のクリークのみを持つグラフどうしのクリー
クサムは l − 1サムとも呼ばれる．次のグラフ G6, G7 はそれぞれ大きさ 3のクリークを




グラフ Gが連結であり，頂点集合 V = {1, 2, . . . ,m}と辺集合 E = {e1, e2, . . . , er}を
持つとする．ここで，次のような A,B ⊂ V について考える．
A ∩B = ∅, A ∪B = V
この条件を満たす A,B を V の分割と言い，A|B と表す．ある V の分割 A|B に対して
δA|B = (d1, d2, . . . , dr) ∈ {0, 1}r の各成分を次のように定める．
di =
{




δA1|B1 δA2|B2 · · · δAN |BN
1 1 · · · 1

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ただし，{δA|B | A,B ⊂ V,A ∩ B = ∅, A ∪ B = V } = {δA1|B1 , δA2|B2 , . . . , δAN |BN }か
つ N = 2m−1 である．この配置行列 AG のトーリックイデアル IA をグラフ Gのカット
イデアルと言い，IG で表す．次に，多項式環K[q]を
K[q] = K[qA1|B1 , . . . , qAN |BN ]
で定める．ただし，Ai ∩Bi = ∅, Ai ∪Bi = V (G), 1 ≤ i ≤ N である．カットイデアルの
配置行列の各列は上記の条件を満たすAi，Biの取り方によって一意的に定まるので，カッ
トイデアルの各変数と Ai|Bi が 1対 1で対応する．qAi|Bi はグラフGの頂点集合 V の分
割 Ai|Bi に対応する変数ということである．また，Cut(G) = conv(δA1|B1 , . . . , δAN |BN )
をカット多面体と言う．カット多面体は整凸多面体である．カット多面体 Cut(G) が正
規であるとは，
Z≥0AG = ZAG ∩Q≥0AG
が成り立つときに言う．この定義は代数的な正規の定義と対応しており，K[x]/IG が整
閉であることと同値であることがわかっている．







この場合，V = {1, 2, 3, 4}, E = {e1 = {1, 2}, e2 = {2, 3}, e3 = {3, 4}, e4 = {1, 4}}
である．V の分割 A|B = {1, 2}|{3, 4} に対し，δA|B = (d1, d2, d3, d4) を計算する．
|A ∩ e1| = 2 であるから，d1 = 0 である．同様に計算すると d2 = 1, d3 = 0, d4 = 1 と




0 1 1 1 0 0 0 1
0 1 0 0 1 1 0 1
0 0 1 0 1 0 1 1
0 0 0 1 0 1 1 1
1 1 1 1 1 1 1 1

を得る．カットイデアルは
⟨x2x7 − x1x8, x3x6 − x1x8, x4x5 − x1x8⟩
となる．
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4.3 カットイデアルの既存の結果
グラフ Gのカットイデアル IG に対し，µIG を，IG の極小生成系を成す多項式の中で
最大の次数を持つ多項式の次数を表すとする．本研究では，IG = (0)のときの µIG の値
は定めない．この準備の下，カットイデアルやカット多面体の既存の結果を紹介してい
く．まずはカットイデアルの生成系に関する結果を紹介する．
Proposition 4.8 ([7]). グラフ Gのカットイデアルが 2次以下の 2項式で生成されるた
めの必要十分条件は，GがマイナーとしてK4 を持たないことである．
Proposition 4.9. グラフ Gのカットイデアルが 2次生成であるならば，Gは平面グラ
フである．
このように，カットイデアルの生成系の次数とグラフの対応付けができている．Propo-
sition 4.9は，Proposition 4.8からグラフ GがK4 をマイナーに持たないことと，平面グ
ラフであることの必要十分条件が「グラフ Gが (K5,K3,3)をマイナーに持たない」であ
ることからわかる．次に，グラフ操作と生成系の関係を紹介する．
Proposition 4.10 ([25]). グラフ H が，グラフ Gの辺を縮約して得られるグラフであ
るとすると，µIH ≤ µIG が成り立つ．
Conjecture 4.11 ([25]). グラフ H が，グラフ G の辺を除去して得られるグラフであ
るとすると，µIH ≤ µIG が成り立つ．
Theorem 4.12 ([27]). グラフ G1 と G2 が同じ大きさ l のクリークを持つとし，H を
G1 と G2 のクリークサムであるとする．1 ≤ l ≤ 3であるとき，µIH = max{µIG1 , µIG2}
が成り立つ．
縮約に関しては Proposition 4.10 のような報告例がいくつかあるが，辺の除去に関し
ては，Conjecture 4.11しかない．次に，カットイデアルのグレブナー基底に関する結果
を紹介する．
Proposition 4.13 ([20]). グラフ Gが (K4, C5)をマイナーに持たないとき，K[x]上の
単項式順序 <が存在して，IG の <に関するグレブナー基底は 2次の 2項式から成る．
Theorem 4.14 ([27]). グラフ G1 と G2 が同じ大きさ l のクリークを持つとし，K[x]
上の単項式順序 <,<′ を固定する．また，IG1 の <に関するグレブナー基底，IG2 の <
′
に関するグレブナー基底がそれぞれ 2次の 2項式から成るとする．さらに，H を G1 と
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G2 のクリークサムであるとする．1 ≤ l ≤ 3であるならば，K[x]上の単項式順序 <′′ が





Proposition 4.15 ([14]). グラフ Gのカット多面体 Cut(G)のトーリック環 K[AG]に
ついて，次の 2条件は同値である．
(i) K[AG]は正規であり Gorensteinである．
(ii) グラフ GはK5 をマイナーに持たず，次の 2条件のうち 1つを満たす．
（a）Gは長さ 6以上のサイクルを誘導部分グラフに持たない二部グラフである．
（b）Gは橋を持たないコーダルグラフである．
Conjecture 4.16 ([25]). グラフ Gのカット多面体 Cut(G)について，次の 2条件は同
値である．
(i) Cut(G)は正規である．
(ii) グラフ GがK5 をマイナーに持たない．




Proposition 4.17 ([13]). グラフ Gのカット多面体 Cut(G)について，次が成り立つ．
Cut(G)が正規である⇐グラフ GがK5 \ {e}をマイナーに持たない
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4.4 カットイデアルと binary graph model
統計学において，項目が 2 つの内容をいくつか持つ分割表，すなわち 2 × 2 × · · · × 2
分割表に対して，固定する周辺和をグラフの辺によって指定した統計モデルを binary
graph modelと言う．Binary graph modelのトーリックイデアルを次のように定義す
る [25, §4]．グラフ Gを n個の頂点を持つ連結グラフであるとし，その頂点集合を V，辺
集合を E とする．ここで，多項式環K[p]とK[b]をそれぞれ
K[p] = K[pi1i2...in | ik ∈ {0, 1}, 1 ≤ k ≤ n]
K[b] = K[beij | i, j ∈ {0, 1}, e ∈ E]
と定める．このとき，次のような環準同型写像 ψG を考える．





この写像 ψG の核 Ker(ψG)をグラフ Gの binary graph modelのトーリックイデアルで
あると定める．次に，(0, 1)ベクトル i = (i1, i2, . . . , in)に付随する分割 A(i)|B(i)を以
下のように定める．
k ∈ B(i) ⇔ ik = 1
ただし，1 ≤ k ≤ nである．同様に，n+ 1個の頂点の分割 A|B (n+ 1 ∈ A)に対して，
上記の方法を逆にたどることで同じ (0, 1)ベクトル iを得ることができるため,同値関係
を入れることができる．この表記の下，次の定理が成り立つ [25, Theorem 4.1]．
Theorem 4.18. 多項式環K[p]とK[q]の間の環準同型写像 γ を次のように定める．























Chifmanと Petrovićは，あるグラフから導かれるイデアル I のグレブナー基底が 2次
の 2項式から成る単項式順序が存在し，その順序がある具体的な辞書式順序であることを
定理として述べている [3]．この後，Nagelと Petrovićはこの I がサイクルのカットイデ
アルと一致することを示した [12, Proposition 3.2]．この結果により，「一般の長さのサ
イクル Cn のカットイデアルにはそのグレブナー基底が 2次の 2項式から成るような辞書
式順序が存在する」ということが証明されたが，実は Chifmanと Petrović [3]の証明に
誤りがあったことを紹介する．最初に，Petrović らの提唱する構成法では ICn のグレブ
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0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1
0 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1
0 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0 1 1
0 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0 1 0 0 1 1 0 1 1 0 1 1 1 0 1 1 1
0 0 0 0 1 0 0 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1
0 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1 0 0 1 0 1 1 0 1 1 1 0 1 1 1 1 1




x1 > x25 > x21 > x19 > x18 > x17 > x13 > x11 > x10 > x9 > x7 > x6 > x5 > x4 >
x3 > x2 > x31 > x30 > x29 > x28 > x27 > x26 > x24 > x23 > x22 > x20 > x16 >
x15 > x14 > x12 > x8 > x32
から導かれる辞書式順序
グレブナー基底：
{x14x22 − x16x20, x14x24 − x15x23,−x15x20 + x26x8, x12x26 − x16x23, x14x29 −
x16x27, x15x29−x16x28, x20x29−x22x27,−x12x32+x23x29,−x16x32+x26x29, x12x30−
x16x27,−x14x32+x23x30,−x15x32+x24x30,−x15x27+x31x8,−x14x32+x20x31, x2x30−
x22x8,−x2x31 + x3x30,−x12x24 + x3x31,−x20x24 + x32x4, x12x4 − x14x3,−x2x26 +
x22x4,−x23x8 + x27x4,−x24x8 + x28x4,−x2x31 + x29x4,−x15x20 + x30x4,−x15x23 +
x31x4,−x22x23 + x32x5,−x14x2 + x5x8, x15x5 − x16x4, x24x5 − x26x3,−x12x20 +
x27x5,−x2x31+x28x5,−x12x22+x29x5,−x16x20+x30x5,−x16x23+x31x5,−x22x24+
x32x6,−x15x2 + x6x8, x12x6 − x16x3, x14x6 − x16x4,−x2x26 + x20x6, x23x6 −
x26x3,−x2x31 + x27x6,−x15x22 + x30x6,−x16x24 + x31x6,−x12x8 + x14x7,−x2x29 +
x22x7, x23x7 − x27x3, x24x7 − x28x3,−x2x31 + x26x7, x15x9 − x16x8,−x12x20 +
x23x9,−x2x31 + x24x9,−x16x20 + x26x9, x28x9 − x29x8,−x16x27 + x31x9,−x12x2 +
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x3x9,−x14x2 + x4x9,−x16x2 + x6x9, x10x32 − x22x28, x10x12 − x16x7, x10x14 −
x16x8, x10x20 − x22x8, x10x23 − x2x31, x10x24 − x28x6, x10x26 − x15x22, x10x27 −
x29x8, x10x31 − x16x28, x10x3 − x6x7, x10x4 − x15x2, x10x5 − x16x2, x11x32 −
x24x27, x11x16 − x12x15, x11x20 − x23x8, x11x22 − x2x31, x11x26 − x15x23, x11x29 −
x12x28, x11x30 − x15x27, x11x2 − x3x8, x11x5 − x14x3, x11x6 − x15x3, x11x9 −
x12x8, x10x11 − x15x7, x13x32 − x24x29, x13x8 − x15x7,−x12x15 + x13x14, x13x20 −
x2x31, x13x22 − x29x6,−x12x24 + x13x23, x13x26 − x16x24,−x12x28 + x13x27, x13x30 −
x16x28, x13x2 − x6x7, x13x4 − x15x3, x13x5 − x16x3, x13x9 − x16x7, x12x17 −
x27x3, x14x17 − x23x8, x15x17 − x24x8, x16x17 − x2x31, x17x22 − x2x32, x17x26 −
x20x24, x17x29 − x32x7, x17x30 − x32x8, x17x31 − x24x27, x17x5 − x2x23, x17x6 −
x2x24, x17x9 − x2x27, x10x17 − x2x28, x13x17 − x28x3, x18x8 − x2x27,−x12x20 +
x14x18, x15x18 − x2x31,−x12x22 + x16x18, x18x24 − x3x32, x18x26 − x22x23, x18x28 −
x32x7, x18x30 − x22x27,−x12x32 + x18x31, x18x4 − x2x23, x18x6 − x22x3, x10x18 −
x2x29, x11x18 − x27x3, x13x18 − x29x3, x19x8 − x2x28, x12x19 − x29x3, x14x19 −
x2x31, x15x19 − x28x6, x16x19 − x29x6, x19x20 − x2x32, x19x23 − x3x32, x19x26 −
x22x24, x19x27 − x32x7, x19x30 − x22x28, x19x31 − x24x29, x19x4 − x2x24, x19x5 −
x22x3, x19x9 − x2x29, x11x19 − x28x3, x12x21 − x2x31, x14x21 − x15x20,−x15x22 +
x16x21,−x20x24+x21x23, x21x27−x32x8, x21x29−x22x28,−x15x32+x21x31,−x2x24+
x21x3,−x2x26 + x21x5,−x2x28 + x21x7, x21x9 − x22x8, x11x21 − x24x8, x13x21 −
x28x6, x18x21 − x2x32,−x2x31 + x25x8, x14x25 − x16x23, x15x25 − x16x24, x20x25 −
x22x23,−x12x32+x25x27,−x24x29+x25x28,−x16x32+x25x30, x2x25−x22x3, x25x4−
x26x3, x25x7 − x29x3,−x12x22 + x25x9, x10x25 − x29x6, x11x25 − x12x24, x17x25 −
x3x32, x21x25 − x22x24, x1x32 − x2x31, x1x20 − x14x2, x1x22 − x16x2, x1x23 −
x14x3, x1x24 − x15x3, x1x26 − x16x4, x1x27 − x12x8, x1x28 − x15x7, x1x29 −
x16x7, x1x30 − x16x8, x1x31 − x12x15, x1x17 − x3x8, x1x18 − x12x2, x1x19 −
x6x7, x1x21 − x15x2, x1x25 − x16x3,−x29x8 + x30x7,−x12x28 + x31x7,−x3x8 +
x4x7,−x12x2 + x5x7,−x22x27 + x32x9,−x2x27 + x20x7,−x2x23 + x20x3,−x14x32 +
x26x27, x14x28−x15x27, x20x28−x32x8, x23x28−x24x27,−x15x32+x26x28,−x16x32+
x22x31,−x14x15x2 + x16x4x8,−x14x2x26 + x16x20x4, x14x2x32 − x22x23x8,
−x14x26x3 + x16x23x4,−x15x26x3 + x16x24x4,−x12x15x20 + x16x23x8,
x15x2x32 − x22x24x8, x2x26x32 − x20x22x24,−x12x20x8 + x14x2x27,
−x12x28x8 + x15x27x7,−x12x29x8 + x16x27x7, x15x32x7 − x24x29x8,
−x2x27x28 + x32x7x8, x12x32x7 − x27x29x3,−x12x2x32 + x22x27x3,
−x12x2x28 + x29x3x8,−x12x23x8 + x14x27x3,−x12x24x8 + x15x27x3,
x15x22x3 − x16x2x24,−x22x23x24 + x26x3x32,−x2x24x27 + x3x32x8,
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x15x3x32 − x2x24x31,−x12x22x24 + x16x3x32,−x12x15x2 + x16x3x8,
−x12x15x20 + x14x2x31, x15x2x31 − x16x24x8,−x12x15x22 + x16x2x31,
−x14x32x8 + x15x20x27, x15x22x27 − x16x32x8,−x12x14x32 + x16x23x27,
−x12x15x32 + x16x24x27, x20x24x27 − x23x32x8,−x15x22x23 + x16x20x24,
−x12x20x24 + x2x23x31,−x15x22x23 + x2x26x31,−x12x32x8 + x2x27x31,
−x12x22x28 + x2x29x31,−x12x15x32 + x2x231, x16x2x20x32 − x222x23x8,
−x12x22x8 + x16x2x27,−x12x22x28 + x16x32x7,−x2x24x29 + x22x28x3,
−x12x2x31 + x16x27x3,−x12x20x24 + x14x3x32, x2x31x32 − x22x24x27,
−x12x28x32 + x24x27x29,−x12x20x32 + x22x23x27,−x22x27x28 + x29x32x8,
x2x28x31 − x24x29x8,−x22x31 + x22x3x8,
x16x2x
2
32 − x222x24x27, x16x2x28x32 − x22x24x29x8,−x12x15x22x28 + x16x24x29x8,
−x12x215x22 + x216x24x8,−x12x232x8 + x22x24x227, x12x220x24 − x22x223x8,
−x12x32x28 + x15x2x227, x15x2x27x28 − x24x29x28,−x12x222x28 + x16x2x29x32,
−x12x15x222 + x216x2x32,−x12x22x228 + x24x229x8, x215x2x27 − x16x24x28,
−x12x20x22x24 + x16x2x23x32,−x12x20x24x8 + x15x2x23x27}
この計算は Maple 18 で行った．下線を施したのは 3 次以上の 2 項式である．Petrović
らの主張が誤りである理由を以下に記す．
qi1i2···im (1 ≤ j ≤ m; ij ∈ {0, 1})を第 j 要素が ij である m次元列ベクトルに対応する
変数とすると，Petrovićらの主張は次のように要約される．
“n頂点のサイクルのカットイデアル In に対し，2次の 2項式を
1. いずれかの要素が 0で全て等しいか 1で全て等しく，その要素を削除してできる 2
次の 2項式が In−1 の元である．
2. いずれかの要素のみ和をとると，1項めの和と 2項めの和が 1で等しくなり，どの
要素を 1つのみ削除しても，できあがる 2次の 2項式は In−1 の元となる．
の 2つを満たすようにとり，それらすべてを集めた集合 H を考えると，その H が In を




q11010q00100 − q10110q01000 (第 5成分が 0ですべて等しい )
かつ






q = q10101q01010 − q11111q00000 という 2項式は，q ∈ I6 であるが，各 q··· の第 2成分を
削除した 2項式 q′ は q′ /∈ I5 となってしまっている (2.の条件に反する)．一方，このグ
ラフのカットイデアルのグレブナー基底が 2 次の 2 項式から成るような単項式順序が存
在することは確認できた．以下にその順序と結果を示す．
順序 <：
x1 > x16 > x14 > x15 > x11 > x12 > x13 > x7 > x8 > x9 > x10 > x2 > x3 > x4 >
x5 > x6 > x17 > x19 > x18 > x22 > x21 > x20 > x26 > x25 > x24 > x23 > x31 >
x30 > x29 > x28 > x27 > x32
から導かれる辞書式順序
グレブナー基底:
{ −x23x28+x24x27, −x23x29+x25x27, −x24x29+x25x28, −x23x30+x26x27, −x24x30+
x26x28, −x25x30 + x26x29, x20x31 − x23x30, −x20x28 + x21x27, x21x31 −
x24x30, −x20x24 + x21x23, −x20x29 + x22x27, −x21x29 + x22x28, x22x31 −
x25x30, −x20x25 + x22x23, −x21x25 + x22x24, x18x30 − x20x29, x18x31 −
x23x29, x18x26−x20x25, −x18x28+x19x27, x19x30−x21x29, x19x31−x24x29, −x18x24+
x19x23, x19x26−x21x25, −x18x21+x19x20, x17x29−x18x28, x17x30−x20x28, x17x31−
x23x28, x17x25−x18x24, x17x26−x20x24, x17x22−x18x21, −x21x25+x32x6, −x20x25+
x32x5, −x27x6+x28x5, −x23x6+x24x5, −x20x6+x21x5, −x18x6+x19x5, −x20x24+
x32x4, −x27x6+x29x4, −x23x6+x25x4, −x20x6+x22x4, −x17x5+x18x4, −x17x6+
x19x4, −x18x24+x3x32, −x27x6+x3x30, −x23x6+x26x3, −x17x5+x20x3, −x17x6+
x21x3, −x18x6+x22x3, −x18x21+x2x32, x2x31−x27x6, −x17x5+x2x23, −x17x6+
x2x24, −x18x6 + x2x25, x2x26 − x20x6, x10x32 − x21x29, x10x23 − x27x6, x10x24 −
x28x6, x10x25 − x29x6, x10x26 − x30x6, x10x20 − x2x30, x10x18 − x2x29, x10x17 −
x2x28, −x20x29 + x32x9, −x10x27 + x28x9, x23x9 − x27x5, x24x9 − x27x6, x25x9 −
x29x5, x26x9 − x30x5, −x2x30 + x21x9, x19x9 − x2x29, x17x9 − x2x27, −x10x5 +
x6x9, −x20x28 + x32x8, −x10x27 + x29x8, x23x8 − x27x4, x24x8 − x28x4, x25x8 −
x27x6, x26x8 − x30x4, −x2x30 + x22x8, x18x8 − x2x27, x19x8 − x2x28, −x10x4 +
x6x8, −x4x9 + x5x8, −x18x28 + x32x7, −x10x27 + x30x7, x23x7 − x27x3, x24x7 −
x28x3, x25x7 − x29x3, x26x7 − x27x6, −x2x27 + x20x7, −x2x28 + x21x7, −x2x29 +
x22x7, −x10x3 + x6x7, −x3x9 + x5x7, −x3x8 + x4x7, x13x32 − x24x29, x13x27 −
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x31x7, −x10x31 + x13x30, x13x23 − x3x31, x13x26 − x31x6, x13x20 − x27x6, x13x21 −
x28x6, x13x22 − x29x6, x13x18 − x29x3, x13x17 − x28x3, −x10x3 + x13x2, x12x32 −
x23x29, x12x28 − x31x7, x12x30 − x31x9, x12x24 − x3x31, x12x26 − x31x5, x12x20 −
x27x5, x12x21 − x27x6, x12x22 − x29x5, x12x19 − x29x3, x12x17 − x27x3, x12x6 −
x13x5, x12x2 − x3x9, x10x12 − x13x9, x11x32 − x23x28, x11x29 − x31x7, x11x30 −
x31x8, x11x25 − x3x31, x11x26 − x31x4, x11x20 − x27x4, x11x21 − x28x4, x11x22 −
x27x6, x11x18 − x27x3, x11x19 − x28x3, x11x6 − x13x4, x11x5 − x12x4, x11x2 −
x3x8, x10x11 − x13x8, x11x9 − x12x8, x15x32 − x24x30, x15x27 − x31x8, −x10x31 +
x15x29, x15x23 − x31x4, x15x25 − x31x6, x15x20 − x30x4, x15x22 − x30x6, x15x18 −
x27x6, x15x19 − x28x6, x15x17 − x28x4, −x13x4 + x15x3, −x10x4 + x15x2, −x13x8 +
x15x7, x14x32 − x23x30, x14x28 − x31x8, x14x29 − x31x9, x14x24 − x31x4, x14x25 −
x31x5, x14x21 − x30x4, x14x22 − x30x5, x14x18 − x27x5, x14x19 − x27x6, x14x17 −
x27x4, x14x6 − x15x5, −x12x4 + x14x3, x14x2 − x4x9, x10x14 − x15x9, −x12x8 +
x14x7, −x12x15+x13x14, x16x32−x25x30, x16x27−x31x9, −x10x31+x16x28, x16x23−
x31x5, x16x24 − x31x6, x16x20 − x30x5, x16x21 − x30x6, x16x18 − x29x5, x16x19 −
x29x6, x16x17−x27x6, −x15x5+x16x4, −x13x5+x16x3, −x10x5+x16x2, −x15x9+
x16x8, −x13x9 + x16x7, x11x16 − x12x15, x1x32 − x27x6, x1x27 − x12x8, x1x28 −
x13x8, x1x29 − x13x9, x1x30 − x15x9, x1x31 − x12x15, x1x23 − x12x4, x1x24 −
x13x4, x1x25 − x13x5, x1x26 − x15x5, x1x20 − x4x9, x1x21 − x10x4, x1x22 −





が 2次の 2項式から成る順序が存在することを示した [18]．これについて紹介する．
一般的に，長さ mのサイクルのカットイデアルの配置行列は次のように構成されている
ことを念頭に置いておく．
ACm = {δA|B | A,B ⊂ V,A ∪B = V,A ∩B = ∅}




0 A B C






1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0
0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0
0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 0 1





1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0
1 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0 1
0 1 0 0 1 0 0 1 1 0 1 0 0 1 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 1 1 1 0 1 1
0 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 1 0 1 0 1 0 1 1 0 1 1 1 0 1 1 1




1 1 1 1 1 1 0
1 1 1 1 1 0 1
1 1 1 1 0 1 1
1 1 1 0 1 1 1
1 1 0 1 1 1 1
1 0 1 1 1 1 1
0 1 1 1 1 1 1

である．ここで，各列に対して
{(d1, . . . , dm) ∈ {0, 1}m | d1 + · · ·+ dm = r}
となる配置行列は (m, r)− スクエアフリー Veronese 型行列と呼ばれることに注意する
と，Aは (7, 2)−スクエアフリー Veronese型，B は (7, 4)−スクエアフリー Veronese型
の行列である．論文 [16, Theorem 1.4]によれば，「(m, 2)-スクエアフリー Veronese型行
列のトーリックイデアルには，そのグレブナー基底が 2次の 2項式から成る辞書式順序が
存在する (m ∈ Z,m ≥ 2)」ことがわかっている．そこで，
「IB のグレブナー基底が 2次の 2項式から成る辞書式順序を見つけることができれば，IA
のグレブナー基底が 2次の 2項式から成る順序とうまく組み合わせることで IG のグレブ
ナー基底が 2次の 2項式から成る辞書式順序を構成できるのではないか」
と考える．K[y1, . . . , y35]上の単項式順序 <1 を，
y1 > y2 > y4 > y3 > y5 > y7 > y6 > y10 > y9 > y8 > y11 > y13 > y12 > y16 > y15 >
y14 > y20 > y19 > y18 > y17 > y21 > y23 > y22 > y26 > y25 > y24 > y30 > y29 >
y28 > y27 > y35 > y34 > y33 > y32 > y31
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から導かれる辞書式順序とすると，<1 に関する IB のグレブナー基底は 2次の 2項式か
ら成る．この順序を用いて IG のグレブナー基底が 2次の 2項式から成る辞書式順序を構
成したい．K[x1, . . . , x64]上の単項式順序 <を，
x23 > x24 > x26 > x25 > x27 > x29 > x28 > x32 > x31 > x30 > x33 > x35 > x34 >
x38 > x37 > x36 > x42 > x41 > x40 > x39 > x43 > x45 > x44 > x48 > x47 > x46 >
x52 > x51 > x50 > x49 > x57 > x56 > x55 > x54 > x53
としておく．この順序は <1 に対応している．その他の変数の順序を変えていく計算実験
をすることによって IG のグレブナー基底が 2次の 2項式から成る辞書式順序を構成する
ことを試み，成功した．以下にその順序を記す．
<: x1 > x17 > x18 > x19 > x22 > x20 > x21 > x13 > x14 > x15 > x16 > x2 > x3 >
x4 > x5 > x6 > x7 > x8 > x9 > x10 > x11 > x12 > x23 > x24 > x26 > x25 > x27 >
x29 > x28 > x32 > x31 > x30 > x33 > x35 > x34 > x38 > x37 > x36 > x42 > x41 >
x40 > x39 > x43 > x45 > x44 > x48 > x47 > x46 > x52 > x51 > x50 > x49 > x57 >
x56 > x55 > x54 > x53 > x58 > x59 > x60 > x61 > x62 > x63 > x64
長さ 6以下のサイクルは Gに対し辺の縮約を何度か繰り返すことによって得られる．こ
の順序を用いて，縮約に対応するように順序を定めれば長さ 6以下のサイクルについても
グレブナー基底が 2 次の 2 項式から成ることがわかる．これによって，次の定理を得る
[18]．










Proposition 5.3. グラフ Gが長さ 5以上のサイクルを誘導部分グラフとして持つとす
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る．このとき，IG のいかなる逆辞書式順序に関するグレブナー基底も 3次以上の 2項式
を含む．
Proof. グラフ G が誘導部分グラフとして長さ 5 以上のサイクルを持つとし，ある逆辞
書式順序に関する IG のグレブナー基底は 2次の 2項式から成ると仮定する．このとき，
Proposition 5.2より，IG には x2i − xjxk という形の 0でない多項式が存在する．換言す
れば，2δAi|Bi = δAj |Bj + δAk|Bk なる分割が存在するということである．しかし，δAl|Bl
は (0, 1)ベクトルであるため，このような条件を満たす分割は存在しない．したがって矛
盾が生じるので，IG のいかなる逆辞書式順序に関するグレブナー基底も 3次以上の 2項
式を含む．
具体的な例ではあるが，辞書式順序に関しても同様のことが言える．
Proposition 5.4. 完全二部グラフ K2,3 のカットイデアル IK2,3 は 2 次生成であり，
IK2,3 のいかなる辞書式順序に関するグレブナー基底も 3次以上の 2項式を含む．





0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 1 0 1 1 0 1 0 1 0 1 0 0 1 0 1
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Proposition 4.8より，GはK4 をマイナーとして持たないので，IG が 2次生成であるこ
とがわかる．ここで，K[x1, . . . , x16]上のある辞書式順序 <に関する IG のグレブナー基
底が 2次の 2項式から成ると仮定する．次に，S を次のような単項式の集合とする．
S = {u ∈ M16 | π(u) = t1t2t3t4t5t6t27}
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このとき，
S = {x1x16, x2x15, x3x14, x4x13, x5x12, x6x11, x7x10, x8x9}
である．一般的に，A1, A2 ⊂ V に対し A1∆A2 = (A1 ∪ A2) \ (A1 ∩ A2)とすると，Fd2
上において δA1|B1 + δA2|B2 = δA1∆A2|B1∆B2 である．(Ai ∪ Bi = V,Ai ∩ Bi = ∅) よっ
て A ∪B = V,A ∩B = ∅となる頂点集合 V の部分集合 A,B に対し
ψA|B(δA1|B1 , . . . , δA2n−1 |B2n−1 ) = (δAi1 |Bi1 , . . . , Ai2n−1 |Bi2n−1 )
という対応を考えることができる．ただし，Fd2 において δAk|Bk + δA|B = δAik |Bik で
ある．この対応において，K[x] 上の自然に誘導される作用 ψA|B(xk) = xik を考える．
一方， δA1|B1 · · · δA16|B16
1 · · · 1

を行基本変形することによりδA1|B1 + δA|B · · · δA16|B16 + δA|B
1 · · · 1

を得る．行基本変形の前後なのでこれらの配置行列の核は不変である．したがって
ψA|B(IG) = IGとなる．すると，いま，Sの各元 xix17−iに対し，ψAi|Bi(xix17−i) = x1x16
となる．したがって x1x16 が S の元のうち < に関して最も小さい単項式と仮定してよ
く，x1x16 /∈ in<(IG)が従う．このとき，次の 8つの IG の 3次式を考える．
f1 = x6x7x9 − x1x5x16,
f2 = x5x8x10 − x1x6x16,
f3 = x5x8x11 − x1x7x16,
f4 = x6x7x12 − x1x8x16,
f5 = x5x10x11 − x1x9x16,
f6 = x6x9x12 − x1x10x16,
f7 = x7x9x12 − x1x11x16,
f8 = x8x10x11 − x1x12x16
IG の元で x1xi − xjxk あるいは xix16 − xjxk という形をした多項式は存在しないことが
配置行列を見ればわかる．このため，x1xi, xix16, x1x16 /∈ in<(IG)となることがわかる．
(5 ≤ i ≤ 12) 各 fi の第 2項めの x1xix16 が <に関する先頭項となる場合，この単項式は
in<(IG)の極小生成系に属するので，仮定である「IG の <に関するグレブナー基底は 2
次の 2項式から成る」に矛盾する．よって各 fi の <に関する先頭項は第 1項めの単項式
となる．<は辞書式順序なので，K[x1, x5, x6, . . . , x12, x16]上での大小関係をどのように




するグレブナー基底についての命題を紹介する．まずは combinatorial pure subring を
定義する．A = (a1, . . . ,an)を d × n配置行列とし，B = (ai1 , . . . ,aim)とし，Aの部
分行列とする．このとき，K[B]がK[A]の combinatorial pure subringであるとは，Rd
上のベクトル cが存在して
ai · c
 = 1 i ∈ {i1, i2, . . . , im}
< 1 それ以外
となるときに言う．K[B]が K[A]の combinatorial pure subringであれば，K[A]の性
質を受け継ぐことがある．
Proposition 5.5 ([15]). 配置行列 A とその部分行列 B に対し，K[B] を K[A] の
combinatorial pure subring であるとする．このとき，IA のある辞書式順序に関するグ
レブナー基底が 2次の 2項式から成るなら IB のその辞書式順序に関するグレブナー基底
も 2次の 2項式から成る．
グラフH がグラフGの辺を縮約して得られるグラフであるとすると，K[AH ]はK[AG]
の combinatorial pure subringであることが知られている [25, Lemma 3.2(2)]．これら
の事実を用いて次が証明できる．
Theorem 5.6 ([18]). 次のグラフ Gのカットイデアルは，いかなる辞書式順序・逆辞書
式順序に関するグレブナー基底を考えても 3次以上の 2項式を含むが，あるウェイトベク
トルに関するグレブナー基底を考えると 2次の 2項式から成る．
図 5.3 Conjecture 1.18の反例
Proof. このグラフ Gの配置行列は次のようになる．
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 1 1 0 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1
0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0
0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 0 1 0 1 1 0 1 0 1 0 1 0 0 1 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

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(辞書式順序)
グラフ Gから辺 e5, e6, e7 のいずれか一つを縮約すればK2,3 になる．IK2,3 はいかなる辞
書式順序に関しても 3次以上の 2項式を含むため，Proposition 5.5の対偶が成り立ち IG
のいかなる辞書式順序に関するグレブナー基底も 3次以上の 2項式を含む．
(逆辞書式順序)
グラフ G は長さ 5 のサイクルを誘導部分グラフとして含むので IG のいかなる逆辞書式
順序に関するグレブナー基底も 3次以上の 2項式を含む．
(ウェイトベクトル)
ベクトル w = (25, 24, 24, 45, 46, 44, 37, 37, 47, 47, 63, 107, 47, 25, 24,
46, 36, 33, 20, 26, 102, 87, 80, 103, 92, 35, 25, 26, 53, 37, 22, 27) に関する IG のグレブナー
基底を計算すると次のようになる．
{−x20x31+x19x32,−x15x3+x14x2, x28x20−x27x19,−x27x31+x28x32, x18x31−x30x19,
x3x32 − x8x19, x3x31 − x7x19, x2x19 − x18x3,−x15x19 + x18x14,−x26x15 + x27x14,
x27x3 − x26x2, x1x19 − x17x3,−x17x2 + x1x18, x2x31 − x30x3,−x15x31 + x30x14,
− x30x20 + x18x32, x7x27 − x28x8, x7x20 − x3x32,−x8x31 + x7x32, x2x31 − x6x19,
x3x20 − x4x19,−x1x31 + x5x19, x4x31 − x3x32, x27x19 − x18x26,−x6x3 + x7x2,
− x7x15 + x6x14,−x6x20 + x2x32, x2x32 − x8x18, x2x31 − x7x18,−x5x3 + x1x7,
− x5x2 + x1x6, x27x3 − x4x28, x28x15 − x16x27,−x8x20 + x4x32, x27x31 − x30x26,
x1x32 − x10x27, x2x32 − x9x27, x16x20 − x15x19, x5x20 − x1x32,−x15x3 + x13x1,
− x10x2 + x9x1,−x15x31 + x16x32, x17x31 − x29x19, x1x31 − x10x28, x2x31 − x9x28,
− x1x32 + x17x8, x1x31 − x17x7, x6x32 − x8x30, x6x31 − x7x30, x1x31 − x29x3,
− x29x2 + x1x30, x30x2 − x6x18, x2x20 − x4x18,−x29x20 + x17x32,−x6x26 + x7x27,
x5x18 − x1x30,−x1x30 + x17x6, x28x14 − x16x26, x1x20 − x17x4, x2x32 − x4x30,
x3x32 − x9x26, x29x1 − x17x5, x8x3 − x4x7,−x11x19 + x10x18, x15x19 − x13x17,
x10x18−x9x17,−x7x15+x16x8,−x11x31+x10x30,−x29x18+x17x30,−x11x3+x10x2,
− x10x15 + x11x14,−x1x30 + x11x28, x8x2 − x4x6, x5x32 − x29x8, x5x31 − x29x7,
x15x3 − x16x4, x1x8 − x5x4, x7x15 − x13x5,−x10x6 + x9x5, x9x14 − x13x10,




x24x15 − x1x30,−x2x32 + x23x13,−x3x32 + x21x14, x23x3 − x21x1,−x24x27 + x23x28




x23x19 − x21x17, x3x32 − x25x10,−x24x8 + x23x7, x1x31 − x12x26,−x12x8 + x10x6,
x27x31 − x25x29,−x23x3 + x24x4, x2x31 − x21x16,−x23x7 + x21x5,−x12x28 + x24x16,
− x25x9 + x21x13,−x21x10 + x22x9, x2x31 − x24x13,−x23x10 + x22x11, x10x2 − x12x4,
x9x16 − x12x13,−x23x31 + x21x29, x2x32 − x25x11, x23x9 − x21x11, x21x27 − x25x23,























ReducedGBasis( toric(A) ); 
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5.3 カットイデアルの計算実験
現在，カットイデアル IG が 2次生成であるが，そのグレブナー基底が 2次の 2項式か
ら成る単項式順序 <が存在しない，という例は知られていない．そこで，論文 [11]にお
いて，別のトーリックイデアルに対して行われている計算実験を参考にして，計算ソフト









4. 3.で計算したグレブナー基底が 2次の 2項式から成るならステップ 5へ移行し，成
らないなら 2. のウェイト発生からやり直す．10000 回繰り返してもグレブナー基
底が 2次の 2項式から成らなかった場合，ステップ 5へ移行する．
5. 3.と 4.を，2.で列挙したグラフ全てについて行う．
上記のうち，1.のグラフ列挙についてはMaple 18を，2.の生成系計算については CoCoA
を，3.以降は Risa/Asirを用いて計算した．n = 7のときについて以下に記す．
表 5.1 平面連結グラフの数とグレブナー基底が 2次の 2項式から成らない候補のグラフの数
グラフの総数 2次生成となるグラフの数 候補となるグラフの数
n = 7 517 71 4
グラフの総数では，連結なものだけを数えており，平面グラフでないグラフは 2次生成で
はないため (Proposition 4.9)，最初から除いている．また，2次生成となるグラフの数で
は木になるものは除いている．なお，この方法では，IG のグレブナー基底が 2次の 2項
式から成る順序 (ウェイトベクトル )が存在することの探索しか行えない．従って，「そ
のカットイデアルのグレブナー基底が 2次の 2項式から成る順序 (ウェイトベクトル )が




















この章では，グラフのカット多面体のうち K2,m の h∗ 多項式について紹介する．最初






することができる．その流れに乗って，完全二部グラフ K2,m のカット多面体の h∗ 多項
式は Eulerian多項式で書けることを証明する．





は n個のものを k 個の部分集合に分ける場合の数を表す．ま












任意の n次の対称群Sn の元 w = w1w2 . . . wn に対し，des(w) = |{i | wi > wi+1}|とす





と定める．一般的に，d次の多項式 f(x)が回文的であるとは，f(x) = xdf(x−1)となる
ときに言うが，Eulerian多項式 An(x)は回文的な多項式，すなわち係数が左右対称であ
ることが知られている．また，Eulerian 多項式と第 2 種 Stirling 数の間には次のような
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[8, Lemma 4.22 (b)]や [2, P.235]によると，カット多面体のトーリック環K[AG]が正規
かつ Gorenstein であるとき，そのカット多面体の h∗ 多項式は回文的になることが知ら
れている．
6.2 K2,n−2 のカット多面体の h∗ 多項式
ある単項式がK[x]上の単項式順序 <に関するトーリックイデアル IA の標準単項式で
あるとは，<に関する IA のイニシャルイデアルにその単項式が属さないときに言う．イ
ニシャル複体 ∆(in<(IA))が単模であるとき，i次のスクエアフリーな標準単項式の数は
i − 1次元の ∆(in<(IA))の面の数と一致する．次に，第 4章のカットイデアルの項で定
義した多項式環 K[q]上の，qA|B < qC|D ただし min{|A|, |B|} < min{|C|, |D|}を満た
す逆辞書式順序を考える [8, Example 1.8(b)]．このとき，次の命題が成り立つ [20]．
Proposition 6.1. グラフ G を完全二部グラフ K2,n−2 とし，その頂点集合 V が V =
V1 ∪ V2，V1 = {1, 2}，V2 = {3, . . . , n}であるとする (n ≥ 4)．このとき，<に関する IG
のグレブナー基底は次の多項式から成る．
1. qA|BqE|F − q∅|[n]q{1,2}|{3,...,n} (1 ∈ A, 2 ∈ B),
2. qA|BqC|D − qA∩C|B∪DqA∪C|B∩D (1 ∈ A ∩ C, 2 ∈ B ∩D,A ̸⊂ C,C ̸⊂ A),
3. qA|BqC|D − qA∩C|B∪DqA∪C|B∩D (1, 2 ∈ A ∩ C,A ̸⊂ C,C ̸⊂ A)
ただし，E = (B ∪ {1}) \ {2}，F = (A ∪ {2}) \ {1}である．また，各多項式の先頭項は
第 1項めである．
この命題と f 多項式の定義からスクエアフリーな標準単項式の数を直接数えることに
よって，K2,n−2 のカット多面体の h∗ 多項式を決定する．まずはこの命題を利用してもっ
とも単純な例 (n = 3の場合 )の h∗ 多項式を決定する．
Example 6.2. グラフ Gを完全二部グラフ K2,3 とする．このとき，配置行列 AG は第
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5章で見た通り次のような配置行列であった．
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 1 1 1 1 0 0 1 1 0 0 0 0 1 1
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 1 0 1 1 0 1 0 1 0 1 0 0 1 0 1
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1





















先頭項は各項の第 1項めである．このカット多面体の h∗ 多項式 h∗(Cut(G), x)は次のよ
うになる．
h∗(Cut(G), x) = x5 + 9x4 + 26x3 + 26x2 + 9x+ 1 = (x+ 1)(x2 + 4x+ 1)2
完全二部グラフK2,n−2 のカット多面体は 2n− 4次元であるから，スクエアフリーな標
準単項式の最大次数は 2n− 3である．<に関する IK2,n−2 の次の k 次のスクエアフリー
な標準単項式 (k ≤ 2n− 3)
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1. q{1}∪A1|{2}∪B1 . . . q{1}∪Ak|{2}∪Bk
2. qA′1|{1,2}∪B′1 . . . qA′k|{1,2}∪B′k
が <に関するイニシャル単項式で割り切れないための必要十分条件はそれぞれ
1. A1 ⊊ A2 ⊊ · · · ⊊ Ak
2. A′1 ⊊ A′2 ⊊ · · · ⊊ A′k かつ (A′1, A′k) ̸= (∅, {3, . . . , n})
となることがわかる．1，2 のそれぞれの場合の単項式の数を数えると次の命題が成り
立つ．





































る． 条件 2においては，(A′1, A
′
k) ̸= (∅, {3, . . . , n})という制限を条件 1にかけて考えれ
A1 = ∅ A1 ̸= ∅
























面体 P の三角形分割とする．∆の f 多項式 f∆(x) =
∑d+1
i=0 fi−1x
i の各係数 fi は ∆の i
次元の面の数を示していることを思い出しておく．(i = 0, 1, . . . , d) ただし，f−1 = 0で
ある．Proposition 6.1を見れば，完全二部グラフ K2,n−2 は <に関してスクエアフリー
なイニシャルイデアルを持つ．従って Proposition 2.8 より単模な三角形分割を持つの
で，Proposition 2.11より h多項式から h∗ 多項式を計算することができる．
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Theorem 6.4. 整凸多面体 P を完全二部グラフ K2,n−2 のカット多面体とし，∆ を <
に関する P の単模な三角形分割∆(in<(IAP ))とする．このとき，P の h∗ 多項式と∆の
h多項式について
h∗(P, x) = h∆(x) = (x+ 1)(An−2(x))2
が成り立つ．ただし，An(x)は n− 1次の Eulerian多項式である．
この定理により，P の正規化体積を求めることができる．x = 1を代入して h∗(P, x) =
2((n− 2)!)となる．















































である．ここで，X = x − 1 とする．K2,n−2 は長さ 6 以上のサイクルを誘導部分グラ













































































































































= (1 + x)An−2(x)
となる．よって，h∗(P, x) = h∆(x) = (x+ 1)(An−2(x))2 を得る．
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