Random coding exponents galore via decoupling by Sharma, Naresh
ar
X
iv
:1
50
4.
07
07
5v
5 
 [q
ua
nt-
ph
]  
29
 Se
p 2
01
5
Random coding exponents galore via decoupling
Naresh Sharma
Tata Institute of Fundamental Research
Mumbai 400005, India
Email: nsharma@tifr.res.in
April 9, 2018
Abstract
A missing piece in quantum information theory, with very few exceptions, has
been to provide the random coding exponents for quantum information-processing
protocols. We remedy the situation by providing these exponents for a variety of pro-
tocols including those at the top of the family tree of protocols. Our line of attack
is to provide an exponential bound on the decoupling error for a restricted class of
completely positive maps where a key term in the exponent is in terms of a Rényi
α-information-theoretic quantity for any α ∈ (1, 2]. Among the protocols covered
are fully quantum Slepian-Wolf, quantum state merging, quantum state redistribu-
tion, quantum/classical communication across channels with side information at the
transmitter with or without entanglement assistance, and quantum communication
across broadcast channels.
1 Introduction
Analysis of optimal resources needed/generated in an information-processing protocol
is one of the holy grails of information theory [1, 2, 3, 4, 5]. Nice answers in terms of
information-theoretic quantities are obtained, in general, for large copies such as of inputs
and channel uses. One part in establishing these answers is the achievability that says that
for resources arbitrarily close to the optimal, there exists a protocol accomplishing the task
with arbitrarily small error.
Achievability proofs come in various flavors and we list some of them but not in the
chronological order. One way is via the law of large numbers (or typicality) that involves
making statements for large copies. Another way is via the smooth information-theoretic
quantities that are defined in terms of a semi-definite program (see Refs. [6, 7] and ref-
erences therein). This method has the advantage that one can make statements for any
number of copies and it matches the optimal answer for large number of copies using
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the law of large numbers. A third way has been via the random coding exponents, i.e.,
one makes statements for any number of copies by obtaining an exponential bound on
the error of the protocol. In many comparisons with the second method, this method
provides stronger bounds and was pioneered by Gallager who obtained such bounds for
the classical capacity [8, 9]. Yet another method has been via the optimal terms in the
asymptotic expansions of the rate at which the resources are generated or used and this
was pioneered by Strassen [10].
It is the Gallager’s approach that would be further investigated in this paper. If one
scours the literature on the random coding exponents for quantum protocols, one finds
that not much work has been done on this topic. Indeed, apart from Burnashev and
Holevo [11], Holevo [12], and Hayashi [13], no other work, to the best of the author’s
knowledge, provides random coding exponents for the quantum protocols. (Exponen-
tial bounds on the error for the Schumacher compression can be obtained without much
difficulty leveraging the analysis for the classical source compression [3].) Burnashev
and Holevo [11] provide the reliability function (loosely defined as the best exponent
one could get for large number of copies [9]) for sending classical information across the
quantum channel for the case of pure states, and Holevo [12] extends it for the case of
commuting density matrices. Hayashi provides a random coding exponent for the same
protocol for general density matrices but his exponent when specialized to classical does
not match with Gallager’s [12, 8].
Quantum information theory is much richer than the classical and with a plethora of
protocols (one can just glance at the family tree of quantum protocols [14, 15] to appreciate
this), it is not just important to provide the random coding exponents but, if possible, also
a unified approach to get these exponents for a variety of protocols.
Where would such a unified approach come from? An answer lies in decoupling, a
phenomenon where random evolution of a part of the quantum system would, on the
average, make it decouple from the other part. That decoupling would be useful for
quantum error correction was first observed by Schumacher and Nielsen [16]. It has sub-
sequently been recognized as a building block in quantum information theory (see Refs.
[17, 18] and references therein).
The decoupling theorem quantifies the average error between the state, part of which
is randomly evolved, and the completely decoupled state, and is now known in various
versions. We go through some of them not necessarily in the chronological order. The
one provided by Hayden et al [19] gives a bound in terms of dimensions of the quantum
systems involved and this, with an appeal to typicality for large copies, yields the optimal
answers − similar approach is followed by Abeyesinghe et al [20]. Dupuis et al provide
another version that gives a bound in terms of smooth entropies [21].
Another version by Dupuis gives an exponential bound for any number of copies and
the exponent has two Rényi 2-conditional entropies: first one is computed using the den-
sity matrix that is evolved and the second one is computed using the Choi-Jamiołkowski
representation of a map [17].
Since this version gives an exponential bound, it seems close to the stated purpose of
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this paper but it is not quite there simply because for the random coding exponents, we
shall need the first term to be in terms of Rényi α-conditional entropies for α arbitrarily
close to 1. It is not necessary to strengthen the second term that determines the rate.
Could there be a way of modifying Dupuis’ bound? This paper stems from asking
this question, answers it in the affirmative, and then applies the new version to obtain
the random coding exponents for a variety of protocols. In particular, we are able to
replace the first term by a Rényi α-conditional entropy for all α ∈ (1, 2] (although adding
some inconsequential terms in the process). We do this by leveraging ideas from the
independent works of Dupuis and Hayashi [17, 3].
Some of the protocols we analyze are at the top of the family tree of protocols and
the author didn’t encounter any protocol that could be analyzed by other versions of the
decoupling theorem but not from the version provided in this paper. For the protocols
analyzed, the application of our version of the decoupling theorem is, in some cases, but
not always, inspired by the application of other versions of the decoupling theorem.
We don’t address how close the exponent in the proposed bounds might be to the
reliability function. There is, however, one resemblance between the exponents we obtain
and the reliability function for the classical case (in certain regimes), which is that in both
the cases, it is in terms of Rényi α-information-theoretic quantities.
The structure of the paper is as follows. Section 2 provides the notation and definitions
used throughout this paper. Section 3 provides a new version of the decoupling theorem.
(There is a more general version provided as well in Appendix C although we don’t use
it!) The subsequent sections apply this version to various protocols. Following protocols
are analyzed: Schumacher compression, fully quantum Slepian-Wolf, fully quantum re-
verse Shannon, quantum state merging, quantum/classical communication across chan-
nels with side information at the transmitter with or without entanglement assistance,
entanglement-assisted classical communication, quantum state redistribution, quantum
communication across broadcast channels, and destroying correlations by adding clas-
sical randomness. The lemmas are provided in the appendix so as to not interrupt the
flow.
2 Notation and Preliminaries
Let HA be the Hilbert space associated with the quantum system A. We shall confine
ourselves to the finite dimensional Hilbert spaces in this paper and |A| denotes the di-
mension of HA. A ∼= B implies that |A| = |B|. For a system A, we denote An to be
a quantum system described by
⊗n
i=1HAi , where Ai ∼= A, i = 1, ..., n. Let L(HA,HB)
be the set of all matrices from HA to HB and L(HA) denotes L(HA,HA). Let Herm(HA),
Pos(HA) ⊆ L(HA) be the set of Hermitian and positive semidefinite matrices respectively.
Let D(HA) ⊆ Pos(HA) be the set of unit trace matrices and D6(HA) ⊆ Pos(HA) be the set
of matrices with trace not greater than 1. Let νσA be the number of distinct eigenvalues
of σA ∈ Herm(HA). For ρA, σA ∈ Herm(HA), let {ρA > σA} denote the projector onto
the subspace spanned by the eigenvectors corresponding to the non-negative eigenval-
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ues of ρA − σA. Let X · ρ ≡ XρX†. For X ∈ L(HA,HB) (also denoted as XA→B), the trace
norm, ‖X‖1, is the sum of its singular values. The Fidelity between ρ, σ ∈ Pos(HA) is
F (ρ, σ) ≡ ‖√ρ√σ‖1.
Let U(A) be a Unitary 2-design on a quantum system A (see Ref. [17] and references
therein). For a function f : U(A) → L(HE), EUf(U) denotes the expectation taken over a
random Unitary U distributed uniformly on U(A).
Let |Φ〉AA′ be the maximally entangled state (MES) on AA′, i.e., for A ∼= A′, orthonor-
mal bases {|i〉A} and {|i〉A′}, |Φ〉AA′ ≡ |A|−1/2∑|A|i=1 |i〉A |i〉A′ . Let the maximally mixed
state in HA be denoted by piA ≡ 1A/|A|, where 1A is the Identity matrix. The zero matrix
(with all entries as zero) is denoted by 0.
A matrix V A→B is an isometry if either V †V = 1 or V V † = 1, and is a partial isom-
etry if its singular values are either 0 or 1. A full-rank partial isometry V A→B has rank
min{|A|, |B|}.
The Kronecker delta function is δj,k = 1 if j = k, and 0 otherwise. The indica-
tor function indcondition = 1 if condition is true, and 0 otherwise. The partial trace over
B of ρAB ∈ L(HA ⊗ HB) is denoted by either TrBρAB or ρA. For a pure state |Ψ〉AB,
ΨAB = |Ψ〉 〈Ψ|AB, and it does not necessarily imply that ΨA is also a pure state. All
the logarithms in this paper are to the base 2 and exp(x) denotes 2x, x ∈ R. We define
Ξ(ε) ≡
√
ε(2 + ε+ 2
√
1 + ε) for ε > 0.
With an abuse of notation, we call a weighted sum of exponentially decaying terms
also as exponential decay, i.e., for x, αi, βi > 0, i = 1, ..., n, n finite, we call
∑n
i=1 βi exp{−αix}
as exponentially decaying with x. All the error bounds that we provide in this paper can
be put in this form.
2.1 Super-operators
A super-operator T A→B is a map from L(HA) → L(HB). Important classes include com-
pletely positive maps T A→B, which map Pos(HA⊗HR) to Pos(HB⊗HR) for any ancillaR,
and completely positive and trace preserving (cptp) maps which are completely positive
and have an additional property that the trace is preserved.
The Choi-Jamiołkowski representation of amap T A→E is given by ωEA′T ≡T A→E(ΦAA′).
To a completely positive map, we associate a quantity Θ(T ) defined as the negative of the
Rényi old 2-conditional entropy (defined in Section 2.2) and is given by
Θ(T ) ≡ −Hold2 (A′|E)ωEA′T . (1)
Concatenation of two maps, i.e., E followed byD is denoted byD◦E , and with a slight
abuse of notation, for an isometry V and a map E , E ◦ V (ρ) denotes E(V · ρ), and V ◦ E(ρ)
denotes V · E(ρ).
We now define three maps. For σAB ∈ L(HA ⊗ HB), QA(σAB) ≡ |A|TrAσAB(σAB)† −
σB(σB)†. For ρ, σ ∈ Pos(HA), the spectral decomposition σ =
∑νσ
i=1 λiΠi, where λi’s are
all distinct and Πi’s are projectors, a pinching map in the eigenbasis of σ is defined as
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Mσ(ρ) ≡
∑νσ
i=1ΠiρΠi. Let W
A→B, |B| 6 |A|, be a full-rank partial isometry. Then a
compressive map CA→BW is defined as CW (ρA) ≡WρAW † +
[
Tr(1A −W †W )ρA] piB.
Definition 1 (Class-1maps). Amap T A→E is said to be in class-1 if it is completely positive and
for any σ ∈ L(HA), EU‖T (U · σ)‖1 6 ‖σ‖1.
Note that all cptp maps fall under class-1. Another set of completely positive maps
under class-1 are those with Tr T (1A) = |A| (see Lemma 25 for proof). An example of
such a map (taken from Ref. [17]) that we shall use later in the paper is given by
T A→BW (σA) ≡
|A|
|B|(W
A→B · σA), (2)
whereWA→B, |A| > |B|, is a full-rank partial isometry.
2.2 Information-theoretic quantities
The quantum relative entropy from ρ to σ is given byD(ρ‖σ) ≡ Trρ(log ρ− log σ), the von
Neumann entropy of ρA ∈ D(HA) is given by H(A)ρ ≡ −TrρA log ρA. For a tripartite state
ρABC , the conditional entropy of A given B is given by H(A|B)ρ ≡ H(AB)ρ −H(B)ρ, the
conditional mutual information between A and B given C is I(A : B|C)ρ ≡ H(A|C)ρ −
H(A|BC)ρ, and the coherent information is given by I(A〉B)ρ ≡ −H(A|B)ρ. The Rényi
generalizations of the quantum relative entropy can be done in various ways and we
mention two prominent candidates.
Definition 2 (Rényi entropies). For α ∈ (0, 2]\{1}, from ρ to σ, the quasi old α-relative en-
tropy is given by Qoldα (ρ‖σ) ≡ Trρασ1−α, and the quasi sandwiched α-relative entropy (proposed
independently in Refs. [22, 23]) is given by Qsandα (ρ‖σ) ≡ Tr
(
σ
1−α
2α ρσ
1−α
2α
)α
. The Rényi old
(sandwiched) α-relative entropy from ρ to σ is given by
Dold (sand)α (ρ‖σ) ≡
1
α− 1 logQ
old (sand)
α (ρ‖σ), α ∈ (0, 2]\{1}. (3)
We can extend these definitions to include α = 1 by taking limits and we drop the subscript and
the superscript. The Rényi α-conditional entropies of A given B are defined as
H typeα (A|B)ρ ≡ − inf
σB∈D(HB)
Dtypeα (ρ
AB‖1A ⊗ σB) (4)
↓H typeα (A|B)ρ ≡ −Dtypeα (ρAB‖1A ⊗ ρB), (5)
where ‘type’ is ‘old’ or ‘sand’.
It follows fromRefs. [24, 25, 22, 23] that for α ∈ (0, 2]\{1} and a cptpmap E ,Dtypeα (ρ‖σ) >
D
type
α [E(ρ)‖E(σ)].
There are duality relations known for a tripartite pure state ΨABC . One such example
is Hsandα (A|B)Ψ + Hsandα˜ (A|C)Ψ = 0, α˜ = 1/α, α ∈ [0.5, 1) ∪ (1, 2]. See Ref. [26] and
5
references therein for a complete list of duality relations. In the remainder of the paper,
the ‘type’ superscript is dropped, and it implies that the expression holds for either one
and one could pick one’s favorite. For example, Dα(ρ‖σ) denotes either Doldα (ρ‖σ) or
Dsandα (ρ‖σ). Furthermore, while invoking the above duality relations, since there are many
options, we also drop the downarrow superscript from the conditional entropies and
assume that appropriate superscript is implicitly assumed and α˜ is assumed to be an
appropriate function of α depending on the type of conditional entropies involved.
3 Yet another version of the decoupling theorem with a
useful Rényification
In this section, we provide a version of the decoupling theorem where the crucial term in
the exponent is in terms of a Rényi α-information-theoretic quantity for α ∈ (1, 2] instead
of just α = 2 as provided in Ref. [17].
We leverage ideas from the independent works of Dupuis and Hayashi and in partic-
ular Theorem 3.7 in Ref. [17] and Lemma 9.2 in Ref. [3].
Theorem 1. Let ρAR ∈ D(HAR) and T A→E be a class-1 map. Then for α ∈ (1, 2], a random
Unitary U acting on A, we have for any σR ∈ D(HR),
EU
∥∥T (U · ρAR)− ωET ⊗ ρR∥∥1
6 4 exp
{
α− 1
2α
[
log νσR +Dα(ρ
AR‖1A ⊗ σR) + Θ(T )]} . (6)
In particular, for n copies, a random Unitary U acting on An, and a class-1 map T An→E, we have
EU
∥∥T [U · (ρAR)⊗n]− ωET ⊗ (ρR)⊗n∥∥1
6 4 exp
{
α− 1
2α
[
|R| log(n+ 1)− nHα(A|R)ρ +Θ(T )
]}
. (7)
Proof. For a ζ > 0, let ΠAR ≡ {M
1
A⊗σR(ρ
AR) > ζ1A ⊗ σR}, ΠˆAR ≡ 1AR − ΠAR, µ1 ≡
ωET ⊗TrA
{
ΠARρAR
}
, and µ2 ≡ ωET ⊗TrA
{
ΠˆARρAR
}
. Note that µ1+µ2 = ω
E
T ⊗ρR. We now
have
EU
∥∥T (U · ρAR)− ωET ⊗ ρR∥∥1 = EU ∥∥∥T [U · (ΠARρAR)]− µ1 + T [U · (ΠˆARρAR)]− µ2∥∥∥1
6 EU
∥∥T [U · (ΠARρAR)]− µ1∥∥1 + EU ∥∥∥T [U · (ΠˆARρAR)]− µ2∥∥∥1 , (8)
where we have used the triangle inequality.
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We attack the first term.
EU
∥∥T [U · (ΠARρAR)]− µ1∥∥1 6 EU ∥∥T [U · (ΠARρAR)]∥∥1 + ‖µ1‖1 (9)
6 2EU
∥∥T [U · (ΠARρAR)]∥∥
1
(10)
6 2
∥∥ΠARρAR∥∥
1
(11)
6 2ζ
1−α
2 exp
{
α− 1
2
Dα(ρ
AR‖1A ⊗ σR)
}
, (12)
where the first inequality follows from the triangle inequality, the second inequality fol-
lows from the convexity of the trace norm to have
‖µ1‖1 =
∥∥EU {T [U · (ΠARρAR)]}∥∥1 6 EU ∥∥T [U · (ΠARρAR)]∥∥1 , (13)
the third inequality follows from the definition of class-1maps, the fourth inequality fol-
lows from Lemma 28 (proved by Hayashi [3]).
We now attack the second term. Let ∆U ≡ T
[
U · (ΠˆARρAR)
]
− µ2, and θE ∈ D(HE) be
such that Θ(T ) = −Dold2 (ωEA′T ‖θE ⊗ 1A′). We now have
EU
∥∥∆ERU ∥∥1 6 EU√Tr [(θE)−1 ⊗ (σR)−1] ∆U∆†U (14)
6
√
Tr [(θE)−1 ⊗ (σR)−1]EU
{
∆U∆
†
U
}
(15)
6
√√√√ |A|2Tr{(θE)−1TrA′ (ωEA′T )2}Tr{(σR)−1TrA ΠˆAR(ρAR)2ΠˆAR}
|A|2 − 1 (16)
6
√
νσRζ |A|2 exp {Θ(T )}
|A|2 − 1 , (17)
where the first inequality follows since for any matrix Υ and a density matrix κ (with
appropriate dimensions), ‖Υ‖1 ≤
√
Trκ−1ΥΥ†, the second inequality follows from the
concavity of x→√x, the third inequality follows from Lemma 27, and the last inequality
follows from Lemma 29 (proved by Hayashi [3]). We now have
EU
∥∥T (U · ρAR)− ωET ⊗ ρR∥∥1
6 2ζ
1−α
2 exp
{
α− 1
2
Dα(ρ
AR‖1A ⊗ σR)
}
+
√
νσRζ |A|2 exp {Θ(T )}
|A|2 − 1 . (18)
Note that ζ is a free parameter and a convenient upper bound for
min
ζ
(
xζ
1−α
2 + yζ1/2
)
(19)
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is obtained by choosing ζ = (xy−1)
2
α . Making that choice by feeding in appropriate values
of x, y, taking |A|2/(|A|2 − 1) 6 4/3, noting that for α ∈ (1, 2], 21/α(4/3)(α−1)/(2α) 6 2, we
get
EU
∥∥T (U · ρAR)− ωET ⊗ ρR∥∥1
6 4 exp
{
α− 1
2α
[
log νσR +Dα(ρ
AR‖1A ⊗ σR) + Θ(T )
]}
. (20)
Note that this is a convenient upper bound and while one could further optimize the
choice of ζ , for α near 1, the above bound is near the optimal.
For n copies, a randomUnitary overAn, and a class-1map T An→E, using (20), we have
EU
∥∥T [U · (ρAR)⊗n]− ωET ⊗ (ρR)⊗n∥∥1
6 4min
σR
exp
{
α− 1
2α
[
ν(σR)⊗n +Dα
[
(ρAR)⊗n||1An ⊗ (σR)⊗n]+Θ(T )]}
6 4 exp
{
α− 1
2α
[
|R| log(n+ 1)− nHα(A|R)ρ +Θ(T )
]}
, (21)
where the first inequality follows from (20) and making a (possibly suboptimal) choice of
a product state, and the second inequality follows since we have used a convenient upper
bound that for any σR ∈ D(HR), log ν(σR)⊗n 6 |R| log(n+1) (see Theorem 11.1.1 in Ref. [1]
or Lemma 3.7 in Ref. [3]) andwe choose σR to be the one that minimizesDα(ρ
AR‖1A⊗σR).
QED.
We now have the following corollary of Theorem 1.
Corollary 2. For i = 1, ..., K, let T An→Eii be class-1 maps, and ρARii ∈ D(HARi). Then there
exists a Unitary U over An such that for all i = 1, ..., K, and n ∈ N,∥∥Ti [U · (ρARii )⊗n]− ωEiTi ⊗ (ρRii )⊗n∥∥1
6 4K exp
{
α− 1
2α
[
|Ri| log(n+ 1)− nHα(A|Ri)ρi +Θ(Ti)
]}
. (22)
Proof. It follows from Theorem 1 that for all i = 1, ..., K,
EU
∥∥Ti [U · (ρARii )⊗n]− ωEiTi ⊗ (ρRii )⊗n∥∥1
6 4 exp
{
α− 1
2α
[
|Ri| log(n+ 1)− nHα(A|Ri)ρi +Θ(Ti)
]}
. (23)
We now invoke Lemma I.7 in Ref. [17] to arrive at the claim. (Note that Lemma I.7
in Ref. [17] stipulates a multiplying factor of K + 1 instead of K but it can be easily
strengthened.)
It is possible to provide a unified theorem that yields both Theorem 1 and Lemma 9.2
in Ref. [3] as special cases. We do that in Theorem 33 (see Appendix C) and we note that
although we provide this unified theorem, we don’t use it for the protocols treated later
in the paper!
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4 Schumacher compression
Definition 3. A (ρ, error, n) Schumacher compression protocol consists of n copies of ρA (with
a purification ΨAR), Alice applying an encoding cptp map E : An → B, and Bob applying a
decoding cptp map D : B → A˜n such that for ρA˜nRn ≡ DB→A˜n ◦ EAn→B [(ΨAR)⊗n],∥∥∥ρA˜nRn − (ΨA˜R)⊗n∥∥∥
1
6 error. (24)
(log |B|)/n is called the compression rate of the protocol. A real numberRC is called an achiev-
able rate if there exist, for n → ∞, Schumacher compression protocols with compression rate
approachingRC and the error approaching 0.
Theorem 3 (Schumacher, 1995 [27]). The smallest achievable rate for Schumacher compression
is given by H(A)ρ.
We prove the following theorem.
Theorem 4. For any n ∈ N, there exists a (ρ, error, n) Schumacher compression protocol such
that for any δ > 0,
log |B|
n
= |R| log(n+ 1)
n
+Hα˜(A)Ψ + δ. (25)
and the error approaches 0 exponentially in n.
Proof. Consider a full-rank partial isometry WA
n→B, |B| 6 |A|n. Then, using Theorem 1,
there exists a Unitary U over An,∥∥TrB ◦ T An→BW [U · (ΨAR)⊗n]− (ΨR)⊗n∥∥1
6 4 exp
{
α− 1
2α
[
|R| log(n+ 1)− nHα(A|R)Ψ +Θ(TrB ◦ TW )
]}
= 4 exp
{
α− 1
2α
[
|R| log(n+ 1) + nHα˜(A)Ψ − log |B|
]}
≡ εn, (26)
where we have used Θ(TrB ◦ TW ) = − log |B| from Lemma 21. We claim using Lemma 31
that there exists a Unitary V A
n→An such that∥∥W † · T An→BW [U · (ΨAR)⊗n]− V · (ΨAR)⊗n∥∥1 6 Ξ(εn), (27)
and hence, using monotonicity of the trace norm under cptp maps (CW in this case),∥∥T An→BW [U · (ΨAR)⊗n]− CW [V · (ΨAR)⊗n]∥∥1 6 Ξ(εn), (28)
or ∥∥W † · CW [V · (ΨAR)⊗n]−W † · T An→B [U · (ΨAR)⊗n]∥∥1 6 Ξ(εn). (29)
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Define a partial isometryWA
n→B
2 asW2 ≡WV and note that CW2(σAR) = CW (V ·σAR). We
now have ∥∥∥W †2 ·CW2 [(ΨAR)⊗n]− (ΨAR)⊗n∥∥∥
1
=
∥∥V †W † · CW [V · (ΨAR)⊗n]− (ΨAR)⊗n∥∥1 (30)
=
∥∥W † · CW [V · (ΨAR)⊗n]− V · (ΨAR)⊗n∥∥1 (31)
6
∥∥W † · CW [V · (ΨAR)⊗n]−W † · T An→B [U · (ΨAR)⊗n]∥∥1+∥∥W † · T An→B [U · (ΨAR)⊗n]− V · (ΨAR)⊗n∥∥
1
(32)
6 2 Ξ(εn), (33)
wherewe have used the triangle inequality, (27), and (29). It is now clear that Alice applies
CW2 and Bob applies the isometryW †2 . The claim now follows readily.
Remark: This is not the best exponent for this protocol and one can get the exponent that
matches with the classical case (see Prob. 2.15 in Ref. [28]) when specialized and this can
be construed from the treatment in Ref. [3]. Our purpose of stating the above proof is
that the ideas would prove useful for other protocols later in this paper since it is based
on decoupling.
5 Fully quantum Slepian-Wolf (FQSW)
Definition 4. A (Ψ, error, n) FQSW protocol consists of n copies of a pure state |Ψ〉ABR shared
between with Alice (A) and Bob (B), and reference system (R), Alice applying an encoding cptp
map E : An → A1A2, quantum communication across a noiseless quantum channel from Alice to
Bob IA2→B2 , and Bob applying a decoding cptp map D : B2Bn → B1B˜n3Bn3 such that for
ρA1B1B˜
n
3
Bn
3
Rn ≡ DB2Bn→B1B˜n3Bn3 ◦ IA2→B2 ◦ EAn→A1A2 [(ΨABR)⊗n], (34)∥∥∥ρA1B1B˜n3Bn3Rn − ΦA1B1 ⊗ (ΨB˜3B3R)⊗n∥∥∥
1
6 error. (35)
The number (log |A2|)/n is called the quantum communication rate and (log |A1|)/n is called
the entanglement gain rate of the protocol.
A pair of real numbers (RQ,RE) is called an achievable rate pair if there exist, for n→∞,
FQSW protocols with quantum communication rate approaching RQ, entanglement gain rate
approachingRE , and error approaching 0.
The achievable rates are described by the following theorem.
Theorem 5 (Abeyesinghe et al, 2009 [20]). The following rates are achievable for the FQSW:
RQ > 1
2
I(A : R)Ψ and RE < RQ +H(A|R)Ψ. (36)
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Our goal in the remainder of this section is to provide the achievability of the above
rate region with error decaying to 0 exponentially in n.
Theorem 6. For any n ∈ N, there exists a (Ψ, error, n) FQSW protocol for any α ∈ (1, 2], and
δ1, δ2 > 0, such that
log |A2|
n
=
1
2
[
Hα˜(A)Ψ −Hα(A|R)Ψ
]
+ (|B|+ 1)|R| log(n+ 1)
2n
+
δ1 + δ2
2
, (37)
log |A1|
n
=
log |A2|
n
+Hα(A|R)Ψ − |R| log(n+ 1)
n
− δ2, (38)
and the error approaches 0 exponentially in n.
Proof. LetW : An → A1A2 be a full-rank partial isometry with |A1||A2| 6 |A|. Then, using
Corollary 2, we claim that there exists a Unitary U over An such that for α ∈ (1, 2],∥∥TrA1A2 ◦ T An→A1A2W [U · (ΨABR)⊗n]− (ΨBR)⊗n∥∥1
6 8 exp
{
α− 1
2α
[
|B||R| log(n+ 1)− nHα(A|BR)Ψ +Θ(TrA1A2 ◦ TW )
]}
= 8 exp
{
α− 1
2α
[
|B||R| log(n+ 1) + nHα˜(A)Ψ − log |A1||A2|
]}
≡ εn, (39)
and∥∥TrA2 ◦ T An→A1A2W [U · (ΨAR)⊗n]− piA1 ⊗ (ΨR)⊗n∥∥1
6 8 exp
{
α− 1
2α
[
|R| log(n+ 1)− nHα(A|R)Ψ + log |A1||A2|
]}
≡ ϑn. (40)
It follows from (40) and Lemma 31 that there exists an isometry U˜A2B
n→B1B˜n3B
n
3 such that∥∥∥U˜ · {T An→A1A2W [U · (ΨABR)⊗n]}− ΦA1B1 ⊗ (ΨB˜n3Bn3R)⊗n∥∥∥
1
6 Ξ(ϑn). (41)
It follows from (39) and Lemma 31 that there exists a Unitary V A
n→An such that
Ξ(εn) >
∥∥W † · T An→A1A2W [U · (ΨABR)⊗n]− V · (ΨABR)⊗n∥∥1
>
∥∥T An→A1A2W [U · (ΨABR)⊗n]− CW [V · (ΨABR)⊗n]∥∥1
=
∥∥∥U˜ · {T An→A1A2W [U · (ΨABR)⊗n]}− U˜ · {CW [V · (ΨABR)⊗n]}∥∥∥
1
, (42)
where the second inequality follows using the monotonicity and noting that
CW
{
W † · T An→A1A2W
[
U · (ΨABR)⊗n]} = T An→A1A2W [U · (ΨABR)⊗n] , (43)
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and the last equality is true since (U˜)†U˜ = 1A2B
n
. Lastly, we use the triangle inequality,
(41), and (42) to claim that∥∥∥U˜B2Bn→B1B˜n3Bn3 · {IA2→B2 ◦ CW [V · (ΨABR)⊗n]}− ΦA1B1 ⊗ (ΨB˜n3Bn3R)⊗n∥∥∥
1
6 Ξ(εn) + Ξ(ϑn). (44)
It follows that the protocol consists of Alice applying CA→A1A2W ◦ V An , and Bob applies U˜ ,
albeit on B2B
n instead of A2B
n.
It is now clear that if, for α ∈ (1, 2], δ1, δ2 > 0,
log |A1|
n
+
log |A2|
n
= Hα˜(A)Ψ + |B||R| log(n+ 1)
n
+ δ1, (45)
log |A1|
n
− log |A2|
n
= Hα(A|R)Ψ − |R| log(n+ 1)
n
− δ2, (46)
then the error decays exponentially in n to zero.
The claim of the theorem now follows andwe exhaust the entire achievable rate region
as stipulated by Theorem 5.
Note that in view of the trivial protocol where one qubit transmitted across a noiseless
qubit channel from Alice and Bob generates one EPR pair shared by Alice and Bob (the
reverse implication is not true), it makes sense to keep the quantum communication as
small as possible, which is accomplished by making α close to 1, and δ1, δ2 close to 0.
6 Fully quantum reverse Shannon (FQRS)
The following definition is from Ref. [20].
Definition 5. A (Ψ, error, n) FQRS protocol consists of n copies of a pure state |Ψ〉AA′ (both
A and A′ held by Alice), a MES ΦA1B1 shared between Alice (A1) and Bob (B1), a cptp map
NA′→B with Stinespring representation V A′→BEN and |Ψ〉ABE = V A′→BEN |Ψ〉AA
′
, Alice applying
an encoding cptp map E : A′nA1 → A2En, quantum communication across a noiseless quantum
channel from Alice to Bob IA2→B2 , and Bob applying a decoding cptp map D : B1B2 → Bn such
that for
ρA
nBnEn ≡ DB1B2→Bn ◦ IA2→B2 ◦ EA′nA1→A2En[(ΨAA′)⊗n ⊗ ΦA1B1 ], (47)∥∥ρAnBnEn − (ΨABE)⊗n∥∥
1
6 error. (48)
The number (log |B2|)/n is called the quantum communication rate and (log |B1|)/n is called
the entanglement consumption rate of the protocol.
A pair of real numbers (RQ,RE) is called an achievable rate pair if there exist, for n→∞,
FQRS protocols with quantum communication rate approachingRQ, entanglement consumption
rate approachingRE , and error approaching 0.
The achievable rates are described by the following theorem.
12
Theorem 7 (Abeyesinghe et al, 2009 [20]). The following rates are achievable for the FQRS:
RQ > 1
2
I(A : B)Ψ and RE < RQ +H(B|A)Ψ. (49)
We now provide the random coding exponents for the achievability of this protocol.
Theorem 8. For any n ∈ N, there exists a (Ψ, error, n) FQRS protocol for any α ∈ (1, 2],
δ1, δ2 > 0, such that
log |B2|
n
=
1
2
[Hα˜(B)Ψ −Hα(B|A)Ψ] + (|E|+ 1)|A| log(n + 1)
n
+
δ1 + δ2
2
, (50)
log |B1|
n
=
log |B2|
n
+Hα(B|A)Ψ − |A| log(n+ 1)
n
− δ2, (51)
and the error approaches 0 exponentially in n.
Proof. We note the insightful observation in Refs. [29, 20] that FQRS can be implemented
using ideas from FQSW.
Let WB
n→B1B2 , |B1||B2| 6 |B|n, be a full-rank partial isometry. Then, using Corollary
2, we claim that there exists a Unitary U over Bn such that for α ∈ (1, 2],∥∥TrB1B2 ◦ T Bn→B1B2W [U · (ΨABE)⊗n]− (ΨAE)⊗n∥∥1
6 8 exp
{
α− 1
2α
[
|A||E| log(n + 1)− nHα(B|AE)Ψ +Θ(TrB1B2 ◦ TW )
]}
= 8 exp
{
α− 1
2α
[
|A||E| log(n+ 1) + nHα˜(B)Ψ − log |B1||B2|
]}
≡ εn, (52)
and∥∥TrB2 ◦ T Bn→B1B2W [U · (ΨAB)⊗n]− piB1 ⊗ (ΨA)⊗n∥∥1
6 8 exp
{
α− 1
2α
[
|A| log(n+ 1)− nHα(B|A)Ψ + log |B1||B2|
]}
≡ ϑn. (53)
Using (53) and Lemma 31, we claim that there exists an isometry U˜B2E
n→A1B˜nE˜n such that∥∥∥U˜ · T Bn→B1B2W [U · (ΨABE)⊗n]− ΦA1B1 ⊗ (ΨAB˜E˜)⊗n∥∥∥
1
6 Ξ(ϑn). (54)
Using the compressive map CU˜† : A1B˜nE˜n → A2En, (54), and monotonicity, we get∥∥∥W † · T Bn→B1A2W [U · (ΨAB)⊗n]−W † · CU˜† [ΦA1B1 ⊗ (ΨAB˜E˜)⊗n]∥∥∥
1
6 Ξ(ϑn). (55)
Using (52) and Lemma 31, we claim that there exists a Unitary V over Bn such that∥∥W † · T Bn→B1B2W [U · (ΨABE)⊗n]− V · (ΨABE)⊗n∥∥1 6 Ξ(εn). (56)
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Using the triangle inequality, (55), and (56), we now have∥∥∥(V †W †) ◦ IA2→B2 ◦ CU˜† [ΦA1B1 ⊗ (ΨAB˜E˜)⊗n]− (ΨABE)⊗n∥∥∥
1
6 Ξ(εn) + Ξ(ϑn). (57)
Hence, the FQRS protocol consists of Alice applying
EA′nA1→A2En = CA1B˜nE˜n→A2En
U˜†
◦
(
V A
′→B˜E˜
N
)⊗n
, (58)
and Bob applying DB1B2→Bn = V †W †. The claim now follows readily.
7 Quantum state merging (QSM)
Definition 6. A (Ψ, error, n) QSM protocol consists of n copies of a pure state |Ψ〉ABR shared
between Alice (A), Bob (B), and reference (R) inaccessible to both Alice and Bob, a MES ΦA0B0
shared between Alice (A0) and Bob (B0), and a local operation and classical communication (locc)
quantum operationM : AnA0 ⊗ BnB0 → A1 ⊗ B1B˜n2Bn2 such that for
ρA1B1B˜
n
2
Bn
2
Rn ≡M [(ΨABR)⊗n ⊗ ΦA0B0] , (59)∥∥∥ρA1B1B˜n2Bn2Rn − ΦA1B1 ⊗ΨB˜n2Bn2Rn∥∥∥ 6 error, (60)
whereΦA1B1 is aMES shared between Alice (A1) and Bob (B1). The number (log |A0|−log |A1|)/n
is called the entanglement rate of the protocol. A real numberRE is called an achievable rate
if there exist, for n→∞, QSM protocols of rate approachingRE and error approaching 0.
The achievable rate is given in the next theorem.
Theorem 9 (Horodecki et al, 2005 [30]). The following rates are achievable:
RE > H(A|B)Ψ. (61)
Furthermore, there exists a QSM protocol that achieves this merging cost using one-way locc with
a classical communication cost of I(A : R)Ψ per input copy.
We prove the following.
Theorem 10. For any n ∈ N, there exists a (Ψ, error, n) QSM protocol using one-way locc for
arbitrary δ1, δ2 > 0, α ∈ (1, 2], such that
log |A0| − log |A1|
n
= Hα˜(A|B)Ψ + |R| log(n + 1)
n
+ δ1, (62)
and a classical communication cost of at most
Hα˜(A)Ψ −Hα(A|R)Ψ + (|B|+ 1)|R| log(n+ 1) + 2
n
+ δ1 + δ2, (63)
with the error approaching 0 exponentially in n.
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Proof. Our line of attack is similar to that in Ref. [30], Corollary 3.11 in Ref. [17], and
Theorem 5.2 in Ref. [21].
Let WA
n→E, |E| 6 |A|n, be a full-rank partial isometry. Let ζ ≡ |E||A0|
|A1|
, J ≡ ⌈ζ⌉, and
let MEA0→A1x , x = 1, ..., J , |A1| 6 |A0||E|, be a set of measurement operators such that∑J
x=1M
†
xMx = 1
EA0 , where each Mx (except possibly when x = J) is a full-rank partial
isometry.
For any orthonormal basis {|x〉X}, x = 1, ..., J , we define
EEA0→XA1(σEA0) ≡
J∑
x=1
|x〉 〈x|X ⊗ (Mx · σEA0) (64)
ωXA1 ≡ EEA0→XA1 ◦ T An→EW
(
piA
nA0
)
. (65)
We have
ωXA1 = EEA0→XA1 (piEA0) (66)
=
1
ζ
J∑
x=1
|x〉 〈x|X ⊗ piA1 − |J〉 〈J |X ⊗ P
A1
|E||A0| (67)
=
J
ζ
piXA1 − |J〉 〈J |X ⊗ P
A1
|E||A0| , (68)
where PA1 is a projector with rank < A1. Note that∥∥ωXA1 − piXA1∥∥
1
6
∥∥∥∥(Jζ − 1
)
piXA1
∥∥∥∥
1
+
∥∥∥∥ PA1|E||A0|
∥∥∥∥
1
<
(
J
ζ
− 1
)
+
1
ζ
<
2
ζ
, (69)
where the first inequality follows from the triangle inequality, the second one fromTrPA1 <
|A1|, and the third one from J − ζ < 1.
Invoking Corollary 2, we first claim that there exists a Unitary UA
nA0 such that for any
α ∈ (1, 2],∥∥EAnA0→A1X ◦ T An→EW {UAnA0 · [(ΨAR)⊗n ⊗ piA0)]}− ωA1X ⊗ (ΨR)⊗n∥∥1
6 8 exp
{
α− 1
2α
[
|R| log(n + 1)−Hα(AnA0|Rn)Ψ⊗n +Θ(E ◦ TW )
]}
6 8 exp
{
α− 1
2α
[
|R| log(n+ 1) + nHα˜(A|B)Ψ − (log |A0| − log |A1|)
]}
≡ ϑn, (70)
(where in the second inequality, we have used −Hα(AnA0|Rn)Ψ⊗n = −nHα(A|R)Ψ −
log |A0| = nHα˜(A|B)Ψ − log |A0|, and, from Lemma 22, Θ(E ◦ TW ) 6 log |A1|) and∥∥TrEA0 ◦ T An→EW {UAnA0 · [(ΨABR)⊗n ⊗ ΦA0B0]}− (ΨBR)⊗n ⊗ piB0∥∥1
6 8 exp
{
α− 1
2α
[
|B||R| log(n+ 1)−Hα(AnA0|BnRnB0)Ψ⊗n⊗Φ − log(|A0||E|)
]}
6 8 exp
{
α− 1
2α
[
|B||R| log(n+ 1) + nHα˜(A)Ψ − log |E|
]}
≡ εn, (71)
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where in the first inequality, we have used ν(ΨBR)⊗n⊗piB0 = ν(ΨBR)⊗n , and the second in-
equality follows from
−Hα(AnA0|BnRnB0)Ψ⊗n⊗Φ − log(|A0||E|)
6 −Hα(An|BnRn)Ψ⊗n −Hα(A0|B0)Φ − log(|A0||E|) = nHα˜(A)Ψ − log |E|. (72)
(71) implies using Lemma 31 that there exists a Unitary V A
nA0→AnA0 such that∥∥W † · T An→EW {UAnA0 · [(ΨABR)⊗n ⊗ ΦA0B0]}− V AnA0→AnA0 · (ΨABR)⊗n ⊗ ΦA0B0∥∥1
6 Ξ(εn), (73)
and, using monotonicity, this implies that∥∥T An→EW {UAnA0 · [(ΨABR)⊗n ⊗ ΦA0B0]}− CW [V · (ΨABR)⊗n ⊗ ΦA0B0]∥∥1 6 Ξ(εn). (74)
We now have∥∥EEA0→A1X ◦ T An→EW [U · (ΨAR)⊗n ⊗ piA0]− piA1X ⊗ (ΨR)⊗n∥∥1
6
∥∥EEA0→A1X ◦ T An→EW [U · (ΨAR)⊗n ⊗ piA0]− ωA1X ⊗ (ΨR)⊗n∥∥1
+
∥∥ωA1X ⊗ (ΨR)⊗n − piA1X ⊗ (ΨR)⊗n∥∥
1
6 ϑn +
2
ζ
≡ βn, (75)
where the first inequality follows from the triangle inequality, and in the second inequal-
ity, the first term is upper bounded using (70), and the last term by using (69). Let
ξA1B
nB0Rn
x ≡
J |A|n
|E| (MxWU) · (Ψ
ABR)⊗n ⊗ ΦA0B0 (76)
σXA1B
nB0Rn ≡ EEA0→A1X ◦ T An→EW
[
U · (ΨABR)⊗n ⊗ ΦA0B0]
=
J∑
x=1
1
J
|x〉 〈x|X ⊗ ξA1BnB0Rnx . (77)
Note that ξA1B
nB0Rn
x is a pure state for all x. Let ε
′
x ≡
∥∥ξA1Rnx − piA1 ⊗ (ΨR)⊗n∥∥1. We now
have
βn >
∥∥σXA1Rn − piA1X ⊗ (ΨR)⊗n∥∥
1
=
J∑
x=1
ε′x
J
. (78)
From Lemma 31, let V
BnB0→B1B˜n2B
n
2
x be an isometry such that∥∥∥V BnB0→B1B˜n2Bn2x · ξA1BnB0Rnx − ΦA1B1 ⊗ (ΨB˜2B2R)⊗n∥∥∥
1
6 Ξ(ε′x). (79)
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Define a cptp map
DXBnB0→B1B˜n2Bn2
(
J∑
x=1
|x〉 〈x|X ⊗ΥBnB0x
)
≡
J∑
x=1
(Vx ·ΥBnB0x ). (80)
We now have∥∥∥D ◦ E ◦ TW [U · (ΨABR)⊗n ⊗ ΦA0B0]− ΦA1B1 ⊗ (ΨB˜2B2R)⊗n∥∥∥
1
(81)
=
∥∥∥∥∥
J∑
x=1
1
J
V B
nB0→B1B˜n2B
n
2
x · ξA1B
nB0Rn
x − ΦA1B1 ⊗ (ΨB˜2B2R)⊗n
∥∥∥∥∥
1
(82)
6
J∑
x=1
1
J
∥∥∥V BnB0→B1B˜n2Bn2x · ξA1BnB0Rnx − ΦA1B1 ⊗ (ΨB˜2B2R)⊗n∥∥∥
1
(83)
6
J∑
x=1
1
J
Ξ(ε′x) (84)
6
J∑
x=1
1
J
[
2
√
ε′x +
√
2(ε′x)
3/4 + ε′x
]
(85)
6 2
√√√√ J∑
x=1
ε′x
J
+
√
2
(
J∑
x=1
ε′x
J
)3/4
+
J∑
x=1
ε′x
J
(86)
6 2
√
βn +
√
2(βn)
3/4 + βn, (87)
where the first inequality follows from the convexity of the trace norm, the second in-
equality follows from (79), the third inequality follows since
Ξ(ε) =
√
ε(2 + ε+ 2
√
1 + ε) 6 2
√
ε+
√
2(ε)3/4 + ε, (88)
and the fourth inequality from the concavity of x 7→ xy, y ∈ [0, 1], and the last inequality
follows from (78). Using (74) and the triangle inequality, we have∥∥∥D ◦ E ◦ CW [V · (ΨABR)⊗n ⊗ ΦA0B0]− ΦA1B1 ⊗ (ΨB˜2B2R)⊗n∥∥∥
1
6 Ξ(εn) + 2
√
βn +
√
2(βn)
3/4 + βn. (89)
Alice performs EAnA0→A1X ◦ CW ◦ V and Bob performs DXB0Bn→B1B˜n2Bn2 . Note that J =
⌈ |E||A0||A1| ⌉ 6 max{1,
2|E||A0|
|A1|
}, determines the classical communication cost. We have now
shown the existence of a state merging protocol using one-way locc for arbitrary δ1, δ2 > 0,
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α ∈ (1, 2], with
1
n
log
|A0|
|A1| = Hα˜(A|B)Ψ + |R|
log(n+ 1)
n
+ δ1 (90)
log |E|
n
= Hα˜(A)Ψ + |B||R| log(n + 1)
n
+ δ2 (91)
log J
n
6 Hα˜(A)Ψ −Hα(A|R)Ψ + (|B|+ 1)|R| log(n+ 1) + 1
n
+ δ1 + δ2 (92)
that has the error converging to 0 exponentially in n.
8 Entanglement-assistedquantum communicationwith side
information at the transmitter (Father with side informa-
tion at the transmitter)
The definitions are directly from Ref. [17].
Definition 7. Let NA′S→B be a cptp map with Stinespring dilation V A′S→BEN and |Υ〉SS
′
be a
pure state. Then the transmitter encodes its information contained in ρA1R ∈ D(HA1R) using a
cptp map EA1S′→A′ , and the output of the channel is ρBR = NA′S→B ◦ EA1S′→A′(ρA1R ⊗ ΥSS′).
We denote this channel by {NA′S→B, |Υ〉SS′}.
Definition 8. A ({N , |Υ〉}, error, n) father protocol with side information at the transmitter con-
sists of n copies of two MES ΦA0R and ΦA1B1 , where Alice has A0, A1, Bob has B1, and the
reference R is inaccessible to both Alice and Bob, Alice applying an encoding map EAn0An1S′n→A′n
to (ΦA0R ⊗ ΦA1B1 ⊗ ΥSS′)⊗n, n uses of the channel with side information at the transmitter
{NA′S→B, |Υ〉SS′}, and Bob applying a decoding map DBnBn1→Bn2 such that for
ρB
n
2
Rn ≡ DBnBn1→Bn2 ◦ (NA′S→B)⊗n ◦ EAn0An1S′n→A′n(ΦA0R ⊗ ΦA1B1 ⊗ΥSS′)⊗n, (93)∥∥ρBn2 Rn − (ΦB2R)⊗n∥∥
1
6 error. (94)
The number log |B1| is called the entanglement rate of the protocol and log |R| is called the
quantum communication rate of the protocol.
A pair of real numbers (RQ,RE) is called an achievable rate pair if there exist, for n→∞,
protocols with quantum communication rate approaching RQ, entanglement gain rate approach-
ingRE , and error approaching 0.
The achievable rates are described by the following theorem.
Theorem 11 (Dupuis, 2009 [17]). Let |Ψ〉CAA′S be a pure state withHA = HR⊗HB1 such that
ΨS = ΥS , and |Ψ〉CABE = V A′S→BEN |Ψ〉CAA
′S . The following rates are achievable:
RQ +RE < H(A|S)Ψ (95)
RQ −RE < −H(A|B)Ψ. (96)
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We now have the following theorem.
Theorem 12. For any n ∈ N, and Ψ as defined in Theorem 11, there exists a ({N , |Υ〉}, error, n)
Father protocol with side information at the transmitter such that for any α ∈ (1, 2] and δ1, δ2 > 0,
log |R|+ log |B1| = Hα(A|S)Ψ − |S| log(n+ 1)
n
− δ1 (97)
log |R| − log |B1| = −Hα˜(A|B)Ψ − |C||E| log(n+ 1)
n
− δ2, (98)
and the error approaches 0 exponentially in n.
Proof. We first claim using Corollary 2 that there exists a Unitary U on RnBn1 such that∥∥∥TrBn
1
[
U · (ΨCRB1E)⊗n]− (piR ⊗ΨCE)⊗n∥∥∥
1
6 8 exp
{
α− 1
2α
[
|C||E| log(n+ 1)− nHα(A|CE)Ψ + n log |R||B1|
]}
= 8 exp
{
α− 1
2α
[
|C||E| log(n+ 1) + nHα˜(A|B)Ψ + n log |R||B1|
]}
≡ εn, (99)
and∥∥U · (ΨRB1S)⊗n − (piRB1)⊗n ⊗ (ΥS)⊗n∥∥
1
=
∥∥U · (ΨRB1S)⊗n − (piRB1)⊗n ⊗ (ΨS)⊗n∥∥
1
6 8 exp
{
α− 1
2α
[
|S| log(n+ 1)− nHα(A|S)Ψ + n log(|R||B1|)
]}
≡ ϑn, (100)
where in (100), we have usedΨS = ΥS , and it follows from (100) and Lemma 31 that there
exists an isometry V
An
0
An
1
S′n→A′nCn
1 such that∥∥∥U · (ΨCRB1A′S)⊗n − V An0An1S′n→A′nCn1 · (ΦA0R ⊗ ΦA1B1 ⊗ΥS′S)⊗n∥∥∥
1
6 2
√
ϑn. (101)
Using the triangle inequality, (99), (101), and monotonicity, we have∥∥∥TrBn
1
Bn
{[
(VN )
⊗nV
An
0
An
1
S′n→A′nCn
1
]
· (ΦA0R ⊗ ΦA1B1 ⊗ΥS′S)⊗n
}
− (piR ⊗ΨCE)⊗n∥∥∥
1
6 εn + 2
√
ϑn. (102)
Hence there exists an isometry V
Bn
1
Bn→Bn
2
A˜nB˜n
2 such that for some purifications Φ
RB2 and
ΨA˜B˜CE of piR and ΨCE respectively, we have∥∥∥[V Bn1Bn→Bn2 A˜nB˜n2 (VN )⊗nV A0A1→A′n1 ] · (ΦA0R ⊗ ΦA1B1 ⊗ΥS′S)⊗n − (ΦRB2 ⊗ΨA˜B˜CE)⊗n∥∥∥
1
6 2
√
εn + 2
√
ϑn (103)
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and hence,∥∥∥TrA˜nB˜nCn {V2 · (N )⊗n [V1 · (ΦA0R ⊗ ΦA1B1 ⊗ΥS′S)⊗n]}− (ΦRB2)⊗n∥∥∥
1
=
∥∥∥TrA˜nB˜nCnEn {[V2(VN )⊗nV1] · (ΦA0R ⊗ ΦA1B1 ⊗ΥS′S)⊗n}− (ΦRB2)⊗n∥∥∥
1
6 2
√
εn + 2
√
ϑn. (104)
It is now clear that Alice just applies TrCn ◦ V A
n
0
An
1
S′n→A′nCn
1 and Bob applies TrA˜nB˜n ◦
V
Bn
1
Bn→Bn
2
A˜nB˜n
2 . The claim now follows readily.
We now have the following corollary to obtain the regularized expressions by addi-
tional blocking.
Corollary 13. For anym,n ∈ N, a pure stateΨCAA′mSm withHA = HR⊗HB1 such thatΨSm =
(ΥS)⊗m and |Ψ〉CABmEm = (V A′S→BEN )⊗m |Ψ〉CAA
′mSm , there exists a ({N , |Υ〉}, error, mn) Fa-
ther protocol with side information at the transmitter such that for any α ∈ (1, 2] and δ1, δ2 > 0,
log |R|
m
+
log |B1|
m
=
Hα(A|Sm)Ψ
m
− |S| log(mn + 1)
mn
− δ1 (105)
log |R|
m
− log |B1|
m
= −Hα˜(A|B
m)Ψ
m
− |C||E|m log(n+ 1)
mn
− δ2, (106)
and the error approaches 0 exponentially inmn.
We omit the proof. Rather than blindly applying Theorem 12, we need to use
ν(ΥS)⊗mn 6 (mn + 1)
|S|. The number m serves two purposes. Firstly, it enables a better
approximation to the optimal rates, and, secondly, it allows for finer approximation to
the Rényi quantities through the choices of |R| and |B1|.
Note that by choosing |B1| = 1, we get entanglement-unassisted quantum communi-
cation as a special case of the above and for any α ∈ (1, 2] and δ1, δ2 > 0, the rate is given
by
log |R|
m
= min
{Hα(A|Sm)Ψ
m
− |S| log(mn + 1)
mn
− δ1,
− Hα˜(A|B
m)Ψ
m
− |C||E|m log(n + 1)
mn
− δ2
}
. (107)
AssumingHα(A|Sm)Ψ > −Hα˜(A|Bm)Ψ, the rate for quantum communication assisted
by unlimited entanglement for any α ∈ (1, 2] and δ > 0 is given by
log |R|
m
=
Hα(A|Sm)Ψ −Hα˜(A|Bm)Ψ
2m
− |S| log(mn + 1) + |C||E|
m log(n + 1)
2mn
− δ. (108)
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Definition 9. A ({N , |Υ〉}, error, n) entanglement-assisted classical communication pro-
tocol with side information at the transmitter consists of n copies of an MES ΦA2B2 , where Alice
has A2 and Bob has B2, Alice having a random variable X uniformly distributed over a set X
that models the information, Alice applying an encoding map EAn2S′n→A′nx , x ∈ X , if X = x, n
uses of the channel with side information at the transmitter (NA′S→B, |Υ〉SS′), and Bob applying
a POVM (positive operator-valued measure) {ΛBnBn2x′ , x′ ∈ X}, such that for
Pr{x′|x} ≡ TrΛBnBn2x′
[
(NA′S→B)⊗n ◦ EAn2→A′nx (ΦA2B2 ⊗ΥSS
′
)⊗n
]
, (109)
1
|X |
∑
x
(1− Pr{x|x}) 6 error. (110)
The number (log |X |)/n is called the classical communication rate of the protocol.
A real number RC is called an achievable rate if there exist, for n → ∞, any choice of |A2|,
protocols with classical communication rate approachingRC and error approaching 0.
Note that the capacity for this protocol was obtained in Ref. [17]. We now provide the
random coding exponents for the entanglement-assisted classical communication.
Corollary 14. For anym,n ∈ N, a pure stateΨCAA′mSm withHA = HR⊗HB1 such thatΨSm =
(ΥS)⊗m and |Ψ〉CABmEm = (V A′S→BEN )⊗m |Ψ〉CAA
′mSm , there exists a ({N , |Υ〉}, error, mn)
entanglement-assisted classical communication protocol with side information at the trans-
mitter such that for any α ∈ (1, 2] and δ > 0, the rate per channel use is given by
log |X |
mn
=
Hα(A|Sm)Ψ
m
− Hα˜(A|B
m)Ψ
m
− |S| log(mn + 1)
mn
− |C||E|m log(n + 1)
mn
− δ, (111)
and the error approaches 0 exponentially inmn.
Proof. We follow the well-understood strategy to encapsulate the entanglement-assisted
quantum communication protocol in the qudit superdense coding protocol. We follow
the notation in Definition 8. LetHA2 = HA0 ⊗HA1 andHB2 = HR ⊗HB1 . Alice has access
to A0, A1 and Bob has access to R,B1. Let Vi ∈ U(Rn) such that TrV †i Vj = |R|nδi,j . Alice
chooses |X | = |R|2n, and, forX = x, Alice applies Vx over Rn on (ΦA0R)⊗n (Alice does this
by exploiting the Schmidt symmetry) and passes that MES as input to the father protocol
that uses the channel m × n times. At the end of the father protocol, we have a state
ρ
Bmn
1
Rmn
x such that ∥∥ρBmn1 Rmnx − Vx · (ΦB1R)⊗mn∥∥1 6 βmn, (112)
where βmn = 2
√
εm,n + 2
√
ϑm,n, and
εm,n = 8 exp
{
α− 1
2α
[
|C||E|m log(n+ 1) + nHα˜(A|Bm)Ψ + n log |R||B1|
]}
, (113)
ϑm,n = 8 exp
{
α− 1
2α
[
|S| log(mn+ 1)− nHα(A|Sm)Ψ + n log(|R||B1|)
]}
, (114)
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and for appropriately chosen |R| and |B1| as per (105) and (106), βmn decays exponentially
inmn. Bob now applies the POVM given by {Vx′ · (ΦB2R)⊗mn}, x′ ∈ X , and
Pr{x|x} = TrρBmn2 Rmnx
[
Vx · (ΦB2R)⊗mn
]
= F
[
ρB
mn
2
Rmn
x , Vx · (ΦB2R)⊗mn
]2 ≥ 1−βmn, (115)
where the inequality follows from the Fuchs-van de Graaf inequalities between trace dis-
tance and Fidelity [31] and in particular Corollary 9.3.2 in Ref. [5], and hence, the error of
the protocol is upper bounded by βmn. Lastly, it is easy to show that a cptp map followed
by a POVM can be implement just by a suitably chosen POVM, and hence, the decoder of
the father protocol and the POVM of the superdense coding protocol can be implemented
by a POVM. The claim now follows readily.
9 Quantum state redistribution (QSR)
Definition 10. A (Ψ, error, n) QSR protocol consists of n copies of a pure state |Ψ〉ACBR shared
between with Alice (A and C), Bob (B), and the reference (R) unavailable to both Alice and Bob, a
MES ΦA1B1 shared between Alice (A1) and Bob (B1), Alice applying E : A1CnAn → C2C3A˜n, a
quantum communication across a noiseless quantum channel from Alice to Bob IC3→B˜, and Bob
applying D : B1B˜Bn → B2B˜n3Bn3 such that for
ρC2B2A˜
nB˜n
3
Bn
3
Rn ≡ DB1B˜Bn→B2B˜n3Bn3 ◦ IC3→B˜ ◦ EA1CnAn→C2C3A˜n [(ΨACBR)⊗n ⊗ ΦA1B1 ], (116)∥∥∥ρC2B2A˜nB˜n3Bn3Rn − ΦC2B2 ⊗ (ΨA˜B˜3B3R)⊗n∥∥∥
1
6 error. (117)
The number (log |C3|)/n is called the quantum communication rate and
(log |B1| − log |C2|)/n is called the entanglement cost rate of the protocol.
A pair of real numbers (RQ,RE) is called an achievable rate pair if there exist, for n →
∞, QSR protocols with quantum communication rate approaching RQ, entanglement cost rate
approachingRE , and error approaching 0.
The achievable rates are described by the following theorem.
Theorem 15 (Devetak and Yard, 2008 [32]). The following rates are achievable for the QSR
protocol:
RQ > 1
2
I(C : R|B)Ψ and RQ +RE > H(C|B)Ψ. (118)
Our goal in the remainder of this section is to provide the random coding exponents
for the achievability of this protocol.
Theorem 16. For any n ∈ N, there exists a (Ψ, error, n) QSR protocol for any α ∈ (1, 2],
δ1, δ2 > 0, such that
log |C3|
n
=
1
2
[Hα˜(C|B)Ψ −Hα(C|BR)Ψ] + (|A|+ |B|)|R| log(n+ 1)
2n
+
δ1 + δ2
2
, (119)
1
n
log
|C3||B1|
|C2| = Hα˜(C|B)Ψ + |A||R|
log(n + 1)
n
+ δ2, (120)
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and the error approaches 0 exponentially in n.
Proof. Our line of attack is similar to that in Ref. [33]. LetWC
n→B1C2C3 , |B1||C2||C3| 6 |C|n,
be a full-rank partial isometry. Then we can claim using Corollary 2 that for any α ∈ (1, 2],
there exists a Unitary UC
n
such that∥∥∥TrC2C3 ◦ T Cn→B1C2C3W [UCn · (ΨCBR)⊗n]− piB1 ⊗ (ΨBR)⊗n∥∥∥
1
6 8 exp
{
α− 1
2α
[
|B||R| log(n + 1)− nHα(C|BR)Ψ + log |B1||C2||C3|
]}
≡ εn, (121)
and∥∥∥TrB1C3 ◦ T Cn→B1C2C3W [UCn · (ΨA˜CR)⊗n]− piC2 ⊗ (ΨA˜R)⊗n∥∥∥
1
6 8 exp
{
α− 1
2α
[
|A||R| log(n+ 1)− nHα(C|AR)Ψ + log |C2||B1||C3|
]}
= 8 exp
{
α− 1
2α
[
|A||R| log(n+ 1) + nHα˜(C|B)Ψ + log |C2||B1||C3|
]}
≡ ϑn. (122)
Using (121), we claim that there exists an isometry V C2C3A˜
n→A1AnCn
1 such that∥∥∥V1 · TW [UCn · (ΨA˜CBR)⊗n]− ΦA1B1 ⊗ (ΨACBR)⊗n∥∥∥
1
6 Ξ(εn), (123)
and hence, using the compressive map CV †
1
: A1A
nCn → C2C3A˜n, we have∥∥∥CV †
1
[
ΦA1B1 ⊗ (ΨACBR)⊗n]− TW[UCn · (ΨA˜CBR)⊗n]∥∥∥
1
6 Ξ(εn). (124)
Using (122), we claim that there exists an isometry V
B1B˜Bn→B2B˜n3B
n
3
2 such that∥∥∥V2 · I ◦ TW [UCn · (ΨA˜CBR)⊗n]− ΦC2B2 ⊗ (ΨA˜B˜3B3R)⊗n∥∥∥
1
6 Ξ(ϑn). (125)
Using monotonicity and triangle inequality, we now have∥∥∥V2 · I ◦ CV †
1
[
ΦA1B1 ⊗ (ΨACBR)⊗n]− ΦC2B2 ⊗ (ΨA˜B˜3B3R)⊗n∥∥∥
1
6 Ξ(εn) + Ξ(ϑn). (126)
Hence, Alice’s operation is CA1AnCn→C2C3A˜n
V †
1
and Bob’s operation is V
B1B˜Bn→B2B˜n3B
n
3
2 . The
claim now follows readily.
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10 Quantum communication across Broadcast Channels
(QCBC)
Definition 11. A (N , error, n)QCBC protocol consists of n copies of four MES |Φ〉S1R1 , |Φ〉A1B1 ,
|Φ〉S2R2 , and |Φ〉A2B2 , where Alice has S1, S2, A1, A2, Bob 1 has B1, Bob 2 has B2, and the
references (R1 and R2) are inaccessible to both Alice and Bob, Alice applying the encoding map
EAn1Sn1An2Sn2→A′n , n uses of a quantum broadcast channel fromAlice to Bob 1 and 2,NA′→C1C2 (with
Stinespring dilation V A
′→C1C2E
N ), and local quantum operations by BobsDB
n
i C
n
i →S˜
n
i
i , i = 1, 2, such
that for
ρS˜
n
1
Rn
1
S˜n
2
Rn
2 ≡
(
DBn1 Cn1→S˜n11 ◦ DB
n
2
Cn
2
→S˜n
2
2
)
◦ (NA′→C1C2)⊗n
◦ EAn1Sn1 An2Sn2→A′n [(ΦS1R1 ⊗ ΦA1B1 ⊗ ΦS2R2 ⊗ ΦA2B2)⊗n] , (127)∥∥∥ρS˜n1Rn1 S˜n2 Rn2 − (ΦS˜1R1 ⊗ ΦS˜2R2)⊗n∥∥∥
1
6 error. (128)
For i = 1, 2, the numbers log |Ri| are the quantum communication rates and log |Bi| are the
entanglement consumption rates of the protocol.
A vector of real numbers (RQ,1,RQ,2,RE,1,RE2) is called an achievable rate vector if there
exist, for n→∞, QCBC protocols with quantum communication rates approachingRQ,i, entan-
glement consumption rates approachingRE,i, i = 1, 2, and error approaching 0.
Theorem 17 (Dupuis, 2009 [17]). Let |Ψ〉G1G2A′D be any pure state with |Ψ〉G1G2C1C2ED =
V A
′→C1C2E
N |Ψ〉G1G2A
′D. The following rates are achievable:
log |R1|+ log |B1| < H(G1)Ψ (129)
log |R2|+ log |B2| < H(G2)Ψ (130)
log |R1|+ log |B1|+ log |R2|+ log |B2| < H(G1G2)Ψ (131)
log |R1| − log |B1| < I(G1〉C1)Ψ (132)
log |R2| − log |B2| < I(G2〉C2)Ψ. (133)
We follow the line of attack in Ref. [17] that we need to show the following theorem,
which would yield Theorem 17. The regularized expressions can be obtained by addi-
tional blocking.
Theorem 18. For any n ∈ N, |Ψ〉G1G2A′D and |Ψ〉G1G2C1C2ED the states defined in Theorem 17,
there exists a (N , error, n) QCBC protocol such that for any α ∈ (1, 2], δ1, δ2, δ3, δ4 > 0,
log |R1|+ log |B1| = Hα(G1|G2)Ψ − |G2| log(n+ 1)
n
− δ1 (134)
log |R1| − log |B1| = −Hα˜(G1|C1)Ψ − |G2C2ED| log(n+ 1)
n
− δ2 (135)
log |R2|+ log |B2| = Hα(G2)Ψ − δ3 (136)
log |R2| − log |B2| = −Hα˜(G2|C2)Ψ − |G1C1ED| log(n+ 1)
n
− δ4 (137)
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and the error approaches 0 exponentially in n.
Proof. LetW
Gni→R
n
i B
n
i
i , |Gi|n > |Ri|n|Bi|n, i = 1, 2, be full-rank partial isometries. Define:
εn,1 ≡ 20 exp
{
α− 1
2α
[
|G2| log(n + 1)− nHα(G1|G2)Ψ + n log |R1||B1|
]}
(138)
εn,2 ≡ 20 exp
{
α− 1
2α
[
|G2C2ED| log(n+ 1)− nHα(G1|G2C2ED)Ψ + n log |R1||B1|
]}
(139)
εn,3 ≡ 20 exp
{
α− 1
2α
[
− nHα(G2)Ψ + n log(|R2||B2|)
]}
(140)
εn,4 ≡ 20 exp
{
α− 1
2α
[
|G1C1ED| log(n+ 1)− nHα(G2|G1C1ED)Ψ + n log |R2||B2|
]}
(141)
εn,5 ≡ 20 exp
{
α− 1
2α
[−nHα(G2)Ψ − n log |G2|]
}
. (142)
For i = 1, 2, let Ui be random Unitaries on G
n
i . We have
EU1,U2
∥∥∥T Gn1→Rn1Bn1W1 ◦ T Gn2→Rn2Bn2W2 [(U1 ⊗ U2) · (ΨG1G2)⊗n]− (piR1B1R2B2)⊗n∥∥∥1
6 EU1,U2
∥∥∥T Gn2→Rn2Bn2W2 (U2 · {T Gn1→Rn1Bn1W1 [U1 · (ΨG1G2)⊗n]− (piR1B1)⊗n ⊗ (ΨG2)⊗n})∥∥∥1
+ EU2
∥∥∥(piR1B1)⊗n ⊗ T Gn2→Rn2Bn2W2 [U2 · (ΨG2)⊗n]− (piR1B1R2B2)⊗n∥∥∥1
6 EU1
∥∥∥T Gn1→Rn1Bn1W1 [U1 · (ΨG1G2)⊗n]− (piR1B1)⊗n ⊗ (ΨG2)⊗n∥∥∥1
+ EU2
∥∥∥T Gn2→Rn2Bn2W2 [U2 · (ΨG2)⊗n]− (piR2B2)⊗n∥∥∥1
6 (εn,1 + εn,3)/5, (143)
where the first inequality follows from the triangle’s inequality and the second inequality
follows since TW2 is a class-1map and the last inequality from Theorem 1. We also have
EU1,U2
∥∥TW2 (U2 · {TrB1 ◦ TW1 [U1 · (ΨG1G2C2ED)⊗n]− (piR1 ⊗ΨG2C2ED)⊗n})∥∥1
6 EU1
∥∥TrB1 ◦ TW1 [U1 · (ΨG1G2C2ED)⊗n]− (piR1 ⊗ΨG2C2ED)⊗n∥∥1 6 εn,2/5, (144)
where the first inequality follows since TW2 is a class-1map,
EU2
∥∥TrB2 ◦ TW2 [U2 · (ΨG1G2C1ED)⊗n]− (piR2 ⊗ΨG1C1ED)⊗n∥∥1 6 εn,4/5, (145)
EU2
∣∣Tr ◦ TW2 [U2 · (ΨG2)⊗n]− 1∣∣ 6 εn,5/5. (146)
We now use the arguments in Corollary 2 to claim that there exist Unitaries Ui on G
n
i ,
i = 1, 2, such that ∥∥TW1 ◦ TW2 [(U1 ⊗ U2) · (ΨG1G2)⊗n]− (piR1B1R2B2)⊗n∥∥1 6 εn,1 + εn,3 (147)∥∥TW2 (U2 · {TrB1 ◦ TW1 [U1 · (ΨG1G2C2ED)⊗n]− (piR1 ⊗ΨG2C2ED)⊗n})∥∥1 6 εn,2 (148)∥∥TrB2 ◦ TW2 [U2 · (ΨG1G2C1ED)⊗n]− (piR2 ⊗ΨG1C1ED)⊗n∥∥1 6 εn,4 (149)∣∣Tr ◦ TW2 [U2 · (ΨG2)⊗n]− 1∣∣ 6 εn,5. (150)
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It now follows that there exist isometries V
Sn
1
An
1
Sn
2
An
2
→A′nDn
1 , V
Bn
1
Cn
1
→G˜n
1
S˜n
1
C˜n
1
2 , and
V
Bn
2
Cn
2
→G˜n
2
S˜n
2
C˜n
2
3 such that∥∥∥TW1 ◦ TW2 [(U1 ⊗ U2) · (ΨG1G2A′D)⊗n]− V1 · (ΦS1R1 ⊗ ΦA1B1 ⊗ ΦS2R2 ⊗ ΦA2B2)⊗n∥∥∥
1
6 Ξ(εn,1 + εn,3), (151)∥∥∥TW2 (U2 · {V2 ◦ TW1 [U1 · (ΨG1G2C1C2ED)⊗n]− (ΦR1S˜1)⊗n ⊗ (ΨG˜1G2C˜1C2ED)⊗n})∥∥∥
1
6 Ξ(εn,2) + εn,5, (152)
where we have used the triangle’s inequality, and∥∥∥V3 · T Gn2→Rn2Bn2W2 [U2 · (ΨG1G2C1C2ED)⊗n]− (ΦR2S˜2)⊗n ⊗ (ΨG1G˜2C1C˜2ED)⊗n∥∥∥1
6 Ξ(εn,4). (153)
We now have for
EA1S1A2S2→A′n ≡ TrDn ◦ V S
n
1
An
1
Sn
2
An
2
→A′nDn
1 , (154)
DBn1 Cn1→S˜n11 ≡ TrG˜n
1
C˜n
1
◦ V Bn1 Cn1→G˜n1 S˜n1 C˜n12 , (155)
DBn2 Cn2→S˜n22 ≡ TrG˜n
2
C˜n
2
◦ V Bn2 Cn2→G˜n2 S˜n2 C˜n23 , (156)
ΥR
n
1
S˜n
1
Rn
2
S˜n
2 ≡ D1 ◦ D2 ◦ TW1 ◦ TW2
[
(U1 ⊗ U2) · (ΨG1G2C1C2)⊗n
]
, (157)
Υ
Rn
1
S˜n
1
Rn
2
S˜n
2
2 ≡ (ΦR1S˜1)⊗n ⊗D2 ◦ TW2
[
U2 · (ΨG2C2)⊗n
]
, (158)∥∥∥D1 ◦ D2 ◦ (N )⊗n ◦ E [(ΦS1R1 ⊗ ΦA1B1 ⊗ ΦS2R2 ⊗ ΦA2B2)⊗n]− (ΦR1S˜1 ⊗ ΦR2S˜2)⊗n∥∥∥
1
6
∥∥∥ΥRn1 S˜n1Rn2 S˜n2 − (ΦR1S˜1 ⊗ ΦR2S˜2)⊗n∥∥∥
1
+ Ξ(εn,1 + εn,3)
6
∥∥∥ΥRn1 S˜n1 Rn2 S˜n2 −ΥRn1 S˜n1Rn2 S˜n22 ∥∥∥
1
+
∥∥∥ΥRn1 S˜n1Rn2 S˜n22 − (ΦR1S˜1 ⊗ ΦR2S˜2)⊗n∥∥∥
1
+ Ξ(εn,1 + εn,3)
6 Ξ(εn,2) + εn,5 + Ξ(εn,4) + Ξ(εn,1 + εn,3), (159)
where the first inequality follows from (151), the triangle inequality and the monotonicity,
the second inequality follows from the triangle inequality, the third inequality follows
from (152), (153), and monotonicity. The claim of the Theorem now follows from (159).
Remark: It is clear from the above theorem that any rate in the following rate region is
achievable with error decaying exponentially in n to zero:
log |R1|+ log |B1| < H(G1|G2)Ψ (160)
log |R2|+ log |B2| < H(G2)Ψ (161)
log |R1| − log |B1| < I(G1〉C1)Ψ (162)
log |R2| − log |B2| < I(G2〉C2)Ψ (163)
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We now repeat the argument given in Theorem 5.3 in Ref. [17] that by switching the roles
of Bob 1 and Bob 2 and doing time sharing, we can achieve any point in the rate region as
stipulated in the claim of Theorem 17.
11 Destroying correlations by adding classical randomness
Definition 12. A (ρ, error, n) protocol for destroying correlations by adding classical randomness
consists of n copies of a bipartite state ρAR, and applying M Unitaries Ui, i = 1, ...,M , over A
n
such that ∥∥∥ 1
M
M∑
i=1
[
Ui · (ρAR)⊗n
]− σAn ⊗ (ρR)⊗n∥∥∥
1
6 error, (164)
where σA
n ∈ D(HAn) and we make no apriori restrictions on the choice of σAn .
The number (logM)/n is called the rate of the protocol. A real numbers RC is called an
achievable rate if there exist, for n → ∞, protocols with rate approaching RC and the error
approaching 0.
Theorem 19 (Groisman et al, 2005 [34]). The smallest achievable rate is I(A : R)ρ.
We prove the following theorem.
Theorem 20. For any n ∈ N, there exists a (ρ, error, n) protocol such that for any δ > 0, α ∈
(1, 2] and |Ψ〉ARE a purification of ρAR,
logM
n
= Hα˜(A)ρ −Hα(A|R)ρ + (|E|+ 1)|R| log(n+ 1)
n
+ δ, (165)
and the error approaches 0 exponentially in n.
Proof. Consider a partial isometry WA
n→B, |B| 6 |An|. For M 6 |B|2, we can choose M
Unitaries V Bi ∈ U(B) such that Tr(V Bi )†V Bj = |B|δi,j , and let VM : B → B be a cptp map
given by
VM(σB) ≡ 1
M
M∑
i=1
V Bi · σB. (166)
Then, from Corollary 2, for any α ∈ (1, 2], there exists a Unitary U such that∥∥TrB ◦ TW [U · (ΨARE)⊗n]− (ΨRE)⊗n∥∥1
6 8 exp
{α− 1
2α
[|R||E| log(n+ 1) + nHα˜(A)ρ − log |B|]} ≡ εn, (167)
and∥∥VM ◦ TW [U · (ρAR)⊗n]− piB ⊗ (ρR)⊗n∥∥1
6 8 exp
{α− 1
2α
[|R| log(n+ 1)− nHα(A|R)ρ − logM + log |B|]} ≡ ϑn, (168)
27
where we have used Θ(VM ◦ TW ) ≤ log |B| − logM from Lemma 23. From (167) and
Lemma 31, we claim that there exists a Unitary U2 over A
n such that∥∥W † · TW [U · (ΨARE)⊗n]− U2 · (ΨARE)⊗n∥∥1 6 Ξ(εn). (169)
Consider now the following Unitaries over An constructed from V Bi as V
An
i = W
† · V Bi +
(1A −W †W ). Note that V Ani W † = W †V Bi . We now claim that V Ani U2 are theM Unitaries
we need. We have∥∥∥∥∥ 1M
M∑
i=1
(V A
n
i U2) · (ρAR)⊗n − (W † · piB)⊗ (ρR)⊗n
∥∥∥∥∥
1
6
∥∥∥∥∥ 1M
M∑
i=1
(V A
n
i U2) · (ρAR)⊗n −
1
M
M∑
i=1
(V A
n
i W
†) · TW
[
U · (ρAR)⊗n]∥∥∥∥∥
1
+∥∥∥∥∥ 1M
M∑
i=1
(V A
n
i W
†) · TW
[
U · (ρAR)⊗n]− (W † · piB)⊗ (ρR)⊗n∥∥∥∥∥
1
(170)
6
1
M
M∑
i=1
∥∥∥(V Ani U2) · (ρAR)⊗n − (V Ani W †) · TW [U · (ρAR)⊗n] ∥∥∥
1
+∥∥∥∥∥ 1M
M∑
i=1
(W †V Bi ) · TW
[
U · (ρAR)⊗n]− (W † · piB)⊗ (ρR)⊗n∥∥∥∥∥
1
(171)
6
1
M
M∑
i=1
∥∥∥U2 · (ρAR)⊗n −W † · TW [U · (ρAR)⊗n] ∥∥∥
1
+∥∥∥∥∥ 1M
M∑
i=1
V Bi · TW
[
U · (ρAR)⊗n]− piB ⊗ (ρR)⊗n∥∥∥∥∥
1
(172)
6 Ξ(εn) + ϑn, (173)
where the first inequality follows from the triangle inequality, in the second inequality,
the first term follows from the convexity of the trace norm and the second term follows
by invoking V A
n
i W
† = W †V Bi , in the third inequality, the first term follows by invoking
the Unitary invariance of the trace norm and the second term from monotonicity, in the
fourth inequality, the first term is upper bounded using (169) and the second term is
upper bounded using (168). The claim now follows readily.
12 Conclusions
In conclusion, we have provided a new version of the decoupling theorem that gives an
exponential bound on the average decoupling error with a Rényi α-conditional entropy
in the exponent for a restricted class of completely positive maps for any α ∈ (1, 2] as
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opposed to only α = 2 in Ref. [17]. This key step allows us to make a connection with the
random coding exponents, which we provide for several important protocols including
those at the top of the family tree of protocols. The importance of random coding expo-
nents for the achievability of information-processing tasks has been well known since the
seminal work by Gallager [8]. Such an analysis, with very few exceptions thus far, has
been missing and we now fill that void with this paper. The version of the decoupling
theorem and other ideas developed in this paper may well find wider applications with
or without further extensions.
A Computation of Θ for some cases
Lemma 21. For a full-rank partial isometryWA→A1A2 , |A1||A2| 6 |A|,
Θ(TrA2 ◦ T A→A1A2W ) 6 log
|A1|
|A2| (174)
Θ(TrA2 ◦ CA→A1A2W ) 6 log
|A1|
|A2| . (175)
Proof. Since we have the freedom in choosing the local orthonormal bases in describing
the MES, hence, let them be such thatW |i〉A = |i〉A1A2 for i 6 |A1||A2|, andW |i〉A = 0 for
i > |A1||A2|, where {|i〉A} and {|i〉A1A2} are orthonormal states in their respective systems.
It now follows that
TW (|i〉 〈j|A) = |A||A1||A2| |i〉 〈j|
A1A2 ind{i,j6|A1||A2|} (176)
CW (|i〉 〈j|A) = |i〉 〈j|A1A2 ind{i,j6|A1||A2|} + δi,jpiA1A2 ind{i,j>|A1||A2|}. (177)
We now have
exp{Θ(TrA2 ◦ CW )} 6
|A1|
|A|2
∑
i,j
Tr
[
TrA2 ◦ CW (|i〉 〈j|A)
] [
TrA2 ◦ CW (|j〉 〈i|A)
]
(178)
=
|A1|
|A|2 Tr
[ ∑
i,j6|A1||A2|
TrA2(|i〉 〈j|A1A2)TrA2(|j〉 〈i|A1A2)+
∑
i,j>|A1||A2|
δi,j
(
TrA2pi
A1A2
)2 ]
(179)
=
|A1|
|A|2
(
|A1|2|A2|+ |A| − |A1||A2||A1|
)
6
|A1|
|A2| , (180)
where the first inequality follows using (1). Following the above, we arrive at
exp{Θ(TrA2 ◦ TW )} 6
|A1|
|A|2
[( |A|
|A1||A2|
)2
|A1|2|A2|
]
=
|A1|
|A2| . (181)
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QED.
Lemma 22. Let {Mi ∈ L(BC,D), i = 1, ..., J}, J = ⌈BCD ⌉, be a complete set of measurement
operators (
∑
iM
†
iMi = 1
BC). Let ζ ≡ |B||C||D| and let the first ϑ ≡ ⌊BCD ⌋Mi’s be rank-|D| partial
isometries. Define for any orthonormal basis {|i〉X}, i = 1, ..., J ,
EBC→XD(σBC) =
J∑
i=1
|i〉 〈i|X ⊗ (Mi · σBC) (182)
and letWA→B, |B| 6 |A|, be a full-rank partial isometry. Then
Θ(E ◦ TW ) 6 log |D|. (183)
Proof. Let WA→B =
∑|B|
i=1 |i〉B 〈i|A. Once again, we exploit the freedom in choosing the
local bases in defining MES and have
|Φ〉AA′CC′ = 1√|A||C|∑
i1,i2
|i1〉A |i1〉A
′ |i2〉C |i2〉C
′
. (184)
Hence,
Xi1,j1 ≡ TW (|i1〉 〈j1|A) =
|A|
|B| |i1〉 〈j1|
B ind{i1,j16|B|}. (185)
We now have for θXD =
∑
x px |x〉 〈x|X ⊗ piD, {px} a probability vector (whose choice is
specified below),
exp{Θ(E ◦ TW )}
6
1
|A|2|C|2
∑
i1,j1,i2,j2
Tr
[
E(Xi1,j1 ⊗ |i2〉 〈j2|C)E(Xj1,i1 ⊗ |j2〉 〈i2|C)
]
(θXD)−1 (186)
=
1
|B|2|C|2
∑
i1,j1,i2,j2,x
Tr
[
|x〉 〈x|X ⊗Mx(|i1〉 〈j1|B ⊗ |i2〉 〈j2|C)M †xMx
(|j1〉 〈i1|B ⊗ |j2〉 〈i2|C)M †x
]
(θXD)−1 (187)
=
1
|B|2|C|2
∑
i1,i2,x
(TrMxM
†
x)Tr
[
|x〉 〈x|X ⊗Mx(|i1〉 〈i1|B ⊗ |i2〉 〈i2|C)M †x
]
(θXD)−1 (188)
=
1
|B|2|C|2
∑
x
(TrMxM
†
x)
2 |D|
px
. (189)
Let p = 1− ϑ/ζ , px = (1− p)/ϑ for x = 1, ..., ϑ, and if |D| doesn’t divide |B||C|, then there
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is an additional entry px = p if x = ϑ+ 1. Continuing from above, we now have
exp{Θ(E ◦ TW )} 6 1|B|2|C|2
[
ϑ|D|2 |D|1−p
ϑ
+ (|B||C| − |D|ϑ)2 |D|
p
]
(190)
= |D|
[
ϑ2
ζ2(1− p) +
(
1− ϑ
ζ
)2
1
p
]
(191)
= |D|
[
ϑ
ζ
+ 1− ϑ
ζ
]
= |D|. (192)
QED.
Lemma 23. ForM ∈ N,M 6 |B|2, M Unitaries V Bi ∈ U(B) such that Tr(V Bi )†V Bj = |B|δi,j ,
let VM : B → B be a cptp map given by
VM(σB) ≡ 1
M
M∑
i=1
V Bi · σB. (193)
Then
Θ(VM ◦ TW ) ≤ log |B| − logM. (194)
Proof. LetW |i〉A = |i〉B for i 6 |B|, andW |i〉A = 0 for i > |B|, where {|i〉A} and {|i〉B} are
orthonormal states in their respective systems. Using TW (|i〉 〈j|A) = |A||B| |i〉 〈j|B ind{i,j6|B|},
we have
exp{Θ(VM ◦ TW )} 6 |B||A|2
∑
i,j
Tr
[
V ◦ TW (|i〉 〈j|A)
] [
V ◦ TW (|j〉 〈i|A)
]
(195)
=
1
|B| Tr
 ∑
i,j6|B|
V(|i〉 〈j|B)V(|j〉 〈i|B)
 (196)
=
1
|B|M2 Tr
 ∑
i,j6|B|
M∑
k,l=1
Vk |i〉 〈j|B V †k Vl |j〉 〈i|B V †l
 (197)
=
1
|B|M2
M∑
k,l=1
∣∣∣TrV †l Vk∣∣∣2 = 1|B|M2
M∑
k,l=1
|B|2δk,l = |B|
M
, (198)
where the first inequality follows using (1) and the fourth equality follows since TrV †l Vk =
|B|δk,l. QED.
B Lemmata
Lemma 24. Let T be a completely positive map. Then for any inputs σ, θ (not necessarily Her-
mitian), there exists a contractionK such that
T (σθ†)T (θσ†) =
√
T (σσ†)KT (θθ†)K†
√
T (σσ†). (199)
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In particular, if θ = 1 and T (1) is a scaled identity, i.e., commutes with all matrices, then
T (σ)T (σ†) 6 T (σσ†)T (1). (200)
An example of such a T is the partial trace.
Proof. Since T is completely positive, it is also 2-positive. Hence, if I2 is the identity
super-operator for 2× 2matrices, then for orthonormal |0〉 , |1〉, we have
0 6 (I2 ⊗ T )
[
(|0〉 ⊗ θ + |1〉 ⊗ σ)(|0〉 ⊗ θ + |1〉 ⊗ σ)†] (201)
= |0〉 〈0| ⊗ T (θθ†) + |1〉 〈0| ⊗ T (σθ†) + |0〉 〈1| ⊗ T (θσ†) + |1〉 〈1| ⊗ T (σσ†). (202)
We now invoke Theorem IX.5.9 in Ref. [35] to claim that there exists a contraction K such
that
T (σθ†) =
√
T (σσ†)K
√
T (θθ†). (203)
The claim and the particular case now follow easily.
Lemma 25. Let T A→E be any completely positive map such that Tr T (1A) = |A|. Then T A→E is
a class-1 map. For any cptp map EE→C, EE→C ◦ T A→E is also a class-1 map.
Proof. Let the Kraus operators of T be given by {Ei}. We have for a random Unitary U
over A and any σ ∈ L(HA),
EU‖T (U · σ)‖1 = 1|A|2
∑
j
‖T (Uj · σ)‖1 (204)
=
∥∥∥ 1|A|2 ∑
i,j
(|j〉B ⊗ EiUj) · σ
∥∥∥
1
(205)
= ‖F(σ)‖1 (206)
6 ‖σ‖1, (207)
where in the second equality, {|j〉B} is an orthonormal basis in B, FA→BE is a cptp map
with Kraus operators { 1|A|(|j〉B⊗EiUj)}, and the last inequality is well known. The second
statement of the claim follows simply by noting that Tr E ◦ T (1A) = Tr T (1A) = |A|.
QED.
Lemma 26. For any matrices σAR, XA,WR (not necessarily Hermitian) and for U acting on A,
we have
EU
{
UσARU †(XA ⊗WR)U(σAR)†U †
}
=
XA ⊗ (|A|ΛR −ΥR)+ (TrXA)1A ⊗ (|A|ΥR − ΛR)
|A|(|A|2 − 1) , (208)
where ΛR ≡ σRWR(σR)† and ΥR ≡ TrA
[
σAR(1A ⊗WR)(σAR)†].
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Proof. Consider first vectors {|ϕi〉}, i ∈ 1, ..., 6, inHA and we have
EU
{
U |ϕ1〉 〈ϕ2|U † |ϕ3〉 〈ϕ4|U |ϕ5〉 〈ϕ6|U †
}
(209)
= (1⊗ 〈ϕ4|)EU
{
(U ⊗ U)(|ϕ1〉 |ϕ5〉)(〈ϕ6| 〈ϕ2|)(U † ⊗ U †)
}
(1⊗ |ϕ3〉) (210)
= (1⊗ 〈ϕ4|)
(
q1|A| − q2
|A|(|A|2 − 1)1
AA′ +
q2|A| − q1
|A|(|A|2 − 1)F
AA′
)
(1⊗ |ϕ3〉) (211)
=
q1|A| − q2
|A|(|A|2 − 1) 〈ϕ4| ϕ3〉1
A +
q2|A| − q1
|A|(|A|2 − 1) |ϕ3〉 〈ϕ4| , (212)
where the integral in the second equality is well known (see Lemma 3.4 in Ref. [17]),
q1 = 〈ϕ6| ϕ1〉 〈ϕ2| ϕ5〉, q2 = 〈ϕ2| ϕ1〉 〈ϕ6| ϕ5〉, and FAA′ is the swap operator. We have by
singular value decomposition:
XA =
∑
i
ηi |yi〉 〈zi|A . (213)
We also have by the singular value and Schmidt decompositions:
σAR =
∑
i,j,k
√
β2i λi,jµi,k |vij〉 〈wik|A ⊗ |vij〉 〈wik|R . (214)
Let i21 = (i1, i2), i
3
1 = (i1, ..., i3), j
2
1 = (j1, j2) and k
2
1 = (k1, k2). We now have
EU
{
UσARU †(XA ⊗WR)U(σAR)†U †}
=
∑
i3
1
,j2
1
,k2
1
f1(i
3
1, j
2
1 , k
2
1)EU
{
U(|vi1j1〉 〈wi1k1|A ⊗ |vi1j1〉 〈wi1k1 |R)U †(|yi3〉 〈zi3 |A ⊗WR)
U(|wi2j2〉 〈vi2k2 |A ⊗ |wi2j2〉 〈vi2k2 |R)U †
}
(215)
=
∑
i3
1
,j2
1
,k2
1
f1(i
3
1, j
2
1 , k
2
1) 〈wi1k1 |W |wi2j2〉R×
EU
{
U |vi1j1〉A 〈wi1k1 |U † |yi3〉A 〈zi3 |U |wi2j2〉A 〈vi2k2|A U †
}
⊗ |vi1j1〉 〈vi2k2 |R (216)
=
∑
i3
1
,j2
1
,k2
1
f1(i
3
1, j
2
1 , k
2
1) 〈wi1k1 |W |wi2j2〉R
[q1(i21, j21 , k21)|A| − q2(i21, j21 , k21)
|A|(|A|2 − 1) 〈zi3 | yi3〉
A
1
A+
q2(i
2
1, j
2
1 , k
2
1)|A| − q1(i21, j21 , k21)
|A|(|A|2 − 1) |yi3〉 〈zi3 |
A
]
⊗ |vi1j1〉 〈vi2k2 |R (217)
=
XA ⊗ (|A|ΛR −ΥR)+ (TrXA)1A ⊗ (|A|ΥR − ΛR)
|A|(|A|2 − 1) , (218)
where in the first equality
f1(i
3
1, j
2
1 , k
2
1) =
√
β2i1λi1,j1µi1,k1η
2
i3
β2i2λi2,j2µi2,k2, (219)
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in the third equality,
q1(i
2
1, j
2
1 , k
2
1) = 〈wi1k1| wi2j2〉A 〈vi2k2| vi1j1〉A (220)
q2(i
2
1, j
2
1 , k
2
1) = 〈wi1k1| vi1j1〉A 〈vi2k2 | wi2j2〉A , (221)
and the fourth equality follows after simplifications. QED.
Lemma 27. Let T A→E be a completely positive map with the Choi-Jamiołkowski representation
ωEA
′
T . Then for a random Unitary U acting on A, any matrix σ
AR, we have
EU
{[T (U · σAR)− ωET ⊗ σR] [T (U · σAR)− ωET ⊗ σR]†} = QA′(ωEA′T )⊗QA(σAR)|A|2 − 1
6
|A|2
|A|2 − 1TrA′
(
ωEA
′
T
)2
⊗ TrA
[
σAR(σAR)†
]
. (222)
Proof. Let T be described by the Kraus operators {Tk}. We now have
EU
{[T (U · σAR]− ωET ⊗ σR) [T (U · σAR)− ωET ⊗ σR]†}
=
∑
k,l
TkEU
{
UσARU †T †kTlU(σ
AR)†U †
}
T †l −
(
ωET
)2 ⊗ σR(σR)† (223)
=
∑
k,l
Tk
{
T †kTl ⊗
|A|σR(σR)† − TrA
[
σAR(σAR)†
]
|A|(|A|2 − 1) +
(TrT †kTl)1
A ⊗ |A|TrA
[
σAR(σAR)†
]− σR(σR)†
|A|(|A|2 − 1)
}
T †l −
(
ωET
)2 ⊗ σR(σR)† (224)
= |A|2 (ωET )2 ⊗ |A|σR(σR)† − TrA [σAR(σAR)†]|A|(|A|2 − 1) +
|A|2TrA′
(
ωEA
′
T
)2
⊗ |A|TrA
[
σAR(σAR)†
]− σR(σR)†
|A|(|A|2 − 1) −
(
ωET
)2 ⊗ σR(σR)† (225)
=
(
ωET
)2 ⊗ |A|2σR(σR)† − |A|TrA [σAR(σAR)†]|A|2 − 1 +
|A|TrA′
(
ωEA
′
T
)2
⊗ |A|TrA
[
σAR(σAR)†
]− σR(σR)†
|A|2 − 1 −
(
ωET
)2 ⊗ σR(σR)† (226)
=
QA′(ωEA′T )⊗QA(σAR)
|A|2 − 1 (227)
6
|A|2
|A|2 − 1 TrA′
(
ωEA
′
T
)2
⊗ TrA
[
σAR(σAR)†
]
, (228)
where in the second equality, we have used Lemma 26, and the inequality follows by
noting from Lemma 24 that |A|TrA
[
σAR(σAR)†
]− σR(σR)† ∈ Pos(HR). QED.
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Lemma 28 (Exercise 9.9 in Ref. [3]). Let ρ ∈ D(HA), σ ∈ Pos(HA), and Π = {Mσ(ρ) > ζσ}.
Then for any α ∈ (1, 2], we have
‖Πρ‖1 6 ζ 1−α2
√
Qα(ρ‖σ) = ζ 1−α2 exp
{
α− 1
2
Dα(ρ‖σ)
}
. (229)
Lemma 29 (Hayashi [3]). Let ρ ∈ D(HA), σ ∈ Pos(HA), Π = {Mσ(ρ) > ζσ} and Πˆ = 1−Π.
Then
Trσ−1Πˆρ2Πˆ 6 νσζ. (230)
The proof of this lemma is contained in Lemma 9.2 in Ref. [3].
Lemma 30. Let σ, ρ ∈ Pos(HA). Then
Trρ+ Trσ − 2F (ρ, σ) 6 ‖ρ− σ‖1 6
√
(Trρ+ Trσ)2 − 4F (ρ, σ)2. (231)
Proof. The proof is essentially along the lines of the Fuchs-van de Graaf inequalities [31].
We know that
F (ρ, σ) = min
POVM{Λm}
∑
m
√
pmqm, (232)
where pm ≡ TrΛmρ and qm ≡ TrΛmσ. Note that
∑
m pm = Trρ and
∑
m qm = Trσ. Let
{Λm} be the minimizing POVM in the above equation. We now have
‖ρ− σ‖1 >
∥∥∥∥∥∑
m
|m〉 〈m|X ⊗
√
Λmρ
√
Λm −
∑
m
|m〉 〈m|X ⊗
√
Λmσ
√
Λm
∥∥∥∥∥
1
>
∥∥∥∥∥∑
m
pm |m〉 〈m|X −
∑
m
qm |m〉 〈m|X
∥∥∥∥∥
1
=
∑
m
|pm − qm|
=
∑
m
|√pm −√qm||√pm +√qm| >
∑
m
(
√
pm −√qm)2
= Trρ+ Trσ − 2F (ρ, σ), (233)
where the first inequality follows from the monotonicity under the application of a cptp
map with Kraus operators {|m〉X⊗√Λm}, where {|m〉X} is an orthonormal basis, and the
second inequality follows again from monotonicity under partial trace.
To prove the other inequality, let |uρ〉 and |vσ〉 be purifications of ρ and σ respectively
such that F (ρ, σ) = 〈uρ| vσ〉. We now have
‖ρ− σ‖1 6 ‖uρ − vσ‖1 =
√
(Trρ+ Trσ)2 − 4F (ρ, σ)2. (234)
QED.
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Lemma 31. Let ΨA ∈ D(HA), ξA ∈ Pos(HA) such that ‖ξA − ΨA‖1 6 ε. Let ξAB, ΨAC ,
|B| 6 |C|, be purifications of ξA and ΨA respectively. Then there exists a partial isometry V B→C
such that ∥∥V B→C · ξAB −ΨAC∥∥
1
6
√
ε(2 + ε+ 2
√
1 + ε). (235)
Note that if it is known that ξA ∈ D6(HA), then from Corollary 2.2 in Ref. [36], the bound in the
RHS can be refined to 2
√
ε.
Proof. We use the first inequality in the claim of Lemma 30 to have
TrξA + TrΨA − 2F (ξA,ΨA) 6 ε. (236)
Using the Uhlmann’s theorem [37], we claim that there exists a partial isometry V B→C
such that F (ξA,ΨA) = F (V B→C · ξAB,ΨAC), and hence,
TrξAC + TrΨAC − 2F (V B→C · ξAB,ΨAC) 6 ε. (237)
Since, |TrξA−TrΨA| 6 ε, or, TrξA 6 1+ε, and, using monotonicity, F (V B→C · ξAB,ΨAC) 6√
(TrξA)(TrΨA) 6
√
1 + ε, and hence, TrξAC + TrΨAC + 2F (V B→C · ξAB,ΨAC) 6 2 + ε +
2
√
1 + ε. Using the second inequality in the claim of Lemma 30 again, we arrive at∥∥V B→C · ξAB −ΨAC∥∥
1
6
√
[TrξAC + TrΨAC − 2F (V B→C · ξAB,ΨAC)] [TrξAC + TrΨAC + 2F (V B→C · ξAB,ΨAC)]
6
√
ε(2 + ε+ 2
√
1 + ε). (238)
QED.
Corollary 32 (A straightforward corollary of Lemma 9.2 in Ref. [3]). Consider a cq state
ρXR ≡
∑
x∈X
px |x〉 〈x|X ⊗ ρRx , (239)
where ρRx ∈ D(HR), x ∈ X , and {px, x ∈ X} is a probability vector. Let ρR = TrXρXR, ζ > 0,
M ∈ N, any κR ∈ D(HR), andXM ≡ (X1, ..., XM) beM i.i.d. random variables with probability
distribution {px, x ∈ X}. Then we have for any α ∈ (1, 2],
EXM
∥∥∥ 1
M
M∑
i=1
ρRXi − ρR
∥∥∥
1
6 4 exp
{
α− 1
2α
[
log νκR +Dα(ρ
XR‖ρX ⊗ κR)− logM]} . (240)
Proof. It follows from the claims of Lemma 9.2 in Ref. [3] that for any ζ > 0,
EXM
∥∥∥ 1
M
M∑
i=1
ρRXi − ρR
∥∥∥
1
≤ 2
∑
x
pxζ
1−α
2
√
Qα(ρRx ‖κR) +
√
νκRζ
M
(241)
= 2ζ
1−α
2 exp
{α− 1
2
Dα(ρ
XR‖ρX ⊗ κR)
}
+
√
νκRζ
M
. (242)
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If we make a choice of
ζ =
(
2 exp
{
α−1
2
Dα(ρ
XR‖ρX ⊗ κR)}M
νκR
) 2
α
, (243)
we get
EXM
∥∥∥ 1
M
M∑
i=1
ρRXi − ρR
∥∥∥
1
≤ 4 exp
{
α− 1
2α
[
log νκR +Dα(ρ
XR‖ρX ⊗ κR)− logM]} . (244)
QED.
C A more general decoupling theorem that we never use!
Theorem 33. Let X be a finite set, {px, x ∈ X} a probability distribution on X , ρARx ∈ D(HAR)
∀ x ∈ X , and {|x〉 〈x|X} a set of orthonormal states in X . Consider a cq state
ρXAR ≡
∑
x∈X
px |x〉 〈x|X ⊗ ρARx . (245)
ForM ∈ N, letX1, ..., XM beM independent and identically distributed (i.i.d.) random variables
having probability distribution {px, x ∈ X}, and T A→E be a class-1 map. Then for α ∈ (1, 2],
XM1 ≡ (X1, ..., XM), random Unitaries UM1 ≡ (U1, ..., UM) acting independently on A, we have
for any σR, κR ∈ D(HR),
EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
T (Ui · ρARXi )− ωET ⊗ ρR
∥∥∥
1
6 4 exp
{
α− 1
2α
[
log νσR +Dα(ρ
XAR‖ρX ⊗ 1A ⊗ σR)− logM +Θ(T )]} ind|A|6=1
+ 4 exp
{
α− 1
2α
[
log νκR +Dα(ρ
XR‖ρX ⊗ κR)− logM]} ind|X |6=1. (246)
Proof. We have
EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
T (Ui · ρARXi )− ωET ⊗ ρR
∥∥∥
1
6 EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
[T (Ui · ρARXi )− ωET ⊗ ρRXi] ∥∥∥
1
+ EXM
1
∥∥∥
1
1
M
M∑
i=1
ωET ⊗ ρRXi − ωET ⊗ ρR
∥∥∥
1
= EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
[T (Ui · ρARXi )− ωET ⊗ ρRXi] ∥∥∥
1
ind|A|6=1+
EXM
1
∥∥∥
1
1
M
M∑
i=1
ρRXi − ρR
∥∥∥
1
ind|X |6=1, (247)
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where the inequality follows from the triangle inequality and the last equality follows
since ‖X ⊗ Y ‖1 = ‖X‖1‖Y ‖1, and the first and the second terms are identically zero if
|A| = 1 and |X | = 1 respectively. The upper bound for the second term can be deduced
from Lemma 9.2 in Ref. [3] for any α ∈ (1, 2] and any κR ∈ D(HR) as
EXM
1
∥∥∥
1
1
M
M∑
i=1
ρRXi − ρR
∥∥∥
1
≤ 4 exp
{
α− 1
2α
[
log νR +Dα(ρ
XR‖ρX ⊗ κR)− logM]} . (248)
Note that Lemma 9.2 in Ref. [3] doesn’t provide an upper bound in the above form but
it is easy to deduce it from the claim, and, for the sake of completeness, it is provided in
Corollary 32.
The rest of the proof is to upper bound the first term in (247). For ζ > 0 and ∀ x ∈ X ,
let ΠARx ≡
{M
1
A⊗σR(ρ
AR
x ) > ζ1
A ⊗ σR}, ΠˆARx ≡ 1AR − ΠARx , µ1,x ≡ ωET ⊗ TrA {ΠARx ρARx },
and µ2,x ≡ ωET ⊗ TrA
{
ΠˆARx ρ
AR
x
}
. Note that µ1,x + µ2,x = ω
E
T ⊗ ρRx . We now have from the
triangle inequality
EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
[T (Ui · ρARXi )− ωET ⊗ ρRXi] ∥∥∥
1
6 EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
{T [Ui · (ΠARXi ρARXi )]− µ1,Xi}∥∥∥
1
+
EXM
1
EUM
1
∥∥∥
1
1
M
M∑
i=1
{
T
[
Ui · (ΠˆARXi ρARXi )
]
− µ2,Xi
}∥∥∥
1
. (249)
We attack the first term.
EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
{T [Ui · (ΠARXi ρARXi )]− µ1,Xi}∥∥∥
1
6 EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
T [Ui · (ΠARXi ρARXi )] ∥∥∥
1
+ EXM
1
‖µ1,Xi‖1 (250)
6
2
M
M∑
i=1
EXiEUi
∥∥∥T [Ui · (ΠARXi ρARXi )] ∥∥∥
1
= 2EXEU
∥∥∥T [U · (ΠARX ρARX )] ∥∥∥
1
(251)
6 2EX
∥∥∥ΠARX ρARX ∥∥∥
1
= 2
∑
x
px
∥∥∥ΠARx ρARx ∥∥∥
1
(252)
6 2ζ
1−α
2
∑
x
px
√
Qα(ρARx ‖1A ⊗ σR) (253)
= 2ζ
1−α
2 exp
{
α− 1
2
Dα(ρ
XAR‖ρX ⊗ 1A ⊗ σR)
}
, (254)
38
where the first inequality follows from the triangle inequality, the second inequality fol-
lows from the convexity of the trace norm to have
EXM
1
‖µ1,Xi‖1 = EXM
1
∥∥∥ 1
M
M∑
i=1
EUi
{T [Ui · (ΠARXi ρARXi )]} ∥∥∥
1
6
1
M
M∑
i=1
EXi
∥∥∥EUi {T [Ui · (ΠARXi ρARXi )]} ∥∥∥
1
6
1
M
M∑
i=1
EXiEUi
∥∥∥T [Ui · (ΠARXi ρARXi )] ∥∥∥
1
, (255)
and similarly for the first term, the first equality follows since Xi’s and Ui’s are i.i.d., the
third inequality follows from the definition of class-1maps, the fourth inequality follows
from Lemma 28 (proved by Hayashi [3]), and the last inequality follows from the concav-
ity of x 7→ √x.
We now attack the second term. Let ∆XiUi ≡ T
[
Ui · (ΠˆARXi ρARXi )
]
− µ2,Xi and ∆XM
1
UM
1
≡∑M
i=1∆XiUi/M . Note that EXM1 UM1
{
∆XiUi∆
†
XjUj
}
= 0, ∀ i 6= j, and hence,
EXM
1
UM
1
{
∆XM
1
UM
1
∆†
XM
1
UM
1
}
=
1
M2
M∑
i=1
EXiUi
{
∆XiUi∆
†
XiUi
}
=
1
M
EXU
{
∆XU∆
†
XU
}
(256)
6
|A|2TrA′
(
ωEA
′
T
)2
M(|A|2 − 1) ⊗ TrAEX
{
ΠˆARX (ρ
AR
X )
2ΠˆARX
}
, (257)
where the inequality follows from Lemma 27. Following the arguments in Theorem 1 in
dealing with the second term, we get
EXM
1
UM
1
∥∥∥ 1
M
M∑
i=1
{
T
[
Ui · (ΠˆARXi ρARXi )
]
− µ2,Xi
}∥∥∥
1
6
√
νσRζ |A|2 exp {Θ(T )}
M(|A|2 − 1) . (258)
We now have
EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
[T (Ui · ρARXi )− ωET ⊗ ρRXi] ∥∥∥
1
6 2ζ
1−α
2 exp
{
α− 1
2
[
Dα(ρ
XAR‖ρX ⊗ 1A ⊗ σR)]}+√νσRζ |A|2 exp {Θ(T )}
M(|A|2 − 1) , (259)
and by appropriately choosing ζ , we get
EXM
1
EUM
1
∥∥∥ 1
M
M∑
i=1
[T (Ui · ρARXi )− ωET ⊗ ρRXi] ∥∥∥
1
6 4 exp
{
α− 1
2α
[
log νσR +Dα(ρ
XAR‖ρX ⊗ 1A ⊗ σR)− logM +Θ(T )]} . (260)
The claim now follows from (247), (248), and (260).
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