INTRODUCTION
Terms in a natural language may be ambiguousthat is, they can have multiple meanings. For example, the word 'cold' can refer to the viral infection 'common cold' or the 'sensation of cold'. Humans can relatively easily disambiguate the meaning of a term from its context. Word sense disambiguation (WSD) systems use the context surrounding an ambiguous term to assign it a unique unambiguous concept. WSD is an important stage in many text-processing tasks. [1] [2] [3] One subdomain of biomedical text processing to which WSD can potentially be applied is clinical text processing: clinical document classification, information extraction, and document retrieval have important applications to operational aspects of healthcare delivery and to electronic medical recordbased biomedical research. 4 5 Many biomedical WSD approaches estimate term distributions, compute term co-occurrence, or train statistical models from biomedical literature corpora. It is not clear if WSD techniques based on literature corpora are applicable to narrative clinical text.
The goal of this study was to develop and evaluate a practical biomedical WSD system that can disambiguate both biomedical literature and narrative clinical text, and to evaluate the contribution of WSD to clinical text classification. We developed a knowledge-based WSD system that relies solely on the domain knowledge encoded in the Unified Medical Language System (UMLS) and evaluated it on standard biomedical WSD datasets. To quantify the contribution of WSD to clinical text classification, we evaluated machine learning classifiers on a clinical document classification benchmark. We compared the accuracy of models trained on all concepts mapped to ambiguous terms with models trained using disambiguated concepts.
BACKGROUND Biomedical WSD
In the biomedical domain, WSD uses the context surrounding an ambiguous term (target term) to assign it a unique concept from the UMLS Metathesaurus, a compendium of over 100 biomedical vocabularies that includes the Systematized Nomenclature of Medicine-Clinical Terminology (SNOMED-CT). 6 The UMLS Metathesaurus enumerates concepts, assigns concepts unique identifiers (CUIs), maps concepts to terms, and encodes semantic relationships between concepts. UMLS terms may be ambiguous-that is, they may be assigned to multiple CUIs. For example, the term 'pt' maps to 12 CUIs including Patient (C0030705), Platinum (C0032207), and Pint (C0560012).
Approaches to WSD in the biomedical domain can roughly be divided into supervised, semi-supervised, and knowledge-based methods. 7 Supervised and semi-supervised WSD approaches train a statistical model to assign a concept to a target term based on its context. Supervised approaches use manually annotated training data whereas semi-supervised approaches automatically create these data. [8] [9] [10] Although supervised and semi-supervised approaches outperform knowledge-based approaches, the need to assemble a training set for each target term makes it impractical to implement (semi-)supervised approaches for a large set of terms.
Knowledge-based techniques include vectorbased, Personalized PageRank (PPR), and the adapted Lesk methods. [10] [11] [12] [13] Knowledge-based techniques are unsupervised: they do not require labeled training data. In this study we implemented the adapted Lesk method (figure 1), which scores an ambiguous term's candidate concepts by summing the semantic relatedness between each candidate concept and surrounding context concepts. 7 14 In our implementation we compute relatedness via semantic similarity measures.
Semantic similarity measures estimate the similarity between a pair of concepts and can be roughly divided into knowledgebased and distributional methods. [15] [16] [17] Knowledge-based similarity methods use the taxonomic structure of a biomedical terminology to compute similarity; these include path finding measures and intrinsic information content (IC) measures. 16 17 Distributional similarity methods use the distribution of concepts within a corpus in conjunction with the taxonomic structure to compute similarity; these include corpus IC-based measures. 16 McInnes et al evaluated the adapted Lesk method using path finding-based and corpus IC-based measures and found that corpus IC-based measures parameterized by concept frequencies derived from MEDLINE outperformed path finding-based measures.
It is important to note that significant differences may exist between biomedical literature and narrative clinical text. Clinical text is often composed of semi-grammatical 'telegraphic' phrases, uses a narrower vocabulary than biomedical literature, and is rife with domain-specific acronyms. For example, the term 'pt' when used in a clinical note almost always refers to the concept 'Patient' (C0030705) and rarely to any of the 11 other possible candidate concepts; this distribution may be significantly different in biomedical literature. Because of these differences, WSD approaches based on term distributions from biomedical literature may not generalize to clinical notes.
Clinical document classification
Many approaches to clinical document classification rely on accurate mapping of narrative text to concepts from a biomedical knowledge source. A common approach is to train machine learning algorithms on document representations that include UMLS CUIs as features. 18 19 More knowledge-intensive approaches enrich the feature set with related concepts 20 or apply semantic kernels that project documents that contain related concepts closer together in a feature space. 21 22 WSD can complement these document classification approaches by filtering out concepts mapped incorrectly to ambiguous terms.
METHODS
The accuracy of our WSD method is influenced by the choice of semantic similarity measure, UMLS source vocabularies, context window size, and named entity recognition (NER) system implementation. In this section we discuss the semantic similarity measures and NER systems used in this study and describe the WSD datasets used for evaluation, the UMLS source vocabularies selected, and our approach to evaluating WSD via document classification.
Semantic similarity measures
Semantic similarity measures use a directed concept graph whose vertices represent concepts and edges represent taxonomical relationships. Semantic similarity measures calculate the shortest path between two concepts; this path traverses the least common subsumer-that is, the closest common parent concept. Path finding measures compute similarity as a function of the length of the path between a pair of concepts. One limitation of path finding measures is that they give equal weight to all relationships. 16 IC-based measures attempt to correct for this by weighting edges based on concept specificity. 16 17 23 IC can be estimated solely from the structure of a taxonomy (intrinsic IC) or from the distribution of concepts in a text corpus in conjunction with a taxonomy (corpus IC). 17 23 24 In this study we use intrinsic IC, as this mitigates bias towards a specific corpus.
In this study we evaluated the adapted Lesk method with the Path, Leacock and Chodorow (LCH) and Wu and Palmer (WUP) path finding measures 25 26 and the Lin and Jiang and Conrath ( JC) intrinsic IC-based measures. 27 28 A detailed description of these measures is given in the online appendix.
Named entity recognition systems
Named entity recognition (NER) is the process of mapping natural language text to concepts from a knowledge source. The accuracy of our WSD method may differ significantly based on the NER method used to map text surrounding a target term to concepts. We evaluated our system with MetaMap and the clinical Text Analysis and Knowledge Extraction System (cTAKES), two popular publicly available biomedical natural language processing (NLP)/NER systems. 29 
30

WSD evaluation Word sense disambiguation datasets
We used the National Library of Medicine's WSD (NLM WSD) and MSH WSD datasets to evaluate the adapted Lesk algorithm. 31 32 The NLM WSD dataset contains 50 ambiguous terms from 100 PubMed abstracts from 1998 that were randomly selected for each term. In cases where no appropriate UMLS concept existed, annotators assigned the term the label 'None'. We followed the same set-up as previous evaluations and discarded terms labeled with 'None'. 10 13 33 The MSH WSD dataset contains 203 ambiguous terms from 37 888 MEDLINE abstracts. MEDLINE is a bibliographic database containing over 19 million references to journal articles in the life sciences. 34 The MSH WSD dataset was automatically created by identifying ambiguous terms in MEDLINE abstracts and assigning the terms the concept corresponding to the manually indexed MeSH concept. 32 We processed all abstracts with cTAKES V.2.5 and MetaMap V.2011 to map text to concepts from the UMLS 30 (see online appendix for a detailed description of cTAKES and MetaMap parameters). We defined the context window as follows: between 10 and 70 concepts on either side of the term were considered to be disambiguated (target term). In addition, for the NLM WSD corpus, we included all concepts from the title of the article.
Concept graphs
Similarity measures use a directed acyclic concept graph from which path lengths, depth, and IC are calculated. To determine the effect of source vocabulary selection on WSD accuracy, we performed WSD with concept graphs built from various subsets of the UMLS. The 'parsimonious' graph contained the minimal set of UMLS source vocabularies used by Agirre et al 13 in their evaluation of the PPR algorithm on the NLM WSD dataset; this included SNOMED-CT, MeSH, CRISP, and Alcohol and Other Drug (AOD) thesaurus. The 'full' concept graph used all restriction-free (level 0) UMLS 2011AB source vocabularies and SNOMED-CT. In the MSH WSD dataset, the candidate concepts of target terms are found in the MeSH vocabulary; for this dataset we also evaluated our method with a concept graph that uses just the MeSH source vocabulary.
Statistical analysis
The accuracy of our WSD system is influenced by the NER method, vocabulary selection, similarity measure, and context window size. To determine the impact of each parameter, we modeled disambiguation accuracy as a linear function of these parameters for each WSD dataset. We used the magnitude of the regression coefficients and their significance to quantify the impact of each parameter on WSD performance.
Clinical document classification evaluation
We evaluated document classifiers on the Cincinnati Computational Medicine Center (CMC)'s 2007 Medical NLP Challenge. 35 Forty-four teams participated in the CMC 2007 challenge, a multilabel classification task the goal of which was to assign ICD-9CM codes (labels) to radiology reports. The challenge dataset comprises a training set (n=978) and test set (n=976).
We processed all documents with both cTAKES and MetaMap and disambiguated text using the optimal WSD parameters from the MSH WSD dataset evaluation. We represented documents as binary vectors indexed by concepts. For each NER system we generated feature vectors with all concepts (all) and feature vectors with only disambiguated concepts (disambiguated). We used LibSVM V.3.1 to train a linear support vector machine (SVM) on each feature representation and label. We optimized SVM parameters by cross-validation on the training set. For the final evaluation we trained an SVM for each label on the training set using the optimal parameters identified by cross-validation and evaluated the SVM on the test set. Participating teams for this challenge were ranked by the microaveraged F1 score and we computed the micro-averaged and macro-averaged F1 score for each NER system/feature representation combination. We applied the z-test of proportions to test the significance of differences in F1 scores between the all and disambiguated feature vectors.
RESULTS AND DISCUSSION Word sense disambiguation
We evaluated a range of parameter combinations with our WSD method with the hope of identifying the best parameters to inform future WSD applications. However, we found that the best parameter combination varied across WSD datasets.
For each dataset we modeled WSD accuracy as a linear function of NER method, vocabulary selection, similarity measure, and context window size. Table 1 lists the coefficients and their significance for each parameter (see online appendix for WSD results for all parameter combinations and model coefficient p values). Parameters with a significantly positive coefficient improved WSD accuracy in general. The models had a high coefficient of determination (R 2 ) for both datasets, suggesting that these parameters were highly correlated with the variability in WSD performance.
Effect of context window size
For the NLM WSD dataset, accuracy increased significantly with window size (table 1) while, for the MSH WSD dataset, this was only true in combination with MetaMap for NER. Figure 2 depicts WSD accuracy by context window size for the JC and LCH measures on the MSH WSD and NLM WSD datasets, respectively.
Effect of NER method
On the NLM WSD dataset, using context concepts identified via cTAKES resulted in significantly higher accuracy than MetaMap (table 1, figure 1) . On the MSH WSD dataset this relationship was reversed, with MetaMap yielding a significantly better disambiguation performance.
Path finding versus intrinsic IC-based measures
The path finding-based LCH achieved significantly higher accuracy than others on the NLM WSD dataset whereas the IC-based JC measure achieved significantly higher accuracy on the MSH WSD dataset (tables 1 and 2). 
Effect of vocabulary selection
On both datasets, using concept graphs derived from smaller subsets of the UMLS increased WSD accuracy in general. On the NLM WSD corpus, using the entire UMLS had a significantly negative effect on WSD accuracy (table 1) . However, the best performance on the NLM WSD corpus was achieved using the entire UMLS (table 2) . On the MSH WSD dataset, using the MeSH concept graph significantly increased accuracy compared with using the combination of SNOMED-CT, MeSH, AOD, and CRISP, which in turn significantly outperformed use of the entire UMLS. These results suggest that tuning the set of UMLS vocabularies to the application domain improves WSD performance. The MSH WSD task was focused on disambiguation of terms found in MeSH, which may explain why a concept graph using just the MeSH vocabulary achieved the highest performance.
Comparison with other methods
The WSD method we developed outperformed all previously reported knowledge-based approaches with the exception of PPR (table 3) . The semi-supervised Automatically Extracted Corpus (AEC) method outperformed ours on both WSD datasets.
In addition to achieving excellent performance, our method does not suffer from some of the limitations of other approaches. The machine readable dictionary (MRD) method requires concept definitions, but the UMLS contains definitions for only 7% of its 2.1 million concepts. The AEC method requires training a model for each word to be disambiguated, and models trained on biomedical literature may not generalize to clinical text.
Our method outperformed the adapted Lesk implementation of McInnes et al who used path finding-based and corpus IC-based measures and found that corpus IC-based measures achieved the best performance. 7 McInnes et al estimated corpus IC from the concept frequencies in the MEDLINE bibliographic database, which may limit applicability to clinical WSD. The difference between our results and those of McInnes et al may be attributable to the different NER systems used.
The PPR method, like our method, uses semantic relationships between concepts and does not rely on biomedical literature. PPR achieved a higher accuracy on the NLM WSD dataset but was orders of magnitude more computationally intensive than the adapted Lesk method (see below).
On the surface it seems that identifying the optimal parameters for our method represents a challenge. However, this is less complicated than it would appear: using a wide context window should improve WSD performance. The choice of NLP/NER system is typically motivated by considerations other than its effect on WSD accuracy. Most text-processing applications are focused on particular clinical phenomena or a specific problem domain; our results suggest that selecting a parsimonious set of UMLS source vocabularies based on the problem domain will yield optimal WSD performance. The remaining parameter is the choice of similarity measure. Unfortunately, it is not clear which similarity measure-the path finding-based LCH or the intrinsic IC-based JC-will achieve the best performance in general. Further research is needed to address this question. Table 4 presents the results of document classification using all CUIs and disambiguated CUIs on the CMC 2007 challenge dataset and the p values for the significance of the difference in results. Informed by the results on the MSH WSD dataset, we used the following parameters for WSD on the CMC 2007 corpus: the parsimonious concept graph built from the SNOMED-CT, MeSH, CRISP, and AOD vocabularies; context window size of 50; and JC measure. Disambiguating terms led to a substantial reduction in the number of distinct concepts; classifiers trained on disambiguated concepts achieved significantly higher micro-averaged and macro-averaged F1 scores than those trained on all concepts. This performance improvement was meaningful. Using MetaMap and all concepts, our system would have obtained 21st place in the challenge, while using disambiguated concepts would boost our system to 13th place in the challenge.
Clinical document classification
One limitation of this study is that we did not directly evaluate WSD accuracy on ambiguous terms from clinical text. However, WSD is a means to an end, and the value of a WSD system cannot be measured solely by its disambiguation accuracy on a benchmark. The true value of a WSD system lies in its applicability to text processing tasks such as document classification.
System performance and interoperability
Our open source WSD system is written in the platform-independent Java language. We developed a WSD module for the unstructured information management architecture (UIMA) and integrated it with the MetaMap UIMA annotator and with cTAKES, two popular NLP frameworks for the biomedical domain. 30 36 Our WSD system disambiguated the entire NLM WSD corpus in 30 s on a 64-bit Ubuntu 10 Linux workstation with dual quad-core 3.00 GHz Intel Xeon processors; this corresponds to 10 000 terms/min. For comparison, the PPR system developed by Agirre et al running on similar hardware processed 37 terms/min. 13 
CONCLUSIONS
We have developed a WSD system that achieves high disambiguation accuracy on standard biomedical WSD datasets and show that our WSD system improves clinical document classification. We developed a WSD module compatible with MetaMap and cTAKES, two popular biomedical NLP systems. We have released as open source all tools, source code, and scripts needed to reproduce our results (available at http://code.google. com/p/ytex).
