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TOWARDS FINDING HAY IN A HAYSTACK: EXPLICIT TENSORS OF
BORDER RANK GREATER THAN 2.02m IN Cm⊗Cm⊗Cm
J.M. LANDSBERG AND MATEUSZ MICHALEK
Abstract. We write down an explicit sequence of tensors in Cm⊗Cm⊗Cm, for all m sufficiently
large, having border rank at least 2.02m, overcoming a longstanding barrier. We obtain our
lower bounds via the border substitution method.
1. Introduction
A frequently occurring theme in algebraic complexity theory is the hay in a haystack problem
(phrase due to H. Karloff): find an explicit object that behaves generically. For example Valiant’s
VP vs. VNP problem is to find an explicit polynomial sequence that is difficult to compute.
We address this problem for three-way tensors. Here the state of the art is embarrassing.
Let A,B,C be complex vector spaces. A tensor T ∈ A⊗B⊗C has rank one if T = a⊗b⊗c for some
a ∈ A, b ∈ B, c ∈ C. The rank of T , denoted R(T ), is the smallest r such that T is a sum of r
rank one tensors. The border rank of T , denoted R(T ), is the smallest r such that T is the limit
of a sequence of rank r tensors.
If a tensor T ∈ Cm⊗Cm⊗Cm is chosen randomly, with m > 3, then with probability one, it will
have rank and border rank ⌈ m33m−2⌉ ∼ m23 [7]. More precisely, the set of tensors with border rank
less than ⌈ m33m−2⌉ is a proper subvariety and the set of tensors with rank not equal to ⌈ m33m−2⌉
is contained in a proper subvariety. Previous to this paper, there was no explicit sequence of
tensors of border rank at least 2m known (and no explicit sequence of rank at least 3m known),
although several known sequences come close to these. In [1] they exhibit an explicit sequence
of tensors satisfying R(Tm) ≥ 3m −O(log2(m)) and in [3] a sequence of tensors of border rank
at least 2m − 2 is presented, although these tensors are only “mathematician explicit” and not
“computer scientist explicit” as some entries of the tensor are of the form 22
m
. We explain
the notion of explicit in §3. The best border rank lower bound for a computer science explicit
tensor to our knowledge is ironically the tensor M⟨n⟩ corresponding to matrix multiplication of
n×n matrices where, setting m = n2, R(M⟨n⟩) ≥ 2m− ⌈12 log2(m)⌉− 1 [6]. In this paper we deal
exclusively with border rank. We show:
Theorem 1.1. For each k, define the ⌈3(2k+1)24 ⌉-dimensional family of tensors Tk = Tk(pij) ∈
C2k+1⊗C2k+1⊗C2k+1 =∶ A⊗B⊗C, where ∣i∣, ∣j∣, ∣i + j∣ ≤ k as follows:
(1) Tk = k∑
i=−k
min(k,−i+k)∑
j=max(−k,−i−k)pijai⊗bj⊗c−i−j ,
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where A ≃ B ≃ C ≃ C2k+1 and (a−k, . . . , ak), (b−k, . . . , bk), (c−k, . . . , ck) are respectively the bases
of the vector spaces A,B,C.
Then for all 0 <  < 142 , and all k at least
370443 − 829082 − 983829 + 364175(1 − 42)3 ,
there exists an explicit assignment of the pij in the sense of Definition 3.1, so that R(Tk) ≥(2 + )m In particular, when  = .001 this holds once k ≥ 413085, when  = .01, this holds once
k ≥ 1.82 × 106, and when  = .02 this holds once k ≥ 8.41 × 107.
The explicit assignment is as follows: for i > 37k, list the pij in some order and assign them
distinct prime numbers as in Lemma 3.2. For i ≤ 37k, we assign them periodically as in Lemma
3.3. Precisely, for a fixed constant K introduced in (4), the value of pij depends only on
i mod 4K and j mod 4K. For 0 ≤ i, j < 4K the values of the pij ’s are determined in such a way
that no subset of distinct pij ’s is a solution to any of the explicit nonzero polynomials that we
derive in Lemma 5.2.
If k is smaller, we can still get border rank bounds of twice the dimension or greater. For
example:
Theorem 1.2. Let T6 be assigned the values pij = 2i + 3j − 7ij. Then R(T6) ≥ 26 = 2m.
Acknowledgements. We thank M. Bla¨ser, M. Forbes and J. Grochow for explaining various
definitions of explicitness to us.
2. Background
We explain why the family Tk is promising for proving border rank lower bounds.
For a tensor T = ∑ijk tijkai⊗bj⊗ck given in bases, the support of T is supp(T ) ∶= {(ijk) ∣ tijk ≠ 0}.
Let a = dimA, b = dimB, c = dimC.
Definition 2.1. [10] A tensor T ∈ A⊗B⊗C is tight if its symmetry Lie algebra contains a regular
semisimple element of gl(A) ⊕ gl(B) ⊕ gl(C), under its natural action on A ⊗B ⊗ C. In other
words, T is tight if there exist bases of A,B,C and injective functions τA ∶ [a]→ Z, τB ∶ [b]→ Z
and τC ∶ [c] → Z such that for all (i, j, k) ∈ supp(T ), τA(i) + τB(j) + τC(k) = 0. (See [2] for
details.) Call such a basis a tight basis.
The border substitution method and normal form lemma of [4] imply:
Proposition 2.2. Let T ∈ A⊗B⊗C. Then there is a filtration A∗1 ⊂ ⋯ ⊂ A∗a−1 ⊂ A∗ of A∗, such
that letting Tq ∶= T ∣A∗a−q⊗B∗⊗C∗ ,
R(T ) ≥ maxq∈{1,⋯,a−1}(q +R(Tq)).
If moreover T is tight, then there exists such a filtration where each filtrand is spanned by tight
basis elements.
Thus tight tensors are a natural class of tensors where the border substitution method may be
implemented.
If T is tight, then any tensor with the same support as T in a tight basis is also tight. In
particular, it is natural to study tight tensors in families indexed by the support. In this
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context, it was shown in [2] that the largest possible support for a tight tensor is given by the
family (1), which is a ⌈34m2⌉-dimensional family. That is, the family (1) is the largest such that
Proposition 2.2 may be applied to.
Remark 2.3. There is an absolute limit to the utility of the border substitution method combined
with existing lower bound techniques of proving border rank bounds which is roughly 3m−3√3m
[6].
3. Explicit tensors
Definition 3.1. A sequence of objects (e.g., numbers, graphs, tensors), indexed by integers,
where the n-th object has size (i.e., the minimal number of bits needed to specify it) at least
f(n) is explicit if the n-th object may be computed in time polynomial in f(n).
We remark that there are more restrictive definitions of what it means for a sequence to be
explicit but the experts we asked viewed the above one as acceptable.
Since tensors in Cm⊗Cm⊗Cm have size at least m3, a sequence of tensors is explicit if the m-th
tensor in Cm⊗Cm⊗Cm may be computed in time polynomial in m.
Lemma 3.2. Let Tm ∈ Cm⊗Cm⊗Cm be a sequence of tensors whose only nonzero entries are as
in (1). If the entries of Tm are the first distinct m
2 prime numbers, then T is explicit.
Proof. Let pi(x) be the number of prime numbers smaller or equal than x. By [8], pi(x) > xlogx
for x ≥ 17. Hence, running the sieve method on first m3 numbers, we may find the first m2
prime numbers in polynomial time. 
The following is obvious but we record it for future use:
Lemma 3.3. Let Tm ∈ Cm⊗Cm⊗Cm be a sequence of tensors whose only nonzero entries are as
in (1). If the entries of Tm are taken from a fixed library {ca,b}0≤a<A,0≤b<B of integers periodically,
so pij = c(i mod A),(j mod B)), then Tm is explicit.
The tensors in our sequence will be a sum of tensors of the types from Lemmas 3.2 and 3.3, and
thus also explicit.
4. Outline of the proof
We need to find explicit pij for the sequence (1) and to lower bound the border ranks of Tk,q as
in Proposition 2.2 for all sufficiently large k and some useful q = q(k). We first determine q.
Let Iq denote the index set kept to obtain Tk,q, so ∣Iq ∣ = 2k + 1− q. Write Iq = I− ⊔ I0 ⊔ I+ for the
negative, zero, and positive indices appearing in Iq. Fix a large constant K to be determined
later. In what follows 0 <  < 142 .
Set up: Let q be the largest index such that in each of I−, I+ there exist one of
(1) Three indices with absolute value at least k2 , or
(2) Five indices with absolute value smaller than k2 such that the absolute value of the
difference of the smallest and largest one is at most K.
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Without loss of generality we may assume that for q + 1 both conditions fail for I−. In that case
we have ∣I−∣ ≤ 2kK + 7 because there can be at most 3 indices at least k2 and at most 4⌈2kK ⌉ indices
less than k2 . Hence q ≥ k − (2kK + 7).
The best known polynomials for bounding border rank so far are the Koszul flattenings which
we review in §5. We use them to prove the following lemmas:
Lemma 4.1. If
(2) ∣I+ ∩ [0, 3
7
k]∣ > 4
K
3
7
k + 4 or ∣I− ∩ [−3
7
k,0]∣ > 4
K
3
7
k + 4,
then R(Tk) ≥ (2 + )(2k + 1) for k > 189K+21K−252+56K2K+78−42K .
Proof. First suppose ∣I+ ∩ [0, 37k]∣ > 4K 37k + 4. We may find five indices i1 < ⋅ ⋅ ⋅ < i5 ≤ 37k in
I+ with i5 − i1 ≤ K. Take the smallest possible such indices, and write i3 − 1 = uK + r, where
u = ⌊ i3k ⌋, then dividing {1,⋯, i3 − 1} into u + 1 sets, {aK + 1,⋯, (a + 1)K}, 0 ≤ a ≤ u − 1, and{uK + 1,⋯, i3 − 1}, the first u cannot contain more than 4 surviving indices, and the last cannot
contain more than 3, so this interval contains at most 4u + 3 surviving indices. We conclude
q ≥ [k − (2kK + 7)]+ i3 − 4K (i3 − 1)− 3. Restrict T to the subspace of B∗⊗C∗ where i3 becomes the
diagonal. By Lemma 5.2, with n = 2k + 1− i3 and C =K, we have R(Tk,q) ≥ 53(2k + 1− i3)− 83K.
Since i3 ≤ 37k − 2 we have
R(Tk) ≥ R(Tk,q) + q ≥ 56K2 − (85k − 147)K + 78k − 252
21K
.
In order to have R(Tk) ≥ (2 + )(2k + 1) we need
k ≥ 7(8K2 + 3K + 27K − 36)
K − 42K − 78
At this point we may assume ∣I+∩[0, 37k]∣ ≤ 4K 37k+4 and thus q ≥ k−(2kK +7)+ 3(K−4)7K k−4. Using
this, we conclude in the case ∣I− ∩ [−37k,0]∣ > 4K 37k + 4 by the same reasoning as above with an
even better bound. 
In light of Lemma 4.1, we may henceforth assume
(3) q ≥ [k − (2k
K
+ 7)] + [3
7
k − (12k
7K
+ 4)] = 10
7
k − 26k
7K
− 11.
Lemma 4.2. Assumptions as above. If ∣I− ∩ (k2 , k]∣ ≥ 3, then R(Tk) ≥ (2 + )(2k + 1) when
K ≥ 391−21 and k ≥ 21(13+)K2(K−21K−39) .
Proof. Let y3, y4, y5 be the three indices in I− with absolute value greater than k2 . Let y1 and y2
be respectively the largest and smallest index in I+ ∖ [0, k2 ], so we may add k2 − (y1 − y2) − 1 to
(3). By Lemma 5.3 with n = 2k + 1 we obtain:
R(Tk) ≥ R(Tk,q) + q≥ 2k + 1 + y1 − 2
3
y2 + [10
7
k − 26k
7K
− 11] + [k
2
− (y1 − y2) − 1]
≥ 86
21
k − 26
7
k
K
− 7,
where to obtain the last line we used that y2 > k2 .
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This bound will be greater than (2 + )(2k + 1) when
K ≥ 39
1 − 21
and
k ≥ 21(13 + )K
2(K − 21K − 39)
so we conclude. 
Lemma 4.3. If I− has five indices with absolute value smaller than k2 such that the difference
of the smallest and largest is at most K, then R(T ) ≥ (2 + )(2k + 1) when K ≥ 781−42 and
k ≥ 21(13+)KK−42K−228 .
Proof. By Lemma 4.1 we may assume that these five indices have absolute value at least 37k−3.
We may proceed as in Lemma 4.2 fixing y2 and y1 to be respectively the smallest and largest
index in I+ ∖ [0, 47k], so we may add 37k − (y1 − y2) − 1 to (3).
We obtain:
R(Tk) ≥ R(Tk,q) + q≥ (2k + 1 + y1 − 2
3
y2) + 10
7
k − 26k
7K
− 11 + 3
7
k − (y1 − y2) − 1
≥ (4 + 1
21
)k − 26
7
k
K
− 11,
where in the last line we used that y2 ≥ 47k. This is at least (2 + )m when
(4) K ≥ 78
1 − 42
and
k ≥ 21(13 + )K
K − 42K − 78
and we conclude. 
Proof of Theorem 1.1. One of the cases in Lemmas 4.1,4.2, or 4.3 must hold, which proves the
theorem for k large enough.
In order for assumptions of all lemmas to hold, we need K ≥ 781−42 and
k ≥ max{ 21(13 + )K
K − 42K − 78 , 189K + 21K − 252 + 56K2K + 78 − 42K } .
Taking the estimate K = 781−42 + 1 we obtain
k ≥ 370443 − 829082 − 983829 + 364175(1 − 42)3
In particular, when  = .001 it suffices to take k ≥ 413085, when  = .01, it suffices to take
k ≥ 1.82 × 106, and when  = .02 it suffices to take k ≥ 8.41 × 107. 
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5. Koszul flattenings
In §5.1 we review Koszul flattenings. We then, in §5.2, prove Theorem 1.2. In §5.3, §5.4, we
prove lower border rank bounds for two types of tensors arising in the proof of Theorem 1.1.
5.1. Definition. Fix p < 12 dimA. There is a natural inclusion A ⊂ ΛpA∗⊗Λp+1A inducing an
inclusion A⊗B⊗C ⊂ (ΛpA∗⊗B)⊗(Λp+1A⊗C). Thus given T ∈ A⊗B⊗C, we obtain a linear map
T∧pA ∶ ΛpA⊗B∗ → Λp+1A⊗C.
In bases {ai}, {bj}, {ck} of A,B,C, where T = ∑ijk T ijkai ⊗ bj ⊗ ck ∈ A⊗B ⊗C, the linear map
T∧pA is
T∧pA ∶ ΛpA⊗B∗ → Λp+1A⊗C
X⊗β ↦ ∑ijkT ijkβ(bj)(ai ∧X)⊗ck.
Then [5, Proposition 4.1.1] states
(5) R(T ) ≥ rank(T ∧pA )(dim(A)−1
p
) .
In practice, one takes a subspace A′∗ ⊆ A∗ of dimension 2p + 1 and restricts T (considered as
a trilinear form) to A′∗ × B∗ × C∗ to get an optimal bound, so the denominator (dim (A)−1p ) is
replaced by (2pp ) in (5). Write φ ∶ A → A/(A′∗)⊥ =∶ A′ for the projection onto the quotient: the
corresponding Koszul flattening map gives a lower bound for R(φ(T )), which, by linearity, is a
lower bound for R(T ).
The p = 1 case is equivalent to Strassen’s equations [9], which, for tensors in Cm⊗Cm⊗Cm can
at best prove border rank lower bounds of 32m. We will utilize the p = 2 case, which can at
best prove border rank lower bounds of 53m. Thus we will need to use the border substitution
method to kill off at least a (13 + )m-dimensional space before using Koszul flattenings. Notice
that in the Set Up, we actually kill off at a space of dimension ∼ 12m.
Let T ∈ C5⊗Cn⊗Cn and write T = a1⊗X1+⋯+a5⊗X5. Order the bases of Λ2C5, ai∧aj , with (ij) =
12,13,14,15,23,24,25,34,35,45 and of Λ3C5 as 234,235,245,345,123,124,125,134,135,145. Then
the 10n × 10n Koszul flattening matrix takes the block form
(6) T∧2A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 X4 −X3 0 X2 0 0
0 0 0 0 X5 0 −X3 0 X2 0
0 0 0 0 0 X5 −X4 0 0 X2
0 0 0 0 0 0 0 X5 −X4 X3
X3 −X2 0 0 X1 0 0 0 0 0
X4 0 −X2 0 0 X1 0 0 0 0
X5 0 0 −X2 0 0 X1 0 0 0
0 X4 −X3 0 0 0 0 X1 0 0
0 X5 0 −X3 0 0 0 0 X1 0
0 0 X5 −X4 0 0 0 0 0 X1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
In our case all the matrices Xi will be zero except on a semi-diagonal.
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If X1 is invertible, then, the rank of the matrix (6) equals 6n plus the rank of the block 4n× 4n
matrix with block entries (XiX−11 Xj −XjX−11 Xi). (One gets this matrix with blocks permuted
using the basis choice above.) To see this use the basic identity, for a block matrix with Z square
and invertible: ( 0 X
Y Z
) = (Id XZ−1
0 Id
)(−XZ−1Y 0
0 Z
)( Id 0
Z−1Y Id) .
We record the above observation:
Proposition 5.1. Let T = a1⊗X1 + ⋯ + a5⊗X5 ∈ C5⊗Cn⊗Cn and let X1 be of rank n. If the
rank of the 4n× 4n block matrix with size n×n blocks XiX−11 Xj −XjX−11 Xi is at least R, then
rank(T∧2A ) ≥ R + 6n.
5.2. Proof of Theorem 1.2. We first project T6 to to C9⊗C13⊗C13 by considering all possible
coordinate projections. By Proposition 2.2 for one of the projections the border rank drops at
least by four. In the algorithm in §6 all possible (134 ) projections are considered.
Next, in each case we consider a general projection to C5 ⊗ C13 ⊗ C13. Finally we apply p = 2
Koszul flattenings described in Section 5.1. The algorithm checks the rank of the flattening
matrix is always at least 127. We provide code to carry this out in §6. Thus:
R(T6) ≥ ⌈127
6
⌉ + 4 = 22 + 4 = 26.

5.3. Border rank lower bounds for tensors with T (A∗) supported on the diagonal
and four semi-diagonals close to the diagonal.
Lemma 5.2. Let T = a1⊗X1 + ⋯ + a5⊗X5 ∈ C5⊗Cn⊗Cn be a tensor such that X1 is diagonal
with nonzero entries on the diagonal, X2,X3 are semi-diagonals supported on semi-diagonals
x2 < x3 above the main diagonal and X4,X5 are semi-diagonals supported on semi-diagonals
x4 < x5 below the main diagonal, and assume xs < C for s = 2,⋯,5 for some constant C.
If the entries of T are generic, then the p = 2 Koszul flattening matrix drops rank by at most
16C. In particular, R(T ) ≥ 53n − 83C.
Further, if T is the restriction of a subtensor of the tensor Tk, where X1 corresponds to a
semidiagonal of T of distance at most 37k to the main diagonal, the same bound holds.
Proof. As the flattening of T contains an invertible matrix, the rank of the second Koszul
flattening drops exactly be the drop of the rank of the 4n× 4n commutator matrix described in
Proposition 5.1. This matrix is depicted in Figure 1.
Write Mts ∶=XtX−11 Xs−XsX−11 Xt, t < s, for the four distinct size n×n block matrices appearing
in Proposition 5.1 (here Mst = −Mts). The Mts are semi-diagonal matrices. Explicitly, M23 is
supported on semi-diagonal x2+x3, M24 is supported on semi-diagonal x2−x4, M25 is supported
on semi-diagonal x2 − x5, M34 is supported on semi-diagonal x3 − x4, M35 is supported on
semi-diagonal x3 − x5, M45 is supported on semi-diagonal −(x4 + x5), where negative indices
mean the semi-diagonal is below the main diagonal. We note that some of the entries on these
semi-diagonals may be equal to zero.
By permuting the basis vectors, one obtains a block diagonal matrix, where the diagonal blocks
are of size 4 × 4, namely we group columns x2 + j, x3 + j, −x4 + j, −x5 + j and rows j − x2, j −
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x3, j + x4, j + x5, and there are n such blocks, as in Figure 1. Call the resulting 4 × 4 blocks N j ,
1 ≤ j ≤ n.
It remains to show almost all matrices N j have full rank. We note that each of the matrices Mts
has at most 4C entries on the distinguished semi-diagonal that are not a binomial in the entries
of Xi’s. These non-binomial entries appear only if one of the column or row indices of Mts is
either smaller than 2C or greater than n−2C. We focus on all N j ’s contained in the other rows
and columns, i.e. 2C < j < n − 2C. A direct computation shows that the determinant of each
such N j is, after clearing denominators, an explicit nonzero polynomial P j in the entries of the
matrices Xi.
Hence, whenever the evaluations of the polynomials P j are nonzero the bounds on ranks given
in Lemma 5.2 hold. This holds if the entries of the tensor are generic.
We now prove the last statement of the lemma, i.e. that the rank condition holds when T is a
restriction of a subtensor of Tk. For this we note that each P
j , irrespective of the choice of T
and j, depends only on variables corresponding to entries that are contained in a 4C × 4C × 4C
sub-tensor of Tk made of consecutive indices. As C is a fixed constant and P
j are explicit
polynomials, the non-vanishing can be achieved by filling one 4C × 4C × 4C cube with numbers
such that any subset of them is not a root of any of the P j ’s and then assigning the values of
the tensor periodically as in Lemma 3.3. 
5.4. Border rank lower bounds for tensors supported on 5 semi-diagonals not equal
to the diagonal.
Lemma 5.3. Let T ∈ C5⊗Cn⊗Cn be a tensor supported on three semi-diagonals at distances
y3 < y4 < y5 < n2 below the diagonal and two semi-diagonals at distances y1 > y2 above the
diagonal such that y1 − y2 < y3. Assume the entries of T are distinct primes. Then
R(T ) ≥ n + y1 − 2
3
y2.
Proof. Consider the second Koszul flattening matrix of T given in (6). The bound of R(T ) will
follow by estimating the rank of this matrix.
Consider, in each of the last six blocks, the last n−y1 columns. We obtain 6n−6y1 independent
columns due to the matrix X1 in (6).
We now restrict our attention to columns that are still in the last six blocks, but just consider
the first y1 columns in each block. We focus on the upper four horizontal blocks, obtaining a
4n×6y1 matrix, as in Figure 2. We claim that the rank of this matrix is at least 4y1+2(y1−y2).
In this matrix the second, third and sixth vertical blocks give independent columns, due to the
matrices that are y3 below the diagonal (blue in Figure 2). We claim that the y1 columns in
the first vertical block are also independent of them. For contradiction suppose there is a linear
relation involving i-th column in the first block. The (i + y4)-th entry of the first block of this
column may only be canceled using the (i + y4 − y3)-th column in the second block. Then the
contribution in the third block may only be canceled by the (i+ y5 − y3)-th column in the third
vertical block. Now the entries in the second horizontal block cancel if and only if a binomial
cubic equation on the entries is satisfied. This is not possible, as the entries are distinct primes.
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0
0
0
0
i + x3
x
3  + x
2
i - x4
x4 - x2
i - x4i + x2
i - x3
i + x4
i + x5
x
3  + x
2
x4 - x2
x4 - x3
x5 - x2
x5 - x2
x5 - x3
x4 + x5
x4 + x5
x4 - x3
x5 - x3
Figure 1. The i-th 4 × 4 block N i has entries corresponding to the intersection
of the dashed lines
So far we obtain the lower bound on the rank of matrix in Figure 2 equal to 4y1. By adding
the last (y1 − y2) columns of fourth and fifth block we may find 2(y1 − y2) more independent
columns.
We now focus on the first four vertical blocks in (6). Among those, the first four horizontal
blocks are zero, thus we restrict to the last six. We further restrict to the rows that are zero in
the last six vertical blocks. We obtain a 6 × 4 block matrix. We lower bound the rank of this
matrix in the same way we attained the bound for the matrix in Figure 2.
In total we obtain that the rank of (6) is at least
6(n − y1) + 2(4y1 + 2(y1 − y2)) = 6n + 2(3y1 − 2y2).
This exactly translates to the bound on the border rank as in the statement of the lemma. 
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000
000
0 0
0 0 0
0
i
y2
-
-
y5
y4 y3
i+y4-y3
i+y4
i+y5-y3
i+y5
i+
y 4
+y
5-y
3 y4
y4
y3
y3
y5
y5
y2
y2
Figure 2. The size 4n × 6y1 submatrix of the 4n × 6n matrix.
6. Code for the proof of Theorem 1.2
S=QQ[w_0..w_4];
rs=res ideal basis(1,S);
kosz=rs.dd_3;
R=QQ[a_(-6)..a_6,b_(-6)..b_6,c_(-6)..c_6,w_0..w_4]
T6:=0
for i from -6 to 6 do
(
for j from max(-6,-i-6) to min(6,-i+6) do
(
T6=T6+(2^i+3^j-7*i*j)*a_i*b_j*c_(-i-j)
);
)
by=matrix{{b_(-6)..b_6}}; cz=matrix{{c_(-6)..c_6}};
L=subsets(-6..6,4); zle={};
for m in L do (
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subp={};
for mm from -6 to 6 do(
if (not member(mm,m)) then(
subp=subp|{a_mm=>(sum for i from 0 to 4 list (random(0,R)*w_i))};
);
);
l= rank diff(cz,diff(transpose by,diff(sub(kosz,R),sub(T6,subp))));
if (l<127) then zle=zle|{m};
)
#zle
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