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Abstract
In this paper we describe a general method to derive formulas relating the gap probabilities of some classical
determinantal random point processes (Airy, Pearcey and Hermite) with the gap probability of the same processes
with “wanderers”, “inliers” and “outliers”. In this way, we generalize the Painleve´–like formula found by Baik for
the Baik–Ben Arous–Pe´che´ distribution to many different cases, both in the one and multi–time case. The method
is not ad-hoc and relies upon the notion of Schlesinger transformations for Riemann–Hilbert problems.
Keywords: Riemann–Hilbert problems, Isomonodromy deformations, Darboux transformations, ran-
dom point processes, gap probabilities.
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1 Introduction
The Airy process governs the universal fluctuations of the largest eigenvalue in several matrix models, the asymp-
totics of the longest increasing subsequences of random permutations [8], the last-passage time in directed perco-
lation [18], to mention a few models. In the multi–time case, the Airy process originally appeared in the study of
polynuclear growths models [23] and it is the main example of the probability distributions appearing in the KPZ
universality class [20], which attracted many attention both by physicists and mathematicians in the last years.
It has been proven in [7] for the one time case, and in [13, 3, 5] for the multi–time case, that through some properly
chosen modifications of the probabilistic systems leading to the Airy process, one can obtain a whole family of
different universality classes indexed by two sets of real parameters; for directed percolation, for instance, the
modification consists in considering the case of the percolation in a lattice where some lines and/or columns are
“defective”, while in Dyson Brownian motions one has to consider the case of several particles starting and arriving
to a given point plus some “wanderers”. We refer to the cited works for more details. Concretely, in the one–time
case, these new universality classes are described in terms of a kernel of the form
K
(~a,~b)
Ai (x, y) :=
1
(2pii)2
∫
γL
dw
∫
γR
dz
e
z3
3 −w
3
3 −zx+wy
w − z
∏
(z − bi)∏
(w − bi)
∏
(w − aj)∏
(z − ai) ,
(1.1)
where ~a := {a1, . . . , aq} and ~b := {b1, . . . , bm} are the two sets of real parameters (see Fig. 1 below).
Given the celebrated Tracy–Widom result [26] relating the Painleve´ II equation to the Fredholm determinant of
the Airy kernel, it is just natural to ask if analogue “Painleve´–like” formulas can be written for the Fredholm
determinants of the kernels above, together with their multi–time versions. An answer for the one–time case and
just one set of parameter has been given by Baik in [6]. Already in his paper, Baik pointed out that his formula
((1.16) in loc. cit.) resembles the ones associated to Darboux transformations in the theory of integrable systems.
We shall indeed explain this conjectured connection and also generalize it to the case of the Airy kernel with two
sets of parameters, both in the one and in the multi–time case. In fact, our approach is rather general and can be
applied to a wide class of kernels (see the beginning of Section 3); as additional examples motivated by the existing
literature, we deduce some formulas for the gap probability of the Pearcey process with inliers (both in the one
and multi–time case) [4] and for the gap probability associated to the Gaussian Hermitian matrix model with a
finite–rank external potential [14, 19, 12].
We now describe our approach in general terms: we consider a generic Riemann–Hilbert problem for a N ×N
matrix Γ(z; t) as follows
Γ+(z; t) = Γ−(z; t)M(z; t) , z ∈ Σ; Γ(z; t) = 1 +O(z−1) , z →∞. (1.2)
where t denotes a set of deformation parameters on which the jump matrix M(z; t) depends smoothly. Let ∂ denote
any derivative in one of the parameters t; here Σ is a finite union of piecewise smooth, oriented curves, and the
subscripts ± denote the (nontangential) boundary values from the left/right. Let ω(∂, [M ]) denote the following
differential on the manifold of parameters t
ω(∂, [M ]) :=
∫
Σ
dz
2ipi
Tr
(
Γ−1− Γ
′
−∂MM
−1.
)
(1.3)
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The differential (1.3) was introduced in [9]3 as a generalization of the isomonodromic tau function invented by the
Japanese school [22]; it is known that the exterior differential dω on two (commuting) derivatives ∂, ∂˜ is
dω(∂, ∂˜; [M ]) =
∫
Σ
dz
2ipi
Tr
(
d
dz
∂MM−1∂˜MM−1 − ∂MM−1 d
dz
∂˜MM−1
)
(1.4)
Another related differential was also introduced in [9] as
Ω(∂; [M ]) :=
1
2
∫
Σ
dz
2ipi
Tr
(
Γ−1− Γ
′
−∂MM
−1 + Γ−1+ Γ
′
+M
−1∂M
)
; (1.5)
dΩ(∂, ∂˜; [M ]) =
1
2
∫
Σ
dz
2ipi
Tr
(
M−1M ′
[
M−1∂M,M−1∂˜M−1
])
, (1.6)
and the relationship between the two was established to be
Ω− ω = 1
2
∫
Σ
dz
2ipi
Tr
(
M ′M−1∂MM−1.
)
(1.7)
In many specific situations of interest, the differential Ω (or ω, or both) are closed differentials and thus they
locally define a function on the space of parameters; in the case of isomonodromic deformation [9] the precise
relation is
∂ ln τJMU = Ω(∂, [M ]) (1.8)
where τJMU denotes the Jimbo-Miwa-Ueno isomonodromic tau function [22], and ∂ here is an isomonodromic
deformation. The identification of the differential of the tau–function with the differential Ω allows to introduce
also formulæ for the differentiation also with respect monodromy parameters (e.g. the Stokes’ parameters); we refer
to [9] for details.
In the case of gap probabilities of determinantal random processes with kernels as (1.1) or, more generally,
(3.2) [11, 10], the same differential (1.3) is directly related to the logarithmic derivative of a Fredholm determinant:
the typical example is the Fredholm determinant defining the Tracy-Widom distribution [26] in terms of the Airy
kernel. In this context, our first result of a general nature addresses the following question:
Question 1 Given a Riemann–Hilbert problem as (1.2) with jump matrix M(z,~t), how do ω(∂; [M ]) and Ω(∂; [M ])
change under the group–action of conjugations of the jumps by a diagonal rational matrix D(z)?
The question is particularly relevant in the cases where ω is the differential of a function, be it an isomonodromic
tau function or a Fredholm determinant according to the case under scrutiny: indeed in those cases the answer
to Question 1 implies a formula for the ratio of the tau-function/Fredholm determinant before and after the
modification of the jumps. Following the literature, the transformation of the Riemann–Hilbert problem under
the action of the diagonal matrix D shall be referred as a Schlesinger transformation, while we will speak about
Darboux transformation for the action on the corresponding tau functions. The problem of finding the variation of
the isomonodromic tau functions under the action of Darboux transformation had been addressed (and also solved)
in [16, 17], but in the narrower context of matrix differential equations. We will reformulate the problem and give
a more constructive proof (not by induction) in the first part of the paper. The paper is organized as follows:
3The sign in loc. cit. is the opposite; however that is a “mistake” in the sense that the definition should have been posed as it is
now.
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1. In Section 2, we formulate the problem of the variation of the isomonodromic tau function under Darboux
transformation in the general setting of the Riemann–Hilbert problem and answer Question 1 in full; the
main Theorem is 2.2, whose proof will be given in the Appendix B.
2. In Section 3, we shall apply the general theory of the previous section to the so–called Baik–Ben Arous–Pe´che´
distribution, its generalization to two sets of parameters and the multi–time case, the Pearcey process with
inliers and the Hermite kernel with external potential; all these cases are specialization of Cor. 3.1. In this
section, we will also briefly describe some connections with the theory of KP equations. In particular, using
the KP equation, we re–derive a PDE for the gap probability of the Airy process with two sets of parameters
(in the one time case); a PDE that was originally found in [1], but for a slightly less general case.
3. Appendix A contains the Theorem A.1, proven in [11] and used to identify, along the paper, the Fredholm
determinants we are interested in with the isomonodromic tau function of some Riemann–Hilbert problems.
2 Riemann–Hilbert problems and Darboux transformations
Let Σ ⊂ C be a collection of piecewise smooth oriented arcs and let us consider a Riemann–Hilbert problem for
the N ×N matrix–valued, piecewise analytic and analitycally invertible function Γ(z) (depending parametrically
on t)  Γ+(z, t) = Γ−(z, t)M(z, t), z ∈ Σ,
Γ(z, t) = Id +O(z−1), z −→∞.
(2.1)
We shall not enter into analytic details on specific requirements on M at this stage; we tacitly assume that the RHP
(2.1) is generically (in the parameter space t) solvable. Let D(z) be a diagonal rational matrix. We will denote with
B the set of poles of D(z) (by which we mean a pole of any of the entries) and with A the set of poles of D−1 (i.e.
zeroes of D(z)). We shall denote the multiplicity of the pole z = b ∈ B in the µ-th entry by kb,µ and similarly the
order of the pole z = a ∈ A in the ν-th entry by `a,ν and by Kb = diag(kb,1, . . . , kb,N ), La = diag(`a,1, . . . , `a,N )
so that
D(z) =
∏
cA∪B
zLc−Kcc (2.2)
where Lc = 0 if c 6∈ A and Kc = 0 if c 6∈ B.
Definition 2.1 The characteristic matrix4 G = G{ABLK } associated to the Riemann–Hilbert problem 2.1 and the
diagonal matrix D is the following matrix:
G(b,ν,k);(a,µ,`) := res
z=a
res
ζ=b
etµΓ
−1(z)Γ(ζ)eν dz dζ
(za)`−δa∞(z − ζ)(ζb)kb,ν+1−k−δb∞ , (2.3)
where zc := (z− c) if c is a finite point and z∞ := 1/z if c =∞, and where b runs amongst all the poles of D(z), a
amongst the poles of D−1(z) and 1 ≤ k ≤ kb,ν , 1 ≤ ` ≤ `a,µ, 1 ≤ µ, ν ≤ N . This matrix has size
∑
b∈B
∑N
ν=1 kb,ν
(note that the total number of poles/zeroes is equal, counting the poles /zeroes at infinity).
4We borrow the name from [16].
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Remark 2.1 Since D(z) cannot have both a pole and a zero in the same entry at the same point c, then we never
have (b, ν) = (a, µ) and then the reader may verify that the order of the residues in (2.3) is immaterial.
Example 2.1 Simple examples are those where A,B are singletons and the L,K are elementary diagonal ma-
trices Eµµ so that the characteristic matrix is 1 × 1. This corresponds to the case of “elementary” Schlesinger
transformations5 of [16] (see Sec. B.1);
G{ {c} {c}
Eµµ Eνν
} = (Γ−1(c)Γ′(c))µν (µ 6= ν); G{ {∞} {b}
Eµµ Eνν
} = (Γ(b))µν , b 6=∞
G{ {a} {∞}
Eµµ Eνν
} = (Γ(a)−1)µν , a 6=∞; G{ {a} {b}
Eµµ Eνν
} = (Γ−1(a)Γ(b))µν
a− b , a 6=∞ 6= b.
(2.4)
Our first main theorem characterizes the change that the isomonodromic differential ω(∂, [M ]) (1.3) undergoes
under a conjugation of the jump matrix by the diagonal matrix D(z). First of all we have the theorem that
explains how the characteristic matrix is the coefficient matrix of a linear problem.
Theorem 2.1 Let Γ be the solution of the Riemann–Hilbert problem 2.1 and D a diagonal rational matrix.
Assume moreover that none of the poles and zeroes of D lies on Σ6. Let R(z) be a rational matrix with poles at
A ∪ B and such that
[a] detR(z) 6= 0, z 6∈ A ∪ B,
[b] near each pole and zero of D(z), the new matrix Γ˜(z; t) := R(z; t)Γ(z; t)D(z) is regular, namely
(R(z)Γ(z)D(z))±1 = O(1) , z → c R(z)Γ(z)D(z) = 1 +O(z−1), z →∞, (2.5)
where c denotes a pole of D(z) or D−1(z), respectively.
Then the matrix R(z) exists if and only if detG{ABLK } 6= 0 (with G{ABLK } the characteristic matrix related to Γ as
in Def. 2.1)
The proof is App. B.3.1. Secondly we shall prove
Theorem 2.2 Let Γ˜(z; t) := R(z; t)Γ(z; t)D(z) as in Thm. 2.1. Then:
[1] Γ˜ solves the following new Riemann–Hilbert problem
Γ˜(z; t, c)+ = Γ˜(z; t, c)−M˜(z; t, c) , Γ˜(z) = 1 +O(z−1) , z →∞, det Γ˜(z) 6= 0 , ∀z. (2.6)
where c denotes symbolically the acquired dependence on the poles/zeroes of D(z) and the new jump matrix is given
by
M˜(z; t, c) := D−1(z; c)M(z; t)D(z; c) , (2.7)
[2] The difference of the two isomonodromic differentials (1.3) is
ω(∂, [M˜ ])− ω(∂, [M ]) =
∑
c
(
res
z=c
Tr
(
R−1R′∂(ΓD)D−1Γ−1
)
+ res
z=c
Tr
(
Γ−1Γ′∂DD−1
))
+
+
∫
Σ
dz
2pii
Tr
(
D−1D′
(
∂MM−1 − ∂DD−1 +MD−1∂DM−1)−M−1M ′∂DD−1) ,(2.8)
5For the definition of Schlesinger transformation we used see Definition B.1
6See Remark B.3 for a relaxation of this assumption when possible. The statement of the theorem is unchanged.
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where ∂ denotes now a derivative of any of the parameters t or c.
[3] Equivalently,
ω(∂, [M˜ ])− ω(∂, [M ]) = ∂ ln detG+ ∂ ln
n∏
µ=1
∏
b∈B′
a∈A′
(b− a)kb,µ`a,µ∏
b<b′(b− b′)kb,µkb′,µ
∏
a<a′(a− a′)`a,µ`a′,µ
+
+
∫
Σ
dz
2pii
Tr
(
D−1D′
(
∂MM−1 − ∂DD−1 +MD−1∂DM−1)−M−1M ′∂DD−1) , (2.9)
with G the relevant characteristic matrix in Definition 2.1, and b < b′ denotes any (fixed) ordering of the finite
points in B′ := B \ {∞} (A′ := A \ {∞}).
A simple corollary expressing the change of Ω (rather than ω) is given below;
Corollary 2.1 Under the same hypothesis of Theorem 2.2 we have (all products over b ∈ B′ = B \ {∞} and
a ∈ A′ = A/{∞})
Ω(∂, [M˜ ])− Ω(∂, [M ]) = ∂ ln detG+ ∂ ln
n∏
µ=1
∏
b∈B′
a∈A′
(b− a)kb,µ`a,µ∏
b<b′(b− b′)kb,µkb′,µ
∏
a<a′(a− a′)`a,µ`a′,µ
+
+
1
2
∫
Σ
dz
2ipi
Tr
(
D′D−1
(
∂MM−1 +M−1∂M +M∂DD−1M−1 −M−1∂DD−1M)+
−∂DD−1 (M−1M ′ +M ′M−1)) (2.10)
Proof. Using the relationship (1.7) we only have to add to (2.9) in Thm. 2.2 the expression below
1
2
∫
Σ
dz
2ipi
Tr
(
M˜ ′M˜−1∂M˜M˜−1 −M ′M−1∂MM−1
)
, (2.11)
with M˜ = D−1MD. Simplifying the result (using the cyclicity of the trace only) we obtain the claim. Q.E.D.
The Theorems 2.1 and particularly 2.2 are quite crucial and actually costitute the largest conceptual contribution
of the paper. However we opted to confine their proofs to the Appendix (Section B.3.1) in order not to interfere
with the momentum of the paper. In the setup of this theorem D(z) is a globally defined rational function, therefore
each entry has total index zero on the Riemann sphere (the index is the difference between the total multiplicity of
zeroes and poles, including infinity). In fact we will prove first a more general statement where D(z) is only locally
defined in disjoint disks, so that the entries may have total index different from zero. We shall anyway always
assume that the index of the detD(z) (i.e. the sum of all the multiplicities of all the zeroes and all the poles of the
entries) is zero (in Section B.1).
3 Applications to random point processes
We will only consider gap probabilities involving at most two-times because it offer a sufficient generality without
unnecessary technical complications; the completely general formulas would only require writing larger matrices
and was considered in [10]. We thus consider the evaluation of the Fredholm determinant
F (~a,
~b)(~τ ,~s) := det(Id−K(~a,~b)χ~I) (3.1)
:= 1 +
∞∑
k=1
∑
r1+r2=k
∫
I
r1
1 ×I
r2
2
det
((
K
(~a,~b)
ij (x
(i)
s , x
(j)
t )
)
s≤ri,t≤rj
)2
i,j=1
r1∏
i=1
dx
(1)
i
r2∏
i=1
dx
(2)
i ,
6
where we have two time parameters ~τ := {τ1, τ2}, τ1 < τ2; ~I := {I1, I2} is a collection of two multi–intervals7
with endpoints ~s = {s(j)i , j = 1, 2}. The sets A′ := {aj , j = 1, . . . ,m1}, B′ := {bi, i = 1, . . .m2} consist of real
parameters; to each bi we assign multiplicity ki and to each aj multiplicity `j . The operator K
(~a,~b) : L2(R,C2)→
L2(R,C2) is thought of as a matrix integral operator with a smooth kernel (denoted by the same symbol for
simplicity) and entries given by
K
(~a,~b)
ij (x, y) :=
1
(2pii)2
∫
γ2
dw
∫
γ1
dz
eθτi (x;z)−θτj (y;w)
w − z
C(z)
C(w)
− δi<j
∫
γ2
dz
2pii
eθτi (x;z)−θτj (y;z). (3.2)
where C(z) :=
∏m1
j=1 z
kj
bj∏m2
i=1 z
`j
ai
(same notations as in the previous section).
Overview of the logic. The logical development of this section and all the specializations is as follows:
• We associate the RHP (3.1) to the operator in (3.1), for arbitrary number of ~a,~b’s. This RHP is of the general
form (2.1).
• The jump matrices M (~a,~b)(z;~τ ,~s) of the RHP depend on the parameters ~τ ,~s and ~a,~b; the dependence on these
parameters of the Fredholm determinant F (~a,
~b)(~τ ,~s) (3.1) is exactly an instance of isomonodromic differential
(1.3). This means that
∂ lnF (~a,
~b)(~τ ,~s) = ω(∂; [M (~a,
~b)]) (3.3)
• The jump matrices M (~a,~b) for different number of points ~a,~b’s are all related to the “bare” jump matrices
M (∅,∅) by a conjugation with a diagonal rational matrix; therefore we are precisely in the setting of Thm.
2.2.
• As a consequence, we shall establish (Cor. 3.1) that
F (~a,
~b)(~τ ,~s)
F (∅,∅)(~τ ,~s)
∝
detG{ABLK }
∏
j≤m1,r≤m2
(bj − ar)kj`r∏
1≤j<j′≤m1
(bj − bj′)kjkj′
∏
1≤r<r′≤m2
(ar − ar′)`r`r′
(3.4)
where the proportionality constant is an absolute constant (independent of ~a,~b, ~τ , ~s) whose specific evaluation
depends on the example and will then be shown to be unity.
We make the following assumptions, which cover all the cases to be detailed below:
1. θτ (x; z) is a polynomial in z whose coefficients (possibly) depend on a real parameter τ . Moreover θτ (x; z) is
linear in x; more precisely θτ (x; z) = θτ (0; z)− xz.
2. γ2 can be continuously deformed into iR without changing the value of the kernel and γ1 is (union of) oriented
contours (possibly extending to infinity) such that the integrand on the left hand side of (3.2) is convergent
and (γ1 ∩ γ2) ∩ {A′ ∪ B′} = ∅. Of course, also the series in (3.1) is assumed to be convergent.
7By ”multi-intervals” we always mean, following the general usage, a finite union of disjoint intervals.
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3. γ1 has no intersections with γ2. If Re(z − w) > 0 for all z ∈ γ1, w ∈ γ2, then an odd number of endpoints
for I is allowed and I = [s1, s2] unionsq . . . unionsq [s2k+1,+∞). Viceversa, if Re(z − w) < 0 for all z ∈ γ1, w ∈ γ2, then
I = (−∞, s1] unionsq [s2, s3] unionsq . . . unionsq [s2k, s2k+1]. In the other cases just an even number of endpoints is considered.
Remark 3.1 In concrete examples coming from the literature the kernel is as in (3.2) but with θ˜τ (x; z) = θ˜τ (0; z)+
xz (thus differing in the sign of x). The change is only cosmetic as one promptly verifies that it only amounts to
a reversal of sign of all the multi-intervals.
Throughout the section we shall pose N = N1 +N2 = #s
(1) + #s(2). We introduce the following RHP:
Problem 3.1 Find the sectionally analytic function Γ(~a,
~b)(z) ∈ GL(N + 1,C) on C/ {γ1 ∪ γ2} such that
Γ
(~a,~b)
+ (z) = Γ
(~a,~b)
− (z)M
(~a,~b)(z)
Γ(~a,
~b)(z) ∼ 1 +O(z−1), z →∞.
(3.5)
with8 M (~a,
~b)(z) :=
1 −eθτ1
(
s
(1)
1
)
Cχ1 . . . (−)N1eθτ1
(
s
(1)
N1
)
Cχ1 −eθτ2
(
s
(2)
1
)
Cχ1 . . . (−)N2eθτ2
(
s
(2)
N2
)
Cχ1
− e−θτ1
(
s
(1)
1
)
C−1χ2
... 1N1 0
−e−θτ1
(
s
(1)
N1
)
C−1χ2
− e−θτ2
(
s
(2)
1
)
C−1χ2
... Rij 1N2
−e−θτ2
(
s
(2)
N2
)
C−1χ2

(3.6)
Rij(z) := (−1)j+1e−θτ1 (s
(1)
j ;z)+θτ2 (s
(2)
i ;z)χ2, i = 1, . . . , N2, j = 1, . . . , N1.
Here χ1,2 = χ1,2(z) denote the indicator functions of γ1,2 and C = C(z) = C(z;~a,~b) is given by
C(z) :=
∏m1
j=1(z − bj)kj∏m2
i=1(z − ai)`j
. (3.7)
Theorem 3.1 The Fredholm determinant F (~a,
~b) satisfies the following variational formulæ
∂ lnF (~a,
~b)(~τ ,~s) = ω(∂; [M (~a,
~b)]) (3.8)
with ω as in (1.3). In particular,
∂
s
(1)
i
logF (~a,
~b) = −
(
Γ
(~a,~b)
1
)
(i+1,i+1)
, ∂
s
(2)
i
logF (~a,
~b) = −
(
Γ
(~a,~b)
1
)
(N1+i+1,N1+i+1)
(3.9)
where
Γ(~a,
~b) ∼ 1 + Γ(~a,~b)1 z−1 +O(z−2), z →∞. (3.10)
8In order to make the formula readable, in the expression of the jump matrix we suppressed the dependence of the variables on z.
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Proof. The proof is essentially a rewrite of the proof of Thm. 2.1 of [10], and we report it here mostly for the
convenience of the reader. We start observing that, using the Cauchy residue’s theorem on the (i, j) entry of the
kernel, we have
K
(~a,~b)
i,j (x, y)χ~I(x) =
1
(2pii)3
∫
iR
dξ
Ni∑
`=1
(−1)`+1eξ(s(i)` −x)
×
[∫
γ2
dw
∫
γ1
dz
eθτi (s
(i)
` ;z)−θτj (0;w)+yw
(z − w)(ξ − z)
C(z)
C(w)
+ 2piiδ1iδ2j
∫
γ2
dzeθτi (s
(i)
` :z)−θτj (0;z)+yz
]
.
Hence, in particular, K(~a,
~b) = TK(~a,~b;~s)T −1, where T : L2(γ2) −→ L2(R) is the Fourier transform and the entries
of K(~a,
~b;~s) are given by
K
(~a,~b;~s)
ij (ξ, w) :=
Ni∑
`=1
(−1)`+1
[∫
γ1
dz
2pii
eθτi (s
(i)
` ;z)−θτj (0;w)+s
(i)
` ξ
(z − w)(ξ − z)
C(z)
C(w)
+ δ1iδ2j
eθτi (s
(i)
` ;w)−θτj (0;w)+s
(i)
` ξ
ξ − w
]
.
K(~a,
~b;~s) is the composition of two integrable operators plus a third one, namely
K(~a,
~b;~s)(ξ, w) = G~s(ξ, z) ∗ F(z, w) + E(ξ, w) (3.11)
with
(G~s)ij(ξ, z) := δij
2pii
N∑
`=1
(−1)`+1 e
1
2 θτi (0;z)−s
(i)
` (z−ξ)
ξ − z ; G~s : L
2(γ1) −→ L2(γ2),
Fij(z, w) := 1
2pii
e
1
2 θτi (0;z)−θτj (0,w)
z − w
C(z)
C(w)
; F : L2(γ2) −→ L2(γ1),
Eij(ξ, w) := δ1iδ2j
N1∑
`=1
eθτ1 (s
(1)
` ;w)−θτ2 (0;w)+s
(1)
` ξ
ξ − w ; E : L
2(γ2) −→ L2(γ2).
(3.12)
Now define the following integral operator acting on L2(γ1 unionsq γ2) = L2(γ1)⊕ L2(γ2):
H :=
[
0 F
G~s E
]
.
The operator H is easily seen to be HS and thus det2(Id−H) is well defined, so that we have the following chain
of identities of regularized Fredholm determinants [24]
det2(Id−H) = det2
[
Id −F
−G~s Id− E
]
= det2
[
Id −F
−G~s Id− E
]
det2
[
Id F
0 Id
]
=
= e−TrG~s∗Fdet2
[
Id 0
−G~s Id− G~s ∗ F − E
]
= e−TrG~s∗Fdet2(Id−K(~a,~b:~s))
The term TrG~s ∗ F can be regarded as the formal “trace” of K(~a,~b:~s) in (3.11) because the term G~s ∗ F is honestly
of trace class (both operators are easily shown to be HS), but it is not obviuos whether E is. However E is diagonal
free and hence (formally) traceless. Now the operator K(~a,
~b:~s) is easily seen to be at least Hilbert–Schmidt and
thus its det2 is well defined. The expression (3.13) then (by the properties of the regularized determinant det2) is
computed in terms of the same series that defines an ordinary Fredholm determinant. On the other hand, since
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the operator K(~a,
~b:~s) is unitarily equivalent to K(~a,
~b)χI by Fourier transform, the latter determinant equals the
Fredholm determinant of K(~a,
~b)χI . The reader interested in more details of the functional analysis behind this step
is invited to refer to Thm. 2.1 of [10]. Thus we have
F (~a,
~b) = det2(Id−H). (3.13)
It is then straightforward, although it takes some effort, to see that the kernel of H (which we denote by the same
symbol) is H(z, w) = f
T(z)g(w)
z−w where f and g are the following matrices:
f(z) :=
1
2pii

e
1
2 θτ1 (0;z)Cχ1 e
1
2 θτ2 (0;z)Cχ1
es
(1)
1 zχ2 0
...
...
es
(1)
N1
zχ2 0
0 es
(2)
1 zχ2
...
...
0 es
(2)
N2
zχ2

, g(w) :=

e−θτ1 (0;w)C−1χ2 e−θτ2 (0;w)C−1χ2
e
1
2 θτ1 (0,w)−s
(1)
1 wχ1 e
θτ1 (s
(1)
1 ,w)−θτ2 (0;w)χ2
...
...
(−1)N1+1e 12 θτ1 (0,w)−s(1)N1wχ1 (−1)N1eθτ1 (s
(1)
N1
,w)−θτ2 (0,w)χ2
0 e
1
2 θτ2 (0;w)−s
(2)
1 wχ1
...
...
0 (−1)N2+1e 12 θτ2 (0,w)−s(2)N2wχ1

.
(3.14)
Hence, H is an integrable operator. Direct computation following the general theory explained in App. A shows
that it is associated to the Riemann–Hilbert problem 3.1. In order to prove (3.9) we need to transform the
Riemann-Hilbert problem to one with constant jump; to this end we define the diagonal matrix T (z) as
T (z) := diag
(
T (0)(z), T (1)(z), . . . , T (N)(z)
)
+ log(C(z))diag(1, 0, . . . , 0) (3.15)
T (0)(z) :=
1
N + 1
(
N1∑
`=1
θτ1(s
(1)
` ; z) +
N2∑
`=1
θτ2(s
(2)
` ; z)
)
,
T (`)(z) := T (0)(z)− θτ1(s(1)` ; z), ` = 1, . . . , N1, ; T (N1+`)(z) = T (0)(z)− θτ2(s(2)` ; z), ` = 1, . . . , N2.
Then the reader may verify directly that Ψ(~a,
~b)(z) := Γ(~a,
~b)(z)eT (z) satisfies a RH problem with constant jumps.
The equation (3.9) is then proved using (A.4) and verifying the equations
− res
z=∞Tr
((
Γ(~a,
~b)
)−1
∂zΓ
(~a,~b)∂
s
(1)
`
T
)
= −(Γ1)`+1,`+1, ` = 1, . . . , N1;
− res
z=∞Tr
((
Γ(~a,
~b)
)−1
∂zΓ
(~a,~b)∂
s
(2)
`
T
)
= −(Γ1)`+1,`+1, ` = N1 + 1, . . . , N1 +N2.
Q.E.D.
Relationship with Darboux transformations.
In the Riemann–Hilbert problem 3.1 the jump matrices of the problem with ~a,~b 6= ∅ are related to the jump
matrices of the “bare” problem with ~a = ~b = ∅ by a diagonal conjugation
M (~a,
~b)(z) = D−1(z)M (∅,∅)(z)D(z) , D(z) := diag(C−1(z), 1, . . . , 1) , C(z) :=
∏m1
j=1 z
kj
bj∏m2
i=1 z
`j
ai
. (3.16)
This is a special case of Theorem 2.2 (and also of Remark B.3 when #A′ 6= #B′) and hence we have the following
corollary :
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Corollary 3.1 The Fredholm determinants F (~a,
~b)(~τ ,~s) for different number of points ~a,~b’s, are related as follows:
∂ lnF (~a,
~b)(~τ ,~s) = ∂ lnF (∅,∅)(~τ ,~s) + ∂ ln detG{ABLK } + ∂ ln
∏
j≤m1
r≤m2
(bj − ar)kj`r∏
j<j′
(bj − bj′)kjkj′
∏
r<r′
(ar − ar′)`r`r′
, (3.17)
where A and B are respectively the set of zeroes and poles of D; Kbj = kjE11 and Lar = `rE11 while ∂ stands
for the derivative with respect any of the parameters ~a,~b, ~τ , ~s. Equivalently, there is a constant C, independent of
~a,~b, ~τ , ~s such that
F (~a,
~b)(~τ ,~s)
F (∅,∅)(~τ ,~s)
= C
detG{ABLK }
∏
j≤m1,r≤m2
(bj − ar)kj`r∏
1≤j<j′≤m1
(bj − bj′)kjkj′
∏
1≤r<r′≤m2
(ar − ar′)`r`r′
(3.18)
Proof. The formula is just a specialization of Thm. 2.2 in view of (3.16); the only point worth mentioning is that
the additional terms in lines (2.10) (2.10) are absent because on each contour of Σ the jump matrices are of the
form 1+triangular, and hence the matrix under trace is strictly triangular (upper or lower) so that the integrands
vanish identically. Q.E.D.
Example 3.1 In the case where either ~b = ∅ 6= ~a or ~a = ∅ 6= ~b and all multiplicities are one, we obtain, respectively,
∂ lnF (~a,∅) = ∂ lnF (∅,∅) + ∂ ln detG{ ~a {∞}
{(E11)m}{mE11}
} − ∂ ln ∆(~a) , (3.19)
∂ lnF (∅,~b) = ∂ lnF (∅,∅) + ∂ ln detG{ {∞} ~b
{mE11}{(E11)m}
} − ∂ ln ∆(~b) , (3.20)
where ∆(~a) =
∏
j<`(aj − a`) (the Vandermonde determinant) and (E11)m in the symbol above simply stands for
the sequence of m copies of E11. The relevant characteristic matrices are
G{ ~a {∞}
{(E11)m}{mE11}
} =
[
res
z=∞
[
zi−1Γ−1(aj)Γ(z)
]
1,1
z − aj
]
i,j≤m
G{ {∞} ~b
{mE11}{(E11)m}
} =
[
res
z=∞
[
zi−1Γ−1(z)Γ(bj)
]
1,1
bj − z
]
i,j≤m
(3.21)
The formulas (3.20), (3.19) imply at once that
F (~a,∅)
F (∅,∅)
= C
detG{ ~a {∞}
{(E11)m}{mE11}
}
∆(~a)
,
F (∅,~b)
F (∅,∅)
= C
detG{ {∞} ~b
{mE11}{(E11)m}
}
∆(~b)
(3.22)
for some constant C that does not depend on ~a,~b or any of the parameters of the RHP; it may only depend on m.
Clearly this constant must be fixed by some other consideration and we will see that it turns out to be C = 1, in
the cases we will consider.
Remark 3.2 Suppose now, for simplicity, that #A = #B = m and that all the ai, bj are distinct. Denote with
Ξ(~a,~b) the ratio
Ξ(~a,~b) =
F (~a,
~b)
F (∅,∅)
.
When m = 1 we have
Ξ1(a, b) = −C
(
Γ−1(a)Γ(b)
)
11
11
where, here and below, C denotes an absolute constant,i.e., independent of ~a,~b, ~τ , ~s. More generally,
Ξm(~a,~b) = C det
[
(Γ−1(ai)Γ(bj))11
ai − bj
] ∏m
i,j=1(bi − aj)
∆(~a)∆(~b)
; (3.23)
combining the two we get
Ξm(~a,~b) = C det
[
Ξ1(ai, bj)
bj − ai
] ∏m
i,j=1(bi − aj)
∆(~a)∆(~b)
. (3.24)
Essentially, this means that the value of Ξ at a single point (a, b) ∈ C2 is enough to reconstruct the value of Ξ at
an arbitrary point (~a,~b) ∈ C2N .
Exactly the same reproducing formula holds for an arbitrary KP tau function, when written in Miwa variables
(see for instance [21], [2] and [27]; in this last reference in particular it is explained that (3.24), when the language
of free fermions is used, is nothing but Wick’s theorem).
In other words, the quantity Ξ(~a,~b), thought as a formal series around infinity with respect to the variables ~a,~b,
satisfies the KP bilinear equations (in Miwa variables)∮
dz
2pii
∏ (1− z/bk)(1− z/a′k)
(1− z/b′k)(1− z/ak)
Ξ(~a;~b, z) Ξ(~a′, z;~b′) = 0. (3.25)
where here we have #(~a) = #(~b, z) = #(~a′, z) = #(~b′). We underline that this connection with KP equations,
which we find interesting and rather curious, is formal; KP equations will be used also below in a more effective
way to (re)-deduce a PDE for the gap probability associated to the B-B-P distribution.
We shall show that the matrices (3.21) can be written in a form which involves derivatives in the endpoint variables.
Suppose that Γ(z, s) := Γ(∅,∅)(z, s) is known. We need the following lemma.
Lemma 3.1 Let us denote generically with s any of the endpoint variables s
(i)
` ; then the following formulas hold
true:
∂sΓ(z) = z [Γ(z), σ] + [Γ1, σ] Γ(z) ∂sΓ
−1(z) = z
[
Γ−1(z), σ
]− Γ−1(z) [Γ1, σ] . (3.26)
where
σ :=
1
z
∂s T (z) ; Γ(z) = 1 +
Γ1
z
+O(z−2) , z →∞. (3.27)
Proof. We observe that, since the jumps associated to Ψ(z) := Γ(z)eT (z) are constant,
U := (∂sΨ(z))Ψ
−1(z)
is an entire function (no jumps) bounded by a polynomial of degree one; using the asymptotic expansion of Ψ(z)
at infinity we obtain U(z) = zσ + [Γ1, σ]. The first formula in (3.26) is obtained from ∂sΨ(z) = U(z)Ψ(z) simply
plugging in the definition of Ψ(z), while the second one is obtained from the first one with standard manipulations.
Q.E.D.
In order to establish connection with the existing literature [6] we need some more informations on the matrices
(3.21) and their properties. Consider the following sequence (in `) of (N + 1) × (N + 1) matrices ((N + 1) is the
size of the RHP (3.1); the dependence on the other parameters ~τ ,~s are understood throughout)
G−` = G−` (a) := resz=∞
z`−1
z − aΓ
−1(a)Γ(z), ` = 1, 2, . . . , (3.28)
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G+` = G+` (b) := resz=∞
z`−1
b− zΓ
−1(z)Γ(b), ` = 1, 2, . . . . (3.29)
Proposition 3.1 Let s and σ be as in Lemma 3.1; then the following formulas hold true:
∂s G−` = a[G−` , σ] + G−1 [Γ`, σ] ∂s G+` = b[G+` , σ]− [σ,Γ−1` ]G+1 (3.30)
G−`+1 = aG−` + G−1 Γ` G+`+1 = bG+` + Γ−1` G+1 (3.31)
Equivalently, the following recursion relation holds, for the entries (µ, ν):(
∂s + a(±1− hµ,ν)
)
(G−` )µ,ν = ±(G−`+1)µ,ν +
(
∓ G−1 Γ` + G−1 [Γ`, σ]
)
µ,ν
, (3.32)(
∂s + b(∓1− hµ,ν)
)
(G+` )µ,ν = ∓(G+`+1)µ,ν +
(
∓ Γ−1` G+1 − [σ,Γ−1` ]G+1
)
µ,ν
, (3.33)
where the coefficients {hµ,ν} are defined by [Eµ,ν , σ] = hµ,νEµ,ν (or also [σ,Eνµ] = hµνEνµ), and
Γ±1` := − resz=∞ z
`−1Γ±1(z) dz.
Proof. The formula (3.30) for the (~a) case is proven by differentiating the definition of G−` (a) using Leibnitz rule;
the derivative then involves Lemma 3.1 and the computation proceeds by straightforward simplification. Skipping
some intermediate steps we have the following chain of identities:
∂s (G−` )µ,ν = resz=∞
z`−1
z − a∂s
(
Γ−1(a)Γ(z)
)
µ,ν
= res
z=∞
z`−1
z − aTr
(
a
[
Γ−1(a), σ
]
Γ(z)Eνµ + Γ
−1(a)z
[
Γ(z), σ
]
Eνµ
)
= res
z=∞
z`−1
z − aTr
(
aΓ−1(a)Γ(z)hµνEν,µ + (z − a)Γ−1(a)[Γ(z), σ]Eν,µ
)
= hµνa(G−` )µ,ν −
(
Γ−1(a)[Γ`, σ]
)
µ,ν
=
(
a [G−` , σ]− Γ−1(a)[Γ`, σ]
)
µ,ν
The case of ∂s (G+` )µ,ν is handled in a similar fashion. For (3.31) we observe that, from the very definition
G−`+1 = resz=∞
z`
z − aΓ
−1(a)Γ(z) = res
z=∞
z`−1(z − a+ a)
z − a Γ
−1(a)Γ(z) = aG−` − Γ−1(a)Γ` = aG−` + G−1 Γ` (3.34)
G+`+1 = resz=∞
z`
b− zΓ
−1(z)Γ(b) = res
z=∞
z`−1(z − b+ b)
b− z Γ
−1(z)Γ(b) = bG(+)` + Γ−1` Γ(b) = bG(+)` + Γ−1` G(+)1 (3.35)
Finally, equation (3.32) comes from (3.30) and (3.31) by adding or subtracting, observing also that [G±` , σ]µ,ν =
hµ,ν(G±` )µ,ν . Q.E.D.
Corollary 3.2 Given F (~a,
~b)(~τ ,~s) associated to the Riemann–Hilbert problem 3.1 for ~a,~b = ∅ respectively, we have
∂
s
(1)
1
ln
F (
~b,∅)
F (∅,∅)
= ∂
s
(1)
1
ln
1
∆(~b)
det
[
(−∂
s
(1)
1
+ bj)
`−1f(bj)
]m
`,j=1
(3.36)
∂
s
(1)
1
ln
F (∅,~a)
F (∅,∅)
= ∂
s
(1)
1
ln
1
∆(~a)
det
[
(∂
s
(1)
1
+ aj)
`−1g(aj)
]m
`,j=1
(3.37)
with f(bj) := Γ1,1(bj), g(aj) := (Γ)
−1
1,1 (aj).
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Proof. We take into consideration the case of τ (~a). In this case the characteristic matrix is [(G−` (aj))11]j,`≤m. We
thus have to prove that
det[(G−` (aj))11]j,`≤m = C det
[
(∂
s
(1)
1
+ aj)
`−1g(aj)
]m
`,j=1
. (3.38)
where C is a constant independent of the deformation parameters. In order to prove (3.38) we observe that, in this
particular case, σ = 1N+1 (N,−1, . . . ,−1) and the equation (3.32) (with the plus sign) reads as
(∂
s
(1)
1
+ aj)(G−` (aj))11 = (G−`+1(aj))11 − (G−` (aj))11(Γ`)11.
On the other hand G−1 (aj) = −(Γ−1(aj))1,1 = −g(aj), hence the statement is proven changing the sign of the
first column of G and then performing linear transformations between the columns. The second case is handled
similarly. Q.E.D.
The goal of the following sections is to show how specializations of the setup in the previous Sec. 3 cover several
instances already appeared in the literature and then also allows us to obtain interesting generalizations.
3.1 The Baik-Ben Arous-Peche´ distribution and Baik’s formula
Our first example is the B-B-P distribution [7], i.e., in our notation
F
(∅,~b)
BBP (s) := det
(
Id−K(~b)Ai χ[s,∞)
)
, (3.39)
where
K
(∅,~b)
Ai (x, y) :=
1
(2pii)2
∫
γL
dw
∫
γR
dz
e
z3
3 −w
3
3 −zx+wy
w − z
B(z)
B(w)
, (3.40)
B(z) :=
∏m
k=1 (z − bk) and γL/R are depicted in Figure 1, together with their reciprocal position with respect to
the parameters ~b := {b1, . . . , bm}. The relevant Riemann–Hilbert problem, in this case, is a (2×2) problem reading
as follows:
Problem 3.2 Find the sectionally analytic function Γ(∅,~b)(z) ∈ GL(2,C) on C/ {γR ∪ γL} such that
Γ
(∅,~b)
+ (z) = Γ
(∅,~b)
− (z)
 1 −e
z3
3 −szB(z)χR
−e− z33 +szB(z)−1χL 1

Γ(∅,~b)(z) ∼ Id +O(z−1), z →∞.
(3.41)
Observe that, for m = 0, this is precisely the Riemann–Hilbert problem associated to the Hasting–Mc Leod solution
of the Painleve´ II equation. As corollary of the general theory exposed in the previous sections, we obtain that, up
to s–independent terms, FBBP (s) coincide with the isomonodromic tau function associated to 3.2. Moreover we
also obtain the following formula, already obtained by Baik in [6] (with slightly different notations).
Corollary 3.3 ([6]) Let f(z) := Γ
(∅,∅)
1,1 (z) be the (1, 1)–entry of the solution to 3.2 for
~b = ∅. Then, for an arbitrary
set of parameters ~b, we have
F
(~b)
BBP (s) = FTW (s)
det
(
(−∂s + bj)`−1f(bj)
)m
`,j=1
∆(~b)
, (3.42)
where FTW (s) is the standard Tracy–Widom distribution.
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Proof: From (3.36) and Cor. 3.2 we have, integrating once, that
F
(~b)
BBP (s) = CFTW (s)
det
(
(−∂s + bj)`−1f(bj)
)m
`,j=1
∆(~b)
and we only need to show that the constant is C = 1. On one hand, both F
(~b)
BBP (s) and FTW (s) have limit equal to
1 when s goes to infinity (because of their probabilistic interpretation). Now recall that f(z) = Γ11(z, s), and it is
well known that Γ(z, s) → 1 (uniformly) as s→ +∞. Thus f(z, s) → 1 and the determinant of the characteristic
matrix tends precisely to the Vandermonde determinant, forcing C = 1. Q.E.D.
3.2 The Airy kernel with two deformation parameters: generalized Baik’s formula
γR
γL
~b ~a
Figure 1: Contours γR/L and position
of the points ~a,~b.
In [13, 5] the following generalization of (3.40) (together with its multi–time
version) is considered:
K
(~a,~b)
Ai (x, y) :=
1
(2pii)2
∫
γL
dw
∫
γR
dz
e
z3
3 −w
3
3 −zx+wy
w − z
B(z)
B(w)
A(w)
A(z)
.
(3.43)
where B(z) =
∏m
j=1(z−bj) as before and A(z) :=
∏q
k=1 (z − ak). The relevant
Riemann–Hilbert problem whose tau function coincides with
F (~a,
~b)(s) := det(Id−K(~a,~b)Ai χ[s,∞)) (3.44)
is the following:
Problem 3.3 Find the sectionally analytic function Γ(~a,
~b)(z) ∈ GL(2,C) on
C/ {γR ∪ γL} such that
Γ
(~a,~b)
+ (z) = Γ
(~a,~b)
− (z)

1 −e z33 −szB(z)
A(z)
χR
−e− z33 +sz A(z)
B(z)
χL 1

Γ(~a,
~b)(z) ∼ Id +O(z−1), z →∞.
(3.45)
where A(z) :=
∏q
k=1(z − ak), B(z) :=
∏m
k=1(z − bk).
Given Γ the solution of the Riemann-Hilbert problem 3.3 for (~a) = (~b) = ∅ (Γ is, in other word, the solution
associated to the Hastings-McLeod solution of the Painleve´ II equations), there are two distinct way to obtain
Γ(~a,
~b) through Darboux transformations.
The first one consists in conjugating the jump for the “bare problem” with the diagonal matrixD := diag(A(z), B(z))
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(hence we slightly deviate from what described in formula (3.16)). In this case, the relevant characteristic matrix
will be G := G{ {(~a), (~b)} {∞}
{(E11)q(E22)m} {(qE11 +mE22)}
} written in block form as
G := res
z=∞

[
z`Γ−1(aj)Γ(z)
]
1,1
z − aj
[
z`Γ−1(aj)Γ(z)
]
1,2
z − aj
[
z`Γ−1(bj)Γ(z)
]
2,1
z − bj
[
z`Γ−1(bj)Γ(z)
]
2,2
z − bj

=

G−` (aj)1,1 G−` (aj)1,2
G−` (bj)2,1 G−` (bj)2,2
 (3.46)
In each block of the formula above, the index j is the row-index, the index ` the column and the upper-left block
is of size (q × q) and the lower-right (m×m). Then
Proposition 3.2 Denote with gij(z) = (Γ
−1)ij(z), where Γ is the solution of the Riemann-Hilbert problem for the
Hasting Mc–Leod solution of Painleve´ II (i.e. 3.3 for (~a) = (~b) = ∅). Then, for arbitrary sets of parameters ~a and
~b,
F (~a,
~b)(s) = FTW (s)
det

(
∂s + aj
)`−1
g11(aj)
1≤`,j≤q
(−∂s)`−1g12(aj)
1≤`≤m;j≤q
∂`−1s g21(bj)
1≤`≤q;j≤m
(−∂s + bj)`−1g22(bj)
1≤`,j≤m

∆(~a)∆(~b)
. (3.47)
Proof. According to Corollary 3.1 specialized to this case, the ratio F (~a,
~b)(s)/FTW (s) is
F (~a,
~b)
FTW
= C
detG
∆(~a)∆(~b)
(3.48)
with a constant that cannot depend on any of s,~a,~b. We first manipulate detG into the determinant that appears
in (3.47), and then show that C = 1.
First of all, the matrix σ appearing in Prop. 3.1 is 12σ3 = diag(
1
2 ,− 12 ). Next we look at the entries (1, 1) and
(2, 1) of (3.32) with the + sign, and obtain the following recursion relations for G−`
(∂s + aj)(G−` )11(aj) = (G−`+1)11(aj)− (G−1 )11(aj)(Γ`)11 (3.49)
∂s(G−` )21(bj) = (G−`+1)21(bj)− (G−1 )21(bj)(Γ`)11 (3.50)
Looking now at the entries (1, 2), (2, 2) of (3.32) with the − sign we obtain
(∂s − bj)(G−` )22(bj) = −(G−`+1)22(bj) + (G−1 )22(bj)(Γ`)22 (3.51)
∂s(G−` )12(aj) = −(G−`+1)12(aj) + (G−1 )12(aj)(Γ`)22 (3.52)
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Rearranging and simplifying we find
(G−`+1)11(aj) = (∂s + aj)(G−` )11(aj) + (G−1 )11(aj)(Γ`)11 (G−`+1)12(aj) = −∂s(G−` )12(aj) + (G−1 )12(aj)(Γ`)22
(G−`+1)21(bj) = ∂s(G−` )21(bj) + (G−1 )21(bj)(Γ`)11 (G−`+1)22(bj) = −(∂s − bj)(G−` )22(bj) + (G−1 )22(bj)(Γ`)22
(3.53)
Using (3.53) repeatedly on the columns of (3.46) we see that we obtain a triangular transformation that leaves the
determinant unchanged and leads to the determinant in the numerator of (3.47).
We still need to show that C = 1; we use the fact that Γ(z; s) → 1 (uniformly on CP1) as s → +∞ so that
gij(a; s)→ δij . Then, taking the limit of both sides of (3.47) and comparing we find the result. Q.E.D.
The formula (3.47) is ostensibly a very expectable generalization of the formula (3.42) originally found by Baik.
A second way would be to alternatively use the standard conjugation by the D written in (3.16), as we will do
for the multi–time case below. This takes the simplest form in the case q = m (same number of outliers and
inliers); in this case the jumps of the RHP 3.3 are seen to be obtained from the “bare” jumps by conjugating with
D(z) = diag
(
A(z)
B(z) , 1
)
and thus leads Thm .2.2 yields immediately
F (~a,
~b)(s) = CFTW (s)
det
[
(Γ−1(ai)Γ(bj))11
ai − bj
] m∏
i,j=1
(ai − bj)
∆(~a)∆(~b)
(3.54)
with C –again– an absolute constant. Taking the limit s→ +∞ the reader notices that (Γ−1(aj ; s)Γ(bj ; s))11 → 1,
at which point the determinant in (3.54) becomes the Cauchy determinant that cancels exactly the other terms.
Thus C = 1 as before.
3.2.1 A nonlinear PDE
We now show how to deduce a nonlinear PDE for the Fredholm determinant F (~a,
~b)(s) (3.44) via the RHP 3.3.
To this end we need to allow the phase function θ(z) = z3/3− sz to depend on an infinite sequence of “times”
tj . Thus, let Γ
(~a,~b)(z; t) be the solution of the RHP 3.3 but with the substitution of the phase
θ(s; z) =
z3
3
− sz 7→
∞∑
j=1
tjz
j = θ(t; z) , (3.55)
By the substitution we mean that e
z3
3 −sz is replaced by a function g(z; t) = e
∑∞
j=1 tjz
j
that is invertible on the
contours and decays at infinity along said contours. This step may be regarded as formal but in the end of the
computation we will set tj = 0 for all j ≥ 4. With this preparation we can formulate
Theorem 3.2 Let F(~a,~b, s) = lnF (~a,~b)(s) (see (3.44)) and denote
T :=
∑
∂aj +
∑
∂bj , E :=
∑
aj∂aj +
∑
bj∂bj (3.56)
Then the following nonlinear PDE is satisfied:
∂4F
∂v4
+ 2
∂F
∂v
− 4v ∂
2F
∂v2
+ 6
(
∂2F
∂v2
)2
+ 3T2F + 4E∂F
∂v
= 0 (3.57)
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Proof. We shall show that the equation (3.57) is nothing but the ordinary KP equation in disguise. We start by
considering the matrix-valued function
H(z; t, t˜,~a,~b) := Γ(~a,
~b)(z; t)e
∑
j(tj−t˜j)zjE11(Γ(~a,~b)(z; t˜))−1 (3.58)
We let the reader the simple verification that H is an analytic (actually, entire) function of z; by the Cauchy residue
theorem thus we have the identity
02×2 ≡
∮
|z|=R
H(z; t, t˜,~a,~b) dz. (3.59)
Taking the (1, 1) entry of the above yields
0 ≡
∮
|z|=R
Γ
(~a,~b)
11 (z; t)e
∑
j(tj−t˜j)zj (Γ(~a,~b)(z; t˜))−111 dz +
∮
|z|=R
Γ
(~a,~b)
12 (z; t)(Γ
(~a,~b)(z; t˜))−121 dz (3.60)
The integrand of the second integral behaves as z−2 uniformly in each sector and hence, in the limit R → ∞ it
vanishes. Thus
0 ≡ lim
R→∞
∮
|z|=R
Γ
(~a,~b)
11 (z; t)e
∑
j(tj−t˜j)zj (Γ(~a,~b)(z; t˜))−111 dz (3.61)
We now consider the tau function (Fredholm determinant) F (~a,
~b)(s) as a function of these additional parameters
t. We next claim that
F (~a,
~b)(t+ [ζ−1]) = F (~a,~b)(t)Γ(~a,
~b)
11 (ζ) F
(~a,~b)(t− [ζ−1]) = F (~a,~b)(t)(Γ(~a,~b))−111 (ζ) (3.62)
[ζ−1] :=
(
1
ζ
,
1
2ζ2
,
1
3ζ3
, . . . ,
)
. (3.63)
which is the so–called ”Miwa shift” in the lore of integrable systems. Eq. (3.63) is precisely an instance of Thm.
2.2 because the Miwa shift has the only meaning of the replacement A(z) 7→ (z − ζ)A(z) in the RHP 3.3: this is
due to the trivial but far reaching oservation that
exp θ(t± [ζ−1]; z) = exp
θ(t; z)± ∞∑
j=1
zj
jζj
 = (1− z
ζ
)∓1 exp (θ(t; z)) (3.64)
Thus the identity (3.61) becomes
0 ≡ res
ζ=∞
∮
|z|=R
F (~a,
~b)(t+ [ζ−1])e
∑
j(tj−t˜j)ζjF (~a,~b)(t˜− [ζ−1]) dζ (3.65)
where the residue is the formal residue (really, the limit (3.61)). This is an instance of Hirota bilinear equations for
a KP tau function. This simply means that the function F (~a,
~b)(t) satisfies an infinity of equations in the variables
t; these equations involve an increasing number of derivatives with respect to the parameters tj with higher and
higher index. Only the very first one (which is, incidentally, a bilinearized version of the historical original KP
equation) involves only t1, t2, t3 and reads
(D41 − 4D1D3 + 3D22)F (~a,~b) · F (~a,~b) = 0 (3.66)
DkµF
(~a,~b) · F (~a,~b) := d
k
dhk
F (~a,
~b)(. . . , tµ + h, . . .)F
(~a,~b)(. . . , tµ − h, . . .). (3.67)
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We now set t4 = t5 = . . . = 0. On the other hand we have the following invariance, a consequence of the group of
dilations/translations acting on the RHP
F (~a,
~b)(t1, t2, t3) = F
(~α,~β)(v, 0, 1/3) , v :=
t22 − 3t1t3
3t
4
3
3
, αj :=
3ajt3 + t2
3t
2
3
3
βj :=
3bjt3 + t2
3t
2
3
3
(3.68)
This is simply the effect of the transformation
z =
ζ
(3t3)
1
3
− t2
3t3
,
3∑
tjz
j =
ζ3
3
− vζ + C (3.69)
Then the KP equation (3.66) in terms of F := F (~a,~b) := lnF (~a,~b) becomes exactly (after trivial algebra) (3.57).
Q.E.D.
3.3 The Airy kernel with outliers
Now consider the two–times version of the previous example; i.e. let us study
F
(~a,~b)
Ai (s1, τ1, s2, τ2) := det(Id−K(~a,
~b)
Ai )χ~I (3.70)
where now ~I =
(
[s1,∞), [s2,∞)
)
and K
(~a,~b)
Ai is the 2× 2 matrix kernel associated to the Airy process with outliers
[3, 13, 5], i.e. K(~a,
~b) =
(
K
(~a,~b)
ij
)2
i,j=1
:= K˜
(~a,~b)
ij −Bδ1iδ2j , with entries given by
K˜
(~a,~b)
ij (x, y) :=
1
(2pii)2
∫
γR+τi
dw
∫
γL+τj
dz
e
z3
3 −w
3
3 −zx+wy
w + τj − z − τi
m∏
k=1
(z − bk + τi)(w − ak + τj)
(w − bk + τj)(z − ak + τi) (3.71)
B(x, y) :=
1√
4pi(τ2 − τ1)
e
(τ2−τ1)3
12 − (x−y)
2
4(τ2−τ1)−
(τ2−τ1)(x+y)
2 . (3.72)
In order to write simpler formulas we shall consider only #A′ = #B′ = m and with all the a′s and b′s distinct,
but the reader should realize that the scope of the theory (Thm. 2.2 in particular) is completely general. Moreover
the formula for the case of arbitrary multiplicities can be recovered from the one below by taking limits and using
de l’Hopital rule. Shifting the variables of integration in (3.71) we can reduce9 this kernel to a kernel of the form
(3.2) with
θτ (x; z) :=
z3
3
− τz2 + (τ2 − x)z. (3.73)
Hence (3.70) coincides (up to terms independent by ~s) with the isomonodromic tau function of the following
Riemann–Hilbert problem
9More precisely, the change of integration variables brings (3.71) to the form (3.2) up to multiplication by exτi−yτj−(τ
3
i −τ3j )/3. This
latter, nevertheless, is just a conjugation and it does not affect the Fredholm determinant (3.70).
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Problem 3.4 Find the sectionally analytic function Γ(~a,
~b)(z) ∈ GL(3,C) on C/ {γR unionsq γL} such that
Γ
(~a,~b)
+ (z) = Γ
(~a,~b)
− (z)M
(~a,~b)
Γ(~a,
~b)(z) ∼ Id +O(z−1), z →∞
M (~a,
~b) :=

1 −eθτ1 (s;z)C(z)χR −eθτ2 (s2;z)C(z)χR
−e−θτ1 (s1;z)C−1(z)χL 1 0
−e−θτ2 (s2;z)C−1(z)χL −e−θτ2 (s2;z)+θτ1 (s1;z)χL 1
 .
(3.74)
where C(z) :=
∏ (z − bk)(w − ak)
(w − bk)(z − ak)
In this case the relevant characteristic matrix associated to the conjugation (3.16) will beG := G{ {~a} {~b}
{(E11)m} {(E11)m}
}
with entries given by Gij =
(
Γ−1(ai)Γ(bj)
)
11
ai − bj , so that using the general theory we obtain the following:
Corollary 3.4 Let Γ be the solution to 3.4 for ~a = ~b = ∅. Then, for an arbitrary set of parameters ~a,~b we have
F
(~a,~b)
Ai (s1, τ1, s2, τ2)
FAi(s1, τ1, s2, τ2)
=
det
[(
Γ−1(ai)Γ(bj)
)
11
ai − bj
]m
i,j=1
∆(~a)∆(~b)
m∏
i,j=1
(bi − aj) (3.75)
Proof. Using (3.19), one just have to prove that the constant of integration is 0. In order to prove that, one
has to send both s1, s2 to infinity and fact that –again– Γ(z; s1, s2) → 13 can be proven by a simple argument of
small-norms operator theory. Q.E.D.
3.4 The Pearcey process with inliers
For the case of Pearcey, let us start with the 1–time case considering
F
(~a)
P (s1, s2) := det(Id−K(~a)P χ[s1,s2]), (3.76)
where K
(~a)
P is the integral operator with kernel
K
(~a)
P (x, y) :=
1
(2pii)2
∫
iR
dw
∫
γ
dz
eθτ (x;z)−θτ (y;w)
w − z
m∏
k=1
(
w−ak
z−ak
)
. (3.77)
Here ~a := {a1, . . . , am} are real parameters and θτ (x; z) := z44 − τ z
2
2 − xz. This kernel (as well as its multi–time
version) appeared 10 in [4] as the critical kernel describing the so–called Pearcey process with inliers (see the
reference for a description of the contours and position of parameters ~a). The related Riemann–Hilbert problem
reads as follows (we denoted A(z) :=
∏m
k=1(z−ak)):
10Actually, in [4], this kernel appears with phase θ˜τ (x; z) =
z4
4
− τ z2
2
+ xz, see Remark 3.1.
20
Problem 3.5 Find the sectionally analytic function Γ(~a)(z) ∈ GL(3,C) on C/ {γ unionsq iR} such that
Γ
(~a)
+ (z) = Γ
(~a)
− (z)
 1 −eθτ (s1;z)A−1(z)χγ eθτ (s2;z)A−1(z)χγ−e−θτ (s1;z)A(z)χiR 1 0
−e−θτ (s2;z)A(z)χiR 0 1

Γ(~a)(z) ∼ Id +O(z−1), z →∞.
(3.78)
Using the Corollary 3.2, and in particular formula (3.37), we immediately get
Corollary 3.5 Let g(z) :=
(
(Γ∅)−1
)
1,1
(z) be the (1, 1)–entry of the inverse of the solution to 3.78 for ~a = ∅.
Then, for an arbitrary set of parameters ~a,
F
(~a)
P (s1, s2) = FP(s1, s2)
det
(
(∂s+aj)
`−1g(aj)
)m
`,j=1
∆(~a)
, (3.79)
where FP(s1, s2) is the gap probability for the Pearcey process on the interval [s1, s2].
Proof: Using the Corollary 3.2 and integrating once we obtain that
F
(~a)
P (s1, s2) = CFP(s1, s2) det
(
(∂s+aj)
`−1g(aj)
)m
`,j=1
∆−1(~a)
where C is constant with respect to ~s,~a. On the other hand, both F
(~a)
P (s1, s2) and FP(s1, s2) are equal to 1 for
s1 = s2. Using the explicit form of the solution of 3.5 for s1 = s2 (see formula (4.22) in [11]) we prove that C = 1.
Q.E.D.
For completeness we also work out the simplest multi–time case, i.e. the one with two times τ1, τ2 and two
intervals [s1, s2], [t1, t2]. The kernel reads K
(~a)
P =
(
K
(~a)
ij
)2
i,j=1
:= K˜
(~a)
ij −Bδ1iδ2j with entries given by
K˜
(~a)
ij (x, y) :=
1
(2pii)2
∫
iR
dw
∫
γ
dz
eθτi (x;z)−θτj (y;w)
w − z
m∏
k=1
(
w−ak
z−ak
)
(3.80)
B(x, y) :=
1√
2pi(τ2 − τ1)
e
− (x−y)2
2(τ2−τ1) (3.81)
and we consider its Fredholm determinant restricted to the collection of intervals E :=
{
[s1, s2], [t1, t2]
}
. The
characteristic function of this double interval will be denoted χE and the gap probability written as F
(~a)
P (E; τ1, τ2) :=
det(Id −K(~a)P χE). In order to have readable formulas we suppressed the dependence from z in the jump matrix
below. The results below are obtained in the same way as before.
Problem 3.6 Find the sectionally analytic function Γ(~a)(z) ∈ GL(5,C) on C/ {γR unionsq γL unionsq iR} such that
Γ
(~a)
+ (z) = Γ
(~a)
− (z)M
(~a)(z)
Γ(~a)(z) ∼ Id +O(z−1), z →∞,
M (~a)(z) :=

1 −eθτ1 (s1;z)A−1χγ eθτ1 (s2;z)A−1χγ −eθτ2 (t1;z)A−1χγ eθτ2 (t2;z)A−1χγ
−e−θτ1 (s1;z)AχiR 1 0 0 0
−e−θτ1 (s2;z)AχiR 0 1 0 0
−e−θτ2 (t1;z)AχiR −e(t1−s1)z+
τ2−τ1
2 z
2
e(t1−s2)z+
τ2−τ1
2 z
2
1 0
−e−θτ2 (t2;z)AχiR −e(t2−s1)z+
τ2−τ1
2 z
2
e(t2−s2)z+
τ2−τ1
2 z
2
0 1

(3.82)
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Corollary 3.6 Let g(z) :=
(
(Γ∅)−1
)
1,1
(z) be the (1, 1)–entry of the inverse of the solution to 3.6 for ~a = ∅. Then,
for an arbitrary set of parameters ~a,
F
(~a)
P (E; τ1, τ2) = FP(E; τ1, τ2)
det
(
(∂s+aj)
`−1g(aj)
)m
`,j=1
∆(~a)
, (3.83)
where FP(E; τ1, τ2) is the two–level gap probability for the Pearcey process with times τ1, τ2 and related intervals
E :=
{
[s1, s2], [t1, t2]
}
.
3.5 The multiple Hermite kernel
As a last example, consider the multiple Hermite kernel, introduced by Bre´zin and Hikami in [14] (see also [19]
and, for the relation with the so–called multiple Hermite polynomials, [12]):
K
(~a)
H (x, y) :=
e
y2−x2
2
(2pii)2
∮
γ
dz
∫
iR+L
dw
e−
z2
2 −xz+w
2
2 +wy
z − w
m∏
k=1
w − ak
z − ak (3.84)
where γ is counter-clockwise contour encircling the points ~a := {a1, . . . , am} that are not necessarily distinct, while
L is a real number large enough so that the two contours do not intersect. We are interested in11
F
(~a)
H (s) := det
(
Id−K(~a)H χ(−∞,s]
)
(3.85)
which is the gap probability for the (m × m) Hermitian matrix model with external potential diag(a1, . . . , am)
(note that some of the a’s can be zeroes; all of them in the case without external potential). In particular, we will
give two different formulas:
i) The first one giving the gap probability for the Hermite matrix model with external potential in function of the
one for the standard Hermite matrix model.
ii) The second one giving the gap probability for the Hermite matrix model (with or without external potential) as
a finite–size determinant. Note that, since we already know that the Hermite kernel corresponds to a finite–rank
operator, this result is not new and can be deduced without the use of Darboux transformations.
i) We start analyzing the following situation: suppose that m = q + n and that
~a = (0, . . . , 0︸ ︷︷ ︸
n
, a1, . . . , aq); (3.86)
i.e. there is a pole of order n at 0, and all the others a′s are different from zero. We denote with Fn,q(s) := F
(~a)
H (s)
the corresponding gap probabilities given by (3.85) with ~a as in (3.86). Note that Fn(s) := Fn,0(s) is the gap
probability associated to the finite size (= n) Gaussian unitary ensemble (GUE), while Fn,q is the gap probability
associated to the finite (= m) GUE with external potential A := diag(0, . . . , 0, a1, . . . , aq) (see [12] and references
therein). Here the Riemann–Hilbert problem we have to take into consideration is the following:
11As for the Pearcey case, we modified the phase of the kernel with respect to the usual notation. This implies, in particular, that the
quantity we are computing is the largest particle distribution, and not the smallest one, as one could think noticing the characteristic
function χ(−∞,s] (see again Remark 3.1).
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Problem 3.7 Find the sectionally analytic function Γ(~a)(z) ∈ GL(2,C) on C/ {γ unionsq (iR+ L)} such that
Γ
(~a)
+ (z) = Γ
(~a)
− (z)

1 −e− z22 −szz−n
q∏
k=1
(z − ak)−1χγ
−e z22 +szzn
q∏
k=1
(z − ak)χiR+L 1

Γ(~a)(z) ∼ Id +O(z−1), z →∞.
(3.87)
As expected, for q = 0, this is the Riemann–Hilbert problem associated to a particular solution of Painleve´ IV (the
one relevant for the finite size gap probability for GUE, see for instance [25]). The following result is the analogue
of the one already stated for Airy and Pearcey:
Corollary 3.7 Let g(z) :=
(
(Γ∅)−1
)
1,1
(z) be the (1, 1)–entry of the inverse of the solution to 3.7 for q = 0. Then,
for ~a = (0, . . . , 0︸ ︷︷ ︸
n
, a1, . . . , aq),
Fn,q(s) = Fn(s)
det
(
(∂s + aj)
`−1g(bj)
)q
`,j=1
∆(~b)
, (3.88)
where Fn(s) is the gap probability associated to the finite–size (= n) Gaussian unitary ensemble.
ii) Now let’s go back to the general case related to the following Riemann–Hilbert problem:
Problem 3.8 Find the sectionally analytic function Γ(~a)(z) ∈ GL(2,C) on C/ {γ unionsq (iR+ L)} such that
Γ
(~a)
+ (z) = Γ
(~a)
− (z)

1 −e− z22 −sz
m∏
k=1
(z − ak)−1χγ
−e z22 +sz
m∏
k=1
(z − ak)χiR+L 1

Γ(~a)(z) ∼ Id +O(z−1), z →∞.
(3.89)
We observe the following facts:
• F ∅H = 1 (it is, indeed, the gap probability for the Hermitian matrix model of size 0).
• For an arbitrary ~a, we have
F
(~a)
H (s) =
det
(
(∂s + aj)
`−1g(aj)
)m
`,j=1
∆(~a)
. (3.90)
where g(z) :=
(
(Γ∅)−1
)
1,1
(z) is the (1, 1)–entry of the inverse of the solution to 3.8 for ~a = ∅.
The function g(z), actually, can be computed explicitly either solving the Riemann–Hilbert problem 3.8 for
~a = ∅ or either observing that, from the formula above, we have, for m = 1,
F
(a)
H (s) = g(a) =
∫ s
−∞
exp(−x2/2− ax)dx∫ ∞
−∞
exp(−x2/2− ax)dx
.
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A Integrable kernels and isomonodromic tau functions
In this appendix we recall some basic facts about integrable kernels a` la Its-Izergin-Korepin-Slavnov [15] and their
connections with isomonodromic tau functions, recalling in particular a theorem proved in [11]. Given a piecewise
smooth oriented curve C on the complex plane (possibly extending to infinity) and two matrix-valued functions
f, g : C −→ Ck×p,
we define the kernel K as
K(z, w) :=
fT(z)g(w)
z − w .
We say that such kernel is integrable if fT(z)g(z) = 0p×p (so that it is non-singular on the diagonal). We are
interested in the operator K : L2(C,Cp)→ L2(C,Cp) acting on functions via the formula
(Kh)(z) =
∫
C
K(z, w)h(w)dw,
and, in particular, we are interested in its Fredholm determinant det(Id−K). The key observation is that, denoting
with ∂ the differentiation with respect to any auxiliary parameter on which K may depend, we obtain the formula
∂ log det(Id−K) = −Tr((Id +R)∂K), (A.1)
where R is the resolvent operator, defined as R = (Id−K)−1K. Moreover R is again an integrable operator, i.e.
R(z, w) =
FT(z)G(w)
z − w ,
and F,G can be found solving the following k × k RH problem:
Γ+(z) = Γ−(z)M(z), z ∈ C,
Γ(z) = Id +O(z−1), z −→∞,
M(z) = Id− 2piif(z)gT(z).
(A.2)
More precisely we have the two equalities
F (z) = Γ(z)f(z), G(z) = (Γ−1)T(z)g(z).
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Now suppose, as in the formula (A.1), that the operator K (and hence the Riemann-Hilbert problem (A.2) depends
smoothly on a certain set of parameters12. On the space of these deformation parameters, we introduce the following
one-form (here below ∂ denotes a vector in the space of deformation parameters)
ω(∂; [M ]) :=
∫
C
Tr
(
Γ−1− (z)∂zΓ−(z)Ξ∂(z)
) dz
2pii
, (A.3)
Ξ∂(z) := ∂M(z)M
−1(z)
The definition (A.3) is posed for arbitrary jump matrices; in the case of the Riemann-Hilbert problem (A.2) the
spontaneous question arises as to whether ωM in (A.3) and the Fredholm determinant are related. The answer is
positive within a certain explicit correction term, as in the theorem below
Theorem A.1 ([11]) Let f(z;~s), g(z;~s) : C × S −→ Ck and consider the Riemann-Hilbert problem with jumps as
in (A.2). Given any vector field ∂ in the space of the parameters S of the integrable kernel we have the equality
ω(∂; [M ]) = ∂ log det(Id−K) +H(M),
where ω(∂; [M ]) is as in (A.3) and
H(M) := H1(M)−H2(M) =
∫
C
Tr
(
∂f ′Tg + f ′T∂g
)
dz − 2pii
∫
C
Tr(gTf ′∂gTf)dz.
In the cases we treat in the article, moreover, we have H(M) = 0. Hence it is possible to define, up to normalization,
the isomonodromic tau function τJMU := exp(
∫
ω) and this object, thanks to the previous theorem, will coincide
with the Fredholm determinant det(Id − K) (up to constant terms). One more interesting formula arises in the
case when, choosing appropriately a diagonal matrix T (z) and defining Ψ(z) := Γ(z)eT (z), this latter satisfies a
Riemann–Hilbert problem with constant jumps. Then, as it is proven in [9], we have the following equality∫
C
Tr
(
Γ−1− (z)∂zΓ−(z)Ξ∂(z)
) dz
2pii
= − res
z=∞Tr
(
Γ−1 (∂zΓ) ∂sT
)
(A.4)
giving directly the log–derivative of the isomonodromic tau function in terms of the entries of the asymptotic
expansion of Γ at infinity.
B Proof of Theorem 2.2
B.1 Schlesinger tranformations
We start with a more general problem than the one addressed in Theorem 2.2: the problem has a distinguished his-
tory, having been addressed systematically in [16] but for the case of differential equations with rational coefficients,
rather than for general Riemann Hilbert problems.
The approach we take is strictly more general: the proof of the theorem shall also be entirely different than
the one contained in said paper. Let us mention that the proof in [16] (contained in section 3.4 of that paper) is a
proof by induction on the number of “elementary” steps and with many details left to the good will of the reader.
We propose a direct (not inductive) proof. In the applications we are aiming at, the matrix Γ(z) is the solution of
some RHP and hence it has some additional properties; however the notion of Schlesinger transformation does not
require any of that. In fact the only data that need to be supplied are germs of (formal) analytic functions near a
finite collection of points.
12In the case treated in this article, we just have one parameter, namely s.
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Definition B.1 Let A,B be two finite collection of points in CP1 (not necessarily disjoint).
Let Γ(z) ∈Mat(N×N,C) be a (formal) germ of analytic function at each point of C := A∪B and also near z =∞
(which may already belong to C) such that Γ−1(z) is also a (formal) germ of analytic function, and Γ(z) = 1+O(z−1)
near z = ∞. For each point b ∈ B let Kb = diag(kb,1, . . . , kb,n) with nonnegative integers and similarly for each
point a ∈ A let La = diag(`a,1, . . . , `a,n) with nonnegative integers satisfying the “zero index” condition∑
b∈B
TrKb =
∑
a∈A
TrLa . (B.1)
We also require that if c ∈ A ∩ B then KcLc = 0, i.e., they have nonzero entries in different places along the
diagonal. We shall set Kc = diag(0, . . . , 0) and/or Lc = diag(0, . . . , 0) if c does not belong to B, A, respectively.
The Schlesinger transform of Γ subordinated to these data is a rational matrix R(z) = R{ABLK }(z) such that
• it is analytic and analytically invertible in C \ C;
• The matrix R(z)Γ(z)zKc−Lcc is a (formal) analytic series at C ∪ {∞}, with (formal) analytic inverse;
• R(z)Γ(z)zKc−Lcc = 1 +O(z−1) near z =∞.
Proposition B.1 The following statements hold:
[1] If R(z) = R{ABLK }(z) exists, it is unique;
[2] The function R(z) has poles only at the points in B;
[3] The function R−1(z) has poles only at the points in A.
[4] The determinant satisfies
detR(z) =
n∏
µ=1
∏
a∈A
a 6=∞
(z − a)`a,ν∏
b∈B
b6=∞
(z − b)kb,ν (B.2)
Proof. [1] Suppose R˜ satisfies the same defining conditions: then R˜(z)R−1(z) is a priori a rational func-
tion with poles only at C. On the other hand it cannot have any singularity at C because R˜(z)R−1(z) =(
R˜(z)Γ(z)zKc−Lcc
) (
zLc−Kcc Γ
−1(z)R−1(z)
)
and each factor in the brackets is analytic by assumption (at first for-
mally, but since the rhs must have a convergent Laurent expansion, also non-formally). At z = ∞ we must have
also R˜(z)R−1(z)→ 1 and thus by Liouville’s theorem R˜(z)R−1(z) ≡ 1.
[2] , [3]. Near c ∈ C we have R(z) = O(1)zLc−KcΓ−1(z) and hence the Laurent tail near z = c is bounded, and
the only poles can be at c ∈ B where Kb is nonzero. Similarly for R−1.
[4] The determinant of R(z) is a rational function with zeroes and poles at z ∈ C of the indicated orders. The
normalization at infinity fixes the overall constant. Q.E.D.
Remark B.1 (Group property) Schlesinger transformations have a group property as follows: given Γ, R{ABLK }
as described, then
Γ{ABLK }(z) := R{ABLK }(z)Γ(z)z
Kc−Lc
c (B.3)
defines a new germ of analytic series13 which, in turn, can be used as a starting point for an additional Schlesinger
transformation. Then the reader is invited to verify that the result of two such subsequent transformation with
indices (K,L), (K˜, L˜) is the same as the one with indices (K + K˜, L+ L˜).
13If we allow Kc = 0 = Lc then this simply means that this particular point is “not involved” in a transformation but it may be
involved in a subsequent one.
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B.2 Variation of the Malgrange differential under Schlesinger transformations
Given the set of points C for the Schlesinger transformation we consider the union of small, nonintersecting disks
D :=
⊔
c∈C Dc. The data of the degrees K,L can be encoded in a single, piecewise diagonal meromorphic matrix
function
D(z) =
{
z
(Lc−Kc)
c z ∈ Dc
1 z ∈ C \ D ⇒ D(z) =
∏
c∈C
z
(Lc−Kc)χDc
c (B.4)
Later on we shall also consider deformations with respect the positions of the points c ∈ C; we immediately stipulate
that an expression involving derivatives w.r.t. c ∈ C do leave the position of the disks fixed. Thus, for example,
D−1(z)∂c0D(z) :=
Kc0 − Lc0
z − c0 χDc0 . (B.5)
For the remainder of this section, we return to the original setting, whereby Γ(z) is the solution of some RHP
(2.1) and is used as a germ of analytic function at the points involved in the Schlesinger transformation. We can
then reformulate the Schlesinger transformation as a RHP for a new matrix Γ˜(z) with jumps on Σ ∪ ∂D and the
properties
Γ˜+ = Γ˜−M , z ∈ Σ; Γ˜+(z) = Γ˜−(z)zKc−Lcc , z ∈ ∂Dc; Γ˜(z) = 1 +O(z−1) , z →∞. (B.6)
Lemma B.1 The relationship between the solution Γ˜(z) of the RHP (B.6) and Γ(z) is
Γ˜(z) = R{ABLK }(z)Γ(z) , z ∈ CP
1 \ D, (B.7)
Γ˜(z) = R{ABLK }(z)Γ(z)z
Kc−Lc
c , z ∈ D . (B.8)
Proof. It follows easily that R(z) := Γ˜(z)Γ−1(z) in C \ ⋃c∈C Dc is a function without jumps on Σ that extends
to a rational function with poles at B and with inverse with poles at A: namely it is precisely the matrix R of
Definition B.1. On the other hand, inside each disk Dc, the matrix Γ˜ is simply RΓzKc−Lcc , namely, the matrix
Γ{ABLK }(z) of (B.3). Q.E.D.
Correspondingly we shall consider
Ω
(
∂; [M ],
{AB
LK
})
:=
1
2
∫
Σ
dz
2ipi
Tr
(
Γ˜−1− Γ˜
′
−∂MM
−1 + Γ˜−1+ Γ˜
′
+M
−1∂M
)
+
+
1
2
∑
c∈A∪B
∮
∂Dc
dz
2ipi
Tr
((
Γ˜−1− Γ˜
′
− + Γ˜
−1
+ Γ˜
′
+
)
∂(zc)
Lc−Kc(zc)Kc−Lc
)
. (B.9)
The reader is invited to verify that the second term in the last integral in (B.9) yields the same contribution as the
first (using that Γ˜+ = Γ˜−zKc−Lcc on ∂Dc and seeing that the additional term coming from the second one above,
has at most a double pole without residue) and thus we can write a shorter equivalent expression
Ω
(
∂; [M ],
{AB
LK
})
:=
1
2
∫
Σ
dz
2ipi
Tr
(
Γ˜−1− Γ˜
′
−∂MM
−1 + Γ˜−1+ Γ˜
′
+M
−1∂M
)
+
+
∑
c∈A∪B
∮
∂Dc
dz
2ipi
Tr
(
Γ˜−1− Γ˜
′
−∂DD
−1
)
. (B.10)
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Proposition B.2 Under any deformation ∂ of M = M(z; t), or of the position of poles/zeroes of any point
c ∈ A unionsqB14 we have
Ω
(
∂; [M ],
{AB
LK
})
− Ω (∂; [M ]) =
∑
c∈A∪B
res
z=c
Tr
(
R−1R′∂SS−1
)
dz +
∮
∂D
dz
2ipi
Tr
(
Γ−1Γ′∂DD−1
)
(B.11)
S(z) := Γ(z; t)D(z). (B.12)
where R(z) = R{ABLK }(z) is the rational matrix of the Schlesinger transformation in Def. B.1.
Proof. Recall that (Lemma B.1) in the exterior of D we have Γ˜(z) = R(z)Γ(z) and hence
1
2
∫
Σ
dz
2ipi
Tr
(
Γ˜−1− Γ˜
′
−∂MM
−1 + Γ˜−1+ Γ˜
′
+M
−1∂M
)
=
=
1
2
∫
Σ
dz
2ipi
Tr
(
Γ−1− Γ
′
−∂MM
−1 + Γ−1+ Γ
′
+M
−1∂M +R−1R′Γ−∂MM−1Γ−1− +R
−1R′Γ+M−1∂MΓ−1+
)
=
= Ω(∂; [M ]) +
1
2
∫
Σ
dz
2ipi
Tr
(
R−1R′Γ−∂MM−1Γ−1− +R
−1R′Γ+M−1∂MΓ−1+
)
. (B.13)
Now we use the easily verified identity
Γ−∂MM−1Γ−1− + Γ+M
−1∂MΓ−1+ = 2∆Σ
(
∂ΓΓ−1
)
,
where ∆Σ(F )(z) = F+(z) − F−(z), z ∈ Σ. Then the last term in (B.13) is reduced (by Cauchy’s theorem) to an
integral on ∂D =
⋃
c ∂Dc∫
Σ
dz
2ipi
Tr
(
R−1R′∆Σ(∂ΓΓ−1)
)
=
∫
∂D
dz
2ipi
Tr
(
R−1R′∂ΓΓ−1
)
.
Using the cyclicity of the trace and recalling the definition (B.4) of D(z) together with the fact that Γ˜− = RΓ for
z ∈ ∂D (while Γ has no jump on ∂D) , we have
Ω
(
∂; [M ],
{AB
LK
})
− Ω (∂; [M ]) =
∫
∂D
dz
2ipi
Tr
(
R−1R′∂ΓΓ−1
)
+
+
∮
∂D
dz
2ipi
Tr
(
R−1R′Γ∂DD−1Γ−1 + Γ−1Γ′∂DD−1
)
and the first two terms above combine to form the first term in the statement. Q.E.D.
The goal of the next section (which is the most important) is to show that the right hand side in Prop. B.2 is
the logarithmic variation of the finite determinant of the characteristic matrix in Def. (2.1). This is achieved in
Cor. B.2.
B.3 The determinant of the characteristic matrix and its deformations
Associated to the region D is the Hilbert space H = L2(∂D, |dz|), which, by virtue of the form of D = ⊔a∈ADa ∪⊔
b∈B Db, is the direct sums of several copies of L2(S1). We also have the Cauchy boundary operators
C± : H → H±, C±[f ](z) =
∮
∂D
f(ζ) dζ
(ζ − z±)2ipi (B.14)
14For the purpose of deformations, we allow poles/zeroes to move independently, even if they appear as both (i.e. a zero in some
column, and a pole in another, at the same point c.)
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which projects onto the space H+ of analytic functions on D. 15
Remark B.2 (Important but simple) If ∞ ∈ D− then none of the disks Dc is unbounded: then H+ consists of
analytic functions in each of the (finite) disks and H− consists of analytic functions on the complement that tend
to zero at infinity. Thus the constant functions belong to H+.
Conversely, if ∞ ∈ D+ then one of the disks Dc is a disk at infinity; then H+ consists of analytic functions
that vanish at z =∞ and H− of all analytic functions in complement C \ D. In particular the constant functions
belong to H−, contrary to the previous case.
Notation: In the sequel we shall use H,H± to denote also the space of (row) vector functions or matrix-valued
functions with entries in H,H±; the meaning (scalar or vector or matrix) should be clear within the context.
Consider the finite dimensional vector subspaces of H−
V := C−[H+S−1] , W := C−[H+S] , H+ = { row vectors of analytic functions in D+}
S(z) := Γ(z)D(z) (B.15)
The finite dimensionality is clear because in each disk DC we have S(z) = Γ(z)zLc−Kcc . Thus both S(z) and S(z)−1
have at most finite-order poles and either the points b ∈ B or a ∈ A (respectively).
Remark B.3 (Important) If Γ is only a formal germ of analytic function, then the Cauchy projectors shall be
understood as the projector onto the Laurent tail, and in that case C+ := Id+C−. We shall nevertheless continue
using it as an integral operator for clarity.
For example, in all the cases discussed in Section 3, the contour Σ extends to ∞ but nonetheless Γ(z) admits a
formal expansion at z =∞ independent of the sector. Therefore Γ does define a formal germ of analytic function
at ∞.
Proposition B.3 The matrix R(z) = R{ABLK } exists (and thus is unique) if and only if G : V → W (defined in
(B.15)) given by G(v) = C−[vS] is invertible and the inverse is
G−1(w) = C−
[
wS−1R−1
]
R : W → V . (B.16)
Proof. This is a classical result that we prove for the interest of the reader. First of all we need to verify that G
indeed maps to W ; to this end let v = C−[h+S−1] ∈ V then
C−[vS] = C+[vS]− vS = C+[vS]− C−[h+S−1]S =
∈H+︷ ︸︸ ︷
C+[C−[h+S−1]S] + h+−C+[h+S−1]S.
Taking the C− projection of both sides (and recalling that C− ◦C− = −C−) leaves the left side invariant and thus
C−[vS] = C−[C+[h+S−1]S] ∈ C−[H+S] = W.
This proves the well posedness of G. As for the claims proper:
[⇐] Suppose that G : V →W is invertible and let L(z) the matrix G−1[C−[S]] (meaning, the result of adjoining all
15 Remember that D is disconnected, so an analytic function on D is really collection of analytic functions on each of the Dc’s. Quite
opposite instead, since D− is connected, an analytic function in H− is a “single” analytic function.
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the rows of G−1[C−[etjS]]). Then we claim that R(z) = 1− L(z) is the solution and R+(z) = R(z)S is a (formal)
germ of analytic function in D+. To see it we need to verify that R+ ∈ H+ (in the sense of matrices with entries
in H+). But this is clear
C−[(1− L)S] = C−[S]− C−[LS] = C−[S]− C−[S] = 0
since by assumption G(L) = C−[LS] = C−[S] ∈ V (row-wisely). We remark (leaving the verification to the reader)
that the above argument does not rely in the least on∞ being on the “exterior” of D. The only difference between
the two cases is that the constant functions belong to H+ if ∞ is in D− and to H− if ∞ ∈ D+. We, however, still
need to show that both R,R+ are analytically invertible.
Note that, within Dc, detR+ = detR det S = detR det ΓzTr(Lc−Kc) and since Γ is (formally) analytic in D+ and
thanks to the zero index condition (B.1) then the number of zeroes (with multiplicities) of detR+ in D+ is the same
as the number of zeroes of detR in D−; for this reason it is sufficient to show that detR(z) 6= 0 for z ∈ D−. Suppose
detR(z0) = 0 at some point z0 ∈ D−. Then there is a nonzero constant row-vector f such that fR(z) vanishes at
z0. Thus φ−(z) := fz−z0R(z) is analytic at z = z0 and thus belongs to H−. Define φ+(z) := fz−z0R+(z) ∈ H+ (the
point z0 6∈ D+). Then
φ+(z) = φ−(z)S(z) , z ∈ ∂D lim
z→∞φ(z) =
~0.
Note that the last statement is valid either if ∞ ∈ D±. We show now that w = −φ− = C−[φ+S−1] ∈ W is in the
kernel of G−1 thus contradicting the assumed invertibility. Indeed :
G−1 [C−[φ+S−1]] = G−1 [C−[φ−]] = −G−1 [φ−] = −C− [ f
z − z0R(z)S
]
= −C−
[
f
z − z0R+(z)
]
= 0
where we have used in the last step that z0 ∈ D− and hence fz−z0R+(z) ∈ H+ (and C−[H+] = 0). This concludes
the proof of the sufficiency. Note that the uniqueness follows now from Prop. B.1.
[⇒] Now suppose that the matrix R = R{ BAKL} exists: we claim that the inverse is given by (B.16). Indeed, using
C+ − C− = Id and setting R+ := RS ∈ H+ we have16
G[C−[wR−1+ ]R] = C−
[
C−[wR−1+ ]RS
]
= C−
[
C−[wR−1+ ]R+
]
= C−
[
− wR−1+ R+ + C+[wR−1+ ]R+︸ ︷︷ ︸
∈H+
]
= w,
G−1G[v] = C−[C−[vS]R−1+ ]R = C−[−vSR−1+ +

C+[vS]R
−1
+ ]R = −C−
[− vR−1︸ ︷︷ ︸
∈H−
]
R = vR−1R = v.
Thus G is inverse and the inverse is written by (B.16). Q.E.D.
As we shall promptly see, the matrix representation of G : V →W is precisely the characteristic matrix in Def.
2.1: to this end we fix appropriate bases in V,W :
V =
⊕
a∈A,µ≤m;
1≤`≤`a,µ
C{va,µ,`} , va,µ,` = C−
[
etµz
`a,µ−`
a
=S−1(z)︷ ︸︸ ︷
D−1(z)Γ−1(z)
]
= C−
[
etµΓ
−1(z)
(za)`−δa∞
]
, (B.17)
W =
⊕
b∈B,ν≤m;
1≤k≤kb,ν
C{wb,ν,k} , wb,µ,k = C−
[
etνz
kbν−k
b Γ
−1(z)
=S(z)︷ ︸︸ ︷
Γ(z)D(z)
]
= C−
[
etν
(zb)k−δb∞
]
. (B.18)
16The statement R+ = RS ∈ H+ is by definition of R, second bullet in Def. B.1.
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The reasons for the shifts δa∞, δb∞ in (B.17), (B.18) is the fact that if ∞ ∈ D+ (i.e. it belongs to A∪ B) then the
constant functions belong to H− (see Rem. B.2).
Proposition B.4 The matrix G representing G = C−[•S] : V →W in the bases (B.17), (B.18) is the characteristic
matrix in Def. 2.1:
G(b,ν,k);(a,µ,`) = res
z=a
res
ζ=b
etµΓ
−1(z)Γ(ζ)eν dz dζ
(za)`−δa∞(z − ζ)(ζb)kb,ν+1−k−δb∞ . (B.19)
Proof. The proof is a straightforward exercise using the eq. (B.20) of Lemma B.2 (immediately hereafter) and
using that D(z) = z−Kbb when z ∈ Db. Q.E.D.
Lemma B.2 [1] Let w ∈W = C−[H+S]; then its components in the basis (B.18) are given by
res
zb=0
w(z) · eνzk−δb∞b
dzb
zb
, 1 ≤ k ≤ kb,ν . (B.20)
[2] Let v ∈ V = C−[H+S−1]; then its components in the basis (B.17) are given by
res
za=0
v(z) · Γ(z)eµz`−δa∞a
dza
za
, 1 ≤ ` ≤ `a,µ. (B.21)
Proof. It is sufficient to verify
res
z=b
wb′,ν′,k′(z) · eνzk−δb∞b
dzb
zb
= δbb′δkk′δν′ν res
z=a
va′,µ′,`′(z) · Γ(z)eµz`−δa∞a
dza
za
= δaa′δ``′δµ′µ.
The verification of the first is absolutely straightforward and left to the reader. To verify the second we observe
that the quantity to be computed is the one below
res
z=a
res
ζ=a′
etµ′Γ
−1(ζ)
ζa′
`′−δa′∞(ζ − z)Γ(z)eµz
`−δa∞
a
dza
za
.
Clearly, this is zero whenever a 6= a′ because the result of the residue in ζ = a′ is analytic at z = a (and vanishes
at a if a =∞). If a = a′
res
z=a
res
ζ=a
etµ′Γ
−1(ζ)
ζa
`′−δa∞(ζ − z)Γ(z)eµz
`−δa∞
a
dza
za
= res
z=a
res
ζ=a
etµ′
(Γ−1(ζ)Γ(z)− 1)
ζa
`′−δa∞(ζ − z) eµz
`−δa∞
a
dza
za
+res
z=a
res
ζ=a
etν′eµz
`−δa∞
a
ζa
`′−δa∞(ζ − z)
dza
za
.
The first term gives zero because the result of the residue in ζ is an analytic function in z (and vanishing at a =∞
if a =∞) and ` ≥ 1, and the second term clearly yields δµ′µδ``′ . Q.E.D.
B.3.1 Proof of Thm. 2.1.
The proof is simply the collection of Prop. B.3 (stating that the R(z) exists iff G is invertible), together with the
fact that the characteristic matrix G{ABLK } is nothing else but the matrix representation of G in a special basis
(Prop. B.4). Q.E.D.
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Variation of detG
We now assume that Γ(z) is allowed to vary smoothly (while remaining in (formal) H+ of the region D, of course)
with respect to some additional manifold of parameters , which we shall denote generically by t. Then, clearly, the
matrix G representing G in the bases (B.17), (B.18) also inherits a dependence on these t. In addition to that, the
matrix G depends on the positions of the points A ∪ B: we shall denote this dependence generically with c.
We want to express the logarithmic derivative of detG(t, c) with respect any deformation (of Γ or of the positions
c) in terms of an integral. Before proceeding we consider the general
Lemma B.3 Let G = C−[•S] : H− → H− (in particular mapping V → W ) and fix bases17(B.17), (B.18)
{vj}, {ws} (we use generic indices j, s to label elements of the basis) in V,W . Let ∂ denote the derivative with
respect to any of the deformation parameters the bases depend on; then the following maps define endomorphisms
of V,W ;
V∂ [vj ] = (G−1∂G)vj + ∂vj −
∑
k
GkjG−1∂wk, (B.22)
W∂ [ws] = ∂GG−1ws − ∂ws + G
∑
j
G−1js ∂vj . (B.23)
Moreover, if [Gij ] is the matrix representative of G : V →W , then
∂ ln detG = TrV V∂ = TrWW∂ . (B.24)
Proof. Differentiating the relation Gvj =
∑
kGkjwk w.r.t. ∂ we obtain (we denote by a dot ˙ the derivative ∂)
G˙vj + Gv˙j =
m∑
k=1
(
G˙kjwk +Gkjw˙k
)
. (B.25)
If we apply G−1 to both sides of (B.25) we find
(G−1G˙)vj + v˙j =
m∑
k=1
(
G˙kjG−1wk +GkjG−1w˙k
)
=
m∑
k=1
(
G˙kj
m∑
`=1
G−1`k v` +GkjG−1w˙k
)
. (B.26)
Rearranging the terms in (B.26) and tracing over V yields the assertion ∂ ln detG = TrV V∂ . For the other case,
we multiply by G−1js both sides of (B.25) and sum over j to obtain
G˙G−1ws + G
∑
j
G−1js v˙j =
∑
k
(G˙G−1)kswk + w˙s, (B.27)
or equivalently ∑
k
(G˙G−1)kswk = G˙G−1ws − w˙s + G
∑
j
G−1js v˙j . (B.28)
Tracing this last over W on both sides gives the second statement. Q.E.D.
For simplicity we shall consider now separately the two types of deformations, starting with those of Γ; we shall
denote by ∂ any derivative (infinitesimal deformation or vector field on the parameter space t) of Γ.
17Or any other bases depending smoothly on the parameters.
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Proposition B.5 Let ∂ denote any infinitesimal deformation of Γ(z, t) and let S = Γ(z, t)D(z) where D is as in
(B.4). Consider G = C−[•S] as an operator H− → H−. Then:
[1] The operator below is of finite rank and its range is V = C−[H+S−1]:
G−1∂G +M∂ , G := C−[•S]; M∂ := C−[•∂SS−1], (B.29)
where ∂SS−1 = ∂ΓΓ−1 ∈ H+.
[2] The trace of (B.29) is
Tr
(G−1∂G +M∂) = ∮
∂D
Tr
(
R−1R′∂SS−1
) dz
2ipi
. (B.30)
Remark B.4 The expression TrG−1∂G would be the variation of the determinant of G if this operator had a
determinant; in general, however, G−1∂G is a To¨eplitz operator on an infinite dimensional space and in particular
not a trace-class perturbation of the identity, and thus there is no notion of determinant.
Proof of Prop. B.5 [1] Let h− ∈ H−. Using Id = C+ − C− we have
C−[C−[h−∂S]R−1+ ]R+ C−[h−∂SS
−1] = −C−[h−∂S]R−1+ R+ C+[C−[h−∂S]R−1+ ]R− h−∂SS−1 + C+[h−∂SS−1] =
= −C+[h−∂S]S−1 + C+[C−[h−∂S]R−1+ ]R+ C+[h−∂SS−1].
Since the left side is in H−, we take the projection C− (which only affects it by a minus sign) and thus
C−[C−[h−∂S]R−1+ ]R+ C−[h−∂SS
−1] = C−[C+[h−∂S]S−1]− C−[C+[C−[h−∂S]R−1+ ]R]. (B.31)
The first term on the right side of (B.31) clearly belongs to V = C−[H+S−1] already; as for the second term, we
know that R = 1 + L and that (the rows of) L ∈ C−[H+S−1] and then we have
C−[H+R] = C−[H+C−[H+S−1]] = C−
[−H+S−1 +H+C+[H+S−1]] = C−[H+S−1].
Therefore the trace is a finite-dimensional trace on V = C−[H+S−1].
[2] The operator in (B.29) is (using ((B.16))
C−
[
C−[h−∂S]R−1+
]
R+ C−
[
h−∂SS−1
]
=
= −C−
[
h−∂SR−1+
]
R+((((
((((
(
C−
[
C+[h−∂S]R−1+
]
R+ C−
[
h−∂SS−1
]
=
= −C−
[
h−∂SS−1R−1
]
R+ C−
[
h−∂SS−1
]
.
Writing out the Cauchy projectors explicitly we find:
− C−
[
h−∂SS−1R−1
]
R+ C−
[
h−∂SS−1
]
=
∮
∂D
dξ
2ipi
∮
∂D
dζ
2ipi
h−(ζ)∂S(ζ)S−1(ζ)
(
1−R−1(ζ)R(ξ))
(ζ − ξ−)(ξ − z−) .
It is easily seen that the integration is independent of the order because the integrand is analytic at ξ = ζ. Moreover:
lim
ζ→ξ
1−R−1(ζ)R(ξ)
ζ − ξ = limζ→ξR
−1(ζ)R′(ξ) = R−1(ζ)R′(ζ). (B.32)
It then follows that the trace is given by (B.30). Q.E.D.
33
Corollary B.1 Under the same assumptions and notation of Proposition B.5 we have
∂ ln detG =
∮
∂D
dz
2ipi
Tr
(
R−1R′∂SS−1
)
=
∮
∂D
dz
2ipi
Tr
(
R−1R′∂ΓΓ−1
)
.
Proof. We have seen in Prop. B.5 that∮
Tr
(
R−1R′∂SS−1
) dz
2ipi
= TrH−
(G−1∂G + C−[•∂SS−1]) = TrH− (G−1∂G +M∂) .
We have also seen in the same proposition that the trace is saturated on V = C−[H+S−1], namely
TrH−
(G−1∂G +M∂) = TrV (G−1∂G +M∂) . (B.33)
The basis (B.18) in W is independent of the deformations of Γ; on the other hand the basis of V (B.17) is obtained
by choosing some vector h+(z) ∈ H+ independent of the deformation and projecting it like v = C−[h+S−1] (with
different choices of h+(z) as displayed in (B.17), but always independent of deformations of Γ). Then
∂v = C−
[
h+∂S
−1] = −C− [h+S−1∂SS−1] . (B.34)
Since ∂SS−1 = ∂ΓΓ−1 ∈ H+ then we can continue
(B.34) = −C−
[(
C+[h+S
−1]− C−[h+S−1]
)
∂SS−1
]
= C−
[
C−[h+S−1]∂SS−1
]
=M∂ [v] .
Thus ∮
Tr
(
R−1R′∂SS−1
) dz
2ipi
Prop.B.5[2]
= TrH−
(G−1∂G +M∂) Prop.B.5[1]= TrV (G−1∂G +M∂) =
= TrV (V∂) Prop.B.3= TrCm
(
G−1∂G
)
= ∂ ln detG.
Q.E.D.
Remark B.5 The major considerations we have made apply equally well (without almost any change) if we replace
the locally defined diagonal rational function D(z) by any locally defined (i.e. not necessarily diagonal) rational
function Q(z). In particular:
• The finite dimensionality of V = C−[H+Q−1Γ−1],W = C−[H+ΓQ];
• as long as the total index of detQ(z) around D is zero, also Prop. B.1 (with the obvious modification of
(B.2)), Prop. B.3, Lemma B.3, Prop. B.5, Cor. B.1
• The choice of bases (B.17), (B.18) would need modification (depending on the cases) but Lemma B.3 is really
of general nature and it is non-committal as to the specific choice of bases.
The reason why this is interesting is because the process of “soliton insertion” in the literature is accomplished by
means of choosing a Q(z) of the form 1 +N(z) with N(z) a triangular rational matrix. Only the part that follows
after this remark (i.e. the dependence on the position of the poles) would require some more significant modification.
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We now turn our attention to the dependence of G(t, c) on the positions of the points in A,B. Suppose ∂ denotes
the deformation of the position of a point b ∈ B; we note that we shall consider disjoint union of A,B. This means
that if z = a = b is at the same time a pole and a zero of D(z) (clearly, in different entries along the diagonal!), we
consider the deformation of the position of the pole independently from that of the position of the zero.
Theorem B.1 Under any deformation ∂ of Γ, and of the position of poles/zeroes of D we have
∂ ln detG =
∮
∂D
Tr
(
R−1R′∂SS−1
) dz
2ipi
+
∮
∂D
Tr
(
Γ−1Γ′∂DD−1
) dz
2ipi
(B.35)
S(z; t, c) = Γ(z; t)D(z; c)
where G = G{ABLK } is the characteristic matrix of Prop. B.4 (and thus of Def. 2.1).
This has the immediate corollary
Corollary B.2 The anomaly of the Malgrange differential under Schlesinger transformations is
Ω
(
∂; [M ],
{AB
LK
})
− Ω (∂; [M ]) = ∂ ln detG{ABLK }. (B.36)
The proof of the corollary is simply the comparison of Thm. B.1 and Prop. B.2.
Proof of Thm. B.1. The case of deformations of Γ with fixed poles (i.e. with ∂D ≡ 0) was already addressed
in Cor. B.1 and thus we only need to address a deformation of the positions of the poles/zeroes of D(z) fixing Γ
(∂Γ ≡ 0). We separate the proof in two cases, according to which type of pole we are moving (i.e. pole b ∈ B of D
or pole a ∈ A of D−1).
Motion of poles b ∈ B of D: The basis (B.17) of V is independent of b ∈ B. The basis (B.18) is obtained
by projection of elements of H+ of the form h(b,µ,k)+ = etµzKb−`Eµµb Γ−1(z) so C−[h(b,µ,`)+ S] = etµC−[z−kb ] and
0 < k ≤ (Kb)µµ = kb,µ. Clearly, the number of such vectors is TrKb. Now, for any such vector (we drop the
superscripts) w = C−[h+S], using (B.23) we have:
W∂ [w] = ∂GG−1[w]− ∂w = −C−[C−[h+R−1]R∂S]− C−[h+∂S]− C−[∂h+S] = (B.37)
= C−[C+[h+R−1]R+D∂D]− C−[∂h+S] (B.38)
We now need to compute the trace Tr
W
W∂ . Looking at (B.38), we observe that the last term, C−[∂h+ΓD] is a
strictly triangular matrix and thus with zero trace; indeed ∂bh
(b,µ,k)
+ = kh
(b,µ,k−1)
+ . Therefore the only term that
contributes to the trace is the first in (B.38). Using (B.20) for the components along the chosen basis (B.18), the
trace is computed below
Tr(∂GG−1) = Tr(B.37) =
N∑
µ=1
kb,µ∑
k=1
res
zb=0
C−
[
C+
[
h
(b,µ,k)
+ SR
−1
+
]
R+∂bDD
−1
]
· eµzkb
dzb
zb
= (B.39)
=
N∑
µ=1
kb,µ∑
k=1
res
zb=0
C−
[
C+
[
etµz
−k
b R
−1
+
]
R+
Kbeµ
zb
]
zkb
dzb
zb
(B.40)
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In the sum (B.40) clearly only the term k = 1 is nonzero because the term C−[...] has at most a simple pole, hence
(B.40) =
N∑
µ=1
res
zb=0
C−
[
C+
[
etµz
−1
b R
−1
+
]
R+
Kbeµ
zb
]
dzb =
= res
z=b
Tr
(
R−1+ R
′
+
Kb
z + b
)
=
∮
∂D
Tr
(
R−1+ R
′
+∂bDD
−1) dz
2ipi
=
=
∮
∂D
Tr
(
S−1R−1 (R′S +RS′) ∂bDD−1
) dz
2ipi
=∮
∂D
Tr
(
R−1R′Γ∂bDD−1Γ−1
) dz
2ipi
+
∮
∂D
Tr
(
Γ−1Γ′∂bDD−1
) dz
2ipi
+
∮
∂D
Tr
(
D−1D′∂bDD−1
) dz
2ipi
.
Note that the last term is zero because D−1D′∂bDD−1 = Kbzb2 for z ∈ Da and 0 in the other disks, and the residue
vanishes. Thus we have
Tr
(
∂bGG
−1) = ∮
∂D
Tr
(
R−1R′Γ∂bDD−1Γ−1
) dz
2ipi
+
∮
∂D
Tr
(
Γ−1Γ′∂bDD−1
) dz
2ipi
. (B.41)
Motion of poles a ∈ A of D−1 ; this time the basis of W is independent of the deformation, and thus we
shall use Prop. B.3 in the form of (B.22); we then need to find the action of V∂ . The basis (B.17) is obtained
by projection of elements of H+ of the form h(a,µ,`)+ = etµzLa−`Eµµa so C−[h(a,µ,`)+ S−1] = etµC−[z−`a Γ−1(z)] and
0 < ` ≤ (La)µµ = `a,µ. Clearly, the number of such vectors is TrLa. For such a v = C−[h+S−1] (we drop the
superscripts) we have
V∂ = G−1∂G[v] + ∂v = G−1∂G[v]− C−[h+S−1∂SS−1] + C−[∂h+S−1] = (B.42)
= G−1∂G[v] +M∂ [v]− C−[C+[h+S−1]Γ∂DD−1Γ−1] + C−[∂h+S−1] (B.43)
Looking at (B.43), we observe that the last term, C−[∂h+D−1Γ−1] is a strictly triangular matrix and thus with
zero trace; indeed ∂ah
(a,µ,`)
+ = `h
(a,µ,`−1)
+ .
Therefore the only the first three terms in (B.43) contribute to the trace; by Prop. B.5 of these, the first two
are precisely (B.30) and thus we need only to evaluate the trace of the third term. Note that the component of
any vector v ∈ V along the element va,µ,` is computed by (B.21) and thus the trace is computed
Tr(∂GG−1) LemmaB.3= TrV (B.42) =
= TrV
(G−1∂aG +M∂a) − N∑
µ=1
`a,µ∑
`=1
res
za=0
C−
[
C+[h
(a,µ,`)
+ S
−1]Γ∂aDD−1Γ−1
]
Γ(z)eµza
` dza
za
=
Prop.B.5
=
∮
∂D
Tr
(
R−1R′∂aSS−1
) dz
2ipi
− res
za=0
N∑
µ=1
`a,µ∑
`=1
C−
[
C+
[
etµ
z`a
Γ−1
]
Γ
−LaΓ−1
za
]
Γeµza
` dza
za
(B.44)
Likewise before, in the sum (B.44) only the term ` = 1 is nonzero and since then the poles involved in the residue
are all simple that term is computed as follows:
− res
za=0
N∑
µ=1
C−
[
C+
[
etµ
za
Γ−1
]
Γ
−LaΓ−1
za
]
Γeµ dza = − res
za=0
N∑
µ=1
C+
[
etµ
za
Γ−1
]
Γ
−LaΓ−1
za
Γeµ dza =
= − res
za=0
N∑
µ=1
etµ(Γ
−1)′
∣∣∣∣
z=a
Γ
−La
za
eµ dza = res
z=a
Tr
(
Γ−1Γ′
−La
za
)
=
∮
∂D
Tr
(
Γ−1Γ′∂aDD−1
) dz
2ipi
,
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and hence
Tr
(
G−1∂aG
)
=
∮
∂D
Tr
(
R−1R′∂aSS−1
) dz
2ipi
+
∮
∂D
Tr
(
Γ−1Γ′∂aDD−1
) dz
2ipi
. (B.45)
This completes the proof. Q.E.D.
The Theorem B.1 and Cor. B.2 are the main ingredient of the proof of Thm. 2.2: however in Thm. 2.2 the
diagonal matrix is globally defined and not piecewise. We need to see which additional term arises in Thm. B.1 if
D(z) is replaced by a globally defined diagonal rational function with the same zeroes/poles.
We shall now denote by Dloc(z) the diagonal matrix that was denoted by D thus far.
Theorem B.2 Let R(z) = R{ABLK }(z) be Schlesinger transformation of Def. B.1. Let S˜ = Γ(z)D(z) and D(z) the
diagonal rational function D(z) =
∏
c∈B∪A z
Lc−Kc
c . If ∂ denotes any deformation of Γ or of the zeroes/poles of D
then
∂ ln detG =
∮
∂D
Tr
(
R−1R′∂S˜S˜−1
) dz
2ipi
+
∮
∂D
Tr
(
Γ−1Γ′∂DD−1 +D−1D′D−1∂D
) dz
2ipi
. (B.46)
Proof. To be clear, D(z) and Dloc are related by (χS denotes the indicator function of a set S)
D(z) =
∏
c∈A∪B
zLc−Kcc , Dloc(z) =
∏
c∈A∪B
z
(Lc−Kc)χDc
c , T (z) = D(z)/Dloc(z);
so that, within a given disk Dc0 the matrix T (z) is analytic and given by T (z) =
∏
c;c6=c0 z
Lc−Kc
c , z ∈ Dc0 . Let ∂
be a derivative of the position of any zero/pole of D(z) (so ∂Γ ≡ 0), then18∮
∂D
Tr
(
R˜−1R˜′∂S˜S˜−1
) dz
2ipi
=
∑
c∈A∪B
res
z=c
Tr
(
R−1R′Γ∂DD−1Γ−1
)
dz =
=
∑
c∈A∪B
res
z=c
Tr
(
R−1R′Γ∂DlocD−1locΓ
−1) dz + ∑
c∈A∪B
res
z=c
Tr
(
R−1R′ΓDloc∂TT−1D−1locΓ
−1) dz =
=
∮
∂D
Tr
(
R−1R′∂SS−1
) dz
2ipi
+
∑
c∈A∪B
res
z=c
Tr
(
R−1+ R
′S∂TT−1
)
dz (B.47)
where S = ΓDloc, namely, it has exactly the same meaning as in Thm. B.1. Use now that R+ := RS is analytic;
then plug R = R+S
−1 = R+D−1locΓ
−1 into (B.47) and simplify (using the cyclicity of the trace) to obtain∮
∂D
Tr
(
R−1R′∂SS−1
) dz
2ipi
+
+
∑
c∈A∪B
res
z=c
[ analytic ⇒ no residue︷ ︸︸ ︷
Tr
(
R−1+ R
′
+∂TT
−1) −Tr (D−1locD′loc∂TT−1)−
analytic ⇒ no residue︷ ︸︸ ︷
Tr
(
Γ−1Γ′∂TT−1
) ]
dz =
=
∮
∂D
Tr
(
R−1R′∂SS−1
) dz
2ipi
−
∑
c∈A∪B
res
z=c
Tr
(
D−1locD
′
loc∂TT
−1) dz.
Therefore the two relative τ differentials differs by the explicit term∮
∂D
Tr
(
R−1R′∂S˜S˜−1
) dz
2ipi
−
∮
∂D
Tr
(
R−1R′∂SS−1
) dz
2ipi
= −
∑
c∈A∪B
res
z=c
Tr
(
D−1locD
′
loc∂TT
−1) . (B.48)
It is easy to see that the right side of (B.48) is expressed as the sum of the residues of Tr(D′D−1∂DD−1). Q.E.D.
We thus can finally prove Theorem 2.2
18 When differentiating Dloc(z) w.r.t. the position of a pole, we understand it for fixed D; for example if b is a point of B then
D−1loc∂bDloc =
Kb
z−bχDb .
37
Proof of Thm. 2.2
[1] This point is obvious from the very definition of R and simple computations.
[2] We compute the integrand in ω(∂; [M˜ ]). To this end we use the following identities
Γ˜−1Γ˜′ = D−1Γ−1R−1R′ΓD +D−1Γ−1Γ′D +D−1D′,
∂(D−1MD)D−1M−1D = D−1∂MM−1D − ∂DD−1 +D−1MD−1∂DM−1D,
Γ−∂MM−1Γ−1− = ∂Γ+Γ
−1
+ − ∂Γ−Γ−1− . (B.49)
Therefore, plugging in and simplifying (using the cyclicity of the trace several times and (B.49)), we find (below
∆ denotes the jump operator ∆(f) = f+ − f−):
Tr
[
Γ˜−1− Γ˜
′
−∂(D
−1MD)D−1M−1D
]
=
= Tr
[
Γ−1− Γ
′
−∂MM
−1 +R−1R′∆
(
∂(ΓD)D−1Γ−1
)
+ ∆
(
Γ−1Γ′∂DD−1
)
+
− M−1M ′∂DD−1 +D−1D′ (∂MM−1 − ∂DD−1 +MD−1∂DM−1) ].
Now, if we have
∫
Σ
∆F dz2ipi and F has some poles outside of Σ then this reduces, by the Cauchy theorem, to the
sum of the residues of F . This concludes the proof of the second part.
[3] From Theorem B.2∑
c
res
z=c
Tr
(
R−1R′∂(ΓD)D−1Γ−1
)
+ res
z=c
Tr
(
Γ−1Γ′∂DD−1
)
= ∂ ln detG−
∑
c
res
z=c
Tr
(
D−1D′D−1∂D
)
dz
The Vandermonde-like expression is simply the explicit evaluation of the last term. Note that none of the terms
has residue at ∞, which explains the exclusion in the final formula. This concludes the proof. Q.E.D.
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