Abstract. We establish Mahler's conjecture for hyperplane sections of ℓ p -balls and of the Hanner polytopes.
Introduction
In 1939 Mahler conjectured [17] that for every centrally symmetric convex body K and its polar K
• the inequality
n n! holds. Mahler has established the conjecture for n = 2 himself, the case n = 3 is claimed in the preprint [12] . The best result in arbitrary dimension is with π n n! on the right hand side in [14] . Mahler also had a conjecture for bodies K that are not necessarily centrally symmetric, but we limit ourselves to the symmetric case here, because the symplectic approach we use has nothing to say about the non-symmetric Mahler conjecture, see [1, Remark after Theorem 4.1].
The equality case of Mahler's conjecture is, for example, when K is a cube or its polar, the crosspolytope; this is easy to check by direct calculation. There also exist other conjectural minimizers, the Hanner polytopes, which by definition are the polytopes that can be obtained from segments by repeatedly applying one of the two following operations: taking the Cartesian product, or taking the ℓ 1 -sum, the convex hull of the union of two polytopes in orthogonal linear subspaces. The cube and the crosspolytope are particular Hanner polytopes, and in [18, 13] it was shown that Mahler's conjecture holds for all convex bodies sufficiently close to a given Hanner polytope.
In [4] it was proposed to use the symplectic point of view on this problem, in particular it was shown that Mahler's conjecture reduces to Viterbo's conjecture [21] in sympectic geometry with the statement vol X ≥ c EHZ (X) n n! for any centrally symmetric convex X ⊂ R 2n . Here c EHZ is the Ekeland-Hofer-Zehnder capacity, a somewhat mysterious symplectic invariant, which has an interpretation in terms of the shortest length of a closed billiard trajectory on Lagrangian products (the products of a convex body in R n and another convex body in its dual vector space), see [5] ; and which was shown in [4] to be just 4 for X = K × K
• , where K ⊂ R n is convex and centrally symmetric. In this paper we do not use Viterbo's conjecture, but we utilize somewhat simpler symplectic arguments to establish certain particular cases of Mahler's conjecture. Viterbo's conjecture was formulated by assuming that the optimizer is a symplectic image of a ball, which is a much better description of the set of optimizers than what we have in Mahler's conjecture. We show that the usage of symplectic balls indeed helps to prove something.
The results of this paper can be summarized as (the union of Theorems 4.2 and 5.1 below):
Theorem. Mahler's conjecture holds for hyperplane sections of ℓ p -balls and Hanner polytopes.
Since Mahler's conjecture is affine invariant and symmetric with respect to interchanging K and K
• , we obtain that Mahler's conjecture also holds for not necessarily orthogonal projections of ℓ p -balls and Hanner polytopes to hyperplanes. The case of hyperplane sections of the cube in Mahler's conjecture has attracted some attention [7, 16] itself and seems to have not been resolved before.
In the following sections we introduce the symplectic reduction approach to Mahler's conjecture and show that it indeed works in the case of one-dimensional reduction, that simply means a hyperplane section in the main theorem. In Appendix 6 we show that the EkelandHofer-Zehnder capacity of centrally symmetric convex bodies does not decrease under linear symplectic reductions that we use in our approach to Mahler's conjecture, thus hinting that the symplectic reduction approach may be promising in resolving the conjecture in full generality.
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Symplectic reduction in Mahler's conjecture
The key observation will be a symplectic interpretation of hyperplane sections of a convex body (where we have definite results) and of more general section by arbitrary linear subspace (where we hope for the complete solution in the future).
Recall that any centrally symmetric convex body K ⊂ R n can be approximated by linear images of crosspolytopes C ⊂ R N , the polar bodies of cubes. Since Mahler's conjecture itself is affine invariant, we may assume that such a linear image is an image of an orthogonal projection of a unit crosspolytope (a convex hull of ±e 1 , . . . , • when it produces the body K × K • , the Lagrangian product, whose volume is the object of Mahler's conjecture. We take an isotropic subspace L ⊂ R 2N and its orthogonal with respect to the symplectic form ω, the coisotropic subspace L ω . Here standardly isotropic means that the restriction of ω to L is zero, hence L ⊂ L ω and L ω is the corresponding coisotropic subspace. Now the procedure to obtain K ×K
• from C ×C • is generalized as follows: We take the intersection of X with L ω and then take the projection along L:
This is close to the notion of symplectic reduction, so let us also call this process reduction of X along L. Let us test this kind of linear reduction on X = B 2N , the standard symplectic ball. Linear transformations preserving B 2N and ω are just the unitary group; and therefore any isotropic L can be transformed unitarily to the subspace with coordinates q 1 , . . . , q N −n nonzero and all other coordinates zero. Its L ω will then be defined by the equations
and the reduction (B 2N ∩ L ω )/L will be again a symplectic unit ball of dimension 2n. So in this case the reduction makes a ball of 2n-volume . Now recall the fact that C × C
• is symplectically the ball of radius 4/π in a certain sense. In fact we only need that it can be approximated in the Hausdorff metric by symplectomorphic images of balls of radius tending to 4/π, this is explained in [20] and is discussed in Section 3 below. Hence in symplectic terms, we are studying the following question (after rescaling to get rid of 4/π): A symplectomorphism ϕ :
, a coisotropic submanifold means that the tangent space T M at every point of M is a coisotropic linear subspace of T R 2N . We are trying to understand the symplectic volume of the set B 2N ∩ M after taking its quotient along the isotropic foliation
In fact, we need to show that
There is some indirect evidence that this idea may work: From the construction in Section 3 it is clear that the map ϕ can be chosen to be odd, ϕ(−x) = −ϕ(x). Then the Borsuk-Ulam theorem says that for any radius r the set S 2N −1 (r) ∩ M of dimension N + n − 1 intersects every (N − n)-dimensional equatorial subsphere Σ ⊂ S 2N −1 (r) at least twice. This is sufficient to invoke Crofton's formula and conclude that the (
This argument is an elementary case of Gromov's "waist of the sphere" theorem [11] , similar to what was done, for example, in [8] or [2, Section 2]. Of course, the (N + n)-volume of B 2N ∩ M is not a symplectic invariant and we also have to take the quotient by the isotropic foliation F after that; so at this stage the Crofton-type argument is merely a guess.
Let us restate the reduction construction slightly differently. We actually have N − n smooth pairwise Poisson-commuting functions H 1 , . . . , H N −n , which are additionally odd functions without critical points in our situation. We consider their respective Hamiltonian vector fields X 1 , . . . , X N −n . In this setting the manifold M is given by
and the foliation F of M is obtained by integrating the pairwise Lie-commuting vector fields X 1 , . . . , X N −n . This makes us guess that Mahler's conjecture might be accessible by induction on the number of functions with the induction step given by the following conjecture (or a version of it): 
Convex symplectic balls inside some Lagrangian products
In the previous section we have found some hints that certain symplectic reductions of a symplectic ball behave well in terms of the volume of the reduction. Now we are going to remind the technique of [20] that allows to show that the Lagrangian product C × C
• for
N can in fact be approximated by symplectomorphic images of the standard ball with arbitrary precision.
Here we are going to prove a slight generalization of the mentioned fact about symplectic balls and C × C
• . We give some freedom and approximate the Lagrangian product by a symplectic image of B 2N (R) for R arbitrarily close to 4/π, but not the precise R = 4/π. This does not affect the application to Mahler's conjecture since we are free to pass to the limit R → 4/π. Next, we consider a convex body K ⊂ R N equal to the unit ball of the ℓ p norm (with 1 < p < +∞) and its Lagrangian product K × K
• ; C × C • is a limit case p = +∞ of such products, again, in the application to Mahler's conjecture we are free to go to the limit. Proof. We mostly repeat the argument of [20] , see also [15] , with slight modifications. To avoid confusion with the symplectic coordinates p and q we denote the exponents by α and β instead, so that 1
Now we want to show that the set given by the inequalities Start with an area and orientation preserving two
where ε is an arbitrarily small positive number. These inequalities can be achieved by an area and orientation preserving map because they mean that the disc of radius r centered at the origin has to get into a rectangle of area slightly larger than πr 2 . We need a map f such that the function given by F (p, q) = |f −1 (p, q)| 2 (in other words, a push-forward of |z| 2 by f ) be a smooth and strictly convex function with unique minimum. The existence of a map f producing a function F with convex sublevel sets is geometrically intuitive. But we need a stronger property than the convexity of the sublevel sets, F must be a convex function itself. We need this, because we then consider a sum of such functions of different variables and want this sum (and its sublevel sets) to remain convex. Let us start with the construction, first put
this is a convex function whose sets {G ≤ A} have area A for A ≥ 0. Then perturb it slightly to F , which is smooth, strictly convex, has unique minimum at the origin, and has sublevel sets {F ≤ A} of area A. For this we first approximate G by the strictly convex functions
where N is sufficiently large and the constant c N chosen to normalize the areas. Such G N has all the required properties except for smoothness at the origin. Now it remains to modify G N near the origin to obtain F with the required properties. Assume we start from a neighborhood of the origin, where after re-scaling p and q we have
for F (p, q) ≤ 1, here we put u = αN, v = βN for brevity. This function is strictly convex in the range 1/2 ≤ F (p, q) ≤ 1, which is expressed as a strict inequality in terms of its derivatives up to second order. Now let us consider u and v as slightly varying functions with sufficiently small second derivatives. Evidently, the convexity of F will be preserved if the first and second derivatives of u and v are kept sufficiently small in the required range. The assumption that area{F ≤ A} = A can also be kept by considering c(u, v) also varying with p and q, again, if the first and second derivatives of u and v are kept small then the first and second derivatives of this coefficient c we also be kept small. So if we aim at some other values of parameters u ′ , v ′ at the level F (p, q) = 1/2 then we see that there exists a small neighborhood of the pair (u, v) such that every pair (u ′ , v ′ ) in this neighborhood is reachable at the level F (p, q) = 1/2 by such a procedure of the extension of F . Now we recall that our final aim is to have (u, v) = (2, 2). From compactness considerations it is indeed possible to reach this value in a finite number of steps described above using re-scaling; thus constructed function will be just p 2 + q 2 at a neighborhood of the origin. Note also that thus constructed F is not infinitely smooth because of using |p| and |q|, but keeping u, v ≥ 2 ensures that it has continuous second derivatives at least. After that it is possible to make it infinitely differentiable by approximating it together with its first and second derivatives by a sequence of infinitely smooth functions (F n ), the strict convexity assumption, expressed in terms of second derivatives, will be satisfied for sufficiently close approximation. The assumption area{F n ≤ A} = A will be met, if we modify F n by a factor function c n (F n (p, q)), whose first and second derivatives will also tend to zero as n → ∞, not spoiling the convexity of c n F n for sufficiently large n. So, for sufficiently large n the infinitely smooth function c n F n will also have the required properties and may be chosen as our final F .
After this, it remains to design an area-preserving diffeomorphism f that transforms |z| 2 to F , which is possible because of the assumption area{F ≤ A} = A for A ≥ 0. Near the origin f will be just a linear map from our construction of F , and it is possible to have f odd in this setting, because F was evidently constructed even. Now the Cartesian product f ×N transforms the ball B 2N (R) to the set defined by the equation
from the smoothness and strict convexity of F it follows that this set is smooth and strictly convex as well. If F does not deviate much from G and satisfies (3.1) then we have
This means that the image of the ball of radius
(1 − nε) fits into the product of the unit ball of ℓ α norm and the unit ball of ℓ β norm, which completes the proof.
Remark 3.2. In the above construction ϕ can be assumed to be the identity in a small neighborhood of the origin. Hence it can be connected to the identity map by the smooth family of symplectomorphisms
Therefore ϕ is in fact a Hamiltonian symplectomorphism.
Reduction by one dimension using a Crofton-type argument
Now we return to applying the symplectic reduction to Mahler's problem. We consider C ×C
• with C the cube, or slightly more generally, K × K • , for K an ℓ p ball. Proposition 3.1 gives us a function F on R 2N which is smooth, even, strictly convex, having unique minimum at the origin, and whose set {F ≤ R 2 } is a symplectic ball of capacity πR 2 for every R and lies in
− ε (ε will tend to 0 once we need it). This gives a suitable approximation of the Lagrangian product with symplectic balls.
In order to find the volume of the symplectic reduction we may build a section of the symplectic reduction map. Generally, our use of Proposition 3.1 allows us to conclude that, when we reduce to L ω /L, the sets ϕ(B 2N (R)) ∩ L (here R always denotes some radius less than 4 π − ε) are all strictly convex and smooth bodies, and their sections by L ω + t are also smooth and strictly convex bodies of dimension N − n, or just points in the boundary case, or empty sets. In case N − n = 1, that is one Hamiltonian H and one vector field X H , the reduction has an evident section (of the projection along the lines L ω + t in the hyperplane L). In our setting, the integral curves of X H enter the ball ϕ(B 2N (R)) once and leave it precisely once because of its convexity. For brevity of notation, let us work in the coordinates before applying ϕ, where F = |z| 2 and the symplectic balls are Euclidean balls. We distinguish between the cases when the integral curve enters B 2N (R) and exits it by the sign of
The latter equation means that those cases are distinguished by the sign of the intersection between an oriented circle C, integral of the vector field X F , and the hypersurface {H = 0}, cooriented by the gradient of H. Put S 2N −1 (R) = ∂B 2N (R) and Σ = S 2N −1 (R) ∩ {H = 0}. In our case, with convexity assumptions, Σ is diffeomorphic to a (2n − 2)-dimensional sphere. We split Σ into two parts Σ + and Σ − , depending on the sign of X F (H), as described above. Evidently, Σ + , for example, is another open (2N − 2)-dimensional manifold projected diffeomorphically onto the symplectic reduction (D 2N (R) ∩ {H = 0})/X H . We use here the notation D 2N (R) for an open ball in contrast with B 2N (R), the closed ball. Of course, to prove Mahler's conjecture in this particular case, it is sufficient to show that Σ + with the symplectic structure ω contains a symplectic (2N − 2)-ball of radius R. It is not clear how to show this in sufficient generality, but we can prove that in the case of reduction by one dimension the ω n -volume of Σ + is no less that the ω n -volume of the standard symplectic ball of radius R. This relies on the following Crofton-type formula: 
where
the number of intersections of an X F -integral orienteed circle C and M counted with signs, and the integral on the right hand side is taken over all possible C with respect to the unitary-invariant probability measure.
Proof. The radius R just gives the scale factor so we can put R = 1 in the proof. Then we observe that S 2N −1 (R)/X F is just the projective space CP N −1 . The pullback of the FubiniStudy symplectic form ω F S from CP N −1 is just our original ω (maybe up to constant). Now the formula follows from replacing the integration over M with the integration over its projection to CP N −1 , where it essentially integrates the multiplicity of the projection M → CP N −1 to obtain the volume of M.
Using the lemma, we obtain the following: Every C intersects Σ at least twice, here we use that ϕ and H are odd and view H as an odd funciton on the circle C. Positive intersections are collected on Σ + , negative are collected on Σ − . Hence
Evidently, in the case of linear H almost every C intersects {H = 0} precisely twice with opposite signs, and therefore we have equality. In the linear case Σ + will be symplectomorphic to the standard B 2n (R) and therefore
which establishes the desired volume estimate. We summarize the result of this section in: We may recognize the central hyperplane sections K ⊂ R n of affine images of cubes C ⊂ R n+1 as centrally symmetric polytopes with 2n + 2 facets. Similarly, we may recognize their polars as centrally symmetric polytopes in R n with 2n + 2 vertices, this case is even more evident. Hence we may rephrase that Mahler's conjecture in R n holds for centrally symmetric polytopes having either 2n + 2 facets or 2n + 2 vertices.
Reduction by one dimension using integration over characteristics
In this section we provide another explanation of the reduction by one dimension, suitable for bodies K × K
• , for a Hanner polytope K. Conjecturally, such bodies can be approximated by symplectic balls [19, Question 5.2] , but the best we definitely know is that they have almost all characteristics on the boundary closed with the same action, see [6] . Hence the argument from the previous section does not apply and we need another kind of argument. In fact, what we do in this section is simpler and equally applies to the case of the previous section. The only drawback is that this argument seems less plausible to be generalized to reductions by dimension more than one.
Let X = K × K • be the Lagrangian product body, whose volume we assume known, and let
• be the new Lagrangian product body, obtained by one-dimensional reduction. Let us, for a while, measure the volume of X in terms of ω n and the volume of Y in terms of ω n−1 , thus eliminating the inverse factorials in terms of Mahler's conjecture. We need to pass from X ω n to Y ω n−1 somehow. The symplectic reduction Y can have different realizations, corresponding to different choices of the section of the reduction. The choice done in the previous section represents Y as half of the topological sphere ∂X ∩ {H = 0}. Let us mix the notation for the Hamiltonian and the hyperplane, it seems to give no confusion in this section. The half of this subset, according to reduction considerations, must be chosen so that the vector field X H points outside of X in this half. This has a formulation in terms of the Poisson bracket of H and the gauge function of X (the analogue of F from the previous section), and another way to describe the choice of the half is to say that the oriented characteristics on the boundary of X must intersect {H = 0} in the given direction, say, in the direction of increasing the linear function H.
Assuming the choice of Y , we choose a primitive λ for ω (dλ = ω) and look how to estimate the volume of X from above knowing the volume of Y ⊂ ∂X. Take a characteristic γ : [a, b] → ∂X staring at Y and having γ λ ≤ A for a constant A, assume all such characteristics almost cover the whole ∂X. This covering assumption means that the volume of X has an upper bound
just because for a small relatively open subset U ⊂ Y a segment of the tube of characteristics starting from U has λ∧ω n−1 measure equal to the product of ω n−1 -measure on U and λ-measure on the characteristics. This can be seen, for example, by putting λ to its canonical Darboux form in the tube and checking the volumes explicitly.
The bound in (5.1) can be equally viewed as a lower bound on the volume of the symplectic reduction Y . Note that this volume argument is not the same as the Crofton-type argument in the previous section, this is actually a more general thing. In particular, there is no need to have a sympletic ball in K × K
• and therefore the whole argument becomes in fact elementary. The argument as given works clearly in the case when ∂X is smooth, but it also works in the piece-wise smooth case (X = K × K
• in particular) if almost all (in terms of the measure) characteristics on ∂X are well-defined.
More specifically, the bound (5.1) gives an estimate from below on the volume of Y , which can be written in standard terms (now writing back the inverse factorials) as
The above assumptions on the number A > 0 and the convex body X, when X is a Largrangian product X = K × K • , can be restated taking into account the interpretation of the action in terms of the length of a billiard trajectory (when choosing λ = i p i dq i ) from [5] : Of the segments of length A of billiard trajectories in K (with the length measured with K as a unit ball) almost all intersect the hyperplane {H = 0} in the direction of increasing H.
Note that this assumption is evidently satisfied when almost all trajectories in K are closed of length A, then almost all of them do not lie entirely in {H = 0} and therefore have to intersect this hyperplane in the positive direction at least once when running the length A. This property of trajectories has been established in the case when K is a Hanner polytope in [6] In order to justify the usage of somewhat smooth arguments in the case, when X = K × K
• is evidently not smooth, we note the following. In our particular case X is a polytope, whose characteristics are well-defined on its facets and almost all of them pass from one facet to another in a well-defined way, being closed with action A. This is sufficient to have a conclusion with piece-wise smooth integration.
Of course, when X is not a Lagrangian product, but is a smooth symplectic ball with all trajectories closed with action A, the argument also applies, giving another proof of Theorem 4.2.
Appendix: Behavior of capacity under reduction
Let us check that the proposed symplectic reduction approach is in accordance with the Viterbo conjecture approach to Mahler's conjecture. Consider a symplectic reduction of an arbitrary convex body X ⊂ R 2N . Compare this with [21, Proposition 2.1], where the displacement energy of a symplectic reduction is estimated from above in a certain way. We assume the reduction linear, this makes things simpler and preserves the convexity of X under the reduction, and this is what we do in the proposed approach to Mahler's conjecture. Let us check how the Ekeland-Hofer-Zehnder capacity of X behaves under a linear reduction to X ′ = (X ∩ L ω )/L. We also assume that X is smooth and strictly convex. These assumptions are not restrictive once we are aiming at Viterbo's conjecture or other inequalities.
We will pass from convex bodies to norms · , defined as v = sup{ω(v, z) : z ∈ X}, and consider the classical (see [9] ) variational problem for closed loops γ : R/Z → R 2N :
(6.1)
where λ is a primitive of ω. The minimum in this variational problem is the Ekeland-HoferZehnder capacity c EHZ (X) of the convex domain X up to a constant, as shown in [9, 10] . Now, assume we restrict the minimization problem to those loops γ that are contained in a coisotropic linear subspace L ω ⊂ R 2n . For such γ, the integral γ λ only depends on the projection of γ onto L ω /L. Assuming that such a projection β is given, we can try to restore γ by choosing the velocityγ as the velocity of smallest norm γ that is projected to the given velocityβ. This just corresponds to restricting the norm · to L ω and then taking the norm on the quotient space by the standard construction.
Of course, in this process of selectingγ for givenβ it may happen that the thereby constructed curve γ will not close up, the start and the end points may not match. In general, we have no idea how to handle this issue, but the important particular case of a centrally symmetric · (needed in Mahler's conjecture) has a remedy [3] : Lemma 6.1 (Akopyan, Karasev, 2018) . In the problem (6.1), for centrally symmetric · , one of the minima is attained at a curve γ centrally symmetric with respect to the origin. For smooth and strictly convex X we can say more: All minima of (6.1) are centrally symmetric with respect to some center.
We summarize our findings in: Theorem 6.2. For a centrally symmetric convex X ⊂ R 2n , the Ekeland-Hofer-Zender capacity cannot decrease in a linear reduction
Proof. According to Lemma 6.1 we may assume that the solution of (6.1) for X ′ , β, is centrally symmetric. In this case the lift of β from L ω /L to L ω gets closed because its lifted halves may be chosen centrally symmetric to each other. So the capacity will not decrease since going to the reduction corresponds to restricting the domain in the minimization problem.
Remark 6.3. This theorem gives yet another proof of the main result of [4] , since any centrally symmetric K ×K
• can be approximated by linear reductions of C ×C • (cube by cross-polytope), which in turn contains convex symplectic balls of capacity arbitrarily close to 4 by Proposition 3.1.
