The well-known reflection coupling gives a maximal coupling of two one-dimensional Brownian motions with different starting points. Nevertheless, the reflection coupling does not generalize to more than two Brownian motions. In this paper, we construct a coupling of all Brownian motions with all possible starting points (i.e., a grand coupling), such that the coupling for any pair of the coupled processes is close to being maximal, that is, the distribution of the coupling time of the pair approaches that of the maximal coupling as the time tends to 0 or ∞, and the coupling time of the pair is always within a multiplicative factor 2e 2 from the maximal one. We also show that a grand coupling that is pairwise exactly maximal does not exist.
Introduction
The maximal coupling of two stochastic processes P, Q is a coupling ({X t } t , {Y t } t ) (i.e., the marginal distribution of {X t } t is P , and that of {Y t } t is Q) that simultaneously maximizes the probability that the processes match after time s (i.e., X t = Y t for all t ≥ s) for all s. It was studied by Griffeath [1] , Goldstein [2] and Pitman [3] . For two one-dimensional Brownian motions with different starting points, a maximal coupling can be given by the reflection coupling studied by Lindvall [4] , Lindvall and Rogers [5] , Hsu and Sturm [6] , and Kendall [7] . Also see [8, 9, 10] for results on coupling functionals of Brownian motions.
While the maximal coupling of two stochastic processes exists under rather general conditions [2, 11] , it might not exist in the pairwise sense for more than two processes, that is, given a collection of stochastic processes {P α } α∈A , there may not exist a coupling {{X α,t } t } α∈A (i.e., the marginal distribution of {X α,t } t is P α ) that simultaneously maximizes P(∀t ≥ s : X α,t = X β,t ) for all s, α, β. The maximal coalescent coupling, which maximizes the probability that all processes in the collection match after time s (i.e., P(∀α, β ∈ A, t ≥ s : X α,t = X β,t )), was studied by Connor [12] . Nevertheless, a maximal coalescent coupling, which only concerns whether the processes all agree after certain time, may not give a maximal (or close to maximal) coupling when only the marginal distribution of a pair of processes {X α,t } t , {X β,t } t is considered (refer to Section 2). Other related works on the coupling of more than two distributions or stochastic processes include coupling from the past [13, 14] , Wasserstein barycenter [15] , and multi-marginal optimal transport [16, 17, 18, 19, 20] . A coupling of Markov chains with the same Markov kernel and all possible initial states (i.e., P α is the Markov chain starting at α for any state α ∈ A) is often called a grand coupling in the literature on coupling from the past and mixing times of Markov chains (e.g. [21] ).
A classical example of a grand coupling of all one-dimensional Brownian motions with all possible starting points (i.e., P α = BM(α), the Brownian motion starting at α ∈ R) is the Brownian web studied by Arratia [22] and Tóth and Werner [23] . 1 The Brownian web has a property that, if we consider the marginal joint distribution of the processes with distribution BM(α) and BM(β) (α = β ∈ R), then the processes move independently from α and β respectively, until they couple (become equal), and then move together (the same as the Doeblin coupling for Markov chains [24] , which is generally not maximal). The distribution of the coupling time between the two processes is the same as the distribution of twice the coupling time of the reflection coupling, i.e., the Brownian web has a multiplicative gap 2 from the optimum (refer to Section 2). The multiplicative gap does not vanish as the time tends to 0 or ∞.
In this paper, we give a grand coupling {{X α,t } t } α∈R of all one-dimensional Brownian motions with all possible starting points (i.e., {X α,t } t has marginal P α = BM(α) for α ∈ R), called the dyadic grand coupling, such that the coupling for any pair of the coupled processes is close to being maximal.
be the coupling time of all the Brownian motions with starting point lying in the interval [α, β], and Υ α,β := inf{s ≥ 0 :X α,t =X β,t , ∀ t ≥ s} be the coupling time of the reflection coupling, where
is the reflection coupling of BM(α), BM(β) (which is a maximal coupling). Let " " denote first-order stochastic dominance between two real-valued random variables (i.e., Y Z if P(Y ≥ t) ≤ P(Z ≥ t) for all t ∈ R). Then the distribution of Υ α,β is close to that of the optimalΥ α,β for all α < β, in the sense that Υ α,β 2e 2Υ α,β , and the distribution of Υ α,β tends to that ofΥ α,β as the time tends to 0 or ∞ (in the sense of multiplicative gap). More precisely, there exists a function r : R >0 → [1, 2e 2 ] (that does not depend on α, β) such that lim t→0 r(t) = lim t→∞ r(t) = 1, and
for any α < β. Numerical evidence shows that the maximum multiplicative gap 2e 2 can be improved to around 1.5, and the dyadic grand coupling has a strictly smaller coupling time than the Brownian web in the sense of first-order stochastic dominance (see Figure 2 .3). Refer to Section 2 for details. A natural question is whether there exists a grand coupling {{X α,t } t } α∈R of {BM(α)} α∈R such that any pair {X α,t } t , {X β,t } t is a maximal coupling. In Section 3, we show that such a pairwise maximal grand coupling does not exist. We conjecture that the dyadic grand coupling is optimal, in the sense of attainable failure probability bounds, as defined in Section 3.
Dyadic Grand Coupling of Brownian Motion
Let BM(α) be the distribution of the standard one-dimensional Brownian motion starting at α ∈ R (P α is a probability distribution over the space of continuous functions C([0, ∞), R) with the topology of uniform convergence over compact subsets of [0, ∞)). To couple BM(α), BM(β) with two different starting points α, β, the reflection coupling [4, 5] 
The probability of failure of the reflection coupling can be given by
for any s > 0, where
is the error function. Nevertheless, if we have to couple all the processes in {BM(α)} α∈R , it is impossible to simultaneously attain this probability of failure for all pairs of starting points, as will be shown in Section 3. The maximal coalescent coupling [12] is not useful in this setting since, for any fixed time, it is impossible for all the processes in {{X α,t } t≥0 } α∈R (where {X α,t } t≥0 ∼ BM(α)) to coalesce (become all equal) by that time with a positive probability. If we consider only the processes {BM(α)} α∈ [γ1,γ2] with starting points in the interval [γ 1 , γ 2 ], then a maximal coalescent coupling can be given simply by performing the reflection coupling between {X γ1,t } t and {X α,t } t for all α ∈ (γ 1 , γ 2 ] (note that in the reflection coupling, one process can be obtained deterministically from another, and thus we can express {X α,t } t as a function of {X γ1,t } t ∼ BM(γ 1 ) for all α ∈ (γ 1 , γ 2 ]). This coupling is undesirable since the coupling time between {X γ2,t } t and {X γ2− ,t } t is the same as that between {X γ2,t } t and {X γ1,t } t , despite BM(γ 2 ) being much closer to BM(γ 2 − ) than to BM(γ 1 ).
The Brownian web [22, 23] 
gives a probability of failure
and hence the distribution of the coupling time between {X BW α,t } t and {X BW β,t } t (the first time where X BW α,t = X BW β,t ) is the same as the distribution of twice the coupling time of the reflection coupling {X α,t } t , {X β,t } t . The multiplicative gap 2 does not vanish as the time tends to 0 or ∞, that is, the Brownian web does not satisfy (1.1).
In this section, we propose a coupling that achieves a probability of failure close to that of the reflection coupling for all pairs of starting points. We construct a coupling {{X α,t } t≥0 } α∈R (where {X α,t } t≥0 ∼ BM(α)) as follows.
Definition 1 (Dyadic grand coupling of Brownian motion). Let {Y t } t≥0 ∼ BES 3 (0), the Bessel process of dimension 3 starting at 0.
As will be shown in Appendix A, if sup{j : W j = 1} = sup{j : W j = −1} = ∞ (which happens almost surely), then
and G θ,α,j = W j for all sufficiently large j. For θ ∈ [0, 1] and i ∈ Z, let
where the equivalence of (2.4) and (2.5) can be seen by
We now check that {X α,t } t≥0 ∼ BM(α). First, for any i, we can see from
By the strong Markov property,
is the distribution of BM(2 i+θ−1 ) conditioned to stay positive [25, 26, 27, 28] , we see that
has the same distribution as BM(2 i+θ−1 ) conditioned to stay positive and stopped when it hits 2 i+θ , or equivalently, stopped when it hits either 0 or 2 i+θ and conditioned on the event that it hits 2 i+θ (which has probability 1/2, so the conditioning is well-defined). By symmetry,
). Welding these processes together, we can see from (2.4 
Since a random process with continuous sample paths is characterized by its finite-dimensional marginals, by
We then evaluate the probability of failure of this coupling.
Theorem 2. For the dyadic grand coupling of Brownian motion
As a consequence, we have the following results. 
As a result,
i.e., the tail of the distribution of the coupling time of the dyadic grand coupling approaches that of the reflection coupling as s → ∞.
For any
i.e., the multiplicative gap between Υ α,β andΥ α,β vanishes as s → 0. figure is in log-scale for the x-axis, whereas the right figre is in log-scale for both axes. Note that F Υ0,1 (the black curve) is bounded between the blue curve and the red curve. Due to numerical precision issue, F Υ0,1 (t) is not plotted for small t's in the right figure. 3. For any s > 0 (let ψ := |α − β|/ √ s),
As a result, 2e 2Υ α,β first-order stochastically dominates Υ α,β , i.e., the dyadic grand coupling is pairwise within a multiplicative factor 2e 2 from being maximal.
These three bounds imply (1.1) by taking
Note that Υ α,β /|α − β| 2 has the same distribution as Υ 0,1 , andΥ α,β /|α − β| 2 has the same distribution asΥ 0,1 . We first prove Theorem 2.
Proof of Theorem 2.
Let I be such that T Θ,I−1 < s ≤ T Θ,I . We have 
(red), and the corresponding ratio for the Brownian web (dashed line, which is constantly 2) against p, where α < β (these curves do not depend on the choice of α, β). While Corollary 3 gives a multiplicative gap 2e 2 , we can observe in this graph that the multiplicative gap can be improved to around 1.5, since
(p) stays below 1.5 for all p.
Here (a) comes from (2.5), (b) is due to (2.2), and (c) is because (π/2) √ s/ sup t≤s Y t follows the Kolmogorov distribution [29, 30] . By the same arguments,
and hence the two probabilities in Theorem 2 are equal.
To find the distribution of Z, we have
where (a) and (b) are due to (2.2), and (c) is because
We then prove Corollary 3.
Proof of Corollary 3. We first prove Corollary 3.1. By Theorem 2,
where Ei(γ) := −´∞ −γ (e −x /x)dx is the exponential integral function. We have
Also, for any α 1 < α 2 < α 3 ,
Hence P(∃ γ 1 , γ 2 ∈ [α, β], t ≥ s s.t. X γ1,t = X γ2,t ) (which only depends on ψ) is subadditive in ψ (in fact, it is shown in Appendix B that it is concave). Combining this with (2.7), we have
For Corollary 3.3, if ψ ≥ 2, by (2.6), Therefore,
If ψ < 2, then
The result follows. For Corollary 3.2, for any 1 < δ ≤ 2,
If ψ ≥ 2 √ 2, substituting δ = 1 + 8/ψ 2 , we have
Note that ln(1 + 8/ψ 2 ) + (1 + 8/ψ 2 ) −1 − 1 = Ω(ψ −4 ) as ψ → ∞, whereas 1 − erf(x) → 0 exponentially as x → ∞. Therefore there exists a function κ : R >0 → R >0 such that lim t→∞ κ(t) = 0, and
This implies that
Nonexistence of a Pairwise Maximal Coupling
In this section, we show that there does not exist a pairwise maximal coupling {{X α,t } t≥0 } α∈R of {BM(α)} α∈R , that is, one in which every pair {X α,t } t≥0 , {X β,t } t≥0 is a maximal coupling, i.e.,
Note that both (3.1) and the expression in Theorem 2 depend only on ψ := |α − β|/ √ s.
Definition 4.
We say that a function h : [0, ∞) → [0, 1] is an attainable failure probability bound if there exists a coupling {{X α,t } t≥0 } α∈R of {BM(α)} α∈R such that
) is an attainable failure probability bound.
One attainable failure probability bound is given in Theorem 2. Corollary 3.3 implies that 2e 2 is an attainable multiplicative gap. A pairwise maximal coupling exists if and only if x → erf(x/(2 √ 2)) is an attainable failure probability bound, or equivalently, 1 is an attainable multiplicative gap.
We now prove a lower bound on any attainable failure probability bound which implies a lower bound on the attainable multiplicative gap. This implies the nonexistence of a pairwise maximal coupling.
Theorem 5. If h is a failure probability bound, then for any 0 < s < t, we havẽ 
where (a) is because X α,s ∼ N(α, s), X β,s ∼ N(β, s) and by the definition of the failure probability bound.
Let 0 < s < t. We have P (X 1,s − X −1,s ≤ 1/2 and X 1,s = X −1,s ) ≤ P (X 1,s ≤ 0 and X 1,s = X −1,s ) + P (X −1,s ≥ 0 and X 1,s = X −1,s ) + P (X 1,s ≤ 1/2 and X −1,s ≥ 1/2 and X 1,s = X −1,s ) (a) ≤ P (X 1,s ≤ 0 and X 1,s = X −1,s ) + P (X −1,s ≥ 0 and X 1,s = X −1,s ) + P (X 1,s ≤ 1/2 and X 1,s = X 0,s ) + P (X −1,s ≥ 1/2 and X −1,s = X 0,s )
where (a) is because if X 1,s = X −1,s , then either X 1,s = X 0,s or X −1,s = X 0,s , and (b) is by applying (3.2) on (α, β, s) ← (−1, 1, s), (0, 1, s) and (−1, 0, s) respectively. Hence, P (X 1,t = X −1,t and X 1,s = X −1,s )
Therefore,
Hence,h
Note that the above lower bound can be positive (e.g. it is at least 0.0019 when s = 0.33, t = 0.3348), and thus x → erf(x/(2 √ 2)) is not an attainable failure probability bound. It can be verified numerically that x → erf(x √ c/(2 √ 2)) does not satisfy the above inequality when c = 1.0025, s = 0.2361, t = 0.2408. Hence 1.0025 is not an attainable multiplicative gap.
We conjecture that the dyadic grand coupling is optimal in the following sense.
Conjecture 6.
If h is a failure probability bound, then for any ψ > 0, we have
i.e., the attainable failure probability bound given in Theorem 2 is pointwise optimal.
Loosely speaking, the dyadic grand coupling is "locally a reflection coupling", in the sense that the coupled processes after the time of each coalescence point can be obtained by performing the reflection coupling between adjacent pairs of coalescence points (see Figure 2 .1). In Conjecture 6, we raise the question whether such "locally optimal" coupling is globally optimal.
It may also be of interest to find the smallest attainable multiplicative gap. Theorem 5 and the numerical evidence in Figure 2.3 show that the infimum of the set of attainable multiplicative gaps is between 1.0025 and 1.5.
Conclusions and Discussion
We constructed a coupling of {BM(α)} α∈R , such that the coupling for any pair of the coupled processes is close to being maximal. While it is shown that a pairwise exactly maximal coupling does not exist, we conjecture that our coupling is optimal among couplings of {BM(α)} α∈R in the sense of attainable failure probability bounds.
One future direction is to generalize the construction to Brownian motions in R n . While we can couple each coordinate independently using the dyadic grand coupling, this may not be the optimal construction.
Another direction is to consider Brownian motions with initial distributions (rather than fixed starting points), i.e., the collection of processes is {BM(P )} P ∈P(R) , where P(R) is the set of distributions over R, and BM(P ) is the Brownian motion with initial distribution P . One simple construction is to first couple the starting point by the quantile coupling, then apply the dyadic grand coupling, i.e., X P,0 := F −1 P (U ), where U ∼ Unif[0, 1], and X P,t := X X P,0 ,t for t > 0, where X X P,0 ,t is given by the dyadic grand coupling with starting point X P,0 . Another construction is to use the sequential Poisson functional representation [20] instead of the quantile coupling, since it is more suitable for minimizing concave costs (it is shown in Appendix B that the probability of failure in Theorem 2 is concave in |α − β|).
where the last inequality is by the definition of k 1 
We then prove (2.2). We will prove by induction that for all j ∈ Z, 
where (a) can be deduced by considering whether W j = 1 or −1. Therefore the induction hypothesis holds for j. Hence the induction hypothesis holds for all j ∈ Z, and
Letting j → −∞, we have ∞ j=−∞ (W j − G θ,α,j )2 j+θ−1 = α.
B Proof that the Expression in Theorem 2 is concave in |α − β|
Let h(ψ) := P(∃ γ 1 , γ 2 ∈ [0, ψ], t ≥ 1 s.t. X γ1,t = X γ2,t ) be given in Theorem 2. Let 0 < ψ 1 < ψ 2 . Fix l > ψ 2 . Let (A 1 , B 1 ), (A 2 , B 2 ), . . . , (A N , B N ) ⊆ [0, l] be maximal open intervals with length at least ψ 1 , sorted in ascending order, such that {X γ,t } t≥1 is constant within each interval (i.e., for any i = 1, . . . , N , we have B i − A i ≥ ψ 1 , {X γ1,t } t≥1 = {X γ2,t } t≥1 for any γ 1 , γ 2 ∈ (A i , B i ), and any open interval in [0, l] that is a proper superset of (A i , B i ) does not have this property). For any ρ ∈ [0, 1], let ψ := ρψ 1 + (1 − ρ)ψ 2 . We have
where (a) is by the convexity of x → max{γ − x, 0}. Letting l → ∞, we have h(ψ) ≥ ρh(ψ 1 ) + (1 − ρ)h(ψ 2 ). Hence h is concave on (0, ∞). Since h is non-decreasing, h is concave on [0, ∞).
