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Eigenvalue-based Detection
Federico Penna, Student Member, IEEE, and Roberto Garello, Senior Member, IEEE
Abstract
In this paper we develop a complete analytical framework based on Random Matrix Theory for the
performance evaluation of Eigenvalue-based Detection. While, up to now, analysis was limited to false-
alarm probability, we have obtained an analytical expression also for the probability of missed detection,
by using the theory of spiked population models. A general scenario with multiple signals present at
the same time is considered. The theoretical results of this paper allow to predict the error probabilities,
and to set the decision threshold accordingly, by means of a few mathematical formulae. In this way
the design of an eigenvalue-based detector is made conceptually identical to that of a traditional energy
detector. As additional results, the paper discusses the conditions of signal identifiability for single and
multiple sources. All the analytical results are validated through numerical simulations, covering also
convergence, identifiabilty and non-Gaussian practical modulations.
Index Terms
Cognitive Radio, Spectrum Sensing, Random Matrix Theory, Spiked Population Models.
I. INTRODUCTION
Eigenvalue-based Detection (EBD) has been introduced [1], [2] as an efficient technique to perform
spectrum sensing in Cognitive Radio (CR). Using the EDB approach, the secondary receiver is able to
infer the presence or the absence of a primary signal based on the largest and the smallest eigenvalue
of the received signal’s covariance matrix. This technique requires a cooperative detection setting, which
may be accomplished by multiple antennas or cooperation among different users. In addition to the CR
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2context, the detection of signal components in noisy covariance matrices is a very general problem, with
a wide variety of applications in communications, statistics, genetics, mathematical finance, artificial
learning.
The main advantage offered by EDB is its robustness to the problem of noise uncertainty, which
affects all the previously proposed detection schemes including the widely adopted Energy Detection
(ED). However, while for ED there exist comprehensive theoretical results that allow to express the error
probabilities through analytical formulae, a corresponding theory for EBD has not been fully developed
yet.
In general, a signal detection scheme can be characterized by defining two types of error probabilities:
the probability of false alarm and the probability of missed detection (see Sec. II-A for a formal definition).
These probabilities depend on the decision threshold (the value used by the algorithm to decide whether
a signal is present or absent). If analytical formulae are available, it is possible to:
a) predict the error probabilities of the system as a function of the decision threshold;
b) set the decision threshold according to the required error constraints.
Such formulae are well-known in case of ED. For EBD, up to now, only approximated criteria were
proposed for the estimation of the false-alarm probability [1], [2] and, to the best of our knowledge, no
exact analytical results have been found for the missed-detection probability yet.
In this paper, by exploiting the spectral properties of the sample covariance matrix under the two
complementary conditions of signal present/absent, we derive analytical expressions both for the false-
alarm and the missed-detection probability. The result is a complete probabilistic framework that allows
to evaluate the performance of EBD and to determine the proper decision threshold through analytical
formulae.
Whereas most of the works on detection consider only the case of a single signal to be detected,
our results also apply to the case of multiple primary signals. This generalization is of interest for the
applications in CR, since a secondary user might be located in such a way as to hear different primary
signals (each with a different channel). The analytical results derived in this paper show that the number
of signals simultaneously present, as well as their powers and their channels, have an impact on the
detection performance.
The paper is organized as follows: Sec II introduces the signal model and the theoretical foundations
of eigenvalue-based detection; Sec. III and IV derive analytical results for the probabilities of false alarm
and missed detection, and for the signal identifiability condition; Sec. V discusses the problem of setting
a proper decision threshold; Sec. VI validates the analysis through numerical results; Sec. VII concludes.
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3II. EIGENVALUE-BASED DETECTION
Notational remark: In the following, upper-case boldface letters indicate matrices, lower-case bold-
face letters indicate vectors, the symbols T and H indicate respectively the transpose and conjugate
transpose (Hermitian) operators, tr(·) is the trace of a matrix, ‖ · ‖ is the Euclidean norm of a vector,
diag(x) indicates a square diagonal matrix whose main diagonal entries are taken from the vector x, IN
is the identity matrix (of size N if specified), 0M,N is a M ×N matrix of zeros; the symbol , stands
for “defined as”, the symbol ∼ for “distributed with law”, a.s.−→ indicates the almost sure convergence,
and D−→ the convergence in distribution; I{α} is the indicator function which takes value 1 where the
condition α is true and 0 elsewhere.
A. Signal model
We consider a cooperative detection framework in which K receivers (or antennas) collaborate to
sense the spectrum. Denote with yk be the discrete baseband complex sample at receiver k, and define
the K × 1 vector y = [y1 . . . yK ]T containing the K received signal samples.
The goal of the detector is to discriminate between two hypotheses:
• H0 (absence of primary signal). The samples contain only noise:
y|H0 = v (1)
where v ∼ NC(0K,1, σ2vIK) is a vector of circularly symmetric complex Gaussian (CSCG) noise
samples;
• H1 (presence of primary signal). For sake of generality, we consider a model where P primary
signals may be simultaneously present:
y|H1 = Hs+ v (2)
where: H is a K × P complex matrix, where each element hkp represents the channel between
primary user p and receiver k (for simplicity, channels are assumed to be memoryless and constant
for the sensing duration); s is a P × 1 vector containing the primary signal samples, each coming
from one of the P sources. The primary signals are assumed to be complex, zero-mean and mutually
independent with covariance matrix
E ssH , Σ = diag(σ21 , . . . , σ
2
P ) (3)
where σ2p is the variance of the p-th primary signal.
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4Under H1, we define the signal-to-noise ratio (SNR) as
ρ ,
E ‖Hs‖2
E ‖v‖2 (4)
This amounts to
ρ =
tr HΣHH
Kσ2v
=
∑P
p=1 σ
2
p‖hp‖2
Kσ2v
(5)
where hp is the p-th column of the matrix H, i.e., the channel vector referred to primary source p.
In the single-user case (P = 1), we can drop the index p and the expression of the SNR simplifies to
ρ|P=1 = σ
2‖h‖2
Kσ2v
(6)
Remark: All throughout this paper it is assumed that P < K. When this assumption is not verified, the
covariance matrix lacks the necessary degrees of freedom to be able to distinguish the signal components
from the noise. Notice that P might be unknown, but to ensure a reliable detection K (which is a receiver
parameter) has to be chosen greater than the maximum possible number of primary signals.
B. Spectral properties of the statistical covariance matrix
Define the statistical covariance matrix of the received signal
R , E yyH (7)
Under H0 and H1 it is equal to, respectively
R =


σ2vIK (H0)
HΣHH + σ2vIK (H1)
(8)
Let λ1 ≥ . . . ≥ λK be the eigenvalues of R (without loss of generality, sorted in decreasing order).
Under H0, it is immediate to verify that
λi|H0 = σ2v ∀i = 1, . . . ,K (9)
Under H1, there are (K − P ) eigenvalues equal to σ2v and P greater, since HΣHH is positive-
semidefinite with rank P . The eigenvalues in this case can be written as
λi|H1 =


si + σ
2
v (1 ≤ i ≤ P )
σ2v (P < i ≤ K)
(10)
where s1 ≥ . . . ≥ sP > 0 denote the P non-zero eigenvalues of the “signal covariance matrix” HΣHH ,
and are found by solving the characteristic equation
det
(
HΣHH − sIK
)
= 0
s.t. s 6= 0
(11)
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5Because of the assumption P < K, the rank of the signal covariance matrix is P . It is possible to reduce
the degree of the characteristic polynomial down to P by applying the generalized Matrix Determinant
Lemma (MDL) [19]
det
(
HΣHH − sIK
)
=
= det(Σ) det(−sIK) det
(
Σ
−1 − 1
s
HHH
)
=
=

 P∏
p=1
σ2p

 (−s)K−P det(HHH − s Σ−1) (12)
We note that the left-hand factor in (12) is a constant with respect to s, the middle term gives rise to
the (K −P ) trivial solutions s = 0, while the right-hand term determines the non-zero roots. The signal
eigenvalues s1, . . . , sP may therefore be calculated from the simplified characteristic equation
det
(
HHH − s Σ−1
)
= 0 (13)
which has degree P instead of K. Since Σ is diagonal, Σ−1 = diag(σ−21 , . . . , σ−2P ).
In the case of single primary user (P = 1), there is one single signal eigenvalue and, from (13), it
has a very simple expression:
s1|P=1 = ‖h‖2σ2 (14)
where the index has been dropped like in (6).
The spectral properties of R, summarized by (9) and (10), motivate the adoption of the ratio between
the largest and the smallest eigenvalue of the covariance matrix as a test statistic to discriminate between
the two hypotheses: under H0 the ratio is equal to 1, under H1 it is greater. This detection scheme was
first proposed in [1], [2].
C. Sample covariance matrix
In practice, the statistical correlation matrix R is estimated through a sample covariance matrix.
Introduce N as the number of samples collected by each receiver during the sensing period. It is assumed
that consecutive samples are uncorrelated and that all the random processes involved (signals and noise)
remain stationary for the sensing duration. Then, let s(n), v(n) and y(n) be, respectively, the transmitted
signal vector, the noise vector and the received signal vector at time n; define the P ×N matrix
S , [s(1) . . . s(N)] (15)
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6and the K ×N matrices
V , [v(1) . . . v(N)] (16)
Y , [y(1) . . . y(N)] = HS + V (17)
The K ×K sample covariance matrix R(N) is then defined as
R(N) ,
1
N
Y Y H (18)
Denoting with λˆ1 ≥ . . . ≥ λˆK its eigenvalues, the test statistic used for detection is
T ,
λˆ1
λˆK
(19)
Although R(N) converges to R as N tends to infinity, for finite N its properties depart from those
of the statistical covariance matrix. In typical sensing applications N is expected to be quite large (to
increase the detection reliability) but still not enormous (to reduce the sensing time). With such realistic
values of N , the eigenvalues have no longer a deterministic behavior as in (8), but are characterized
by a probability distribution. Therefore the discrimination criterion based on the eigenvalues is not as
sharp-cutting as in the ideal case and may be affected by two possible error events: false alarms and
missed detections. Denoting with γ the decision threshold employed by the detector, such that
decision =


H0 if T < γ
H1 if T ≥ γ
,
the probability of false alarm may be expressed as
Pfa = Pr(T ≥ γ|H0) (20)
and the probability of missed detection as
Pmd = Pr(T < γ|H1) (21)
These probabilities depend on the distribution of T under the two hypotheses. The probability distribution
function (PDF) and the cumulative distribution function (CDF) of T will be indicated as fT |Hi(t) and
FT |Hi(t), respectively, for i ∈ {0, 1}. Thus, (20) and (21) may be written as
Pfa = 1− FT |H0(γ) (22)
Pmd = FT |H1(γ) (23)
In the next sections the distribution of T in both cases will be derived, using tools from Random Matrix
Theory (RMT) which allow to analyze the spectral properties of large-dimensional sample covariance
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7matrices. This makes it possible to evaluate the detection performance, given a decision threshold, as well
as to express the threshold as a function of the required probabilities of false alarm or missed detection
(by inverting (22) and (23)).
III. FALSE-ALARM PROBABILITY ANALYSIS
In this section, we first introduce some useful results from RMT that express the limiting distributions
to which the largest and the smallest eigenvalues of R(N) converge as N and K grow. Then, we exploit
these theoretical results to find the limiting distribution of the test statistic T and, through the relation
(22), we derive the false-alarm probability.
Most of the results of this section also appear, in a slightly different form, in [21]. Here the results
are stated in their entirety and are introduced by a a more rigorous mathematical derivation. Also, a new
notation is adopted to emphasize the link between the Wishart case (H0) and the spiked-population case
(H1, discussed in Sec. IV).
A. Relevant results from Random Matrix Theory
Under H0, since the columns of Y are zero-mean independent complex Gaussian vectors, the sample
covariance matrix R(N) is a complex Wishart matrix [4].
The fluctuations of the eigenvalues of Wishart matrices have been thoroughly investigated by RMT
(see [3] and [6] for an overview). The most remarkable intuition of RMT is that in many cases the
eigenvalues of matrices with random entries turn out to converge to some fixed distribution, when both
the dimensions of the signal matrix tend to infinity with the same order. For Wishart matrices the limiting
joint eigenvalue distribution has been known for many years [5]; then, more recently, also the marginal
distributions of single ordered eigenvalues have been found.
By exploiting some of these results, we are able to express the asymptotical values of the largest and
the smallest eigenvalue of R(N) as well as their limiting distributions. We state the following theorem,
which summarizes a number of relevant results.
Theorem 3.1: Convergence of the smallest and largest eigenvalues under H0. Let
c ,
K
N
(24)
and assume that for K,N →∞
c→ c ∈ (0, 1) (25)
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8Define:
µ±(c) ,
(
c1/2 ± 1
)2 (26)
ν±(c) ,
(
c1/2 ± 1
) (
c−1/2 ± 1
)1/3 (27)
Then, as N,K →∞, the following holds:
(i) Almost sure convergence of the largest eigenvalue
λˆ1
a.s.−→ σ2v µ+(c) (28)
(ii) Convergence in distribution of the largest eigenvalue
N2/3
λˆ1 − σ2v µ+(c)
σ2v ν+(c)
D−→W2 (29)
(iii) Almost sure convergence of the smallest eigenvalue
λˆK
a.s.−→ σ2v µ−(c) (30)
(iv) Convergence in distribution of the smallest eigenvalue
N2/3
λˆK − σ2v µ−(c)
σ2v ν−(c)
D−→W2 (31)
where W2 is the Tracy-Widom law of order 2, defined in Appendix A.
Proof: The claims of this theorem follow from different results of RMT, up to some changes of
variables and using a uniform notation. Proofs of the original theorems appear in the references listed
below.
Claims (i) and (iii) descend from the work by Marchenko and Pastur [5], later extended by Silverstein,
Bai, Yin, et al. [6].
Claim (ii) was proved, under the assumption of Gaussian entries, by Johansson [7], Johnstone [8] and
Soshnikov [9], and generalized to the non-Gaussian case by Pe´che´ [10].
Claim (iv) derives from a very recent result by Feldheim and Sodin [11].
B. Derivation of FT |H0 and Pfa
The results of Theorem 3.1 allow, through some algebraic manipulations, to determine the limiting
distribution of the test statistic T under the hypothesis H0. Although the resulting distribution is obtained
under the joint limit K,N → ∞, simulations show that it provides an accurate estimation of the false-
alarm probability already for not-so-large values of K and N . Numerical results investigating this issue
are presented in Sec. VI.
June 4, 2018 DRAFT
9In order to apply claims (ii) and (iv), we define:
L1 , N
2/3 λˆ1 − σ2v µ+(c)
σ2v ν+(c)
(32)
LK , N
2/3 λˆK − σ2v µ−(c)
σ2v ν−(c)
(33)
For the above-mentioned theorem, both L1 and LK converge in distribution to the Tracy-Widom law
W2:
fL1(z), fLK (z)→ fW2(z) (34)
where fW2(·) represents the PDF associated with the law W2, as defined in Appendix A.
Then, from (19), the test statistic T becomes
T =
λˆ1
λˆK
=
N−2/3ν+(c)L1 + µ+(c)
N−2/3ν−(c)LK + µ−(c)
(35)
Notice that the term σ2v is canceled out in the ratio (this is the reason that makes the detection threshold
“blind” with respect to the noise power). We denote with l1 and lK , respectively, the numerator and the
denominator of T , and with f l1(z) and f lK (z) their limiting PDFs for N,K → ∞. These distributions
are the same as those of L1 and LK , up to a linear random variable transformation:
f l1(z) =
N2/3
ν+(c)
fW2
(
N2/3
ν+(c)
(z − µ+(c))
)
(36)
For the denominator, it must be observed that ν−(c) < 0 for the considered range c ∈ (0, 1). Thus
f lK (z) =
N2/3
|ν−(c)|fW2
(
N2/3
|ν−(c)| (µ−(c)− z)
)
= −N
2/3
ν−(c)
fW2
(
N2/3
ν−(c)
(z − µ−(c))
)
(37)
To express the distribution of T , we assume that fl1(l1) and flK (lK) are asymptotically independent,
as it is reasonable for the size of the covariance matrix tending to infinity (and confirmed by following
numerical results):
f l1,lK (l1, lK) ≈ f l1(l1)f lK (lK) (38)
Then, using the formula for the quotient of random variables [20], the resulting ratio distribution writes:
fT |H0(t) =
[∫ +∞
−∞
|x|f l1,lK (tx, x)dx
]
· I{t>1}
=
[∫ +∞
0
xf l1(tx)f lK (x)dx
]
· I{t>1} (39)
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where the lower integration limit has been changed to 0 instead of −∞, since the covariance matrix is
positive-semidefinite therefore all the eigenvalues are non-negative; the condition t > 1 is necessary to
preserve the order of the eigenvalues, since the distributions are defined under the assumption l1 > lK .
Finally, we denote with F T |H0(γ) the CDF corresponding to (39). For N and K large enough, we can
approximate FT |H0(γ), which is needed to compute Pfa from (22), with the asymptotical distribution:
FT |H0(γ) ≈ F T |H0(γ) (40)
The expression of F T |H0 depends on N and c, i.e., N and K. Simulation results show that the approxi-
mation is accurate for practical values of N and K, also quite far from the asymptotical region.
Clearly, the practical interest in the relation between Pfa and γ found here is that it allows to determine
the decision threshold as a function of the required false-alarm probability; this application is discussed
in more detail in Sec. V.
It is interesting to note that the distribution FT |H0 for finite N and K can also be expressed exactly,
by following a completely different approach. This exact distribution and the corresponding detection
threshold have been found in [22]. The drawback of the “exact” approach is its complexity, which makes
implementation difficult when K and N are large.
IV. MISSED-DETECTION PROBABILITY ANALYSIS
In this section we use an approach based on RMT to derive the limiting distribution of T under H1
and consequently Pmd. As a preliminary step, we show that under this hypothesis R(N) can be reduced
to a so-called spiked population model, i.e., a model where the statistical covariance matrix is a finite-
rank perturbation of the identity. Spiked population models were introduced by Johnstone [8] and have
an important role in Principal Component Analysis (PCA), with many statistical applications ranging
from genetics to mathematical finance. The fluctuations of the eigenvalues of sample covariance matrices
constructed from spiked models are nowadays a hot topic in RMT.
A. Reduction to the Spiked Population Model
Under H1, the received signal matrix Y contains some Gaussian entries, like in the Wishart case,
along with a certain number (P ) of signal components. In order to put into evidence the spiked structure
of R(N), the received signal matrix Y (16) needs to be rewritten in the form
Y = TZ (41)
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where T is a block matrix of size K × (P +K) defined as
T =
[
1
σv
HΣ1/2 IK
]
(42)
and Z, of size (P +K)×N , is defined as
Z =


σvΣ
−1/2S
V

 (43)
This decomposition has been chosen such that all the entries zij of Z (1 ≤ i ≤ P +K, 1 ≤ j ≤ N )
have the following properties:
E zij = 0 (44)
E |zij |2 = σ2v (45)
which are necessary conditions for Theorem 4.1 to hold. The covariance matrix becomes then
R(N) =
1
N
TZZHTH (46)
which is exactly the model of [12], [13] and [14].
Finally, we denote with t1, . . . , tK the eigenvalues of TTH . It follows from the structure of T that
P eigenvalues are different from 1 (without loss of generality we put them in the first P positions:
t1 ≥ . . . ≥ tP ) and the remaining K − P are ones. To express the P “spike eigenvalues” (that represent
the perturbation with respect to the pure-noise model), we notice that
TTH =
1
σ2v
HΣHH + IK (47)
and the eigenvalues t1, . . . , tP result from the solution of
det
(
HΣHH − σ2v(t− 1)IK
)
= 0
s.t. t 6= 1
(48)
The structure of the problem is identical to that of (11), with the change of variable s = σ2v(t − 1).
We can therefore conclude that the “spike eigenvalues” tp are linked to the non-zero eigenvalues of the
statistical covariance matrix, sp, by the relation
tp =
sp
σ2v
+ 1, 1 ≤ p ≤ P (49)
In general, the values of sp are calculated using (12); in the case of single primary user (P = 1), there
is the simplified expression (14) which leads to
t1|P=1 = ‖h‖2σ
2
σ2v
+ 1 (50)
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Relation between spike eigenvalues and SNR: The spike eigenvalues are related with the SNR; this
fact turns out to be useful especially in the case of P = 1. From (49) we can write
P∑
p=1
tp =
1
σ2v
P∑
p=1
sp + P (51)
but, from the eigendecomposition of HΣHH and from (5) it follows that
P∑
p=1
sp = tr HΣH
H = ρKσ2v (52)
hence
P∑
p=1
tp = Kρ+ P (53)
Therefore, in the case of one primary user (P = 1), the (unique) spike eigenvalue may be expressed
directly as a function of the SNR:
t1|P=1 = Kρ+ 1 (54)
Note that, by exploiting the property (52), one could also obtain (14) without resorting to the characteristic
equation.
In the case of multiple primary signals (P > 1), the sum of the spike eigenvalues is related to the
SNR, but not the single eigenvalues. Therefore, to compute the tp (in particular t1, which is needed to
apply Theorem 4.1), it is necessary to know the channel matrix and the power of primary signals and
use (13).
B. Relevant results from Random Matrix Theory
We are now ready to state the following theorem which provides a useful result on the convergence
of the largest eigenvalue in spiked population models.
Theorem 4.1: Convergence of the largest eigenvalue under H1. Again, assume that for K,N →∞
c =
K
N
→ c ∈ (0, 1) (55)
In addition, assume that for all i, j s.t. 1 ≤ i ≤ P +K, 1 ≤ j ≤ N :
(A1) E zij = 0
(A2) E (ℜ zij)2 = E (ℑ zij)2 = σ
2
v
2
(A3) ∀k > 0, E |zij |2k <∞ and E (ℜ zij)2k+1 = E (ℑ zij)2k+1 = 0
(A4) E (ℜ zij)4 = E (ℑ zij)4 = 34σ4v
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Define:
µs(t1, c) , t1
(
1 + ct1−1
)
(56)
νs(t1, c) , t1
√
1− c(t1−1)2 (57)
Then, as N,K →∞, the following holds:
(i) Almost sure convergence of the largest eigenvalue: phase transition phenomenon
If t1 > 1 + c1/2:
λˆ1
a.s.−→ σ2vµs(t1, c) (58)
If t1 ≤ 1 + c1/2:
λˆ1
a.s.−→ σ2v µ+(c) (59)
(ii) Convergence in distribution of the largest eigenvalue
Let m (with 1 ≤ m ≤ P ) be the multiplicity of the first spike eigenvalue t1.
If t1 = . . . = tm > 1 + c1/2:
N1/2
λˆ1 − σ2v µs(t1, c)
σ2v νs(t1, c)
D−→ Gm (60)
If t1 = . . . = tm = 1 + c1/2:
N2/3
λˆ1 − σ2v µ+(c)
σ2v ν+(c)
D−→ Am (61)
If t1 < 1 + c1/2:
N2/3
λˆ1 − σ2v µ+(c)
σ2v ν+(c)
D−→W2 (62)
where Am and Gm are distribution laws defined in Appendix B and C, respectively.
Proof: The proof of claim (i) is due to Baik and Silverstein [12]; claim (ii) was found by Baik,
Ben Arous and Pe´che´ [13] under the additional assumption of zij Gaussian with unit variance, and was
generalized into this form by Fe´ral, Pe´che´ [14] using results from Bai and Yao [15].
C. Interpretation of the results
1) Validity of the assumptions: All the assumptions (A1)-(A4) are verified exactly for the noise part of
Z, whose entries are complex Gaussian random variables. For the signal part, the first two assumptions
are guaranteed by construction of Z: (A1) is given by (44) and (A2) is equivalent to (45) (provided that
the variance of s is equally distributed between real and imaginary part, which is true for all types of
complex signals used in communications). Assumption (A3) is also verified in practical cases.
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Assumption (A4) is satisfied exactly by Gaussian signals, while there exist several types of signals
(e.g. PSK, QAM) whose fourth moment is lower than that of a Gaussian random variable. However,
since the type of primary signal is usually unknown to the secondary users, the Gaussian assumption is
reasonable in general. In addition, since P < K, most of matrix Z is represented by the noise part which
does always satisfy (A4): therefore the theorem can be applied in almost all practical cases, even when
this assumption does not hold exactly. The approximation introduced in this way is small and becomes
negligible when the SNR of the primary signal is low, as shown in Sec. VI-E.
2) Phase transition phenomenon: The first important result implied by the theorem is the existence of
a critical value of t1 that determines whether a signal component is identifiable or not. This behavior is
called phase transition phenomenon. In fact, when t1 ≤ 1+ c1/2, the largest eigenvalue of the covariance
matrix converges to the same value as in the pure-noise model, whereas for t1 > 1 + c1/2, it converges
to a larger value: µs(t1, c) > µ+(c). This property makes it possible to detect the presence of signals.
In case of P = 1, the critical value can be expressed directly in terms of the SNR using (54):
ρ >
1√
KN
(63)
This relation also allows to determine the minimum number of samples for the detector to be able to
identify signals with a given SNR.
3) Limiting distributions: The second claim of the theorem clarifies how the largest eigenvalue con-
verges to the asymptotical limit. For non-identifiable components, the limiting distribution is the same
as in the case of no signal. For components with eigenvalues placed exactly on the critical point, the
limiting distribution is a generalization of the one encountered in the previous case: in fact, for m = 0,
A0 reduces to the Tracy-Widom law (Appendix B). For components above the critical value, we find the
distributions Gm: for m = 1, which is the most common case in practical applications, G1 is simply the
normal distribution; for m = 2, we have derived a simple expression of the CDF of G2 in terms of the
Gaussian error function (see Appendix C).
Finally, notice that both the events of eigenvalues exactly equal to the critical point and of eigenvalues
with multiplicity larger than one are asymptotically events with zero probability. The results concerning
these cases are mentioned for completeness, but are not important for practical applications. Therefore,
the case (60) with G1 is by far the most important result of this theorem and allows to express Pmd.
Furthermore, G1 does not even involve complicated calculations because it reduces to the Gaussian
distribution.
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D. Derivation of FT |H1 and Pmd
Thanks to the results of Theorem 4.1, we are now able to express the limiting probability distribution
of the test statistic T under the hypothesis H1 and, consequently, to derive an analytical expression for
the probability of missed detection. From now on, we refer to the case of identifiable signals, i.e., we
assume the P signal components produce spiked eigenvalues above the critical limit 1 + c1/2.
The approach that we adopt is the same as in the case of H0: we define again
L1 , N
1/2 λˆ1 − σ2v µs(t1, c)
σ2v νs(t1, c)
(64)
which, for claim (ii), has a limiting PDF
fL1(z)→ fGm(z) (65)
where fGm(·) represents the PDF associated with Gm (m is the multiplicity of t1), as defined in Appendix
C.
As for the distribution of smallest eigenvalue, we introduce the following theorem.
Theorem 4.2: Distribution of the K −P smallest eigenvalues under H1. Assume that for K,N →∞
c =
K
N
→ c ∈ (0, 1) (66)
and that tp > 1 + c1/2 for 1 ≤ p ≤ P , the eigenvalues λˆP+1, . . . , λˆK of R(N) have asymptotically the
same limiting distribution as those of a (K − P )× (K − P ) Wishart matrix.
Proof: The result follows from the proof of Lemma 2 in [16].
Therefore, the distribution of the smallest eigenvalue is not affected by the presence of “spikes” and
claims (iii) and (iv) of Theorem 3.1 can be applied also in this case with the only difference that, instead
of c (24), now
c′ =
K − P
N
(67)
Thus, we define
LK , N
2/3 λˆK − σ2v µ−(c′)
σ2v ν−(c
′)
(68)
which still converges in distribution to the Tracy-Widom law
fLK (z)→ fW2(z) (69)
Then the test statistic T becomes
T =
λˆ1
λˆK
=
N−1/2νs(t1, c)L1 + µs(t1, c)
N−2/3ν−(c′)LK + µ−(c′)
(70)
June 4, 2018 DRAFT
16
Also in this case the noise variance σ2v is canceled out in the ratio. However, an implicit dependence on
σ2v remains in the term t1, except for the case of single primary user (P = 1) where t1 is a function of
the SNR only (54).
We denote with l1 and lK , respectively, the numerator and the denominator of T and with f l1(z) and
f lK (z) their limiting PDFs for N,K → ∞. Through a random variable transformation, they may be
expressed as
f l1(z) =
N1/2
νs(t1, c)
fGm
(
N1/2
νs(t1, c)
(z − µs(t1, c))
)
(71)
f lK (z) =
N2/3
|ν−(c′)|fW2
(
N2/3
|ν−(c′)| (µ−(c
′)− z)
)
(72)
Notice that, as a consequence of the observations in IV-B, Gm is with probability one a Gaussian
distribution and thus it can be written in a more practical form as
f l1(z) =
(N/2pi)1/2
νs(t1, c)
exp
[
− N
2 ν2s (t1, c)
(z − µs(t1, c))2
]
(73)
Also in this case, we assume fl1(l1) and flK (lK) as asymptotically independent. The resulting limiting
ratio distributions is
fT |H1(t) =
[∫ +∞
−∞
|x|f l1,lK (tx, x)dx
]
· I{t>1}
=
[∫ +∞
0
xf l1(tx)f lK (x)dx
]
· I{t>1} (74)
where, like in the previous case, the domain of integration has been restricted to non-negative values,
and the condition t > 1 is necessary to ensure that l1 > lK .
Finally, denoting with F T |H1(γ) the CDF corresponding to the PDF in (74), we can take the approx-
imation
FT |H1(γ) ≈ F T |H1(γ) (75)
that, in the asymptotical limit for N and K, is the expression of the missed detection probability as it is
given by (23). Numerical results show that the approximation is quite accurate for all cases of practical
interest.
The relation between Pmd and γ allows to predict the missed-detection probability of the detector with
a given threshold, or to express the decision threshold as a function of the required probability of missed
detection. The problem of setting the threshold is discussed in more detail in the next section.
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V. SETTING THE DECISION THRESHOLD
The results presented in the previous sections express Pfa and Pmd as a function of γ; therefore, by
inverting the relations (22) and (23), the threshold can be expressed as a function of the error probabilities.
A. Threshold as a function of Pfa
The first relation
γ(Pfa) = F
−1
T |H0
(1− Pfa) (76)
allows to set the decision threshold accurately even if the noise power (σ2v) is unknown, since FT |H0
depends only on the number of receivers (K) and of samples (N ). The threshold set in this way, as a
function of a target Pfa, is therefore a “blind’ decision scheme as it is insensitive both to the noise and
to the signal power.
In a previous work, Zeng and Liang [2] proposed a similar approach to set the decision threshold as
a function of the probability of false alarm. Their detection algorithm was based on an approximated
distribution of T , calculated taking into account only the limiting distribution of the largest eigenvalue
(Theorem 3.1(ii)), and therefore provides non-optimal detection performance. In [1] another eigenvalue-
based detection scheme was proposed, based only on the asymptotical values of λˆ1 and λˆK (Theorem
3.1(i)(iii)). For this reason, it does not allow to adjust the threshold as a function of Pfa and is strongly
sub-optimal with respect to our scheme unless N and K are extremely large.
A detailed performance comparison between the threshold based on the limiting distribution FT |H0
and these two previous approaches was provided in [21].
B. Threshold as a function of Pmd
The second relation is
γ(Pmd) = F
−1
T |H1
(1− Pmd) (77)
Whereas γ(Pfa) has been found to depend only on K and N , the expression of γ(Pmd) depends
also on the characteristics of the signal to be detected. In particular, two cases have to be considered
separately:
• when P = 1, the only additional parameter needed to compute Pmd is the SNR ρ. In this case,
the detector may still be defined “blind” since it does not need to know explicitly the noise power
nor the signal power. (Clearly, the detection performance has to be related, at least, with the SNR.
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For instance, in the case of Energy Detection, the SNR and the noise power are needed to compute
Pmd.)
• when P > 1, the knowledge of additional parameters is needed, namely the noise power (σ2v ), the
number of primary users (P ), their powers (σ21 , . . . , σ2P ), and the channel (H). These dependences
arise from the nonlinear expression of t1 (48).
In general, all these parameters (even the SNR and the potential number of primary users) might be
unknown. Therefore, the relation between γ and Pmd should better be used in the forward way, to predict
the Pmd achieved using a given threshold under the possible primary signal scenarios, rather than to set
the decision threshold according to a target Pmd. Nevertheless, if the system imposes a certain requirement
on Pmd to keep the interference caused by the secondary network below a maximum level, the formula
is useful to determine γ based on the worst-case scenario (i.e., the one with the highest missed-detection
probability) so as to guarantee in all cases the required protection to the primary network.
C. Complexity and practical implementation
As shown in [2] and [21], eigenvalue-based detection schemes offer a substantial performance im-
provement compared to ED (and a complete protection to noise uncertainty) at the price of an increased
complexity. Most of the computational complexity of these algorithms derives from the computation of
the covariance matrix and of its eigenvalues: in [2] it is estimated that such operations lead to a complexity
that grows as K3, whereas in the case of ED it grows linearly with K. This increased computational
cost is not dramatic, since the number of receivers is never enormous. On the other hand, in terms of
the sample number (which is, actually, very large) the complexity remains linear with N for both EBD
and ED.
However, it is important to remark that the computational complexity is not influenced by the com-
putation of the threshold. Even if the formulae found in this paper to express the threshold are very
complex, they are always implemented off-line, and what the detector uses is simply a look-up table
(LUT) containing several values of γ as a function of N , K Pfa, and/or Pmd and SNR. The use of
LUTs also allows to change the decision threshold “on the fly”, in case of modifications of the system
requirements.
Finally, for the computation of the distribution functions defined in this paper, routines are available on
the web (e.g., [18] for the Tracy-Widom distributions) or can be implemented directly from the definitions
given in the Appendices.
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VI. NUMERICAL RESULTS
In this section, the results derived analytically in the previous sections are validated by comparing
them with empirical results, obtained from Matlab Monte-Carlo simulations. The parameters used in the
simulations are described in each sub-section; when referring to the SNR, it is defined according to (4).
A. Distribution of T under H0
Figure 1 represents the probability of false alarm, i.e., the complementary CDF of T under H0, for
N = 1000 and different values of K (i.e., of c). The value of σ2v has no effect, as it gets canceled out
in the test statistic.
The curve predicted using the analytical expression turns out to be consistent with the empirical data
in all the considered cases. Comparing the three curves obtained with different values of K, one may
observe that for a given γ the probability of false alarm increases with K. However, this does not mean
that the detector performance worsens for larger K, because also the curve of Pmd shifts rightwards, and
consequently the decision threshold. The overall effect is indeed an improvement of performance when
K gets larger, as expected intuitively.
B. Distribution of T under H1
Figures 2, 3 and 4 show the probability of missed detection, i.e., the CDF of T under H1, for the
same values of N and K as in the previous case.
The entries of H are taken as zero-mean complex Gaussian random coefficients (Rayleigh fading), with
a variance normalized so as to obtain the desired SNR. In the first figure the SNR is −10 dB with P = 1
primary signal; in the second one, the SNR is −20 dB again with P = 1; in the third one, P = 2 with a
global SNR of −10 dB (from (5) with: ρ1 = σ
2
1
‖h1‖2
Kσ2v
= 0.06 ≈ −12.2 dB; ρ2 = σ
2
2
‖h2‖2
Kσ2v
= 0.04 ≈ −14.0
dB; σ2v = 1). Notice that in the last case (P > 1) the largest spike eigenvalue t1, which determines Pmd,
depends on all the entries of H and not only on the SNR. In our simulations t1 = {2.25, 4.04, 7.60},
respectively for K = {20, 50, 100}.
Also in this case, the analytical curves fit the empirical data well in all the considered cases. We have
considered low values of SNR, since the low-SNR region is the most important both from the theoretical
point of view (t1 close to the critical value of identifiability) and from the practical point of view (the
challenge for cognitive radios is to detect signals also in presence of fading or shadowing).
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As previously mentioned, the curves of Pmd shift rightwards as K increases, i.e., the missed-detection
probability gets lower for a given γ. This fact compensates the increase of Pfa resulting in a larger
separation between 1− FT |H0 and FT |H1 for larger K.
C. Convergence
Figures 5 and 6 show the convergence of the empirical CDFs to the analytical CDFs, which are
calculated under asymptotical assumptions for N and K. Four different couples of {N,K} have been
considered while keeping their ratio c fixed at 0.1. Remarkably, even though the CDFs are asymptotical
they provide an accurate approximation of the empirical CDFs also for low K and N .
In the case H0, as N and K increase the CDF tends to a step function, because the largest and the
smallest eigenvalues converge (almost surely) to the values µ+(c) and µ−(c), respectively; the variance
instead depends also on N (it gets smaller for larger N ).
For the case H1, we considered a scenario with P = 1 and, to make the comparison more evident,
we kept t1 fixed instead of the SNR (ρ and t1 are linked by a factor K, so they can not remain both
constant with different K). In particular we chose the value t1 = 2, which is above the critical value
that is 1 +
√
c = 1.3162 for all the considered couples of {N,K}. Similarly as in the previous case, the
CDFs turn out to converge to a step function corresponding to the almost sure asymptotical limits of the
eigenvalues.
D. Identifiability
As a result of the phase transition phenomenon of Theorem 4.1, signals below a certain power level
are not identifiable. A detection limit as a function of the SNR is expressed by the relation (63), valid
for P = 1. Figure 7 represents graphically the critical SNR for detection as a function of the number of
samples N and of receivers K. The relation may be used to determine the minimum sensing duration
(i.e., the minimum number of samples) needed to detect signals for a required detector sensitivity.
A relation between identifiability threshold and SNR is valid only for P = 1. For multiple signals, the
expression of t1 is more complex and does not depend only on the SNR. However, it turns out that also
for P > 1 the value of t1 is determined essentially by the power of the largest signal, i.e., by the SNR
as if the first component was alone. Therefore, we may define an approximated expression of the SNR,
similar as (6), depending only on the power of the dominant signal component:
ρ ≈
maxp
(
σ2p‖hp‖2
)
Kσ2v
(78)
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This expression can be used in (63) to determine, approximately, the parameters N and K of the detector.
As an example, in figure 8 we consider the case P = 2 with ρ1 fixed at 0.1 = −10 dB and ρ2 varying
from 0 and ρ1. The graph shows t1 as a function of ρ2, comparing the case when t1 is calculated from
the exact formula for P = 2 (11) with the case when it is calculated taking into account the largest
component only (78) and with the case of a single component, but with double power (SNR = 2ρ1). It
turns out that the actual value of t1 is very close to the approximated one, even when the sum of ρ1 and
ρ2 is close to 2ρ1. Furthermore, the approximated t1 tends to underestimate the actual t1, resulting in a
conservative choice of N and K.
E. Non-Gaussian signals
As pointed out in Sec. IV-B, the last assumption of Thereom 4.1 is often not satisfied in practice, since
realistic signals have typically a fourth moment lower than that of a Gaussian random variable. Figures 9
and 10 show how the theoretical results, which rely on that assumption, fit empirical data obtained using
more realistic types of primary signal. We considered four different types of signals, all with the same
variance as in the Gaussian case, but with different fourth moments. The first curve refers to a 4-PSK
modulated primary signal, with ideal rectangular pulse-shape filter and assuming a coherent reception;
in the second curve, the signal is the same but passed through a square root raised cosine (SRRC) filter
with roll-off α = 0.5; the third curve is a PSK signal with non-coherent reception (i.e., each sample has
a random phase); the last curve refers to a random complex signal whose real and imaginary parts are
uniformly distributed.
In the first figure, when the SNR is very low (−20 dB), the theoretical distribution fits the empirical
data perfectly in spite of the fourth moment of the signals. When the SNR increases (−10 dB), some
difference between the theoretical and the empirical curve can be observed, especially for PSK signals.
It is interesting to notice that the Gaussian approximation on the fourth moment affects the variance of
the resulting distribution, but not the mean. The result is that the analytical formula overestimates the
probability of missed detection (the interesting part of the curve is for Pmd < 0.5, i.e., the left tail).
To obtain a more accurate estimation of the missed-detection probability in case of non-Gaussian
signals, for high SNR, one should add a “correction coefficient” to the theoretical variance νs(t1, c).
Such coefficients would depend on the fourth moment of the signals, σ4p , and would be therefore specific
of the modulation used. It might be possible to determine by simulation the correction coefficients for a
particular signal as a function of the SNR, whereas determining them analytically is a more challenging
task since the matrix Z is composed of heterogeneous entries. However, the Gaussian assumption is valid
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asymptotically for ρ → −∞ (the signal part in Z becomes negligible) and is accurate enough in the
low-SNR region as shown by figure 9.
F. Receiver operating characteristics (ROC)
Figures 11 and 12 represent the performance of the eigenvalue-based detector in the form of comple-
mentary ROC (receiver operating characteristics), i.e., Pmd as a function of the target Pfa. The curves are
plotted by setting the threshold as a function of the false-alarm probability and deriving the corresponding
missed-detection probability for that threshold. The graphs compare the curves obtained from the empirical
distributions with those obtained using the analytical expressions of this paper: (76) to set γ(Pfa), then
(23) to compute Pmd(γ).
The first ROC graph refers to the same scenario as figures 1 (for Pfa) and 3 (for Pmd), with N = 1000
and K = 50; the second one refers to the scenario of figure 4 (for Pmd) with the same values of N and
K.
The overall detector performance expressed by the ROC improves as the separation between the Pfa
curve (monotonically decreasing) and the Pmd curve (monotonically increasing) gets larger, thus letting
both Pfa and Pmd be nearly zero for a wide range of γ. Such distance increases with K, N and with
the SNR. For this reason, in the second ROC the performance is almost ideal (zero Pmd for all the Pfa).
In the first ROC on the contrary there are finite missed-detection probabilities for the considered range
of Pfa; the analytical result also in this case turns out to be consistent with the empirical data.
VII. CONCLUSION
In this paper, analytical formulae have been found for the limiting distribution of the ratio between
the largest and the smallest eigenvalue in sample covariance matrices, either constructed from pure-noise
(Wishart) models or signal-and-noise (spiked population) models. These results have been applied to the
problem of signal detection (in particular, in the context of Cognitive Radio), where eigenvalue-based
detection has proved to be an efficient technique.
Among the main results of the paper, there are the analytical formulation of the missed detection
probability as a function of the threshold, and the derivation and discussion of signal identifiability
conditions. All the results have been validated via numerical simulations covering false-alarm and missed-
detection vs. threshold, convergence behavior, identifiability for single and multiple primary users as a
function of the SNR, validity of the approach for realistic modulated signals, ROC curves.
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APPENDIX
A. Tracy-Widom distribution
The Tracy-Widom distributions W2 were introduced in [17], to express the distribution of the largest
eigenvalue in a Gaussian Unitary Ensemble (GUE). Define the complex Airy function,
Ai(u) =
1
2pi
∫ ∞ejpi/6
∞e5jpi/6
ejua+j
1
3
a3da (79)
the Airy kernel,
A(u, v) =
Ai(u)Ai′(v) −Ai′(u)Ai(v)
u− v (80)
and let the Ax be the operator acting on L2((x,+∞)) with kernel A(u, v). Then, the second-order
Tracy-Widom CDF, FW2(x), is defined in terms of the Fredholm determinant
FW2(x) = det(1−Ax) (81)
It also admits an alternative expression. Let q(u) be the solution of the Painleve´ II differential equation
q′′(u) = uq(u) + 2q3(u) (82)
satisfying
q(u) ∼ −Ai(u), u→ +∞ (83)
Then
FW2(x) = exp
(
−
∫ +∞
x
(u− x)q2(u)du
)
(84)
Notice that this definition, and the index 2, are referred to the case of complex Gaussian variables. In
the case of real signals, one should use the corresponding first-order Tracy-Widom distribution [17].
B. Airy-type distributions
These distributions are defined in [13] as an extension of the Tracy-Widom (GUE) distribution. Let
s(m)(u) =
1
2pi
∫ ∞ejpi/6
∞e5jpi/6
ejua+j
1
3
a3 1
(ja)m
da (85)
t(m)(u) =
1
2pi
∫ ∞ejpi/6
∞e5jpi/6
ejua+j
1
3
a3(ja)m−1da (86)
Then, for k ≥ 1, the CDFs of Ak are defined as
FAk(x) = det(1−Ax)· (87)
· det
(
δmn− < 1
1−Ax s
(m), t(n) >
)
1≤m,n≤k
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where <,> is the real inner product of functions in L2((x,+∞)).
For k = 0, this distribution reduces to the GUE distribution:
FA0(x) = FW2(x) (88)
For k = 1, it can be written in the Painleve´ form
FA1(x) = FW2(x) exp
(∫ +∞
x
q(u)du
)
(89)
C. Finite GUE distributions
The distributions Gk are defined in [13] as the distribution of the largest eigenvalue in a k × k GUE.
Their CDF is
FGk(x) = (2pi)
−k/2
(
k∏
m=1
m!
)−1
· (90)
·
∫ x
−∞
. . .
∫ x
−∞
∏
1≤m<n≤k
|ξm − ξn|2 ·
k∏
m=1
e−
1
2
ξ2mdξ1 . . . dξk
In the case k = 1, it is simply a zero-mean, unit-variance Gaussian distribution:
FG1(x) =
1
2pi
∫ x
−∞
e−
1
2
ξ2dξ , E(x) (91)
We also introduce here a compact expression for CDF and PDF in the case k = 2, in terms of the
Gaussian error function:
FG2(x) = E2(x)−
1√
2pi
xe−
x2
2 E(x)− 1
2pi
e−x
2 (92)
fG2(x) =
1√
2pi
e−
x2
2 (1 + x2)E(x) + 1
2pi
xe−x
2 (93)
These expressions do not appear in [13].
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Fig. 1. False-alarm probability: empirical vs. analytical.
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Fig. 2. Missed-detection probability: empirical vs. analytical. P = 1, ρ = −10dB.
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Fig. 3. Missed-detection probability: empirical vs. analytical. P = 1, ρ = −20dB.
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Fig. 4. Missed-detection probability: empirical vs. analytical. P = 2, ρ = −10 dB (ρ1 = 0.06 ≈ −12.2 dB, ρ2 = 0.04 ≈
−14.0dB).
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Fig. 5. False-alarm probability: convergence, for a fixed c = K/N = 0.1.
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Fig. 6. Missed-detection probability: convergence, for a fixed c = K/N = 0.1. P = 1, t1 = 2.
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Fig. 7. Phase transition phenomenon: minimum identifiable SNR vs. N and K.
0 0.2 0.4 0.6 0.8 1
5
6
7
8
9
10
11
12
t 1
ρ2 / ρ1
Largest spike eigenvalue: P=2,  ρ1 = −10dB, 0 < ρ2 < ρ1 
 
 
t1, calculated approximately from ρ1 only
t1, in the case of a single component with SNR = 2 ρ1
t1, calculated exactly for P=2
Fig. 8. Impact of the approximated SNR formula (ρ ≈ ρ1) on the calculation of the largest spike eigenvalue (t1).
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Fig. 9. Missed-detection probability: empirical vs. analytical with non-Gaussian signals.. P = 1, ρ = −20dB.
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Fig. 10. Missed-detection probability: empirical vs. analytical with non-Gaussian signals.. P = 1, ρ = −10dB.
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Fig. 11. Complementary ROC: analytical vs. empirical. P = 1, ρ = −20 dB.
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Fig. 12. Complementary ROC: analytical vs. empirical. P = 2, ρ = −10 dB.
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