Abstract. In this paper the problem of geometric interpolation of planar data by parametric polynomial curves is revisited. The conjecture that a parametric polynomial curve of degree ≤ n can interpolate 2n given points in R 2 is confirmed for n ≤ 5 under certain natural restrictions. This conclusion also implies the optimal asymptotic approximation order. More generally, the optimal order 2n can be achieved as soon as the interpolating curve exists.
Introduction
Geometric interpolation by parametric polynomial curves has received considerable attention since it was introduced in [2] . Perhaps one of the reasons for this is the fact that the interpolating curve depends on parametrization-independent geometric quantities such as data points, tangent directions, curvatures, etc. This makes the geometric interpolant a valuable tool in the computer aided geometric design. Furthermore, it is well known that geometric interpolation schemes can provide interpolating curves of high accuracy. In [4] it has been conjectured that a parametric polynomial curve of degree n in R d can interpolate n+1+ (n−1)/(d−1) given data. There are only a few results for a particular choice of parameters n and d. The most general result (but still not optimal) is [9] , and it confirms that n + 1 + (n + 1)/(2d − 1) points can be interpolated at least asymptotically. Obviously this conjecture is particularly interesting in low dimensions, i.e., d = 2, 3. In the planar case it reduces to a guess that 2n data values can be interpolated, and the approximation order 2n achieved. Compared to the functional case this would be a much stronger result.
But unfortunately, geometric interpolating schemes are nonlinear. This drawback makes it hard to analyse the existence of the interpolating curve and to establish the approximation order. Numerical computations have to be done with some care too, usually by the continuation method ( [1] ). Thus it is quite clear why the analysis of geometric interpolation schemes is usually based upon the assumption that data are sampled densely enough from a smooth curve, and the asymptotic analysis is applied. Perhaps there is only one exception to the above approach, observed in [10, 7, 8, 3] and extended to the general d in [5] , i.e., the case n = d.
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In this paper geometric interpolation by planar parametric polynomial curves is studied, and the conjecture in [4] reconsidered. In section 2 the interpolation problem is formulated and the equations that determine the interpolating curve are derived. Sections 3 and 4 provide a general setup for the asymptotic analysis and the study of the approximation order. The last section outlines the asymptotic analysis for n = 5. The main conclusions of the paper are: if the data, sampled from a convex smooth curve, are close enough, then
• equations that determine the interpolating polynomial curve are derived for general n (Theorem 4.5), • if the interpolating polynomial curve exists, the approximation order is 2n for general n (Theorem 4.6), • the interpolating polynomial curve exists for n ≤ 5 (Theorem 4.7). In order to keep the paper technically as simple as possible, only Lagrange interpolation is discussed. However, section 4, in particular Theorem 4.5, reveals that the results of the asymptotic analysis can be carried over to the multiple geometric interpolation (interpolation of a point, a tangent direction at that point, a curvature at that point, etc.), as well as to the Taylor interpolation case considered in [8, 11] .
Interpolation problem

The interpolation problem is formulated as follows. Suppose that a sequence of 2n distinct points T T T T T T T T T 0 , T T T T T T T T T 1 , . . . , T T T T T T T T T 2n−1
in the plane R 2 is given. Find a parametric polynomial curve P P P P P P P P P n : [0, 1] → R 2 of degree ≤ n that interpolates the given points at some values t ∈ [0, 1] in increasing order, i.e., (2.1)
Since a linear transformation of the parameter preserves the degree of a parametric polynomial curve, one can assume t 0 := 0 and t 2n−1 := 1, but the remaining parameters t
t t t t t t t t := (t )
2n−2 =1
are unknown, ordered as
The system of equations (2.1) should determine the unknown P P P P P P P P P n as well as the parameters t t t t t t t t t. But the two tasks can be separated if one can provide enough linearly independent functionals, depending on t t t t t t t t t only, that map P P P P P P P P P n to zero. Divided differences, based upon ≥ n + 2 values, are a natural choice. Let us apply the divided differences
to both sides of (2.1). Since deg P n ≤ n, the left side vanishes, and so should the right one. But the t are distinct and this condition becomes 
T T T T T T T T T
n+j m=j−1 m = (t − t m ) = 0, j = 1, 2, . . . , n − 1.
This nonlinear system depends on the data T T T T T T T T T and the unknowns t t t t t t t t t only.
For each j it provides two equations based upon the first and the second component of the data. The solution of the system (2.3) may or may not exist. The difficult part of the interpolation problem is to find it. If the unknowns t t t t t t t t t have already been determined, it is straightforward to obtain the polynomial curve P P P P P P P P P n . One only has to take any n + 1 distinct interpolating conditions in (2.1), and apply any standard linear interpolation scheme to P P P P P P P P P n componentwise.
Asymptotic approach
It seems hard to analyse the nonlinear system of equations (2.3) without additional restrictions. Here, the asymptotic approach will be applied, with the assumption that the points T T T T T T T T T are sampled from a smooth regular convex planar parametric
The length of the parameter interval h is supposed to be small enough so that a local expansion of f f f f f f f f f around 0 can be applied. Affine transformations of the points T
T T T T T T T T transform (2.
3) to an equivalent form. Thus one can
where y expands as (3.1)
The curve is assumed to be convex, which implies y (0) > 0. We will be looking for the values of f f f f f f f f f at small values of h, therefore the coordinate system needs an appropriate scaling by the matrix
Now let T T T T T T T T T be the points on the curve f , taken at different parameter values in
[0, h]. Then for some η , (3.2) η 0 := 0 < η 1 < · · · < η 2n−2 < η 2n−1 := 1,
the data points are chosen as T T T T T T T T T = D h f (η h). Their expansion in h is (3.3) T T T T T T T T T
Here, the constants c k depend on y, but not on η or h, i.e.,
System of equations in asymptotic form
In this section the system (2.3) is analysed, where the data points are given by (3.3) and h is small enough. As far as the existence of the solution is concerned, one has to show that there exists h 0 > 0, such that the system (2.3) has a solution t t t t t t t t t for all h, 0 ≤ h ≤ h 0 . The solution is easy to guess at the limit value h = 0, i.e., ( 
4.1) t t t t t t t t t = η η η η η η η η η := (η )
2n−2 =1 , since lim h→0
T T T T T T T T T
In view of (4.1) it is important to study the unknown differences
as functions of h. It does not matter if (4.2) is studied with η given and t unknown or vice versa. From now on it will be simpler to assume that t t t t t t t t t are given parameters and η η η η η η η η η are the unknowns, as in [8] . Furthermore, the system of equations (2.3) will be rewritten in an equivalent form, with divided differences (2.2) replaced by their linear combinations, i.e.,
With the notation
Of course, the limit properties of the system are preserved, since the linear transformation from (2.2) to (4.3) is invertible. Unfortunately, the implicit function theorem cannot be applied to extend the limit solution η η η η η η η η η = t t t t t t t t t continuously to h > 0 for n > 2. This is obvious from the following theorem. Proof. The Jacobian J is easily computed from
and from the system (4.4). Let
Observe that
But the x x x x x x x x x T i are linearly independent, hence dim ker J ≥ n − 2. Let
It is easy to see that M = (φ j (t m )) n,n j=1,m=1 , where the polynomials φ j are given as
This implies that M must be nonsingular. If not, its rows would be linearly dependent and there would exist a polynomial n j=1 γ j φ j of degree ≤ n − 1 with n roots t m , m = 1, 2, . . . , n, an obvious contradiction. So rank J ≥ n, and the result of the lemma follows.
Thus a more refined existence analysis has to be applied. The system of equations (4.4) will now be split in two parts, the equations determined by the first components of the points T given at t as
T T T T T T T T , and
where ξ := 0, > 2n − 2. Furthermore, let
The reparametrization (4.6) is quite clearly regular for ξ ξ ξ ξ ξ ξ ξ ξ ξ bounded independently of h and h small enough, since
The limit conditions η = t at h = 0 are fulfilled too. where (4.10)
Let T T T T T T T T T be given
and
The following result has been conjectured from some numerical experiments.
Theorem 4.3. The unknowns ξ ξ ξ ξ ξ ξ ξ ξ ξ can solve (4.9) if and only if
Proof. A divided difference is a linear functional, so the functions F j , defined in (4.10), can be simplified to
. . , t n+j ] t (t + u(t; ξ ξ ξ ξ ξ ξ ξ ξ ξ))
ξ n−2+ p(t ), (4.12) since the polynomial t + u(t; ξ ξ ξ ξ ξ ξ ξ ξ ξ) is of degree ≤ n − 1 in t. Further, the polynomial p is of the particular form (4.8) and deg p = n, so it follows that (4.10) reads
It is easy to verify that the square matrix
is nonsingular by finding a closed form of det A (see [6] , e.g.). So it can map only the trivial vector to 0 0 0 0 0 0 0 0 0. Since p(t ) = 0, = 2, 3, . . . , n, the term ξ n−2+ − ξ n−1 should vanish for all concerned, and the claim (4.11) follows. In order to study (4.14) further the following lemma is needed.
Lemma 4.4. Let q(t; ξ ξ ξ ξ ξ ξ ξ ξ ξ)
Proof. Let us introduce some new notation. If r is a polynomial in variables t and h, then let (4.15) termdeg t (r) ≤ termdeg h (r)
denote that for every term t α i h β i of r, the exponents α i and β i satisfy the relation
From (4.8) it is straightforward to verify that
where η is given by (4.13). Furthermore, the difference η − q turns out as
η(t; ξ ξ ξ ξ ξ ξ ξ ξ ξ) − q(t; ξ ξ ξ ξ ξ ξ ξ ξ ξ) = (−(t
and clearly termdeg
and q(t; ξ ξ ξ ξ ξ ξ ξ ξ ξ) k satisfies
On the other hand, a brief look at the remaining sum yields
The divided difference [t 0 , t 1 , . . . , t n+j ] t maps polynomials in t of degree < n + j to zero. So the monomials with degree = n + j will provide the leading term of the error. But then (4.16) and (4.17) confirm the lemma.
Lemma 4.4 simplifies the functions (4.14) to
and the following conclusion provides the final form of the system (4.9).
Theorem 4.5. The expansion referenced in (4.18) could be rewritten as
The polynomials C k (ξ ξ ξ ξ ξ ξ ξ ξ ξ) depend on ξ ξ ξ ξ ξ ξ ξ ξ ξ only, but not on h or the parameters t t t t t t t t t.
So the final form of the system (4.9), for h small enough, is given as
Proof. Let us recall the proof of Lemma 4.4 and the notation (4.15). A close look reveals that
Let us sum up all the asymptotic conclusions.
Theorem 4.6.
If there exists h 0 > 0, such that the system of nonlinear equations (4.20) has a real solution for all h, 0 ≤ h ≤ h 0 , then the interpolating polynomial parametric curve P P P P P P P P P n exists and approximates f f f f f f f f f with the optimal approximation order, i.e., 2n.
Proof. The proof will follow the path already applied in [2] . If the interpolating curve P P P P P P P P P n is reparametrized by a regular reparametrization ϕ :
the error analysis can be applied to each component separately, using the standard approach for the function case. But this implies that the optimal approximation order 2n is achieved, provided (P P P P P P P P P n • ϕ)
remains bounded for all h small enough.
By assumption the system (4.20) has a real solution and the unknown parameters t t t t t t t t t exist. Thus one can represent the curve P P P P P P P P P n in the Lagrange form, (4.22) P P P P P P P P P n =
For the particular coordinate system, chosen in section 3, a reparametrization ϕ := P −1 1 is a proper choice. Indeed, from (4.22) and (4.7) it follows that (4.23)
since the polynomial η( . ; ξ ξ ξ ξ ξ ξ ξ ξ ξ), defined in (4.13), is of degree ≤ n. Note that
The interpolation conditions (4.21) are satisfied, since P P P P P P P P P n • P −1 1
(hη ) = P P P P P P P P P n (t ) = f f f f f f f f f (hη ), = 0, 1, . . . , 2n − 1,
is the required reparametrization. In order to prove the boundedness of (P P P P P P P P P n • ϕ) (2n) we apply the chain rule derivation to P P P P P P P P P n •P −1
1 . As already observed in [2] for the cubic case, and in [3] for general n, it suffices to see that P 1 (t) = ch + O(h 2 ), c = 0, and
Obviously
it is enough to consider 2 ≤ k ≤ n only. The case i = 1 follows immediately from (4.13) and (4.23). As to the other,
Let us recall the expansion (3.1) from which we observe that the sums involved are
Since the interpolation is a projection on the space of polynomials of degree ≤ n, the proof is complete. and the conclusion follows. The case n = 4 will be omitted since the proof is, in the first part, very similar to that given in [11] and the other part is technically quite complicated. The proof for the case n = 5 will be given in the following section.
Proof. Consider the system (5.1). The first equation is linear in ξ 3 , and can be written as
Similarly, the modified third equation
, turns out to be linear in ξ 3 too. One can now use the equation (5.3) to eliminate ξ 3 , and the system (5.1) becomes
Finally, the resultant of P 12 and P 13 with respect to ξ 2 is a single equation
The variety V(R 1 ) ⊇ V(I 2 ) may include some extraneous zeros introduced by the factor ψ 1 (ξ 1 , ξ 2 ) 2 in (5.5) or by the resultant Res. Also, the variety V does not precisely keep track of the multiple zeros, and the number of zeros of R 1 counting multiplicities could be bigger than the number of elements in V(R 1 ), i.e., #V(R 1 ). The elimination procedure described also provides the extension path: if ξ 1 ∈ V(I 2 ), the equations (5.5) determine ξ 2 , and (5. Thus any ξ 1 ∈ V (R 1 ) ∩ V (R 2 ) that is not extraneous can be extended to the complete solution of the system (5.1) provided ψ 2 (ξ 1 , ξ 2 ) = 0 or χ 2 (ξ 1 , ξ 2 ) = 0. Using a computer algebra system, the polynomials R 1 and R 2 can be factorized as If ν 1 (ξ 1 ) = 0, ν 2 (ξ 1 ) = 0 for some ξ 1 ∈ C, then Res (ν 1 (ξ 1 ), ν 2 (ξ 1 ); ξ 1 ) = 0 gives a tremendous, but polynomial relation between the constants c i that has to be satisfied. So the measure of the set of constants {(c 3 , c 4 , . . . , c 9 ) ∈ R 7 ; ν 1 (ξ 1 ) = 0, ν 2 (ξ 1 ) = 0}
