Let G = (V, E) be a connected graph. Given a vertex v ∈ V and an edge e = uw ∈ E, the distance between v and e is defined as
Introduction and preliminaries
Nowadays several parameters related to distances in graphs are highly attracting the attention of several researchers. One of them, namely, the metric dimension, has specifically centered several investigations. To see the richness of this topic, among several possible references, we would suggest for instance the three Ph. D. dissertations [2] , [9] and [10] , and references cited therein. In this concern, a vertex v of a connected graph G distinguishes (determines or recognizes) two vertices u, w if d(u, v) = d(w, v), where d(x, y) represents the length of a shortest x − y path in G. A subset of vertices S of G is a metric generator for G, if any pair of vertices of G is distinguished by at least one vertex of S. A metric generator of minimum cardinality is called a metric basis for G and its cardinality is the metric dimension of G, which is denoted by dim(G). These concepts were introduced by Slater in [11] in connection with some location problems in graphs. On the other hand, the concept of metric dimension was independently introduced by Harary and Melter in [5] .
A standard metric generator, as defined above, uniquely recognizes all the vertices of a graph in order to look out how they do "behave" in the graph. However, this "surveillance" does not succeed if an anomalous situations occurs in some edge between two vertices instead of in a vertex. It is possible that a metric generators properly identifies the edges in order to also see their behaving, but in general this is not possible. In this sense, in the way of correctly recognize the edges of a graph, a new parameter was recently introduced in [8] . Another variant on such direction was also presented in [7] where not only edges are recognized between them, but also there is a recognition scheme between any two elements (vertices or edges) of a graph. In this work we only center our attention into recognizing edges.
Given a connected graph G = (V, E), a vertex v ∈ V and an edge e = uw ∈ E, the distance between the vertex v and the edge e is defined as d G (e, v) = min{d G (u, v), d G (w, v)}. A vertex w ∈ V distinguishes two edges e 1 , e 2 ∈ E if d G (w, e 1 ) = d G (w, e 2 ). A nonempty set S ⊂ V is an edge metric generator for G if any two edges of G are distinguished by some vertex of S. An edge metric generator with the smallest possible cardinality is called an edge metric basis for G, and its cardinality is the edge metric dimension, which is denoted by edim(G). In [8] , the concepts above were defined only for the case of connected graphs. However, if we consider non-connected graphs, then the parameter could be easily adapted by considering the distance between two vertices belonging to two different components as infinite. Nevertheless, such adapting make not much sense, since then we can readily seen the following.
Remark 1.
If G is a non-connected graph with components G 1 , . . . , G r , then
In connection with this remark above, we can consider every component of a graph separately. Moreover, any necessary concept, terminology and notation required in the work will be introduced throughout the exposition, right before it is firstly used, and for any remaining basic graph theory terminology we follow the book [12] .
Studies of graph products have been intensively made in the last few decades and by now, a rich theory involving the structure and recognition of classes of these graphs has emerged, cf. [4] . The most interesting and studied graph products are the Cartesian product, the strong product, the direct product and the lexicographic product which are also called standard products. There are several other operations made with graphs (from which some of them are also called as product graphs in the literature) that have also attracted the attention of several researchers. Some of them are for example the corona product, the join graphs, the rooted product and the hierarchical product. There are different styles of studying the graph products (or graph operations). One of them involves the analysis of the properties of the structure itself and a second one standard approach to graph products is to deduce properties of a product with respect to (usually the same) properties of its factors. This latter situation is the center of our work, in connection with the edge metric dimension. Some primary studies on the edge metric dimension of Cartesian product graphs were presented in [8] , where the value of the edge metric dimension was computed for the grid graphs (Cartesian product of two paths), and for some cases of torus graphs (Cartesian product of cycles). Moreover, some other results on this topic can be found in [13] , where the edge metric dimension of the join graph G ∨ K 1 1 , and of the Cartesian product of a path with any graph G was studied. To the best of our knowledge there are no more results concerning the edge metric dimension of product graphs. In contrast with this fact, other variants of the standard metric dimension have been deeply studied in the last recent years. Some examples are for instance [1, 3, 6 ] to just name those ones concerning the lexicographic product of graphs, which is one of the studied product of our work. In this sense, it is now our goal to make several contribution to this topic of edge metric dimension, and we precisely begin with studying the lexicographic product, the join and the corona product graphs.
The join of graphs
Given two graphs G and H, the join graph G ∨ H is obtained from G and H by adding an edge between any vertex of G and any vertex of H. In this sense, it is clearly observed that the join graph G ∨ H is always a connected independently of the connectivity of the graphs G and H. We next study the edge metric dimension of join graphs.
To this end, we need the following terminology and notation. A set of vertices D of a graph G is a total dominating set of G if every vertex of G is adjacent to a vertex of D. The minimum cardinality of any total dominating set of G is the total domination number of G and is denoted by γ t (G). A set of vertices of cardinality γ t (G) is called a γ t (G)-set.
A graph G is in a class of graphs G if for any vertex u ∈ V (G) there is an edge uv incident with u (v is a neighbor of u), such that {u, v} is a γ t (G)-set. It is easy to see that complete and complete bipartite graphs on at least two vertices are in G. Let us mention that if γ t (G) does not exists, then G contains an isolated vertex and is not in class G, in particular K 1 is such. Theorem 1. For any non trivial graphs G and H,
Proof. Let G and H be any graphs. The trivial upper bound for any graph is edim(G) ≤ |V (G)| − 1 and therefore edim(G ∨ H) ≤ |V (G)| + |V (H)| − 1. Let M be an edge metric basis for G ∨ H. The distance between any edge e = gh from G ∨ H, where g ∈ V (G), h ∈ V (H), to any vertex different from g and h equals one. Let g be a fixed vertex from G. For h = h ′ , the edges gh and gh ′ have distance one to all vertices different from g, h, h ′ . Moreover, both edges have g in common, so that the distance between them and g equals zero in both cases. Therefore, at least one of h and h ′ must be in M. This argument can be repeated for any pair of edges of the form gh and gh ′ for any h ′ ∈ V (H) − {h}, and we see that at least |V (H)| − 1 vertices from H must be in M. Symmetrically we can see that at least |V (G)| − 1 vertices from G must be in M and so, the lower bound edim(G ∨ H) ≥ |V (G)| + |V (H)| − 2 follows.
Assume now that one of the graphs, say G, belongs to G. Suppose, with a purpose of contradiction, that edim(G∨H) = |V (G)|+|V (H)|−2 and let S be an edge metric basis for G∨H. In concordance with the above, it follows |S ∩ V (G)| = |V (G)| − 1 and |S ∩ V (H)| = |V (H)| − 1. Let g ∈ V (G) and h ∈ V (H) be outside of S. Since G ∈ G, G has no isolated vertices, and there exists g ′ ∈ V (G) which is adjacent to g and {g, g ′ } is a γ t (G)-set. This implies that gg ′ is at distance one to every vertex from V (G) − {g, g ′ }. Moreover, the edge gg ′ is also at distance one to every vertex from H. As already mentioned the edge g ′ h has distance one to every vertex from V (G ∨ H) − {g ′ , h}. Thus, the only vertices that distinguish the edges gg ′ and g ′ h are g and h, which are not in S, and this is a contradiction with S being an edge metric basis for G ∨ H. Therefore, edim(G ∨ H) > |V (G)| + |V (H)| − 2 and we have the equality
To finish the proof let now G, H / ∈ G. In this sense, there exists a vertex g
We will show that the set S = V (G ∨ H) − {g ′ , h ′ } is an edge metric generator for G ∨ H. Clearly, any two edges with both end-vertices in S are distinguished by at least one vertex from S (one of the end-vertices will do so). Similarly, edges g ′ u and g ′ v, u = v, are also identified, because at least one of u and v is in S. The same happens with two edges h ′ w and h ′ z, w = z. Thus, let g ′ u and h ′ v be two edges. If u = v, then without loss of generality, u ∈ S distinguish g ′ u and h ′ v. Hence, let u = v and, by the symmetry of G and H, we may assume that u = g ∈ V (G). Because G / ∈ G for every edge, also for gg ′ , there exists a vertex
and so, x g distinguishes the edges gg ′ and gh ′ . Therefore, S is an edge metric generator for G ∨ H, and the equality
It is easy to see that Theorem 1 covers the results from [8] for a wheel K 1 ∨ C n , for a fan K 1 ∨P n and for a complete bipartite graph K p,q = N p ∨N q . This latter result concerning bipartite graphs can be generalized for complete multipartite graphs as next shown.
Corollary 2. For any complete multipartite graph K r 1 ,...,rt ,
Proof. For t = 2 we have edim(K r 1 ,r 2 ) = edim(N r 1 ∨ N r 2 ) = r 1 + r 2 − 2 by Theorem 1 because both N r 1 , N r 2 / ∈ G. For t > 2 we can consider K r 1 ,...,rt as the join of N r 1 ∨ K r 2 ,...,rt . Since K r 2 ,...,rt ∈ G, by Theorem 1, we have that edim(K r 1 ,...,rt ) = t i=1 r i − 1.
The lexicographic product
For two graphs G and H the vertex set of the lexicographic product graph
h is isomorphic to G, as well as the subgraph of G[H] induced by g H is isomorphic to H. Note also that the lexicographic product is associative but not commutative, cf. [4] . The map
Similarly, we can define the projection map onto H. We must remark also that the lexicographic product graph G[H] is a connected if and only if G is connected. It is well known that the distance between any two vertices
Before we state the general result for the edge metric dimension of lexicographic product graphs we need to recall some well known concepts. Let G be a graph.
. Clearly, each vertex is its own true twin and also its own false twin. Otherwise, different false twins u and v are not adjacent and if x and y are different true twins, then x and y are adjacent. It is easy to see that different false twins u and v are true twins only to themselves and vice versa, different true twins x and y are false twins only to themselves.
Both relations, being true or being false twins, are clearly equivalence relations. We are interested in all nontrivial equivalence classes of both relations, that is equivalence classes with at least two elements. Let F = {F 1 , . . . , F k } and T = {T 1 , . . . , T ℓ } be the sets of all nontrivial equivalence classes of the false twin and true twin equivalence relations, respectively. Further, we need the number of elements in these classes, and therefore, we use notation
The edges e = uv and e ′ = xy of a graph G are twin edges if
. If the twin edges e = uv and e ′ = xy are not incident with each other, then one can observe that vertices u, v, x, y induce a subgraph that contains a four-cycle. Otherwise, if they are incident, say that v = y, then the condition
plays an important role. In particular, if there exists a neighbor v of the false twins u and x, such that
, then the edges uv and xv are twin edges. Similarly, if
hold for a neighbor v of the true twins u and x, then again the edges uv and xv represent two twin edges.
As false twins, true twins, and twin edges play an important role while studying the edge metric dimension of lexicographic product graphs, we need to be careful to not count twice some of the vertices involved in the process. Let G ′ be a graph obtained from a graph G where we delete all vertices but one in every equivalence class of F and of T . We call this operation twin deletion. Let Q = {Q 1 , . . . , Q m } be nontrivial equivalence classes of the edge-twin relation of G ′ . We denote by q(
− m the number of nontrivial equivalence classes of the edge-twin relation.
It is easy to see that t(K n ) = n, t
It is easy to see that u 2 u 3 and u 5 u 6 are twin edges and we have q(G ′ ) = 2 and q ′ (G ′ ) = 1. Another example is a graph H that is obtained from vertices in Q ∪ N ∪ Q ′ , where the vertices of Q and Q ′ induce cliques while the set N is an independent set of vertices and the cardinality of Q, Q ′ and N is at least two. In addition, we add all possible edges between Q ∪ Q ′ and N. The sets Q and Q ′ form two nontrivial equivalence classes of the true twin relation in H and N is the only nontrivial equivalence class of the false twin relation. Clearly, H ′ is a path on three vertices QNQ ′ and edges QN and NQ ′ are twins in H ′ . We start this part of our exposition with a technical lemma that shows the independence of the values q(G ′ ) and q ′ (G ′ ) with respect to the deletion of true or false twins.
Lemma 3. Let G be a graph. If the graphs G ′ and G ′′ are obtained from G by a twin deletion,
Proof. Let uv and xy be twin edges of a graph G. If none of the vertices u, v, x, y is a true or a false twin, then uv and xy remain twin edges in G ′ and in G ′′ . If exactly one of u, v, x, y, say u, is a true or a false twin in G, then there exist u ′ and u ′′ from the same equivalence class as u which remain in G ′ and in G ′′ , respectively, after twin deletion process. Clearly, u ′ v and u ′′ v are twin edges with xy in G ′ and G ′′ , respectively. Similarly, if more than one vertex from u, v, x, y are true or false twins, then we can always find their representatives in G ′ and in G ′′ with the same properties as u, v, x, y. These representatives have the same properties in G ′ and in G ′′ and the number of twin edges remains the same in both G ′ and in
Theorem 4. Let G be any graph with at least three vertices in every component and let H ≇ K 1 be a graph. Then
Proof. Let G be a graph where every component contains at least three vertices and let H be any graph on at least two vertices. Let S be an edge metric basis for G [H] . For an edge gg ′ ∈ E(G) and vertices h, h ′ ∈ V (H), h = h ′ , by (1), we can see that the edges (g, h)(g ′ , h) and (g, h)(g ′ , h ′ ) have the same distance to every vertex (g 0 , h 0 ) different from (g ′ , h) and (g ′ , h ′ ). Therefore, at least one vertex from (g ′ , h) and (g ′ , h ′ ) must be in S. Because h, h ′ and g ′ are arbitrarily taken, and G contains no isolated vertices, we see that S contains at least |V (H)| − 1 vertices in each layer h) and (g ′ , h ′ ) be such vertices outside of S. In such a case, the edges (g, h)(g 0 , h) and (g ′ , h ′ )(g 0 , h) have different distances only to the vertices (g, h) and (g ′ , h ′ ), because of (1), and since g and g ′ are true or false twins. This is a contradiction with S being an edge metric basis. Therefore at least one layer from g H and g ′ H must be entirely contained in S for any pair of true or false twins. So, if T 1 , . . . , T ℓ are nontrivial equivalence classes of the true twin relation, then at most one layer g H, g ∈ T i , is not entirely contained in S for every i ∈ {1, . . . , ℓ}. Similarly, if F 1 , . . . , F k are the nontrivial equivalence classes of the false twin relation, then at most one layer g H, g ∈ F i , is not entirely contained in S for every i ∈ {1, . . . , k}.
With this comments we arrive to the lower bound edim(G[H]) ≥ |V (G)|(|V (H)|
. We will now increase this bound in the case when q ′ (G ′ ) > 0 (G ′ is obtained from G by the twin deletion previously described). We consider an edge metric generator S of cardinality 
follows. We next show that this lower bound is exact when H / ∈ G. So, suppose that H / ∈ G and let h ′ be a vertex from H such that for every edge hh ′ there exists a vertex x h ∈ V (H) where x h is neither adjacent to h nor to h ′ . Notice that h ′ can also be an isolated vertex of H, but then we can take for h any vertex different from h ′ which exists by the assumption. For every nontrivial equivalence class T i of the true twin relation, we fix one vertex t i ∈ T i , i ∈ {1, . . . , ℓ}, and for every nontrivial equivalence class F j of the false twin relation, we also fix one vertex f i ∈ F i , i ∈ {1, . . . , k}. Finally, let Q 1 , . . . , Q m be the nontrivial equivalence classes of the edge-twin relation of G ′ . We fix one edge w i z i ∈ Q i for every i ∈ {1, . . . , m} and for every other edge u j i v j i ∈ Q i , j ∈ {1, . . . , |Q i | − 1}, we fix a vertex which must be different from w i and from z i . If the notation is chosen so that u j i is this vertex, then we denote by Q ′ i the set {u 1 i , . . . , u
We will show that the set
is an edge metric generator of cardinality
follows directly from the definitions of T , F and Q. To observe that S is an edge metric generator, we need to check only pairs of edges e 1 and e 2 that have both end-vertices outside of S, or if e 1 and e 2 are incident, then the common end-vertex can be in S. If e 1 and e 2 (incident or not) have both end-vertices outside of S, then they must be lying over the layer
. Suppose without loss of generality that there exists
, e 2 ) > 1 (recall that h is different from h ′ as they are adjacent or h ′ is an isolated vertex). It remains that e 1 and e 2 are incident and that the common vertex is from S. Let now
and we conclude as before. Thus we may assume that either u = v or x = v and in this case h ′′ must be adjacent to h ′ . By the symmetry we can assume that u = v. Recall that, since H / ∈ G, there exists a vertex x h ′′ that is nonadjacent to h ′ and nonadjacent to h ′′ . Clearly, (u, x h ′′ ) ∈ S distinguishes e 1 and e 2 because
Because every pair of edges from G[H] is distinguished by a vertex from S, we obtain that
when H / ∈ G and the equality follows for this case.
One could think that the bound given above is indeed an equality for any graphs G and H satisfying the statements of the theorem. However, this is not true, since other extra situations are also influencing the value of edim(G[H]). We next comment some facts on this regard. To this end, we need the following terminology.
A
. We also say that in such a case u has a satellite v. If v is a satellite of u, then v and u are adjacent. If u has a false twin v, u = v, then u cannot have a satellite, as any vertex w adjacent to u has v in its closed neighborhood. On the other hand u, can be a satellite if it has a false twin v. If x has a different true twin y, then x can be a satellite of some vertex and can also have satellites. Similar as true twins, false twins and twin edges, vertices that have satellites are important for the edge metric dimension of the lexicographic product G[H] when H ∈ G.
Lemma 5. Let G and H be any graphs, where every component of G contains at least three vertices and H ∈ G, and let S be an edge metric basis for
H is entirely contained in S.
Proof. By the proof of Theorem 4, there are at least |V (H)| − 1 vertices of g H and of g ′ H in S. Suppose that, on the way to a contradiction, (g, h) and (g ′ , h ′ ) do not belong to S. Because H ∈ G, there exists a vertex h 0 ∈ V (H) that is adjacent to h and {h, h 0 } is a γ t (H)-set. We will see that edges e 1 = (g, h)(g, h 0 ) and e 2 = (g ′ , h ′ )(g, h 0 ) are not distinguished by any vertex form S. First, every vertex from g H, with the exception of (g, h) and (g, h 0 ), is at distance 1 to both e 1 and e 2 , because {h, h 0 } is a γ t (H)-set and gg ′ ∈ E(G). Second, the vertices from
with the exception of (g ′ , h ′ ), are at distance 1 to e 1 and to e 2 , because g ′ is a satellite of g. Third, and finally, the other vertices from G[H] are at the same distance to vertices of g H, and so, also to e 1 and to e 2 . Thus, the only vertices that distinguish e 1 and e 2 are (g, h) and (g ′ , h ′ ) which are not in S, and this is a contradiction. Therefore,
This last lemma is one of the reasons causing that the bound from Theorem 4 does not in general hold as equality, when H ∈ G. We can expect that, if there are some satellite vertices, then one needs to add some additional vertices to a given set to become an edge metric generator. Again we observe that we need to be careful not to count twice some of them. For example, observe K p ∨ N r . Every vertex from N r is a satellite from every vertex from K p and one can expect that min{p, r} of vertices need to be added to a given set to get an edge metric generator for some H ∈ G, which yields a kind of minimization problem. However, this is not the right approach, as we have already seen in the second paragraph of the proof of Theorem 4, where all H-layers initiated by true twins (with one possible exception in every equivalence class), and by false twins (with one possible exception in every equivalence class) must belong to a given edge metric basis.
The corona product
Let G and H be two graphs of order n 1 and n 2 , respectively. The corona product graph G ⊙ H is defined as the graph obtained from G and H, by taking one copy of G and n 1 copies of H and joining by an edge every vertex from the i th -copy of H with the i th -vertex of G. Given a vertex g ∈ V (G), the copy of H whose vertices are adjacent to g is denoted by H g . We will first analyze the situation in which the second factor of this product is not isomorphic to the singleton graph K 1 .
Theorem 6. For any graphs G and H where G is connected and |V (H)| ≥ 2,
Proof. Let G and H be any graphs and let n = |V (H)| ≥ 2. Let g ∈ V (G) and let {g 1 , . . . , g n } be the set of vertices of the copy H g of H. Any two edges gg i and gg j , i = j, have the same distance to all vertices form V (G ⊙ H) − {g i , g j }. Therefore, at least one of them must be in any edge metric basis of G ⊙ H. Because i, j and g, with 1 ≤ i < j ≤ n, are arbitrary, we see that every edge metric basis of G ⊙ H must contain at least n − 1 vertices from every copy H g of H in G ⊙ H. This yields the lower bound edim(
On the other hand, let H g be a copy of H corresponding to a vertex g ∈ V (G). We will show that the set S = ∪ g∈V (G) (V (H g ) − {h}) is an edge metric generator for G ⊙ H, where h is an arbitrary vertex of V (H g ). First notice that S is nonempty because n ≥ 2, and by the same reason in every copy of H exists at least one vertex from S. Any two different edges from one copy of H are distinguished by some vertex in S, because at least two end vertices of these two edges are in S. The same argument also holds if both edges are in two different copies of H. Similarly, an edge from G and one from any copy of H are distinguished by at least one end-vertex of the edge lying in the copy of H which is in S. Two different edges from G are distinguished by at least one vertex g ∈ V (G) and so, any vertex in S ∩ V (H g ) distinguishes these two edges. So, let now consider one edge gh ′ with g ∈ V (G) and h ′ ∈ V (H g ). If the second edge is gh 1 for some h 1 ∈ V (H g ) and h 1 = h ′ , then these two edges are distinguish by h ′ or by h 1 . If the second edge g ′ g ′′ belongs to G, then at least one end-vertex, say g ′ , is different from g and they are distinguished by any vertex from S ∩ V (H g ′ ). Any edge gh ′ is also clearly distinguished from any edge with at least one end-vertex in other copy of H by any vertex from S in that copy. So, let finally the second edge h 1 h 2 be from H g . Any vertex x ∈ S ∩ H g ′ , where
whenever n ≥ 2, and the equality follows.
In contrast with the case above, the corona product graph G ⊙ K 1 is in general complicated to deal with. In order to observe this, the following terminology and notation will be required. A vertex of degree at least 3 in a tree T will be called a major vertex of T . Any leaf u of T is said to be a terminal vertex of a major vertex v of T if d(u, v) < d(u, w) for every other major vertex w of T . The terminal degree of a major vertex v is the number of terminal vertices of v. A major vertex v of T is an exterior major vertex of T if it has positive terminal degree. Let n 1 (T ) denote the number of leaves of T , and let ex(T ) denote the number of exterior major vertices of T . We can now state the formula for the edge metric dimension of a tree given in [8] . If T is a tree that is not a path, then
Some situations can be easily deduced for G ⊙ K 1 . For instance, if G is the path P 2 , then clearly G ⊙ K 1 ∼ = P 4 and so, edim(P 2 ⊙ K 1 ) = edim(P 4 ) = 1. Also, if G is a path of order n ≥ 3, then G ⊙ K 1 is a tree such that n 1 (G ⊙ K 1 ) = n and ex(G ⊙ K 1 ) = n − 2. Thus, from (2) we get edim(P n ⊙ K 1 ) = 2.
Theorem 7. For any graph G, edim(G ⊙ K 1 ) ≥ edim(G), and this bound is sharp.
Proof. Let V (G) = {g 1 , . . . , g n } and for every g i ∈ V (G), let u i be the vertex adjacent to g i corresponding to the copy of K 1 used in the corona product. Assume S is an edge metric basis for G ⊙ K 1 , and consider the set of vertices S ′ = {g i : {g i , u i } ∩ S = ∅}. We will prove that S ′ is an edge metric generator for G. Let e, f ∈ E(G) be any two edges and let x ∈ S such that d G (e, x) = d G (f, x). If x ∈ V (G), then x ∈ S ′ and so, x determines e and f . If x / ∈ V (G), then x is a vertex corresponding to a copy of K 1 and is adjacent to a vertex x ′ ∈ V (G) which is also in S ′ . Thus, d G (e, x ′ ) = d G⊙K 1 (e, x) − 1 = d G (f, x) − 1 = d G⊙K 1 (f, x ′ ) and so, x ′ distinguish e and f . As a consequence, S ′ is an edge metric generator for G and the bound follows. To see the sharpness of the bound we consider the graph K n ⊙ K 1 where n ≥ 3. Let V (K n ) = {g 1 , . . . , g n } and, as above, for every g i ∈ V (K n ), let u i be the vertex adjacent to g i corresponding to the copy of K 1 used in the corona product. Assume S is an edge metric basis for K n (note that an edge metric basis of K n is form by any set of n − 1 vertices of K n ), and consider the set of vertices S ′ = {u i : g i ∈ S}. We shall prove S ′ is a edge metric generator for K n ⊙ K 1 . Let e, f ∈ E(K n ⊙ K 1 ) be any two edges and consider the following situations.
• e, f ∈ E(K n ). Since there exists a vertex g j ∈ S such that d Kn (e, g j ) = d Kn (f, g j ), we deduce that d Kn⊙K 1 (e, u j ) = d Kn (e, g j ) + 1 = d Kn (f, g j ) + 1 = d Kn⊙K 1 (f, u j ). As u j ∈ S ′ , we have that u j recognizes e, f .
• e / ∈ E(K n ) and f ∈ E(K n ). Let e = g i u i and f = g j g k . If u i ∈ S ′ , then clearly e, f are identified by u i . If u i / ∈ S ′ and (u j ∈ S ′ or u k ∈ S ′ ), say u j ∈ S ′ , then e, f are distinguished by u j . Since the case whether u i , u j , u k / ∈ S ′ is not possible, because there is only one vertex of V (K n ) which is not in S, we are done with this case.
• e, f / ∈ E(K n ). Let e = g i u i and f = g j u j . Since there is only one vertex of V (K n ) which is not in S, it must happen u i ∈ S ′ or u j ∈ S ′ . Thus, e, f are distinguished by u i or by u j .
As a consequence of the cases above we obtain that S ′ is an edge metric generator for K n ⊙ K 1 and so, edim(K n ⊙ K 1 ) ≤ edim(K n ). Since edim(G ⊙ K 1 ) ≥ edim(G) for any graph G, we obtain the equality edim(K n ⊙ K 1 ) = edim(K n ) and the sharpness of the bound is completed.
Although the bound above is tight, it is possible to observe that the difference between edim(G ⊙ K 1 ) and edim(G) can be arbitrarily large. To observe this, we consider a tree T of order n ≥ 3 which is not a path. Clearly, n 1 (T ⊙ K 1 ) = n and ex(T ⊙ K 1 ) = n − n 1 (T ). As a consequence of (2), edim(T ⊙ K 1 ) = n 1 (T ⊙ K 1 ) − ex(T ⊙ K 1 ) = n − (n − n 1 (T )) = n 1 (T ) and so, edim(T ⊙ K 1 ) − edim(T ) = n 1 (T ) − (n 1 (T ) − ex(T )) = ex(T ), which can be as large as we would require.
