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ABSTRAKT:
Tato práce se zabývá problematikou konvolu?ních kód?. Práce je rozd?lena do
??kolika ?ástí. Úvodní ?ást obsahuje základní popis konvolu?ních kód?, jejich vlastnosti
a rozd?lení. Jsou zde stru??? popsány n?které metody dekódování konvolu?ních kód?.
Další ?ást obsahuje návrh konkrétního kódu dle zadání a realizaci dekodéru pro tento
kód. Celý návrh je zde potom ov??en pomocí programu Matlab Simulink. Poslední ?ást
zahrnuje návrh plošného spoje pro kodér a dekodér.
ABSTRACT:
This work deals with convolution codes. The work is divided into several parts.
The introductory part contains basic description of convolution codes, their properties
and distribution. There are briefly outlined some methods of decoding convolution
codes. Another part of the proposal includes a specific code according to the award and
implementation of decoder for this code. Then the full proposal is verified here by using
Matlab Simulink. The last part includes a proposal for printed circuit encoder and
decoder.
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Úvod
Tato bakalá?ská práce se zabývá problematikou konvolu?ních kód? a jejich
dekódováním. Cílem práce, jak ho definuje zadání, je návrh vhodného kódu, který bude
zabezpe?ovat p?enos proti nezávislým chybám a zvolit pro n?j metodu dekodóvání.
Práce je rozd?lena na dv? základní ?ásti.
První ?ást je teoretická a seznamuje ?tená?e o základních vlastnostech
konvolu?ních kód?. Z d?vodu volby vhodného kódu je zde vytvo?en stru?ný seznam
nejb?žn?jších konvolu?ních kód?. U jednotlivých kód? jsou stru??? popsány jejich
korek?ní schopnosti a zp?soby jejich zadávání. Dále je zde uveden stru?ný popis
základních dekódovacích metod.
Druhá ?ást je praktická. Je v ní zvolen kód spl?ující zadání a ukázka výpo???
jeho parametr? pot?ebných k realizaci a návrhu kodeku. Dále ?ást obsahuje postup p?i
navrhování dekodéru pro tento kód. Následuje uvedení celého kodeku a ov??ení jeho
funk?nosti.
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1. Konvolu?ní kódy, základní popis
??i p?enášení dat v komunika?ních systémech díky pot?eb? neustále zvyšovat
??enosové rychlosti se stále ?ast?ji setkáváme se vznikem chyb, které mají tendenci se
shlukovat. Jedním ze zp?sob? ochrany jsou konvolu?ní kódy, ty jsou schopny p?enos
dostate??? zabezpe?it. Konvolu?ní kódy pat?í mezi stromové kódy. Sv?j název získali
odvozením od latinského slova konvolut - propletenec. Schéma na obrázku  1.1
znázor?uje, jak vzniká zabezpe?ená posloupnost z nezabezpe?ené.
Obr. 1.1: Schéma kodéru stromového kódu s paraleln? uspo?ádanou vstupní pam?tí.
k0 ozna?uje po?et díl?ích vstupních tok? vzniklých rozd?lením sériového
nezabezpe?eného toku signálových prvk?. Zabezpe?ení zajiš?ují kódovací obvody
v bloku, který je nazvaný Realizace zabezpe?ení. Z n?j vystupuje n0 díl?ích výstupních
tok? a ty se p?evedou na výstupní sériový tok zabezpe?ených signálových prvk?. P?i
zadání kódu nás zajímá vztah mezi vstupními a výstupními díl?ími bitovými toky
kodéru. V podstat? máme dv? možnosti zadání konvolu?ního kódu, jedná se o zadání
kódu vytvá?ecí maticí a zadání souborem vytvá?ecích mnoho?len?, ob? možnosti budou
stru??? popsány o n?co níže. Základním parametrem konvolu?ního kódu je informa?ní
rychlost R. [7]
0
0
n
kR ?  .                                                              (1.1)
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Dalším, nemén? d?ležitým parametrem je kódové ohrani?ení nA. Jak je uvedeno
v [7] vyjad?ujeme ji vztahem
)1(* ?? mn? .                                                     (1.2)
Tento parametr nám udává v po?tech bit?, jak dlouho se podílí bit
z nezabezpe?ené posloupnosti na zabezpe?ovacím procesu. Tím také ur?uje po?et
pam??ových bun?k pam?ti zabezpe?ovacího procesu. Po?et úsek? nezabezpe?ené
bitové posloupnosti, které jsou použity pro vytvo?ení zabezpe?eného toku bit?, je však
o jeden úsek k0 ??tší, než je kódové ohrani?ení? ?, protože každého zabezpe?ovacím
kroku je ú?asten práv? jeden nový neuložený úsek k0. Proto se setkáme s parametrem
stromového kódu, který tuto skute?nost vyjad?uje. Nazývá se Nezabezpe?ený blok k
stromového kódu. Jeho velikost je ur?ena rovnicí podle [7]:
0*)1( kmk ?? .                                                    (1.3)
Na výstupní stran? tomuto parametru odpovídá parametr Zabezpe?ený blok n
stromového kódu. Jeho velikost je ur?ena rovnicí jak je uvedeno v [7]:
0*)1( nmn ?? .                                                  (1.4)
1.1 Zp?soby zadávání konvolu?ních kód?
Jak již bylo uvedeno, konvolu?ní kód lze zadat dv?ma zp?soby a to zadáním
pomocí vytvá?ecích mnoho?len? a pomocí vytvá?ecí matice. Poj?me si nyní oba
zp?soby popsat.
1.1.1 Zadávání konvolu?ních kód? vytvá?ecími mnoho?leny
Nejprve je nutno vysv?tlit význam tzv. operátoru zpožd?ní D. Ten se používá p?i
vyjád?ení pr?chodu signálového prvku posuvným registrem kodéru konvolu?ního kódu.
Budeme vycházet z p?edpokladu, že všechny signálové prvky mají stejnou ?asovou
délku D. Bude-li první prvek n?jakého signálového toku ozna?en p0, potom ?asový
výskyt následujícího prvku vyjád?íme p1.D , dalšího p2*D1, atd. ...... až k obecné ?asové
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poloze pX*DX..... atd. Obecný j-tý vstupní díl?í tok pak m?žeme vyjád?it zápisem podle
[7]
X
X
jjjj DpDpDppDp ....**)( 2)(2
)(
1
)(
0
)( ???? .                                 (1.5)
Podobn? pomocí D vyjad?ujeme díl?í výstupní toky. Nap?. i-tý díl?í výstupní tok
??žeme zapsat:
2)(
2
)(
1
)(
0
)( **)( DfDffDF iiii ??? .                                       (1.6)
Vztah mezi vstupním a výstupním celkovým tokem vyjád?íme rovnicí:
?
?
?
k
j
jj
i
i DpDGDF
1
)()( )(*)()( .                                        (1.7)
Výraz )()( )( DG
j
i  budeme nazývat vytvá?ecí mnoho?len konvolu?ního kódu a platí
pro n?j vztah uvedený v [7]:
?
?
?
m
u
uj
i
m
i DugDG
1
)(
)(
)(
)( *)( .                                                     (1.8)
Konvolu?ní kód je pak ur?en souborem vytvá?ecích mnoho?len?. Ze vztahu
(1.7) potom vyplývá, že na vytvo?ení jedné díl?í posloupnosti F(i) se m?že podílet všech
k vstupních díl?ích posloupností. Nech? m je nejvyšší stupe? mezi všemi stupni
vytvá?ecích mnoho?len?, které ur?ují konvolu?ní kód. Jednotlivý prvek vstupní
posloupnosti m?že ovliv?ovat výstupní posloupnost po dobu maximáln? m +  1
?asových jednotek D. Za tuto dobu vystoupí z kodéru n prvk?. Veli?inu již známe jako
zabezpe?ený blok stromového kódu n – viz ( 1.4 ).
1.1.2 Zadávání konvolu?ních kód? vytvá?ecí maticí
Princip odvození toku zabezpe?ených prvk? od toku nezabezpe?ených prvk?,
tak jak je znám u blokových systematických kód?, je  použit také u konvolu?ních kód?.
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Díl?í vstupní toky je možno zapsat jako ?ádky matice [P], díl?í výstupní toky jako
?ádky matice [F]. Vztah mezi t?mito maticemi m?žeme vyjád?it maticovou rovnicí:
                                            [F] = [P] x [G?],                                                              (1.9)
kde [G?] je vytvá?ecí matice konvolu?ního kódu, viz vztah ( 1.10 ). Matici [G?]
nazýváme polonekone?nou proto, že je z jedné strany ohrani?ená za?átkem kódování, tj.
?asem t = 0 a na druhé stran? je ohrani?ena délkou zprávy, která m?že být teoreticky
nekone?ná. [G] se sestavuje z tzv. díl?ích vytvá?ecích matic [Gt]. Matice [Gt] má k
?ádk? a n sloupc?. Umož?uje p?epo?ítat sloupec vstupní matice [P] pro ?asový okamžik
t na sloupec výstupní matice [F] pro stejný ?asový okamžik. Ze vztahu z [7] ( 1.10 ) je
??ejmé, že k popisu kódu pomocí [G?] nám sta?í znát sestavu matic [Gt] pro
t = 1, 2, ....m.
? ?
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
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Díl?í matice lze odvodit ze znalosti soustavy vytvá?ecích mnoho?len? G(i), jak je
znázorn?no zápisem Gt  podle [7] v ( 1.11 ).
? ?
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 Prvky vytvá?ecích mnoho?len? ur?ují jedni?kové prvky díl?ích matic [Gt].
Ostatní prvky t?chto matic jsou nulové, protože jsou nulové i ve vytvá?ecích
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mnoho?lenech G(j)(k) nebo proto, že pro zadávaný kód p?íslušné vytvá?ecí mnoho?leny
neexistují.
1.2 Základní vlastnosti konvolu?ních kód?
U konvolu?ních kód? m?žeme najít n?kolik d?ležitých vlastností. Za základní
vlastnosti konvolu?ních kód? podle [7] m?žeme považovat:
Lineárnost -  Pro  popis  kód? a  realizace  protichybového  zabezpe?ovacího
procesu se používají prost?edky lineární algebry, tj. pro definování kódu je
možno použít vytvá?ecí a kontrolní matici.
Kone?ná délka kódového ohrani?ení - Pro praktickou realizaci konvolu?ních
kód? má kone?nou velikost. Význam této skute?nosti pro praktické p?ípady není
??eba dále rozebírat.
?asová stálost – Pokud m?žeme rozd?lit dv? libovolné r?zné nezabezpe?ené
bitové posloupnosti do ur?itého po?tu ?ástí k0  a jim odpovídající zabezpe?ené
výstupní bitové posloupnosti jsou rozd?litelné na stejný po?et díl?ích ?ástí n0,
pak tento konvolu?ní kód m?žeme ozna?it za ?asov? stálý.
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2. Druhy konvolu?ních kód?
Konvolu?ní kódy lze rozd?lit na dv? základní skupiny, na kódy zabezpe?ující
proti shlukujícím se chybám a na kódy zabezpe?ující proti nezávislým chybám. V této
kapitole budou popsány n?které typy kód? z t?chto dvou skupin.
2.1 Kódy pro zabezpe?ení proti shlukujícím se chybám
V této ?ásti si p?edstavíme n?kolik typ? kód?. Nejprve Hagelbargerovy kódy,
které byly p?edstaveny jako první konvolu?ní kódy pro opravu shlukových chyb.
Následovány efektivn?jšími kódy od Iwadariho a Maseryho, ty m?ly stejnou korek?ní
schopnost, ovšem kratší ochranné intervaly než Hagelbargerovi kódy. Pozd?ji byly pro
opravu postupných shlukových chyb objeveny optimální kódy Berlekampem a
Preparatem.
2.1.1 Hagelbarger?v kód (n0; n0-1)
Tento kód lze zadat pomocí blokové matice BD, která je v dekadickém tvaru a
má tvar ?tvercové matice o velikosti n0 * n0. Matice je uspo?ádána tak, že má v každém
?ádku v míst? odpovídající prvku na úhlop???ce dekadické ?íslo, které je liché. ?ádky
jsou ?íslovány odspodu. V prvním ?ádku je trojka, v (n0-1) ?ádku je (2n0-1), poslední
?ádek pak obsahuje jedni?ku. Schematicky je podle [9] matice zapsána takto:
?
?
?
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?
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DB
                                        (2.1)
??i použití binárních kód? se matice BD musí p?evést na blokovou matici
v binárním tvaru B0. Tato matice má op?t n0 sloupc?, ale po?et ?ádk? se zm?ní. Ten je
ur?en sou?inem n0 a po?tem míst pot?ebných pro binární zapsání nejv?tšího
dekadického ?ísla z BD. Po?et míst dekadického ?ísla n, které jsou pot?eba pro jeho
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zapsání binárním ?íslem, ozna?ujeme L(n), což bude nejmenší celé ?íslo vyhovující
nerovnosti podle [9]:
? ? nnL 2log1?? .                                                  (2.2)
Binární ?ísla vyjád?ená na menší po?et míst mají v matici B0 na nepoužitých
místech nuly. První ?íslo odspodu má vždy pouze dva ?ádky, protože nuly v místech
nepoužitých binárních míst by zp?sobovaly v realizaci kodéru pouze neužite?né ?asové
zpožd?ní. Pro po?et ?ádk? dvojkové matice jde tedy odvodit následující vztah:
2)(*)1( 0 ?? nLn .                                               (2.3)
Tento Hagelbarger?v kód má schopnost opravit shluky chyb o délce b bit?, kde
pro b platí vztah podle [9]:
0nb ? .                                                        (2.4)
Dále platí podmínka, že mezi t?mito shluky chyb musí být v bitové posloupnosti
bezchybný úsek o ur?ité délce. Jak uvádí [9] tento úsek definuje parametr ochranný
interval A vyjád?ený vztahem:
1)(*20 ?? nLnA .                                                   (2.5)
2.1.2 Iwadari-Masery?v kód (m*n0; m*k0)
Iwadariho kód je systematický konvolu?ní kód. Tento kód je také popsán
vytvá?ecí blokovou maticí B0 s n0 sloupci. Sloupce jsou zna?eny zleva doprava po?ínaje
ai, ?ádky jsou ?íslovány odspodu. Na nejvyšším ?ádku úpln? vpravo je umíst?na
jedni?ka, která p?edstavuje zabezpe?ovací prvek. Následují nulové ?ádky až do po?tu n0.
V dalším ?ádku se umíst?ná jedni?ka posune o jednu pozici doleva oproti p?vodní
pozici. Následující ?ádek má jedni?ku na stejné pozici. Tímto zp?sobem je zajišt?na
oprava jednoho bitu. Pro opravu dalších je pot?eba se znovu posunout o jednu pozici
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doleva a po?et vložených nulových ?ádk? mezi dv?ma jedni?kami ve stejném sloupci
vždy vzr?stá o jeden ?ádek až do celkové velikosti n0 jak je uvedeno názorn? v rovnici
2.6 podle [9].
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?
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?
?
?
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?
?
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?
?
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?
?
?
?
?
?
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?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
000...01
000...00
.
.
.
000...00
000...01
000...10
.
.
.
001...00
000...00
001...00
010...00
010...00
000...00
.
.
.
000...00
000...00
100...00
0B
                                                (2.6)
Pro jednotlivé parametry kódu podle [9] platí:
? ?000 *;* kmnmB ? ,                                               (2.7)
kde m a k0 jsou ur?eny vztahy:
.1
),12(
2
)1(*
00
0
00
??
????
nk
nnnm
                                (2.8,2.9)
Korek?ní schopnost kódu je stejná jako u Hagelbargerova kódu:
0nb ? .                                                    (2.10)
Ochranný interval A je potom dán vztahem:
1*0 ?? mnA .                                             (2.11)
19
2.1.3 Berlekamp-Preparat?v kód (n0; n0 - 1; m)
Je to systematický konvolu?ní kód, který je optimální pro korekci postupných
shlukových chyb. Kód byl vytvo?en nezávisle na sob? Berlekampem a Preparatem. Je
vytvo?en tak, že spl?uje Gallageerovy meze. To znamená, že jakýkoliv konvolu?ní kód
o informa?ní rychlosti R, který spl?uje podle [1]
R
R
b
A
?
??
1
1 ,                                                     (2.12)
má schopnost opravit všechny shluky chyb o délce b nebo kratší vzhledem
k ochrannému intervalu délky A.
Jak uvádí [1] tento kód lze op?t popsat vytvá?ecí maticí B0,  která  se  skládá  ze
svou podmatic a její rozm?ry budou n0  * 2n0. Ob? podmatice budou mít rozm?r n0  * n0.
V první podmatici jsou jedni?ky na vedlejší diagonále a druhá podmatice má jedni?ky
na hlavní diagonálou. Zbylé prvky jsou nuly.
?
?
?
?
?
?
?
?
?
?
?
?
?
00000001
10000010
11000100
11101000
0B                                  (2.13)
Velikost ochranného intervalu délky A dostaneme ze vztahu 2.12 p?i podmínce
R=(n0-1)/ n0
bmmmA ** 0 ?? .                                          (2.14)
2.2 Kódy pro zabezpe?ení proti nezávislým chybám
V této kapitole budou popsány n?které kódy se schopností opravovat nezávislé
chyby, více se zde zam??uji na popis kód?, které jsou vhodné k aplikaci metody
majoritního dekódování, to z d?vodu, že tuto metodu použiji pro ?ešení mého úkolu. Pro
podrobn?jší studium jednotlivých kód? bych ?tená?i doporu?il nap?íklad literaturu [6]
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2.2.1 Samoortogonální  kódy
Samoortogonální kódy byly poprvé uvedeny Masseyem. Efektivn?jší
konstrukce, založená na pojmu rozdíl soustav, byla uvedena Robinsonem a
Bernsteinem.
Podle literatury [6] pro konstrukci samoortogonálního kódu je základem
následující definice. Kód je konstruován tak, aby pro n?j byla zaru?ena existence
systému kontrolních rovnic A?, kde ? je po?et t?chto rovnic, kontrolujících informa?ní
chybový prvek )(0
ie , p?sobící na i-tý informa?ní prvek v ?ase t0, je ortogonální vzhledem
k tomuto prvku.
Podle této myšlenky Robinson a Bernstein vyvinuli postup pro konstrukci
(n, n-1, k) samoortogonálních konvolu?ních kód?. Pro tyto kódy platí Ji = J = dmin – 1,
 i = 1, 2, 3,…, n-1, a korek?ní chopnost je dána vztahem ? ? ? ?? ?2/12/ min ???? dtJtml .
Pro lepší p?edstavu je  v tabulce 2.1 uveden seznam samoortogonálních kód? pro
n=2,3,4,5. Vytvá?ecí mnoho?len )()( Dg ni  je v tabulce zadán jako soubor ?ísel
{l1, l2, l3,…,lj}, které ur?ují pozici nenulových ?len?.
Tab. 2.1: Samoortogonální kódy podle [6]
R=1/2
tML m )2(
1g
1 1 {0,1}
2 6 {0, 2, 5, 6}
3 17 {0, 2, 7, 13, 16, 17}
4 35 {0, 7, 10, 16, 18, 30, 31, 35}
5 55 {0, 2, 14, 21, 29, 32, 45, 49, 54, 55}
6 85 {0, 2, 6, 24, 29, 40, 43, 55, 68, 75, 76, 85}
7 127 {0, 5, 28, 38, 41, 49, 50, 68, 75, 92, 107, 121, 123, 127}
8 179 {0, 6, 19, 40, 58, 67, 78, 83, 109, 132, 133, 162, 165, 169, 177, 179}
9 216 {0, 2, 10, 22, 53, 56, 82, 83, 89, 98, 130, 148, 153, 167, 188, 192, 205, 216}
10 283 {0, 24, 30, 43, 55, 71, 75, 89, 104, 125, 127, 162, 167, 189, 206, 215, 272, 275, 282,
283}
11 358 {0, 3, 16, 45, 50, 51, 65, 104, 125, 142, 182, 206, 210, 218, 228, 237, 289, 300, 326,
333, 356, 358}
12 425 {0, 22, 41, 57, 72, 93, 99, 139, 147, 153, 197, 200, 214, 253, 263, 265, 276, 283, 308,
367, 368, 372, 396, 425}
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Tab. 2.1: (pokra?ování)
R=2/3
tML m
)3(
1g
)3(
2g
1 2 {0, 1} {0, 2}
2 13 {0, 8, 9, 12} {0, 6, 11, 13}
3 40 {0, 2, 6, 24, 29, 40} {0, 3, 15, 28, 35, 36}
4 86 {0, 1, 27, 30, 61, 73, 81, 83} {0, 18, 23, 37, 58, 62, 75, 86}
5 130 {0, 1, 6, 25, 32, 72, 100, 108, 120, 130}
{0, 23, 39, 57, 60, 74, 101, 103, 112,
116}
6 195
{0, 17, 46, 50, 52, 66, 88, 125, 150,
165, 168, 195}
{0, 26, 34, 47, 57, 58, 112, 121, 140,
181, 188, 193}
7 288
{0, 2, 7, 42, 45, 117, 163, 185, 195,
216, 229, 246, 255, 279}
{0, 8, 12, 27, 28, 64, 113, 131, 154, 160,
208, 219, 233, 288}
R=3/4
tML m
)4(
1g
)4(
2g
)4(
3g
1 3 {0, 1} {0, 2} {0, 3}
2 19 {0, 3, 15, 19} {0, 8, 17, 18} {0, 6, 11, 13}
3 67 {0, 5, 15, 34, 35, 42} {0, 31, 33, 44, 47, 56} {0, 17, 21, 43, 49, 67}
4 129
{0, 9, 33, 37, 38, 97, 122,
129}
{0, 11, 13, 23, 62, 76, 79,
123}
{0, 19, 35, 50, 71, 77, 117,
125}
5 202
{0, 7, 27, 76, 113, 137,
155, 156, 170, 202}
{0, 8, 38, 48, 59, 82, 111,
146, 150, 152}
{0, 12, 25, 26, 76, 81, 98,
107, 143, 197}
R=4/5
tML m
)5(
1g
)5(
2g
)5(
3g )5(4g
1 4 {0, 1} {0, 2} {0, 3} {0, 4}
2 26 {0, 16, 20, 21} {0, 2, 10, 25} {0, 14, 17, 26} {0, 11, 18, 24}
3 78
{0, 5, 26, 51, 55,
69} {0, 6, 7, 41, 60, 72}
{0, 8, 11, 24, 44,
78}
{0, 10, 32, 47, 49,
77}
4 178
{0, 19, 59, 68, 85,
88, 103, 141}
{0, 39, 87, 117, 138,
148, 154, 162}
{0, 2, 13, 25, 96,
118, 168, 172}
{0, 7, 65, 70, 97,
98, 144, 178}
2.2.2 Ortogonalizovatelné systematické konvolu?ní kódy
Kompletn? ortogonalizovatelné konvolu?ní kódy mohou být také
konstruovány použitím metody experimentální metodou. U t?chto kód? je pot?eba
??které kontrolní rovnice sestavit vhodnou kombinací dvou syndromových vektor?, aby
bylo spln?no pravidlo ortogoonalizace. Seznam kompletn? ortogonalizovatelných kód?
byl vytvo?en Masseyem a je uveden v tabulce 2.2. Zápis použitý pro popsaní pravidel
pro sestavení soustavy kontrolních rovnic vysv?tlím na ukázkovém p?íkladu.
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Vezm?me kód (3, 1, 7) uvedený v tabulce 2.2, jehož vytvá?ecí mnoho?leny
)()2( Dg a )()3( Dg  jsou definovány množinou ?ísel {0, 1, 7} a {0, 2, 3, 4, 6} tj.
7)2( 1)( DDDg ???  a 6432)3( 1)( DDDDDg ????? . Pravidla pro sestavení
kontrolních rovnic jsou dána sadou ?ísel {(02), (03), (12), (23), (1333), (2243), (72),
(32526263)}, kde se ?íslem ki rozumí, že )(iks  ur?uje rovnici, která bude ortogonální k
)1(
0e
a ?ísla (kilj) udávají, že bude rovnice dána sou?tem )()( jl
i
k ss ? .  Z toho vyplývá, že J=8
kontrolních rovnic pro tento kód bude vypadat:
)3(
6
)2(
6
)2(
5
)2(
38
)2(
77
)3(
4
)2(
26
)3(
3
)3(
15
)3(
24
)2(
13
)3(
02
)2(
01
ssssA
sA
ssA
ssA
sA
sA
sA
sA
????
?
??
??
?
?
?
?
Tento  kód  má dmin = 9, je kompletn? ortogonalizovatelný a má korek?ní
schopnost ? ? 42/)1(2/ min ????? dJtt ML .
Všimn?me si, že (n, k, m) ortogonalizovatelné kódy umí dosáhnout dané
korek?ní schopnosti t p?i menší pam?ti m než je tomu u samoortogonálních kód?. To je
zp?sobeno zvýšením flexibility, což je dosaženo p?i použití sou??? syndrom? p?i tvorb?
kontrolních matic pro  ortogonalizovatelné kódy. Hlavní nevýhodou t?chto kód? je, že
neumožnují automatickou resynchronizaci, která by omezovala tzv. rozmnožení chyby
??i použití dekodéru se zp?tnou vazbou.  Dalším negativem je, že pokud se použije
metoda prahového dekódování, je korek?ní schopnost kódu snížena.
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Tab. 2.2: Ortogonalizovatelné kódy podle [6]
R=1/2
tML m )2(1g ortogonaliza?ní pravidla
2 5 {0, 3, 4, 5} (02)(32)(42)(1252)
3 11 {0, 6, 7, 9, 10, 11} (02)(62)(72)(92)(1232102)(4282112)
4 21 {0, 11, 13, 16, 17,19, 20, 21} (0
2)(112)(132)(162)(172)(223262192)(42142202)(125282152212)
5 35 {0, 18, 19, 27, 28,29, 30, 32, 33, 35}
(02)(182)(192)(272)(1292282)(102202292)(112302312)(132212232322)
(142332342) (2232162242262352)
6 51
{0, 26, 27, 39, 40,
41, 42, 44, 45, 47,
48, 51}
(02)(262)(272)(392)(12132402)(142282412)(152422432)
(172292312442) (182452462)(2232202322342472)(212352482492502)
(242302332362382512)
R=1/3
tML m )2(1g
)3(
1g ortogonaliza?ní pravidla
3 4 {0, 1} {0, 2, 3, 4} (02)(03)(12)(23)(1333)(2243)
4 7 {0, 1, 7} {0, 2, 3, 4, 6} (02)(03)(12)(23)(1333)(2243)(72)(32526263)
5 10 {0, 1, 9} {0, 1, 2, 3, 5, 8, 9} (0
2)(03)(12)(2223)(92)(3343)(325253)(13426263)
(8283)(7393103)
6 17 {0, 4, 5, 6, 7, 9,12, 13, 16} {0, 1, 14, 15, 16}
(02)(03)(1213)(42)(52)(2362)(143)(72102112113)
(335392)(6383122)(33163173)(43103123162)
7 22
{0, 4, 5, 6, 7, 9,
12, 13, 16, 19,
20, 21}
{0, 1, 20, 22}
(02)(03)(1213)(42)(52)(2362)(72102112113)(335392)
(193203)(223)(6383122)(43103123162)(3273133153192)
(93132143182202212213)
8 35
{0, 4, 5, 6, 7, 9,
12, 16, 17, 30,
31}
{0, 1, 22, 25, 35}
(02)(03)(1213)(42)(52)(2362)(223)(72102112113)(32253)
(335392)(6383122)(73142172182183)(93162192202203)
(143153353)(123213282312322)(103133193263293302)
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Tab. 2.2: (pokra?ování)
R=1/5
tML m )2(1g
)3(
1g
)4(
1g
)5(
1g ortogonaliza?ní pravidla
3 1 {0, 1} {0, 1} {0} {0} (02)(03)(04)(05)(1214)(1315)
4  2 {0, 1,2} {0, 1} {0, 2} {0} (0
2)(03)(04)(05)(1214)(1315)(2223)(2425)
5  3 {0, 1, 2,3} {0, 1} {0, 2} {0, 3} (0
2)(03)(04)(05)(1214)(1315)(2223)(2425)(35)(3233)
6  5 {0, 1, 2,3, 4} {0, 1} {0, 2, 5}
{0, 3,
5}
(02)(03)(04)(05)(1214)(1315)(2223)
(2425)(35)(3233)(344244)(55)(435354)
7  6 {0, 1, 2,3, 4} {0, 1}
{0, 2, 5,
6}
{0, 3,
5}
(02)(03)(04)(05)(1214)(1315)(2223)
(2425)(35)(3233)(344244)(55)(435354)(4564)
8  8 {0, 1, 2,3, 4} {0, 1, 8}
{0, 2, 5,
6, 7}
{0, 3,
5}
(02)(03)(04)(05)(1214)(1315)(2223)
(2425)(35)(3233)(344244)(55)(435354)(4564)(83)(52637274)
9 10
{0, 1, 2,
3, 5, 6,
8, 10}
{0, 3, 5,
6, 8} {0, 1}
{0, 2,
10}
(02)(03)(04)(05)(12)(2224)(33)(1415)(2325)
(3242)(345254)(94102103)(53)(3563)(105)
(13446264)(72748292)(4355738384)
10 12
{0, 1, 2,
3, 5, 6,
8, 10}
{0, 3, 5,
6, 8}
{0, 1,
10}
{0, 2,
10, 12}
(02)(03)(04)(05)(12)(2224)(33)(1415)(2325)
(3242)(345254)(94102103)(53)(3563)(105)
(13446264)(72748292)(4355738384)(6595123)(104115124125)
11 15
{0, 1, 2,
3, 5, 6,
8, 10,
11, 13,
14}
{0, 3, 5,
6, 8}
{0, 1,
10}
{0, 2,
10, 12,
15}
(02)(03)(04)(05)(12)(2224)(33)(1415)(2325)
(3242)(345254)(94102103)(53)(3563)(105)
(13446264)(72748292)(4355738384)(6595123)(104115124125)
(45134142143)(135144154155)
2.2.3 Rovnom?rné kódy (Uniform codes)
Nyní vezm?me t?ídu (2m, 1, m) konvolu?ních kód? jejichž vytvá?ecí
mnoho?leny mjm
jjj DgDggDg )()(1
)(
0
)( )( ???? ?  jsou takové, že ),...,,( )(2)(1 jmjj ggg  pro
mj 2...,2,1? , jsou všechny 2m nesporn? m-násobné, kde pro usnadn?ní zvolíme
1)()1( ?Dg . Tyto kódy mají vlastnost, že kódové slovo ? odpovídající libovolné
informa?ní posloupnosti u s u0 ? 0 má ? ?? ? 12)2( ??? mm mvw ; z toho plyne, že všechny
kódové slova s nenulovým prvním informa?ním blokem mají stejnou váhu po celé
kódové délce. To nazna?uje, že pro tyto kódy bude 1min 2)2(
??? mmd . Jako první tyto
kódy studoval Massey a pojmenoval je uniform codes. Prezentují t?ídu konvolu?ních
kód? s malým informa?ním pom?rem a velkou korek?ní schopností. Kódy m?žou být
kompletn? ortogonalizovatelné a lze je dekódovat pomocí majoritního dekódování.
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2.2.4 Wyner-Ashovy kódy
Vlastnostmi jsou tyto kódy velmi blízké Hammingovým kód?m. Podle [13]
??žeme ?íct, že pro každé kladné m existuje Wyner-Ash?v kód ((m+1)2m,
(m+1)(2m-1)). Kód lze definovat pomocí kontrolní matice H´ Hammingova kódu (2m-1,
2m-1-m). To je kontrolní matice m ?  (2m-1), ve které je každý z sloupc? nenulový.
Sestavme následující matici: ?ádky jsou definovány jako soustava 1 ?  (2m-1)
matic Tm
T PP ,...,1 . Nech?
TP0  je ?ádkový vektor, jehož všechny (2
m-1) prvky jsou
jedni?ky. Potom úplná kontrolní matice Wyner-Ashova kódu má podle [13] tvar:
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
......
000
0
...........................
......00100
......000010
......0000001
1
012
11
0
T
m
T
m
T
TTT
TT
T
P
P
P
PPP
PP
P
H                          (2.15)
a zkrácená kontrolní matice je zapisována jako:
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
??
?
1......000
............
100
0010
00001
021
012
01
0
)2)1((
TT
m
T
m
T
m
TTT
TT
T
mm
PPPP
PPP
PP
P
H                (2.16)
Minimální vzdálenost Wyner-Ashova kódu je d = 3, to znamená, že se jedná
o konvolu?ní kód, který opravuje jednu chybu.
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3. Metody dekódování
Doposud byly uvedeny r?zné vlastnosti a parametry konvolu?ních kód?. V této
kapitole se budu v?novat r?zným metodám jejich dekódování.  Pro kódování
konvolu?ních kód? je známa celá ?ada metod. Zde bude uvedeny základní principy p?i
dekódování pomocí n?kterých z t?chto metod. Konkrétn? jsem zvolil tyto:Viterbiho
dekódování, Sekven?ní dekódování (Sequential decoding) a Majoritní dekódování
(Majority logic decoding). Existuje celá škála dalších metod, které ovšem principov?
vychází z n?kterých zde uvedených metod. Pro jejich studium bych doporu?il nap?íklad
literaturu [3]. V popisu jednotlivých technik dekódování se v?nuji p?edevším algoritmu
dekódování a vycházím zejména z literatury [3] a [5].
3.1 Viterbiho dekódování
K provedení optimálního dekódování Viterbi navrhnul dekódovací algoritmus pro
konvolu?ní kódy v roce 1967. V technické praxi se tato metoda rozší?ila nejvíce. Její
nevýhodou je však zna?ná náro?nost na po?et numerických operací. Pro praktické
realizace dekodéru se používá mikropo?íta?.
 Vezm?me si (n, k, m) konvolu?ní binární kód s omezením délky ? a celkové
pam?ti enkodéru K.  Existuje  2k p?echod? mezi stavy v trellisu, jak je znázorn?no na
obrázku 3.2
Obr. 3.1: M?ížový diagram pro (n, k , m) konvolu?ní kód.
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??edpokládáme, že kodér je zpo?átku ve stavu 0, existují 2??-1)k cesty pro první
?-1 v?tve. Y0, Y1,…, Y?-1 ozna?ují možné kanálové kódové posloupnosti související
s cestami na trellis. Z obdržené posloupnosti {R?-2} dekodér vypo?ítá všechny 2??-1)k
metriky  M?-2 (R0/  Y0, R1/  Y1,…,  R?-2/  Y?-2) spojených s 2??-1)k cesty a uchová je. Po
obdržení nového segmentu obdržené posloupnosti {R?-1} dekodér používá trellis a
vytvá?í odhadovanou posloupnost {??-1} z posloupnosti { Y?-1 }.?ásti metriky M(R?-1/
Y?-1) z 2k cest vstupujících do stavu v trellisu jsou spo?ítány. Každá z t?chto ?ástí
metriky je p?idána do odpovídající ?ásti metriky M?-2 (R0/  Y0, R1/  Y1,…,  R?-2/  Y?-2).
Trasa s nejv?tší metrikou cesty vstupující do každého stavu je zachována, a je zde 2k
??ežívajících cest. To znamená, že dekodér zajiš?uje maximální-pravd?podobností
hledaní z nejv?tších cest metrikou M(R?-1/  Y?-1)+  M?-2 (R0/  Y0, R1/  Y1,…, R?-2/  Y?-2).
Proces se opakuje tímto zp?sobem, když je p?ijato dekodérem více segment?.
3.2 Sekven?ní dekódování konvolu?ních kód? (Sequential decoding)
Chcete-li dosáhnout libovoln? malé pravd?podobnosti chyby, je žádoucí mít
dekódovací postup, jehož dekódovací výkon je nezávislý na celkové pam?ti enkodéru,
K, tohoto kódu tak, aby mohlo být použito velmi dlouhé omezení délky konvolu?ního
kódu. Sekven?ní dekódování je práv? takovým postupem dekódování. Sekven?ní
dekódování bylo poprvé uvedeno Wozencraftem v roce 1957 a nový dekódovací
algoritmus byl navržen Fanem v roce 1963. Stack algoritmus byl objeven Zigangirovem
a Jelinkem. Podstata sekven?ního dekódování je založena na kodéru stromového
diagramu. Tato kapitola se zabývá sekven?ním dekódováním pomocí Stack a Fano
algoritmu.
3.2.1 Stack algoritmus dekódování konvolu?ních kód? (Stack algorithm decoding)
U Stack algoritmu, je uspo?ádaný seznam d?íve prozkoumaných cest r?zné délky
uchován v pam?ti. Každý Stack vstup obsahuje cestu spolu s jeho metrikou. Každý krok
dekódování se skládá z rozší?ení nejvyšší cesty o po?ítání v?tví metriky z jeho 2K
následujících v?tví a potom je p?idá do metriky nejvyšší cesty pro vytvo?ení 2K nových
cest.
Tyto nové cesty jsou umíst?ny na spodní stran? zásobníku a nejvyšší cesta je
smazána ze zásobníku. Stack je poté p?eskupen do sestupného po?adí podle metrických
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hodnot. Tento dekódovací algoritmus kon?í, když nejvyšší cesta ve stacku dosáhne
konce stromu a nejvyšší cesta je pak brána jako dekódovaná cesta. V praxi velikost
Stacku musí být kone?ná. P?ed koncem dekódovacího procesu hrozí výskyt p?ete?ení.
Pro ?ešení tohoto problému, m?žeme nechat odtékat cestu na spodku stacku. Tato cesta
má nejmenší metriku. Pro velký zásobník, pravd?podobnost, že cesta byla rozší?ena a
dosáhla na vrchol Stacku, je velmi malá. Ztráta v dekódovacím výkonu je zanedbatelná.
V souhrnu lze konstatovat, že dekódovací kroky jsou následující
1. Na?te se stack s po?áte?ním uzlem ve strom?, jehož metrika je nastavena na
nulu.
2. Rozší?í nejvyšší cestu a výpo?te metriky spojené s 2K nových cest.
3. Odstraní se nejvyšší cesta stacku.
4. 2K nových cest se umístí na spodek stacku a znovu se uspo?ádají všechny cesty
         v sestupném po?adí podle hodnot metriky.
5. Pokud nejvyšší cesta dosáhne konce stromu, zastaví. V opa?ném p?ípad?, se
musí vrátit zp?t ke kroku 2.
Kompletní vývojový diagram pro Stack algoritmus je znázorn?n na obrázku 3.3
Obr. 3.3 Vývojový diagram pro Stack algoritmus.
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3.2.2 Fano algoristmus dekódování konvolu?ních kód? (Fano algorithm decoding)
Dalším zp?sobem p?ístupu k sekven?nímu dekódování je použití Fano algoritmu.
Ve Fano algoritmu je intuitivní experimentální metoda použita pro hledání vhodné cesty
ve stromu kodéru. Dekodér vždy pracuje na jediné cest?. Postupuje bu? dop?edu nebo
dozadu podél cesty sledováním metriky cesty v??i prahu. P?i neexistenci chybných
kanál?, b?žící cesta metriky z metriky sledované dekodérem je rostoucí funkce. Kv?li
omezenému po?tu cest hledaných v dekodéru Fano algoritmu, dekódovaná cesta na
konci stromu m?že být odlišná od nejpravd?podobn?jší cesty zvolené dekodérem
Viterbiho algoritmu. Obrázek 3.4 zobrazuje vývojový diagram Fano algoritmu.
Obr. 3.4 Vývojový diagram pro Fano algoritmus.
Dekodér za?íná na po?áte?ním uzlu, který odpovídá ko?enu stromu kodéru a kon?í
u jednoho z uzl? na konci tohoto stromu. V každé fázi dekódování, se dekodér nachází
na n?kterém uzlu N" ve stromové struktu?e. Z tohoto uzlu dekodér o?ekává 2K
následných uzl? opoušt?jící uzel N". Spo?ítá dop?ednou cestu metriky {Mf} všech cest
opoušt?jící uzel N" p?idáním odpovídající v?tve metriky do probíhající cesty metriky
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sdružené s uzlem N". Následující uzly jsou se?azeny v sestupném po?adí podle jejich
metrické hodnoty. Nejlepší uzel je spojen s nejv?tší hodnotou metriky a nejhorší uzel je
spojen s nejmenší hodnotou metriky. Dekodér se bude pohybovat na nejlepší uzel
v p?ípad?, že metrika Mf je v?tší nebo rovnající se prahu TF. Pokud dekodér dosáhne
konce stromu, dekódovací proces kon?í a cesta je brána jako dekódovaná cesta. Pokud
dekodér nedosp?l ke konci stromu a nejlepší následující uzel nebyl prozkoumán,
následuje zúžení prahu p?idáním pevné p?esné konstanty ? k  TF než se dekodér podívá
znovu dop?edu. Zúžení TF zajistí, aby v p?ípad?, že dekodér se podívá dop?edu a
kontroluje uzel znova, práh byl vždy nižší než je aktuální vyšet?ení uzlu. To zabra?uje
zacyklení v algoritmu a zajiš?uje, že dekodér dosáhne konce stromu.
Pokud se dekodér nem?že pohnout vp?ed od uzlu N", sm??uje zp?t do uzlu M",
vedoucímu k N". Zp?tná cesta metriky Mb je vypo?ítána ode?ítáním v?tví metriky
vedoucí do N" od b?žící metriky v uzlu N". Pokud zp?tná cesta metriky je menší než TF,
dekodér nem?že pokra?ovat zpátky. Prahová hodnota je snížena o ?, a dekodér sm??uje
a snaží se posunout vp?ed. Je-li zp?tná cesta metriky v?tší nebo rovna TF, dekodér
rozpozná nepravd?podobnou cestu a p?esune se zpátky do uzlu M". Pokud uzel N" byl
nejhorší, když se dekodér posunoval vp?ed od uzlu M" na uzel N" v n?které d?ív?jší fázi
dekódování, dekodér pokra?uje sm??ováním dozadu. Jinak dekodér hledá další cesty,
sm??ováním dop?edu na další nejlepší uzel.
V dekodéru fano algoritmu po?et výpo?etních krok? závisí na hodnot???. Obecn?
lze ?íci, že se snižuje po?et výpo??? s velkou hodnotu ?, protože mén? pravd?podobné
cesty lze nyní sledovat b?hem procesu hledání.
Je jasné, že dekodér Fano algoritmu nesko?í z uzlu do uzlu v pr???hu procesu
hledání, jako je tomu v dekodéru Stack algoritmu. Dekodér fano algoritmu obvykle
zkoumá více uzl? než je tomu u Stack algoritmu. To omezuje provozní rychlost
dekodéru. Nicmén?, dekodér u Fano algoritmu eliminuje nutnost ukládání cest metriky
z p?edešlých prozkoumaných uzl?, jak to vyžadováno u Stack algoritmu.
3.3 Majoritní dekódování konvolu?ních kód? (Majority-logic
decoding)
Vid?li jsme, že Viterbiho dekódování a sekven?ní dekódování jsou efektní metody
pro dekódování konvolu?ních kód?. Vhodné konvolu?ní kódy používané sou?asn?
s Viterbiho nebo sekven?ním kódováním poskytují dobré kódovací zisky. Vzhledem
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k tomu, že po?et operací pot?ebných pro Viterbiho dekódování roste exponenciáln?
s kódovým omezením délky, jeho aplikace je omezena na kódy s relativn? krátkým
omezením délky. Na druhou stranu, po?et operací pro sekven?ní dekódování je náhodná
prom?nná hodnota a je tém?? nezávislá na omezení délky kódu. To d?lá sekven?ních
dekódování velmi atraktivní v aplikacích, kde je vyžadováno dlouhé omezení délky
kódu. V každém z t?chto dekódovacích systém? je hardwarová složitost dekodéru velmi
vysoká. Majoritní  dekódování je alternativní zp?sob pro dekódovaní konvolu?ních
kód?, které je relativn? jednodušší na provedení než Viterbiho nebo sekven?ní
dekódování.
Majoritní dekódování blokových kód? je založeno na existenci tzv. kontrolních
sou??? mezi prvky zabezpe?eného mnoho?lenu F(x). Jestliže ke každému prvku tohoto
mnoho?lenu máme k dispozici ? sou??? s jinými prvky tohoto mnoho?lenu, ve kterých
je tento prvek je vždy obsažen a ostatní prvky pouze jednou, tak tento soubor
kontrolních sou??? mám umož?uje, na základ? v?tšinového (majoritního) rozhodnutí
nad výsledky realizace t?chto sou??? o správné hodnot? tohoto prvku. Majoritní
dekódování d?líme na dv? základní varianty realizace:
První varianta: Pro bezchybný mnoho?len F(x) se vytvá?í soubor kontrolních
sou??? a jejich uskute???ní poskytuje p?i bezchybném p?enosu stejné výsledky. Pokud
ovšem vznikne v F(x) p?ípustný po?et chyb, tj. F(x) ? E(x) = J(x), potom výsledky
kontrolních sou??? nemusí být vzhledem k jednotlivým prvk?m vždy stejné a o správné
hodnot? se rozhoduje na základ? v?tšiny hodnot, tj. majorizací. Tímto zp?sobem se
vytvo?í p?ímo opravený p?vodní mnoho?len nezabezpe?ené zprávy P(x). Základem pro
odvození souboru kontrolních sou??? je vytvá?ecí matice [G], takže kódy, které tento
zp?sob dekódování umož?ují, jsou obvykle konstruovány tak, aby struktura [G] p?ímo
umož?ovala vytvo?ení pot?ebn? rozsáhlého souboru kontrolních sou???. Není to však
pravidlo.
Druhá varianta: Nejprve je pomocí kontrolních sou??? a jejich majoritním
vyhodnocením vytvo?en chybový mnoho?len E(x), který se použije k oprav? pomocí
známého vztahu J(x) ? E(x) = F(x). Chybový mnoho?len E(x) je možno vytvo?it celý a
opravu se uskute?ní v jednom kroku. ?ast?jší je však postupná realizace chybového
mnoho?lenu a opravu uskute?nit v n krocích. Z tohoto popisu je z?ejmé, že se jedná
o variantu syndromového dekódování, kde se p?evod syndromu na chybový mnoho?len
uskute??uje nep?ímo, prost?ednictvím majorizace. Pot?ebný soubor kontrolních sou???
se obvykle stanovuje dodate???, p?i hledání výhodn?jšího zp?sobu dekódování pro
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kódy, které již n?jaký dekódovací postup mají. To také znamená, že se nám pot?ebný
soubor kontrolních sou??? nemusí poda?it najít.
3.4 Srovnání jednotlivých metod dekódování
Výše uvedené metody dekódování, Viterbiho dekódování, sekven?ní dekódování a
majoritní dekódování, mají odlišné vlastnosti. Lze je porovnávat na základn? jejich
dekódovací rychlosti, dekódovacího zpožd?ní a složitosti jejich implementace.
3.4.1 Dekódovací rychlost
Viterbiho dekodér vyžaduje 2K výpo??? na jeden dekódovaný informa?ní bit,
sekven?ní dekodér má r?zný po?et výpo???, který bývá obvykle jeden nebo dva výpo?ty
na bit. Majoritní dekodér pot?ebuje pouze jeden výpo?et na bit (jeden cyklus registr?).
??koliv ?as pot?ebný pro vykonání jednoho výpo?tu je odlišný v r?zných p?ípadech,
toto porovnání nazna?uje, že majoritní dekodér umož?uje vyšší rychlost dekódování než
Viterbiho nebo sekven?ní dekodér.
3.4.2 Dekódovací zpožd?ní
Majoritní dekodér má dekódovací zpožd?ní práv? takové jako je pr???h jednoho
kódového ohrani?ení; tj. bit p?ijatý v ?ase t bude dekódován v ?ase t + nA. Viterbiho a
sekven?ní dekódování bude mít zpožd?ní rovnající se L  +  nA, kde L je délka vstupní
posloupnosti. To znamená, že není u?in?no dekódovací rozhodnutí, dokud není celý
L  +  nA zakódovaný blok p?ijat. Protože je obvykle L >> nA, dekódovací zpožd?ní
v tomto p?ípad? je zna?né.
3.4.3 Složitost implementace
Majoritní dekodér je jednodušší na implementaci než sekven?ní nebo Viterbiho
dekodér. Mimo kopie kodéru a vyrovnávacího registru pro ukládání p?ijatých bit?
obsahuje pouze syndromový registr, n?kolik hradel XOR a majoritní ?len. Tyto
relativn? nenáro?né požadavky pro implementaci d?lají majoritní dekodéry obzvlášt?
atraktivní v levných aplikacích. Nicmén? p?i pot?eb? velké minimální vzdálenosti je
nutné dosáhnout vyššího výkonu a kódové ohrani?ení je velmi velké, to zvyšuje
složitost implementace. V tomto p?ípad? m?že Viterbiho nebo sekven?ní dekódování
umožnit lepší kompromis mezi výkonem a náro?ností implementace.
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4. Volba kódu a návrh kodéru.
V této kapitole bude vybrán kód spl?ující zadání a bude uveden postup pro
odvození kodéru tohoto kódu.
Zadání vyžaduje navrhnutí kódu, který bude schopen zabezpe?it digitální
??enos dat proti t = 4 bity nezávislým chybám v kódovém ohrani?ení nA. Jak je z?ejmé
ze zadání, budeme tedy vybírat ze skupiny kód?, které jsou schopny opravovat
nezávislé chyby. Vzhledem k tomu, že je za úkol i dekódovaní daného kódu, bylo nutné
hledat kód, který bude vhodný pro dekódování zvolenou metodou. Má volba padla na
metodu majoritního dekódování konvolu?ních kód?. Volil jsem tak proto, že p?i zvolení
vhodného kódu je návrh dekodéru relativn? snadný a bez nástrah a p?išlo mi proto
zbyte?né poušt?t se do složitého návrhu Viterbiho nebo sekven?ního dekodéru, které
vyžadují velké množství numerických operací.
Vzhledem k volb? majoritního dekódování jsem tedy hledal mezi kódy, které
je možno touhle metodou dekódovat. Nejvhodn?jší pro tuto metodu jsou
samoortogonální kódy. Z tabulky 2.1 t?chto kód? jsem tedy volil takový, který bude
spl?ovat t = 4 bity. Jak je z?ejmé ze vztahu podle [6] ? ? ? ?? ?2/12/ min ???? dtJtML ,
zvolím tedy samoortogonální konvolu?ní kód, který bude mít parametry dané tabulkou
R=1/2,  tML=4, m=35 a vytvá?ecí mnoho?len je zadán pozicemi nenulových ?len? {0, 7,
10, 16, 18, 30, 31, 35}.
Zvolený kód má tedy informa?ní rychlost R = k0/n0 = 1/2 a proto k0 = 1 a
n0 = 2 a je zadán vytvá?ecími mnoho?leny:
1)1( )1( ?G  ; 3531301816107)1( )2( 1 DDDDDDDG ???????? .
Vytvá?ecí mnoho?leny nám ur?ují samoortogonální konvolu?ní kód (70 ; 35)
s následujícími parametry:
n0=2 ; k0=1 ; J=8 ; t=4 ; m=35; nA=72
Vzhledem k tomu, že známe vytvá?ecí mnoho?leny, není problém sestavit
schéma kodéru viz. obr 4.1.
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Obr. 4.1: Zapojení kodéru samoortogonálního kódu (70 ; 35) odvozené ze zadávacích
mnoho?len?.
Toto zapojení kodéru je sice správné, pro m?j p?íklad a pro následné zapojení
dekodéru je však vhodné použít jiný zp?sob zapojení, který lze ur?it pomocí blokové
matice [B].  Pro sestavení této matice je pot?eba nejprve odvodit polonekone?nou matici
[G?]. Musíme najít první ?ádek této matice, který se ozna?uje [G0;m]. Na toto musíme
znát díl?í matice, které snadno odvodíme z vytvá?ecích mnoho?len?. Jejich po?et bude
m+1=36 a budou vypadat následovn?:
[G0]=[11]; [G1]=[00]; [G2]=[00]; [G3]=[00]; [G4]=[00]; [G5]=[00]; [G6]=[00];
[G7]=[01]; [G8]=[00]; [G9]=[00]; [G10]=[01]; [G11]=[00]; [G12]=[00]; [G13]=[00];
[G14]=[00]; [G15]=[00]; [G16]=[01]; [G17]=[00]; [G18]=[01]; [G19]=[00]; [G20]=[00];
[G21]=[00]; [G22]=[00]; [G23]=[00]; [G24]=[00]; [G25]=[00]; [G26]=[00]; [G27]=[00];
[G28]=[00]; [G29]=[00]; [G30]=[01]; [G31]=[01]; [G32]=[00]; [G33]=[00]; [G34]=[00];
[G35]=[01].
První ?ádek [G?] pot?ebný k jejímu vyjád?ení, který jsme si ozna?ili [G0;m]
bude tedy vypadat takto:
[G0;m]=[110000000000000100000100000000000100010000000000000000000000010100000001],
a polonekone?nou matici [G?] potom zapíšeme:
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Odvozená bloková matice [B] bude potom podle [8] vypadat následovn?:
Ze znalosti této blokové matice m?žeme nyní sestavit pot?ebné zapojení
kodéru, jak je znázorn?no na obr. 4.2.
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Obr. 4.2: Zapojení kodéru samoortogonálního kódu (70 ; 35) odvozené z blokové
matice [B].
Tímto zapojením kodéru, které je vhodné pro použití p?i sestavení dekodéru, je
návrh kódu a jeho kodéru kompletní, nyní tedy m?žu p?ejít k návrhu dekodéru.
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5. Návrh dekodéru
Jak je zmín?no v p?edchozí kapitole, pro zadaný úkol jsem zvolil
samoortogonální konvolu?ní kód, který bude dekódován metodou majoritního
dekódování. P?i odvozování sestavení dekodéru budeme vycházet z poznatk? literatury
[6] a [9]. Pro m?j p?íklad m?žeme podle [9] uvést obecné blokové schéma dekodéru viz
obr 5.1. podle kterého budeme postupovat návrhy jednotlivých blok?.
Obr. 5.1: Obecné blokové schéma dekodéru pro konvolu?ní kód s R=1/2.
Jak je ukázáno ve schématu, p?enesený bitový tok je rozd?len do dvou ?ástí,
r(1) bude odpovídat p?enesenému toku nezabezpe?ených bit? a r(2) odpovídá
??enesenému toku zabezpe?ovacích bit?. P?enesený tok nezabezpe?ených bit? r(1) dále
pokra?uje do bloku KODÉR P?IJÍMA?E .
5.1 Kodér p?ijíma?e
Do kodéru p?ichází p?enesený tok nezabezpe?ených bit? r(1) a  ten  je  zde
podroben kódování, vzniká nám nový tok zabezpe?ovacích bit? r(2)*. Zapojení tohoto
kodéru je realizováno zp?sobem, který je odvozen v p?edchozí kapitole, viz obr.
4.2.Tok r(2)* je dále posílán do bloku generátor syndromu.
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5.2 Generátor syndromu
Jak je z?ejmé z literatury [6], generátor syndromu pro konvolu?ní kódy
s informa?ní rychlostí R=1/2 bývá tvo?en s?íta?kou mod 2, jak je znázorn?no obecným
schématem zapojení generátoru syndromu viz obr 5.2.
Obr 5.2: Obecná realizace generátoru syndromu pro systematický kód s R=1/2.
Z generátoru nám bude vycházet tok syndromových bit? [S]. Matematicky to m?žeme
zapsat následovn?:
? ? ? ? ? ? ? ?)2()2(2)2(1)2(0*)2()2( ,...,,, mssssSrr ??? .                              (5.1)
5.3 P?evodník [S] ? [E]
Pro správné zapojení tohoto bloku je nutno odvodit kontrolní rovnice našeho
samoortogonálního kódu. P?i sestavování kontrolních matic budeme postupovat
obecným postupem, který je popsán nap?íklad v literatu?e [6] nebo [9].
Vektor [S] je nutno p?evést na vektor [E]. Vyjdeme ze vztahu podle [9]:
? ? ? ? ? ?????? ?? EIHS ;                                                  (5.2)
kde ??H  je polonekone?ná zabezpe?ovací podmatice, pro konkrétní p?íklady se používá
její zkrácená podoba, kterou ozna?íme ? ??H  a bude mít trojúhelníkový tvar, který dává
??mto maticím trojúhelníkové ozna?ení a ?I  je polonekone?ná jednotková podmatice,
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která má v hlavní diagonále jedni?ky a na zbývajících místech nuly. Celá matice
? ???? IH ;  bývá ?asto nazývána kontrolní trojúhelník a bude vypadat následovn?:
? ?
?
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?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
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10.......000;............
00........100;00
00........010;000
00.......001;0000
;
)2(
0
)2(
1
)2(
)2(
0
)2(
1
)2(
2
)2(
0
)2(
1
)2(
0
ggg
ggg
gg
g
IH
mm
         (5.3)
pro náš p?íklad tedy bude tato matice vypadat následovn?:
Obr. 5.3: Kontrolní trojúhelník (rovnice 5.4)
Rovnici 5.4 podle [9] dále rozepíšeme takto:
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Pro lepší znázorn?ní si matice rozepíšeme do soustavy rovnic:
)1(
0
)2(
0 es ? )2(0e?
?)2(1s )1(1e )2(1e?
?)2(2s )1(2e )2(2e?
?)2(3s )1(3e )2(3e?
?)2(4s )1(4e )2(4e?
?)2(5s )1(5e )2(5e?
?)2(6s )1(6e )2(6e?
?)2(7s )1(0e )1(7e? )2(7e?
?)2(8s )1(1e )1(8e? )2(8e?
?)2(9s )1(2e )1(9e? )2(9e?
?)2(10s )1(0e )1(3e? )1(10e? )2(10e?
?)2(11s )1(1e )1(4e? )1(11e? )2(11e?
?)2(12s )1(2e )1(5e? )1(12e? )2(12e?
?)2(13s )1(3e )1(6e? )1(13e? )2(13e?
?)2(14s )1(4e )1(7e? )1(14e? )2(14e?
?)2(15s )1(5e )1(8e? )1(15e? )2(15e?
?)2(16s )1(0e )1(6e? )1(9e? )1(16e? )2(16e?
?)2(17s )1(1e )1(7e? )1(10e? )1(17e? )2(17e?
?)2(18s )1(0e )1(2e? )1(8e? )1(11e? )1(18e? )2(18e?
?)2(19s )1(1e )1(3e? )1(9e? )1(12e? )1(19e? )2(19e?
?)2(20s )1(2e )1(4e? )1(10e? )1(13e? )1(20e? )2(20e?
?)2(21s )1(3e )1(5e? )1(11e? )1(14e? )1(21e? )2(21e?
?)2(22s )1(4e )1(6e? )1(12e? )1(15e? )1(22e? )2(22e?
?)2(23s )1(5e )1(7e? )1(13e? )1(16e? )1(23e? )2(23e?
?)2(24s )1(6e )1(8e? )1(14e? )1(17e? )1(24e? )2(24e?
?)2(25s )1(7e )1(9e? )1(15e? )1(18e? )1(25e? )2(25e?
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?)2(26s )1(8e )1(10e? )1(16e? )1(19e? )1(26e? )2(26e?
?)2(27s )1(9e )1(11e? )1(17e? )1(20e? )1(27e? )2(27e?
?)2(28s )1(10e )1(12e? )1(18e? )1(21e? )1(28e? )2(28e?
?)2(29s )1(11e )1(13e? )1(19e? )1(22e? )1(29e? )2(29e?
?)2(30s )1(0e )1(12e? )1(14e? )1(20e? )1(23e? )1(30e? )2(30e?
?)2(31s )1(0e )1(1e? )1(13e? )1(15e? )1(21e? )1(24e? )1(31e? )2(31e?
?)2(32s )1(1e )1(2e? )1(14e? )1(16e? )1(22e? )1(25e? )1(32e? )2(32e?
?)2(33s )1(2e )1(3e? )1(15e? )1(17e? )1(23e? )1(26e? )1(33e? )2(33e?
?)2(34s )1(3e )1(4e? )1(16e? )1(18e? )1(24e? )1(27e? )1(34e? )2(34e?
?)2(35s )1(0e )1(4e )1(5e? )1(17e? )1(19e? )1(25e? )1(28e? )1(35e? )2(35e?
Z této soustavy rovnic budeme vycházet p?i hledání kontrolních rovnic, které
jsou ortogonální k )1(0e . Tyto kontrolní rovnice musí spl?ovat pravidlo ortogonalizace.
Aby toto bylo spln?no musí být chybový bit )1(0e , který zp?sobil chybu informa?nímu
prvku v ?ase t = 0,  obsažen v každé této rovnici a ostatní chybové bity pro všechny
další ?asové okamžiky jsou obsaženy nejvýše jednou. Toto spl?uje následujících
soustava 8 rovnic, pro které zavedeme ozna?ení podle [9] {A?}, pro ? = 1; 2; ....
?1A )1(
0
)2(
0 es ?
)2(
0e?
?2A ?)2(7s )1(0e )1(7e? )2(7e?
?3A ?)2(10s )1(0e )1(3e? )1(10e? )2(10e?
?4A ?)2(16s )1(0e )1(6e? )1(9e? )1(16e? )2(16e?
?5A ?)2(18s )1(0e )1(2e? )1(8e? )1(11e? )1(18e? )2(18e?
?6A ?)2(30s )1(0e )1(12e? )1(14e? )1(20e? )1(23e? )1(30e? )2(30e?
?7A ?)2(31s )1(0e )1(1e? )1(13e? )1(15e? )1(21e? )1(24e? )1(31e? )2(31e?
?8A ?)2(35s )1(0e )1(4e )1(5e? )1(17e? )1(19e? )1(25e? )1(28e? )1(35e? )2(35e?
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Vzhledem k tomu, že jsme dostali 8 kontrolních rovnic, je spln?na podmínka
zadání, která vyžaduje korekci t = 4 nezávislých chyb. Odvození t?chto rovnic nám
umožní sestavit zapojení bloku P?EVODNÍK [S] ? [E]. Ten bude složen z posuvného
registru, který bude mít 35 pam??ových bun?k, do kterých se budou ukládat
syndromové prvky [S] = [ )2(0s ,
)2(
1s ,…,
)2(
34s ]. Realizace kontrolních rovnic bývá obecn?
?ešeno pomocí se?íta?ek mod 2 s po?tem vstup? odpovídajícímu po?tu ?len? kontrolní
rovnice. V našem p?ípad? je ovšem každá rovnice rovna p?ímo p?íslušnému syndromu,
proto jsou p?ímo p?ivedena k majoritnímu ?lenu.
V majoritním ?lenu se bude uskute??ovat bit po bitu p?evod [S] ? [E].
Majoritní ?len je tvo?en soustavou logických obvod? a má tolik vstup? kolik je
kontrolních rovnic. Podle [6] se na výstupu majoritního ?lenu vždy objeví taková
hodnota bitu, jaká je v?tšina bitových hodnot na vstupech. Z této úvahy m?žeme
sestavit pravdivostní tabulku pro tento logický obvod a sestavit pro n?j funkci. Protože
však náš majoritní ?len bude mít 8 vstup?, tabulka by m?la 256 možných stav? a byla
by rozsáhlá, tak zde pouze pro názornost uvedu ?ást této tabulky.
Tab. 5.1:Pravdivostní tabulka pro osmivstupý majoritní ?len.
vstup A1 vstup A2 vstup A3 vstup A4 vstup A5 vstup A6 vstup A7 vstup A8 výstup Y
0 1 0 1 1 0 1 0 0
0 1 0 1 1 0 1 1 1
0 1 0 1 1 1 0 0 0
0 1 0 1 1 1 0 1 1
0 1 0 1 1 1 1 0 1
0 1 0 1 1 1 1 1 1
0 1 1 0 0 0 0 0 0
0 1 1 0 0 0 0 1 0
0 1 1 0 0 0 1 0 0
0 1 1 0 0 0 1 1 0
0 1 1 0 0 1 0 0 0
0 1 1 0 0 1 0 1 0
0 1 1 0 0 1 1 0 0
0 1 1 0 0 1 1 1 1
0 1 1 0 1 0 0 0 0
0 1 1 0 1 0 0 1 0
0 1 1 0 1 0 1 0 0
0 1 1 0 1 0 1 1 1
0 1 1 0 1 1 0 0 0
0 1 1 0 1 1 0 1 1
0 1 1 0 1 1 1 0 1
0 1 1 0 1 1 1 1 1
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Výsledná funkce majoritního ?lenu, která vychází z tabulky je zapsána takto:
*A8*A7*A6*A5*A4A5*A4*A3*A2*A1A6*A4*A3*A2*A1
A7*A4*A3*A2*A1A8*A4*A3*A2*A1A6*A5*A3*A2*A1
A7*A5*A3*A2*A1A7*A6*A3*A2*A1A7*A6*A3*A2*A1
A8*A6*A3*A2*A1A8*A7*A3*A2*A1A6*A5*A4*A2*A1
A7*A5*A4*A2*A1A8*A5*A4*A2*A1A7*A6*A4*A2*A1
A8*A6*A4*A2*A1A8*A7*A4*A2*A1A7*A6*A5*A2*A1
A8*A6*A5*A2*A1A8*A7*A5*A2*A1A8*A7*A6*A2*A1
A6*A5*A4*A3*A1A7*A5*A4*A3*A1A8*A5*A4*A3*A1
A7*A6*A4*A3*A1A8*A6*A4*A3*A1A8*A7*A4*A3*A1
A7*A6*A5*A3*A1A8*A6*A5*A3*A1A8*A7*A5*A3*A1
A8*A7*A6*A3*A1A7*A6*A5*A4*A1A8*A6*A5*A4*A1
A8*A7*A5*A4*A1A8*A7*A6*A4*A1A8*A7*A6*A5*A1
A6*A5*A4*A3*A2A7*A5*A4*A3*A2A8*A5*A4*A3*A2
A7*A6*A4*A3*A2A8*A6*A4*A3*A2A8*A7*A4*A3*A2
A7*A6*A5*A3*A2A8*A6*A5*A3*A2A8*A7*A5*A3*A2
A8*A7*A6*A3*A2A7*A6*A5*A4*A2A8*A6*A5*A4*A2
A8*A7*A5*A4*A2A8*A7*A6*A4*A2A8*A7*A6*A5*A2
A7*A6*A5*A4*A3A8*A6*A5*A4*A3A8*A7*A5*A4*A3
A8*A7*A6*A4*A3A8*A7*A6*A5*A3A8*A7*A6*A5*A4
???
????
????
????
????
????
????
????
????
????
????
????
????
????
????
????
????
????
????Y
A5*A4*A3*A2*A1*
*A6*A4*A3*A2*A1*A7*A4*A3*A2*A1*A8*A4*A3*A2*A1*
*A6*A5*A3*A2*A1*A7*A5*A3*A2*A1*A7*A6*A3*A2*A1*
*A7*A6*A3*A2*A1*A8*A6*A3*A2*A1*A8*A7*A3*A2*A1*
*A6*A5*A4*A2*A1*A7*A5*A4*A2*A1*A8*A5*A4*A2*A1*
*A7*A6*A4*A2*A1*A8*A6*A4*A2*A1*A8*A7*A4*A2*A1*
*A7*A6*A5*A2*A1*A8*A6*A5*A2*A1*A8*A7*A5*A2*A1*
*A8*A7*A6*A2*A1*A6*A5*A4*A3*A1*A7*A5*A4*A3*A1*
*A8*A5*A4*A3*A1*A7*A6*A4*A3*A1*A8*A6*A4*A3*A1*
*A8*A7*A4*A3*A1*A7*A6*A5*A3*A1*A8*A6*A5*A3*A1*
*A8*A7*A5*A3*A1*A8*A7*A6*A3*A1*A7*A6*A5*A4*A1*
*A8*A6*A5*A4*A1*A8*A7*A5*A4*A1*A8*A7*A6*A4*A1*
*A8*A7*A6*A5*A1*A6*A5*A4*A3*A2*A7*A5*A4*A3*A2*
*A8*A5*A4*A3*A2*A7*A6*A4*A3*A2*A8*A6*A4*A3*A2*
*A8*A7*A4*A3*A2*A7*A6*A5*A3*A2*A8*A6*A5*A3*A2*
*A8*A7*A5*A3*A2*A8*A7*A6*A3*A2*A7*A6*A5*A4*A2*
*A8*A6*A5*A4*A2*A8*A7*A5*A4*A2*A8*A7*A6*A4*A2*
*A8*A7*A6*A5*A2*A7*A6*A5*A4*A3*A8*A6*A5*A4*A3*
*A8*A7*A5*A4*A3*A8*A7*A6*A4*A3*A8*A7*A6*A5*A3*
Z této funkce m?žeme snadno odvodit zapojení majoritního ?lenu. Toto zapojení je na
obr. 5.5.
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5.4 Korekce
Posledním blokem dekodéru je blok korekce. Podle [6] a [12] m?žeme ?íct, že
v ?ase t = 0 bude na výstupu z kodéru p?ijíma?e bit )1(0
)1(
0
)1(
0 epf ??  a z p?evodníku
[S] ? [E] bude v ten samý ?as vystupovat )1(0e . Výstupní p?vodní opravený bit
)1(
0p
tedy získáme sou?tem mod 2 jak nám ukazuje rovnice 5.6.
)1(
0
)1(
0
)1(
0
)1(
0
)1(
0
)1(
0 peepef ?????                                     (5.6)
Z této úvahy je tedy z?ejmé, že blok korekce bude tvo?en s?íta?kou mod 2, která
bude mít na jednom vstupu výstup z majoritního ?lenu a na druhém budou bity
posloupnosti [R(1)].
Vzhledem k tomu, že máme již odvozené všechny jednotlivé bloky dekodéru,
??žeme díky tomu poskládat celé jeho zapojení, to je ukázáno na obr. 5.6. ?innost
dekodéru v jednotlivých krocích m?žeme popsat následovn?:
1. Nejprve je vypo?ítána omezená délka syndromových bit? s0, s1,…,s35.
2. Soustava osmi kontrolních rovnic ortogonálních k )1(0e  je vytvo?ena ze
syndrových bit? vypo?ítaných v prvním kroku.
3. Hodnoty kontrolních rovnic jsou na?ítány do majoritního ?lenu, který bude mít
na výstupu hodnotu “1“ tehdy a jen tehdy když 5, 6, 7 nebo 8 (víc než polovina)
vstup? bude rovno “1“. Jestliže bude na jeho výstupu hodnota “1“, )1(0r  je
považován za chybný a tudíž musí být opraven. Jestliže bude na jeho výstupu
hodnota “0“, )1(0r  je považován za správný. Oprava je uskute???na p?idáním
výstupu majoritního ?lenu do )1(0r .  Výstup majoritního ?lenu je také p?ivád?n
zpátky a je ode?ítáno z každého syndromového bitu jeho narušení.
4. ??ekávaný informa?ní bit )1(0
)1(
00 erp ??  je posunut na výstup dekodéru.
Syndromový registr se posune jednou doprava, další z p?ijatých bit? ( ), )2()1( rr  je
posunut do dekodéru a další syndromový bit je vypo?ítán a posunut do
nejkrajn?jší ?ásti syndromového registru.
5. Dekodér nyní opakuje kroky 1, 2, 3 a 4 dokud není celá posloupnost
dekódována.
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6. Ov??ení funk?nosti
Jak je dáno zadáním, je nutno výše uvedené návrhy ov??it, zda fungují jak mají
a zda spl?ují uvedené podmínky dané zadáním. Toto bude spln?no v následujícím textu.
Pro ov??ení jsem zvolil simulaci v programu Matlab Simulink, která se pro tyto p?ípady
??žne používá.
Zapojení kodéru v programu Matlab, které je zapojeno na základ? obr. 4.1, je
uvedeno na obr. 6.1. Do kodéru je poslána posloupnost bit? u = (1, 0, 1, 0, 1, 0). Výstup
kodéru je poslán na p?enosový kanál, kde je nasimulováno p?idání ?ty? nezávislých
chyb v kódovém ohrani?ení nA. Poškozená bitová posloupnost je p?ijata v dekodéru a je
dekódována, na výstupu dostaneme o?ekávanou posloupnost v = (v1 , v2, v3, …). Jak je
vid?t na obr. 6.4. dekodér zprávu dekódoval správn?  a chyby v p?enosu opravil.
Obr. 6.1: Zapojení kodéru konvolu?ního kódu (70 ; 35) v programu Matlab Simulink.
Zapojení dekodéru v Matlab Simulink ukazuje obr. 6.2. Majoritní ?len z d?vodu
své velikosti je zobrazen pouze jako blok.
Celé zapojení kodeku je provedeno blokov?, kv?li lepší názornosti, kde je
zapojen osciloskop, viz obr. 6.3. Grafy znázor?ující vstupní posloupnost, zabezpe?enou
posloupnost, simulaci náhodné chyby, poškozenou posloupnost a výstupní posloupnost
z dekodéru jsou na obr. 6.4.
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Obr. 6.3: Blokové zapojení kodeku konvolu?ního kódu (70 ; 35) v programu Matlab
Simulink.
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Obr. 6.4: Grafy jednotlivých posloupností bit? z osciloskopu.
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7. Návrh plošného spoje pro kodér a dekodér
V této kapitole jsou realizovány návrhy plošných spoj? pro kodér a dekodér
v programu Eagle od firmy Cadsoft. V návrhu je uvažována skute?nost, jak je dáno
zadáním, že kodér a dekodér jsou sou?ástí protichybového kódového systému. Z toho
??vodu není v návrhu ?ešeno ?asování, napájení, generování signálu atd., což
uvažujeme, že bude zajiš?ovat tento protichybový kódový systém.
7.1 Kodér
??i návrhu kodéru vycházíme ze zapojení odvozeného z vytvá?ecích
mnoho?len?, viz obr. 4.1. Jako zpož?ovací ?leny jsem zvolil 8-bitové posuvné registry
74164N kaskádn? zapojené. S?íta?ka mod 2 je potom realizována sou?ástkou Quad
2-input EXCLUSIVE-OR 4030N. Kone?ný výstup je zajišt?n paraleln?-seriovým
??evodníkem s ozna?ením 74LS165N. Schéma zapojení v programu Eagle je ukázáno
na obr. 7.1, návrh plošného spoje je znázorn?n na obr 7.2.
Obr. 7.1: Schéma zapojení kodéru konvolu?ního kódu (70 ; 35) v programu Eagle.
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Obr. 7.2: Návrh plošného spoje pro kodér konvolu?ního kódu (70 ; 35).
7.2 Dekodér
??i realizaci dekodéru vycházíme ze schematu zapojení navrženém na obr. 5.4.
Signál na vstupu je nutno rozd?lit na dva paralelní toky, to je zajišt?no zapojením
posuvného registru 74LS164N. Zpož?ovací ?leny zajiš?ují stejn? jako  návrhu kodéru
8-bitové posuvné registry 74164N a stejn? tak s?íta?ky mod 2 jsou op?t tvo?eny
sou?ástkou Quad 2-input EXCLUSIVE-OR 4030N. Majoritní ?len je tvo?en
programovatelným logickým polem od firmy Atmel, konkrétn? s ozna?ením
ATF16V8BP3. Schéma celého zapojení dekodéru v programu Eagle je zobrazeno na
obr. 7.3, návrh plošného spoje je ukázán na obr 7.4.
Obr. 7.3: Schéma zapojení dekodéru konvolu?ního kódu (70 ; 35) v programu Eagle.
54
Obr. 7.4: Návrh plošného spoje pro dekodér konvolu?ního kódu (70 ; 35).
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8. Záv?r
Úkolem této práce bylo navrhnout konvolu?ní kód, který dokáže zabezpe?it
digitální p?enos dat proti ?ty?em nezávislým chybám, tj. t = 4, v kódovém ohrani?ení nA
a pro tento kód stanovit vhodnou metodu dekódování, na základ? toho potom
vypracovat realizaci kodeku v podob? samostatného systému, který je sou?ástí
protichybového kódového systému. Další ?ástí zadání bylo ov??it funk?nost n?kterou
z obvyklých metod a následn? provést návrh kodeku v podob? fyzicky samostatného
elektronického za?ízení.
Návrh vhodného kódu, který spl?uje zadání, rozbor jeho parametr? a návrh jeho
kodéru je ?ešen v kapitole ?ty?i. Je zde uvedeno na základ???eho jsem daný kód zvolil
a také jakou metodou bude dekódován a pro?. Návrh dekodéru pro tento kód a metodu
je pak podrobn? rozebrán v páté kapitole. Pro kodér a dekodér je následn? v šesté
kapitole uvedena simulace v programu Matlab Simulink, která zárove? zajiš?uje ov??ení
funk?nosti celého návrhu kodeku. To je provedeno p?enosem známé posloupnosti, do
které se navodili ?ty?i nezávislé chyby v kódovém ohrani?ení nA . Výstupní grafy
z osciloskopu pak názorn? ukazují výsledek funk?nosti. V sedmé kapitole je pak uveden
návrh plošného spoje v programu Eagle pro fyzickou realizaci kodéru. V??ím, že tímto
byly spln?ny všechny cíle zadání.
56
Seznam použité literatury
[1] ?ÍKA, P., K?IVÁNEK, V.. Výb?r nejvhodn?jšího konvolu?ního kódu [online]. 2007
[cit. 2008-10-21]. Dostupný z WWW: <http://access.feld.cvut.cz>.
[2] HOUGHTON,A. Error Coding for Engineers. Kluwer academic Publishers. Boston,
Dordrecht, London 2001.
[3] JOHANNESON,R.-ZIGANGIROV,K,S. Fundamentals of convolutional coding.
IEEE Press, ISBN 0-7803-3483-3.
[4] K?IVÁNEK, V. Návrh kodér? a dekodér? umož?ující opravu shlukových chyb a
jejich simulace. Publikace v internetovém magazínu Elektrorevue,
http://www.elektrorevue.cz/clanky/06008/index.html.
[5] LEE,L.H.CH. Convolutional Coding - Fundamentals and Applications. Artech
House, Boston, London, ISBN 0-89006-914-X.
[6] LIN, SHU., DANIEL J. COSTELLO, JR. Error control coding Fundamentals and
Applications. Prentice Hall, Inc., Englewood Cliffs, 1983, ISBN 0-13-283796-X.
[7] N?MEC, K. Datová komunikace. Skripta. VUT FEKT, Brno 2007
[8] N?MEC, K. Stromové zabezpe?ovací kódy I. Publikace v internetovém magazínu
Elektrorevue, http://www.elektrorevue.cz/clanky/02027/index.htm.
[9] N?MEC, K. Stromové zabezpe?ovací kódy II. Publikace v internetovém magazínu
Elektrorevue, http://www.elektrorevue.cz/clanky/03018/index.htm.
[10]  N?MEC,  K. Výb?r optimálního protichybového kódu. Publikace v internetovém
magazínu Elektrorevue, http://www.elektrorevue.cz/clanky/06055/index.html.
[11] N?MEC, K. Majoritní dekódování blokových kód?. Publikace v internetovém
magazínu Elektrorevue, http://www.elektrorevue.cz/clanky/04041/index.html.
57
[12] N?MEC, K. Konvolu?ní kódy opravující nezávislé chyby-1. Publikace
v internetovém magazínu Elektrorevue, http://www.elektrorevue.cz/cz/download
/konvolucni-kody-opravujici-nezavisle-chyby-1.
[13] VL?EK, K. Komprese a kódová zabezpe?ení v multimediálních komunikacích.
BEN – technická literatura, Praha, 2004, ISBN 80-7300-134-9.
[14] FARELL, P. G. Essentials of Error-Control Coding. John Wiley & Sons Ltd, The
Atrium, Southern Gate, Chichester, England, 2006, ISBN-13 978-0-470-02920-6.
[15] PURSER, M. Introduction to Error-correcting codes. Artech House, Boston,
London, 1995, ISBN 0-89006-784-8.
[16] HUFFMAN, W. C. Fundamentals of Error-Correcting Codes. Cambridge
University Press, United Kingdom, 2003, ISBN 0-521-78280-5.
[17] HOFFMAN, D. G. Coding Theory the Essentials. Marcel Dekker Inc., New York
1991.
