Abstract
Introduction
Goal of the algorithms proposed in this paper is the evaluation of rare event simulations using Markov renewal theory (e.g. [3] ). Background is an analysis of the LRE algorithm (e.g. [6] ) in [9] that led to a first enhanced algorithm AA in [10] .
At least three different kinds of values can be of interest when trying to simulate rare events:
The probability of a system to return to a given initial state avoiding a (rare) subset of the state space [4, 5] , or equivalently, the probability to enter the rare states before returning to the initial state. (The latter will be called 'ruin probability' in the following).
The mean time to failure (MTTF) [8] , i.e. the mean time necessary to reach a rare condition from an initial state.
The fraction of time spent in a rare event condition (like Cell Loss Ratios, [1] ), determined by the ratio MTTR/(MTBF+MTTR) of the mean time to recovery, MTTR, and the mean time between failures, MTBF.
£ partially funded by DLR-project HUN-00/015 Ý partially funded by project OZON, Forschungsfonds Rheinland Pfalz Obviously, the three values are quite independent, as we can see from the following simple 4-state Markov chain in continuous time with corresponding transition rates :
If is the initial state and if we define to be the 'rare' states, then the ruin probability is solely determined by and . For the MTTF, we additionally need , and the MTBF also needs . The ratio MTTR/(MTBF+MTTR) finally depends on all the six rates.
Our model under consideration will be much more general: Markov renewal processes with a finite state space , i.e. continuous time jump processes where the sojourn times in states × ¾ need not have exponential distribution, they are even allowed to depend on the next state into which the process changes. We only require that the process viewed at state changes is a Markov process. This essentially is the requirement for the processes considered e.g. in [5] .
Our interest is in the evaluation of simulations of multilevel RESTART type, with an emphasis on the reliability of the resulting estimators, similar to the the analysis in [5] revealing the standard deviation of the given estimator, but only for the ruin probability. The LRE suite of algorithms is aiming at MTTR/(MTBF+MTTR), but the reliability of the resulting estimators is questionable; an attempt [1] to improve the reliability of the LRE is not mathematically stringent, however. Their results even had to be calibrated to fit the given examples.
Markov renewal processes
In this section we will briefly recall needed notions from [3] . We will consider jump processes Ë´Øµ with state space . Ò will be the corresponding sequence of visited states. 
Let × be the mean sojourn time in state × ¾ . Please note that this mean sojourn time is taken independently from the next state.
The following figure shows a state diagram of the general situation that we are dealing with.
The most important result from [3] concerning our point of interest is the following: The probability to find the process in state × is given as
3. The AA method and the sojourn times
Our basic evaluation method for fractions like (2) will be the AA -method introduced in [10] , being a significant enhancement of the LRE method [11] . We will briefly recall the method and its analysis in the following.
Suppose we are given a jump process Ë´Øµ with state space . Given a subset , the problem is to determine
The 
To get interval estimators, we need additional information on the variances ¾ ½ and ¾ ¼ of the sojourn times.
The basic assumption behind the LRE method (see e.g. [7, 11, 12] ) was that ½ ´Øµ should be treated even like a Markov chain, implying not only independentness of subsequent sojourn times but also implying that the variances of the sojourn times are known to be
In the following we will not use this very strong assumption. Instead we will consider the AA method [10] , that does not use any further assumption on ½ ´Øµ than the 
However, if Ò is so large that
As Ñ ½ and Ñ ¾ are independent and normal distributed, (9) is obviously normal distributed. Its mean is 0, and its variance ¾ turns out to be
Putting all things together, we get the following summary for ½ , valid under the Markov renewal assumption and if suitable large sample conditions are met:
It is easy to see which large sample conditions are necessary: Ò should allow application of the the central limit theorem:
Furthermore the approximation (9) should be sufficiently precise, so we need
and
The estimator (5) is surely biased, especially if the variances × ¾ ½ Ò and × ¾ ¼ Ò are still large. But given the large sample conditions in (13) , the approximation in (9) (leading to (11) ) shows that it is it is (approximately) unbiased. We will use this in the following sections to construct estimators for processes that are of more complex structure.
In the following we present the results of a few tests to illustrate the behavior of the AA method. Using three different types of discrete time Markov processes Ë´Øµ and for a range of samples from ½¼ to ½¼ taken from the original processes Ë´Øµ, we measured 99% confidence intervals for the following three methods of evaluation:
1. An implementation of the Law-Carson algorithm for the batch means method (see e.g. [2] ).
2. The AA -method as described above with confidence intervals based on (11).
3. An implementation of the LRE-algorithm using confidence intervals instead of the limited relative error, so essentially using (11) with simply replacing × ¾ ½ and × ¾ ¼ with Ñ ¾ ½ and Ñ ¾ ¼ according to (6) . In the following diagrams, this slightly modified version of the LRE will be called LRE/sojourn. See [10] for a precise comparison of the original LRE, the LRE/sojourn and the AA method.
The first example was a simulation of a discrete Markov chain with just two nodes, being the ideal setting for the LRE method. The transition probabilities were chosen such that the exact result was known to be ¼ ½. As expected, the confidence intervals turned out to be almost identical: As a second example we considered a 2k-Node Markov chain, where the left nodes on the left build set while the others correspond to set . This leads to sojourn times of a discrete hypo-exponential type distribution with small variance.
We tried this example with ½ ¼ and Ô ¼ . Õ was chosen such that the exact solution was È´Ë´Øµ ¾ µ ¼ ½. As expected, the confidence intervals of LRE/sojourn are much larger than for the other two methods that are of equal quality. The third test used a 4-Node chain with highly variant sojourn times:
Again the nodes on the left build set while the others correspond to set . We tried an example with ½¼¼, so the sojourn times are build by mixtures of two geometric distributions differing by a factor of 100. These sojourn times have a kind of discrete hyper-exponential type distribution. Ô and Õ were chosen such that again È´Ë´Øµ ¾ µ ¼ ½.
As expected, the LRE underestimates the true variance and the resulting confidence intervals are much too small in this case, while the other two methods again give similar results: 
Skip-free chains
In this section, we consider the most simple case of renewal processes corresponding to queueing systems that are skip-free in both directions. For simplicity, we use the state set ¼ ½ , i.e. here we only consider Markov renewal processes Ë´Øµ of the following kind: To determine the single values Ô ·½ , we reduce the sojourn times of all transitions of the process starting × for to zero. This is equivalentto replace them all by a single instantaneous transition from ½ to . Then we aggregate the states as in the following figure:
The result is still a Markov renewal process and we are able to apply the AA method for each to get independent estimates for the values Ô ·½ . The AA method will also give us variances × such that
A point estimate for È´Ë´Øµ µ is given by
As the estimates are independent, an estimator × ¾ for the variance ¾ of the product is given by
For large simulation runs we will have × for any ½ . As mentioned in the previous section, this implies that the estimators are (almost) unbiased and of normal distribution. In consequence, the product will also be nearly unbiased.
So in order to get an interval estimate for È´Ë´Øµ µ via and × ¾ we could use Tchebychev's inequality valid for arbitrary distributions. E.q. for a 99%-level, we have
But will be approximately normal distributed, too, as we have:
So from the normal distribution of ½ and ¾ we may follow that also ½ ¡ ¾ has (almost) normal distribution. Inductively, this holds for all the products, so also should be normal distributed. In consequence, we also may use the following, much better confidence intervals:
As a modified way of evaluation without the use of (19), we could compute a fixed number Ñ of samples for (18) and determine sample mean and sample variance × ¾ :
Using the Student-Ø-distribution we get confidence intervals, e.g. for Ñ ¿¼ using the factor of ¾ we get the confidence level of 99%:
A general method
As an alternative and more general method, we may use that the solution to to equation (1) is continuous in È , so the solutions Ú of Ú Ú ¡ À for good approximations À to È must be good approximations to . In consequence, we may as well compute a fixed number Ñ of The choice of Ñ ¿¼ additionally allows the application of the central limit theorem, so we use confidence intervals built on normal distributions like the following, again using the student-Ø distribution:
We should mention that in the special case of skip free processes like in graph (15), there is a simpler direct formula for Ü : The solution of (1) gives
leading to
Comparison of the methods
In the following, we present the results of extensive tests of the methods, where we used the Å Å ½ reference model from [1, 7] : Given an Å Å ½ -system with a load of ¼ , the question is to determine the probability of finding 85 waiting customers (i.e. a total of 86 customers) in the system. The exact solution for this simple Markovian
We used the following three methods of evaluation, named by the main characterizing properties: This state corresponds to the queue being full, so the value we want to estimate is the time spent in this state.
The step width corresponds to the choice of thresholds in the usual RESTART setting. We tried the following values: ¾ ¾ ¿ ½¼ ½ ¾¼ . Our simulation environment was based on a very simple C++ class implementing state changes in Markov chain using a member function Step, cf. the following excerpt from the program: However, the underlying number of samples from Ë´Øµ could differ from case to case. We took exponentially increasing values for Ò, but each simulation run was allowed to draw at most ¾ ¿ ¢ ½¼ samples from Ë´Øµ. We chose to evaluate this number of samples in each run, as this was the largest number of samples tried in [1] .
For the evaluation of (25) we used the GNU Scientific Library (GSL). However, as the Markow renewal processes all had less than 50 states, solving the linear system was not an important aspect of the implementation.
The following graphs shows the typical evolution of confidence intervals during simulation runs. They show these intervals versus the size of the underlying sample set (from the original Å Å ½ queue). Using this setting, we may compare the precision of the results for the different algorithms based on the size of the underlying sample sets. For each of the three methods, we tried 100 of the simulations and computed the mean relative error of the final estimators as well as the mean of the interval radius at the end of the simulation runs. mean relative error after ¾ ¿ ¢ ½¼ samples
The resulting confidence intervals of all the experiments were quite sharp, as the following example shows. It contains the upper and lower bounds of the final 99% intervals for method GOS and step width ¿. For 3 of the 100 tests, the final interval did not contain the exact value, but misses the value by a very small amount. Similar experiments have been done in [1] . Unfortunately, a comparison with those results is not easy, as that paper uses a different simulation system and completely different algorithms. The authors are giving two different error measures: a relative error (from the underlying LRE method) and a percentage of conformity with the exact result. In the following we will nevertheless try some comparisons:
Using a Pentium III with 500 MHz, our computation of ¾ ¿ ¢ ½¼ samples of the original Å Å ½ queue together with the evaluations took 5m59s in the case of GOS with ¾, i.e. we got about ¢ ½¼ samples per second. This is an enormous speedup of about 45 compared to the ½ ¢ ½¼ trials/s mentioned in [1] for a Pentium II 400
MHz. The faster CPU and (presumably) better memory can only account for a part of this speedup, the main gain must be due to the use of our very simple simulation environment instead of the Ptolemy simulator used in [1] . Our final results due to method GOS with width ¿ had a mean interval width of × ¾ ¢ ½¼ ½½ for a confidence level of 99%. Reduced to a confidence level of 95%, the mean interval radius would be around ¾ ¢ ½¼ ½½ ¡ ¾ ¼ ¾ ¾ ¾ ¾¾ ¢ ½¼ ½½ , i.e. they would have a relative error of about 2.4%. In [1] , the same number of trials lead to results that had a relative error of 2.5% in about 94% of the tried simulations.
So with exception of the different simulation speed, the quality of the results seems to be roughly comparable to those in [1] . The advantage of our method is that is delivers the variance of the results and so gives immediate access to this common error measure. In contrast, the method in [1] even had to be calibrated with an otherwise unmotivated constant in order to fit the required accuracy!
