We study compact operator equations with noisy data in Hilbert space. Instead of assuming that the error in the data converges strongly to 0, we only assume weak convergence. Under the usual source conditions, we derive optimal convergence rates for convexly constrained Phillips-Tikhonov regularization. We also discuss a discrepancy principle and prove its asymptotic behavior. As an example, we discuss compact integral equations in L 2 (0, 1) with data perturbed by white noise, as well as the discrete case.
Introduction
Let X and Y be Hilbert spaces, and let K : X → Y be linear and compact, with nonclosed range. Suppose that one observes the data y ∈ Y such that (1.1) y = Kx o + δ , for some unknown x o ∈ X, and with the "noise" δ. The goal is to recover x o . The problem (1.1) is ill-posed in the sense of Hadamard [ 18 ] : The solution of (1.1) will not depend continuously on y in the implied topology, even assuming its existence and uniqueness, because K has no bounded (generalized) inverse.
There are two views of the noise in ill-posed problems. In the classical approach to the analysis of (1.1), one assumes that δ Y is "small", and one investigates what happens when
The hope is that this will allow one to make inferences regarding the small noise case. This approach originated with Tikhonov [ 41 ] , and started seriously with Phillips [ 37 ] , Tikhonov [ 42 ] and Twomey [ 44 ] . See Groetsch [ 17 ] , Tikhonov et al. [ 43 ] and Engl et al. [ 12 ] .
There are many cases where the assumption (1.2) is not realistic. In signal processing, one considers high frequency noise, and one designs low-pass filters to combat the problem. The size of the noise is largely irrelevant here. See, e.g., Duan et al. [ 7 ] and Wang et al. [ 45 ] . In image processing, see, e.g., Scheres et al. [ 39 ] , signal-to-noise ratios of 10% or less are not unheard of. Of course, there the randomness of the noise saves the day. This brings us to the second approach to (1.1), based on a probabilistic point of view, where one assumes that the noise is random. Moreover, one typically assumes that only a finite number of observations are available, e.g., in the form where ℓ 1 , ℓ 2 , · · · , ℓ n are given (known) elements of Y , and ε 1 , ε 2 , · · · , ε n are independent Normal( 0 , σ 2 ) random variables. In this approach, one investigates what happens when more and more information becomes available, i.e., when n → ∞ , but the size of the noise ( σ ) stays the same. This approach originated (very early) with Sudakov and Khalfin [ 40 ] . Some recent references are Mair and Ruymgaart [ 27 ] , Bissantz et al. [ 2 ] and Hohage and Pricop [ 21 ] . The above approach constitutes the frequentist view of statistical problems. There is a different approach, based on the Bayesian view of the world. Here, oversimplifying somewhat, the unknown x o is considered to be random with a known prior distribution, and one assumes that x o is drawn at random from this distribution. Then, one considers (1.3) conditional on x o , and one determines the posterior distribution of x o . The estimator of x o is then the posterior mean or posterior mode. See, e.g., Franklin [ 13 ] and Kaipio and Somersalo [ 22 ] . We shall not consider the Bayesian view further.
It is not unusual to study random noise in ill-posed problems in the form (1.4)
where ξ is standard white noise and η is a scale parameter, see, e.g., Cavalier et al. [ 6 ] and Mathé and Pereverzev [ 30 ] , and references therein.
(When estimating Kx o instead of x o , the problems (1.3) and (1.4) with η = σ/ √ n , are asymptotically equivalent in a precise sense. See, Brown and Low [ 3 ] and references therein.) It should be noted that (1.4) is no longer set in the Hilbert space Y , since ξ Y = +∞ . It has to be interpreted in the weak sense, i.e., (1.4) is equivalent to . This is very close to saying that η ξ → 0 weakly in Y as η → 0 , even though ξ / ∈ Y .
As a bridge between the classical and probabilistic points of view, we propose here a semi-classical approach and assume that the noise δ in (1.1) is small in the weak sense, and study what happens if instead of (1.2), 
( m need not be an integer). The last condition may be replaced by
Thus, T (or rather T m ) measures the smoothing effect of the operator K , and T must be able to filter the noise in an asymptotic sense. Of course, the compactness of T guarantees that η → 0, but (1.8)-(1.9) attempts to express that T is ideally suited to (1.1)-(1.3). One may refer to η as the weak bound on the noise, and speak of weakly bounded noise if (1.7)-(1.9) hold. Thus, in the semi-classical approach, we assume that η is "small", and inverstigate what happens when η → 0 . Note that (1.9) does not imply a bound on δ Y . In fact, it is possible that δ , T δ Y → 0 but δ Y → ∞ .
Remark 1. There does not appear to be an easy way to transform the weakly bounded version of (1.1) into a strongly bounded version without repercussions. One could consider the model, obtained from (1.1) after multiplying by
where now the noise T 1/1 δ converges stronly to 0 , but the disadvantage is that roughly speaking, now one has to "invert" T 1/2 K , which is harder than "inverting" just K . However, a viable alternative is to pre-filter the data as in Klann et al. [ 23 ] , e.g., by way of the generalized spline smoothing problem minimize
for suitable γ and k , and then to consider the model
with ε X → 0 . Of course, this must be shown, presumably along the lines of this paper.
Remark 2. The spaces T m (Y ) , m > 0 , with the norms T −m y Y for y ∈ T m (Y ) , form a (compact) Hilbert scale, see Krein and Petunin [ 24 ] . (Later on, we refer to this is a Hilbert scale in the narrow sense.) It is unclear whether they meant it as the definition or as an example of a Hilbert scale, having formally defined a Banach scale as a collection of Banach spaces, E α , α o α β o , with norms · α , such that (a) E β is densely embedded in E α , when β > α , and for a constant c α,β , x α c α,β x β for all x ∈ E β ; (b) (Interpolation) For all α, β, γ with α o α < γ < β β o , there exists a finite constant c α,β,γ such that with θ = (β − γ)/(β − α) ,
If Krein and Petunin [ 24 ] really meant their definition of a Hilbert scale, then we arrive at the odd situation where, e.g., the usual scale of Sobolev spaces of functions on an open, bounded subset of R n with smooth boundary, which are Hilbert spaces, would be a Banach scale, but as shown by Neubauer [ 33 ] , not a Hilbert scale. For Sobolev spaces on (all of) R n , the two notions coincide, as shown by Krein and Petunin [ 24 ] . (We are tempted to speak of a Hilbert scale in the wide sense if the collection of Hilbert spaces forms a Banach scale.) Be that as it may, Hilbert scales in the narrow sense have been used extensively in ill-posed problems, dating back to Natterer [ 32 ] . see, e.g., Mair and Ruymgaart [ 27 ] , , Liu and Nashed [ 25 ] , Mathé and Pereverzev [ 28 ] , Egger [ 9 ] , Hohage and Pricop [ 21 ] . Here, for "general" source conditions, Hegland [ 20 ] is of interest.
In this paper, we limit ourselves to the investigation of Phillips-Tikhonov regularization of (1.1) (but with convex constraints) for weakly bounded noise under the general source conditions of Groetsch [ 17 ] and Neubauer [ 34 ] , and following Gfrerer [ 15 ] , [ 16 ] , formulate a weak discrepancy principle for the selection of the regularization parameter (in the unconstrained case). The application to compact integral equations in L 2 (0, 1) with data perturbed by white noise as well as discrete versions are considered also.
We hasten to add that much more general regularization schemes, e.g., as in Burger and Osher [ 5 ] , and iterative regularization methods, such as (accelerated) Landweber iteration, Hanke [ 19 ] , conjugate gradients, Eicke et al. [ 11 ] , Frommer and Maass [ 14 ] , or semi-iterative methods, Egger [ 9 ] , under "general" source conditions, e.g., as in Hegland [ 20 ] , Mathé and Pereverzev [ 28 ] , [ 29 ] , can and should be investigated in the context of weakly bounded noise, but we leave that for later.
Tikhonov regularization
In this section, we discuss Tikhonov regularization of linear ill-posed operator equations with weakly bounded noise in Hilbert space.
Let X, Y be Hilbert spaces and let K : X −→ Y be linear and compact with nonclosed range. We observe the data y ∈ Y according to the model
for some unknown x o ∈ X , and where δ represents weakly bounded noise in the sense of (1.7)-(1.9). The goal is to recover x o . As the recovery scheme, we use Phillips -Tikhonov regularization, i.e., the unknown x o is approximated by the solution x = x α,δ of the penalized least-squares problem,
Here, C is a closed, convex subset of X, whose purpose it is to capture any qualitative and quantitative a priori information one might possess about x o . In (2.2), the parameter α is positive, and must be chosen appropriately. The actual goal is to give asymptotic bounds on the error x α,δ −x o α,X , in terms of η , see the definition (1.9), as η → 0 . Here, for all x ∈ X ,
defines a useful norm on X . Note that α x X x α,X for all x ∈ X . However, it is well-known that the K(x α,δ − x o ) Y -and x α,δ − x o Xparts of the error behave "differently", Groetsch [ 17 ] , Neubauer [ 34 ] .
We assume the usual source condition,
and z o ∈ X . Initially, we pretend that we know the value of ν , and choose the regularization parameter α depending on ν . For the discrepancy principle, we need ν = 1 .
Remark 3. The "proper" source condition is given by Neubauer [ 34 ] and Gfrerer [ 15 ] , [ 16 ] , and involves the spectral properties of K . Thus, let { v i , w i } i be a complete biorthonormal system of singular functions of the operator
Then, the proper source condition is
This source condition, and also (2.4), is "independent" of the assumptions about the noise, be they classical or semi-classical. So, in the absence of constraints, the observations of Groetsch [ 17 ] and Neubauer [ 34 ] about the necessity of the source conditions for optimal convergence rates in the case of noiseless data would be in effect.
Main Theorem. For weakly bounded noise in the sense of (1.7)-(1.9), under the source condition (2.4),
, and
Main Corollary. Under the conditions of the Main Theorem,
, with µ as in the Main Theorem. (The statement α ≍ η p for a fixed p means that
and K(x α,δ − x o ) Y = O η , which are the best possible rates in this scheme.
We now outline the proof of the Main Theorem by way of some basic results that are proved in later sections. The principal tool goes back at least as far as Ribière [ 38 ] . Of course, the constraints require attention. We also need to establish a continuity result : How does the solution of (2.2) depend on the data y . For precision, we introduce the notation (2.5)
and define x α,o as the solution of (2.2) in the noiseless constrained case,
Finally, let x = θ α,δ be the unconstrained solution of (2.2)
and let θ α,o be the unconstrained noiseless solution, i.e., given by (2.7) with y = Kx o .
The first set of results says that we can ignore the constraints. Of course, if x α,δ is much more accurate than θ α,δ , e.g., if the set C is "small" in some sense (the most extreme example being C = { x o } , but classes of analytic functions come to mind) then this is of not much use. The result is an elementary application of convex optimization. Definition 1. Let C ⊂ X be closed and convex. The Phillips-Tikhonov projection of x ∈ X onto C is defined as the solution of the problem
Theorem 2. x α,δ is the Phillips-Tikhonov projection of θ α,δ onto C .
Of course, we need to worry about θ α,δ − x o α,X , especially in view of the source condition (2.4). More about this later. The second set of results expresses the (lack of) continuity of x α (y) as function of y .
Theorem 4. (Ribière [ 38 ] ) For y and z ∈ Y ,
The following Corollary 5 represents the decomposition of x α,δ into a part corresponding to noiseless data, and a part due to pure noise data. (In the absence of constraints, the decomposition would be exact.)
In the next section, we discuss the contribution of the noise, culminating in the following theorem.
Theorem 6. Under the assumptions (1.7)-(1.9) on the weakly bounded noise δ , for all x ∈ X ,
We must now deal with x α,o −x o . First, Theorem 2 gets rid of the constraints in (2.2).
, it fails : We are stuck at the bound O α 2 . Some cheap tricks must be applied to get around this : Perturb x o slightly, i.e., define w o and w α,o by (2.8)
with z o as in the source condition (2.4). From Theorem 4, we get
Finally, we need the following two results.
Lemma 9. Under the source condition (2.4), for 0 < ν 1 ,
Lemma 10. Under the source condition (2.4), for 0 < ν 1 ,
, we are stuck again,
but this time it does not matter.
Proof of the Main Theorem. We obviously have
Now, Corollary 5 and Theorem 6 take care of the first term on the right :
Next, the second term succumbs to Corollary 8 and Lemma 9. The required bound on the third term is provided by Lemma 10, and the fourth term by Lemma 9. So,
and for α ≍ η 4m/(4mν+2m) , the bound of the Main Theorem is proved. Q.e.d.
Weakly bounded noise
In this section, we provide bounds on δ , Kx Y , for all x ∈ X , thus proving Theorem 6. However, neither the operator K nor the weakly bounded noise δ enter into the picture until the very end.
Recall the magical operator T from the conditions (1.7)-(1.9) on the weakly bounded noise. Let
be the complete orthonormal system of eigenvectors and eigenvalues of T , i.e., (3.1)
where, without loss of generality, 1 = λ 1 λ 2 · · · > 0 . Then, every y ∈ Y may be represented as
For m 1 and 0 < β 1 , it is useful to introduce the inner products
Define the norms · m,β in the usual way.
The growth (decay?) of these norms with increasing m is under control.
Lemma 11. For 1 m < n , for all 0 < β 1 , and for all y ∈ T n (Y ) , y m,β 2 y n,β .
Proof. A simple computation does the trick. Using the representation (3.2) for y ∈ Y , we get
where a n,m,i = 1 + (β/λ i )
Now, for 0 < t 1 , the expression under consideration is bounded by 2 (the numerator is at most 2, the denominator is at least 1 ), whereas for t 1 , it is bounded by 1 ( m < n ). Thus, a n,m,i 2 for all relevant n, m and i .
Q.e.d.
The task at hand is to bound δ , y Y in terms of y 1,β . This amounts to computing the dual norm.
Lemma 12. For all z ∈ Y and y ∈ T (Y ) .
Proof. Note that the operator I + β 2 T −2 is unbounded but has a bounded inverse, and then so does the Hermitian square root, (
by Cauchy-Schwarz, and this equals z ,
, and that does it.
The above lemma tells us how to bound z , y Y . We need to bound this further in terms of z , T z Y .
Proof. We have
where r is the spectral radius of (
All the pieces are now in place.
Proof of Theorem 6. Let m 1 and let δ be weakly bounded noise in the sense of (1.7)-(1.9). Let x ∈ X . Then Kx ∈ T m (Y ) , so surely, Kx ∈ T (Y ) . Then Lemmas 12 and 13 imply that for 0 < β 1 ,
the last line by virtue of Lemma 11. Finally, by (1.7),
Now, take β = α 1/2m , so that Kx m,β = x α,X , and we are done. Q.e.d.
Continuity and constraints
In this section, we prove the characterization of the constrained regularized solution, Theorem 2, and show the continuity of the regularized solution on the data. We also provide the required bounds on the noiseless regularized solutions.
First,we show that the constrained regularized solution is the Phillips-Tikhonov projection of the unconstrained solution onto the constraint set, and then the obvious relation between the constrained and unconstrained error.
Proof of Theorem 2. Let y ∈ Y be arbitrary, and let θ be the unconstrained Phillips-Tikhonov regularized solution, i.e.,
Consider the functional LS( x | y ) of (2.2). Its Fréchet derivative with respect to x is given by ∇LS(
Thus, the minimizers of LS( x | y ) and x − θ α,X over x ∈ C are one and the same.
Proof of Corollary 3. Again by Quadratic Taylor expansion,
the last inequality by the necessary and sufficient conditions for a minimum of LS(
We now show the continuity of the regularized solution, which implies the bound on the error due to the noise.
Proof of Theorem 4. Let y , z ∈ Y . Let x = x α (y) and w = x α (v) . Then, by the necessary and sufficient conditions for the minimum of a convex differentiable minimization problem, ∇LS( x | y ) , w − x X 0 . Then, by quadratic Taylor expansion,
, and then upon adding these two inequalities and simplifying gives
The right hand side is equal to 2 y − z , K(x − w) Y .
The Corollaries 5 and 7 are obvious, as is Corollary 8. We proceed with the proofs of Lemmas 9 and 10.
Proof of Lemma 9. Since
where ̺ is the spectral radius of ( (
and the supremum is finite for 0 < ν 1 .
In the same vein,
where r is the spectral
Then, similar to the above,
, and the supremum is finite for 0 < ν 1 (for ν 3 2 , in fact). Q.e.d.
Proof of Lemma 9. We have
with R the spectral radius of −α (K
and for ν 1 , the supremum is finite. Q.e.d.
, and so
but now, unfortunately, the supremum is finite for ν 1 2 and infinite for ν > 1 2 . So, one has to be more precise in the range of t ,
where k is the largest singular value of K. The upshot of it is that one only gets
) .
A weak discrepancy principle
In this section, we discuss a weak discrepancy principle for choosing the regularization parameter α , in the unconstrained problem, i.e., (2.2) with C = X , under the conditions (1.7)-(1.9) on the weakly bounded noise and the source condition
i.e., (2.4) with ν = 1 ν = 1 ν = 1 . Our discrepancy principle is essentially the one of Gfrerer [ 15 ] , [ 16 ] based on iterated Tikhonov regularization, but with some obvious, necessary modifications.
Recall that in the classical setting, where the noise is assumed to converge strongly to 0,
the discrepancy principle of Gfrerer [ 15 ] , [ 16 ] states that α should be chosen such that for some n ∈ N ,
for some constant C 1 . Under the source condition (5.1) for 0 < ν n , Gfrerer [ 15 ] , [ 16 ] proves that this "works" for all n ∈ N , but here, we are considering the case n = 1 only.
It is clear that in the setting of weakly bounded noise, any reference to δ Y is not very informative, since asymptotically, it is just a positive constant.
(In fact, it may even be +∞, as in the case of white noise.) Now, the left hand side on (5.3) involves the term (for n = 1 )
about which in the context of weakly bounded noise, it is hard to say anything useful. All of these problems go away if we replace one of the y in (5.3) by the smoothed version Kx α,δ . Then, (5.3) takes the form
for an appropriately chosen constant C . This may be rewritten in various ways. First, the left hand side of (5.4) equals α 3 ( K * K + α I ) −1 x α,δ 2 , Now, using the second Tikhonov iterate, see Gfrerer [ 15 ] , [ 16 ] ,
(and z α,o being the noise-free version), one notes that
and so
Remark 6. Following the development of § 4 regarding the spectral radii of various operators, it is easy to show that under the source condition (2.4),
but now for all ν with 0 < ν 2 ! See Gfrerer [ 15 ] , [ 16 ] .
The import of the source condition may now be stated.
Lemma 14.
Under the source condition (5.1), for α → 0 ,
Proof. One shows that
and that α ( K * K + α I ) −1 w o X → 0 as α → 0 . Thus,
Similarly, from (5.5),
Since w o X = 0 , the lemma follows. Q.e.d.
We are now ready for the discrepancy principle.
A Weak Discrepancy Principle. Under the conditions (1.7)-(1.9) on the weakly bounded noise, choose α as the smallest solution of
Here, C is a large enough constant.
Remark 7. Ideally, one would want to choose the constant C = C(α) to depend on α , such that
Under certain circumstances, the right hand side might be estimable.
Theorem 15. (Rates for the Discrepancy Principle)
Under the source condition (5.1) and the conditions (1.7)-(1.9) on the weakly bounded noise, the discrepancy equation (5.7) (with C large enough) implies that
.
We break the proof up into a number of manageable pieces. The first one is to rewrite the weak discrepancy principle as a minimum principle. One should contrast this with the approach of Gfrerer [ 15 ] , [ 16 ] .
Lemma 16. (Minimum Principle) The Weak Discrepancy Principle (5.7)
is equivalent to finding stationary points of
Proof. Using (5.6), one sees that
and so the Discrepancy Principle equation (5.7) is equivalent to
Thus, we are finding critical points of the one-dimensional minimization problem,
The transformation γ = 1/α then yields the advertised minimization problem (but it seems obvious that we want (local) minima). Q.e.d.
Lemma 17. Let y ∈ Y and the constant C be fixed. Then, there exists a positive constant ϑ o such that the global minimizer γ = γ(ϑ) of F (γ, ϑ) exists.
Remark 8. Of course, we would have liked to apply the implicit function theorem to show that γ(ϑ) is a continuous, decreasing function of ϑ . However, we are unable to show that ∂ 2 F/∂γ 2 > 0 at the minimizer γ(ϑ) .
Proof of Lemma 17. It is clear that F is infinitely many times differentiable in both arguments. First, we show that F (γ, ϑ) attains a global minimum away from 0, for ϑ small enough. Observe that F (0, ϑ) = 0 and that F (γ, ϑ) → ∞ for γ → ∞. Next, one observes that
so that y , ( I + γ KK * ) −3 y Y is strictly decreasing. Thus, e.g.,
Then,
So, for ϑ < ϑ o , there is a global minimum away from 0. Q.e.d.
Lemma 18. Under the provisions of Theorem 15, the discrepancy principle equation (5.7) (with C large enough) is asymptotically equivalent with
for a suitable constant C 1 , the last bound by Corollary 5 and Theorem 6. It follows from the triangle inequality, that
So, if C is large enough, the lemma follows. Q.e.d. We finish this section with an interesting extension of Lemma 14. Unfortunately, it does not enable us to prove the above results for the more general source condition (2.4) for all 0 < ν < 1 .
Theorem 20. Let 0 < ν 1 . Let x o ∈ X be arbitrary. Then,
if and only if
Proof. The first equivalence is fairly straightforward. As a preliminary observation, note that the operator L : X → X , defined for α > 0 as
is bounded and has a bounded inverse, with L X 2 and L
, and you could not ask for more.
The final equivalence is now straight forward. The if-part is obvious. We introduce the "abbreviation"
and the series converges strongly in X , resulting in/as shown by
This shows the only-if-part. Q.e.d.
White noise
In this section, we discuss Fredholm integral equations of the first kind on L 2 (0, 1) with data perturbed by white noise. We assume that the integral operator maps into a Sobolev space of a suitable order. This permits a treatment similar to that of the previous sections, with two exceptions. The first difference is that the set-up of (1.7)-(1.8) does not work, since the Sobolev scale is not a Hilbert scale, see Remark 2, but this is more than offset by the fact that they are reproducing kernel Hilbert spaces. The second difference is that white noise is not square integrable, so the least-squares formulation of Tikhonov regularization must be modified. (We do not consider constraints.) Sobolev spaces. For technical convenience, we consider Sobolev spaces of integer order only. Let m 1 be an integer, and let H m (0, 1) be the Sobolev space of functions on ( 0 , 1 ) whose m -the derivative is square integrable. On H m (0, 1) , the standard inner product is defined as
, with the induced norm · m . Here, · , · is the usual L 2 (0, 1) inner product (and later, · is the usual L 2 (0, 1) norm ). Actually, it makes sense to define inner products, for β > 0 ,
, with the induced norm · m,β . It is well-known that H m (0, 1) for m 1
if one includes noninteger orders) is a reproducing kernel Hilbert space, thanks to the Sobolev embedding theorem, which implies that for all t ∈ [ 0 , 1 ] and all u ∈ H m (0, 1) ,
for suitable constants c m . See, e.g., Adams and Fournier [ 1 ] . Then a simple scaling argument shows that for all β , 0 < β 1 2 , and all t ∈ [ 0 , 1 ] and u ∈ H m (0, 1) ,
with the same c m . Thus, the point evaluation functionals t −→ u( t ) are continuous, and may be represented as · , · m,β inner products with the reproducing kernel, denoted by R m,β ( t , s). So, for all u ∈ H m (0, 1) ,
and then, with the same c m as before, for all t ∈ [ 0 , 1 ] ,
We note that R m,β is the Green's function for the boundary value problem
Finally, for m = 1 , the complete system of orthogonal eigenfunctions for
are given by
In particular, this gives rise to the expansion
For more useful properties of the reproducing kernels, see Eggermont and LaRiccia [ 10 ] . For the asymptotics of the eigenvalues and eigenfunctions for the boundary value problem (6.7), see Duistermaat [ 8 ] by way of Oudshoorn [ 35 ] .
The integral operator. Let K : L 2 (0, 1) → H m (0, 1) be a linear integral operator, given by (6.11)
where k is m times differentiable with respect to its first argument, and k (m) , the m-th derivative of k with respect to its first argument, is integrable in the sense that (6.12) sup
Data perturbed by white noise. Let x o ∈ L 2 (0, 1). Consider the model (6.13)
where η > 0 , and W ′ ( t ) is white noise, i.e., formally it is the derivative of a standard Wiener process W ( t ), with W (0) = 0. The goal is to estimate x o , and to obtain asymptotic bounds on the error in terms of η as η → 0 . Of course, white noise is not square integrable, formally (6.14) W ′ = +∞ , so (6.13) does not make sense in L 2 (0, 1) . However, white noise may be integrated against functions in H 1 ( 0 , 1 ) say, so that the equation K x = y makes sense in H −1 ( 0 , 1 ) , the dual of H 1 ( 0 , 1 ) with respect to the L 2 inner product. Note that the process
is completely characterized by the property that for all n ∈ N and all
is a multivariate normal random variable with mean 0 and variance V n given by
, is the kernel of the integral operator K * K , the covariance operator of the process (6.15). Now, let { ̟ n , κ 2 n } ∞ n=1 be the eigenfunction-eigenvalue expansion of the compact and Hermitian operator K * K , then
are independent standard normal random variables. The infinite series in (6.17) converges in quadratic mean, i.e., (6.18) lim
and v ∈ L 2 (0, 1) with probability 1. Applying the above development to the Green's function operator R 1,β , we get, see (6.10), (6.19) [
Then, Z 0 , Z 1 , Z 2 , · · · are independent standard normal random variables. One verifies that then
Remark 9. The expansion (6.17) in terms of the eigenfunctions of the covariance operator goes under the name of Karhunen-Loève expansion. See, e.g., Papoulis [ 36 ] for the engineering point of view, and Loève [ 26 ] for the authorized probabilistic treatment.
Tikhonov regularization. After this set-up, we are ready : The goal is to recover x o given the data y following the model (6.13), and of course, we wish to use Tikhonov regularization and the discrepancy principle. It is clear that a least-squares formulation as in (2.2), with X = Y = L 2 (0, 1) , will not work, since y is not square integrable. However, if y were to belong to L 2 (0, 1), then
Observe that K * y belongs to L 2 (0, 1) with probability 1, see (6.17) , and then Kx , y = x , K * y is well defined. Now, the term y 2 is not defined if y / ∈ L 2 (0, 1) , but we do not need it : We may formulate the regularized least-squared problem as
One verifies that the solution is
To complete the set-up, we must address the source condition and the conditions for weakly bounded noise. The source conditions cause no problems : We assume (2.4) or the condition of Remark 3. Regarding the conditions (1.7)-(1.9) on the weakly bounded noise, their only use was in proving the bound of Theorem 2.6 on δ , Kx . Here, we prove the analogue of Theorem 2.6 for white noise. Proof. Let x ∈ L 2 (0, 1). Then, Kx ∈ H m (0, 1) , so certainly in H 1 ( 0 , 1 ) , and by the reproducing kernel property (6.5),
By Fubini's theorem, we then get
Since R 1,β dW ∈ L 2 (0, 1) with probability 1, then by Cauchy-Schwarz,
Finally, following (6.20),
Thus, the choice w β = β 1/2 R 1,β dW 1,β fits the bill. Q.e.d.
Convergence rates on x α,η − x o then follow as in the Main Theorem.
Theorem 22. Let m 1 . Under the source condition (2.4) on x o , and the conditions (6.11)-(6.12) on the operator K, the solution x α,η of (6.17) under the model (6.13) satisfies
where β ≡ α 1/2m , so that for deterministic α ,
The random discrepancy principle. Things get considerably more complicated when choosing the regularization parameter by the discrepancy principle, because the resulting α is random. The (random) discrepancy principle is really as before : Choose α as the largest solution of
for a large enough constant C . For emphasis, we denote the random solution as α = A . Let B = A 1/2m . The basic problem is saying something about E R 1,B dW 1,B , which obviously requires some knowledge about B .
The best would be to obtain precise bounds on (β/B) − 1 for a deterministic β , but this we are unable to do. It appears that the only alternative is to determine bounds on R 1,β dW 1,β , uniformly in β , and then substitute a random B for β . Below, we prove that certain random quantities are bounded in probability. The way we prove this is to show that the expectations of the squared quantities are bounded, and then use the Markov inequality : Recall that if Y is a random variable, then
and that if Y = Y (γ) then Y = O γ in probability as γ → 0 means that
See, e.g., Breiman [ 4 ] .
Proof. Using the representation (6.20), a simple calculation shows that
Theorem 24. There exists a constant C such that for γ → 0 ,
Corollary 25. If the random variable B satisfies ε B γ in probability, with ε → 0 and γ → 0 , then
Proof. Theorem 24 implies that
Proof of Theorem 24. Let β i = 2 −i γ , i = 0, 1, 2, · · · , and define
The quantity of interest is sup 0<β γ β F (β) . Now,
The other term requires more work. First,
Finally, using the representation (6.20),
the last asymptotic equivalence by comparing the series with the corresponding integral. It follows that the expression in (6.26) is bounded by
Thus, sup
and the theorem follows. Q.e.d. Now we are ready to say something about the random α chosen by the discrepancy principle.
Lemma 26. Under the source condition (5.1) for white noise, the random regularization parameter α = A , chosen according to the discrepancy principle (6.25) (with C large enough), satisfies
in probability .
Proof. Again, it is obvious that A → 0 in probability. So there is a deterministic γ , with γ → 0 , and A γ 1/2m in probability, in the sense that
From Theorem 22, it follows with β ≡ α 1/2m , that
in probability. Since the random discrepancy principle (6.25) implies that
we obtain that for α = A ,
in probability. Together with Lemma 14, the lemma follows (if C is large enough). Q.e.d.
Theorem 27. (Rates for the random Discrepancy Principle) Under the source condition (5.1), and with α = A determined by the random discrepancy principle (6.25), there exists a constant C 1 such that
Proof. Follows from Lemmas 14 and 26. Q.e.d.
Discrete noise
Finally, we briefly discuss the case of moment problems for Fredholm integral equations with discrete noise. We show that the analysis proceeds almost exactly as in the white noise case.
The model under consideration is (7.1)
where 0 t 1 < t 2 < · · · < t n 1 are more or less uniformly distributed over ( 0 , 1 ) , e.g., (7.2) t in = i − 1 n − 1 , i = 1, 2, · · · , n .
In fact, all that is required is that there exists a constant c such that for all u with integrable derivative,
It is straightforward to show that (7.3) holds for the choice (7.2) . Regarding the noise, we assume that [ Kx ]( t in ) − y in 2 + α x 2 subject to x ∈ L 2 (0, 1) , and it seems we have to start all over again. However, note that
apart from the sum of squared d in . Thus, the above least-squares problem is equivalent to (7.5) minimize D n ( x | d n ) subject to x ∈ L 2 (0, 1) ,
T , and D n is the "discrete" functional,
Now, the solution of (7.5) turns out to be remarkably close to the solution of the partially continuous version of (7.5), (7.7) minimize P n ( x | d n ) subject to x ∈ L 2 (0, 1) ,
The next claim is that (7.7) is a slightly different reincarnation of the white noise case of (6.21) . This may be seen as follows. First, we may write (7.9)
where W n is a step function with jumps at the t in of size d in , cf. (6.23),
So, we may rewrite P n as
Now, we rewrite the white noise functional L of (6.21). Using
(and ignoring the constant term Kx o 2 ), and using
x , K * y = x − x o , K * y + x o , K * y (and ignoring the constant term x o , K * y ), we may rewrite L as
So, the difference between the discrete noise version (7.5) and the white noise case (6.21) is that we have replaced the white noise process η dW (s) by dW n (s) .
Before showing the closeness of the solutions of (7.5) and (7.7), we give error bounds on the solution of (7.7). Comparison with the white noise case of Theorem 22 shows that W n behaves as η W with η ≈ σ n −1/2 .
Theorem 28. The solution u α,n of (7.7) exists and is unique, and under the source condition (2.4) and the assumptions (7. If α 1/2m n → ∞ , then the factor on the left is (asymptotically) equal to 1 . So then, ε α,X C 1 ( α 1/2m n) −1 u α,n − x o α,X , from which one obtains
where we used a weak form of Theorem 30. The lemma follows. Q.e.d.
