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Abstract. Human pose estimation (HPE) is a key building block for
developing AI-based context-aware systems inside the operating room
(OR). The 24/7 use of images coming from cameras mounted on the
OR ceiling can however raise concerns for privacy, even in the case of
depth images captured by RGB-D sensors. Being able to solely use low-
resolution privacy-preserving images would address these concerns and
help scale up the computer-assisted approaches that rely on such data to
a larger number of ORs. In this paper, we introduce the problem of HPE
on low-resolution depth images and propose an end-to-end solution that
integrates a multi-scale super-resolution network with a 2D human pose
estimation network. By exploiting intermediate feature-maps generated
at different super-resolution, our approach achieves body pose results on
low-resolution images (of size 64x48) that are on par with those of an
approach trained and tested on full resolution images (of size 640x480).
Keywords: Human Pose Estimation · Privacy Preservation · Depth Im-
ages · Low-resolution Data · Operating Room
1 Introduction
Modern hospitals could highly benefit from the use of smart assistance systems
that are able to support the workflow by exploiting digital data from equipment
and sensors through artificial intelligence and surgical data science [11,12]. This
is illustrated by the recent development of new applications, such as patient
activity monitoring inside intensive care units (ICU) [10], staff hand-hygiene
recognition [5], radiation exposure monitoring during hybrid surgery [13] and
workflow steps recognition in the operating room (OR) [18].
These systems, which have a huge potential to improve safety and care, all
rely on machine intelligence using computer vision models to extract semantic
information from visual data. In particular, human detection and pose estima-
tion in the operating room [1,6,8] is one of the key components to develop such
†Published at International Conference on Medical Image Computing and
Computer-Assisted Intervention - MICCAI 2019.
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(a) 640x480 (1x) (b) 80x60 (8x) (c) 64x48 (10x)
Fig. 1: Depth and color images from MVOR dataset [17] down-sampled at dif-
ferent resolutions using bicubic interpolation (resized for better visualization).
Low-resolution depth images contain little information for the identification of
patient and health professionals. Corresponding color images in the second row
are shown for better appreciation of the downsampling process.
applications. Constant monitoring by the use of cameras raises however potential
concerns for the privacy of patients and health professionals. Cameras usually
capture the color, depth or both types of images for visual processing. Color
images appear to be the most privacy-intrusive, but even textureless depth im-
ages can also intrude the privacy when used at sufficiently high-resolution [3,4].
This is particularly relevant in environments where the number of persons is
limited and where the persons could potentially be more easily identified. Figure
3 shows depth images at different resolutions. It suggests that low-resolution
images could be used for more privacy-compliant computer-vision applications
and that their recording could be better accepted by clinical institutions. In [4],
it has been shown that activity recognition can be performed on low-resolution
depth images captured for the tasks of hand-hygiene classification and ICU ac-
tivity logging. In this work, we investigate whether low-resolution depth images
contain sufficient information for accurate human pose estimation (HPE).
HPE consists of localizing human keypoints in images. Methods for human
pose estimation are different for color and depth images both in terms of model
architectures and complexity of training datasets. In the case of color images,
deep learning models have recently shown remarkable progress with the help of
large scale in the wild annotated datasets, such as COCO [9]. Deep learning
models for HPE can generally be grouped into bottom-up and top-down ap-
proaches. Bottom-up approaches first detect the keypoints and then group them
to form skeletons [2], whereas top-down approaches first detect the person using
person detectors and then use single person pose estimator to estimate body
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joints in each detected box [19]. Top-down approaches are often more accurate
due to their two-stage design but slower in comparison to bottom-up approaches.
For depth images, Shotton et al. [16] use high-resolution synthetic depth dataset
to train the models, while Haque et al. [6] focus on single person pose esti-
mation using datasets recording actors performing simulated actions. Recently,
Srivastav et al. [17] have introduced the MVOR dataset, which contains color
and depth images captured in the OR along with ground truth human poses.
They have also evaluated recent HPE methods. This is therefore an interesting
testbed for multi-person pose estimation on depth data captured during real
surgical activities, which we will use in this work.
Current methods for HPE inside the OR have been developed using standard
resolution images [1,8]. We have found that state-of-the-art models, which are
trained on the high-resolution images, perform poorly on the corresponding low-
resolution images. In this paper, we therefore propose an approach for the human
pose estimation problem on low-resolution depth images. To the best of our
knowledge, this is the first work that attempts to solve this task.
To train our system, we use a non-annotated dataset of synchronized RGB-D
images captured in the OR environment. Unlike conventional approaches, which
use either manual or synthetically rendered annotations challenging to generate,
we propose to use the detections from a state-of-the-art method applied to the
color images as pseudo ground truth for the corresponding depth images. This
simple idea turns out to be very effective. Indeed, as our approach only requires
a set of RGB-D images at train time, it can be easily retrained in any facility
since no annotation process is needed. Then, it can run round the clock on
low-resolution depth images from the same facility. Our HPE approach is a
network which integrates super-resolution modules with a 2D multi-person body
keypoint estimator based on RTPose [2]. It utilizes intermediate super-resolution
feature maps to better learn the high-frequency features. With the proposed
architecture, we achieve the same results as a network trained on the standard
resolution images and improve by 6.5% the results of a baseline method which
up-samples the low-resolution images with bicubic interpolation before feeding
them to the pose estimation network.
2 Methodology
2.1 Architecture
Our approach is inspired by the recent developments in the area of super-
resolution and multi-person human pose estimation. We propose to integrate
a super-resolution image estimator and a 2D multi-person pose estimator in a
joint architecture, illustrated in Figure 2. This architecture is based on modi-
fication from the RTPose network [2]. Besides yielding competitive results on
COCO and MVOR, RTPose has the advantage to perform multi-person pose es-
timation in a single step, thereby simplifying the integration and training of the
super-resolution modules. It is composed of a feature extraction block and a
pose estimation block shown in Figure 2. We introduce a super-resolution
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Fig. 2: Proposed architecture. The super-resolution block increases the spatial
resolution by a factor of 8x and generates intermediate SR feature maps (S1, S2)
used by the pose estimation block to learn high-frequency features. All losses are
mean square error losses. C1 to C16 are convolution layers grouped together for
better visualization and described below the figure, where c1(n1,n2), c3(n1,n2),
c7(n1,n2) each represent a convolution layer with kernel size 1x1, 3x3, 7x7 and
padding 0, 1, 3, respectively. Parameters n1 and n2 are the numbers of input and
output channels and all convolution layers are followed by RELU non-linearity.
block, which does not only increase the spatial resolution but also generates
super-resolution (SR) feature maps (S1, S2). These intermediate feature-maps
contain high-frequency details, which are lost during the low-resolution (LR)
image generation process and used in the pose estimation block for better lo-
calization. The super-resolution block uses a multi-stage design, where each
stage increases the spatial resolution of the features maps by a factor of two using
the pixel-shuffle algorithm [15] (while reducing the number of channels by four).
During training, a complete SR image is generated to compute the auxiliary
loss L HR, which compares the SR image to the ground truth high-resolution
(HR) depth image using the L2 norm. This helps to train the super-resolution
block and refines the input to the SR features block. Note that during train-
ing, errors from the pose estimation are also back-propagated to these blocks.
Furthermore, at test time only LR images are used and no SR images need to
be generated by the network since only the SR feature maps are used.
RTPose was originally developed for color images. Since depth images con-
tain fewer texture details, we have made the architecture more computationally
efficient by reducing the number of iterative refinement stages from five to three.
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The network uses two separate branches, one for keypoint localization and an-
other to compute part affinity maps [2]. In our architecture, these two branches
consume the 3 types of features (F, S1, S2), where F are the features extracted
from the high-resolution feature maps provided by the super-resolution block.
The final skeleton is generated from the part affinity and keypoint localization
heatmaps using the bipartite graph matching algorithm presented in [2]. Losses
in the pose estimation network are used as in [2], but now take the input from
the SR feature maps (S1, S2). At each stage t, two L2 losses L Bt and L Ct
are computed from the predicted part affinity/keypoint localization heatmaps
(Bt/Ct) and the ground truth heatmaps (B∗/C∗). All the L Bt and L Ct losses
are summed together to form the pose estimation loss L P. Finally, the total loss
is the sum of L HR and L P. We have chosen to weigh both terms equally as
we observe that their magnitudes are similar. The complete network is trained
end-to-end jointly for both super-resolution and pose estimation.
2.2 Ground-truth generation
In the literature, authors have either used manually annotated or synthetically
generated datasets to train for HPE on depth images. Manual annotations can
be expensive and time-consuming, and synthetic annotations are difficult to gen-
erate due to the constraint of realistic rendering and do not always generalize
well to real scenarios. Therefore, we use an alternate approach to generate an-
notations. This approach is based on the observation that the RGBD cameras
capture synchronized color and depth streams, and recent HPE methods trained
on the COCO dataset [9] work remarkably well on the color images. Therefore,
we use detections from the color images to train the model for the depth images.
To facilitate this approach, we collected an unlabeled RGBD dataset containing
synchronized 80k color and depth images captured in the OR during real sur-
gical procedures. Then, we used the state-of-art person detector Mask-RCNN
[7] and a single person pose estimator MSRA [19] on color images to generate
detections. We filter out the false positives and retain high-quality detections
in both the stages using thresholds selected from the qualitative results on a
small set of images. This approach generates pseudo ground truth automatically
without using any human annotation efforts. It is therefore scalable and can be
deployed to any facility. For human pose estimation, we choose here a two steps
method based on Mask-RCNN and MSRA for their state-of-the-art performance
on the public COCO dataset. Note that such a two-step method would be less
convenient to use in our approach, due to the large architectures involved and
the fact that super-resolution would need to be integrated into both.
3 Experiments and Results
Training setup: We use the dataset of 80k images and the pseudo ground
truth described in Section 2.2 for training. It contains 20k images from four
categories, where each category includes images with one, two, three and four
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or more persons. We split the dataset into 77k training and 3k validation im-
ages. When downsampling the images to sizes 80x60 and 64x48, we use bicubic
interpolation. To generate pseudo ground truth, we use a threshold of 0.7 in
the person-detector stage and then select the skeleton if at least 4 keypoints are
detected with a score greater than 0.35. We use PyTorch deep learning frame-
work in our experiments. The depth images are normalized in the range [0, 255]
and we train our networks using the stochastic gradient descent optimizer with
a momentum of 0.9. The initial learning rate is set to 0.001 with a step decay
of 0.1 after 12k iterations and each model is trained for 32k iterations with a
batch size of 12. We use the pre-trained weights from the authors of RTPose to
initialize the pose-estimator networks. Note that these weights were originally
obtained using the color images from the COCO dataset. For the layers that
have been modified in the pose-estimation network and contain a larger number
of channels (e.g. to accommodate S1 and S2), we repeated the same weights and
perturbed them by a small random number. The weights of the super-resolution
network are initialized using orthogonal initialization [14].
Testing setup: We evaluate our method on the publicly available depth images
of the MVOR dataset [17], which contains images of size 640x480 captured in an
OR from 3 different viewpoints during actual clinical interventions. The train-
ing dataset comes from the same environment and camera setup but contains
data captured on different days. During testing, we use the flip-test, namely
average the original heatmaps with the heatmaps obtained after flipping the
images horizontally to refine the predictions. We use the percentage of correct
keypoints (PCK) [20] as an evaluation metric, which is widely used to measure
the localization accuracy of the detected skeletons in multi-person scenarios.
3.1 Results
We show our results in Table 1. RTPose 640x480, RTPose 80x60, and RTPose 64x48
are baseline RTPose models that do not use any super-resolution and are trained
on 640x480 (full-size), 80x60, and 64x48 size depth images, respectively. These
RTPose variants are the original models modified to take a 1-channel input.
The degraded 80x60 and 64x48 images are resampled to the original size using
bicubic interpolation to match the input size of the network. DepthPose 80x60
and DepthPose 64x48 are our proposed networks directly trained on 80x60 and
64x48 low-resolution images. Results show that the DepthPose 64x48 network,
which uses 10x downsampled images, performs on par with the baseline trained
on full-size image. Accuracy is improved by over 6.5% compared to the baseline
RTPose 64x48. DepthPose 80x60 performs even better than RTPose 640x480
(an interesting fact also observed in [4] in the context of activity classification)
and is 3.6% better than RTPose 80x60.
We have also evaluated the quality of the pseudo ground truth by running the
Mask-RCNN and MSRA models on the color images from MVOR. The resulting
PCK value is 76.2, showing that there still exists a gap of around 9% to be filled
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Head Shoulder Hip Elbow Wrist Average
RTPose 640x480 82.9 82.2 57.0 68.5 42.8 66.7
RTPose 80x60 81.1 80.0 54.7 65.3 37.3 63.7
RTPose 64x48 77.8 76.4 52.9 60.7 32.0 60.0
DepthPose 80x60 84.3 83.8 55.3 69.9 43.3 67.3
DepthPose 64x48 84.1 83.4 54.3 69.0 41.4 66.5
SR+RTPose 80x60 83.5 82.7 54.1 68.1 40.5 65.8
SR+RTPose 64x48 82.5 81.3 51.0 66.3 37.8 63.8
Table 1: Results of our proposed method (DepthPose) compared to the baselines
(RTPose and SR+RTPose) for different image resolutions.
between the depth and color images. This may also explain the improved results
of DepthPose 80x60 model, which takes advantage of an improved architecture
compared to the full-size RTPose 640x480 model. Figure 3 shows some qualita-
tive results of the DepthPose 64x48 model. Additional qualitative comparisons
are available in the supplementary material.
Comparative study without SR feature maps: We also experiment to
better understand the effect of using super-resolution. Instead of giving to the
baselines RTPose 80x60 and RTPose 64x48 images that are up-sampled with
bicubic interpolation, we feed and train these networks with images up-sampled
separately using a super-resolution network. The super-resolution network cor-
responds to the super-resolution block trained independently using loss L HR.
We observe in Table 1 that this procedure (SR+RTPose) improves the overall
accuracy, but yields result inferior to DepthPose by 1.5% and 2.7% for 80x60
and 64x48 images, respectively. This shows that the use of intermediate SR fea-
ture maps in the pose estimation network helps to better localize keypoints.
Also, SR+RTPose has the disadvantage to explicitly generate super-resolution
images, the privacy compliance of which would need to be considered.
4 Conclusion
In this paper, we present an approach for high-resolution multi-person 2D pose
estimation from low-resolution depth images. Our evaluation on the public MVOR
dataset shows that even with a 10x subsampling of the depth images, our method
achieves results equivalent to a pose estimator trained and tested on the original-
size images. Furthermore, we show that by exploiting high-quality pose detec-
tions on the color images of a non-annotated RGB-D dataset, we can generate
pseudo ground truth for the depth images and train a decent OR pose estimator.
These results suggest the high potential of low-resolution images for scaling up
and deploying privacy-preserving AI assistance in hospital environments.
8 Srivastav et al.
Fig. 3: Qualitative results of the DepthPose 64x48 model on a 64x48 LR depth
image with 3 persons. Ground truth is overlaid on the color images for better
visualization.
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*** Supplementary Material ***
The pictures below show additional qualitative results of our proposed mod-
els, namely DepthPose 80x60 and DepthPose 64x48, w.r.t the baseline models
RTPose 640x480, RTPose 80x60, and RTPose 64x48. We also show the ground
truth (GT) on color images for better appreciation of the qualitative results.
These results show that DepthPose 80x60 and DepthPose 64x48 perform better
for removing false positives and spurious detections and improve the part local-
ization (see red and green arrows in the figures).
(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 4
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(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 5
(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 6
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(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 7
(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 8
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(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 9
(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 10
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(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 11
(a) RTPose 640x480 (b) RTPose 80x60 (c) RTPose 64x48
(d) GT (e) DepthPose 80x60 (f) DepthPose 64x48
Fig. 12
