Time-series culture conditions. Fermentations were carried out as in [1] , see Methods in main text.
Culture conditions: Gel-shift Protocol. For EMSA studies S. coelicolor M145 wild-type spores were each inoculated in 200 ml of S-medium (peptone, 4 g/l, yeast extract, 4 g/l, K 2 HPO 4 , 4 g/l, KH 2 PO 4 , 2 g/l, glycine, 10 g/l, glucose, 10 g/l, MgSO 4 , 0.5 g/l; [2] ), glutamate depletion medium (Na-glutamate, 15 g/l; glucose, 40 g/l; MgSO 4 , 2.0 mM; phosphate, 9.2 mM; trace element solution [3] ; pH 7.0), and phosphate depletion medium (Na-glutamate, 55.2 g/l; glucose, 40 g/l; MgSO 4 , 2.0 mM; phosphate, 4.6 mM; supplemented minimal medium trace element solution [3] ; pH 7.0) and incubated for 3 days in 500-ml Erlenmeyer flasks with steel springs on an orbital shaker (180 rpm) at 28 o C. 50 ml of the preculture were harvested by centrifugation for 10 min at 5000 rpm and were washed two times with the respective main culture medium. Cells were then transferred to 400 ml of the respective main culture medium and incubated in 1-l Erlenmeyer flasks with steel springs for 4 days at 28 o C on an orbital shaker (180 rpm). 50 ml culture samples were taken for several time points (8 h, 24 h, 42 h, 48 h, and 72 h). Cells were harvested by centrifugation at 5000 rpm and 4 o C for 10 min and disrupted by using French press (American instruments) with two consecutive passages at 1000 p.s.i. Cell debris were harvested by centrifugation at 10000 rpm and 4 o C for 20 min and cell lysates were extracted for EMSA studies.
Motif Prediction and Enrichment Analysis
To find binding sites throughout the genome, we used a method originally developed in [4] which finds statistically over-represented dyad-type motifs. The motif detection pipe-line consists of the following four steps [5]:
1. Identification of over-represented dyads: The significance of a dyad D is calculated as followed: the expected number of occurrences of dyad D under an independence model is calculated using the total number of occurrences of two words W 1 and W 2 , i.e. n(W 1 ) and n(W 2 ) respectively,
where, L ef f (M ) = r (L(r) − L(M ) + 1) is the number of independent positions in the upstream genome sequence data where a motif M of length L(M ) can be placed. The summation index r runs over regulatory regions of all genes, each with a length L(r). Given this expected number of occurrences y(D) and assuming occurrences are Poisson distributed (independent), a P -value (probability of observing n(D) or more occurrences) can be assigned to dyad D by,
A dyad is considered significant if P < 1 N d where N d is total number of dyads examined. In our experiments we used dyads with word lengths of 4 and 5 (i.e. words W 1 , W 2 are of lengths 4 or 5) and sequence data comprising up to 300 bases upstream of the predicted translational start codon.
Clustering of Significant Dyads: Statistically over-represented dyads found in step
1 might represent different overlapping versions of the same underlying sequence motif; hence they are clustered using the method employed in [5] 3. Building the Motif Models and Predicting Regulatory Sites: For each dyad cluster found in step 2, a list of intergenic sequence matches is compiled. An ungapped multiple alignment is built for each dyad cluster using ClustalW [6] . These alignments are used to build a hidden Markov model HMM for each dyad cluster (a putative motif) using HMMER (http://hmmer.wustl.edu/) software. Then using this model, the entire genome sequence was searched and the corresponding hits listed for each motif model using HMMER software with a default score of 10.
4. Parsing the Output: Genome wide matches found for all the motifs in step 3 are parsed using a user-provided threshold applied to the score.
We further modify this motif level content of genes to the operon level, i.e., we count the hits of motifs in operons rather than individual genes and associate the motif to all genes in the operon. We use the operons defined for S. coelicolor by Charaniya et al. [7] .
Enrichment of Motifs in Differentially Expressed Genes
Applying the above motif search to S. coelicolor yielded in excess of 2000 motifs. To restrict to informative motifs, i.e. those with an explanatory capacity for the experimental data, we filtered to those motifs that are significantly enriched in the active sets of genes in our experimental data. Specifically, for each time course experiment we identified the differentially expressed (DE) genes (≃ 1000 genes for each time series) and grouped these genes into clusters with similar expression patterns. We then determined those motifs that are significantly enriched in the sets of DE genes, or the respective clusters, in a two step process as as follows:
1. For a motif m, we denote by N m the total number of unique operon hits and by K m the number of hits within these N m operons which are in the DE set (or a cluster respectively). Under the hyper-geometric model (describing the number of successes without replacement), a P-value can be calculated for each motif, i.e., if X m denotes the hits for motif m, then the probability of having more than K m counts in DE is:
where P (X m = i) is the probability of i hits under the hypergeometric model. The enrichment ratio for individual motifs can be calculated with respect to a specific set of genes, i.e., enrichment ratio for motif m (E m ) in DE is simply the observed counts of motif m in DE divided by the expected number of counts in that set.
2. Since we are testing a large number of motifs simultaneously, we need a multiple testing correction. We use a Benjamini and Hochberg correction ( [8] ) for controlling the false discovery rate as follows: rank the list of P-values corresponding to the T motifs (or in other words the T hypotheses that we are testing), i.e., order P 1 ≤ P 2 ≤, ..., ≤ P T , with P i the P-value of null hypothesis H i . For a given q-value q * , let k be the largest i for which P i ≤ i T q * . Then reject all null hypotheses H i , i = 1, 2, ..., k. For the DE set of genes on TS1, Fig 
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Comparison of P−values and Q−values
A Factor Model: Integrating Motif and Expression Data
We used a factor model to describe the constrained relationship between the expression data of N genes across M time points and the L binding motifs. In matrix form this is given by
where (we use lower-case for elements of matrices) e it is the expression of gene i, p jt the (unknown) activity of TF j both at time t, a ij the control strength of the transcriptional regulator through motif j on gene i, and γ it Gaussian noise, assumed homogeneous in time. Connectivity is restricted by the requirement for the presence of the motif in a gene's upstream region, i.e. a ij is zero if there is no motif j in the upstream regions of gene i. To allow for false positives in the motif search, or inactive binding sites, we parametrise the active regulatory network connectivity by Z, i.e. z ij = 1 if TF j regulates gene i. Thus, a ij = 0 if z ij = 0, and z ij can only possibly be 1 if there is a binding site for motif j upstream of gene i (or the operon containing gene i). This describes a two-layered bipartite regulatory network, Fig 
Parameter Inference using a Markov chain Monte Carlo (MCMC) algorithm
We use a Bayesian methodology for the inference of the model parameters, i.e. A, P , noise variance σ 2 i as well as the network structure/connectivity (the Z matrix). The prior on the network structure is provided by the binding site data (z ij can only be non zero if there is a binding site for motif j in the operon containing gene i) while for the rest of the parameters a conjugate prior ( [9] ) is appropriate. This model has an identifiability issue; however provided the constraints due to the presence of the binding motifs impose sufficient sparseness on the potential network the remaining symmetry is highly restricted and, importantly, fixes the identity of the motifs explicitly through the effects on their targets, i.e. there is no interchangeability symmetry, [9, 10] . We found no evidence that this was not true for our data/selected motifs.
We choose weak priors apart from the network topology (which is highly constrained by the binding site data). These are given as follows,
• P : Each p jt is considered a priori independent with distribution N (0, σ 2 p ). • A: The connectivity matrix A is constrained by the network topology, i.e., a ij = 0 if z ij = 0. A Gaussian priori is imposed on the non-zero entries, i.e. a ij z ij =1 ∼ N (0, σ 2 a ). We follow the recommendations made in the earlier work [9] and use an informative prior on P i.e., σ p = 1 and uninformative prior for A (σ a = 100). This removes the rescaling symmetry (non-identifiability) since only products a ij p jt are meaningful.
• Noise Precision σ −2 i : We use a Gamma distribution prior, Γ(α i , β i ) with parameters values appropriate for a weak prior, α = 0.9, β = 0.01. This is much broader than the posterior on our data, Fig. S-4 , confirming it is weak.
The posterior distribution of the model parameters is sampled using an MCMC methodology. We exploit the conditional independence structure among our parameters by using a collapsed Gibbs sampler. The following conventions are used, [9] :
is the vector of non-zero elements of a corresponding to z ij = 1 in the current state.
• Let P be a vector with the number of rows equal to the number of elements of vector z. Then P [z] is the sub-vector obtained by selecting the rows of P corresponding to non-zero elements of z.
• If the matrix A has same dimension as Z, then A Z is identical to original matrix A except that all its elements corresponding to zeros in matrix Z are also zero, i.e.
The conditional distributions of the model parameters are given by,
where we define the following matrices: I is the identity matrix and
In the conditional for Z in equation 5 variable A is integrated out (the collapsing step); the resulting conditional distribution for Z is independent of A.
M-H step within Gibbs for Z-Update
The original work [9] used a Gibbs update for the topology Z which required a computationally expensive normalisation across all possible topologies. We found this to be unworkable on our data. We therefore imposed a local M-H move Z by restricting moves to within a certain Hamming distance, typically up to 3 changes. Given the current Z state, we choose surfaces of Hamming distances 1, 2 and 3 around the current state and a new state Z ′ is selected from the associated ball, Fig. S-3 . Specifically, the proposed state Z ′ is drawn from the normalised conditional distribution p(Z ′ |P, σ 2 ) of equation 5 restricted to the ball around the current state, B(Z), of Hamming distance d. The normalization constant for the B(Z) is given by,
where P (Z ′ ) denotes the right hand side of equation 5. 
Finally, the acceptance probability of the new state Z ′ is given by the MH ratio:
Convergence Issues: Metropolis Coupled MCMC
The MC only samples the desired posterior distribution if it has converged [11] . However, as is often the case with high dimensional MCMC algorithms that explore a network topology, the network variables (Z) have poorer mixing than the rest of the variables in the MC, i.e., the burn-in and sampling times may be unrealistically long for 'large' networks. This problem is largely caused by the presence of a few motifs with large numbers of hits in the genome (possibly a result of the high GC content of S. coelicolor and the presence of a high fraction of false positives in the binding sites data). To deal with these issues, we implemented a MCMC methodology that handles this type of mixing problem, specifically Metropolis coupled MCMC, originally proposed in [11, 12] . MCMCMC has been used in other biological inference problems, e.g. [13] . This method runs multiple parallel Markov chains, some of which are 'heated' (i.e., the likelihood is raised to some power) which flattens the landscape and hence the chain has a reduced tendency to get trapped in local minima as compared to normal ('unheated' or 'cold') chain. These chains are allowed to attempt a swap of states periodically during the runs, and in this way the cold chain, through successive exchange with hotter chains, explores with greater efficiency the distribution resulting in improved convergence and mixing properties. Similar to [13] , we use M Markov chains with associated temperatures θ i for chain i, where i labels the chains, i = 1, ..M , in an incremental fashion so that the first chain (i = 1) is always the cold chain from which the samples of the posterior are drawn. The temperature for chain i is θ i = 1/ [1 + ∆T · (i − 1)] where the parameter ∆T > 1 is chosen to give a swap acceptance rate between 20% to 60%.
For chain i at temperature θ i we raise the likelihood to the power θ i . Given the form of our conditional posteriors in equations 5, this task amounts to a transformation of σ i to σ i /θ in the conditionals for the parameters Z, A, and P while for σ 2 i , the conditional distribution parametersα andβ are altered to,
The rate of chain exchange must be correctly balanced so that the cold chain converges to the desired posterior. This is achieved as follows, [13] . Define the full posterior P (ψ|E) ∝ L(ψ|E) · π(ψ) where ψ = (Z, A, P, σ 2 ) is the parameter set in our model and L(ψ|E), π(ψ) are the likelihood on data E and prior respectively. For the heated chain the corresponding posterior is ∝ [L(ψ|E)] θ · π(ψ). Then the acceptance rate for exchanging the states ψ i , ψ j of the chains i, j, temperatures θ i , θ j is given by the MH ratio,
since the priors cancel.
Convergence Monitoring
We employed multiple chains to confirm convergence. We found that when the topology variables converged, typically all the other variables had done so for both the MCMC and MCMCMC algorithms. A typical run is shown in Fig. S-4 . On our data we used a burn-in of 100 iterations and employed subsampling after every 5 th iteration. Simulations were run until the convergence was reached. 
Supplementary Results
Gel-shift Analysis for Predicted Motifs
To investigate if the predicted motifs are binding to a regulatory effector, DNA fragments containing the predicted binding motif sequences were tested in electromobility shifts assays (EMSAs). Gel-shifts can indicate only that there is a protein binding these sites under the given conditions, but not whether the actual predicted motif is responsible. As such, it is therefore only a preliminary indication that there is a biological significance to the predictions and more sophisticated (and time consuming) methods are needed to prove a direct correspondence.
For the EMSA analyses the S. coelicolor M145 wild-type strain was grown in different culture media (complex S-medium, glutamate depletion medium, and phosphate depletion medium) and samples were taken for different culture time points (8 h, 24 h, 42 h, 48 h, and 72 h) corresponding to the transcriptomic data sets (see above). The different S. coelicolor cell lysates were analysed in standard EMSAs. We designed primers for the different DNA fragments to include only the respective motif but none of the other predicted motif sequences.
We selected 26 of the strongest predictions for testing by gel-sift analysis. We also tested three negative control sequences that did not include any of the motifs. We found evidence of protein binding in at least one of the culture conditions for 5 of the motifs; there was no such shift for any of the control sequences contrSCO4556, contrSCO4752, contrSCO6189 with any of the cell lysates (data not shown). A retarded band was observed ( Fig. S-5 ) upon incubation of SCO3320 with S. coelicolor cell lysates from all media (time point 48 h, 72 h), SCO3945 with S. coelicolor cell lysates from glutamate and phosphate depleted media (time point 48 h, 72 h), and for SCO4562 with all S. coelicolor cell lysates from all time points, SCO6551 with S. coelicolor cell lysates from S-medium (time point 48 h). We also found evidence for binding for SCO0079 with S. coelicolor M145 cell lysate from S-medium (48 h); SCO0079 was a prediction under an earlier analysis for binding Motif 6 but was removed later as the enrichment filtering step was developed, specifically when it was expanded to include an analysis of the clusters. The best shifts were obtained when the culture was 48 h to 72 h old. The specificity of the binding was verified by a 500-fold excess of unlabelled competitor DNA. 
Additional Motifs-regulator Identifications
We discuss here two additional motifs with homologs in E. coli.
Motif 27
Motif 27, (in cluster 2) shows decreasing activity in all time series, but also substantial inhibition at the time of glutamate depletion, TS5. This specific behaviour in TS5 suggests that it is related to respiration collapse and/or nitrogen starvation [14] . A motif sequence comparison using STAMP identifies phoB in E. coli as the best hit for motif 27, p = 5.2e −04 . However, the orthologue of E. coli PhoB is PhoP, [15] for which we have assigned motif 22. This hit is thus clearly coincidental. The next best hits are rpoD18, tyrR, and rpoD15, but these are not sufficiently strong hits to be meaningful.
Motif 51: Analogues of E. coli regulators Zur/Fur
Motif 51 is one of the few motifs in our analysis which shows evidence of being switched off in all the experimental conditions, i.e., all potential links have a posterior probability P (z ij = 1) < ρ j . However, we did find a significant match for the motif to the Zur/Fur family of regulators. These are heavy metal sensitive genes in E. coli, Zur being a zincspecific repressor [16] . Supplementary Fig. S-6 we show the sequence signatures of motif 51, the matching sequence logo of the regulator Zur (STAMP p-value = 5.9e −07 ) as well as the predicted activity profile of motif 51. The lack of a significant signal from its targets is consistent with the lack of zinc starvation. GC content of each motif was calculated using all the exact dyad-matching sequences used to build the motif model. Motifs marked in red (55) were used in the analysis reported in the text, having a GC content less than 75% and a number of hits below 300. Only motifs that are determined to be informative in the transcription data (e.g., enriched in DE, see text) are shown. 
Supplementary Tables as Excel Documents
Following supplementary tables are included with this draft as a separate excel file:
• Table1-AllMotifsTargets: A complete list of all motifs and their targets (with corresponding probabilities for z ij = 1).
• Table2-MotifTargetAnnotation: Motifs and their target genes along with the prior (ρ j ) and posterior probabilities of a motif-gene link. Gene annotation of the target genes is also included.
• Table3-RegulatorsComparisonConsolidated: Includes for each predicted motif(regulator), top five matches among the list of known regulators along with their similarity score and annotation.
• Table4-MotifLocations: A matrix containing locations of binding sites with respect to translation start site for all genes and all motifs in the data set.
• Table5-ClusterTargetCorrelations: Contains tables in one excel sheet (one for each motif activity cluster) for the target overlaps between the motifs in each activity cluster. Each table entry corresponds to the proportion of common targets (defined as those having posterior P (z ij = 1) > ρ j )) among the motifs k (row) and j (column) relative the number of targets of motif k.
• Table6-Cluster7MotifMEME: Lists of the targets of activity cluster 7 (PhoP related) along with their PHO box matching sequences, found using MEME.
• Table7-GelShifsAnalysis: Two tables, containing list of motifs and their target genes tested for experimental verifications, and the list of primers used for EMSA's.
• Table8-ScoRegulatorsAnnotation: list of the possible DNA binding regulators in S. coelicolor with annotation.
