INTRODUCTION
The study of Fanta et al. (2001) investigated the variability of annual river flow of the southern African region. The assessment results may be useful for practitioners to improve water resources planning and management in this region in the future. However, the methodology used by the authors is questionable and the objective of the present paper is to point out some drawbacks in that methodology.
The statistical /-test for assessing the significance of a linear trend or shift in a time series
Let a time series with a linear trend be represented by: X,=p(/-l) + e,.
(i= 1,2,3, ...,«)
and let a time series with a shift or jump be given by:
where p 1 is the slope of a linear trend, u is the magnitude of a shift in an initial time series (e,), and n is the sample size.
The /-test requires a tested series to be normally distributed. Its validity to assess the statistical significance of a linear trend or a shift in mean in a time series is on the basis of normality of a time series (e,) (Hoel, 1954) . Thus, whether or not sample data follow the normal distribution has to be examined prior to applying the /-test to assess the statistical significance of these two kinds of trends. Fanta et al. (2001) did not report whether or not the tested river flow series can be represented by the normal distribution.
Annual river flow series probably do not follow the normal distribution. In such cases, nonparametric statistical tests, such as the Mann-Kendall test (Mann, 1945; Kendall, 1975) and the Mann-Whitney test (Mann & Whitney, 1947) , are commonly applied to assess the statistical significance of trends. The former is for detecting a monotonie trend and the latter for identifying a shift in mean or median in a time series. Comparing to the parametric ?-test, nonparametric tests are more suitable for non-normal data and censored data (Helsel & Hirsch, 1988; Hirsch & Slack, 1984) . The examples using the Mann-Kendall test for detecting monotonie trends in hydrological time series may be found in Hirsch & Slack (1984) , Burn (1994) , Burn & Hag Elnur (2002) , Lettenmaier et al. (1994) , Gan (1998) , Lins & Slack (1999) , Douglas et al. (2000) , Zhang et al. (2001) , Yue et al. (in press) , and others. The MannWhitney test for detecting a shift in mean or median in hydrological time series has been applied in works of McCuen & James (1972) , Lazaro (1976) , Lettenmaier (1976) , Helsel & Hirsch (1988) , Kiely (1999) , Kiely et al. (1998) , Yue & Wang (2002a) . Some other statistical tests can be seen in Mahé et al. (2001) .
Sample size
The sample size or record length («) of the annual runoff time series used by Fanta et al. (2001) ranges from 15 to 52 years. The West was applied to assess the significance of a trend in each of the time series, and the assessment results were pooled together to infer a general tendency of trends in these river flow series. This statistical inference is inaccurate, as the power of a statistical test is significantly affected by sample size . The power of a test is the probability of correctly rejecting the null hypothesis of no trend when the null hypothesis is false. To illustrate this point, a simulation technique was applied to generate 5000 normally distributed data (e,) with mean 1.0 and standard deviation 0.5 and with sample size n = 15 (10) 55 (i.e. n ranges from 15 to 55 by an increment of 10). Then a linear trend with slope (3 = -0.05 (0.01) +0.05 is superimposed on each of the generated series as given in equation (la). The ^-statistic of each generated series can be estimated by:
in which (3 and s, are, respectively, the estimate of slope and its standard deviation (see Fanta et al., 2001) . The power or rejection rate of the test corresponding to each given slope can be computed by:
where N* is the number of the Mest statistics t that fall in the critical region {t < t a/2 , " -2 or t < t\ _ aJ2 , ,,-2}', N is the total number of the simulated series (= 5000); a represents the pre-assigned significance level; t a j2,«2 and t\.... a j2,"-2 are the upper and lower critical values corresponding to the given a for the two-tailed test, respectively. This simulation study sets the significance level to be 0.05. The power-slope curves corresponding to given sample size n = 15 (10) 55 are displayed in Fig. 1 . It is evident that the power of the test to detect the existing trend is significantly influenced by sample size or record length. The larger the sample size, the more powerful the test. For the Mest to detect a shift in mean, the similar observation can be obtained. Therefore, the assessment results of time series with different record length should not be put together to infer a trend tendency within these time series.
Impact of serial correlation on the test results
The Mest also requires a time series (e,) to be serially independent. The existence of serial correlation in time series will affect the ability of the test to correctly assess the significance of trends (Lettenmaier, 1976; von Storch, 1995; . To illustrate the effect of serial correlation on the test, a lag-one autoregressive process (AR(1)) is generated, which is frequently encountered in hydrology. Various series with different lag-1 serial correlation coefficients (pi) are generated by:
where \i is the mean of <?,, e, is the white-noise process with mean Ue = 0 and variance a 2 = cr(l-p 2 ) in which rj~ is the variance of e,. The simulation generated 5000 time series of AR(1) processes using equation (4) for each sample size (n = 15 (10) 55) with different given p, = -0.9 (0.1) +0.9 for \i = 1.0 and a = 0.5. The t-test statistic t for each series was computed using equation (2). At the significance level of 0.05, the rejection rate of the test was computed by equation (3). possibility of rejecting the null hypothesis of no trend while it is actually true. In contrast, the existence of negative serial correlation decreases the probability of rejecting the null hypothesis of no trend while it may be false. The studies of , and Yue & Wang (2002a,b) addressed the procedures for modifying the influence of serial correlation on statistical tests for trend detections. Fanta et al. (2001) applied Fisher's test to assess the significance of serial dependency of each of 502 annual river runoff series at the significance level of 0.05. Of the 502 flow series, 238, which cover 72% of the total area of 502 river basins, indicate significantly serial correlation. To assess the significance of trends in these serially correlated river flow series correctly, the impact of serial correlation on the test should be taken into account. Fanta et al. (2001) did not consider the influence of serial correlation on their test results.
