Given a formula Φ in r variables, some of them quantified and/or occurring as arguments in trigonometric functions, we consider in this paper the problem of finding a quantifierfree formula equivalent to Φ.
Introduction
The quantifier elimination (QE) problem is the following: given a formula with polynomial equations and inequalities and quantifiers, construct an equivalent formula (i.e. a formula with the same solution set over R) without quantifiers. It has been observed that a broad range of problems in mathematics, computer science, engineering and industrial computations can be reduced to the QE problem (see Loos and Weispfenning, 1993; González-Vega, 1998; Hong, 1996; Dorato et al., 1997; Hong, 1997; Weispfenning, 1997) .
The first algorithm which is practically useful has been given in Collins (1975) , with improvements described in Arnon et al. (1988) , Arnon and McCallum (1982) , Collins (1998) , Collins and Hong (1991) , Collins and Johnson (1989) , McCallum (1988) , Brown (1996) , and Brown (1999) . Other algorithmic approaches are described in Renegar (1992) , Weispfenning (1998) , Dolzmann and Sturm (1997) , and González-Vega (1998) .
Many applications, especially in mechanical engineering and in numerical analysis (see Gózalez-López and Recio, 1993; Liska and Steinberg, 1993; Jirstrand, 1997) , lead to QE problems with trigonometric functions involved. The general first-order theory of the real numbers with sine and cosine is undecidable: since the zeros of the sine function are precisely the integral multiples of π, one can find Diophantine arithmetic within it, which is undecidable (see also Tarski, 1951) . Fortunately, the formulas occurring in any reasonable applications have a more specific structure: the trigonometric (angle) variables are not intermixed with the other variables, and angle variables do not get multiplied with each other. This particular subclass of formulas is decidable. Actually, there are two well-known methods for decision.
In the first method (see also Gutierrez and Recio, 1998; Hong and Schicho, 1998) , one replaces sin(x) and cos(x) by new variables, say s and c, and adds the condition s 2 + c 2 = 1. Doing this, we end up with a strictly algebraic problem. The disadvantage is that we increase the number of variables (doubling them in the worst case). This has severe consequences for the computational costs.
In the second method (see Liska and Steinberg, 1993) , we express all trigonometric functions in tan(x/2) and then replace tan(x/2) by a new variable. We have to add additional formulas for taking care of the missing point x = π, where this transformation is not defined. We end up with an algebraic problem with the same number of variables. If we want to apply Collins' CAD method to this problem, then we face the following difficulty: Collins' method assumes that the input formula is in prenex normal form. The algebraic formula is not in prenex normal form, even if the given trigonometric formula was. We can re-establish prenex normal form, but only with the costs of additional variables. To be precise, we need to introduce an additional variable for any quantifier of opposite type in the scope of a quantified angle variable. The introduction of new variables has to be done recursively, and the quantifiers of the new variables will contribute to the process. In the worst case, the number of variables can grow exponentially. Thus, this approach is only useful in cases where one can avoid alternation of quantifiers of angle variables.
A variant of the second method is to solve the algebraic problem recursively by eliminating the quantifiers one by one. Again, it is not efficient to do this using Collins' algorithm, because the complexity of the intermediate formulas grows too much. A possible solution to this problem might be to simplify the solution formulas using the CAD algorithm described in Brown (1996 Brown ( , 1999 . However, this does not improve the worstcase complexity bound.
In this paper, we provide another method which is more efficient than the two methods above. Essentially, we follow the second approach, but instead of adding the formulas taking care of the missing π at the logical level, we adapt the projection step and the lifting step in Collins' CAD algorithm. The generated decomposition is not algebraic anymore, since the cells are computed as sets whose boundaries are roots of trigonometric polynomials: we will call it cylindrical trigonometric decomposition. The cylindricity property ensures the validity of an algorithm that evaluates the formula in each cell, reporting the collection of cells over which it is true. The final output will be a quantifier-free formula (involving the initial trigonometric polynomials and some other relations) equivalent to the initial one.
The paper is organized as follows: Section 2 contains a description of the problem, and some theoretical preliminaries and facts that sustain the method. Section 3 contains a detailed description of the algorithm. Section 4 contains its complexity analysis.
Theoretical Preliminaries
We consider here a logical formula in r variables, x 1 , . . . , x r , of the form:
Each of the Θ's is either the existential or the universal quantifier. R is a quantifier-free formula that consists of a set of relations r 1 , . . . , r m connected with logical connectives, (and/or) each relation being of the form:
where rel can be <, >, =, =, ≤, ≥.
Each p i is a trigonometric polynomial, i.e. an expression defined using elementary functions: polynomials, sine, cosine. We will denote by F the set of polynomials occurring in R. A trigonometric polynomial in r variables, with angle variables x i1 , . . . , x i d , algebraic variables x j1 , . . . , x j r−d , and coefficients in K, K being one of Z, Q, or R, is an element of the ring
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Note that this definition is very restrictive: the angle variables are not intermixed with the algebraic variables. Moreover, the arguments of sines/cosines are variables. We believe that this is the most frequent form of such problems. In fact, linear expressions in the angle variables might be allowed as arguments of trigonometric functions, since there are identities that can be used to bring them to the form imposed by this definition.
Problem 2.1. Determine a quantifier-free formula Ψ such that
For formulas involving only algebraic polynomials there exists the celebrated Collins' Cylindrical Algebraic Decomposition (CAD) (Collins, 1975) as a main tool for QE. This algorithm computes a CAD, expressed as a closed formula Ψ, in time:
where r is the number of variables, m is the number of polynomials, n is the maximum degree of any polynomial, norm max is the maximum of the norms of these polynomials, and n at−f is the number of occurrences of atomic formulas in Φ.
Let
Since the trigonometric functions are periodical, for 1 ≤ k ≤ d, the i k th variable can be safely considered only in the interval (−π, π]. An analog of Collins' algorithm for trigonometric polynomials should first compute a cylindrical decomposition of the space I := I 1 × · · · × I r , where:
. . , r. This decomposition will not be algebraic anymore, as the cells are defined by roots of trigonometric polynomials.
We will also use the notation I k := I 1 × · · · × I k , for 1 ≤ k ≤ r. Clearly, the first idea when dealing with such a problem is to try to find a transformation which translates the initial formula into a form with purely algebraic polynomials, and then to apply to the formula thus obtained some tools that are available; subsequently, we may wish to find a reverse transformation, to translate the solution back to the trigonometric setting.
In fact, we can use some simple trigonometric identities for expressing sines and cosines as tangents of half angles, and work with these tangents as new variables: the number of variables remains unchanged. For the formula obtained in this way, Collins' algorithm can be applied, giving a decomposition of R r . The problem is that this decomposition, translated back to the space I, does not contain any point of the form (a 1 , . . . , a r ), where
This observation makes clear that π must be treated with special care. In the following, we describe how to cope with this difficulty. This is, in fact, the theoretical foundation of our method: an adaptation of Colllins' decomposition which takes π into account.
First of all, we need the definition of a cylindrical trigonometric decomposition (ctd) of the space.
For r = 1, -if x 1 is an algebraic variable, a cylindrical trigonometric decomposition of R coincides with the cylindrical algebraic decomposition defined by Collins (1975, Section 3); -if x 1 is an angle variable, let −π < β 1 < · · · < β ν = π be roots of trigonometric polynomials; then D is a sequence S 1 , . . . , S 2ν , where
• S 1 = (−π, β 1 ), and
Let r > 1, and let D r−1 = (S 1 , . . . , S µ ) be a ctd of I 1 × · · · × I r−1 ;
-if x r is an algebraic variable, a ctd of I r is defined as in Collins' recursive definition, except that the base decomposition (D r−1 ) might be trigonometric; -if x r is an angle variable, for 1
, where
If F is a set of trigonometric polynomials and S is a ctd of I, F is sign invariant on S if every polynomial in F has constant sign on each cell of S.
A first step in a QE algorithm based on the cylindrical decomposition of the space would be to compute a ctd which is sign invariant with respect to the polynomials in F . In the algebraic case, Collins' method does this by first computing a decomposition of R r−1 , and then, for each cell c in this decomposition, the cylinder c × R is split into cells by the roots of polynomials in F . This is only possible if these roots are delineable on c (see Collins, 1975, Section 2 ). An adaptation of this notion is trigonometric delineability described below. If x r is an algebraic variable, the notion of delineability of the roots of a trigonometric polynomial f over a connected set c ∈ I r−1 is identical to the definition given by Collins (1975) .
If the rth variable is an angle variable, we have the following definition.
Definition 2.2. (Trigonometric Delineability) Let f (x 1 , . . . , x r ) be a trigonometric polynomial, r ≥ 2, and c a subset of I r−1 . We say that the roots of f are delineable on c and g 1 , . . . , g k , k ≥ 0, delineate the real roots of f if the following conditions are satisfied:
(1) There are m ≥ 0 positive integers e i such that if (a 1 , . . . , a r−1 ) ∈ c, then the univariate trigonometric polynomial f (a 1 , . . . , a r−1 , x) has exactly m distinct roots, with multiplicities e 1 , . . . , e m (here the multiplicity is seen in the analytical sense).
. . , a r−1 ) ∈ c, b ∈ I r and f (a 1 , . . . , a r−1 , b) = 0, then there exists i between 1 and k such that b = g i (a 1 , . . . , a r−1 ).
Note that g k−1 should be less than π on c. Now, for F = {p 1 , . . . , p n }, we say that the roots of polynomials in F are delineable on c if the roots of n i=1 p i are delineable on c. In order to compute a decomposition D r−1 of I r−1 into cells over which delineability holds, a set F of (r − 1)-variate polynomials is generated, such that sign-invariance of F on D r−1 implies delineability of roots of polynomials in F on each cell c ∈ D r−1 . The set F is constructed from F using subresultants and discriminants (see Collins, 1975) , applying some projection operators. In the following, we denote by Proj and AProj the projection and, respectively, augmented projection operators defined by Collins; for their formal definition, we refer to Collins' (1975) paper.
In the trigonometric case, if the rth variable is algebraic, these projection operators can be applied without any change. Moreover, we have the following result.
Theorem 2.1. (Algebraic Delineability) Let F be a set of polynomials in r variables and x r an algebraic variable. If Proj(F ) is sign-invariant on c ⊂ I r−1 , then the roots of F are delineable on c.
We do not give a complete and formal proof of this theorem here, but rather we refer to Collins (1975, Theorem 5) . The only change in the hypotheses is the fact that the polynomials we are dealing with are trigonometric, not algebraic. However, even for these kinds of polynomials, the arguments given in the proof of Collins' Theorem 5 remain valid. The same is true for the series of statements given in the same paper as theoretical preparations for the theorem.
If the rth variable is an angle, these operators cannot be applied anymore. We define some special projection operators for this case; but first we need to define the notion of tangent transformation.
It is known that, if x = π, the following identities hold:
In fact, they are also valid for x = π, but here they are computed as limits of the corresponding functions. Now, tan x 2 is a very nice-behaving function. It is a bijection from (−π, π) to R, thus invertible. It is continuous, and strictly increasing. Now let p be a trigonometric polynomial, and k be the index of an angle variable that occurs in p; we denote by tan k (p) the polynomial in x 1 , . . . , x k−1 , t k , x k+1 , . . . , x r , obtained from p in the following way:
(1) replace the trigonometric functions in x k with their expressions in terms of tan This transformation can be extended to sets of polynomials, atomic formulas, quantifier-free formulas and quantified formulas in a natural way. It can be seen as an operator that takes as input a formula Φ defined on I and outputs a formula Φ defined on I = I 1 × · · · × I k−1 × R × I k+1 × · · · × I r (the kth variable of Φ is algebraic). We will call it a tan transformation, and use it to translate the data from the trigonometric setting into an algebraic form.
By the bijectivity of tan(
x 2 ) as a function from (−π, π) to R, it follows that any cylindrical decomposition of the space
can be transformed into a cylindrical decomposition of R r and vice versa. Therefore, if we have a decomposition of R r , we can compute the corresponding decomposition of the trigonometric subspace with an appropriate reverse transformation.
Let c be a cell in a cylindrical algebraic decomposition, described by a quantifier-free formula, and let t k be a variable that occurs in this formula. We denote by rev-tan k (c) the formula in x 1 , . . . , x r obtained in the following way:
(1) replace every occurrence of t k with sin(x k ) 1+cos(x k ) ; (2) do all the computations and eliminate the denominators (since they are of the form (1 + cos(x k )) m , thus always positive for x k = π).
Let x r be an angle variable. By tan-transforming F with respect to x r , we obtain a set of polynomials algebraic in the last variable. We relate the delineability poperties of F and tan r (F ).
Lemma 2.1. (Direct Delineability 1) Let F be a set of trigonometric polynomials in r variables, x r an angle variable, and c a cell in the ctd D r−1 . If the roots of F are delineable on c, then tan r (F ) is delineable on c.
Proof. Let π < g 1 < · · · < g ν = π be the functions in r − 1 variables that delineate the roots of F , as in Definition 2.2. The functions g 1 , . . . , g ν−1 describe all the roots of F on c, except, maybe, π. By the bijectivity of the tangent of the half angle, for a point a ∈ c and a polynomial p ∈ F , p(a, g i (a)) = 0 iff tan k (p)(a, tan gi(a)
2 ) = 0, for 1 ≤ i ≤ ν − 1. Since the tangent transformation preserves the multiplicity of a root of a function, a simple check shows that tan gi 2 , for i ≤ i < ν, delineates the roots of tan k (F ). 2 Now let F | [xr=π] denote the set of polynomials obtained by substituting π for x r in F .
Lemma 2.2. (Direct Delineability 2) Let F be a set of trigonometric polynomials in r variables, x r an angle variable, and c a cell in the ctd D r−1 . If F is delineable on c, then F | [xr=π] is sign-invariant on c.
Proof. Let π < g 1 < · · · < g ν = π be the functions in r − 1 variables that delineate the roots of F , as in Definition 2.2.
Suppose that F | [xr=π] is not sign-invariant on c; then there exist a polynomial p ∈ F and a 1 , a 2 ∈ c such that p(a 1 , π) < 0, p(a 2 , π) ≥ 0. Since p is continuous, by the intermediate value theorem there is 0 < α ≤ 1 so that, for b = γ(α), we have p(b, π) = 0; here we have denoted with γ a curve defined on [−1, 1] with values in c, so that γ(0) = a 1 and γ(1) = a 2 . The connectivity of c ensures the existence of such a curve. From this we deduce that p(a 1 , π) = 0, which contradicts our assumption. 2 These two lemmas suggest that a projection set for F should contain at least a projection set for tan r (F ) and F | [xr=π] , when x r is an angle. The following lemma shows that these two sets are sufficient.
Lemma 2.3. (Reverse Delineability) Let F be a set of trigonometric polynomials in r variables, x r an angle variable, and c a cell in the ctd D r−1 . If:
• tan r (F ) is delineable on c, and
then F is delineable on c.
Proof. Let f 1 < · · · < f ν−1 be the functions in r −1 variables that delineate the roots of tan r (F ), as in Definition 2.2. We use again the argument of the bijectivity of the tangent of the half angle to deduce that the functions g i := atan
is either a root of F for all a ∈ c, or no polynomial in F has it as a root, for any a ∈ c. 2
We can give now the following definition. 
Here F | [xr=π] denotes the set of polynomials obtained by substituting π for x r in F .
Theorem 2.2. (Trigonometric Delineability) Let F be a set of polynomials in r variables, with x r an angle variable. If Proj T (F ) is sign-invariant on a connected subset c of I r−1 , then F is delineable on c.
Proof. If x r were an algebraic variable, Theorem 2.1 would ensure the delineability of the roots of F on every cell of D. Since x r is an angle, we try to transform the problem to the algebraic case. Let c be a connected cell in I r−1 and consider the set of polynomials tan r (F ); they are algebraic in the rth variable. Since Proj T (F ) contains their algebraic projection, by Theorem 2.1 their roots are delineable on c.
The particular expression of the trigonometric projection operator ensures the signinvariance of F | [xr=π] on c. This means that we have the assumptions of Lemma 2.3, therefore F is delineable on c. 2
The following theorem is a direct consequence of Theorems 2.1 and 2.2. Note that a similar theorem cannot be given for the augmented projection, since in general tan r (p ) = (tan r (p)) . However, the trigonometric augmented projection, as in Definition 2.3, ensures the individual delineability of each derivative of polynomials in tan r (F ), if x r is an angle variable. Thus, in the lifting phase, a description of the functions f 1 , . . . , f ν−1 , as in the proof of Theorem 2.2, can be computed; applying atan to these functions, one obtains a description of the roots of F .
The notions of sample points and cylindrical samples have the same definitions as in Collins (1975) ; the only difference is that, instead of algebraic polynomials, we should use trigonometric polynomials.
The Algorithm
The algorithm is very similar to Collins' QE by cylindrical algebraic decomposition (Collins, 1975) . The first phase is the computation of a ctd of the space of free variables, together with a cylindrical trigonometric sample (cts) for the whole space. The second phase consists of evaluating the initial formula in the sample points, and isolating from the ctd the cells in which the formula is true.
The computation of the ctd is done recursively, by eliminating each variable in turn, using projection operators, until a one-dimensional set of polynomials is obtained, and then by computing d-dimensional decompositions from (d − 1)-dimensional decompositions in turn, for 1 < d < f − 1, where f is the number of free variables in the initial formula. The process also carries out the computation of d-dimensional sample points, this time for 1 ≤ d ≤ r.
cylindrically decomposing the space
The algorithm that computes the cylindrical decomposition of the space works recursively. It obtains as input a set F of polynomials in r variables and f , the number of free variables, and returns a symbolic description of a cylindrical decomposition D f of I f and a sample of a cylindrical decomposition D r of I r . D r is sign-invariant with respect to the polynomials in F , and the cells of D f are the geometric projections of the cells of D r .
The first step in the decomposition algorithm computes the projection set of polynomials in F using Proj T (F ) (if f < r) or AProj T (F ) (if f = r), and solves recursively the decomposition problem for r − 1 variables.
At the second step, once the problem is solved for r − 1 variables, the result returned by the recursive call is lifted to the r-variables case. If f < r, only the sample is lifted, otherwise the decomposition is also lifted.
The lifting of the (r − 1)-dimensional cells to r-dimensional ones is done by calling the procedure Define. An exhaustive description of this procedure can be found in Collins (1975) . We give here its specifications:
r-the number of variables; p-a polynomial in r variables; the rth variable is algebraic; b-a sample point of a cell c in a ctd of I r−1 ; p and all its derivatives are delineable on c; Output: φ-a standard definition of the cells in the (r + 1)-dimensional cylinder with base c.
In the lifting phase, if the current variable, x r , is in A, then the symbolic description of the cells of the decomposition is computed by considering the tan-transformed polynomials in F -since Define works only with polynomials which are algebraic in x r . The decomposition thus obtained must be transformed afterwards, using the reverse tan transformation. Moreover, in order to obtain a ctd, we have to add cells of the form (c, π).
It remains to describe how to extend the sample β of the decomposition of I r−1 to the sample β of the decomposition of I r . Let b be a sample point of a certain cell c ∈ D . Each cell in the stack over c will have a sample point of the form (b , b r ). As these cells are defined by the roots of p∈F p, the last coordinates of the cells of even index (these correspond to the roots of polynomials in F ) will be exactly the roots of the equation p∈F p(b , x) = 0. The cells of odd index will have sample points whose last coordinates have intermediate values.
If x r is an angle variable, the sample points obtained as before will have the last coordinate in the algebraic space. Unlike the cell description case, these sample points are not transformed back to the angle space (by substituting 2atan (x r ) for x r ). This seems to be an inconsistency, because the sample points are stored in their algebraic form, and the polynomials that should be eventually evaluated at these points are trigonometric. However, it is easy to handle these evaluations; when a trigonometric polynomial p has to be evaluated at a point b = (x * 1 , . . . , x * r ), for each coordinate x * i d
corresponding to an angle variable, 2atan (x
f -the number of free variables; r-the number of variables; F -a set of trigonometric polynomials in r variables; A-the set of angle variables. Output: D-a ctd of I f ; β-a cylindrical trigonometric sample of I r . begin if r = 1 then if x1 ∈ A then aF := tan1(F ) else aF := F ; compute the isolation intervals for the real roots of polynomials in aF ; using these intervals, generate a decomposition D of R; if x1 ∈ A then apply rev − tan 1 to each cell in D; add the cell "cos(x1) = −1" to D; compute the sample β with respect to aF ; else if f < r then pF := Proj T (F ); f := f ; r := r − 1; else pF := AProj T (F ); f := f − 1; r := r − 1; apply TDecomp to (f , r , pF, A ), yielding (D , β ), where D is a ctd of I r−1 , and β the sample; extend β to a set β of cylindrical sample for I r ; if f = r then D := ∅; for each cell c ∈ D , with sample point β c let p1, . . . , pm be the polynomials in tanr(F ), if xr ∈ A, or in F , if xr ∈ A; apply Collins' Define to compute a stack φ over c with respect to p1, using the sample point β c ; for j := 2 to m apply Collins' Define to compute a stack φ * over c with respect to pj, using the sample point β c ; refine φ so that the cells of φ In this way, we avoid evaluating symbolic expressions with trigonometric functions when the arc-tangent is involved. The available mathematical software cannot handle efficiently such expressions.
A special case is when a cell has the form cos(x) = 0; here the last coordinate of the corresponding sample points is stored as the symbol π.
The decomposition algorithm TDecomp, presented in Figure 1 , is the main result of this paper. Its justification has been developed in Section 2.
extracting the true-valued cells
The second phase in the QE algorithm consists of the extraction, from the decomposition computed previously, of the cells on which the initial formula Φ is true:
The symbolic description of these cells is returned as a quantifier-free formula equivalent to Φ.
Let D f be the decomposition of the f -dimensional space of the free variables. Collins' procedure Eval evaluates Φ in each cell of D f ; it proceeds recursively, by computing the true value of each cell c in D i from the true values of the cells in the stack over it, in D i+1 , and does this for f ≤ i < r.
The procedure Eval can be easily extended to the trigonometric case. Clearly, for the angle variables, the evaluation of trigonometric functions at an algebraic value will be done as described in the previous subsection.
Problem 2.1 can be solved by applying TDecomp and Eval (generalized to the trigonometric situation).
Algorithm Analysis
We recall that the number of operations executed by Collins' QE algorithm is
max n at−f ); the symbols used here have been defined at the beginning of Section 2.
In order to estimate the complexity of TDecomp, we compare its performance with the performance of Collins' algorithm Decomp applied to a set that contains all polynomials in F , with all their angle variations tan-transformed, and linear polynomials of the from x i l , for each angle variable x i l .
In the projecting phase corresponding to an angle variable x i l , the set of extra polynomials added by substituting π for x i l is comparable to the set of extra polynomials resulting from the additional input polynomial x i l .
In the lifting phase corresponding to an angle variable x i l , the set and the size of the extra cells with x i l = π is comparable to the set and the size of the extra cells added by the contribution of the additional polynomial x i l .
Each tan-transform may double the degree in one of the angle variables. These raises of degrees are, however, independent of each other, therefore the total degree of polynomials obtained from F by transforming all angle variables is bounded by 2n.
From these it follows that the number of operations is approximated from above by considering m + d as the number of initial polynomials, and 2n as their maximum degree.
It remains to analyse the time spent for the tan and reverse tan transformations. In both cases, the Horner scheme can be used to do the substitutions. This method is known to be linear with respect to the degree of polynomials. This means that the transformations contribute with at most a constant factor to the total number of operations.
We then obtain for our algorithm: here we have kept the same notations as before.
analysis of the naive method
The naive method consisted of substituting new variables for each sine and cosine that occur in R and adding the relations corresponding to sin 2 (x i l ) + cos 2 (x i l ) = 1, for each angle variable x i l . This means that:
• the number of variables increases with d-the number of angle variables;
• the number of polynomials in F increases with d;
• the number of atomic formulas in R increases by d.
The estimate of the number of operations is now:
Obviously, this order is much bigger than in expression (4.1).
Conclusions
We have shown that it is possible to adapt Collins' CAD algorithm for QE so as to make it work efficiently in the presence of trigonometric polynomials (in a restricted sense). Since the appearance of Collins (1975) algorithm, there have been many improvements: Arnon's clustering method (Arnon, 1988) , improved projection operators (McCallum, 1988; Benedetti and Risler, 1990; Hong, 1990; Lazard, 1994 ), Hong's partial CAD method (Collins and Hong, 1991) , simple solution formula construction (Hong, 1992; Brown, 1996 Brown, , 1999 . Without having checked all the technical details, we believe that the adaption proposed in this paper is compatible with most of these improvements. This opens the possibilities of devising many new efficient algorithms for trigonometric polynomials, based on CAD.
