Abstract. In this paper, we establish the generalized Hyers-Ulam-Rassias stability of
f ( x j1 + · · · + x j l l ).
Introduction and preliminaries
A ternary ring of operators (TRO) is a closed subspace of the space B(H, K) of bounded linear operators between Hilbert spaces H and K which is closed under the ternary product In 1994, a generalization of Rassias' result, the so-called generalized Hyers-Ulam-Rassias stability, was obtained by Gȃvruta [5] by following the same approach as in [19] . During the last decades several stability problems of functional equations have been investigated in the spirit of Hyers-Ulam-Rassias-Gȃvruta. See [4, 9, 11, 20, 13] and references therein for more detailed information on stability of functional equations.
As far as the author knows, [3] is the first paper dealing with stability of (ring) homomorphisms. Another related result is that of Johnson [10] in which he introduced the notion of almost algebra * -homomorphism between two Banach * -algebras. In fact, so many interesting results on the stability of homomorphisms have been obtained by many mathematicians;
see [21] for a comprehensive account on the subject. In [2] the stability of homomorphisms between J * -algebras associated to the Cauchy equation f (x + y) = f (x) + f (y) was investigated. Some results on stability ternary homomorphisms may be found at [1, 15] .
Trif [22] proved the generalized stability for the so-called Trif functional equation
deriving from an inequality of Popoviciu [18] for convex functions (here,
Hou and Park [16] applied the result of Trif to study * -homomorphisms between unital C * -algebras. Further, Park investigated the stability of Poisson JC * -algebra homomorphisms associated with Trif's equation (see [17] .
In this paper, using some strategies from [2, 12, 16, 17, 22] , we establish the generalized [14] ). Thus our approach may be applied to investigate of stability of homomorphisms between unital C * -algebras.
Throughout this paper, A and B denote C * -ternary rings. In addition, let q = 
for all scalars µ in a subset E of C and all
It is not hard to see that a function T : X → Y between linear spaces satisfies Trif's equation if and only if there is an additive mapping S :
for all x ∈ X. In fact, S(x) := (1/2)(T (x) − T (−x)); see [22] .
Main Results
In this section, we are going to establish the generalized Hyers-Ulam-Rassias stability of homomorphisms in C * -ternary rings associated with the Trif functional equation. We start our work with investigating the case in which an approximate C * -ternary ring homomorphism associated to the Trif equation is an exact homomorphism.
Proposition 2.1. Let T : A → B be an approximate C * -ternary ring homomorphism associated to the Trif equation with E = C and a control function ϕ satisfying
Proof. T (0) = 0, because T (0) = qT (0) and q > 1. We have
Taking the limit as n → ∞ we conclude that T satisfies Trif's equation. Hence T is additive.
It follows from
that T is homogeneous.
is homogeneous, we have
for all u, v, w ∈ A. The right hand side tends to zero as n → ∞.
Theorem 2.2. Let f : A → B be an approximate C * -ternary ring homomorphism associated to the Trif equation with E = T and a control function ϕ :
for all x 1 , · · · , x d , u, v, w ∈ A. If f (0) = 0, then there exists a unique C * -ternary ring homomorphism T : A → B such that
Proof. Set u = v = w = 0, µ = 1 and replace
One can use induction to show that
for all nonnegative integers m < n and all x ∈ A. Hence the sequence {q −n f (q n x)} n∈N is
Cauchy for all x ∈ A. Therefore we can define the mapping T : A → B by
we conclude that T satisfies the Trif equation and so it is additive (note that (2.3) implies that T (0) = 0). It follows from (2.3) and (2.2) with m = 0 that
We use the strategy of [22] to show the uniqueness of T . Let T ′ be another additive mapping fulfilling
for all x ∈ A. We have
for all x ∈ A. Since the right hand side tends to zero as n → ∞, we deduce that
for all x ∈ A.
Let µ ∈ T 1 . Setting
for all x ∈ A. So that
for all x ∈ A. Since the right hand side tends to zero as n → ∞, we have
for all µ ∈ T 1 and all x ∈ A. Hence
for all µ ∈ T 1 and all x ∈ A.
Obviously, T (0x) = 0 = 0T (x). Next, let λ ∈ C (λ = 0), and let M be a natural number greater than |λ|. By an easily geometric argument, one can conclude that there exist two numbers µ 1 , µ 2 ∈ T such that 2
By the additivity of T we get T 1 2
for all x ∈ A, so that T is a C-linear mapping.
Set µ = 1 and x 1 = · · · = x d = 0, and replace u, v, w by q n u, q n v, q n w, respectively, in
for all u, v, w ∈ A. Then by applying the continuity of the ternary product (x, y, z) → [xyz]
we deduce
for all u, v, w ∈ A. Thus T is a C * -ternary homomorphism.
Example 2.3. Let S : A → A be a (bounded) C * -ternary homomorphism, and let f : A → A be defined by
and
for all µ ∈ T 1 and all x 1 , · · · , x d , u, v, w ∈ A. Note also that f is not linear. It follows from Theorem 2.2 that there is a unique C * -ternary ring homomorphism T : A → A such that
q n = 0 and for x = 0 we have
since for sufficiently large n, q n x ≥ 1. Thus T is identically zero. 
for all µ ∈ T 1 and all
Then there exists a unique C * -ternary ring homomorphism T : A → B such that
, and apply Theorem 2.2.
The following corollary can be applied in the case that our ternary algebra is linearly generated by its 'idempotents', i.e. elements u with u 3 = u.
Proposition 2.5. Let A be linearly spanned by a set S ⊆ A and let f : A → B be a mapping
for all sufficiently large positive integers n, and all s 1 , s 2 ∈ S, z ∈ A. Suppose that there exists a control function ϕ :
If f (0) = 0 and
for all µ ∈ T 1 and all x 1 , · · · , x d ∈ A, then there exists a unique C * -ternary ring homomor-
Proof. Applying the same argument as in the proof of Theorem 2.2, there exists a unique linear mapping T : A → B given by
By the linearity of T we have
, and so
for all x, y, z ∈ A. By the same reasoning as in the proof of the main theorem of [19] , the mapping T is R-linear. Hence q −n f (q n ix) − if (q n x) ≤ q −n ϕ(q n x, · · · , q n x, 0, 0, 0) (x ∈ A).
The right hand side tends to zero as n → ∞, hence
For every λ ∈ C we can write λ = α 1 + iα 2 in which α 1 , α 2 ∈ R. Therefore T (λx) = T (α 1 x + iα 2 x) = α 1 T (x) + α 2 T (ix) = α 1 T (X) + iα 2 T (x) = (α 1 + iα 2 )T (x) = λT (x),
