Abstract-In this paper, we study the recovery of a signal from a collection of unlabeled and possibly noisy measurements via a measurement matrix with random i.i.d. Gaussian components. We call the measurements unlabeled since their order is missing, namely, it is not known a priori which elements of the resulting measurements correspond to which row of the measurement matrix. We focus on the special case of ordered measurements, where only a subset of the measurements is kept and the order of the taken measurements is preserved. We identify a duality between this problem and the traditional Compressed Sensing, where we show that the unknown support (location of the nonzero elements) of a sparse signal in Compressed Sensing corresponds in a natural way to the unknown location of the measurements kept in unlabeled sensing. While in Compressed Sensing it is possible to recover a sparse signal from an under-determined set of linear equations (less equations than the dimension of the signal), successful recovery in unlabeled sensing requires taking more samples than the dimension of the signal. We develop a low-complexity alternating minimization algorithm to recover the target signal from the set of its unlabeled samples. We also study the behavior of the proposed algorithm for different signal dimensions and number of measurements empirically via numerical simulations. The results are a reminiscent of the phasetransition similar to that occurring in Compressed Sensing.
I. INTRODUCTION
The recovery of a vector-valued signal y ∈ R k from a set of linear and possibly noisy measurements x = By + w, with an n × k measurement matrix B, is the classical problem of linear regression in statistical inference and is arguably the most widely-studied problem in statistics, mathematics, and computer science. For n ≥ k, the recovery of y corresponds to an over-determined set of linear equations, whose statistically optimal solution under the additive Gaussian noise w is given by the well-known method of least-square. For n < k, on the other hand, one deals with an under-determined set of linear equations, which is only solvable if some additional a priori information about the signal y is available. For example, the whole field of Compressed Sensing (CS) deals with the recovery of the signal y when it is sparse or more generally compressible, i.e., it has only a few significantly large coefficients [1, 2] .
Almost all the past research in linear regression mainly deals with exploiting the underlying signal structure, whereas it is generally assumed that the regression matrix B is fully known. In practice, the matrix B is implemented through a measurement device, where due to physical limitations, there might be some uncertainty or mismatch between the intended matrix B and the one realized via measurement devices. This has resulted in a surge of interest in generalized linear regression problems in which the matrix B is known only up to
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where S is an unknown linear operator acting on the fully known measurement matrix B. It is assumed that although S is not a priori known, it belongs to a fully known set of linear transformations T . An interesting special case of (1) arises when the set T consists of matrices S having 0-1 components with only a single 1 in each row. In this case, each S ∈ T corresponds to sampling some of elements of By, where the label of the measurements is not fully known due to unknown S (unlabeled sampling). Identifying S in (1), therefore, corresponds to associating the obtained measurements x to their corresponding linear equations in the matrix B. Once S is identified, (1) reduces to a linear regression problem whose solution can be obtained via standard techniques.
In [3] , a variant of this problem coined unlabeled sensing was studied when T is the set of all permutations of n measurements taken by B. It was shown that if the measurement matrix B is generated randomly, all k-dim signals can be recovered from a set of n = 2k noiseless unlabeled measurements, where this bound was shown to be tight. In [4] , the authors studied a similar problem but rather than recovering the unknown signal y, they obtained a scaling law of the signal-to-noise ratio (SNR) required for identifying the unknown permutation matrix in T . A practical scenario wellmodeled by (1) is sampling in the presence of jitter [5] , in which T consists of 0-1 matrices with 1s as their diagonal elements and with some off-diagonal 1s representing the location of the jittered samples. A similar problem arises in molecular channels where due to synchronization issues the correct label of measurements is available up to a jitter [6] . A related and well-studied problem is the reconstruction of phase-space dynamics of a linear/nonlinear dynamical system when the traditional recovery techniques fail in the presence of jitter [7] . Unlabeled regression (1) also arises in noncooperative multi-target tracking, e.g., in radar, where the receiver only observes the unlabeled data associated to all the targets, thus, T consists of the set of all permutations corresponding to all possible data-associations. Once the observations are suitably associated to the targets, the location of the targets can be estimated/predicted via a standard linear regression typically implemented as a Kalman Filter [8] . A quite similar scenario arises in robotics where a well-known classical problem is simultaneous localization and mapping (SLAM) where several robots measure their relative coordinates and recovery of the underlying geometry requires suitably permuting the received data. The calibration in many signal processing systems such as radar, communication systems, etc. also boils down to (1) with a collection of diagonal matrices S ∈ T representing the calibration parameters [9] . It was shown in [9] that this can be posed as a biconvex compressed sensing problem which can 2017 IEEE International Symposium on Information Theory (ISIT) 978-1-5090-4096-4/17/$31.00 ©2017 IEEE 2 be solved under additional structure on the signal y to recover both y and the unknown calibration parameters in S.
In this paper, we study the Unlabeled Ordered Sampling (UOS) problem which corresponds to a variant of (1) with a random measurement matrix B and with a T given by the set of all 0-1 ordered sampling matrices, where each S ∈ T selects only m out of n components of By for some m < n while preserving their relative order. We discover a duality between this problem and the traditional Compressed Sensing, where the unknown location of samples in the former corresponds in a natural way to the unknown location of nonzero coefficients of the signal in the latter. We propose a low-complexity algorithm using Alternating Minimization to recover the target signal y from the set of noisy unlabeled samples. We also study the noise stability of the proposed algorithm via numerical simulations.
where the set is empty when k 2 < k 1 , and use the simplified notation
We denote the k-th component of a vector x by x k and a sub-vector of x with indices in the range k 1 : k 2 by x k1 : k2 . We denote the element of a matrix X at row r and column c with X r,c and use an indexing notation similar to vectors for submatrices of X, e.g., X r,c , X r,c1 : c2 , X r1 : r2,c , and X r1 : r2,c1 : c2 . We denote a sequence of vectors or matrices by upper indices, e.g.,
We use tr(X) for the trace and X F for the Frobenius norm of a matrix X. We denote a zero-mean unit-variance Gaussian distribution by N(0, 1).
II. STATEMENT OF THE PROBLEM
In this section, we first start from the more familiar Compressed Sensing (CS) problem. Then, we introduce the Unlabeled Ordered Sampling (UOS) and make a duality connection between the two. We need some notation first. Let n and m be positive integers with m ≤ n, and let
We define the Lift-Up (LU) operator associated with I as a linear map from R m to R n given by the {0, 1}-valued n × m tall matrix L:
The 
A. Compressed Sensing
In CS [1, 2] , the goal is to recover a sparse signal by taking less measurements than the dimension of the signal. We call a signal z ∈ R n m-sparse if it has only m nonzero components. We fix m, n with m ≤ n as before. We define an instance of the CS problem for an m-sparse signal z ∈ R n by the triple (x, L, A), where x ∈ R m denotes the nonzero elements of z, where L ∈ L n,m encodes the location of these nonzero elements, and where A is the k × n matrix whose rows
Compressed Sensing (CS)
Unlabeled Ordered Sampling (UOS) correspond to k linear measurements. The n-dim m-sparse signal z is generated by embedding the m components of x via the lifting matrix L by z = Lx, where it is seen that z, albeit being n-dim, has at most m nonzero components. This has been illustrated in Fig. 1 . In CS, the sparse signal z is sampled via the measurement matrix A producing k linear measurements y = Az. The crucial idea in CS is that by exploiting the underlying sparsity, z can be recovered by taking less samples than its embedding dimension n. The practical regime of parameters for the CS is given by m ≤ k ≤ n.
B. Unlabeled Ordered Sampling
By changing the role of y and x in the CS problem, we obtain an instance of the dual problem which we call Unlabeled Ordered Sampling (UOS). This is also illustrated in Fig. 1 . In the dual problem, a k-dim signal y is oversampled via the tall matrix A T , which gives n measurements in z = A T y. The resulting over-complete measurements (n ≥ k) are subsampled by the m × n matrix L T , which selects only m out of n measurements in z and gives the final measurement vector x. Compared with the CS, where the support of the nonzero values in the signal z is unknown, in UOS the indices/labels of the final measurements are missing. However, it is not difficult to check that, due to the special structure of L T , the relative order of the measurements is still preserved. We define the set of all such selection matrices by S m,n := {L T : L ∈ L n,m }. In contrast with the LU matrices in L n,m , which embed signals with a lower dimension m in a higher dimension n, the selection matrices in S m,n reduce the dimensionality by selecting only m out of n components of their input signal (while keeping their order). The practical regime of parameters for the UOS is given by k ≤ m ≤ n.
III. RESTRICTED ISOMETRY PROPERTY
For the rest of the paper, we focus on UOS problem. We consider a k-dim signal y and an n-dim vector of measurements z = By taken via the n × k measurement matrix B, where B = A T with A being the k × n matrix in the Compressed sensing variant (see Fig. 1 ). An instance of UOS problem is defined by the triple (y, S, B) , where the goal is to recover y from the noisy unlabeled measurements x = SBy +w without an explicit knowledge of the selection matrix S ∈ S m,n . This corresponds to a variant of unlabeled sensing problem in (1) with the set T given by S m,n . Using the vec notation, we have 
holds for all H ∈ A. ♦ Note that since the signal set A is star-shaped, i.e., λA ⊂ A for any λ ∈ R, we can investigate the RIP over 
where we used the fact
• for a fixed S and y. Note that for such an S and y, the random vector SBy has a Gaussian distribution with i.i.d. N(0, 1) components. Using the Gaussian concentration result, there is a c > 0 such that
We first generalize this concentration result to the case where y is an arbitrary vector in the unit sphere S k−1 , which would imply that the operator norm of SB is concentrated around √ m. To prove the result, we first consider a discrete 2 -net (grid) of minimal size N over S k−1 given by N = {g 1 , . . . , g N } that satisfies max y∈S k−1 min g∈N g − y ≤ 2 . Consider a set of N spheres with centers belonging to the net N and each having a radius 2 . It is not difficult to see that all these spheres lie inside a sphere of radius 1+ 2 centered at the origin. Thus, using the volume inequality
, we obtain that such a minimal net has at most N ≤ (1 + 2 ) k points. Notice that the operator norm of SB can be well estimated using points in N , i.e.,
Using (8) and (7) and applying the union bound over the net N , we obtain that P sup
Finally applying the union bound over all n m possible selection matrices S ∈ S m,n , we have
, which implies the desired RIP bound on A as in (5) with a probability of at least
B. Restricted Isometry Property on A − A
In terms of signal recovery, we need an RIP for A − A := {H − H : H, H ∈ A} denoting the Minkowski difference of A. Our approach in this section follows [10] . 
holds for all H, H ∈ A. ♦ Since 0 ∈ A, the RIP on A − A implies the RIP we developed for A in the previous section. Therefore, without loss of generality, we assume that H F and as a result y for any arbitrary H can be well estimated from Hb = SBy and focus on the normalized signal set A
• . Similar to Section III-A, we show that, under suitable conditions on m, n, k, a matrix B with i.i.d. N(0, 1) components satisfies the RIP over A − A with a very high probability. Let B be an n × k matrix with i.i 
which should hold simultaneously for all H, H ∈ A
, H ∈ A
• , thus, A • is a bounded set under this metric. This implies that we can obtain the desired RIP over A
• − A • by deriving a concentration bound for Proof: The proof follows by an argument similar to that in the proof of Proposition 1, with the only difference that we need to apply the union bound over a joint net for both y ∈ S k−1 and y ∈ S k−1 and joint selection matrices S and S . Details are omitted due to the page limits.
C. Guarantee for Signal Recovery
Using Proposition 2, we obtain a universal recovery guarantee for all the signals H ∈ A. Let x = Hb + w be the set of m linear and noisy measurements from H, where w denotes the measurements noise with w =
, where snr denotes the SNR as before. We assume that m, n, k are selected such that b satisfies the RIP over A − A with a small ∈ (0, 1) as in Proposition 2. From Proposition 1, this implies the RIP over A with some , thus, Hb F ≈ H F for any H ∈ A. We consider the following recovery algorithm
Theorem 1: Let B be a n × k measurement matrix with i.i Proof: We first assume that b satisfies the RIP over A−A, which from Proposition 2 holds with a probability of at least
2 . Since H is the solution of (12) and H itself is a feasible solution, we have that
To find the value of a typical element T r,c in the 
, is a decreasing sequence of i since by increasing i the subsequence z t 1 : i becomes longer and provides more options to find a better subsequence thereof matchingx. Thus, we can check that the index of the last element in z t that is matched to the last elementx m ofx in the optimal matching is
To find the next largest index i m−1 , we apply the same argument to the sub- 
. This has been illustrated for a vector z of dimension 7 and a vector x of dimension 4 in Fig. 2 . 
V. SIMULATION
We run numerical simulations to assess the performance of our proposed recovery algorithm. We consider a signaly of dimension k. For each simulation, we generate a Gaussian n × k measurement matrix B, where we select m out of n measurements By completely randomly via a random sampling matrixŠ ∈ S m,n . The resulting noisy measurement is given byx =ŠBy + w, where w is additive white Gaussian measurement noise with w . For the simulations, we assume an SNR of 20 dB.
We run our proposed algorithm with the noisy inputx, where we initialize the algorithm with a random S 1 ∈ S m,n and define the output of the alternating projection algorithm by ) . For the simulations, we set n = 1000 and define parameters δ = k n as the measurement ratio and ρ = m n as the sampling ratio. For each δ and ρ, we run simulations for 1000 independent realizations of the measurement matrix B andŠ to obtain an estimate of the success probability of the algorithm. Fig. 3 illustrates the probability of success as a function of δ, ρ ∈ (0, 1). It is seen . that when δ 0.5, thus, n 2k, the algorithm recovers the signal only when m = n (full sampling) and totally fails when m = (1−θ)n even for a small fractional loss θ ∈ (0, 1). For δ 0.5, however, the algorithm is more resilient to the fractional sampling loss θ and tolerates larger θ for smaller δ.
