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Abstract 
The authors have developed a new method for periodic acoustic noise cancellation which 
is already proved to work efficiently in the practice. A simulation had preceded the 
implementation, in order to have experiments with different types of acoustic systems. 
The simulations were carried out in MATLAB which is widely used for such investigations. 
The aim of the paper is to summarize the conditions, the theoretical and the computational 
details of this work, 
Keywords: periodic noise control, resonator based observer, MATLAB. 
Introduction 
::\ o\vadays the idea of active compensation of lo-w-frequency acoustic noise 
or vibration is very popular (ELLIOT ::\EL50:\, 1993). Although the ba-
sic ideas were published in the thirties. it became possible to realize them 
only in the last decade by the usage of signal processors. The active noise 
cancellation is based on the phenomenon of the destructive interference. 
A 'secondary' noise has to be generated. which suppresses the 'primary' 
(i.e. the original) noise at the properly situated microphones. The whole 
pro blem has two different branches: acoustics and control. The first prob-
lem is. how the microphones and the loudspeakers have to be arranged. 
The second one is, how the loudspeakers have to be controlled. In the last 
years many algorithms have been developed and implemented, and they 
also have two groups, depending on the type of the noise: algorithms for 
cancellation of stochastic or periodic noise. 
In the last two years we have developed an algorithm for the cancel-
lation of periodic noise, The novelty of our resonator based compensator is 
that it utilizes a so-called periodic signal model (PECELI 1986), which pro-
vides the total suppression of periodic components. The algorithm does not 
need to solve any identification problem exactly, it needs only the complex 
values of the acoustic transfer function 'dense enough' . For the estimation 
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of the fundamental frequency of the primary noise the Adaptive Fourier 
Analyzer (AFA, l\AGY, 1993) is used. The controller is a resonator based 
observer, in the feedback path of which is the acoustic system. The out-
put of the resonators is connected to the loudspeaker( s) (to the secondary 
source); the signal(s) of the error microphone(s) (the difference of the pri-
mary and the secondary signals) is the input of the resonators. There are 
two versions of the controller: the first one is an ordinary resonator struc-
ture (Fig. 2), the second one uses the RDFT (Recursive Discrete Fourier 
Transform) of the error signal (Fig. 4). Both of them use complex multipli-
ers at each resonator, in order to set the stability and also the speed of the 
whole system. Actually, these parameters are the inverses of the acoustic 
transfer function at the corresponding resonator frequency. The algorithm 
proved to work efficiently in the practice as well (SUBERT DC:\AY. 1995). 
The investigation of the new method was carried out in ?\IATLAB which 
is \videly used for the simulation of signal processing or control problems. 
The Systems to be Investigated 
As it was mentioned in the introduction, the noyelty of the method is that 
it uses a so-called periodic signal model and the Adaptiye Fourier Analyzer. 
:\ow, at first these systems will be introduced (PtcELI. 1986: :\AGY. 1993). 
The signal model and the obseryer in our case can be described as follows: 
(1) 
[ 1 /2-;, j, kn TT! = T"T!.k. = (' . . k = -L. .. L. .Y =:!.L l. (:!.) 
, 
v- . 
.r...n--;-l 
1 • 
TnXn ). 
Lh < 0.5 < (L + l)h. (4) 
where Xn is the state Ycctor of the signal model. .If" is its output and the 
input of the obseryer. Xl! is the estimated state vcctor. l'T! represents the 
basis of the transformation. h is the fundamental frequency and - denotes 
the complex conjugate operator. 
The obsen-er described in (3) can be seen in Fig. 1. Each channel 
contains an integrator, the outputs of which are the state yariables. The 
channels are called resonators. because each channel has a pole on the unit 
circie (See Eg. (6)). The angles of the poles belong to the frequencies of 
the basis functions. If the input signal is periodic. consisting only of com-
ponents of resonator frequencies then the input of the resonators (i.e. the 
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Fig. 1. Observer for periodic signals 
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Fig. 2. The fir:;t \'ersion of the compensator 
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feedback error) equals zero. Furthermore, in this case the corresponding 
state variables (as Cl complex vector) do not change. However, if the fre-
quency of the input signal changes. the components of the state vector will 
rot ate. The speed of this rotation at each resonator is proportional to the 
corresponding frequency difference. This is the basic idea for the frequency 
adaptation in the A.FA C'\:\GY, 1993). The exact formula is the following: 
(.5 ) 
'Ivhere id is the state yariable belonging to the positiye fundamental fre-
quency, and 'angle' gives the angle between two complex numbers. 
The noise controller is a resonator based observer (Fig. 2). The Signal 
Generator on the figure is the feedforwarcl path in the observer (Fig. 1). 
The input of resonator channels comes from an A.D converter, the sum of 
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the channels multiplied by - J1 is connected to a DA converter. The D I A is 
connected to a loudspeaker (it will be the secondary source), and the AID 
is connected to a microphone. The simplified arrangement can be seen in 
Fig. 3 where G( z) represents the acoustics and I: Hi (z) is the controller. 
The r vector is taken from an AFA. The reference signal for AFA can be 
any signal, relatively free of noise, with the same frequency as the primary 
source. 
All observers contain a feedback to set their dynamic features. The 
resonator based observer has a negative feedback path also, but it contains 
a dynamic system (acoustics) which can cause stability problems. 
Fig. 3. Dynamics in the feedback path 
See Fig. 3! The J1 in the figure is a positive scalar parameter \vhich the loop 
gain can be modified with. Let us suppose that the dynamics is stable and 
it contains no resonators. The open loop transfer function of a resonator 
channel is: 
(6) 
where Zi is the resonator pole. For the whole system the open loop transfer 
function is: 
y 
IV(z) = G(z) L Hi(Z), (7) 
;=1 
where G( z) is the transfer function of the system which is in the feedback 
path. To achieve stability, each resonator output is multiplied with the 
complex value Wi, 'where: 
(8) 
where Z; is the resonator pole. It is already proYed (SUBERT DC2\AY. 
1995) that for the stability only the phases of w values are important. 
Though the amplitude ofw values influences the control speed: the system 
\vill be the fastest (at a given J1) in case of the settings in (8). For the 
investigations regarding the control speed the state matrix of the system 
will be important. For a given G( z) it is the following: 
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[
XI(k+l)] = [(Z)-f.Ld2gW 
Xg(k + 1) f.Lbgw -gC
g ] [XI(k)]. 
Ag xg(k)' (9) 
where xI(k) is the state vector of the controller, z is a vector containing 
the resonator poles and g = IjlYz, w is a vector with components Wi, and 
the dynamic system G(z) can be described with its state equations: 
Xg(k + 1) = Agxg(k) + bgs(k), 
yek) = cgxg(k) + dgs(k), 
where y(k) is the output, and s(k) is the excitation. 
(10) 
(ll) 
This structure works welL but it is sensitive to the f.L parameter. It 
means that there is only a small interval of fl ,yhere the system is stable, and 
it is difficult to set such a fl value by which the system has an acceptable 
speed. (See also the Example!) Due to this disadvantage of the structure, 
some modifications are needed. The proposed structure can be seen in 
Fig. 4. An Adaptive Fourier Analyzer finds the fundamental frequency of 
the signal to be suppressed, and gives the corresponding r vector to the 
compensator. In this compensator the state variables of the signal model 
are modified by the transformed error signaL The statements remain valid 
regarding the w vector. The state-space description of the whole system: 
input signal + }--_~ 
L,..-1-----i~~~~ 
reference signal ~ 
----~------~~~ 
Fig, 4, The proposed version of the corn pensator 
-fLdggw 
(z) - fldg(~ )gw 
fLbgw [
Xli.k).·.] x2(k) , 
Xg(k) 
(12) 
\vhere X2 (k) is the state vector of the signal generator, Cl = [1, L ... 1]. For 
the other variables see (9), (10) and Cll). 
All of the systems described above are Single Input - Single Output 
(SISO) systems. If there are more microphones and more loudspeakers, 
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the Multi Input Multi Output (MIMO) system has to be constructed. In 
this case G(z) will be a matrix at a certain frequency: 
e(z) = G(z)y(z), (13) 
where e(z) is the input vector (from the error microphones), y(z) is the 
output vector of the controller. A signal generator is connected to each 
output, and the number of subtractors equals the number of inputs. The w 
parameters have to be used between each subtractor and resonator input. 
Let us cut the loop at the inputs of the resonator channels. In the SISO 
system the open loop gain of each channel was set to unity. It was the best 
way as well for stability as for the speed of control. In the MIMO system 
it is also necessary, hence the w parameters (it is a W matrix at a certain 
frequency) have to be calculated in the following way: 
(14) 
where # denotes the pseudo- (or Moore- Penrose) inverse. If the number 
of inputs equals the number of outputs, the ordinary inverse can be used. 
An example can be seen in Fig. 5. 
Fig. 5. Compensator for multidimensional case 
Simulation 
The program written had to satisfy some requirements regarding the con-
troller and the acoustics. 
- The acoustics can be considered as a linear system (DOEDIA:\, 1993), 
which can be described by a rational discrete transfer function. It is a 
high-order transfer function containing large delay (e.g. the order of 
the denominator equals 30, the order of the numerator equals 90, in 
terms of z -1). This transferfunction (if it is needed) is a solution of an 
identification problem, and it is affected with considerable measure-
ment error. In addition, this transfer function is changing, due to the 
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physical circumstances. Fortunately the acoustic frequency response 
can be measured accurately enough in many points even in the prac-
tice. In practical cases G( z) is not analytically known. It means that 
w values cannot be calculated for an arbitrarily chosen frequency, and, 
in addition, this calculation would be impossible to realize on-line. 
However, it is proved (SUJBERT DUNAY, 1995) that the phase shift 
(Lt a resonator can change in the range of ( -71 /2,71 /2). If the complex 
transfer values of G(z) are known (e.g. they are measured) 'dense 
enough' in the whole frequency range, this set can be used to calcu-
late the actual w vector. It depends on G(z), what 'dense enough' 
means. If the phase changes rapidly, lots of measurement points are 
needed. The calculation of the actual w could be very simple: for a 
certain frequency the nearest measurement result could be used. 
- The AFA is an independent system, the input of \yhich is either the 
reference signal or the error signal. Since it is a structurally adaptive 
system which gives the frequency information to the other parts of 
the system, the behavior of the whole system will be nonlinear. Its 
stability can be investigated only by simulation in the time-domain. 
·While the frequency is being adapted, the state variables change quasi 
randomly. 
The stability of the system has to be investigated at a constant funda-
mental frequency, i.e. the system is linear. The state variables of the 
controller contain random data after the frequency estimation. A re-
lated feature is the speed of the control which has to be examined also. 
The system to be analyzed consists of individual components which 
cannot be found in any tool-box of MATLAB. 
According to the above requirements, two groups of programs were 
written. The first one simulates the working of the algorithm in the discrete 
time-domain. The programs in the first group differ from each other in the 
type of the algorithm (with or without RDFT), and in the number of the 
channels (SISO or ::v11:v10 case). Their main features are the following: 
The input of the system (as well for primary noise as for reference 
signal) is uploaded from a file. The acoustics can be described by 
its numerator and denominator. There is also a positive scalar input 
parameter which the loop gain can be modified with. 
Although the method does not need the numerator and the denomi-
nator of the acoustic transfer function, they are necessary to simulate 
the transients and test the stability. In the initialization phase the 
transfer values are calculated and during the simulation the nearest 
ones are used. 
The outputs of the program are different diagrams: the excitation, 
the magnitude response of the acoustics, the feedback error of the 
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AFA and the signal of the microphone. The resonator poles are also 
represented. 
In order to investigate the speed of the controL a different approach 
is used. By means of the exact acoustic transfer function the state-space 
description can be used. It is proved that the system is the fastest if the 
absolute value of its maximal eigenvalue is minimaL The input parameters 
of these programs were the w vector and the loop gain. The outputs are 
in this case also diagrams: a curve consisting of the greatest eigem'alues 
as a function of the loop gain, with a certain set of w. The minima of the 
curves give the appropriate loop gain, and it can be checked visually in the 
time-domain 'whether this value is accurate or not. In this phase of the 
research it is not mathematically proven that the above setting of w is the 
best regarding the control speed. Adding a small random vector to the w 
vector, the ne"w curve can be calculated. Such experiments prove for the 
practice the truth of the above conjecture about w. 
Due to the last condition mentioned above we have used neither any 
tool-box of ::vIATLAB nor higher-level tools (e.g. SI'\IULINK). In our spe-
cial case, where the structure is given, this solution"seems better, regarding 
the running time of the program. The speed of the program is important, 
particularly in the case of the eigenvalue problem. The last versions of the 
program are written in MATLAB 4.2 and run on Sun vVorkstations. 
Speed of a Linear System 
It was already mentioned that the speed of the control is very important. 
It is supposed from the simulations that (8) guarantees the fastest system, 
at least in the case of uniformly placed resonators. These irwestigations 
were carried out by means of the state matrices of the systems. The aim 
of this section is to prove that our method ,vas right. 
:\' ow the settling of an IIR linear system will be investigated. An 
IIR system has definitely infinite impulse response. its settling is asymp-
totic. Hmvever. the settling can be considered complete when the impulse 
response is smaller than a prescribed small positiYe constant ':. It is "well-
known that the impulse response consists of exponential functions of the 
eigenvalues of the state matrix. In this section. the expression transient re-
sponse instead of Impulse response will be used. In this 'say it will be em-
phasized that the settling should be investigated in case of any initial state 
vector. The follm\"ing description will precisely" show that the transient re-
sponse can be handled by the greatest eigenvalue of the system. by "which a 
good estimation of the settling time can be given. The transient response 
is strongly related to the energy accumulated in the system. This is why 
ACTIVE NOISE CONTROL SIMUL.4TION IN !vfATL.4B 19 
we use the Euclidean norm for the investigations. Note that it is not a re-
striction, because any equivalent norm can be used for the proof. Let us 
consider a discrete linear invariant system, which has no excitation. It can 
be described by its state equations: 
x(k + 1) = Ax(k), y(k) = Cx(k), x(k) = Akx(O), (15) 
where x(k) is the state vector, y(k) is the output vector, A is the state 
matrix, and C is the output matrix. The matrix A is quadratic, its order 
is N. Let the system be stable, lAd < 1, i = l..N, i.e. the eigenvalues of 
the state matrix are inside the unit circle. 
Definition 1. The transient response of a system is smaller than 
E > 0, if lIy(k)11 < E, Vk > kO(E). 
Let {Em} be a set of Em: Em ~ En if n > m and limm--;oo Em = O. 
Definition 2. Let us consider the systems L:i = [Ai, Cd, i = 1, ... and 
a set of {Em}. There is no faster system than L:L if there is no initial state 
vector of 2:,L at each initial vector of 2:,i: Vm > M IlydkL)11 > IIYi(ki)11 ; 
kL > kOL(Em); ki > kOi(Em); i = 1, ... ; i "# L. Remark. The above definition 
means that the transient responses are compared only if they are already 
smaller than a common E. Different initial conditions produce different 
transient responses, regarding the coefficients of the exponentials. This is 
'why the norm is used during this section. If a system has multiple poles, 
the transient response has to be calculated over the above set of ES. 
Theorem. Let us consider the systems 2:,i, i = 1,.... There is 
no faster system than 2:,L. if IAl(Adl = mini IAl(Ai)l, where IAl(A)1 = 
maxj=L.Y IAj(A)I· 
Proof: Let T be a transformation so that: 
A=TAT-1=J, (16) 
where J is the .J orclan form of the matrix A. Consequently: 
x(k) = Tx(k), (17) 
From (15),(16) and (17): 
Ily(k )11 = IICT- 1 A kTx(O)II. (18) 
Furthermore: 
(19) 
C, T and x(O) are constant. \Yith these remarks: 
(20) 
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where c is a positive scalar number. At first consider the state matrices 
which have simple structure. It means that A = (>'i) , i = l..N. 
(21) 
where Al is the eigenvalue which has the maximal absolute value, on the 
other hand IA11 = 0"1 which is the largest singular value of A, i.e. its norm. 
Hereby the Theorem for simple matrices is proven. 
Now, let us consider the case of the matrices which have no simple 
structure. It means that J in (16) has diagonal blocks: 
(22) 
'where 
Ai 1 0 0 o ~ 
0 Ai 1 0 0 
Jj = i = 1...cY,j = 1.. . .:v1. (23) 
0 0 Ai 1 
0 0 A' , 
From (15) and (16) it is known that the calculation of A k is necessary. It 
can be calculated by means of the Jordan blocks (R6zSA, 1991): 
(24) 
'where j = 1...;11 and Pj is the size of the j-th Jordan-block. For example. 
let us consider a 3 x 3 Jordan block (p j = :3). It means that the state 
ma;:rix has an eigeuyalue at least triple. (The system has a triple pole.) So 
the Jordan block: 
r ).k I.:).k-l 
- J;: l ~ J A j = ).k k),)-1 1 (25) ) 0 ).k ) 
It is clear that the norm of the matrix A k is the maximum of the norms of 
- k 
the blocks A j. Furthermore: 
pj -1 i 
A k = (,\J-P+1 L ~! ).~+Pj-1 J~) = (/\~-Pj+1p j(I.:)). (26) 
1=0 
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where P j(k) is a matrix the elements of which are polynomials of k. See 
(26) and the example (25)! It is easy to imagine that the norm of the 
matrix P j (k) for large ks is approximately [P j (k) 11 .' Thus: 
,p] 
(27) 
In the example (25) this estimated norm is k2 /2. The last equation means 
that: 
IIAkl1 ~ >,k-pj+1 kPj - 1 . 
) ) (pj - I)! (28) 
Let 1.1] be a positive scalar number so that: 
(29) 
Let us write JiJ-Pj+1 in (28) instead of the polynomial. It is true that: 
(30) 
if k > kO(Jij). ::\ow, let Pj = 1 + 17j. ·where l/j is a small positive scalar. 
In this case for large ks each Jordan block can be represented by diagonal 
blocks the element of which is /\j (1 + l/j). These elements are approximately 
the same as the corresponding eigenvalue. Summarising the results form 
(21) it can be written: 
(31 ) 
if k > ko. Thus the Theorem is already proven. 
At last a practical and simple estimation cif the settling of a linear 
system can be given. The transient response of a system is less than ::, if: 
log :: 
k > 10" >,' 
b 
An Example 
(32) 
Instead of the simulation of an acoustic system, a simple example is pre-
sented here. The controller is the one shown in Fig. 4. See Fig. 6! GC z) 
is a linear phase FIR filter. but it has a relatively wide range where the 
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magnitude is at most -40 dB. The filter has 8 coefficients. The input sig-
nal was a 'band-limited' triangular signal made of three sinusoids. The fre-
quency of the signal \vas set to 0.05. (If the sampling frequency is 2 kHz, it 
means 100 Hz.) The figures on the right side show the transient process of 
the reference channel and the suppressed signal. In this case f.1 = 0.3 was 
chosen. It can be seen clearly that in the first time steps the frequency is 
not estimated, because the error of the reference channel does not equal 
zero. During this frequency estimation the signal to be suppressed does 
not change, too. The exponential settling starts only after the complete 
settling of the reference channel. 
excitation 
1.5r-
1 f ~ (\ I 
O:i 1\ I \ I[\ I \ \ 
-051\1 11 \ q! \ 
-1 fV \ , 
i 
t 
1
I I, " I· "I(J 
\ \ 1\ /\ !\ .1\ 1 
\ 
1'\ I I i \ ! \ I! 
• I. ' , I \ I 
I \\1 \1 d \1 ill I ' ! \ \1 I ' 
,I II \! :1 \1 '\.1 I' 
V V i Y , 
-1.5 L' --~---~-- I 
o 50 100 150 
acoustics 
10 
10
C -~~"",. 
10 
.' 
10 ' 1 
_t;' 
10 
o 100 
\ 
\ /""' 
\! 
200 
200 
300 
error of reference channel 
suppression 
10' ---... -.. -.---... --------, 
o 200 400 600 
Fig. G. The re,;ult of time-domain simulation 
Fig. 7 is e\"Cn more interesting: the two curves show the greatest eigeIl"mlues 
of the' "'hole control system in the case of the abo\"C FIR filter as a function 
of /' (0 < I' < 1) in lOO points. Both of them has an interval where the 
greatest eigcnvaluc is less than unity. but in case of the upper curve it is 
\"Cry small. and the minimum is 0.998. This curve bdongs to the simpler 
system which can be seen in Fig. 2. The lower curve belongs to the system 
analyzed above (Fig. 4), here the stability interval is broader, and the 
ACTIFE NOISE CONTROL - SIAJULATION IN .\[ATLAB 23 
mllllmum is smaller which means that this system is faster. Such figures 
helped us to choose the second structure (Fig. 4) for the implementation. 
The sensitivity to the J1 parameter is very important, because there is no 
analytical information about the acoustics in the practice. 
1.5,----.-----.----,-----,---70-----,----,-----.----,----, 
1.3 
1.2 
1.1 
111 ~~------__________ -
091L----L----L----L----~--~----~--~----~--~--~ 
o 0.1 0.2 0.3 0.4 0.5 0.6 O.! 0.8 0.9 
Pig. 7. Eigenvalues of different compensator,; 
Conclusion 
Our noise control algorithm is already implemented on different DSP cards 
and works on different hard·wares. The experiences ..-erif:; our expectations 
based on the simulation which means that the simulation was also success-
ful. First there was no theoretical result about the stability of the proposed 
method. By means of the simulation we were able to prow the statements 
for the practice. \Ye hope that this simulational en..-ironment will help us 
to present new results in this field. 
/1 
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