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0. INTRODUCTION 
Let M be a compact, connected, N-dimensional, Riemmanian manifold 
with inner product ( ., . ), and let U: M + R' be a given smooth function. 
For each b > 0, define PP: C”(M) + C”(M) by 
[2@] = eS”V. (e-~“V~), 
where we have used V and V., respectively, to denote the gradient and 
divergence operations corresponding to the Riemmanian structure on M. 
Next, let pc, denote the normalized Reimmanian measure on M, and define 
the probability measures uB by 
e-lWX) 
P&w = - Z, POW) with 2,~ I e-fl”(x’po(dx). (0.2) M 
Using (., .)B to denote the inner product in L2(M, p8), one sees that 
for all 4, II/ E C”(M). In particular, 2$ is symmetric and non-positive an 
operator on L2(M, ps). In addition, it is well-known and easy to prove that 
Yfi is essentially self-adjoint and that its self-adjoint extensions q has 0 as 
a simple, isolated eigenvalue for which the constants are eigenfunctions. 
We now define A(/?) to be the size of the gap between 0 and the rest of 
the spectrum of z. That is, 
n(b) = inf(&“(qj, 4): q5~ C”(M) and varJ4) = 1 ), (0.4) 
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where we have introduced the notation 
vaqd4) =jM (4 - (4 >d* dcLp and (4>a= jMC4+ 
By the above remarks, we know that A(/?) > 0 for every /I E [0, co). What 
we will do in Section 1 is estimate 1(/I) as B + 03. To be more precise, we 
will introduce a number m E [0, co) (cf. (1.4)), which is easily described in 
terms of the function U, with the property that 
in a very strong sense. The analogous result for a finite state space situation 
was proved in [H & S] ; and the argument in the present setting is modeled 
on the one given there. 
In Sections 2 and 3, we show that the reciprocal of this same number m 
is intimately related to the “optimal freezing schedule” for simulated 
annealing processes built on the operators L$. 
1. THE SPECTRAL GAP 
For convenience, and with no loss in generality (cf. Remark 1.16 below), 
we will assume, until further notice is given, that 
min U(x) = 0 
XEM 
and II (VU, VU>ll < 1, (l-1) 
where 11 aII is used to denote the uniform norm. 
We first describe the number m which appears in (0.5). To this end, 
define, for a given path y E C( [0, 1 ] ; M), the elevation E(y) of y to be the 
numI32 E(Y) = max, E co, 1 1 U(y(t)). Next, for x, REM, define 
H(x,y)=inf{E(y):y~C([O, l];M), y(O)=x,andy(l)=y}. (1.2) 
It is clear that 
and 
mx, y)=H(y,x) 
H(x, y) < H(x, z) v H(z, y) 6 U(z) + dist(z, x) v dist(z, y) (1.3) 
for all x, y, z E M. Finally, define 
m=max{H(x,y)-U(x)-U(y):x,yEM}. (1.4) 
The proof that (0.5) holds with this choice of m will require several steps. 
We begin by deriving very crude bounds. 
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LEMMA 1.5. There is a CM < CO, depending only on the manifold M, such 
that 
eCsr”‘lA(0) < 1(/l) < C,Z,(/l v 1)3N+Z, P E co, 03 ). 
Proof To prove the lower bound, note that 
and therefore that 
To prove the upper bound, set A4 = 11 UII. If M= 0 there is nothing to 
prove. Thus, we will assume that A4 > 0. 
For /I E [0,3/M) and non-constant 4 E C”(M), we have 
and therefore, J.(p) < e3A(0). 
To handle /I E (3/M, cc ), we proceed as follows. Choose x0, y, E M so 
that U(x,) = 0 and U( yo) = it4. Next, choose a family { ijs: /I E (0, co) > G 
C”(M) so that $s= 1 on B( y,, l/2/?) (we use B(x, r) to denote the 
Reimmanian ball of radius r around x), tjs = 0 off of B( y,, l/j?), and 
II<v,JIcl~>ll GPZNf2 for some K depending only on M. Note that, so 
long as /I > 3/M, tis = 0 on B(x,, l//I), Thus, for /I > 3/M, 
K 
JflM/?v $8) s - B 
ZP 
2N+2e--BM+1~0(~(~0, W-9) 
and 
From these, the required estimate is an easy step. 1 
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As a consequence of Lemma 1.5, we see that, in any case 
(1.6) 
We next want to see how to improve (1.6) in the case when m > 0. 
LEMMA 1.7. There is a CM < co, depending only on M, such that 
A(/?)< C,Z,(/? v 1)4N+2e--Bm, BE (0, 00). 
Proof: In view of Lemma 1.5, there is nothing to prove if either m = 0 
or /I < 1 v 6/m. Thus, we will restrict our attention to the case when m > 0, 
and we will only concern ourselves with /I > 1 v 6/m. 
Choose x0, y, E M so that m = H(x,, y,,) - U(x,) - U( ya). Without loss 
in generality, we will also assume that U(x,) = 0. For given 0 < E < 1 A m/6, 
set 
A,= {x~M:H(x~,x)<H(x~, y,,)-3~). 
Note that B(x,, 2s) GA, and that B( y,, 2.s)~A;. Now, choose 
{$,:O<s<l ~m/6}cC”(M)so that 
*E(Z) = (:, 
if B(z, E) E A, 
if B(z, E) E AS 
and 
for some Kc cc depending only on M. 
Suppose that ZE M and that VI++,(Z) #O. Then B(z, E) n A,# Qr and 
B(z, E) n A: # 0; and therefore there exist x, y E B(z, E) such that 
wx,, x) < m&l, Yo) - 3s and H(xo, y) 2 H(x,, yo) - 3E. 
In particular, H(xO, y) > H(x,, x), and so, since iY(x,, y) < H(x,, x) v 
H(x, y), we conclude that 
H(x,, y(j) - 3E < H(x,, y) < H(x, y) < U(z) + 2% 
Thus, we now know that 
V(z) 2 m,, Yo) - 58 if V+,(z) # 0. (1.10) 
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Finally, 
varpWe) 
1 
a- s z; {YSB(YO,E)) s 
e-8(“(Y)+ U’““wE(Y) - h(x))* P,(dX) Po(dY) 
{xeB(xo.e)l 
2’ e--B(U(yo+2E)pO(B(x0 E)) po(yo, E)). 
z; 
9 > 
whereas, by (LlO), 
After combining these and then taking E = l/j?, we arrive at the asserted 
estimate. m 
We now turn to the lower bound. For j3 E [ 1, cc ) and x, y E M, define 
L(/?;x, y)=inf Id~~(1),l(l))‘~*~~:~tC’([O, l];M), 
y(O)=x,y(l)=y,andE(y)<m+U(x)+U(y)+A 
B 
and 
W)=sup{W;x, Y):x, J-M). (1.11) 
Note that, by reparameterization, if L > L(/?, x, y) then there exists a 
y E C’([O, 11; M) with the properties that y(O) =x, y(l) = y, and 
(i)(t), i)(t))‘/* < L for t E [0, 11. 
LEMMA 1.12. There is a cM > 0, depending only on M, such that 
A(/?) > ~~Z~fi-*~(L(/l) + l)-*e-@, BE CL a)). 
Proof: Note that for each /I E [ 1, co) there exists a finite cover of M by 
balls {B(x,, l/j?): 1 <k < NP} where IV, < K,pN and K, < co depends only 
on M. Hence 
varg(4) 
eeBcUcy)+ “““(&y) - 4(x))* p,.Jdx) pO(dy) 
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where K, = K2e2 and 1 
/q/j, 4) = sup e-B(ucx)+ WV)) 
I 
(d(w) - 4w)= 
ax. UP) x NY. l/8) 
x PO(~U) PO(~W) : x, Y E M 
I 
. 
In order to estimate A(/?, d), let x, y E M be given and choose 
Y E C’(CO, 11; M) so that ~(0) =x, y(1) = y, E(y) <m + U(x) + U(y) + l//3, 
and sup,. co,,l c Y(t), 3(t))1’2 <L(B) + 1. Next, choose an ortho-normal 
frame field t E [O, 1 ] H e, which is parallel along y ; and define 
Ut, t, rl) = ev,(,,Ce,((l - t)5 + 411, (t, 5, tf)~ [0, l] x R”‘x RN. 
One can then find a K, < 00, which depends only on M, so that 
<h 5, rl), f’(t, 5, v)>“‘~K:‘=(W)+ 1)(15l,v v IvIi+), 
for all (t, 5, r,~) E [0, l] x RN x RN; 
for all t E [0, 11, r E (0, l] and ‘YE C(M*)’ ; and 
for all t E [0, 11, rE (0, l] and tj E C(M)+. Hence, 
I (d(w) - 4(u))’ Po(dU) p,(dw) B(.G UP) x WY. l/8) 
GK, 
s IcI " l~l c,,8 (4(r(L 59 tt)) - W(O, VI))* & 4 
6 K:(L(P) + I)* j-,, (j-<, 
" 
l9, ~ 1,8 (v4, V4>(f(t, 5, rl)) 4 4) dt 
<K;@(B) + I)* eS(m+ u(x)+ -WY)+*/@) 
< K:(L(B) + l)* Zge@+ w)+ u(y))+28’(qj, b) 
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for ail 4 E P(M). Thus 
which, combined with the result in the preceding paragraph, gives our 
estimate. 1 
We must now estimate the number I,(/?) in (1.11). 
LEMMA 1.13. There is a number K, < 03, depending only on M, such 
that 
Proof: We need only show that for each pair x, YE M and /I E [l, co) 
there is a piece-wise smooth y E C( [0, l] ; M) such that y(O) =x, y( 1) = y, 
E(y)<m+ U(x)+ U(y)+ l/b, and 
s 
1 
<i)(t), v(t))“2dt<KfiN-1 
0 
for some K < co with the required dependence. 
Given /?G Cl, co), we can choose {xk: ~G~GN,}GM SO that 
{~(x,, l/48): 1 <k<N,} covers M and N, < KfiN, where K < co depends 
only on M. 
Given x, y E M, choose r^ EC( [0, l] ; M) so that f(O) =x, f( 1) = y, and 
E(y^)<m+ U(x)+ U(y)+ l/4/?. Next, choose {kj:O<j<n} so that 
y^(CO, 11)s i, WXkj, l/48), 
j=O 
and 
y^( m 11) n Wkj-, 7 l/4/3) n qx,,, l/4/3) f 0, 1 <j<n, 
1 
I- 1 
suP t E Co, ll: r^Cr) E u B(xj9 l/B) 
j=O I 
<sup tE [O, l]:r^(t)e b B(Xj, l/B) ) 
{ I 
1 <l<n. 
j=O 
(The proof that such kj’s exist is a quite easy argument based on the 
connectedness of y^( [0, 1 I).) Note that n 6 N,. Now set 
Lo = dist(x, x,,,), Lj = dist(x, ,-,, xk,) for 1 < j < n, and L,, 1 = dist(x,“, y). 
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Then Lj< l/2/3 for O<j<n+ 1, and so 
n+l 
L= 1 Lj< 
j=O 
y$+(Kfl)pl. 
Finally, define y E C( [0, l] ; M) so that y(O) = x, y( 1) = y, 
and t~(0, l)\{C:=OLj:O<I<n}++y(t) is a geodesic. One then has that 
J 
1 
<i)(t), i)(t))1’2 dt = L. 
0 
In addition, dist(y(t), f( [0, 11)) < 3/4/I for all t E [0, l] ; and therefore 
E(y) <E(f) + 3/4/3. Thus, the path y will serve. 1 
Noting that 2, > eP1po(B(xo, l//I)), where xOeM is chosen so that 
U(x,) =0 and combining the results proved thus far in this section, we 
arrive at the following strong statement of (0.5). 
THEOREM 1.14. Assume that U satisfies 11 (VU, VU)ll < 1, and define m 
as in ( 1.4). Then 
c& v 1)-‘“+2e-Bm~I(B)~C,(P v 1)4N+2e-8m, BE(O, 00) (1.15) 
for some constants 0 < cM < CM < cg which depend only on M. 
Remark 1.16. 
Suppose that I( (VU, VU) 11 < B2 where BE [ 1, co), set U’ = U/B, and 
define m’ and A’(p) accordingly. It is then clear that m’=m/B, 
A(#?) = A’( B/I?) ; and therefore, as a consequence of Theorem 1.14, we see 
that 
c 
M 
B-5N+2(/,3 v l)-5h’+2e-~m 
<n(fi)<C,B4N+2(jl v 1)4N+2e-@m, bE(O, co). (1.17) 
2. SCHEDULES FOR SIMULATED ANNEALING 
Our interest in the result obtained in Section 1 stems from its connection 
with the procedure of simulated annealing. To be more precise, let 
UE C’(M) be given and assume that 0 is the minimum value that U takes 
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on M. In the simulated annealing procedure (see [C & C, 11, [C & C, 21, 
CC&C, 31, CC & HI, CG 8~ Gl, CG&Hl, CW, CGol, WI, CH & Sl, 
and [K, G & V] for a more thorough discussion of the procedure), one 
runs a stochastic process on M to locate the set M, where U takes its 
minimum. In the situation at hand, a natural choice of such a stochastic 
process can be described as follows. Set Q = C( [0, co) ; M) and for 
CE [0, co) define X,: Q + M so that X,(o) is the position of the path o at 
time t. Let 9Yf denote the o-algebra over D generated by the maps 
w H Xs(w), s E [0, t], and observe that UI,,, &?, generates the Bore1 field 9? 
over 52 when B is given the topology of uniform convergence on finite time 
intervals. Next, let /? E C’( [0, co); [O, co)) be a non-decreasing function 
with p(O) = 0. Then, for each (s, x) E M, there is a unique probability 
measure Pfx on (a, g) with the property that 
(2.1) 
is a mean-zero martingale for all 4 E C”(M). In fact, by standard 
results, (s, x) E [0, co) x M H PC* is a weakly continuous map and 
(P:&,x)e[O, co)xM} f orms a strong (time inhomogeneous) Markov 
family (cf. [S & V] for this point of view about Markov processes). 
The reason why the above process is a reasonable choice for simulated 
annealing is easily understood at an intuitive level. Indeed, “instan- 
taneously” the process proceeds after time t as if it were the symmetric dif- 
fusion whose equilibrium distribution is p@(,). Thus, at least if the freezing 
schedule j?( .) changes sufficiently slowly, it is reasonable to hope that, after 
a long time, the distribution of the process at time t will be very close to its 
instantaneous equilibrium state ,uCLBcrj. Thus, if this intuition is correct and 
j?(t) /” co as TV 00, then one should expect the process to converge (in 
probability) to M,,. Of course, on the one hand, it is important to make 
P(r) increase slowly enough for the process to stay close to its equilibrium 
while, on the other hand, the faster B(t) 7 co the more concentrated near 
M0 will be that equilibrium. In other words, the choice of the freezing 
schedule has to be made with care; and, as is about to be explained, it is at 
this point that the result obtained in Section 1 becomes important. 
In order to measure the success of our simulated annealing procedure, 
define Pa(x; t, .) for (t, x) E (0, co) x M to be the distribution of 
o E 0 H X,(o) under PQ, and note that there is a continuous map 
(x, 6 Y) I+ P%; 2, Y) E to, ~0) such that p@(x; 6 4~) = P%; 6 y) Pi,,,. 
Clearly the size of #(x; t, .) measures the extent to which the process at 
time t is in its equilibrium. The following result, which is adopted from 
[H & S] and can be proved by exactly the same techniques as those used 
there (see, in particular Theorem 1.10 of that article), confirms the 
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suspicion that equilibrium is maintained if the freezing schedule changes 
sufficiently slowly. 
THEOREM 2.2. Zf there exist A, c E (0, co) and p E (2, UX) for which 
ii(t) <L, 
c(l+ t) t E co, CfJ 1, 
then there exist TE (0, 00) and KE (0, CD), which depend only on A, c, and p, 
such that 
P%; t, y) G K, (x, t, y)EMx [T, co)xM. (2.5) 
In particular, (2.3) and (2.4) imply that 
PP( l&Y,) 2 6) < 
C(log( 1 + t))N 
S(1 + ty ’ 
6>0 and (x, t)EMx [T, oo), (2.6) 
where CE (0, 00) will depend on SU~~.,,,(~ + ,(j?“/Z,) as well as the K in 
(2.5). 
With the preceding theorem at hand, it is easy to explain the role that 
the considerations in Section 1 play in the theory of simulated annealing. 
THEOREM 2.1. Let m be the number described in (1.4) and let CE (m, a) 
be given. Then there exist TE (0, co), KE (0, co), and C E (0, 00) for which 
(2.5) and (2.6) hold so long as #(t) 6 l/c( 1 + t), t E [0, co). 
Proof: We must produce the A E (0, co) and p E (2, co) for which (2.4) 
holds. 
By classical Sobolev theory, for each NE Z +, there is a q E (2, cc ) and a 
C, E (0, co) for which 
11411 2Lqw, GG(e3M 4) + Ilt412L~(w,)3 4 E C”(M). 
Applying this to 4 - (d)O and using the fact that L(O) > 0, one sees that 
IW- (toollt~(~,~ c,a47 417 4 E C”(M), 
for some C, E (0, co). Recalling that Ilf- j fdvllLP(vj < 2 IIf- 111 Lp(Vj for any 
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probability measure v, v-integrable function f, p E [ 1, co], and A E R, one 
has that 
At the same time, if c’ = (m + c)/2, then, by (1.14) 
II4 - (4>sl12L~(ps) = C2ec’%&4 4, #E C”(M) and BE [0, co), 
for some C2 E (0, co); and therefore, by Holder’s inequality, for each 
PEG 4) 
lli- GQ?llzLqpp <(4C,Y Ci-’ exp(B(~ IIUII + ~‘(1 -@)I gb’s(94 4) @, 
where 0 E (0, 1) is determined by l/p = (1 - Q/2 + O/q. In particular, 
we can choose p E (2, co) so that the corresponding 13 satisfies 
cyi-e)+e~lu~~=c. 1
3. FAST FREEZING SCHEDULES 
In the preceding section it was shown that if the freezing schedule /I( .) 
satisfies sup13,J 1+ t) b(t) c l/m, then the simulated annealing procedure 
will be successful. The purpose of the present section is to show that, in a 
sense which will be made precise below, the procedure will fail, in general, 
if one chooses a fi( -) for which inf,.,( 1 + t) b(t) > l/m. 
Because the only freezing schedules which will be considered in this 
section are of the form 
log( 1 + t) 
B,(t) = c ) t E [O, 00 ), (3.1) 
where c E (0, cc), we will use P;,x to denote the measure which would been 
denoted by P& in the preceding section. 
LEMMA 3.2. For m < cc a 
lim inf P;,,( sup U(X,)<a)= 1. 
T-cc xc.%4 IE CT,a) 
Proof: Choose c < a < b < a. By (2.6) we know that 
lim sup fi,,( u(xT) > a) = 0. 
T-m xeM 
(3.3) 
580/83/Z-8 
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This, we will be done if we show that 
lim sup P;,( t E [T, co) +-+ U(X,) upcrosses [a, b] ) = 0. 
T-00 XEM 
To this end, choose II/ E CF((a, b); [0, 11) so that ((a+b)/2)= 1 and 
observe that 
Pg,,( t E [ T, 00 ) H U(X,) upcrosses [a, b] ) 
< P;,,(t E [T, 00) H $0 V(X,) upcrosses [0, 11). 
Next, set 
Then ( Y,, W,, PO,,) is a martingale for every x E M ; and so, 
Upcrossing Inequality, we will know that 
by Doob’s 
lim sup P;,( t E [T, co) H II/ 0 U(X,) upcrosses [0, 1 ] 
T-m XEM 
)=O 
as soon as we show that 
sup EPQx 
[f 
m I C-Ep,,,,,($ 0 WlWt)l df < ~0. 
XEM 0 1 (3.4) 
But IC~~(~~~II~M(~+~)X~~,~~)O U, and so (3.4) follows immediately 
from (2.6). 1 
LEMMA 3.5. Let a > m and suppose that G is a connected open subset 
of M with the properties that (x E M: V(X) = 0} s G and 8G c 
(xEM: U(x)>a}. Then, for eoery c~(m,a), 
Pg,,(X,EGforalltE[O, m))>O, XEG. (3.6) 
Proof Set 
u(s, x) = P&(X, E G for all t E [0, co )). 
Then 
and therefore, by the strong minimum principle, either t((s, x) > 0 for all 
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(s,x)E[O, co)xG or u(s,x)=O for all (.r,x)~[O, co)xG. But, if u=O on 
[0, co) x G, then, by (3.3) and (2.6), one would have that, for all x E G, 
l=~mmfi,,(X,~GandU(X,)<aforallt~[T,co)) 
< Jima P;,,(X, E G for all t E [T, 00 )) 
= lim E~J[u( T, X,), XT~ G] = 0. 1 
T-CC 
ForpEM and a>O, set G(p,a)={xEM:H(x,p)-U(p)<a). 
LEMMA 3.7. For all p E M and a > 0, G(p, a) is an open connected 
neighborhood of p. In addition, U - U(p) = a on dG( p, a). Finally, if 
Oca<m and H(p, y)-U(p)= f m or some HEMP= {xEM: U(x)=O}, 
then U> U(p) on G(p, a). 
ProoJ: The first assertion is obvious. To prove the second, one suppose 
that XE G(p, a) and that U(x) - U(p) < a. Then there is a connected open 
neighborhood W of P on which U is strictly less than a - U(p). In 
addition, there is a y E Wn G(p, a); and, clearly, H(x, y) - U(p) < a. Thus, 
~(x,p)-U(p)~(H(x,y)-U(p))v(H(y,p)-U(p))<a, which means 
that xEG(p,a). 
Finally, to prove the third assertion, let x E G(p, a) and set 
6 = U(x) - U(p). Then 
m = WY, PI - Up) G (NY, x) - Up)) v (Wx, p) - u(p)) G (m + 6) v a; 
and therefore, since a < m, we see that 6 > 0. 1 
THEOREM 3.8. Suppose that c E (0, m) and that there exist a p E M and a 
y E (c, 00) with the properties that 
(1) U(p)=min~U(x):xEG(P,Y)) 
(2) 6=min{U(x)-U(p):xEG(p,y)\G(p,c)}>O. 
Then 
inf P:,,(U(X,)> U(p) for all te [0, oo))>O. (3.9) 
XEG(P,C) 
Proof. Set a = y A (c + 6/8) and choose VEC~(M) so that 
I’= U-U(p) on G(p,a) and 6< V<a+6/8 off of G(p,a). Clearly 
{x E M : V(x) = 0) c G( p, a) and, by Lemma 3.7, I/= a on aG( p, a). Next, 
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define (Qz,,: (s, X)E [0, co) xM) for V in the same way as 
(I’;,, : (s, x) E [0, 00) x M ) is defined for U. Then, for all x E G( p, a), 
P&(U(X,)> U(p)forall tE CO, 00)) 
~I&(X,EG(~, a)forall tE [0, co)) 
= Q&JX, E G( p, a) for all t E [0, co)). 
At the same time, if H, and my are defined for V as H and m were defined 
for U, then my < c. To see this, note that G( p, c) = fJ, <c G( p, p) and 
therefore that there exists a p E (0, c) such that V= U- U(p) > c/2 on 
G(P, c)\G(p, P). Hence, 
H&G Y) - V(x) - J’(Y) < ’ if xv YEG(P, P) a + 618 - c/2 otherwise; 
from which it is clear that my < p v (c - J/4) < c. Thus, by Lemma 3.5 
applied with Q;,, in place of P;,x and G = G(p, a), we see that 
Q;,,(X, E G(p, a) for all t E [0, co)) > 0, XE G(p, ct); and since 
G(p, c) c c G(p, a), (3.9) follows. 1 
There are various conclusions which can be drawn from Theorem 3.8 
about the failure of the simulated annealing procedure when the freezing 
schedule is PC and c-~rn. We give two such conclusions below; both of 
which say that there are circumstances in which the simulated annealing 
process with too fast a freezing schedule will, with positive probability, 
never visit a neighborhood of M,,. 
COROLLARY 3.10. Suppose that p E M\M, and that H( p, y) - U(p) = m 
for some ~EM~. Then for every m’<m there is a CE (m’, m) with the 
property that (3.9) holds. 
Proof Let aE (m’, m) be given and choose CE (m’, a) so that 
U- u(p) 2 42 on G(P, a)\G(p, ~1. I 
COROLLARY 3.11. Let p E M be as in Corollary 3.10 and assume that p is 
the only x E G( p, m) for which U(x) = U(p). Then, (3.9) hoi& for every 
CE (0, m). 
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