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Pseudo-modular graphs are graphs in which every triple of vertices admits either a 'median' 
vertex or a 'median' triangle. Graphs of this kind are, for instance, median graphs, 
distance-hereditary g aphs, 3-sun-free chordal graphs, and (reflexive or irreflexive) absolute 
retracts. Among other things it is shown that every house-free, 3-stm-free graph without 
isometric ircuits of length greater than 4 is a pseudo-modular graph. 
1. [ntrodut'tion 
In recent years several classes of graphs have been investigated which are rich 
in structure and involve median or Helly type conditions. Three major classes we 
have in mind, namely: the modular graphs (which generalize the median graphs, 
cf. Bandelt [1]), the distance-hereditary g aphs (el. Howorka [12], Bandelt and 
Mulder [5]), and the absolute retracts of reflexive graphs (cf. Nowakowski and 
Rival [14], Quilliot [15], Bandelt and Pesch [6]). These classes have their 
distinctive features, but anyway their members G share the property of being 
pseudo-modular in the following sense: given any three vertices u, v, w there 
must be shortest (u, v)-, (u, w)-, (v, w)-paths either passing through a common 
vertex or pairwise sharing edges of a triangle. Graphs not fulfilling this 
requirement are, for example, the circuits of length greater than 4, the house and 
the 3-sun (see Fig. 1). Pseudo-modular graphs cannot be characterized by 
forbidden subgraphs ince every graph can be embedded in a pseudo-modular 
graph even in an absolute retract of reflexive graphs (i.e., a graph belonging to 
the variety generated by all paths). Now, our main result states that if a graph G 
does not contain an isometric house, 3-sun, or n-circuit with n >I 5, then G is 
hereditary pseudo-modular. Here 'hereditary' (like in 'hereditary modular') refers 
to a property inherited by all isometric subgraphs. The class of hereditary 
pseudo-modular graphs comprises the important classes of chordal bipartite 
graphs (sensu Golumbic and Goss [9]), distance-hereditary graphs (sensu 
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house 3-sun 
Fig. 1. Two non-pseudo-modular graphs. 
Howorka [12]), 3-sun-free chordal graphs (sensu Chang and Nemhauser [7]). For 
chordal bipartite graphs, distance-hereditary g aphs, and sun-free chordal graphs 
characteristic elimination schemes are known. So, it is perhaps not surprising that 
also hereditary pseudo-modular graphs can be dismantled and thereby recognized 
in polynomial time. 
The paper is organized as follows. The next two sections collect elementary 
facts about pseudo-modular graphs and identify various kinds of graphs as special 
instances of pseudo-modular graphs. In Section 4 the hereditary pseudo-modular 
graphs are characterized by forbidden isometric subgraphs and via an elimination 
scheme, respectively. 
The graphs in this paper are connected but not necessarily finite. 
We close this section with a diagram exhibiting the relationship of the above 
mentioned classes of graphs. 
Pseudo-modular graphs I
" " f~lZ~$ Median I 
I Hereditary Distance- [ modular graphs hereditary g aphs 
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2. Pseudo-medians 
We commence by defining the pseudo-median of a triple of vertices. This 
concept was introduced in [13] in order to characterize the Hamming graphs (that 
is, the Cartesian products of complete graphs) and the quasi-median graphs 
(isometric pseudo-median-preserving subgraphs of Hamming graphs). Let u, v, w 
be three vertices of a graph G. Then x, y, z form a pseudo-median of the triple u, 
v, w if the following distance quations are satisfied: 
d(u, v) = d(u, x) + d(x, y) + d(y, v), d(v, w) = d(v, y) + d(y, z) + d(z, w), 
d(w, u) = d(w, z) + d(z, x) + d(x, u), k = d(x, y) = d(y, z) = d(x, z), 
where k I> 0 is minimal under these conditions. The number k is called the size of 
the corresponding pseudo-median. For an illustration see Figs. 2 and 3. 
Note that pseudo-medians are not required to be unique. If x, y, z and x', y', 
z' are two pseudo-medians of u, v, w, then necessarily 
d(u, x) = d(u, x'), d(v, y) = d(v, y'), d(w, z) = d(w, z'). 
A graph G in which each triple of vertices has a pseudo-median of size 0 is called 
a modular graph. Now, a pseudo-modular g aph is a graph in which each triple 
has a pseudo-median of size at most 1. The modular graphs are thus the 
triangle-free pseudo-modular graphs. Examples of modular graphs include the 
so-called absolute retracts of bipartite graphs (see [4], [10]). A modular graph 
with unique pseudo-medians (of size 0) is a median graph (see [1] and [13]). 
Complete graphs and wheels are instances of pseudo-modular g aphs with unique 
pseudo-medians. The Cartesian product operation can be used to generate graphs 
with pseudo-medians of higher size. If in two graphs G and H all triples have 
pseudo-medians of size at most m and n, respectively, then in the Cartesian 
product of G and H every triple of vertices has a pseudo-median of size at most 
m + n. In particular, the Cartesian product of a modular graph and a pseudo- 
modular graph is a pseudo-modular g aph. Graphs with pseudo-medians of size at 
u 
w v 
u 
w v 
Fig. 2. Pseudo-medians of size 0 and 1. 
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Fig. 3. Pseudo-median of size 2 in a chordal graph. 
most 2 are not unfrequent in graph theory as is confirmed by the next 
proposition. A house-free graph is a graph not containing the house as an induced 
subgraph (see Fig. 1 for the house). 
Proposition 1. Every triple of vertices in a house-free (connected) graph G 
without induced circuits of length greater than 4 admits a pseudo-median of size at 
most 2. 
Proof. Suppose that u, v, w are three vertices not having a pseudo-median of
size at most 2, where d(u, v) + d(u, w) + d(v, w) is as small as possible. Then 
choose a shortest (u, v)-path P, a shortest (v, w)-path Q, and a shortest 
(u, w)-path R. By virtue of the minimality assumption, the only possible edges 
between P and Q are edges st which are horizontal with respect o v, that is: 
d(s, v)=d(t, v). The first such edge st (where d(s, v) is minimal) and the 
subpaths of P and Q joining v with s and t induce an odd circuit, whence s, t, v 
must induce a triangle. There cannot be a second horizontal edge between P and 
Q, because otherwise we would get either an induced even circuit of length 
greater than 4 or an induced house. So, in particular, u, v, w are not adjacent, 
and therefore P, Q, R give a circuit of length at least 7 with at most three chords 
between the neighbours of u, v, w, respectively. Then in any case we get an 
induced circuit of length greater than 4 or an induced house, a contradiction. [] 
The preceding proposition, of course, applies to chordal graphs (i.e., graphs 
having no induced circuits other than triangles). Moreover, one can readily 
characterize those graphs of Proposition 1 which are pseudo-modular. A graph 
not containing an induced 3-sun is called a 3-sun-free graph. 
lhrolmtion 2. A house-free (connected) graph G without induced circuits of 
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length greater than 4 is pseudo-modular if and only if the vertices of any induced 
3-sun have a common eighbour in G. In particular, 3-sun-free chordal graphs are 
pseudo -modular. 
Proof. If G is pseudo-modular, then the three vertices u, v, w of any induced 
3-sun H in G which are pairwise at distance 2 must have a pseudo-median of size 
0, that is, a common neighbour x. Then x is adjacent o all six vertices of the 
3-sun H because the house is a forbidden induced subgraph. Conversely, if G is 
not pseudo-modular, then in view of the preceding proposition G contains three 
vertices u, v, w having a pseudo-median of size 2 such that d(u, v) + d(u, w) + 
d(v, w) is as small as possible. Then u, v, w are pairwise at distance 2, and hence 
together with any common neighbours of u, v, of u, w, and of v, w they give a 
circuit of length 6. Then these six vertices must induce a 3-sun. Since u, v, w form 
their own pseudo-median, they cannot have a common neighbour. [] 
The 3-sun-free chordal graphs are therefore precisely those graphs for which 
there are no induced circuits of length 4 and all induced subgraphs are 
pseudo-modular. Another characterization f 3-sun-free chordal graphs (involv- 
ing the radii of induced subgraphs) was given by Chang and Nemhauser [7]. In [7] 
also the chordal graphs whose powers are chordal have been characterized. 
Powers of 3-sun-free chordal graphs'need not be chordal, but still they are 
pseudo-modular. This is so because in general the powers G n of a pseudo- 
modular graph G are pseudo-modular. To see this, consider three vertices u, v, w 
with a pseudo-median x, y, z (of size 0 or 1) in G. Let x', y' ,  z' be any vertices 
on shortest (u, x)-, (v, y)-, (w, z)-paths, respectively, such that n is greater than 
d(x, x'), d(y, y'), d(z, z'), and n divides d(u, x'), d(v, y'), d(w, z'). Then in the 
power G" a pseudo-median of u, v, w having size 0 or 1 is found among the 
vertices x, x' ,  y, y ' ,  z, z'. 
The pseudo-medians in a pseudo-modular g aph G consist of vertices minimiz- 
ing certain distance sums. In operations research such vertices are often called 
medians (cf. [3]). Indeed, a vertex x of G belongs to a pseudo-median of three 
vertices u, v, w if and only if 
d(u, x) + d(v, x) + d(w, x) <- ½(d(u, v) + d(u, w) + d(v, w) + 1); 
this in turn is equivalent o the condition that the distance sum d(u, x)+ 
d(v, x)+d(w, x) be minimum. To see this, observe that (by the triangle 
inequality) d(u, x) + d(v, x) + d(w, x) is bounded by ½(d(u, v) + d(u, w) + 
d(v, w)) from below. There is yet another way to reformulate the definition of a 
pseudo-median i  a pseudo-modular g aph, viz., in terms of the interval function 
L The interval l(s, t) between two. vertices s and t consists of all vertices on 
shortest (s, 0-paths, that is: 
l(s, t) = {r I d(r, s) + d(r, t) = d(s, t)}, 
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of. [13]. Let G be a graph in which every triple of vertices admits a 
pseudo-median (of any size). Then x, y, z is a pseudo-median of u, v, w in G if 
and only if x, y, z are vertices in I(u, v )n  I(u, w), I(u, v )n  l(v, w), I(u, w)n 
I(v, w), respectively, which are at maximum distance from u, v, w, respectively. 
Consequently, x is the unique vertex in the intersections l(x, y)O l(x, z) and 
I(v, x) n I(w, x). The following description of pseudo-modular g aphs appears to 
be useful. This generalizes a characterization f modular graphs given in [1]. 
Lemma 3. For a (connected) graph G the following conditions are equivalent: 
(i) G is pseudo-modular, 
(ii) l(u, v) O I(v, w) = {v} implies d(u, w) >t d(u, v) + d(v, w) - 1, for all 
vertices u, v, w, 
(iii) If three intervals I(u, v), l(u, w), l(v, w) have pairwise only one vertex in 
common, then u, v, w are either identical or pairwise adjacent. 
Proof. (i) implies (ii): If l(u, v )h i (v ,  w)= {v}, then for any pseudo-median 
x, y, z of u, v, w we have v = y and therefore ither v ~ l(u, w) (if x = y = z) or 
d(u, w) = d(u, v) + d(v, w) - 1 (otherwise). 
(ii) implies (iii): This is evident. 
(iii) implies (i): Let u, v, w be any vertices of G. Choose a vertex x in 
I(u, v)n l (u ,  w) at maximum distance from u. Then choose a vertex y in 
I(v, w)Ol(v, x) at maximum distance from v, and finally, a vertex z in 
I(w, x )n  l(w, y) at maximum distance from w. Since each pair of the intervals 
I(x, y), I(x, z), l(y, z) intersects in exactly one vertex, we conclude that x, y, z is 
a pseudo-median of size 0 or 1 for the given triple u, v, w. [] 
Condition (ii) of Lemma 3 was already involved in a characterization of 
distance-hereditary graphs given in [5]. By definition, a distance-hereditary graph 
is a graph in which all induced paths are shortest paths. Then, by Theorem 2 of 
[5] and by Lemma 3, the distance-hereditary graphs are precisely the pseudo- 
modular graphs not containing the following three graphs as induced subgraphs: 
the house, the 4-fan (i.e., the 5-circuit with two non-crossing chords), and the 
domino (i.e., the 6-circuit with a diametrical chord), see Fig. 4. 
I I I 
4-fan Domino 
Fig. 4. Two non-distance-hereditary graphs. 
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3. Disks 
It is convenient o express pseudo-modularity as an intersection property of 
disks. The disk with centre u and radius p is the set 
Dp(u)= (x l p). 
In particular, D~(u) is the unit disk centred at u and coincides with the set 
N(u)U  {u}, where N(u)= {x ld (u ,x )= 1} is the neighbourhood of u. 
Proposition 4. For a (connected) graph G the following conditions are equivalent: 
(i) G is pseudo-modular, 
(fi) Any three pairwise intersecting disks of G have a nonempty intersection, 
(iii) I f  1 <<- d(u, w) ~< 2 and d(u, v) = d(v, w) = k >i 2 for vertices u, v, w of G, 
then there exists a vertex x such that d(u, x)= d(w, x )= 1 and d(v, x)= 
k -1 .  
Proof. (i) implies (ii): Suppose that Do(u ), Do(v), D~(w) are three pairwise 
intersecting disks such that the intersection of all three disks is empty and 
p + o + r is as small as possible. Then, without loss of generality, d(u, v)= 
p + o, d(v, w) = o + ~, and d(u, w) <~ p + ~. Further, l(u, v) t-1 l(v, w) = {v}; for 
otherwise, we could substitute v by some neighbour in the intersection and o by 
o -  1, contrary to minimality. Since we get 
d(u, w) <~ d(u, v) + d(v, w) - 2o <<- d(u, v) + d(v, w) - 2, 
the graph G is not pseudo-modular by Lemma 3. 
(ii) implies (iii): The disks Dl(u), Dk-I(v), Dl(W) intersect pairwise, and hence 
there exists a vertex x belonging to all three disks, as required. 
(iii) implies (i): Let u, v, w be vertices uch that each pair of I(u, v), l(u, w), 
I(v, w) intersects in exactly one vertex. Suppose that u, v, w are neither identical 
nor induce a triangle. Then, by virtue of condition (iii), the vertices u, v, w have 
mutual distance at least 2. Choose a shortest (v, w)-path v =v0-->Vl-->-----~ 
Vq_l--> Vq = w such that the sum of all d(u, vi) is as small as possible. Since Vl 
cannot belong to l(u, v )N l (v ,  w), we must have d(u, Vl)>~d(u, v). Now, 
d(u, vi-1) = d(u, vi) - 1 = d(u, V~+l) is not possible for any i because otherwise by 
(iii) we would get a common neighbour v" of vi-1 and vi+l such that 
d(u, v~) = d(u, vi) - 2, conflicting with minimality: If d(u, vi-1) + 1 = d(u, vi) = 
d(u, Vi+l) for some i, then by (iii), we can first find a common neighbour x of vi 
and vi+l with d(u, x) = d(u, vi-1), then a common neighbour y of Vi-x and x with 
d(u, y)= d(u, vi+O- 2, and finally find a common neighbour v" of vi-1, y, and 
Vi+l. Then d(u, v ' )=d(u,  v i ) -1 ,  contrary to minimality. Hence the given 
(v, w)-path must be horizontal with respect o u, that is: d(u, v~) = d(u, v) for all 
i. Then, however, we infer from (iii) that there exists a common neighbour v~ of 
v and v2 with d(u, v~)=d(u, v0 - 1, again a contradiction. Therefore we 
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Fig. 5. Pseudo-modularity test. 
conclude that condition (iii) of Lemma 3 holds, and hence G is a pseudo-modular 
graph. [] 
Condition (iii) of Proposition 4 amounts to checking the instances depicted in 
Fig. 5: in each case a common neighbour x of u and w has to be found at distance 
d(u, v) - 1 from v. This test has also been established by Dihimann and Schiitte. 
In a forthcoming paper they characterize the graphs in which for every family 
of vertices there exists a plurality vertex sensu [4] (alias Condorcet vertex sensu 
[3]). In particular, they show that such graphs are pseudo-modular graphs 
satisfying certain Helly type conditions (thereby generalizing a result obtained in 
[4] for bipartite graphs). The left and middle instances in Fig. 5 of the 
pseudo-modularity test guarantee that every circuit is the mod 2 sum of triangles 
and squares in the cycle space. If, in addition, every square admits a vertex 
adjacent o all four vertices of the square, then every circuit is the rood 2 sum of 
triangles. The latter graphs are null-homotopic in the sense of [8]. Proposition 4 
immediately shows that among pseudo-modular g aphs are all graphs G for which 
the system of all disks has the Helly property, i.e., any finite family of disks has a 
nonempty intersection whenever each pair of them does. These Helly graphs G 
are precisely the so-called absolute retracts of reflexive graphs, see [11, 14, 15]. 
That these graphs are null-homotopic was already shown by Quilliot [15, 
Proposition II, p. 1-32]. In order to show that a given pseudo-modular graph 
satisfies the above Helly property, it suffices to consider only unit disks: a finite 
pseudo-modular g aph is an absolute retract of reflexive graphs if and only if the 
system of all unit disks has the Helly property; see [6]. The pseudo-modular 
graphs, by the way, form a variety in the sense of [14], that is: the class of 
pseudo-modular graphs is closed under the formation of reflexive retracts and 
(strong) products. 
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4. Hereditary pseudo-modular graphs 
A hereditary pseudo-modular graph G is a pseudo-modular g aph such that 
every isometric subgraph of G is also pseudo-modular. By an isometric subgraph 
H of G we mean an induced subgraph that inherits its distance function from G, 
that is: every shortest path in H is also a shortest path in G. We have already seen 
that an isometric subgraph of a pseudo-modular graph need not be pseudo- 
modular: consider, for instance, the 5-wheel (which consists of a 5-circuit and an 
extra vertex adjacent o all vertices of the circuit). On the other hand, every 
n-wheel with n >I 6 spokes is hereditary pseudo-modular. Examples of hereditary 
pseudo-modular graphs are also the 3-sun-free and house-free graphs not 
containing any induced circuit of length greater than 4 (see Proposition 2 above). 
The latter graphs are thus exactly the graphs all of whose induced subgraphs are 
pseudo-modular. So we may expect that hereditary pseudo-modular g aphs can 
be characterized by forbidden isometric subgraphs in a similar fashion. This is 
indeed the case. 
Theorem 5. For a (connected) graph G, the following conditions are equivalent: 
(i) G is hereditary pseudo-modular, 
(ii) G is pseudo-modular and does not contain the house, the 3-sun, the 
5-circuit, or the 6-circuit as an isometric subgraph, 
(iii) G does not contain the house, the 3-sun, or any n-circuit with n >i 5 as an 
isometric subgraph. 
Proof. (i) implies (ii): This is evident. 
(ii) implies (iii): Assume the contrary, and let C=u---~u2--*...--*un---~u be
an isometric n-circuit in G of minimal ength >~5. Note that n I> 7. We distinguish 
two cases. 
Case 1. n = 2k, for some integer k >t 4 
Then we have d(u, Uk+l)= k, and d(u, Uk)= d(u, Uk+2)= k -  1. By pseudo- 
modularity, there is a common neighbour vk+l of Uk and Uk+2 with d(u, Vk+l)= 
k -  2. And again, by pseudo-modularity, we can find vertices Vk+2, . . . ,  V2k--2 
such that, for i = 1 , . . . ,  k - 3, Vk+i+l is a common neighbour of Vk+i and ut+i+2 
with d(u, Vk+i+l) "- d(u,  Vk+i )  - -  1 = d(u, Uk+i+2)  - -  i .  Then U--> U2- '~  " " "-"~ Uk - '~ 
Vk+I---~.''--->V2k_2--->U is a circuit of length 2k -2>~6 that must be isometric, 
because C is isometric. This either contradicts our minimality assumption, or 
gives an isometric 6-circuit in G, which is also impossible. Therefore Case 1 is 
settled. 
Case 2. n = 2k + 1, for some integer k ~> 3 
Then we have d(u, Uk) = d(u, Uk+a) = k - 1, and d(u, Uk+x) = d(u, Uk+2) = k. 
Hence, by pseudo-modularity, we can find a common neighbour x of Uk+l and 
uk+2 with d(u, x)= k -  1. And again, by pseudo-modularity, we can find a 
254 H.-J. Bandelt, H.M. Mulder 
common neighbour y of Uk and x and a common neighbour z of x and Uk+ 3 with 
d(u, y) = d(u, z) = k - 2. Now, since G is house-free, it follows that x is adjacent 
to both Uk and Uk+3. This contradicts the isometry of C, whence also Case 2 is 
settled. 
(iii) implies (i): Let u, v, w be vertices of G with l<~d(u, w)~<2 and 
d(u, v) = d(v, w) = k i> 2. Assume that (Hi) of Proposition 4 is violated, where k 
is as small as possible. Then it follows that I(u, v) n l(v, w) = {v}. 
We distinguish three cases. 
Case 1. d(u, w) = 1 
If k = 2, then we would get an induced house or 5-circuit. Therefore we have 
k >13. Let P = v ~ x--)-  • ----) u be a shortest (v, u)-path, and let Q = w---) y --) 
• - . - - )v  be a shortest (w,v)-path.  Then C=P---)Q is a circuit of length 
2k + 1 >I 7. Since l(u, v) O l(v, w) = {v}, we infer that d(x, w) = k, and so 
k - 1 <~ d(x, y) <<- k. Note that d(u, y) = 2. Assume that d(x, y) = k - 1. Then, by 
minimality of k, there exists a common neighbour z of u and y with 
d(x, z) = k - 2 i> 1. Then, however, the vertices v, z, y violate condition (iii) of 
Proposition 4, which contradicts the minimality of k. So we conclude that 
d(x, y) = k. If I(w, x) n I(x, y) ~ {x}, then, by minimality of k, there is a 
common neighbour t of w and y with d(x, t)= k -  1 = d(x, u). So, again by 
minimality of k, we infer the existence of a vertex s adjacent o both u and t with 
d(x, s) = k - 2. Now we have d(v, s) = d(v, y) = k - 1 and 1 <~ d(s, y) <~ 2, and 
furthermore, I(s, v) n I(v, y) ~ I(u, v) n l(v, w) = {v}. This conflicts with the 
minimality of k. Thus we conclude that I(w, x)Of (x ,  y)= {x}. Recall that 
d(w, x) = d(x, y) = k, and that w and y are adjacent. 
Now we can apply the previous argument on x, w, y instead of v, u, w. Thus, 
proceeding clockwise along the circuit C we eventually establish that C must be 
an isometric circuit in G of length 2k + 1 t> 7. Since this is impossible, we have 
settled Case 1. 
Case 2. d(u, w)= 2, and there is a common neighbour z of u and w with 
d(v, z )= k 
By virtue of Case 1, there is a common neighbour x of u and z and a common 
neighbour y of z and w with d(v, x) = d(v, y) = k - 1. Since l(u, v) O l(v, w) = 
{v}, we infer that x is not adjacent o w and y is not adjacent o u. Now either 
k = 2 and v is adjacent o both x and y, or k 1> 3 and, by minimality of k, we can 
find a vertex adjacent o x and y at distance d(v, x) - 1 = k - 2 from v. Anyway 
we find a common neighbour p of x and y that is not adjacent o u, z or w. But 
now we have created a forbidden configuration, for, we have a 3-sun whenever xy 
is an edge, and we have houses whenever x and y are not adjacent. Hence Case 2 
is done. 
Case 3. d(u, w) = 2, and all common neighbours of u and w have distance k + 1 
from v 
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Let z be a common neighbour of u and w. Let P = v---~x---~...---~ u be a 
shortest (v, u)-path, and let Q = w ~ y---~ • • • ~ v be a shortest (w, v)-path. Then 
C=P---~z---~Q is a circuit of length 2k+2>~6.  Clearly d(x, z )=k ,  and since 
l(u, v) n I(v, w) = {v}, we infer that k <~ d(x, w) <<- k + 1. 
Assume that d(x, w) = k. Then, by Case 1, we can find a vertex t adjacent o z 
and w with d(x, t) = k - 1. Now either x is adjacent o u and t, or, by minimality 
of k, we can find a vertex s adjacent o u and t with d(x, s) = k - 2. Anyway we 
create a house unless t is adjacent o u. But now t is a common neighbour of u 
and w with d(v, t )=d(x,  t)+ 1 = k, which was excluded in this case. Hence  
d(x, w)=k + l. 
Now, if k = 2, then y is adjacent o v, and similarly as we have shown above 
that d(x, w)= k + 1 = 3, we can show that d(y, u )= 3. So, the circuit C is an 
isometric 6-circuit in G, which is forbidden. Hence k t> 3. 
Assume that I(z, x) n I(x, y) :/: {x}. Then, by minimality of k, there must be a 
common neighbour t of z and y with d(x, t) = k - 1. So d(u, x) = d(x, t) = k - 1, 
and 1 ~< d(u, t)~< 2. Hence again, by minimality of k, we can find a common 
neighbour s of u and t with d(x ,s )=k-2~ >1. Note that now we have 
d(s, v )=d(v ,  y )=k-  1 and l(s, v )n l (v ,  y)~_l(u, v )O l (v ,  w)= {v}. This evi- 
dently conflicts with the minimality of k. So we conclude that l(z, x) O l(x, y) = 
{x}. Recall that d(z ,x )=d(x ,y )=k  and d(z ,y )=2 and w is a common 
neighbour of z and y with d(x, w) = k + 1. 
Now we can apply the previous argument on x, z, y instead of v, u, w. Thus, 
proceeding clockwise along the circuit C, we eventually establish that C must be 
an isometric circuit of length 2k + 2 I> 8 in G. Since this is forbidden, Case 3 is 
settled. This concludes the proof. [] 
From the preceding theorem we deduce a result obtained in [2], viz.: a bipartite 
graph is hereditary modular if and only if it does not contain any isometric ircuits 
of length greater than 4. 
Notice that by virtue of condition (ii) of Theorem 5 hereditary pseudo-modular 
graphs are recognizable in polynomial time. Our next goal is to show that there 
exists a specific elimination scheme for these graphs. This provides us then with 
some insight into how hereditary pseudo-modular g aphs are built up .  The most 
natural way to dismantle a graph is by successively deleting vertices which are far 
from the center. Now, a vertex z of a graph G is called extremal with respect o 
a vertex t if no interval (t, y) contains l(t, z) properly, i.e., every neighbour of z 
is at distance at most d(t, z) from t; an extremal vertex of G is then any vertex 
that is extremal with respect o some other vertex. Every diametrical vertex of a 
graph is of course extremal. The extremal vertices of a tree, for example, are just 
the pendant vertices. Note that pseudo-modular g aphs in general do not admit a 
one-vertex elimination scheme (the 3-cube already gives a counter-example). 
First we need a lemma (cf. [4] for the bipartite case). 
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Lemma 6. Let H be a (connected) graph, and let z be a vertex of H such that the 
vertex-deleted subgraph G = H - z is isometric in H and pseudo-modular. Then H 
is pseudo-modular if and only if, for any two vertices u and v of G with 
1 ~ d(u, v), d(u, z), d(v, z)<~ 2, the intersection of the unit disks Dl(u), Dl(v), 
Dl(z) is nonempty. 
Proof. The 'only-if part of the lemma is an immediate consequence of 
Proposition 4. 
To prove the ' i f  part we will show that H passes the pseudo-modularity est 
(see (iii) of Proposition 4). It is clear from the conditions on H that we only need 
to check vertices u, v, w with 
1 <~ d(u, w) ~< 2, and d(u, v) = d(v, w) = k >I 3, 
where z is among u, v, w. Assume that the test fails for such a triple where k is as 
small as possible. Then we have l(u, v) n l(v, w) = {v}. 
We distinguish a number of cases. 
Case 1. d(u, w) = 1, and z = w 
Choose any neighbour y of w in 1(v, w). Then d(u, y)= 2 in H, whence, by 
isometry of G = H - w, we can find a vertex x distinct from w and adjacent o u 
and y. If d(v, x) = k - 1, then it follows from the pseudo-modularity of G that we 
can find a common neighbour of x and y at distance k - 2 from v, conflicting with 
l(u, v )Of (v ,  w)= {v}. Therefore d(v, x )=k .  Again by pseudo-modularity of
G, we can find a common neighbour t of u and x with d(v, t )=  k -  1 and a 
common neighbour of t and y at distance k -  2 from v. And again, this 
contradicts our assumption that I(u, v) O I(v, w) = {v}. This settles Case 1. 
Case 2. d(u, w) = 2, and z = w 
Let t be a common neighbour of u and w. Then dearly k <~ d(v, t)<<-k + 1. 
Suppose that d(v, t) = k. Then, by Case 1, we can find a common neighbour y of t 
and w with distance k - 1 at v. Note that, by our choice of u, v, w, the vertex y 
cannot be adjacent to u. By pseudo-modularity of G, there exists a vertex x 
adjacent o u and t with d(v, x) = k - 1, and a common neighbour of x and y at 
distance k - 2 from v. Now this is in conflict with l(u, v) N l(v, w) = {v}. So we 
have d(v, t) = k + 1. 
Let y be a neighbour of w in l(v, w). By the choice of u, v, w, the vertex y 
cannot be adjacent o u. Since G = H - w is isometric, there is a vertex s in G 
adjacent o both t and y. Note that d(v, s) = k. By pseudo-modularity of G, we 
can lind a common neighbour x of u and s with d(v, x) = k - 1 and a common 
neighbour of x and y at distance k - 2 from v. This conflicts with our assumption 
that l(u, v) n l(v, w) = {v}, thus establishing Case 2. 
Case 3. d(u, w) = 1, and z = o 
Pick any neighbour s of o in l(u, o). Then d(s, u)= k -  1. Since l(u, o )n  
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l(v, w) = {v}, it follows that d(s, w) = k. So, by Case 1, we infer the existence of 
a common neighbour t of s and v = z with d(w, t) =k  - 1. Choose any neighbour 
y of w in I(w, t). Then we have d(s, y )= d(s, u)= k -  1. Consequently, by 
pseudo-modularity of G, there exists a vertex x adjacent to u and y with 
d(s, x) = k - 2. Hence we have adjacent vertices x and y with d(x, v) = d(v, y) = 
k - 1 >I 2 and l(x, v) n l(v, y) ~_ I(u, v) n I(v, w) = {v}. This contradicts either 
the condition on H (whenever k = 3) or the minimality of k (whenever k >I 4). 
This settles Case 3. 
Case 4. d(u, w)= 2, and z = v 
Let t be a common neighbour of u and w. Then we have k <~ d(v, t) ~< k + 1. If 
d(v, t) = k, then, by Case 3, we could find a common neighbour x of u and t and 
a common neighbour y of t and w with d(v, x) = d(v, y) = k - 1. Note that x and 
y have to be distinct. Now, if x and y are adjacent, then we are done by Case 3, 
and if x and y are not adjacent, then the minimality of k is violated (whenever 
k i>4) or the condition on H is violated (whenever k =3). So we have 
d(v, t) = k + 1. 
Let x be any neighbour of v in I(u, v). Then it follows that k <~ d(x, w) <- k + 1. 
First assume that d(x, w)= k. Then, by pseudo-modularity of G, we can find a 
vertex y adjacent o t and w with d(x, y) = k - 1 and a vertex r adjacent o u and 
y with d(x, r) = k - 2. By Case 3, we infer the existence of a vertex s adjacent o 
both y and w with d(v, s) = k - 1. 
Note that l(r, v )O l (v ,  s)~_l(u, v )O I (v ,  w)= {v}. Now either by Case 3 
(whenever r and s are adjacent) or by the condition on H (whenever k = 3) or by 
the minimality of k (whenever k i> 4 and r and s are not adjacent) we get a 
contradiction. So d(x, w) = k + 1. 
Let y be a neighbour of w in I(v, w). Then it follows that d(x, y )= k. By 
pseudo-modularity of G, there is a vertex s (distinct from u) adjacent o t and y 
with d(x, s)= k -  1 = d(x, u), and there is a vertex r adjacent o u and s with 
d(x , r )=k-2 .  Now we have d( r ,v )=d(v ,y )=k-1  and l ( r ,v )O l (v ,y )~_  
I(u, v)O I(v, w)= {v}. And again, as above, we arrive at a contradiction, by 
which Case 4 is settled. This, finally, completes the proof of the lemma. [] 
Theorem 7. Let G be a (connected) graph, and let z be an extremal vertex. Then 
G is hereditary pseudo-modular if and only if G is 3-sun-free and house-free, and 
G-z  is hereditary pseudo-modular, and the following two neighbourhood 
conditions are satisfied: 
(or) I f  d(u, z) = d(v, z) = 1 and d(u, v) = 2, then N(u) O N(v) ~ {z}, 
(fl) I f  d(u, z) = d(v, z) = 2, and either d(u, v) = 1, or d(u, v) = 2 so that there 
is some w ~ N(u) n N(v) with d(w, z) = 3, then either N(u) n N(z) ~_ N(v) 
or N(v) n N(z) ~_ N(u). 
Proof. First assume that G is a hereditary pseudo-modular graph. Then, by 
Theorem 5, G is 3-sun-free and house-free. Suppose that z is extremal with 
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respect to t. We wish to show that G-z  is isometric in G, or equivalently, 
condition (re) is satisfied. Let u and v be two non-adjacent neighbours of z. If 
d(t, u)= d(t, v), then by pseudo-modularity there exists a common neighbour s
of u and v with d(t, s)=d(t, u ) -  l, whence s:/:z. If d( t ,u )=k-1  and 
d(t, v) = k, then by pseudo-modularity there are a common neighbour y of v and 
z with d(t, y) = k - 1 and a common neighbour x of u and y with d(t, x) - k - 2. 
Then y is a common neighbour of u and v (distinct from z), for otherwise, the 
vertices u, v, x, y, z induce a house. We conclude that in any case u and v have a 
common neighbour in G - z .  Next suppose that (fl) is violated for some vertices 
u and v with d(u, z) = d(v, z) = 2. Then choose vertices x e N(u) n N(z) - N(v) 
and y e N(v) n N(z) - N(u). If d(u, v)= 1, then u, v, x, y, z induce a 5-circuit, 
which contradicts the assumption that G is hereditary pseudo-modular. If
d(u, v) = 2 and there is a common neighbour of u and v with d(w, z) = 3, then u, 
v, w, x, y, z induce a 6-circuit. Since G is hereditary pseudo-modular, this circuit 
cannot be isometric, and hence there exists a common neighbour s of u and y, 
say. Since the house and the 5-circuit are forbidden induced subgraphs,  must be 
adjacent o all six vertices of the circuit, contrary to d(w, z) = 3. This proves the 
'only i f  part of the theorem. 
Conversely, assume that the conditions on G hold. Then G -z  is an isometric 
subgraph of G by condition (re). If z lies on an isometric ircuit C of length 5 or 6, 
then for the two vertices u and v on C with d(u, z)= d(v, z )= 2 we get a 
contradiction to (fl). Therefore G has no isometric ircuits of length 5 or 6. Next 
we show that for any vertices u and v such that d(u, v), d(u, z), d(v, z) equal 1 
or 2 the unit disks centred at u, v, z have a nonempty intersection. If at least two 
of these distances are 1, then the disks certainly have a vertex in common. Thus, 
we may assume that d(v, z) = 2, and in view of (fl), that d(u, v) = 2. Suppose 
that N(u) O N(v) O N(z) = I~. If d(u, z) = 1, then u, v, z together with any 
x e N(u)O N(v) and y e. N(v)O N(z) induce either a house (if x and y are 
adjacent) or a 5-circuit, which is not possible by what has been shown above. If 
d(u, z )= 2, then by virtue of (fl) any common neighbour w of u and v is at 
distance 2 from z. Applying (fl) to the pairs u, w and v, w provides us with 
vertices x e N(u) O N(w) O N(z) and y e N(v) n N(w) n N(z). Then, however, 
we obtain either an induced house (if x and y are not adjacent) or an induced 
3-sun, a contradiction. Therefore the intersection of Dl(u), DI(v), Dl(z) is not 
empty, and hence We can deduce from Lemma 6 that G is pseudo-modular. Then 
as isometric 5-circuits or 6-circuits are also forbidden we infer from Theorem 5 
that G is a hereditary pseudo-modular g aph. [] 
The preceding theorem gives rise to a polynomial algorithm recognizing 
hereditary pseudo-modular g aphs, which generalizes the one established in [2] 
for hereditary modular graphs. Observe that the search for an induced 3-sun in a 
graph with n vertices requires O(n 6) steps in the worst case. Here we are better 
off because of the other forbidden subgraphs, as the next lemma confirms. 
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Lemma 8. Given a graph G with n vertices, one can determine in O(n  4) steps 
whether G contains at least one of the following graphs as an induced subgraph: 
5-circuit, house, 3-sun. 
Proof. First observe that G contains an induced 5-circuit or house if and only if 
there exists a vertex u and an edge vw with d(u, v) = d(u, w) -- 2 such that there 
are a common neighbour x of u and v not adjacent to w and a common eighbour 
y of u and w not adjacent o v. Now assume that there are no induced 5-circuits 
or houses in G. Then, for any three vertices u, v, w each pair of which is at 
distance two and has a common neighbour not adjacent to the third vertex, either 
all edges between the sets N(u)NN(v) -N(w) ,  N(u)NN(w) -N(v) ,  and 
N(v) f'l N (w) -  N(u) are present or none at all. Therefore G has an induced 
3-sun if and only if there exist three vertices u, v, w mutually at distance two such 
that each pair of them admits a common neighbour not adjacent o the third 
vertex and there is at least one edge between the three chosen neighbours. 
Summarizing, for each triple of vertices the above conditions can be checked in 
linear time. [] 
Now, the recognition algorithm for hereditary pseudo-modular g aphs goes 
as follows. First, given an input graph G, detect an induced 5-circuit, house, 
3-sun, respectively, as is suggested by the proof of Lemma 8. Second, according 
to Theorem 7, find an extremal vertex z. If (or) and (fl) are not both fulfilled, 
then G is not hereditary pseudo-modular. Otherwise, remove z from G and 
repeat he procedure until there are fewer than six vertices left. If the input graph 
passes this test, it is hereditary pseudo-modular. So we arrive at our concluding 
result: 
Corollary 9. Hereditary pseudo-modular g aphs with n vertices can be recognized 
in O(n4) time. 
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