In this paper, a novel self-organizing map (SOM) named "One-D-R-A-G-SOM" is proposed. It is a kind of one dimensional ring type growing SOM using asymmetric neighborhood function. As the topology of one dimensional ring type feature map is more suitable to increase or decrease the number of units, and the disorder of the map is available to be solved by the asymmetric neighborhood function, the proposed model gives priority of learning performance to the conventional two dimensional growing SOM. Additionally, One-D-R-A-G-SOM is introduced to a hand shape recognition and instruction learning system. Experiment results showed the effectiveness of the novel system comparing with systems using the conventional SOMs.
Introduction
Kohonen's self-organizing map (SOM) is an artificial neural network model which can interpret how different information processing areas in the cerebral cortex of the brain are formed according to the stimulation of sensory input [1] - [4] . SOM has been applied in many information processing fields such as big data classification, dimensionality reduction, and pattern recognition. As we know, there were more than 10,000 publications concerning with SOM till 2011. The spread of SOM comes from its simple but solid structure and competitive learning rule: (i) Units (neurons) on a low-dimensional grid (usually one or two dimensions) are connected to input vectors with weights;
(ii) The similar units in the means of nearby connection weights gather to each other according to the modification of connection weights using a topological neighborhood function; (iii) Similar inputs, which similarity is difficult understood for their high dimensionality, are mapped to their area on the grid. So the grid is also called feature map.
However, there are some problems in the classical SOM:
(i) Exhaustion of units of the grid; (ii) Adjustment of parameters such as learning rate, neighborhood function extent;
(iii) Disorder of topology happened in the learning process.
For the first problem mentioned above, growing SOM (GSOM) [5] - [7] , growing hierarchical SOM (GHSOM) [8] , transient-SOM (TSOM) [9] [10], etc, are proposed. In GSOM and GHSOM, the number of units is increased according the determinant threshold distance between the input and the connection weights.
Meanwhile, TSOM stores "matured" units in an additional memory space and reuses the initialized map iteratively.
For the second problem, Beglund and Sitte proposed a "parameter-less SOM (PL-SOM)" which reduced parameters, such as learning rate and rang of neighborhood function, using the distance between input and connection weights. Kuremoto et al. adopted PL-SOM into GSOM as a parameter-less growing SOM (PL-G-SOM) in 2010 [11] and applied it to a voice instruction learning system [11] - [13] and a hand shape instruction learning system [13] [14] . The third problem has been tackled by Aoki et al. since 2007 [15] - [17] . Different from the classical SOM using a symmetric neighborhood function, e.g., Gaussian function, an asymmetric neighborhood function is adopted into the competitive learning rule. Additionally, by changing the asymmetric direction iteratively, twist and disorder of map's topology are removed more effectively.
In this paper, we name Aoki et al.'s SOM as "A-SOM" and adopt it to our previous PL-G-SOM to improve the learning performance at first. Then, considering the unnecessary of increased units in 2D PL-G-SOM, we introduce a one dimensional ring type SOM [7] to PL-G-SOM instead of the conventional 2D map. The new structure also makes it easy to delete a unit on the ring type map to realize computational cost down. So the new PL-G-SOM with asymmetric neighborhood function and one dimensional ring type map is named as "One-D-R-A-G-SOM". Furthermore, the proposed SOMs are applied to the hand shape instruction learning system [9] [10] [13] [14] as a novel feature classifier.
The rest of this paper is organized as follows. In Section 2, Kohonen's original SOM and the conventional PL-G-SOM are described at first, then, the One-D-R-A-G-SOM is proposed. In Section 3, a hand shape recognition and instruction learning system is introduced, and the experiment results of the system with different SOMs are reported. Conclusions are in Section 4.
Self-Organizing Maps

The Original SOM
In Kohonen's SOM [1] - [4] , the input n-dimensional data x(x 1, x 2 …, x n ) is mapped to a low-dimensional space with connections m i (m 1, m 2 …, m n ) by a winnertakes-all rule:
i where i=1, 2, …, m means the number of unit on a lowdimension map (1 or 2-dimension grids). c indicates the best-match-unit (BMU) on the map which has the shortest Euclidean distance with the input data x. Initially, connection weight m i is given by a random value, and following learning rule makes input of different class data separately to the different position on the feature map:
whereαis a learning rate and h ci is a neighborhood function usually as following:
Here, 
PL-G-SOM
In fact, the size of the map i= 1, 2, .., m = NM in the original SOM is fixed in advance, so it prevents additional learning when the number of categories of data is more than the number of units on the map (i.e. the size of map) m. To overcome this defects of exhaustion of units problem of the original SOM, Growing SOM (GSOM) [5] - [8] and Transient SOM (T-SOM) [9] [10] were proposed. GSOM suggests to set a few units (one or two) at the beginning of learning process of SOM, and then to increase the number of units when a new input cannot find a BMU for its too far distance to all units on the map. Meanwhile T-SOM uses a memory layer to store "matured" units which are trained enough and release the matured units on the map with initial random values. However, according to this forced processing, the topology of the map become to be disordered and this affects the learning performance of T-SOM. So in this study, we concentrate to the former one, GSOM.
When a new row/column needs to be insert to the neighbor of a BMU c, for example, in the middle of unit c and the farthest unite f from c, the weight of connection between input and the new unite e takes average values of c and f,
and so do them of e's neighbors:
where l=1, 2, …, N or M. After this process, the map size changes to N(M+1), or (N+1)M (See Fig. 1 ).
To decide parameters αin Eq. (2) 
Where min max ,  are positive parameters, for example, the value may be the size of the map and 1.0, respectively. t is the number of training time.
In our previous works [11] - [13] , we fused PL-SOM and GSOM to be "PL-G-SOM", and applied it on voice instruction learning system [11] [13] and image (hand shape) instruction learning system [12] [13].
One-D-R-A-G-SOM
Because the initialization of the original SOM uses random values for connection weights of units, topological defect which shows the disorder (twist) of the map may happen and it affects learning performance of SOM and the categorization results. To tackle this problem, Aoki et al. [15] - [17] proposed to use an asymmetric neighborhood function Eq. (9)-Eq. (12) instead of conventional symmetric Gaussian function Eq. 
Where i is an arbitrary unit on the map, c is the BMU, k indicates the asymmetry direction,  r are the remaining components perpendicular to k, and the asymmetric parameter
gives the degree of asymmetric. In Fig. 2 , the shape of a one-dimension asymmetric neighborhood function is shown. It is supposed that BMU is on the origin of the dimension, and units on the right direction means the asymmetry direction.
Furthermore, an improved practical algorithm using asymmetric neighborhood function was also proposed by Aoki et al. [2] . The improved algorithm is during the training process, the direction of asymmetry is inversed in a certain period T. And the disorder of the map's 
Here, we propose to adopt the asymmetric neighborhood function to PL-G-SOM, and to restrain excessive growing of units, one dimensional ring type SOM [7] is used. So the learning rule of a novel SOM named "One-D-R-A-G-SOM" is proposed as following: The timing to generate a new unit on the ring of one dimensional SOM is when a unit is selected as BMU too many times (i.e., setting a threshold of BMU counting). The new unit is inserted between the BMU and its furthest unit of neighborhoods. Additionally, it is easy to delete useless unit when a unit is not selected often. The counter is given by Eq. (15). 
The generation and elimination of units of One-D-R-A-G-SOM is depicted in Fig. (3) .
A Hand Shape Instruction Learning System
Because we have applied T-SOM, PL-T-SOM, and PL-G-SOM to a hand shape instruction learning system for partner robots in the previous works [9] [10] [13] [14] , it is interesting to apply the One-D-R-A-G-SOM proposed in the former Section to the system. The action learning system was designed to realize human machine interaction (HMI) by natural interface: different shapes of a hand of instructor (user) is captured by the visual sensor (camera) of robot, and these labeled image classes play a role to control the output of a robot. The research of HMI has developed since the center of last century, various input information such as pose of body, gesture of hands, face expression, iris movement, etc, are used in the field. And the gesture of hand can be consider as one of the most convenient input signals to the robot [20] - [22] . Fig. 4 shows the architecture of a hand shape recognition and instruction learning system. There are 4 layers in the system: (i) Input layer which accept input data in n dimension space; (a) A new unit is generated between BMU c and unit f (b) Unit with a low value of BMU time is eliminated by a threshold Fig. 3 . Insert / Delete a unit to / from a one dimensional ring type SOM. 
The Structure of System
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Copyright: the authors(ii) Feature map layer which is a One-D-R-A-G-SOM to classify the input data; (iii) Action map which labels the input patterns to candidate actions; (iv) Feeling map which expresses the success rate of instruction learning for evaluation.
The details of Action map and Feeling map are described in the next subsections.
Action Map
The instructor presents his/her instructions with the different shapes of his/her hand to a robot, and in the view of the robot, a hand shape which is observed means a state of the environment s t , the robot intends to select a valuable action a t (i) adapting to the state, i =1, 2, …, A is the number of candidate action, by a stochastic action policy π, which is according to Gibbs distribution (Boltzmann distribution) as given by Eq. (16) .
where T is a parameter named "temperature" which comes from the physical state description of a system (higher temperature lower possibility), t is the iteration time of learning, A is the number of available actions. When an action is selected according to Eq. (16) and performed by the robot, its instructor evaluates the action by giving a reward/punishment r to robot. The reward is accepted and used to modify the value of Q t by Eq. (17), where Q t is called "state-action value function" in reinforcement learning (RL) [18] .
Where s means the state of environment observed by the robot, a is the action selected by the learner, r is the reward (scalar) given by the instructor (user). Table 1 shows a Q-value table which is used to match input image patterns to candidate actions. The value in the table is given by random number initially, and changed by Eq. (17) . Q value is used in the probability distribution function Eq. (16) to select an adaptive action meeting to a hand image instruction decided by the user.
Feeling Map
To express the degree of how an instruction is learned by robot, a Feeling map which has the same number of units with Action map is designed as the output layer of the learning system as shown in Fig. 4 . Feeling map expresses instruction recognition rate, i.e., the feeling of robot: more successful, happier it is. Feelings of partner robots, such as pet robots, entertainment robots, and so on, are important for human-machine interaction (HMI) when they are able to express vividly by their face expressions [19] 
   
where 
Experiments and Results
Skin area in the image captured by a CCD camera needs to be extracted and regularized at first. For a frame of image in RGB format, it is transformed to HSV format at first, then, using the threshold values of Hue (H), and Saturation (S) [23] and Red (R) [9] [10] [13] [14] threshold in RGB, skin area is extracted as a binary image. Noise elimination and holes filling are also effective to segment a hand area from the binary
Unit of
image. The thresholds for skin of a yellow race people in the room of fluorescent lights (around 500lx) are given as follows as we investigated: 30 < R <250. In Fig. 5 , the processing of binary image of hand area is shown. Skin area is segmented according to the HSV & RGB method described above ( Fig. 5 (a) ), and normalized by centering, axis decision, rotation, and expansion ( Fig. 5 (b) ).
To distinguish the type of a hand shape, feature space definition is important to result high rate of pattern recognition. We discussed the methods of feature space construction in our previous works and proposed a useful feature vector space of hand shapes. The input images are analyzed by an 80-dimension vector space (See Fig. 6 ). From the origin of the space to the end of the hand area, the lengths in axes each 1.8-degree increased (80 axes) are the values of the feature vector, i.e., (x 1 , x 2 , …, x 80 ).
8 kinds of hand shapes were used in the hand image instruction learning system experiment (Fig. 7) . For each kind of instruction, we recorded 3 samples, so the total input data for SOM was 24 samples. Parameters used in the experiments are shown in Table 2 .
In Fig. 7 , original images are shown in the left column, binary images of interesting region are in the center column, and feature vectors are depicted in the right column.
In Fig. 8 , learning convergence comparison between conventional PL-G-SOM and the proposed One-D-R-A-G-SOM is shown. The distance between input and units of map decreased according to the increase of the learning time in all cases, but One-D-R-A-G-SOM showed better performance than the conventional PL-G-SOM.
In Fig. 9 , the growth of maps during learning process is shown. The initial size of each map was 9 units. The final number of units of conventional PL-G-SOM and the proposed One-D-R-A-G-SOM are 44, and 16, respectively. It suggests that the later one had less cost of computation.
In Fig. 10 , the change of adaptive learning rate ) (t  (Eq. (6)) is shown. It can be confirmed that ) (t  decreased according to the training time and this change provided better convergence of learning than using fixed learning rate.
In Fig. 11 , the changed of feeling values of conventional PL-G-SOM (gray lines) and proposed One-D-R-A-G-SOM (dark lines) feeling maps are plotted. It can be observed that the proposed method results the better convergence than the conventional system though both feeling values reached 1.0, the highest feeling value, i.e., 100% success rate of instruction learning.
Asymmetric neighborhood function can be adopted in to PL-G-SOM naturally as "A-PL-G-SOM". Meanwhile, a one dimensional ring type SOM is also available to be 
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Copyright: the authors used in the hand image instruction learning system as a feature map (See Fig. 4) . Table 3 learning error "MSE", A-PL-G-SOM records the best learning performance. All of systems learned 4 kinds of instructions with 100% success rate whereas Feeling value reached the highest 1.0. One-D-R-A-G-SOM proposed in this paper marked the shortest computational time 7.46 seconds, with the least number of units 16. Table 3 The value of units Q t (s t , a t ) on Action Map 
Conclusions
To improve the learning performance of growing selforganizing map (GSOM), Aoki et al.'s asymmetric neighborhood function is adopted in parameterless growing SOM (PL-G-SOM). And to reduce the number of units of PL-G-SOM, one dimensional ring type grid is used to instead of the conventional map used in PL-G-SOM.
The proposed "One-D-R-A-G-SOM" was verified its prior learning performance in a hand shape recognition and instruction learning system which was designed to be a human-robot interaction system. Comparing with conventional SOMs, A-PL-G-SOM and One-D-R-A-G-SOM showed their high learning convergence and low learning costs.
Not only image instruction learning, but also voice instruction learning system, or brain wave instruction learning system are considerable to be designed, using the proposed One-D-R-A-G-SOM, and we leave these works in the future. 
