Abstract. We study the averaged product of characteristic polynomials of large random matrices in the Gaussian β-ensemble perturbed by an external source of finite rank. We prove that at the edge of the spectrum, the limiting correlations involve two families of multivariate functions of Airy and Gaussian types. The precise form of the limiting correlations depends on the strength of the nonzero eigenvalues of the external source. A critical value for the latter is obtained and a phase transition phenomenon similar to that of [2] is established. The derivation of our results relies mainly on previous articles by the authors, which deal with duality formulas [18] and asymptotics for Selberg-type integrals [22] .
1. Introduction 1.1. Gaussian ensembles with source. Let X and F be N × N hermitian matrices with either real (β = 1), complex (β = 2) or quaternion real (β = 4) entries. We say that X belongs to the Gaussian ensemble with external source F if it is randomly distributed according to a probability density function proportional to exp − β 2 Tr(X − F) 2 .
(1.1)
Note that the Gaussian ensemble with external source is also called the shifted mean Gaussian ensemble. Obviously, when F is the null matrix, the three classical Gaussian ensembles -that is GOE (β = 1), GUE (β = 2), and GSE (β = 4)-are recovered. Now let x = (x 1 , . . . , x N ) and f = (f 1 , . . . , f N ) respectively denote the eigenvalues of X and F. Then, the use of standard techniques in random matrix theory and Jack polynomial theory (see [24, Chapters 1 & 13] , [31, Chapter VII] ) allows to show that the probability density for the eigenvalues of X is equal to
The normalization constant is a special case of Selberg's celebrated formula and is given in Appendix A, while 0 F 0 is a multivariate hypergeometric function of exponential type whose exact expansion in terms of the Jack polynomials is known explicitly (see Section 2) . When f = (0, . . . , 0), the density (1.2) defines the now standard Gaussian β-ensemble of random matrices (see for instance, [12, 20, 23, 34, 35] and [24, Section 1.9]). We stress that for all f ∈ R N and β > 0, Eq. (1.2) provides a well-defined density, even if β = 1, 2, 4. It is thus natural to define, like in [18, 26, 36] , the Gaussian β-ensemble with external source as the set of real random variables x = (x 1 , . . . , x N ) distributed according to the density (1.2).
A typical problem in random matrix theory is to determine the influence of f 1 , . . . , f N on the distribution of x 1 , . . . , x N as N → ∞. This was first addressed in physics in the case where the matrices are real (β = 1) and all the entries of F are equal to µ, so that f = (N µ, 0, . . . , 0). Indeed, in the mid 1960s, Lang [30] gave theoretical arguments in favor of a phenomenon first noticed by Porter with the help of numerical simulations: if µ is large enough, then one eigenvalue of X separates from the main support for the eigenvalues, which is [− √ 2N , √ 2N ]. Jones et al. (see [27] ) later proved the existence of critical value µ c = (2N ) −1/2 that splits the statistical behavior of the eigenvalues of X into two separate phases: if µ < µ c , then the eigenvalues are distributed as if µ = 0, while if µ > µ c , then one eigenvalue completely separates from the others.
Few progresses were made on the distribution of the eigenvalue x 1 , . . . , x N in the real case (β = 1) until the very recent works of Bloemendal, Virág, Mo, and Wang [10, 11, 32, 36] . In fact, the latter references were motivated, to a large extent, by the recent breakthroughs in the complex case (β = 2) [2] .
The ensembles with external source in the β = 2 case are indeed very special, since the HarishChandra-Itzykson-Zuber integral formula provides the following compact expression: Thus, when β = 2, the Gaussian ensemble with external source is a determinantal process. It was extensively studied by several authors since 1996, starting with Brézin and Hikami [13] [14] [15] , Zinn-Justin [37, 38] , and Bleher and Kuijslaars [8, 9] . In the latter references, the eigenvalue correlation functions (marginal densities) were shown to be exactly computable in terms of multiple Hermite polynomials [17, 21, 29] . A physical interpretation for this ensemble was also proposed (see [16] and references therein): setting
the β = 2 eigenvalue density, given by (1.2) and (1.3), becomes equal to the density at time t for N independent non-intersecting Brownian motions on the line, (λ 1 , . . . λ N ), such that each λ i starts (t = 0) at the origin and ends (t = 1) at the point π i . If we suppose that the external source F is only of finite rank r, which means
then we obtain a particularly beautiful model of Brownian motions with a few outliers [1] . The interest in ensembles with finite rank external source was prompted by the work of Baik, Ben Arous, and Péché [2] . While analyzing the distribution function for the largest eigenvalue, x 1 say, of the spiked complex Wishart model, the authors discovered (completely independent from [27, 30] ) a phase transition phenomenon and obtained the limiting distributions for x 1 , both at the critical point and away from the critical point. This analysis was almost immediately adapted by Péché [33] to the GUE with finite rank external source, which in our notation, is defined by the eigenvalue density (1.2) with β = 2 and equation (1.4) . It is actually more convenient to rescale the variables as follows:
For a rank r = 1 perturbation, Péché found three phases for the distribution of the largest eigenvalue λ 1 in the neighborhood of the soft edge of the spectrum. Following the nomenclature used in [33] , the phases are divided as follows:
Critical regime:
Supercritical regime: If π 1 > 1, c = π 1 + 1/π 1 , and
See [33] for the definition of the distribution functions F 2+k . Ensembles of complex hermitian matrices with finite rank external source were subsequently studied by many authors, see for instance [1, 3, 5-7, 19, 20 ].
1.2. Goals. We are interested in studying correlations of characteristic polynomials for the Gaussian β-ensemble with external source, when β is any positive real and the finite rank condition (1.4) is satisfied. So far, few authors have worked on β-ensembles with external source for generic values of β. Dualities relating expectation values of products of characteristic polynomials were studied in [18, 26] . The latter reference also contains the limiting expectation value of a single characteristic polynomial in the critical regime. In [25, 26] , different approaches used for defining β-ensembles with external source were shown to be equivalent. Finally, the distribution of the largest eigenvalue was studied in [10, 11, 36] , where a phase transition phenomenon, completely similar to that described previously, was also revealed. More specifically, we aim to get exact closed-form expressions for the asymptotic limit of the expectation value of a product of n characteristic polynomials. We moreover want to prove that the phase transition at the soft edge is observable not only for the distribution of the largest eigenvalue, as noticed in [10] , but also at the level of correlations of characteristic polynomials.
Thus, throughout the article, we want to determine the large N behavior, under the assumption of the finite rank condition (1.4), of the following expectation value of products of characteristic polynomials:
where we have used a shorthand notation for the Vandermonde determinant, that is,
Obviously, the integral representation (1.6) is not suitable for studying the asymptotic limit of K β,N (s; f ) as N → ∞. However, as was shown in [18, Proposition 7] , there exists a duality formula that provides an alternative n-dimensional integral representation for (1.6): 8) where D β,N,n denotes a constant, which is given in (A.4). Notice that one essentially goes from (1.6) to (1.8) by changing (β, N, n, f, s) into (4/β, n, N, s, f ).
Main results.
We now give the asymptotic limits for the averaged product of n characteristic polynomials. It is actually more convenient to display the results for the weighted expectation 
n,m is defined similarly, except that each variable w j follows a complex path going from −∞ + iδ to ∞ + iδ for some δ > 0.
It is worth mentioning that for α = 1 and m = 0, the above function is equivalent to Kontsevich's version of the matrix Airy function [28] . Moreover, for all α > 0,
where the function on the RHS is the multivariate Airy function in one set of variables, which previously appeared in [18, 22] . Asymptotic series of Ai
n,m (s; f ) as s j → ±∞ will be given later in Proposition 2.2.
For s ∈ C n and f ∈ C m , the multivariate Gaussian function is 11) where the constant Γ 2/α,n is given in (A.3).
Let β = 2/α. Then, G
n,m (s; f ) is proportional to the expectation of a product of m characteristic polynomials for matrices of size n in the Gaussian β-ensemble with external source. As will be proved in Section 2, this multivariate Gaussian function can be written explicitly as a series involving Jack polynomials and multivariate Hermite polynomials.
1.3.2. Soft edge limits. In order to get the correlations of characteristic polynomials at the soft edge of the spectrum, we have to rescale the spectral variables either as 12) or as
Note that µ and σ are real positive parameters. The sources must also be rescaled as
(1.14)
To avoid any confusion, we rewrite the finite rank criterion (1.4) as follows:
We stress that the order of π j 's is not essential and the key point is whether they equal the critical values or not. The next theorems describe the phase transition phenomenon. If π 1 < 1, then the correlation ϕ β,N (s; f ) is asymptotically the same as the correlation for a β-ensemble without external source, which was obtained in [22] . For π 1 = 1 and nearby, new asymptotic correlations occur, but are still of Airy type. For π 1 > 1, the correlations become those that one would normally observe for matrices of size n in a Gaussian 4/β-ensemble. We stress that the scalings (1.12) and the critical value, which is π 1 = 1, do not depend on β, in accordance with what was found for the distribution of the largest eigenvalue [10] . Theorem 1.3 (Subcritical regime). Assume (1.12), (1.14), (1.15), µ = 2, and π 1 < 1. Then, as N → ∞,
The constant Φβ,N,n is given in Appendix A.
Theorem 1.4 (Critical regime)
. Assume (1.12), (1.14), (1.15), and µ = 2. Suppose moreover that
The constant Φβ,N,n,m is given in Appendix A.
Theorem 1.5 (Supercritical regime)
. Assume (1.13), (1.14), (1.15), and µ > 2. Let
. Suppose moreover that
The constant Φ sup β,N,n,m is given in Appendix A.
1.3.3.
Bulk limits. Different scalings are required for this part of the spectrum. For u ∈ (−1, 1), 1 ≤ j ≤ n, and 1 ≤ k ≤ r, let
The scaling correlations in the bulk are given below. In contradistinction with the soft edge case, the limit correlations in the bulk can be continuously deformed into that for the ensemble without source [22] -here corresponding to π j = 0, j = 1, . . . , r -so no phase transition has been found in this part of the spectrum.
(2m/β; 2n/β; 2iπs) (1.20)
for n = 2m while
for n = 2m − 1. The coefficients are given in Appendix A.
Remark 1.7 (Slowly growing rank case).
When the rank r = r N depends on N , but grows slowly with N , our main results remain true. To be more precise, let us replace the finite rank condition (1.15) by
We suppose moreover that the integer m of Theorems 1.4 and 1.5 is finite, and also that each π k belongs to a compact subset of (−∞, 1) (resp. R) for all 1 ≤ k ≤ r in Theorem 1.3 (resp. Theorem 1.6). Then, Theorems 1.3 to 1.6 hold respectively for b = 1/3, 1/3, 1/2, 1/2. See Section 3.6 for more details. This kind of slowly growing rank perturbation was studied by Péché for the largest eigenvalue of the Gaussian Unitary Ensemble [33] .
The rest of the paper is devoted to the study of the multivariate functions in Section 2, followed by the proof of Theorems 1.3, 1.4, 1.5, and 1.6.
Jack polynomials and hypergeometric functions
This section first provides a brief review of Jack polynomial theory and the associated multivariate hypergeometric functions. A recent textbook presentation of these multivariate functions can be found in Chapters 12 and 13 of Forrester's book [24] ; a classical reference for the Jack polynomials is Macdonald's book [31, Chap. VI 10] . A few results stated here have been proved in the previous paper [22] and will be used later. We finally derive new results on the multivariate functions of Gaussian type and of Airy type.
2.1. Partitions. A partition κ = (κ 1 , . . . , κ i , . . .) is a sequence of non-negative integers κ i such that
and only a finite number of the terms κ i are non-zero. The number of non-zero terms is referred to as the length of κ, and is denoted by ℓ(κ). We shall not distinguish between two partitions that differ only by a string of zeros. The weight of a partition κ is the sum |κ| := κ 1 + κ 2 + · · · of its parts, and its diagram is the set of points (i, j) ∈ N 2 such that 1 ≤ j ≤ κ i . Reflection with respect to the diagonal produces the conjugate partition κ
The set of all partitions of a given weight is partially ordered by the dominance order: κ ≤ σ if and only if
2.2. Jack polynomials. Let Λ n (x) denote the algebra of symmetric polynomials in n variables x 1 , . . . , x n and with coefficients in the field F. In this article, F is assumed to be the field of rational functions in the parameter α. As a ring, Λ n (x) is generated by the power-sums:
The ring of symmetric polynomials is naturally graded:
, where Λ k n (x) denotes the set of homogeneous polynomials of degree k. As a vector space, Λ k n (x) is equal to the span over F of all symmetric monomials m κ (x), where κ is a partition of weight k and
Note that if the length of the partition κ is larger than n, we set m κ (x) = 0.
The whole ring Λ n (x) is invariant under the action of homogeneous differential operators related to the Calogero-Sutherland models [4] :
2)
The operators E 1 and D 2 are special since they also preserve each Λ k n (x). They can be used to define the Jack polynomials. Indeed, for each partition κ, there exists a unique symmetric polynomial P (α) κ (x) that satisfies the following two conditions:
where the coefficients ǫ κ and c κµ belong to F. Because of the triangularity condition, Λ n (x) is also equal to the span over F of all Jack polynomials P (α)
κ (x), with κ a partition of length less than or equal to n.
Hypergeometric series.
Recall that the arm-lengths and leg-lengths of the box (i, j) in the partition κ are respectively given by
We define the hook-length of a partition κ as the following product: 6) and closely related is the following α-deformation of the Pochhammer symbol:
In the middle of the last equation, (x) j ≡ x(x + 1) · · · (x + j − 1) stands for the ordinary Pochhammer symbol, to which [x] (α) κ clearly reduces for ℓ(κ) = 1. The right-hand side of (2.7) involves the co-armlengths and co-leg-lengths box (i, j) in the partition κ, which are respectively defined as
We are now ready to give the precise definition of the hypergeometric series used in the article. Fix p, q ∈ N 0 = {0, 1, 2, . . .} and let a 1 , . . . , a p , b 1 , . . . , b q be complex numbers such that
Similarly, the hypergeometric series in two sets of n variables x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) is given by
where we have used the shorthand notation 1 n for n 1, . . . , 1. Note that when p ≤ q, the above series converge absolutely for all x ∈ C n , y ∈ C n and α ∈ R + . In the case where p = q + 1, then the series converge absolutely for all |x i | < 1, |y i | < 1 and α ∈ R + . Now we give a translation property of 0 F
0 , which proves to be of practical importance. For convenience, we write (a n ) = ( n a, . . . , a),
where a, b are complex numbers and x = (x 1 , . . . , x n ). Then we have
See [22] for the proofs of (2.11)-(2.13).
Airy type functions. The incomplete multivariate Airy function Ai
n,m has been introduced in Definition 1.1 . In the case of m = 0 and general α, this definition coincides with that of the multivariate Airy function of [18, 22] . For the special values of α = 2, 1, 1/2, the RHS of (1.10) is proportional to the following matrix Airy function:
14)
where both S and W are either symmetric (α = 2), Hermitian (α = 1) or self-dual quaternion (α = 1/2) n × n matrices. Actually, in order to ensure convergence of (2.14), one first assumes that S is positive definite. The latter matrix can be further restricted to be of diagonal form because of the orthogonal, unitary or symplectic conjugate invariance for the integral. One then extends the integral to the general case by imposing that the matrix entries of W to follow some contour in the complex plane. When m = 0 and α = 1, the above integral definition was first given by Kontsevich [28] .
Proposition 2.1 (Closed-form expression for α = 1). Define the operators L k , for k = 1, 2, . . ., as
15)
for some smooth function h(x). Then
Proof. The formula of the Harish-Chandra-Itzykson-Zuber integral gives
for some constant c, see Section 4 of [28] . We next determine c by expanding the determinant det(e isj w k ) for the series
then set s j = w j = 0, and get c = i
−n(n−1)/2 n−1 j=1 j!. Simple manipulations give the desired result (2.16).
We conclude this subsection with a proposition devoted to the asymptotic behavior of the incomplete multivariate Airy function. The proof will be given in Section 3. Notice the following shorthand notation: (A + Bs) stands for (A + Bs 1 , . . . , A + Bs n ) for A, B ∈ C. Proposition 2.2. As the real positive variable x → ∞, the following hold. 
may also be useful in Random Matrix Theory, where all f k lie in the domain {z ∈ C : Re z = 0}, although it is not used in the present paper.
Gaussian type functions. We have introduced the function G (α)
n,m in Definition 1.2. Obviously, for the cases α = 2, 1, 1/2, this function can be interpreted as the expectation of a product of m characteristic polynomials: 20) where c β,n is a normalization constant while both S and W are either symmetric (α = 2), Hermitian (α = 1) or self-dual quaternion (α = 1/2) n × n matrices. Similarly to the Airy functions, there are determinantal formulas in the unitary (α = 1) case.
Proposition 2.4 (Closed-form expression for α = 1). Let L k be the operator in (2.15) . Then,
Other explicit formulas are given below. denote the standard Hermite polynomial of degree k.
where e k (s) = 1≤i1<···<i k ≤n s i1 · · · s i k denotes the elementary symmetric function of degree k.
Proof. This directly follows from: (1) the duality formula (1.8), which gives
(2) the generating function n j=1 (z + s j ) = n k=0 z k e n−k (s); and (3) the following integral representation of the Hermite polynomials: (f k − s j ).
Equivalently, if H (α)
λ (s) is the multivariate Hermite polynomial (with monic normalization), then
Proof. The first equation is a consequence of the following generalized Fourier transform, which is valid for any holomorphic function f :
The second equation follows from the first, the series expansion
and Lassalle's formula (see [4] )
λ (s).
Proofs for the scaling limits
In this section, we are going to prove Theorems 1.3, 1.4, 1.5, 1.6 and Proposition 2.2 through some detailed computations based on Corollaries 3.11 and 3.12 of [22] .
3.1. General procedure. We now want to asymptotically evaluate the weighted expectation ϕ β,N (s; f ), defined in (1.9), for the finite rank perturbation case, which means f r+1 = · · · = f N = 0. For this, we first use the duality formula (1.8) and introduce the scaled variables y j = √ 2N t j on its RHS. We also introduce a spectral parameter u that allows us to select the part of the spectrum we are going to study. This allows us to rescale the spectral variables s and f as follows:
where ρ denotes a real parameter whose value will depend on the spectral parameter u. Given that the spectrum of the Gaussian ensemble is symmetrical, we restrict ourselves to u ≥ 0. We then apply (2.11) and get, for β ′ = 4/β,
where
and
In the last equations, l denotes a fixed non-negative integer. In order to evaluate I N as N → ∞, we will make use of the results obtained in [22] which are based on the steepest descent method. We recall that according to the latter method, when considering a single integration over a complex variable z, one first finds complex numbers z 0 satisfying p ′ (z 0 ) = 0. If p (j) (z 0 ) = 0 for all j = 1, . . . , d − 1 but p (d) (z 0 ) = 0, then we say that z 0 is a saddle point of degree d − 1. In a second time, one checks if the original path of integration (in our case, the real line) can be deformed into the path of steepest descent, which must pass through the saddle point z 0 and be such that the phase of
there are at most two saddle points z ± , which satisfy
The nature of the saddle points depends on the value of u. We distinguish three cases:
(1) Two complex saddle points of degree one when u ∈ [0, 1):
(2) One imaginary saddle point of degree two when u = 1:
(3) Two imaginary saddle points of degree one but only one accessible when u ∈ (1, ∞):
For convenience, we list Corollaries 3.11 and 3.12 of [22] as the following propositions. Note that the assumptions mentioned below have all been verified in Subsection 4.1 of [22] for the special case of integral (3.3) . Let us mention the most significant assumptions: p(z) and q(t) are be analytic in some domains T ⊆ C and T n , respectively; the saddle points z 0 and z ± belong to T; the integration path along the real axis can be deformed into a path that contains straight lines passing through the saddle points and such that Re{p(z) − p(z 0 )} > 0 or Re{p(z) − p(z ± )} > 0 along these straight lines, except possibly at the saddle points. 
where g(t) is analytic in C n , p(z) admits one saddle point z 0 of order d − 1, and t 0 = (z 0 , . . . , z 0 ). Then, as N → ∞,
where n β = n(n − 1)β/2 and 
where p(z) admits two simple saddle points z + , z − , and
Bulk limit.
Proof of Theorem 1.6. We will use Proposition 3.2 in order to establish the N → ∞ asymptotic limit of the integral (3.3) in the bulk regime, which is given by the first of the three cases enumerated on page 11. The method used here is almost identical to bulk regime of the Gaussian β-ensemble without external source, which was analyzed in Section 4.1 of [22] . To avoid repetition, we will only sketch the proof. First, we go back to the scaling (3.1) and set
We stress that the bulk scaling used in the Introduction, which is given in (1.19), immediately follows from the substitution of (3.5) into (3.1). Secondly, we recall that in the bulk regime, we are giving two points, z ± = (iu ± √ 1 − u 2 )/2, such that p ′ (z ± ) = 0 and p ′′ (z ± ) = 0. Since u ∈ [0, 1), we can write
which implies that
Some simple manipulations then lead to the following equations:
We are now ready to evaluate the asymptotic limit of ϕ β,N −l s; f ), which is related to that of I N (s;f ) via (3.2). We start with the case n = 2m and l = 0. By substituting Eqs. (3.6)-(3.9) and the equality q(t) = Q(t) into Proposition 3.2, we obtain
Here the notation (−1) m (resp. 1 m ) means that −1 (resp. 1) is repeated m times. As a consequence, we have that The case n = 2m − 1 and l = 1 is very similar. Combining Eqs. (3.6)-(3.9), the equality q(t) = Q(t), and Proposition 3.2, we get
Hence, Proof of Theorem 1.3. We will prove the asymptotic limit of ϕ β,N s; f in the sub-critical regime of the soft-edge. Our method relies mainly on Proposition 3.1.
We start with Eq. (3.1) and set
We also suppose that π k belongs to a compact subset of (−∞, 1).
Next, we go to Eqs. (3.2)-(3.4). We set l = 0. Given that u = 1, we know that the soft edge is reached. This situation corresponds to the second case of page 11, for which p(z) admits one saddle point z 0 = i/2 of degree d − 1 = 2. Simple calculations then yield
Moreover, the choice of ρ = 2N −1/3 allows us to factorize Q(t) as follows:
We are now ready to take the asymptotic limit. According to the above equations and Proposition 3.1, we have as N → ∞, 
The point z 0 = i/2 is still a double saddle point and is such that
This time however, we keep π l fixed in a compact subset of (−∞, 1) only for all m + 1 ≤ l ≤ r, while we set
This allows a slightly different factorization of Q(t) in Eq. (3.4):
Finally, making use of Proposition 3.1, we get
Obvious simplifications and the comparison with Eq. (1.10) complete the proof. 3.5. Edge limit: supercritical regime.
Proof of Theorem 1.5. The third case of page 11 gives the supercritical regime. More explicitly, when the spectral parameter u > 1, the saddle points of p are
One easily verifies that
This implies that for the first saddle point, the angles of steepest descent are 0 and π, while for the second, they are ±π/2. Given that the original path of integration of each variable t j follows the real line, we see that the path of integration cannot be deformed into a path of steepest descent that would go through both saddle points. Consequently, we consider z 0 = z + as a single saddle point of degree one. Before evaluating the integral, let us simplify the notation by introducing new variables:
Thus,
and suppose that the other spectral variablesf m+1 = π m+1 /2, . . . ,f r = π r /2 belong to a compact subset of (−∞, ν/2). The function Q(t), which appears in the integrand of I N (s;f ), can now be factorized as
The use of Proposition 3.1 then leads to
Comparing with the definition of the multivariate Gaussian function (1.11), we get
n,m (s;π).
Finally, the substitution of the latter equation into with Eq. (3.2) leads to
n,m (s;π), (3.15) which is equivalent to the expected result.
Remark 3.3. We stress that on the RHS of (3.15), the factor e
is not negligible, even when N → ∞. This differs considerably from what we have observed for the limiting correlations in the subcritical and the critical regimes. Indeed, in these regimes, the asymptotic limit of ϕ β,N factorizes as product of one function depending on β, N, n, m and another function depending thes j 's andπ j 's, but independent of N .
One reason of causing the difference in the asymptotic behaviors may come from the weighted factor e p2(s) in Eq. (1.9). As a matter of fact, if we replace the weighted quantity bŷ
in the supercritical regime, then with the same scalings, we get
Thus, in order to rewrite the three regimes in a consistent way, we could introduce the following function:
This would allow us to write ϕ β,N (s; f ) = e
The asymptotic behavior of ϕ β,N (s; f ) in the subcritical and critical regimes would be the same as in Theorems 1.3 and 1.4. However, in the supercritical regime, Eq. (1.18) of Theorem 1.5 would be replaced by Eq. (3.16).
3.6. Slowly growing rank case. In Remark 1.7, we claim that Theorems 1.3 to 1.6 still hold in the case where r grows sufficiently slowly with N . This can be understood as follows.
Suppose first that in Eq. (3.2), the function p(z) has a saddle point z 0 of order d − 1. Recall that d = 3 in the subcritical and critical regimes, while d = 2 in the supercritical regime and in the bulk. In the neighborhood of the saddle point, let
Then,
It is worth stressing that Eqs. (3.17) and (3.18) are basic steps in the proof of Propositions 3.1 and 3.2. Moreover, under the change (3.17), the factor t −r j r k=1 (t j − if k ) coming from the function Q(t) of Eq. (3.4) becomes
Now, suppose the following asymptotic growth of r as N → ∞:
for some non-negative constants R and a. For fixed values of the variables w j andf k , the product (3.19) remains finite as N → ∞ if a < b. In other words, the equation
is a sufficient condition that guarantees the non-growing behavior of (3.19) 
where p(t j ) = −it 3 j /3 − it j . The function p(t j ) has two simple saddle points at ±i. With z 0 = i, we have p ′′ (z 0 ) = 2 which implies that the steepest descent path near z 0 would follow the horizonal line, as desired. We thus have an integral like in Proposition 3.1 with
We may thus apply Proposition 3.1 to the case µ = 2, z 0 = i, p(z 0 ) = 2/3 and (2.17) follows immediately. For (2.18), we also let N = x 3/2 . In the definition of Ai where p(t j ) = −it 3 j /3+it j . This function has 2 simple saddle points, namely x ± = ±1. This time we have to consider both of them because they are already on the path of integration. We have p(x ± ) = ±2i/3, p ± = p ′′ (x ± ) = ∓2i. This means that the steepest descent path is given by P = −1 + τ e −iπ/4 : τ ∈ (−∞,
Thus (2.18) follows from Proposition 3.2.
Conclusion
The scaling limits of correlations of characteristic polynomials for the Gaussian β-ensemble, perturbed by a finite rank matrix source, have been computed. In particular, at the soft edge of the spectrum, two distinct families of multivariate functions have been proved to be the scaling limits in the (sub)critical and supercritical regimes, so a phase transition phenomenon has been observed. To our knowledge, even in the case of β = 1, 4 the results obtained in this paper are new.
The duality formula (1.8) for the Gaussian ensemble plays a key role in our asymptotic analysis. A similar formula holds for the chiral Gaussian ensemble [18] , so a future challenging problem is to compute the corresponding limit of characteristic polynomials and show that it is the same as in the Gaussian case (some universal pattern). As a matter of fact, Forrester [26] has obtained the soft-edge limit of one single characteristic polynomial not only for the Gaussian case (any finite rank r), but also for the chiral case (only rank 1). Moreover, it has been proved in the previous paper [22] that both ensembles without source indeed share the same scaling limit -there the duality formula for the chiral case is not used. Those observations suggest that the same phase transition phenomenon might still hold for the chiral case.
First of all, the normalization constant for the Gaussian β-ensemble is equal to (see e.g., [24] ) 
