In this paper we consider nonlinear Schrödinger systems with periodic boundary condition in high dimension. We establish an abstract infinite dimensional KAM theorem and apply it to the nonlinear Schrödinger equation systems with real Fourier Multiplier. By establishing a block-diagonal normal form, We prove the existence of a class of Whitney smooth small amplitude quasi-periodic solutions corresponding to finite dimensional invariant tori of an associated infinite dimensional dynamical system.
Introduction
In this paper, we consider a class of higher dimensional nonlinear Schrödinger equation systems with real Fourier Multiplier under periodic boundary condition:
where u = u(t, x), v = v(t, x), t ∈ R, x ∈ T d , d ≥ 2. G = G(a, b) is a real analytic function defined in a neighbourhood of the origin in R 2 with G(0, 0) = ∂ a G(0, 0) = ∂ b G(0, 0) = 0, which means that the Taylor series of G with respect to (a, b) should start from the second order term (a classical example of the nonlinearity is |u| 2 |v| 2 ). M ξ , M σ are two real Fourier Multipliers, which supply artificial parameters (defined in section 2). By a KAM algorithm, we prove that after removing a small measure of parameters, the equation system (1.1) admits a class of small-amplitude quasi-periodic solutions under sufficiently small nonlinear perturbations.
KAM theory has been a fundamental tool for years in studying Hamiltonian PDEs by constructing a class of invariant torus. Starting from the pioneering work [22] by Kuksin in 1987 , Newtonian scheme was developed by [7, 22, 34] and has showed its power in doing Hamiltonian PDEs in one-dimensional. The main idea is to construct a local normal form of the solution of the equation, which is fundmental in the study of the dynamical properties of the initial equation, and then carry out an infinite iteration process. Thus a class of invariant torus and corresponding quasi-periodic solutions are got. For related works, see [6, 13, 14, 20, 21, 23, 24, 25, 26, 27, 28, 35] .
Hamiltonian PDEs in high dimension have also attracted great interests. The KAM method working on one-dimensional PDEs are not effective enough here, due to the multiplicity of eigenvalues of the linear operator, which causes terrible resonance between two eigenvalues λ n = |n| 2 + o(1) and λ m = |m| 2 + o(1) if |n| = |m| (| · | means l 2 norm here). This is a big obstacle in realizing the second Melnikov condition at each KAM iterative step. The first breakthrough comes from Bourgain's work [4] in 1998, in which a class of two-frequency quasi-periodic solution of two-dimensional nonlinear Schrödinger equations was got. In this paper, Bourgain introduced the famous multi-scale analysis method, which avoided the cumbersome second Melnikov condition. Later in [5] , Bourgain improved his method and got the small-amplitude quasi-periodic solutions of high dimensional Schrödinger equations and wave equations. Following his idea and method, abundant works have been done, see [1, 2, 3, 33] .
Although multi-scale analysis has great advantages, its drawbacks couldn't be ignored. For example, we can't see the local Birkhoff normal form of the equation, and the linear stability of the solution is also unavailable. Thus a KAM approach is also expected in dealing with high-dimensional Hamiltonian PDEs. The first work comes from Geng and You [15] in 2006, in which the quasi-periodic solutions of beam equation and nonlocal smooth Schrödinger equation were got. In [15] the nonlinearity of the equation should be independent of the spatial variable x, which implies that the Hamiltonian satisfies the important property "zero-momentum" (condition (A4) in [15] ). The multiple eigenvalues of linear operator are avoided by making use of "zero-momentum" condition and measure estimate is conducted by the help of regularity of equation. A much more difficult question: nonlinear Schrödinger equation defined on T d , d ≥ 2, with convolutional type potential and nonlinearity dependent on spatial variable x, was solve by Eliasson and Kuksin [9] in 2010. In this milestone-style paper, to work with the multiple eigenvalues, they studied the elaborate distribution of integers points on a sphere and according to this they got the normal form of block-diagonal, with each block becoming larger and larger along the KAM iteration. Besides, they developed a very important property "Lipschitz-Domain" to do the measure estimate, due to the absence of regularity of the equation. Following their idea and method, Geng , Xu and You [12] got the quasi-periodic solutions of completely resonant Schrödinger equation on T 2 , by constructing some appropriate tangential sites on Z 2 . Later in [29, 30] , C.Procesi and M.Procesi got the same result of [12] in arbitrary dimension. In [29, 30] their had a very ingenious choice of tangential sites through the method of graph theory. For other works on PDEs in high dimension, see [8, 10, 11, 16, 17, 18, 31, 32] .
Although there has been rich work about Hamiltonian equations, until now little is known about Hamiltonian equation sets, i.e. two coupled equations. In [19] Grebert, Paturel and Thomann contructed the beating solutions of Schrödinger equation system in one-dimension and got the growth of Sobolev norms of the solutions. However, quasi-periodic solutions corresponding to finite dimensional invariant torus is still unknown. Our present paper is working on the nonlinear Schrödinger system with real Fourier Multiplier. A more interesting question is about the completely resonant equation system, i.e. no artificial parameters are imposed :
This equation system will be dealt with in our forthcoming paper. Now let's state our main theorem:
There exists a Cantor set C ⊆ R b+b of positive measure, s.t. ∀(ξ, σ) ∈ C, the nonlinear Schrödinger equation system (1.1) admits a class of small amplitude quasi-periodic solutions of the form:
The rest of the paper is organized as follows: In section 2 we introduce some notations and state the abstract KAM theorem; In section 3 we deal with the normal form; In section 4, we conduct one step of KAM iteration; In section 5 we state the iterative lemma; In section 6 we do the measure estimate.
Preliminaries and statement of the abstract KAM theorem
In this section we introduce some notations and state the abstract KAM theorem. The KAM theorem can be applied to (1.1) to prove Theorem 1.
Given two set S,
We introduce the weighted norm as follows:
where |· | means the sup-norm of complex vectors.
with only finitely many non-vanishing components. Denote
where the derivatives with respect to (ξ, σ) are in the sense of Whitney.
To a function F we define its Hamiltonian vector field by
and the associated weighted norm is
where ρ > 0 is a constant and it will shrink at each iterative step to make the small divisor condition hold due to the lack of regularity of the equation.
The normal form H 0 = N + B with
where (ξ, σ) ∈ O is the parameter. Notice that apart from integrable terms, u n andv n , v n andū n may also be coupled and as a result our normal form is in the form of block-diagonal with each block of degree 2.
For this unperturbed system, it's easy to see that it admits a special solution (θ, ϕ, 0, 0, 0, 0, 0, 0) → (θ + ωt, ϕ +ωt, 0, 0, 0, 0, 0, 0)
corresponding to an invariant torus in the phase space. Our goal is to prove that, after removing some parameters, the perturbed system H = H 0 + P still admits invariant torus provided that X P Dρ(r,s),O is sufficiently small. To achieve this goal, we require that the Hamiltonian H satisfies some conditions:
W means C 4 in the sense of Whitney). (A2) Asymptotics of normal frequencies:
There exists γ, τ > 0, s.t. for any |k|
Here A T denotes the transpose of matrix A and I denotes the identity matrix.
(A4) Regularity: B + P is real analytic with respect to θ, ϕ, I, J, u,ū, v,v and Whitney smooth with respect to (ξ, σ). And we have
(A5) Zero-momentum condition: The normal form part B + P belongs to a class of functions A defined by:
exists, and moreover, when |t| > K, P satisfies:
(2.20)
(2.24)
(2.29)
Now we state our abstract KAM theorem, and as a corollary, we get Theorem 1.
Theorem 2 Assume that the Hamiltonian H = N + B + P satisfies condition (A1) − (A6). Let γ > 0 be sufficiently small, then there exists ε > 0 and ρ > 0 such that if X P Dρ(r,s),O < ε, the following holds: There exists a Cantor subset O γ ⊆ O with meas(O \ O γ ) = O(γ ς ) (ς is a positive constant) and two maps which are analytic in θ, ϕ and C 4 W in (ξ, σ). 
Normal Form
Consider the equation set (1.1) in a view of Hamiltonian system and it could be rewritten as
where the function H is a Hamiltonian:
Expanding u, v into Fourier series
so the Hamiltonian becomes
where λ n is the eigenvalue of −∆ + M ξ andλ n is the eigenvalue of −∆ + M σ , which means
2 . Introducing action-angle variable:
The Hamiltonian (3.4) is now turned into
Now let's verify condition (A1) − (A6) for (3.6). Verifying (A1): It's easy to see that
2 so it's obvious. Verifying (A3): For convenience, we only verify the most complicated (2.18). Recall the structure of the Hamiltonian (3.6), now a n = 0, b n = 0, so we only need to concentrate on each element of the diagonal of the matrix
which means that we only need to verify
After excluding a subset with measure O(γ) of the parameter set, (3.8) follows and thus condition (A3) is verified. Verifying (A4): It's similar with the verification of condition (A4) in [17] . Verifying (A5): It's very similar to that in [15] . Recall the nonlinearity T d G(|u| 2 , |v| 2 )dx, expand G into Taylor series in a neighbourhood of the origin and expand u, v into Fourier series, it could be written as a sum of such terms:
It belongs to a more general case :
we prove that (⋆) also satisfies condition (A5). By the definition of S,S, we have
Combining with (⋆), it's easy to verify condition (A5).
Verifying (A6): Now B = 0. Because P ∈ A, we have
By the fact (n + tc) − (m + tc) = n − m, (n + tc) + (m − tc) = n + m, we have 
KAM Iteration
We prove Theorem 2 by a KAM iteration which involves an infinite sequence of change of variables. Each step of KAM iteration makes the perturbation smaller than the previous step at the cost of excluding a small set of parameters. We have to prove the convergence of the iteration and estimate the measure of the excluded set after infinite KAM steps.
At the ν-th step of the KAM iteration, we consider a Hamiltonian vector field with
where
We construct a map
so that the vector field X Hν •Φν defined on D(r ν+1 , s ν+1 )satisfies
and the new Hamiltonian still satisfies condition (A1) − (A6).
To simplify notations, in the following text, the quantities without subscripts refer to quantities at the ν-th step, while the quantities with subscripts + denote the corresponding quantities at the (ν + 1)-th step. Let's consider the Hamiltonian defined in D(r, s) × O:
We assume that for (ξ, σ) ∈ O, one has:
Expand P into Fourier-Taylor series P = klαβ,klαβ
and by condition (A5) we get that
which means that when k = 0,k = 0, the terms u nūm , u nvm , v nūm , v nvm are absent when |n| = |m|, n = m. Now we describe how to construct a subset O + ⊆ O and a change of variables Φ : 
Homological Equation
Expand P into Fourier-Taylor series
where k ∈ Z b , l ∈ N b ;k ∈ Zb,l ∈ Nb and the multi-indices α, β;α,β run over the set of all infinite dimensional vectors
with finitely many nonzero components of positive integers. And by (A5) we get that
Consider its quadratic truncation R:
nv n e i( k,θ + k ,ϕ ) (4.8) and
nmū nūm e i( k,θ + k ,ϕ ) (4.10) 
nmv nvm e i( k,θ + k ,ϕ ) (4.12)
We explain the coefficients in (4.7)-(4.12) as below (here e n denotes the vector with the n th component being 1 and the other components being zero ): P k100,k000 l = P kl00,k000 , P k000,k100 l = P k000,kl00 ; P k10,k00 n = P k0αβ,k0αβ with α = e n , β = 0;α = 0,β = 0; P k01,k00 n = P k0αβ,k0αβ with α = 0, β = e n ;α = 0,β = 0; the definitions of P k00,k10 n , P k00,k01 n are similar. P k20,k00 nm = P k0αβ,k0αβ with α = e n + e m , β = 0,α = 0,β = 0; P k11,k00 nm = P k0αβ,k0αβ with α = e n , β = e m ,α = 0,β = 0; P k02,k00 nm = P k0αβ,k0αβ with α = 0, β = e n + e m ,α = 0,β = 0; the definitions of P k00,k20 nm , P k00,k11 nm , P k00,k02 nm are similar. P k10,k10 nm = P k0αβ,k0αβ with α = e n , β = 0,α = e m ,β = 0; P k10,k01 nm = P k0αβ,k0αβ with α = e n , β = 0,α = 0,β = e m ; the definitions of P k01,k10 nm , P k01,k01 nm are similar.
Rewrite H as H = N + B + R + (P − R). Due to the choice of s + ≪ s (defined in section 5) and the definition of the norm, it follows immediately
and in D(r, s + )
In the following, we will construct a Hamiltonian function F satisfying (A5) and with the same form of R defined in D + = D(r + , s + ) such that the time one map X 1 F of the Hamiltonian vector field X F defines a map from D + to D and puts H into H + . Precisely, one has
So we get the linearized homological equation: We define N + = N +N , B + = B +B, and
We construct the Hamiltonian function F as below, with the same structure of R:
F k100,k000 I l + F k000,k100 Jl e i( k,θ + k ,ϕ ) (4.24)
nvn e i( k,θ + k ,ϕ ) (4.25) and
nmūnūm e i( k,θ + k ,ϕ ) (4.27)
nmv nvm e i( k,θ + k ,ϕ ) (4.29)
Now (4.18) is turned into {N, F 0 } + R 0 − P 0000,0000 − ω, I − ω , J = 0 (4.30)
and the most complicated i( k, ω + k ,ω )F k100,k000 = P k100,k000 , |k| + |k| = 0 (4.33)
i( k, ω + k ,ω )F k000,k100 = P k000,k100 , |k| + |k| = 0 (4.34)
According to assumption (2.15) in condition (A3), one has
Solving(4.31): For convenience, we only describe the homological equation (with the estimate of the solution) related to the elimination of term u n , v n , n ∈ Z d 1 ∩ Z d 2 , and the corresponding equation related toū n ,v n with the estimate of its solutions follow the same way. By the expansion (4.25), (4.31) is turned into ( k, ω + k ,ω + Ω n )F k10,k00 n + a n F k00,k10 n = P k10,k00 n (4.37)
The coefficient matrix is just ( k, ω + k ,ω )I + A n , so according to assumption (2.16) in condition (A3), one has the estimate
For the case when n
we eliminate the term u n , and the corresponding equation in (4.31) is: 
so the coefficient matrix of (4.41) is just ( k, ω + k ,ω )I + A n ⊗ I 2 − I 2 ⊗ A T m , according to assumption (2.17) in condition (A3), one has |F k11,k00 nm
, and the equation concerning elimination of termsū nūm ,ū nvm ,v nūm ,v nvm ; n, m ∈ Z d 1 ∩ Z d 2 , similar estimates follow by making use of (2.17). 
Estimate of transformation of coordinates
Now we give the estimate of X F and φ 1 F .
and 
Estimate of new perturbations
Recall the definition of new perturbation
By Lemma 4.1, one has
Combining with X P −R D 2η ≤ cηε, we have the estimate
Estimate of new normal form
Due to the special form of P defined in (A5), the terms u nūm , u nvm , v nūm , v nvm with |n| = |m|, n = m are absent, which means that our normal form has a simpler form (We omit the constant term in the normal form part):
where ω + = ω + P 0100,0000 ,ω + =ω + P 0000,0100
; Ω
So with the help of the regularity of X P and Cauchy estimates, we have
It follows that for |k| + |k| ≤ K, we have
Thus in the next KAM iterative step, small denominator conditions are automatically satisfied for |k| + |k| ≤ K.
Verifying of condition (A5) and (A6) after transformation
Let's verify condition (A5) now. Certainly it could be done by giving a tedious proof which could be modified from Lemma 4.4 in [15] , while we prefer to give a much simpler proof here, by making use of the property of Poisson Bracket of two monomials. We need to prove that P + ∈ A, recall its definition (4.22) and it could be rewritten as:
Since P ∈ A, we have R, P − R ∈ A. By the definition of F one has F ∈ A. Now we only need to prove that the second line of (4.53) is also in A. We know N, B, F, P ∈ A, so we only need to prove the following Lemma: Proof : G, H are sums of a series of monomials with the form:
Recall the definition of Poisson Bracket:
Let's consider the Poisson Bracket of the two terms in (4.54) and for convenience, we just omit the coefficients ( assume the coefficients to be 1). Denote the first one of (4.54) by A and the second one B. Obviously AB ∈ A. We have ✷ By Lemma 4.3, the conclusion P + ∈ A follows. Now let's turn to verify that P + satisfies condition (A6) with K + , ε + , ρ + in place of K, ε, ρ. Recall that
So we get that P − R satisfies (A6) with K + , ε + , ρ+ in place of K, ε, ρ. To verify that other terms also satisfy (A6), we only need the following two lemmas. 
Notice that the "main part" of Ω n ,Ω n is |n| 2 and If n − m, c = 0 and |t| > K, we have
For other related terms, which concern derivatives of F with respect to 
To sum up, F satisfies Töplitz-Lipschitz property (A6) with ε 2 3 in place of ε. ✷ Lemma 4.5 Assume that P satisfies (A6), F satisfies (A6) with ε 2 3 in place of ε and
The proof of Lemma 4.5 is the same with Lemma 4.4 in [12] , with the help of Lemma 4.4 stated above.
Iterative Lemma and Convergence
For any given s, ε, r, γ and any ν ≥ 1, we define the following sequences:
where c is a constant, and the parameters r 0 , ε 0 , L 0 , s 0 , K 0 are defined to be r, ε, L, s, ln 1 ε respectively.
For later use, we define resonant sets as below:
(3) N ν + B ν + P ν satisfies (A5), (A6) with parameters K ν , ε ν , ρ ν and X Pν D(rν ,sν),Oν < ε ν
Then there is a closed subset O ν+1 ⊆ O ν with
where R ν+1 is defined in (5.2). We have a symplectic transformation of variables:
s.t. in D ρ ν+1 (r ν+1 , s ν+1 ) × O ν , H ν+1 = H ν • Φ ν has the form:
For parameter (ξ, η) in O ν+1 , we have the following Diophantine condition: Besides, N ν+1 + B ν+1 + P ν+1 also satisfies condition (A5), (A6) with K ν+1 , ε ν+1 , ρ ν+1 in place of K ν , ε ν , ρ ν and X P ν+1 Dρ ν+1 (r ν+1 ,s ν+1 ),O ν+1 ≤ ε ν+1 t j c j .
We omit its proof. 
