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Abstract 
The response of domestic factor markets to relative price adjustment is 
analysed with special emphasis on the role of import competition since 
industry policy in Australia is primarily concerned with intervention in 
import flows. Trade expenditure functions are applied to data for 35 
Australian manufacturing industries for the period 1968/69 and 1982/83. The 
elasticity results show import flows to be more price responsive than 
suggested by previous studies, with implications for tariff policy 
formulation and the industry consequences of devaluation. Import flows are 
shown to be even more price responsive to domestic developments in industry 
product and factor markets. The industry output and employment consequences 
of domestic price changes are shown to be substantially larger than those 
for comparable import price changes. Domestic price policies are shown to 
be more effective in influencing industry output and employment than tariff 
or exchange rate policies. 
The import substitution elasticities show imports are not as 
substitutable for locally produced goods as previously thought, with 
implications for the calibration of computable general equilibrium models. 
Capital-labour substitution elasticities are shown to be close to unity for 
most industries. The labour demand and substitution elasticities show that 
output changes and not real wages are the main cause of changes in labour 
demand. The Australian tariff protects capital at the expense of labour in 
a majority of industries, but there is a small group of highly protected 
industries where income is distributed in favour of labour and at the 
expense of capital. The total intraindustry effects of a tariff change show 
that a tariff increase reduces employment and so tariff increases are 
antiprotective in the short run. Conversely, import price increases through 
ix 
a currency devaluation encourage contractions in output and employment in 
the short run and this result helps to explain the sluggish output and 
employment response of many manufacturing industries to the recent 
devaluation of the Australian dollar. 
The effects of tariff and exchange rate policies after the 1973 tariff 
cut are compared and it is concluded that tariffs and exchange rate effects 
had approximately equal effects on import flows, output and employment. 
Both tariffs and exchange rate effects were dominated by inflation in 
domestic output prices, the effect of the commodities boom on materials 
prices and the wage increases which occurred after 1973/74. The results 
emphasise the importance of domestic price developments rather than import 
competition in assessing the implication of tariff and exchange rate 
changes. 
The data also reject the existence of value added with implications for 
many productivity studies which use growth accounting techniques. More 
seriously, the lack of separability implies substitution is biased with 
adverse consequences for effective rate of protection measures. Using the 
elasticity estimates and capital intensity rankings, it is nevertheless 
possible to show that the directional properties of the effective rate of 
protection index are preserved for the most highly protected group of 
manufacturing industries. Despite the rejection of crucial theoretical 
assumptions, the index retains its usefulness for resource pull analysis 
provided reference is made to the substitution biases present and the 
capital intensity rankings for the industries being compared. 
x 
Chapter 1 Introduction 
The increased pressures for structural change faced by many Australian 
manufacturing industries have led to a growing interest in how industries 
have adjusted to historically rapid economic changes such as those 
experienced during the 1970s. The major forces leading to structural change 
in the economy have incJuded the oil shocks of 1973 and 1979, the growth in 
mineral sector exports and investment,increased import competition from the 
newly industrialised countries, the 25 per cent tariff cut, the wage 
explosions of 1974 and 1981, equal pay for women and, more indirectly, 
changing immigration and demographic patterns. Amongst these diverse 
sources of structural change, import competition is selected as the focus of 
the present study because of its dominant role in industry policy in 
Australia. 
Industry policy in Australia is primarily concerned with intervention 
in trade flows. Non-border protection measures in the form of bounties, 
research and development grants., government procurement and s imi 1 ar forms of 
assistance provide some protection but it is quite minor relative to the 
protection provided by tariffs and quotas (IAC 1985). The relationship 
between import flows and recent exchange rate and tariff changes is 
especially relevant because so much of industry policy in Australia is 
directed towards the development and maintenance of those parts of the 
manufacturing sector that compete with imports. More r-ecently, the market 
led devaluation of the Australian dollar has renewed interest in the price 
responsiveness of import and export flows for the manufacturing sector. 
The price responsiveness of import flows is a major issue since 
estimates of the industry-wide consequences of relative price changes play a 
central role in tariff policy formation and, in other historical eras, 
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exchange rate policy. More recently, emphasis has switched to the domestic 
consequences of tariff and quota changes and to the likely impact of 
devaluation. In general, the impact of changes in relative import prices on 
domestic factor and product markets is a crucial component in understanding 
changes in industry structure and in formulating commercial and exchange 
rate policies for Australian manufacturing industries. The present study 
differs from previous studies of the effects of trade policy changes in that 
it uses a data set which more adequately spans the historically large 
relative price changes experienced during the 1970s. It also differs in 
giving a more detailed analysis of factor substitution than is typically 
assumed in more agg.regative computable general equilibrium models. 
Based on standard trade theory literature and recent developments in 
econometric technique, a testable model is constructed to enable 
quantitative estimates of the relationship between trade policy, import 
flows and domestic product and factor markets. Severa 1 important features 
of the model are illustrated with three main applications; the measurement 
of import sub$titution parameters, estimation of the relative magnitudes of 
tariff and exchange rate effects, and a re-examination .of the substitution 
problem in the theory of effective protection. 
The concept of a trade expenditure function is used to develop a 
simple trade model of a single industry in the domestic economy which is 
empirically tested with data from 35 Austra 1 ian manufacturing industries .. 
The model is used to analyse industry-level changes in output and employment 
which have resulted from exogenous changes in the relative prices of import-
competing products. The exogenous price changes reflect changes in taxes 
and subsidies, and can be interpreted as prices and incomes policy, wage 
indexation, exogenous world price change~ or currency revaluation. Thus 
relative price changes might result from exogenous changes in tariffs, 
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exchange rates, domestic output prices, nominal wages or the cost of 
materials. These market disturbances in product and factor markets lead to 
price, output and income distribution changes within a single industry. 
The industry model used in this study differs from previous studies of 
the domestic effects of import sector changes. Much of the four digit ASIC 
data used are new and provide a longer time series at a more disaggregated 
level than previous Australian studies of import competition. The trade 
model used incorporates a more comprehensive set of substitution 
possibilities than previous single equation models of import behaviour. The 
multiproduct, multiprocess. production framework provides an empirically 
tractable approach to estimating a comprehensive set of substitution 
elasticities between imports, intermediate inputs, domestic outputs and the 
primary factors. Thus the industry model used provides a more detailed 
representation of intra-industry resource allocation than do more 
aggregative computable general equilibrium (CGE) models of the Australian 
economy. 
The simple trade model used in the study emphasises factor market 
rigidities, including sticky wages and industry specific capital, in a short 
run or te!'fporary equilibrium framework and so the econometric results have 
implications for a range of industry adjustment policy issues. Improved 
quantitative measures of the price responsiveness of imports are very 
relevant for policies that bear on the balance of payments adjustments. The 
study also aims to make a further contribution in providing improved 
empirical backing for import substitution parameter values which are widely 
used in general equilibrium modelling of the Australian economy. 
Commercial policy aimed at adjusting import flows via relative prices 
will exert a complex and significant effect on the individual industry 
outcomes for output and employment depending on the extent of substitution 
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between imports, domestic output and the primary factors for each industry. 
The impact of protection in each industry can then be examined in a 
framework which allows rigid real wages and i11111obile capital, and so 
observed output and employment outcomes can be related to a particular 
substitution structure of the industry technology. For example, the 
disaggregated results suggest aspects of the industry technology, as 
summarised in its substitution structure, which help to explain why 
improvements in price competitiveness of local manufactured products may not 
always be associated with reductions in competitive imports or increases in 
employment. 
The conceptual contribution of the thesis is to propose an improved 
microeconomic specification of industry resource allocation behaviour which 
is consistent with standard trade theory and then to adapt the model for the 
purposes of estimation. 
The small country assumption is used to simplify the import sector 
with exogenously determined import prices and perfectly elastic import 
supplies. The single-industry import demand function removes some of the 
complications- associated with multi-industry, multi-co1.mtry studies. 
Necessarily it is a 'partial' view of the determinants of import flows. 
Competitive markets and profit maximising firms are assumed. Duality 
theory is used to analyse the production sector of an economy in which some 
domestic factors receive exogenously dP.termined nominal rewards, at which 
they are partially unemployed. Labour, imports and domestic intermediates 
are mobile between industries with ex.ogenous factor prices and perfectly 
elastic supplies. The two types of industry-specific capital are in fixed 
supply with endogenous rental prices. Product markets for tradeables and 
nontradeables have endogenous quantities and exogenous (competitive) prices. 
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Imports are assumed to be foreign intermediate inputs rather than final 
goods. 
The broader economic framework implied by this set of assumptions may 
be summarised as follows: The impact of protection in this simple trade 
model is determined in an economy where output levels are constrained by a 
rigid wage that exceeds the level needed to clear the labour market (and 
similarly for the other factor markets). Producers in any one industry may 
not want to increase output as the price of imports increases, as they 
cannot profitably produce more than the present level due to the exogenously 
determined wage levels for their industry. The supply of labour in each 
industry exceeds the amount of labour demanded by producers and so jobs are 
'rationed on the labour market'. Conversely for industry capital which is 
immobile and its shadow price var~es accordingly. On the other hand, goods 
markets are fully flexible and clear without a need to constrain supply or 
demand. Such a trade model incorporating factor rigidities implies a 
certain type of short run behaviour characterised by temporary equilibrium 
with rationing, which is nevertheless compatible with fully flexible factor 
prices in the long run. 
In such an economy, Keynesian policies that raise aggregate demand, 
and hence industry demand, may have little immediate impact on domestic 
output levels because, in the short term, producers cannot profitably expand 
output due to both rigid real wages and immobile capital. Sluggish wage 
adjustment and immobile capital stocks result in the increased demand, 
generated by the public deficit, spilling over into increased imports and 
reduced exports as well as increased prices of nontraded goods. If capital 
inflow and overseas borrowing are inadequate, the exchange rate depreciates 
and domestic prices increase. Recent Australian experience suggests that 
Keynesian expansionary policies can indeed become so dissipated in price 
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increases and balance of payment deficits that much of industry output and 
employment may be largely unaffected. 
Producers lack of response to improved competitiveness, in the fonn of 
higher relative prices of importables to non-tradeables, might therefore be 
explained, in part, by rigid nominal wages which are centrally fixed and by 
immobile capital which is difficult to retire or update. Such market 
behaviour is reflected in the structure of the industry technology by the 
set of substitution elasticities between imports, domestic intennediates, 
domestic outputs and the primary factors. The alternative set of more 
relevant factor market assumptions proposed in the model allows new 
estimates of these crucial substitution parameters. The study aims to make 
a contribution in providing, in some cases for the first time, estimates of 
imports and other substitution parameters which will be especially relevant 
for industry policy analysis and for calibrating general equilibrium models 
of the Australian economy. 
The second major application of the model is a series of commercial 
policy experiments to analyse the effects of various relative price changes 
on import flows, domestic output and employment levels. The model is used 
to examine the efficacy of exchange rate versus tariff policies in 
explaining the surge of imports following the 1973 tariff reduction. This 
experiment is extended-to compare the impact of other relative price changes 
including domestic output prices, wages and materials costs. 
The third area of application for the model concerns the effect of 
factor substitution on the measured rates of effective protection for each 
industry. Because effective rate calculations necessarily make a number of 
simplifying assumptions, the estimated model provides an excellent 
opportunity to test the impact of non-uniform substitution possibilities 
between industries by first allowing substitution between produced and 
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primary inputs to vary between industries and then examining any changes in 
effective rate of protection rankings. Further, the model can be used to 
assess the extent of biased·substitution which should be allowed for in any 
scale of effective rates. The substitution parameter estimates produced by 
the model enhance the usefulness of effective rate calculations by 
indicating those industries where biased substitution is not a problem, 
while indicating the required adjustments to the scale of effective rates 
for the remaining industries. 
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Chapter 2 An Industry Model of Import Demand 
The present chapter develops the concept of trade expenditure 
functions which will later be used to empirically investigate the role of 
prices and factor endowments in the determination of import flows for 
Australian manufacturing industries. Trade expenditure functions provide a 
suitable framework for the derivation of import demand and export supply 
functions which are consistent with standard trade theory and suitable for 
econometric estimation. 
A small open economy is assumed in which the domestic factor 
endowments and the prices of traded goods are exogenous. For given domestic 
demand, the demand for imports is then obtained from the production sector's 
maximisation of gross national product (GNP) subject to the available 
technology and given exogenously determined international prices and 
domestic factor endowments. 
This national product function approach is then disaggregated to the 
industry level using composite goods to represent interindustry transfers. 
The GNP function is adjusted for intermediate input usage and intermediate 
product sales to give the industry variable profit function. Equilibrium in 
the production sector of an industry consisting of competitive firms with 
fixed factor endowments and facing exogenous prices for outputs and variab]e 
inputs may be obtained by maximising the appropriate industry profit 
function. The comparative statics properties of the industry model can be 
shown to depend on the technical substitutability of factors and so the 
estimated substitution matrix can be used to solve otherwise ambiguous 
comparative statics results on protection and real incomes. 
The chapter commences by developing the dual approach in a general 
equilibrium model. Then in Section 2.2 the model is specialised for the 
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production sector and the case of a single industry in the economy. Section 
2.3 considers the substitution possibilities between imports, exports, 
domestic inputs and outputs and describes their implications for the 
analysis of protection. A comprehensive set of partial elasticities of 
substitution between outputs, variable inputs and specific factors can be 
obtained from the (estimated) industry profit function and in Section 2.4 
specific results for the Translog functional form are derived. 
2.1 Trade Expenditure Functions 
This Section introduces the concept of an indirect trade utility 
function. develops its properties and discusses its application to the 
econometric estimation of import demand and export supply functions. 
The indirect trade utility function expresses the maximum level of 
utility a trading nation can attain for given vectors of prices and factor 
endowments, and for a given value of the balance of trade (Woodland 1982). 
Assuming the existence of a direct community utility function, it provides a 
summary of all the consumption and production decisions in a competitive 
economy (Woodland 1980). 
The properties of trade utility- functions and their derived trade 
demand correspondences are formally presented in Chipman (1979) and Woodland 
(1980). The trade expenditure function definition is dual to the direct 
trade utility function in the same sense in which the expenditure function 
is dual to the direct utility function in consumer theory. Chipman (1979) 
summarises the key features of the trade expenditure function as. firstly~ 
the dual relationship between utility maximisation and expenditure 
minimisation and, secondly, the underlying concept of a minimum income (or 
indirect utility) function. 
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The idea of defining preferences over a set of trade options, induced 
by preferences over a set of consumption bundles, has been widely used in 
the pure theory of international trade and in empirical trade applications 
(Woodland 1982). The direct and indirect trade utility functions are used 
to reduce a model of international trade with production to a pure exchange 
model with simplified structure and assumptions that can yield unambiguous 
(and empirically testable) results. 
The assumptions required for trade utility functions to exist are that 
the underlying preferences of each country are aggregable, are defined over 
the set of goods and services consumed and, in particular, are independent 
of factor supplies (Chipman 1979). 
Trade expenditure functions also assume competitive markets in which 
an equilibrium price vector is established such that producers maximise 
profits subject to the avail ab 1 e technology, prices and resources, 
households maximise utility subject to their budget constraint, and markets 
for all commodities clear. Woodland (1980) proves that the set of prices 
which minimise the indirect trade utility function coincides with this set 
of closed equilibrium price vectors. He also notes that this provides an 
interesting characterisation of the price mechanism in the form of factor 
price frontiers which are dua 1 to the utility possibility frontiers of 
standard (primal) price theory. 
It follows that the indirect trade utility function is a minimum 
income function which minimises trade expenditure at equilibrium prices. 
The next step involves the dual relationship between utility maximisation 
and expenditure minimisation through cost and profit functions. A 
comprehensive overview of the many possible dual relationships is given by 
Jorgenson and Lau (1974) who demonstrate how the theory of production can be 
developed from any one of six alternative and equivalent starting points. 
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On the technology side, the theory of production can be developed from the 
production possibilities set, the production function and the marginal 
productivity correspondences. On the behavioural side, the theory can be 
developed from the set of price and profit possibilities, the profit 
function and the supply correspondences. The duality between the 
technological and behavioural approaches is due to the correspondence 
between the production function and the (normalised) profit function. 
The development of duality theorems for producer and consumer theory 
has been followed by a literature which explicitly introduces these concepts 
into international trade theory. Chipman (1979), Woodland (1980) and Dixit 
and Norman (1980) have formalised the concept of trade expenditure functions 
which, in the absence of distortions, are dual to the direct trade utility 
functions in the same sense in which the expenditure function is dual to the 
direct utility function of consumers. We now proceed to develop the trade 
expenditure function app.1 icable to a small open economy and then in the 
subsequent Section show how it might be specialised to the case of a single 
industry. 
Consider a competitive trading economy composed of N industries and 
producing I net outputs using a fixed endowment of J primary factors. The 
set of all feasible input and output combinations is summarised in the 
production possibility set Y(v) which incorporates the I net outputs 
y = (y1, ••• , Yr) which are technically feasible given the endowment vector 
v = (v1, ••• ,vJ). Thus Y(v) is a subset of I+ J dimensional space and is 
assumed to be a non-empty, closed, convex cone with the components of y 
bounded from above for fixed v (Debreu 1959). The I-dimensional vector Y 
contains positive quantities of gross outputs and negative quantities of 
variable inputs, while the last J goods are primary factors held fixed for 
the period under consideration. 
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The assumed regularity conditions on the production possibilities set 
have the following implications. Sin~e Y(v) i~ a c6~vex set, there are non-
increasing marginal rates of substitution and transformation between inputs 
and outputs. Y(v) is a cone implying constant returns to scale. The closed 
set implies free entry of firms, free disposal of goods and no 
externalities. Finally, Y(v) being bounded from above for fixed v implies 
that for a given set of fixed inputs (factor endowments), the set of net 
outputs y is also bounded from above. 
The regularity conditions are important because similar conditions can 
also be used to define the transformation or production function (Diewert 
1974, p135) and the variable profit function for the technology. The 
restrictions on the aggregate technology provided by economic theory are 
quite general and, most significantly, they allow for joint production 
relationships and intermediate goods. 
The corresponding regularity conditions for the variable profit 
function are now defined. In a trading economy comprised of perfectly 
competitive firms, the production sector chooses y c: Y(v) to maximise 
i 
p'y = ~P;Yi where p is the price vector of the I outputs and variable 
inputs. The latter are expressed as negative quantities and so we have a 
variable profit function defined as total revenue less total variable costs 
(provided p > O). This is also the residual profit attributable to the 
remaining J fixed factors which are not traded. Y(v) has the same 
properties as before. 
The production side of the economy can then be described by the 
restricted profit or GNP function. 
g(p,v) = max {p'y : y c: Y(v)} p >> 0, v > 0 
y 
1 2 
(2-1) 
The endogenous variable profit for the trading economy is a function 
of the price vector p and the factor endowment vector v. The production 
vector y is comprised of exports and nontraded output while positive 
elements of y while imports and other production inputs are negative 
elements of y. The primary factors v are in fixed supply and are not mobile 
internationally. 
The previous conditions on Y(v) have implications for the properties 
of g(p,v). Specifically, the following sufficient conditions are required 
to ensure that the GNP function is dual with the corresponding production 
possibility set and hence that the variable profit function is well defined 
as a maximum (Diewert 1974, p136): 
(1) g(p,v) is a non-negative, real valued function for every p >> 0 and 
. 
v ~ 0 (g is real and positive). 
(2) g is homogeneous of degree one in p (no money illusion in the profit 
function). 
(3) g is convex and continuous in p for every fixed v (g has diminishing 
returns for each fixed factor). 
(4) g is homogeneous of degree one in v (constant returns to scale 
techno 1 ogy). 
(5) g is concave and continuous in v for every fixed p (g has diminishing 
marginal rates of substitution between fixed factors at given prices). 
(6) g is non-decreasing in v for every fixed p (g has non-increasing 
marginal rates of transformation between pairs of fixed inputs at 
given prices). 
(7) g is non-decreasing (non-increasing) in P; if i is an output (variable 
input) for every fixed v (g is convex in prices p) .. 
Diewert (1974, p137) shows that these same conditions can be used to 
prove Hote 11 i ng' s Lemma. If g( p., v) is di fferenti able in p at given 
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(competitive equilibrium) prices p* and fixed factor quantities v*, then 
Hotelling's lemma can be used to derive the excess supply (demand) equations 
by differentiation: 
( * *) * * y p ,v = Vpg(p ,v ) (2-2) 
where V is the vector differential operator and so Vpg(p,v) is the vector of 
first order differentials of g(p,v) with respect to the components of p. 
This gives a system of I output supply and input demand functions. 
By similar reasoning, if the restricted profit function is 
differentiable at p* and v* with respect to the components of v, then the 
inverse demand or shadow price functions for the domestic primary inputs can 
be derived as: 
( * *) * * w p ,v = Vvg(p ,v ) (2-3) 
where w is the vector of shadow prices or imputed values of the marginal 
unit of each of the J fixed factors. In a competitive equilibrium, the J 
shadow prices are equal to their market prices in the absence of 
externalities and so the J inverse demand functions for domestic primary 
factors can be estimated jointly with output supply and input demand 
equations (2-2). 
In the presence of market distortions, market prices might diverge from 
(nonobservable) shadow prices for the fixed factors and consideration might 
be given to estimating the I supply and demand equations (2-2) alone. Apart 
from the potential loss in efficiency from not using relevant information in 
the estimation, the only loss in terms of production parameters would be 
between the fixed factors. In production theory applications this would be 
of little consequence, but the crucial importance of factor endowments in 
trade theory would dictate the incorporation of the shadow price functions 
where possible. 
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The welfare side of the economy assumes the existence of a direct 
community utility function U(x) where x = (x1 , ••• ,x1) ~ 0 is the consumption 
vector. The community utility function requires aggregation of preferences 
across all conswners and a necessary and sufficient condition for this to 
occur is that all consumers have indirect utility functions with the Gorman 
polar form (Woodland 1980). U(x) is assumed real valued, strictly quasi-
concave and twice continuously differentiable. The consumption vector x ~ 0 
is chosen as if to maximise U(x) subject to the budget constraint px ~m 
where m is disposable income. The indirect utility function is then derived 
from the constrained maximisation problem of the direct utility function 
defined as 
V(p,m) = max U(x) 
x 
px/m ~ 1, x > 0 p > O, m > 0 (2-4) 
where p/m is the vector of normalised prices. Diewert (1974, pl21) shows 
that the sufficient conditions on the indirect utility function V(p,m) to be 
dual with U(x) are as follows: 
(1) V(p,m) is a continuous finite function for p > O, m > O. 
(2) V is non-increasing. 
(3) V is a quasi-convex function for p > O, m > O. 
Thus the indirect utility function V has a monotonicity condition (2) 
and a curvature condition (3), while the direct utility function U need only 
be continuous. 
A very useful property of indirect utility functions is that it is 
relatively easy to derive Marshallian demand functions using Roy's Identity, 
provided V is differentiable and strictly increasing in m. 
(2-5) 
where x = (x1 , ••• ,x1) is the solution to the constrained maximisation 
problem in (2-4). The corresponding demand functions are denoted 
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6(p,m) = -'i7p V(p,m)/'i7m V(p,m) (2-6) 
where 6=(6, •.• ,61) is the vector of output demand functions. 
To incorporate foreign trade in the system, note that the income 
available for consumption equals the GNP generated by the production sector 
which in turn equals the return to all primary (fixed) factors. To close 
the model, assume that disposable income is m = g(p,v) - b where b 
represents foreign transfer payments. The balance of payments is 
predetermined and is assumed to be constant or zero for expository purposes. 
Substitution of the expression for m into (2-4) yields the indirect 
trade utility function 
H(p,b,v) :: V(p,g(p,v)-b) :: max {U(x):px~g(p,v)-b,x~O} (2-7) 
which indicates the maximum level of utility the trading economy can attain 
for given values of p ~ 0, b, v ~ O. Woodland (1980) notes that p is given 
for a small open economy, but for a closed economy p is endogenous and 
chosen to clear markets. Woodland also demonstrates how (2-7) can readily 
be extended to handle nontraded goods and variable factor supplies. 
The indirect aggregator function H(p,b,v) is a summary of all 
production and consumption decisions within the economy. The particular 
usefulness of the indirect trade utility function for this study is that the 
excess supply (demand) or net export (import) functions ei(p,b,v) may be 
easily obtained from H(p,b,v) by differentiation, a result which is an 
extension of Roy's Identity. Assuming appropriate differentiability of 
g(p,v) and V(p,m), Woodland (1980) shows that the excess supply and factor 
price functions can be conveniently expressed in share form as: 
Ei(p,b,v) = piei(p,b,v)/g(p,v) = pi'i7p_H(p,b,v)/vVvH(p,b,v) 
1 
i=l, ••• ,I 
1 6 
(2-8) 
Wi(p,b,v) = viwi(p,v)/g(p,v) = viVv H(p,b,v)/vVvH(p,b,v) 
i 
i=i, ••• ,J (2-9) 
where Ei is defined as the share of excess supply of good i in total GNP and 
wi is the income share of factor i in GNP. Hence the trade expenditure 
shares are expressed completely in terms of the derivatives of the indirect 
trade utility function (2-7). After specifying a suitable functional form, 
the system of excess supply and factor price equations can be derived and 
estimated jointly in order to determine the possibilities of substitution 
implied by the technology and consumer preferences. 
To illustrate the estimation of the share equations, consider the case 
where b = 0 and V is homogeneous of degree one in income. Then V(p,g(p,v) 
= g(p,v)/c(p) where c(p) is the minimum cost of attaining one unit of 
utility. Finally, let g(p,v) and c(p) be Translog functions, then the share 
equations (2-8) and (2-9) become 
I J 
(b.-a.) + t (b··-a· ·)ln P· + E dikln vk l 1 j=1 lJ 1J J k=1 
Ei = -------------------
i=l, ••• ,I (2-10) 
J I J 
E [eh + t djkln Pj + E ek1ln v1 ] 
k=1 j=l 1=1 
I J 
e; + E dj;ln Pj + l: e;iln V; j=l 1=1 
VI; = i=l, ••• ,J (2-11) 
J I J 
E [ ek + E d·kln P· + E ek11n v1 1 
k=1 j=1 J J 1=1 
where b, d and e are parameters of the Translog function for g(p,v) and a is 
the parameter of the Translog function for c(p). The differences (ai-bi) 
and (bij-aij) are identified but the individual parameters are not. The 
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identifiable parameters can be estimated by adding classical disturbances to 
the share equations (2-10) and (2-11) and applying standard (nonlinear) 
estimation methods as described by Mclaren (1982). 
The relatively complex estimating form for the trade expenditure 
functions incorporating both producers and consumers can be simplified 
considerably by focusing on the production sector alone. In the next 
Section, this approach is developed because it is more relevant to industry 
policy applictions where firms are assumed to face exogenous prices. 
2.2 A Production Sector Model of Import Demand 
For the analysis of trade policy it is convenient to consider 
producers' resource allocation decisions independently of consumers budget 
allocation decisions, i.e. produc·ers take prices as given. For a partial 
analysis at the industry level, the production decisions made by firms are 
independent of consumer demand in the sense that the marginal rates of 
substitution in production are assumed to be independent of the levels of 
consumer demand and, similarly, marginal rates of substitution in 
consumption are independent of production levels. 
In terms of the trade expenditure function (2-7), this is equivalent 
to imposing separability between production (goods) and other arguments of 
the community utility function (such as factor supply). Separability 
enables the simplification of the trade expenditure function (2-7) to the 
GNP function (2-1). Likewise the nonlinear trade share equations (2-10) and 
(2-11) reduce to simpler linear forms in the Translog case. 
The simplification imposed here is a standard assumption in aggregate 
analysis along with the constant returns to scale assumption. Without 
separability, the interdependence of producer and consumer decisions would 
result in complex estimating forms such as (2-10) and (2-11). If there were 
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no data or computer limitations, then it would be a straightforward 
procedure to choose a functional form for g(p,v) and H(p,b,v) in equations 
(2-8) an (2-9) with GNP shares expressed as a function of the exogenous 
variables p, b, and v. However with many goods and factors, the 
dimensionality and nonlinear algorithm problems would be beyond our 
available technology and well beyond the scope and resources of the present 
study. 
Further simplifications are often used to derive empirically tractable 
forms for the import demand function. They include aggregating over,goods, 
simplifying the functional form used or omitting some variables not found to 
be relevant. For example, exports and nontraded output can be aggregated 
into gross output in order to reduce the size of the model for analytical 
purposes. Similarly, selecting the Translog as a simpler functional form 
does not impose additional restrictions on substitution possibilities (see 
Section 3.3). 
In summary, plausible separability assumptions on the trade 
expenditure function can be imposed which reduce the more general 
consumption-production sector specification to the more tractable GNP 
function. The trade expenditure approach used by Kohli (1978) and others 
treats all internationally traded goods (i.e. net exports and imports) as 
exclusively outputs or inputs to the production sector. Imports are 
considered inputs to the production process and, together with capital and 
labour, produce gross output comprising exports plus home consumption goods 
and investment goods. This specification of a country's technology imp lies 
that imports can be treated as intermediate products and all exports as 
finished goods from the perspective of that country. The generalisation to 
many countries is straightforward with one country's exports of finished 
goods becoming another country's imports of intermediate goods. 
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Trade at the industry level can be modelled through an industry trade 
expenditure function where the net exports and imports of that industry 
treated as outputs and inputs to the industry production sector. Further, 
domestic sales (i.e. gross output less exports) and domestically purchased 
materials are exclusively (intermediate) outputs and inputs of the industry 
production process. 
The technology at the industry level assumes the following aggregation 
over goods and factors, 
Y = Y(K,L,M,N) (2-12) 
where gross output (Y) is comprised of exports (X) and nontraded output (Q) 
which equals total sales of that industry to domestic final demand including 
consumption and investment goods. The primary factors are capital (K) and 
labour (L) which combine with imports (M) and domestically purchased 
materials (N) to jointly produce the two outputs X and Q. 
The industry technology has the same properties as the GNP function 
(2-1). The competitive industry is comprised of N firms each producing two 
net outputs according to a regular, concave production function. Each firm 
purchases imports and domestic materials from outside the industry and 
combines them with the primary factors capital and labour to produce exports 
and nontraded output. Intraindustry sales are subsumed and firms sell all 
outputs outside the industry. Similarly, firms buy all imports and 
materials from outside the industry. Capital is assumed to be sector 
specific and labour is mobile at an exogenously determined wage rate. These 
assumptions are made because of their relevance to industry adjustment 
issues and because of the unique wage-fixing procedures operating in 
Austra~ian manufacturing industries. 
The industry production possibilities set, S(K) = Y(L M,N; K), is 
defined as the set of all feasible input and output combinations, where S(K) 
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is a non-empty, closed, convex cone with the components of net output y = 
[X,Q,-L,-M,-N] bounded from above for fixed endowments of capital. 
The industry faces exogenous prices for imports and exports. In 
addition, the prices of materials and nontraded output are assumed exogenous 
to individual firms in a competitive industry. Assuming profit 
maximisation, the equilibrium for an industry in an open economy can be 
characterised as the solution to the problem of maximising variable profit 
(n) subject to the technology available, the endowment of industry specific 
factors K, and a vector of positive prices p = [pX,pQ,PLtPMtPN]• In perfect 
competition each firm in the industry is assumed to face the same set of 
prices and hence the variable profit function of the aggregated firms may be 
written as: 
n(p,K) =max {p'y : y E Y(K)} p >> O, K > 0 
y 
I 
(2-13) 
where Tr = L PiYi is industry variable profit, i.e. gross revenue less 
variable costs. The seven sufficient conditions for the variable profit 
function to be dual with the corresponding production possibility set have 
been previously described for equation (2-1). 
The industry output supply and variable input demand functions are 
* obtained by differentiating (2-13) at competitive equilibrium prices p and 
* given the level of industry specific capital K , 
(2-14) 
The supply and demand equations for industry product and factor 
markets include variations in output and therefore give total as opposed to 
net responses to price changes. For example, the import demand equation 
measures the change in import flows in response to a relative price change 
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after allowing for interdependent adjustment of output supply, materials and 
labour quantities, and changes in the shadow price of capital. The 
interrelated adjustment properties of the model are particularly relevant to 
the analysis of industry product and factor market adjustment to relative 
price changes such as for tariff policy, devaluation, wages policy and other 
price policy issues. 
In an important respect the industry variable profit function does not 
differ from the aggregate GNP function. Imports are treated as intermediate 
inputs rather than as final goods so that imports are imperfect substitutes 
for local production. Thus imports are assumed to enter the production 
process as inputs irrespective of their stage of processing. In fact all 
imports receive at least some domestic value added before reaching final 
demand through inland freight, distribution and retailing. Imports can be 
thought of as meeting final demand indirectly as production inputs or more 
directly as consumption goods. Even imported consumption goods can be 
thought of as having some domestic retailing component in their marketing 
chain. Clearly there is a continuum of imported intermediate goods from raw 
material inputs through to final goods with a small domestic value added 
component. Thus the category of imports is expanded from final goods only 
to include all tradeable goods of foreign origin whose prices are 
significantly influenced by exchange rate alteration. It is acknowledged 
that there is no clear distinction between (nontradeable) domestic materials 
and (tradeable) imported inputs other than the source of the intermediate 
inputs. 
The industry variable profit function (2-13) is a partial equilibrium 
simplification of the GNP function (2-1). The complex interindustry 
'relationships which exist in general equilibrium are summarised through two 
composite variables - nontraded output (Q) and domestic materials purchases 
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(N). Industry specific price changes are transmitted to the rest of the 
economy by the intermediate outputs Q and inputs N and may give rise to 
income effects elsewhere in the economy. While aggregation of these income 
effects across the economy is a separate and important area of research, the 
present study focuses on intraindustry changes only. A change in the 
relative price of tradeables to nontradeables for one industry only, when 
transmitted to the rest of the economy, may result in feedback effects on 
industry factor and products markets. Such effects are likely to be very 
small for most industries and are assumed to be negligible where price 
changes are industry specific and there is a relatively low tradeables 
content in intersectoral transfers of Q and N. 
The specialisation of the GNP function to an industry variable profit 
function is also complicated by the choice of variables. Industry output 
can be measured in at least two ways as either gross or net magnitudes. The 
present study uses gross output and gross materials purchases by firms, 
which includes intraindustry shipments of intermediate goods that move 
between firms. Thus industry output is measured as the total value of 
shipments by all firms in the industry and materials are measured as total 
materials purchases by firms regardless of source. Hence the gross measure 
of output includes product and factor substitution within the industry and 
allows the value of output to fluctuate with factor prices. Similarly, the 
value of materials used can fluctuate with product prices. 
The alternative specification is to use net output defined as net 
deliveries by the industry as a whole to the rest of the economy, and 
similarly for materials purchases. The net concept therefore excludes all 
intraindustry transfers and there is limited product and factor substitution 
within the industry. In this sense the net output approach gives the 
constant output response to a price change with no allowance for 
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interdependent factor and product market adjustment within the industry. In 
contrast, the gross output measure includes all intraindustry output 
adjustments resulting from interdependent product and factor markets within 
the industry. 
Thus gross output data (such as the manufacturing census data 
described in Chapter 3) are more suited to estimating Marshallian factor 
demand functions yielding ordinary price elasticities which include output 
variations. On the other hand, net output data (such as net production by 
an industrial sector) are better suited to estimating (Hicksian) factor 
demand functions conditional on the level of output (yielding constant 
output elasticities) as in the cost function approach. The supply and 
demand equations (2-14) include endogenous variations in output and 
therefore give total as opposed to net responses to price changes. 
The production sector assumptions and the particular structure being 
imposed on the trade expenditure function can now be summarised as follows. 
Firstly, the assumption of the independence of production and consumption 
d.ecisions necessarily ignores some endogenous demand effects, but these are, 
on balance, not likely to be empirically significant at the industry level. 
Of course, the assumption of exogenous demand for output can be tested 
econometrica11y and the more complex specification of equations (2-10) and 
(2-11) adopted if required. 
Secondly, a partial equilibrium model of an industry derived from the 
general equilibrium framework of Section 2. 1 requires. assumptions about the 
behaviour of intersectoral flows of intermediate goods. In general it is 
necessary to rely on completing the demand system by aggregating over 
interindustry transfers of intermediate outputs and inputs. The Hicks 
aggregation of nontraded outputs and domestic materials to complete the 
industry demand system requires constant relative prices elsewhere in the 
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economy. While such a ceteris paribus assumption would be unacceptable for 
interindustry analysis (Parmenter 1982), the partial equilibrium approach 
described here is very useful for industry studies where we are less 
interested in induced responses from the rest of the economy than in the 
endogenous responses within each industry. For the purposes of the present 
study, the marginal gains from more disaggregation of interindustry 
transfers is outweighed by the substantial additional costs of multi-
industry analysis in a computable general equilibrium framework. 
Thirdly, a key feature of this multiproduct partial equilibrium model 
is the specification of sticky wages together with sector specific capital. 
This industry model is inherently short run and is suited to the partial 
equilibrium analysis of the effects of relative price changes on industry 
adjustment with interdependent product and factor markets. 
The assumption of nominal wage rigidity differs from previous economy-
wide applications of trade expenditure functions, such as Koh 1 i ( 1978), 
which assume flexible wages. The case of sticky wages is particularly 
relevant in Australian manufacturing industries where wages are centrally 
negotiated and enforced via an award structure. In the long run, the 
Arbitration Commission may adjust wages to restore equilibrium employment 
levels but essentially short run adjustment is through employment levels. 
Similarly for sector specific capital where adjustment in the short run is 
through variations in capacity utilisation of fixed stocks of capital which 
are reflected in variations in the shadow price of capital. In the long 
run, capital may become more mobile, capital investment may occur and 
capital stocks may adjust to achieve the desired rate of return on capital. 
The economic behaviour implied by the factor mobility assumptions for 
capital and labour may be summarised as follows. Firms face exogenous 
prices and in particular rigid nominal wages that exceed the level needed to 
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clear the labour market. The rigid wage levels result in the supply of 
labour exceeding the amount of labour demanded by firms in the industry and 
so workers are 'rationed on the labour market'. Conversely for sector 
specific capital which is immobile and generally underutilised with its 
shadow price varying accordingly. On the other hand, goods markets are 
fully flexible and clear without the need to constrain supply and demand. 
Such an industry model with factor rigidities implies short run behaviour 
characterised by temporary equilibrium with rationing. 
Since exogenous wages are above market clearing levels for this 
industry, each firm is paying an implicit tax on wages which causes them to 
reduce output below free market levels and so the rigid wages constrain both 
output and employment. Similarly for sector specific capital. Thus levels 
of output and employment in this model are below that for the case of a 
competitive labour market and mobile capital, and so the model is 
characterised by sluggish adjustment.of output and employment to relative 
price changes like a tariff increase .. 
2. 3 Proteeti,on and .Fai;t9t Sugs1j1tyj::jon in. an. Industry M()~el 
The previous Section established the gene.ral features of the industry 
model based on the two output, four input technology contained in the 
industry variable profit function (2-13).. We now examine more specific 
results of the model relatin.g to the impact of protection on domestic 
product and factor markets. 
The main objective in developing this industry model is to analyse the 
effects of a relative price change (such as generated by a tariff increase 
or devaluation) on industry output, employment and import flows. We start 
by examining the comparative statics properties of the model and how we 
might best summarise the results in elasticity fonn. The Section concludes 
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by summarising the possible industry adjustments to a change in protection 
using the factor price diagram. 
Standard comparative statics methods encounter difficulties in 
interpretation when applied to the present industry model. The unambiguous 
results of the 2x2 easel disappear when joint production and unequal numbers 
of factors and goods are introduced (Woodland 1977). To resolve the 
ambiguity, we need to know the relevant parameters and hence the present 
study resorts to econometric estimates in subsequent Chapters. 
Complications to the comparative statics results occur mainly because 
there are two more mobile factors than specific factors (Ferguson 1982) and 
because the number of inputs exceeds the number of outputs (Woodland 1982). 
Woodland (1977) shows that the intr~duction of intermediate outputs does not 
affect the relationship between output prices and input prices and between 
net outputs and factor endowments provided the number of factors are equal. 
Clearly the introduction of two intermediate goods in the (unequal) industry 
model will alter the 2x2 results. More generally, the introduction of joint 
production means that the Rybczynski and Stolper-Samuelson results no longer 
hold unambiguously, even in the 2x2 case (Woodland 1977). 
The factor mobility assumptions further complicate the results 
obtained for the case of nonequal numbers of inputs and outputs. The 
addition of just one mobile factor to both the two good and multi-commodity 
versions of the specific factors model causes the comparative statics 
results to have ambiguous signs (Ferguson 1982). The extra mobile factors 
cast doubt on the generality of important income distribution properties of 
the specific factors model. Mussa (1974) showed that in a 2x2 specific 
factors model with nonjoint production, both factors in one industry might 
gain from tariff protection in the short run while one of them always loses 
in the long run.. The additional mobile factors imply output price changes 
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have ambiguous effects on factor rewards in the short run, which reverses 
the major conclusion of Mussa (1974) and implies ambiguous income 
distribution consequences in the short run. To determine the factor reward 
changes resulting from a tariff change therefore requires knowledge of the 
relevant parameter values.2 
In the most general case of many industries, many factors and many 
goods (all unequal), Diewert and Woodland (1977) show that the required 
comparative statics results can be expressed in terms of the dual 
equilibrium conditions derived from the variable profit function. This can 
be empirically implemented either by programming methods or, as in the 
present study, by econometric estimation of the variable profit function. 
To illustrate the difficulties in obtaining unambiguous comparative 
statics results for the industry model, consider the variable profit 
function (2-13). The zero profit condition is rrr.K = O. The resource 
constraint on the endowment of specific capital holds exactly so the shadow 
price r is defined. The initial equilibrium is denoted by 
* p = 
The net production of goods by the industry is obtained by restating 
the industry supply and input demand functions in the following form 
= (2-14) 
where i = X,Q,-L,-M,-N. The (inverse) capital demand function is given by: 
= (2-15) 
To find what happens to industry output and employment in response to 
a change in prices p* and factor endowment v* = K, we differentiate the 
supply and factor demand functions yi(p*,v*) with respect to elements of p* 
* and v • Similarly, we can differentiate the factor reward function 
vK(p*,v*) with respect to p* and v*. 
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The comparative statics responses of the endogenous variables y and r 
can be obtained by differentiating totally the dual equilibrium conditions 
(2-14) and (2-15) provided rr is twice differentiable (Diewert and Woodland 
1977). 
as 
r-
I rrrr 
l rrr 
Using 
rr T 
r 
rrr 
0 
the 
0 
ldrl -1 
= 
ldyj 0 
implicit function theorem, 
3r/3K 
'ay/'aK ay/ap 
-rrrp dv 
(2-16) 
-rrp dp 
it is possible to rewrite (2-16) 
1 
= (2-17) 
0 
Thus rrrp expresses how the input requirement for specific capital changes as 
output and variable input prices p change, i.e. the substitution 
possibilities of specific capital for the outputs and variable inputs. For 
I = J = 2 and nonjoint production, Diewert and Woodland (1977) show 
unambiguous sign patterns for 'ar/ap (the Stolper Samuelson case) and for 
3y/3K (the Rybczynski case). For I = 5, J = 1 and in general for I # J the 
sign patterns are ambiguous and depend on the substitution possibilities in 
the aggregate technology as expressed in the various derivatives of rr. 
These r~sults are made more transparent when expressed in terms of 
elasticities. Oiewert (1974, pp144-145) has developed the concepts of 
elasticities of transformation, complementarity and intensity to describe 
the substitution relationships between outputs, variable inputs and specific 
factor endowments. Starting with the outputs and variable inputs, the 
elasticity of transformation between goods i and h can be defined as: 
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i,h=l, ••• ,I (2-18) 
Thus Clih is simply a normalisation of ayi(p*,v*)/oph which is the 
change in net supply (variable input demand) for the ith good with respect 
to a change in the price of good h. Note that the normalisation is chosen 
so that °'.i..h is invariant to scale changes in units. In the present model 
i = Q,X,L,M,N. 
An (inverse) elasticity of complementarity between fixed factors j and 
k may be defined as: 
7To 27T/op.av. f3 j k = ____ l_...._ __ 
<a7T/api)(a7T/vj) 
j ,k=l, ••• 'J (2-19) 
Thus Sjk is simply a normalisation of (2-15), the change in the jth 
fixed factor reward with respect to a change in the endowment of another 
fixed factor k. 
Finally, an elasticity of intensity between output or variable input i 
and fixed factor j can be defined as: 
y .. lJ i=l, .•• ,I; j=l, .•• ,J (2-20) 
* * * * where Yij is a normalisation of ayi(p ,v )/0vj (or of 0vj(P ,v )/opi) such 
that Yij is invariant to scale changes in units. 
A convenient method of summarising the comparative statics results in 
the general case of I outputs and variable inputs and J fixed factors has 
been proposed by Diewert (1974, ppl45) based on the elasticities of 
transformation, complementarity and intensity together with the regularity 
conditions from equation (2-1): 
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(a) the symmetric elasticity of transformation matrix ~ih] is positive 
semidefinite of rank at most equal to I-1 and in particular a.ii ~ 0 
for every i, 
(b) the symmetric elasticity of complementarity matrix [Sjk] is negative 
semidefinite of rank at most equal to J-1 and in particular Sjj ~. 0 
for every j, 
(c) for every i, 
(d) for every j, 
(e) for every i, 
( f) for every j, 
I 
E a.ihSh = 0 
h 
J 
E S ·kR · = 0 k J J 
J 
E y · ·R · = 1 
. lJ J 
J 
I 
E y · ·Si == 1 i lJ (2-21) 
where the jth fixed input share of variable profit is defined as R. = r·v·frt J J J 
for j = 1 ••• J fixed factors and the ith output or variable input share of 
variable profit is defined as Si= PiYi/n for i = 1, ••• I outputs and 
J I 
variable inputs. Thus E Rj = 1 and I: Si = 1 due to the homogeneity of n .. 
Of course all comparative statics results (and hence elasticities) are 
* * * * evaluated at the initial equilibrium values p , v , y , r • 
The important implication of conditions (2-21) is that many of the 
comparative statics results which were unambiguous in the 2x2 case became 
indeterminate in the general case I # J. 
The elasticities (2-18), (2-19) and (2-20) can be summarised in the 
substitution matrix I: 
:pvl 
-1 -1 -1 -1 E Tt Tt. Tt Tt Tt Tt 
PP P PP P p pv v 
E = = Tt (2-22) 
-1 -1 -1 -1 
E Tt Tt Tt Tt Tt Tt 
vp V\J v vp p v vv v 
31 
where rrp = diag(Vprr(p,v)) and rrv = diag(Vvrr(p,v)) and the remaining 
matrices are 
I rrpp 
obtained from 
r 
rrpv I 
the Hessian of the profit function rr(p,v): 
,- V~prr V~vrr l 
H = ~vv J = (2-23) L rrvp 
where rrpp = Vpprr is the matrix of second order differentials of rr(p,v) with 
respect to the components of vector p. It follows that the matrix r has the 
properties described in (2-21). 
Instead of the Allen concept of substitution elasticities, the ordinary 
or Marshallian partial price elasticity is more familiar to economists and 
is more widely used in policy applications: 
EPP Epv . 3 In Yi/3 In Ph 3tn Yi/3 _In Vk 
E = = (2-24) 
Evp Evv 31n rj/31n Ph 3 In r,';/3 In Vk J 
where i,h=1,. •• ,I and j,k=l, ••• ,J as before. The Allen and Marshallian 
elasticities are directly related (Kohli 1978) as: 
Eij = Eij(PiYi/rr) = t;jSi (2-25) 
which enables derivation of ordinary partial price elasticities by simply 
multiplying the required element of the substitution matrix by the relevant 
profit share. 
It must be emphasised that the elasticities E in (2-24) do not 
directly reflect isoquant curvature. They represent output and variable 
input choice changes resulting from a particular price (or endowment) change 
holding the exogenous variable set (p,v) constant but allowing the 
endogenous variables (y,r) to adjust optimally, as in the comparative 
statics responses of equation (2-16). To illustrate this point, the price 
elasticity of import demand EMM = 3lnM/31npm gives the change in quantity of 
imports demanded for a given change in import prices after allowing for the 
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effect of import prices on output supply, labour demand, materials demand 
and the inverse demand for specific capital. Thus estimates of these import 
demand elasticities differ significantly from many previous single equation 
estimates3 because they allow for endogenous responses to import price 
changes in the domestic product and factor markets. In this sense they are 
total elasticities, although they exclude interindustry effects of a price 
change. 
Another feature of the E matrix is that complementarity between pairs 
of outputs and pairs of variable inputs is consistent with the concavity of 
the underlying production technology. The only constraint on these cross 
product effects is that there is substitution between at least one pair of 
products. The complete set of choice elasticities fully describe all 
economically efficient substitution possibilities (Diewert 1974) in the 
industry technology. 
The elasticities of intensity are also more easily interpreted in 
terms of ordinary partial elasticities. The elements of Epv indicate the 
relative effects of a change in endowment of specific factors on output 
supply and input demand, while the elements of Evp show the relative effect 
of a change in output or variable input price on fixed factor rental prices. 
The homogeneity of n(p,v) in p and v implies that the rows of EPP and 
Evv sum to zero, whila those of Epv and Evp sum to unity (Diewert 1974). 
While the complete set of choice elasticities implied by the 
technology has many useful applications, it is sometimes necessary to 
investigate the structure of production using compensated or Hicksian 
e·lasticities in order to decompose tota 1 effects into (constant output) 
substitution and expansion effects. The compensated elasticities directly 
reflect isoquant curvature including structural net input substitution 
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(along an isoquant) and output tradeoffs (along a production possibility 
frontier). 
These structural properties are not explicit in the profit function 
estimates. Lopez (1984) has shown how to derive the substitution and 
expansion effects explicitly in terms of the parameters of the profit 
functions, which are normally used to derive only total effects as in the 
substitution matrix. 
In summary, we have established the nature of the comparative statics 
properties of the industry model and the important role that the parameters 
of the variable profit function play in determining the direction and 
magnitude of responses to protection. The implications of the particular 
set of factor mobility and factor price rigidity assumptions used can be 
illustrated graphically using the factor price diagram developed by Mussa 
( 1979). 
As is well known, the unit isoquant Y(K, L, M, N) = 1 contained in the 
Lerner-Pearce diagram is very useful in depicting factor market outcomes in 
factor quantity space. The dual of the production function determines an 
analogous concept in factor price space. The dual problem is to choose the 
vector of factor prices which minimise total factor payments subject to a 
zero profit condition. The factor price possibility set so defined can be 
represented by a- factor price frontier, also known as an isoprice curve 
(Mussa 1979). For the factors capital and labour, the factor price frontier 
F(w,r; Px•PQ•PMtPN) = 0 gives the combinations of w,r prices, where pl=w for 
* * convenience and rt-w.L-r.K=O given initial equilibrium values for p and v 
* contained in the initial variable profit level rt • The set of optimal (w,r) 
-
combinations can be depicted in w-r space by the curve labelled F = F0 in 
Figure 2. 1. 
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·The single sector case shown in Figure 2. 1 is used to analyse the 
effects of relative price changes. Given an initial equilibrium point A, 
suppose the price of imports rises. Then the factor price frontier F moves 
inward toward the origin from F0 to F' since, at the higher price of the 
imported input, factor prices must fall to maintain zero total profits. 
Since the underlying profit function is linear homogeneous in prices, the 
import price change causes all other prices to change proportionately and so 
the factor price frontier shifts proportionately inward along every ray 
through the origin provided capital-labour substitution is unbiased. It 
also follows from the assumed linear homogeneity in prices that the diagram 
can be redrawn with relative prices as the axes and the same shift from F0 
to F' can then be interpreted as a change in real prices. 
Thus the geometric representation of factor price frontiers enables 
relative price changes to be simply depicted by uniform inward or outward 
shifts in the frontier corresponding to parametric changes in initial 
. * [ exogenous prices, p = Px•PQ•PM• w,pN]. The absolute value of the slope 
of F indicates the ratio of capital to labour used in the industry (Mussa 
1979). In addition. the frontier F is. convex to the origin since the 
capital-labour ratio is an increasing function of the price ratio, w/r. 
Further, the curvature of the frontier reflects the elasticity of 
substitution between capital and labour for that production method. For.a 
-
zero elasticity of substitution technology, F is a straight line while for 
an infinite elasticity of substitution technology the frontier is a right 
angle. Between these two extreme cases, there are many possible convex 
factor price frontiers representing imperfect factor substitutability. 
Having outlined the properties of the diagram, we now consider the 
effect of imposing a spac~fic tariff which increases PM• 4 In Figure 2. 1 the 
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Figure 2.1 Input price increase and the factor price frontier 
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increase in the price of the imported input causes a uniform inward shift in 
the factor price frontier from F0 to F' which is analogous to a Hicks 
neutral technical regress (Mussa 1979). The uniform shift implies capital 
and labour are equally substitutable for imports and so substitution is 
unbiased. The new equilibrium point at C is a full employment equilibrium 
in the short run provided the factor prices w and r are fully flexible. At 
point C factor prices have fallen proportionately by r 0 /r' and w'/w 0 
respectively. Also the capital-labour ratio is the same at C as at A (i.e. 
OR/OT= ON/OM) and output per unit of labour (Y/L) falls by the same 
proportion from OT to OM and similarly for Y/K from OS to ON. 
Most interest in the diagram is. however, attached to the various 
disequilibrium input adjustments which can occur following a tariff 
increase. If the technology is inflexible, then the capital-labour ratio is 
held constant during input adjustment and so the new equilibrium point lies 
on the line FCG in Figure 2.l. If the technology is flexible. but nominal 
wages are rigid (as in the present model), then input adjustment shifts the 
equilibrium point from A to B which maintains wages at w0 but amplifies the 
fall in the price of capital. With a combination of inflexible technology 
and rigid wages, the equilibrium point will shift to F where the rental rate 
of capital r must fall even further than at B, which in turn has a lower 
rental rate than at C where the fall in r is given by r0--r•. 
Thus with rigid nominal wages set at w0 , the imposition of a tariff 
will shift the equilibrium point from A to B where the rental rate r must 
fall further than at C, where both factor prices are determined 
endogenously.5 For a given capital stock K, unemployment will emerge as no 
adjustment through wage rates will occur in the short run (as in a 
centralised wage fixing system). Also at point B the (tangential) capital-
labour ratio is higher than at C. Thus a tariff increase for the case of 
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sticky wages has the effect of further lowering the rental rate of capital, 
forcing quantity adjustment in the labour market in the form of 
unemployment, and of switching the technique of production to a more capital 
intensive method. 
So far we have assumed that imports are equally substitutable for 
capital and labour and that relative price changes for imports result in a 
radial expansion or contraction along rays from the origin. In the case of 
nonhomothetic shifts, reflecting asymmetric substitution possibilities 
between factors, the slope of the factor price frontier may be altered along 
each ray through the origin. Thus if imports are more easily substituted 
for labour than capital, then the capital-labour ratio increases at point C 
and the curve F' will generally tilt downwards to the right. Conversely, F' 
will tilt upwards to the 1 eft if imports substitute more read i 1 y for ca pi ta 1 
than for labour. 
Consider the extreme case where imports and capital are perfect 
complements, then a rise in the price of imports causes a fall in the price 
of capital with no effect on the price of labour. Thus a tariff increase 
-
will cause the factor price frontier to contract along the r-axis to F • F2 
which lies to the right of F' for all w < w0 • At the new equilibrium point 
B, the capital-labour ratio will be unchanged from the initial point A since 
imports and capital are perfect complements so the technique of production 
will not change. Unlike the previous case of unbiased factor substitution, 
full employment is maintained at the rigid wage rate w0 since the optimal 
capital-labour ratio stays the same between A and B and all input adjustment 
to the tariff increase occurs through a fa 11 in the return on capita 1. Thus 
sticky wages need not always imply short run unemployment depending on 
factor substitutability. 
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In the more general case of imperfect factor substitutability, the 
effect of a tariff increase will be to shift and tilt the factor price 
frontier depending on the pattern of factor substitution. For example, if 
imports are better complements for capital than for labour, then a tariff 
increase causes F2 to be tilted downward to right and its slope approaches 
that of F'. In the absence of rigid wages, the new equilibrium point would 
be between B and C, with its exact location determined by the same tangency 
condition as at B and C. This confirms the more general result of Ferguson 
(1982) that the mobile and specific factors must be aggregate technical 
complements in order to preserve the standard results of the specific 
factors model.6 
The diagrammatic analysis shows clearly the various disequilibrium 
actjustments to an increase in tariff protection which can occur within the 
triangle AFD in Figure 2. 1. By altering the factor price rigidity and 
factor mobility assumptions used, the static trade expenditure model can 
represent industry adjustment to changes in import competition. The 
particular rigid wage, specific capital structure used in the industry model 
has distinct.ive features. Reduced import competition through a tariff 
increase causes some unemployment due to rigid wages. Capital intensity in 
production can also increase as employment drops in absolute tenns. The 
disequilibrium adjustments to changes in import competition also emphasise 
the crucial role of factor substitution in detennining real incomes under 
protection. When there are (two) more mobile factors than specific factors, 
many useful comparative statics results of the standard specific factor 
model relating to protection and factor incomes are theoretically ambiguous 
and resort must be made to the (observable) factor substitution parameters 
in order to determine factor ar.d product market responses to protection 
changes (Ferguson 1982). 
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A 
2.4 Applications of the Translog Fonn 
The previous Section discussed the comparative static properties most 
relevant to trade and protection issues. It was particularly noted that 
there are many comparative statics results which are ambiguous without 
resort to more detailed knowledge of the substitution matrix. To derive a 
trade expenditure model suitable for empirical implementation requires a 
functional form for the variable profit function. 
It has become accepted practice to use flexible functional fonns for 
profit functions in order to represent complex technologies by imposing 
fewer restrictions on the underlying production structure. The Translog is 
a very widely used functional form because it allows such complex production 
structures to be represented, even if its global properties are. hard to 
verify (Lopez 1985). Further, the Translog has simple, linear estimating 
equations and allows explicit testing of important technology properties 
such as homogeneity and symmetry. A more detailed discu.ssion of the choice 
is 
of functional form/given in Section 3.3. The present Section outlines the 
many useful properties of the Translog form. 
The Translog is essentially a log quadratic form which is consistent 
with the regularity conditions described for equation (2-1) and is 
differentiable with respect to prices (p) and fixed factors (v). Following 
Oiewert (1974, p139) a Translog variable profit function is defined as: 
I I I 
lni:{p,v) = 
J J J 
+ E bj lnvj +t E Eb ·k lnvj lnvk j=1 j=1 k=1 J 
I J 
+ E E c1j lnp1 lnv j (2-26) 
i=1 jal 
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where i, h = 1, ••• , I are the outputs and variable inputs contained in the 
price vector p, and j, k = 1, ••• , J are fixed factors in vector v. 
Since the log quadratic form corresponds to a second order 
(logarithmic) Taylors series expansion at a fixed (equilibrium) point, the 
Trans log form is usually .interpreted as providing an arbitrary second order 
approximation to an arbitrary analogous variable profit function and, hence, 
to an arbitrary set of elasticities relating outputs, variable inputs and 
shadow prices to changes in variable quantity prices and fixed factor 
quantities at a given equilibrium point. With no a priori restrictions on 
the sign or size of substitution elasticities, the form is flexible enough 
to approximate any (arbitrary) technology. The widespread use of the 
Translog form is due mainly to its apparent ability to approximate a very 
wide range of technologies without a priori constraints on the substitution 
possibilities. 
To ensure symmetry of the matrix of second-order derivatives of a 
twice differentiable continuous function and also to allow the parameters of 
the variable profit function to be identified from the derived share 
equations, the following symmetry restrictions are imposed: 
aih = ahi and bjk = bkj i , h= 1 , .... , I ; j, k= 1 , ••• , J (2-27) 
Next, the assumed linear homogeneity of the variable profit function 
in prices (p) and fixed factors (v) requires that the following restrictions 
be imposed on the parameter estimates (Diewert 1974, p139). 
I I 
~ a1.h = 0 for all h;&o., EC·· = 0 for all j~O 1 f , J 
T ~ ~ 
fbjo = 1,. fbjk = 0 for all ~~o. Jcij = 0 for all ;;&a (2-28) 
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The remaining regularity conditions (6) and (7) from equation (2-1) 
require that the Hessian 32TI/3piaPh is positive semi-definite and the 
Hessian 32TI/3vjavk is negative semi-definite. These curvature conditions do 
not constrain the sign of individual parameters in isolation. Similarly for 
the monotonicity conditions which must also be evaluated at each data point. 
With the Translog variable profit function, the equations obtained by 
differentiating with respect to prices of outputs and variable inputs are 
not linear in the unknown parameters. Normalising by the variable profits 
(TI) gives share equations which are linear in the unknown parameters and, 
hence, are in a convenient form for estimation (Diewert 1974). 
I I 
= aio + E aih lnpi + E c;j lnvj i=l, ••• ,I 
h=l j=l (2-29) 
I J 
Rj = bjo + i:l cij lnpi + k:l bjk lnvk j=l, ••• ,J (2-30) 
h S I / *· l * I w ere 1 = PiYi TI, Rj = rjvj TI , TI = p y and ~ = r v. Also 
I J 
E S; = 1 and E Rj = 1, while aih =ah; and bjk = bkj• 
The Si and Rj are interpreted as trade expenditure shares with respect 
to industry variable profit defined as the revenue attributable to sector 
speci fie capita 1. So SM represents the trade share of imports with respect 
to the variable profit on industry fixed capital. Similarly, if gross output 
(Y) is partitioned into exports (X) and domestic sales (Q), then Sx is the 
trade share of exports with respect to the variable profit on specific 
capital. The industry approach used here is unusual as previous studies such 
as Kohli (1978) use economy wide models with fixed endowments of capital and 
labour, and so they interpret the trade shares of imports and exports 
directly as a proportion of GNP. The concept of industry variable profit as 
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the residual return on fixed capital is more relevant for an industry study 
where labour is clearly mobile and wages are exogenously determined. 
The relationship between imports, exports, domestic output, mobile 
(domestic) factors and sector specific capital may be described in terms of 
the elasticities of transformation, complementarity and intensity. One 
advantage of the Translog form is that the estimated substitution matrix r 
can be computed very easily. The elements of EPP' the elasticities of 
transformation, can be calculated as: 
l:;h 
7r(3 27f/apiaPh) aih + SiSh 
= = i~h (2-31) 
(37r/3pi)(37f/dph) Si Sh 
[ .. 
7r(d27r/dpi) aii + Si - Si 
= = 11 (2-32) 
(a7r/api) 2 s~ 1 
Similarly for Lvv• Evp and Lpv· 
The corresponding partial price elasticities Eij = r;jSi are given by 
(a) EPP' the partial elasticity of outputs and variable inputs with respect 
to price ph: 
i,h=l, ••• ,I i#h 
= (2-33) 
i=l, ••• ,I 
(b) EVV' the inverse partial price elasticity of fixed input j with respect 
to a change in the quantity of fixed input k: 
Rk + bjk/Rj j' k= 1, ••• 'J j#k 
Ejk = (2-34) 
Rj + bj/Rj-1 j=l, ••• ,J 
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(c) Epv• the partial (cross) elasticity of outputs and variable inputs Yi 
with respect to fixed quantity vj: 
Eij = Rj + ci/Si i = l, ••• I, j = 1, ••• J (2-35) 
(d) Evp• the partial (cross) elasticity of the shadow price (wj) for fixed 
input j with respect to price pi: 
i = 1, ••• ,I, j = 1, ••• J (2-36) 
For example, EMM is the conventional price elasticity of import 
demand, while EKK is the elasticity of the shadow price of capital with 
respect to an increase in capital endowment. ELK is the elasticity of 
labour demand with respect to a one per cent increase in capital endowment. 
EKM is the elasticity of the shadow price of capital with respect to a unit 
change in the price of imports. 
These partial elasticities are interdependent due to homogeneity 
restrictions. Linear homogeneity of the profit function in prices, requires 
I 
I: Si = 1 while linear homogeneity in fixed factor quantities requires 
i=l 
J 
I: Rj = 1. Hence the elasticities are restricted as follows: 
j=l 
I 
I: 
k=l 
J 
I: 
k=l 
J 
I: 
j=1 
I 
I: 
i=l 
Eih = 0 i=1, ••• ,I 
j = 1, ••• , J 
Ei j == 1 i = 1, ••• , I 
j = 1, ••• , J 
(2-37) 
(2-38) 
(2-39) 
(2-40) 
The price elasticities for the industry model refer to the short or at 
most medium term since there are no adjustment constraints and only capital 
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is assumed fixed. The partial elasticities correspond to a time period (say 
1 year) which is long enough to ensure complete adjustment of output mix and 
input mix, but is too short for producers to adjust the endowments of 
relatively fixed inputs. 
No allowance has been made so far for technical change. If the model 
does not allow for technical change, then it is not certain that the 
exogenous changes in relative prices, and hence in factor shares, will 
account for all the observed changes in output and employment. Thus it may 
be necessary to correct elasticity results for the effects of technical 
change. 
There are several methods of incorporating and testing for 
technological change in the Translog model.. One direct method is to add 
time as a factor of production. Alternatively it is possible to allow for 
disembodied exponential change that affects both inputs and outputs 
symmetrically. Kohli (1978) shows that for the Translog functional form •. 
both formulations lead to the inclusion of a time trend variable in each 
Translog share equation such as (2-29) and (2-30). The test for Hicks-
neutral technical change reduces to testing for zero coefficients on the 
trend variables in each share equation. 
Some studies, including McKay, Lawrence and Vlastuin (1983), have used 
logarithmic time trends to represent technical change, however the 
elasticity estimates so obtained are sensitive to the choice of starting 
date of the time trend. Consequently, this formulation should be used with 
care. The linear time trend is invariant with respect to the starting 
point, however it implies a more restricted, exponential technical change 
than the more flexible log trends. The linear trend in fact has proved 
useful in modelling other types of technical change. 
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Kohli (1983) incorporated nonlinear restrictions on the linear trend 
variable which enabled him to test directly for Harrod-neutral and Solow-
neutral technical change using a Translog profit function. May and Denny 
(1979) used a Translog production function with a linear time trend to test 
for factor augmenting technical progress using parameter restrictions across 
the share equations and the production function. Weaver (1983) has derived 
analogous parameter restrictions for a Translog profit function. 
While there are situations where it may be desirable to investigate 
non-neutral forms of technical change, in general only Hicks-neutral change 
is tested for in most empirical applications. Hicks-neutral change 
requires air=O or bjT=O and is usually tested jointly across the I+J share 
equations. 
Size economies are another aspect of the technological properties of 
the profit function. The measure of size economies used in the present 
study, the elasticity of scale. may be interpreted as either.,the increase in 
output resulting from an equi-proportionate increase in all inputs, or as 
the increase in output relative to costs (factor expenditure) for variations 
along the expansion path given constant input prices and cost minimisation 
(profit maximisation) for all levels of output (Hanoch 1975). 
The elasticity of scale can be derived as the negative inverse sum of 
partial output elasticities of the cost function. The size returns measure 
restricts movements along the expansion path to structural net input 
substitution (along an isoquant) and output trade-offs (along a production 
possibilities frontier). These Hicks-compensated movements along the 
expansion path are implicit in profit function estimates and Weaver '(1983) 
has shown that the Hanoch scale returns concept, which we shall term returns 
to size, can also be measured with the parameters of the profit function. 
46 
Weaver (1983) shows that the elasticity of size can be calculated from 
the sum of the profit shares of outputs divided by the sum of profit shares 
for variable inputs. Using the one-output, three variable input technology 
of equation (2-26), the elasticity of size is given by 
SZ =(SL+ SM+ SN)/Sy (2-41) 
where Si are the profit shares in equation (2-29). 
Economies of size are generally defined as reductions in average total 
cost per unit of output resulting from changes in the 'size' of the firms 
(or industry's) operations and assuming a constant rate of capacity 
utilisation. The question of economies of size (and scale also) is 
difficult to separate from the interaction of output and variable input 
prices, technology and size or expansion effects. An observed reduction in 
average total costs per unit of output could be due to exogenous output and 
variable input price changes (perhaps due to developments elsewhere in the 
economy), exogenous or induced technical change or a nonhomothetic expansion 
in nonspecific (i.e. mobile) inputs. Thus the position and shape of short 
and long run average cost curves is changing over time with product and 
factor price developments in the rest of the economy and with the various 
types of technical change. Structural measures of size economies, such as 
SZ in (2-41), are therefore useful to monitor changes in the least cost size 
and the nature of size economies over time resulting from the continuous 
process of structural adjustment. 
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Footnotes 
1. The standard trade model uses two final goods produced with two 
separate technologies using two primary factors to establish 
unambiguous results such as the Rybczynski and Stolper-Samuelson 
theorems (Woodland 1982). In contrast. the industry model has two 
goods jointly produced with a single aggregate technology using one 
primary input in fixed supply (specific capital), one mobile primary 
input (labour) and two mobile intermediate inputs (imports and 
materi a 1 s ). 
2. In the case of more than two mobile factors, Ferguson (1982) has shown 
that the conditions on aggregate technical substitutability of factors 
are equivalent to more complex conditions on sectoral parameters which 
are otherwise difficult to characterise. Hence the aggregate 
technical substitutability of factors (which can be readily estimated) 
can be used to sign the comparative statics effects of changes in 
product prices on output levels and factor prices (and the dual 
effects of factor supplies on output) for the more general case of 
many products and many mobile factors. 
3. Many single equation estimates of import demand allow endogenous 
responses in import quantities only. In contrast, the present model 
allows endogenous reactions to an import price change by quantities of 
output supply, labour demand and materials demand as well as by the 
shadow price of capital. Kohli (1982) describes clearly the effects 
of including all (intraindustry) price and quantity effects and 
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contrasts the resulting import price elasticities with those obtained 
under more familiar ceteris paribus assumptions. 
4. The diagram assumes all other prices are held constant while the 
import price is raised through a tariff. A product price increase 
would cause an outward shift in the factor price frontier. To the 
extent that a tariff on an imported input is transmitted to a product 
price increase, then the inward shift due to the input price increase 
may be offset to some degree by any rise in output price. 
5. In the long run when specific capital is made mobile, an externally 
detenni ned rate of return r 0 may exist so that wages fa 11 further and 
the return on capital rises to a new equilibrium point D where both 
prices and quantities of the factors are endogenous (although the long 
run rental price of capital will tend to r 0 ). 
6. It also follows that if the tangency condition results in new 
equilibrium points outside of the triangle AFG, then the mobile and 
specific factors are not aggregate technical complements and standard 
specific factor model results are no longer 'normal' since either w or 
r has increased above the initial equilibrium rates w0 and r 0 in 
response to an import price increase, all expressed in absolute terms. 
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Chapter 3 Specification Issues in Import Demand 
A trade expenditure function approach to import demand for a single 
industry was proposed in the previous chapter. We now proceed to adapt the 
abstract model for estimation purposes and to describe the data used. After 
specifying the modelling approach and the data set, the functional form is 
selected and the static model is ready for empirical implementation. 
Finally, the implications of dynamic behaviour for the model are noted. 
The methodological and policy issues which surround the estimation of 
trade equations have been reviewed extensively by Leamer and Stern (1970), 
Magee (1975) and Goldstein and Khan (1985). The seminal contribution to the 
methodology of import demand estimation is Orcutt (1950) who advanced 
reasons why estimated price elasticities might differ from the 'true' 
elasticities. Since Orcutt's paper, there has developed a substantial body 
of empirical work on price and income effects in foreign trade (Magee 1975). 
Nevertheless there remain substantial gaps in our empirical knowledge of 
import demand and substitution elasticities at the industry level. 
Econometric estimates of disaggregated elasticities are still not widely 
available to industry policy analysts and especially general equilibrium 
modellers, as evidenced by the many computable general equilibrium models 
still calibrated without econometric estimates. The present study aims to 
produce more comprehensive and disaggregated import substitution 
elasticities than previous Australian studies such as Alaouze, Marsden and 
Zeitsch (1977). 
Most previous attempts to estimate disaggregated import demand 
functions have given little consideration to the theory underlying the 
selection of explanatory variables. It is commonly assumed that import 
demand is a function of the import price, the price of domestic substitutes 
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and an activity variable, usually GNP. Thus, the model used in aggregate 
import demand estimation has often been used with little or no modification 
to estimate disaggregated import demand functions. 1 Generally, little 
attention has been paid to which explanatory variables should be included in 
disaggregated import demand functions, although Gregory (1971) and Mutti 
(1977) are exceptions. 
The dual formulation of import and export functions overcomes the 
problem of ad hoc selection of explanatory variables by generating a 
complete demand system with import demand determined simultaneously with 
domestic product supply and factor demand. The dual formulation provides a 
more rigorous microeconomic basis for substitution elasticity estimates and 
so we begin the specification of the proposed model by explaining the 
advantages of choosing the trade expenditure system instead of the 
traditional approach to import demand. Then in Section 3.2 the methodology 
of variable construction used for the explanatory variables is discussed. 
The issues surrounding the choice of functional form are analysed in Section 
3.3 and, finally, some aspects of dynamic specification are discussed in 
Section 3.4. 
3. 1 Choice of the Trade Expenditure Approach to Import Demand 
The reliability of import demand estimates obtained by the traditional 
approach has been analysed by Kohli (1982) and Thursby and Thursby (1984) 
who highlight various pitfalls in the traditional approach, especially at 
the disaggregated level. In contrast, the trade expenditure function 
approach has significant advantages which can be grouped in the following 
categories: 
(a) Use of Price and Expenditure Data 
(b) Simultaneity 
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(c) Selection of Explanatory Variables 
(d) Policy Elasticities 
(e) Domestic Substitutes 
(f) Intermediate Goods and Joint Production 
(g) Joint Estimation 
(a) Use of Price and Expenditure Data 
The most obvious advantage for estimation purposes is to respecify the 
estimating equations in terms of prices and expenditure so that the full set 
of price and quantity data is not required. This provides a great deal of 
flexibility in empirical analysis by avoiding the use of trade quantity data 
(or unit value proxies) which are subject to well know biases (Orcutt 1950, 
Kemp 1962, Kakwani 1972). 
In order to estimate the substitution elasticities of the technology 
without explicit specification of the corresponding production function 
(which would require trade quantity data), we use Hotelling's Lemma to 
derive output supply and factor demand functions from a variable profit 
function in prices and expenditures. By starting from the profit function 
representation of the industry technology, it is then possible to obtain the 
estimating equations for output supply and factor demand in terms of prices 
and expenditures only. 
Another important empirical consideration is that measurement errors 
for trade price and value data are genera 11 y much lower than for trade 
quantity data. Trade value (i.e. expenditure) data tend to be more accurate 
because they are collected for customs duty purposes. Conversely there are 
considerable difficulties in aggregating across trade quantities, such as 
for pairs of shoes, numbers of shirts and lengths of textile materials. 
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Even with ad valorem duties, customs records still contain non-additive 
trade quantities. 
The accuracy of trade price data has improved considerably in recent 
years and, with availability of more disaggregated trade value data, better 
price indices can be constructed. In contrast, the trade quantity data are 
subject to problems in aggregating disparate products within the one import 
category and in measuring production composition changes due to changes in 
product quality and source country. The method of construction of trade 
quantity data can also increase measurement errors (Kemp 1962). Much of the 
available trade quantity data is indirect since it is often easier to derive 
a price index for an industrial category and then use trade value data to 
impute a trade quantity index, thus introducing substantial measurement 
errors. 
(b) Simultaneity 
From the profit function representation of the technology it is 
possible to derive the output supply and factor demand equations as 
functions of prices and specific factor quantities. These explanatory 
variables are usually considered to be determined independently of the short 
run behaviour of competitive firms and hence of the aggregate industry. The 
simultaneous equations bias present in the primal equation system (Orcutt 
1950) can therefore be avoided in the profit function dual. 2 In particular, 
the output supply and factor demand functions are all identified provided 
the price and specific factor quantity variables are exogenous or 
predetermined in the short run (Lau 1978). 
For econometric purposes, the elimination of simultaneous equations 
bias has two direct benefits. The interpretation of supply and demand 
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elasticities is simplified and the estimation method is also simplified as 
single equation methods such as OLS give unbiased estimates. 
There are cases at the industry level when some prices may not be 
determined exogenously to the industry. If the domestic or nontraded output 
of the firm faces finite demand elasticities, then an additional share 
equation for nontraded output demand may be added to the equation system 
(Woodland 1980). Similarly, if factor supplies of nontraded materials are 
less than infinite, then a materials supply equation can be added, but 
single equation methods are no longer applicable. Similar extensions are 
possible for variable labour supplies or import supplies. 
(c) Selection of Explanatory Variables 
A major advantage of the trade expenditure approach is that it 
provides an explicit model of microeconomic behaviour from which an 
empirically tractable import demand function is constructed without 
resorting to the ad hoc inclusion of independent variables which is a 
characteristic of single equation studies of import demand for Australian 
industries, such as Gregory and Martin (1976) and Alaouze, Marsden and 
Zeitsch (1977). In particular, the ad hoc use of a scale variable such as 
income is avoided.3 
(d) Policy Elasticities 
The trade expenditure function approach generates a comprehensive set 
of elasticities of policy choice4 relating industry output, variable inputs 
and specific factors. For"" each industry, the model is used to estimate a 
complete system of price elasticities between imports, exports and domestic 
product and factor markets. Thus the import demand elasticity estimate is 
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supported by the full set of cross-substitution elasticities between 
outputs. variable inputs and specific factors. 
The partial price elasticities given in equations (2-33) to (2-36) of 
Section 2.4 are uncompensated or Marshallian elasticities which include 
intraindustry output effects. Hence the price elasticity of demand for 
imports (here) measures the quantity response of imports with respect to an 
exogenous increase in the price of imports while holding prices of output 
and variable inputs constant. keeping quantities of specific factors fixed 
and. most significantly. allowing full endogenous adjustment of output and 
variable input quantities to the import price change. 
Such reduced form or policy elasticities therefore reflect the 
mutatis mutandis effect of an import price change as opposed to the 
traditional single equation estimates of import demand elasticity which 
measure the ceteris paribus effect of an import price change holding 
quantities of all other endogenous variables constant. Elasticities which 
allow for simultaneous adjustment in product and factor markets are more 
relevant to industry policy applications than the more partial ceteris 
paribus elasticities. 
Another spin off of the identification properties of the output supply 
and derived demand system is that the reduced form elasticities can be 
related to an underlying structural model. particularly if the functional 
form of the profit function is self dual. Kohli (1982) emphasises the 
importance of making explicit the structural model assumptions underlying 
estimated price and quantity elasticities since the elasticities only 
indicate partial effects and it is essential to be clear about which other 
variables are being held constant when comparing elasticity estimates from 
different sources. To evaluate total effects (of an import price change) it 
is in general necessary to do further general equilibrium calculations using 
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the techniques of interindustry analysis (Parmenter 1982) and a more 
detailed structural model of the Australian economy. 
Reduced form elasticities are especially relevant for purposes of 
prediction and for formulating exchange rate and commercial policy. A given 
increase in imports (due to, say, a tariff reduction) will raise (lower) 
marginal productivity of other factors such as labour and materials 
depending on whether imports enter the industry production function as 
substitutes (complements) for labour and materials. Hence the response of 
domestic product and factor markets will in turn influence the increase in 
quantity of imports. In such a situation, elasticities which purport to 
hold other outputs and factors constant are not as useful for prediction and 
policy purposes. The mutatis mutandis elasticities are more relevant for 
industry policy analysis, especially in small industries where domestic 
output prices, wages and materials prices are determined elsewhere in the 
economy and so partial effects more closely approximate total effects of an 
import price change. 
(e) Domestic Substitutes 
Unlike the traditional single equation approach to import demand 
(Leamer and Stern 1970, Gregory 1971) in which the domestic import-competing 
sector is excluded, in the present model the import function is estimated 
jointly with the domestic output supply and factor demand functions as a 
natural extension of the imperfect substitutes model of import demand 
(Goldstein and Khan 1985). The estimation of import functions as an 
integral part of a system of demand and supply functions derived from the 
production sector allows policy makers to assess the wider implications of 
the import demand changes because a given change in relative import prices 
will affect both import flows and domestic supply conditions and so the 
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domestic production and employment consequences can be evaluated. The 
framework allows the supply of domestic substitutes to offset the effect on 
import flows of a given relative import price change and so the extent to 
which import price changes can influence domestic product and factor markets 
depends on the substitution possibilities contained in the technology of the 
in~ustry. For example, the model allows evaluation of the severity and 
duration of supply-induced employment effects due to an import price change. 
(f) Intermediate Goods and Joint Production 
The properties of the technology described in Section 2. 1 allow for 
intermediate goods and joint production relationships whereas most empirical 
trade models treat imports strictly as final goods and specify separate 
production functions fo.r each good produced. The treatment of imports as 
intermediate inputs allows a much more versatile role for imports in the 
technology in that imports act as imperfect substitutes for exports and 
nontraded output as well as for labour, materials and the capital stock. 
The nature and extent of substitution behaviour possible is very wide and, 
in particular, imports can act as complements to domestic output, capital 
stock and other inputs. The intermediate input specification allows 
substitution for final goods and for other inputs in the production of gross 
output which contrasts with the narrower view of imports as final goods 
only. 
It is important that economists have a framework for analysing joint 
production characteristics of manufacturing industries in order to assess 
adequately the production effects of exchange rate and commercial policy 
changes. For example, knowledge of the ease with which an industry can 
change its output mix of exports and home goods and alter the quantity of 
each input used, is necessary in fully assessing the likely effects on an 
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industry of a fall in the price of its exports. Moreover, information on 
relative intensities of factors used in the production of export and 
nontraded output is necessary to assess the likeiy effects of tariff and 
exchange rate changes on the composition of output between exports and 
domestic sales. Finally, the framework allows a wide range of joint 
production relationship including complementary relationships between 
exports and nontraded output. 
(g) Joint Estimation 
The remaining advantages of the trade expenditure approach concern the 
possibilities for joint estimation not available in the traditional 
approach. With the appropriate stochastic specification, the import 
function can be estimated jointly with the output supply and factor demand 
functions using prior information about demand systems in the form of 
homogeneity and symmetry restrictions as described in Section 2.4. Joint 
estimation is possible because of the occurrence of common parameters across 
the equation system and the simultaneous nature of the market clearing 
equilibrium means that the disturbances from each equation are likely to be 
correlated, and so using systems estimation methods such as Zellner's SURE 
estimates will increase the efficiency of estimation. Estimated standard 
errors may be further-reduced by the introduction of additional information 
in the form of homogeneity and symmetry restrictions. 
It is concluded that the proposed model has methodological advantages 
over previous Australian import demand studies, notably Gregory and Martin 
(1976) and Alaouze, Marsden and Zeitsch (1977). By estimating disaggregated 
import functions as part of a complete demand system, our approach parallels 
the more recent studies of Winters (1984) and Shiells, Stern and Deardoff 
(1986) and, in addition, provides further development of the systems 
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approach by including a comprehensive set of domestic production relations 
in the equation system. While the model contains several methodological 
advances over previous import demand studies, nevertheless the framework is 
still static, there is no balance of payments mechanism, no expectations are 
incorporated and, finally, the model is applicable to short run adjustment 
processes with sticky prices and industry specific capital. These 
limitations to the structural model should be borne in mind when 
interpreting elasticity results (Kohli 1982). 
3.2 Choice of Variables 
The industry data comprise a significant and original part of the 
study and hence the methods of variable construction are explained in some 
detail. The trade flow and domestic production data cover the period 
1968/69 to 1982/83 and are collected for the purpose of measuring the price 
and value changes in industry output and employment associated with changes 
in trade flows and the relative price of imports. No other comparable data 
set exists for Australian manufacturing industries. Previous studies, such 
as A1aouze, Marsden and Zeitsch (1977), covered relatively few industries 
for which import quantity series were available and covered a much shorter 
time period. 
The present study aims to construct a consistent set of trade flow and 
domestic production data for the period 1968/69 to 1982/83. The annual data 
are all from Australian Bureau of Statistics (ABS) sources and use the 
Industries Assistance Commission (IAC) imports to industry concordance and 
Bureau of Industry Economics (BIE) industry groupings. The 1978 Australian 
Standard Industry Classification (ASIC) system is used throughout. 
The main variables contained ir. the data set include prices and 
expenditures for outputs and variable inputs for each industry, as well as 
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the quantities of specific capital employed by each industry. The data are 
classified into 34 industry groupings covering 164 of the 173 four digit 
ASIC categories in the manufacturing sector. The remaining 9 industries in 
milk and meat processing are covered in the data set. but they exclude data 
on capital employed. 
The complete coverage of the data is unique in the Australian 
literature. The 34 industry groups cover a diverse range of manufacturing 
activities when compared with overseas definitions of manufacturing industry 
which typically exclude the large food products and minerals processing 
industries. The 34 industry groups follow BIE (1985) and include 5 food 
products and 2 large mineral processing industries which would be excluded 
from manufacturing in the SITC system and classified as primary products. 
To produce a set of comparable trade flow and domestic production data 
requires the use of several concordance systems. Import data in Australia 
is collected on a tariff-item basis for customs duty purposes.. The customs 
data is then allocated to domestic industrial classifications using the 
TISK-ASIC concordance and the tariff histories developed by the IAC (1985). 
Thus it is possible to convert all trade data collected to the 1978 ASIC 
classification described in Appendix 3. 1. 
Unfortunately much of the BIE (1985) data on domestic output and 
employment use the 1969 ASIC system in order to facilitate the more 
difficult concordance with pre-1969 data. Using the original ABS data. all 
output and employment data are converted to a 1978 ASIC basis5 with the 
exception of the capital stock series which remains in 1969 ASIC. Since the 
model only uses three digit capital stock data, the concordance to 1978 ASIC 
does not create special problems except in the cases of Printing and Motor 
Vehicles. In summary. all the econometric results use the 1978 ASIC system 
of industry classification. 
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Having established the classification basis of the data set, we turn 
now to the construction of the price data for traded goods and imports in 
particular. Import price responsiveness is an important policy issue, but 
many previous regression studies have found rather inconclusive evidence of 
import price responsiveness leading to 'elasticity pessimism' (Richardson 
1976, Gregory and Martin 1976). The improved data set, the better 
structural model and the more disaggregated approach of the present study 
provide a new direction in countering the pessimistic view of international 
price responsiveness and is better able to test the efficacy of trade policy 
measures which act through relative prices. 
The absence of reliable price information on traded goods has long 
been recognised in empirical trade studies and has been compounded by the 
lack of suitable concordances between the international classification 
system (the SITC system) and the domestic classification of traded goods 
used in different countries such as the Australian ASIC system. Kravis and 
Lipsey (1971) have documented the shortcomings of much of the available 
pricedata for traded goods. The well-known deficiencies of unit value data 
in import demand estimation have prompted researchers to utilise a diverse 
selection of price proxies including wholesale prices, national accounts 
deflators and unit labour costs (Kravis and Lipsey 1974). Several studies 
in the early 1970s such as Junz and Rhomberg (1973) found that, for a 
disturbingly large number of import categories, price proxies did not 
significantly affect trade flows. 
To improve the standard proxies for prices of traded goods, several 
empirical alternatives are available. A direct approach is to use unit 
value data but to include tran.sport and other costs to more closely 
approximate the landed price of imports~ Alternatively, disaggregated 
wholesale price indexes can be used to construct a price index of imported 
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goods by using trade shares or value added shares as weights. To 
incorporate various nonprice rationing effects, Gregory (1971) postulated 
that imports respond to 'effective prices' defined as the observed import 
prices weighted by various ad hoc factors which affect the availability of 
the imported good such as waiting times, trade credit restrictions and 
capacity utilisation of industries.6 
An indirect approach suggested by Richardson (1976) and applied by 
Mutti (1977) is to treat import prices as unobservable variables and to 
estimate them accordingly. Another alternative is to use effective exchange 
rate measures of the type described by Gregory and Martin (1976). 
Essentially this index uses the foreign price of the good in each country 
converted to (Australian) domestic currency and weighted by the import share 
for each country in each goods category. Thus the index includes the 
various foreign prices of one good (in our case a composi-te variable for the 
outputs of one industry) which are weighted as for an effective exchange 
rate index and adjusted by the nominal tariff rate to reflect the overall 
bias in price incentives facing profit-maximising importers. The latter 
approach to constructing an import price index is adopted in the present 
study because (1) it emphasises tariff and exchange rate effects in a 
transparent manner, (2) the data used are more accurate than for other 
import proxies, (3) the import-weighted, effective exchange rate series is 
available in published form from !AC (1981), and (4) the data cover all 
industrial categories. The coverage of this data is very important because 
much of the utility of our elasticity results derives from the complete 
coverage of all manufacturing import categories. 7 
The import price index can be summarised in the well-known identity, 
* PM= e [PM (1 +A+ t)] (3-1) 
* where PM is the c.i.f. or landed price of the important good, PM is the 
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f.o.b. price of the imported good in foreign currency, t is the nominal 
tariff rate expressed in ad valorem terms, A is the amount of freight and 
insurance charges expressed as a proportion of PM, and e is the nominal 
exchange rate which converts foreign into Australian currency. In the 
general case of more than one trading partner, 
(3-2) 
where wi is the four digit ASIC import share for that ASIC industry from 
trading partner i andi.~wi = 1. The 40 countries used in the import weights 
are described in IAC (1981, pp86-93). The freight and tariff rate variables 
can also be specific to trading partner i. 
To simplify the computation and data requirements of the index, Ai and 
ti are assumed constant between source countries. Because there is 
inadequate data available on unit transport costs by product type and by 
country of origin, it is assumed all import suppliers face constant 
transport and insurance charges over time and so the variable Ai can be 
dropped from equation (3-2). Nevertheless transport costs may be an 
important source of protection in Australian manufacturing industries 
according to Conlon (1982), and so future research and data collection could 
be directed at including transport costs. 
The nominal tariff rate t 1 is assumed to be the same for each country 
of origin and the uniform nominal rate for each ASIC category is calculated 
year by year using standard !AC guidelines. Nontariff barriers, such as 
quotas, can be incorporated in the index by calculating the ad valorem 
tariff equivalents of these measures. The resulting nominal protective 
rates calculated by the !AC (1985) need considerable care in interpretation 
in view of the stringent theoretical conditions necessary to establish a 
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tariff equivalent for a nontariff barrier (Takacs 1_978). As a practical 
matter, the IAC tariff equivalents do allow us to incorporate nontariff 
barriers without resorting to disequilibrium econometric models. 
Because of insuffieient data on foreign prices of traded goods in each 
source country, it is necessary to approximate PM by the consumer price 
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index (CPI) in each import supplying country. Alternatives to the CPI 
include wholesale prices and unit labour costs, both of which act as proxies 
for production costs in the countries of origin. The CPI is generally a 
reasonable proxy for changes in the foreign prices of tradeables, although 
the CPI does include both tradeables and nontradeables in the country of 
origin and therefore requires care in interpretation. 
The identity (3-T) assumes that there is no absorption of exchange 
rate and tariff changes in the price at which imports are available.8 If 
there is absorption of exchange rate and tariff changes, Gregory and Martin 
(1976) suggest that the foreign price might be written as 
* . . PM= Ze1 (1+t)J (3-3) 
where Z summarises the exogenous factors, such as the domestic production 
costs in the country of origin, which determines the supply price in the 
foreign country. The extent to which exchange rate and tariffs might 
influence the foreign supply price PM in (3-1) is measured by the exponents 
i and j which are absorption elasticities of the foreign price with respect 
to the effective exchange rate and the nominal tariff rate. The 
elasticities must lie between zero and unity, where a zero elasticity 
implies no absorption into the foreign price of exchange rate or tariff 
changes and a value of unity implies fully offsetting changes of the foreign 
price to exchange rate and tariff changes. 
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At the four digit level, it is unlikely that bilateral tariff and 
exchange rate effects on the foreign price of individual supplying countries 
will be empirically relevant because Australia is a relatively small market 
for most products and most import supplying countries. The view is 
supported by the Joint Parliamentary Committee on Prices, cited by Gregory 
and Martin (1976), which concluded that for more than 90 per cent of imports 
Australia did benefit from either reduced import prices or a slackening in 
their rate of price increase in response to revaluations and tariff cuts. 
Similarly, recent import price increases due to devaluation would seem to 
indicate zero or partial absorption only,, with no evidence of full 
absorption which would cause difficulties with our import price index. 
A!tother related problem concerns the differential absorption of 
exchange rate and tariff effects on foreign prices. In the- simplest case, 
the exponents i and j are equal and so from the viewpoint of both the 
foreign supplier pricing for the Australian market and the domestic importer 
purchasing from a foreign market, a change in the Australian exchange rate 
or tariff level both affect the identity (3-1) equally and both parties face 
the same translation of PM to PM (Gregory and Martin 1976, p4). 
However, there may be cases where tariff and exchange rate changes do 
not have a symmetric effect on the duty-paid, Australian-dollar price of 
imports, PM. Consider the case where the Australian market for a product is 
a very srna ll proportion of the world market and so exports to Australia are 
priced for third markets and in terms of a third currency. For example, 
Australian purchases of Japanese electronic goods are a very small 
proportion of Japan's electronic goods exports and the exports are priced 
mainly for the US market and in US dollar terms. Hence the landed price in 
Australian dollars can react either to changes in the yen-Australian dollar 
exchange rate or, as is more likely, to changes in the yen-US dollar rate. 
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In this situation, changes in the bilateral yen-Australian dollar rate may 
result in no domestic price changes because of the US dollar pricing 
strategy. Conversely, changes in the yen-US dollar rate may imply 
absorption and therefore full transmission to changes in the Australian 
landed price even though the yen-Australian dollar rate remains stable. In 
short, depending on which currencies import supplying countries operate in, 
the landed Australian price may react differentially to multilateral 
exchange rate changes. This problem could only be overcome by reassigning 
the import share weights on a payments basis to identify the currency in 
which import payments are made. In the absence of such data, the country of 
origin import shares are used as weights in the index of landed import 
prices and the absorption elasticities in (3-3) are assumed to be equal in 
the short run. 
The domestic effects of exchange rate changes also need to be 
considered carefully. The landed price of imports and particularly the 
nominal exchange rate component are largely exogenous to the industry in 
question provided the industry is not very large in relation to the whole 
economy. Even so, an exogenous change in the price of importables for- the 
whole economy can be decomposed into two effects. Firstly, the direct 
effect on the price of imports for that industry as described in (3-1). 
Secondly, changes in the nominal exchange rate will affect all industries 
and induce changes in macroeconomic variables such as aggregate income, the 
interest rate, and the wage rate. The induced change is exogenous to all 
industries as no single manufacturing industry is large enough to cause a 
endogenous reaction in the exchange rate. Hence (3-1) measures the partial 
or direct effects of an exchange rate change whereas the total effect, 
including both exchange rate and income effects, will require knowledge of 
all the partial effects and a general equilibrium framework to capture all 
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the forward and backward linkages between industry behaviour and 
macroeconomic developments (Dixon and Johnson 1986). 
To sununarise the choice of import price index, the proposed index 
(3-2) contains a very large quantity of information on changes in the duty 
paid, Australian dollar price of imports and is a useful partial equilibrium 
measure of the overall bias in price incentives due to tariff and exchange 
rate changes. The index may be subject to endogeneity and composition 
problems at more aggregated levels due to absorption and feedback problems. 
Therefore the index is much more applicable at the industry level, such as 
the four digit ASIC industries, where absorption and feedback effects of 
tariff and exchange rate changes are negligible. 
The proposed proxy for the 'true' import prices has one further 
property which is empirically useful. Because the index (3-2) uses 
available import value data to construct import weights by country as well 
as published CPI and exchange rate data,. it conveniently excludes some of 
the more intractable measurement problems of unit value or implicit price 
data and, most importantly, it excludes product quality effects (Kravis and 
Lipsey, 1971). A major problem with unit value indices is that they include 
price movement due to changes in product quality or the embodied consumption 
technology of the product which may inflate (or deflate) the unit value. 
Such relative cost changes then bias (downwards) the measured price 
responsiveness of import flows to relative price changes~ 
The price index (3-2) excludes such quality effects, but there is some 
impact on the import profit share variable since the increased imports value 
due to an increase in quality is partially offset by endogenous changes in 
vaFiable profit. Any resulting downward bias in the import price elasticity 
will be partially offset by changes in the trade share weights for those 
suppliers who are not successful in differentiating their product. For 
70 
example, imported clothing from Asia has traditionally been of lower quality 
than from Europe. In response to quantitative restrictions, some Asian 
suppliers have increased quality in their quota categories and so the import 
shares then increase their weighting in the import price index. 
To the extent that product differentiation, transport costs and tariff 
preferences distort relative prices between competitive import suppliers, 
the proposed import price index will omit such valid price effects. However 
the import share weights of the countries of origin will detect most of the 
ex post price effects of a shift in the source of imports and hence the 
index is a useful proxy measure of the overall distortions in relative 
prices of imported goods due to tariff and exchange rate changes. 
The specification of the remaining price and expenditure variables is 
straightforward. As explained previously in Section 2.2, the industry 
production data are from the annual ABS Census of Manufacturing 
Establishments and reflect to ta 1 shipments by firms rather than net 
shipments of each industry category. This specification is consistent with 
the use of gross output in the profit function dual and the net output or 
compensated real output measures used with the cost function dual (Anderson 
1981). 
The data definition and sources are presented in Appendix 3. 1 a1ong 
with the industry groupings used. The major price and expenditure variables 
are all straightforward in their construction and only brief summary 
comments are provided here. The trade data are from the IAC (1985) trade 
series which are derived from the ABS Imports Cleared for Home Consumption 
using the IAC's TISK to ASIC concordance. This concordance system is a 
major advance in Australian trade data sets and is unique w1thin Australia. 
Gross output is measured by value of turnover adjusted for inventory 
changes. The ABS deflater for value of turnover at the three digit ASIC 
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level is used for gross output price. In industries where gross output is 
decomposed into exports and nontraded or domestic output, the export prices 
are obtained from ABS Balance of Payments statistics. The other nontraded 
good, materials purchased, uses an implicit price deflator derived from the 
census data on materials expenditure divided by the difference between the 
real value of turnover and real value added. Because of possible 
simultaneity in the nontraded output and materials prices variables, 
instrumental variables for the four digit output and materials price 
variables are obtained from the ABS series Prices of Articles Produced by 
Manufacturing Industries .. 
The implicit price for materials needs further explanation. An 
alternative to the unit value index of materials prices is to use 
information from input-,output tables on materials input usage. It is 
feasible to take the above price index of articles produced. in manufacturing 
industries and then use the cost shares in the supplying industries as 
weights in the materials price index. There are two serious problems with 
this approach. First, the input-output tables themselves are based on 
rather 1 imited data, some of which depend o·n assumptions to disaggregate 
with fixed input-,output ratios or no substitution. The construction of the 
disaggregated data set inevitably requires fixed proportions. assumptions in 
the more aggregated input-output tables. Second, since input-output tables 
are only available at infrequent intervals, some form of interpolation must 
be used in the intervening years. Such smoothing of the data will tend to 
create artificial correlations between data series and may involve further 
assumptions about fixed or smoothly changing input-output coefficients .. 
It is therefore co11cluded that. the input-,output method of materials 
price index construction is not suitable because one aim of the present 
. study is to test whether the technology is separable with respect to 
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material inputs and thereby test whether real value added exists. The use 
of fixed proportions weights in the price indices for materials would give a 
bias in favour of the maintained hypothesis that capital-labour substitution 
is independent of materials prices. Put simply, we cannot used fixed 
coefficients data to test a weaker version of the fixed coefficients 
assumption. The implicit materials price index is felt to be more 
appropriate to the flexible substitution structure used in the study. 
The capital stock data are from BIE (1985) and utilise several 
methodological improvements on previous capital stock series. The implicit 
price or unit value of labour is derived from the ABS wage bill and 
employment data and is adjusted for average weekly hours worked in order to 
approximate more closely the realised unit labour costs faced by individual 
firms. The unit labour costs excluded a number of costs including employer 
superannuation contributions, bonuses, leave loadings and some overtime 
loadings. Other costs are included such as payroll taxes, holiday pay, 
employee superannuation contributions and overtime payments. 
3. 3 Choice of Functiona 1 Fonn 
The choice of functional fonn is important in the present study 
because of its implications for the price and substitution elasticities 
which have such important consequences for protection and trade flows 
described in Section 2.3. By far the most popular functional fonn for trade 
expenditure functions has been the Trans.log which is introduced in Section 
2.4 •. The purpose of this Section is to outline some important 
qualifications to the use of the Translog and to establish guidelines for 
its empirical application. 
The two major areas of concern with the Translog are its self-dual 
properties (or lack of them) and its global and local approximation 
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properties. The first limitation of the Translog is that it lacks the 
important property of self-duality. In the context of a production sector 
model, self-duality means that the production, cost and profit functions for 
the technology are members of the same family of functional forms. For 
example, the parameters of the production function can then be derived from 
a knowledge of the parameters of the dual cost or profit function and vice 
versa. Examples of self-dual forms include the Cobb Douglas, CES, 
Normalised Quadratic, Generalised Cobb Douglas and the Generalised Power 
Function. 
It is a standard procedure in the empirical implementation of Translog 
models to adopt the maintained hypothesis that the Translog is an exact 
representation of the 'true' production function in the relevant range. 
Burgess (1975) pointed out that this explicitly rules out the possibility 
that the Translog form can also be an exact representation of the 'true' 
dual cost or profit function in the relevant range.. Thus a Translog profit 
function does not imply a Translog production function and vice versa, which 
raises the paradoxical situation where a single data set may give rise to 
two or more differing estimates of the same technology parameter and hence 
different substitution elasticity estimates depending on whether the 
production, cost or profit function is used. Clearly, the Translog form 
introduces the possibility that the empirical results might be sensitive to 
the choice of maintained hypothesis in the primal or the dual forms. 
Burgess (1975) shows that the Translog estimates are sensitive to the 
maintained hypothesis and that the effect is most pronounced for the cross 
substitution elasticities which are crucial in determining factor income 
distribution effects of protection changes. Although the estimates are not 
inconsistent and therefore wrong, it is very important to make transparent 
the maintained hypothesis underlying each Translog estimate, such as 
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distinguishing between cost and profit function substitution elasticities. 
The real difficulty arises when there is no a priori basis for preferring, 
say, cost function substitution elasticities to profit function substitution 
elasticities and this can reduce the credibility of the elasticities and the 
inferences which arise from them. 
One method of overcoming the divergent primal and dual estimates might 
be to interpret the Translog form as a second order local approximation to 
an arbitrary functional form for the technology and so Translog cost, profit 
or production functions are each only approximations to the 'true' 
technology. The procedure is to add a disturbance term to the cost, profit 
or production function and include it in the set of estimating equations.9 
Again Burgess (1975) shows the estimates are still sensitive to the choice 
of maintained hypothesis although the standard errors are lower. The 
Translog variable profit function (2-26) can be estimated jointly with the 
share equation (2-29) and (2-30) as long as symmetry and homogeneity are 
imposed, since, in that case there is only one additional parameter. 
We turn now to the second major issue - namely the approximation 
properties of the Translog. As noted above, an alternative to assuming the 
expected profit function is actually of log quadratic form, is to assume the 
form is a second order Taylor's series approximation of an arbitrary 
(unknown) profit function TI(p,v) evaluated at (p,v) = O, i.e. data are 
normalised to unity at the approximation point. In this case the parameters 
of (2-26), (2-29) and (2-36) represent evaluations of the function and its 
first and second order derivatives at the approximation point. For example 
from (2-34): 
ap. 
l 
and a·. lJ 
ap.ap. 
l J 
75 
(3-4) 
The approximation interpretation has several problems. First. the 
share equations (2-29) and (2-30) are at best only first order 
approximations so it would be desirable, where possible, to include the 
Translog profit function (2-26) with the system of share equations for 
efficient estimation. Clearly, this is not feasible for large demand 
systems with limited observations such as in the present study. 
A second and more serious implication of the approximation 
interpretation is that the disturbance in the estimating equations (2-29) 
and (2-30) represent both the usual errors in optimising expected profit and 
the approximation error or remainder term from the Taylor's Series 
expansion. It is not clear that the properties of these disturbances can be 
specified independently of the functional form used and the 'true' data 
generating function. 
Thirdly, since the approximating function and its first and second 
order derivatives take the same values as for the function being 
approximated at the point of approximation, it follows that the 
approximation might not be as good for values of the function further away 
from the point of approximation. For example, elasticities evaluated at 
1982/83 values may contain additional approximation errors to those 
evaluated at 1974/75 values where 1974/75 is the point of approximation. 
The approximation problems of the Translog have led to an expanding 
literature on the subject. Three of the more important studies are 
mentioned here. 
Simmons and Weiserbs (1979) showed that the first order conditions for 
the Translog are not unique in that they can be derived from functions which 
do not have the required properties of the Translog. They also noted that 
approximation errors affect regression disturbances and hence parameter and 
elasticity estimates. In particular, tests of restrictions of parameters 
76 
(i.e. homogeneity and symmetry) cannot necessarily be interpreted as tests 
of similar restrictions on the true relationship. 
Caves and Christensen (1980) showed that. for the Translog form. the 
regions of the data set over which the regularity conditions are satisfied 
vary substantially according to the magnitude of the elasticity of 
substitution. They concluded that the size of the regular regions (and 
hence the global properties of the Translog approximation) is. in general. 
highly sensitive to the particular mix of substitution elasticities. 
White (1980) highlighted the 'double approximation' problem in the 
first order conditions and concluded that OLS estimators do not provide 
reliable estimates of local properties (i.e. derivatives and elasticities) 
of unknown functions.. The usual OLS estimator of the Translog form may not 
be consistent due to the introduction of the approximation misspecification. 
As a result. hypothesis tests about the true function which use a Taylor's 
series expansion as the approximation algorithm are inadequate and may be 
misleading. 
However the approximation misspecification is essentially an issue to 
be resolve empirically. An important study by Guilkey. Knox Lovell and 
Sickles (1983) used Monte Carlo experiments to compare the performance of 
Translog, Generalised Leontief and extended Genera.lised Cobb Douglas forms .. 
They could not find a form to outperform the Translog although there was a 
need for further research to examine other forms such as the generalised 
Box-Cox. They concluded that the Trans log provides a reasonable 
approximation provided elasticities of substitution are close to unity or do 
not diverge markedly from one another. They suggested a safe range of 
substitution elasticities between 0.3 and 3.0. They also noted that systems 
estimators performed better than single equation estimators when the 
possible misspecification due to the approximation error is included. 
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Another important study supporting the use of the Translog is Lopez 
(1985) who used generalised quadratic approximations, of which the Translog, 
Generalised Leontief and Normalised Quadratic are special cases, to show 
that the Translog is a superior flexible functional form for profit 
functions since the other two forms imply important a priori restrictions on 
the technology including: 
(1) linear expansion paths or marginal rates of substitution independent 
of output levels 
(2) marginal rates of substitution between an input pair are independent 
of output levels and all factor prices except the input pair. 
(3) imposes separability between inputs and outputs in the multi-output 
case so marginal rates of transformation are independent of factor 
intensities and factor prices. 
Hence alternatives to the Translog impose stronger a priori 
restrictions on the underlying structures of production. Other issues are 
also involved in the choice of functional form. The Normalised Quadratic is 
capable of satisfying the global convexity condition in contrast to the 
Translog where local convexity can be imposed if the data violate the 
assumption. Similarly the Generalised Cobb Douglas (Magnus 1979) and the 
Generalised Power Function (de Janvry 1972) are also globally convex as well 
as being self dual. The Normalised Quadratic (Schumway 1983) is also self 
dual, however it is not possible to test for homogeneity with this 
functional form. 
Thus there are various tradeoffs between the capacity to model more 
complex technologies (as in the Translog), the capacity to satisfy 
regularity conditions globally and the self dual property. The trend in 
recent empirical work has clearly been to pref er those forms capable of 
representing more complex technologies even if their global properties are 
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hard to verify. Therefore the Translog form of the profit function is 
chosen because it does have the ability to represent more complex 
technologies and imposes fewer prior restrictions, although its global 
properties are hard to verify. 
Because of the limitations of the Translog functional form and from 
what little is known about the effects of the approximation errors on 
parameter estimates, several guidelines in applying the functional form are 
suggested: 
(1) Where possible the expansion point should be related to the sample 
data. 
(2) Elasticities of substitution should not diverge markedly and should be 
of the same magnitude, perhaps 0.3 to 3.0. 
(3) Errors of approximation increase markedly further from the point of 
approximation. 
To relate these considerations to the data set described in Section 
3.2, the explanatory variables are normalised to unity for 1974-75. This 
choice of the approximation point is influenced by the sample data since 
1974-75 is the year closest to the sample means. It is a suitable base 
point from which to derive the elasticities since 1974-75 straddles 
significant structural changes which occurred in 1973-74 (the 25 per cent 
tariff reduction) and 1976-77 (a 17 per cent devaluation). 
The estimated Allen elasticities of substitution in general did not 
appear to fall outside the suggested range. For example, the imports to 
home goods substitution elasticities reported in Section 4.4.2 are grouped 
around unity as required for the Translog. Finally, all elasticities are 
reported at the point of approximation, 1974-75. Elasticities reported at 
1982-83 values, for example, would contain additional errors of 
approximation of an unknown magnitude. 
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3. 4 Dynamics 
The present Chapter has investigated a variety of specification issues 
so far. The choice of a trade expenditure function approach is compared 
with more traditional approaches to modelling import demand. Then the 
sources and definitions of the data are described and alternative functional 
forms are considered. The remaining specification issue before proceeding 
from the theoretical model to actual estimation of demand and supply 
relationships is the choice of an appropriate time frame and the treatment 
of lags and dynamic relationships. 
The static model used so far assumes instantaneous adjustment of the 
profit maximising output mix, the level of import demand and the usage of 
other factors in production. Using annual data assumes that adjustment 
processes are completed after one year and, in the absence of any adjustment 
constraints, there are no dynamic relationships between import demand and 
domestic supply and demand functions. 
Even in this static framework, it is possible to model short and 
longer run effects by varying the factors held fixed in the short run. 
Several types of disequilibrium adjustments to relative price changes are 
possible by varying the factor mobility assumptions used. In Figure 2. 1 
several disequilibrium outcomes are illustrated using factor price 
frontiers. 
The industry model assumes that sector specific capital together with 
mobile labour, imports and materials all combine to produce exports and 
domestic output. With no adjustment constraints on endogenous quantities of 
outputs and mobile inputs or an endogenous shadow prices of fixed inputs. 
the partial elasticities derived from such a model are implicitly short run 
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and correspond to a time period (say one year) that is sufficiently long for 
competitive firms to adjust output levels and variable input allocations, 
but is too short for firms to adjust their endowments of relatively fixed 
factors. 
Starting with the short run model, it is possible to incorporate 
flexible wages by adding a labour supply function thus making wages 
endogenous and labour mobile. Such a model would be applicable to the 
medium run as at point C in Figure 2. 1 where both wages and rates of return 
are endogenous. 
A longer run model could also be specified by making both capital and 
labour mobile with land the only truly fixed or"" immobile factor. Then 
variable profit would be the Ricardian rent attributable to land and such a 
'land revenue function' would be a suitable generalisation to the long run 
of the variable profit function specified in Sections 2.3 and 2.4. It is 
possible to formally relate these concepts of asset fixity with the variable 
profit function using the Le Chatelier Principle as shown by Diewert (1974, 
pp146-150) and as applied to Australian data by Kohli (1983). 
From the foregoing considerations it is concluded that, while it is 
possible to produce short, medium and long run elasticities in the profit 
function framework by varying the asset fixity assumptions, the relevant 
time frame is imprecise and cannot be deduced from the parameters of the 
model. Although it is possible to test alternative price rigidity 
assumptions using time series causality tests (Anderson 1981, Weaver 1983), 
the underlying structure is still static and the results of such tests must 
be accepted only conditionally until more general dynamic models accept or 
reject these asset fixity propositions. Ultimately what is required is a 
profit function model which treats capital as quasi-fixed input with 
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endogenous capital stocks which adjust subject to costs. A useful start in 
this direction has been made by LeBlanc and Hrubovcak (1986). 
The development of suitable dynamic models has been reviewed by 
Berndt, Morrison and Watkins (1981) who classify them as first, second and 
third generation dynamic models. 
First generation models are essentially single equation models using 
either polynomial distributed lags (Almon 1965) or geometric lags of the 
partial adjustment and adaptive expectations types (Maddala 1977, ch16). As 
noted by Nerlove (1972), economic theory has a limited role in distributed 
lag models, and ad hoc lag structures are superimposed on basically static 
models. 
The second generation models are more general in that they explicitly 
incorporate interrelated factor demands in the firm's short run demand 
response (Nadiri and Rosen 1973, Anderson and Blundell 1983), but the role 
of economic theory is still limited in that factors affecting the time path 
of adjustment from the short run to long run are still ad hoc. The 
multivariate flexible accelerator framework does however introduce a system 
of demand equations which have useful interrelated adjustment properties, 
even if they are theoretically ad hoc. 
The third generation models explicitly incorporate a dynamic 
optimisation framework where input use is affected by external adjustment 
costs. The speed of adjustment of the quasi-fixed factor (specific capital). 
to optimal levels is endogenous so that adjustment of the capital stock 
varies through time. The introduction of an endogenous investment function 
in the output supply and input demand system means that changes in the time 
discount or interest rate affect both the size of the optimal capital stock 
and the rate of investment. The interest rate indirectly affects the output 
supply and input demand by altering the level of quasi-fixed factor, 
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industry specific capital. Since the change in capital stock is no longer 
exogenous to the firm, short and long run elasticities are well defined 
within the traditional Marshallian approach with some factors fixed in the 
short run and variable in the long run (Berndt, Morrison and Watkins 1981). 
Each generation of model introduces more complexity into model 
structure requiring estimation of a greater number of· parameters. But each 
generation also proviges a richer and clearer economic interpretation of 
industry substitution possibilities and how they vary over time. There is a 
clear tradeoff between data availability and model complexity in the present 
study. Lack of data limits our investigation of dynamics to polynomial lags 
and lagged dependent variables as described in Section 4.3.4. The results 
presented there give useful insights into the adjustment processes present 
and provide a foundation for specifying larger dynamic models in the future. 
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Footnotes 
1. See Kohli (1982) and Thursby and Thursby (1984). 
2. This is true for a small country only. A more general simultaneity 
problem exists in the large country case where import prices as well 
as quantities are endogenous and so the risk of a bias subsists even 
if the profit function approach is used. 
3. The use of scale or proxy variables to represent nonprice rationing 
effects in import demand is explained by Gregory (1971) who postulated 
that import flows respond to 'effective prices' defined as the 
observed import price weighted by various ad hoc factors which affect 
the availability of the imported good such as waiting times, trade 
credit restrictions and capacity utilisation of industries. 
4. This is the Diewert (1974) terminology for the partial price 
elasticities relating endogenous product and factor quantities (and 
shadow prices of the fixed factors) to exogenous changes in product 
and factor prices (and changes in specific factor endowments). The 
term 'policy' refers to the reduced form nature of these elasticities. 
S. The necessary conversion factors were kindly supplied by the BIE. 
6. The Gregory (1971) approached used by Alaouze, Marsden and Zeitsch 
(1977) requires the construction of proxy variables for pressure of 
demand which are then included with the standard price and activity 
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variables. The selection of supply side effects to be included is 
necessarily ad hoc. 
7. In comparison the ORANI parameter file is based on the study of 
Alaouze, Marsden and Zeitsch (1977) which covers less than 40 per cent 
of Australian imports. 
8. The issue of short and long run effects of exchange rate and tariff 
changes is discussed separately in Chapter 5. 
9. If the Translog is assumed to be a second order approximation, then 
differentiation of the Translog variable prof it function transforms 
the system of profit share equations into a first order approximation 
only; hence the quality of the approximation will generally 
deteriorate using the share equation system. 
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Appendix 3.1: Data Definitions and Sources 
TRADE DATA 
Imports: Annual data for the period 1968/69 to 1982/83 are derived from the 
series ABS Imports Cleared for Home Consumption (Cat.No.5412.0) at the four 
digit ASIC level. Imports are on a value for duty (v.f.d.) basis, i~e. full 
landed value of imports and not the f.o.b. value. Because we require duty 
paid as well as v.f.d. values, it is not possible to adjust imports for re-
exports.. To avoid double-counting when calculating domestic sales, we 
include re-exports in total exports. All imports are classified on the 1978 
ASIC system using the IAC's TISK-ASIC concordance. Confidentiality 
requirements· by ABS necessitate some grouping of the four digit ASIC 
cl asses.. There are 17 four digit ASIC classes grouped for confidentiality 
by the IAC and the econometric results are for the same four digit ASIC 
classes as used in the IAC trade flow series (IAC 1985). 
Duty Paid: All duties payable on imports including by-law and government 
imports. Values are expressed on the same four digit ASIC basis as for 
v.f.d. imports. 
Dutiable Imports: Defined by the IAC as the value of imports attracting 
greater than 2.5 per cent duty along with the corresponding amount of duty 
paid. Calculated from the ABS Imports Cleared for Home Consumption data by 
the IAC and expressed on the same 1978 ASIC basis for the same time period. 
The difference between total imports and dutiable imports is assumed to 
represent non-competing imports. The use of dutiable imports helps to 
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minimise the tariff averaging problem which may bias downwards the estimated 
price responsiveness of imports. 
Average Tariff Rates: The average rate of duty paid on dutiable imports is 
calculated by dividing duty paid by the value for duty imports. Average 
tariff rates expressed in ad valorem terms are used to describe the price 
distorting effects of the tariff structure alone, which is distinct from the 
protective structure in the presence of nontariff barriers. For well-known 
reasons (see Tumlir and Till 1971) these data lead to understatements of the 
uniform tariff equivalents. Although this averaging error is always present 
in the data, the error can be minimised by using more disaggregated 
industries and by separating out the dutiable imports as defined previously. 
Nominal Rate of Protection: The nominal rate estimates are used to indicate 
the distortions in final demand prices due to the protective structure. The 
study uses the nominal rates calculated by the IAC (1985) for the period 
1968/69 to 1982/83 which include all the major items of Commonwealth 
assistance to individual industries expressed as ad valorem tariff 
equivalents: 
tariffs (i.e. the nominal tariff rate) 
quantitative restrictions on TCF and motor vehicles 
bcunties on domestic production, eg tractors 
discriminating sales taxes, eg wine 
export incentive grants, eg EEG and EMDG 
local content schemes in motor vehicles 
tariff concessions for both outputs and inputs under by-law 
arrangements 
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discriminating domestic pricing policies, eg the effect of wheat 
pricing on the flour industry. 
The nominal rates exclude a number of significant forms of protection 
including antidumping actions and countervailing duties, government 
purchases and offset arrangements, etc. Although they are potentially 
important, these measures are not readily quantifiable and are excluded. 
Finally, it is noted that a better measure of price distortions would 
exclude non-distorting measures such as bounties and export grants. 
Effective Rate of Protection: The IAC estimates of ERP for all four digit 
industries from 1968/69 to 1981/82 are included as further evidence on the 
resource allocation effects of the protective structure in each industry. 
While a time series of ERP estimates might indicate the nature of protection 
changes over time in any one industry, it is noted that these ERP estimates 
use three sets of production weights - 1971/72, 1974/75 and 1977/78. 
Comparisons of these ERP estimates over time are not very reliable due to 
the fixed production weights assumption in their calculation. Of course 
their major use is in providing rankings across industries at one point in 
time rather than rankings ,2.Y!!: time. 
Import Price Index: The import price index is constructed from the IAC real 
effective exchange rates series converted back to nominal terms and adjusted 
by the nominal tariff rate. The IAC series uses the Australian wholesale 
price relative to the foreign wholesale price adjusted for exchange rate 
changes with the source countries and weighted by the four digit ASIC import 
shares for each of the 40 source countries included in the index (see IAC 
1981, pp86-93). To convert the units of foreign currency per Austral~an 
dollar, the inverse of the IAC index is used and then reflated with the same 
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Australian manufacturing price index. The effective exchange rate is then 
multiplied by one plus the nominal rate of protection to incorporate the 
distorting effects of the tariff and nontariff barriers (expressed in ad 
valorem equivalents) on the price of final goods. This tariff-adjusted, 
import-weighted price index measures the relative movements in final demand 
prices facing profit-maximising importers. 
The IAC index of effective exchange rates is calculated from the ABS 
manufacturing price index (Cat.No.8210.0), the foreign wholesale prices 
contained in the IMF International Financial.Statistics, the exchange rates 
used by customs to value imports and the duty-paid import shares by country 
of origin constructed from the imports cl eared tapes supp 1 ied by ABS. 
Details of the construction of the index are given in IAC (1981, pp86-93) .. 
The present series is available at the four digit ASIC level for the years 
1968/69 to 1981/82 with 1974/75 as the base year. The index is updated to 
1982/83 using the recently introduced ABS Import Price Index 
(Cat.No.6414.0). 
DOMESTIC PRODUCTION DATA 
Value of Turnover: This series measures gross output produced by 
enterprises engaged in domestic production and generally excludes importing 
activities through its definition of a manufacturing establishment. The 
''-) 
data are from the annual ABS Census of Manufacturing Establishments 
(Cat.No.8203.0) and include all sales of goods whether produced by the 
establishment or not, less excise and sales taxes, plus transfers out of 
goods to other establishments, plus bounties and subsidies on production, 
plus all other operating revenue from outside the enterprise. This series 
has been extended back to 1949/50 at the three digit level by the BIE using 
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their pre-ASIC concordance. Four digit annual data are for 1968/69 to 
1982/83 on a 1978 ASIC basis. 
Domestic Sales: Calculated by the IAC for 1968/69 to 1982/83 using ABS 
manufacturing establishments data (Cat.No.8203.0). Domestic sales are 
defined as value of turnover plus opening stocks minus closing stocks plus 
duty paid imports less exports. Domestic sales is the preferred measure of 
size of the domestic market because it excludes inventory changes and 
exports but includes imports. To calculate gross output, imports are 
subtracted and exports added to the IAC estimates. 
Purchases of Materials: Current values for 1968/69 to 1982/83 of purchases, 
transfers in and selected expenses from the annual manufacturing census (ABS 
Cat.No.8203.0). Includes purchases of materials, fuels, power, containers, 
etc and goods for sale, plus transfers in of goods from other 
establishments, plus commissions and subcontract charges, repair and 
maintenance expenses, outward freight and cartage, leasing and hiring 
expenses. The inclusion of subcontract work is important in some industries 
such as the clothing industry. It is also noted that purchases exclude all 
labour and capital expenses. 
There is potential for measurement error between imports and domestic 
materials data. The ABS census definition is very specific about what 
constitutes a manufacturing establishment with the result that imports are 
excluded from the value of turnover for that industry. Hence materials 
purchased will also exclude imports from within the same ASIC category as 
they are derived to be consistent with this very specific definition of 
turnover, and so imports for that ASIC category must be added in to get to 
total usage of intermediate goods for that industry. 
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However the ABS material purchases data also includes all purchases of 
materials and final goods from other industries, and so some of the 
purchases from other industries may be traded goods. Provided the ABS 
materials purchases data consistently excludes imported goods from within 
the same ASIC category (as is claimed by the ABS), then the procedure of 
adding ABS materials purchases series and the Customs data on imports 
cleared for the same ASIC category, will not lead to any double counting of 
imported intermediates in the total usage of intermediates. An important 
caveat then follows that the imports variable in our model relates only to 
the imports of that ASIC class and not total imported goods used by that 
industry. To summarise, purchases data include all domestic intermediate 
goods used by that industry plus any imported intermediate goods from other 
industries. The imports data include imported intermediate goods from 
·within that ASIC category only and are not a measure of total imported 
intermediates. Thus the total intermediate inputs data exclude any obvious 
double counting in the ABS classifications used. 
A corollary of the above reasoning is that all imports categorised 
within the one ASIC class are assumed to be intermediate inputs into that 
ASIC class, even though some inputs are used in other industries, such as 
when steel imports are used in the car industry. Hence the import 
elasticity results of this study refer to the partial response of imports in 
that ASIC category to a relative price change for that category. This is in 
contrast to many input-output based studies such as the ORAN! model of Dixon 
et al (1982) which try to distinguish different elasticities for different 
end uses of imports. Empirically the leakage of imports to other industries 
is not pronounced and is negligible for most industries (Dixon et al 1982, 
p184). Specifically the partial elasticities reported in this study impose 
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the restriction that the elasticity of substitution between domestic and 
imported goods is the same for all user industries. 
Domestic Product Prices: Two series are used. The ABS deflators for value 
of turnover (Cat.No.8203.0) are instrumented with the ABS series Prices of 
Articles Produced by Manufacturing Industries (Cat.No.6411). which is 
normally only published at the two digit level of aggregation. In this 
study we use unpublished four digit data which are in 1969 ASIC and have 
1968/69 as the base year. Due to the nature of the sampling process. the 
latter indices may tend to overstate price movements at the four digit level 
and are. in this particular sense. not as reliable indices of aggregate 
price movements as the ABS value of turnover deflators. However they are 
most suitable as instrumental variables being highly correlated with the 
gross output deflators but uncorrelated with the residuals in the domestic 
supply equations. 
Real Value Added: The data used are from Phillips (1983) for the period 
1949/50 to 1981/82 and updated to 1982/83 by the author. The major weakness 
of the series is that it is based on the ABS constant price estimates of 
gross product (value added) which uses the gross-output method. The ABS 
estimates do not use the net output or double-deflation method of 
calculating real value added because Australia is one of the few countries 
which does not collect data on usage and prices of intermediate inputs. ABS 
maintain that the gross-output based estimates are a reasonable 
approximation to real value added. 
Real Value of Turnover: The current value of turnover as defined in the 
annual census of manufacturing establishments (Cat.No.8203.0) is deflated by 
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the same deflator as the real value added series. i.e. both series are 
deflated by the same gross product deflater. The difference between real 
value of turnover and real value added represents the real value of 
intermediate inputs. 
Materials Price Index: The current value of purchases of material inputs 
from the manufacturing census data is divided by the real value of material 
inputs defined as the difference between real value of turnover and real 
value added. The resulting implicit price index has 1974/75 as the base 
year. The derivation of material quantities as the difference between the 
quantities of turnover and value added is only appropriate if independent 
price indices are used in the two series being subtracted. Unfortunately 
the ABS does not use independent deflators for turnover and value added and 
so the materials price index is subject to possible errors-in-variables. 
which is an additional reason for applying instrumental variables methods to 
materials prices for each industry. 
EmplOYffient: Obtained from the annual manufacturing census which gives wages 
and salaries of all employees of the establishment at the four digit level 
for 1968/69 to 1982/83 in 1978 ASIC. A longer series for 1949/50 to 1982/83 
uses the BIE concordance and is in 1969 ASIC. Further disaggregations of 
the labour force are possible where comparable wage and employment data 
exist. For example, it is possible to disaggregate labour into 
administrative and production workers back to 1968/69. Unfortunately it is 
not possible to disaggregate labour into male and female workers as the 
required wages and salaries are not reported. 
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Capital Stocks: The study uses the BIE estimates of capital stocks reported 
in Karpouzis and Offner (1983). The perpetual inventory method is used to 
estimate capital stocks for plant and equipment and for buildings and 
structures. land, inventories and financial assets are excluded. The BIE 
series is preferred to alternative series by Haig (1980) and Bailey (1981) 
because of the greater industry disaggregation, the improved asset life 
assumptions and the depreciation method used. The major drawback of the BIE 
series are that it is restricted to the 1969 ASIC classification and it 
excludes leased capital. Data are available for 1949/50 to 1981/82 and are 
updated to 1982/83 with data provided by the BIE. 
Cost of labour Services: Unit labour costs are derived from the wage bill 
and employment data, and are adjusted for hours worked. 
Cost of Capital Services: An aggregateJ,is~r::, cost of capital series by 
Brunker (1984) was tried, but was eventually rejected in favour of the 
Jorgensen and Griliches (1967) approach. The value of capital services was 
obtained by subtracting the wage bill from the value added. Dividing the 
value of capital services by quantity of capital stock gives an implicit 
index of the price of capital services. This procedure was repeated for 
each three-digit industry to produce a capital price series which can be 
used in conjunction with the BlE capital stock series. The capital price 
series is only required in cases where capital is made·mobile and its 
quantity is endogenously determined within each industry. 
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• 
Description of Manufacturing Industry Classification Used: 
The 35 industry groups are described in BIE (1985) and the 
corresponding four digit ASIC industries are given for each group. 
Aggregations due to confidentiality provisions are noted where applicable. 
[ 1] Other Manufacturing (348) 
3481 ophthalmic articles 
3482 jewellery and silverware 
3483 brooms and brushes 
3484 signs and advertising displays 
3485 sporting equipment 
3486 writing and marking equipment 
3487 manufacturing n. e. c. 
[2] Fruit and Vegetable Products (213) 
2131 fruit products 
2132 vegetable products 
[3] Margarine and Oils and Fats N .. E.C. (214) 
2140 margarine, oi 1 s and fats n. e. c. 
[4] Flour Mill and Cereal Products (215) 
2151 flour mill products 
2152 starch, gluten and starch sugars 
2153 cereal foods and baking mixes 
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[5] Breads, Cakes and Biscuits (216) 
2161 bread 
[6] 
[7] 
2162 cakes and pastries 
2163 biscuits 
Other Food Products (217) 
2171 raw sugar 
2173 confectionery and cocoa products 
2174 prepared animal and bird foods 
2176 food products n.e.c. 
2176 = 2171 + 2176 
Beverages and Malt (218) 
2185 soft drinks, cordials and syrups 
2186 beer 
2187 malt 
2188 wine and brandy 
2189 alcoholic beverages n.e.c. 
[8] Tobacco Products (219) 
2190 tobacco products 
[9] Textiles (234, 235) 
2341 cotton ginning 
2342 wool scouring and top making 
2343 man-made fibres and yarns 
2344 man-made fibre broadwoven fabrics 
2345 cotton yarns and broadwoven fabrics 
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2346 worsted yarns and broadwoven fabrics 
2347 woollen yarns and broadwoven fabrics 
2348 narrow woven and elastic textiles 
2349 textile finishing 
2351 household textiles 
2352 textile floor coverings 
2353 felt and felt products 
2354 canvas and associated products 
2355 rope cordage and twine 
2356 textile products 
[10J Knitting Mills (244) 
2441 hosiery 
2442 cardigans and pullovers 
2443 knitted goods n.e.c. 
(11] Clothing (245) 
2451 mens trousers and shorts; work clothing 
2452 mens suits and coats; waterproof clothing 
2453 women's outerwear n.e .. c. 
2454 foundation garments 
2455 underwear and infants clothing n.e.c. 
2456 headwear and clothing n.e.c. 
2459 = 2453 + 2455 + 2443 
[12J Footwear (246) 
2460 footwear 
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[13] Wood and Wood Products (253) 
2531 log sawmilling 
2532 resawn and dressed timber 
2533 veneers and manufactured boards of wood 
2534 wooden doors 
2535 ·wooden structural fitting and joinery n.e.c. 
2536 wooden containers 
2539 = 2531 + 2532 
[14] Furniture and Mattresses (254) 
2541 furniture (except sheep metal) 
2542 mattresses (except rubber) 
2543 = 2541 + 3152 (sheet metal furniture) 
[15] Paper and Paper Products (263) 
2631 pulp, paper and paperboard 
2632 paper bags (including textile bags) 
2633 solid fibreboard containers 
2634 corrugated fibreboard containers 
2635 paper products n. e. c. 
2636 = 2632 + 2633 + 2634 
[16] Printing and Allied Industries (264) 
2641 publishing 
2.642 printing and publishing 
2643 paper stationery 
2644 printing and bookbinding 
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2645 printing trade services n.e.c. 
2646 = 2641 + 2642 + 2644 
[17] Basic Chemicals 
2751 chemical fertilisers 
2752 industrial gases (no trade) 
2753 synthetic resins and rubbers 
2754 organic industrial chemicals n.e.c. 
2755 inorganic industrial chemicals n.e.c. 
2764 pesticides 
2755 . = 2752 + 2755 
[18] Other Chemical Products 
2761 ammunition, explosives and fireworks 
2762 paints 
2763 pharmaceutical and veterinary products 
2765 soap and other detergents 
2766 cosmetics and toilet preparations 
2767 inks 
2768 chemical products n.e.c. 
2768 = 2761 + 2768 
[19] Glass and Glass Products (285) 
2850 glass and glass products 
[20] Clay Products and Refractories (286) 
2861 clay bricks 
2862 refractories 
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2863 ceramic tiles and pipes 
2864 ceramic goods n.e.c. 
[21] Cement and Concrete Products (287) 
2871 cement 
2872 ready mixed concrete (no trade) 
2873 concrete pipes and box culverts 
2874 concrete products n.e.c. 
2876 = 2873 + 2874 
[22] Other Non-Metallic Mineral Products 
[23] 
2780 petroleum and coal products n.e.c. 
2881 plaster products and expanded minerals 
2882 stone products 
2883 glass wool and mineral wool products 
2884 non-metallic mineral products n.e.c. 
2881 = 2881 + 2883 
Basic Iron and Steel (294) 
2941 iron and steel basic products 
2942 iron casting 
2943 steel casting 
2944 iron and stee 1 forging 
2945 steel pipes and tubes 
[24] Basic Non-Ferrous Metals (295) 
2951 copper smelting, refining 
2952 silver, lead, zinc smelting, refining 
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2953 alumina 
2954 aluminium smelting 
2955 nickel smelting, refining 
2956. nonferrous metals n.e.c. smelting, refining 
2957 secondary recovery and alloying 
2952 = 2952 + 2955 + 2956 
2953 = 2953 + 2954 
[25] Non-Ferrous Metal Basic Products (296) 
2961 aluminium rolling, drawing, extruding 
2962 non-ferrous metals n.e.c. rolling, drawing, extruding 
[26] Petroleum Refining (277) 
2770 petroleum refining 
[27] Motor Vehicles and Parts (323) 
3231 motor vehicles 
3232 motor vehicle bodies, trailers and caravans 
3233 motor vehicle instruments and elec. equip. 
3234 motor vehicle parts n.e.c. 
3335 = 3231 + 3234 
[28] Other Transport Equipment (324) 
3241 ships 
3242 boats 
3243 railway rolling stock and locomotives 
3244 aircraft 
3245 transport equipment n.e.c. 
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[29] Photographic, Professional and Scientific Equipment 
3341 photographic and optical goods 
3342 photographic film processing 
3343 measuring, professional and scientific equipment n.e.c. 
[30] Appliances and Electrical Equipment (335) 
3351 radio and TV receivers; audio equipment 
3352 electronic equipment n.e.c. 
3353 refrigerators and household appliances 
3354 water heating systems 
3355 electric and telephone cable and wire 
3356 batteries 
3357 electrical machinery and equipment n.e.c. 
[31] Industrial Machinery, Equipment and Fabricated Metal Products (314, 
315, 316, 336) 
2963 non-ferrous metal casting (no trade) 
3141 fabricated structural steel 
3142 architectural aluminium products 
3143 architectural metal products n.e.c. 
3145 = 3141 + 3143 
3151 metal containers 
3152 sheet metal furniture 
3153 sheet metal products n.e.c. 
3161 cutlery and-hand tools n.e.c. 
3162 springs and wire products 
3163 nuts, bolts, screws and rivets 
3164 metal coating and finishing (no trade) 
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3165 non-ferrous steam, gas and water fittings 
3166 boiler and plate work 
3167 metal blinds and awnings 
3168 fabricated metal products n.e.c. 
3169 = 3153 + 3162 + 3168 
3361 agricultural machinery 
3362 construction machinery 
3363 materials handling equipment 
3364 wood and metal working machinery 
3365 pumps and compressors 
3366 commercial space heating and cooling equipment 
3367 dies, saw blades and machine tool accessories 
3368 food processing machinery 
3369 industrial machinery and equipment n.e.c. 
[32] Leather and Leather Products (345) 
3451 leather tanning and fur dressing 
3452 leather and leather substitute goods n.e.c. 
[33] Rubber Products 
3461 rubber tyres, tubes, belts, hose and sheets 
3462 . rubber products n. e. c. 
[34] Plastic Products 
3471 flexible packaging and abrasive papers 
3472 rigid plastic sheeting 
3473 hard surface floor coverings n.e .. c. 
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3474 plastic products- n. e. c. 
3475 = 3471 + 3472 + 3474 
[35] Total Manufacturing (excluding the following classes) 
1978 ASIC Classes Omitted 
Concordance includes 161 out of 173 four digit ASIC classes covering 
approx. 93% of domestic output. 
Classes omitted are: 
2115 meat 
2116 poultry 
2117 bacon, ham and smallgoods n.e.c. 
2121 liquid milk and cream 
2122 butter 
2123 cheese 
2124 ice cream and other frozen confections 
2125 milk products n.e.c. 
2174 processed seafood 
2641 publishing 
2642 printing and publishing 
3232 motor vehicle bodies, trailers and caravans 
[361 Meat Processing 
2115 meat 
2116 poultry 
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2117 bacon, ham and smallgoods n.e.c. 
2174 processed seafood 
[37] Milk Processing 
2121 liquid milk and cream 
2122 butter 
2123 cheese 
2124 ice cream and other frozen confections 
2125 milk products n.e.c. 
2120 = 2121 + 2122 + 2123 + 2124 + 2125 
Confidentiality provisions in the import clearance data required the 
following aggregations 
No trade in: 
2459 - 2443 + 2453 + 2455 
2539 • 2531 + 2532 
2543 • 2541 + 3152 
2636 = 2632 + 2633 + 2634 
2646 - 2641 + 2642 + 2644 
2876 = 2873 + 2874 
3235 - 3231 + 3234, 
3145 - 3141 + 3143 
3169 - 3153 + 3162 + 3168 
3475 = 3471 + 3473 + 3474 
2537 (partly) 
2752 
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2872 
2963 
3164 
Confidentiality provisions in the domestic production data require the 
following aggregations: 
3473 = 3472 + 3473 
2952 = 2952 + 2955 + 2956 
2953 = 2953 + 2954 
Confidentiality provisions also affected th& availability of nominal 
protection rates for 2755 (•275), 2678 (=276), 2883 (=288). 
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Appendix 3.2: Dynamic Import Demand and Investment Behaviour 
The purpose of this Appendix is to show how the disequilibrium 
properties of the trade expenditure model might be incorporated in a more 
dynamic framework by incorporating an investment function in a system of 
supply and demand equations. The procedure is illustrated with a normalised 
quadratic profit function and quadratic adjustment costs. 
Following Berndt., Morrison and Watkins (1981), the optimal adjustment 
path for the quasi-fixed input (specific capital) is derived by 
incorporating a short run variable profit function (such as equation 2-13) 
into a long run dynamic optimisation framework. The assumptions of 
competitive input and output markets are maintained. It is also assumed 
that the values of the expected input and output prices do not change over-
time. This static or stationary expectations assumption is required if the 
dynamic optimisation problem is to be well defined (Nerlove 1972). Because 
expectations are static., the firm adjusts to a fixed target which is assumed 
to be the long run equilibrium of neoclassical theory. Given these 
assumptions., the firm (and hence the industry under constant returns) is 
considered to maximise its present value or net worth by choosing the 
optima.l level of variable inputs (and the optimal product mix) as well as by 
choosing the level of quasi-fixed capital inputs which adjusts slowly 
towards the optimal level subject to adjustment costs which vary with the 
speed of capital stock adjustment. 
It is assumed that quasi-fixed inputs can be varied at a cost 
• C(K)where K = dK/dt and 
• 
K = I - 5K (3-4) 
where I is the gross addition to capital stock and 6 is the rate of 
• depreciation. The adjustment costs C(K) must be deducted from variable 
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profit as defined in equation (2-13) to give a revenue function R, which is 
the return to industry specific capital net of any adjustment costs and is 
written as 
• R(t) = n(p,K) - C(K) (3-5) 
where n(p,K) is as defined in equation (2-13). 
If the firm has a rate of return r, then the present value of variable 
profit at time t=O is 
V(O) ~~ e-rtR(t)dt (3-6) 
The firm's long run dynamic problem is to choose optimal time paths 
for outputs and variable inputs, y(t), and for specific capital, K(t), which 
maximise V(O) given the initial capital endowment and y(t), K(t)>O. A 
solution to (3-6) can be obtained by using the Euler equation (see Pindyck 
and Rotemberg 1986) or Pontryagin's maximum principle (LeBlanc and Hrubovcak 
1986). Ideally a dynamic trade expenditure system should retain the 
generality of functional form that has characterised recent static modelling 
work, such as the study of Pindyck and Rotemberg (1986) which estimates 
Translog cost functions together with the Euler equations. By trading off 
the general functional form in favour of more complex dynamics, it is 
nevertheless possible to apply the maximum principle. 
Following LeBlanc and Hrubovcak (1986), we specify a normalised 
quadratic profit function and quadratic adjustment costs. These simpler 
functional forms allow the derivation of a more tractable estimating form 
and more complete dynamics than using the Euler equation. The estimated 
equations using the simpler quadratic forms provide a complete description 
of the production technology including both short run (only flexible factors 
adjust) and long run (all factors fully adjust) elasticities of output 
supply and input demand, including import demand. 
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To use the quadratic form, first the profit function (p,K) is 
normalised on the domestic output price (or on the export price) to give the 
unit-output-profit (UOP) function which has the same properties as (2-13) 
only homogeneity is imposed and cannot be tested for here (Schumway 1983). 
If static price expectations are assumed and profits and adjustment costs 
are normalised on the domestic output price, then following LeBlanc and 
Hrubovcak (1986) the Hamiltonian necessary for applying the maximum 
principle is given by 
H(y,K,K,A,t) = e-rt(rt(p,K),K(t) - C(K(t)) + AK(t) (3-7) 
where A is the costate variable, the dynamic equivalent of the Lagrange 
multipliers of static optimisation problems and C is the normalised 
adjustment cost .. 
The solution to the equation (3-7) is linked to the partial adjustment 
form of distributed lag because the short run demand for capital K (which 
may be a vector) can be generated as an approximate· solution in the 
neighbourhood of K*(t), the desired or optimal level of capital stock. The 
approximate solution is the linear differential system of the form 
K = B(K*(t) - K(t)) (3-8) 
where B is the adjustment coefficient which, unlike the partial adjustment 
model, can be shown to depend on economic forces because., for a single 
capital input, the solution to (3-7) reduces to 
B = -0.5(r-[r2-4H"(K*)/C"(0)]0•5) 
where H" and C" are second partial derivatives with respect to the variable 
factors and so the adjustment coefficient depends on the interest rate., the 
cost of adjustment, the technology embodied in n:(p,K) and the profit 
maximising behaviour of the firm in the sense that the derivation for B 
depends on the first order conditions fer the profit maximum being met. 
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For empirical implementation, the adjustment equation (3-8) must be 
expressed in discrete form as a first difference equation, 
K(t) - K(t-1) = B(K*(t) - K(t-1) (3-9) 
and quadratic approximations used for~(p,K) and C(K). The output supply 
and input demand equations are obtained by applying Hotelling's Lemma to the 
normalised quadratic profit function, 
i=E,L,M,N (3-10) 
where y = [X,Q,L,M,NJ is the vector of output and variable input quantities 
and the symmetry restriction is bij = bji• 
Following LeBlanc and Hrubovcak (1986), the investment equation for 
this quadratic case can be written as 
where µ = q(r+o) is the normalised user cost of capital. Appending 
classical disturbances to equations (3-10) and (3-11), a system of 5 
equations can be estimated by nonlinear least squares methods. 
Areas for further research with such a dynamic model include: 
(1) to incorporate alternative expectations formulations such as rational 
expectations (Pindyck and Rotemberg 1986). 
(2) to extend the equation system to include a shadow price equation for 
capital which explicitly incorporates costs of adjustment as for (3-
10). 
(3) to specify endogenous economic depreciation rates and rates of 
technological change. 
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Chapter 4 Empirical Implementation 
The theoretical framework of the industry model is developed in 
Chapter 2 leading to the specification of the Translog variable profit 
function in equation (2-26) together with the associated output supply and 
factor demand functions (2-29) and (2-30). Then in Chapter 3 the data 
needed to implement the model are described. We now proceed to use 
multivariate regression techniques to obtain estimates of the system of 
supply and demand equations for 35 manufacturing industries. 
The present chapter describes the method of estimation used for the 
equation system and the various estimation problems encountered. The main 
results are the substitution elasticity estimates by industry which are 
presented in Section 4.4 and compared with Australian and U.S. studies. The 
importance of the results for policy interpretation and general equilibrium 
mode 11 ing is i 11ustrated with examples of po 1 icy app 1 ications. Further 
applications are given in Chapters 5 and 6. Finally, additional results for 
technical change, size economies, and separability tests further enhance the 
policy relevance of the results. Detailed parameter estimates for the 35 
industries are presented in Appendix 4. 1 together with the corresponding 
elasticity estimates in Appendix 4.2. 
4. 1 Estimation Method 
To implement the proposed model, it is assumed that the Translog 
variable profit function (2-26) is an exact representation of the technology 
of a manufacturing industry and this enables estimation with the linear 
share equations (2-29) and (2-30) which are also exact representations of 
the output supply and factor demand functions. The alternative assumption 
that the Translog profit function is a second order local approximation to 
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an arbitrary functional form suggests that the full Translog function (2-26) 
ought to be included with the system of profit share equations to improve 
the approximation by more efficient estimation (Burgess 1975). This 
alternative is not feasible here as the number of explanatory variables in 
the direct profit function is far too large for the available degrees of 
freedom and so it is necessary to adopt the assumption of an exact log 
quadratic profit function which is then completely described by the derived 
share equations (2-29) and (2-30). 
Appending classical disturbances to the linear share equations is 
justified by assuming random deviations of the observed shares from the 
profit maximising share values due to errors in optimisation. The 
stochastic specification therefore represents errors in attaining the profit 
maximising output mix and input combinations. If these errors in profit 
maximising behaviour are random. then the observed or actual shares deviate 
from profit maximising shares by an (I+J)Tx1 vector u of random errors where 
u ~ N(o,cr2). Thus u is an identically distributed random normal vector with 
mean zero and fixed covariance a. which is a positive definite matrix. 
A more intuitively appealing explanation of the stochastic 
specification is to assume that the additive disturba.nces arise as economic 
agents optimise expected values of control variables (Weaver 1983). Under 
such a behavioural assumption firms choose planned output levels and planned 
input flows in order to maximise expected profit subject to the tech no logy, 
prices and the specific factor endowment. The unobservable planned profit 
shares are related to actual expenditure shares by additive, random normal 
errors to set up the stochastic system. Hence, we assume that the means of 
planned profit shares deviate from (observable), actual shares by an 
2 (I+J)Tx1 vector u of random errors where u ,.J N(O.cr O). 
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It is convenient to summarise the equation system (2-29) and (2-30) as 
( t=1, ••• 'T) ( 4-1) 
where f sil S =lRjJs (l+J)xl, X • [p,v] is (I+J)x(I+J), while I=X,Q,L,M,N and 
J=E,S are as previously specified. 
Disturbances drawn contemporaneously from each output supply and 
factor demand equation in (4-1) are likely to be correlated because of 
interrelated product and factor markets within one industry. For example, a 
random shortfall in labour employed may lead to the use of additional 
materials or imports by profit maximising firms. Similarly, a random 
expansion of output may cause increased employment of some inputs and vice 
versa. In an industry containing profit maximising firms, it is therefore 
expected that disturbances are contemporaneously correlated and so we 
propose a generalised least squares estimation procedure, namely the 
seemingly unrelated regression equations or SURE estimator (Zellner 1962). 
The gain in efficiency yielded by the SURE estimator over single equation 
methods increases directly with the correlation between disturbances from 
different equations and decreases as the correlation between the different 
sets of explanatory variables increases (Kmenta and Gilbert 1968). 
It has been noted how the industry supply and demand equations, are 
interrelated due to the profit maximising behaviour of economic agents. The 
equations are further interrelated due to the presence of adding up and 
homogeneity restrictions. The profit shares of outputs and variable inputs 
must add to unity and the shares of the fixed factors must also add to 
unity. This leads to the following contemporaneous restrictions on the 
disturbance vector: 
I 
~Ui = 0 and ( 4-2) 
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The residual variance matrix ~' which was assumed to be positive 
definite for GLS estimation of (4-1), now becomes singular. 
To ensure nonsingularity of , one equation must be dropped for each 
adding up restriction and the remaining I+J-2 equations are then estimated 
with the homogeneity and symmetry restrictions imposed (Kohli 1978, pl75). 
The model is estimated by the iterative Zellner (1962) method and the 
estimates possess maximum likelihood properties which are unique and 
independent of the equation omitted (Kmenta and Gilbert 1968). Berndt and 
Savin (1975) show that iteration of the SURE technique is required to 
produce estimates which converge to the maximum likelihood values and which 
are unique and independent of the equation omitted. 
The choice of equations to be dropped is arbitrary and estimates of 
the parameters for the two omitted equations can be derived from the 
homogeneity restrictions. Using the homogeneity restrictions (2-28), the 
share equations (2-29) and (2-30) may be expressed with the explanatory 
variables in ratio form as follows: 
4 
s. = aio + E aih ln(pi/pN) + ciEln(vE/vs) + aiTlnT + ui 1 i=l 
(4-3) 
4 
R. = ~o + E cij ln(pi/pN) + bjE ln(vE/vs) + bjT lnT + uj J i=l (4-4) 
where the notation is the same as in Section 2.4. N is the variable input 
equation omitted and so i=Q,X,L,M in (4-3). Similarly S is the omitted 
shadow price equation and so j=E in (4-4). Symmetry restrictions (2-27) 
require aih=ahi and bjk=bkj• Time subscripts are implicit on all variables. 
The econometric model is used to estimate the substitution structure 
of 35 Australian manufacturing industries using annual data for 1968/69 to 
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1982/83. The industry specific factors are plant and equipment (E) and 
buildings and structure (S). Variable inputs are labour (L), imports (M) 
and materials (N). Outputs are exports (X) and domestic output (Q) which 
can be aggregated to form gross output (Y). Price and expenditure data are 
required for outputs and variable inputs, while quantities and expenditure 
shares are needed for th~ specific capital variables. The data sources and 
definitions are detailed in Section 3.2 and Appendix 3. 1. 
Annual data are used primarily because yearly data are better suited 
than quarterly data to the static model used. It follows that the model 
analyses economic responses over time periods greater than one year and is 
essentially concerned with questions of economic structure and not 
prediction. For most trade and industry policy questions, a time frame of 
more than one year is most relevant and so annual data are preferred. 
The small sample size is a common problem in studies of industry 
substitution structure. Jorgensen and Fraumeni (1981) use 16 annual 
observations in their study of relative prices and technical change in 35 
U.S. manufacturing industries. Shiells, Stern and Deardoff (1986) use 17 
annual observations to estimate import demand and substitution elasticities 
for 122 U.S. industries at the three digit SIC level. Mohabbat and Dalal 
(1983) use 14 years data in their study of factor substitution and import 
demand for South Korea, while Mohabbat, Da 1a1 and Wi 11 i ams (1984) use 16 
years data in their Translog import demand study for India. 
From the results of these studies it is apparent that, compared to 
single equation results, the statistical efficiency of the estimates is 
substantially increased by estimating import demand as part of a complete 
demand system and by using prior information in the form of homogeneity and 
symmetry restrictions. Thus the improvements in estimation efficiency tend 
to partially offset the effects of small sample size. Kmenta and Gilbert 
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(1968) have shown that, even in quite small samples, the SURE estimator 
shows an increase in estimation efficiency over OLS and that this increase 
can be substantial if contemporaneous disturbance correlations are high 
across equations, as is expected in the interrelated trade expenditure 
system. Although the SURE estimator is consistent as well as 
(asymptotically) efficient, its small sample properties are not well known. 
However the feasible GLS estimates will have the s~me asymptotic 
distribution as the GLS estimator, so that conventional tests such as the t-
statistic may be given an asymptotic justification (Thiel 1971, ch8). 
Very few Monte Carlo studies of the small sample properties of demand 
systems (and none of trade expenditure systems) are available to guide us in 
the interpretation of our results. An exception is the study of Kiefer and 
MacKinnon (1976) who investigate the effects of misspecified functional form 
and misspecified error structure (in the form of first order 
autocorrelation) in a finite sample of 40 observations. It is likely their 
results are even more relevant in smaller samples. The relevant conclusions 
are that: 
(1) If the true (trade expenditure) function is Translog (i.e. is an exact 
log quadratic form) and the true error terms do not show 
autocorrelation, then the parameter estimates are unbiased and very 
reliable with low standard errors. 
(2) Conversely if the true (trade expenditure) function is not known (i.e. 
it is not log quadratic), then estimators are likely to be biased and 
unreliable. 
(3) The iterative SURE estimator is only asymptotically efficient and 
consistent. In small samples it may be biased and inefficient. 
( 4· 
. ) When there is autocorrelation present, it is preferable to estimate 
the first order correlations for the equation system (Berndt and Savin 
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1975). 
(5) Estimated asymptotic standard errors are biased downwards by 
autocorrelation and this bias may be large. 
(6) The distribution of parameter estimates and disturbance terms are 
often not normal when autocorrelation is present. 
To summarise the effects of small sample size on the performance of 
the proposed estimator, the causes of imprecise estimates may be categorised 
as either structural or stochastic. Structural explanations in terms of 
deficiencies in the economic assumptions of the model are possible but not 
likely since the model is comprehensive and does incorporate the major 
supply side effects believed to be important in import demand. There are 
still some remaining sources of misspecification such as aggregation across 
firms and across heterogeneous industrial categories, but these are of 
relatively minor concern. 
As regards stochastic explanations of imprecise estimates., it is 
possible that the small sample size and lack of variation in the price data 
could interact so that the stochastic component overwhelms the systematic 
component giving rise to imprecise estimates. This situation is also 
unlikely since the data are sufficiently disaggregated and cover both oil 
shocks so that relative price changes are substantially greater than in 
previous studies even if the sample size is rather limited. It is concluded 
that the quality of the data used, the level of disaggregation and the 
theoretical rigour of the economic assumptions used in the model all combine 
to raise our confidence in the performance of the proposed estima·tor. 
The small sample size also affects the testing of homogeneity and 
symmetry restrictions in the trade expenditure equations_ ( 4-3) and ( 4-4) 
leading to possible over-rejection (Simmons 1980, P1Jdney 1981). It is well 
known that homogeneity and symmetry restrictions on systems of demand 
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equations are frequently rejected when using asymptotic x 2-tests. Laitinen 
(1978), Meisner (1979), and Bera, Byron and Jarque (1981) have shown in a 
series of simulation experiments that the asymptotic x 2 -test is more 
severely biased towards rejection of the restrictions for a larger demand 
system. More recently, Byron and Rosalsky (1985) have applied Edgeworth 
corrections to partially handle this problem of over-rejection. 
Several possible reasons for the problem have been suggested. 
Laitinen (1978) attributed the rejection of homogeneity to inappropriate use 
of an asymptotic x2 critical value. Anderson and Blundell (1983) argue that 
the rejection of the restrictions may be caused by a failure to properly 
model the dynamic structure in an interrelated demand system. Attfield 
(1985) shows over-rejection of homogeneity can be caused by endogenous 
explanatory variables. Clearly over-rejection persists even in larger 
(finite) samples. 
The problem is of special concern in trade expenditure systems since 
the homogeneity restrictions are required for the dual representation of the 
techno 1 ogy to be va 1i d (see Sec ti on 2-1) and for the comparative statics 
properties to be defined (see Section 2-3 and Diewert 1974, p145). Because 
the economic theory behind the restrictions is compelling and because over-
rejection is expected in large demand systems, the restrictions are tested 
and nevertheless imposed on economic grounds. The results of F tests for 
homogeneity and symmetry are reported in Table 4. 1. 
4.2 Model Validation 
The previous Section described the estimation procedure adopted for 
the industry model. To evaluate overall model performance across 35 
industries, the following model validation procedures are proposed. 
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Table 4.1: Tests for Homogeneity and Symmetry 
Industry Name (ASIC) Homogeneity Symmetry 
1. Other Manufacturing (348) 5.318 8.549 
2. Fruit and Vegetable Products (213) 11.930 8.335 
3. Margarine (214) 6.625 4 .. 406 
4. Flour and Cereal Products (315) 0.316 1.586 
s. Breads. Cakes and Biscuits (216) 1.045 2.073 
6. Other Food Products (217) 0 .. 198 6.448 
7. Beverages and Malt (218) 8.341 37. 702 
8. Tobacco Products (219) 6.196 4.481 
9. Texti 1 es ( 234. 235) 0.026 0 .. 815 
10. Knitting Mills (244) 3.417 7. 761 
11. Clothing (245) 74. 215 2.306 
12 .. Footwear (246) 19. 891 3 .. 524 
13. Wool Products (253) 4.738 1.675 
14. Furniture (254) 2.424 5.456 
15 .. Paper Products (263) 6.837 3.080 
16. Printing (264) 2.615 119\923 
17 .. Basic Chemicals (275) 6 •. 133 2.654 
18. Other Chemical Products (276) 1.668 9.245 
19. Glass (285) 0.502 0.423 
20. Clay Products 13.025 0.805 
21 .. Chemical Products (287) 1.907 3.902 
22. Other Mineral Products (288) o. 619 3 .. 146 
23. Basic Iron and Steel (294) 51.939 47.309 
24. Bas-ic Non-Ferrous Metals (295) 5 •. 418 3.998 
25. Non-Fer1'9ous Metal Products (296) 1.245 9.885 
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Table 4. 1: Tests for Homogeneity and Symmetry (cont.) 
Industry Name (ASIC) Homogeneity Symmetry 
26. Petroleum Refining (277) 15. 114 3. 161 
27. Motor Vehicles (323) 0.209 1. 509 
28. Transport Equipment (324) 9.928 2. 308 
29. Scientific Equipment (334) 13. 773 6.550 
30. Electrical Appliances (335) 23. 341 47.892 
31. Metal Industries (314, 315, 316, 336) 7.523 9.055 
32. Leather Products (345) 3.931 2 .. 793 
33. Rubber Products (346) 7. 776 11.012 
34. Plastic Products (347) 4.696 5.533 
35. Total Manufacturing (3) 28. 759 2.815 
Notes: 
(1) Homogeneity is tested with joint F tests using the null hypothesis 
that ~ aih = 0 and ~ bkj = O. The critical F value is F2, 32= 3.30 
at the 5 per cent level. 
(2) Symmetry tests are joint F tests for a;h =ah; and F3,36 = 2.86 at the 
5 per cent level. 
(3) The F test is a sample test and, in the context of a sample size of 15 
observations, the test results should be taken as rather weak support 
for the rejection of the theoretical restrictions. 
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Model validation requires both economic and statistical criteria. The 
economic criteria relate to variable inclusion, signs of estimated 
parameters and expected magnitudes from comparable studies. The statistical 
criteria relate to the precision of parameter estimates, goodness of fit 
measures such as residual variance, properties of disturbances (including 
autocorrelation) and parameter stability. 
The economic criteria for estimates of trade expenditure systems 
follow directly from the regularity conditions governing the dual 
formulation. The required properties of the (constant output) elasticity 
estimates are given by Diewert (1974, pl45). In addition to the homogeneity 
and symmetry restrictions imposed during estimation, the own elasticities of 
supply must be positive, the import demand and variable input demand 
elasticities must be negative, and the own elasticities for specific capital 
should be negative. The remaining cross-elasticities can take any sign 
subject to meeting the homogeneity and symmetry restrictions and satisfying 
the curvature conditions. Any cross-elasticities of a large magnitude (say 
greater than 10) would not be plausible due to the poor approximation 
properties of the Translog form. Since the cross-elasticities of 
substitution crucially determine both the implied income distribution 
effects as well as the behaviour of value added in the presence of 
substitution, large and unstable cross-elasticities need to be critically 
evaluated in terms of the reasonableness of the implied economic behaviour. 
Economic criteria extend to variable inclusion which is predetermined 
in a complete demand system derived from the trade expenditure function. 
There is no ad hoc inclusion of explanatory variables as in other import 
demand studies such as Gregory and Martin (1976) and Alaouze, Marsden and 
Zeitsch (1977). Nevertheless, it is conceivable that there are omitted 
prices from other industries which are relevant to industry supply and 
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factor demand in a general equilibrium system of which the industry being 
studied is an interrelated subsystem. Such effects may not be adequately 
captured in the composite variables for nontraded output and domestic 
purchase of materials. Misspecification can also occur with respect to the 
aggregation level selected and the presence of imperfectly competitive 
markets. Clearly economic criteria alone are inadequate for model 
evaluation in such circumstances. 
Turning to the statistical criteria, one major task of model 
validation in the present study is to distinguish (using statistical 
criteria) between misspecification and autocorrelation, since cases of 
significant autocorrelation may arise from misspecification (of the type 
outlined above), or from higher order serial correlation as well as from 
first order serial correlation. Thursby and Thursby (1984) have emphasised 
the point that too many import demand studies tend to correct for first 
order autocorrelation rather than search for an appropriate specification •. 
A feature of the model selection procedure is the regression 
specification error test known as RESET which is designed to detect omitted 
variables, incorrect functional forms and nonindependence of regressors and 
disturbances (Ramsey and Schmidt 1976). The RESET test is used with the 
standard test for first order autocorrelation by Durbin and Watson (OW) and 
with tests for higher order autoregressive schemes using the Breusch-Godfrey 
procedure (Johnston 1984, p321). The test procedures are then augmented 
with the more familiar procedures of examining the sign and precision of 
coefficients, and using R2 measures to discriminate among alternative 
functions. 
The proposed model selection procedure is outlined as follows: 
Step 1: Use RESET to test for functional misspecification. The RESET test 
checks the explanatory power of a quadratic term constructed from the 
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existing set of regressors and is in effect a test of the maintained 
linearity assumption of the model (Ramsey and Schmidt 1976). Also 
test for AR(l) using the Durbin Watson statistic. For n=lS. the 
inconclusive region is rather large. 
Step 2: At the same time. test for AR(p) and MA(p) processes using the 
Breusch-Godfrey procedure. If the x2 statistic is significant. this 
implies a nonfirst order time series process is present and first 
order corrections are not used. If we accept the null hypothesis and 
DW is significant, then we correct for first order autocorrelation. 
If we accept the null hypothesis for DW and RESET, the model is taken 
to be valid. For our limited sample size it may be desirable to limit 
the amount of attention given to testing for higher order 
autoregressive schemes and instead focus on discrimination between 
misspecification and first order autocorrelation. 
Step 3: Check that parameter estimates have correct sign and are 
statistically significant. Monotonicity and convexity ought to be 
evaluated at each data point to confirm the regularity conditions 
necessary for the dual technology to be valid. Violations of the 
curvature conditions can be handled by imposing curvature restrictions 
at the offending data points. Two methods of imposing convexity are 
those by Lau, described in Kohli (1983), and by Gallant and Golub 
(1984). 
Step 4: Test parameter stability by increasing the sample size for 5 
selected industries. and by recursive residual methods proposed by 
Brown, Durbin and Evans ( 1975). 
Step 5: Use conventional goodness of fit measures including the adjusted R2 
and the standard error of the estimate. Also check the nt>rmality of 
tne residuals with the Jarque-Bera test (Jarque and Bera 1981). 
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The results of the estimation procedure are presented in Appendix 4. 1. 
The parameter estimates for 35 industries are then used to calculate the 
elasticities presented in Appendix 4.2. The instrumental variables used in 
the estimation are listed at the end of Appendix 4. 1, while the critical 
values of the diagnostic statistics are listed at the front of the Appendix. 
Briefly, the results show that the model performed well in all 35 
industries. There is no conclusive evidence of autocorrelation. The RESET 
statistics are generally acceptable, indicating the specification is 
adequate for most equations with the possible exception of the capital 
(inverse) demand equation in several industries. The goodness of fit 
statistics are also acceptable with most industries exhibiting high R2 
statistics and low standard errors of estimates. Of particular note are the 
generally high R2 values of the import demand equations which further 
increases our confidence-in the ability of the model to explain changes in 
import flows. 
4.3 Evaluation of Estimated Model 
Empirical impl.mentation of the estimation procedure just deseribed 
encounters several important econometric issues. The topics covered in this 
Section are simultaneity, stabi 1i ty of supply and demand relationships, 
aggregation across products and factors and across industry categories, and 
finally the treatment of dynamics and time lags. 
4.3~1 Simultaneity 
Orcutt (1950) first demonstrated that price elasticities in trade 
relationships can be. seriously biased by simultaneity between quantities and 
prices.. Simultaneity results in single equation estimates of tlie price 
elasticities of demand and supply which are weighted averages of "the 'true' 
132 
demand and supply elasticities and consequently can be biased downwards. 
More formally, simultaneity implies correlation between the explanatory 
variables and the error term which violates one of the conditions for the 
use of classical least squares, resulting in biased estimates (Johnston 
1984). 
A commonly advanced reason for using the profit function dual in 
preference to the cost function or price frontier dual is that the 
parameters are identified. Since the identification properties are 
conditional on the presence of at least one fixed factor and exogenously 
determined prices (Lau 1978), the causes of simultaneity have 
straightforward explanations in the types of market structure and conduct 
which might lead to endogenous prices in the present model. 
The trade expenditure equations (4-3) and (4-4) model a temporary 
equilibrium system operating under standard short run assumptions of fixed 
capital stocks in each time period so that specific capital is in perfectly 
inelastic supply. The exogenously determined demand for outputs is 
infinitely elastic and there are perfectly elastic supplies of variable 
inputs including imports. These assumptions of our abstract model may not 
be fulfilled in empirical applications. 
Many Austra 1 i an manufacturing industries are characterised by sma 11, 
fragmented domestic markets with a low degree of export orientation and 
pricing practices conditioned by decades of protection. In such situations, 
the demand curve for nontradeable output is not horizontal and the price of 
output may be partially determined within the industry. 1 The issue here is 
not just monopoly power, as in the case of steel where one corporation 
dominates steel production and distribution. The inelastic industry demand 
curve does not it itself confer monopoly power on individual firms; rather 
the slightly inelastic demand schedule provides the incentive to collude in 
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order to allow price increments following either a reduction in output or a 
growth in size of the market at static levels of output. In magnitude these 
price increments may be quite small, but even such small price increments 
over competitive levels will introduce elements of simultaneity resulting in 
biased and inconsistent estimates and so the exogeneity of prices needs to 
be tested and the appropriate instrumental variable estimator used in such 
cases. 
Simultaneity in variable input prices is also possible since there may 
be cases where the supply curve of variable inputs is not horizontal. The 
situation of less than perfectly elastic factor supply is not likely for 
imports and labour in the Australian situation with a sma 11 open economy and 
centralised wage fixation. 
Nontraded materials which don't have close import substitutes may have 
prices at least partly determined by the purchasing industry. However 
simultaneity in domestic materials prices is less likely than for domestic 
output prices since materials have a high content of energy and raw 
materials with prices determined on world markets. 
To summarise the implic•tions of simultaneity for the present study, 
the prices of domestic output and nontraded materials are tested for 
exogeneity, while the prices of exports, imports and labour are assumed to 
be exogenously determined at the four digit industry level. 
There are several alternative approaches to correcting for 
simultaneous equations bias when it is detected. Some studies compare 
estimates for iterated three stage least squares (3SLS) and iterated SURE. 
For example, Berndt and Christensen (1973) noted little apparent divergence 
between iterated 3SLS and iterated SURE estimates for a cost share equation 
system. The weakness of this procedure is that the instruments chosen may 
fail to pu.rge the endogeneity in the explanatory variables. Griliches 
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(1967, p277) noted that OLS and IV results may not be very different because 
the usual instruments - lagged values of explanatory variables - are so 
highly correlated with the variables for which they are serving as 
instruments. 
To counter such problems, the present study uses additional sample 
data to construct alternative instrumental variables which are tested for 
inclusion in the model using the Hausmann (1978) procedure. The results are 
reported in Table 4.2. If the Hausmann test rejects the null hypothesis of 
no simultaneity, then the equation is estimated by the generalised 
instrumental variable estimator (GIVE) from the alternative hypothesis. As 
with all instrumental variable procedures, the choice of instruments is a 
matter of empirical judgement. 
From the statistical theory of the GIVE estimator (Harvey 1981, p80), 
we require instruments which are correlated with the particular explanatory 
variable but are uncorrelated. with the regression disturbance term. 
Therefore in choosing instruments we need price data from alternative 
sources, perhaps with different sampling and index number construction 
procedures, or with minor classification differences covering similar but 
not identical industries. Fortunately such data are available for this 
study. 
To instrument the two nontraded goods variables, domestic output and 
materials, another ABS series is used - namely the Prices of Articles 
Produced by Manufacturing Industries. The ABS price data are four digit in 
1969 ASIC with 1968/69 base, compared with the BIE output price data which 
are in 1969 ASIC with 1974/75 base. Also the ABS data are from direct 
sampling whereas the BIE series are for use as defl ators. The materia 1 s 
prices are also constructed from the same BIE data set and can be similarly 
instrumented by ABS price data. Since many industries are estimated at the 
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Table 4.2 Tests for Simultaneity 
Industry Name (ASIC) 
1. Other Manufacturing (348) 
2. Fruit and Vegetable Products (213) 
3. Margarine (214) 
4. Flour and Cereal Products (215) 
5. Bread, Cakes and Biscuits (216) 
6. Other Food Products (217) 
7. Beverages and Malt (218) 
8. Tobacco Products (219) 
9. Textiles (234, 235) 
10. Knitting Mills (244) 
11~ Clothing (245) 
12. Footwear (246) 
13. Wood Products (253) 
14. Furniture (254) 
15. Paper Products (263) 
16. Printing (264) 
17. Basic Chemicals (275) 
18. Other Chemical Products (276) 
19.. Glass ( 285) 
20. Clay Products (286) 
21 .. Cement Products (287) 
22 •. Other Mineral Products (288) 
23. Basic Iron and Steel (294) 
24. Basic Non-Ferrous Metals (295) 
25. Non-Ferrous Metal Products (296) 
26. Petroleum Refining (277) 
27. Motor Vehicles (323) 
28. Transport Equipment (324) 
29. Scientific Equipment (334) 
30. Electrical Appliances (335) 
31. Metal Industries (314, 315, 316, 336) 
32. Leather Products (345) 
33. Rubber Products (346) 
34. Plastic Products (347) 
35"' Total Manufacturing (3) 
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Output 
Price 
13. 921 
0.048 
4. 989 
73. 611 
6.602 
1o.879 
0.988 
7. 605 
19. 521 
28.205 
0.004 
14. 571 
61. 560 
6.778 
46. 585 
1 .. 553 
1. 425 
2. 781 
13. 385 
7.693 
0.989 
4.646 
1.459 
6.246 
29.954 
19. 038 
4. 185 
17. 189 
18 .. 308 
24.848 
1.728 
64 .. 195 
19. 201 
1.021 
8 .. 861 
Materials 
Price 
2. 561 
2.086 
10.306 
o. 312 
1.045 
11.016 
3. 052 
4.234 
4.031 
3.987 
5.307 
0.008 
28.204 
13 .. 116 
3.006 
11.504 
0.303 
38 .. 304 
16. 402 
12. 153 
5.908 
3. 174 
0.010 
137.406 
13. 304 
27.744 
5.628 
3 •. 966 
1 .. 235 
6.846 
29 ... 989 
0.025 
8.549 
8.549 
2.912 
Table 4.2 Tests for Simultaneity (cont.) 
Notes: 
(1) The Hausmann (1978) test for simultaneity by variable addition is 
implemented by using a joint F test across the equation system against 
the null hypothesis that the coefficient of the added (instrumental) 
variable is equal to zero. 
(2) This is a large sample test for simultaneous equations bias. In the 
context of a sample size of 15 observations, the test should only be 
taken as mildly indicative of potential enddgeneity problems; the test 
is reported here for the sake of completeness. 
(3) Results are reported for the set of instruments giving the largest F 
statistic. The tabulated F value is Fi 32 = 4. 15 at the 5 per cent 
level and 7.50 at the 1 per cent level.' 
(4) Where the F statistic exceeds the critical value, the generalised 
instrumental variables estimator from the alternative hypothesis is 
then included for the output price or materials price variable in the 
chosen models reported in Appendix 4. 1. The RESET statistics for the 
resulting estimated equations reported in Appendix 4.1 show that 
endogeneity is generally not a problem after using the GIVE procedure. 
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three digit level while four digit price data are available. it follows that 
more than one ABS instrument is available for each three digit industry 
group. In addition. instruments from industry categories with similar 
products can be incorporated in the GIVE procedure and alternative 
instrumental variables constructed to give more than one F test for each 
industry. The instruments with the highest F statistic are reported in 
Table 4.2 and a list of the instruments used is given at the end of Appendi~ 
4. 1. 
Most industries exhibited some endogeneity for gross output price 
which is not surprising from prior reasoning about elements of imperfect 
competition in small, fragmented domestic markets and the unimportance of 
exports in the gross output of non-mineral manufacturing industries. 
Materials prices show much less evidence of endogeneity which almost 
certainly reflects the high energy component of materials and the fact that 
many domestic raw materials are subject to ruling world prices or have 
traded goods as close substitutes. 
Two items for further research are noted. First. the trade 
expenditure system can be readily extended to incorporate mark-up pricing 
hypotheses (Appelbaum 1979). Second, the instrumental variables procedure 
could be supplemented with time series causality tests suggested by Sims 
(1972) and implemented by Geweke (1978) for simultaneous equations models. 
This enablas tests of feedback relations between variables and a useful 
start in this direction has been made by Anderson (1981) and Weaver (1983). 
4.3.Z Stability 
The stability of the _substitution relationship over time is important 
for analysing commercial and exchange rate policy changes because such 
policy inferences require a high degree of confidence that the parameters of 
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the underlying trade expenditure function are invariant over time and hence 
that the effects of changes in exogenous variables are likewise invariant 
over time. 
Structural shifts in the trade expenditure function may occur over 
time and the resulting parameters will be biased and inconsistent if 
allowance is not made for such shifts. There are fundamental economic 
reasons for suspecting changes over time to the substitution structure of 
the technology. Gradual changes in substitution possibilities can come 
about with economic development which results in changes in the pattern of 
trade and resource allocation. Some industries grow, others contract and 
still more are subject to differing patterns of technical progress. 
Government price policies, including trade policy, will also distort the 
emerging pattern of trade and resource allocation both between and within 
industries. The resulting changes in substitution possibilities are 
necessarily pervasive and gradual. 
Alternatively, sudden relative price shocks such as the two oil price 
shocks or the 1985 devaluation of the Australian dollar can fundamentally 
alter industry supply and demand relationships as firms are forced to 
innovate rapidly. Such shocks may give rise to discrete changes in 
substitution elasticities in contrast to the more gradual changes outlined 
previously. 
Another potential reason for parameters to be unstable over time is 
the so called 'quantum effect' suggested by Orcutt (1950), who argued that 
the price elasticity of import demand will be larger for large price changes 
than for small price changes. Such a situation might arise where the price 
change needs to be large enough to overcome buyer inertia and to offset the 
transactions costs of switching suppliers. The real problem here is to 
match estimated elasticities to actual policy situations since elasticities 
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estimated using data with small price changes will understate the response 
to large price changes and vice versa. There is a real interpretation 
problem if the underlying import demand relationships shift between 
situations of small and large price changes. 
Since the sample period 1968/69 to 1982/83 contains both oil price 
shocks and historically high levels of inflation, it is possible that the 
structure of industry supply and demand has changed over this period due to 
either the large relative price shocks or more gradual changes in the 
structure of the technology as factor proportions change with the level of 
economic development. 
It is concluded that testing for parameter stability is needed since 
structural changes. in the Australian economy might resu 1 t in biased and 
inconsistent estimates of industry elasticities leading to erroneous policy 
inferences about the response of different industries to relative price 
changes. 
The statistical procedures used to test for stability have typically 
involved the use of slope and intercept dummy variables to isolate the point 
at which the structural shift is suspected of taking place., The point of 
insertion of such dummy variables is quite arbitrary. A more formal test to 
determine the constancy of the regression relationship over time has been 
developed by Chow (1960) who proposed an F-test to test for equality of 
coefficients between two samples. 
To implement the Chow test, an additional 8 years data from 1960/61 to 
1967/68 is constructed from the same data sources given in Appendix 3. l. 
Because of the extensive manual computation required, particularly for the 
import weights, the extra data was confined to five industries - margarine, 
tobacco, glass,. footwear and total manufacturing. These five industries are 
selected primarily because they contain the least number of four digit ASIC 
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subclasses which facilitates data collection and the concordance with the 
pre-ASIC system of industrial classification. 
Using the BIE pre-1969 industry concordance and the IAC's 1969 TISK-
ASIC concordance, it is possible to allocate the large number of eleven 
digit tariff classes to three digit ASIC groups and so derive the duty paid 
value of imports for the five industries back to 1960/61. To construct the 
import price index, the 1969 TISK-ASIC concordance is used to calculate 
imports, duty paid and the source country weights for three years from 
1967/68 back to 1965/66. Constant import share weights from 1964/65 back to 
1960/61 are used to construct the remaining import price index data. This 
longer time series of 23 years covers a period of relative price stability 
up to 1968/69 and a period of greater price changes after that date which 
enables the comparison of par.ameters estimated over data with small and 
large price changes. 
To test for equality of coefficients between two samples of size n1=15 
and nz=B, it is possible to proceed with the Chow (1960) test on the two 
samples, although degrees of freedom will be restricted. Test results for 
the Chow F statistic are reported in Table 4.3 and it is concluded that the 
industry parameter estimates are stable over the two time periods. Thus 
structural change has statistically insignificant effects on the elasticity 
estimates over the sample period. 
The test procedure developed by Chow (1960) has two limitations in the 
present study. First. identifying the point where the break in the 
relationship occurs is difficult using the Chow test. Second, the costs of 
obtaining additional data are very high in this study and there is little 
point in further dividing the existing sample due to degrees of freedom 
1 imitations. 
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Table 4.3 Tests for Parameter Stability in Five Industries 
Margarine Tobacco Footwear Glass Total Man. 
Equation (214) (219) (246) (285) (3) 
Gross output 2.479 0.239 2. 778 0.393 0.881 
Imports 2.304 1. 175 1.291 1. 293 0.691 
Labour o. 719 . o. 430 5.882 1. 063 1. 726 
Plant and Equipment 0.089 o. 015 1. 319 2. 619 2.147 
Notes: 
(1) The critical value is Fa, 11 = 2.95 at the 5 per cent level .. 
(2) The Chow F statistic used for two subsamples of 15 and 8 observations 
is 
* RSS - RSS1/n2 
F • 
Rss1/n1- k 
where n2 = (n-k)-(n1-k) • 8 and n1-k = 11 degrees of freedom. Rss* is 
the residual sum of squares for n1+n2 ; 23 observations and RSS1 is 
for 15 observations so that RSS2 = RSS - RSS1 .. 
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The Brown, Durbin and Evans (1975) CUSUM and CUSUMSQ tests are quite 
powerful in detecting haphazard or nonsystematic shifts in the function, but 
are much less suitable ior testing gradual or secular changes. Hence, 
Brown, Durbin and Watson (1975) suggest using several tests in combination 
to detect these steady and less abrupt changes in the function. Since our 
F-tests of the five industries, including total manufacturing, do not show 
evidence of abrupt changes, it is reasonable to propose that any structural 
change present in the parameters is of the gradual type and so recursive 
residual methods are probably less applicable. 
4.3.3 Aggregation 
A persistent problem in modelling import demand functions is to 
determine to what extent other markets, which are of less interest, can be 
aggregated. The benefits of more disaggregation of other markets (such as 
for different types of labour and capital) are more accurate predictions of 
the behaviour of imports, which is the market we are primarily concerned 
with. These are problems of aggregation of variables. 
The other type of aggregation problem relates to aggregation of trade 
expenditure functions across industry categories. The parameters of the 
aggregate function may not correspond to the aggregate of the 
microfunctions. This measurement effect arises because aggregate 
elasticities of substitution are by construction some weighted average of 
both positive and negative microelasticities of substitution. Hence the 
aggregate elasticity may be smaller in magnitude than the absolute values of 
the micro elasticities (Diewert 1974b). Conversely, disaggregation will 
tend to increase the absolute values of substitution elasticities, such as 
when comparing elasticities from three and four digit industries. 
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The general guidelines for disaggregation are straightforward. If the 
effect of the explanatory variables in the estimated trade expenditure 
function is the same between the aggregate and disaggregate groups. or if 
the relationship between the components and the aggregate explanatory 
variables is a stable one, then the aggregate and disaggregated equations 
are interchangeable (Maddala 1977). If these stringent preconditions are 
not satisfied (as happens in many empirical applications), then 
disaggregation is always better since the aggregate estimates are likely to 
be biased. 
Orcutt (1950) argues strongly for disaggregated import price 
elasticities. In aggregate import demand (and export supply) equations, 
goods with relatively low price elasticities can display the largest 
variation in prices and therefore exert a dominant effect on the estimated 
aggregate price elasticity, resulting in a downward bias in the elasticity 
estimate. 
The relationship between the parameters obtained from estimates of 
disaggregated equations and those from the aggregate equation has been 
defined rigorously by Thiel (1954) using the formula for specification 
errors. Take the case of an aggregate import demand equation for, say, a 
three digit industry. The coefficient for imports in the import demand 
equation at the three digit level will depend not only on the own parameters 
for imports in the disaggregated (four digit) import equations, but also on 
the parameters of other included variables in the import equation and in the 
other equations of the trade expenditure system. In other words, the 
aggregate coefficient for imports in the import equation wi 11 be a weighted 
average of the disaggregated import coefficients together with all the other 
price and quantity coefficients in the equation system. Unless all the 
disaggregated coefficients are equal, estimation of the three digit import 
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equation. by ignoring these interactions. will result in specification bias 
(Theil 1954). Hence disaggregation is always preferable in principle. 
A framework for evaluating the benefits of increased disaggregation 
has been presented by Oiewert (1974b) using Hicks' Aggregation Theorem which 
states that if the prices of a group of commodities vary in strict 
proportion over time. then that group of commodities can be aggregated into 
a single composite commodity without aggregation error or bias in the 
markets not aggregated. By aggregating across markets (for industry outputs 
or inputs) and excluding other markets (such as other industries in the 
economy), we are implying the existence of Hicks composite commodities which 
serve to minimise aggregation effects by disaggregating into relatively 
homogeneous groupings of industries or inputs. 
Thus the more heterogeneous the industry outputs (or inputs), the more 
likely it is that prices within the grouping are not moving in strict 
proportion and so the resulting e lasticity .. estimates may be_ biased to the 
extent that within-category relative price changes have either magnified or 
damped the price responsiveness of the economic aggregate. Oiewert (1974b) 
has proposed an approximate version of Hicks Aggregation Theorem - namely. 
that if prices of a commodity group vary in proportion except for small 
deviations, then aggregation errors will also be small. For example, it is 
possible to use correlations between materials prices and gross output 
prices to determine, ap.proximately. whether capital and labour should be 
aggregated into value added (Denny and May 1978). A more rigorous test for 
variable aggregation is given by Woodland (1978). 
An important corollary noted by Oiewert (1974b) is that if we are 
interested in, say, estimating import demand parameters, then there may be 
considerable benefits in.disaggregating other markets in the model (i.e. 
outputs, labour, materials and capital) provided that prices in the other 
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groups do not move in fixed proportions. So disaggregation of output into 
exports and domestic output or disaggregation of capital into plant and 
buildings may reduce aggregation errors in the estimates of import demand 
elasticities, provided the prices of exports and domestic output do not vary 
in fixed proportions and provided the quantities of plant and buildings are 
also not highly correlated. By similar reasoning, if we wish to determine 
the output and employment effects of a selective change in tariffs, it might 
be necessary to disaggregate imports for the industry into competitive (duty 
paid) imports and noncompetitive (duty free) imports since a tariff change 
would cause relative prices of the two types of imports to change.2 
In principle, therefore, disaggregation is preferable and a 
significant advantage of this empirical study is that it estimates 
disaggregated trade elasticities. The three and four digit import demand 
elasticities reported in Section 4.4 contain substantially less aggregation 
errors than previous aggregate estimates such as Kohli (1983) and will give 
substantially lower prediction errors in evaluating the industry effects of 
price policy changes. 
Despite such benefits of disaggregation, there has been some 
controversy over the merits and demerits of aggregation (Maddala 1977). 
Edwards and Orcutt (1969) have argued that disaggregation always results in 
more information and that there is an information loss in aggregation. 
Maddala (1977) notes that this proposition holds provided the microfunctions 
are well specified and accurate microdata are available. This is certainly 
true in the present study where the trade expenditure function for total 
ma.nufacturing is more susceptible to simultaneity problems, particularly in 
respect of exchange rate influences. Disaggregation definitely improves the 
quality of the data ar.d the validity of the industry model specification, 
such as the use of composite variables for nontraded output and materials 
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and the assumption of no absorption of exchange rate changes. Maddala 
(1977) emphasises the obvious corollary that if the microdata are subject to 
larger measurement errors than the macrodata and if the microfunctions are 
more poorly specified than the aggregate function, then there would be a 
gain in using aggregate data in preference to disaggregated data, but this 
consideration is clearly not relevant to the present study. 
To empirically demonstrate some of these propositions, we consider the 
effect of aggregating across industries on the estimated import elasticities 
presented in Appendix 4.2 and summarised in Table 4.5. 
Take the case of Knitting Mills (ASIC 244) which has an estimated 
import demand elasticity of -0.795. The two subgroups (ASIC 2441, 2442) 
have import elasticities of -0.497 and -1. 765 respectively. This 
illustrates how the aggregated elasticity is a weighted average of a smaller 
and larger elasticity at the four digit level. 
Consider also the import demand elasticities for Textiles (ASIC 234, 
235) and Clothing (ASIC 245) which have estimated values of -4.773 and 
-3.416 respectively. Hence the Knitting Mills industry is much less import 
price responsive than the Textiles or Clothing industries and so aggregation 
of Knitting Mills into these apparently similar industries would probably 
introduce aggregation bias. 
An interesting counterintuitive case occurs with Textile Fibres (ASIC 
234) and Other Textile Products (ASIC 235). The disaggregated elasticities 
are -3.698 (ASIC 234) and -1.976 (ASIC 235) compared with the aggregate 
elasticity of -4.773. This result illustrates the earlier point that the 
aggregate coefficient is a weighted average of the import coefficients 
together with all other price and quantity coefficients in the system. The 
apparent increase in the absolute value of import demand elasticity can then 
be explained in terms of the other price and quantity effects present in the 
147 
Textiles industry. Many products of the Textile industry are inputs of 
another subsector of the same industry and hence there are many 
possibilities for interactions between imports and domestic substitutes at 
each stage of processing. Any one stage of textile processing (fibre 
µroduction, spinning, weaving and finishing) is rather more constrained in 
its substitutability for imports than for all the stages of production 
considered as a whole. So a yarn producer can use either imported or local 
tops whereas the fabric maker can either use imported yarn, local yarn or 
imported tops made into local yarn. The interrelated stages of processing 
result in aggregate imports being made more price responsive than individual 
subsectors. This effect is further enhanced by the tariff structure which 
increases the (effective) tariff protection at each stage of processing. 
An alternative to disaggregation across industries is disaggregation 
within industries. As noted earlier in this Section, disaggregation by 
v.ariable within the product and factor markets of one industry can bias the 
resulting import elasticity estimate. Unfortunately the data prevent 
extensive disaggregation of the explanatory variable set and so we first 
point out the types of disaggregation which are desirable and then discuss 
those which are feasible with the present data set. 
The industry production function used has gross output as a function 
of capital, labour, imports and materials. Each variable could be further 
disaggregated and so each is discussed in turn. 
Gross output can be separated into exports and domestic sales 
components and two examples of this are given at the end of Appendix 4.2. 
The export supply functions for Total Manufacturing and Basic Iron and Steel 
show exports are not as price responsive as domestic supply. For policy 
purposes, the most interesting features are the high cross elasticities 
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which show export supply is determined mainly by domestic relative prices 
while prices of traded goods are less important. 
The lack of suitable export price data prevented the estimation of 
other export supply functions. Such disaggregation of gross output is 
probably not crucial for import demand, although it would affect the import 
elasticities based on the results of two industries. The need to 
disaggregate would be greatest in industries where exports are a significant 
component of gross output. For 26 out of 35 industries studied, exports are 
less than 10 per cent of turnover and only 6 industries have exports greater 
than 25 per cent of turnover (two in food processing, two in minerals 
processing, oil refining and scientific equipment). None of the latter 
indu,stries are the subject of trade intervention measures and are 
consequently of minor interest for trade policy. On the other hand, most 
high and medium protection industries have exports which amount to less than 
1 per cent of turnover and so no disaggregation of gross output is justified 
for these industries most subject to import competition. 
Capital stocks are disaggregated into two types for all industries and 
the disaggregation is tested statistically in Section 4.5.3. While the data 
reject the aggregation to one capital stock variable, an additional reason 
for disaggregating this variable is the key role played by specific capital 
in the industry adjustment process and particularly in the highly protected 
industries. 
Imports can be disaggregated into competitive (duty paid) and 
noncompetitive (duty free) imports. The results of this proposed 
disaggregation are discussed fully in Section 4.4.1. The data generally 
reject the disaggregation of imports. 
Labour services can be disaggregated into administrative and 
production types of labour input but this was not possible in the present 
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data set. In theory this could be a useful disaggregation to complement 
import demand estimation. With Australia's strongly unionised blue collar 
workforce and centralised wage fixing principles, it is not expected there 
will be significant differences in labour demand between these two groups, 
i.e. employment levels in both groups will respond equally to wage changes. 
Finally, domesti'cally purchased materials can be subdivided into 
energy and nonenergy services. This has been done extensively overseas and 
in Australia by Turnovsky, Folie and Ulph (1982). Since the issue of 
capital-energy substitutability is not relevant here, no disaggregation of 
materials is attempted. A further reason is the much inferior quality of 
the implicit price data available for energy and non-energy services. 
4 .. 3.4 Lag Structure 
The supply and demand equations (4-1) derived from the trade 
expenditure function (2-26) are equilibrium relationships without any 
reference to time units as explained in Section 3.4. In applying the static 
model, the presence of adjustment costs and of incomplete market information 
implies that firms may not achieve complete adjustment of endogenous (profit 
share) variables to expected or long run values. In this sense, the firms 
in our industry model are not always on their long run supply and demand 
schedules due to price rigidities and immobile factors in the short run. 
For many policy applications, it is this short run, constrained response to 
policy changes which is more relevant. Thus knowledge of the adjustment 
patterns present in the static model is an important policy issue in itself. 
In view of the restricted sample size and the primary aim of the study 
which is to estimate substitution elasticities, the static model is 
retained. Various econometric techniques can be employed in order to 
interpret the nature of the adjustment paths of key endogenous variables and 
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these results might form the basis of future research on a dynamic model 
where the adjustment behaviour can be inferred directly from the parameters 
of the model (see Appendix 3.2). 
In our static model. lagged adjustment behaviour by an industry 
results in the presence of serial dependence in either the regressors. the 
residuals or both. Industry adjustment behaviour can then be explained 
either by lags in factor prices and quantities ,(i.e. the regressors) or by 
random influences from outside the explanatory variable set for each 
industry. The residuals reflect unspecified market disturbances external to 
the industry such as changes in fiscal and monetary policies. strikes. etc. 
To distinguish between these sources of lagged adjustment, it is necessary 
to test for.serial dependence on: 
(1) the residuals only using autocorrelated error models. 
(2) 
(3) 
the regres.sors only using simple lagged regressors.. 
both residuals and reg.ressors combined using a lagged dependent 
variable version of the model where the long run elasticities are 
calculated using the Bewley (1979) procedure. 
With the comparatively short annual time series available, all methods 
provide only weak evidence on the nature of the adjustment lags present in 
the system as only comparatively short lags can be detected with 15 
observations. This basic limitation is compounded by the interdependent 
adjustment pattern of the demand system which occurs because the output 
supply and fa.ctor demanc.( equations are interrelated by the adding up and 
homogeneity restrictions. Hence simple lags on single equations can give 
rise to rather more complex dynamics for the system as a whole. Further, 
.none of the lag specifications used have any rigorous basis in economic 
theory and all are arbitrarily specified using subjective priors on what the 
most likely adjustment pattern might be in each case. 
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The three types of adjustment tested for in the present study give a 
broad indication only of the lag lengths implied in the industry model and 
the likely disparities between short and long run elasticities. The steel 
industry is used as an illustrative example of this procedure. 
The results of alternative lagged adjustment models are presented in 
Table 4.4. For the steel industry the short and long run elasticities are 
of comparable magnitudes. The autocorrelated error model results confirm 
that serial dependence in the residuals is not a problem for elasticity 
estimation. The elasticities on the lagged regressors indicate the pattern 
of quantity adjustments to a price change. Output supply response is 
initially about half the one and two year responses. Import demand 
elasticities initially rise then rapidly fall in years 2 and 3 indicating 
that most adjustment of import flows to an import price change occurs within 
one year. Labour demand is initially less than half the magnitude of the 
long run response. 
The results for steel are confirmed by similar results for tota·l 
manufacturing.. As expected there are somewhat longer lags present at the 
aggregate level. The similar magnitudes of short and long run elasticities 
indicate that serial dependence is not a problem in the present data set. 
Previous evidence on the time pattern of adjustment to relative price 
changes in trade equations has been reviewed by Goldstein and Khan (1985). 
who conclude that import demand has average lags of between two and four 
quarters while exports range from one to five quarters. This supports our 
results in Table 4.4 and it is concluded that each equation has a relatively 
short adjustment period of less than two years and that imports adjust to 
relative price shocks more rapidly than domestic output, _while employment 
adjusts more rapidly than capital stocks. Finally, such results provide the 
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Table 4.4 Lagged Adjustment Model Results . 
Basic Iron and Steel 
Lagged Regressors 
Price Elasticity Short Run AR(2) t=O t=1 t=2 Long Run 
Gross Output 6.089 6. 095 3. 498 6. 761 6. 142 6.041 
(Eyy) (O. 033) ( o. 003) (O. 611) co. 059) (0.067) (0.059) 
Import Demand -1. 910 -1. 727 -1.645 -0.402 -1. 187 -1. 885 
(EMM) (O. 124) ( o. 026) (0.266) (O. 147) ( o. 158) (0.061) 
Labour Demand -2. 694 -2.694 -1.093 -2.560 -2. 743 -2. 595 
(ELL) (O. 044) (0.044) (0 .. 179) (O. 054) ( o. 076) (O. 025) 
Capital Demand o. 112 0.051 -0.043 0.354 -1.000 -0.059 
(EKK) (O. 061) (O. 010) (0.042) (O. 062) (0.038) (0.022) 
Total Manufacturing 
Lagged Regressors 
Price Elasticity Short Run AR(2) t=O t=1 t=2 Long Run 
Gross Output 6.962 6.892 7. 750 3. 379 6.274 6. 732 
(Eyy) ( o. 706) (O. 411) (0.893) (O. 923) (0.660) (0.388) 
Import Demand -2.363 -3.425 -2. 691 -2.826 -1.163 -2.836 
(EMM) co. 342) (O. 412) (O. 856) (1.147) (0.846) (0.231) 
Labour Demand -2.696 -2 •. 892 -0.950 -3. 781 -2.399 -2.690 
(ELL) (O. 181) (0.236) (0.931) ( 1. 245) ( o. 939) (O. 138) 
Capital Demand 0.036 0.020 0.113 -0. 490 0.392 0.037 
(EKK) (O. 056) (0.047) (O. 138) ( o. 315) ( o. 307) (O. 047) 
Notes: 
(1) All elasticities are ordinary own price elasticities calculated at 
1974/75 values and with standard errors in parentheses. 
(2) Short run refers to the one year elasticities reported in Appendix 
4.2. 
(3) AR(2) denotes the second-order autoregressive model results. 
(4) The lagged explanatory variable model results denote the adjustment 
(to a price change) which has occurred after 0, 1 and 2 years. 
(5) The long run results are derived from a lagged dependent variable 
version of the model using the Bewley (1979) procedure •. 
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basis for the specification of a more complete dynamic model of the type 
described in Appendix 3.2. 
4.4 Elasticity Results 
4.4.1 Price Elasticity of Import Demand 
The price elasticity of import demand is calculated from the estimated 
parameters of the Translog profit function and the actual profit shares as 
described in Section 2.4. The full set of price elasticity results is 
presented in Appendix 4.2 and the import price elasticities are summarised 
in the first column of Table 4.5. 
The most readily apparent feature of the results is that the ordinary 
price elasticities of import demand for the 35 industries are much larger in 
magnitude than the more widely quoted aggregate price elasticities of import 
demand. Gordon (1986) argues that (aggregate) short run elasticities for 
Australia range from -0.28 to -0.9 with an average of -0.46. while the 
medium run elasticities range from -0.33 to -5.23 with an average of -1.27. 
However Gordon is referring to single equation estimates from substantially 
different structural models .. 
Kohli (1982) has presented a most useful comparison of the alternative 
structural models for estimating import demand and shows the possible 
interrelations between differsnt estimates of import demand elasticities. 
Most importantly he shows tha.t the profit function based estimates (his 
model 2) will nearly always be larger in absolute terms than the ceteris 
paribus estimates of traditional single equation estimates (Kohli 1982, 
p211). The ranking of possible elasticity magnitudes demonstrated by Kohli 
reflects the interdependent adjustments in product and factor markets which 
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Table 4.5: Import Demand Elasticity Estimates 
Industry Name (ASIC) Short Long Competitive Noncompetitive 
Run Run Imports Imports 
1. Other Manufacturing (348) -3. 118 -4. 314 -0. 435 -1. 548 (0. 178) (0. 135) (O. 438) (O. 670) 
2. Fruit and Vegetable -2. 265 -1.890 -0 .. 483 -0.071 
Products (213) (O. 195) (O. 266) ( o. 742) (O. 960) 
3. Margarine (214) -3. 147 -3 .. 082 -2. 223 -2 .. 586 
(O. 151) (0.439) ( o. 943) (O. 120) 
4. Flour and Cereal -1 .. 281 -1 .. 330 0.244 -4.472 
Products (215) (O. 555) ( o. 693) (1.329) (1.280) 
5. Breads, Cakes and -0.328 -0. 195 -2 .. 148 -0.591 
Biscuits (216) (0.270) (0.256) ( o. 985) (O. 601) 
6. Other Food Products (217) -2. 450 -4.053 1.403 0.056 ( 1. 559) ( 1. 343) (2.848) (1.903) 
7 .. Beverages and Malt (218) -1. 304 -1. 684 -1.608 (O .. 176) (O. 253) (O. 198) 
a. Tobacco Products (219) -1.497 -1. 790 -1. 409 
(O. 251) (0. 164) (O. 251) 
9. Textile Fibre.s (234) -3.698 -3 .. 089 -2.891 -3.680 (0. 187) (O. 201) (O. 697) (O. 725) 
Other Textile Products -1.976 -1 •. 843 
(235) (0 .. 113) (0.054) 
10 .. Knitting Mills (244) -0. 795 -2.228 -0.899 
(0.312) (O. 187) (O. 275) 
11. Clothing (245) -3. 416 -4.200 -4.275 -3.909 (O. 166) (O. 635) (0. 120) ( 1. 819) 
12. Footwear (246) -2.873 -2.197 -2.826 (O. 150) (O. 553) (0.188) 
13. Wood Products ( 253) -2.012 -2. 506 6. 582 (0.278) (O. 165) (3. 034) 
14. Furniture (254) -3. 723 -3.407 -2. 929 3.097 
(0.276) (0. 202) (O. 231) (1. 112) 
15. Paper Products (263) -3. 969 -4.369 4.041 -1. 725 (0.277) (0 .. 337) (O. 714) (0 .. 462) 
16. Printing (264) · -2.090 -2. 113 -2. 601 -2.364 (O. 139) (0.125) (O. 703) ( o. 170) 
17. Basic Chemicals (275) -3. 519 -3.533 12. 131 -1.328 (0.297) (0 .. 367) (2.420) (O. 536) 
18. Other Chemical Products -2.604 -2 .. 882 0.482 -2.000 
(276) (0.230) ( o. 324) (0. 420) (O. 376) 
19. Glass (285) -0. 935 -1. 529 -0 .. 832 -0.405 (0. 291) (0 .. 267) (0.975) (0 .. 963) 
20. Clay Products (286) -2.428 -2. 374 -1.366 -3. 471 (0 .. 346) ( o. 273) (0. 362) ( 1. 043) 
21. Cement Products (287) -0.844 -1. 525 (1 .. 056) (O. 637) 
22. Other Mineral Products -2. 160 -2.321 -1.764 -2.088 
(288) (0. 130) (0 •. 112) (0.812) (1. 687) 
23. Basic Iron and Steel -1 .. 910 -1.885 -3. 630. -2.598 (294) co. 124) (O. 061) (0.482) (0.303) 
24. Basic Non-Ferrous Metals -2.839 -3 .. 176 -2 .. 181 
(295) (1.379) (O. 906) (6.347) 
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Table 4.5: Import Demand Elasticity Estimates (Cont.) 
Industry Name (ASIC) Short Long Competitive Noncompetitive 
Run Run Imports Imports 
25. Non-Ferrous Metal -0. 427 -0.688 
Products (296) (O. 353) (O. 277) 
26. Petroleum Refining (277) -6.805 -5. 794 6.334 -5.899 
(O. 135) (0.155) (1. 029) (O. 048) 
27. Motor Vehicles (323) -3.848 -3. 172 -3. 194 -10.803 
(0.261) (0. 346) (0.578) ( 1. 534) 
28. Transport Equipment -0.806 -0.348 -3 .. 168 0.385 
(324) ( 1. 051) ( o. 615) (3. 027) (1.263) 
29. Scientific Equipment -6. 643 -6.921 2.672 -3. 153 
(334) (0 .. 151) (O. 189) ( 1. 025) (0.552) 
30. Electrical Appliances -3. 168 -3.356 0.178 -1.052 
(335) (O. 293) (O. 178) (O. 610) (0.860) 
31. Metal Industries -2. 502 -2.927 -1. 371 -2.400 
(314, 315, 316, 336) (O. 272) (O. 110) (O. 208) (0.286) 
32. Leather Products (345) -3.639 -2. 735 -4.343 3.103 
(0.477) (0.308) ( 1. 706) (1 .. 207) 
33. Rubber Products (347) -3.014 .... z. 913 -2. 189 1.855 
(0.340) (O. 443) (O. 389) ( 1. 230) 
34. Plastic Products (347) -2. 778 -3. 021 -1.409 -2.545 
(0.257) (0.21 O) (0.559) (1.232) 
35. Total Manufactu,..;ng -2. 595 -2 .. 867 
(0.230) ( o. 219) 
Notes: 
(1) Standard errors are in parentheses. 
(2) All estimates are partial elasticities, i.e. EMM = (aM/apM)x(pM/M). 
(3) The elasticities are derived from the parameter estimates reported in 
Appendix 4.1 and are at 1974/75 values. 
(4) .Competitive imports refer to the value of imports attracting an ad 
valorem rate of duty greater than 2.5 per cent. The necessary 
parameters are estimated using two import share equations together 
with the same explanatory variable set as the other estimates. The 
import price index for duty free imports is adjusted by setting the 
nominal tariff rate to zero. 
(5) The long run estimates are calculated from a lagged dependent variable 
version of the model using the Bewley (1979) procedure. 
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are possible in systems of equations but are excluded in the traditional 
single equation approaches (see Kohli 1982, p213). 
The effects of disaggregation are another important explanation of the 
generally large price elasticities reported in Table 4.5. It is well known 
that aggregate price elasticities contain offsetting price responses 
resulting in smaller net responses at aggregate levels than indicated by the 
component elasticities. The relationship between aggregate elasticities and 
their disaggregated component elasticities is determined by the particular 
substitution structure (especially the cross elasticities) of the production 
functions being aggregated (Oiewert 1974b). 
Since there are no other comparable import demand elasticity estimates 
for Australia, it is necessary to compare the estimated elasticities with 
\ . 
results for U.S. manufacturing industries as shown in Table 4.6. Despite 
the differences in concordance systems used, the results are generally of 
the same order of magnitude. In some industries our estimates are smaller. 
For example, the Basic Chemicals estimate is -3.52 compared with -6.82 for 
the U.S.· while the Other Chemical Products estimate is -2.60 compared with 
-s. 00. On the other hand, severa 1 industries show large.r estimated 
elasticities than U.S. experience. For example, the Clothing estimate is 
-3 •. 42 compared with -0,52 while Scientific Equipment has an estimate of 
-6. 42 compared with -O. 44 in the U.S •. 
Although some elasticities in Table 4.6 are larger and others smaller 
than their U.S .. counterparts, such differences are in part explained by 
differences in industrial organisation, technology and scale between the two 
countries and by differences in data sources and estimation methods. The 
similarities in the results are sufficient to support the conclusion that 
. our results are plausible for Australian manufacturing industries. 
157 
' Table 4 .. 6: Comparison of Estimated Import Demand Elasticities with U.S. 
Results · ·. . 
ISIC Industry ASIC Stern Shiel ls Estimated 
et al (1976) et al (1986) Elasticities 
311-312 Food Products 217 -1.13 -0.21 -2.45 
(O. 65) (1. 56) 
313 Beverages 218 -1. 64 -o. 70 -l.30 
(0.14) (O. 17) 
314 Tobacco 219 -1. 13 -7.57 -1. 50 
(2.83) (O. 25) 
321 Textiles 235 -l.14 -1.41 -1. 98 
(O. 79) (0. 11) 
322 Clothing 245 -3.92 -0.52 -3.42 
(1.32) (0.17) 
323 . Leather Prod. 345 -1. 58 -2.01 -3.64 
(1 .. 20) (0 .. 48) 
324 Footwear 246 -2 •. 39 -2.42 -2 .. 87 (2.02) (O._ 15) 
331 Wood Prod. 253 -0.69 -1.32 -2 .. 87 (1.35) (O. 15) 
332 Furniture 254 -3.00. -9.56 -3. 72 (9.12) (0.28) 
341 Paper Prod .. 263 -0.55 -1.80 -3.97 
(1.06) (0 .. 28) 
342 Printing 264 -3.00 -1.46 -2.09 
(1.50) (O. 14) 
351 ·Basic Chemicals 275 -2. 53 -6.82 -3 .. 52 (5.76) (0.30) 
352 Other Chemicals 276 -2.53 -5.00 -2.60 (3.38) (0.23) 
353 Pet. Refining 277 -0.96 -0 .. 79 --6 .. 80 
(O. 42) (0,._13) 
354 Petroleum and Coal 2n --0.96 -16.11 -6.80 
Products (3.67) (0. 13) 
355 Rubber- Products 346 -5 .. 26 -1. 32 -3.01 (0.23) (0.34) 
356 Plastics 347 -2.53 -8. 18 -2. 78 (4.95) (0.26) 
361 Pottery, China 286 -2.85 -1.37 -2.43 (O. 19) (0.35) 
362 Glass Products 285 -1.60 -2.86 -0.93 (2. 31) (0.29) 
369 Non-Metallic 288 -2.00 -1.18 -z. 16 
Mi nera 1 Prod. (0.47) (0. 13) 
371 Iron and Steel 294 -1.42 -2.28 -1 •. 91 (0.45) (0 .. 12) 
372 · Non Ferrous 295 -1.38 -0 .. 67 -2.84 
Metals ( 1.31) (1.38) 
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Table 4.6: Com arison of Estimated Im ort Demand Elasticities with U.S. 
Results cont. 
ISIC Industry ASIC Stern Shiells Estimated 
et al (1976) et al (1986) Elasticities 
381 Metal Products 314-316 -3.59 -0.94 -2. 50 ( o. 61) (O. 27) 
382 Machinery 336 -1.02 -0.88 -l.96 
(O. 74) (O. 22) 
384 Transport 324 -3.28 -1.24 -0.81 
Equipment (2. 30) ( 1. 05) 
385 Scientific 334 -1.08 -0.44 -6.64 
Equipment ( o. 82) ( o. 15) 
389 Other Manuf. 348 -2.06 -2.37 -3. 11 
( 1. 02) (O. 18) 
Notes 
(1) The results of Stern. Francis and Schumacher (1976) are 'best guess' 
estimates compiled from U.S. experience. The estimates by Shiells, 
Deardoff and Stern (1986) are from 16 years data on 122 U.S. 
industries using a demand systems approach and unit value indices for 
import prices. 
(2) No concordance system between !SIC and ASIC is available to the writer 
and hence the comparisons are valid for orders of magnitude purposes 
only. 
(3) No Australian estimates are available at a comparable level of 
disaggregation. Aggregate import price elasticity estimatesfor 
Austra 1 i a are cited in Kohli ( 1983) and Gordon ( 1986). 
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Apart from the absolute magnitudes of the import demand elasticities, 
the other significant feature of the elasticity results is that the import 
elasticities are nevertheless relatively small compared with domestic supply 
and demand elasticities and especially the cross elasticities. Not only are 
the own price elasticities of output supply and materials demand reported in 
Appendix 4.2 generally larger than the import demand elasticities, but 
within the import demand equation import prices are not the most important 
determinant of import flows as often suggested for single equation models of 
import demand (e.g. Gregory and Martin 1976). The elasticities reported in 
Appendix 4.2 show that import flows are generally more responsive to output 
and materials prices than to own prices or labour prices. More generally 
the relative magnitudes. of the import price elasticities indicate that 
industry price policies aimed at reducing import flows (perhaps for balance 
of payments reasons) are more effective (for a given ad valorem tax or 
subsidy) if directed at domestic prices rather than using tariff measures 
which act through import prices. The cross elasticities of import demand 
reported in Appendix 4.2 give a concise summary of the importance of 
domestic price changes in determining import flows. 
The short run import elasticities in Table 4.5 can be further compared 
with long run elasticities of import demand obtained from a lagged dependent 
variable version of the model. The short run elasticities correspond to the 
adjustment in import flows which occurs over one year. The comparable long 
run elasticities are estimated with the same structure of specific and 
mobile factors but they take into account any (infinitely) lagged adjustment 
behaviour. The long run estimates presented in Table 4.5 are of similar 
magnitudes to the short run estimates which gives added confidence that the 
results are relatively free of serial dep~ndence problems. The. lagged 
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dependent variable models in general performed very well, giving 
elasticities of comparable magnitudes and mostly lower standard errors. 
By way of contrast, the disaggregation of imports into competitive and 
noncompetitive groups gave poor results with several wrong signs and 
magnitudes which do not conform with prior reasoning. 
The specification was attempted because several writers, including 
Gregory and Marsden (1979), have put forward the proposition that those 
imports subject to tariffs will compete more closely with Australian 
production and might therefore be expected to exhibit a greater degree of 
price responsiveness due to the presence of close domestic substitutes. 
This view presumes that it is the close substitutes which attract protective 
tariffs under the made to measure tariff setting principles operating in 
Australia. 
The remaining two thirds of Australian imports attract a duty rate of 
less than 2.5 per cent and these imports are inputs into the ·production 
process,. comprising primarily capital equipment and materials to be 
processed in the manufacturing sector. Again it is presumed that these 
imported inputs do not have close substitutes in Australia and so they enter 
duty free either directly or under by-law if there is no domestic production 
of close substitutes. It is then hypothesised that these imports are not 
very price respo.nsive in the short run because they lack close domestic 
substitutes and their import levels are more directly related to domestic 
output levels. 
Thus the Gregory and Marsden (1979) proposition is that disaggregation · 
into duty"""Paid and duty-free imports will increase the measured price 
responsiveness of imports. The essential element of the Gregory and Marsden 
proposition is that the import demand elasticity for competitive imports 
should be larger than the: elasticity fo.r noncompetitive imports. From the 
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results presented in the third and fourth columns of Table 4.5 and if we 
reject the industries with theoretical1y incorrect positive signs, then only' 
four industries (5, 11, 16 and 23) have larger elasticities for competitive 
imports. Of these, the import share is very small for industry 5, while for 
industries 11, 16 and 23 there is no significant difference between the two 
import price parameters using a joint F test. It is therefore concluded 
that competitive imports are not more price responsive than noncompetitive 
imports for 31 of 35 industries and that the remaining 4 industries do not 
adequately support the proposition. 
There are several pieces of supporting evidence for rejecting such an 
import disaggregation. Using conventional statistical and economic 
criteria, the disaggregation is a markedly inferior specification giving 
wrong (positive) signs for elasticities, improbable magnitudes and higher 
standard errors.3 
Another key assumption on which the disaggregation is based is the 
Gregory and Marsden assertion that it is the low tariff activities which are 
less import price responsive and do not have close domestic substitutes. 
Conversely, high tariff industries are assumed to be more import price 
elastic and more substitutable. Neither assumption about the substitution 
structure of Australian manufacturing industries is supported by the present 
data set. 
The elasticity estimates presented in Appendix 4.2 show, firstly, that 
many low tariff industries have relatively large elasticities and, secondly, 
that their import flows are highly responsive to changes in other domestic 
prices, suggesting there are close substitutes in domestic product and 
factor markets. An example is Scientific Equipment (ASIC 334) which has an 
import price elasticity of -6.6, a cross elasticity with output price of 
9.8, an elasticity of -1.2 for labour price and -1.9 for materials price 
162 
while the nominal rate of protection is only 7.2 per cent. In comparison, 
Knitting Mills (ASIC 244) had corresponding elasticities of -0.8, 1.0, -0.5 
and 0.2 with comparatively high nominal and effective rates of protection of 
34.3 and 74.0 per cent. Thus the low protection industry is markedly more 
import price responsive and has many close domestic substitutes while the 
high protection industry is price inelastic with an inflexible technology. 
While there are a few industries which are both highly protected and 
have highly elastic price responses for imports (e.g. textiles, clothing and 
footwear), there are many more industries which have low or zero levels of 
protection together with a high degree of price responsiveness for imports 
and other domestic substitutes. These industries are mainly the raw 
materials intensive industries, such as Other Food Products (ASIC 217), Wood 
Products (ASIC 253), Basic Chemicals (ASIC 275) and Clay Products (ASIC 
286). 
Over the 35 industries, there are only two which obviously conform to 
the Gregory and Marsden classification of low tariff with a low degree of 
price responsiveness. These are Cement Products (ASIC 288) and Non-Ferrous 
Metal Basic Products (ASIC 296) which both have very small levels of 
imports. Clearly the estimates show that low or tariff-free industries can 
have technologies with rather elastic substitution possibilities, even in 
materials intensive industries with low rates of import penetration. 
Imports in these industries can substitute for both output and other inputs 
and vice versa. Hence the assertion that duty free imports are not price 
responsive and lack close substitutes is not supported by the Australian 
data. Indeed, the main pitfall of the Gregory and Marsden proposition is 
that it abstracts the industry substitution possibilities summarised in 
Appendix 4. 2. 
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It is concluded that the proposed disaggregation of imports is not a 
usable specification and does not contribute to a greater degree of measured 
price responsiveness for imports. The import price responsiveness issue 
discussed by Gregory and Marsden (1979) is better resolved by using a system 
of equations for domestic product and factor markets. It is then possible 
to estimate the complete demand system using all the information available. 
rather than estima~ing the import demand equation in isolation and then 
resorting to using ad hoc explanatory variables to correct for omitted 
supply side effects such as in Gregory and Martin (1976). 
4.4.Z Elasticity of Substitution Between Imported and Domestically Produced 
Goods 
The price elasticities of import demand discussed so far are the 
ordinary or Marshallian price elasticities. Such elasticities are useful in 
policy analysis because they include both the substitution and output 
effects of a price change. However it is difficult to make rigorous 
statements about the likely substitution behaviour between pairs of inputs 
(or outputs). Take, for example, the elasticity results in Appendix 4.2 for 
Total Manufacturing. The relevant cross elasticity between imports and 
materials is EMN = -2.397 so that an increase in the price of materials will 
reduce imports. But materials and imports still appear to be substitutes 
since output will fall by relatively more than the fall in imports (EyN = 
-3. 135 and EMM = -2.363). This example emphasises the difficulty in 
detecting substitution and complementarity relationships when output is 
variable since we are in a situation with shifting isoquants. 
Detection of substitution and complementarity relationships requires 
more detailed knowledge of the substitution matrix previously defined in (2-
22).. The Hicks-Allen-Uzawa elasticity of substitution (oij) can be 
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calculated from the ordinary price elasticities (Eij) using the relationship 
Eij = crij Si (2-25) 
where Si is the ith profit share (i=Q,X,L,M,N) and crij is the constant 
output elasticity of substitution. 
The substitution relationship between imports and home goods is crucial 
in estimating the effects of trade policy on output and employment. It is a 
common practice to assume that changes in imports in response to, say, a 
change in tariffs are translated into changes in domestic output of an 
equivalent dollar value. Two examples of influential studies of the effects 
of trade on employment which use this assumption are Baldwin, Mutti and 
Richardson (1980) and Cline, Kawanabe, Kronsjo and Williams (1978). Both 
studies estimate the domestic effects in the US of a significant 
multilateral tariff reduction without taking into account how the degree of 
substitutability between imports and home goods might vary across 
industries. As a consequence there must be some uncertainty about the 
calculation of industry employment effects due to changes in trade policy. 
In view of such policy implications, we now describe the derivation of the 
import substitution elasticities and then present estimates for Australian 
industries. 
The constant output elasticity of substitution between imports and home 
goods is defined as the percentage change in the quantity ratio (M/Y) 
divided by the percentage change in the marginal rate of substitution of M 
for Y: 
o(M/Y) a(dM/dY) 31n(M/Y) 
= 
(M/Y) (dM/dY) aln(dM/dY) 
From the first order conditions of utility maximisation4 subject to a 
linear budget constraint, 
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dM = Py 
dY PM 
Substituting gives the usual definition of elasticity of substitution 
between imports and home goods, 
cln(M/Y) 
= (4-5) 
aln(py/PM) 
When the home good (Y) is a (perfect) complement to imports (M), no 
change occurs in the ratio (M/Y) and cryM is zero. If Y and M are perfect 
substitutes then cryM will approach infinity as pyf PM is changed. 
Traditionally, substitution elasticities have been estimated by 
integrating (4-5) assuming cryM is constant, 
ln (M/Y) = a + cryM ln(py/PM) (4-6) 
where a is a constant. The practice of regressing the ratio of quantities 
(M/Y) on the price ratio (py/pM) means that cryM is necessarily a constant. 
Further, the import demand function (4-6) can be derived from a CES system. 
The import demand equation (4-6) has a long history in import demand 
studies and has been used by Alaouze, Marsden and Zeitsch (1977) to generate 
import substitution elasticities for general equilibrium modelling. Leamer 
and Stern (1970) have reviewed the possible sources of bias in using the CES 
functional form. The major problems are simultaneity and the very severe 
restrictions on substitution possibilities imposed by the CES functional 
form. For example, the algebraic sums of cross direct elasticities must be 
equal and the income and any other price elasticities must also be equal. 
These restrictions are very severe and it is unlikely that they hold 
exactly for most data sets. By comparison the profit function elasticities 
do not have such simultaneity problems and the Translog functional form does 
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not impose as many restrictions on the substitution possibilities (Lopez 
1985). 
To estimate the import substitution elasticity, the Allen elasticity is 
derived from the Translog parameter estimates (Kohli 1978) as follows: 
(4-7) 
SMSY 
Similarly for crKL = EKL/SL and cryl = Eyl/SL· 
Table 4.7 reports estimates of cryM calculated from the Translog 
parameters reported in Appendix 4.1. The import substitution elasticities 
are compared in Table 4.8 with previous Australian results by Dixon et al 
(1982), and with U.S. results by Stern, Francis and Schumacher (1976) and by 
Shiells, Deardorff and Stern (1986). II German results by Lachler (1985) are 
also available but there are few obvious correspondences between the German 
classification system and the ASIC system. 
The market structure assumptions used here are broadly compatible with 
ORAN!. Capital is in perfectly inelastic supply, labour is mobile and wages 
and import prices are exogenously determined for each industry. Our model 
assumes perfectly elastic demand for industry output and materials 
purchases, but we have corrected for any simultaneity in the elasticity 
estimates for industries where output demand is not perfectly elastic. 
The estimates of import substitution elasticities for 35 Australian 
manufacturing industries show substantial divergences from the ORAN! 
parameter values and from the econometric estimates of Alaouze, Marsden and 
Zeitsch (1977). The divergences arise for four main reasons. Firstly, the 
Translog form of the profit function allows much less restrictive 
substitution possib-iTit-ie-s--(lopez 1985) than the CES functional fornr used by 
ORAN!. Secondly, import demand is estimated as an integral part of the 
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Table 4.7 Estimates of Elasticity of Substitution Between Imported and 
Domestically Produced Goods. 
Industry Name (ASIC) Estimated Value 
1. Other Manufacturing (348) 
2. Fruit and Vegetable Products (213) 
3. Margarine (214) 
4. Flour and Cereal Products (215) 
5. Bread, Cakes and Biscuits (216) 
6. Other Food Products (217) 
7. Beverages and Malt (218) 
8. Tobacco Products (219) 
9. Textile Fibres (234) 
Other Textile Products (235) 
10. Knitting Mills (244) 
11. Clothing (245) 
12. Footwear (246) 
13. Wood Products (253) 
14. Furniture (254) 
15. Paper Products (263) 
16. Printing (264) 
17. Basic Chemicals (275) 
18. Other Chemical Products (276) 
19. Glass (286) 
20. Clay Products (286) 
21. Cement Products (287) 
22. Other Mineral Products (288) 
23. Basic Iron and Steel (294) 
24. Basic Non-Ferrous Metals (295) 
25. Non-Ferrous Metal Products (296) 
26. Petroleum Refining (277) 
27. MotorVehicles (323) 
28. Transport Equipment (324) 
29. Scientific Equipment (334) 
30. Electrical Appliances (335) 
31. Metal Industries 
Structural Metal Products (314) 
Sheet Metal Products (315) 
Other Fabricated Metal Products (316) 
Industrial Machinery (336) 
32. Leather Products (345) 
33. Rubber Products (346) 
34. Plastic Products (347) 
35. Total Manufacturing (3) 
Notes: 
0.877 
0.522 
1.042 
0.922 
0.555 
0.858 
1. 637 
1.227 
1.038 
1.029 
0.478 
1. 318 
1 .. 091 
1.306 
o. 786 
1.275 
0.838 
1.026 
1.342 
0,.,899 
1.165 
1.709 
1 .. 333 
0.915 
0.735 
1. 019 
1.156 
0.962 
0.634 
0.907 
0.820 
0.860 
0.397 
0.975 
1.509 
1. 347 
1.026 
1.000 
0.629 
1.122 
Standard Error 
0.055 
0.070 
0.027 
o. 103 
0.203 
o. 176 
o. 113 
o. 115 
0.029 
0.048 
0.242 
0.045 
0.046 
0 .. 109 
0.211 
0.069 
0.063 
o. 081 
0.093 
011c099 
o. 173 
0.333 
0.096 
0.021 
o. 061 
0.036 
0.021 
0.048 
0 .. 153 
0.024 
o. 051 
0.074 
2.962 
o. 161 
o .. 161 
0.171 
0.080 
0.061 
0.087 
0.114 
(1) All the estimates are Allen elasticities of substitution defined as 
the percentage change in the quantity ratio (Y/M) divided by the 
percentage change in the price ratio (py/PM). 
(2) A 11 elasticities are report at 1974/75 values together with their 
standard errors. 
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Table 4.8: Comparison of Estimated Import Substitution Elasticities with 
· ORAN! Values and US Results 
ISIC Industry ASIC Dixon Stern Shiells Estimated 
et al· et al et al Elasticities 
(1982) (1976) (1986) 
311-312 Food Products 217 o. 5 1.13 o. 31 0.86 
(3. 20) (O. 18) 
313 Beverages 218 2. 1 1.13 o. 46 1. 64 
(0.24) (0. 11) 
314 Tobacco 219 2.0 1. 13 -16. 19 1. 23 (8.25) ( o. 11) 
321 Textiles 235 2.4 1.15 2 .. 58 1. 03 
( 1. 98) ( o. 011) 
322 Clothing 245 3.4 4.27 1. 62 1 .. 32 
(2. 75) (O. 04) 
323 Leather Products 345 2. 0 1.81 4. 11 1 .. 03 
( 5. 11) (O. 08) 
324 Footwear 246 6.8 2.83 3.15 1 .. 09 (12. 76) (0.05) 
331 Wood Products 253 2. 0 1. 76 0.26 1 .. 31 
(11 .. 06) (0.11) 
332 Furniture 254 1.9 3 .. 10 12 •. 13 o. 79 
(2. 58) (O. 21) 
341 Paper Products 263 1.1 1.58 1.80 1 .. 27 ( 1. 66) (0.07) 
342 Printing 264 2.0 3 •. 01 2. 72 0.84 ( 4. 09) (0 .. 06) 
351 Basic Chemicals 275 1. 7 2. 61 9.85 1. 03 (2. 78) (O. 08) 
352 Other Chemicals 276 2. 0 2. 61 6.08 1. 34 ( 5. 20) (0. 09) 
353 Petroleum Refining 277 2. 36 -0.34 1. 16 (7.44) ( o. 02) 
354 Petroleum and 277 0.34 2.36 7.12 1.16 
Coal Products (7.12) (0 .. 02) 
355 Rubber Products 346 1.3 5,._ 71 2.67 1.00 (1 .. 63) ( 0.06) 
356 Plastics 347 1 .. 3 1.98 8.58 0.63 ( 6. 21) (0. 09) 
361 Pottery, China 286 1. 4 2.78 2.11 1.16 (O. 93) (0.17) 
362 Glass Products 285 1. 4 1. 63 4.29 0.89 ( 5. 61) (0.10) 
369 N-M Mineral Prod. 288 1.3 2. 78 1.95 1.33 (3.84) (0.10) 
371 Iron and Steel 294 o. 5 1.45 3.05 0.91 (1. 95) (0.02) 
372 Non Ferrous Metals 295 0.5 1. 43 0 .. 81 o. 73 (1.97) (0.06) 
381 Metal Products 314-316 2. 0 3 •. 67 1. 54 0 .. 86 (2. 50) (0 •. 07) 
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Table 4.8: Comparison of Estimated Import Substitution Elasticities with 
ORAN! Values and US Results (cont.) 
!SIC Industry ASIC Dixon Stern Shiel ls Estimated 
et al et al et al Elasticities 
(1982) (1976) (1986) 
382 Machinery 336 o. 5 1. 02 3. 34 1. 35 
( 2. 63) (O. 17) 
384 Transport 324 o. 5 3.59 2. 01 0.63 
Equipment ( 6. 38) (0. 15) 
385 Scientific 334 0.5 1. 98 0.45 o. 91 
Equipment ( 2. 77) (0.02) 
389 Other Manuf. 348 1. 2 1. 98 3. 55 0.88 
(3. 42) (0.05) 
Notes: 
(1) Standard errors are in parentheses. 
( 2) The ORAN I import parameters va 1 ues are from Dixon, Parmenter, Sutton 
and Vincent (1982). The two US studies are those described in Table 
4.6. 
(3) No concordance system is available to link the !SIC, ASIC and IO 
classifications and so the comparisons only reflect orders of 
magnitude. 
" (4) Estimates by Lachler (1985) for West Germany are not reported here 
since the domestic classifications used have few obvious 
CQrrespondences. Generally, the orders of magnitude reported by 
Lachler support the estimated elasticities. 
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production sector which allows interrelated responses in product and factor 
markets. By treating final goods imports as a special case of the more 
general class of imported intermediates, a wider range of possible import 
substitution behaviour is allowed for and additional price and quantity 
effects of an import price change are incorporated in the interactions with 
domestic product and factor markets. Thirdly, the data used are of 
substantially better quality than the Marsden and Milkovits (1977) data used 
in the ORANI estimates. The present data cover a much longer time period, 
use more accurate data sources and do not contain the index number 
construction problems present in the Marsden and Milkovits (1977) data, 
which appear subject to substantial biases in the import quantity indexes. 
Finally, there are considerable stability and significance problems with the 
ORANI results discovered by Ng (1983) and these are addressed in the present 
model. 
In addition to these specific differences, there are more general 
reasons for differences in the elasticities because of the differences in 
the underlying structural models of import demand (Kohli 1982). As noted in 
the previous Section, the shift from single equation to systems estimation 
of import demand would lead us to expect somewhat higher substitution 
elasticities. 5 Since our systems estimates are gener"ally lower than ORANI 
par"ameter" values (see Table 4.9), it is concluded that many ORANI import 
parameter values have been overstated and some of them badly so. 
It is concluded that the estimates suggest considerable scope for the 
revision of the ORANI import parameter file values. In future research, 
estimates of the import parameters using the IO classification system could 
also be obtained from the trade expenditur-e functions used in this study. 
The policy significance of these alternative import substitution 
elasticity estimates is due to the sensitivity of ORANI solution$ to the 
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Table 4.9: A Revised Import Parameter File for ORAN! 
Industry Category (IO) ORAN! Value Estimated Parameter 
20. Fruit, Vegetable Products 1. 1 0.52 
21. Margarine 1. 7 1. 04 
22. Flour, Cereals 2. 1 0.92 
23. Bread, Cakes 2. 1 0.55 
24. Confectionery 2. 0 0.86 
25. Food Products o. 5 0.86 
26. Soft Drinks 2. 0 1. 64 
27. Beer 2. 1 1. 64 
28. Alcoholic Drinks 2. 1 1. 64 
29. Tobacco Products 2. 0 1. 23 
30. Prepared Fibres o. 5 1. 04 
31. Yarn 2. 4 1. 04 
32. Cotton 2. 4 1. 04 
33. Wool o. 5 1. 04 
34. Textile Finishing 2.0 1. 03 
35. Textile Floor Covers 2.0 1.03 
36. Textile Products 2.4 1. 03 
37. Knitting Mills 2. 9 0.48 
38. Clothing 3.4 1. 32 
39. Footwear 6. 8 1. 09 
40. Sawmill Products 2.0 1. 31 
41. Plywood 2. 0 1. 31 
42. Joinery 2. 0 1. 31 
43. Furniture 1. 9 0.79 
44. Pulp, Paper 1. 1 1. 27 
45. Fibreboard 1. l 1. 27 
46. Paper Products 1. 1 1. 27 
47. Newspapers 2.0 0.84 
48. Printing 2. 0 0.84 
49. Ferti 1 isers 1. 4 1.03 
so. Industrial Chemicals 1.7 1. 03 
51. Paints 2.0 1.34 
52. Pharmaceuticals 2. 0 1. 34 
53. Soap, Detergents 1. 2 1. 34 
54. Cosmetics 2.0 l. 34 
55. Chemical Products 2. 0 1. 34 
56. Oil, Coal Products o. 34 1. 16 
57. Glass 1. 4 0.90 
58. Clay Products 1. 4 1. 16 
59. Cement 0.8 1. 71 
60. Ready-mix Concrete 1. 3 1. 71 
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Table 4.9: A Revised Import Parameter File for Orani (cont.) 
Industry Category (IO) ORANI Value Estimated Parameter 
61. Concrete Products 1. 3 1. 71 
62. Non-Metallic Mineral Products 1. 3 1.02 
63. Basic Iron, Steel o. 5 o. 91 
64. Other Basic Metals o. 5 0.73 
65. Structural Metal 1. 5 0.40 
66. Sheet Metal Products 1. 5 0.97 
67. Metal Prod. nee 2. 0 1. 51 
68. Motor Vehicles 5. 0 0.96 
69. Ship Building 0.5 0.63 
70. Locomotives o. 5 0.63 
71. Aircraft Building o. 5 o. 63 
72. Scientific Equipment o. 5 o. 91 
73. Electronic Equipment 2. 0 o. 91 
74. Household Appliances 2. 1 0.82 
75. Electrical Machinery 1. 3 1. 35 
76. Agricultural Machinery o. 5 1. 35. 
77. Construction Equipment o. 5 1.35 
78. Other Machinery o. 5 1. 35 
79. Leather Products 2.0 1.03 
80. Rubber Products 1.3 1.00 
81. Plastic Products 1. 3 0.63 
Notes: 
(1) 
(2) 
(3) 
The alternative import parameter set is estimated without the benefit 
of an ASIC to IO concordance system. Converting to the IO 
classification would not significantly alter the order of magnitude of 
the alternative data set. 
Since several IO groups may correspond to one ASIC group, it may be 
desirable to repeat the estimation on an IO basis. This is left for 
further research. 
The alternative import parameter file is most applicable to the short 
run version of ORANI discussed by Pagan and Shannon (1985). 
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particular parameter values used to calibrate different versions of the 
ORANI model and in particular the sensitivity to non-uniform changes in the 
parameter set. Pagan and Shannon (1985) have illustrated the sensitivity of 
ORAN! predicti~ns with respect to uniform parameter value changes using a 
simple elasticity concept. They conclude from their sensitivity elasticity 
results that output growth in response to a tariff increase expands 
substantially as the values of import substitution parameters increase. 
Hence the estimates in Table 4.9 have the capacity to substantially alter 
the magnitude of ORAN! responses to trade policy changes. 
Nevertheless experiments such as a 33 per cent increase in all import 
parameter values conducted by Pagan and Shannon (1985) do not contribute 
greatly to our understanding of how ORAN! solution values are affected by a 
non-uniform pattern of parameter changes. The alternative parameter set in 
Table 4.9 would contain more reductions than increases in parameter values. 
For example, Clothing(A&IC 1245) would be reduced from 3.4 to 1.321 Footwear 
(ASIC 246) from 6.8 to 1.09 and Motor Vehicles (ASIC 323) from 5.0 to 0.96. 
Some industries with parameter values arbitrarily set at O. 5 would have 
their parameters increased. Stael (ASIC 294) would increase from 0.5 to 
0.92, Scientific Equipment-(ASIC 334) front 0.5 to 0.91 and Cement Products 
(ASIC 287) fr'om l. 3 to 1. 71. 
Such non-uniform changes to the parameter set may have implications 
for the well known ORAN! conclusion that tariff increases can actually 
reduce aggregate employment. Policy conclusions about, say, a tariff cut 
may change substantially with such a downward revision of parameter values 
and may alter some of th& well known 'counterintuitive' results which have 
become regarded as an ORAN! 'characteristic'. Further research is required 
to detennine the sensitivity of ORAN! solutions. to the alternative p.arameter 
set. For example, the conclusion that tariff increases reduce aggregate 
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employment could be verified by comparing the sensitivity experiments of 
Pagan and Shannon (1985) with the alternative parameter set in Table 4.9 anq 
alternative specifications of the ORAN! model. 
Using current versions of ORAN! to make predictions about the likely 
effects of a tariff cut, would appear to be subject to two important 
caveats. Firstly, ORAN! predicts short run (aggregate) employment increases 
in response to a tariff cut, whereas standard trade models predict short run 
reductions in output and employment for protected industries. Hence there 
is a need to empirically verify this ORAN! 'characteristic'. Secondly, the 
substantial downward revision of the import parameters (particularly for 
Textiles, Clothing, Footwear and Motor Vehicles) would mean that ORANI 
predictions about import flows and the consequent intraindustry output and 
·employment effects are liable to be highly misleading. Most importantly, 
the nonuniform parameter changes mean that the pattern of effects across 
industries predicted by ORAN! will also be highly misleading. To more 
adequately handle the industry by industry impacts of a tariff cut (as 
opposed to the economy-wide effects) requires similar elasticities to those 
presented in Appendix 4.2. 
Another area for further research would be to extend the trade 
expenditure model to include the export supply function and so calculate 
alternative ORAN! export demand parameters. The main limitation is the 
availability of suitably disaggregated export price data but, with adequate 
resources, it is quite possible to construct export-weighted, effective 
exchange rate indices. 
Finally, a more challenging topic for further research would be to 
integrate one or more of the industry models as a submodel in ORAN! which 
would enable the inclusion of intraindustry effects within an overall 
interindustry framework. Clements and Smith (1983) have demonstrated how a 
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standard demand equation system for beer, wine and spirits can be 
incorporated in a block recursive manner into the main ORAN! model. The 
Clements and Smith approach allows a more disaggregated and more flexible 
treatment of substitution possibilities in the demand for beer, wine and 
spirits which then makes possible more detailed intraindustry analysis of 
such policy issues as the differential rates of sales tax on alcoholic 
beverages. 
Clearly the demand side approach used in ORANI-WINE is not directly 
applicable to our production sector model~ However the modelling approach 
of specifying more disaggregated groupings within an existing IO 
classification to form block. independent groups is equally applicable on the 
prodt.JCtion side where the product and factor markets within an industry then 
interact in the indirect trade utility function in much the same way as 
Clements and Smith (1983) specify the consumers utility function for beer, 
wine and spirits~ 
The advantages of linking ORAN! and individual industry models would 
be considerable. There would be improvements in the precision of within 
industry forecasts and the approach would put more emphasis on the within 
industry effects of proposed industry policy chang.es. This would make 
economy-wide results more appealing to industry policy makers through more 
disaggregated analysis of resource allocation changes within particular 
industries of policy interest~ 
4.4.3 Elasticity of Substitution Between Capital and Labour 
The possibilities for capital-labour substitution in Australian 
manufacturing are an important consideration in industry policies aimed at 
generating employment through the growth of manufacturing ~ndustries. High 
levels of unemployment (or the failure to create enough manufacturing jobs) 
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may exist because the elasticity of substitution between labour and capital 
is close to zero in Australia's traditional manufacturing industries such as 
the raw materials processing and export industries. Policy initiatives, 
including tariff protection, intended to overcome declines in manufacturing 
employment are based on the premise that some industries have much higher 
employment absorption capacities with implied substitution elasticities 
often much greater than one. The existence of high values of the elasticity 
of substitution can help improve the rate of growth of output since the more 
abundant or the faster growing factor of production can be substituted for 
the scarce or the slow growing factor. Industry policies aimed at 
employment growth might then use price incentives to promote specific 
patterns of capital-labour substitution and hence improve the rate of output 
and employment growth. 
The results presented in Table 4~ 10 show generally high 
substitutability of capital and labour in Australian manufacturing 
industries. Berndt (1976) has noted that there is substantial disagreement 
over econometric estimates of the value of the elasticity of substitution. 
A feature of capital-labour substitution elasticity estimates is that they 
are extremely sensitive to differences in data measurement and variable 
construction.. Unlike some other studies, our estimates are not subject to 
limitations due to simultaneity and functional form. Our results generally 
correspond with cross-sectional studies which report estimates close to 
unity (Berndt 1976) •. The estimates in Table 4.10 have several distinctive 
features which need to be accounted for when reconciling them with other 
(aggregate) estimates. 
Firstly, the capital-labour substitution elasticities are estimated 
from a ·1ery different structural model to the single equation approach often 
used (Berndt 1976). Secondly, capital stocks are predetermined in our model 
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Table 4. 10 Estimates of the Elasticity of Substitution Between Capital and 
Labour. 
Industry Name (ASIC) Estimated Value Standard Error 
1. Other Manufacturing (348) 1. 140 0.039 
2. Fruit and Vegetable Products (213) 1.034 0.054 
3. Margarine (214) 0.819 0.183 
4. Flour and Cereal Products (215) 1.036 0.094 
5. Breads, Cakes and Biscuits (216) 1 •. 009 0.039 
6. Other Food Products (217) 0.971 0.031 
7. Beverages and Malt (218) 1.197 o. 018 
. 8. Tobacco Products (219) 1.379 o. 107 
9. Textiles (234, 235) 1.119 0.009 
10. Knitting Mills (244) 1. 455 0.118 
11. Clothing (245) 1.297 0.025 
12. Footwear (246) 0.959 0.054 
13. Wood Products. (253) 1. 413 0.124 
14. Furniture (254) 1.642 o. 160 
15. Paper Products (263) 1 .. 167 0.023 
16. Printing (264) 1.182 0.035 
17. Basic Chemicals (275) 1.595 0.027 
18. Other Chemical Products (276) 1.849 o. 154 
19. Glass (285) 1.076 0.017 
20. Clay Products (286) 1.092 0.059 
21. Cement Products (287) 1.349 o •. 043 
22. Other Mineral Products (288) 1.152 0.094 
23. Basic Iron and Steel (294) 0.883 0.027 
24. Basic Non-Ferrous Metals (295) 1. 157 0.033 
25. Non-Ferrous Metal Products (296) 1. 012 0.017 
26. Petroleum Refining (277) l.153 0.048 
27. Motor Vehicles (323) 1.236 0.034 
28. Transport Equipment (324) 1. 080 0.032 
29. Scientific Equipment (334) 1. 172 0.025 
30. Electrical Appliances (335) 1.288 0.025 
31 .. Metal Industries 1. 923 0.200 
32. Leather Products (345) 1.117 0.036 
33. Rubber Products (346) 1.098 0.014 
34. Plastic Products (347) 1. 121 0.025 
35. Total Manufacturing (3) 1.190 0 .. 017 
Notes: 
(1) A 11 estimates are Allen elasticities of substitution. 
(2) All elasticities are reported at 1974/75 values along with their 
standard errors. 
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whereas some studies assume mobile capital. Our estimates therefore 
incorporate relevant market imperfections such as immobile capital stocks. 
Thirdly, the present estimates are at a highly disaggregated level compared 
with previous estimates. Fourthly, two types of capital are specified, and 
so the estimates relate to plant and equipment only and not to total capital 
stocks. Prior reasoning suggests that plant and equipment are more easily 
substituted for labour than buildings and structures and so our estimates 
probably better reflect the substitution possibilities for marginal units of 
capital. 
There are several policy implications from the results presented in 
Table 4. 10.. We can reject employment growth arguments based on assumptions 
of either very low or very high substitutability of labour for capital. 
There are no industries which have markedly higher elasticities and 
therefore higher employment absorption capacities than other industries. 
Hence price incentives aimed at employment generation in specific industries 
(particularly those producing elaborately transformed manufactures) are not 
justified by differences in employment absorption capacity. Even the most 
capital intensive minerals processing industries have substitution 
elasticities greater than unity and so these industries are equally likely 
sources of employment growth. 
Another use for the elasticities might be to upgrade the ORANI 
parameters for capital-labour substitution which assume a default value of 
0.5 for all industries (Dixon et al 1982, p189).. The short run estimates 
presented in Table 4. 10 would provide a useful first step in upgrading the 
substitution parameters between capital and labour used in ORANI. 
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4.4.4 Elasticities of 'Policy Choice' 
The elasticities presented in Appendix 4.2 are termed elasticities of 
policy choice to emphasise the cross-elasticities between endogenous and 
exogenous vari ab 1 es of policy interest. and to di ff erenti ate them from 
import price elasticities and import substitution elasticities. The 
derivation of the elasticities of policy choice is outlined in Section ~3 
and a more comprehensive exposition is given by Diewert (1974, p144-145). 
The elasticities of policy choice are of interest for several reasons: 
(1) The elasticities concisely summarise the comparative statics 
properties of industries as they respond to changes in domestic and 
world prices and to changes in specific factor endowments. The 
elasticities are useful for industry policy analysis because they help 
to quantify the degree of flexibility exhibited by different 
industries as they respond to both the intentional price policy 
changes and the unexpected price shocks. 
(2) The relative magnitudes of elasticities across industries enter 
critically into the determination of the effects of varying relative 
prices and specific factor endowments on the pattern of industry trade 
and output (Kreuger 1977). 
(3) The elasticities also have important implications for the distribution 
of factor income (Burgess 1976) .. 
(4) The elasticity magnitudes have implications for the stability or 
instability of certain growth paths implied by formal models (Kohli 
1981). 
(5) The matrix of elasticities for each industry shows the extent to which 
factor employment levels (particularly labour) can be altered by 
changes in both traded and nontraded goods prices. The elasticities 
provide a basis for comparison of the factor employment impacts of 
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alternative microeconomic policy reform measures aimed at removing 
domestic and foreign price distortions. 
(6) The results highlight differences in substitution relationships 
between the 35 industries and lead to questions about the reliability 
of industry policy results from linear planning models which allow 
substitution between industries but not within industries. In 
general, the results question the use of the fixed coefficients 
assumption in industry policy. 
Thus the elasticities of policy choice are important because they 
allow inferences and generalisations about economic phenomena outside the 
particular model and data set used in the present study. Nevertheless the 
results are also a powerful tool for understanding particular aspects of the 
individua 1 industries being stu.died. Speci fie industry pol icy issues in the 
Australian manufacturing sector are further discussed in Chapter 5, but 
first we illustrate how the set of elasticities for- each industry might be 
interpreted. 
The concept of presenting a complete matrix of price elasticities is 
rather new in industry policy analysis and so a more detailed explanation of 
their interpretation is required .. 
Policy choice elasticities summarise the comparative statics 
properties of an industry model with specific factors present. Hence both 
relative prices and specific factor endowments determine output supply and 
factor demand so that three types of elasticity can be identified. Firstly, 
there are the elasticities of transformation between mobile factors (and 
industry output) similar to the price elasticities generated in the 
traditional 2 x 2 model with all factors mobile.. Secondly, there are the 
elasticities of complementarity between the specific factors relating 
changes in fixed factor rewards to changes in fixed factor quantities. 
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Finally, there are the cross-elasticities between mobile and fixed factors 
known as elasticities of intensity which relate changes on output supply and· 
factor employment to changes in the fixed factor quantities and, conversely, 
between fixed factor rewards and prices of output and variable inputs. Thus 
the elasticity estimates presented in Appendix 4.2 summarise a complete 
system of comparative statics effects for each industry. 
An important feature of the elasticities of policy choice is that the 
relative magnitudes indicate how changes in taxes and subsidies with 
comparable ad valorem rates can be compared for their effects on the 
endogenous variables (outputs, imports, employment, materials usage, and the 
shadow price of capital) .. For example,. the effects of a 10 per cent payroll 
tax on labour can be compared with a 10 per cent sales tax on materials 
inputs since the size of the respective policy choice elasticities will 
indicate directly the size of effects on output and employment. 
Provided it is possible to reduce the price policy changes of interest 
to a common basis as percentage changes in one of the exogenous prices, then 
it is always possible to use the elasticities directly to compare the 
effects of, say, tariffs and wages policy on the endogenous variables of 
policy interest. For nonuniform relative price changes, additional 
calculations using the policy choice elasticities will be needed. 
Thus the elasticities of policy choice provide a simple measurement 
basis for comparing the efficacy of industry price policies, although the 
comparisons are restricted to uniform percentage changes in the exogenous 
price variables. More complex price policy changes require more detailed 
evaluation of the endogenous variable changes using the elasticities. Such 
comparisons of industry price policies are concerned with the effectiveness 
with which they achieve changes in imports, output and employment and does 
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not imply that the we 11 known production and consumption costs of price 
interventions are similarly distributed. 
The significant price responsiveness observed in most of the 35 
Australian manufacturing industries reported in Appendix 4.2 emphasises the 
important role in Australian industry policy of measures which act through 
relative prices. Moreover the results show often substantial variations in 
the efficacy of price policy instruments between industries. An example of 
this is the large difference in magnitude of the price elasticities for 
Textiles (Industry 9) and Knitting Mills (Industry 10). A priori there is 
no reason to suggest a greater or lesser degree of flexibility between the 
two industries in responding to relative price changes. Both are moderately 
capital intensive and highly protected by Australian standards, but 
nevertheless they react entirely differently to external price shocks and to 
industry policy changes. 
A better insight into the price responsiveness of individual 
industries can be gained by comparison of the elasticity magnitudes across a 
single demand function. Take the case of import demand for Textiles and for 
Knitting Mills. Textiles has a higher own price elasticity (-4.773 compared 
with -0.795) indicating substantial differences in the extent that these two 
industries respond to tariff and exchange rate changes. Moreover, Textiles 
has much larger cross-elasticities of import delfland. Output price exerts a 
substantially larger effect on import flows than does import price. Thus a 
one per cent rise in output price causes a 10.8 per cent rise in the 
quantity of imports whereas an equivalent one per cent fall in the price of 
imports causes only a 4.8 p·er cent rise in import quantities.. Conversely a 
unit reduction in, say, sales tax on domestic output will give more than 
twice the drop in import volumes than a unit reduction in trade taxes such 
as tariffs. 
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An increase in domestic materials prices will have a similar effect on 
reducing import flows as an import price increase (the relevant elasticities 
are -4.384 and -4.773). Since output is variable with these elasticities, 
it is still possible for imports and domestic materials to substitute for 
one another and this is the most likely case since the elasticity of output 
supply with respect to materials price is -4.453. Thus an increase in the 
materials price causes a sharp drop in domestic output which feeds through 
to lower import demand and a net reduction in import flows even though 
material prices have increased, probably causing imports to substitute for 
materials. The converse happens with Knitting Mills where the materials 
price to import quantity elasticity is 0.246 compared with -4.384 for 
Textiles. In the Knitting Mills case a materials price increase causes a 
much smaller drop in domestic output and there is a net increase in imports. 
For both industries the magnitude of the cross-elasticity between 
labour price and imports is lower than the other elasticities indicating 
that wages are the least influential exogenous variable affecting the 
response of imports. Of course both the magnitude of the wage change and 
the magnitude of the elasticity are relevant in determining the net 
employment response. To simplify the exposition, policy analysis is here 
confined to comparisons of uniform exogenous price changes so that only the 
elasticity magnitudes matter. 
The result that import prices and wages are less influential on import 
flows than output or materials prices carries through to nearly all of the 
35 industries and provides an important insight into the determination of 
import flows. The estimated import price elasticities, while they are large 
compared with previous aggregate estimates, are nevertheless much smaller 
than other domestic price elasticities which are relevant. Microeconomic 
reform measures aimed at reducing import flows would be more effective (for 
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taxes and subsidies with comparable ad valorem rates) if directed at 
domestic taxes and subsidies which act on domestic output and materials 
prices rather than on tariff policy or wages policy. In this sense it is 
the supply side effects of output and materials prices in the import demand 
function which are often overlooked in industry policy debates in favour of 
protection and wages policies. 
A symmetric argument exists in respect of the labour demand function. 
Using the same examples of Textiles and Knitting Mills, the own price 
elasticity of labour demand is lower than corresponding elasticities for 
output, import and materials prices, indicating that employment generating 
policies need to consider industry policies other than wages policy since a 
unit price change for output, imports or materials will have larger 
employment effects than a unit change in labour price. Output prices give 
the largest employment effects followed by materials prices while imports 
and labour prices are the least important. For nearly all the 35 industries 
studied, protection policy and wages policy have the smallest employment 
effects while policies which act directly on output and materials prices 
have substantially larger employment effects. 
The opposite conclusion may be drawn for output supply elasticities 
where output price has by far the largest impact on output supply while the 
prices of imports.,. materials and labour have much lesser effects on output. 
Therefore industry policies aimed at raising output levels need to focus on 
taxes and subsidies which directly influence output price while protection 
and wages policies are much less important in terms of their effects on 
output supply. 
So far we have not said anything about the impact of stocks of 
specific capital on import demand, labour demand and output supply. As 
noted earlier, a major point of di~ergence from traditional relative price 
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models of import demand is the inclusion of specific factor endowments in 
the output supply and factor demand equations. The interpretation of the 
elasticity of import flows with respect to changes in capital stocks is 
straightforward. For example, fn Textiles the elasticities are 0.682 and 
0.318 indicating that a one per cent increase in stocks of plant and 
equipment gives more than twice the increase in import flow than does a one 
per cent increase in stocks of buildings and structures. Overall the 
response of import flows is relatively inelastic as a one per cent change in 
either specific factor gives a less than one per cent change in imports. Of 
course output effects are also important in interpreting Marshallian 
elasticities. Plant and equipment stocks may in fact substitute for 
imports, but the increase in domestic output due to the expanded capital 
stock also expands import demand resulting in a net increase in imports. 
Specific capital plays a similar role in the demand for labour by the 
Textiles industry. The elasticities of 1.109 and -0.109 respectively 
indicate that increases in plant and equipment stocks give rise to an 
elastic response in employment levels whereas increases in buildings and 
structures can actually reduce employment levels. In this latter case, the 
productivity increasing effects of new buildings and structures might expand 
output so much that net emp 1 oyment actua 11 y fa 11 s. 
An example of the very interesting specific factor endowment effects 
which can occur is given by Motor Vehicles (Industry 27). The elasticity of 
import flows with respect to the two types of capital are -1.847 and 2.847 
respectively. The introduction of additional plant and equipment to the 
local car industry gives rise to significant reductions in imports, due in 
part to a reduction in gross output. On the other hand, an expansion of 
buildings and structures, implying new assembly lines and increased size 
economies, results in an even larger expansion in imports, perhaps 
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reflecting the increased imports allowed as the domestic output expands. 
Clearly import flows in the car industry are quite elastic with respect to 
changes in stocks of sector specific capital. 
The direction of these effects is reversed in the labour demand 
function for the car industry. Here the relevant elasticities are 1.760 and 
-0.760 indicating that the additional plant and equipment will expand 
employment while extra buildings and structures will reduce employment 
because the increase in output and productivity from new factories results 
in a net reduction in the labour force. Finally, the two types of capital 
show similar effects on demand for domestic materials as for labour demand. 
It is concluded that for the Motor Vehicles industry the demand for 
labour and domestic intermediates is quite elastic with respect to changes 
in plant and equipment stocks, possibly reflecting an increase in domestic 
component manufacture without a major shift in overall levels of gross 
output. On the other hand an increase in buildings and structures 
r-epresents fundamental changes in manufacturing methods resulting in 
increased output and a net reduction in employment and materials used 
combined with a large increase in imports. Similar results and conclusions 
apply to Other Transport Equipment (Industry 28). 
The elasticity results from the inverse demand equations for the two 
specific factors further highlight the role of domestic product and factor 
markets in the utilisation of sector specific capital. The own elasticities 
are generally much smaller than the cross elasticities, indicating that the 
shadow price of specific capital is relatively unresponsive to changes in 
capital stocks and the demand for capital curve is nearly horizontal. 
However, the shadow price of capital is generally much more responsive to 
prices of output. imports, labour and materials. In particular output and 
materials prices are major determinants of capacity utilisation and the 
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productivity of specific capital, as summarised in the imputed rental price 
of specific capital. An interesting feature of the results is that relative 
prices in industry product and factor markets explain nearly all the 
variations in the rental rates of capital. Relative prices explain most of 
the variations in the shadow price of capital with R2 values mostly greater 
than 0.9 and many greater than 0.98. A corollary of the above reasoning is 
that the rental price of capital (and possibly levels of capital investment) 
is much more responsive to price policy measures which do not act directly 
on capital stocks (e.g. investment allowances) but instead act indirectly 
through relative prices, particularly output and materials prices. 
The capital equations do show some evidence of functional 
misspecification and so the estimated elasticities need careful 
interpretation. The RESET test detects statistically significant 
misspecification in the capital equations of 12 out of 35 industries. This 
is probably due to the static specification of the capital equation when the 
data require a dynamic specification which incorporates capital investment 
behaviour of the type described in Appendix 3._2. The quality of the capital 
stock data would also contribute to the misspecification. These 
considerations need not place limitations on the interpretation of the other 
output supply and factor demand equations which have entirely separate 
adding up and homogeneity restrictions. 
Finally, the occurrence of some positive signs for the own 
elasticities in the capital equations is noted. The necessary conditions 
(Diewert 1974, p145) require the Allen elasticity to be negative, however 
the ordinary price elasticity may be positive or negative when the absolute 
magnitudes are so small. The size of any errors introduced by assuming zero 
own elasticities are probably very small and, for the purposes of policy 
interpretation. the shadow price of capital is insensitive to changes in 
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capital stock. Dropping the two capital equations would not affect the 
parameter values for output supply and factor demand, but there would be 
some loss in the efficiency of the estimation. 
In conclusion the estimates of policy choice elasticities for 35 
manufacturing industries demonstrate the importance of relative prices and 
specific factor endowments in the determination of import flows, employment 
levels, output supply and materials demand. The elasticity results provide 
a concise and transparent description of how domestic product and factor 
market conditions affect the ability of individual industries to respond to 
changes in import competition due to either external shocks or to altered 
trade policy incentives. The major departure from traditional approaches to 
import demand is that the net result on imports, output and employment of a 
change in trade policy is a function of product supply and factor demand 
conditions within the industry, as measured by the elasticities of policy 
choice. 
Since each industry has different product and factor substitution 
characteristics, changes in industry policy which alter domestic prices have 
widely differing impacts between industries for any given set of trade taxes 
and subsidies. Thus the present protection structure of manufacturing, even 
if it is not changed, will result in widely differing magnitudes of 
responses to industry policy changes due to the different substitution 
structures between industries. Thus the product and factor market 
characteristics (as summarised in the elasticities of policy choice) can 
interact via the trade expenditure function to alter the profit maximising 
output mix and factor proportion which results from a particular set of 
price incentives for traded and nontraded goods. 
The scope for substitution between factors of production (including 
imports) is crucial in determining to what degree factor proportions are 
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altered by relative price changes. Some industries (such as Textiles, 
Clothing and Footwear) can substitute extensively between imports, labour 
and materials. These industries can withstand large relative price changes 
without major changes in the factor proportions used in production, even 
though output and employment may have fallen. 
More generally, the comparatively larger price elasticity estimates 
reported in Appendix 4.2 do indicate that for most manufacturing industries 
there are considerable possibilities for substituting more abundant raw 
materials (particularly natural resource products) as well as imports and 
capital equipment for the scarce or slow growing factor, labour. A similar 
conclusion is reached by Humphrey and Moroney (1975) for American 
manufacturing. Our results indicate that. for Australian manufacturing 
industries, productivity-increasing reallocations of resources are possible 
at the industry level which do not necessarily require lower real wages or 
capital accumulation. but may come from increased usage of raw materials. 
increased imports, a shift in technical change or a shift in output mix 
towards exports. The possibilities would appear to be greatest for 
increased use of domestic materials and a shift to exports in the 
composition of gross output. 
4.5 Further Results 
The interpretation of the parameter estimates given in Appendix 4.1 is 
continued in the present Section. First, the estimated biases of technical 
change in the output supply and factor demand functions are presented and 
the pattern of technical change across the 35 industries is discussed. 
Second, the pattern of economies of size between industries is reviewed. 
Finally, a number of separability tests on the underlying production 
functions are performed. 
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4.5.1 Technical Change 
To incorporate the presence of Hicks neutral technical change, a log 
time trend variable is used in each Translog share equation (see Section 
2.4). Technical change in the production function can cause biased 
elasticity estimates and so the trend variable is included in the equations 
reported in Appendix 4. 1. The Trans log estimates of the biases in Hicks 
neutral technical change for each equation are reported in Table 4. 11. The 
inclusion of the time trend variable in each equation is tested and the 
significance test results reported in Table 4. 12. Significant biases in 
Hicks neutral technical change are found in 14 out of 35 industries, but of 
these only 7 industries have estimated biases of economically important 
magnitudes. For example,. technical change in Tobacco Products is strongly 
output reducing, mildly import using, labour using and strongly materials 
using. The bias estimates for the specific factors are not of a large 
enough magnitude to be economically relevant. 
Several industries display distinctive patterns of biases in technical 
change. Scientific Equipment (Industry 29) is very strongly output 
expanding, import saving, labour saving and materials saving. This is an 
unusual pattern of technical change which probably reflects the high export 
component of gross output.. Another interesting case is Motor Vehicles 
(Industry 27) where technical change is significantly import using and 
labour saving. For Total Manufacturing technical change is significantly 
output reducing, imports using and materials using which is a similar 
pattern to that reported by Turnovsky, Folie and Ulph (1982). 
Of the 14 industries with significant non-neutral technical change, 5 
are output expanding, 10 are import using, 10 are labour saving and 7 are 
materials using.. The most common pattern is output reducing, import using, 
labour saving and materials using. This pattern contradicts U.S .. results by 
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Table 4. 11 Estimates of Biases in Technical Change 
Industry Name (ASIC) Output Imports Labour Materials Plant Buildings 
1. Other Manufacturing +1.125 -0.820 -0.106 -0.,_ 199 +0.016 -0. 016 (348) 
2 .. Fruit and Vegetable -0. 703 +0.005 +0.022 +0.676 -0.010 +0.010 
Products (213) 
3. Margarine (214) +1. 027 -1.920 -1. 146 +2.039 -0.090 +0.090 
4. Flour and Cereals -0.029 -0.005 (215) 
-0.008 _0.042 +o.016 -0. 016 
5. Breads, Cakes and +O. 180 +0.005 -. 137 -0.048 +0.004 -0.004 
Biscuits (216) 
6. Other Food Products -0.039 -0.022 -0.028 +.089 -0.006 +0.006 (217) 
7. Beverages and Malt --0.603 +O. 133 +0.177 +0.293 +0._017 -0.017 
(218) 
8. Tobacco Products +3.413 -0.220 -0.932 -2. 261 +o.053 -0.053 
(219) 
9. Textiles (234. 235) +o.534 -0.326 +o.004 -0.212 +0 •. 006 -0.006 
10. Knitting Mills -0.066 -0.095 +0.039 +0.122 -0.001 +0.001 
(244) 
11. Clothing (245) -1.851 +0.629 +0.575 _+Q.647 -0.030 +0.030 
12. Footwear (246) +0.273 -1.694 +o.678 +0.743 -0.038 +0.038 
13. Wood Products (253) +0.113 -0.070 +0.096 -0.139 +0.012 -0.012 
14. Furniture (254) -0.160 -0 •. 007 +0 •. 076 +0.091 -0.017 +0.017 
15. Paper Products -o~ 111 +0.095 -0.on +O. 153 +0.020 -0.020 
(263) 
16. Printing (264) -0. 146 +0.008 -+0.104 +0.034 +o. 008 -0 •. 008 
17. Basic Chemicals -0.591 +0 .. 304 +0.140 +O. 147 0.012 -0.012 (275) 
18. Other Chemical +0.292 -0.124 -o. 330 +O. 162 -0.210 +0 •. 210 
Products (276) 
19. Glass (285) -2.615 +0.449 +1.428 +0. 738 +o.066 -0.066 
-20. Clay Products (286) -0.443 +0.005 +0.284 +0 •. 154 -0.005 +0 .. 005 
21. Cement Products +0.241 -0 •. 009 +0.090 -0. 322 +0.,_008 -0.008 
(287) 
22. Other Mineral -0.205 +0.004 +0.098 +O. 103 -o. 010 +0.010 
Products (288) 
-0.023 23. Basic Iron and +0.051 +0.044 -0. 013 -0.082 +0.023 
Steel (294) 
24 .. Basic Non-Ferrous -0 .. 075 +0.026 +O. 135 -0.086 - +o.001 -0.001 
Metals (295) 
25. Non-Ferrous Metal +0.135 -0.069 0.112 -0.178 -0.004 +0.004 
Products (296) 
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Table 4.11 Estimates of Biases in Technical Change 
Industry Name (ASIC) Output Imports Labour Materials Plant Buildings 
26. Petroleum Refining +0.570 -0.613 +O. 019 +0.024 +0.003 -0 .. 003 (277) 
27. Motor Vehicles +1.022 -2.662 +0.884 +O. 756 +0.004 -0.004 
(323) 
28. Transport Equipment +0.454 +1. 169 -0.740 -0.883 +0.006 -0.006 (324) 
29. Scientific -s. 299 +2.906 +0.856 + 1. 537 +O. 007 -0.007 
Equipment (334) 
30. Electrical +0.006 -o. 146 +0.385 -0.245 +0.085 -0. 085 
Appliances (335) 
31. Metal Industries +0.610 -0.257 +0.001 -0 .. 354 +0.040 -0.040 
32. Leather Products -0.058 +0.028 +0 •. 251 -0 .. 165 -0.002 +0 .. 002 
(345) 
33. Rubber Products +0.107 -0.481 +0 .. 241 +0 •. 133 +0.003 -0.003 (346) 
34. Plastic Products +0;.356 -0.146 +0.047 -0.257 +0,.,008 -0.008 
(347) 
35. Total Manufacturing +0.900 -0.313 -0.060 -0.527 -o. 001 +0.001 
Notes: 
(1) The estimated bias for each equation corresponds to the value of the 
time trend paramenter in the Translog share equation as described by 
Kohli ( 1978). Hence the estimated biases correspond to the parameter 
estimates for the time trend reported in Appendix 4.1. 
(2) Technical change in each equation is Hicks saving. neutral or using 
depending whether aiT and bjT are >, = or < O. 
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Table 4. 12 Significance Tests for Biased Technical Change 
Industry Name (ASIC) Global Output Imports Labour Capital 
1. Other Manufacturing (348) 1.586 14.303 46.451 0.624 1. 595 
2. Fruit and Veg. Products 25.992 14. 574 o. 030 0.096 1. 821 
(213) 
3 .. Margarine (214) 22.608 5.844 130.554 o. 147 10. 684 
4. Flour and Cereals (215) 0.669 o. 169 0.072 1. 418 l.658 
5. Breads, Cakes and 1. 068 4.215 1. 614 13.468 0.847 
Biscuits (216) 
6. Other Food Products (217) 0.444 0.034 0.084 o. 156 1. 442 
7. Beverages and Malt (218) 4.532 8 .. 109 12 .. 018 6. 607 8. 165 
8. Tobacco Products (219) 28.214 33.829 3. 839 34.434 2.982 
9. Textiles (234, 235) 2.255 3.836 14. 146 0.004 6. 411 
10. Knitting Mills (244) 80.940 3.320 23. 545 47.421 0.034 
11. Clothing (245) 99.579 198. 180 206. 510 117.413 50. 916 
12. Footwear (246) 41.662 0.652 144.614 21.995 4.290 
13. Wood Products (253) 19. 984 3.006 7. 707 3.498 2.905 
14. Furniture (254) 1.282 1.751 0.098 2. 121 3.681 
15. Paper Products (263) 0 .. 530 0.262 0.601 0 .. 340 29. 499 
16.· Printing (264) o. 105 o. 704 o. 045 1. 612 2. 741 
17. Basic Chemicals (275) 0.592 4 .. 268 6 .. 242 7. 716 37. 231 
18 .. Other Chemical Products 1.934 10. 426 8.368 13. 691 9.080 
(276) 
19 •. Glass (285) 3.692 6.140 1. 109 14. 590 26.090 
20. Clay Products (286) 6. 170 7. 151 o~ 015 5.984 0.566 
21. Cement Products (287) 5.967 2.100 3. 410 4.873 3.413 
22. Other Mineral Products 2.450 4. 651 o. 107 12. 826 1.374 
(288) 
23. Basic Iron and Steel 3.973 1.387 1. 796 0.857 3. 359 
(294) 
24. Basic Non-Ferrous Metals 0.680 0.503 4.350 26.035 0.059 
(295) 
25. Non-Ferrous Metal 0.472 . o. 181 3.200 1. 168 3.028 
Products (296) 
26. Petroleum Refining (277) 0.026 2.013 4.585 0 .. 181 0 .. 464 
27. Motor Vehicles (323) 2.215 o. 910 22.673 10.908 0.102 
28~ Transport Equipment (324) 7.232 0.448 8. 317 6.238 1. 493 
29. Scientific Equipment 19.674 31.659 35. 549 36 .. 375 4.109 
(325) 
30. Electrical Appliances 0.015 o.ooo o. 123 o. 502 7. 149 
(335) 
194 
Table 4. 12 Significance Tests for Biased Technical Change (cont.) 
Industry Name (ASIC) Global Output Imports Labour Capital 
31. 
32. 
33. 
34. 
35. 
(1) 
(2) 
(3) 
Metal Industries 8.879 5. 617 3.491 0.001 6. 176 
Leather Products (345) 2.824 0 .. 025 0.020 3. 732 0.050 
Rubber Products (346) 2. 619 o. 385 27.647 18.880 1.845 
Plastic Products (347) 12. 961 9. 433 8. 210 0.997 2. 774 
Total Manufacturing (3) 6.439 5. 376 9. 726 0.391 o. 066 
The table reports joint F tests on the significance of the coefficient 
of the time trend variable for each equation in Appendix 4. 1. 
The null hypothesis is H0 : a;T and b·T = O. The table reports joint 
F tests for the presence of technicalJchange globally (ie if all time 
trend coefficients are zero) as well as equation by equation tests. 
The critical values of F1 39 are 2.84 and 7.35 at the ·10 and l per 
cent levels respectively.' 
195 
Jorgenson and Fraumeni (1981) who found that 19 out of 35 U.S. manufacturing 
industries were capital using, labour using, energy using and materials 
saving. 
It is concluded that technical change is biased for only a small group 
of industries and that technical change is most often import using and 
labour saving. 
4.5.2 Size Economies 
The Translog estimates of short run economies of size are presented in 
Table 4. 13 and the size economies concept used is explained in Section 2.4. 
If the returns to size are less than unity (i.e. SZ < 1), then the industry 
shows decreasing returns to size consistent with a finite 'size' of the 
industry. If SZ = 1, then the rents to pay fixed factors are zero and the 
long run viability of the industry is doubtful as the fixed factors in the 
long run would be depreciated away and relocated elsewhere. If SZ > 1, 
there would be increasing short run economies of size and profit maximising 
levels of output would not be finite. As output expanded monotonically, 
prices would be driven below minimum average cost and the viability of the 
industry would be doubtful. The possibility of prices being less than 
average cost may tempt regulators to use increasing returns to size as a 
rationale for government intervention to prop up domestic prices, perhaps by 
raising tariffs to protect high average cost industries (Weaver 1983). The 
impact of raising tariffs on size economies would depend on whether the 
profit share of imports (SM) increases (thus reducing size economies and 
- rents to specific factors) or falls as domestic factor owners increase their 
incomes behind the tariff barriers. 
The results reported in Table 4.13 indicate that short run size 
economies are decreasing and so the return to fixed capital cannot be 
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increased by (exogenous) expansion of the specific capital stock. The 
results suggest that firm size is not indeterminate, that there are no 
profit incentives for further expansion in the scale of output in the short 
run, and that industry policy intervention by way of relative prices (e.g. 
tariffs) cannot be justified with short run, decreasing cost arguments 
(Weaver 1983). 
4.5.3 Separability Tests 
The separability properties of the industry production function, as 
represented by the variable profit function, have significant economic 
implications. Three forms of separability can be tested - global, strong 
and weak. Global separability is equivalent to testing for a Cobb Douglas 
technology with constant factor shares. Strong separability requires all 
the cross elasticities to be zero and implies a Leontief technology, i.e. 
cr ih = 0 jk = O. This test is rather more difficult to implement in the 
profit function framework as it requires testing for nonlinear restrictions 
on the estimated parameters (Kohli 1983). In the present study testing is 
confined to global and weak separability. 
A wide variety of weak separability tests are possible. A production 
function of the form Y = f(K, L, M, N) is weakly separable in capital and 
labour. (K, L) -if the marginal rates of factor substitution for the 
production function are invariant for different levels of the remaining 
inputs (M, N). The separable form of the production function, Y = f(g(K,L), 
M, N) implies a two stage decision process with management first determining 
the levels of value added and intermediate goods and then calculating the 
profit-maximising resource allocation between capital and labour from g(K,L) 
so that the optimal capital 3nd labour mix is independent of the levels of 
imports and materials. 
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Table 4.13 Short Run Economies of Size 
Industry Name (ASIC) Mean Value 
1. Other Manufacturing 0.845 
2. Fruit and Vegetable Products 0.822 
3. Margarine 0.870 
4. Flour and Cereal Products o. 836 
5. Breads, Cakes and Biscuits 0.803 
6. Other Food Products o. 814 
7. Beverages and Malt o. 779 
8. Tobacco Products o. 728 
9. Textiles 0.882 
10. Knitting Mills 0.499 
11. Clothing 0.851 
12. Footwear 0.858 
13. Wood Products 0.802 
14. Furniture 0.841 
15. Paper Products 0.844 
16. Printing 0.804 
17. Basic Chemicals 0 .. 863 
18. Other Chemical Products o. 764 
19. Glass o. 758 
20. Clay Products o. 766 
21 .. Cement Products o. 788 
22. Other Mineral Products 0.768 
23. Basic Iron and Steel 0.846 
24. Basic Non-Ferrous Metals 0.805 
25. Non-Ferrous Metal Products 0.853 
26. Petroleum Refining 0.883 
27. Motor Vehicles 0.890 
28. Transport Equipment 0.888 
29. Scientific Equipment 0.897 
30. Electrical Appliances 0.875 
31. Metal Industries 0.848 
32._ Leather Products 0.869 
33. Rubber Products 0.855 
34. Plastic Products 0.830 
35. Total Manufacturing o. 793 
Notes: 
(1) Economies of size are estimated from the profit share data as 
described by Weaver (1983). 
(2) Values are the mean of 15 annual estimates since the short run 
economies of size will vary over the production surface because the 
underlying technology is not restricted to homothetic or homogeneous 
production. 
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Berndt and Christensen (1973) first proposed a weak separability test 
using a Translog production function together with nonlinear parametric 
restrictions for weak separability. Blackorby, Primont and Russell (1978) 
have shown that this test is more restrictive than intended because it adds 
further (unintended) structure to the production function by requiring the 
aggregated function to be log linear. Thus, the Berndt and Christensen test 
is a joint test of weak separability and a log linear aggregation of the 
variables being tested. Using the Translog functional form of the 
production function these two aspects of the test cannot be separated and so 
the Berndt and Christensen test is biased in favour of rejecting the 
hypothesis of weak separability. 
Woodland (1978) shows that if the testing can be restricted to tests 
for the existence of a single separable group (such as g(K,L)) or a single 
aggregator function, then the problem can be quite simply restructured into 
a test of the additivity of a log linear variable profit function, such as 
the Translog. The nonlinear restrictions proposed by Berndt and Christensen 
(1973) reduce to a much simpler equality-to-zero restriction and there are 
no implied restrictions on the aggregator functions being tested. The 
Woodland procedure allows us to test for the existence of an aggregator such 
as g(K,L) without further unwanted restrictions being imposed. 
The results of the weak separability test procedure are presented in 
Table 4. 14. The tests for global separability show that the Cobb Douglas 
technology is rejected for all industries and so the factor shares are not 
invariant with changes in output and variable input prices. The data 
therefore reject the assumed unitary elasticity of substitution of the Cobb 
Douglas production function. Hence the tendency observed in Section 4.4.2 
for import substitution elasticities to be grouped around unity in no way 
implies a Cobb Douglas production function. Although the elasticities of 
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Table 4. 14 Separability Tests 
Industry Name (ASIC) Global Capital Value Added Intermediate 
Separability Aggregation Aggregation Aggregation 
1. Other Manufacturing 6.049 6.378 13. 126 33. 312 
(348) 
2. Fruit and Vegetable 24.977 1. 218 3. 110 29.900 
Products (213) 
3. Margarine (214) 15. 549 5. 590 5.028 3.975 
4. Flour and Cereals 4. 713 6.039 18. 019 2. 713 
(215) 
5. Breads, Cakes and 164.014 120.405 113. 210 8.280 
Biscuits (216) 
6. Other Food Products 13. 341 12.409 34.555 44. 831 
(217) 
7. Beverages and Malt 46.272 11. 016 7. 198 27.763 
(218) 
8. Tobacco Products 14. 082 1.825 6. 159 24. 160 
(219) 
9. Textiles (234, 235) 18 .. 710 43.676 3.068 20.211 
1 o. Knitting Mills (244) 14.648 14. 548 19. 081 22.438 
11. Clothing (245) 176.884 92.035 42.263 17.992 
12. Footwear (246) 50.232 11. 445 16 .. 401 15. 656 
13. Wood Products (253) 38 .. 078 8.689 21. 917 5. 164 
14. Furniture (254) 4. 537 15.850 57. 716 67.058 
15. Paper Products (263) 10. 468 12. 112 15. 588 42. 178 
16. Printing (264) 6.221 37.235 80. 189 36.026 
17. Basic Chemicals (275) 6. 667 ·15. 934 7. 286 10.341 
18. Other Chemical 55 .. 488 11.333 9.524 14. 289 
Products (276) 
19. Glass (285) 2.670 2.901 2.363 5. 763 
20. Clay Products (286) 9 .. 440 32.661 12. 689 6 .. 284 
21. Cement Products (287) 11. 942 19. 317 6.929 3. 314 
22. Other Mi nera 1 3. 687 7 .. 651 6.620 9.420 
Products (288) 
23. Basic Iron and Steel 105. 186 79.410 118. 889 3 .. 276 
(2.94) 
24. Basic Non-Ferrous 27. 172 1o.138 16. 810 22. 525 
Metals (295) 
25. Non-Ferrous Metal 7.240 9.685 1o.982 13. 206 
Products (296) 
26. Petroleum Refining 27.089 28.374 49. 177 17. 614 
(277) 
27. Motor Vehicles (323) 19. 406 15. 818 21.569 13. 294 
28. Transport Equipment 7. 366 19. 916 10.030 14 .. 006 
(324) 
29. Scientific Equipment 53.058 34.088 28.399 3 .. 593 (334) 
30 .. Electrical Appliances 28.167 25 .. 860 46.672 29.061 
(335) 
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Table 4. 14 Separability Tests (cont.) 
Industry Name (ASIC) Global Capital Value Added Intermediate 
Separability Aggregation Aggregation Aggregation 
31. Metal Industries 22.885 73.070 55.480 8.072 
32. Leather Products 77.632 15. 520 18. 462 27.851 
(345) 
33. Rubber Products (346) 22.257 17. 753 19. 811 2.902 
34. Plastic Products 35. 377 16.485 8.086 26.089 
(347) 
35. Total Manufacturing 15.604 35.827 1o.397 7.480 
Notes: 
(1) 
(2) 
( 3) 
( 4) 
( 5) 
(6) 
The procedure used is that of Woodland (1978) and the maintained 
hypothesis is a production function of the form Y = f(E, S, L, M, N). 
Global separability tests for a Cobb Douglas technology with fixed 
profit shares. 
Capital aggregation tests Y = f(L, M, N, g(E,S)). 
Value added aggregation tests Y = f(g(E,S,L), M, N). 
Intermediates aggregation tests Y = f(E, S, L, g(M,N)). 
The joint F statistics for the null hypothesis c1 · = 0 in Woodland's 
procedure have critical values at the 5 per cent 1evel as follows: (1) 
F4,39 = 2.62 (2) F5,39 = 2.35 (3) Fa,3a = 2.19 (4) F5,39 = 2.35. 
factor substitution are significantly different from one, it is nevertheless 
still possible for factor-product elasticities to be close to unity, in 
particular the import to domestic goods substitution elasticity. The main 
feature of the import substitution elasticities reported in Table 4.7 is 
that our estimates show fewer extreme values and are more closely grouped 
around unity than suggested by previous Australian estimates. 
The tests for aggregation of the two specific capital variables are 
given in the second column of Table 4 .. 14. Capital aggregation is rejected 
in all industries with the exception of Fruit and Vegetable Products and 
Tobacco Products. This confirms our earlier reasoning not to aggregate 
plants and equipment (E) and buildings and structures (S). 
The third test in Table 4.14 is for a consistent aggregate for capital 
and labour. The existence of value added is strongly rejected by the data. 
Even though this is a weaker form of separability than assuming fixed 
proportions between materials and gross output, all industries reject.the 
existence of a value added aggregate which is independent of the levels of 
the intermediate inputs, i.e. imports and materials. These disaggregated 
results contradict the finding of Kohli (1983) in favour of the existence of 
value added for the Australian economy as a whole. 
The finding that the value added aggregate is not invariant to levels 
of intermediate input usage has important implications for the many industry 
studies which routinely use value added as a measure of industry output. 
The use of total factor productivity measures, to detect productivity growth 
such as in BIE (1985),. may not be valid since changes in intermediate input 
usage may be causing some of the changes in the residual rate of growth 
after accounting for the- respective rates of growth of capital_ and labour 
inputs. Similarly attempts to study the relationship between output growth 
and productivity growth in Australian manufacturing such as BIE (1986) are 
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severely limited by their use of value added in accounting for growth in the 
labour and capital inputs. 
Concern has been raised by authors such as Bruno (1984) that the rapid 
changes in relative prices of materials (particularly energy) observed 
during the 1970s may have contributed to the apparent productivity slowdown 
in manufacturing industries. On our evidence. the slowdown in the actual 
rate of growth after 1973/74 noted by BIE (1986, p29) cannot therefore be 
attributed to a significant change in the characteristics of technical 
change which might have changed the dynamic relationship between employment 
growth and output growth. Relative price changes for intermediate inputs 
over" this period are a major cause of output and employment growth changes 
(see Section 4.4.4) which result in value added not being well defined. The 
growth accounting techniques used by BIE (1986) are therefore biased as 
changes in the intermediate input mix induce changes in value added measures 
which are incorrectly attributed to productivity changes.. This bias effect 
is further increased since the BIE (1986) does not use a double-deflated 
measure of value added. Thus the observed slowdown in productivity growth 
after 1973/75 can be attributed, at least partly., to inappropriate value 
added indices and the importance of relative price changes for intermediate 
inputs over this period. 
The final test concerns the aggregation of foreign and domestic 
intermediates to form a single category of intermediate inputs. This 
aggregation is strongly rejected for all industries and so imports and 
materials are not jointly separable in the production function. To test 
whether imports and materials are individually separable in the production 
function would require two further tests with alternative hypotheses of the 
form Y =- f(g(E,S,L,N), M) and Y =- f(g(E,S,L,M)., N). These tests are not 
performed for data reasons,· however from the significance and the size of 
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the elasticity measures reported in Appendix 4.2, it would appear that 
imports are not separable from capital, labour and materials and so 
specifications of import demand ought to include output supply, labour, 
capital and materials demand equations as well.6 Burgess (1974) has noted 
that many studies of import demand routinely ignore output and factor prices 
in the determination of import flows. Similarly, materials do not appear to 
be weakly separable on their own and the demand for materials ought to 
include both output and factor prices. 
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Footnotes 
1. There is a substantial body of empirical work in Australia. such as 
Saunders (1981), and overseas (see Okun 1981) which suggests that cost 
oriented pricing is the dominant mode of behaviour in manufacturing 
industries. The trade expenditure framework can be readily extended 
to incorporate mark-up pricing hypotheses as demonstrated by Appelbaum 
(1979) and Appelbaum and Kohli (1979). 
2. The data needed to test this proposition have been collected and the 
results of disaggregation for imports are reported in Section 4.4.1. 
3. The results presented in Table 4.5 are complicated by statistical 
considerations. Estimation difficulties due to the very small duty 
free import shares are encountered in industry numbers 7., 9, 10, 12, 
13, 14, 21 and 25. The difficulty posed for estimation of such a 
system of equations is that the other dependent variables have 
variable profit shares typically between 0.5 and 2.0. Thus the 
introduction of another dependent variable of order 1x10-a or less may 
be inordinately influential in a least squares estimation process and 
have standard errors far in excess of the estimated coefficient value. 
4. Clearly such utility maximisation assumes imports enter directly into 
consumer preferences as final goods. The derivation aims to contrast 
the two alternative methods of estimating cryM summa.rised in equations 
(4-6) and (4-7). While the definition of cryM is the same in both 
cases, clearly there is a different interpretation in each case 
because (4-6) and (4-7) incorporate different structural model 
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assumptions. The assumption of imports as intermediate inputs is more 
relevant here because it incorporates final goods as a special case 
and therefore allows a wider range of possible import substitution 
behaviour. Following Kohli (1982), the additional price and quantity 
effects inherent in (4-7) suggests that previous econometric estimates 
using (4-6) may have understated crYM• 
5. The estimated elasticities also incorporate sector specific capital 
and sticky wages. To drop these market structure assumptions and 
assume mobile capital (as in a cost function approach) or endogenous 
industry wages would most likely result in somewhat larger elasticity 
estimates. However such factor market rigidities will condition the 
general equilibrium response even in a full CGE specification, and 
hence models such as ORAN! ought to be calibrated with industry 
parameters which do at least account for some of the more obvious 
factor market imperfections present in each industry. 
6. A stronger test of the intermediate input nature of imports would be 
to test for a production function of the form Y = f(g(h(E, S, L), N), M). 
However the Woodland procedure cannot be extended to test the 
existence of more than one aggregator. For data reasons it was not 
possible to implement the Berndt and Christensen (1973) test 
procedures for this hypothesis. 
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Appendix 4.1: Parameter Estimates 
Notes on Following Tables: 
(1) Standard errors are in parentheses. 
(2) Parameters are described in equations (4-3) and (4-4). 
(3) Omitted parameters can be calculated from the homogeneity 
restrictions. 
(4) Regression statistics are for SURE estimates; 
SEE = standard error of the estimate 
R2 = R2 between observed and predicted values 
d = Durbin Watson statistic 
J-B = Jarque-Bera test for normality of disturbances 
RESET = Ramsey specification test for functional form 
(5) Critical values of test statistics for n=15 are as follows: 
( 1) 
(2) 
(3) 
* d is inconclusive for 0.685 < d < 1.977 at 5% level 
x2 = 5.99 at 5 per cent level 
2 
t = 1.833 at 5 per cent level 
INDUSTRY NAME (ASIC) 
Share Parameter 1. Other 2. Fruit and 3. Margarine 4. Flour and 
Equation Manuf- Vegetable Cereal 
acturing Products Products 
(348) (213) (214) (215) 
Gross ayo 4. 170 7.444 3. 995 6. 459 
Output (O. 683) (O. 460) ( 1. 316) (O. 348) 
(Sy) 
ayy 1.857 -10.614 6. 462 5. 527 (2.888) (2. 281) (1.857) ( o. 845) 
ayM 2.029 2.210 -0.880 0.024 (O. 907) (O. 324) (O. 557) ( o. 032) 
ayL -0 .. 372 3.244 -2.945 -0.755 (1.059) (O. 757) (1.054) (O .. 263) 
cyE -1.399 -1. 035 -l. 089 2.043 (O. 576) (2. 871) (O. 840) (2. 103) 
arr 1. 125 -0. 703 1. 027 -0.029 (0.297) (0.184) ( o. 425) (O. 172) 
S. E. E .. 0.298 0.289 0.320 o. 169 
Ra 0.539 o. 720 o. 314 0.833 
d 1. 929 1.845 2.045 1. 908 
J-B( x.2) 1. 463 4.679 3. 154 1.228 
RESET(t) 0 .. 513 0.238 0.446 1. 168 
Imports a Mo -0. 513 -0.823 3.695 -0.049 (SM) (O. 263) (0.077) (O. 439) (O. 013) 
a MY 2.029 2.210 -0.881 0.024 (O. 907) (O. 324) (O. 557) ( o. 032) 
aMM -0.487 0.382 0.457 o. 011 (O. 414) (O. 150) ( o. 289) (O. 026) 
a ML -0.912 -0. 411 0.409 0.092 (O. 321) (O. 144) (O. 192) (0.031) 
CME 1.181 -0.055 o. 366 0.215 (0.237) (O. 399) (O. 434) (O. 658) 
a MT -0.820 0.005 -1. 920 -0.005 (O. 120) (O. 031) (0.168) (O. 006) 
S.E. E. 0.116 0.039 o. 166 0.004 
Ra 0.948 0.920 o. 906 o. 701 
d 2. 115 2.051 1. 811 2.322 
J-B·(~·) 1.347 0.439 0.148 0.143 
RESET(t) 1. 014 0.425 0.130 0.464 
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INDUSTRY NAME (ASIC) 
Share Parameter 1. Other 2. Fruit and 3. Margarine 4. Flour and 
Equation Manuf- Vegetable Cereal 
acturing Products Products (348) (213) (214) (215) 
Labour a Lo -1. 061 -1. 196 -1. 219 -0. 588 (SL) ( o. 307) (0. 161) (1.143) ( O. 11 O) 
aLY -0.372 3.244 -2.945 -0.755 (1 .. 059) (0. 757) (1.054) (O. 263) 
aLM -0.912 -0. 411 0.409 -0.092 (0 .. 321) (O. 144) (0.192) ( o. 031) 
a LL 0.248 -0 .. 563 1. 541 0.495 ( o .. 457) (0 .. 336) (1. 106) (O. 201) 
CLE -0.022 0.813 ·0.350 -1. 051 (0.213) (0.989) ( o. 274) ( o. 494) 
aLT -0 .. 106 0.022 -0.115 -0 .. 078 (O. 134) (0.069) ( o. 299) ( o. 055) 
S. E.E. o. 099- 0.099 o. 104 0.038 Ra 0.412 0.436 0.625 o •. 438 
d 1.423 . 1.855 1.417 1.221 
J-B(X 2) 1. 946 0.110 0 .. 431 2.813 
RESET(t) 0 .. 460 o. 216 0.475 0.063 
Plant bEo 0.650 o. 517 o. 914 o. 577 
and (0. 028) (0.018) ( 0.109) (O. 019) 
Equipment 
(RE) CEY 0.234 0 .. 030 -0.197 0.206 ( 0.101) (0 .. 071) ( o. 099) (O. 048) 
cEM 0.040 0.062 0.009 -0.151 (0 ... 031) (0.036) (0.015) ( o. 036) 
CEL -0. 141 -0 .. 020 0.105 -0. 018 (0.039) (O. 032) (O. 106) (O. 047) 
bEE 0 .. 205 o. 196 0.224 -0 .. 012 (0.018) (0. 086) ( o. 020) ( o. 093) 
bET o. 016 -0.010 -0 .. 090 0.016 (0 .. 013) (O. 007) (0 .. 027) (O. 009) 
S. E. E. 0.006 0.008 0.007 0.006 R2 0.982 o. 513 0.947 o. 621 
d 1 .. 549 1 .. 069 0.853 0.679 
J-B(x a) 0 .. 879 o. 714 0.840 0.651 
RESET(t) 2.519 1 .. 740 o. 589 0 .. 228 
System LL 114.08 107. 26 106 .. 06 162 .. 43 
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INDUSTRY NAME (ASIC) 
Share Parameter 5. Breads, 6. Other 7. Beverages 8. Tobacco 
Equation Cakes and Food and Malt Products 
Biscuits Products 
(216) (217) (218) (219) 
Gross ayo 4.699 4 .. 748 6. 231 -5.827 
Output ( o. 200) ( o. 490) (O. 491) (1.656) 
(Sy) 
-0. 384 -2. 533 -6. 895 5. 963 ayy 
(1.088) (O. 764) ( 1. 675) ( o. 935) 
ayM o. 124 0.070 1. 638 -0.353 (0.057) (O. 087) ( o. 292) (O. 179) 
ayL -0.609 0.479 3.359 -0.900 (0.479) (O. 277) ( o. 539) (O .. 550) 
cyE -0. 137 0.298 -1. 773 1.003 (O. 921) (O. 909) (1.099) (2. 508) 
ayr o. 180 -0.039 -0.603 3.413 (0.088) (0.208) ( o. 211) (O. 587) 
S. E. E. o. 127 o. 211 o. 145 0.445 
Rz o. 190 o. 784 0.882 0.849 
'd 1. 744 1.201 1.843 1.925 
J-B(X2 ) B. 940 0.320 o. 367 1. 011 
RESET(t) 0.625 1. 335 2.256 2. 295 
Imports a Mo -0.064 -0.032 -0. 831 0 .. 149 (SM) ( o. 006) (O. 056) (0.089) (0 .. 319) 
a MY o. 124 0.070 1 .. 638 -0 .. 353 (0.566) (0. 087) (O. 292) (0 .. 179) 
aMM -0.077 0 .. 139 -0 •. 115 0.023 (0.015) (0 .. 161) (0 .. 092) (O. 112) 
a ML -0.073 o. 119 -0. 733 -0.237 (O. 042) (0.091) (O. 097) (O .. 086) 
CME -0 .. 196 -0 .. 346 -0 .. 217 -0 .. 629 (0. 339) (0.128) (0 .. 223) (O. 311) 
a MT 0.005 -0.022 o. 133 -0.220 (0 .. 004) (0 .. 024) (0 .. 038) ( o. 112) 
S. E .. E. 0 .. 004 0 .. 022 0.029 0.003 
Rz o •. 660 0.841 o. 92 0.898 
d 2.357 1.574 2 .. 049 1.453 
J-B(x 2 ) 0 .. 215 o. 794 0.723 2 .. 063 
RESET(t) 1.082 1 .. 130 0.209 0.014 
208 
INDUSTRY NAME (ASIC) 
Share Parameter 5. Breads. 6. Other 7. Beverages 8. Tobacco 
Equation Cakes and Food and Malt Products 
Biscuits Products (216) (217) (218) (219) 
Labour alo -1.292 -0. 589 -1.234 2. 028 (SL) (O. 083) (O. 164) (O. 160) (0.448) 
aly -0.609 0.479 3.359 0.900 (0.479) (0.277) ( o. 540) ( o. 212) 
alM -0.073 o. 119 -0. 733 -0.237 (O. 042) (O. 091) ( o. 097) ( o. 086) 
all o. 330 -0.254 -0. 769 o. 145 (0.243) (0.228) (O. 178) (O. 134) 
CLE 1. 006 0.363 0 .. 455 -0. 604 (0.384) (0.322) (O. 358) (O. 499) 
aLT -0. 137 -0.028 o. 178 -0.932 (0.037) (0.071) ( o. 069) (0.159) 
S. E. E .. 0 .. 053 0.071 o. 133 0.009 R2 o. 631 0.280 0.750 0.922 
d 1. 723 1 .. 351 1.949 ' 1. 891 
J-B(x2) 1. 671 1. 856 0.298 0.760 
RESET(t) o .. 795 0._073 1. 281 1.643 
Plant bEo 0 .. 489 0.649 o. 505 0.467 
and (O. 008) ( o. 011) (O. 134) ( o. 086) 
Equipment 
. (RE) cEY -0.187 -0.072 0.285 0.077 (O. 046) (0.017) (0.059) (O. 029) 
cEM -0 .. 014 -0.113 -0.083 -0.016 (0.010) (O. 020) (O. 015) (O. 021) 
cEL o. 007 0.011 -0.089 -0 .. 125 (0.003) (0.022) (0. 020) ( o. 035) 
bEE o. 138 0.099 0.144 0 .. 194 (0. 346) (O. 023) (O. 037) (0.050) 
bET 0.003 -0.006 0.017 0.053 (0.004) (O. 005) (0.006) (0 .. 031) 
S. E.E. 0.004 0.005 0.004 0.008 
Ra 0.891 0.948 0.842 o. 718 
d 1 .. 919 1. 772 1 .. 762 1 .. 546 
J-B(X2 ) 0.205 1. 129 1.176 0.876 
RESET(t) o. 734· 1.533 0.668 1.095 
System LL 200.86 139.93 156. 76 115. 92 
209 
INDUSTRY NAME (ASIC) 
Share Parameter 9. Textiles 10. Knitting 11. Clothing 12. Footwear 
Equation Mills 
(234, 235) (244) (245) (246) 
Gross ayo 7.885 2. 141 3. 139 6. 343 
Output ( o. 570) ( o. 057) (O. 284) (0.921) 
(Sy) 
1. 965 -0.877 ayy 11.687 3.068 (2.512) (O. 261) (1. 507) ( 1. 385) 
ayM -1.167 0.298 -3.618 -1. 038 (1.084) (O. 138) ( o. 514) (O. 526) 
ayl 2. 564 0.348 -3. 937 -1.340 (O. 550) (0.032) (O. 582) ( o. 605) 
cyE 2.204 -0.064 6.273 -1. 180 (1.456) (O. 102) (O. 871) (O. 906) 
ayT o. 534 -0.066 -1. 851 0.273 (0.274) (O. 036) ( o. 131) (O. 338) 
S. E. E. o. 495 0.061 o. 180 0.339 R2 0.511 0.577 0.993 0.208 
d 2.452 1. 253 1. 937 2. 184 
J-B(X...a) 15. 229 3. 736 0.573 1.187 
RESET(t) 0.368 0.273 2.493 1. 104 
Imports a Mo -2.269 -0. 016 -0.647 3.083 (SM) ( o. 182) ( o. 031) (O. 089) (O. 383) 
a MY -1. 167 0.298 -3 .. 618 -1. 038 (1.084) (0 .. 138) (O. 514) ( o. 526) 
aMM 1.491 -0.127 1. 365 o. 439 (O. 785) (0.084) ( o. 252) ( o. 239) 
a ML -0.427 0.032 1 .. 226 0.068 (0.208) (O. 022) (0.152) (O. 148) 
CME -0 .. 270 0.027 -2. 315 0 .. 506 (0.453) (0.054) ( o. 357) (O. 403) 
a MT -0.326 -0.095 0.630 -1. 694 (0.087) (O. 019) (0.044) (O. 141) 
S. E. E. o. 154 0.033 0.087 o. 151 R2 0.822 o •. 737 o. 986 0 .. 921 
d 2. 104 1.415 2 .. 346 2.128 
J-B(X2) 2.346 6 .. 907 1.002 0.042 
RESET(t) 1.405 o. 968 1.503 0.629 
210 
INDUSTRY NAME (ASIC) 
Share Parameter 9. Textiles 10. Knitting 11. Clothing 12. Footwear 
Equation Mills 
(234, 235) (244) (245) (246) 
Labour ala -1. 483 -0.409 -0. 179 -3. 626 (SL) (0.135) ( o. 011) (O. 118) (O. 403) 
aLY o. 256 0.349 -3. 937 -1.340 (0.550) (O. 032) (O. 582) (O. 605) 
aLM -0.427 0.032 1. 226 0.068 (O. 208) (0.022) (0.152) (O. 148) 
all -0.393 -0.347 1.400 -0. 029 (O. 153) (O. 184) (O. 254) (O. 467) 
CLE -0.930 -0.040 -0.200 0.450 (0.333) (0.013) (0 .. 304) (0.221) 
aLT 0.004 0.039 o. 575 o. 679 ( o. 065) '(0.006) (O. 531) (O. 145) 
S. E. E. o. 113 0.008 0.053 0.083 Ra. o. 519 0.959 o. 994 o. 763 
d 2.607 1. 135 1. 779 2.322 
J-B( x_1) 11. 890 0.544 0.707 2 .. 580 
RESET(t) 0.463 o. 150 1.656 1. 046 
Plant b·Eo 0.597 o. 557 0.384 o. 746 
and (O. 005) (0. 013) (O. 01 O) (O. 051) 
Equipment 
(RE) CEY 0.235 0.072 o. 116 -0. 152 (O. 026) (0. 024) (0.049) (0 .. 064) 
cEM -0.093 -0.040 -0.021 -0.029 (0.020) (O. 021) (O. 009) (O .. 010) 
CEL -0 .. 131 -0.087 -0.252 0.046 (0.010) (0.022) (0.021) (O. 061) 
bEE 0 .. 235 0 .. 244 o. 198 0.232 (0 .. 010) (O. 011) (0. 024) (O. 010) 
bET 0.006 -0.001 0.030 -0.038 (0.002) (O. 006) (O. 004) (O .. 181) 
S. E. E. 0.003 0.006 0.003 0.004 Ra o. 980 0 .. 996 0.986 o. 986 
d 1.659 1. 514 1.834 1. 587 
J-B(X2 ) 1. 066 o. 145 1.108 1. 589 
RESET(t) 0.975 2 .. 113 1. 491 3.485 
System LL 119. 23 198.22 167. 53 122. 78 
211 
INDUSTRY NAME (ASIC) 
Share Parameter 13. Wood 14. Furniture 15. Paper 16. Printing 
Equation Products Products (253) (254) (263) (264) 
Gross ayo 4. 610 5. 923 6.886 5.654 
Output (0.145) (O. 240) ( o. 752) (O. 364) 
(Sy) 
5.066 3. 778 ayy 4. 152 -2.991 
(O. 776) (2. 451) (2. 521) ( 1. 218) 
' 
ayM -0.694 0.330 -3. 184 0.688 (0.248) ( o. 325) (O. 798) ( o. 266) 
ayl -0.863 -1. 416 -0.178 1.832 (O. 526) (1.114) (O. 852) (O. 553) 
cyE -0.338 0.430 5.606 -1. 822 (O. 226) (0.431) ( 5.334) (1. 075) 
ayr o .. 113 -0 .. 160 -0. 177 -0. 146 (0.065) (0. 121) ( o. 345) (0.174) 
S. E.E .. o. 073 0.119 0.326 0.177 Ra 0.872 0.807 0.623 o. 607 
d 2 .. 211 2.027 2. 582 1 .. 333 
J-B(X2) 1. 210 0.523 0.341 0.403 
RESET(t) 0.358 1.179 o. 981 1. 202 
Imports a Mo -0.397 -0.277 -1. 575 -0.831 (SM) (0. 058) (0. 047) (0.268) (0.076) 
a MY -0.694 o. 330 -3. 184 0.688 (O. 246) ( o. 325) ( o. 798) (O. 266) 
aMM o. 255 0.671 2. 179 0.232 (0.133) (O. 755) (0 .. 455) (O. 122) 
a ML 0.265 -0.293 o. 711 -0.490 (O. 155) (O. 151) (O. 275) (0.137) 
CME 0.063 0.132 -3. 045 0.596 (0. 102) (O. 080) (1.756) (O. 228) 
aMT -0.069 -0.007 0.095 0.008 
(O. 025) (0.023) (0.122) (0.004) 
S. E.E. 0.035 0.023 o. 109 0.037 
Ra 0.498 0.967 0.682 o. 686 
d 2. 326 1.335 2.437 1.235 
J-B(x2 ) 0.234 0.090 1.152 0.120 
RESET(t) l.244 0.353 o. 997 1. 136 
212 
INDUSTRY NAME (ASIC) 
Share Parameter 13. Wood 14. Furniture 15. Paper 16. Printing 
Equation Products Products 
(253) (254) (263) (264) 
labour alo -1.250 -1. 652 -1. 046 -1.805 (SL) ( o. 107) (O. 106) (O. 270) (O. 172) 
aLY -0.863 -1.416 -0. 178 1. 832 (O. 526) ( 1. 137) (O. 852) (O. 553) 
aLM o. 265 -0. 293 o. 711 -0.490 (0.155) (0.151) ( o. 275) (O. 137) 
all -0.215 0.288 0.517 -1. 061 (O. 491) (O. 628) (0. 349) (O. 306) 
CLE -0. 150 -0.549 -1. 679 1. 054 (0 .. 126) (O. 185) (1.907) (0.492) 
aLT o. 096 0.076 -0. 071 1.043 (O. 051) (O. 052) (0.122) (0 .. 082) 
S. E. E. o. 033 0.051 o. 115 0.080 
Ra o. 779 0.863 0.230 o. 753 
d 1.539 2.260 2.219 1. 321 
J-B( l) 0.375 0.841 1. 413 o. 793 
RESET(t) 2.032 0.776 1.652 1.261 
Plant bEo o. 506 0.436. 0.605 o. 551 
and (0.015) (0.018) ( o. 007) (O. 010) 
Equipment 
(RE) CEY 0.299 0.376 ( o. 161) (0.187) (O. 076) (O. 188) ( o. 026) (0 •. 032) 
cEM 0.108 -0.020 -0.027 -0. 042 (0.023) (0.030) (0.013) (O. 018) 
CEL 0.240 -0.392 -0.134 -o. 166 (0.072) (0.098) (O. 019) ( o. 032) 
bEE o. 292 o. 285 0.030 o. 170 (0.017) (0.036) (0.049) (O. 027) 
bET 0.012 -0.017 0.020 0.008 (0.007) (0.009) (0.004) (0.005) 
S. E. E. 0.004 0.009 0.003 0.004 
Ra 0.970 0.844 0.868 0.935 
d 2.360 1.933 2. 145 1.542 
J-B(X1 ) o. 718 0.527 0.232 1.052 
RESET(t) 1. 756 2.356 1. 422 0.018 
System LL 155.03 151. 29 122.95 152.18 
213 
INDUSTRY NAME (ASIC) 
Share Parameter 17. Basic 18. Other 19. Glass 20. Clay 
Equation Chemicals Chemical Products 
Products 
(275) (276) (285) (286) 
Gross ayo 7.664 3. 771 11.520 5. 097 
Output ( o. 559) (O. 161) ( 2. 943) (0.373) 
(Sy) 
-2.889 2.043 ayy. -1. 687 -1. 554 (3. 227) (O. 615) (1. 174) (2.071) 
ayM -0.424 -1. 025 o. 501 -0.557 ( 1. 316) (O. 278) (O. 488) (O. 585) 
ayl 0.322 0.406 1.282 2. 722 (O. 517) (O. 250) (O. 412) (1.201) 
cyE -3 .. 595 -2. 466 -0.255 0.004 (1.803) (0.487) (1. 142) (O. 013) 
ayr -0.591 0.292 -2.615 -0.443 (O. 286) (0.091) ( 1. 055) (O. 166) 
S.E. E. o. 343 0.059 0.230 o. 168 Ra 0.406 0 .. 875 0.834 0.474 
d 1.231 1 .. 970 1. 615 1. 729 
J-B(xa) 0.338 0.830 0.947 0.184 
RESET(t) 1. 117 2.924 2. 169 0.940 
Imports a Mo -2. 506 -0. 416 -2. 175 -0. 775 (SM) (0.246) ( o. 073) (1. 189) (0.107) 
a MY 0.424 -1. 025 o. 501 -0. 557 ( 1. 316) (O. 278) (O. 488) (0.107) 
aMM 0.486 0.630 -o. 147 0.505 (O. 686) (O. 157) (0.312) ( o. 270) 
a ML -0.546 0.299 -0.082 -0.203 (O. 214) (O. 091) (0. 180) (0.315) 
CME 1. 643 0.644 o •. 367 -0.008 (0.805) (O. 257) (0 .. 460) (O. 004) 
a MT 0.304 -0. 124 0.449 0.005 (0 .. 122) (O. 043) (O. 427) ( o. 046) 
S. E. E. o. 155 0.033 0.091 0 .. 047 Ra 0.397 0.579 o .. 796 0.851 
d 1.877 2 .. 184 1.694 2.384 
J-B(X. a) o. 609 0 .. 241 0.593 1 .. 900 
RESET(t) 1. 197 o. 300 4.062 1.396 
214 
INDUSTRY NAME (ASIC) 
Share Parameter 17. Basic 18. Other 19. Glass 20. Clay 
Equation Chemicals Chemical Products 
Products 
(275) (276) (285) (286) 
Labour a Lo -0.978 -0. 527 -5.039 -1. 778 (SL) (O. 100) ( o. 077) (1.042) (0.263) 
aLY 0.322 0.406 1. 282 2. 722 (O. 517) (O. 250) (O. 412) (1.201) 
aLM -0.546 0.299 -0.082 -0. 203 (0.214) (O. 091) ( o. 180) (O. 314) 
. all 0.288 -0.330 -1.079 -1.540 (0 .. 197) (O .. 142) (O. 164) (O. 844) 
CLE 1.484 1. 009 0.099 0.004 (0.310) (1. 665) ( o. 405) (O. 009) 
aLT 0.140 -0. 153 1. 427 0.284 (0.051) (O. 041) (O. 374) (0.116) 
S. E. E. 0.054 0.018 0.081 o. 112 R2 o. 714 0.902 0.859 0.353 
d 1.342 2.096 1 .. 624 1 .. 173 
J-B(X.2;) 1.073 0.656 1. 224 o. 318 
RESET(t) 0.830 o. 131 0.547 2.559 
Plant bEo 0.607 0.262 0.440 0.665 
and (O. 004) (O. 021) ( o. 036) (0.016) 
Equipment 
(RE) CEY 0 .. 016 0 •. 291 o. 134 0.019 (0 .. 016) (0 .. 071) (O. 017) ( o. 089) 
CEM o. 012 -0. 102 -0.067 0.069 (0.008) (O. 035) (O. 015) ( o. 033) 
CEL -0.298 -0.210 -0.053 -0.077 (O. 013) ( o. 038) (0.012) (0.049) 
bEE 0.047 0.079 o. 157 -0.001 (O. 012) (O. 047) (O. 013) (0.001) 
bET 0.012 0.034 0.066 -0.005 (0 .. 002) ( o. 011) (O. 013) (O. 007) 
S. E. E. 0.002 0.005 0.003 0.007 R2 0.998 0.943 o. 996 0.909 
d 2.658 1.867 1.803 1. 018 
J-8{~) 0.028 1.456 1 .. 713 0.449 
RESET(t) 2.295 3.054 1 •. 845 0 .. 238 
System LL 123. 57 175 .. 73 145 .. 38 119 .. 21 
215 
INDUSTRY NAME (ASIC) 
Share Parameter 21. Cement 22. Other 23. Basic 24. Basic Non-
Equation Products Mineral Iron & Ferrous 
Products Steel Metals 
(287) (288) (294) (295) 
Gross ayo 4.073 4.828 -0. 166 5.478 
Output ( o. 325) (O. 138) (O. 082) (O. 178) 
(Sy) 
2.991 0.919 ayy o. 524 -3. 361 
( 1. 274) (1.320) (O. 232) (O. 315) 
ayM -0. 066 -0.450 0.407 0.089 (O. 031) (O. 130) (O. 103) (O. 020) 
ayL 0 .. 322 1.403 -0.301 0.631 (O. 281) (0.332) (0.083) (0 .. 043) 
cyE -0.396 -0.024 2.182 0.433 (0.858) (0.017) (O. 147) (O. 268) 
ayr 0 .. 241 -0. 205 0.051 -0.075 (0.166) (O. 095) (O. 043) (0. 106) 
S. E. E. o. 196 o. 169 0.045 o. 179 
Rz o .. 748 0.248 0 .. 992 o. 915 
d 1.383 2 .. 006 1 .. 241 1.477 
J-B(X2 ) 2.402 o. 592 2.902 o. 596 
RESET(t) 0.329 o. 331 2. 509 1.844 
Imports a Mo -0.009 -0.289 -0.048 -o. 107 (SM) (0.010) (0. 020) (O. 059) ( o. 026) 
a MY -0.066 -0.450 0.407 0.086 (O. 031) (O. 130) (O. 103) (0.020) 
a MM 0.004 0.260 0.155 0.109 (0.022) (O. 040) (0. 084) (O. 085) 
a ML 0.039 -0.208 -0.271 0.052 (0.029) (O. 063) (O. 377) ( o. 056) 
CME 0.015 0.649 -0.369 0.066 (0 .. 020) (O. 017) (O. 11 O) (O. 023) 
a MT -0.009 0.004 0.044 0.026 (0.005) (O. 011) (O. 033) (0 .. 012) 
S. E. E. 0.004 o. 017 0 .. 034 o. 011 
Ra 0.523 0.828 0.684 0.752 
d 2. 333 1.981 1.825 2 .. 380 
J-B( x2) 0.086 1. 989 0 .. 945 0.844 
RESET(t) 1. 272 2.205 1.120 0.030 
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INDUSTRY NAME (ASIC) 
Share Parameter 21. Cement 22. Other 23. Basic 24. Basic Non-
Equation Products Mineral Iron & Ferrous 
Products Steel Metals (287) (288) (294) (295) 
Labour a Lo -1. 001 -1. 217 o. 316 -0.843 (SL) (O. 080) (O. 046) (0.030) (O. 057) 
aLY o. 322 1. 403 -0. 301 o. 631 (0.281) (O. 332) ( o. 083) ( o. 043) 
aLM o. 039 -0. 208 -o. 271 0.052 ( o. 029) (0.063) ( o. 037) (0 .. 056) 
all -0.442 -0. 919 0.368 -0.887 (O. 161) (O. 144) ( o. 063) (O. 124) 
CLE 0.531 -0 .. 002 -0.227 -0.085 (O. 190) (O. 004) ( o. 057) (0 •. 039) 
aLT 0.090 0.098 -0.013 o. 135 (O. 041) (0.027) (O. 014) (O. 027) 
S. E. E. 0.043 0.043 0.014 0.024 R2 o. 667 0.803 0.986 0.962 
d 1. 638 1. 801 2.073 1.875 
J-B(x 2) o. 369 1.205 3. 979 2.233 
RESET(t) o. 631 0.827 2.046 2. 129 
Plant bEo o. 693 0 .. 608 o. 837 0.761 
and (O. 008) (0.017) ( o. 023) (O. 069) 
Equipment 
(RE) CEY 0.074 o. 161 -0. 187 0.018 (O. 026) (O. 070) (0.051) (0.005) 
CEM -0.059 -0.064 -0.051 -0.023 (0.017) (O. 031) (0. 033) (0.013) 
CEL -0.203 -0.094 0.128 -0.070 (0 .. 025) (O. 058) ( o. 030) (O. 015) 
bEE o. 149 -0.003 0.268 0.205 (O. 017) (O. 001) ( o. 046) (O. 005) 
bET 0.008 -0.010 -0.023 o. 001 (0.004) (0 .. 008) (O. 013) (O. 003) 
S. E.E. 0.004 0.009 0.014 0.003 R2 0 .. 989 0.848 o. 927 o. 998 
d 1. 533 2 .. 082 1. 166 1. 388 
J-B(X. 2) 1.100 o. 375 0.744 3. 144 
RESET(t) 2. 111 0.223 1. 051 o. 566 
System LL 170.20 148 .. 88 175. 65 165. 68 
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INDUSTRY NAME (ASIC) 
Share Parameter 25. Non- 26. Petroleum 27. Motor 28. Transport 
Equation Ferrous Refining Vehicles Equipment 
Metal 
Products 
(296) (277) (323) (324) 
Gross ayo 7.057 6. 542 7.876 6. 752 
Output ( o. 587) (O. 751) (2.092) (1.533) 
(Sy) 
5. 572 13. 581 ayy -18. 132 8. 952 (1.201) (1.324) (2. 706) (O. 440) 
ayM -0.069 -6. 552 0.959 5.352 (0.133) (O. 895) (1.222) (2. 234) 
ayL -0.398 -0.215 4. 999 -5.987 (0.344) (O. 171) (O. 864) (1. 684) 
cyE -5. 001 1.948 -1. 705 -1. 149 (2.013) (1.350) ( 4.273) (2. 259) 
ayr o. 135 0.570 1.022 0.454 (0.318) (O. 402) (1.072) (O. 678) 
S. E. E. o. 396 0.681 0.563 0.857 
Ra 0.772 0.960 0.895 0.843 
d 1. 518 1.326 1.778 1. 961 
J-8( x2) 0.584 o. 812 2.391 0.864 
RESET(t) 0.506 0.259 0.869 0.667 
Imports a Mo -0.314 -2.829 2. 526 -4.429 (SM) ( o. 077) (0.534) (1.087) (O. 845) 
a MY -0.069 -6. 552 0.959 5.352 (O. 133) (0.895) (1. 221) (2. 234) 
aMM -0.512 4.342 0.506 -3. 774 (0.171) (O. 666) (O. 694) ( 1. 942) 
a ML 0.422 o. 285 0.649 -0.851 (0. 199) (O. 088) (0.424) (O. 691) 
CME o. 593 2. 714 6.651 0.541 (0.236) (O. 963) (2. 260) (O. 181) 
a MT -0.069 -0.613 -2. 662 . 1. 169 (0.038) (O. 286) ( 1. 087) (0.405) 
S. E.E. 0.040 0.487 0.294 0.730 
Ra o. 524 0.942 0.861 0.542 
d 1.822 1.105. 1.698 2.018 
J-8( x) 1. 649 0.451 2. 491 1. 606 
RESET(t) 1.291 2.393 1.157 1.227 
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INDUSTRY NAME (ASIC) 
Share Parameter 25. Non- 26. Petroleum 27. Motor 28. Transport 
Equation Ferrous Refining Vehicles Equipment 
Metal 
Products 
(296) (277) (323) (324) 
Labour a Lo -1. 133 -0. 555 -3.358 -1. 266 (SL) (O. 204) (O. 087) ( o. 536) (O. 687) 
aLY -0.398 -0. 215 4. 999 -5.987 (0.344) (0.171) ( o. 863) ( 1. 684) 
aLM 0.422 o. 285 0.649 -0.851 (O. 199) (0.088) (O. 424) (O. 691) 
all -0.683 -0.462 -3.328 2. 415 (0.386) (O. 205) ( o. 795) ( o. 925) 
CLE o. 615 0.054 -1. 787 -2. 783 (O. 623) (O. 163) (O. 958) (O. 741) 
aLT o. 112 0.019 0.884 -0. 740 (O. 104) (O. 045) (O. 268) (O. 296) 
S. E. E. o. 112 o. 062 o. 121 0.276 R2 0.357 0.824 0.851 0.848 
d 0.777 1.390 2. 011 1.869 
J-B(x2 ) 3. 797 o. 729 11. 685 o. 916 
RESET(t) o. 410 0.648 0.088 3.236 
Plant bEo o. 722 o. 765 0.651 0.380 
and (O. 051) (O. 007) (O. 022) (O. 011) 
Equipment 
(RE) CEY 0.014 0.006 0.069 o. 160 (0.085) (O. 015) (O. 030) (O. 027) 
CEM -0.042 o. 019 o. 113 -0.001 (0.011) (O. 007) (0 .. 017) (O. 012) 
CEL -0.009 -0.074 -0.250 -0.095 (0.012) (O. 022) (O. 036) (0.038) 
bEE o. 287 0.152 o. 346 0.245 (O. 015) (0.014) (O. 034) (0.180) 
bET -0.004 0.003 0.004 o. 006 (0.002) (O. 004) (O. 001) (O. 005) 
S. E. E. 0.003 0.004 0.004 0.004 
R2 0.993 0.976 0.977 o. 987 
d 2.353 1. 008 1. 557 1.658 
J-B(X2) o. 709 0.757 3.958 o .. 722 
RESET(t) 0.608 1. 546 1.255 o. 201 
System LL 113. 20 98.89 80.63 61. 91 
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INDUSTRY NAME (ASIC) 
Share Parameter 29. Scientific 30. Electrical 31. Metal 
Equation Equipment Appliances Industries (334) (335) (314,315,316,336) 
Gross ayo 21.268 7.923 9.100 
Output (2. 079) (1.415) (1. 769) 
(Sy) 
-9.855 -4.062 4. 539 ayy ( 2. 977) (1.886) ( 2. 700) 
ayM 5. 867 3. 959 1. 410 (1.536) (1. 130) (O. 751) 
ayL o. 567 -0. 751 -1.219 (0.450) (O. 324) (1.013) 
cyE 12.358 4. 012 -5. 401 ( 3. 436) (2.835) (1.806) 
ayr -5 •. 299 0.006 0.610 (0.942) (O. 691) (O. 257) 
S. E. E. 0.857 0.447 0.239 Ra o. 721 o. 594 0.481 
d 1.105 1.297 1.916 
J-B(x2) o. 714 0.969 0.355 
RESET(t) 0.509 o. 318 o. 564 
Imports a Mo -11.628 -2.097 -1. 073 (SM) (1.076) ( o. 855) ( o. 992) 
a MY 5.867 3. 959 1. 410 (1.536) ( o. 113) (O. 751) 
aMM -1.300 -1. 428 -0.065 (0.844) (O. 791) (0.421) 
a ML -1. 618 -0 .. 712 -0.415 (O. 256) (O. 199) (0.186) 
CME -4.405 -2. 235 3.280 (1.784) (1. 726) (1.002) 
a MT 2.906 -0. 146 -0.257 (0.487) (0.417) (O. 138) 
S. E. E. 0.444 0.268 o. 132 Ra o. 759 0.885 o. 595 
d 1.277 1.359 1. 742 
J-B~) 0.543 . 0.300 1.084 RES · t) o. 795 o. 160 o. 519 
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INDUSTRY NAME (ASIC) 
Share Parameter 29. Scientific 30. Electrical 31. Metal 
Equation Equipment Appliances Industries (334) (335) (314,315,316,336) 
Labour a Lo -3. 151 -1.772 -2. 636 (SL) (0.312) ( o. 243) (O. 420) 
aLY o. 567 -0. 751 1. 219 (0.449) (O. 324) (1.012) 
aLM -1.618 -0. 712 -0. 415 (0.256) (O. 199) (O. 187) 
a LL -1.066 o. 386 o. 323 (O. 152) ( o. 114) ( o. 570) 
CLE -0.214 -1. 057 -0. 764 (0.520) ( o. 483) ( o. 432) 
aLT 0.856 0.085 0.001 (O. 142) (0.119) (0 .. 076) 
S. E. E. o. 128 0.074 0.056 Ra 0.836 o. 592 o. 764 
d 1. 175 1. 508 . 1. 925 
J-B(x 2) 1. 164 0 .. 668 o. 762 
RESET(t) 0.273 0.052 0.461 
Plant bEo 0.526 0 .. 489 0.638 
and (O. 075) (O. 020) (0. 077) 
Equipment 
(RE) Cfy 0.083 0.054 o. 767 (0.012) (O. 027) ( o. 220) 
CEM -0. 032 -0.012 0.084 (0.011) (0 .. 021) (O. 036) 
CEL ~o. 134 -0.248 -0.666 (0.020) (O. 022) (0.144) 
bEE 0.274 o. 211 0.048 (O. 180) (O. 041) (O. 079) 
bET 0.007 0.027 0.040 (0.004) (O. 010) (0. 016) 
S. E.E. 0.003 0.006 0.010 
Ra 0.989 0.950 o. 511 
d 2. 132 1. 404 2.024 
J-B(X a) o. 235 0.355 1.092 
RESET(t) o. 394 2. 801 1.735 
System LL 108. 05 118. 78 115. 49 
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INDUSTRY NAME (ASIC) 
Share Parameter 32. Leather 33. Rubber 34. Plastic 35. Total 
Equation Products Products Products Manufacturing (345) (346) (347) 
Gross ayo 6. 916 6.930 4. 700 3. 101 
Output ( o. 800) ( o. 469) (2. 800) (1.152) 
(Sy) 
3.308 ayy -1.003 -6.246 7. 817 (1.841) (1. 798) (1.207) ( 3. 462) 
ayM -o. 315 -0.059 2.090 -0.938 (0.960) (0.919) (O. 488) ( o. 874) 
ayl 2. 080 2. 281 1. 703 -2.466 (O. 525) (O. 368) (O. 339) (O. 842) 
cyE -1.444 -2.258 -8. 502 2.259 (1.204) (2. 380) (1. 025) (3. 543) 
ayT -0.058 0.107 0.356 0.899 (0.364) (O. 173) ( o. 116) (O. 388) 
S. E. E. o. 316 o. 367 o. 132 0.524 R2 0.861 0.693 0.858 o. 753 
d 1.956 2.553 2.003 1. 799 
J-B(X. 2) 0.468 o. 728 o. 194 0.390 
RESET(t) 1. 618 0.073 0.302 1. 557 
Imports a Mo -1.671 -0. 930 -0. 605 -0. 191 (SM) (O. 429) ( o. 238) ( o. 123) ( o. 297) 
aMy -0. 315 0.059 2.090 -0.938 (0. 960) (0.919) (0 .. 488) (0.874) 
aMM 1. 601 -0. 127 o. 777 0.442 (0.807) (O. 705) ( o. 259) (O. 284) 
a ML -2. 788 o. 198 -0. 907 0.002 (O. 383) (O. 344) (0. 166) (O. 219) 
CME o. 336 2.877 2. 750 1.072 (O. 758) (1. 170) (0. 414) (O. 898) 
a MT 0.028 -0.481 -0.146 -0.313 (0.201) (0.091) (O. 051) (O. 100) 
S. E. E. o. 161 o. 178 0.054 o. 132 R2 0.933 0.855 0.816 o. 789 
d 1. 794 2.532 2.063 2.037 
J-B(X 2) o. 549 1. 342 0.672 0.501 
RESET(t) 0.072 o. 980 0.326 o. 739 
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INDUSTRY NAME (ASIC) 
Share Parameter 32. Leather 33. Rubber 34. Plastic 35. Total 
Equation Products Products Products Manufacturing 
(345) (346) (347) 
Labour a Lo -1. 914 -2. 187 -1. 140 -0.859 (SL) (O. 273) (O. 133) ( O. 11 O) ( o. 285) 
aLY 2. 080 2. 280 1. 703 -2.467 (O. 525) (O. 368) (0. 339) (O. 842) 
aLM -2.788 o. 198 -0.909 0.002 (0.384) (O. 344) (0. 166) (0.219) 
all 1. 111 -1. 754 -0.228 0.574 (O. 246) (O. 330) (0.181) ( o. 223) 
CLE -1.328 -0.670 1. 083 -1. 403 (0. 421) (O. 530) (O. 302) (0.871) 
alT o. 251 0.241 0.047 -0.060 (0. 130) (O. 056) ( o. 047) ( o. 096) 
S. E. E. 0.095 0.075 0.041 o. 128 R2 0.820 0.850 0.630 o. 727 
d 2.438 2. 313 1. 494 1. 537 
J-B(X2 ) 0.570 0.416 0.336 1. 588 
RESET(t) 0.029 1. 082 . 0.004 o. 535 
Plant bEo o. 511 0.659 0.680 o. 621 
and (0. 019) (O. 006) (0 .. 012) (O. 011) 
Equipment 
(RE) CEY o. 126 0.063 o. 129 o. 118 (0.039) (O. 015) (O. 040) (O. 029) 
CEM 0.050 o. 015 -0.022 -0.055 (0.061) (0.016) (O. 022) (O. 019) 
CEL -0.095 -o. 108 -0.093 -0. 143 (0. 029) (O. 015) (0. 019) (O. 125) 
bEE o. 246 o. 298 o. 237 0.259 (0.046) (O. 021) (O. 033) (O. 034) 
bET -0.002 o. 003 0.008 -o. 001 (0.010) (O. 002) (0.005) (O. 003) 
S. E. E. 0.006 0.003 0.004 0.004 
R2 o. 967 o. 987 o. 986 0.897 
d 1. 938 2.774 1. 945 o. 816 
J-B(x2 ) 1. 435 3.028 1.297 o. 207 
RESET(t) 1. 371 1. 689 2.309 3.851 
System LL 100.39 115. 89 136.87 174. 08 
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Instrumental Variables Used by Industrx 
Industry Name Output Price Materials Price 
1. Other Manufacturing 
2. Fruit and Vegetable 
Products 
3. Margarine 
4. Flour Mills 2151, 2153, 2163 
s. Breads, Cakes and 3500 
Biscuits 
6. Other Food Products 3500 
7. Beverages and Malt 2191, 2210, 3500 
8. Tobacco Products 
9. Textiles 3500 2313 
10. Knitting Mills 3500 
11. Clothing 2316, 2413, 3500 3500 
12. Footwear 2423, 3411, 2421 3500 
13. Wood and Wood Products 2521, 2522, 2611 
14. Furniture and 
Mattresses 
15. Paper and Paper 3500 
Products 
16. Printing 3500 
17. Basic Chemicals 3500 
18. Other Chemical 3500 
Products 
19. Glass 2811, 3500 
20. Clay Products 2821, 2822, 2832, 2834 
21. Cement 3500 
22. Other Non-Metallic 2835 
Mineral Products 
23 .. Basic Iron and Steel 2914, 3111 2740, 3500 
24. Basic Non-Ferrous 3500 
Metals 
25. Non-Ferrous Metal 2928 
Basic Products · 
26. Petroleum Refining 2740 
27. Motor Vehicles and 3211, 3212, 3223, 3331 
Parts 
28. Other Transport 3500 
Equipment 
29. Scientific Equipment 3500 
30. Appliances and 3500 
Electrical Equipment 
31. Metal Industries 
32. Leather Products 3411 
33. Rubber Products 3421 
34. Plastic Products 2713, 2740, 3431 
35. Total ManufacttJring GDP, 31, 27 
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Notes: 
1. All instrumental variables used are in 1969 ASIC (except for Industry 
35) and are obtained from the ABS series Prices of Articles Produced 
by Manufacturing Industries. Industry 3500 refers to total 
manufacturing. 
2. The instrumental variables included in the estimation are constructed 
using the GIVE procedure. Although larger sets of instruments were 
considered, only the final instruments selected on the basis of the 
Hausmann test and the RESET test are repeated here. Where no 
instruments are used, the tests are deemed to be acceptable and those 
variables free of simultaneous equations bias. 
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Appendix 4.2: Elasticity Estimates 
Notes on Following Tables: 
(1) Standard errors are in parenthesis. 
(2) All estimates are partial elasticities of output Yi with respect to 
price Ph defined as the proportional change in Yi due to a one percent 
rise in Ph• i.e. 
(3) The partial elasticities are interdependent due to the homogeneity 
restrictions summarised in equations (2.44) to (2.47). 
(4) All elasticities are reported at 1974/75 values. 
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INDUSTRY 1: OTHER MANUFACTURING (ASIC 348) 
EXPIJNATIRf VARIABLE 
IE'emlT Price of Price of Price of Price of ~ityof ~ityof 
VARIABLE Clrtput Irrports Labour Materials Plant & Equpt. Bldg. & Struct.. 
~ityof 6.352 -2.041 -1. 52.7 -2. 784 0.485 0.515 
Gross Clrtput (0.407) (0.128) (0. 149) (0..001) 
C)Jantity of 6.218 -3. 118 -1.002 -2.017 0.174 0.826 
Irrports co..m) (0. 178) (0. 133) (0.. 102) 
~ityof 7.342 -1. 7rE -2.642 -2.991 0.697 0.3)3 
Labour co.n9) (0.218) (0.310) (0. 145) 
~ity of Materials 8.626 -2.052 -1.927 -4.647 o.sn 0.423 
~Priceof 7.433 -2.269 -1.681 -2.484 --0.017 0.017 
Plant & Equpt. (0. 148) (0.045) (0.057) (O.O'Z7) 
~Priceof 6.353 -2.453 -1.ml -1.870 0.037 --0.037 
Bldg. & Structure 
INDUSTRY 2: FRUIT AND VEGETABLE PRODUCTS (ASIC 213) 
~T<Rf VARIABLE 
DEPEJa:NT Price of Price of Price of Price of ~ity of ~ityof 
VARIABLE Clrtput Irrports Labour Materials Plant & Equpt. Bldg. & Struct. 
C).rantity of 3.251 --0.401 --0.617 -3.949 0.332 0.668 
Gross Clrtput (0..379) (0.054) (0..126) (0.4n) 
~ityof 3.138 -2.265 --0.620 -0.253 0.576 0.424 
Irrports (0.421) (0.195) (0.100) (0.519) 
QJantity of 3.209 --0.412 -1.669 -1.128 --0. 199 1.199 
Labour (0.655) (O. 125) (0..291) (0.856) 
~ity of Materials 7.684 -0.003 --0.422 -7.'l!JJ 0.415 0.595 
~Priceof 6.601 --0.646 -1.195 -3.233 --0. 100 0.100 
Plant & Equpt. (0. 140) co.on) (0.003) co..1n) 
~Priceof 5.9$ --0.893 -1.116 -2.947 0.110 --0. 110 
Bldg. & Structure 
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IroJSTRY 3: ~NE (A5IC 214) 
EXPt.PMTCRf VARIABLE 
IEPEJm.JT Price of Price of Price of Price of ()Jantity of ()Jantity of 
VARIABLE Qrtput !np:>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 10.497 -1.~ -1.179 -7.331 0.541 0.459 
Mput (0.170) (0.051) (0.079) 
()Jantity of Irrports 11.366 -3..147 -1.123 -7.007 . 0.449 0.551 
(0.292) (0. 151) (0.101) (0.227) 
()Jantity of Labour 14.146 ~3Sl -3..004 -8.184 0.255 0.745 
(1. lfD) (0.212) (-1.217) (0.3J2) 
()Jantity of Materials 11.277 -1.~ -1.049 -8.318 0.338 0.412 
Shacbl Price of 10.597 -1.892 --0. 745 -6.961 --0.010 0.010 
Plant & Equpt. (0.154) (0.023) (0.165) (0.031) 
Shacbl Price of 11.453 -1.034 -1.201 -7.318 0.018 --0.018 
Bldg.. & Struct. 
INDUSTRY 4: FLOUR MILL ANO CEREAL FOOD PRODUCTS (ASIC 215) 
EXPIM"TmY VARIABLE 
DEPemIT Price of Price of Price of Price of Q.iantity of Q.Jantityof 
VARIABLE Qrtput !np:>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
Q.Jantity of Gross 6.531 0.126 --0.939 -5.548 o.ro5 0.005 
Qrtput (0. 126) (0.005) (0.039) (0.314) 
()Jantity of IiTp:>rts 6.186 -1.281 1.133 -3..628 -3..969 4.969 
(O.~) (0.555) (0.653) (1.402) 
()Jantity of Labour 7.619 0.054 ~425 -5.258 1.873 --0.873 
(0.319) (0.037) (0.244) (0.598) 
()Jantity of Materials 7.698 --0.035 -0.899 -6. 764 Q.gg) 0.1&> 
Shacbl Price of 7.049 --0.299 -0.856 -4.894 --0.419 --0.419 
Plant & Equpt. (0.079) (0.061) (0.073) (0.155) 
Shacbl Price of 6.1ro 0.331 --0. 781 -4. 740 0.571 -0..571 
Bldg. & Struct. 
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I1'llJSTRY 5: 8RE4DS., CAKES NV BISOJITS (A5IC 216) 
EXPl..Pnc\TIRf VARIABl..E 
IE'ENIHIT Price of Price of Price of Price of ()Jantity of Q.Jantity of 
VARIABLE Mput !rrfJorts Labour Materials Plant & Equpt. Bldg. & Struct. 
C)Jantity of Gross 3.956 -0.031 -1.682 -2.244 0.458 0.542 
Mput (0.216) (0.011) (0.095) (0. 183) 
C)Jantity of futx>rts 2.. 794 0.328 -0.241 -2.ffi2 4.()24 -3.lJl4 
(1.0ZZ) (0.270) (O. 754) (0.612) 
Qiantity of LaOOur 5.428 -0.009 -z.m -2.642 -0.160 1.160 
(0.3J7) (O.W) (0.155) (0.246) 
C)Jantity of Materials 4.673 -0.006 -1.707 -2..~ 0.763 0.237 
Shadow Price of 4.647 -0.W -1.575 -2.379 -0.231 0.231 
Plant & _Equpt. (0.095) (O.~) (0.()51) (0.071) 
Shac:bN Price of 5.395 --0.002 -1.548 -2. 766 0.218 -0.218 
Bldg. & Struct. 
INDUSTRY 6: OTHER FOOD PRODUCTS (ASIC 217) 
EXPl..Pnc\ltRY VARIABLE 
DEPENDENT Price of Price of Price of Price of C)Jantity of C)Jantity of 
VARIABLE Mput Intx>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 3.248 -O.CB9 -0.509 -2.651 0.697 0.3)3 
Mput (0.160) (0.018) (0.053) (0.1~) 
Qiantity of futx>rts 4.101 -2.4&> -1. 761 0.110 3.983 -2.983 
(0.842) (1.559) (0.873) (1.243) 
C)Jantity of Labour 3.992 -0.299 -1.192 -2.501 0.039 0.961 
(0.455) (0.149) (0.375) (0.529) 
Qiantity of Materials 4.131 0.004 -0.497 -3.638 0.738 0.262 
Shadow Price of 4.665 -0.281 -0.591 -2.792 -0.209 0.209 
Plant & Equpt. (O.CYlS) (0.031) (0.019) (0.036) 
Shadow Price of 4.976 0.2()) -0.916 -3.542 0.364 -0.364 
Bldg. & Struct. 
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IMl.ISTRY 7: ~ ftl.D f.W..T (A.5IC 218) 
EXPtJNATCRf VARIABLE 
DEPENCENT Price of Price of Price of Price of ()Jantity of ()lantity of 
VARIABLE Cbtput !np:>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
QJantity of Gross 2.fJJ7 -0.857 -0.139 -2. 178 0.187 0.813 
Mput (0.341) (0.059) (O. 110) (0.224) 
()Jantity of !np:>rts 1. 783 -1.lJ4 0.578 1.057 0.963 0.037 
(0.557) (0.176) (O. 185) (0.426) 
~ity of Labour 0.829 0.368 -O.a39 -o.n -0.CDi l.CDi 
(0.6$) (0.117) (0.217) (0.010) 
~ity of Materials 4.171 -0.216 -0.099 -3.856 -0.050 1.0!il 
Shaclcw Price of 5.43) -0.675 -o.~ -2. 770 -0.189 0.189 
Plant & Equpt. (0. 107) (0.028) (0.036) (0.008) 
Sha~ Price of 4.281 -O.fJJ5 -0.003 -2.315 0.229 -0.229 
Bldg. & Struct. 
INDUSTRY 8: TOBACCO PRODUCTS (ASIC 219) 
EXPl.PNATCRf VARIABLE 
DEPENDENT Price of Price of Price of Price of Q.iantity of ()Jantity of 
VARIABLE Mput Inµrts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 4.198 -0.547 -0.005 -2.847 0.891 0.109 
Mput (0.268) (0.051) (0.061) (O. 719) 
()Jantity of !np:>rts 4.200 -1.497 -0.015 -2.768 2.016 -1.016 
(0.403) (0.251) (0. 192) (0.698) 
~ity of Labour S.136 -0.012 --1.813 -3.311 1.700 -0. 700 
(0.389) (0. 157) (0.245) (0.912) 
()Jantity of Materials 6.636 -0.824 -1.209 -4.603 0.4fJJ O.SfD 
Shaclcw Price of 3.617 -0.472 -0.754 -1.392 -0.074 0.074 
Plant & Equpt. (0.047) (0.034) (0.058) (0.003) 
ShadcNI Price of 3.293 -0.4a> -0.231 -1.657 0.113 -0.113 
Bldg. & Struct. 
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Il'UJSTRY 9: TEXTILES (ASIC 234, 235) 
EXPLANAltRf VARIABLE 
l:E>EMBlT Price of Price of Price of Price of ()Jantity of ()Janti'ty of 
VARIABLE Mput lnl>orts Labour r.'ateri a 1 s Plant & Equpt. Bldg. & Struct. 
~tity of Gross 9.695 -3.431 -1.ro> -4.453 0.810 o. 1~ 
Mput (0.239) (O. 103) (0.052) (0. 139) 
~tity of lnl>orts 10.859 -4.m -1. 7fJ2. -4.l34 0.682 0.318 
(0.326) (0.236) (0.005) (0. 136) 
QJantity of Labour 10.l58 -3.091 -2.616 -4.661 1.109 -0.109 
(O.:m (0. 114) (0.005) (0.182) 
()Jantity of Materials 10. 750 -3.348 -1.960 -5.442 0.831 0.169 
Shacbl Price of 10.898 -3.479 -2.049 -4.371 -0.009 0.009 
Plant & Equpt. (0.044) (0.033) (0.016) (0.016) 
Shacbl Price of 9.921 -3.092 -1.002 -4.326 0.013 -0.013 
Bldg. & Struct. 
INDUSTRY 10: KNITTING MILLS (ASIC 244) 
EXPLANATCRY VARIABLE 
DEPeaNT Price of Price of Price of Price of ()Jantity of QJantity of 
VARIABLE Mput lnl>orts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 0.718 -0.128 -0.185 -0.405 ' 0.517 0.483 
Mput (O. 122) (0.005) (0.015) (0.048) 
()Jantity of lnl>orts l.018 --0. 795 -0.469 0.246 0.445 0.555 
(0.516) (0.312) (0.CB)) (0.201) 
()Jantity of Labour 1.13) -0.361 --0.353 -0.416 0.661 0.339 
(0.092) (0.002) (0.053) (0.038) 
()Jantity of Materials 1.681 0.129 -0.283 -1.528 0.399 0.001 
Shaclo.ol Price of 2.262 -0.342 --0. 'f/J7 -0.413 -O.CXl3 a.cm 
Plant & Equpt. (0.044) (0.039) (0.041) (0.azD) 
Shacbl Price of 1.971 -0..179 -0.157 -0.635 0.009 -0.009 
Bldg. & Struct. 
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IMl.lSTRY 11: a.mt!!~ (ASIC 245) 
EXPlMlmY VARIABLE 
lE'EMEiT Price of Price of Price of Price of Q.rantityof Q.rantityof 
VARIABLE Mput Irrports Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 8.057 -1.999 -2.443 -3.615 1.200 --0..200 
Mput (0.201) (0.008) (0.073) (0. 116) 
()Jantity of !np)rts 9.884 -3.416 -2.727 -3. 741 1.970 --0..970 
(O.l19) (0.166) (0.100) (0.235) 
()Jantity of l..aOOur 9.S&l -2.155 -3.648 -3. 747 1.488 -0.488 
(O.Dl) (0.079) (0.133) (0. 159) 
Q.rantity of Materials 8.847 -1.851 -2.347 -4.649 1.001 --0..001 
Shacbtl Price of 7. 761 -1.468 -2.487 -2.709 --0.. 109 0.109 
Plant & Equpt. (0.111) (O.~) (0.047) (0.053) 
ShadcM Price of 7.'l.00 -1.478 1.466 -3.346 0.799 -0.799 
Bldg. & Struct. 
INDUSTRY 12: FOOTWEAR (ASIC 246) 
EXPt.P4'1«\TrnY VARIABLE 
OO'ENDENT Price of Price of Price of Price of Q.rantity of Q.rantity of 
VARIABLE Mput Ilf1X)rts LaOOur Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 6.547 -1.744 -1.978 -2.825 0.470 0.53) 
Mput (0.195) (0.074) (0.005) (0.127) 
Q.rantity of !np)rts 7. 7(56 -2.873 -1.832 -3.()51 0.319 0.681 
(0.329) (0.13>) (0.093) (0.252) 
Q.iantity of l..aOOur 7.865 -1.636 -2. 773 -3.455 O.l34 0.616 
(0.3l3) (0.003) (0.261) (0.123) 
Q.rantity of Materials 7.'!Jj9 -1. 793 -2.267 -3.3)9 0.553 0.447 
Shacbtl Price of 6.876 -1.644 -1. 717 -2.516 0.001 --0..001 
Plant & Equpt. (O. 101) (0.016) (0.097) (0.016) 
Shacbtl Price of 7.533 -1.518 -1.917 -3.098 --0..002 0.002 
Bldg. & Struct. 
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Il'D.JSTRY 13: WlD AM> WlD PIIDm (ASIC 253) 
EXPtNJATmY VARIABLE 
DEPEMBIT Price of Price of Price of Price of Q.Jantity of Q.Jantity of 
VARIABLE ClJtput Irrports Labour Materials Plant & Equpt. Bldg. & Stru:t. 
QJantity of Gross 4. 796 -0.626 -1.275 -Z.895 -0..184 -1.184 
ClJtput (0.164) (0.052) (O. 111) (0.048) 
Q.iantity of Irrports 6.172 -Z.012 -1.647 -Z.513 0.401 0.599 
(0.517) (0.278) (0.323) (0.212) 
Q.iantity of Labour 5.514 -0. 722 -1.896 -1.400 0.669 0.331 
(0.481) (0. 142) (0.449) (0.116) 
QJantity of Materials 6.354 -0.559 -0.715 -5.COO -1.110 2.110 
Shacbv Price of S.285 -0.275 -1.544 -Z.466 a.coo -a.coo 
Plant & Equpt. (0.142) (0.044) (0. 136) (0.032) 
Shacbv Price of 4.006 -0.. 711 -0.500 -1. 796 -0.001 0.001 
Bldg. & Struct. 
INDUSTRY 14: FURNITURE (ASIC 254) 
EXPtNJATmY VARIABLE 
DEPEM9JT Price of Price of Price of Price of ()Jantity of Q.Jantity of 
VARIABLE ClJtput Irrports Labour Materials Plant & Equpt. Bldg. & Struct. 
QJantity of Gross 7.161 -0.923 -Z.047 -4.191 0.002 0.393 
Mput. (0.320) (0.042) (O. 148) (0.056) 
Q.rantity of Irrports 7.326 -Z.661 -1.558 -3.107 0.411 0.589 
(0.337) (0.078) (0.155) (O.C83) 
Q.iantity of Labour 8.428 -0.a:B -3.017 -4.003 0.842 0.158 
(0.610) (0.001) (0.338) (0.100) 
Q.Jantity of Materials 8.369 -0.. 781 -Z.232 -5.355 0.549 0.451 
~Priceof. 8.355 -1.003 -Z.500 -3.773 O.C68 -O.C68 
Plant & Equpt. (0.343) (0.055) (0. 178) (O.!l>5) 
Shadc1ll Price of 6.837 -0.921 -0.995 -3.920 -0.002 0.002 
Bldg. & Struct. 
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mlJSl'RY 15: PAPER NfJ PAPER PmlCTS (ASIC 263) 
EXP!..PMTCRY VARIABLE 
lEPEMBIT Price of Price of Price of Price of C)Jantity of C)Jantity of 
VARIABLE Mput Inports Labour Materials Plant & Equpt. Bldg. & Struct. 
C)Jantity of Gross 6.642 -2.CB3 -1.276 -3.273 1.437 -0.437 
Mput (0.357) (O. 113) (0. 121) (0. 756) 
C)Jantity of Inports 8.993 -3.969 -1.684 -3.340 2.497 -1.497 
(0.486 (0.277) (0. 163) (1.009) 
C)Jantity of Labour 7.196 -1.073 -2.664 -3.Ei04 1. 934 -0. 934 
(0.681) (0.220) (0.279) (1.525) 
C)Jantity of Materials 7. lJ3 -1. 735 -1.426 -4.100 0.921 0.079 
Shacbl Price of 7.XE> ~1.685 -1.459 -3. 161 -0.312 0.312 
Plant & Eq.ipt. (0.040) (0.022) (0.029) (0.076) 
Shacbl Price of 6.2bl -1.006 -0. 785 -3.'J!,7 0.558 -0.558 
Bldg. & Struct. 
INDUSTRY 16: PRINTING AND ALLIED INDUSTRIES (ASIC 264) 
EXPIJWl\TmY VARIABLE 
DEPEtWJT Price of Price of Price of Price of C)Jantity of {liantity of 
VARIABLE Mput Inports Labour Materials Plant & Equpt. Bldg. & Struct. 
C)Jantity of Gross 3.737 -0.670 -1.266 -1.001 0.221 0.779 
Mput (0.23)) (O.CBl) (0.104) (0.203) 
Q.iantity of Tuixrts 4.441 -2.090 -1.(XX) -1.351 -0. 181 1.181 
(0.333) (0.139) (0.172) (0.285) 
Q.iantity of Labour 4.165 -0.496 -1.954 -1. 715 -0.009 1.009 
(0.343) (0.005) (O. 193) (O.lJS) 
Q.iantity of Materials S.052 -0.S/2 -1.463 -2. 762 0.655 0.345 
Shacbl Price of S.632 -0.874 -1.~ -1.927 -0.135 0.135 
Plant & Eq.ipt. (0.056) (0.032) (0.057) (0.048) 
Shacbl Price of 4.873 -0. 704 -1.231 -1.841 0.174 -0.174 
Bldg. & Struct. 
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IJ'OJSTRY 17: at\SIC QOOCALS (A.5IC 275) 
EXPL4/IJAT<Rf VARLABl..E 
OEPemtr Price of Price of Price of Price of ~tity of ()Jantityof 
VARLABLE M.put !np:>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross S.617 -2.:69 -0. 745 -2.fl.)3 0.121 0.879 
Mput (0.459) (0.187) (0.073) (0.256) 
()Jantity of !np:>rts 7.212 -3.519 -0.554 -3.138 -0.079 1.079 (0.570) (0.297) (0.093) (0.349) 
()Jantity of Labour 6.620 -1.619 -2. 155 -2.847 -1.243 2.243 
(0.653) (0.271) (0.249) (0.392) 
~tity of Materials 6.007 -2.474 -0.769 -2. 765 0.473 0.527 
ShacblPriceof 7.053 -2.~ -1.261 -2.&>2 -0.294 0.294 
Plant & Eq.ipt. (0.<125) (0.012) (0.<121) (0.019) 
Shacbl Price of 6.986 -2.635 0.020 -3.665 0.fl.)6 -0.fl.)6 
Bldg. & Struct. 
INDUSTRY 18: OTHER CHEMICAL PRODUCTS (ASIC 276) 
EXPl.JWAlmY VARIABlE 
DEPENCENT Price of Price of Price of Price of Q.iantity of ().rantity of 
VARIABLE M.put !np:>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 3.839 -0.919 -0. 705 -2.216 -0.255 1.255 
Mput (0. 141) (O.~) (0.057) (0. 111) 
()Jantity of Tu-ports 5.870 -2.004 -1.234 -2.032 --0.631 1.631 
(0.400) (0.23>) (0.133) (0.631) (0.376) 
Q.lantity of Labour 3.863 -1.fl.)9 -1.384 -1.420 -0.956 1.956 
(0.313) (0. 115) (0.173) (0.209) 
()Jantity of Materials 5.125 -0. 736 --0.599 -3. 790 --0. 121 1.121 
Shacbl Price of 5.311 -1.013 -1.475 -1.823 -0.433 0.433 
Plant & Equpt. (0.226) (0. 113) (0.125) (0.154) 
Shacbl Price of 3.952 --0.537 -0.494 -1.Bf>O 0.196 --0. 196 
Bldg. & Struct. 
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.· IlOJSTR'f 19: GASS (A.5IC 285) 
EXPt.HJATffiY VARIABLE 
IEPEtmT Price of Price of Price of Price of Q.iantity of Q.iantity of 
VAAIABLE Mput Irrports l..aOOur Materials Plant & Equpt. Bldg. & Struct. 
Q.iantity of Gross 3.246 --0.965 -1.004 -1.324 0.562 0.4-:E 
Mput (0.255) (O. 105) (0.009) (0.240) 
()Jantity of Irrports 4.145 -0.935 -1.046 -1.000 0.276 0.724 
(0.4$) (0.291) (0. 168) (0.429) 
()Jantity of Labour 3.470 -0.999 -1. lf>O -1.196 O.s:JJ 0.470 
(0.367) (0.161) (0.145) (0.361) 
Q:Jantity of Materials 4.685 -0.863 -1.03) -1. 929 0.700 0.220 
Shac:bl Price of 4.828 -1.179 -1.200 -1.326 -0. 128 0.128 
Plant & Equpt. (o.cm) (0.024) (0.019) (0.022) 
Shac:bl Price of 4.262 -0.f!J7 0.983 -1.267 o.ro1 -0.a:J7 
Bldg. & Struct. 
INDUSTRY 20: CLAY PRODUCTS ANO REFRACTORIES (ASIC 286) 
EXPtMTffiY VAAIABLE 
DEPEMJENT Price of Price of Price of Price of Q.iantity of Q.iantity of 
VARIABLE Mput Irrports l..aOOur Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 2.964 -0.910 -0.652 -1.403 0.652 0.348 
ClJt.put (0.479) (0. 135) (0.278) (0.003) 
()Jantity of ln1Jorts 5.038 -2.428 -1.021 -1.589 0.662 0.338 
(0. 749) (0.346) (0.403) (0.005) 
Q:Jantity of Labour 2.199 -0.622 -1.079 -0.497 0.648 0.352 
(0.937) (0.246) (0.659) (0.007) 
()Jantity of Materials 4..Sl3 -0.983 -o.ros -3.320 0.651 0.349 
Shac:bl Price of 4..353 -0.674 -1 .. 400 -1.280 -0.E O.E 
Plant & Equpt. (O. 137) (0.000) (0.075) (0.001) 
Shac:bl Price of 4..268 -0.979: -1.051 -1.229 0.652 -0.652 
Bldg. & Struct. 
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IrnJSTRY 21: caerr lffi caerr mncrs (A.5Ic 'lB7) 
EXPLANATCRY VARIABLE 
OEPEl'aNT Price of Price of Price of Price of C)Jantityof C)Jantity of 
VARIABLE Mput Irq:iorts Labour Materials Plant & Equpt. Bldg. & Struct. 
C)Jantity of Gross 2. 795 -0.036 -0.757 -2.001 0.611 O.E 
Mput (0.285) (0.007) (O.C63) (O. 192) 
QJantity of Irq:iorts 7.63) -0.844 -2. 709 -3. 723 -0.012 1.012 
(1.486) (1.0$) (1.403) (0.962) 
()Jantityof Labour 4.076 -a.cs -1.296 -2.711 0.591 0.409 
(0.339) (0.036) (0.194) (0.049) 
()Jantity of Materials 3. 418 -a.cm -0.800 -2.528 o. 757 0.243 
Shadoiil Price of 4.570 -0. 1CX> -1.119 -2.345 -0.007 0.007 
Plant & Equpt. (0.037) (O.CY25) (0.036) (O.CY24) 
Shadoiil Price of 4.219 0.176 -0.156 -3.239 0.2Cil -0.202 
Bldg. & Struct. 
INDUSTRY 22: OTHER NON-METALLIC MINERAL PRODUCTS (ASIC 288) 
Ei<PIMTCRY VARIA81..E 
OEPEl'aNT Price of Price of Price of Price of C)Jantity of C)Jantity of 
VARIABLE Mput lrr1x>rts Labour Materials Plant & Equpt. Bldg. & Struct. 
C)Jantity of Gross 3.667 -0.404 -0.787 -2.476 0.558 0.442 
Qrtput (0.296) (O.CY29) (0.074) (0.004) 
Q.iantity of ~ 5.946 -2. 100 -0.415 -3.371 0.542 0.458 
(0.43>) (0.13>) (0.209) (0.006) 
()Jantity of Labour 3.187 -0.114 -1.267 -1.roi 0.565 0.435 
(O.~) (0.058) (O. 131) (0.004) 
Q.iantity of Materials 5.371 -0.497 -0.968 -3.007 0.554 0.445 
Shadoiil Price of 4.747 -0.417 -1.269 -2.061 -0.442 0.442 
Plant & Equpt. (0.124) (0.055) (0. 103) (0.002) 
Shadoiil Price of 4.002 -0.156 -0.886 -2.0fD 0.570 -0.570 
Bldg. & Struct. 
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IMlJSTRY 23: M5IC IJm Am STEEL (ASIC 294) 
EXPt.PMTffiY VARIABLE 
~ Price of Price of Price of Price of Q.Jantity of Q.Jantity of 
VARIABLE M.put Tuports Labour Materials Plant & Equpt. Bldg. & Struc:t. 
()Jantity of Gross 6.009 -0.624 -1.481 -3.~ 1.072 -0.072 
M.put (0.033) (0.015) (0.012) (O.~) 
Q.iantity of Tuports 6.417 -1.910 -1.040 -3.467 1.])2 -0.])2 
(-0. 151) (0.124) (0.055) (0. 161) 
()Jantityof Labour 7.224 -0.493 -2.694 -4.037 0.918 0.002 
(0.058) (0.026) (0.044) (0.039) 
()Jantity of Materials 7.176 -0.fIJ7 -1.4ro -5.079 1.168 -0.168 
Shacbv Price of 6.768 -0.614 -1.269 -3.570 0.112 -0.112 
Plant & Equpt.. (0.(l)l) (0.044) (0.039) (0.001) 
Shacbv Price of 7.797 -0.468 -1.974 -4.355 -0.357 0.357 
Bldg. & Struc:t. 
· INDUSTRY 24: BASIC NON-FERROUS METALS (ASIC 295) 
EXPIM~Y VARIABLE 
OEPeaNT Price of Price of Price of Price of ()Jantity of (µantity of 
VARIABLE Mput !rrports . Labour Materials Plant & Equpt. Bldg. & Struct. 
Q.iantity of Gross 3..618 -0.045 -0.464 -3.110 0.842 0.158 
Mput (0.000) (0.004) (O.CXB) (0.051) 
()Jantity of !rrports 3.P& -2.839 -1.422 0.400 -0.318 1.318 
(0.321) (1.379) (0.916) (0.330) 
Q.iantity of Labour 4.176 -0. 13) -0.003. -3.963 o.~ 0.094 
(0.074) (0.007) (0.212) (0.006) 
Q.iantity of Materials 4.526 0.007 -0.640 -3.892 0.875 0.125 
Shacbv Price of 5.281 -0.002 -0.675 -3.514 0.03) -0.03) 
Plant & Equpt. (0.007) (0.017) (0.019) (0.007) 
Shae.bl Price of 5.183 0.035 -0.294 -3.924 -0.094 0.094 
Bldg. & Struct. 
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Il'll.JSlRY 25: ~ ~.AL BA.5IC Pfm£T'S (A.SIC 296) 
EXPLPNATmY VAAIABLE 
IE'EMEJT Price of Price of Price of Price of ()Jantity of ()Jantity of 
VARIABLE Qztput Irrports Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 7.'537 -0.493 -1.049 -5. 795 0.054 0.946 
Qztput (0. 158) ' (0.017) (0.045) (0.265) 
Q.iantity of Irrports 7. 746 -0.42.7 -1.868 -5.452 -0.515 1.515 
(0.274) (0.353) (0.411) (0.489) 
Qlantity of Labour 8.004 -0.'1J7 -1.312 -5. 785 0.004 O.!n> 
(0.345) (0.200) (0.337) (0.625) 
Q.iantity of Materials 8.001 -0.515 -1.125 -6.961 -0.029 1.029 
Shacbrl Price of 7.624 -0.544 -1.009 -5.072 0.115 -0.115 
Plant & Equpt. (0.012) (0.015) (0.017) (0.021) 
Shacbrl Price of 7.556 -0.337 -0.967 -5.252 -0.283 0.283 
Bldg. & Struct.. 
INDUSTRY 26: PETROLEUM REFINING (ASIC 277) 
EXPLPNATmY VARIABLE 
DEPENDENT Price of Price of Price of Price of ()Jantity of ()Jantity of 
VARIABLE Qztput Irrports Labour Materials Plant & Equpt. Bldg. & Struct. 
Q.iantity of Gross 9.134 -5.6'1J -0.657 -2. 788 0.536 0.464 
Qztput (0.155) (0.105) (0.158) (0. 158) 
Q.iantity of Irrports 9.876 -6.005 -0.6'1J -2.331 0.213 0.787 
(0.182) (0.135) (0.018) (0.196) 
Q.iantity of Labour 8.885 -5.375 -0.!m -2.610 0.678 0.322 
(0.271) (O. 140) (0.325) (0.258) 
Q.iantity of Materials 11. 968 -5.800 -0.828 -{).7]) 3.133 -2.133 
Shacbrl Price of 8.552 -4.EJ:J7 -{). 728 -1.926 -0.038 0.038 
Plant & Equpt. (0.020) (0.009) (0.029) (0.019) 
Shacbrl Price OT o.521 -5.<D5 -0.318 -2. 197 0.122 -0.122 
Bldg. & Struct. 
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Il\llfilRY 27: MJ1tR VEHia.ES NfJ PARTS (ASIC 323) 
~TCRY VARIABLE 
I:EPENl»J1 Price of Price of · Price of Price of ()Jantity of ()Jantity of 
VARIABLE .,utput !np)rts LaOOur Materials Plant & Equpt. Bldg. & Struct. 
(µantity of Gross 5.n2 -2.558 -1.097 -3.057 0.478 0.522 
Qrtput (0.282) 0.127) (0.098) (0.445) 
Q.iantity of !np)rts 9.240 -3.848 -1.862 -3.529 -1.847 2.847 
(0.460) (0.261) . (0. 159) (0.851) 
C)Jantity of Labour 6.511 -3..059 -0.561 -2.891 1. 7fiJ --0. 7fiJ 
(0.534) (0.262) (0.491) (0..592) 
C)Jantity of Mat.aria ls 6. 785 -2.169 -1.001 -3..535 1.386 --0.386 
Shadow Price of 9 .. 705 -2.485 -1.999 -4.221 0..183 -0..183 
Plant & Equpt. (0.045) (0.025) (0.055) (0..052) 
Shadow Price of 9.400 -2.~ -0..89l -4.523 -0..349 0..349 
Bldg. & Struct. 
INDUSTRY 28: OTHER TRANSPORT EQUIPMENT (ASIC 324) 
EXPl..AflLA.TCRY VARIABLE 
DEPEMBIT Price of Price of Price of Price of {)Jantity of QJantity of 
VARIABLE Qrtput !np)rts Labour Materials Plant & Equpt. Bldg. & Struct.. 
(µantity of Gross 8.053 -1.172 -3.784 -3..096 0.248 0.752 
Qrtput (0.556) (0.282) (0.212) (0.285) 
Q.iantity of !np)rts 5.027 --0.ali -2.568 -1.653 -2.536 3.536 
(1.209) (1.051) (0.374) (0.982) 
(µantity of Labour 9.900 -1.567 -4.826 -3..!Dl 1.312 -0..312 
(0..556) (0.2'28) (O..lJS) (0.245) 
C)Jantity of Materials 11.!m -1.493 -5.190 -5.lJ5 1.117 -0.117 
Shacbf Price of 8.329 -1.849 -3.2n -2.209 0.015 -0..015 
Plant & Equpt. (O..~) (0.()3)) (0.098) (0..031) 
Shadow Price of 7.6flJ -1.847 -2.872 -1.941 -0.010 0..010 
Bldg. & Struct. 
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IMlJSTRY 29: PfUT'CmAPHIC Nil SCIENTIFIC EQJIOOIT (A.5IC 334) 
EXPL4NATCRY VARIABLE 
D£PErmiJT Price of Price of Price of Price of QJantity of ()Jantity of 
VARIABLE M.put !np:lrts Labour Mlterials Plant & Equpt. Bldg. & Struct. 
Q.lantity of Gross . 8.800 -5.320 -1.404 -2.136 1.683 -0.683 
M.put (0.276) (0. 143) (0.042) (0.319) 
()Jantity of !np:lrts 9.n4 -6..643 -1.181 -1.950 1.287 -0.287 
(0.262) (0.151) (0.044) (0.3)4) 
. Q:lantity of Labour 12.286 -s.no -2. 140 -4.377 1.764 -0.7634 
(0.257) (0.146) (0.007) (0.297) 
Quantity of Mlterials 9.300 -4.663 -2.320 -2.394 2.~7 -1.~7 
Shadc.111 Price of 10.929 -5.924 -1.707 -2.298 0.048 -0.048 
Plant & Equpt. (0.023) (0.021) (0.037) (0.034) 
Shadc.111 Price of 10.953 -5..797 -1.167 -2.274 -0.055 0.055 
Bldg. & Struct. 
INDUSTRY 30: APPLIANCES AND ELECTRICAL EQUIPMENT (ASIC 335) 
~TrRY VARIABLE 
DEPENl»JT Price of Price of Price of Price of ()Jantity of Q,iantity of 
VARIABLE art.put !np:lrts Labour Mlterials Plant & Equpt. Bldg. & Struct. 
Quantity of Gross 6.644 -2.211 -1.700 -2.733 1.0'£9 --O.C3 
M.put (0.232) (0.139) (0.040) (0..348) 
QJantity of !np)rts 6.675 -3.168 -1.344 -2.163 1.364 -0.364 
(1.209) (1.051)' (0.374) (O.~) 
Quantity of Labour 8.610 -2.254 -2.848 -3.507 1.193 -0.193 
(0.202) (0.124) (0.071) (0.3l1) 
Quantity of Mlterials 8.143 -2.698 -1.600 -3.798 0.536 0.464 
Shacbt Price of 8.243 -2.719 -2.071 -2.453 -0.070 0.070 
Plant & Equpt. (0.050) (0.038) (0.041) (0.077) 
Shadc.111 Price of 8.027 -2.672 -1.073 -3.281 0.001 -0.001 
Bldg. & Struct.. 
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INllJSTRY 31: r.ETAI.. Il'UJSTRIES (ASIC 314. 315. 316, 336) 
EXPt..ftMTmY VARIABLE 
IEPENlE'IT Price of Price of Price of Price of Q,iantity of Quantity of 
VARIABLE ()rt.put Irilx>rts Labour Mlterials Plant & Equpt. Bldg. & Struct. 
Q.iantity of Gross 6.237 -1.329 -1. 704 -3.205 -0.350 1.3&J. 
Mput (0.412) (0. 115) (0.155) (0.276) 
Q.iantity of Irilx>rts 5.63) -2.502 -1.249 -1.879 -1.649 2.649 
(0.487) (0.272) (O. 121) (0.649) 
()Jantity of LaOOur 7.347 -1.271 -2.735 -3.341 0.978 0.022 
(0.667) (0.217) (0.375) {0.285) 
()Jantity of Materials 8.449 -1.169 -2.043 -5.238 -0.007 1.007 
Shacfo..I Price of 8.159 -1.367 -2.919 -2.873 -0.424 0.424 
Plant & Equpt. (0.463) (0.075) (O.Dl) (0.017) 
Shacfo..I Price of 5.002 -1. 705 -0.200 -2.128 O.l34 -O.l34 
Bldg. & Struct. 
INDUSTRY 32: LEATHER AND LEATHER PRODUCTS (ASIC 345) 
EXPt..ftMTmY VARIABLE 
DEPENDENT Price of Price of Price of Price of QJantity of Q.iantity of 
VARIABLE Mput Irqxrts Labour Mlterials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 6.554 -1.739 -1.312 -3.003 o.:m 0.697 
OJtput (0.260) (0.135) {0.074) (0. 170) 
()Jantity of Inports 7.'lJ3 -3.639 0.040 -3.674 0.3l3 0.692 
(0.567) (0.477) (0.226) (0.448) 
Quantity of LaOOur S.792 0.042 -3.298 -2.536 1.334 -0.334 
(0.327) {0.239) (0.153) (0.262) 
()Jantity of Mlterials 8.907 -2.233 -t.461 -5.213 0.104 0.896 
Shadcw Price of 7.335 -1.596 -1.794 -2.946 -0.007 0.007 
Plant & Equpt. (0.077) {0.119) (0.057) (0.090) 
Shadcw Price of 6.832 -1.795 -1.412 -2.625 0.007 --0.007 
Bldg. & Struct. 
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IMl.JSTRY 33: IW3ER Plm£TS (ASIC 346) 
EXPl.J\NATmY VARI.ABLE 
rEPemJT Price of Price of Price of Price of ()Jantity of ()Jantity of 
VARIABLE Mput !rq:lorts Labour Materials Plant & Equpt. Bldg. & Struct. 
()Jantity of Gross 6.173 -2.074 -1.344 -2. 755 0.357 0.643 
Mput (0.246) (0. 126) (0.050) (0.326) 
~tity of !rqJorts 7.'JJ! -3.014 -1. 751 -2.542 --0. 720 1. 720 
(0.443) (0.340) (0.165) (0.564) 
C)Jantity of Labour 5.933 -2. 195 -1.597 -2.141 1.070 --0.070 
(0.222) (0.200) (0.199) (0.320) 
()Jantity of Materials 7.Em -2.045 -1.375 -4.388 0.646 0.354 
Shacbt Price of 7.405 -2.053 -1.818 -2.535 0.113 --0.113 
Plant & Equpt., (O.~) (0.~4) (9-~) (0.032) 
Shacbt Price of 7.120 -2.120 -1.333 -2.657 --0.225 0.225 
Bldg. & Struct. 
INDUSTRY 34: PLASTIC PRODUCTS (ASIC 347) 
EXPl.J\NAlmY VARIABLE 
DEPEraNT Price of Price of Price of Price of ()Jantity of ()Jantity of 
VARIABLE Mput !rqJorts Labour Materials Plant & Equpt. Bldg. & Struct. 
~tyof Gross 3.483 --0.632 --0.Em -2.043 --0.827 1.827 
Mput (0.216) (0.007) (O.C6l) (0.183) 
()Jantity of IlqJorts 3.519 -2.T!B --0.200 --0.533 -2.045 3.045 
(0.486) (0.257) (0.165) (0.412) 
()Jantity of Labour 4.ll57 --0. 188 -1.900 --0.338 0.286 1.286 
(0.305) (0.149) (0.163) (0.272) 
C)Jantity of Materials 4.610 --0.216 -0..151 -4.243 -1.190 z._ 190 
Shacbt Price of 5.784 -1.036 -1.247 -2.£02 0.034 -0..034 
Plant & Equpt. (0.059) (0.032) (O.W) (0.048) 
. Shacbt Price of 5.181 --0.935 -0..811 -2.435 -0.077 0.077 
Bldg. & Struct. 
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IMl.ISTRY 35: lUT.Al f.WUFACTIJRIOO (A.5IC 3) 
EXPLAMTrnY VARIABLE 
DEPEMENf Price of Price of Price of Price of ()Jantity of ()Jantity of 
VARIABLE Clrt:put Int:>orts Labour M3.terials Plant & Equpt. Bldg. & Stn.ci:. 
()Jantity of Gross 6..962 -2.595 -1.231 -3.135 --0.250 1.250 
Mput (0. 700) (0.2ll) (0. 177) (0. 725) 
QJantityof Int:>orts 5.418 -2.363 --0.658 -2.'397 --0.678 1.678 
(1.052) (0.342) (0.264) (1.(B)) 
()Jantity of Labour 8.211 -1.241 -2.696 -4.274 1. 756 -0..756 
(0.685) (0. 179) (0.181) (0. 700) 
Q.rantity of M3.terials 7.817 -1.419 1.920 -4.478 1.321 -0..321 
Shadow Price of 6.396 -1.328 -1.462 -2.006 0.036 -0..036 
Plant & Equpt. (0.046) (O.CBl) (0.023) (0.056) 
Shacbw Price of 5.899 -1.097 -0..858 -2.945 -0..057 0.057 
Bldg. & Struct. 
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EXPORT SUPPLY FUNCTIONS 
INllJSTRY 35:. lUTAL ~ACTIJRif\6 (ASIC 3) 
-
EXOOE1n1S VARIABLE 
DEPEMlNT Price of Price of Price of Price of Price of Q.Jantity QJantity 
VARIABLE ll:nestic Exports lrqJorts Labour Materials of Plant of Bldg. 
Cl.it.put & Equpt. & Struct. 
Q.Jantity of 4. 742 0.858 -1. 161 -1.319 -3.120 0.720 0.200 
ll:nestic Cl.it.put (0.246) (0. 119) (0.091) (O.CY29) (0.327) 
QJantity of Exports 7.100 1.011 -2.528 -1.031 -4.551 3.145 -2.145 
(0.986) (0.322) (0.400) (0. 172) (2.05'') 
()Iantity of lrqJorts S.163 1.358 -2.52.7 -0.991 -3.002 0.432 O.fai 
(0.405) (0.218) (0. 194) (0.lliO) (0.637) 
QJantity of Labour S.009 0.558 -0.999 -1.638 -.785 0.849 0.151 
(0.131) (0.093) (O.lliO) (0.043) (0.246) 
QJantity of 6.281 1.107 -1.359 -1. 700 -4.329 1.419 -0.419 
Materials 
Shadow Price of S.967 0.683 -1.403 -1.573 -.675 0.072 -0.072 
Plant & Equpt. (0.042) (0.032) (0.022) (0.014) (o.01t) 
ShackM Price of S.229 0.692 -1.079 -0. 783 -3.lliO -0. 115 0.115 
Bldg. & Struct. 
-
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INflfilRY 23: eA.5IC IIDI Nil STEEL (ASIC 294) 
EXPt.JlNAlmY VARIABlE 
[E>EN[:ENT Price of Price of Price of Price of Price of ()Jantity ()Jantity 
VARIABLE lbtestic Exports Tuports Labour Materials of Plant of Bldg. 
QJt.put & Equpt. & Struct. 
~tityof 5.193 1. (ll3 -o.n4 -1.446 -4.042 1.135 -0. 135 
Dooestic Oitput (0.077) (0.016) (0.015) (0.032) (0.029) 
~ity of Exports 6.329 0.536 --0.789 -1. 782 -4.295 1.012 --0.012 
(0.103) (0.056) (0.052) (0.053) (O.O&l) 
~ity of Tuports 6.337 1. 116 -1.892 -1.594 -3.822 1.098 -0.098 
(0. 13)) (0.074) (0.001) (0.002) (0.005) 
()Jantity of Labour 6.005 1.194 --0.756 -2.556 -3.967 1.093 --0.093 
(0.132) . (0.035) (0.029) (0.072) (0.055) 
~ityof 6.279 1.063 -0.695 -1.465 -5.182 1.223 -0.233 
Materials 
Shacbll Price of 5..925 o.sn --0.577 -1.sn -4.102 --0.040 0.040 
Plant & Equpt. (0.054) (0.028) (0.029) (0.031) (0.026) 
Shacbll Price of 5.070 0.960 -0. 778 -1.015 -3.237 0.127 --0. 127 
Bldg~ & Struct. 
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Chapter 5 Industry Policy and Import Competition 
The elasticity results of the previous chapter provide new evidence on 
the role of import pricesin determining import flows and hence of the 
efficacy of trade policy measures which act through relative prices. On 
these results, trade policy in Australian manufacturing industries does not 
appear to have the effectiveness often claimed for it by industry pressure 
groups and government officials. 1 The estimated elasticities of policy 
choice show a comparatively small role for import prices in the 
determination of import flows and, most importantly, of industry output and 
employment. The elasticities also indicate the extent of offsetting supply 
and demand pressures to a protection increase and the nature of its indirect 
consequences in domestic product and factor markets. 
The present chapter investigates quantitative aspects of the 
effectiveness of protection policies for Australian manufacturing 
industries. To better understand why trade policies may not operate as 
intended, we outline the mechanisms of protection in the context of a short 
run industry model with particular emphasis on the differential effects on 
output and employment of alternative substitution and market structure 
assumptions. Then we examine the issue of factor protection and how the 
' Australian tariff structure affects the distribution of income between 
capital and labour. In Section 5.3 aspects of the labour demand function 
are investigated and the policy implications of the estimated employment 
elasticities are discussed. The employment effects of tariff changes in the 
industry model are analysed using the relevant policy choice elasticities. 
Finally, the impact of tariff and exchange rate changes are investigated in 
Section 5.5 using simulation techniques to further illustrate the efficacy 
of alternative trade and domestic tax and subsidy measures. 
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5. 1 Protection and Relative Prices 
The analysis of trade protection in models characterised by specific 
factors and intermediate imports contains important departures from 
traditional tariff theory which assumes imports and home goods are perfect 
substitutes. In the absence of any trade taxes, prices of imports and home 
goods can still diverge, even with perfect markets, only if the goods are 
imperfect substitutes. Indeed the imperfect substitutes model of import 
demand has been widely analysed in the trade theory literature (Goldstein 
and Khan 1985). 
Another source of price divergence is also possible even where imports 
and home goods are homogeneous. If the markets in which these goods are 
sold are imperfect, then prices of imports and home goods may again diverge 
even though the goods are perfect substitutes. The framework for this 
mechanism to operate requires firms to operate as price makers, as in the 
case of the oligopoly model or models of mark-up pricing behaviour 
. (Appelbaum 1979), then prices may be imperfectly flexible in that home good 
prices are determined independently of imported goods prices causing prices 
to diverge for homogeneous products. These price divergences due to market 
structure are essentially temporary (since the cost changes for imports will 
be gradually incorporated in the cost plus pricing of home goods) but 
empirical studies have shown that the price divergences,may last for years 
(Gregory 1978). 
The proposition that imports and home goods prices diverge due to 
either imperfect substitutability or imperfect price flexibility has two 
qualifications noted by Arndt (1979). Firstly, while imperfect 
substitutability is a necessary condition for imports to retain a positive 
market share in perfect markets, it is not a necessary condition for price 
divergences between imports and home goods since imperfect price flexibility 
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is also a possible source of divergence. Secondly, price divergences due to 
either cause are likely to disappear over time. In the long run 
substitution between imports and home goods will rise and prices will be 
more flexible as the cost plus prices of home goods rise due to the effects 
of tariffs working through the cost structure. Indeed, in the very long run 
the price divergence between imports and home goods may disappear and the 
perfect substitutes assumption of traditional tariff theory is not 
unreasonable. 
It is possible to model the two sources of price divergence using a 
trade expenditure model where imports are treated as intermediate inputs as 
in our econometric model. Imperfect substitutability is assured and 
imperfect markets can be directly tested for and the appropriate mark-up 
pricing behaviour then incorporated in the industry supply and demand 
equations (Appelbaum 1979).2 
The price divergence proposition is a crucial departure from 
traditional tariff analysis (Carden 1971) because it raises the possibility 
of different mechanisms of tariff protection depending on whether the prices 
of domestic substitute goods do or do not move with the landed prices of 
imports3 after an import price change. In such a situation, the effect of a 
change in the relative price of traded and nontraded goods (within the one 
industry) depends on the extent to which (domestic) home goods prices are 
determined on world markets. The distinction between tradeable and 
nontradeable goods is not clear cut as in the case of imports and home 
goods. Necessarily there is a gradation or continuum of tradeable goods 
from one extreme where prices are wholly determined by international prices 
(as imports are by the assumption of a small open economy) to domestic 
market structures where home goods are determined without any foreign 
influence (similar to customer markets (Okun 1981) characterised by mark-up 
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pricing practices). While some nontradeable goods markets may be perfectly 
competitive, the weight of empirical evidence (see Okun 1981) supports the 
idea of imperfect domestic markets and cost-plus pricing. 
It follows from these considerations that there are two quite distinct 
reasons why some domestic goods might be more 'tradeable' than others. 
Firstly, some are closer substitutes for imported goods than others. 
Secondly, the prices of some domestic goods are more flexible than others. 
Since both substitutability and price flexibility are greater in the long 
run than the short run, it follows that over time import competition will 
increasingly force domestic goods prices to follow international prices. 
Arndt (1979, p152) deduces from this argument that 'in the long run - and 
the run may not be very long if there is a strong wage-price link, 
especially if wages are indexed - all prices in an open economy are 
internationally determined and therefore devaluation is ineffective.' 
We turn now to the mechanism by which tariff (and exchange rate) 
protection operates. To illustrate how protection operates, it is 
convenient to use two contrasting extreme cases. Using the· Hicks ( 1976) 
terminology, we term them flex-price and fix price conditions. 
Flex-price conditions arise in markets for many primary commodities 
and financial assets. Okun (1981) terms then 'auction markets'. Because 
sellers are subject to perfect competition and diminishing returns, they 
seek to maximise short run profits and the market clearing prices are 
reached through instantaneous tatonnement. Since the sellers are pure price 
takers, a devaluation leaves the foreign currency price of their product 
unchanged and raises the price in domestic currency. The protective effect 
is due to the consequent rise in the money incomes of producers of tradeable 
goods. Similariy, for a tariff increase which changes relative prices of 
traded goods enabling the protected industry to raise its prices leading to 
260 
a windfall rise in money incomes of factor owners in that industry. In both 
cases, output and employment are only affected to the extent that the 
increased profitability of the industry attracts resources to it, usually 
with some lags involved. 
How long the desired protective effect lasts depends on how long the 
increase in real factor incomes can be sustained in the flex-price 
conditions which characterise auction markets. If protection is given by 
currency devaluation (Gorden 1985), which affects the price of all tradeable 
goods more or less the same way, the benefits may be rather quickly 
dissipated as the price effects of devaluation spread throughout the 
economy. The more rapidly the price effects are transmitted, the more 
quickly home goods become 'tradeable' and the import price wedge shrinks, 
then the more rapidly the protective effect peters out. 
There are severa 1 comp 1 ications to the flex-price case. In the case 
of the pure primary commodity, there are no secondary substitution and 
income effects (of an import or export price change) since devaluation does 
not affect foreign currency prices and hence foreign suppliers and 
consumers. However the rise in the prices of (perfectly tradeable) home 
goods in line with the rise in import prices, will have measurable 
substitution and income effects on domestic demand (Arndt 1979). If 
domestic demand is more price elastic, there will be a larger demand shift 
towards r.ontradeables initially. In an interrelated system of product and 
factor markets this will lead to both output and substitution effects and 
the net effects are summarised in the elasticities of policy choice. 
Another source of income effects not incorporated in the econometric model 
will be through the effects of a tariff or devaluation on a product which 
has a substantial budget share in domestic consumption. If the home good 
was a major consumer good, then a rise in its price might have a significant 
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income effect which could possibly erode the income gains to local producers 
from the higher prices induced by the protection policy. 
The other polar case. which is probably the more relevant scenario. is 
that of fix-price conditions where most industrial products are sold through 
'customer markets' (Okun 1981). Sellers operate under monopolistic 
competition and constant or declining long run marginal costs. Such 
industrial firms seek to maximise long run profits only and set selling 
prices on mark-up or normal cost basis. Short run demand shifts are 
accommodated by changes in inventories. capacity utilisation or delivery 
times. In the present model. exogenous changes in product price cause 
interrelated adjustments in the quantities of output supply, import demand, 
labour demand. materials demand and in the shadow price of industry specific 
capital, reflecting essentially capacity utilisation changes. Such firms 
face inflexible prices in the short run due to both imperfect markets and 
imperfect substitutability of both traded and nontraded goods and factors. 
Firms essentially achieve equilibrium in the short run through quantity 
adjustments. 
In this fix-price world of temporary equilibrium with rationing, an 
increase in the price of imports (perhaps through a devaluation) will 
benefit local producers but not by enabling them to put up their domestic 
prices. Instead domestic prices remain steady and the market share of 
domestically produced goods is increased at the expense of the imports 
share. Thus the protection of local producers occurs through their 
increased market share and not through increased domestic prices as in the 
flex-price case. To expand output and achieve their income increase, 
domestic producers first have to attract additional factors of production. 
In a nearly fully employed economy, this will result in firms bidding up the 
prices of factors by varying amounts. Such cost increases may not be large 
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initially, but over time normal cost pricing will result in offsetting price 
rises. A more direct stimulus to domestic price increases will be where an 
industry depends on imported inputs affected by devaluation or tariffs which 
are incorporated in the normal cost pricing strategy. Finally, the 
devaluation (and to a lesser extent tariffs) will cause a gradual rise in 
costs as the price, income and monetary effects of devaluation permeate the 
rest of the economy. This may tend to partially offset the initial benefits 
which accrue to producers of the protected tradeable goods. 
We are now in a position to compare directly the different mechanisms 
of protection which operate in the two polar cases. In the fix-price case 
of temporary equilibrium with rationing, protection immediately increases 
the market share of domestic producers at the expense of imports. In the 
case of increased prices for imported intermediates, domestic factors 
substitute for imports causing an increased share of expenditure to go to 
domestic factor owners. Domestic output levels also decrease since imports 
fall and imported inputs and output are substitutes (see Table 4.7). 
In the flex-price case, market share is unchanged initially and only 
increases after increased industry profitability has attracted resources and 
increased domestic supply. Under flex-price conditions, protection in the 
first instance merely redistributes income to factor owners in protected 
industries and only changes market shares, output and employment with a lag. 
In contrast, protection in the fix-price case results in an immediate 
increase in market shares and (subject to inventory changes) in output and 
employment. Protection in this case causes an immediate increase (or 
slowing of the rate of decline) in output and employment through the shift 
in demand from imports to home goods with a consequent increase in market 
share for domestic producers. The size of the quantity increases in output 
and employment will depend on the imports to home goods substitution 
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elasticity (see Table 4.7) and the supply elasticity. The net effects on 
output and employment after allowing for income effects within the industry 
will depend on the ordinary price elasticities EyM and ELM· Clearly then it 
is possible to directly interpret the fix-price implications of a protection 
increase from the elasticities of policy choice reported in Appendix 4.2. 
The fix-price case of temporary equilibrium with rationing implies a 
sharper quantity response to increased protection through increased market 
share and more immediate increases in output and employment. In its nature. 
it is only of short run importance since in the very long run all prices are 
flexible and all products tradeable in the sense of being determined by 
international prices. But the fix-price case is probably the important and 
relevant protection mechanism operating in Australian manufacturing 
industries. 
Support for the fix-price interpretation of protection relies mainly 
on theoretical reasoning such as Hicks- (1976). Empirical support for short 
run specific factors and rigid prices is more indirect in Australian 
manufacturing industries. As noted in Section 3.4, it is possible to devise 
statistical tests for the fixity of specific factors and for the exogeneity 
of product and factor prices. In this study we have not directly tested 
asset fixity assumptions because of the restricted length of time series. 
Hence our case for specific factors depends on how reasonable the 
assumptions of the specific factors model are judged to be. In view of the 
widespread use of the specific factors model in trade theory applications 
(Jones and Kenen 1985) and in view of the useful results which the model 
generates, it is concluded that specific factors are a reasonable short run 
approximation, even if the exact length of run is hard to verify in static 
models. 
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Tests of exogeneity of prices are more straightforward and are 
reported in Section 4.3. 1. Briefly, our elasticity results strongly support 
imperfect substitutability and our tests of exogeneity of domestic output 
prices also support the proposition of imperfect price flexibility, most 
likely due to a combination of mark-up pricing and oligopoly models. Some 
in.dustries showed evidence of imperfect price flexibility for materials 
prices (see Table 4.2). 
It is concluded that for the 35 Australian manufacturing industries 
studied there is limited empirical support for imperfect price flexibility 
of output prices and to a lesser extent for materials prices. If 
manufacturing prices are relatively inflexible with respect to short term 
demand changes so that short term adjustment is primarily through the 
quantity mechanism (i.e •• with rationing behaviour), then there can be 
transitory but not insignificant benefits to industry output and employment 
through tariff and exchange rate protection in a temporary disequilibrium. 
This conclusion is analogous to that obtained by contrasting the short run 
analysis of Mussa (1974) with the long run analysis of Stolper" and Samuelson 
(1941) to demonstrate how tariff protection may first raise a factor's real 
income but then decrease it as long run adjustments take place. 
5.2- Factor Protection 
Industry policy in Australia has been primary concerned with 
intervention in trade flows, usually by way of tariffs and quotas. As a 
consequence, empirical research on Australian manufacturing industries has 
often been addressed to the sectoral (and industry) protection afforded by 
the extensive tariff structure (Dixon et al 1982). Economists have 
attempted to measure the extent to which a particular tariff structure 
shifts the allocation of resources among industries. This approach 
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overlooks the more direct and prior question of factor protection. How does 
the Australian tariff structure affect the distribution of income between 
its primary factors, capital and labour? Most importantly of all, who gains 
and who loses if Australian tariffs are reduced or eliminated? 
Factor protection is defined in terms of the relative change in cost 
shares for capita 1 and labour due to the protective structu.re and attempts 
to measure the relative factor income effects of a protection change. 
Despite the importance of factor protection as one of the central issues in 
industry policy, there is surprisingly little evidence available and almost 
none on Australia. Since the important theoretical breakthrough of Stolper 
and Samuelson (1941) there have been remarkably few empirical studies on the 
income distribution effects of tariffs.. Most of these studies have been 
confined to indirect measurement of factor protection, usually by 
correlating measures of the extent of tariff protection with measures of 
labour intensity, thereby avoiding explicit modelling of the income 
distribution mechanism. 
The indirect approach to measuring factor protection is based on the 
assumption that if the tariff structure tends to raise wage rates relative 
to rental rates, then these industries which have relatively labour 
intensive technologies should exhibit higher effective rates of protection. 
This line of reasoning led Basevi ( 1966) and Ba lassa· ( 1965) to regress 
measures of effective rates on corresponding measures of direct labour 
content for each sector. Finding no significant positive correlation for 
U.S. data, they concluded that U.S. tariffs do not protect labour. There 
are several deficiencies in this procedure related to the assumption of zero 
substitutability between intermediate and primary inputs which led Travis 
(1968) to regress nominal tariff rates on direct and indirect labour 
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content. Finding a positive and significant correlation, Travis reversed 
the previous findings and concluded that U.S. tariffs indeed protect labour. 
A more recent study by Thomas (1978) indicated that the Australian 
tariff structure discriminates in favour of labour and that this bias in 
factor protection holds for both nominal and effective tariff rates. Both 
tariff measures show that the tariff system is highly protective of the 
labour content of production with a predominant bias towards unskilled 
labour. Capital intensity is shown to be negatively related to tariff 
levels which supports the labour protection hypothesis. Finally, the 
natural resource intensive industries are negatively linked with protection 
because these tend to be the more export oriented, capital intensive, low 
tariff industries. 
The Thomas (1978) results are intuitively reasonable since we normally 
think of Australia as being relatively labour scarce and capital abundant. 
in aggregate terms at least. There may however be substantial variations in 
factor protection between industries. 
There are undoubtedly some industries where tariffs protect capital 
and not labour.. For example. while the Australian tariff does protect 
sectors which have relatively high labour requirements, many of these 
sectors tend to be standardised processes with low educational and skill 
requirements as in Textiles, Clothing and Footwear. The labour share of 
value added in such industries may on balance be relatively low and the 
tariff may end up protecting capital relative to labour in a short run 
temporary equilibrium with specific capital and exogenous wages. Thus the 
intraindustry impact of tariffs on labour and capital incomes could easily 
be biased in either direction and we.expect the pattern of factor protection 
to vary between industries due to differences in production processes and 
hence factor substitution behaviour. 
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Another reason for investigating factor protection is the high levels 
of capital inflow experienced by the Australian economy in recent years. If 
the competitive return to capital is increased by lower tariffs. then tariff 
reductions since 1973 may have stimulated capital inflows into selected 
manufacturing industries. Conversely, higher tariffs in a few industries 
may have lowered rental rates on capital and, in an-era of increasing 
capital mobility, led to either capital outflows and disinvestment in 
protected manufacturing industries (such as the TCF industries) or at least 
to a slowdown in capital investment in those industries. It also follows 
that foreign investors might be attracted to industries where the tariff 
protects capital and not labour. Again, it is the pattern of factor 
protection between industries which is crucial. 
The main problem with cross-section results such as Thomas (1978) is 
that they are not derived from an explicit structural model of industry 
behaviour which allows the industry technology characteristics to be 
reflected in variations between industries in factor protection outcomes. 
The objective of this Section is to reinvestigate the question of factor 
protection by the Australian tariff using a more direct methodology with a 
complete structural model of each industry. 
Factor protection is defined in terms of the relative shares of labour 
and capital in the value of final output (Burgess 1976). If tariff 
protection increases labour's share of value added, then the tariff is said 
to protect labour at the expense of capital. To simplify the analysis. in 
this Section we assume one imported intermediate input and two primary 
factors in inelastic supply. Thus competitive firms seek to maximise 
of 
industry va.lue added F(K.,L,M)-pMM subject to fixed endowments/Kand L.,and PM 
is the price of imported inputs including the tariff. Assuming a well 
behav~d production function and a well defined profit (value added) maximum., 
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the first order conditions can be differentiated with respect to PM (which 
is equivalent to differentiation with respect to the ad valorem tariff rate) 
to derive the comparative statics results. Following Burgess (1974): 
3M/3pM = l/FMM; ar/apM = FMK/FMM; aw/apM = FML/FMM 
where r and w are the imputed rental rates for capital and labour. Since 
FMM<O, it is clear that the real rental rate will rise or fall depending on 
whether FMK and FML are negative or positive. 
To derive the effect of a tariff change on the share of capital and 
labour in value added, define SK as the expenditure share of capital in 
value added, i.e. SK = rK/(w.L+r.K). Burgess (1974) shows that 
dSK/dPM = (F1FMK-FKFML)/[F 2 FMM(w.L+r.K) 2 ] 
and that the sign of this expression depends on the sign of (F1FMK-FKFML) 
which is shown by Burgess (1974, pl07) to be positive or negative as oKM is 
greater or less than OLM where the Allen elasticities are as defined in 
Section 4.4.2. 
Although we do not have estimates of the required elasticities 
directly from a value added type of profit function, we can estimate OKM and 
o1M by transforming the elasticities obtained from the specific factor model 
into elasticities consistent with the Burgess (1974) framework. 
The estimates of the Allan partial elasticities are presented in Table 
5.1 and we conclude that tariffs will protect labour relative to capital in 
only 11 of 35 industries, but these industries include some of the most 
heavily protected industries such as Motor Vehicles and Clothing. For two 
thirds of the manufacturing industries, protection benefits capital 
relative to labour. Since levels of protection are relatively low in these 
industries, it is not expected that factor protection would cause 
significant capital flows to these industries. 
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Table 5. 1: Elasticities of Substitution of Imports for Capital and Labour 
Elasticity of Elasticity of 
Substitution Between Substitution Between 
Capital and Imports Labour and Imports 
Industry Name (ASIC) Estimated Standard Estimated Standard 
Value Error Value Error 
1 • Other Manufacturing 0.975 0.019 0.734 o. 094 
(348) 
2. Fruit and Vegetable 0.841 0.093 0.536 o. 162 
Products (213) 
3. Margarine (214) 0.992 0.012 1. 236 o. 111 
4. Flour and Cereals (215) 6.359 1. 299 -1.371 o. 791 
5. Breads, Cakes and 0.490 0.359 o. 154 0.483 
Biscuits (216) 
6. Other Food Products 2. 721 0.301 2.891 1. 442 
(217) 
7. Beverages and Malt 1. 289 0.053 -0. 702 0.224 
(218) 
8. Tobacco Products (219) 1. 059 0.076 0.027 0.352 
9. Textile Fibres (234) 1. 052 0.011 0.968 0.039 
Other Textile Products 1. 048 o. 124 0.891 0.053 
(235) 
1 o. Knitting Mills (244) 1. 274 0.147 1.346 0.230 
11. Clothing (245) o. 968 0.014 1. 422 0.052 
12. Footwear (246) 1. 029 0.010 1.024 0.052 
13. Wood Products (253) 0.575 0.092 1. 507 0.295 
14. Furniture (254) 1. 185 0.276 0.301 0.359 
15. Paper Products (263) 1. 026 0.013 0.654 o. 134 
16. Printing (264) 1. 093 0.040 0.620 0.106 
17. Basic Chemicals (275) 0.992 0.005 o. 701 o. 117 
18. Other Chemical Products 1. 480 o. 165 1. 54 7 o. 167 
(276) 
19. Glass (285) 1. 100 0.022 0.932 o. 150 
20. Clay Products (286) 0.864 0.065 o. 797 o. 315 
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Table 5. 1: Elasticities of Substitution of Imports for Capital and Labour (cont.) 
Elasticity of Elasticity of 
Substitution Between Substitution Between 
Capital and Imports Labour and Imports 
Industry Name (ASIC) Estimated Standard Estimated Standard 
Value Error Value Error 
21. Cement Products (287) 5. 026 1. 182 3. 267 1.692 
22. Other Mineral Products 1. 375 o. 182 0.376 o. 190 
(288) 
23. Basic Iron and Steel o. 901 0.064 o. 723 0.033 
(294) 
24. Basic Non-Ferrous 1.494 0.277 2.437 1. 570 
Metals (295) 
25. Non-Ferrous Metal 1.123 0.031 1.874 0.413 
Products (296) 
26. Petroleum Refining o. 995 0.002 1. 092 0.028 (277) 
27. Motor Vehicles (323) o. 935 0.010 1. 151 0.099 
28. Transport Equipment 1. 001 0.016 0.848 o. 123 
(324) 
29. Scientific Equipment 1. 010 0.004 o. 811 0.030 
(334) 
30. Electrical Appliances 1. 008 o. 014 0.836 0.046 
(335) 
31. Metal Industries 0.861 0.059 o. 785 o. 171 
(314,315,316,336) 
32. Leather Products (345) o. 942 0.070 -0.025 0.141 
33. Rubber Products (346) 0.989 0.011 1. 058 o. 100 
34. Plastic Products (347) 1. 031 0.032 o. 187 o. 145 
35. Total Manufacturing (3) 1.072 0.025 1. 001 o. 144 
Notes: 
(1) All elasticities are Allen elasticities of substitution defined as the 
percentage change in the quantity ratio ~M/L) divided by the 
percentage change in the price ratio ( p)' PM)' i • e. cr LM = 
aln(M/L)/aln(pL/pM) and crKM = aln(M/K) a1n(pK/pM). 
(2) All elasticities are reported at 1974/75 values. 
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Another aspect of our results is that the data reject value added 
separability (see Section 4.5.3) and so oKM ~ oLM for all industries. Hence 
tariff policy always has a non-neutral effect on income distribution since 
it is only if oKM = oLM that the capital share is unaffected by a tariff 
change. 
To conclude, our results show that the Australian tariff does affect 
factor income distribution in all industries and that the tariff protects 
capital relative to labour for 24 out of 35 industries including total 
manufacturing. However for a small group of high tariff industries labour 
is protected relative to capital and so many industry tariffs do protect 
labour as suggested by aggregate studies. Importantly our disaggregated 
results show that aggregate studies, such as Burgess (1974) and Burgess 
(1976), which show that tariffs protect labour for the economy as a whole 
are subject to qualification as to the pattern of factor protection since 
the tariffs protects labour in only a small group of high tariff industries. 
5.3 Labour Demand 
The estimates of the industry labour demand functions provide 
important evidence about the dominance or otherwise of real wages growth in 
the explanation of unemployment growth. The major pieces of Australian 
evidence have been summarised and critically appraised by Gregory and Duncan 
(1979). The weight of econometric evidence appears to support the view that 
the rapid increase in Australian unemployment in 1974/75 may be attributed 
more to excessive real wage increases in that year than to an inadequate 
level of aggregate demand (as measured by gross output). This evidence 
displays several problems and inconsistencies outlined by Gregory and Duncan 
(1979). One particular problem is that none of the Australian studies 
disaggregate by industry and hence there is a need for labour demand 
272 
function estimates at an industry level which would then allow comparisons 
across industries of labour substitution and price elasticiti~s. The 
elasticities of labour demand with respect to output and wage changes will 
vary from industry to industry and the pattern of interindustry differences 
might help to explain the relative importance of wages and output in 
employment growth (and hence in unemployment levels). 
The price responsiveness of industry employment levels is demonstrated 
in the price elasticity estimates reported in Table 5.2. All industries 
exhibit a negative relationship between real wages and employment while only 
4 industries do not have price elasticities significantly different from 
zero. The data confirm at the industry level the implications of available 
macroeconomic models (NIF, RSA, ORAN! and IMP) that there is a significant 
negative relationship between real wages and employment (Challen 1984). 
There are, however, two important differences between our industry results 
and available macroeconomic models. 
Firstly, the industry elasticity estimates are substantially larger 
than for aggregate estimates. The magnitude of the aggregate price 
elasticity of labour in the four macroeconomic models is approximately 0.3 
(Challen 1984, p39) although ORAN! is somewhat higher at 0.574. Also Phipps 
(1983) estimated the price elasticity for the manufacturing sector at 0.521. 
In contrast, the industry estimates are substantially larger indicating that 
disaggregation markedly increases the responsiveness of industry employment 
levels to wage changes. The explanations for the increase are similar to 
those given for the comparison of industry and aggregate estimates of import 
demand elasticities - namely, systems versus single equation estimates, 
aggregation effects, simultaneity, use of price and expenditure data, the 
presence of domestic substitutes, intermediate goods and joint production 
(see Section 3. 1). 
273 
Table 5.2: Elasticity Estimates for Labour Demand 
Price Elasticity Elasticity of 
of Demand for Substitution Between 
Labour Employment and Output 
Industry Name (ASIC) Estimated Standard Estimated Standard 
Value Error Value Error 
1 • Other Manufacturing -1. 709 0.218 1. 036 o. 101 
(348) 
2. Fruit and Vegetable -1.669 0.291 0.533 o. 109 
Products (213) 
3. Margarine (214) -3. 604 1. 217 1. 297 o. 106 
4. Flour and Cereals -2. 425 0.244 1. 136 0.048 
(215) 
5. Breads, Cakes and -2. 772 o. 155 1. 078 0.061 
Biscuits (216) 
6. Other Food Products -1. 192 0.375 0.835 0.562 
(217) 
7. Beverages and Malt -0.899 o. 217 o. 169 o. 134 
(218) 
8. Tobacco Products -1. 813 0.245 1. 472 o. 111 
(219) 
9. Textile Fibres (234) -2.616 0.085 o. 987 0.029 
10. Knitting Mills (244) -0.353 0.053 0.530 0.043 
11. Clothing (245) -3.648 o. 133 1.274 0.040 
12. Footwear (246) -2. 773 0.261 1. 105 0.047 
13. Wood Products (253) -1.896 0.449 1. 167 o. 102 
14. Furniture (254) -3.017 0.338 1. 164 o. 132 
15. Paper Products (263) -2.664 0.279 1. 020 0.097 
16. Printing (264) -1.954 o. 193 0.786 0.065 
17. Basic Chemicals (275) -2.155 0.249 0.942 0.093 
18. Other Chemical -1.384 o. 173 0.884 0.072 
Products (276) 
19. Glass (285) -1. 160 o. 145 0.975 0.080 
20. Clay Products (286) -1.079 0.659 o. 509 0.217 
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Table 5.2: Elasticity Estimates for Labour Demand (cont.) 
Price Elasticity Elasticity of 
of Demand for Substitution Between 
Labour Employment and Output 
Industry Name (ASIC) Estimated Standard Estimated Standard 
Value Error Value Error 
21. 'cement Products (287) -1. 296 0. 194 o. 913 0.076 
22. Other Mineral -1.267 o. 131 o. 715 0.068 
Products (288) 
23. Basic Iron and Steel -2.694 0.044 1. 030 0.008 
(294) 
24. Basic Non-Ferrous -0.063 0.212 o. 794 0.014 
Metals (295) 
25. Non-Ferrous Metal -1. 312 0.387 1.053 o. 045 
Products (296) 
26. Petroleum Refining -0.900 0.325 1. 040 0.250 
(277) 
27. Motor Vehicles (323) -0. 561 0.491 0.678 0.056 
28. Transport Equipment -4.826 0.305 1. 249 0.070 
(324) 
29. Scientific Equipment -2. 140 0.087 0.964 0.029 
(334) 
30. Electrical Appliances -2.848 0.071 1. 057 0.025 
(335) 
31. Metal Industries -2. 735 o. 375 ' 1. 128 o. 106 
(314,315,316,336) 
32. Leather Products (345) -3.298 o. 153 0.817 0.046 
33. Rubber Products (346) -1.597 0. 199 0.812 0.030 
34. Plastic Products (347) -1.908 o. 163 o. 727 0.055 
35. Total Manufacturing (3) -2.696 0. 181 1. 323 o. 110 
Notes: 
(1) The price elasticities are the ordinary or Marshallian elasticities 
reported in Appendix 4.2. The elasticity of employment to gross 
output or sales is the Allen elasticity defined as the percentage 
change in the quantity ratio (L/Y) divided by the percentage change in 
the price ratio (py/PL). 
(2) All elasticities are reported at 1974/75 values. 
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Secondly, the cross elasticities for labour demand indicate that the 
relative price of labour (i.e. real wages) are a comparatively minor 
determinant of industry employment.· In all industries, output prices and 
materials prices have a greater impact on employment (for a unit price 
increase) than do wages. The conclusion of a significant negative 
relationship between real wages and employment needs the qualification that 
the other domestic prices are potentially more influential in the 
determination of employment on the basis of the estimated elasticities. 
Real wage explanations of unemployment levels after 1974-75 are, to this 
extent, not supported by the elasticity estimates since the effects of a 
unit wage increase are substantially less than the effects of unit changes 
in output prices or materials prices. More emphasis should be given to the 
size of wage rises relative to other price rises in explaining unemployment 
1eve1 s. 
The substitution elasticity of employment for output also provides 
useful comparisons of industry estimates with other aggregate results. 
Following 'Okun's Law', the aggregate elasticity of employment to sales is 
usually less than unity and this result has been empirically verified during 
the 1950s and 1960s (Okun 1981). The theoretical explanation for this 
aggregate result is that, firstly, there are penalty costs associated with 
hiring and firing workers and, secondly, there are available alternative 
adjustment processes to a sales increase, eg. reducing inventories, 
increased labour utilisation rates and increased overtime (Okun 1981). In 
Australia, the Department of Employment and Industrial Relations (1983) 
estimated the employment to output elasticity for the nonfarm sector as 0.5 
after one yea.rand 0.8 in the long run. Phipps (1983) estimated the 
elasticity for the manufacturing sector as 0.981 after one year and 1.025 in 
the long run. 
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While there are studies which disaggregate by sex or skill category, 
there are no Australian studies which disaggregate labour demand functions 
to the industry level. The larger magnitudes of labour substitution 
elasticities reported in Table 5.2 generally reflect the effects of 
disaggregation by industry and are consistent with the results of Phipps 
(1983) who argues that output variations are the dominant cause of 
variations in the demand for labour. The estimated elasticities generally 
support this conclusion, but an important proviso is that both the 
elasticities and the magnitudes of output, wage and other price changes will 
influence the demand for labour. On the basis of the estimated 
elasticities, and hence for unit changes in exogenous prices, it is 
reasonable to conclude that output changes are the dominant cause of 
variations in the demand for labour. Further, the dramatic slowing down of 
the rate of growth of manufacturing output in 1974-75 (Phipps 1983) was a 
major cause of the recession in manufacturing employment which started in 
that year. 
The most significant feature of the elasticity estimates is the 
variations between industries. Clearly a great deal of caution is required 
when interpreting results derived from aggregate labour demand functions 
since some industries are more responsive than others to output and wage 
change.s..'.' It is the pattern of interindustry variations in the labour 
elasticities which are most revealing. 
Several key industries with large workforces, such as Beverages and 
Malt (218) and Motor Vehicles (323), have labour price and substitution 
elasticities less than unity indicating that employment in these industries 
is less responsive to output and wage changes. In contrast, the Textiles, 
Clothing and Footwear (TCF) group of industr·fes have large price and 
substitution elasticities. In 1974-75, wage increases in this group were 
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particularly large due to the introduction of equal pay for women. Also 
output was stagnating which further reduced employment levels. Hence 
employment losses in the TCF group of industries were high during 1974-75 
and for several years afterwards. Despite increased quota protection for 
TCF industries from 1974-75, the effect of rapid wage increases and reduced 
output was to produce larger employment losses than fol"' other manufacturing 
industries. Other industries with high elasticiti~s such as Steel (294) and 
Electrical Whitegoods (335) also had large employment losses over this 
period due to high wages and reduced output. 
It is concluded that the high price and substitution elasticities for 
Total Manufacturing reflect the dominance of key industries such as the TCF 
group. Hence the employment losses due to real wage increases and 
stagnating output levels tend to be concentrated in the industries with high 
labour elasticities, which are often industries which attract high levels of 
tariff and quota protection. 
5.4 Tariffs and Employment 
Selective interventions in the economy to increase employment are 
becoming more fr-equent in industrialised market economies. In Australia, 
governments have often yielded to industry pressure not to remove industry 
specific tariffs and quotas on employment grounds. While few economists 
would accept the validity of employment creating arguments for tariffs, 
there is nevertheless a requirement, both political and legal, to assess the 
employment impacts within each industry of proposed tariff changes. The 
Fraser government even went so far as to require the !AC to consider the 
employment implications of the assistance measures which it recommended 
(Anderson and Garnaut 1985). 
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In discussing the employment implications of tariff changes. we do not 
purport to claim in any way that the Australian tariff should be used as a 
selective employment policy instrument. Rather, recent political history in 
respect of tariffs (Anderson and Garnaut 1985) has shown that, following the 
1973 tariff cut, governments have frequently yielded to pressure by trade 
unions, bureaucrats and manufacturers to selectively protect certain 
industries by tariff and nontariff barriers, often in the form of so-called 
Industry Plans for the Steel, Motor Vehicles, and TCF industries. As 
explained by Aislabie (1983), such changes in the tariff may be treated as 
an ad hoc increment to the existing set of macroeconomic policies, rather 
than as an integral part of a broader, well-formulated macroeconomic policy 
aimed at employment creation. 
The usefulness of the present elastic1ty estimates is largely due to 
the fact that policy analysts can use the employment to imports price 
elasticity (ELM) to predict the total (within) industry employment effects 
of imposing tariffs one industry at a time. Most industry policy is focused 
on industry specific tariff changes and their industry specific consequences 
and hence, it is of interest to know how tariffs might vary between 
industries in their effectiveness as selective employment policy 
instruments. 
Aislabie (1983) puts the view that the indirect effects on employment 
in other industries should not be ignored when tariffs are imposed on any 
industry. The present study adopts a different view and focuses on the 
intraindustry employment effects of an industry specific tariff change. 
Since economists and many protectionists accept the general equilibrium 
efficiency arguments in favour of tariff reductions, the object of policy 
interest ought to be the income distributional and employment consequences 
for specific industries of proposed tariff changes. 
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One argument in favour of a general equilibrium approach to tariff 
changes would appear to be in the case of a uniform tariff reduction such as 
happened in 1973. In such a case, the economy wide costs and consequences 
of a tariff reduction would· be relevant since the interindustry effects may 
be larger than for industry by industry tariff reductions and the indirect 
effects on a single industry may be sufficiently large to warrant 
calculation of the economy wide total effects on one industry. In view of 
this reasoning, it is perhaps surprising that there have not been any ex 
post simulations of the 1973 tariff cut using ORAN!, particularly in view of 
research on 'this significant event by other writers such as Gregory and 
Martin ( 1976). 
In contrast, the present industry study is confined to the 
intraindustry effects of specific tariff changes so that the indirect 
effects within one industry are assumed to be negligible for our purposes 
and so total and partial effects of a specific tariff change will correspond 
approximately. 
There are several further reasons for not using ORAN! (Dixon et al 
1982) to study the adjustment of industry employment to a specific tariff 
change. Firstly, ORAN! is explicitly an equilibrium model, with an 
unspecified time lapse in the change from one (long run) equilibrium to 
anot"her. Prices clear both product and factor markets and in particular 
labour demand is not subject to any output constraint. By contrast, the 
industry model has explicit disequilibrium properties (see Section 2.3). 
Sticky wages and immobile capital emphasise short run behaviour and in 
particular quantity adjustments in labour markets. 
Secondly, ORAN! strongly limits the substitution possibilities for 
labour so that no alternative mechanisms for the adjustment of employment 
levels is possible. The labour demand functions used for tariff simulations 
280 
such as Aislabie (1983) are based on cost minimisation subject to CES 
production functions with an assumed capital-labour substitution elasticity 
of 0.5 for each industry in the model. In contrast. the econometric model 
has more flexible substitution possibilities at the industry level (due to 
the use of the Translog functional form) and the data exhibit a range of 
substitution elasticities all greater than 0.5 and closer to unity (see 
Table 4. 10). Thus ORANI ignores many substitution alternatives for labour. 
Hence the employment effects of tariffs simulated by Aislabie (1983) may be 
rather misleading since ORANI tends to omit relevant employment effects of a 
tariff change due to the restricted employment adjustment alternatives 
within the model. 
Thirdly, the calibration of the ORANI model used by Aislabie (1983) 
and Dixon et al (1982) could be revised as set out in Tables 4.9 and 4.10. 
Revisions of this magnitude. and particularly for the TCF and Motor Vehicles 
import parameters, could cause drastic changes to conclusions since the 
sensitivity of the model has only been tested for uniform (and therefore 
unrealistic) parameter changes. The ad hoc nature of the import and 
capita 1-labour parameters substantially reduces the credibility of ORAN I 
tariff and employment results. 
Fourthly, the particular specification of ORANI used by Aislabie 
( 1983) appears to. be inappropriate. For examp 1 e. to ca 1cu1 ate industry 
employment effects it is desirable to disaggregate the wage rate by industry 
to incorporate award and other wage differences between industries. 
Instead, wages are aggregated to nine skill classes which is not 
satisfactory for industry adjustment studies. 
To contrast with the ORANI employment results, we use the econometric 
model to interpret the effects of industry specific tariff changes.. We use 
the ordinary price elasticity ELM from the labour demand function which 
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gives the total (intraindustry) effects on industry employment levels of an 
industry specific tariff increase. The estimated values for ELM are 
reported in Table 5.3. To facilitate policy interpretation, the equivalent 
absolute employment change of a 1 per cent ad valorem tariff increase 
(expressed as a 1 per cent import price increase) for 1974/75 values are 
also reported. 
The results in Table 5.3 have several interesting features. Firstly, 
only 3 out of 35 industries have positive signs indicating an employment 
increase in response to a tariff increase. The industry model estimates 
clearly support the ORAN! 'characteristic' of a short run employment 
decrease in response to a tariff increase. Industry specific tariffs 
therefore have an antiprotective effect on labour in the short run and when 
a 11 intraindustry product and factor market adjustments are a 11 owed for. 4 
As explained in Section 2.3, the addition of extra mobile factors to the 
specific factors model (Mussa 1974) means that the comparative statics 
effects are no longer unambiguous. Although this result is theoretically 
reasonable, the empirical outcome is surprising since this property of ORAN! 
has been viewed as a significant weakness of the approach (Pagan and Shannon 
1985). 
Secondly, most high and medium protection industries display ELM 
elasticities greater than unity indicating that, for these industries, a 1 
per cent tariff cut (increase) will result in a more than 1 per cent 
employment increase (loss). Thus the ELM elasticities identify the 'tariff 
sensitive' industries which include Margarine, Textiles, Clothing, Footwear, 
Petroleum Refining, Motor Vehicles, Scientific Equipment, Electrical 
Appliances, and Rubber Products. The less sensitive industries include 
Other Manufacturing, Paper Products, Basic Chemicals, Other Chemical 
Products, Transport Equipment, Metal Industries, and Total Manufacturing. 
282 
Table 5.3: Employment Effects of a Tariff Increase 
Industry Name (ASIC) Est. ELM Std.. Error Employment 
1. Other Manufacturing (348) -1. 709 0.218 -282 
2. Fruit and Vegetable Products (213) -0. 412 o. 125 -60 
3. Margarine (214) -2. 357 o. 212 -71 
4. Flour and Cereal Products (215) 0.064 o. 037 +5 
5. Breads, Cakes and Biscuits (216) -0. 009 0.027 -3 
6. Other Food Products (217) -0.299 o. 149 -93 
7. Beverages and Malt (218) o. 368 o. 117 +90 
8. Tobacco Products (219) -0. 012 o. 157 -1 
9. Textiles (234, 235) -3. 091 o. 114 -1, 336 
10. Knitting Mills (244) -0.361 0.062 -56 
11. Clothing (245) -2. 155 0.079 -1, 302 
12. Footwear (246) -1.636 0.083 -233 
13. Wood Products (253) -0. 722 o. 142 -377 
14. Furniture (254) -0.808 0.081 -209 
15. Paper Products (263) -1.073 0 .. 220 -321 
16. Printing (264) -0.496 0.085 -209 
17. Basic Chemicals (275) -1. 619 0.271 -344 
18. Other Chemical Products (276) -1. 509 o. 115 -561 
19. Glass (285) -0.999 0.161 -80 
20. Clay Products (286) -0.622 0.246 -97 
21. Cement Products (287) -0. 069 0 .. 036 -12 
22. Other Mineral Products (288) -o. 114 0.058 -13 
23. Basic Iron and Steel (294) -0. 493 0.026 -352 
24. Basic Non-Ferrous Metals (295) -0. 150 0.097 -24 
25. Non-Ferrous Metal Products (296) -o. 907 0.200 -74 
26. Petroleum Refining (277) -5. 375 0.140 -250 
27. Motor Vehicles (323) -3. 059 0 .. 262 -2,455 
28. Transport Equipment (324) -1. 567 0.228 -910 
29. Scientific Equipment (334) -5. 770 o .. 146 -549 
30 .. Electrical Appliances (335) -2.254 o .. 1244 -2, 331 
31. Meta 1 Industries ( 314, 315, 316, 336) -l. 271 o. 217 -2, 456 
32. leather Products (345) 0.042 0.239 +3 
33. Rubber Products (346) -2. 195 0 .. 208 -340 
34. Plastic Products (347) -0. 188 o. 149 -58 
35. Total Manufacturing (3) -1.241 0.179 -13,988 
Notes: 
(1) ELM, the price elasticity of employment with respect to import prices (and hence ad valorem tariff changes), is the Marshallian elasticity 
reported in Appendix 4. 2. 
(2) All elasticities are reported at 1974/75 values together with standard 
errors. 
(3) The third column headed employment indicates the number of jobs created 
(+) or lost (-) in response to a one per cent ad valorem tariff increase 
at 1974/75 values. It is calculated by multiplying the ELM elasticity 
by the 1974/75 employment levels. 
For the manufacturing sector, a one per cent (ad valorem) tariff cut would 
increase employment by 14,000 jobs at 1974/75 values. This is the effect of 
a specific tariff cut after one year and the long run effect may be 
different. 
Thirdly, the less tariff sensitive or low ELM elasticities tend to be 
grouped in the resource processing and materials intensive industries such 
as Steel, Wood Products, Fruit and Vegetable Products, Plastic Products and 
Non-Ferrous Metals. It is noted that some of these less sensitive 
industries are export oriented. In contrast, the highly sensitive group 
also contains some of the largest manufacturing export industries such as 
Petroleum Refining and Scientific Equipment. Hence export orientation is 
not a reliable indicator of the sensitivity of employment to import price 
(and tariff) increases. 
The negative signs on the ELM elasticities require further explanation 
because of their policy importance. The key to interpreting the results of 
Table 5.3 is to distinguish between ceteris paribus and mutas mutandis 
effects. Once could not simply correlate import prices (or ad valorem 
tariffs) directly with employment levels since employment levels are 
affected by other domestic developments in a complete system of industry 
supply and demand equations. Thus the observed net increases in employment 
in response to a tariff cut are the result of adjustments in the other 
endogenous variables in the industry product and factor markets, and hence 
the need to distinguish clearly between ceteris paribus and mutas mutandis 
effects. 
To clarify this point, consider the response of Total Manufacturing to 
a 1 per cent tariff cut. As expected, import volumes adjust upwards by 2.4 
per cent. The increased inflow of imports is associated with an increase in 
gross output of 2.6 per cent~ Thus a 2.4 per cent rise in imports leads to 
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a 2.6 per cent rise in gross output suggesting that value added may have 
increased and that the increase in imports has stimulated domestic 
production activity as measured by gross output. Now we know that gross 
output and imports are substitutes in the Hicks-Allen sense. From Table 
4.7, the substitution elasticity is 1. 122 indicating a strong substitution 
relationship for constant output. With output endogenous, the corresponding 
price elasticity is -2. 595 indicating that output effects .are more important 
than substitution effects alone. Thus the 1 per cent tariff cut causes 
gross output to rise by 2.6 per cent after allowing for the substitution 
effect of a 2.4 per cent rise in imports. The strong rise in gross output 
then explains the rise in factor usage of labour (1.2 per cent), materials 
(1.4 per cent) and capital (1.3 per cent). Hence even though output and 
imports are Hicks-Allen substitutes, the endogenous output effects of an 
import price fall are so great as to result in a net increase in employment. 
Hence the constant output elasticities in Table 4.9 are the key to 
explaining the negative signs in Table 5.3 because they indicate strong 
output growth in response to a tariff cut. The substitution elasticities of 
gross output to imports are all positive indicating imports are substitutes 
as expected. Despite the presence of strong substitution effects, the 
corresponding price elasticities (EyM) are all negative and large (except 
for three industries) indicating even stronger output effects which spill 
over into net increases in employment (for a tariff cut). Thus in the 
general equilibrium system within each industry there are normal 
substitution relationships between .imports and home goods which are 
outweighed by output effects arising from interrelated adjustments in 
industry product and factor markets. Such total effects result in a net 
increase in labour demand in response to an import price fall mainly due to 
the strong output response generated by cheaper imports. 
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The opposite occurs for import price increases which have strong 
output depressing effects resulting in output and employment reductions. 
This example demonstrates how a tariff increase or an equivalent devaluation 
might reduce output and employment in the short run. In explaining industry 
adjustment to the 1985 devaluation of the Australian dollar, it is necessary 
to consider the output and employment contractions which occurred in the 
short run due to the increased price of imports in each industry relative to 
the more stable domestic prices. To the extent that the devaluation did not 
increase import prices uniformly in each industry, a further c.omplication is 
introduced since the pattern of output and employment contraction effects 
would be unevenly distributed across industries. 
Hence the sluggish response of manufacturing output and employment to 
the 1985 devaluation, both in total and for individual industries, is partly 
explained by two factors. Firstly, many industries have an elastic response 
in contracting employment due to import price increases. Secondly, not only 
does the 'tariff sensitivity' measure (ELM) vary between industries, but 
also the rate of transmission of import price increases varies between 
markets causing an uneven pattern of output and employment contraction 
between industries. 
These two effects provide an interesting alternative explanation of 
the so-called 'J-curve' effect (Arndt and Dorrance 1986). The conventional 
I 
elasticities analysis of the effects of exchange rate changes focuses 
exclusively on the own price elasticities of supply and demand in 
calculating the impact of domestic currency price changes on the balance of 
trade (Gordon 1986). Such elasticity calculations using well known formulae 
(Gordon 1986) are subject to many ceteris paribus assumptions, particularly 
in respect of home elasticities of supply and demand. Now if we introduce 
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the mutas mutandis effects of an import price change, and if we make capital 
immobile and wages rigid in the short run, then we have an additional, 
independent reason why the initial downstroke of the J occurs. That is, the 
nature of the production process in most manufacturing industries is such 
that the import price rise stimulates a short term contraction of output and 
employment through the quantity adjustment mechanism of our model's 
temporary equilibrium with rationing. 
The standard approach to the analysis of J curve effects (Arndt and 
Dorrance 1986) is that the effects can only occur if the devaluation 
initially worsens the devaluing country's terms of trade. As Arndt and 
Dorrance (1979) emphasise very clearly, in the small country case the terms 
of trade must be unaffected by assumption and so a J curve effect is not 
possible. 
Our econometric results imply that a J curve effect is nevertheless 
possible even when both foreign currency and domestic currency prices are 
exogenously determined. The reason lies in the nature of the technology for 
each industry which suffers contraction in output and employment in response 
to the rise in import prices. This effect is then overlaid by a second 
effect due to lags in the transmission of exchange rate changes into import 
price changes in domestic currency. Such lags are due in part to the 
various forms of forward contracting (Arndt and Dorrance 1986) practised by 
importers. 
Thus the tariff sensitivity results provide additional microeconomic 
reasons for the downstroke in the J curve effect without the need to assume 
variable prices in world trade (i.e. the large country assumption). 
Although the effects in both our small country model and the large country 
case accentuate the downstroke, the microeconomic effects may be 
particularly strong in some industries as shown by the pattern of EyM and 
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ELM values between industries. The J curve effects present in individual 
industries may therefore bear little relation to aggregate· calculations such 
as Gordon (1986) using the standard elasticities approach to the balance of 
payments. In particular these aggregate calculations would appear to ignore 
important cross elasticities between supply and demand in product and factor 
markets.which result in mutas mutandis effects rather different from the 
usual ceteris paribus effects of an import price change in domestic 
currency. 
5.5 Tariff and Exchange Rate Effects 
An important empirical study by Gregory and Martin (1976) showed that 
exchange rate effects on import flows were about four times the size of 
tariff effects in the 18 months following the 1973 tariff cut. The Gregory 
and Martin results have subsequently been widely quoted in relation to 
tariff and exchange rate policy issues. These results are re-examined using 
an improved structural model and a longer time series. The estimated 
equation system for Total Manufacturing is used in simulation experiments to 
compare the relative magnitudes of tariff and exchange rate effects. 
The simulation procedure adopted involves creating a series of 
counterfactual experiments. In each experiment alternative import, output 
and employment flows are forecast by fixing the exogenous variable of policy 
interest at its 1972/73 level and varying all other exogenous variables at 
their historical values. The timepaths of the exogenous variables generated 
in this manner are then compared with the predicted values of the same 
endogenous variables when all exogenous variables follow their historical 
paths. The difference between the two series of endogenous variable 
predictions represents a ceteris paribus estimate of the contribution to 
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imports, output and employment by certain counterfactual changes in the 
exogenous price variables. 
The comparison of tariff and exchange rate rate effects within the 
import price variables is done with similar partial equilibrium assumptions6 
to those used by Gregory and Martin (1976). The comparability of effects is 
valid provided import prices remain exogenous and so the possibility of 
absorption where import prices ar:e jointly determined with import volumes is 
specifically excluded (Gregory and Martin 1976, p4). In general, the 
assumption of exogenous import prices is a useful empirical approximation 
for the short run effects considered in this simulation experiment. 
For import prices, three counterfactual experiments are considered in 
which exchange rates, tariffs and nontariff barriers (NTB) are independently 
fixed at 1972/73 values while all other exogenous variables follow their 
historical values. The deviations between predicted values of the two 
series with and without the 1973 tariff cut are then calculated for the 
three most relevant exogenous variables for industry policy - namely 
imports, output and employment. 
The results of the counterfactual experiments dealing with import 
prices are presented in Table 5.4. Notice that the benchmark for 
comparisons are the actual in-sample predictions of the model when all 
exogenous variables are held at their historical values. To use actual 
realisations of exogenous variables as the reference point adds an extra 
amount of randomness which obscures underlying changes. Also, to get 
absolute levels of the various inputs and outputs requires knowledge of the 
underlying Translog variable profit function. Using the estimated 
parameters from the share equations gives all the required terms except the 
intercept. Therefore it is possibleto calculate the difference between 
forecast and reference values and so infer the required absolute quantities. 
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The most striking feature of the simulation results is the broadly 
similar magnitude of tariff and exchange rate effects over the two year 
period following the 25 per cent tariff reduction which occurred on 19 July 
1973. The two year results are preferred to the one year results because 
most of the import price effects would have worked through after eight 
quarters. The similar relative magnitude of effects on imports extends to 
the effects on output and employment. Previous results over six quarters by 
Gregory and Martin (1976) suggested exchange rate effects on imports about 
four times the size of tariff effects. The results in Table 5.4 show 
exchange rate effects on imports, output and employment appear to be no 
larger than tariff effects and they definitely do not dominate to the extent 
suggested by the Gregory and Martin (1976) results. 
An interesting extension of the analysis is to compare the relative 
magnitudes of effects due to import price changes with effects due to other 
domestic price developments for output, labour and ma teri a 1 s. 
Counterfactual price experiments in the interrelated markets for output, 
labour and materials are compared with tariff and exchange rate policy 
changes in order to provide a quantitative perspective on the overall 
importance of the 1973 tariff cut and the subsequent revaluatiOn relative to 
the historically large changes in domestic relative prices which occurred 
over the same period. The simulation procedure used is exactly that used in 
Table 5.4 except that the exogenous variables of policy interest have been 
extended to prices of imports, domestic output, labour and domestic 
materials. 
From the results presented in Table 5.5 it is apparent that the 
magnitude of the domestic developments in relative prices during the period 
played a much greater role in determining import flows than did import 
prices on their own. Rises in the price of output, labour and materials 
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Tab le 5. 4: Counterfactua 1 Experiments to Measure the Effects on Imports, 
Domestic Out ut and Em lo ent of Holdin I ort Price Variables 
at 1972 73 levels. 
Deviations from Predicted Values when the Policy 
Equation Year Variable is held at its 1972/73 value 
NTB Tariffs and NTB Exchange Rates 
Imports 1972-73 0 0 0 
($000) 
1973-74 -296 -1, 575 -1, 112 
1974-75 -1, 804 -3, 808 -1, 385 
Domestic 1972-73 0 0 0 
Output 
($000) 1973-74 +618 +3, 286 +2, 320 
1974-75 +3, 764 +7, 944 +2,889 
Employment 1972-73 0 0 0 
($000) 
1973-74 +329 +1, 749 +1,234 
1974-75 ---"·· !?'' +2,003 +4,228 +1, 538 
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Table 5.5: Counterfactual Experiments to Measure the Effects on Imports, 
Domestic Output and Employment of Holding Domestic and Import 
Price Variables at 1972/73 levels. 
Deviations from Predicted Values when Policy 
Equation Year Variable is held at its 1972{}3 value 
Output Labour Import Materials.· 
Imports 1972-73 0 0 0 0 
($000) 
1973-74 -69, 987 -65, 236 -10,059 +36,578 
1974-75 -426,848 -573, 203 -38,193 +394, 616 
Domestic 1972-73 0 0 0 0 
($000) 
1973-74 +33,544 +52,845 +20,985 +270,288 
1974-75 +216,801 +464,308 +79, 683 +2, 016,091 
Employment 1972-73 0 0 0 0 
($000) 
1973-74~ +30,172 +136,869 +11, 167 +195, 233 
1974-75 +184,057 + 1, 202, 547 +42,406 +2, 106, 340 
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during_this period were the major cause of increased imports. It is also 
interesting to note that high commodities prices. reflected in high prices 
of domestic materials (which include) energy services), are even more 
important than the historically large wage increases of 1973/74 in their 
effects on output and employment. 
Overall the simulation experiments imply that increased import flows 
following the 1973 tariff cuts are largely explained by other relative price 
movements, particularly domestic product price increases and increases in 
the costs of raw materials associated with the commodity prices boom. The 
magnitudes of these other relative price movements clearly dominate the 
effects of a relatively small reduction in import prices due to the tariff 
cut and subsequent revaluation. 
To conclude. the simulation results indicate that the general tariff 
reduction of 1973 had less effect on imports than previously found by 
Gregory and Martin (1976). While' the tariff cut is equally as important as 
the exchange rate changes. neither are major determinants of the changes in 
import flows over that time period. Substantial changes in relative prices 
in domestic product and factor markets are more important determinants of 
import flows following the 1973 tariff cut. More generally. the results 
emphasise the importance of domestic developments outside of the import 
sector in assessing the implications of tar"'iff and exchange rate changes. 
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Footnotes 
1. Economists typically evaluate alternative trade or domestic policies 
on the basis of their effects on social welfare (Carden 1985). It is 
invariably assumed in such analyses that trade policy is effective in 
achieving the desired objective, but it will create a new welfare-
reducing distortion in the process of achieving the desired objective. 
The empirical contribution of the present study is to point out that 
trade policy often does not achieve the output and employment 
objectives for which it is introduced. 
2. Another aspect of price determination is the need to correct for 
simultaneity in nontradeable output supply and material demand 
equations due to the existence of inelastic product demand schedules 
and inelastic factor supply schedules. The effects of such market 
imperfections on our econometric results are corrected for using 
instrumental variable techniques (see Section 4.3. 1). 
3. The analysis here is quite general treating imports as either final 
goods or intermediate inputs. The net result is the same since 
imports enter the industry product function as a negative quantity 
(i.e. reducing industry value added or industry variable profit 
however defined) which imperfectly substitutes (as either an input or 
an output) for home goods. The crucial point here is the effect of a 
movement in the relative prices of imports and home goods given that 
such a price divergence exists. 
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4. Interestingly the corresponding constant output elasticities· a LM show 
labour and imports are (partial) substitutes and so tariff increases 
do increase employment along the same isoquant. Clearly the expansion 
effects of allowing output to vary outweigh such substitution effects. 
5. A significant practical advantage of the proxy variable for import 
price is that the effective exchange rate and nominal tariff rates are 
explicit and can be readily fixed for the counterfactual simulation 
experiments. thereby avoiding the need to recompute the import price 
series as in Gregory and Martin (1976). The effect of removing 
nontariff barriers is represented by the difference between the 
nominal tariff rate and the nominal rate of protection. 
6. Our partial equilibrium estimates of the effects of changes in the 
variables of policy interest are made taking into account endogenous 
changes in output supply and factor demand within one industry, 
whereas the Gregory and Martin (1976) analysis omits any changes in 
production, final demand and intermediate input usage. The most 
significant partial equilibrium assumption is the lack of a balance of 
payments mechanism so that exchange rate effects may act indirectly 
through exogenous changes in domestic prices for nontradeable output, 
materials and labour. Exchange rate effects which act via exports are 
similarly treated as exogenous shocks in relative prices. The overall 
approximation is much better at the four digit level of manufacturing 
than for the sector as a who 1 e. 
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Chapter 6 Effective Protection and Substitution 
.· 
6. 1 Effective Protection Theory 
Over the past twenty years there has been a flood of literature 
concerned with a single aspect of trade theory. When trade flows of final 
goods are accompanied by trade in intermediates, how do trade interventions 
such as tariffs affect the allocation of resources and to what extent do 
such tariffs provide 'effective protection' to various sectors and factors 
of production? The early literature on effective rate of protection (ERP) 
theory, such as Carden (1966), held out the hope that a simple low cost 
measure might be able to describe complex production responses to protection 
in the presence of vertical production structures without resorting to full 
general equili-brium programming solutions. Bhagwati and Srinivasan (1983, 
p127) conclude: 'The objective of ERP theory, then, consists in devising a 
concept of protection that, in the presence of imports of intermediate 
goods, constitutes in effect an index that wi 11 perform the same tasks 
nominal tariffs perform in nominal tariff theory: predicting accurately the 
changes in gross output, primary factor allocation, real value added and/or 
nominal value added.' 
In its original form, the ERP index is defined1 as the proportionate 
increment in value added per unit level of an activity brought about by the 
tariff structure over its free trade value (Carden 1966). Subsequently, for 
the special case of a separable production function, the definition was 
altered to the proportionate change due to the tariff structure in the 
'price' of value added (Carden 1971). Efforts to meaningfully define such a 
'price' encounter several problems. 
The nominal rate of protection is not unambiguous with variable world 
prices. Carden (1971, pp21-25) notes that nominal rates of protection can 
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be defined as either (1) the proportionate difference between the domestic 
(p) and foreign (p*) prices of a good, (p-p*)/p*, or else (2) the 
proportional increase in the domestic price of a good that finally results 
from a protectionist regime. Some implications of variable world prices are 
investigated by Tower (1984). In the Australian case, the small country 
assumption is a reasonable approximation and so world prices are fixed and 
the concepts are identical. 
The most serious criticism of effective protection theory concerns the 
introduction of factor substitution in the production functions of the 
orthodox two sector model. The main result is the well known counter 
example or paradox produced by Ramaswami and Srinivasan (1971). Using only 
two final goods wit.h one imported input, the small country assumption and 
fully general substitution between primary factors and the imported input, 
Ramaswami and Srinivasan showed how, for a given tariff structure, in an 
economy with one factor endowment ratio (i.e. a given capital-labour 
intensity), outputs and resources are pulled in a direction opposite to that 
in another economy with another factor endowment ratio. The paradoxical 
case results in the same ERP index giving opposite directional predictions 
for differing factor endowments (and differing capital-labour intensities). 
Thus no measure of effective protection can be devised which will always 
predict the directional impact of a tariff structure on resource allocation. 
Subsequent research on the 'substitution problem' by Jones (1971).,. 
Gorden (1971, ch 6) and others has sought to salvage something for the 
concept of effective protection by imposing strong restrictions on the 
technology (such as fixed coefficients or value added separability). 
Alternatively, Ethier (1977) has suggested alternative formulae fo.r 
effective rates which would indeed predict gross output changes or resource 
flows. Except in the simplest cases, these formulas require detailed 
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knowledge of the elasticities of substitution throughout the system as well 
as of the tariff structure. which considerably reduces their empirical 
usefulness as predictive devices due to the much increased data 
requirements similar to a general equilibrium specification. 
To preserve the low cost simplicity of the original ERP concept. 
recent efforts to generalise the theory have been directed towards 
ident,ifying the types of allowable substitution behaviour which ensure the 
viability of the ERP index in a general equilibrium framework (see Bruno 
1973. Khang 1973. and Bhagwati and Srinivasan 1973). The inconclusive 
nature of results in the literature on the substitution problem stems from 
the difficulty in multi-commodity models. even without intermediate goods. 
of ranking qutput responses to correspond precisely with changes in relative 
prices. Ethier (1977) concludes that we should not expect more of effective 
rates in a model with intermediate goods than we do of nominal tariff rates 
in a model without intermediates .. 
The ERP index is usable for predictions in the case of a classical 
trade model where each sector employs primary factors fixed in total supply 
to that sector.. So for industries with specific labour and specific capital 
requiring any number of imported intermediates. the.effective tariff rates 
then accurately signal the changed return to the bundle of primary factors 
immobile in each industry. Clearly. the idea of fixing the capital and 
labour quantities is a direct way of ensuring that the capital-labour mix is 
invariant to changes in prices of imported intermediates even for many goods 
and many imports. 
Another model which possesses sufficient structure to make possible at 
least some predictions on the basis of effective rates is the multi-
commodity version of the specific factors model extended to allow each 
industry to make use of imported intermediate products not produced locally 
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(Jones 1975). Consider a small change in the tariff structure. With 
competitive profit conditions. this results in the effective protection for 
the jth industry being equal to a weighted average of changes in the wage 
rate and the return to the industry specific factor where the weights are 
the distributive shares in domestic value added (Jones 1975). Thus for each 
industry which receives effective protection to a greater extent than the 
change in the wage rate, then the industry specific factor gaiDs relative to 
labour. The importance of the Jones (1975) result linking income 
distribution and effective protection is that the result does not require 
separability or other such constraints on the technology. The result 
provides the only (partial) refutation of the Ramaswami and Srinivasan 
( 1971) counter examp 1 e. 
With a separability assumption. however, output changes and resource 
flows are more difficult to predict than are changes in income distribution, 
since labour flows are then dependent on the degree of substitutability 
between labour and the intermediate products. Also, as noted in chapter 2, 
the introduction of two or more mobile factors causes the Jones (1975) 
results to take ambiguous signs. lf separability is imposed. then the 
change in employment in industry j is positively related to the amount by 
which the ERP for industry j exceeds the change in the wage rate. Thus in 
the multi-commodity specific factors model, a ranking of industries by ERP 
indexes is not necessarily the same as the ranking by domestic resource 
( 1 abour) f1 ows resu 1 ting from this sea 1 e of effective rates, but it does (in 
the separable case) provide a ranking which is cut by the wage rate change, 
with labour flowing from all industries receiving less effective protection 
than the wage ~hange,to all industries receiving more effective protection. 
It is concluded that there are some models which possess sufficient 
structure to make possible at least some predictions on output changes and 
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resource flows on the basis of EPR measures. An alternative to these 
theoretical models is to use a quantitative approach to estimate the 
parameters of specific factors models which otherwise produce ambiguous 
results. The central empirical issue addressed in this chapter is to 
estimate the nature and extent of allowable substitution behaviour which 
will still preserve the directional properties of the EPR index for resource 
pull analysis. 
6.2 Substitution and Measurement Bias 
Despite the boom in the calculation of effective rates of protection 
in the past twenty years and the widespread acceptance of the measure by 
policy makers, the effective rate concept has attracted criticisms of both 
the measurement conventions and the theoretical assumptions. The force of 
these criticisms has been to increase the scope and complexity of the 
calculations (see Tower"" 1984) compared with the initial concept of a simple, 
low cost index. In this Section it is shown that the measurement problems 
are generally tractable and can be mitigated with better data and better 
calculation procedures. 
It is important to emphasise that not all measurement problems with 
effective rates are due to the substitution problem. Nominal rate 
calculations have inherent accuracy problems such as tariff averaging across 
many activities grouped within an industry. The lack of uniformity of 
nominal tariff rates within an industry2 is further exacerbated by tariff 
preferences which differentiate by origin and the domestic user (such as for 
government and by-law) imports.. Nontariff measures also complicate 
effective rate calculations where quantitative restrictions are used and 
supply and demand conditions are shifting over time. The important common 
factor here is that it is the nominal rate concept which is the source of 
304 
measurement errors and not the effective rate concept or the presence of 
substitution, which are separate issues. In many empirical applications, 
the apparently poor predictive performance of effective rates probably may 
more 
have/to do with poorly constructed nominal rates than with any deficiency in 
the methodology of effective rates. 
Substitution has four major implications for effective rate measures: 
(1) Gross output movements may differ in magnitude. and even direction 
compared with movements in value added product. 
(2) Substitution between traded inputs and value added product always 
raises the measured effective rate. 
(3) The overstatement of effective rates could well differ between 
activities so that the ordering of effective rates between activities 
may be altered. Resource pull analysis would then require knowledge 
of the substitution elasticities. 
(4) More seriously, biased substitution effects lead to the Ramaswami-
Srinivasan paradox and stringent restrictions on the technology are 
required if value added product and hence the effective rate are to be 
defined (see Section 6.3). 
The first measurement effect of substitution follows readily from the 
identity defining value added product as the difference between gross output 
and the value of intermediates used in its production. Input substitution 
allows producers to expand value added product for a given level of gross 
output and vice versa. Empirically this is not a serious measurement 
problem as substitution elasticities are rarely large enough to reverse the 
directional movement. However prediction of gross output changes is made 
somewhat more complex because substitution effects must be explicitly 
a 11 owed for. 
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The nature of the index number problem in the second situation is best 
explained by starting with the simplest possible case of substitution 
between two traded inputs and a fixed coefficients technology. 
Consider a final product or gross output (Y) produced by three inputs, 
namely value added product (VA) and two importable inputs MA and Ms. The 
production function Y = Y(VA,MA, Ms) is linear homogeneous with zero 
substitution between value added and produced inputs. Thus a tariff on 
gross output, if it were an importable good, would have no substitution 
effect here and so a zero tariff on value added is assumed. Since the two 
importables have fixed prices, substitution between the two traded inputs 
due to a relative price change only occurs if their tariffs differ. 
Consider what happens when the tariff on MA is greater as is shown in Figura 
5. 1 where the i soquant YY' represents gross output for a given level of 
value added and varying quantities of traded inputs. Since the price of Mg 
is constant, it is used as the numeraire. The higher price of MA due to the 
tariff is represented by the shift in the price line from AB to A'B'. 
Allowing substitution between traded inputs causes the fixed coefficients 
equilibrium point X to shift X' where the new tariff-distorted price line is 
tangential to the isoquant YY'. 
If there is no input substitution, then the price change would move 
the equilibr-ium to X' but the input cost would be the same as at the old 
equilibrium X due to the fixed coefficients assumption. The input cost with 
zer-o substitution would be QC which is greater than OB' showing an input 
saving (in terms of M8 quantities) of B'C. The case of a zero substitution 
technology emphasises the point that input substitution modifies the rise in 
input cost (and hence the fall in the effective price of the final product) 
resulting from differential tariffs on inputs. 
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A 
A' 
0 B C' B' c Ms 
Figure 6. 1 Substitution between Traded Inputs 
Figure 6. 1 also illustrates the nature of the possible measurement 
biases. The true nominal tariff rate is BB'/OB. If the protection 
coefficients are used for the new equilibrium X', then the tariff rate is 
C'B'/OC' which is clearly less than BB'/OB. Conversely if the free trade 
coefficients from equilibrium X are used., the result would be BC/OB which is 
strictly greater than BB'/OB. It is therefore concluded that the use of 
protection coefficients would tend to understate nominal tariffs and hence 
overstate the effective rate. while use of the free trade coefficients would 
overstate nominal tariffs and understate the effective rate. This index 
number problem can be resolved by using estimated production functions with 
non-fixed coefficients to adjust explicitly for the substitution effects as 
demonstrated by Grubel and Lloyd (1971) .. 
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The conclusions for the simplest case follow through to the more 
general case of substitution between primary factors (or value added 
product) and traded inputs. The linear homogeneous function Y = Y(VA,M) 
defines gross output Y as a function of a single primary input, value added 
product, and a single traded input M. For the first case, consider a tariff 
on gross output which is greater than the tariff on the traded input, i.e. 
ty>tM• Then M is the numeraire and the diagram is identical to Figure 6. 1 
with the vertical axis relabelled value added product VA and the horizontal 
label relabelled M. The analysis proceeds as for the traded inputs case and 
it is concluded that the fixed coefficients effective rate always overstates 
the true effective rate. 
While Figure 6.1 provides a simple and intuitively appealing 
explanation of the introduction of substitution, a more rigorous proof is 
required. The analysis is easily extended using the unit isoquant 
Y(VA,M) = 1 and the unit isocost line which is tangent to it. This enables 
a definition of EPR explicitly in terms of prices of gross output and the 
traded input (Py and PM respectively). The proof follows that presented by 
Dutton and Stoeckel (1982). 
Assume the final output Y is produced under constant returns with 
perfect competition in product and factor markets. The single primary input 
-is labelled value added product and is in elastic supply. Both Y and M are 
traded at fixed world prices so tariff changes equate directly to relative 
price changes. There are the two cases of free trade and protection 
coefficients to consider. Changing the ordering of the tariff rates (i.e. 
ty>tM or ty<tM) needs also to be considered as it changes the numeraire in 
the diagram. Figures 6.2 and 6.3 show the case of protection coefficients 
with ty<tM and ty>tM respectively. The free trade equilibrium point is X 
and the protection equilibrium is denoted X'. The point of tangency with 
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the unit isocost line represents the combination of VA and M used under 
protection to produce a unit of Y. Dutton and Stoeckel (1982) show that the 
intersection of the protection isocost line with the M axis is given by 
OA = Py(l+ty)/PM(1+tM) which is the maximum amount of produced input that 
can be purchased with one unit of final good Y. Note that Py and PM are 
parameters and ty and tM are fixed by assumption. 
VA 
A' y 
B.' 
0 A B M 
Figure 6.2 Upper Bound Case with ty<tM 
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Figure 6.3 Upper Bound Case with ty>tM 
Since point A is fixed by assumption, it follows that point A', the 
intersection of the unit isocost line with the VA axis, is necessarily 
flexible to maintain tangency with the equilibrium point X'. The important 
implication here is that the price of value added product is determined as 
the residual, i.e. the protection situation price PvA = Py(1+ty)/OA'. 
The true effective rate of protection (ERP) is defined as the 
percentage change in the price of value added caused by the tariff 
structure. It remains, therefore, to derive the free trade price of value 
added by repeating the above process. Drawing the unit isocost line from B 
and tangent to the unit.isoquant at X gives the free trade isocost line BB' 
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and ERP= (PvA/PvA)-1 = PvA(OB'/Py)-1 represents the true ERP index (Dutton 
and Stoeckel 1982). 
To calculate the associated observable ERP (denoted ERP*) requires 
knowledge of the shape of the unit isoquant, but with tariffs already in 
place only the point X' is known. To proceed further the fixed coefficients 
assumption is invoked giving a rectangular isoquant at X'. The unit isocost 
line under free trade prices is then derived by drawing a line from the 
fixed point B through X' to point B on the VA axis. The price of value 
- * - -added equals Py/OB and the observable ERP = PvA((OB/Py)-1. -Since OB>OB' 
always, it is concluded that ERP*>ERP. Thus the ERP calculated at 
protection prices using the fixed coefficients assumption will always exceed 
or equal the true ERP. 
To complete the proof, we analyse the case where tariffs have not yet 
been imposed so that we know X but not X '-, the protected equi 1 i bri um. The 
proof follows exactly the preceding case where X' but not X is known. 
Because the true technology is not known, fixed coefficients are assumed in 
order to derive the EPR at protection prices. In Figure 6.4, the protected 
price of value added equals Py(1+ty)/OB while the free trade price equals 
Py( 1+ty) /OB'. * Since OB'<OB then ERP>ERP always. The case with ty>tM 
follows in an identical manner. 
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VA 
-0 B A M 
Figure 6.4 Lower Bound Case with ty<tM 
In summary, geometric techniques are used to show how substitution 
always raises the effective rate, but if the data of the protection 
situation are used then the increase in effective rate due to substitution 
of traded inputs will be overstated. The extent of the overstatement will 
increase with the elasticity of substitution. This follows from Figures 6. 1 
to 6.4 where the greater the isoquant curvature, the greater is the 
divergence between the true ERP and the calculated ERP. It also follows 
that the divergence increases if there is an increase in the dispersion of 
input and output tariffs which is reflected in an increase in the distance 
between the two tangency points in Figures 6. 1 and 6.4. Thus it is 
concluded that the substitution problem is most likely to be important when 
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the elasticity of substitution is high or when the incentive to substitute 
is high due to dispersion of the relevant tariffs. 
It follows from the above analysis that bias in ERP estimates due to 
input substitution is more likely to be a problem in the most heavily 
protected industries, such as the Textiles, Clothing and Footwear 
industries, where there is the greatest spread between output and input 
tariffs. Many of the heavily protected, labour intensive industries, such 
as the Textiles, Clothing and Footwear group, have much greater substitution 
possibilities between labour and other inputs and hence are more likely to 
have problems of measurement bias due to input substitution. 
To determine the empirical relevance of measurement bias requires ERP 
calculations with various plausible substitution elasticities and protective 
structures. Leith (1968) and Grubel and Lloyd (1971) use CES production 
functions to calculate ERP's for a range of substitution elasticities and 
conclude that the bias from neglecting substitution possibilities is usually· 
sinall. These results are criticised by Sampson (1974, 1975) who uses 
similar techniques over a broader range of parameter- values to show that the 
ranking of production processes by their calculated ERP can vary greatly by 
neglecting substitution. Sampson (1975) demonstrates that with input 
substitution there is in practice considerable potential for error in the 
ERP ranking of industries. In view of Sampson's results it is perhaps 
surprising that more empirical studies have not corrected for the bias due 
to input substitution, possibly because the relevant substitution parameters 
are not readily available. 
6.3 Biased Substitution and Effective Protection 
The importance of biased substitution is due to the fact that the 
existence of value added is no longer ass:ured. Specifically, the capital-
313 
labour aggregate is not invariant with respect to changes in the relative 
prices of other inputs and so the resulting value added changes do not 
correspond to gross output changes. To more concisely define the effects of 
biased substitution, the following simplified model is specified. 
Let Y = Y (K,L,M) be a well-behaved, twice differentiable production 
function for gross output using labour (L), capital (K), and a traded 
intermediate input (M). World prices are fixed and, with the assumption of 
competitive domestic product and factor markets, domestic prices of output 
(P) and of the traded input (PM) vary only due to changes in border taxes. 
To start with, assume that the relative price PM/P is given. Deflating 
nominal value added by the price of the numeraire good (P) gives a measure 
of value added in real terms. Let V be real net output V = Y-(PM/P)M, and 
assume optimal use of input M such that the-derived demand for Mis given by 
YM = 3Y/3M = PM/P. Substituting into the gross output function gives the 
real value added function 
which Arrow (1974) shows to have the following properties: 
(a) av/aL = av/aL,av/aK = av/aK and av/(PM/P) = -M 
(b) If the function Y is linear homogeneous in K, L, and M, then the 
function V will also be linear homogeneous in the primary factors so 
that the Euler equation holds for V(K,L): 
av av 
_.L = _.K = V 
al aK 
Now introduce substitution caused by parametric changes in PM/P which 
shift V(K,L) and look at the partial elasticity of value added with respect 
to an exogenous change in the real price of the traded input. 
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= = 
v v 
= 
8 
1-a 
where S is the share parameter for traded inputs equal to PM.M/PY so that 
V = (1-8)Y. 
It is concluded that the effect of a given change in PM/Pon value added 
depends on the relative shares of traded inputs and value added in gross 
outpu~ This representation of the value'added function enables an 
alternative statement of the substitution problem in terms of how much 
variation in parameter PM/Pis allowable before the value added function 
V = V (K,L; PM/P) no longer adequately approximates the producer technology 
Y = Y(K,L,M). The magnitude of variations in V will depend on the degree of 
substitution ovM and on the size of the price ratio PM/P. It fo 11 ows that 
over time it is the stability of avM and PM/P which largely determines how 
we 11 the producers' techno 1 ogy is approximated by the rea 1 va 1 ue added 
function and hence whether value added changes resultin"'gross output 
changes of similar mag~itude and direction. 
To define explicitly how the value added of an industry moves as PM/P 
changes, due to say trade pol icy changes in PM or P, we use the ''price" 
definition of effective protection rate first suggested by Carden (1966) 
and used by Jones (1971). The value added per unit of output is 
VA = PV/Y = P - (M/Q)PM = P - aPM where a is the input output coefficient of 
traded input M. Hence the proportionate increment in value added per unit 
of output is given by: 
ERP = d(VA)/(VA) = [dP/P -a(dPM)/P - PMda/P]/[1-PMa/P] 
Carden (1966) suggests setting da = 0 on the grounds that the impact of 
a tariff change on the input-output coefficient will relate to resource 
al location which is already being explained by reference to the ERP 
definition. 
315 
Using the Carden-Jones definition of ERP, it is apparent that for any 
increase in P, or decrease in PM, or any combination of both, ERP will be 
positive. All this depends on a reduction in the parameter PM/P 
unambiguously increasing V and hence increasing ERP. The next step is to 
examine under what conditions relative price changes result in unambiguous 
movements in the ERP. 
From the properties of the value added function (V) previously 
" 
outlined, it follows that the technology can be fully represented by the 
unit isoquant for V shown in Figure 6.5. 
K 
\ 
\ 
\ 
\ 
\ 
0 
\ 
\ 
' 
' 
' 
' ' 
' ' 
V (K,L;PM/P) = 1 
L 
Figure 6.5 The Unit Isoquant for Value Added 
From the properties of the vaiue added function defined in the 
previous Section, we have a V /o(PM/P) = -M, and so the effect of a change in 
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PM/P on V is to shift the unit isoquant upward (downward) as PM/P increases 
(decreases). In addition to shifting the level of the unit isoquant, 
changes in the relative price parameter also change the slope of the 
isoquant. From the gross output function Y = Y(K,L,M) and the first order 
conditions for profit maximisation, the curvature of the isoquant is given 
by 
a(dK/dL)/a(PM/P) = -(YLMYK - YKMYL)/(YK/YMM) 
The subscripts of Y indicate first and second partial derivatives of the 
gross output function. Following Khang (1973) it is possible to sign the 
curvature condition from the properties of the producer technology and there 
are three possibilities: 
(a) oKM - 0LM>0 
(b) oKM - 0LM=0 
(c) oKM - oLM<O 
Denote these alternatives Case (a), Case (b) and Case (c) •. For a normal 
response of an isoquant to a change in PM/P, the sign condition would need 
to be non-negative. Suppose that PM/P decreases due to a tariff increase on 
Y. Then the unit isoquant of value added product V shifts downward. Now if 
the Y production function belongs to Case (a), then the isoquant changes 
shape and becomes steeper as indicated by the broken line in Figure 6.5. 
This shift has a striking similarity to the effect of labour-using technical 
change on an isoquant (see Findlay and Grubert, 1959). The only difference 
is that the isoquant refers to the value added product V. 
Case (b) represents unbiased substitution and results in parallel 
isoquant shifts similar to Hicks-neutral technical change. Case (c) 
represents biased substitution analogous to.a labour-saving bias in 
technical change. The result of the analysis follows the well-known 
geometrical exposition of Findlay and Grubert (1959). 
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Now introduce another industry to complete our 2 x 2 model. Suppose 
there are two commodities Y1 and Y2 produced from the primary factors in the 
following production functions 
V = V(K1L1;PM/P1) and Y2 = Y2(K2.L2) 
where the functions V and Yz have the same properties as before and PM/P1 is 
a parameter. To simplify the analysis let Y2 be an exportable with given 
price P2• 
Given initial values for P1, P2 and PM• the unit isoquants for V and 
Y2 are drawn in Figure 6.6. It is assumed that the production of V is more 
capital intensive than that of Y2• The factor endowment of K and L is 
represented by the ray OZ and the economy's resulting allocation of factors 
is determined by completing the parallelogram at point X. 
K 
0 L 
Figure 6.6 Equilibrium Resource Allocation 
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Figure 6.7 Unbiased Substitution - Case (b) 
K 
v 
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Figure 6.8 Biased Substitution - Case (a) 
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Figure 6.9 Biased Substitution - Case (c) 
Take the case of unbiased substitution in Figure 6. 7 where a reduction 
in the parameter PM/P1 gives a uniform inward shift of the unit isoquant for 
V • The increased protection for the Y1 industry can result from a tariff 
increase in P1y a subsidy on PM, or a combination of both .. 3 The unit 
isoquant for V shifts from VV to V'V', but its shape is not altered and so 
the slopes of the isoquants are unchanged at any given K1/L1 ratio. The 
inward shift does however reduce the slope of the line tangential to both 
isoquants and hence the optimal K/L ratios in both industries are now lower. 
This decreases the wage/rental ratio and alters the equilibrium resource 
allocation described in Figure 6.6. Thus increased protection to the 
capital intensive industry Y1 increases value added V as well as reducing 
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Ki/Li and increasing the employment of both Ki and Li. This also implies 
that output of Y2 contracts and both K2 and L2 decrease. 
The analysis of Figure 6. 7 also confirms that domestic resources move 
into the protected industry as indicted by the ERP index. Since P2 is 
fixed, it follows that ERP2 =0. The reduction in PM/Pi unambiguously 
gives ERPi>O, and so we have ERPi > ERP2• It is therefore concluded that 
the ERP measure can be used for resource pull analysis in all cases of 
unbiased substitution. Case (b) where crKM = crLM is the two stage value 
added concept developed by Corden (i97i) and includes the class of CES 
functions used by Leith (i968) and Grubel and Lloyd (i97i) to investigate 
the substitution problem. 
Biased substitution as for Case (a) can be similarly analysed using 
the Findlay-Grubert geometrical technique. The labour-using bias in 
substitution shown in Figure 6.8 corresponds to a decrease in PM/Pi which 
shifts VV downward and tilts it steeper so that the slope of V'V' at each 
K/L ratio is increased in absolute value. Thus a decrease in PM/Pi for the 
capital intensive industry Y1 is analogous to the introduction of capital-
saving, labour-using technical progress. Increased protection for Yi 
increases V as well as the employment of Ki and Li while Y2 output contracts 
and K2 and L2 decrease. For this type of biased substitution it is 
confirmed that domestic resources move in the direction of the protected 
industry as indicated by the ERP measure. 
The alternative form of biased substitution for Case (c) is analysed 
in Figure 6.9 and the results are analogous to when a capital intensive 
industry experiences labour-saving technical progress. The increased 
protection of capital intensive industry Yi increases V but also increases 
Ki/Li while Ki increases and Li decreases. Hence the responses of the 
domestic resources are paradoxical or perverse in the sense that labour 
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flows out of the capital intensive industry despite the increase in 
protection and ERP measure which still predicts resource movements into the 
protected industry. Although ERP incorrectly predicts the direction of 
resource flows, it is noted by Jones (1971) and Khang (1973) that the 
economy's transformation locus between V and Y2 still shifts outward as 
PM/P1 decreases which is analogous to the result for Hicksian technical 
progress.4 
To summarise the analysis, a perverse response is possible only if 
crKM<9'..M and K1/L1>K2/L2, or if crKM.>O'LM and Ki/L1<K2/Lz. When Y1 is more 
capital intensive than Y2 then either unbiased or capital-saving 
substitution found in Case (a) and Case (b) will ensure the ERP measure is 
viable. Conversely capital-using substitution when Y1 is already the more 
capital intensive industry will result in perverse resource movements out of 
the protected.industry. If Y2 is more capital intensive, then Case (b) and 
Case (c) induce normal responses while Case (a) then gives the paradoxical 
result discovered by Ramaswami and Srinivasan (1971). 
To investigate how robust these results are, let us examine the 
implications of relaxing several of the initial assumptions. 5 Consider what 
happens when the small country assumption is dropped and the final goods 
price is no longer fixed. If the final good (priced P1) is an imperfect 
substitute for the world good (priced P~), then PM/P1 now depends on the 
final goods terms of trade, P~e/P1 , where e is the exchange rate. Hence 
* * * * *1 * * PM/P1 = PM/(P1e/~ ) or PM= (P1e/P1)(PM P1) where PM is the world 
price of M. Hence PM/P1 will now depend on the real exchange rate and on 
demand management in the economy as a whole. 
For example, a tariff increase on P1 which decreases PM/P1 as in 
Figures 6.7, 6.8 and 6.9 may now be followed by a real depreciation (a rise 
in P~e/P1 ) and the isoquant V'V' may shift upwards thus partially 
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offsetting the initial downward shift due to the reduction of PM/P1• The 
direction of resource allocation effects is not altered so ERP gives 
unambiguous results for both Case (a) and Case (b), while Case (c) still has 
the possibility of the substitution paradox. It is concluded that the 
effect of a real depreciation would be to mitigate but not necessarily 
eliminate the substitution paradox in Case (c). 
The isoquant movement in response to a tariff change can be confirmed 
mathematically for the case of imperfect competition. Let ey be the demand 
elasticity for good Y1 and eM be the supply elasticity for traded input M. 
Assume the elasticities are given and fixed for this analysis. So the 
marginal product of M is now given by 
= 
dM P1(1+1/ey) 
Hence the derived demand for M now depends on the parameters PM, P1, eM 
and ey. Substituting into the gross output function gives the real value 
added function now defined on four parameters, 
V = V(K1,L1; PM,Pl,eM,eQ) = Y1 - Y1M•M 
which has all the usual properties. To get the effect on the slope of the 
unit isoquant of a relative price change, 
av/a(PM/P1) = -M(1+1/eM)/(1+1/ey) 
so that the isoquant increases in slope in response to a tariff increase in 
P1 or fall in PM/P1. From the expressions for V and aV/a(PM/P1), we can now 
summarise the effects of imperfect competition. For a tariff increase in P1 
or fall in PM/P1, the magnitude of the inward shift in the Y isoquant will 
be increased or decreased depending whether ey>eM or ey<9f4 respectively. 
Similarly the increase in absolute value of the slope of the isoquant will 
be increased or reduced as ey>eM or ey<eM. Thus the ERP measure preserves 
323 
its directional properties for Case (a) and Case (b) while Case (c) contains 
the sub~titution paradox. 
6.4 Empirical Studies 
The substitution problem has been largely neglected in the empirical 
literature which is in marked contrast to the many theoretical studies 
following Corden's (1966) original formulation of the problem. There are 
significant studies by Ramaswami and Srinivasan (1971), Jones (1971), Corden 
(1971), Bruno (1973), Khang (1973) and Bhagwati and Srinivasan (1973). The 
two major extensions of the substitution literature are the introduction of 
imperfectly mobile factors by Jones (1975) and of nontraded goods by Uekawa 
(1980). Despite these not inconsiderable theoretical advances, the 
empirical foundations of the substitution problem r"'emain largely untested. 
To rectify the situation, there are at least two options. First, test 
directly for"' (value added) separability using formal statistical procedures 
and, secondly, use secondary data on substitution parameters and factor 
intensities to infer the nature and extent of biased substitution for" the 
particular industry of interest. The secondary data can be used to identify 
industries where substitution biases are sufficiently large so as to obtain 
paradoxical resource allocation results for· given relative factor 
intensities. Thus it is possible to identify those industries where the 
Ramaswami-Srinivasan paradoxes appear to be empirically relevant and where 
effective rate rankings ought not be used without prior formal testing of 
the industry substitution characteristics. 
The only study in this field directed specifically at substitution and 
effective protection is that of Humphrey (1975). Unfortunately it has 
numerous shortcomings with detract from its overall findings in favour of 
separab 1 e production functions and hence of the usefulness of effective rate 
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measures. The first limitation is the finding of aggregate separability 
across 51 sectors of the US economy so that the results are only.applicable 
to the aggregate economy and do not strictly relate to separability at the 
industry level where effective rates are commonly used. 
More importantly the methodology used by Humphrey (1975) is highly 
suspect on several counts. The study uses input-output data to construct 
price and quantity indices for materials. The procedure is not exceptional 
and is widely used in production function and factor demand studies. What 
is exceptional is the nature of the separability tests performed on the data 
so constructed. Input-output tables are typically based on rather limited 
data and are usually constructed with the aid of assumptions about fixed 
input-output ratios. To the extent that some variant of the fixed input-
output assumption is used in the derivation of the transactions table, the 
resulting materials data are necessarily biased in favour of a separable 
(Leontief) technology. 
The presumption of separability implicit in the data is further 
compounded when Humphrey attempts to interpolate between 1947 and 1958. 
Although the price change over this period is adequately captured, the 
implicit use of fixed coefficients to interpolate the technology over this 
period again biases in favour of the separable technology. Another problem 
is that Humphrey uses arc elasticities between 1947 and 1958 rather than 
conventional elasticities. The possibility of lower arc elasticities 
compared with point elasticities would also bias in favour of accepting 
separability. 
The other area of concern with the Humphrey (1975) results is the 
formal test procedure used, although several other studies require similar 
caveats. The Berndt-Christensen procedure used by Humphrey and others has 
been shown to impose unwanted restrictions on the form of the capital and 
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labour aggregator being tested, and so their parametric test for weak 
separability is more restrictive than intended, leading to bias in favour of 
rejecting separability. These issues are summarised by Woodland (1978) who 
concludes that the Berndt-Christensen test is a joint test of weak 
separability and a linear logarithmic aggregator. Relevant studies which 
have used the Berndt-Christensen test include Burgess (1974) for the U.S., 
Berndt and Wood (1975) for the U.S., Mohabbat and Dalal (1983) for Korea, 
and Mohabbat, Dalal and Williams (1984) for India. All these studies reject 
the separability of capital and labour required for real value added to 
exist, but their negative implications for effective protection are tempered 
by their high level of aggregation and their imposition of unwanted test 
restrictions which give a bias in favour of rejecting separability. 
One approach to avoiding the measurement problem of materials data -is 
to estimate factor substitution at the level of an aggregate economy so that 
transactions in domestic intermediates sum to zero and net national income. 
is attributed to the primary factors capital and labour. In this 
specification the only intermediate inputs are imports, as explained in 
Burgess (1974). Burgess (1976) rejects separability for US data and 
demonstrates the implications of a separable technology for the income 
distribution consequences of tariffs. Kohli (1983) applied trade 
expenditure functions to Australian nationa 1 accounts data and cone l uded in 
favour of separability and real value added. The high level of aggregation 
and the nature of the price data used raise doubts about the relevance of 
the Kohli (1983) result for the application of effective protection concepts 
in Australian manufacturing industries. 
The most conclusive results against separability are those of Denny 
and May (1978) for Canadian manufacturing. The major features of their 
study are the quality of the data used and the revised test procedure for 
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separability. The force of their negative conclusions on separability is 
tempered by the level of aggregation of the data and the restricted range of 
the approximation procedure used in testing separability. Overall the study 
is the strongest single piece of evidence against the concept of effective 
protection. 
Further studies using similar data sources and estimation procedures 
to tha~ of Humphrey (1975) include Humphrey and Moroney (1975) who found 
natural resource inputs to be equally substitutable for capital and labour 
which suggests unbiased substitution. Humphrey and Wolkowitz (1976) also 
conclude in favour of unbiased substitution using similar US data. Using an 
improved time series of US input-output data. Moroney and Toevs (1977) 
reject separability and the existence of real value added. 
Many studies of industry substitution behaviour are important sources 
of secondary data on separability and biased substitution. Woodland (1977) 
provides estimates showing significant responses by intermediate inputs to 
price changes in Canadian manufacturing. Laumas and Williams (1981) reject 
the separability of materials in nine industry production functions in the 
Indian manufacturing sector. Turnovsky, Folie and Ulph (1982) provide 
factor substitution estimates for the Australian manufacturing sector which 
show strong asymmetry in the substitution of materials for capital and 
labour, suggesting likely biased substitution. Similarly the Jorgenson and 
Fraumeni (1981) study of 35 manufacturing industries in the U.S. also shows 
asymmetry in the share elasticities of capital and labour with respect to 
materials and energy. For these studies there are no explicit tests for 
separability reported, but the patterns of substitution do not suggest 
separability. In general the evidence to date is rather strong against the 
existence of real value added and confirms the more nihilistic view of 
effective protection by Bhagwati and Srinivasan (1973). 
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More important than the theoretical foundations of effective rates in 
the value added concept, is the predictive performance of the EPR index. 
Balassa (1982), de Melo (1978, 1980) and Taylor and Black (1974) have all 
argued that partial equilibrium EPR measures provide a good measure of the 
resource diversion accompanying protection. These conclusions are on the 
basis of correlations with various general equilibrium measures and provide 
an empirical rationale for continuing to calculate and use EPR ~easures. 
One general equilibrium study of effective protection by Hartigan 
(1984) introduced elements of factor substitution and concluded that the 
correlations (between EPR and general equilibrium measures of resource 
diversion) tend to fall for greater disaggregation of the factors of 
production (and hence greater substitutability) and higher levels of factor 
mobility (also indicating higher subs ti tutabi lity). Hence one possib Te 
inference from the Hartigan resu T ts is that sma 11 er amo1.,mts of factor 
substitution may not adversely affect the corre-lations of ERP and gross 
output and employment changes and, conversely, that some high levels of 
substitution in particular industries may cause problems in the 
interpretation of such ERP measures. 
6.5 Comparison of Substitution Bias Effects 
Earlier, in Section 4. 5. 3, we reported the results of separabi 1 ity 
tests which rejected the existence of a value added index in all 35 
industries. These separability test results clearly concur with other 
empirical studies in the previous Section. The overwhelming weight 
of econometric evidence is against the existence of a consistent index for 
the capital-labo~r aggregate. Therefore the optimal capital-labour mix is 
not independent of the usage of materials and imports and the levels of 
foreign and intermediate input usage are jointly determined along with 
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capital and labour usage. It is concluded that the separability assumption 
is not a tenable simplification for analysing the substitution problem. 
In the absence of separability, value added ceases to be well defined 
in the sense that the value added index moves in response to changes in 
input prices other than for capital and labour and hence is not a reliable 
indicator of the response to changes in the 'price' of value added (the 
effective price). Thus our empirical evidence on nonseparability is 
theoretically the most destructive argument against the effective rate 
index, as shown by the Ramaswami and Srinivasan (1971) paradox which 
illustrates the perverse responses possible in the absence of separability. 
In this Section, we propose a possible empirical solution to the 
nonseparabi lity problem. 
Using the simplified model presented in the graphical analysis of 
Section 6.3, we use estimates of O'KN and crLN from the more complex 
econometric model in Chapter 4 and then attempt to match the direction of 
bias effects with the capital-labour rankings. 6 As shown in the graphical 
analysis, the EPR index preserves its directional properties if the 
substitution bias is normal, i.e. where substitution elasticity rankings 
match the capital intensity rankings. The bias is said to be normal if 
O'>O' . . O')O' 
KN LN and K1/L1>K2/L2, or if KN· LN and K1/L1<K2/L2• 
To detect cases of normal and paradoxical bias is not an altogether 
clear cut procedure since we must compare pairs of K/L intensity rankings 
using an ad hoc benchmark value for the K/L ratio. An industry may be 
capital intensive with respect to one group of industries but not with 
respect to another. Essentially some industries can display biased 
substitution with respect to some industries and unbiased substitution with 
respect to others, depending on their ordering of K/L ratios within the 
manufacturing sector. 
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To make further progress, we need to distinguish the possible form 
from the probable. One approach (used in Table 6. 1) is to set the K/L ratio 
of total manufacturing as the reference point and then classify industries 
as more or less capital intensive than this ratio. This would appear to be 
the most reasonable and practicable approach for EPR comparisons within the 
manufacturing sector. An economy wide benchmark K/L ratio may be applicable 
depending on the resource movements envisaged in the analysis, but separate 
K/L ratios for agriculture, service and mining would be more appropriate 
since the K/L ratios in other sectors of the economy may also differ widely. 
Anyway, it is a simple matter to substitute the K/L ratio for the service 
sector as the benchmark in order to compare EPR's between manufacturing and 
services in order to analyse the likely resource diversion in response to a 
change in tariff protection. 
The results of tests for normal and paradoxical biased substitution 
effects are presented in Table 6. 1. The main feature of the results is the 
detection of normal bias effects for the highly protected industries (such 
as the TCF group) which are of most policy interest and are certainly the 
most widely quoted and used EPR rates. Conversely, many of the paradoxical 
cases occur in resource processing industries with very low effective rates 
and low levels of import penetration so they are of less trade policy 
interest. These industries include Flour and Cereal Products, Cement, Non-
Ferrous Metal Products and Basic Non-Ferrous Metals~ Since protection 
policy in Australia is generally aimed at elaborately transformed 
manufactures, there is little policy interest in resource diversion from 
many of the low protection industries and so the EPR's for these paradoxical 
cases are not likely to be widely used. 
Clearly the most important conclusion from Table 6. 1 is the TCF group, 
whitegoods, the metal industries and possibly steel and motor vehicles all 
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Table 6.1: Comparison of Substitution Bias Effects 
Industry Name (ASIC) O'KN cfLN K/L crKN~LN K/L~lO Nonnal Parad-
Bias oxical 
Bias 
1. Other Manufacturing 1.085 1. 307 4. 535 < < N 
(348) 
2. Fruit and Vegetable 1. 046 0.365 9. 693 > < N? p 
Products (213) 
3. Margarine (214) o. 982 1.155 13.837 < > N? p 
4. Flour and Cereal 1. 013 1. 088 14. 23 7 < > N? p 
Products (215) 
s. Bread, Cakes and 0.985 1~093 5.539 < < N 
Biscuits (216) 
6. Other Food 0.911 0.816 16.437 "> > N 
Products (217) 
7. Beverages and 1. 080 o. 120 18. 177 > > N 
Malt (218) 
8. Tobacco Products 0.941 l. 853 12. 986 < > p 
(219) 
9. Textiles (234,°235) 1.004 1.07l 7.667 < < N 
10. Knitting Mills 0.804 0.811 3.892 < < N 
(244) 
11. Clothing (245) 0.884 1.223 1. 498 < < N 
12. Footwear (246) 0.922 l •. 267 2.087 < < N 
13. Wood Products 1.146 0.654 6.314 > < p 
(253) 
14. Furniture (254) 0.968 l. 328 3. 157 < < N 
15. Paper Products 1.000 1. 140 15.452 < > N? p 
(263) 
16. Printing (264) 1.020 0.908 s. 147 > < p 
17. Basic Chemicals 0.854 o. 972 27. 773 < > p 
(275) 
18~ Other· Chemical 0.964 o. 751 10. 133 > > N 
Products (276) 
19 •. Glass (285) 1.017 0.918 18. 120 > > N 
20. Clay Products 1.014 o. 394 15. 797 > > N 
(286) 
21. Cement Products 0.897 1. 037 17. 940 < > p 
(287) 
22. Other Mineral 1. 002 o. 878 16. 060 > > N 
Products (288) 
23. Basic Iron and o. 963 1. 036 21. 138 < > N? p 
Steel (294) 
24. Basic Non-Ferrous o. 973 1.097 65.822 < > p 
Metals (295) 
25. Non-Ferrous Metal 0.990 1. 129 18. 870 < > p 
Products (296) 
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Table 6. 1: Comparison of Substitution Bias Effects (cont.) 
Industry Name (ASIC) crKN K/L crKN~LN K/L~lO Normal Parad-
Bias oxical 
Bias 
26. Petroleum Refining 0.968 1.311 70.418 
(277) 
< > p 
p 27. Motor Vehicles 1.588 1.088 8.068 > < N? (323) 
28. Transport Equipment 1.079 1.714 3.264 
(324) 
< < N 
29. Scientific 0.937 1.593 53.734 < > p 
Equipment (334) 
30. Electrical 0.865 1.236 4.898 < < N 
N 
Appliances (335) 
31. Metal Industries 1.158 1.346 6.001 < < (314,315,316,336) 
32. Leather Products 1.057 0.910 3.579 > < p 
p 
p 
(345) 
33. Rubber Products 0.983 0.830 8.485 > < N? 
(346) 
34. Plastic Products 1. 008 O. 136 7. 562 > < N? 
(347) 
35. Total Manufacturing 0.952 1.562 10. 112 < = N? 
Notes 
(1) 
(2) 
( 3) 
( 4) 
( 5) 
(6) 
All data are at 1974/75 values. 
The Allen elasticities of substitution of capital and labour for 
materials are calculated from the ordinary price elasticities 
presented in Appendix 4.2. Capital here refers to plant and equipment 
capital only. 
The relative factor endowment (K/L) of each industry is expressed as 
total capital employed (in thousands of dollars) per man year of 
employment adjusted for hours worked. Further details are given in 
Appendix 3. 1. 
The fourth column gives the direction of the substitution bias, ie. 
for (>) or against (<) capital. 
The reference point for comparison of K/L ratios is the value for 
total manufacturing, ie. total capital divided by total labour giving 
a mean value of 10. 112. The ranking of industries > or < this value 
is given in the fifth column. 
The sixth and seventh columns give the classifications into normal or 
paradoxical cases of substitution bias. Paradoxical bias occurs only 
if crKN<o"LN and K1/L1>K2/L2, or if crKN.>aLN and K1/L1<K2/L2· 
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display normal bias responses and so the EPR index is usable for industry 
policy analysis of resource movements out of these protected industries into 
(generally) more capital intensive industries. Hence the most widely cited 
and used EPR indices in the protected industries do give accurate 
predictions of the direction of resource flows in response to protection 
changes. 
Within this general approach of pairwise comparisons of K/l ratios, 
there still remains some ambiguity depending on the benchmark chosen. For 
example, Motor Vehicles may have perverse substitution effects with respect 
to total manufacturing (since Ki/L1 = 8.068 < K2/L2 = 10. 112), but Motor 
Vehicles is still more capital intensive than 18 other industries including 
many of the most protected, labour intensive industries. Hence Motor 
Vehicles displays normal bias effects with respect to a majority of 
industries of trade policy interest and hence we classify it as a possible 
normal bias case. The ERP index for Motor Vehicles is a reliable 
directional indicator of resource flows provided pairwise comparisons and 
rankings do not include the more capital intensive resource processing 
industries. 
A symmetric argument can be made for Basic Iron and Steel which 
exhibits paradoxical bias with respect to total manufacturing, but still has 
normal bias effects with respect to industries more capital intensive than 
itself. Since most resource processing industries are more capital 
intensive than Steel (eg. Basic Non-Ferrous Meta.ls, Basic Chemicals, and 
Petroleum Refining), it is therefore reasonable to use the EPR index for 
Steel in pairwise comparisons and rankings which involve the more capital 
intensive industries, i.e. for comparison with industries in the resource 
p!'ocessing sector only. 
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Provided we are prepared to accept such groupings based on K/L ratios, 
it enables us to distinguish between the possible and the probable cases of 
normal bias. These probable cases arise where industries show normar 
substitution bias effects with respect to most other industries, such as 
Motor Vehicles which is normally biased with respect to labour intensive 
industries and Steel which is normally biased with respect to more capital 
intensive industries. Such cases of probable normal bias (denoted N? in 
Table 6. 1) include industries 2, 3, 15, 23, 27, 33 and 34. Thus 25 out of a 
possible 34 industries have EPR indexes which are usable in most 
applications, depending on the capital intensity rankings. Of the remaining 
9 paradoxical cases, 5 are low protection, resource processing industries 
and their EPR indices are not of sufficient policy interest to justify 
further investigation. The EPR indexes for the remaining 4 industries 
(Tobacco Products, Wood Products, Printing, and Leather Products) therefore 
require considerable care in interpretation since the possibility of 
. 
incorrect directional predictions is much higher (i.e. these industries have 
significantly fewer other industries with which they have normal 
substitution bias effects). Of course in comparison with other sectors (eg. 
capital intensive agriculture or labour intensive services) even these 4 
industries may exhibit some normal effects.. For example, Tobacco Products 
ts more labour intensive than most agricultural industries'l hence a 
reduction in tariff protection may be accompanied by a labour flow into 
agriculture in response to a cut in the EPR for Tobacco Products. Similarly 
Wood Products, Printing, and Leather Products are more capital intensive 
than many service and tourism industries and so a reduction in EPR may 
correctly predict labour outflows into even more labour intensive service 
industries. 
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It is concluded that. despite the rejection of crucial theoretical 
assumptions. the EPR index retains its directional properties for most of 
the highly protected industries in the Australian manufacturing sector. 
While it has not been possible to give the effective rate concept a clean 
bill of health, it does appear that there is much useful empirical life in 
the concept yet and that policy makers can use the EPR index as an indicator 
of the direction of resource movements provided reference is made to the 
nature of substitution biases present and in particular the capital 
intensity rankings for individual industries. In this context. the EPR 
concept will continue to provide a useful partial equilibrium measure of the 
likely effects of protection changes and can be used as a first step towards 
more complete (and more expensive) economy wide general equilibrium 
calculations on the costs and consequences of protection. 
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·Footnotes 
1. The effective rate of protection (e) for the industry producing good j 
using imported input i is given by 
e = [tj - Gijti]/[1- 9i) 
where tj is the ad valorem tariff rate on final good j, ti is the 
tariff rate on imported intermediate product i and Qij is the 
distributive (or cost) share of imported input i in the production of 
the jth industry. Rearranging, 
(1-Gij)e + Qijti = tj 
so that the nominal tariff rate is a weighted average of the effective 
rate and the tariff on inputs. Clearly e>tj for ti>tj. 
2. The empirical difficulties in acquiring sufficient information to 
calculate the uniform (ad valorem) tariff equivalent of a complex 
tariff structure are considerable. There is often a wide dispersion 
of tariff rates within the one industry, particularly the heavily 
protected TCF group. The aggregation of high tariff and low tariff 
items within the one industry group may lead to underestimation of the 
price responsiveness of import flows and understatement of the leve 1 
of effective protection. Disaggregation is the most useful procedure 
to reduce tariff averaging, but published data on nominal tariff rates 
still contain varying divergences between nominal and average rates. 
Hence it is most important to document the tariff averaging principles 
used by collecting agencies such as the IAC in the production of 
·nomina 1 tariff rate data. Similarly for the methods used to calculate 
the ad valorem equivalents of various forms of quantitati'le 
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restrictions in the production of nominal rates of protection data 
(also termed nominal rates of assistance by the IAC). 
3. The inward shift of the unit isoquant may also result from a technical 
regress, i.e. a shift in the functional form V(.) rather than in the 
arguments of V. In our simplified diagram, an increase in P1 or a 
decrease in PM or both can always be expressed as an equivalent (Hicks 
neutral) technical regress for the case of unbiased substitution. The 
relationship is symmetrical to the many analyses of the effect of an 
exogenous production expansion on factor prices and the terms of trade 
(Findlay and Grubert 1959). 
4. It is possible to construct a taxonomy of the pure factor bias effects 
analogous to the well known taxonomy of production expansion bias 
effects which include pro and anti-trade bias as well as ultra-bias 
effects. Perverse factor response depends on the substitution 
elasticity orderings and the factor intensity rankings which together 
correspond to ultra-biased substitution which is either ultra capital-
using for the capital intensive good or ultra labour-using for a 
labour intensive good. 
5. Relaxing the small country assumption and making input elasticities 
less than infinite require some complex adjustments to the Carden 
formula for ERP. Here we abstract from these issues and focus on how 
the introduction of substitution affects the directional properties. 
To calculate actual resource movements requires all relevant 
elasticities, including export demand and import supply elasticities 
as well as input elasticities of supply and demand. 
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6. To facilitate the analysis. particularly the capital-intensity 
rankings. we have purposely used a much simpler model with one 
intermediate input (materials) and the two primary factors. It should 
also be noted that our substitution elasticity estimates are from a 
model which assumes fixed capital and mobile labour, whereas the value 
added concept strictly implies fixed endowments of both primary 
factors. This alteration in the factor mobility assumption is 
unlikely to alter the direction of the biased substitution effects 
even though absolute magnitudesof the substitution elasticities may 
differ. 
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Appendix 6.1: Effective Protection and Substitution - A Dual Approach 
Consider an economy producing two final goods Y1 and Y2 together with an 
intermediate good which is used in Y1 production only. The twice 
differentiable production functions are: 
Y1 = Y1(K1,L1,M) and Y2 = Y2(K2,L2) 
The fixed endowments of the primary factors capital and labour are 
always fully employed so that: 
L1+L2 = L and Ki+Kz = K 
World prices are fixed and there are competitive domestic markets so 
that domestic prices P1, Pz and PM vary only with changes in the tariff 
structure. Factor prices w and r clear the markets. It is further assumed 
that Yz is an unprotected export good so that-Pz is unaltered throughout the 
analysis, i.e. dP2=0 and EPRz=O. Also industry Y1 is assumed to be more 
capital intensive than Y2· 
From the first order conditions for an optimum, the derived demand for M 
is 
av,;aM = Y1M<K,,L,,M) = PM/P1 
and for the primary factors 
w = P1Y1L = PzY2L and r = P1Y1K = PzY2K 
Define real value added for K1 and L1 as 
V = Y1(K1,L1,M) - (PM/P1)M = V(K1,L1;PM/P1) 
From the properties of such a value added function (Arrow 1974), we have 
v1L = VL and Y1K = VK, and so the equivalent factor exhaustion conditions in 
terms of V are: 
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Instead of using the V(K1,L1;PM/Pi=l, isoquant. we can sunmarise the 
marginal conditions in the dual factor price frontier, 
Fi(w/P1,r/P1;PM/P1)==0. developed by Christensen, Jorgensen and Lau (1973) 
and also referred to as the iso-price curve by Mussa (1979). Similarly we 
can define F2(w/P2,r/P2)=0 as the dual to Y2(K2,L2)=1. The major advantage 
of such iso~price curves is that multiple output technologies can be 
represented in only two dimensions. 
Analogous to the procedure using unit isoquants discussed in Section 
6.3, changes in PM/P1 are translated into equivalent changes in the level 
and shape of the factor price frontier. By examining the necessary and 
sufficient conditions determining the curvature of the factor price 
frontier, we have the same three cases of substitution as before: 
Case (a): crK~crtM>O (and Ki/L1>K2/L2) 
Case ( b): cr KM""° LM==O 
Case ( c): o K~crLM<O 
The effects of substitution can be seen most clearly by starting with 
the case of unbiased substitution where a value added function always 
exists. The weak separability of the production function Y1[(K1,L1),M] 
implies weak separability of the dual factor price frontier 
F1[(W,R);PM/P1J=O where W = w/P1 and R = r/P1• 
Take the one sector case where we examine the effect of an increase in 
PM/P1 on V(K1,L1;PM/P1)=1 in terms of the dual factor price frontier 
undergoing a homothetic inward shift similar to that shown in Figure 2. 1. 
We now extend Figure 2. 1 to include the second industry Y2 and look at 
the effects of an increase in PM/P for the case of unbiased substitution. 
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Figure 6. 10 Unbiased Substitution - Two Industry Case 
In Figure 6. 10 the introduction of Y2 production with its own factor 
price frontier F2 allows the poss_ibility of resource movement between 
sectors in response to the inward shift of F1• The increase in PM/P1 shifts 
the full employment equilibrium from A to B. The K1/L1 ratio in V 
production rises since w1/R1>W0/R0, i.e. the relative price of labour has 
risen. The increase in PM/P1 reduces V output and so the income of the 
relatively intensively used factor falls. Since V production is relatively 
capital intensive, it is the price of capital which falls. 
Cases (a) and (c) follow readily by analogy with the unit isoquant 
diagrams in Section 6.3. In Case (a) where the bias is capital-using, the 
factor price frontier is tilted downwards analogous to Figure 6.8 and the 
341 
rise in the relative price of labour is accentuated. Conversely in Case (c) 
the rise in the relative price of labour is smaller and it is possible for 
labour use in Y production to increase in response to a tariff reduction 
thereby establishing the substitution paradox for Case (c). 
The dual approach can also assist in analysing the time path of value 
added during adjustment to a relative price shock such as an increase in 
effective protection for one sector or industry. 
Consider the two sector case where ERP1>£RP2due to--sayaninarease in 
PM/Pi. The two production functions are: 
Y1 = Y1(Ki,L1,Mi) 
Yz = Y2(Kz,Lz,M2) 
where Ki and Kz are sector specific capital, labour is mobile and subject to 
the endowment constraint Li+Lz = L. The imported intermediates are also 
mobile and Mi+Mz = M. 
Defining value added in terms of the appropriate revenue function 
VA= R(Pi,Pz,PM;Ki,Kz,L) 
which maximises PiYi+PzYz-PM.M subject to fixed endowments of Ki,Kz and L. 
Note that P1, Pz and PM are exogenous prices, while the prices of sector 
specific capital (ri and rz) and the price of labour (w) are endogenous. So 
we have a model where value added is expressed as the variable profit 
attributable to the fixed endowments of capital and labour and capital is 
made sector specific while labour is mobile between the two industries. 
The derivatives of the value added (or revenue) function R() with 
respect to Ki and Kz are the value of marginal products of these factor 
quantities, i.e. the rental prices r 1 and r2• To examine how value added 
adjusts over time, we differentiate with resp~ct to time: 
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'OVA 
~t 
+ 
• • 
i.e. VA = (r1-r2) Ki 
. 
I (note p=O by assumption) 
aL 
• • • • • 
since Ki+K2=0 and L=O. Now Ki>O and r,-r2>0 and Ki<O and ri-r2<0, and so 
f 
VA>O. Thus value added increases monotonically along the adjustment path. 
If the initial equilibrium is an unemployment equilibrium (such as point 
Bin Figure 2.1) then labour must be rationed between the two industries, 
i.e. L1+L2<L. This will reduce the shadow rental rates r1 and r2 below the 
market rates ri and r2• Since the market and shadow prices diverge by some 
• 
unspecified amount, r1-r2 may be >0 or possibly <0. While KpO, there is 
the possibility of an immiserising decrease in value added along the 
adjustment path. So the introduction of sector specific capital allows the 
possibility of a short run fall in value added while in the long run ERP 
correctly predicts an increase in value added. If unemployment persists 
beyond the short run, then we need to examine the shadow price divergences 
and see whether they are large enough to reverse the r 1-r2 sign condition. 
Clearly there are cases where the shadow price ranking r2>r1 may differ from 
the market price ranking ri>r2• 
A better way to handle such labour market distortions is to assume 
sticky wages or nominal wage rigidity. Wages are then exogenously 
determined while employment adjusts endogenously. If the rigid nominal wage 
is set too high, then unemployment results. 
Replace the revenue function R with the closely related variable profit 
function 
ff= ff(P1,P2,PM,K1,K2,w) 
which maximises P1Q1+P2Q2-PMM-wL1-wL2 subject to fixed amounts of K1 and K2. 
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Value added is then defined as the sum of variable profit attributed 
to Ki and K2 and the wage bill of the mobile factor L. 
VA= (P1,P2,PM,w;K1,K2) + w.LD(P1,Pz,PM;K1,K2) 
where LD is labour demand. In the specific factor model, labour demand is 
found by equating the marginal product of labour in each sector to its 
product wage 
where Y1L is the marginal product of Y1 and Gi is the function inverse to Y1 
expressing the technology as a factor price frontier. Similarly for YzL and 
LD(P1,P2,PM,w;K1,K2) = L1+L2 = K1G1(w/P1)+KzGz(w/Pz) 
Substituting back for LD in the expression for VA and differentiating with 
respect to time: 
• • 
VA = Cr, -r; )K, lt ; • + wL w + w[G (w/P )-G (w/P;. ) ]Ki 
"" . • l. 2. • 
The first term is positive as before. L~<O due to diminishing 
marginal product of labour, but w<O also and so the second term is positive. 
In the third term the bracketed expression is positive by the assumption 
• • 
that K1/L1>Kz/L2• Hence if K1<0, then VA>O or <0 in extreme cases. Now 
• K1<0 is the paradoxical case of perverse factor movements in response to 
• 
ERP1>ERP2• Note that K1<0 must be large enough (ultra biased) to offset the 
first two terms and so reverse VA. 
Thus the results of the dual analysis confirm the results of Section 
6.3, namely that an increase in effective protection can only lead to a 
reduction in value added for the case of ultra-biased substitution where 
capital exits from the capital intensive sector. A further implication of 
our results is that there exists the possibility of immiserising 
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reallocation of resources during relative price adjustment and that such a 
phenomenon depends on combinations of substitution parameters and capital 
intensity rankings analagous to the biased substitution problem in the 
static theory of effective protection. The existence of dynamic perverse 
responses in effective protection is an additional limitation to the use of 
EPR indices and can only be overcome by more complete knowledge of 
substitution parameters and capital intensity rankings. 
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Chapter 7: Summary and Conclusions 
Import competition in Australian manufacturing industries has played a 
dominant role in industry policy. In this study the domestic consequences 
of changes in import flows are analysed with a short run model of industry 
adjustment which emphasises sticky wages and industry specific capital. 
Because producers face exogenous prices in the short run, adjustment to 
relative price shocks occurs through changes in quantities of output 
produced and variable inputs used. Industry adjustment in such a short run 
model is characterised by quantity adjustment and rationing behaviour in 
factor markets where exogenous prices are set above market clearing levels. 
It is argued in the study that the specific factors model more closely 
approximates manufacturing industry adjustment behaviour since industry 
capital is imperfectly mobile in the sense that the size of capital stocks 
are exogenously determined in the short run. Similarly wages are assumed to 
be exogenously determined or sticky in the short run since Australia has a 
centralised wage fixing process which is legally enforced via an award 
structure. Thus firms can only adjust output and employment levels in the 
short run and, in the presence of unemployment, it is assumed that the 
exogenous wages are in excess of market clearing wages and so jobs are 
'rationed' on the labour market in a temporary equilibrium. 
The thesis proposes an improved microeconomic specification of 
industry resource allocation behaviour which incorporates relevant factor 
market rigidities in a temporary equilibrium framework. The model is 
consistent with standard trade theory and can be adapted for econometric 
estimation. 
The well known resource allocation and income distribution properties 
of the specific factors model change substantially when more than two mobile 
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factors are used. It is argued that econometric estimates of crucial 
substitution parameters are needed to resolve otherwise ambiguously signed 
comparative statics results when there are two outputs, three mobile inputs 
and two specific factors. The trade expenditure function model also has 
disequilibrium adjustment properties which are relevant to industry policy 
analysis. 
The abstract model is empirically implemented using a Translog 
functional form for the trade expenditure function and data for 35 
Australian manufacturing industries for the period 1968/69 to 1982/83. The 
model estimates are evaluated with particular reference to simultaneity, 
stability, aggregation and lag structure. Significant simultaneity is 
detected in the output prices for most industries and so the generalised 
instrumental variables procedure is used in estimating the model. The 
estimates had correct signs predicted from theory and the magnitudes of the 
elasticities are comparable to other Australian and U.S. studies. 
Generally the model performed very well over a wide range of industries with 
high R2 , low standard errors, no evidence of autocorrelation and acceptable 
speci fi ca ti on error (RESET) tests. The quality of the data used and the 
relevance of the particular factor market rigidity assumptions used further 
increase our confidence in the reliability of the parameter estimates 
obtained. 
The model estimates are summarised in the elasticities of policy 
choice. The exogenous price changes reflect changes in taxes and subsidies 
and can be interpreted as prices and incomes policy, wage indexation, 
exogenous world price changes or currency devaluation. The endogenous 
variables reflect quantities of output, employment, imports, and materials 
used as well as the shadow prices of specific capital. The matrix of policy 
choice elasticities for the six exogenous variables and six endogenous 
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variables in each industry summarise the effects of relative price changes 
resulting from exogenous changes in.tariffs. exchange rates. domestic output. 
prices. nominal wages or the cost of materials. These market disturbances 
lead to interrelated changes in quantities of output and factor employment 
within a single industry. 
Th~ price elasticities have a wide variety of applications in 
commercial and exchange rate policy, but attention is focused on the pattern 
of elasticities within and between industries. In particular the policy 
choice elasticities enable comparisons of the effectiveness with which 
alternative price policies such as wages and protection policy achieve their 
intended policy objectives of raising output and employment, reducing 
imports or expanding exports. This approach excludes analysis of the 
economy-wide costs and consequences of protection policies, however the 
estimated price elasticities could be used to calculate the production and 
consumption costs of alternative tax and subsidy regimes. Thus the main 
application of the estimated policy choice elasticities is to quantitatively 
assess the efficacy of trade policy since we observe many instances in 
industry policy app li ca ti ans where the stated output and emp 1 oyment 
objectives of various price interventions have not been realised. The 
results of the present study enable more detailed analysis of the policy 
efficacy problem which provides new insights into aspects of industry 
adjustment behaviour such as short run employment increases in response to a 
tariff cut. 
The most comprehensive elasticity results are presented for the import 
demand equations. The relative magnitudes of policy choice elasticities 
within the demand equations of 35 industries provides an important insight 
into the determination of import flows.. While the estimated import price 
elasticities are large compared with previous aggregate estimates. they are 
- - -··· ·-----·-~ ~--. ------ ··-- - -- - -
nevertheless relatively small compared with domestic price elasticities which 
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are relevant in import demand. Microeconomic reform measures aimed at 
reducing import flows for, say, balance of payments reasons would be more 
effective (for a given ad valorem rate of taxes and subsidies) if directed 
at domestic taxes and subsidies which act directly on gross output and 
materials prices rather than on tariff policy or wages policy. In this 
sense, it is the supply side effects of outputs and materials price changes 
which are often overlooked in industry policy debates in favour of 
protection and wages policy. 
The relative magnitudes of the partial price elasticities in the 
labour demand equation result in similar conclusions for the labour demand 
function. The own price elasticity of labour demand is lower than 
corresponding elasticities for output, imports and materials prices, 
indicating that employment generating policies need to consider industry 
policies other than wages policies. Output prices give the largest 
employment effects followed by materials prices while imports and labour 
prices are the least important in the determination of industry labour 
demand. Macroeconomic policies will also have a considerable influence on 
employment generation, however at the industry level microeconomic policies 
differ widely in their effectiveness.. Protection and wages policy have the 
smallest employment effects while taxes and subsidies which act directly on 
output and materials prices have substantially larger employment effects. 
Conversely, output supply of each industry is dominated by the impact 
of output price while the prices of imports, materials and labour have much 
lesser effects on output. Hence industry policies aimed at expanding output 
need to focus almost exclusively on measures which raise producer prices 
while input price rises have minor output contracting effects. 
Alternatively, value added taxes on output and inputs at a uniform rate 
would have sharply contractionary effects on output. 
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The impact of exogenous capital stock changes are also summarised in 
the policy choice elasticities. The pattern of specific factor endowment 
effects showed that some industries expand imports and reduce employment 
with increased capital while others reduce imports and expand employment. 
In general, the pattern is sufficiently irregular between industries to 
conclude that capital subsidy measures (such as an investment allowance) 
will have very irregular effects on imports, output and employment between 
industries. Also the own elasticities of capital demand are very close to 
zero so that measures such as interest rate subsidies are particularly 
ineffective in expanding output and employment when compared with output 
price and other input prices. 
Several particular import elasticities are examined in more detail 
because of their policy interest. Import price elasticities are an 
essential ingredient in the elasticities approach to the balance of payments 
as well as in the formulation of tariff and quota changes and in the 
evaluation of the industry by industry impacts of devaluation. The 
estimated import demand elasticities are large and significantly different 
from zero confirming the price responsiveness of import flows. 
Disaggregation of imports into competitive and noncompetitive components is 
shown to be undesirable since it abstracts from the substitution 
possibilities available to industries and hence does not improve the 
measured import price responsiveness. The short and long run estimates of 
import demand elasticities provide conclusive evidence of the price 
responsiveness of import flows. This important conclusion is subject to the 
caveat that import prices are nevertheless the least effective method of 
influencing industry import flows, output and employment when import demand 
is estimated as part of an interrelated system of industry output supply and 
factor demand equations. 
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The importance of interrelated adjustments in industry product and 
factor markets is exemplified by a comparison of the (variable output) 
import demand elasticities with the (constant output) import substitution 
elasticities. The compensated elasticities of substitution between imports 
and home goods are shown to be generally smaller than previous Australian 
estimates. Substantial output effects appear to be present in the estimated 
industry models. 
Most importantly, the import substitution estimates provide parameters 
suitable for use in the calibration of general equilibrium models such as 
ORAN! which would enable our intraindustry analysis to be linked to a model 
capable of assessing the economy-wide consequences of industry policy 
changes. The elasticity estimates from our model provide empirical support 
for the ORAN! 'characteristic' of short run employment decreases in response 
to a tariff increase. However, the elasticity estimates also suggest 
substantial revision of ORAN! parameter values may be required, particularly 
for the TCF and Motor Vehicles industries. It is also suggested that our 
estimates of capital-labour substitution might be used in preference to 
current ORAN! values. 
The elasticity results have important implications for industry 
employment policies. The capita 1-labour substitution elasticities are a 11 
much greater than zero and some industries have estimates greater than one. 
There are no industries which have markedly higher substitution elasticities 
and therefore higher employment absorption capacities than other industries. 
Based on these elasticity estimates, there is no scope for targeting 
industries specifically for the purpose of employment generation. Indeed, 
probably too much attention has been directed to elaborately transformed 
manufactures as they have very low levels of exports and no particular 
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advantages in employment absorption. Even the most capital intensive 
minerals processing industries have capital-labour substitution elasticities 
greater than unity and so these traditional export industries are equally 
likely sources of employment growth. 
Estimates of the industry labour demand functions show increased 
labour market responsiveness at the industry level. The cross elasticities 
for labour demand indicate that the relative price of labour is a 
comparatively minor determinant of industry labour demand when compared with 
output and materials prices. The substitution elasticities of labour for 
output indicate that output changes are the dominant cause of variation in 
employment levels. The pattern of labour substitution elasticities reveals 
that employment losses due to output falls and wage increases tend to be 
concentrated in industries with high labour'elasticities which are also the 
industries attracting high levels of tariff and quota protection. 
Examination of the pattern of factor protection between industries 
reveals that. while aggregate studies show that tariffs protect labour, 
tariffs do not protect labour in 24 out of 35 industries but. importantly, 
tariffs do protect labour in a small group of high tariff industries. Hence 
tariffs do have important income distribution effects. 
Further evidence on the employment impact of tariff changes is to 
compare the price elasticity of imports to employment between industries .. 
This price elasticity is a measure of the total intraindustry employment 
effects of imposing tariffs one industry at a time. The industry model 
estimates clearly support the ORAN! 'characteristic' of a short run 
employment decrease in response to a tariff increase. It is demonstrated 
how industry specific tariffs might have an antiprotective effect on labour 
in the short run and when all interrelated product and factor market changes 
are allowed for.. Essentially, the results show that while output and 
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imports are constant output substitutes, the output effects of a tariff cut 
are so strong that they outweigh the substitution effect giving a net 
increase in output and, consequently, a net increase in labour demand. That 
the expansion effects of a tariff cut outweigh the substitution effects is a 
unique feature of the industry technology which holds for 32 out of 35 
manufacturing industries. 
The most immediate application of the result is in explaining the 
sluggish response of manufacturing output and employment to the 1985 
devaluation. The pattern of output and employment responses to the 
devaluation is largely explained by two factors. Firstly, many industries 
have an elastic response in contracting output and employment in response to 
an import price increase and, secondly, the rate of transmission of import 
price increases varies between industries. The net result is an uneven 
pattern of output and employment contraction between industries in response 
to a devaluation. 
The impact of tariffs and exchange rates are compared in simulation 
experiments and it is shown that exchange rates were not as influential as 
tariffs following the 1973 tariff cut which reverses previous findings. 
However the main conclusion is still valid that the 1973 tariff cut was not 
the main cause of the increased import flows and reduced output and 
employment after 1973/74. The simulation experiments show clearly that 
inflation in output prices, the effect of the commodities boom on materi~ls 
prices and the historically large wage increases were the major cause of 
increased imports and stagnating output and employment levels in the 
manufacturing sector following the 1973 tariff cut. 
Another important aspect of the model estimates is that the data 
reject , weak separability of a capital_:labour aggregate and so value added 
is not well defined and in particular the index is not independent of 
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intermediate input price changes. The rejection of value added in all 35 
industries has implications for the many studies- of total factor 
productivity which use growth accounting techniques. In particular, much of 
the observed slowdown in productivity during the 1970s may be explained by 
price changes for intermediate inputs which have induced reductions in 
growth of measured value added. 
More importantly, the rejection of value added may invalidate the use 
of effective rate of protection measures to indicate the direction of 
resource movements following a change in protection. The nature of the 
substitution problem in the theory of effective protection is investigated 
and it is concluded that the measurement problems caused by substitution are 
tractable using available substitution estimates. The effects of biased 
substitution are more serious. However it is shown that, by using estimates 
of the substitution biases and capital intensity rankings, it is in general 
possible to identify groups of industries for which substitution preserves 
the directional properties of the effective rate index. It is also possible 
to identify those industries where substitution gives rise to perverse 
resource movements and so the effective rate measures are not applicable. 
The effective rate index retains the directional properties for most of the 
highly protected industries in the Australian manufacturing sector. 
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