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1. Introduction
A classical problem in linear algebra is the following one: how can one determine whether square
complex matrices A and B are unitarily similar (i.e., U−1AU = B for a unitary U)? The most known
solution is Specht’s theorem [10]: A and B are unitarily similar if and only if
tr ω(A, A∗) = tr ω(B, B∗)
for all words ω in two noncommuting variables, in which tr A denotes the trace of A.
Suppose that A is an upper triangular Toeplitz matrix with nonzero superdiagonal and B is any of
the same size. Then A and B are unitarily similar if and only if thematrices f (A) and f (B) have the same
Frobenius or spectral norm for all complex polynomials f (see [3, Theorem 2.1,4, Theorem 2.1]). We
prove analogous statements for a normal matrix A and any B. Recall that the Frobenius and spectral
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norms of a complex matrix C = [cij] are defined as follows:
‖C‖ :=
√∑ |cij|2, ‖C‖sp := max|v|=1 |Cv|
in which | · | is the Euclidean norm of vectors.
In the process of proving we establish that a normal A and any B are unitarily similar if and only
if ‖A‖ = ‖B‖ and tr Ak = tr Bk for k = 1, . . . , n. A similar statement was proved by Murnaghan
[9] and, independently, by Ikramov [8]: two normal matrices A and B are unitarily similar if and only
if tr Ak = tr Bk for k = 1, . . . , n (note that this statement does not follow directly from Specht’s
theorem, see [8]).
Our goal is to prove the following theorem in which we give several criteria of unitary similarity of
a normal A and any B. Matrices that are unitarily similar to a symmetric matrix are studied in [1,5].
Theorem. Let A be an n × n normal complex matrix and B be any n × n complex matrix. The following
statements are equivalent:
(i) A and B are unitarily similar;
(ii) B is normal (i.e., B satisfies one of 89 criteria of normality from [2,6]) and the characteristic polyno-
mials of A and B are equal;
(iii) ‖A‖ = ‖B‖ and the characteristic polynomials of A and B are equal;
(iv) ‖A‖ = ‖B‖ and tr Ak = tr Bk for k = 1, . . . , n;
(v) ‖Ak + cIn‖ = ‖Bk + cIn‖ for c ∈ {0, 1, i} and k = 1, . . . , n;
(vi) ‖f (A)‖ = ‖f (B)‖ for all f ∈ C[x] of degree at most n;
(vii) ‖f (A)‖sp = ‖f (B)‖sp for all f ∈ C[x] of degree at most n, and the characteristic polynomials of A
and B are equal.
The condition (i) implies (ii)–(vii) since the Frobenius and spectral norms of a matrix do not
change under multiplication by unitary matrices. The implication (ii)⇒ (i) is obvious. The implica-
tions (iv)⇒ (iii)⇒ (i), (vi)⇒ (v)⇒ (iv), and (vii)⇒ (i) are proved in Sections 2, 3, and 4, respectively.
Remark.
(a) If B is normal, then the condition ‖A‖ = ‖B‖ in (iv) can be omitted (see [8] or [9]). It cannot be
omitted for an arbitrary B: if
A =
⎡
⎢⎢⎢⎣
1 0 0
0 2 0
0 0 2
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
1 1 0
0 2 0
0 0 2
⎤
⎥⎥⎥⎦ ,
then they have the same characteristic polynomial and tr Ai = tr Bi for i = 1, . . . , n, but A and
B are not unitarily similar.
(b) If B is normal, then the condition “‖Ak + cIn‖ = ‖Bk + cIn‖ for c ∈ {0, 1, i}” in (v) can be
replaced by ‖Ak‖ = ‖Bk‖. It cannot be replaced for an arbitrary B: if
A =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 0
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
1 1 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎦ ,
then ‖Ak‖ = ‖Bk‖ for k = 1, . . . , n, but A and B are not unitarily similar.
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(c) The condition ‖f (A)‖sp = ‖f (B)‖sp in (vii) cannot weaken to ‖A‖sp = ‖B‖sp. For example, if
A =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 2
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
1 1 0
0 1 0
0 0 2
⎤
⎥⎥⎥⎦ ,
then they have the same characteristic polynomial and ‖A‖sp = ‖B‖sp = 2, but A and B are not
unitarily similar.
(d) The condition “the characteristic polynomials of A and B are equal” in (vii) cannot be omitted.
For example, if
A =
⎡
⎢⎢⎢⎣
1 0 0
0 2 0
0 0 2
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 2
⎤
⎥⎥⎥⎦ ,
then ‖f (A)‖sp = ‖f (B)‖sp = max(|f (1)|, |f (2)|) for all f ∈ C[x], but A and B are not unitarily
similar.
2. Proof of the implications (iv)⇒ (iii)⇒ (i)
Let A be an n × n normal matrix and let B be any matrix of the same size.
First we prove (iii)⇒ (i). Suppose that A and B satisfy (iii). Since A and B have the same character-
istic polynomials, they have the same eigenvalues. Using transformations of unitary similarity (which
preserve (iii)), we first reduce A to diagonal form and then B to upper triangular form with the same
main diagonal,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
λ1 0
λ2
. . .
0 λn
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ1 b12 . . . b1n
λ2
. . .
...
. . . bn−1,n
0 λn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
which is possible by [7, Theorem 2.3.1].
Since ‖A‖ = ‖B‖,
∑
i<j
|bij|2 = 0.
Thus, B is diagonal and is equal to A up to permutation of diagonal entries. Hence A and B are unitary
similar, which proves (iii)⇒ (i).
By [7, Problem12 in Section 1.2], Newton’s identities ensure that twon×nmatricesA andBhave the
same characteristic polynomial if and only if tr Ak = tr Bk for k = 1, . . . , n, which proves (iv)⇒ (iii).
3. Proof of the implication (vi)⇒ (v)⇒ (iv)
Let A be an n × n normal matrix and let B be a matrix of the same size. The implication (vi)⇒ (v)
is obvious, let us prove (v)⇒ (iv).
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Suppose that A and B satisfy (v). Without loss of generality, we assume that
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
λ1 0
λ2
. . .
0 λn
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
μ1 b12 . . . b1n
μ2
. . .
...
. . . bn−1,n
0 μn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(due to [7, Theorems 2.5.3, 2.3.1] we can reduce them to this form by transformations of unitary
similarity, which preserve (v)).
Denote by Re(z) and Im(z) the real and imaginary parts of z ∈ C. The condition (v) implies ‖A‖2 =
‖B‖2 and ‖A + I‖2 = ‖B + I‖2, i.e.
∑ |λi|2 =
∑ |μi|2 +
∑
i<j
|bij|2 (1)
and
∑ |λi + 1|2 =
∑ |μi + 1|2 +
∑
i<j
|bij|2. (2)
Subtracting (1) from (2), we obtain
∑
(|λi + 1|2 − |λi|2) =
∑
(|μi + 1|2 − |μi|2),
∑
((λi + 1)(λi + 1) − λiλi) =
∑
((μi + 1)(μi + 1) − μiμi),
∑
(λi + λi + 1) =
∑
(μi + μi + 1),
∑
Re λi =
∑
Reμi. (3)
By (v), ‖A + iI‖2 = ‖B + iI‖2, and so
∑ |λi + i|2 =
∑ |μi + i|2 +
∑
i<j
|bij|2. (4)
Subtracting (1) from (4), we obtain
∑
Im λi =
∑
Imμi. (5)
By (3) and (5),
∑
λi =
∑
μi, (6)
and so tr A = tr B. The same reasoning to Ak and Bk instead of A and B ensure that
tr Ak = tr Bk for all k = 1, . . . , n, (7)
which proves (v)⇒ (iv).
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4. Proof of the implication (vii)⇒ (i)
Let A be an n × n normal matrix and let B be any matrix of the same size. Suppose that A and B
satisfy (vii).
Since A and B have the same characteristic polynomial, they have the same eigenvalues. Using
transformations of unitary similarity (which preserve (vii)), we reduce A to diagonal form, B to upper
triangular form with the same main diagonal, and obtain
A =
⎡
⎢⎢⎢⎢⎣
λ1Im1 0
. . .
0 λsIms
⎤
⎥⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎢⎣
B1 ∗
. . .
0 Bs
⎤
⎥⎥⎥⎥⎦ ,
in which λi = λj if i = j and every Bi is an mi × mi upper triangular matrix with the main diagonal
(λi, . . . , λi).
Let us prove that
B1 = λ1Im1 , . . . , Bs = λsIms . (8)
The minimal polynomial of A is μA(x) = (x − λ1) · · · (x − λs). Since μA(A) = 0, by (vii) we have
μA(B) =
⎡
⎢⎢⎢⎢⎣
μA(B1) ∗
. . .
0 μA(Bs)
⎤
⎥⎥⎥⎥⎦ = 0,
and so for each i
μA(Bi) = (Bi − λ1I) · · · (Bi − λsI) = 0.
But det(Bi − λjI) = 0 if i = j, hence all Bi − λiI = 0, which ensures (8).
We need to prove that B = B1 ⊕ · · · ⊕ Bs. Assume to the contrary that B is not diagonal. Let l be
the maximum index such that there is a nonzero entry over Bl = λlIml in B.
If l < s, then B has the form
B =
⎡
⎣C Y
0 Bl
⎤
⎦⊕ D,
in which C is upper triangular, Y = 0, and D = Bl+1 ⊕ · · · ⊕ Bs. By permutations of rows and the
same permutations of columns simultaneously in A and B, we make
B = D ⊕
⎡
⎣C Y
0 Bl
⎤
⎦ .
Thus, we can suppose that l = s, then
B =
⎡
⎣C Y
0 λsIms
⎤
⎦ ,
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in which Y = 0 and
C =
⎡
⎢⎢⎢⎢⎣
λ1Im1 ∗
. . .
0 λs−1Ims−1
⎤
⎥⎥⎥⎥⎦ . (9)
The minimal polynomial of C is μC(x) := (x − λ1) · · · (x − λs−1), and so
μC(A) =
⎡
⎣0m′ 0
0 μC(λs)Ims
⎤
⎦ , μC(B) =
⎡
⎣0m′ Z
0 μC(λs)Ims
⎤
⎦ ,
in whichm′ := m1 + · · · + ms−1 and
Z =
s−1∑
i=1
(C − λ1I) · · · (C − λi−1I)Y(λs − λi+1) · · · (λs − λs−1).
Thus, Z = f (C)Y with
f (x) :=
s−1∑
i=1
(x − λ1) · · · (x − λi−1)(λs − λi+1) · · · (λs − λs−1).
By (vii),
∥∥∥∥∥∥
⎡
⎣0m′ Z
0 μC(λs)Ims
⎤
⎦
∥∥∥∥∥∥ = ‖μC(B)‖ = ‖μC(A)‖ = |μC(λs)|,
hence Z = 0 and f (C)Y = 0. Since Y = 0, f (C) is a singular matrix and so f (λ1)f (λ2) · · · f (λs−1) = 0
by (9). Therefore,
f (λr) = 0 for some r  s − 1. (10)
Write
M :=
⎡
⎣λr 1
0 λs
⎤
⎦ .
Equating the (1, 2) entries in the matrices
(M − λ1I)(M − λ2I) · · · (M − λs−1I) = (M − λr I)(M − λ1I) · · · (M − λr−1I)(M − λr+1I)
· · · (M − λs−1I),
we obtain
f (λr) = (λs − λ1) · · · (λs − λr−1)(λs − λr+1) · · · (λs − λs−1) = 0,
which contradicts (10).
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