Hybrid numerical-analytical algorithms, based on the generalized integral transform technique, are developed and reviewed to handle transient two-and three-dimensional heat and fluid flow in cavities filled with a porous material. A general formulation and solution methodology for horizontal and vertical cavities is developed. To illustrate the algorithm computational behavior, specific situations are more closely considered, under the Darcy model for natural convection in porous medium filled cavities. The problem is analyzed with and without the time derivative term in the flow equations, using a vorticity-vector potential formulation, which automatically reduces to the streamfunction-only formulation for two-dimensional situations. Results for rectangular (2D) and parallelepiped (3D) vertical cavities are presented to demonstrate the convergence behavior of the proposed eigenfunction expansion solutions and comparisons with previously reported numerical solutions are critically performed.
Introduction
The analysis of transient natural convection in porous media has appeared frequently in the literature for two-dimensional situations, while for threedimensional problems it has been much more rare, especially for fully transient situations, mainly due to the sometimes prohibitive increase in computational effort associated with the most usual purely discrete solution approaches. Some relevant contributions to the present analysis, in dealing with two and threedimensional natural convection within porous cavities, are listed below [1] [2] [3] [4] [5] [6] [7] [8] .
Although most of the available contributions in three-dimensional heat and fluid flow simulation deal with the primitive variables formulation, the vorticityvector potential approach has been receiving increasing attention. Aziz & Hellums [9] , in a pioneering work, have shown that the vorticity-vector potential formulation could lead to more stable and fast simulations of three-dimensional flows. This formulation was then itself originally applied to three-dimensional natural convection in porous media [1] .
Along the last two decades, a hybrid numerical-analytical approach for diffusion and convection-diffusion problems has been progressively advanced, towards the automatic error-controlled solution of such partial differential problems. This approach, known as the Generalized Integral Transform Technique (GITT) [10, 11] , derives its basis from the classical integral transform method for the exact solution of linear transformable diffusion problems. To illustrate some of the contributions on this method for the specific class of problems of interest here, we can mention a number of natural convection problems in cavities under steady and transient regimen, for both porous media [12] [13] or just fluid filled [14] [15] [16] [17] two-dimensional enclosures. In all such contributions on natural convection, the streamfunction-only formulation was preferred, due to the inherent advantages in its combined use with this hybrid approach, as more closely discussed in [10, 11] . Later on, this hybrid solution scheme was advanced to handle the three-dimensional Navier-Stokes equations based on the vector-scalar potentials formulation [18] , with similar computational advantages with respect to the two-dimensional case.
The present contribution is then aimed at reviewing and advancing this computational tool towards the accurate solution of transient two and threedimensional flows in natural convection within porous media filled cavities. The Darcy flow model is adopted, together with the assumptions of constant and isotropic physical properties and linear variation with temperature of the buoyancy term (Boussinesq approximation). Here, the rectangular geometry is treated and the stable situation of a vertical enclosure, i.e. with a heated base and insulated vertical walls, is employed as the test-case for the present analysis.
Problem formulation
Transient two or three-dimensional natural convection in a cavity filled with a porous material saturated with a Newtonian fluid is considered, within the validity of Darcy's law. The flow is buoyancy induced by heat exchanges between the porous media and the impermeable walls. Both the fully transient situation and the formulation neglecting the transient term in the vorticity equation were considered. The geometric configuration, according to Figure 1 , is named as vertical cavity, in which boundary conditions of first kind, T 0 and T 0 +∆T, respectively, are imposed at the top and the bottom, whereas the vertical walls are kept insulated. The two-dimensional situation is recovered for a very large aspect ratio in the y direction (My→∞). For illustration of the solution methodology, we consider the threedimensional situation, neglecting the time derivative term in the flow equations. After invoking the Boussinesq approximation, the problem formulation in terms of vorticity-vector potential and in dimensionless form, is written as Momentum equations:
y-component: 0 
Solution methodology and computational procedure
Following the ideas in the solution methodology through the GITT approach [10, 11] , in order to make the boundary condition given by eq. (4o) homogeneous, and to enhance the computational performance of the eigenfunction expansions, the following filter for the temperature field, which is based on the solution of a steady-state pure heat conduction problem, is proposed
The next natural step in this solution methodology consists of the choice of appropriate eigenvalue problems, which shall provide the basis for the expansions of the original potentials, i.e., components of the vector potential and temperature field. Following previous developments [10, 11] , the eigenvalue problem for the ψ x -component of the vector potential in the x direction is, for instance, chosen as follows:
with its respective solution for the eigenvalues and eigenfunctions Ã i (x):
The norm or normalization integral NA i is then obtained from 
which will provide a symmetric kernel in the integral transform pair.
Similar choices are made in the y and z directions, furnishing the eigenquantities for this component of the vector potential. The eigenfunctions, eigenvalues, orthogonality properties and norms associated with the ψ ycomponent of the vector potential and with the temperature problem θ H , are given in a similar way, obeying the specific prescribed boundary conditions.
Following the formalism in the GITT, the triple transformations for the components of the vector potential and for the temperature field in the x, y and z directions are obtained from the integral transform pairs below:
Applying the triple transformations (9a, 10a and 11a) into the vector potential and temperature problems, respectively, results into an infinite coupled ODE system. Only the truncated version of such system can be actually solved. However, the direct truncation of the individual summations in this system at a specified order may not be efficient for computational purposes, since this approach can include several terms that are not important for the convergence criteria that meet the user prescribed accuracy. A way to avoid this difficulty is to transform the triple summations into single ones according to an appropriate reordering scheme, such as shown in ref. [19] for multidimensional eigenfunction expansions. Here, the criteria adopted for the reordering procedure involves the summation of the squared eigenvalues in each direction. The associated triple summations are then rewritten as single ones and the transformed ODE system is then given as: where the associated integral coefficients in eqs. (12) are defined in detail within ref. [20] . System (12) is in the appropriate format for numerical solution through specific routines for initial value problems with stiff characteristics, such as the subroutine DIVPAG from the IMSL Library [21] or the NDSolve function in the Mathematica system [22] , offering an automatic accuracy control scheme. Here, a modulation scheme was also employed so as to alleviate the stiffness behavior, and more computationally efficient routines could then be employed, based on Runge-Kutta method implementations available in both subroutine libraries. For computational purposes, the expansions are then truncated to NT terms, so as to reach the user requested accuracy target in the final solution.
From the solution for system (12) above, the components of the vector potential and the temperature field, as well as quantities of practical interest are then readily obtained from the inversion formulae (9b, 10b, and 11b). From the definitions for the local and overall Nusselt numbers, we obtain: 
Illustrative results
This section illustrates some of the numerical results achieved from the computer codes constructed, both in the Mathematica system [22] for the two-dimensional case, and in Fortran for the 3D configuration, executed under a Pentium III 650MHz platform. The subroutine DIVPRK of the IMSL Library [21] or the NDSolve function [22] were employed for the transformed system solution, always with a relative error target of 10 -6 . Before presenting a parametric analysis for the rectangular and parallelepiped cavity situations, aspects such as convergence analysis and covalidation are addressed. Table 1 below illustrates the convergence behavior of the overall Nusselt number, at steady-state, for the two-dimensional situation with different values of Ra. Two sets of results are presented in each case, corresponding respectively, to the direct integration of the average Nusselt number from the local expression, and to the integral balance alternative, when the wall temperature derivatives are obtained from integration of the energy equation. Convergence is examined for increasing truncation orders in the streamfunction (N) and temperature (M) eigenfunction expansions. It can be clearly observed that convergence to at least three significant digits, in the worst case presented, is achieved, with a noticeable advantage on convergence rates for the integral balance alternative (Nu av2 ). It is also evident that the increase in Ra has an effect in decreasing convergence rates to a sensible extent, due to the increase in the convective source terms importance, but with converged results still readily obtainable within practical limits. Finally, the last row in Table 1 offers a comparison against the finite difference results reported in [2] . While the agreement for Ra=100 and 200 is indeed quite satisfactory (around 0.2-0.3%), the marked deviation for Ra=300 suggests that a major difference in the cellular structure within the cavity should be occurring in this case. In fact, after observing more closely the transient behavior in this specific case, our present simulations lead to a single cell structure for the first two cases (Ra=100 and 200), but results in a three cell arrangement for Ra=300, which explains the difference from the single cell solution of [2] , obtained for different initial conditions than the present simulation. Figure 2 then illustrates the transient behavior of the average Nusselt number in the two-dimensional cavity, for different values of the Rayleigh number, demonstrating the transition from the initial conductive regime towards the convective behavior, passing through the expected oscillatory region. For the three-dimensional situation, since again the average Nusselt number convergence was quite favorable, we selected to illustrate convergence behavior through the evolution of temperature at the cavity center, with Ra=200. The temperature expansions were already expected to result in slower converging series in comparison with the average Nusselt number expressions, which result from an analytical integration acceleration scheme. However, according to table 2 below, the temperature convergence is also still quite reasonable, with at least three converged digits in the worst case presented, for truncation orders N<300. It may also be observed that the worst convergence rates occur within the oscillatory time range for each physical position. Once the convergence behavior for the three-dimensional case has been illustrated, Table 3 below brings an ample comparison of the steady-state average Nusselt numbers for different values of Ra in the cubic cavity. Several authors were considered in this covalidation exercise, and a few of these results had to be obtained by direct graphical readings, as pointed out. Also, depending on the final flow structure (either two or three-dimensional), the authors present different values for the Nusselt number. As a whole, the present computations seem to be in good agreement with the few available benchmarks. In light of the accuracy control capabilities of the present hybrid approach, it is hoped that this set of results may find usefulness in futures covalidations. Figure 3 then presents the influence of the aspect ratio variation on the transient behavior of the overall Nusselt number, for a fixed aspect ratio in the xdirection. Clearly, it can be observed that the transition region between the conductive and fully established convective regimen occurs in a wider range of the time variable for longer cavities in the y-direction, associated with the formation, movement and accommodation of different convective cell structures. A hybrid numerical-analytical approach is proposed for the solution of transient two or three-dimensional coupled heat and fluid flow in natural convection within porous media, based on the ideas of the Generalized Integral Transform Technique and using the streamfunction-only or vorticity-vector potential formulations. The convergence behavior in predicting the transient heat transfer quantities is discussed, and validations of the proposed algorithms are undertaken. The constructed codes allowed for the qualitative analysis of the transient phenomena in terms of the Rayleigh number and aspect ratios.
