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一、中文摘要
在河川治理與水資源工程規劃設計上，常因
水文資料記錄長度不足或資料短缺，使得資料在分
析上難有一致之結果。為解決水資源規劃設計因資
料短缺造成之模式誤判以及參數推估之精確度不
足，本研究根據莊(1999)提出之級值序列理論，針
對小樣本數所造成之不確定性作一系統之研究，並
提出級序繁衍法以降低參數推估之不確定性。本研
究比較分析級序繁衍法所繁衍出來之合成資料與
原始資料其 ACF、PACF統計特性之保存能力，以
及在不同樣本數之情況下，其模式判定與參數推估
之表現。另外，亦將級序繁衍法應用於實測資料之
模式判定上。研究結果顯示，級序繁衍法可有效保
存原始資料 ACF及 PACF統計特性。在樣本數小於
100且參數不顯著之情況下，級序繁衍法於參數推
估及模式滿足 AR(1)模式下模式判定之結果均優於
原始序列。而在樣本數大於 100或參數顯著之情況
下，級序繁衍法於參數推估及模式判定之表現與原
始序列結果一致。然，當模式滿足 AR(2)時，級序
繁衍法與傳統模式判定方法之精確度一致，特別在
AR(2)模式參數較不顯著且趨近 AR(1)模式時，無
法有效解決模式不確定性之問題。
關鍵詞：時間序列、級值序列、模式判定
Abstract
In river management and water resources 
planning, the hydrologic data analyzed was usually not 
enough to obtain consistent results. To solve this 
problem, the order series theorem proposed by 
Chuang(1999) is used in this study to analyze 
uncertainty caused by small sample size. In this study, 
order series generation(OSG) method is used to 
degrade uncertainty of parameter estimation and 
improve model uncertainty at small sample size. 
Properties of the synthetic data generated by OSG 
method is compared with original data including ACF 
and PACF, model identification, and parameter 
estimation. The results indicated that the synthetic data 
generated by OSG method preserved the ACF and 
PACF of original one. In parameter estimation and 
model identification for AR(1) model, OSG method is 
better than the conventional one, especially when 
sample size under 100 and the AR parameters are 
weak. When sample size over 100 or the AR 
parameters are strong, OSG method is as good as the 
conventional method. But for AR(2) model, OSG 
method and the traditional one make not much 
difference.
Keywords: Time Series, Order Series, Model 
Identification
二、緣由與目的
在水資源工程規劃設計上，就實務工程而
言，一般之水文分析均屬定率分析(Deterministic 
Analysis)，並無考慮到在分析過程中所存在之各種
不確定性(Uncertainties)；但是在實際水文分析與模
式應用上，因自然現象之不確定性問題確實存在，
故任何水文模式分析所獲得之結果亦須考慮到不
確定性。其中，造成不確定之存在主要包括下列幾
項︰
(1)自然現象之隨機性︰自然界水文發生過程之
隨機性。
(2)模式本身之不確定性︰模式本身不能完全解
釋與描述該現象。
(3)參數推估之不確定性︰參數是利用有限之資
料做一推估而得，其真值並無從得知。
(4)其他因素︰如記錄短缺、數據誤差及分析者本
身之主觀判定等人為、非人為之因素。
時間序列分析中，常使用之推估法及模式判
定準則均會受到參數推估之準確與否及模式選取
是否正確等因素影響，進而造成參數不確定性
(Uncertainty of Parameters)以及模式不確定性
(Model Uncertainty)。造成參數推估或模式判定不確
定性之主要原因之一在於資料個數之長短，即樣本
數大小；在樣本數大時，無論使用何種分析方法其
結果均差異不大；但是在樣本數小時，分析結果會
因分析方法不同而有不同之結論。
實務工程規劃上，如河川治理與水資源規
劃，常發生水文資料記錄長度不足或資料短缺等困
擾。惟今，為解決水資源工程規劃上模式不確定性
問題以改善規劃結果之適用性，本研究藉由級值序
列理論(莊，1999)於小樣本數下所造成之不確定性
3作一系統之研究，並提出一降低不確定性之參數推
估方法，以改善不確定性於資料長度短缺之問題。
三、結果與討論
  
本章節主要分成合成資料及實測資料來探
討。合成資料部份主要分為三部份︰(1)級序繁衍法
於資料結構之保存能力。(2)級序繁衍法於參數推估
準確性之探討。(3)級序繁衍法於模式選取能力優劣
之探討。實測資料部份則探討級序繁衍法應用於實
測資料之模式選取能力。
3-1合成資料
3-1.1級序繁衍法於 ACF、PACF統計特性之探討
(1)AR(1)︰
在參數不顯著的情況下，級序繁衍法平均
ACF之 MSE值均比原始資料小，但在參數顯著的
情況下，級序繁衍法平均 ACF之MSE值則比原始
資料大。隨著參數顯著的情形愈增，級序繁衍法之
Bias2與原始資料之 Bias2差距愈大。
(2)AR(2)︰
由這三部份結果顯示︰級序繁衍法只有在
AR(2)兩模式參數均不顯著的情況下，其平均 ACF 
之 MSE 值會小於原始資料，其他模式參數下，級
序繁衍法之 MSE 值則會比原始資料大，其原因在
於級序繁衍法之 Bias2會隨著參數顯著情形增加而
變大。隨著參數顯著性減弱兩者 Bias2之差距亦隨
著變小。
級序繁衍法之 Bias2在參數顯著的情況下較
為顯著，此為級值序列之一主要特性，但是其數值
相對來說並不大，故級序繁衍法的確可以保留原始
資料 ACF、PACF之特性，尤其在參數不顯著的情
形下。隨著樣本數增大，級序繁衍法之特性符合前
述參數不確定性之理論，其平均 ACF 之變異數亦
隨著減小。
3-1.2級序繁衍法於參數推估之探討
(1)AR(1)︰
    參數不顯著之情況下，級序繁衍法推估參數之
MSE 值均較原始資料為小，尤其在樣本數小的時
候，更為明顯；隨著參數之顯著情形增加，原始序
列之參數推估MSE值會比級序繁衍法為小。
(2)AR(2)︰
    級序繁衍法推估參數之 MSE 值會隨著模式參
數顯著性減小而由大於原始序列推估參數之 MSE
值變為小於原始序列之 MSE 值。值得注意的是在
樣本數小的情況下，參數顯著性均微弱時，級序繁
衍法推估參數之 MSE 值小於原始序列推估參數之
MSE值。
    級序繁衍法 於參數推估之適用性於此又可在
一次得到驗證。在參數不顯著的情況下，級序繁衍
法於參數推估較傳統方法來的好，尤其在樣本數較
小的情況下。
3-1.3級序繁衍法於模式選取能力之探討
(1)AR(1)︰
    在樣本數為 50，參數不顯著之情況下，原始資
料在 1f = ± 0.1~0.2時會判定出 AR(0)模式，而級序
繁衍法只發生在 1f =0.1，在 BIC2之準則下並不會
有此情形發生；隨著參數之顯著情形增加，各準則
均可選取出正確模式，其中級序繁衍法所判定出之
正確組數比原始資料直接判定之正確組數為多。在
樣本數 100、200及 500時，級序繁衍法判定出之
模式與原始資料模式判定結果一致，且其選取能力
均在九成五以上，尤以 BIC2準則為最。
(2)AR(2)︰
在樣本數為 50，模式參數顯著情形極為明顯
(特徵方程式根的絕對值倒數均在 0.65以上)的情況
下，級序繁衍法方可判定出正確的模式且判定出正
確模式之組數比原始資料為多。反之，級序繁衍法
及原始資料判定出之模式均會發生模式低估的情
況。在樣本數為 100、200及 500時，均可以看到
級序繁衍法之表現與原始資料判定結果一致。
    級序繁衍法在模式判定上之表現能力可說優於
原始序列，尤其在樣本數小、參數不顯著之情況
下；由級序繁衍法選取出之模式組數比原始序列多
之結果可知級序繁衍法彰顯出原始序列之特性；而
在樣本數大時，其結果與原始序列之結果一致更說
明了級序繁衍法於模式判定之適用性。
3-2實測資料
    級序繁衍法應用於實測資料時，因為所繁
衍出之合成資料多數均通過適合度檢定，造成無法
選取正確模式。故，將該步驟予以省略。由表 1可
以知道級序繁衍法亦適用於實測資料，但仍須更近
一步的探討。
四、計劃成果自評
本研究應用級值序列於模式判定之分析，其
主要目的在避免傳統分析方法上直接以該筆資料
判定之，易產生模式判定不正確，即發生模式之不
確定性。其概念在於利用級值序列能保有資料之結
構特性，藉由資料之繁衍並配合資料本身之級值序
列，繁衍保有原始序列模式結構之合成資料數組
（本研究採用 100組），由該合成資料判定模式所
得最多組數之模式即為該原始序列應滿足之模
式。如此，避免了傳統模式判定方法所造成之不確
定性。研究中，亦針對級序繁衍法所得序列之統計
特性、參數推估作一完整之探討。其結果可歸納得
下列幾點結論︰
(1)在統計特性方面，級序繁衍法合成資料
之 ACF與 PACF統計特性與原始序列相
同。
(2)在參數推估方面，樣本數 100以下且參
數不顯著時，級序繁衍法之參數推估優於
原始序列之參數推估。在樣本數 100以上
4或參數顯著時，級序繁衍法與原始序列之
推估結果一致。
在模式判定方面，當模式滿足 AR(1)，樣本數
在 100以下且參數不顯著時，級序繁衍法之判定結
果優於原始資料之判定結果。在樣本數 100以上或
參數顯著時，級序繁衍法與原始資料判定之結果一
致。然，當模式滿足 AR(2)時，結果顯示，本研究
分析方法與傳統模式判定方法之精確度相同，尤以
AR(2)模式參數較不顯著且趨近 AR(1)模式時，並
無法有效解決模式不確定性之問題。
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表 1  實測資料之模式判定結果
AIC BIC1 BIC2
代號 已知模式
原始 合成 原始 合成 原始 合成
W1 AR(1) AR(1) AR(1) AR(0) AR(0) AR(1) AR(1)
W2 AR(2)、AR(9) AR(9) AR(9) AR(9) AR(9) AR(9) AR(9)
W3 AR(1) AR(1) AR(1) AR(1) AR(1) AR(1) AR(1)
W5 AR(1) AR(1) AR(1) AR(1) AR(1) AR(1) AR(1)
W7 AR(3) AR(4) AR(4) AR(4) AR(4) AR(4) AR(4)
BJ-D AR(1) AR(1) AR(1) AR(0) AR(0) AR(1) AR(1)
BJ-E AR(2)、AR(3) AR(2) AR(2) AR(2) AR(2) AR(2) AR(2)
BJ-F AR(2) AR(2) AR(2) AR(1) AR(1) AR(1) AR(1)
C1 AR(2) AR(2) AR(2) AR(2) AR(2) AR(2) AR(2)
C2 AR(1) AR(8) AR(7) AR(7) AR(6) AR(7) AR(6)
LIN1 AR(1) AR(1) AR(1) AR(1) AR(1) AR(1) AR(1)
HW1 AR(2) AR(2) AR(2) AR(1) AR(2) AR(2) AR(2)
HW3 AR(1) AR(1) AR(1) AR(0) AR(0) AR(1) AR(1)
L1 AR(2) AR(3) AR(2) AR(0) AR(0) AR(2) AR(1)
L2 AR(2) AR(2) AR(1) AR(0) AR(0) AR(2) AR(1)
選取
率
- 12/15 12/15 6/15 7/15 12/15 10/15
