As a main result of the paper, we construct and justify an asymptotic approximation of Green's function in a domain with many small inclusions. Periodicity of the array of inclusions is not required. We start with an analysis of the Dirichlet problem for the Laplacian in such a domain to illustrate a method of meso scale asymptotic approximations for solutions of boundary value problems in multiply perforated domains. The asymptotic formula obtained involves a linear combination of solutions to certain model problems whose coefficients satisfy a linear algebraic system. The solvability of this system is proved under weak geometrical assumptions, and both uniform and energy estimates for the remainder term are derived.
Introduction
Uniform asymptotic approximations of Green's kernels for various singularly and regularly perturbed domains were constructed in [1] - [4] . In particular, the papers [1] , [2] address the case of domains containing several small inclusions with different types of boundary conditions. In the present paper, a similar geometrical configuration is considered, but the number of inclusions becomes a large parameter, which makes asymptotic formulae in [1] , [2] inapplicable.
In Sections 4-7, we address the Dirichlet problem for the Poisson equation −∆u = f in a multiply perforated domain with zero Dirichlet data on the boundary. Section 4 contains the formal asymptotic representation
where
• v f is the solution of the same equation in a domain Ω without inclusions,
• P (j) is the harmonic capacitary potential of the inclusion F (j) ,
• cap(F (j) ) is the harmonic capacity of F (j) ,
• H is the regular part of Green's function G of Ω.
The coefficients C j should be found from the algebraic system
where I is the identity matrix, and the matrices S, D and the vectors C, V f are defined by
, D = 4π diag {cap(F (1) ), . . . , cap(F (N ) )},
and C = (C 1 , . . . , C N )
with O (j) being interior points in F (j) . The unique solvability of the system (2) is not obvious, and it is established in Section 5 under the natural assumption ε < c d, where c is a sufficiently small absolute constant, ε is the maximum of diameters of F (j) , j = 1, . . . , N , and d characterizes the distance between inclusions. In the same section, we obtain auxiliary estimates for the vector C under two different constraints on ε and d.
Justification of the formal asymptotic approximation (1) is given in Sections 6 and 7, where we show that the remainder admits the uniform estimate O(ε + ε 2 d −7/2 ) and the energy estimate O(ε 2 d −4 ). Although we see that the asymptotic method described above may be applied formally under a very mild geometrical constraint ε < c d, the convergence of the approximation in the space L ∞ (Ω) and in the Sobolev space H 1 (Ω) has been proved when ε ≪ d 7/4 and ε ≪ d 2 , respectively. Hence, the asymptotic approximation (1) is efficient for certain meso scale geometries, intermediate between a collection of inclusions whose size ε is comparable with d and the classical situation with ε ∼ const d 3 appearing in the homogenization theory (see [5] , [6] et al.) . As is well known, in the latter case u is approximated by a solution of the equation with a "strange term" −∆û + µû = f, µ ≥ 0.
In the concluding Section 8, we derive the above mentioned asymptotic formula for Green's function G N (x, y), uniform with respect to x and y. The following is a specially simple form in the case of Ω = R 3 :
are Green's functions in R 3 \ F (j) , and the matrix C = (C ij )
is defined by C = (I + SD) −1 S.
2 Main notations and formulation of the problem in the perforated region
Let Ω be an arbitrary domain in R 3 , and let {O (j) } N j=1 and {F (j) } N j=1 be collections of points and disjoint compact subsets of Ω such that O (j) ∈ F (j) , and F (j) have positive harmonic capacity. Assume that the diameter ε j of F (j) is small compared to the diameter of Ω. We shall also use the notations
It is assumed that ε < c d, with c being a sufficiently small constant. We require that there exists an open set ω such that
Let us introduce the complimentary domain
as shown in Fig. 1 . 
where f is assumed to be a smooth function with a compact support in Ω, such that diam(supp f ) ≤ C with C being an absolute constant.
We seek an asymptotic approximation of u as N → ∞.
Auxiliary problems
We collect here solutions of some boundary value problems to be used in the asymptotic approximation of u.
Solution of the unperturbed problem
By v f we mean the variational solution of the Dirichlet problem
where f is the same smooth function as in (8).
Capacitary potentials of F (j)
The harmonic capacitary potential of F (j) will be denoted by P (j) , and it is defined as a unique variational solution of the Dirichlet problem
It is well known (see, for example, [7] ), that these functions have the following asymptotic representations:
The harmonic capacity of the set F (j) can be found by
Green's function for the unperturbed domain
Green's function for the unperturbed domain is denoted by G(x, y), and it satisfies the boundary value problem
G(x, y) = 0 as x ∈ ∂Ω and y ∈ Ω.
The regular part of Green's function is defined by
Formal asymptotic algorithm
Let the solution u of (8), (9) be written as
where v f solves the auxiliary Dirichlet problem (10), (11) in the unperturbed domain, whereas the function R (1) is harmonic in Ω N and satisfies the boundary conditions
and
Let us approximate the function R (1) in the form
where C j are unknown constant coefficients, and P (j) and H are the same as in (12)- (15) and (19), respectively.
By (15), (19) and (18), we deduce
for all x ∈ ∂Ω, j = 1, . . . , N.
On the boundary of a small inclusion F
). Equation (25) suggests that the constant coefficients C j , j = 1, . . . , N, should be chosen to satisfy the system of linear algebraic equations
where k = 1, . . . , N. Then within certain constraints on the small parameters ε and d (see (5)), it will be shown in the sequel that the above system of algebraic equations is solvable and that the harmonic function
is small on ∂Ω N . Further application of the maximum principle for harmonic functions leads to an estimate of the remainder R (2) in Ω N .
Hence, the solution (20) takes the form
where C j are obtained from the algebraic system (26).
Algebraic system
In this section we analyse the solvability of the system (26), and subject to certain constraints on ε and d, derive estimates for the coefficients C j , j = 1, . . . , N.
The following matrices S and D will be used here:
If the matrix I + SD is non-degenerate, then the components of the column vector
Prior to the formulation of the result on the uniform asymptotic approximation of the solution to problem (8)-(9), we formulate and prove auxiliary statements incorporating the invertibility of the matrix I + SD and estimates for components of the vector (30). Lemma 1. If max 1≤j≤N cap(F (j) ) < 5d/(24π), then the matrix I + SD is invertible and the column vector C in (30) satisfies the estimate
Proof: According to (30), we have (
Obviously, the right-hand side in (33) does not exceed
Consider the second term in the left-hand side of (33). Using the mean value theorem for harmonic functions we deduce
. . , N, are non-overlapping balls of radius d with the centers at O (j) , and |B (j) | = 4πd 3 /3 are the volumes of the balls. Also, the notation B d is used here for the ball of radius d with the center at the origin.
Let Ξ(x) be a piecewise function defined on Ω as
The first term in the right-hand side of (35) is non-negative, which follows from the relation
The integral
in the right-hand side of (35) allows for the estimate
Using the mean value theorem for harmonic functions we deduce
On the other hand,
which follows from the relation
It follows from (37), (38) and (39) that
Next, (33), (34), (35) and (40) lead to
where α = 8π 15 . Then (33) and (41) imply
, which yields
Thus, if max 1≤j≤N cap(F (j) ) < 5 24π d, then the matrix I + SD is invertible and the estimate (32) holds. The proof is complete.
Replacement of the inequality ε < cd by the stronger constraint ε < cd 2 leads to the statement Lemma 2. Let the small parameters ε and d, defined in (5), satisfy
where c is a sufficiently small absolute constant. Then the components C j of vector C in (30) allow for the estimate
Proof: Let us write the system (26) as
is the ball of radius d/4 with the centre at O (j) . Also let σ be a piece-wise constant function such that
Multiplying (45) by cap(F (k) ) and writing the equations obtained in terms of σ we get
which is equivalent to
Next, we multiply (47) by
where M is a positive integer number. Also, taking into account that σ(
we write
Since σ = 0 outside the balls B 
The identity
shows that the first term in the left-hand side of (49) is non-negative. By Hölder's inequality, the right-hand side of (49) does not exceed
and hence (49) yields
After the limit passage as M → ∞ we arrive at
and by (47) we deduce
In turn, it follows from the definition (48) of the functions
G(y, z)dy
which, together with (52), yields
If max 1≤k≤N cap(F (k) ) < cd 2 , with c being a sufficiently small constant, then referring to the definition (46) of the function σ we deduce (44), which completes the proof.
Meso scale uniform approximation of u
We obtain the next theorem, which is one of the principal results of the paper, under an additional assumption on the smallness of the capacities of F (j) . Theorem 1. Let the parameters ε and d, introduced in (5), satisfy the inequality
where c is a sufficiently small absolute constant. Then the matrix I + SD, defined according to (28), (29), is invertible, and the solution u(x) to the boundary value problem (8)- (9) is defined by the asymptotic formula
where the column vector C = (C 1 , . . . , C N ) T is given by (30) and the remainder R(x) is a function harmonic in Ω N , which satisfies the estimate
Proof:
The harmonicity of R follows directly from (54). If x ∈ ∂Ω, then
Since G(x, O (j) ) = 0 on ∂Ω, and P (j) satisfies (15) we deduce
where |x − O (j) | ≥ C d, and C is a sufficiently large constant.
Noting that (30) can be written as the algebraic system
which, along with (57) and the obvious inequality cap(F (j) ) ≤ ε, implies
It suffices to estimate the sums
When ε < c d 7/4 we refer to Lemma 1, and using the inequality (32) we derive
Similarly, when x ∈ ∂Ω we deduce
Combining (60), (61), (56) and (59) 
The energy estimate
Under the constraint (43) on ε and d, which is stronger than (53), we derive the energy estimate for the remainder R. This result is important, since it allows for the generalization to general elliptic systems, and in particular to elasticity where the classical maximum principle cannot be applied. Theorem 3. Let the parameters ε and d, introduced in (5), satisfy the inequality
where c is a sufficiently small absolute constant. Then the remainder R in (54) satisfies the estimate
Proof.
For every k = 1, . . . , N, we introduce the function
where the coefficients C j satisfy the system (26). By (54) and (65), for quasi-every
which together with (26) implies
e. outside of a set with zero capacity). The function Ψ 0 , defined by
quasi-everywhere on ∂Ω, which follows from (54) and (9), (11).
We set B (k) ρ = {x : |x − O (k) | < ρ}, and define the capacitary potential of
, that is a unique variational solution of the Dirichlet problem
Also, let a surface S d be a smooth perturbation of ∂Ω such that
In turn, the set of all points placed between the surfaces ∂Ω and S d is denoted by Π d , and the functionP 0 is defined as a unique variational solution of the Dirichlet problem
We note that
vanishes quasi-everywhere on ∂Ω N and that the Dirichlet integral of (73) over Ω N is finite. Therefore, by harmonicity of R
which is equivalent to the estimate
In the remaining part of the proof, we obtain an upper estimate for the right-hand side in (74). The inequality (74) and the definition of Ψ k lead to
3ε . We start with the sum K (1) . Clearly,
and hence
Furthermore, by Green's formula and by (10) we deduce
By the mean value theorem for harmonic functions and the inequalityP k (x) ≤ P (k) (x), we have
where B = {y : |y − x| < |x − O (k) |/4}. Making use of the asymptotics (15) far from O (k) we deduce
Now we turn to the estimate of (82). The volume integral in the right-hand side of (82) does not exceed
By 0 ≤P k (x) ≤ 1 and (83), the surface integral in (82) is dominated by
Combining (84) and (85) we arrive at the estimate
Let us estimate L (1) (see (76)). Obviously,
Furthermore, when j = k we have
, which does not exceed
Hence, using Lemma 1 we deduce
and therefore
Similar steps can be followed to estimate Q in (79). We have
As above, we use Lemma 1 to deduce
Next, we estimate L (2) . Integration by parts gives
When j = k and m = k, the volume integral in the right-hand side of (89) is estimated as follows
In turn, when j = k and m = k the modulus of the surface integral in the right-hand side of (89) does not exceed
We have
and by (89) , (90) and (91)
Let us introduce a piece-wise constant function
otherwise.
Then the inequality (92) leads to
where the constant C depends on ω, and using Lemma 1 we deduce
To evaluate M (1) + M (2) we apply the result of Lemma 2 and use the same algorithm as for K (1) and K (2) to deduce
Similarly, applying Lemma 2, we derive the estimate for the term N N ≤ Cε
The proof is completed by the reference to (80), (86), (87), (88), (93) , (95).
8 Meso scale approximation of Green's function in Ω N Let G N (x, y) be Green's function of the Dirichlet problem for the operator −∆ in Ω N . In this section, we derive the asymptotic approximation of G N (x, y) and estimate the remainder term. In the asymptotic algorithm, we will refer to the algebraic system similar to that of Section 5. We need here Green's functions g (j) (x, y) of the Dirichlet problem for the operator −∆ in R 3 \ F (j) , j = 1, . . . , N. The notation h (j) will be used for the regular part of g (j) , that is
According to Lemma 2 of [2] , the functions h (j) allow for the following estimate:
for all y ∈ R 3 \ F (j) and |x − O (j) | > 2ε. The principal result of this section is Theorem 4. Let the small parameters ε and d, introduced in (5), satisfy the inequality ε < c d 2 , where c is a sufficiently small absolute constant. Then
with the capacitary potentials P (j) and the regular part H of Green's function G of Ω being the same as in Section 3. The matrix C = (C ij ) N i,j=1 is defined by
where S and D are the same as in (28), (29). The remainder R(x, y) is a harmonic function, both in x and y, and satisfies the estimate
uniformly with respect to x and y in Ω N .
Prior to the proof of the theorem, we formulate an auxiliary result. 
where c is an absolute constant.
Proof. First, we note that
which follows from Lemma 2, where V f should be replaced by the columns of the matrix S. Additionally,
To verify this estimate we introduce a vector ξ = (ξ j ) Proof of Theorem 4. The harmonicity of R follows directly from (98). Let us estimate the boundary values of R on ∂Ω N . If x ∈ ∂Ω and y ∈ Ω N , then according to the definitions of Section 3.3 for Green's function of Ω and its regular part the remainder term R in (98) takes the form
Taking into account the estimate (97) for h (j) together with the asymptotic representation (15) of P (j) we obtain
for all x ∈ ∂Ω. Here R(x, y) is harmonic as a function of y. Next, we estimate (106) for y ∈ ∂Ω N . If y, x ∈ ∂Ω then (106), (99) 
Using (102) we can estimate the double sum from (107). For a fixed x ∈ ∂Ω, let us introduce a vector
, Using the estimates (108) and (112) and applying the maximum principle for harmonic functions wewhere the estimate of the last double sum in (123) is similar to (107). Combining (120), (122) and (123), we deduce that R(x, y) = O(εd −2 ) for x ∈ ∂(R 3 \ F (k) ), y ∈ ∂(R 3 \ F (m) ), m, k = 1, . . . , N. Using the symmetry of R(x, y) together with (112) we also obtain that R(x, y) = O(εd −2 ) for x ∈ ∂(R 3 \ F (k) ), k = 1, . . . , N, y ∈ ∂Ω. Applying the maximum principle for harmonic functions we get R(x, y) = O(εd −2 ) for x ∈ ∂(R 3 \ F (k) ), k = 1, . . . , N, y ∈ Ω N .
Finally, formulae (113) and (124) imply that R(x, y) = O(εd −2 ) for x ∈ ∂Ω N and y ∈ Ω N , and then applying the maximum principle for harmonic functions we complete the proof.
