Abstract. Characteristic integrals of Toda field theories associated to simple Lie algebras are presented in the most explicit forms, both in terms of the formulas and in terms of the proofs.
Introduction
First consider the famous Liouville equation, for which we take the following version:
(1.1) u xy = −e 2u , where x and y are the independent variables, and u = u(x, y) is an unknown function. Let (1.2) I = u xx − u 2 x . Then I y = ∂ ∂y I = 0 for a solution u(x, y) to (1.1). I is thus called a characteristic integral of (1.1).
Toda field theories are generalizations of the Liouville equation (1.1). Let g be a simple Lie algebra of rank n with Cartan matrix A = (a ij ) n i,j=1 . For 1 ≤ i ≤ n, let u i = u i (x, y) be n unknown functions of the independent variables x and y. The Toda field theory associated to g is A characteristic integral of the Toda field theory (1.3) is a differential polynomial I in the u i (x, y) for 1 ≤ i ≤ n such that I y = 0 for solutions u i (x, y) to (1.3).
By the symmetry between x and y in Toda field theories (1.3), there are differential polynomialsĨ in the u i and their y-partial derivatives such thatĨ x = 0 but they follow the same patterns as those in the above definition. For simplicity, we sometimes write ∂ for ∂ x .
For a differential mononomial in the u i , we call by its degree the sum of the orders of differentiation multiplied by the corresponding algebraic degrees for the factors. Therefore the I in (1.2) has homogeneous degree 2. Since a differential polynomial of some characteristic integrals is another such integral, the characteristic integrals form a differential algebra. The structure theorem (see for example [FF95, Theorem 1] for the affine version) asserts that it is a polynomial differential algebra generated by n primitive characteristic integrals. Furthermore these generators are homogeneous and their degrees are equal to the degrees of the Lie algebra g. Recall that the algebra of adjoint-invariant functions on g is a polynomial algebra on n homogenous generators, whose degrees we call the degrees of g [Kos59] .
Many However to this author, the results about characteristic integrals for Toda field theories (1.3) are not explicit enough, in terms of both the formulas and the proofs. Therefore we would like to present the concrete formulas to compute the primitive characteristic integrals together with new and self-contained proofs.
Our general formula in Theorem 1.10 employes the zero curvature representation [LS79] of the Toda field theories (1.3) under a Drinfeld-Sokolov gauge [DS84] . When the Lie algebra has a non-branching representation (see (1.12)), we present a more concrete formula in Theorem 1.13. We stress that in both cases, we prove that we obtain characteristic integrals directly.
Let us introduce more terminology before we present our main results. Let h ⊂ g be a Cartan subalgebra, and we denote the corresponding set of roots of g by ∆, the sets of positive/negative roots by ∆ ± , and the set of positive simple roots by π = {α i } n i=1 . Let g = h ⊕ α∈∆ g α be the root space decomposition. For a root α, define its height by ht(α) =
We also denote by n = α∈∆+ g α = k>0 g k the maximal nilpotent subalgebra, and by N the corresponding unipotent group. For α ∈ ∆ + , let e α and e −α be root vectors in the root spaces g α and g −α such that for H α = [e α , e −α ] ∈ h, we have α(H α ) = 2. Then the Cartan matrix A = (a ij ) n i,j=1 of g is defined by a ij = α i (H αj ). Let us recall the zero curvature representation of (1.3) following [LS79] . Let
where as in (1.3) ρ i = n j=1 a ij u j . Then the Toda field theory (1.3) is equivalent to the following zero curvature equation
Now let us recall the definition of a Kostant slice s ⊂ g [Kos63] , which is used in a Drinfeld-Sokolov gauge [DS84] . Let s be a complement of [ǫ, g] in g, that is,
Then by [Kos63] , s ⊂ n, and dim(s) = n is equal to the rank. We call s a Kostant slice, and let {s j } n j=1 be a homogeneous basis of s with respect to the height gradation (1.5).
By [DS84] , we can bring the first element in (1.7) into its Drinfeld-Sokolov gauge. More precisely, there exists an element g ∈ N (whose components are differential polynomials of the u i ) such that
where the components I j are differential polynomials of the u i .
Theorem 1.10. For the solutions u i to (1.3), the differential polynomials I j for 1 ≤ j ≤ n defined in (1.9) through a Drinfeld-Sokolov gauge are primitive characteristic integrals, that is,
The calculations of g ∈ N and the I j in (1.9) can be done by an inductive formula given in [DS84] . In practice, a computer software such as Maple solves it easily in simple cases. Furthermore very often there are more direct formulas for the characteristic integrals as we explain now.
Take an irreducible representation φ : g → End V . Let the β k ∈ h * for 1 ≤ k ≤ m be the weights of φ, and
the weight space decomposition. We assume that dim V β k = 1 and also that the representation φ does not branch. That is, for each weight β k there is one unique negative simple root −α i k such that β k − α i k is another weight of φ. Order our weights such that β k+1 = β k − α i k for 1 ≤ k ≤ m − 1 and we draw the following weight diagram
Such non-branching representations are the cases for the first fundamental representations of the Lie algebras A n , B n , C n and g 2 .
Theorem 1.13. If a non-branching representation φ as above exists with weight diagram (1.12), then we have
for a u (1.6) satisfying (1.7) or equivalently the Toda filed theory (1.3). Here ∂ = ∂ x , and the product is in the sense of composition for operators on functions of x and y. The product is non-commutative, and we strictly follow the order. If by the Leibniz rule, we expand
We will prove the theorems in the next section. We present examples of Theorem 1.13 in Section 3, and an example of Theorem 1.10 in Section 4.
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Proofs of the theorems
We present direct proofs of our theorems in this section.
Proof of Theorem 1.10. Suppose that for the g ∈ N in (1.9), we have
Since g ∈ N and Y ∈ g 1 by (1.6), we haveỸ ∈ n. SupposeỸ = p i=1 Y i by the height decomposition (1.5), where p is the biggest height of g.
By the invariance of the zero-curvature equation (1.7) under the adjoint action, from (1.9) we get (2.1)
We will prove by induction that all the Y i = 0. This then implies that ∂ y I j = 0 for 1 ≤ j ≤ n.
First recall the basic result of Kostant [Kos59] that ker(ad ǫ ) ∩ (h ⊕ n) = 0. The term on the left of (2.1) with height zero is [ǫ, Y 1 ] = 0, which then implies that Y 1 = 0. Now assume i ≥ 2 and that Y j = 0 for j ≤ i − 1. Then since the s j ∈ n, the term on the left of (2.1) with height i − 1 is
By the decomposition (1.8), we get [ǫ, Y i ] = 0 which then implies that Y i = 0.
Proof of Theorem 1.13. In the weight decomposition (1.11), we let v β1 ∈ V β1 be a weight vector for the highest weight, and inductively we define the other weight vectors by v β k = φ(e −αi k−1 )v β k−1 for 2 ≤ k ≤ m by (1.12). Therefore by (1.6)
The zero curvature equation is the compatibility condition for the following system of equations. Let ψ(x, y) = m k=1 ψ k (x, y)v β k be a function of x and y with values in V . Then (1.7) implies that the following system of equations has solutions
Then by (2.2) and u ∈ h (1.6), the first equation, at the weight vector v β k , means that
When k = 1, we actually have
since β 1 is the highest weight. Therefore combining them, we have
On the other hand, the second equation in (2.3), at the lowest weight vector v βm , quickly gives that
Therefore the above two equations have a solution ψ m = ψ m (x, y), which is general. The implied compatibility condition is exactly (1.14). The rest of the theorem is clear.
Examples for Theorem 1.13
Non-branching representations (1.12) occur for the first fundamental representations of the Lie algebras A n , B n , C n and g 2 . Keeping our spirit of being as explicit as possible, we present the formulas in these cases. In this section we follow [FH91] for notation and choices of root vectors. The Cartan subalgebras h always consist of diagonal matrices. We let L i ∈ h * denote the linear function of taking the ith element on the diagonal. We also let E ij denote the matrix with a 1 at the (i, j)-position and zero everywhere else.
Example 3.1 (A n ). The simple roots for
The degrees of A n (that is, the degrees of primitive adjoint-invariant functions) are 2, 3, · · · , n + 1. The weight diagram for the first fundamental representation is
The u in (1.6) is
Corollary 3.2. Consider the expansion
Then the I j for 1 ≤ j ≤ n are primitive characteristic integrals of the A n Toda field theory (1.3).
Example 3.4 (C n , n ≥ 2). The simple roots for C n are α i = L i − L i+1 for 1 ≤ i ≤ n − 1 and α n = 2L n . Also H αi = E i,i − E i+1,i+1 − E n+i,n+i + E n+i+1,n+i+1 for 1 ≤ i ≤ n − 1 and H αn = E n,n − E 2n,2n . The Cartan matrix is
The degrees of C n are 2, 4, · · · , 2n. The weight diagram for the first fundamental representation is
Corollary 3.5. Consider the expansion
Then the I j for 1 ≤ j ≤ n are primitive characteristic integrals of the C n Toda field theory, and the J j are some differential polynomials in them.
Example 3.7 (B n , n ≥ 2). The simple roots for
The degrees of B n are 2, 4, · · · , 2n. The weight diagram for the first fundamental representation is
Corollary 3.9. Consider the expansion
(3.10)
Then the I j for 1 ≤ j ≤ n are primitive characteristic integrals of the B n Toda field theory, and the J j are some differential polynomials in them.
Example 3.11 (g 2
Although we can work abstractly with just the above Cartan matrix, we choose to use the embedding of g 2 ⊂ so 7 = B 3 such that the two roots are
and H α1 = Diag(1, −1, 2, −1, 1, −2, 0)
The first fundamental representation of g 2 is the restriction of that of B 3 . Therefore we follow the weight diagram (3.8). The degrees of g 2 are 2 and 6.
Corollary 3.12. Consider the expansion
(3.13)
Then the I 1 and I 2 are primitive characteristic integrals of the g 2 Toda field theory, and the J j are some differential polynomials in them.
The other terms are 4. An example of Theorem 1.10
It can be said that Theorem 1.13 is a quick way to compute a Drinfeld-Sokolov gauge (1.9) when there is a non-branching representation, and this is the viewpoint in [BFO + 90] . When such a simple representation does not exist, a Drinfeld-Sokolov gauge can still be computed through an inductive procedure (see [DS84, FOR + 92] ). In the particular case of D n , where an explicit matrix presentation of the Lie algebra is easy to write down, one can use a computer algebra system like Maple to solve a Drinfeld-Sokolov gauge easily and therefore obtain the characteristic integrals.
In the following example, we will show how this works for D 4 . First recall that the Cartan matrix of D n is
and its first fundamental representation branches with the following weight diagram
Therefore Theorem 1.13 can not be applied to the Lie algebras D n , nor to F 4 or the E's. The degrees of D 4 are 2, 4, 4, 6, with the Pfaffian, the square root of the determinant, being an extra adjoint-invariant function of degree 4.
In this example, we use the convention that the non-degenerate symmetric matrix preserved by the orthogonal matrices in SO(8) is the anti-diagonal matrix (δ i,9−j ) 8 i,j=1 . Then the matrices in D 4 = so 8 are skew-symmetric with respect to the anti-diagonal. Using u 1 = u x and so on, the ǫ + u from (1.6) is
We choose our slice in (1.9) to be I 2 = u 4 + v 4 + 2 w 4 + z 2 v 1 2 + 3 w 2 v 2 − w 2 v 1 2 + w 1 2 v 2 + v 2 z 2 − v 2 z 1 2 + 2 v 2 u 2 − z 2 u 2 − w 2 u 1 2 + z 2 u 1 2 + v 3 u 1 − 2 u 3 u 1 + 2 v 3 w 1 − w 1 2 u 2 + w 2 u 2 − 4 w 2 2 − 2 v 2
Actually the usual Pfaffian of ǫ + u, which is the product of the first 4 diagonal entries, is contained in the characteristic integral I 2 as the last terms involving only partial derivatives of the first order.
Remark 4.3. In [BFO + 90] , there is a procedure to apply an integration step in using the first fundamental representation (4.1) of D n to get an analogous formula to Theorem 1.13. That integration step will cause us to lose one characteristic integral, which in the case of D 4 is exactly the above I 2 corresponding to the Pfaffian.
