Timeline of Ebola outbreak in Monrovia, Liberia:
The first cases of EVD in Liberia were confirmed in Lofa County on March 29, 2014, an area that borders Guinea, where the outbreak is believed to have originated and had first been officially declared about a week beforehand. 1 An early response was mounted, with initial cases referred to an ETU run by local government. By April 9, a total of 12 cases had been detected and from then until the end of May, there were no reported cases of the virus in Lofa County or elsewhere in Liberia and it was believed that the outbreak had been contained in Liberia 2, 3 Another Liberian case was detected on May 25, again in Lofa County, which marked the start of the second wave of the outbreak. The first case of Ebola virus in Monteserrado County (population 1.5 million inhabitants) was reported in mid-June 2014. 4 Reported cases grew progressively over the next two months, however, the reporting of new cases may have been limited by the ability of the health system to detect and diagnose new cases during this time period. The first ETU in Monrovia did not open until July 20, two more opened a month later, and the fourth opened in mid-September. 4 Other ETUs eventually opened in Liberia in October or later, but few of these ETUs treated many confirmed EVD patients. During August and early September it is believed that the number of new cases in Monteserrado County exceeded the number of new beds and during this time period patients were turned away.
It is now believed that the epidemic peaked in Monteserrado in mid to late September and dropped off rapidly in the month of October. 4 At its peak there were upwards of 350 new cases reported per week in this County alone. By early December, when the first round of this survey was conducted, the epidemic had been contained to a few clusters and while the epidemic was still ongoing, it was past peak in Monteserrado.
By early 2015, there was essentially one known cluster of EVD cases in all of Liberia, which has been identified to have started with a single patient in late December 2014 and led to 21 known cases before it came to an end in mid-February. 5 From February 19 through early March, there were no other known clusters of the outbreak in all of Liberia. 5 On March 20, 2015 a single additional case was detected in a woman in Monrovia, likely spread via sexual transmission with an Ebola survivor. 6 No further cases from this case were subsequently discovered, and Liberia was initially declared Ebola by the World Health Organization on May 9, 2015. One more isolated cluster of Ebola was detected in Liberia on June 29, 2015 when a teenaged boy who had died with EVD like symptoms subsequently tested positive for the virus. 7 It is not yet known how this cluster recurred, but the cluster has effectively been contained.
The epidemic in Liberia was characterized by intense transmission in urban settings, in particular in Monrovia, multiple community outbreaks, and spread through the health system. Approximately half of all EVD cases in Liberia would eventually be reported in Monteserrado County, ranking it among the most affected counties in Liberia.
Respondent selection procedures
The selection of survey respondents for the December survey followed a three-stage sampling procedure. In the first stage, 78 enumeration areas (EAs) were randomly selected from all of Monrovia's 15 administrative wards in proportion to their population size, as enumerated in the 2008 census. In the second stage, 20 households were randomly selected within each community following a random-walk procedure. Following an introduction, a single adult respondent was randomly selected for the survey from the population of adults in the selected household. Random selection within the household was done by recording each adults name on a piece of paper, folding each to conceal the name, and shuffling. After this, a volunteer from the household would select one name from the pile without looking.
Data was reviewed daily or bi-daily to check for completeness and accuracy. In addition, survey timestamps and GPS coordinates were referenced against the field manager's field reports.
Surveys were conducted on the spot or scheduled for within 48 hours. If the selected respondent was not available within 48 hours, the household was replaced.
Enumerator safety precautions
The research team worked through its in-country partner, Parley Liberia, to develop a set of safety protocols to minimize risk to Parley enumerators. First, the enumeration team avoided any community with active cases or contacts. Within communities, enumeration teams used community guides and did not visit or survey any household with an Ebola victim (past or present), suspected Ebola victim (past or present), or sick person (in the present).
Enumerators were trained to avoid physical contact and maintain a two-foot distance when interacting with respondents and community guides. Enumerators also monitored their temperatures daily, and were provided with rubber boots and hand sanitizer.
No adverse events to Parley staff or respondents occurred during survey enumeration.
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Variable construction
Appendix Log of pre-Ebola income Log +1 of "Before Ebola, in a normal week, how much money do you typically make?" cnear_healthfac_dist_km Distance to health clinics Measured as straightline distance from the center of the EA to the nearest health facility (data on health facilities access at https://data.hdx.rwlabs.org/dataset/health-facilities-in-guinea-liberia-mali-and-sierra-leone on 8/01/2015 ). 
Replication data
Rawdata from the survey is available at: https://data.hdx.rwlabs.org/dataset/data-forebola-recovery. Replication data and accompanying STATA files will be made available publication through the Harvard Dataverse.
Supplemental analyses
Determinants of attrition
Appendix Table 5 displays the correlates of attrition using logistic regression. It indicates that low education and age cohort 18-25 positively predict attrition, but few other sociodemographic variables are statistically significant predictors (Appendix). These regressions are used to predict a respondent's probability of being surveyed in March and June, respectively. To account for differential attribution probabilities, weights for June and March observations are equal the inverse of the probability of successful follow-up. This ensures that they are representative of the December sample. However it weights all follow-up observations as greater than 1 (the default weight for the December sample).
To correct for this, follow-up weights are rescaled to have a mean of 1. The use of weights or no weights has no material effect on the results. 
Appendix
Robustness of Table 2 in main article to alternative models
Appendix Table 5 shows that the estimates are consistent across models. For each outcome and independent variable, we present specifications with 1) no fixed effects and no individual-level controls, 2) Ward fixed effects and no individual-level controls, and 3) Ward fixed effects and controls. Below, we draw on Oster (2015) to show how this is indicative of results that are robust to omitted variables bias. 
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Alternative determinants of health seeking behavior
Appendix Table 6 shows that alternative determinants of health seeking behavior, including distance to health centers pre-Ebola income, trust in INGOs, or generalized trust, have modest and inconsistent associations with usage across periods and outcomes. The regression model is the same as that reported in Table 2 in the main article. 
Appendix
standard errors in brackets. *** p<0.01, ** p<0.05, * p<0.1 Logistic regression with Odds Ratios (OR) reported. OR standard errors clustered by enumeration area. Estimates weighted by inverse attrition probabilities. Variation in sample size across models is due to either applicability or non-response Experiences during the outbreak and trust in government during the outbreak Appendix Table 7 shows that exposure to the Ebola outbreak, as measured by observing dead bodies or knowing victims, negatively associates with trust in government, but only in the late-crisis period. Similarly, government outreach associates positively with trust, primarily in the crisis period. We interpret this as suggestive that these experiences affected utilization of health services partially through their impact on trust in government.
Appendix Table 7 : Experiences during the outbreak and trust in government Estimates weighted by inverse probability of attrition. Variation in sample size across models is due to either applicability or non-response.
Balance tests
Appendix Table 8 shows the determinants of EVD experiences and exposure to government outreach to assess whether they appear to be balanced on observable variables. Broadly, these experiences appear relatively balanced, albeit with a few exceptions. Knowing Ebola victims was more common among those with higher education; females were less likely to report knowing about delayed retrieval of dead bodies or experiencing outreach. In Table 2 in the article, we control for these sources of imbalance. In the next section, we assess whether unobserved omitted variables are confounding . 
Appendix
Sensitivity to unobserved omitted variables
This section uses selection on observables to assess the potential bias from unobserved omitted variables, following (Oster, 2015) . The idea is to use the bias eliminated by observed covariates to assess the potential bias of unobserved, omitted variables.
Consider the following linear regression models:
where β, the effect of some treatment X, is the coefficient of interest, W 1 is a matrix of observed control variables, and W 2 is a set of unobserved control variables. Equation refers to the true model and returns an unbiased estimate of β. Equation (2) consists of the full set of observed control variables. Estimates of β will be biased unless W 2 is uncorrelated with either X, Y, or both. Equation (3) is a naive model. Estimates of β̇ will be more biased than those of β.
The Oster approach uses coefficient movements between the naive estimate (β̇) and the controlled estimate (β ) combined with movements in R-squared values to gauge the degree of potential omitted variables bias. Heuristically, estimates that move little with the inclusion of control variables that cause substantial increases in R-squared are indicative of limited omitted variables bias. The approach relies on two assumptions. The first assumption is the so-called ``coefficient of proportionality", , which is degree to which the observed controls (W 1 ) determine treatment relative to the unobserved (W 2 ). =1 allows the unobserved controls to be as influential as the observed controls. This assumption is likely to hold when the observed controls are among the strongest determinants of treatment.
The ensuing approach uses coefficient movements between the naive estimate (β̇) and the controlled estimate β) combined with movements in R-squared values to gauge the degree of potential omitted variables bias. Heuristically, estimates that move little with the inclusion of control variables that cause substantial increases in R-squared are indicative of limited omitted variables bias. The approach relies on two assumptions. The first assumption is the so-called ``coefficient of proportionality", =1, which is degree to which the observed controls W 1 determine treatment relative to the unobserved W 2 ). =1 allows the unobserved controls to be as influential as the observed controls. This assumption is likely to hold when the observed controls are among the strongest determinants of treatment.
The second assumption is the maximum R-squared value ( 2 ) from the hypothetical estimation of Equation (1), the true model. (from Equation (2)) determine the explanatory power of unobserved omitted variables after accounting for the observed control variables. In the presence of measurement error or idiosyncratic variation in the outcome, 2 < 1.
Oster (2015) shows that with assumptions about 2 and it is possible to use coefficient movements in β between the naive and controlled regressions to calculate the potential bias from omitted variables. This results in an identified set, bounded on one side by the controlled estimate and on the other by the bias-adjusted estimate, which contains the unbiased estimate. A result is deemed robust if the identified set excludes zero.
Note that using coefficient stability between Equations (2) and (3) to argue for causality is equivalent to arguing treatment is unconditionally exogenous: β̇ varies little from β because W 1 does not confound. And because W 1 does not confound, W 2 is also unlikely to confound (especially when we believe W 1 constitutes the strongest determinants of treatment). The framework can easily be extended to the case where treatment is believed to be exogenous only after conditioning on a set of control variables, M. In this case, the variables in equations (1)-(3) are first residualized with respect to M (equivalently, M is included in equations (1)-(3)).
How to select conservative values for 2 and ? (Oster, 2015) re-analyzes experimental studies to identify conservative values of 2 and under which a nonzero bias-adjusted effect would be consistent with exogenous treatment assignment. These parameter values are then recommended as a robust reporting standard. The intuition of this test follows from the discussion above: observational studies implicitly argue that the treatment is exogenous. Including controls should not change the coefficient because there is no confounding. In experimental studies, this assumption is known to hold. Control variables will still influence the coefficient estimate due to idiosyncratic imbalance across groups. Thus it is possible to use the stability of treatment estimates in randomized data as a guide to how much stability would be expected in observational data if the treatment were assigned exogenously. To do so, Oster In our set-up, we're interested in the potentially causal varibales from Table 2 : knowing ebola victims, observing dead bodies, and exposure to government outreach. W 1 includes the full set of covariates reported in Table 2 , including village ward effects, W 2 is the set of all unobserved confounders, and M includes indicators for each survey round. Our test is conservative in that we exceed Oster's recommended standards for robustness by setting 2 = 2 * 2 and =1 (rather than 2 = 1.3 * 2 and = 1). Substantively, this sets unobservables to be as influential as the full set of control variables (including fixed effects) in explaining both the outcome and treatment.
The results of this sensitivity analysis are presented below. The first column shows the baseline effect of the variables in Table 2 on the outcome, estimated from a regression of the outcome on the variable of interest and survey round indicators. The second column presents estimates of the fully controlled effect, reported in Table 2 Under this level of confounding, the identified sets exclude zero. The fifth and sixth columns show the bias adjusted effect and identified set assuming 2 = 2 * 2 and = 1. Even under this level of confounding, the identified sets exclude zero. Substantively, the results of this exercise indicate that omitted unobservables would have to be substantially more confounding than observables to reduce effect sizes to zero.
