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Abstract
The performance of a multiple antenna wireless communication (WC) system depends
signicantly on the type of detection algorithm used at the receiver. This thesis
proposes three dierent types of detection algorithms for single input multiple output
(SIMO) systems and concludes with a comparative study of their performance in
terms of bit error rate (BER). The proposed algorithms are based on the following
classical methods:
 Maximum Likelihood (ML) detection
 Maximal Ratio Combining (MRC) scheme
 Minimum Mean Square Error (MMSE) criterion detection
The major challenge in any practical WC system is the imperfect knowledge of channel
state information (CSI) and carrier frequency oset (CFO) at the receiver. The
novel algorithms proposed in this thesis aim for optimal detection of the transmitted
signal and are derived for a system in the presence of both CSI and CFO estimation
errors. They can be treated as a generalized form of their respective type and it
is mathematically shown that the conventional algorithms are a special case in the
absence of the estimation error. Finally, the performance of the novel algorithms is
demonstrated by exhaustive simulation for multi-level modulation techniques of phase
shift keying (PSK) and quadrature amplitude modulation (QAM) with increasing
values of estimation error variance.
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Chapter 1
Introduction
The communication industry is undoubtedly the fastest growing sector of the global
industrial development as it has made its impact on every stratum of the society.
Wireless networks have been a signicant contributor since its development from the
pre-Industrial age. Signals in the form of torch beams, smokes etc. were predom-
inantly used as wireless signals which eventually lead to the invention of telegraph
networks in 1838 by Samuel Morse. This later developed into voice communication,
which is prevalent as telephony. Years later in 1895, Marconi performed radio trans-
mission over about 18 miles giving birth to a new genre of WC. Since then, WC has
been a hot topic for research and development all across the world. The challenges
faced by any communication network is broadly categorized by Weaver [1] as three
level problem:
Level A: Technical problem.
How accurately the symbols of communication be transmitted?
Level B: Semantic problem.
How precisely do the transmitted symbol convey the desired meaning?
Level C: Eectiveness problem.
How eectively does the received meaning aect conduct in the desired way?
1
Figure 1.1: Block diagram of a communication system.
Shannon [2] has described these problems with a very basic block diagram of a
communication system model as given in Fig. 1.1. The technical problems broadly
deal with, how accurately the given information is transmitted. This problem is han-
dled by the information source and transmitter blocks. The information source block
picks a desired message from a set of possible messages and the transmitter block
converts them into signals which are transmitted over the channel. This process
employs dierent encoding methodologies, modulation techniques, diversity schemes,
etc. Few of these are broadly discussed in later sections of the thesis. The semantic
problems are concerned with, how well the receiver interprets the meaning of the in-
formation. The transmitted signal undergoes certain level of distortion, or is added
with extraneous undesired signals called Noise, while in the communication channel.
This deteriorates the quality of the transmission and increases the uncertainty of the
receiver to select the original signal. The receiver here acts as an inverse transmitter
which converts the signal back to the message at the destination. Lastly, the eective-
ness problems deal with, how eectively the information or the message is understood
by the destination and aects its conduct.
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The thesis predominantly concentrates on the semantic problems of WC networks.
The advent of voice telephony, transmission of high quality video and images require
wireless networks to maintain high quality of service (QoS). However, the QoS highly
depreciates due to multi path transmission, fading channels etc. In order to obtain
a higher QoS in such cases, it is important to achieve reliable data transmission and
optimal detection of the data at the receiver. Improvement of 1-dB in signal to noise
ratio (SNR) may reduce BER by 90% for an additive white Gaussian noise (AWGN)
channel. However, for multi path fading channels similar reduction in BER can be
achieved by over 10-dB improvement in SNR.
1.1 MIMO Systems
The performance of a WC system in a multi path fading channel can be signicantly
improved by employing diversity technique where multiple copies of the same infor-
mation signal is transmitted to the receiver. There are typically ve dierent diversity
techniques that are used practically [3, 4]:
1. Frequency diversity - Multiple carriers are used to transmit the same signal.
2. Time diversity - The same signal is periodically transmitted multiple times.
3. Space diversity - Multiple antennas are used to transmit or receive multiple
copies of the same signal. This technique is also called Antennae diversity.
4. Polarization diversity - The variation of the electric and magnetic elds of
the signal is used to achieve multiple transmission.
5. Angle diversity - Directional antennas are used to create multiple copies of
the signal.
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Multiple input multiple output (MIMO), systems are most widely researched and
implemented in WC systems using diversity techniques. MIMO is one of the most
optimal approaches for improving reliability of data transmission which does not
require additional spectral resources and instead exploits the spatial diversity provided
by multiple transmit and receive antennas. Reliability in data transmission is attained
when the same data are sent over multiple paths and multiple copies of the data are
received with dierent antennas. Here, the channel capacity is enhanced as the loss
of data due to fading in one channel can be compensated for, by the other receiver.
1.1.1 Types of MIMO Systems
MIMO systems can be broadly categorized into two dierent types
1.1.1.1 Multi-antenna MIMO
Figure 1.2: Types of multi-antenna MIMO.
A simple block diagram of dierent multi-antenna MIMO systems are presented
in Fig. 1.2.
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1. Single Input Single Output (SISO) - This scheme does not employ any
diversity technique and is the simplest system with just one antenna at the
transmitter and the receiver.
2. Single Input Multiple Output (SIMO) - Multiple antenna at the receiver is
one of the most primitive and widely used MIMO systems [5,6]. This technique
is also termed as the receive diversity technique, where the multiple copies of the
received signal are eectively combined for optimal detection of the transmitted
signal. Over a period of time, diversity decisions are made at the receiver [7{9]
to exploit the robust infrastructure of the base station.
3. Multiple Input Single Output (MISO) - Multiple antennas at the trans-
mitter, or in other words transmit diversity techniques have only been investi-
gated recently [10{13]. Unlike SIMO systems, this technique exploits the spatial
diversity at the transmitter to create redundancy of the information signal.
4. Multiple Input Multiple Output (MIMO) - This scheme exploits both
transmit and receive diversity with multiple antennas for transmission and re-
ceiving. MISO systems presented in [11, 12] are also extended for multiple
receive antennas.
1.1.1.2 Multi-user MIMO
Multi-user MIMO also known as the MU-MIMO, are advanced MIMO systems which
caters to multiple users at the same time in addition to spatial diversity.
The work presented in this thesis is performed on SIMO systems as it is the most
prevalent and widely implemented MIMO system till date. A survey of dierent
antenna diversity schemes and its evolution is presented in [14, 15]. In practical
implementation, multiple antennas are installed at the base station instead of the
mobile station for availability of robust infrastructure and capacity. It is also shown
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using simulation [11], that multiple antenna scheme at the receiver outperforms the
transmit diversity schemes. Here, the challenge is to design an algorithm which can
process the signal observations from multiple receive antennas to achieve superior
performance in terms of BER.
1.2 Modulation and Demodulation
In WC systems, the message signal is modied by the transmitter to make it suit-
able for transmitting over the channel. This modication is done by altering few
parameters of a carrier signal with respect to the message signal and the process is
known as modulation. As given in [16], modulation may be dened as the process by
which some characteristic of a signal called carrier is varied in accordance with the
instantaneous value of another signal called modulating signal. The modulating sig-
nal or the message signal is also called the baseband signal. Similarly, the recreation
of the original message signal from the received signal at the receiver is known as de-
modulation. A survey of dierent modulation schemes and its eect on WC systems
is detailed in [17]. The work presented in this thesis has been simulated for M-ary
PSK and QAM modulation types. Fig. 1.3 illustrates their basic block diagram for a
complex baseband signal [18].
Figure 1.3: Illustration of M-ary PSK/QAM modulation and demodulation
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Modulation : The message or the information signal is passed through the mapper
where, it maps the message signal depending on the type of modulation. Let
us consider, the complex baseband signal from the output of the mapper be
s = sR + jsI . The baseband signal is then modulated with a carrier wave
of frequency fc. Thus the radio frequency (RF) signal transmitted from the
antenna can be given by
x(t) = <se(j!ct)	
= <f(sR + jsI) (cos!ct+ j sin!ct)g
= sR cos!ct  sI sin!ct;
(1.1)
where !c = 2fc.
Demodulation : The RF signal at the receiver is of the form
r(t) = rR cos!ct  rI sin!ct: (1.2)
In ideal scenario, the oscillator of the receiver should be tuned at the same
carrier frequency fc. The received signal is then demodulated and at branch
one, it becomes
r(t) cos!ct = rR cos
2 !ct  rI sin!ct cos!ct
=
rR
2
fcos 2!ct+ 1g   rI
2
fsin 2!ctg :
(1.3)
It is then passed through a low pass lter and the output is
rR
2
. Similarly, in
branch two
r(t) sin!ct = rR cos!ct sin!ct  rI sin2 !ct
=
rR
2
fsin 2!ctg+ rI
2
fcos 2!ct  1g :
(1.4)
This is also passed through a low pass lter with an output
rI
2
. The signal is
further sampled to obtain the digital baseband signal.
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1.2.1 Phase Shift Keying
Phase Shift Keying (PSK) is a type of digital modulation scheme that alters or mod-
ulates the phase of the carrier signal with reference to the message signal. It is one
of the most widely used modulation schemes in MIMO. Fig. 1.4 shows the signal
(a) 4-PSK modulation
(b) 8-PSK modulation (c) 16-PSK modulation
Figure 1.4: Signal space diagram of PSK modulations.
space diagram of 4-PSK, 8-PSK and 16-PSK modulation schemes. The performance
analysis of PSK schemes on dierent WC systems is studies in [19,20]. Simulation for
the algorithms proposed in this thesis is done on all three PSK schemes states above,
to obtain the case for equal energy constellations.
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1.2.2 Quadrature Amplitude Modulation
This modulation technique can be used for both analog and digital message signal.
For digital signals, the modulated waveform is the combination of PSK and amplitude
shift keying (ASK). Fig. 1.5 is the constellation diagram for 4-QAM, 16-QAM and
(a) 4-QAM modulation
(b) 16-QAM modulation (c) 64-QAM modulation
Figure 1.5: Signal space diagram of QAM modulations.
64-QAM modulations. An analysis of the performance of QAM modulation schemes
is done in [21] and the performance of standard detectors with QAM modulation
is illustrated in [22]. This modulation scheme is used in the thesis to analyze the
performance of the proposed algorithms for symbols with varying energy.
9
1.3 Motivation and Problem
As stated earlier, one of the major challenges in a WC system is to maintain high
QoS. With the advent of new technologies like MIMO as described in section 1.1 and
dierent modulation schemes given in section 1.2, WC systems have become highly
susceptible to dierent parameters that can degrade its QoS drastically. Several
factors that aect the performance of wireless systems include AWGN, multi-channel
fading and Carrier Frequency Oset (CFO).
1.3.1 Multi-Channel Fading
In a WC system, the propagation of signal does not rely on a specic path. Instead,
due to the existence of multiple paths, dierent copies of the same transmitted sig-
nal are received. Multiple paths can be generated, when the electromagnetic signal
reects to a larger surface, diract from an irregular surface or experience scattering.
Fig. 1.6 shows multiple paths taken by a transmitted signal in a typical WC scenario.
Figure 1.6: Multipath propagation in a wireless channel
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The multiple received copies experience dierent fading due to their respective paths
and results in a non additive noise to the system in addition to AWGN. This phe-
nomenon is known as multipath or multi-channel fading. Multi-channel fading can
be categorized [9] as
1. Flat slow fading - The signal bandwidth is smaller than the coherence bandwidth
of the channel. The signal duration is smaller than the coherence time of the
channel.
2. Flat fast fading - The signal bandwidth is smaller than the coherence bandwidth
of the channel. The signal duration is larger than the coherence time of the
channel.
3. Frequency selective slow fading - The signal bandwidth is larger than the co-
herence bandwidth of the channel. The signal duration is smaller than the
coherence time of the channel.
4. Frequency selective fast fading - The signal bandwidth is larger than the coher-
ence bandwidth of the channel. The signal duration is larger than the coherence
time of the channel.
The error performance of dierent fading channels in studied in [23].
1.3.1.1 Rayleigh fading model
Here, we consider a multipath at fading channel withM dierent transmission paths.
The total received signal along with AWGN n(t) is
r(t) =
MX
k=1
Ak cos (!ct+ k) + n(t)
= cos!ct
MX
k=1
Ak cos k   sin!ct
MX
k=1
Ak sin k + n(t);
(1.5)
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where Ak and k are amplitude and phase of the signal of the k-th path. Due to the
uncertainty in the obstacle of the propagation path, the terms X =
PM
k=1Ak cos k
and Y =
PM
k=1Ak sin k are considered random variable (RV). For large number of
propagation paths i.e. for large values of M , by central limit theorem [24] parameters
X and Y are independent identically distributed (iid) Gaussian RV. Thus the envelope
of the received signal R =
p
X2 + Y 2 follows a Rayleigh distribution with probability
distribution function (PDF)
fR(r) =
r
2
e
0@ r2
22
1A
; r  0; (1.6)
where 2 is the variance of X and Y . The RF signal in (1.2) can be represented by the
form given in (1.5) where rR = X and rI = Y . It is shown earlier that r(t) = <f~r(t)g
where
~r(t) =
MX
k=1
Ak (cos (!ct+ k) + j sin (!ct+ k))
=
MX
k=1
Ake
j(!ct+k)
=
MX
k=1
s jkj ejk| {z }
baseband
ej!ct:
This baseband signal after being sampled with a given sampling time Ts, yields the
baseband signal of the form
r = s+ n; (1.7)
where  is a complex Gaussian RV with its amplitude jj, a Rayleigh RV and s is the
transmitted baseband signal. The Rayleigh fading model is the most widely used for
simulating a WC channel with diverse modeling methods [25]. The performance of
dierent WC system models and modulation schemes have also been studied [26{29]
under the eect of Rayleigh fading over years.
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1.3.2 Carrier Frequency Oset
In every WC system, the baseband message signal is transmitted over a carrier signal
of a given frequency fc. This mechanism is known as modulation, which is already
discussed in section 1.2. In order to perfectly retrieve the baseband signal, the oscilla-
tor at the receiver should be ideally tuned to the frequency of the RF signal. However
in practical scenario, the two frequencies dier. This happens due to varied reasons
like Doppler shifts and device impairment causing physical dierences between the
local oscillators of transmitter and receiver. This dierence in the frequency is known
as CFO and can be expressed in the form
4f = fc   fr; (1.8)
where fr is the frequency of the receiver oscillator. CFO introduces a frequency shift,
and the received signal in (1.5) becomes
r(t) =
MX
k=1
Ak cos ((!c +4!c) t+ k) + n(t)
) ~r(t) =
MX
k=1
Ak (cos ((!c +4!c) t+ k) + j sin ((!c +4!c) t+ k))
=
MX
k=1
Ake
j((!c+4!c)t+k)
=
MX
k=1
s jkj ejkej4!ct| {z }
baseband
ej!ct;
which changes the relationship between the transmitted and received baseband signal
in (1.7) to the form
r = sej + n; (1.9)
where  = 24f=fs is the carrier angular frequency oset (CAFO) and fs is the
symbol rate. The representation in (1.9) is valid when 4fk  fs, which is typically
assumed for any practical wireless system [30].
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The advanced standards used in present day WC like long term evolution (LTE)
uses multi-carrier modulation schemes like orthogonal frequency division multiplexing
(OFDM) which relies greatly on the orthogonality between the sub-carriers. This
makes the system highly vulnerable to inter carrier interference (ICI) caused by CFO.
Practical systems suer signicant deterioration in performance with both multi-
channel fading and CFO as discussed in [31{34]. To mitigate this declension of QoS,
CFO has become a hot topic of study among researchers today.
1.4 Objective
The research is targeted to improve the QoS of WC systems aected by dierent
parameters introduced in section 1.3. Ideal detection algorithms are designed with an
assumption that the CSI is perfectly known to the receiver and it maintains frequency
synchronization with the transmitter. However, practical systems require estimating
the channel fading parameters and the CFO. The objective of the work presented
in the thesis is to design detection algorithms for a receive diversity system with
one transmit and multiple receive antenna in the presence of these estimation errors.
The aim is to achieve optimal detection of the transmitted message signal with the
erroneous estimates of CSI and CFO available to the receiver. The algorithms are
designed for three prevalent detection techniques and their performance is analyzed
in terms of BER.
1.5 Organization of Thesis
The rest of the thesis is organized as follows. In Chapter 2, a detailed review of
the prevalent detection techniques is introduced with their performance analysis for
ideal WC systems. Chapter 3 emphasizes on practical WC systems with CSI and
CFO estimation errors along with their eect on the detection techniques. The new
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detection algorithms for three dierent techniques are derived in Chapter 4 and the
generalized form for these algorithms are also presented. Chapter 5 explains the
simulation method, for the analysis of performance of the proposed algorithms for
dierent modulation schemes. Experimental results are shown for dierent high values
of the estimation error variances. Chapter 6 summarizes the research along with
related ideas for future work. All relevant mathematical calculations required for
proper understanding of the thesis is presented in Appendix A.
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Chapter 2
SIMO Detection Techniques
MIMO, as discussed in chapter 1.1 is the most practically implemented system that
can eectively improve the QoS in the presence of multi-channel fading. Among
dierent diversity schemes discussed in chapter 1.1, receive diversity is shown to
yield high performance [11] with multiple antennas at the receiver. It is benecial to
practically implement it, as the complex system with multiple antennas is installed
at the base station which already has a robust infrastructure. This makes the SIMO
system have a wide range of application [35{37] in dierent wireless systems. The
research presented in the thesis is primarily done for a two branch SIMO system
with one transmit and two receive antenna. This is further generalized for the cases
of multiple receive antennas. Fig. 2.1 demonstrates a simple block representation
of the working of a two branch SIMO model. The baseband message signal s is
Figure 2.1: Two branch SIMO
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modulated and the RF signal x(t) is propagated over the wireless channel using a
single transmit antenna. The signal after suering attenuation due to multi-channel
fading and additive noise is received using two antennas. The received signal is further
demodulated and sampled to get the baseband signal at the k-th antenna as
rk = ks
p
Es + nk; (2.1)
where k is the channel gain between the transmit antenna and the k-th receive
antenna, Es is the energy per symbol and nk is the zero mean AWGN with variance
2n per dimension. This baseband signal is then passed through a detector block for
optimal estimation of the transmitted signal. The demapper then converts in into the
binary form of the original message or data signal. The main focus of the thesis will
be on the detector block at the receiver. The working of dierent detection schemes
for MIMO is explained in [38] and their performance is compared in [39]. The thesis
distinctively addresses ML decision detector, linear combiners and MMSE detector
for an ideal system (^ = ), which are briey introduced in section 2.4, section 2.2
and section 2.3 respectively.
2.1 Maximum Likelihood Detection
Maximum Likelihood is a method for detecting unknown parameters based on a set of
observations for a given statistic by maximizing the likelihood function. Considering
the system model presented in (2.1), the received signal rk and the channel fading
parameters k from the k-th receive antenna are taken as the observations, whereas
the parameter to be detected is the transmitted signal s. Optimal detection is ob-
tained by choosing from a nite set of symbols X = f{0;{1; :::g of a given length,
depending on the type of modulation scheme. The aim is to obtain the optimum value
of s^ = s such that the posterior probability of the transmitted signal conditioned on
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the observations is highest. This can be expressed as
s , argmax
s2X
fP (sjrk; k)g : (2.2)
The expression is known as maximum a posteriori (MAP) probability function. Using
Bayes' theorem [24], (2.2) can be written in the form
s , argmax
s2X

P (s)P (rkjs; k)
(rk)

; (2.3)
where the probability of receiving rk conditioned on k and when s is transmitted,
P (rkjs; k) is known as the likelihood function. Since we choose the value of s 2 X ,
P (s) is a constant and hence it can be seen from (2.3), that maximizing the likelihood
function maximizes the MAP probability. Thus the decision rule for optimal detection
becomes
s , argmax
s2X
fP (rkjs; k)g : (2.4)
The probability distribution of the received signal rk can be approximated to be of a
Gaussian RV as explained in [40]. The PDF of a Gaussian RV is of the form
f(r) =
1p
22r
e
0B@  jr   rj2
22r
1CA
; (2.5)
where r is the mean and 
2
r is the variance. By taking the negative logarithm of the
likelihood function from (2.5), the decision metric in (2.4) becomes
s , argmin
s2X
f  logP (rkjs; k)g
= argmin
s2X
krk   ksk2	 : (2.6)
For the case of a two branch SIMO, the ML decision metric for optimal detection of
the transmitted signal is
s , argmin
s2X
jr0   0sj2 + jr1   1sj2	 : (2.7)
ML detection is widely in use for WC systems specially for MIMO. The performance
of this detection technique has been studied [41{44] over a period of time, for all
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types of MIMO and other wireless systems. This technique has proved to be one of
the best in terms of minimizing the BER.
2.2 Linear Combiner
Diversity works, when M independent copies of the transmitted signal is received
from the array of M antennas at the receiver. The major challenge in receiver diver-
sity schemes is to eectively detect the data received by these antennas. Diversity
combining works by dedicating the signals from the entire array of antennas to form
a single signal with the highest SNR. Thus they are more eective when the fading
suered by the multiple copies of the received signal are independent. The most prac-
tical approach is linear combiners, for the simplicity of their implementation. Fig. 2.2
Figure 2.2: Linear Combiner
shows the working of a linear combiner and the generalized form is given as
s^ = w0r0 + w

1r1 + :::+ w

M 1rM 1; (2.8)
where w0, w1 and wM 1 are the weights for optimal combining of the received signal
r0, r1 and rM 1 respectively. Linear combiners are broadly categorized [5, 6] as the
following:
1. Selection Combining : This combining scheme opts for the weights of the
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signal having the best SNR. The weight selection can be expressed as
w =
8<: 1   = maxk f kg0 otherwise (2.9)
where   is the SNR of the signal.
2. Equal Gain Combining : This combining scheme assigns unit gain to all the
signals. The general for of linear combiners in (2.8) becomes
s^ = r0 + r1 + :::+ rM 1; (2.10)
thus greatly reducing the computational complexity. But it is not an optimal
solution in terms of performance.
3. Maximal Ratio Combining : This combining scheme is said to provide op-
timal solution in terms of SNR [6]. All the signals from the antenna array are
combined in a way that the resulting signal has the maximum SNR. The MRC
scheme is further discussed in detail.
An elaborate analysis of these combining schemes and their performance is done
in [45,46].
2.2.1 Maximal Ratio Combiner
The general form for a linear combiner given in (2.8) reduced for a two branch SIMO
can be given as
s^ = WHR; (2.11)
where W = [w0 w1]
T are the combining weights or coecients and R = [r0 r1]
T are
the received signals at two antennas. From (2.1), the above relation can be written
as
s^ = WHZs+WHN; (2.12)
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where Z = [0 1]
T are the channel fading coecients and N = [n0 n1]
T is the
AWGN. Here, it is assumed that the receiver has perfect knowledge of CSI. The
instantaneous SNR can be expressed as
  =
E
hWHZs2i
E
jWHN j2 = 
2
s
WHZ2
2n kWk2
: (2.13)
Here 2s and 
2
n is the variance of the transmitted signal and the additive noise re-
spectively. Cauchy-Schwarz inequality [47] states the following relation
M 1X
k=0
wkk

2

M 1X
k=0
jwkj2
M 1X
k=0
jkj2 : (2.14)
Thus, maximum SNR can be obtained when W = Z. Substituting this relation
in (2.13) we get the maximum value of SNR
 max =
2s
2n
kZk2 = 
2
s
2n
 j0j2 + j1j2 : (2.15)
Now, let us substitute the relation W = Z in the general form of linear combin-
ers (2.11), to get the expression for MRC
s^ = ZHR
= 0r0 + 

1r1;
(2.16)
which is optimal in the sense of maximizing SNR.
2.2.2 ML Detector
ML decision is used after MRC for optimal detection of the transmitted signal in
terms of BER. For a two branch SIMO system optimal detection can be obtained by
choosing the value of s which can minimize the decision metric given in (2.7)
argmin
s

d2 (r0; 0s) + d
2 (r1; 1s)
	
; (2.17)
where d2 (x; y) is the squared euclidean distance between x and y which is calculated
as
d2 (x; y) = (x  y) (x   y) : (2.18)
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Expanding (2.10) with little manipulation and substituting in (2.11), it can be easily
shown that the ML decision metric for optimal detection is
argmin
s
 
20 + 
2
1   1
 jsj2 + d2 (s^; s)	 (2.19)
and for equal energy constellations like PSK, the metric is reduced to
argmin
s

d2 (s^; s)
	
: (2.20)
2.3 L-MMSE Detector
Linear MMSE detectors are designed for optimal detection of the transmitted signal
by minimizing the mean square error (MSE) between the original value and the
estimated value. For a WC system, the MMSE detector aims to minimize the MSE
between the transmitted signal s and its MMSE estimate s^. Now, let us consider the
case of a two branch SIMO. The system model can be mathematically expressed in
the form
R = Zs+N; (2.21)
where R = [r0 r1]
T are the received signals, Z = [0 1]
T are the channel fading
coecients and N = [n0 n1]
T is the AWGN. The general form of a linear estimator
is the following
s^ = KR (2.22)
and the MSE of the detector can be expressed as
J = E
ks  s^k2 (2.23)
Fig. 2.3 shows vector diagram depicting the relation between the original value, esti-
mate and MSE. Here, e is the error given by
e = s  s^: (2.24)
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Figure 2.3: Vector diagram of MSE
Orthogonality principle [48] states that an estimator achieves MMSE if and only if
the MSE is orthogonal to the observation. i.e. for Jmin,
e ? R
) E eRH = 0
) E (s  s^)RH = 0
) E (s KR)RH = 0
) K = E sRHE RRH 1:
(2.25)
Now, let us calculate it individually
E

RRH

= E
2424 r0
r1
35h r0 r1 i
35
=
24 2s j0j2 + 2n 0
0 2s j1j2 + 2n
35 :
(2.26)
Similarly, we calculate
E

sRH

= E
hh
sr0 sr

1
ii
= 2s
h
0 

1
i
:
(2.27)
Substituting the results of (2.26) and (2.27) in (2.25),
K =
24 2s02s j0j2 + 2n| {z }
K0
2s

1
2s j1j2 + 2n| {z }
K1
35 : (2.28)
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Thus, from (2.22), we get the mathematical expression of linear MMSE detector for
a two branch SIMO as
s^ = K0r0 +K1r1; (2.29)
where K0 and K1 can be obtained from (2.28). The performance of the linear MMSE
detector in terms of BER and computational complexity for dierent MIMO schemes
is studied in [49] and for the case of multiple users, in [50].
2.4 Performance Simulation for SIMO
This section presents a performance analysis of a two branch SIMO system. The
channel is assumed to be a Rayleigh fading channel and the transmitted symbols are
complex with QPSK modulation. It is also assumed that the detection of the trans-
mitted symbols is done with perfect knowledge of CSI at the receiver. There also
exits a perfect synchronization between the transmitter and receiver oscillators.
Fig. 2.4 shows the performance simulation of a two branch SIMO (one transmit
antenna and two receive antennas) having a classical MRC receiver, with a simple
system having no antenna diversity (one transmit antenna and one receive antenna).
It can be seen from the simulation result that SIMO system provides almost 6-dB
gain over the system with no diversity and the performance improves considerably
for high values of SNR.
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Figure 2.4: Performance of two branch SIMO
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Chapter 3
Eect of Imperfect Estimation
This section will focus on the eect of dierent parameter estimation errors on the
detection techniques reviewed in chapter 2. All derivations were done assuming that
the receiver is perfectly aware of the CSI and CFO. On the contrary, these parameters
are random and require to be estimated at the receiver. This problem has opened
doors to a lot of pioneering work to improve upon varying CSI and CFO estimation
techniques. However, it is impossible to achieve perfect estimation and thus the detec-
tion algorithms are no more optimal. In section 3.1, the eects of channel estimation
error is discussed for all the three types of detection techniques and simulation results
are shown to compare the performance with an ideal system. Section 3.2 performs a
similar analysis with the eect of CFO estimation errors.
3.1 Imperfect Channel Estimation
Let us consider the two branch SIMO model discussed in the previous chapter. The
baseband signal at the k-th receive antenna as given in (2.1) is
rk = ks
p
Es + nk: (3.1)
Here, the channel fading parameters k is assumed as a standard normal distribution,
i.e. k  N (0; 1) and the AWGN as nk  N (0; 2n). The output of the channel
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estimator is assumed to be erroneous and regardless of the type of estimator used, it
can be modeled as
^k = k + k; (3.2)
where ^k is the imperfect channel estimate and k is the estimation error. Let us
consider the case of MMSE channel estimator where we transmit a set of pilot symbols
known to the receiver. The baseband signal in (3.1) during the training, can be
modied to show the relationship between the received signal and the pilots as
rk;t = kpt + nk;t; (3.3)
where P = [p1 p2 ::: pl] is the set of transmitted pilot symbols of length l and
rk = [rk;1 rk;2 ::: rk;l] is the set of received observation at the k-th antenna. Thus
the MMSE estimate of the channel fading parameters can be obtained as
^k =
rkP
H
PPH
=
rkP
H
kPk2 :
(3.4)
Assuming that the pilot symbols are orthogonal to each other, we can easily write (3.3)
as
rkP
H = k kPk2 + nkPH
) k = rkP
H
kPk2  
nkP
H
kPk2
) ^k = k + nkP
H
kPk2| {z }
k
:
(3.5)
This relation is similar to the one assumed in [51, 52]. The channel estimation k 
N (0; 2 ) is considered a zero mean Gaussian RV with variance 2 . Using the relation
in (3.2), it can be easily concluded that the imperfect estimate ^k  N (0; 2^) is
also a Gaussian RV with mean zero and variance 2^. The error performance of
several MIMO systems under the eect of imperfect channel estimation are studied
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in [53{55]. It is proven mathematically, that the estimation error prevents the receiver
to achieve optimal detection of the transmitted signal and there by deteriorating the
system performance.
3.1.1 ML Detector
ML detector discussed in section 2.4 leads to choosing the optimal value of the trans-
mitted symbol s by maximizing the MAP function
s , argmax
s2X
fP (sjrk; k)g : (3.6)
However in this case, the estimator at the receiver shown in Fig. 3.1 provides imper-
Figure 3.1: ML detector with channel estimator
fect estimate of the channel parameters ^k which is given as an input to the detector.
This makes the decision metric
s , argmax
s2X
fP (sjrk; ^k)g : (3.7)
By Bayes' theorem introduced earlier, the decision metric leads to maximizing the
likelihood function
s , argmax
s2X
fP (rkjs; ^k)g : (3.8)
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Taking negative logarithm and using the relation in (3.2), the ML decision metric is
given in the form
s , argmin
s2X
jr0   ^0sj2 + jr1   ^1sj2	
= argmin
s2X
jr0   (0 + 0) sj2 + jr1   (1 + 1) sj2	 : (3.9)
This form of ML detection metric involves the channel estimation error k and does
not provide optimal detection. The degradation of the system performance will be
further analyzed by simulation in section 3.1.4.
3.1.2 Linear Combiner
Among all linear combiners, MRC is shown in section 2.2 as the most optimal com-
biner in the sense of maximizing the SNR of its output. Taking, the general equation
of a linear combiner from (2.8), we get
s^ = w0r0 + w

1r1 + :::+ w

M 1rM 1: (3.10)
It is shown in section 2.2.1, that the maximum value of combiner output SNR can
Figure 3.2: MRC with channel estimator
29
be obtained when wk = k. Fig. 3.2 shows that the channel estimates ^k known to
the receiver is used by the combiner and the MRC scheme becomes
s^ = ^0r0 + ^

1r1
= (0 + 0)
r0 + (1 + 1)

1r1;
(3.11)
which does not provide an output with the maximum SNR and hence is not optimal.
Moreover, the ML detector block with the imperfect channel estimates minimizes the
decision metric
s , argmin
s
 
^20 + ^
2
1   1
 jsj2 + d2 (s^; s)	
= argmin
s
 
(0 + 0)
2 + (1 + 1)
2   1 jsj2 + d2 (s^; s)	 : (3.12)
Mathematical model of the BER performance and the SNR of the combiner output is
derived in [56{60]. It is shown that the performance of a linear combiner aggravates
signicantly in the presence of channel estimation error.
3.1.3 L-MMSE
MMSE detector introduced in section 2.3, is one of simplest of all linear estimators
and optimal in the sense of minimizing the BER. The MMSE form derived in (2.29)
Figure 3.3: MMSE detector with channel estimator
has the coecient vector K given in (2.28) as
K =

2s

0
2s j0j2 + 2n
2s

1
2s j1j2 + 2n

: (3.13)
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If we substitute the channel parameters in (3.13) with the estimates as shown in
Fig. 3.3, the coecient vector becomes
K =

2s ^

0
2s j^0j2 + 2n
2s ^

1
2s j^1j2 + 2n

=
24 2s(0 + 0)2s j(0 + 0)j2 + 2n| {z }
K0
2s(1 + 1)

2s j(1 + 1)j2 + 2n| {z }
K1
35 : (3.14)
It is shown in [61{63] that MMSE detector with the above coecient does not provide
optimal detection.
3.1.4 Performance Simulation
In this section, the performance of a two branch SIMO system is analyzed in the
presence of channel estimation error. The channel is assumed to be a Rayleigh fad-
ing channel with its parameters having mean zero and unit variance. The channel
estimator is taken as a MMSE estimator, as explained earlier in this section and the
estimation model ^k = k+ k from (3.5). Let us assume that variance of the AWGN
is 2n = N0. Thus as described in [51], by Cramer-Rao bound the minimum value of
the estimation error variance is
2 =
N0
lEs
; (3.15)
where l is the length of pilot symbols transmitted during training. The simulation
is performed by transmitting 104 frames of data symbols with a frame length of 130
symbols. The results are analyzed by plotting the BER against multiple values of
SNR. The SNR is dened as 2s=
2
n where 
2
s is taken to be unity. The performance
is analyzed for multiple values of the estimation error variances by varying the length
of the pilot symbols as 4, 8 and 16.
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Figure 3.4: Performance of 4-PSK SIMO with channel estimation error
Fig. 3.4 demonstrates the performance of 4-PSK or QPSK modulation scheme in
the presence of channel estimation error. It is shown that the performance depreci-
ates for higher values of estimation error and suers almost 2-dB loss in SNR for a
given BER.
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Figure 3.5: Performance of 8-PSK SIMO with channel estimation error
Fig. 3.5 demonstrates the performance of 8-PSK modulation scheme in the pres-
ence of channel estimation error. It is shown that the performance suers almost
2.5-dB loss in SNR for a given BER. It is known from standard literature that the
BER performance depreciates for higher modulation schemes. In the presence of es-
timation error, the depreciation is comparatively high.
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Figure 3.6: Performance of 16-PSK SIMO with channel estimation error
Fig. 3.6 demonstrates the performance of 16-PSK modulation scheme in the pres-
ence of channel estimation error. It is shown that the performance suers almost
3-dB loss in SNR for a given BER. The performance deteriorates from 8-PSK mod-
ulation and the deterioration is higher when compared to 4-PSK.
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Figure 3.7: Performance of 4-QAM SIMO with channel estimation error
Fig. 3.7 demonstrates the performance of 4-QAM modulation scheme in the pres-
ence of channel estimation error. It is shown that the performance suers almost
2-dB loss in SNR for a given BER and demonstrates identical performance as that of
QPSK modulation scheme.
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Figure 3.8: Performance of 16-QAM SIMO with channel estimation error
Fig. 3.8 demonstrates the performance of 16-QAM modulation scheme in the pres-
ence of channel estimation error. It is shown that the performance suers almost
7-dB loss in SNR for a given BER. The performance aggravates highly as compared
to the 4-QAM modulation as the number of symbols in a constellation increases.
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Figure 3.9: Performance of 64-QAM SIMO with channel estimation error
Fig. 3.9 demonstrates the performance of 64-QAM modulation scheme in the presence
of channel estimation error. It is shown that the performance suers over 10-dB loss in
SNR for a given BER. This modulation scheme maps 16 symbols to one constellation,
thereby making the system vulnerable to high BER.
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3.2 Imperfect CFO Estimation
The optimal detection of the transmitted signal can be done, when the RF signal is
perfectly demodulated. This requires the frequency of the receiver oscillator to be in
perfect synchronization with the carrier frequency of the transmitted RF signal. It
is discussed in section 1.3.2, that in practical systems there is a mismatch in the two
frequencies. This mismatch is known as CFO and its mathematical relation is given
in (1.8). Thus, for a system aected by CFO, the received baseband signal at the
k-th antenna is
rk = kse
jk
p
Es + nk; (3.16)
where  = 24f=fs is the CAFO which is assumed to be a Gaussian RV with zero
mean and variance 2, similar to the assumptions made in [64, 65]. The CAFO is
unknown to the receiver and is estimated before detection. Irrespective of the type
of estimator, the CAFO estimate ^k is modeled same as that of the channel estimate
in (3.2).
^k = k + "k (3.17)
The estimation error "k  N (0; 2") is considered a zero mean Gaussian RV. Since,
the original value of CAFO k and the estimation error "k are independent of each
other, the imperfect estimate is also a Gaussian RV ^k  N

0; 2
^

. In this section,
we consider the most general practical case of a system, in the presence of both CSI
and CFO estimation. The system performance highly degrades with eect of these
imperfect estimates and its detailed analysis is given in [66{69]. It is also shown using
simulation, later in this section.
3.2.1 ML Detector
The ML detector in the presence of channel estimation error maximizes the decision
metric given in (3.7). Here we also consider the erroneous estimate of CFO. This
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changes the decision metric for choosing s 2 X , to
s , argmax
s2X
n
P

sjrk; ^k; ^k
o
: (3.18)
Figure 3.10: ML detector with channel and CFO estimator
Thus by Bayes' theorem, the likelihood function is
s , argmax
s2X
n
P

rkjs; ^k; ^k
o
: (3.19)
Using the baseband representation in (3.16), the ML detector in the presence of both
channel and CFO estimation error becomes
s , argmin
s2X
r0   ^0sej^02 + r1   ^1sej^12
= argmin
s2X
nr0   (0 + 0) sej(0+"0)2 + r1   (1 + 1) sej(1+"1)2o : (3.20)
The presence of estimates ^k and ^k of CSI and CAFO respectively does not provide
optimal detection. The performance of the ML detector under the mismatch scenario
is simulated in section 3.2.4.
3.2.2 Linear Combiner
The combiner relation in (3.11) is derived for imperfect estimates of the channel.
However in the presence of CFO estimation, the mathematical expression of the
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Figure 3.11: MRC with channel and CFO estimator
combiner becomes
s^ = ^0e
 j^0r0 + ^1e
 j^1r1
= (0 + 0)
e j(0+"0)r0 + (1 + 1)

1e
 j(1+"1)r1;
(3.21)
which deteriorates the output SNR of the combiner. The eect of CFO estimation
error is studied and analyzed for diversity combiners in [66]. However, the ML detector
given in (3.12) remains the same and has no eect on its performance by the erroneous
CFO estimation.
3.2.3 L-MMSE
The linear MMSE detector derived in (3.14), is in the presence of channel estimation
error and it is shown to be no more optimal. As given in Fig. 3.12, in this case the
estimator provides the CAFO estimate ^k along with CSI. Substituting this value,
40
Figure 3.12: MMSE detector with channel and CFO estimator
the MMSE coecients can be written as
K =
"
2s ^

0e
 j^0
2s j^0j2 + 2n
2s ^

1e
 j^1
2s j^1j2 + 2n
#
=
264 2s(0 + 0)
e j(0+"0)
2s j(0 + 0)j2 + 2n| {z }
K0
2s(1 + 1)
e j(1+"1)
2s j(1 + 1)j2 + 2n| {z }
K1
375 :
(3.22)
The detail analysis of the performance degradation is done in [70].
3.2.4 Performance Simulation
In this section the performance of a two branch SIMO is analyzed in the presence of
both CSI and CFO estimation errors. Similar setup is assumed as that of section 3.1.4.
The CAFO estimate is modeled as ^k = k + "k. The variance of CAFO estimation
error is considered a simple multiple of the AWGN variance given as
2" = a
2
n (3.23)
where a is any integer. A channel estimator is also assumed with an error variance
given in (3.15) with the length of the pilot symbols l = 16. Only the CAFO estimation
error variance, is altered by the adopting the values a = 1, 4 and 9. A comparison is
made with a system aected by imperfect channel estimates and not the CFO.
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Figure 3.13: Performance of 4-PSK SIMO with CSI and CFO estimation error
Fig. 3.13 demonstrates the performance of 4-PSK or QPSK modulation scheme in
the presence of both CSI and CFO estimation error. It is shown that the perfor-
mance suers over 10-dB loss in SNR for a given BER.
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Figure 3.14: Performance of 8-PSK SIMO with CSI and CFO estimation error
Fig. 3.14 demonstrates the performance of 8-PSK in the presence of both CSI and
CFO estimation error. It is shown that the performance suers over 10-dB loss in
SNR for a given BER. For higher error variance of the CFO, the performance de-
grades considerably.
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Figure 3.15: Performance of 16-PSK SIMO with CSI and CFO estimation error
Fig. 3.15 demonstrates the performance of 16-PSK in the presence of both CSI and
CFO estimation error. It is shown that the performance degrades further than the
8-PSK modulation scheme and suers a comparatively higher loss than the QPSK
scheme.
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Figure 3.16: Performance of 4-QAM SIMO with CSI and CFO estimation error
Fig. 3.16 demonstrates the performance of 4-QAM in the presence of both CSI and
CFO estimation error. The performance demonstrated by this modulation scheme,
under the mismatch scenario is identical to QPSK scheme in Fig. 3.13.
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Figure 3.17: Performance of 16-QAM SIMO with CSI and CFO estimation error
Fig. 3.17 demonstrates the performance of 16-QAM in the presence of both CSI and
CFO estimation error. This scheme maps 4 symbols per constellation. It is shown by
the simulation result that the BER increases with higher modulation.
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Figure 3.18: Performance of 64-QAM SIMO with CSI and CFO estimation error
Fig. 3.18 demonstrates the performance of 64-QAM in the presence of both CSI
and CFO estimation error. This scheme maps 16 symbols per constellation. The
performance degrades as compared to the lower modulation schemes.
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Chapter 4
Proposed Detection Algorithms in the
presence of CSI and CFO estimation
errors
This chapter proposes the solution to challenges faced by dierent WC systems
outlined in the previous chapters. Chapter 1, reviews dierent prevalent diversity
schemes. Fading due to multi-channel propagation and the factor of CFO, aggra-
vating the system performance is also introduced. In chapter 2, dierent detection
algorithms along with detail derivations are provided for proper understanding of
their performance. These detection algorithms are chosen, because of their extensive
use in every practical WC system. The motivation for the research work in this thesis
is highlighted in chapter 3. Here, the eect of both channel and CFO estimation er-
rors on SIMO systems is analyzed mathematically for dierent detection algorithms.
Simulations are also performed for dierent modulation schemes, to demonstrate the
system performance under the mismatch scenario. It is shown, that the estimation
errors can bring down the system performance signicantly. In this chapter, we pro-
pose new detection algorithms in the presence of CSI and CFO estimation errors. The
new algorithms are based on the detectors discussed earlier in chapter 2 and their
detail mathematical derivations are also presented in this chapter.
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4.1 Previous Work and Assumptions
As discussed earlier in section 3.1, the channel estimation errors have adverse eect
on any WC system. This has opened the door for researchers to design an optimal
detector in the presence of channel estimation error. Pioneering work has been done
in [51, 71{73] by deriving ML decision metric for optimal detection in the presence
of channel estimation errors. However, these decision metrics are derived with an
assumption that the receiver frequency is perfectly synchronized with the transmit
carrier frequency. The eect of CFO and its estimation error detailed in section 3.2
have also motivated researchers over the period of time. Although, the authors have
proposed new detection algorithms for systems aected by CFO in [74{76], the CFO
is taken as a deterministic value and is not considered random. In practical systems,
where CFO is random and is estimated, these detection algorithms will fail to provide
optimal detection of the transmitted signal.
Let us consider a two branch SIMO system presented in Fig. 2.1, with one transmit
antenna and two receive antennas. The baseband received signal at the k-th antenna
is given in (2.1). The channel parameters, channel estimates and the estimation errors
are complex valued Gaussian RVs k  N (0; 1), ^k  N (0; 2^) and k  N (0; 2 )
respectively. These three parameters are mathematically related by the form given
in (3.2) and the relation between their variances can be easily written as
2^ = 
2
 + 
2

= 1 + 2 :
(4.1)
It has been already shown in [51, 72], that introducing the correlation between the
original channel parameter k and the estimate ^k into the detection algorithm shows
considerable improvement in the system performance. Using the results in [51], the
49
correlation coecient can be given as
 =
1p
1 + 2
: (4.2)
Now, let us consider the system with both CSI and CFO. Here, the baseband signal
at the k-th receive antenna is given in (3.16). It is rewritten here for the ease of
referring by the mathematical derivations explained ahead in the chapter.
rk = kse
jk
p
Es + nk: (4.3)
The CAFO parameters, CAFO estimates and the estimation errors are Gaussian RVs
k  N
 
0; 2

, ^k  N

0; 2
^

and "k  N (0; 2") respectively. From (3.17), the
relation between the variances of these parameters can be easily given as
2
^
= 2 + 
2
" : (4.4)
The correlation coecient between the original CAFO k and the estimate ^k is
calculated as
 =
E
h
k^k
i
q
2
2
^
=
s
1  
2
"
2
^
(4.5)
Using these assumptions, new detection algorithms will be derived in the presence
of both CSI and CFO estimation errors. The derivations for the algorithms based
of ML detector, linear combiner and MMSE is shown in section 4.2, section 4.3 and
section 4.4 respectively.
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4.2 ML Detector
This detection method, being one of the most widely used detectors in WC systems;
considerable amount of work has already been done. The decision metric proposed
by Tarokh et al. [51,71] in the presence of imperfect channel estimates, was primarily
derived for space time coded MIMO systems. However, it is now considered as a
generalized metric for all MIMO systems. It can be termed as the conventional metric
and is still the widely in use for practical systems [77]. Here, the original channel
parameter k and its estimate ^k are taken as bi-variate Gaussian distributed. Thus,
the expectation of k conditioned on ^k is
E [kj^k] = ^k
^
(4.6)
and the variance is
V ar [kj^k] = 1  jj2 : (4.7)
Using the relation in (2.1), the expectation of the received signal rk conditioned on
^k is calculated as
E [rkj^k] = ^k
p
Ess
^
(4.8)
and the variance as
V ar [rkj^k] = N0 +
 
1  jj2Es jsj2 : (4.9)
Taking negative logarithm of the likelihood function, the decision metric for a two
branch SIMO system was derived as
s , argmin
s2X
1X
k=0
0BBB@
rk   ^kpEss^
2
N0 +
 
1  jj2Es jsj2 + ln  N0 +  1  jj2Es jsj2
1CCCA (4.10)
and for equal energy modulations like PSK, it was reduced to
s , argmin
s2X
1X
k=0
rk   ^kpEss^
2: (4.11)
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Now, let us consider a system with CFO and the estimate of CAFO available to the
receiver is ^k. Taking the estimate into consideration, optimal detection can be ob-
tained maximizing the MAP probability given as
s , argmax
s2X
n
P

sjrk; ^k; ^k
o
: (4.12)
This leads to maximizing the likelihood function,
s , argmax
s2X
n
P

rkjs; ^k; ^k
o
: (4.13)
With the introduction of CFO, the received signal rk does not exactly follow a Gaus-
sian distribution. However, it can be shown using simulation, that rk demonstrates
a Gaussian like behavior. Also, by central limit theorem it is appropriate to ap-
proximate the received signal as a Gaussian RV, as explained in [40]. Thus, optimal
detection of the transmitted signal is obtained by taking negative logarithm of the
likelihood function.
s , argmax
s2X
1X
k=0
0B@lnV ar hrkj^k; ^ki+
rk   E hrkj^k; ^ki2
2V ar
h
rkj^k; ^k
i
1CA (4.14)
The values of E
h
rkj^k; ^k
i
and V ar
h
rkj^k; ^k
i
are computed elaborately in Ap-
pendix A. For modulations with equal energy like PSK, the decision metric can be
modied to
s , argmax
s2X
r0   E hr0j^0; ^0i2 + r1   E hr1j^1; ^1i2
=
r0   pEs^0s^ e( 0:52"2+j2^0)
2 + r1   pEs^1s^ e( 0:52"2+j2^1)
2: (4.15)
This novel ML decision metric in the presence of CSI and CFO estimation error for
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a two branch SIMO can be further generalized for a m-branch SIMO as
s , argmax
s2X
1X
k=m
0B@lnV ar hrkj^k; ^ki+
rk   E hrkj^k; ^ki2
2V ar
h
rkj^k; ^k
i
1CA (4.16)
and for PSK modulations as
s , argmax
s2X
m 1X
k=0
rk   pEs^ks^ e( 0:52"2+j2^k)
2: (4.17)
4.2.1 Convergence to Conventional Metric
Let us consider two new expressions  = =^ and  = e
( 0:52"2+j2^k) for simple
readability and understanding. We can rewrite the proposed metric in (4.17) as
m 1X
k=0
rk   pEs^ks2: (4.18)
Now let us consider the system where there is no CFO. The value of the estimated
CAFO ^k in this case becomes zero and the correlation coecient  (between k = 0
and ^k = 0) becomes 1. Thus the new metric becomes
m 1X
k=0
rk   ^pEs^ks
2 (4.19)
which is the same metric given by Tarokh et al. shown in (4.11). We further consider
the case of a perfect channel estimator. Here ^k = k,  = 1 and so  = 1, which
reduces the proposed metric in (4.17) to the form discussed in (2.6) for perfect channel
estimate and in the absence of CFO. This veries that the new proposed metric is a
generalized form and the conventional metrics are its special cases.
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4.3 Linear Combiner
Linear Combiners and its types is explained elaborately in section 2.2. It is shown
that among all types, MRC provides the most optimal solution in terms of maximizing
the output SNR when the channel and the CFO are known to the receiver. From the
expression of the baseband received signal in (4.3), let us consider a new expression
zk = ke
jk (4.20)
for the k-th receive antenna. In practice, the receiver has the estimated value z^k =
^ke
j^k where ^k is the channel estimate and ^k is the CAFO estimate. Thus the
combiner in (3.11) can be written as
s^ = z^0r0 + z^

1r1 (4.21)
and the ML detection cost function in (3.12) becomes
s , argmin
s
 jz^0j2 + jz^1j2   1 jsj2 + d2 (s^; s)	 : (4.22)
4.3.1 Combiner Design Methodology
The general form for a linear combiner for a two branch SIMO can be given as
s^ = WHR = WHZs+WHN (4.23)
where W = [w0 w1]
T are the combining weights or coecients, R = [r0 r1]
T ,
Z = [z0 z1]
T and N = [n0 n1]
T . Here, we consider the case of Z unknown to
the receiver and thus its optimum value is taken to be Zopt = E
h
Zj^; ^
i
. The
instantaneous output SNR of the combiner is given by
  =
E
hWHZs2i
E
jWHN j2 = 
2
s
WHE hZj^; ^i2
2n kWk2
: (4.24)
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By the Cauchy-Schwarz inequality, it is shown that the SNR   is maximum when
W = E
h
Zj^; ^
i
. Thus, using this result in (4.23), we get the new MRC for a two
branch SIMO as
s^ =

E
h
z0j^0; ^0
i
r0 +

E
h
z1j^1; ^1
i
r1: (4.25)
We assume that the CSI k and the CAFO k are independent of each other. Thus
using the results from Appendix A, we can write
E
h
zkj^k; ^k
i
= E
h
ke
jk j^k; ^k
i
=
^k
^
e( 0:5
2
"
2+j2^k):
(4.26)
Substituting the value in (4.25), the new MRC for a two branch SIMO is
s^ =
e( 0:5
2
"
2)
^

^0e
( j2^0)r0 + ^1e
( j2^1)r1

: (4.27)
The new MRC can be generalized for the case of m-branch SIMO
s^ =
e( 0:5
2
"
2)
^
m 1X
k=0
^ke
( j2^k)rk: (4.28)
4.3.2 ML Detection Methodology
The new ML detection cost function in the presence of estimation errors at the receiver
is to choose s that minimizesE hz0j^0; ^0i2 + E hz1j^1; ^1i2   1 jsj2 + d2 (s^; s) : (4.29)
Using the results from (4.26), it can be written of the form
 jK^0j2 + jK^1j2   1 jsj2 + d2 (s^; s) (4.30)
where
K =
e( 0:5
2
"
2)
^
:
For PSK constellations with equal energy, the ML cost function remains d2 (s^; s).
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4.3.3 Convergence to Conventional MRC
The conventional MRC given in (2.16), assumes that the both the CSI and CFO
are known to the receiver. Let us assume a similar case for the new derived MRC
which means, both the estimators of the CSI and CFO at the receiver are perfect i.e.
^k = k and ^k = k. The correlation coecient between the original CSI k and its
estimate ^k,  = 1. Similarly for CAFO, the correlation coecient between k and
^k,  = 1. Substituting these values in (4.28) and (4.30), e
( 0:52"2)=^ = 1 and we
get the form of the conventional MRC with known CSI and CFO which is
s^ =
m 1X
k=0
ke
( jk)rk (4.31)
and the conventional ML detector given in (2.19) respectively. Thus, it can be shown
that the new derived combiner can be reduced to the conventional MRC for the ideal
case of perfect CSI and CFO estimators.
4.4 L-MMSE
Linear MMSE detectors described in section 2.3, are designed to minimize the mean
square error between the transmitted signal and one obtained after detection. A
generalized linear estimator can be written in the form
s^ = KR; (4.32)
where s^ is the signal after detection, R = [r0 r1]
T are the received signals and K =
[K0 K1] are the coecients of the detector. By, Orthogonality principle explained
earlier, the mean square error can be minimized when
(s  s^) ? R
) E (s  s^)RH = 0
) E (s KR)RH = 0:
(4.33)
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The system in this scenario does not have the knowledge of the CSI and CFO. Thus,
the imperfect estimates of CSI ^k and CAFO ^k are available to the receiver. Let us
assume
z^k = ^ke
j^k (4.34)
and Z^ = [z^0 z^1]
T . From (4.33), in the presence of estimation errors, the mean square
error can be minimized by
E
h
(s KR)RH
Z^ i = 0
) E
h
sRH
Z^ i KE hRRH Z^ i = 0
) K = E
h
sRH
Z^ iE hRRH Z^ i 1:
(4.35)
Calculating these parameters individually,
E

RRH

= E
2424 r0
r1
35h r0 r1 i
 Z^
35
=
24 2sE h jz0j2 ^0; ^0i+ 2n 0
0 2sE
h
jz1j2
 ^1; ^1i+ 2n
35
) E RRH 1 =
266664
1
2sE
h
jz0j2
 ^0; ^0i+ 2n 0
0
1
2sE
h
jz1j2
 ^1; ^1i+ 2n
377775 :
(4.36)
Similarly, we calculate
E

sRH

= E
hh
sr0 sr

1
i Z^i
= 2s
h 
E
h
z0j^0; ^0
i 
E
h
z1j^1; ^1
i i
:
(4.37)
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Substituting, the values from (4.36) and (4.37) in (4.35), the coecients of MMSE
detector becomes
K =
26664
2s

E
h
z0j^0; ^0
i
2sE
h
jz0j2
 ^0; ^0i+ 2n| {z }
K0
2s

E
h
z1j^1; ^1
i
2sE
h
jz1j2
 ^1; ^1i+ 2n| {z }
K1
37775 : (4.38)
All elaborate calculations are shown in Appendix A, which gives us the value of
E
h
zkj^k; ^k
i
=
^k
^
e( 0:5
2
"
2+j2^k) (4.39)
and
E
h
jzkj2
 ^k; ^ki = 1  2 + 2 j^kj2
2^
: (4.40)
Thus from (4.32), the novel optimal linear MMSE detector for a two branch SIMO
in the presence of CSI and CFO estimation errors is
s^ = K0r0 +K1r1 (4.41)
and for m-branch SIMO systems, it becomes
s^ =
m 1X
k=0
Kkrk: (4.42)
4.4.1 Convergence to Conventional L-MMSE
Ideal systems are considered to have perfect channel estimators and no CFO. The
conventional MMSE derived in section 2.3, is for such an ideal case. Here, we consider
two special cases for the novel MMSE detector derived above.
1. Perfect CSI and CFO estimator: Here we assume that the estimator for
both CSI and CFO are perfect i.e. ^k = k and ^k = k respectively. This
makes the values of the respective correlation coecients unity i.e.  =  = 1.
It is evident now, that the variances of the CSI and CFO estimates are 2^ = 
2
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and 2
^
= 2 respectively. Substituting these values in (4.41), we get
s^ =
m 1X
k=0
2s 

k e
 jk rk
2s jkj2 + 2n
(4.43)
which is the form of conventional MMSE detector in the presence of perfect
estimation at the receiver.
2. Perfect CSI estimator and no CFO: Let us make the similar assumption as
above. However, now we assume a system in the absence of CFO. This means
^k = k = 0, 
2
^
= 2 = 0 and  = 1. Thus, the MMSE detector in (4.43)
becomes
s^ =
m 1X
k=0
2s 

k rk
2s jkj2 + 2n
: (4.44)
This is the form of a conventional MMSE detector for an ideal scenario.
Thus, it is shown that the proposed MMSE detection algorithm is a general form for
practical systems and the conventional algorithms are its special cases.
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Chapter 5
Simulation and Performance Analysis
In this section, we analyze the eciency demonstrated by the new detection algo-
rithms proposed in section 4. The simulation is performed for a two branch SIMO
system as described in a block diagram given in Fig. 2.1, with a single transmit an-
tenna and two receive antennas.
The simulations are performed for a at Rayleigh fading channel and its param-
eters are assumed to follow standard normal distribution. As discussed earlier, the
channel estimates assume the form given in (3.2). We have considered a linear MMSE
channel estimator where, the estimation error is a function of AWGN variance and
pilot length as given in (3.15). The length of the pilot symbols is assumed to be 16,
for all the simulations shown in this section. The original CFO is taken as a zero
mean Gaussian RV. The imperfect estimate of CFO is of the form given in (3.17)
where the estimation error is also considered to follow Gaussian distribution. The
variance of the CFO estimation error is considered a multiple of the AWGN variance
and simulations are performed for three dierent values of the error variance. This is
done, to demonstrate the performance of the proposed algorithms for high values of
CFO estimation error.
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Performance analysis is done by plotting BER against the SNR. Complex data
symbols are considered for the simulation and total of 104 frames are transmitted for
each value of SNR with a frame length of 130 symbols. The simulations are performed
for dierent modulation schemes of 4, 16 and 64 QAM and also 4, 8 and 16 PSK for
the case of equal energy constellation. The AWGN variance N0 depends on the SNR
  and the modulation scheme.
  =
Eb
N0
=
Es
RmRcN0
) N0 = Es
RmRc 
;
(5.1)
where Es is the symbol energy, Rm = log2(M) for M -ary modulation scheme and
Rc is the code rate of the system. For modulation schemes having equal energy
constellations like PSK, Es = 1. Here, we assume no coding for the system and so
Rc = 1.
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5.1 Proposed ML Detector
This section demonstrates the simulation method and results of the ML detector
metric proposed in section 4.2. The new metric in the presence of channel and CFO
estimation error is compared with the conventional metric. The conventional metric
proposed by Tarokh et.al [51] was derived in the presence of channel estimation error
and is prevalently used in present day MIMO systems [77]. Fig. 5.1 shows, the per-
formance simulation for 4-PSK modulation scheme and Fig. 5.2 shows the simulation
for 8-PSK and 16-PSK modulation schemes.
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Figure 5.1: Proposed ML detection metric with 4-PSK modulation
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It is shown that for a system with unknown CSI and CFO provides more than 5-
dB gain in SNR over the conventional metric for a given BER. The value of the gain
is higher for high CFO estimation error variance. The performance of the proposed
metric elevates also for high modulation schemes. Fig. 5.3 demonstrates the perfor-
mance for 4-QAM, for which the proposed metric also provides over 5-dB gain. It
can be seen in Fig. 5.4 that the performance of the whole system deteriorates for 16-
QAM and 64-QAM as the modulation maps 4 and 16 symbols in each constellation.
However, the proposed metric provides better results in terms of BER.
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Figure 5.3: Proposed ML detection metric with 4-QAM modulation
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5.2 Proposed Linear Combiner
This section, demonstrates the performance of the proposed MRC for a system with
imperfect estimates of CSI and CFO. The proposed MRC provides optimal solution
with maximum output SNR after combining. The performance is compared with the
classical form of MRC given in section 3.2.2 known for ideal systems. The output
of the MRC is further fed into a ML detector to minimize the BER. Fig. 5.5 shows
the simulation of the proposed MRC and ML compared to their classical form for
4-PSK modulation. The simulation is performed for multiple values of estimation
error variances and higher modulation schemes 8-PSK and 16-PSK in Fig 5.6.
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Figure 5.5: Proposed linear combiner with 4-PSK modulation
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The proposed MRC and ML detector demonstrate over 5-dB gain as compared to the
classical model under the mismatch scenario. For, higher PSK modulation schemes,
it outperforms the classical model by much higher gain in SNR. It is obvious from
the simulation results that the combiner provides better gain for high estimation er-
ror. Fig. 5.7 is the simulation result with 4-QAM modulation. The performance is
identical to that of 4-PSK, as both the schemes map only one symbol per constel-
lation. Fig. 5.8 shows the performance for 16-QAM and 64-QAM. When compared
with the performance of the proposed ML detector shown in section 5.1, the new
linear combiner demonstrates identical performance.
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Figure 5.7: Proposed linear combiner with 4-QAM modulation
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5.3 Proposed L-MMSE Detector
Linear MMSE estimators are one of the classical low complexity linear estimation
models that provides optimal solution in terms of minimizing its output error. Here,
the performance of the proposed detector in section 4.4, based on this model is com-
pared with the classical L-MMSE given in 3.2.3 for CSI and CFO mismatch scenario.
As shown in the previous sections, the eciency of the proposed detector is simulated
4-PSK modulation in Fig 5.9. Furthermore, the BER plot against dierent values of
the SNR is also shown for 8-PSK and 16-PSK modulation schemes in Fig. 5.10.
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Figure 5.9: Proposed L-MMSE with 4-PSK modulation
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The proposed linear detector provides above 5-dB gain for the value CFO estima-
tion error variance as 9 times the AWGN variance. The performance of the proposed
L-MMSE detector is identical to the performance of two algorithms shown in the pre-
vious sections. The BER verses SNR curve is also plotted for 4-QAM, 16-QAM and
64-QAM in Fig. 5.11 and Fig. 5.12 respectively. The performance of the whole system
degrades for higher modulation schemes. However, the proposed metric demonstrates
improved performance for high modulation index and high values of estimation error
variance.
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Figure 5.11: Proposed L-MMSE with 4-QAM modulation
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The simulation results presented above for all three proposed detection algorithms
demonstrate signicant improvement in terms of BER as compared to their respective
conventional detectors. The main focus of the simulation was to demonstrate the per-
formance with various values of the CFO estimation error variance. It is evident from
the simulation diagrams, that the gain in SNR provided by the proposed algorithms
increases with higher values of the estimation error. Apart from that, for lower values
of SNR, i.e. for the case of low signal strength, the algorithms have comparatively
lower BER than the conventional forms and it is visible that the gap increases for
increasing estimation error.
Let us now analyze the computation complexity of each of these detectors. Firstly,
the ML detector operates by choosing an appropriate symbol from a given set to min-
imize a metric. This process involves multiple iterations and the total computation
time is unknown. The second detector involves two blocks, one is a linear combiner
which has the same complexity as a linear estimator and second, is a ML detection
block which again has a comparatively high computation time and complexity. The
third detection algorithm is a linear MMSE detector which is the most general form
of a linear estimator has the least complexity in terms of time and cost among all the
other techniques presented here.
It is also observed from the simulation diagrams, that the performance of all the
three proposed detectors are identical in terms of BER. With this observation, the
following inferences can be made:
1. All the three proposed detection algorithms provide optimal detection in terms
of BER under CSI and CFO mismatch scenario.
2. The Gaussian approximation made during derivation of the proposed ML detec-
tor in the presence of CFO is appropriate, as it provides an optimal performance.
3. The implementation and time complexity of L-MMSE being the least among
the other two detectors, makes it the best choice for practical implementation.
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Chapter 6
Conclusion and Future Work
This thesis addresses the unexploited challenges faced by a practically implemented
WC system. The cases of both multi-channel fading and CFO are taken in consider-
ation. Motivated by the shortcomings of the existing detection techniques, this work
delivers an optimal solution for detection of the transmitted signal in the presence of
channel and CFO estimation error.
The proposed algorithms aim to augment three dierent, prevalent detection tech-
niques that are used practically. The rst proposed approach involves the classical
ML detection method. A metric is proposed for a system, incorporating unknown
channel parameters and CFO. The performance of this metric is compared with the
conventional metric widely used for MIMO systems. The second detection method
is based on linear combining technique and is optimal in the sense of maximizing
the output SNR. This also includes derivation of another ML detection metric to
minimize the BER of the combiner output. The third proposed method exploits the
ubiquitous linear MMSE detection technique, which provides an optimal solution for
minimizing the error. It is also shown mathematically that for ideal cases with perfect
knowledge of channel and CFO, the proposed algorithms generalize and converge to
their respective classical forms.
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The proposed algorithms are primarily derived for a two branch SIMO system
with one transmit and two receive antenna, and are further extended for the general
case of multiple m-receive antennas. The performance of these detection algorithms
is analyzed using simulation and plotting BER against the SNR. The simulation is
performed for 4, 16 and 64 QAM modulation schemes along with equal energy modu-
lation schemes such as 4, 8 and 16 PSK. A performance comparison is made with the
conventional forms of these detection techniques. It is shown that the proposed algo-
rithms demonstrate signicant improvement under the mismatch channel and CFO
scenario. Simulation results also validate its capacity to deal with very high estima-
tion errors and the performance is shown to improve with the increase of estimation
error variance. Thus, it can be concluded that the detection algorithms proposed in
this thesis are a novel approach for practical implementation.
The system model considered in this thesis is a simple general case of a MIMO
system. The work presented here, can be further extended for more complicated cases
such as multi-user MIMO systems or dierent modulation schemes such as OFMA
used in LTE, where mitigation of CFO is a crucial challenge. Apart from that, similar
approach for deriving detection algorithms conditioned on imperfect estimates can be
adapted for various other detection techniques used practically. Addressing these two
avenues can be considered for future enhancement of this research project.
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Appendix A
Mathematical Calculations
This Appendix shows detail mathematical derivations and values which are used
across the thesis. The novel algorithms proposed in Chater 4 uses various expression
for dierent detection techniques. The values of these expressions are calculated in
this Appendix. Section A.1 introduces the initial assumptions made for CFO and the
conditional PDF of CAFO with its estimate is derived. In section A.2, the PDF given
earlier is used for deriving the expected value of CAFO function conditioned on its
estimate. These values are further used in calculating the expectation and variance of
the received signal conditioned on imperfect estimates, in section A.3 and section A.4
respectively.
A.1 Conditional PDF of CAFO
CFO is a term used to represent the mismatch between the receiver oscillator fre-
quency and carrier frequency of the transmitted signal which is given as
4f = fc   fr
and the baseband signal at the k-th receive antenna with CFO is
rk = kse
jk
p
Es + nk: (A.1)
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Here, k is the CAFO with a sampling frequency fs
k =
24fk
fs
:
Let us assume, that the CAFO k  N
 
0; 2

is a zero mean Gaussian RV with
variance 2. It follows the distribution function given as
f (k) =
1q
22
e
0B@ k2
22
1CA
: (A.2)
The estimator of CAFO, regardless of its type is modeled as
^k = k + "k;
where the estimation error "k  N (0; 2") is taken as a zero mean Gaussian RV having
variance 2" and thus it is evident that the CAFO estimate ^k  N

0; 2
^

is also
a zero mean Gaussian RV with variance 2
^
. The original value of CAFO k and its
estimate ^k are dependent on each other by the correlation coecient
 =
E
h
k^k
i
q
2
2
^
=
E [k (k + "k)]q
2
2
^
=
2q
2
2
^
* k ? "k
=
s
1  
2
"
2
^
:
Using the relations for bi-variate Gaussian distributions given in standard literature,
we get the expected value k conditioned on ^k as
E
h
kj^k
i
=
k ^k
^k
= 2^k
(A.3)
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and the conditional variance as
V ar
h
kj^k
i
=
 
1  22k
= 2"
2:
(A.4)
With the above relations, it is easily shown that the conditional PDF of k given ^k
is
fj^

kj^k

=
1p
22"
2
e
 
k   2^k2
22"
2
: (A.5)
The above PDF will be used in the next chapter for further derivation.
A.2 Conditional Expectation of CAFO
In this section, the conditional expectation of the function of CAFO with the estimate
is calculated. From the expression of baseband signal given in (A.1) and the PDF
derived in (A.5), we can calculate
E
h
ejk
 ^ki = 1Z
 1
ejkfj^

kj^k

d
=
1Z
 1
ejkp
22"
2
e
 
k   2^k2
22"
2
d
(A.6)
Let a = 22"
2 and b = 2^k, thus the above equation becomes
E
h
ejk
 ^ki = 1p
a
1Z
 1
ejke
  jk   bj2
a d: (A.7)
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Again, let z = k   b) dz = d and k = z + b.
E
h
ejk
 ^ki = 1p
a
1Z
 1
ej(z+b)e( z
2=a)dz
=
ejbp
a
1Z
 1
ejze( z
2=a)dz
= ejbe( a=4):
(A.8)
Substituting the values of a and b
E
h
ejk
 ^ki = e( 0:52"2+j2^k): (A.9)
A.3 Conditional Expectation of Received Signal
According to the assumptions made earlier in the thesis, the channel fading parameter
k  N (0; 1) is a zero mean Gaussian RV with unit variance. The imperfect channel
estimate ^k  N (0; 2^), its estimation error k  N (0; 2 ) and the AWGN nk 
N (0; N0) also follow Gaussian distribution with mean zero with variances 2^, 2 and
N0 respectively. The correlation coecient between k and ^k is given as
 =
1p
1 + 2
:
Here, the results given in [51] are directly used, which are as follows
E [kj^k] = ^k
^
V ar [kj^k] = 1  2
E [rkj^k] = ^k
p
Ess
^
V ar [rkj^k] = N0 +
 
1  2Es jsj2 :
(A.10)
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Now, let us calculate the expected value of the received signal rk conditioned on the
channel estimate ^k and the CFO estimate ^k. Thus from (A.1) and (A.9),
E
h
rk
^k; ^k i = E [kj^k]pEssE hejk ^ki
=
^k
^
p
Esse
( 0:52"2+j2^k):
(A.11)
Let us consider the parameter introduced in (4.20)
zk = ke
jk :
We can calculate the expectation of zk conditioned on ^k and ^k as
E
h
zk
^k; ^k i = E [kj^k]E hejk ^ki
=
^k
^
e( 0:5
2
"
2+j2^k):
(A.12)
A.4 Conditional Variance of Received Signal
In the section, the aim is to calculate the variance of received signal rk conditioned
on the channel estimate ^k and the CFO estimate ^k. To obtain this, we need to do
some preliminary calculations. Using (A.10), it can be easily written
E
jkj2 j^k  = V ar [k j^k ] + (E [k j^k ])2
= 1  2 + 
2 j^kj2
2^
:
(A.13)
We can easily say from the relation of zk,
E
h
jzkj2
^k; ^k i = E jkj2 j^k  :
Now, we calculate the second moment of the received signal rk conditioned on ^k and
^k
E
h
jrkj2
^k; ^k i = E jkj2 j^k Es jsj2 + 2n
=
 
1  2 + 
2 j^kj2
2^
!
Es jsj2 +N0:
(A.14)
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Using the above result and from (A.11), we can easily calculate the variance of rk
conditioned on ^k and ^k
V ar
h
jrkj2
^k; ^k i = E hjrkj2 ^k; ^k i  E hrk ^k; ^k i2
= N0 + Esjsj2(1  2) +

1  e( 2"2)
 2Esjsj2^2k
22^
:
(A.15)
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