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Abstract
For criminology in Australia, 2012/13 will likely be remembered with cautious concern. 
It was a period of significant change, bringing with it a number of policy decisions 
which, together, forewarn of a difficult and challenging period ahead. Above all, as the 
jurisdiction in which this thesis makes its journey, Queensland will be remembered as 
the first in Australia to have terminated its multi-agency court-supervised drug 
treatment program, significantly limiting the sentencing options available to those most 
in need of alternatives to imprisonment. Looking ahead, the future is set to be equally 
challenging as the paucity of Australian longitudinal and developmental criminological 
research stands as a significant obstacle in the search for new and proven alternatives.
Against this backdrop, this thesis returns to the Queensland component of the Australian 
Institute of Criminology’s (AIC) Drug Use Careers of Offenders (DUCO) study to 
consider the policy implications of a path-dependent and age-graded relationship 
between drug use and crime. Using previously unanalysed conviction history data for a 
representative sample of 1,184 Queensland prisoners, this thesis employs Group Based 
Trajectory Modelling (GBTM) to identify six quantitatively distinct conviction 
trajectories spanning the 20 year period between ages 10 and 29, inclusive. Of the six 
trajectories identified, none exhibited the hallmark characteristics of a life-course 
persistent offender profile. Instead, a trajectory of high-rate chronic offenders was 
identified and whose trajectory evinced a clear pathway to desistance as their exposure- 
adjusted rate of conviction declined steadily throughout their late 20s. In addition, an 
early-onset trajectory was identified sharing features consistent with that generally
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described as ‘adolescent-limited’, while a sample of ‘late-bloomers’ was identified 
bearing the hallmark features of an adult-onset and late-peaking conviction trajectory.
Once extracted, the six conviction trajectories were later used to examine a series of 
self-reported illicit drug use indicators, including lifetime prevalence, the trajectories 
and sequencing of drug use initiation, and the age and speed of escalation to regular and 
dependent use. Further, measured as a time-varying covariate the initiation of regular 
illicit drug use was incorporated into the GBTM model to explore path-dependent and 
age-graded relationships. The results confirmed that although the lifetime experience of 
drug use was remarkably similar between offenders of different trajectories, the 
correlation between drug use and conviction rates was both path-dependent and highly 
variable within trajectories at different stages of the life-course. The theoretical and 
policy implications of these results are discussed, with a specific focus on the need for 
trajectory and age-specific interventions for high-rate, adolescent-limited and late- 
blooming offenders.
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Chapter 1: Introduction
When in 2012 the newly elected Queensland Government announced the closure of its 
Drug Court program, the Attorney General Jarrod Belijie made no firm commitment 
about what might replace it. Instead, he suggested the Government would seek to make 
available to magistrates “other drug-related diversionary programs” (cited in Moore, 
2012), however, at the time of writing, details remain scant on what alternatives exist 
and how they will be funded. Amid this uncertainly, one thing seems clear-the strong 
legislative framework that once favoured intensive community-based drug treatment 
programs in Queensland has been abandoned. As a consequence, those drug dependent 
offenders previously eligible for non-custodial rehabilitation orders are now more likely 
to be incarcerated with no appreciable reduction in crime or savings to the community.
Of course, it is likely too early to test the merits of this prediction. Yet, early indicators 
nevertheless foretell of a difficult and challenging period ahead. As recently as 
December 2013 for example, information released by the Department of Corrections put 
the Queensland prison population at 6,672 adult male and female prisoners (Queensland 
Corrective Services 2013). This is just 160 prisoners shy of the published maximum 
capacity (n=6,782) and represents an 18 percent increase since it was announced that 
drug courts and other diversionary programs would be closed (n=5,643) (Mulherin, 
2013; see also Viellaris, 2013). Perhaps not surprisingly, news of rising incarceration 
rates has prompted a series of political debates during which the Queensland Deputy 
Opposition Leader Tim Mulherin argued that the Government’s “preference for
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mandatory sentences and its scrapping of successful diversionary and rehabilitation 
schemes has seen prisons approach bursting point and taxpayers facing an extra $73 
million a year bill for housing prisoners” (Mulherin, 2013; see also Viellaris, 2013).
Behind this thin veil of partisan dispute and political speculation exists a more complex 
but familiar debate about how best to respond to drug-dependent offenders in the 
criminal justice system. Until recently at least, community-based drug treatment and 
diversion programs had been widely accepted in Australia as the most favourable and 
cost-effective method (Wundersitz, 2007). However, recent changes in Queensland 
create considerable ambiguity about what lies ahead. In this context of significant 
policy uncertainty, this thesis seeks to make a valuable contribution by exploring the 
relationship between drug use and crime through the lens of developmental 
criminology. In particular, by capitalising on recent methodological advances in life- 
course research this thesis considers the merits of a trajectory-based approach and the 
opportunities it presents to breaking the drug-crime cycle.
1.1: The die is cast
To achieve this aim, we take as a starting point the Australian Institute of Criminology’s 
(AIC) Drug Use Careers of Offenders (DUCO) study. Funded by the Australian 
Government Attorney General’s Department under the National Illicit Drugs Strategy 
(NIDS), the DUCO study commenced in late 2000 as Australia’s first and largest 
national investigation into the drug use histories of Australia’s incarcerated offenders. 
Over its life, DUCO involved face-to-face interviews with more than 6000 male and 
female offenders from both adult and juvenile correctional facilities. Its results were 
reported across three separate volumes (H. Johnson, 2004a; Makkai & Payne, 2003a; 
Prichard & Payne, 2005a) and in several separate research reports (H. Johnson, 2004b;
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Makkai & Payne, 2003b; Prichard & Payne, 2005b; Putt, Payne, & Milner, 2005) and 
peer-reviewed journal articles (Makkai & Payne, 2005)
At the time, DUCO represented the single largest investment by the Australian 
Government into a non-ongoing research program. Its aim was to investigate the link 
between drug use and crime and its large sample size and rich unit record data provide 
for a multitude of unique analytic opportunities of which this thesis follows just one 
pathway. Assisted by Queensland Crime and Misconduct Commission (CMC) and 
Queensland Department of Corrections, this study used a range of complex data 
matching techniques to identify and extract the officially recorded Queensland police 
and corrective services criminal histories for a sub-sample of 1,184 adult male 
participants of the DUCO study in that state.1 The data describes not only the official 
histories of each prisoner prior to their incarceration, but also their reoffending and re­
incarceration histories for as many as six years after their release.
Together, these new data build significantly on the shortcomings of the original DUCO 
study, providing a complementary set of longitudinal administrative data with which to 
re-test a range of hypotheses about ‘criminal careers’ and the link between drug use and 
crime. Moreover, the inclusion of as many as six years’ post-release police and 
corrective services data provides a unique opportunity to broaden our understanding of 
longer-term criminal trajectories, as well as to provide an opportunity for detailed 
recidivism analysis of the kind not previously possible in Australia.
1 The DUCO study was conducted in three phases; the first being with 2,135 adult males, the second 
being with approximately 300 adult females and the third and final phase being with approximately 300 
male and female juveniles. The present study focuses on a subset of the adult male sample. Specifically, 
the analysis presented herein focuses on those adult male prisoners interviewed in Queensland who 
comprised more than half of the overall national adult male sample. The decision to limit this analysis to 
the Queensland sample was driven by a number of factors, not the least of which was their demographic 
similarity to the sample of offenders eligible for the Queensland Drug Court.
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In many respects, extending the original DUCO methodology and re-testing key 
elements of the authors’ original analytical framework (Makkai & Payne, 2003a), this 
thesis is as much a critical review of Australia’s leading criminal career research 
program as it is a story of this author’s journey from junior research assistant to 
emerging scholar of developmental and life-course criminology. The identification and 
collection of complementary administrative data, together with the rich source of self- 
reported offending and drug use data, makes this the only study of its kind in Australia 
to examine in detail the complex interrelationship between drug use and crime over the 
life-course.
1.2: The policy context of the DUCO study
To appreciate the DUCO study’s place in the history of Australian criminal justice 
research, it is necessary to first reflect upon the significant criminal justice and public 
health issues that so heavily influenced policy discussion throughout the 1980s and 
1990s. The history can be traced back to 1984 when, following the very public airing of 
his own daughter’s heroin addiction, the then Australian Prime Minister, Bob Hawke, 
announced his intention to establish a national response to drug abuse (Grattan, 1984). 
Spearheaded by the then Federal Minister for Health, Dr Neil Blewett, the national 
consultation process that followed was both comprehensive and wide reaching, 
culminating in 1985 with the establishment of the National Drug Strategy Committee 
(NDSC) and the Ministerial Council on Drugs Strategy (MCDS), along with a 
commitment by all state Premiers to the principles of the National Campaign Against 
Drug Abuse (NCADA) (Green, 2002; Siggins Miller, 2009).
The establishment of NCADA represented a pivotal point in Australian drug policy 
history. Its underlying philosophy of harm minimisation realigned state and federal
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funding priorities, fostered improved partnerships between law enforcement agencies 
and the health sector, and encouraged growth in the non-government treatment and 
allied health services sector. Yet for all its success, there were also a number of 
significant challenges still to be met. First, despite improved professional awareness of 
the adverse consequences of cannabis use, its prevalence in Australia had actually 
increased throughout the 1990s (Australian Institute of Health and Welfare, 2000, 
2002). Second, while opioid use remained relatively stable according to national 
surveys, deaths resulting from opioid overdose (principally heroin) had, by the late 
1990s, risen sharply to levels not previously seen in Australia. Between 1979 and 1995 
for example, heroin overdoses had risen from 70 to 550 per year, hitting 1000 deaths in 
the year 2000 (C. Hughes, 2013). Third, throughout the 1990s the trend in amphetamine 
use appeared to be moving northward at a steady pace and by the year 2000 there were 
early signs of a shift toward the use of more potent injectable forms such as 
methamphetamine (Australian Institute of Health and Welfare, 2002; Makkai & 
Macgregor, 2001). Finally, the 1990s saw the emergence of new drugs such as ecstasy 
(MDMA) into a predominantly youth-based culture of party drug use (Breen et al., 
2004); the harms and consequences of which were still relatively unknown in medical 
and policy circles.
Soon after the federal election of 1996, the newly elected Prime Minister John Howard 
took reign and announced a series of new initiatives under the guise of a “Tough on 
Drugs” strategy, promoted heavily as a new zero-tolerance approach to illicit drug use. 
It was anticipated that the strategy would work in tandem with the harm minimisation 
principles of the NCADA, brought to life again a few years earlier as the National Drug 
Strategy (NDS) and through which a series of sub-strategies were developed and 
implemented, including NIDS (Siggins Miller, 2009).
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This renewed commitment to the NDS saw a number of fundamental changes in both 
policy and practice. Perhaps most importantly was the establishment of the Australian 
National Council on Drugs (ANCD) in 1998, which would act as the Prime Minister’s 
peak advisory body on drug policy. The composition of the ANCD was such that it 
promoted substantial involvement from a large number of both government and non­
government agencies. As a result, the ANCD had capacity to draw upon extensive 
networks of academics, policy makers and practitioners in the formulation of its 
strategic advice to government.
The ANCD, along with the MCDS and Inter-Governmental Committee on Drugs 
(IGCD), also played a pivotal role in helping to shape what would later become a 
bustling industry of drug treatment and diversionary options for drug users involved 
with the criminal justice system. The most significant of these was the development of 
a national framework for the Council Of Australian Governments’ Illicit Drug 
Diversion Initiative (COAG-IDDI) which, built on 19 key principles, sought to provide 
state and territory governments the flexibility needed to respond to local illicit drug use 
concerns whilst at the same time underpinning the “joint Commonwealth/State/Territory 
development of an approach to divert illicit drug users from the criminal justice system 
to education or assessment, with a view to treatment” (cited in Wundersitz, 2007, p. 3). 
The IDDI was accompanied by federal funding of more than $310 million to facilitate 
the expansion of treatment services and an increase in the number of available drug 
treatment places across Australia (Howard, 1999, 2002). The IDDI was fundamental to 
the expansion of the few pre-existing diversion programs that already existed, but more 
importantly, it was central to the establishment of many new programs across Australia.
2 South Australia is credited as being the first to establish diversion schemes for drug using offenders, 
including the Drug Assessment and Aid Panels in 1984, as well as the Cannabis Expiation Notice Scheme 
in 1987 (C. Hughes & Ritter, 2008).
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Although not eligible for funding under the IDDI framework, many States and 
Territories also embarked on the ambitious task of establishing intensive rehabilitation 
programs for entrenched drug-using offenders -  commonly known as Drug Courts 
(Makkai, 1998).
The creation of the ANCD and subsequent establishment of the COAG-IDDI 
framework marked a significant turning point in Australian drug policy. The principle 
of ‘diversion’ soon featured prominently as a core foundation of efforts to reduce the 
harms associated with drug use and, in particular, the criminalisation of drug users 
whose involvement in crime occurred principally because of the illegal status of their 
illicit drug use. Beyond this, more intensive interventions were developed with a view 
to providing diversionary options for those whose primary criminal motivation was the 
maintenance of an illicit drug addiction (Payne, 2005a, 2005b; Wundersitz, 2007).
The concept of diversion was by no means new in criminal justice circles. Indeed, in 
1974, Cressey and McDermott (1974) described what has since come to be known as 
“traditional” or “true” diversion; involving the redirection of offenders out of the 
criminal justice system with no further punishment or treatment. The idea was heavily 
debated throughout the 1980s, mostly in relation to young, first time offenders, where it 
was believed that the labelling and stigmatisation associated with criminal justice 
processing was likely to be more harmful, and potentially more costly to the community 
over the longer term. Diversion in this traditional sense was later described as the 
‘destructuring’ of the criminal justice process, driven fundamentally by the desire to 
restrict, or in some cases remove some of the more coercive elements of the criminal 
justice system (S. Cohen, 1985).
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The type of diversion envisioned under the COAG-IDDI framework was conceptually 
similar to these traditional notions, but less concerned about the absolute removal of 
offenders from the criminal justice system and more so with the creation and use of 
alternative treatment pathways that would reduce the negative consequences of criminal 
justice processing. This “new” diversion encompasses any number of processing and 
sentencing alternatives that offer what is perceived to be a different and less punitive 
response to that which might have otherwise applied.
In addition to a range of implementation difficulties (C. Hughes & Ritter, 2008), a 
significant barrier to the establishment of the therapeutic diversion movement in 
Australia was undoubtedly the challenge of shifting community attitudes about 
diversionary options as “soft” on drug users and criminals. Recognising this challenge 
early, the second and perhaps equally important ingredient of the NDS was the 
simultaneous investment of federal funding into a program of academic and applied 
research. In the health sector this was coordinated by the Department of Health and 
Ageing though the establishment of several national research centres of excellence, 
including the University of New South Wales’ (UNSW) National Drug and Alcohol 
Research Centre (NDARC), Curtin University’s National Drug Research Institute 
(NDRI) and Flinders University’s National Centre for Education and Training on 
Addiction (NCETA). In the criminal justice and law enforcement sectors, research 
funds were channelled principally through two paths -  the National Drug Law 
Enforcement Research Fund (NDLERF) and via the Australian Government Attorney 
General’s Department into a series of special research grants. It was through this 
commitment to ongoing research that the NDS seeded the establishment of a range of 
data collection systems that would augment the pre-existing National Drug Strategy 
Household Survey (NDSHS) with a series of alternative data monitoring systems. These
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were envisioned as capable of estimating the prevalence of drug use among key sentinel 
populations in addition to providing an early warning of the emergence of new drugs 
and related issues. Indeed, the NDS has been widely credited as having encouraged 
Australia to “punch above its weight” in drug abuse research, particularly regarding 
drug abuse epidemiology and treatment (Siggins Miller, 2009, p. 88).
The nexus between drug abuse and crime in Australia featured heavily in the policy 
debates preceding the establishment of the IDDI framework. That a substantial quantum 
of NDS funding was directed towards the establishment of criminal justice based 
diversion programs resulted in an increased urgency in the need for research into the 
nexus between drug use and crime. The likely success of diversion assumed, to a large 
extent, that most drug users in the criminal justice system would not engage in crime 
but for its status as illegal and that for offenders, cautioning and diversion into brief 
intervention and education would not only encourage a reduction in drug use, but 
minimise exposure to the detrimental effects of criminal justice processing. For those 
more prolific drug dependent offenders unsuitable for brief intervention or education, 
the mantra of diversion offered promise that treatment could be the key to minimising 
individual-level criminal behaviour and thereby reverse the then worrying upward trend 
in property and violent crime rates.3
At the same time that the Department of Health and Ageing channelled funds into three 
newly established centres of excellence, the Department of the Attorney General sought 
to procure a range of complementary research studies focusing on the nexus between 
drug use and crime. The first of these was the Drug Use Monitoring in Australia
3 In 1997 the Director of the NSW Bureau of Crime Statistics and Research, Dr Don Weatherburn, 
announced that in the year to December 1996 there was a 26 percent increase in assaults, a 23 percent 
increase in sexual assault, a 21 percent increase in burglary and 28 percent increase in robbery without a 
weapon (Weatherburn, 1997).
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(DUMA) program, which commenced in 1999 as a quarterly drug use and drug market 
survey of police detainees across three states -  New South Wales, Queensland and 
Western Australia (Makkai, 1999). Modelled from the US Arrestee Drug Abuse 
Monitoring (ADAM) program (U.S. Department of Justice, 2002), DUMA was seen as 
critical to enhancing understanding of both the supply and demand for illicit drugs in 
key local drug markets (Urbis Keys Young, 2004). Its quarterly administration, along 
with its nationally consistent methodology, including the use of urinalysis, provided for 
the timely and robust assessment of trends within and between local drug markets. Its 
comparatively large sample size also provided for a more nuanced understanding of the 
link between drug use and crime for all offenders, not just those arrested for drug 
offences.
In its first two years, DUMA would provide some of the most comprehensive and
regular information about local drug markets in Australia. It would nourish law
enforcement and health departments with timely information about drug use and serve
as an important ongoing monitor of illicit drug supply. Then, in January 2001, Australia
became witness to an unprecedented fall in the supply and availability of heroin; an
event whose precise cause remains a matter of some debate,4 but for which there would
prove lasting implications for the development of drug policy and the conceptualisation
of research into the relationship between drugs and crime. For DUMA, with its
quarterly data collection in two western Sydney police stations, the consequences of the
heroin shortage were undeniable; significantly fewer police detainees self-reported
using heroin, and even fewer tested positive in the months following the shortage. In
Bankstown alone, for example, the proportion of police detainees testing positive to
4 There is a general consensus that the sharp fall in supply was aided by both a significant decline in 
source-country production (mostly in South-East Asia) and a series of successful large-scale border 
detections of heroin by the Australian Federal Police and Customs and Border Protection Authority 
(DeBeck& Wood, 2008).
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heroin fell by almost 80 percent between December 2000 and the February of 2001, 
with DUMA data since that time suggesting that the prevalence of heroin use has 
remained stable at these historically low levels (Sweeney & Payne, 2012).
As a quarterly cross-sectional survey of police detainees, DUMA was among the first in 
Australia to document the impact of the heroin shortage on illicit drug users. It was able 
to demonstrate not only a significant fall in heroin use, but also a simultaneous increase 
in cocaine use and some early signs of an increase in drug treatment participation 
(evidenced by an increase in methadone use) (Sweeney & Payne, 2012). However, to 
the extent that the heroin shortage was important in bringing to light DUMA’s key 
strengths, it was also pivotal to demonstrating its fundamental limitations. As a cross- 
sectional survey with limited methodological capacity for longitudinal follow up,5 
DUMA was unable to conclude with confidence how individual heroin users responded 
to the shortage both in terms of drug use and their involvement in crime. Although 
quarterly variations in cross-sectional drug use data provided some compelling 
evidence, the general paucity of longitudinal data significantly limited the ability to 
measure within-individual change.
By the time the heroin shortage occurred, the need for longitudinal information about 
the relationship between drug use and crime had already been widely recognised. 
However, it was the important questions that followed the shortage that once again 
reminded of the need for longitudinal data collection and reaffirmed it as critical to 
understanding the developmental nexus between the two phenomena. As policy makers 
and practitioners debated how best to intervene with drug users in the criminal justice
5 Anonymity is one of the important assurances given to police detainees at the time of a DUMA 
interview. To guarantee that anonymity and confidentiality, no personal particulars are collected in such 
a way that could be linked, either by the AIC or the police, back to the respondent. Therefore the ability to 
collected longitudinal data is limited.
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system, the need to link drug use and criminal careers had never seemed more 
important. It was to fill this gap that the Department of the Attorney General obtained 
funds through NIDS to commence what would later become known as the Drug Use 
Careers of Offenders (DUCO) study.
1.3: DUCO -  A worthwhile investment or missed opportunity?
The DUCO study was conducted by the AIC in three separate waves. The first occurred 
in 2001 and involved 2,135 adult male prisoners from four Australian jurisdictions -  
Queensland, Western Australia, Tasmania and the Northern Territory (Makkai & Payne, 
2003a). The findings of that study were released in 2003, followed in that same year 
with the commencement of the adult female prisoner survey (H. Johnson, 2004a) and 
later in 2005, a juvenile detainee survey (Prichard & Payne, 2005a). All three phases of 
the DUCO study collected data using an interviewer administered self-report survey. 
For the adult male study only, interview results were augmented with a series of basic 
administrative data held by the Departments of Corrections in each jurisdiction.
At the time, the DUCO results were highly anticipated by the criminal justice and public 
health sectors. For the first time, DUCO brought together the only national set of 
comparable data for male and female prisoners in both adult and juvenile correctional 
centres. The data provided a unique window into the temporal patterns of drug use for 
some of the country’s most serious and prolific offenders and its principal finding was 
clear -  a substantial proportion of incarcerated offenders had extensive drug use 
histories. However, more often than not, experimentation with illicit drugs occurred 
after the onset of offending. Put simply, most offenders in the DUCO study reported 
involvement in minor antisocial and opportunistic crimes before trying illicit drugs and 
it was also found that regular use of illicit drugs did not normally occur until well after
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the onset of offending and in many cases after a pattern of regular and more serious 
offending was well established (H. Johnson, 2004a; Makkai & Payne, 2003a; Prichard 
& Payne, 2005a).
For those working in the drug policy arena at the time, the DUCO’s findings were a 
timely reminder that the causal connection between drug use and crime was by no 
means unidirectional, nor as simple as often portrayed in the media (Teece & Makkai, 
2000). It was an even more poignant reminder that for this cohort of incarcerated 
offenders, early efforts to divert into education and treatment may have temporarily 
delayed contact with the criminal justice system but did not prevent the eventual 
establishment of criminal careers. The idea that drug possession offenders are criminally 
involved only by virtue of the illegal status of their drug use seemed more controversial 
in the wake of the DUCO study, even if the sample represented only a small fraction of 
the overall drug using population.
For many, the original DUCO study answered a number of important questions about 
the composition of Australia’s incarcerated population. In a 2004 independent review 
commissioned by the Australian Government Attorney General’s Department, the 
DUCO study was credited as being the “best available” (Urbis Keys Young, 2004, p. 
34) to detail the “complexities in drug-using/offending pathways in the Australian 
context” (Urbis Keys Young 2004, p.38). DUCO was the first of its kind to provide a 
glimpse into the developmental complexity of the drug-crime relationship at a national 
level and, in doing so, investigated the longitudinal course of self-reported crime for 
some of the country’s most violent and prolific offenders.
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Yet, despite DUCO’s significant contribution to expanding the evidence-base, a critical 
review would undoubtedly uncover a number of significant limitations. Indeed, while an 
independent review credited DUCO as being the ‘best available’ Australian data on this 
subject, this same review also concluded that it was “limited” in methodological scope 
because “in light of overseas literature, it would appear that there is also considerably 
more detailed analysis...that could be ‘mined’ from the DUCO study” (Urbis Keys 
Young, 2004, p. 39). Although, the authors of that review did not themselves offer 
specific insights into the ways in which the DUCO study was methodologically limited, 
a comprehensive review of the developmental criminological literature would 
undoubtedly identify a number of missed opportunities.
First, by its very namesake, DUCO was principally concerned with the explication of 
the longitudinal course of drug use among a sample of serious and/or prolific offenders. 
The term ‘career’ was used to convey this longitudinal focus and served to conceptually 
bind the research to the popular ‘criminal career paradigm’ which at that time was 
flourishing as the predominant analytical framework for longitudinal criminological 
analysis (Blumstein, Cohen, & Farrington, 1988a, 1988b; Blumstein, Cohen, Roth, & 
Visher, 1986; Blumstein & Cohen, 1987; M. R. Gottfredson & Hirschi, 1988; Osgood 
& Rowe, 1994; Piquero, Farrington, & Blumstein, 2003, 2007). To this end, DUCO 
sought information from prisoners about their involvement in as many as 13 different 
crime types and 11 different drug types. The structure of the DUCO instrument and the 
eventual analysis of the DUCO data (Makkai & Payne, 2003a) was itself consistent with 
a career-based approach, focussing heavily on life-course events such as onset, 
escalation and persistence.
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What is striking about DUCO’s apparent adherence to the criminal career paradigm is 
that, at the time of its development, there were few ideas more heavily polarised and 
debated in criminology (Piquero et al., 2003). A detailed history of this debate and its 
consequences for developmental and life-course criminology are provided later in this 
thesis, but here it is important only to remember that the criminal career paradigm was 
proposed, but not universally accepted, as an analytical framework for the study of the 
longitudinal course of criminal involvement (Piquero et al., 2003). In 2001 when DUCO 
was first conducted, the criminological community was still bitterly divided on whether 
such a paradigm was methodologically sound, let alone capable of producing an 
understanding of offending that was pragmatically useful for the purposes of policy 
development (M. R. Gottfredson & Hirschi, 1986). Gottfredson and Hirshi (1986) for 
example, famously remarked that the criminal career paradigm was nothing more than a 
“pretentious slogan” having little or no practical application in the study of crime (1986, 
P- 231).
Confounding DUCO’s conformity to the criminal career paradigm was its ostensible 
obliviousness to other pre-existing and competing ideas in criminology; some of which 
may have shed even greater light on the relationship between drug use and crime. 
Gottfredson and Hirschi (1990) for example, claimed that drug use was fundamentally 
no different from all other antisocial behaviour; manifesting from high impulsivity and 
low self-control. Together they contended that any finding of a causal connection 
between the two phenomena was likely to be the spurious result of a failure to 
adequately account for low self-control. Farrington (2003), on the other hand, 
hypothesised that drug and alcohol use was an important energising factor with the 
potential to increase criminal activity through what he called ‘short-term antisocial 
potential’. Moffitt (1993) argued that drug use had a differential impact on different
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types of offenders, while Sampson and Laub (1993) focused on drug use and its 
potential to delay desistance by weakening or preventing the attainment of pro-social 
bonds in adulthood.
In any case, what is clear is that by virtue of its loyalty to the analytical framework 
espoused by the criminal career paradigm, much less attention was given to a range of 
competing, but no less valuable approaches offered by other prominent academics at 
that time. As a consequence, DUCO gave preference to the collection of information 
about crime and drug use through a career-based lens largely at the cost of gathering 
information that could be reasonably used to test other equally promising theoretical 
and methodological concepts. In what would become Australia’s single largest study of 
drug use and crime over the life-course, surprisingly little attention was paid to the key 
and most influential criminological ideas such that DUCO’s descriptive approach did 
little to further understanding of the nexus between drug use and crime over the life- 
course.
Second, DUCO’s reliance on the self-report method to retrospectively reconstruct 
longitudinal and developmental pathways is both its strength and its weakness. In the 
case of DUCO, the strength of the self-report lies in its ability to examine covert and 
illicit behavioural domains for which officially recorded data is either unavailable or 
subject to significant recording bias. Indeed, the self-report method has been used 
extensively in criminology and remains the methodology of choice for many Australian 
and international research projects.6 Its weakness however, lies in the unconfirmed 
accuracy of historical recall in which respondents are required not only to remember
6 In Australia for example, all four major drug use research projects rely on the self-report methodology, 
including the DUMA program (Sweeney & Payne, 2012), the Illicit Drug Reporting System (Stafford & 
Burns, 2013), the National Drug Strategy Household Survey (Australian Institute of Health and Welfare, 
2011) and the National Prisoner Health Census (Australian Institute of Health and Welfare, 2011)
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and recite their life-course as a series of age-graded events, but to differentiate the 
temporal sequencing those events some 10, 20 or even 30 years later. For some events 
and critical life transitions such as marriage and school graduation, historical recall can 
be surprisingly reliable (Junger-Tas & Marshall, 1999). For other types of events, 
however, accuracy is far less certain (Lauritsen, 1998; Widom & Morris, 1997). In the 
criminological arena, the historical self-report method may be additionally biased either 
by an unwillingness to discuss sensitive issues on the one hand (McGregor & Makkai, 
2003), or the desire to exaggerate on the other (Huizinga & Elliott, 1986). Identifying to 
whom this bias pertains is difficult without internal survey reliability tests or, 
alternatively, without some element of corroborative data collection and analysis -  both 
of which were absent in the DUCO study.
Notwithstanding these limitations, it is also apparent that the DUCO study overlooked 
altogether a critical piece in the life-course puzzle, significantly limiting its value as a 
whole-of-career based study. The DUCO instrument did not, for example, included a 
single question about desistance despite it being among one of the only ‘brute facts’ in 
criminology to have received almost universal agreement (Ezell & Cohen, 2005; M. R. 
Gottfredson, 2005). Without exception, every developmental and life-course 
criminological theory posited a desistance process of one form or other. Gottfredson and 
Hirschi (1990) argued that aging out of crime was the norm, and that the process 
typically commenced by the late teens or early adulthood. By definition, Moffitt’s 
(1993) depiction of an adolescent-limited offender group incorporated a process of 
desistance from the late teens into early adulthood. These adolescent-limited offenders,
n
Moffitt (1993) argues, comprised almost 90 percent of the offender population.
7 The other 10 percent of the offender population according to (Moffitt, 1993) were ‘life-course 
persistent’. For this group, desistance was not a clear theoretical prediction, albeit unlikely.
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Sampson and Laub's (1993) Age-graded Informal Social Control theory was 
indisputably a theory of desistance in which the authors focussed largely on the role 
played by social capital and pro-social bonds as key transition points on the pathway to 
desistance. Even Blumstein and Cohen’s (1979) argument that individual-level 
offending remained constant for the duration of an active criminal career invoked a 
strong sense that while desistance may not be a gradual process, it was something that 
nevertheless occurred at some point for most offenders. DUCO’s silence on the issue 
appears to be a critical oversight for a research program built within a career based 
framework.
Finally, in an effort to summarise what was a complex series of quasi-longitudinal data, 
the authors of the each DUCO report opted for an offence-based classification system 
that had little support from existing criminological theory. In the first report for example 
(Makkai & Payne, 2003a), the final sample of 2,135 adult male prisoners was divided 
into a set of mutually exclusive offender groups. Membership was determined using 
each prisoner’s self-reported data on regular offending, resulting in three categories of 
regular offenders (regular property offenders, regular violent offenders and regular 
fraud offenders). A fourth group of regular offenders was identified comprising those 
who appeared not to specialise in any one offence type, but instead reported regular 
offending across a range of both property and violent offences. Combined, these four 
groups of regular offenders represented 58 percent of the total prisoner sample. Of the 
remaining 42 percent, 19 percent were able to be classified as regular drug sellers, 
regular drug buyers (who did not regularly sell drugs), or homicide offenders, while just 
less than one quarter (24%) were grouped into a final category of non-regular offenders 
of any crime type.
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According to the authors, the analytical decision to categorise offenders in the DUCO 
study was taken to illustrate the “variation that exists [in the] offending and drug use 
careers [of a] variety of different offender types” (Makkai & Payne, 2003a, p. 23). 
Arguably, the classification system used by the authors produced a series of seemingly 
mutually exclusive categories not inconsistent with the common conceptualisation of 
large offender populations in both the academic and policy community (M. R. Chaiken 
& Chaiken, 1984; Clinard, 2010; D. C. Gibbons, 1975; Kazemian, 2007). Classification 
by most serious offence, for example, is widely used by criminologists in Australia to 
provide some form of differentiated understanding of the offender population, and 
violent offenders are commonly differentiated from property offenders for practical and 
analytical purposes (see for example Sweeney & Payne, 2012). Analysis utilising such 
groups have been widely demonstrated as valuable in both bivariate and multivariate 
analysis explaining a range of criminal justice outcomes such as reoffending (Bradford 
& Payne, 2012). Additionally, policy makers and practitioners from across the criminal 
justice system are comfortable conversing in the language of ‘types’ and ‘typologies’, 
particularly as the response to crime and criminal justice evaluation has become more 
nuanced and targeted (Payne, 2007b).
Yet, quite separate to the debate over the applicability of the criminal career paradigm, 
the academic criminological community in 2001 was also still bitterly divided over the 
question of criminal types, offender typologies and trajectory classifications. Some 
theories posited the presence of distinct, aetiologically different criminal trajectories 
within the population (Moffitt, 1993), while others denied their existence and argued 
that attempts to identify them using increasingly sophisticated statistical techniques 
served only create a more complex system with little or no practical applications in 
policy (M. R. Gottfredson & Hirschi, 1990). In particular, Gottfredson and Hirschi
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(1990) dismissed the idea of groups and typologies based on offence types, suggesting 
that “[i]n spite of years of tireless research motivated by the belief in specialization, no 
credible evidence of specialization has been reported” (1990, p. 91). Instead, 
Gottfredson and Hirschi (1990) believed that any apparent specialisation would occur 
not because of an innate desire to specialise in one type of crime, but because a 
“defining feature of crime is that it is simple and easy” and that “obvious opportunities 
for an easy score will tend to repeat themselves” (1990, p. 92). At best, criminologists 
conceded that if specialisation did occur, it was mostly seen among older offenders and 
usually only after some years of a more diverse teenage and early-adulthood offending 
career (see Farrington, 2005).
Since the original DUCO study did not validate its offender groupings nor justify their 
selection based on pre-existing theoretical explanations, it is not clear whether the final 
groups represented a true set of mutually exclusive offender categories. More 
importantly, it seems that the classification system used by the authors was largely 
ignorant of the developmental nature of offending by omitting from the classification 
the timing and sequencing of key life-course events. The age of onset and the age of 
escalation to regular offending, for example, were analysed and compared post-hoc, but 
not used in any systematic way to classify offenders. As a consequence, two offenders 
some 20 years apart in age could well have been classified as regular property offenders 
simply because, by the time of their incarceration, the peak state of their self-reported 
offending was in one or more property offence types (i.e. the type of crime they most 
frequently committed). This is despite two potentially divergent developmental 
pathways preceding the onset of regular offending, not to mention the possibility that 
(even if desistance was unmeasured) one or both of these individuals were no longer 
regular offenders.
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Without confirmation or validation of the DUCO classifications, it is difficult to
confidently assess the drug use and other developmental differences between groups, 
where they exist. Perhaps more importantly however, the misspecification of and 
classification of offenders may go some way to explaining why in the DUCO study the 
drug use and criminal experience of different regular offending groups proved strikingly 
similar. For example, although largely overlooked in the summation of the results, 
closer examination of the published data reveals a number of important similarities. In 
particular, while the prevalence of lifetime and current drug use varied markedly 
between the groups, their broad temporal order did not. In fact, for every category of 
regular offender identified by the authors (Makkai & Payne, 2003a), antisocial 
behaviour preceded the onset of drug use and regular offending preceded regular drug 
use in the majority of cases. Similarly, the average interval between first onset of drug 
use and escalation to regular drug use (where it was reported) was no greater than two 
years for all drug types and similar results were seen for the escalation intervals 
calculated for offence-specific offending. Finally, there appeared to be greater variation 
in escalation intervals between offences within groups than when such escalation 
intervals were compared between groups.
It is this last observation that is perhaps the most injurious to the classification approach 
taken by the original authors of the DUCO study. The presence of what appears to be 
greater variance between individuals within groups, rather than between them, suggests 
that the classification process may not have captured sufficiently the underlying profile 
of persistent population heterogeneity. Put simply, the groups identified by the authors 
may not be sufficiently different from each other such that the identification of 
differences on key drug use indicators may also be spurious. That in their study (Makkai 
& Payne, 2003b) there was evidence of greater variability between individuals within
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groups than between groups suggests that any results regarding drug use can be 
interpreted only as a fuzzy middle-ground of a still persistently heterogeneous sample of 
offenders.
1.4: Drug courts in Australia -  a case for revisiting the DUCO
study?
In 2003, as the Australian Institute of Criminology prepared to deliver its first report on 
the DUCO study, many Australian jurisdictions were carefully nurturing their newest 
addition to the criminal justice system -  Drug Courts. First arriving to the Parramatta 
District Court in NSW in 1999, Drug Courts soon emerged as part of Australia’s 
response to tackling the growing community and political concern over the apparent 
drug problem across the country (Makkai, 1998). By 2002 Drug Court programs had 
been established in South East (2001) and North Queensland (2002), South Australia 
(2000), Victoria (2002) and Western Australia (2002) and although each program 
operated under different legislative or policy frameworks, they would all nevertheless 
share a common goal of diverting drug dependent offenders away from prison and into 
community-based drug treatment and rehabilitation services (Payne, 2005b). Unlike 
their early American cousins (Makkai, 1998), Drug Courts in Australia were largely 
established as an alternative to imprisonment for drug dependent offenders facing 
imprisonment (Payne, 2005b). Participants of each program would likely be directed to 
attend residential or prison-based drug detoxification, followed by a long-term 
community-based intensive rehabilitation program supervised by a team of 
professionals from the health and justice sectors. Treatment progress is to be reviewed 
regularly by a judicial officer and, while participation is voluntary, once committed, 
compliance is mandatory and monitored at the direction of the court.
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For many, the road to rehabilitation proves long and difficult. Although each program 
operates differently, in Queensland, Payne (2008) found that it took an average of 463 
days for an offender to complete all three phases of their Intensive Drug Rehabilitation 
Order (IDRO); for some, court supervised treatment can last as long as three years. 
Whilst on the program, participants were required to appear for an average of 12
o
appearances every six months before a specially trained Drug Court magistrate. They 
were also required to submit to an average of 48 random urine tests8 9 and participate in a 
range of treatment and rehabilitation programs including, most commonly, cognitive 
skills, relapse prevention and Life Skills programs. Failure to comply with any element 
of an IDRO most often resulted in the imposition of a sanction, while repeated non- 
compliance was typically met with an order of termination. Such was the intensity of 
the Drug Court program that in Australia, the majority of those who participated were 
eventually terminated. In Queensland alone, around 30 percent of Drug Court 
participants progressed to successful completion, while the remainder (70%) were either 
terminated for non-compliance or voluntarily withdrawn, opting instead to return to 
prison to serve out the remainder of their suspended sentence (Payne, 2008).10
Despite the seemingly high termination rates of offenders from Australian Drug Courts, 
evaluations have largely concluded these courts to be a worthwhile investment. For 
those who successfully complete a Drug Court order, there is little doubt that upon 
exiting the program, fewer return to commit new offences and, even if they do, the time 
taken to reoffend is longer and the frequency of reoffending is generally lower. In New 
South Wales for example, those who successfully completed the Drug Court program in
8 Court attendance requirements are lowered in each successive phase -  the average six-monthly 
appearance rates were 13.2 in phase 1, 11.4 in phase 2 and 7.9 in phase 3.
9 The frequency of urine testing is lowered with each successive phase -  the average month testing rates 
were nine in phase 1, eight in phase 2 and six in phase 3.
10 As at June 2006, 758 IDROs had been granted, 402 had been terminated, 37 had absconded and been 
terminated in absentia and 183 had graduated. The remaining 135 IDROs were still active.
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that state were 65 percent less likely than a control group to have been reconvicted of a 
new violent offence. They were also 35 percent less likely to have been reconvicted of a 
new property offence and 58 percent less likely to have been reconvicted of a new drug 
offence (Weatherbum, Jones, Snowball, & Hua, 2008). In Queensland, at 24 months 
from completion graduates were 33 percent less likely to have been reconvicted of a 
new property offence and 23 percent less likely to have been reconvicted of a new drug 
offence. The rate of offending by the graduates was 80 percent lower after leaving the 
Drug Court program and this post-treatment reduction in offending was greater than for 
those who terminated and those who were selected into a prisoner-based comparison 
group (Payne, 2008).11
Not surprisingly, those who fail to complete the Drug Court program have less 
favourable long-term outcomes. In Queensland, ‘terminates’ were largely 
indistinguishable from the prisoner comparison group (Payne, 2008) in that they 
exhibited near equal rates of offending upon both entry and exit from the program. The 
Drug Court did not necessarily improve the criminal justice outcomes for these 
offenders, but it didn’t worsen them either. In New South Wales, a separate set of 
discrete analyses was not provided for Drug Court terminates, however, that the 
‘intention to treat’ analysis (comparing both graduates and terminates to the 
comparison) produced less favourable outcomes than the ‘as-treated’ analysis 
(graduates only), suggests that Drug Court terminates had disproportionally higher rates 
of recidivism (Weatherbum et al., 2008).
11 The Queensland comparison group was comprised of 107 prisoners who were selected by the 
Queensland Department of Corrections as sharing a similar set of characteristics as those who entered the 
Drug Court program.
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Although the weight of available evidence has favoured the Drug Court model in 
Australia as being more effective than prison at reducing recidivism, the number of 
detailed studies of the Drug Court’s costs and benefits pales in comparison. In fact, the 
only comprehensive and independent cost-benefit study was conducted in NSW by 
Bureau of Crime Statistics and Research (BOCSAR) and the Centre for Health 
Economics Research and Evaluation (CHERE). In their initial report (Lind et al., 2002; 
Shanahan et al., 2004), the authors found that the NSW Drug Court program saved an 
average of only $7 per day of placement when compared to conventional sanctioning 
options, not including the costs and benefits of the programs’ impact on recidivism. 
Some six years later, researchers at CHERE returned to find that subsequent to a series 
of administrative, procedural and policy changes, the Drug Court in that state had 
become significantly more cost effective than conventional sentencing options 
(Goodall, Norman, & Haas, 2008), yielding a net saving of approximately $1.8 million 
per year.
Finally, after many years of watching drug users enter and exit the revolving door of 
prison, Drug Courts emerged as a more favourable option both in terms of outcomes 
and costs. Even despite some systematic differences, the results emerging from this 
comparatively young program in Australia seemed to mirror those in the United States 
and elsewhere (Goldkamp, White, & Robinson, 2001; D. C. Gottfredson, Najaka, & 
Kearley, 2003; Mitchell, Wilson, Eggers, & MacKenzie, 2012; D. B. Wilson, Mitchell, 
& MacKenzie, 2006), confirming that court-supervised community-based drug 
treatment and rehabilitation was a potentially long-term solution to both the rise of 
drug-related crime and the rise of the national imprisonment rate. Such has been the 
strength of the evaluation evidence across Australia that in 2012 the NSW government
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committed to opening a third Drug Court at the Central District Court in Sydney 
(Foschia & Hawke, 2013).
Against this backdrop, it was then surprising when in 2012 the newly elected Newman 
Government in Queensland announced the first ever closure of an Australian Drug 
Court program -  immediately ceasing the intake of Queensland’s five Drug Court 
programs. Much to the consternation of policy makers and practitioners (Moore, 2012), 
the Drug Court was just one of several innovative court-based diversionary schemes set 
for closure by an incoming government unconvinced of their benefits and desperately in 
need of significant fiscal savings across the state’s budget. For the Drug Court in 
particular, it was the Newman Government’s contention that because “only 400 
offenders had graduated from the program in 12 years” the “outcomes achieved ... did 
not justify the resources or the funding it required to operate” (Justice Minister Jarrod 
Bleijie, cited in Moore, 2012).
Central to Minister Bleijie’s justification for the closure of the Queensland Drug Court
program is reference to its relatively high termination rate, last estimated at
approximately 70 percent in that state (Payne, 2008). Certainly, that two in every three
Drug Court participants failed to graduate from the program is a concerning statistic by
12any measure. However, in the absence of any publicly available cost-benefit analysis 
the termination rate alone is not evidence that the program is less effective or more 
costly than its conventional alternatives. The evidence from NSW suggests that the 
closure of Drug Courts based solely on termination rates may be premature because
12 It was reported that the closure of drug and other diversionary courts would save the Queensland 
Government more than $35m over four years. Critics of the announcement, however, argued that the 
reduction in crime and imprisonment costs attributable to the Drug Court alone were an estimated $40m 
(Moore, 2012). Neither figure has been independently verified.
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overall outcomes can be improved if policies and procedures are revisited regularly and 
modifications to the same are evidence-based.
Exactly what will replace the Drug Court program in Queensland is not yet known, 
however the prospects for drug dependent users in that state look bleak in the absence of 
clear and proven alternatives (Fouras, 2013). For Drug Court programs in other states, 
the axe may not have fallen as yet, but their future is still far from certain as all 
governments enter a period of budget consolidation and fiscal austerity. Perhaps in 
NSW, the future is a little brighter than most owing to the swathe of independent and 
detailed cost effectiveness evaluations which have thus far provided some protection 
against the watchful eye of that state’s expenditure review committee. Even so, there 
remains an ever present need for ongoing and robust research on Drug Court programs; 
research that not only builds on existing evidence about what works and for whom, but 
also focuses on the more important questions of what doesn’t and why.
In Australia, given that relatively few courts that have been established nation-wide, 
efforts to improve Drug Courts have been largely framed as an exercise in the early 
identification and effective targeting of those most likely to succeed, coupled with the 
expeditious termination of those who are not. Freeman and Donnelly (2005) for 
example, argued that:
“[the] early identification of offenders who are likely to have difficulty 
complying with the Drug Court program requirements would allow the 
Court to identify offenders in need of additional support and supervision. It 
would also allow the Court to identify high-risk offenders and remove them 
at an earlier stage. The first outcome would improve the effectiveness of the 
Drug Court. The second would reduce its cost” (2005, p. 1).
Similarly, Makkai and Veraar (2003) suggested that:
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if the characteristics of those most likely to have difficulty completing 
the program are identified, then program resources could be organised to 
take these factors into account when determining the probability of program 
completion” (2003, p. 43).
In a comprehensive review of the international evaluation literature, leading Drug Court 
researcher John Goldkamp (2010) reminds us that impact (whether positive or negative) 
is not only a function of how a Drug Court operates, but also the context in which it 
operates and the attributes of the participants it seeks to treat. He argues that the 
generally supportive findings of the Drug Court evaluation literature are “on the whole, 
not comparable” because context and participant attributes are highly varied between 
programs and within programs over time (2010, p. 476). For this reason, Goldkamp 
(2010) places ‘offender attributes’ at the centre of his Drug Court causal model, 
reminding us that the target population brings with it a unique set of characteristics 
having the capacity to fundamentally alter individual-level outcomes. These attributes 
are many and varied, but include such things as the type of drug/s used, the 
developmental history of drug use, the prior history of drug treatment, and the extent to 
which drug use contributes to individual-level criminal participation.
Coupled with a suite of prior criminal justice experiences, these drug use attributes 
speak to what Goldkamp (2010) labels ‘a priori risk’ to describe the multitude of 
differences which have the potential to influence both outcomes during and after Drug 
Court participation. Taking some inspiration from developmental and life-course 
criminology, it is not difficult then to imagine that drug-dependent criminal offenders 
may enter into drug treatment and intervention programs having followed a series of 
developmentally distinct drug use and criminal offending trajectories13. Further, it is 
also not unreasonable to imagine that the influence of drug use on individual-level
13 This study seeks to examine the intersection of both the officially recorded criminal offending and self- 
reported drug use trajectories using Group Based Trajectory Modelling.
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offending may vary both within and between trajectories such that the drug-crime nexus 
can be considered path-dependent.
To the extent that path-dependency in the drug-crime relationship exists, then is it likely 
that individual-level outcomes of interventions such as Drug Courts will vary depending 
on which types of offenders it accepts and where along those trajectories the 
intervention occurs. To this, life-course criminology has a clear but important message 
for Drug Court practitioners and researchers; if relationship between drug use and crime 
is path-dependent and varies with age, so too will be the impact of interventions that 
seek to address it. 14
To the extent that the longitudinal and developmental intersection of drug use and crime 
contributes meaningfully to a priori risk, then the AIC’s DUCO data may hold within it 
some valuable and untapped insights with the potential to help shape the next generation 
of Australian Drug Court programs or their alternatives. In Queensland in particular, as 
policy makers and practitioners jostle on the question of ‘what comes after?’, revisiting 
the DUCO data from an alternate methodological perspective may uncover a series of 
new insights having the potential to improve the outlook for drug dependent offenders 
in that state. Above all else, by revisiting the DUCO study through the lens of 
developmental and life-course criminology, it is possible that this once largely
14 Failure to consider path-dependency may also have significant implications for the evaluation of drug 
treatment and Drug Court programs. In Payne’s (2008) analysis of the Queensland Drug Court for 
example, impact was measured using Growth Mixture Modelling to estimate the percentage change in 
offending before, during and after participation. Here, all Drug Court clients were grouped together and 
their rate of offending calculated for a period of two years either side of their intervention. If different 
participants of the Drug Court entered the program from different trajectories, and if the relationship 
between drugs and crime is path-dependent, then failure to account for latent criminality (controls for 
persistent heterogeneity) may have significant implications for the estimation of the Drug Court’s effect. 
At the very least, failing to account for persistent heterogeneity of this kind ignores the possibility that 
treatment effects themselves can be path and time dependent.
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descriptive study might just yield a “considerably more detailed analysis” as was 
foreshadowed by its critics some 10 years ago (Urbis Keys Young, 2004, p. 39).
1.5: Aims of this research
This thesis augments the Queensland component of the AIC’s adult male DUCO study 
with a series of officially recorded criminal conviction data, bringing with it a new 
perspective on the longitudinal development of criminal careers in Australia. We use the 
Group-Based Trajectory Modelling (GBTM) (Nagin & Land, 1993; Nagin, 2005, 2010) 
technique to locate within this prisoner population a set of unique developmental 
pathways. It is from this foundation that we extend our understanding of the drug-crime 
relationships by examining their variance and covariance over time. Since its 
introduction to quantitative criminology, GBTM has revolutionised the analysis of 
complex criminal trajectory data and now provides an additional suite of tools through 
which the DUCO study can be revisited, its data reanalysed, and its conclusions 
reconsidered.
In recasting the original DUCO study (Makkai & Payne, 2003a) within a developmental 
framework, this thesis seeks to redress some of its key limitations and analytical 
shortcomings. By doing so, this thesis aims to contribute, from an Australian 
perspective, to the ongoing conversation in developmental and life-course criminology 
by answering the following key questions:
■ To what extent are there a series of unique conviction trajectories for this 
Queensland sample of prisoners?
■ To what extent are these trajectories consistent with contemporary developmental 
criminological theory and leading empirical research using the GBTM technique?
30
■ To what extent do the members of different trajectory groups vary with respect to 
the prevalence of drug use, the age at which they started drug use and the speed 
and sequence through which they transitioned to regular drug use?
■ To what extent does the onset of drug use alter, for better or worse, the 
developmental pathways of different trajectories? Does drug use have a more 
pronounced impact on some trajectories and not others such that the drug-crime 
relationship can be described as path-dependent?
■ Is the impact of drug use different for offenders following different drug use 
pathways (sequencing and speed of escalation) and to what extent do different 
drug use trajectories influence different conviction trajectories?
■ How might a more nuanced understanding of criminal trajectories assist policy 
makers and practitioners in the more efficient and effective targeting and 
treatment of drug dependent offenders in the criminal justice system?
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Chapter 2: Revisiting the Great 
Debates
2.1: The Criminal Career debate
Central to the aims of this research and the methods employed herein sits Daniel 
Nagin’s (2005) Group Based Trajectory Modelling (GBTM) technique. First described 
in 1993, GBTM was introduced largely as an effort to help adjudicate a long-standing 
criminological debate regarding the relationship between age and crime (Nagin & Land, 
1993). At the time, several developmental and life-course theories had emerged with the 
intention of settling, once and for all, the ongoing debate over the nature and 
composition of the ubiquitous inverted-u shape of the aggregate age-crime curve.
One such theory, proposed by New Zealand psychologist Terrie Moffitt (1993), was 
that of a dual taxonomy consisting of two aetiologically and quantitatively distinct 
offender typologies.15 By contrast, Michael Gottfredson and Travis Hirschi (1990) 
argued against a reliance on unnecessarily complex typological explanations when, in 
their view, the relationship between age and crime was uncomplicated and invariant. 
Unlike Moffitt (1993a), Gottfredson and Hirschi (1990) argued that the age-crime curve 
was not the middle ground of a vastly heterogeneous population made up of distinct 
offender typologies. Instead, the relationship between age and crime (represented by its 
shape) was the same for all offenders, varying only in degree but not kind.
15 Technically, Moffitt (1993a) also proposed a third group of individuals who abstained and avoided 
antisocial behavior altogether.
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In this context, GBTM emerged as a statistical technique with the capacity to partition 
the aggregate age-crime curve into a set of descriptive statistical clusters, akin to a set of 
discrete longitudinal offence trajectories (Nagin 2005). The shape of the age-crime 
curve for each of the resulting clusters would, if vastly different and supported by 
different aetiological explanations, lend support to taxonomic theories such as Terrie 
Moffit’s (1993). On the other hand, it was also argued that a failure of the method to 
identify clusters with meaningfully different trajectories would serve to reject 
typological accounts and lend greater support to the invariance hypothesis espoused by 
Gottfredson and Hirschi (1990).
In any event, underpinning GBTM and the developmental and life-course 
criminological debates from which it emerged are a number of important conceptual 
issues that require further exploration. Therefore, it is important firstly to reflect on its 
history with a view to understanding its origins and to appreciate criminology’s ongoing 
fascination with the age-crime curve. Second, to understand the theoretical foundations 
of GBTM it is necessary to appreciate the nature and importance of several key 
concepts, such as ‘persistent population heterogeneity’ and ‘state dependence’, as 
explanatory processes that feature to varying degrees in all developmental explanations 
of crime. Finally, given the earlier critique of the AIC’s DUCO study as having paid 
little attention to the existing empirical and theoretical landscape, it is important to 
reflect on these early beginnings and to rediscover that which was overlooked.
2.1.1: Origins of the Criminal Career debate
We begin this journey with the work of Benjamin Avi-Itzhak and Reuel Shinnar, two 
engineering academics from New York who in 1973 proposed a detailed statistical 
model of aggregate crime rates, providing one of the first tools for assessing the
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differential crime prevention impact of several criminal justice policies. As engineers in 
a growing metropolis, their efforts were driven not only by their expert knowledge of 
mathematics and probability theory, but by their concern that “violent crime is one of 
[the] most urgent and difficult urban problems [having] strong effects on the way cities 
develop or deteriorate” (Avi-Itzhak & Shinnar, 1973, p. 185).
To underscore their concern and justify their pursuit, the authors commence with a 
presentation of crime rates (expressed as victimisation probabilities) across five 
geographical locations in the city of New York.16 They estimated that in 1970 any 
randomly selected resident would, on average, be the victim of approximately 4.3 
episodes of criminal victimisation by the time of their 70th birthday. While residents of 
the city’s most crime-prone location, Manhattan, had the highest probability of 
victimisation (7.9 episodes of victimisation), even those residing in New York’s safest 
community had a lifetime probability of victimisation that exceeded 80 percent. To 
highlight their concern, the authors compared these data with a series collected from the 
same locations some 30 years earlier, discovering that the lifetime probability of violent 
victimisation (including murder, rape, robbery and assault) had increased eight-fold. To 
this, Avi-Itzhak & Shinnar (1973) aptly concluded that while a city dweller in 1940 
“could go through his life with only a small chance of personally experiencing a violent 
crime”, by 1970, “that small chance had become almost a certainty” (1973, p. 187).
In responding to these figures, Avi-Itzhak & Shinnar (1973) introduced a mathematical 
model that, although modestly described by its authors as “elementary” and unlikely to 
“fit reality in all its details” (1973, p. 212), nonetheless provided the necessary 
simplicity for estimating the probable impact of major changes in criminal justice policy
16 Manhattan, Brooklyn, The Bronx, Queens and Richmond.
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settings. Appraised by others as “simple and elegant” (Nagin & Land, 1993) their 
stochastic model depicted population-level crime rates as determined by a finite number 
of offenders who; (1) commit crime at a Poisson rate; (2) remain involved in crime for a 
stochastically determined duration; and (3) whose official criminal involvement is 
affected by variable probabilities of conviction and differential sentencing outcomes. 
Their aim was to illustrate whether, and to what extent, crime rates could be reduced by 
increasing the use of imprisonment for New York’s most prolific criminal offenders. By 
doing so, they concluded that the incapacitating effects of incarceration were a vital 
public policy tool whose manipulation had the potential to deliver sustainable 
reductions in crime across the city (Avi-Itzhak & Shinnar, 1973).
Of all their findings, the conclusion that increasing imprisonment may help to reduce 
aggregate crime rates was among the most influential. If nothing else, the work of these 
two engineers served to reinforce what was largely becoming a widespread trend in 
criminal justice thinking at that time. According to Allen (1981, p. 18) the 1970s were 
witness to a “radical loss of confidence in political and social institutions”, leading 
academics and criminal justice practitioners to question the true crime-reducing value of 
traditional policies spawned from the then populist sociological perspectives of criminal
17 In testing the model against historical data, the authors pointed to a rather complex relationship 
between the police and the judiciary. The analysis suggested that neither sentencing severity (length of 
incarceration) nor prosecutorial effectiveness (probability of conviction) could independently affect 
changes in crime rates (Avi-Itzhak & Shinnar, 1973). Instead, it was found that the crime-reducing impact 
of short-term policy manipulations were maximized only when the broader policy environment was 
similarly conducive to change. Crime rates, for example, were found to be “insensitive” to improvements 
in prosecutorial effectiveness when the severity of sentencing was not simultaneously appreciable (1973, 
p. 198). Moreover, the maximum benefit of increasing the average length of incarceration could only be 
achieved in an environment where conviction probabilities were concomitantly high. In concluding, the 
authors remarked that “when sentencing is light, little can be achieved by increasing the effectiveness of 
the police, and when effectiveness is low, little can be obtained by increasing the [average length of 
incarceration]” (1973, p. 199).
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activity. At the centre of this burgeoning discussion stood penal policy and the role of
prisons to incapacitate would-be offenders from engaging in serious crime.18
Just two years after Avi-Itzhak and Shinnar (1973) first published their work, Shinnar 
and Shinnar (1975) released an update that further extended the concept and 
measurement of incapacitation using more detailed crime data from across New York. 
This time, however, the use of imprisonment was not applied equally across the entire 
offender population, but was rationed disproportionately, both in terms of probability 
and length, to some of the city’s most prolific and dangerous offenders. This early 
recognition of the selective use of imprisonment as a crime control tool suggested that 
applying longer sentences to the most serious and frequent offenders could help to drive 
violent crime rates down by up to 25 percent. Although not all researchers were as 
generous in their estimates of the ‘incapacitation effect’, the seemingly simple notion 
that the selective use of imprisonment could significantly impact crimes rates was an 
extremely attractive proposition. As Todd Clear (1996, p. 2) pointed out, these early 
results had significance for both criminologists and the community alike. He writes that 
“for New Yorkers whose lives seemed increasingly besieged by crime, any estimate like 
this [25 percent] must have seemed to offer powerful respite” (1996, p. 2).
18 According to Auerhahn (1999), retribution, rehabilitation, incapacitation and deterrence are widely 
recognised as the four primary goals of imprisonment and each has, at varying times throughout U.S. 
history, been heavily influential in the construction of the ideology that shaped prevailing incarceration 
policy. During the 1970s, at the same time Avi-Itzhak and Shinnar (1973) were developing their model, it 
was clear that incapacitation was of most interest (Clear, 1996). There were a number of reasons for this. 
First, deterrence was extremely difficult to measure and so in the absence of appropriate data and 
adequate mathematical models, bridging the gap between theory and evidence seemed a near impossible 
task. Second, the 1970s were witness to a significant decline in support for the rehabilitative ideal (Allen, 
1981; Cullen, Pealer, Fisher, Applegate, & Santana, 2002), having suffered a significant setback after the 
now notorious declaration by Lipton and his colleagues that "nothing works" (Lipton, Martinson, &
Wilks, 1975; Martinson, 1974). Third, the 1970s and early 1980s were witness to what Feeley and Simon 
(1992) described as "the new penology”: a movement in criminology that redefined the role of penal 
institutions as “managerial” and “not transformative" (1992, p. 452); one that ultimately shifted the 
emphasis from treating individuals to the efficient management of dangerous offenders (Auerhahn, 2002), 
and one in which the mathematical models developed by Avi-Itzhak and Shinnar (1973), as well as those 
who followed (S. H. Clarke, 1974; Greenberg, 1975; Shinnar & Shinnar, 1975), played a large role.
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Notwithstanding the size of the estimate or the merits of their calculations, Shinnar and 
Shinnar (1975) had good reason to believe that selectively targeting some offenders 
with disproportionately long prison sentences was good public policy. For some years, 
criminological research had demonstrated the disproportionate impact that a small 
number of offenders could have on aggregate crime rates. Consider, for example, the 
seminal work of Marvin Wolfgang and his colleagues from the University of 
Pennsylvania (Wolfgang, Figlio, & Sellin, 1972). Recognised among criminologists as 
one of the most influential of the last 40 years (Piquero et al., 2007) the Wolfgang et al., 
study found that only a small number of ‘chronic offenders’ were responsible for a 
disproportionately large share of recorded crime. Specifically, the authors examined 
police contact histories of a representative sample of nearly 10,000 young males born in 
the city of Philadelphia in 1945. Using information on their criminal offending between 
the ages of 10 and 18 years, the authors found that 627 individuals had been involved 
with the police on five or more occasions-accumulating a total of 5,305 episodes of 
contact with the police. Representing just six percent of the entire birth cohort 
(n=9,945), or 18 percent of the delinquent subset (n=3,475), these so-called “chronic 
recidivist offenders” were responsible for 52 percent19 of all episodes of crime recorded 
for the entire 10,000-strong sample (Wolfgang et al., 1972).
Although criminologists had long believed that a subset of the offender population was 
responsible for a disproportionate amount of crime (Glueck & Glueck, 1950, 1968), this 
analysis of data from the 1945 Philadelphia birth cohort is credited as the first to have 
shown “just how small the chronic offender group really was, and just how skewed their 
rates of offending really were” (Tracy, Wolfgang, & Figlio, 1990, p. 15). Described as
19 Crime specific analysis showed that the chronic recidivists were also responsible for an even greater 
share of the more serious offences, having committed 71 percent of the homicides, 73 percent of the 
rapes, 83 percent of the robberies, and 69 percent of the aggravated assaults
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‘chronic recidivists’, their presence was later reconfirmed in a second and similar study 
conducted by the same research team (Tracy et al., 1990), as well as by other 
researchers using different methodologies (Shannon, 1982; D. West & Farrington, 
1977), among different offender groups (Moffitt, Avshalom, Rutter, & Silva, 2001; 
Piquero & Buka, 2002) and in settings outside of the United States (Guttridge, Gabrielli, 
Mednick, & Teilmann Van Dusen, 1983; Moffitt et al., 2001; Nevares, Wolfgang, 
Tracy, & Aurand, 1990; Pulkkinen & Rutter, 1988; Wikström, 1985). Such has been 
the consistency of Wolfgang et al.’s (1972) chronic-offender thesis that Piquero, 
Farrington and Blumstein (2007) suggest no other research finding is as well known 
among criminology students and scholars, nor more widely used among crime 
prevention policy makers and practitioners.
Even if history most clearly remembers the Philadelphia birth cohort study for its 
relatively small, yet disproportionate chronic recidivist offender population, the research 
conducted by Wolfgang et al., (1972) was far more detailed. In addition to the 
examination of arrest frequencies, the authors also explored a range of alternative 
indicators in an effort to illustrate the comparative differences between these chronic 
offenders and their less frequent or otherwise non-delinquent peers. Their results 
painted an interesting but familiar picture, consistent with earlier criminological work 
(Glueck & Glueck, 1950), of a poorly educated young offender raised in a less than 
favourable economic, family and social environment. For example, Wolfgang et al., 
(1972) found that while white, non-delinquent juveniles reported an average IQ of 110, 
their chronic offending peers reported an average IQ of between 93 (for African 
Americans) and 98 (for Caucasians). Accordingly, these chronic offenders were 
identified as having lower than average school potential, lower than average school 
graduation rates, and younger than average school dropout rates. They were also more
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likely to have come from lower socioeconomic backgrounds, to have commenced their 
offending at earlier ages, and to have moved house on significantly more occasions than 
their non-delinquent or less frequent delinquent peers (Wolfgang et al., 1972).
For Shinnar and Shinnar (1975) these findings added strength to the potential that 
selective and targeted intervention (principally through imprisonment) could be 
reasonably expected to deliver significant decreases in the number and seriousness of 
offences committed across their home state of New York20. Their position -  one which 
has since received wide support (Howell, 2003; Mulder, Brand, Bullens, & Van Marie, 
2010) -  was also echoed by Wolfgang and his colleagues only a few years earlier:
‘It is clear, after closer examination of the chronic recidivists, that any 
social intervention that could stop these delinquent cases before they go 
beyond their fourth delinquency would decrease significan tly the number of 
offences committed by a birth cohort. Such social action, if concentrated on 
the lower SES chronic offenders, would not only reduce the amount but also 
the seriousness of the offences committed ”  (1972, p. 105).
A corollary of the chronic offender thesis was undoubtedly the rise to prominence of 
selectivity as a new guiding principle for criminal justice interventions, focused on the 
apprehension, prosecution and incapacitation of those who seemingly made a career out 
of crime. In her review, Joan Petersilia (1978) described some of the early 
developments in U.S. criminal justice policy, noting that a “national strategy towards 
remedying the handling of recidivism took root in 1974 when [the Law Enforcement 
Assistance Administration] began funding the Criminal Career Prosecution Program 
(CCP), which enabled prosecutors to devote special attention to defendants who had 
been charged with targeted crimes and/or who had serious criminal records” (1978, p.
20 Chaiken and Chaiken (1982) offer another popular explication of the chronic offender thesis. Based on 
self-report interviews with over 2000 incarcerated offenders in California, the authors identified a subset 
of 40 offenders, each of whom were responsible for approximately 132 robberies, 18 assaults, 516 
burglaries, 578 fraud offences and 4088 drug offences each year. The authors dubbed this group the 
“violent predators” .
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2). Accordingly, these special units were set up with the intention of obtaining a “higher 
rate of conviction at a more serious charge level than would otherwise be realized by 
routine prosecution” (1978, p. 2). These special units were considered by many as “an 
appropriate response to the evidence” produced by the Philadelphia birth cohort 
(Petersilia, Honig, & Hubay, 1980, p. 1) and the findings presented by Avi-Itzak and 
Shinnar (1973) on the need for increased prosecutorial effectiveness. Similarly, in a 
body of research funded by the RAND Corporation, Peter Greenwood and Allan 
Abrahamse (1982) offered a statistical prediction model that they believed should 
underpin selective determinations by the judiciary and criminal justice administrators on 
the disproportionate incapacitation of career criminals. Identified by any three of seven 
personal and criminal factors, Greenwood and Abrahamse (1982) projected that 
mandatory eight-year prison sentences for high-rate offenders would reduce robbery in 
California by up to 20 percent; a policy they considered justified because “the 
incapacitation effect of imprisonment is heavily dependent on the average offense rate 
of the incarcerated offenders” and thus any change that increased the incarceration ratio 
of high-rate to low-rate offenders would “increase the incapacitation effect achieved by 
a given prison population level” (1982, p. 9).
Capitalising on the inertia of the incapacitation ideal, Greenwood and Abrahamse’s 
(1982) paper on selective incapacitation stimulated much debate among criminologists 
and criminal justice policy makers alike. Yet for all it promised, selective incapacitation 
was by no means a panacea. To the contrary, the practice itself raised a number of 
hurdles which for some in the field seemed insurmountable (Auerhahn, 1999;
21 The seven factors identified by Greenwood and Abrahamse (1982, p. 52) were: (1) A prior conviction 
for the current offence type; (2) Prior incarceration for more than 50 percent of the preceding two years; 
(3) A conviction before the age of 16 years; (4) A history of detention in a state juvenile facility; (5) Drug 
use in the preceding two years; (6) Drug use as a juvenile; and (7) A recent employment history of less 
than 50 percent of the preceding two years.
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Blackmore & Welsh, 1983; D. M. Gottfredson, 1987, 1987; S. D. Gottfredson &
Gottfredson, 1985, 1994; Visher, 1987; Von Hirsch, 1986). To be sure, Greenwood and 
Abrahamse’s (1982) offender classification model was heavily reliant on information 
about an individual’s offending and personal history collected through a self-report 
survey. However, as critics (M. R. Gottfredson & Hirschi, 1986; S. D. Gottfredson & 
Gottfredson, 1985) of selective incapacitation pointed out, for the policy to be a viable 
solution with global application and utility, any such classification system would need 
to be available to judicial officers at the time of sentencing. Judges would, therefore, 
need to rely solely on information available in administrative criminal justice data 
systems because the sheer volume of work required to implement a self-report survey of 
all potential prisoners was clearly an impractical (not to mention costly) solution.
Notwithstanding these practical issues, the idea of selective incapacitation would soon 
prove ethically unpalatable for many in the criminal justice field as it ran contrary to 
several fundamental principles that underpinned the United States justice system. 
Ethically, the disproportionate incarceration of offenders based on crimes they were 
predicted to commit was an uncomfortable proposition, especially since the research to 
date had already indicated a relatively constant, but stochastically determined 
probability of criminal career termination (Wolfgang et al., 1972). All things being 
equal, this meant that even the best predictive tools were likely to incorrectly classify 
some low-rate offenders as high-rate, while others (even if correctly-classified) would 
be disproportionately incarcerated for long periods of time despite the probability that 
their criminal careers would terminate naturally after only a few years. Add to this the 
fact that the use of preventative detention had already been widely discredited (Packer, 
1968; Von Hirsch, 1984) and it soon became clear to some that selective incapacitation 
was more problematic than first thought because not only does it seek to prevent crimes
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that might be committed in the future, it does so based primarily on retrospective 
activities for which individuals have not yet been adjudicated as criminally responsible. 
Accordingly, Cohen (1983, p. 180) suggests that punishing offenders based on crimes 
for which they have not been formally convicted “runs counter to the principles of just 
deserts”, while sentencing them for crimes they are predicted to commit “runs counter 
to tenets of free will and justice”. These concerns were further underscored by the
reality that even Greenwood’s seven-factor classification system correctly classified
22only 51 percent of offenders, leaving a false-positive classification rate of 48 percent
23
In a few short years, the academic and policy landscape had begun to transform in ways 
not previously seen in criminology. These seemingly seismic shifts occurred as a 
product of what Clear (1996, p. 3) argues was a “punishment and control movement” 
whereby criminological endeavour had become dominated by a commitment to two key 
principles. The first, he argues, was that the “proper response to crime requires a focus 
on coercively doing things to individuals caught by the criminal justice system” and 
second, that once caught, “scientific experts can know what is best to do with those 
offenders” (1996, p. 3 emphasis added). Both ideas are said to have significantly shaped
22 More detailed analyses of the same RAND data by Cohen (1983) and later by Visher (1986) increased 
the false-positive identification rate to 55 percent. Consequently, there was widespread consensus that 
Greenwood’s (1982) model does particularly well at identifying offenders at the low end of the offending 
spectrum, but not so well for the high-rate offenders that it was designed for. As such, it has been 
suggested that prediction models like these might be more useful as a tool for informing early release 
decisions rather than selective sentencing decisions (Auerhahn, 2002).
22 Greenwood (1982) was all too aware of the ethical issues raised by selective incapacitation policies, 
but didn’t consider these concerns justification for disbanding the idea entirely. He retorted: “Under a 
policy of selective incapacitation, some of the offenders who would be characterized as high-rate 
offenders and sentenced to longer terms would not actually have high offense rates. This possibility may 
offend some who would apply the same standards required for conviction-proof beyond a reasonable 
doubt-to the identification of high rate offenders. Nevertheless, for a number of reasons, the concept of 
selective incapacitation should not be immediately judged categorically unacceptable on ethical grounds 
... It should be remembered that the model defined in this report should not be tested against completely 
accurate predictions, which we can never have, but against the current system” (1982, p. 27).
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major advances in the statistical and analytic techniques that subsequently underpinned 
scientific pursuit of ‘career criminals’ and the explication of their criminal careers.
There is perhaps, no better illustration of the enormity of this transformation in 
criminology than the commissioning and release of two major reports funded by the U.S 
National Research Council and National Academy of Sciences24. The first was produced 
by a team of experts under the auspices of the Panel on Research on Deterrent and 
Incapacitative Effects (Blumstein, Cohen, & Nagin, 1977). It was in their final report in 
1977, after an extensive literature and empirical research review, that the authors 
summarised the evidence supporting incapacitation as a crime control tool as 
‘promising’, but in serious need of more rigorous and robust investigation. Among 
other things, their report called for greater investment in “model development ... to 
reflect more accurately variations of individual criminal activity” and highlighted the 
need for more research on criminal career variations which examine the profile of 
offending “as an offender ages or accumulates a criminal record” (1977, p. 13). Finally, 
the panel recommended that further investigation was needed to better understand the 
relationship “between individuals’ crime rates and their likelihood of being 
apprehended, their career length, and other variables characterising individual criminal 
careers” (1977, p. 13).
It was in the wake of these recommendations that the National Institute of Justice 
convened a second expert panel, known formally as the Panel on Research on Criminal 
Careers (Blumstein et al., 1986). Their role was to extend on earlier work by examining 
the feasibility of predicting the future course of criminal careers, assessing the effects of
24A third report, published by the Panel on Research on Rehabilitative Techniques was produced in 1979. 
That panel spent some two years examining the research on offender rehabilitation and confirmed, at least 
for the most part, what Lipton and his colleagues noted in 1975: that “nothing works” in rehabilitating 
offenders (Sechrest, White, & Brown, 1979).
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prediction instruments in reducing crime through incapacitation, and reviewing the 
contribution of research on criminal careers to the development of fundamental 
knowledge about crime and criminals. The panel’s work was extensive and far reaching. 
It reviewed a long list of both academic and policy relevant research since the 1950’s 
(including the work of Avi-Itzhak & Shinnar, 1973 and Wolfgang et al., 1972), and 
commissioned new research by leading criminologists and social scientists of the time.
In many respects, their final report remains one of the most influential and yet 
controversial in criminology, but not because the recommendations were in themselves 
particularly ground-breaking. Rather, it was because this final report set about 
developing a framework that would subsequently shape criminological research (at least 
government funded research) both in the United States and internationally for many 
years thereafter. Now commonly referred to as the ‘criminal career paradigm’ (Piquero 
et al., 2003), this framework became increasingly popular as a method for 
conceptualising the longitudinal course of criminal development. It would later be used 
to underpin advances in criminological research methodology as well as to justify 
programs, policies and interventions in the criminal justice sector. The framework was 
based on three guiding principles: (1) that an individual offender’s longitudinal 
offending trajectory (the career) is made up of separate and measureable units (onset, 
persistence and desistance) around which distinct research questions could be 
formulated; (2) that these key aspects of one’s career in crime have different aetiologies 
that require independent investigation; and (3) that criminal offenders, based on the sum 
of the parts of their criminal career, could be classified into meaningful offender 
typologies and whose existence justified policies and programs that were differentially 
targeted. The authors highlighted what they believed justified this approach:
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'‘If a causal factor strongly affected only one of [the] career dimensions, 
variation in the others could mask that relationship when crime is measured 
in terms of the aggregate rate. Since different factors are likely to affect the 
different dimensions of criminal careers, it is important to isolate those 
dimensions to assess each factor's respective influence” (Blumstein et al.,
1986, p. 2).
In the years following the release of the report, its authors spent much time defending 
the criminal career paradigm as an important conceptual framework for the study of 
longitudinal development in criminal behaviour. Although in many circles it was 
credited as a useful tool that provided key support for new incarceration-oriented 
policies, it was also heavily discredited in others. Among the critics stood Michael 
Gottfredson and Travis Hirschi, who believed the criminal career paradigm promised 
much, but delivered nothing other than “pretentious slogans” that “limited thinking 
about crime ... ignored research contrary to its assumptions, and proposed to lead 
public policy about crime in the wrong direction” (M. R. Gottfredson & Hirschi, 1988, 
p. 37). Their distaste with the proliferation of the criminal career paradigm was so 
formidable they even criticised it for having “saturated” the criminological language to 
the point that it “so dominates discussion of criminal justice policy and so controls 
expenditure of [U.S] federal research funds that it may now be said that criminal justice 
research [in the U.S] is centrally planned” (M. R. Gottfredson & Hirschi, 1986, pp. 
213-214). Of all their criticisms however, perhaps the most injurious was their 
declaration that the paradigm’s interpretation of the basic underlying relationship 
between age and crime was simply “contrary to established facts in criminology” (1986, 
p. 222) and that such a fundamental error cast serious doubt on the appropriateness, not 
to mention efficacy, of the various policy responses that had surfaced in its wake.
Gottfredson and Hirschi’s (1986) position was simple: any attempt to manipulate public 
policy in ways that placed additional emphasis on selectivity was destined to fail
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because the efficacy of such polices relied heavily on the false assumption that chronic 
offenders could be identified early enough, and that their offending lasted long enough 
to justify selective intervention. In a system where the judiciary was already heavily 
reliant on prior criminal history records for making sentencing decisions, Gottfredson 
and Hirschi (1986) wondered what additional information that same administrative 
system could provide to further inform an even greater reliance on the principles of 
selectivity. They criticised any attempt do so as “ironic”, because researchers would 
inevitably need standard criminal justice records to identify “an obviously serious, 
dangerous offender whose character has [already] gone unrecognised by criminal justice 
practitioners” (1986, p. 217). Moreover, any apparent success in doing so was likely to 
be misleading, and the effects of subsequent policies short-lived, because by the time 
they are finally identified these career criminals are already likely to be on the 
downswing in their criminal offending, surpassed already by a new cohort of younger 
high-rate offenders who are equally unidentifiable through standard criminal justice 
resources. The authors called this the “20-20 hindsight of criminal career research” 
(1986, p. 217) -  a commentary on the paradigm’s excellent ability to identify offenders 
retrospectively, but a critique of its actual ability to deliver practical information for 
policies whose implementation required prospective offender identification.
What followed Gottfredson and Hirschi’s vociferous attack of the criminal career 
paradigm has since been described as one of the greatest and most protracted debates 
ever played out in the field of criminology (Void, Bernard, & Snipes, 1998). On one 
side of the argument stood those who believed that the efficacy of policies in the 
criminal justice sector could be enhanced by the pursuit of career criminals, mainly 
because such offenders not only contribute disproportionately to population crime rates, 
but because they also defy the tendency of the majority by remaining involved in crime
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for a substantial portion of their life. On the other side, stood those who believed that no 
single group of offenders remained criminally active for excessive periods of time and 
that aging out of crime was the norm. For these scholars, the pursuit of career criminals 
served only to retrospectively identify offenders who no longer posed the greatest 
prospective risk to the community.
Although an interesting piece of history in its own right, the criminal career debate itself 
was the veneer of a more fundamental discussion about three empirical irregularities (or 
regularities, depending on which position one takes) that would continue to plague 
criminology for years to come. These were: (1) the relationship between age and crime; 
(2) the coexistence of between-individual continuity and within-individual change in 
criminal involvement; and (3) the importance of persistent population heterogeneity and 
state dependence as explanatory paradigms in developmental and life-course 
criminology. Each played a significant role in shaping the theoretical and 
methodological approaches that subsequently emerged and it is for this reason we now 
turn to describe briefly their contribution to the development of criminological thinking.
2.1.2: Age and crime: brute fact or bone of contention?
A scholar now regarded as one of the first to use the law of great numbers to interpret
social and criminological phenomena (see Fattah, 1997), Adolphe Quetelet, remarked as
early as 1831 that “of all the causes which influence the development of the propensity
to crime, or which diminish that propensity, age is unquestionably the most energetic”
(Quetelet 1842 , reprint 1972). Using data on crimes committed against persons and
property in France between 1826 and 1829, Quetelet observed that age was not only
pivotal in explaining why individuals stopped committing crime, but was also important
25 First published in French in Treatise o f Man and later translated by S.F. Sylvester and published in The 
heritage o f modern criminology (For more detail see Beirne, 1987).
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for explaining changes to the nature of their criminal activity over the age distribution. 
He is credited (see Maruna, 1997) as arguing that the proclivity to crime declines with 
age “due to the enfeeblement of physical vitality and the passions” (cited in W. Brown 
& Miller, 1988, p. 13) and because with age, “cunning replaces force, and trickery 
replaces violence” (cited in Fattah, 1997, p. 209).
Such has been the consistency of research into age and crime that few criminologists 
dispute their interconnectedness. In many cases, the relationship is commonly depicted 
by the so-called ‘age-crime curve’ -  a graphical representation of the distribution of 
criminal events across the age range of the population. The curve is computed by 
dividing the total number of arrests of persons of a given age by the number of 
individuals in the population at that age. It shows an inverted-j shaped function that 
steadily increases during the teenage years, peaks somewhere between the late teenage 
and early adulthood years and then declines across the remaining age range. This 
ubiquitous relationship between age and crime has been identified as relatively invariant 
across vastly different cultural settings and time periods, despite very different social 
and political environments (L. Cohen & Land, 1987; Hirschi & Gottfredson, 1983; 
Steffensmeier & Harer, 1987). Accordingly, Hirschi and Gottfredson (1983) suggested 
that the evidence supporting the age-crime relationship is so robust that “the distribution 
thus represents one of the brute facts of criminology” (1983, p. 552)26.
And yet, despite its omnipresence in crime data of various types, in various locations, 
and in various historical time periods, there is nothing simple about the age-crime curve. 
That it exists (and is easily identifiable) in aggregated population-level crime statistics 
is only part of the overall story since understanding and providing an explanation for
26 Goring (1915) called the age-crime relationship a “law of nature” .
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why it occurs -  one that also accounts for individual-level criminal offending behaviour 
-  has been the fundamental source of much disagreement in criminology. Such was the 
controversy about age and crime that Hirschi and Gottfredson (1983, p. 552) suggest 
this one simple fact “easily qualifies as the most difficult ... in the field”. Similarly, 
Moffitt (1993, p. 675) described it “the most robust and least understood empirical 
observation in ... criminology”, while Lauritsen (1998, p. 127) suggested that “few 
substantiative issues ... have been more contentious than those raised by the study of 
age and crime.”
To understand how such a universal relationship can be so contentious, it is necessary to 
remember that the aggregate age-crime curve is a single representation of the average 
population rate of offending at each age. But, like all averages, the age-crime curve 
represents only a mid-point whose underlying data can take any number of different 
forms. For simplicity, suppose that the aggregate curve is generated from one of two 
possible scenarios. Either, it is the averaged result of a broadly homogenous population 
whose individual criminal offending profiles follow a roughly equivalent shape or, it is 
the relatively unrepresentative middle-ground of a vastly heterogeneous offending 
population whose individual age-crime curves have many different shapes and sizes. As 
highlighted by Gottfredson and Hirschi (1986), the answer to this question would have 
significant implications for policies that emphasised incapacitation and selectivity as 
effective crime control tools. If, for example, the relationship between age and crime 
was roughly the same for all offenders, then efforts to identify a select group of career 
criminals would prove futile since there are few early criminal offending indicators that 
distinctly delineate those who progress to a career in crime and those who do not. 
Policies and programs that emphasise selectivity would, therefore, serve only to target 
those whose criminal trajectories are likely to be in decline. If, on the other hand, the
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aggregate age-crime curve was the product of a distinctly heterogeneous offender 
population, and if not all offenders age out of crime (as the aggregate curve might 
otherwise suggest) then policies targeting career criminals have the potential to be 
effective.
Armed with empirical evidence, those in the criminal career camp (Blumstein et al., 
1988a; Blumstein & Cohen, 1979, 1987; Farrington, 1983, 1986) asserted that the 
single-peaked nature of the age-crime curve was most likely the result of an interplay 
between vastly different between-individual offending rates and age-specific criminal 
participation rates, but not necessarily age-specific changes in individual offending 
rates. In other words, while individuals may differ from their peers in when they start, 
how frequently they offend, and how long they persist, their own general criminal 
activity is relatively constant regardless of their age. The single-peaked nature of the 
age-crime curve, therefore, would appear in aggregate statistics to be an artefact of the 
population participation rate as well as between-individual differences in offending 
frequencies, not a global age-related effect on crime.
To be sure, Blumstein and Cohen (1979) in their now controversial paper examined the 
arrest experiences of a sample of adult arrestees in Washington D.C. In their analysis 
they identified a sample of around 200 active individual criminals who had been 
arrested at least twice between 1963 and 1973. Their two arrests, the earliest and latest 
within the ten year period were selected as reference points between which average 
offending rates were calculated. They estimated that active criminals committed an 
average of 0.27 offences per annum, or about one offence every four years, and that for 
the period of active participation each offender’s average yearly offending rate 
remained relatively constant.
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Although Blumstein and Cohen’s (1979) sample selection methodology was subject to a 
number of limitations (see M. R. Gottfredson & Hirschi, 1986), their findings suggested 
that the shape of the aggregate age-crime curve was unlikely to have resulted from 
individual-level age-related changes in offending rates because active offenders, when 
studied over time, appeared to commit crimes at a relatively constant rate. In the 
apparent absence of age-graded influences on individual-level crime rates, the authors 
concluded that the aggregate decline in offending rates from 18 years onward was most 
likely to be a statistical artefact of the cross-sectional research design and of previously 
uncontrolled cohort and incapacitation effects. Younger offenders, according to 
Blumstein and Cohen (1979), were generally more likely to participate in crime than 
their adult counterparts and less likely to have their offending opportunities restricted by 
incapacitation. Taking these factors into account, the authors argued that the apparent 
decline in the age-crime curve seemingly disappeared, leaving only a flat age-crime 
curve between the onset and termination of an individual’s offending career -  a 
proposition that found some significant support by other criminological researchers at 
that time (Farrington, 1985; Greenberg, 1985; J. Q. Wilson & Hermstein, 1985) and one 
that was later replicated by the same authors using a different calculation technique 
(Barnett, Blumstein, & Farrington, 1987; Blumstein & Cohen, 1987).
In furthering this work, Peterson, Braikier and Polich (1981) examined the self-reported 
offending histories of incarcerated offenders in California. Contrary to Blumstein and 
Cohen (1979) they found that individuals in their prison sample committed fewer 
crimes as they got older, but that offence-specific crime rates remained stable regardless 
of how old an offender was. According to these authors, this meant that even among the 
most serious offenders the relationship between age and the frequency of offence- 
specific offending was constant and that the aggregated decline in offending was driven
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by a decline in the range of offences committed, not the frequency at which they 
commit them. It was their contention that in addition to the cohort and incapacitation 
effects hypothesised by Blumstein and Cohen (1979), the age-crime curve was also a 
function of the extent to which criminal diversity and specialisation changed over time. 
This was later supported by Chaiken and Chaiken (1982) who found that while age 
might have been an important factor that distinguished between different types of 
offenders, it was not often important for explaining crime-specific offending 
frequencies.
To this, Gottfredson and Hirschi (1986) took a different view, critiquing Blumstein and 
Cohen (1979) for a number of inconsistencies they believed were illustrative of 
substantial errors in the logic of the criminal career paradigm. First, they suggest that 
the age-crime curve was not compounded by cohort effects, because to be true “every 
new cohort since crime statistics were invented would have to be substantially more 
criminal than its predecessors” (1986, p. 222). The fact that the age distribution of 
crime had remained consistent in the United States at a time when crime rates were 
declining (in the early 1980s) was evidence to the contrary (see Hirschi & Gottfredson, 
1983). Second, they argued that individual age-crime curves are not flat, but single- 
peaked like their aggregate cousin. They suggested that the methodological technique 
used by Blumstein and Cohen (1979) to obtain a sub-sample of active offenders in their 
Washington D.C. data was inherently flawed and unlikely to identify the general 
offender it was originally designed for. As a result, efforts to control for cohort and 
incapacitation effects were spurious because the sample was selected in such a way that 
there was “no correlation between age and crime from the beginning” (1986, p. 227). 
Finally, they argued that research evidence of age-related decreases in offending 
diversity (J. M. Chaiken & Chaiken, 1982; M. A. Peterson et al., 1981) were, in fact,
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evidence contrary to the criminal career thesis. That older offenders committed fewer 
different crimes was, according to Gottfredson and Hirschi (1986), evidence nonetheless 
of a decline in offending with age.
For Gottfredson and Hirschi (1986, 1990) there was nothing problematic about the 
relationship between age and crime. In their view, the efforts of criminal career 
researchers to illustrate otherwise would require unnecessarily expensive research 
methodologies and lead only to unnecessarily complex explanations for criminal 
behaviour. To these scholars, the frequent appearance of the age-crime curve was 
overwhelming evidence of a universal and invariant age-crime relationship, one that is 
underpinned by the powerful effect of maturational reform on underlying criminal 
propensity. Their position on the matter was simple: everyone, everywhere, engages in 
criminal and antisocial activities commensurate with their propensity towards such 
behaviour. Although they vary in propensity, its manifestation into actual criminal 
activity occurs in a pattern not inconsistent with the profile of the aggregate age-crime 
curve. That is, individual participation in crime, measured as the frequency of criminal 
activity, increases and decreases according to age-graded fluctuations in physical ability 
and criminal opportunities; fluctuations which just so happen to increase during the late 
teenage and early adulthood years, and decline thereafter.
The fundamental concept underlying Gottfredson and Hirschi’s (1986; 1983) position 
was the idea that the age-crime relationship is the same for everyone, everywhere. But, 
like the criminal career paradigm, the assumptions of the age-invariance thesis were not 
beyond the reaches of empirical testing and it wasn’t long before researchers emerged to 
validate their claims. In substance, early tests of the age-invariance thesis (Blumstein et 
al., 1988a; Farrington, 1986) focused on examining the key statistical properties of the
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aggregate age-crime curve. The motivation of such an enquiry was that the age-crime 
curve could not be invariant if, despite a roughly consistent shape, its mean, median and 
degree of skew were different among different populations and for different crime 
types. Tittle and Grasmick (1997) for example, undertook a comprehensive examination 
of the age-invariance thesis using data from 394 adults randomly selected and 
interviewed as part of the Thirteenth Annual Oklahoma City Survey. They found some 
evidence to support the general notion of between-sample similarities, but insufficient 
evidence to suggest with confidence that the relationship is truly invariant. Despite 
Gottfredson and Hirschi’s (1990) claim that white collar crime is like any other form of 
criminal behaviour, Tittle and Grasmick (1997) found that its relationship with age was 
not u-shaped like the aggregate age-crime curve. Instead it evinced a distinct curvilinear 
relationship which Tittle and Grasmick (1997) suggested was evidence that the 
“typical” age-crime curve to which Gottfredson and Hirschi refer seems highly likely” 
(1997, p. 340), but:
“because some forms of crime seem to deviate from the typical pattern ..., 
because some success in explaining some observed age-crime relationships 
has been achieved, and because age seems to interact with some correlates 
and causes of crime, the Hirschi-Gottfredson perspective must be regarded 
as at least somewhat problematic”(Tittle & Grasmick, 1997, p. 342).
Although responding to earlier criticisms, Gottfredson and Hirschi’s (1988) retort is 
nonetheless equally relevant to those levelled by Tittle and Grasmick (1997). They 
argued that:
“The empirical challenge to our invariance thesis has come down to a 
search for statistical variation in the age distribution of crime with respect 
to such things as mode, level or skew... [T]his research is unguided by 
theoretical purpose [and] tends to lead to the improper conclusion that 
nonsubstantative and unexplained variations in the age distribution of crime 
bear on the invariance thesis... Observation of such statistical variation 
does not necessarily lead anywhere, and it does not require the scientific
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conclusion that trivial variation is more meaningful than the fundamental 
similarity in the distributions at issue... In our view, the question for  
criminology is whether the glass is 97 percent full or 3 percent empty, 
whether to pursue the important implication of a remarkably robust age 
effect or to continue to revel in the statistical noise generated by 
atheoretical research” (M. R. Gottfredson & Hirschi, 1988, pp. 48-49).
For all the attention it received in criminological journals throughout the 1980s and 
1990s, the age-crime debate is still yet to be resolved. Tittle (1988) suggested that the 
long standoff between those advocating the criminal career paradigm and those 
advocating the age-invariance thesis was, perhaps, unnecessarily fortified when there 
was evidence to suggest that the correct, most parsimonious answer rests somewhere in 
the middle. For example, Tittle (1988) argued that:
“Both sets of antagonists have expressed unnecessarily extreme views about 
Wo of the issues .... Gottfredson and Hirschi are too quick to generalise 
extant data about the general age/crime relationship to all possible 
contingencies and, in fact, distort (or at least take great liberties with) the 
idea of “invariance” to accommodate their observations. Moreover, they 
appear to misinterpret some of the criminal careers research, perhaps out 
of zeal to challenge an entrenched foe. Blumstein et al., make a similar 
mistake but in the other direction; they overgeneralize their results and 
those of others in the apparently secure belief that there must be a 
significant category of people whose rate of offending does not decline with 
age. In addition, they seem little bothered by the possibility that even if 
such a group exists it might reflect stability of police attention to some 
individuals rather than stable rates of “offending” (emphasis in original) ” 
(Tittle, 1988, p. 76).
He goes on to suggest that:
“It is entirely possible (even plausible) that there is a basic age/crime 
association that is quite general (without necessarily being invariant) at the 
same time that some categories of individuals or some aspects of offending 
(such as the rate of offending over some time period among those who 
offend) deviate from that basic pattern. The two are not inherently 
incompatible; thus it makes sense to investigate the question fully without 
prejudging outcomes” (Tittle, 1988, p. 76).
So while it may be true that many of Blumstein and Cohen’s (1979) original research
findings have since been rejected, the fundamental premise of their investigation -  that
56
the age-crime curve is the product of multiple processes affected by between-individual 
differences in criminal participation and incidence rates -  remains a key feature of the 
ongoing debate. Criminal career researchers still contend that the relationship between 
age and crime is not invariant, but rather an aggregate representation of a multivariate 
reality underpinned by the presence of “distinctly different behavioural trajectories” 
(Farrington, 2003, p. 226). For these scholars, a key empirical issue yet to be resolved is 
whether “individual age-crime curves (following roughly the same pattern as the 
aggregate age-crime curve) vary primarily in terms of the overall volume of offending 
or whether the aggregate age-crime curve is a mixture of micro-level systems that vary 
widely in shape” (Brame & Piquero, 2003, p. 108).
2.1.3: From age and crime to continuity and change
There is little question that the nature, shape, and policy implications of the age-crime 
curve polarised the academic criminological community during the late 1980s and early 
1990s. Given the diversity of views on the issue, it was inevitable that a number of 
somewhat competing theoretical explanations would soon emerge to explicate these 
hypothesised relationships. Yet, for all the impassioned debate the age-crime curve was 
itself the vehicle for a much larger discussion concerning the fundamental nature of 
individual-level, as opposed to aggregate-level offending over the life-course. This 
discussion centred on two seemingly incongruent and contradictory empirical findings 
regarding the coexistence of both continuity and change in criminal offending. If 
nothing else, arguments concerning the relationship between age and crime sparked 
renewed interest in the longitudinal course of criminal activity; one which prompted the 
development of theories whose primary goal was to provide meaningful explanation for 
the apparent persistence of between-individual differences amidst significant 
longitudinal change in within-individual offending over the age distribution.
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Between-individual differences in criminal offending have long been a staple of 
criminological endeavour. Dominated by cross-sectional research studies, early 
criminologists of a sociological persuasion offered structural and static theories to 
elucidate the apparent disparities between offenders and non-offenders as identified in 
their research studies. These included the various incarnations of strain theory (Agnew, 
1992, 1997; Cloward & Ohlin, 1960; Merton, 1938; Rosenfeld & Messner, 1995), social 
disorganisation theory (Bursik, 1988; Markowitz, Bellair, Liska, & Liu, 2001; Sampson 
& Groves, 1989), differential association theory (Burgess & Akers, 1966; Matsueda, 
1988, 2001) and social control or social bonding theory (Hirschi, 1986, 1998). Since 
the primary aim of cross-sectional research is to identify differences between 
individuals at a single time point, it is not surprising that these subsequent sociological 
explanations sought to tie the apparent between-individual differences in criminal 
participation to the various social structures and influences that were identified as 
having defined their life experiences. These ideas were not by any means new. Adolphe 
Quetelet acknowledged that crime in the early 19th century tended to occur with some 
level of “mechanical regularity” and that crime rates fluctuated according to the social 
and economic conditions of the time (cited in Fattah, 1997, p. 209). Given limited 
investment in longitudinal research however, it was not necessarily clear how these 
theories would come to explain within-individual changes in criminal participation over 
the life-course (Farrington, 2003); the same age-graded variations that prompted 
criminal career researchers to call for more detailed analysis of career dimensions and 
the causal factors that influence them (Blumstein et al., 1986).
Early longitudinal research studies, like the now widely cited study Unravelling 
Juvenile Delinquency by Sheldon and Eleanor Glueck (1950), sat in stark contrast to 
prevailing emphasis on cross-sectional research and the sociological explanations that
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were dominant at that time. Although having since been widely criticised as atheoretical 
and lacking methodological rigour (Sampson & Laub, 1993, p. 45), the Gluecks’ work 
played a seminal role in the development of criminological theory for it illustrated two 
things that have since had a significant influence on our understanding of crime over the 
life-course. First, their study sought to measure the development of juvenile 
delinquency from ages 10 to 17 years using self-reports, parental reports, and teacher 
reports (Glueck & Glueck, 1950). Like other self-report studies of that era (Gold, 1966; 
Short & Nye, 1958), the Gluecks’ work began to unveil a new kind of population 
heterogeneity, one that not even individual-level analysis using police arrest records 
could tap into. By asking individuals about their behaviour, the Gluecks and others 
found that crime was far more widespread than generally assumed and that valid 
conclusions about individual-level offending could rarely be accurately and reliably 
drawn from aggregate level and administrative statistics alone (Piquero et al., 2003). 
These findings are said to have “revolutionised the field” of criminology, prompting 
calls for more detailed analyses of delinquency (rather than of identified delinquents) 
(Osgood, 2005, p. 202), and for a greater appreciation of criminality as a continuous 
concept with varying degrees of involvement. Accordingly, it became increasingly 
obvious that the “simple dichotomy between offenders and everyone else was woefully 
inadequate if the typical citizen would be counted as an offender” (Osgood, 2005, p. 
202). It raised questions about the adequacy of structural explanations premised upon 
the findings of research that ignored the true extent and nature of delinquency across the 
population.
The second influential finding of the Gluecks’ (1950) research was that an individual’s 
age of onset into criminal offending was of significant aetiological importance for later 
delinquency and that family factors, such as parenting, supervision and disciplinary
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practices were among the most influential to its long-term development (see Sampson & 
Laub, 1993). Together, these findings pointed to an interesting degree of stability in 
delinquency that appeared seeded in early childhood and which would persist over the 
life-course. Their conviction on the issue was such that they believed their data 
illustrated “beyond a reasonable doubt that, in all of life’s activities... the men who as 
boys comprised our sample of juvenile delinquents have continued on a path markedly 
different from those who as juveniles had been included in the control group of non­
delinquents” (Glueck & Glueck, 1968; cited in Sampson & Laub, 1993, p. 35). Put 
simply, the Gluecks’ believed their data showed that those young offenders who were 
more antisocial than their peers at age 10 were, on balance, more antisocial than those 
same peers at all other ages. According to the Gluecks, it seemed that there was some 
truth to the old adage that a leopard cannot change its spots because criminal outcomes 
across the life-course appeared to be the product of some degree of continuity and 
determinism.
The Gluecks’ were not alone in their thoughts. Other researchers, primarily from the 
discipline of psychology, were equally concerned about the degree of homotypic 
continuity in antisocial and maladaptive behaviours (Brim & Kagan, 1980; Caspi, 
Bern, & Elder, 1989; Huesmann, Dubow, & Boxer, 2009; Huesmann, Eron, Lefkowitz, 
& Wälder, 1984; Loeber, 1982; Olweus, 1979; Robins, 1966). Hausmann and 
colleagues (1984) for example, examined the aggressiveness of 600 subjects, their 
parents and their children over a 22 year period. They concluded that “aggression can 
be viewed as a persistent trait that ... possesses substantial constancy” (1984, p. 1120). 
More generally, Olweus (1979) conducted a comprehensive review of more than 16
27 Homotypic continuity is a term often used to describe the continuity of a similar behaviour or 
phenotypic attribute over time (Sampson & Laub, 1993, p. 10)
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studies on aggressive behaviour and in doing so revealed what they believed was 
“substantial” stability between early childhood aggression and adulthood criminality. In 
another review, Loeber (1982, p. 1433) concluded that a “consensus” had been reached 
in favour of the stability hypothesis because according to the evidence “[c]hildren who 
initially display high rates of antisocial behaviour are more likely to persist in this 
behaviour than children who initially show lower rates of antisocial behaviour” (1982, 
p. 1433). Finally, Caspi and Moffitt (1995) examined research conducted using various 
methodologies (self-report, teacher ratings, official records) and from across a wide 
range of geographical and cultural contexts (including Canada, England, Finland, New 
Zealand, Sweden and the United States). They found what Sampson and Laub (1993, p.
11) later describe as “impressive generalization that is rare in the social sciences”.
This apparent stability and continuity of differences between delinquent and non­
delinquent individuals across the life-course was only part of the overall story. Although 
it appears that the vast majority of adults involved in the criminal justice system have a 
history of juvenile delinquency (cf McCord, 1980), it seems that juvenile delinquency is 
by no means deterministic of criminal activity in adulthood. The stability and continuity 
evidenced in much of the early criminological and psychological research was, at least 
in part, the product of research using retrospective analysis of adult offenders or 
prospective analysis of chronic juvenile delinquents; two methodological approaches 
that, as it turns out, overlooks the vast majority of non-chronic offenders whose criminal 
involvement appears dominated by change more so than by stability or continuity. In an 
important paper on poverty in the United States, Long and Valliant (1984) used a 
longitudinal research design to study social inequality and exclusion across three 
generations. Together they found considerable evidence of both continuity and 
discontinuity to which they concluded that while “the transmission of disorganization
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and alienation ... seems inevitable when a disadvantaged cohort is studied 
retrospectively”, such a finding “appears to be the exception rather than the norm in a 
prospective study that locates the successes as well as the failures” (1984, p. 344; cited 
in Sampson & Laub, 1993). Although not specifically focused on crime per se, their 
conclusion nonetheless underscored the same kind of criticism levelled at many early 
criminological researchers who seemed wedded to ‘looking back’ rather than ‘looking 
forward’. This was a methodological dilemma that Sampson and Laub (Sampson & 
Laub, 1993, p. 14) suggest served only to “exaggerate the prevalence of stability” and 
ignored those “adolescent delinquents who go on to be normal functioning adults”.
In another seminal paper reviewing four key longitudinal studies Lee Robins (1978, p. 
611) articulated this problem clearly when she noted that “adult antisocial behaviour 
virtually requires childhood antisocial behaviour, yet most antisocial children do not 
become antisocial adults”. Although controversial at the time, her words have since 
been widely cited throughout the criminological literature and now underpin what 
Cohen and Vila (1996) call the ‘paradox of persistence’ (see also Ezell & Cohen, 
2005). In sum, the paradox identified by Robins (1978) speaks to the difficult challenge 
faced by criminologists in the wake of numerous studies suggesting the aggregate age- 
crime relationship is driven by both continuity in between-individual differences and 
change within individuals over time (Caspi & Moffitt, 1995; Cemkovich & Giordano, 
2001; Cline, 1980; Gove, 1985; Loeber & Le Blanc, 1990; McCord, 1980; Robins & 
Rutter, 1990; Rutter, Quinton, & Hill, 1990; Sampson, 2000; Tracy & Kempf-Leonard, 
1996).29
2«
Or the ‘Robins Paradox’ (Sampson & Laub, 2003b)
29 Cline (1980, p. 665) for example, stated that although “there is more constancy than change ... there is 
sufficient change in all the data to preclude simple conclusions concerning criminal career progressions”.
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In a speech delivered at the 2002 conference of the American Society of Criminology, 
David Farrington (2003) described what he saw as the key problems faced by 
contemporary criminologists. He wrote that the “primary objective” of any 
developmental and life-course explanation for crime “must” be to provide a reasonable 
account for the ubiquitous shape of the aggregate age-crime curve while at the same 
time accounting for: (1) why an earlier age of onset predicts a relatively long criminal 
career and the commission of relatively many offences; (2) why a small fraction of the 
population commit a large proportion of all recorded crime; and (3) why the relative 
ordering of individuals on some measure of antisocial behaviour remains stable over 
time, even if not all juvenile offenders progress to crime in adulthood, and especially 
when the motives, methods and crime types chosen by offenders seemingly vary with 
age.
2.2: Drug use ‘careers’ and the drug-crime debate
At approximately the same time criminologists began debating the merits of the 
criminal career paradigm, epidemiological and public health researchers applied similar 
career-based concepts to the study of drug use (Brook, Kessler, & Cohen, 1999; 
Coombs, 1981; Hamburg, Kraemer, & Jahnke, 1975; Kandel & Faust, 1975; Kandel, 
Kessler, & Margulies, 1978; Kandel, 1975). Robert Coombs (1981) for example, 
observed several developmental stages which seemingly underpinned the longitudinal 
sequence of drug use. These included the initiation, escalation, maintenance, 
discontinuation, and the renewal or relapse of use. Much like the ‘criminal career’
Loeber and Leblanc (1990, p. 390) for example argued that “[ajgainst a backdrop of continuity, studies 
also show large within-individual changes in offending”. Rutter, Quinton and Hill (1990, p. 152) found 
that institutionalized youth in their sample were highly likely to experience a diversity of adverse 
outcomes as adults. Nonetheless, their analysis also “showed substantial heterogeneity in outcomes, 
indicating the need to account for major discontinuities, as well as continuities in development”
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paradigm, these conceptual tools invigorated debate about the developmental nature of 
drug use and focused attention on the possibility that different dimensions of the drug 
use career might be explained by different aetiological factors. If so, it provided hope 
that intervention initiatives might be more effective if appropriately tailored and 
targeted (Mazzerolle, 2000).
2.2.1: On the development of drug use careers
Two forms of career-based paradigms have emerged in the literature on drug use; one 
which examines the patterns of initiation and progression through a range of drug types, 
and the other which examines the patterns of use within a specific drug type or class of 
drugs. The first is often referred to as the ‘pathways theory’. Its primary focus is on the 
development of research that identifies common pathways into and out of drug use (P. 
Williams & Piagno, 2001) and which, for the most part, has converged on a common 
conclusion that most who use drugs do not progress to serious forms of drug use (Akers, 
1992), but for those who do, the sequencing of drug initiation follows a clear line of 
progression from less serious to more serious forms (D. Johnson, 2001; Kandel & Faust, 
1975; Mackesy-Amiti, Fendrich, & Goldstein, 1997; Makkai & Payne, 2003a, 2003b; 
Prichard & Payne, 2005a, 2005b).
In one of the earliest pathways studies, Kandel and Faust (1975) identified four 
consecutive stages of the drug use career, commencing with alcohol experimentation 
and followed by progression to cigarettes, cannabis, and then finally to other illicit 
drugs. They also found that regression and subsequent discontinuation of drug use 
followed a similar pattern, except in reverse. In Australia, Johnson (2001) examined 
three at-risk population samples including injecting drug users, police detainees, and 
prisoners. Using self-reported age of initiation the author identifies a clear pattern of
64
progression across all three samples whereby cannabis use precedes amphetamine use, 
which in turn precedes heroin and cocaine use (see also Makkai & Payne, 2003b).
Although a relatively rare event in population terms, recognising that serious drug use 
is almost always preceded by the use of less serious drug types raises questions about 
whether these less serious drugs act as ‘stepping stones’ or ‘gateways’. The so-called 
‘stepping stone hypothesis’ first appeared in the literature in the 1930s (see Kandel, 
2002a). It was the outcome of work conducted in the United States examining the drug 
use histories of clinically dependent heroin users. In it, the researchers found that almost 
all heroin users had previously used cannabis, and so they concluded that it was only a 
matter of time before all cannabis users began using heroin (Kandel, 2002b). This, 
according to Kandel (2002b), was the somewhat erroneous interpretation of early 
research findings which did not accord with epidemiological investigations showing 
that the progression from one drug to another is more probabilistic than deterministic in 
nature (for example Kandel & Faust, 1975). As a result, researchers have more recently 
favoured the ‘gateway hypothesis’ and its emphasis on the notion that progression from 
one drug to the next is not an inevitability (Fergusson, Boden, & Horwood, 2006; 
Kandel & Jessor, 2002; Kandel, Yamaguchi, & Klein, 2006; Kandel, 2002a; Tarter, 
Vanyukov, Kirisci, Reynolds, & Clark, 2006). Rather, less serious forms of drug use 
may play an important facilitative role that increases the probability of later drug use, 
but which by no means necessarily determines the next most likely outcome in an 
individual’s drug using sequence (Kandel, 2002a). Of the gateway hypothesis, Kandel 
and Jessor (2002) provide a comprehensive overview of the research in which they 
summarise its three key propositions: (1) that drug use among adolescents proceeds 
sequentially, in ordered stages from licit drugs, through cannabis to other illicit drugs; 
(2) that the use of a drug earlier in the sequence is associated with an increased risk or
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likelihood of the use of a drug later in the sequence; and (3) that the link between early 
drug use sequences and later drug use is causal.
Evidence supporting the first proposition is, according to Kandel and Jessor (2002, p. 
366), “quite robust”. Many of the studies reviewed, both longitudinal and cross 
sectional and using a range of samples in a range of countries, demonstrated clear 
patterns of progression through licit to illicit forms of drug use. However, they caution 
that early sequences should not be considered “the beginning of an inexorable 
progression to later stages of drug use” (2002, p. 368) and that the sequential pattern of 
drug use should not be considered invariant. Progression to more serious forms of hard 
drug use are reserved for only a small segment of the overall drug using population 
(Akers, 1992), and many studies have demonstrated that drug use sequencing can vary 
by a range of factors, including gender, age and ethnicity (Fuller et al., 2005; 
Kosterman, Hawkins, Guo, Catalano, & Abbott, 2000). Also, in some cases population 
subgroups may altogether skip various stages of the normative sequence, or achieve 
multiple stages in the sequence simultaneously or at an unusually rapid pace. Mackesy- 
Amiti, Fendrich and Goldstein (1997) for example, conducted a secondary analysis of 
data from 285 serious drug using men and women. They compared their results to those 
commonly obtained from samples of high school students and found some interesting 
disparities; namely, that serious drug users were less likely to follow the normative 
sequence from alcohol to cannabis to other illicit drugs. Rather, this typical sequence 
represented only one third of the total number of sequence patterns exhibited by serious 
drug users; evidence the authors believed indicated that the gateway hypothesis is of 
limited use in explaining the developmental drug use pathways for more serious drug 
users. For these reasons, Kandel and Jessor (2002) suggest that drug use behaviour 
cannot be divorced from the broader range of research which exists to explain other
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non-drug use behaviour because “although the sequence is well established, its meaning 
and significance for understanding drug use careers and adolescent development as a 
whole, are not yet obvious” (2002, p. 368).
The second proposition, that there exists a probabilistic association between earlier and 
later stages of drug use has also received strong empirical support. Studies have 
demonstrated that the likelihood of using other illicit drugs is increased in the presence 
of earlier licit drug use (Blaze-Temple & Lo, 1992; Ellickson, Hays, & Bell, 1992; 
Golub & Johnson, 2002; Kandel, Yamaguchi, & Chen, 1992; Labouvie & White, 2002) 
and that the prevention of early licit drug use decreases the future probability of 
initiating serious drug types (Biglan & Smolkowski, 2002; Botvin, Scheier, & Griffin, 
2002; Pentz & Li, 2002). In support, Blaze-temple and Lo (1992) conducted an 
Australian-based household survey of 1093 Perth-born young people aged 13-17 years. 
The authors computed hazard ratios to measure the risk that an individual would use 
cannabis. They found that those who had used alcohol and cigarettes were at much 
higher risk of cannabis use than those who had not. Similarly, a more recent study by 
Lynskey, Vink and Boomsma (2006) examined the relationship between early onset 
cannabis use and other illicit drug use in a sample of Dutch twins. They found that 
cannabis use was significantly related to elevated rates of party drug (ecstasy) and hard 
drug use, an effect that was further increased for those who had first used cannabis at an 
earlier than average age. These findings are of particular import because the relationship 
between cannabis and other illicit drug use remained strong even when compared 
between twins with different onset ages of cannabis. This suggests that the probabilistic 
nature of the gateway theory is strong, even in the face of very similar familial, genetic 
and environmental contexts.
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Despite what appears to be overwhelming evidence of a probabilistic association 
between early stages and later stages of the drug use career, Kandel and Jessor (2002) 
rightly note that such statistical associations are often much weaker in models which 
control for exogenous factors, such as an individual’s personal and social environment, 
and sometimes these controls can eliminate the association altogether. That control 
variables can consume a good deal of the relationship between different stages of drug 
use suggests that a range of ‘third variables’ (social, personal, situational and 
environmental factors) play an important role in determining drug use outcomes within 
a developmental framework. Moreover, they provide strong evidence to refute the third 
proposition of a causal relationship, which according to the authors is “without 
evidential support” (2002, p. 372).
The second career-based paradigm of drug use examines the longitudinal sequence of 
events which underpins an individual’s use of a single drug type (or class of drugs) -  
akin to the concept of specialisation in criminology. Here, the objective is to 
demonstrate the evolving nature of drug use as it occurs from initiation, through to 
casual use, regular use, abuse, and dependency (see Clayton, 1992; Glantz & Pickens, 
1992), as well as fluctuations in use during periods of addiction and non-addiction 
(Anglin & Speckart, 1986; Faupel, 1987; Hanlon, Nurco, Kinlock, & Duszynski, 1990; 
Nurco, Kinlock, Hanlon, & Ball, 1988). These drug-specific developmental approaches 
have illustrated a number of interesting findings, including those of Collins (1991) who 
identified ‘drunkenness’ as an intermediate stage between alcohol experimentation and 
the progression to other drug types, Grau and colleagues (2007) who found that 
medically prescribed opiates (OxyContin®) served as a potential gateway to illicit 
opiate and injecting drug use, and Braye and colleagues (2007) who identified opiate- 
based Poppy Seed Tea as a potential gateway to opiate dependence in New Zealand.
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Generally speaking, the research has concluded that increasing involvement in one drug 
type (escalation to more frequent use) occurs typically before the progression to other 
drug types (Donovan & Jessor, 1983; Ellickson et al., 1992; Kandel & Faust, 1975; 
Kandel, 2002a; Yamaguchi & Kandel, 1984) and that the intensity of one’s use is 
potentially more revealing than lifetime measures of prevalence for predicting 
transitions to more serious drug types (Labouvie & White, 2002).
Moreover, the intensity of use is highly variable across the life-course of addiction 
(Anglin & Speckart, 1986; Hanlon et ah, 1990; Nurco, Kinlock, et ah, 1988) with drug 
addicts moving in and out of multiple states of drug use. In a seminal piece by Faupel 
(1987) for example, so-called addiction-careers of heroin users were classified into four 
common states later described as the ‘occasional user’, the ‘stable addict’, the ‘free­
wheeling addict’, and the ‘street junkie’ (1987, p. 121). Each classification varied in the 
extent to which its members use and source heroin and it was shown that membership of 
each group can change over time subject to the nature of opportunity, the availability of 
drugs and the structure of their life circumstances.
2.2.2: On the nexus between drug use and criminal careers
As the criminal career debated played out across the pages of some of the world’s most 
distinguished academic criminology journals, another debate was emerging, this time 
about the association, correlation and potential causal relationship between drug use and 
crime. Since the early 1970s the number of academic papers and government reports 
grew almost exponentially with many studies pointing to a strong positive correlation 
between the two phenomena. These studies can be broadly categorised into three main 
types: (1) those conducted to examine the criminal offending patterns of drug users; (2) 
those conducted to examine the drug use patterns of criminally involved individuals;
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and (3) those conducted using aggregate data to compare community level drug use and 
crime rates. This paper now turns briefly to examine the international key studies and 
their conclusions, with a specific focus on the Australian contribution.
2.2.2.1: Studies of drug users and their offending
Early indications of a relationship between drug use and crime began to emerge during 
the late 1970s as epidemiologists and addiction specialists began to examine in detail 
the criminal offending patterns of drug treatment clients. Of particular importance was 
the seminal work of the University of California’s Drug Abuse Research Centre 
(DARC) in their analysis of data from the Californian Civil Addict Program (CAP). 
Commencing in 1962, CAP operated as state-wide civil commitment program for 
individuals assessed as addicted to or at risk of becoming addicted to narcotics. The 
program operated in two phases, the first being an institutional detoxification and 
rehabilitation phase, followed later by a period of community supervision on parole. 
More than 18,000 narcotic addicts were committed to CAP within its first 10 years of 
operation. Under the stewardship of W.H. McGlothlin, UCLA’s DARC was charged 
with the responsibility of evaluating the CAP - a task made somewhat easier by virtue 
of some early judicial error and other bureaucratic complications which saw more than 
1000 of the programs earliest participants prematurely withdrawn after only limited 
exposure to treatment (for a comprehensive review see Anglin & Perrochet, 1998).
Using a series of self-report and administrative data records, McGlothlin and colleagues 
(McGlothlin, Anglin, & Wilson, 1977a, 1977b) examined the pre and post commitment 
drug use and criminal offending of two samples of CAP participants: those who 
completed the program and those who were prematurely withdrawn. Their analysis 
found a strong relationship between self-reported drug use and crime, evidenced by a
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sharp rise in both the frequency of heroin use and the proportion of non-incarcerated 
time spent involved in property crime during the period prior to commitment to the 
CAP. In later analyses of the same data, McGlothlin and colleagues (McGlothlin, 
Anglin, & Wilson, 1978) sought to quantify the drug-crime relationship, demonstrating 
that the number of days involved in property crime was six times higher during periods 
of addiction than during periods of non-addiction. Moreover, the amount of income 
earned through illegal activities was shown to have increased 10 fold during periods of 
addiction, which was higher than the proportional increase of actual time spent 
committing crime and was taken by the authors to suggest that addicted users preferred 
more economically rewarding, but often more serious crimes such as robbery (Anglin & 
Perrochet, 1998).
These early efforts by DARC would soon prove to be only the beginning of an 
international academic research agenda which, with few exceptions, would arrive at 
similar conclusions about the seemingly high rates with which drug users had contact 
with the criminal justice system (J. M. Chaiken & Chaiken, 1990; Hammersley, 
Forsyth, Morrison, & Davies, 1989; Hser, Hoffman, Grella, & Anglin, 2001; Nurco, 
Hanlon, Kinlock, & Duszynski, 1988; Nurco, Kinlock, et al., 1988; Nurco, Shaffer, 
Ball, & Kinlock, 1984). Of particular note was the ongoing and detailed analysis of data 
from several drug treatment programs including the Drug Abuse Reporting Program 
(DARP) (Craddock, Rounds-Bryant, Flynn, & Hubbard, 1997; Simpson & Sells, 1982), 
the Treatment Outcome Prospective Study (TOPS) (Craddock et al., 1997; Harwood, 
Hubbard, Collins, & Rachal, 1988; Hubbard, Rachal, Craddock, & Cavanaugh, 1984), 
the Drug Abuse Treatment Outcome Study (DATOS) (Craddock et al., 1997; Hubbard, 
Craddock, Flynn, Anderson, & Etheridge, 1997), the National Treatment Outcome 
Research Study (NTORS) (Gossop et al., 1998; Gossop, Marsden, Stewart, & Rolfe,
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2000a, 2000b; Gossop, Trakada, Stewart, & Witton, 2005; Stewart, Gossop, Marsden, 
& Rolfe, 2000), the Drug Outcome Research in Scotland (DORIS) (Mcintosh, Bloor, & 
Robertson, 2007) and the Opioid Maintenance Treatment (OMT) program in Norway 
(Bukten, 2012; Bukten et al., 2011). In their comprehensive review of two decades of 
research, Anglin and Perrochet (1998) conclude that “the commission of property crime 
is almost always necessary to support dependence-level use of heroin, cocaine, crack, 
amphetamine and even marijuana” (1998, p. 1908).
Tackling the problem from an alternative angle, researchers later sought to prove that 
drug treatment had the capacity to significantly reduce both the level of drug use and 
criminal participation among addicted users; the hypothesis being that in so far as drug 
use and crime are positively correlated, reductions in drug use through treatment should 
affect a change in the frequency of offending or the prevalence of criminal participation 
(Anglin & Perrochet, 1998; Ball, Rosen, Flueck, & Nurco, 1981; Gerstein et al., 1994; 
Inciardi & Pottieger, 1998; McGlothlin et al., 1977a, 1977b; McGlothlin & Anglin, 
1981; Rajkumar & French, 1997; Sheerin, Green, Sellman, Adamson, & Deering, 2004; 
van der Zanden, Dijkgraaf, Blanken, van Ree, & van den Brink, 2007). Gerstein and 
colleagues (1994) for example, found that the criminal activity of drug users both in and 
after treatment was one-third lower than a comparable group of users who had not 
participated in treatment.
Similarly, Rajkumar and French (1997) estimated that the costs of crime committed by 
drug users was nearly halved after participation in drug treatment (from an estimated 
$47,971 to $28,657 per annum), while French and Zarkin (1992) used longitudinal data 
to demonstrate that drug treatment played a significant role in reducing a user’s reliance 
on illegal income by reducing drug use expenditure and increasing legal earnings
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through legitimate income sources -  an effect that was positively associated with the 
length of retention in treatment. For every 10 percent increase in the length of time 
spent in treatment the authors estimated an equivalent four percent reduction in illegal 
earnings and a two percent increase in legal earnings (French & Zarkin, 1992). Even in 
DARC’s own analysis, McGlothlin and his colleagues (1977a, 1977b) found that the 
criminal activity of offenders committed to the CAP reduced significantly during and 
after treatment. For example, in the two years preceding commitment to the CAP, 
offenders reported spending an average of 60 percent of their non-incarcerated time 
committing property offences. This was reduced by about two thirds in the year after 
leaving the CAP and was about 50 percent less than a comparison group of offenders 
who had only a short exposure to the CAP program.
In Australia, the most current estimates of the criminal involvement of drug users comes 
from the Illicit Drug Reporting System (IDRS), funded under the National Illicit Drug 
Strategy (NIDS) and coordinated by the University of New South Wales’ National Drug 
and Alcohol Research Centre (NDARC). NDARC is one of three national centres of 
excellence established by the Australian Government Department of Health and Aging 
(DOHA) and IDRS is an annual national survey of injecting drug users from all major 
capital cities across Australia. In their most recent report, Stafford and Bums (2013) 
estimate that one in three injecting drug users across Australia self-reported some 
involvement in criminal activity in the preceding month (37%), while roughly the same 
proportion reported having been arrested by the police (33%) at least once in the 
preceding year. The most common type of crimes committed by injecting drug users 
were property and drug dealing offences; findings which have remained stable since the 
IDRS first began in 1999.
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In addition to the IDRS, NDARC also coordinate the Ecstasy and related Drugs 
Reporting System (EDRS), a sister study which seeks to capture information from a 
national sample of non-injecting drug users. In a summary of results from the 2012 
survey, Sindicich and Bums (2013) noted that roughly two fifths of non-injecting drug 
users self-reported some involvement in crime during the 30 days preceding interview, 
while just over one in ten (14%) had been arrested by the police in the past 12 months. 
Violent and drug offences were the most commonly reported offence types.
In addition to these national monitoring surveys, a number of discrete studies have been 
conducted with Australian drug users, each having found comparatively high rates of 
criminal involvement. Among the earliest of these studies was one conducted by Ian 
Dobinson and Patricia Ward (1987) in which 131 drug users (mostly heroin users) 
entering one of eight metropolitan drug treatment services in NSW were interviewed. 
The authors found that acquisitive crimes were reported as a central source of income 
used to support drug addiction, second only to welfare payments. Moreover, one in 
three drug users willingly admitted to having been engaged in break and enter 
offending, while one in four reported having committed fraud.
In a similar study conducted some years later, Maher and colleagues (2002; 1998) 
surveyed a group of heroin users from south-west Sydney, finding that two in three 
were active property offenders who had generated an average of $53430 from acquisitive 
property crimes in the week before their interview. The crimes most often committed 
were shoplifting (48 percent), burglary (28 percent) and unarmed street robbery (13 
percent). Similarly, in a later study with regular methamphetamine users, McKeatin and 
her colleagues (2005) found that almost half had self-reported at least one episode of
30 Approximately $820 in 2014, adjusted for inflation.
74
criminal activity in the month preceding interview, while one quarter had been arrested 
by the police in the past year, and one third had spent time in prison at least once in 
their lifetime.
The impact of drug treatment in reducing crime in Australia has also been examined 
with consistent results. Teeson and colleagues (2006) for example, studied the drug use 
and criminal involvement of 615 heroin users for three years after their enrolment in the 
Australian Treatment Outcome Study (ATOS). In addition to significant reductions in 
drug use, the authors built on earlier findings from the same sample (Teesson et al., 
2006), and those findings from other samples (Bell, Mattick, Hay, Chan, & Hall, 1997; 
Hall, Bell, & Carless, 1993; Hall, 1996) by demonstrating significant long-term 
reductions in self-reported crime. Specifically, at the time of entry into treatment, more 
than half (55%) reported some involvement in criminal activity during the 30 days 
preceding interview, while after three months, the prevalence of self-reported criminal 
involvement had halved to 27 percent, falling further to 15 percent after 36 months.
2.2.2.2: Studies of offenders and their drug use
As an alternative to examining the criminal offending activities of drug users, 
researchers have also sought to examine the prevalence and nature of drug use among 
criminal justice populations with the view to demonstrating that drug use rates are 
higher among offenders than in the general population. Internationally, there is a 
sizeable body of research on this topic, much of which reports that nearly 80 percent of 
offenders have used illicit drugs; that 75 percent test positive to drugs in their urine; that 
between 30 and 50 percent show signs of dependence and around one in three were 
under the influence of drugs at the time of their offending (Biron, Brochu, & Desjardins, 
1995; Brochu, Desjardins, Douyon, & Forget, 1992; Brochu & Guyon, 1997; Cote &
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Hodgins, 1990; Dembo, Williams, & Schmeidler, 1992; Harlow, 1991; Haynes, 1998; 
Inciardi, Lockwood, & Quinlan, 1993; Inciardi et al., 1993; McGlothlin et al., 1978; 
Mott, Taylor, & Britain, 1974; Van Hoeven, Stoneburner, & Rooney, 1991; Wellisch, 
Anglin, & Prendergast, 1993). Some of the early research pieces in this area emerged 
from the United States, among which was the important work of Mark Peterson and his 
colleagues (1981) in their analysis of 2,200 prisoners from the second Rand Inmate 
Survey. Although certainly not the first survey of its kind in the United States, the 
second Rand Inmate Survey was pivotal for it underpinned a series of subsequent 
analyses, most notably in the seminal work of Chaiken and Chaiken (1990) where it was 
found that the frequency of crime reported by offenders was high, particularly during 
periods of drug dependency. Further, their analysis found that although the onset of 
serious drug types such as heroin may not cause the initiation of crime, it almost always 
coincides with the escalation of an existing criminal career.
In a later study conducted in Canada, Kai Pemanen and colleagues (2002) analysed data 
for males surveyed as part of the admission process for Canadian federal prisons 
between 1993 and 1995. In all, 8,598 prisoners were interviewed and their data was 
complemented with a series of more in-depth discussion with 469 newly admitted 
prisoners between 1999 and 2000. Together they found that more than half of Canadian 
federal prisoners had used illicit drugs in the six months preceding their incarceration, 
with as many as one in three reporting the use of illicit drugs as frequently as a few 
times per week. Administration of the Drug Addiction Severity Test (DAST) found that 
31 percent of the sample was dependent on at least one drug type, while over half 
reported being under the influence of drugs at the time of committing the most serious 
offence for which they were in custody. Alcohol proved to be the most common drug of 
intoxication.
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To measure the relationship between drug dependency and crime Pernanen et al., (2002) 
used a monthly calendar technique in which prisoners were asked to indicate how many 
crimes they had committed each month over 36 months. Analyses of these data found 
that the inmates who were assessed as dependent on drugs had committed crimes at a 
rate almost five times higher than those who had not used drugs or alcohol in the 
preceding six months (7.1 offences per week versus 1.7 offences). One in five prisoners 
(23%) reported committing their most serious offence in order to obtain drugs or 
alcohol, bringing the total proportion of crimes estimated as attributable to drugs or 
alcohol to between 40 and 50 percent.
In Australia, there has also been a significant body of research conducted in criminal 
justice settings. The first major study was by Dobinson and Ward (1985) who in 1984 
interviewed 225 property offenders residing in NSW prisons. Their study was the first 
of its kind in Australia to examine the link between property crime and drug use with a 
view to investigating the extent to which crime could be attributed to regular heroin use. 
Utilising an interviewer administered self-report survey method, Dobinson and Ward 
(1985) collected data on the nature and extent of heroin use, the temporal sequence of 
crime and drug use, the quantity and frequency of heroin use and the relationship 
between drug use intensity and offending frequency. Their results painted a stark 
picture of the costs associated with heroin use, demonstrating that the average heroin 
consumption rate among heroin-using prisoners was seven weight grams of pure heroin 
per week, most often purchased in cash transactions at an average cost of approximately 
$2000.31 More than three quarters of these heroin using property offenders reported that 
property crime was their main source of income and, when compared to non-heroin 
users, typically generated more income from crime than from employment or social
11 Approximately $5,500 in 2012, adjusted for inflation.
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security. Almost all (90 percent) heroin-using property offenders reported that the main 
reason for committing their most recent crime was to support their drug habit.
In a later study, also in NSW, Stevenson and Forsythe (1998) surveyed a second group 
of imprisoned property offenders, although this time only those imprisoned for burglary 
were interviewed. Of the 267 adult and juvenile prisoners interviewed, more than 80 
percent reported using the proceeds of their property crime to purchase illegal drugs, 
with drugs being by far the most common item on which the proceeds of crime were 
spent. Heroin-using burglary offenders reported earning three times as much from crime 
than non-drug using burglars and spent $600 more on drugs per week than all other drug 
users combined. Moreover, burglary participation rates were significantly associated 
with drug expenditure, regardless of the drug type most often used.
With regard to violent offending, David Indermaur’s (1995) study of 88 violent property 
offenders in Western Australia was among the most significant of its kind in Australia 
at that time. In it, Indermaur sought to estimate the extent that drug intoxication 
contributed to the prevalence of violence during the commission of acquisitive property 
crime. He found that amphetamines could be attributed to the escalation in the 
seriousness of 23 percent of violent property offences.
With respect to the study of drug use by offenders, the Australian research landscape 
prior to 1999 can be fairly characterised as comprising small scale, jurisdiction-specific 
investigations of relatively few offender and drug types. More importantly, research 
attention was focused on the so-called ‘hard drugs’ and samples were almost invariably 
comprised of property offenders in prison, chosen mostly for their captured 
convenience. It was not until 1999 when Australia’s first national criminal justice
78
oriented drug use monitoring program commenced, funded under the National Illicit 
Drug Strategy and operated by the AIC. The DUMA program was modelled on the 
Drug Use Forecasting (DUF) program, later known as the Arrestee Drug Abuse 
Monitoring (ADAM) program, which had operated in the United States since as early as 
1984 (Wish, 1986) and was beginning its expansion through an international research 
network known as I-ADAM. In Australia, DUMA commenced at four police stations 
and watch houses across three jurisdictions -  Western Australia, Queensland and New 
South Wales -  but has since expanded to almost all mainland capital cities, with the 
exception of the Australian Capital Territory. At the time of writing, DUMA data 
collection occurs quarterly using an interviewer-administered survey together with the 
collection of a voluntary' urine sample for toxicological analysis. The conduct of 
urinalysis is a hallmark feature of DUMA and all other I-ADAM programs 
internationally. It is considered critical to the verification of self-reported recent drug 
use, where the identification of drug metabolites within an offender’s urine sample 
temporally connects drug use to the activities occurring at or around the time of their 
arrest. DUMA represents the single largest ongoing investment by the Australian 
Government into the monitoring of drug use within the offender population and it 
provides a critical compliment to the National Drug Strategy Household Survey 
(NDSHS) and the sentinel population studies of injecting drug users (such as IDRS).
Since its commencement in 1999, DUMA has interviewed more than 45,000 police 
detainees and collected more than 35,000 urine samples for testing. According to the 
most recent results from 2012, DUMA demonstrated that two in every three adult males 
detained by the police (66%) tested positive to at least one drug (Ng, Gannoni, &
’2 Survey response rates range from between 80 and 95 percent. Urine specimens are provided voluntarily 
by approximately 77 percent of those who agree to be surveyed. Therefore, about 69 percent of all 
detainees approached provide a urine sample (Ng, Gannoni, & Macgregor, Forthcoming).
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Macgregor, Forthcoming). Cannabis is by far the most commonly detected (55%), 
followed by methamphetamine (23%), benzodiazepines (20%), heroin (9%), and ecstasy 
(2%). Alternative self-reported measures provide an indication of the strong internal 
consistency of the DUMA data, with a similar number of police detainees (66%) having 
purchased illegal drugs in the 30 days preceding their arrest (Ng et al., Forthcoming).
Of the many research papers released from the DUMA study, two stand out as making a 
particularly significant contribution to the drug-crime debate. The first was conducted 
by Payne and Gaffney (2012) and examined the self-reported attributions of offenders 
as they related to the use of alcohol and drugs. In particular, the DUMA detainees were 
asked to indicate whether drugs or alcohol had any contribution to the crimes for which 
they had been most recently detained. Further, the detainees were asked to indicate 
whether those crimes were economically motived by the need to buy drugs, or 
psychopharmacologically motivated by their intoxication. The study was unique in 
Australia because for the time the attributions of offenders were analysed for a series of 
discrete drug and crime type combinations. The authors found that of the 1884 detainees 
interviewed, 45 percent believed their use of drugs or alcohol had contributed to the 
offence for which they had been detained. Alcohol (29%) was more commonly 
implicated than illicit drugs (19%), and economic factors were indicated as underlying 
the motivations of 25 percent of illicit drug users (equal to just five percent of the 
overall sample).
The second study was conducted by Bradford and Payne (2012) to examine the 
frequency of property offending by illicit drug users in the DUMA sample. Here,
33 Test positive results are determined according to Australian Standard cut-off values prescribed in 
AS4308. Although for most drug types (opiates, amphetamines type substances and cocaine), there is 
only a 48 hour window of detection from the time of last use. Cannabis however can be detected up to 30 
days after use, although detection times vary depending on the quantity and frequency of use.
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negative binomial regression modelling was used to examine the number of charges 
self-reported by police detainees. The purpose of the research was to examine whether 
regular amphetamine users had higher or lower rates of property offending than their 
heroin using peers. After analysing a sample of more than 9,000 police detainees, the 
authors found that heavy users of both drug types had high rates of self-reported 
property offending. For both heroin and amphetamine users, the proportional increase in 
the number of property charges was significantly greater than for non-drug users but the 
difference between them was not (an increase of 57% and 53%, respectively). This 
finding was important because it challenged the “popular perception that ... use of 
amphetamines, particularly crystal methamphetamine, is primarily linked to violent 
offending” (2012, p. 8).
In addition to the DUMA program, the AIC also received Commonwealth funds to 
conduct a three-phased national investigation into the link between drug use and crime, 
focusing specifically on Australia’s prison population. The project became known as the 
Drug Use Careers of Offenders (DUCO) study and the first stage was conducted in 
2001 with a sample of 2,135 adult male prisoners from four Australian jurisdictions -  
Queensland, Western Australia, Tasmania and the Northern Territory (Makkai & Payne, 
2003a, 2003b). The Queensland component of the adult male DUCO study forms the 
foundation of this thesis and more detail of its methodology is provided elsewhere in 
this report. Suffice it to say that the DUCO study employed an interviewer administered 
self-report survey, conducted with a geographically stratified random sample of the 
prison population in each jurisdiction with the exception of Tasmania, where a census 
of the prison population was attempted. Unlike the prisoner-based studies before it, 
DUCO was unique in its approach, both in terms of the diversity of the prisoners 
interviewed and the number of offence and drug types about which information was
81
colleced. Phases two and three of the DUCO study followed in 2003 with adult females 
(H. Joinson, 2004a, 2004b) and in 2005 with both male and female juvenile detainees 
(Prichird & Payne, 2005a, 2005b).
The EUCO project was widely regarded as the most detailed and comprehensive of its 
kind ii Australia, having surveyed the largest and most diverse sample of prisoners in 
Austnlia. Since then however, the Australian Institute of Health and Welfare (AIHW) 
has ccmmenced the National Prisoner Health Census with its most recent report on the 
health of Australian prisoners in 2010 (Australian Institute of Health and Welfare, 
2011) Its findings weren’t dissimilar to those previously estimated in DUCO, showing 
that o'er half of all those entering prison in 2010 had, in the 12 months prior to entry, 
been oinking alcohol at levels representing high risk of harm (58% nationally). Two in 
every three prison entrants had used illicit drugs in the past 12 months with cannabis, 
amphetamines and prescription analgesics being the three most commonly used 
subsUnces. This national census compliments the NSW Inmate Health Survey 
condicted in 1997 (P. Brown & Butler, 1997), 2001 (Butler & Milner, 2003) and most 
recenty in 2009 by Justice Health (Indig et al., 2010), as well as the Health of Prisoner 
Evaluition (HOPE) study in Western Australia in 2009 (Kraemer, Gately, & Kessell, 
2009)
Together, this strong history of Australian research has produced findings consistent 
with tiose international studies reviewed by Boyum and Kleiman (2002) for which they 
are fanously quoted as concluding that:
“one of the few universally accepted propositions about crime . . .  is that
ictive criminals are disproportionately substance abusers ” (2002, p. 1)
From he Australian research, several consistent conclusions can be drawn, namely that:
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■ The prevalence of drug use is significantly higher among criminal justice 
populations than in the general community and the differential is greater for more 
serious drug types such as heroin, amphetamine and cocaine (Australian Institute 
of Health and Welfare, 2011; Indig et al., 2010; H. Johnson, 2004a, 2004b; 
Kinner, 2006b; Kraemer et al., 2009; Makkai & Payne, 2003a, 2003b, 2005; 
Prichard & Payne, 2005b, 2005a).
■ Offenders typically experiment with illicit drugs at younger ages than those who 
use drugs but do not have contact with the criminal justice system (D. Johnson, 
2001). Moreover, it seems the more serious the offender the younger they were 
when they first used drugs (Makkai & Payne, 2003a, 2003b, 2005; Prichard & 
Payne, 2005a, 2005b);
■ There is modest association between specific drug types and specific crime types 
(Indermaur, 1995) although the association is likely the result of the pattern of 
usage more than the psychoactive properties of the drug (Bradford & Payne, 
2012);
■ Some offenders attribute their own offending to the use of drugs (Indermaur, 
1995; Makkai & Payne, 2003a), though this can vary by drug type (Payne & 
Gaffney, 2012);
■ Offending rates typically fluctuate according to levels of drug use (Dobinson & 
Ward, 1985; H. Johnson, 2004a, 2004b; Kraemer et al., 2009; Makkai & Payne, 
2003a, 2003b, 2005; Prichard & Payne, 2005a, 2005b; Stevenson & Forsythe, 
1998), but may also vary depending on the drug being used (Makkai, 2002);
■ Offenders are typically more likely to report experimenting with drugs only after 
they are already involved in crime (Dobinson & Ward, 1985; D. Johnson, 2001;
83
H. Johnson, 2004a, 2004b; Makkai & Payne, 2003a, 2003b, 2005; Prichard & 
Payne, 2005a, 2005b). However, this appears less so among female offender 
populations (H. Johnson, 2004a); and
■ A history of drug use serves as a strong predictor of reoffending (Makkai, 
Ratcliffe, Veraar, & Collins, 2004), especially among prisoner populations who 
continue to use drugs in prison or who express an intention to re-use drugs upon 
their release (Kinner, 2006a).
2.2.2.3: Studies of drug use and crime at the aggregate and population level
Much of the literature cited above has fuelled the drug-crime debate by focusing on 
individual level associations within samples of drug users or criminal justice 
populations using surveys or administrative data collections. An alternative method has 
emerged to examine the correlation between drugs and crime at an aggregate population 
level. In such studies, the population level rates of both drug use and crime are 
interrogated to identify time series trends, lagged effects and temporal associations 
which link the two phenomena. Among the most influential of international studies in 
this tradition was that undertaken in the United States by Robert Nash Parker (1995) in 
which he conducted a longitudinal analysis of the relationship between alcohol 
availability and homicide rates and where U.S. cities were the unit of analysis. While 
holding constant possible confounding factors, Parker (1995) found a positive 
relationship between alcohol availability and homicide, particularly in cities with high 
rates of poverty. It was this early investigation into the aggregate relationship between 
alcohol and violence that Parker developed his selective disihibition hypothesis which is 
discussed later in this thesis.
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In a similar study, Pridemore (2002) conducted analysis of alcohol and homicide rates 
across a selected sample of Russian cities, finding a similar relationship between 
alcohol availability and homicide. Eisner (2002) looked further afield and conducted a 
cross-country analysis of crime, problem drinking and drug use in which cluster 
analysis techniques were used to explain the covariance of crime and substance use in 
different countries. In reporting the results, Eisner (2002) noted that high levels of 
alcohol use and violence were typically found in countries with high social inequality, 
low levels of social control and widespread material poverty. Drug use however was 
highest in highly urbanised and affluent contexts where lifestyles were leisure oriented.
Continuing this theme of between-country comparisons, the International Self-Reported 
Delinquency Study (ISRD) examined the relationship between drug use and crime at the 
cross national level by comparing the rates of self-reported drug use and self-reported 
crime of participating countries (Junger-Tas, Marshall, & Ribeaud, 2003). Not 
surprisingly, the authors concluded that both property and violent crime were highly 
associated with drug use in all countries, but that the apparent strength of the 
relationship varied. With respect to drug selling and income generating crimes in 
particular, they found that the correlation between drug use and crime was stronger in 
countries with the highest prevalence of use for the more highly addictive substances 
such as heroin and cocaine.
Returning to the United States, Nielsen & Martinez (2003) conducted a macro analysis 
of the relationship between alcohol outlet distribution and density, and non-lethal 
violence. Their study was conducted in Miami using data for census tracts as the unit of 
analysis. Their results showed that alcohol availability was a strong independent 
predictor of violence and they concluded that social disorganisation and routine
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activities theories provided the best explanation for the observed relationship. Alcohol 
outlets, the authors contended, were an important negative influence that may promote 
social disorganisation and therefore perpetuate and encourage violence (see also R. D. 
Peterson, Krivo, & Harris, 2000) because the presence of a high number of alcohol 
outlets may represent poor levels of community control over alcohol itself, or poor local 
government regulations that in other communities act to restrict the number of outlets. 
Further the authors argued that while outlets may not themselves be an indicator of 
social disorganisation, their presence may undermine collective efficacy and the ability 
of a city or neighbourhood to exert social control over its citizens because, in part, the 
outlets themselves may represent a form of neighbourhood disorder.
In Australia, there have been only a handful of situations in which aggregate level 
analysis has been used to examine the drug-crime relationship. Perhaps the most notable 
is that of Marilyn Chilvers and Don Weatherbum, who in 2003 examined the 
relationship between increasing community levels of heroin dependence and the rate of 
robbery in New South Wales between 1966 and 2000. Heroin dependence, measured by 
proxy using the frequency of heroin overdoses, was shown to have a significant positive 
relationship with the incidence of robbery. The authors found that an annual 10 percent 
increase in the number of persons dependent on heroin led to a six percent increase in 
robbery, net of the effect of aggregate unemployment (Chilvers & Weatherbum, 2003; 
see also Donnelly, Weatherbum, & Chilvers, 2004).
Using a similar methodology, Degenhardt and colleagues (2005) examined the 
aggregate response of heath and criminal justice indicators to the so-called Australian 
‘heroin shortage’ in late 2000. In doing so, they followed a number of years of 
unprecedented availability of high-grade heroin. The shortage, now well documented in
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Australia (DeBeck & Wood, 2008; Degenhardt, Reuter, Collins, & Hall, 2005; 
Degenhardt, Day, et al., 2005; Donnelly et al., 2004; Weatherburn, Jones, Freeman, & 
Makkai, 2003), provided for a unique natural experiment of the aggregate effect on 
crime of changes in heroin price, purity and consumption. Using monthly police 
incident data spanning up to three years before and 18 months after the shortage, the 
authors found that the incidence of break and enter and robbery offending increased 
during the shortage by 14 and 33 percent, respectively. Interviews with both heroin 
users and key informants pointed to a significant increase in the street price of heroin 
and a decrease in its average street purity as important factors linked to greater 
participation in criminal offending and, therefore, higher aggregate crime rates in the 
short term (Degenhardt, Day, et al., 2005). In the long term however, it appears that the 
shortage may have encouraged a number of heroin users to leave the heroin market, 
either by switching to other drug types or seeking treatment for their addiction 
(Degenhardt, Day, et al., 2005). This, according to Moffatt, Weatherburn and Donnelly 
(2005) is one of a number of reasons why in more recent years property crime in New 
South Wales has been declining, net of the effect of broader economic and social 
factors.
In another NSW study, this time focused on spatial rather than temporal relationships, 
Donnelly and colleagues (2006) combined data from the Australian Bureau of Statistics’ 
Crime and Safety Survey with geo-coded alcohol outlet data to examine the relationship 
between alcohol outlet density and community perceptions and experiences of alcohol- 
related crime. Using a multilevel analysis technique, the authors examined the impact 
that both outlet density (the number of outlets) and accessibility (the measure of the 
one’s relative proximity to the five nearest alcohol outlets) had on self-reported 
experiences and perceptions of community victimisation. In terms of alcohol-related
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problems, the study showed that persons living in areas with relatively high levels of 
availability (outlet density) were at an increased risk of experiencing issues associated 
with public drunkenness and property damage. However, neither outlet density nor 
accessibility was associated with higher than average levels of violent victimisation, 
once community demographic and socio-economic indicators were accounted for 
(Donnelly et al., 2006).
2.2.2 A: Studies of drug use and crime in a developmental and longitudinal 
context
Interwoven within the drug-crime literature cited above are a number of studies which 
examine the relatively short-term, temporal relationship between the advent or 
frequency of crime and the use of alcohol or illicit drugs. These studies have tended to 
focus on period-by period relationships, measuring the ebbs and flows of both activities 
as they co-occur in specific contexts or over specific periods of observation (during or 
shortly after an episode drug treatment, for example). Longitudinally however, there is 
an emerging literature which extends the drug-crime relationship by examining their 
developmental associations over the life-course.
Among the most influential work, sits the significant contribution of Helene Raskine 
White (White, Brick, & Hansell, 1993; White, Fite, Pardini, Mun, & Loeber, 2013; 
White, Lee, Mun, & Loeber, 2012; White, Tice, Loeber, & Stouthamer-Loeber, 2002; 
White & Gorman, 2000; White & Hansell, 1998; White, 1990, 1997a, 1997b) who has 
dedicated much of her academic career examining the drug-crime relationship both in a 
temporal and longitudinal context. Of particular note, in a study by White and Hansell 
(1998) the relationship between drug use and aggression between early adolescence and 
emerging adulthood was examined using four waves of longitudinal collected between
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1979 and 1994. Specifically, the authors used a series of nested structural equation 
models to examine their cross-sectional and longitudinal interrelationship, concluding 
that drugs such as marijuana and cocaine were associated with increased levels of 
aggression at older ages, but that the long term relationship varied by drug type and, 
most importantly, at different stages of the life-course.
In another more recent study, White and her colleagues (2012) examined the association 
of alcohol use with the persistence and desistance of serious violence among different 
groups of African American and Caucasian offenders in the United States. Using a 
piece-wise linear growth modelling technique, the authors identified five different 
trajectories of violence from adolescence (age 12) to emerging adulthood (age 25), 
including nonviolent offenders, late-onset offenders, desisting offenders, persisting 
offenders, and one-time offenders. A comparison of alcohol use trajectories across four 
separate age ranges found that while the association between drinking and violence was 
the same for both African American and Caucasian offenders, the development of 
alcohol use was significantly different between offenders of the different developmental 
pathways. Persistent violent offenders, for example, reported the highest levels of 
drinking at the youngest ages. Late-onset offenders exhibited a higher than average rate 
of increase in their drinking during late adolescence, while non-violent offenders 
exhibited the highest rate of increase in drinking during emerging adulthood. Overall, 
the authors concluded that yearly changes in alcohol consumption appeared to be 
correlated with the nature and rate of violent offending. To this, they suggested that
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interventions targeted at different stages of development may aid in preventing the 
growth of long-term trajectories in violence (White et al., 2012).34
Importantly, as recently as 2013, White and her colleagues (2013) reviewed the existing 
literature and examined the longitudinal relationship between alcohol use and 
aggression, focussing on role played by other individual, social and environmental 
moderators. They argue that while most studies fail to control for important between- 
individual differences affecting the drug-crime connection most also ignore the 
importance of within-individual factors (both personal and contextual) which can 
significantly shape the longitudinal nexus of alcohol and aggression.
Using annual data from 971 adolescent males aged between 13 to 18 years, White and 
colleagues (2013) rose the challenge of their own critique by examining the within- 
individual relationship of alcohol-aggression relationship whilst controlling for the 
potentially confounding influence of stable between-individual differences in impulsive 
behaviour, positive attitudes toward violence and associations with violent peers. Their 
findings suggest that within-individual increases in alcohol use were correlated with 
within-individual increases in aggressive behaviour and that the relationship was 
reciprocal. Most importantly, it appeared from their analysis that the strength of the 
alcohol-aggression relationship was strongest for boys with pre-existing attitudes 
favouring violence, as well as among those who lived in high-crime neighbourhoods. 
To this the authors concluded that by targeting alcohol violent and aggressive conduct 
may be reduced, but that for maximum effect, interventions should also include
34 Interestingly, an earlier study by Huang and colleagues (2001) concluded that interventions targeting a 
reduction in alcohol use would “probably” not have a long-term impact on interpersonal violence. Their 
analysis was not ‘group-based’ and may have masked the important developmental associations revealed 
later by White and her colleagues in 2012 (White, Lee, Mun, & Loeber, 2012).
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strategies targeting the individual and environmental risk factors that moderate the 
relationship within individuals and over time.
In another study, John Welte and his colleagues (2005) examined interview data from 
625 young males (16-19 years) residing in Buffalo, New York. Using a series of 
hierarchical linear models, several groups of young offenders were identified -  an 
apparatus though which alcohol and drug use was later examined. For the young men 
whose antisocial behaviour was increasing, the use of alcohol was associated with a 
higher initial levels of offending, while later drug use was associated with a faster 
increase in the rate of offending. In the group whose delinquency was declining 
throughout the period, heavy use of alcohol and drugs was connected to a slower rate of 
desistance from offending. Overall, the authors concluded that while alcohol 
involvement emerged as an important factor influencing the development of an early 
criminal career, the impact of illicit drug use is greatest as offenders begin to mature out 
of crime.
Finally, of significant import to the central argument of this thesis, Welte, Zhang and 
Wieczork (2001) found that offenders of different criminal trajectories experience and 
are influenced by drugs in different ways and to varying degrees in late adolescence and 
early adulthood. Specifically, for the 596 young males in their study a ‘cross-lagged 
and synchronous structural equation panel model’ was fit to examine the intersection of 
substance use and crime for early-onset and late-onset trajectories. In concluding their 
research the authors argued that there does not exist a causal relationship between drug 
use and crime for early onset offenders, although we are mindful that in their study, 
measurement was limited to the relatively short period of between 16 and 19 years. For
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late-onset offenders, drug use and crime had a significant reciprocal relationship that 
was both lagged and synchronous.
2.2.3: On the question of causation
Although new reports surface and the wealth of evidence grows, the drug-crime debate 
remains plagued by the unanswered question of causality; whether it exists at all, and if 
it exists, in which direction it operates. The existence of a positive, albeit strong 
correlation between drug use and crime confirms only that the two phenomena regularly 
co-occur, but is not itself evidence that either one acts as a causal agent for the other. 
Although the question of causality is discussed in more detail later in this thesis, 
specifically with reference to its theoretical intersection in developmental criminology, 
here we are reminded of the complexity of the causal debate and its implications for 
understanding the prevention of drug use and crime. This complexity is eloquently 
described by Candido da Agra (2002) as centred on two different positions: those who 
favour a ‘co-occurrence model’ by rejecting causal relationships as spurious, and those 
who accept causality but disagree with respect to its strength and direction. From this, 
Agra (2002) argues that the drug-crime debate:
“sinks into a deep epistemological incoherence, for it confounds causal 
determinism with statistical determinism or co-occurrence and spurious 
relationship with the absence of determinism” (2002, p. 11).
In assessing the same complex mix of empirical findings Scott Menard and his 
colleagues (2001) point out that there are at least four competing explanations of the 
drug-crime relationship which can be summarised as:
■ drug use leads to crime;
■ crime leads to drug use (the inverse causality model; see Brochu, 1995);
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drug use and crime influence each other in a pattern of mutual causation; and
■ that the relationship between drug use and crime is either coincidental or spurious 
and that both result from a common underlying aetiology (see also White & 
Gorman, 2000).
In support of their thesis and following a comprehensive review of the literature, 
Menard and colleagues (2001) conclude that the simple hypothesis that drug use causes 
crime is ‘untenable’ because in the vast majority of research, particularly that conducted 
with criminal justice populations, the initiation of drug use typically occurs subsequent 
to the onset of offending. Further, they conclude that once both crime and drug use have 
commenced, each appears to increase the probability that the other will continue. Most 
importantly for this thesis, they find that crime and drug use are related to one another 
in different ways and in different strengths across the life-course - that while some 
crime is caused by drug use and some drug use is caused by crime, both are also heavily 
influenced by a similar set of underlying factors such that during early adolescence both 
phenomenon are more heavily influenced by some common aetiology while at later ages 
they are more strongly related through a process of mutual causation. Agra (2002) 
rejects this compromise as true causation saying that:
“The fact is this: If drugs cause crime but crime also causes drug taking 
with an identical weight of determinism, we no longer have a phenomenon 
that determines and a phenomenon that is determined, and that is... a 
crucial condition for a relationship to be called causal. If drugs cause crime 
and crime causes drug taking, then all we can say is that there is a 
reciprocal and complex causality or, to put it more simply, there is no 
causality in a strict sense”  (2002, p. 12).
In any case, on the question of causation there is simply no clear answer and instead, it 
is likely that the complexity of their inter-relationship lies somewhere within the 
multifarious web of human development over the life-course. Disentangling the web
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may not be easy, but longitudinal data and emerging statistical innovations in both 
disciplines will likely prove pivotal to expanding our knowledge and improving our 
capacity to respond to both drug use and crime.
2.3: On reflection of the criminal career and drug-crime debates
In a recent book, The Future of Criminology, leading academics from around the world 
stopped to pay tribute to the life-long contribution of one of the world’s most influential 
criminologists, David Farrington (Loeber & Welsh, 2012). It is in this book that we are 
not only reminded of the importance of Farrington’s commitment to rigorous 
criminological research and theory, but we are also offered some important insights into 
what Farrington (2012) and others (Blumstein, 2012; Moffitt, 2012; Osgood, 2012; 
Piquero, 2012) believe the criminal career debates have taught us and what gaps still 
exist for future criminologists to explore.
Regarding the age-crime curve, we are reminded by Alfred Blumstein (2012) that the 
two competing paradigms (the invariance thesis versus participation thesis) are still 
alive and well and that even he remains strident in his view that its inverted-u shaped 
representation is as much a function of participation as it is the frequency of offending 
among active offenders over their life-course. He writes:
"the more important consideration precluding the use of the age crime 
curve is the recognition that its curvature is a function not only of the 
changing offending frequency with age, but also the initiation of criminal 
careers (primarily but not exclusively during the rise portion of the age- 
crime curve) and the termination of careers (again, primarily but not 
exclusively during the decline portion of the curves)" (Blumstein, 2012, p.
107).
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That after all these years the relationship between age and crime remains a subject of 
key theoretical and empirical enquiry was highlighted by Wayne Osgood (2012) where, 
upon reflecting on what criminology needs, he said:
“Though many important topics in life-course criminology merit further 
study, I want to encourage attention to one that is largely neglected by in my 
view is most central of all: I believe that we should do more research aimed 
at determining why crime rates differ with age. Though the age-crime curve 
is one of the strongest, most consistent and longest standing findings in 
criminology, we have not put much effort into determining its source”
(Osgood, 2012, pp. 5-6).
He later argues that “life-course criminology would be enormously enriched by greater 
attention to relevant ways that people and their lives change” and that an area of 
“strength” for criminology is in the investigation of time-varying variables (2012, p. 7) 
as they interact between age and crime. Similarly, Piquero (2012) notes that in the 
future, criminology should focus on "whether individual offending frequencies vary 
with age" (2012, p. 114) and what types of events in the life-course “influence 
persistence/desistance in/from crime" (2012, p. 115).
This is not to say that criminology has failed to make significant inroads. In fact, citing 
Farrington’s (2003) seminal address to the American Society of Criminology, Alex 
Piquero (2012) reminds us that the criminal career debates have moved the field 
forward significantly such that there is general cross-national consensus on a number of 
key facts:
35 As recently as 2012, criminologists MacLeod, Grove and Farrington (2012) proposed a theory of crime 
in which it was argued that criminality is constant across cohorts, that recidivism is constant among 
individuals, that the rate of offending whilst active is constant, and that the probability of conviction and 
imprisonment increases with age. On these assumptions alone, the authors were able to mathematically 
replicate the aggregate age crime curve of the 1953 birth cohort. In addition, the authors argued that for 
“those with a propensity to crime, criminal acts will occur at random, the convolution of inclination and 
opportunity. These individuals will continue to (re-)offend until they are caught and convicted at which 
point a life-course decision is made either to continue as before or to modify their behaviour to avoid 
further conflict with the law” (2012, p.68)
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(1) the age of onset of offending is most typically between 8 and 14, earlier 
with self-report data and later with official records, while the age of 
desistance from offending (measured with official records) is most typically 
between 20 and 29; (2) prevalence of offending peaks in the late teenage 
years -  between 15 and 19; (3) an early age of onset predicts a relatively 
long criminal career duration and the commission of relatively more 
offences; (4) there is marked continuity in offending and antisocial 
behaviour from childhood to the teenage years and to adulthood; (5) a 
small fraction of the population (“chronic offenders”) commits a large 
fraction of all crimes; chronic offenders tend to have an early onset, a high 
individual offending frequency, and a long criminal career; (6) offending is 
more versatile than specialised (but specialisation may increase with age);
(7) the types of acts defined as offences are elements of a larger syndrome 
of antisocial behaviour that includes heavy drinking, reckless driving, 
promiscuous sex, and so on; (8) as people enter adulthood, they change 
from group to lone offending; (9) the reasons given for offending up to the 
late teenage years are quite variable, including excitement/enjoyment, 
escape from boredom, and emotional or utilitarian reasons, while after age 
20 utilitarian motives become increasingly dominant; and (10) different 
types of offences tend to be first committed at distinctively different ages. 
(Farrington 2003, cited in Piquero, 2012, pp. 112-113).
Finally, in his summation of the criminological landscape, veteran criminologist 
Blumstein (2012) calls for a return to the debate with fresh data and new techniques, 
especially from sources and criminologists outside the United States and United 
Kingdom. He writes:
"In the United States, there were major efforts over 30 years ago to build a 
knowledge base, and there was considerable progress during that time, but 
there has been very little more recent effort to update the older results, 
which have aged over an interval during which many aspects of offending 
patterns could have well changed" (Blumstein, 2012, p. 108).
"An even greater gap exists in the comparative literature on criminal 
careers in different countries.... it would be particularly desirable to make 
some richer comparisons than have been attempted so far" (Blumstein,
2012, p. 108).
Many of the issues raised in The Future of Criminology (Loeber & Welsh, 2012) have 
direct implications for ongoing investigations of the relationship between drug-use and 
crime. Whether both activities exist as manifestations of some common underlying 
behavioural syndrome, or whether they share mutual or unidirectional causal influences
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remains key to understanding how criminal careers develop, flourish and desist. To this, 
we are reminded by White and Gorman (2000) that “drug users, and even drug addicts, 
are heterogeneous in terms of their levels of criminality and patterns in crime”, as are 
criminal offenders “in terms of their levels of drug use and patterns of use” (White & 
Gorman, 2000, p. 196). Further, White and Gorman (2000) suggest that on the balance 
of available evidence it seems that a differential or group-based approach to the drug- 
crime nexus may be fruitful and yield some important insights into how best to respond 
and prevent both social phenomena. They write:
“Although there are common causal factors in both alcohol/drug use and 
delinquent and criminal behaviour, there exists various subgroups 
displaying different causal paths ” (2000, p. 196).
It is this prediction of differential causal pathways, or path-dependence as it is otherwise 
called, for which Nagin (2010) argues is a justification for group-based 
conceptualisations of development and the methods that have emerged to examine them. 
In this thesis, inspired by the legacy of the criminal career and drug-crime debates, this 
paper returns to the AIC’s DUCO study -  Australia’s largest and most detailed criminal 
career investigation -  with significantly more data and a suite of additional 
contemporary techniques to recast its findings and reconsider its implications for policy 
and practice.
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Chapter 3: Theoretical Frameworks
“Scientific theory summarises agreed-upon facts through statements about 
what is currently unobservable but consistent with those facts. Facts without 
theory are description; theory without facts is non-scientific speculation. 
Theory of the latter type accumulates but is not cumulative. Much of 
criminological theory is non-scientific, not because the authors do not value 
science but because the rush to theory limits the facts they consider.”
(We If or d, 2007, p. xi)
In the decades preceding the criminal career debate, the bulk of all theoretical 
explanations for criminal participation focused on what cross-sectional research had 
observed as the static factors differentiating offenders from their non-offending peers. 
Developmental issues regarding observed patterns of individual change over time were 
considered important, but mostly by scholars of psychology and psychiatry. It wasn’t 
until the 1980s, spurred on by debates over the age-crime curve and growing investment 
in longitudinal research methodologies, that scholars in criminology paid greater 
attention to the development of criminality within individuals over time.
Not surprisingly, these emerging developmental theories in criminology borrowed 
heavily from existing theoretical paradigms, adding to them elements capable of 
explaining age-graded change in criminal participation. Although it is not within the 
scope of this thesis to provide a detailed explication of all early criminological theories, 
it is nevertheless important to appreciate these early theoretical influences and readers 
are encouraged to consult one of several texts for a more detailed review (Lilly, Cullen, 
& Ball, 1995). For the purpose of this thesis, early criminological perspectives are 
described only to the extent that they have influenced or found themselves incorporated
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within the emerging developmental frameworks that seek to explain the coexistence of 
continuity and change.
3.1: Population heterogeneity and state dependence
As in most disciplines, the landscape of developmental and life-course criminology can 
be difficult to navigate without some overarching principles or guiding frameworks. For 
this reason, this section begins its journey with a close look at two key theoretical 
concepts -  persistent population heterogeneity and state dependence. Although neither 
is specifically unique to criminology, these two concepts nevertheless provide a 
simplified framework from which causal mechanisms can be broadly understood.
Put simply, population heterogeneity is a term used to describe the degree to which 
individuals in the population differ from one another, while state dependence describes 
the process whereby events in the future are causally connected to those of the past. In 
developmental and life-course criminology, population heterogeneity is most commonly 
used to explain why individuals appear persistently different from one another in the 
degree to which they engage in criminal and antisocial behaviour. For the most part, this 
heterogeneity is seen to result from some underlying, but often poorly measured latent 
trait (Cohen & Villa, 1996), sometimes referred to as the ‘propensity’ (M. R. 
Gottfredson & Hirschi, 1990), ‘potential’ (Farrington, 2005b) or ‘proneness’ (Ezell & 
Cohen, 2005) to engage in criminal activity. Having typically developed early in life, 
these between-individual differences in latent criminality have been considered by some 
(M. R. Gottfredson & Hirschi, 1990; J. Q. Wilson & Herrnstein, 1998) as invariant with 
age and wholly sufficient to explain continuity in criminal outcomes at all ages across 
the life-course.
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State dependence, on the other hand, is used in developmental criminology to explain 
how, net of the effect of underlying propensity, past criminal and non-criminal activities 
can exert a causal influence on the odds of (or propensity for) criminal participation in 
the future. Here, theorists argue that while latent criminal propensities exist to 
differentiate individuals at all ages, these propensities are subject to exogenous 
influences and are, therefore, malleable over time (see Ezell & Cohen, 2005). Theories 
which emphasise the importance of state dependence place great value in processes 
which explains how past activities, whether antisocial or pro-social, influence future 
activities by adding to or subtracting from an individual’s latent propensity.
Ezell and Cohen (2005), like others before them (Nagin & Paternoster, 2000), provide a 
concise explanation of these fundamental concepts using the ‘urn schemes’ analogies of 
Heckman (1981). According to the analogies, each individual in the population is 
figuratively described as carrying an um full of red and blue balls. The blue balls 
represent propensity to engage in pro-social activities, while the red balls represent 
propensity to engage in activities that are antisocial or criminal in nature. Although each 
individual’s urn contains the same number of balls, the ratio of red to blue varies from 
person to person such that each individual’s urn represents their own unique propensity 
to engage in antisocial versus pro-social activities. As if selecting from their um at 
random (and replacing the chosen ball with another of the same colour), individuals 
with a relatively high number of red balls will always have a greater probability of 
engaging in a high number of anti-social activities relative to their peers. To the extent 
that the ratio of red to blue balls remains unchanged with each successive selection, 
neither past nor present selections from the urn (whether pro-social or antisocial) affect 
its overall contents. Individuals in this case are considered persistently heterogeneous
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because the contents of their urn, and those of their peers’, remain the same regardless 
of how many previous antisocial activities they have committed.
Suppose, however, that the quantity of balls replaced for every one chosen varies at 
random so that for every red ball selected, one or more of the same colour is returned to 
the um. Unlike in the previous scenario, the more often an individual selects a red ball 
the more red balls he or she will accumulate and the higher the probability that future 
selections from the um will be red. In this alternate scenario, past engagement in 
antisocial and criminal activities is considered by theories which emphasise state 
dependence processes (Sampson & Laub, 1993) to be causally related to the probability 
of future engagement in antisocial and criminal activities, even if in the beginning 
individuals were persistently heterogeneous. Nagin and Paternoster (2000, p. 125) 
suggest that part of the state dependence process is underpinned by the notion that 
frequent engagement in criminal activities may “subsequently open up opportunities to 
engage in crime while closing off opportunities for noncrime”. It is this dynamic 
relationship that defines the malleable nature of an individual’s propensity - the 
hallmark feature of a state dependence process.
Continuity in between-individual differences is, therefore, easily explained by either the 
initial diversity on some time-invariant criminal propensity (population heterogeneity), 
or alternatively, the cumulative nature of disadvantage that increases one’s propensity 
with each crime committed (state dependence). In so far as the contribution to 
propensity is roughly equal for each type of crime committed, then those who started 
with a higher propensity will, at least on average, always appear more prone to crime 
than those who have lower initial propensities.
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Change in within-individual criminality, on the other hand, cannot be so easily 
explained. Since pure population heterogeneity suggests that propensity to engage in 
crime remains unchanged across the age distribution, apparent declines in actual 
criminal activity must, therefore, be the result of factors (age, physical ability, 
opportunities) that have little or no bearing on latent criminal propensity. Theories that 
rely solely on the persistence of the initial distribution of criminal propensity in the 
population argue that the causes of crime do not change with age, but instead, the 
opportunity structures that promote crime increase and decrease roughly in accordance 
with the inverted j-shape of the age-crime curve. Conversely, state dependence suggests 
that individual-level change occurs not only because of changing opportunity structures, 
but also because various social and environmental factors affect variations in underlying 
criminal propensity. To this end, the age-graded decline in offending, and the fact that 
this decline is different for different people, is ultimately the result of a progressive 
change to each individual’s criminal propensity. For some, continued involvement in 
criminal activities causes growth in criminal propensity, which in turn promotes a 
longer period of criminal participation. For others, the move away from crime and into 
more pro-social activities causes a decline in long-term criminal propensity and, thus, 
shortens the length and severity of criminal participation into adulthood.
3.2: Three theoretical approaches
To further understanding of the interplay between persistent population heterogeneity 
and state dependence, this thesis borrows from the work of Ray Paternoster and his 
colleagues who in 1997 summarised developmental and life-course theories into three 
classifications -  general-static, general-dynamic, and developmental/taxonomic 
theories. Their approach stands as a valuable organising framework within which
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different developmental theoretical approaches can be understood with reference to two 
key principles. The first is whether a theory posits a single or multiple causal 
mechanism(s); the second is whether the hypothesised cause(s) of crime can change 
over the age distribution.
Accordingly, theories positing a single underlying cause of crime are considered 
‘general’, while those with multiple causes are considered typological or taxonomic. 
Where the hypothesised cause of crime is fixed over time, the theory is considered 
‘static’, whereas a ‘dynamic’ theory is one in which the nature or strength of what 
causes crime varies with age. General-static theories, therefore, posit one single cause of 
crime for all offenders at all ages, the strength of which remains unchanged regardless 
of age. General-dynamic theories describe those positing a single cause of crime, but 
where the cause can weaken or strengthen in response to state dependent effects. 
Typological or taxonomic theories are those positing multiple causal mechanisms 
resulting most often in the emergence of multiple offending pathways or trajectories. 
This chapter provides a more detailed discussion of these three key approaches and their 
implications for research into criminal careers.
3.2.1: General-static approaches
As noted, general-static theories are those which emphasise the enduring nature of a 
single cause of persistent between-individual differences (population heterogeneity) in 
criminality. Historically, criminology has been littered with theories developed within a 
general-static framework. Italian military physician Cesare Lombroso (1835-1909), 
since described as the “father of modem criminology” (Wolfgang et al., 1972, p. 232), 
used biology as a means to explain the differences between criminals and non-criminals. 
Like others in the positivist criminological tradition, Lombroso believed that criminals
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were “distinctively different from noncriminals” and represented a “form of degeneracy 
that was manifested in physical characteristics reflective of earlier forms of evolution” 
(Lilly, Cullen, & Ball, 1995, p. 20). He pointed to the size of one’s ears, the slope of 
one’s forehead, the length of one’s arms, and the shape of one’s nose, to suggest that 
certain physical characteristics were indicative of innate traits that predisposed
36individuals to commit crime. In the positivist school that followed Lombroso’s work; 
biological and genetic criminology flourished with the study of bumps and fissures in 
the skull (phrenology), facial features (physiognomy) and body shapes. Even as recently 
as the 1998, Wilson and Herrnstein (1998, p. 187) remarked that biology was important 
because “people who break the law are often psychologically atypical” and because 
“offenders are... atypical in personality”.
Although early biological criminology suffered a number of significant set-backs and 
critiques (Goring, 1913), the tradition has not been entirely (Beaver, Connolly, 
Schwartz, Al-Ghamdi, & Kobeisy, 2013; Beaver & Connolly, 2013; Simons & Lei,
' i n
2013) as new technologies and improved methodologies have shepherded genetics
36 Kretschmer (1925), studying 260 insane people in Swabia, Germany, noted that each of his subjects 
had distinct body types that were linked to certain psychic dispositions. He described four body types: 
asthenic, athletic, pyknic and mixed types; all linked to different psychological states. Asthenic 
individuals were of a lean and narrow build and more likely to have a schizophrenic personality. Pyknic 
individuals were more rounded with broad faces and short stubby hands. They were more likely to be 
manic depressive. Hooton (1939) studied more than 17,000 individuals, both criminal and non-criminal, 
and concluded the criminal offenders were inferior to non-criminals in almost all of their bodily 
measurements. Sheldon and Eleanor Glueck (1956) studied 500 male juvenile delinquents and in doing so 
developed a delinquency scale that included three different body components: endomorphy (soft and fat), 
mesomorphy (athletic and muscular) and ectomorphy (skinny and flat body build). He concluded that 
because an individual’s body shape was largely inherited from their parents, that criminal dispositions 
based on these types must also be inherited.
37 Caspi and colleagues (2002) published in Science on the interaction between child maltreatment and 
variants of the MAOA gene. The effect of the gene was to moderate the impact of child maltreatment on 
later manifestations of antisocial conduct. Belsky and Pleuss (2009a, 2009b) provide a list of studies on 
the gene x environment association. Simons and Lei (2013) argue for a differential susceptibility 
viewpoint. Simons and colleagues (2011) found that individuals with seven or more repeats allele on the 
dopamine receptor gene (DRD4) and the short allele on the serotonin transporter gene (5-HTT) scored 
higher on anger, toughness and hostility towards relationships. Simons et al 2012 examined the extent to 
which genetic code variants may contribute to the acceptance of street code and the susceptibility to gang 
cultures. They found that 5-TT, DRD4 and MAOA variants were associated with greater commitment to 
street code and aggression when exposed to adverse environmental conditions. Gibbons and colleagues
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back to the forefront of criminological thinking. Increasingly, criminologists are open to 
the possibility that genetic dispositions, coupled with specific environmental conditions 
can result in susceptibility to antisocial behaviour (Simons & Lei, 2013). Even David 
Farrington (2005b), in his foray into theoretical criminology described anti-social 
potential -  the key construct of his integrated theory -  as depending on a 
“impulsiveness, on strain, modelling and on socialization processes, and on life events” 
(Farrington, 2005b, p. 76).
Talk of ‘fixed characteristics’ and ‘genetic blueprints’, breathes persistent population 
heterogeneity as fundamental to explaining differences between criminals and non­
criminals at all ages. Yet, not all general-static theories ascribe so heavily to biological 
and genetic determinants. Others, like Michael Gottfredson and Travis Hirschi in their 
now widely cited General Theory of Crime (1990), describe population heterogeneity as 
the persistent between-individual difference in criminal propensity that results from 
poor parenting and ineffective childrearing practices during the formative juvenile 
years. They contend that their theory is general because it offers one explanatory 
construct -  self-control -  which is “meant to explain all crimes, at all times, and for that 
matter, many other forms of behaviour that are not sanctioned by the state” (1990, p. 
117). It is static because once fully developed by the age of 10, an individual’s self- 
control is consistent across the age range such that those who are relatively more 
delinquent than their peers at age 13 will remain relatively more delinquent at age 30, 
even if the manifestation of that underlying propensity into actual criminal or delinquent 
activity may have fluctuated over the intervening time period (M. R. Gottfredson & 
Hirschi, 1990).
(2012) found that genetic variants play some role in explaining the acquisition of beliefs, values and 
attitudes. Beaver and Connolly (2013) summarise the key literature on the gene-environment interaction 
for childhood antisocial behavior.
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In essence, Gottfredson and Hirschi offer their own form of control theory to explain the 
longitudinal course of criminal involvement and like all control theories, their General 
Theory implies that individuals are typically restrained from engaging in antisocial 
activities by some prevailing and controlling force which, when absent, frees 
individuals to engage in activities that defy pro-social norms. Those who do so on a 
frequent basis are described by Gottfredson and Hirschi (1990, pp. 90-91) as inclined to 
commit antisocial acts in the pursuit of self-interest because they lack the ability to 
resist temptation, they persistently seek immediate and easy gratification, and they are 
“impulsive, insensitive, physical (as opposed to mental), risk taking, short sighted, and 
nonverbal”. For these individuals, low self-control results from less than favourable 
child rearing and parenting environments which lack adequate supervision, have 
minimal behaviour monitoring and have insufficient or inconsistent disciplinary 
practices (M. R. Gottfredson & Hirschi, 1990, p. 97). Children who grow up in such 
environments are said to be the products of failed socialisation; having not learned the 
skills necessary to ensure that they are able to delay gratification, to empathise with 
others and to sacrifice their own personal needs for the well-being of those around them.
To explain the coexistence of continuity and change over the life-course, the General 
Theory is set within a propensity-event framework (M. R. Gottfredson, 2005). It 
delineates self-control (propensity) from the opportunity structures (events) that 
precipitate crime. Continuity exists because underlying propensity to engage in 
antisocial behaviour differentiates individuals along a continuum that is not malleable 
over time. In other words, an individual’s self-control is highly unlikely to change
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regardless of their age' . Where change in actual offending is evidenced, it is not 
because of some fundamental shift in a person’s propensity to engage in crime, but 
rather, from the changing socialisation and environmental cues that influence the 
opportunity structures (situational and environmental) that typically give rise to crime. 
In this case, age is seen as having a global effect on the opportunity structures that 
facilitate crime because “the rate at which socialization continues to occur is 
approximately the same for everyone” (Nagin & Paternoster, 2000, p. 122). Moreover, 
the seemingly high correlation between unfavourable adolescent and adulthood 
situations (including alcohol and drug use) results not from any special causal process, 
but because individuals with low levels of self-control will essentially self-select into 
situations and scenarios consistent with this latent characteristic (Ezell & Cohen, 2005; 
Nagin & Paternoster, 2000).
Since first described in 1990, numerous empirical studies have come to the fore in an 
effort to test self-control as a predictor of crime. Combined, these studies have largely 
demonstrated self-control as having considerable predictive value in both cross- 
sectional and longitudinal research methodologies (DeLisi & Vaughn, 2008; Greenberg, 
1992; Pratt & Cullen, 2000; Rowe, Osgood, & Nicewander, 1990), using attitudinal and 
behavioural measures, and across a wide range of offender samples (Pratt and Cullen, 
2000). In many cases, low self-control has been illustrated as a strong predictor of an 
offender’s officially recorded crime (Burton, Cullen, Evans, & Dunaway, 1994; DeLisi 
& Vaughn, 2008; Evans, Cullen, Burton, Dunaway, & Benson, 1997; Grasmick, Tittle, 
Bursik, & Arneklev, 1993; Keane, Maxim, & Teevan, 1993; Nagin & Paternoster, 1993; 
Piquero & Tibbetts, 1996) and their self-reported delinquency (Polakowski, 1994). In a
38 Gottfredson and Hirshi (1990) do concede that moving from low to high self-control is possible, 
however extremely unlikely because the early consequences of having low self-control “essentially 
overwhelm the odds of such change” (Ezell & Cohen, 2005, p. 20)
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meta-analysis of 21 research studies using 17 different data sources, Pratt and Cullen 
(2000) found considerable support for self-control as inversely related to criminality, 
although more so when measured using behavioural indicators via cross-sectional 
research methodologies. More importantly, their meta-analysis found that self-control 
was almost always significantly related to variations in criminality, even after controls 
were imposed for variations in other theoretical domains, such as social learning, social 
bonding, strain, and differential opportunity structures (Brownfield & Sorenson, 1993; 
Burton, Cullen, Evans, Alarid, & Dunaway, 1998; Burton et al., 1994; Evans et al., 
1997)
Yet, despite receiving some strong empirical support, the General Theory has also been 
the subject of some criticism. The most notable among them have been levelled at the 
apparent inflexibility of self-control when measured in other cultural contexts (Marenin 
& Reisig, 1995); the apparent tautology of self-control as an explanation of criminality 
since both behaviours are one and the same (Akers, 1991); the probabilistic, rather than 
deterministic, nature of self-control (Reed & Yeager, 1996); its inability to explain rare 
and exceptional criminal events (Geis, 2000); and its inability to explain observed, 
albeit rare patterns of criminal specialisation during adulthood (for example, the advent 
of white collar crime) (Geis, 2000). In particular, critics of General Theory point at the 
large body of research which ostensibly illustrates how criminal propensity, given 
changing social and personal circumstances, is malleable over time (Sampson & Laub, 
1993).
In reply, Gottfredson and Hirschi (1990) remind us of the fundamental difference 
between propensity and events. They argue that social situations, although they might 
appear to affect criminal decision making, have strong associations with pre-existing
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propensities and are often the result of the self-selection processes that are defined by 
those propensities. Criminal events that result from gang membership, they argue, 
cannot be separated from the pre-existing propensity which opened the door to such 
membership in the first place. Both are likely to be manifestations of the same 
underlying trait (M. R. Gottfredson, 2005; Hirschi & Gottfredson, 1995). Where state- 
dependence processes appear to exist, the General Theory is largely dismissive, arguing 
that correlations between past and future events are the spurious result of a failure to 
account for an important (omitted) variable -  self-control.
3.2.2: General-dynamic approaches
Although the 21-study meta-analysis conducted by Pratt and Cullen (2000) provided 
strong empirical support for self-control, it also highlighted two findings that appear 
contrary to the General Theory’s claim that it is the single most important factor. First, 
Pratt and Cullen (2000) found that the effect of self-control was weaker in longitudinal 
compared to cross-sectional research. This is particularly important because if, as the 
General Theory asserts, self-control is the one single factor underlying criminal 
propensity, it should produce a consistent and stable negative effect both between- 
individuals and within-individuals over time -  a claim made explicitly by its authors 
(M. R. Gottfredson & Hirschi, 1990, pp. 221-240). Second, Pratt and Cullen (2000) 
found that in studies where both social-control and self-control variables are included, 
social-control variables more often than not remain important and statistically 
significant, net of the effect of self-control. In other words, while self-control is 
important in predicting crime, researchers could not completely discount the influence 
of social and environmental factors on the development and manifestation of criminality 
over the life-course.
110
That self-control is generally weaker in longitudinal research, and that it fails to explain 
all of the variance explained by other social variables foreshadowed a need for a more 
complex explanation of crime over the life-course. The idea that all antisocial and 
criminal behaviour could be explained by a single latent propensity unaffected by 
external social influences stood in stark contrast to the growing concern among 
academics that a combination of individual, situational and environmental influences 
may have differential effects at different ages and on different aspects of one’s criminal 
career, however defined. Rather than focusing solely on the between-individual 
differences in antisocial behaviour, the criminal career paradigm and ensuing 
developmental and life-course perspectives paid greater attention to the importance of 
within-individual change in an effort to describe how offending behaviour is “inter­
woven with human development” (Thornberry, 2005, p. 157). Although criticised for 
lacking empirical justification, theories that incorporated dynamic processes and which 
required longitudinal research design were considered “more causally compelling” 
(Farrington, 2005b, p. 75) by some criminologists because, while cross-sectional 
research may identify risk markers for the development of offenders, only longitudinal 
research could accurately discern networks and directions of causality as they vary with 
age.
At about the same time that Gottfredson and Hirschi (1990) proposed their General 
Theory, two other notable researchers, Robert Sampson and John Laub (Laub & 
Sampson, 1991; Sampson & Laub, 1993), stumbled across a goldmine in the archives of 
the Harvard University Law School Library. What they uncovered was the original case 
files used in the well-known research study by Sheldon and Eleanor Glueck (1950) - 
Unravelling Juvenile Delinquency. After piecing together the research files and re­
analysing the longitudinal follow-up data, they developed their own theoretical
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explanation for crime and antisocial behaviour, naming it ‘an age-graded informal social 
control theory’. In it they appropriated existing social control theory -  the idea that an 
individual with weak or broken attachment to society is more likely to engage in 
criminal behaviour -  to include a dynamic process whereby the types, sources and 
targets of social control vary with age. Unlike the General Theory, which all but 
categorically denied the importance of social institutions in adolescence and adulthood, 
Sampson and Laub (1993) contend that the institutions of most relevance to social 
control theory vary across the life-course such that the explanations for crime must 
accurately account for these changes. It is for this reason that Paternoster and colleagues 
(1997) place Sampson and Laub’s (1993) theory under the umbrella of the “general- 
dynamic” approaches, because while it recognises social control as the single cause of 
crime, it also places great emphasis on its ability to strengthen and weaken at different 
ages.
Sampson and Laub’s (1993) theory was focused primarily on adult transitions and so 
sought to identify the life factors and processes (such as marriage, employment and 
military service) that encouraged criminal persistence and delayed criminal desistance. 
As such, they pay only limited attention to early childhood and adolescent development, 
except insofar as what happens in early childhood provides the foundation for 
explaining the relative stability in between-individual offending during adulthood. In 
their view, the development of adolescent antisocial behaviour results from a weakening 
of the informal social controls connected to the family, peers and school environment. 
In the family for example, low levels of parental supervision, erratic, threatening and 
harsh discipline practices, and weak parental attachment predict adolescent antisocial 
behaviour (Sampson & Laub, 1997). Structural and early childhood factors, such as 
family poverty, neuropsychological deficits, hyperactivity and low self-control play an
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important, but indirect role as they serve to weaken the attachment of a child to their 
social environment. This weakening of social-bonds occurs through a process described 
as “interactional continuity”, where the cycle of negative reinforcement perpetuates the 
accumulation of disadvantage, which in turn erodes one’s ability to develop and 
strengthen attachment to pro-social institutions and enhances opportunities for 
continued antisocial behaviour. Children with a difficult temperament, for example, 
may be met with negatively reinforcing parental practices; they may be ostracised from 
pro-social peer groups; accepted into antisocial peer groups; and they may have 
difficulty adjusting to school routines and expectations.
Having attributed between-individual stability in offending to weak social attachment, 
Sampson and Laub (1993) then explain how the social ties embedded into adult life 
transitions have relative influence on the decisions made by offenders to engage in 
antisocial and criminal activities. Accordingly, they argue that if such transitions 
strengthen an individual’s ties to conventional social institutions, then they have the 
potential to interrupt the cycle of accumulated disadvantage. If they weaken an 
individual’s attachment to pro-social bonds, they are likely to influence the commission 
of further offending. This, Sampson and Laub (1997) suggest, is reason to believe that 
while “individual traits and childhood experiences are important for understanding 
behavioural stability, experiences in adolescence and adulthood can redirect criminal 
trajectories in either a more positive or negative manner” (1997, p. 170). They do not 
dismiss the potential importance of behavioural traits like those advanced by 
Gottfredson and Hirschi (1990). However, they contend that “self-control could not be 
divorced from the life-course because its changing manifestations over time are 
structured by social opportunities to commit crime, differential actions by the criminal 
justice system, and constraints imposed by ageing” (1993, p. 16).
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Desistance from crime is, therefore, a process which operates simultaneously at the 
individual, situational, and community level. It is “more than mere ageing and more 
than individual propensity” (Sampson & Laub, 1997, p. 171). Instead, the men in their 
study who desisted from crime as an adult experienced life transitions which brought 
about a degree of structured stability in their daily roles and responsibilities. These 
transitions are of significance because they involved, according to Sampson and Laub 
(1997):
“(1) New situations that knife off the past from the present; (2) New 
situations that provide both supervision and monitoring as well as new 
opportunities of social support and growth; (3) New situations that change 
and structure routine activities; (4) New situations that provide the 
opportunity for identity transformation” (1997, p. 172).
Another approach defined within the general-dynamic framework is David Farrington’s 
(2005b) Integrated Cognitive and Antisocial Potential (ICAP) model in which it is 
theorised that all individuals possess a degree of underlying antisocial potential, the 
translation of which into actual antisocial behaviour depends on cognitive processes that 
are affected by a range of social, environmental and situational cues. Its key construct is 
described by Farrington (2005b) as ‘antisocial potential’ (AP) which exists in two forms 
- long-term AP and short-term AP. In much the same way that the General Theory 
posits self-control as a general cause of between-individual variability (M. R. 
Gottfredson & Hirschi, 1990), Farrington explains that long-term AP develops during 
early childhood and remains as an undercurrent of causality to explain between- 
individual differences across the life-course. It may result from a combination of 
biological, genetic and structural influences like strain, socialisation, 
neuropsychological deficits, and behavioural traits.
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Not dissimilar to self-control in the General Theory, Farrington (2005b) argues that all 
individuals maintain a degree of long-term AP such that they can be ordered on a 
continuum from high to low. At all ages an individual with high levels of long-term AP 
will be relatively more likely to engage in antisocial behaviour than those with low 
levels. The absolute value of AP peaks during adolescence because of the changing 
nature of those factors which influence the development of long-term AP. Peer 
networks, for example, become increasingly more important, while parental bonds 
become less so.
For Farrington (2005b), the question of ‘how offenders develop’ is quite separate from 
the question of ‘why offenders commit crime’, and although both are in many ways 
interconnected, it is argued that long-term AP cannot be the only explanatory factor. 
Instead, the ICAP model suggests that in addition to accumulated long-term AP, 
individuals also experience varying degrees of short-term AP which are influenced by 
the structure of antisocial and criminal opportunities, the presence of suitable victims, 
and a range of ‘energising factors’, such as being bored, drunk, or ‘egged-on’ by peers 
(Farrington, 2005b). The translation of both short and long-term AP into criminal 
activities depends on cognitive decision making processes whereby the subjective costs 
and benefits of the antisocial act are weighed against each other, taking account of the 
immediate situational (likely material gain and probability of being detected) and social 
factors (disapproval by parents and partners, or approval by peers). Feedback loops exist 
such that the consequences of engaging in antisocial activities may further contribute to 
the development of higher or lower levels of long-term AP and consequently affect the 
criminal decision making process depending on their reinforcing or punishing qualities. 
If, for example, the formal sanctions received as a result of detection by the police result 
in further labelling and stigmatisation, this may limit future opportunities for gainful
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employment and increase the divide between economic means and goals. By extension, 
this increases strain and contributes to long-term AP.
Together, Sampson and Laub’s (1993) age-graded informal social control theory and 
Farrington’s (2005b) ICAP model concede that some general causal factor differentiates 
individuals at all ages. For Sampson and Laub (1993) it is the degree of social 
attachment, while for Farrington (2005b) it is long term antisocial potential. In both 
cases, the cause of population heterogeneity is general across the population, developed 
early in life, and is the single most important factor affecting criminal behaviour during 
adolescence and adulthood. However, neither social-control nor antisocial potential are 
static as might be argued by Gottfredson and Hirschi (1990). Instead, talk of “feedback 
loops” (Farrington, 2005b) and “cumulative disadvantage” (Sampson & Laub, 1993) 
invoke a strong sense that criminal outcomes are affected by state dependence processes 
that, for better or worse, alter underlying criminal propensities. Change is also not the 
result of some global ageing or maturational process. Rather, it is the result of a 
dynamic interplay between social and environmental influences on a malleable criminal 
propensity. The aggregate age-crime curve occurs because late adolescence and early 
adulthood are periods marked by numerous transition points or influences, each having 
the ability to significantly affect criminal trajectories. Accordingly, not all individuals 
will follow the general trend of the age-crime curve. Instead, an infinite number of 
curves are likely to exist depending on whether and at what age an individual 
experiences key transitions to more pro-social orientations (Sampson & Laub, 2005c).
3.2.3: Developmental and taxonomic approaches
The key similarity between general-dynamic and general-static theories is in the 
conceptualisation of a single ‘general’ cause of crime. Put simply, general theories
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contend that only one factor, whether fixed or not, explains variations in offending 
across the entire offending population. The difference between offenders at any single 
point in time can be reduced to the degree in which they differ from one another on this 
single causal phenomenon. This is in contrast this to developmental and taxonomic 
theorists who take issue with the notion of generality and see population heterogeneity 
as too complex to resolve within a single causal framework (D. C. Gibbons, 1975; 
Huizinga, Esbensen, & Weiher, 1991; P. R. Jones & Harris, 1999; Lykken, 1995; 
Moffitt, 1993; Paternoster & Brame, 1997; Patterson & Yoerger, 2002). Lykken (1995) 
called this “structural heterogeneity” -  the idea that population differences in offending 
could be adequately described within a typological framework, offering a description of 
qualitatively different offending trajectories with different causal histories. Although 
typological theorists do not always agree on how structural heterogeneity should be 
interpreted, they do share a common belief that general criminological theorists, like as 
Gottfredson and Hirschi (1990), tend to “over simplify the causes of crime” and 
“underestimate the variety of psychological peculiarities that can contribute to the 
underlying dispositions for criminal behaviour” (Lykken, 1995, p. 17). Don Gibbons 
(1975), a leading criminologist and early supporter of the taxonomic approach, 
articulated this point by suggesting that if distinct offender groupings were able to be 
identified, then “explanations or causal analysis probably requires that we develop 
separate etiological accounts for each of the forms of law breaking or kinds of law 
breakers” (D. C. Gibbons, 1985, p. 153).
Perhaps the most influential typological account of crime was developed by Terrie 
Moffitt in her dual taxonomy of antisocial behaviour (Moffitt, 1993, 1994, 1997). Using 
data from a representative cohort of 1,037 children born in New Zealand between 1972 
and 1973, Moffitt (1993) offers an explanatory model of the age-crime curve built
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around two distinct offender groupings, each possessing a unique natural history of 
antisocial behaviour over the life-course. The first group was described as ‘life-course 
persistent’; offenders whose criminality is frequent, long-term and occasionally serious. 
Commencing antisocial behaviour at a young age, this small group (of between 1 and 10 
percent of the total offending population) engage in antisocial behaviour “of one sort or 
another at every stage of life” and for this reason they “make up the childhood and 
adulthood tails of the age-crime curve” (Moffitt, 1997, p. 13).
The factors influencing the development of life-course persistent offending are found in 
early childhood, where according to Moffitt (1997), there is the “juxtaposition of a 
vulnerable and difficult infant with an adverse rearing context” such that “the challenge 
of coping with a difficult child evokes a chain of failed parent/child encounters” (1997, 
p. 17). This so-called transactional process promotes the development of an underlying 
antisocial personality which, according to Moffitt (1993, 1993, 1997), can often be 
traced back to early childhood risk factors such as neuropsychological deficits, difficult 
or hyperactive temperament, high levels of impulsivity, low verbal IQ, and poor self- 
control.
For these life-course persistent offenders, the persistence of antisocial behaviour 
throughout adolescence and into adulthood occurs for two reasons. First, the early 
neuropsychological factors underpinning the development of an antisocial personality 
are difficult to extinguish. For example, hyperactivity and low self-control in the 
teenage years may manifest in acts of truancy and school-yard bullying, while in 
adulthood they may manifest in workplace absenteeism and domestic and family 
violence, just to name a few. Second, antisocial behaviour has “cumulative 
consequences” for the future. Those who continue to engage in antisocial activities fail
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to learn pro-social alternatives, fail to affiliate with pro-social peers and institutions, or 
otherwise accumulate antisocial labels which “foreclose later opportunities” for positive 
social interaction (1997, p. 23). As the years progress, they continue to accumulate 
disadvantage and thus become entwined in a lifestyle which further promotes their 
continued antisocial involvement.
The second classification in Moffitt’s dual taxonomy describes a much larger group of 
offenders whose antisocial expressions occur mainly during adolescence and are 
sporadic and inconsistent across situations39. These offenders are called ‘adolescent- 
limited’ offenders since the hallmark of their criminal activity is its notable 
discontinuity in adulthood; they are the reason the age-crime curve peaks during the 
adolescent years. In many respects these adolescent-limited offenders are almost 
indistinguishable from their life-course persistent peers during adolescence. They tend 
to commit just as many crime types at roughly equal frequency, however, they will 
generally fail to exhibit any of the significant neuropsychological deficits or behavioural 
problems which underpin life-course persistent offending. By their mid-twenties, they 
will have ceased criminal activity altogether (Moffitt, 1993).
The adolescent-limited group’s willingness to engage in antisocial behaviour is largely 
encouraged through antisocial peer socialisation. Their crime is typically characterised 
as an act of social mimicry; imitating the behaviours and activities of other antisocial 
peers in an effort to bridge the ‘maturity gap’ between one’s social and biological age 
(Moffitt & Caspi, 2001). This desire to achieve early maturational status, and the 
subsequent power and privilege it bestows, acts to positively reinforce antisocial and 
criminal behaviour because such activities symbolise independence and maturity among
39 See also a comprehensive overview by Piquero and colleagues (2013).
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youth (Moffitt, 1997). As they move beyond adolescence and into adulthood however, 
these adolescent-limited offenders experience a gradual loss of motivation for 
delinquency as they exit the maturity gap and begin to attain traditional adult statuses 
and roles such as marriage and employment. The adult privileges that they coveted with 
such earnest during their youth are now easily accessible to them and so the 
consequences of their criminal activity shift from being positively rewarding to 
potentially punishing (Moffitt, 1997). Underpinning this motivational change are 
contingency and commitment costs -  defined by Moffitt (1993, 1997) as the personal 
assessment of the risk of formal and informal sanctions compared to the likely benefits 
of the criminal action in question. These adolescent-limited offenders can cease their 
offending with relative ease because unlike their life-course persistent peers, they have 
no underlying neuropsychological deficit or accumulated antisocial personality to limit 
the development of pro-social bonds or to hinder their attachment to pro-social 
institutions.
The distinguishing feature of Moffitt’s (1993, 1993, 1994, 1997) dual taxonomic 
approach is the discrete classification of two population offender profiles. Although her 
theory draws upon many other explanatory models (differential association, labelling 
and social control) it uses these ideas to predict two somewhat divergent life-course 
offending trajectories: one short-lived, affected primarily by socialisation factors, and 
constrained to the adolescent years; the other starting in early childhood, caused by 
underlying behavioural traits, and persisting over the life-course. Both trajectories are 
qualitatively different from each other, not just in form, but also in aetiology. Life- 
course persistent offending, for example, finds its roots in the stability and longevity of 
neuropsychological deficit and disadvantaged developmental environments, while 
adolescent-limited offending results from the changing nature of socialisation and strain
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factors which are exacerbated at times when adolescents experience a differential 
between their desired social and biological age (Moffitt, 1997).
Like Moffitt (1993), Gerald Patterson and Karen Yoerger (1993, 1999, 2002) proposed 
a typological account of antisocial development which similarly incorporated two 
distinct offender trajectories. These were described as early onset and late onset 
offenders. According to the developmental model, early-onset offenders are the 
products of failed socialisation processes; the result of difficult and ineffectual parenting 
practices. As a result, these offenders typically engage in overt antisocial and aggressive 
activities at young ages which result in their rejection from pro-social peer groups. With 
limited socialisation alternatives and a large degree of unsupervised time, these early- 
onset offenders strongly affiliate with other early-onset and anti-social peers, forming 
networks which intensify both overt and covert anti-social behaviours and which place 
them at high risk of chronic offending and the development of adulthood criminal 
careers. In much the same way that Moffitt’s (1993) life-course persistent offenders are 
the products of a stable underlying neuropsychological and developmental deficit, 
Patterson and Yoerger’s (1999) early-onset offenders carry with them inadequate social 
skills which persistently predict a high degree of antisocial and criminal activity 
throughout adolescence and into adulthood.
The second group proposed by Patterson and Yoerger (1999) were late onset offenders 
who, unlike their early-onset peers are not the products of failed parenting and disrupted 
socialisation processes. Instead, these offenders tend to first engage in covert criminal 
and antisocial activities during mid-to-late adolescence as a result of the strength of 
encouragement and support provided by other antisocial peers. Although not formally 
rejected from pro-social peer groups, these late-onset offenders choose to affiliate with
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antisocial peers because of the conflict they experience between the competing pro­
social and antisocial values that exist at those ages. Their offending is typically 
constrained to adolescence because, unlike those who onset early, they are not the 
products of failed parenting and poor early childhood socialisation processes and, 
therefore, they have the necessary social skills to bridge the divide between an antisocial 
adolescence and a pro-social adulthood. Their offending is earmarked as unstable and 
highly dynamic, not unlike Moffitt’s (1993) adolescent-limited offender group.
Finally, Rolf Loeber and his colleagues (Loeber, Farrington, Stouthamer-Loeber, 
Moffitt, & Caspi, 1998) proposed a developmental taxonomy which integrates pre­
delinquent behavioural problems with overt and covert delinquent acts to describe the 
various methods of criminal development across the population. The first pathway is 
described by the authors as the “overt pathway” -  characterised by the early 
extemalisation of minor forms of aggression, followed by the progression to more 
serious forms of violence, such as physical fighting. The second pathway is covert in 
nature, commencing with minor forms of property offending such as vandalism and 
progressing to more serious forms of delinquency. The third is the “authority-conflict” 
pathway which consists of a sequence of conflict activities characterised as stubborn, 
insubordinate and defiant. Unlike other developmental approaches, the pathways model 
is not considered a set of mutually exclusive categories which individually identifies a 
unique offender typology. Instead each pathway acts as a descriptor for the mechanisms 
in which antisocial development can occur. Accordingly, the authors suggest that an 
offender may follow any number or combination of the three pathways (Loeber et al., 
1998).
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Together, these taxonomic approaches differ from their general-static and general- 
dynamic counterparts principally because the causes of criminal development are not 
‘general’ to all offenders. Whereas Gottfredson and Hirschi (1990) describe self-control 
as being the single cause of criminal offending at all ages and for all offenders, Moffitt 
(1993) describes latent criminal propensities resulting from neuropsychological deficit 
and affecting just one of the two groups which make up the broader offender 
population. In this way, Moffitt (1993) ascribes population heterogeneity as the 
underlying cause of criminal development for only one small section of the population, 
while placing greater emphasis on state dependence processes for the other.
3.3: The developmental relationship between drug use and 
crime
Earlier this thesis provided a detailed account of the empirical evidence supporting three 
common conclusions about the relationship between drugs and crime. First, that when 
measured among the most serious and entrenched samples of drug using or drug 
treatment populations, criminal offending appears to ebb and flow consistent with the 
ebb and flow of drug use. Second, that when measured among criminal justice samples 
the prevalence of drug use is considerably higher than the general population and the 
rate of offending is appreciably higher among heavy or dependent users. And third, that 
cross-national or aggregate studies of drugs and crime more often than not show 
positive relationships between the availability of drugs or alcohol and the incidence of 
violent and other crime.
In summarising the empirical research findings, the question of causality and causation 
emerged as a hotly contested but not yet settled arm of the debate. The seminal work of
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Menard and his colleagues (2001) was cited as providing four different causal 
frameworks, including that:
■ Drug use causes crime;
■ Crime causes drug use;
■ Drug use and crime are related to each other in a pattern or mutual causation; and
■ Drug use and crime are not causally related, but both are equally influenced by a 
set of common aetiologies.
In furthering the discussion Menard and his colleagues (2001) made an important 
observation when they argued that the most likely explanation for the drug crime 
relationship sits somewhere between mutual causation and common aetiology, but that 
most importantly the strength of these factors varied with age and context.
In this section, we return to consider the drug-crime debate from a developmental 
criminological standpoint. We introduce for the first time several seminal theoretical 
propositions and, in doing so, weave them within a developmental criminological 
framework. This includes the work of Paul Goldstein (1985) and his tripartite 
framework, Parker Nash (1995) and his selective disinhibition hypothesis, and Serge 
Brochu (1995) and his social deviance model.
3.3.1: Drug use and crime are one and the same
Developmental criminologists positing a general cause of crime typically conceptualise 
drug use as just one of a number of antisocial activities that serve as expressions of the 
same underlying causal construct. It is argued that drug use and crime tend to co-occur 
with remarkable strength and regularity, not because one causes the other in any
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meaningfully direct manner, but because both are the result of some common factor or 
set of factors which are often unaccounted for in typical drug-crime analysis. The 
authors of the General Theory of Crime, Gottfredson and Hirschi (1990), argue that:
“Crime and drug use are connected because they share features that satisfy 
the tendencies of criminality. Both provide immediate, easy, and certain 
short-term pleasure” (1990, p. 41). [Because] “crime involves the pursuit of 
immediate pleasure. It follows that people lacking in self-control will also 
tend to pursue immediate pleasures that are not criminal: they will tend to 
smoke, drink, use drugs, gamble, have children out of wedlock, and engage 
in illicit sex” (1990, p. 90)
Much like the age-crime relationship, for Gottfredson and Hirschi (1990) there is 
nothing complex about the intersection of drugs and crime because in their view, efforts 
to disentangle the relationship through longitudinal research have largely failed to arrive 
at reasonable or consistent conclusion:
“The causal relationship between drug use and criminal activity has been 
addressed by longitudinal research, with inconclusive results.... Taken at 
face value, prior longitudinal research leads to the conclusion that crimes 
cause drug use. It also leads to the more reasonable conclusions that crime 
and drug use have common causes, and eventually leads to our conclusion 
that crime and drug use are the same thing -  that is, manifestations of low 
self-control. If we are correct, longitudinal research designed to determine 
the causal relationship between crime and drug use is a waste of time and 
money” (1990, pp. 233-234).
From the drug-crime literature, lessor and Jessor (1977) were among the first to argue 
that drug use and crime occurred as a cluster of behavioural problems that could be 
broadly classified into a common syndrome later called ‘the rejection of 
conventionality’ (Donovan & Jessor, 1985). In their Problem Behaviour Theory, the 
authors argued that three categories of risk factors intersected into a causal network with 
both proximate and immediate effects on both crime and drug use. Not unlike 
Gottfredson and Hirschi (1990), the Problem Behaviour Theory placed significant 
emphasis on a series of psychosocial and personality factors that underpinned all
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problem behaviour, arguing that the manifestation of drug use and crime occurred 
because of the unique interaction between these personality factors and a series of 
demographic and perceived social and environmental factors. Unlike Gottfredson and 
Hirschi (1990) however, Jessor and Jessor (1977) did not claim that latent personality 
traits were invariant with age, arguing instead that the constellation of these factors 
could strengthen and weaken depending on both set and context.
In taxonomic and typological theories of crime, it is also not uncommon to see a 
littering of common aetiological explanations, although we recall from earlier that by 
virtue of their group-based approach, these typological frameworks would argue that 
drug use and crime are related to one another through a series of different mechanisms 
and these depend on the nature and type of the offending pathway. In Moffitt’s (1993) 
dual taxonomy, for example, drug use is defined within a “larger syndrome of antisocial 
behaviour” (Piquero & Moffitt, 2005, p. 58) such that adolescent-limited offenders tend 
to engage in a series of related activities such as petty theft, drug use, truancy, and 
sexual promiscuity, because of their status-oriented nature. For these offenders, Moffit 
(1993) argues that participation in crime is confined largely to late adolescence and 
motivated by the desire to bridge the maturity gap. Consequently, both drug use and 
crime occur within a broader context in which all activities are motivated by the desire 
to prematurely achieve adult-status. In Moffitt’s (1993) second prediction of the life- 
course persistent offender, drug use and crime frequently co-occur, both motivated by 
underlying psychosocial and personality deficits which develop early in life and result 
largely from neuropsychological deficits. As Piquero and Moffitt later point out, “for 
both groups, the causal factors that implicate membership should relate similarly to all 
sorts of offenses and acts within each group’s repertoire” (2005, p. 58). For the life- 
course persistent offender, drug use and crime are common reflections of a general
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causal network; one that continues longer over the life-course and infiltrates many more 
aspects of the adolescent and adult lifestyle.
3.3.2: Drug use and the commission of crimes
Some developmental criminologists are eager to distinguish between those factors that 
influence the commission of crime from those that influence the development of 
offenders. Although strongly opposed to the idea that drug use causes crime, in their 
General Theory of Crime Gottfredson and Hirschi (1990) conceive of crime as 
occurring within a propensity-event framework that delineates the contemporaneous 
conditions of crime from longitudinal and developmental correlations. They argue, for 
example, that:
“crimes are short-term, circumscribed events that presuppose a peculiar set 
of necessary conditions (activity, opportunity, adversaries, victims and 
goods). Self-control, in contrast refers to relatively stable differences across 
individuals in the propensity to commit criminal (or equivalent) acts. 
Accordingly, self-control is only one element in the causal configuration 
leading to a criminal act and criminal acts are, at best, imperfect measures 
of self-control” (1990, p. 137).
Farrington (2005b) makes a similar observation as part of his Integrated Cognitive and 
Antisocial Potential (ICAP) theory where it is said that crimes occur depending on the 
interplay between a set of unique individual and environmental factors. Recall from 
earlier that the ICAP theory posits antisocial potential as the key causal mechanism 
underpinning all crimes, although there are two types -  long-term and short-term 
antisocial potential (AP). Long-term AP exists to explain the continuity of differences 
between individuals at all ages, while short-term AP explains the differences between 
individuals with respect to the commission of specific offences. Since short-term AP is 
largely situation-specific, Farrington argues that it varies between individuals depending
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on the strength of various “short-term energizing factors” (2005b, p. 83). As such, the
ICAP theory argues:
“Whether a person with a certain level of AP commits a crime in a given 
situation depends on the cognitive processes, including considering the 
subjective benefits, costs and probabilities of the different outcomes and 
stored behavioural repertoires or scripts” (Farrington, 2005b, p. 83).
Further, Farrington states that:
“The subjective benefits and costs include immediate situational factors 
such as the material goods that can be stolen and the likelihood and 
consequences of being caught by the police. They also include social factors 
such as likely disapproval by parents or female partners and 
encouragement or reinforcement from peers. In general, people tend to 
make decisions that seem rational to them, but those with low levels of AP 
will not commit offenses when it appears rational to do so. Equally, high 
short-term levels of AP may induce people to commit offences when it is not 
rational for them to do so” (Farrington, 2005b, p. 83).
Underpinning Farrington’s conceptualisation of crime is a cognitive decision making 
process by which individuals consider the relative benefits and costs of crime. Those 
with long-term AP will always be more likely than their peers to select antisocial 
activities; however such a preference can be further energised by heightened levels of 
short-term AP. Similarly, those who might not otherwise engage in antisocial behaviour 
(owing to low levels of long-term AP) may do so if the situational circumstances are 
such that short-term AP has been sufficiently energised -  situations that, according to 
Farrington (2005b), may include “anger or drunkenness” (2005b, p. 83).
In his Developmental Ecological Action Theory (DEAT), Per-Olof Wikström (2005) 
also describes a process in which individual participation in antisocial and criminal 
conduct occurs as a result of the differential “vulnerability to the environmental 
inducements of crime” (2005, p. 233). Here, Wikström argues that adolescents vary 
with respect to their threshold for provocation and temptation as well as their sensitivity
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to deterrence. Those with relatively low thresholds will be generally more prone to the 
environmental inducements offered by criminal opportunities, while those with high 
thresholds will be less prone. More importantly, Wikström argues that those with a high 
threshold for provocation and temptation may engage occasionally in antisocial and 
criminal conduct if the environmental inducements are sufficiently strong. One such 
situation given special mention by Wikström (2005) is where alcohol and drug 
intoxication “may act to momentarily lower ... temptation and provocation thresholds 
and weaken ... sensitivity to deterrence” (2005, p. 233). A similar argument was made 
by Gottfredson and Hirschi (1990), who conceded that drug use may affect levels of 
self-control such that:
“An additional source of the connection [between alcohol use and crime] 
may well be the immediate effect of alcohol on inhibitions that control 
responses to momentary irritation ” ( 1990, p. 41)
A common theme underpinning both the ICAP (Farrington, 2005b) and DEAT 
(Wikström, 2005) developmental theories is the notion that crimes occur under specific 
situational and environmental conditions. Although those with relatively high 
propensities may choose antisocial and criminal activities more often, even those with 
low propensities may engage in crime if the situational circumstances are strong enough 
to ‘energise’ or ‘induce’ such a decision. For Farrington (2005b) the decision is a 
cognitive one, in which the subjective benefits of an antisocial activity are weighed 
against its costs and where specific situational energisers play an important role. To the 
extent that drug use affects the cognitive decision making process then specific 
antisocial or criminal events (other than drug use itself) are more likely to occur. The 
relative strength of drug use as an energising factor or environmental inducement will 
be higher for those with lower levels of antisocial propensity.
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To the extent that drug and alcohol use may influence the commission of specific 
offences, Paul Goldstein (1985) offers some useful insights through the organising 
principles of his widely cited ‘tripartite conceptual framework’. Although originally 
conceived as a framework for exploring the proliferation of violence within crack- 
cocaine markets in the United States, the three causal mechanisms underpinning his 
framework have been extensively applied, both in the United States and in Australia, to 
explain both violent and non-violent criminal activity (see White & Gorman, 2000) 40 
These are:
■ Psychopharmacological crimes -  crimes committed as a consequence of the 
physiological and psychological effects of alcohol and drug use;
■ Economic compulsive crimes -  crimes committed to generate income to support 
expensive drug addictions; and
■ Systemic crimes -  crimes committed as a consequence of participation in the 
illicit and unregulated market for drugs.
We now turn briefly to describe how each of these explanations may help to understand 
why drug use may energise, induce or influence the commission of crime.
40 Boyum and Kleiman (2001) contend that while the framework provides a useful starting point for 
understanding the link between drugs and crime, it is overly obscure because the three categories -  
economic-compulsive, psycho-pharmacological and systemic violence -  are difficult to disentangle when 
one attempts to measure them through empirical observation. In a similar vein, Parker and Auerhahn 
(1998, p.306) note that the framework is not to be treated as a set of testable propositions but rather as a 
set of assumptions about the nature of drug and alcohol related violence. Studies that have used 
Goldstein’s tripartite framework fail to provide a detailed explanation of the way in which study events 
come to be classified into one type or another. Additionally, Parker and Auerhahn (1998) suggest that the 
tripartite framework is biased toward the classification of systemic violence, with limited utility in 
explaining alcohol related violence. In their opinion, this is particularly problematic given that alcohol is 
the substance most commonly implicated in incidents of violent crime (1998, p.306). Moreover, they 
suggest that the models also fall short in accounting for the possibility of interactions between social 
context, individuals and pharmacology.
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3.3.2.1: Psychopharmacological explanations
At the heart of Goldstein’s (1985) psychopharmacological explanation is the 
proposition that drugs such as alcohol, cannabis, heroin and amphetamines, act upon the 
human body in a way that results in context and situation-specific engagement in illegal 
activities. Goldstein pointed to the high frequency of intoxication among both 
perpetrators and victims of homicide in the United States, as well as the drug use by 
prostitutes used to “turn tricks”, as evidence that intoxication played an important role 
in energising individuals toward the commission of crime or facilitated an environment 
in which criminal activity was likely to occur. Importantly, for Goldstein (1985) 
psychopharmacology was not just a physiological explanation. Rather, it is one that also 
requires a comprehensive understanding of the individual and their environment.
To explore the psychopharmacological explanation further, researchers were keen to 
identify whether and under what circumstances abnormal (antisocial) behaviour was 
likely to occur. This research has been largely conducted to pinpoint the specific 
biological explanations for antisocial and aggressive behaviour in the hopes that 
plausible pharmacological pathways could be identified. Psychophysiological research, 
for example, is dedicated to understanding the chemical and electrical stimulation of the 
brain; research which has to date found some convincing evidence that specific neural 
pathways, when fired in the presence of a relevant (usually threatening) target, may 
result in aggressive or destructive behaviour towards that target (see for example, 
Maxson, 1999; Moyer, 1976; Nelson & Trainor, 2007). In particular, aggression has 
been linked to electrical stimulation of the hypothalamus (Nelson & Chiavegatto, 2001; 
Veenema, Blume, Niederle, Buwalda, & Neumann, 2006; Weissenberger et al., 2001), 
stress induced damage to the septal region, temporal lobe and frontal lobe, and epilepsy, 
a neural condition resulting in seizures from abnormal, excessive or atypical neural
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activity (Marsh & Krauss, 2000; Siegel & Victoroff, 2009; Silver, Yudofsky, & 
Anderson, 2011; Thomas & Godberg, 2003; Van Eist, Woermann, Lemieux, 
Thompson, & Trimble, 2000; Wahlund & Kristiansson, 2009). As measured by an 
electroencephalograph, abnormal electrical activity in the brain has been shown to occur 
frequently among violent criminal offenders (Keune et al., 2012) with Mednick and 
colleagues (1982) in one of the earliest studies showing that between 25 and 50 percent 
of violent offenders exhibited abnormal electroencephalograph readings.
Endochronological research examines the relationship between aggression and 
biochemical fluctuations in the blood stream and central nervous system. A wide range 
of biological agents have been shown to be correlated with aggression, including 
hormones (testosterone, arginine vasopressin and triiodothyronine), neurotransmitters 
(serotonin, dopamine, adrenalin, noradrenalin and gamma-aminobutyric acid), enzymes 
(monoamine oxidase and catechol-O-methyl transferase) and steroids (cortisol and 
anabolic steroids).
Testosterone has been the hormone most frequently subjected to research in the 
biological criminological literature and, while it has largely failed to demonstrate a clear 
and consistent causal link, many researchers have supported the proposition that above 
normal levels of testosterone can result in aggressive behaviour in both animals (Archer 
1991) and humans. The seminal study by Olweus at el. (1986) is just one of a number 
supporting the testosterone-aggression link (Carre & McCormick, 2008; Denson, 
Mehta, & Ho Tan, 2013; Eisenegger, Haushofer, & Fehr, 2011; Hermans, Ramsey, & 
van Honk, 2008; Mehta & Beer, 2010; Montoya, Terburg, Bos, & van Honk, 2012; 
Terburg, Morgan, & van Honk, 2009) in which they found a significant positive
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correlation between blood plasma testosterone levels and self-reported physical and 
verbal aggression, as well as reduced tolerance to frustration among young males.
Others however, argue that the endochronological relationship is not so clear. Albert, 
Walsh and Jonik (1994) for example, cite a range of studies that fail to demonstrate any 
discernable change in individual levels of aggression following an increase in 
testosterone during puberty, among hypergonadal males being administered 
testosterone, or among females whose testosterone may increase to levels 200 per cent 
above normal. Conversely, physical or chemical castration is not consistently linked to 
decreases in aggression and it is for these reasons that Albert, Walsh and Jonik (1994) 
argued that aggression has its biological roots in defensive aggression similar to those 
exhibited among non-primate mammals, rather than hormone dependent aggression 
such as would be explained by testosterone alone. Moreover, it is argued that the 
relationship between testosterone and aggression is likely to be mediated by specific 
environmental cues and situational factors that promote a sense of maleness but which 
need not be associated with higher than average levels of testosterone (see for example 
Campbell, 1999; Manoguerra, 2000; Sylwester, 1997).
Seratonin and dopamine are both monoamine neurotransmitters synthesised in the 
central nervous system. Together, they are believed to be responsible for a wide range 
of biological and neurological functions, including, among other things, the regulation 
of one’s temperature, mood, appetite and anger. Dopamine is commonly associated with 
the pleasure system of the brain and is a precursor to two other important hormones, 
adrenalin and noradrenalin.41 In lower than normal concentrations, serotonin and, to a 
lesser extent, dopamine are believed to be associated with increases in anxiety and
41 Adrenalin and noradrenalin may otherwise be referred to as epinephrine and norepinephrine
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aggression as well as related to the incidence of personality disorder and a degree of 
psychopathy (Audero et al., 2013; Duke, Begue, Bell, & Eisenlohr-Moul, 2013; Kulikov 
et al., 2012; Lesch, Araragi, Waider, van den Hove, & Gutknecht, 2012; Montoya et al., 
2012; Takahashi, Quadros, de Almeida, & Miczek, 2011). Both serotonin and dopamine 
are, however, difficult to measure in a clinical setting and so indirect measures, such as 
the concentration of their metabolites, are often used as a means of quantifying 
neurotransmitter activity. The two major enzymes of importance are monoamine 
oxidase (MAO), responsible for metabolising serotonin, and catechol-O-methyl 
transferase (COMT) which is responsible for the metabolism of dopamine and 
adrenalin. Both have been used as relative indicators of neurotransmitter turnover in the 
blood stream (Pandey, Fawcett et al., 1988) and have been found to be negatively 
correlated with aggression (Dahlbom, Backström, Lundstedt-Enkel, & Winberg, 2012; 
Heinz, Beck, Meyer-Lindenberg, Sterzer, & Heinz, 2011; R. McDermott, Tingley, 
Cowden, Frazzetto, & Johnson, 2009).
In a study of juveniles Aim and colleagues (1994) found that MAO was lower among 
juvenile delinquents than a control group, and even lower among serious and frequent 
offenders when compared to irregular non-repeat offenders. Other clinical studies 
among adults have shown that violent offenders typically have lower concentrations of 
MAO than their non-violent peers (Beifrage, Lidberg, & Oreland, 1992; Oreland, 
Ekblom, Garpenstrand, & Hallman, 1997)42, as do alcoholics when compared to non­
alcoholics (Duncan, Johnson, & Ou, 2012; Nenadic Sviglin et al., 2011; Oreland et al., 
1997). Finally, several studies have demonstrated a relationship between reduced levels 
of MAO and personality traits such as impulsiveness, monotony avoidance and
42 In contrast, Gustavson and colleagues (2010) found no significant relationship between levels of MAO- 
b and violent recidivism among male forensic patients.
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sensation seeking (Baum, 2013; Soliman et al., 2011; Zuckerman, Buchsbaum, & 
Murphy, 1980; Zuckerman, 1984, 1985, 1994).
Gamma-aminobutyric acid (GABA) is an inhibitory neurotransmitter; the most 
abundant in the human brain. Its function is to inhibit neurological stimulation by 
binding to specific receptor sites of both pre and postsynaptic neurons. When in balance 
GABA acts as a neurological mediator, preventing over stimulation of the central 
nervous system. When in excess, GABA serves to over-inhibit neurological 
communication, leading to a relaxed state characterised by diminished motor control 
(Bown & Shelp, 1997; Brady et al., 2013; Goto et al., 2010; Shelp, Bown, & McLean, 
1999). Depletion of GABA results in above normal neurological stimulation and can 
lead to the increased incidence of seizures, anxiety and poor impulse control. The latter 
has been shown to be statistically correlated with aggressiveness among psychiatric 
patients and prison inmates (Bjork et al., 2001; de Almeida, Ferrari, Parmigiani, & 
Miczek, 2005; Lidberg, Tuck, Asberg, Scalia-Tomba, & Bertilsson, 1985).
Triiodothyronine, or T3, is a hormone produced by the thyroid gland. Higher than 
normal levels of T3 during brain development have been shown to affect neurons in 
regions of the brain responsible for cognitive development, leading to cognitive 
deficiency (Gould, Frankfurt, Westlind-Danielsson, & McEwen, 1990; Horn & Heuer, 
2010; Patel, Landers, Li, Mortimer, & Richard, 2011). T3 is responsible for regulating 
sensitivity to neurotransmitters such as adrenalin and nor-adrenalin by increasing the 
number of receptors sites available for stimulation. In 2004, Stalenheim (2004) reported 
the findings of an eight year longitudinal study of forensic psychiatric patients to test 
the validity of biological markers, including T3 and MAO, in predicting psychopathy 
and antisocial behaviours. The criminal history records of each patient were matched
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with medical records and blood tests, the results indicating that on average, criminal 
recidivists had higher T3 blood serum concentrations than their non-criminal and non­
recidivist counterparts. Among violent recidivists, above normal T3 levels were highly 
correlated with irritability and detachment, as measured on the Karolinska Scale of 
Personality. The predictive validity of T3 for recidivism and violent offending was 
stable over time, results which concord with other similar studies (Stalenheim, von 
Knorring, & Wide, 1998).
Having demonstrated that electrical and chemical stimulation of the brain plays an 
important role in mediating both aggression and other sensation seeking behaviours, it 
follows that drugs such as alcohol, cannabis, opiates and amphetamines can directly or 
indirectly affect crime thought their ability to affect neurotransmitter function and 
hormone production. These effects may fall within one of three categories: direct and 
immediate pharmacological effects (intoxication); neurotoxic effects (damage caused by 
prolong use); or withdrawal effects (abstinence following prolonged use).
These underlying biological effects, whether as a result of intoxication, neurotoxicity or 
withdrawal, can be classified into one of four explanatory models (Hoaken, Giancola, & 
Pihl, 1998; Hoaken & Stewart, 2003). First, drugs may affect the normal activity of the 
psychomotor system, increasing levels of excitation, perceptions of reward, and in turn, 
amplifying motor behaviours that could be considered risky (such as sensation seeking 
and threat/attack response behaviours). Second, drugs may affect the physiological 
systems that regulate anxiety and threat. According to Hoaken and Sherry (2003), 
potentially violent and risky behaviours (those associated with personal injury or 
punishment) normally elicit anxiety as a means of minimising the probability of 
engaging in overtly risky activities. Chemical manipulation can dampen or extinguish
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these internal inhibiting processes. Third, drugs may alter the pain system, either by 
increasing or decreasing pain thresholds or by blocking pain receptors. If pain is 
decreased, willingness to engage in potentially harmful activities may increase 
accordingly, since the physical consequences of those activities are somewhat mitigated. 
If pain is increased, innate sensitivity to provocative or threatening stimuli may increase 
the probability of aggressive or violent reactivity. Finally, drug consumption may affect 
higher order cognitive functions undermining an individual’s cognitive capacity to plan 
and execute actions, to decide between a range of behavioural contingencies, and to 
initiate or maintain focus on longer-term goal-directed activities (Hoaken et al., 1998; 
Hoaken & Stewart, 2003).
The evidence regarding the extent to which ingestion of different drugs affects 
biochemical and psychophysical mechanisms of the central nervous system is mixed. 
According to Fagan (1990), there is “ample evidence that alcohol ingestion increases 
norepeniphrine levels” (1990, p. 253). Moreover, acute doses of alcohol increase the 
quantity of serotonin released into the central nervous system (Ballenger, Goodwin, 
Major, & Brown, 1979; Hu et al., 2010; Pihl & Peterson, 1993; Yoshimoto, McBride, 
Lumeng, & Li, 1992) and activate key serotonin (5-HT3) and GABA (specifically 
GABAa) receptors in the brain -  two locations thought to be most active during 
heightened levels of aggression (Miczek et al., 1994; Miczek, Fish, Almeida, 
Faccidomo, & Debold, 2004). Alcohol has also been associated with abnormal electrical 
stimulation of the temporal lobe, suggesting that neurological activity may be impaired 
during periods of acute and chronic use (Miczek et al., 1994). For cannabis, the active 
ingredient THC acts to stimulate cannabinoid receptors in the brain and central nervous 
system. These receptors are most abundant in the basal ganglia, the part of the brain 
thought responsible for movement and motor control, and the hippocampus, the primary
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location for memory formation. Not surprisingly, the activation of cannabinoid 
receptors has been shown to result in reduced motor control, loss of short term memory, 
and pain moderation (Chaouloff, Dubreucq, Bellocchio, & Marsicano, 2011; El Manira 
& Kyriakatos, 2010; Femandez-Ruiz & Gonzalez, 2005; Herkenham, 1992). In 
addition, cannabis has been shown to stimulate the hypothalmic-pituatary-gonadal axis 
and, as a result, have a suppressive effect on reproductive hormones (testosterone) and 
on the normal functioning of the thyroid axis (including triiodotyhronine) (T. T. Brown 
& Dobs, 2002). Cannabis also plays a role in inhibiting neurotransmission and 
augmenting the inhibitory effects of GABA (Freedman, 2008; Iversen, 2003; Pertwee, 
Greentree, & Swift, 1988; Szabo, Dömer, Pfreundtner, Nörenberg, & Starke, 1998). 
This is perhaps why Miczek and colleagues (1994), in their summary of the scientific 
literature, conclude that cannabis has no effect on aggression and may, in fact, decrease 
aggression in a wide range of circumstances.
Psychostimulants such as amphetamine, ecstasy and cocaine stimulate the central 
nervous system by increasing the concentration of neurotransmitters at receptor sites. 
Cocaine acts to prevent the reuptake (re-absorption) of neurotransmitters such as 
serotonin, dopamine and noradrenaline, while amphetamines and ecstasy stimulate their 
surplus production (J. M. Brown, Hanson, & Fleckenstein, 2001; Fleckenstein, Gibb, & 
Hanson, 2000). Animal and human studies with amphetamine type stimulants have 
shown mixed results -  some suggesting that acute and low doses may increase 
excitability, competitiveness and talkativeness (see Pates & Riley, 2009 for a review) 
but not necessarily aggression (Cherek, Steinberg, Kelly, & Robinson, 1986; Cherek & 
Steinberg, 1987). The literature on cocaine is equally equivocal with studies 
demonstrating both increased (Ficata, Taylor, Berman, & Cranston, 1993) and 
decreased (Dhossche, 1999) tendencies towards aggression after acute administration.
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Moreover, there is limited evidence that ecstasy, or 3,4-Methylenedioxy­
methamphetamine (MDMA) use leads to violence. In a recent review of the literature, 
Hoaken and Stewart (2003) suggest that ecstasy in low and infrequent doses among 
animals is most likely to result in anxiogenic-like behaviour that is characterised by a 
marked decrease in aggression (see Maldonado & Navarro, 2001).
Of the literature that is available on psychostimulants, perhaps the most persuasive 
argument is that which links irritability and aggression to the effects of long-term 
chronic use. Miczek and colleagues (1994) provide evidence to suggest that long-term 
amphetamine administration in both animals and humans can result in “dramatic 
changes in social behaviour” (1994, p. 395). Initially, it is thought that chronic exposure 
to amphetamines results in social withdrawal, culminating in a heightened state of 
anxiety, paranoia and finally, threat and defensive reactions. This so-called state of 
amphetamine psychosis has been noted in a number of research studies and linked to 
increased levels of aggression and violence (Ali et ah, 2010; Ellinwood, 1972; McKetin 
et al., 2014; Rusyniak, 2011). Long-term chronic cocaine use has been linked with 
paranoid ideation, with Spotts and Shontz (1980) finding that paranoid ideation was a 
common problem among chronic cocaine users. Further, sleep deprivation has long 
been identified as a potential ‘causal factor in the development of reactive aggression 
and violence’ (Kamphuis, Meerlo, Koolhaas, & Lancel, 2012) with Brecht and Herbeck 
(2013) finding that 78 percent of respondents in their study reported sleeplessness as a 
result of their methamphetamine use. Drug induced sleep-loss can affect emotional 
function and exacerbate symptoms of existing mood disorders, increasing emotional 
instability and irritability, while contributing to the loss of the emotional control that 
impedes the regulation of aggression (Kamphuis et al., 2012). Consistent with this view, 
some studies show that methamphetamine users often report making a conscious effort
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to avoid sleep-deprivation and its consequences by using other depressant drugs (such 
as alcohol and benzodiazepines) to calm down and go to sleep as a conclusion to binge 
use (Sexton, Carlson, Leukefeld, & Booth, 2009).
Generally, it is also believed that psychostimulants induce psychosis at a much greater 
frequency than other drug types (Darke et al., 2008) and that this psychosis and 
paranoia are more commonly associated with crystal methamphetamine. McKetin and 
colleagues (2013) for example, found that during periods of methamphetamine use 
users were five times more likely to experience psychotic symptoms then during periods 
of non-use. In that study, the increase was ‘strongly dose-dependent’ and was further 
enhanced by use of cannabis and/or alcohol. Finally, amphetamine induced psychosis 
has been characterised as comprising delusions, paranoid thinking, and compulsive 
behaviour (Maxwell, 2005). The most frequently mentioned by users in some studies 
related to the fear of harm from others (Baskin-Sommers & Sommers, 2006) which 
likely results in an increase in interpersonal or ‘pre-emptive’ violence towards others.
Opiates, including morphine, heroin and methadone have a long and chequered history 
as a source of natural or synthetic euphoria and pain relief.43 The term opioid refers to a 
class of chemical substances which produce a morphine-like action in the body -  
mimicking the natural production and activity of endorphins by binding to opioid 
receptor cites in the central nervous system. In normal situations and without drug 
intervention, endorphins are produced by the pituitary gland and hypothalamus. They 
bind to presynaptic opioid receptors, inhibiting the release of GABA and disinhibiting 
dopamine pathways. The net effect of opioid administration is to mimic this process,
43 Some sources suggest that opium cultivation first commenced as early as 3400 BC by the Sumerians in 
lower Mesopotamia See http://www.pbs.org/wgbh/pages/frontline/shows/heroin/etc/historv.html 
(accessed 1/10/07).
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causing inappropriate dopamine release and having the effect of inducing analgesia 
(pain reducing) and euphoria (heightened sense of pleasure), among others. Prolonged 
or chronic opioid administration leads to tolerance and addiction as natural endorphin 
production is depleted.
The evidence on whether opioid administration is linked to heightened levels of 
aggression or other risk taking behaviours is inconclusive (Hoaken & Stewart, 2003; 
Miczek et al., 1994). Some studies fail to find any evidence of a direct relationship, 
while others find that opioid administration temporarily ameliorates violent tendencies 
in experimental studies with animals (Haney & Miczek, 1989; Miczek & Tidey, 1989) 
and hostility among humans (Sutker & Archer, 1984). Some studies have found that 
opiate administration can increase hostility (Berman, Taylor, & Marged, 1993; Meyer & 
Mirin, 1979) and heighten aggression in laboratory settings (Berman et al., 1993; Spiga, 
Cherek, Roache, & Cowan, 1990).
Although there is little consensus on the acute effects of opiate administration, a clearer 
picture emerges when chronic use, particularly the effects of opiate withdrawal, are 
considered. Some early studies among animals demonstrated increased irritability, 
defensive responses and aggression during opiate withdrawal (Gianutsos & Lai, 1976; 
Miczek, 1987). This alteration in behaviour and mood might reflect an increased 
sensitivity to pain as a result of suppressed endorphin activity or an imbalance in 
gonadal and adrenal hormones (Miczek et al., 1994). Other studies have demonstrated 
that during periods of chronic use, testosterone levels are typically suppressed while 
prolactin levels are elevated (Ellingboe, Mirin, Meyer, & Mendelson, 1979; Mendelson, 
Ellingboe, Kuehnle, & Mello, 1979). During withdrawal however, testosterone levels 
can markedly increase -  a factor that Woody and colleagues (1983) suggest may alter
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endocronological activity and therefore result in increased hostility and anxiety among 
withdrawing opiate users.
3.3.2.2: The socio-cultural basis of psychopharmacological crime
Two of the most comprehensive reviews of the psychopharmacology literature reached 
similar conclusions and found that evidence of a direct, unmediated biological or 
physiological causal mechanism was scant (Fagan, 1990; Parker & Auerhahn, 1998). In 
his consideration of the evidence Jeffrey Fagan (1990) concluded that “[I]ntoxication 
does not consistently lead to aggressive behaviour” and that “there is only limited 
evidence that consumption of alcohol, cocaine, heroin or other substances is a direct 
pharmacologically based cause of crime” (Fagan, 1990, p. 243). Accordingly, Fagan 
(1990) argues that:
“[t]he evidence from several disciplines suggests that individual attributes, 
both psychological and physiological, combine with cognitive and 
emotional factors that are interpreted through social-psychological context 
and situational factors to explain the interaction between substance and 
individual, set, culture and behaviour ” (1990, p. 299).
Shifting focus from biological to socio-cultural perspectives was driven by the need to 
incorporate some relatively interesting research findings that were generally 
inconsistent within a pharmacologically deterministic framework. Perhaps the most 
noteworthy of these was the early ethnographic research by MacAndrew and Edgerton 
(1969) who examined the relationship between alcohol use and violence across a 
number of different cultures. Their book, Drunken Comportment, has been heralded as a 
landmark study on the cross-cultural differentiation of alcohol consumption. In it they 
describe situations where aggressive behaviour frequently accompanies alcohol use in 
some, but not all cultures, and where individuals may be aggressive in some, but not all 
situations of alcohol intoxication. Moreover, they highlight that in some cultures
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intoxication-related violence may, in fact, be socially acceptable within well-defined 
and culturally sanctioned limits.
Other studies have uncovered similar findings. Schaefer (1973) for example, found that 
while men in the majority of small-scale folk societies frequently drank alcohol with the 
intention of becoming intoxicated, intoxication-related violence was clustered within 
less than half of the societies surveyed. Further, Rossow (2001) examined the 
relationship between homicide rates and alcohol consumption across 14 different 
European countries. It was found that while alcohol consumption (measured by a 
country’s total alcohol sales) was generally predictive of homicide in all countries, the 
strength of the association was stronger in northern European regions, and weaker in 
southern regions. When disaggregated by type (beer, wine and spirits) the authors found 
that beer sales were a much stronger predictor of homicide than wine or spirits. In his 
conclusion Rossow (2001) suggests that higher levels of intoxication-related violence in 
northern European regions (in Nordic countries in particular) can be attributed to 
differences in drinking cultures where in the north, drinking patterns are more 
“explosive” and characterised by heavy and frequent drinking episodes (see also Hauge 
& Irgens-Jensen, 1986; Lenke, 1990).
The fact that behavioural variations are so stark at the cross-cultural level suggests that 
regardless of drug type, cultural influences are likely to mediate decision making 
processes that in turn determine the situations in which individuals choose to use drugs 
and how they behave subsequently. These influences, according to Levinson (1983a, 
1983b), can be summarised into three explanations. First, societies can exhibit different 
cultural norms and patterns of aggression, some with strict social sanctions and others
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with more normative acceptance of violence in certain contexts. Where aggression is 
normative, intoxication-related violence is expected to be higher (Fagan, 1990).
Second, Levinson (1983b) argued that cultural attitudes to intoxication can foster a 
sense of ‘cultural defence’ where otherwise socially unacceptable behaviour is excused 
in situations where intoxication is a mediating factor. MacAndrew and Edgerton (1969) 
described a situation where in some cultures, drinking was seen as an opportunity for 
“time out” from usual social responsibilities; a time during which people were generally 
not held to account for their behaviour whilst intoxicated. According to the authors, 
these cultural practices developed as legitimate opportunities to reduce tension and 
hostility between social groups by making it permissible to express and resolve conflict. 
Levinson (1983b) suggested that the ‘ritualisation’ of intoxication as a cultural defence 
has the capacity to reduce ambiguity in social cues and define boundaries (locations, 
participants and severity) of acceptable aggression. As a result, cultural defence 
mechanisms may, in fact, serve to reduce random and uncontrolled violence in other 
social contexts because intoxication-related violence provides a normal, socially 
acceptable outlet in some situations.
Fagan (1990) described a number of research studies to suggest that a corollary of 
cultural defense is the embolden hypothesis, where drug consumption is a purposeful 
activity designed specifically to heighten states of arousal, provide courage, or to excuse 
socially unacceptable behaviour. Brisset (1978) for example, found cross-cultural 
evidence that individuals consume alcohol to facilitate already devised plans for asocial 
or antisocial activities. Vigil (1988) described how Mexican American Youth gangs in 
East Los Angeles used PCP and alcohol to achieve a state of ‘locura’, where a variety of 
antisocial and aggressive acts could occur. Feldman, Mandel and Fields (1985) found a
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similar set of behaviours among Latino youths in San Francisco, but the opposite among 
black youths who more often reported using drugs to maintain reserve and ‘cool’. Both 
the cultural defence and embolden hypotheses fall within the context of what Fagan 
(1990) described as the role of intoxication in deviance disavowal -  the belief that 
whilst intoxicated, normal social standards of accountability can be relaxed and 
subsequent behaviours excused, as if the blame for behaviour can be disowned by the 
individual and relocated to the substance44.
That Feldman, Mandel and Fields (1985) found that the ‘culture’ of drinking and drug 
taking varied between Latino and black youths in the same city suggested that cultural 
influences operated not only at a cross-national level, but also at an ethnic or subcultural 
level. It is for these reasons that Levinson’s (1983b) third explanation suggests that 
ethnic and subcultural determinates are equally important in explicating the foundations 
of intoxication-related behaviours. He argued that where drug consumption and 
processes of intoxication are well integrated into the rituals of a subculture, problems 
related to intoxication are likely to be rare. However, where there exists a level of 
cultural polarisation on the question of what constitutes normative intoxication-induced 
behaviour, or where drug use results from social or economic isolation, problems such 
as aggression will be evident (Fagan, 1990). Accordingly, Fagan (1990) cited Merton’s 
theory of Anomie (1938) to suggest that deviant behaviour is more likely to occur in 
situations where individuals lack access to legitimate means for achieving their 
economic goals. It is said that these conflicts may produce individual or social pressures 
to engage in alternative and antisocial behaviours.
44 see Sykes and Matza (1957) for an early account disavowal as a means to justify criminal behaviour.
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Marshall (1979) described cross-cultural studies as examples of a classic natural 
experiment because they demonstrate significant behavioural variations despite having 
been conducted among a single species (homo-sapiens) and with a single drug 
substance (ethanol/alcohol). That the nature and extent of intoxication-related behaviour 
varies significantly across cultural and ethnic boundaries raises the possibility that 
psychopharmacology has as much to do with culture as it does biology and physiology. 
Culture, it seems, has a wide ranging influence on individuals and their decisions about 
when and what types of substances they will use, and what they expect will happen to 
them as a result of their intoxication.
3.3.2.3: The environmental and contextual basis of psychopharmacological 
crime
Much of the work examining the situational and environmental factors associated with 
intoxication-related aggression falls into one of two categories: Experimental research, 
where researchers sought to reproduce intoxication and aggression under controlled 
experimental conditions and through certain situational manipulations; and 
observational research, where researchers sought to scrutinize the environments and 
circumstances under which drug intoxication and aggression tend to co-occur.
Of the experimental work, much has focused on the relationship between the victim and 
the offender as well as their actions and reactions at different levels of intoxication. 
Taylor (1983) for example, describes two of the most frequently used experimental 
designs: the competition paradigm and the teacher-learner paradigm. In the former, 
subjects are permitted to commit aggressive acts against each other in a reaction time 
test. Under strict experimental conditions, opponents compete to be the first to 
administer an electric shock to one another. The participant with the quickest reaction
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time successfully administers their shock and avoids being shocked themselves. They 
are allowed to choose the intensity and length of the shock they wish to administer and 
are informed, in the event that they avoided being shocked, the intensity and length of 
the shock their opponent selected for them. In reality, the opponent is not a real person, 
but controlled by a computer or the research team (see S. E. Taylor, 1983 for a more 
detailed description) and the essence of the experiment is to test whether under different 
levels of intoxication individuals become more aggressive (by increasing the intensity 
of the shock against their opponent) than they would be when sober. The results, 
particularly for alcohol, overwhelmingly suggested that intoxication was indeed 
associated with higher levels of aggression and that the relationship was linear with the 
quantity of alcohol consumed (Shuntich & Taylor, 1972; S. P. Taylor & Gammon, 
1975). Tests of a similar nature among participants using cannabis found limited 
evidence of intoxication induced aggression (Myerscough & Taylor, 1985), one 
exception being in a study by Cherek and colleagues (1993), who found that aggression 
was in fact increased, but only relatively early and among low-dose cannabis users and 
in situations where the stimuli was frequently and highly provocative. Diazepam, a 
benzodiazepine and central nervous system depressant, has been found only to be 
related to aggression in high dosage levels, the result of a relaxed state in which 
inhibitions are decreased (Pagano, 1981; cited in Wilkinson, 1985).
The teacher-learner paradigm is an experimental study where the participant acts as a 
teacher and is asked to assist a learner in undertaking a specific task (most often a 
memory task). Their role is to ‘teach’ the learner by administering electric shocks each 
time the learner makes a mistake. The electric shocks can be of varying number and 
intensity, the hypothesis being that the teacher would administer a more aggressive set 
of electric shocks when intoxicated. According to a number of studies using this
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procedure (Bennett, Buss, & Carpenter, 1969; Gustafson, 1991a, 1991b; Lang, 
Goeckner, Adesso, & Marlatt, 1975), alcohol consumption plays no significant role in 
increasing the aggression of the teacher towards the learner.
The inconsistency between the competition and teacher-learner paradigms was 
attributed to the obviously disparate situational context of both experiments. Taylor, 
Gammon and Capasso (1976) argued that alcohol and aggression were not found to be 
related in the teacher-learner paradigm because the experimental condition was 
fundamentally non-threatening. The learner, in this case, was passive and could not 
retaliate to the teacher’s provocation nor initiate attacks against the teacher. In their 
study, Taylor, Gammon and Capasso (1976) test the tenability of this hypothesis using a 
combination of both experimental designs. They manipulated the competition paradigm 
to include an opponent who, despite having the capacity to initiate and retaliate, made 
no attempt to do so and also verbalised their desire to exercise restraint. The study 
confirmed the authors’ suspicions that compared to those who were sober, intoxicated 
individuals displayed increased aggression only in threatening or provocative situations.
Later experiments further manipulated the conditions of the competition paradigm, 
finding that the relationship between alcohol intoxication and aggression was evident 
even when social cues and threats were conveyed verbally and when the threat of an 
opponent’s aggression was visual and real as opposed to potential (S. P. Taylor, 
Schmutte, Leonard, & Cranston, 1979). Moreover, alcohol’s effect on aggression 
appears conditional on the participant’s frustration (Gustafson, 1991a), the level of 
threat posed by the opponent (Gustafson, 1986a, 1986b), the presence of pre­
intoxication mood manipulation (Gustafson, 1991a) and when provocation was in the 
form of a negative rating from an opponent (Zeichner, Alien, Giancola, & Lating,
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1994). Even in placebo studies (where the participant believes they have consumed 
alcohol, but really they have been given a non-alcoholic beverage) the effect of alcohol 
intoxication during provocative situations seemed clear (Shuntich & Taylor, 1972; 
Zeichner & Pihl, 1980).
But provocation is not the only mediator of intoxication-related aggression. Graham and 
her colleagues (1996) undertook a comprehensive overview of the key experimental 
literature and in doing so proposed a list of seven additional factors which may be 
important in eliciting aggressive responses during states of intoxication. These include: 
(1) the extent to which an individual expects alcohol to result in aggression (George, 
Dermen, & Nochajski, 1989; George & Marlatt, 1986; Lang et al., 1975; cf Rohsenow 
& Bachorowski, 1984); (2) the availability (or not) of a non-aggressive response option 
(George & Marlatt, 1986; Gustafson, 1991a; T. H. Kelly, Cherek, & Steinberg, 1989; 
Murdoch & Pihl, 1985); (3) the alcohol dosage level consumed (Thomas H. Kelly, 
Cherek, Steinberg, & Robinson, 1988; S. P. Taylor et al., 1976; S. P. Taylor & 
Gammon, 1975); (4) the type of alcoholic beverage consumed (Gustafson, 1985; Pihl, 
Smith, & Farrell, 1984); (5) the participant’s personality characteristics and 
predispositions towards aggression prior to alcohol consumption (D. S. Bailey & 
Taylor, 1991; Boyatzis, 1975; Smith, Parker, & Noble, 1975); (6) the participant’s 
perception of their opponent’s aggression (Pihl, Amos, Ray, Kristina, & Camillo, 1981; 
Sayette, 1993; Schmutte, Leonard, & Taylor, 1979); and (7) other extant situational 
factors such as the opponent’s intoxication (Leonard, 1984).
Why, under these conditions, intoxicated individuals react more aggressively to 
threatening and provocative situations than non-intoxicated persons remains open for 
debate. However, at least for alcohol, a range of hypotheses have been presented.
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Boyatzis (1977) returns to biology to suggested that alcohol consumption affects an 
imbalance of the same endochronological factors that have been linked to aggression. 
Moyer (1983) and Vogel-Sprott (1983) both suggested that intoxication decreases an 
individual’s threshold of tolerance towards provocation and aggressive stimulation or 
affects innate or learned behavioural inhibition processes (Fillmore & Vogel-Sprott, 
1999, 2000; Muriel Vogel-Sprott, Easdon, Fillmore, Finn, & Justus, 2001; Muriel 
Vogel-Sprott, 1992). Zeichner and Pihl (1980) suggested that intoxication reduces the 
ability to perceive the negative consequences of an aggressive act or interferes with an 
individual’s ability to process information about behavioural contingencies (see also S. 
P. Taylor & Leonard, 1983; Zeichner & Pihl, 1979), while Gibbs (1986) suggested that 
intoxicated individuals are more likely to overstate their own power and mastery and are 
less able to generate non-aggressive solutions to potentially provocative situations (see 
also Graham & Wells, 2003; Sayette, 1993). Attention deficits, which make the drinker 
more likely to focus on the present (Bushman, 1997; Graham et al., 1998) with a kind of 
alcohol-induced myopia (Steele & Josephs, 1990), are also considered correlates of 
alcohol-fuelled aggression.
What is often a hallmark characteristic of experimental studies, the ability to control the 
environment, is also their biggest weakness. One major criticism of the experimental 
research is that their controlled environments are often far removed from the reality of 
the environment in which alcohol and drug use most often occurs. The ambition to 
maintain experimental integrity and minimise environmental influences comes at the 
cost of failing to replicate the often smoky, crowded and irritating environment of a 
barroom or pub -  factors shown by Homel and Clark (1994) as intimately connected to 
the incidence of drunken aggression. Moreover, experimental research typically 
examines individual responses absent of important peer influences and group dynamics,
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both of which seem almost entwined with the fabric of drinking and drug taking 
cultures (Graham, Rocque, Yetman, Ross, & Guistra, 1980; Homel et al., 1994). 
Finally, aggression in experimental studies is typically operationalised in ways not 
entirely consistent with more natural forms of aggressive display (M. R. Gottfredson & 
Hirschi, 1990) because administering an electric shock hardly compares to the very 
risky, dangerous and potentially life threatening consequences of a pub brawl, sexual 
assault or homicide.
Observational and qualitative research presents an important methodological 
alternative, however unlike experimental studies researchers do not seek to manipulate 
behaviour, but instead, observe it as it happens in real-life situations. A seminal 
Australian study of this kind was conducted in 1993 by Stuart MacIntyre and Ross 
Homel as part of a larger series known as the Surfers Paradise Action Project. The 
study’s aim was to identify environmental characteristics linked with high levels of 
aggression in nightclubs on the Gold Coast of Queensland. Six nightclubs were selected 
for observation using data on their levels of violence and patron density. All six had 
similar density ratings (0.842 -  0.905 patrons per square metre), but were evenly 
divided into a high or low risk violence classification based on security incident reports. 
Six observations were made of each nightclub; three were conducted on quiet nights and 
three on busy nights. Each observation lasted for between 30 minutes and two hours, 
during which a standardised count of the number of patron interactions was collected 
and subsequently classified into three quantified measures: crowding including low 
level interaction with no aggressive intent; low-level aggression including minor contact 
with intent to aggress but without obvious intent to harm; and high-level aggression 
including substantial physical contact with the intent to cause harm. Control variables 
were collected to measure the extent of male drunkenness, the extent of server
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interventions (the role of bar staff to decline to serve intoxicated patrons), the level of 
overall server responsibility, the extent of bouncer/security interaction and hostility, and 
the extent to which alcoholic beverages were purchased in rounds (group purchasing 
practices).
In their report MacIntyre and Homel (1997) found that despite having similar patron 
densities, high-risk nightclubs had higher overall levels of crowding than those in the 
low-risk category. The authors attribute this finding to the design and layout of the 
venue, which in the low-risk venues minimised the cross-traffic of patrons in and 
around beverage serving locations. In addition, the authors used regression analyses to 
assess the impact of crowding on the frequency of aggressive interaction. They found 
that, net of the effect of the level of drunkenness and social beverage purchasing 
practices (both of which we also significant), crowding was indeed a significant 
predictor of heightened levels of aggression in public drinking areas.
Another study, published in the British Journal of Criminology, was that of authors 
Graham and Wells (2003) who described the results of a qualitative investigation into 
alcohol-related violence. In their study, 21 individuals provided oral accounts of their 
experiences either as a perpetrator, victim or third party to a violent incident in a public 
drinking setting. These personal accounts provided a rich source of information about 
individual perceptions of the precursors, contexts and consequences of aggression. In 
particular, the authors identify a range of situational and environmental factors that 
appeared common among the incident reports. For example, the interviewees often 
referred to the drinking venue as a setting with a reputation for violence, as if violence 
was expected to occur and that their involvement in it was nothing out of the ordinary. 
Moreover, the oral reports suggest that it was common for violence to occur in venues
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where bar staff appeared to provide tacit approval of violence and often failed to 
intervene or prevent it.
These findings add to a growing body of literature on the importance of the immediate 
environment in preventing or promoting psychopharmacological aggression. In their 
summary, Graham and colleagues (1996) nominate several key factors for 
consideration: (1) the type of drinking establishment, where alcohol seems to propagate 
violence in establishments with a clear reputation for violence (Homel et al., 1994); (2) 
the physical environmental characteristics of the drinking environment, where unclean, 
poorly ventilated and dimly lit bars with inadequate seating and inconvenient access to 
beverage serving locations seem to entice aggressive interactions (Homel et al., 1994; 
K. Hughes et al., 2011); (3) the characteristics of patrons, with more violence occurring 
in establishments frequented by marginalised subgroups (Graham et al., 1980); or 
multiple groups of males with high rates of drinking and drunkenness (Homel et al., 
1994); (4) the social environment fostered by the establishment, where aggression is 
more evident in permissive environments where normal social controls are relaxed (and 
where other illegal or antisocial activities are not overtly discouraged) (Homel et al., 
1994) (Graham et al., 1980), in locations that are crowded and noisy (Homel et al., 
1994; K. Hughes et al., 2011) or where patrons are bored, rowdy or sexually 
competitive (Homel et al., 1994); (5) the role of establishment staff, where violence was 
more prevalent when bar staff had little or no control over patron activity (Graham et 
al., 1980), were permissive of antisocial activity and did not engage in responsible 
serving practices or enforce local liquor laws (Homel et al., 1994; Stockwell, Lang, & 
Rydon, 1993) and where the ratio of staff to patrons was low (Homel et al., 1994). 
Security staff, whose role it is to intervene and prevent violence, often have the opposite
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effect by escalating or even creating a hostile and violent atmosphere (Graham et al., 
1980; K. Hughes et al., 2011).
Together, the weight of the cross-cultural, experimental and observational research has 
demonstrated that while intoxication may increase the proclivity to antisocial and 
aggressive behaviour, violent or other crime is by no means an inevitable outcome of 
drug use. When it does occur, it results largely from the confluence of multiple factors, 
which when combined in the right quantities and at the right time, may precipitate 
antisocial and potentially violent interactions. These include the enduring and pre­
existing characteristics of the individual (personality, perceptions, expectancies and 
predispositions) and the aspects of their situation (the location, the presence of threat 
and provocation, and the actions and reactions of third parties).
As if returning full circle, Robert Nash Parker (Parker, 1993) produced several attempts 
to develop a theoretical explanation for why drug ingestion may result in antisocial and 
aggressive behaviour throughout the 1990s. Titled the Selective Disinhibition 
hypothesis, Parker (1993) suggested that antisocial conduct occurs in some, but not all 
situations of drug and alcohol use because what normally prevents (inhibits) an 
individual from engaging in socially unacceptable behaviour is disinhibited during 
periods of intoxication and dependent on contextual factors specific to the situation. In 
other words, Parker (1993) believed that individuals in normal social situations are 
compelled to avoid violent and antisocial activities because of a set of internalised 
norms and values that constrain that behaviour -  a framework which appears to share a 
number of similar features with Farrington’s (2005b) conceptualisation of long-term 
antisocial potential. According to Parker (1993), the selectivity of intoxication’s 
disinhibiting effect occurs because different situations require different levels of both
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active and passive constraint. That an individual is fundamentally motivated by personal 
interests, but avoids using violence or other antisocial behaviour in situations where 
such actions seem socially, psychologically, physically or materially advantageous, 
suggests that the individual has applied a degree of active constraint. Alternatively, 
passive constraint occurs in situations where violence presents no advantage to the 
pursuit of personal interests and so conforming to norms against antisocial conduct and 
violence is relatively easy. Thus, given the right (or wrong) mix of social and 
environmental cues, Parker (1993) contends that intoxication can result in untoward 
behaviours by disinhibiting the norms and values that work to actively constrain them. 
Alternatively, intoxication in situations of passive constraint is unlikely to result in 
violence since it represents no real advantage to the intoxicated individual.
The underlying disinhibiting mechanism in Parker’s theory is not well described; 
however less emphasis is placed on biology than on other cognitive and behavioural 
aspects. Parker and Cartmill (1998) for example, suggested that during periods of 
alcohol intoxication, “individuals are more likely to misinterpret the actions of others, to 
mistake the response of others to their own behaviour, [or] to focus more closely on 
immediate goals rather than more distant goals” (1998, p. 1378). In many respects, the 
predictions made by the selective disinhibition hypothesis mirror those seen in 
developmental and life-course theories of criminology -  that for some individuals, in 
some situations, drug and alcohol use can pharmacologically energise pre-existing 
tendencies to crime (Farrington, 2005b); momentarily lower temptation and provocation 
thresholds and weaken sensitivity to deterrence (Wikström, 2005); or disinhibit 
behavioural controls which normally act to constrain behavioural responses to 
situations of momentary irritation (M. R. Gottfredson & Hirschi, 1990).
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3.3.2A: Economic compulsive explanations
When Paul Goldstein (1985) first suggested that some crimes were committed as a 
means to generate income, he was interested primarily in violent acquisitive crimes such 
as robbery. After years of examining the nature of violence among drug users, he said 
that it appeared “economically compulsive actors are not primarily motivated by 
impulses to act out violently. Rather, their primary motivation is to purchase drugs [and 
that] [violence generally results from some factor in the social context in which 
economic crime is perpetrated” (1985, p. 496). Put simply, Goldstein (1985) suggested 
that in cocaine markets of the United States violence was unlikely to be a primary 
motivation for most drug users but was something that often ensued in situations where 
economic crimes had turned bad. This, he said, might be the result of the perpetrator’s 
own nervousness, the victim’s reaction, the presence of weaponry, or the intersection of 
bystanders (1985). Citing a wide range of research Goldstein argued that drug users 
were most commonly arrested for offences against property, and that drug users (in 
particular heroin users) typically avoid violent crimes because violence is more 
dangerous, embodies a greater threat of prison if apprehended, and because the 
perpetrator may simply lack a basic orientation and preference for violent or risky 
behaviour.
Of particular note was Goldstein’s (1985) reference to the ways in which heroin users 
typically avoided violence because they had little preference for violent activities or 
because they perceived the risk of apprehension and imprisonment as outweighing the 
benefits. In many respects, this reference to perceptions, preferences and risks suggests 
that drug users make conscious decisions about which crimes to engage in, and when. 
He implies a sense of rationality (at least in the economic sense) that the possible
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benefits of some crimes, even to the most hardened and prolific drug users, are not 
worth their respective risks.
Of course, the concept of economic rationality was not new in criminology and had 
been used by Gary Becker throughout the 1960s to explain all manner of income 
generating crimes (Becker 1968, reprinted 1974). Later described as the ‘neo-classical’ 
economic explanation, Becker contends that the decision to engage in crime is not the 
consequence of biological, psychological nor sociological predispositions, but rather, it 
is the result of the confluence of factors that drives all purposive behaviours and 
economic transactions. In the criminal context, his theory argues that individuals face 
two opportunity structures -  one legitimate, the other illegitimate (Ohlin & Cloward, 
1960). Choices between them are made in the same way choices are made between 
different products or strategies in a legitimate competitive marketplace and where 
decisions are rational; made by forward looking individuals who seek to maximise their 
current and future satisfaction by dividing their time between legal and illegal work 
opportunities.
Underpinning most generalised rational economic theories, including Becker’s 
economic approach to crime, are a number of assumptions about where and to what an 
individual will choose to allocate their limited resources (income and time). These are 
that: (1) individuals are rational in that they are motivated to pursue personal interests. 
Their behaviours can be examined as attempts to meet these interests; (2) material gain 
is a common and important interest shared among all individuals, however, personal 
preferences also affect rational decisions; (3) rational individuals make choices between 
a set of competing opportunities whose preferential rankings are determined by the 
expectation of satisfaction (utility) and how much it will cost to achieve them
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(opportunity cost). Activities with the highest preferences generally represent those with 
the highest marginal benefit (after expected utility is discounted by opportunity costs); 
and (4) the future outcome of an activity is not entirely certain and the risk that the 
expected utility will not be attained is an opportunity cost of pursuing that activity.
According to Becker individuals choosing to engage in crime (as opposed to seeking 
legal income opportunities) undertake equivalent cost-benefit analyses but where the 
illegal opportunities introduce a different set of opportunity costs, such as the risk of 
being arrested, the weight of the probable punishment upon conviction, the feelings of 
shame, guilt and remorse, and the long-term consequences of criminal stigmatisation 
(Piliavin, Gartner, Thornton, & Matsueda, 1986; Witte, Witt, & Dressier, 2002). In so 
far as the discounted utility of crime (taking into account these unique opportunity 
costs) is greater than the discounted utility of participating in lawful employment, 
Becker (1974) suggested that criminal opportunities will be preferred over non-criminal 
activities as a means of generating income.45
Extending Becker’s (1974) economic thesis to explain the nexus between drug use and 
the commission of offences is relatively straightforward once the compulsive nature of 
drug addiction is taken into account. According to Ziggy MacDonald (2004) in his 
comprehensive review of the economics literature, drugs differ from most other goods 
and services because they are addictive. In economics, a good or service is defined as
45 Despite the intuitive appeal of the economic rational approach, it is sometimes easy to forget that 
rational choices are often constrained by opportunity and individual aspirations. Not all individuals are 
faced with the same set of opportunities as social and structural elements shape legitimate employment 
(Wacquant, 2002) and criminal opportunities (Cloward & Ohlin, 1960). At a macro level, high aggregate 
unemployment affects earnings potential and crime rates by reducing the supply of available employment 
opportunities and increasing the attractiveness of illegal versus legal work (Uggen and Thompson 2003). 
At an organisational level, firm size and industry sector play an important role, while in local criminal 
markets, facilitation (for example, opportunities to dispose of stolen goods) can affect the overall mix of 
crimes committed within an area (Cloward & Ohlin, 1960; Steffensmeier, 1986).
158
addictive, not because of any physiologically addictive property, but because the 
activities associated with their consumption generally represent addictive behaviour. 
Addictive goods are those where, assuming all else is equal, an “increase in the stock of 
consumption results in an increase in current consumption” (Z. MacDonald, 2004, p. 
115) or in other words, the sum of an individual’s past drug using experiences (their 
stock of consumption) results in an increase in the quantity of current and future 
demand for those drugs (see also G. S. Becker, Grossman, & Murphy, 1994). This so- 
called ‘stock of consumption’ concerns the process by which drug users learn about the 
effects of a drug as a result of its previous consumption and these might include the:
■ physiological or psychological effects of tolerance, whereby “given levels of 
consumption are less satisfying when past consumption has been greater” (G. S. 
Becker & Murphy, 1988, p. 682);
■ withdrawal, whereby reducing the quantity of a drug consumed increases the 
withdrawal disutility (H. Clarke & Danilkina, 2006); or
■ reinforcement, whereby past consumption raises expectations about the benefits 
attributable to each additional unit consumed -  otherwise known as an addictive 
good’s marginal utility (Z. MacDonald, 2004).
It is this compulsive behaviour of addictive drug use that Collins, Hubbard and Rachal 
(1985) argue “logically implies the need to supplement income by illegal means” since 
addiction “creates and inelastic demand for [drugs] that requires continued purchases 
regardless of cost” (1985, pp. 744-745).
To understand the impact of addictive drug consumption on crime, it is necessary first 
to understand how the consumption of an addictive good may affect an individual’s
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preferences and consumer utility. Recall from earlier that, according to the school of 
neoclassical economics, the rational consumer allocates their income to a mix of goods 
and services which they believe maximises their overall satisfaction. They are rational 
because their decisions are based upon an assessment of each items marginal benefit, an 
assessment that is largely driven by necessity and personal preferences. Although their 
choices are, perhaps, at odds with what the non-drug using community considers 
reasonable, drug users are rational consumers since they too seek to maximise their 
current satisfaction while at the same time anticipating future consequences. At least, 
this is the argument made by Becker and Murphy (1988) in their widely accepted (see 
the review by Z. MacDonald, 2004) theory of Rational Addiction.
Building upon the earlier work of Stigler and Becker (1977), Becker and Murphy 
(1988) argue against the common portrayal of drug use as an irrational response to 
psychologically addictive substances. They claim that drug use is, in terms of economic 
behaviour, no different from other addictive activities such as gambling. Instead, they 
contend that drug consumption among heavy drug users represents a rational economic 
choice because when making decisions about whether or not to consume drugs, 
“addicted individuals are shown to exhibit consistent, forward-looking and individually 
optimal behaviour” (Z. MacDonald, 2004, p. 115). That dependency-level drug use is 
the cumulative result of tolerance, reinforcement and the fear of withdrawal, implies 
that drug users make informed decisions about their drug use given expectations derived 
from previous drug using experiences (Z. MacDonald, 2004).
In their formal model of rational addiction, Becker and Murphy (1988) posit that an 
individual consumes two types of goods: one that is addictive and a combination of 
other non-addictive goods (see also Z. MacDonald, 2004). Further, an individual’s
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relative measure of satisfaction (their economic utility) is the product of their 
consumption of both types of goods, however the satisfaction derived from consuming 
addictive goods is affected by the experience of its past consumption -  experience 
which generally necessitates consumption (to avoid withdrawal) and in some cases 
necessitates increased consumption because greater quantities are needed to achieve the 
desired effect (tolerance) or because the perceived benefit of consuming more increases 
with higher levels of consumption (reinforcement). The ratio of consumption between 
addictive and non-addictive goods is determined by the individual who seeks to 
maximise their overall satisfaction within the constraint of their expenditure capacity. 
Insofar as an individual’s past drug using experience positively affects their assessment 
of its current and future benefits, the amount of one’s income spent on the addictive 
good increases relative to the amount spent on non-addictive goods.
Criticisms of the rational addiction theory, primarily from outside the economics 
literature, have focused on two key issues that are not facilitated under the original 
model (see also Z. MacDonald, 2004). The first is its failure to account for the potential 
negative effect of an individual’s regret about their addictive drug use and its impact on 
their overall stock of consumption. The second is of the model’s assumption that an 
individual’s rate of preference is fixed and time-consistent (Z. MacDonald, 2004). In 
other words, according to the rational addiction model, drug users value the impact of 
their drug consumption on the future as much as they do the present and conceptualise 
the trade-off between the pleasure of current consumption and future satisfaction as 
constant. This is, however, at odds with the observed behaviour of drug addicts where 
consumption seems more driven by myopic preferences which are time-inconsistent 
because greater emphasis is often placed on immediate gratification than on concerns
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for the future (Grossman & Chaloupka, 1998; Orphanides & Zervos, 1998; Petry, 
Bickel, & Arnett, 1998).
Addressing these criticisms, Orphanides and Zervos (1998) argued that both negative 
influences and time-inconsistent preferences for drug use are compatible within the 
economic compulsive framework. Together, the authors argued that whilst an 
individual’s stock of consumption may be affected by their regret and subsequent fear 
of becoming an addict, the realisation and true appreciation of these consequences is 
rarely discovered before the effects of tolerance, reinforcement and fear of withdrawal 
have set in. For these authors, drug users, most of whom commence using drugs when 
they are young, do not fully appreciate the harms associated with their drug use and 
often progress beyond the critical point whereby regret no longer has an effect on 
minimising their propensity towards addiction (Orphanides & Zervos, 1995). Moreover, 
the assumption of a constant preference for time can be relaxed if it is determined 
endogenously by past experiences of drug use (Orphanides & Zervos, 1998). That is, 
addicted drug users place greater value in their present satisfaction than they do the 
future consequences of their drug use -  a factor that intensifies with drug use experience 
and is a consequence of addiction rather than its cause (Z. MacDonald, 2004).
The connection between addiction-level drug use and the commission of income 
generating crimes is explained through a natural extension of rational addiction model. 
Drug users, whose activities continue to monopolise a significant proportion of their 
expenditure capacity, are also likely to allocate greater preference of time to the pursuit 
of drug use. For users, drug use involves not only the time taken to administer the drug,
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but also the sometimes lengthy period of intoxication,46 the time spent coming down 
from drugs or suffering from drug-induced withdrawal, and the time spent seeking to 
purchase drugs. Together, drug use has the capacity to consume a significant proportion 
of an individual’s time, rendering “individuals less economically productive” (Z. 
MacDonald, 2004, p. 129) such that absenteeism and complete labour market 
withdrawal are two frequently cited consequences of addiction.
Thus, insofar as addiction-level drug use impacts the preferential allocation of time 
between leisure (drug use) and work, legal income will likely suffer as a consequence. 
This is partly because the stock of available employment opportunities, those which 
meet the income needs of an addicted individual, becomes somewhat limited when the 
quantum of time allocated to work is restricted. As a result, alternative sources of 
income, including illegal sources, may seem more attractive. Despite carrying 
significant risks (of detection, apprehension, conviction and punishment), crime is 
relatively quick, well-remunerated and can be undertaken both in connection to, and 
concurrently with, drug using activities.47
The link between drug use and illegal income was examined comprehensively by 
Uggen and Thompson (2003) using data from the U.S. National Supported Work 
dataset. In this study the authors examined the legal and illegal earnings of ex-offender, 
ex-addict and youth drop-out populations at discrete nine-month intervals over three 
years. Participants of the 1970’s Supported Work Initiative were asked to complete a 
survey which collected information about their drug use and the quantities of both legal
46 Miczek and colleagues (1994) suggest that the high associated with ‘ice’ can last from anywhere 
between 8 and 24 hours
47 In fact, drug dealing, a common form of income generating crime is one example of where being a drug 
user may expose alternative and attractive opportunities for generating or supplementing income which 
can be undertaken in connection with drug use and requires little sacrifice in terms of leisure time.
163
and illegal income earned during the previous nine months. Using a pooled cross- 
sectional time-series method and with drug use measured as a lagged independent 
variable, the authors concluded that both heroin and cocaine use, either combined or 
alone, generated an earnings imperative that could not be satisfied through legal and 
legitimate income sources. Instead, drug users typically earned $718 more in illegal 
income during the months they were using drugs than when they were drug abstinent, 
with drug use being the most important predictor of illegal income, net of the effect of 
one’s prior criminal history, their age and their social connectedness through marriage, 
employment and education (Uggen & Thompson, 2003). In addition, the authors tested 
whether the length of one’s drug use habit was also positively associated with 
generating illegal income (Uggen & Thompson, 2003), finding that the longer an 
individual uses drugs the more illegal income they were likely to generate.
Finally, the comprehensive model developed by Uggen and Thompson (2003) also 
measured the relationship between legal and illegal income during periods of drug use 
in which they found a significant negative relationship. This, the authors suggested, was 
evidence that declines in legal income resulted in greater substitution with illegal 
income, while unearned income from legal sources (such as gifts and loans) showed no 
significant effect. Put simply, any additional money earned from unearned sources was 
generally insufficient to meet the cost burden of drug use and had no effect on 
modifying illegal income generating behaviour, but as legal and legitimate income 
declined, illegal income was sought, presumably to make the difference.
The theory of rational addiction is an economic approach to understanding the 
compulsive nature of addiction. It assumes nothing about the biological or chemical 
properties of an addictive good other than that an individual’s decision to consume is
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driven by previous experiences, which intensify over longer periods of use. It articulates 
in theoretical terms the often observed physiological, psychological and behavioural 
aspects of drug consumption as an explanation for rational, albeit compulsive, drug use. 
Most importantly, the rational addiction model explains why, in the face of a range of 
negative consequences, drug users may continue to use drugs in greater quantities and 
prefer to spend a greater proportion of their available income on drugs instead of other 
non-addictive goods. For Farrington (2005b) the commission of crime in any given 
situation will depend on a cognitive process in which subjective costs and benefits are 
weighed. Situational factors, such as drug use and addiction, perhaps influence decision 
making by energising short-term antisocial potential in given situations. To the extent 
that non-addiction level drug use is gratifying and the subjective costs of the activities 
needed to facilitate its use are low, then crimes may occur. Similarly, crimes may also 
occur whereby addiction-level drug use alters the relative weight and importance given 
to key cognitive decision making protocols.
3.3.3: Drug use and the development of offenders
Having detailed the ways in which developmental and life-course theories explain the 
relationship between drug use and the commission of specific crimes, we now turn to 
examine how drug use is interconnected with the longitudinal development of 
offenders. We acknowledge at the outset that the psychopharmacological and economic 
explanations detailed earlier are also inextricably linked within a developmental 
framework and cannot be easily separated.
We commence this discussion with the ‘general-static’ framework proposed by 
Gottfredson and Hirschi (1990), largely because their General Theory of Crime posits 
an illustrative and useful null hypothesis that drug use does not influence the
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longitudinal development of offenders. As noted above from our discussion of the 
General Theory, self-control is the one single and enduring cause of antisocial and 
criminal behaviour. It develops early in life and is relatively fixed from approximately 
eight years of age. But for the possibility that drug use momentarily diminishes self- 
control, both activities are the result of a common aetiology and neither can be said to 
have unidirectional or reciprocal state-dependent effects. Accordingly, the extent to 
which an individual engages in criminal and antisocial behaviour in the future is not 
contingent on their current or past drug use because self-control is neither increased nor 
decreased in the presence of exogenous factors.
The static nature of the general theory is relatively unique in developmental 
criminology, although some taxonomic theories suggest that specific offender 
typologies may follow a generally static developmental pathway. Moffitt’s (1993) Dual 
Taxonomy for example, posits the existence of a small group of offenders who are life- 
course persistent and where their offending activity is largely the result of 
neuropsychological deficits coupled with unfavourable developmental and socialisation 
conditions in childhood. For these ‘life-course persistent’ offenders -  albeit representing 
only a fraction of the overall offending population -  the underlying cause of criminality 
and drug use are the enduring influences of these early developmental conditions.
With the exception of these relatively few static frameworks, the vast majority of 
developmental and life-course theories in criminology conceptualise change as a state 
dependent process in which drug use can be reasonably conceived as influencing 
longer-term antisocial and criminal development. Farrington (2005b) describes the state 
dependent process as ‘learning’, enabled by feedback loops such that “[t]he 
consequences of offending may ... lead to changes in long-term [antisocial potential]”
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(2005b, p. 83) and thereby “affect the subjective expected utility of offending in the 
decision making process” (2005b, p. 87). These feedback loops, Farrington (2005b) 
argues, may help to perpetuate future antisocial behaviour especially “if the 
consequences are reinforcing or punishing ... or if the consequences involve labelling or 
stigmatizing the offender, [making] it more difficult for him to achieve his aims legally” 
(Farrington, 2005b, p. 83). Central to Farrington’s ICAP theory are two key themes. 
The first concerns the cognitive process underpinning future decision making and the 
extent to which a subjective assessment of crime’s costs and benefits can be altered by 
experiences of the past. To the extent that minor antisocial infractions during 
adolescence are rewarding, and to the extent these situations are energising by the short­
term antisocial potential of drug use, then crime may be more probable into the future. 
The second concerns those opportunities and environments in which future criminal 
decisions are likely to be made and the extent to which the variety of non-criminal 
options may be diminished as a consequence of past antisocial behaviour including drug 
use.
The feedback loop linking current antisocial behaviour to the foreclosure of future pro­
social opportunities is not unique to Farrington’s ICAP theory. In fact, similar processes 
are described by others, often using a range of different terminology. Moffitt (1993) for 
example, describes this process as one of ‘cumulative consequence’ whereby the 
probability of future antisocial behaviour is heightened in an environment where the 
possibilities for alternative pro-social behaviours have diminished (Moffitt, 1993; 
Piquero & Moffitt, 2005). According to Moffitt, this occurs in two ways. First, in the 
face of persistent antisocial behaviour during childhood and adolescence those life- 
course persistent offenders fail to learn a behavioural repertoire of pro-social 
alternatives (1993, p. 683). In adolescence and adulthood, antisocial and criminal
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behaviour may persist simply for a “lack of recourse to any other options” (1993, p. 
684). Second, the consequences of some antisocial behaviour are far reaching, having 
the capacity to ‘ensnare’ individuals into antisocial lifestyles supported by a narrowing 
of conventional options. Moffitt explicitly lists addiction to drugs or alcohol as a ‘snare’ 
that, for the life-course persistent offender, “closes the door of opportunity” (1993, p. 
684). For the adolescent limited offender, drug addiction and other antisocial activities 
that “inadvertently attract damaging consequences” will not prevent desistance, but 
delay it as these otherwise normal-functioning individuals require extra time and effort 
to escape its short-term cumulative consequences (1993, p. 684).
The state-dependent mechanism underpinning Sampson and Laub’s (1993, 1997, 
2005a) Age-graded Informal Social Control Theory is not dissimilar to that described 
by Moffitt (1993) and Farrington (2005b). Described as ‘cumulative disadvantage’, 
Sampson and Laub (2005a) argue that a cycle of negative reinforcement encourages 
future offending by perpetuating the accumulation of disadvantage and later 
undermining the ability to reach key adulthood transitions that usher in the necessary 
attachment to the pro-social institutions and which encourage desistance. It is, in their 
view, the experiences of adolescence and adulthood that “can redirect criminal 
trajectories in either a more positive or negative manner” (2005a, p. 170) such that 
desistance from crime will occur when the “proximate causes of crime are disrupted” by 
structurally induced turning points (2005a, p. 171). Crime, they argued, is not unlike 
drug addiction itself because the “action that is entailed in committing it, is seductive, 
alluring and hard to give up despite its clear costs” (2005a, p. 172). With its focus on 
adulthood transitions and the process of desistance, the Age-graded Informal Social 
Control theory gives weight to the idea that drug use and crime may be temporally 
related within an environmental and situational context, but that the longitudinal impact
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of drug use might best be conceived as one that delays desistance by postponing what is 
the inevitable process of adulthood transformation.
In a slightly different approach, Wikström’s (2005) Developmental Ecological Action 
theory places emphasis on the repetitive nature of criminal and antisocial behaviour in 
situations of what he calls “environmental habituation” (2005, p. 233). Here it is argued 
that individuals may become habituated into longer-term antisocial trajectories “because 
adolescence is a period of life that is important for life-style formation” (2005, p. 233). 
He places significant theoretical importance on an individual’s ‘activity field’, or the 
situations and contexts in which an individual interacts. Insofar as the lifestyle an 
individual develops is linked to participation in highly criminogenic settings, this will 
promote future criminal and antisocial behaviour because as the nature of one’s activity 
field changes, so too does the number and variety of their behavioural choices.
3.3.3.1: Drug intoxication and long-term development
A detailed account of Goldstein’s (1985) psychopharmacological explanation has 
already been presented, although its implications were largely described in terms of its 
temporal link to the commission of crimes rather than its longitudinal link to the 
development of offenders. It is not difficult, however, to imagine a situation in which 
drug use may have far reaching psychopharmacological consequences that ‘ensnare’ 
otherwise normal functioning individual’s (Moffitt, 1993), contribute to the evolution of 
the long-term antisocial potential (Farrington, 2005b), and foreclose future opportunities 
as a consequence of its contribution to the development of ‘cumulative disadvantage’ 
(Sampson & Laub, 2005a).
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Here we consider two possible psychopharmacological pathways. The first considers 
the impact of drug use on normative neuropsychological development during 
adolescence and early adulthood, as well as the potential for sustained 
neuropsychological impairment that can result from either a single episode or, as is 
more often the case, prolonged periods of drug abuse. Sekine and colleagues (2006) 
(Bowmaker, 2006)established that neurological damage suffered from long periods of 
methamphetamine use could cause decreased inhibition and elevate aggression because 
methamphetamine significantly reduced the density of serotonin and damaged specific 
areas of the brain that are closely associated with the magnitude of aggression in a 
variety of situations (Sekine et al., 2006). In a similar context, Thompson and 
colleagues (2004) described what they believed were systematic structural deficits in the 
brains of methamphetamine abusers, while Homer and colleagues (2008) demonstrated 
methamphetamine’s irreparable impairment of the frontal lobe, affecting executive 
functions (Lapworth et al., 2009) or hindering one’s capacity to control aggressive 
impulses (Brecht & Herbeck, 2013). Most importantly, these neurological 
complications have been shown to be irreversible even after drug use had ended (Homer 
et al., 2008).
Not surprisingly, there is a seemingly high co-occurrence of drug use and mental health 
disorders, with the latter appearing in some studies to be intensified by the long-term 
use of drugs. The symptoms of schizophrenia for example, have been shown to intensify 
through drug-induced paranoia, while mood disorders may be sensitised (Kamphuis, 
Dijk, Spreen, & Lancel, 2014; Kamphuis et al., 2012).
The second, albeit indirect, pathway concerns the enduring consequences of specific 
acts or activities which, when undertaken whilst intoxicated, have the potential to result
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in negative long-term outcomes. Moffitt (1993) refers to ‘teenage pregnancy’ (Gilchrist, 
Gillmore, & Lohr, 1990; Kokotailo, Adger, Duggan, Joffe, & Repke, 1992; Mensch & 
Kandel, 1992) and ‘disabling and disfiguring injuries’ resulting from violent altercations 
(S. MacDonald, Wells, Giesbrecht, & Cherpitel, 1999; Vitale & Mheen, 2006) or motor 
vehicle accidents (E. Kelly, Darke, & Ross, 2004; Smink et al., 2005) as among a 
number of snares which have the potential to limit future opportunities. To the extent 
that drug use intoxication energises specific criminal and antisocial contexts, and to the 
extent that those situations carry with them a higher probability of adverse and 
negatively reinforcing outcomes, future offending may be more likely to occur.
33.3.2: Drug use and the foreclosure of opportunities
The concept of addiction as rational economic behaviour (G. S. Becker & Murphy, 
1988; H. Becker, 1968) was introduced earlier to underscore the link between drug use, 
rational economic decision making and the subsequent commission of crime. This 
decision making process, it was argued, fits neatly with the short-term cognitive and 
behavioural elements of Farrington’s (2005b) ICAP theory, since criminal decision 
making is energised by short-term factors which weigh into the calculations of 
contingency costs. Part of this earlier discussion centred on the idea that drug users not 
only prefer drugs over other non-addictive goods, they also preference the allocation of 
their time to activities necessary to maintain a drug addiction. As a consequence, their 
perceptions of the trade-off between leisure and work are altered to such an extent that 
MacDonald (2004) argues that drug users become “less economically productive” 
(2004, p. 129), in turn perpetuating the need for additional illegal income. In this sense, 
it is not difficult to see how drug use, but in particular dependency-level drug use, can 
change an individual’s ‘activity set’ (Wikström, 2005), restrict their behavioural 
repertoire (Moffitt, 1993), ensnare them in situations which limit future income
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generating opportunities (Moffitt, 1993), which then feeds back into the development of 
their long-term antisocial potential (Farrington, 2005b).
Not surprisingly, a large body of research into the enduring effects of drug use has 
focused on unemployment as the mediating explanation for the apparent state dependent 
effects of drug use on crime. Among the most notable of these investigations was a 
study conducted by Kandel, Chen and Gill (1995) using a follow-up cohort of the 
United States National Longitudinal Survey of Youth (NLSY). Testing a life-span 
hypothesis the authors found that the effect of drug use on labour force participation and 
wages was significant and positive in the early stages of one’s career, but significant 
and negative in the mid-thirties and onwards (Kandel et al., 1995). To this the authors 
suggested that recreational drug users are likely to take jobs offering high starting wages 
but with limited potential for future wages growth. Moreover, those who used drugs in 
their late teens and early twenties, but failed to desist into adulthood, had poorer 
employment outcomes and diminished wage potential in later life (see also Buchmueller 
& Zuvekas, 1998).
In response to this, several researchers (Z. MacDonald & Pudney, 2001; Z. MacDonald, 
2004; Uggen & Thompson, 2003) have suggested that recreational drug use and drug 
dependency are significantly different states and have different effects on employment 
and unemployment over the life-course. The social meaning of drug consumption 
among addicts who “organise their lives around the activity” is likely to be significantly 
different from that of recreational users “who consume drugs as they would other 
commodities” (Uggen & Thompson, 2003, p. 151). Recreational level drug use may not, 
therefore, be associated with poor employment and earnings potential during the early 
phases of one’s career because together they tend to select employment opportunities
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that deliver high initial earnings potential, but which are highly unstable and have 
relatively low levels of investment in skills and experience (human capital) (Kandel et 
al., 1995; Nagin & Waldfogel, 1995). Such early career decisions seemingly lead to 
diminished prospects for wages growth, and even unemployment in the long term.
Human capital theory and its various adaptations (Lochner, 2004) are among the most 
widely used tools for incorporating state-dependence into theories of legal and illegal 
income generation (Uggen & Thompson, 2003). It is not surprising that these concepts 
have also found their way into developmental and life-course criminological theories. 
According to Becker (1968), individual investment in skills, experience and training 
will reflect differences in productive capacity and will therefore be rewarded in the 
labour market through an increase in the stock of employment opportunities and higher 
subsequent remuneration. Of these, education is among the most widely recognised 
forms of human capital (Ehrlich, 1975; Lochner, 2004), but so too are the experiences 
and skills gained by simply being employed. Flinn (1986) for example, incorporates 
employment experience and on-the-job learning as important sources of human capital 
accumulation and he predicts that future labour force participation (both in terms of 
employment and wages potential) will be maximised according to the length and 
stability of past employment.
To the extent that education and employment experience raises current and future 
expectations of employment and wage potential, human capital accumulation is 
believed to have a role in making crime less attractive as the marginal benefit of 
employment increases (in wage returns) compared to the opportunity costs of forgone 
time and foregone future earnings (as a result of conviction and imprisonment) 
(Lochner, 2004). The reverse, however, is that limited investment in education and
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employment experience decreases earnings potential, making crime relatively more 
attractive in the future.
To the extent that drug use disrupts schooling and limits educational attainment, human 
capital may be diminished and future opportunities for gainful employment foreclosed.
3.3.33: Drug using lifestyles and their antisocial snares
We introduce here for the first time the third arm to Paul Goldstein’s (1985) ‘tripartite 
framework’ which explores the nexus between drug use and crime as and when it occurs 
within the structured opportunity framework of the illicit drug market. Specifically, 
Goldstein sought to provide an explanation for those violent and other antisocial 
interactions that occurred in connection with the purchase, sale and distribution of 
cocaine and other drugs in the United States. He argued that, insofar as drug distribution 
is heavily sanctioned by the criminal law and unregulated by standard economic 
practices, those partaking in the process of drug use will at times resort to otherwise 
criminal behaviour to protect themselves and their role within the distribution network. 
MacCoun, Kilmer and Reuter (2003) suggest that violence within the context of drug 
distribution and supply may emerge from struggles for competitive advantage, while 
Brunelle, Brochu and Cousineau (2000) suggest that violence may emerge as an 
organisational management technique in the absence of formal legal controls. Even in 
his original work of the late 1980s, Goldstein pointed to ‘turf wars’ and ‘territorial 
disputes’ between drug dealers as one source of systemic violence. Others include 
violence by disgruntled drug buyers, upset from having purchased a bad batch of their 
favourite drug; drug dealers, collecting drug related debts; or even between drug users 
in conflict over sharing drugs and drug paraphernalia (P. J. Goldstein, Brownstein, 
Ryan, & Bellucci, 1989).
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If the skills and experience gained through employment increase human capital, it 
follows that the skills and experience gained from being engaged in antisocial behaviour 
may increase an individual’s ‘criminal capital’ (Grogger, 1998; Hagan & McCarthy, 
1998; Matsueda & Heimer, 1997) making them “better criminals” and encouraging 
more crime (Lochner, 2004, p. 818). Ethnographic studies (Padilla, 1992; M. L. 
Sullivan, 1989) in the U.S. demonstrated that the skills necessary for successful street- 
level drug dealing are typically developed over time and learned through face-to-face 
interactions with other drug dealers and drug users. Like a job, income generating 
criminal activities generally require a degree of prowess, knowledge, and experience 
which are likely to be refined and developed over longer periods of criminal 
participation. Not unlike human capital, greater investment in developing these skills is 
linked to greater expectations of crime’s marginal benefit (Hagan & McCarthy, 1998). 
Similarly, successful criminal participation is likely to lower the expectations of its 
opportunity cost, since not getting caught has the potential to reduce the perception of 
detection, conviction and punishment risks.
The second issue for models incorporating state-dependence is that, like criminal capital 
to human capital, embeddedness in criminal networks may promote the development of 
a criminal equivalent to social capital and which may lead to future withdrawal from 
employment and heightened preferences for criminality (see Hagan, 1993). In support 
of this, a range of empirical studies have demonstrated that criminal earnings are 
generally higher among those with ties to other successful criminals (Tremblay & 
Morselli, 2000), those who work in collaborative criminal relationships (McCarthy & 
Hagan, 2001) and those who hold relative senior positions among criminal networks 
(Levitt & Venkatesh, 2000). Although the nature and structure of such networks are 
likely to be numerous and varied, the extent of an individual’s embeddedness is likely to
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alter the nature of their perceptions and preferences. Perhaps being tied to a network of 
other antisocial peers provides an enhanced opportunity to develop criminal capital, a 
criminal reputation (Silverman, 2004) or fosters a sense of protection against crime- 
specific risks. Perhaps leaving a criminal network is not generally acceptable among the 
group’s membership, making the decision to give up a criminal lifestyle difficult and 
dangerous. These circumstantial and preferential shifts, as they enter an individual’s 
decision making process, are likely to have some consequence on the availability of 
future employment opportunities (both legal and illegal) and perceptions of the trade-off 
between antisocial and pro-social activities.
According to James Montgomery (1992, 1994), embeddedness in social and community 
networks -  measured as an individual’s social capital (see Coleman, 1988, 1990) -  is 
fundamental to the process of getting a job and advancing a career. In his work, social 
embeddedness and ties to the community play an important role in increasing 
interpersonal relationships and community connectedness, which in turn constrains 
choices, alters perceptions and increases opportunities for economic exchange 
(Granovetter, 1985; Montgomery, 1994). To this end, the attainment of social capital 
not only increases employment opportunities, but affects individual preferences and 
subsequent assessments of marginal benefits and opportunity costs.
Family is one important social structure that has received considerable attention in the 
social capital literature (Akcomak & ter Weel, 2012; Bruinsma, Pauwels, Weerman, & 
Bernasco, 2013; Capital, 2009; Coleman, 1988; Parcel & Menaghan, 1993, 1994; 
Portes, 2000; Sun, 1999). Relationship status, marriage and the presence of children are 
believed to increase social capital and positively affect pro-social outcomes. This is 
because decisions about when and where to work carry significantly different and
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perhaps more important opportunity costs, as the effect of those decisions on immediate 
family and third parties are considered.
Finally, there are two important extensions to the social capital thesis which impact 
state-dependence within an economic framework of antisocial development. The first, 
as described by Williams and Sickles (J. Williams & Sickles, 1998a, 1998b), is that 
engagement in social networks, as well as conventional ties to the community through 
marriage and family, are all associated with an increase in the preference for legal 
instead of illegal opportunities. For the reasons mentioned above, social ties alter 
perceptions and change preferences so that individuals think more in line with group 
and social values than they do in purely individual values. In an opportunity cost model, 
the sense of social acceptability directly impacts an individual’s utility as they seek to 
undertake activities which are both personally and socially acceptable. The risk of 
stigmatisation and social exclusion are likely to carry significant weight among 
individuals who are highly socially connected and will impact their decisions about 
what activities to pursue and when. Nagin and Waldfogel (1995) for example, present 
findings that support criminal stigmatisation as an important determinate of lost 
employment opportunities and diminished future earnings potential. In their 
examination of the data from participants in the Cambridge Study of Delinquent 
Development (CSDD) the authors found that only criminal convictions, not self- 
reported criminality, were significant in predicting later job instability. This, they 
contend, suggested that low level deviancy in youth and young adulthood was not 
important in differentiating between those who pursued skilled versus unskilled labour. 
However, having been caught and convicted of those crimes did.
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3.3.3 A: The inter-generational effect of drug use
Before concluding this section, we pause for a moment to consider the intergenerational 
consequences of drug use on the antisocial activity of children bom into situations in 
which drug use features as a prominent part of the family environment. There is no 
shortage of research that examines the correlation of drug use and antisocial conduct 
from one generation to the next (J. A. Bailey, Hill, Oesterle, & Hawkins, 2009; Case & 
Katz, 1991; Gamier & Stein, 2002; Kandel & Wu, 1995; Kerr, Capaldi, Pears, & Owen, 
2012; May et al., 2013; Sher, Gershuny, Peterson, & Raskin, 1997; Stein, Newcomb, & 
Bentler, 1993; A. S. Taylor, LoSciuto, Fox, Hilbert, & Sonkowsky, 1999; Thornberry, 
Freeman-Gallant, Lizotte, Krohn, & Smith, 2003). The potential causal intersections are 
many and varied, although the situation of foetal alcohol spectrum disorder is just one 
of the psychopharmacological examples receiving significant academic and policy 
attention at present (Kodituwakku & Kodituwakku, 2013; Li, Fisher, Peng, Williams, & 
Burd, 2012; J. R. West, Chen, & Pantazis, 1994).
A complete review of the intergeneration relationship between drug use and crime is 
beyond the scope of this thesis. However, it is important to acknowledge that insofar as 
developmental and life-course criminological theories describe latent criminality, low 
self-control and long-term antisocial potential as developing early in life and having 
some genetic, neuropsychological and biological determinants, then parental drug and 
alcohol abuse can have far reaching consequences for antisocial and criminal 
development in future generations.
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3.4: On reflection of the theoretical debates
Developmental and life-course criminological theory exists to achieve one principal 
goal above all others. It is the job of developmental criminologists to describe the 
process or processes through which it is believed ‘continuity’ and ‘change’ can coexist 
over the life-course. To this criminologists responded with three types of theories, each 
borrowing to varying degrees from two key causal mechanisms -  persistent population 
heterogeneity and state dependence. General-static theories, like Gottfredson and 
Hirschi’s (1990) General Theory of Crime, argue that a single causal process, general to 
all people, provides the simplest and most plausible explanation for criminal 
development. These static conceptions of criminality espouse a purely population 
heterogeneity explanation for the differences between individuals and within individuals 
over time. General-dynamic theories however, argue that while the fundamental cause 
of crime may be the same for all people, the strength of the cause can vary within 
individuals and over time, particularly in response to external influences and feedback 
loops. For these criminologists, the population is persistently heterogeneous with 
respect to what underlies criminal activity, but that ‘state-dependent’ processes are 
critical to explaining crime at all ages, but particularly in adulthood. The final group of 
developmental criminological theories are described as taxonomic or typological 
because they recognise that the causes of crime may be different for different people 
and that the relative contribution of persistent population heterogeneity and state 
dependence can vary between offender types.
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In returning to the criminal career debate, each type of theory makes a clear, but 
different prediction about the age-crime curve. General-static theories predict that the 
curve is similar in shape, but different in size for all offenders. Typological and 
taxonomic theories suggest that the aggregate representation of the age-crime curve 
masks a series of unique sub-systems that vary in both shape and size. In Moffitt’s 
(1993) dual taxonomy in particular, the prediction is of a life-course persistent offender 
whose age-crime curve starts early and remains relatively stable until late adulthood or 
beyond. Moffitt (1993) also predicts the presence of an adolescent limited offender 
whose trajectory through crime is sporadic and short lived, barely extending beyond 
early adulthood. For general-dynamic theories, the prediction is also for a series of 
subsystems underlying the age-crime curve, however for these criminologists the 
variability between systems is largely uninformative because what appears as seemingly 
discernable pathways in adulthood are actually only representative of the unpredictable 
nature of adulthood transitions.
To the extent that there emerges a series of qualitatively and quantitatively different 
sub-systems (trajectories or groups) within the aggregate age-crime curve lends support 
to taxonomic theories of crime, but only if the differences between the individuals of 
different trajectories adds to a more meaningful prediction of individual level crime and 
aggregate crime rates. Conversely, should trajectories appear similar in shape, or, 
should the individuals between them be indistinguishable on any (or many) other 
factors, then the argument for a typological approach is significantly weakened.
To the extent that other factors appear to influence the development of crime after 
controlling for the effect of persistent population heterogeneity, then theories positing 
state dependent effects might be favoured over those more static theories of crime.
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Here, life experiences such as marriage, employment and even drug use, may influence 
the development of crime if their effects add to or subtract from the growth of its cause. 
If the contribution of these life circumstances varies meaningfully between different 
types of offenders, both in strength and with age, then taxonomic theories may be 
favoured over dynamic theories in which there is little room for different groups defined 
by different trajectories.
For drug use and crime, there is considerable evidence that both are highly correlated 
and co-occur in meaningful patterns across the life-course. For static theories of 
development, the statistical association between the two phenomena largely results from 
a failure to control for unobserved heterogeneity and so seemingly causal relationships 
are spurious except in situations where acute intoxication leads to a temporary lapse in 
judgement or results in a failure to respond to social and environmental cues. 
Importantly, using drugs or being a drug user does not, according to static theories, 
contribute to the development of the propensity or potential for committing crime 
because its cause is developed early in life and unaffected external factors. So, for static 
theories, not only should the age-crime curve appear similar in shape, but the correlation 
between drugs and crime should disappear once controls for population heterogeneity 
are accounted for. Where a relationship exists, static theories would predict that its 
strength remains relatively equal for all offenders and at all ages.
For dynamic theories, the experience of drug use can ‘feedback’ into the development 
of an individual’s potential or propensity to commit crime into the future. Similarly, 
one’s experience of crime may also feedback such that the severity and frequency of 
drug use is also increased. Feedback loops, one might expect, have different strengths
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and effects at different ages and so the association between drug use and crime may 
vary with age.
Finally, for taxonomic theories it is possible to imagine the association between drug 
use and crime as variable with-individuals by age and between individuals of different 
trajectories at the same age. Such a process was foreshadowed by White and Gorman 
(2000) in which they concluded that “[although there are common causal factors in 
both alcohol/drug use and delinquent and criminal behaviour, there exist various 
subgroups displaying different causal paths” (2000, p. 196).
Adjudicating between these three different theoretical positions was challenging 
because measuring state dependent effects whilst holding constant population 
heterogeneity was difficult to achieve. That was, until recently when a series of new 
methodological techniques emerged and revolutionised the quantitative and theoretical 
landscape of criminology (Nagin & Land, 1993; Nagin, 2005, 2010). Foreshadowing its 
use later in this thesis to examine the developmental nexus between drug use and 
criminal careers , we move now to take a closer look at the emergence and 
development of the Group Based Trajectory Modelling (GBTM), including its promises 
and its pitfalls.
48 Readers are directed to Figure 8.1 in Chapter 8 for a graphical depiction of the hypothesised time- 
varying relationships between drug use and crime across the life course.
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Chapter 4: Methodological 
framework
Within the short space of three years, the theoretical triptych that now characterises the 
life-course criminological landscape had begun to emerge with general-static (M. R. 
Gottfredson & Hirschi, 1990), general-dynamic (Farrington, 2005b; Sampson & Laub, 
1993, 2003b) and developmental theorists (Moffitt, 1993) all cementing their 
foundations into the history of criminology. In the 20 years since, fuelled by a 
sometimes vociferous quantitative debate, there has remained a hotbed of conjecture 
about how best to conceptualise and measure criminology’s dependent variable and 
how to examine its causes. As the debate intensified, a generation of new criminologists 
joined the fray, armed with a series of fresh (and sometimes old) longitudinal datasets 
keen to bring light to three theoretical and methodological conundrums. The first, 
whether the ubiquitous shape of the age-crime curve was truly invariant as proposed by 
general-static theories; the second, whether a process of state dependence was necessary 
to fully account for both continuity and change across the life-course; and the third, 
whether a more complex series of offender typologies existed, whose pattern of criminal 
development varied in both shape and kind across the life-course.
To this end, the statistical methods which so dominated the criminological landscape 
would later prove inadequate to answer these emerging questions. Offender 
classifications based on arbitrary notions of severity in offending frequency49, cut-points 
in the age of onset50 or preconceived notions of offender specialisation would soon be
49 See Piquero, Farrington, & Blumstein (2007). See also Wolfgang, Figlio, & Sellin (1972).
50 See Makkai and Payne (2003b) for an illustration in the Australian context.
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rejected as atheoretical and insufficient to capture the true extent of persistent 
population heterogeneity (Blumstein et al., 1986). Even the more complex ‘variable- 
centred’ methodologies such as multiple regression, cluster analysis and factor analysis, 
were significantly limited by the assumption that residual error is independent and 
normally distributed (Jung & Wickrama, 2008). Put simply, these standard techniques 
typically assume that what is unobserved is independent and free of correlation, yet in 
criminal trajectory analysis where multiple observations belong to a single individual 
and reflect latent or unobserved criminality over time, the assumption of independence 
simply does not hold. State dependence effects are, therefore, difficult to measure if 
what remains unobserved is unable to be controlled.
Not surprisingly, where traditional statistical methods fell short, a series of new ones 
emerged offering powerful respite to a seemingly endless debate in which the 
methodological complexities of longitudinal datasets were compounded by increasingly 
complex notions of latent causality (see Bergman, 1998; Magnusson, 1998). Broadly 
described as ‘group-based methodologies’, these approaches have had a long history of 
use in other disciplines (Bryk & Raudenbush, 1987, 1992; H. Goldstein, 1995; Meredith 
& Tisak, 1990; Muthen, 1989, 1997; Willett & Sayer, 1994), chiefly as a means of 
identifying clusters of similar individuals from within a seemingly heterogeneous 
population. According to Jung and Wikrama (2008, p. 303) these ’’person-centred” 
methodologies differ from traditional techniques in that they seek to “classify 
individuals into distinct groups or categories based on individual response patterns so 
that individuals within a group are more similar than individuals between groups” 
(2008, p. 303). Among these methods sit a number of so-called “latent-growth models” 
of which conventional-growth modelling, growth-mixture modelling, and latent-class 
growth analysis are members of the same family. Here, ‘growth’ is a generic term that
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refers to the development of some form of time-dependent individual-level variable, 
such as a person’s height, weight, or in this case, their criminal activity.
Of the different types, the simplest versions are commonly referred to as conventional 
growth models and are used to approximate population-averaged development 
represented by a set of single population parameters. Raudenbush and Bryk (2002) 
describe this as a multi-level, random effects model in which the intercept and slope 
vary across individuals and where the differences between individuals are captured by 
random effects (see also Jung & Wickrama, 2008). Put simply, latent growth models 
hypothesise a single population-averaged process of development to which all 
individuals contribute information under the critical assumption that they are all drawn 
from the same population. Such models would appear a good methodological fit for 
general-static and most general-dynamic theories since the cause of crime is singular 
and, in the case of static theories, the age-crime relationship is hypothesised as invariant 
across the population.
Growth-mixture modelling extends this conventional method by relaxing the 
assumption that the data are drawn from a single-population. Doing so, allows for 
differences in the growth parameters to vary across a number of unobserved 
populations. These populations are represented as a categorical latent variable which 
can take on as many categories as are supported by both the data and the theory. The 
result is the estimation of separate developmental pathways following a single 
functional form, but with different variance and covariate influences for each 
unobserved sub-population (Jung & Wickrama, 2008).
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The third group of growth models, known as latent-class growth analysis (Nagin & 
Land, 1993), emerged as a special type of growth-mixture model where the variance 
and covariance of each estimated sub-population are fixed at zero (see also Jung & 
Wickrama, 2008). Methodologically, latent-class growth analysis is a constrained and 
less computationally-demanding form of growth-mixture model, but one which posits a 
series of distinct sub-populations whose members are considered to share an equal 
pattem of growth. Conceptually, latent-class growth analysis is offered as the most 
plausible specification of a developmental and taxonomic view of the age-crime curve 
because, as Piquero (2008) notes, there is no theoretical reason to believe that with the 
exception of within-class covariate effects (state dependence), individuals within 
trajectories should fundamentally differ from one another.51 Latent-class growth 
analysis is often described as ‘The Trajectory Methodology’ (see Piquero, 2008) but 
appears in the literature under several different names. In keeping with the tradition of 
its main advocate (Nagin, 2005) these models will be herein referred to as Group-Based 
Trajectory Models -  or GBTM.
4.1: Group-Based Trajectory Modelling (GBTM)
The application of GBTM in criminology was pioneered by Daniel Nagin and Kenneth 
Land (1993) as they sought to adjudicate key disagreements emerging from the criminal 
career debate. They proposed the use of a semi-parametric mixed Poisson model, of 
which a special feature is that it makes no parametric assumptions about the distribution 
of persistent unobserved heterogeneity, except that its mixing distribution is viewed as
51 Sullivan and Piquero (2011) compared the use of GBTM and GGMM in their study of the 1994 Racine 
Birth Cohort data. They too found that GGMM produced fewer trajectories of different shapes, but 
showed that the entropy values of the GGMM model were less favourable. The authors concluded that the 
zero-variance assumption of GBTM may yield “cleaner latent classes” at a cost of having a less favorable 
fit to data and that “theoretically speaking, consideration of the proposition outlines by extant theories 
may be obscured by the additional parameters needed” in GGMM (2011, p.286).
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multinomial rather than continuous. To this extent, GBTM estimates a multinomial
approximation of an underlying distribution that can take on as many distinct groups (or 
‘points of support’) as can be identified by the data (see Nagin & Land, 1993, p. 338). 
To do this, the GBTM uses persistent unobserved heterogeneity -  the extent to which 
individuals persistently deviate from the grand mean -  to identify clusters of individuals 
who exhibit similar profiles of deviation over time. In criminal trajectory analysis, 
persistent unobserved heterogeneity represents the extent to which an individual’s own 
age-crime curve differs from the curve that would be otherwise estimated as an average 
for the entire population or sample. In practice, GBTM statistically identifies groups of 
like-offenders whose trajectories appear to be governed by a similar shape (quantified as 
the statistical parameters: intercept and slope).
Although in their original model Nagin and Land (1993) use the Poisson function to 
approximate the age-crime relationship, GBTM also has the capacity to incorporate a 
range of alternatives such as the Logistic, the Zero-inflated Poisson, the Bernoulli and 
the censored normal functions. The model-building process commences with the 
approximation of an aggregate age-crime curve using just one set of parameters and 
treating the data as if it were drawn from a single population. From here, an iterative 
model-building approach is used to determine the number of points of support (or 
groups) that most closely approximate the underlying data.
52 Zero-inflated Poisson is particularly useful to the study of latent criminality since it accommodates a 
control for periods of non-offending or intermittency.
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4.1.1: Key applications of GBTM in criminology
Not only did Nagin and Land (1993) propose GBTM as a method for settling one of 
criminology’s longstanding quantitative conundrums53, they also provided its first 
practical application to the identification of criminal trajectories within a sample of 411 
London males from the Cambridge Study of Delinquent Development (CSDD). Using a 
count of each individual’s yearly convictions between ages 10 and 31, the authors 
identified four distinct groups whose offending profiles varied not only with respect to 
the frequency of their offending, but also in the ages at which their offending 
commenced, peaked, and declined. The largest of the groups represented just over one 
third (38%) of the sample. Their offending rate was so low that the shape of their age- 
crime curve could barely be distinguished from zero at all ages. This group was referred 
to as the non-offender group who had near “zero-probability of committing a recorded 
crime, even when active” (1993, p. 344). The smallest group, on the other hand, 
represented 12 per cent of the sample. They had the highest overall rates of offending 
which, although peaked at an estimated 1.22 convictions per year at age 18, remained 
relatively constant between the ages of 12 and 22. Individuals in this group persisted 
with offending until age 31 (after which time there was no further data). They were 
described by the authors as “high rate chronic offenders” and were considered the
53 Land (1992) reviews the work of Greenberg (1991) and Barnett et al. (1992), both of whom attempt to 
provide statistical models which represent the aggregate age-crime curve. Greenberg (1991) proposed a 
model consistent with Gottfredson and Hirschi’s (1990) age-invariance thesis by assuming that all 
individuals are characterised by a non-negative level of criminal propensity distributed across the 
population according to a function consistent with the gamma distribution. This model made no 
distinction between offenders and non-offenders, but still managed to explain how the majority of 
individuals do not commit crime. Barnet et al. (1992), on the other hand, paramatised the aggregate age- 
crime curve in a manner consistent with the criminal career paradigm. The model conceptualised 
population-level crime rates as the product of two classes of offenders (frequents and occasional) and a 
class-dependent probability of career termination after the kth conviction. Fundamentally, the two models 
differed in the degree to which they attributed the shape of the aggregate age-crime curve to a continuous 
(Greenberg, 1991) or dichotomous distribution (Barnett et al., 1992), the latter being a more complex 
representation of the former. In his review Land (1992) made several recommendations for further 
developing and distinguishing the merits of each model. Most importantly, Land suggests that any 
attempt to distinguish different groups of offenders based on different age-crime curves (as in Barnett et 
al. 1992) requires individual-level data, models specified at the individual-level, and models with the 
capacity to include controls for heterogeneity in criminal propensity.
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dosest match to the so-called life-course persistent offenders proposed by Moffitt’s 
(1993) Dual Taxonomy.
The two remaining groups in Nagin and Land’s (1993) analysis were called ‘adolescent 
limited’ and ‘low-rate chronic offenders’. They accounted for 17 and 33 per cent of the 
total sample, respectively. Offending among the adolescent limited group peaked at 
0.63 convictions per year at age 14, and by age 22 was virtually indistinguishable from 
zero. Offending by the low-rate chronic group peaked by age 22 at 0.27 convictions per 
year. They remained active offenders until age 31, albeit at rates much lower than their 
high-rate chronic offending peers.
Since 1993, however, GBTM has proliferated throughout the criminological literature 
having been used with a wide range of data from a wide range of samples. There have 
also been several comprehensive reviews of its application in criminology, including 
Piquero (2008) who summarises the key findings and implications from more than 80 
applications with both offender and general population samples. More recently, this 
work was extended in a review by Jennings and Reingle (2012) in which 105 studies 
were examined. Such has been the proliferation of GBTM that the sheer number and 
breadth of studies using the method is now too voluminous to offer a complete 
summary in this section. Instead, the scope of this discussion is confined to those 
applications of GBTM that have been most influential in shaping our understanding of 
the benefits and the limitations of the method. Table 4.1 provides a summary of key
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international and Australian applications of GBTM in which official criminal justice 
records (police, courts or corrections) have been used.54
Following in the footsteps of Nagin and Land (1993), the CSDD data were subject to 
GBTM on a number of different occasions (D’Unger, Land, McCall, & Nagin, 1998a; 
Nagin, Farrington, & Moffitt, 1995; Paternoster, Brame, & Farrington, 2001; Roeder, 
Lynch, & Nagin, 1999). Amy D’Unger and colleagues (1998a) for example, combined 
the CSDD data with those of the Philadelphia and Racine birth cohorts55 and identified 
between four and five trajectories of offenders.56 In the CSDD data, four trajectories 
were identified and described by the authors as non-offenders, low-rate chronic 
offenders, adolescent-limited offenders and high-rate chronic offenders. In the Racine 
birth cohorts, between four and five trajectories were identified although the hallmark 
feature of this study was that it was able to identify two seemingly consistent profiles of 
offenders that appeared in all four datasets -  an adolescent-limited trajectory and a 
chronic offender trajectory. As Piquero (2008) notes, the identification of these two 
groups appeared consistent with the two central predictions of Moffitt’s taxonomy 
except that their relative size was at odds with her expectations. Further, D’Unger et al., 
(1998a) identified a third group of chronic offenders not predicted by Moffitt (1993) -  a 
group with late onset offending and who persisted at a chronic level throughout their 
mid to late 20s.
Almost 10 years after D’Unger et al. (1998a) identified four trajectory groups in the 
CSDD data, Piquero, Farrington and Blumstein (2007) returned to examine the sample’s
54 As noted by Jennings and Reingle (2012), the majority of GBTM applications have been conducted 
with self-report data. Although these studies are important, the discussion summary here is limited to 
those in which official records have been used as this current study uses official conviction records.
35 Specifically, the 1958 Philadelphia birth cohort and the 1942, 1949 and 1955 Racine birth cohorts.
56 Four trajectories were identified in the CSDD and 1949 Racine data, while five trajectories were 
identified in the 1942 and 1955 Racine cohorts.
190
conviction records, this time adding an additional nine years of data to take the follow­
up of the CSDD sample to 40 years. In their analysis, the authors identified five 
different trajectories which they called (1) non-offenders (62%), (2) low adolescent 
peaked offenders (19%), (3) very low rate chronic offenders (11%), (4) high adolescent 
peaked offenders (5%), and (5) high rate chronic offenders (3%). As in previous 
analyses of these data, each of the trajectories varied significantly across a range of 
parameters, including in the timing of criminal onset, the frequency of offending, the 
age of peak offending, and the extent of persistence into adulthood. Where these 
findings differed however, was in the identification of a fifth trajectory which the 
authors attributed to the additional information afforded by a further nine years of 
follow-up data (Piquero et al., 2007; see also Piquero, Farrington, Nagin, & Moffitt, 
2010).
In the United States, the GBTM method was also being used on the sample of serious 
juvenile delinquent males who formed the basis of Sampson and Laub’s (1993) book 
Crime in the Making and from whom their Age-graded Informal Social Control Theory 
was developed' . In 1998, Laub and his colleagues (1998) returned to the Glueck data 
and identified four official arrest trajectories using the GBTM method. Of particular 
note about their study was that all four of the trajectories they identified appeared to be 
have commenced a desistance process, evincing a distinct downward trend in offending 
rates by their mid to late 20s. Unlike in the D’Unger et al., (1998a) study, Laub and his 
colleagues (1998) did not find a late onset offender group, nor did they identify a 
seemingly persistent chronic offender group as had been earlier predicted by Moffitt 
(1993). Finally, subsequent to the identification of their four groups, Laub et al., (1998)
r’7 Recall from earlier that Sampson and Laub actually used the same sample first collected by Sheldon 
and Eleanor Glueck (1950)in their study Unravelling Juvenile Delinquency.
191
examined a series of factors considered important as turning points in their informal 
social control theory. They found that after controlling for group membership, good 
marriages throughout early adulthood inhibited criminal conduct and lowered arrest 
trajectories providing evidence for their prediction that adulthood transitions are key to 
understanding change in offending across the life-course.
Revisiting the Glueck data some five years later, Sampson and Laub (2003a, 2003b) 
added considerably to the sample’s arrest histories, making theirs one of the first true 
life-course studies having arrest data to age 70. In the application of GBTM, the authors 
extended their earlier work and in doing so uncovered two additional trajectories (taking 
the total to six). Within the classification were a small group (3.2%) of high-rate chronic 
offenders whose offending activity peaked in the late 30s but began to decline soon 
after, reaching zero by the age of 60. Of the remaining five groups, three evinced a 
distinct peak in offending, the first in mid-adolescence, the second in late-adolescence 
and the third in early adulthood. All three trajectories showed a clear desistance 
pathway such that by age 60, all had a near zero rate of offending. Finally, two low-rate 
chronic offender groups were identified with one persisting longer than the other but 
both declining to a zero or near zero rate of offending by age 60 (Sampson & Laub, 
2003a, 2003b).
There are several hallmark features of the Sampson and Laub (2003a) study worthy of 
note. First, by having one of the lengthiest longitudinal datasets available, the authors 
were able to extend the GBTM method across a much larger proportion of the life- 
course than was previously possible. Through this they were able to show that Moffitt’s 
(1993) earlier prediction of a life-course persistent offender seemed unlikely since all 
offenders had desisted by age 60. Third, the richness of their data on a series of
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childhood risk factors facilitated an examination of their impact on the development of 
offence trajectories. What they found was a series of inconsistent results and no 
statistically significant differences between groups -  an outcome they argued was 
evidence that experiences in adulthood were more important than those in childhood for 
predicting the nature and form of one’s offending trajectory.
Still in the United States, Piquero and his colleagues (2001) had gathered arrest data for 
272 young males paroled at age 18 from the California Youth Authority (CYA). 
Examining their arrest histories to the age of 33, the authors identified six different 
trajectories of post-parole offending -  all but one of which appeared to be desisting 
from crime as their trajectories tracked downward at different rates and speeds. Only 
one group of CYA parolees appeared to have a stable pattern of chronic offending that 
persisted to the age of 33 and these offenders comprised approximately seven percent of 
the total CYA sample. Perhaps of most import, this 2001 study was the first to introduce 
into the GBTM framework an exposure control for time spent incarcerated, the rationale 
being that the rate of an individual’s offending should only be calculated for the 
quantum of time he/she was free to offend (Piquero et al., 2001). By introducing 
exposure time the authors were able to demonstrate that being incarcerated masked the 
actual rate of offending for a substantial proportion of the CYA parolees. Whereas in 
the unadjusted analysis, seven percent of the CYA sample maintained a relatively 
constant rate of offending, this increased to 28 percent when incarceration was added as 
an exposure control38.
One year later, again using data from the CYA, Piquero and colleagues (2002) gathered 
seven years of arrest data for 500 parolees to demonstrate for the first time how the
58 Note also that Sampson and Laub (2003) included exposure controls in their analysis and found that the 
number of groups diminished from six to five.
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GBTM framework could be extended to model the joint trajectories of two different 
offence types - violent and non-violent offending. The rationale for this analysis was the 
expectation that individuals may exhibit different trajectories for qualitatively different 
offence types and that evidence of such would provide further light to the question of 
offending specialisation throughout emerging adulthood. In all, their analysis identified 
four groups of parolees, one of which exhibited a decreasing non-violent trajectory 
together with an increasing violent trajectory. In addition, the authors examined the role 
played by several covariates, finding that “stakes in conformity” (employment and 
marriage) was inhibitive of non-violent offending but not violent offending and that 
heroin and alcohol dependence was predictive of non-violent arrests but not for violent 
arrests. Finally, Piquero and colleagues (2002) introduced into the GBTM framework a 
series of time-varying covariates to examine their impact on offending activity over 
each of the seven years of data. They found that heroin dependence significantly 
predicted a higher rate of non-violent arrests, while time-varying changes to several 
measures of one’s stake in conformity appeared to inhibit non-violent arrests.
In 2005, Michael Ezell and Lawrence Cohen (2005) used GBTM on three samples of 
CYA parolees, including those paroled in 1981-82 in 1986-87 and in 1991-92. Although 
analysis of all three cohorts converged to a six group solution, the authors noted that 
between them, the six trajectories in each cohort were surprisingly similar, the 
trajectories differed between the three cohorts in terms of overall shape and level of 
offending, with the longest followed cohort exhibiting the largest overall decline.
Back across the Atlantic, longitudinal criminal conviction data was also being gathered 
in the Netherlands for a sample of 5,164 offenders who had been tried by a Dutch court 
in 1977. Using these data, including information up to the age of 72 in some cases,
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Blokland and colleagues (2005) identified four trajectories they later called sporadic 
offenders, low-rate desisters, moderate-rate desisters and high-rate persisters. It was due 
to the identification of this latter group that the Blokland et al. (2005) study became 
pivotal because unlike earlier applications of GBTM, the authors in this study found a 
group of offenders who committed crime at a substantial and constant rate even after the 
age of 50 years. In view of this result, they suggested that their data “does not conform 
with the Sampson and Laub conception of life-course desisters [because] [t]heir course 
of offending is in fact best described by the Moffitt label of life-course persisters.” 
(2005,p.944)
In a related study, Blokland and Nieuwbeerta (2005) re-examined the Netherlands 
sample, this time adding a series of time-varying covariates to examine the state- 
dependence effects of different life circumstances on rates of offending. By doing so, 
they found that having a job, becoming a parent, and getting married, all substantially 
influenced individual-level changes in criminal behaviour. Further, they noted that the 
strength of the effect of these life-changes was stronger for low-rate offenders and 
weaker for high-rate offenders such that marriage, for example, was associated with a 
drop in the rate of conviction among low-rate offenders, but had no such effect on high- 
rate offenders. Like others before them (Ezell & Cohen, 2005; Piquero et al., 2002), 
Blokland and Nieuwbeerta (2005) had demonstrated, using time-varying covariate 
effects, the significance of state-dependence as an explanation for change over the life- 
course. They also reinforced the view that not all groups of offenders are equally 
impacted and that some life events have a different meaning to the development of 
different criminal trajectories.
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4.1.2: Applications of GBTM in Australian criminology
Only three attempts have thus far been made to apply GBTM to Australian data. The 
first was conducted in South Australia (J. Marshall, 2006) for a cohort of 3,344 
individuals who were born in 1984 and had been apprehended by the police at least 
once before their 18th birthday. Using GBTM to model the longitudinal trajectories of 
police apprehension data, the author settled59 on a six-group solution which included 
two very low rate offender groups, two moderate rate offender groups and two high rate 
offender groups. Of the low rate offenders, individuals were differentiated only by the 
profile of their pathway to desistance by age 19. The two moderate offending groups 
were differentiated by the age at which they commenced offending while the two high 
rate offending groups were differentiated by the comparative frequency of their 
offending -  one group having a much higher rate than the other. In all, the low rate 
offenders comprised around 84 percent of the total birth cohort, while those offending at 
a high or very high rate made up just three percent.
The second study was conducted in 2008 (Livingston et al., 2008) using data from a
cohort of 4,470 young persons with at least one finalised court appearance in the state of
Queensland. In this study, GBTM was implemented to identify a three-group solution
for the trajectories of juvenile court appearance to age 16. Of these three groups that
best fit the data, the largest accounted for 68 percent of the sample and their profile of
offending was classified as late-onset. The second largest was described as ‘early-
peaking moderate offenders’ and accounted for 21 percent of the cohort. Their
offending trajectories started early, but peaked by age 14 and began to decline
59 The analysis identified that both a five and six group model were appropriate for the data. The author 
(Marshall 2006) chose the six group solution because it provided the highest degree of differentiation.
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thereafter. The final group was classified by the authors as ‘chronic’ and were said to be 
closely aligned with Moffitt’s (1993) ‘life-course persistent’ prediction because they 
were comparatively small in size (11%), but started early and were responsible for a 
large proportion (33%) of all court appearances in the data.
Extending the analysis, Livingston and colleagues (2008) examined to what extent 
gender, Indigenous status and socioeconomic status predicted membership to each of 
their three groups. They found that those in the chronic offender group were 
significantly more likely to be male, indigenous and to have come from an area of low 
socio economic status -  results which have since been used to demonstrate the 
geographical distribution of chronic offenders across the state of Queensland (Allard, 
Chrzanowski, & Stewart, 2012)
In the third application of GBTM, Ferrante (2013) examined the gender and indigenous 
specific trajectories of a combined total of 122,517 offenders born in the state of 
Western Australia between 1977 and 1995. For all offenders, police apprehension 
records were examined including all formal contacts with the police and all matters of 
juvenile diversion, including cautioning and referrals to juvenile justice teams. The 
intention of the analysis was to examine gender and indigenous specific trajectories in 
offending by dividing the sample accordingly and using GBTM to estimate the number 
and size of each group. For males in their study, three groups were identified as low-rate 
(83%), moderate-rate (13%) and high-rate offenders (3.1%). For females, two groups 
were identified, the first comprising low-rate offenders (91%) and the second 
comprising high-rate offenders (8.5%). By Indigenous status, three trajectories were 
identified for Indigenous offenders and two for non-Indigenous offenders.
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Following the modelling of each trajectory, Ferrante (2013) then sought to identify a set 
of risk factors that predicted membership into each group. For males, being Aboriginal 
increased the likelihood of membership to both the moderate and high-rate offending 
trajectories, while early-onset offending emerged as the most significant predictor for 
eventual membership to the high-rate offending trajectory. Further, according to their 
analysis, the experience of diversion at the time of onset significantly predicted the 
membership of male offenders into the high-rate and moderate-rate trajectories60. For 
female offenders, Aboriginal status was also significantly linked to membership of the 
high-rate trajectory, although a comparison of the odds suggested that Aboriginal status 
was more influential for males than for females.
In a final study, Fitzgerald and colleagues (2012) used a cross-sectional sample of 1,503 
serious juvenile offenders from Queensland to identify four groups of young males and 
three groups of young females. Since the groups in this study were not modelled using 
longitudinal data, the study itself is not strictly an application of the GBTM method. 
However, given the relative paucity of GBTM applications in Australia, its use of latent 
class analysis, being from the same family of group based methods, makes this study 
worthy of note. As a cross-sectional study, the authors identified latent classes or groups 
of young offenders by gender, based on their probabilities of offending across a range of 
different offence types. These included sexual assault, assault, theft, property damage 
and drug offences, among others. The probability of participation was modelled across 
each offence type revealing four distinct classes of male offenders and three classes of 
female offenders. Of the male offenders, the four classes were as follows:
60 Some factors actually moderated the risk of high-rate offending, in particular being in an earlier birth 
cohort.
203
Violent/Versatile offenders (43%)
■ Non-violent offenders (39%)
■ Low-level violent offenders (15%); and
■ Sex offenders (2%)
For females, the same violent/versatile group emerged but comprised only 20 percent of 
the sample. Similarly, low-level violent (51%) and non-violent offender groups (29%) 
were identified, with the sex offender group being the only group not identified among 
females.
Following their identification of each group, Fitzgerald and colleagues (2012) examined 
the relationship between group membership and child maltreatment as an early risk 
factor. Their interest was in identifying whether the relative contribution of child- 
maltreatment varied between genders. In all, their results indicated that maltreatment as 
a child significantly predicted membership into the most serious offender group for both 
males and females at a roughly equivalent odds (odds=3.30 and 3.31, respectively). In 
addition to this, however, it appeared that young females following a low-level violent 
trajectory were more likely to have experienced childhood maltreatment (or=1.33 vs. 
0.57), a result the authors note was unexpected and possibly the result of the different 
ways in which a notification for maltreatment is responded to depending on the gender 
of the child at risk.
4.1.3: Three common themes emerging from GBTM
Notwithstanding the ongoing theoretical disagreement about trajectory-based 
approaches in developmental criminology, there is nevertheless a number of common 
themes emerging from the now extensive international application of GBTM. The first
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relates to the seemingly consistent identification of an ‘adolescent-limited’ offending 
trajectory of the likes first described by Terrie Moffitt in 1993. Jennings and Reingle 
(2012), for example, conclude that most GBTM applications in criminology have thus 
far identified an adolescent-onset trajectory that appears short lived -  declining into 
desistance by early or mid-adulthood. On this subject, Piquero and colleagues (2013) 
suggest there is “consistent evidence to support a group of individuals whose 
participation in offending follows the aggregate age-crime curve of a rise in early 
adolescence, peak in mid-to-late adolescence, and an eventual decline as adulthood 
approaches and ensues” (2013, p. 138).
Since Moffitt’s (1993b) prediction of an adolescent-limited offender appears a stable 
and consistent finding in trajectory-based research, it is not surprising that there has 
since been significant interest and investment in empirical research focused on 
explicating the uniqueness of their developmental and causal context. In one of the most 
comprehensive reviews to date, Piquero and colleagues (2013) describe the many and 
varied ways in which the adolescent-limited offender typology has been examined. 
They show that the stress and strain of the peer and socialisation contexts (see also 
Bartusch, Lynam, Moffitt, & Silva, 1997; Farrington, Ttofi, & Coid, 2009; Simons, Wu, 
Conger, & Lorenz, 1994), coupled with a distancing from parents and family (see also 
Bergman & Andershed, 2009; Odgers et al., 2008), emerge the strongest factors 
associated adolescent limited offending. Further, Piquero and colleagues (2013) argue 
that the pathway to desistance from adolescent offending appears consistently linked to 
the transition from adolescence to adulthood, bringing with it an improvement in 
cognitive skills, educational experience, relationships and employment opportunities.
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Of particular import to the central argument of this thesis, Hussong and colleagues 
(2004) examined data for 461 men of the Dunedin Multidisciplinary Health and 
Development Study. They found that alcohol and cannabis dependence could, as Moffitt 
(1993b) predicted, ensnare adolescent-limited offenders into temporarily higher rates of 
offending during what is normally a period of desistance in early adult hood.
The second common theme to emerge from international applications of GBTM relates 
not to the stability of the Moffitt’s (1993b) prediction of a life-course-persistent 
offender typology, but rather the inconsistency of the evidence supporting a chronic and 
life-long offending profile. Jennings and Reingle (2012), for example, conclude that 
most GBTM applications identify what is loosely described as chronic offender 
typology, however the actual shape and nature of those trajectories are highly variable. 
This, they argue, is a consequence of data, not method, because studies whose 
longitudinal data is confined to shorter periods at younger ages are unlikely to observe 
the desistance process for all offenders in their samples. Considering the results of those 
extended life-course studies of Ezell and Cohen (2005) and Sampson and Laub 
(2003a) suggests that given enough time, all offenders desist from crime eventually.
Finally, the third common theme to emerge from applications of GBTM is the 
surprising identification of adult-onset or late-blooming offenders -  a group not 
predicted by Moffitt (1993b) and not commonly found in early developmental theories 
of crime despite a long history of evidence regarding their existence in the population 
(Eggleston & Laub, 2002; Gomez-Smith & Piquero, 2005). With the advent GBTM, 
however, the regular identification of a seemingly adult-onset offending trajectory 
raised considerable interest that necessitates ongoing theoretical deliberation (Chung, 
Hill, et al., 2002; D’Unger, Land, McCall, & Nagin, 1998b; Massoglia, 2006; van der
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Geest et al., 2009)61. In a recent and comprehensive review, Krohn, Gibson and 
Thomberry (2013) suggest of the late-onset offender that, “although not without 
controversy, the weight of evidence regarding the existence of both adult-onset 
offenders and late-bloomers suggests that there is a non-negligible group of offenders 
who do not engage in a meaningful level of criminal behaviour until the age of 17 or 
later” (2013, p. 189).
To explain adult-onset offending, Krohn, Gibson and Thomberry (2013) point to the
emergence of two dominant hypotheses. The first comes from Samson and Laub’s
(1993) age graded informal social control theory for which they argue that particular
events in late adolescence and early adulthood may weaken social bonds and promote a
later than average onset of criminal and antisocial behaviour. The authors cite failed
relationships, getting fired from a job, failing a college degree, or experiencing a
traumatic event as just some of the possible life experiences that may weaken social
bonds and promote antisocial involvement at later than average ages. The second comes
from Thomberry and Krohn (2005)who argued that adult-onset offenders are not all that
dissimilar to their early-onset peers, except that they do not exhibit early-onset
offending because they are less likely to have been bom into strong social disadvantage
and are therefore “buffered by strong social bonds such as a supportive family” (Krohn
et al., 2013, p. 191). Accordingly, Thomberry and Krohn (2005) argue that early and
late-onset offenders share a similar set of social and cognitive deficits, but differ only to
the extent that antisocial and criminal behaviour does not manifest for adult-onset
offenders until such time as the protective influence of a strong family bond begins to
weaken. Consequently, it is thought that in early adulthood those previously protected
61 Not all studies identify an adult-onset offender trajectory (Blokland & Nieuwbeerta, 2005; Laub,
Nagin, & Sampson, 1998; S. McDermott & Nagin, 2001; White, Bates, & Buyske, 2001) and studies 
using self-report data suggest that adult-onset offending may, for at least some offenders, be an artefact of 
the limitations of officially-recorded data (McGee & Farrington, 2010; Wiecko, 2014)
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by a strong and supportive family are “faced with both the loss of buffering factors and 
an increase in life stressors due to the problems encountered in both employment and 
relationship trajectories” (Krohn et al., 2013, p. 191).
Of the recent empirical search for causes and correlates of adult-onset offending, Krohn, 
Gibson and Thornberry (2013) argue that most applications reveal findings consistent 
with the deficits model proposed by Thornberry and Krohn (2005). For example, they 
argue that adult-onset offenders are different from non-offenders because they have 
been shown to be more to be neurotic (see Zara & Farrington, 2009), to be aggressive, 
anxious and depressed (see Chung, Hill, et al., 2002), and to have held delinquent 
beliefs (Thornberry & Matsuda, 2011, cited in Krohn, Gibson and Thornberry, 2013). 
Further, It appears from emerging research that late-blooming offenders are more likely 
to have been closely supervised by parents than earlier-onset offenders with a higher 
rate of offending (Krohn et al., 2013, p. 193)
4.2: Art or science? The limitations of GBTM
In what is one of the most comprehensive reviews to date, Piquero (2008) summarised 
the findings of more than 80 studies in which GBTM has been employed. The review 
incorporated research in both criminology and related disciplines from which he 
concluded that GBTM is “well suited to the study of behaviour [like crime] that does 
not vary regularly throughout the population, but instead tends to reveal itself in 
markedly different intensities in sub-population clusters of individuals” (2008, p. 48). 
Raudenbush (2001) refers to this as a developmental process which can be reasonably 
conceived as ‘multinomial’ in structure since the individual experience and 
manifestation of crime occurs for different people, at different times (ages), and at
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different intensities.62 At an empirical level, Piquero (2008, p. 48) also suggests that the 
method provides a “fair degree of consistency” with respect to the identification of 
divergent offending profiles since an average of three to five trajectories is typically 
identified and with remarkable consistency in their respective pathways. This, he 
argues, is suggestive of some degree of generalizability with respect to typological and 
taxonomic theories in criminology (2008, pp. 48-49). Regarding other general theories 
(static or dynamic), these results pose a challenge insofar as they seem to demonstrate 
that a single parameter representation of the aggregate age-crime curve is not the most 
appropriate, nor complete, representation of the reality underlying population-level 
criminality.
Yet, GBTM is not without its limitations and like the criminal career debate itself, 
academic dispute about its methodological and theoretical adequacy has been 
considerable. The methodological critique of GBTM (Kreuter & Muthen, 2008a, 2008a, 
2008b) argued not that the method was statistically flawed, but that it is often used 
without proper statistical theory and practice. Muthen (2006), for example, argues that 
the process used by GBTM to arrive at a multinomial classification of population 
heterogeneity may be an unnecessarily complex extension of conventional growth curve 
modelling. As described earlier, conventional growth modelling measures a single 
developmental pathway about which random variance can exist; GBTM extends this 
approach by applying a multinomial structure to the description of that variance. In 
statistical terms, more complex extensions like GBTM should only be favoured if they
62 Raudenbush (2001) delineates between two different, but common developmental processes. The first 
he describes as continuous in nature, experienced by everyone to roughly the same degree and at roughly 
the same time. He cites the development of language as an otherwise universal developmental process 
which would be best described by a single population-averaged developmental process around which 
population heterogeneity exists. The second he described as a developmental process best described by a 
set of unique ‘multinomial’ clusters representing qualitatively distinct pathways. He cites the 
development of depression as experienced at different intensities and at different times, not plausibly 
represented by a single population-averaged developmental process.
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deliver better fit to the underlying data, and the principle of parsimony makes it 
incumbent on researchers to prefer simpler models with fewer parameters. In this 
context, Muthen (2006) suggests that users of GBTM must not assume that the 
multinomial classification of heterogeneity is a better fit, simply because it supports 
extant theory. Rather, they must demonstrate that this more complex multinomial 
approach actually fits the data better than a less complex alternative.
Insofar as GBTM does prove a better fit to the data, Muthen (2006) then challenges its 
users to demonstrate there isn’t a more complex statistical specification that provides an 
even better fit. Recall that although GBTM is a more complex extension of 
conventional growth modelling, it is still a constrained and computationally less 
demanding version of growth-mixture modelling (GMM) because the variance between 
individuals within a trajectory is constrained to zero. In GMM of the likes proposed by 
Muthen (2006), individuals are permitted to vary around the trajectory mean and thus, a 
set of additional unconstrained parameters are needed to identify the model. It is 
Muthen’s contention that those in search of developmental trajectories should not stop 
at GBTM since extant theory does not necessarily preclude variance within trajectories. 
Instead, users are encouraged to consider the more complex GMM process as a natural 
extension in the iterative process of model-building63.
Those in favour of general theories would likely agree with Muthen (2006) that single­
population approaches such as conventional growth modelling are a natural choice for
63 Sullivan and Piquero (2011) provide a test of Muthen’s proposition, finding that the more complex 
GMM approach proved a better fit to the 1942 and 1949 Racine birth cohorts. Further, the GMM 
approach identified trajectories that were differently shaped to those identified on the same data using 
GBTM. They conclude that the assumption of zero-variance in GBTM may have aided the identification 
of cleaner latent classes (owing to higher entropy values), but this came at the cost of fit to the data. They 
conclude that “more flexible models may generally provide better fit to the data, but theoretically 
speaking, consideration of the propositions outlined by extant theories may be obscured by the additional 
parameters” (2011, p. 286)
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the analysis of crime and its development. However, there were some concerns that 
even if GBTM proved a better statistical fit to the data, this was not evidence that the 
method actually identified theoretically meaningful trajectories of offending. This 
concern was underscored in a simulation study conducted by Bauer and Curran (2003a, 
2003b) in which the authors constructed a dataset comprising a sample of fictitious 
cases following the same fundamental trajectory but with randomised heterogeneity. 
Five hundred samples were generated for three distributional conditions (normal, and 
two non-normal) using one of two sample sizes (n=200 and n=600). They demonstrated 
that under the specific condition of a non-normal distribution (a common reality in most 
crime data) GBTM nevertheless arrived at a solution comprised of a series of seemingly 
optimal trajectories. This prompted the authors to question whether the method 
identifies true classes, or whether it serves only to approximate what is in fact a 
homogenous but non-normal distribution.
Not surprisingly, Bauer and Curran’s (2003b) simulation study prompted much 
discussion in the methodological literature (for a critique see Cudeck & Henly, 2003; 
Muthen, 2003; Rindskopf, 2003). Like all simulation studies, there were concerns that 
the results were largely irrelevant because the conditions of examination did not 
conform to the real practice of data analysis (Cudeck & Henly, 2003). Yet despite these 
criticisms, the statistical facts identified by Bauer and Curran (2003b) spoke to some of 
the key underlying uncertainties that already troubled criminologists in this debate. For 
example, several studies had shown that the number of trajectories identified by GBTM 
was unsatisfactorily variable when estimated on sample sizes fewer than 200 (D’Unger 
et al., 1998a; Eggleston et al., 2004) but that even with larger sample sizes the method 
tended towards identifying a greater number of trajectories (Nagin & Tremblay, 2005b). 
Similarly, GBTM has proven to be less robust with “small periods of observation and
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where the prevalence of observations is small” (Piquero, 2008, p. 31), while elsewhere 
it has been shown that GBTM produces variable results depending on the length of the 
follow up, the inclusion of controls for incarceration time, and the inclusion of controls 
for involuntary desistance (death) (see Eggleston et al., 2004).
Individually, each of these emerging peculiarities served to remind GBTM users that 
however seductive, every quantitative method brings with it a series of statistical 
assumptions and practical limitations which should not be overlooked. Collectively, the 
seemingly irregular nature of GBTM raised concerns of a method that provided false 
support for taxonomic approaches because it approximated apparently distinct offender 
trajectories from an underlying continuous distribution of the likes predicted by general 
theories. Put simply, Bauer and Curran’s (2003a, 2003b) simulation study seemed to 
validate these concerns by demonstrating that multiple trajectory classes were able to be 
estimated (and appear optimal based on existing statistical criteria) for non-normal data 
drawn from a single population of individuals who, but for random variance, followed 
an equivalent trajectory.
This emerging critique of GBTM is now widely accepted in quantitative criminology. 
Indeed, even the original authors of the model agree that misspecification will result if 
GBTM is used to approximate discrete clusters from an otherwise continuous 
distribution (Nagin, 2010; see also Piquero, 2008). In such cases, it is acknowledged 
that conventional growth curve analysis would be the most appropriate since, as an 
extension of conventional analysis of variance, it is designed to account for variation 
about a single population mean rather than those of discrete subpopulations. To stress 
this point, Nagin (2010, p. 63) reminds us that GBTM is just one of a number of 
analytical tools built for a specific purpose and writes that the method would appear
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“usefully applied to phenomena in which there may be qualitatively different 
trajectories of change over age or time across sub-populations that are not identifiable 
ex ante based on measured characteristics such as gender or race” (2010, p. 63). 
Moreover, he suggests that GBTM is ideally suited in situations where there is a 
theoretical reason to believe that “there may not be a single explanation for the 
differences in the developmental trajectories of [those] subpopulation[s].” Finally, he 
argues that where there is a theoretical expectation of path dependence, GBTM is a 
natural methodological choice for “testing whether the response to a turning point event 
or treatment is contingent upon the individual’s developmental trajectory” (2010, p. 63). 
This type of path dependence, Nagin argues, is a key rationale for longitudinal study, 
and belief in their existence is commonplace in literature on human development.
Given the history of the criminal career debate, it is not surprising that it is on this 
matter of theoretical relevance that there has been most disagreement. For some, merely 
because GBTM is ideally suited for research questions developed within a typological 
framework does not itself validate the theoretical pursuit of such typologies. Put simply, 
it is not that the method itself is inherently flawed, but that perhaps its application in 
criminology is misguided by the pursuit of discrete trajectories and typologies. Sampson 
and colleagues (2004) for example, argue that the GBTM is vulnerable to 
misappropriation by those predisposed to taxonomic perspectives because in choosing 
the method there is a presumption that groups exist. They argue that “[i]t is then easy 
for the naive user to conclude (tautologically?) that groups exist because they are 
discovered even though the model cannot be said to discover what it assumes” (2004, p. 
41). That GBTM can estimate groups from an underlying continuous distribution (for 
example Bauer & Curran, 2003a, 2003b) is an issue “that can bedevil even the most 
sophisticated user” (2004, p. 41).
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Sampson and Laub (2003a) had reason to be concerned, stemming from their own 
application of GBTM in what was at that time the only study of its kind to be 
considered a true life-course enquiry. Extending their earlier work, the authors collected 
lifetime criminal history records spanning 63 years (from age seven to 70). Their aim 
was to confirm the presence of a true life-course persistent offender as predicted by 
Moffitt (1993) and in doing so identify whether specific childhood characteristics64, of 
the likes hypothesised by Moffitt (1993), could accurately predict life-long offending. 
What they found however, was that of the six groups identified by GBTM not one 
maintained a constant or ‘chronic’ rate of offending. In fact, even in this sample of 
serious juvenile delinquents, every trajectory had at least commenced the downward 
journey to desistance by the age of 70. With respect to the predictive analysis, and 
notwithstanding the relatively small sample sizes (n=15) for the chronic offending 
trajectory), the authors failed to find any statistically significant factors.
Sampson and Laub’s (2003a) results were important for several reasons: first, the 
identification of discrete offending trajectories was said show that “the criminal career 
paradigm seems justified [because]... the aggregate age crime curve is not the same as 
its individual trajectories, one of the main claims of the criminal career paradigm” 
(2003b, p. 584). Put simply, although desistance appears inevitable, the relationship 
between age and crime cannot be said to be invariant as claimed by general-static 
theorists such as Gottfredson and Hirschi (1990).
Second, Sampson and Laub (2003a) failed to confirm the presence of a true life-course 
persistent anti-social trajectory despite Moffitt’s (1993) prediction and despite a series
64 The factors used by Sampson and Laub (2003a) were: Full Scale IQ, Verbal IQ, Percent Extroverted, 
Percent Adventurous, Percent Egocentric, Percent Aggressive, Parental Crime, Parental Instability, 
Percent Tantrums, Percent Difficult Child, Percent Early Onset.
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of earlier studies that seemed to confirmed their existence. For this the authors credit the
length of their unique longitudinal data and conclude that existing taxonomic 
approaches required revision because even chronic offenders age out of crime. 
Gottfredson (2005) suggested that this evidence, coupled with that of other similar 
studies (Ezell & Cohen, 2005) meant that criminologists could now “safely dispense 
with the notion of the life-course persisters in [their] theories of criminality” (2005, p. 
53).
Finally, that Sampson and Laub (2003a) failed to identify any significant childhood 
predictors of chronic offending raised questions about the merits of the differential 
aetiological thesis, not to mention the pragmatic utility of taxonomic approaches in 
guiding early interventions. They concluded that “typological theory is in need of an 
overhaul” because “there are important differences in adulthood trajectories that cannot 
be predicted from childhood” (2003b, p. 588). It is not surprising that, as authors of the 
Age-graded Informal Social Control Theory, Sampson and Laub suggest that their 
results necessitate greater theoretical attention on the adulthood transitions which 
influence desistance.
More recent efforts to identify predictors of trajectory group membership have proved 
more fruitful, once again fanning the flames of the typological debate. Analysis by 
Piquero, Farrington and Blumstein (2007), for example, revealed significant differences 
between groups identified in the CSDD sample across a range of environmental and 
individual characteristics. Of the five groups identified, the high-rate chronic offenders 
were more likely than any other group to have experienced harsh parental practices and 
discipline, to have parents who were themselves criminally involved, to have a low 
socioeconomic status, and to be highly extroverted, impulsive and dishonest. A second
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group, identified as the high-rate adolescent-peaked offender group, was more likely to 
lack concentration, to have high levels of behavioural problems within school, to have 
grown up in a large family, and to have had a delinquent sibling. As predicted, the non­
offender group had the lowest levels of endorsement across all childhood and adolescent 
indicators. Using a risk factor score to measure the number of risk items endorsed by 
each respondent the authors conducted a multinomial regression model to predict 
membership in each trajectory. Although a wide array of analyses was undertaken, the 
results generally indicated a positive relationship between risk and group membership. 
Higher risk scores persistently predicted differences between offenders and non­
offenders, with individual risk factors (behaviour and personality traits) more important 
than environmental factors (family size, housing, sibling delinquency). The one 
exception to this was in the prediction between the high-rate adolescent-peaked and 
high-rate chronic offender groups, between which the combined risk factor and 
individual and environmental risk factor scores were generally uninformative (Piquero 
et al., 2007).
4.3: Reflections and lessons from the methodological 
controversies
As an early observer and later contributor to the ongoing debate, Alex Piquero (2008) 
credits the introduction of GBTM with ensuring that methodological and statistical 
capabilities eventually “caught up” with the weighty demands of the new longitudinal 
datasets that had since come to influence the emergence of early life-course theories in 
criminology (2008, p. 23). Accordingly, Sampson and Laub (2003b) suggested that 
what remains of this adventure is the great diversity with which researchers have since 
come to conceptualise criminology’s dependent variable and the explanations they offer 
for its development over the life-course (2003b, p. 557).
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On the one hand, taxonomists argue that GBTM has produced a sufficient degree of 
consistency between studies such that the possibility of qualitatively distinct criminal 
trajectories cannot be ignored by extant theory (see Piquero, 2008). Generalists, on the 
other hand, contend that GBTM has largely failed to provide an evidence base sufficient 
to completely discard a general causal explanation of crime, especially since the 
outcomes of GBTM are mostly characterised by “fuzzy boundaries and graded 
prototype structures, rather than well separated distinct types” (Brennan, Breitenbach, & 
Dieterich, 2008, p. 181).
Gottfredson (2005), for example, argues that attempts to structure longitudinal crime 
data into typologies of offenders, although possible, serves only to partition an 
underlying continuum of criminality which “at best only attenuate propensity 
correlations and at worst result in empirical groupings with little etiological 
significance” (2005, p. 53). Consequently, he argues that “the typologist’s problem is to 
identify those ways in which some offenders are alike and different from others in 
nontrivial ways, in ways that offer better prediction than achieved by generalists” (2005, 
p. 47). Although, Sampson and Laub (2005b) conceded that differential developmental 
trajectories may indeed exist, they warned that researchers should not be misled by their 
apparent simplicity. Here they argue that “statistical approaches for data reduction have 
seduced some criminologists by giving the appearance of distinct and predictable 
groupings that are amenable to direct policy intervention” (2005b, p. 333). This they 
suggest is “not the fault of the method”, but rather the community of researchers and 
practitioners who misuse it (2005b, p. 333).
Accordingly, Brennan et al. (2008) suggest that a resolution to this debate is not likely 
to be reached for some time because, owing to its “extreme multivariate complexity
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across several interacting explanatory domains”, criminology’s dependent variable is 
resistant to absolute categorisation (Brennan et al., 2008, p. 181). Similarly, Rindskopf 
(2003) reminds us that in criminology in particular, there is no such thing as the “right 
model” because “[i]n the end, researchers may not know what is right but only what 
model is most helpful in achieving other scientific goals” (2003, p. 367). It is in this 
context that Nagin (2010) offers several important observations about GBTM and its 
place in understanding complex longitudinal data in criminology. He says:
“A hallmark of modern longitudinal studies is the variety and richness of 
measurements that are made about the study’s subjects and their 
circumstances. Less often acknowledged is that this abundance of 
information is accompanied by a difficult companion -  complexity. ... 
[LJongitudinal data sets too often leave the researcher with a Hobsons’s 
choice of balancing comprehensibility against an adequate exploration of 
complexity.”
[Therefore] “Summarizing data necessarily requires reduction. Reduction 
requires approximation. In the case of group-based models, the 
approximation involves the grouping of individuals who are not entirely 
homogenous. Balanced against this reduction error is a greatly expanded 
capability for creating dense, yet comprehensible, descriptions of groups of 
people through time” (Nagin, 2010, pp. 65-66).
Following further reflection on the method he helped introduce to criminology, Nagin 
(2010) also offers a number of important principles to guide researchers when 
considering its use. First, he warns against the overzealous application of the method in 
situations where there is little or no justification for treating as discrete the 
developmental and behavioural construct of interest. Put simply, GBTM is suited to 
situations where there is a strong theoretical foundation for the description of population 
heterogeneity as comprising several separate groups, clusters or pathways and should 
not be used where development is more accurately described as universal and where 
population heterogeneity represents variance about a single population mean (Nagin, 
2010). On this, Brame and his colleagues (2012) agree, arguing that GBTM is “entirely
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appropriate” when researchers seek either to test hypotheses derived from extant group- 
based theories or, alternatively, to identify potentially significant groups that can be 
later “used as the basis for developing new theoretical propositions and testable 
hypotheses” (Brame et al., 2012, p. 485). It is on this latter point that these authors 
acknowledge GBTM as a valid method of longitudinal data description, where such 
description serves to identify trajectories that can be later exploited to examine causes, 
outcomes, and events that influence or alter pathways for better or worse (Brame et al., 
2012, p.486).
Second, Nagin (2010) reminds us that as a descriptive tool for retrospective longitudinal 
data, GBTM does not produce trajectories that are immutable. Put simply, researchers 
are cautioned against concluding that the number or shape of trajectories is fixed 
because, as has been shown, more data collected over a longer period of time, has the 
potential to result in an alternative and sometimes significantly different set of trajectory 
parameters. The fact that more information has the potential to produce different results 
is an issue not only reserved for GBTM, but one that has implications for all forms of 
longitudinal data analysis. It is therefore incumbent on all data analysts, including the 
users of GBTM, to communicate this accordingly.
Finally, Nagin (2010) appeals directly to those seeking to translate GBTM results into 
policy, cautioning against the reification of groups and the common misinterpretation 
that an individual offender actually belongs to the specific trajectory to which he/she 
was probabilistically assigned. As will be seen later in this thesis, GBTM can at best be 
considered a multinomial approximation of unobserved population heterogeneity, where 
an individual offender is assigned to a specific trajectory based on a series of 
membership probabilities. Some offenders may share an almost equal probability of
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belonging to two or more trajectories, yet by design they will be assigned to the 
trajectory for which they had a (marginally) higher probability. Put another way, GBTM 
trajectories are only approximations of a far more complex underlying set of data and 
the groups themselves cannot be said to exist as a concrete set of pathways. Moreover, 
individuals cannot be said to belong definitively to or follow in ‘lock step’ (see Nagin & 
Tremblay, 2005b) the trajectory of their assignment, only that they more closely 
resemble their fellow peers than they do their peers in other trajectories.
To conclude this discussion we are reminded by Brame and colleagues (2012) about the 
value of GBTM as a tool for unpacking the complexity of individual trajectory data and, 
in doing so, contributing to the development of life-course criminology as a whole. 
They argue that, although GBTM is descriptive it is nevertheless a powerful tool 
because:
“visualising data and connecting what we see to theory, either inductively 
or deductively is exactly what we should be doing” (Brame et al., 2012, p.
485)
In the same context, Jennings and Reingle (2012) argue that quantitative researchers 
should be cautioned against justifying their use of GBTM solely on the grounds that 
theirs “is the first study to estimate trajectories on this sample or on this type of 
offenders” (2012, p. 486). They argue that:
“We as a field are far more advanced theoretically than to consider 
applying a fancy statistical technique on some dataset and just because we 
are the first to do it think that it warrants consideration as making a 
valuable contribution to the criminological literature . . .  Rather, future 
trajectory-based research should seek to unpack the nature of the influence 
of risk and protective factors on different trajectory groups” (2012, p. 486).
It is true that the present study represents one of only five in Australia to use GBTM in 
the estimation of criminal trajectories and the only local study of its kind to examine
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these trajectories among a sample of adult prisoners. Further, it is also true that this 
study is among only a handful of GBTM applications in which drug use has been 
explored as a time-varying covariate. Following Jennings and Reingle (2012) however, 
we are conscious that in this paper, despite its uniqueness in many respects, the analysis 
provided within has a greater purpose to inform Australian and international policy 
makers about the difficulties that lie ahead with respect to the development of targeted 
intervention programs for drug dependent offenders63. It is this contribution that makes 
the pursuit of trajectory-based research and the use of GBTM a worthwhile endeavour 
because as Jennings and Reingle (2012) note:
". . .  there is considerable need for policy-relevant trajectory-based 
research. While prior applications of the trajectory methodology are 
numerous, there has been less attention or discussion on the policy 
implications of the results that have been produced through the utilisation of 
this statistical technique.” (2012, p. 486).
^  Of course, the translation of GBTM outcomes into policy can be fraught. As rightly pointed out by one 
examiner of this thesis, no matter how hard researchers might try the reification of groups in the policy 
world can be difficult, if not impossible to overcome. Scholars only need revisit the controversy 
surrounding Moffitf s (1993) “life course persistent” profile to see how the early acceptance and 
reification of specific problem groups can have significant policy implications with far reaching 
consequences. In this thesis, the problem of group-based reification is equally relevant and so caution 
must be taken in the interpretation of results. The most important outcome of this research, therefore, is 
not the specific articulation of group size or number, but the idea that the underlying complexity and 
heterogeneity of the criminal and drug using population can be broadly classified such that interventions 
may be targeted, but not universally applied or implemented to the exclusion of all others. In fact, this 
thesis argues that group-based methods have the capacity to shine new light, exposing weaknesses in the 
more common treatment of drug users in the criminal justice system as homogenous.
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Chapter 5: Data and Methods
5.1: The 2001 Drug Use Careers of Offenders (DUCO) study 
5.1.1: Background
The DUCO project had its genesis in 1998 as a pilot survey of 222 sentenced property 
offenders in four Queensland prison facilities. Conducted by the Australian Institute of 
Criminology (AIC), the pilot project was then known as the National Property and 
Violent Offenders Database (NPVOD) and was the first of its kind in that state to 
capture detailed information about drug use and crime among incarcerated offenders. Its 
success proved pivotal to seeding the necessary funding support of the National Illicit 
Drug Strategy (NIDS) for what would late become known as the DUCO study.
The main DUCO study was conducted in three instalments. The first began in 
December 2000 and involved adult male prisoners from four jurisdictions -  
Queensland, Western Australia, Tasmania and the Northern Territory. The data 
collection phase lasted a little over six months during which time 2,135 prisoners were 
interviewed. The second and third instalments were conducted nationally, involving 
adult female prisoners (H. Johnson, 2004a, 2004b) and both male and female juvenile 
detainees (Prichard & Payne, 2005a, 2005b).
The present study uses data specific to the Queensland prisoner sample of the adult 
male component of the AIC’s DUCO project. For this reason, the data and 
methodological description that follows pertains only to the adult male collection in
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Queensland. The methodological detail governing the collection of data in other states, 
or as part of the adult female and juvenile detainee collections can be found elsewhere 
(H. Johnson, 2004a, 2004b; Makkai & Payne, 2003a, 2003b, 2005; Prichard & Payne, 
2005a, 2005b).
5.1.2: Data components
Data for the Queensland component of the DUCO project were collected through a 
voluntary interviewer-administered questionnaire. The data was collected on behalf of 
the AIC by Hauritz and Associates Pty Ltd. In addition to the interviewer-administered 
questionnaire, respondents were also provided with a self-complete survey together with 
a sealable envelope. The self-complete survey was developed to capture information 
about the respondent’s use of drugs whilst in prison -  information considered too 
sensitive for implementation within the main interviewer administered questionnaire.
Once collected, the DUCO survey data were supplemented with a series of 
administrative information, items supplied by Queensland Corrective Services (QCS). 
These administrative data comprised the basic demographic information of each 
prisoner, along with a series of data pertaining to each prisoner’s current episode of 
imprisonment. This included a unique QCS identification number that was later used to 
match both the questionnaire and administrative data prior to analysis.
After collection, questionnaires were returned to the AIC for data coding, cleaning, 
matching and analysis. Data entry was processed by Datacol Research Pty Ltd. The 
ongoing conduct of the project, including the development of the survey instruments 
and protocols, was overseen by a local advisory committee comprised of representatives 
from the AIC, QCS, and a recognised independent research agency.
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5.1.3: Sampling methodology
A geographically stratified systematic random sample was used based on a 
‘proportional-to-population’ quota. As such, the first respondent (later named the 
‘index’ respondent) was selected at random at each prison. The ‘bed’ number occupied 
by the ‘index’ respondent was then identified as the starting number from which further 
inmates were selected. Accordingly, the occupant of every ‘6th’ bed thereafter was 
selected for participation (see Makkai & Payne, 2003b).
All sentenced prisoners were eligible for interview unless otherwise identified to be 
‘non-participants’ by the general managers/govemors of each facility. Inmates so 
declared fell into four categories: persons who did not speak English; persons who were 
in disciplinary detention at the time of proposed interviews; persons who, in the view of 
the general manager, were at risk to themselves or interviewers; and persons for whom, 
due to the nature (and possible subsequent media coverage) of their crimes, an 
assurance of confidentiality could not be possible. Participation in the study was 
voluntary and confidential, and no reward was offered to participants (see Makkai & 
Payne, 2003b)66.
5.1.4: Interview procedures
Eligible prisoners were approached by corrective services personnel and advised that a 
researcher would like to conduct an interview. The custodial officer was not informed 
of the nature of the research and did not offer any explanation to the offender other than
66 Nationally, 73 percent of those approached were subsequently interviewed, while in Queensland the 
proportion who agreed to interview was 68 percent. No information was available from the either 
published or unpublished data on the differences between those who agreed to participate and those who 
did not, however, a national comparison of the DUCO sample to the total sentenced prison population 
revealed a near equal age and sentence distribution (Makkai and Payne 2003a). Where the DUCO sample 
differed systematically from the total sentenced population was in indigenous status -  the DUCO sample 
underrepresenting Indigenous prisoners by seven percent.
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‘it is research on why you are presently incarcerated’. The attending officer remained 
within visual distance for the duration of the interview and in some facilities 
interviewers wore a duress alarm. At the time of presentation and prior to the 
commencement of the interview, a descriptive statement about the survey was read out 
to the potential offender and verbal consent was obtained (Australian Institute of 
Criminology, unpublished).
Interviews could be terminated at any time by the respondent or the interviewer. The 
respondent could terminate the interview without a reason or could decline to answer 
individual items within the survey. Interviewers could terminate the interview if they 
became concerned about any matter, such as signs of trauma or distress in the 
respondent and/or other behaviour of the respondent which might suggest potential risk. 
Prior to commencement of interviewing in each facility, management and counsellors 
were provided with briefings on the nature and scope of the study and counsellors were 
requested to be alert to possible post-traumatic responses among those interviewed and 
subsequent to the completion of data collection.
At a number of points during the interview, offenders were reminded of their rights and 
asked to reconfirm consent. They were also asked to indicate their state of comfort 
before proceeding with further questions. Custodial officers and other correctional staff 
were not allowed to read through either a completed or blank questionnaire. All project 
materials were stored in a closed container/ briefcase which stayed with the interviewer 
at all times while on the collection site. Offsite, questionnaires were stored in a locked 
filing cabinet until the completion of the collection when questionnaires were mailed in 
secure containers to the AIC for processing (Australian Institute of Criminology, 
unpublished).
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5.1.5: Informed consent
Given the explicit nature of the information collected, participants were not required to 
provide written (signed) consent to participate in the study. Instead, prior to the 
commencement of the interview, a descriptive statement was read to each participant 
that explained the scope and nature of the study and required the offender to provide 
verbal consent to participate (see Makkai & Payne, 2003b). The introductory statement 
was designed to ensure that all participants understood that:
■ the information collected from the interview would be held in the strictest of 
confidence;
■ their participation was voluntary;
■ they could not be individually identified in any published material;
■ they could choose not to answer particular questions; and
■ the interview could be terminated at any time.
5.1.6: Confidentiality
To guarantee confidentiality a number of steps were taken so that neither the AIC nor 
Queensland Corrective Services could identify individual participants and their 
responses. To ensure this, the contracted data collector applied a unique identifier and 
ensured that no personal or identifying information was recorded anywhere on the 
questionnaire (Australian Institute of Criminology, unpublished). During the data 
processing phase as conducted by the AIC, an additional algorithm was applied to the 
unique identifier so as to further prevent individual respondent identification. Only the 
AIC retained the algorithm to facilitate the subsequent electronic matching of
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administrative data to interviewer-administered questionnaire data. AIC staff
responsible for coding the interviewer-administered questionnaire did not have access to 
the administrative data for each offender prior to coding (Australian Institute of 
Criminology, unpublished).
5.1.7: Ethical approval
The DUCO Project (Project P019), including all associated protocols and procedures, 
was approved by AIC’s Human Research Ethics Committee (HREC) (Approval P023) 
in 2000.
5.1.8: Reliability of the estimates
A total of 1,901 adult male sentenced prisoners in Queensland were approached for 
interview. Of these, 1,320 (69%) agreed to participate from which 1,290 (68%) 
interviews were declared eligible by the AIC (see Makkai & Payne, 2003b).
Comparisons conducted by Makkai and Payne (2003a) found few differences between 
the final sample and the wider population from which it was drawn. The age 
distributions for both the DUCO sample and the total sentenced population were 
comparable, and similar proportions of offenders from both samples were incarcerated 
on a life sentence. Indigenous status was, however, under-represented by approximately 
five percent.
67 The remaining surveys were insufficiently complete and were, therefore, excluded from the final 
sample.
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5.2: The 2007 DUCO follow-up
5.2.1: Background
In 2007, in collaboration with the Queensland Crime and Misconduct Commission 
(CMC), the Queensland Department of Premier and Cabinet and QCS, the AIC 
commenced a longitudinal follow-up study of those 1,290 sentenced prisoners 
interviewed as part of the Queensland component of the adult male DUCO study . The 
purpose of the DUCO follow-up project was to examine the prevalence and correlates 
of re-arrest and reimprisonment using the triangulation of data from three sources: the 
Queensland Police Service’s (QPS) charge and conviction records, the QCS 
imprisonment and corrective service order records, and the AIC’s 2001 self-report 
questionnaire.
5.2.2: Data Matching and Extraction
To facilitate the geographically stratified random selection methodology of the 2001 
DUCO study, QCS provided the AIC with de-identified administrative data for the 
entire male prisoner population incarcerated at the time of data collection. These data 
were used by the AIC to both randomly select prisoner participants and subsequently 
match the administrative information to the survey data collected throughout the 
duration of the program. To facilitate this process and ensure confidentiality, the AIC 
developed an algorithm used to confidentialise the final matched data. Only the AIC 
retained the algorithm, which was stored separately and securely within the AIC’s 
protected data network.
68 As part of the collaboration, the AIC also agreed to extract longitudinal data for two additional samples 
of prisoners, namely those not interviewed in DUCO but who were incarcerated for one or more drug 
offences (n=183) or one or more sex offences (n=549).
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Using this unique identification number together with the de-identification algorithm, it 
was possible to rematch the DUCO survey data with the QCS administrative data, once 
again revealing for each prisoner their unique individual corrective services 
identification number known as the CIS. In Queensland, the CIS is the unique 
identification number used each time the same individual enters custody or is placed 
under QCS supervision. The QCS mainframe database contains a chronological record 
of each individual’s history of imprisonment and supervision in that state.
Having identified the CIS for each DUCO respondent, it was possible to request two 
new data extractions from QCS. The first (Extraction 1) was a de-identified database of 
each prisoner’s QCS contact history, including any and all new episodes of QCS contact 
since participation in the original DUCO project. For each episode of contact the data 
included the admission and release dates for all recorded episodes, along with the 
contact classification (such as imprisonment, community corrections order, intensive 
corrections order, etc), offence type (all recorded charges leading to that episode of 
contact) and, where possible, information relevant to the participation of each prisoner 
in substance abuse or sex offender treatment programs.
The second extract (Extraction 2) was of a database containing identified information 
for each prisoner. This included their full name and date of birth, as well as any other 
names or aliases known to have been used by the prisoner during their years of contact 
with QCS. Given the highly sensitive nature of this information, the identified database 
was provided confidentially and securely to the CMC so as to facilitate an extraction of 
the Court Outcomes Criminal History records from the QPS criminal history database.
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Owing to the nature of the QPS database at that time (2007), the Court Outcomes 
Criminal History extraction could only be performed on an individual basis and could 
not be extracted electronically. As such, an individual search was first conducted for 
each prisoner using their full name. The name search employed within the QPS system 
uses SOUNDEX to identify exact or partial matches and in some cases multiple records 
were returned during a single search. In an effort to correctly identify each individual, 
the date of birth recorded on the QPS system was then crosschecked with the 
information supplied by QCS. The resulting criminal history record was then printed 
only when the search yielded an exact match on a prisoner’s date of birth together with 
a full or partial match on their full name.
Following the manual extraction and printing of some 2,000 Court Outcomes Criminal 
History records, each was allocated a new unique identification number (AICID) that 
would later be used to match these records with the deidentified data extracted by QCS 
(Extraction 1) and the AIC’s DUCO survey data. Once allocated an AICID, the hard 
copy forms were then confidentialised by removing any and all references to individual 
names or dates of birth. This included the name of each prisoner, as well as the names 
of any other individuals with whom the prisoner was known to have been a co-offender. 
It was only after the Court Outcomes Criminal History records had been completely 
confidentialised that the hard-copy forms were securely transported to the AIC for data 
processing. The data file containing identified information was then destroyed by the 
CMC.
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Table 5.1: Description of key data sources
D ata D esc rip tio n
2001  D U C O  S u rv e y
T h e  a d u lt-m a le  c o m p o n e n t o f  th e  D U C O  su rv e y  w as 
c o n d u c te d  b y  th e  A u s tra lia n  In s titu te  o f  C rim in o lo g y  in 
2 0 0 1 . A  g e o g ra p h ic a lly  s tra tif ie d  ra n d o m  sa m p le  o f  
p riso n e rs  w as  se le c te d  fo r in te rv ie w . In Q u e e n s la n d , each  
p r is o n e r’s C o rre c t iv e  S e rv ic e s  Id e n tif ic a tio n  (C IS ) n u m b e r 
w as c o lle c te d .
Q u e e n s la n d  C o rre c t iv e  S e rv ic e s  C IS  d a ta  
(E x tra c tio n  1)
U sin g  ea c h  p r iso n e rs  C IS  n u m b e r , a d a ta b a se  o f  n am es an d  
d a te s  o f  b ir th  w as e x tra c te d  b y  Q u e e n s la n d  C o rre c tiv e  
S e rv ic e s  (E x tra c tio n  1). T h is  d a ta  w as p ro v id e d  se c u re ly  to  
th e  Q u e e n s la n d  C rim e  an d  M isc o n d u c t C o m m iss io n  to  
fa c ilita te  th e  id e n tif ic a tio n  o f  each  p r iso n e rs  C o u rt o u tc o m e s  
C rim in a l H is to ry .
Q u e e n s la n d  C o rre c t iv e  S e rv ic e s  
C o rre c t io n s  H is to ry  d a ta  
(E x tra c tio n  2)
U sin g  ea c h  p r iso n e rs  C IS  n u m b e r , a d a ta b a se  o f  in d iv id u a l 
c o rre c tiv e  se rv ic e s  c o n ta c t e p iso d e s  w as e x tra c te d  by  
Q u e e n s la n d  C o rre c t iv e  S e rv ic e s  (E x tra c tio n  2 ). T h e se  d a ta  
w e re  u sed  to  id e n tify  an d  c o n tro l fo r  p e rio d s  o f  
in c a rc e ra tio n
Q u e e n s la n d  P o lic e  C o u rt O u tc o m e s  
C rim in a l H is to ry
U sin g  th e  n a m e s  an d  d a te s  o f  b ir th  id e n tif ie d  in 
E x tra c tio n  1, a se a rc h  o f  th e  Q u e e n s la n d  P o lic e  S e rv ice  
C o u rt O u tc o m e s  C rim in a l H is to ry  d a ta b a se  w as p e rfo rm e d . 
N am e se a rc h e s  w e re  p e rfo rm e d  u sin g  S O U D E X  m a tc h in g , 
w ith  th e  re su ltin g  c r im in a l h is to ry  re c o rd e d  p rin te d  an d  th en  
m a n u a lly  c o d e d  fo r  a n a ly s is .
5.2.3: Ethical approval
Ethical approval for the 2007 update of the Queensland component of the DUCO study, 
including data matching and analysis, was received in February 2007 (AIC HREC 
PO110)
5.2.4: Data coding
Upon receipt of the confidentialised Court Outcomes Criminal History records, 
electronic data coding was undertaken at the AIC. As a chronological account of court- 
based events, the QPS Court Outcomes Criminal History is best understood as a list of 
criminal charges, clustered within court dates and recorded for each new occasion in
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which the individual appeared, or was required to appear in court for the determination 
of an outcome. As such, most charges are listed only once and correspond with the date 
on which the charge was finalised by a court. In some rare cases, the same charge was 
recorded across multiple court events, either because the charges were withdrawn and 
re-entered, or because the outcome from a previous judgement was appealed. In this 
context, a unique charge was able to be identified across multiple court events using the 
offence date as its unique identifier.
It was possible for a prisoner to have committed more than one offence of the same 
type, either on the same day or across multiple days. In such cases, QPS appeared to 
use one of three recording practices:
■ Multiple counts of the same offence on a single day -  in this scenario the offence 
was typically listed with a single date followed by an indicator as to the number of 
counts or times the offence was committed.
■ Multiple counts of the same offence across multiple days and where individual 
days are known -  in this scenario the offence was listed multiple times with a 
single date for each count. This convention was mostly used where the actual 
dates of the individual counts were known to the police.
■ Multiple counts of the same offence across multiple days where the individual 
offence dates are unknown -  in this scenario the offence was typically listed with 
a date range followed by an indicator as to the number of times the offence was 
committed within the date range. This convention was most commonly used 
when the string of offences committed by an offender was of the same offence 
type, but occurred over a series of days, weeks or months. Alternatively, this 
convention was also used where a single offence was known to have occurred
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over a prolonged period of time, a convention typical for contact offences such as 
sex offending.
Irrespective of the convention used, the process for chronologically recording these 
offences was consistent with the court-based event history described above.
Finally, each Court Outcomes Criminal History record was transcribed into a data 
collection system developed by the AIC. The name of each offence was transcribed 
verbatim to maximise the detail collected. At the conclusion of the data entry process, 
the DUCO follow-up project encompassed three deidentified datasets:
■ A court-event-centric criminal history database which for each offender represents 
a chronological account of their contact with the Queensland Courts and includes 
corresponding offence details and court outcomes.
■ An episode-centric corrective services database containing information about each 
episode of admission and release from custody, along with information about the 
start and end of each community supervision order.
■ A person-centric database of survey responses collected during the original 2001 
DUCO project.
5.2.5: Data transformations
As is commonly the case, criminal history data presents a number of challenges to 
criminological research, largely the result of data recording systems that have been 
designed for administrative and not research purposes. As a consequence, what 
appears as useful in administrative practice, does not always translate well for 
quantitative and statistical applications. To this extent, data transformation and
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Standardisation is typically required and it is incumbent on researchers to communicate 
clearly the reasons and potential consequences of such data manipulation (Payne, 
2007b).
In this study, the longitudinal criminal history data have been transformed in accordance 
with the following principles:
■ Criminal history data have been restricted to those charges that resulted in a 
conviction, either by a plea of guilty or by verdict. In some rare circumstances, 
particularly for offences committed under the age of 17, a magistrate may choose 
to admonish an offender and discharge their offence without conviction. These 
offences have been treated as convictions for the purpose of this study given the 
court’s acknowledgement of the offender’s participation in the offence. All other 
charges have been excluded, specifically those where the defendant was not guilty 
by verdict or where the charges were withdrawn by prosecution (nolle prosequi).
■ Each offence is counted only once. On the rare occasion that the same offence was 
recorded across multiple court events, those charges of the same type and date 
were treated as the same charge.
■ The date of the offence was taken to be the date recorded by the police as the 
offence date. Where an offence date was missing, the date of the court appearance 
was substituted. By virtue of its focus on court outcomes, this date typically 
represents the date on which the charge was finalised by a court and, depending 
on court delays (Payne, 2007a), may be some weeks, months or even years after 
the initial offence was committed. Although not common, where missing offence 
dates existed, it was most common in the early part of the criminal history record.
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■ Where multiple counts of the same offence were recorded on the same day, each 
count is treated as a separate offence.
■ Where multiple counts of the same offence were recorded within a date range, the 
number of counts was evenly distributed across that range starting with the first 
offence on the initial date. For example, where an individual was charged with 
three counts of stealing between 1 January 1990 and 31 December 1990, the first 
count was taken to have occurred on 1 January 1990, the second on 30 June 1990 
and the third on 31 December 1990.
■ In cases where a single offence was recorded as having occurred within a date 
range, the start date was used as the offence date. This was mostly the case for 
domestic violence and sex offences where the offending behaviour occurred in an 
ongoing manner over several weeks, months or years. In practice, there are no 
appropriate alternatives to the multiplication of offence episodes spanning 
multiple periods of time. As such, the counting rule used in this study will likely 
underestimate the true extent of offending for a small number of cases in which 
this issue was present.
■ Although information was recorded about the outcome of each charge and its 
associated penalty, this information proved difficult to interpret and 
operationalize. This was largely because the recording conventions were not 
consistently applied throughout the database and could not, therefore, be reliable 
and uniformly applied. In some cases, for example, penalties were global and 
aggregated for all charges. In other cases, penalties were listed for each separate 
charge. Similarly, in some cases custodial penalties were listed as ‘to be served 
concurrently’, while in others they were listed as ‘to be served cumulative’ and 
this was particularly difficult to interpret where more than one custodial penalty
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was imposed over several court dates. Finally, information was not consistently 
recorded in situations where sentencing discounts were applied for time already 
served or where non-parole periods had been set by the presiding judge or 
magistrate. Given these difficulties, information about each individual’s 
incarceration history was obtained separately from the QCS contact history 
database. From this, custody admission and release dates were used to provide a 
more reliable estimate of time spent in custody.
■ Since the modelling procedures used in this study rely on exposure adjustments 
for time spent in custody, those offences committed whilst in custody have been 
excluded. In practice, these offences were identified by comparing each offence 
date with the custody admission and release dates for each episode of 
incarceration. By virtue of the use of the court date as a substitute for missing 
offence dates (see above), this coding rule also means that a small number of 
offences may have been committed prior to incarceration but were excluded if the 
court adjudication date occurred during an episode of active imprisonment.
5.3: Methodology
5.3.1: The dependent variable
The dependent variable assessed in Chapter 6 of this study is a count of the number of 
charges resulting in conviction at each age, with individual longitudinal data beginning 
at age 10 and extending to, and including, age 29. There are a maximum of 20 years of 
observed data for each prisoner, however, since not all prisoners had reached age 30 by 
the date on which data was extracted, the final dataset is considered an unbalanced 
panel dataset.
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5.3.2: Analytical approach in Chapter 6
The focus of Chapter 6 concerns the relationship between age and crime among latent 
classes of those adult male prisoners surveyed in Queensland as part of the 2001 DUCO 
study. To do this, we estimate a semi-parametric mixed Zero-inflated Poisson model to 
identify the most appropriate latent class structure of the analytical sample. The Zero- 
inflated Poisson model was chosen specifically to account for the problem of over 
dispersion -  a common feature of criminal history data in which the preponderance of 
zeroes can reflect periods of non-offending (intermittency). In addition, as a model of 
count data, the Zero-inflated Poisson facilitates the inclusion of exposure adjustments, a 
feature used to account for the inequality between subjects in the frequency, timing and 
length of their incapacitation. Controls for incarceration have elsewhere been 
demonstrated as a critical consideration in latent trajectory modelling (D’Unger et al. 
2003).
The semi-parametric mixed Zero-inflated Poisson procedure used in Chapter 6 has been 
adapted from those originally proposed by Nagin and Land (1993) to statistically 
identify categories of seemingly homogenous individuals who share similar conviction 
trajectories. These so called ‘points of support’ are signified by three separate statistical 
parameters representing a random effect, the linear effect of age and the quadratic effect 
of age-squared. It is these three parameters which together represent the shape of the 
longitudinal relationship between age and crime for each identified latent class.
The Baysean Information Criteria, otherwise known as the BIC statistic (Schwarz 
1973), is used as a measure of model fit. The BIC provides a useful statistical 
framework for identifying the optimal number of latent classes; however sole reliance 
on this statistic alone may result in the extraction of a greater number of latent classes
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than actually exists in the data or which can be meaningfully explained by theory. To 
this end, the BIC statistic is used in conjunction with a series of other comparative 
diagnostic tools as recommended by Nagin (2005).
5.3.3: Analytical approach in Chapter 7
In further consideration of each trajectory, Chapter 7 considers the drug use histories 
and developmental experiences of prisoners following different conviction trajectories. 
Given the cross-sectional nature of the DUCO study and the inherently age-graded 
nature of the data captured by the self-report DUCO survey, the analysis is conducted 
within a time-to-event framework in which a series of survival analysis techniques are 
employed.
Further, to explore in more detail the developmental nature of drug use trajectories, 
Chapter 7 also considers drug onset and life-course transition patterns, once again using 
the Zero-inflated Poisson procedure to identify a series of latent drug use trajectories 
within this sample. The aim of this chapter is to confirm that prisoners of different 
trajectories have qualitatively and quantitatively different drug use histories around 
which policies and programs can be appropriately targeted.
5.3.4: Analytical approach in Chapter 8
In the quest to answer the final research question of this thesis, Chapter 8 considers the 
within-group influence of drug use on the development of different conviction 
trajectories. Here, Chapter 8 returns to the Zero-inflated Poisson model developed in 
Chapter 6, this time extending the analysis with the inclusion of regular illicit drug use 
as a time-varying covariate. In this analysis, the influence of regular illicit drug use is 
examined holding constant unobserved heterogeneity, allowing us to identify whether
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and to what extent drug use had a differential impact on the conviction rates of prisoners 
following different trajectories and at different points across the life-course.
To fully explore the complexity of the within-trajectory relationship between drug use 
and crime, the analysis is extended to consider the differences between different groups 
of drug users as identified in Chapter 7.
5.3.5: Analytical approach in Chapter 9
To complete the empirical component of this thesis Chapter 9 looks back to consider 
how this study has contributed to an improved understanding of the drug-crime nexus 
within a developmental and life-course framework. Importantly, it is in this chapter that 
we revisit the original DUCO study of Makkai and Payne (2003a) to illustrate how this 
series of new data and methodological techniques may have provided for a more 
nuanced understanding of drugs and crime over the life-course.
In addition, Chapter 9 considers to what extent Drug Courts and drug treatment 
programs can be enhanced through the implementation and application of the group 
based trajectory modelling apparatus, including its within-trajectory measurement of 
drug use and crime. For a more nuanced comparative analysis, we return in this Chapter 
to consider the eligibility criteria of the now defunct Queensland Drug Court. By 
applying these criteria to this sample of prisoners it is possible to consider the 
implications of this research directly to a sample of hypothetically eligible drug 
dependent offenders.
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5.4: Descriptive Data Summary
Before proceeding, we present here a descriptive overview of the data collected and 
analysed in this thesis. This description is important for documenting basic information 
regarding the characteristics of this sample, including the extent and breadth of their 
contact with the criminal justice system. Table 5.2 provides information about the age 
of the sample at three time points. The first indicates the age at which prisoners in this 
sample entered custody prior to being interviewed by the DUCO study. The second 
indicates the age of prisoners at the time of interview in 2001, while the third indicates 
their age at the time at which their criminal history records were extracted in 2007. The 
data in Table 5.1 illustrates:
■ The average age at which this sample entered custody was 30.4 years. The 
youngest was 15 years, the oldest was 72 years and the median age was 28 years.
■ The average age at the time of interview in 2001 was 33 years. The youngest was 
17 years, the oldest was 74 years and the median was 30 years.
■ The average age at data extraction in 2007 was 40.2 years. The youngest was 25 
years, the oldest was 82 years and the median was 38 years.
Table 5.2: Descriptive statistics -  average and median age
n M i n / M a x  M e a n  S .D  M e d ia n
A g e  (m e a n )
Age at prison entry 
Age at interview 
Age at final extraction
1.184  15/72  3 0 .4  10.6  28
1 .184  17 /74  3 3 .0  10.1 30
1.184  2 5 /8 2  4 0 .2  10.8 38
Source: AIC DUCO Follow-up [Computer File]
Table 5.3 describes both the Indigenous status and most serious offence status of each 
prisoner in this sample. Further, the distribution of prisoners from across the prisons at 
which the DUCO study was conducted is also provided. Overall, 19 percent of prisoners
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were identified in administrative records as being Indigenous. The remaining 75 percent 
were non-Indigenous, while information on Indigenous status was not recorded for six 
percent of the sample.
For almost two thirds of the prisoners in this sample, the most serious charge leading to 
the current episode of imprisonment was a violent offence (62%)69. A further 17 
percent were incarcerated for a property offence and seven percent were incarcerated 
for a drug offence as their most serious charge. Traffic (5%), breach (4%), disorder 
(2%) and drink driving offences (<1%) were the least likely to be listed most-serious 
charges in this sample.
Two in every five prisoners in this sample were interviewed while residing in either the 
Wolston (20%) or Woodford (20%) prison facilitates. A further one in four prisoners 
was interviewed at the Bollaron (12%) or Sir David Longlands facilities (12%), while 
the Darling Downs Correctional Centre contributed the fewest prisoners to this sample 
(n=38,3%)71.
69 The aggregation of violent offences was conducted using the Australian Standard Offence 
Classification (ASOC). For the purposes of this analysis, violence includes the following offences: 
homicide (ASOC division 01), acts intended to cause injury (ASOC division 02), sexual assault and 
related offences (ASOC division 03), dangerous or negligent acts (ASOC division 04) and robbery and 
related offences (ASOC subdivision 061).
70 The aggregation of property offences was conducted using the Australian Standard Offence 
Classification (ASOC). For the purposes of this analysis, property offences include the following: 
unlawful entry with intent, burglary and break and enter (ASOC division 07), theft and related offences 
(ASOC division 08), fraud, deception and related offences (ASOC division 09) and property damage and 
related offences (ASOC division 12).
71 Data examining the comparative difference between the Queensland DUCO sample and the overall 
Queensland sentence prisoner population is not available from published or unpublished data of the 
Australian Institute of Criminology. Instead, Makkai and Payne (2003a) provide a comparison of the 
national DUCO sample to national sentenced prisoner population for 2001. In their analysis, the authors 
found that DUCO sample was almost identical in age distribution and sentence distribution, but not 
indigenous status. With regard to the latter, Indigenous prisoners were underrepresented in the total 
national DUCO sample (25% versus 31% nationally). Not having available the specific comparative 
analysis for Queensland means that it is difficult to ascertain the extent to which these similarities and 
differences were consistent at the jurisdictional level.
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5.4.1: Conviction data
The data presented in Table 5.4 summarises the criminal conviction histories of these 
1,184 prisoners by age. In all, these prisoners accumulated a total of 38,256 convictions 
between the ages of 10 and 30 years. The average was 32.3 convictions per prisoner, 
while the median was 28 convictions. One prisoner recorded 307 convictions over the 
20 year period, this being the highest number of convictions for any single prisoner in 
this sample.
Table 53: Descriptive statistics - Indigenous status, most serious offence and 
location of interview
n %
In d igenou s sta tu s (adm in istra tive)
Indigenous 220 18.6
Non-Indigenous 889 75.1
Unknown 75 6.3
M ost S erious O ffence (current prison  term )
Violent 729 61.6
Property 201 17.0
Drug 87 7.3
Drink Driving 4 0.3
Traffic 64 5.4
Breach 41 3.5
Disorder 20 1.7
Other 32 2.7
Unknown 6 0.5
Prison  o f  in terv iew  (cu rren t prison  term )
Borallon 137 11.6
Darling Downs 38 3.2
Lotus Glen 103 8.7
Numinbah 40 3.4
Palen Creek 47 4.0
Rockhampton 107 9.0
Sir David Longlands 139 11.7
Townsville 105 8.9
Wolston 232 19.6
Woodford 236 19.9
Source: AIC DUCO Follow-up [Computer File]
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Table 5.4: Descriptive statistics, conviction counts by age
Age N Min Max Mean S.D. Median
Total
convictions
Cumulative
total
10 1,184 0 10 0.1 0.6 0 63 63
11 1,184 0 57 0.3 2.8 0 310 373
12 1,184 0 34 0.4 2.5 0 490 863
13 1,184 0 76 0.8 3.9 0 914 1777
14 1,184 0 70 1.4 5.4 0 1675 3452
15 1,184 0 55 2.0 5.9 0 2415 5867
16 1,184 0 76 2.7 6.8 0 3155 9022
17 1,184 0 73 3.4 7.4 0 4031 13053
18 1,184 0 70 2.8 6.3 0 3321 16374
19 1,184 0 80 2.4 5.6 0 2815 19189
20 1,184 0 47 2.0 4.6 0 2349 21538
21 1,184 0 47 1.6 3.7 0 1938 23476
22 1,184 0 38 1.9 4.6 0 2192 25668
23 1,184 0 43 1.7 4.4 0 2067 27735
24 1,183 0 71 2.0 5.8 0 2395 30130
25 1,173 0 54 1.7 4.9 0 2023 32153
26 1,145 0 47 1.4 3.8 0 1628 33781
27 1,110 0 83 1.5 4.9 0 1681 35462
28 1,063 0 45 1.5 4.5 0 1586 37048
29 1,029 0 37 1.2 3.5 0 1208 38256
Total 1,184 0 307 32.3 38.9 18 38256 -
Source: AIC DUCO Follow-up [Computer File]
By age, the greatest number of convictions were recorded at age 17 (n=4,031). The 
highest for any single prisoner in that year was 73 convictions, while the average was 
3.4 convictions. Figure 5.1 depicts graphically the average number of convictions 
recorded at each age, better known as the age-crime curve for this sample. Notably, the 
curve evinces a distinct u-shaped pattern consistent with predictions made by the 
literature reviewed in Chapter 2. Beyond this general pattern however, it is notable that 
although the curve drops sharply in early adulthood (by more than 50% in between the 
ages of 17 and 21), the rate of conviction appears to plateau thereafter, declining only 
modestly from 24 to 29 years of age.
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Figure 5.1: Number of convictions by age (mean)
1.5 1.5
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Central to the criminal career debate presented in Chapter 2 and the theoretical and 
methodological frameworks presented in Chapters 3 and 4 is the question of whether the 
aggregate age-crime curve is the same in shape for all prisoners, or whether the curve 
simply represents the midpoint of a vastly heterogeneous population who can be 
described by a series of discrete sub-systems or common pathways. It is this complexity 
underlying the age-crime curve which has become a source of fundamental 
disagreement among criminologists and which has inspired the rise to prominence of 
developmental criminology. To this extent, a question of critical importance to this 
thesis is whether the age-crime curve presented in Figure 5.1 is more accurately 
described by Nagin’s (2005) Group Based Trajectory Modelling (GBTM) as comprising 
several uniquely shaped trajectories. Although we return to this question in Chapter 6, it 
is here that we underscore the complexity of the prisoners’ conviction data for which 
GBTM will be used to summarise and describe.
245
Figure 5.2 plots the unadjusted conviction counts for the 10 most prolific prisoners in 
this sample. The dotted line represents the most prolific offender, identified earlier as 
having accumulated a total of 307 convictions before turning 30. Although we might 
expect some correlation in the overall pattern of these conviction profiles (given they 
represent the top 10 most prolific offenders) the degree of diversity between them is 
nevertheless important to witness. Of particular note, there appeared one offender in the 
top 10 who recorded no convictions between the ages of 10 and 20 years. Unlike his 
peers, his involvement in crime, if measured by conviction, increased dramatically for a 
short period of time between the ages of 21 and 26 years.
Figure 5.2: Conviction count by age -  top 10 most prolific offenders (number)
Age (years)
Note: Dotted line represents the offending profde of the most prolific offender (n=307 convictions) 
Source: AIC DUCO Follow-up [Computer File]
5.4.2: incarceration data
A key feature of the analysis presented in Chapter 6 is the estimation of exposure- 
adjusted conviction rates by age. Such controls for exposure have been illustrated 
elsewhere as being an important consideration for GBTM analysis because latent
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criminality can be difficult to measure during periods in which individuals are 
incapacitated. Failure to account for a sample’s incapacitation can ultimately lead to the 
erroneous estimation of conviction trajectories that appear to be declining. To 
underscore the importance of exposure controls in this study, Table 5.5 provides a 
descriptive overview of the incarceration history of this sample by age. From this, it 
can be noted that:
■ The first recorded episode of incarceration occurred at age 15, during which time 
only one month was spent in custody.
■ At age 20, 308 prisoners in this sample spent some time in custody. On average, 
the sample was free and available to offend (exposed) for 10 months of the year.
■ The proportion of prisoners spending time in custody increased with each year, 
reaching its highest point in the series at age 29 (42%). On average, the sample 
was free and available to offend (exposed) for eight and a half months of the year.
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Table 5.5: Descriptive statistics, free-time in months by age
A g e N a M i n M a x M e a n S . D . M e d i a n
N i n
c u s t o d y
%  in  
c u s t o d y 11
10 1 ,1 8 4 12 12 12 .0 0 . 0 12 0 0 . 0
11 1 ,1 8 4 12 12 12 .0 0 . 0 12 0 0 .0
12 1 ,1 8 4 12 12 12 .0 0 .0 12 0 0 . 0
13 1 ,1 8 4 12 12 1 2 .0 0 .0 12 0 0 . 0
14 1 ,1 8 4 12 12 12 .0 0 . 0 12 0 0 .0
15 1 ,1 8 4 11 12 12 .0 0 .0 12 1 0.1
16 1 ,1 8 4 3 12 12 .0 0 .3 12 3 0 .3
17 1 ,1 8 4 1 12 11 .6 1.5 12 9 2 7 .8
18 1 ,1 8 4 1 12 1 1 .0 2 .7 12 178 15 .0
19 1 ,1 8 4 1 12 10 .5 3 .4 12 2 5 4 2 1 . 5
2 0 1 ,1 8 4 1 12 10 .0 3 .8 12 3 0 8 2 6 . 0
21 1 ,1 8 4 1 12 9 .8 4 .0 12 3 3 5 2 8 .3
2 2 1 ,1 8 4 1 12 9 . 6 4.1 12 3 6 0 3 0 .4
2 3 1 ,1 8 4 1 12 9 .4 4 .3 12 3 8 5 3 2 .5
2 4 1 ,1 8 3 1 12 9 . 2 4 . 4 12 4 0 6 3 4 .3
2 5 1 ,1 7 3 1 12 9 .0 4 .5 12 4 2 4 36 .1
2 6 1 ,145 1 12 8 .9 4 .5 12 4 3 1 3 7 . 6
2 7 1 ,1 1 0 1 12 8 .7 4 . 6 12 4 4 0 3 9 . 6
2 8 1 ,0 6 3 1 12 8 .5 4 .7 12 4 3 0 4 0 . 5
2 9 1 ,0 2 9 1 12 8 .5 4 .7 12 4 2 7 4 1 . 5
a Excludes offenders not having yet reached each age. 
b Estimated as a proportion of valid sample 
Source: A1C DUCO Follow-up [Computer File]
Figure 5.3 plots by age the proportion of prisoners incarcerated for some or all of the 
year. The data confirm the earlier observation of a continued increase in custody rates 
up to and including age 29. Figure 5.4 illustrates the average number of months spent in 
custody, calculated only for those prisoners who were in custody at each age. These 
data show that from age 20 onwards, those who were incarcerated at each age spent an 
average of between 7.5 and 8.5 months incapacitated. Combined, these data illustrate 
the extent to which prisoners in this sample were not free and available to offend and 
provide a strong basis for the inclusion of exposure controls during the extraction of 
conviction trajectories in Chapter 6.
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Figure 53: Proportion incarcerated by age (%)
a  30
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure 5.4: Number of months incarcerated by age (mean)3
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a: Calculated for those incarcerated at least one month at each age 
Source: AIC DUCO Follow-up [Computer File]
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Chapter 6: On the development of 
conviction trajectories
The analysis presented in this chapter concerns the relationship between age and crime 
among latent classes of adult male prisoners surveyed in Queensland as part of the 
AIC’s 2001 DUCO study. Annual conviction data are used, together with the Group 
Based Trajectory Modelling procedure described by Nagin (2005), to answer the first of 
the three key questions driving this research. That is, to what extent are qualitatively 
and quantitatively distinct developmental trajectories detectable within the conviction 
histories of these 1,184 prisoners?
6.1: Analytical framework
6.1.1: The general form of the likelihood function
A comprehensive explication of the GBTM modelling process is described by Nagin 
(2005). Here, we borrow heavily from that seminal work to provide an adapted 
overview of the key statistical properties of GBTM prior to its implementation in this 
thesis.
To develop the general form of the likelihood function, let Yt = [Yi10,Yil l f ... ,Yi29] 
denote the sequence of prisoner Vs annual conviction count between the ages of 10 and 
29 years, inclusive. For convenience, y it can be generally described as the observed 
longitudinal conviction history of prisoner i over t periods of age. Let P(Yi) denote the 
probability of YL where in this study the probability function is specified as the Zero- 
inflated Poisson distribution and where the objective of the analysis is to estimate a set 
of parameters, Q, that maximises the probability of observing Yt.
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As described in Chapter 4, the GBTM method assumes that differences between 
individuals in Yt can be summarised by a finite set of different polynomial functions of 
age. Each polynomial corresponds to a group of prisoners following a specific offence 
trajectory group, hereafter indexed by j. Thus, PJ\Y i) denotes the probability of Yt given 
membership in group j  and Uj denotes the probability of a randomly chosen prisoner 
belonging to group j. Thus, as Nagin (2005, p.25) illustrates, construction of the 
likelihood function requires the aggregation of the J conditional likelihood functions, 
P; (T[), to form the unconditional probability of the data, Yt:
Here, P(Y{) is the unconditional probability of observing individual fs  longitudinal 
sequence of observed criminal behaviour, Yt . It equals the sum across the J groups of the 
probability of Yt given fs  membership in group j  weighted by the probability of 
membership in group j. According to Nagin (2010) this equation describes what is 
called a “finite mixture model” because it sums across a finite number of discrete 
groups which comprise the population. The term “mixture” is used because the 
statistical model specifies that the prisoner sample is composed of a mixture of 
unobserved groups.
For any given group j, conditional independence72 is assumed for the sequential 
realisations of Yt and y it, over T periods of measurement (Nagin, p.26). Thus:
72 See Nagin (2010, p.58) for detail about the implications of the conditional independence assumption.
J
P ( X i)  =  ^ J ty P 'O O ,
j
T
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where p ; (Yit) is the probability distribution function of y i t , given membership in group 
j .  The likelihood function for the entire sample N is the product o f the individual 
likelihood functions of the N  individuals who make up the sample:
L =
N
6.1.2: The specific form of the Zero-inflated Poisson model
In the present study, the Poisson distribution is used to specify the probability that y it 
equals a non-negative integer value. As illustrated by Nagin (2005, p.32-33), the 
incorporation of the Poisson distribution in the adaptation of the general model for each 
group j  can be expressed as:
p’ iyit)  =
j i t
yu'-
(yu =  0, 1, 2,...)
Here, the probability assigned to each outcome depends on the mean rate o f occurrence 
of the event for all individuals in a given group j  at each time point t. This rate is 
denoted by Äit and varies with age as follows:
ln W )  =  ßo +  ß[A ß{Agejt
To account for intermittency and the preponderance o f zeros -  a common feature in 
criminal history data (Land et al., 1996; Nagin &  Land, 1993; Nagin, 2005) -  the 
Poisson model is further generalised using a Zero-inflated Poisson (ZIP) distribution. 
Here intermittency in offending (periods of non-offending) are assumed to occur for two 
reasons. Either, an individual is truly inactive in their offending such that the mean
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offence rate for individual i of group j  equals zero (A;t = 0), or an individual is inactive 
in the sense that the mean offence rate for individual i of group j  is greater than zero, but 
that by chance no criminal offences were committed (Ajt > 0). The latter might occur if 
an individual is actively seeking opportunities to offend, but for any number of reasons 
fails to identify an attractive opportunity to do so. The total probability that equals 
zero is, according to Nagin (2005, p.35), calculated as follows:
PJ(yu = 0) = a{ + (1 -  a[)e
Conversely, the probability that y it is greater than zero is expressed as:
p’iyu) =  ( i -  a / ) - L— 7—  (yit = o , i , 2 , . . . )
where aj. denotes the probability that an offender is inactive, while (1 — denotes 
the probability than an offender is active.
6.1.3: Adjustments for exposure time
The rationale for adjusting the Poisson rate for exposure was first illustrated by Piquero 
and his colleagues (2001) in their analysis of the arrest records of young offenders of 
the California Parole Authority. Later, Jones and Nagin (2007) described a 
generalisation to the GBTM procedure that modifies the calculation of the Poisson rate 
as:
ln(Af) = ß ]Q + ß l (Ageit * Exposureit) + ßi(Ageft * Exposureit)
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where in the present study, the rate of conviction for individual i at time t is adjusted by 
the number of months (to the nearest whole month) he was free and available 
(Exposureit) to offend.
6.1.4: Model implementation
Estimation of GBTM models can be achieved with several statistical software packages. 
In this study, the principle instrument of analysis is Stata MP 12.1 (StataCorp, 2011) 
using the sub-command traj developed by Jones and Nagin (2013).
6.1.5: Avoiding local maxima
Complicating the estimation of mixture models is the common problem of local 
maxima. It is possible, for example, for the maximum likelihood estimation (MLE) 
procedure underpinning the implementation of a finite mixture model to converge on a 
local rather than global solution (Cameron & Trivedi, 2013; Vermunt & Magidson, 
2000). This problem occurs when the likelihood function is multimodal making it 
possible for the MLE algorithm to reach a range of seemingly optimal solutions: a 
problem which, according to simulations conducted by Wendel and Kamakura (1998), 
is more common when:
■ the number of estimated mixture components (trajectory groups) increases;
■ the number of parameters increases (usually as a function of the number of 
mixture components, but also as a result additional covariates);
■ the mixture components of the model are not well separated (usually indicating 
that the groups are not sufficiently different to be fully identified); and
■ using the Poisson or Binomial distributions.
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It is therefore incumbent on the users of finite mixture models to ensure that the chosen
model represents a global solution with a likelihood function that maximises the 
probability of replicating the totality of the underlying data. One of the more popular 
methods for avoiding the selection of a local maxima is to use randomised start values 
during the initial phase of the MLE estimation (Cameron & Trivedi, 2013; Vermunt & 
Magidson, 2000). The start values exclusively determine the initial starting point for the 
MLE procedure and those finite mixture models with a multimodal likelihood function 
will converge on different solutions more often than they do on the single best solution.
The Stata-based sub-command used in this study (B. L. Jones & Nagin, 2013) does not 
facilitate through an automated procedure the randomisation of MLE start values nor 
does it optimise its selection of start values based on multiple initial permutations. To 
overcome this problem it was necessary to independently assess the multimodal nature 
of the likelihood function by executing each model a minimum of 100 times, each with 
a set of randomly generated, but manually imputed start values. The goal of this 
approach was to validate, where possible, the final model for each trajectory 
specification by confirming that the initial solution provided by Stata was indeed the 
best solution (yielding the highest log likelihood value of 100 random starts). If, 
however, one or more of the random starts converged on a solution with a log likelihood 
value larger than the initial model, this would indicate that Stata’s initial solution had 
converged on a local maxima. Where this occurred, the new solution could only be 
selected as a global maxima if it was able to be replicated at least once in 100 random 
starts. The more often a solution converged to the same global maxima, the more 
reliable it can be considered.
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Procedurally, each trajectory specification was implemented using Stata’s initial starting 
values. Once converged, the initial solution was recorded and its log likelihood value 
noted. Following initial implementation, 100 sets of randomly generated start values 
were created and used as substitutes for those nominally selected by Stata’s initial 
implementation. In all, six hundred and six (606) models were implemented, including 
six initial models (one for each specification) and 600 randomised models. The 
outcomes of this process can be found at Appendix A, while a summary has been 
provided in Table 6.1. Overall, the results of the modelling procedure can be 
summarised as follows:
■ For four of the six specifications, the initial solution derived by Stata produced the 
best log likelihood. The exception was for the four and seven-group 
specifications.
■ As expected, the fewer the number of groups specified, the more often the global 
maxima was replicated. For the two-group solution, the best log-likelihood (LL=- 
40743.25) was replicated in 96 of 100 random starts. This was followed by the 
three-group solution (85 of 100 starts) and the four-group solution (38 of 100 
random starts). Interestingly, the five-group solution achieved fewer replications 
(2 of 100 random starts) than the six-group solution (10 of 100 random starts).
■ Stata’s initial solution for the seven-group specification (LL=-35579.56) was not 
the best log-likelihood. A more optimal solution was reached during the 100 
random implementations (LL=-33546.91), although this new solution was itself 
unable to be replicated.
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Table 6.1: Summary of trajectory model outcomes
In itia l m odel (LL)
B est LL o f  100 
ran d om  starts T im es rep licated
2 Groups (2,2) -40743.25 -40743.25 96/100
3 Groups (2,2,2) -38818.12 -38818.12 85/100
4 Groups (2,2,2,2) -37546.95 -37544.77 38/100
5 Groups (2,2,2,2,2) -36505.83 -36505.83 2/100
6 Groups (2,2,2,2,2,2) -35897.35 -35897.35 10/100
7 Groups (2,2,2,2,2,2,2) -35579.56 -35549.91 0/100
Note: Complete results are provided at Appendix A 
Source: AIC DUCO Follow-up [Computer File]
Overall, these results indicate that the optimal solution was achieved for all 
specifications up to and including the extraction of six groups. In all cases, the best log- 
likelihood value was produced during the initial stage implementation and then 
subsequently replicated on at least two occasions using a series of 100 random start 
values. Having failed to replicate the best log likelihood value in 100 random starts, the 
seven-group specification is therefore deemed an unreliable fit to the underlying data. 
To this, we conclude that this data does not support the extraction of more than six 
trajectory groups.
6.1.6: Model selection using the Bayesian Information Criteria (BIC)
Having rejected a seven-group solution based on an improper and unreliable fit to the 
data, we now turn to consider the statistical merits for each specification of between two 
and six trajectory groups. This comparative analysis is guided by the ultimate goal of 
identifying which of the five remaining specifications proves the best compromise 
between complexity on the one hand and parsimony on the other.
To determine the optimal number of trajectory groups we rely on the Bayesian 
Information Criteria (BIC)73. Originally proposed in 1978 (Schwarz, 1978), the BIC is a
73 Traditional options, such as the likelihood ratio test, are not appropriate for the testing of non-nested 
models. In SPGM, models with a different number of groups are not nested and the likelihood ratio test
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Statistical criterion with which different statistical models of the same data can be
compared with respect to parsimony and goodness-of-fit (see also Kass & Raftery, 
1995). The BIC is the statistical criterion recommended by Nagin (2005) as the most 
appropriate for finite mixture models in which a suitable likelihood ratio test is not able 
to be computed.
The BIC is calculated as:
BIC = log(L) — 0.5 * log(/V) * (/c)
where log(L) is the natural logarithm of the model’s likelihood value, discounted by the 
sample size (N) and the number of included parameters (k ). Here, the log likelihood 
value of each model broadly represents the extent to which the model’s parameters have 
the capacity to replicate the underlying data. As with the calculation of R2 in standard 
linear regression, log likelihood values will almost always be improved with a greater 
number of parameters. By penalising the log likelihood for each additional parameter 
(k), the BIC provides a fundamental protection against over-parameterisation and 
rewards parsimony by supporting the selection of the model representing the best fit 
with the fewest parameters (Nagin, 2005).
Table 6.2 presents a series of model diagnostics and fit statistics for each specification 
ranging between two and six trajectories. For the BIC, two estimates are provided which 
differ only with regard to the sample size on which the BIC is calculated. In the first 
instance, BIC is calculated using a sample size equal to the total number of observations 
in the dataset, corresponding to the total number of valid years of data multiplied by the
cannot be used because it is not possible to calculate the appropriate number of degrees of freedom as 
“there is not a unique way of obtaining the null hypothesis from the alternative hypothesis” (Ezell and 
Cohen 2005; see also D’Unger et al., 1998).
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total number of individuals (n=23,279). In the second instance, BIC is calculated using 
a sample size equal to the total number of individual persons (n=l ,184). This distinction 
is important, since in the calculation of the BIC the penalty applied for each additional 
parameter is proportional to the natural logarithm of the sample size. A BIC calculated 
on a larger sample size is, therefore, more heavily penalised.
Table 6.2: Model diagnostics and fit statistics
LL BIC  (n=23 ,279) BIC  (n = l ,184) A IC
2 G roups 
(2,2) -40743.25 -40793.53 -40778.63 -40753.25
3 G roups 
(2,2,2) -38818 .12 -38888.50 -38867.65 -38832.12
4 G roups 
(2 ,2 ,2 ,2) -37544.77 -37635.27 -37608.46 -37562.77
5 G roups 
(2 ,2 ,2 ,2 ,2) -36505.83 -36616.44 -36583.68 -36527.83
6 G roups 
(2 ,2 ,2 ,2 ,2 ,2) -35897.35 -36028.27 -35989.35 -35923.35
Source: A IC  D U C O  Follow -up  [C om puter File]
A review of the model diagnostics presented in Table 6.2 reveals two important
findings. First, as expected, the BIC value for each model calculated using the sample 
size equal to the number of individuals (n=l,184) was higher (less negative) than the 
equivalent calculated using a sample size equal to the total number of observations. 
Second, for each successive model the BIC value improves up to and including the six- 
group solution. Although the relative improvement of the BIC, as illustrated in Figure 
6.1, is largest between the two and three-group solutions, the improvement up to and 
including the six-group solution did not evince a plateau effect which would otherwise 
weaken the evidence for additional points of support.
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Figure 6.1: Comparative BIC values, by group specification number
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Source: AIC DUCO Follow-up [Computer File]
In addition to the BIC, Nagin (2005) recommends the use of two additional diagnostic 
criteria. The first is an approximation to the Bayes Factor calculated as:
Here, the BIC of model with j  groups is compared to the specification with one fewer 
group (j — 1), the purpose being to determine whether the improvement of the BIC 
value is sufficiently large so as to justify our preference of the more complex model. A 
related diagnostic tool is calculated as the probability of model with j  groups being the 
correct model given the range of alternatives:
Bayes factor = eBICj BICi~1
eBIC j—BIC,■max
Probability o f  correct model =
•max
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The outcomes of both calculations are provided at Table 6.3. The Bayes Factor value is 
interpreted with specific reference to Jeffery’s Scale of Evidence in which it is 
suggested that a value above three but below 10 is considered moderate evidence in 
support of the more complex model, while a value above 10 is considered strong 
evidence (Nagin, 2005). In these calculations, it is sufficient to note that the six-group 
solution is favoured over the five-group solution with a Bayes Factor that far exceeds 
the threshold suggested by Jeffery’s scale of evidence (Bayes factor = 2.6e(255)). Not 
surprisingly therefore, the analysis indicated a 100 percent probability of the six-group 
solution being the correct model.
Table 6.3: Bayes Factor comparisons
BIC r i g Difference Difference in Bayes Probability of
(n=23,279) (n=l ,184) in BIC to k- BIC to k-1 factor correct model1 (n=23,279) (n=l ,184) (n=23,279) (n=23,279)
2 Groups 
(2,2) -40793.5 -40778.6 n/a n/a n/a 0.00
3 Groups 
( 2 2 2 )
-38888.5 -38867.7 1905.03 1910.98 2.2x10827 0.00
4 Groups 
(2,2,2,2) -37635.3 -37608.5 1253.23 1259.19 1.8x10544 0.00
5 Groups 
(2,2,2,2,2) -36616.4 -36583.7 1018.83 1024.78 2.9 xlO422 0.00
6 Groups 
( 2 2 2 2 2 2 )
-36028.3 -35989.4 588.10 594.30 2.6x10255 1.00
Source: AIC DUCO Follow-up [Computer File]
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Figure 6.2: Predicted conviction trajectories, six-group solution (2 2 2 2 2 2 ) (number of 
annual convictions)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure 63: Predicted conviction trajectories, five-group solution (222 2 2 2 ) (number of 
annual convictions)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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6.2: Exploring the base model 
6.2.1: Average posterior probabilities
The model development process has thus far provided strong evidence for the extraction 
of six distinct criminal trajectories -  being favoured by the BIC statistic and its related 
measures. Given that the seven-group specification had already been discounted as an 
unreliable fit to the data, we continue our exploration from here by examining a range of 
model diagnostics for the six-group solution. To aid in this comparative analysis, we 
also consider at each step the extent to which the six-group solution out-performs the 
five-group alternative.
We begin with one of the key statistical parameters of GBTM -  group membership 
probabilities -  which represent the numerical basis upon which GBTM partitions the 
sample of prisoners into different clusters. Although a more comprehensive overview of 
the membership probabilities of the final model is presented later in this report, for the 
purpose of this section it is important to note that membership probabilities provide a 
useful insight into the comparative differences between two models by tracking the 
movement of individuals between groups as the models become more complex with 
each specification.
The calculation of group membership probabilities is given by Nagin (2005, p. 41) as:
where Uj is linked to a set of parameters 6j for each group j . It is through this that the 
size of each group is estimated by the model, which by extension makes it possible to
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calculate for each individual their posterior probability of membership to each group. 
This is given by Nagin (2005, p. 79) as:
P(j\Yi) =
where P(j\Yi) is the posterior probability for individual i given Yt as the vector of 
measures comprising i’s observed conviction data over t periods. According to Nagin 
(2005), it is not possible to directly calculate P(j | ), and so a related measure, P(Yi \ j) 
is calculated to estimate the probability of observing Yt given membership in group j . 
Put simply, Nagin (2005, p. 79) describes P(Tj | j)  as “the probability an offender 
would have behaved as he did given he was a member of group j ”.
Individual posterior probabilities can be used to assign each individual to the group for 
which they have the highest probability of membership. In practical terms, for each 
individual a membership probability is calculated for each group estimated within the 
model. A prisoner is subsequently assigned to the group to which he has the highest 
probability (value closest to 1). The cross-classification of posterior probabilities for 
the six-group solution is presented in Table 6.4. For comparative purposes, the 
posterior probabilities of the five-group solution are also presented in Table 6.5, while 
an overall summary is provided in Table 6.6. From these results it can concluded that:
■ The six-group solution produced an average posterior probability of 0.95, 
meaning that the majority of offenders had a 95 percent or higher probability of 
belonging to the group of their eventual assignment.
p(Yi\mj
IHy,
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■ The average posterior probability for each of the six groups was 0.90 or higher, 
with one group’s members with an average posterior of 0.98. Overall, these 
results far exceed the generally accepted minimum of 0.70 (Nagin, 2005, p. 88), 
providing further evidence that each of the six groups were clearly delineated and 
their membership was probabilistically high.
■ The six-group solution produced an average posterior probability equal to the less 
complex five-group solution (0.95, respectively), suggesting that the extraction of 
an additional group did not enhance the prediction, but more importantly it did not 
weaken it. This, coupled with a significant improvement in the BIC statistic adds 
further weight to our preference for a model that includes six distinct trajectories.
Table 6.4: Posterior probabilities, six-group solution (2,2,2,2,2,2)
Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Group 1 0.94 0.02 0.03 0.00 0.00 0.01
Group 2 0.02 0.98 0.00 0.00 0.00 0.00
Group 3 0.04 0.00 0.90 0.01 0.01 0.04
Group 4 0.00 0.00 0.04 0.92 0.02 0.02
Group 5 0.00 0.00 0.01 0.02 0.97 0.00
Group 6 0.03 0.00 0.04 0.01 0.00 0.93
Within-group median 0.99 0.99 0.99 0.99 0.99 0.99
Source: AIC DUCO Follow-up [Computer File]
Table 6.5: Posterior probabilities, five-group solution (2 2 2 2 2 )
Group 1 Group 2 Group 3 Group 4 Group 5
Group 1 0.97 0.02 0.00 0.00 0.00
Group 2 0.01 0.95 0.02 0.02 0.00
Group 3 0.00 0.03 0.92 0.04 0.01
Group 4 0.00 0.03 0.04 0.92 0.01
Group 5 0.00 0.00 0.01 0.02 0.97
Within-group median 0.99 0.99 0.99 0.99 0.99
Source: AIC DUCO Follow-up [Computer File]
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Table 6.6: Summary of posterior probabilities
BIC (n=23,279) BIC(n=l ,184)
Average
assignment
probability
Minimum
assignment
probability
Maximum
assignment
probability
5 Groups 
(2,2,2,2,2)
-36616.4 -36583.7 0.95 0.45 1.00
6 Groups 
(2,2,2,2,2,2) -36028.3 -35989.4 0.95 0.37 1.00
Source: AIC DUCO Follow-up [Computer File]
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6.2.2: Odds of correct classification
Having calculated for each individual and each group the average posterior membership 
probability, it is possible to consider a second diagnostic tool known as the odds of 
correct classification (OCC). Nagin (2005, p. 88) specifies the calculation of OCC for 
each group j  as follows:
ocq AvePPj /  1 — AvePPj 
ftj /  1 — ftj
where ttj represents the predicted size of each group j  and which is calculated for each 
group as follows:
1 e ° + e 0 i + e 0 2 + e 0 3 + e 04 +  e 05
Here, the estimated membership probability for Group 1 (% ) is equal to one divided by 
the sum of the exponentiated coefficients o f all groups combined. OCC therefore, 
represents the odds of classification based each group’s average posterior probability, 
divided by the odds o f classification under the scenario in which assignment is 
considered random.
Table 6.7 includes the OCC for each group o f the six-group solution. It illustrates an 
OCC range of between 53.3 to 499.0 -  all well exceeding the lower bound lim it of 5.0 
as recommended by Nagin (2005, p. 88) to be indicative of “ high assignment accuracy” .
Comparative OCC results for the five-group solution are also provided at Table 6.8 and 
illustrate equally impressive accuracy. However, a comparison of both the five-group 
and six-group solutions illustrates a few notable points:
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■ In the six-group solution, four of six groups had an OCC that exceeded 100. The 
same was true for only two of five groups in the five-group solution.
■ The OCC for Group 5 of the six-group solution was estimated at 499.0. This is 
substantially higher than for this same group in the five-group solution (377.0).
■ Although it appears the six group solution may have marginally weakened the 
OCC for two groups (Group 1 and Group 3), the OCC values were still 
substantially higher than the lower limits suggested by Nagin (2005). Further, for 
the small decline in these OCC values, the gains in the OCC for each of the 
remaining four groups were substantially larger.
■ The average OCC for the six-group solution was estimated at 176.1, while the 
average OCC for the five-group solution was 139.7.
Overall, these data suggest that both the five and six group solutions provided 
exceptionally high classification accuracy, although the accuracy achieved by the six- 
group solution was superior.
Table 6.7: Odds of correct classification, six-group solution (2 2 2 2 2 2 )
Average posterior 
probability (A ve P P , )
Estimated group 
size (Uj)
Odds of correct 
classification (OCCj)
Group 1 0.94 0.28 55.7
Group 2 0.98 0.30 163.7
Group 3 0.90 0.17 53.3
Group 4 0.92 0.07 173.5
Group 5 0.97 0.06 499.0
Group 6 0.93 0.12 111.6
Source: AIC DUCO Follow-up [Computer File]
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Table 6.8: Odds of correct classification, five-group solution (22 2 2 2 )
Average posterior 
probability (A v e P P j )
Estimated group 
size ( j i j )
Odds of correct 
classification (O C C j )
Group 1 0.97 0.30 106.5
Group 2 0.95 0.30 62.9
Group 3 0.92 0.14 84.7
Group 4 0.92 0.17 66.6
Group 5 0.97 0.09 377.7
Source: AIC DUCO Follow-up [Computer File]
6.2.3: Comparative membership classification
In this final examination, we compare each model’s ability to accurately estimate the 
size of each group (ttj) and make reliable predictions about group membership. To do 
this, we allocate each individual to the group for which he has the highest posterior 
probability and then calculate the actual size of each group based on the number of 
individuals assigned. The resulting value (P; ) is then compared to estimated value (füj) 
such that identical values would be indicative of perfect prediction. As the difference 
between the actual and estimated size of each group increases, so too does the 
assignment error for each model (Nagin, 2005).
Table 6.9 reports values for Pj and ft; for the six-group solution, including both the 
number of individuals assigned to each group and the absolute value of the difference 
between P; and ftj. Consistent with the OCC data presented earlier, inspection of Table 
6.9 confirms a close correspondence between the estimated and actual size of each 
group. Group 1 for example, was estimated to comprise 28.15 percent of the sample. 
After assigning individuals based on their maximum posterior probability, Group 1 was 
actually assigned 335 individuals, equivalent to 28.29 percent of the sample -  a 
difference of just 0.14 percent.
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In all cases, the estimated and actual size of each group was miss-specified by less than 
four-tenths of a percent. The sum of the absolute value of the difference between Pj and 
ftj was less than one percent (0.87) while the average was 0.15 percent.
For comparative purposes, equivalent estimates are provided for the five-group solution 
at Table 6.10. Inspection of these data confirm the five-group solution also had a high 
assignment accuracy, although we note that the sum of the absolute value of the 
difference between Pj and ftj was marginally greater at one percent. To this we conclude 
that the five-group solution also provided excellent assignment accuracy, but that the 
six-group solution was again superior.
Table 6.9: Group assignment probabilities and actuals, six-group solution (22 2 2 2 2 )
ftj —Estimated 
assignment (%)
Actual
assignment (n)
P j  — Actual 
assignment (%) Difference (%)
Group 1 28.15 335 28.29 0.14
Group 2 29.94 356 30.07 0.13
Group 3 16.90 202 17.06 0.16
Group 4 6.63 78 6.59 0.04
Group 5 6.48 76 6.42 0.06
Group 6 11.91 137 11.57 0.34
Total 100.00 1184 100.00 0.87
Source: AIC DUCO Follow-up [Computer File]
Table 6.10: Group assignment probabilities and actuals, five-group solution (2,2,2,2,2)
f t j —Estimated 
assignment (%)
Actual
assignment (n)
Pj — Actual 
assignment (%) Difference (%)
Group 1 30.37 365 30.83 0.46
Group 2 30.23 356 30.07 0.16
Group 3 13.57 158 13.34 0.23
Group 4 17.27 205 17.31 0.04
Group 5 8.56 100 8.45 0.11
Total 100.00 1184 100.00 1.00
Source: AIC DUCO Follow-up [Computer File]
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6.2.4: Cross-Validation Error (CVE)
The vast majority of statistical evidence lends support to the selection of a six-group 
solution as best summarising the unique features of the conviction trajectories within 
these data. To explore the models further, we implement a technique known as cross- 
validation (Helie, 2006; Stone, 1974), whereby each model’s underlying data is used to 
test its own predictive power. Using a procedure described by Neilsen and colleagues 
(2012), it is possible to calculate what is known as the Cross-Validation Error (CVE), 
which is a numerical representation of the extent to which each model fails to perfectly 
fit the underlying data. Models with low CVE values provide better prediction of 
individual level trajectories and thus CVE results can be used to guide decisions 
between different models (J. D. Nielsen et al., 2012). In this study, CVE values are 
calculated using crimCV, a program developed by Neilson (2013) for the statistical 
software program R.
Specifically, crimCV uses a leave-one-out method of cross validation (Neilsen et al., 
2012). In this scenario, the method is composed of an iterative recalculation technique 
that cross-checks each model’s ability to predict data for any randomly selected 
individual. In practice, the leave-one-out method employed by crimCV recalculates the 
same model for as many times as there are individuals in the sample. On each iteration, 
one individual (individual i) is omitted from the calculation while the parameter 
estimates are re-fit on the remaining sample. The resulting model (MLE is later 
used to generate predicted data for individual i (y/~^) such that the absolute difference 
between the predicted and actual values for individual i yields his CVE (Neilsen et al., 
2012) as follows:
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1
u
CVE{ 0  =
U - L  +  1X 1^ 0- -  y/y11
i —Lj=
The leave-one-out process is then repeated for each individual and the resulting CVE 
estimates are averaged across the entire sample such that:
Conceptually, the CVE estimate of any model quantifies its ability to predict data for 
new individuals (J. D. Nielsen et al., 2012) such that when comparing models, the one 
that provides the best prediction should be preferred.
To implement crimCV in this study, a series of data manipulations was required to 
prevent case-wise deletion during the model estimation process. Case-wise deletion in 
this scenario occurs when data is missing on one or more covariates, even if that 
missing covariate data corresponds with missing data on the response item. In the 
present study, exposure variables (measuring the period by period proportion of time 
not incarcerated) are conceptually treated as covariates and are logically missing during 
the same periods in which conviction data (the response) are also missing. Whereas in 
Stata missing covariate information does not contribute to the MLE if it corresponds 
with missing response data at the same interval of time, the same is not true in crimCV. 
Without some data adjustment, the same model with the same sample size could not be 
computed.
To explore the data using crimCV, we avoid using exposure adjustments during the 
modelling process, instead opting to adjust the data before model implementation. To
N
i = 1
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do this, we used the Divide And Round (DAR) procedure described by Neilsen et al. 
(2012) to calculate for each individual their exposure adjusted rate of offending prior to 
the modelling process. The DAR procedure essentially divides the number of 
convictions by the number of free days and multiples the result by a common factor 
(365 days). The outcome of this procedure is conceptually similar (but not statistically 
exact) to the estimation of conviction rates at full exposure.74
Having adjusted the data, crimCV was then implemented to estimate each of the five 
models. The CVE estimate for each model is presented in Table 6.11. Overall, the CVE 
value declined for each additional point of support (group), reaching its lowest value for 
the six-group solution (CVE=0.45). Based on this, we conclude that of the models 
tested, the six-group solution provided the best individual-level prediction for all 
prisoners in the data.
Table 6.11: Cross-validation error comparisons
CVE
2 Groups (2,2) 0.48
3 Groups (2,2,2) 0.47
4 Groups (2,2,2,2) 0.46
5 Groups (2,2,2,2,2) 0.46
6 Groups (2,2,2,2,2,2) 0.45
Source: AIC DUCO Follow-up [Computer File]
6.2.5: Visual inspection and theoretical consideration
The evidence thus far has offered overwhelming support to the six-group solution as 
being the best fit to the conviction histories of these 1,184 prisoners in the DUCO study. 
Yet, despite the array of statistical tools available to the quantitative researcher, none
74 In reality, the DAR adjustment modifies the data such that the models developed in crimCV are similar, 
but not equivalent to those generate in Stata. To this end, crimCV is used for exploratory purposes only.
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replace the value of visual inspection and theoretical consideration as pivotal to the 
decision-making process. To this, Nagin (2005, p. 77) reminds us that:
“Disagreement about the technical merits of alternative criteria may 
obscure a fundamental point-there is no correct model. Statistical models 
are just approximations [and] [tjhus the choice of the best model 
specification cannot be reduced to the application of a single test statistic...
In the end the objective of model selection is not the maximization of some 
statistic of model fit. Rather it is to summarize the distinctive features of the 
data in as parsimonious fashion as possible.” (2005, p. 77)
Even in his own explication of the model selection process, Nagin (2005) acknowledges 
that the preferred statistical criteria -  the BIC -  can in some models, and with some 
data, increase with each additional group irrespective of the substantiative and 
theoretical merits of the resulting parameterisation. In such instances, Nagin (2005, 
p.74) suggests that “more subjective criteria based on domain knowledge and the 
objectives of the analysis must be used” and that final selection “must balance the 
objective of parsimony with the objective of reporting the distinctive developmental 
patterns in the data”.
To guide this process, we introduce for the first time a graphical representation of the 
predicted conviction trajectories for both the five and six-group solutions. These 
graphical representations are particularly useful for visualising the sometimes complex 
mathematical combinations of parameters that lie beneath the inner workings of GBTM 
models. Figure 6.2 illustrates the predicted trajectories and confidence intervals for the 
six-group solution, while Figure 6.3 illustrates the same but for the five-group solution. 
Although a detailed discussion of the final model and each of its trajectories is provided 
later in this report, for now we consider the comparative differences between the shapes 
of the trajectories of each solution, with the view to identifying what about the six- 
group solution is unique and potentially valuable to both theory and practice.
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Inspection of Figures 6.4 and 6.5 illustrates the emergence of an early-onset, moderate- 
rate offending group whose annual conviction count peaked by age 19 at an average of 
10 convictions per annum. Having the earliest age of onset, this newly emerging group 
is distinctive from all others in the six-group solution and considering these 
observations as a whole it seems this new group was carved from somewhere between 
the high-rate and moderate-rate offending trajectories of the less complex five-group 
solution. Not surprisingly, their extraction as a separate point of support in these data 
had consequences for the overall shape of the high-rate offending trajectory, making it 
narrower and considerably higher (peaking at 20 convictions per annum compared to 16 
in the five-group solution). Similarly, the once moderate-rate prisoners of the five- 
group solution are now predicted to onset later, peak later, and to be convicted of fewer 
offences over their life-course.
Figure 6.4: Predicted conviction trajectories, six-group solution (2,2,2,2,2,2) (number of 
annual convictions)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: A1C DUCO Follow-up [Computer File]
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Figure 6.5: Predicted conviction trajectories, five-group solution (2,2,2,2,2,2) (number of 
annual convictions)
5
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
To confirm the origins of this newly emerging group, Table 6.12 provides a cross­
classification of prisoners based on their maximum posterior probabilities. Here, after 
executing both the five and six-group models, each individual was assigned to the group 
of their highest membership probability. A cross-classification of these assignments 
allows us to pinpoint where and from which groups the sixth group emerged.
We note from the data presented in Table 6.12 that Groups 1,2 and 3 had near perfect 
concordance, with many of the same individuals assigned to these three groups in both 
five and six solutions. Although Group 4 of the five-group solution retains a large 
proportion of its original members (n=153), it nevertheless loses 10 prisoners to Group 
5 and 41 prisoners to Group 6. Similarly, approximately one third of those assigned to 
Group 5 in the five-group solution were later assigned to Group 6 in the six-group 
solution (n=34).
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As anticipated based on visual inspection, this newly emerging group (Group 6) is 
comprised of an almost equal number of prisoners from the moderate-rate and high-rate 
prisoner trajectories of the five-group solution -  carving itself as a unique and valuable 
midpoint between the two. That this group emerged as having the earliest age of onset 
warrants further attention, since such empirical issues have been pivotal in shaping 
developmental and life-course theories in criminology (Farrington 2003). This, coupled 
with the superior fit statistics presented earlier, adds further weight to the view that six- 
trajectories are needed to best describe the unique developmental features of these data.
Table 6.12: Cross-classification of group membership assignment, five-group ( 22222 )  
and six-group (222222 )  solutions (n)
Group 1 Group 2
Six-group solution (2,2,2,2,2,2) 
Group 3 Group 4 Group 5 Group 6
Group 1 356 9 0 0 0 0
#o
Group 2 0 326 4 26 0 0
a n Group 3 0 0 131 23 1 3
© n
woG.
Ü Group 4 0 0 1 153 10 41
fe
Group 5 0 0 1 0 65 34
Source: AIC DUCO Follow-up [Computer File]
6.3: Refining the model
6.3.1: Testing alternative polynomial specifications
The model development and exploration process has thus far overwhelmingly favoured 
the extraction of six trajectories. This analysis, however, was conducted under the 
assumption each of the six trajectories followed a pattern and shape consistent with a 
quadratic function of age. The quadratic function was selected largely because an 
overwhelming body of theoretical and empirical literature points to an aggregate age- 
crime curve that is single peaked.
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Upon inspection of the model parameters for the six-group solution (Table 6.13), it 
appears that for only one trajectory (Group 4) the parameter estimate representing the 
quadratic function was not statistically significant. This suggests that the quadratic 
parameter is not needed to describe the totality of the shape of Group 4’s trajectory.
Table 6.13: Excerpt of parameter estimates of Group 4 -  six-group solution (2 2 2 2 2 2 )
E stim ate SE T for HO P
G roup  4 Intercept -2.03 0.20 -10.01 0.00
Linear 0.14 0.04 3.76 0.00
Quadratic 0.00 0.00 0.88 0.38
Source: AIC DUCO Follow-up [Computer File]
To refine the final six-group solution, we re-estimate the model by removing the 
quadratic parameter for Group 4. In doing so, we seek to identify whether the 
simplified model (2,2,2,1,2,2,) maximises the BIC value and provides sufficient support 
to reject its more complicated cousin (2,2,2,2,2,2) using the Bayes Factor and Jeffery’s 
scale of evidence. A summary of the outcomes of this simplified specification are 
presented in Table 6.14. They show that removing the quadratic function for Group 4 
simplified the model and yielded an improved (larger) BIC value (BIC=-36023.37). 
Further, the Bayes Factor calculation, comparing the more complex to less complex 
model, was estimated at 0.01. This, according to Jeffery’s scale of evidence, provides 
strong support for a model excluding the quadratic function for Group 4 of the six- 
group solution75.
7:1 It is equally possible that the parametric function for the remaining five groups could be best 
approximated as cubic, rather than quadratic. Cubic functions are not uncommon in the GBTM literature 
and so to fully explore this data a series of cubic specifications were implemented and their results 
presented in Appendix C. In sum, an iterative model building process confirmed that three of six 
trajectories followed a cubic functional form, however, further visual examination of their respective 
shapes confirmed that for two of these groups (groups 2 and 3) the overall pattern was both qualitatively 
and quantitatively equivalent. For Group 5, the cubic function estimated a trajectory with a desisting 
pattern of offending throughout emerging adulthood followed by a rising inflection towards age 30. The 
inflection appeared inconsistent with the average unadjusted conviction rate for this group during those
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Table 6.14: BIC and Bayes Factor comparisons -  six-group solutions
BIC (n=23,279) Bayes Factor
Six groups - (2,2,2,2,22) 
Six groups - (2,2,2,1,2,2)
-36028.27 Base
-36023.37 0.01
Source: AIC DUCO Follow-up [Computer File]
6.3.2: Testing attrition bias
In a final attempt to refine the six-group solution, we return to consider the impact of 
sample attrition on the estimation of the six trajectories. Recall from earlier that the 
maximum likelihood estimation procedure underpinning GBTM has the capacity to 
statistically ignore missing information without resulting in case-wise deletion (the 
entire removal of an offender with missing information). The assumption of the MLE 
procedure is that this missing information is uninformative, occurs completely at 
random, and is not correlated with the outcome of interest -  i.e. the shape or size of the 
resultant trajectories.
In this study, the vast majority of missing data occurs as a result of sample attrition, 
largely because not all offenders had reached the age of 30 by the time conviction data 
was extracted in 2007. This age-related attrition, albeit small and largely uninformative, 
nevertheless has the ability to influence both the shape and size of the estimated 
trajectories if not otherwise controlled.
To examine attrition bias we implement what is commonly known as a drop-out model 
using a control for the logistic probability of attrition in each year. This logistic 
probability can be specified as being either constant across each year, or related to a 
specified lag of the available data on the dependent variable. The latter would be useful
years and might be considered both statistically and theoretically anomalous because no developmental 
theory predicts a group of offenders who onset early, have a moderate but desisting rate of offending in 
early adulthood and then return to an increased rate of offending by age 30. On this basis, the cubic 
functions were rejected as overly complicated specifications with little practical or theoretical merit to the 
final description of the six-group solution.
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in circumstances where the likelihood of an individual dropping out of the sample was 
statistically related to the nature of their behaviour or experience in those time periods 
immediately prior and an example of such a case might be in the study of the efficacy of 
some medical intervention, where attrition occurs as a result of patient death, but where 
death in any period is highly correlated to the presence of absence of clinical symptoms 
in the years prior. In the present study, given that quantifiable attrition is related to age 
only, there is no reasonable scenario in which we would expect the probability of an 
individual’s attrition to be statistically related to their earlier rate of conviction. For this 
reason, the dropout model used here assumes that the probability of dropout is averaged 
as a constant across the sample and over time.
Unlike previously, deciding between models with and without drop-out controls cannot 
be determined based on a comparison of BIC statistics. This is because in the drop-out 
model, missing data are converted to zero (i.e. zero convictions) and a dummy variable 
is included as a control for periods in which data was previously missing. For this 
reason, the quantum of data subsequently contributing to the estimation of the drop-out 
model is greater in size, resulting in a larger log-likelihood value and, therefore, an 
incomparable BIC statistic. Instead, we examine each model’s parameters to assess 
whether the additional control for attrition fundamentally altered the size of the six 
trajectories such that control for attrition can be considered necessary to improving the 
description of the underlying data.
Graphical comparisons of the trajectories can be found at Appendix C, while the 
comparative diagnostics for both the original and drop-out models can be found in 
Tables 6.15 and 6.16. From this, it can be noted that both models produce an equivalent 
average posterior probability of group membership (AvePP=0.95) and almost identical
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estimates of group size (ftj).  Given the descriptive nature of GBTM and our preference 
for less complex and more parsimonious models, we conclude from these results that a
76model with controls for sample attrition can be excluded from future pursuit .
Table 6.15: Model diagnostics, six-group solution (2,2,2,1,2,2) with and without drop-out 
control
Average
BIC BIC posterior
(n=23,279) (n=l,184) C probability
(AvePP)
Original (2,2,2,1,2,2)
Including dropout (2,2,2,1,2,2)
-35897.68 -36023.37 -35986.14 -35922.68 0.95
-36956.09 -36956.09 -36917.37 -36851.37 0.95
Source: AIC DUCO Follow-up [Computer File]
Table 6.16: Group assignment probabilities, six-group solution (2,2,2,1,2,2) with and 
without drop-out control
ftj —Estimated 
assignment (%)
Original
(2,2,2,12,2)
ftj —Estimated 
assignment (%)
With dropout
(2,22,12,2) Difference (%)
Group 1 29.9 29.9 0.0
Group 2 28.2 28.1 0.0
Group 3 17.0 16.9 0.1
Group 4 11.9 11.9 0.0
Group 5 6.9 6.6 0.3
Group 6 6.1 6.5 0.4
Total 100.0 100.0 0.8
Source: AIC DUCO Follow-up [Computer File]
6.4: The final model -  a six-group solution (2,2,2,1,2,2)
Despite the computationally demanding model development and testing process, the 
final outcome is one model estimating six distinct conviction trajectories between the 
ages of 10 and 30 years. This section provides a more in-depth description of each 
trajectory, answering the first of several research questions posed at the beginning of 
this thesis, namely: whether the relationship between age and crime among this sample
76 Appendix C provides a graphical comparison of the six trajectories estimated from both the drop-out 
and non-drop-out models. Having no substantial effects on shape or size, these graphical accounts of the 
data confirm the integrity of the original specification without drop-out control.
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of prisoners was invariant (as predicted by Gottfredson and Hirschi (1990)), or whether 
a series of quantitatively and qualitatively distinct conviction trajectories exist to 
support taxonomic and group-based approaches (like those proposed by Moffitt (1993)) 
to the explanation of crime over the life course.
6.4.1: Model parameters
Among one of the first outcomes of the group based modelling procedure is a table of 
estimates containing for each group a series of parameters. These parameters describe in 
quantitative terms the relationship between age and the dependent variable -  which in 
this study is the annualised, exposure-adjusted rate of conviction. For all groups but 
Group 4, the relationship between age and crime was estimated by a quadratic function. 
Their trajectories are therefore calculated from three parameters, a constant, a linear 
component (age) and a quadratic component (age squared). The constant in this case 
represents the rate of offending for each group when time equals zero, which for the 
purposes of the present study is age 10. The linear component represents the relative 
increase in the rate of offending for each additional year after age 10, while the 
quadratic component represents the moderation (and in most cases the subsequent 
reversal) of that linear increase over the age range. The timing of criminal onset, the rate 
of escalation, the age of peak offending, and the rate and timing of desistance are all 
mathematically summarised by these three statistical parameters. Across the six groups, 
there are 17 separate parameters, noting that Group 4 has only a constant and a linear 
component.
In an effort to control for the preponderance of zeros and the oft observed problems of 
intermittency in offending, we recall that the model uses the Poisson distribution with 
zero-inflation adjustment (otherwise known as the Zero-inflated Poisson, or ZIP). In
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applying a zero-inflation adjustment the model probabilistically distinguishes between 
two types of zero conviction counts: those where the true rate of offending is zero, and 
those where the true rate of offending is greater than zero but no events were recorded. 
In practical terms, the ZIP model applies a sub calculation of logistic regression models 
which delineate between the two types of zeros in the data. These logistic regressions 
subsequently free the remaining parameters to be estimated holding constant the likely 
impact of erroneous zeros in the data. In the final model, the zero inflation adjustment is 
estimated using a quadratic polynomial function of age, consistent with the quadratic 
functions estimated for each of the five trajectories. As a consequence, the model 
includes three additional inflation parameters -  a constant, linear and quadratic 
adjustment for excess zeros.
Finally, there is a set of four additional parameter estimates, each representing an 
estimate of the membership probability for four of the five estimated groups. The 
membership probability of the fifth group is not specifically estimated by the model; 
however it can be calculated as one minus the sum of the remaining four probabilities.
In all, the Table 6.17 presents the final model estimates including 25 separate 
parameters -  three for the quadratic zero inflation adjustment, 17 for the functional 
representation of the age-crime relationship of six distinct trajectories, and five for the 
calculation of group membership probabilities.
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Table 6.17: Conviction trajectories from ages 10 to 29 years - six-group solution 
(2 ,2,2,1,2,2)
E stim ate SE T for HO P
G roup  1 Intercept -6.12 0.48 -12.88 0.00
Linear 0.00 0.08 0.06 0.95
Quadratic 0.01 0.00 3.44 0.00
G roup  2 Intercept -1.46 0.12 -12.35 0.00
Linear -0.05 0.02 -2.52 0.01
Quadratic 0.00 0.00 5.76 0.00
G roup  3 Intercept -1.34 0.07 -18.80 0.00
Linear 0.22 0.02 13.93 0.00
Quadratic -0.01 0.00 -14.35 0.00
G roup  4 Intercept -2.20 0.06 -39.14 0.00
Linear 0.17 0.00 39.99 0.00
G roup  5 Intercept 0.19 0.06 2.92 0.00
Linear 0.10 0.02 6.32 0.00
Quadratic -0.01 0.00 -9.89 0.00
G roup  6 Intercept -1.84 0.10 -19.37 0.00
Linear 0.44 0.02 21.68 0.00
Quadratic -0.02 0.00 -17.28 0.00
Z ero-in fla tion Intercept 2.96 0.07 40.70 0.00
Linear -0.59 0.02 -37.18 0.00
Quadratic 0.03 0.00 34.23 0.00
M em bersh ip
Group 1 (Reference group)
Group 2 -0.06 0.08 -0.76 0.45
Group 3 -0.57 0.10 -6.00 0.00
Group 4 -0.92 0.11 -8.60 0.00
Group 5 -1.51 0.13 -11.19 0.00
Group 6 -1.53 0.13 -11.61 0.00
D iagn ostics
BIC (n=23,279) -36023.37
BIC (n=l ,184) -35986.14
AIC -35922.68
LL -35897.68
Source: A1C DUCO Follow-up [Computer File]
6.4.2: Group membership probabilities, posterior probabilities and 
population size
There are two key components of the final model that are of specific interest to this 
study: (1) the size of each group and (2) the nature of their conviction trajectories as 
they develop over time. Both elements are uniquely described by a complex
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combination of the model’s parameters such that understanding their quantum requires 
some complex computational transformation. With respect to the size of each group, 
membership probabilities are calculated using the model’s estimated group membership 
parameters. Recall that only five parameters are needed since the probability of the sixth 
group can be calculated as one minus the sum of the five other probabilities. Using the 
formula presented earlier, the membership probability of Group 1 is calculated at 30.0 
percent given the membership probability parameters in Table 6.17:
e°jt —________________________________________________________________— n yqq
1 e °  +  e - 0 -06171 +  e “ 0-57202 _|_ g -0 .9 2 2 0 4  _|_ g -1 .5 0 8 0 7  _j_ g -1 .5 2 9 7 0
A simple modification to this notation yields the estimated membership probability for 
each of the remaining five groups (7t2, 7t3, 7t4; 7r5 , 7t6 ); the details of which are 
summarised in Table 6.18. Overall, the results indicate that the six-group solution 
yielded two comparatively large groups of roughly equal size (30% and 28%, 
respectively). The third largest group was estimated at 16.9 percent and the fourth at 
11.9 percent. Groups 5 and 6 comprised fewer than 100 prisoners, making up 6.6 and 
6.5 percent of the sample, respectively.
Table 6.18: Conviction trajectories from ages 10 to 29 years - six-group solution
(2 W 4 « )
b
ftj —Estimated 
assignment (%)
Group 1 n/a 29.9
Group 2 -0.06 28.1
Group 3 -0.57 16.9
Group 4 -0.92 11.9
Group 5 -1.51 6.6
Group 6 -1.53 6.5
Source: AIC DUCO Follow-up [Computer File]
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It is important to note that these group membership probabilities represent overall 
estimates of group size; however, in practical terms they also include some statistical 
error and may not be replicated absolutely when individual offenders are themselves 
assigned probabilistically. As set out earlier, the posterior membership probabilities can 
be calculated post-hoc for each individual in the sample. These posterior probabilities 
represent the likelihood of observing an individual’s conviction trajectory given their 
membership in group 7 ; otherwise described by Nagin (2005, p. 79) as “the probability 
an offender would have behaved as he did given he was a member of group 7”.
For each individual, five membership probabilities are calculated. The largest (nearest 
to 1) of these values is then used to assign each individual to the group for which they 
had the highest probability of membership. Classification in this case facilitates the 
creation of a categorical variable that can be later used for covariate analysis. For the 
purpose of this section however, the group assignment procedure is used to reveal the 
final size of each group, expressed in terms of the total number of prisoners. The 
outcome of this analysis is shown in Table 6.19 and but for some small variation, the 
results largely concord with the estimates derived from the model’s parameters. The 
first, Group 1, comprised 356 prisoners in total (30%) while the second, Group 2, 
comprised 335 prisoners (28%). The third group was made up of 202 prisoners (17%), 
the fourth, 137 prisoners (12%), the fifth, 78 prisoners (7%) and the sixth, 76 prisoners 
(6%).
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Table 6.19: Group assignment probabilities and actuals, six-group solution (2,2,2,!,2,2)
f t j  —Estimated 
assignment (%)
Actual
assignment (n)
P j  — Actual 
assignment (%)
Absolute 
difference (%)
Group 1 29.9 356 30.1 0.1
Group 2 28.1 335 28.3 0.1
Group 3 16.9 202 17.1 0.2
Group 4 11.9 137 11.5 0.3
Group 5 6.6 78 6.6 0.0
Group 6 6.5 76 6.4 0.1
Total 100 1,184 100 0.9
Source: A1C DUCO Follow-up [Computer File]
Subsequent to the individual assignment of each prisoner, it is possible to consider the 
strength of each group based on an examination of each member’s posterior probability. 
In this case, groups whose average membership probability is low could be considered 
weakly defined, since the individuals comprising that group were assigned despite 
having weaker than average membership probability. Consider the example of a 
hypothetical individual (i) who was assigned to Group 1 with a posterior membership 
probability of 0.90. Using Nagin’s (2005) description from earlier, it could be said that 
there was a 90 percent chance of observing V s actual conviction data given their 
membership in Group 1. However, the alternative interpretation is also true: that there 
was a ten percent chance of observing the conviction data of individual i in a group 
other than Group 1. In this case, the probability is high and so we can be confident that i 
is more similar to his peers in Group 1 than he is to his peers in any of the other five 
groups. However, consider the alternative scenario in which an individual is assigned to 
Group 1 with only a 40 percent posterior probability -  a possibility if his probability of 
membership to any other group does not exceed 40 percent. The interpretation for this 
scenario is largely the same as for individual i, but our confidence in their assignment is 
nevertheless more questionable because the probability of observing their actual 
conviction data was higher for all other groups combined.
287
It is for this reason that an examination of posterior probabilities provides for a useful 
insight into the strength and validity of each group. Put simply, the higher the average 
posterior probability, the more alike the individuals comprising that group can be 
considered. Similarly, the higher the average posterior probability, the more we can 
consider the average conviction trajectory as a reliable representation of all its members. 
The outcomes of this analysis are provided in Table 6.20. They demonstrate that for 
each group, the average posterior membership probability was 0.90 (90%) or above. 
The group with the highest average was Group 1 (0.98) followed by Group 6 (0.97), 
Group 2 (0.94) and Group 4 (0.93). Groups 5 and 3 had the lowest average posterior 
probability of 0.92 and 0.90, respectively, but both nevertheless far exceeded the lower 
bound of 0.70 as recommended by Nagin (2005).
Table 6.20: Posterior probabilities, six-group solution (2,2,2,!,2,2)
Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Group 1 0.98 0.02 0.00 0.00 0.00 0.00
Group 2 0.02 0.94 0.03 0.01 0.00 0.00
Group 3 0.00 0.04 0.90 0.04 0.01 0.01
Group 4 0.00 0.03 0.04 0.93 0.01 0.00
Group 5 0.00 0.00 0.04 0.02 0.92 0.02
Group 6 0.00 0.00 0.01 0.00 0.02 0.97
Source: AIC DUCO Follow-up [Computer File]
Finally, using the calculation technique described earlier, Table 6.21 reproduces for this 
final model the Odds of Correct Classification (OCC). The OCC quantifies the relative 
accuracy of assignment to each group and in the case of the final six-group solution, 
values range from 55.3 (Group 3) to 504.9 (Group 6). Again, these results far exceed the 
minimum threshold of 5.0 as suggested by Nagin (2005).
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Table 6.21: Odds of correct classification, six-group solution (2,2,2,! ,2,2)
Average posterior 
probability (A v e P P j )
Estimated group 
size (Uj)
Odds of correct 
classification (OCCf)
Group 1 0.98 0.30 155.6
Group 2 0.94 0.28 57.3
Group 3 0.90 0.17 55.3
Group 4 0.93 0.12 108.6
Group 5 0.92 0.07 286.7
Group 6 0.97 0.06 504.9
Source: AIC DUCO Follow-up [Computer File]
6.4.3: Estimated average conviction trajectories
Having estimated the size of each group, we now turn to a quantitative and qualitative 
description of the final model’s estimated trajectories remembering that the final 
parameterisation for each group represents an average about which the members’ actual 
conviction experience will not follow in lock step (see Nagin & Tremblay, 2005a, 
2005b). The average trajectory of each group is estimated at each age using a 
combination of the constant, linear, and quadratic parameters, along with an adjustment 
for zero-inflation. Specifically, a group’s estimated average rate of offending is 
calculated by:
ln(At) = ß ’o + ß! +
where in a Zero-inflated Poisson model, the result must be adjusted assuming that at all 
ages the probability of conviction is greater than zero. The inflation adjustment is 
calculated initially as a logistic probability of a zero rate of offending:
p = /?0 + ßi Inflationit + ßt Inflationft
Its result is then inversed to estimate the rate of conviction when the probability of 
offending is non-zero (p — 1). Operationalizing this yields an inflation-adjusted
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prediction of the rate of conviction for each group and at each age, the results of which 
are depicted graphically in Figure 6.6.
Figure 6.6: Predicted conviction trajectories, six-group solution (2,2,2,1,2,2) (number of 
annual convictions)
(EHD)
1 0 ----
(LMP)
(EMD)
(ZERO)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
An inspection of the predicted conviction rates and averaged conviction trajectories 
reveals a series of divergent pathways, the key details of which are summarised at Table 
6 .22 .
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Table 6.22: Summary of predicted conviction trajectories (2,2,2,!,2,2)
Z E R O V L S L D L M P E M D H D
Number of offenders (n) 3 5 6 335 20 2 137 78 7 6
Proportion of sample (%) 3 0 28 17 12 7 6
Age at first conviction (predicted rate>=l) n /a 16 13 15 11 13
Age at peak offending n /a 2 4 20 27 19 22
Duration of peak offending (within 10% of peak 
rate) n /a 5 4 4 4 4
Interval from first conviction to peak (years) n /a 8 7 12 8 9
Interval from peak to half-life desistance (years) n /a n /a 6 n /a 7 6
Conviction rate3 at peak n /a 2 .0 5 .3 8.8 10.2 19.9
Average accumulated convictions (to age 30)b 2 25 57 83 114 196
Total accumulated convictions (to age 30)c 6 0 5 8 3 0 8 1 1 3 1 4 11,371 8 ,9 1 5 14,873
Proportion of total convictions0 1.1 14.9 20 .7 20 .5 16.0 26 .8
a: Adjusted for exposure
b: Assuming 100 exposure over the full age range
c: Average accumulated convictions multiplied by the group sample size
d: Total accumulated convictions as a proportion of all accumulated convictions for the entire sample 
ZERO = Zero rate offenders; VLS -  Very Low rate Sporadic offenders; LD -  Low rate Desisting 
offenders; LMP -  Late-onset, Moderate, Peaking offenders; EMD -  Early-onset, Moderate-rate, Desisting 
offenders; HD -  High-rate Desisting offenders 
Source: AIC DUCO Follow-up [Computer File]
6.4.4: Individual trajectory examination
Group 1 - Zero-rate prisoners (ZERO)
The single largest group of prisoners identified in this analysis had an almost zero rate 
of offending between the age of 10 and 30 years (Figure 6.7). Comprising 30 percent of 
the sample, this group of prisoners barely registered a rate of offending exceeding zero 
and consequently accumulated just two convictions on average between the ages of 10 
and 30. Given that this trajectory group comprises 356 prisoners in total, they are 
together responsible for an estimated 605 convictions, representing just 1.1 percent of 
all convictions estimated for the entire sample. This group of prisoners is herein referred 
to as zero-rate prisoners, or ‘ZERO’ for notational convenience .
77 It is important to note that in the context of this study, the term “zero-rate” applies only to the nature 
and shape of the longitudinal conviction trajectories identified by this analysis. Specifically, the term
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Figure 6.7: Zero-rate (ZERO) conviction trajectory, exposure adjusted prediction and 
actual conviction counts
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Source: AIC DUCO Follow-up [Computer File]
Group 2 - Very Low-rate, Sporadic prisoners (VLS)
The second largest group of prisoners in this sample followed what is herein referred to 
as the very low-rate and sporadic trajectory, or ‘VLS’ for notational convenience 
(Figure 6.8). These VLS prisoners were responsible for considerably fewer convictions 
than the remaining four groups and it is in this comparative sense that their rate of 
offending is considered very low. Representing 28 percent of the sample, the VLS 
prisoners were first convicted at age 16, while their rate of conviction peaked at age 24 
with 2.0 convictions per annum.
By their 30th birthday, the VLS prisoners will have each accumulated an average of 25 
convictions, totalling an estimated 8,308 convictions for the entire sample of 335 
prisoners.
refers to prisoners whose actual offending was so infrequent that the average annual rate of offending for 
the whole group was near zero. Importantly, readers are reminded that since this sample is comprised of 
convicted and sentenced prisoners, “zero-rate offending” does not equate to “non-offending”.
292
Figure 6.8: Very Low-rate, Sporadic (VLS) conviction trajectory, exposure adjusted 
prediction and actual conviction counts
1 ■" Exposure-adjusted prediction
•  Unadjusted average
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Group 3 - Low-rate, Desisting prisoners (LD)
Group 3 comprised 17 percent of the prisoners in this sample (Figure 6.9). Their 
trajectories evinced a more definitive shape than either the ZERO or VLS prisoners, 
having a more apparent desistance profile nearing age 29. Their rate of offending, 
however, was still comparatively low and so it is in this context that the prisoners 
comprising this sample are herein referred to as low-rate desisting offenders, or ‘LD’ for 
notational convenience.
The prisoners of the LD group were first convicted at the approximate age of 13 years. 
By age 20, they had escalated to a maximum of 5.3 convictions per annum where they 
remained at peak for approximately four years. At about the age of 23, their rate of 
conviction began to decline such that by age 29 they were convicted of just one offence 
per annum. Over the 20 year period from age 10 to 30 years, prisoners of the LD group
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had each accumulated an average of 57 convictions, totalling an estimated 11,514
convictions combined.
Figure 6.9: Low-rate, Desisting (LD) conviction trajectory, exposure adjusted prediction 
and actual conviction counts
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Source: AIC DUCO Follow-up [Computer File]
Group 4 - Late-onset, Moderate-rate, Peaking prisoners (LMP)
The fourth group of prisoners identified in this sample are described as late-onset, 
moderate-rate, persisting prisoners, or ‘LMP’ for notational convenience (Figure 6.10). 
Compared to all other groups, their first conviction was recorded later than average at 
age 15. Their offending trajectory increased gradually throughout the teenage and early 
adulthood years, peaking after 12 years at age 27. Although there appears to be some 
early signs of a modest decline in convictions by age 29, for all intents and purposes this 
group were still at the peak of their offending by the time our observation of their 
criminal histories ended on their 30th birthday.
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At peak, the prisoners in the LMP group were convicted of an average of 8.8 offences 
per annum. Between the age of 10 and 30 years, they will have each accumulated 83 
convictions on average and will have been responsible for approximately 21 percent 
(11,371 convictions) of all convictions recorded for the entire prisoner sample.
Figure 6.10: Late-onset, Moderate rate, Peaking (LMP) conviction trajectory, exposure 
adjusted prediction and actual conviction counts
Exposure-adjusted prediction
•  Unadjusted average
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Source: AIC DUCO Follow-up [Computer File]
Trajectory 5 - Early-onset, Moderate-rate, Desisting prisoners (EMD)
Group 5 comprised a sample of prisoners whose conviction trajectories commenced 
early and peaked at the moderate rate of 10.2 convictions per annum by age 19. Their 
earlier than average onset and moderate-rate of offending means that this group of 
prisoners are herein described as early-onset, moderate-rate, desisting prisoners, or 
‘EMD’ for notational convenience (Figure 6.11).
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Having the earliest onset profile, it is not surprising to note that prisoners in this group 
were first convicted at an estimated age of 11 years -  some two years earlier than any 
other group of prisoners in this sample. Peak offending followed some eight years later 
(age 19) and occurred at least one year earlier than any of the other five trajectory 
groups. With peak offending having lasted for approximately four years, by age 21 the 
downward trend in offending had begun such that the annual rate of conviction for this 
EMD group had fallen to just one conviction per annum by age 29.
Over the 20 years between the ages 10 and 30, those following an EMD trajectory will 
have each accumulated 114 convictions. Being somewhat smaller in size, it is worth 
noting that while the EMD group had a higher overall number of convictions per 
prisoner, the accumulated number of convictions (n=8,915) was lower than estimated 
for the LMP group (n= 11,371).
Figure 6.11: Early-onset, Moderate-rate, Desisting (EMD) conviction trajectory, exposure 
adjusted prediction and actual conviction counts
Exposure-adjusted prediction
•  Unadjusted average
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Source: AIC DUCO Follow-up [Computer File]
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Trajectory 6 -  High-rate, Desisting prisoners (HD)
The smallest but most prolific group of offenders evinced a classic inverted u-shaped 
conviction trajectory, rising steadily throughout the teenage years, peaking in early 
adulthood and declining substantially by the late 20s. This group, Group 6, are herein 
referred to as high-rate, desisting prisoners, or ‘HD’ for notational convenience (Figure 
6 .12).
First convicted at age 13, prisoners of the HD group escalated rapidly in their offending 
such that by age 22 they were convicted at a rate of 19.9 convictions per annum. To put 
this into some perspective, those following the HD trajectory were convicted at a rate 
twice that of their moderate-rate and four times that of their low-rate peers. By age 29, 
the HD trajectory was nearing zero, suggesting that by their early 30s these prisoners 
will have largely desisted from their offending lifestyles or, at the very least, be engaged 
in crime at rates considerably lower than at their most prolific.
Over the 20 years between ages 10 and 30, prisoners following the HD trajectory had 
each accumulated an estimated 196 convictions. For all 76 prisoners combined, the total 
number of convictions recorded for this group was estimated at 14,873. Although 
representing only six percent of the sample, these HD prisoners were responsible for 
approximately 26 percent of all convictions recorded for the entire sample.
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Figure 6.12: High-rate, Desisting (HD) conviction trajectory, exposure adjusted prediction 
and actual conviction counts
Exposure-adjusted prediction
•  Unadjusted average
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Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Chapter 7: On the development of 
drug use trajectories
Having identified six distinct conviction trajectories in Chapter 6, this thesis now moves 
to consider the link between drug use and the development of those trajectories to age 
30, focussing primarily on between-group differences in the prevalence of drug use, the 
prevalence of regular drug use, and the nature and rate of escalation. The aim of this 
section is to confirm that the experience of drug use differs considerably between 
different groups of prisoners and that the development of drug use evolves in a pattern 
consistent with the key features of the developmental process underpinning each 
conviction trajectory. To this extent, using the self-reported drug use data collected as 
part of the original DUCO study in 2001, this thesis seeks to examine the following 
hypotheses:
■ that the highest rate prisoners will have used and escalated to the regular use of 
the greatest number of drug types;
■ that the earliest onset prisoners will have initiated drug use at the youngest ages 
and have escalated to regular drug use at the fastest pace;
■ that the latest onset prisoners will have initiated drug use at older ages and 
escalated to serious drug use at a more gradual pace; and
■ that the lowest rate prisoners will have the lowest prevalence of drug use and only 
minimal experience with regular drug use to the age of 30.
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To complement these analyses we return to the use of GBTM as a means to simplify the 
otherwise complex nature of these self-reported drug use data. By constructing a quasi­
longitudinal data set comprising the self-reported ages of initiation and escalation to 
regular drug use, it is possible to summarise the complexity of these data into a series of 
discrete developmental pathways. Doing so allows us to consider the joint distribution 
of drug use and conviction trajectories and to examine whether prisoners of different 
trajectories experienced drug use at different rates and frequencies.
7.1: Analytical framework
It is important at the outset to note several data collection and methodological matters 
which predicate the methodological techniques used throughout this chapter. First, it is 
important to note that as a cross-sectional survey of prisoners of different ages, the data 
in this study are bounded by the experiences of each prisoners only up to the age at 
which they were interviewed. For some older prisoners, this includes all years up to and 
including age 29, while for younger prisoners the data in this study are right-censored, 
meaning that information about the initiation and regular use of drugs after the point of 
interview (but before the age of 30) is unknown. Right-censoring of this kind has the 
ability to bias prevalence and escalation estimates, especially since some trajectories 
were comprised of prisoners who were notably younger than their peers at the time of 
interview in 2001.
To appreciate the impact of right-censoring on these data, consider the hypothetical 
scenario of two prisoners, both reporting never having used heroin. Suppose the first 
prisoner was aged 35 at the time interview, while the second was aged 21. Although it is 
true that both prisoners had never used heroin, it is only for the first prisoner that we can 
be certain heroin use did not occur by age 30. For his younger counterpart however, the
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opportunity to use heroin before age 30 still remained, even if it had not yet been 
observed by the survey conducted in 2001. This failure to observe all relevant data for 
all prisoners is what contributes to the methodological limitation of right-censoring and 
for which specific methodological approaches are required.
Although a detailed methodological account follows in each section of this chapter, it is 
important to note that the analysis described throughout has been constructed within a 
‘time-to-event’ framework, using survival analysis techniques to control for the bias 
introduced by right-censoring. This is made possible because for each question in the 
DUCO survey information about the age of event occurrence was also collected.
7.2: Results
7.2.1: Prevalence of self-reported drug use
Participants in the DUCO project were asked to indicate the age at which they first 
experimented with 12 different drug types. For each drug type, the age was recorded in 
whole years. For those who reported having never used a particular drug, a separate 
item on the DUCO instrument was marked by the interviewer to indicate the absence of 
use.
For all 1,184 prisoners in this sample, the prevalence of overall drug use (including 
alcohol) was considerable, with all but four respondents having used at least one drug 
type before the age of 30 (99.7%) (Table 7.1). Excluding alcohol yielded a lower, but 
still considerable, prevalence of illicit drug use, estimated at 84 percent by age 30. Of 
the 11 illicit drugs (see Table 7.1 for a list of all drug types), prevalence of cannabis was 
the most commonly reported (82%), followed by amphetamine (58%), LSD (55%), 
heroin (47%), the illegal use of benzodiazepines (42%) and cocaine (35%). Steroid use
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was reported by only a small fraction of prisoners in this sample and was the drug type 
having the lowest overall prevalence to age 30 (8%).
The lifetime experience of drug use was remarkably consistent between each of the six 
trajectory groups, with more than 99 percent of prisoners in all six groups having used 
at least one drug (including alcohol) by the age of 30. For illicit drug use (excluding 
alcohol), the differences between each of the six groups were more apparent 
(j 2(5)=326.67, p=0.00), driven largely by a considerable fall in the prevalence of illicit 
drug use among those who had very limited contact with the criminal justice system 
(the ZERO conviction trajectory) (58%). In all other groups, the prevalence of illicit 
drug use by age 30 remained above 90 percent, the highest being for those following a 
high-rate offending trajectory (HD) (100%). Such was the similarity between the 
moderate and high-rate offender groups (LMP, EMD and HD) that the otherwise small 
differences between them were not statistically significant ( j 2(2)=1.92, p=0.38).
The high lifetime prevalence of cannabis use largely dictates these overall estimates, 
with cannabis, for example, having been used by between 90 and 100 percent of all 
prisoners in the VLS (90%), LD (95%), EMD (95%), LMP (94%) and HD (100%) 
groups. For other illicit drug types however, the comparative results begin to reveal 
some notable patterns. Prisoners following a high-rate trajectory for example, had the 
highest prevalence of heroin use, estimated at 80 percent by age 30. This was followed 
by those in the late-onset trajectory (77%) and those in an early-onset trajectory (69%). 
Comparatively, those following a low rate (LS and LD) trajectory were less likely to 
have had used heroin by the age of 30, although the prevalence of heroin was still high 
(49% and 57%, respectively) considering their much lower rates of conviction. Those
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prisoners in this sample who had very little contact with the criminal justice system 
(ZERO) not surprisingly had the lowest overall lifetime prevalence of heroin use (20%).
Amphetamine had been used by 91 percent of prisoners following the high rate 
offending trajectory and 84 percent of prisoners following the late-onset trajectory. 
Again, these two groups reported a higher lifetime prevalence of amphetamine use than 
the early-onset (78%), low-rate (72%) or very-low rate (64%) offender groups. Only 
one in four members of the zero-rate group (26%) had previously used amphetamines.
LSD was the third most prevalent illicit drug among this sample (55%). By age 30, a 
greater proportion of high-rate prisoners (87%) had used LSD than either the late-onset 
(79%) or early-onset prisoners (63%). Of the illicit drugs, the prevalence of LSD use 
was second only to cannabis among those who had very little contact with the criminal 
justice system (ZERO) (28%).
Taken as a whole, the data presented in Table 7.1 illustrate that prisoners following 
different trajectories have different lifetime histories of drug use. However, there are a 
number of general results worthy of specific mention:
■ In all cases, where testing was conducted across all six groups, the differences 
between them were statistically significant. This result confirms our expectations 
that the historical experience of drug use varies between prisoners following 
different conviction trajectories.
■ Unexpectedly however, there was no clear linear trend between the frequency of 
conviction and the prevalence of illicit drug use. The expectation that high-rate 
prisoners would have the highest prevalence of drug use across all types proved 
true for only five of the 11 different illicit drugs (cannabis, heroin, amphetamine,
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LSD and benzodiazepines). For all other drug types, the high-rate offender group 
had an equal or lower prevalence of use when compared to their moderate-rate 
peers.
■ Of the two moderate offending groups, those whose conviction trajectories started 
late (LMP) were more likely to have used cannabis, heroin, amphetamine, 
cocaine, LSD, dexamphetamine, benzodiazepines and steroids. Conversely, those 
who onset their conviction trajectories early were more likely to have used 
inhalants, morphine and methadone by the age of 30.
■ Finally, when statistical testing was restricted to those following a moderate-rate 
(LMP or EMD) or high-rate (HD) conviction trajectory, the differences seen here 
were not statistically significant for 10 of the 11 different drug types. The only 
exception was for heroin where the high-rate offender group had a significantly 
higher prevalence by age 30 (^2(2)=7.74, p=0.02).
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7.2.2: Self-reported age of initiation
For the entire sample combined, the median age of first drug use (including alcohol) 
was 13 years (Table 7.2), while the median age of first illicit drug use (excluding 
alcohol) was 15 years. By drug type, alcohol use first occurred at a median age of 14 
years, followed by cannabis (15 years), LSD (21 years), amphetamine (22 years) and 
heroin (33 years). The median age of first use for other drug types cannot be calculated 
because not more than 50 percent of the sample had ever used these drug types.
For each of the six trajectory groups, the median ages of first drug use are also 
presented in Table 7.2. Inspection of these data showed that members of the moderate- 
rate and high rate offending groups (LMP, EMD and HD) first used illicit drugs at the 
median age of 13 years. The low-rate group (LD) first commenced illicit drug use one 
year later at age 14, while the very-low rate prisoners started illicit drug use at a median 
age of 15 years. Those with the lowest overall conviction trajectories (ZERO) had the 
oldest age of first use -  initiating illicit drug use at a median of 21 years.
Prisoners following a high-rate conviction trajectory had the youngest or equal youngest 
(median) age of first use across all drug types. They were younger than their peers when 
they first started using alcohol (13 years), amphetamine (16 years), LSD (16 years), 
heroin (17 years), benzodiazepines (18 years), cocaine (23 years) and morphine (23 
years). With regard to cannabis, they shared the equal youngest age of first use (13 
years) with their peers following an early-onset conviction trajectory.
Although the two moderate-rate offending groups (EMD and LMP) had an equal 
median age of first illicit drug use (13 years, respectively), disaggregation by drug type 
yielded a number of interesting differences. For example, the median age of first
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cannabis, amphetamine and heroin use was one year earlier for those following an early- 
onset trajectory. Specifically, early-onset prisoners started cannabis use at 13 years, 
followed by amphetamine at 17 years and heroin at 19 years. This compared to their 
late-onset peers who started cannabis at a median age of 14 years, amphetamine at 18 
years and heroin at 20 years. Conversely, the late-onset offender group started 
benzodiazepines (21 vs. 29 years) and morphine (26 vs. 27 years) at an earlier age than 
their early-onset counterparts.
Finally, in all cases where comparisons were possible, the low-rate prisoners first used 
illicit drugs earlier than those who had very low-rate conviction histories. They were 
younger when they first used cannabis (14 vs. 15 years), amphetamine (21 vs. 22 years), 
LSD (18 vs. 19 years), heroin (24 vs. 30 years) and benzodiazepines (25 vs. 33 years).
In all, these data appear to confirm a number of our expectations with respect to the 
development of drug use and development of conviction trajectories. First, those with 
the highest rate of conviction have the earliest ages of first drug use. Second, where 
late-onset and early-onset prisoners are compared, early-onset prisoners have generally 
younger ages of first use, particularly for the drug types with the highest prevalence. 
Finally, even among low-rate or zero-rate prisoners, the age of drug use initiation 
appears linearly related to the frequency of conviction (as is represented by their 
conviction trajectories).
These general conclusions should not, however, be overstated as there are also a number 
of interesting and notable peculiarities in these data that warrant further attention. In 
particular, the differences between early and late-onset prisoners, although generally in 
the direction expected, are insufficiently large to draw any substantiative conclusions. In
307
fact, consideration of the 95 percent confidence intervals in Table 7.2 suggests that any 
differences that exist between the two groups are not statistically significant. The fact 
that the early and late-onset offender groups share an equal median age of first use 
across all illicit drug types suggests that both groups had a near equal experience with 
drugs in early adolescence. This is despite the early-onset group starting their 
conviction careers some four years earlier (11 years vs. 15 years) and peaking some 
eight years earlier (19 years vs. 27 years) than their late-onset counterparts (see for
78example Figures 7.1 to 7.6).
Further, while it is also true that the high-rate offender group had the youngest median 
ages of first drug use across most drug types, again, these differences are marginal 
considering the very divergent conviction pathway that eventually evolved for these 
prisoners. As an aggregate, they share with the moderate-rate prisoners an equal median 
age of first illicit drug use (13 years) and where they differ on the most prevalent illicit 
drugs (cannabis, amphetamine and heroin) it was by only one or two years at most. In 
light of this, we conclude that there is an absence of strong evidence that the highest- 
rate and earliest onset prisoners in this sample had a discernibly early experience with 
illicit drugs. More importantly, we cannot conclude with confidence that the late-onset 
prisoners had a later than average onset of drug use. Rather, contrary to our prediction, 
the late-onset prisoners in this sample appeared to have experienced drug use in a 
pattern similar to their peers following other moderate or high rate conviction 
trajectories.
78 Age of conviction onset was calculated as the age at which the rate of conviction surpassed the value of 
one conviction per year. Age of peak offending was calculated as the age with the highest predicted 
conviction count.
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Figures 7.1-7.3: Predicted conviction trajectories and illicit drug initiation probabilities 
(ZERO, VLS and LD)
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Figures 7.4-7.6: Predicted conviction trajectories and illicit drug initiation probabilities 
(LMP, EMD and HD)
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7.2.3: Drug use initiation sequences
Table 7.3 plots the sequence in which the prisoners in this study transitioned from their 
first experience with alcohol or drugs. For the purposes of this analysis, illicit drugs 
other than cannabis were aggregated into a single category consistent with current 
literature on the stepping stone or gateway hypothesis (see Kandel and Faust 1975). 
Upon inspection of Table 7.3 it can be noted that the sequencing data flows from left to 
right; the left-most column representing the drug of first use, followed by the drug of 
second use, and so forth.79
By far the most common pathway followed by prisoners in this study was to commence 
their drug use careers with alcohol, followed by cannabis and then later progress to 
other illicit drugs. This sequence was reported by 531 prisoners and represented 47 
percent of the total sample. The second most common pathway (n=184, 16%) was a 
subset of the first; one that started with alcohol, progressed to cannabis, but then ended 
prior to the initiation of other illicit drugs. The third most common pathway (n=147, 
13%) was one in which alcohol was not used until at least one year after the initiation of 
cannabis but before the initiation of other illicit drugs.
In further consideration of the detail in Table 7.3 the following can be noted:
■ Alcohol was the first drug used for 77 percent of prisoners in this sample;
■ Cannabis was used prior to alcohol by one in five prisoners (22%);
■ Cannabis almost always preceded other illicit drug use (90%);
79 It is possible that some offenders may have used two or more drugs in the same year. In the case of ties 
such as these, alcohol was ordered before cannabis and cannabis before other illicit drug use.
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■ Only eight prisoners (1%) started their drug use trajectories with the use of other 
illicit drugs before alcohol and cannabis;
■ Only 36 prisoners used other illicit drugs prior to using cannabis (3%); and
■ One in four prisoners (22%) progressed from a more serious to less serious drug at 
either the second or third stage of the sequence.
Table 7.3: Three staged drug-initiation sequences (%)
1 st Drug 2nd Drug 3rd Drug N %
Alcohol
Cannabis Other drug 531 46.6
(Exit) 184 16.2
Other drug Cannabis 13 1.1
(Exit) 12 1.1
(Exit) 135 11.9
Cannabis
Alcohol Other drug 147 12.9
(Exit) 46 4.0
Other drug Alcohol 36 3.2
(Exit) 19 1.7
(Exit) 5 0.4
Other drugs
Cannabis Alcohol 1 0.1
(Exit) 0 0.0
Alcohol Cannabis 3 0.3
(Exit) 4 0.4
(Exit) 3 0.3
Source: AIC DUCO Follow-up [Computer File]
Insofar as the typical or normal sequence of drug use is one that starts with alcohol and 
progresses to cannabis and other illicit drugs, then three in every four prisoners in this 
sample (n=850, 75%) can be said to have followed (or be following) a typical initiation 
sequence. The remaining 25 percent, it can be said, have followed an atypical sequence 
in which one of the typical steps was skipped in favour of a more serious drug type. 
Table 7.4 illustrates this dichotomy by disaggregating the data for each of the six 
conviction trajectories identified earlier. It shows that:
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■ The group most likely to have followed an atypical drug use initiation sequence 
were those moderate-rate prisoners who onset their conviction trajectories early 
(35%). This was followed closely by those in the late-onset (34%), the low-rate 
(32%) and high-rate (26%) offending groups;
■ The group least likely to have followed an atypical drug initiation sequence were 
those who had near zero convictions (15%); and
■ The overall differences between the six groups were statistically significant 
(j 2(5)=30.61, p=0.00). An examination of the adjusted residuals illustrates that 
both the moderate-rate offender groups (LMP and EMD) and the low-rate (LD) 
group had a significantly higher than average proportion of prisoners following an 
atypical sequence, while the zero-rate offending group had significantly fewer 
prisoners following an atypical sequence.
on
A series of partitioned likelihood ratio chi square tests, as illustrated by Agresti (1990, 
p. 50-53), are provided in Table 7.5. These partitioned tests confirm that in terms of 
initiation sequencing, there are no differences between the high-rate and moderate-rate 
trajectories ( j 2(l)=l .60, p=0.20) nor between the early-onset and late-onset trajectories 
( j 2(l)=0.05, p=0.83). Further, the drug initiation experiences of the low-rate prisoners 
was not significantly different from the moderate or high-rate prisoners ( j 2(l)= l.56, 
p=0.21), nor were the very-low rate and low rate prisoners different from one another 
( j 2(l)=2.41, p=0.12). The only significant difference identified here was between the 
zero-rate prisoners and all other prisoners combined Cf2(l)=26.25, p=0.00).
80 Agresti (1990) outlines a series of rules governing the partitioning of the chi square calculation. These 
are that (1) the degrees of freedom for each sub-table must sum to the degrees of freedom for the original 
table; (2) each cell count in the original table must be a cell count in one and only one sub-table; and (3) 
each marginal total of the original table must be a marginal total for one and only one sub-table
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Table 7.4: Joint-distribution of initiation sequences and conviction trajectories (%)
ZERO VLS LD LMP EMD EHD Total
Typical sequence 84.8 74.5 68.2 66.4 64.9 73.7 74.6
(A d ju ste d  resid u a l - g lo b a l) (4 .9 5 ) ( -0 .0 8 ) ( -2 .2 9 ) ( -2 .3 5 ) ( -2 .0 2 ) ( -0 .2 0 )
Atypical sequence 15.2 25.5 31.8 33.6 35.1 26.3 25.4
(A d ju ste d  residua l - g lo b a l) ( -4 .9 5 ) (0 .0 8 ) (2 .2 9 ) (2 .3 5 ) (2 .0 2 ) (0 .2 0 )
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Global (including ZERO): * 2(5)=31.87, p=0.00 
Source: AIC DUCO Follow-up [Computer File]
Table 7.5: Partitioned Likelihood Ratio Test of the joint distribution of initiation 
sequences and conviction trajectories (LR x 2)
df LR Chi P
Zero vs. Other (VLS, LD, LMP, EMD & HD) 1 26.25 0.00
Very-low (VLS) vs. Low (LD) 1 2.41 0.12
Low (VLS & LD) vs. Moderate/High (LMP, EMD & HD) 1 1.56 0.21
Early (EMD) vs. Late-onset (LMP) 1 0.05 0.83
Moderate (LMP & EMD) vs. High-rate (HD) 1 1.60 0.21
Global 5 31.87 0.00
Source: AIC DUCO Follow-up [Computer File]
7.2.4: Longitudinal trajectories of drug use initiation
Not unlike the seemingly complicated conviction experiences of these 1,184 prisoners, 
the development of their drug initiation trajectories has proven equally difficult to 
disentangle and summarise. Although a comparison of data on prevalence and age of 
initiation tells an important story, it largely fails to capture the patterns and pathways in 
which the development of this drug use occurred.
To offer some fresh insights into the initiation experiences of these prisoners, we return 
to Nagin’s (2005) Group Based Trajectory Model (GBTM) as a quantitative and 
statistical tool through which the complexity of these data can be summarised and 
described. Not unlike our use of GBTM to identify six conviction trajectories in Chapter 
6, we reemploy the Zero-inflated Poisson model here to partition the underlying
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heterogeneity of this sample with respect to their experience of drug use between the 
ages of 10 and 29 years.
To begin, we conceptualise the developmental sequence of drug use initiation as the 
number of illicit drugs initiated at each age. In this study, recall that information was 
collected for 11 different drug types, including the age at which each prisoner reported 
its first use. By conceptualising the number of drugs first used at each age as a count 
variable, it is possible to construct a longitudinal developmental sequence of drug 
initiation between the ages of 10 and 29 years, where in each year there is recorded the 
number of drugs first used at that age. By mapping initiation events over the age-range, 
it is possible to identify whether the underlying heterogeneity these data can be 
meaningfully clustered into distinct trajectories having both qualitatively and 
quantitatively different pathways.
Consider, for example, the case of two hypothetical prisoners in Table 7.6. The first, 
Prisoner 1, initiates his developmental sequence of drug use with cannabis at age 13. 
After one year he experiments with both dexamphetamine and inhalants and by his 18th 
birthday he will have tried nine of the 11 different drug types. Finally, by age 19 he will 
have tried both heroin and methadone, completing the sequence for all 11 different drug 
types at this age. As a developmental sequence it is possible to make the following 
observations about Prisoner 1: first, his drug use initiation pathway commenced at age 
13, was most intensive at age 17 (four drugs being used) and ended by age 19. Contrast 
this to Prisoner 2 in Table 7.6, who had a more subdued drug use pathway, trying just 
two drugs (cannabis and heroin) between the ages of 15 and 22 years.
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To translate these data into a series of longitudinal sequences, the number of drugs 
initiated at each age is then summed and presented on a linear timescale. An example of 
this transformation can be seen at Table 7.7. Here, it is possible to visualise how the age 
of initiation data can be translated into a longitudinal sequence not dissimilar to the 
conviction data analysed in Chapter 6.
Figures 7.7 and 7.8 provide a visual summary of the longitudinal profile of these 1,184 
prisoners’ drug use initiation events. At each age, the total number of initiation events is 
divided by the number of individuals within the sample yielding for each age an average 
rate of initiation. Figure 7.7 plots the data for the entire sample, illustrating a peak 
initiation age of 15 years. Figure 7.8 disaggregates this data for each of the six trajectory 
groups, confirming our earlier analysis that the high and moderate-rate prisoner groups 
are largely indistinguishable with respect to the development of their drug use 
pathways. Only the zero-rate and very-low rate prisoners stand out as having 
significantly fewer initiation events, and in the case of the zero-rate prisoners, a delayed 
initiation experience as evidenced by a later than average peak (age 18).
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Table 7.6: Age of initiation data summary -  the case of two hypothetical prisoners
P riso n e r 1 P riso n e r 2
C a n n a b is 13 15
H ero in 18
A m p h e ta m in e 17 22
C o c a in e 17
L S D 15
M e th a d o n e 19
D e x a m p h e ta m in e 14
B e n z o d ia z e p in es 17
M o rp h in e 17
S te ro id s 16
In h a la n ts 14
Source: AIC DUCO Follow-up [Computer File]
Table 7.7: Drug use initiation count summary -  the case of two hypothetical prisoners
P riso n e r 1 P riso n e r 1
Age
10 0 0
11 0 0
12 0 0
13 1 0
14 2 0
15 1 1
16 1 0
17 4 0
18 1 0
19 1 0
20 0 0
21 0 0
22 0 1
23 0 0
24 0 0
25 0 0
26 0 0
27 0 0
28 0 0
29 0 0
Source: AIC DUCO Follow-up [Computer File]
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Figure 7.7: Average illicit drug initiation distribution, by age (mean event count)
'oT 0.8
2f 0.3
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure 7.8: Average illicit drug initiation distribution, by age and trajectory type (mean 
event count)
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Source: AIC DUCO Follow-up [Computer File]
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Using the same model building principles described in Chapter 6, we proceed with the 
use of GBTM to partition the heterogeneity of these data into discrete developmental 
groups.81 The process begins with the estimation of a population average represented 
by a single trajectory. The process of model building then continues with the estimation 
of one additional group at each stage as each model’s diagnostic criteria are examined. 
Recall from earlier that the Bayesian Information Criteria (BIC) is used to compare the 
relative fit of each model because the BIC penalises more complex models for their use 
of additional parameters. The model that produces the largest BIC can be considered 
the best fit to the data insofar as the best BIC represents a substantial improvement 
according to the Bayes Factor and Jeffery’s scale of evidence.
In the present implementation, onset trajectories were operationalised as quadratic 
functions of age and, since the data represent an event count in which there is a 
preponderance of zeroes, a zero-inflation model is used in which the probability of 
witnessing a true zero is modelled as a constant with age. The detailed output for each 
of four models, including the outcomes of 100 randomised start values, can be found at 
Appendix D. Table 7.8 provides a summary of the model development process from 
which it is possible to conclude that:
■ The model incorporating three quadratic trajectories provided the best fit to the 
data (BIC=-11153.58). According to Jeffery’s scale of evidence, the three-group 
solution was a markedly better fit to the data than the less-complex two-group 
solution (BIC=-11321.01, Bayes Factor=5.18e(72)). Further, the probability that 
the three-group solution was the correct model was 0.53.
81 This includes the randomisation and testing of start values as seen in Appendix F.
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■ The four-group solution, although having a superior Log-Likelihood value 
(LL=11074.29vs LL=-11094.02), did not produce the highest BIC value (BIC=- 
11153.70). Inspection of the four-group solution’s output and graphical 
representation at Appendix D confirms it as having a number of statistical 
peculiarities which render the model inappropriate for these data.
Having identified three distinct drug initiation trajectories, we move to consider the 
range of diagnostics recommended by Nagin (2005) and described earlier in Chapter 6. 
First, we consider the average posterior probabilities for each group, which we recall 
measures the average probability with which each prisoner is assigned to the group of 
their most likely membership. Table 7.9 provides these posterior probabilities for the 
three-group solution, confirming an average membership probability of between 0.81 
and 0.86 -  well exceeding the minimum recommended by Nagin (2005) of 0.70.
Further, using the estimated size of each trajectory together with their average posterior 
probability, it is possible to calculate the second of Nagin’s (2005) recommended 
diagnostics -  the Odds of Correct Classification (OCC). The results of this analysis are 
presented in Table 7.10 and range from 13.80 to 17.64. Insofar as the minimum OCC 
recommended by Nagin (2005) is 5.0, we conclude that the three-group solution 
produces excellent assignment accuracy.
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Table 7.9: Posterior probabilities -  three-group illicit drug initiation trajectory solution
(222)
Group 1 Group 2 Group 3
Group 1 0.86 0.07 0.06
Group 2 0.04 0.85 0.11
Group 3 0.03 0.16 0.81
Source: AIC DUCO Follow-up [Computer File]
Table 7.10: Odds of correct classification -  three-group illicit drug initiation trajectory 
solution (2 2 2 )
Average posterior 
probability (AvePPj)
Estimated group 
size (Uj)
Odds of correct 
classification (OCC;)
Group 1 0.86 0.35 17.64
Group 2 0.85 0.34 16.41
Group 3 0.81 0.31 13.80
Source: AIC DUCO Follow-up [Computer File]
In a final diagnostic test, we compare the predicted size of each trajectory with the 
actual size of each group as calculated following the assignment of each individual to 
the group of their highest membership probability. A close concordance between the 
estimated and actual size of each trajectory confirms that the model has strong 
predictive validity.
As can be seen in Table 7.11, the three-group solution estimated the size of each group 
at 35, 34 and 31 percent, respectively. Subsequent to posterior assignment, the size of 
each group was calculated at 39, 31 and 31 percent, respectively. The absolute value of 
the difference between the estimated and actual group size was 6.6 percent - the largest 
error being recorded for Group 1 (3.3%) and the smallest recorded for Group 3 (0.1%).
Diagnostically, the three-group solution proved a superior fit to the longitudinal illicit 
drug use initiation trajectories of this sample of 1,184 prisoners. Having the largest BIC 
value, together with comparatively high posterior probabilities and excellent assignment
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accuracy, it is possible to conclude that the illicit drug use initiation experiences of this 
sample can be sufficiently summarised into three discrete developmental processes.
Table 7.11: Group assignment probabilities and actuals -  three-group illicit drug 
initiation trajectory solution (2,2,2)
f t j  —Estimated 
assignment (%)
Actual
assignment (n)
P j  — Actual 
assignment (%)
Absolute 
difference (%)
Group 1 35.3 457 38.6 3.3
Group 2 34.0 365 30.8 3.2
Group 3 30.7 362 30.6 0.1
Total 100.0 1184 100.0 6.6
Source: AIC DUCO Follow-up [Computer File]
A graphical depiction of the three-group solution can be found at Figure 7.9. Inspection 
of the data reveals three divergent trajectories. The first comprises 31 percent of the 
sample and appears as an early- initiation, fast paced trajectory that peaks by age 16 and 
diminishes to zero by age 24. The second comprises a further 31 percent of prisoners 
and is described as a later- initiation, moderately-paced trajectory that peaks by age 20. 
The final group is comprised largely of prisoners who did not use illicit drugs, or if they 
did, they used only one or two drugs before their 30th birthday. The peak age of 
initiation for this group is barely measurable at age 18.
To this point, our interpretation of these trajectories has been cautious, with the 
intention not to describe the fast-paced trajectory as high-rate or high-volume because 
by age 29, prisoners in both the fast and moderately-paced trajectories had accumulated 
the same number of drug initiation events -  estimated at an average of six events by age 
29. Instead, what clearly differentiates these trajectories is not the overall number of 
drug types that are used by age 29, but the speed with which the process of initiation 
occurs.
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Figure 7.9: Predicted illicit drug initiation trajectories -  three-group illicit drug initiation 
trajectory solution (2,2,2)
2 0.7
-  0.6
2 0.4
£ 0.3
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Having identified three distinct illicit drug initiation trajectories, we now return to the 
question of whether the illicit drug use experience of these prisoners co-varies with their 
estimated conviction trajectories. To achieve this, we consider the joint distribution of 
both trajectory models in Table 7.12. Here, each of the six conviction trajectories is 
subdivided across each of the three illicit drug initiation trajectories using the maximum 
posterior probability assignment rule. Closer examination of the data reveals that the 
distribution of each of the three illicit drug initiation trajectories was not equally 
proportional -  differences which at a global level were statistically significant 
(LR^2(10)=307.04, p=0.00).
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Table 7.12: Joint distribution of conviction (2,2,2,1,2,2) an(j illicit drug initiation (2,2,2) 
trajectories (%)
(ZERO) (VLS) (LD) (LMP) (EMD) (HD) Total
Low 71.9 30.1 30.2 12.4 19.2 9.2 38.6
( A d ju s te d  r e s id u a l  - g lo b a l) (1 5 .4 4 ) ( -3 .7 5 ) ( -2 .6 9 ) ( -6 .7 0 ) ( -3 .6 4 ) ( -5 .4 4 )
Moderate 19.1 37.6 32.2 45.3 33.3 23.7 30.8
( A d ju s te d  r e s id u a l  - g lo b a l) ( -5 .7 3 ) (3 .1 8 ) (0 .4 6 ) (3 .8 9 ) (0 .5 0 ) ( -1 .3 9 )
Fast 9.0 32.2 37.6 42.3 47.4 67.1 30.6
( A d ju s te d  r e s id u a l  - g lo b a l) ( -1 0 .5 7 ) (0 .7 8 ) (2 .3 9 ) (3 .1 8 ) (3 .3 4 ) (7 .1 5 )
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Global (including ZERO): * 2(10)=307.04, p=0.00 
Source: AIC DUCO Follow-up [Computer File]
In consideration of this joint distribution, together with a series of partitioned likelihood 
ratio tests (Table 7.13), the data indicate that:
■ Two in three of those prisoners following a high-rate conviction trajectory had 
also followed a fast-paced illicit drug initiation trajectory. This was significantly 
(LR j 2(2)=12.01, p=0.00) higher than either the early or late-onset (EMD or 
LMP) prisoners of whom only 47 and 42 percent had followed a fast-paced illicit 
drug initiation trajectory.
■ Only nine percent of the zero-rate prisoners experienced the initiation of illicit 
drug use in a pattern consistent with the fast-paced trajectory. Instead, and 
consistent with the low prevalence data presented earlier, the vast majority of 
prisoners in this group (72%) followed the low-rate drug initiation trajectory (LR 
j 2(2)=253.64, p=0.00).
■ Among the moderate-rate prisoners, a larger proportion of early-onset prisoners 
followed either the fast-paced (47% vs. 42%) or low-rate (19% vs. 12%) illicit 
drug initiation trajectory, while the late-onset prisoners were more likely to follow 
the moderately-paced drug initiation trajectory. These differences however, were 
not statistically significant (LR j 2(2)=3.57, p=0.17).
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■ There was no significant difference between the low-rate and very-low rate 
prisoners, with approximately one in three of each group following each illicit 
drug initiation trajectory (LR j 2(2)=2.1 1, p=0.35).
Table 7.13: Partitioned Likelihood Ratio Test (LR x 2) of the joint distribution of 
conviction (2,2,2,1,2,2) and illicit drug initiation (2,2,2) trajectories
df LR Chi P
Zero vs. Other (VLS, LD, LMP, EMD & HD) 2 253.64 0.00
Very-low (VLS) vs. Low (LD) 2 2.11 0.35
Low (VLS & LD) vs. Moderate/High (LMP, EMD & HD) 2 35.71 0.00
Early (EMD) vs. Late-onset (LMP) 2 3.57 0.17
Moderate (LMP & EMD) vs. High-rate (HD) 2 12.01 0.00
Global 10 307.04 0.00
Source: AIC DUCO Follow-up [Computer File]
7.2.5: Self-reported regular drug use
For each of the 12 different drug types (including alcohol), the 2001 DUCO survey also 
sought information from each prisoner about the age at which they escalated to regular 
use. The definition of ‘regular’ was not specified by the survey protocol and, as a result, 
it was left to each prisoner to independently interpret for themselves what frequency 
might constitute the regular use of each drug . Consistent with the approach used for 
drug initiation data these self-reported ages can be converted into dichotomous 
indicators of regular versus non-regular use.
For each drug type, Table 7.14 reports for all prisoners the survival-adjusted prevalence 
of regular use by age 30. Overall, the data illustrate that 93 percent of prisoners in this 
sample had self-reported being a regular user of at least one drug type including alcohol. 
Excluding alcohol, the prevalence of regular illicit drug use by age 30 was 67 percent. 
By drug type, the prevalence of regular use was as follows:
s2 The consequence of this unqualified approach is that different offenders are likely to set different 
thresholds when defining their own personal drug use behaviour. Similarly, the same offender may also 
consider the regular use of two different drug types to be defined by two different thresholds.
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■ Regular use of alcohol (65%) and cannabis (61%) was most prevalent in this 
sample of prisoners.
■ Amphetamines had been regularly used by one in every three prisoners (35%), 
making amphetamine the third most prevalent drug to be used regularly by this 
sample.
■ Benzodiazepines had also been used illicitly and regularly by one third of this 
sample (33%), while regular use of heroin was reported by one in four prisoners 
(25%).
■ The drug types least likely to be used on a regular basis were morphine (9%), 
cocaine (8%), methadone (5%), inhalants (4%), dexamphetamine (4%) and 
steroids (3%).
Comparative analysis, disaggregated for each of the six conviction trajectories, is also 
provided at Table 7.14. From this it is noted that regular cannabis use was reported by a 
greater proportion of late-onset prisoners (82%) than early-onset or high-rate prisoners 
(78%, respectively). However, the difference between these three groups was not 
statistically significant (j 2(2)=0.97, p=0.61). Regular amphetamine use was reported by 
equal proportions of high-rate (67%) and late-onset prisoners (65%), although again the 
difference between these prisoners and their early-onset peers (48%) was not 
statistically significant (j 2(2)=2.88, p=0.24). Regular heroin use was more frequently 
reported by late-onset prisoners (54%) than by high-rate (49%) or early-onset prisoners 
(39%), although again, these differences were not statistically significant ( j 2(2)=3.60, 
p=0.17). Considering the data as a whole, it is possible to observe a number of 
interesting and notable trends:
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■ For seven of the 11 different illicit drug types, late-onset prisoners reported the 
highest prevalence of regular use. The exceptions were for amphetamine, 
benzodiazepines, dexamphetamine and inhalants. Overall, the illicit use of 
morphine was the only drug that late-onset prisoners were statistically more likely 
to have regularly used ( j 2(2)=8.89, p=0.01).
■ Early-onset prisoners were the most likely to report regular use of inhalants and 
dexamphetamine, but these differences did not reach conventional levels of 
significance.
■ Although very-low-rate prisoners were generally less likely than low-rate 
prisoners to have regularly used most illicit drug types, in all cases the differences 
between the two groups were not statistically significant.
■ Finally, the zero-rate prisoners had consistently lower prevalence of regular use 
across all drug types.
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7.2.6: Escalation to regular drug use
In estimating the prevalence of regular alcohol and illicit drug use in the previous 
section, we inadvertently mask two separate, but equally important issues relevant to 
our understanding of developmental trajectories in drug use. Specifically, aggregate 
prevalence estimates such as those presented earlier are calculated assuming that all 
prisoners were ‘at-risk’ of becoming a regular drug user even though, conceptually, 
regular use cannot occur unless earlier preceded by initiation. That zero-rate prisoners 
have the lowest rate of regular heroin use is an interesting but unremarkable fact 
because these same prisoners had a much lower rate of initiation to heroin to begin with. 
Treating all prisoners as if they were all at risk of regular drug use masks the true 
probability of escalation; best estimated only for those prisoners who, by virtue their 
earlier initiation, were truly at risk of becoming a regular drug user. The second is the 
rate at which escalation occurs and whether some prisoners experience escalation more 
rapidly than others.
Key to estimating the probability of escalation in this study is the accurate identification 
of the ‘at-risk’ sample for each drug type and each combination of drug types. In this 
study, the at-risk sample varied from drug-type to drug type and comprised all prisoners 
who self-reported ever using each drug. For heroin, only those who had initiated use of 
the drug were considered ‘at-risk’ of escalating to regular heroin use. Similarly, only 
those who had experimented with amphetamine were considered ‘at-risk’ of regular 
amphetamine use.
Having identified the ‘at-risk’ sample for each drug type, it is then necessary to perform 
a series of data manipulations that translate the age-level data as collected by the DUCO 
instrument into quantifiable escalation intervals. To do this, we use the (t + 1) method
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described by Payne (2006) in which the age of first drug use is subtracted from the age 
of regular drug use {Reg Age — First Age = t ) and to which a constant value of one is 
added. As illustrated by Payne (2006), adding a constant to each escalation interval is 
necessary because the precise day or date of escalation cannot be determined from 
annualised estimates derived from self-reported age data. Where an individual 
experiments with and becomes a regular user of a drug in the same year, it follows that 
regular use cannot precede first use and must have, therefore, occurred sometime after 
but before their next birthday. In effect, individuals who report regular drug use at the 
same age as initiation are taken to have escalated within the 12 months of first use (not 
zero years) and are thereby coded as having a one year escalation interval.
In practice, this technique transforms these cross-sectional data into a quasi-longitudinal 
dataset that treats the information as if it were collected from each prisoner on the day 
of his birthday each year. Thus, a prisoner who reported regular drug use at age 13 is 
actually taken to have become a regular drug user by their 14th birthday since in a 
longitudinal format those events that occur at age 13 would not be identified until the 
collection of data on their 14th birthday. Fundamentally, this simple mathematical 
calculation is applied equally to all ‘at-risk’ prisoners and does not change the 
underlying data nor affect the substantiative comparisons between prisoners and 
trajectory groups. The only impact this technique has is on our interpretation of the final 
result, where instead of reporting that an individual escalated in the same year as their 
first use of drugs, we report that this same individual escalated within 12 months of 
their initial experimentation.
To examine escalation probabilities and rates, we employ a technique commonly known 
as discrete-time survival analysis (see Singer & Willett, 2003). This choice of method is
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largely dictated by the time-to-event nature of these data, recognising that in such 
circumstances the statistical properties of interval-time data rarely conform to any of the 
standard assumptions underpinning common multivariate regression techniques. To be 
sure, these data are truncated (at 1) and highly skewed, making the distribution non­
normal. Although in distributional terms, interval data such as these more closely 
resemble a negative binomial distribution, they are not true count data and therefore 
cannot be assumed to have been generated by a negative binomial count process.
Adding to this, these data also have another peculiarity not well served by standard 
multivariate techniques. Specifically, as described earlier, these data are affected by 
what is known as right-censoring; a problem that arises when a study’s observation of 
an event ends before the event itself has been observed. In the present study, the 
observation of regular offending is limited to the age of the offender at the time of 
interview. Whether they became a regular drug user after their interview is not known 
and failure to account for right-censoring in the analysis of interval-time data has the 
potential to distort the results and bias the outcome against individuals who were 
observed for longer periods of time.
Discrete-time survival analysis is just one of a number of techniques from within the 
survival analysis family (Singer & Willett, 2003). It is the preferred method where 
interval-time data are measured in large-discrete units (years vs. days, for example) and 
where the majority of events are observed within a relatively short period of time. 
Singer and Willet (2003) provide an excellent overview of the discrete-time survival 
method and an earlier paper using a subset of the DUCO data (Payne, 2006) 
demonstrates its application to self-reported escalation intervals for offending. In the 
present study, it is sufficient to recognise that discrete-time survival analysis is a series
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of period-by-period logistic probabilities from which the risk of escalation to regular 
offending in any one year can be calculated. The conventional model is built upon the 
assumption of proportional hazards, meaning that the differential risk of escalation 
between two groups is equal over time. Where this assumption does not hold, it is 
possible to generalise the model and thereby control for non-proportionality.
For the purposes of the present study, five models were estimated. The first examined 
the escalation interval between first and regular use of any illicit drug. In this case, the 
youngest age of first illicit drug use and the youngest age of first regular illicit drug use 
were employed to compute escalation intervals. For those not escalating to regular illicit 
drug use of any kind, the interval between first use and their current age (at the time of 
interview in 2001) was used together with an indicator variable that earmarks their 
status as ‘right-censored’. In addition to this, four alternative specifications were 
developed to estimate escalation rates and probabilities for sub-intervals of interest, 
including:
■ The interval between first illicit drug use of any kind and the regular use of a 
serious drug type (heroin, amphetamine or cocaine). This interval is a close proxy 
for the time taken to escalate from first trying drugs to becoming a dependent drug 
user;
■ The interval between first cannabis use and regular cannabis use;
■ The interval between first amphetamine use and regular amphetamine use; and
■ The interval between first heroin use and regular heroin use.
To perform discrete-time survival analysis, the person-level data must be transformed 
into a person-period dataset in which a prisoner has as many records as they have years
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of observation. This transformation process, as applied to the DUCO data, is described 
by Payne (2006), however, it is sufficient to note here that the dataset comprises one 
dichotomously coded (0/1) dependent variable and 10 dichotomously coded 
independent variables. The dependent variable is coded zero in all years prior to the 
commencement of regular drug use. It is coded to the value of one in the year of 
escalation. The independent variables of a basic discrete-time survival model are as 
numerous as the number of years in which the event is to be examined, which in the 
present study is truncated (right-censored) at 10 years. When estimated, the coefficients 
of each independent variable represent the period-by-period probability of escalation to 
regular drug use -  otherwise termed ‘risk’ or ‘hazard’ in standard survival analysis 
lexicon. It is these coefficients that allow us to estimate what proportion of the sample 
had escalated at each yearly interval and a graphical representation of the results can be 
used to represent the cumulative hazard function which, when inversed, is also known 
as the cumulative survival function.
The final important element of discrete-time survival analysis is the censoring of 
individuals having experienced the event of interest from contributing data to any future 
time periods. In other words, those who escalate to regular drug use at interval two, are 
dropped out of the analysis for intervals three through ten. Having already become a 
regular drug user, these prisoners no longer contribute data to the calculation of hazard, 
allowing the coefficient (i.e. the period specific hazard rate) at any single interval to 
represent the risk of escalation only for those still ‘at risk’ of doing so.
Once each of five base models has been developed, generalising them to include a 
comparison between trajectory groups is relatively straightforward. Specific survival 
rates can be estimated for specific groups simply by adding dichotomous indicators of
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group membership. In this study, we employ the ‘deviation from means’ coding as 
described by Hosmer and Lemeshow (1989) which, in contrast to reference-category 
coding, compares the risk of escalation for one group to the grand mean of all groups 
combined. Deviations coding is useful in this context as it allows us to identify which, if 
any, groups have an above average probability of escalation. Further, non-proportional 
hazards can be estimated by adding an interaction term between group membership and 
time and where the resulting coefficient represents the extent to which the risk of 
escalation increases or decreases with each year of survival. A Wald test of specific 
coefficient combinations allows for a comparison of the escalation risk between 
different groups and at different intervals and it is at this point that it becomes possible 
to determine which of the six conviction trajectory groups had the highest risk and 
fastest escalation to regular drug use.
Table 7.15 provides the full output and diagnostics for four discrete-time survival 
models examining the escalation from first to regular illicit drug use of any type. The 
first model represents the population averaged escalation experience of the entire at-risk 
sample. We note from the model coefficients that the probability of escalation to regular 
drug use is highest within the first year and declines for each year thereafter. We 
conclude from this base model that, if and when it occurs, escalation from first to 
regular drug use is most likely to occur within 12 months of first experimentation but, 
that for each year an individual ‘survives’, the probability of escalation subsequently 
diminishes. After 10 years of survival, the probability of becoming a regular drug user 
is very small.
A graphical representation of these trends, represented as period-by-period hazard rates, 
can be seen at Figure 7.10. Inspection of the data confirms that the risk of escalation
336
within one year of first use was approximately 36 percent. By the third year, more than 
half of all those who tried illicit drugs will have escalated to regular use.
The second model presented in Table 7.15 adds a series of independent variables 
representing five of the six conviction trajectory groups identified in Chapter 6. Recall 
from earlier that these independent variables are constructed so that their estimated 
coefficients compare each group to the grand mean of all groups combined. A 
statistically significant result for one group suggests that its members have a higher- 
than-average probability of escalating to regular drug use. As a proportional-hazards 
model, the difference between groups is estimated as being equal over time. Inspection 
of the coefficients and their standard errors indicates that two groups of prisoners -  
those following the late-onset (/?=0.37, SE=0.10) and high-rate trajectories (/?=0.39, 
SE=0.13) -  had escalated to regular drug use at higher than average rates.
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Table 7.15: Discrete time survival models for escalation from first to regular use of any 
illicit drug type
B ase  M odel
P ro p o rtio n a l
m odel
N o n ­
p ro p o rtio n a l 
m o d e l (F ull)
N o n ­
p ro p o rtio n a l
m odel
(R ed u ced )
Time 1 -0.55 -0.44 -0.46 -0.45
( 0 .0 6 ) ( 0 .0 7 ) ( 0 .0 7 ) ( 0 .0 7 )
Time 2 -1.61 -1.50 -1.60 -1.52
( 0 . 11 ) ( 0 . 11) ( 0 . 12) ( 0 . 11 )
Time 3 -1.29 -1.13 -1.31 -1.16
( 0 . 10 ) ( 0 . 11) ( 0 . 14 ) ( 0 . 11)
Time 4 -1.59 -1.39 -1.66 -1.44
( 0 . 13) ( 0 . 13) ( 0 . 18 ) ( 0 . 14 )
Time 5 -2.36 -2.11 -2.47 -2.18
( 0 . 19) ( 0 . 19 ) ( 0 . 2 5 ) ( 0 .2 0 )
Time 6 -2.28 -2.01 -2.43 -2.08
( 0 . 19 ) ( 0 .20 ) ( 0 .2 8 ) ( 0 .2 0 )
Time 7 -2.36 -2.06 -2.56 -2.14
( 0 . 2 1 ) ( 0 .2 2 ) ( 0 . 32 ) ( 0 .2 2 )
Time 8 -2.42 -2.09 -2.66 -2.19
( 0 .2 3 ) ( 0 .2 4 ) ( 0 .3 7 ) ( 0 .2 4 )
Time 9 -3.27 -2.91 -3.56 -3.03
( 0 . 3 6 ) ( 0 . 3 6 ) ( 0 .4 9 ) ( 0 .3 7 )
Time 10 -3.50 -3.12 -3.85 -3.25
( 0 .4 1 ) ( 0 .4 2 ) ( 0 .5 5 ) ( 0 .4 3 )
C on viction  tra jectory
VLS - -0.10 -0.09 -0.07
- ( 0 .0 8 ) ( 0 . 10) ( 0 .0 8 )
LD - 0.07 0.09 0.10
- ( 0 .0 9 ) ( 0 . 12) ( 0 .0 9 )
LMP - 0.37 0.23 0.22
- ( 0 . 10 ) ( 0 . 13) ( 0 . 13)
EMD - 0.22 0.19 0.25
- ( 0 . 13 ) ( 0 . 17) ( 0 . 13)
HD - 0.39 0.34 0.41
- ( 0 . 13 ) ( 0 . 17) ( 0 . 13)
N on -p rop ortion a l
h azard
LS*time - - 0.08 -
- - ( 0 .0 5 ) -
LD*time - - 0.08 -
- - ( 0 .0 6 ) -
LMP*time - - 0.18 0.11
- - ( 0 .0 7 ) ( 0 .0 6 )
EMD*time - - 0.11 -
- - ( 0 .0 8 ) -
HD*time - - 0.12 -
- -
( 0 .0 9 )
-
Diagnostics
LL -1852.685 -1790.978 -1787.29 -1789.11
P a ram e te rs 10 15 20 16
B IC 3788.91 3707.27 3741.67 3711.881
Source: AIC DUCO Follow-up [Computer File]
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Figure 7.10: Period-by-period hazard rates of time from first to regular use of any illicit 
drug type (hazard)
2 0.3
2 0.25
Years since first illicit drug use
Source: AIC DUCO Follow-up [Computer File]
The third and fourth models in Table 7.15 relax the assumption of proportionality by 
including for each group an interaction with time. In practice, the interaction term 
allows the relative hazard rate for each group to increase or decrease for each year of 
additional survival. The model labelled ‘full’ in Table 7.15 includes interaction terms 
for all groups, while the ‘reduced’ model provides a simplified specification in which 
the non-significant interaction terms have been removed. Examination of the output for 
both models reveals that for all groups, with the exception of the late-onset prisoners, 
the relative risk of escalation is best described as proportional over time. For those 
following a late-onset trajectory however, it seems that the risk of escalation is non­
proportional and that, relative to their peers, the risk of becoming a regular drug user 
was greater after longer periods of survival.
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To illustrate this, Figure 7.11 compares the period-by period hazard rates for the three 
moderate and high-rate offender trajectories (LMP, EMD and HD). It shows that up to 
and including five years since first use, the relative probability of escalation to regular 
illicit drug use was approximately equal for all three groups. After the fifth year, 
however, the hazard rate estimated for those following a late-onset trajectory began to 
diverge. After nine years of not escalating to regular illicit drug use, late-onset prisoners 
(hr=0.12) were now two times more likely to escalate than their early-onset (hr=0.05) 
and high-rate peers (hr=0.06).
Figure 7.11: Period-by-period hazard rates of escalation from first to regular use of any 
illicit drug type -  by LMP, EMD and HD conviction trajectories (hazard)
2 0.3
S 0.25
LMP
------EMD
------HD
Years since first use
Source: AIC DUCO Follow-up [Computer File]
In a final examination of these data we return to the question of between-group 
differences. We recall that in the specification of the model, coefficients were estimated 
for each group relative to the grand mean of all groups combined. It showed that the 
late-onset and high-rate prisoners had experienced a higher-than-average risk of 
escalation even though in the non-proportional model it was the case that the late-onset
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prisoners were only at greater risk at later time intervals. To examine the specific 
difference between groups, we use the non-linear combinations of model coefficients to 
calculate a Wald statistic for each paired comparison. The results of these tests are 
provided in Table 7.16. They show that:
■ Zero-rate prisoners were statistically less likely than all other groups to escalate to 
regular illicit drug use.
■ There was no difference between the early-onset or late-onset offender groups up 
to the fifth year. After this time, the late-onset prisoners were at a significantly 
higher risk of escalating if they had not already done so (see Table 7.17).
■ There was no difference between high-rate and moderate-rate prisoners at any 
time-interval, however high-rate prisoners were at greater risk of escalation than 
the sporadic and zero-rate prisoners only.
Table 7.16: Non-linear tests of equality for coefficients of the reduced non-proportional 
model of escalation from first to regular use of any illicit drug type (Wald x 2)
ZERO VLS LD LMP EMD HD
ZERO - - - - - -
VLS
47.79
p= 0.00
- - - - -
LD
56.29
p= 0 .00
2.13
p = 0 .1 4 4
- - - -
LMP
40.13
p= 0 .00
3.05
p = 0 .0 8
0.43
p = 0 .5 1
- - -
EMD
41.36
p= 0 .00
3.55
p = 0 .0 6
0.64
p = 0 .4 2
0.02
p = 0 .8 9
- -
HD
54.11
p= 0.00
8.24
p= 0 .0 0
3.01
p = 0 .0 8
0.85
p = 0 .3 6
0.60
p = 0 .4 4
-
Source: A1C DUCO Follow-up [Computer File]
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Table 7.17: Non-linear test of equality of coefficients of the reduced non-proportional 
model of escalation from first to regular use of any illicit drug type (Wald x 2)
LMP HD
EMD 4.08 1.94
(at Time 5) p= 0.04 p = 0 .1 6
EMD 4.73 3.70
(at Time 10) p=0.03 p = 0 .0 6
Source: AIC DUCO Follow-up [Computer File]
For each of the four alterative measures of escalation, a full suite model output and 
diagnostics can be found at Appendix E, including a description of the final model for 
each measure. For the purposes of this discussion, a summary of key findings are 
presented as they relate to differences between each of the six conviction trajectories as 
seen in the coefficient comparisons provided at Tables 7.18 to 7.21. Inspection of these 
data indicates that:
■ The rate of escalation from first to serious dependent drug use (measured by 
proxy as the regular use of heroin, amphetamine or cocaine) peaked at four years. 
The moderate-rate and high-rate prisoners experienced a greater-than-average risk 
of escalation, but when compared among these three groups there was no 
statistically significant difference.
■ The risk of escalation from first cannabis to regular cannabis use peaked in the 
first year and declined for each year thereafter. Both moderate-rate prisoner 
groups (early and late-onset) were more likely to escalate than average, but 
between-group comparisons once again yielded no statistically significant 
differences.
■ For amphetamines, the escalation from first to regular use was highest in the first 
year and declined sharply, approaching zero by the fifth year of survival. The late- 
onset and high-rate prisoner groups had higher than average rates of escalation,
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but at the between-group level, a test of these differences did not reach 
conventional levels of significance.
■ For heroin, the escalation rate was similar to that estimated for both cannabis and 
amphetamine. Late-onset prisoners were the only group to have a statistically 
higher than average rate of escalation, however they were not significantly more 
likely to escalate than their early-onset or high-rate peers when these differences 
were tested separately.
Table 7.18: Non-linear tests of equality for coefficients of the proportional model of 
escalation from first to regular use of a serious drug type (Wald x 2)
ZERO VLS LD LM P EM D HD
ZERO - - - - - -
LS
28.45
p=0.00
- - - - -
LD
34.28
p-0 .00
1.29
p=0.26
- - - -
LM P
91.39
p=0.00
34.98
p=0.00
18.76
p=0.00
- - -
EM D
55.77
p=0.00
14.57
p=0.00
7.54
p=0.01
0.61
p=0.44
- -
HD
83.85
p=0.00
32.75
p=0.00
19.86
p=0.00
0.57
p=0.45
1.80
p-0 .18
-
Source: AIC DUCO Follow-up [Computer File]
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Table 7.19: Non-linear tests of equality for coefficients of the proportional model of 
escalation from first cannabis to regular cannabis use (Wald x 2)
ZER O  VLS LD LM P EM D  HD
ZER O -
LS
37.01
p = 0 .0 0
LD
41.35 1.18
p = 0 .0 0  p = 0 .2 8
LM P
54.94 7.32 2.55
P = 0 .00  p - 0 .0 1  p= 0 .11
EM D
31 .21  4 .64 1.73 0.00
p = 0 .0 0  p = 0 .0 3  p = 0 .1 9  p = 0 .9 9
HD
23.98 0.58 0.00 1.62 1.26
p - 0 .0 0  p = 0 .4 5  p = 0 .9 9  p = 0 .2 0  p = 0 .2 6
Source: AIC DUCO Follow-up [Computer File]
Table 7.20: Non-linear tests of equality for coefficients of the proportional model of 
escalation from first amphetamine to regular amphetamine use (Wald x 2)
ZERO VLS LD LM P EM D HD
ZER O - - - - - -
LS
21.22
p - 0 .0 0
- - - - -
LD
26.56
p = 0 .0 0
1.33
p = 0 .2 5
- - - -
LM P
49.03
p = 0 .0 0
13.45
p = 0 .0 0
5.35
p = 0 .0 2
- - -
EM D
17.41
p = 0 .0 0
0.63
p = 0 .4 3
0.00
p = 0 .9 6
3.38
p = 0 .0 7
- -
HD
28.46
p = 0 .0 0 0
3.85
p = 0 .0 5
0.94
p = 0 .3 3
0.96
p = 0 .3 3
0.70
p - 0 .4 0
-
Source: AIC DUCO Follow-up [Computer File]
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Table 7.21: Non-linear tests of equality for coefficients of the proportional model of 
escalation from first heroin to regular heroin use (Wald x 2)
ZERO VLS LD LMP EMD HD
ZERO -
LS
1.21
p = 0 .2 7
LD
0.38 0.18
p = 0 .5 4  p = 0 .6 7
LMP
5.46 14.82 9.21
p = 0 .0 2  p = 0 .0 0  p = 0 .0 0
EMD
0.09 1.44 0.66 2.56
p = 0 .7 7  p - 0 .2 3  p = 0 .4 2  p = 0 .U
HD
1.49 5.45 3.26 0.71 0.58
p = 0 .2 2  p = 0 .0 2  p = 0 .0 7  p = 0 .4 0  p = 0 .4 5
Source: AIC DUCO Follow-up [Computer File]
To end this examination of escalation and regular drug use, Table 7.22 provides a brief 
comparative examination of the survival-adjusted ages at which prisoners in this sample 
commenced the regular use of each drug type. Here, the median age of regular use has 
been calculated, including 95% confidence intervals, for those who by age 30 had 
transitioned to regular use. Inspection of the results indicates that:
■ The median age at which all prisoners first used an illicit drug regularly was 14 
years. Both the high-rate and early-onset prisoners had the lowest median age (13 
years) followed by the late-onset, low-rate and sporadic prisoners (14 years, 
respectively). Where regular drug use occurred, the median age of commencement 
for zero-rate prisoners was 16 years.
■ For most drug types, late-onset prisoners were generally older than their early- 
onset and high-rate peers, however inspection of the confidence intervals suggests 
that any differences between these three groups are not statistically significant. 
This is consistent with our findings from earlier that the probability and rate of 
escalation was the same for each of the three groups.
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Table 7.22: Survival-adjusted age of regular drug use (median)
Median age of regular use (of those who had ever used)
ZERO VLS LD LMP EMD EHD Total
Alcohol
9 5 %  C l 18
18
18 16
16
16 15
16
16 15
15
16 14
15
16 14
15
15 16
16
17
Cannabis
9 5 %  C l 16
17
18 15
15
16 15
15
16 14
14
15 13
14
15 13
14
14 15
15
15
Heroin
9 5 %  C l 18
2 1
25 18
20
22 16
18
20 18
19
20 16
18
20 16
17
18 18
19
20
Amphetamine
9 5 %  C l 20
2 2
27 18
19
21 16
17
18 17
17
18 15
16
17 15
16
16 17
18
18
Cocaine
9 5 %  C l 15
25
30 19
20
21 15
17
20 18
20
22 15
18
n e . 14
17
18 18
19
20
LSD
9 5 %  C l 17
18
20 15
17
17 16
17
18 16
16
18 14
16
18 14
15
16 16
17
17
Methadone
9 5 %  C l 18
24
2 9 17
20
2 6 15
17
ne. 18
19
23
na. na.
18
20
2 3
Dexamphetamine
9 5 %  C l 15
18
15
19
2 4 7
15
ne. 13
20
23 8
15
19
na.
16
18
20
Benzodiazepines
9 5 %  C l 18
2 2
3 0 17
19
2 4 16
17
18 16
17
22 16
17
21 16
18
19 17
18
20
Morphine
9 5 %  C l 13
18
33 17
20
22 16
19
25 16
18
23 17
18
21 14
18
n e . 18
18
20
Steroids
9 5 %  C l
na.
19
23
2 7
na.
16
20
2 4
na. na.
19
2 1
2 3
Inhalants
9 5 %  C l
na.
11
1 2
15 10
13
14 8
1 2
14 12
15
n e . 9
14
n e . 12
13
14
Any
9 5 %  C l 15
16
16 14
14
15 13
14
15 13
14
14 13
13
14 13
13
14 14
14
15
Any Illicit
9 5 %  C l 17
17
18 15
16
16 15
15
16 , 4
15
15 13
14
15 13
14
15 15
15
15
na. = sample size less than 5 
ne. = not estimable
Source: AIC DUCO Follow-up [Computer File]
7.2.7: Longitudinal trajectories of drug use initiation and escalation
We conclude this comparison of between-group differences by returning for the last 
time to the use of GBTM as a means to summarise the significant complexity that 
underlies the combined drug initiation and drug escalation trajectories of these 1,184 
prisoners. As set out earlier, it was possible to identify three distinct drug initiation 
pathways marked by substantiative differences in both the number and pace with which 
a series of 11 different illicit drugs were used. At the time, it was noted that these drug 
initiation pathways were only part of the overall story, since regular drug use is also
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likely to intersect meaningfully within the developmental trajectory. To this extent, we 
build on that earlier model by incorporating all regular drug use escalation events into 
the developmental process. By doing so, the developmental sequence of drug use now 
represents a count by age of the number of drug initiation and escalation events -  herein 
referred to as transition events.
Following an equivalent methodological and model building approach, this examination 
begins with the estimation and comparison of a successive iteration of GBTM models in 
which a new group is introduced at each stage. Table 7.23 reproduces the baseline 
diagnostics for each model up to and including six quadratic trajectories. In addition, 
Table 7.24 also summarises the outcomes of a series of alternative models specified for 
up to five groups using a cubic function form.
The decision to investigate the cubic function was largely driven by a series of 
seemingly incongruous results emanating from the six quadratic specifications. For 
example, a comparison of the Bayesian Information Criteria (BIC=-13477.13) and the 
Bayes Factor (Bayes=6.34eD)) suggests that a six-group quadratic solution provided a 
superior fit to the data. Upon further investigation of the model’s parameters, however, 
the six-group quadratic solution produced an average posterior probability of 0.69 
(Table 7.24), a value that is lower than the threshold (0.70) recommended for any single 
group by Nagin (2005). Working backwards from the six-group quadratic solution 
reveals that both the five and four-group solutions also produced at least one point of 
support with an average posterior probability lower than the recommended threshold, 
suggesting that beyond three groups, the quadratic specification provides weak 
prediction of group membership.
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The modelling outcomes using a cubic specification yielded a more reliable solution. In 
Table 7.23 for example, it can be noted that the four group specification produced a 
superior fit to the data (BIC=-13442.23); one that was not only superior to the five 
group cubic specification (BIC=-13457.17) but also when compared to the best of the 
quadratic specifications (BIC=-13477.13). It was both strongly supported by the Bayes 
Factor (Bayes=2.14e(8)) and had a 100 percent probability of being the correct model. 
Finally, the average posterior probability for this solution was estimated at 0.82, with 
the lowest value for any single group still exceeding the recommended lower-bound 
threshold of 0.70. For this reason, it is possible to conclude that the best fit to these drug 
use transition data was achieved by a four-group solution in which the trajectories of 
drug use were captured as a cubic functional process.
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Table 7.24: Posterior probabilities of illicit drug transition trajectories
Highest Posterior 
Probability 
(.A v e P P )
Lowest posterior 
probability 
{AvePP)
Average posterior 
probability 
{AvePP)
Absolute difference 
in group assignment
(%)
Q u a d ra tic  sp ec ifica tio n
1 Groups (2) n/a n/a n/a n/a
2 Groups (2,2) 0.97 0.92 0.95 2.0
3 Groups (2,2,2) 0.90 0.84 0.86 3.9
4 Groups (2,2,2,2) 0.89 0.69 0.77 5.1
5 Groups (2,2,2,2,2) 0.70 0.69 0.77 7.7
6 Groups (2,2,2,2,2,2) 0.87 0.64 0.69 12.1
C u b ic  sp ec ifica tio n
1 Group (3) n/a n/a n/a n/a
2 Groups (3,3) 0.97 0.92 0.95 1.8
3 Groups (3,3,3) 0.90 0.81 0.85 4.3
4 Groups (3,3,3,3) 0.90 0.77 0.82 11.1
5 Groups (3,3,3,3,3) 0.79 0.61 0.74 13.5
Source: AIC DUCO Follow-up [Computer File]
Table 7.25: Posterior probabilities -  four-group illicit drug transition trajectory solution
(3333)
Group 1 Group 2 Group 3 Group 4
Group 1 0.90 0.02 0.06 0.01
Group 2 0.02 0.79 0.19 0.00
Group 3 0.02 0.13 0.78 0.07
Group 4 0.01 0.01 0.22 0.77
Source: AIC DUCO Follow-up [Computer File]
In considering the merits of the four-group cubic solution, the Odds of Correct 
Classification (OCC) are calculated and presented in Table 7.26. From this, it can be 
noted that the OCC values range from 5.3 to 36.8, each exceeding the minimum 
recommended threshold of 5.0 (Nagin 2010). Further, a comparison of the estimated 
and actual size of each group is presented in Table 7.27, illustrating an absolute 
difference (assignment error) of 11.1 percent. Although across each group the difference 
between the actual and estimated size did not exceed four percent, it is worth noting that 
the error, when evaluated proportional to the estimated group size, is relatively large for
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Group 4. For example, the estimated size of Group 4 was 8.3 percent, while the actual 
size after individual posterior probability assignment was 6.3 percent. The difference of 
2.1 percent represents an actual relative loss of 25 percent of its estimated sample. Put 
another way, Group 4 was estimated to comprise 98 prisoners. However, after group 
membership assignment was complete 24 prisoners were lost to other groups.
Table 7.26: Odds of correct classification -  four-group illicit drug transition trajectory 
solution (3333)
Average posterior 
probability (A v e P P j )
Estimated group 
size (Uj)
Odds of correct 
classification (O C C j )
Group 1 0.90 0.34 16.9
Group 2 0.79 0.18 17.1
Group 3 0.78 0.40 5.3
Group 4 0.77 0.08 36.8
Source: AIC DUCO Follow-up [Computer File]
Table 7.27: Group assignment probabilities and actuals -  four-group illicit drug 
transition trajectory solution (3333)
f t j  —Estimated 
assignment (%)
Actual
assignment (n)
P j — Actual 
assignment (%)
Absolute 
difference (%)
Group 1 34.22 434 36.66 2.4
Group 2 17.68 168 14.19 3.5
Group 3 39.79 508 42.91 3.1
Group 4 8.31 74 6.25 2.1
Total 100 1184 100 11.1
Source: AIC DUCO Follow-up [Computer File]
Figure 7.12 graphically depicts the four unique cubic trajectories estimated as best 
representing the drug use transition pathways of these 1,184 prisoners. Overall, three of 
the four trajectories appear consistent with those estimated for drug initiation events 
earlier in this chapter. In addition, however, a fourth group of prisoners have emerged 
as having an early-initiation and very-fast paced escalation through illicit drug use, 
peaking at age 16 and diminishing to zero by age 23 onwards. This group of prisoners,
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albeit representing only five percent of the sample, experimented and regularly used a
greater number of drug types than either of the three other prisoner groups.
Figure 7.12: Predicted illicit drug transition trajectories -  four-group illicit drug 
transition trajectory solution (33,3,3)
oT 1.6
(Early-high)
(Moderate-late)
(Moderate-early)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure 7.13 describes the joint distribution of these drug use transition trajectories and 
the six conviction trajectories identified in Chapter 6. Overall, a greater proportion of 
high-rate (HD) and early-onset (EMD) prisoners had transitioned through drug use on a 
trajectory that started early and was very fast paced (15% and 14%, respectively). The 
late-onset prisoners (LMP) on the other hand were more likely to have transitioned 
through drug use early, but at a moderate rate, while zero-rate prisoners were the most 
likely of all prisoner groups to have followed a low-rate drug use trajectory.
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Figure 7.13: Joint distribution of conviction (2,2,2,1 >2,2) and illicit drug transition (3,3>33) 
trajectories (%)
■ Early-Fast
1  Moderate-Early 
Moderate-Late
■ Low
ZERO VLS LD LMP EMD HD All
Prisoners
Source: AIC DUCO Follow-up [Computer File]
To consider the merits of these differences Tables 7.28 and 7.29 summarise the 
properties of the joint distribution between drug use and conviction trajectories. Given 
the relatively small number of prisoners following the fast-paced drug transition 
trajectory, these prisoners have been combined together with those who transitioned 
through drug use early, but at a moderate rate. The rationale for this combination is that 
both groups started early, transitioned quickly and differ only with respect to the 
number of drug types they had used on average by age 29. For comparative 
convenience, these two early-initiation drug using groups are combined into a single 
group.
Inspection of the data in Table 7.28 illustrates high-rate prisoners were 
disproportionately over-represented in the early drug use transition trajectories (83%), 
while the zero-rate prisoners were disproportionally over-represented in the low-rate
353
drug transition trajectory (70%). Consideration of the partitioned likelihood ratio chi 
square tests in Table 7.29 illustrates that:
■ The high-rate (HD) prisoners were not significantly more likely than their 
moderate-rate peers to have commenced drug use early and escalated quickly (LR 
X2(2)=5.80,p=0.07);
■ Early and late-onset prisoners were not significantly different from each other (LR 
J 2(2)=4.39, p=0.11);
■ Low-rate prisoners were more likely than their moderate-rate peers to have had a 
low-rate drug use transition profile (LR j 2(2)=38.22, p=0.00), however there was 
no significant difference (LR j 2(2)=1.20, p=0.55) between the two low-rate 
prisoner groups; and
■ Consistent with all of the data presented thus far, zero-rate prisoners are 
significantly more likely than any other group to have used fewer drugs and to 
have progressed along a trajectory that was low in frequency and late in timing 
(LR x2(2)=248.40, p=0.00)
Table 7.28: Joint distribution of conviction (2,23,1,2,2) and illicit drug transition (3 3 3 3 )  
trajectories (%)
ZERO VLS LD LMP EMD HD Total
Low 70.2 29.3 26.7 9.5 16.7 7.9 36.7
( A d ju s te d  r e s id u a l) (1 5 .7 2 ) ( -3 .3 2 ) ( -3 .2 1 ) ( -7 .0 2 ) ( -3 .7 9 ) ( -5 .3 8 )
Late 8.7 17.6 15.3 21.9 12.8 9.2 14.2
( A d ju s te d  r e s id u a l) ( -3 .5 4 ) (2 .1 2 ) (0 .5 1 ) (2 .7 5 ) ( -0 .3 6 ) ( -1 .2 9 )
Early 21.1 53.1 57.9 68.6 70.5 82.9 49.2
( A d ju s te d  r e s id u a l) ( -1 2 .6 8 ) (1 .7 2 ) (2 .7 6 ) (4 .8 4 ) (3 .9 0 ) (6 .0 8 )
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Note: ^ 2(10)=298.01, p=0.00
Source: AIC DUCO Follow-up [Computer File]
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Table 7.29: Partitioned Likelihood Ratio Test (LR x 2) of the joint distribution of 
conviction ( 2 2 2 , 1 2 2 )  and illicit drug transition (3,333) trajectories
df LR Chi P
Zero vs. Other (VLS, LD, LMP, EMD & HD) 2 248.40 0.00
Very-low (VLS) vs. Low (LD) 2 1.20 0.55
Low (VLS & LD) vs. Moderate/High (LMP, EMD & HD) 2 38.22 0.00
Early (EMD) vs. Late Onset (LMP) 2 4.39 0.11
Moderate (LMP & EMD) vs. High-rate (HD) 2 5.80 0.07
Global 10 298.01 0.00
Source: AIC DUCO Follow-up [Computer File]
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Chapter 8: Exploring drug use and 
within-individual change
Our investigation of the developmental nexus between drug use and crime has thus far 
focused on the extent to which prisoners of different trajectories experience drug use at 
different rates and intensities over the life-course. Unexpectedly, although some 
differences were identified between the groups, the strength of these relationships are 
best characterised as weak and of any meaningful predictive validity. Contrary to our 
predictions for example, the drug use experience of early-onset and late-onset prisoners 
shared many similar features, starting at almost the same age, escalating at near equal 
rates and speeds, and having developmental pathways that were, for all intents and 
purposes, equivalent. Even the highest rate offending prisoners shared similar drug use 
trajectories and profiles, with only a few small differences that could not be used to 
clearly differentiate them from other groups in a meaningful and predictable way. 
Perhaps the only strong conclusion to be drawn from the data presented thus far is that 
zero-rate prisoners were markedly different to their peers on all measures of drug use.
Although it is true that the moderate-rate and high-rate prisoners shared a very similar 
pattern of illicit drug use, it is possible the relationship between drug use and crime 
carries with it a qualitative and quantitatively different meaning to the development of 
different trajectories. That two prisoners of two very different conviction pathways can 
have an equal experience with drug use suggests that either drug use is meaningless to 
the development of offending, or, that the correlation between drug use and crime is 
path dependent. Put simply, the experience of drug use may exert different pressures 
within different trajectories and at different points in the life-course. Some offenders,
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for example, may be relatively unaffected by drug use such that the correlation is weak 
or non-existent across the entire age range. Drug use or not, prisoners following a 
trajectory of this kind may commit crimes at roughly equal rates because the cause of 
both activities is one and the same. Others’ trajectories may only be influenced by drug 
use in the adolescent years as the experimentation and use of drugs facilitates a bridging 
of the maturity gap, but beyond which both crime and drug use begin to decline and the 
relationship between the two diminishes. Finally, in other trajectories it may be that 
rates of conviction are little affected by drug use because both behaviours develop 
simultaneously and from a single, or set of, common causal factors. Perhaps for these 
prisoners, drug use plays a more important role later in life as it delays desistance and 
prevents the attainment of critical adulthood transitions.
In all three scenarios, the suggestion that drug use and crime are correlated at different 
strengths and at different ages suggests that efforts to intervene require targeted 
strategies informed by knowledge of these differential relationships. It is for this reason 
that we return to the use of GBTM, this time with a view to answering the final key 
questions of this research -  is the nexus between drug use and crime path-dependent?, 
and to what extent does the correlation between both phenomena vary within 
trajectories and by age?
8.1: Analytical framework
Generalising the Zero-inflated Poisson model to incorporate time-varying covariates is 
described by Nagin (2005) using the following notation:
lnW) = Pi + P lA g e t + P lA g e}
+cc[zlt + a[z2t + ••• + a[zLt + et,
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where a series of time-varying covariates ztt are estimated as having a differential 
impact on each of j  trajectories. This specific notation of a(essentially requires that the
quantitative relationship of covariate a is evaluated separately for each trajectory. 
Adapted from Nagin (2005), Figure 8.1 provides a graphical depiction of this 
generalisation to the base model to include time-varying covariates for drug use at each 
age and as exerting influence on each trajectory. The generalised model used in this 
study is therefore given by:
ln(^t) = ßo+ ß{Aget + ß ]2Age^ + a[Drugt,
where the Poisson rate of offending at time t for an individual of group j  is estimated as 
a quadratic function of age at time t together with the time-varying influence of regular 
illicit drug use also at time t.
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Figure 8.1: The generalised model with time-varying covariates - adapted from Nagin 
(2005)
Conv10 Convir Conv12 Conv13 .. Conv29
Probability of 
trajectory group 
membership
Group 4 Group 5 Group 6Group 1 Group 2 Group 3
Drug10 Druglx Drug12 Drug13 .. Drug29
Source: Adapted from Nagin (2005, p. 122)
It should be noted that in the description above, the within-trajectory relationship 
between drug use and crime is measured in this chapter as the transition to regular illicit 
drug use. This is for two reasons. First, illicit drug use of any kind is ubiquitous 
throughout this population of prisoners with the lifetime prevalence nearing or equal to 
100 percent in some cases. Since almost all prisoners try at least one illicit drug at some 
point, there would be insufficient within-trajectory variance to calculate an appropriate 
counterfactual of non-drug users against which the association between drug use and 
conviction rates can be estimated. The relatively small, if non-existent counterfactual 
samples in most trajectories would render model coefficients inestimable. The second 
reason is that this analysis is motivated by the desire to understand how the behavioural 
aspects associated with illicit drug use can influence rates of conviction over the life- 
course. This not only requires an appropriate counterfactual of non-drug users, but 
should also be based on a measure of drug use that most closely relates to either the
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psychopharmacological or economic compulsive connotations of regular use. Simple 
experimentation with illicit drugs is ubiquitous in this sample and although it may be 
contextually meaningful in early developmental circumstances, it does not necessarily 
accord with our intent to estimate the conviction rate response to the behavioural 
changes most commonly associated with regular or dependent level drug use.
To capture the onset of regular illicit drug use as a time-varying covariate, this single 
independent variable is transformed into a period-by-period dichotomous indicator for 
each of the 20 periods over which the sample’s conviction data were observed. In this 
case, these now 20 independent time-varying indicators of regular illicit drug use are 
coded to the value of one in the year of initiation and in all years thereafter. For an 
offender that commenced regular illicit drug use at age 18, for example, the independent 
variables measuring drug use at age 18 through to age 29 are coded as one. In all years 
prior to age 18, the age-relevant variables are coded to the value of zero. Since 
information about drug use desistance was not captured in the DUCO survey, it was not 
possible to identify periods of high and low drug use, nor was it possible to indicate 
when and if regular drug use had ceased at any time prior to the age of 30. For this 
reason, we conceptualise the measurement of regular illicit drug use in this study as an 
indicator of each prisoner’s transition into a state of regular drug use and we interpret 
the results knowing that not all prisoners will have necessarily continued regular drug 
use for the entire time their conviction data was observed.
By including these time-varying indicators of regular illicit drug use, the generalised 
form of the GBTM model measures the averaged difference in conviction rates between 
regular illicit drug users and non-regular illicit drug users across the entire length of the 
trajectory. As a time-varying covariate, its estimation accounts for the fact that different
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prisoners commence drug use at different ages and although measured by 20 separate 
variables, only one parameter estimate is measured for each trajectory. For the purposes 
of this study our analysis is guided by the pursuit of two key outcomes. The first is 
whether regular illicit drug users have higher than average conviction rates across each 
of the five trajectories. A positive finding in this regard would offer support for the 
hypothesis that regular illicit drug use is associated with higher than average rates of 
conviction even when compared among like prisoners following the same 
developmental pathway. In the context of the theoretical framework detailed earlier in 
this thesis, to find that regular illicit drug use increases rates of conviction within 
trajectories suggests that the relationship is not the result of a selection bias because the 
estimate of the effect is confined to the differences between drug users and non-drug 
users who were, for all intents and purposes, developmentally similar.
The second key point of interest is whether the magnitude of the difference between 
regular and non-regular users is statistically different between trajectories. In other 
words, does the onset and subsequent involvement in regular illicit drug use impact 
different groups of prisoners at varying degrees of intensity? An affirmative finding on 
this count would indicate that the relationship between drug use and crime is path- 
dependent and efforts to develop interventions that seek to prevent both activities 
should be cognisant of these differential processes.
8.2: On the nexus between drug use and trajectory 
development
8.2.1: Regular illicit drug use
Table 8.1 details the full model output and diagnostics for the six-group trajectory 
specification in which regular illicit drug use is modelled as a time-varying covariate
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(tvc). At the outset, it should be noted that for this new model the Bayesian Information 
Criteria (BIC) is larger (BIC=-35875.48) than its predecessor in which regular illicit 
drug use was not included. This confirms that regular illicit drug use provides an 
important point of differentiation both between trajectories and within-trajectories over 
time.
Inspection of the six parameters representing regular illicit drug use in Table 8.1 reveals 
a number of key findings. With the exception of early-onset prisoners (b=0.05, p=0.21), 
those who regularly used illicit drugs had higher rates of conviction compared to their 
peers who did not. The magnitude of the effect was greatest for zero-rate prisoners 
(b=1.95, p=0.00), followed by very low-rate prisoners (b=0.45, p=0.00) and high-rate 
prisoners (b=0.37, p=0.00). Although still statistically significant, the magnitude of the 
effect associated with regular illicit drug use was not as strong for late-onset (b=0.23, 
p=0.00) or low-rate prisoners (b=0.19, p=0.00).
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Table 8.1: Conviction trajectories from ages 10 to 29 years - six-group solution with 
regular illicit drug use as a time-varying covariate (2,2,2,!>2,2)
Estimate SE T for HO P
Group 1 Intercept -7.36 0.57 -12.86 0.00
Linear 0.12 0.09 1.38 0.17
Quadratic 0.01 0.00 1.62 0.10
Regular illicit drug use (tvc) 1.95 0.12 16.00 0.00
Group 2 Intercept -1.70 0.14 -12.21 0.00
Linear -0.05 0.02 -2.02 0.04
Quadratic 0.00 0.00 4.17 0.00
Regular illicit drug use (tvc) 0.45 0.04 10.85 0.00
Group 3 Intercept -1.19 0.07 -17.48 0.00
Linear 0.15 0.01 10.24 0.00
Quadratic -0.01 0.00 -10.90 0.00
Regular illicit drug use (tvc) 0.19 0.03 7.05 0.00
Group 4 Intercept -2.42 0.07 -35.65 0.00
Linear 0.17 0.00 42.44 0.00
Regular illicit drug use (tvc) 0.23 0.05 4.39 0.00
Group 5 Intercept 0.13 0.06 2.36 0.02
Linear 0.14 0.02 8.66 0.00
Quadratic -0.01 0.00 -13.37 0.00
Regular illicit drug use (tvc) 0.05 0.04 1.26 0.21
Group 6 Intercept -1.58 0.06 -24.42 0.00
Linear 0.33 0.01 23.74 0.00
Quadratic -0.01 0.00 -18.15 0.00
Regular illicit drug use (tvc) 0.37 0.03 11.16 0.00
Zero-inflation Intercept 2.83 0.07 38.04 0.00
Linear -0.58 0.02 -35.50 0.00
Quadratic 0.03 0.00 33.04 0.00
Membership
Group 1 Reference category
Group 2 -0.26 0.09 -3.04 0.00
Group 3 -0.67 0.09 -7.10 0.00
Group 4 -1.10 0.11 -10.01 0.00
Group 5 -1.81 0.14 -12.60 0.00
Group 6 -1.44 0.12 -11.98 0.00
Diagnostics
BIC (n=23,279) -35870.48
BIC (n=l ,184) -35824.31
AIC -35745.62
LL -35714.62
Source: AIC DUCO Follow-up [Computer File]
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Figure 8.2: Estimated impact of regular illicit drug use by trajectory type (scaled conviction counts)
Group 1: ZERO Group 2: VLS
10111213141516171819  20 2122 23 24 25 26 27 28 29 
Age (years)
101112 131415 1617 1819 20 2122 23 24 25 26 27 28 29
Age (years)
Group 3: LD Group 4: LMP
Group 5: EMD Group 6: HD
10 1112 13 14 15 1617 18 19 20 2122 23 24 25 26 27 28 29 10111213  141516171819  20 2122 23 24 25 26 27 28 29
Age (years) Age (years)
Note: Light grey = regular illicit drug use from 16 years onwards.
Source: AIC DUCO Follow-up [Computer File]
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To illustrate these results, Figure 8.2 plots the predicted conviction rates for regular 
illicit drug users and non-users within each trajectory. For illustrative purposes, the 
scale of the y-axis has been adjusted so that the proportional impact of regular illicit 
drug use can be more clearly identified. Further, since regular illicit drug use may 
commence at different ages for different groups, the prototypical plots presented here 
are generated assuming that regular illicit drug use commenced in all groups at age 16.
Inspection of Figure 8.2 confirms that for all but one group, the conviction trajectory of 
those who commenced regular illicit drug use was higher than for those who did not. 
The magnitude of the difference between regular illicit drug users and non-users was 
greatest for zero-rate and very low-rate prisoners, while for early-onset prisoners there 
was no discemable difference.
Although it appears from Figure 8.2 that regular illicit drug use has a greater impact on 
some trajectories compared to others, a visual inspection of the coefficients alone is 
insufficient to confirm whether these differences are statistically significant. Instead, we 
employ a series of non-linear tests to examine the equality of coefficients between 
groups, the outcomes of which are provided in Table 8.2. From this it can be concluded 
that:
■ Regular illicit drug use had a larger impact on zero-rate prisoners than any other 
trajectory group. Specifically, the estimated increase in the rate of convictions 
(b= 1.95) was significantly higher than experienced by very low-rate 
(j 2(1)=148.8, p=0.00), low-rate ( / 2(1)=201.4, p=0.00), early-onset Gf2(l)=218.1, 
p=0.00), late-onset Cf2(l)= 166.6, p=0.00) and high-rate prisoners Gf2(l)=157.8,
p=0.00).
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■ Second only to their zero-rate peers, the influence of regular illicit drug use was 
statistically greater for very low-rate prisoners than for their low-rate (j 2(1)=31 .0, 
p=0.00), early-onset (j 2(1)=46.4, p=0.00) and late-onset peers ( / 2(l)=10.7,
p=0.10).
■ Although regular illicit drug use had a seemingly greater effect on very low-rate 
(b=0.45) compared to high-rate prisoners (b=0.37), the difference between the two 
groups was not statistically significant (j 2(1)=2.8, p=0.10). To this we conclude 
that regular illicit drug use increased the rate of conviction equally but 
proportional to the base rate of each group.
■ Of the three moderate-rate and high-rate prisoner groups, regular illicit drug use 
had a significantly greater impact on those following a high-rate trajectory than on 
those following an early-onset (j 2(1)=33.6, p=0.00) or late-onset trajectory 
Gf2( 1)=4.2, p=0.04). Further, the influence of regular illicit drug use on late-onset 
prisoners was also significantly greater than it was on their early-onset peers 
(Z2(l)-7-3, p=0.01).
Taken together, these data provide strong evidence in support of our hypothesis that 
drug use has a positive impact on the rate of conviction even after conditioning on 
unobserved heterogeneity and that the relationship between drug use and crime is path- 
dependent, meaning that is influence over the life-course is not the equal for all 
offenders and trajectories.
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Table 8.2: Between group comparison of coefficients -  regular illicit drug use (Wald x2)
ZERO VLS LD LMP EMD HD
ZERO - - - - - -
VLS 148.8p=0.00 - - - - -
LD 201.4p=0.00
31.0
p= 0.00 - - - -
LMP 166.6p=0.00
10.7
p=0.00
0.6
p=0.44 - - -
EMD 218.1p=0.00
46.4
p=0.00
7 A
p=0.01
7.3
p=0.01 - -
HD 157.8p=0.00
2.8
p= 0.10
18.4
p=0.00
4.2
p -0 .0 4
33.6
p=0.00 -
Source: AIC DUCO Follow-up [Computer File]
8.3: Exploring the drug-crime nexus
Having demonstrated the positive but differential impact of drug use, we now turn to 
unpack this finding further by examining the influence of regular illicit drug use as it 
developed differentially across the life-course. Recall from Chapter 7 that the drug use 
trajectories of these 1,184 prisoners could be characterised either by the age of onset 
and speed of escalation, or by the onset sequences with which different drug types were 
used during the initial phases of experimentation. Given that different drug use 
trajectories imply different developmental pathways, it is not unreasonable to imagine 
that even within different conviction trajectories, the differential nature of drug use and 
its development may have implications for understanding the longitudinal nexus 
between drug use and crime. In this section, we begin to explore the drug-crime 
relationship as it varies between different types of drug users within different types of 
conviction trajectories.
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8.3.1: Developmental pattern of illicit drug use
As highlighted in Chapter 7, the prisoners who in this sample used illicit drugs followed 
one of four different drug transition trajectories. Some prisoners, for example, use only 
one or two drug types and rarely become regular users. Others commence drug use early 
and escalate quickly, or start late and escalate more gradually. Given this diversity, it is 
reasonable to suspect that regular illicit drug users following an early-onset and fast- 
paced drug transition trajectory may differ significantly from their peers who experience 
drug use at a later and more gradual rate over the age range (herein referred to as fast 
and gradual initiation trajectories, respectively).
To examine this, the base model is once again generalised to include an additional set of 
time-varying parameters, each coded to the value of one for fast-onset drug users and 
zero for all others. In interpreting the results in Table 8.3, we are reminded that the 
parameter representing ‘fast-initiation’ reflects the extent to which these regular illicit 
drug users are different from illicit drug users who were more graduate in their 
initiation. Further, since the parameter representing ‘regular illicit drug use’ is evaluated 
when the parameter for fast-onset is equal to zero, the estimated coefficient for ‘regular 
illicit drug use’ represents the difference between gradual onset drug users and their 
non-drug using peers. Finally, to estimate the difference between fast-onset drug users 
and non-drug users, we must combine the parameters for ‘regular illicit drug use’ and 
‘fast-initiation’ into a single coefficient. This is because the parameter for fast-initiation 
is an interaction term and can only be evaluated when the parameter for regular illicit 
drug use is also equal to one.
Overall, the data reveal that in two of six groups, the rate of conviction for those who 
transitioned through drug use early and quickly was not significantly different from
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their peers who transitioned more gradually. This was the case for regular illicit drug 
users who were very-low-rate (b=-0.10, p=0.06) and moderate-rate early-onset (b=- 
0.01, p=0.89), prisoners.
For the remaining four groups, those following an early and fast-paced drug transition 
trajectory were significantly different from their drug using peers of a more gradual 
trajectory; however, the results were not consistent in direction. For late-onset (b=0.- 
0.08, p=0.04), high-rate (b=-0.14, p=0.00) and zero-rate (b=-0.28, p=0.00) prisoners for 
example, the resulting coefficient was negative, indicating that those who transitioned 
early and quickly through drug use had, in fact, lower conviction rates than their more 
gradual drug using peers. For low-rate prisoners the result was the opposite, as early and 
speedy transition through drug use was associated with a higher than average rate of 
conviction (b=0.08, p=0.03).
That in three of six groups, regular illicit drug users following an early and fast-paced 
trajectory had lower rates of conviction than their peers is an important finding, the 
implications of which we return to later in the conclusion.
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Table 8.3: Conviction trajectories from ages 10 to 29 years -  excerpt of six-group solution 
with regular illicit drug use and initiation profile as a time-varying covariates (2,2,2,! ,2,2)
E stim ate SE T for HO P
G roup  1: Z E R O Regular illicit drug use (tvc) ^-13 ^45 14.13 0.00
Fast initiation (tvc) -0.28 0.13 -2.12 0.03
G roup 2: V L S Regular illicit drug use (tvc) ®-54 ^.06 0-00
Fast initiation (tvc) -0.10 0.05 -1.87 0.06
G roup  3: LD Regular illicit drug use (tvc) 0-13 0.04 3.43 0.00
Fast initiation (tvc) ®-08 0.04 2.24 0.03
G roup  4: L M P Regular illicit drug use (tvc) ^.30 ^.06 ^-96 ^.00
Fast initiation (tvc) -0.08 0.04 -2.09 0.04
G roup  5: E M D Regular illicit drug use (tvc) ^-07 ®-07 ®-98 ®-33
Fast initiation (tvc) -0.01 0.05 -0.14 0.89
G roup  6: H D Regular illicit drug use (tvc) ^-49 0.05 9.02 0.00
Fast initiation (tvc) -0.14 0.05 -2.85 0.00
M em bersh ip
Group 1 
Group 2 
Group 3 
Group 4 
Group 5 
Group 6
Comparison
-0.25 0.09 -2.97 0.00
-0.69 0.10 -7.13 0.00
-1.12 0.11 -10.15 0.00
-1.82 0.15 -12.52 0.00
-1.46 0.12 -12.15 0.00
D iagn ostics
B1C (n=23,279) -35888.34
BIC (n=l ,184) -35833.24
A1C -35739.32
LL -35702.32
Note: Trajectory parameters (constant, linear, quadratic) have been omitted. See Table G1 of Appendix G 
for the full model.
Source: AIC DUCO Follow-up [Computer File]
8.3.2: Sequencing of illicit drug use
On the subject of drug onset sequencing, we now turn to the question of whether those 
following an atypical drug use sequence were at higher or lower risk of conviction 
compared to their more typical drug using peers. To do this, we generalise the base 
model to include an additional set of time-varying parameters representing those regular 
illicit drug users who were atypical in their progression through different drug types. 
Recall from Chapter 7 that approximately one in four drug users progressed through an 
onset sequence in which a less serious drug type was skipped in favour of a more
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serious drug type at an earlier age. To the extent that following an atypical initiation 
sequence represents a qualitatively different trajectory of drug use, this analysis seeks to 
clarify whether such a difference has, on average, any impact on rates of conviction 
within and between different trajectories.
The results of this generalised model can be found at Table 8.4. To aid our 
interpretation we are reminded of the following rules:
■ The parameter representing regular illicit drug use is evaluated when the 
parameter for atypical use is zero. In this model the estimated coefficient for 
regular illicit drug use represents the difference between the ‘typical’ drug user 
and their non-drug using peers.
■ The parameter represented by ‘atypical sequence’ reflects the extent to which 
atypical and typical users are different from one another.
■ To estimate the difference between atypical drug users and non-drug users it is 
necessary to combine the parameters for regular illicit drug use and atypical 
sequences into a single coefficient. This is because the parameter for atypical 
sequencing is an interaction term and can only be evaluated when the parameter 
for regular illicit drug use also equals one.
From Table 8.4 it can be noted that in only two of six trajectories the difference between 
typical and atypical drug users was statistically significant. In both cases the result was 
positive, meaning that in the high-rate (b=0.24, p=0.00) and low-rate conviction 
trajectories (b=0.25, p=0.00) atypical drug users had higher rates of conviction than 
their typical drug using peers. For all other groups, the differences between atypical and
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typical drug users was not statistically significant, although it is notable that in all but 
one case the estimated coefficient was positive.
In considering the data for each group, the following conclusions can be drawn:
■ In the zero-rate group, both typical (b=1.98, p=0.00) and atypical (b=2.00, 
p=0.00) drug users had higher conviction rates than their non-drug using peers. 
The difference between them, however, was not statistically significant (b=0.02, 
p=0.88).
■ For very low-rate prisoners, atypical drug users were not different from those who 
followed a more typical onset pathway (b=0.07, p=0.00). However, both groups 
had significantly higher rates of conviction than non-drug users (b=0.47, p=0.00 
and b=0.54, p=0.00).
■ Atypical drug users in the low-rate trajectory had higher conviction rates than 
both typical users (b=0.25, p=0.00) and non-drug users (b=0.42, p=0.00). Typical 
users also had higher rates of conviction than non-drug users (b=0.17, p=0.00).
■ There was no difference between atypical and typical drug users in the late-onset 
trajectory (b=-0.03, p=0.48), however both types of drug users had higher 
conviction rates than their non-drug using peers (b=0.24, p=0.00 and b=0.21,
p=0.00).
■ Only atypical drug users in the early-onset trajectory had higher rates of 
conviction (b=0.11, p=0.04) when compared to non-drug users in the same 
trajectory. Statistically, those who followed an typical sequence of drug use were 
not significantly different from other non-drug using prisoners in the early-onset 
trajectory (b=0.03, p=0.58).
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For high-rate prisoners, both typical (b=0.35, p=0.00) and atypical drug users
(b=0.59, p=0.00) had higher conviction rates than their non-drug using peers and 
atypical users were convicted more frequently that typical users on average 
(b=0.24, p=0.00).
Table 8.4: Conviction trajectories from ages 10 to 29 years - excerpt of six-group solution 
with regular illicit drug use and initiation sequence as time-varying covariates (2 2^^,142^ 2)
E stim ate SE T for HO P
G roup  1: ZE R O Regular illicit drug use (tvc) 1.98 0.13 15.50 0.00
Atypical sequence (tvc) 0.02 0.16 0.15 0.88
G roup  2: V LS Regular illicit drug use (tvc) 0.47 0.04 11.04 0.00
Atypical sequence (tvc) 0.07 0.04 1.87 0.06
G roup  3: LD Regular illicit drug use (tvc) 0.17 0.03 5.76 0.00
Atypical sequence (tvc) 0.25 0.03 8.40 0.00
G roup 4: L M P Regular illicit drug use (tvc) 0.24 0.06 3.72 0.00
Atypical sequence (tvc) -0.03 0.04 -0.70 0.48
G roup  5: E M D Regular illicit drug use (tvc) 0.03 0.05 0.56 0.58
Atypical sequence (tvc) 0.08 0.04 1.87 0.06
G roup  6: H D Regular illicit drug use (tvc) 0.35 0.03 9.98 0.00
Atypical sequence (tvc) 0.24 0.03 8.54 0.00
M em bersh ip
Group 1 Comparison
Group 2 -0.23 0.08 -2.73 0.01
Group 3 -0.68 0.09 -7.27 0.00
Group 4 -1.15 0.11 -10.24 0.00
Group 5 -1.93 0.15 -12.69 0.00
Group 6 -1.49 0.12 -12.29 0.00
D iagn ostics
BIC (n=23,279) -35875.15
BIC (n=l,184) -35820.04
AIC -35726.12
LL -35689.13
Note: Trajectory parameters (constant, linear, quadratic) have been omitted. See Table G2 of Appendix G 
for the full model.
Source: AIC DUCO Follow-up [Computer File]
Having already identified that regular illicit drug use had a differential impact on the 
conviction rates of prisoners in different trajectories, here it was possible to identify 
whether the difference between atypical and typical users also varied. Using a non­
linear test to examine the equality of coefficients revealed that the relative differences
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between atypical and typical users is equal for the low-rate (b=0.26) and high-rate 
(b=0.24) conviction trajectories. When compared among the moderate and high-rate 
trajectories, the analysis indicates that atypical onset had an equal (not significantly 
different) impact on the rate of conviction for early-onset and late-onset prisoners 
(X2 (1)—3.49, p=0.06), but a much greater impact on prisoners in the high-rate trajectory 
(HD vs. EMD x2(1)-9.04, p=0.00; HD vs. LMP x20)=29.78, p=0.00). Finally, the 
atypical onset of illicit drugs was also of greater influence on conviction rates for low- 
rate prisoners than either of the moderate-rate prisoner groups (LD vs. EMD 
X2( 1 )= 10.38, p=0.00; LD vs. LMP x2(l)=32.80, p=0.00).
What is perhaps most notable about these results is that, but for the difference in their 
rate of conviction, the two groups in which atypical onset sequencing was most 
influential (the high-rate and low-rate groups); each followed a conviction pathway that 
was roughly equal in timing and shape. To be sure, atypical sequencing appeared to 
have little or no impact on the two moderate-rate trajectories that were skewed to each 
end of the age range. Further, there appeared to be no discernable difference among 
those prisoners following a very low-rate and zero-rate trajectory, those for whom there 
was little if any meaningful trajectory shape. That atypical sequencing was only 
statistically related to a higher than average conviction rate for the two trajectories 
following an equivalent shape is notable because the escalation of offending for these 
two groups occurs at approximately the same time as the onset and development of drug 
use. This is in contrast to both the late-onset prisoners, whose experimentation with 
illicit drugs precedes escalation in offending, and early-onset prisoners, whose 
conviction trajectories were nearing their peak by the time drug use and regular drug use 
had commenced in earnest.
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Finally, before leaving this section it is important to note that this more complicated 
generalisation of the base model requires six additional parameters; one for each 
trajectory group. Using a comparison of the BIC statistics, it is notable that on this 
criterion alone, the base model out-performs this more complex alternative (Base Model 
BIC=-35870.48 vs. BIC=-35875.15). We conclude therefore, that while in two of six 
groups the atypical drug users had higher conviction rates, this additional information 
was insufficient to justify this more complex specification across the entire model.
8.3.3: Drug types
In the same way that drug use trajectories may differ in both shape and kind, so too can 
they vary with respect to the types of drugs used. A significant limitation of the base 
model is that it averages the effect of all regular illicit drug use into a single estimate. 
Doing so, fails to recognise that different drug users use different drug types and that 
this variability may provide further differentiation of the relationship between drug use 
and crime over the life-course.
To explore this further the base model is once again generalised to include two 
additional time-varying covariates. The first measures the onset of regular heroin use 
and the second measures the onset of regular amphetamine use. When interpreting the 
model, it is necessary to reflect on the following coding conventions:
■ First, the regular use of illicit drugs other than heroin or amphetamine is captured 
by the parameter named ‘regular illicit drug use’. Since its coefficient is estimated 
only when both regular heroin and regular amphetamine use are equal to zero, 
conceptually, its role in the model is to capture the use of less serious drug types
376
such as cannabis. To this extent, its coefficient compares the rate of conviction for 
less serious drug users prior to the onset of dependent level drug use.
■ Second, since regular heroin and regular amphetamine are sub-categories of 
regular illicit drug use, their coefficients denote the additional degree to which 
conviction rates increase when an individual’s drug use trajectory shifts from less 
serious to more serious drug types. For example, to compare regular heroin use to 
less serious drug use, we examine the coefficient for regular heroin use. To 
estimate the difference between regular heroin users and non-drug users we add 
the coefficients for regular heroin use and regular illicit drug use. To compare 
regular heroin use with regular amphetamine use we subtract the two coefficients 
and examine the size of the difference.
■ Finally, since regular amphetamine and regular heroin use can occur 
simultaneously, combining their coefficients can provide some insight into the 
degree to which conviction rates increase or decrease for those prisoners who 
regularly use both drug types.
We begin by examining the effect of less serious illicit drug use within each trajectory. 
From Table 8.5, it can be noted that in all but the late-onset trajectory the parameter 
representing regular illicit drug use was statistically significant and positive. This means 
that regular illicit drug users, even if they are not using heroin or amphetamine, are still 
more likely than non-users to have higher rates of conviction. The one exception to this 
result was for the late-onset prisoners where the regular use of less serious drug types 
had no statistically significant effect on conviction rates when compared to their non­
drug using peers (b=0.04, p=0.53).
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In comparative terms, the differential between less-serious drug users and non-drug 
users was greatest for the zero-rate prisoners (b=1.93. p=0.00), followed by very low- 
rate (b=0.42, p=0.00) and early-onset prisoners (b=0.40, p=0.00). In testing the equality 
of the coefficients, it is worth noting that less-serious regular illicit drug use had a 
significantly greater impact on early-onset prisoners than on their late-onset or high-rate 
offending peers (EMD vs. LMP x2ü)=20.60, p=0.00; EMD vs. HD x2( 1 )= 17.06,
p=0.00).
Turning now to heroin use, we note from Table 8.5 that regular use was associated with 
a significant change in the rate of conviction for prisoners in four of six trajectories. For 
very low-rate prisoners (b=0.46, p=0.00), low-rate prisoners (b=0.59, p=0.00) and late- 
onset prisoners (b=0.38, p=0.00) the onset of regular heroin use coincided with a 
significant increase in the rate of conviction. For early-onset prisoners (b=-0.61, 
p=0.00), the reverse was true in that regular heroin use coincided with a significant 
decrease in the rate of conviction. Finally, for zero-rate (b=-0.03, p=0.00) and high-rate 
prisoners (b=0.06, p=0.06) regular heroin use was not associated with any significant 
change in conviction rates.
These results, we recall from earlier, measure the difference in conviction rates between 
regular heroin users and less serious drug users, but not between regular heroin users 
and their non-drug using peers. To estimate the latter, it is necessary to add together the 
two coefficients (‘regular illicit drug use’ and ‘regular heroin use’) and examine the 
result of their combination. At this point, we are principally concerned with the zero- 
rate and high-rate trajectories since in both cases regular heroin users were not 
significantly different from their less serious drug using peers. Further, we are also 
interested in the early-onset offender group because in this trajectory the onset of
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regular heroin use actually coincided with a considerable and significant decrease in the 
rate of conviction.
With respect to the former, analysis confirms that although regular heroin users may not 
be different from less-serious drug users, they were both still more likely to have higher 
rates of conviction when compared to those who were not regularly using drugs (HD 
b=0.23, p=0.00; ZERO b=l .90, p=0.00). For the early-onset prisoners, the combination 
of coefficients reveals that regular heroin users had lower conviction rates than 
prisoners in the same trajectory who were not yet regularly using any illicit drugs (b=-
0.21, p=0.01).
For regular amphetamine use, the findings were generally consistent in that the onset of 
regular amphetamine use coincided with a significant increase in the rate of conviction 
for prisoners in all but one trajectory. It is notable, that the increases in conviction rates 
were statistically significant for all six trajectories, including even the zero-rate (b=l .10, 
p=0.00) and high-rate prisoners (b=0.28, p=0.00) for whom heroin proved to have little 
additional impact. Further, it is also worth highlighting that for the early-onset 
prisoners, regular amphetamine use coincided with a significant decrease in the rate of 
conviction (b=-0.29, p=0.00). Although this decrease was not as large as for those using 
heroin (x2(l)=15.87, p=0.00) is it notable that for early-onset prisoners, the use of both 
drugs is not associated with an increase in offending as is generally the case in each of 
the other five trajectories.
Overall, the regular use of amphetamine had the largest impact on zero-rate prisoners, 
followed by high-rate and low-rate prisoners. For these latter two groups, the use of this 
drug had a roughly equal effect (x2(l)=2.62, p=0.11). When comparing regular heroin
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and regular amphetamine use, we note that regular amphetamine use had a more 
sizeable impact on the conviction rate of prisoners in the zero-rate (j 2(1)=15.87, 
p=0.11) and high-rate trajectories (j 2(1)=29.99, p=0.11), while the regular use of heroin 
had a more sizable impact on the very low-rate (j 2(1)=37.01 , p=0.11), low-rate 
Cf2(l)=34.44, p=0.11) and late-onset trajectories ( j 2(l)= 18.99, p=0.11).
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Table 8.5: Conviction trajectories from ages 10 to 29 years - excerpt of six-group solution 
with regular illicit drug use and drug type as time-varying covariates (2,2,2,!>2,2)
Estimate SE T for HO P
Group 1: ZERO Regular illicit drug use (tvc) 1.93 0.12 16.37 0.00
Regular heroin use (tvc) -0.03 0.10 -0.32 0.75
Regular amphetamine use (tvc) 1.10 0.09 11.81 0.00
Group 2: VLS Regular illicit drug use (tvc) 0.42 0.05 9.14 0.00
Regular heroin use (tvc) 0.46 0.04 12.22 0.00
Regular amphetamine use (tvc) 0.09 0.04 2.36 0.02
Group 3: LD Regular illicit drug use (tvc) 0.09 0.03 3.03 0.00
Regular heroin use (tvc) 0.59 0.04 14.68 0.00
Regular amphetamine use (tvc) 0.21 0.04 5.40 0.00
Group 4: LMP Regular illicit drug use (tvc) 0.04 0.07 0.63 0.53
Regular heroin use (tvc) 0.38 0.04 9.74 0.00
Regular amphetamine use (tvc) 0.12 0.04 2.90 0.00
Group 5: EMD Regular illicit drug use (tvc) 0.40 0.04 10.37 0.00
Regular heroin use (tvc) -0.62 0.08 -8.19 0.00
Regular amphetamine use (tvc) -0.29 0.04 -6.88 0.00
Group 6: HD Regular illicit drug use (tvc) 0.17 0.04 4.60 0.00
Regular heroin use (tvc) 0.06 0.03 1.88 0.06
Regular amphetamine use (tvc) 0.28 0.03 10.52 0.00
Zero-inflation Intercept 2.73 0.07 37.56 0.00
Linear -0.56 0.02 -34.93 0.00
Quadratic 0.02 0.00 32.67 0.00
Membership
Group 1 Comparison
Group 2 -0.38 0.08 -4.51 0.00
Group 3 -0.73 0.09 -7.92 0.00
Group 4 -1.44 0.12 -11.97 0.00
Group 5 -2.13 0.16 -13.42 0.00
Group 6 -1.57 0.12 -13.07 0.00
Diagnostics
BIC (n=23,279) -35692.45
BIC (n=l,184) -35628.40
AIC -35519.26
LL -35476.26
Note: Trajectory parameters (constant, linear, quadratic) have been omitted. See Table G3 of Appendix G 
for the full model.
Source: AIC DUCO Follow-up [Computer File]
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8.3.5: The interaction of drug use and crime with age
In a final effort to unpack the within and between trajectory relationship of drug use and 
crime, we consider whether age and time matters. Recall from earlier that in the base 
model, the coefficient representing regular illicit drug use estimated the averaged effect 
across the entire 20 period age range. As a single coefficient, the magnitude of the 
impact of regular illicit drug use is assumed to be equally proportional at all ages. By 
including within the model a series of time-based interactions, it is possible to relax the 
proportionality assumption and examine the extent to which the drug-crime nexus varies 
within trajectories at different ages.
There is any number of different options for specifying a time-based interaction, 
however in this section a piecewise process is estimated, partitioning the relationship 
between regular illicit drug use and crime into three separate age groups. The first 
measures the difference between regular illicit drug users and non-drug users between 
the ages of 10 and 19. The second examines the period between the ages of 20 and 24, 
while the third looks to the end of the observation period between the ages of 25 and 29. 
The outcome of this piecewise specification is provided at Table 8.6. In interpreting the 
results, the following rules should be noted:
■ The coefficient for ‘regular illicit drug use’ is evaluated only when the remaining 
variables are evaluated at zero. The coefficient therefore represents the difference 
in rate of conviction between regular illicit drug users and non-drug users up to 
age 19;
■ The variable named ‘20-24 years’ is dichotomously coded for each year of regular 
illicit drug use between the ages of 20 and 24 years. The coefficient for this 
variable is interpreted as measuring additional impact of illicit drug use during the
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early adulthood years. A positive coefficient indicates that the relationship 
between drug use and crime becomes stronger during early adulthood, relative the 
strength of the relationship between ages 10 and 19. A negative coefficient 
indicates that the relationship was weaker in early adulthood; and
■ The variable named ‘25-29 years’ is similarly coded as dichotomous for each year 
of regular illicit drug use after age 24. A positive coefficient indicates that the 
differential between drug users and non-users was stronger as the group 
approached late adulthood -  which for most trajectories signifies the period of 
desistance.
Given the complex interplay between each of the three coefficients in Table 8.6, it is 
easier to visualise these results as age-graded influences in Figure 8.3 and as plotted 
against each trajectory in Figure 8.4. From this, the following conclusions can be 
drawn:
■ For zero-rate and very low-rate prisoners, the influence of regular illicit drug use 
on crime is greatest at younger ages. Very few prisoners in both groups regularly 
use drugs while young. However, if they did their probability of conviction is 
considerably higher than their non-drug using peers. Further, while the influence 
of drug use on conviction rates decreases with age in both groups, regular drug 
users are still substantially more likely to be convicted than their non-drug using 
peers even at age 29.
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Table 8.6: Conviction trajectories from ages 10 to 29 years - excerpt of six-group solution 
with regular illicit drug use by age as time-varying covariates (2,2,2,! ,2,2)
Estimate SE T for HO P
Group 1: ZERO Regular illicit drug use (tvc) 2.73 0.22 12.34 0.00
20-24 years -1.12 0.21 -5.38 0.00
25-29 years -0.29 0.27 -1.09 0.28
Group 2: VLS Regular illicit drug use (tvc) 0.70 0.06 11.65 0.00
20-24 years -0.18 0.06 -3.19 0.00
25-29 years -0.41 0.08 -5.26 0.00
Group 3: LD Regular illicit drug use (tvc) 0.35 0.03 11.21 0.00
20-24 years -0.29 0.04 -7.02 0.00
25-29 years -0.15 0.07 -2.09 0.04
Group 4: LMP Regular illicit drug use (tvc) 0.12 0.09 1.33 0.18
20-24 years 0.19 0.06 3.17 0.00
25-29 years -0.17 0.09 -1.80 0.07
Group 5: EMD Regular illicit drug use (tvc) 0.24 0.04 6.87 0.00
20-24 years -1.17 0.07 -17.83 0.00
25-29 years 0.37 0.10 3.80 0.00
Group 6: HD Regular illicit drug use (tvc) 0.22 0.04 5.59 0.00
20-24 years 0.29 0.04 7.27 0.00
25-29 years 0.37 0.09 4.33 0.00
Zero-inflation Intercept 2.78 0.07 37.23 0.00
Linear -0.57 0.02 -35.29 0.00
Quadratic 0.03 0.00 33.44 0.00
Membership
Group 1 Comparison
Group 2 -0.30 0.08 -3.58 0.00
Group 3 -0.75 0.09 -8.00 0.00
Group 4 -1.11 0.11 -10.47 0.00
Group 5 -1.87 0.14 -13.22 0.00
Group 6 -1.57 0.12 -12.71 0.00
Diagnostics
BIC (n=23,279) -35707.33
BIC (n=l ,184) -35643.29
AIC -35534.14
LL -35491.14
Note: Trajectory parameters (constant, linear, quadratic) have been omitted. See Table G4 of Appendix G 
for the full model.
Source: AIC DUCO Follow-up [Computer File]
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■ For prisoners following a low-rate conviction trajectory, the influence of drug use 
on rates of conviction was greatest up to age 19 (b=0.35, p=0.00). Between age 20 
and 24, the difference between regular illicit drug users and non-drug users was 
near zero (b=0.06, p=0.16) meaning that at the peak of their offending, drug users 
and non-drug users had near equal rates of conviction. Beyond age 25 and thought 
the desistance process, the differential between drug users and non-drug users 
increases again such that regular illicit drug users have a statistically higher rate of 
conviction than their non-drug using peers (b=0.20, p=0.00).
■ The opposite was true for late-onset prisoners where regular illicit drug use was of 
greatest influence during early adulthood, and less so during adolescence and late 
adulthood. For this group of prisoners, it was during period of escalation in early 
adulthood that regular illicit drug use was associated with an above average rate 
of conviction (b=0.31, p=0.00). However, by the time these late-onset prisoners 
reached their peak at age 27, there were no differences between regular illicit drug 
users and their non-drug using peers (b=-0.05, p=0.48).
■ For early-onset prisoners, the relationship between drug use and conviction rates 
was highest at the older end of the age range. By age 29 for example, regular 
illicit drug users in this group were convicted at rates significantly higher than 
their non-drug using peers (0.61, p=0.00). Further, drug use and conviction rates 
were also positive associated at younger ages, which for this group coincides with 
the period of early escalation in offending (b=0.24, p=0.00). Finally, at was point 
in time at which conviction rates were peaking for this group that regular drug 
users actually had significantly lower rates of conviction compared to their non­
drug using peers (b=-0.93, p=0.00).
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■ Finally, for high-rate prisoners the regular use of illicit drugs was associated with 
higher rates of conviction at almost all ages. The age-graded pattern of the drug 
crime relationship in this group was such that it was strongest during late 
adulthood, during which time these high-rate prisoners were desisting from crime.
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Figure 8.3: Estimated within-trajectory impact of regular illicit drug use by age (beta)
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Figure 8.4: Estimated within-trajectory impact of regular illicit drug use by age (beta)
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Chapter 9: Looking back and looking 
forward
Before moving to conclude this research and consider its implications for policy and 
practice, we return briefly to the beginning, as if to complete the development of this 
thesis’ own life-course. At the outset, two principal justifications were given for this 
research. The first was to revisit the original DUCO study of Makkai and Payne (2003a) 
with a series of new data and new methodological techniques through which a more 
nuanced understanding of the drug-crime relationship could be developed. The second 
was whether and to what extent the group based trajectory modelling apparatus, 
including the within-trajectory measurement of drug use and crime, could help to 
appropriately partition prisoners into quantitatively and qualitatively meaningful 
trajectories around which drug courts and other drug-treatment interventions could be 
adapted and modified. In this chapter we return to consider what new insights this 
research has delivered on both of these important questions.
9.1: Upon reflection on the original DUCO study
In the original analysis of the DUCO study, Makkai and Payne (2003a) implemented a 
complex classification system through which prisoners were assigned to one of eight 
different groups. Underpinning the classification process was the use of self-reported 
regular offending data by which prisoners were subsequently assigned to the category of 
their most serious and prolific offending type. Although originally developed for the 
national sample of 2,135 prisoners, it is possible here to recalculate Makkai and Payne’s 
(2003a) original classification and apply it directly to the subset of Queensland
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prisoners used in this study. The outcome of this process can be seen at Figure 9.1 
where it is noted that:
■ 27 percent of the Queensland prisoners were categorised as Regular Property 
Offenders, this being the single largest group in this sample.
■ One in five (20%) had not, according to the self-report, committed any of the 11 
different crime types on a regular basis and were consequently categorised as 
Non-Regular Offenders.
■ 16 percent had self-reported regularly committing both property and violent 
offences, resulting in their classification as Regular Multiple Offenders, while a 
further eight percent had self-reported regular violent offending but not regular 
property offending. This latter group were classified by Makkai and Payne 
(2003a) as Regular Violent Offenders.
■ Self-reported Regular Fraud Offenders comprised nine percent of the sample, 
while Regular Drug Sellers and Regular Drug Buyers comprised seven percent, 
respectively.
■ Finally, the smallest group of offenders (5.5%) were classified as Homicide 
Offenders because they self-reported the commission of either murder or 
manslaughter.
Since the 1,184 Queensland prisoners in this study comprised more than half of the total 
sample used by Makkai and Payne (2003a), it is not surprising that the proportional 
distribution of these prisoners across each of the eight groups was largely equal to their 
size as estimated by the original authors.
390
Figure 9.1: Self-reported offending groups -  adapted from Makkai and Payne (2003a)
Regular Property Offenders 
Other Non-regular Offenders 
Regular Multiple Offenders 
Regular Fraud Offenders 
Regular Violent Offenders 
Regular Drugs Sellers 
Regular Drug Buyers 
Homicide Offenders
0 5 10 15 20 25
Percent
27
Source: AIC DUCO Follow-up [Computer File]
Tables 9.1 and 9.2 consider the joint distribution of Makkai and Payne’s (2003a) 
original classification together with the six conviction trajectories identified in this 
study. Upon initial inspection of the data it is clear that both classification methods 
produced considerably different outcomes with respect to the grouping of these 1,184 
prisoners. For example, despite being described by Makkai and Payne (2003a:78) as 
“the most frequent and chronic offenders in the criminal justice system” more than half 
of all Regular Multiple Offenders were classified as either zero-rate (10%), very low- 
rate (28%) or low-rate prisoners (24%) based on their conviction history data. Despite 
our expectations, only one in ten Regular Multiple Offenders were identified as having 
followed a high-rate conviction trajectory.
Similar results were seen for the second most prolific prisoner group identified by 
Makkai and Payne (2003a), with more than half of all Regular Property Offenders 
having been classified in this study as zero-rate (14%), very low-rate (21%) or low-rate
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(24%) prisoners. The concordance between groups was stronger for the less-frequent 
prisoners in this sample, with two thirds of Makkai and Payne’s (2003a) Non-Regular 
Offenders classified as zero-rate (62%) prisoners and a further 23 percent classified as 
very low-rate prisoners.
Considering the joint-distribution in the alternative direction shows that:
■ Of this study’s high-rate prisoners (HD), 53 percent were classified by Makkai 
and Payne (2003a) as Regular Property Offenders and 24 percent as Regular 
Multiple Offenders. Six percent were classified as Non-Regular Offenders despite 
having considerable conviction trajectories.
■ The majority of early-onset (EMD) prisoners were Regular Property Offenders 
(59%), followed by Regular Multiple (23%) and Regular Fraud (12%) offenders.
■ Compared to early-onset and high-rate prisoners, those beginning their conviction 
trajectories late and at a gradual rate were less likely to be classified as Regular 
Property Offenders (32%) and more likely to be classified as Regular Violent 
(7%), Regular Fraud (19%) and Regular Drug Buying (12%) offenders.
■ Despite having one of the lowest conviction trajectories, almost half of all very 
low-rate prisoners were classified as Regular Property (20%), Regular Violent 
(11%) or Regular Multiple (16%) offenders. It is notable that these three groups 
are described by Makkai and Payne (2003a) as having had the most prolific and 
chronic offending patterns.
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Table 9.1: Joint distribution of conviction and self-reported offending trajectories (row %)
ZERO VLS LD LMP EMD HD
All
Groups
Regular Property Offenders 13.7 21.3 23.6 14.0 14.6 12.7 100.0
Regular Violent Offenders 38.4 36.4 14.1 10.1 0.0 1.0 100.0
Regular Multiple Offenders 10.3 28.1 24.3 17.8 9.7 9.7 100.0
Regular Fraud Offenders 24.1 20.4 15.7 24.1 8.3 7.4 100.0
Regular Drugs Sellers 20.9 55.8 15.1 4.7 1.2 2.3 100.0
Regular Drug Buyers 30.2 41.9 12.8 11.6 1.2 2.3 100.0
Homicide Offenders 56.9 27.7 9.2 6.2 0.0 0.0 100.0
Other Non-regular Offenders 61.8 23.2 9.1 2.5 1.2 2.1 100.0
All offenders 30.1 28.3 17.1 11.6 6.6 6.4 100.0
Source: AIC DUCO Follow-up [Computer File]
Table 9.2: Joint distribution of conviction and self-reported offending trajectories 
(column %)
ZERO VLS LD LMP EMD HD All Groups
Regular Property Offenders 12.1 20.0 36.6 32.1 59.0 52.6 26.5
Regular Violent Offenders 10.7 10.7 6.9 7.3 0.0 1.3 8.4
Regular Multiple Offenders 5.3 15.5 22.3 24.1 23.1 23.7 15.6
Regular Fraud Offenders 7.3 6.6 8.4 19.0 11.5 10.5 9.1
Regular Drugs Sellers 5.1 14.3 6.4 2.9 1.3 2.6 7.3
Regular Drug Buyers 7.3 10.7 5.4 7.3 1.3 2.6 7.3
Homicide Offenders 10.4 5.4 3.0 2.9 0.0 0.0 5.5
Other Non-regular Offenders 41.9 16.7 10.9 4.4 3.8 6.6 20.4
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Source: AIC DUCO Follow-up [Computer File]
Although it is true that this study has unveiled substantially more information about the 
conviction trajectories of these 1,184 prisoners, it is important that we are cautious not 
to conclude that the early classification by Makkai and Payne (2003a) was necessarily 
incorrect. In fact, the discord between this and that earlier study could equally be used 
to argue that the conviction trajectories identified here are inadequate, because after all, 
the system developed by Makkai and Payne (2003a) was achieved using self-reported 
offending data which may be a more accurate representation of a prisoner sample for 
whom only a small fraction of their offending was identified by police. Further, Makkai 
and Payne (2003a) considered the important distinction between offenders based on 
different types of offending, something which may also have important implications for
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both policy development and an issue to which we return in the conclusion of this 
thesis.
While it may not be possible to conclude that the classification of Makkai and Payne 
(2003a) was incorrect or unreliable, it is likely that the authors’ linear treatment of 
criminal careers resulted in some important misspecification and classification errors. 
Makkai and Payne (2003a) for example, classified prisoners according to the most 
serious type of offence for which they self-reported having ever been a regular offender. 
In many respects, the counting rules used by these authors assumed that ‘once a regular 
offender; always a regular offender’ and thus provided no capacity to evaluate the 
probability that some offenders in each group had commenced the desistance process. In 
fact, this linear treatment of criminal development presumes that prisoners are best 
classified by their past criminal conduct rather than their present conduct. Furthermore, 
it assumes that the relationship between drug use and crime is the same for all prisoners 
of the same group, despite different prisoners being of different ages and at potentially 
different stages of their criminal development.
To consider this limitation of the classification process used by Makkai and Payne 
(2003a) Table 9.3 presents for each group of prisoners the proportion that, according to 
their conviction trajectories, were escalating, peaking or desisting from crime at the time 
of being interviewed in 2001. To construct these data, the age of each prisoner at the 
time of interview was used to identify at what point in their respective conviction 
trajectories they were interviewed. For high-rate prisoners for example, those aged 
between 10 and 20 years were classified as escalating, while those aged 24 years or 
older were on the pathway to desistance. For each conviction trajectory, the relevant age
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brackets were used to identity each stage of development, excluding zero-rate and very 
low-rate prisoners who had no discernable escalation or peak in conviction rates.
Using this technique, it can be seen that of the prisoners following a low-rate (LD) 
moderate-rate (EMD and LMP) or high-rate trajectory (HD), two in every five (42%) 
had commenced desisting from crime by the time they were interviewed in 2001. For 
the three most prolific and chronic offender groups identified by Makkai and Payne 
(2003a) the data at Table 9.3 illustrates that:
■ One in three Regular Property Offenders had commenced the desistance process. 
A further one in three was at the peak of their conviction trajectory, while the 
remaining one-third was escalating.
■ For Regular Violent Offenders, more than half had commenced desisting from 
crime by the time of their interview in 2001. Only 12 percent were peaking and 36 
percent were still escalating.
■ Of the Regular Multiple Offenders, 37 percent were desisting, 42 percent were 
escalating and the remaining 21 percent were at the peak of their conviction 
trajectories by the time they were interviewed in 2001.
Table 9.3: Conviction-based developmental stages of Makkai and Payne’s (2003a) self- 
reported offender classifications (row %)
Desisting Peaking Escalating Total
Regular Property Offenders 36.3 31.9 31.9 100.0
Regular Violent Offenders 52.0 12.0 36.0 100.0
Regular Multiple Offenders 36.8 21.1 42.1 100.0
Regular Fraud Offenders 51.7 25.0 23.3 100.0
Regular Drugs Sellers 55.0 30.0 15.0 100.0
Regular Drug Buyers 25.0 37.5 37.5 100.0
Homicide Offenders 40.0 30.0 30.0 100.0
Other Non-regular Offenders 69.4 13.9 16.7 100.0
Total 41.8 26.4 31.8 100.0
Excludes prisoners classified as zero-rate or very low-rate. 
Source: AIC DUCO Follow-up [Computer File]
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That almost half of all these prisoners had begun desisting from crime by the time they 
were interviewed in 2001 is a fact that was unknown to Makkai and Payne (2003a). As 
a consequence, it is likely that a sizable proportion of the so-called Regular Property, 
Regular Violent and Regular Multiple offenders were, in fact, no longer regular 
offenders by the time they were interviewed about their drug use and crime. The fact 
that these desisting prisoners were later grouped with others who were still escalating or 
peaking raises a number of important questions about the validity of Makkai and 
Payne’s (2003a) classification, not to mention the conclusions drawn about the within- 
group correlation between drug use and crime.
Since the present study charts the developmental course of offending through both the 
escalation and desistance process, and since prisoners are grouped together according to 
the likeness of their entire conviction history (to age 30), this study is unique in that it 
provides a previously inaccessible window through which a series of new insights can 
be seen regarding to the developmental nexus between drug use and crime.
9.2: Drug courts -  do developmental trajectories matter?
The relevance of this thesis to the ongoing development of drug courts and other drug 
treatment programs lies in the extent to which drug using prisoners are found to have 
been following a series of qualitatively and quantitatively distinct conviction 
trajectories. Principal to this concern is the simple notion that drug users entering the 
criminal justice system do so at markedly different stages of development and that these 
differences have the capacity to affect both short and long-term treatment and 
recidivism outcomes.
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In this study, six distinct conviction trajectories were extracted from the data and within 
each of these regular illicit drug users were identified. Further, the relationship between 
drug use and crime varied both between groups and within groups at different ages. 
Based on these findings, it is reasonable to conclude that as the nexus between drug use 
and crime varies, so too does the need for different types of drug treatment and 
intervention that target the specific age-graded needs of the drug using offender 
population. Not only is differential targeting needed between offenders of different 
developmental trajectories, but also at different times across the life-course. The 
treatment and intervention needs of a still escalating high-rate offender are likely to be 
very different from those who are some years into the desistance process.
On the specific question of drug courts, a simple extension of this analysis allows for a 
more comprehensive consideration of these findings and their implications for program 
improvement and redevelopment. Here, we consider to what extent these 1,184 
Queensland prisoners may have been eligible for the now defunct Queensland Drug 
Court program according to the legislated eligibility criteria that once determined which 
drug using prisoners could be referred and accepted into treatment (see Payne 2006). Of 
the criteria listed in the Queensland Drug Rehabilitation (Court Diversion) Act 2000, 
three are relevant to this calculation83. First, to be eligible an offender must not be 
charged with, or have pending in a Queensland court, a disqualifying offence. This, 
according to the Act, includes any offence of a sexual nature or generally involving 
actual or threatened violence. Second, an offender must not be facing charges likely to 
result in a disqualifying term of imprisonment, which in the Act is defined as a term
83 There were several other eligibility criteria which, for the purposes of this analysis, are not included. 
These were that: the offender must have resided in a postcode area as prescribed by the Act; the offender 
must plead guilty; the offender must be willing to partake in the Drug Court program and be dealt with by 
a magistrate for their offences; and the offender must not be dealt with as a child under the Juvenile 
Justice Act 1982.
397
greater than three years in length. Finally, an offender must be assessed as drug 
dependent and their current offence as drug related in order to have been eligible for 
diversion into the Drug Court program.
By retrospectively applying these eligibility criteria it is possible to estimate the 
proportion of drug dependent prisoners within this sample who were likely to have been 
eligible for the Drug Court program at the time of entering custody. To do this requires 
the application of a number of counting rules and assumptions which do not match 
precisely with the Drug Court eligibility criteria, but which are reasonably 
representative of those factors considered by the court in making its. The results of this 
process can be seen at Table 9.4. In summary:
■ a prisoner is considered to have been charged with (or have pending) a 
disqualifying offence if the most serious charge of their current sentence was a 
sexual or violent offence. In this sample, 62 percent of prisoners were facing at 
least one violent charge at the time of their incarceration, while 38 percent were 
not;
■ a prisoner is taken to have been facing a disqualifying term of imprisonment if the 
eventual length of their incarceration was greater than three years. In this sample, 
51 percent of prisoners had served a term of imprisonment longer than three years, 
while 49 percent had served fewer than three years; and
■ a prisoner is taken to be assessable as drug dependent if he self-reported the use of 
illicit drugs at an average of three or more days per week in the six months prior 
to his incarceration. In this sample, 55 percent of prisoners were assessable as 
drug dependent, while 36 percent were not.
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Combining these criteria illustrates that just fewer than one in five prisoners (19%) in 
this sample were likely to have been eligible for diversion under the Queensland Drug 
Rehabilitation (Court Diversion) Act 2000.
Table 9.4: Queensland Drug Court eligibility criteria (%)
No (Ineligible) Yes (Eligible)
Non-violent Most Serious Conviction 61.6 38.4
Less than 3 year prison sentence 51.4 48.6
Likely assessed as drug-dependent 
(drug use on three or more days a week) 36.1 55.4
Combined 81.1 18.9
Source: AIC DUCO Follow-up [Computer File]
Tables 9.5 and 9.6 illustrate the application of these eligibility criteria to each of the six 
conviction trajectories identified in this study. For the high-rate (HD) prisoners, the data 
show that while 16 percent were not likely to be assessed as drug dependent at the time 
of imprisonment, of those who were, only 28 percent were likely to have been eligible 
for the Drug Court program (24% of all high-rate prisoners)-the remaining 72 percent 
were ineligible owing to a disqualifying offence or a disqualifying term of 
imprisonment. Similar proportions are estimated across each of the other five conviction 
trajectories with, for example, only 32 percent of drug dependent early-onset prisoners 
and 35 percent of drug dependent late-onset prisoners being hypothetically eligible for 
the Drug Court program.
Presented as a proportion of all Drug Court eligible prisoners, Table 9.6 confirms that 
those prisoners who were hypothetically eligible for the Drug Court program had not 
followed a single conviction pathway. Instead, approximately one in three had followed 
a very low-rate offending trajectory, 21 percent had followed the low-rate trajectory and
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17 percent had followed the late-onset trajectory. Further, nine percent of eligible 
prisoners were from the early-onset trajectory and eight percent were from the high-rate 
trajectory. Importantly, compared to the distribution of prisoners across each of the six 
trajectories for the entire sample, those eligible for the Drug Court were 
disproportionally more likely to have followed a low-rate (LD) or late-onset trajectory 
(LMP), while the number of high-rate and early-onset prisoners was neither over nor 
underrepresented.
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Considering the finding from Chapter 8 that drug use had a differential impact on 
conviction rates both between and within trajectories at different ages, in a final test of 
these data we consider from which point in the developmental process different groups 
of prisoners were most likely to be eligible for the Drug Court program. Once again, to 
facilitate this we use the age of each prisoner to identify at which phase of their 
conviction trajectory they entered custody prior to being interviewed for the DUCO 
study in 2001. From this, it is possible to identify whether a prisoner was escalating, 
peaking or desisting from crime at the point at which they were hypothetically eligible 
for the Drug Court program. As was the case earlier, only those prisoners following a 
low-rate (LD), moderate-rate (EMD & LMP) or high-rate (HD) trajectory are examined, 
since for the zero and very-low rate prisoners there was no discernable pattern of 
escalation or desistance.
Table 9.6 presents the outcomes of this analysis, while Figure 9.2 illustrates the results 
graphically with reference to the specific developmental process within each trajectory. 
Together, these data show that:
■ Of the 18 high-rate prisoners who were eligible for the Drug Court program, nine 
(50%) were still escalating in their offending at the time of imprisonment, four 
(28%) were peaking and five (28%) were desisting.
■ Of the 19 early-onset prisoners who were eligible, 10 (53%) were at the peak of 
their offending, seven (36%) were desisting and only 2(11%) were escalating.
■ Of the 39 late-onset prisoners who were eligible, the majority (54%) were still 
escalating at the time of entry into prison, while 13 (33%) were at the peak of 
their offending and 5 (12%) were in the early stages of desistance.
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■ Of the 48 hypothetically eligible low-rate prisoners, the majority (65%) had 
already begun to desist from crime by the time they were imprisoned. Of the 
remaining prisoners in this group, 14 (29%) were at the peak of their offending 
and only three (6%) were still escalating.
Overall, when combined across all four groups it is noted that at the time of entry into 
prison, 39 percent of hypothetically eligible prisoners had commenced the desistance 
process, while 33 percent were at the peak of their offending and 28 percent were still 
escalating. Extrapolating the data for these prisoners confirms our expectations that:
■ the majority of drug dependent offenders in the prison system were likely to have 
been ineligible for diversion to the Queensland Drug Court program;
■ eligibility rates diminished with age, such that desisting prisoners were the least 
likely to have been eligible;
■ of those who were eligible, there was significant variability with respect to their 
conviction trajectories, confirming that Drug Court clients rarely enter the 
program from a position of equality in their conviction histories; and
■ even drug dependent prisoners following the same trajectory can be eligible for 
and enter the Drug Court program at different stages of development. Some may 
enter while still escalating or peaking in their offending whereas others may have 
already begun to desist from crime.
To the extent that the relationship between drug use and crime is different for different 
trajectories and at different stages of development suggests that more targeted 
intervention and treatment strategies may be needed to more effectively intervene in the 
drug-crime cycle.
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Table 9.7: Conviction-based developmental stages of Drug Court eligible prisoners by 
trajectory type
n
.D
%
LMP
n %
EMD 
n %
HD
n %
Total
n %
Escalating 3 6.3 21 53.8 2 10.5 9 50 35 28.2
Peaking 14 29.2 13 33.3 10 52.6 4 22.2 41 33.1
Desisting 31 64.6 5 12.8 7 36.8 5 27.8 48 38.7
Total 48 100 39 100 19 100 18 100 124 100
Source: AIC DUCO Follow-up [Computer File]
Figure 9.2: Conviction-based developmental stages of Drug Court eligible prisoners by trajectory 
type
Group 3: LD Group 4: LMP
» Eligible (% of drug dependent users at each stage)
---- 60
- 50 £
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
■ Eligible (% of drug dependent users at each stage)
I-----1-3 * 20
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Age (years)
Group 5: EMD
■ Eligible (% of drug dependent users at each stage)
10 1112 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Group 6: HD
■ Eligible (% of drug dependent users at each stage)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Chapter 10: Conclusion
10.1: Introduction
The journey of this thesis began with one overarching aim -  to contribute meaningfully 
to contemporary criminological thinking about the relationship between drug use and 
crime. In doing so, we capitalised on recent methodological advances in life-course 
research to reflect on the drug-crime nexus and consider the merits of a trajectory-based 
approach to breaking the drug-crime cycle. We do this at a time of great uncertainty; a 
time when, across Australia, governments juggle a number of competing fiscal priorities 
and move to reconsider their funding of a range of interventions currently operating in 
the criminal justice system. In Queensland in particular-the jurisdiction in which this 
thesis made its journey-the closure of drug courts and other diversion-based schemes 
heralds a period of significant change.
However, with change comes opportunity and it is in this thesis that we return to 
Australia’s largest federally-funded research program on criminal careers-the Drug Use 
Careers of Offenders (DUCO) program-to answer three key questions. Their answers 
have the potential to help shape the next generation of drug-treatment and rehabilitation 
options for drug dependent offenders. First, we ask to what extent are there qualitatively 
and quantitatively different trajectories of offenders in the Australian prison population 
and in what ways are these trajectories consistent with those predicted by contemporary 
developmental criminological theory. Second, we examine prisoners’ experience of 
drug use and identify different developmental patterns of drug use over the life-course. 
By connecting these developmental pathways, we seek to identify the nature and
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strength of their relationship as they co-develop with age. Finally, we consider to what 
extent the presence and strength of the drug-crime relationship is path-dependent and 
how knowledge of such a relationship might help to efficiently and effectively target 
interventions and programs to drug dependent offenders.
Underpinning our exploration of these important questions is a detailed review of the 
criminal career and drug-crime debates which together served as an important reminder 
of both the historical context and the foundational concepts-persistent population 
heterogeneity and state dependence-that remain pillars of ongoing theoretical and 
methodological advances in criminology. The central methodological approach of this 
thesis is the Group-Based Trajectory Modelling (GBTM) technique described in detail 
by Nagin (2005) and which allows population heterogeneity to be partitioned into 
discrete clusters or groups of offenders following roughly equivalent developmental 
pathways. In selecting this method, this thesis borrows heavily from those 
developmental and life-course theories that posit the existence of different offender 
groups or typologies. It argues not only that different groups of offenders can be 
classified into a series of discrete conviction trajectories, but more importantly, that 
these trajectories make for a valuable apparatus though which an understanding of the 
path-dependent and age-graded relationship of drug use and crime can be used to 
enhance the criminal justice system response to drug-related crime.
10.2: Empirical findings
On the number and shape of trajectories
In Chapter 6, a detailed description of the GBTM model building process was provided, 
including an extensive model testing and diagnostic review. With what is described as 
excellent assignment accuracy we conclude that, when measured between the ages of 10
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and 29 years, the conviction data of these 1,184 Queensland prisoners is best 
summarised into six distinct trajectories. Being one of only four Australian studies to 
utilise the GBTM method and the first of its kind to examine a state-wide representative 
sample of prisoners, this thesis represents an important contribution to the cross­
national and cross-cultural exploration of developmental and life-course criminology. 
This, as Farrington (2012) recently suggested, is one of ten key priorities for the future 
of criminology (2012, p. xxii) and contributes to what Delisi and Piquero (2011) 
acknowledge as one of 16 research questions still to be answered by the criminal career 
debates -  namely, confirmation of “how many classes or trajectories of criminal careers 
exist, or even if it matters on conceptual or theoretical grounds” (2011, p. 294).
In general terms, the number of trajectories identified here appears consistent with 
previous international applications of the group-based method. In their most recent 
review, Jennings and Reingle (2012) conclude that between two and seven trajectories 
are typically identified and that there is a general tendency for a greater number of 
trajectories to be identified when GBTM analysis is confined to a sample of serious 
offenders. Even so, it is important to note that the six trajectories identified in this study 
sit toward the higher end of the expected range with only four of the 57 official record 
studies considered by Jennings and Reingle (2012) identifying six or more latent 
trajectory groups.
Exactly why the present study identified a relatively high number of trajectories is 
difficult to ascertain, however there are a number of possible explanations. First, by 
including exposure controls for incarceration, it is possible that this study captured 
greater variation in offending than might otherwise have been possible. As was also 
shown by Eggleston and colleagues (2003), the additional information provided by
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controls for incapacitation can fundamentally change the shape and potentially the 
number of trajectories estimated. In their study Eggleston and colleagues (2003) 
identified five groups of offenders which, being a sample of serious adolescent 
offenders, did not include a zero-rate offender group comparable to the one identified in 
this study. However, it is worth noting that in their analysis, Sampson and Laub (2003) 
later identified six trajectories.
Second, this study mapped prisoner conviction trajectories to the relatively young age of 
30, focussing largely on the most active and diverse period of offending. Since longer 
observation periods are typically associated with the extraction of fewer latent 
trajectories (Jennings and Reingle 2012) truncating our observation at such a relatively 
young age may have allowed the GBTM method to identify a greater number of more 
diverse trajectories than might have been the case had the conviction histories been 
examined to age 40 or age 50. As was shown by Sampson and Laub (2007), longer 
observation periods tended to yield fewer groups as trajectories converged in late 
adulthood and as the high degree of heterogeneity in adolescence and early adulthood 
became less influential in distinguishing offenders over the life-course84.
Finally, as the first study to use police-recorded criminal conviction data for a sample of 
adult prisoners in Australia it suggests that the relatively high number of trajectories 
identified in this study may speak to some important cross-national differences in 
criminal justice processing and recording practices . Although it is not within the scope
84 In a more recent examination of the Cambridge Study of Delinquent Development (CSDD), Farrington 
and his colleagues (2013) used GBTM to examine the trajectories of offending as measured using 
different age intervals. Starting with the interval of 10-16 years, the authors finalise their analysis with an 
examination of the full age range of between 10 and 58 years. Their results demonstrate, like Sampson 
and Laub (2007), that the number and shape of trajectories can be of substantiative difference depending 
on the range of data upon which GBTM is executed.
85 Australia is a federated system. Criminal history records used in this study are maintained by the 
Queensland police and pertain only to those offences committed and processed within the Queensland
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of this thesis to explore the impact of these cross-jurisdictional differences, the fact that 
such differences exist raises important questions about the inter-jurisdictional 
comparability of GBTM models and once again reinforces the merits of the current 
study as an ongoing cross-country and cross-cultural comparative application of the 
method.
Of the six trajectories identified in this study, the largest was comprised of prisoners 
who had almost no contact with the criminal justice system up to the age of 30. This 
group of offenders were described as zero-rate (ZERO) prisoners and further 
examination of their criminal histories revealed very few, but mostly serious violent 
convictions such as homicide and driving causing death (manslaughter). The second 
largest group were those described as very-low-rate-sporadic (VLS) prisoners whose 
conviction trajectories were marginally higher than that of their zero-rate peers and were 
comprised of a series of convictions that appeared sporadic and occurred without any 
discemable pattern over the life-course. The third group to emerge from these 
conviction data were described as low-rate-desistors (LD) because, while their 
conviction histories were comparatively low, their trajectories of offending evinced 
more discernable pattern over the age-range. Their conviction trajectories peaked at just 
over five convictions per year by age 20, and by 29 years, their average rate of 
conviction was approaching zero.
criminal jurisdiction. Unlike in other countries such as the United Kingdom, Australia does not yet have 
an integrated national criminal justice database from which an offender’s entire interstate history can be 
obtained. Assuming some prisoners in this study were born or travelled interstate for extended periods of 
time suggests that some of their criminal history may be unknown or unobserved in this analysis. Further, 
Queensland is the only Australian jurisdiction in which persons aged 17 years are considered adults for 
the purpose of criminal prosecution (Richards 2012). That a young offender in Queensland is classified as 
an adult (and treated as such by the law) one year earlier than in any other Australian jurisdiction may 
have a number of important implications for the nature and shape of the resultant conviction trajectories. 
This is especially so if young offenders in Queensland are processed as adults and first experience adult 
sanctions at younger ages than their interstate or international counterparts.
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Of the three remaining trajectories, two were identified as peaking at a relatively 
moderate-rate of 10 convictions per year, while the third but smallest group had a much 
higher rate of conviction, peaking at 20 convictions per year. Of the two moderate rate 
offenders, the first was described as early-onset moderate-rate-desistors (EMD). For 
offenders in this trajectory the exposure-adjusted conviction rate peaked at age 19 and 
began to decline in early adulthood. Unadjusted, their rate of conviction evinced an 
even earlier peak by age 17 and an even more sizable decline by age 20 and so for all 
intents and purposes, this small group of just seven percent of the prisoner population 
appeared to follow a conviction trajectory broadly consistent with the ‘adolescent 
limited profile’ predicted by Moffitt’s (1993) Dual Taxonomy. In doing so, this thesis 
adds to the growing number of international applications of GBTM in which a 
seemingly adolescent-limited offender group appears as a stable empirical and 
theoretical construct (Jennings and Reingle 2012).
Beyond these basic similarities, however, there emerged a number of interesting 
differences worthy of note. In particular, the estimated size of the early-onset 
(adolescent-limited) group in this study is considerably smaller and their exposure- 
adjusted rate of desistance is considerably slower than might otherwise have been 
predicted by Moffitt’s (1993) theory. On both matters, we are reminded that the sample 
in this study was selected by virtue of their imprisonment as an adult in a Queensland 
correctional centre. Moffitt’s Dual Taxonomy, on the other hand, was proposed as a 
population-level explanation of criminal participation in which the vast majority of 
offenders are adolescent-limited and cease their offending before encountering the 
consequences of serious criminal sanctioning (imprisonment) as adults. Given this, it is 
not surprising that only a small fraction of the adult prison population is comprised of 
what might be described as adolescent-limited offenders and perhaps, as Moffitt (1993)
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predicted, this relatively small number of offenders ended up in adult correctional 
centres after having been ‘ensnared’ into a more prolific and longer lasting (slower 
desisting) offending trajectory. That the desistance process starts earlier in this 
trajectory than in any other appears consistent with Moffitt’s view that even ‘ensnared’ 
adolescent-limited offenders will desist from crime in early adulthood because they do 
not carry with them the neuropsychological and socialisation deficits that predict 
chronic and life-course persistent offending.
The second of the two moderate rate trajectories was described as late-onset-peaking 
(LMP) because their conviction pathway increased more gradually and peaked much 
later (age 27) than any of the other five groups. Representing 11 percent of the overall 
sample, it is notable that in this Australian application of the GBTM method a cluster of 
late-onset offenders emerged evincing a conviction profile consistent with those 
described by others as ‘adult-onset’ or ‘late-blooming’ offenders (Krohn et al., 2013).
Although not well defined by early developmental theories, the emergence of late-onset 
offenders as a seemingly stable cluster across several international applications of the 
GBTM method has necessitated greater theoretical integration. In their recent and 
detailed review of the literature Krohn and colleagues (2013) pointed to the emergence 
of two dominant hypotheses. The first comes from Samson and Laub’s (1993) age 
graded informal social control theory for which they argue that particular events in late 
adolescence and early adulthood may weaken social bonds and promote a later than 
average onset of criminal and antisocial behaviour (Krohn et al 2003). The authors cite 
failed relationships, getting fired from a job, failing a college degree, or experiencing a 
traumatic event as just some of the possible life experiences which may weaken social 
bonds and promote antisocial involvement at later than average ages. The second comes
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from Thornberry and Krohn (2005) who argued that adult-onset offenders are not all 
that dissimilar to their early-onset peers, except that they do not exhibit early-onset 
offending because they are less likely to have been born into strong social disadvantage 
and are therefore “buffered by strong social bonds such as a supportive family” (Krohn 
et al., 2013, p.191). Accordingly, Thornberry and Krohn (2005) argue that early and 
late-onset offenders share a similar set of social and cognitive deficits, but differ only to 
the extent that antisocial and criminal behaviour does not manifest for late-onset 
offenders until such time as the protective influence of a strong family bond begins to 
weaken in early adulthood. Consequently, it is thought that in early adulthood those 
previously protected by a strong and supportive family are “faced with both the loss of 
buffering factors and an increase in life stressors due to the problems encountered in 
both employment and relationship trajectories” (Krohn et al., 2013, p. 191).
The final group extracted from these data were described as high-rate-desistors (HD) 
because they had not only the highest rate of conviction at peak (20 convictions by age 
22) but they also evinced a clear downward trajectory from age 23 such that, by their 
30th birthday their rate of conviction was 75 percent lower than just five years earlier (5 
convictions at age 29). Being the most prolific offenders in this sample, their clear and 
unambiguous pathway to desistance before the age of 30 is notable, especially for its 
apparent inconsistency with Moffitt’s (1993) earlier prediction of a chronic life-course 
persistent offender for whom it was suggested there would be a chronic level of criminal 
and antisocial activity across much of the life-course. To be sure, even if both moderate- 
rate trajectories are considered in the context of Moffitt’s theory, there still appears to 
be no obvious life-course persistent trajectory in this sample of Queensland prisoners. 
Together, these data add further support to Sampson and Laub’s view that all offenders 
desist from crime eventually and that the events of adulthood are likely to play an
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important role in determining when desistance begins and how rapidly it occurs 
irrespective of childhood factors or propensities (Laub et al., 1998; Laub & Sampson, 
2001; Sampson & Laub, 1993, 2003b).
On the lifetime experience of drug use
In the second stage of analysis, this thesis sought to identify whether different offenders 
following different conviction trajectories reported different experiences of drug use. 
The results, as presented in Chapter 7, appear at odds with our expectation that the 
fundamental elements of the drug use trajectory (age of initiation and the rate of 
escalation to regular drug use) would closely align with the same key elements of each 
conviction trajectory. To be sure, there were few statistically significant or 
substantiative differences between early-onset, late-onset and high-rate offenders. All 
three groups had used drugs at roughly equal proportions, had experimented at 
approximately the same age, and there was no difference between them with respect to 
the rate or speed at which they escalated to regular use. For the late-onset offenders, this 
means that the initiation of regular drug use occurred at an age well before their 
conviction trajectories began to escalate in earnest. For the high-rate offenders, those for 
whom we might expect to have had the most significant drug use histories, there did not 
appear (at the bivariate level) to be any meaningful differences when compared to either 
their early-onset or late-onset peers -  the exception being for the lifetime prevalence of 
heroin use, however even then this statistical difference amounted to little more than a 
10 percentage point difference to age 30.
To extend the analysis in Chapter 7, this thesis introduced three separate depictions of 
the drug use trajectory as a means for simplifying these complex data into a series of 
developmental pathways. The first examined the age-graded accumulation of initiation
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events, measured as the number of drugs first initiated at each age. Returning to the 
GBTM method, it was possible to identify three separate drug initiation trajectories: the 
first comprised offenders who in this sample started drug use early and progressed to 
the use of multiple drug types within the short space of five years; the second were 
identified as having a more gradual initiation trajectory, trying just as many drug types 
as their peers, only at older ages and over a more protracted period of time. The final 
group was comprised largely of non-drug users who tried only one or two drug types 
and most often between the ages of 17 to 19 years.
The second developmental depiction and simplification of the drug use trajectory was to 
examine in detail the initiation sequencing of different drug users. Here, this thesis 
examined the sequence in which different prisoners first used different drugs, cognisant 
of a significant literature that describes the stepping stone hypothesis as depicting a 
typical initiation sequence as starting with alcohol and being followed by cannabis and 
then other illicit drugs (Kandel and Faust 1975). In this study, approximately three 
quarters of offenders had used drugs in the typical sequence. The remaining 25 percent 
had either skipped alcohol or progressed from alcohol to other illicit drugs before using 
cannabis. A comparison across the six conviction trajectories found that the two 
moderate-rate offending groups were more likely than average to have followed an 
atypical initiation sequence, although once again these differences were not significant 
when compared between early-onset and late-onset offenders, nor when compared to 
high-rate offenders.
In a final effort, this thesis combined initiation and escalation events into a single 
longitudinal process representing a pooled drug use transition trajectory. In this 
analysis, the application of GBTM identified four trajectories of drug users: three
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following similar pathways to those described earlier for initiation events and one 
additional trajectory representing a small sample of just seven percent of prisoners who 
had used more drug types at an earlier age and at a faster pace than any of their peers. A 
joint distributional comparison showed some modest association between drug 
transition and conviction trajectories, with early-onset and high-rate prisoners being 
more likely than late-onset and low-rate prisoners to have followed an early and fast
oz:
paced drug use transition pathway. Importantly, however, a comparison between the 
three most prolific prisoner groups yielded no statistically significant differences.
At the most basic level, the analysis presented in this thesis confirms a modest 
association between the severity of drug use trajectories and the severity of conviction 
trajectories. Emerging from this analysis was clear evidence that the lowest-frequency 
offenders not only experimented with fewer drugs at older ages, but were also less 
likely to have escalated to regular drug use. To this end, there appeared at least a modest 
linear relationship between the frequency of offending and the diversity and frequency 
of drug use whereby the zero-rate and very-low rate prisoners had used fewer drug types 
than their low-rate peers, who in turn had used fewer drug types than their moderate- 
rate and high-rate peers. Between the moderate and high-rate prisoners however, there 
were once again few substantiative differences.
In concluding this comparative analysis we draw attention to two key findings of 
relevance to ongoing discussion in the criminal career and drug-crime debates. First, 
drug use and conviction trajectories were principally correlated in degree but not kind,
86 An alternative approach to the analysis of both conviction and drug-use trajectories is known as dual­
trajectory analysis. This technique represents a more complex specification of the concurrent 
development of two developmental processes and although there have been few applications 
internationally the process has become increasingly popular. Not having performed dual trajectory 
analysis remains a limitation of the present study and an area in need of future research.
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and this correlation weakened at the high end of the conviction spectrum as differences 
between groups became more difficult to find between high and moderate rate 
offenders. In particular, the nature and developmental pathway of drug use proved to be 
of little practical value in differentiating the timing of one’s conviction trajectory or the 
eventual rate of their engagement in crime. In many respects, these data support 
Sampson and Laub’s (2003a) contention that while early childhood and adolescent 
experiences may be important to explaining the initial distribution of offenders across a 
continuum of antisocial potential, their strength in predicting long-term outcomes across 
the life-course is limited because the events and activities of adulthood are more 
important in shaping trajectories and later life outcomes.
Second, the remarkable similarity between moderately offending early and late-onset 
prisoners offers some support to Thornberry and Krohn’s (2005) argument that, 
although developmentally indistinguishable from their early-onset peers, late-onset 
offenders are sheltered by strong and supportive social structures that protect against 
early and regular contact with the police. With much of an individual’s drug use 
occurring covertly and having few formal consequences, perhaps the equivalence of 
these prisoners’ drug use history points to some equality in their antisocial propensity 
which for the late-onset prisoners did not manifest into formal police contact because of 
the protection afforded by their relative social advantage and strong family 
environment. Further, as Thornberry and Krohn (2005) predict, their later than average 
accumulation of convictions coincides with the transition to early adulthood; a time
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when perhaps the protection of a good family weakens and life stressors such as
87ongoing drug use begin to exert their greatest upward pressure on conviction rates .
On the path-dependent nexus between drug use and crime
Having found few substantiative differences in the drug use experience of moderate and 
high-rate offenders, we turned in Chapter 8 to the examine the possibility that while the 
early experience of drug use may not differ between these groups, its influence on 
conviction rates may vary between trajectories and within trajectories at different ages. 
Nagin (2010) describes this as ‘path-dependency’ and confirmation of its presence in 
these data would provide an important insight into the complex interaction between 
drug use and crime over the life-course.
Given the ubiquity of illicit drug use across five of the six conviction trajectories (all 
having above a 90% prevalence by age 30), this thesis explored regular illicit drug use 
as a time-varying covariate within the GBTM modelling framework . The intention of 
this analysis was to estimate the difference in conviction rates between regular illicit 
drug users and non-regular illicit drug users at all ages across each trajectory. Of the 
resulting model, our analysis was guided by two key questions. First, whether regular 
drug users had higher rates of conviction compared to their non-regular drug using
87 Although this finding is consistent with Thornberry and Krohn’s (2005) view, it should also be noted 
that the results also sit in contrast to Moffitt’s (1993) view that the earliest onset and highest rate 
offenders should have the most significant repertoire of problem behaviours. However, given the data 
limitations and measurement issues described later, it is premature to conclude that these results provide a 
strong basis upon which to reject this common conceptualisation of early-onset offenders having early- 
onset drug use histories. After all, convictions data do not accurately capture early offending, while the 
self-reported drug use data is insufficiently detailed to examine the severity or frequency of drug use over 
time.
88 Readers are reminded that in this study information about drug use desistance was not captured in the 
original DUCO survey. It was not possible, therefore, to identify periods of high and low drug use, nor 
was it possible to indicate when and if regular drug use had ceased at any time prior to the age of 30. For 
this reason, we conceptualise the measurement of regular illicit drug use in this study as an indicator of 
each prisoner’s transition into a state of regular drug use and we interpret the results knowing that not all 
prisoners will have necessarily continued regular drug use for the entire time their conviction data was 
observed.
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peers, confirmation of which would suggest that there existed a correlation between 
drug use and crime that could not be explained by some pre-existing persistent 
propensity to antisocial and criminal conduct. Second, whether the correlation between 
drug use and conviction rates varied in strength such that the magnitude of the drug- 
crime relationship was significantly different when compared between trajectory 
groups.
On the first count, this study found that regular illicit drug users had significantly higher 
rates of conviction in all but one trajectory. The exception was for the early-onset 
trajectory for whom drug use, when averaged across the entire age range, had no 
significant impact on conviction rates. On the second count, comparisons between 
coefficients in the model confirmed that regular illicit drug use was more influential in 
some trajectories than it was in others. Specifically, regular illicit drug use had the 
greatest impact on zero-rate and very-low rate offenders, followed by the high-rate 
(HD) and low-rate desistors (LD). All but two coefficient comparisons were statistically 
significant - the exceptions being that moderate-rate late-onset prisoners (LMP) and 
very low-rate sporadic (VLS) prisoners appeared equally influenced by regular illicit 
drugs, as were high-rate offenders and low-rate-desistors. The sum total of this analysis 
confirms that regular illicit drug use had significantly different implications for the 
development of different trajectories. For those with the lowest rates of offending, the 
correlation between drug use and crime was greatest, whereas for the seemingly earl- 
onset adolescent-limited offenders, regular illicit drug use appeared to have no impact at 
all.
To further explore the relationship between regular illicit drug use and conviction rates 
within trajectories, the base model was generalised to examine whether, among regular
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drug users, differences existed between those following different drug use trajectories 
and those following different initiation sequences. Interestingly, in each of the two 
additional models the inclusion of new information about the developmental nature of 
drug use did not produce a better fit to the data, suggesting that the specific 
developmental characteristics of one’s drug use trajectory had little bearing on the 
overall summation of the data. Nevertheless, a detailed examination of each model 
revealed that developmental differentiation of regular illicit drug users offered some 
additional insights. For example:
■ Early and fast-paced transition through drug use in the early teenage years was 
associated with a higher rate of conviction for only one group of offenders -  the 
low-rate desisting offenders. For late-onset, high-rate and zero-rate offenders on 
the other hand, those who transitioned through drug use early and quickly had, in 
fact, statistically lower rates of conviction compared to their more normative drug 
using peers. Why this is the case remains to be understood, however the result 
runs counter to our expectation that the most troubled of drug users will have the 
most significant contact with the police over the longer term. Perhaps those who 
transition through drug use early and quickly also reach treatment and 
rehabilitation services at a comparatively young age. Or, perhaps those more 
entrenched drug users follow a pathway that eventually leads to greater 
participation in the drug market and the more covert income-generating crimes 
that comes with it (such as drug dealing and fraud).
■ Atypical initiation sequencing was statistically significant for only two groups; 
however in this case it was for the high-rate and low-rate-desisting offenders. In 
both cases, those who initiated drugs in an atypical sequence had higher rates of 
conviction than those who initiated drug use according to the more prevalent and
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common ‘stepping stone’ sequence. For all other groups there appeared no 
relationship between the initiation sequence of drug use and the rate of conviction.
In the final set of analyses, the relationship between drug use and crime was generalised 
to allow an interaction with age. In the first case, two additional time-varying factors 
were included to measure the onset and influence of two serious drug types -  
amphetamine and heroin. Recognising that regular illicit drug use captures and averages 
the effect of all drug types into a single estimate, this generalisation makes it possible to 
examine the extent to which the transition from less serious regular drug use (for 
example, cannabis) to more serious drug use, had an additional impact on the rate of 
conviction within each trajectory. The results showed that:
■ The onset of regular heroin use was associated with a significant increase in the 
rate of conviction for offenders in the very-low-rate, low-rate and late-onset 
trajectories. It was not associated with any change in conviction rates for the high- 
rate or zero-rate offenders. For the early-onset offenders, the commencement of 
heroin had an unexpected outcome, resulting in a significant fall in convictions -  a 
fall so large that by the time regular heroin use commenced, these offenders had 
lower conviction rates than even those who were not regularly using drugs.
■ Regular amphetamine use was associated with a statistically significant increase 
in the rate of conviction for five of six trajectories and, like heroin, a statistically 
significant decrease in the rate of conviction for the early-onset group. For those 
where amphetamine use increased the rate of conviction, the effect was greatest 
for the zero-rate offenders, followed by the high-rate and very-low-rate offenders. 
Only for the high-rate and zero-rate offenders were regular amphetamine users
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accumulating a higher number of convictions than their regular heroin using
peers.
In the second modelling scenario, regular illicit drug use was conceptualised as having a 
potentially differential relationship with crime at three different stages of the life-course. 
To achieve this, a piecewise model was estimated, partitioning the relationship between 
regular illicit drug use and conviction rates into three separate age groups. The first 
measured the difference between regular illicit drug users and non-drug users between 
the ages of 10 and 19. The second examined the period between the ages of 20 and 24, 
while the third looked to the end of each trajectory between the ages of 25 and 29. 
Modelling drug use at these three separate stages of each trajectory revealed that:
■ For zero-rate (ZERO) prisoners, drug users had statistically high rates of 
conviction at all ages and the differential between drug users and non-drug users 
remained relatively constant across the age range.
■ Drug users following a very-low-rate (VLS) trajectory had higher rates of 
conviction at all ages, however, unlike their zero-rate peers the relative influence 
of drug use diminished with age.
■ For those prisoners described as low-rate-desistors (LD), the influence of drug use 
on conviction rates was strongest during the period of escalation and then again 
during the later period of desistance. Interestingly, there was little difference 
between drug users and non-drug users at the peak period of their conviction 
trajectories.
■ For late-onset (LMP) offenders, drug use had its greatest impact on conviction 
rates between the ages of 20 and 24, coinciding with the period of their delayed
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escalation in offending. In the period prior, drug use had only a modest impact on 
conviction rates, while during the period of peak offending, regular drug use had 
no discemable effect.
■ For early-onset (EMD) offenders, drug use was significantly associated with 
higher rates of conviction during both the period of escalation and the later period 
of desistance. Interestingly, drug use was found to be associated with a 
significantly lower rate of conviction during the period best described as 
coinciding with the early stages of the desistance process.
■ Drug users of the high-rate (HD) trajectory had significantly higher rates of 
conviction at all ages; however, the relationship between drug use and crime 
increased with age such that it was estimated to be highest during the later stages 
of the desistance process.
For developmental criminology, evidence of path-dependency and age-graded 
variability in the drug crime relationship has a number of important implications. First, 
it confirms the results of other notable scholars (for example, Sullivan and Piquero 
2012; Piquero et al., 2000) that drug use and crime are correlated to an extent that 
cannot be solely explained by pre-existing propensities for antisocial behaviour. On this 
point, we are reminded that a significant advantage of modelling drug use as a time- 
varying covariate within the GBTM framework is that its influence on conviction rates 
can be examined among offenders sharing a similar or common developmental 
pathway. By conditioning on group-membership in this way, the relationship between 
drug use and crime can be estimated net of the effect of other unobserved factors that 
might also influence the shape and magnitude of each trajectory. Put simply, these 
results lend support to developmental theories of crime which posit the importance and
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value of state dependence as central to the development of offenders and a cause of 
present and future offending.
This of course should not be taken as indifference to the potentially strong and 
important role played by persistent population heterogeneity. In fact, that the drug-crime 
correlation varies significantly across trajectories suggests that state dependence and 
population heterogeneity (latent criminality) operate in different strengths and at 
different times in the life-course. In particular, the estimated influence of drug use was 
greater in this study for those prisoners who had the lowest rates of conviction and, it 
could be argued, the lowest proclivity to antisocial and criminal behaviour. Conversely, 
the drug-crime relationship was both weaker and more variable by age among those 
more prolific offenders for whom latent propensity to antisocial behaviour was likely to 
be higher.
On this issue of the competing influence between pre-existing propensity and state 
dependent processes, we make a number of other notable observations:
■ Of the three lowest-rate trajectories in this study, the estimated correlation 
between drug use and crime was highest during the earliest period of the 
developmental pathway. Assuming that state dependent processes operate more 
strongly within those trajectories exhibiting the lowest propensity to crime, this 
suggests that drug use has the greatest influence during those periods in which 
criminal and antisocial activity first manifests. To this, we conclude that drug use 
has a strong influence on the development of offenders among those trajectories 
comprised of individuals with low pre-existing propensities to crime.
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■ Of the two earliest-onset trajectories (both moderate and high-rate), the correlation 
between drug use and crime was only weakly associated during the early 
developmental phase but more strongly associated at older ages after which the 
desistance process had already begun. This suggests that for prisoners with the 
highest latent propensity, drug use and crime will often coexist during 
adolescence as alternate manifestations of a single or common aetiology. It is only 
when in later years, perhaps as early latent propensities become less influential to 
the continuation of a criminal career, that the state dependent relationship between 
drugs and crime becomes most apparent.
On this last point we conclude that among those with the highest proclivity to antisocial 
and criminal involvement, drug use has limited influence on the initial development of 
offenders. Instead, both activities emerge as manifestations of a common behavioural 
trait and both are likely to exert reciprocal effects during adolescence and into early 
adulthood. Later in life, however, as the strength and importance one’s initial proclivity 
for crime diminishes (Sampson and Laub 2005) it seems drug dependency acts as a 
barrier to desistance. Although the specific mechanism of influence is not examined in 
this thesis, we look to others’ for some inspiration. Perhaps as Farrington argues 
(2005b), the feedback loops associated with drug use contribute to the development of 
long-term antisocial potential (Farrington 2005b). This may in turn prevent the 
attainment of key adulthood transitions that promote strong social bonds and the 
desistance from crime (Sampson and Laub 1993). Perhaps drug use ensnares individuals 
into a prolonged trajectory of crime (Moffitt 1993) or fosters a degree of behavioural 
habituation that consequently reduces one’s ‘activity set’ (Wikström, 2005) and 
influences post-conviction decision making (MacLeod, Grove, & Farrington, 2012).
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Before ending this discussion we return once again to consider how these results may 
help inform ongoing theoretical discussion about the nature and context of adolescent- 
limited and adult-onset offending. In particular, we draw attention to the somewhat 
unexpected finding that for the adolescent-limited prisoners in this sample, drug use and 
crime were (strongly) negatively correlated during the period of early adulthood -  a 
time when serious regular drug use (such as amphetamine and heroin use) most often 
commenced. What is unexpected about this finding is that for adolescent-limited 
offenders, Moffitt (1993) describes drug use as a ‘snare’ whose cumulative 
consequences have the potential entrap offenders into a more prolific, or at least 
prolonged trajectory of offending. Subsequently, it is unexpected that adolescent-limited 
offenders who use drugs will experience a considerable decline in their offending 
relative to that of their non-drug using peers.
To explain this finding, we offer two tentative explanations. First, it is possible that for 
some offenders the qualitative nature of their offending and the number of crimes they 
commit may change as they transition to more serious drug use and as their preferences 
shift to more immediate and financially rewarding crimes. In particular, the status- 
related offences that once dominated the trajectories of some adolescent-limited 
offenders may be replaced with more profitable forms of criminal activity that require 
less frequent involvement or which have lower detection probabilities. The transition 
from petty theft and shoplifting to drug selling or fraud as a primary source of income, 
for example, may significantly alter the number of crimes detected and the number of 
convictions recorded on one’s criminal history. Perhaps, given the relative 
sophistication of these more covert but financially rewarding crimes, the transition may 
be easier and more probable for offenders not hindered by pre-existing 
neuropsychological and cognitive deficits.
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Second, it is possible that the onset of serious and dependent level drug use for some 
offenders strengthens rather than weakens the social and family bond, even if only 
temporarily. In this case, we imagine the scenario of a ‘good kid gone bad’ whose 
parents and other family members rally around them during early adulthood to 
encourage behavioural change and the cessation of their offending. Of all the factors 
that might ensnare an adolescent-limited offender not otherwise burdened by 
neuropsychological deficits or behavioural problems, drug use may be among those that 
the family and social unit can best organise itself to assist and support. Perhaps by 
finding the money to pay for drug treatment or collectively encouraging self-help, the 
family bond of the adolescent-limited offender may strengthen to promote a lower rate 
of offending. Rather than turning away a problem child as they reach adulthood, 
perhaps the parents and extended family of the adolescent-limited offender are more 
accommodating, protective and proactive in supporting their troubled kin when the 
consequences of their drug use are likely to attract more severe penalties in early 
adulthood.
For adult-onset or late-blooming offenders, the results of this age-graded and path- 
dependent analysis offer additional support to Thronberry and Krohn’s (2005) view that 
late-onset offenders are seemingly protected from frequent criminal justice contact until 
such time as the family and social bond weakens in early adulthood. Specifically, this 
analysis finds that despite their early initiation and transition to regular drug use, for 
late-onset offenders the correlation between drug use and conviction rates was highest 
between the ages of 20 and 24 and coincides with the period of escalation in their 
offending. Perhaps as Thronberry and Krohn (2005) argue, these late-onset offenders 
share with their peers a common developmental profile of cognitive and social deficits 
which only manifest as covert antisocial activities (drug use) during adolescence.
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Perhaps what differentiates late-onset offenders is that which protects them as 
adolescents from having frequent contact with police and an early start to their 
conviction histories -  a protection that lasts at least until early adulthood when the 
family and social bond weakens and pre-existing life stressors such as drug use begin to 
exert influence over their antisocial and criminal behaviour.
10.3; Limitations
Before considering the policy implications of this research, we are reminded that both 
the data and the methods used in this study have a number of limitations. First, and 
perhaps most importantly, the decision to use the GBTM method in this thesis brings 
with it a number of important implications that may have some bearing on our 
interpretation of the results. First and foremost, we recall from the review of 
methodological and statistical theory that GBTM is just one of a family of methods 
conceived within a generalised growth modelling framework. Its less complex cousin, 
known as Growth Curve Modelling (GCM), considers the developmental process to 
have a single population average around which individual-level variance may exist. 
Such models are appropriate in situations where, but for some individual-level variance; 
the object of development is taken to have the same shape for all members of the 
population. Its more complex cousin, known as Generalised Growth Mixture Modelling 
(GGMM), allows individual level variance to be measured and modelled within 
trajectories, relaxing the assumption made by GBTM of zero-variance between 
individuals following the same trajectory.
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According to Nagin (2010), while GGMM is likely to yield results pointing to fewer 
trajectories and better fit to the data, these improvements come at some cost . In 
particular, Nagin (2010) argues that the GGMM approach can be counter-productive to 
the identification of groups because the individuals within groups are now permitted to 
vary around the group average. The implications of this for group-based modelling 
were shown by Bauer and Curran (2003, 2004) who demonstrated that under the 
GGMM framework small errors in the specification of a group’s membership could 
potentially result in the miscalculation of the number of groups that comprise the 
population. For GBTM, the method of choice in this thesis, Nagin (2010) argues that 
this misspecification error is of little practical relevance because GBTM’s definition of 
a group implies a cluster of homogenous individuals, not a subpopulation of 
heterogeneous individuals described by a single probability distribution.
In any case, the decision to use GBTM in this thesis was motivated by the desire to 
explain differences between groups with respect to the influence of drug use on 
development. It is these between-group differences that will likely be of most help to 
policy makers and practitioners as they begin to consider ways of more effectively 
targeting Drug Courts or alternative interventions to different types of drug dependent 
offenders. Later in this conclusion we return to how future research and analysis of 
these data could be conducted to further explore variance within groups using the 
GGMM method. For now, it is important to recognise that the choice of model may 
have implications for the number and shape of groups identified, and it is likely that
89 Sullivan and Piquero (2011) compared the use of GBTM and GGMM in their study of the 1949 Racine 
Birth Cohort data. They too found that GGMM produced fewer trajectories of different shapes, but 
showed that the entropy values of the GGMM model were less favourable. The authors concluded that the 
zero-variance assumption of GBTM may yield “cleaner latent classes” at a cost of having a less favorable 
fit to data and that “theoretically speaking, consideration of the proposition outlines by extant theories 
may be obscured by the additional parameters needed” in GGMM (2011, p.286).
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alternative methods may have yielded different results. To this, we are reminded by
Nagin (2010) that:
“..longitudinal datasets too often leave the researcher with a Hobson’s 
choice of balancing comprehensibility against an adequate exploration of 
complexity. Summarising data necessarily requires reduction. Reduction 
requires approximation. In the case of group-based models, the 
approximation involves the grouping of individuals who are not entirely 
homogenous. Balanced against this reduction error is a greatly expanded 
capacity for creating dense yet comprehensible descriptions of groups of 
people through time” (2010, p. 66).
Second, a hallmark feature of this study is its unique combination of officially recorded 
longitudinal criminal conviction data with quasi-longitudinal drug use data as collected 
by the AIC in a cross-sectional self-report survey. Although the only dataset of its kind 
in Australia to be linked and analysed in this way, both sources bring with them a 
number of limitations. Conviction data, for example, measures only those crimes for 
which individuals are apprehended, charged, prosecuted and found guilty by way of 
plea or verdict. In many respects, including in evaluations of Drug Courts (Payne 2006; 
Payne 2008), conviction data are often the preferred measure of officially recorded 
crime because they represent those crimes that individuals are proven to have 
committed. In Australia, convictions can be a preferred measure because certain 
populations (in particular Australia’s Indigenous populations) may be the subject of 
inequitable attention from police and, by virtue of this, be proceeded against for a higher 
quantum of charges that are eventually dismissed or dropped (Payne 2006).
Like all officially recorded data, conviction data represent only a small subset of the 
actual crimes committed by an individual and so the trajectories of offenders identified 
in this study pertain only to those crimes for which an offender was detected by the 
police. It is possible that an individual’s conviction history bears little resemblance to
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their actual offending history as the probability of detection by the police may vary by 
any number of factors such as age, gender and geographical location, just to name a 
few. At present, there is an entire body of literature dedicated to examining the 
differential between officially recorded and self-reported crime (recognising that even 
the latter has some measurement error). Insofar as conviction trajectories are used to 
conceptualise pathways of antisocial or latent criminality, we must acknowledge there is 
likely to be some misspecification error, both in terms of the size of each trajectory and 
their estimated shapes. Some individuals, despite having a high level of involvement in 
crime, may have evaded police for such a long period of time that they are incorrectly 
allocated to low-rate or zero-rate conviction trajectories. Further, offenders who in this 
sample appear in the late-onset trajectory may differ from their early-onset peers only to 
the extent that they were not detected for the majority of their crimes at younger ages.
Unlike the conviction data, the data on drug use employed in this study was collected 
cross-sectionally through an interviewer administered self-report survey. The 
information was collected from prisoners within the prison environment and although 
all efforts were taken to guarantee the confidentiality and reliability of these data, it is 
likely that there exists some self-report bias in these results. Perhaps most importantly, 
the prisoners in this cross-sectional survey were asked to recall their drug use history as 
age-based events, including the age of first use and age of regular use for alcohol and as 
many as 11 different illicit drug types. It is these data, used in a survival analysis 
framework, that form the basis of our prevalence estimation, the construction of drug 
sequence pathways, the examination of escalation intervals, the development of 
transition trajectories and finally, the measurement of regular illicit drug use as a time- 
varying covariate within the GBTM framework. Each one of these methods depends
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heavily on the reliability and accuracy of the ages at which these prisoners reported 
using different drug types.
There are a number of ways in which retrospectively recalled data such as these can be 
influenced by measurement error. First, it should be acknowledged that an individual 
may simply not remember precisely at which age certain events occurred, and so there 
may be a tendency to estimate and then report the same age of initiation for multiple 
different drug types. This has clear implications for the development of initiation 
sequences and transition trajectories since these two developmental considerations are 
heavily dependent on the temporal similarity between different events across the drug 
use trajectory. In addition to this, there is the possibility that some offenders may have 
no recollection of their use of a particular drug, especially given the number of years 
that are likely to have passed since first trying the drug. Further, there is the possibility 
that some offenders may have deliberately underreported the extent of their drug use 
history for fear that the information may be later used against them by custodial officers 
or police. In either case, underreporting is a distinct possibility that may have 
implications for the estimation of drug use prevalence in this study.
Finally, we recall from earlier that information about regular drug use was collected for 
each drug type without a reference frame to guide offenders in their answers. Instead, 
the notion of ‘regular use’ was left undefined, meaning that each respondent was free to 
consider for themselves what frequency might constitute a regular pattern of use. The 
freedom to self-define regular use introduces two significant sources of measurement 
error; first, that different offenders may have applied different frequency thresholds to 
the same drug type and second, that the same offenders may have applied different 
frequency thresholds to different drug types. Both have the potential to influence the
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prevalence of regular use and the age at which regular use is taken to have commenced. 
In either case, there is a risk that the bias of self-definition had a disproportionate effect 
on each of the six conviction trajectory groups, resulting in some unquantifiable error in 
the measurement of drug use as a time-varying covariate. Put simply, this study assumes 
that self-report bias exists, but has an equal impact on the measurement of drug use 
across all GBTM identified groups. To the extent that this assumption is later shown to 
be incorrect by further research, then the estimated relationship between drugs and 
crime, both within and between trajectories, will need to be revisited90.
Considering the limitations of both GBTM and the data sources used in this study, it is 
important that we reflect briefly on their combination. In particular, we are reminded by 
Sampson and Laub (2005) and Ezell and Cohen (2005) how the nature, shape and 
composition of trajectories can change as more information is added to the GBTM 
model. In their studies, arrest and conviction data was examined for such extended 
periods of time that they are now widely acknowledged as among the few true life- 
course studies in criminology. Their findings have shown, like those of successive 
analyses of the Cambridge Study of Delinquent Development, that greater or fewer 
trajectories are identified depending on the length of the data that are used. In this 
study, we examine criminal convictions from age 10 (the age of criminal responsibility 
in Australia) to age 29, inclusive. In comparative terms, this series of data is neither too 
short nor too long, but in any case we can be almost certain that with more longitudinal 
data the number and shape of the estimated trajectories will be different.
90 As one examiner rightly pointed out, the finding in this thesis that late-onset prisoners had the highest 
prevalence of drug use is surprising given what commonly assumed about early onset and high rate 
offenders. One explanation may be that, as Thornberry and Krohn’s (2005) argue, late-onset offenders 
are not all that dissimilar from their early onset peers expect for the environment in which they were 
raised and the protection afforded by the family, social and community structures of their upbringing. An 
alternate hypothesis is that this result may, in fact, reflect the consequence of the disproportionate 
influence of self-definition bias. Imagine, for example, that late-onset offenders were better able to recall 
with accuracy their more recent drug use histories.
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To this, Nagin (2010) reminds us that as a descriptive tool for retrospective longitudinal 
data, GBTM does not produce trajectories that are immutable and whose number and 
shape are fixed. Further, we must be cautious not to reify the groups by presuming that 
any individual offender actually belongs to the specific trajectory that he/she was 
probabilistically assigned. In this application of GBTM, conviction trajectories should 
be interpreted as multinomial approximations of the unobserved heterogeneity of the 
population under study and that individual offenders are assigned to a specific trajectory 
based on a series of membership probabilities. GBTM trajectories are, therefore, only 
approximations of a far more complex underlying set of data and the groups themselves 
cannot be said to exist as a concrete set of pathways upon which its members follow in 
lock step (see Nagin and Tremblay 2005).
Finally, it is important to acknowledge that for drug use, information about temporary 
or permanent abstinence was not collected by the original DUCO study and, therefore, 
the reverse transition from regular drug use to less-frequent or non-use cannot be 
examined in this thesis. Consequently, as a time-varying covariate, regular drug use is 
measured as an irreversible state assuming that drug use persists for all offenders at 
roughly the same frequency in each year after initiation. Consequently, this thesis 
conceptualises drug use as a non-regressive and non-fluctuating state in which the 
qualitative nature of drug use is assumed to be constant between trajectories and at 
different stages of the life-course.
The failure to capture the fluctuating nature of drug use, not to mention periods of drug 
treatment and abstinence, has some important implications for our interpretation of 
these results. In particular, readers are reminded that between-trajectory differences in 
the strength of the drug-crime relationship may be influenced by the unmeasured
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variability in the nature and type of drug use that exists between different users. Had it 
been possible to control for period-by-period fluctuations in the nature and frequency of 
drug use, the between-trajectory differences estimated here may have been weaker or 
non-existent. Further, the age-graded changes identified within trajectories may be 
influenced by the simple fact that not all regular drug users had continued to use drugs 
to age 29. To this extent, the correlation between drug use and crime may appear for 
some trajectories, and at some ages, to be weaker than it actually is, not because drug 
use becomes less influential for those who use, but because an increasing number of 
those labelled as drug users may have entered treatment and later re-joined their peers as 
non-users.
10.4: Implications for policy and future research
In drawing this thesis to a close, it is important that we return briefly to consider the 
implications for policy development and future research. In particular, we frame this 
discussion within the Queensland context where, since the closure of drug courts and 
other rehabilitation programs in 2013, policy makers and practitioners are undoubtedly 
working hard to devise new strategies and intervention options for drug dependent 
offenders.
From the results presented in this thesis, we draw a number of important conclusions. 
First, the application of GBTM in Chapter 6 identified six different types of conviction 
trajectories, each varying from the next in both shape and kind. Based on this, we can 
conclude that treatment and intervention programs will be most effective when targeted 
to the specific needs of offenders following different developmental pathways. Further, 
the finding that offenders of different trajectories onset, escalate and peak at different 
ages suggests that even greater effectiveness may be achieved by targeting different
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types of interventions to different stages of the life-course. For drug-rehabilitation 
interventions this is particularly relevant if the drug-attributable portion of an offender’s 
criminal career varies with age and at different stages of development.
Of course, as the only Australian application of the GBTM examining the conviction 
histories of adult prisoners, the trajectories identified in this study would first need to be 
confirmed as robust and replicable across several applications in an Australian setting. 
For this, there needs to be a significant investment in the ongoing collection and 
analysis of local longitudinal data.
Second, Chapter 7 reveals that for the most prolific offenders in this study, early drug 
use experiences are of limited value in predicting the eventual nature and shape of one’s 
conviction trajectory. Although there appeared some modest relationship between the 
joint distribution of drug transition and conviction trajectories, the relationship was not 
likely to be of sufficient strength to improve early identification and trajectory 
predictions. Thus, in the absence of other developmental indicators, it seems unlikely 
that knowledge of an offender’s drug use history will be sufficient grounds to identify 
and target appropriate trajectory-specific interventions, especially at the moderate-to- 
high end of the offending spectrum. Based on these results, for example, it would not be 
possible to accurately differentiate a late-onset, early-onset or high-rate offender 
without additional insight into their criminal conviction or other developmental 
histories. For rehabilitation and treatment programs this suggests that greater investment 
is needed to support more detailed data collection and analysis so that interventions can 
be targeted based on factors other than a known drug use history and very recent short­
term conviction histories. Where possible, program interventions should be tailored
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cognisant of an offender’s longer-term development and an appreciation of the relative 
influence of pre-existing propensities and other state dependent relationships.
Third, Chapter 8 investigates the path-dependent and age-graded relationship between 
drug use and crime, confirming that the drug-crime nexus varied between trajectories 
and within trajectories over time. This evidence of path-dependency is critical to the 
central argument of this thesis that not all drug-dependent offenders are equal, and nor 
will they respond equally to drug-rehabilitation and treatment.
Specifically, we note a number of important trends from these data that may help to 
guide policy development and interventions. For example,
■ The correlation between drug use and crime was highest for the lowest rate 
offenders. This suggests that drug-rehabilitation and treatment programs will be 
most successful in preventing the commission of crime and halting the 
development of offenders for those with low-initial propensities to anti-social 
behaviour. Since the drug-crime relationship was strongest during adolescence for 
these low-rate offenders, the earlier drug education and drug rehabilitation 
commences, the greater the long-term impact may be. For the criminal justice 
system, this conclusion offers some support to the Australian Government’s 
policy position on the early diversion and referral of first-time drug offenders. To 
the extent that an individual’s first contact with the police is a result of their 
possession and use of less serious drug types, there is a strong case for diversion 
and brief intervention.
■ The correlation between drug use and crime was weakest overall for moderate and 
high-rate offenders, suggesting that drug treatment and rehabilitation may have
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only modest success in preventing crime among those with higher initial 
propensities to antisocial activity. If, despite significant and serious drug use, the 
drug-attributable fraction of an offender’s annual conviction rate is low, then drug 
rehabilitation alone cannot be expected to deliver significant reductions in crime 
without being coupled with other age and developmentally relevant interventions. 
The challenge, as posed by other eminent scholars in this field (see Gottfredson 
and Hirschi 2005), is how best to distinguish low from high rate offenders at a 
sufficiently early point in the life course such that different interventions can be 
applied for maximum effect.
Further, evidence that the drug-crime relationship varied within-trajectories by age 
suggests that even over the developmental cycle, offenders of the same trajectory may 
respond differently to drug treatment at different stages. In particular:
■ Among high-rate offenders, the correlation between drug use and crime was 
comparatively weak during adolescence and strongest during the later phases of 
the desistance process. This suggests that early adolescent interventions of a drug- 
specific nature may be of limited utility since most crime (and drug use) 
committed by high-rate offenders during this time resulted from a pre-existing 
propensity to offend. It was only later in their offending careers, perhaps as the 
influence of initial propensities weakened, that drug use encouraged the 
persistence of offending and thereby delayed desistance. For high-rate offenders it 
seems drug-treatment and rehabilitation programs may be least effective in halting 
the development of offenders, but most effective in preventing the commission of 
offences at older ages as rehabilitation helps to encourage an earlier desistance 
from crime.
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■ For late-onset offenders, the drug-crime relationship was strongest during the 
period of escalation in early adulthood suggesting that drug-specific interventions 
prior to this period may prevent the development of offenders, while similar 
interventions in early adulthood may significantly reduce the rate of escalation, 
thereby bringing forward the commencement of desistance and preventing the 
commission of additional drug-related offences.
In recommending even greater and more specific targeting of drug-rehabilitation and 
treatment interventions, we must acknowledge one important issue brought to bear by 
the supplementary analysis presented in Chapter 9. Specifically, given the restrictions 
imposed by many community-based treatment and rehabilitation programs, those 
offenders most likely to benefit from drug treatment and rehabilitative support through 
the desistance process are commonly ineligible because of their significant and varied 
criminal and incarceration histories. For high-rate offenders for example, it was during 
the process of desistance that drugs and crime were most strongly related, yet only one 
in four ‘desisting’ offenders would have been eligible for the Queensland Drug Court 
program had it been operating at the time of their incarceration. Ironically, high-rate 
offenders were more likely to be eligible at those younger ages where in this analysis it 
was shown that drugs and crime were only modestly correlated and latent propensities 
were of greatest influence on both drug use and offending.
Perhaps then, these results also help to explain why the now defunct Queensland drug 
court program had a termination rate exceeding 70 percent -  a fact Queensland Attorney 
General Jarrod Belijie argued was evidence that “Drug Courts had not justified the 
resources or funding they required to operate” because only 400 offenders had 
completed the program in 12 years (cited in Moore 2012). If, for example, a large
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proportion of drug dependent offenders entered the drug court program at a time when 
latent propensities were a stronger influence than drug use, then drug-specific 
interventions may have been of limited effectiveness. For these offenders, program non- 
compliance may occur often and with significant consequences, as breaching the 
conditions of community based treatment was driven by the same factors leading to the 
antisocial behaviour that resulted in referral to the drug court in the first place.
Therefore, to the extent that prior criminal and incarceration histories are used to define 
program eligibility there is a risk that those most in need of community-based drug 
treatment will not receive it. Instead they will be sent to prison where it is least likely 
that the cycle of drug use and crime will be broken. Should future programs emerge to 
replace drug courts in Queensland, it will be necessary to ensure that they are better 
targeted, include a more comprehensive and connected suite of interventions 
appropriate to different stages of the life-course, and that their eligibility criteria do not 
restrict access to those who are most likely to benefit just because they have long 
histories of offending or significant periods of prior incarceration. Further, since 
developmental and life-course criminology has largely conceded that all offenders age 
out of crime eventually (Sampson and Laub 2007; Ezell and Cohen 2005), community 
based programs and social supports should still be considered for the most prolific 
offenders as they enter into the desistance process -  even if this is seen as being ‘soft on 
drugs’ and ‘soft on crime’.
Finally, as a consequence of this discussion we make several observations and 
predictions that require validation with new data and additional analyses. First, since 
the relationship between drug use and crime is path-dependent, we predict that the 
response to and success of drug treatment will also vary significantly between offenders
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following different developmental pathways. In the short term -  validation of this is 
required, but if proven true in Australia then future incarnations and evaluations of drug 
courts cannot ignore the strong influences of latent propensities and their impact on the 
assessment of program effectiveness. Second, drug use is just one of many different 
factors which can influence the development of offenders and the commission of 
offending. Future research is needed to consider the ways in which drug use interacts 
with other life events such that better prediction of life-course outcomes can be 
achieved. In particular, the relationship between drug use and employment and drug 
use and marriage or family breakdown may provide additional information that can 
better guide the more effective targeting of interventions toward drug using offenders. 
Third, this study is limited by the use of official conviction records as the base measure 
of offending. Future analysis of the self-reported offending data contained within the 
2001 DUCO study may shed some new and valuable insights into the validity or 
otherwise of the trajectories identified in this thesis. In particular, it will be important 
confirm through self-report that late-onset offenders are truly delayed in their offending, 
and that the early-onset and high-rate offenders truly desisted as early and as quickly as 
has been suggested by this research.
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Appendix A: Conviction trajectories 
(model output)
Two Group Solution
Table Al: Two-group specification (2,2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t lO
R u n l - 40743.25 -40743.25 -40743.25 -40743.25 -40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25
R un2 - 40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25 -40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25
R un3 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25 - 40743.25 -40743.25 - 40743.25 - 40743.25
R u n 4 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 n /c -40743.25 - 40743.25 - 40743.25
R un5 -40743.25 -40743.25 -40743.25 - 40743.25 -40743.25 - 40743.25 n /c - 40743.25 -40743.25 - 40743.25
R un6 -40743.25 - 40743.25 -40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25 - 40743.25 - 40743.25 -40743.25
R un7 - 4 0 7 5 5 .5 5 - 40743.25 - 40743.25 -40743.25 - 40743.25 -40743.25 -40743.25 -40743.25 - 40743.25 - 40743.25
R un8 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25 - 40743.25
R un9 - 5 7 2 1 0 .9 3 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25 - 40743.25 - 40743.25 - 40743.25
R u n lO -40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 - 40743.25 -40743.25 - 40743.25 - 40743.25 -40743.25
Note: Bolded values are the largest (best) log likelihood values 
n/c = non-converge
Source: AIC DUCO Follow-up [Computer File]
Table A2: Conviction trajectories from ages 10 to 29 years - two-group solution (2,2)
E stim ate SE  T  for HO P
G roup  1 Intercept -1.22 0.05 -23.84 0.00
Linear 0.04 0.01 3.84 0.00
Quadratic 0.00 0.00 -2.55 0.01
G roup  2 Intercept -0.29 0.03 -8.51 0.00
Linear 0.09 0.01 11.55 0.00
Quadratic 0.00 0.00 -7.40 0.00
Z ero-in fla tion Intercept 3.16 0.06 49.06 0.00
Linear -0.48 0.01 -35.50 0.00
Quadratic 0.02 0.00 31.50 0.00
M em bersh ip
Group 1 
Group 2
Reference group
-1.09 0.08 -13.07 0.00
D iagn ostics
BIC (N=23279) -40793.53
BIC (N=l 184) -40778.63
AIC -40753.25
LL -40743.25
Source: AIC DUCO Follow-up [Computer File]
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Figure AI: Conviction trajectories from ages 10 to 29 years - two-group solution (2,2)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Three Group Solution
Table A3: Three-group specification (2,2,2), log likelihood values for 100 random starts
Setl Set2 Set3 Set4 Set5 Set6 Set7 Set8 Set9 SetlO
Runl - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 -39080.31
Run2 - 38818.12 -38922.32 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12
Run3 -40743.25 - 38818.12 - 38818.12 -47879.00 - 38818.12 - 38818.12 - 38818.12 - 38818.12 -39338.50 - 38818.12
Run4 - 38818.12 - 38818.12 - 38818.12 -38933.53 - 38818.12 - 38818.12 -39388.79 -39982.01 - 38818.12 - 38818.12
Run5 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 -45524.20 -39080.31
Run6 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 -39080.31 - 38818.12 - 38818.12 - 38818.12
Run7 - 38818.12 -39080.31 - 38818.12 - 38818.12 - 38818.12 -39080.31 - 38818.12 - 38818.12 - 38818.12 - 38818.12
Run8 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12
Run9 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 -39080.31 - 38818.12 - 38818.12 - 38818.12 - 38818.12
RunlO - 38818.12 -39067.67 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 - 38818.12 -38961.19 - 38818.12
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Table A4: Conviction trajectories from ages 10 to 29 years - three-group solution (2,2,2)
Estimate SE T for HO P
Group 1 Intercept -5.09 0.26 -19.91 0.00
Linear 0.07 0.04 1.46 0.14
Quadratic 0.01 0.00 3.30 0.00
Group 2 Intercept -1.14 0.05 -24.01 0.00
Linear 0.04 0.01 4.30 0.00
Quadratic 0.00 0.00 -1.25 0.21
Group 3 Intercept -0.28 0.03 -8.44 0.00
Linear 0.10 0.01 13.21 0.00
Quadratic 0.00 0.00 -8.79 0.00
Zero-inflation Intercept 2.93 0.07 39.93 0.00
Linear -0.60 0.02 -37.36 0.00
Quadratic 0.03 0.00 35.46 0.00
Membership
Group 1 Reference group
Group 2 0.13 0.07 1.88 0.06
Group 3 -0.72 0.08 -8.46 0.00
Diagnostics
BIC (N=23279) -38888.50
BIC (N=l 184) -38867.65
AIC -38832.12
LL -38818.12
Source: AIC DUCO Follow-up [Computer File]
Figure A2: Conviction trajectories from ages 10 to 29 years - three-group solution (2,2,2)
0 -M
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
500
Four Group Solution
Table A5: Four-group specification (2,2,2,2), log likelihood values for 100 random starts
S e t l Set2 S et3 S et4 Set5 S et6 Set7 S et8 S et9 S etlO
R u n l -4 0 5 0 8 .5 0 -3 7 5 4 6 .9 5 - 37544.77 - 37544.77 -3 7 6 6 8 .8 3 -37 5 4 6 .9 5 -37 5 4 6 .9 5 -3 7 5 4 6 .9 5 -3 8 0 3 8 .3 2 - 37544.77
Run2 - 37544.77 -3 8818 .12 -3 8818 .12 -3 7 5 4 6 .9 5 - 37544.77 -3 8 5 2 4 .1 7 -37 5 4 6 .9 5 -3 7 5 8 2 .5 6 -3 7 5 4 6 .9 5 - 37544.77
Run3 -3 7 5 8 2 .5 6 - 37544.77 -3 7 5 4 6 .9 5 -3 7 5 4 6 .9 5 -37 5 4 6 .9 5 -3 7546 .95 - 37544.77 - 37544.77 - 37544.77 -3 7 5 4 6 .9 5
Run4 -3 8 7 3 1 .1 0 -3 7 5 4 6 .9 5 - 37544.77 -3 7 6 2 6 .0 5 -3 7 5 4 6 .9 5 -40224 .62 -3 7 5 4 6 .9 5 - 37544.77 - 37544.77 -3 8 8 1 8 .1 2
Run5 - 37544.77 -3 7 5 8 2 .5 6 -3 7 5 8 2 .5 6 - 37544.77 - 37544.77 -3 8818 .12 - 37544.77 - 37544.77 - 37544.77 -3 7 5 8 2 .5 6
Run6 -3 7 5 8 3 .9 7 -3 7546 .95 - 37544.77 -3 7 5 8 2 .5 6 - 37544.77 -3 7 5 8 2 .5 6 -3 7565 .01 -3 7 5 4 6 .9 5 - 37544.77 -3 8 1 2 6 .9 0
Run7 - 37544.77 -6 5696 .58 - 37544.77 - 37544.77 -37 5 4 6 .9 5 -37 5 8 2 .5 6 -3 9263 .19 -3 8818 .12 - 37544.77 -3 7 5 4 6 .9 5
Run8 - 37544.77 -38818 .12 - 37544.77 - 37544.77 -3 7 8 2 5 .8 4 -3 7546 .95 -3 8818 .12 - 37544.77 - 37544.77 - 37544.77
Run9 -3 7 5 8 0 .9 7 -3 7546 .95 - 37544.77 - 37544.77 -3 8 8 1 8 .1 2 - 37544.77 -37 8 1 0 .1 1 - 37544.77 - 37544.77 -3 7 5 4 6 .9 5
RunlO - 37544.77 -3 8818 .12 -3 7546 .95 -3 8 8 1 8 .1 2 - 37544.77 -3 7 5 8 2 .5 6 -3 7546 .95 -3 7 5 4 9 .8 4 -3 7 6 2 4 .2 7 -3 7 5 8 2 .5 6
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table A6: Conviction trajectories from ages 10 to 29 years - four-group solution (2,2,2,2)
E stim ate SE T for HO P
G roup  1 Intercept -1.34 0.09 -14.25 0.00
Linear 0.00 0.02 0.21 0.83
Quadratic 0.00 0.00 1.63 0.10
G roup  2 Intercept -5.99 0.42 -14.19 0.00
Linear 0.04 0.07 0.52 0.60
Quadratic 0.01 0.00 2.99 0.00
G roup  3 Intercept -0.50 0.05 -10.57 0.00
Linear 0.21 0.01 16.73 0.00
Quadratic -0.01 0.00 -14.83 0.00
G roup  4 Intercept -0.88 0.08 -10.85 0.00
Linear 0.03 0.01 2.14 0.03
Quadratic 0.00 0.00 3.76 0.00
Z ero-in flation Intercept 3.00 0.07 41.99 0.00
Linear -0.59 0.02 -37.87 0.00
Quadratic 0.03 0.00 34.60 0.00
M em bersh ip
Group 1 Reference group
Group 2 -0.10 0.08 -1.36 0.18
Group 3 -1.02 0.10 -9.88 0.00
Group 4 -0.48 0.09 -5.21 0.00
D iagn ostics
BIC (N=23279) -37635.27
BIC (N=l 184) -37608.46
AIC -37562.77
LL -37544.77
Source: AIC DUCO Follow-up [Computer File]
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Figure A3: Conviction trajectories from ages 10 to 29 years - four-group solution ( 2222 )
16
14
2
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Five Group Solution
Table A7: Five-group specification ( 22222 )-, log likelihood values for 100 random starts
S e t l Set2 S et3 Set4 SetS S et6 S et7 S et8 Set9 S etlO
R unl -37544 .77 -3 7 5 4 4 .7 7 -3 8 8 1 8 .1 2 -37 5 8 2 .5 6 -3 7 5 4 4 .7 7 -3 7 0 5 9 .3 9 -3 7 8 5 3 .1 0 -37 8 0 7 .7 1 -3 7 5 4 4 .7 7 -3 7 5 8 2 .5 6
Run2 -37582 .56 -36 8 6 1 .1 1 -3 7 5 8 2 .5 6 -3 7544 .77 -3 6 6 1 0 .6 8 -3 7 5 4 4 .7 7 -3 7 5 3 8 .0 8 -3 7 5 4 5 .6 6 -3 7 5 8 2 .5 6 -3 7 5 9 6 .1 1
Run3 -37452 .93 -3 7 5 4 6 .9 5 -3 7 5 4 4 .7 7 -3 7 5 8 2 .5 6 -3 7 5 8 2 .5 6 -3 7 5 4 6 .9 5 -3 7 5 8 2 .5 6 -3 7 5 4 4 .7 7 -3 7 5 4 8 .6 9 -3 7 5 8 2 .5 6
Run4 -3 7544 .77 -3 7 5 4 4 .7 7 -3 7 5 8 2 .5 6 -3 7544 .77 -3 7 5 4 9 .9 2 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7 -3 7 5 4 6 .9 5 -3 7260 .95 -3 7 5 4 4 .7 7
Run5 -3 7544 .77 -3 7 5 4 6 .9 5 -3 7 5 8 2 .5 6 -3 7 5 8 2 .5 6 -3 7 5 8 2 .5 6 -3 7 5 4 4 .7 7 -3 6 5 0 5 .8 3 -3 7 5 8 2 .5 6 -37 5 4 4 .7 7 -3 7 5 4 6 .9 5
Run6 -37544 .77 -3 8 1 6 6 .2 8 -3 7 5 4 4 .7 7 -3 7582 .56 -3 7 5 4 4 .7 7 -3 7 5 8 2 .5 6 -37 5 4 4 .7 7 -3 7 5 4 4 .7 7 -37 5 4 6 .9 5 -3 7 8 5 7 .0 2
Run7 -3 7582 .56 -3 7 5 4 6 .9 5 -3 7 5 4 4 .7 7 -3 7544 .77 -3 7 5 4 4 .7 7 -38 0 5 3 .8 2 -3 7 5 8 2 .5 6 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7
Run8 -3 7582 .56 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7 -3 7544 .77 -3 7 5 8 2 .5 6 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7 -3 6 6 1 1 .4 7 -3 7 5 8 2 .5 6 -3 6 5 0 5 .8 3
Run9 -37544 .77 -3 7 5 4 4 .7 7 -37 5 4 6 .9 5 -37 5 4 4 .7 7 -37 5 4 4 .7 7 -3 7 5 4 6 .9 5 -3 7 5 8 2 .5 6 -37 5 8 2 .5 6 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7
RunlO -3 7582 .56 -3 7 5 4 4 .7 7 -3 7 5 4 4 .7 7 -3 7545 .78 -3 7 5 4 4 .7 7 -4 3 1 6 2 .6 4 -3 7 5 8 2 .5 6 -37 5 4 4 .7 7 -3 7 5 8 2 .5 6 -3 7 5 4 4 .7 7
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Table A8: Conviction trajectories from ages 10 to 29 years - five-group solution (2,2,2,2,2)
E stim ate SE T for HO P
G roup  1 In tercept -6 .04 0.45 -13 .34 0.00
L inear 0.01 0.07 0.12 0.91
Q uadratic 0.01 0.00 3.40 0.00
G roup  2 In tercept -1.31 0.10 -12.57 0.00
L inear -0.05 0.02 -2.96 0.00
Q uadratic 0 .00 0.00 5.97 0.00
G roup  3 In tercept -1.88 0.14 -13.84 0.00
L inear 0 .12 0.03 4.85 0.00
Q uadratic 0 .00 0.00 1.15 0.25
G roup  4 In tercept -1.00 0.06 -15.99 0.00
L inear 0.21 0.02 13.93 0.00
Q uadratic -0.01 0.00 -15.71 0.00
G roup  5 In tercept -0.48 0.05 -9.88 0.00
L inear 0 .20 0.01 19.31 0.00
Q uadratic -0.01 0.00 -14.96 0.00
Z ero-in fla tion In tercept 2.99 0.07 41.53 0.00
L inear -0.59 0.02 -37.68 0.00
Q uadratic 0.03 0.00 34.56 0.00
M em bersh ip
G roup  1 R eference group
G roup  2 -0.01 0.08 -0.09 0.93
G roup  3 -0.81 0.10 -7 .86 0.00
G roup  4 -0.55 0.10 -5.79 0.00
G roup  5 -1.26 0.12 -10.65 0.00
D iagn ostics
BIC (N = 23279) -36616 .44
BIC (N = l 184) -36583.68
A IC -36527.83
LL -36505.83
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Figure A4: Conviction trajectories from ages 10 to 29 years - five-group solution
m m )
~  17.5
£ 12.5
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: A1C DUCO Follow-up [Computer File]
Six Group Solution
Table A9: Six-group specification (2,2,2,2,2,2), log likelihood values for 100 random starts
S e t l S et2 S et3 S et4 Set5 S et6 Set7 Set8 Set9 S etlO
R u n l -3 6124 .69 -4 0 6 1 5 .9 8 -3 6 6 1 1 .4 7 -3 6 6 1 1 .4 7 -3 6610 .68 - 3 5 8 9 7 .3 5 -3 5903 .01 -35903.01 -36090 .95 - 3 5 8 9 7 .3 5
Run2 -3 6160 .31 -3 5 9 0 0 .7 9 -3 6 1 0 7 .5 6 -3 6 6 1 1 .4 7 - 3 5 8 9 7 .3 5 -35 9 0 3 .0 1 -3 6611 .47 - 3 5 8 9 7 .3 5 -3 6 3 0 3 .9 0 -3 6 6 1 0 .6 8
Run3 - 3 5 8 9 7 .3 5 -3 6 5 0 5 .8 3 -3 6 1 2 3 .2 6 -3 6611 .47 -3 6505 .83 -3 6421 .41 -3 6047 .11 -36040.62 -3 5900 .79 -3 6 5 0 5 .8 3
Run4 -3 6505 .83 -3 6 5 0 5 .8 3 -3 6 6 1 1 .4 7 -3 6 3 0 3 .9 0 -3 6611 .47 - 3 5 8 9 7 .3 5 -3 6567 .21 -36611.47 -39568 .62 -3 6505 .83
Run5 -3 7570 .12 -3 6 6 1 0 .6 8 -3 6 3 3 1 .9 2 -3 6 6 1 0 .6 8 -3 6611 .47 -3 6 6 1 1 .4 7 -3 6 5 0 5 .8 3 -36505.83 -36090 .95 -3 6 3 0 3 .9 0
Run6 -3 6 6 1 1 .4 7 -3 6 6 1 1 .4 7 -3 7 7 0 2 .5 2 -3 6 5 0 5 .8 3 -3 6 4 6 5 .7 0 -36 3 7 3 .3 2 -3 6 6 1 1 .5 0 -36611.47 -3 6302 .58 -3 6505 .83
Run7 -3 6505 .83 - 3 5 8 9 7 .3 5 -3 6 3 6 7 .0 2 -3 6 3 6 7 .7 0 -3 6505 .83 -36 6 1 1 .4 7 - 3 5 8 9 7 .3 5 -36505.83 -3 6569 .66 -3 6 0 9 4 .2 0
Run8 -3 6 5 6 9 .6 6 -3 6 3 1 3 .5 1 -3 6 8 6 4 .4 0 -35 9 0 3 .0 1 -3 6047 .11 - 3 5 8 9 7 .3 5 -3 6627 .33 -36780 .97 -36611 .47 -3 5 9 0 3 .0 1
Run9 -3 6 1 2 5 .7 6 -3 6 5 0 5 .8 3 -3 5 9 0 0 .7 9 -3 6 0 9 0 .9 5 -35903 .01 -3 6 5 0 5 .8 3 -3 6 6 1 1 .5 0 -36040.62 -3 5897 .99 -3 6 1 4 0 .7 6
RunlO -3 6568 .65 -3 6 3 5 8 .6 5 -3 7 5 8 2 .5 6 -3 6 6 1 1 .5 0 -3 6505 .83 -4 2 7 5 4 .0 5 - 3 5 8 9 7 .3 5 -36505.83 -3 6505 .83 -36 5 9 4 .2 2
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Table AlO: Conviction trajectories from ages 10 to 29 years - six-group solution
E stim ate SE T for HO P
G roup  1 In tercept -6.11 0.48 -12.85 0.00
L inear 0 .00 0.08 0.04 0.97
Q uadratic 0.01 0.00 3.46 0.00
G roup  2 In tercept -1.46 0.12 -12.41 0 .00
L inear -0.05 0.02 -2.52 0.01
Q uadratic 0 .00 0.00 5.75 0.00
G roup  3 In tercept -1.36 0.07 -18.50 0.00
L inear 0 .22 0.02 13.60 0 .00
Q uadratic -0.01 0.00 -14 .19 0.00
G roup  4 In tercept 0 .19 0.06 2.95 0.00
L inear 0 .10 0.02 6.30 0 .00
Q uadratic -0.01 0.00 -9.78 0 .00
G roup  5 In tercept -2.03 0.20 -10.01 0.00
L inear 0 .14 0.04 3.76 0.00
Q uadratic 0 .00 0.00 0.88 0.38
G roup  6 In tercept -1.84 0.10 -19.37 0 .00
L inear 0 .44 0.02 21.72 0.00
Q uadratic -0.02 0.00 -17.36 0.00
Z ero-in flation In tercept 2.97 0.07 40.51 0 .00
L inear -0.59 0.02 -37.08 0.00
Q uadratic 0.03 0.00 34.18 0 .00
M em bersh ip
G roup 1 R eference group
G roup 2 -0.06 0.08 -0.76 0.45
G roup 3 -0.57 0.10 -6.03 0 .00
G roup 4 -1.51 0.13 -11.20 0 .00
G roup  5 -0.92 0.11 -8.56 0 .00
G roup 6 -1.53 0.13 -11.60 0.00
D iagn ostics
BIC (N = 23279) -36028 .27
BIC  (N = l 184) -35989 .35
A IC -35923.35
LL -35897.35
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Figure A5: Conviction trajectories from ages 10 to 29 years - six-group solution (22222 )
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Seven Group Solution
Table A ll: Seven-group specification (2222222 ), l°g likelihood values for 100 random 
starts
S e t l Set2 S et3 S et4 Set5 S et6 S et7 S et8 S et9 S etlO
R u n l -3 6 1 1 7 .6 4 - 35549.91 -37 5 4 4 .7 7 -3 6505 .83 -3 6029 .71 -3 6 1 1 7 .6 4 -3 6 3 9 4 .2 9 -3 5903 .01 -35 9 0 0 .7 9 -3 6280 .41
Run2 -3 5 8 9 7 .3 5 -3 6 0 3 4 .6 7 -36 6 5 8 .5 5 -35 9 0 0 .7 9 -3 6123 .26 -3 5 9 0 3 .0 1 -3 6 5 0 5 .8 3 -3 6505 .83 -3 6505 .83 -35 9 8 6 .5 8
Run3 -3 6505 .83 -3 6 5 8 3 .6 6 -35 9 0 0 .7 9 -36 5 0 5 .8 3 -36505 .83 -3 6505 .83 -36 4 0 4 .8 1 -3 6 3 7 1 .9 7 -3 5903 .01 -37 7 3 0 .8 9
Run4 -3 6505 .83 -3 6 5 0 5 .8 3 -36 4 7 2 .3 3 -3 6260 .83 -35903 .01 -35 9 0 0 .7 9 -3 6 0 4 6 .5 4 -3 6539 .79 -3 6 5 0 5 .8 3 -3 6505 .83
Run5 -36 5 0 5 .8 3 -3 5 8 9 7 .3 5 -36 5 0 5 .8 3 -3 6 0 9 0 .9 5 -3 6034 .67 -36 5 0 5 .8 3 -3 6 0 9 0 .9 5 -3 6090 .95 -3 6 6 1 1 .4 7 -3 6505 .83
Run6 -3 5903 .01 -35 8 9 7 .3 5 -3 6 0 8 6 .0 8 -3 6505 .83 -3 6303 .90 -3 6 0 3 4 .6 7 -3 6 5 0 5 .8 3 -3 6 1 4 0 .7 6 -3 6 2 1 7 .8 1 -3 6 5 0 5 .8 3
Run7 -3 5 9 0 0 .7 9 -36 5 0 5 .8 3 -3 6 5 0 5 .8 3 -3 6289 .52 -3 5951 .64 -3 6 0 9 0 .9 5 -3 6 5 0 5 .8 3 -3 6 5 0 5 .8 3 -35 8 9 7 .3 5 -3 6360 .42
Run8 -3 6 1 2 3 .2 6 -36 5 0 5 .8 3 -3 6 1 4 3 .2 4 -3 6 6 1 1 .4 7 -36505 .83 -3 5 9 0 3 .0 1 -3 6 5 0 5 .8 3 -36 5 4 9 .0 6 -36 5 0 5 .8 3 -3 6 1 4 0 .7 6
Run9 -3 6246 .99 -4 6 0 4 3 .4 6 -3 6 6 1 1 .4 7 -3 6505 .83 -3 6505 .83 -3 6 3 0 3 .9 0 -4 4 2 0 1 .7 2 -36 5 0 5 .8 3 -3 6505 .83 -3 5900 .79
RunlO -3 6 6 1 1 .4 7 -3 6 0 3 4 .6 7 -3 6 1 4 0 .7 6 -36 3 6 9 .2 8 -3 6505 .83 -3 5 9 0 0 .7 9 -3 6 5 0 5 .8 3 -3 6744 .92 -3 6 5 0 5 .8 3 -3 5903 .01
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Table A12: Conviction trajectories from ages 10 to 29 years - seven-group solution
(2,2,2 ,2,2,2,2)
E stim ate SE T  for HO P
G roup  1 Intercept -1.62 0.15 -10.88 0.00
Linear 0.04 0.03 1.65 0.10
Quadratic 0.00 0.00 4.18 0.00
G roup  2 Intercept -6.12 0.48 -12.69 0.00
Linear 0.00 0.08 -0.01 0.99
Quadratic 0.01 0.00 3.51 0.00
G roup 3 Intercept -1.48 0.12 -11.91 0.00
Linear -0.05 0.02 -2.48 0.01
Quadratic 0.00 0.00 5.66 0.00
G roup  4 Intercept -1.42 0.07 -20.76 0.00
Linear 0.23 0.02 15.12 0.00
Quadratic -0.01 0.00 -15.36 0.00
G roup  5 Intercept 0.05 0.05 1.12 0.26
Linear 0.11 0.01 8.47 0.00
Quadratic -0.01 0.00 -10.25 0.00
G roup  6 Intercept -1.27 0.14 -8.84 0.00
Linear 0.14 0.03 4.96 0.00
Quadratic 0.00 0.00 1.61 0.11
G roup  7 Intercept -2.86 0.16 -18.41 0.00
Linear 0.71 0.03 22.31 0.00
Quadratic -0.03 0.00 -20.46 0.00
Z ero-in flation Intercept 2.97 0.07 40.85 0.00
Linear -0.59 0.02 -37.32 0.00
Quadratic 0.03 0.00 34.39 0.00
M em bersh ip
Group 1 Reference group
Group 2 0.99 0.11 8.96 0.00
Group 3 0.91 0.11 7.98 0.00
Group 4 0.39 0.13 3.08 0.00
Group 5 -0.40 0.15 -2.66 0.01
Group 6 -1.10 0.19 -5.74 0.00
Group 7 -1.01 0.18 -5.56 0.00
D iagn ostics
BIC (N=23279) -35700.74
BIC (N= 1184) -35656.06
AIC -35579.91
LL -35549.91
Source: AIC DUCO Follow-up [Computer File]
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Figure A6: Conviction trajectories from ages 10 to 29 years - seven-group solution
(22 ,2,2,2,2,2)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Table A13: Alternate six-group specification (23>3432)> log likelihood values for 100 
random starts
S e tl Set2 Set3 Set4 Set5 Set6 Set7 Set8 Set9 SetlO
R unl -35876.57 -35888.52 -36440.38 -46895.59 -36118.90 -38130.24 -35888.52 - 3 5 7 4 3 .3 9 -45972.61 -38032.31
Run2 -36440.38 -36515.17 -36440.38 -36472.99 -36437.58 -36440.38 -35916.70 -36946.78 -36178.64 -38846.60
Run3 -42077.47 -49235.12 -37583.00 -36549.71 -38138.48 -36388.05 -37419.06 -36944.91 -38246.67 -36472.99
Run4 -36865.08 -36262.13 -38018.84 -36813.52 -36687.06 -36805.67 -36423.81 -36677.44 -36480.46 -36388.25
Run5 -37121.41 -42889.91 -37347.33 -36440.38 -36440.38 -37573.92 -37571.92 -36440.38 -38178.32 -36225.86
Run6 -37905.81 -55437.11 -36726.56 -37571.92 -36179.61 -36440.38 -36677.44 -42494.67 -39544.43 -36440.38
Run7 -36077.74 -35887.42 -36020.09 -36792.67 -36440.38 -37739.20 -36484.65 -37573.92 -46806.99 -36484.56
Run8 -35948.59 -36782.45 -36723.86 -36385.95 -35887.42 -35930.74 -36297.00 -37573.92 -46911.53 -39848.74
Run9 -43078.03 -36388.25 -36789.66 -41204.56 -37581.43 -36440.38 -36440.38 -37410.08 -35907.96 -36261.61
RunlO -36678.96 -36367.21 -36472.99 -36440.38 -36440.38 -50469.60 -36137.72 -36440.38 -36491.56 -45572.00
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Appendix B: Comparative analysis of 
alternate functions forms
Table Bl: BIC and Bayes Factor comparisons -  six-group solutions
BIC (N=23279) Bayes Factor
(2,2,2,1,2,2)
(3.2.2.1.2.2)
(2.33.1.2.2)
(2.23.1.2.2) 
(2,23,13,2) 
(23,2,1,2,3)
-36023.37 Base
-36021.84 4.61
-35984.03 1.22xl017
-36004.28 1.95x108
-35923.30 2.88xl043
-36010.24 5 .04x 105
Source: AIC DUCO Follow-up [Computer File]
Table B2: Iterative BIC and Bayes Factor comparisons -  six-group solutions
BIC (N=23279) Bayes Factor
(23,2,1,2,2) -36023.37 Base
(2,2,2,13,2) -35923.30 2.88xl043
(2,33,1,3,2) -35887.73 2.80xl015
(2,3,3,1,33) -35884.16 35.5
(23,3,1,3,3) non-convergence n/a
Source: AIC DUCO Follow-up [Computer File]
Figure Bl: Predicted conviction trajectory for Group 2 of the six group solution 
(2 3 3 4 3 3 )* comparison of cubic and quadratic specifications
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Figure B2: Predicted conviction trajectory for Group 3 of the six group solution 
(2333 3*2), comparison of cubic and quadratic specifications
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: A1C DUCO Follow-up [Computer File]
Figure B3: Predicted conviction trajectory for Group 5 of the six group solution 
(2,33,1,3,2), comparison of cubic and quadratic specifications
• Actual convictions (group average)
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Appendix C: Comparative analysis of 
drop-out model
Figure Cl: Predicted conviction trajectory for Group 1 of the six group solution 
(2,2,2,! ,2,2) ,  comparison of models with and without dropout control
3
S
i i o
flmo
' hu
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure C2: Predicted conviction trajectory for Group 2 of the six group solution 
(2,2,2,!,2,2), comparison of models with and without dropout control
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10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
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Source: AIC DUCO Follow-up [Computer File]
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Figure C3: Predicted conviction trajectory for Group 3 of the six group solution 
(2,2,2,1 >2,2), comparison of models with and without dropout control
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure C4: Predicted conviction trajectory for Group 4 of the six group solution 
(2,2,2,1,2,2), comparison of models with and without dropout control
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Figure C5: Predicted conviction trajectory for Group 5 of the six group solution 
( 222 , 122) ,  comparison of models with and without dropout control
73 15
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
Figure C6: Predicted conviction trajectory for Group 6 of the six group solution 
2 2 2 2 2 2 )•> comparison of models with and without dropout control
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Appendix D: Drug initiation 
trajectories (model output)
Table Dl: One-group specification (2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 2 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 3 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 4 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 5 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 6 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 7 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 8 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n 9 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
R u n lO -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22 -11660.22
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table D2: Two-group specification (2,2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l - 1 1 4 2 8 .9 3 -11281 JO -11281 JO -11281 JO -1 1 6 6 0 .2 2 -1 1 6 6 0 .2 2 -11281 JO -11281 JO -11281 JO -1 1 6 6 0 .2 2
R u n 2 -11281 JO -11281 JO - 1 1 4 3 8 .1 6 -11281 JO -1 1 6 6 0 .2 2 -1 1 6 6 1 .7 0 - 1 1 6 5 8 .5 7 -11281 JO -11281 JO -11281 JO
R u n 3 - 1 1 4 3 1 .1 3 - 1 1 6 6 0 .2 2 - 1 1 6 6 0 .2 2 -11281 JO -11281 JO -11281 JO - 1 1 6 6 0 .2 2 -11281 JO -11281 JO -11281 JO
R u n 4 -11281 JO -11281 JO - 1 1 6 6 0 .2 2 -11281 JO -11281 JO -11281 JO -11281 JO -11281 JO -11281 JO -11281 JO
R u n 5 -11281 JO -1 1 6 6 0 .2 2 - 1 1 6 6 0 .2 2 -11281 JO - 1 1 6 6 0 .2 2 -11281 JO -11281 JO -1 1 6 6 0 .2 2 -1 1 4 3 1 .3 1 -11281 JO
R u n 6 -11281 JO -11281 JO -11281 JO -11281 JO - 1 1 6 6 0 .2 2 -11281 JO -1 1 6 6 0 .2 2 -1 1 6 4 4 .1 8 -11281 JO -1 1 6 6 0 .2 2
R u n 7 -11281 JO - 1 1 6 6 0 .2 2 -11281.30 -11281 JO -11281.30 -11281 JO -11281 JO -1 1 6 6 0 .2 2 -11281 JO - 1 1 6 6 0 .2 2
R u n 8 - 1 1 5 6 1 .9 3 - 1 1 4 7 5 .7 7 -1 1 6 5 8 .0 2 -11281 JO -11281 JO -11281 JO -11281 JO -1 1 6 6 0 .2 2 -11281 JO -1 1 6 6 0 .2 2
R u n 9 -11281 JO - 1 1 4 4 1 .2 7 -11281 JO - 1 1 6 5 7 .1 9 -11281.30 -11281 JO -11281 JO -11281 JO -1 1 6 0 6 .6 0 -11281 JO
R u n lO - 1 1 6 6 0 .2 2 -11281 JO -1 1 6 6 0 .2 2 -11281 JO -11281 JO -11281 JO -11281 JO -1 1 6 6 0 .2 2 - 1 1 6 6 0 .2 2 -11281 JO
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
516
Table D3: Three-group specification (2,2,2), log likelihood values for 100 random starts
Setl Set2 Set3 Set4 Set5 Set6 Set7 Set8 Set9 Set 10
Runl - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 -11281.30
Run2 - 11094.02 - 11094.02 -11275.51 -11568.16 -11281.30 - 11094.02 -11281.30 - 11094.02 - 11094.02 -11281.30
Run3 - 11094.02 - 11094.02 -11281.30 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02
Run4 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 -11281.30 - 11094.02 - 11094.02 - 11094.02 - 11094.02
Run5 -11281.30 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 -11264.79 - 11094.02 - 11094.02 -11281.30
Run6 -11276.42 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 - 11094.02 -11281.30 - 11094.02 -11281.30
Run7 - 11094.02 -11281.30 -11279.95 -11271.45 - 11094.02 -11281.30 - 11094.02 - 11094.02 - 11094.02 - 11094.02
Run8 - 11094.02 - 11094.02 - 11094.02 -11281.30 - 11094.02 -11281.30 - 11094.02 - 11094.02 - 11094.02 - 11094.02
Run9 - 11094.02 -11281.30 - 11094.02 - 11094.02 - 11094.02 - 11094.02 -11280.97 -11281.30 -11281.30 -11281.30
Run 10 -11281.30 - 11094.02 - 11094.02 - 11094.02 -11248.30 - 11094.02 - 11094.02 -11281.30 - 11094.02 - 11094.02
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table D4: Four-group specification (2,2,2,2), log likelihood values for 100 random starts
Setl Set2 Set3 Set4 Set5 Set6 Set7 Set8 Set9 Set 10
Runl -11094.02 -11094.02 -11077.91 -11094.02 -11094.02 -11078.22 -11094.02 -11094.02 -11094.02 -11077.20
Run2 -11094.02 -11078.22 -11232.88 -11094.02 -11094.02 -11078.22 -11094.02 -11074.30 -11094.02 -11078.22
Run3 -11074.31 -11281.30 -11094.02 -11078.22 -11074.33 -11078.22 -11078.22 -11094.02 -11078.22 -11074.33
Run4 -11094.02 -11074.30 -11078.22 -11078.22 -11078.22 -11078.22 -11078.22 -11087.06 -11077.20 -11094.02
Run5 -11094.02 -11074.30 -11094.02 -11077.20 -11077.20 -11094.02 -11078.22 -11094.02 -11094.02 -11074.30
Run6 -11094.02 -11094.02 -11094.02 -11094.02 -11078.22 -11094.02 -11077.20 -11094.02 -11094.02 -11094.02
Run7 -11094.02 -11078.22 -11094.02 -11094.02 -11084.07 -11077.20 -11074.30 -11281.30 -11094.02 -11094.02
Run8 -11094.02 -11077.20 -11077.20 -11078.22 -11094.03 - 11074.29 -11094.02 - 11074.29 -11078.22 -11077.20
Run9 -11078.22 -11077.20 -11077.20 -11094.02 -11094.02 -11074.35 -11078.22 -11078.22 -11281.30 -11094.02
Run 10 -11078.22 -11077.20 -11078.22 -11078.22 -11078.22 -11094.02 -11094.02 -11094.02 -11094.02 -11077.20
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Figure D l: Predicted drug initiation trajectory, four group solution (2,2,2,2)
3 ----
.S 1.5
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Age (years)
Source: AIC DUCO Follow-up [Computer File]
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Appendix E: Discrete-time survival 
models (model output)
Table El: Discrete time survival models for escalation from first to regular use of 
cannabis -  parameter estimates, standard errors and model diagnostics
B a s e  M o d e l
P r o p o r t i o n a l
m o d e l
N o n - p r o p o r t io n a l  
m o d e l (F u ll)
N o n - p r o p o r t i o n a l  
m o d e l  (R e d u c e d )
T im e  1 -0.51 -0 .4 2 -0.41 -0 .4 2
(0 .0 7 ) (0 .0 7 ) (0 .0 7 ) (0 .0 7 )
T im e  2 -1 .5 9 -1 .5 0 -1 .5 2 -1 .5 0
(0 .1 1 ) (0 .1 1 ) (0 .1 2 ) (0 .1 1 )
T im e  3 -1 .41 -1 .2 8 -1 .3 4 -1 .2 8
(0 .1 1 ) (0 .1 2 ) (0 .1 5 ) (0 .1 2 )
T im e  4 -1 .8 7 -1 .7 2 -1 .81 -1 .7 2
(0 .1 4 ) (0 .1 5 ) (0 .2 0 ) (0 .1 5 )
T im e  5 -2 .5 8 -2 .4 0 -2 .5 3 -2 .4 0
(0 .2 1 ) (0 .2 1 ) (0 .2 8 ) (0 .2 1 )
T im e  6 -2 .6 2 -2 .4 2 -2 .5 9 -2 .4 2
(0 .2 2 ) (0 .2 2 ) (0 .3 2 ) (0 .2 2 )
T im e  7 -3 .2 5 -3 .05 -3 .2 7 -3 .05
(0 .3 1 ) (0 .3 1 ) (0 .4 2 ) (0 .3 1 )
T im e  8 -2 .8 5 -2 .6 3 -2 .8 9 -2 .63
(0 .2 7 ) (0 .2 7 ) (0 .4 2 ) (0 .2 7 )
T im e  9 -4 .4 0 -4 .18 -4 .4 8 -4 .18
(0 .5 8 ) (0 .5 8 ) (0 .6 9 ) (0 .5 8 )
T im e  10 -4 .0 5 -3 .81 -4 .1 6 -3.81
C o n v ic t io n  t r a j e c t o r y
(0 .5 0 ) (0 .5 1 ) (0 .6 5 ) (0 .5 1 )
V L S - -0 .0 4 -0 .1 2 -0 .04
- (0 .0 8 ) (0 .1 0 ) (0 .0 8 )
LD - 0 .0 9 0 .1 2 0 .0 9
- (0 .1 0 ) (0 .1 2 ) (0 .1 0 )
L M P - 0 .3 4 0 .2 3 0 .3 4
- (0 .1 1 ) (0 .1 4 ) (0 .1 1 )
E M D - 0 .3 4 0 .3 8 0 .3 4
- (0 .1 4 ) (0 .1 8 ) (0 .1 4 )
H D - 0 .0 9 0 .1 7 0 .0 9
N o n - p r o p o r t io n a l  h a z a r d
(0 .1 4 ) (0 .1 7 ) (0 .1 4 )
V L S * tim e - - 0 .0 7 -
- - (0 .0 6 ) -
L D * tim e - - 0.01 -
- - (0 .0 7 ) -
L M P * tim e - - 0 .1 0 -
- - (0 .0 8 ) -
E M D * tim e - - 0 .0 0 -
- - (0 .1 1 ) -
H D * tim e - - -0 .03 -
- - (0 .1 0 ) -
D ia g n o s t ic s
L L -1 6 7 8 .9 3 -1 6 3 6 .9 3 -1 6 3 5 .1 2 -1 6 3 6 .9 3
P a ra m e te rs 10 15 20 15
BIC 3 4 4 1 .4 9 3399 .31 3 4 3 7 .5 0 3399 .31
Source: AIC DUCO Follow-up [Computer File]
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Figure El: Period-by-period hazard rates of time from first to regular use of cannabis 
(hazard)
LMP 
—  EMD 
-------HD
Years since first cannabis use
Source: A1C DUCO Follow-up [Computer File]
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Table E2: Discrete time survival models for escalation from first to regular use of heroin -  
parameter estimates, standard errors and model diagnostics
Base Model
Proportional
model
Non-proportional 
model (Full)
Non­
proportional 
model (Reduced)
Time 1 -0.95 -0.91 -0.93 -0.91
(0.09) (0.10) (0.10) (0.10)
Time 2 -1 .88 -1.83 -1.83 -1.83
(0.14) (0.15) (0.17) (0.15)
Time 3 -2.31 -2.25 -2.24 -2.25
(0.19) )0 .19) (0.24) (0.19)
Time 4 -2.83 -2.77 -2.75 -2.77
(0.26) (0.26) (0.34) (0.26)
Time 5 -2.73 -2.65 -2.62 -2.65
(0.27) (0.27) (0.40) (0.27)
Time 6 -3 .32 -3.24 -3.22 -3.24
(0.38) (0.39) (0.53) (0.39)
Time 7 -2.88 -2.80 -2.77 -2.80
(0.34) (0.34) (0.55) (0.34)
Time 8 0.00 0.00 0 .00 0.00
(om itted) (om itted) (om itted) (om itted)
Time 9 -4.07 -3.99 -3.98 -3.99
(0.71) (0.71) (0.90) (0.71)
Time 10 -4 .64 -4.55 -4.54 -4.55
(1.00) (1.01) (1.17) (1-01)
Conviction trajectory
VLS - -0.31 -0.27 -0.31
- (0.12) (0.15) (0.12)
LD _ -0.23 -0.06 -0.23
_ (0.15) (0.18) (0.15)
LMP _ 0.42 0.36 0.42
- (0.14) (0.17) (0.14)
EMD _ -0.01 -0.06 -0.01
- (0.20) (0.24) (0.20)
HD - 0.22 0.13 0.22
-
(0.17) (0.21) (0.17)
Non-proportional
hazard
VLS*time _ _ -0.03 _
_ _ (0.11) _
LD*time _ _ -0.15 -
_ _ (0.14) _
LMP*time _ _ 0.05 _
_ _ (0 .11) _
EMD*time _ _ 0.05 _
_ _ (0.15) _
HD*time _ _ 0.07 -
- - (0.13) -
Diagnostics
LL -807.82 -798.88 -797.21 -798.88
P aram ete rs 9 14 19 14
BIC 1685.92 1707.07 1742.77 1707.07
Source: AIC DUCO Follow-up [Computer File]
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Figure E2: Period-by-period hazard rates of time from first to regular use of heroin 
(hazard)
1 2 3 4 5 6 7 8 9  10
Years since first heroin use
Source: AIC DUCO Follow-up [Computer File]
LMP
EMD
HD
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Table E3: Discrete time survival models for escalation from first to regular use of 
amphetamine -  parameter estimates, standard errors and model diagnostics
Base Model
Proportional
model
Non-proportional 
model (Full)
Non­
proportional 
model (Reduced)
Time 1 - 0.41 -0.40 - 0.39 - 0 .40
( 0 .0 8 ) ( 0 .08 ) ( 0 .0 9 ) ( 0 .0 8 )
Time 2 - 2.11 - 2.08 - 1.94 - 2.08
( 0 . 15 ) ( 0 . 16) ( 0 . 17) ( 0 . 16)
Time 3 - 2.31 - 2.25 - 1.97 - 2.25
( 0 . 18) ( 0 . 18) ( 0 .24 ) ( 0 . 18)
Time 4 - 3.10 - 3.02 - 2.62 - 3.02
( 0 .2 7 ) ( 0 .28 ) ( 0 .35 ) ( 0 .2 8 )
Time 5 - 4.07 - 3.98 - 3.46 - 3.98
( 0 .4 5 ) ( 0 .4 5 ) ( 0 .5 4 ) ( 0 .4 5 )
Time 6 - 3.99 - 3.88 - 3.26 - 3.88
( 0 .4 5 ) ( 0 .4 5 ) ( 0 .5 7 ) ( 0 .4 5 )
Time 7 - 5.55 - 5.43 - 4.73 - 5.43
( 1 .0 0 ) ( 1 .00 ) ( 1 .0 8 ) ( 1 .0 0 )
Time 8 - 4.75 -4.62 - 3.83 -4 .62
( 0 .7 1 ) ( 0 .71 ) ( 0 .85 ) ( 0 .7 1 )
Time 9 - 3.76 - 3.62 - 2.77 - 3.62
( 0 .4 5 ) ( 0 .45 ) ( 0 .6 8 ) ( 0 .4 5 )
Time 10 - 4.18 - 4.03 - 3.11 - 4.03
( 0 .5 8 ) ( 0 .58 ) ( 0 .80 ) ( 0 .5 8 )
Conviction trajectory
VLS - - 0.08 - 0.11 -0.08
- ( 0 . 11) ( 0 . 13) ( 0 . 11)
LD - 0.12 0.19 0.12
_ ( 0 . 13) ( 0 . 15) ( 0 . 13)
LMP _ 0.58 0 .49 0.58
_ ( 0 . 14) ( 0 . 15) ( 0 . 14)
EMD _ 0.11 0 .14 0.11
. ( 0 . 18) ( 0 .21 ) ( 0 . 18)
HD - 0.34 0.52 0.34
- ( 0 . 17) ( 0 .20 ) ( 0 . 17)
Non-proportional
hazard
VLS*time _ _ - 0.10 _
_ _ ( 0 .0 9 ) _
LD*time _ _ - 0.22 _
_ _ ( 0 . 13) _
LMP*time _ _ - 0.05 _
_ _ ( 0 . 10) _
EMD*time _ _ - 0.17 _
_ _ ( 0 . 16) _
HD*time _ _ - 0.36 _
- - ( 0 . 19) -
Diagnostics
LL - 917.63 - 886.45 - 882.96 - 886.45
P aram ete rs 10 15 20 15
BIC 1916.41 1894.63 1928.29 1894.63
Source: AIC DUCO Follow-up [Computer File]
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Figure E3: Period-by-period hazard rates of time from first to regular use of 
amphetamine (hazard)
Years since first amphetamine use
Source: AIC DUCO Follow-up [Computer File]
LMP
EMD
HD
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Table E4: Discrete time survival models for escalation from first use to regular use of any 
serious drug -  parameter estimates, standard errors and model diagnostics
Base Model
Proportional
model
Non-proportional 
model (Full)
Non­
proportional 
model (Reduced)
Time 1 - 3.29 - 3.21 - 3.21 - 3.21
( 0 . 17) ( 0 . 17) ( 0 . 17) ( 0 . 17)
Time 2 - 3.28 - 3.20 - 3.20 - 3.20
( 0 . 17) ( 0 . 17) ( 0 . 18) ( 0 . 17)
Time 3 - 2.61 - 2.51 - 2.52 - 2.51
( 0 . 13) ( 0 . 13) ( 0 . 16) ( 0 . 13)
Time 4 - 2.22 - 2.10 - 2.11 - 2.10
( 0 . 11) ( 0 . 12 ) ( 0 . 19) ( 0 . 12)
Time 5 - 2.48 - 2.32 - 2.34 - 2.32
( 0 . 13) ( 0 . 14) ( 0 .25 ) ( 0 . 14)
Time 6 - 2.47 - 2.27 - 2.30 - 2.27
( 0 . 14) ( 0 . 14) ( 0 .30 ) ( 0 . 14)
Time 7 - 2.75 - 2.52 - 2.56 - 2.52
( 0 . 17) ( 0 . 17) ( 0 .36 ) ( 0 . 17)
Time 8 - 2.77 - 2.50 - 2.54 - 2.50
( 0 . 17) ( 0 . 18) ( 0 .4 1 ) ( 0 . 18)
Time 9 - 2.77 - 2.47 - 2.54 - 2.47
( 0 . 18) ( 0 . 19) ( 0 .4 6 ) ( 0 . 19)
Time 10 - 3.22 - 2.91 - 2.98 - 2.91
( 0 .23 ) ( 0 .24 ) ( 0 .53 ) ( 0 .24 )
Conviction trajectory
VLS - - 0.29 - 0.28 - 0.29
- ( 0 .0 9 ) ( 0 . 17) ( 0 .0 9 )
LD - - 0.13 0.08 - 0.13
- ( 0 . 10) ( 0 . 19) ( 0 . 10)
LMP - 0.55 0.21 0.55
- ( 0 . 10) ( 0 .2 0 ) ( 0 . 10)
EMD _ 0.40 0.39 0.40
- ( 0 . 14) ( 0 .25 ) ( 0 . 14)
HD - 0.68 0.77 0.68
_ ( 0 . 13) ( 0 .23 ) ( 0 . 13)
Non-proportional
hazard
VLS*time - - 0.00 -
_ _ ( 0 .0 7 ) _
LD*time _ _ - 0.05 _
_ _ ( 0 .0 7 ) _
LMP*time . - 0.09 _
_ _ ( 0 .0 7 ) _
EMD*time _ _ 0.01 _
_ _ ( 0 .0 9 ) _
HD*time _ _ - 0.02 _
- - ( 0 .0 8 ) -
Diagnostics
LL - 1426.52 - 1653.16 - 1650.44 - 1653.16
Parameters 10 15 20 15
BIC 3542.43 3440.43 3479.68 3440.43
Source: AIC DUCO Follow-up [Computer File]
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Figure E4: Period-by-period hazard rates of time from first use to regular use of serious 
drug (heroin, amphetamine, cocaine) (hazard)
o LMP
-------EMD
-------HD
Years since first drug use (any illicit)
Source: AIC DUCO Follow-up [Computer File]
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Appendix F: Drug use transition 
trajectories (model output)
Table FI: One-group specification (2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 2 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 3 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 4 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 5 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 6 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 7 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 8 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n 9 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
R u n  10 - 14256.46 -1 5 7 3 8 .4 9 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46 - 14256.46
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table F2: Two-group specification (2,2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l -1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 - 1 4 2 5 6 .4 6 - 1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 1 4 2 5 6 .4 6 - 1 4 2 5 6 .4 6
R u n 2 - 13717.08 - 1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 1 4 2 5 6 .4 6 -1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 - 13717.08
R u n 3 - 13717.08 -1 4 2 5 6 .4 6 - 1 4 2 5 6 .4 6 -1 4 3 0 7 .4 7 - 13717.08 - 13717.08 -1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08
R u n 4 - 1 4 0 3 7 .2 4 - 13717.08 -1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08
R u n 5 - 13717.08 - 1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 1 4 2 5 6 .4 6 - 13717.08 - 13717.08
R u n 6 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 1 4 2 5 6 .4 6 - 1 4 2 5 6 .4 6 -1 4 2 5 6 .4 6 - 13717.08 - 13717.08 -1 4 2 5 6 .4 6
R u n 7 - 13717.08 -1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 1 6 0 2 1 .8 8 -1 4 2 5 6 .4 6 - 13717.08 -1 4 2 5 6 .4 6
R u n 8 - 13717.08 - 1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 - 1 4 2 5 6 .4 6 - 13717 .08 -1 4 2 5 6 .4 6 - 13717.08 -1 4 2 5 6 .4 6
R u n 9 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08 - 13717.08
R u n lO - 1 4 2 5 6 .4 6 - 13717.08 - 1 4 2 5 6 .4 6 - 13717.08 - 1 4 2 5 6 .4 6 - 13717.08 - 13717.08 - 13717.08 -1 4 2 5 6 .4 6 - 13717.08
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Table F3: Three-group specification (2,2,2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l - 1 3 4 6 2 .0 1 - 1 3 6 2 5 .6 6 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 -1 3 7 1 7 .0 8 -1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1
R u n 2 - 1 3 4 6 2 .0 1 - 1 3 6 2 0 .8 4 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 6 7 9 .8 6 -1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 -1 3 4 7 7 .4 2 - 1 3 7 1 7 .0 8
R u n 3 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 -1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 4 .4 3
R u n 4 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1
R u n 5 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 3 .7 5 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 -1 3 7 1 7 .0 8
R u n 6 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 -1 3 7 1 7 .0 8
R u n 7 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1
R u n 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1
R u n 9 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 7 1 7 .0 8 - 1 3 7 1 7 .0 8 -1 3 7 1 7 .0 8
R u n lO -1 3 6 7 6 .4 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1 -1 4 0 9 9 .6 4 - 1 3 4 6 2 .0 1 - 1 3 4 6 2 .0 1
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table F4: Four-group specification (2,2,2,2), log likelihood values for 100 random starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l -1 3 4 6 2 .0 1 -1 3 7 0 2 .9 1 -1 3 4 2 6 .5 2 - 1 3 4 2 3 .2 9 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 2 3 .2 9
R u n 2 -1 3 4 5 5 .5 1 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 -1 3 4 2 8 .6 5
R u n 3 -1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 - 1 3 4 2 3 .2 9 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 -1 3 4 6 0 .5 3 -1 3 4 2 6 .5 2
R u n 4 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 - 1 3 4 2 8 .6 5 -1 3 4 6 2 .0 1
R u n 5 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2 -1 3 4 2 8 .6 5 -1 3 4 6 2 .0 1 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2
R u n 6 -1 3 4 6 2 .0 1 -1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 - 1 3 5 6 5 .5 8 - 1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 2 6 .5 2
R u n 7 -1 3 4 6 2 .0 1 -1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 - 1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 - 1 3 4 2 3 .2 9 - 1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1
R u n 8 -1 3 4 6 2 .0 1 -1 3 4 4 0 .7 1 - 1 3 4 2 3 .2 9 - 1 3 4 2 3 .2 9 - 1 3 4 2 3 .2 9 -1 3 4 2 6 .5 2 -1 3 4 2 8 .6 5 -1 3 4 6 2 .0 1 -1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2
R u n 9 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 - 1 3 4 2 3 .2 9 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 5 5 .4 3 -1 3 4 2 6 .5 2 -1 3 4 2 6 .5 2 - 1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1
R u n lO - 1 3 4 2 3 .2 9 - 1 3 4 2 3 .2 9 - 1 3 4 2 6 .5 2 - 1 3 4 2 3 .2 9 -1 3 4 2 6 .5 2 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 -1 3 4 6 2 .0 1 - 1 3 4 2 3 .2 9
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table F5: Five-group specification (2,2,2,2,2), log likelihood values for 100 random 
starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l -133 9 1 .2 2 -1 3 4 2 5 .4 3 - 13387 .94 -1 3 3 9 9 .6 0 - 13387.94 - 13387 .94 -1 3 3 9 3 .2 7 -1 3 4 2 4 .4 8 -1 3 4 2 3 .2 9 -1 3 3 9 9 .6 0
R u n 2 -13393 .27 -1 3 4 2 8 .6 5 -1 3 4 5 5 .4 3 -1 3 4 2 7 .0 7 -1 3 3 9 3 .2 7 - 13387.94 -1 3 3 9 3 .2 7 -1 3 3 9 9 .6 0 -1 3 3 9 1 .2 2 - 13387 .94
R u n 3 -1 3 3 9 9 .6 0 - 13387 .94 - 13387 .94 - 13387 .94 -1 3 3 9 3 .2 7 - 13387 .94 -1 3 4 2 3 .2 9 -1 3 3 9 1 .2 2 -1 3 3 9 3 .2 7 -1 3 4 2 3 .2 9
R u n 4 -134 2 6 .5 2 - 13387 .94 - 1 3 387 .94 -1 3 4 2 6 .5 2 - 13387 .94 -134 0 9 .4 2 - 13387 .94 -1 3 4 2 3 .2 9 - 1 3 387 .94 -1 3 4 2 3 .2 9
R u n 5 -13428 .65 -1 3 3 9 1 .2 2 -1 3 4 2 3 .2 9 -1 3 4 2 4 .3 6 -1 3 3 9 3 .2 7 -1 3 3 9 9 .6 0 - 13387 .94 -1 3 4 2 6 .5 2 -1 3 3 9 1 .2 2 - 1 3 387 .94
R u n 6 - 13387.94 -1 3 4 2 8 .6 5 -1 3 4 2 9 .3 9 -1 3 3 9 1 .2 2 -1 3 3 9 1 .2 2 -1 3 3 9 1 .8 0 - 13387 .94 -134 2 8 .6 5 -1 3 4 2 3 .2 9 -1 3 4 2 3 .2 9
R u n 7 -1 3 4 2 3 .2 9 - 1 3 387 .94 - 13387 .94 -1 3 3 9 5 .8 8 - 13387 .94 -1 3 4 2 3 .2 9 -1 3 4 2 3 .2 9 -134 2 6 .5 2 -1 3 4 2 8 .6 5 -1 3 4 1 6 .4 6
R u n 8 -133 9 1 .2 2 -1 3 4 2 3 .2 9 - 13387 .94 -1 3 4 2 8 .6 5 -1 3 4 2 6 .5 2 - 13387 .94 -1 3 4 2 5 .9 7 -1 3 3 9 3 .2 7 - 1 3 387 .94 - 1 3 387 .94
R u n 9 - 13387.94 -1 3 4 2 3 .2 9 -1 3 4 2 6 .5 2 -1 3 4 2 3 .2 9 -134 0 6 .1 7 -1 3 4 0 7 .3 7 -1 3 4 2 3 .2 9 - 13387 .94 -1 3 4 2 3 .2 9 -1 3 4 5 5 .4 3
R u n lO - 13387.94 - 13387 .94 -1 3 4 2 3 .2 9 -1 3 4 2 8 .6 5 -1 3 3 9 3 .2 7 -1 3 4 2 3 .2 9 -1 3 4 2 6 .5 2 -1 3 3 9 1 .2 2 - 1 3 387 .94 -1 3 3 9 1 .2 2
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Table F6: Five-group specification (22 2 2 2 ), log likelihood values for 100 random 
starts
S e t l S e t2 S e t3 S e t4 S e t5 S e t6 S e t7 S e t8 S e t9 S e t 10
R u n l -13358.01 -1 3 3 8 2 .0 4 -1 3 3 6 2 .3 2 -13358.01 -1 3 4 2 3 .2 9 -13358.01 -1 3 3 9 9 .3 5 -133 6 2 .3 2 -1 3 3 6 5 .2 7 -1 3 3 8 7 .9 4
R u n 2 -1 3 3 6 6 .0 3 -1 3 3 8 0 .1 2 -1 3 3 8 2 .2 0 -1 3 3 8 6 .1 2 -1 3 3 6 7 .9 7 -1 3 3 6 6 .0 3 -1 3 3 7 0 .8 3 -13428 .65 -13358.01 -1 3 3 9 9 .6 0
R u n 3 -1 3 3 8 4 .1 3 -1 3 3 9 1 .2 2 -13358.01 -133 9 3 .2 7 -1 3 3 8 7 .6 5 -13358.01 -13358.01 -1 3 3 9 1 .2 2 -1 3 3 8 7 .6 5 -1 3 3 8 7 .9 4
R u n 4 -13375.11 -1 3 3 9 9 .6 0 -13364.01 -133 6 6 .0 3 -13 3 6 7 .9 7 -1 3 3 8 7 .9 4 -1 3 3 6 7 .9 7 -1 3 4 2 4 .4 6 -1 3 3 6 6 .0 3 -1 3 3 6 6 .0 3
R u n 5 -1 3 3 9 1 .2 2 -1 3 4 1 6 .7 9 -1 3 3 9 3 .2 7 -1 3 3 6 2 .3 2 -13358.01 -13375.11 -1 3 3 9 1 .2 2 -13372.31 -1 3 3 6 6 .0 3 -1 3 4 0 5 .6 2
R u n 6 -1 3 3 9 1 .2 2 -1 3 3 6 7 .9 7 -13358.01 -133 7 2 .3 3 -13372.31 -1 3 3 8 7 .9 4 -13371 .41 -133 9 9 .6 0 -1 3 4 1 1 .8 6 -13375.11
R u n 7 -13358.01 -13358.01 -13358.01 -13358.01 -1 3 3 9 1 .2 2 -1 3 3 9 9 .6 0 -1 3 3 9 9 .6 0 -1 3 3 8 7 .9 4 -1 3 3 6 7 .9 7 -1 3 3 6 7 .9 7
R u n 8 -13358.01 -1 3 3 8 2 .0 4 -1 3 3 9 1 .2 2 -1 3 3 8 0 .7 2 -1 3 3 8 7 .9 4 -1 3 3 9 9 .6 0 -1 3 4 7 9 .9 9 -1 3 3 8 6 .1 2 -13375.11 -1 3 3 9 3 .2 7
R u n 9 -13358.01 -13358.01 -1 3 3 6 6 .0 3 -1 3 3 8 3 .8 4 -1 3 3 7 1 .0 2 -1 3 3 8 7 .9 4 -1 3 3 9 9 .6 0 -13376 .87 -13358 .01 -13364 .01
R u n  10 -13358.01 -1 3 3 6 5 .2 7 -13372 .31 -1 3 3 9 3 .2 7 -1 3 3 9 9 .6 0 -1 3 3 9 3 .2 7 -1 3 3 9 5 .8 8 -13 3 6 7 .9 7 -1 3 3 9 9 .6 0 -1 3 3 9 1 .2 2
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
Table F7: Four-group specification (3333)? log likelihood values for 100 random starts
S e t l S et2 S et3 S et4 S et5 Set6 S et7 S et8 S et9 S etlO
R u n l -13380.13 -13 3 5 1 .7 2 - 13343.28 - 13343.28 -1 3386 .96 -1 3 3 8 6 .3 9 -1 3386 .96 -13386 .96 -13 3 8 6 .9 6 -1 3 3 4 9 .8 6
Run2 -1 4707 .50 -1 3 3 4 9 .8 6 -1 3386 .96 -1 3386 .96 -1 3 3 8 6 .9 6 -1 3 3 5 1 .7 2 -13 3 8 6 .9 6 -13854.65 -1 3 3 8 6 .9 6 - 13343.28
Run3 - 13343.28 -1 3386 .96 -1 3386 .96 -1 3386 .96 -13351 .72 -13355 .65 -13343 .28 -13386 .96 -1 3 3 8 1 .5 0 -1 3 3 4 9 .8 6
Run4 -1 3386 .96 -13 3 8 6 .9 6 -13343 .28 -1 3351 .72 -13386 .96 -1 3351 .72 -1 3 3 5 7 .6 4 -1 3386 .96 -1 3722 .92 -1 3 3 8 6 .9 6
Run5 -1 3386 .96 -13 3 8 6 .9 6 -13386 .96 - 13343.28 - 13343.28 -13 3 8 6 .9 6 -1 3357 .64 -13386 .96 -1 3 3 8 6 .9 6 -13 7 1 6 .5 7
Run6 -1 3386 .96 -13343 .28 -1 3386 .96 -1 3353 .69 - 13343.28 -1 3373 .44 - 13343.28 -1 3386 .96 -13 3 8 6 .9 6 -1 3 3 4 9 .8 6
Run7 -1 3 3 8 6 .9 6 -1 3 3 5 1 .7 2 -13371.58 -1 3386 .96 -1 3349 .86 -1 3343 .28 -1 3 3 8 6 .9 6 -13357 .64 -1 3503 .86 -1 3 3 8 6 .9 6
Run8 -13351 .72 -13385 .33 - 13343.28 - 13343.28 -13386 .96 -13 3 8 6 .9 6 -1 5 0 7 1 .9 6 -13370.75 -1 3386 .96 -1 3 5 3 3 .4 0
Run9 - 13343.28 -13 3 8 6 .9 6 -1 3349 .86 -13371.58 -1 3386 .96 - 13343.28 - 13343.28 -13373.52 -14112.75 -1 3 4 8 7 .0 0
RunlO -13370.05 -13 3 5 6 .4 4 -13373 .44 -13349.53 -13426 .52 -1 3 3 8 6 .9 6 -13 3 8 6 .9 6 -13343.28 -1 3386 .96 -1 3343 .28
Note: Bolded values are the largest (best) log likelihood values 
Source: AIC DUCO Follow-up [Computer File]
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Appendix G: Time-varying covariate 
analysis (full model output)
Table Gl: Conviction trajectories from ages 10 to 29 years - six-group solution 
(2,2,2,! *2*2) with time-varying covariates (drug transition profile)
E st im a te S E T  fo r  HO P
Z E R O In te rc e p t -7 .0 8 0 .5 3 -13 .41 0 .0 0
L in ea r 0 .0 8 0 .0 8 0 .9 3 0 .35
Q u a d ra tic 0.01 0 .0 0 2 .33 0 .0 2
R e g u la r  i llic it d ru g  u se  (tvc ) 2 .1 3 0 .1 5 14.13 0 .0 0
F as t in itia tio n  (tv c ) -0 .2 8 0 .1 3 -2 .1 2 0 .0 3
V L S In te rc e p t -1 .71 0 .1 5 -1 1 .3 6 0 .0 0
L in ea r -0 .0 4 0 .0 2 -1 .7 9 0 .0 7
Q u a d ra tic 0 .0 0 0 .0 0 3 .9 2 0 .0 0
R e g u la r  i llic it d ru g  u se  (tv c ) 0 .5 4 0 .0 6 8 .8 2 0 .0 0
F a s t in it ia tio n  (tvc ) -0 .1 0 0 .0 5 -1 .87 0 .0 6
L D In te rc e p t -1 .2 0 0 .0 7 -1 7 .7 3 0 .0 0
L in ea r 0 .1 5 0 .0 2 10.01 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -1 0 .3 4 0 .0 0
R e g u la r  illic it d ru g  u se  (tvc ) 0 .1 3 0 .0 4 3 .43 0 .0 0
F as t in itia tio n  (tv c ) 0 .0 8 0 .0 4 2 .2 4 0 .0 3
L M P In te rc e p t -2 .4 0 0 .0 7 -35.01 0 .0 0
L in e a r 0 .1 7 0 .0 0 4 1 .8 7 0 .0 0
R e g u la r  illic it d ru g  u se  (tv c ) 0 .3 0 0 .0 6 4 .9 6 0 .0 0
F a s t in it ia tio n  (tvc ) -0 .0 8 0 .0 4 -2 .0 9 0 .0 4
E M D In te rc e p t 0 .1 3 0 .0 6 2 .3 4 0 .0 2
L in ea r 0 .1 4 0 .0 2 8 .15 0 .0 0
Q u a d ra tic -0 .01 0 .0 0 -1 3 .2 5 0 .0 0
R e g u la r  illic it d ru g  u se  (tv c ) 0 .0 7 0 .0 7 0 .9 8 0 .3 3
F a s t in itia tio n  (tv c ) -0.01 0 .0 5 -0 .1 4 0 .8 9
H D In te rc e p t -1 .5 6 0 .0 6 -2 4 .8 0 0 .0 0
L in e a r 0 .3 3 0.01 24 .9 5 0 .0 0
Q u a d ra tic -0 .01 0 .0 0 -2 0 .2 0 0 .0 0
R e g u la r  illic it d ru g  u se  (tvc ) 0 .4 9 0 .0 5 9 .0 2 0 .0 0
F as t in itia tio n  (tv c ) -0 .1 4 0 .0 5 -2 .8 5 0 .0 0
Z e r o -in fla t io n In te rc e p t 2 .8 3 0 .0 8 3 7 .6 2 0 .0 0
L in e a r -0 .5 8 0 .0 2 -3 5 .7 3 0 .0 0
Q u a d ra tic 0 .0 3 0 .0 0 3 3 .7 4 0 .0 0
M em b e r s h ip
G ro u p  1 R e fe re n c e  g ro u p
G ro u p  2 -0 .2 5 0 .0 9 -2 .9 7 0 .0 0
G ro u p  3 -0 .6 9 0 .1 0 -7 .13 0 .0 0
G ro u p  4 -1 .1 2 0 .11 -10 .15 0 .0 0
G ro u p  5 -1 .8 2 0 .1 5 -1 2 .5 2 0 .0 0
G ro u p  6 -1 .4 6 0 .1 2 -1 2 .1 5 0 .0 0
D ia g n o s tic s
B IC  (N = 2 3 2 7 9 ) -3 5 8 8 8 .3 4
B IC  (N = 1 1 8 4 ) -3 5 8 3 3 .2 4
A IC -3 5 7 3 9 .3 2
L L -3 5 7 0 2 .3 2
Source: AIC DUCO Follow-up [Computer File]
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Table G2: Conviction trajectories from ages 10 to 29 years - six-group solution 
(2 2 2 ,1 2 2 ) with time-varying covariates (drug sequencing profile)
E s t im a te S E T  f o r  HO P
Z E R O In te rc e p t -7 .2 4 0 .5 8 -1 2 .5 6 0 .0 0
L in e a r 0 .11 0 .0 9 1.27 0 .2 0
Q u a d ra tic 0 .01 0 .0 0 1.76 0 .0 8
R e g u la r  i l l ic it d ru g  u se  (tv c ) 1.98 0 .13 15 .50 0 .0 0
A ty p ic a l s e q u e n c e  (tv c ) 0 .0 2 0 .1 6 0 .1 5 0 .8 8
V L S In te rc e p t -1 .4 7 0 .1 0 -1 4 .3 2 0 .0 0
L in e a r -0 .0 8 0 .0 2 -4 .07 0 .0 0
Q u a d ra tic 0 .0 0 0 .0 0 6 .05 0 .0 0
R e g u la r  il l ic it  d ru g  u se  (tv c ) 0 .4 7 0 .0 4 11.04 0 .0 0
A ty p ic a l s e q u e n c e  (tv c ) 0 .0 7 0 .0 4 1.87 0 .0 6
L D In te rc e p t -1 .2 5 0 .0 6 -1 9 .7 9 0 .0 0
L in ea r 0 .1 6 0.01 11.24 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -1 1 .1 7 0 .0 0
R e g u la r  ill ic it  d ru g  u se  (tv c ) 0 .1 7 0 .0 3 5 .7 6 0 .0 0
A ty p ic a l s e q u e n c e  (tv c ) 0 .2 5 0 .0 3 8 .4 0 0 .0 0
L M P In te rc e p t -2 .4 6 0 .0 7 -3 4 .4 8 0 .0 0
L in e a r 0 .1 7 0 .0 0 4 0 .2 3 0 .0 0
R e g u la r  i l l ic it d ru g  u se  ( tv c ) 0 .2 4 0 .0 6 3 .7 2 0 .0 0
A ty p ic a l s e q u e n c e  (tv c ) -0 .0 3 0 .0 4 -0 .7 0 0 .4 8
E M D In te rc e p t 0 .1 9 0 .0 6 3 .23 0 .0 0
L in e a r 0 .1 4 0 .0 2 7.61 0 .0 0
Q u a d ra tic -0 .01 0 .0 0 -1 2 .7 7 0 .0 0
R e g u la r  i l l ic it d ru g  u se  (tv c ) 0 .0 3 0 .0 5 0 .5 6 0 .5 8
A ty p ic a l s e q u e n c e  (tv c ) 0 .0 8 0 .0 4 1.87 0 .0 6
H D In te rc e p t -1 .5 5 0 .0 6 -2 3 .9 3 0 .0 0
L in ea r 0 .3 3 0.01 24 .5 5 0 .0 0
Q u a d ra tic -0 .01 0 .0 0 -2 0 .2 8 0 .0 0
R e g u la r  ill ic it  d ru g  u se  (tv c ) 0 .3 5 0 .0 3 9 .9 8 0 .0 0
A ty p ic a l s e q u e n c e  ( tv c ) 0 .2 4 0 .0 3 8 .5 4 0 .0 0
Z e ro - in f la t io n In te rc e p t 2 .8 5 0 .0 7 3 8 .9 6 0 .0 0
L in e a r -0 .5 8 0 .0 2 -3 6 .0 3 0 .0 0
Q u a d ra tic 0 .0 3 0 .0 0 3 3 .4 6 0 .0 0
M e m b e r s h ip
G ro u p  1 R efe re n c e  g ro u p
G ro u p  2 -0 .2 3 0 .0 8 -2 .7 3 0.01
G ro u p  3 -0 .6 8 0 .0 9 -7 .2 7 0 .0 0
G ro u p  4 -1 .1 5 0.11 -1 0 .2 4 0 .0 0
G ro u p  5 -1 .9 3 0 .1 5 -1 2 .6 9 0 .0 0
G ro u p  6 -1 .4 9 0 .1 2 -1 2 .2 9 0 .0 0
D ia g n o s t ic s
B IC  (N = 2 3 2 7 9 ) -3 5 8 7 5 .1 5
B IC  (N = l  184) -3 5 8 2 0 .0 4
A IC -3 5 7 2 6 .1 2
L L -3 5 6 8 9 .1 3
Source: AIC DUCO Follow-up [Computer File]
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Table G3: Conviction trajectories from ages 10 to 29 years - six-group solution 
(2,2,2,! ,2,2) time-varying covariates (drug type)
E s t im a te S E T  f o r  HO P
Z E R O In te rc e p t -6 .8 6 0 .4 5 -1 5 .2 8 0 .0 0
L in ea r 0 .1 4 0 .0 6 2 .1 8 0 .03
Q u a d ra tic 0 .0 0 0 .0 0 0 .9 2 0 .3 6
R e g u la r  i llic it d ru g  u se  (tv c ) 1.93 0 .1 2 16.37 0 .0 0
R e g u la r  h e ro in  u se  ( tv c ) -0 .0 3 0 .1 0 -0 .3 2 0 .75
R e g u la r  a m p h e ta m in e  u se  (tv c ) 1.10 0 .0 9 11.81 0 .0 0
V L S In te rc e p t -1 .4 7 0.11 -1 2 .8 2 0 .0 0
L in e a r -0 .0 8 0 .0 2 -4 .0 0 0 .0 0
Q u a d ra tic 0.01 0 .0 0 6 .1 8 0 .0 0
R e g u la r  i l l ic it d ru g  u se  (tv c ) 0 .4 2 0 .0 5 9 .1 4 0 .0 0
R e g u la r  h e ro in  u se  ( tv c ) 0 .4 6 0 .0 4 12 .22 0 .0 0
R e g u la r  a m p h e ta m in e  u se  ( tv c ) 0 .0 9 0 .0 4 2 .3 6 0 .0 2
L D In te rc e p t -1 .1 4 0 .0 6 -1 9 .1 8 0 .0 0
L in ea r 0 .1 7 0.01 12.57 0 .0 0
Q u a d ra tic -0 .01 0 .0 0 -14 .71 0 .0 0
R e g u la r  i llic it d ru g  u se  ( tv c ) 0 .0 9 0 .0 3 3 .0 3 0 .0 0
R e g u la r  h e ro in  u se  ( tv c ) 0 .5 9 0 .0 4 14.68 0 .0 0
R e g u la r  a m p h e ta m in e  u se  ( tv c ) 0.21 0 .0 4 5 .4 0 0 .0 0
L M P In te rc e p t -2 .55 0 .0 8 -3 1 .3 6 0 .0 0
L in ea r 0 .1 8 0.01 34 .5 3 0 .0 0
R eg u la r  illic it d ru g  u se  ( tv c ) 0 .0 4 0 .0 7 0 .6 3 0 .5 3
R e g u la r  h e ro in  u se  ( tv c ) 0 .3 8 0 .0 4 9 .7 4 0 .0 0
R e g u la r  a m p h e ta m in e  u se  (tv c ) 0 .1 2 0 .0 4 2 .9 0 0 .0 0
E M D In te rc e p t 0 .1 3 0 .0 5 2 .4 5 0.01
L in ea r 0 .1 2 0 .0 2 8 .03 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -1 1 .0 4 0 .0 0
R e g u la r  illic it d ru g  u se  ( tv c ) 0 .4 0 0 .0 4 10.37 0 .0 0
R e g u la r  h e ro in  u se  ( tv c ) -0 .6 2 0 .0 8 -8 .1 9 0 .0 0
R e g u la r  a m p h e ta m in e  u se  ( tv c ) -0 .2 9 0 .0 4 -6 .8 8 0 .0 0
H D In te rc e p t -1 .3 6 0 .0 7 -1 9 .6 6 0 .0 0
L in ea r 0 .2 8 0.01 19.17 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -1 4 .7 7 0 .0 0
R e g u la r  illic it d ru g  u se  ( tv c ) 0 .1 7 0 .0 4 4 .6 0 0 .0 0
R e g u la r  h e ro in  u se  ( tv c ) 0 .0 6 0 .0 3 1.88 0 .0 6
R e g u la r  a m p h e ta m in e  u se  (tv c ) 0 .2 8 0 .0 3 10 .52 0 .0 0
Z e r o - in f la t io n In te rc e p t 2 .73 0 .0 7 3 7 .5 6 0 .0 0
L in ea r -0 .5 6 0 .0 2 -3 4 .9 3 0 .0 0
Q u a d ra tic 0 .0 2 0 .0 0 3 2 .6 7 0 .0 0
M e m b e r s h ip
G ro u p  1 R e fe re n c e  g ro u p
G ro u p  2 -0 .3 8 0 .0 8 -4.51 0 .0 0
G ro u p  3 -0 .73 0 .0 9 -7 .9 2 0 .0 0
G ro u p  4 -1 .4 4 0 .1 2 -1 1 .9 7 0 .0 0
G ro u p  5 -2 .13 0 .1 6 -1 3 .4 2 0 .0 0
G ro u p  6 -1 .5 7 0 .1 2 -1 3 .0 7 0 .0 0
D ia g n o s t ic s
B IC  (N = 2 3 2 7 9 ) -3 5 6 9 2 .4 5
B IC  (N =  1184) -3 5 6 2 8 .4 0
A IC -3 5 5 1 9 .2 6
L L -3 5 4 7 6 .2 6
Source: AIC DUCO Follow-up [Computer File]
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Table G4: Conviction trajectories from ages 10 to 29 years - six-group solution (2,2,2,1,2,2) 
with time-varying covariates (piecewise age profile)
E stim a te S E T  fo r  HO P
G r o u p  1 In te rc e p t -8 .9 8 0 .7 6 -1 1 .8 6 0 .0 0
L in ea r 0 .4 5 0.11 4 .2 6 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -2 .27 0 .0 2
R e g u la r  ill ic it  d ru g  u se  ( tv c ) 2 .73 0 .2 2 12.34 0 .0 0
2 0 -2 4  y ears  ( tv c ) -1 .1 2 0.21 -5 .3 8 0 .0 0
2 5 -2 9  y ears  ( tv c ) -0 .2 9 0 .2 7 -1 .0 9 0 .2 8
G r o u p  2 In te rc e p t -1 .75 0 .1 4 -1 2 .5 5 0 .0 0
L in ea r -0 .0 5 0 .0 2 -2 .2 9 0 .0 2
Q u a d ra tic 0 .0 0 0 .0 0 4 .9 5 0 .0 0
R e g u la r  i l l ic it d ru g  u se  (tv c ) 0 .7 0 0 .0 6 11.65 0 .0 0
2 0 -2 4  y e a rs  (tvc ) -0 .1 8 0 .0 6 -3 .1 9 0 .0 0
2 5 -2 9  y ears  ( tv c ) -0 .41 0 .0 8 -5 .2 6 0 .0 0
G r o u p  3 In te rc e p t -1 .3 6 0 .0 7 -1 9 .3 9 0 .0 0
L in ea r 0 .2 0 0 .0 2 12 .94 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -1 2 .7 5 0 .0 0
R e g u la r  i llic it d ru g  u se  (tv c ) 0 .3 5 0 .0 3 11.21 0 .0 0
2 0 -2 4  y ears  ( tv c ) -0 .2 9 0 .0 4 -7 .0 2 0 .0 0
2 5 -2 9  y ears  ( tv c ) -0 .15 0 .0 7 -2 .0 9 0 .0 4
G r o u p  4 In te rc e p t -2 .4 9 0 .1 3 -1 8 .6 6 0 .0 0
L in ea r 0 .1 8 0.01 2 0 .5 0 0 .0 0
R e g u la r  i llic it d ru g  u se  (tv c ) 0 .1 2 0 .0 9 1.33 0 .1 8
2 0 -2 4  y ears  ( tv c ) 0 .1 9 0 .0 6 3 .17 0 .0 0
2 5 -2 9  y ears  ( tv c ) -0 .17 0 .0 9 -1 .8 0 0 .0 7
G r o u p  5 In te rc e p t 0 .13 0 .0 5 2 .37 0 .0 2
L in e a r 0.11 0 .0 2 7 .1 4 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -8 .6 2 0 .0 0
R e g u la r  ill ic it  d ru g  u se  ( tv c ) 0 .2 4 0 .0 4 6 .8 7 0 .0 0
2 0 -2 4  y ears  ( tv c ) -1 .1 7 0 .0 7 -1 7 .8 3 0 .0 0
2 5 -2 9  y ears  ( tv c ) 0 .3 7 0 .1 0 3 .8 0 0 .0 0
G r o u p  6 In te rc e p t -1 .52 0 .0 7 -2 0 .6 5 0 .0 0
L in ea r 0 .3 4 0 .0 2 19.83 0 .0 0
Q u a d ra tic -0.01 0 .0 0 -1 5 .5 6 0 .0 0
R e g u la r  i l l ic it d ru g  u se  ( tv c ) 0 .2 2 0 .0 4 5 .5 9 0 .0 0
2 0 -2 4  y ears  ( tv c ) 0 .2 9 0 .0 4 7 .2 7 0 .0 0
2 5 -2 9  y e a rs  ( tv c ) 0 .3 7 0 .0 9 4 .3 3 0 .0 0
Z er o -in fla t io n In te rc e p t 2 .7 8 0 .0 7 37 .2 3 0 .0 0
L in ea r -0 .57 0 .0 2 -3 5 .2 9 0 .0 0
Q u a d ra tic 0 .03 0 .0 0 3 3 .4 4 0 .0 0
M e m b e rsh ip
G ro u p  1 C o m p a ris o n
G ro u p  2 -0 .3 0 0 .0 8 -3 .5 8 0 .0 0
G ro u p  3 -0 .75 0 .0 9 -8 .0 0 0 .0 0
G ro u p  4 -1.11 0.11 -1 0 .4 7 0 .0 0
G ro u p  5 -1 .87 0 .1 4 -1 3 .2 2 0 .0 0
G ro u p  6 -1 .57 0 .1 2 -12 .71 0 .0 0
D ia g n o s tic s
B IC  (N = 2 3 2 7 9 ) -3 5 7 0 7 .3 3
B IC  (N = l  184) -3 5 6 4 3 .2 9
A IC -3 5 5 3 4 .1 4
L L -3 5 4 9 1 .1 4
Source: AIC DUCO Follow-up [Computer File]
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