Abstract: Classification using a Polynomial Neural Network (PNN) can be considered as a multi-objective problem rather than as a single objective one. Measures like predictive accuracy and architectural complexity used for evaluating PNN based classification can be thought of as two different conflicting objectives. Using these two metrics as the objectives of classification problem, this paper uses a Pareto based Particle Swarm Optimisation (PPSO) technique to find out a set of non-dominated solutions with less complex architecture and high predictive accuracy. The proposed method is used to train PNN through simultaneous optimisation of topological structure and weights. An extensive experimental study has been carried out to illustrate the importance and effectiveness of the proposed method.
Therefore, to make this network as a useful tool for data mining we need to minimise the complexity of the architecture without compromising the classification accuracy.
Decision-makers here desire solutions that simultaneously optimise multiple objectives like architectural complexity and predictive accuracy and obtain an acceptable tradeoff amongst objectives. Multi-criteria problems often characterise a range of solutions, none of which dominate the others with respect to the multiple objectives. These specify the Pareto-frontier of non-dominated solutions, each offering different level of tradeoff. Multi-Objective Genetic Algorithms (MOGAs) (Carlos et al., 2007; Dehuri et al., 2008) are a popular approach to confronting these types of problem. The use of Genetic Algorithms (GAs) (Goldberg, 1989) as a tool of preference is due to such problems being typically complex, with both a large number of parameters to be adjusted, and several objectives to be optimised. GAs, which can maintain a population of solutions, are, in addition, able to explore several parts of the Pareto front simultaneously. Particle Swarm Optimisation (PSO) ) also has these characteristics. So, given the promising results reported in the literature (Eberhart and Shi, 1998) comparing PSO to GA techniques in the uni-objective domain, a transfer of PSO to the MO domain seems a natural progression.
The architectural complexity an important criterion of PNN, is reduced based on the following assumption. The proposed PNN model is a three-layer architecture: the input layer contains only the input features, the hidden layer contains PDs and the output layer contains only one neuron. We can select an optimal set from the PDs generated in the hidden layer, along with the input features, using PPSO as a driving force to further decrease the architectural complexity. This optimal set of features is fed to the output layer. Further, the proposed PPSO implicitly optimises the weight between the hidden layer and the output layer.
The remainder of this paper is organised as follows. Section 2 describes the basic architecture and algorithmic view of PNN. In Section 3 we provide some basic concepts of multi-objective optimisation and PSO for multi-objective problems. The proposed method is formulated and discussed in Section 4. In Section 5 simulation result of the proposed method is presented. Section 6 draws the conclusions with a possible path of future research.
Basics of PNN

PNN architecture
The PNN architecture is based on the Group Method of Data Handling (GMDH) (Nikolaev and Iba, 1999) . GMDH (Ivakhnenko and Madala, 1994) was developed by Ivakhnenko in late 1960s for identifying non-linear relations between input and output variables. However there are several drawbacks associated with the GMDH such as its limited generic structure, overly complex network, etc.; these prompted a new class of Polynomial Neural Networks (PNNs). In summary, these networks come with a high level of flexibility as each node (PD) can have a different number of input variables as well as exploit a different order of polynomial (say linear, quadratic, cubic, etc.) . Unlike neural networks whose topologies are commonly decided prior to all detailed (parametric) learning, the PNN architecture is not fixed in advance but becomes fully optimised (both structurally and parametrically).
Even though various types of topologies of the PNN are available, here we will quickly cover the basic architecture of the PNNs. PNN architecture utilises a class of polynomials such as linear, quadratic, cubic, etc. By choosing the most significant number of variables and an order of the polynomial available, we can obtain the best ones from the extracted PDs according to the selected nodes of each layer. Additional layers are generated until the best performance of the extended model is obtained. Such a methodology leads to an optimal PNN structure. Let us assume that the input-output of the data is given in the following form:
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X y x x x y = where i = 1, 2, 3, …, n; n is the number of samples and m is the number of features. In matrix form it is represented as follows: 
The input-output relationship of the above data by PNN model can be described in the following manner:
The estimated output of variables can be approximated by Volterra functional series, the discrete form of which is the Kolmogorov-Gabor Polynomial (Misra et al., 2008) and is written as follows.
where a k denotes the coefficients or weights of the Kolmogorov-Gabor polynomial and x is an input variable. The architecture of the basic PNN is shown in Figure 1 . To compute the estimated output y, we construct a PD for each possible pair of independent variables. For example, if the number of independent variables is m, then the total number of possible PDs is 2 . m C Here, one can determine the parameters of PDs by the least square fit method by using given training samples. Furthermore, we choose the optimal set of PDs from the first layer and construct a new set of PDs for the next layer of PNN and repeat this operation until stopping criterion is met. Once the final layer PD has been constructed, the node that shows the best performance is selected as the output node and the remaining PDs are discarded. Furthermore, by back tracking, the nodes of the previous layers that do not have influence on the output node PD are deleted.
High-level algorithm of PNN
The algorithm of PNN is described as the following sequence of steps:
1
Determine the system's input variables and if needed carry out the normalisation of input data.
2
Partition the given samples into training and testing samples. The input-output dataset is divided into two parts: training and test part. The training part is denoted as TR and the test part is denoted as TS. Let the total number of samples be n. Then, obviously, we can write n = TR + TS. Using the training part we construct the PNN model (including an estimation of coefficients of the PDs of every layer of PNN) and test data are used to evaluate the estimated PNN.
3 Select a structure of the PNN. The structure of the PNN is selected based on the number of input variables and the order of PDs in each layer. The PNN structures can be categorised into two types, namely, a basic PNN and a modified PNN. In the case of basic PNN the number of the input variables of PDs is the same in every layer, whereas in modified PNN the number of input variables of PDs varies from layer to layer.
4
Generate PDs. In particular, we select the input variables of a node from m input variables x 1 , x 2 , …, x m . The total number of PDs located at the current layer differs according to the number of the selected input variables from the nodes of the preceding layer. This results in !/ !( )! c m r m r = − nodes, where r is the number of chosen input variables. The choice of the input variables and the order of a PD is very important to select the best model with respect to the characteristics of the data, model design strategy, non-linearity and predictive capability.
5
Estimate the coefficient of the PD. In order to find out the coefficients, we need to minimise the error criterion E. Differentiating E with respect to all the coefficients, we get the set of linear equations. In matrix form we can write as
This procedure is implemented repeatedly for all nodes of the layer and also for all layers of PNN starting from the input layer and moving towards the output layer.
Further the following simple algorithms can find out the index of the input features for each PD. 
for at least one j. The vector x corresponding to the solutions included in the Pareto optimal set is called non-dominated. The plot of the objective functions whose non-dominated vectors are in the Pareto optimal set is called the Pareto front. Figure 4 shows a simple Pareto front of two conflicting objectives. 
Multi-objective problem solving approaches
Broadly we can categorise the multi-objective problems into three types:
• The conventional weighted-sum-approach: transforming the original multi-objective problem into a single-objective problem by using a weighted formula.
• The lexicographical approach, where the objectives are ranked in order of priority.
• The Pareto approach, which consists of finding as many non-dominated solution as possible and returning a set of non-dominated solution to user.
In conventional weighted-sum-approach a multi-objective problem is transformed into a single-objective problem. Basically, a numerical weight is assigned to each objective (evaluation criterion) and then the values of the weighted criteria are combined into a single value by either adding or multiplying all the weighted criteria. Thus, the fitness function of a given candidate solution can be measured by the following two types of formulae:
where i w i = 1,…, n, denotes the weight assigned to criteria ( ) i f x and n is the number of evaluation criteria.
This method is popular and more useable because of its simplicity. However, there are several drawbacks associated with this method. First, the setting of the weights in these formulae is ad-hoc. Second, the problem with weights is that, once a formula with precise values of weights has been defined and given to a data mining algorithm it will be effectively trying to find the best model for that particular setting of weights, missing the opportunity to find other models that might be actually more interesting to the user, representing a better trade-off between different quality criteria. Third, weighted formulae involving a linear combination of different quality criteria cannot give solutions in a non-convex region of the solution space.
In the lexicographic approach, different priorities are assigned to different objectives, and then the objectives are optimised in order of their priority. So when two or more candidate solutions are compared with each other to choose the best one, then their performance measures are compared for the highest-priority objective. If one candidate solution is significantly better than the other with respect to that objective, the former is chosen. Otherwise, the performance measure of the two candidate solutions is compared with respect to the second objective. Again, if one candidate solution is significantly better than the other with respect to that objective, the former is chosen; otherwise, the performance measure of the two candidate solutions is compared with respect to the third criterion. This process is repeated until one finds a clear winner or until one has used all the criteria. In the latter case, if there was no clear winner, one can simply select the solution optimising the highest-priority objective.
The lexicographic approach has an advantage over conventional weighted approach, as it treats each of the criteria separately, recognising that each criterion measures a different aspect of quality of a candidate solution. The disadvantage of this approach is to specify a tolerance threshold for each criterion.
In the Pareto approach, instead of transforming a multi-objective problem into a single-objective problem and then solving it by using a single-objective search method, a multi-objective algorithm is used to solve the original multi-objective problem. The concept is that the solution to a multi-objective optimisation problem is normally not a single value; instead, it is a set of values, also called the 'Pareto set'. The proposed PPSO for solving the classification using PNN belongs to this category.
The disadvantage of the Pareto approach is that, in this approach it is very difficult to choose one best non-dominated solution from a set of non-dominated solutions as, in practice, the user will use a single solution. As an advantage the Pareto approach is more generic than the Minimum Description Length principle, since the latter is used only to cope with accuracy and simplicity, whereas the Pareto approach can cope with any kind of non-commensurable model quality.
Multi-objective PSO
Basics of PSO
PSO is a population-based stochastic approach for optimisation. It is modelled on the social behaviours observed in animals or insects e.g., bird flocking, fish schooling and animal herding . It was originally proposed by Kennedy and Eberhart (1995) . Since its inception, PSO has gained increasing popularity among researchers and practitioners as a robust and efficient technique for solving difficult optimisation problems. In PSO, individual particles of a swarm represent potential solutions, which move through the problem search space seeking an optimal, or good enough, solution. The particles broadcast their current positions to neighbouring particles. The position of each particle is adjusted according to its velocity (i.e., rate of change) and the difference between its current position, namely, the best position found by its neighbours, and the best position it has found so far. As the model is iterated, the swarm focuses more and more on an area of the search space containing high-quality solutions.
PSO has close ties to artificial life models. Early works by Reynolds on a flocking model Boids (Reynolds, 1987) and Frank Heppners studies on rules governing large numbers of birds flocking synchronously (Heppner and Grenander, 1990) , indicated that the emergent group dynamics, such as bird flocking behaviour are based on local interactions. These studies were the foundation for the subsequent development of PSO, for the application to optimisation. PSO is, in some ways, similar to Cellular Automata (CA), which are often used for generating self-replicating patterns based on very simple rules, e.g., John Conways Game of Life. CAs has three main attributes:
• individual cells are updated in parallel
• the value of each new cell depends only on the old values of the cell and its neighbours
• all cells are updated using the same rules (Rucker, 1999) .
Particles in a swarm are analogous to CA cells, whose states are updated in many dimensions simultaneously. The social behaviour of animals and, in some cases, of humans, is governed by similar rules. However, human social behaviour is more complex than a flock's movement. Besides physical motion, humans adjust their beliefs, in a belief space. Although two persons cannot occupy the same space of their physical environment, they can have the same beliefs, occupying the same position in the belief space, without collision. This abstractness in human social behaviour is intriguing and has constituted the motivation for developing simulations of it. There is a general belief, and numerous examples coming from nature enforce the view, that social sharing of information among the individuals of a population may provide an evolutionary advantage. In this context, it is the rule rather than exception that individuals/particles in plants and animal systems live within groups. Why is this? The reason is that there are many things that a group of individuals can do that an isolated individual cannot. This was the core idea behind the development of PSO.
PSO algorithm
In PSO, the velocity of each particle is modified iteratively by its personal best position (i.e., the best position found by the particle so far), and the best position found by particles in its neighbourhood. As a result, each particle searches around a region defined by its personal best position and the best position from its neighbourhood. Suppose that the search space is D-dimensional, the ith particle of the swarm can be represented by a D-dimensional vector, 1 2 ( , ,..., ).
The velocity (position change) of this particle, can be represented by another D-dimensional vector 1 2 ( , ,..., ).
The best previously visited position of the ith particle is denoted as 1 2 ( , , ..., ).
the best position found by particles in its neighbourhood. The swarm is manipulated according to the following two equations:
where d = 1, 2, …, D; i = 1, 2, …, N, and N is the size of the swarm; c 1 and c 2 are called cognitive and social constant, w is called inertia; r 1 , r 2 are random numbers, uniformly generated from [0, 1]; and n = 1, 2, …, determines the iteration number. Equation (4) shows that the velocity of a particle is determined by three parts 'the momentum', 'the cognitive', and 'the social' part. The momentum term represents the product of inertia and previous velocity which is used to carry the particle in the direction it has travelled so far; the cognitive part, represents the tendency of the particle to return to the best position it has visited so far; the social part, represents the tendency of the particle to be attracted towards the position of the best position found by the entire swarm. Position
in the social part is the best position found by particles in the neighbourhood of the ith particle. Different neighbourhood topologies can be used to control information propagation between particles. Examples of neighbourhood topologies include ring, star, and von Neumann. Constricted information propagation as a result of using small neighbourhood topologies such as Von Neumann has been shown to perform better on complex problems, whereas larger neighbourhoods generally perform better on simpler problems (Mendes et al., 2004 Update velocity using equation (4) Update position using equation (5) Until termination criterion is met Earlier studies showed that the velocity as defined in equation (4) has a tendency to explode to a large value, resulting in particles exceeding the boundaries of the search space. This is more likely to happen especially when a particle is far from p g and p i . To overcome this problem, a velocity clamping method can be adopted where the maximum allowed velocity value is set to V max in each dimension of v i . This method does not necessarily prevent particles either from leaving the search space or from converging. However, it does limit the particle step size, thereby preventing further divergence of particles.
PSO for multiple objectives
Until recently PSO had only been applied to single objective optimisation problems; however, in a large number of design applications there are a number of competing quantitative measures that define the quality of a solution. For instance, designing of aircrafts requires simultaneous optimisation of fuel efficiency, payload and weight. Similarly for bridge construction a good design is characterised by low total mass and high stiffness. These objectives cannot be typically met by a single solution; so, by adjusting the various design parameters, the firm may seek to discover what possible combinations of these objectives are available, given a set of constraints. The relative simplicity of PSO and its population-based approach have made it a natural candidate to be extended for multi-objective optimisation. Many different strategies for solving multi-objective problems using PSO have been published since 2002 (Carlos et al., 2002; Fieldsend and Singh, 2002; Hu and Eberhart, 2002; Parsopoulos and Vrahatis, 2002) . However, although most of these studies were generated in tandem, each of these studies implements MOPSO in a different fashion. Given the wealth of MOEAs in the literature this may not seem particularly surprising; however, the PSO heuristics puts a number of constraints on MOPSO that MOEAs are not subject to. In PSO itself the swarm population is fixed in size and its member cannot be replaced, only adjusted their p best and g best , which are themselves easy to define. However, in order to facilitate an MO approach to PSO a set of non-dominated solutions (the best individuals found so far using the search process) must replace the single global best individual in the standard uni-objective PSO case. In addition, there may be no single previous best individual for each member of the swarm. Choosing both g best and p best to direct a swarm member's flight, therefore, is not trivial in MOPSO.
In general, when solving a multi-objective problem using evolutionary or non-evolutionary techniques, the following three main goals need to be achieved:
• maximise the number of elements of the Pareto optimal set found
• minimise the distance of the Pareto front produced by the algorithm with respect to the true (global) Pareto front (assuming we know its location)
• maximise the spreads of solutions found, so that we can have a distributions of vectors as smooth and uniform as possible.
Based on the population nature of PSO, it is desirable to produce several (different) non-dominated solutions with a single run. So, as with any other evolutionary algorithm, the three main issues to be considered when using PSO to multi-objective optimisation are:
• How to select g best particles in order to give preference to non-dominated solutions over those that are dominated?
• How to retain the non-dominated solutions found during the search process in order to report solutions that are non-dominated with respect to all the past populations and not only with respect to the current one? Also it is desirable that these solutions are well spread along the Pareto front
• How to maintain diversity in the swarm in order to avoid convergence to a single solution?
As we could see in the previous section, when solving single-objective optimisation problems, the g best that each particle uses to update its position is completely determined once a neighbourhood topology is established. However in the case of multi-objective optimisation problems, each particle might have a set of different g best s from which just one can be selected in order to update its position. Such set of g best s is usually stored in a different place from the swarm that we will call external archive denoted as EX_ARCHIVE. This is a repository in which the non-dominated solutions found so far are stored. The solutions contained in the external archive are used as global bests when the positions of the particles of the swarm have to be updated. Furthermore, the contents of the external archive are also usually reported as the final output of the algorithm. The following algorithm describes how a general MOPSO works.
Algorithm MOPSO
INITIALIZATION of the Swarm
2. EVALUATE the fitness of each particle of the swarm.
3. EX_ARCHIVE = SELECT the non-dominated solutions from the Swarm. 14. t = t + 1
UNTIL (t <= MAXIMUM_ITERATIONS)
16. Report Results in the EX_ARCHIVE.
First the swarm is initialised. Then a set of g best s is also initialised with the non-dominated particles from the swarm. As we mentioned before, the set of g best s is usually stored in an external archive, which we call EX_ARCHIVE. Later, some sort of quality measure is calculated for all the g best s in order to select (usually) one g best for each particle of the swarm. At each generation, for each particle, a leader is selected and the flight is performed. Most of the existing MOPSOs apply some sort of mutation operator after performing the flight. Then the particle is evaluated and its corresponding p best is updated.
A new particle replaces its p best particle usually when this particle is dominated or if both are not comparable (i.e., they are both non-dominated with respect to each other). After all the particles have been updated, the set of g best s is updated, too. Finally, the quality measure of the set of g best s is recalculated. This process is repeated for a certain number of iterations.
Proposed method
Neural networks are computational models capable of learning through adjustments of topology/architecture and internal weight parameters according to a training algorithm in response to some training samples. Yao (1999) described three common approaches to neural network training and these are:
• for a neural network with a fixed architecture find a near-optimal set of connection weights
• find a near optimal neural network architecture
• simultaneously find both a near optimal set of connection weights and neural network topology/architecture.
Recall that multi-objective optimisation deals with simultaneous optimisation of several possibly conflicting objectives and generates the Pareto set. Each solution in the Pareto set represents a trade-off among the various parameters that optimise the given objectives. In supervised learning, model selection involves finding a good trade off between at least two objectives: predictive accuracy and architectural complexity. The usual approach is to formulate the problem in a single objective manner by taking a weighted sum of the objectives. Abbass (2002) presented several reasons as to why this method is inefficient. Thus the MOO approach is suitable since the architecture with connection weights and predictive accuracy can be determined concurrently and a Pareto set can be obtained in a single simulation from which the user has more flexibility to choose a final solution.
Problem formulation
In data mining, scalability is one of the important issues: the scalability of the architecture can be determined from the architectural complexity. In this paper we are considering the architectural complexity of the polynomial neural network and it is based on the following parameter.
• input variables
• order of the polynomial
• number of layers of the polynomial
• number of PDs in a layer.
Let us assume that the number of input variables and patterns be r and m respectively. The order of the polynomial and number of layers is P and L. Based on these assumptions we can calculate the total number of PDs in each of the layers of PNN.
1st Layer:
2nd Layer:
where L is the number of hidden layers. Therefore, the total possible number of PDs (except input and output layer) in the architecture is 1 2 
As a result the architectural complexity can be defined as follows: Further, in this work we are generating only one hidden layer; but we are considering the input variables twice-(i.e., in the input layer and hidden layer).
Therefore, the equation (7) 
The measure for predictive accuracy is defined based on the concept of confusion matrix. Let the problem be a C class problem. Then the confusion matrix for the C class problem is defined as follows.
The entries in the confusion matrix have the following meaning in the context of our study. a 11 is the number of correct predictions that an instance is C 1 , a 21 is the number of incorrect predictions that an instance is C 2 , and so on.
Several standard terms have been defined as follows: The Predictive accuracy is the proportion of total number of predictions that were correct. It is determined using equation (9) The correct classification accuracy corresponding to ith < i = 1, 2, 3, …, C > class is 1 , 1, 2, ..., . 
The accuracy determined using equation (9) might not be an adequate performance measure when the distributions of the classes are unbalanced. For example, there are 100 samples, 95 of which are from class 1, 3 of which are from class 2 and 2 of which are from class 3. If the system classifies all of them as class 1, the accuracy would be 95% even though the classifier missed all other samples belongs to class 2 and class 3. Therefore, we measure the predictive accuracy by using equation (12) 1 1 2 2
Finally, the two objective functions of our proposed method include:
• Predictive accuracy measured by equation (12), and
• Architectural complexity measure by equation (8).
In the context of MOO domain, we can define the problem as follows:
that will optimise the vector function
where x is the vector of decision variables.
Further, our objective is to find out a vector x which can 
Architecture
We have proposed a Pareto Particle Swarm Optimisation (PPSO) for simultaneous optimisation of predictive accuracy and architectural complexity of PNN. The main structure of the system is given in Figure 5 . In this system we have developed PDs for a single layer (i.e., hidden layer). Along with this output of the first layer, we have considered the original features of the dataset. The PPSO technique is used to minimise the number of PDs and features without compromising the predictive accuracy. In addition, PPSO optimises the weight between hidden layer and output layer in the course of running of the algorithm. = represents the number of PDs in the hidden layer. In addition to all features, one bias is also included to the system at this level.
Algorithms
The proposed algorithm simultaneously optimises the architectural complexity and predictive accuracy, which are very conflicting to each other. In this study a particle represents a set of connection weights and the hidden layer consisting of number of PDs and a set of features with one bias unit. Hence, a swarm consists of population of connected set of weights and hidden layers consisting of PDs and features. To apply the PSO to multi-objective optimisation problem some matters must first be considered.
Representation of particles
The particle's position is logically divided into two parts:
• First part represents the hidden layer consisting of PDs and features
• Second part consists of connection weights.
The first part is represented by binary values i.e., 0 or 1. '1' means the corresponding value is selected while '0' means the value is not selected. The second part is a set of real values uniformly generated from the interval [0, 1].
Representation of velocity
The velocity of each particle is represented as a vector. The first position contains a positive integer, varying between 1 and Vmax. It implies how many of the particles (bits) of the first part should be changed, at a particular moment in time, to be the same as that of the global best position, i.e., the velocity of the particle flying toward the best position. The number of different bits between two particles relates to the difference between their positions. The remaining position of the velocity vector corresponds to the second part of the particle.
The following major step describes the proposed method.
1 DETERMINE the number of input variables and the order of the polynomial forming the PD of the data 2 Estimate the coefficients for the PDs of the hidden layer 3 RUN MOPSO_PNN using the objectives architectural complexity and predictive accuracy 4 DECLARE a set of Pareto solution 5 CHECK whether the stopping criterion is met or not. If not then go to step 3, otherwise stop
The MOPSO_PNN is the heart of the above algorithm. The detail of that procedure is 
4
Initialise the memory of each particle (this memory serves as a guide to travel through the search space. This memory is also stored in the repository):
For i = 0 to max
Compute the speed of each particle using the following expression:
where W (inertia weight) take a vales of 0.5; Rand 1 and Rand 2 are random numbers in the ranges [0, 1]; Pbest[i] is the best position that the particle i has had; EX_ARCHIVE[k] is a value that is taken from the repository; the index k is selected by k-medoid clustering with less populated clusters. SW[i] is the current value of the particle i.
Compute the new positions of the particles adding the speed produced from the previous step:
Evaluate each of the particles in SW.
Update the contents of EX_ARCHIVE by inserting all the currently non-dominated locations into the repository. Any dominated locations from the repository are eliminated in the process. Since the size of the repository is limited, whenever it gets full, we apply a secondary criterion for retention: we perform a k-medoid clustering and then only medoid are kept and rest are discarded.
When the current position of the particle is better than the position contained in its memory, the particles position is updated using:
The criterion to decide what position from memory should be retained is simply to apply Pareto dominance (i.e., if the current position is dominated by the position in memory, then the position in memory is kept; otherwise, the current position replaces the one in memory; if neither of them is dominated by the other, then we select one of them randomly).
6 Until (Termination criteria are satisfied).
Experimental study
The performance of the model is evaluated using a set of benchmark dataset. Out of these, the most frequently used in the area of neural networks and of neuro-fuzzy systems are IRIS, WINE, PIMA, and BUPA Liver Disorders. All these databases are taken from the UCI machine learning repository (Blake and Merz, 1998) .
Description of the datasets
Let us briefly discuss the datasets, which we have taken for our experimental setup. The data set is divided into two parts. The division of datasets and its class distribution is shown in Table 2 . One part is used for building the model and other part is used for testing the model. 
IRIS dataset.
Parameters
The parameters used for the simulation studies are given in Table 3 . In addition to the entire user defined parameters of standard PSO we have to set the maximum capacity of external archive EX_ARCHIVE. The main objective of the external archive is to keep a historical record of the non-dominated vectors found along the search process. The external archive is controlled by k-medoid algorithm and the maximum allowable size is given in Table 3 . 
Results and discussion
First we show some experimental results by PPSO to clearly demonstrate the effect of considering non-dominance. The confusion matrix shows the experimental results, which are selected from our proposed method by considering a sort of lexicographic ordering on objectives for the entire dataset. The optimum solution is then obtained by maximising the predictive accuracy separately, starting with the most important one and proceeding according to the assigned order of importance of the objectives. The confusion matrices for IRIS and WINE are given in Tables 4 and 5 . The confusion matrix of BUPA and PIMA are given in Tables 6 and 7 . Table 4 shows that the results obtained from PPSO by considering predictive accuracy is higher than the architectural complexity for IRIS dataset. We see that in the learning stage, class 2 is misclassified in one case. Similar to Table 4 , the predictive accuracy gives more priority than architectural complexity in Table 5 and we see that in learning stage class 2 is misclassified in one case. However, Tables 6 and 7 show a higher number of misclassified samples during the learning stage. We observed very similar tradeoff relations between predictive accuracy and architectural complexity for all the examined datasets. Figures 6 and 7 show the Pareto front obtained from the EX_ARCHIVE using the training patterns and test patterns of IRIS dataset, respectively. 
Conclusions
In this paper, we have proposed a PPSO method for simultaneous optimisation of architectural complexity and predictive accuracy of the PNN. Our method generates PDs for a single layer of the basic PNN model. PPSO selects the optimal set of PDs and input features, which are fed to the hidden layer in our method. Further, the method implicitly optimises the weight vectors between the hidden layer and the output layer. The set of non-dominated solutions are maintained in an external archive called as EX_ARCHIVE, which is controlled by k-medoid algorithm. The k-medoid algorithm not only helps to restrict the size of the archive but also maintains diversity in the Pareto front. The experimental studies demonstrated that our method gives more flexibility to the user for choosing a final solution according to his or her preference. The performance of the method is better in terms of complexity, which is also treated as one of the crucial aspects by the data mining community. The important directions for future research include an empirical comparison of combinations of these different methods, and an extensive simulation studies is required for further validation of this proposed method is part of the authors' current research interests.
