Abstract Statistical analysis of extremes is often used for predicting the higher return-period events. In this paper, the trimmed L-moments with one smallest value trimmed-TL-moments (1,0)-are introduced as an alternative way to estimate floods for high return periods. The TL-moments (1,0) have an ability to reduce the undesirable influence that a small value in the statistical sample might have on a large return period. The main objective of this study is to derive the TL-moments (1,0) for the generalized Pareto (GPA) distribution. The performance of the TL-moments (1,0) was compared with L-moments through Monte Carlo simulation based on the streamflow data of northern Peninsular Malaysia. The result shows that, for some cases, the use of TL-moments (1,0) is a better option as compared to L-moments in modelling those series.
INTRODUCTION
Flood is a natural disaster that occurs world-wide. Since floods may damage property, crops and people's homes, as well as cause loss of life, preventing floods is very important. A crucial problem in hydrological design is, thus, the estimation of high-flow quantiles. This estimation is very useful in the design of bridges, dams, detention ponds, etc., and by having an accurate estimation of flood frequency, the safety of the structure can be increased. Flood frequency analysis (FFA) is the most suitable method for such a case (Stedinger et al. 1992) .
The main problem in FFA is the estimation of the parameters. There are a few methods that can be used for parameter estimation, such as method of moments (MOM), the maximum likelihood method (MLM), and the least squares method (LS). Hosking (1990) introduced the L-moments method as an alternative to product moments to facilitate the estimation process in frequency analysis. L-moments possess several advantages over any other product moments; for example, the L-moment ratio estimates on scale, location and shape are nearly unbiased for any probability distribution which might be observed. According to Vogel and Fennessey (1993) , product moments and moments ratio methods have been criticized for being oversensitive towards the upper part of the distribution and the outliers. Wang (1990) questioned whether the L-moments method is too sensitive towards the lower part of the distributions giving an insufficient weight to large sample value.
Therefore, in this paper, the method of trimmed L-moments, with one smallest value trimmed-TLmoments (1,0)-is proposed to characterize the upper part of the distributions and extreme flood events. Estimation of the generalized Pareto (GPA) distribution by using TL-moments (1,0) is formulated. Then, the comparison of the performance of L-moments and TL-moments (1,0) is done using both real and simulated data. TL-moments (1,0) and L-moments ratio diagrams are constructed using annual maximum streamflow data for stations across northern Peninsular Malaysia, namely, Kedah, Perak, Perlis and Penang, to examine the ability of GPA distribution to model those series.
TL-MOMENTS (1,0)
Trimmed L-moments (TL-moments) were introduced by Elamir and Seheult (2003) with a view to increasing awareness towards the outliers. The TL-moments give zero weight to the extreme value, are easy to compute and are said to be more robust than the L-moments in the presence of outliers. A few studies have been done with the TL-moments method, for example, Asquith (2007) , Hosking (2007) , Abdul Moniem (2007 Moniem ( , 2010 , and Abdul Moniem and Selim (2009) . However, in these studies, the researchers focused only on symmetrical cases where they trimmed one smallest and one largest values (t 1 = t 2 = 1) from the conceptual sample. Elamir and Seheult (2003) defined the rth TL-moments, λ (t 1 ,t 2 ) r as follows:
From equation (1), clearly TL-moments reduce to L-moments when t 1 = t 2 = 0. Based on a few studies (Cunnane 1987 , Wang 1990 , Bhattarai 2004 , we propose TL-moments (1,0), where one smallest value is trimmed (t 1 = 1, t 2 = 0) from the conceptual sample. Let Y 1 , . . ., Y r be a conceptual sample of size r from a continuous distribution with quantile function x(F). For each r, we increase the conceptual sample size from r to r+1 and work only the expectations of r-order statistics by trimming one smallest value. We denote such modification as rth TL-moments (1,0), λ
(1,0) r , and define as follows:
The expectations of Y ir can be written as:
Based on equation (2), the first four of TL-moments (1,0) can be written as:
In particular, λ can be defined as:
Unbiased estimates of TL-moments (1,0) can be based on the sample TL-moments (1,0) from an ordered data sample X 1:n ≤ X 2:n ≤ . . . ≤ X n:n . Based on the equation of sample TL-moments proposed by Elamir and Seheult (2003) , an unbiased estimate of the rth TL-moment (1,0), l
(1,0) r is:
The sample TL-skewness t can be defined as:
TL-MOMENTS (1,0) OF GENERALIZED PARETO DISTRIBUTION
The generalized Pareto (GPA) distribution is one of the distributions which often provides the best approximation to flood flow data and has been the subject of many studies. Abdul Moniem and Selim (2009) studied the TL-moments and L-moments estimation for GPA distribution. Saf (2008) employed the GPA distribution in regional flood frequencies analysis using L-moments for the Buyuk and Kucuk Menderes river basins of Turkey. The probability density function of the GPA distribution is:
where ξ , α and k are location, scale and shape parameters, respectively. The corresponding cumulative distribution function is:
The value of x can be in the range of ξ ≤ x < +∞ for k < 0 and
The quantile function for GPA distribution can be written as:
Substituting equation (15) into equations (4)- (7) and computing the expectations yields:
The three parameters α, ξ and k in the GPA distribution can then be estimated by matching the first three TL-moments (1,0) to their sample estimates:
EXAMPLES
The effects of using TL-moments (1,0) were shown in this study by using the data of streamgauge Slim on the Slim River, Perak, Malaysia. The data set, which contains 33 annual maximum flows covering the years 1977-2009, has been provided for this study by Department of Irrigation and Drainage, Ministry of Natural Resources and Environment, Malaysia. The station has a catchment area of 455 km 2 . Figure 1 shows two GPA distribution curves fitted to the first data series, one by using L-moments and the other by using TL-moments (1,0). Clear conclusions cannot be drawn from just one example. However, Fig. 1 seems to suggest that distribution curves fitted by using L-moments are influenced too much by small annual maximum flows, leading to poorer prediction compared to TL-moments (1,0). In contrast, the curves fitted by matching TL-moments (1,0) better capture the trends shown especially by the larger flows. The TL-moments (1,0) seem to be less influenced by small annual maximum flows. So, using TL-moments (1,0) is expected to be more reasonable than L-moments estimates.
MONTE CARLO SIMULATIONS
To investigate the effects of using TL-moments (1,0) on high quantile estimation, a Monte Carlo simulation study was applied. In each simulation, the generated samples from N = 10 000 replicates are used to obtain the bias and root mean square error (RMSE) values of quantile estimator. Three different sample sizes were applied in this study: n = 15, 25 and 50. The bias and RMSE were computed using equations (23) and (24) as follows:
whereθ i are estimated values whereas θ is the true value of the quantile and N is the number of generated samples of size n.
Known parent distribution
For known underlying distribution, it is important to see how the estimation is affected by using various methods when the assumed distribution function follows the parent distribution function. This is studied here by fitting the GPA distribution function to the generated GPA samples Table 1 . Table 1 shows that the quantile estimates are almost unbiased for positive k, regardless of whether L-moments or TLmoments (1,0) are used. When k becomes more negative, the quantile estimator becomes more positively biased. The bias values obtained using TL-moments (1,0) are smaller than using L-moments for positive k values. However, as k becomes negative, TL-moments (1,0) result in greater bias than if using L-moments.
The root mean square error (RMSE) values have also been obtained for quantile x(F) for F = 0.98, F = 0.987 and F = 0.99, estimated by using L-moments and TL-moments (1,0). The results are presented in Table 2 . For small sample sizes (n = 15), using TL-moments (1,0) results in smaller RMSE values for all quantiles, except for x(F = 0.98), where L-moments give a better estimation when k ≤ −0.3. However, when a larger sample size is applied (n = 25, 50), using TL-moments (1,0) gives smaller RMSE values than using L-moments for all quantiles.
Unknown parent distribution
In practice, a true underlying distribution function is never known. Thus, it is important to see how the estimation process is affected if the parent distribution function is different from the assumed distribution function. This is studied here by fitting the GPA distribution to generate Wakeby samples.
The Wakeby distribution function was introduced by Houghton (1978) , for flood frequency analysis. Six Wakeby distributions were constructed by Landwehr et al. (1980) : WA1, WA2, WA3, WA4, WA5 and WA6, to represent a wide range of skewness and kurtosis (Wang 1997) . The same distribution was applied as a parent distribution by using Monte Carlo simulation to assess the performance of the L-moments and TL-moments (1,0) with various assumed distribution functions.
The Bias and RMSE values were obtained for quantile function x(F) for F = 0.98, F = 0.987 and F = 0.99, estimated by using L-moments and TL-moments (1,0). The Bias values obtained using TL-moments (1,0) and L-moments for all sample sizes are presented in Table 3 . From Table 3 , we can see that using TL-moments (1,0) leads to a smaller bias than using L-moments for all Wakeby distributions. Table 4 shows the RMSE values obtained using TL-moments (1,0) and L-moments methods. For small sample size (n = 15), using TL-moments (1,0) results in greater RMSE values for WA3, WA5 and WA6 than using L-moments. For larger sample sizes (n = 25, 50), using TL-moments (1,0) results in smaller RMSE values for all distributions except for WA3 and WA5. Table 1 Bias of x(F) estimator fitting the GPA distribution to generated GPA samples for all sample sizes. Table 2 RMSE of x(F) estimator fitting the GPA distribution to generated GPA samples for all sample sizes. Table 3 Bias of x(F) estimator fitting the GPA distribution to generated Wakeby samples for all sample sizes.
Dist. Method n = 15 n = 25 n = 50 Table 4 RMSE of x(F) estimator fitting the GPA distribution to generated Wakeby samples for all sample sizes.
Dist. Method n = 15 n = 25 n = 50 • 30 E, the whole Peninsula has an equatorial climate with temperatures ranging between 25.5 and 33 • C. The amount of rain is influenced by the southwest and northeast monsoons, making it dry and wet throughout the year. In this study, the annual maximum streamflows of northern Peninsular Malaysia-comprising the states of Perak, Perlis, Kedah and Penang-were analysed using L-moments and TL-moments (1,0). The data were provided for this study by the Department of Irrigation and Drainage, Ministry of Natural Resources and Environment, Malaysia. Only data sets with record lengths of 10 years or more of annual maximum streamflows were used in this study. Figure 2 shows a map of northern Peninsular Malaysia. Hosking and Wallis (1997) suggested that the convenient way to represent the L-moments of different distributions is the L-moments ratio diagram. Ratio diagrams have often been used as a means of diagnosing how well a distribution describes data in a sample (Wang 1997) . Since the GPA distribution contains three unknown parameters, the distribution can be estimated by using sample estimates of location, scale and kurtosis. The kurtosis that has been calculated directly from a sample can then be compared with the kurtosis of the estimated distribution. If the two are not statistically different, the distribution function can be regarded as describing the data well. Figure 3 shows the L-moments diagram of skewness and kurtosis for streamflows of northern Peninsular Malaysia. A theoretical curve for the GPA distribution is also plotted in the diagram. Most of the sample estimates are located on the upper part of the theoretical GPA curve. Since TL-moments (1,0) reflect the characteristics of the upper part of the distribution more than L-moments, the former can be used to check whether larger events in a sample are well described by a particular distribution. Figure 4 shows the TL-moments (1,0) ratio diagram for the same streamflow data. The kurtosis estimates are seen to scatter more evenly than Lmoments on the theoretical GPA curve. This suggests that GPA distribution describes TL-moments (1,0) ratios better than L-moments ratios with respect to this data set.
CONCLUSIONS
There has been insufficient discussion about the choice of trimming values in the paper by Elamir and Seheult (2003) . Based on a few studies, we propose TL-moments where one smallest value is trimmed from the conceptual sample: TL-moments (1,0). The TL-moments (1,0) approach can be used to characterize the upper part of distributions and larger events in a sample. Thus, the parameters of the distribution can be estimated by matching TL-moments (1,0) to their sample estimates. The estimation of the GPA distribution using TL-moments (1,0) has been formulated. The analysis using Monte Carlo simulation shows that using TL-moments (1,0) reduces the probable influence of small events in the sample on the estimation of large return-period events. The results from fitting the GPA distribution to a generated sample from Monte Carlo simulation for known parent distribution shows that TL-moments (1,0) leads to a reduced bias, as k becomes positive. In every shape parameter k, TL-moments (1,0) almost always give smaller RMSE values for all quantiles and sample sizes.
For the case of unknown parent distribution, TLmoments (1,0) give a smaller bias than L-moments for all Wakeby distributions. However, TL-moments (1,0) lead to a poorer estimation of high quantiles in terms of RMSE values for WA3, WA5 and WA6 for small sample size. For a larger sample size, using TL-moments (1,0) gives larger RMSE values for WA3 and WA5 than using L-moments. A comparison of the ratio diagram of annual maximum streamflow data over stations in northern Peninsular Malaysia shows that the GPA distribution does not give a very good fit to the data for both L-moments and TLmoments (1,0), and suggests that some other distributions should be considered. However, if we compare the L-moments and TL-moments (1,0), GPA distribution describes the TL-moments (1,0) ratios better than the L-moments ratios with respect to this data set. The result shows that for some cases, TL-moments (1,0) is a better option compared to the L-moments method, especially in high quantile estimation.
