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tekciu dopravny´ch znacˇiek. V poslednej kapitole su´ uvedene´ testy prevedene´ na syste´me
s vyuzˇit´ım testovacej sady, ktoru´ som zostavil a anotoval.
Kl’´ucˇove´ slova´
detekcia dopravny´ch znacˇiek, detekcia rohov, klasifika´cia, segmenta´cia farieb, diskre´tna
kovolu´cia, gaussova funkcia
Abstract
This bachelor’s thesis is about traffic sign detection in picture. There are written some
known methods, their advantages and disadvantages. There is present implementation of
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U´vod
Dopravne´ znacˇky su´ neoddelitel’nou su´cˇast’ou vedenia tak motorove´ho, ako aj nemoto-
rove´ho vozidla po dopravny´ch komunika´ciach. Usmernˇuju´ dopravu, obmedzuju´ maxima´lnu
ry´chlost’, snazˇia sa zabra´nit’ zbytocˇny´m kol´ıziam a informuju´ vodicˇa o mozˇny´ch nebez-
pecˇenstva´ch a preka´zˇkach na ceste. Pre vodicˇa je vel’mi doˆlezˇite´ pozorne sledovat’ situa´ciu
na ceste, pricˇom mu cˇasto unikaju´ informa´cie, ktore´ dopravne´ znacˇky poskytuju´ a to moˆzˇe
spoˆsobit’ nezˇiadu´ci chaos, v horsˇom pr´ıpade dopravnu´ nehodu a na´sledne straty na zˇivotoch.
Z tohto doˆvodu je potrebne´ doka´zat’ vodicˇa vcˇas upozornit’ na pr´ıslusˇnu´ dopravnu´ znacˇku,
pr´ıpadne prispoˆsobit’ jazdu tomuto dopravne´mu nariadeniu. Toto je jedna z vec´ı, precˇo
sa snazˇit’ o na´jdenie a rozpoznanie dopranej znacˇky pomocou pocˇ´ıtacˇa. Dˇalˇsie vyuzˇitie
je mozˇne´ v syste´moch tempomat, ktory´ udrzˇiava vodicˇom nastavenu´ ry´chlost’. Tempomat
by bol schopny´ po nasaden´ı syste´mu pre rozpoznanie dopravny´ch znacˇiek upravit’ ry´chlost’
v tom pr´ıpade, ak by to dopravne´ znacˇenie nariad’ovalo. Iny´m doˆvodom moˆzˇe byt’ aj au-
tono´mne vedenie motorove´ho vozidla tak, aby boli dodrzˇane´ dopravne´ predpisy a pravidla´
cestnej prema´vky. Ty´mto proble´mom sa zaobera´ projekt Darpa Urban Challenge1.
Sˇtruktu´ra pra´ce
V mojej pra´ci sa budem venovat’ na´vrhu syste´mu pre detekciu dopravny´ch znacˇiek v ob-
raze. Pra´cu som rozdelil na 2 hlavne´ kapitoly – kapitola 1 Meto´dy detekcie dopravny´ch
znacˇiek a kapitola 2 Na´vrh riesˇenia. V kapitole 1 sa budem snazˇit’ pribl´ızˇit’ zna´me po-
stupy pri detekcii dopravny´ch znacˇiek a ich roˆzne riesˇenia, na´sledne v kapitole 2 porovnat’
vy´hody a nevy´hody jednotlivy´ch pr´ıstupov a vysvetlit’ precˇo som si vybral pra´ve to riesˇenie,
ktore´ som naimplementoval. V tejto kapitole bude uvedeny´ aj mnou navrhnuty´ syste´m pre
detekciu dopravny´ch znacˇiek. Na´sledne v kapitole 3 bude moˆj naimplementovany´ syste´m






Aby boli dopravne´ znacˇky l’ahko rozoznatelne´ vodicˇom pri veden´ı motorove´ho vozidla mu-
sia mat’ jednoznacˇnu´ vy´povednu´ hodnotu. Nemoˆzˇu byt’ zlozˇite´ na pochopenie. Preto sa
ich tvorcovia snazˇili podat’ informa´ciu, ktoru´ dopravna´ znacˇka nesie, pomocou farieb, tva-
ru, pr´ıpadne su´ doplnene´ jednoduchy´m piktogramom alebo na´pisom. Tieto ich vlastnosti
je mozˇne´ vy´borne vyuzˇit’ pri ich hl’adan´ı v obraze. Ako sa uva´dza v roˆznych zdrojoch
(na´pr´ıklad aj v [4]), je vhodne´ pouzˇit’ pri detekcii dopravny´ch znacˇiek v obraze nasleduju´ce
kroky:
1. Segmenta´cia farieb
• Prahovanie farebny´ch zlozˇiek v RGB farebnom priestore
• Prahovanie farebny´ch zlozˇiek v HSI farebnom priestore
• RG farebny´ priestor
2. Detekcia rohov
• Detekcia hra´n
• Na´jdenie rohov pomocou konvolucˇny´ch masiek
• Hl’adanie rohov pomocou algoritmu Adaboost
3. Rozpoznanie u´tvaru
• Trojuholn´ıkove´ dopravne´ znacˇky
• Obd´lzˇnikove´ a kruhove´ dopravne´ znacˇky
4. Klasifika´cia dopravny´ch znacˇiek
• Normaliza´cia na´jdenej dopravnej znacˇky
• Tample matching
V tejto kapitole bude na´sledne v jednotlivy´ch sekcia´ch vysvetleny´ kazˇdy´ krok s najcˇastejˇsie
sa pouzˇ´ıvany´mi technikami. Kazˇda´ technika ma´ svoje vy´hody a nevy´hody a preto je len na
programa´torovi, ktoru´ z uvedeny´ch meto´d si vyberie.
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1.1 Segmenta´cia farieb
Dopravne´ znacˇky su´ charakteristicke´ svojou jednoznacˇnou a jasnou farebnost’ou. Preto
je v ra´mci cˇo najefekt´ıvnejˇsieho spracovania obrazu dobre´ predspracovat’ si obraz tak, zˇe
ponecha´me iba pixely, ktory´ch farebna´ informa´cia sa asponˇ priblizˇuje tej, ktoru´ znacˇky
moˆzˇu niest’. Pre d’alˇsie spracovanie na´m stacˇ´ı bina´rny obraz (obraz zlozˇeny´ iba z dvoch
farieb). Toto je mozˇne´ urobit’ roˆznymi spoˆsobmi. My si vysvetl´ıme tri najpouzˇ´ıvanejˇsie.
Takto moˆzˇe vyzerat’ obra´zok po segmenta´cii farieb:
Obra´zok 1.1: Vl’avo: origina´lny obra´zok, vpravo: obra´zok po segmenta´cii farieb
1.1.1 Prahovanie farebny´ch zlozˇiek v RGB farebnom priestore
Ako sa p´ıˇse v [4], najintuit´ıvnejˇs´ı farebny´ priestor je RGB, kde kazˇdy´ bod je reprezentovany´
tromi farbami – Red (cˇervena´), Green (zelena´), Blue(modra´). Potom je mozˇne´ rozhodnu´t’
o tom cˇi dany´ bod sp´lnˇa, alebo nesp´lnˇa podmienky pomocou funkcie:
g(x, y) = k1

Ra ≤ fr(x, y) ≤ Rb
Ga ≤ fg(x, y) ≤ Gb
Ba ≤ fb(x, y) ≤ Bb
g(x, y) = k2 v ostatnych pripadoch (1.1)
Kde fr(x, y), fg(x, y), fb(x, y) su´ funkcie vracaju´ce hodnotu farebnej zlozˇky na poz´ıcii
x, y, Ra, Ga, Ba su´ dolne´ medze a Rb, Gb, Bb su´ horne´ medze, ktore´ ohranicˇuju´ hodnotu
jednotlivy´ch farebny´ch zlozˇiek na nami zvolenu´ oblast’ za´ujmu. Ak bude hodnota farebnej
zlozˇky v medziach, bude bodu na su´radniciach x, y priradena´ hodnota k1, v opacˇnom
pr´ıpade k2.
Ta´to meto´da je vel’mi ry´chla, jednoznacˇna´, jednoducha´ na pochopenie a implementa´ciu.
Ale ma´ svoje za´sadne´ nevy´hody. Najva¨cˇsˇou nevy´hodou je vel’ka´ citlivost’ na zmeny osvet-
lenia sce´ny, cˇo moˆzˇe spoˆsobit’ nemale´ nepr´ıjemnosti ked’zˇe v rea´lnom svete sa svetelne´ pod-
mienky menia vel’mi cˇasto, cˇi uzˇ zmenou pocˇasia alebo striedania dnˇa a noci.
1.1.2 Prahovanie farebny´ch zlozˇiek v HSI farebnom priestore
Podl’a [4], je odpoved’ou na citlivost’ zmien osvetlenia v obraze farebny´ priestor HSI (Hue,
Saturation, Intenzity). HSI je vyjadrenie farebnej informa´cie tak ako ju vn´ıma l’udske´
oko. ”Hue“ predstavuje samotnu´ informa´ciu o farebnom odtieni (cˇervena´, zelena´, modra´,
. . . ), ”Saturation“ predstavuje sy´tost
’ farby a ”Instensity“ jej intenzitu. Ked
’zˇe va¨cˇsˇinou
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je farebna´ informa´cia obra´zka ulozˇena´ v RGB farebnom priestore, je pred samotnou seg-
menta´ciou farieb potrebne´ previezt’ obra´zok do HSI farebne´ho priestoru. Potom je uzˇ mozˇne´
pokracˇovat’ s vhodny´m urcˇen´ım dolnej a hornej medze podobne ako v 1.1.1.
Pri tejto meto´de uzˇ nie je proble´m s roˆznou intenzitou osvetlenia, ale nebolo to zadarmo.
Predspracovanie obrazu prevodom do HSI farebne´ho priestoru je vel’mi vy´pocˇtovo na´rocˇna´
opera´cia. Pri prevode sa vyuzˇ´ıvaju´ goniometricke´ funkcie a odmocniny, ktore´ spoˆsobuju´
tu´to cˇasovu´ a vy´pocˇtovu´ na´rocˇnost’ prevodu. Ty´m sa na´m moˆzˇe proces detekcie vel’mi
spomalit’, preto je doˆlezˇite´ rozhodnu´t’ sa, cˇi na´m to stoj´ı za tu´to cˇasovu´ stratu, alebo nie.
Dˇalˇsou mozˇnost’ou je hl’adat’ inu´ alternat´ıvu.
Prevod do HSI farebne´ho priestoru



















h ∈ [0, pi] pre b ≤ g (1.3)







h ∈ [pi, 2pi] pre b > g (1.4)
s = 1− 3 ·min(r, g, b); s ∈ [0, 1] (1.5)
i =
(R+G+B)
3 · 255 ; i ∈ [0, 1] (1.6)




, S = s · 100, I = i · 255 (1.7)
1.1.3 RG farebny´ priestor
RG farebny´ priestor je podl’a [12] farebny´ priestor, ktory´ vyuzˇ´ıva iba dve farebne´ zlozˇky, red
(cˇervenu´) a green (zelenu´). Tento forma´t sa na zobrazovanie uzˇ vel’mi nepouzˇ´ıva. Prestal
sa pouzˇ´ıvat’ najma¨ kvoˆli tomu, zˇe tento syste´m nie je schopny´ vytvorit’ bielu farbu a vel’a
farieb zobrazeny´ch v tomto farebnom priestore je skresleny´ch. Zˇiadna farba obsahuju´ca
modru´ farebnu´ zlozˇku nemoˆzˇe byt’ zobrazena´ v RG spra´vne.
Ale ako sa p´ıˇse v [2], je RG farebny´ priestor vhodny´ pri segmenta´cii farieb v obraze.
Nie je s´ıce tak schopny´ eliminovat’ svetelne´ podmienky ako HSI (vid’ 1.1.2), ale viac ako
RGB (vid’ 1.1.1). Jeho najva¨cˇsˇou vy´hodou je jeho n´ızka vy´pocˇtova´ na´rocˇnost’. Na prevod








Potom na urcˇenie oblasti, ktora´ najviac sp´lnˇa podmienky pre farbu znacˇky je mozˇne´
pouzˇit’ dvojrozmernu´ Gaussovu funkciu. Bez Gaussovej krivky by sme museli vymy´sˇlat’
opa¨t’ vhodne´ hranice kedy sa jedna´ esˇte o pozˇadovanu´ farbu a kedy uzˇ nie. Pouzˇitie tejto
krivky na´m pomoˆzˇe urcˇit’ jej hranice a pre zistenie pr´ıslusˇnosti k pozˇadovanej farbe stacˇ´ı
zistit’ cˇi farebna´ informa´cia sku´mane´ho bodu spada´ pod dvojrozmernu´ Gaussovu funkciu.
Cˇ´ım blizˇie k jej stredu ty´m pravdepodobnejˇsia je farebna´ zhoda.
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2D Gaussova funkcia
2-rozmerna´ Gaussova funkcia ako sa uva´dza v [10] je reprezentovana´ funkciou:












Kde koeficient A je amplitu´da (maxima´lna vy´chylka), x0, y0 je stred a σx, σy su´ x-ova´ a y-
ova´ roztiahnutost’ 2-rozmernej Gaussovej krivky.
Existuje aj vsˇeobecny´ tvar funkcie, ktory´ je vyjadreny´ ako:







je zlozˇena´ z kladny´ch zlozˇiek.
Obra´zok 1.2: RG farebny´ priestor zobrazeny´ pomocou 2-rozmernej Gaussovej krivky
1.2 Detekcia rohov
Dˇalˇsou sˇpecifickost’ou dopravny´ch znacˇiek je ich tvar. Kazˇdy´ druh dopravnej znacˇky pred-
stavuje iny´ geometricky´ tvar. Va¨cˇsˇinou vsˇetky geometricke´ tvary su´ jednoznacˇne urcˇene´
svojimi vrcholmi. Preto sa pri hl’adan´ı geometricky´ch tvarov v obraze vyuzˇ´ıva detekcia
rohov. Ako sa uva´dza v [4], existuju´ 2 meto´dy pre na´jdenie rohov v obraze a jedna menej
pouzˇ´ıvana´, ale o to zauj´ımavejˇsia meto´da:
1. Detektor rohov, ktory´ potrebuje predspracovanie obrazu. Jedna´ sa o rozdelenie obrazu
do viacery´ch oblast´ı pomocou hra´n. V takomto pr´ıpade je potrebne´ najskoˆr na´jst’
hrany, potom rozdelit’ obraz do oblast´ı a nakoniec detekovat’ rohy. Ta´to meto´da je
vel’mi vy´pocˇtovo a aj implementacˇne na´rocˇna´.
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2. Detektor, ktory´ pracuje priamo na vstupnom obra´zku. Tento typ detektoru je za´visly´
na gradiende obra´zku. Zmeny v intenzite a smere gradiendu su´ krite´ria pre oznacˇenia
vstupne´ho bodu ako roh. Ani jedna z doterajˇs´ıch meto´d nedoka´zala rozl´ıˇsit’ roh podl’a
typu, cˇo ako uvid´ıme d’alej je vel’mi potrebne´ pri detekcii dopravny´ch znacˇiek. Preto
je vhodne´ pouzˇit’ mensˇiu u´pravu na tento detektor a to tak, zˇe bude obra´zok konvo-
luovany´ s vhodnou maskou prislu´chaju´cou urcˇite´mu typu rohu.
3. Detektor vyuzˇivaju´ci algoritmus Adaboost. Ta´to meto´da je robustna´, doka´zˇe roz-
liˇsovat’ typy rohov a je aj vel’mi ry´chla. Jej jedinou nevy´hodou je vel’ka´ na´rocˇnost’ na
vytvorenie vhodne´ho klasifika´toru pre kazˇdy´ roh.
1.2.1 Detekcia hra´n
Vycha´dzaju´c z [15], je hrana vektorova´ velicˇina, ktora´ je urcˇena´ vel’kost’ou a smerom. Hrana
indikuje body v obraze, v ktory´ch docha´dza ku zmena´m. Opera´tory pre detekciu a ohodno-
tenie hra´n v obraze vycha´dzaju´ z parcia´lneho diferencia´lneho opera´toru. Vel’kost’ gradiendu
























Niekedy sa zauj´ımame iba o vel’kost’ gradiendu a jeho smer na´s nezauj´ıma. V takomto
pr´ıpade sa cˇasto pouzˇ´ıva Laplaceov opera´tor, ktory´ aproximuje druhu´ deriva´ciu a je nemenny´
vocˇi rota´cii. Laplaceov opera´tor ∇2 sa vypocˇ´ıta podl’a vzt’ahu:







Hranove´ opera´tory je mozˇne´ rozdelit’ do dvoch skup´ın:
1. Skupina opera´torov vyuzˇ´ıva diskre´tnu konvolu´ciu. Opera´tory, ktore´ sa nezauj´ımaju´
o rota´ciu sa realizuju´ jedinou konvolucˇnou maskou (napr´ıklad Laplaceov opera´tor), na-
opak opera´tory zauj´ımaju´ce sa o rota´ciu pouzˇ´ıvaju´ niekol’ko masiek. Smer gradiendu
sa odhaduje pomocou na´jdenia masky, ktora´ odpoveda´ najva¨cˇsˇej vel’kosti gradiendu.
2. Skupina opera´torov, ktora´ oznacˇ´ı miesta ako hrany tam, kde druha´ deriva´cia obrazovej
funkcie precha´dza nulou (napr´ıklad Cannyho opera´tor).
Z prvej skupiny opera´torov je najzna´mejˇs´ı a najobl’´ubenejˇs´ı Laplaceov gradiendny´ opera´tor
∇2. Ako uzˇ vieme je necitlivy´ vocˇi otocˇeniu, uda´va len vel’kost’ hrany a nie jej smer. Dve
najpouzˇ´ıvanejˇsie konvolucˇne´ jadra´ (jeden pre 4-okolie a druhy´ pre 8-okolie):
h4−okolie =
 0 1 01 −4 1
0 1 0
 h8−okolie =
 1 1 11 −8 1
1 1 1
 (1.14)
Laplaceov gradiendny´ opera´tor je vel’mi citlivy´ na sˇum, pretozˇe aproximuje 2. deriva´ciu.
Ak je vstupny´ obraz zasˇumeny´ je nepouzˇitelny´.
7
Obra´zok 1.3: Intuit´ıvna konvolucˇna´ matica pre 90◦
Z druhej skupiny opera´torov je zna´my Cannyho hranovy´ opera´tor.Jeho za´kladom je
hl’adanie priechodu druhej deriva´cie nulou. Nie je citlivy´ na sˇum a doka´zˇe pracovat’ aj so
znacˇne zasˇumeny´m obrazom. Vy´sledkom Cannyho detektoru je aj vel’kost’ a aj smer hrany.
Blizˇsˇie informa´cie o Cannyho hranovom opera´tore je mozˇne´ na´jst’ v [9].
1.2.2 Na´jdenie rohov pomocou konvolucˇny´ch masiek
Ako sme si uzˇ uviedli skoˆr, pri detekcii dopravny´ch znacˇiek je dobre´ vediet’ aky´ typ rohu sme
nasˇli. Pre tento u´cˇel je vhodne´ vyuzˇit’ konvoluovanie obrazovej funkcie pomocou vhodne
zvoleny´ch masiek. Ale cˇo je to ta´ maska a ako ju z´ıskat’? Ako sa uva´dza v [4], su´ to
korelacˇne´ filtre a idea´lny obraz po filtra´cii by mal mat’ rovnaku´ u´rovenˇ sˇedi vo vnu´tri objektu
a nulovu´ mimo objektu. Potom by mohla maska pre 90◦ roh vyzerat’ ako na obra´zku 1.3.
Po konvolu´cii s touto maskou da´va kladne´ hodnoty v mieste vy´skytu rohu, ostatne´ su´
nulove´. Ale ta´to maska nie je idea´lna pretozˇe z´ıskane´ hodnoty su´ rovnake´ v mieste rohu
ako aj vo vnu´tri objektu. Ked’ zmen´ıme nulove´ hodnoty matice na za´porne´, pozadie ostane
s nulovy´mi vy´sledny´mi hodnotami, maximum bude v rohu objektu a bude mozˇne´ ho aj
lokalizovat’. Ta´to maska funguje ovel’a lepsˇie, ale je pouzˇitelna´ iba na idea´lnom vstupnom
obraze. V skutocˇnom obraze nebude roh tak jasne definovany´, ale moˆzˇe sa tam vyskytnu´t’
aj zasˇumenie. Aby sme toto minimalizovali je potrebne´ zvolit’ vhodne´ hodnoty kladny´ch
a za´porny´ch zlozˇiek masky.
Nech je roh umiestneny´ do pocˇiatku su´radnicove´ho syste´mu tak, zˇe X-ova´ os bude
rameno uhla tvorene´ho hranami tohto uhla. Potom funkcia popisuju´ca stupenˇ sˇedi bude:
I(x, y) =
{
A ak x > 0 ∧ −mx < y < mx
0 inak
(1.15)
Ak n(x, y) je sˇum, potom funkcia popisuju´ca stupenˇ sˇedi okolo rohu je:
F (x, y) = I(x, y) + n(x, y) (1.16)
Funkcia g(x, y) pre vhodny´ hranovy´ opera´tor mus´ı sp´lnˇat’ nasleduju´ce krite´ria:
• Vy´sledok konvolu´cie O(x, y) = F (x, y) ∗ g(x, y) mus´ı byt’ najva¨cˇsˇ´ı v mieste rohu.
• g(x, y) nesmie byt’ citlivy´ na sˇum.
Ked’ predcha´dzaju´ce krite´ria zap´ıˇseme matematicky dostaneme rovnice:
g(x, y) = c1 sin
mpix
W
· [−(ezW + e−zW ) + (ezy + e−zy)] (1.17)







Obra´zok 1.4: Konvolucˇna´ matica pre 60◦ roh
Kde W je vel’kost’ masky a c1, c2, n1, n2, m a z su´ konsˇtanty. Pre tu´ cˇast’ masky, kde sa
nacha´dza roh plat´ı funkcia 1.17 a pre zvysˇok 1.18. Konsˇtanty c1 a c2 na´sobia vsˇetky hodnoty
masky takzˇe ich hodnota je l’ubovol’na´. Vy´sledok rovnice 1.17 bude vzˇdy za´porny´ pre y ∈
(0,W ). Ale ked’zˇe vzt’ah 1.17 predstavuje cˇast’ konvolucˇnej matice kde sa nacha´dza roh, mus´ı
jej vy´sledok byt’ vzˇdy kladny´. Preto zvol´ıme konsˇtantu m = −1. Pre z´ıskanie za´porny´ch
hodnoˆt pre cˇast’ masky prislu´chaju´cu pre pozadie (vzt’ah 1.18) musia byt’ konsˇtanty n1 a n2
opacˇny´ch znamienok, preto moˆzˇeme zvolit’ n1 = 1 a n2 = −1. Autori meto´dy nenasˇli zˇiadnu
za´konitost’, podl’a ktorej by sa dala urcˇit’ hodnota z, ale zistili, zˇe jej zvysˇovanie zvysˇuje
schopnost’ filtrovania sˇumu. Preto bola experimenta´lne zvolena´ hodnota z = 0, 2. Z hodnoˆt,
ktore´ boli pouzˇite´ v pr´ıklade, je mozˇne´ vytvorit’ konvolucˇnu´ masku o rozmeroch 9 × 9 pre
60◦ roh, ktoru´ je mozˇne´ vidiet’ na obra´zku 1.4. Ako uzˇ bolo spomı´nane´ vysˇsˇie na detekciu
dopravny´ch znacˇiek je potrebne´ viac druhov rohov. Konvolucˇne´ matice pre jednotlive´ typy
rohov su´ uvedene´ v pr´ılohe A.
Ked’ uzˇ ma´me vytvorene´ konvolucˇne´ matice pre jednotlive´ typy rohov moˆzˇeme zacˇat’ so
z´ıskavan´ım rohov z obrazu. Budeme postupovat’ podl’a nasleduju´cich bodov:
• Obraz konvolujeme jednotlivy´mi konvolucˇny´mi maskami.
• Vy´sledne´ hodnoty porovna´me s urcˇeny´m prahom, ak su´ va¨cˇsˇie ponecha´me, ostatne´
nastav´ıme na hodnotu pozadia.
• Z vy´sledny´ch hodnoˆt ponecha´me iba najva¨cˇsˇie hodnoty vo svojom okol´ı. Vel’kost’
okolia moˆzˇe byt’ zvolena´ podl’a potreby.
Diskre´tna konvolu´cia
Ako sa uva´dza v [14], diskre´tna konvolu´cia sa cˇasto pouzˇ´ıva v algoritmoch spracovania
digita´lneho obrazu. Vzorec diskre´tnej konvolu´cie ma´ tvar:





f(x− i, y − j) · h(i, j) (1.19)
Kde funkcia h(i, j) sa nazy´va konvolucˇne´ jadro, pri diskre´tnej konvolu´cii nazy´vane´ aj kon-
volucˇna´ maska. Kazˇdy´ bod prekry´vaju´ci sa s maskou vyna´sob´ıme koeficientom z masky




Vycha´dzaju´c z [3], non-maxima suppression (potlacˇenie nemax´ım), je algoritmus, v ktorom
sa prehl’ada´va okolie urcˇite´ho bodu a ponecha´va sa iba maxima´lna intenzita. Ta´to meto´da
sa najcˇastejˇsie pouzˇ´ıva pri hl’adan´ı rohov a hra´n na zamedzenie viacna´sobny´ch detekci´ı.
Algoritmus pozosta´va z:
1. Ma´me bod (x, y), kde x,y su´ jeho su´radnice a I(x, y) je intenzita tohto bodu.
2. Vypocˇ´ıtame gradiend obra´zku a jeho vel’kost’ v bode (x, y).
3. Vypocˇ´ıtame vel’kost’ gradiendu bodov v bl´ızkom okol´ı bodu (x, y)
4. Ak nie je tento bod maximum, potom nie je rohovy´ (resp. hranovy´) bod.
1.2.3 Hl’adanie rohov pomocou algoritmu Adaboost
Podl’a [5] bol tento algoritmus prvy´ kra´t formulovany´ v roku 1995 pa´nmi Yoav Freund a Ro-
bert E. Schapire. Adaboost je skratka zo slo´v Adaptive (adapt´ıvny) a boosting (posilnenie).
Je to meto´da strojove´ho ucˇenia. Ako tra´novaciu sadu pozˇaduje vstup (x1, y1) . . . (xm, ym),
kde xi ∈ X su´ da´ta a yi ∈ Y = −1, 1 je u´daj o tom, cˇi je pr´ıslusˇn´ıkom pozˇadovanej sku-
piny, alebo nie. Dˇalej je potrebna´ mnozˇina za´kladny´ch (tzv. slaby´ch) klasifika´torov, ktore´
su´ schopne´ klasifikovat’ lepsˇie ako na´hodne. Na zacˇiatku maju´ nastavene´ pocˇiatocˇne´ va´hy,
ktore´ sa v priebehu tre´novania menia podl’a toho, cˇi klasifika´tor urcˇil vy´sledok spra´vne
alebo nie. Po ukoncˇen´ı tre´novania vznika´ zo slaby´ch klasifika´torov jeden silny´.
Taky´mto spoˆsobom je mozˇne´ natre´novat’ vsˇetky druhy rohov. Ta´to meto´da je na´rocˇna´
hlavne na natre´novanie dobre´ho klasifika´toru. Dˇalej sa ponu´ka ota´zka, cˇi nepouzˇit’ adaboost
na na´jdenia a klasifikovanie celej dopravnej znacˇky. Pre blizˇsˇie informa´cie viz [5].
1.3 Rozpoznanie u´tvarov
Dopravne´ znacˇky su´ charakteristicke´ svojim tvarom. Toto vyuzˇijeme pri rozpoznan´ı u´tvaru
(v nasˇom pr´ıpade dopravnej znacˇky). Ako sa uva´dza v [4], moˆzˇeme ich rozdelit’ do dvoch
skup´ın podl’a typov rohov, ktore´ budeme u nich ocˇaka´vat’:
• Trojuholn´ıkove´ (vy´strazˇne´) dopravne´ znacˇky. Su´ zlozˇene´ z troch typov 60◦ rohov. Ako
je vidiet’ na obra´zku 1.5, su´ to dolny´ vrchol T1, horny´ l’avy´ (T2) a pravy´ (T3) vrchol.
Ak ma´me opacˇne orientovany´ trojuholn´ık su´ aj rohy orientovane´ opacˇne (jeden hore
a dva naspodu).
• Obd´lzˇnikove´ (informacˇne´) a kruhove´ (za´kazove´, pr´ıkazove´) dopravne´ znacˇky. Su´
zlozˇene´ zo sˇtyroch 90◦ rohov. Ako je vidiet’ na obra´zku 1.5, su´ to dolny´ l’avy´ (C1)
a pravy´ (C2) roh a horny´ l’avy´ (C3) a pravy´ (C4) roh.
1.3.1 Trojuholn´ıkove´ dopravne´ znacˇky
Ako bolo uvedene´ vysˇsˇie, dopravne´ znacˇky trojuholn´ıkove´ho typu je mozˇne´ na´jst’ pomocou
troch rohov. Tieto rohy, ako sa p´ıˇse v [4], musia spolu skladat’ rovnostranny´m trojuholn´ık.
Ked’zˇe pracujeme v rea´lnom svete, pri zosn´ıman´ı dopravnej znacˇky bude ta´to znacˇka urcˇite
pootocˇena´, nebude to nikdy u´plne presny´ rovnostranny´ trojuholn´ık, ale budeme musiet’
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Obra´zok 1.5: Typy rohov pre rozlicˇne´ geometricke´ tvary
pocˇ´ıtat’ aj so splosˇten´ım, pr´ıpadne s natiahnut´ım trojuholn´ıku. Pre na´jdenie vy´strazˇnej
dopravnej znacˇky je potrebne´ vykonat’ nasleduju´ce kroky.
1. Na´jdeme vsˇetky typy rohov, ktore´ su´ pre trojuholn´ık doˆlezˇite´ (T1, T2, T3).
2. Podl’a vza´jomnej polohy na´jdeny´ch rohov urcˇ´ıme cˇi sa naozaj jedna´ o vy´strazˇnu´ do-
pravnu´ znacˇku. Budeme postupovat’ podl’a nasleduju´ceho algoritmu:
I. Na´jdeme spodny´ roh (typ T1).
II. Od rohu T1 budeme hl’adat’ roh typu T2. Ked’zˇe trojuholn´ık nebude idea´lny,
urcˇ´ıme si oblast’ v ktorej by sa dany´ vrchol mohol nacha´dzat’. V rovnostrannom
trojuholn´ıku a v idea´lnom pr´ıpade by sme roh T2 hl’adali pod sklonom −60◦.
Potom moˆzˇe byt’ oblast’ za´ujmu sklon od −68◦ do −52◦. Ak je T2 na´jdeny´
pokracˇujeme d’alˇs´ım krokom, ak nie vra´time sa spa¨t’ na krok I
III. Druhu´ oblast’ na´sˇho za´ujmu vytvor´ıme podobne ako v kroku II, len sklon bude
od 52◦ do 68◦. Dˇalej mus´ıme oblast’ zu´zˇit’ na vy´rez, ktory´ je priblizˇne v rovnakej
horizonta´lnej poz´ıcii ako vrchol T2. V tejto oblasti budeme hl’adat’ roh typu T3.
Ak budeme u´spesˇny´ ma´me kompletny´ trojuholn´ık, ak nie vra´time sa na bod II.
1.3.2 Obd´lzˇnikove´ a kruhove´ dopravne´ znacˇky
Budeme postupovat’ podobne ako pri trojuholn´ıkovy´ch znacˇka´ch, vycha´dzaju´c z [4]. Rozdiel
bude v typoch rohov a oblastiach za´ujmu. Pre obd´lzˇnikove´ znacˇky su´ typicke´ 90◦ rohy.
Konkre´tne su´ to dolny´ l’avy´ (C1) a pravy´ (C2) roh a horny´ l’avy´ (C3) a pravy´ (C4) roh.
1. Na´jdeme vsˇetky typy rohov, ktore´ su´ pre obd´lzˇnik doˆlezˇite´ (C1, C2, C3, C4).
2. Pri sˇtudovan´ı vza´jomnej polohy rohov budeme postupovat’ podobne ako pri troju-
holn´ıku. Budeme postupovat’ podl’a nasleduju´ceho algoritmu:
I. Na´jdeme l’avy´ spodny´ roh (typ C1).
II. Napravo od rohu C1 hl’ada´me roh C2. Bude sa nacha´dzat’ priblizˇne v rovnakej
horizonta´lnej polohe ako C1. Aku´ vel’ku´ toleranciu zvol´ıme, za´lezˇi na na´s (v [4]
sa uva´dza ±5◦), pr´ıpadne sa dolad´ı pri testovan´ı. Ak nebol roh C2 na´jdeny´
vra´time sa na krok I, inak pokracˇujeme d’alej.
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III. Po na´jden´ı prave´ho horne´ho rohu (C2) budeme hl’adat’ pravy´ dolny´ roh (C3),
ktory´ ma´ priblizˇne rovnaku´ vertika´lnu polohu ako C2. Pri u´spesˇnosti pokracˇujeme
d’alej, inak sa vra´time spa¨t’ na krok II.
IV. Posledny´ roh, l’avy´ dolny´ (C4), budeme hl’adat’ v oblasti, ktora´ ma´ priblizˇne
rovnaku´ horizonta´lnu polohu ako roh C3 a vertika´lnu ako roh C1. Ak sa v tejto
oblasti nacha´dza l’avy´ dolny´ roh ma´me kompletny´ obd´lzˇnik, inak sa vra´time na
krok III.
Kruhove´ dopravne´ znacˇky
Pre na´jdenie kruhu, ktory´m su´ sˇpecificke´ asi najpouzˇ´ıvanejˇsie za´kazove´ a pr´ıkazove´ do-
pravne´ znacˇky je mnozˇtvo mozˇnost´ı. Ale ked’zˇe sme pouzˇ´ıvali doteraz konvolucˇne´ masky
ostaneme pri tom aj teraz. Vytvorit’ konvolucˇnu´ masku, aby detekovala cˇast’ kruzˇnice
doka´zˇeme. Proble´m je v tom, zˇe by ty´chto masiek muselo byt’ vel’a, aby sme doka´zali dete-
kovat’ roˆzne vel’ke´ kruhy. Ale ako je uvedene´ v [4], je mozˇne´ vyuzˇit’ uzˇ vytvoreny´ch masiek
a to ty´ch isty´ch ako pri detekcii obd´lzˇnika. Tieto masky by na´m mali doka´zat’ detekovat’
roh v 45◦, 135◦, 225◦, 315◦ kruhu. Kladna´ cˇast’ masky bude opa¨t’ oznacˇovat’ na´jdeny´ roh
na obvodovej kruzˇnici a za´porne´ hodnoty pozadie. Najva¨cˇsˇou vy´hodou tejto meto´dy je, zˇe
nemus´ıme konoluovat’ obraz znovu, ale kruhove´ dopravne´ znacˇky detekujeme uzˇ pri detekcii
obd´lzˇnikovy´ch dopravny´ch znacˇiek.
1.4 Klasifika´cia dopravny´ch znacˇiek
Po u´spesˇnej segmenta´cii farieb, na´jden´ı rohov a rozpoznan´ı geometricky´ch u´tvarov ma´me
dopravnu´ znacˇku na´jdenu´. Teraz na´m osta´va tu´to znacˇku identifikovat’. Pre spra´vnu kla-
sifika´ciu na´jdenej dopravnej znacˇky je potrebne´ mat’ jej obraz normalizovany´ na urcˇitu´
vel’kost’. Potom moˆzˇe prebehnu´t’ samotna´ klasifika´cia. Pre klasifika´ciu existuje vel’a meto´d
ako napr´ıklad adaboost (viz sekciu 1.2.3), template matching, . . . .
1.4.1 Normaliza´cia na´jdenej znacˇky
V nasˇom pr´ıpade sa normaliza´ciou mysl´ı zmena vel’kosti na rovnaku´ vel’kost’, ako bude
vzorova´ znacˇka, pomocou ktorej sa bude klasifikovat’. Pre zmenu vel’kosti existuju´ roˆzne
meto´dy, napr´ıklad:
• Interpola´cia najbliˇzsˇieho suseda (Nearest-neighbor interpolation) – Ako sa uva´dza
v [11], je to najjednoduchsˇia a najry´chlejˇsia meto´da interpola´cie, cˇasto vyuzˇ´ıvana´
v praxi. Algoritmus jednoducho zoberie hodnotu bodu najblizˇsˇieho suseda a o os-
tatny´ch susedov sa nezauj´ıma.
• Bilinea´rna interpola´cia (Bilinear interpolation) – Vycha´dzaju´c z [8], je bilinea´rna in-
terpola´cia rozsˇ´ıren´ım linea´rnej. Za´kladna´ mysˇlienka tohto algoritmu je urobit’ linea´rnu
interpola´ciu v jednom smere a potom v druhom. Predpokladajme, zˇe chceme zistit’
hodnotu funkcie f v bode P = (x, y). Vycha´dzame z toho, zˇe vieme hodnotu funkcie
f v bodoch Q11 = (x1, y1), Q12 = (x1, y2), Q21 = (x2, y1), Q22 = (x2, y2). Ako prvu´
urob´ıme interpola´ciu v x-ovom smere:
f(R1) ≈ x2 − x
x2 − x1 f(Q11) +
x− x1
x2 − x1 f(Q21) kde R1 = (x, y1) (1.20)
f(R2) ≈ x2 − x
x2 − x1 f(Q12) +
x− x1
x2 − x1 f(Q22) kde R2 = (x, y2) (1.21)
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Dˇalej urob´ıme interpola´ciu v y-ovom smere:
f(P ) ≈ y2 − y
y2 − y1 f(R1) +
y − y1
y2 − y1 f(R2) (1.22)
Z toho vyply´va vzt’ah pre f(x, y):
f(x, y) ≈ f(Q11)
(x2 − x1)(y2 − y1)(x2 − x)(y2 − y)
+
f(Q21)
(x2 − x1)(y2 − y1)(x− x1)(y2 − y)
+
f(Q12)
(x2 − x1)(y2 − y1)(x2 − x)(y − y1)
+
f(Q22)
(x2 − x1)(y2 − y1)(x− x1)(y − y1) (1.23)
Vy´sledok bilinea´rnej interpola´cie nie je za´visly´ od poradia jednotlivy´ch interpola´cii.
• Bikubicka´ interpola´cia (Bicubic interpolation) – Podl’a [7], je bikubicka´ interpola´cia
rozsˇ´ıren´ım kubickej. Pouzˇ´ıva sa najma¨ vtedy, ked’ nie je rozhoduju´ci cˇas, ale kvalita.
Obra´zky zva¨cˇsˇene´ pomocou bikubickej interpola´cie su´ hladsˇie a maju´ menej inter-
polacˇny´ch artefaktov. Pre tu´to interpola´ciu sa vyuzˇ´ıva Lagrangeov polyno´m, kubicky´
spline alebo kubicka´ konvolu´cia. Viac informa´cii je mozˇne´ na´jst’ v [7].
1.4.2 Template matching
Vycha´dzaju´c z [13], je template matching (sˇablo´nove´ spa´janie) technika vyuzˇ´ıvaju´ca sa
v spracovan´ı digita´lneho obrazu. Pouzˇ´ıva sa na na´jdenie maly´ch cˇast´ı v obra´zku, ktore´ sa
zhoduju´ so sˇablo´nou. Moˆzˇe byt’ vyuzˇita´ pri naviga´cii mobilny´ch robotov, hl’adanie hra´n
v obraze, alebo vo vy´robe ako cˇast’ kontroly kvality.
Existuje viac pr´ıstupov k tejto meto´de:
• Za´kladnou meto´dou je precha´dzanie cele´ho obra´zku pixel po pixeli a porovna´vanie
so sˇablo´nou. Ta´to meto´da je s´ıce jednoducha´ na pochopenie a implementa´ciu, ale je
vel’mi pomala´. Najviac sa vyuzˇ´ıva v zariadeniach, ktore´ maju´ na template matching
sˇpecializovany´ hardware.
• Spoˆsob ako zry´chlit’ algoritmus, je rozdelit’ obra´zok na viac maly´ch obra´zkov. Vytvor´ı
sa takzvana´ obrazova´ pyramı´da (pre obra´zok 128 × 128 px je to 64 × 64, 32 × 32,
16 × 16, . . . ). Potom sa template matching vykona´ najskoˆr na maly´ch obra´zkoch,





Podl’a zadania bolo potrebne´ presˇtudovat’ za´klady spracovania obrazu a klasifika´cie, vytvorit’
si prehl’ad o su´cˇasny´ch meto´dach detekcie dopravny´ch znacˇiek. Navrhnu´t’ a implementovat’
syste´m pre detekciu dopravny´ch znacˇiek v obraze a tento na´sledne otestovat’ na rea´lnych
da´tach. Za´klady spracovania obrazu a prehl’ad aktua´lnych meto´d pre detekciu dopravny´ch
znacˇiek boli uvedene´ v kapitole 1. V tejto kapitole sa budem zaoberat’ samotny´m na´vrhom
syste´mu a jeho implementa´ciou. Bude tu uvedene´ aky´ postup pri detekcii dopravny´ch
znacˇiek som zvolil a precˇo som zvolil pra´ve tu´ meto´du, ktoru´ som vybral.
2.1 Analy´za a na´vrh riesˇenia proble´mu
Dopravne´ znacˇky boli navrhovane´ a vyrobene´ tak, aby boli pre vodicˇa l’ahko rozoznatel’ne´
pri veden´ı motorove´ho vozidla. Vodicˇ ich dokonca mus´ı doka´zat’ rozozna´vat’ intuit´ıvne, bez
toho, aby ho rozptylovali pri sˇofe´rovan´ı. Preto by mali mat’ znacˇky svoju typicku´ sy´tu
farbu a tvar. Tieto ich vlastnosti vyuzˇijem aj pri zostavovan´ı a tvorbe syste´mu pre detekciu
dopravny´ch znacˇiek v obraze.
Dopravne´ znacˇky je mozˇne´ rozdelit’ podl’a tvaru a farby tak ako je vidiet’ v tabul’ke 2.1.
Farba znacˇky Tvar znacˇky Pr´ıklad
Za´kazove´ dopravne´ znacˇky cˇervena´ kruh
Pr´ıkazove´ dopravne´ znacˇky modra´ kruh
Vy´strazˇne´ dopravne´ znacˇky cˇervena´ trojuholn´ık
Informat´ıvne dopravne´ znacˇky modra´, zelena´, biela obd´lzˇnik
Tabul’ka 2.1: Prehl’ad tvarov a farieb dopravny´ch znacˇiek.
Podl’a vizua´lnych vlastnost´ı a typov dopravny´ch znacˇiek a po presˇtudovan´ı su´cˇasny´ch
meto´d v tejto oblasti som sa rozhodol zvolit’ taku´to sˇtruktu´ru syste´mu:
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1. Segmenta´cia farieb – tu vyzˇijem pra´ve uzˇ spomı´nanu´ farebnu´ sˇpecifickost’ dopravny´ch
znacˇiek. Poku´sim sa oddelit’ poteciona´lnu znacˇku od zvysˇku sce´ny obrazu pomocou
segmenta´cie farieb. Ta´to meto´da znacˇne ury´chli d’alˇsiu pra´cu s obra´zkom. Na se-
gementa´ciu farieb je mozˇne´ vyuzˇit’ viacej pr´ıstupov, ako som uzˇ spomı´nal v sekcii
1.1. Niektore´ su´ ry´chlejˇsie ine´ pomalˇsie, niektore´ viac citlive´ na zmenu svetelny´ch
podmienok, ine´ zas menej citlive´. Kazˇda´ meto´da ma´ svoje vy´hody aj nevy´hody:
• Prahovanie farebny´ch zlozˇiek v RGB farebnom priestore: RGB farebny´ priestor
je najzna´mejˇs´ı a najintuitivnejˇs´ı. Ked’zˇe v takomto farebnom priestore moˆzˇeme
ocˇaka´vat’ vstupne´ da´ta , nie je potrebne´ robit’ zˇiadnu konverziu a preto je ta´to
meto´da jedna z najry´chlejˇs´ıch. Na druhej strane je tento farebny´ priestor vel’mi
citlivy´ na zmenu svetelny´ch podmienok.
vy´hody: l’ahka´ na implementovanie a pochopenie, n´ızka vy´pocˇtova´ a cˇasova´
na´rocˇnost’
nevy´hody: vel’mi citlive´ na zmeny svetelny´ch podmienok v obraze
• Prahovanie farebny´ch zlozˇiek v HSI farebnom priestore: HSI farebny´ priestor je
vyjadrenie farebnej informa´cie tak, ako ju vn´ıma l’udske´ oko. Ako sa uva´dza v [6],
je tento farebny´ priestor odpoved’ou na zmeny svetelny´ch podmienok v obraze.
Podl’a uvedene´ho by sa mohlo javit’, zˇe ma´me idea´lny farebny´ priestor pre nasˇu
situa´ciu, ale opak je pravdou. Vycha´dzaju´c z [6], je potrebne´ najskoˆr vstupnu´
farebnu´ informa´ciu previezt’ do HSI, tento proces je ale vel’mi vy´pocˇtovo na´rocˇny´.
Ta´to skutocˇnost’ spoˆsobuje nezˇiadu´ce vel’ke´ spomalenie.
vy´hody: nie je citliva´ na zmeny svetelny´ch podmienok
nevy´hody: meto´da zlozˇita´ na implementovanie, ma´ vysoku´ vy´pocˇtovu´ a cˇasovu´
na´rocˇnost’
• Prahovanie farebny´ch zlozˇiek v RG farebnom priestore: Podl’a [12] sa tento
farebny´ model uzˇ dlho nepouzˇ´ıva na zobrazovanie farebnej informa´cie najma¨
kvoˆli jeho neschopnosti zobrazit’ v obraze modru´ farbu. Napriek tomu sa vel’mi
cˇasto vuzˇ´ıva v oblasti pocˇ´ıtacˇove´ho videnia a spracovania obrazu. Je to farebny´
priestor podobny´ RGB, preto aj prevod nie je vel’mi na´rocˇny´, vid’ sekcia 1.1.3.
vy´hody: je menej citliva´ na zmeny svetelny´ch podmienok ako RGB, jedno-
ducha´ na implementa´ciu, ma´ n´ızku vy´pocˇtovu´ a cˇasovu´ na´rocˇnost’
nevy´hody: je viac citliva´ na zmeny svetelny´ch podmienok ako HSI
Po zva´zˇen´ı vy´hod a nevy´hod, ktore´ tieto pr´ıstupy ponu´kaju´ som sa rozhodol zvolit’
segmenta´ciu farieb pomocou RG farebne´ho modelu s vyuzˇit´ım dvojrozmernej Gaus-
sovej funkcie (vid’ sekcia 1.1.3). Rozhodol som sa tak najma¨ kvoˆli tomu, zˇe ponu´ka
ry´chlost’ vysˇsˇiu ako pri HSI farebnom modeli a jeho citlivost’ na zmenu svetelny´ch
podmienok nie je azˇ tak vysoka´ ako pri RGB farebnom modeli.
2. Na´jdenie rohov – v tejto cˇasti syste´mu vyuzˇijeme d’alˇsej sˇpecifickosti a tou je tvar
dopravny´ch znacˇiek. Ako je vidiet’ v tabul’ke 2.1 moˆzˇu byt’ znacˇky troch geomet-
ricky´ch tvarov – kruhove´, trojuholn´ıkove´ a obd´lzˇnikove´. Ako som p´ısal aj v kapitole
1.2 a uva´dza sa v [4] je pre detekciu geometricky´ch u´tvarov vhodne´ vyuzˇit’ toho, zˇe ob-
sahuju´ sˇpecificke´ druhy rohov a ich rozpolozˇenie. Existuje viac pr´ıstupov ako hl’adat’
rohy v obraze:
• Na´jdenie rohov pomocou detekcie hra´n: Ta´to meto´da nie je vel’mi sˇt’astna´. Pred
samtony´m hl’adan´ım rohov je potrebne´ najskoˆr v obraze na´jst’ hrany, potom
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obraz rozdelit’ na segmenty a nakoniec hl’adat’ rohy. Toto rob´ı tu´to meto´du
vel’mi vy´pocˇtovo a implementacˇne na´rocˇnou. Dˇal’ˇsou nevy´hodou tejto meto´dy
je jej neschopnost’ hl’adat’ rohy konkre´tneho typu, cˇo je pri detekcii dopravny´ch
znacˇiek vel’mi potrebna´ vlastnost’. Najma¨ kvoˆli jej vy´pocˇtovej na´rocˇnosti sa ta´to
meto´da prakticky nepouzˇ´ıva.
• Na´jdenie rohov pomocou konvolucˇny´ch masiek : Ta´to meto´da pracuje priamo na
vstupnom obraze a ty´m sˇetr´ı vel’a cˇasu pri vy´pocˇtoch. Je vy´pocˇtovo vel’mi ry´chla
hoci implementacˇne na´rocˇnejˇsia. Pomocou tejto meto´dy je tiezˇ mozˇne´ hl’adat’
konkre´tny typ rohu. Jeho nevy´hodou sa moˆzˇe zdat’ nutnost’ vy´roby masiek, ale
tieto su´ vyrobene´ iba raz pri tvorbe programu, d’alej ich uzˇ ma´me ulozˇene´. Pre
aplika´ciu konvolucˇny´ch masiek sa vyuzˇ´ıva diskre´tna konvolu´cia, vid’ sekcia 1.2.2.
Niektore´ typy masiek vid’ pr´ıloha A.
• Na´jdenie rohov pomocou algoritmu adaboost : Ta´to meto´da, podobne ako pred-
cha´dzaju´ca, pracuje priamo na vstupnom obra´zku. Je pomocou nej tiezˇ mozˇne´
na´jst’ konkre´tny typ rohu. Jej nevy´hodou je ovel’a va¨cˇsˇia zlozˇitost’ pri tvorbe
klasifika´toru pre roˆzne typy rohov. Blizˇsˇie informa´cie o tomto algoritme vid’
sekcia 1.2.3.
Po zva´zˇen´ı vy´hod a nevy´hod, ktore´ jednotlive´ meto´dy ponu´kaju´ som sa rozhodol pre
hl’adanie rohov v obraze vyuzˇit’ meto´du pomocou konvolucˇny´ch masiek. Rozhodol som
sa tak preto, zˇe ta´to meto´da je ry´chla a poskytuje detekciu konkre´tnych typov rohov,
cˇo meto´da pomocou detekcie hra´n neponu´ka. Pred adaboostom som ju uprednostil
najma¨ kvoˆli zlozˇitosti pr´ıpravy klasifika´torov.
K tomu aby som mohol pouzˇit’ meto´du konvolucˇny´ch masiek si potrebujem vyrobit’
masky pre roˆzne typy rohov. Podl’a tvaru znacˇky ich moˆzˇme rozdelit’ na:
• trojuholn´ık : Obsahuje tri vrcholy. V idea´lnom pr´ıpade je dopravna´ znacˇka tro-
juholn´ıkove´ho tvaru, rovnostranny´ trojuholn´ık. Rovnostranny´ trojuholn´ık ma´
vsˇetky uhly 60◦. Ked’zˇe ja budem pracovat’ s rea´lnymi da´tami, budem pripu´sˇt’at’
aj miernu odchy´lku od idea´lneho rovnostranne´ho trojuholn´ıka. Pre na´jdenie tro-
juholn´ıku v obraze je potrebne´ na´jst’ horny´ (pr´ıpadne dolny´, ak je opacˇne otocˇeny´
trojuholn´ık) roh a l’avy´ a pravy´ dolny´ (respekt´ıve horny´) roh.
• obdl´ˇznik : Obsahuje sˇtyri v idea´lnom pr´ıpade 90◦ rohy. Takisto ako pri troj-
uholn´ıku bude pr´ıpustna´ urcˇita´ odchy´lka od idea´lneho prave´ho uhla, pretozˇe
pracujem s rea´lnym a nie s idea´lnym obrazom. I ked’ obd´lzˇnik obsahuje sˇtyri
roˆzne rohy, je to v podstate ten isty´ typ len inak otocˇeny´, takzˇe mi stacˇ´ı vyrobit’
jednu konvolucˇnu´ masku pre 90◦ roh a tu´ potom vhodne otocˇit’, aby som z´ıskal
ostatne´ masky.
• kruh: Aj ked’ kruh vo svojej podstate rohy neobsahuje je mozˇne´ na jeho obvode,
ako sa uva´dza v [4], na´jst’ pomocou konvolucˇny´ch masiek rohy rovnake´ ako pri
ob´lzˇniku. Taky´mto pr´ıstupom usˇetr´ıme jedno prehl’ada´vanie obrazu, ked’zˇe pri
hl’adan´ı rohov pre obd´lzˇnik na´jdeme za´rovenˇ aj tie pre kruh.
Pre lepsˇiu na´zornost’ vid’ obra´zok 1.5, kde su´ zna´zornene´ jednotlive´ typy rohov. Po-
trebne´ konvolucˇne´ masky k na´jdeniu rohov vyrobene´ podl’a [4] su´ uvedene´ v pr´ılohe.
Po preveden´ı diskre´tnej konvolu´cie s konvolucˇnou maskou dostaneme vel’a bodov,
ktore´ moˆzˇu byt’ s va¨cˇsˇou alebo mensˇou pravdepodobnost’ou rohami. Tieto su zhluk-
nute´ do urcˇite´ho okolia za´visle´ho pova¨cˇsˇine na vel’kosti detekovane´ho rohu. Pre od-
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stra´nenie nezˇiadu´cich detekci´ı a ponechanie iba najlepsˇej som sa rozhodol pouzˇit’
meto´du non-maxima suppression.
3. Rozpoznanie geometricke´ho u´tvaru – po na´jden´ı vsˇetky´ch potrebny´ch rohov potre-
bujem zistit’ cˇi som pomocou nich schopny´ zostavit’ nejaky´ pozˇadovany´ geometricky´
u´tvar (rovnostranny´ trojuholn´ık, obd´lzˇnik, alebo kruh). Algoritmus ako postupovat’
pri rozpozna´van´ı geometricky´ch u´tvarov je uvedeny´ v sekcii 1.3. Tento algoritmus
vycha´dza z predpokladu, zˇe kazˇda´ dopravna´ znacˇka je urcˇite´ho geometricke´ho tvaru
a ten je zlozˇeny´ z usporiadanej n-tice rohov. Po u´spesˇnom ukoncˇn´ı algoritmu pre
na´jdenie gemometricky´ch u´tvarov je mozˇne´ predpokladat’, zˇe som s vel’kou pravdepo-
dobnost’ou detekoval dopravnu´ znacˇku.
4. Klasifika´cia dopravnej znacˇky – po u´spesˇnom na´jden´ı dopravnej znacˇky je vhodne´
urcˇit’ aku´ dopravnu´ znacˇku som detekoval. Na klasifika´ciu existuje v dnesˇnej dobe
vel’a pr´ıstupov. Asi najzna´mejˇs´ı je algoritmus adaboost. Je to sofistikovany´ a ro-
bustny´ algoritmus, pomocou ktore´ho je mozˇne´ klasifikovat’ prakticky vsˇetko. Ale
mojim ciel’om nebolo pouzˇitie klasifika´torov pri samotnej detekcii dopravnej znacˇky
a vyuzˇitie robustne´ho adaboostu na samotne´ urcˇenie na´zvu dopravnej znacˇky je podl’a
moˆjho na´zoru zbytocˇne´. Bolo by potrebne´ vyrobit’ klasifika´tor samostatne pre kazˇdu´
dopravnu´ znacˇku. Z ty´chto doˆvodov a aj preto, zˇe v zadan´ı nebolo vyzˇadovane´ do-
pravnu´ znacˇku klasifikovat’ som sa rozhodol vyuzˇit’ algoritmus template matching.
Je to algoritmus ako sa p´ıˇse v [13], ktory´ sa vyuzˇ´ıva pri rozpozna´van´ı maly´ch cˇast´ı
v obra´zku. Viac o template matchingu je uvedene´ v sekcii 1.4.2.
Ako vstupne´ da´ta bude syste´m pozˇadovat’ obra´zok v niektorom zo sˇtandarny´ch forma´tov
(bmp, jpeg, png, . . . ). Jeho vy´stupom bude v pr´ıpade cˇisto detekcie poˆvodny´ obra´zok
s vyznacˇenou dopravnou znacˇkou a na sˇtandardny´ vy´stup sa vyp´ıˇsu su´radnice l’ave´ho
horne´ho a prave´ho dolne´ho vrcholu obd´lzˇnika, ktory´ vyznacˇuje na´jdenu´ dopravnu´ znacˇku.
V pr´ıpade, ked’ bude pozˇadovana´ aj klasifika´cia bude vy´stupom poˆvodny´ obra´zok s vy-
znacˇenou dopravnou znacˇkou a popisom o aku´ dopravnu´ znacˇku sa jedna´, na sˇtandardny´
vy´stup sa vyp´ıˇsu su´radnice rovnako ako pri detekcii a navysˇe aj na´zov dopravnej znacˇky.
Celkovy´ na´vrh syste´mu je zobrazeny´ na obra´zku 2.1.
Obra´zok 2.1: Na´vrh syste´mu pre detekciu dopravny´ch znacˇiek
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2.2 Popis implementa´cie
Implemeta´cia navrhnute´ho syste´mu bola urobena´ podl’a prevedenej analy´zy. Bolo ptrebne´
vybrat’ si vhodny´ programovac´ı jazyk. Zvazˇoval som viac mozˇnost´ı, cˇi uzˇ matlab, java,
pr´ıpadne niektor´ı zo skriptovac´ıh jazykov (python, perl, . . . ). Vedu´cim pra´ce mi bola
odporucˇena´ knizˇnica OpenCV, ktoru´ je mozˇne´ vyuzˇit’ v skriptovacom jazyku python, alebo
v programovacom jazyku C/C++. Ked’zˇe interpretovane´ jazyky, ku ktory´m patr´ı python,
su´ ovel’a pomalˇsie ako kompilovane´, ku ktory´m patr´ı C/C++, rozhodol som sa pouzˇit’ pre
implementa´ciu moˆjho syste´mu jazyk C/C++ s knizˇnicou OpenCV.
2.2.1 Knizˇnica OpenCV
OpenCV (Open source Computer Vision) je knizˇnica poˆvodne vyvinuta´ firmou Intel. Ako uzˇ
z na´zvu vyply´va, je to vol’ne sˇ´ıritelna´ knizˇnica s otvoreny´mi zdrojovy´mi ko´dmi, takzˇe moˆzˇe
kazˇdy´ prispiet’ k jej vylepsˇeniu. Ako sa p´ıˇse v [1], knizˇnica OpenCV je nap´ısana´ v jazyku
C/C++, je mozˇne´ ju teda v nˇom aj pouzˇit’, ale je mozˇnost’ pouzˇit’ tu´to knizˇnicu aj v jazyku
python. Je pouzˇitel’na´ ako pod syste´mom Linux, tak aj Windows a MacOS X. Jej najva¨cˇsˇie
vyuzˇitie je v oblasti pocˇ´ıtacˇove´ho videnia v rea´lnom cˇase. Pr´ıklady pouzˇitia OpenCV
knizˇnice v praxi: rozpozna´vanie objektov, segmenta´cia obrazu, rozpozna´vanie tva´re v obra-
ze,rozpozna´vanie ge´st, . . . . Tu´to knizˇnicu vyuzˇ´ıvam najma¨ na nacˇ´ıtanie vstupne´ho obra´zku
a zobrazenie vy´sledku.
2.2.2 Popis jednotlivy´ch cˇast´ı syste´mu
Ako je vidiet’ na obra´zku 2.1, rozhodol som sa rozdelit’ syste´m na tri za´kladne´ cˇasti. Vstu-
pom do syste´mu je RGB obra´zok, v ktorom chceme detekovat’ dopravnu´ znacˇku:
• Segmenta´cia farieb: Je to prva´ cˇast’ syste´mu, takzˇe pracuje priamo so vstupny´m
obra´zkom. Farebna´ sˇka´la, ktora´ je pozˇadovana´, aby v obra´zku zostala je pomocou
RG farebne´ho modelu a dvojrozmernej gaussovej krivky ulozˇena´ v su´bore urcˇuju´com
su´radnice jej stredu , jej rozptyl v oboch smeroch a minima´lnu hodnotu. Na´zov su´boru
sa zada´va pri spusten´ı programu, ak nie je zadany´ pouzˇije sa implicitne su´bor red.rg.
Tento su´bor je vytvoreny´ a dodany´ spolu zo syste´mom ako demonsˇtracˇny´ pr´ıklad, ale
je mozˇne´ vytvorit’ si vlastny´ pomocou programu rg, ktory´ je tiezˇ su´cˇast’ou. Vy´stupom
tejto cˇasti syste´mu je bina´rny obraz, kde biela farba je pre pozˇadovanu´ farbu a sˇeda´ pre
zvysˇok. Sˇeda´ farba bola zvolena´ kvoˆli najlepsˇ´ım odozva´m pri hl’adan´ı rohov pomocou
konvolucˇny´ch masiek.
Program rg sa spu´sˇt’a s parametrom, ktory´ urcˇuje na´zov obra´zka, z ktore´ho budeme
vyberat’ pozˇadovanu´ farebnu´ sˇka´lu. Po vybrat´ı pozˇadovanie farebnej sˇka´ly program
vytvor´ı v RG farebnom priestore dvojrozmernu´ gaussovu krivku (vid’ obra´zok 1.2)
a jej parametre ulozˇ´ı do su´boru. Tento proces stacˇ´ı urobit’ raz, pr´ıpadne ak by sme sa
chceli v budu´cnosti orientovat’ na inu´ farebnu´ sˇka´lu, je mozˇnost’ vytvorit’ novy´ su´bor.
• Na´jdenie geometricky´ch u´tvarov : Ta´to cˇast’ syste´mu je rozdelena´ na dve podcˇasti:
– na´jdenie rohov : Vstupom je bina´rny obraz, v ktorom budu´ hl’adane´ rohy. Na
vyhl’adanie sa pouzˇije diskre´tna konvolu´cia s konvolucˇny´mi maskami pre kazˇdy´
typ rohu zvla´sˇt’. Po preveden´ı konvolu´cie je jeden roh oznacˇeny´ viac kra´t, cˇo je
nezˇiadu´ce. Toto je mozˇne´ odstra´nit’ pomocou meto´dy non-maxima supression.
Je to meto´da pomocou, ktorej sa v urcˇitej oblasti na´jde maximum to je ponechane´
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a ostatne´ hodnoty sa nastavia na nulu. Potom sa ulozˇia su´radnice na´jdene´ho rohu
samostane pre kazˇdy´ typ zvla´sˇt’.
– rozpoznanie u´tvarov : Ako vstup pozˇaduje su´radnice rohov jednotlivy´ch typov.
Prevedie sa algoritmus na rozpoznanie geometricky´ch u´tvarov uvedeny´ v sekcii
1.3. Po u´spesˇnom na´jden´ı su´ su´radnice l’ave´ho horne´ho a prave´ho dolne´ho rohu
ob´lzˇnika ohranicˇuju´ceho na´jdeny´ geometricky´ u´tvar, pravdepodobne dopravnu´
znacˇku, bud’ pouzˇite´ na zvy´raznenie na´jdenej dopravnej znacˇky a vyp´ısanie na
sˇtandardny´ vy´stup, alebo pouzˇite´ d’alej pri klasifika´cii.
• Klasifika´cia dopravny´ch znacˇiek : Dopravnu´ znacˇku som u´spesˇne nasˇiel, zosta´va ju
iba klasifikovat’. Aby som mohol previest’ samotnu´ klasifika´ciu je potrebne´ znorma-
lizovat’ vy´rez obsahuju´ci na´jdenu´ znacˇku, ktory´ je ohranicˇeny´ su´radnicami z´ıskany´m
z detekcie na vel’kost’ zhodnu´ so vzorom, s ktory´m sa bude porovna´vat’.
– normaliza´cia na´jdenej znacˇky : Vstupom pre normaliza´ciu je vy´rez na´jdenej
znacˇky v RGB farebnom priestore. Normaliza´cia, v mojom pr´ıpade zva¨cˇsˇenie
(respekt´ıve zmensˇenie) vy´rezu, je prevedena´ pomocou algoritmu nearest-neighbor
interpolation. Po preveden´ı normaliza´cie je vy´sledkom poˆvodny´ vy´rez s rozmermi
85px× 85px, ktory´ je aj jej vy´stupom.
– klasifika´cia: Ako vstup pozˇaduje normalizovanu´ dopravnu´ znacˇku, ktora´ sa ma´
klasifikovat’ a vzor pomocou, ktore´ho sa ma´ klasifikovat’. Pre lepsˇiu pra´cu som sa
rozhodol pouzˇit’ pre zada´vanie vzorov XML su´bor, v ktorom je uvedena´ relat´ıvna
cesta k vzorove´mu su´boru a presny´ na´zov dopravnej znacˇky. Zo XML su´boru sa
vyberaju´ postupne vzory a preva´dza sa template matching so vstupny´m norma-
lizovany´m vy´rezom, obsahuju´cim dopravnu´ znacˇku. Po prevedn´ı template mat-
chingu dostanem vy´sledok, na kol’ko percent sa dany´ vzor zhoduje s vy´rezom.
Potom je vybraty´ najlepsˇ´ı, ktory´ mus´ı za´rovenˇ sp´lnˇat’ aj minima´lnu hranicu zho-
dy a podl’a neho sa urcˇ´ı presny´ na´zov dopravnej znacˇky vo vy´reze. Vy´stupom
su´ su´radnice ohranicˇuju´ce klasifikovanu´ dopravnu´ znacˇku a jej presny´ na´zov.
2.2.3 Obmedzenia syste´mu
Ako kazˇdy´ syste´m aj tento ma´ svoje obmedzenia. Pri jeho tvorbe bola pouzˇita´ knizˇnica
OpenCV, takzˇe pri kompila´cii zo zdrojovy´ch su´borov je nutne´ mat’ nainsˇtalovanu´ tu´to knizˇnicu.
Pre samotne´ pouzˇ´ıvanie vopred zkompilovany´ch zdrojovy´ch textov to uzˇ nie je potrebne´.
Syste´m bol testovany´ len na operacˇnom syste´me Linux (konkre´tne aj na servery merlin),
takzˇe jeho plnu´ funkcˇnost’ moˆzˇem zarucˇit’ iba pod ty´mto operacˇny´m syste´mom.
Vstupne´ obra´zky su´ nacˇ´ıtane´ pomocou funkcie cvLoadImage z knizˇnice OpenCV. Funkcia
podporuje tieto forma´ty su´borov: Windows Bitmap (BMP, DIB), JPEG su´bory (JPEG,
JPG, JPE), Portable Nerwork Graphics (PNG), prenosny´ forma´t obra´zku (PBM, PGM,
PPM), Sun rastre (SR, RAS), TIFF su´bory (TIF, TIFF).
Z cˇasovy´ch doˆvodov bola do syste´mu naimplementovana´ iba detekcia a klasifika´cia
za´kazovy´ch dopravny´ch znacˇiek. Ale syste´m je navrhnuty´ tak, aby bolo mozˇne´ jednoduche´




Po naimplementovan´ı syste´mu bolo potrebne´ previest’ otestovanie cˇi syste´m pracuje spra´vne.
Pri testovan´ı syste´mov, ktore´ sa zaoberaju´ cˇi uzˇ detekciou alebo rozpozna´van´ım objektov
v obraze sa sku´maju´ tieto faktory:
• detection rate (dr) – percentua´lne vyjadrenie kol’ko z pozˇadovany´ch objektov syste´m
spra´vne detekoval.
• false positives (fp) – pocˇet nespra´vne na´jdeny´ch objektov v obraze.
• false negatives (fn) – pocˇet detekci´ı, ktore´ nemali byt’ detekovane´, ale syste´mom boli
oznacˇene´ ako hl’adane´ objekty.
• false detections (fd) – su´cˇet false positives a false negatives.
Pre testovanie je potrebna´ testovacia sada, ktoru´ som nedoka´zal nikde zohnat’. Preto som
sa rozhodol vytvorit’ svoju vlastnu´ testovaciu sadu pre detekciu za´kazovy´ch dopravny´ch
znacˇiek.
3.1 Testovacia sada
Moˆj syste´m pozˇaduje ako vstup obra´zok vo forma´te, ktory´ doka´zˇe knizˇnica OpenCV nacˇ´ıtat’.
Tieto forma´ty su´ uvedene´ v sekcii 2.2.3. Rozhodol som sa zvolit’ forma´t JPG, kvoˆli jeho
mensˇej vel’kosti, a rozmery obra´zkov 800px×566px. Obra´zky boli fotene´ za plnej prema´vky
a za bieleho dnˇa, ale pri roˆznych svetelny´ch podmienkach. Snazˇil som sa fotit’ dopravne´
znacˇky, na ktore´ svietilo slnko aj tie, ktore´ boli v tieni. Testovacia sada bola vyra´bana´
najma¨ pre detekciu za´kazovy´ch dopravny´ch znacˇiek, pretozˇe moˆj syste´m, ako bolo uvedene´
v sekcii 2.2.3, v jeho su´cˇasnej podobe doka´zˇe detekovat’ iba za´kazove´ dopravne´ znacˇky.
Po nafoten´ı dopravny´ch znacˇiek bolo potrebne´ ich anotovat’. Anota´ciu som sa rozhodol
urobit’ tak, zˇe k testovacej sade je pridany´ textovy´ su´bor, v ktorom su´ informa´cie o kazˇdom
obra´zku zvla´sˇt’ na riadku. Informa´cie su´ oddelene´ bodkocˇiarkou a popis ku kazˇde´mu obra´zku






V ktorom x1,y1 su´ su´radnice l’ave´ho horne´ho rohu a x2,y2 prave´ho dolne´ho rohu, obd´lzˇnika
ohranicˇuju´ceho dopravnu´ znacˇku. Pocˇet znacˇiek predstavuje pocˇet anotovany´ch dopravny´ch
znacˇiek v obra´zku. Na´zov znacˇky je brany´ do u´vahy iba ak je robeny´ test pre klasifika´ciu.
Je potrebne´, aby anotacˇny´ su´bor bol ukoncˇeny´ pra´zdnym riadkom.
3.2 Vy´sledky testovania
dr fp/obra´zok fn/obra´zok fd/obra´zok
detekcia 77,52 % 2,19 0,29 2,48
1. klasifika´cia 62,96 % 0,33 0,37 0,70
2. klasifika´cia 55,56 % 0,31 0,44 0,75
Tabul’ka 3.1: Testy prevedene´ na syste´me detekcie a klasifika´cie dopravny´ch znacˇiek.
V tabul’ke su´ uvedene´ vy´sledky mnou prevedeny´ch testovan´ı. Pri detekcii je s´ıce u´spesˇ-
nost’ relat´ıvne dost’ vysoka´, ale aj hodnota nespra´vne oznacˇeny´ch detekci´ı je vel’mi vysoka´.
Nespra´vne detekcie by sa dali cˇiastocˇne odstra´nit’ pr´ısnejˇs´ımi krite´riami na farbu doprav-
nej znacˇky. Pr´ıpadne zmensˇit’ povolene´ maxima´lne posunutie rohov, jeden vzhl’adom na
ostatne´, alebo maxima´lne splosˇtenie kruhu na elipsu. Pomocou ty´chto u´prav sa ale po-
tom znizˇuje u´spesˇnost’ na´jdeny´ch znacˇiek, ked’zˇe dopravne´ znacˇky moˆzˇu mat’ roˆzne odtiene
cˇervenej farby a pri odfotografovan´ı z uhla moˆzˇu nadobudnu´t’ tvar elipsy. Preto som sa roz-
hodol urobit’ kompromis medzi u´spesˇnost’ou a nespra´vnymi detekciami. Vy´sledkom tohto
kompromisu su´ vy´sledky v tabul’ke 3.1.
Dˇal’ˇsou mozˇnost’ou ako zn´ızˇit’ pocˇet zly´ch detekci´ı je vyuzˇit’ klasifika´cie, ty´mto sa od-
stra´ni va¨cˇsˇina nezˇiadu´cich detekci´ı. V tabul’ke su´ vy´sledky od dvoch roˆznych testov. Prva´
klasifika´cia bola prevedena´ so vzormi, ktore´ boli vybrane´ z rea´lnych obra´zkov a nebolo
im zmenene´ pozadie. Pri druhej klasifika´cii boli pouzˇite´ vzory, ktore´ boli s´ıce z rea´lnych
obra´zkov, ale pozadie dopravnej znacˇky bolo konsˇtantne, pre vsˇetky vzory, nastavene´ na
bielu farbu. Ako je z vy´sledkov testovania vidiet’, pri klasifika´cii pomocou meto´dy template
matching, je lepsˇie ked’ je pozadie vzorov cˇlenite´ ako konsˇtantnej farby. Pri vyuzˇit´ı takej-
to jednoduchej klasifika´cie som dosiahol to, cˇo som potreboval, odstra´nil som prebytocˇne´
detekcie. I ked’ je pravda, zˇe klasifika´cia niekedy zle zaradila znacˇku a pridelila jej iny´
vy´znam. Pre presnejˇsiu a citlivejˇsiu klasifika´ciu by bolo potrebne´ vyuzˇit’ sofisitkovanejˇsej
meto´dy akou je naprikla´d algoritmus adaboost.
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Za´ver
Ciel’om mojej pra´ce bolo nasˇtudovat’ zna´me meto´dy pre detekciu dopravny´ch znacˇiek a na-
implementovat’ syste´m, ktory´ by zvla´dol znacˇky v obraze detekovat’. Pra´cu som sa snazˇil
p´ısat’ tak, aby jej porozumel aj cˇlovek, ktory´ sa s podobnou problematikou nikdy nestretol.
V kapitole 1 som pribl´ızˇil ako sa v dnesˇnej dobe k tejto problematike pristupuje. Su´ v nej
pop´ısane´ roˆzne pr´ıstupy k detekcii dopravny´ch znacˇiek. Niektore´ su´ viac, ine´ menej prefe-
rovane´, ale jednoznacˇne sa ani pri jednej neda´ povedat’, ktora´ meto´da je u´plne zla´ a ktora´
ta´ najlepsˇia. Preto je vzˇdy na programa´torovi akou cestou sa vyberie
Po presˇtudovan´ı problematiky som sa rozhodol naimplementovat’ moˆj syste´m tak ako
je uvedene´ v kapitole 2. V tejto kapitole som sa snazˇil pribl´ızˇit’ precˇo som si vybral tu´
meto´du, ktoru´ som naimplementoval. Snazˇil som sa pribl´ızˇit’ ako som konkre´tnu meto´du
implementoval. Na´sleduju´ca kapitola sa zaoberala testovan´ım syste´mu. Testovania som
robil aj priebezˇne pocˇas implemeta´cie, kde som odhalil niekol’ko chy´b, ktore´ sa mi podarilo
odstra´nit’. V tejto kapitole su´ uvedene´ vy´sledky testov prevedeny´ch na mnou vytvorenej
a anotovanej testovacej sade. Z vy´sledkov testovania je zrejme´, zˇe na syste´me je esˇte cˇo
zlepsˇovat’.
Na syste´me by bolo mozˇne´ v budu´cnosti zlepsˇit’ samotnu´ detekciu, odstra´nen´ım fa-
losˇny´ch detekci´ı, ktore´ spomal’uju´ cely´ proces a su´ nezˇiadu´ce. Dˇalej by bolo mozˇne´ pridat’
detekiu aj iny´ch ako za´kazovy´ch dopravny´ch znacˇiek a pri klasifika´cii pouzˇit’ sofistikova-
nejˇsiu meto´du ako je template matching, cˇ´ım by sa urcˇite zvy´sˇila u´spesˇnost’ dobre klasifiko-
vany´ch dopravny´ch znacˇiek. Asi posledny´m pr´ıpadny´m rozsˇ´ıren´ım by mohla byt’ mozˇnost’
vy´beru medzi spracova´van´ım staticke´ho obra´zku a videa.
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-6 -11 -11 -6 0 4 7 7 4
-11 -18 -18 -11 0 8 13 13 8
-11 -18 -18 -11 0 10 17 17 10
-6 -11 -11 -6 0 12 19 19 12
0 0 0 0 0 12 20 20 12
-6 -11 -11 -6 0 -6 -11 -11 -6
-11 -18 -18 -11 0 -11 -18 -18 -11
-11 -18 -18 -11 0 -11 -18 -18 -11
-6 -11 -11 -6 0 -6 -11 -11 -6
Tabul’ka A.1: l’avy´ dolny´ 90◦ roh
-6 -11 -11 -6 0 -6 -11 -11 -6
-11 -18 -18 -11 0 -11 -18 -18 -11
-11 -18 -18 -11 0 -11 -18 -18 -11
-6 -11 -11 -6 0 -6 -11 -11 -6
-6 -11 -11 12 12 12 -11 -11 -6
-11 -18 -18 19 20 19 -18 -18 -11
-11 -18 17 19 20 19 17 -18 -11
-6 -11 10 12 12 12 10 -11 -6
0 12 20 20 12 20 20 12 0
Tabul’ka A.2: horny´ 60◦ roh
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-6 -11 -11 -6 0 -6 7 7 4
-11 -18 -18 -11 0 -11 13 13 8
-11 -18 -18 -11 0 10 17 17 10
-6 -11 -11 -6 0 12 19 19 12
0 0 0 0 0 12 20 20 12
-6 -11 -11 -6 0 -6 -11 -11 -6
-11 -18 -18 -11 0 -11 -18 -18 -11
-11 -18 -18 -11 0 -11 -18 -18 -11
-6 -11 -11 -6 0 -6 -11 -11 -6
Tabul’ka A.3: l’avy´ dolny´ 60◦ roh
Tieto konvolucˇne´ masky boli pouzˇite´ z [4]. Ich rota´ciou je mozˇne´ z´ıskat’ ostatne´ typy
rohov.
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