The paper studies a single-server queueing system with autonomous service and ℓ priority classes. Arrival and departure processes are defined by marked point processes. There are ℓ buffers corresponding to priority classes, and upon arrival a unit of the kth priority class occupies the place in the kth buffer. Let N (k) , k = 1, 2, . . . , ℓ denote the quota for the total kth buffer content. The values N (k) are assumed to be large, and queueing systems both with finite and infinite buffers are studied. In the case of system with finite buffers, the values N (k) characterize buffer capacities. The paper discusses a circle of problems related to optimization of performance measures associated with overflowing the quota of buffer contents. Our approach to this problem is new, and presentation of our results is simple and clear for real applications.
1. Introduction 2 1.1. Approach 2 1.2. Convention on the notation 3 1.3. Description of the system 4 1.4. Formulation of problems 6 1.5. Organization of the paper 6 2. Another representation for the buffer content processes 8 3. The stability theorem for the infinite buffers system Recently there has been an increasing interest to the effective bandwidth problem for queueing systems with priorities. There are different classes of messages (units) arriving to telecommunication systems, and all them are characterized by their quality of service requirements. In order to provide these quality of service guarantees and allocate necessary network resources, there are used different priority classes characterizing units arriving to that network. There is a large number of papers related to this subject. The detailed review of the related literature can be found in Berger and Whitt [6] (for further discussions see also [7] ). For other relevant contribution to this subject papers see [8] , [13] , [16] , [17] , [21] , [22] and others. These papers all discuss one or other approximation and suggest algorithms for optimal solution for allocation of resources or effective bandwidth problems. For example, Elwalid and Mitra [15] , [16] use Chernoff inequality to approximate loss probabilities in finite buffer systems with large buffers. Berger and Whitt [6] also use exponential asymptotics [7] , [28] for the workload high level crossing of the ith class priority unit. The aforementioned papers all are aimed to solve concrete analytic problems, and their results are based on analysis of analytic transformations (such as Laplace-Stieltjes or z-transform) and their approximations.
The approach of the present paper is substantially differs from these ones known earlier.
1. We consider models of queues with autonomous service mechanism (see e.g. [9] , [10] as well as Section 1.3 of this paper). The main results of our analysis are based on stochastic equations, and our models are studied under quite general setting and can be applied to a wide class of real telecommunication systems. The obtained stochastic equations are then used for analysis of particular systems with exponentially distributed service times, which are a subclass of queues with autonomous service mechanism.
2. The buffer content process is described by so-called buffer type stochastic differential equation. The buffer type stochastic differential equation is a special stochastic differential equation with discontinuous right-hand side. This type of equation has already been used by Elwalid and Mitra [15] , [16] to study the model with two priority classes. However [15] and [16] used the explicit forms of this equation related to low and high priority units. Analysis of these explicit equations is a hard problem. In contrast, we discover very simple representation for cumulative buffer contents, see Lemma 2.1, Lemma 3.1 and Theorem 3.2. According to this representation the system of equations for cumulative buffer content processes is a usual system of stochastic equations describing standard queue-length processes with autonomous service mechanism (see Remark 2.2 for intuitive explanation). This finding essentially simplify the analysis, algorithms of solution and finally gives very simple approximation of the explicit solution. For example this enables us easily study the system with arbitrary number of priorities. Recall that some earlier papers, e.g. [15] , [16] assume that there are two priority groups only, and although there are papers in the literature that also discuss the system with several priority buffers (see [6] for historical review), their analysis in most cases is hard and restrictive.
3. Some papers (e.g. Elwalid and Mitra [15] , [16] ) assume that buffers have large finite capacities and discuss probabilities of buffer overflowing. They use general type estimations for buffer overflow, the Chernoff inequality. In the present paper we offer a unified approach to the systems of the both type with finite and infinite buffers. Large parameters N (k) , k = 1, 2, . . . , ℓ, that are used in the sequel, are referred as quota for buffer content and have relation to finite and infinite buffers systems. In the case of finite buffers models with recurrent input and exponentially distributed service times of batches, we develop the known asymptotic results on losses in GI/M/1/n queues as n → ∞ [2] to the case of GI/M Y =C /1/N k queues (k = 1, 2, . . . , ℓ) with large buffers N k (the second position M Y =C of the notation GI/M Y =C /1/N k means that service of units is exponentially distributed, and batch size is equal to C) and then adapt the obtained asymptotic result to estimate the loss probability of systems with large finite buffers. The asymptotic representation of this paper, that is used for the loss probability in GI/M Y =C /1/N k queues and then for probability of buffer overflow, seems to be more preferable than general type estimations such as Cramer or Chernoff inequalities. The asymptotics of the loss probability in GI/M Y =C /1/N k queues are expressed via the roots of the appropriate functional equations (see Sections 7 and 8) . They are also useful for study of the behaviour of losses from buffers in the case of heavy load conditions. The Cramer and Chernoff inequalities are more rough, although their advantage is that they are explicit inequalities.
1.2. Convention on the notation. The following convention on the notation is accepted in this paper. For any increasing random sequence of points t 1 , t 2 ,. . . , the associated point process Z(t) = the associated marked point process Z(t) = Z(t) j=1 ζ j is always denoted by calligraphic font. All processes considered in the paper are assumed to be right-continuous having left-limits and starting at zero. Exceptions from this rule are especially mentioned in the text (e.g. Remark 1.1). For an arbitrary point process Z(t) its jump in point t is denoted
where Z(t−) is the left-limit of the process in point t. For arrival processes we use letters A and A with sub-or super-script (the notation is given in Section 1.3), and for departure process we use letters D and D. The buffer processes describing the buffer contents will be denoted by calligraphic letter Q with sub-or super-script (the notation is in Section 1.3). Capital Latin later Q is only used in the Appendix. All processes of this paper are assumed to be given on common filtered probability space {Ω, F, F = (F t ) t≥0 , P}.
1.3. Description of the system. The paper concerns with priority queueing system having ℓ buffers. Units arrive to the kth buffer at random time instants t
. . , and the nth unit arriving to the kth buffer has a positive integer random length ϑ (k) n . (In telecommunication systems by length one can mean the required memory for the message.) De-
where I{·} denotes an indicator of event,
j . The departure process D(t) is assumed to be a point process with constant positive integer jumps C. Let χ 1 , χ 2 ,. . . denote times between departures, and let x n = n i=1 χ i denote the nth departure moment. Then D(t) = C ∞ n=1 I{x n ≤ t}. The constant C is called depletion rate. The buffers are numbered 1,2,. . . ,ℓ, and the buffer with lower order number has higher priority. Assume that the buffers are infinite. Then the equation for the first buffer content (highest priority buffer) is the following:
According to (1.1), the buffer content Q (1) (t) is governed immediately by the processes A (1) (t) and D(t) and referred to queueing process with autonomous service mechanism. The queues with autonomous service mechanism were introduced and originally studied by Borovkov [9] , [10] . For their different applications see [1] , [3] , [4] . The term △A (1) (t) is called arrival jump at time t, and the term △D(t) is called possible departure jump at time t. The prefix possible underlines that departures can occur at specified time instants, and only in the cases where the system is not empty. For further simplifications, throughout the paper we assume that arrival and departure processes are disjoint, i.e. the probability of simultaneous arrival and departure is 0. If t is a point of jump of the process D(t), then the real departure jump at time t is min{Q (1) (t−), C}. Thus, if Q (1) (t−)=0, then there is no departure jump. Q (2) (t) is the second buffer content, the priority of which is lower than that of the first buffer. Q (2) (t) satisfies the equation:
Despite, equation (1.2) has more complicated form than equation (1.1), both these equations are of the same type. The term △A (2) (t) is an arrival jump at time t. The structure of departure jump is more difficult. Specifically, if t is the point of departure jump and {Q (1) (t) > 0}, then {Q (1) (t−) > C}, and the jump is related to the first buffer only. Otherwise, if {Q (1) (t) = 0}, then the following two cases are possible:
In case (i) departures occur from the first buffer, the first buffer is completely released, and if the second buffer is not empty, then only in the case {Q (1) (t−) < C} the departures occur also from the second buffer. In case (ii) departures occur merely from the second buffer, provided that this buffer is not empty. Thus the real departure jump in this case is
Equation (1.2) is easily extended to the kth buffer content for any k =1,2,. . . ,ℓ. Indeed, denoting
we have the following equation (k = 1, 2, . . . , ℓ − 1):
The extension of (1.2) given by (1.5) is quite clear. The term △A (k+1) (t) is an arrival jump at time t (if any) to the buffer content Q (k+1) (t−). The other term of (1.5)
is also similar to the corresponding term of (1.2). If t is a point of jump, then the meaning of Q k (t−) is the total content of all buffers the priority of which is greater than the priority of the given k + 1st buffer before the jump at point t, and {Q k (t) = 0} is the event, that all buffers the priority of which is greater than the priority of the given k + 1st buffer, are empty after the jump at time t.
In the sequel the process Q k (t) is called the kth cumulative buffer content.
1.4. Formulation of problems. The paper concerns with the following circle of problems. Let N (1) , N (2) , . . . N (ℓ) be large positive integer values.
Assuming that appropriate limits in probability exist, denote
The meaning of A ℓ (t) is the total number of arrivals until the time moment t. Then the meaning of J (k) is the fraction of arrival instants when the length N (k) of the kth buffer is exceeded. Let α (1) , α (2) ,. . . , α (ℓ) be real positive numbers, the meaning of which is cost, and
The typical questions arising here are the following. 1. Assume that the parameters N (1) , N (2) , . . . , N (ℓ) are known, but the rate of depletion C is unknown. Under what value of the rate depletion C we have J ≤ ε, where ε is a given positive small value? This question can be formally written as follows: minimize C subject to J ≤ ε.
2. Assume that C is known, but N (1) , N (2) , . . . , N (ℓ) are unknown. Assume additionally that with given β (2) , β (3) ,. . . ,β (ℓ) the values N (1) , N (2) , . . . , N (ℓ) must satisfy the condition: N (1) = ⌊β (2) N (2) ⌋=⌊β (3) N (3) ⌋ = . . . = ⌊β (ℓ) N (ℓ) ⌋, where ⌊·⌋ is the notation for the integer part of number. The problem is to minimize N (1) subject to J ≤ ε. Remark 1.1. (1.6) remains correct both for the finite and infinite buffers systems. In the case of the system with infinite buffers, Q (k) (t), k = 1, 2, . . . , ℓ all are assumed to be right continuous having left limits. In the case of finite buffers system, Q (k) (t), k = 1, 2, . . . , ℓ are not longer right-continuous. For example, if N (1) is the capacity of the first buffer, and at moment t (1) j the buffer is overflowed, then we admit that Q (1) t (1) j is greater than N (1) in this point t (1) j . However in the neighborhood of this point Q (1) t
Then the left and right limits of Q (1) (t) in point t (1) j are assumed to be not greater than N (1) , and t (1) j is an isolated point. 1.5. Organization of the paper. The paper consists of 12 sections and appendix, and Section 1 is an introduction. In Section 2, Lemma 2.1 stating that the kth cumulative buffer content has the representation given by (2.1) is proved. The intuitive sense of Lemma 2.1 is that the kth cumulative buffer content for the system with infinite buffers is described by the same equation as the queue-length process in the queueing system with autonomous service mechanism, the arrival process of which is A k (t) and the departure process D(t). In Section 3 we prove the stability theorem. The main condition of stability is (3.4) , and the proof of the stability is based on reduction to the buffer type stochastic differential equation, application of the properties of this type of stochastic differential equation (existence and uniqueness of its solution) and the known stability theorem of Borovkov [9] , [10] for the queueing system with autonomous service mechanism. In section 4 the model with finite buffers is considered. It is shown that the equations for cumulative buffer contents in this case are similar to the case of model with infinite buffers. In Section 5 we derive the formula for J (k) , k = 1, 2, . . . , ℓ. The formula is derived by using the level-crossing method which is based on representation (5.3). In Sections 6, 7 and 8 the special models of queueing systems are studied. The results of these sections are illustrative, and we do not discuss the general buffer models with batch arrival such as GI X /M Y =C /1 queues, although the asymptotic geometrical bounds for stationary probability to reach high level N in GI X /M Y /1 queues is known (see [14] ). The only attention is given to the systems the arrival processes of which are ordinary (non-batch). All models considered in the above sections are particular cases of more general models which are discussed in Sections 2, 3 and 4. In Section 6 we study different Markovian models of the system assuming that the processes A k (t), k = 1, 2, . . . , ℓ and D(t) all are Poisson. In Sections 7 and 8 the models with independent identically distributed interarrival times are considered, where the infinite and finite buffers cases are considered in Section 7 and 8 respectively. The results of Section 8 are based on extension of the recent results [2] . As in [2] the asymptotic analysis is based on reduction to appropriate representation helping us to use then the Takács theorem on asymptotic behavior of the convolution type recurrence relation [27] , p. 22-23. Section 8 is divided into two subsections. In Section 8.1 the asymptotic behaviour of losses are studied under "usual" conditions, while in Section 8.2 the analysis of losses is done under heavy load conditions. In Section 9 the approximation of the initial problem stated in Section 1.4 by another related problem is suggested. The idea of this approximation is heuristic, and the approximation problem is close to the initial. In Section 10 algorithms for numerical solution of the problems stated in Section 9 are proposed. Section 10 is divided into two subsections corresponding to algorithms for one and other problem formulated in Section 9. In Section 11 numerical solutions of the problem are provided. Numerical solutions are proposed for one of the formulated problems with infinite and finite buffers in the cases where interarrival times are deterministic or exponentially distributed random variables given in Sections 11.1, 11.2 and 11.3. There are concluding remarks in Section 12. Appendix recalls the properties of buffer type stochastic differential equations.
Another representation for the buffer content processes
The representation for the buffer content of infinite buffers systems given by (1.1), (1.2) and (1.5) looks complicated and is difficult for the further analysis. In this section we derive another representation for these buffer content processes.
We prove the following lemma.
Lemma 2.1. For all k = 1, 2, . . . , ℓ for the kth cumulative buffer content Q k (t) the following equation holds:
Remark 2.2. The statement of Lemma 2.1 has a simple intuitive explanation. For example, in the case ℓ = 2 we have two classes of units, and clearly that the cumulative buffer content process Q 2 (t) = Q (1) (t) + Q (2) (t) contains two unit classes together, and therefore it must behave as a usual (i.e. without priorities) queue-length process with autonomous service mechanism, the arrival process of which is
, and departure process is D(t). This intuitive explanation is easily extended to the case of arbitrary ℓ number of classes.
Proof. We start from equation (1.1). In order to write this equation in customary form of stochastic equation, we use the process D(t) = ∞ n=1 I{x n ≤ t}. The jumps of the process D(t) are equal to 1, and according to definition, we have CD(t) = D(t) for all t ≥ 0. Then owing to assumption that arrival and departure jumps are disjoint, (1.1) can be rewritten
The equivalence of representations of (1.1) and (2.2) can be easily checked by considering small time interval (t − δ, t] containing exactly one event as either arrival or departure of a unit. Then the term
of the integrand shows that if u is the point of jump of the process D(t), and Q (1) (u−) = n ≤ C, then Q(u) = 0. Similarly to (2.2), equation (1.2) can be rewritten as follows:
The explanation of the equivalence of (1.2) and (2.4) is similar to the above case, but slightly more complicated in details. Specifically, the presence of the term I Q (1) (u) = 0 in the integrand is obvious, and the validation of the term
is explained similarly to that of (2.3).
Let us now find the representation for (2.2) and (2.4) we obtain:
5)
Thus for k = 1, 2 we have already shown
Let us prove (2.1) by using the induction.
For this purpose let us write first a representation for Q (k+1) (t), k = 1, 2, . . . , ℓ − 1. Similarly to (2.4) we have:
Equation (2.6) is a straightforward extension of (2.4). Therefore, assuming that (2.1) is valid for some k and adding Q k (t) and Q (k+1) (t), then similarly to (2.5) for the k + 1st cumulative buffer content we obtain:
Representation (2.1) is proved.
The stability theorem for the infinite buffers system
In Section 2 we derived representation (2.1) of Lemma 2.1. Representation (2.1) enables us to use a unified approach to analyze buffers contents. Although representation (2.1) looks simple it is not traditional. The righthand side of this equation contains the specific sum C j=1 (·). Nevertheless, the buffer content processes can be expressed in a customary form of stochastic differential equation with discontinuous right-hand side. (For the general theory of these equations see Filippov [18] .)
Then, system (2.6) can be rewritten as follows:
In order to see it, notice that there is another equivalent form of Lemma 2.1. Namely, we have the following. Lemma 3.1. For all k = 1, 2, . . . , ℓ, the kth cumulative buffer content process Q k (t) satisfies the equation
Equivalence of representations (2.1) and (3.2) follows from equivalence of representations (1.1) and (2.2) and discussed at the beginning of Section 2.
Then, stochastic differential equation (3.1) is a consequence of representation (3.2). Equations (3.1) are referred as buffer type stochastic differential equations. They can be formally rewritteṅ
. The system of equations (3.1) has a unique solution given by the formula
For the proof of (3.3) see the proof of Lemma A in the Appendix.
Equation (3.3) is well-known in queueing theory. Following Borovkov [9] , we have the following statement of the stability.
and S k (t), k = 1, 2, . . . , ℓ, are stationary point processes, the increments of which coincides in distribution with the corresponding increments of the processes A k (t) − D(t), k = 1, 2, . . . , ℓ.
Then there exist stationary processes Q (k) (T ), k = 1, 2, . . . , ℓ, such that
Proof. The proof is based on representation (3.3) and can be found in Borovkov [9] . Specifically, it follows from that proof that there are stationary processes Q k (T ), k = 1, 2, . . . , ℓ such that
Therefore, keeping in mind that Q (k) (t) = Q k (t) − Q k−1 (t), k = 2, 3, . . . , ℓ and Q (1) (t) = Q 1 (t), from (3.7) we have (3.5) and (3.6).
The finite buffers model
Equation (2.1) and other related equations for infinite buffers content can be easily extended for the model with finite buffers. For this purpose we introduce new arrival processes A (k) (t) derivative from the initial processes A (k) (t) as follows. We set
The arrival processes A (k) (t) take into account only jumps of real buffer content process. Thus A(t) − A(t) is the number of lost units during time t, and A(t) − A(t) is their total length during that time t.
Then the buffer content process Q (1) (t) is defined by the pair of equations
Thus in the case △A (1) (t) = △A (1) (t) the buffer contents Q (1) (t) and
Q (1) (t+) are equivalent and there is no loss in time t. Otherwise, if △A (1) (t) = △A (1) (t), then there is a loss of a unit in time t.
Next, similarly to (1.5) for k = 1, 2, . . . , ℓ − 1 we have another pair of equations:
Similarly to Lemma 2.1 for the finite buffers model we have the following lemma.
Lemma 4.1. For all continuity points of the kth cumulative buffer content process Q k (t), k = 1, 2, . . . , ℓ, we have:
Deriving the formula for J (k) by the level-crossings analysis
In this section we study the dynamics of the buffer lengths by levelcrossings analysis for the infinite buffers model. It is assumed throughout that condition (3.4) for the stability is fulfilled.
In addition to the stability condition assume:
Then according to (3.4) the sequences n −1 n i=1 ϑ (k) i , k = 1, 2, . . . , ℓ, as n → ∞, also converges with probability 1.
Recall that t
. . , (k = 1, 2, . . . , ℓ) denote the sequence of points (arrival moments) of the process A (k) (t), and x 1 = χ 1 , x 2 = χ 1 + χ 2 , . . . denote the sequence of points (the moments of possible departure jumps) of D(t).
Then, for the number of up-and down-crossings for m ≥ 1 we have the following equation:
Equation (5.3) can be explained as follows. The left-hand side of equation describes the number of arrivals during time t when before arrival of a unit the buffer content is less than m, and at the moment of arrival it becomes not smaller than m. This constitutes the number of up-crossings of the level m during time t. The first term of the right-hand side describes the number of departure moments when immediately before departure of a unit the buffer content is between m and m + C − 1. (Then after the departure the buffer content is between max{0, m−C} and m−1, and this constitutes the number of down-crossings of the level m). The difference between the number of upcrossings and down-crossings of the given level m can be either 1 or 0, and the second term of the right-hand side compensates for this difference.
Dividing the both sides of (5.3) to t, and letting t to increase indefinitely, we obtain:
Equation (5.4) is a basic equation for our further analysis. With ∞ · 0 = 0 for the left-hand side of (5.4) we have:
The right-hand side of (5.4) can be rewritten as follows:
From (5.5) and (5.6) we obtain:
Next, from (5.7) and (1.6) we have:
Representation (5.8) is especially useful in the cases when information on arrival processes is unavailable. Specifically, the moments of arrival of units and their lengths are assumed to be unknown, and only an information on the buffer contents immediately before departure moments is available.
Particular Markovian systems
In this section we discuss the particular case when all the processes A (k) (t), k = 1, 2, . . . , ℓ are mutually independent Poisson processes with rates λ (k) , and the process D(t) is a Poisson process with rate µ independent of all arrival processes.
Let N 1 , N 2 ,. . . ,N ℓ denote large integer numbers, N 1 < N 2 < . . . < N ℓ , and let
Note first (see (5.8) ) that for J k , k = 1, 2, . . . , ℓ we have the following representation:
where λ k = λ (1) +λ (2) +. . .+λ (k) , k = 1, 2, . . . , ℓ. The proof of representation (6.1) is given similarly to the proof of (5.8) with minor difference in the notation.
According to the assumption all the processes A k (t), k = 1, 2, . . . , ℓ are Poisson with rates λ k , and the process D(t) is a Poisson with rate µ. The Poisson process D(t) admits the semimartingale decomposition D(t) = µt + M D (t), where M D (t) is a martingale. Therefore, (6.1) can be rewritten (6.2)
The second term in representation (6.2) is equal to zero, therefore
Deduce now explicit representations for (6.4) lim
Going back to representation (5.7) and assume that the random variables ϑ (k) j are integer mutually independent and for each k = 1, 2, . . . , ℓ identically distributed having span 1. Then we obtain the following. Let p k (r) denote the probability that an arrival jump is not smaller than r (r ≥ 1). Then from (5.7) we have: Since arrivals are Poisson, then by the total probability formula
and (6.5) is rewritten From Chapman-Kolmogorov equations which hold for Markovian queues, one can conclude that the stationary probabilities do exist, and P k,m = t −1 lim t→∞ 1 t t 0 P{Q k (u) = m}du. Then from (6.6) we finally have the following statement. Proposition 6.1. The stationary probabilities for the cumulative buffer contents are given by the system of equations
Following Economou and Fakinos [14] , who studied GI X /M Y /1 queues, one can write a close form for the generating functions of P k,m , k = 1, 2, . . . , ℓ as well as geometric bounds for these probabilities as m → ∞. 1 Let us now consider the particular case where P ϑ (i) 1 = 1 = 1. In this case (6.7) reduces to
From equation (6.8) we have the following property: there exists a positive constant ϕ k < 1 such that for any nonnegative integer m ϕ k P k,m = P k,m+1 , k = 1, 2, . . . , ℓ. Therefore, (6.9) P k,m = ϕ m k (1 − ϕ k ), k = 1, 2, . . . , ℓ. The constant ϕ k must be a solution of equation
By virtue of the normalization condition
belonging to the interval (0,1). Notice, that the stability condition is λ ℓ Cµ < 1. Therefore λ k Cµ < 1, k = 1, 2, . . . , ℓ, and there is exactly one solution of (6.10) obeying this condition. Indeed,
The following additional condition is missed in the main statement of [14] : the common divisor of possible values X and Y must be equal to 1. and the right-hand side of (6.11) is less then z if z < 1, and it is not smaller than z otherwise. For example, in the case C = 2 this solution is
The result obtained in this particular case can be summarized as follows.
Proposition 6.2. For k = 1, 2, . . . , ℓ the distributions of cumulative buffer contents are given by
where ϕ k is a unique solution of algebraic equation (6.10) belonging to the interval (0, 1).
The result similar to that of Proposition 6.2 can be also found in [11] for the node of a network the customers of which are served by random batches.
The buffers content distribution of GI/M Y =C /1 queues
We start this section from representation for the buffer content processes in the case where the arrival processes A (k) (t), k = 1, 2, . . . , ℓ all satisfy (5.1), and the process D(t) is Poisson. (In this case condition (5.2) follows automatically.) We have: (7.1) does not permit to obtain explicit results for the stationary probability and in the case where the processes A (k) (t), k = 1, 2, . . . , ℓ all are renewal processes. However, Lemma 2.1 enables us to conclude that cumulative buffer contents are distributed as the corresponding queue-length processes of GI/M Y =C /1 queueing systems.
By GI/M Y =C /1 queue we mean a single-server queueing system with recurrent input and exponentially distributed service time of the constant size batch C. In the sequel we use the notation GI/M C /1 for these queueing systems. GI/M C /1 queueing systems are particular systems with autonomous service mechanism, and they are therefore described by buffer type stochastic differential equations or by one of the above equivalent forms of these equations. For these queueing systems therefore Lemmas 2.1 and 3.1 remain true. Specifically, from these lemmas one can conclude that the cumulative buffer content processes are described by the steady-state distributions of the usual queue-length processes of the GI/M C /1 queues. By standard method, for the limiting stationary probabilities for the cumulative buffer contents of GI/M C /1 queues is calculated as follows. Let t k,j denote the jth arrival moment to one of the first k buffers. Then for limiting stationary probability we have the following. Proposition 7.1. For cumulative buffer contents Q k (t), k = 1, 2, . . . , ℓ.
where ς k is the (unique) root of the functional equation
in the interval (0,1) , B k (s) = Proof. The stationary probabilities of GI X /M Y /1 queues can be found in Economou and Fakinos [14] , and the statement for GI/M C /1 queues can be obtained from their result. On the other hand, the proof of the result for the GI/M C /1 queue is much simpler than that result for general GI X /M Y /1 queues. First of all notice, that it follows from (7.1) that the state probability immediately before arrival, P k,m , is
and according to representation (7.1) P k,m = (1 − z)z m , z < 1. Let f m denote the number of up-(down-) crossing of level m during a busy period of GI/M C /1 queue (the number of cases where immediately before arrival there are m customers in the system). Then, by renewal arguments Ef m = z m , and according to the total expectation formula for any m ≥ 1 we have the following equation:
where B k (x) is the probability distribution function of interarrival time. Therefore, from (7.4) we obtain
and the statement of Proposition 7.1 follows. 
which after elementary algebraic transformations easily reduces to (6.10).
Loss probabilities for cumulative buffers
In this section we discuss loss probabilities assuming that the kth cumulative buffer content has large capacity N k . We study buffer loss probabilities under "usual" and heavy load conditions. 8.1. Loss probabilities under "usual" conditions. We use the notation GI/M C /1/N k for the queueing systems with finite capacity N k . It is similar to the notation that used for the queueing systems with infinite capacity in the previous section. According to Lemma 4.1 the cumulative buffer contents in continuity points of the process Q k (t) behave as usual GI/M C /1/N k queues. However, the behavior of the number of losses, the main characteristics of interest, is essentially different, that is the losses in GI/M C /1/N k queues are not adequate to the losses in the corresponding cumulative buffers Q k (t). Specifically, the losses in GI/M C /1/N k queues occur only in the case of the buffer overflowed when arriving customer meets all waiting places busy. The losses in the cumulative buffers Q k (t) can occur in many cases when one of specific buffers, say jth buffer, 1 ≤ j ≤ k, will be overflowed.
However, in some cases when the values N 1 < N 2 < . . . < N ℓ all are large, the correspondence between GI/M C /1/N k queues and finite buffers models is possible.
Specifically, the loss probability of a customer arriving to one of the first k buffers is not greater than p 1 + p 2 + . . . + p k , where p i denotes the loss probability in the corresponding GI/M C /1/N i queueing system, the probability distribution of interarrival time of which is B i (x). All probabilities p k , 1 ≤ k ≤ ℓ are very small as N k large. They decrease geometrically fast (see Proposition 8.1 below), and the finite sum of these probabilities seems to remain a good upper bound for the buffers loss probability.
Proposition 8.1. The buffer contents loss probability is not greater than
and ς k is the (least) root of the functional equation
in the interval (0,1).
Proof. We consider the GI/M C /1/N k queueing system. Following Miyazawa [23] , the loss probability for the GI/M Y /1/N k queueing system is determined by the formula
where the generating function of π k,j , j = 1, 2, . . . is
where Y (z) is the generating function of complete service batch. In the case of GI/M C /1/N k queueing system Y (z) = z C , and (8.2) can be then rewritten as
In the particular case of C = 1 the asymptotic behaviour of the loss probability has been studied in [2] and [12] . In the case of ρ k < 1 it was based on an application of the Takács theorem [27] , p. 22-23.
In the case of C > 1 the scheme of the proof is similar. Expanding (1-z C ) in the numerator of (8
Therefore, the other generating function Π k (z) = 1 1−z Π k (z) looks
and the loss probability is
Our goal is therefore to find asymptotic behaviour of π k,N k as N k → ∞. The equation z = B k (µ − µz C ) has exactly one solution ς k in the interval (0,1). Therefore, according to Abel's theorem
and from (8.6) and (8.7) we therefore obtain
In order to prove the theorem we have to obtain a stronger estimation than (8.8) . For this purpose rewrite (8.5) in the form
The numerator of (8.10) is the generating function of integer random variable, and denoting R(z) = ∞ n=0 r n z n = B k (µ − µz C ), we have:
Then (see Takács [27] )
f n−j+1 r j , f 0 = 0, and since ς k < 1, we correspondingly obtain γ = ∞ n=1 nr n > 1. According to formula (35) of [27] , p. 23
where δ is the least root of equation z = R(z) in the interval (0,1). In our case ρ k = 1/γ, and ς k = δ, and we have:
and the statement of the proposition follows from (8.6) after some algebra.
8.2.
Loss probabilities under heavy load conditions. The loss probabilities under heavy load conditions for GI/M/1/n queues have been recently studied in [2] and [29] . For the further development of these results see also [5] and [30] . Consider the case of heavy load conditions. We assume that the load parameter ρ ℓ = λ ℓ Cµ is close to 1. More specifically, we assume that ρ ℓ = ρ ℓ (δ) <1 (δ is a small parameter), and ρ ℓ (δ) approaches 1 from the left as δ vanishes. Denote ρ ℓ,j = µ j ∞ 0 x j dB ℓ (x) (ρ ℓ,1 = 1/ρ ℓ ). We have the following result. Proposition 8.2. Assume that ρ ℓ (δ) < 1, and ρ ℓ (δ) approaches 1 from the left, δN ℓ (δ) → ∆ > 0 as δ vanishes. Assume also that ρ ℓ,2 = lim δ→0 ρ ℓ,2 (δ), and ρ ℓ,3 (δ) remains bounded as δ vanishes. Then
Proof. Let us first derive expansion for the least root of equation z = B ℓ (µ− µz C ) under the assumption of the theorem. Clearly, that the root of this equation approaches 1 as δ vanishes. Therefore, using the Taylor expansion of B ℓ (µ − µz C ) as δ vanishes we obtain the following equation for ς ℓ
Ignoring the last term o(1−z) 3 we have the quadratic equation, the solutions of which are z = 1 and z = 1 − δ/ C 2 ρ ℓ,2 . Therefore we obtain
Notice, that representation similar to (8.16) for the root of equation z = B ℓ (µ − µz) (particular case where C=1) has been obtained in Subhankulov [25] , p. 326. Next, the asymptotic representation for p k , k = 1, 2, . . . , ℓ is given by (8.1) . For our purpose of the proof of this theorem we however will use the more simple and rough estimation given by (8.17 )
Then, for k = ℓ the main term of asymptotic expansion for the numerator of (8.17) [2] , [5] for details of the proof), and according to (8.16) the main term of the asymptotic expansion of the denominator of (8.17)
The proposition is proved.
Approximation of the solution in the particular cases
In this section we discuss the approximation of the solution for the problem stated in Section 1.4. The problem in Section 1.4 is to minimize functional (1.7) containing the terms α (k) J (k) associated with buffer contents Q (k) (t), k = 1, 2, . . . , ℓ.
However in all particular cases above the explicit solutions were obtained for the cumulative buffer contents Q k (t), k = 1, 2, . . . , ℓ, and the solution of the problem in the initial terms seems to be hard. Therefore we formulate and solve the problem in new terms. This solution of the new problem is then used to approximate the desired solution of the initial problem. Replacing functional (1.7) by
we have then the following problems similar to the problems formulated above in Section 1.4. 1. Assuming that N 1 , N 2 ,. . . ,N ℓ are known, minimize C subject to J ≤ ε.
2. Assume that C is known, but N 1 , N 2 ,. . . ,N ℓ are unknown. Assume additionally that with given β 1 , β 2 ,. . . ,β ℓ−1 the values N 1 , N 2 ,. . . , N ℓ must satisfy the condition:
The values α 1 , α 2 , . . . , α ℓ ; N 1 , N 2 ,. . . , N ℓ are unknown, and by approximation of the solution of the problem we mean to find correspondence between the vectors (α 1 , α 2 , . . . , α ℓ ) and (α (1) , α (2) , . . . , α (ℓ) ) and between the vectors (N 1 , N 2 ,. . . , N ℓ ) and (N (1) , N (2) ,. . . , N (ℓ) ) such that the solution of the initial problems formulated in Section 1.4 and new problems formulated in this section would be approximately the same.
Consider first the queueing systems with infinite number of waiting places, say GI/M C /1 queues.
Notice, that α 1 = α (1) and N 1 = N (1) . According to Proposition 7.1 the expected queue-length of the kth cumulative buffer content immediately before arrival of a unit is
From (9.2) we have the following. Put
and then (9.4)
Similarly to (9.3) and (9.4) for k = 1, 2, . . . , ℓ − 1 we set
Let us now express the correspondence between the vectors (N (1) , N (2) ,. . . , N (ℓ) ) and (N 1 , N 2 ,. . . , N ℓ ). Let β (2) , β (3) ,. . . , β (ℓ) be such the real numbers that
Then for the purpose of approximation the values β 2 , β 3 ,. . . ,β ℓ are assumed to be taken (9.7) β k = β (k) 1 + β (k) , k = 2, 3 . . . , ℓ,
For the queueing model with large finite buffers, say GI/M C /1/N k , k = 1, 2, . . . , ℓ, the approximation is similar. Specifically, approximation for (α 1 , α 2 ,. . . , α ℓ ), because of large buffers, can be given by (9.2)-(9.5). The values β 2 , β 3 ,. . . ,β ℓ are assumed to be taken by same relation (9.7).
Minimization algorithms for the functional J
In this section we discuss the problem of minimization of the functional J defined by (9.1). J 1 , J 2 ,. . . , J ℓ depends on parameters C, N 1 , N 2 ,. . . , N ℓ . 10.1. C is known while N 1 is unknown. Assume first that C is known, N 1 is unknown, and the problem is to find the value N 1 minimizing the functional J in the buffer models, where explicit representation for the state probabilities as well as for J k , k = 1, 2, . . . , ℓ are known. These models are considered in Sections 6, 7 and 8.
To be specific we refer to the models of infinite buffers of GI/M C /1 queues. The algorithm has the following steps.
• Step 1. Calculate ς k , k = 1, 2, . . . , ℓ. Recall that ς k is the root of functional equation (7. 3) in the interval (0,1). For each k it can be calculated by the fixed point method or by one of other well-known methods, say direct search method or gold section method (e.g. see [20] ).
• Step 2. We have ℓ geometric distributions obtained in Step 1, and therefore one can compute the corresponding values N 1 , N 2 ,. . . ,N ℓ at which each of the tails of the geometric distributions multiplied to the corresponding coefficient α k , k = 1, 2, . . . , ℓ will be less than ε (i.e. α k J k < ε).
• Step 3. By using the known coefficients β 2 , β 3 , . . . , β ℓ one can find the value N lower
is the maximum amongst all minimal values of N 1 under which α k J k < ε for all k = 1, 2, . . . , ℓ. Specifically, we have the system: min N 1 : is the maximum amongst ℓ obtained values of N 1 . • Step 5. We solve the following integer programming problem: N 1 , N 2 ,. . . ,N ℓ are known while C is unknown. In the case where N 1 , N 2 ,. . . , N ℓ all are known but C is unknown the algorithm of the problem solution is the following.
10.2.
• Step 1. From the stability condition find the lower (integer) bound for C:
• Step 2. Find the (least) root of functional equation in (0,1).
• Step 3. Compute the functional J.
• If J > ε, then find a new value C and repeat steps 1-3. These procedure should be repeated more and more while J > ε. Since the upper bound of C is unknown, the value C should be found according to the special search procedure offered by Rubalskii [24] .
Rubalskii [24] proposed the minimization algorithm for a unimodal function on an unbounded set. The optimal algorithm is an extension of the standard Fibonacci procedure.
Numerical work
In this section we provide numerical solutions in the case when C = 10 is known, N 1 is unknown, and there are two priority groups with infinite and finite buffers. The rates are λ 1 = 1, λ 2 = 2, and µ = 1. Assume also that N 2 = 2N 1 . We consider two cases. In the first case arrivals are Poisson, and in the second one interarrival times are deterministic. Let α 1 = 1 and α 2 = 2 and ε = 0.000001 In Sections 11.1 and 11.2 buffers are infinite. In Section 11.3 buffers are finite. 11.1. Infinite buffers and Poisson arrivals. We start from the first case, where arrivals are Poisson. In step 1 we have to calculate ϕ 1 and ϕ 2 . Since C = 10 then for these values we have the following equations (see reference (6.10) or (6.11)) (11.1) z 1 + z 2 + . . . + z 10 = 1,
where the solution of the first equation of (11.1) is ϕ 1 , and the solution of the second one of (11.1) is correspondingly ϕ 2 . By calculation we have ϕ 1 ≈ 0.500251 and ϕ 2 ≈ 0.670792 After step 1 we have two geometric distributions. The first is P 1,j = 0.400749 · 0.500251 j , and the second one is P 2,j = 0.329208 · 0.670792 j .
In step 2 we have to calculate the tail probabilities J 1 and J 2 satisfying the conditions J 1 < 0.000001 and 2J 2 < 0.000001 and then corresponding values of N 1 and N 2 . They are N 1 = 19 and N 2 = 36. According to convention N 1 =⌊ 1 2 N 2 ⌋. Therefore we have two values of N 1 . The first is 19, and the second one is ⌊ 1 2 · 36⌋=18. The maximum of these two values is 19. Therefore in step 3 we have N lower 1 = 19. Let us now find N upper 1 . In our case ℓ = 2. Therefore new values of N 1 are found from the inequalities J 1 < 0.0000005 and J 2 < 0.00000025 We obtain: N 1 = 20 and N 2 = 39. To avoid losing a meaningful value we must take N 1 =⌊ 1 2 N 2 ⌋ + 1. Therefore in step 4 N upper 1 = max{20, ⌊ 1 2 · 39⌋ + 1} = max{20, 19} = 20.
In final step 5 we solve the integer programming problem: minimize N 1 : 19 ≤ N 1 ≤ 20 subject to J 1 + 2J 2 ≤ 0.000001, checking only two possible values of N 1 being equal to 19 and 20. The solution is N 1 = 20. Therefore we have to take N 1 = 20 and N 2 = 40. 11.2. Infinite buffers and deterministic interarrival times. In the case of deterministic arrivals we correspondingly have the following equations for ς 1 and ς 2 :
From the first equation of (11.2) we have ς 1 ≈ 0.367892, and from the second one ς 2 ≈ 0.608648
We have the following geometric distributions: P 1,j = 0.632108·0.367892 j and P 2,j = 0.391352 · 0.608648 j . Now calculate the tail probabilities J 1 and J 2 satisfying the conditions: J 1 < 0.000001 and 2J 2 <0.000001 and then the corresponding values N 1 .
In step 2 we correspondingly have N 1 =13 and N 2 =28. Therefore, in step 3 N lower 1 = max{13, ⌊ 1 2 · 28⌋}=14. Passing to step 4 find N upper 1 . We have to calculate tail probabilities J 1 and J 2 satisfying the conditions: J 1 < 0.0000005 and 2J 2 <0.0000005 and then corresponding values of N 1 . We have N 1 =14 and N 2 =29. Therefore N upper 1 = max{14, ⌊ 1 2 · 29⌋ + 1}=15. Therefore in step 5 we have to solve the following integer programming problem: minimize N 1 : 14 ≤ N 1 ≤ 15 subject to J 1 + 2J 2 ≤ 0.000001, checking in fact only two possible values of N 1 . The solution is N 1 = 15. Therefore we have to take N 1 = 15 and N 2 = 30.
11.3. Finite buffers and deterministic interarrival times. In this section we provide numerical analysis of the model with finite buffers. The analysis slightly differs from the case of infinite buffers. Using the known values ς 1 ≈ 0.367892 and ς 2 ≈ 0.608648 calculated in Section 11.2 we find the corresponding values N 1 and N 2 assuming that J 1 = p 1 < ε = 0.000001, and J 2 = p 1 + p 2 < ε/2 = 0.0000005 (see Proposition 8.1). The relation for p 1 and p 2 is given by (8.1) . In these calculations we however will use the more simple and rough estimation given by (8.17) . Recall that in our case
By calculation we correspondingly obtain N 1 = 13 and N 2 = 27. Therefore N lower 1 = max{13, ⌊ 1 2 · 27⌋} = 13. In the next step we find N upper 1 . We correspondingly have N 1 = 14 and N 2 = 28. Therefore N upper 1 = max{14, ⌊ 1 2 · 28⌋ + 1} = 15. Finally, we solve the integer programming problem minimize N 1 : 13 ≤ N 1 ≤ 15 subject to J 1 + 2J 2 ≤ 0.000001, checking in fact only three possible values of N 1 . The solution is N 1 = 14. Therefore we have to take N 1 = 14 and N 2 = 28.
Concluding remarks
In this paper we studied queueing systems with priority classes and infinite and finite buffers. We derived general type equations for buffer content processes assuming that service mechanism is autonomous. The results of general theory were then applied to special queueing models with exponentially distributed service times. These queueing systems are a particular case of systems with autonomous service mechanism. For the model having large buffers we derived asymptotic result for the loss probability. We developed algorithm for solution of the problem numerically, and gave tree examples. The first two examples were related to the infinite buffers model. In the first example arrivals were Poisson while in the second one interarrival times were assumed to be deterministic. In the case of deterministic arrival the required values N 1 and N 2 were notably less than in the case of Poisson arrivals. The third example was related to the model with finite buffers. The calculations showed that the required values of N 1 and N 2 in the finite and infinite buffers models having the same parameters were close to each other.
Appendix: Buffer type stochastic differential equation By buffer type differential equation we mean the following differential equation with discontinuous right-hand side Therefore, Φ t (S) = Q t .
The lemma is completely proved.
