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Gravitational-wave signals from binary neutron star coalescences carry information about the
star’s equation of state in their tidal signatures. A major issue in the inference of the tidal pa-
rameters (or directly of the equation of state) is the systematic error introduced by the waveform
approximants. We use a bottom-up approach based on gauge-invariant phase analysis and the
Fisher information matrix to investigate waveform systematics and help identifying biases in pa-
rameter estimation. A mock analysis of 15 different binaries indicates that systematics in current
waveform models dominate over statistical errors at signal-to-noise ratio (SNR) &80. This implies
biases in the inference of the reduced tidal parameter that are are larger than the statistical 90%
credible-intervals. For example, while the neutron-star radius could be constrained at ∼5% level at
SNR 80, systematics can be at the ∼10% level. We apply our approach to GW170817 (SNR ∼30)
and confirm that no significant systematic effects are present. Using an optimal frequency range
for the analysis, we estimate a neutron-star radius of 12.5+1.1−1.8 km. The latter is consistent with an
electromagnetic-informed prior and the recent NICER measurement. Exploring SNR &100 in view
of third-generation detectors, we find that all the current waveform models lead to differences of
at least 1-sigma in the inference of the reduced tidal parameter (for any value of the latter). We
conclude that current waveform models, including those from numerical relativity, are insufficient
to infer the equation of state in the loudest (and potentially most informative) events that will be
observed by advanced and third generation detectors.
I. INTRODUCTION
The detection of GW170817 [1], the first coalescing
binary neutron star (BNS) system seen by LIGO-Virgo
detectors, demonstrated how gravitational waves (GWs)
can be employed as a mean to investigate the proper-
ties of cold, dense matter [2–5]. Parameter estimation
(PE) of GW data gives direct information on the masses,
spins and tidal parameters of the two objects involved
in the coalescence. Matched filtering analyses are per-
formed in the Fourier domain by matching the whitened
data, i.e time series sampled at a constant sampling fre-
quency, to a large number of template waveforms within
a Bayesian framework [6]. The tools employed during
PE are based on Markov-chain Monte Carlo (MCMC)
methods or nested sampling algorithms [7]. The template
waveforms are obtained relying on approximate solutions
of the two body problem in general relativity (see e.g.
Refs. [8–11] and references therein). Different approxima-
tions and methods give rise to different template families,
which - during the process of PE - may in principle lead
to different results in the recovery of the source parame-
ters. Errors and biases completely referable to waveform
modeling choices are commonly labelled as waveform sys-
tematics, and are the main topic of the present paper.
Significant waveform systematics, larger than statisti-
cal uncertainties, have yet to be observed for binary neu-
tron star systems: looking at the results coming from
the recent observations of BNS mergers, the parame-
ters of both GW190425 [12] and GW170817 [13] have
been demonstrated to be largely consistent between dif-
ferent waveform families. However, recent studies [14–
20] have pointed out that the measured tidal parame-
ters can be strongly biased depending on the employed
tidal and point mass descriptions of the waveform ap-
proximant. The agreement between the different GW
models employed in the PE of the observed BNS signals
is then mainly due to the relatively low signal-to-noise
ratio (SNR). With the increasing sensitivities of next-
generation detectors [21–26], waveform systematics will
affect the measurements thus leading to discordant (or
inconclusive) results.
In this context, the necessity of understanding the er-
rors introduced by waveform systematics arises. In this
paper, we aim at tackling the issue for SNRs relevant
for advanced and 3G detectors, and provide a bottom-
up approach to guide future BNS analyses. In partic-
ular, in Sec. II we summarize the current knowledge of
the theoretical tools which are employed to a-priori pre-
dict the presence of waveform systematics, we expand on
the argument of Ref. [17] and propose a way, inspired
by [27, 28], to estimate the bias that may affect tidal pa-
rameters. In Sec. III we summarize the key features of
the GW models used in our analysis, and compare them
by computing their gauge-invariant phasing. In Sec. IV
we perform mock PE experiments (injections) with 15
binaries having signal-to-noise ratio ∼80, to study the
posterior distributions of the typical parameters of in-
terest of a BNS merger, such as tidal deformabilities,
mass ratio and spins. Differently from previous studies,
we focus on injections of different masses and EOS (Cf.
[14–16] where fewer binaries have been considered) and
nonspinning waveforms (See [16] for spin effects.) In par-
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2ticular, we discuss the impact of waveform systematics
on the inference of the tidal parameters and the estima-
tion of the radii of the single NSs. In Sec V we apply
the methods developed during the previous sections to
GW170817. We re-analyze the event’s data and find that
analyses considering up to 1kHz are free of systematics.
Finally, in Sec. VI we estimate the impact of waveform
systematics for BNS events detected with third gener-
ation detectors and find that statistical errors will be
comparable to waveform systematics from SNRs > 200
for Λ˜ ' 400− 1000.
Throughout the whole paper we label the two bodies
as A,B. We denote the component masses as mA,mB ,
the dimensionless spins of the bodies as χA,B , the total
mass as M = mA + mB , and define the chirp mass of
the binary as Mc = (mAmB)3/5/(M)1/5. We define the
quadrupolar tidal parameters as
ΛA ≡ 2
3
C−5A k(2)A , (1)
where k
(2)
A is the dimensionless gravitoelectric Love num-
ber [29, 30], and CA ≡ GmA/(c2RA) is the compact-
ness parameter. ΛA is also denoted by λ¯2 [31]. The
quadrupole tidal parameters enters at the leading order
in the phase of the waveform through the reduced tidal
parameter [8, 28]
Λ˜ =
16
13
(mA + 12mB)m
4
AΛA
M5
+ (A↔ B) . (2)
We often switch between mass-rescaled quantities in ge-
ometrical units c = G = 1 and physical units. Since
GM ' 4.925490947µs or '1.476625038 km, the dimen-
sionless frequency ωˆ = GMω relates to the frequency in
Hz by
f =
ω
2pi
' 32.3125 ωˆ M
M
kHz . (3)
II. ORIGIN OF SYSTEMATICS
Waveform systematics are intrinsically related to the
concept of measurability of the waveform parameters.
They arise when the differences due to template choice
are larger than those induced by noise fluctuations in the
detector and statistical uncertainties, i.e when the dis-
tributions of the estimated parameters θ¯ have a width
σθ smaller than the differences ∆θ induced by waveform
models. In this section we highlight, with basic analyti-
cal arguments, that the systematics on tidal parameters
crucially depend on the frequency regime at which the
measurement is effectively performed.
Optimal gravitational-wave data analysis of compact
binaries are based on matched-filtering techniques in
which the data are “best matched” to waveform tem-
plates [32]. The accuracy requirements on the waveforms
used in the matched filtering depend on whether wave-
form models are employed for detection or parameter es-
timation. In the former case, waveforms are required to
be only effectual while in the latter they are required to
be faithful [33]. To quantify these concepts, it is neces-
sary to introduce a metric in the waveform space in order
to measure how close two waveforms are. The basic quan-
tity used in in GW analysis theory is the Wiener inner
product between two waveforms h(t) and k(t), defined by
(h|k) = 4<
∫
h˜(f) k˜∗(f)
Sn(f)
df , (4)
where h˜(f) is the Fourier transform of h(t) and Sn(f)
is the power spectral density (PSD) of the detector.
The faithfulness (or match) is the normalized and noise-
weighted inner product
F = max
tc,φc
(h|k)√
(h|h)(k|k) , (5)
where tc, φc are respectively the time and phase of the
waveform at a reference time. The match F defines an
“angle” in the waveform space; F = 1 indicates perfect
overlap between h and k. The mismatch F¯ = 1 − F
gives the loss in signal-to-noise ratio (squared) when the
waveforms are aligned in time and phase. Accuracy re-
quirements for both detection and PE can be expressed
in terms of F 1. A mismatch of F¯ = 0.03 corresponds
to ∼10% of detection losses [35], which is assumed as the
effectualness condition for a template bank. Necessary
conditions for faithful waveform models can be expressed
in terms of F [34, 35] (see below).
Generally, the parameters of a GW signal are measured
using matched-filtering techniques within a Bayesian
framework [7]. Defining d˜(f) = A˜d(f)e
iΨd(f) as the
target (injected or measured) strain of data, h˜(f,θ) =
A˜h(f,θ)e
iΨh(f,θ) as the template waveform and θ as the
set of parameters on which h depends, the likelihood
function is
p(d|θ) ∝ e− 12 (d−h|d−h) . (6)
Writing (d− h|d− h) = (d|d) + (h|h)− 2(d|h), the maxi-
mization of the likelihood can be interpreted as the max-
imization of the matched-filtered SNR,
ρ =
(d|h)√
(h|h) ∝ <
∫
A˜dA˜he
i∆Ψ
Sn
df , (7)
where ∆Ψ = Ψh−Ψd. The SNR ρ quantifies the amount
of signal deposited in the recorded data d that is match-
ing a given template h. The optimal SNR, instead, is de-
fined as the matched-filtered SNR computed within the
assumption d ≈ h,
ρopt =
√
(h|h) . (8)
1 Although this has become a common practice, it would be more
appropriate to express these requirements by means of suitable
effectualeness, faithfulness, and accuracy functional, see [34].
3This value identifies the SNR we would get if the signal
were coincident with the template and the noise realiza-
tion were identically zero, which is a first order approxi-
mation of the actual matched-filtered value. Indeed, as-
suming d = h + n and expanding around small values
of n, we get ρ = ρopt + O(n). GW data analysis deliv-
ers probability distributions of the sampled parameters
(posteriors), which can be characterized by their max-
imum probability (peak) values and credible intervals.
The measurements thus obtained can be affected by sta-
tistical uncertainties due to fluctuations of the detector
noise, which impact the posteriors by widening the cred-
ible intervals, and systematic effects due to the waveform
models employed, which can can influence PE by shift-
ing the posterior distributions with respect to the true
values.
A. Statistical Errors
Under the assumption of Gaussian noise, the variance
σ2θi on the measurement of a generic parameter θi due
to statistical errors can be computed through the Fisher
information matrix Fij (see e.g. [34–36]). Given a wave-
form model h˜(f, θ) = A˜h(f)e
iΨh(f), the element (i, j) of
F is defined as
Fij = (∂ih|∂jh) ' 4
∫
A˜2h
Sn
(∂iΨh∂jΨh) df, (9)
where ∂i =
∂
∂θi
and in the last equation we assume that
the amplitude A˜ is not correlated to other parameters
[36, 37]. The variance of the distribution of θi can then
be estimated from Eq. (9) as
σ2θi = (F
−1)ii . (10)
The Fisher Matrix formalism further allows one to
identify the relevant frequency ranges at which differ-
ent parameters are measured. Focusing on Eq. (9), it
is clear that the frequency ranges that contribute to the
computation of σθi are those where the integrand
Iii(f) = 4
A˜2h(f)
Sn(f)
[
∂iΨh(f) ∂iΨh(f)
]
(11)
is largest and different from zero. Using post-Newtonian
(PN) waveforms, whose amplitude A˜ behaves as ∼f−7/6,
it is immediate to show that on a logarithmic frequency
axis these integrands are of type Iii ∼ f−4/3S−1n (f)fpi/3
where the exponent pi depends on the particular pa-
rameter considered [38]. For example, the chirp mass
has pM = −10 and, for a fiducial equal-mass 1.4 +
1.4M BNS, is entirely determined by the signal at low-
frequencies .30 Hz. The symmetric mass ratio integrand
has pν = −6 and the SNR integrand has pSNR = 0,
which implies that they are given by the useful GW cy-
cles below 50 and 100 Hz respectively for the fiducial
BNS (see e.g. Fig. (3) of [38] and Fig. (2) of [39]). By
contrast, the reduced tidal parameters has pΛ˜ = +10,
i.e. IΛ˜Λ˜ ∼ f2/Sn(f), that indicates that the information
on tides increases as ∼f2 between 50 Hz and 800 Hz to
then reach a finite limit at higher frequencies and decay
after merger. This marked difference in the frequency
support of IΛ˜Λ˜ indicates that the measurement of Λ˜ is
not strongly correlated to that of the chirp mass and
mass ratio [38], and that the magnitude of such a corre-
lation decreases as signals become stronger, because the
tidal contribution becomes easier to distinguish from the
rest of the signal [38]. Nonetheless, nontidal parameters
can still impact the determination of Λ˜ (see App. A):
the maximum likelihood values of Λ˜ minimize the overall
high-frequency phase differences ∆Ψ, which can receive
a non-negligible contribution from the point mass sectors
of the approximants.
The integrands Iii(f) can be employed to quantify the
amount of information gathered on the parameter θi per
frequency bin. We define the cumulative information
gathered in an interval [fa, fb] of the frequency domain
as
Fii(fa, fb) =
∫ fb
fa
Iii(f) df . (12)
Values of Fii(fa, fb) close to zero indicate that the range
[fa, fb] does not include relevant information on θi. From
Eq. (10) we obtain
σ2θi ≥
1
Fii(fmin, fmax)
, (13)
where fmax and fmin denote the upper and lower bounds
of the frequency interval chosen for the analysis.
Through the information distribution Iii(f) and its in-
tegral Fii(fmin, f) it is possible to find an optimal fre-
quency range
where most of the information on θi is contained. We
define the upper frequency f iX% that encloses the X% of
information on the i-th parameter from
Fii(fmin, f
i
X%) =
X
100
· Fii(fmin, fmax) . (14)
This definition corresponds to the frequency of the Xth
percentile of the information distribution Iii(f). It is
then possible to estimate the optimal frequency range
for the measurement of the i-th parameter as the in-
terval that encloses the 90% of the total information,
identified by the 5% and the 95% percentiles [f i5%, f
i
95%].
Focusing on the tidal parameter Λ˜, Fig. 1 (left panel)
shows the information distribution IΛ˜Λ˜(f) and the cu-
mulative information FΛ˜Λ˜(fmin, f) computed for some
exemplary binary configurations using the expected de-
sign sensitivity curves for current ground-based detectors
and fmin = 20 Hz. For fiducial BNS mergers with LIGO-
Virgo design sensitivities, the optimal interval [f Λ˜5%, f
Λ˜
95%]
spans a relatively high frequency range: f Λ˜5% ≈ 300 Hz
and f Λ˜95% > 1 kHz. Note that the above intervals are
4FIG. 1. (Left panel) The figure shows IΛ˜Λ˜ (top) and FΛ˜Λ˜(fmin= 20 Hz, f) (bottom) computed for different combination of
(M, Λ˜) fixing |s1| = |s2| = 0, q = 1, DL = 40 Mpc, ι = 0 and locating the source in the optimal sky location for the involved
detector at the GPS time of GW170817 (1187008882.4). We employ TaylorF2 to compute the derivatives of the phase with
respect to Λ˜ and TEOBResumS to account for corrections in the waveform amplitude. The curves are estimated using design
PSD expected for next-generation detectors: red lines refer to LIGO design sensitivity [22], purple lines refer to Virgo design
sensitivity [25], blue lines refer to KAGRA design sensitivity [40, 41], and green lines refer to Einsten Telescope (configuration
D) sensitivity [42, 43]. The vertical lines represent the frequencies f Λ˜5%, f
Λ˜
95%, defined in Eq. (14). (Right panel) Estimations of
fthr (thick lines) and LΛ˜Λ˜ (thin lines) as functions of ρthr ∈ [1, 8] for the cases discussed in the left panel.
independent of the distance of the source from the detec-
tors, i.e the same optimal frequency interval pertains to
a family of signals with varying strengths and SNRs.
The key role played by distance and SNR does not lie
in the determination of the optimal interval, but rather in
governing the extent to which the signal can be measured
and the parameters extracted. Indeed, the accuracy on
the Λ˜ estimation depends crucially on the maximum fre-
quency at which we are able to discriminate the signal
from noise fluctuations. Within the assumption of d ≈ h,
it is possible to estimate the high-frequency threshold fthr
at which the signal power exceeds the noise contributions
as
4
∫ fmax
fthr
|h˜(f)|2
Sn(f)
df = ρ2thr , (15)
where ρthr is an arbitrary threshold value for the SNR.
In the case of multiple detectors, the integral in the left-
hand side of Eq. (15) has to be replaced with the sum-
mation of the integrals evaluated on the different detec-
tors, as it is for an usual summation of SNRs. With this
definition, we guarantee that the power enclosed in the
frequency range [fthr, fmax] does not exceed the thresh-
old ρthr. The choice of ρthr is a subtle issue, since this
value has to quantify the amount of power due to high-
frequency noise and statistical fluctuations: an overes-
timate will lead to the inclusion of portion of the sig-
nal as the noise contribution, while, underestimating the
threshold, one may be led to believe that the signal is
more informative than it really is.
In principle, ρthr should be a negligible value compared
to the total SNR and no signal should be gathered the
range [fthr, fmax]. A conservative choice is ρthr = 1, since
it defines the range in which signal and noise contribu-
tions are comparable and it ensures that we are not dis-
carding a considerable amount of signal. The choice of
ρthr can be relaxed using the standard deviation esti-
mated from the posterior distribution of the SNR coming
from a PE analysis, since it quantifies the uncertainty on
the signal power. Eq. (15) is computed using the approx-
imation of optimal SNR, then the definition of fthr is ex-
act in the limit d → h. In a realistic scenario, the noise
contamination is non negligible, and consequently fthr
can be interpreted as an upper frequency-bound beyond
which the signal power cannot exceed ρthr; this means
that, even in the best case scenario d ≈ h, the power
enclosed in the frequency range [fthr, fmax] will always
be lower (or equal, for d = h) than the threshold power
defined by ρthr. Once fthr is known, it is possible to
evaluate the ratio
Lii(fthr) =
Fii(fthr, fmax)
Fii(fmin, fmax)
. (16)
that quantifies the fractional information loss on the
i-th parameter, since fthr represents, by construction,
the maximum frequency at which the signal is relevant.
Fig. 1 (right panel) shows the estimation of fthr and LΛ˜Λ˜
as functions of ρthr. As ρthr grows, fthr(ρthr) decreases
5because a larger power is required to reach the increas-
ing threshold. Conversely, LΛ˜Λ˜ increases since, increasing
ρthr, we are considering lower values of fthr and the sup-
port [fthr, fmax] increases. From the arguments above it
follows that if fthr  f Λ˜5%, then LΛ˜Λ˜ ≈ 1 and the mea-
surement of the tidal parameter will be strongly affected
by noise fluctuation and by sensitivity limits, with the
possibility of an uninformative inference.
In App. B, we apply the method discussed above to the
injections studied in Sec. IV, in order to prove that the
injection studies are performed in an informative frame-
work for the tidal parameter Λ˜.
Using a GW170817-like template, i.e a waveform whose
intrinsic and extrinsic parameters are fixed to the max-
imum posterior probability of GW170817, and setting
ρthr = 1, we find fthr ≈ 800 Hz for LIGO design sen-
sitivity and fthr ≈ 600 Hz for Virgo design sensitivity,
while for a network of three detectors fthr ≈ 1 kHz and
LΛ˜Λ˜ ≈ 20% 2.
B. Systematic Errors
The probability distribution of the data d = h + n
containing a signal h and noise is∝ e−1/2(d−h|d−h). Thus,
the knowledge of h at 1-σ level is limited to a unit ball
in Wiener space,
(d− h|d− h) < 1 . (17)
Systematic effects due to waveform modeling have been
studied in connection to Eq. (17), e.g. [34, 35]. Given
a waveform model h to approximate the true signal s
recorded in the data d = s + n (where n denotes the
noise contribution), and using the inequality |h − d| ≤
|h− s|+ |s− d| = |δh|+ |n| with δh = s−h, Eq. (17) (or
the condition σ2 > 1) translates into the criterion
(δh|δh) < 2 , (18)
with 2 = 1 (or smaller, for a more strict requirement).
This equation corresponds to demanding that the sys-
tematics biases become of the same order as the statis-
tical ones when the noise level is doubled [34]. It can
be written in terms of the faithfulness as [e.g. Eq. (31)
of [34]]
F > 1− 
2
2 ρ2
, (19)
with 2 ≤ 1. Note that sometimes it is suggested to relax
this criterion by taking 2 = N , the number of intrinsic
parameters of the system [44]. The above criteria are
2 However, note that currently known events do not contain as
much high-frequency information as the signals displayed here.
We will further discuss real GW events in Sec. V.
necessary conditions that have to be satisfied by faith-
ful waveform models. Their violation does not guarantee
the presence of biases. Indeed in Sec. IV D we show that
all of our simulated signals lie well below the faithful-
ness tresholds identified by Eq. (19), though not all of
them present obvious biases on Λ˜. Conversely, if a bias is
present, they do not quantify how large the uncertainty
on the parameters is.
The biases ∆θ = θ¯ − θtrue between the maximum
likelihood (best fit) and the true parameters due to use
of a waveform model h instead of the exact waveform
can be estimated following [27, 28]. The best fit (pos-
sibly biased) values θ¯ minimize the function g(θ) =
(d − h(θ)|d − h(θ)). Therefore, they have to be critical
points of g, thus leading to the condition
(∂jh(θ¯)|d− h(θ¯)) = 0 . (20)
Linearly expanding h(θ¯) ≈ h(θtrue) + ∆θj∂jh(θtrue) and
inserting it in (20) one finds that
∆θi = (F−1(θtrue))ij(∂jh(θtrue)|d− h(θtrue)) (21)
This equation can be reconducted to the accuracy crite-
rion of Eq. (18). Indeed, recalling that σ2ij = (F
−1)ij , we
can write
(σ2ij(θtrue))
−1∆θi = (∂jh(θtrue)|d− h(θtrue)) (22)
multiplying both sides by ∆θj , recalling that h(θ¯) ≈
h(θtrue) + ∆θ
j∂jh(θtrue) and approximating d ≈ h(θ¯)
immediately gives
(σ2ij(θtrue))
−1∆θi∆θj ≈ (d−h(θtrue)|d−h(θtrue)) (23)
Comparing Eq. (18) to Eq. (23) we note that indeed the
validity of the former implies that the systematic biases
∆θi are smaller than uncertainties due to statistical fluc-
tuations, as expected.
Estimates of the parameters bias using Eq. (21) re-
quire knowledge of the derivatives of the waveform model
with respect to the parameters. These quantities, how-
ever, are nontrivial to evaluate for more sophisticated
semi-analytical approximants. One might then try to di-
rectly minimize the function g(θ). This in turn requires
the minimization of an integral in the multi-dimensional
space of the binary parameters, which can be computa-
tionally very expensive. However, we are interested in
the bias in the reduced tidal parameter and thus assume
that (i) the correlation with the other parameters can be
neglected; (ii) the largest biased parameter is Λ˜. The for-
mer assumption roughly holds if the SNR is sufficiently
high (see above); the latter if the point-mass waveforms
are sufficiently accurate at low frequencies. In these con-
ditions, minimizing the likelihood over the whole param-
eter space simply reduces to computing
min
Λ˜
(d− h(Λ˜)|d− h(Λ˜)) (24)
6over a one-dimensional interval of Λ˜ values, assuming
that all other intrinsic parameters are correclty esti-
mated. While such a minimization has little practical use
for GW PE, as the true parameters θtrue are unknown, it
can nonetheless be used to estimate - known the param-
eters associated to one particular model - the resulting
value of Λ˜ that one would get by repeating PE with a dif-
ferent waveform model. Note the new model can disagree
with the previous one also in the point-mass and spin
sector as assumption (ii) only requires the two models to
agree in the low-frequency limit. In Sec. IV D we apply
this estimate to injection experiments. We find that it
is able to correctly capture the behavior of the different
approximants studied, and that the estimated values of
Λ˜ (henceforth denoted as Λ˜E) always fall within the 90%
credible intervals of the recovered posterior distributions,
with the exception of few borderline cases where Λ˜E is
nonetheless extremely close to the upper 95th percentile.
In Sec. VI, instead, we apply Eq. (23) to two state-of-the-
art approximants to estimate the importance of waveform
systematics on PE with third generation detectors.
Note that the arguments presented in this section do
not address the impact of prior assumptions in GW PE,
but rather focus on the maximum-likelihood estimates,
which exactly coincide with the maximum (posterior)
probability values only when considering uniform prior
distributions. As a general rule of thumb, as long as prior
assumptions are more constraining on the source param-
eters than the actual observational information carried
by the waveform, one should expect a-priori hypotheses
to play an important role in PE [28]. Extreme care is
then required when dealing with lower SNR signals. For
example, as discussed in [45], when sampling directly in
the component tidal parameters ΛA,ΛB the prior on Λ˜ is
not independent of the mass ratio of the binary. This, in
turn, impacts the computation of credible bounds – and
especially of lower bounds, which are used to claim the
measurement of tides. In the limit of high SNR, instead,
the mean of the posterior distribution can be shown to
coincide with the maximum likelihood estimators [46].
Therefore, it is in this regime that the discussion pre-
sented above has to be interpreted.
III. WAVEFORM MODELS
Gravitational waveform models for coalescing compact
binaries aim at providing approximate solutions to the
GR two-body problem. They map a set of intrinsic pa-
rameters θ, for example the mass ratio q, the chirp mass
Mc, the component dimensionless spins (χA, χB) and
the dimensionless tidal deformabilities (ΛA,ΛB), into a
time or frequency series h(t;θ) or h˜(f ;θ). Post newto-
nian (PN) approximants [47, 48] construct this mapping
by analytically computing the evolution of the orbital
phase φ(t) of a binary system as a perturbative expan-
sion in a small parameter v/c or x = (v/c)2, in which v
is the characteristic velocity of the binary. Such models,
while cheap from a computational standpoint, are typ-
ically unable to reliably describe the waveform at high
frequencies [33], i.e during the later phases of the evolu-
tion of the binary when v becomes a comparable fraction
of c. The effective-one-body (EOB) approach [11, 49–56]
resums the PN information (both in the conservative and
nonconservative part of the dynamics) so to make it reli-
able and predictive also in the strong-field, fast velocity
regime. Once improved by NR data, this method allows
one to compute the complete waveform from the early,
quasi-adiabatic, inspiral up to merger and – when dealing
with binary balck holes – ringdown. Finally, phenomeno-
logical models [57–64] are constructed by first stitching
together EOB-based inspirals with numerical relativity
simulations, when available, and then devising an accu-
rate, effective, interpolating representation all over the
parameter space devised to be computationally efficient.
For our purposes, we choose one representative approx-
imant from each of the three families above. In partic-
ular, our analysis will employ the PN TaylorF2 model,
the EOB TEOBResumS model, and the Phenomenological
IMRPhenomPv2NRTidal model. In sections VI and Ap-
pendix E we will then consider two further approximants:
IMRPhenomPv2NRTidalv2 and SEOBNRv4Tsurrogate.
TaylorF2 is a frequency domain PN waveform model.
The phase of the GW, obtained through a stationary
phase approximation, contains point-mass effects which
are fully known up to relative 3.5 PN order [48], and
include spin-spin and spin-orbit interactions [65, 66]. A
higher order, parameterized, quasi–5.5PN description of
nonspinning point mass effects has also been derived
in [17]. Tidal effects can be included up to relative 7.5PN
order [38, 67, 68], while quadratic-in-spin effects were in-
cluded up to 3.5PN [69]. Throughout the main body of
this work we will employ a 3.5PN-accurate point mass
baseline, a 7.5PN description of the tidal phasing, and a
3PN description of spin-square effects.
TEOBResumS is a state-of-the-art EOB waveform model
for spin-aligned coalescing compact binaries (either neu-
tron stars or black holes) [69–74]. In this paper, we focus
on the tidal sector of TEOBResumS, in the form described
in [69, 72, 75]. In particular, this configuration coin-
cides with the one implemented within LALInference.
The tidal sector of TEOBResumS contains contributions
from the multipolar ` = 2, 3, 4 gravitoelectric and ` = 2
gravitomagnetic interations; the former are included in
resummed form stemming from PN and gravitational-
self force results [75, 76] (see also Refs. [77, 78]). Equa-
tion of state-dependent self-spin effects (also known as
quadrupole-monopole terms) are included at next-to-
next-to-leading-order [72] thanks to a suitable modifica-
tion of the centrifugal radius introduced in Ref. [70], so
to incorporate even-in-spin effects in a way that closely
mimics the structure of the Hamiltonian of a point-
particle on a Kerr black hole. In addition, the mod-
els relies on the (iterated) post-adiabatic approxima-
tion [75, 79, 80] to compute the full inspiral waveform un-
til about 10 orbits before merger, so to greatly reduce the
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FIG. 2. The ∆Qω = Q
TEOB
ω − QXω function computed for three waveforms with fixed spins χ1 = χ2 = 0 and varying
Λ˜ = {100, 400, 1000}, represented by continuous, dashed and dotted lines, respectively. ∆Qωˆ is then further decomposed
into its point mass ∆QPMωˆ (second row) and tidal ∆Q
T
ωˆ (third row) contributions, so that ∆Q
TOT
ωˆ = ∆Q
PM
ωˆ + ∆Q
T
ωˆ , and is
displayed over three different frequency ranges, roughly corresponding to the regimes in which point mass effects are dominant,
comparable or negligible with respect to tidal effects. We observe that ∆QTωˆ for TaylorF2 and IMRPhenomPv2NRTidal have
opposite behaviours, with TaylorF2 being more repulsive and IMRPhenomPv2NRTidal more attractive than TEOBResumS.
computational burden of the waveform generator with
negligible losses of accuracy.
These choices, together with rather different treatment
of the spin sector and of resummation choices distinguish
TEOBResumS from the other state of the art EOB approxi-
mant, SEOBNR [81, 82]. We address the reader to Ref. [83]
for a detailed investigation of the differences between the
conservative point-mass dynamics of the models. To im-
prove the computational efficiency of the waveform gener-
ation, when considering BNS systems, the SEOBNR family
applies gaussian process regression to the baseline model
SEOBNRv4T [84–86] – which includes a description of dy-
namical tides, but no self-force information – so to ob-
tain SEOBNRv4Tsurrogate [87]. Note that EOB models
are the most analytically complete to date, and contain
higher order PN information than that contained in Tay-
lor expanded PN approximants (e.g. many more test-
particle terms at higher PN order as well as resummed
tail factor). For this reason, the EOB framework can be
Taylor-expanded so to obtain waveform approximants at
(partial) higher PN order than the currently, fully known,
3.5PN one [17, 38, 88].
IMRPhenomPv2NRTidal is a phenomenological spin
precessing model for BNS systems based on the
IMRPhenomPv2 model. In the latter, an effective descrip-
tion of the point-mass waveform is obtained by fitting
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FIG. 3. The ∆QTOTωˆ = Q
TEOB
ωˆ − QXωˆ function computed for three waveforms with fixed Λ˜ = 400 and varying spins χ1 =
χ2 = {0, 0.1, 0.3}, represented by continuous, dashed and dotted lines, respectively. ∆Qωˆ is then further decomposed into its
point mass ∆QPMωˆ (second row) and tidal ∆Q
T
ωˆ (third row) contributions, so that ∆Q
TOT
ωˆ = ∆Q
PM
ωˆ + ∆Q
T
ωˆ . Note that ∆Q
T
ωˆ
is comparable to ∆QPM
Ωˆ
at ωˆ < 0.02. This effect can be attributed to the spin-spin interactions.
SEOBNR-NR hybrid waveforms3 to an analytical represen-
tation of the amplitude and phase of the frequency do-
main 22 mode h22 [59, 60]. This representation is further
augmented by the NRTidal model [89], which provides a
description of tidal effects based on a fit of hybrid wave-
forms composed of PN, TEOBResumS and nonspinning,
q ≈ 1 NR simulations.
Recently, Ref. [90] improved this model to
IMRPhenomPv2NRTidalv2 by incorporating a 7.5PN-
accurate low frequency limit for the tidal sector of the
3 These waveforms are obtained by stitching together inspiral
waveforms for the long inspiral to NR simulations that go
through merger and ringdown.
phasing and PN-expanded spin-quadrupole interactions
up to 3.5PN in the waveform phase together with
new fits for the amplitude tidal corrections. In this
work, we will use both IMRPhenomPv2NRTidal and
IMRPhenomPv2NRTidalv2 imposing that the individual
spins are aligned to the orbital angular momentum.
A. Comparing waveform approximants
Let us now turn to discussing in some detail how the
differences in the approximants reflect on the GW phase.
This is the very first step to take towards the understand-
ing of waveform systematics. Given the plus and cross
polarizations h+(t,θ), h×(t,θ) associated to a specific ap-
9proximant, we define the frequency domain waveform
h˜(f,θ) = A˜(f,θ)e−iΨ(f,θ), where A˜ = |h˜+(f) + ih˜×(f)|,
Ψ(f) = −arg(h˜+(f) + ih˜×(f)) and h˜+,× are the Fourier
transforms of the time domain polarizations. Extract-
ing information directly from the waveform phasing Ψ(f)
is complicated by the presence of an affine linear term
φc + 2pitcf which can be fixed arbitrarily. A a better
quantity to discuss waveform phasing is
Qωˆ =
ωˆ2
˙ˆω
=
dφ(t)
d ln ωˆ
(25)
where ωˆ = 2pifM is the dimensionless GW frequency.
The time-domain GW phase accumulated between two
frequencies is given by
φ(ω1,ω2) =
∫ ωˆ2
ωˆ1
Qωˆd ln ωˆ . (26)
Physically, Qωˆ is related to the phase acceleration, and
the GW phase in the Stationary Phase Approximation
(SPA) is given by Ψ′′(w) = Qωˆ(w)/w2. The inverse of
Qωˆ is thus the adiabatic parameter whose magnitude con-
trols the validity of the SPA [17, 69, 91]. Since there is
no time/phase shift ambiguity and no necessity of align-
ment in phase plots with the Qωˆ, the latter quantity is
preferable with respect to the phase because information
can be lost in the alignement [79, 91, 92]. Thus rather,
than comparing phase differences, we compute Qωˆ for the
waveform approximants discussed above, and extract in-
formation from ∆Qωˆ = Q
TEOBResumS
ωˆ −QXωˆ , where X is any
other approximant.
Figure 2 shows the quantity ∆Qωˆ, computed for three
reference waveforms with varying Λ˜ and zero spins and
decomposed into its point-mass ∆QPMωˆ and tidal ∆Q
T
ωˆ
contributions. The frequency range is roughly divided
at the “cutoff” thresholds of the regimes at which point
mass (ωˆ < 0.02) and tidal (ωˆ > 0.05) effects are mea-
sured according to the Fisher matrix information for-
malism. During the early inspiral (first column), point
mass contributions dominate over tidal effects, and as
expected the phenomenological description of the in-
spiral is closer to TEOBResumS than the one offered by
TaylorF2. When 0.02 . ωˆ . 0.05 (second column) the
importance of tidal effects gradually increases, and the
behavior of the two approximants starts differing sig-
nificantly. Focusing on IMRPhenomPv2NRTidal, we ob-
serve that the largest contribution to ∆Qωˆ comes from
the tidal sector. As Λ˜ grows, both ∆QTωˆ and ∆Qωˆ
become increasingly more positive. Therefore, matter
effects in IMRPhenomPv2NRTidal are stronger than in
TEOBResumS. Over the same range (0.02 . ωˆ . 0.05),
tidal terms of TaylorF2 behave in the exact opposite
way. Increasing the value of Λ˜ leads to more neg-
ative ∆QTωˆ . For this approximant, then, matter ef-
fects are weaker than TEOBResumS. The trends shown
in the intermediate range are maintained by both ap-
proximants also for ωˆ > 0.05 and up to ωˆ ≈ 0.10,
close to merger frequency (third column). We high-
light that the point mass terms of TaylorF2 grow mono-
tonically, reflecting how the PN approximation breaks
down at high frequencies. However, notably, the point
mass contribution is positive – i.e more attractive than
TEOBResumS’ – and larger than or comparable to tidal
corrections for moderate values of Λ˜. In GW param-
eter estimation, ∆QPMωˆ then can partially compensate
the negative ∆QTωˆ . Globally, IMRPhenomPv2NRTidal is
more attractive than TEOBResumS, which implies that
when recovering simulated TEOBResumS waveforms with
IMRPhenomPv2NRTidal, one may expect to find lower val-
ues of Λ˜ than the ones injected. Instead, when recov-
ering simulated TEOBResumS waveforms with TaylorF2,
one may expect to find higher values of Λ˜ than the ones
injected.
Spin effects are studied with a similar approach in
Fig. 3, which shows ∆Qωˆ computed for three wave-
forms with fixed Λ˜ = 400 and varying magnitude of
the dimensionless spins (χA, χB). We consider config-
urations with spins aligned to the orbital angular mo-
mentum and such that χA = χB = χ. Focusing on the
point mass contribution, we observe that increasing χ
does not impact significantly the magnitude of ∆QPMωˆ
for IMRPhenomPv2NRTidal. On the other hand, spin-
induced effects are noticeably more repulsive in TaylorF2
than in TEOBResumS over the whole frequency range con-
sidered. Concerning ∆QTωˆ , we observe that the differ-
ences at ωˆ < 0.02 are no longer negligible with re-
spect to the point mass contributions, and in general
are larger than those found for non-spinning binaries.
These differences can be attributed to the modelization
of the spin-quadrupole terms. We recall that a spinning
NS acquires a quadrupole moment due to its own ro-
tation, which in turn causes a distortion of the gravi-
tational field outside the body. The magnitude of such
quadrupole moment is an equation of state-dependent
quantity, which can be parameterized through a coeffi-
cient CQ [72, 93]. The importance of this term in param-
eter estimation was pointed out in e.g [39], which showed
how neglecting it can lead to biases on the recovery of
the mass ratio and the total mass. Both TaylorF2 and
IMRPhenomPv2NRTidal include these corrections only up
to 3PN (NLO), whereas TEOBResumS also incorporates
tail-dependent corrections in resummed form, as well as
NNLO effects. The resummation weakens the effect of
quadrupole-monopole terms above ωˆ ≈ 0.06 [69, 72], i.e.
above the frequency at which the NSs enter in contact
and hydrodynamical effects become relevant [94]. Note
the weaker effect of the (effective) EOS-dependent self-
spin terms with respect to the PN expressions at high fre-
quencies is also suggested by NR simulations [95], with
the latter also suggesting stronger (effective) spin-orbit
effects then PN 4.
4 But note that in hydrodynamical regime it is, strictly speaking,
not possible to interpret these as spin-interactions and to com-
pare to PN.
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Overall, when considering injections of
TEOBResumS highly spinning waveforms we expect
IMRPhenomPv2NRTidal to underestimate tidal parame-
ters, and TaylorF2 to overestimate them.
IV. INJECTION STUDY
We present a full Bayesian PE study on 15 signals in-
jected with TEOBResumS and recovered with TaylorF2
and IMRPhenomPv2NRTidal. We interpret our results in
light of the Qω analysis of Sec. III, and find that it cor-
rectly indicates the behaviors of the studied wavaform
approximants.
A. Method
In order to study waveform systematics in a con-
trolled environment, we generate artificial data strains
(injections) using the TEOBResumS model (with all higher
modes up to ` = 8) for 15 different nonspinning bi-
nary configurations, described by the intrinsic param-
eters (mA,mB ,ΛA,ΛB) and reported in Table I with
the alternative representation (M, q, Λ˜). The waveform
polarizations are then projected on the three LIGO-
Virgo detectors, locating the source at the sky position
of GW170817 5. The injections are 64 s long with a
sampling rate of 4096 Hz and they are performed with
zero-noise configuration, i.e. no additional noise is in-
cluded in the analyzed strains, in order to minimize the
statistical fluctuations and to work in a framework as
close as possible to the one described in Sec. II. We
use Advanced LIGO and Advanced Virgo design am-
plitude spectral densities (ASD) [22–25]. The SNRs of
the injected signals span a range from 82 to 94 (de-
pending on the specific combination of masses and tidal
parameters), that result in louder signals than the cur-
rent BNS observations [12, 13]. For the estimation of
the posterior distributions, we adopt the Bayesian frame-
work offered by the lalinference mcmc sampler as im-
plemented in the software LSC Algorithm Library Suite
(LALSuite) [7, 97, 98]. The waveform models used in
the matched filtering analysis are the already described
TaylorF2 and IMRPhenomPv2NRTidal.
We perform two sets of injections, in part already
discussed in [18]. In the first set, matter effects are
modeled using two independent quadrupolar tidal pa-
rameters ΛA,ΛB . In the second set, we use the spec-
tral parametrization of the EOS [3, 99, 100]. Within
this framework, the EOS of cold dense NS matter is
represented as a smooth function, parametrized in a
5 We use the maximum posterior values for sky location and dis-
tance from LVC analysis [1] combined with the information com-
ing from [96].
4-dimensional space by the coefficients (γ0, γ1, γ2, γ3).
Each combination of these values specifies an adiabatic
index Γ(P )
Γ(P ) = exp
[
3∑
k=0
γk log(P/P0)
k
]
, (27)
where P0 is some reference pressure. The adiabatic index
is by definition related to the pressure-density function
P (ρ) through Γ = ρd lnPdρ . The complete EOS is then
built by fixing the low-density sector (P < P0) to the
SLy description, and integrating the differential equation
for ρ(P ) implied by the definition of Γ in the core of the
NS (P > P0). Once the EOS is fixed, it is possible to
calculate the tidal polarizability parameters ΛA,B , which
are then used to model the tidal effects in the waveforms.
These analyses give a posterior distribution for the coef-
ficients γi, which can be mapped into EOSs and radii of
the merging NSs. However, this method assumes implic-
itly that both NSs are described by the same EOS and
that no strong first-order phase transitions happen in the
core of the NS.
For both the previous methods, the analyses are per-
formed with two different maximal frequencies, fmax =
1 kHz and fmax = 2 kHz, i.e. in frequency ranges
f ∈ [23 Hz, 1 kHz] and f ∈ [23 Hz, 2 kHz] , in order
to verify if the extension to the higher frequency cut-
off introduces additional biases. The priors distributions
are flat in mass components, in a range corresponding to
Mc ∈ [1.0, 2.2] M and q ∈ [1, 8]. We use aligned-spin
configuration with isotropic priors on the spin compo-
nents and ai,z ∈ [−0.05,+0.05], i = A,B. Regarding the
tidal parameters, the prior distributions are uniform in
the free parameters involved in the analysis: when we
adopt the EOS-insensitive description, p(Λi) ∝ 1 in the
range Λi ∈ [0, 5000] for i = A,B; while for the spectral
parametrization cases, the prior distribution is uniform
in the spectral parameters in the ranges γ0 ∈ [0.2, 2],
γ1 ∈ [−1.6, 1.7], γ2 ∈ [−0.6, 0.6], γ3 ∈ [−0.02, 0.02],
and additionally Γ(P ) is constrained to be in the range
[0.5, 4.5]. This setup is identical to the one proposed in
Ref. [3]. In comparison to previous studies we employ
a larger set of simulated signals, in order to better un-
derstand the behavior of the studied approximants when
different sources are considered [14, 15].
In the remainder of this section, we (i) examine the
measurement of mass and spin parameters, (ii) discuss
the systematic effects that different approximants induce
in the recovered tidal parameters, NS radii and EOS re-
construction and (iii) apply the faithfulness criteria pre-
viously described to our data.
B. Masses, mass-ratio and spins
We first discuss the determination of the nontidal pa-
rameters. Figure 4 shows the recovered posterior distri-
butions of the total mass M and mass ratio q parameters
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TABLE I. Comparison between the properties of the injected signals and the recovered marginalized one dimensional posteriors.
For each simulation we report medians and 90% credible regions. For each approximant and frequency range we additionally
display the values of Λ˜E obtained as described in Sec. IV D.
Injection IMRPhenomPv2 NRT TaylorF2 (3.5PN+7.5PN tides)
fcut 1 kHz 2 kHz 1 kHz 2 kHz
EOS Minj qinj Λ˜inj M q Λ˜ Λ˜E M q Λ˜ Λ˜E M q Λ˜ Λ˜E M q Λ˜ Λ˜E
DD2 2.71 1.00 840 2.70+0.06−0.02 0.83
+0.15
−0.18 628
+130
−144 758 2.71
+0.06
−0.03 0.78
+0.19
−0.15 622
+93
−112 711 2.70
+0.06
−0.02 0.83
+0.15
−0.18 916
+188
−192 918 2.70
+0.06
−0.02 0.84
+0.15
−0.18 1011
+144
−152 920
LS220 2.68 1.00 715 2.68+0.06−0.02 0.83
+0.15
−0.19 525
+135
−140 660 2.68
+0.06
−0.02 0.79
+0.18
−0.16 528
+87
−104 613 2.68
+0.06
−0.02 0.82
+0.16
−0.18 758
+188
−195 754 2.67
+0.06
−0.02 0.84
+0.15
−0.18 844
+145
−144 758
LS220 2.69 0.86 714 2.68+0.07−0.02 0.81
+0.16
−0.18 532
+137
−147 633 2.69
+0.07
−0.03 0.78
+0.19
−0.16 532
+99
−108 589 2.68
+0.07
−0.02 0.81
+0.17
−0.19 764
+191
−195 756 2.68
+0.06
−0.02 0.82
+0.16
−0.18 856
+149
−158 756
SFHo 2.71 1.00 413 2.70+0.06−0.01 0.84
+0.15
−0.18 293
+118
−117 388 2.70
+0.06
−0.02 0.83
+0.15
−0.18 306
+75
−84 352 2.71
+0.07
−0.02 0.82
+0.16
−0.18 409
+174
−169 453 2.71
+0.07
−0.02 0.82
+0.16
−0.18 443
+124
−125 449
SFHo 2.72 0.88 412 2.70+0.06−0.02 0.83
+0.15
−0.19 299
+119
−119 341 2.70
+0.06
−0.02 0.82
+0.16
−0.18 304
+76
−82 350 2.71
+0.07
−0.02 0.82
+0.17
−0.19 416
+172
−166 440 2.71
+0.07
−0.02 0.81
+0.17
−0.18 439
+132
−131 435
SLy 2.68 1.00 401 2.67+0.06−0.01 0.84
+0.14
−0.18 286
+120
−120 349 2.67
+0.06
−0.01 0.84
+0.14
−0.18 295
+72
−80 350 2.68
+0.07
−0.02 0.83
+0.15
−0.19 397
+173
−169 434 2.68
+0.07
−0.02 0.82
+0.16
−0.19 423
+122
−124 430
SLy 2.69 0.88 401 2.68+0.06−0.02 0.83
+0.15
−0.18 290
+123
−124 358 2.68
+0.06
−0.02 0.83
+0.16
−0.18 294
+77
−85 313 2.68
+0.07
−0.02 0.81
+0.17
−0.18 404
+176
−169 557 2.68
+0.07
−0.02 0.81
+0.17
−0.18 426
+127
−125 386
DD2 2.48 1.00 1366 2.47+0.05−0.02 0.83
+0.15
−0.16 1104
+186
−189 1269 2.48
+0.04
−0.02 0.78
+0.19
−0.12 1057
+141
−138 1170 2.47
+0.04
−0.01 0.84
+0.14
−0.17 1542
+246
−245 1477 2.47
+0.04
−0.01 0.85
+0.13
−0.17 1668
+200
−207 1484
DD2 3.18 1.00 332 3.17+0.07−0.02 0.84
+0.14
−0.18 218
+73
−76 257 3.18
+0.07
−0.02 0.81
+0.17
−0.16 248
+55
−61 297 3.17
+0.08
−0.02 0.82
+0.16
−0.18 311
+118
−115 345 3.18
+0.08
−0.03 0.81
+0.17
−0.18 335
+96
−99 343
2B 2.70 1.00 127 2.69+0.05−0.01 0.86
+0.12
−0.18 115
+105
−76 116 2.69
+0.05
−0.01 0.86
+0.13
−0.18 98
+52
−52 117 2.69
+0.06
−0.01 0.84
+0.15
−0.18 150
+142
−106 136 2.69
+0.06
−0.02 0.83
+0.15
−0.18 106
+92
−72 130
SLy 3.00 1.00 191 2.99+0.06−0.01 0.85
+0.13
−0.18 132
+81
−74 168 2.99
+0.06
−0.02 0.85
+0.13
−0.18 143
+49
−53 169 2.99
+0.07
−0.02 0.83
+0.15
−0.18 169
+124
−105 307 3.00
+0.07
−0.02 0.81
+0.17
−0.18 158
+87
−84 162
LS220 3.20 1.00 202 3.19+0.06−0.02 0.85
+0.13
−0.18 132
+66
−67 158 3.19
+0.07
−0.02 0.85
+0.14
−0.18 156
+47
−54 158 3.19
+0.08
−0.02 0.83
+0.15
−0.18 168
+108
−96 288 3.20
+0.08
−0.03 0.81
+0.17
−0.18 171
+86
−83 274
SFHo 2.92 1.00 252 2.91+0.06−0.02 0.85
+0.14
−0.18 172
+90
−84 222 2.91
+0.06
−0.02 0.84
+0.14
−0.18 185
+56
−59 224 2.92
+0.07
−0.02 0.83
+0.15
−0.18 233
+135
−127 257 2.91
+0.07
−0.02 0.81
+0.17
−0.18 233
+96
−97 253
SFHo 2.80 1.00 334 2.79+0.06−0.01 0.84
+0.14
−0.18 228
+106
−103 285 2.79
+0.06
−0.01 0.84
+0.14
−0.18 248
+71
−75 286 2.79
+0.07
−0.02 0.83
+0.16
−0.19 319
+156
−153 462 2.79
+0.07
−0.02 0.81
+0.17
−0.18 342
+113
−118 444
ALF2 3.00 1.00 382 2.99+0.07−0.02 0.84
+0.14
−0.18 258
+88
−88 330 3.00
+0.07
−0.02 0.81
+0.16
−0.17 280
+68
−72 330 2.99
+0.07
−0.02 0.83
+0.16
−0.19 370
+138
−133 467 3.00
+0.07
−0.03 0.81
+0.17
−0.17 400
+109
−110 457
obtained with low spin priors. The estimates obtained
are consistent between the different approximants, fre-
quency cutoffs and with the injected signals, with the real
values always falling inside the 90% credible intervals.
This indicates that the systematic differences in phas-
ing observed at low frequencies (see the first column of
Fig. 2) are smaller than statistical uncertainties. We find
that the injected unequal-mass signals (with q = 0.86 and
q = 0.88) cannot be distinguished from the equal mass
ones. This can partly be attributed to the known existing
correlation between mass ratio and spin parameters [36].
In PN waveforms the leading order spin interactions are
described by the parameter β, given by [36, 65]
β = χeff − 38ν
113
(χ1 + χ2), (28)
where
χeff =
m1χ1 +m2χ2
M
· Lˆ (29)
is the mass weighted sum of the component spin param-
eters, and is often times used during PE as a measure
of the collective spin of the binary, as it is a conserved
quantity of the orbit-averaged precession equations over
precession timescales [101]. A Fisher Matrix analysis re-
veals that spin parameters, which at leading order have
p = −4 in the notation of Sec. II, are measured over a
very similar range of frequencies as the (symmetric) mass
ratio ν [38, 39], to which they are therefore strongly cor-
related. In more detail, positive aligned spins have a
repulsive effect on the binary dynamics. By contrast,
decreasing the symmetric mass ratios (i.e, more unequal-
mass systems) accelerates the coalescence. The two ef-
fects are thus in direct competition, and spin effects can
be reproduced by varying ν [102]. As a consequence,
widening the spin-priors leads to larger mass ratio distri-
butions. Hence, different prior assumptions on mass ratio
TABLE II. Summary of the the quasi-universal relations used
in Sec. IV C. While the De et al. (De) relation immediately
links the radius of a 1.4M NS to the mass-weighted tidal
deformability and chirp mass of a BNS system, The Yagi-
Yunes (YY) and Raithel et al. (R) relations require the nu-
merical inversion of Λ˜(R, q). For more detail, see Appendix D
Shorthands References Expressions
De (De et al.) [103] Eq. (D1)
YY (Yagi and Yunes) [104, 105] Eq. (D2), (D4)
R (Raithel et. al) [106] Eq. (D5)
and component spins can lead to very different posterior
distributions, and are of key importance when interpret-
ing the data. In Appendix A, from Eq. (A5), we see
that this correlation may also reflect on the estimate of
Λ˜ even in the case of high SNR signals, leading to an
overall broadening of the Λ˜ posteriors.
C. Tidal parameter and NS Radius
We now discuss systematics in the inference on tidal
parameters and the effect on constraints on the NS
radius. Figure 5 shows the posterior distributions of
the tidal parameters Λ˜ recovered through PN and Phe-
nomenological approximants. The values coming from
the posterior samples are re-scaled by the true injected
value, adopting the auxiliary parameter
ε
(i)
Λ˜
=
Λ˜(i)
Λ˜
(i)
inj
− 1 , (30)
which encodes the fractional deviation from the injected
value for each simulated signal i. We observe that, as
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FIG. 4. Distributions of the mass ratio q (top) and the devi-
ation from the injected total mass Minj (bottom), displayed
for all the simulated signals of Table I. The distributions re-
covered are consistent between different approximants and
frequency ranges. The unequal mass signals cannot be dis-
tinguished from their equal mass counterpart.
the injected values of Λ˜ increase, the relative uncertain-
ties of the recovered posterior distributions decrease and
modeling differences become more relevant (the median
of the distributions are shifted with respect to zero). The
combination of these two effects leads to evident biases in
the recovered values. The overall bias due to waveform
effects is quantified by the combined posterior distribu-
tion p(εΛ˜|d) shown in the right panel of Fig. 5. This
quantity is estimated weighting each posterior distribu-
tion p(ε
(i)
Λ˜
|d) by the respective prior distribution p(ε(i)
Λ˜
),
computed from the prior distributions for Λ˜(i). The re-
sult is multiplied by the prior distribution p(εΛ˜) for the
combined parameter εΛ˜, taken as uniform in the range
[−2,+2], i.e.
p(εΛ˜|d) = p(εΛ˜)
∏
i
p
(
ε
(i)
Λ˜
∣∣∣d)
p
(
ε
(i)
Λ˜
) , (31)
where the index i runs over all the injected binaries. We
find that IMRPhenomPv2NRTidal systematically recovers
lower values than those injected with TEOBResumS, while
TaylorF2 tends to systematically overestimate tidal pa-
rameters as matter effects increase, although it is able to
capture the injected values for Λ˜ ≤ 400. These results
can be understood in terms of the Qω analysis of Sec. III,
coupled to the relevant frequency ranges computed and
discussed in Appendix B. To summarize, the analyzed
signals contain useful information up to approximately
1kHz, depending on the source parameters. We are then
consistently in the situation where fthr is larger than f
Λ˜
5%,
whose values lie around 240−300 Hz. Then, as shown in
the third column of figure 2, for IMRPhenomPv2NRTidal
systematical differences in Λ˜ are dominated by the tidal
sector, which is more attractive than TEOBResumS and
leads to lower estimates of Λ˜. The attractive point mass
contribution of TaylorF2, instead, leads to slight under-
estimates of the tidal parameters for values of Λ˜ ≈ 100,
while for Λ˜ ≈ 400 it compensates the tidal sector. The
latter dominates for larger values of Λ˜, and – being too
repulsive – causes overestimates of matter effects.
Translating information on the tidal parameters of
a NS into information on the NS EOS and radius is
not straightforward. Given that waveform models do
not explicitly depend on the NS radius, it is not pos-
sible to directly extract R from GW data. It is nec-
essary, instead, to rely on either some parameteriza-
tion of the EOS [99, 107–109], or on quasi-universal
(EOS-insensitive) relations, which phenomenologically
link macroscopic quantities of the binary between each
others. In particular, we employ the spectral parameter-
ization of [99, 109] and the EOS universal relations of De
and Lattimer [103], of Raithel et al [106], and of Yagi
and Yunes [104, 105]. The EOS-insensitve relations used
here are summarized in Appendix D.
In the reminder of this subsection we focus on the im-
plication of waveform systematics on the recovery of the
NS radii and EOS reconstruction. We additionally gauge
the further biases that can be introduced by employing
quasi-universal relations for the recovery of R. To do
so, we apply the above UR to the analyses performed by
sampling the component tidal parameters Λi indepen-
dently of each others, as well as to (spectral) parameter-
ized EOS runs. Indeed, the parameterized posterior EOS
obtained are usually employed in conjunction with the
component mass posteriors mi to solve the TOV struc-
ture equations, and obtain a direct estimate of R. At
the same time, however, given an EOS and the compo-
nent masses, it is possible to compute Λ˜, apply some
UR and obtain another – in principle equivalent – esti-
mate of R. This allows for a direct comparison of the
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FIG. 5. Main panel: violin plots of the fractional deviation between the injected values of Λ˜ and the recovered posteriors. The
color code depends on the approximant employed for the PE (red for IMRPhenomPv2NRTidal, blue for TaylorF2), and the results
are displayed for two different frequency cutoffs fmax, 1kHz (top) and 2kHz (bottom). As matter effects grow, the deviation
between the two approximants and the TEOBResumS baseline increases, reaching approximately ±20% when Λ˜inj = 1366. On
the right panel, we display the combined posterior distribution of the fractional deviation reweighted as described in the text.
An increase of fmax negatively impacts the overall differences in the recovery of Λ˜ between models. This is especially true for
TaylorF2: PN waveform models are known to become less accurate close to merger frequencies.
effects of using universal relations in place of parameter-
ized EOS runs, independently of the choice of the sam-
pling parameters (and, therefore, of the implied priors
on Λ˜). Figure 6 shows the distributions of the deviation
in the estimates of R1.4M (top panel) and R2 (bottom
panel) with respect to the real radii values correspond-
ing to the parameters and EOSs listed in Table I. We
find that IMRPhenomPv2NRtidal tends to underestimate
R, while TaylorF2 behaves in the opposite way. The
overall bias can amount up to approximately ±5% be-
tween TEOBResumS and PN/phenomenological waveforms
and 10% between IMRPhenomPv2NRTidal and TaylorF2.
Mirroring the behavior of Λ˜, it becomes more relevant
as tidal effects grow. Additionally, all universal relations
lead to slight underestimates of the values of R with re-
spect to the ones recovered from spectral runs. We find
that the true values of R fall outside the 90% credible in-
tervals in a significant number of cases, especially when
computing R1.4M . In our situation, with an injected
EOB waveform, we find that while this additional differ-
ence impacts negatively IMRPhenomPv2NRTidal analyses,
TaylorF2 runs would gain from using universal relations
rather than a parameterized analysis.
D. Faithfulness thresholds and PE biases
Finally, we apply the accuracy criteria of Sec. II to our
data and show that, while criteria based on faithfulness
alone are of little use to predict the presence of biases,
an estimate of the parameter bias can be obtained using
Eq. (24). We begin by computing the unfaithfulness F¯
between waveform models evaluated with the same set of
true parameters θinj through Eq. (5). We place all sources
in GW170817’s sky location, and employ the analytical
aLIGODesignSensitivityP1200087 PSD [22], provided
by pycbc [110]. The results are summarized in Fig. 7. We
find that both TaylorF2 and IMRPhenomPv2NRTidal give
values largely above the nominal threshold of F¯ = 0.03
(not shown in figure), which corresponds to ∼10% of de-
tection losses [35, 36]. When considering the thresholds
provided by Eq. 19 in its weaker formulation (2 = 6), we
find that most signals fall above the value corresponding
to GW170817’s network SNR (straight orange line), and
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FIG. 6. Fractional deviation between the real ”injected” values Rinj, computed for each signal listed in Table I, and the
distributions of R computed either using the universal relations of Table II (colored lines) or by considering the parameterized
EOS posteriors and solving the NS structure equations (black lines). Whenever posteriors from the parameterized EOS
(”spectral”) runs are involved, we employ straight lines. Conversely, whenever we use posteriors from analyses performed by
sampling ΛA and ΛB independently we use dashed lines. The under/over estimates displayed by IMRPhenomPv2NRTidal and
TaylorF2 in Figure 5 translate into similar biases on R, amounting up to ±5%.
largely below the threshold corresponding to a network
SNR or 80 (straight black line), i.e the SNR above which
all of our injections are performed. By tightening the con-
straints and enforcing 2 = 1 (dashed lines), we find that
already at the SNR of GW170817 none of the considered
signals are faithful enough to ensure that no waveform
systematics will be observed. However, not all our injec-
tions give largely biased or uncompatible results. These
facts remark that these criteria give necessary but not
sufficient rules to identify biases and highlight the strong
dependence of the criteria themselves on the arbitrarily
chosen value of 2.
To obtain an estimate of the biased values Λ˜E
we apply Eq. (24), and minimize the quantity∑
i(h
TEOBResumS
i − hIMRPhenomPv2NRTidal,TaylorF2i |hTEOBResumSi −
hIMRPhenomPv2NRTidal,TaylorF2i ), where the sum is performed
over the network interferometers considered (Livingston,
Hanford and Virgo, in our case). In particular, for each
waveform hIMRPhenomPv2NRTidal,TaylorF2 we fix the intrinsic
parameters (mA,mB , χA, χB) to their real injected val-
ues, and vary ΛA = ΛB over the one-dimensional interval
Λ˜ ∈ [min(0, Λ˜inj−500), Λ˜inj+500]. The simplifying choice
of imposing ΛA = ΛB can be justified by considering
that in our injection study we were unable to distinguish
q = 1 from q 6= 1 systems. While this might not be true
for more asymmetric systems than those studied in the
present paper, the issue can be easily circumvented by
employing Binary-Love universal relations [104? ]. The
straightforward procedure described leads to the values
displayed in Table I. We find that the Λ˜E values com-
puted, while often slightly overestimated with respect
to the medians of the distributions of the tidal parame-
ters recovered through PE, fall into the 90% Λ˜ credible
limits in the large majority of cases, thus providing a
good approximation of the overall behavior of the ap-
proximants employed. Due to the overestimate of Λ˜E ,
the bias ∆Λ˜B = |Λ˜E − Λ˜inj| is larger than the real bias
∆Λ˜true = |Λ˜median− Λ˜inj| for the TaylorF2 approximant,
and smaller for IMRPhenomPv2NRTidal. Estimates of
waveform systematics based on the above method might
then be slightly optimistic (pessimistic) when comparing
TEOBResumS to IMRPhenomPv2NRTidal (TaylorF2).
V. GW170817
We now apply the approach developed and tested in
the previous sections to the analysis of GW170817.
We perform a Bayesian analysis of GW170817 using
the IMRPhenomPv2NRTidal, TaylorF2 and TEOBResumS
approximants, involving pbilby [113]. We adopt an
almost identical configuration to the one presented in
Ref. [111] (see also [13]). In more detail, we consider a
strain of 128 s around the GPS time 1187008882.43 s.
Data is downloaded directly from the GWOSC [114],
in its cleaned and deglitched version (v2). We em-
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FIG. 7. Unfaithfulness values between the
IMRPhenomPv2NRTidal (red) or TaylorF2 (blue) wave-
forms and the injected TEOBResumS waveforms. The plus
and cross polarizations are projected on to the Livingston
detector, and the source is fixed at the GW170817 sky
location. Horizontal straight lines correspond to the treshold
values of F¯ obtained with an SNR of 80 (black) and 32.4
(orange), computed through Eq. 19 with  = 6 (straight) and
 = 1 (dashed). Dots correspond to waveforms with q = 1,
while diamonds to signals with q 6= 1.
ploy the PSDs provided by [13], and fix the sky lo-
cation to the one provided by EM constraints. Fur-
ther, as we are mainly interested estimating the in-
trinsic parameters of the source, we marginalize over
distance, time and phase. The sampling is performed
with uniform priors in chirp mass M ∈ [1.18, 1.21]M
and mass ratio q ∈ [0.125, 1], with the additional con-
straints mA,mB ∈ [1.001398, 4.313897948277728]M.
The quadrupolar tidal coefficients ΛA,ΛB are uniformly
sampled in the interval [0, 5000]. The main differences
w.r.t the analysis of Ref. [111] lie in (i) the different
spin priors employed, which are taken to be aligned to
the orbital angular momentum and such that (χA, χB) ∈
[−0.05, 0.05], and (ii) in the high-frequency cutoff of 1024
Hz that we impose (instead of the 2048 Hz of [111]).
Using the formalism of the Fisher matrix outlined in
Sec. II A, we investigate in which frequency region the
tidal information is effectively extracted, according with
the extracted posterior samples: the Fisher’s matrix el-
ement IΛ˜Λ˜ has its main support in the frequency band
from 200 Hz to 1.5 kHz. Subsequently, we compute fthr
according to Eq. (15) and, in order to achieve a more re-
alistic result, we neglect the contributions above merger
frequency fmrg, where this quantity is estimated using
numerical relativity fits introduced in Ref. [112]. As
shown in Fig. 9, we find that the SNR of GW170817
is located at frequencies lower than ∼700 Hz (depend-
ing on the chosen value of ρthr). More precisely, we can
say that the signal power enclosed above ∼900 Hz does
not exceed an SNR of 1 (which roughly corresponds to
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FIG. 8. Analysis of GW170817 data. Marginalized one-
dimensional Λ˜ posteriors, obtained analyzing the data up to
fmax = 1024 Hz with three approximants: TaylorF2 (blue),
IMRPhenomPv2NRTidal (red) and TEOBResumS (black). The
posteriors shown are reweighted to flat in Λ˜ prior, as is done
in e.g [13]. The public bilby posteriors from Ref. [111]
(grey) are also displayed. Note that the bilby analysis uses
fmax = 2048 Hz.
3% of the total SNR), while the power above ∼550 Hz
cannot contribute more than an SNR of 3 (10% of the
total SNR). The large variability of fthr with the cho-
sen value of ρthr indicates that a relatively small frac-
tion of the SNR is accumulated over a rather large fre-
quency interval. The estimation of fthr motivates our
choice of fmax = 1 kHz: indeed, we do not expect to find
a relevant portion of signal above this limit. Further-
more, this upper bound minimizes errors due to possible
high-frequency noise fluctuations. From the discussion of
Sec. II, one expects the masses of the binary to be mea-
sured rather accurately. The reduced tidal parameter,
instead, will be affected by significant statistical uncer-
tainties: from the posterior samples, we estimate a loss
of tidal information of LΛ˜Λ˜ ∼ 20− 50%, for ρthr ∼ 1− 3.
The marginalized tidal parameter posteriors
reweighted to flat in Λ˜ prior are shown in Fig. 8.
All the measurements agree within 95% confidence
region, thus indicating that waveform systematics are
not the main source of uncertainty. However, the
distributions for the different approximants do suggest
the presence of some systematic effects. These posteriors
should be interpreted in terms of the phasing plots in
Fig. 2 for f . 700 kHz (low frequency part of right panel)
and Λ˜ . 1000. The phasing analysis of Sec. III shows
that IMRPhenomPv2NRTidal is more attractive than
TEOBResumS and TaylorF2; the systematic differences in
the relevant frequency regime are dominated by the tidal
part (IMRPhenomPv2NRTidal vs others) or by a mixture
of the point-mass and tides (TaylorF2 vs TEOBResumS).
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FIG. 9. Estimation of fthr (solid lines) and LΛ˜Λ˜
(dashed lines) from GW170817 posterior samples extracted
with TaylorF2 (blue), IMRPhenomPv2NRTidal (red) and
TEOBResumS (black). The shadowed bands represent the 90%
credible regions. In order to evaluate fthr, we use the identical
waveform models involved in the extraction of the posterior
samples and we set an cut-off frequency at merger fmrg, esti-
mated with the fits introduced in Ref. [112]. For the estima-
tion of LΛ˜Λ˜, we limit ourselves to 6.5PN phase corrections.
The plotted values are computed using a network of three
detectors (two LIGOs and Virgo) and setting fmax = 2 kHz.
For a single interferometer at ρthr = 1, we get fthr ≈ 700 Hz
for LIGO’s detectors and fthr ≈ 250 Hz for Virgo.
This is consistent with the slightly smaller Λ˜ measured
with the IMRPhenomPv2NRTidal with respect to the
other approximants and attributable to the particular
design of IMRPhenomPv2NRTidal (PN tides at LO in
the low frequency regime, TEOBResumS in middle regime
frequency and NR data at higher frequencies; with LO
tides stronger than PN NLO, NNLO, and EOB tides
at low frequencies, and NR tides typically stronger
than EOB tides [94, 115]). TEOBResumS measurement is
instead compatible with TaylorF2. This is again under-
standable from the phasing plots discussed in Sec. III:
for ωˆ ∼ 0.035 − 0.06, the differences in the point-mass
and tidal sector between the approximants have opposite
sign and partially compensate each other. Nonetheless,
it is not possible from this analysis to identify whether
a model is preferred by the data available, consistently
with the conclusion of [1, 116]. We report in Table III
the evidences given by the different approximants. We
conclude that systematics effects are observable in
GW170817, but do not dominate the measurement of Λ˜.
These effects are nonetheless expected a priori from the
phasing analysis of Sec. III.
Note that our IMRPhenomPv2NRTidal posteriors do
not present the double-peak in Λ˜ that is instead found
in [1, 116]. The reason for this difference lies in the high-
TABLE III. Analysis of GW170817 data: log-evidences and
corresponding standard deviations computed using differ-
ent waveform approximants: TEOBResumS, TaylorF2 and
IMRPhenomPv2NRTidal. The values obtained, according to
standard Bayesian statistics, indicate that it is not possible
to identify a preferred waveform model exclusively by relying
on the GW170817 data.
Approximant ln p(d|Approx.)
TaylorF2 523.078± 0.102
TEOBResumS 522.585± 0.102
IMRPhenomPv2NRTidal 522.261± 0.103
frequency cutoff imposed. This same effect had already
been noticed in Ref. [117]. The authors, using the spin-
aligned IMRPhenomDNRTidal model [59, 60] to analyze the
data, together with the relative binning technique [118],
found a double-peak structure in the posterior of Λ˜ with
fmax = 1.5 kHz, that however disappeared when fmax
was lowered to 1 kHz. Repeating our analysis with
IMRPhenomPv2NRTidal and fmax = 2 kHz, we too re-
obtain the double peak in Λ˜. The evidence of the newer
analysis is, however, compatible to the one reported in
Table III: ln p(d|IMRPhenomPv2NRTidal, 2kHz) = 521.860
± 0.103. This implies that negligible SNR is accumulated
above 1 kHz, and that the double peak is not to be inter-
preted as a physically motivated feature of the posteriors,
but rather can be attributed to some high frequency noise
fluctuation. This fact is also supported by the estimation
of fthr.
Overall, we find consistent values for intrinsic parame-
ters such as masses and spins with [1, 116] and higher Λ˜
values. To translate the information on Λ˜ to constraints
on the NS radius R we apply the UR of [103] to the
reweighted TEOBResumS Λ˜ posteriors and estimate the ra-
dius of a 1.4M NS. We find R1.4 = 12.5+1.1−1.8 km. This
value is slightly larger – though still compatible – than
the one obtained in [1]. The effect of the key choices of
our analysis, i.e the high frequency cutoff employed, the
use of TEOBResumS and the low-spin priors imposed, is
then that of pushing towards higher R values and softer
EOSs. In the literature, additional radius estimates have
been computed by including further astrophysical infor-
mation. We find our result, which focuses on the im-
plications of GW data alone, to be in good agreement
with the radii obtained when additionally accounting for
electromagnetic-priors [119] and the measurement given
by NICER. [120, 121], which too favour Λ˜ values larger
than ≈ 200.
VI. TIDES INFERENCE WITH 3G DETECTORS
Third generation detectors such as Einstein Telescope
[21, 26] and Cosmic Explorer [122] are expected to start
taking data in the late 2020s. Their increased sensitivity
at high frequencies will significantly improve the detec-
17
tion of tidal signatures in the inspiral, and even allow
the detection of GWs from the remnant. Typical SNRs
expected for GW170817-like events detected by ET are
of the order of 1700. As a consequence, the importance
of waveform systematics is expected to further increase
with respect to second generation detectors.
To summarize some the arguments of Sec. II, the SNR
enters the determination of Λ˜ through two main channels.
Firstly, it determines the maximum useful frequency fthr
(see Eq. (15)), above which variations of ρ can be fully at-
tributed to statistical fluctuations and which determines
the regimes at which tidal measurements are performed.
Secondly it is related to the width of the distribution of
the tidal parameter σΛ˜ = Λ˜
95th%ile − Λ˜5th%ile. If the
signal is loud enough – as is expected with ET and CE
– fthr will be above merger frequency for a large frac-
tion of events. Therefore, when studying the signal with
inspiral-merger only waveform models, the effect of vary-
ing the SNR will mainly affect σΛ˜. To obtain a quan-
titative estimate of σΛ˜ for 3G detectors we fit the val-
ues found in our injection study and extrapolate them
to higher SNRs. We find that a good approximation of
the behavior of σΛ˜ over the SNR range we considered is
obtained by assuming that
σΛ˜(ρ) =
c
ρ− ρ0 . (32)
This functional form is valid only for ρ > ρ0, in which
case the denominator can be expanded as a geometri-
cal series, and incorporates the corrections to the lead-
ing order 1/ρ asymptotical behavior expected from the
Fisher Matrix analysis. Fitting Eq.(32) to the data we
find (c, ρ0) = (7497.965751, 63.092154) for TaylorF2 and
(4372.214662, 66.778801) for IMRPhenomPv2. As could al-
ready be observed from Fig. 5, IMRPhenomPv2NRTidal
constrains the tidal parameter better than its PN coun-
terpart: σPhenom
Λ˜
(ρ) is (almost) parallel to σTaylorF2
Λ˜
(ρ)
but shifted to lower values. To obtain a unique esti-
mate of σΛ˜ we compute the mean value σ¯Λ˜ = (σ
Phenom
Λ˜
+
σTaylorF2
Λ˜
)/2.
The expression of σ¯Λ˜ can then be used to compute
the SNR at which two independent measurements Λ˜1
and Λ˜2, whose difference we denote as ∆Λ˜, become sta-
tistically inconsistent. Figure 10 shows the quantity
∆Λ˜/σ¯Λ˜ as a function of the optimal SNR ρ for values of
∆Λ˜ ∈ [−100, 100]. When ∆Λ/σ¯Λ˜ ≈ 1, statistical fluctua-
tions are of the same order of magnitude as systematical
effects. For |∆Λ˜| ≈ 100, we see that this condition is
satisfied already at the threshold ρ ≈ 125. As |∆Λ˜| de-
creases, the threshold SNR increases, reaching ρ ≈ 300
in correspondence of a ∆Λ˜ ≈ 20.
The above considerations are independent of the ex-
act waveform models employed, and do not tackle the
issue of estimating the ∆Λ˜ associated to two specific
chosen approximants. While it is clear from the injec-
tion study of Sec. IV that large ∆Λ˜ are to be expected
when employing TaylorF2 and IMRPhenomPv2NRTidal,
we take a step further and qualitatively estimate the bias
∆Λ˜ = Λ˜E − Λ˜ through Eq. (24) for two additional state-
of-the-art approximants, IMRPhenomPv2NRTidalv2 [90]
and SEOBNRv4Tsurrogate [87]. We thus compare the
latter and TEOBResumS in pairs and report the differ-
ences with respect to two baselines (TEOBResumS and
SEOBNRv4Tsurrogate). Following the procedure de-
scribed in Sec. IV D we consider values of Λ˜ equal to
400, 800 and 1000, place the sources in GW170817’s
location and employ the EinsteinTelescopeP1600143
PSD [123]. We compute waveforms from 30 to 2048 Hz
(left panel) or 1024 Hz (right panel). Results are again
displayed in Fig. 10.
We find that both SEOBNRv4Tsurrogate and
IMRPhenomPv2NRTidalv2 “underestimate” the val-
ues of Λ˜ of the TEOBResumS baseline (right panel),
and that the |∆Λ| found are always below ≈ 100.
This indicates that tides are stronger in the
SEOBNRv4Tsurrogate and IMRPhenomPv2NRTidalv2
models than in TEOBResumS. When restricting be-
low 1kHz (large Λ˜) the systematic bias in Λ˜ due to
the differences between IMRPhenomPv2NRTidalV2 and
TEOBResumS is .2σ corresponding to ∆Λ˜ ± 50, while
it varies ∼2 − 4σ when considering differences with
respect to SEOBNRv4Tsurrogate. This indicates that
the differences between IMRPhenomPv2NRTidalv2 and
TEOBResumS are mostly related to the modeling of tides
at high-frequencies, while the tides in the EOB models
differ from each other already at lower frequencies.
Some caution is needed when interpreting the results
obtained for the different waveform approximants: in
Sec. IV D we have seen that at times the estimated Λ˜E
would overestimate Λ˜median by up to 100. This difference
was acceptable at the injected SNRs, but indicates that
our estimate might not precise enough at the SNRs which
characterize 3G detectors. Nonetheless, we expect the
behavior of the approximants (i.e, their being more/less
attractive) to be correctly captured.
Overall, our findings indicate that above SNR ≈ 100−
200 σΛ˜ will be small enough that the models will appear
to be fully inconsistent between each others. The esti-
mated systematic biases reflect differences in the tidal
modeling at frequencies corresponding to the very last
orbits and thus accessible to NR. We stress that at fre-
quencies ωˆ22 & 0.06 the NS are in contact and the wave-
form modeling based on tidal interactions can only be
considered an effective description, since the dynamics
is dominated by hydrodynamics [94]. We demonstrate
in Appendix C that current NR simulations are not suf-
ficiently accurate to produce faithful waveforms. New,
more precise NR simulations appear crucial to further
develop tidal waveform models for future detectors.
VII. CONCLUSIONS
In this paper we discussed a possible approach for the
analysis of waveform systematics in the estimation of
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FIG. 10. The ratio between systematic effects ∆Λ˜ and statistical uncertainties σΛ˜, shown as a function of the SNR ρ for a
range of different ∆Λ˜ ∈ [−100,+100]. Colored lines refer to values of ∆Λ˜/σΛ˜ estimated between a baseline approximant Y and
a recovery approximant X, labelled as “X-Y” in the bottom-left legend, and computed for two different frequency cutoffs (left
and right panels) and three different values of Λ˜ (dashed, dotted and dash-dotted lines). We find that ∆Λ˜/σΛ˜ ≈ 1 at SNRs
ranging from 175-200 for all Λ˜ values. Therefore, with 3G detectors, all the current approximants will appear to be statistically
inconsistent.
tidal effects in BNS. We demonstrated the effectiveness
of our method in a mock experiment using a large set of
injected signals and applied the method to GW170817.
We recommend to use this method for future analysis
and point out that the approximants used for the main
analysis of GW170817 should be significantly improved
for future robust analysis at SNR ∼80 and beyond. We
expand on these conclusions here below.
The bottom-up method employed in this work is com-
posed of three steps. First, the waveform approximants
should be compared using the Qω analysis in order to
understand the effect of the modeling choices (and the
physics implemented in the models) on the GW phase.
TheQω diagnostic is key to determine the waveforms’ dif-
ferences and it is free from the ambiguities introduced in
the phase comparisons by the time/phase shift. Second,
it is important to identify what is the frequency regime
at which the tidal information is effectively extracted.
This can be accomplished by computing fractional losses
Lii defined in Sec. II. Third, the PE results should be
interpreted in terms of the ∆Qω analysis on the relevant
frequency interval.
Our mock experiments show that this procedure is ef-
fective in identifying the main baiases introduced by the
waveform models. Note in this respect that the “tar-
get” model used for the computation of the ∆Qω should
be chosen amongst those that are considered sufficiently
faithful on the relevant frequency regime. For example,
for analyzing biases at low frequencies, the target model
should contain maximal analytical information (vs mini-
mal fitting), high-order Taylor or EOB models represent
the best choice in this respect. At very high frequencies,
numerical relativity data would be the best choice, al-
though the accuracy of the data is not yet sufficient for
robust statements (See Appendix C).
The analysis of GW170817 shows that the measure-
ment of the tides is essentially free of systematic effects
if performed up to 1 kHz [117, 119]. Extending the anal-
ysis to higher frequencies introduces some waveform ef-
fects, albeit still compatible with others in the 90% con-
fidence region. In particular, comparing our results to
Fig. 9 of [13], we observe a shift in the posterior of Λ˜
computed with IMRPhenomPv2NRTidal that can be fully
understood from the Qω phasing analysis presented here.
When applying IMRPhenomPv2NRTidal to 2 kHz, the pos-
teriors have a double peak that is not present with the
1 kHz cutoff. The similar inferences using the TaylorF2
and TEOBResumS approximants are instead related to the
fact that, in the relevant frequency regime, the differ-
ences between the TaylorF2 point-mass and the tidal
have opposite signs and partly compensate each other
(see Fig. 2).
Applying the UR of [103] to the Λ˜ values obtained
in our GW170817 re-analysis we obtain a new measure-
ment of R1.4M which – based exclusively on the infor-
mation gathered from GW data – is in good agreement
with results coming from independent astrophysical ob-
servations, i.e the NICER radius measurement and the
information coming from EM observations [119, 120].
Significant waveform systematics are to be expected
for GW170817-like signals already for the current ad-
vanced detectors at design sensitivity. Note these high-
SNR signals are the only/best candidates for an actual
measure (vs. upper limit) of the tidal parameters and
EOS constraints. At design sensitivity, the expected
bias in the reduced tidal parameter using TaylorF2 and
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IMRPhenomPv2NRTidal is about 2 − σ (for average BNS
parameters as quantified in Fig. 5). This would reflect
in systematics on the NS radius of about 1 km (10%),
that are comparable or well above of the current best es-
timates of the NS radius, also including electromagnetic
constraints [3, 103, 119, 124, 125].
Moving to higher sensitivities and 3G detectors, we es-
timate that the systematics between the approximants
that currently have the smallest differences among them-
selves become dominant over statistical errors at SNR
200 and for Λ˜ & 400 (Fig. 10). This implies that EOS
constraints from the potentially most informative (and
rare) events will be harmed by tidal waveform systemat-
ics.
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Appendix A: Effect of the point mass sector on Λ˜
In this apendix, we explicitly show how uncertainties
in the point mass phase (of both statistic and system-
atic nature) can affect the determination of the tidal pa-
rameter Λ˜. Starting from Eq. (7), writing exp(i∆Ψ) =
cos(∆Ψ) + i sin(∆Ψ), and expanding the cosine around
∆Ψ ≈ 0 the SNR becomes
ρ =
4√
(h|h)
∫
A˜dA˜h
Sn
[
1− (∆Ψ)
2
2
+O
(
∆Ψ3
)]
df
' ρopt − 2√
(h|h)
∫
A˜2(∆Ψ)2
Sn
df ,
(A1)
where the last step assumes A˜h ≈ A˜d = A˜. By defining
θ¯ as the set of parameters such that ∆Ψ(θ¯; f) ≈ 0 over
the whole frequency range considered [fmin, fmax], and
expanding ∆Ψ in Eq. (A1) around θ¯, the second integral
in Eq. (A1) can be connected to the Fisher matrix∫
A˜2(∆Ψ)2
Sn
df ≈
∫
A˜2∂iΨh∂jΨh
Sn
∆θi∆θjdf (A2)
with ∂i = ∂/∂θ
i and ∆θi = θi − θ¯i (repeated indeces
imply a summation). Under the assumption of high SNR,
the integrals over f in Eq. (A2) can be split as
−∆θ
l∆θm
2
∫ fc
fmin
Il,mdf−∆θ
Λ˜∆θΛ˜
2
∫ fmax
fc
IΛ˜,Λ˜df, (A3)
where fc is a “cutoff frequency” that identifies the be-
ginning of the relevant frequency support of IΛ˜,Λ˜ (see
Eq. (14)) and has the value of ≈ 300 Hz for fiducial BNS.
Eq. (A3) clearly shows the different frequency regimes at
which the parameters are measured during PE. M¯, q¯ and
χ¯ are determined during the early inspiral (f ≤ fc); ¯˜Λ
at higher frequencies (f ≥ fc). Sampling methods will
tend to recover the parameters θ → θ¯. However, due
to the varying sensitivity of the detector over different
frequency ranges, the parameters measured during the
early inspiral θinsp = (M, q, χ) converge faster than tidal
parameters. Let’s then go back to Eq. (A2) and express
its left hand side as
− ∆θ
l∆θm
2
∫ fc
fmin
Il,mdf − 1
2
∫ fmax
fc
A˜2(∆Ψ)2
Sn
df. (A4)
The first integral has, again, been expanded about the set
of parameters θ¯insp. Taking the limit θinsp → θ¯insp, its
contribution tends to zero by definition. The remaining
second integral can be explicitly written as:
−1
2
∫ fmax
fc
A˜2
Sn
[
∆ΨPM(θ¯insp, Λ˜ = 0) + ∆Ψ
T (θ¯insp, Λ˜)
]2
df,
(A5)
where we have separated ∆Ψ into its point mass
(∆ΨPM) and tidal (∆ΨT ) contributions. Critically,
∆ΨPM(θ¯insp, Λ˜ = 0) is not necessarily close to zero above
fc, as the parameters θ¯insp are determined over a differ-
ent regime, and chosen to minimize ∆ΨPM(θ¯insp, Λ˜ = 0)
below fc. The value
¯˜Λ therefore will have to minimize
not only ∆ΨT over [fc, fmax], but rather the sum of ∆Ψ
T
and ∆ΨPM. This means that both the tidal and the point
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mass sectors of a waveform model can introduce biases in
the recovery of tidal parameters, and that overall phase
differences accumulated over fc are absorbed mainly by
Λ˜.
Appendix B: Tidal information
In this appendix, we apply the method presented in
Sec. II A to the the signals involved in the PE studies
of Sec. IV, proving that the injections are actually per-
formed in an informative framework for the tidal parame-
ter, in which statistical fluctuations cannot be considered
as the dominant source of the biases observed in the tidal
parameter (see Fig. 5).
Tab. IV shows the values of the frequency support
[f Λ˜5%, f
Λ˜
95%] defined in Eq. (14) computed for the injected
signals, including all the detectors involved in the anal-
ysis. For all the cases,fmrg > 1 kHz, indicating the
presence of signal in the high-frequency regime, and
f Λ˜95% > 1 kHz, meaning that the tidal contributions are
relevant above this value. Furthermore, Tab. IV reports
the values of fthr and LΛ˜Λ˜, defined respectively in Eq. 15
and Eq. 16, computed for the same signals for ρthr = 1, 3.
For ρthr = 1, we have fthr > 1 kHz, showing that the
signal power is relevant above this threshold. For this
values, LΛ˜Λ˜ ≤ 30%. These facts are reflected in a lower
variance on the posterior distribution for Λ˜ coming from
the PE analyses with fmax = 2048 Hz with respect to
the ones with fmax = 1024 Hz. Finally, for all the in-
jected signals, we have fthr > f
Λ˜
5%, which proves that
these data contains information on the tidal parameter
in an accessible frequency range.
Appendix C: Faithfulness of Numerical Relativity
waveforms
Numerical Relativity (NR) simulations are fundamen-
tal for understanding the the merger physics and the
waveform morphology in the high-frequencies regime.
They incorporate hydrodynamical effects, and can model
not only the late-inspiral-merger parts of the coalescence,
but also the postmerger phase. While NR waveforms are
often regarded as exact with respect to the ones provided
by waveform approximants in the same regime, the com-
plex 3D simulations can introduce significant uncertain-
ties, e.g. [94, 126–129]. The latter are both due to sys-
tematics (finite radius extraction of the GWs, numerical
dissipation, etc.) and to finite grid resolution. System-
atics are difficult to control, but finite resolution errors
can be studied by simulating at different resolutions and
performing convergence tests.
In this appendix, we apply the method of Sec. IV D
to a set of NR waveforms taken from the CoRe database
[130], with the aim of testing the accuracy of current
state-of-the-art NR simulations and guiding future effors.
TABLE IV. Values of f Λ˜5%, f
Λ˜
95%, fthr and LΛ˜Λ˜ computed for
the signals involved in the injection studies, Sec. IV. We recall
that the injected signals have extrinsic properties identical to
the maximum-posterior parameters of GW170817 [1]. The
reported values are estimated with a three detector network
(two LIGOs and Virgo) at design sensitivity using TEOBResumS
waveform model.
EOS M q fmrg f
Λ˜
5% f
Λ˜
95% ρthr = 1 ρthr = 3
[M] [Hz] [Hz] [Hz] fthr [Hz] LΛ˜Λ˜ fthr [Hz] LΛ˜Λ˜
DD2 2.71 1.00 1287 245 1460 1085 0.18 731 0.52
LS220 2.68 1.00 1366 259 1800 1152 0.23 740 0.57
LS220 2.69 0.86 1241 242 1332 1055 0.15 731 0.51
SFHo 2.71 1.00 1426 271 1825 1207 0.23 766 0.59
SFHo 2.72 0.88 1416 278 1862 1252 0.25 772 0.61
SLy 2.68 1.00 1588 273 1746 1211 0.22 772 0.60
SLy 2.69 0.88 1480 272 1816 1208 0.23 766 0.59
DD2 2.48 1.00 1206 240 1666 1033 0.21 693 0.55
DD2 3.18 1.00 1192 249 1715 1125 0.19 782 0.49
2B 2.70 1.00 1646 293 1834 1311 0.24 804 0.63
SLy 3.00 1.00 1540 278 1744 1254 0.20 828 0.56
LS220 3.20 1.00 1288 255 1443 1332 0.30 826 0.63
SFHo 2.92 1.00 1449 281 1874 1285 0.24 802 0.59
SFHo 2.80 1.00 1519 273 1698 1222 0.20 788 0.58
ALF2 3.00 1.00 1299 250 1395 1121 0.15 787 0.50
In particular, we consider multi-orbit and eccentricity re-
duced simulations performed wih the BAM code, and fo-
cus on late inspiral-merger where waveforms are shown
to be convergent. To the best of our knowledge, accuracy
standard for BNS NR waveforms at multiple grid resolu-
tions have been computed only in [126] for data that are
currently superseded by the those produced with simu-
lations employing high-order numerical fluxes [127, 129]
and higher resolutions that we consider here. We use
here a sample of CoRe waveforms computed at multiple
resolution and produced in [89, 131–134].
Table V displays the faithfulness values computed for
a set of BAM waveforms. Each value is obtained by
comparing the two highest-resolution simulations avail-
able for each considered set of intrinsic parameters. For
each resolution R, the simulations compute the multi-
poles h`m(t); the waveform polarizations h
R
+, h
R
x are re-
constructed from
h+ − ih× = D−1L
∞∑
`=2
∑`
m=−`
h`m(t)−2Y`m(ι, ψ) (C1)
where−2Y`m(ι, ψ) are the spin weighted spherical har-
monics of spin s = −2 and DL is the luminosity dis-
tance. Assuming for simplicity that the radiation is
emitted along the z-axis, perpendicular to the orbital
plane, one has that ι = ψ = 0, and −2Y2±2(0, 0) =√
5/(64pi)(1 ± 1)2. Fixing the source in GW170817’s
sky location and projecting the polarizations on the Liv-
ingston detector, matches are finally computed over a fre-
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TABLE V. Faithfulness values F computed considering fre-
quencies from flow to fmrg between simulations with the same
intrinsic parameters and two different resolutions, extracted
at r/M = 1000. The source is situated in the same sky lo-
cation as GW170817, and the waveform polarizations h+ and
h× are computed and projected on the Livingston detector.
We employ the aLIGODesignSensitivityP1200087 [22] PSD
from pycbc [110] to compute the matches, and compare the
values obtained to the thresholds Fthr calculated with Eq. 19
with 2 = 1 or 2 = N . A tick 3 indicates that F > Fthr.
Conversely, a cross 7 indicates that F < Fthr.
Sim na F SNR
14 30 80
N = 6 1 N = 6 1 N = 6 1
BAM:0011 [96, 64] 0.991298 3 7 7 7 7 7
BAM:0017 [96, 64] 0.985917 3 7 7 7 7 7
BAM:0021 [96, 64] 0.957098 7 7 7 7 7 7
BAM:0037 [216, 144] 0.998790 3 3 3 7 7 7
BAM:0048 [108, 72] 0.983724 7 7 7 7 7 7
BAM:0058 [64, 64] 0.999127 3 3 3 7 7 7
BAM:0064 [240, 160] 0.997427 3 7 3 7 7 7
BAM:0091 [144, 108] 0.997810 3 3 3 7 7 7
BAM:0094 [144, 108] 0.996804 3 7 3 7 7 7
BAM:0095 [256, 192] 0.999550 3 3 3 3 3 7
BAM:0107 [128, 96] 0.995219 3 7 7 7 7 7
BAM:0127 [128, 96] 0.999011 3 3 3 7 7 7
a Number of grid point (linear resolution) of the finest grid
refinement, roughly covering the diameter of one NS
quency range f ∈ [flow, fmrg], where flow is defined as the
frequency at which the amplitude of the fourier transform
FT[Re(h22)] is highest and fmrg is the merger frequency,
i.e the istantaneous frequency corresponding to the peak
of the amplitude |h22(t)|. Such values are then contrasted
to the threshold faithfulness Fthr of Eq. 19. Similarly to
Sec. E, we choose 2 to be equal to one, for a stricter
requirement, or to the number of intrinsic parameters of
a BNS system (N = 6). Note that while F < Fthr is
a necessary but not sufficient condition for biases to ap-
pear, F > Fthr is a sufficiently strong requirement to
ensure that two waveforms are faithful. While for low
SNR signals most of the waveforms considered are accu-
rate enough, we find that – out of the twelve simulations
examined – none passes the accuracy test when (SNR 80,
 = 1), and only one (BAM:0095) manages to pass it when
(SNR 80, N = 6) and (SNR 30,  = 1). Note the stars
are resolved in this case with &200 grid points.
Our findings indicate that the largest portion of the
NR simulations available to date may not be yet suffi-
ciently accurate for GW data-analysis purposes. High-
order methods for hydrodynamics and resolutions >200
grid points per star appear necessary for GW modeling.
Appendix D: Universal Relations
In this appendix we collect the quasi-universal rela-
tions employed in the main text.
• De et. Al: This phenomenological relation was
first introduced in [103], and links the chirp mass
of a BNS system Mc and its mass-weighted tidal
parameter Λ˜ to the radius of a 1.4M star, R1.4.
Explicitly,
R1.4 ' (11.2± 0.2)Mc
M
(
Λ˜
800
)1/6
km (D1)
Note that this expression is valid for GW170817-
like systems, and is expected to fail for stars lighter
than 1M or heavy systems, with chirp mass Mc
larger than 1.5.
• Binary Love and C-Love: These relations were
obtained in [104] and [105]. The Binary-Love rela-
tion links the asymmetric combination of the tidal
parameters Λa = (Λ1−Λ2)/2 to the symmetric one
Λs = (Λ1 + Λ2)/2 in a mass-ratio (q) dependent
way:
Λa =Fn(q)Λs
a+
∑3
i=1
∑2
j=1 bijq
jΛ
−i/5
s
a+
∑3
i=1
∑2
j=1 cijq
jΛ
−i/5
s
(D2)
Fn(q) ≡1− q
10/(3−n)
1 + q10/(3−n)
(D3)
where the coefficients n, a, bij , cij can be found in
e.g [104]. It can be used in PE to reduce the di-
mensionality of the parameter space by linking Λ2
and Λ1 [135]. The C-Love relation, instead, links
the compactness of a NS to its tidal deformability:
Ci(Λi) =
2∑
k=0
ak (ln Λi)
k
(D4)
and a0 = 0.3616998, a1 = −0.0354818, a2 =
0.0006193849. To obtain an estimate of the ra-
dius of one of the NSs we combine them. In-
deed, rather than directly applying Eq. (D4) to
the posterior samples of Λ2, we wish to map Λ˜
into R, as Λ˜ is the better measured quantity from
GW analysis. To do so, we obtain the relation
Λ1 = Λ1(Λ2, q) from the inversion of Eq. (D2), and
compute Λ2 = Λ2(Λ˜, q) from the definition of Λ˜.
Finally, we apply Eq. (D4).
• Raithel et al. The relation found in [106] is based
on a quasi-newtonian approximation of the full rel-
ativistic expression for the tidal deformability of a
stare, given by equation (96) of [30] with β ≈ 1.
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Explicitly:
Λ˜ =Λ˜0
(
1 + δ0(1− q)2
)
(D5)
Λ˜0 =
15− pi2
3pi2
ξ−5(1− 2ξ)5/2 (D6)
δ0 =
3
104
(1− 2ξ)−2 (−10 + 94ξ − 83ξ2) (D7)
ξ =
21/5GMc
Rc2
(D8)
The above equations can be inverted numerically
to obtain R(Λ˜, q,Mc).
Appendix E: Qω analysis with other approximants
In the present appendix we repeat the discussion of
the second part of Sec. III, and compute ∆Qωˆ, ∆Q
T
ωˆ
and ∆QPMωˆ for two additional state of the art approxi-
mants: (i) IMRPhenomPv2NRTidalv2, which differs from
the IMRPhenomPv2NRTidal model exclusively in its tidal
sector, which now incorporates a 7.5PN low frequency
limit and PN-expanded spin-quadrupole interactions up
to 3.5PN in the waveform phase; and (ii) TaylorF2 en-
dowed with quasi-5.5PN point mass terms, 7.5PN tides
and spin-spin terms up to 3.5 PN. We note it is not
possible to obtain meaningful information from Qω for
SEOBNRv4Tsurrogate, as it is not C1 over the whole
range of frequencies considered.
Figure 11 shows Qωˆ for the aforementioned approxi-
mants, computed for three reference signals with varying
Λ˜ and zero spins, once again divided into three ωˆ inter-
vals, correspoding to the regimes in which tidal contribu-
tions are roughly smaller than, comparable to or domi-
nant with respect to ∆QPMωˆ . Inspecting the first column
(which corresponds to the early frequencies interval), we
notice that the ∆QPMωˆ of TaylorF2 is comparable to
that of IMRPhenomPv2NRTidalv2, and overall closer to
TEOBResumS’ description than the one provided by con-
sidering a 3.5PN point mass baseline. When considering
the tidal sector, instead, we note that the behaviours
of NRTidalv2 and 7.5PN tides are opposites from the
start. Moving to higher frequencies, tidal effects domi-
nate both the late inspiral and merger regimes for both
approximants. IMRPhenomPv2NRTidalv2 is less attrac-
tive than IMRPhenomPv2NRTidal, while the 7.5 PN tidal
description is more repulsive than the 6PN one. Close to
merger we find that – as expected – the point mass con-
tribution of the 5.5PN approximant becomes large and
positive, and partially compensates the negative ∆QTωˆ .
Overall, we find that IMRPhenomPv2NRTidalv2 provides
a description that is much closer to TEOBResumS’ than
the one offered by IMRPhenomPv2NRTidal, albeit being
still slightly more attractive.
Spinning configurations are studied in Fig. 12,
which shows ∆Qωˆ for three target signals with Λ˜ =
400 and increasing spins χ1 = χ2. Focusing on
the low frequency contribution to ∆Qωˆ, we observe
that IMRPhenomPv2NRTidalv2 is now overall closer to
TEOBResumS than IMRPhenomPv2NRtidal and TaylorF2
were. Additionally, the 5.5 PN point mass, which in
the non-spinning case follows closely the behaviour of
TEOBResumS, becomes increasingly more negative as spins
grow. Moving to the high frequency regime, the im-
provements of NRTidalv2 have a positive effect on ∆QTωˆ
of the phenomenological approximant. Indeed, while
the Phenom-EOB-PN hierarchy displayed in Fig. 3 for
spinning binaries is mantained, the differences decrease
and NRTidalv2 is closer to TEOBResumS’ description than
NRTidal.
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