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Abstrakt
V dnešní dobeˇ má mapování okolního prostoru obrovské využití v mnoha technických
odveˇtvích. Prˇíkladem mu˚že být jeho použití pro lokalizaci automobilu˚ a jiných vozidel,
dále pak realistické 3D modely budov nebo jiných prostor a v neposlední rˇadeˇ má velké
uplatneˇní v robotice. Jednou z nejpoužívaneˇjších a nejzajímaveˇjších metod mapování je v
soucˇasnosti mapování pomocí technologie LIDAR, respektive pomocí LIDARového ske-
neru. V této práci popisuji neˇkolik základních metod pro mapování a také implementaci
jedné z nich.
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Abstract
There are a lot of different technical fields in which is mapping of 3D space used these
days. A good example can be it’s use for localization of cars and other vehicles, then
realistic 3D models of buildings or other areas and last but not least has a big use in
robotics. One of the most widely used and the most interesting method of mapping is
mapping by using LIDAR technology or by using LIDAR scanner. This work includes a
description of several methods, which are used for maping and also an implementation
of one of these methods.
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Seznam použitých zkratek a symbolu˚
LIDAR – Light Detection And Ranging
3D – Three-dimensional
Laser – Light amplification by stimulated emission of radiation
CD – Compact disc
DVD – Digital video disc
GPS – Global Positioning System
NASA – National Aeronautics and Space Administration
LAS – Lidar Archive Standard
SLAM – Simultaneous localization and mapping
MLC – Monte Carlo localization algorithm
FastSLAM – Factored Solution to the Simultaneous Localization and Map-
ping Problem
EKF – Extended Kalman Filter
DP – Distributed particle
PCL – Point Cloud Library
RANSAC – Random sample consensus
ICP – Iterative closest point
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31 Úvod
Je urcˇiteˇ nepopíratelným faktem, že LIDRová technologie a technologie s ní spojené, mají
dnes obrovské uplatneˇní v mnoha oblastech veˇdy a techniky. At’ už tuto technologii
máme ve svých autech a požíváme ji naprˇíklad prˇi parkování nebo ji využíváme pro zjiš-
t’ování hladin oceánu˚ a dalších informací, které nám umožnˇuje použití této technologie
v leteckém skenování. Tato práce se ovšem veˇnuje zcela jiné, velice zajímavé oblasti.
Konkrétneˇ se jedná o využití této technologie k vytvárˇení map budov a jiných 3D
prostor. Mapování prostoru obecneˇ je velice zajímavé a má mnoho využití v praktickém
životeˇ. Naprˇíklad umožnˇuje primitivnímu robotu orientovat se v dané místnosti, dokázat
ji bez problému projít a porˇídit du˚ležité informace o prostorách bez toho, aniž by do
dané místnosti musel vstoupit cˇloveˇk. Toto má samozrˇejmeˇ využití v prˇípadeˇ, kdy vstup
do takových prostor není pro cˇloveˇka bezpecˇný, nebo jednoduše není možný z hlediska
dostupnosti.
Tato práce ve své první cˇásti uvádí LIDAR technologii. Dozvíte se neˇco o její his-
torii, jak se cˇasem vyvíjela až do dnešní verze, dále pak její bohaté využití, a také jak
vlastneˇ funguje a z cˇeho se takový skenovací systém LIDARu mu˚že skládat. Druhá cˇást
práce už je zameˇrˇena prˇímo na metody umožnˇující prˇesné mapování 3D prostoru. Budou
zde prˇedstaveny celkem cˇtyrˇi známé metody, z nichž jedna bude v poslední cˇásti práce
popsána i z hlediska její praktické implementace. Každá metoda obsahuje jednoduché
vysveˇtlení její základní myšlenky, složitost jejího výpocˇtu a samozrˇejmeˇ její srovnání s
ostatními.
Cílem této práce je popsat a seznámit cˇtenárˇe se základními metodami pro mapování
3D prostoru a následná implementace jedné z teˇchto metod.
42 LIDAR technologie
Tato kapitola slouží k seznámení cˇtenárˇe s technologii LIDAR. V první cˇásti popisuje zá-
kladní rysy této technologie, její použití ve sveˇteˇ, zejména pak použití pro meˇrˇení vzdá-
leností. V druhé cˇásti seznamuje cˇtenárˇe s jednotlivými cˇástmi LIDARu a v trˇetí cˇásti se
zabývá vývojem této technologie od historie až po soucˇasnost. Cˇtenárˇ by si meˇl odnést
základní znalosti o této technologii, které mu pomohou k lepšímu pochopení zbytku
práce.
2.1 Seznámení s LIDAR technologií
LIDAR neboli Light Detection and Ranging, což v prˇekladu znamená detekce sveˇtla a vzdá-
lenosti, je technologie založená na takzvaném remote sensing neboli dálkovém pru˚zkumu.
Jedná se o metodu využívající sveˇtlo ve formeˇ pulzního laseru, pro meˇrˇení vzdálenosti
na Zemi. Tyto sveˇtelné pulzy se v kombinaci s údaji z jiných systému˚ stávají skveˇlým ná-
strojem pro vytvorˇení 3D informace o tvaru daného prostoru, (naprˇíklad tvar Zemeˇ prˇi
leteckých snímcích) poprˇípadeˇ i vlastností jeho povrchu. Více informací zde [1].
Jak už je zmíneˇno výše, LIDAR technologie je založena na pulzujícím laseru. Ale co
je to vlastneˇ ten laser? Obecneˇ laser znamená light amplification by stimulated emission of
radiation neboli zesilovacˇ sveˇtla pomocí stimulované emise zárˇení. Co prˇesneˇ to znamená
není náplní této práce. Nám bude stacˇit veˇdeˇt, že se jedná o zarˇízení generující silný
proud cˇástic s vysokou energií (fotony) v rámci velmi úzkého rozmezí vlnových délek. To
dává laseru schopnost vytvorˇit souvislý zdroj sveˇtla pro konkrétní užití. Dnes jej mu˚žeme
videˇt prakticky všude. At’ už na CD/DVD cˇtecˇkách, chirurgických cˇi rˇezných nástrojích
nebo práveˇ na prˇístrojích pro LIDAR mapování, které nás zajímá. Zdroj laserového sveˇtla
je vlastneˇ základem celé LIDAR technologie.
Aby byl laser dostatecˇneˇ silný a použitelný musí mít již zmíneˇnou úzkou vlnovou
délku. Ta se mu˚že v závislosti na svém využití lišit, ale obecneˇ se pohybuje kolem 1064
nanometru˚. Toto cˇíslo si asi dokážete jen steˇží prˇedstavit. Pro lepší ukázku co to cˇíslo
vlastneˇ znamená slouží následující obrázek, na neˇmž je znázorneˇné celé spektrum vlno-
vých délek a k nim prˇidané prˇíslušné použití.
Obrázek 1: Ukázka spektra vlnových délek
Zdroj: ASPRS
5Abychom dobrˇe zvládli práci s LIDARem a následné mapování prostoru, musíme
být schopni si poradit se základními problémy, které toto mapování obnáší. Du˚ležité je
abychom byli schopni prˇesneˇ lokalizovat senzor, ze kterého meˇrˇíme, a také být schopni
prˇesneˇ zmeˇrˇit cˇas, který laser potrˇebuje k tomu, aby dorazil k cílovému objektu a zpeˇt.
Každý laserový pulz vyzárˇený smeˇrem k danému objektu je definován jako „sloupec
sveˇtla“ elektromagnetické energie. Když tento sloupec sveˇtla dorazí k danému objektu
zachytí ho snímacˇ. Pokud je zasažený objekt „pevný“, jako naprˇíklad budova nebo auto,
dojde k odrazu dopadané energie, ale pouze jeden odraz se zaznamená. Problém mu˚že
nastat prˇi skenování vegetace, kdy laser mu˚že projít neˇkterými objekty, jako naprˇíklad
listem a výsledný obraz nebude prˇesný. Pokud se nám vše podarˇí mohl by výsledný ob-
raz daného objektu vypadat naprˇíklad jako následující obrázek.
Obrázek 2: Prˇíklad naskenované budovy
Zdroj: Project Surveyors
Výsledný obrázek, který mu˚žete videˇt, se skládá s velkého pocˇtu „tecˇek“, kde každá
prˇedstavuje jednu cestu laseru smeˇrem k objektu a zpeˇt a jeho následné zaznamenání na
snímacˇ.
Du˚ležitou složkou prˇi meˇrˇení LIDARovými lasery je již výše zmíneˇný cˇas. Respektive
cˇas, který je potrˇeba aby laser urazil vzdálenost k objektu a zpeˇt. Jelikož se daný laser
pohybuje rychlostí sveˇtla, mu˚žeme vynásobením uplynulého cˇasu s konstantou rychlostí
sveˇtla urcˇit lehce vzdálenost od objektu a to pomocí následující rovnice.
Vzdálenost snímacˇe od objektu a zpeˇt = uplynulý cˇas * rychlost sveˇtla
Pokud chceme urcˇit vzdálenost k objektu musíme výsledek samozrˇejmeˇ vydeˇlit dveˇma,
jelikož nám pocˇítá vzdálenost k objektu a zpeˇt. Tato vzdálenost je cˇasto oznacˇována jako
rozsah. Pro tuto podkapitolu jsem cˇerpal prˇedevším z [2].
2.2 Základní komponenty LIDARu
Pokud se chceme blíže seznámit s technologií LIDAR, musíme znát základní cˇásti, které
LIDAR obsahuje. Samozrˇejmeˇ že to není pouze laser, ale je to celá rˇada du˚ležitých zarˇí-
zení, které spolu musejí perfektneˇ spolupracovat a fungovat, aby byl výsledek perfektní.
V této práci bych rád uvedl pouze ty nejdu˚ležiteˇjší cˇásti.
6Hlavní cˇástí LIDARu je samozrˇejmeˇ Laserový snímacˇ. Toto zarˇízení se dále skládá
z dalších trˇech du˚ležitých cˇástí. Jeho práce spocˇívá ve vytvárˇení konzistentních proudu˚
laserových impulzu˚, které jsou prˇivádeˇny do takzvané „rozmezní jednotky“, kde se od-
rážejí od zrcadla, které mu˚že být naprˇíklad rotacˇní, a tím se dostávají prˇímo k cílí. V této
rozmezní jednotce je také optický prˇijímacˇ, který zaznamenává celkový cˇas, který laser
potrˇebuje ke své cesteˇ k cíli a zpeˇt a posílá tuto informaci do rˇídící jednotky. Tento stejný
proces se opakuje 100 000 až 200 000 krát za sekundu. Laserový snímacˇ bohužel není
sám schopen spocˇítat sourˇadnice odražených laserových bodu˚, ani prˇesneˇ urcˇit polohu
snímacˇe aby mohl vytvorˇit 3D model sourˇadnic a tedy výsledný obraz.
Zde prˇichází na rˇadu takzvané Prˇímé Georeferencování, které hraje klícˇovou roli v
celém systému. Jak už z názvu napovídá, jeho práce je prˇesneˇ urcˇit pozici snímacˇe a jeho
orientaci vzhledem k zemi.
Tomu velice napomáhá GPS. Jak je dnes jíž velice známo jedná se o satelitneˇ rˇízenou
radio-navigacˇní technologii, která je dnes zakotvena v mnoha beˇžných osobních zarˇíze-
ních. LIDAR tuto technologii využívá také a to k prˇesnému odvození polohy snímacˇe
v trojrozmeˇrném prostoru, zatímco je umísteˇn na pohyblivém zarˇízení, at’ už se jedná o
auto, letadlo nebo robota. Samozrˇejmeˇ, že se nejedná o stejné zarˇízení jako máme my v
mobilech, ale o jeho prˇesneˇ upravenou a vyladeˇnou verzi.
Na rˇadu ted’ prˇichází Inerciální soustava, která ke znalostem o umísteˇní snímacˇe a
cíle prˇidává i poslední, velmi du˚ležité složky a to rychlost a cˇas. Inerciální meˇrˇící sys-
témy obsahují akcelerometry, které dokáží velmi prˇesneˇ meˇrˇit rychlost. Jedinou nevýho-
dou je jeho náchylnost na zmeˇnu okolí a to hlavneˇ vneˇjší vliv gravitace nebo sebemenší
„št’ouchnutí“ mu˚že zpu˚sobit odchylky ve výpocˇtech.
Máme tedy spoustu údaju˚ z ru˚zných systému˚, které LIDAR využívá, ale potrˇebujeme
je neˇjak zpracovat a také zajistit, že všechny složky systému odvádeˇjí svou práci správneˇ.
K tomu je zapotrˇebí spolehlivé pocˇítacˇové systémy. Tyto systémy také poté musí integro-
vat vypocˇítané údaje do použitelných a prˇesných výšek na zemi.
Pro ukázku jak takový prˇístroj, obsahující všechny výše zmíneˇné složky vypadá po-
slouží následující obrázek.
Obrázek 3: ALS-50 II Lidarový Systém
Zdroj: Leica Geosystems
Pro následující podkapitolu jsem cˇerpal informace z [3].
72.3 Historie a vývoj
Laser na bázi dálkového pru˚zkumu jak ho známe dnes, vznikl v roce 1970 pod NASA,
za úcˇelem porˇizování leteckých snímku˚. Snímacˇe pu˚vodneˇ sloužily zejména na veˇdecké
meˇrˇení, jako naprˇíklad meˇrˇení vlastností atmosféry, hladiny vody oceánu˚, snímky lesu˚
a ledovcu˚ atd. Tato technologie se ukázala jako velice prˇesná pro meˇrˇení, ovšem v té
dobeˇ (80. léta) nebyla k dispozici spolehlivá technologie GPS, pro umísteˇní a lokalizaci
snímacˇe.
Toto samozrˇejmeˇ odstartovalo obrovskou poptávku práveˇ po technologii typu GPS,
což pomohlo jejímu rychlému výboji smeˇrem kuprˇedu. To umožnilo sbírat du˚ležité in-
formace ze satelitu˚ a družic, které sloužily pro zprˇesneˇní výpocˇtu˚. Tento rychlý vývoj
technologií tykajících se laseru vedl k tomu, že v polovineˇ 90. tých let byl vyroben LI-
DARový laser schopný dosáhnout až 25 000 pulsu˚ za jedinou sekundu. Tento laser meˇl
uspokojit prˇedevším zákazníky, kterˇí jej používali výhradneˇ pro topografické mapování.
I když v dnešní dobeˇ zní tato cˇísla jako smeˇšná a nedostatecˇná, v 90. tých letech to zna-
menalo obrovský pokrok a hlavneˇ další impulz pro vývoj lepších a lepších technologií do
budoucna. Už v této dobeˇ prˇinášely LIDARy velmi kvalitní a prˇesná data, které nebyly
možné získat klasickou metodou pozemního pru˚zkumu nebo fotogrammetrie1. Komu-
nita lidí zabývajících se touto technologií, projevila velký zájem o LIDARová data, nejen
pro mapování zemského povrchu, ale i pro mapování budov a komunikací.
Když byla LIDARová technologie a LIDARová data prˇedstavena spolecˇnosti zabýva-
jící se mapováním, byl to ohromný úspeˇch. Do té doby se totiž, jak už bylo výše zmíneˇno,
provádeˇlo mapování s vysokým rozlišením pomocí fotogrammetrie. Hlavní prˇínos byl v
tom, že prˇi fotogrammetrii musí být daný objekt „videˇn“, aby mohl být mapován, kdežto
LIDARový laser meˇl schopnost proniknout mraky a zmapovat i objekty, které by fotogra-
mmetrie nevideˇla, na druhou stranu byla tato technologie mnohem dražší a vyžadovala
zkušenosti na práci s porˇízenými daty. LIDAR také dokáže prohlédnout mezi stromy v
husteˇ zalesneˇné oblasti, kde by jiné technologie selhaly. LIDAR se tedy s postupným sta-
bilizováním cen a nákladu˚ na provoz ukázal jako rychlá, prˇesná a atraktivní technologie
pro 3D mapování.
Spolecˇneˇ s náru˚stem poptávky po LIDARu vznikaly i ru˚zné normy, pokyny a tech-
nické specifikace pro jeho použití. Byly vyvinuty normy pro zajišteˇní kvality a prˇesnosti
dat. Dále spolecˇnost ASPRS vyvinula „LAS“ pro výmeˇnu LIDARových dat, které byly
zpracovávány jak výrobci snímacˇu˚, vývojárˇi softwaru tak i koncovými uživateli.
V soucˇasné dobeˇ existuje více než 200 LIDARových systému˚ po celém sveˇteˇ. Ty nej-
lepší systémy jsou schopné dosáhnout až 250 000 pulsu˚ za jedinou sekundu, spravovat
více impulzu˚ najednou, zpracovávat veˇtší výnosy z daných impulzu˚ nebo dokonce zvlá-
dají digitalizaci zpátecˇního pru˚beˇhu. Sbeˇrnice dat jsou poté upraveny pro výsledné pou-
žití uživatelem. LIDAR je v soucˇasné dobeˇ využíván v mnoha ru˚zných oblastech a jeho
použití a vývoj do budoucna je na perfektní cesteˇ. Pro tuto podkapitolu jsem cˇerpal z [4].
1Fotogrammetrie se zabývá rekonstrukcí tvaru˚, meˇrˇením rozmeˇru˚ a urcˇováním polohy prˇedmeˇtu˚, které
jsou zobrazeny na fotografických snímcích.
83 Metody pro 3D mapování
Následující kapitola se veˇnuje nejznámeˇjším a nejpoužívaneˇjším metodám urcˇených pro
mapování 3D prostoru za použití LIDARových dat. Cˇtenárˇ by meˇl získat prˇehled o teˇchto
metodách, jejich použití a hlavneˇ jejich srovnání.
3.1 Metody SLAM
Tato bakalárˇská práce se zabývá metodami z rodiny SLAM neboli Simultaneous Locali-
zation and Mapping. Tyto metody v dnešní dobeˇ prˇitahují velkou pozornost v oblasti ro-
botiky a mapování prostrˇedí. Rˇeší totiž problém budování map daného prostrˇedí za po-
užití urcˇité sekvence orientacˇních bodu˚ nameˇrˇených a získaných pomocí jednoduchého
robota. Ovšem od té chvíle, kdy se robot zacˇne pohybovat, aby nasbíral nové informace
nastává prostor pro chybu. Je totiž nutné provádeˇt mapování zárovenˇ s lokalizací ro-
bota. Odtud název SLAM. Schopnost soucˇasneˇ lokalizovat robota beˇhem jeho cesty a
mapovat jeho okolí je považována, jako klícˇový prˇedpoklad pro vytvorˇení skutecˇneˇ au-
tonomních robotu˚. Toto ale není jediný problém, který metody rodiny SLAM rˇeší. Jak už
bylo zmíneˇno, prostor pro chybu nastává v okamžiku pohybu robota, a nejedná se pouze
o problém jeho lokalizace, jako spíše o problém šumu v jeho pohybu. Dnešní jednoduší
roboti, kterˇí se pro základní mapování používají, mají tento šum prˇíliš velký na to, aby
bylo možno mapu sestavit pouhým posunutím snímku˚. A zde práveˇ nastupují metody
rodiny SLAM, které, jak se dozvíte v následujících kapitolách, práveˇ tento problém rˇeší.
Každá z metod, kterým se tato práce veˇnuje, rˇeší výše zmíneˇný problém trochu odliš-
ným zpu˚sobem.
Obrázek 4: Problém SLAMu
Zdroj: [7]
Na obrázku výše jde videˇt pohyb robota, který se pohybuje z pozice S1 prˇes sled
ovládacích prvku˚ U1, U2,... Ut. Jak se pohybuje, tak pozoruje význacˇné body v okolí
své pozice. V cˇase t1 pozoruje význacˇný bod θ1 z celkového pocˇtu dvou význacˇných
bodu˚ θ1 , θ2. Toto meˇrˇení je oznacˇeno jako Z1. V cˇase t2 robot pozoruje druhý význacˇný
bod θ2 a v cˇase t3 pozoruje znovu první význacˇný bod θ1. Problém SLAMu spocˇívá v
9odhadu(výpocˇtu) umísteˇní význacˇných bodu˚ a cesty robota pomocí ovládacích prvku˚ U
a meˇrˇení Z.
3.2 FastSLAM
První metoda, kterou si v této práci prˇedstavíme se nazývá FastSLAM. Nenechte se
zmást názvem metody. Slovo Fast zde neprˇedstavuje oznacˇení pro rychlost, ale jedná se o
zkratku, která ve spojení se slovem SLAM, dává celkový název metody Factored Solution
to the Simultaneous Localization and Mapping Problem. Jedná se o velice známý a významný
algoritmus z rodiny SLAM.
Hlavní myšlenka tohoto algoritmu, a také jeho nejveˇtší plus, jenž mu dává obrovskou
výhodu oproti ostatním algoritmu˚m, je rozdeˇlení hlavního problému SLAM, cˇili lokali-
zace robota a zárovenˇ mapování okolí na dveˇ cˇásti. To deˇlá FastSLAM algoritmus velice
efektivní. Jednoduše nemusí rˇešit obeˇ tyto cˇásti dohromady, ale dokáže je vypocˇíst nezá-
visle na sobeˇ. První cˇást se tedy zabývá správným urcˇením polohy robota a jeho cesty.
Druhá cˇást poté rˇeší odhadování2 pozice význacˇných bodu˚, na základeˇ dat porˇízených
robotem. Toto rozdeˇlení, jak už bylo zmíneˇno, velice zvyšuje efektivnost a prˇesnost to-
hoto algoritmu a oznacˇuje jej jako algoritmus nezávislý na problému SLAM.
Samotný výpocˇet je poté provádeˇn pomocí takzvaných upravených Parlicle filtru˚ [8],
které slouží k odhadování bodu˚ na cesteˇ robota, a tedy i jeho polohy. Tyto filtry uprˇesnˇují
svu˚j výpocˇet v prˇípadeˇ, kdy robot daným místem jede podruhé. Zpu˚sob, jakým tyto filtry
fungují je velice zajímavý a prˇesný. Každý z Particle filtru˚ si totiž udržuje normalizovaný
soubor vzorku˚ S = s1, ..., sm, které se nazývají cˇástice. Slovo cˇástice bude v této práci za-
znívat cˇasteˇji, jelikož Particle filtry se ukázaly jako velice efektivní a požívají jej i ostatní
metody. Každá z teˇchto cˇástic poté obsahuje K Kalmanových filtru˚, cˇili filtru˚, které do-
káži predikovat a uprˇesnit polohu bodu˚ na základeˇ prˇedešlých výpocˇtu˚, v našem prˇípadeˇ
na základeˇ prˇedešlých dat z robota. Jednoduše rˇecˇeno, robot prˇi druhém pru˚chodu da-
nou oblastí odhaduje a uprˇesnˇuje polohu bodu˚ na základeˇ výpocˇtu˚, které získal, když
tudy jel poprvé. Více o Kalmanoveˇ filtru zde [5]. Výsledný algoritmus je poté instancí
Rao-Blackwellizedova filtru [6]. Prˇi naivní implementaci výše zmíneˇné myšlenky, se do-
stáváme k algoritmu, jehož cˇasová nárocˇnost budeO(MK), kdeM je pocˇet cˇástic ve filtru
a K je pocˇet význacˇných(orientacˇních) bodu˚.
Co se týcˇe testování tohoto algoritmu v praxi, tak výsledky byly v neˇkterých prˇípa-
dech velice zmatené. Experimentální výsledky pomocí zkušebního robota totiž ukázaly,
že pocˇet význacˇných bodu˚ K není vždy prˇímo úmeˇrný k pocˇtu potrˇebných cˇástic M ,
pro vytvorˇení prˇesné mapy. Jednoduše se v neˇkterých prˇípadech snížil pocˇet potrˇebných
cˇástic M a v neˇkterých se zase zvýšil, prˇi prˇidání veˇtšího pocˇtu význacˇných bodu˚ K.
Nyní, když známe základní myšlenku a zpu˚sob jakým se provádí v praxi, mu˚žeme
prˇejít k samotnému výpocˇtu FastSLAMu. Než k tomu ale dojde, musíme si zavést pár
pojmu˚ a jednotek se kterými budeme pocˇítat. Zavedeme si promeˇnou nt, která bude re-
prezentovat index význacˇného bodu, na který se robot dívá v cˇase t. Naprˇíklad na ob-
2V této práci bude slovo odhad zaznívat namísto slova výpocˇet velice cˇasto, jelikož pocˇítacˇ vždy odhaduje
a nikdy nepocˇítá a samotné vzorce pro dané výpocˇty, pocˇítají pouhou pravdeˇpodobnost výskytu daného
jevu.
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rázku 4 máme n1 = 1, n2 = 2, n3 = 1, neboli v cˇase t1 pozoruje význacˇný bod θ1, v cˇase
t2 význacˇný bod θ2 a v cˇase t3 opeˇt význacˇný bod θ1.
3.2.1 Cˇíselná reprezentace
Víme tedy, že FastSLAM používá Particle filtry. Víme také, že každá z jeho cˇástic obsa-
huje K Kalmanových filtru˚. Tím jsme tedy zvládli teoretickou reprezentaci tohoto algo-
ritmu. Jak ale vypadá ta cˇíselná? Zacˇneme naší úvahu na prˇípadeˇ, kde známe všechny
nt = n1, .....nt a také všech K význacˇných bodu˚. Z toho co víme, tedy z podmíneˇné nezá-
vislosti na problému SLAM vyplývá, že celková pravdeˇpodobnost výskytu význacˇných
bodu˚ a pozic robota, získaná pomocí meˇrˇeních zt a kontrolních prˇíkazu˚ ut, mu˚že být
pocˇetneˇ vyjádrˇena následujícím zpu˚sobem.
p(st, θ|zt, ut, nt) = p(st|zt, ut, nt)

k
p(θk|st, zt, ut, nt) (1)
Na této rovnici lze krásneˇ videˇt rozdeˇlení problému SLAM na dveˇ cˇásti. Slovy rˇecˇeno,
celý problém mu˚že být rozdeˇlen na K + 1 problému˚, kde jeden problém je odhadování
pravdeˇpodobnosti pozice robota beˇhem jeho cest st a K problému˚ odhadování pozice K
význacˇných bodu˚ závislých na odhadnuté cesteˇ. Tato faktorizace je velice prˇesná a vždy
aplikovatelná na SLAM problém.
První cˇást pravé strany rovnice nám tedy zobrazuje, jakým zpu˚sobem FastSLAM
implementuje odhad pravdeˇpodobnosti výskytu bodu˚ na cesteˇ robota(jeho lokalizaci)
p(st|zt, ut, nt), za použití již zmíneˇného Particle filtru. Tento postup použití filtru˚ je nejen
prˇesný, jak už bylo výše zmíneˇno, ale také dokáže poskytnout dobrý odhad i v prˇípadeˇ
neprˇíliš lineárního pohybu robota. Což v dnešní dobeˇ je velice dobrá vlastnost. Ne, že by
roboti byli tak neprˇesní co se týcˇe jejich pohybu, ale požadovaná prˇesnost u map roste
s konkurencí, a tak každý výkyv je nutné opravit. Druhá cˇást pravé strany rovnice poté
rˇeší zbylou cˇást problému SLAM, a to odhad pozice význacˇných bodu˚ p(θk|st, zt, ut, nt),
která je tedy realizována Kalmanovými filtry. Jak již zazneˇlo v úvodní kapitole o me-
todeˇ FastSLAM, tak každá cˇástice obsahuje K Kalmanových filtru˚. Každý filtr slouží k
odhadu jednotlivých význacˇných bodu˚. Je tomu tak proto, jelikož každý odhad pozice
význacˇných bodu˚ je logicky závislý na prˇedešlém výpocˇtu, cˇili na odhadu pravdeˇpodob-
nosti pozice robota, a proto má každá cˇástice v daném Particle filtru svu˚j vlastní, lokální
výpocˇet význacˇných bodu˚. Celkoveˇ nám to tedy proM cˇástic aK význacˇných bodu˚ dává
MK Kalmanových filtru˚
3.2.2 Particle filtr pro odhadnutí cesty robota
Nyní už tedy máme zase o neˇco lepší prˇedstavu o tom, jak FastSLAM pracuje, ale je trˇeba
jít trochu do podrobností. Pojd’me si prˇiblížit jednotlivé cˇásti rovnice 1. Zacˇneme tou pro
výpocˇet pravdeˇpodobnosti výskytu bodu˚ na cesteˇ robota p(st|zt, ut, nt). Opeˇt prˇipomí-
nám, že pro tento úcˇel slouží Particle filtry, ale v tomto konkrétním prˇípadeˇ se jedná
o Particle filtry, které jsou velice podobné takzvanému MLC algoritmu, jenž je aplikací
Particle filtru na problém urcˇení pozice robota. Podobnost teˇchto algoritmu˚ spocˇívá v
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tom, že si oba v každém cˇasovém úseku uchovávají množinu cˇástic, která poté reprezen-
tuje odhad pravdeˇpodobnosti výskytu bodu˚ na cesteˇ robota, oznacˇenou jako St. Každá
jednotlivá cˇástice st,[m] ∈ St poté reprezentuje odhad cesty robota:
St = {st,[m]}m = {s[m]1 , s[m]2 , .....s[m]t }m (2)
Ve vzorci je použita promeˇnná [m], cˇímž je myšlena m-tá cˇástice dané množiny, kte-
rou si každý algoritmus uchovává. Výpocˇet množiny cˇástic St je provádeˇn postupneˇ, od
množiny St−1 v cˇase t − 1 s ovládacím prvkem ut a meˇrˇením zt. Jak již bylo zmíneˇno,
každá cˇástice má svu˚j vlastní lokální výpocˇet, a tedy každá cˇástice s[m]t v St−1 je použita
pro generování pravdeˇpodobnostního odhadu pozice robota v cˇase t:
s
[m]
t ∼ p(st|ut, s[m]t−1) (3)
Samozrˇejmeˇ, že nemu˚žeme provést výše uvedený odhad jen tak. Je k tomu nutné znát
informace o pohybu robota, které nám v tomto prˇípadeˇ poskytuje pohybový model, bez
kterých by pocˇítání nemeˇlo smysl. Když tedy máme veškeré informace potrˇebné k výpo-
cˇtu a podarˇí se nám odhad získat, tak jej prˇidáme do docˇasné množiny cˇástic spolecˇneˇ s
cestou st−1,[m]. Jednoduše rˇecˇeno, když každá cˇástice pocˇítá svu˚j odhad, tak jeho výsle-
dek uloží do spolecˇné množiny cˇástic. Po této fázi, se za prˇedpokladu, že množina cˇástic
v St−1 je distribuována podle p(st−1|zt−1, ut−1, nt−1), je pak nová cˇástice distribuována
podle: p(st|zt−1, ut, nt−1). Tato distribuce je obecneˇ oznacˇována jako návrhová distribuce
Particle filtrování. S tímto pojmem se ješteˇ setkáme v dalších kapitolách.
Tento proces distribuce je poté nutné provést pro všechny cˇástice, a díky toho po
vygenerování M cˇástic tímto zpu˚sobem, získáme novou množinu St, která vznikla z do-
cˇasné(pu˚vodní) množiny. Každá cˇástice st,[m] je vyhotovena s pravdeˇpodobností, která je
prˇímo úmeˇrná takzvanému importance factor w[m]t , který se pocˇítá následovneˇ:
w
[m]
t =
p(st,[m]|zt, ut, nt)
p(st,[m]|zt−1, ut, nt−1) (4)
Výsledný vzorek množiny St je distribuovaný v závislosti na jeho prˇiblížení se k tou-
ženému p(st|zt, ut, nt). Toto prˇiblížení je prˇesneˇjší a prˇesneˇjší, jak se pocˇet cˇástic M blíží
k nekonecˇnu.
3.2.3 Odhadnutí polohy význacˇných bodu˚
Už tedy víme, jak FastLSLAM rˇeší urcˇení polohy robota a mu˚žeme tedy prˇejít k druhé
cˇásti výpocˇtu rovnice 1. Jak už bylo výše zmíneˇno, výpocˇet polohy K význacˇných bodu˚
p(θk|st, zt, ut, nt) je provádeˇn pomocí K Kalmanových filtru˚. Víme už, že každá cˇástice
si provádí odhad pozice význacˇných bodu˚, pomocí svého lokálního výpocˇtu, který je
provádeˇn na základeˇ odhadu pozice robota. To má za du˚sledek, že jednotlivé Kalmanovy
filtry jsou takzvaneˇ prˇipojeny k jednotlivým pozicím cˇástic v St. Jinak rˇecˇeno, celková
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pravdeˇpodobnost výskytu bodu˚ na cesteˇ robota a pravdeˇpodobnost výskytu význacˇných
bodu˚ je v algoritmu FastSLAM reprezentována pomocí množiny:
St = {st,[m], µ[m]1 ,Σ[m]1 , ..., µ[m]K ,Σ[m]K }m (5)
Kde µ[m]1 a Σ
[m]
1 jsou pru˚meˇr a kovariance
3 Gaussovy reprezentace k-tého význacˇ-
ného bodu θk vázaného na m-tou cˇástici. Ve skutecˇnosti je µ
[m]
1 dvojrozmeˇrný vektor a
Σ
[m]
1 je matice o rozmeˇru 2x2. Tímto tedy dostáváme výsledný výpocˇet pravdeˇpodob-
nosti výskytu význacˇného bodu, který je závislý na faktu zda nt = k nebo ne. Neboli zda
byl význacˇný bod θk pozorován v cˇase t nebo nikoliv. V prˇípadeˇ, že ano, tedy v prˇípadeˇ,
že platí nt = k dostáváme rovnici:
p(θk|st, zt, ut, nt)
Bayes
∝ p(zt|θk, s
t, zt−1, ut, nt)p(θk|st, zt−1, ut, nt)
Markov
=
p(zt|θk, st, nt)p(θk|st−1, zt−1, ut−1, nt−1)
(6)
V opacˇném prˇípadeˇ, tedy prˇípadeˇ že nt ̸= k, tak jednoduše necháme Gaussovu repre-
zentaci nezmeˇneˇnou:
p(θk|st, zt, ut, nt) = p(θk|st−1, zt−1, ut−1, nt−1) (7)
FastSLAM algoritmus implementuje aktualizaci rovnice jenž mu˚žeme videˇt výše 6,
za použití rozšírˇeného Kalmanova filtru(EKF). Tento filtr používá linearizovanou verzi
perceptuálního modelu p(zt|st, θ, nt). EKF používaný pro FastSLAM, je velice podobný
EKF používaného pro SLAM v tom, že se blíží modelu meˇrˇení pomocí lineární Gaussovy
funkce.
Ovšem to neznamená, že použití Kalmanových filtru˚ v algoritmu FastSLAM a v al-
goritmu SLAM je stejné. Je zde totiž jeden výrazný rozdíl, mezi použitím Kalmanových
filtru˚ ve FastSLAM algoritmu a tradicˇním SLAM algoritmem, a to ten, že aktualizace ve
FastSLAM algoritmu zahrnují pouze dvoudimenzionální Gaussian4(pro dva parametry
lokace význacˇného bodu), zatímco ve SLAM založeném na EKF, je použit Gaussian o
velikosti 2K + 3 (K význacˇných bodu˚ a 3 parametry pozice robota). Tento výpocˇet má
také cˇasové výhody, kdy lze v algoritmu FastSLAM použít v konstantním cˇase, zatímco
ve standardním SLAMu je zapotrˇebí cˇas kvadratický na K.
3.2.4 Efektivní implementace
Nyní se dostáváme k popisu efektivní implementace a s ní spojeným výpocˇtem cˇasové
složitosti algoritmu FastSLAM. Pokud vše provedeme tak, jak je výše popsáno, tak bude
tento algoritmus vyžadovat cˇas, který bude samozrˇejmeˇ závislý na pocˇtu význacˇných
3Míra vzájemné vazby mezi dveˇma náhodnými velicˇinami
4Myšleno Gaussovo rozdeˇlení pravdeˇpodobnosti
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bodu˚ K, pro každou iteraci Particle filtru implementovanou naivneˇ. Závislost na pocˇtu
význacˇných bodu˚ je zpu˚sobena jejich propojení s cˇásticemi, kde každá cˇástice rˇeší vlastní
výpocˇet dané pozice význacˇného bodu. Pokaždé, když cˇástice získá daný odhad, tak ho
prˇidá do souboru cˇástic St, do kterého je vlastneˇ kopírována. Neboli aktualizuje pozici,
na kterou je kopírována svým výsledkem. Tomuto procesu se rˇíká prˇevzorkování. Když
si uveˇdomíme, že každá cˇástice obsahuje K teˇchto odhadu˚ pozice význacˇných bodu˚ a
cˇástic máme M , tak celkový proces kopírování(prˇevzorkování) vyžaduje O(MK) cˇasu.
To mu˚že znít jako velké cˇíslo, nicméneˇ veˇtšineˇ tohoto kopírování se dá vyhnout.
Prˇístup, jenž je popisován v této práci, umožnˇuje vykonat FastSLAM algoritmus v
podstatneˇ kratším cˇase a to za O(MlogK). Toto výrazné zkrácení cˇasu je umožneˇno díky
výborné myšlence, která provádí reprezentaci Gaussianu˚ v každé cˇástici pomocí binár-
ního stromu5. Obrázek níže ukazuje prˇesneˇ takový strom jedné cˇástice v prˇípadeˇ repre-
zentace 8-mi význacˇných bodu˚ v rámci jedné cˇástice.
Obrázek 5: Strom reprezentující 8 odhadu˚ význacˇných bodu˚ v rámci jedné cˇástice
Zdroj: [7]
Již výše definované Gaussovy parametry µ[m]k a Σ
[m]
k jsou chytrˇe umísteˇny na listech
stromu. Jednoduše rˇecˇeno, prˇi potrˇebeˇ dosažení teˇchto parametru˚, budeme potrˇebovat
cˇas roven logK. Toto nám zajišt’uje základní definice binárního stromu.
Samotné využití stromu, nám zatím moc nerˇíká. Pojd’me si ukázat jeho funkci na ná-
sledujícím prˇíkladeˇ. Budeme tedy prˇedpokládat, že robot používající FastSLAM, obdržel
nový rˇídící prˇíkaz ut a porˇídil nové meˇrˇení zt. Potom tedy každá nová cˇástice patrˇící do St
se bude lišit od jí odpovídající cˇástice patrˇící do St−1 ve dvou smeˇrech. Zaprvé bude mít
odlišný odhad cesty robota vypocˇítaný pomocí rovnice 3 a zadruhé Gaussian s indexem
nt bude rozdílný v souladu se vzorcem 6.
Ted’ je samozrˇejmeˇ otázkou, zda když na daný prˇíklad použijeme tuto novou myš-
lenku reprezentace Gaussianu˚, tak bude kopírování nové cˇástice do daného stromu efek-
5Binární strom je strom ve smyslu používaném v teorii grafu˚. Jedná se o orientovaný graf s jedním vr-
cholem (korˇenem), z neˇhož existuje cesta do všech vrcholu˚ grafu. Každý vrchol binárního stromu mu˚že mít
maximálneˇ dva orientované syny a s výjimkou korˇene práveˇ jednoho prˇedka. Korˇen prˇedka nemá.
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tivneˇjší, než prˇi použití starého principu nebo ne. Na tuto otázku je jednoduchá odpoveˇd’.
Prˇi kopírování jedné cˇástice nám totiž stacˇí upravit pouze jednu cestu ve stromu, která
reprezentuje všechny Gaussiany a nemusíme tedy upravovat strom celý. Typický prˇíklad
je zobrazen na následujícím obrázku, kde v horní cˇásti jde videˇt tvorba nové cˇástice a v
dolní cˇásti se nachází cˇástice pu˚vodní.
Obrázek 6: Generování nové cˇástice ze staré prˇi úpraveˇ pouze jednoho Gaussianu
Zdroj: [7]
Prˇíklad generování cˇástice na obrázku prˇedpokládá, že nt = 3, to znamená, že pouze
Gaussovy parametry µ[m]3 a Σ
[m]
3 budou aktualizovány. A tudíž místo generování celého
stromu úplneˇ od zacˇátku, se pouze vytvorˇí nová cesta vedoucí k Gaussianu nt = 3. Tato
cesta tvorˇí nekompletní strom. K dokoncˇení tohoto stromu, musíme pro všechny veˇtve,
jenž patrˇí k dané cesteˇ, zkopírovat všechny korespondující ukazatele ze stromu do nové
cˇástice. To zpu˚sobí, že dané veˇtve budou ukazovat na stejný podstrom, jako ukazovaly
ve stromu pu˚vodním. Jednoduše generování takového neúplného stromu zabere cˇas, od-
povídající O(logK). Navíc prˇístup k jednotlivým Gaussianu˚m zabere také cˇas odpovída-
jící O(logK), jelikož pocˇet kroku˚ potrˇebných k dosažení listu je roven délce cesty (která je
podle definice logaritmická). To znamená, že obojí, jak generování, tak prˇístup ke stromu,
zabere cˇas O(logK). Jelikož v každé aktualizaci kroku M , je vytvorˇena nová cˇástice, cel-
ková aktualizace vyžaduje cˇas roven O(MlogK). Tyto výsledky deˇlají reprezentaci po-
mocí binárního stromu velmi efektivní.
3.2.5 Asociace dat
V reálném sveˇteˇ to samozrˇejmeˇ nemusí být takové, jak je to popsáno výše. Veˇtšinou ne
všechny význacˇné body se dají identifikovat, nebo o nich nemáme žádné informace, a
tím pádem celkový pocˇet teˇchto bodu˚ K není tak snadné získat. V takovémto prˇípadeˇ
musí robot vyrˇešit problém s asociací dat, mezi momentálním pozorováním význacˇných
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bodu˚ zt a mezi souborem význacˇných bodu˚ v mapeˇ θ. Také musí rozhodnout, zda meˇrˇení
odpovídá novému, dosud neobjevenému význacˇnému bodu. V tom prˇípadeˇ by musela
být mapa odpovídajícím zpu˚sobem rozšírˇena(aktualizována). Tento problém je ve veˇt-
šineˇ algoritmu˚ typu SLAM, založených na EKF, rˇešen pomocí takzvané metody maximum
likelihood. Více o této metodeˇ zde [9].
3.2.6 Shrnutí metody
FastSLAM algoritmus byl v této práci prˇedstaven jako velmi efektivní rˇešení soucˇasných
problému˚ prˇi mapování prostoru za pomocí jednoduchého robota. Tento algoritmus pou-
žívá Rao-Blackwellizedovu reprezentaci pravdeˇpodobnosti výskytu daných jevu˚(polohy
robota, prˇekážek), Particle filtry pro odhad pozice a cesty robota a Kalmanovy filtry
pro odhad pozice význacˇných bodu˚. Je založen na podmíneˇné nezávislosti na problému
SLAM, na rozdíl od jiných algoritmu˚, které v tomto ohledu mohou selhat. Tuto nezávis-
lost osobneˇ vidím, jako nejveˇtší plus celého algoritmu. Odhady význacˇných bodu˚ jsou
efektivneˇ reprezentovány za pomocí binárního stromu, který, jak bylo výše ukázáno, je
také velice efektivním prˇínosem pro FastSLAM algoritmus. Aktualizace pravdeˇpodob-
nosti výskytu vyžaduje cˇas roven O(MlogK), kde M je pocˇet cˇástic a K je pocˇet význacˇ-
ných bodu˚. Toto je výrazný rozdíl oproti potrˇebeˇ O(K2) cˇasu u beˇžného SLAM algoritmu
založeného na Kalmanových filtrech. Experimenty ukazují, že FastSLAM je schopen se-
stavit mapu s mnohem vetším pocˇtem význacˇných bodu˚ než starší metody. Pro tuto ka-
pitolu jsem cˇerpal z [7]
3.3 FastSLAM 2.0
Algoritmus s názvem FastSLAM 2.0 logicky vychází z chyb a nedokonalosti svého prˇed-
chu˚dce, tedy FastSLAMu. Abychom mohli rˇíct, co je na novém FastSLAMu dobré, mu-
síme si nejprve rˇíct, co je na tom pu˚vodním algoritmu špatné, tedy co tento algoritmus
vlastneˇ vylepšuje. Hlavní problém, nacházející se v pu˚vodním FastSLAMu, je ten, že v
tomto algoritmu je pozice s[m]t vzorkována v závislosti na shodeˇ s prˇedpoveˇdí, která vy-
chází z pohybového prˇíkazu ut, jak je ukázáno zde 3. Tento vzorec ovšem nebere v potaz
prˇíslušné meˇrˇení zt porˇízené v cˇase t. Prˇístup tohoto typu je ovšem poneˇkud problema-
tický v prˇípadeˇ, že šum v pohybu vozidla je prˇíliš velký vzhledem k šumu meˇrˇení neboli
náš kontrolní prˇíkaz ut nevykonal prˇesneˇ to, co meˇl. V takové situaci vzorkované po-
zice ve veˇtšineˇ prˇípadu˚ spadnou do oblasti s nízkou pravdeˇpodobností výskytu a budou
následneˇ s velkou pravdeˇpodobností vymazány prˇí takzvaném prˇevzorkování. Bohužel
mnoho robotických systému z reálného sveˇta je charakterizováno pomeˇrneˇ vysokým po-
hybovým šumem, a proto bylo potrˇeba prˇijít s nápadem, který tento problém efektivneˇ
rˇeší.
3.3.1 Vzorkování pozice
FastSLAM 2.0 prˇichází práveˇ s jedním takovým nápadem: Pozice jsou nyní vzorkovány
na základeˇ jak pohybových prˇíkazu˚ ut, tak porˇízených meˇrˇení zt. Což by ve výsledku
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meˇlo minimalizovat neprˇesnosti zpu˚sobené šumem v pohybu robota. To je formálneˇ zná-
zorneˇno pomocí následujícího vzorkovacího rozdeˇlení, které tentokrát bere v úvahu meˇ-
rˇení zt.
s
[m]
t ∼ p(st|st−1,[m], ut, zt, nt) (8)
Když toto rozdeˇlení srovnáme s 3, zjistíme, že zahnutí meˇrˇení zt má smysl pouze
v prˇípadeˇ, zahrneme-li náš soucˇasný odhad polohy význacˇného bodu získaného z pro-
meˇnných st−1,[m], ut−1, zt−1, nt−1. Takže v podstateˇ rozdíl od FastSLAMu je pouze v tom,
že zde pocˇítáme s meˇrˇením zt, nicméneˇ tato zmeˇna má významné du˚sledky. Tím pá-
dem totiž návrhové rozdeˇlení je produkt dvou faktoru˚. První je nám již známý s[m]t ∼
p(st|ut, s[m]t−1) a druhý je pravdeˇpodobnost meˇrˇení zt.
p(st|st−1,[m], ut, zt, nt) = η[m]

p(zt|θnt , st, nt)  
∼N(zt;g(θnt ,st),Rt)
p(θnt |st−1,[m], zt−1, nt−1)  
∼N(θnt ;µ[m]nt,t−1,Σ
[m]
nt,t−1)
dθnt (9)
p(st|s[m]t−1, ut)  
∼N(st;h(s[m]t−1,ut),Pt)
Rovnice výše zobrazuje práveˇ ono zmíneˇné rozdeˇlení návrhové distribuce na produkt
dvou faktoru˚, a to: již známé stavové distribuce p(st|s[m]t−1, ut) a pravdeˇpodobnosti meˇrˇení
zt. Pocˇítaní toho druhého z již zmíneˇných faktoru˚ zahrnuje integraci nad možnou pozicí
význacˇného bodu θnt .
Nicméneˇ vzorkování prˇímo z této distribuce je nemožné z jednoho hlavního du˚vodu:
Tato rovnice nemá analytické rˇešení. To znamená, že neexistuje zpu˚sob, jak se pomocí
úprav této rovnice dostat k tíženému výsledku. Našteˇstí, je zde zpu˚sob, jak dosáhnout
analytického rˇešení této distribuce a to tím, že g je uprˇesneˇno pomocí lineární funkce(h
mu˚že zu˚stat nelineární):
g(θnt , st) ≈ zˆ[m]t +Gθ ∗ (θnt − µ[m]nt,t−1) +Gs ∗ (st − sˆ
[m]
t )
kde zˆ[m]t = g(θˆ
[m]
nt , sˆ
[m]
t ) znázornˇuje prˇedpokládaný výsledek meˇrˇení, sˆ
[m]
t = h(s
[m]
t−1, ut)
prˇedpokládanou pozici robota a θˆ[m]n = µ
[m]
n,t−1 prˇedpokládanou pozici význacˇného bodu.
Matice Gθ a Gs jsou Jacobiho determinanty[11] promeˇnné g. Po uprˇesneˇní se návrhová
distribuce8 stává Gaussianem s následujícími parametry:
Σ[m]st = [G
T
s Q
[m]−1
t Gs + P
−1
t ]
−1 (10)
µ[m]st = Σ
[m]
st G
T
s Q
[m]−1
t (zt − zˆ[m]t ) + sˆ[m]t (11)
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3.3.2 Shrnutí
Tato kapitola se mu˚že na první pohled jevit jako nic moc rˇíkající. Ovšem musíme si uveˇ-
domit, že se jedná pouze o vylepšení metody FastSLAM, takže vše co platilo pro tuto
metodu platí i zde, akorát došlo k neˇkolika úpravám. Jednou z hlavních zmeˇn této me-
tody oproti FastSLAMu je, jak již bylo výše zmíneˇno, prˇidáním meˇrˇení zt do výsledného
vzorkování pozice s[m]t , což minimalizuje chyby zpu˚sobené šumem v pohybu robota. Prˇi-
dáním meˇrˇení zt nebude samozrˇejmeˇ ovlivneˇno pouze vzorkování, ale i další výpocˇty,
které s ním pracují. FastSLAM 2.0 tedy prˇináší spíše vylepšení metody než novou me-
todu jako takovou.
Experimenty s touto metodou ukázaly úžasné výsledky prˇi použití pomeˇrneˇ malého
pocˇtu cˇástic a co se týcˇe výkonnosti daleko prˇekonal svého prˇedchu˚dce. Tedy, když si
uveˇdomíme, že již FastSLAM byl oznacˇen za velmi prˇesnou a efektivní metodu, tak ná-
pad FastSLAMU 2.0 byl podle mého názoru krok výborným smeˇrem. Pro tuto kapitolu
jsem cˇerpal z [12].
3.4 DP-SLAM
Na rˇadu prˇichází algoritmus, který je v neˇkterých veˇcech velice podobný algoritmu˚m
FastSLAM a FastSLAM 2.0 a v neˇkterých se naopak velice liší. Jedná se o algoritmus
založený na stejné myšlence jako algoritmy prˇedešlé, a to na podmíneˇné nezávislosti na
SLAM problému. Nicméneˇ, tento algoritmus je na rozdíl od FastSLAMu založený cˇisteˇ na
laseru a nedeˇlá žádné odhady(výpocˇty) význacˇných bodu˚. Cˇili pracuje se snímky, které
dostal od robota a neprovádí s nimi žádné úpravy, prˇed použitím samotného algoritmu.
Tento algoritmus se také vyhýbá problému˚m s asociací dat pomocí vytvárˇení mnohem
prˇesneˇjších map místo rozptýlených význacˇných bodu˚, a tím dává dohromady asociaci
dat s lokalizací. DP-SLAM používá Particle filtry pro reprezentaci jak pozice robota, tak
možné konfigurace výsledné mapy.
Ovšem naprostou novinkou, a podle meˇ velice efektivní a zajímavou, se kterou tento
algoritmus prˇichází, a která ho naprosto odlišuje od metod ostatních, je použití nového
zpu˚sobu reprezentace mapy, který je nazván distribuované cˇástice(DP), podle kterého
dostal také tento algoritmus jméno. Pomocí této reprezentace, je DP-SLAM schopen udr-
žet a aktualizovat stovky až tisíce „kandidátských map“(map, ze kterých se poté skládá
výsledná mapa) a pozic robota v reálném cˇase, beˇhem jeho pohybu prostrˇedím. Což je
velká zmeˇna oproti prˇedešlým algoritmu˚m.
Další veˇc, která tomuto algoritmu prˇidává na efektiviteˇ a deˇlá z neˇj kvalitní nástroj
pro mapování prostrˇedí, je jeho maximální možná složitost za jeden laserový „zásah“
(nasnímání jednoho bodu). Tato složitost je maximálneˇ log-kvadratická v pocˇtu cˇástic,
které si udržujeme v rámci Particle filtru a lineární v oblasti zaznamenávání laserem.
Více o složitosti tohoto algoritmu v pozdeˇjších kapitolách. Nicméneˇ v praxi je potrˇeba
pomeˇrneˇ méneˇ cˇasu. Hodneˇ na cˇasu ubere fakt, že tato technika používání DP, v podstateˇ
nedeˇlá žádné prˇedpoklady ohledneˇ prostrˇedí, které snímá. Vše bere tak jak je a prˇesto je
dostatecˇneˇ, nebo spíše velice prˇesná na to, aby uzavrˇela smycˇku chodeb dlouhou neˇko-
lik desítek metru˚ s ostrými, kolmými hranami s minimálními chybami. Tato prˇesnost je
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dosažena díky, již výše zmíneˇnému mapovacímu procesu, bez potrˇeby explicitních algo-
ritmu˚ na opravu smycˇky. Samozrˇejmeˇ, že by DP-SLAM o tyto explicitní algoritmy, které
by uprˇesnˇovaly výsledky, mohl být ve finále doplneˇn, ovšem jejich použití by bylo spíše
cˇasoveˇ nevýhodné, prˇi použití dostatecˇného množství cˇástic.
3.4.1 Particle filtry pro lokalizaci
Abychom lépe pochopili výhody spojené s tímto algoritmem, musíme si ukázat, jak se
dané situace rˇeší obecneˇ, a až potom prˇejdeme k ukázce a vysveˇtlení distribuovaného
mapování cˇástic, které je pro tento algoritmus typické. Zacˇneme tedy s Particle filtry,
konkrétneˇ s jejich využití pro lokalizaci a mapování. Particle filtr je prˇirozený prˇístup
k problematice lokalizace, kde pozice robota je neznámý stav, který má být pozorován.
Zmeˇna stavu je v tomto prˇípadeˇ pohyb robota a pozorování je cˇtení dat porˇízených sen-
zory robota prˇi pru˚jezdu prostrˇedím.
Zmeˇna stavu v cˇase je rˇešena takzvaným pohybovým modelem, se kterým jsme se již
setkali prˇi zjišt’ování odhadu pozice robota v metodeˇ FastSLAM. Obvykle pohyb ozna-
cˇený odometrií6, se bere jako základ pro pohybový model, jelikož se jedná o spolehlivé
meˇrˇení pocˇtu otocˇení kolecˇek robota. Nicméneˇ odometrie je notoricky neprˇesné meˇrˇení
co se týcˇe aktuálního pohybu robota, dokonce i v teˇch nejlepších podmínkách. Navíc
veˇtšina prostrˇedí tyto podmínky ani zdaleka nemá a ru˚zné skluzy a posuny kol robota a
také nerovnosti terénu mohou zpu˚sobit znacˇné chyby, které se rychle nakupí. Pohybový
model se liší naprˇícˇ druhy robotu˚ a terénu˚, ale obecneˇ se skládá z lineárního posunu pro
vysveˇtlení systematických chyb a Gaussova šumu. Takže pro odometrické zmeˇny x, y a
θ, Particle filtr aplikuje chybový model a získá pro cˇástici i:
xi = ax ∗ x+ bx +N (0, σx)
yi = ay ∗ y + by +N (0, σy)
θi = aθ ∗ θ + bθ +N (0, σθ)
(12)
Promeˇnné a a b jsou v tomto prˇípadeˇ lineární korekce, pro vysveˇtlení konzistentních
chyb v pohybu robota. Funkce N (O, σθ) vrací náhodný šum z normálního rozdeˇlení7, se
strˇední hodnotou 0 a standardní odchylkou σ, která je odvozena experimentálneˇ a mu˚že
záviset na velikosti promeˇnných x,y a θ.
Po každé další simulaci musíme vážit(kontrolovat) cˇástice, které máme uložené, na
základeˇ aktuálního pozorování okolí naším robotem. Robot si ve své pameˇti ukládá mapu,
která se následneˇ používá cˇisteˇ pro výpocˇet lokalizace. Pozice, jenž je popsána jednotli-
vými cˇásticemi, odpovídá urcˇitému bodu a orientaci na mapeˇ. To vše nám velmi zjedno-
dušuje práci s daty, jelikož je velmi snadné urcˇit, co budou senzory robota vracet v rámci
6Základem odometrie je znalost geometrického modelu robota. Tyto modely se liší zejména tím, jakých
druhu˚ pohybu jsou roboti schopni.
7Normální neboli Gaussovo rozdeˇlení je jedno z nejdu˚ležiteˇjších rozdeˇlení pravdeˇpodobnosti spojité ná-
hodné velicˇiny. Slovo „normální“ se vztahuje k staršímu významu „rˇídící se zákonem, prˇedpisem nebo
modelem“
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dané mapy. Prˇedpokládá se totiž, že chyby snímacˇe jsou normálneˇ rozdeˇleny, tudíž po-
kud první prˇekážka na mapeˇ zaznamenána laserem má vzdálenost d a nahlášena vzdá-
lenost robotem je d′, potom hustota pravdeˇpodobnosti pozorování rozporu δ = d′ − d,
je normálneˇ rozdeˇlena s pru˚meˇrem 0. Pro klasické experimenty prˇedpokládáme stan-
dardní odchylku v laserových meˇrˇeních 5 cm. Vzhledem k modelu a pozici, je každé cˇtení
senzoru korektneˇ bráno, jako nezávislé pozorování. Celková hodnota pravdeˇpodobnosti
každé cˇástice je potom:
Pi = ΠkP (δik|si,m) (13)
kde δik je oznacˇení pro rozdíl mezi ocˇekávanou a vnímanou vzdáleností pro snímacˇ
P a cˇástici i.
3.4.2 Naivní SLAM
Zde si ukážeme jak danou problematiku rˇeší naivní SLAM. To nám pomu˚že zase o neˇco
lépe videˇt prˇínos algoritmu DP-SLAM. Prˇí použití Particle filtru pro SLAM, každá cˇás-
tice je vlastneˇ reprezentace jedné specifické trajektorie prostrˇedím a má k sobeˇ prˇirˇazenu
jednu specifickou mapu. Pokud je cˇástice prˇevzorkována, celá mapa je považována za
soucˇást skrytého stavu a je prˇekopírována na novou cˇástici. Jestliže je mapa obsazená
matice o velikosti M , a P cˇástic je udržováno v Particle filtru, pak prˇi ignorování ceny
pro lokalizaci, musí být vykonánoO(MP ) operací pro pouhé kopírování mapy. Pro pocˇet
cˇástic potrˇebných k dosažení prˇesné lokalizace v prˇimeˇrˇeneˇ velkém prostrˇedí, by naivní
prˇístup vyžadoval neˇkolik GB dat o pohybu robota, nutných k jednotlivé aktualizaci.
3.4.3 Distribuované mapování cˇástic
Jak jste si jisteˇ všimli v podkapitole výše, naivní SLAM deˇlá až prˇíliš mnoho práce, která
zabírá až prˇíliš mnoho pameˇti a tudíž jeho použití není prˇíliš efektivní. Pro celkové zjed-
nodušení celého procesu, nám poslouží práveˇ distribuované mapování cˇástic. Pojd’me
si nyní ukázat, jak toto mapování dokáže usporˇádat jednotlivé cˇástice do speciální da-
tové struktury, aby veˇdeˇly o zmeˇnách, jenž byly provedeny prˇed nimi a mohly s teˇmito
informacemi pracovat, bez nutnosti prˇístupu k informacím, které pro neˇ nejsou zrovna
du˚ležité. Pokaždé, když je cˇástice vzorkována v iteraci i, aby produkovala nástupce na
iteraci i+ 1, nazýváme cˇástici i-té generace rodicˇovskou a cˇástici generace i+ 1 nazýváme
díteˇtem. Dveˇ deˇti se stejným rodicˇem se nazývají sourozenci. Cˇili si mezi sebou vytvorˇí
jakési rodinné vztahy. Prˇedpokládejme nyní, že laser skenuje oblast o velikosti A ≪ M
a bere v úvahu dva sourozence s1 a s2. Každý ze sourozencu˚ odpovídá jiné pozici ro-
bota a bude provádeˇt maximálneˇ A aktualizací mapy, kterou deˇdí od svého rodicˇe. Takže
sourozenci s1 a s2 se mohou lišit maximálneˇ v A pozicích v rámci dané mapy.
Samozrˇejmeˇ, že prˇi prezentaci problému pomocí DP, nastává prostor pro otázku, zda
není výhodné a lepší, zaznamenávat vzniklé rozdíly mezi dílcˇími mapami jednotlivých
cˇástic. Naprˇíklad vytvorˇit list zmeˇn, který by obsahoval zmeˇny, jenž každá cˇástice udeˇlá
vzhledem ke své rodicˇovské mapeˇ. Jednoduše uchovávat rozdíly mezi díteˇtem a rodi-
cˇem. Tento zpu˚sob rˇešení efektivního vytvárˇení aktualizací map, by sice daný problém
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vyrˇešil a zefektivnil by jeho celkový proces, nicméneˇ by na druhou stranu zhoršil po-
cˇítání lokalizace robota. Du˚vodem zmíneˇného zhoršení, by byla nutnost pracovat nad
celým rodokmenem soucˇasné cˇástice (zjistit všechny kroky k jejímu vypocˇtení), a také
konzultace nad celým obsahem daného listu, obsahující dané zmeˇny pro každou cˇástici.
To vše by byla práce navíc prˇi sledování dráhy robota skrz mapu k odhalení prˇekážek.
Složitost této operace by byla lineární v závislosti na pocˇtu iterací Particle filtru. Hlavní
výzva tohoto algoritmu tedy spocˇívá ve schopnosti poskytnutí takové datové struktury,
která by umožnila efektivní aktualizace mapy, a také by zárovenˇ nezhoršila, ba naopak
by zefektivnila i samotnou lokalizaci robota, se složitostí, která by byla nezávislá na pocˇtu
iterací Particle filtru. A prˇesneˇ to prˇináší Distribuované mapování cˇástic neboli také DP-
Mapping, které je vysveˇtleno dále pomocí dvou pojmu˚ reprezentující dveˇ datové struk-
tury, a to takzvaný Rodový strom a samotná Mapa.
3.4.3.1 Udržování rodového stromu cˇástic
Zacˇneˇme nejdrˇíve s rodovým stromem a konkrétneˇ s jeho udržováním, které je velice
du˚ležité. A prˇitom základní myšlenka udržování rodového stromu cˇástic, je pomeˇrneˇ jed-
noduchá. Samotný strom je tvorˇen pocˇátecˇní cˇásticí, která tvorˇí jeho korˇen, ze kterého pak
vedou cesty k potomku˚m této cˇástice. Každá cˇástice si udržuje ukazatel na svého rodicˇe
a má prˇideˇleno unikátní ID. Nakonec si každá cˇástice uchovává cˇtvercovou mrˇížku(cˇást
mapy), kterou aktualizuje(aktualizovala).
To, jak nám tento strom pomáhá prˇi lokalizaci robota, bude vysveˇtleno pozdeˇji. V této
cˇásti bude vysveˇtleno jak zarˇídit, aby strom zu˚stal velikostneˇ ohranicˇen, bez ohledu na
pocˇet iterací použitého Particle filtru.
Toto ohranicˇení si udržujeme tím, že jednoduše odstraníme uzly stromu, které ne-
potrˇebujeme, aby se nám nenakupily a daný strom nebyl více na obtíž, než k užitku.
Konkrétneˇ odstraníme ty uzly, které jsou tvorˇeny cˇásticemi, jenž nemusí mít žádné deˇti.
Takové cˇástice mu˚žeme ze stromu odstranit, jelikož jejich odstraneˇním neprˇijdeme o žád-
nou du˚ležitou informaci. Samozrˇejmeˇ toto mu˚že zpu˚sobit, že i rodicˇ této cˇástice bude
nyní bez díteˇte a tudíž rekurzivním voláním funkce pro odstraneˇní cˇástice bez deˇtí, od-
straníme i jeho, dokud neodstraníme všechny takové cˇástice. Tím se zbavíme takzvaných
mrtvých veˇtví našeho stromu. Po našem „prorˇezání“ se stromem je jasné, že nám v neˇm
zbyly pouze ty cˇástice, které jsou prˇedchu˚dci soucˇasné generace cˇástic.
Náš strom ovšem stále obsahuje více informací, než je potrˇeba aby si pamatoval. Na-
šteˇstí tento algoritmus prˇichází i s rˇešením tohoto problému. Už jsme odstranili cˇástice,
které nemeˇly deˇti. Nyní prˇicházejí na rˇadu ty cˇástice, které mají potomka pouze jednoho.
Ty odstraníme jednoduše tím, že necháme zhroutit danou veˇtev stromu. Tato akce, zhrou-
cení zbytecˇných veˇtví stromu, bude mít za následek sloucˇení rodicˇovských aktualizací a
aktualizací od deˇtí nad danou mapou. Využití tohoto zhroucení se budeme veˇnovat v
další kapitole. Použitím celého výše zmíneˇného postupu na celý strom(na všechny jeho
uzly), dostaneme minimální podobu rodového stromu, který obsahuje neˇkolik potrˇeb-
ných a lehce prokazatelných vlastností(informací).
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3.4.3.2 Reprezentace mapy
Jak už bylo zmíneˇno v kapitole zabývající se obecným vysveˇtlením distribuovaného
mapování cˇástic, tak hlavní výzva pro reprezentaci mapy, je vymyslet takovou datovou
strukturu, která by umožnˇovala efektivní aktualizace mapy a zárovenˇ efektivní lokali-
zaci(Pokud Vám to zní hodneˇ podobeˇ problému SLAM, tak máte pravdu). Klasický na-
ivní prˇístup úplné mapy pro každou cˇástici je, jak již bylo ukázáno, velmi neefektivní.
Druhý prˇístup, který je o neˇco méneˇ naivní, udržuje historii aktualizace každé cˇástice,
což je ale také neefektivní, jelikož to prˇedstavuje závislost na pocˇtu iterací Particle filtru.
Tento algoritmus nabízí rˇešení reprezentace map pomocí sdružování cˇástic s ma-
pami, místo sdružování map s cˇásticemi. DP-mapování tedy udržuje pouze jednu ob-
sazenou mrˇížku (cˇástice jsou distribuované po mapeˇ). Na rozdíl od klasické obsazené
mrˇížky, každý cˇtverec této mrˇížky ukládá vyvážený strom(jako je naprˇíklad cˇerveno-
cˇerný strom[10]). Strom je prˇichycen na ID cˇástice, jenž provedly zmeˇny na obsazenosti
daného cˇtverce.
Základní inicializace této mrˇížky tedy probíhá, jako inicializace matice prázdných
stromu˚. Když potom neˇjaká cˇástice provede pozorování nad neˇjakým cˇtvercem dané
mrˇížky, zaznamená se její ID a výsledky jejího pozorování do prˇíslušného stromu mrˇížky.
Toto je velice výhodné a efektivní, jelikož tato metoda záznamu umožnˇuje každé cˇástici
chovat se tak, jakoby meˇla vlastní mapu. Dále je to také výhodné v prˇípadeˇ, kdy chceme
zjistit hodnotu meˇrˇení v daném cˇtverci mrˇížky. Jelikož cˇástici stacˇí zkontrolovat její ro-
dový strom a podívat se, zda neˇjaký z jejich prˇedku˚ nemá aktuálneˇjší pozorování pro
daný cˇtverec. Pokud žádný z prˇedku˚ do daného cˇtverce nic nezapsal, pak cˇástice oznacˇí
tuto pozici jako neznámou.
Pojd’me se nyní vrátit k tomu, jak jsme nechali zhroutit veˇtev stromu, jenž obsahovala
cˇástice pouze s jedním díteˇtem. Zde má totiž toto zhroucení své využití. Za prvé, jak již
byli zmíneˇno, tak prˇi zhroucení je sada cˇtvercu˚ aktualizovaných díteˇtem, sloucˇena do ro-
dicˇovy sady. Zadruhé, pro každý cˇtverec navštívený díteˇtem, zmeˇníme ID klicˇ uložený ve
vyváženém stromu tak, aby odpovídal rodicˇi. Pokud nastane situace, že jak rodicˇ, tak díteˇ
udeˇlaly aktualizaci nad daným cˇtvercem, rodicˇova aktualizace je nahrazena aktualizací
díteˇte. Díteˇ je poté odstraneˇno ze stromu a rodicˇovo vnoucˇe se stane jeho prˇímým díteˇ-
tem. Toto zajišt’uje, že pocˇet položek uložených ve vyváženém stromu v každém cˇtverci
mrˇížky je O(P ). Prˇicˇemž P oznacˇuje pocˇet cˇástic.
3.4.4 Výpocˇetní složitost
Celou dobu je tady zminˇováno, jak je naivní prˇístup špatný a v cˇem všem ho algorit-
mus DP-SLAM prˇedcˇí. Ovšem jedná peˇkná veˇc na naivním prˇístupu o udržování kom-
pletní mapy pro každou cˇástici je jednoduchost. Pomineme-li náklady na blokové ko-
pírování map, tak vyhledávání a zmeˇny na mapeˇ lze provádeˇt v konstantním cˇase. V
tomto ohledu se mu˚že na první pohled zdát mapování distribuovaných cˇástic jako méneˇ
efektivní. Nicméneˇ ve skutecˇnosti jsou DP mapy mnohem lepší než naivní prˇístup.
Nyní se podíváme na samotné vyhledávání. Vyhledávání na DP mapeˇ vyžaduje srov-
nání mezi prˇedky cˇástice a vyrovnaným stromem v daném cˇtverci mrˇížky. Ukážeme
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si složitost na prˇíkladeˇ. Necht’ D oznacˇuje hloubku rodového stromu, tedy maximální
délku rodokmenu cˇástice. Prˇesneˇji rˇecˇeno, jelikož není zarucˇeno, že rodový strom bude
vyvážený,D mu˚že být rovnoO(P ). Nicméneˇ v praxi tento prˇípad témeˇrˇ nikdy nenastane,
bylo zjišteˇno, že D ≈ O(logP ), jelikož povaha prˇevzorkování cˇástice vede k velmi vyvá-
ženým rodovým stromu˚m. Proto mu˚žeme dokoncˇit naše vyhledávání po pouzeD prˇístu-
pech do našeho stromu. Vzhledem k tomu, že vyvážený strom mu˚že pojmout pouze P
položek a jednotlivé hledání zabere O(logP ) cˇasu, prˇistupování k jednotlivým cˇtvercu˚m
mrˇížky v mapeˇ mu˚že být vykonáno v O(DlogP ) cˇase.
Pro lokalizaci bude každá cˇástice muset deˇlat O(A) prˇístupu˚ k mapeˇ. Jelikož každá
cˇástice musí prˇistoupit k celému zkoumanému prostoru pro svou vlastní mapu, bude
potrˇeba O(AP ) prˇístupu˚, což dává lokalizaci s DP mapováním složitost O(ADPlogP ).
Pro dokoncˇení celkové analýzy musíme vzít v úvahu dva následující detaily: Cenu
vkládání nových informací do mapy a cenu udržování rodového stromu. Vzhledem k
tomu, že požíváme vyvážený strom pro každý cˇtverec mrˇížky tak obojí, jak vkládání, tak
mazání v rámci naší mapy zabere O(logP ) za jeden vstup. Každá cˇástice mu˚že udeˇlat
maximálneˇ O(A) nových položek, které budou trˇeba odstranit jen jednou. Tím pádem
celkový proces prˇidávání nových položek mu˚že být proveden v cˇase O(ADlogP ) pro
jednu cˇástici nebo O(ADPlogP ) celkoveˇ.
Mu˚že se zdát, že složitost udržování rodového stromu, je pomeˇrneˇ velká, ale není
tomu tak. Zbývá tedy ukázat, že postarat se o udržování rodového stromu má svou cenu
oprávneˇneˇ. Konkrétneˇ je trˇeba ukázat, že zhroucení uzlu˚ stromu˚, jenž nemají žádné deˇti,
neprˇesahuje cˇas O(ADPlogP ). To nemusí být na první pohled zrˇejmé, vzhledem k tomu,
že postupné operace hroucení mohou udeˇlat soubor aktualizovaných cˇtvercu˚ pro jeden
uzel v rodovém stromu tak velký, jako je celková mapa. Prˇesto však cena teˇchto operací
bude P (ADPlogP ). Zaprvé je dobré zvážit cenu sloucˇení listu upravených cˇtvercu˚ díteˇte
s rodicˇovým listem. Pokud díteˇ upravilo n cˇtvercu˚, musíme vykonat O(nlogP ) operací
pro porovnání položek díteˇte s položkami rodicˇe kvu˚li prˇípadným duplicitám.
Posledním krokem, který je nutný udeˇlat, je aktualizace všech ID pro všechny po-
ložky deˇtí. Toho dosáhneme vymazáním pu˚vodních ID a vložením kopie nového s rodi-
cˇovým ID. Náklady na tuto operaci jsou opeˇt O(nlogP ). Musíme si uveˇdomit, že každá
položka mapy uložená v rodovém stromeˇ cˇástic má potenciálních D kroku˚ prˇi kterých
mu˚že být zhroucena beˇhem kontroly stromu a jeho pocˇtu deˇtí na každém uzlu, jelikož
D je celkový pocˇet uzlu˚ mezi její prvotní pozicí a korˇenem a žádné další uzly už se ni-
kdy mezi teˇmito pozicemi nevytvorˇí. Prˇi každé iteraci particle filtru, P cˇástic každá vy-
tvorˇí A nových položek s potenciálem D. Takže celkový potenciál prˇi každé iteraci je
P (ADPlogP ).
Celková výpocˇetní složitost algoritmu DP-SLAM mu˚že být tedy shrnuta takto: Pro
particle filtr, který udržuje P cˇástic, laser který skenuje A cˇtvercu˚ mrˇížky a rodový strom
cˇástic s hloubkou D, vyžaduje DP-SLAM:
• O(ADPlogP ) operací pro lokalizaci, vycházející z:
– P cˇástic kontrolujících A cˇtvercu˚ mrˇížky
– A vyhledávání o ceneˇ O(DlogP ) za jeden cˇtverec mrˇížky
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• O(APlogP ) operací pro vkládání nových dat do stromu, vycházející z:
– P cˇástic vkládající informace na A cˇtvercích mrˇížky
– Vkládání o ceneˇ O(OlogP ) za každý kousek informace
• Udržování rodového stromu cˇástic s cenou O(ADPlogP ), vycházející z:
– Ceny O(logP ) potrˇebné k odstraneˇní pozorování nebo jeho posunutí o stupenˇ výše v
rodovém stromu
– Maximální potenciál ADP zaveden prˇi každé iteraci
3.4.5 Shrnutí metody
Byl zde prˇedstaven algoritmus s názvem DP-SLAM, jako algoritmus založený na Particle
filtrech urcˇený pro lokalizaci a mapování. Dále bylo ukázáno, cˇím se tento algoritmus
výrazneˇ liší od algoritmu˚ prˇedešlých. Hlavní výhoda, je jeho nezávislost na prˇedem zís-
kaných informacích, konkrétneˇ na prˇedem urcˇených pozicích význacˇných bodu˚, což ho
také zbavuje nutnosti rˇešit problémy s asociací dat, které vznikají kvu˚li teˇmto význacˇným
bodu˚m. Tento algoritmus je schopen, za použití velmi efektivních datových struktur, udr-
žet neˇkolik tisíc map v reálném cˇase, poskytujících vysoce prˇesné mapování. DP-SLAM
byl ozkoušen na skutecˇném robotovi, kde poskytl detailní mapu daného prostrˇedí.
Tvu˚rci toho algoritmu veˇrˇí, že tento algoritmus byl prvním svého druhu, který do-
kázal dosáhnout takové prˇesnosti pro daný typ dat a bez jakékoliv znalosti prˇedem za-
daných informací o prostoru. Nicméneˇ tento algoritmus má také své limity. V prˇípadeˇ
použití laserových snímacˇu˚ s fixneˇ danou výškou skenování, nemusíme mít dostatecˇné
informace o prostrˇedí. DP-SLAM nabízí velmi jednoduchou reprezentaci mapy, v niž se
prˇedpokládá, že každá bunˇka mrˇížky je bud’ viditelná nebo zcela nepru˚hledná pro la-
ser. Toto samozrˇejmeˇ vytvárˇí diskrétní chyby na okraji objektu˚ a zmatené výsledky pro
velmi malé objekty. Ovšem algoritmus DP-SLAM používá velmi malé bunˇky a tím tyto
chyby minimalizuje, nicméneˇ nelze je zcela eliminovat. Naprˇíklad prˇi skenování stolu s
nárˇadím, ze kterého by visely naprˇíklad kabely, by mohlo dojít k práveˇ této chybeˇ, kdy
by naskenování kabelu˚ zpu˚sobilo náru˚st cˇástic a chyby v lokalizaci a snížili by tak výkon
algoritmu. Pro tuto kapitolu jsem cˇerpal z [13].
3.5 GraphSLAM
Poslední metodou, které se tato práce bude veˇnovat, je metoda s názvem GraphSLAM.
Jedná se o metodu, kterou jsem si zvolil pro svou implementaci. Postup implementace
metody ovšem nebude zahrnut v rámci této kapitoly, ale bude popsána v poslední ka-
pitole práce. V této kapitole jde pouze o seznámení se se základní myšlenkou metody
GraphSLAM, jako to bylo u metod prˇedešlých.
Stejneˇ jako prˇedchozí metody, tak i GraphSLAM získal svu˚j název na základeˇ toho,
jakým zpu˚sobem rˇeší problém mapování prostoru. Jedná se o algoritmus urcˇený k ma-
pování, který používá takzvané rˇídké grafy vazeb. Základní myšlenka tohoto algoritmu
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je velice jednoduchá: GraphSLAM získává z dat porˇízených robotem soubor takzvaných
meˇkkých vazeb, které jsou reprezentovány již zmíneˇným rˇídkým grafem. Z tohoto grafu,
respektive z daných vazeb, je algoritmus schopen vypocˇítat vše potrˇebné, pro prˇesné
urcˇení mapy a cesty robota v rámci globálního odhadu. Vazby, jenž se v rˇídkém grafu
nacházejí, jsou obecneˇ nelineární, ale v pru˚beˇhu jejich rˇešení jsou linearizována. V této
kapitole bude GraphSLAM popsán jednak jako algoritmus pro tvorbu rˇídkých grafu˚ ne-
lineárních vazeb, a také jako metoda pro vyplneˇní rˇídké matice lineárními vazbami.
Prˇi aplikaci algoritmu GrapSLAM na problém rozsáhlého mapování zjistíme, že je
tento algoritmus schopen zvládnout velké množství prvku˚, a také spolupracovat s infor-
macemi porˇízenými pomocí GPS a použití teˇchto informací v mapování.
3.5.1 Mapování problému SLAM do Grafu
Pokud chceme lépe porozumeˇt, jak využít grafy prˇi pracování s algoritmem GraphSLAM,
musíme si vysveˇtlit, jak se s teˇmito grafy pracuje obecneˇ.
3.5.1.1 Offline SLAM problém
Nejdrˇíve si ukážeme takzvaný Offline SLAM. Offline problém je charakterizován
schopností shromažd’ovat veškerá data beˇhem mapování a prˇemeˇnit tato data v mapu,
jakmile robot ukoncˇí svou operaci.
Než zacˇneme naše vysveˇtlení, budeme si muset zavést pár základním znacˇení (pro-
meˇnných), které budeme používat. Stejneˇ, jako jsme to deˇlali i v metodách drˇíveˇjším, i
tady budeme oznacˇovat cˇas pomocí promeˇnné t. Pozici robota v cˇase t poté oznacˇíme
jako xt. Dále budeme používat oznacˇení x1:t, pro soubor pozic robota, na kterých byl od
cˇasu 1, až po cˇas t. Mapu(sveˇt) si potom oznacˇíme jednoduchou zkratkou m. Budeme
prˇedpokládat, že mapa bude cˇasoveˇ nemeˇnná, a proto k ní nebudeme prˇidávat index
cˇasu. V tomto prˇípadeˇ budeme mapu brát jako soubor prvku˚ mj.
K dosažení mapy neˇjakého prostrˇedí, robot musí být schopen „vnímat“. Jeho meˇrˇení
v cˇase t oznacˇíme jako zt. Obvykle robot dokáže vnímat více vlastností a prvku˚ kolem
sebe, než pouze jeden, a proto si každé individuální meˇrˇení oznacˇíme zit. Následující
funkce h ukazuje, jak takové meˇrˇení vzniká:
zit = h(xt,mj , i) + ε
i
t (14)
V tomto prˇípadeˇ, je εit Gaussova náhodná promeˇnná, udávající šum v meˇrˇení s nulo-
vou strˇední hodnotou a kovariancí Qt. Promeˇnná mj udává prvek mapy, zaznamenaný
i− tm meˇrˇícím paprskem v cˇase t.
Jak už bylo zmíneˇno, GraphSLAM mu˚že využívat pro svou práci informace porˇízené
pomocí GPS. V tom prˇípadeˇ mu˚žeme z funkce h zcela odebrat promeˇnnou mj udávající
prvek mapy, jelikož tuto informaci mu je schopno GPS poskytnout.
zit = h(xt, i) + ε
i
t (15)
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A konecˇneˇ se dostáváme k samotnému pohybu robota. Robot ve SLAMu zmeˇní svou
pozici za pomocí kontrolních prˇíkazu˚. Prˇíkaz uplatneˇný mezi cˇasy t− 1 a t je oznacˇován
jako ut. Prˇechodný stav je znázorneˇn pomocí následující funkce g:
xt = g(ut, xt−1) + δt (16)
kde δt ∼ N(0, Rt) znázornˇuje šum v kontrolním prˇíkazu. Funkce g mu˚že být brána
jako kinetický model robota. Po znalosti teˇchto funkcí a pravidel, mu˚žeme rˇíci že výpocˇet
pravdeˇpodobnosti pro Offline SLAM, je daný následujícím výpocˇtem pravdeˇpodobnosti
výskytu nad cestou robota x1:t a mapy m.
p(x1:t,m|z1:t, u1:t) (17)
Jedná se o výpocˇet pravdeˇpodobnosti výskytu nad celou cestou robota x1:t mapou m,
místo pocˇítání pouze pro soucˇasnou pozici xt. Bylo zaznamenáno, že v reálných situacích
je velice obtížné vypocˇíst pravdeˇpodobnost pro více rozmeˇrové mapy m.
3.5.1.2 Základní myšlenka GraphSLAMu
Nejlépe si tuto myšlenku ukážeme rovnou na prˇíkladu, konkrétneˇ na jednoduchém
obrázku. Na obrázku níže je znázorneˇn GraphSLAM algoritmus. Je na neˇm ukázán graf,
který GraphSLAM získává ze cˇtyrˇ pozic robota oznacˇených jako x1, x2, x3, x4 a dva vý-
znacˇné body mapy m1 a m2. Spoje mezi pozicemi robota a význacˇnými body jsou rozdeˇ-
leny na dva druhy, pohybové spoje a spoje meˇrˇení. Pohybové spoje logicky spojují jakéko-
liv dveˇ sousední pozice robota a spoje meˇrˇení spojují pozici robota s význacˇným bodem,
který byl z dané pozice pozorován. Každá hrana v daném grafu se vztahuje k nelineární
vazbeˇ. Jak se dozvíte pozdeˇji, tyto vazby reprezentují záporný logaritmus pravdeˇpodob-
nosti meˇrˇení a pohybového modelu, odtud pochází myšlenka o takzvaných informacˇních
vazbách. Prˇidáním takových vazeb do grafu je pro GraphSLAM triviální, není trˇeba žád-
ných složitých výpocˇtu˚.
Obrázek 7: GraphSLAM
Zdroj: [14]
Pro výpocˇet pravdeˇpodobnosti výskytu bodu˚ pro mapu, GraphSLAM linearizuje sou-
bor vazeb. Výsledkem této linearizace je rˇídká informacˇní matice8 a informacˇní vektor.
8Rˇídká matice je matice, která obsahuje prˇevážneˇ nulová cˇísla.
26
Rˇídkost této matice, umožnˇuje algoritmu GraphSLAM požít takzvaný algoritmus elimi-
nace promeˇnných, což slouží k transformování grafu na nový, mnohem menší, definující
pouze pozici robota. Pravdeˇpodobnost výskytu cesty robota, je potom vypocˇítána použi-
tím standardneˇ odvozených technik.
3.5.2 GraphSLAM algoritmus
Nyní prˇichází na rˇadu prˇesný popis výpocˇetních kroku˚ algoritmu GraphSLAM. Tento
algoritmus by se dal rozdeˇlit na cˇtyrˇi menší algoritmy které, jak si ukážeme níže, mají
každý na starost jeden z hlavních kroku˚, prˇi celkovém výpocˇtu algoritmu. Tyto algo-
ritmy se nazývají GraphSLAM initialize, který slouží, jak už název napovídá k iniciali-
zaci informacˇní matice a vektoru, dále pak algoritmus GraphSLAM lienarize, který také
neslouží k nicˇemu jinému, než k sestavení informacˇní matice a informacˇního vektoru,
cˇili jejich naplneˇní. Trˇetí algoritmus, který zde bude popsán nese jméno GraphSLAM
reduce. Tento algoritmus se stará o redukci dimensionality informacˇní matice a infor-
macˇního vektoru. A poslední algoritmus se nazývá GraphSLAM solve, který zprostrˇed-
kovává finální výpocˇet.
Hlavní problém implementace, který zde bude popsán a vyrˇešen, je prˇemeˇna získa-
ného výsledku podmíneˇné pravdeˇpodobnosti p(zit|xt,m) a p(xt|ut, x1−t) tak, aby se dal
zapsat jako jeden rˇádek informacˇní matice, která je spolu s informacˇním vektorem klí-
cˇová pro algoritmus GraphSLAM. Hlavní problém této prˇemeˇny je fakt, že prvky infor-
macˇní matice jsou všechny lineární, tudíž prˇed vložením výsledku˚ do dané matice, je
trˇeba tato data linearizovat. K provedení této linearizace potrˇebujeme pocˇátecˇní odhad
µ0:t pro všechny pozice x0:1.
Samozrˇejmeˇ, že existuje celá rˇada rˇešení, které by vedly ke správnému urcˇení pocˇá-
tecˇní µ vhodné pro naši linearizaci vstupních dat pro informacˇní matici. Za všechny mu˚-
žeme uvést naprˇíklad EKF SLAM, který mu˚žeme pustit v rámci našeho algoritmu a pou-
žít prˇímo jeho odhad pro linearizaci. GraphSLAM má ovšem pro tento prˇípad své vlastní
mechaniky, jak dosáhnout tíženého výsledku. Tato technika, respektive tento algoritmus,
se nazývá GraphSLAM initialize a prování odhad pomocí zrˇeteˇzení pohybového mo-
delu robota p(xt|ut, x1−t). Vstupem tohoto algoritmu jsou kontrolní prˇíkazy rˇídící robota
u1:t a jeho výstupem je potom samozrˇejmeˇ požadovaný soubor odhadu˚ pozic µ0:t. První
pozice robota, tedy pozice, kde robot zacˇínal se svým meˇrˇením se inicializuje na nulu a
pozice následující se pocˇítají rekurzivneˇ za pomoci rychlého pohybového modelu. Jeli-
kož nás zajímá pouze vektor strˇedních hodnot pozic µ0:t, protože potrˇebujeme výsledek,
který bude možno vkládat na rˇádek informacˇní matice, GraphSLAM initialize používá
pouze deterministickou cˇást pohybového modelu. Také nebere v tomto odhadu v úvahu
žádné meˇrˇení.
Jakmile jsme tedy získali pocˇátecˇní µ0:t , je nyní GraphSLAM algoritmus schopen se-
stavit již zmíneˇnou dvojici, a to informacˇní matici Ω a jí odpovídající informacˇní vektor ξ.
Tento algoritmus pouze sestavuje zmíneˇné prvky, cˇili je inicializuje na základní hodnoty,
o jejich naplneˇní se stará následující algoritmus. Toto vše je dosaženo pomocí linearizace
spojení v daném grafu. Jak prˇesneˇ probíhá výše popsaný výpocˇet je znázorneˇno na ná-
sledujícím obrázku, popisujícím algoritmus GraphSLAM initialize.
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Obrázek 8: GraphSLAM initialize
Zdroj: [14]
Na rˇadu prˇichází algoritmus GraphSLAM lienarize. Tento algoritmus dostává jako
vstupní data kontrolní prˇíkazy u1:t, meˇrˇení z1:t a související promeˇnné c1:t a nakonec vý-
stup algoritmu prˇedešlého, cˇili µ0:t. Algoritmus poté postupneˇ sestaví informacˇní matici
Ω a informacˇní vektor ξ skrz linearizaci, pomocí lokálního prˇidávání dílcˇích matic, v sou-
ladu s informacemi získanými z každého meˇrˇení a každého kontrolního prˇíkazu. Opeˇt je
toto zobrazeno pomocí následujícího obrázku.
Obrázek 9: GraphSLAM linearize
Zdroj: [14]
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Na rˇádku 2 GraphSLAM lienarize inicializuje informacˇní prvky. Hodnota nekonecˇna,
na hlavní diagonále následující matice, nastavuje hodnotu pocˇátecˇní pozice x0 na (0, 0, 0)T .
To je velmi du˚ležité, jelikož v opacˇném prˇípadeˇ, by výsledná matice byla jednotková. Od
rˇádku 4 po rˇádek 9 dochází k integrování kontrolních prˇíkazu˚. Co prˇesneˇ deˇlají další
rˇádky tohoto algoritmu se mu˚žete dozveˇdeˇt zde[14].
Výsledkem algoritmu GraphSLAM lienarize je tedy informacˇní matice Ω a infor-
macˇní vektor ξ. Jak už bylo neˇkolikrát zmíneˇno, matice Ω je rˇídká. Nenulové prvky ob-
sahuje pouze na hlavní diagonále, která se skládá z dílcˇích matic. Dále nenulové prvky
obsahuje mezi následujícími pozicemi robota a mezi pozicemi a prvky mapy. Tento algo-
ritmus je cˇasoveˇ lineární v t.
Dalším krokem algoritmu GraphSLAM spocˇívá v redukci dimensionality informacˇní
matice a vektoru. To je dosaženo za pomocí algoritmu GraphSLAM reduce. Tento al-
goritmus bere jako vstup matici Ω a vektor ξ a vrací redukovanou matici a vektor. Tato
transformace je dosažena pomocí odebrání prvku˚ mj . Složitost tohoto algoritmu je opeˇt
lineární v t.
Posledním krokem GraphSLAM algoritmu je pocˇítání strˇedové hodnoty a kovariance
pro všechny pozice na cesteˇ robota, a také strˇední hodnoty odhadu˚ pozic význacˇných
bodu˚ v mapeˇ. Toto je dosaženo posledním algoritmem a to GraphSLAM solve. Návra-
tová hodnota tohoto algoritmu je tedy pru˚meˇr vypocˇítaný pro cestu robota a význacˇné
body na mapeˇ a také kovariance, ovšem ta pouze pro cestu.
Kvalita výsledku˚ algoritmu GraphSLAM závisí na kvaliteˇ pocˇátecˇních odhadu˚ (po-
cˇátecˇních informací), spocˇítaných algoritmem GraphSLAM initialize.
3.5.3 Shnutí metody
Byl zde prˇedstaven algoritmus s názvem GraphSLAM, rˇešící specifickou verzi problému
SLAM a to takzvaný offline SLAM. Offline problém je charakterizován schopností shro-
mažd’ovat veškerá data beˇhem mapování a prˇemeˇnit tato data v mapu, jakmile robot do-
koncˇí danou operaci. GraphSLAM toho docílí mapováním dat do rˇídkého grafu vazeb,
které jsou následneˇ mapovány do informacˇní formy. Ta je poté redukována, za použití
specifické transformace, která odebere promeˇnné(prvky) mapy. GraphSLAM poté ob-
noví mapu z odhadnuté pozice pomocí sekvence oddeˇlených optimalizacˇních problému˚.
Experimentální výsledky ve velkém meˇstském prostrˇedí ukázaly, že prˇístup algo-
ritmu GraphSLAM skutecˇneˇ vede k vytvárˇení funkceschopných map. Dále ukázaly, že
je skutecˇneˇ snadné používat informace s jiných meˇrˇících zarˇízení, jako naprˇíklad GPS.
Pro tuto kapitolu jsem cˇerpal z [14].
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4 Vlastní implementace metody GraphSLAM
Beˇhem této kapitoly bude popsán postup implementace jedné z výše zmíneˇných metod.
konkrétneˇ se jedná o metodu GraphSLAM. Kapitola zahrnuje jak samotnou implemen-
taci metody GraphSLAM, tak i prˇípravu na ní. Veškerou teorii o této metodeˇ najdete v
prˇedchozí kapitole.
4.1 Vizualizace dat
Neˇž bylo vu˚bec možné zacˇít s implementací neˇjakého algoritmu, bylo nutné udeˇlat vizu-
alizaci dat, které jsem meˇl k dispozici. Jednalo se o celkem 9 snímku˚ jedné chodby. Každý
z teˇchto snímku˚ obsahoval prˇibližneˇ 256 000 záznamu˚ laseru, to znamená 256 000 bodu˚
se trˇemi sourˇadnicemi(x, y a z), takovými, jak je zaznamenal laser.
Pro vizualizaci takového typu dat, jsem na doporucˇení vedoucího práce, zvolil kni-
hovnu s názvem Point Cloud Library. Tato knihovna se obecneˇ zabývá prací práveˇ s lase-
rovými snímky, jejich zobrazení a také následnou prací s nimi. Pro mu˚j konkrétní prˇípad
jsem použil jejich PCLVisualizer, který je popsán a vysveˇtlen zde [15].
Po upravení kódu daného vizualizéru pro vlastní potrˇebu, jsem dostal jeden z obrazu˚
chodby, jak ho zaznamenal(videˇl) robot. Ukázka jednoho takového snímku lze videˇt na
následujícím obrázku.
Obrázek 10: Prˇíklad skenované chodby
Když jsem tedy vyrˇešil problém vizualizace dat, mohl jsem se pustit do druhého pro-
blému, a to nalezení význacˇných bodu˚ v dané chodbeˇ. Ke knihoveˇ PCL se ješteˇ vrátíme
pozdeˇji, kdy ji budeme potrˇebovat.
4.2 Nalezení rohu˚
Jak už bylo zmíneˇno, nejen výše, ale i v kapitole zabývající se teorií ohledneˇ metody Gra-
phSLAM, tak tato metoda potrˇebuje pro svu˚j chod znát sourˇadnice význacˇných bodu˚.
Pro svu˚j prˇípad jsem jako význacˇné body zvolil rohy místnosti, respektive body, ve kte-
rých se protínají roviny steˇn. To znamená, že to mohly být i body, které nejsou reálnými
rohy dané místnosti, ale nacházejí se na pru˚secˇíku zmíneˇných rovin.
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Jako první veˇc jsem tedy musel najít steˇny, respektive jejich obecnou rovnici roviny.
Opeˇt se zde nebavíme o reálných steˇnách, ale patrˇí zde i strop, podlaha, dverˇe, a jiné plo-
chy, která svým tvarem prˇipomínají rovinu. K nalezení teˇchto rovin jsem použil metodu s
názvem RANSAC neboli Random sample consensus, která funguje na principu odhadování
parametru˚ daného matematického modelu z rˇady výchozích prvku˚. Jedná se o nedeter-
ministickou metodu, cˇili vytvárˇí výsledek pouze s neˇjakou pravdeˇpodobností, která roste
spolu s pocˇtem iterací. Jednoduše rˇecˇeno si na zacˇátku zvolíme model který chceme hle-
dat. V mém prˇípadeˇ to byla rovina. Poté rˇekneme RANSACu, aby tento model hledal v
objektu, který jsme mu poskytl, tedy v daném skenu místnosti. RANSAC poté v závis-
losti na mnou zvolených parametrech, konkrétneˇ na maximální povolené chybeˇ a pocˇtu
iterací, hledá tento model. Jak prˇesneˇ tento algoritmus funguje se dozvíte zde [16].
Ovšem jak již bylo zmíneˇno, tato metoda nevrací prˇesné roviny. Je to zpu˚sobeno ne-
prˇesným zaznamenáváním informací pomocí laseru, kde jednotlivé body jsou vychýleny
z roviny v rˇádech neˇkolika milimetru˚. Což nezní jako velké cˇíslo, ale když jsem po získání
rovin metodou RANSAC, chteˇl udeˇlat pru˚nik teˇchto rovin, tak jsem narazil na problém
prˇi pocˇítání obecných rovnic teˇchto rovin, kdy prˇi náhodném výbeˇru trˇí bodu˚ teˇchto rovin
nastaly prˇípady, kdy byly vybrány body, jenž ve výsledku netvorˇí požadovanou rovinu,
jelikož jeden z nich byl vychýlen, což ve výsledku vychýlilo celou rovinu.
Jedno rˇešení tohoto problému bylo použití takzvané metody nejmenších cˇtvercu˚. Tato
metoda dokáže uprˇesnit tyto roviny dostatecˇneˇ na to, abych byl schopen vypocˇítat jejich
pru˚secˇík. Více o metodeˇ nejmenším cˇtvercu˚ zde [17]. Pro výpocˇet metody RANSAC a
metody nejmenších cˇtvercu˚ jsme použil cˇást kódu z knihovny PCL. Jejich algoritmus
obsahoval obeˇ zmíneˇné metody a dokázal také vypocˇíst obecnou rovnici roviny každé z
nalezených rovin.
Samozrˇejmeˇ, že tuto funkci obsahující výpocˇet rovin jsem volal neˇkolikrát, abych zís-
kal co nejvíce rovin. Konkrétneˇ jsem jich hledal 10. Problém byl, že když algoritmus ro-
vinu našel, zapsal, uložil a zacˇal hledat další rovinu, nastal prˇípad, kdy našel rovinu,
kterou meˇl již uloženou. Tak místo desíti požadovaných rovin našel pouze 4 nebo 3.
Tuto chybu jsem odstranil pomocí nápadu odstranˇovat již nalezené roviny z pu˚vodního
snímku. Cˇili pokaždé, když algoritmus rovinu našel, si ji uložil a „vyrˇezal“ ji z pu˚vod-
ního snímku, takže prˇi druhém hledání ji už nevideˇl. Tímto jsem docílil požadovaných
desíti rovin a mohl jsem zacˇít hledat rohy.
Rohy jsem tedy získával z pru˚secˇíku trˇí rovin, cˇili jsem pocˇítal soustavu trˇí rovnic o
trˇech neznámých. Pro tento úcˇel, jsem si pomocí matematické knihovny Eigen [18] vy-
tvorˇil matici, která obsahovala pod sebou v rˇádcích zapsané obecné rovnice rovin. Vše
jsem meˇl tedy prˇipraveno, abych mohl pocˇítat danou soustavu rovnic. Vybral jsem si
zpu˚sob pocˇítání pomocí Gaussovy eliminacˇní metody, která mi spolehliveˇ vracela sourˇad-
nice pru˚secˇíku rovin. Tuto funkci jsem pak volal celkem 120 krát, jelikož jsem meˇl celkem
10 rovin, tak jsem musel testovat všechny možné kombinace jejich pru˚niku, což mi dalo
celkem velký pocˇet bodu˚(rohu˚).
Nyní jsem musel vyrˇešit jiný problém. Vzhledem k již zmíneˇným chybám laseru, zde
vznikaly body, které byly i neˇkolik desítek metru˚ vzdálené od dané chodby, jelikož ro-
viny nebyly prˇesneˇ rovné a protnuly se až mimo mu˚j snímek. Tuto „chybu“ jsem opravil
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pomocí vytvorˇení jakési pomyslné krabice kolem daného snímku a body nacházející se
za úrovní této krabice, jsem jednoduše smazal. Po tomto promazání zbytecˇných bodu˚,
jsem již dostával celkem prˇijatelné výsledky. Na obrázku níže mu˚žete videˇt rohy, které
mu˚j algoritmus našel na snímku, který odpovídá obrázku v kapitole 4.1.
Obrázek 11: Prˇíklad nalezených rohu˚
Na obrázku jdou videˇt body, které jakoby nebyly prˇímo rohy v dané místnosti, a neˇ-
které dokonce levitují v prostoru. Nejedná se o chybu, ale o body, které vznikly pru˚nikem
rovin, jenž mají pru˚secˇík v prˇimeˇrˇené vzdálenosti od snímku. Body, které vznikly prˇíliš
blízko sebe (viz levý horní roh a levý dolní roh místnosti na obrázku), jsou výsledkem
pru˚niku roviny dverˇí, které jsou mírneˇ vysunuty vzhledem ke steˇneˇ. Možná se zdá, že
neˇkteré body jsou zbytecˇné a budou i prˇekážet v dalším výpocˇtu, ale není nic lehcˇího,
než tyto body v následujícím výpocˇtu ignorovat, a zameˇrˇit se na ty, které potrˇebuji.
Nyní jsem tedy meˇl potrˇebné rohy dané místnosti a zbývalo zjistit, který roh z tohoto
snímku je rohem ze snímku druhého. Cˇili jsme tuto funkci na získání rohu˚ musel apli-
kovat na všech 9 snímku˚. Poté jsem získal jejich rohy a na rˇadu prˇišla takzvaná metoda
ICP, která na základeˇ získaných rohu˚ dané snímky s drobnou chybou vyrovnala a tedy
šlo videˇt, který bod patrˇí ke kterému. Metoda ICP je pomeˇrneˇ prˇesná a efektivní. Fun-
guje na principu minimalizace rozdílu mezi dveˇma cloudy9 a snaží se tedy, o co nejveˇtší
sblížení teˇchto cloudu˚. Tato metoda se dá aplikovat jak na 2D, tak na 3D prostrˇedí, což
z ní deˇlá velice využívaný nástroj. Postup této metody spocˇívá ve vybrání si cíle a poté
základu. Základem je cloud, který se beˇhem provádeˇní algoritmu ICP nebude meˇnit, a
bude naopak poskytovat informace o tom, jak se má cílový cloud posunout. Jednoduše
vyrovnáme cílový cloud podle základového. Stejneˇ jako metoda RANSAC, tak i tento al-
goritmus prˇímá parametry v podobeˇ pocˇtu iterací a maximální chyby, na jejichž základeˇ
se poté provede. Hlavním cílem tohoto algoritmu je tedy najít co možná nejlepší rotacˇní
matici a matici posunu, pro co neprˇesneˇjší prˇiblížení a vyrovnání cloudu˚. Více informací
o metodeˇ ICP se dozvíte zde [19].
9Cloud je oznacˇení pro soubor bodu˚. V našem prˇípadeˇ se jedná o soubor obsahující sourˇadnice bodu˚, jak
je zaznamenal laser
32
4.3 GraphSLAM
Když jsem tedy získal potrˇebné informace, mohl jsem zacˇít implementovat samotnou
metodu GraphSLAM. Jak už bylo zmíneˇno v kapitole, která se zabývá teoretickým po-
pisem metody GraphSLAM, tak pro tuto metodu je klícˇové získat informacˇní matici a jí
odpovídající informacˇní vektor. To byl také mu˚j následující krok.
Rozhodl jsem se daný problém rˇešit pro každou osu zvlášt’, cˇili jsem si vytvorˇil celkem
3 matice a jim odpovídající 3 vektory pro osy x, y a z. Matice jsem implicitneˇ nastavil na
velikost 1x1 a prˇidáváním hodnot pozic robota a význacˇných bodu˚, se matice zveˇtšovala
a postupneˇ naplnˇovala. Tento postup jsme zvolil i pro informacˇní vektory. Hlavní pro-
blém bylo zjistit, zda význacˇné body, jenž prˇidávám do dané matice a vektoru, nebyly již
prˇidány. To jsem ošetrˇil jednoduchou funkcí, která mi vracela index daného význacˇného
bodu, který jsem pak dále používal a kontroloval, zda význacˇný bod, který prˇidávám,
nemá stejný index, jako body prˇedešlé. Podobný problém byl v rámci jednoho snímku,
kde neˇkteré rohy se zobrazovaly až prˇíliš blízko sebe a mohly by tedy ohrozit celkový
výpocˇet. Vyrˇešil jsem to pomocí funkce, která body(respektive jejich pozice), jenž se na-
cházely v mnou zadané vzdálenosti od sebe secˇetla a vydeˇlila dveˇma, cˇímž jsem získal
jeden bod, který se nacházel prˇibližneˇ mezi pu˚vodními body. Když jsem meˇl tedy na-
plneˇné jak matice, tak vektory, nezbývalo už nic jiného, než je mezi sebou vynásobit a
získat ta výsledný vektor obsahující nejlepší možné odhady pro pozice robota a význacˇ-
ných bodu˚. Výsledný vektor se tedy vypocˇítal pomocí následujícího vzorce.
µ = Ω−1 ∗ ξ (18)
Kde µ prˇedstavuje výsledný vektor, Ω informacˇní matici a ξ informacˇní vektor. Další
obrázek(postup), nacházející se níže, ukazuje již konkrétní prˇíklad výpocˇtu výsledného
vektoru, kde známe pozice robota, pozice význacˇných bodu˚, chybu v pohybu robota a
chybu v meˇrˇení. Budeme zde uvažovat jednorozmeˇrný prostor (Naplneˇní matice a vek-
toru pro jednu z os). Jako pocˇátecˇní pozici si urcˇíme x0 = −3. V našem prˇíkladeˇ udeˇlá
robot 2 další „kroky“. První krok bude x1 = x0 + 5 a druhý bude x2 = x1 + 3. Dále
budeme uvažovat, že robot na své cesteˇ videˇl jeden význacˇný bod L0 a to se vzdáleností
z0 = 10 z pocˇátecˇního místa, vzdáleností z1 = 5 po prvním pohybu a vzdáleností z2 = 2
z poslední pozice. Poslední veˇcí, kterou zde známe jsou chyby meˇrˇení a chyba pohybu,
které budou v tomto prˇípadeˇ obeˇ rovny jedné.

x0 −3
x1 2
x2 5
L0 7
 =

x0 x1 x2 L0
x0 3 −1 0 −1
x1 −1 3 −1 −1
x2 0 −1 2 −1
L0 −1 −1 −1 3

−1
.

x0 −18
x1 −3
x2 1
L0 17
 (19)
Stejným zpu˚sobem jsem i já postupoval prˇí spocˇítání výsledného vektoru pro všech
9 snímku˚(pozic robota). Následující obrázky ukazují, jak vypadaly snímky prˇed použi-
tím algoritmu, v jednotlivých cˇástech algoritmu a nakonec, jak vypadá výsledný obraz
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chodby, který algoritmus GraphSLAM vytvorˇil. První obrázek je tedy zobrazení všech
devíti snímku˚, jak byly na zacˇátku.
Obrázek 12: Obraz chodby bez úprav
Na obrázku lze zrˇetelneˇ videˇt, jak jsou snímky nezarovnané, naprˇíklad u modrého a
fialového snímku vidíme výrazný posun. Také vychýlení zpu˚sobené chybou v pohybu
robota je zde snadno rozpoznat. Další obrázek už ukazuje snímky po aplikaci metody
ICP, která je vyrovnala, ovšem s neˇjakou chybou, kterou se práveˇ snaží GraphSLAM od-
stranit.
Obrázek 13: Obraz chodby po metodeˇ ICP
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Když tyto dva obrázky porovnáte, lze videˇt, že metoda ICP dané snímky celkem
slušneˇ zarovnala. Nám to ale nestacˇí a proto poslední obrázek ukazuje výsledné zarov-
nání pomocí metody GraphSLAM.
Obrázek 14: Výsledné zarovnání metodou GraphSLAM
Tento obrázek je již finální verzí mé práce. Ukazuje zarovnaný obraz chodby, který
se skládá z celkem devíti pu˚vodních snímku˚. Nejveˇtší rozdíl je na snímku s modrou bar-
vou, který to zarovnalo prˇesneˇ se zadní zdí, tak jak má být. Šlo o srovnání v jednotkách
milimetru˚, takže zmeˇny na ostatních snímcích nemusejí být tak výrazné.
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5 Záveˇr
Hlavním cílem práce je seznámení cˇtenárˇe s technologií LIDAR, konkrétneˇ s její aplikací
na mapování 3D prostoru. Dále pak popsání základních metod urcˇených pro zmíneˇné
mapování a v neposlední rˇadeˇ popis vlastní implementace jedné z teˇchto metod.
V první cˇásti práce byla teoreticky popsána technologie LIDAR. Bylo zde uvedeno její
široké využití, základní komponenty a také historie a vývoj. Druhá cˇást práce se poté veˇ-
novala seznámení cˇtenárˇe se cˇtyrˇmi základními metodami pro mapování prostoru. Byly
zde uvedeny základní myšlenky teˇchto algoritmu˚, jejich cˇasové složitosti a srovnání s
ostatními algoritmy. Náplní poslední cˇásti práce bylo popsání postupu vlastní imple-
mentace zvolené metody, rˇešení problému˚, které prˇi implementaci nastaly a zhodnocení
výsledku˚.
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