We consider a systems biology problem of reconstructing gene regulatory network from time-course gene expression microarray data, a special blind source separation problem for which conventional methods cannot be applied. Network component analysis (NCA), which makes use of the structural information of the mixing matrix, is a tailored method for this specific blind source separation problem. In this paper, a new NCA method called nonnegative NCA (nnNCA) is proposed to take into account of the non-negativity constraint on the mixing matrix that is based on a reasonable biological assumption. The nnNCA problem is formulated as a linear programming problem which can be solved effectively. Simulation results on spectroscopy data and experimental results on time-course microarray data of yeast cell cycle demonstrate the effectiveness and anti-noise robustness of the proposed nnNCA method.
Introduction
Gene regulatory network reconstruction is an important research problem in systems biology where structure and dynamics of cellular functions are of interest. Since gene regulatory network reveals the underlying inter-dependency and cause-and-effect relationship between various cellular functions, it has become one of the key areas of interest in systems biology.
Gaining a quantitative understanding of gene regulation is of vital importance in modern biology. In general, the problem relates to how and where a particular gene is expressed, often under combinatorial control of regulatory proteins known as transcription factors (TF). The dynamics of gene expression levels, i.e. the mRNA concentrations, in a cell can be measured simultaneously by microarray technology for all genes in the genome in a form of multi-channel time-course signal. However, the dynamics of the regulatory signal, i.e., the transcription factor activities (TFA), cannot be measured by the current technology. In addition, the control strength of a regulatory transcription factor to a gene is another important aspect in the gene regulatory network, which is unfortunately also unknown. In order to understand the entire gene regulatory network, we need to reconstruct the transcription factor activities and the matrix of control strengths from the gene expression measurements. This is a highly challenging inverse problem, especially because microarray data are always extremely noisy.
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Fig. 1. Gene regulatory network
A conceptual gene regulatory network with 7 genes (g1 . . . g7) and 3 transcription factors (TF1, TF2, TF3) is illustrated by Fig 1. In general, gene regulation processes are dynamic and nonlinear. It is assumed that the time scale of change of transcription factor activities (TFA) is much greater than that of gene expression. Therefore, mRNA levels at most time are in a quasi-steady state, and thus at this quasi-steady state the dynamic model becomes approximately instantaneous. In addition, the nonlinear dependence of gene expression on the TFAs is approximately log-linear [1] . Therefore, when the gene expressions are expressed as log-ratios, the model becomes X = AS + Γ, where X, A, S, and Γ are gene expression, connectivity matrix, TFAs, and noise, respectively.
Under the above instantaneous linear model, gene regulatory network reconstruction is a blind source separation problem, and independent component analysis (ICA) [2, 3] had been applied to solve the problem. However, in this special blind source separation problem, the source signals are dependent in general. Therefore, the networks inferred from ICA are not accurate and do not conform to the realistic network structure which is of known sparse structure. There are some other approaches that work on dependent sources [4, 5] , but the underlying assumptions do not readily apply to gene regulatory network.
It was noted in the pioneering work of [6] that if the sparse network structure is known and satisfies some conditions, then the network can be uniquely reconstructed if there is no noise, and a method called network component analysis (NCA) was proposed to find a connectivity matrix (conformable to the known structure) and a set of transcription factor activities that best fit the model by using alternating least squares (ALS). The original ALS approach to NCA suffers from drawbacks of instability, inefficiency, and local convergence. Tikhonov regularization has been proposed to overcome the problem of instability [7] , but on the other hand it is computationally even more inefficient. Then in [8, 9] we proposed a more efficient and more effective method called FastNCA that successfully overcomes all the three drawbacks. FastNCA provides a closed-form solution to estimate the connectivity matrix and TFAs through fitting the model by a series of subspace projections.
Although NCA is by far one of the most effective approaches to gene regulatory network reconstruction, existing algorithms, however, lack accuracy and consistency. This motivates us to improve NCA and develop more accurate and robust network reconstruction methods by incorporating some prior information; thereby greatly enhance our ability to accurately reconstruct the networks. Specifically, in this paper we will assume that the entries of the connectivity matrix A are all nonnegative, and develop a linear programming method to solve the NCA problem with non-negativity constraints on the connectivity matrix.
Nonnegative Network Component Analysis
Recall the instantaneous linear gene regulation model mentioned in Section 1.
Our aim is to estimate the connectivity matrix A and the TFAs S from the time-course microarray data X. Assume that in the network we have N genes and M transcription factors, and the length of time series is K. Then the dimension of X and Γ is N × K, the dimension of A is N × M , and the dimension of S is M × K.
As proved in [6, 9] , this inverse problem has a unique solution (up to scaling ambiguity of the TFAs) in the noise-less case if the following NCA criteria are satisfied:
(i) A has full column rank; (ii) when any one column of A is removed together with the rows corresponding to the nonzero entries of this column, the resulting sub-matrix has full column rank; (iii) S has full row rank.
The blind source separation problem or inverse problem of estimating A and S from X based on Eq. (1) and the three NCA criteria is called network component analysis (NCA).
Though the three NCA criteria are enough to estimate the connectivity matrix when there is no noise in the model, additional constraints, if can be used in the algorithm, will certainly yield a more robust estimate in practice when noise is inevitable.
According to [10] , we have the biological knowledge that most likely a transcription factor will have the same effect (either positive or negative) on all its regulated genes. This knowledge means that the entries within the same column of A should have the same sign, and by moving the sign to the corresponding row of S we can assume that all non-zero entries of A are positive, i.e., all entries of A are nonnegative. In other words, if a transcription factor regulates the genes negatively, then we can simply multiply its transcription factor activity (TFA) by −1 and this sign-inversed TFA will regulate the genes positively.
We call the network component analysis problem under the additional nonnegativity constraint on the connectivity matrix A nonnegative network component analysis (nnNCA).
If there is no noise in the NCA model Eq. (1), i.e., X = AS, then the range of X is equal to the range of A since A is of full column rank and S is of full row rank. Because X is known to us, we can get the orthonormal basis matrix of the range space of X, denoted byX = orth{X}, and we havē X = orth{X} = orth{A} .
(
WithX known, we can get further its orthogonal complement
such that
From Eq. (2) and (4), we have
Since C can be estimated from the known time-course microarray data X, the connectivity matrix A can be obtained by solving the systems of equation consisting of Eq. (5) and the NCA criterion (ii) described in Section 2.
In general, if there is noise in the model Eq. (1), singular value decomposition (SVD) [11] will be applied to X to obtain a robust estimation of C. We write X in the standard SVD form as follows
Partition U, the matrix of left singular vectors of X, as
where U S contains the first M columns of U and U N contains the remaining N − M columns of U. Here we state again that N is the number of genes and M is the number of transcription factors. The matrices U S and U N are called the signal subspace and noise subspace of X, respectively. Then we get a robust estimate of C as C = U N .
Note that in the noisy case with C estimated by Eq. (8), Eq. 5 does not hold in general. To estimate A in such case, instead of solving a system of equations as in the noiseless case, we minimize all entries of C T A with the constraints imposed by the NCA criteria and non-negativity of A by solving the following constrained optimization problem via linear programming.
Let A = [a 1 , . . . , a M ] and C = [c 1 , . . . , c N −M ], where a i is the ith column of A and c i is the ith column of C. In addition, we denote I as the indices where the entries of A are zeros, and J as the indices where the entries of A are nonzero (positive). Then, we can estimate the connectivity matrix A by solving the following linear programming problem
for i = 1, . . . , N − M and j = 1, . . . , M , where L j is the number of nonzero entries of a j , A(I) = 0 means the entries of A indexed by I are zero, and A(J) > 0 means that the entries of A indexed by J are positive. The last constraint N n=1 a n,j = L j is imposed to avoid the trivial solution t = 0 with A = 0, and the right-hand-side L j is chosen to make the solution conformable to the normalization strategy adopted in [6, 9] .
For real biological systems, the connectivity matrix A may be very sparse. Problem (9) can be simplified by considering only the non-zero (positive) entries of A. Denoteã j as the vector of nonzero entries of the jth column of A, and c i,j as the vector of entries of the ith column of C corresponding to the nonzero entries of the jth column of A. Then problem (9) can be simplified as
Problem (10) is a linear programming problem [12, 13] , and can be solved by standard algorithms implemented in many mature linear programming software packages. In this paper we use the GLPK package [14] to solve the linear programming problem.
Results

Simulation results
To test the proposed linear programming based nnNCA algorithm, we use the simulation data described in [6] . In this simulation data, the conceptual gene regulatory network shown in Fig 1 is simulated by the mixing of spectroscopy signals. Three transcription factors are simulated by three kinds of hemoglobins, and the expression of seven genes are simulated by the spectroscopy of the mixed hemoglobins with different mixing ratios that are conformable to the structure of the network in Fig 1. The length of each measured spectroscopy signal is 321. It has been shown in [6, 8] that conventional blind source separation methods, based on either higher-order statistics or second-order statistics, cannot recover the true pure spectroscopy signal of the three hemoglobins, while the NCA methods, either by ALS algorithm or FastNCA, can extract the source signals perfectly.
To demonstrate the effectiveness of the nnNCA method, we apply it to the spectroscopy mixtures, and the estimated source signals are shown in the middle column of Fig 2. It is found that the results of nnNCA in this case is almost exactly the same as that of FastNCA [9] , with negligible difference of the order of numerical calculation error. Then independent white Gaussian noises are added to the mixing mixture to the level of SNR=5dB (signal to noise ratio). Both FastNCA and nnNCA are applied to the noisy data, and a great number of Monte Carlo runs are performed. Though nnNCA is not guaranteed to always perform better than FastNCA, the overall performance of nnNCA is superior to FastNCA. The estimated source signals by nnNCA and FastNCA from a typical Monte Carlo run are compared in Fig 2. The results demonstrate that the inclusion of the constraints on the positivity of the entries of the connectivity matrix A makes the NCA method more robust to measurement noise. 
Experimental results
To test the improved robustness to noise of the proposed nnNCA over conventional NCA methods for the analysis of real biological networks, we apply it to analyze the time-course microarray data of yeast cell cycle in [15] , and compare the results with that of FastNCA. In this study, there are three experiments with different synchronization methods represented by alpha, cdc15, and elutriation. The time-course microarray data contains 6178 genes and 56 time points. In this analysis, we are interested in the 11 transcription factors that are known to regulate the expression of genes that are involved in the cell cycle process. In order to apply NCA to recover the TFAs of these 11 transcription factors, we need to work on a sub-network that contains the 11 TFs. For this purpose we construct a network that contains only these 11 TFs and those genes that are regulated by only these 11 TFs, based on the network topology information inferred from the ChIP-chip experiment in [16] . Both nnNCA and FastNCA are then applied to this network and the estimated TFAs are displayed in Fig 3 shoulder to shoulder for the ease of comparison, where the curves in black are for FastNCA and the curves in blue are for nnNCA. The experiment "alpha" contains 2 cell cycles, "cdc15" contains 3 cycles, and "elutriation" contains 1 cycle. The names of the TFs are shown on the right-hand side of the figure. Since these 11 TFs regulate the cell cycle process, it is expected that the TFA of them should be cyclic, and we know that the gene expression signal of many of them are not cyclic at all [6, 9] . We observe that the results of these two method are similar in general, and there is no case that the estimated TFA by nnNCA is less cyclic than that by FastNCA, while in some cases, such as FKH1 for all 3 experiments and MCM1 for "alpha", the results of nnNCA are significantly more cyclic than that by FastNCA. These demonstrate the superior robustness of nnNCA for the analysis of real biological networks. 
Discussion and Conclusion
Gene regulatory network reconstruction is an inverse problem similar to blind source separation, but conventional blind source separation methods cannot be applied because the source signals are dependent in general. Network component analysis (NCA) is a suitable source separation method for this specific problem. In this paper a new NCA method, nnNCA, is developed that incorporates a reasonable biological knowledge. It is demonstrated by both simulation and experimental results that nnNCA is more robust. The linear programming based algorithm is also very fast, slightly slower than but comparable to FastNCA, and much faster than the original ALS based NCA. The developed method may also find its applications in some other similar signal processing problems.
