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Predictions suggest that climate change could cause the extinction of up to a million
species. However, scientists debate the accuracy of these predictions. In this dissertation, I
explore whether often-ignored aspects of climate and biology alter predictions of climate change
impacts. In Chapter 1, I show that studies predicting extinction risk under climate change ignore
important aspects of climate by using climate data with coarse spatial and temporal resolutions.
In Chapter 2, I propose that the degree to which climates vary over space and time in a region
can predict the vulnerability of species to climate change. I suggest that populations living in
regions with high spatial climatic variation (e.g., mountainous regions) should be less vulnerable
to climate change and identify a tension between various effects of temporal climatic variation
on climate change responses. In Chapter 3, I use Daphnia magna (an aquatic crustacean) in
freshwater rock pools to evaluate whether populations from locations with greater temperature
variation have adaptations that make them less vulnerable to climate change. Despite observing
genetic variation and plasticity in a key thermal tolerance trait, I did not observe differences
among populations as predicted. Moreover, I demonstrate a loss of evolutionary potential under
warm temperatures, which could increase vulnerability. In Chapter 4, I map temperature
variation at a sub-meter resolution in freshwater rock pools and demonstrate that this fine-scale
temperature variation significantly alters predictions of climate change impacts on biodiversity. I
also show that protecting cool microclimates might be a highly efficient means of conserving
regional biodiversity under climate change. In Chapter 5, I use a literature review to suggest that
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evolution will likely alter species range dynamics under climate change, highlight potential
conservation implications, and suggest a method for rapid learning in eco-evolutionary climate
change biology. Last, in Chapter 6, I use lab experiments with archaea to provide experimental
support of the community monopolization hypothesis, which is an eco-evolutionary dynamic that
could increase extinction risk under climate change. This body of work increases our
understanding of where and why species will be vulnerable to climate change and provides
important insights for conservation biologists.
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Introduction
Climate change is already altering biological systems at all scales, ranging from genes to
ecosystems (Scheffers et al. 2016). If greenhouse-gas emissions are left unchecked, the best
predictions we have to date suggest that climate change could cause the extinction of up to a
million species (Maclean and Wilson 2011, Urban 2015). However, scientists debate the
accuracy of methods used to predict the impacts of climate change on biodiversity (Pearson and
Dawson 2003, Hampe 2004, Beale et al. 2008, 2009, Araújo et al. 2009, Aspinall et al. 2009,
Potter et al. 2013, Bennie et al. 2014). Two key factors underlie these debates.
First, predictions of climate change impacts on biodiversity often ignore important
aspects of climate. For example, Potter et al. (2013) argued that predictions of species’ climate
change responses are often inaccurate because they ignore important aspects of climate by using
climate data with a spatial resolution that is 10,000- and 1000-fold larger than the body size of
focal animals and plants, respectively. However, Bennie et al. (2014) argued that matching the
resolution of climate data to the body size of focal organisms is likely unnecessary because
climate change studies are often interested in population-level responses. Bennie et al. (2014) did
not compare the resolution of climate data to an estimate of the area encompassed by a
population of focal species. Similarly, a growing body of research suggests that increasing the
temporal resolution of climate data significantly alters predictions of climate change impacts on
biodiversity (Early and Sax 2011, Nabel et al. 2013, Kingsolver and Buckley 2015).
Second, predictions of climate change often ignore important aspects of biology (Hampe
2004, Urban et al. 2016). For example, only one of 131 multi-species predictions included in a
recent global synthesis of extinction risk under climate change accounted for evolution (Urban
1

2015, Urban et al. 2016). This oversight is likely because many reviews suggest evolution will
occur too slowly to rescue species from extinction, except in very particular cases where species
have short generation times and large population sizes (Bell and Collins 2008, Quintero and
Wiens 2013, De Meester et al. 2018). Consequently, it may not be important to incorporate
evolution into predictions of climate change impacts on biodiversity. But, what if evolution alters
ecological responses to climate change even if it does not rescue species from extinction
(Norberg et al. 2012, Thompson and Fronhofer 2019)? For example, even minor adaptation to
warming on a species warm range margin could slow range shifts of other species and therefore
alter climate change responses. In this case, accounting for eco-evolutionary dynamics might be
critical to make accurate predictions.
In this dissertation, I explore how ignoring important aspects of climate could affect
predictions of climate change impacts on biodiversity. More importantly, I ask whether we can
use aspects of climate that are often ignored to predict where and why species will be vulnerable
to climate change. I then suggest that evolution could alter species and community-level climate
change responses even if evolution does not rescue species from extinction, and provide
experimental evidence of such eco-evolutionary dynamics.
In Chapter 1, I ask whether studies predicting extinction risk under climate change
are using climate data with biologically relevant resolutions, and explore where in the
world using coarse resolution climate data is likely to reduce the accuracy of predictions.
Specifically, I determine the spatial and temporal resolution of climate data used in 131 studies
predicting extinction risk for multiple species under climate change. I compare the spatial
resolution of climate data to Wright’s dispersal neighborhoods for plants, herpetofauna, birds,
small mammals, and large mammals. Wright’s dispersal neighborhood is a method to quantify

2

the area that encompasses a population. I also suggest that we should scale the temporal
resolution of climate data to the generation time of focal species. I then provide a framework that
partitions climate into three biologically relevant components: trend, variance, and
autocorrelation. I use this framework to evaluate where in the world using coarse resolution
climate data is likely to reduce the accuracy of extinction-risk estimates under climate change.
In Chapter 2, I propose that the degree to which climates vary over space and time
in a region can predict the vulnerability of species to climate change. The vulnerability of a
species to climate change is often partitioned into three components (Williams et al. 2008,
Beever et al. 2016): exposure (i.e., the amount of climate change), sensitivity (i.e., the degree to
which climate change affects fitness), and response capacity (i.e., the ability of a species to
mitigate fitness reductions). Here, I propose that climatic variation in a region shapes landscapes,
species traits, and genetic variation in those traits in predictable ways that alter all three
components of vulnerability. Thus, we can use the degree of climatic variation in a region to
predict climate change vulnerability. I provide seven predictions for how climatic variation could
affect vulnerability, and use these predictions to identify where in the world species might be
most vulnerable to climate change.
In Chapter 3, I evaluate whether species from locations with greater temperature
variation have adaptations that make them less vulnerable to climate change. Temperate
species are often predicted to be less vulnerable to climate change than tropical species, because
temperate species have adapted a number of ways to deal with daily and seasonal temperature
variation that is significantly reduced in tropical locations (Deutsch et al. 2008, Khaliq et al.
2014, Vasseur et al. 2014). Here, I use Daphnia magna (a small crustacean) in freshwater rock
pools to evaluate whether this same logic can be applied at much finer (i.e., microgeographic)
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spatial scales. I sample D. magna from freshwater rock pools that differ substantially in the
degree of daily and seasonal temperature variation despite being separated by only 1 - 250 m. I
use lab experiments to test whether a key thermal tolerance trait, plasticity, and genetic variation
in that trait differ among pools as predicted by the amount of temperature variation in each pool.
I also use a whole-ecosystem warming experiment in artificial rock pools to evaluate if potential
differences in thermal tolerance among pools affects how D. magna responds to warming.
In Chapter 4, I ask whether using climate data with a sub-meter spatial resolution
alters predictions of climate change impacts, and explore the value of conserving cool
microclimates relative to another common biodiversity conservation strategy.
Microclimates are often overlooked in climate change biology because mapping fine-scale
variation in climate is difficult in complex landscapes and ecosystems (Lenoir et al. 2017). Here,
I map microclimates at a sub-meter resolution in 149 freshwater rock pools, where microclimates
are determined by just a few key variables. I then compare the biological impacts of climate
change between statistical predictions that use macroclimate and microclimate data. I evaluate
whether microclimates reduce the impacts of climate change, and test whether protecting cool
microclimates or protecting the currently most biodiverse locations is more likely to preserve
biodiversity in the future. I also corroborate statistical predictions using a whole-ecosystem
warming experiment in artificial rock pools.
In Chapter 5, I suggest that evolution will likely alter ecological responses to climate
change, even if evolution does not rescue species from extinction, and explore the
conservation implications. I review whether evolution could alter ecological responses to
climate change on species range margins. I consider how multiple ecological and evolutionary
processes could interact to affect species range dynamics under climate change. I first take a
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single-species perspective, but then discuss how this perspective might change when multiple
species are considered simultaneously. I also explore how practitioners might alter commonly
recommended conservation strategies to account for eco-evolutionary dynamics under climate
change. Last, I propose that resurveying historical studies that measured trait frequencies, the
strength of selection, or heritabilities could be an efficient way to increase our eco-evolutionary
knowledge in climate change biology.
Last, in Chapter 6, I experimentally test the community monopolization hypothesis,
which has been proposed as an eco-evolutionary dynamic that could increase extinction
risk under climate change. The community monopolization hypothesis proposes that adaptation
of an early-arriving species to a location can reduce the colonization ability of a later-arriving
species and therefore alter community assembly (a.k.a., an evolutionary priority effect).
Recently, theoretical studies suggested that community monopolization by species on their warm
range margins can prevent other species from shifting their distribution, and therefore increase
biodiversity loss under climate change (Thompson and Fronhofer 2019). I provide one of the
first experimental tests of the community monopolization hypothesis using experimental
evolution and competition between two archaea species in a warm environment.
Climate change will undoubtedly cause large changes in biological systems worldwide.
Improving predictions of these impacts is the first step in helping reduce extinctions and their
effects on human wellbeing. By helping resolve debates over the importance of often-ignored
aspects of climate and biology, my dissertation increases our understanding of where and why
species will be vulnerable to climate change. In doing so, I also provide important insights into
conservation strategies that could limit biodiversity loss under climate change.
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Chapter 1: Coarse Climate Change Projections for Species Living in a Finescaled World
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SUPPORTING INFORMATION
Estimating Climatic Trend, Variance, and Autocorrelation:
There are many methods available to estimate trend, variance, and autocorrelation in both
space and time. Generalized least squares (GLS) is one method that allows all three climate
components to be estimated simultaneously. GLS is a method for estimating the coefficients in a
linear regression that can incorporate autocorrelation into the error term. A variogram can be
used to estimate the autocorrelation in both the temporal and spatial context. A variogram
estimates the degree of covariance between data points separated by different amounts of time or
space. The parameters of a GLS model can be estimated with the ‘gls’ function in the ‘nmle’
package in R.
In the temporal context the GLS model can be fit with the focal weather variable as the
response variable and time as the independent variable. The coefficient describing the slope
between time and the focal weather variable is a measure of the temporal trend. The range of the
variogram model measures the time over which the weather variable is autocorrelated. The
standard deviation of the residuals from the GLS model measures the temporal variance. Note,
that climate data for species with short generation times (i.e., < 1 year) may have a seasonal
signal that will need to be accounted for. In this case, the autocorrelation and variance can be
estimated with a seasonal autoregressive integrated moving average (ARIMA) model and the
trend can be estimated using a linear regression of the residuals from the ARIMA model.
In the spatial context, the GLS model can be fit with the focal weather variable as the
response variable and the x and y spatial coordinates as the independent variables. The spatial
trend can be estimated as a combination of the trend in the x and y directions:
𝛽 = √𝛽𝑥2 + 𝛽𝑦2 ,
23

where β is the average maximum slope, and βx and βy are slopes in the x- and ydirections (respectively). The variance and autocorrelation are estimated using the range of the
variogram model and the standard deviation of the residuals, as in the temporal case. In the
spatial context, the range of the variogram model measures the distance over which the weather
variable is autocorrelated.
Does the choice of Spatial climate data affect the climate regime maps?
The spatial climate data we used to define and map spatial climate regimes (WorldClim,
Hijmans et al. 2005) is highly interpolated, which could affect our results by affecting estimates
of each climate component. To address whether our choice of highly interpolated climate data
affected our definition of different climate regimes, we evaluated whether climate regimes were
classified the same in Oregon and Washington states when analysis was conducted using
WorldClim and PRISM 800 m climate data. Although these datasets are both interpolated
datasets with a similar resolution, spatial variation in climate is known to differ between these
datasets in Oregon and Washington due to differences in the interpolation procedure (Hijmans et
al. 2005). The WorldClim dataset is based on a simple interpolation procedure that uses data
from weather stations along with latitude, longitude, and elevation to estimate temperature in
each cell of the landscape (Hijmans et al. 2005). PRISM uses a much more mechanistic
algorithm that accounts for the effects of longitude, latitude, elevation, topographic facets (e.g.,
leeward and windward sides of mountains, north- and south-facing slopes), coastal effects,
multiple atmosphere layers, and the position and form of mountain ranges (Daly et al. 2002). The
PRISM algorithm also incorporates expert knowledge to control the local weighting of each
climate driver in the interpolation procedure. Consequently, PRISM climate data produces a
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much more detailed picture of climate in topographically diverse areas with few weather stations
such as Oregon and Washington states.
We used the same procedure described in the paper to map climate regimes using both
datasets. We used the same values as we used for our global analysis (i.e., the global median) to
separate low and high values of trend, variance, and autocorrelation for both datasets. We then
compared the maps to determine the proportion of cells that were given the same classification
between the two datasets. If using WorldClim data affected our results we would expect a high
proportion of cells to be classified differently among the two datasets.
Despite major differences between the two climate datasets, geographic patterns in the
climate regimes in Oregon and Washington were similar between maps produced using the two
datasets. Seventy-two percent of cells have the same classification between maps produced with
the two datasets. These results suggest that the climate regime maps in Fig. 4 are robust to our
choice of climate data.
Literature Cited:
Daly, C. et al. 2002. A knowledge-based approach to the statistical mapping of climate. Clim.Res. 22: 99–113.

Hijmans, R. J. et al. 2005. Very high resolution interpolated climate surfaces for global land
areas. - Int.J.Climatol. 25: 1965–1978.
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Figure S1. The location of different climate regimes in Oregon and Washington USA mapped
using different climate datasets (WorldClim and PRISM 800m data) and the difference between
the two maps. The climate regimes are based on different combinations of high (H) and low (L)
values of spatial climatic trend, variance, and autocorrelation in mean annual temperature. The
maps show similar geographical patterns; 72% of cells have the same classification between the
two maps. The majority of cells (77%) with a different classification have different estimates of
autocorrelation. These results suggest that the climate regime maps in Fig. 4 are robust to our
choice of climate data.
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Chapter 2: Climates Past, Present, and Yet-to-Come Shape Climate Change
Vulnerabilities

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

Chapter 3: Can Temperature Variation Predict Climate Change
Vulnerability at Microgeographic Scales?
ABSTRACT
Climate change could cause the extinction of up to a million species. Predicting where
and which species will be most vulnerable to climate change could help direct conservation
resources to minimize biodiversity loss. Recently, many studies have suggested that the degree to
which temperature varies over time (e.g., daily, seasonal) in a location could help predict the
vulnerability of species in different parts of the world. However, we still do not know the spatial
scales at which the relationship between climatic variation and vulnerability apply. Here, we test
whether differences in climatic variation predict climate change vulnerability at microgeographic
scales. Specifically, we use Daphnia magna in natural freshwater rock pools with different
degrees of temperature variation to test whether: (1) populations from locations with higher
temperature variation will have higher critical thermal maximum (CTmax); (2) populations from
locations with (a) higher within-generation temperature variation and (b) higher withingeneration temperature predictability will have higher CTmax plasticity; and, (3) populations
from locations with higher between-generation temperature variation will have higher genetic
variation in CTmax. Although we observed genetic differences in CTmax plasticity and genetic
variation in CTmax among D. magna clones, neither plasticity or genetic variation were
explained by differences in climatic variation among pools as predicted by local adaptation to
temperature variation. High gene flow enhanced by hybrid vigor and weak selection likely
explain why we did not observe microgeographic adaptation to differences in temperature
variation. Moreover, our results suggest that the genetic variation and plasticity in CTmax we
observed in D. magna is unlikely sufficient to reduce the impacts of climate change. CTmax
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plasticity was minimal and genetic variation in CTmax was 87% lower when D. magna
developed at high temperatures. More studies are needed to determine the scales at which
differences in temperature variation are likely to affect the vulnerability of species to climate
change and what ecological factors affect those scales.
INTRODUCTION
Species around the globe are shifting their distributions, reducing their body size, and
changing the timing of important life events to cope with changing climates (Chen et al. 2011,
Gardner et al. 2011, Socolar et al. 2017). As climate change accelerates, these responses are
unlikely to keep pace for many species, which could make them vulnerable to extinction. Indeed,
16% of species could go extinct if greenhouse gas emissions continue unabated (Maclean and
Wilson 2011, Urban 2015). Such large-scale extinction could substantially affect ecosystems and
human wellbeing (Cardinale et al. 2012, Hooper et al. 2012). Predicting where and which species
will be most vulnerable to climate change could help direct conservation resources to minimize
biodiversity loss.
Predicting climate change vulnerability requires an understanding of three important
factors (Dawson et al. 2011, Beever et al. 2016, Nadeau et al. 2017): (1) the degree of local
climate change (i.e., exposure), (2) the degree to which climate change will reduce the fitness of
focal species (i.e., sensitivity), and (3) the ability of species to mitigate fitness reductions through
range shifts, plasticity, and evolutionary adaptation (i.e., response capacity). Our understanding
of exposure is rapidly improving as biologists and climate scientists make more detailed
predictions of important climate variables at fine spatial and temporal resolutions (Lenoir et al.
2017, Zellweger et al. 2019). Understanding and predicting sensitivity and response capacity is
more difficult without detailed studies of specific biological and landscape contexts (Dawson et
45

al. 2011, Urban et al. 2016). However, recent research is suggesting that the degree to which
temperature varies over time (e.g., daily, seasonal variation) in a location could help predict
sensitivity and response capacity of species in different parts of the world (Nadeau et al. 2017).
We have long known that species are often adapted to the amount of climatic variation
they experience (Scholander et al. 1950, Cohen 1966, Janzen 1967, Levins 1968). For example,
in 1967 Janzen suggested that tropical species evolved narrower temperature tolerances than
temperate species because tropical species experience low seasonal temperature variation. He
then suggested that narrower temperature tolerances make tropical species more sensitive to cool
temperatures in mountain passes. In other words, Janzen suggested we could predict a species’
sensitivity to temperature change based on the degree of seasonal temperature variation they
experience. Multiple studies have now confirmed this result (Ghalambor et al. 2006, Sunday et
al. 2010, Khaliq et al. 2014) and used the same logic to demonstrate that tropical species are
more sensitive to temperature increases under climate change relative to temperate species. This
research has led to the somewhat counterintuitive prediction that tropical species will be more
vulnerable to climate change, despite much greater increases in temperature in temperate regions
(Deutsch et al. 2008, Vasseur et al. 2014).
Although this is the best-known example, climatic variation affects many other aspects of
a species sensitivity and response capacity under climate change (Nadeau et al. 2017). For
example, species often evolve plasticity to cope with predictable temperature variation
(Schlichting and Pigliucci 1998, Botero et al. 2015, Tufto 2015). Such plasticity is likely
responsible for many of the phenological and body-size changes already observed in response to
climate change (Merilä and Hendry 2014). When climatic variation occurs among generations,
species often have higher genetic variation (Botero et al. 2015, Huang et al. 2015, Diamond
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2017), which can increase evolutionary potential and therefore decrease climate change
vulnerability (Kelly et al. 2003, Mariac et al. 2016). These relationships between climatic
variation and climate change vulnerability could also help predict where climate change will
have the greatest impacts.
However, before we can use the degree of climatic variation in a region to predict climate
change vulnerability, it is important to understand the scales at which these relationships apply.
Most studies testing for relationships between climatic variation and vulnerability use amongspecies comparisons at broad-spatial scales (Deutsch et al. 2008, Hof et al. 2012, Krenek et al.
2012, Vasseur et al. 2014, Simon et al. 2015, Diamond 2017). However, climatic variation often
differs at fine-spatial scales. For example, temperature variation differs dramatically between
aboveground and belowground habitats and between shallow and deep belowground habitats
(Mammola et al. 2019). Springs in lakes or rivers can create areas with little temperature
variation relative to the surrounding water (Johansson and Laurila 2017). Also, temperature
variation increases substantially from the soil to the canopy of tropical wet forests (Scheffers et
al. 2017). Adaptation to such fine-scale climatic variation might occur despite gene flow, a
phenomenon known as microgeographic adaptation (Richardson et al. 2014). If species exhibit
microgeographic adaptation to climatic variation, we could make fine-scaled predictions of
climate change vulnerability that would improve the design of conservation strategies.
We might expect adaptation to climatic variation at fine-spatial scales for two reasons.
First, we know that sensitivities and response capacities can differ among populations within a
species at regional scales depending on the climatic variation they experience (Krenek et al.
2012, Yampolsky et al. 2014, Heerwaarden et al. 2016a, Brahim et al. 2019, Healy et al. 2019).
For example, critical thermal maxima (i.e., a common measure of sensitivity to temperature
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change; CTmax) and CTmax plasticity (i.e., a measure of response capacity) differ among
tropical and temperate populations of Drosophila melanogaster as predicted based on regional
differences in climatic variation (Heerwaarden et al. 2016a). Second, other species demonstrate
microgeographic adaptation to temperature, despite gene flow (Skelly and Freidenburg 2000,
Freidenburg and Skelly 2004, Skelly 2004, Richter‐Boix et al. 2015, Johansson et al. 2016). For
instance, life history traits and CTmax of wood frogs (Rana sylvatica) often differ among ponds
just a few hundred meters apart, which experience different amounts of temperature variation
due to differences in forest canopy cover (Skelly and Freidenburg 2000, Freidenburg and Skelly
2004, Skelly 2004). Moreover, differences among ponds can evolve rapidly (Skelly and
Freidenburg 2000). Hence, microgeographic adaptation to climatic variation at very fine-spatial
scales might be more common than generally appreciated.
Here, we test for microgeographic adaptation to climatic variation in Daphnia magna (a
small crustacean) from freshwater rock pools within a 1.9 ha study area. Temperature variation
differs substantially among pools separated by 1 – 250 m (Fig. 1). We use lab-based commongarden experiments to test the following predictions (Fig. 2): (P1) populations from locations
with higher temperature variation, and therefore higher maximum temperatures, will have higher
CTmax; (P2) populations from locations with (a) higher within-generation temperature variation
and (b) higher within-generation temperature predictability will have higher CTmax plasticity;
and, (P3) populations from locations with higher among-generation temperature variation will
have higher genetic variation in CTmax. We then use a field-based artificial warming experiment
to evaluate whether potential differences in CTmax, CTmax plasticity, and genetic variation in
CTmax result in differences in vulnerability to warming.
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METHODS
Study System:
We focus on a metapopulation of Daphnia magna that occurs in freshwater rock pools in
Acadia National Park, Maine, USA. Freshwater rock pools are depressions in bedrock that fill
with rainwater and are an ideal system to test the above predictions for several reasons. First, the
degree of daily and seasonal temperature variation differs significantly among pools that are only
meters apart due to differences in depth and solar exposure (Fig. 1). Second, water in freshwater
rock pools is shallow (mean depth = 24 cm) and well mixed by coastal winds. Therefore, water
temperature is often homogeneous throughout a pool, which makes local adaptation more likely
because species are unable to avoid extreme temperatures with behavioral thermoregulation
(Gunderson and Stillman 2015). Last, we can replicate the entire freshwater rock pool ecosystem
in field mesocosms and simulate climate change in those mesocosms using open-top greenhouses
(see below).
Daphnia magna is important in freshwater ecosystems due to its role as a primary
consumer of algae and because it is prey for many secondary consumers. Daphnia magna is also
an ideal focal species because we know D. magna evolves rapidly in response to temperature
changes (De Meester et al. 2011, Geerts et al. 2015, Brans et al. 2017). Moreover, D. magna
CTmax is often adapted to maximum temperatures experienced at regional scales (Yampolsky et
al. 2014, Fields et al. 2015, Seefeldt and Ebert 2019) and D. magna populations are often
genetically structured at microgeographic scales (De Meester 1996, Haag et al. 2005, 2006).
Hence, D. magna is a good candidate to observe microgeographic adaptation in CTmax. In
addition, Daphnia undergo clonal reproduction throughout most of their lives, which allows us to
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maintain genetically constant lines in the lab and use a split-brood design to measure plasticity
and genetic variation in CTmax.
Temperature Variation in Focal Pools:
We focused on 10 pools that differed in temperature variation (Fig. 1). We measured
daily maximum temperature in each pool between 15 June and 15 October 2018 (the primary
growing season for D. magna in our study site) using temperature data loggers (models: HOBO
Pendant UA-001-08 or Onset Hobo U20L) placed in the deepest part of the pool and covered
with a rock to block direct sunlight. We used these data to calculate the average maximum
temperature in the hottest month (August), the daily standard deviation in maximum temperature
across the season (i.e., within-generation variation), the predictability of daily maximum
temperature (i.e., within-generation predictability), and the total temperature range (i.e., amonggeneration variation; Fig. 1). We focus on maximum temperature because we expect D. magna
CTmax to be associated with maximum temperature (Yampolsky et al. 2014). We used
generalized least squares to estimate the daily standard deviation and predictability of maximum
temperature for each pool. This method allowed us to remove the seasonal component of the
temperature variation when calculating the daily standard deviation, while also estimating the
daily predictability by fitting a Gaussian variogram model to the residuals. The variogram model
estimates the number of days over which temperature measurements are autocorrelated (i.e., the
variogram range), which is a measure of predictability. We fit the generalized least squares
independently to each temperature time series using the ‘gls’ function in the ‘nmle’ package
(Pinheiro et al. 2015) in R version 3.6.0. We fit a quadratic model with daily maximum
temperature as the response variable, Julian date as a quadratic covariate, and specified the
temporal correlation structure using a Gaussian variogram model. The quadratic model removes
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the seasonal component of the temperature variation before estimating the daily standard
deviation and predictability. We estimated the daily standard deviation as the standard deviation
of the residuals from the model and the predictability as the range of the variogram model. The
focal pools differed substantially in all measures of temperature variation (Fig. 1).
Daphnia Collection and CTmax Assays:
We collected D. magna from 10 pools in total using either a dip net or a plastic pipette. In
2017, we collected one to eight adult females from each of six pools, and in 2018 we collected
25 adult females from each of eight pools, including four pools sampled in 2017. We consider
each female collected to be a separate clone. This assumption may not be strictly true due to
clonal reproduction. However, we collected females shortly after ephippia hatched in the spring,
which is when clonal variation is highest. We kept each female in the lab in separate 100 ml
specimen cups filled with 80 ml of water from a local freshwater rock pool that we filtered
through 500-µm mesh to remove invertebrates. We kept each cup at room temperature under
natural light and added water containing algae daily. Once the females produced a brood, we
haphazardly selected two neonates to continue the clonal line and measure CTmax in the lab and
four neonates from each of 20 females per pool to include in our artificial warming experiment
(2018 only, see below).
We let the two neonates from each clone grow in separate 120 ml specimen cups filled
with 100 ml of filtered and sterilized water from a local stream. We kept each cup in a 20°C
incubator with a 16:8 light:dark cycle. Every two to three days we fed each individual 200 µl of
algae culture with a standardized density of 37.5*106 cells/ml and checked to see if they had
produced a brood. When they produced a brood, we haphazardly separated two neonates to
continue the clonal line. We repeated this process for at least two generations to reduce maternal
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effects. In the final cycle, we split the brood from each clonal line and put two to three neonates
in a 20°C incubator and two to three neonates in a 25°C incubator in separate 120 ml specimen
cups. We grew all clones at both temperatures to measure the degree to which CTmax changed
based on the developmental temperature (i.e., CTmax plasticity). We chose 20°C because
average daily mean temperature between June and October in the 10 focal pools was 20.0°C (SD
= 3.5°C). We chose 25° to represent 5°C of potential warming, which is the predicted change in
air temperature under a high emissions scenario in our study area by the end of the century
(Lynch et al. 2015). We grew all individuals at these temperatures until they were 14 – 30 days
old, feeding them as described above and removing any neonates produced every two to three
days.
We measured CTmax on the mature females by putting each female in a 5 ml glass
beaker containing 5 ml of water and suspended the beakers in a water bath with an initial
temperature of approximately 22.5°C. We raised the temperature 0.5°C per minute and recorded
the temperature when each individual lost equilibrium and sank to the bottom. We measured the
CTmax of an average of 15.2 (SD = 5.5) individuals per trial including a random assortment of
individuals from each developmental temperature. In total, we measured CTmax on 563
individuals that originated from 131 clones, with an average of 13.1 (SD = 5.6; Supplemental
Table S1) clones per pool. The number of clones per pool is less than the number of females we
collected because some clones died or produced males in the lab, which ended their clonal line.
Clonal loss in the lab could affect our results, especially if we observed high clonal loss in pools
with extremely warm or cool temperatures. However, we observed the highest clonal loss in
moderate-temperature pools (Supplemental Table S1) and removing the pools with the highest
clonal loss from our analysis did not affect our conclusions (Supplemental Material).
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Artificial Pools:
We used artificial rock pools to estimate climate change vulnerability for the eight D.
magna populations sampled in 2018. In early June 2018, we installed 16 artificial rock pools
(eight controls and eight warmed) in two groups within our study area. We used 64 L (68 cm
long, 46 cm wide, 32 cm deep) plastic tubs insulated with R-10 rigid foam insulation and
surrounded each pool with large rocks. We filled the pools with 12 L of water from each of three
natural pools (36 L total) that we filtered through 500-µm mesh to remove invertebrates,
including all life stages of D. magna. We fitted half the pools (warmed treatment) with an opentop greenhouse that we constructed with 1-mm Sun-Lite® HP solar glazing (Solar Components
Corporation). We fitted the remaining pools (controls) with a top similar in shape to the
greenhouses, but made of screen to control for possible effects of the top. We put a temperature
data logger in each pool. We seeded each warmed-control pair of artificial pools with D. magna
neonates from one of the eight natural pools sampled in 2018 (see Fig. 1 for the temperatures in
these pools). Both the warmed and the control pools in a pair received two D. magna neonates
from each of 20 females collected from the natural pool in 2018 (40 neonates total for each
pool). Neonates from each female are clones and therefore each control-warmed pair started with
a genetically identical set of 40 D. magna neonates. We also added two ostracods from each of
three natural pools (six total) to increase the reality of the invertebrate community. Many other
rock pool organisms colonized the pools naturally, including: Ceriodaphnia dubia, Chydorus
sphaericus, Calanoid copepods (Order: Calanoida), Cyclopoid copepods (Order: Cyclopoida),
non-biting midges (Family: Chironomidae), water boatman (Trichocorixa verticalis), mosquitos
(Aedes sp.), aquatic springtails (Podura aquatica), and water mites (Order: Trombidiformes). In
September 2018 (95 days after initiation), we sampled invertebrates using a dip-net with 500-µm
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mesh following a standardized sweep pattern in each pool to ensure equal sampling effort. The
sweep pattern included moving the net around the pool perimeter and then three times across the
length of the pool. We preserved the samples in 70% ethanol and counted the number of adult
female D. magna in each sample under a microscope in the lab. We predicted that the D. magna
from natural pools with more temperature variation would have higher abundance in the warmed
relative to the control pools, given that high temperature variation can result in lower sensitivity
and higher response capacity.
Statistical Analysis:
We compared a suite of Bayesian linear mixed-effects models to evaluate the predictions
described above using approximate leave-one-out cross validation in the ‘loo’ package in R
(Vehtari et al. 2017) and Bayesian stacking weights (Yao et al. 2018). Bayesian stacking
estimates weights for each model that minimize the leave-one-out prediction error of weightedaverage predictions from all models in the model set. Models with weights close to zero provide
poor out-of-sample prediction, while models with weights close to one (100%) provide the best
out-of-sample prediction relative to other models in the model set. Bayesian stacking weights
provide a useful tool for model selection when models have similar predictive ability, and
therefore similar expected log predicted densities (ELPD), or when there is high uncertainty in
the ELPD differences among models.
First, we separately analyzed the CTmax data from individuals that developed at 20°C
and 25°C to evaluate if there is genetic variation in CTmax, whether genetic variation in CTmax
is due to microgeographic adaptation to local temperature variation, and whether the conclusions
differed depending on developmental temperature in the lab (Table 1). We first fit a null model
with CTmax as the response variable, year of the experiment as a fixed effect, and a random
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effect for CTmax trial, but no effect of clone or pool (M1-0). This null model represents the case
where there are no differences in CTmax among clones (i.e., there is no genetic variation in
CTmax). We included year in the model to account for potential differences in CTmax among
years, which could occur if there were unquantified differences in water, algae, or light quality
among years in the lab. We fit year as a fixed effect because there were too few levels (n = 2) to
estimate the random-effect variance. We next added a clone random effect to the null model,
which represents the case where there is genetic variation in CTmax, but no microgeographic
adaptation (M1-1). We then used two different models to evaluate whether there was
microgeographic adaptation in CTmax as predicted (P1; Fig. 2). First, we added a pool fixed
effect to M1-1, to evaluate whether the average CTmax differed among pools (M1-2). Here we
fit pool as a fixed effect because we were interested in the differences among our focal pools
specifically. Second, we added the average maximum pool temperature in the warmest month as
a fixed effect and pool as a random effect to M1-1 to evaluate if CTmax increased with
maximum pool temperature as predicted (M1-3). Last, we modified M1-1 such that the variance
of the clone random effect differed among pools (M1-4), which represents the case where
genetic variation differs among pools (P3; Fig. 2). We fit each of the genetic variances separately
as fixed effects.
Second, we analyzed the CTmax data from individuals that developed at 20°C and 25°C
together to test for plasticity in CTmax, genetic variation in plasticity, and whether genetic
variation in plasticity is due to microgeographic adaptation (P2a and b; Fig. 2). We first fit a null
model with a year fixed effect and clone and trial random effects to represent the case where
there is no plasticity in CTmax (M2-0). We then added a fixed effect for developmental
temperature in the lab (20°C or 25°C) to the null model to test for plasticity in CTmax (M2-1).
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We next allowed the developmental temperature effect to vary randomly among clones (i.e., a
random slope model) to represent the case where plasticity differed among clones (i.e., genetic
variation in plasticity; M2-2). We used three different models to evaluate whether there is
microgeographic adaptation in CTmax plasticity. First, we added a pool fixed effect and an
interaction between pool and developmental temperature to M2-2 to evaluate if the average
plasticity among clones differed among pools (M2-3). Second, we added a daily temperature
variation fixed effect, an interaction between daily temperature variation and developmental
temperature, and a pool random effect to M2-2 to evaluate if plasticity increased with daily
temperature variation as predicted (M2-4; P2a; Fig. 2). Last, we added a daily temperature
predictability fixed effect, an interaction between daily temperature predictability and
developmental temperature, and a pool random effect to M2-2 to evaluate if plasticity increased
with daily temperature predictability as predicted (M2-5; P2b; Fig. 2).
We analyzed the abundance of D. magna in the artificial rock pools by first subtracting
the number of D. magna in the control from the number in the warmed pool for each of the eight
pairs. Using this difference as the response variable allowed us to model the response as
normally distributed and therefore alleviate issues with overdispersion of count data. It also
controlled for any potential differences in how D. magna from different natural pools responded
to the artificial-pool setting. We fit four separate models with the difference in abundance as the
response variable and one of the following fixed effects: (1) maximum temperature, (2) daily
temperature variation, (3) daily temperature predictability, and (4) seasonal temperature range.
We considered the fixed effects significant if the 95% credible interval of the coefficient did not
overlap zero.
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We fit all models in JAGs using the ‘R2jags’ package in R version 3.6.0. In the models
where genetic variation differed among pools, we used three chains, each with 30,000 MCMC
iterations, a burn-in period of 25,000 iterations, and retained every fifth draw. For all other
models, we used three chains with 10,000 iterations, a burn-in period of 5000 iterations, and
retained every fifth draw. These MCMC settings resulted in well-mixed chains as assessed
visually and by evaluating whether the Gelman-Rubin statistic was < 1.1. We used vague normal
priors with a mean equal to zero and precision equal to 0.001 for all coefficients. We used vague
gamma priors with rate and shape parameters set to 0.001 for all variance terms. Posterior
predictive checks on the top models from the two sets of analyses confirmed that the models fit
the data well (Hobbs and Hooten 2015). In all cases, Bayesian p-values (i.e., goodness of fit
statistics) for the mean and variance of the data were between 0.495 and 0.533, suggesting the
models fit the data well.
RESULTS
Microgeographic Adaptation:
When D. magna developed at 20°C, CTmax ranged between 35.0°C and 39.1°C among
the 296 individuals tested (mean = 37.5°C, SD = 0.6°C). CTmax was 0.9°C (95% credible
interval [CI] = 0.6 – 1.1°C) higher in 2018 relative to 2017. The top model (M1-1) received
52.6% of the stacking weight and included genetic variation in CTmax, but no microgeographic
adaptation or differences in genetic variation among pools (Table 1; Fig. 3). The percent of
phenotypic variation explained by differences among clones (i.e., heritability) from this model
was 19.9% (95% CI = 3.3 – 36.1%). The model including differences in genetic variation among
pools (M1-4) received 42.9% of the stacking weight (Table 1), suggesting possible differences in
genetic variation among pools. However, genetic variation was similar in most pools and did not
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increase with the seasonal temperature range in the pool of origin as predicted (Fig. 4). The
remaining models each received < 5.5% of the stacking weight. Hence, we concluded that
although there is genetic variation in CTmax in the metapopulation, genetic variation is not
maintained by differences in temperature variation among pools as predicted.
When we raised D. magna at 25°C, CTmax ranged between 36.2°C and 39.5°C among
the 266 individuals tested (mean = 38.1°C, SD = 0.5°C). CTmax was 0.5°C (95% CI = 0.3 –
0.8°C) higher in 2018 relative to 2017. The top model (M1-3) received 51.1% of the stacking
weight and included the effects of pool temperature on CTmax (Table 1; Fig. 3). However, the
relationship between CTmax and pool temperature was opposite that predicted based on the
temperature variation in the pool of origin (Figs. 2 and 3) and the 95% credible interval of the
slope overlapped zero (mean slope = -0.035, 95% CI = -0.091 - 0.020). The next best model
received 48.9% of the stacking weight (Table 1) and suggested there was no genetic variation
among clones (M1-0). Further supporting this model, estimates of genetic variation and
heritability from model M1-1 were low when individuals developed at 25°C. The median
variation among clones was 0.042 (95% CI = 0.007 – 0.086) when individuals developed at
20°C, but only 0.005 (95% CI = 0.001 – 0.030) when individuals developed at 25°C. CTmax
heritability was only 2.6% (95% CI = 0.3 – 14.7%) when individuals developed at 25°C, which
is an 87% reduction in heritability relative to that estimated at 20°C. The remaining models did
not receive any stacking weight. Hence, we conclude that there was no microgeographic
adaptation in CTmax and little or no genetic variation in CTmax when individuals developed at
25°C.
The top model from the suite of models used to evaluate plasticity (M2-1) received
48.3% of the stacking weight and included plasticity, but no genetic variation in plasticity (Table
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2). On average, CTmax was 0.4°C (95% CI = 0.3 – 0.5°C) higher when D. magna developed at
25°C relative to 20°C (Fig. 3). The model suggesting plasticity differed depending on the pool
temperature (M2-3) received 42.4% of the stacking weight. However, the 95% credible interval
of the interaction term describing the relationship between plasticity and the predictability of
pool temperature overlapped zero (95% CI = -0.240 – 0.894), which suggests no strong
relationship. The remaining models each received < 9.3% of the stacking weight. Hence, we
conclude there is plasticity in CTmax, but no microgeographic adaptation in CTmax plasticity as
predicted.
Artificial Pools:
Between June and September 2018, maximum and minimum water temperatures in the
warming treatments were 2.5°C (SE = 0.01°C) and 0.6°C (SE = 0.002°C) warmer than controls,
respectively. Maximum temperatures reached a high of 32.7°C in warmed pools versus 30.1°C in
control pools. The difference in D. magna abundance between warmed and control pools was not
associated with the temperature of the natural pool where the D. magna originated (Fig. 5). The
95% credible interval of the coefficient for all four temperature variables overlapped zero: (1)
95% CI of maximum temperature coefficient = -55.5 – 49.9, (2) 95% CI of the daily temperature
variation coefficient = -58.3 – 48.1, (3) 95% CI of the daily temperature predictability coefficient
= -43.6 – 62.6, and (4) 95% CI of the seasonal temperature range coefficient = -54.9 – 48.9.
Moreover, we found no difference in D. magna abundance between warmed and control pools
(paired t-test: t = -0.832, df = 7, p = 0.930), suggesting D. magna were not sensitive to the
~2.5°C increase in maximum temperature in the warming treatment.
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DISCUSSION
Here we used D. magna in freshwater rock pools to evaluate whether a species’
sensitivity and response capacity to temperature change are adapted to temperature variation at
microgeographic scales. Temperature variation differed substantially among the ten freshwater
rock pools we sampled due to differences in solar exposure and water depth. For example, pools
less than 1 m apart differed in absolute maximum temperature in 2018 by 7.1°C, which is similar
to the temperature difference expected over a 1200 m change in elevation or a 131 km change in
latitude in the region. Although we observed differences in CTmax and CTmax plasticity among
D. magna clones, our results suggest this genetic variation was not due to microgeographic
adaptation as predicted (Figs. 2 and 3). Results from our artificial warming experiment
confirmed lab-based results by showing no difference in the vulnerability to warming for D.
magna populations that originated from different natural pools (Fig. 4). These results also
suggest that D. magna were insensitive to the 2.5°C of warming in our warming treatment.
Despite no microgeographic adaptation, we did observe developmental plasticity and
genetic variation, which suggests some ability for D. magna to respond to increased temperatures
under climate change. However, our results also suggest those responses might be limited. We
observed a 0.4°C increase in CTmax with a 5°C increase in mean developmental temperature.
This plastic response is similar to that observed in a global review of CTmax plasticity, but low
for crustaceans included in that review (Gunderson and Stillman 2015). Such small effects are
unlikely to reduce the vulnerability of most species to climate change (Gunderson and Stillman
2015, Gunderson et al. 2017). Plasticity might be higher in nature where fluctuating temperatures
can result in hardening effects, however, studies in Drosophila suggest these effects are small
and unlikely to decrease climate change vulnerability (Heerwaarden et al. 2016a).
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We also observed genetic variation that could facilitate CTmax evolution under climate
change. When D. magna developed at 20°C, heritability of CTmax was similar to the average
(0.28, 95% CI = 0.19 – 0.39) from a global review of heritability in upper thermal tolerances
(Diamond 2017). However, when D. magna developed at 25°C, heritability decreased 87% and
the top model suggested no genetic variation in plasticity. Consequently, evolutionary potential
might decrease as temperatures warm. The decrease in evolutionary potential was due to a
decrease in phenotypic variation among clones, which suggests development at high temperature
or the heat-stress response causes genotypes to converge on a similar phenotype. More research
is needed to understand the mechanism causing this phenotypic convergence. Changes in
heritability among environments, including among different temperatures, are common.
However, there are no predictable patterns in the direction of heritability changes given
environmental changes (Hoffmann and Merilä 1999). For example, studies have observed both
increases (Sisodia and Singh 2009, Heerwaarden et al. 2016b) and decreases (Bennington and
McGraw 1996, Ketola et al. 2012, Chirgwin et al. 2015) in genetic variation or heritability under
increased temperatures. More research is needed to understand the effects of climate change on
heritability to facilitate predictions of when and where we might expect evolution to alter
species’ responses. Moreover, these results highlight the need to estimate heritability in projected
future environments to accurately estimate evolutionary potential (Chirgwin et al. 2015,
Heerwaarden et al. 2016a).
The lack of microgeographic adaptation in D. magna in our study system is somewhat
surprising given what we know about the evolutionary potential of D. magna and population
genetic structure in other parts of D. magna’s range. Daphnia magna can evolve rapidly in
response to differences in temperature. Experiments with D. magna in lab and field mesocosms
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that increased temperatures by 4°C demonstrated rapid evolution of population growth rate and
size at maturity in as little as three months (Van Doorslaer et al. 2009a, 2010, De Meester et al.
2011). Daphnia magna is also one of the only species with documented CTmax evolution in
response to recent climate change in nature (Geerts et al. 2015) and CTmax has also evolved in
response to urban heat island effects (Brans et al. 2017). Moreover, D. magna CTmax is locally
adapted to maximum temperatures across its range in Afro-Eurasia (Yampolsky et al. 2014,
Seefeldt and Ebert 2019). Genetic studies also commonly reveal population differentiation at
fine-spatial scales (Vanoverbeke and De Meester 1997, Haag et al. 2005, 2006, Orsini et al.
2012, 2013). For example, D. magna populations that occur in a very similar freshwater rock
pool ecosystem as that studied here, show high levels of genetic differentiation even among
pools just a few meters apart (Haag et al. 2005, 2006). This population differentiation is often
associated with low gene flow and differences in local environments (Haag et al. 2006, Orsini et
al. 2013). Last, even if dispersal among populations is high, gene flow that could erode
microgeographic adaptation might be limited by the predominance of locally-adapted genotypes
that monopolize resources and limit effective immigration of foreign genotypes (Boileau et al.
1992, De Meester et al. 2002, 2016). Indeed, multiple studies with D. magna have demonstrated
this phenomenon known as population monopolization (De Meester et al. 2002, Van Doorslaer et
al. 2009b, Orsini et al. 2013). Together, these aspects of D. magna populations suggest
microgeographic adaptation to temperature and temperature variation might be likely.
Why then did we not observe microgeographic adaptation in D. magna sensitivity and
response capacity as predicted? One reason might be the well-known effect of founder events
and genetic drift in structuring Daphnia metapopulations (Haag et al. 2005, 2006, Orsini et al.
2013). In other freshwater rock pool metapopulations, approximately 16% of D. magna

62

populations go locally extinct annually (Pajunen and Pajunen 2003). Recolonization often occurs
by just one to three individuals that rapidly increase in abundance through clonal reproduction,
which results in strong founder effects (Ebert et al. 2002, Haag et al. 2005). Although these
founder effects can result in population differentiation (Haag et al. 2005, 2006), they do not
result in microgeographic adaptation because the founders are randomly selected from the
metapopulation and populations go extinct prior to gaining the necessary genetic variation for
adaptation (Haag et al. 2006). Such metapopulation dynamics might therefore limit
microgeographic adaptation in our study system. However, with genetic variation in CTmax,
founder events might still result in differences in CTmax among pools, even if those differences
are not associated with temperature. We did not observe such differences: models including
differences in CTmax or CTmax plasticity among pools had little support in our suite of models
(Tables 1 and 2). Moreover, local extirpation rates are likely much lower in our system, which
limits the impact of repeated founder effects (Haag et al. 2005). Between 2016 and 2019, we did
not observe any extirpation of D. magna populations in our study area.
Gene flow reinforced by hybrid vigor could also prevent microgeographic adaptation to
temperature variation in our study system. Dispersal, especially among nearby pools (including
some focal pools in this study), is likely high due to overflow of water from one pool into
adjacent pools during heavy rain events (Vanschoenwinkel et al. 2008). Dispersal among more
distant pools might also be high if the gulls (Family: Laridae) that we regularly observed bathing
in the pools transport D. magna adults and ephippia among pools. Indeed, gulls are a significant
dispersal agent for many other rock pool invertebrates on nearby Appledore Island, Maine
(Simonis and Ellis 2014). Our attempts to measure this longer-distance dispersal using 20
uninhabited artificial rock pools in 2016 failed to document D. magna dispersal, despite
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documenting dispersal of other Daphnids. It is unclear whether this suggests longer-distance D.
magna dispersal is infrequent, or if our methods were inadequate. However, even if dispersal
among more distant pools is infrequent, effective gene flow might be high due to hybrid vigor.
Infrequent dispersal can result in high effective gene flow in inbred populations if hybrids of
inbred residents and immigrants have a strong fitness advantage (Ingvarsson and Whitlock 2000,
Ebert et al. 2002, Haag et al. 2005). In other D. magna metapopulations, hybrid vigor was
estimated to increase the effective rate of gene flow approximately 35 times above what would
be predicted by the number of immigrants alone (Ebert et al. 2002). Genomic analysis of D.
magna individuals from our study system suggests strong inbreeding (D. Ebert personal
communication). Hence, hybrid vigor might significantly enhance gene flow in our study system.
Last, weak and variable selection might also result in a lack of microgeographic
adaptation. Water temperatures never exceeded D. magna CTmax in any of our focal pools, and
are often more than 5°C below CTmax. Therefore, selection might not be strong for higher
CTmax in warmer pools. Although, if CTmax represents a general measure of warm tolerance,
temperature may not need to exceed CTmax to impose strong selection. Moreover, temperatures
vary in all pools on many different time scales including inter-annually, seasonally, and daily.
This variation might slow or prevent adaptation to temperature. Indeed, evolution of other
species has been affected by temperature variation. For example, wing melanin (a key
thermoregulatory trait) in the alpine butterfly Colias meadii has evolved slowly in response to
recent climate change due to temporal variation in selection (Kingsolver and Buckley 2015).
Also, Bonebrake and Deutsch (2012) showed that in temperate regions like our study area, the
effect of seasonal temperature variation swamps the effect of spatial temperature variation on
adaptation of species temperature tolerances. Moreover, each of our predictions is based on the
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effects of temperature variation at a single temporal scale (e.g., daily, seasonal). Yet, we know
little about how temperature variation at different temporal scales interacts to affect selection on
temperature tolerances.
A large body of research suggests that adaptation to temperature variation at broad-spatial
scales results in geographic differences in the sensitivity and response capacity of species to
climate change (Nadeau et al. 2017). This geographic pattern is especially evident when
comparing species from tropical and temperate locations. However, the question remains if
temperature variation regularly affects the sensitivity and response capacity of species at finerspatial scales. Here, we did not observe adaptation at microgeographic scales, likely due to high
gene flow, and weak and variable selection. However, other studies have observed fine-scaled
differences in a variety of traits among populations from environments with different amounts of
temperature variation, despite gene flow among populations (Skelly and Freidenburg 2000,
Freidenburg and Skelly 2004, Skelly 2004, Richter‐Boix et al. 2015, Johansson et al. 2016,
Brahim et al. 2019). We suspect microgeographic adaptation to temperature variation will be
more common in systems where (1) there are very large differences in temperature variation
(e.g., thermal springs versus surrounding lake water; [Johansson et al. 2016]) or (2) where
selection is very strong (e.g., selection on growth rate in vernal pools; [Skelly 2004]). More
studies are needed to determine the scales at which differences in temperature variation are likely
to affect the sensitivity and response capacity of species to climate change and what ecological
factors affect those scales. Such studies could significantly improve our predictions of which
species will be most vulnerable to climate change, where they will be vulnerable, and help guide
conservation strategies to minimize biodiversity loss in a changing climate.
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Table 1. Model comparison to evaluate whether there is genetic variation in the critical thermal maximum (CTmax) of Daphnia
magna, whether genetic variation stems from microgeographic adaptation, and whether the results differ depending on the
developmental temperature (20°C or 25°C). We used approximate leave-one-out cross validation and Bayesian stacking weights for
model comparison. Peff is the effective number of parameters, ELPD is the expected log predictive density, ∆ELPD is the difference in
ELPD from the top model, and ∆ELPD SE is the standard error in ∆ELPD. In the Model column, parameters expressed as (1|x) are
random intercept terms, year is the year of the experiment (2017 or 2018), pool is the natural pool of origin, max_temp is the
maximum temperature in the pool of origin, and (1|clonep) is a random effect where the variance among clones (i.e., the genetic
variation) is allowed to vary among pools. All models also included a random intercept for the CTmax trial, which is not shown.
Hypothesis
20°C
M1-1: Genetic var.
M1-4: Genetic var. differs among pools
M1-0: No genetic var.
M1-3: Microgeographic adaptation
M1-2: Microgeographic adaptation
25°C
M1-3: Microgeographic adaptation
M1-0: No genetic var.
M1-1: Genetic var.
M1-4: Genetic var. differs among pools
M1-2: Microgeographic adaptation

∆ELPD
SE

Stacking
Weight

0.0
-0.5
-7.4
-1.5
-4.9

0.0
2.3
3.8
0.8
2.4

0.526
0.419
0.055
0.000
0.000

0.0
-0.1
-0.6
-2.4
-3.8

0.0
2.5
2.3
2.1
1.8

0.511
0.489
0.000
0.000
0.000

Model

Peff

ELPD ∆ELPD

CTmax ~ year + (1|clone)
CTmax ~ year + (1|clonep)
CTmax ~ year
CTmax ~ year + max_temp + (1|pool) + (1|clone)
CTmax ~ year + pool + (1|clone)

62.5
64.8
27.3
63.6
67.5

-196.9
-197.4
-204.3
-198.4
-201.8

CTmax ~ year + max_temp + (1|pool) + (1|clone)
CTmax ~ year
CTmax ~ year + (1|clone)
CTmax ~ year + (1|clonep)
CTmax ~ year + pool + (1|clone)

32.7
22.5
30.5
44.1
37.9

-170.2
-170.2
-170.8
-172.5
-174.0
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Table 2. Model comparison to evaluate whether there is plasticity in the critical thermal maximum (CTmax) of Daphnia magna,
genetic variation in that plasticity, and microgeographic adaptation. We used approximate leave-one-out cross validation and Bayesian
stacking weights for model comparison. Peff is the effective number of parameters, ELPD is the expected log predictive density,
∆ELPD is the difference in ELPD from the top model, and ∆ELPD SE is the standard error in ∆ELPD. In the Model column, year is
the year of the experiment (2017 or 2018), dev_temp is the developmental temperature (20°C or 25°C), pool is the natural pool of
origin, pool_temp_SD is the daily variation in maximum temperature, and pool_temp_pred is the predictability of daily temperature
variation. Parameters expressed as (y|x) are random slope terms where the slope for y varies among levels of x. Parameters expressed
as (1|x) are random intercept terms. All models also included a random intercept for the CTmax trial, which is not shown.
Hypothesis

Model

Peff

ELPD

∆ELPD

∆ELPD
SE

Stacking
Weight

M2-1: Plasticity

CTmax ~ year + dev_temp + (1|clone)

65.0

-364.4

0.0

0.0

0.483

M2-5: Microgeographic adaptation

CTmax ~ year + dev_temp * pool_temp_pred + (dev_temp|clone) + (1|pool)

72.7

-365.1

-0.7

3.1

0.424

M2-0: No plasticity

CTmax ~ year + (1|clone)

59.1

-396.2

-31.7

8.7

0.093

M2-2: Genetic var. in plasticity

CTmax ~ year + dev_temp + (dev_temp|clone)

72.0

-365.4

-0.9

0.8

0.000

M2-4: Microgeographic adaptation

CTmax ~ year + dev_temp * pool_temp_SD + (dev_temp|clone) + (1|pool)

73.3

-365.6

-1.2

3.1

0.000

M2-3: Microgeographic adaptation

CTmax ~ year + dev_temp * pool + (dev_temp|clone)

75.5

-368.3

-3.9

3.7

0.000
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Figure 1. Differences in water temperature variation in 10 focal freshwater rock pools used to
test for microgeographic adaptation in Daphnia magna. (A) Time series of daily maximum
temperature between June 15 and October 15, 2018 from three pools (pool 1, blue; pool 5,
orange; pool 10, red) with different amounts of temperature variation. Differences in (B)
maximum temperature, (C) daily variation in maximum temperature, (D) the predictability of
maximum temperature (higher autocorrelation equals higher predictability), and (E) seasonal
temperature range for each of the 10 focal pools. Red, orange, and blue bars in lower plots
correspond to the colored lines in (A). Pools numbered in bold in B-E are pools where we
sampled D. magna in 2018 to use in our artificial warming experiment.
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Figure 2. Predicted relationships between the traits of Daphnia magna that originate from
freshwater rock pools with different amounts of temperature variation. (P1) Populations from
locations with higher temperature variation, and therefore higher maximum temperatures, will
have a higher critical thermal maximum. (P2) Populations from locations with (a) higher withingeneration temperature variation and (b) higher within-generation temperature predictability will
have higher critical thermal maximum plasticity. (P3) Populations from locations with higher
between-generation temperature variation will have higher genetic variation in critical thermal
maximum.

75

Figure 3. Critical thermal maximum (CTmax) and CTmax plasticity of Daphnia magna from 10
freshwater rock pools with different maximum water temperatures. Points are CTmax values
from individuals that developed at 20°C (blue) and 25°C (red), and differences between blue and
red points show plasticity. We adjusted values for the experiments conducted in 2018 based on a
year effect estimated from a Bayesian mixed-effects model (see Results). Points are jittered
around the true x-value to better visualize the data. Shaded areas (95% credible intervals) and
horizontal lines (median) show the estimated relationship between CTmax and maximum
temperature in the pool of origin.
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Figure 4. Estimates of genetic variation in critical thermal maximum of Daphnia magna sampled
from 10 different pools versus the seasonal temperature range in each pool. Points are the median
estimate in each of the 10 pools and error bars are 95% credible intervals from a Bayesian
mixed-effects model.
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Figure 5. The difference in Daphnia magna abundance between control and warmed artificial
pools does not depend on temperature variation in the natural pool of origin. We seeded each
pair of artificial pools with a genetically identical mixture of 40 D. magna neonates from a single
natural pool. Natural pools differed in the degree of temperature variation (x-axis). Temperature
variation on the x-axis is mean centered and standardized to have an SD equal to 1. The
horizontal line and shaded area indicate the slope and 95% CI of the relationship between the
difference in abundance and the temperature variation in the pool of origin as estimated from a
Bayesian linear model.

78

SUPPLEMENTAL MATERIAL
Re-analysis Excluding Pools with High Clonal Loss:
We reanalyzed the data including only data from clones collected in 2018 and only pools
where > 14 clones survived in the lab (i.e., pools 1, 2, 8, 9, 10; Table S1) to determine if the loss
of clones in the lab affected our conclusions. We removed the year fixed effect from all models
because the data only included clones collected in 2018. Otherwise, the analysis remained the
same as described in the methods.
When D. magna developed at 20°C, the top model (M1-1) received 65.3% of the stacking
weight and included genetic variation in CTmax, but no microgeographic adaptation or
differences in genetic variation among pools (Table S2). The percent of phenotypic variation
explained by differences among clones (i.e., heritability) from this model was 25.7% (95% CI =
5.9% – 44.7%). The remaining models received < 27.0% of the stacking weight. Hence, as we
did in the full-data analysis, we concluded that there is genetic variation in CTmax in the
metapopulation, but genetic variation is not maintained by differences in temperature variation
among pools as predicted.
When D. magna developed at 25°C, the top model (M1-2) received 56.3% of the stacking
weight and included differences in average CTmax among pools. However, the pool effects were
small and driven mostly by the coldest pool (Fig. S1). Moreover, the model predicted that
individuals from the coldest pool had the highest CTmax, which is opposite of our prediction
(Fig. S2). Similar to the full-data analysis, the model suggesting there was no genetic variation
among clones (M1-0) received 43.7% of the stacking weight. Further supporting this model,
estimates of heritability from model M1-1 were 89% lower relative to heritability estimates from
D. magna that developed at 20°C (median heritability = 2.8%, 95% CI = 0.3% – 16.8%). Hence,
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as we did in the full-data analysis, we concluded there was little or no genetic variation in
CTmax when individuals developed at 25°C.
The top model from the suite of models used to evaluate plasticity (M2-1) received
48.6% of the stacking weight (Table S3) and suggested there was plasticity in CTmax, but no
genetic variation in plasticity. The model suggesting plasticity differed depending on the of pool
temperature predictability (M2-3) received 37.4% of the stacking weight. However, the 95%
credible interval of the interaction term describing the relationship between plasticity and the
predictability of pool temperature overlapped zero (95% CI of interaction = -0.241 – 0.930),
which suggests no strong relationship. The remaining models each received < 14.0% of the
stacking weight. Hence, we conclude there is plasticity in CTmax, but no microgeographic
adaptation in CTmax plasticity, as we did in the full-data analysis.
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Table S1. The number clones included in the analysis from each pool and year. In 2018, we
collected 25 clones from each pool. However, some clones died or produced males in the lab,
which ended their clonal line before we measured CTmax. Average maximum temperature is the
average maximum temperature during August 2018.
Average
Maximum
Pool 2017 2018 Temperature
1
0
18
23.7
2
0
19
24.7
3
6
0
25.4
4
7
6
25.7
5
2
7
26.1
6
1
7
26.2
7
7
0
26.8
8
0
14
27.0
9
1
22
28.0
10
0
14
28.1
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Table S2. Model comparison to evaluate whether there is genetic variation in the critical thermal maximum (CTmax) of Daphnia
magna, whether genetic variation stems from microgeographic adaptation, and whether the results differ depending on the
developmental temperature (20°C or 25°C). In this analysis, we only included clones collected in 2018 from pools where at least 14
clones survived in the lab (i.e., pools 1, 2, 8, 9, 10; Table S1). We used approximate leave-one-out cross validation and Bayesian
stacking weights for model comparison. Peff is the effective number of parameters, ELPD is the expected log predictive density,
∆ELPD is the difference in ELPD from the top model, and ∆ELPD SE is the standard error in ∆ELPD. In the Model column,
parameters expressed as (1|x) are random intercept terms, year is the year of the experiment (2017 or 2018), pool is the natural pool of
origin, max_temp is the maximum temperature in the pool of origin, and (1|clonep) is a random effect where the variance among
clones (i.e., the genetic variation) is allowed to vary among pools. All models also included a random intercept for the CTmax trial,
which is not shown.
Hypothesis
20°C
M1-1: Genetic var.
M1-4: Genetic var. differs among pools
M1-0: No genetic var.
M1-3: Microgeographic adaptation
M1-2: Microgeographic adaptation
25°C
M1-2: Microgeographic adaptation
M1-0: No genetic var.
M1-3: Microgeographic adaptation
M1-1: Genetic var.
M1-4: Genetic var. differs among pools

∆ELPD
SE

Stacking
Weight

0.0

0.0

0.653

-138.3
-145.5
-139.4
-140.6

-0.4
-7.6
-1.5
-2.7

1.9
4.3
1.0
1.4

0.270
0.077
0.000
0.000

-128.9
-129.6
-128.7
-129.5
-129.7

-0.2
-0.8
0.0
-0.7
-0.9

1.0
2.7
0.0
2.5
2.3

0.563
0.437
0.000
0.000
0.000

Peff

ELPD ∆ELPD

CTmax ~ year + (1|clone)

47.0

-137.9

CTmax ~ year + (1|clonep)
CTmax ~ year
CTmax ~ year + max_temp + (1|pool) + (1|clone)
CTmax ~ year + pool + (1|clone)

43.9
18.5
48.3
49.1

CTmax ~ year + pool + (1|clone)
CTmax ~ year
CTmax ~ year + max_temp + (1|pool) + (1|clone)
CTmax ~ year + (1|clone)
CTmax ~ year + (1|clonep)

25.3
16.4
24.4
22.5
31.1

Model
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Table S3. Model comparison to evaluate whether there is plasticity in the critical thermal maximum (CTmax) of Daphnia magna,
genetic variation in that plasticity, and microgeographic adaptation. In this analysis, we only included clones collected in 2018 from
pools where at least 14 clones survived in the lab (i.e., pools 1, 2, 8, 9, 10; Table S1). We used approximate leave-one-out cross
validation and Bayesian stacking weights for model comparison. Peff is the effective number of parameters, ELPD is the expected log
predictive density, ∆ELPD is the difference in ELPD from the top model, and ∆ELPD SE is the standard error in ∆ELPD. In the
Model column, year is the year of the experiment (2017 or 2018), dev_temp is the developmental temperature (20°C or 25°C), pool is
the natural pool of origin, pool_temp_SD is the daily variation in maximum temperature, and pool_temp_pred is the predictability of
daily temperature variation. Parameters expressed as (y|x) are random slope terms where the slope for y varies among levels of x.
Parameters expressed as (1|x) are random intercept terms. All models also included a random intercept for the CTmax trial, which is
not shown.
Hypothesis

Model

Peff

ELPD

∆ELPD

∆ELPD
SE

Stacking
Weight

M2-1: Plasticity

CTmax ~ year + dev_temp + (1|clone)

48.1

-265.1

0.0

0.0

0.486

M2-5: Microgeographic adaptation

CTmax ~ year + dev_temp * pool_temp_pred + (dev_temp|clone) + (1|pool)

54.3

-265.5

-0.5

2.8

0.374

M2-0: No plasticity

CTmax ~ year + (1|clone)

45.4

-283.1

-18.0

7.2

0.140

M2-2: Genetic var. in plasticity

CTmax ~ year + dev_temp + (dev_temp|clone)

54.9

-265.8

-0.8

0.9

0.000

M2-4: Microgeographic adaptation

CTmax ~ year + dev_temp * pool_temp_SD + (dev_temp|clone) + (1|pool)

54.5

-266.1

-1.1

2.7

0.000

M2-3: Microgeographic adaptation

CTmax ~ year + dev_temp * pool + (dev_temp|clone)

55.8

-266.6

-1.5

2.6

0.000
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Figure S1. Differences in average critical thermal maximum (°C) of Daphnia magna from four
pools relative to a reference pool (pool 10). In this analysis, we only included clones collected in
2018 from pools where at least 14 clones survived in the lab (i.e., pools 1, 2, 8, 9, 10; Table S1).
Points are the median estimate in each of the five pools and error bars are 95% credible intervals
from a Bayesian hierarchical model. Pools are ordered from the coolest (left) to the warmest
(right) maximum temperature (Table S1).
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Chapter 4: Fine-scale Refugia Conserve Regional Biodiversity Under Climate
Change
ABSTRACT
Climate change is affecting biodiversity around the globe in predictable ways, ranging
from poleward shifts in species distributions to an increase in warm-adapted species in local
communities (i.e., thermophilization). However, these impacts are not occurring homogeneously
around the globe, and observed biodiversity impacts are often opposite of those predicted based
on changes in temperature. Microclimates, which are often overlooked in climate change
biology, could explain why observed biodiversity impacts vary among locations and often differ
from predictions. Here, we map microclimates in freshwater rock pools and evaluate how
microclimates alter predictions of climate change impacts on biodiversity. We demonstrate that
temperatures can differ substantially (8 – 9°C) among pools less than a meter apart. We then
show that these microclimates significantly alter predictions of climate change impacts on
biodiversity. Macroclimate predictions, which ignore microclimates, predict low future
occupancy (3 – 9%) and persistence probability (<1 - 31%) for cold-adapted organisms in our
study area, and therefore predict decreases in gamma diversity from 13 to 11 organisms and
substantial thermophilization. However, predictions incorporating microclimates suggest cool
locations will remain suitable for cold-adapted organisms in the future. Therefore, predictions
including microclimates suggest no change in gamma diversity and an 80% decrease in
thermophilization. Cool locations reduce the impacts of climate change because they are colder
than the surrounding microclimates, but also because they warm less than warmer microclimates.
Cool microclimates are also predicted to become suitable for warm-adapted organisms under
climate change, which has important conservation implications. Our models suggest that

85

protecting just the 10 coolest rock pools (representing 9% of locations on the landscape) results
in a 97 – 100% chance of conserving all focal organisms in the future. In contrast, protecting the
10 currently most biodiverse pools results in just a 1 - 33% chance of conserving all focal
organisms in the future. Our results therefore suggest that we must account for microclimates if
we hope to make accurate predictions of future climate change impacts and that currently cool
microclimates could be an efficient tool to conserve regional biodiversity.
INTRODUCTION
Forty-years ago, biologists predicted that human-induced climate change would have
significant effects on biodiversity around the globe (McLean 1978, Peters and Darling 1985,
Peters and Lovejoy 1994, Urban 2019). Since that time, the burgeoning field of climate change
biology has documented clear fingerprints of climate change (Parmesan and Yohe 2003, Root et
al. 2003, Scheffers et al. 2016). Many species are shifting their distributions poleward and up in
elevation to track suitable climates (Chen et al. 2011, Freeman et al. 2018). Species are also
adapting in situ by adjusting the timing of key life events (Parmesan and Yohe 2003, Root et al.
2003, Scheffers et al. 2016), reducing their body size (Gardner et al. 2011, Sheridan and
Bickford 2011), or evolving new climatic tolerances (Geerts et al. 2015). The fingerprints of
climate change are also notable at a community scale. The loss of cold-adapted species and gain
of warm-adapted species in many locations is resulting in a shift toward warm-adapted
communities (i.e., thermophilization; De Frenne et al. 2013, Duque et al. 2015). The magnitude
of these climate change responses is often associated with the magnitude of climate change in a
region, which provides compelling evidence that climate change is indeed the mechanism
driving the observed changes (Root et al. 2003, Chen et al. 2011, De Frenne et al. 2013).
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However, these fingerprints of climate change are not occurring homogenously around
the globe and regional differences in temperature change explain only a small proportion of
variation in climate change responses. For instance, the magnitude of temperature change only
explains 34.8% and 13.7% of the variation in latitudinal and elevational range shifts
(respectively) based on a meta-analysis of 1367 species responses (Chen et al. 2011). Moreover,
22% and 25% of species in that meta-analysis shifted their distribution towards the equator or
down in elevation, in opposition to the predicted responses based on warming (Chen et al. 2011).
Similarly, in-situ and community responses to climate change differ among locations and are not
always in the direction expected based on warming (Primack et al. 2009, Gardner et al. 2011, De
Frenne et al. 2013, Rafferty et al. 2020). Explaining why climate change responses vary among
locations could improve future predictions of climate change impacts. Moreover, explaining
variation in climate change responses could help determine where species might be resilient to
climate change and therefore help design strategies to minimize future biodiversity loss. Hence,
understanding spatial variation in climate change responses is a next big challenge in climate
change biology.
Microclimate variation, although often overlooked in climate change biology, could
explain substantial variation in climate change responses (Lenoir et al. 2017, Nadeau et al.
2017a). Microclimates can affect the response of species to climate change in three key ways.
First, species that occur in areas with high microclimate variation might often have broader
climatic tolerances, which makes them less sensitive to climate change (Bonebrake and Deutsch
2012). Second, species that occur in landscapes with high microclimate variation might need to
move just a short distance to track suitable climates, therefore alleviating the need for in-situ
adaptation or longer-distance range shifts (Loarie et al. 2009). For example, Scheffers (2013)
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predicts that many anuran species will move from warm rainforest canopies toward cooler
ground environments as climates change. Third, microclimates can act as refugia where species
can persist for many generations, despite unfavorable changes in climate at larger spatial scales
(Morelli et al. 2016). Microclimate refugia likely helped species persist through past climate
changes (Rull 2009, de Lafontaine et al. 2014, Patsiou et al. 2014) and are currently reducing
local extirpations in coastal grassland plants in the United Kingdom (Maclean et al. 2015). For
these reasons, microclimates and microclimate variation might often buffer species from the
effects of climate change at larger spatial scales and result in unexpected climate change
responses (De Frenne et al. 2013, Patsiou et al. 2014, Maclean et al. 2015, Lenoir et al. 2017,
Suggitt et al. 2018). Moreover, the potential buffering capacity of microclimates could make
them an efficient means of conserving biodiversity in some areas (Groves et al. 2012, Nadeau
and Fuller 2016).
Despite their potential importance, most studies in climate change biology overlook
microclimates by using climate data with a coarse spatial resolution (Potter et al. 2013, Nadeau
et al. 2017b). For example, Potter (2013) showed that models to predict future species
distributions use climate data with a spatial resolution that is 10,000- and 1000-fold larger than
the body size of focal animals and plants, respectively. Scaling climate data to the body size of
focal species may not be necessary to understand climate change responses (Bennie et al. 2014).
However, the spatial resolution of climate data is often orders of magnitude too coarse even
when it is compared to the area that encompasses a population of the focal species (Nadeau et al.
2017b). Using these coarse-resolution data masks the buffering potential of microclimates, which
can result in significantly different expectations of how biodiversity will respond to climate
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change (Luoto and Heikkinen 2008, Randin et al. 2009, Gillingham et al. 2012, Franklin et al.
2013, Slavich et al. 2014, Lenoir et al. 2017).
Although climate scientists and climate change biologists are rapidly producing climate
data at finer spatial resolutions (Bramer et al. 2018, Zellweger et al. 2019, Kearney et al. 2020,
Maclean 2020), incorporating microclimates into predictions of species climate change responses
is still in its infancy and many important questions remain (Lenoir et al. 2017, Lembrechts et al.
2019, Zellweger et al. 2019). First, most approaches to mapping microclimates, and most studies
incorporating microclimates in climate change biology, focus on the effects of topography (e.g.,
elevation, slope, aspect; Lenoir et al. 2017). However, many other factors such as soil moisture
and forest-canopy density can affect microclimates (Bramer et al. 2018), and microclimate
variation can be large even in topographically homogenous landscapes (Milling et al. 2018).
Second, unlike topographic effects, many non-topographic effects might be altered by climate
change therefore altering future microclimates (Bramer et al. 2018), a topic in need of much
further study (Lenoir et al. 2017, Davis et al. 2019, Zellweger et al. 2019). Last, microclimates
can reduce the effects of climate change by remaining suitable despite experiencing the same
level of climate change as surrounding areas (i.e., buffering) or because microclimates are less
affected by climate change relative to surrounding areas (i.e., decoupling) (Gollan et al. 2014,
Lenoir et al. 2017). Few studies have accounted for the potential of decoupling, and only one
simulation study has evaluated the relative benefits of decoupling and buffering effects on
biodiversity under climate change (Lenoir et al. 2017). These questions remain unanswered due
to their complexity and the detailed data required to model all the factors potentially affecting
microclimates (Lenoir et al. 2017). Hence, studying a system where we can accurately model
microclimates, how microclimates might change over time, and how they alter the fingerprints of
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climate change could provide significant insight into where and why climate change will have
the greatest impacts.
Here, we develop hydrologic and water-temperature models to map microclimates at a
sub-meter resolution in freshwater rock pools (Brendonck et al. 2010, Jocque et al. 2010).
Freshwater rock pools are small depressions in bedrock that fill with rainwater. In our study area,
rock pools occur in a landscape with little topographic variation and no vegetation. Nevertheless,
temperatures in rock pools less than a meter apart can differ substantially due to differences in
water depth and micro-topographic (e.g., boulders, crevices) effects on solar exposure.
Moreover, we can predict how those factors will change in the future with high accuracy. We use
maps of microclimate variation to estimate occupancy-habitat relationships for 13 organisms that
currently occur in our study area and predict how changes in hydrology, temperature, and
microclimate variation will alter biodiversity in the future. We compare predictions of the
impacts of climate change on biodiversity using macroclimate data, microclimate data without
decoupling (i.e., all locations warm equally), and microclimate data including decoupling (i.e.,
differential warming among locations) to better understand how microclimates affect the
fingerprints of climate change. Last, we evaluate how biodiversity might reshuffle among the
microclimates within our study area and test the value of cooler microclimates for conserving
current biodiversity relative to another common conservation strategy. Our research in this
tractable model system provides unique insights into the importance of microclimates and how
microclimates reduce the impacts of climate change on biodiversity.
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METHODS
Study System:
We mapped microclimates and predicted climate change impacts in 149 freshwater rock
pools that occur in a 1.9 ha study area on Schoodic Point in Acadia National Park, Maine, USA
(Fig. S1). The freshwater rock pools on Schoodic Point occur on exposed bedrock on the coast
between the intertidal and the forest edge. Pools in our study area range in size from 0.07 – 71.52
m2 and vary between 7.0 and 55.5 cm in maximum depth. Coastal winds regularly mix the water
and therefore temperature is often homogenous throughout the water column within a pool. The
fate of future microclimates will likely depend on the effect of climate change on water depth.
For example, cooler microclimates could disappear if increased evaporation and decreased
rainfall result in significant decreases in water depth. Fortunately, water depth can be modeled
accurately in freshwater rock pools with a simple hydrologic model because there is no
vegetation and no groundwater influences (Vanschoenwinkel et al. 2009, Tuytens et al. 2014).
Hence, it is not only possible to predict fine-scale variation in microclimates, it is also possible to
predict how microclimate variation might change in the future.
Climate Data:
We used data from two weather stations to develop and test hydrologic and watertemperature models: (1) the weather station at the Schoodic Education and Research Center
located ~250 m from our study site (SERC), and (2) the Acadia National Park Global Historical
Climatology Network station located ~14 km from our study site (ANP). Daily data from the
SERC station was available for the period 2013 - 2018 and included minimum, maximum, and
average temperature, minimum and maximum humidity, total precipitation, and average wind
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speed. We used daily data between 1989 – 2012 from the ANP station, which included minimum
and maximum temperature, and total precipitation.
We also used daily outputs from four earth systems models included in the fifth Coupled
Model Intercomparison Project to predict the impacts of climate change on hydrology and water
temperature in each pool. The models included: (1) The Australian Community Climate and
Earth System Simulator coupled model (ACCESS; Bi et al. 2013), (2) The Canadian Earth
System Model (CanESM2; Chylek et al. 2011), and two variants of the Geophysical Fluid
Dynamics Laboratory’s Earth Systems Model - (3) ESM2G (GFDL-ESM2G) and (4) ESM2M
(GFDL-ESM2M) - which differ in their physical ocean component (Dunne et al. 2012). This
suite of models represents a wide range of future climate conditions in our study area (Fig. S2).
We bias corrected the output for these models to represent the climates on Schoodic Point using
a combination of daily weather data from the SERC and ANP weather stations. We used only
data from the SERC weather station to bias correct precipitation, humidity, and wind speed
because data from the ANP station were unavailable for these variables. We used empirical
quantile mapping with the R package ‘qmap’ to correct biases in the data. We used a bootstrap
with 1000 replicates to estimate the empirical quantiles. We bias corrected daily model outputs
from a 30-year current (1989 - 2018) and future period (2071 - 2100) that assumes high future
greenhouse-gas emissions (RCP 8.5).
Rock Pool Hydrology:
We modified the water-balance model described by Vanschoenwinkel et al. (2009) to
model current and future daily water depths in each focal pool. The model (Eq. 1) describes
water depth (𝐷𝑝,𝑡 ) in each pool p on day t as a function of water depth on the previous day
(𝐷𝑝,𝑡−1), daily evaporation (𝐸𝑡 ), a pool-specific overflow amount (𝑂𝑝,𝑡 ), daily precipitation (𝑃𝑡 ),
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and a catchment factor (R). The catchment factor relates the amount of daily precipitation to the
change in water depth in each pool by accounting for runoff.
𝐷𝑝,𝑡 = 𝐷𝑝,𝑡−1 + (𝑃𝑡 ∗ 𝑅) − 𝐸𝑡 − 𝑂𝑝,𝑡

𝑬𝒒. 𝟏

We predicted daily evaporation using the Penman Equations (Penman and Keen 1948) in
the R package ‘Evapotranspiration’. These equations predict the amount of daily evaporation
using day length, average daily wind speed, and the daily minimum and maximum air
temperature and humidity. We calculated overflow for each pool and day as 𝑂𝑝,𝑡 = 𝐷𝑝,𝑚𝑎𝑥 −
𝐷𝑝,𝑡 , where 𝐷𝑝,𝑚𝑎𝑥 is the maximum depth in each pool. We determined the maximum water
depth in each pool by measuring the depth in the deepest part of the pool the day after a heavy
rain. We estimated the catchment factor using daily water-depth data from data loggers (model:
Onset Hobo U20L) deployed in 13 pools in 2017 and 2018. We used this data to estimate the
catchment factor using a linear mixed effects model with change in water depth (𝐷𝑝,𝑡 − 𝐷𝑝,𝑡−1 )
as the response variable, daily precipitation as the independent variable, and pool as a random
factor. We restricted the data for this regression to days when the amount of precipitation was >
0 and < 5 mm to limit the potential effects of overflow on the estimates of catchment factor. This
regression suggested that on average 1 mm of rain causes an 8.4 mm (SE = 0.98) increase in
water depth. Hence we used R = 8.4 mm for each pool in the model.
We evaluated the hydrologic model by comparing predictions of daily water depth to data
from the water-depth data loggers described above. We predicted the water depth in 2017 (five
pools) and 2018 (nine pools) starting at the maximum depth for each pool on April 1 and ending
on November 31. Pools are often at their maximum depth in early April due to high spring
precipitation and snowmelt and often freeze in late November. We used daily weather data from
the SERC weather station to predict daily evaporation.
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Last, we used the methods described above to predict daily water depth in each pool
between April and November using weather predictions from the four climate models described
above for each day of the 30-year current and future period. We used these predictions to
evaluate whether climate change would alter the average hydroperiod across pools. Hydroperiod
– defined here as the maximum number of consecutive days when the water depth was >25 mm
in a pool – is one of the most important variables explaining biodiversity in freshwater rock
pools (Jocque et al. 2010). We used a paired Wilcoxon signed rank test to compare the average
hydroperiod between the current and future period.
Water Temperature:
We used statistical models to estimate current water temperatures and predict future
water temperatures for each pool in the study area. We based the statistical models on hourly
water temperature data measured with temperature data loggers (models: HOBO Pendant UA001-08 or Onset Hobo U20L) placed in 40 different pools between 2016 and 2018. We placed
water-temperature data loggers in the deepest part of the pool and covered them with a rock to
shade them from direct sunlight. We used the hourly water temperature data to determine the
maximum daily water temperature in each pool, resulting in a total of 7798 daily measurements
of minimum and maximum water temperature.
We used generalized additive models in the R package ‘mgcv’ to predict current and
future water temperatures in all pools. Generalized additive models allow for nonlinear
relationships between predictor variables and water temperature. For example, other studies have
identified an s-shaped relationship between air and water temperature due to the effects of
freezing and evaporative cooling (Mohseni et al. 1998, Morrill et al. 2005, Harvey et al. 2011).
We modeled daily maximum water temperature using the following daily covariates: minimum
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water temperature, maximum air temperature from the SERC weather station, solar radiation, the
amount of precipitation from the SERC weather station, and depth. We also allowed the effect of
air temperature and solar radiation to vary depending on depth and the effect of solar radiation to
vary depending on the amount of precipitation, which we assume is a proxy for cloudiness. We
modeled daily minimum water temperature using the following daily covariates: maximum water
temperature on the previous day, minimum air temperature from the SERC weather station,
depth, and an interaction between depth and air temperature. We included pool as a random
effect in all models to account for the correlation among measurements within a pool. We
measured daily solar radiation using CIMES-FISHEYE, which is a program to estimate forest
canopy geometry and solar radiation from hemispherical photographs. We took hemispherical
photographs with a hemispherical camera (Kodak PixPro SP360) floating on the surface in the
center of each pool. We used estimates of daily total photosynthetically active radiation from
CIMES-FISHEYE given clear skies as a proxy for daily total solar radiation in each pool. We
estimated the daily water depth in each pool using the hydrologic model described above.
We evaluated the model by predicting daily maximum and minimum water temperature
in 10 randomly selected pools that were not included in the model development above, which
included 2027 measurements of minimum and maximum water temperature. We predicted the
minimum and maximum water temperature in each pool sequentially starting on April 1 and
ending on November 31 of each year, regardless of the observation period in each pool. We used
this method because the model for maximum water temperature depends on minimum water
temperature on the same day, and the model for minimum water temperature depends on the
maximum water temperature of the previous day. We set the maximum and minimum water
temperature on April 1 to the maximum and minimum observed air temperature during that day.
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We then looped through the days and used the statistical models described above to predict
minimum and then maximum water temperature on each day in each of the three years. We
compared the water temperature predictions to observed water temperatures in the pool each day.
Last, we used the methods above to predict minimum and maximum water temperature
for each pool using climate data from the four climate models described above for each day of
the current and future period. We focus our results on changes in maximum water temperature
because maximum and minimum water temperatures are correlated and we use average
maximum water temperature to predict the impacts of climate change on biodiversity.
Habitat Associations of Focal Organisms:
We sampled invertebrates from 107 rock pools in the study area in May and August of
2017 using either a dip net (in pools with a surface area < 8 m2) or a plankton tow. We soaked
nets in 10% bleach and rinsed them thoroughly offsite between samples to prevent crosscontamination of pools or samples. We sampled each pool thoroughly; however, we also
collected two samples from six pools in May and 12 pools in August to provide survey
replication in addition to the replication between months. We also recorded the presence of
organisms observed in the pool, but not captured during sampling. We emptied samples from
nets into a white tub and recorded all organisms present to the taxonomic levels defined in Table
S1. We then preserved the samples in 70% ethanol. We identified organisms using a microscope
(Leica M125, Leica Microsystems, Germany) in the lab for 48 samples, which confirmed the
accuracy of our field identifications and allowed us to detect microscopic organisms that we
were unable to observe in the field (Table S1). We identified larval aquatic insects following
Peckarsky et al. (1990) and all other organisms following Aliberti et al. (2013).
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We used a Bayesian multi-species occupancy model (MSOM) to estimate the habitat
associations of each organism and predict the effects of climate change. An MSOM estimates
species-habitat relationships while accounting for the fact that some species may be present, but
undetected during sampling (Dorazio and Royle 2005, Royle and Dorazio 2009). Preliminary
analyses demonstrated habitat estimates were highly uncertain for organisms detected in fewer
than 10 pools. We therefore restricted our data to include only organisms we observed in at least
10 pools during sampling, resulting in a total of 13 organisms included in the model (Table S1).
Initially, we included the following environmental variables in the model to explain occupancy
of each organism: dissolved organic carbon, conductivity, pH, average maximum temperature,
and average maximum hydroperiod. These variables are known to affect rock pool biodiversity
in many other freshwater rock pool ecosystems, including a similar rock-pool metacommunity
on a nearby island (Jocque et al. 2010, Simonis and Ellis 2014). We estimated average maximum
temperature and hydroperiod using the models described above and climate data from the SERC
weather station between 2013 and 2017. We used the average pH and conductivity
measurements taken in each pool in May and August 2017. We measured dissolved organic
carbon from water samples collected in August 2017 using fluorometry. We also included a
variable indicating whether we processed the sample with a microscope, the net-type (dip net or
plankton tow), the sample volume (i.e., the length of the sample times the area of the net), and
the month of the sample (May or August) as factors affecting the detection probability of each
organism. The 95% credible interval of the coefficient for conductivity, pH, hydroperiod, net
type, and sample volume overlapped zero for all organisms. We therefore removed these
variables from the final model.
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We fit the model using Monte Carlo Markov Chain (MCMC) estimation in JAGS using
the ‘R2jags’ package in R version 3.6.0. We used normal priors with a mean equal to zero and
precision equal to 0.001 for all mean hyperparameters, and a uniform distribution between zero
and one for the variance hyperparameters. We ran three chains for 75,000 iterations with a burnin period of 15,000 and saved every fiftieth draw, resulting in 3600 posterior samples. All
parameters had a Gelman-Rubin statistic <1.1, suggesting the chains converged (Gelman and
Hill 2006). We evaluated the model using area under the receiver operating characteristic curve
(AUC) following methods described by Zipkin et al. (2012) for AUC estimation given imperfect
detection. AUC values range between zero and one, and models with a value above 0.7 are
considered to have decent predictive ability (Zipkin et al. 2012). Applying AUC to an MSOM
provides an overall estimate of the predictive ability across all organisms and estimates for each
organism.
Current and Future Biodiversity Predictions:
We used the MSOM to generate posterior predictions of occupancy probability for each
organism based on predicted average conditions in the current (1981 – 2018) and future (2071 2100) period for each of the four climate models. We made predictions using both the average
maximum water temperature across all pools (hereafter macroclimate predictions) and the
average maximum water temperature predicted for each of the 107 pools (hereafter microclimate
predictions). We further separated microclimate predictions into predictions with buffering only
(i.e., all pools warm the same amount) and predictions including buffering and decoupling (i.e.,
differential warming among pools). To generate microclimate predictions with buffering only,
we simulated data where all pools warmed by the maximum amount of warming predicted for
any pool under each climate change model. We assumed all other environmental variables
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remained constant between the two periods and used the mean values across pools for the
macroclimate predictions. We converted all the posterior predictions of occupancy probability to
presence/absence data using the observed prevalence (i.e., the proportion of sites where we
observed each organism) as a threshold to convert occupancy probability to presence/absence
data (Liu et al. 2005, Jiménez-Valverde and Lobo 2007). We considered a site occupied by an
organism if the estimated occupancy probability at a site was greater than or equal to the
observed prevalence of that organism. This threshold approach produced very similar results to a
non-threshold approach. Hence, we present the threshold approach here and the non-threshold
approach in the supplement.
We compared four measures of climate change impacts among the macro and
microclimate predictions to determine the effect of microclimates and the effect of buffering
versus decoupling. First, we compared the future occupancy probability for cold-adapted
organisms among the macro and microclimate predictions. We assumed organisms were cold
adapted if the 97.5% quantile of their occupancy-temperature relationship from the MSOM was
less than zero. For the microclimate predictions, we used the maximum occupancy probability
among the 107 pools. Second, we compared the future persistence probability for the coldadapted organisms. We estimated persistence probability as the proportion of posterior
predictions that predicted the organism present in the study area. Third, we compared the number
of currently occurring organisms predicted to occur in the study area in the future (gamma
diversity). Last, we compared a measure of thermophilization between the macro and
microclimate predictions. We estimated thermophilization as the change in the community
temperature index (CTI) between the current and future period (Devictor et al. 2008). We
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estimated the community temperature index (CTI) as the weighted mean temperature preference
of each organism in the community as follows:
13

1
𝐶𝑇𝐼 =
∑ 𝛹𝑠 ∗ 𝛽𝑡𝑒𝑚𝑝,𝑠
13
𝑠=1

where 𝛹 is the occupancy probability for organism s in the community and 𝛽𝑡𝑒𝑚𝑝 is the
occupancy–temperature relationship identified from the MSOM for organism s. For the
microclimate predictions, we used the maximum value of 𝛹𝑠 from the 107 pools. Positive values
of CTI suggest the community is dominated by organisms with a positive occupancy-temperature
relationship and vice versa. Positive values of thermophilization suggest a predicted increase in
warm-adapted organisms or a loss of cold-adapted organisms in the community in the future.
This measure of thermophilization is also a method of estimating community change that
incorporates uncertainty in the estimates of occupancy probability and does not require us to
convert estimates of occupancy probability to presence/absence data.
We also used the posterior predictions from the microclimate data to evaluate how
biodiversity might reshuffle among the rock pools within the study area, which provides insights
into future conservation strategies. Specifically, we evaluate how changes in alpha diversity and
community composition between the current and future period differ among microclimates. We
also used the posterior predictions of presence/absence in each pool to evaluate two conservation
strategies: (1) conserving the 10 currently most biodiverse pools, and (2) conserving the 10 pools
with the coolest microclimates. We used the probability of conserving all 13 organisms as the
outcome to compare the two conservation strategies, which assumes the conservation objective is
to maintain current biodiversity. Conserving the most diverse locations in a landscape is a
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common conservation strategy worldwide. Conserving cooler microclimates is increasingly
recommended as a biodiversity conservation strategy under climate change.
Evaluating Statistical Predictions:
Statistical predictions of species climate change responses are regularly criticized for
ignoring the potential that extreme temperatures will exceed species climatic tolerances, for
ignoring the potential for species interactions, and for assuming unlimited dispersal and access to
newly suitable locations (Hampe 2004, Heikkinen et al. 2006, Urban et al. 2016). One advantage
of working in a tractable model system is that we can evaluate some of these assumptions using
lab and field experiments.
We used lab experiments to measure the critical thermal maximum (an estimate of upper
temperature tolerance) for a subset of our focal organisms. Critical thermal maximum estimates
allowed us to determine if extreme temperatures are likely to exceed the temperature tolerances
of focal organisms in each pool and evaluate if cool pools will provide a refuge for cold-adapted
organisms. We measured critical thermal maximum on the following organisms that we collected
from 10 pools in 2017 (see Table S1 for further taxonomic information): Daphnia magna (N =
17), Ceriodaphnia dubia (N = 16), Calanoid copepods (N = 9), predacious diving beetles (N =
8), water boatman (N = 16), mosquito larvae (N = 6), and chironomids (N = 8). We kept
organisms at ambient air temperature for 24 hours and then in the lab at 20°C for an additional
24 hours to provide a common acclimation environment. We then put individuals of each
organism in separate 5 ml glass beakers filled with water. We placed the beakers (20 per trial) in
a water bath set to ~25°C and raised the temperature by 0.5°C per minute. We recorded the
temperature at which each individual stopped swimming and either sank to the bottom or floated
to the top. We used the critical thermal maximum data to evaluate the number of years in which
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maximum annual temperatures in each pool exceeded the critical thermal maximum of each
organism.
We also used a whole-ecosystem warming experiment in artificial rock pools (Fig. S3) to
evaluate our statistical predictions, to test if focal organisms colonize newly suitable habitat, and
test if cold- and warm-adapted organisms could coexist. In early June 2017, we installed 10
groups of artificial pools with three treatments per group (30 pools total): (1) a control, (2) a
warming treatment, and (3) a warming-plus-precipitation treatment. We fitted pools in both
warming treatments with an open-top greenhouse (Fig. S3) that we constructed with 1-mm SunLite® HP solar glazing (Solar Components Corporation). We created control pools similar to the
warming treatment, but with mesh instead of plastic tops (Fig. S3), to control for possible effects
of the top. In the warming-plus-precipitation treatment we also added rainwater periodically (see
below) to simulate increased precipitation that is predicted by some climate models (Fig. S2).
We collected rainwater onsite in plastic tubs and filtered it through 500-µm mesh to remove
invertebrates. We constructed artificial pools using 38 L plastic tubs (60 cm long, 40 cm wide,
22 cm deep) that we insulated with R-7.5 polystyrene rigid foam insulation and surrounded with
large rocks to promote natural thermal inertia. We installed each group of artificial pools in the
field next to a paired natural pool. We filled each artificial pool with 24 L of water from one of
three large natural pools on site that we filtered through 500-µm mesh to remove invertebrates.
We put a temperature data logger in each pool and a water-depth data logger in two pools from
each treatment, which recorded hourly water temperature and depth. We seeded each pool with
invertebrates from the paired natural pool by first sampling invertebrates from the natural pool
using a dip net, splitting the sample four ways using a plankton splitter, and putting 1/4 of the
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sample in each artificial pool. Hence, each treatment within a natural-pool grouping started with
very similar conditions.
After an initial 37 days, the warmed pools had significant water reductions because the
greenhouses were blocking ~75% of precipitation. Hence, we modified the greenhouses to allow
precipitation to runoff into the pools without affecting the temperature. We also added 2.8 L of
water to the warmed treatment and 3.5 L to the warmed plus precipitation treatment to ameliorate
the water-depth declines. We added more water to the warmed plus precipitation treatment to
simulate higher precipitation. We sampled invertebrates in all pools in August 2017 using dip
nets, preserved the samples in 70% ethanol, and determined the presence and absence of
different organisms in the lab. Unfortunately, in the fall of 2017 the pools were destroyed by a
coastal storm. Hence, our analysis is limited to the samples collected in August.
In early June 2018 we installed 16 redesigned artificial pools (eight controls and eight
warmed) in two locations on Schoodic Point that were protected from storm activity (Fig. S3).
We used larger 64 L (68 cm long, 46 cm wide, 32 cm deep) plastic tubs insulated with R-10 rigid
foam insulation and surrounded each pool with large rocks inside and out to promote natural
thermal inertia. We also redesigned the open-top greenhouses and screen tops to allow ~100% of
precipitation to enter both control and warmed pools (Fig. S3). We filled the pools with 12 L of
filtered water from each of three large pools (36 L total). We seeded each pair of artificial pools
with D. magna neonates from one of eight natural pools. We obtained neonates by sampling 20
pregnant females from each natural pool and keeping them in captivity until they produced a
brood. We then haphazardly selected four neonates from each female to put in the control and
warmed pool (two neonates per pool, 40 neonates per pool total). We also added two ostracods
from each of three natural pools (six total) to increase the reality of the community. We let other
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organisms colonize the pools naturally, which provided a test of their colonization ability. We
sampled invertebrates in each pool using a dip net in September 2018, 95 days after initiation.
We preserved the samples in 70% ethanol and determined the presence and absence of the 13
focal organisms.
We evaluated whether the structure of rock pool communities differed among the
treatments using a permutational multivariate analysis of variance (PERMANOVA). To analyze
community structure, we first converted a site by community presence-absence matrix to a
distance matrix using the ‘vegdist’ function in the ‘vegan’ package in R. We used the Jaccard
index as a measure of distance among the communities. We then used PERMANOVA with the
distance matrix as the response variable and treatment as the explanatory variable to evaluate
whether community structure differed among the treatments. We used the ‘adonis’ function from
the ‘vegan’ package to conduct the PERMANOVAs. We also used the ‘simper’ function with
999 permutations to determine which organisms contributed to differences. SIMPER (similarity
percentage) is a method to determine the average contribution of each organism to the
dissimilarity among pairs of communities, where communities in this case are the treatments. We
analyzed the 2017 and 2018 data separately. In the 2017 analysis, we included the natural-pool
grouping as strata to constrain the permutations used to test for significance of the treatment
effects. In the 2018 analysis, we used the location of the artificial pools as strata. We also
quantified alpha richness in each pool and used a Friedman test (2017) or Wilcoxon signed-rank
test (2018) to determine if alpha diversity differed among treatments.
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RESULTS
Hydrology:
The mean error (i.e., estimated – observed depth) of water-depth predictions from our
hydrologic model was 0.1 mm (SE = 0.7 mm) and the root-mean-squared error was 31.4 mm,
suggesting that the predicted depths were unbiased and accurate. This error is within the typical
error reported by the manufacturer for the water-depth data loggers (40 mm). Hence, we felt
confident that the hydrologic model accurately represented rock pool hydrology. Our predictions
suggest climate change will have minimal effects on rock pool hydrology. On average in the
current period, we predict 71-75% (depending on the climate model) of pools remain inundated
between April and November. In the future period, we predict 65-75% of pools will remain
inundated between April and November. The average hydroperiod remained similar between the
current and future periods, except for predictions from one climate model (Fig. 1A). Predictions
from the CanESM model suggested the average hydroperiod across all pools will decrease by 10
days between the current and future period (Fig. 1A). The CanESM model predicts large
temperature increases, decreases in humidity, and small decreases in summer precipitation (Fig.
S2). The shortest hydroperiod we predicted was 42 days in the current period and 38 days in the
future period, suggesting that hydroperiods are likely to remain similar in the future even in
harsh years and in shallow pools.
Water Temperature:
The mean error for the test dataset from our water-temperature model was -0.2°C for
minimum water temperature and -0.1°C for maximum water temperature, suggesting the
estimates of water temperature were unbiased. The root-mean-squared error was 1.6°C for
minimum temperature and 2.0°C for maximum temperature, suggesting some inaccuracy in the
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estimates. However, these errors are similar to those reported in other studies using detailed
models to predict temperature in microclimates (McCullough et al. 2016, Maclean et al. 2017,
Meineri and Hylander 2017, Kearney et al. 2020, Maclean 2020). The errors are also small
relative to the amount of temperature variation within and among pools. Water temperature can
range 19°C in a day and 30°C in a year within a pool. Water temperature can also differ by as
much as 15°C among pools within a day. Moreover, this error is less than the range of
uncertainty in temperature change projections among climate models (Fig. S2).
Water temperatures differed substantially among pools due to differences in depth and
solar exposure. Across climate models in the current period, the average maximum temperature
in the warmest and coolest pools differed by an average of 8.1°C (SD among climate models =
0.02°C; Fig. 1B). On average across all pools, we predict average maximum temperature will
increase between 1.9°C and 3.8°C, depending on the climate model (Fig. 1B). However, we
predict cooler pools will warm less than warmer pools (i.e., cool pools have higher decoupling;
Fig. 1B). For example, under the ACCESS climate model, we predict the warmest pool will
warm 1.4°C more than the coolest pool in our study area (Fig. 1B). This difference in warming
among the pools increases the difference in temperature between the warmest and coolest pools
by 13% from 8.1°C to 9.2°C (SD = 0.34°C) on average across climate models in the future.
Statistical Biodiversity Predictions:
The median overall AUC value for our MSOM was 0.78, suggesting the model had
acceptable predictive ability on average. Daphnia magna had the lowest median AUC value of
0.65 and non-biting midges (Family: Chironomidae) had the highest median AUC value of 0.89.
The median AUC value for all other organisms was >0.70, suggesting the model performed well
for most organisms on average. The MSOM identified two organisms with a negative
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occupancy-temperature relationship (amphipods [Order: Amphipoda] and calanoid copepods
[Order: Calanoida]; hereafter cold-adapted organisms) and three organisms with a positive
occupancy-temperature relationship (ostracods [Order: Podocopida], mosquito larvae [Aedes
sp.], and water boatman [Trichocorixa verticalis]; hereafter warm-adapted organisms; Fig. S4).
Hence, we predict climate change will affect future occupancy for these five organisms. Three of
these organisms also had a negative (amphipods and water boatman) or positive (mosquito
larvae) occupancy-DOC relationship (Fig. S4). Therefore, DOC could constrain how these
organisms respond to temperature changes in the future. For example, temperature may become
suitable for an organism in the future, but occupancy probability could remain low if DOC is
unsuitable.
Predictions among the climate models were quantitatively similar, hence we present
predictions from the ACCESS climate model here, and results from the other climate models in
the supplement (Figs. S4 and S5). Macroclimate predictions result in low occupancy probability
for both cold-adapted organisms (Fig. 2A). The median occupancy probability from the
macroclimate predictions was just 3% for amphipods and 9% for calanoid copepods in the future
(Fig. 2A). Consequently, the predicted probability of future persistence in the study area is < 1%
for amphipods and 31% for calanoid copepods (Fig. 2B), and therefore a median of only 11
organisms are predicted to persist in the future (Fig. 2C). Macroclimate predictions also suggest
significant thermophilization due to decreases in the occupancy probability of cold-adapted
organisms and increases in the occupancy probability of warm-adapted organisms (Fig. 2D). In
contrast, the microclimate models that included both buffering and decoupling predict a median
occupancy probability of 70% and 85% for amphipods and calanoid copepods respectively (Fig.
2A). Thus, microclimate models predict a 100% probability of persistence for both organisms
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(Fig. 2B) and therefore predict all 13 organisms will persist in the community in the future (Fig.
2C). Microclimate predictions also predict an 80% reduction in median thermophilization (Fig.
2D).
Cool microclimates decrease the impacts of climate change through both buffering and
decoupling. However, the importance of decoupling depends on the climate change impact
assessed. Buffering accounted for 57% and 72% of the change in occupancy probability (for
amphipods and calanoid copepods respectively), 90% and 100% of the change in persistence
probability, 73% of the change in thermophilization, and 100% of the change in gamma diversity
between macro and microclimate predictions (Fig. 2). The effects of decoupling decreased in
models that predicted a smaller difference in warming between the coolest and warmest pools
(Fig. S5).
Currently, warm and moderate-temperature microclimates can be suitable for one or both
cold-adapted organisms, respectively (Fig. 3C). However, microclimate predictions suggest both
organisms will be lost in these microclimates in the future, making cool microclimates critical to
the persistence of cold-adapted organisms. Cool microclimates will also become suitable for
warm-adapted organisms in the future (Fig. 3C), which has important conservation implications.
Currently, many of the most biodiverse pools have moderate-temperature microclimates (e.g.,
green point in Fig. 3A). Consequently, without climate change, conserving the 10 currently most
biodiverse pools results in a 100% probability of conserving all 13 organisms. However, the loss
of cold-adapted organisms in moderate-temperature microclimates under climate change reduces
the value of protecting the 10 currently most biodiverse pools. In the future, the probability of
conserving all 13 organisms decreases to 1 - 33% depending on the climate model (Fig. 4). In
contrast, cool pools currently lack warm-adapted organisms and therefore protecting the 10
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coolest pools results in only a 29% probability of conserving all organisms without climate
change (Fig. 4). However, because the coolest pools both preserve cold-adapted organisms and
gain warm-adapted organisms under climate change, they often transition from being some of the
least to the most biodiverse pools (Fig. 3). Therefore, protecting the 10 coolest pools results in a
97 - 100% probability of conserving all 13 organisms under climate change, depending on the
climate model (Fig. 4). Thus, protecting the coolest locations on the landscape becomes an
efficient means of conserving current biodiversity under climate change.
Critical Thermal Maximum and Extreme Temperatures:
The average critical thermal maximum ranged between 32.3°C and 38.1°C among the
organisms tested (Fig. 5B). Water boatman and calanoid copepods, which our statistical models
identified as warm and cold-adapted organisms, had the second highest CTmax (37.3°C) and
lowest CTmax values, respectively (Fig. 5B). Macroclimate data predicts that annual maximum
temperatures will exceed the critical thermal maximum of cold-adapted organisms in 20 - 36% of
the 30 future years, but will never exceed the critical thermal maximum of warm-adapted
organisms (Fig. 5A and S6). Microclimate data suggests that annual maximum temperatures in
the warmest pools will exceed the critical thermal maximum of cold-adapted organisms in all
future years, and warm-adapted organisms in 13 - 63% of future years depending on the climate
model (Fig. 5A and S6). However, future annual maximum water temperatures are never
predicted to exceed the critical thermal maximum of cold- or warm-adapted organisms in pools
with the coolest microclimates (Fig. 5A and S6).
Artificial Pools:
Between June and August 2017, maximum temperatures in both warming treatments
were 2.7°C (SE = 0.01°C) warmer than controls (Fig. S8), which is similar to other aquatic
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warming studies (Netten et al. 2008). Maximum temperatures reached a high of 32.9°C and
32.4°C in warmed and warmed-plus-precipitation pools, respectively, versus only 28.8°C in
control pools. This is similar to the maximum temperatures we predicted for cool microclimates
in the future. Unfortunately, water depths decreased precipitously in all treatments between June
and August, and water depth in both warmed treatments never recovered from the lack of
precipitation during the initial 37 days (Fig. S8). Warmed pools were 34.8% (SE = 1.8%) and
warmed-plus-precipitation pools were 29.8% (SE = 1.8%) shallower than control pools on
average. The precipitous decline in water depth between June and August also led to a significant
increase in conductivity. Conductivity was 126.8% (SE = 13.9%) higher in warmed and 75.1%
(SE = 11.9%) higher in warmed-plus-precipitation pools relative to controls in August.
Despite the harsh conditions in both warming treatments, we found 14 taxa in at least one
artificial pool, and an average of 6.1 organisms (SE = 0.21) per pool. Average alpha diversity
was 6.2 (SE = 0.33) in controls, 6.3 (SE = 0.40) in warmed, and 5.7 (SE = 0.40) in the warmed
plus precipitation treatments, and did not differ significantly among treatments (Friedman test: p
= 0.702). Treatment was significant, but explained only 9.7% of the variation in community
structure among pools (Fig. 6). Differences between control and warmed treatments were
primarily due to lower Daphnia magna occupancy in warmed pools (Table S2). Predacious
diving beetles were also more likely to occupy warmed than control pools, but this was not true
in the warmed-plus-precipitation treatment (Table S2).
Between June and September 2018, maximum water temperatures in the warming
treatments were 2.5°C (SE = 0.01°C) warmer than controls (Fig. S8). Maximum temperatures
reached a high of 32.7°C in warmed pools versus only 30.1°C in control pools. Water depths in

110

warmed pools were 13.9% (SE = 0.6%) shallower than controls on average across the season
(Fig. S8) and conductivity was 11.0% (SE = 2.2%) higher in warmed compared to control pools.
Despite only seeding the pools with D. magna and ostracods, we detected 11 taxa in at
least one of the artificial pools and an average of 6.6 organisms (SE = 0.18) per pool, suggesting
many rock pool organisms have a high colonization ability. Alpha diversity was higher in
warmed (7.1, SE = 0.27) compared to control pools (6.0, SE = 0.30) although the difference was
not significant (Wilcoxon signed-rank: p = 0.075). Treatment explained only 15.0% of the
variation in community structure among pools but was not significant (PERMANOVA: p =
0.062, Fig. 6). Differences among warmed and control pools were due primarily to higher
colonization of warmed pools by Ceriodaphnia dubia and water boatman (Table S2).
Ceriodaphnia dubia colonized two and water boatman colonized three warmed pools, whereas
neither organism colonized controls.
DISCUSSION
Here we demonstrate that microclimates can differ dramatically over very short distances
even in landscapes with no vegetation and little variation in topography (Fig. 1 and S1). In fact,
differences in temperature we observed over less than a meter are similar to changes in air
temperature that would occur over a 150 km change in latitude or 1350 m change in elevation in
our study region. The temperature differences we observed due to variation in water depth and
solar exposure among pools are greater than many of the temperature differences observed due to
factors more typically included in microclimate studies (reviewed by Dobrowski 2011, Lenoir et
al. 2017). Moreover, we predict that cool locations will warm less than warmer locations (i.e.,
higher decoupling in cool microclimates; Fig. 1), which will increase the microclimate variation
in the future.
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Microclimate variation, which is often overlooked in climate change biology,
significantly altered predictions of how biodiversity will respond to climate change. Predictions
using macroclimate data for our study site are consistent with typical fingerprints of climate
change: low occupancy and persistence probabilities results in the predicted loss of cold-adapted
organisms, and therefore a decrease in gamma diversity (Fig. 2). These changes are also
consistent with patterns of thermophilization observed in many communities affected by climate
change (De Frenne et al. 2013, Duque et al. 2015). However, predictions incorporating
microclimates suggest cold-adapted organisms could persist in cool microclimates, therefore all
13 organisms are likely to persist in the study area in the future and thermophilization is much
reduced (Fig. 2).
Our lab and field experiments also corroborated our statistical predictions in a few key
ways. First, of the five organisms identified as either cold- or warm-adapted by our statistical
model, two of three evaluated (calanoid copepod and water boatman) had a critical thermal
maximum consistent with their identity as cold- and warm-adapted. Second, comparing predicted
maximum temperatures to CTmax of cold-adapted organisms confirms that macroclimate data
overestimates the threat to cold-adapted organisms by ignoring cool microclimates that could
provide refuge. Third, warmer microclimates will become unsuitable for cold-adapted
organisms, at least during warm parts of some years. Also, in extreme years, maximum
temperatures could exceed the critical thermal maximum of warm-adapted organisms, which
further stresses the importance of moderate-temperature and cool microclimates, even for the
persistence of warm-adapted organisms. Fourth, many organisms naturally colonized the
artificial pools, including organisms that we predict to colonize newly suitable habitat in the
future (e.g., water boatman). Moreover, water boatman only colonized warmed pools in 2018
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further corroborating our predictions that water boatman both prefer warmer pools and might
contribute to increases in alpha diversity in the future. Fifth, we found both warm and coldadapted organisms in warmed pools, suggesting that these organisms will be able to coexist in a
warmer environment. Last, factors that we did not account for in our model, such as extreme
increases in conductivity, had little impact on biodiversity. Indeed, we originally included
conductivity as a covariate in our MSOM, but removed it because no organism was predicted to
be sensitive to conductivity.
A growing number of studies are demonstrating that microclimates can reduce the
observed (Maclean et al. 2015) and predicted impacts of climate change (reviewed in Lenoir et
al. 2017, Lembrechts et al. 2019). For example, Randin (2009) demonstrated that up to 100% of
plant species predicted to go locally extinct in the Swiss Alps using macroclimate data are
predicted to persist when microclimates are accounted for. In fact, all studies that compared
predictions of species persistence under climate change using microclimate (< 30 m resolution)
and macroclimate (> 1 km resolution) data have shown increased persistence in models
accounting for microclimates (Lenoir et al. 2017). Community-level impacts of climate change,
such as thermophilization, are also reduced in cool microclimates (De Frenne et al. 2013, Duque
et al. 2015). However, most studies evaluating the buffering effect of microclimates in climate
change biology focus on topographically diverse or forested landscapes where large
microclimate variation is expected. Our results extend these conclusions by suggesting that even
areas with little topographic variation or vegetation could experience buffering effects due to
microclimates. Significant microclimate variation has been observed in many other seemingly
homogenous landscapes including peat bogs (van der Molen and Wijmstra 1994, Turlure et al.
2010), talus fields (Varner and Dearing 2014), and grasslands (Thomas et al. 2009). Hence,

113

microclimate buffering might be much more widespread than previously assumed, although still
likely highest in topographically diverse and forested landscapes (Luoto and Heikkinen 2008,
Suggitt et al. 2018).
The buffering effect of microclimates is a critical aspect of climate to consider for
biodiversity conservation under climate change. Although evidence suggests that climate change
impacts are reduced in cool microclimates (Maclean et al. 2015) and topographically diverse
landscapes (Luoto and Heikkinen 2008, Suggitt et al. 2018), the value of protecting
microclimates relative to other conservation strategies has not been evaluated previously. Our
results clearly demonstrate the value of protecting cool microclimates for the preservation of
cold-adapted organisms in the study area. However, because we also predict cool microclimates
will become suitable for warm-adapted organisms under climate change, protecting just a small
number of cool microclimates also becomes an efficient means of conserving all focal organisms
that currently occur in our study area. Furthermore, protecting cool microclimates is a
significantly better strategy than conserving current biodiversity hot spots, which is a commonly
utilized strategy worldwide (Myers et al. 2000). Our results therefore support recommendations
to conserve landscapes with high microclimate variation. Our results also highlight the
importance of cool microclimates in particular, which could be an important tool for conserving
species that currently occur in a protected area. Existing protected areas might even consider
management actions to increase the number of cool microclimates. Creating cool microclimates
has rarely been recommended in the climate change adaptation literature, but could be a very
cost-effective means of conserving species that occur in protected areas (Greenwood et al. 2016).
Microclimates can reduce the impacts of climate change by remaining suitable for focal
species despite experiencing the same amount of climate change as other locations (i.e.,
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buffering) or because microclimates are less affected by climate change relative to surrounding
areas (i.e., decoupling). Cool pools in our study area will likely provide both benefits to coldadapted organisms in the future, as they remain suitable for cold-adapted organisms despite
warming, but also warm less than warmer pools. Other studies have also demonstrated that cool
locations provide both buffering and decoupling benefits (Pepin et al. 2011, Gollan et al. 2014,
McCullough et al. 2016, Lenoir et al. 2017, Maclean et al. 2017). For example, Maclean et al.
(2017) demonstrated that warming between 1979-2014 ranged between 0.87°C and 1.16°C
among locations on the Lizard Peninsula in the United Kingdom, but the lowest rates of warming
were on cool northeast facing slopes. However, not all cool locations are decoupled from climate
change and some cool locations might warm more than warmer locations (Gillingham et al.
2012, Gollan et al. 2014). Consequently, understanding the relative value of buffering and
decoupling has important implications for identifying the proper type of microclimates to protect
as a conservation strategy (Gollan et al. 2014). Here, we show that much of the effect of
microclimates was due to buffering, although decoupling had large effects on the occupancy
probability of the most threatened organism, amphipods. These results are similar to the only
other study we are aware of to evaluate the relative value of buffering and decoupling. Lenoir et
al. (2017) also demonstrated that decoupling increased the occupancy probability of a simulated
species, but only 15% of the difference between predictions using macroclimate and
microclimate data were due to decoupling. Protecting microclimates that provide both buffering
and decoupling effects is likely the best conservation strategy, although these sites might be rare
(Gollan et al. 2014). More research is needed to better understand the relative value of buffering
and decoupling to help design effective and efficient climate change adaptation strategies.
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Like many attempts to predict future species distributions, our results have some
important caveats. Our statistical predictions of future water temperature should be interpreted
with caution because we are predicting into future conditions not currently observed at our study
site (Lenoir et al. 2017, Lembrechts et al. 2019). However, our water-temperature model does
take some important future changes into account including changes in water depth and the nonlinear relationship between air temperature and water temperature due to evaporative cooling
(Mohseni et al. 1998, Morrill et al. 2005, Harvey et al. 2011). There are also important biological
uncertainties. We trained the MSOM with data from a very small portion of the range of each
focal organism, which could affect the occupancy-habitat relationships we identified. However,
results from our CTmax and artificial-pool experiments help validate our results. Also, if species
are locally adapted, local models might perform better than models trained from data throughout
a species range (Hällfors et al. 2016, Peterson et al. 2019). We also only model the future
probability of occupancy in each pool. We do not consider meta-community dynamics. Our
artificial warming experiments provide some evidence that species can coexist and that species
will be able to colonize newly suitable locations. However, a key remaining question in most
microclimate and climate change refugia studies is the number and spatial configuration of
patches needed to maintain a sustainable and genetically diverse meta-population of focal
species. Incorporating metacommunity dynamics, including stochastic extirpations, dispersal,
genetic diversity, and species interactions is an important next step in climate change biology.
We also do not incorporate the potential for novel species to colonize our study site in the
future. Species with a higher temperature tolerance than any species currently in the community
are likely to colonize warmer rock pools in the future. New species could increase gamma
diversity, increase alpha diversity in warmer microclimates, and increase thermophilization.
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However, our primary conclusions would remain the same: cold-adapted organisms that
currently occur at our study site could persist in cool microclimates, which would maintain
higher gamma diversity and reduce thermophilization, relative to macroclimate predictions.
Moreover, if conserving species that currently occur in an area is the conservation goal, our
results suggest protecting cooler microclimates is the best conservation strategy. If conserving
biodiversity per se or facilitating change is a conservation goal (Anderson and Ferree 2010,
Urban 2020), then protecting just the coolest locations on the landscape could be
counterproductive. Warmer microclimates could remain the most biodiverse locations on the
landscape if novel species colonize the study site in the future. Therefore, warmer microclimates
could be important for conserving the largest number of species. Moreover, warmer
microclimates could act as important stepping stones for range-shifting species (Hannah et al.
2014). Losing warmer microclimates could thus increase the vulnerability of species at a regional
scale. Ideally, conservation strategies will balance the competing objectives of local and regional
biodiversity conservation, such as conserving a range of microclimates. It will also be critical to
evaluate whether novel species interactions will impact local biodiversity (Wallingford et al.
2020).
The fingerprints of climate change are clear, but inconsistent around globe and among
species. Explaining this variation is an important next step in climate change biology. A number
of hypotheses have been proposed to explain variation in climate change responses, but few have
strong support on their own. For example, species traits (e.g., body size, dispersal ability) explain
only a small amount of variation in observed range shifts and phenological responses among
species, especially outside marine environments (Angert et al. 2011, Buckley and Kingsolver
2012, Sunday et al. 2015, MacLean and Beissinger 2017). Changes in climate variables other
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than temperature might also explain unexpected species responses (Crimmins et al. 2011,
Tingley et al. 2012, VanDerWal et al. 2013). The buffering effects of microclimates are
emerging as another compelling hypothesis that regularly explains variation in climate change
impacts, and likely interacts with the other hypotheses. Moreover, the buffering effect of
microclimates offers a potentially cost-efficient means of conserving species under climate
change. Hence, it is critical to move beyond macroclimate explanations for observed climate
change responses, and start to incorporate microclimates into predictions in climate change
biology if we hope to gain an accurate picture of climate change impacts worldwide.
Determining the optimal spatial resolution to balance the computational costs of microclimate
analyses and the biological realism necessary to make accurate future predictions is a necessary
next step (Potter et al. 2013, Bennie et al. 2014, Nadeau et al. 2017b).
LITERATURE CITED
Aliberti, M. A. et al. 2013. An image-based key to the zooplankton of North America. - New
Hampshire Center for Freshwater Biology.
Anderson, M. G. and Ferree, C. E. 2010. Conserving the stage: climate change and the
geophysical underpinnings of species diversity. - PLoS ONE 5: e11554.
Angert, A. L. et al. 2011. Do species’s traits predict recent shifts at expanding range edges? Ecol. Lett. 14: 677–689.
Bennie, J. et al. 2014. Seeing the woods for the trees - When is microclimate important in species
distribution models? - Glob. Change Biol. 20: 2699–2700.
Bi, D. et al. 2016. The ACCESS coupled model: description, control climate and evaluation. Aust. Meteorol. Oceanogr. J. 63: 41–64.
Bonebrake, T. C. and Deutsch, C. A. 2012. Climate heterogeneity modulates impact of warming
on tropical insects. - Ecology 93: 449–455.
Bramer, I. et al. 2018. Advances in monitoring and modelling climate at ecologically relevant
scales. - In: Bohan, D. A. et al. (eds), Advances in Ecological Research. Next Generation
Biomonitoring: Part 1. Academic Press, pp. 101–161.

118

Brendonck, L. et al. 2010. Pools “on the rocks”: freshwater rock pools as model systems in
ecological and evolutionary research. - Limnetica 29: 25–40.
Buckley, L. B. and Kingsolver, J. G. 2012. Functional and phylogenetic approaches to
forecasting species’ responses to climate change. - Annu. Rev. Ecol. Evol. Syst. 43: 205–
226.
Chen, I.-C. et al. 2011. Rapid range shifts of species associated with high levels of climate
warming. - Science 333: 1024–1026.
Chylek, P. et al. 2011. Observed and model simulated 20th century Arctic temperature
variability: Canadian Earth System Model CanESM2. - Atmospheric Chem. Phys.
Discuss. 11: 22893–22907.
Crimmins, S. M. et al. 2011. Changes in climatic water balance drive downhill shifts in plant
species’ optimum elevations. - Science 331: 324.
Davis, K. T. et al. 2019. Microclimatic buffering in forests of the future: the role of local water
balance. - Ecography 42: 1–11.
De Frenne, P. et al. 2013. Microclimate moderates plant responses to macroclimate warming. Proc. Natl. Acad. Sci. 110: 18561–18565.
de Lafontaine, G. et al. 2014. Cryptic no more: soil macrofossils uncover Pleistocene forest
microrefugia within a periglacial desert. - New Phytol. 204: 715–729.
Devictor, V. et al. 2008. Birds are tracking climate warming, but not fast enough. - Proc. R. Soc.
B Biol. Sci. 275: 2743–2748.
Dobrowski, S. Z. 2011. A climatic basis for microrefugia: the influence of terrain on climate. Glob. Change Biol. 17: 1022–1035.
Dorazio, R. M. and Royle, J. A. 2005. Estimating size and composition of biological
communities by modeling the occurrence of species. - J. Am. Stat. Assoc. 100: 389–398.
Dunne, J. P. et al. 2012. GFDL’s ESM2 global coupled climate–carbon earth system models.
Part I: physical formulation and baseline simulation characteristics. - J. Clim. 25: 6646–
6665.
Duque, A. et al. 2015. Thermophilization of adult and juvenile tree communities in the northern
tropical Andes. - Proc. Natl. Acad. Sci. 112: 10744–10749.
Franklin, J. et al. 2013. Modeling plant species distributions under future climates: how fine
scale do climate projections need to be? - Glob. Change Biol. 19: 473–483.
Freeman, B. G. et al. 2018. Expanding, shifting and shrinking: The impact of global warming on
species’ elevational distributions. - Glob. Ecol. Biogeogr. 27: 1268–1276.

119

Gardner, J. L. et al. 2011. Declining body size: a third universal response to warming? - Trends
Ecol. Evol. 26: 285–291.
Geerts, A. N. et al. 2015. Rapid evolution of thermal tolerance in the water flea Daphnia. - Nat.
Clim. Change 5: 665–668.
Gelman, A. and Hill, J. 2006. Data analysis using regression and multilevel/hierarchical models.
- Cambridge University Press.
Gillingham, P. K. et al. 2012. The effect of spatial resolution on projected responses to climate
warming. - Divers. Distrib. 18: 990–1000.
Gollan, J. R. et al. 2014. Assessing the distribution and protection status of two types of cool
environment to facilitate their conservation under climate change. - Conserv. Biol. 28:
456–466.
Greenwood, O. et al. 2016. Using in situ management to conserve biodiversity under climate
change. - J. Appl. Ecol. 53: 885–894.
Groves, C. R. et al. 2012. Incorporating climate change into systematic conservation planning. Biodivers. Conserv. 21: 1651–1671.
Hällfors, M. H. et al. 2016. Addressing potential local adaptation in species distribution models:
implications for conservation under climate change. - Ecol. Appl. 26: 1154–1169.
Hampe, A. 2004. Bioclimate envelope models: what they detect and what they hide. - Glob.
Ecol. Biogeogr. 13: 469–471.
Hannah, L. et al. 2014. Fine-grain modeling of species’ response to climate change: holdouts,
stepping-stones, and microrefugia. - Trends Ecol. Evol. 29: 390–397.
Harvey, R. et al. 2011. The influence of air temperature on water temperature and the
concentration of dissolved oxygen in Newfoundland rivers. - Can. Water Resour. J. 36:
171–192.
Heikkinen, R. K. et al. 2006. Methods and uncertainties in bioclimatic envelope modelling under
climate change. - Prog. Phys. Geogr. 30: 751–777.
Jiménez-Valverde, A. and Lobo, J. M. 2007. Threshold criteria for conversion of probability of
species presence to either–or presence–absence. - Acta Oecologica 31: 361–369.
Jocque, M. et al. 2010. Freshwater rock pools: a review of habitat characteristics, faunal diversity
and conservation value. - Freshw. Biol. 55: 1587–1602.
Kearney, M. R. et al. 2020. A method for computing hourly, historical, terrain-corrected
microclimate anywhere on earth. - Methods Ecol. Evol. 11: 38–43.

120

Lembrechts, J. J. et al. 2019. Incorporating microclimate into species distribution models. Ecography 42: 1267–1279.
Lenoir, J. et al. 2017. Climatic microrefugia under anthropogenic climate change: implications
for species redistribution. - Ecography 40: 253–266.
Liu, C. et al. 2005. Selecting thresholds of occurrence in the prediction of species distributions. Ecography 28: 385–393.
Loarie, S. R. et al. 2009. The velocity of climate change. - Nature 462: 1052–1055.
Luoto, M. and Heikkinen, R. K. 2008. Disregarding topographical heterogeneity biases species
turnover assessments based on bioclimatic models. - Glob. Change Biol. 14: 483–494.
Maclean, I. M. D. 2020. Predicting future climate at high spatial and temporal resolution. - Glob.
Change Biol. 26: 1003–1011.
MacLean, S. A. and Beissinger, S. R. 2017. Species’ traits as predictors of range shifts under
contemporary climate change: A review and meta-analysis. - Glob. Change Biol. 23:
4094–4105.
Maclean, I. M. D. et al. 2015. Microclimates buffer the responses of plant communities to
climate change. - Glob. Ecol. Biogeogr. 24: 1340–1350.
Maclean, I. M. D. et al. 2017. Fine-scale climate change: modelling spatial variation in
biologically meaningful rates of warming. - Glob. Change Biol. 23: 256–268.
McCullough, I. M. et al. 2016. High and dry: high elevations disproportionately exposed to
regional climate change in Mediterranean-climate landscapes. - Landsc. Ecol. 31: 1063–
1075.
McLean, D. M. 1978. A terminal Mesozoic “greenhouse”: Lessons from the past. - Science 201:
401–406.
Meineri, E. and Hylander, K. 2017. Fine-grain, large-domain climate models based on climate
station and comprehensive topographic information improve microrefugia detection. Ecography 40: 1003–1013.
Milling, C. R. et al. 2018. Habitat structure modifies microclimate: An approach for mapping
fine-scale thermal refuge. - Methods Ecol. Evol. 9: 1648–1657.
Mohseni, O. et al. 1998. A nonlinear regression model for weekly stream temperatures. - Water
Resour. Res. 34: 2685–2692.
Morelli, T. L. et al. 2016. Managing climate change refugia for climate adaptation. - PLoS ONE
11: e0159909.

121

Morrill, J. C. et al. 2005. Estimating stream temperature from air temperature: Implications for
future water quality. - J. Environ. Eng. 131: 139–146.
Myers, N. et al. 2000. Biodiversity hotspots for conservation priorities. - Nature 403: 853–858.
Nadeau, C. P. and Fuller, A. K. 2016. Combining landscape variables and species traits can
improve the utility of climate change vulnerability assessments. - Biol. Conserv. 202: 30–
38.
Nadeau, C. P. et al. 2017a. Climates past, present, and yet-to-come shape climate change
vulnerabilities. - Trends Ecol. Evol. 32: 786–800.
Nadeau, C. P. et al. 2017b. Coarse climate change projections for species living in a fine-scaled
world. - Glob. Change Biol. 23: 12–24.
Netten, J. J. C. et al. 2008. Use of open-top chambers to study the effect of climate change in
aquatic ecosystems. - Limnol. Oceanogr. Methods 6: 223–229.
Parmesan, C. and Yohe, G. 2003. A globally coherent fingerprint of climate change impacts
across natural systems. - Nature 421: 37–42.
Patsiou, T. S. et al. 2014. Topo-climatic microrefugia explain the persistence of a rare endemic
plant in the Alps during the last 21 millennia. - Glob. Change Biol. 20: 2286–2300.
Peckarsky, B. L. et al. 1990. Freshwater Macroinvertebrates of Northeastern North America. Comstock Pub. Associates.
Penman, H. L. and Keen, B. A. 1948. Natural evaporation from open water, bare soil and grass. Proc. R. Soc. Lond. Ser. Math. Phys. Sci. 193: 120–145.
Pepin, N. C. et al. 2011. The influence of surface versus free-air decoupling on temperature trend
patterns in the western United States. - J. Geophys. Res. Atmospheres 116: 1–16.
Peters, R. L. and Darling, J. D. S. 1985. The greenhouse effect and nature reserves. - Bioscience
35: 707–717.
Peters, R. L. and Lovejoy, T. E. 1994. Global Warming and Biological Diversity. - Yale
University Press.
Peterson, M. L. et al. 2019. Incorporating local adaptation into forecasts of species’ distribution
and abundance under climate change. - Glob. Change Biol. 25: 775–793.
Potter, K. A. et al. 2013. Microclimatic challenges in global change biology. - Glob. Change
Biol. 19: 2932–2939.
Primack, R. B. et al. 2009. Spatial and interspecific variability in phenological responses to
warming temperatures. - Biol. Conserv. 142: 2569–2577.

122

Rafferty, N. E. et al. 2020. Changing climate drives divergent and nonlinear shifts in flowering
phenology across elevations. - Curr. Biol. 30: 432-441.e3.
Randin, C. F. et al. 2009. Climate change and plant distribution: local models predict highelevation persistence. - Glob. Change Biol. 15: 1557–1569.
Root, T. L. et al. 2003. Fingerprints of global warming on wild animals and plants. - Nature 421:
57–60.
Royle, J. A. and Dorazio, R. M. 2009. Hierarchical modeling and inference in ecology: The
analysis of data from populations, metapopulations and communities. - Academic Press.
Rull, V. 2009. Microrefugia. - J. Biogeogr. 36: 481–484.
Scheffers, B. R. et al. 2013. Increasing arboreality with altitude: a novel biogeographic
dimension. - Proc. R. Soc. B Biol. Sci. 280: 20131581.
Scheffers, B. R. et al. 2016. The broad footprint of climate change from genes to biomes to
people. - Science 354: 719–730.
Sheridan, J. A. and Bickford, D. 2011. Shrinking body size as an ecological response to climate
change. - Nat. Clim. Change 1: 401–406.
Simonis, J. L. and Ellis, J. C. 2014. Bathing birds bias β-diversity: Frequent dispersal by gulls
homogenizes fauna in a rock-pool metacommunity. - Ecology 95: 1545–1555.
Slavich, E. et al. 2014. Topoclimate versus macroclimate: how does climate mapping
methodology affect species distribution models and climate change projections? - Divers.
Distrib. 20: 952–963.
Suggitt, A. J. et al. 2018. Extinction risk from climate change is reduced by microclimatic
buffering. - Nat. Clim. Change 8: 713.
Sunday, J. M. et al. 2015. Species traits and climate velocity explain geographic range shifts in
an ocean‐warming hotspot. - Ecol. Lett. 18: 944–953.
Thomas, J. A. et al. 2009. Successful conservation of a threatened Maculinea butterfly. - Science
325: 80–83.
Tingley, M. W. et al. 2012. The push and pull of climate change causes heterogeneous shifts in
avian elevational ranges. - Glob. Change Biol. 18: 3279–3290.
Turlure, C. et al. 2010. Microclimatic buffering and resource-based habitat in a glacial relict
butterfly: significance for conservation under climate change. - Glob. Change Biol. 16:
1883–1893.
Tuytens, K. et al. 2014. Predictions of climate change infer increased environmental harshness
and altered connectivity in a cluster of temporary pools. - Freshw. Biol. 59: 955–968.
123

Urban, M. C. 2019. Projecting biological impacts from climate change like a climate scientist. Wiley Interdiscip. Rev. Clim. Change: e585.
Urban, M. C. 2020. Climate-tracking species are not invasive. - Nat. Clim. Change: 1–3.
Urban, M. C. et al. 2016. Improving the forecast for biodiversity under climate change. - Science
353: aad8466.
van der Molen, P. C. and Wijmstra, T. A. 1994. The thermal regime of hummock-hollow
complexes on Clara Bog, Co. Offaly. - Biol. Environ. Proc. R. Ir. Acad. 94B: 209–221.
VanDerWal, J. et al. 2013. Focus on poleward shifts in species’ distribution underestimates the
fingerprint of climate change. - Nat. Clim. Change 3: 239–243.
Vanschoenwinkel, B. et al. 2009. Community structure in temporary freshwater pools:
disentangling the effects of habitat size and hydroregime. - Freshw. Biol. 54: 1487–1500.
Varner, J. and Dearing, M. D. 2014. The importance of biologically relevant microclimates in
habitat suitability assessments. - PLOS ONE 9: e104648.
Wallingford, P. D. et al. 2020. Adjusting the lens of invasion biology to focus on the impacts of
climate-driven range shifts. - Nat. Clim. Change: 1–8.
Zellweger, F. et al. 2019. Advances in microclimate ecology arising from remote sensing. Trends Ecol. Evol. 34: 327–341.
Zipkin, E. F. et al. 2012. Evaluating the predictive abilities of community occupancy models
using AUC while accounting for imperfect detection. - Ecol. Appl. 22: 1962–1972.

124

Figure 1. The effects of climate change on the hydroperiod and temperature in 149 freshwater
rock pools based on four different climate models (see methods). (A) The mean change (+ 1 SE)
in the average hydroperiod between the current (1989 - 2018) and future period (2071 - 2100).
The p-values above each bar are from paired Wilcoxon signed rank tests evaluating whether the
average hydroperiod differed among the current and future period. (B) The change in average
maximum temperature in each pool between the current and future period versus the current
average maximum temperature in the pool. Symbols and line types correspond to different
climate models as shown above the panel. The slope of the relationship between change in
temperature and current temperature for each climate model is: ACCESS, 0.13 (SE = 0.009);
CanESM, 0.11 (SE = 0.008); GFDL-ESM2G, 0.08 (SE = 0.006); and GFDL-ESM2M, 0.06 (SE
= 0.004). All slopes are significantly different from zero (p < 0.001).
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Figure 2. Differences in site-level
impacts of climate change on
biodiversity as predicted from
macroclimate data (left bar),
microclimate data including buffering
(i.e., all locations warm equally;
middle bar), microclimate data
including buffering and decoupling
(i.e., differential warming among
locations; right bar). We include
predictions of the following climate
change impacts from a multi-species
occupancy model that identified
occupancy-habitat relationships for 13
organisms: (A) estimates of
occupancy probability for two coldadapted organisms, (B) estimates of
persistence probability based on
estimated presence/absence data for
two cold-adapted organisms, (C)
estimates of gamma diversity, and (D)
estimates of thermophilization (see
methods). Bars are medians and error
bars are 95% credible intervals. Pvalues are the proportion of posterior
predictions that predicted no
difference or a difference opposite of
that predicted between the
macroclimate predictions and
microclimate buffering predictions
(left), and the microclimate buffering
predictions and microclimate buffer +
decoupling predictions (right).
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Figure 3. Average alpha diversity in 107 freshwater rock pools with different microclimates as
predicted by a multi-species occupancy model in (A) the current period (1981 - 2018) and (B) a
future period (2071 - 2100) using the ACCESS climate model. (C) The change in average alpha
diversity between the current and future period. Results from the other three climate models are
shown in Fig. S6. Three pools are highlighted to demonstrate how average alpha diversity is
predicted to change in cool (blue point), moderate-temperature (green point), and warm
microclimates (red point). Predicted changes in community composition are shown in the upper
right of panel C. Organisms include (from left to right): amphipod, calanoid copepod, mosquito
larvae, water boatman, and ostracod. Circles represent presence in both periods, + signs represent
gain of the organism in the future, – signs represent loss of the organism in the future, and no
symbol represents absence of the organism in both periods. The color of the symbols matches the
highlighted pools in all three panels.
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Figure 4. The probability of conserving all 13 organisms in our study area using two different
conservation strategies: (A) conserving the 10 currently most biodiverse pools, and (B)
conserving the 10 coolest pools. The blue bars are predictions assuming no climate change. The
red bars are outputs from different climate models that predict different amounts of climate
change (see Methods).
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Figure 5. (A) The proportion of future years (2071 - 2100) under the ACCESS climate model
when annual maximum water temperatures are predicted to exceed the critical thermal maximum
(CTmax) of a cold-adapted organism (calanoid copepod; blue) and a warm-adapted organism
(water boatman; red) in 107 freshwater rock pools with different microclimates. Each point
represents a pool. Horizontal lines represent macroclimate predictions (i.e., the proportion of
future years when the average annual maximum temperature among pools is expected to exceed
the critical thermal maximum of each organism). (B) Average critical thermal maximum (+ SE)
of seven organisms (see Table S1 for taxonomic classification).
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Figure 6. Non-metric multidimensional scaling (NMDS) ordinations of community composition
in the three artificial pool treatments in (A) 2017 and (B) 2018. Points show the location of each
pool and ellipses show the 95% confidence interval of the centroid for each treatment. R-squared
and p-values in the upper right are from PERMANOVA analysis. Stress is a measure of the
degree to which this two-dimensional representation summarizes the observed distances among
communities. Stress values less than 0.2 are typically considered good.
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SUPPLEMENTAL MATERIALS
Supplemental Tables:
Table S1: A list of focal organisms included in the multi-species occupancy models. Asterisks
denote the taxonomic resolution of identification in the field. Organisms without asterisks were
only observed using a microscope in the lab. Despite not always being able to identify organisms
to highest taxonomic level in the field, rarely did detailed identification under a microscope lead
to a different identification than the highest resolution presented. For example, D. magna and
mosquito larvae could only be identified to genus and family (respectively) in the field.
However, only one sample out of hundreds identified under the microscope resulted in an
identification other than D. magna or Aedes sp. Hence, for samples we did not process under a
microscope, we assumed all organisms were at the highest taxonomic level provided in the table.
This assumption could result in uncertainty in occupancy-habitat relationships, but is unlikely to
affect our overall conclusions.
Common Name

Class

Order

Family

Genus

Species

Ostracod

Ostracoda

Podocopida*

Water boatman

Insecta

Hemiptera

Corixidae*

Trichocorixa

Predacious diving beetle

Insecta

Coleoptera

Dytiscidae*

Neoporus

Aquatic springtail

Entognatha

Poduromorpha

Poduridae

Podura

aquatica

Water mite

Arachnida

Trombidiformes

Hydrachnidae

Amphipod

Malacostraca

Amphipoda*

Daphnia magna

Branchiopoda

Cladocera

Daphniidae

Daphnia*

magna

Ceriodaphnia dubia

Branchiopoda

Cladocera

Daphniidae

Ceriodaphnia*

dubia

Non-biting midges

Insecta

Diptera

Chironomidae*

Chydorus sphaericus

Branchiopoda

Cladocera

Chydoridae*

Chydorus

sphaericus

Mosquito larvae

Insecta

Diptera

Culicidae*

Aedes

Calanoid copepod

Copepoda

Calanoida

Cypclopoid copepod

Copepoda

Cyclopoida
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verticalis

Table S2: Contributions of each organism to the dissimilarity among artificial pool treatments in
2017 and 2018. C = control, W = warmed, and W+P = warmed plus precipitation. Cont. is the
average contribution of the organism to the between-group dissimilarity. P-values are from
permutation tests. Organisms that contributed significantly to the between group dissimilarities
are highlighted in bold. See table S1 for the taxonomic classification of each organism.
2017

Number of
Pools
Organism
Amphipod

C
0

W
2

W+P
1

C. dubia

6

5

5

Calanoid copepod

1

0

0

Non-biting midge

10

9

10

C. sphaericus

9

10

8

Water boatman

3

3

1

Mosquito larvae

2

1

3

Cyclopoid copepod

10

10

10

D. magna

6

2

Diving beetle
Harpaticoid copepod

0
0

Ostracoda

2018

Control
versus
Warmed
pCont. value

Control
versus
Warmed +
Precip.
pCont. value
0.01
0.811

C
0

W
0

0.324

0

0.061
1.000

0.01

0.506

0.04

0.879

0.04

0.462

0.01

0.01

0.447

0.00

0.01

0.89

0.02

0.122

0.03

0.266

0.03

0.696

0.908

0.03

0.00

1

0.00

3

0.05

0.012

3
3

0
1

0.02
0.03

0.038
0.174

0.05
0.00

5

4

4

0.04

Aquatic springtail

2

2

1

0.02

Water mite

8

9

10

0.02

0.01

0.02

0.01

Number
of Pools

Control versus
Warmed
pContribution value
0.00

1.000

2

0.02

0.033

0

1

0.01

0.011

8
8

7
8

0.01
0.00

0.011
1.000

0.260

0
5

3
8

0.03
0.03

0.016
0.135

1.000

8

8

0.00

1.000

0.018
1.000

8

8

0.00

1.000

0

0

0.00

1.000

0

0.993

0

0.00

1.000

0.671

0.04

0.107

8

8

0.00

1.000

0.45

0.02

0.544

0.287

0.02

0.369

0
3

1
3

0.01
0.03

0.030
1.000
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Supplemental Figures:

Figure S1. Study area (bold red line) located on Schoodic Point in Acadia National Park, Maine,
United States. We mapped 149 freshwater rock pools (colored circles) in the study area. Circle
color represents the average annual highest temperature in the period 1989 - 2018 based on
statistical models (see methods).
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Figure S2. Climate change
projections from four climate
models for eight variables. In
all cases, bars represent
differences between model
projections from the historical
period (1989 - 2018) and the
future period (2071 - 2100).
We calculated evaporation
using the Penman Equations
(see methods). The earth
systems models included: (1)
The Australian Community
Climate and Earth System
Simulator coupled model
(ACCESS 1.0); (2) The
Canadian Earth System Model
(CanESM2), and two variants
of the Geophysical Fluid
Dynamics Laboratory’s Earth
Systems Model (GFDL) (3)
ESM2G and (4) ESM2M.
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Figure S3. Artificial freshwater rock pools used to evaluate the effects of warming at the wholeecosystem scale in (A) 2017 and (B) 2018. In 2017, we included three treatments: (1) control, (2)
warming, and (3) warming plus precipitation. In 2018, we included two treatments: (1) control
and (2) warming. We fit both warming treatments with an open-top greenhouse and the control
with a mesh top. In 2018, we redesigned the greenhouse and mesh tops to funnel precipitation
into the pool.

135

Figure S4. Standardized coefficients from the final multi-species occupancy model used to
predict current and future occupancy of freshwater rock pool organisms. DOC is dissolved
organic carbon. Red points and lines highlight coefficients where the 95% CI does not overlap
zero. See Table S1 for taxonomic classification of each organism.
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Figure S5. Differences in site-level impacts of climate change predicted from macroclimate data
(left bar), microclimate data including buffering (i.e., all locations warm equally; middle bar),
microclimate data including buffering and decoupling (i.e., differential warming among
locations; right bar) from four different climate models. See methods and Fig. 2 for more
information.
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Figure S6:
Average alpha
diversity in 107
freshwater rock
pools with
different
microclimates as
predicted by a
multi-species
occupancy model
in the current
period (1981 2018), and a
future period
(2071 - 2100), and
the change in
average alpha
diversity between
the current and
future period.
Results are
presented for three
different climate
models (see
methods):
CanESM2 (top),
GFDL-ESM2G
(middle), and
GFDL-ESM2M
(bottom). See Fig.
3 for more details.
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Figure S7. The proportion of future years (2071 - 2100) under four different climate models (see
methods) when annual maximum water temperatures are predicted to exceed the critical thermal
maximum (CTmax) of a cold-adapted organism (Calanoid copepod; blue) and a warm-adapted
organism (Water boatman; red) in 107 freshwater rock pools with different microclimates. Each
point represents a pool. Horizontal lines represent macroclimate predictions (i.e., the proportion
of future years when the average annual maximum temperature among pools is expected to
exceed the CTmax of each organism).
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Figure S8. Average water temperature (A, C) and water depth (B, D) in three artificial rock pool
treatments and paired natural pools in 2017 (top) and 2018 (bottom). Temperature data is shown
for one week at the beginning of the experiment when water depths within the treatments were
comparable. Water depths are shown for the duration of the experiment. Shaded areas in A and C
are +1 SE from the different pools in each treatment.

140

Non-threshold Approach to Predict Presence/Absence:
We simulated posterior predictions of presence/absence using a Bernoulli distribution
with a probability equal to the estimated occupancy probability for each organism in each pool.
This is equivalent to the way an MSOM estimates the latent true occupancy state z, except here
we apply the approach to posterior predictions. Generating presence/absence data in this way
alleviates the need to use an arbitrary threshold of occupancy probability to estimate if a site is
occupied. We converted all the posterior predictions of occupancy probability to
presence/absence data using this approach. We used the site with the maximum occupancy
probability for each organism to make the microclimate predictions. We then re-evaluated
macroclimate and microclimate predictions of gamma diversity (Fig. S9). We did not re-evaluate
the probability of persistence because under this approach, and with a large posterior sample, the
probability of persistence is equal to the occupancy probability at a site. The other metrics
assessed when comparing macro and microclimate predictions do not depend on estimates of
presence/absence. We also re-evaluated the pool-level analyses, including changes in alpha
diversity among the different microclimates (Fig. S10), and a comparison of the two
conservation strategies (Fig. S11). Using this non-threshold approach to generate presence
absence data did alter our conclusions (Fig. S9 – S11). However, this approach adds extra
stochasticity to the presence/absence predictions, which reduced the effect of decoupling on
estimates of future gamma diversity (Fig. S9).
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Figure S9. Differences in future gamma diversity as predicted from models using macroclimate
data (left bar), microclimate data including buffering (i.e., all locations warm equally; middle
bar), microclimate data including buffering and decoupling (i.e., differential warming among
locations; right bar) from four different climate models (see methods). Here, we estimated
gamma diversity using a non-threshold approach to convert posterior predictions of occupancy
probability to presence/absence data. Bars are medians and error bars are 95% credible intervals.
P-values are the proportion of posterior predictions that predicted no difference or a difference
opposite of that predicted between the macroclimate predictions and microclimate buffering
predictions (left), and the microclimate buffering predictions and microclimate buffer +
decoupling predictions (right).
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Figure S10. Average alpha diversity in 107 freshwater rock pools with different microclimates as
predicted by a multi-species occupancy model in (A) the current period (1981 - 2018) and (B) a
future period (2071 - 2100) using the ACCESS climate model. (C) The change in average alpha
diversity between the current and future period. Here, we estimated alpha diversity in each pool
using a non-threshold approach to convert posterior predictions of occupancy probability to
presence/absence data. Three pools are highlighted to demonstrate how average alpha diversity is
predicted to change in cool (blue point), moderate-temperature (green point), and warm
microclimates (red point). Predicted changes in species composition are shown in the upper right
of panel C. The organisms show are (from left to right): amphipod, calanoid copepod, mosquito
larvae, water boatman, and ostracod (see Table S1 for taxonomic classification). No symbol
represents absence in both periods, circles represent presence in both periods, + signs represent
gain of the organism in the future, and – signs represent loss of the organism in the future. The
color of the symbols matches the highlighted pools in all three panels.
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Figure S11. The probability of conserving all 13 organisms in our study area using two different
conservation strategies: (A) conserving the 10 currently most biodiverse pools, and (B)
conserving the 10 coolest pools. Here, we estimated the presence of each organism in the 10
focal pools using a non-threshold approach to convert posterior predictions of occupancy
probability to presence/absence data. The blue bars are predictions from a 30-year current period
assuming no climate change. The red bars are outputs from different climate models that predict
different amounts of climate change (see Methods).
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Chapter 6: Adaptation Overcomes Competitive Dominance and Alters
Community Assembly

ABSTRACT
Recent syntheses of ecology and evolution are shedding new light on biodiversity
patterns and responses to anthropogenic disturbances. In particular, a growing body of theory
predicts that local adaptation of an early-arriving species to a new environment can produce a
competitive advantage against later-arriving species, therefore altering community assembly
(i.e., the community monopolization hypothesis). Applications of the community monopolization
hypothesis are increasing. However, experimental tests of the hypothesis are rare and existing
tests do not align with theory. Here we provide a rare experimental demonstration of the
community monopolization hypothesis using two species of archaea. We first expose one species
to low- and high-temperature environments for ~1620 generations. Populations in the hightemperature treatment evolved a 20.2% higher median performance when grown at high
temperature. We then use these differently adapted strains to demonstrate that adaptation reduces
the invasion ability of a competitively dominant invader in the high-temperature environment.
These results are not only consistent with the community monopolization hypothesis, they
suggest that adaptation can overcome competitive dominance to alter community assembly.
Hence, community monopolization might be much more common in nature than previously
assumed. Our results strongly support the idea that patterns of biodiversity might often stem
from a race between local adaptation and colonization of pre-adapted species.
INTRODUCTION
A central challenge in biology is to understand and predict the diversity and abundance of
species across space and time (MacArthur 1972, Holt 2009, Leibold and Chase 2017).
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Historically, ecologists used the niche concept to explain biodiversity patterns by assuming the
environment filtered species according to a set of fitness-related traits (Grinnell 1917,
Hutchinson 1957, Leibold and Chase 2017). However, for a particular environment to filter
species, species need to access that environment via dispersal, and thus a next generation of
theories suggested a tension between regional dispersal and niche-based processes (MacArthur
1972, Hanski and Hanski 1999, Leibold and Chase 2017). More recently, Hubbell and others
offered a neutral perspective, where stochastic processes determine biodiversity patterns and
niches are unimportant (Hubbell 2001, Muneepeerakul et al. 2008). Despite these competing
theories and their recent syntheses (Tilman 2004, Gravel et al. 2006, Leibold and Chase 2017), a
meta-analysis of 158 datasets suggests that less than 50% of variation in community composition
is explained by environmental and spatial processes (Cottenie 2005, Holyoak et al. 2005). Some
researchers even suggest that community ecology is always context-dependent and lacks
generalizable laws, especially at the regional scales at which diversity is commonly studied
(Lawton 1999). Explaining and predicting patterns of species diversity therefore remains a
challenge in biology, especially with increasing human threats to biodiversity.
Recent theories shed new light on this problem with a growing understanding that
evolution often acts on short enough timescales to affect ecology (Pelletier et al. 2009, Schoener
2011, Hendry 2017). By combining evolution with the metacommunity concept, the evolvingmetacommunity framework proposes an integrated role for dispersal, colonization, niche
evolution, and species interactions in determining biodiversity patterns (Urban and Skelly 2006,
Urban et al. 2008). One idea advanced by this integrative research program is the importance of
evolution in priority effects (Fig. 1). A priority effect occurs when the order in which species
arrive to a patch alters the structure of communities, usually because the first species to colonize
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a location gains a competitive advantage over later arriving species (Figs. 1A and B). Purely
ecological priority effects often explain patterns of community assembly, stability, and
composition (Shorrocks and Bingley 1994, Symons and Arnott 2014, Fukami 2015). However,
evolution can also create or enhance priority effects (Roughgarden 1972). The community
monopolization hypothesis predicts that local adaptation of an early-arriving species to a location
can produce a competitive advantage against later-arriving species that results in a priority effect
(Fig. 1C; Urban et al. 2008, De Meester et al. 2016). Evolution might therefore play an important
role in explaining and predicting community assembly.
Indeed, the community monopolization hypothesis has engendered a suite of recent
theoretical explorations that suggest evolutionary priority effects could be common in nature (De
Meester et al. 2016). Original theory suggested that community monopolization effects were
only likely when dispersal probability was low (Loeuille and Leibold 2008) and could be
thwarted if pre-adapted species occurred in the metacommunity (de Mazancourt et al. 2008).
However, subsequent theory has added a number of complicating factors and demonstrated that
evolutionary priority effects can occur under commonly observed dispersal probabilities, when
there are pre-adapted species in the metacommunity, in the presence of gene flow, under many
landscape structures, and with both sexual and asexual reproduction (Urban and De Meester
2009, Vanoverbeke et al. 2016). Applications of the hypothesis are also providing novel insights
about observed adaptive radiations on remote islands (Gillespie 2004, Vanoverbeke et al. 2016),
and about the response of biodiversity to environmental disturbances, including climate change
(Loeuille and Leibold 2008, De Meester et al. 2016, Thompson and Fronhofer 2019). Most
recently, theory has demonstrated how unexplained variation in communities and neutral-like
characteristics can arise from evolutionary priority effects (Leibold et al. 2019).
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Despite the potential importance and its increasing application, empirical tests of the
community monopolization hypothesis are rare. Most experiments and observations supporting
the hypothesis fail to demonstrate all three stages (i.e., early arrival, adaptation, and altered
community assembly) of the eco-evolutionary process (De Meester et al. 2007, Crutsinger et al.
2008) or test the related single-species version of the hypothesis, the population monopolization
hypothesis (De Meester et al. 2002, Fukami et al. 2007). Only one study has demonstrated the
dynamic nature of colonization, adaptation, and altered community assembly described by the
community monopolization hypothesis. Gomez et al. 2016 demonstrated that community
structure in a warm compost environment differed depending on whether an early arriving
species, Pseudomonas fluorescens, had adapted to the novel environment. However, community
monopolization might be favored in this experiment because an entire community containing
many species arrived simultaneously after adaptation of the early-arriving species (Gómez et al.
2016). Moreover, the simultaneous arrival of many species is not aligned with theory used to
develop the community monopolization hypothesis or its many applications.
Here, we provide a crucial test of the community monopolization hypothesis that is
aligned with theory using two species of archaea in the genus Haloferax: H. volcanii and H.
mediterranei. We first allow H. volcanii to adapt to novel conditions in the lab, and then test
whether this adaptation alters the colonization ability of H. mediterranei. Haloferax volcanii and
H. mediterranei have on average 84.6% nucleotide identity among shared orthologs (Han et al.
2012) and are estimated to have diverged approximately 80 million years ago (López-García et
al. 1995), which is similar to humans and mice (Nei et al. 2001, Mouse Genome Sequencing
Consortium 2002). Hence, a test of the community monopolization hypothesis with these two
species moves beyond testing the single-species version of the hypothesis. Also, H. mediterranei
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has characteristics of a “microbial weed”, including the most rapid rate of cell division among
halophilic archaeon and broad environmental tolerances (Oren and Hallsworth 2014). These
characteristics make H. mediterranei a superior competitor in the lab. Hence, evaluating whether
adaptation of H. volcanii can overcome this competitive dominance and alter community
assembly provides a strong and novel test of the community monopolization hypothesis.
METHODS
Study System and Laboratory Conditions:
Haloferax (Class: Halobacteria) is a genus of aerobic, heterotrophic archaea that live in
aquatic habitats with between 12% and saturated NaCl, such as the Dead Sea. Haloferax are
mesophilic, showing optimal growth between 40 and 50°C, where they have one generation
approximately every two to four hours. For this study, we used an auxotroph of each focal
species: H. volcanii strain H98, developed as a uracil and thymidine auxotroph (Charlebois et al.
1987, Wendoloski et al. 2001, Allers et al. 2004), and H. mediterranei strain WR646, developed
as a uracil and tryptophan auxotroph (Naor et al. 2012). Using these auxotrophs facilitated
selective plating to count the relative abundance of each species in mixed cultures (see below).
We grew lab populations in rich medium supplemented with thymidine. Except where we state
otherwise, we grew lab populations in 2 ml, 96-well plates containing 320 μl of medium, and
sealed the plates with adhesive foil. We interspersed wells containing isolated populations with
empty wells or wells containing only medium to avoid cross-contamination among isolated
populations. Preliminary tests indicated no signs of cross-contamination using these techniques.
We kept cultures in exponential phase by transferring 20 μl of homogenized culture from the
most recently created plate to 300 μl of fresh medium in a new plate every two to five days.
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Experimental Evolution of H. volcanii:
We first created two differently adapted strains of H. volcanii. We isolated 12 clones
(hereafter “founding populations”) of H. volcanii by picking colonies from an agar plate streaked
from a stock culture (Fig. 2A). We transferred each colony to 600 μl of medium in a 96-well
plate and kept the founding populations at 42°C for 24 days to allow adaptation to the laboratory
environment (Fig. 2A). After 24 days, we replicated this initial plate six times in separate 96-well
plates. Our design resulted in 72 isolated populations founded from 12 clones (Fig. 2A). We
grew these replicate plates at 42°C for an additional eight days prior to randomly assigning half
the plates to a low-temperature treatment (42°C) and the other half to a high-temperature
treatment (48°C; Fig. 2B). At this time, we also preserved the 12 founding populations used to
create the six replicates by combining 25 μl of homogenized culture with 25 μl of glycerol
solution containing 14% NaCl and then froze the cultures at -80°C (Fig. 2B). The lowtemperature treatment remained constant at 42°C for the remainder of the experiment (Fig. 2B).
The high-temperature treatment gradually increased from 42°C to 48°C over 57 days and then
remained at 48°C for another 78 days (Fig. 2B). We cycled the plates through four incubators
during this time to avoid confounding treatment effects with potential incubator effects. During
the final five days, we did not provide populations with fresh medium to allow them to reach
stationary phase (i.e., maximum density) and then moved all populations to room temperature to
slow further adaptation. We resurrected the founding populations 14 days prior to the end of the
adaptation experiment and kept them at 42°C to allow for comparison with the adaptation
treatments (Fig. 2B).
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Testing for Adaptation:
We tested for divergent adaptation among treatments by evaluating the maximum density
achieved by the founding, low-temperature, and high-temperature populations when grown at
42°C and 48°C (Fig. 2C). We first consolidated populations into two new plates: (1) a plate
containing the 12 founding populations and the 36 low-temperature populations, which we put in
a 42°C incubator; and (2) a plate containing the 36 high-temperature populations, which we put
in a 48°C incubator. After one week of growth, we moved all populations to 42°C for 48 hours to
provide a common acclimation temperature. We then split both plates into two identical
replicates by transferring 20 µl of homogenized culture into 80 µl of medium in 96-well optical
plates. We also included 12 wells in each optical plate that contained 100 µl of medium only. We
sealed each plate with transparent plastic film and distributed the plates between 42°C incubator
and a 48°C incubator, such that both low-temperature and high-temperature populations were
growing at 42°C and 48°C. After nine days, we measured optical density by absorbance of light
at 620 nm. Prior to analysis, we averaged optical density from the 12 wells containing only
medium in each plate and subtracted the average from all optical density measurements in that
plate. We used this final measure of optical density as an assay of performance. We excluded
nine populations from our analysis because they did not grow on the final plate used to measure
optical density.
We tested for divergent adaptation using a Bayesian mixed-effects model with the
‘R2jags’ package in the R statistical software version 3.6.0. We used maximum optical density
as the response variable and the following independent variables: treatment (founder, lowtemperature, and high-temperature treatments), common-garden temperature (42°C and 48°C),
and their interaction. We also included random intercept terms for clone to account for the
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replication of clones across plates and treatments, and plate to account for any potential
differences among plates within treatments. We used weakly informative normal priors with a
mean of zero and a variance of 1000 for all coefficients and a uniform prior ranging between
zero and 100 for the standard deviation of the error terms (Gelman 2006). We ran three chains in
the MCMC sampling each for 100,000 iterations with a burn-in period of 50,000 iterations and
retained every tenth draw, which resulted in well-mixed chains for all parameters (i.e., GelmanRubin statistics < 1.01). Posterior predictive checks of the mean and variance of the data
suggested the model fit the data well (Bayesian pmean = 0.499, Bayesian pvariance = 0.553). We
calculated the posterior for all pairwise differences among treatments at each temperature to
evaluate adaptation. We considered pairwise differences significant if the 95% credible interval
of the difference did not overlap zero.
Testing for Competitive Dominance and Priority Effects:
We tested whether H. mediterranei was competitively dominant as predicted by its high
growth rate and broad environmental tolerances (Oren and Hallsworth 2014) by allowing
populations of H. volcanii and H. mediterranei to compete at 48°C. We inoculated 160 µl of
medium with 20 µl of H. volcanii and 20 µl of H. mediterranei culture, each with a standardized
density of 11 * 105 colony forming units (CFUs) per ml. We replicated these competition
experiments using four biological replicates of H. volcanii and four biological replicates of H.
mediterranei in a fully factorial design (i.e., 16 competition experiments). The populations used
in these experiments were different clonal lines than those used in the adaptation experiments
and in the priority-effect experiments described below.
We tested for ecological and evolutionary priority effects (Fig. 1) by allowing H.
mediterranei to invade low- and high-temperature adapted populations of H. volcanii growing at
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the high temperature (48°C). Invasion of H. volcanii populations adapted to the low temperature
(but growing in the high temperature) represents a scenario where H. volcanii arrives first, gains
a numerical advantage, but does not adapt to the high temperature (Fig. 1B). Whereas, invasion
of H. volcanii populations adapted to and growing at the high temperature represents a scenario
where H. volcanii arrives first and adapts to the high temperature prior to the arrival of H.
mediterranei (Fig. 1C). The community monopolization hypothesis predicts that the abundance
of the second colonist should be lower when it invades adapted populations of the first colonist
(Fig. 1).
We conducted the invasion experiments by first inoculating 160 µl of medium with 20 µl
of H. volcanii culture with a standardized density of 11 * 106 CFUs per ml. We then immediately
added 20 µl of H. mediterranei culture with a standardized density of 11 * 105 CFUs per ml.
This simulated a 10% invasion. We replicated this invasion using eight H. volcanii populations
from the low-temperature treatment and eight populations from the high-temperature treatment
that originated from the same eight founding populations, which created a paired design. The
single H. mediterranei culture used in these experiments was a homogenized mixture of
populations that had been growing at 42°C for 65 days.
We grew mixed-species cultures for 48 hours in a 96-well optical plate placed in a 48°C
shaking incubator for both the competitive-dominance and priority-effect experiments. After 48
hours, we measured the abundance of H. volcanii and H. mediterranei in each community using
selective plating. We plated serial dilutions of all communities ranging from 10-5 to 10-8 onto 100
mm (competitive-dominance experiments) or 50 mm (priority-effect experiments) agar plates
created with casamino acids medium supplemented with uracil, and either thymidine and
hypoxanthine to allow H. volcanii growth or tryptophan to allow H. mediterranei growth. After
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incubation, we counted the CFUs growing on each plate type, and averaged the results to provide
an estimate of density for each species in each of the 32 mixed-species communities. During the
priority-effect experiments we also plated a 10-3 dilution of a subset of communities on plates
lacking both thymidine and tryptophan (but containing uracil) to test for possible mating,
recombination, and loss of auxotrophy between congeners that could undermine the efficacy of
selective media to facilitate measurement of species-specific abundances (Naor et al. 2012). We
observed no growth on uracil-only plates in this experiment, indicating no substantial
recombination between species and no contamination of the communities with non-auxotrophic
strains.
We used a Bayesian generalized mixed-effects model to test the predictions in Fig. 1. We
modeled the proportion of H. mediterranei in mixed-species communities from each treatment
using a beta regression with a factor identifying the three treatments shown in Figs. 1 and 4. We
also included random effects for the H. volcanii clones used in all experiments and H.
mediterranei clones used in the competitive dominance experiments. We used weakly
informative priors as described above and a weakly informative gamma prior with shape and
scale parameters set to 0.01 for the precision coefficient. We ran three chains in the MCMC
sampling each for 250,000 iterations with a burn-in period of 50,000 iterations and retained
every tenth draw, which resulted in well-mixed chains for all parameters (i.e., Gelman-Rubin
statistics < 1.01). Posterior predictive checks of the mean and variance of the data suggest the
model fit the data well (Bayesian pmean = 0.514, Bayesian pvariance = 0.594). We calculated the
posterior difference among treatments and considered the treatments different if the 95% credible
interval of the difference did not overlap zero.

174

RESULTS
Adaptation to High Temperature:
H. volcanii populations that grew in the high-temperature environment for ~1620
generations adapted to the high temperature. Haloferax volcanii populations from the hightemperature treatment had a 21.5% higher median performance than the founding populations
(95% CI of the difference in performance = 0.035 – 0.060) and a 20.2% higher median
performance than populations from the low-temperature treatment (95% CI of the difference in
performance = 0.036 – 0.054) when grown at the high temperature (Fig. 3). Populations from the
high-temperature treatment also performed slightly better (5.3% and 6.1%, respectively) than the
founding populations (95% CI of the difference in performance = 0.004 – 0.029) and populations
from the low-temperature treatment (95% CI of the difference in performance = 0.009 – 0.027)
when grown at the low temperature (Fig. 3). In contrast, median performance did not differ
between the founding populations and populations from the low-temperature treatment when
grown at the low temperature (95% CI of the difference in performance = -0.014 – 0.010) or high
temperatures (95% CI of the difference in performance = -0.011 – 0.015), suggesting no
evolution in response to lab conditions other than temperature.
Ecological and Evolutionary Priority Effects:
H. mediterranei dominated the community with a median proportion of 0.88 when both
species arrived simultaneously to the high-temperature environment at equal abundance (Fig. 4).
This demonstrates the competitive dominance we expected in the absence of priority effects.
When unadapted H. volcanii arrived early and gained a numerical advantage, the proportion of
H. mediterranei in the community decreased by a median of 45% relative to when the two
species arrived simultaneously, demonstrating an ecological priority effect (Fig. 4). The median
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difference in the proportion of H. mediterranei in the community between these two scenarios
was 0.38 (95% CI = 0.11 – 0.54; Fig. 4). When H. volcanii arrived early and adapted to the hightemperature environment, the proportion of H. mediterranei in the community decreased by a
median of 36% relative to when H. volcanii did not adapt, demonstrating an evolutionary priority
effect consistent with the community monopolization hypothesis. The median difference in the
proportion of H. mediterranei in the community between these two treatments was 0.17 (95% CI
= 0.07 – 0.27; Fig. 4). Overall, early arrival and adaptation resulted in a 65% median reduction in
the proportion of H. mediterranei in the community (Fig. 4).
DISCUSSION
We provide the first experimental example of an evolutionary priority effect between two
highly diverged species. Our results support the growing number of studies that suggest
community assembly might often be a race between adaptation of the first colonists and the
colonization by pre-adapted species (Roughgarden 1972, Vanoverbeke et al. 2016). Moreover,
our work suggests evolutionary priority effects might play a stronger role in nature than
previously assumed. Most theory on evolutionary priority effects assumes species are neutral at
either the local or metacommunity scale prior to evolution (Urban and De Meester 2009,
Vanoverbeke et al. 2016). In nature, however, species often exhibit strong asymmetric
competition, which is often thought to negate priority effects (Fukami 2015). Our results
demonstrate that evolution can overcome this asymmetric competition and alter community
assembly, which significantly broadens the contexts where evolutionary priority effects might be
important in nature.
Moreover, by focusing on two highly diverged species, our work builds on prior
examples that provided within-species demonstrations of monopolization effects. Within-species
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demonstrations might be more likely to result in evolutionary priority effects due to the
functional equivalence between the invading and adapted ecotypes given their genetic similarity
and rapid evolution of traits caused by simple genetic changes (Spiers et al. 2002, McDonald et
al. 2009, Ferguson et al. 2013). Greater differences among highly diverged species might reduce
evolutionary priority effects if competing species diverge into separate niches (Bassar et al.
2017) or compete so asymmetrically that no level of adaptation can overcome competition. Here,
we demonstrate that evolutionary priority effects occur between two archaeon species that are
separated by 80 million years of evolution and as genetically divergent as humans and mice (Nei
et al. 2001, Mouse Genome Sequencing Consortium 2002, Han et al. 2012). Our work therefore
opens the door for a fuller exploration of evolutionary priority effects among a wide variety of
species in natural communities.
Our experiments provide support for a growing number of theoretical, conceptual, and
observational studies using evolutionary priority effects to explain biodiversity patterns in nature.
For example, recent studies have provided phylogenetic support for the long-held idea that
adaptive radiations by initial colonists can affect community assembly (Wilson 1961,
Roughgarden 1972, Schluter 2000, Losos and Ricklefs 2009). Plants in the Canary Islands and
Macronesia are likely monophyletic because early colonists radiated to fill empty niches and
restricted the colonization of other species via niche preemption (Silvertown 2004, Silvertown et
al. 2005). Molecular phylogenies and paleo-reconstruction of available niches provide strong
support for similar macro-evolutionary priority effects for alpine plants in New Zealand (Lee et
al. 2012, Leopold et al. 2015, Tanentzap et al. 2015). Models and phylogenetics also provide
compelling evidence that Tetragnatha spiders often diversify and monopolize habitat on newly-
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formed Hawaiian islands, therefore limiting colonization by other species (Gillespie 2004,
Vanoverbeke et al. 2016).
Our results are also relevant to thinking more critically about the joint ecological and
evolutionary processes that determine future communities in response to anthropogenic
disturbances such as climate change. To date, most predictions of the redistribution of
biodiversity under global change take a single-species, niche-focused approach and suggest that
many species will simply shift their distribution to track suitable habitat (Hampe 2004, Urban et
al. 2016). However, theory has already suggested that the redistribution and loss of biodiversity
due to global change might depend on a race between local adaptation and the movement of preadapted species (de Mazancourt et al. 2008, Urban et al. 2012, Mokany et al. 2019, Nadeau and
Urban 2019, Thompson and Fronhofer 2019). For example, if a species adapts to changing
climates in its current range or in newly encountered environments as it expands its range, it
could prevent other species from shifting their ranges and lead to higher levels of extinction than
predicted without evolution (Atkins and Travis 2010, Nadeau and Urban 2019, Thompson and
Fronhofer 2019). Our results demonstrate such eco-evolutionary species interactions due to
warming. However, an important next step is to determine how quickly evolution can result in a
priority effect. In our experiments, adaptation occurred over ~1620 generations, which is
certainly relevant to microbial responses to climate change, but likely too slow to alter climate
change responses for species with longer generation times. Observed cases of rapid evolution in
response to climate change are accumulating quickly for a wide variety of species (De Meester et
al. 2018, Nadeau and Urban 2019). Thus, it seems likely that evolutionary priority effects could
occur under climate change and alter species responses.
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Highly controlled lab experiments in simple communities like ours are required to
demonstrate proof-of-concept, but necessarily exclude important details that could alter results in
nature. Future experiments should test how quickly evolution can alter priority effects under
different biological contexts such as sexual versus asexual reproduction or with varying levels of
genetic diversity (De Meester et al. 2016, Vanoverbeke et al. 2016). Environmental contexts,
such as varying degrees of isolation or analogue versus no-analogue environments might also be
important (De Meester et al. 2016, Vanoverbeke et al. 2016, Thompson and Fronhofer 2019).
Moreover, experiments should evaluate how eco-evolutionary dynamics in mixed-species
communities playout over longer timeframes. We only maintained mixed-species communities
for 48 hours (~24 generations) and we do not know how eco-evolutionary dynamics would
playout over longer timeframes. Indeed, competition for resources over longer timeframes can
have complex effects on eco-evolutionary dynamics (Hart et al. 2019). Moreover, co-evolution
among species can affect the outcome of invasions (Faillace and Morin 2016, 2020). Continued
adaptation to high temperature by H. volcanii could result in the eventual exclusion of H.
mediterranei, which would enhance the results presented here. Alternatively, the evolutionary
priority effects we observed could be transient, and eventually H. mediterranei could exclude H.
volcanii. Nevertheless, transient evolutionary priority effects will slow ecological dynamics,
which could explain biodiversity patterns in nature, such as why species are often not currently
responding to climate change as predicted (Chen et al. 2011, Sunday et al. 2012, MacLean and
Beissinger 2017, Nadeau and Urban 2019). Ultimately, the next step in understanding the
importance of evolutionary priority effects is experiments in nature with a diversity of taxa
(Pelletier et al. 2009, Post and Palkovacs 2009, Hendry 2017, De Meester et al. 2019). Such
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experiments will help predict where and when evolution could win the race against colonization
by pre-adapted species.
Overall, our results provide experimental support for the idea that the joint processes of
dispersal, niche evolution, and local species interactions act together in ways that determine
community assembly and ultimately affect the abundances of competing species. Accounting for
these interacting processes could alter explanations for observed patterns and predictions in
diverse fields of ecology and evolution, including biogeography, community ecology, restoration
ecology, and climate change biology (Emerson and Gillespie 2008, Fukami 2015, De Meester et
al. 2016). The evolving metacommunity concept, from which the community monopolization
hypothesis stems, offers a complementary and synergistic view of the tension between the
dominant biodiversity theories ruled by either niche-based determinism or neutral stochasticity.
Joining these views suggests that understanding arrival times and adaptation could allow us to
forecast outcomes of community assembly and contribute to a more predictive community
ecology.
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Figure 1. Three examples of community assembly over time (left) demonstrating ecological and
evolutionary priority effects. (A) Two species (sp. 1, orange circles and sp. 2, blue triangles)
arrive to an open habitat patch (grey square) at the same time. Species 2 has a competitive
advantage and therefore occupies a much larger portion of the community in time 3 (bars on
right). (B) Species 1 arrives early and gains a numerical advantage prior to the arrival of species
2, which allows species 1 to occupy half the community in time 3. The difference between A and
B is an ecological priority effect (right). (C) Species 1 arrives early and adapts to novel
conditions in the habitat patch prior to the arrival of species 2. Now, species 1 has a numerical
and an adaptive advantage, which allows it to occupy a larger portion of the community in time
3. The difference between B and C is due to an evolutionary priority effect.
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Figure 2. The experimental design used to test for ecological and evolutionary priority effects.
(A) We created 12 independent populations of H. volcanii (grey) and allowed them to adapt to
lab conditions for 288 generations. (B) We then replicated the founding populations six times
and split the replicates between two treatments: we placed 36 populations in a high-temperature
environment (red), and 36 in a low-temperature environment (blue). We also froze (snowflake)
the 12 original founding populations at this time. Populations remained at these temperatures for
1620 generations and we resurrected frozen founding populations (blue drop) 14 days prior to the
end of the adaptation period. (C) We then tested for adaptation by measuring the performance of
the founding, low-temperature, and high-temperature populations at both the low and high
temperature. (D) Last, we allowed H. mediterranei to invade differently adapted H. volcanii
populations growing at high temperature and measured proportional abundance of each species
in the mixed communities to test for competitive dominance and ecological and evolutionary
priority effects.
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Figure 3. Populations of H. volcanii exposed to high temperature for ~1620 generations perform
better than founding populations and populations from the low-temperature treatment when
grown in the low-temperature (42°C) and high-temperature (48°C) environments. Points show
the maximum optical density (a measure of performance) for each founding population (grey
dots), each population from the low-temperature treatment (blue dots), and each population from
the high-temperature treatment (red dots) when grown at 42°C and 48°C. Black crosses are the
median (horizontal line) and 95% credible interval (vertical line) for each group estimated from a
Bayesian mixed-effects model.
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Figure 4. Arrival time and evolution affect community assembly between two species of
Halobacteria - H. volcanii and H. mediterranei – when grown in a high-temperature
environment. When both species arrive to an open habitat at similar times, H. mediterranei is
competitively dominant (left bar). However, if H. volcanii arrives first and gains a numerical
advantage, the proportion of H. mediterranei in the population is reduced by a median of 45%
(middle bar). If H. volcanii arrives first and adapts to the high temperature, the proportion of H.
mediterranei is further reduced by 36% (right bar), which is the signature outcome of an
evolutionary priority effect. The blue bars show the median proportion of H. mediterranei 48
hours (~24 generations) after invading populations of H. volcanii. Error bars are 95% credible
intervals from a Bayesian generalized mixed-effects model. Points show the proportion of H.
mediterranei in each of the 32 competition experiments. Diagonal lines between points over the
right two bars join paired points based on the founding populations of H. volcanii used to start
the low and high-temperature treatments.
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