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Introduction
The aim of this work is to study the ring-theoretic properties of the diagonals
of a Rees algebra, which from a geometric point of view are the homogeneous
coordinate rings of embeddings of blow-ups of projective varieties along a
subvariety. First we are going to introduce the subject and the main problems.
After that we shall review the known results about these problems, and finally
we will give a summary of the contents and results obtained in this work.
Let A be a noetherian graded algebra generated over a field k by
homogeneous elements of degree 1, that is, A has a presentation A =
k[X1, . . . ,Xn]/K = k[x1, . . . , xn], where K is a homogeneous ideal of the
polynomial ring k[X1, . . . ,Xn] with the usual grading. Given a homogeneous
ideal I of A, let X be the projective variety obtained by blowing-up the
projective scheme Y = Proj (A) along the sheaf of ideals I = I˜, that is,
X = Proj(⊕n≥0 In). For a given c ∈ Z, let us denote by Ic the c-graded
component of I. If I is generated by forms of degree less or equal than d, then
(Ie)c corresponds to a complete linear system on X very ample for c ≥ de+1
which embeds X in a projective space X ∼= Proj (k[(Ie)c]) ⊂ PN−1k , with
N = dimk(I
e)c [CH, Lemma 1.1].
Our main purpose is to study the arithmetic properties of the k-algebras
k[(Ie)c], where c, e are positive integers and I is any homogeneous ideal of A.
This problem was first started in the work by A. Gimigliano [Gi], A. Geramita
and A. Gimigliano [GG], and A. Geramita, A. Gimigliano and B. Harbourne
[GGH] who treated similar problems for the rational projective surfaces which
arise as embeddings of blow-ups of a projective plane at a set of distinct points.
Let k be an algebraically closed field and s =
(d+1
2
)
, d ≥ 2. In [Gi] the
particular case of the blow-up of P2k at a set of s different points P1, . . . , Ps
which do not lie on a curve of degree d− 1 and such that there is no subset of
iii
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d points on a line (if d ≥ 3) is studied in detail. In this case, the defining ideal
I of the set of points is generated by forms of degree d and the rational maps
defined by the linear systems Ic give embeddings of the blow-up for c ≥ d. In
the case c = d the surface obtained is called White Surface, and for c = d+ 1
Room Surface. It is then shown that White surfaces are contained in Pdk as
surfaces of degree
(d
2
)
with defining ideal generated by the maximal minors of
a 3 × d matrix of linear forms. In particular, k[Id] is Cohen-Macaulay and it
has a resolution given by the Eagon-Northcott complex [Gi, Proposition 1.1].
On the other hand, Room Surfaces are arithmetically Cohen-Macaulay [GG,
Theorem B] with defining ideal generated by quadrics [GG, Theorem 1.2].
This detailed study of White and Room Surfaces is the first step to consider
the following more general case. Let P1, . . . , Ps be s distinct points in P2k, with
k an algebraically closed field, let I be its defining ideal and d = reg (I) the
regularity of I. Assume that the points do not lie on a curve of degree d− 1
and that there is no subset of d points on a line. Then the linear systems Ic
give embeddings of the blowing-up of P2k at this set of points for c ≥ d. The
resultant surfaces are arithmetically Cohen-Macaulay [GG, Theorem B] and
its defining ideal is defined by quadrics if c ≥ d+ 1 [GG, Theorem 2.1].
Even more generally, A. Geramita, A. Gimigliano and Y. Pitteloud [GGP]
consider the blow-up of Pnk along an ideal of fat points, with k an algebraically
closed field of characteristic zero. Given a set of points P1, . . . , Ps ∈ Pnk , let
P1, . . . ,Ps ⊂ k[X0, . . . ,Xn] be their defining ideals, and let us take ideals of
the type I = Pm11 ∩ . . . ∩ Pmss , with m1, . . . ,ms ∈ Z≥1. Then one may study
the projective varieties obtained by embeddings of the blow-up of Pnk along
I via the linear systems corresponding to the graded pieces of I, whenever
these linear systems are very ample. Let d = reg (I), and let us assume that
there are not d points on a line. Then the linear systems Ic are very ample for
c ≥ d, and the varieties obtained via these embeddings are projectively normal
[GGP, Proposition 2.2] and arithmetically Cohen-Macaulay [GGP, Theorem
2.4].
A new point of view to treat these questions was introduced by A. Simis,
N.V. Trung and G. Valla in [STV], and later followed by A. Conca, J. Herzog,
N.V. Trung and G. Valla in [CHTV], to study the more general problem of
the blow-up of a projective space along an arbitrary subvariety. If I is a
homogeneous ideal of A, let us consider the Rees algebra RA(I) =
⊕
n≥0 I
n ∼=
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A[It] ⊂ A[t] of I with the natural bigrading given by
RA(I)(i,j) = (I
j)i.
The crucial point now is that all the algebras k[(Ie)c] are subalgebras of the
Rees algebra in a natural way. To describe this relationship we need to intro-
duce the diagonal functor.
Given positive integers c, e, the (c, e)-diagonal of Z2 is the set
∆ := {(cs, es) | s ∈ Z}.
For any bigraded algebra S =
⊕
(i,j)∈Z2 S(i,j), the diagonal subalgebra of S
along ∆ is the graded algebra
S∆ :=
⊕
s∈Z
S(cs,es).
Similarly we may define the diagonal of a bigraded S-module L along ∆ as
the graded S∆-module
L∆ :=
⊕
s∈Z
L(cs,es).
So we have an exact functor
( )∆ :M
2(S)→M1(S∆),
where M2(S), M1(S∆) denote the categories of bigraded S-modules and
graded S∆-modules respectively.
Now we may give a description of the rings k[(Ie)c] as diagonals of the
Rees algebra in the following way: By taking ∆ to be the (c, e)-diagonal of Z2
with c ≥ de+ 1, we have
RA(I)∆ =
⊕
s≥0
(Ies)cs = k[(I
e)c].
This observation allows an algebraic approach to study the rings k[(Ie)c] via
the diagonals of RA(I). This is the starting point in [STV] to study the case
of homogeneous ideals of the polynomial ring generated by forms of the same
degree, and later in [CHTV] to study arbitrary homogeneous ideals of the
polynomial ring. By paraphrasing [STV]: One is to believe that the algebraic
approach via the diagonals of the Rees algebra may throw further light not
only on the study of embedded rational surfaces obtained by blowing-up a
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set of points in P2k but also of the embedded rational n-folds obtained, more
generally, by blowing-up Pnk along some special smooth subvariety. On the
other hand, the diagonals of any standard bigraded algebra defined over a
local ring have also been studied by E. Hyry [Hy] by using both an algebraic
approach and a geometric approach. Finally, S.D. Cutkosky and J. Herzog
[CH] have studied the diagonals of the Rees algebra of a homogeneous ideal
in a general graded k-algebra.
Next we are going to expose the main results of those works.
The main contribution of A. Simis et al. [STV] to the problems consid-
ered by A. Geramita et al. is the algebraic approach via the diagonal of a
bigraded algebra, a notion which generalizes the Segre product of graded al-
gebras. Given algebraic varieties V ⊂ Pn−1k , W ⊂ Pr−1k with homogeneous
coordinate rings R1, R2, the image of V ×W ⊂ Pn−1k × Pr−1k under the Segre
embedding
Pn−1k × Pr−1k →֒ Pnr−1k
is a variety with homogeneous coordinate ring the Segre product of R1 and
R2:
R1⊗kR2 =
⊕
u∈N
(R1)u ⊗k (R2)u.
Given a standard bigraded k-algebra R =
⊕
(u,v)∈N2 R(u,v), its diagonal R∆ is
defined as R∆ =
⊕
u∈NR(u,u) (that is, the (1, 1)-diagonal). By considering the
tensor product R = R1 ⊗k R2 bigraded by means of R(u,v) = (R1)u ⊗k (R2)v ,
we have that R∆ = R1⊗kR2. Classically R is taken to be the bihomogeneous
coordinate ring of a projective subvariety of Pn−1k × Pr−1k , and R∆ is then the
homogeneous coordinate ring of its image via the Segre embedding.
In the first section of [STV], a relation between the presentations, the di-
mensions and the multiplicities of a standard bigraded k-algebra R and its
diagonal R∆ is obtained. The key for proving these results is the existence of
the Hilbert polynomial of a standard bigraded k-algebra and the character-
ization of its degree, due to D. Katz et al. [KMV] and M. Herrmann et al.
[HHRT] among others. Similarly to the graded case, one may define in this
case the irrelevant ideal, the irrelevant primes and the biprojective scheme
associated to a standard bigraded k-algebra.
After that, it is studied the behaviour of the normality and the Cohen-
Macaulay property by taking diagonals. Since there is a Reynolds operator
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from R to R∆, one immediately gets that the normality of R will be inherited
by its diagonal R∆. With respect to the Cohen-Macaulayness, the strategy
is to reduce the problem to a special situation where the diagonal subalgebra
becomes a Segre product, case in which it is known a criterion for the Cohen-
Macaulayness.
These results are then applied to the study of the Rees algebra RA(I) of
a homogeneous ideal I ⊂ A = k[X1, . . . ,Xn] generated by forms of the same
degree d (equigenerated ideals). In this situation, the Rees algebra can be
bigraded so that becomes standard by means of
RA(I)(i,j) = (I
j)i+dj ,
and then RA(I)∆ = k[Id+1]. Mainly, two classes of ideals are then considered
in detail: For complete intersection ideals generated by a regular sequence
of r forms of degree d it is shown that k[Id+1] is a Cohen-Macaulay ring if
(r − 1)d < n, while k[Id+1] is not a Cohen-Macaulay ring if (r − 1)d > n
[STV, Theorem 3.7]; for straightening closed ideals under some restrictions it
is shown that k[Id+1] is a Cohen-Macaulay ring [STV, Theorem 3.13]. This
second class of ideals includes for instance the determinantal ideals generated
by the maximal minors of a generic matrix.
As a natural sequel of the work above, A. Conca et al. study in [CHTV]
the diagonals R∆ of a bigraded k-algebra R for ∆ = (c, e), with c, e positive
integers. The main problem considered there is to find suitable conditions on R
such that certain algebraic properties of R are inherited by some diagonal R∆,
mostly with respect to the Cohen-Macaulay property and the Koszul property.
Their goal is to apply the results to the case of a standard bigraded k-algebra
or the Rees algebra of any homogeneous ideal I of A = k[X1, . . . ,Xn]. In
the first case, R has a presentation as a quotient of a polynomial ring S =
k[X1, . . . ,Xn, Y1, . . . , Yr] endowed with the grading given by deg(Xi) = (1, 0),
deg(Yj) = (0, 1). As for the Rees algebra, if I is generated by forms f1, . . . , fr
of degrees d1, . . . , dr respectively, we have a natural bigraded epimorphism
S = k[X1, . . . ,Xn, Y1, . . . , Yr] −→ R = RA(I)
Xi 7→ Xi
Yj 7→ fjt
where deg(Xi) = (1, 0), deg(Yj) = (dj , 1). Therefore, by working in the cat-
egory of bigraded S-modules for S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polyno-
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mial ring with deg(Xi) = (1, 0), deg(Yj) = (dj , 1), d1, . . . , dr ≥ 0, one may
study both cases at the same time. Let us denote by M and m = M∆
the homogeneous maximal ideals of S and S∆ respectively. Denoting by
d = max{d1, . . . , dr}, we will consider diagonals ∆ = (c, e) with c ≥ de+ 1.
Since the arithmetic properties of a module can be often characterized
in terms of its local cohomology modules, it is of interest to study the local
cohomology of the diagonals L∆ of any finitely generated bigraded S-module
L. This is done from the bigraded minimal free resolution of L over S: Let
0→ Dl → . . .→ D0 → L→ 0
with Dp =
⊕
(a,b)∈Ωp S(a, b) be the bigraded minimal free resolution of L over
S. By taking diagonals one gets a graded resolution of L∆
0→ (Dl)∆ → . . .→ (D0)∆ → L∆ → 0,
with (Dp)∆ =
⊕
(a,b)∈Ωp S(a, b)∆. The first step is then the computation of
the local cohomology modules of the S∆-modules S(a, b)∆, which is done in
the frame of a more general study about the local cohomology of the Segre
product of two bigraded k-algebras. In particular, it is obtained a criterion
for the Cohen-Macaulay property of S(a, b)∆ by means of a, b and ∆. We say
that the resolution of L is good if every module (Dp)∆ is Cohen-Macaulay for
large diagonals ∆. Then it is stated the following theorem:
Theorem [CHTV, Theorem 3.6, Lemma 3.8] Assume n ≥ r. For any finitely
generated bigraded S-module L, there exists a canonical morphism
ϕqL : H
q
m(L∆)→ Hq+1M (L)∆, ∀q ≥ 0
such that
(i) ϕqL is an isomorphism for q > n.
(ii) ϕqL is a quasi-isomorphism for q ≥ 0.
(iii) If L has a good resolution, ϕqL is an isomorphism for large diagonals.
As a corollary one gets necessary and sufficient conditions for the existence
of Cohen-Macaulay or Buchsbaum diagonals L∆ of L in terms of the graded
pieces of the local cohomology modules of L.
INTRODUCTION ix
Given a standard bigraded k-algebra R, one may define the graded k-
subalgebras R1 =⊕i∈NR(i,0), R2 =⊕j∈NR(0,j). The following result gives a
criterion for the Cohen-Macaulay property of the diagonals of R by means of
R1 and R2. Namely,
Theorem [CHTV, Theorem 3.11] Let R be a standard bigraded Cohen-
Macaulay k-algebra. If the shifts in the resolutions of R1 and R2 are greater
than −n and −r respectively, then R∆ is Cohen-Macaulay for large ∆ .
In particular, they get the following corollary:
Corollary [CHTV, Corollary 3.12] Let R be a standard bigraded Cohen-
Macaulay k-algebra. If R1, R2 are Cohen-Macaulay with a(R1), a(R2) < 0,
then R∆ is Cohen-Macaulay for large ∆ .
This result applied to Rees algebras of equigenerated ideals gives a criterion
for the Cohen-Macaulay property of their diagonals.
Furthermore, the study done in [STV] for the (1, 1)-diagonal of the Rees
algebra of an equigenerated complete intersection ideal is completed and ex-
tended to any complete intersection ideal and any diagonal, by determining
exactly which are the Cohen-Macaulay diagonals. This is the only case where
non equigenerated ideals are considered.
Theorem [CHTV, Theorem 4.6] Let I ⊂ A = k[X1, . . . ,Xn] be a homoge-
neous complete intersection ideal minimally generated by r forms of degrees
d1, . . . , dr. Set u =
∑r
j=1 dj . For c ≥ de + 1, k[(Ie)c] is a Cohen-Macaulay
ring if and only if c > d(e− 1) + u− n.
About the Cohen-Macaulay property of the diagonals of a Rees algebra is
conjectured the following fact:
Conjecture Let I ⊂ A = k[X1, . . . ,Xn] be a homogeneous ideal. If RA(I) is
a Cohen-Macaulay ring, then there exists a diagonal ∆ such that RA(I)∆ is a
Cohen-Macaulay ring.
With respect to the Gorenstein property, there is just one statement re-
ferred to the diagonals of the Rees algebra of a homogeneous ideal generated
by a regular sequence of length 2.
Proposition [CHTV, Corollary 4.7] Let I ⊂ A = k[X1, . . . ,Xn] be a homoge-
neous complete intersection ideal minimally generated by two forms of degree
d1 ≤ d2. If n ≥ d2 + 1, k[In] is a Gorenstein ring with a-invariant −1.
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Finally, it is shown that large diagonals of the Rees algebra are always
Koszul:
Theorem [CHTV, Corollary 6.9] Let I ⊂ A = k[X1, . . . ,Xn] be a homoge-
neous ideal generated by forms of degree ≤ d. Then there exist integers a, b
such that k[(Ie)c+de] is Koszul for all c ≥ a and e ≥ b.
Under a slightly different setting, E. Hyry [Hy] is concerned with comparing
the Cohen-Macaulay property of the biRees algebra RA(I, J) with the Cohen-
Macaulay property of the Rees algebra RA(IJ), where I, J ⊂ A are ideals of
positive height in a local ring. To this end, he studies the ∆ = (1, 1)-diagonal
of any standard bigraded ring R defined over a local ring. The main result
[Hy, Theorem 2.5] gives necessary and sufficient conditions for the Cohen-
Macaulayness of a standard bigraded ring R with negative a-invariants by
means of the local cohomology of the modules R(p, 0)∆ and R(0, p)∆ (p ∈
N). In particular, it provides sufficient conditions on R so that the Cohen-
Macaulay property is carried from R to R∆:
Theorem Let R be a standard bigraded ring defined over a local ring. Suppose
that dimR1,dimR2 < dimR and a1(R), a2(R) < 0. If R is Cohen-Macaulay,
then so is R∆ for ∆ = (1, 1).
Now let A be a noetherian graded k-algebra generated in degree 1 and
let I ⊂ A be a homogeneous ideal. The general problem of studying the
embeddings of the blow-up X = Proj(⊕n≥0 In) of the projective scheme
Y = Proj (A) along the sheaf of ideals I = I˜ given by the graded pieces of I
is treated by S.D. Cutkosky and J. Herzog [CH]. They are mainly concerned
with the existence of an integer f such that k[(Ie)c] is Cohen-Macaulay for all
e > 0 and c ≥ ef . The first example considered is the blow-up of a smooth
projective variety Y along a regular ideal in a field of characteristic zero, where
the Kodaira Vanishing Theorem can be used to prove:
Theorem [CH, Theorem 1.6] Suppose that k has characteristic zero, A is
Cohen-Macaulay, Y is smooth, I is equidimensional and Proj (A/I) is smooth.
Then there exists a positive integer f such that k[(Ie)c] is Cohen-Macaulay
for all e > 0 and c ≥ ef .
Let π : X → Y be the blow-up morphism, E = Proj(⊕n≥0 In/In+1), and
wE its dualizing sheaf. The main result they obtain is the following general
criterion:
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Theorem [CH, Theorem 4.1] Suppose that I ⊂ A is a homogeneous ideal such
that I 6⊂ p, ∀p ∈ Ass (A), A is Cohen-Macaulay and X is a Cohen-Macaulay
scheme. Suppose that π∗OE(m) = Im/Im+1 for m ≥ 0, Riπ∗OE(m)=0 for
i > 0 and m ≥ 0, Riπ∗wE(m)=0 for i > 0 and m ≥ 2. Then there exists a
positive integer f such that k[(Ie)c] is Cohen-Macaulay for e > 0 and c ≥ ef .
This result is applied there to the following classes of ideals:
Corollary [CH, Corollary 4.2] Let I ⊂ A be a homogeneous ideal such that
I 6⊂ p, ∀p ∈ Ass (A), A is Cohen-Macaulay and Ip is a complete intersection
ideal for any p ∈ Proj (A). Then there exists a positive integer f such that
k[(Ie)c] is Cohen-Macaulay for e > 0, c ≥ ef .
Corollary [CH, Corollary 4.4] Let I ⊂ A be a homogeneous ideal such that I 6⊂
p, ∀p ∈ Ass (A), A is Cohen-Macaulay and I(p) is strongly Cohen-Macaulay
with µ(I(p)) ≤ ht (p) for any prime ideal p ∈ Proj (A) containing I. Then
there exists a positive integer f such that k[(Ie)c] is Cohen-Macaulay for
e > 0, c ≥ ef .
As a somehow unexpected by-product, the methods used to study the
diagonals of a Rees algebra also allow to study the regularity of the powers of
an ideal and their asymptotic properties. These problems have been previously
handled by using other techniques. Let A = k[X1, . . . ,Xn] be a polynomial
ring with the usual grading and let I ⊂ A be a homogeneous ideal. I. Swanson
[Swa] has shown that there exists an integer B such that reg (Ie) ≤ Be, ∀e. The
problem is to make B explicit. In some particular cases, such B was already
known. A. Geramita, A. Gimigliano and Y. Pitteloud [GGP] and K. Chandler
[Cha] had proved that for ideals with dim(A/I) = 1, reg (Ie) ≤ reg (I) e. On
the other hand, R. Sjo¨gren [Sjo] had given another kind of bound: If I is an
ideal generated by forms of degree ≤ d with dim(A/I) ≤ 1, reg (Ie) < (n−1)de.
Also A. Bertram, L. Ein and R. Lazarsfeld [BEL] have given a bound for the
regularity of the powers of an ideal in terms of the degrees of its generators:
If I is the ideal of a smooth complex subvariety X of Pn−1
C
of codimension c
generated by forms of degrees d1 ≥ d2 ≥ . . . ≥ dr , then
H i(Pn−1
C
,Ie(k)) = 0, ∀i ≥ 1, ∀k ≥ ed1 + d2 + . . .+ dc − (n− 1).
Let (A,m, k) be a local ring and let I ⊂ A be an ideal. Concerning the
asymptotic properties of the powers of I, a classical well known result of
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M. Brodmann [Bro] says that depthA/Ij takes a constant asymptotic value
C for j >> 0, and moreover C ≤ dimA − l(I). This value C was deter-
mined by D. Eisenbud and C. Huneke [EH] for ideals under some restrictions:
If I is an ideal of height greater than zero and GA(I) is Cohen-Macaulay,
then inf{depthA/Ij} = dimA − l(I), and if depthA/Is = inf{depthA/Ij},
then depthA/Is+1 = depthA/Is. Finally, V. Kodiyalam [Ko1] has shown
that for any fixed nonnegative integer p and all sufficiently large j, the
p-th Betti number βAp (I
j) = dimk Tor
A
p (I
j , k) and the p-th Bass number
µpA(I
j) = dimk Ext
p
A(k, I
j) are polynomials in j of degree ≤ l(I)− 1.
Now we are going to set and motivate the concrete problems and questions
considered in this dissertation.
The restriction to Rees algebras of equigenerated ideals done by A. Simis et
al. [STV] is due to the fact that in this case the Rees algebra can be endowed
with a bigrading so that it becomes standard. For standard bigraded algebras
one may define its biprojective scheme (see [STV], [Hy]) and there are also
known results about its Hilbert polynomial (see [HHRT], [KMV]). If I is an
ideal generated by forms f1, . . . , fr of degrees d1, . . . , dr respectively, the Rees
algebra of I has a presentation as a quotient of S = k[X1, . . . ,Xn, Y1, . . . , Yr]
bigraded by setting deg(Xi) = (1, 0), deg(Yj) = (dj , 1) which is non standard.
Our first problem will be to extend the definitions and known results on bi-
graded modules over standard bigraded algebras to the category of bigraded
S-modules.
Several arithmetic properties of a ring such as the Cohen-Macaulayness and
the Gorenstein property can be characterized by means of its local cohomology
modules. This is the reason why it is interesting and useful to study when
the local cohomology modules and the diagonal functor commute, case in
which we may conclude that certain arithmetic properties of the Rees algebra
are inherited by its diagonals. The shifts (a, b) which arise in the bigraded
minimal free resolution of the Rees algebra RA(I) over the polynomial ring S
play an essential role in this problem as it was seen in [CHTV]. We will study
and bound these shifts by relating them to the local cohomology of the Rees
algebra. After that, we will focus on the obstructions for the local cohomology
modules and the diagonal functor to commute.
Once we have done all those preliminaries, our main purpose will be to
study the Cohen-Macaulayness of the rings k[(Ie)c]. We will consider different
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questions such as the existence and the determination of the diagonals (c, e)
for which k[(Ie)c] is Cohen-Macaulay, problems treated in [STV], [CHTV] and
[CH]. Similarly, our next goal will be to study the Gorenstein property of
the k-algebras k[(Ie)c]. This has been only done in a very particular case in
[CHTV].
Some of the criteria we will obtain for the Cohen-Macaulayness of the k-
algebras k[(Ie)c] are in terms of the local cohomology modules of the powers
of the ideal I. This will lead us to study the a-invariants of the powers of a
homogeneous ideal. We will then show how the bigrading defined in the Rees
algebra can be used to study the a-invariants and the asymptotic properties
of the powers of an ideal.
Summarizing, the main problems we have considered in this work are:
(1) To extend the definitions and results about the biprojective scheme
and the Hilbert polynomial of finitely generated bigraded modules de-
fined over standard bigraded k-algebras to finitely generated bigraded S-
modules, for S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polynomial ring bigraded
by deg(Xi) = (1, 0), deg(Yj) = (dj , 1), d1, . . . , dr ≥ 0.
(2) To relate the shifts in the bigraded minimal free resolution of any finitely
generated bigraded S-module to its a-invariants.
(3) To study the local cohomology modules of the diagonals of any finitely
generated bigraded S-module.
(4) To study the Cohen-Macaulay property of the rings k[(Ie)c].
(5) To study the Gorenstein property of the rings k[(Ie)c].
(6) To study the a-invariants of the powers of a homogeneous ideal.
(7) To study the asymptotic properties of the powers of a homogeneous ideal.
Now we are ready to describe the results obtained in this work.
In Chapter 1 we introduce the notations and definitions we will need
throughout this work. We begin the chapter by defining the category of multi-
graded modules over a multigraded ring, and by recalling some well-known
results about multigraded local cohomology and the canonical module mainly
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following M. Herrmann, E. Hyry and J. Ribbe [HHR] and S. Goto and K.
Watanabe [GW1]. Then we define the multigraded a-invariants of a module
and we study the relationship between these a-invariants and the shifts of its
multigraded minimal free resolution. We will obtain a formula which extends
[BH1, Example 3.6.15], where it was proved for Cohen-Macaulay modules in
the graded case. This result will be a very useful device used all along this
work. To precise it, let S be a d-dimensional Nr-graded Cohen-Macaulay
k-algebra with homogeneous maximal ideal M and let M be a finitely gener-
ated r-graded S-module of dimension m and depth ρ. For each i = 0, . . . ,m,
we may associate to the i-th local cohomology module of M its multigraded
ai-invariant ai(M) = (a
1
i (M), . . . , a
r
i (M)), where
aji (M) = max {n | ∃n = (n1, . . . , nr) ∈ Zr s.t. HiM(M)n 6= 0, nj = n}
if HiM(M) 6= 0 and aji (M) = −∞ otherwise. Notice that am(M) co-
incides with the usual a-invariant, and so we will denote by a(M) =
(a1(M), . . . , ar(M)) = am(M). Finally, the multigraded a∗-invariant of M
is a∗(M) = (a
1
∗(M), . . . , a
r
∗(M)), where a
j
∗(M) = maxi=0,...,m{aji (M)}.
On the other hand, we may consider the r-graded minimal free resolution
of M over S. Suppose that this resolution is finite:
0→ Dl → . . .→ D1 → D0 →M → 0,
with Dp =
⊕
q S(a
1
pq, ..., a
r
pq). For every p ∈ {0, . . . , l}, j ∈ {1, . . . , r}, let us
denote by
tjp(M) = maxq{−ajpq},
tj∗(M) = maxp,q{−ajpq} = maxp tjp(M),
t∗(M) = (t
1
∗(M), . . . , t
r
∗(M)).
Moreover, given a permutation σ of the set {1, ..., r}, let us con-
sider ≤σ the order in Zr defined by: (u1, ..., ur) ≤σ (v1, ..., vr) iff
(uσ(1), ..., uσ(r)) ≤lex (vσ(1), ..., vσ(r)), where ≤lex is the lexicographic order.
Set Mσp = max≤σ{ (−a1pq, ...,−arpq)}. Then we can relate the shifts and the
a-invariants of M in the following way:
Theorem 1 [Theorem 1.3.4] For every j = 1, . . . , r,
(i) ajd−p(M) ≤ tjp(M) + aj(S), for p = d−m, . . . , d− ρ.
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(ii) Assume that for some p there exists σ s.t. σ(1) = j and Mσp >σ M
σ
p+1.
Then ajd−p(M) = t
j
p(M) + a
j(S).
(iii) aj∗(M) = t
j
∗(M) + a
j(S). That is, a∗(M) = t∗(M) + a(S).
After that, we extend the definition and some of the results about the
multiprojective scheme associated to a standard r-graded ring given by E. Hyry
[Hy] and M. Herrmann et al. [HHRT] to rings endowed with a more general
grading, which will also include the Rees algebra of a homogeneous ideal. Let
S be a noetherian Nr-graded ring generated over S0 by homogeneous elements
x11, . . . , x1k1 , . . . , xr1, . . . , xrkr in degrees deg (xij) = (d
1
ij , . . . , d
i−1
ij , 1, 0, . . . , 0),
with dlij ≥ 0. For every j = 1, . . . , r, let Ij be the ideal of S generated
by the homogeneous components of S of degree n = (n1, . . . , nr) such that
nj > 0, nj+1 = . . . = nr = 0. The irrelevant ideal of S is S+ = I1 · · · Ir. We
may associate to S the r-projective scheme Proj r(S) which as a set contains
all the homogeneous prime ideals P ⊂ S such that S+ 6⊂ P . The relevant
dimension of S is
rel.dimS =
{
r − 1 if Proj r(S) = ∅
max {dimS/P | P ∈ Proj r(S)} if Proj r(S) 6= ∅ .
It can be proved that dimProj r(S) = rel.dimS − r by arguing as in [Hy,
Lemma 1.2] where the standard r-graded case was considered. This result
jointly with the isomorphism of schemes Proj r(S) ∼= Proj (S∆) that we have
for certain diagonals allows to compute the dimension of S∆ whenever S0
is artinian, by extending [STV, Proposition 2.3] where this dimension was
determined for the (1, 1)-diagonal of a standard bigraded k-algebra by different
methods.
Finally, we extend to the category of r-graded modules defined over the r-
graded k-algebras introduced before the basic results concerning Hilbert func-
tions and Hilbert polynomials. Some of them have been established in the
standard r-graded case in [HHRT] and [KMV].
In Chapter 2 we are concerned with the diagonal functor in the
category of bigraded S-modules, where S is the polynomial ring S =
k[X1, . . . ,Xn, Y1, . . . , Yr] bigraded by setting degXi = (1, 0), deg Yj = (dj , 1),
d1, . . . , dr ≥ 0. In the first section, we compare the local cohomology modules
of a finitely generated bigraded S-module L with the local cohomology mod-
ules of its diagonals. In particular, we will prove the main results in [CHTV] by
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a different and somewhat easier approach. In addition, this approach will pro-
vide more detailed information about several problems related to the behaviour
of the local cohomology when taking diagonals. Set d = max{d1, . . . , dr}, and
let ∆ = (c, e) be a diagonal with c ≥ de + 1. Let us consider the following
subalgebras of S: S1 = k[X1, . . . ,Xn], S2 = k[Y1, . . . , Yr], with homogeneous
maximal ideals m1 = (X1, ...,Xn) and m2 = (Y1, . . . , Yr). Let M1, M2 be the
ideals of S generated by m1, m2 respectively, and let M be the homogeneous
maximal ideal of S. Then:
Proposition 2 [Proposition 2.1.3] Let L be a finitely generated bigraded S-
module. There exists a natural exact sequence
...→ HqM(L)∆ → HqM1(L)∆ ⊕H
q
M2
(L)∆ → HqM∆(L∆)
ϕq
L−→ Hq+1M (L)∆ → ...
In the rest of the section, we study the obstructions for ϕqL to be an isomor-
phism. Firstly, we relate this question to the vanishing of the local cohomology
with respect toM1 andM2 of the modules S(a, b) which arise in the bigraded
minimal free resolution of L over S. This allows us as said to recover the main
results in [CHTV]. After that, we study the vanishing of the local cohomology
modules of L with respect to M1 and M2 by themselves.
In Section 2.2 we will focus on standard bigraded k-algebras. Given
a standard bigraded k-algebra R, let us consider the graded subalgebras
R1 = ⊕i∈NR(i,0), R2 = ⊕j∈NR(0,j). By using Theorem 1, we obtain a char-
acterization for R to have a good resolution in terms of the a∗-invariants of
R1 and R2 which, in particular, provides a criterion for the Cohen-Macaulay
property of its diagonals. We also find necessary and sufficient conditions
on the local cohomology of R1 and R2 for the existence of Cohen-Macaulay
diagonals of a Cohen-Macaulay standard bigraded k-algebra R. This result
extends [CHTV, Corollary 3.12].
Proposition 3 [Proposition 2.2.7] Let R be a standard bigraded Cohen-
Macaulay k-algebra of relevant dimension δ. There exists ∆ such that R∆ is
Cohen-Macaulay if and only if Hq
m1
(R1)0 = Hqm2(R2)0 = 0 for any q < δ − 1.
Now let us consider a standard bigraded ring R defined over a local ring
with a1(R), a2(R) < 0. In [Hy, Theorem 2.5] it is shown that if R is Cohen-
Macaulay then the ∆ = (1, 1)-diagonal of R has also this property. This result
can be extended to any diagonal of a standard bigraded k-algebra:
INTRODUCTION xvii
Proposition 4 [Proposition 2.2.6] Let R be a standard bigraded Cohen-
Macaulay k-algebra with a1(R), a2(R) < 0. Then R∆ is Cohen-Macaulay for
any diagonal ∆.
At the end of the chapter, we apply the results about bigraded k-algebras
to the Rees algebra of a homogeneous ideal. Let A be a noetherian graded
k-algebra generated in degree 1 of dimension n and let m be the homogeneous
maximal ideal of A. Given a homogeneous ideal I of A, the Rees algebra
R = RA(I) of I is bigraded by RA(I)(i,j) = (I
j)i. If I is generated in degree
≤ d, for any diagonal ∆ = (c, e) with c ≥ de+ 1 we have:
RA(I)∆ = k[(I
e)c].
The diagonals k[(Ie)c] are graded k-algebras of dimension n if no associated
prime of A contains I. In the sequel we will always assume such hypothesis.
We can relate the local cohomology modules of the k-algebras k[(Ie)c] and
those of the powers of I. Denoting by m the homogeneous maximal ideal of
k[(Ie)c], we have:
Proposition 5 [Corollary 2.3.5] For any c ≥ de + 1, e > a2∗(R), s > 0, we
have isomorphisms
Hqm(k[(I
e)c])s ∼= Hqm(Ies)cs,∀q ≥ 0.
In the particular case where A = k[X1, . . . ,Xn], A. Conca et al. [CHTV]
conjectured that if the Rees algebra of a homogeneous ideal I of A is Cohen-
Macaulay, then there exists a Cohen-Macaulay diagonal. The results proved
for standard bigraded k-algebras provide an affirmative answer for equigener-
ated homogeneous ideals. In fact, we can give a full answer to this conjecture.
Theorem 6 [Theorem 2.3.12] Let I be a homogeneous ideal of the polynomial
ring A = k[X1, . . . ,Xn]. If RA(I) is a Cohen-Macaulay ring, then RA(I) has
a good resolution. In particular, k[(Ie)c] is Cohen-Macaulay for c≫ e≫ 0.
Furthermore, we obtain sufficient and necessary conditions on the ring A
for the existence of Cohen-Macaulay diagonals of a Rees algebra RA(I) with
this property. Namely,
Theorem 7 [Theorem 2.3.13] If RA(I) is Cohen-Macaulay, then the following
are equivalent:
INTRODUCTION xviii
(i) There exist c, e such that k[(Ie)c] is Cohen-Macaulay.
(ii) H im(A)0 = 0 for i < n.
In Chapter 3 we study in detail the Cohen-Macaulay property of the
rings k[(Ie)c]. We consider the problem of the existence of Cohen-Macaulay
diagonals of the Rees algebra. Once studied this problem, we will try to
determine the diagonals with this property. The following isomorphisms will
play an important role:
Proposition 8 [Proposition 3.1.2] Let X be the blow-up of Proj (A) along
I = I˜, where I is a homogeneous ideal of A generated by forms of degree ≤ d.
For any c ≥ de+ 1, there are isomorphisms of schemes
X ∼= Proj 2(RA(I)) ∼= Proj (k[(Ie)c]).
First of all, these isomorphisms will be used to give a criterion for the
existence of diagonals k[(Ie)c] which are generalized Cohen-Macaulay modules,
thereby solving a conjecture of [CHTV].
Proposition 9 [Proposition 3.2.6] The following are equivalent:
(i) H iM(RA(I))(p,q)=0 for i < n+ 1, p≪ q ≪ 0.
(ii) k[(Ie)c] is a generalized Cohen-Macaulay module for c≫ e≫ 0.
(iii) There exist c, e such that k[(Ie)c] is generalized Cohen-Macaulay.
(iv) k[(Ie)c] is a Buchsbaum ring for c≫ e≫ 0.
(v) There exist c, e such that k[(Ie)c] is a Buchsbaum ring.
(vi) There exist q0, t such that H
i
M(RA(I))(p,q) = 0 for i < n+1, q < q0 and
p < dq + t.
After that, we use Proposition 8 to give necessary and sufficient conditions
for a Rees algebra to have Cohen-Macaulay diagonals. Namely,
Theorem 10 [Theorem 3.2.3, Corollary 3.2.5] The following are equivalent:
(i) There exist c, e such that k[(Ie)c] is a Cohen-Macaulay ring.
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(ii) (1) There exist q0, t ∈ Z such that H iM(RA(I))(p,q) = 0 for all i < n+1,
q < q0 and p < dq + t.
(2) H iRA(I)+(RA(I))(0,0) = 0 for all i < n.
(iii) (1) X is an equidimensional Cohen-Macaulay scheme.
(2) Γ (X,OX) = k, H i(X,OX) = 0 for 0 < i < n− 1.
In this case, k[(Ie)c] is a Cohen-Macaulay ring for c≫ e≫ 0.
By using this theorem, we can exhibit some general situations in which
we can ensure the existence of Cohen-Macaulay coordinate rings for X. For
instance,
Proposition 11 [Proposition 3.3.3] Let X be the blow-up of Pn−1k along a
closed subscheme, where k has chark = 0. Assume that X is smooth or with
rational singularities. Then X is arithmetically Cohen-Macaulay.
Our next goal in the chapter will be to determine the Cohen-Macaulay
diagonals once we know its existence. This is a difficult problem which has
been completely solved only for complete intersection ideals in the polynomial
ring [CHTV, Theorem 4.6]. For equigenerated ideals, we can give a criterion
for the Cohen-Macaulayness of a diagonal in terms of the local cohomology
modules of the powers of the ideal by just assuming that the Rees algebra is
Cohen-Macaulay. Namely,
Proposition 12 [Proposition 3.4.1] Let I ⊂ A be an ideal generated by forms
of degree d whose Rees algebra is Cohen-Macaulay. For any c ≥ de+1, k[(Ie)c]
is Cohen-Macaulay if and only if
(i) H i
m
(A)0 = 0 for i < n.
(ii) H im(I
es)cs = 0 for i < n, s > 0.
For arbitrary homogeneous ideals, we can also prove a criterion for the
Cohen-Macaulayness of a diagonal by means of the local cohomology of the
powers of the ideal and the local cohomology of the graded pieces of the
canonical module of the Rees algebra. Let us denote by K = KRA(I) =⊕
(i,j)K(i,j) the canonical module of the Rees algebra, and for each e ∈ Z, let
us consider the graded A-module Ke =
⊕
iK(i,e). Then we have:
Theorem 13 [Theorem 3.4.3] Let I be a homogeneous ideal of A generated by
forms of degree ≤ d whose Rees algebra is Cohen-Macaulay. For any c ≥ de+1,
k[(Ie)c] is Cohen-Macaulay if and only if
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(i) H i
m
(A)0 = 0 for i < n.
(ii) H im(I
es)cs = 0 for i < n, s > 0.
(iii) Hn−i+1
m
(Kes)cs = 0 for 1 ≤ i < n, s > 0.
If the form ring is quasi-Gorenstein we can express the criterion above only
in terms of the local cohomology of the powers of the ideal.
Theorem 14 [Corollary 3.4.4] Let I be a homogeneous ideal of A generated by
forms of degree ≤ d. Assume that RA(I) is Cohen-Macaulay, GA(I) is quasi-
Gorenstein. Set a = −a2(GA(I)), b = −a(A). For any c ≥ de + 1, k[(Ie)c] is
Cohen-Macaulay if and only if
(i) H im(A)0 = 0 for i < n.
(ii) H i
m
(Ies)cs = 0 for i < n, s > 0.
(iii) H im(I
es−a+1)cs−b = 0 for 1 < i ≤ n, s > 0.
We can use Theorem 14 to determine exactly the Cohen-Macaulay diago-
nals of the Rees algebra of a complete intersection ideal in any Cohen-Macaulay
ring. In particular, we get a new proof of [CHTV, Theorem 4.6] where the
case A = k[X1, . . . ,Xn] was studied.
These criteria will be also applied in the Chapter 5, once we have studied
in detail the local cohomology modules of the powers of several families of
ideals, such as equimultiple ideals or strongly Cohen-Macaulay ideals.
Furthermore, the results and methods used up to now allow us to show
the behaviour of the a∗-invariant of the powers of a homogeneous ideal. The
following statement has been obtained independently by S.D. Cutkosky, J.
Herzog and N. V. Trung [CHT] and V. Kodiyalam [Ko2] by different methods.
Theorem 15 [Theorem 3.4.6] Let L be a finitely generated bigraded S-module.
Then there exists α such that
a∗(L
e) ≤ de+ α, ∀e.
After that, we use the bound on the shifts of the bigraded minimal free
resolution of the Rees algebra obtained in Theorem 1 to determine a family of
Cohen-Macaulay diagonals of a Cohen-Macaulay Rees algebra.
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Theorem 16 [Theorem 3.4.12] Let I be a homogeneous ideal of A generated
by r forms of degree d1 ≤ . . . ≤ dr = d. Assume that H im(A)0 = 0 for i < n.
Set u =
∑r
j=1 dj . If the Rees algebra is Cohen-Macaulay, then
(i) k[(Ie)c] is Cohen-Macaulay for c > max{d(e− 1) + u+ a(A), d(e − 1) +
u− d1(r − 1)}.
(ii) If I is generated by forms in degree d, k[(Ie)c] is Cohen-Macaulay for
c > d(e− 1 + l(I)) + a(A).
Our results can be also applied to study the embedddings of the blow-
up of a projective space along an ideal I of fat points via the linear systems
(Ie)c whenever these linear systems are very ample, slightly extending [GGP,
Theorem 2.4] where only the linear systems Ic were considered.
Theorem 17 [Theorem 3.4.15] Let I ⊂ A = k[X1, . . . ,Xn] be an ideal of fat
points, with k a field of characteristic zero. Then
(i) k[(Ie)c] is Cohen-Macaulay if and only if H
i
m
(Ies)cs = 0 for s > 0, i < n.
(ii) For c > reg (I)e, k[(Ie)c] is Cohen-Macaulay with a(k[(I
e)c]) < 0. In
particular, reg (k[(Ie)c]) < n− 1.
The chapter finishes by studying sufficient conditions for the existence of
a positive integer f such that k[(Ie)c] is a Cohen-Macaulay ring for all c ≥ ef
and e > 0, a question that has been treated by S.D. Cutkosky and J. Herzog.
Our main result, which improves [CH, Corollaries 4.2, 4.3 and 4.4], is the
following:
Theorem 18 [Theorem 3.5.3] Let I be a homogeneous ideal of an equidimen-
sional k-algebra A such that RAp(Ip) is Cohen-Macaulay for any prime ideal
p ∈ Proj (A). Assume that H i
m
(A)0 = 0 for i < n. Then there exists an
integer α such that k[(Ie)c] is Cohen-Macaulay for all c ≥ de+ α and e > 0.
The aim of Chapter 4 is to study the Gorenstein property of the k-
algebras k[(Ie)c]. About the Cohen-Macaulay property, we have already
proved that if there exists a Cohen-Macaulay diagonal then there are in-
finitely many with this property. We show that the behaviour of the Goren-
stein property is totally different. For instance, by considering the polyno-
mial ring S = k[X1, . . . ,Xn, Y1, . . . , Yr] with degXi = (1, 0), degYj = (dj , 1),
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d1, . . . , dr ≥ 0, we have that S∆ is Cohen-Macaulay for any diagonal ∆ but
there is just a finite set of Gorenstein diagonals.
Proposition 19 [Proposition 4.1.1] S∆ is Gorenstein if and only if
r
e =
n+u
c =
l ∈ Z. Then a(S∆) = −l.
To determine the rings k[(Ie)c] which are Gorenstein, we will compare
the canonical module of the Rees algebra with the canonical module of each
diagonal. For complete intersection ideals of the polynomial ring, it was proved
in [CHTV, Proposition 4.5] that the canonical module and the diagonal functor
commute. This result can be extended to more general situations.
Proposition 20 [Proposition 4.1.4 and Remark 4.1.5] Let A = k[X1, . . . ,Xn]
be the polynomial ring, n ≥ 2, and let I be a homogeneous ideal of A with
µ(I) ≥ 2.
(i) If µ(I) ≤ n, KR∆ ∼= (KR)∆.
(ii) If I is equigenerated and R is Cohen-Macaulay, KR∆
∼= (KR)∆.
Although this isomorphism can be extended to a more general class of
rings, we will restrict our attention to the above two cases. This will suffice
to study the rational surfaces obtained by blowing-up the projective plane at
a set of points.
Next we study the behaviour of the Gorenstein property of the Rees algebra
when we take diagonals. If the Rees algebra is Gorenstein then the form
ring is also Gorenstein. Under this assumption on the form ring, which is
less restrictive, we can determine exactly for which c, e the algebra k[(Ie)c] is
quasi-Gorenstein. Namely,
Theorem 21 [Theorem 4.1.9] Let I ⊂ A = k[X1, . . . ,Xn] be a homogeneous
ideal with 1 < ht (I) < n whose form ring GA(I) is Gorenstein. Set a =
−a2(GA(I)). Then k[(Ie)c] is a quasi-Gorenstein ring if and only if nc =
a−1
e = l0 ∈ Z. In this case, a(k[(Ie)c]) = −l0.
For homogeneous non principal ideals I of height 1, the ring k[(Ie)c] is
never Gorenstein. If I has height n, then the diagonals determined in the
theorem are always Gorenstein, but the converse is not true. As a corollary of
this result we can solve the problem of determining completely the Gorenstein
diagonals for complete intersection ideals or determinantal ideals generated by
the maximal minors of a generic matrix.
INTRODUCTION xxiii
Corollary 22 [Corollary 4.1.12] Let I ⊂ A = k[X1, . . . ,Xn] be a complete
intersection ideal minimally generated by r forms of degree d1 ≤ . . . ≤ dr = d,
with r < n. For any c ≥ de + 1, k[(Ie)c] is a Gorenstein ring if and only if
n
c =
r−1
e = l0 ∈ Z. In this case, a(k[(Ie)c]) = −l0.
Corollary 23 [Example 4.1.13] Let X = (Xij) denote a matrix of indetermi-
nates, with 1 ≤ i ≤ n, 1 ≤ j ≤ m and m ≤ n. Let I ⊂ A = k[X] denote the
ideal generated by the maximal minors of X, where k is a field. Then:
(i) If m < n, then k[(Ie)c] is Gorenstein if and only if
nm
c =
n−m
e ∈ Z.
(ii) If m = n, then ∆ = (n(n+ 1), 1) is the only Gorenstein diagonal.
We have shown that if the form ring is Gorenstein there is just a finite set
of Gorenstein diagonals. This fact also holds under the general assumptions
of the chapter. Namely,
Proposition 24 [Proposition 4.2.1] There is a finite set of diagonals ∆ = (c, e)
such that k[(Ie)c] is quasi-Gorenstein.
If the Rees algebra is Cohen-Macaulay, then we can bound the diagonals
∆ = (c, e) for which k[(Ie)c] is Gorenstein.
Proposition 25 [Proposition 4.2.2] Assume that ht (I) ≥ 2 and RA(I) is
Cohen-Macaulay. Let a = −a2(GA(I)). If k[(Ie)c] is quasi-Gorenstein, then
e ≤ a − 1 and c ≤ n. Moreover, if dim(A/I) > 0 then ⌈ae ⌉ − 1 = nc = l ∈ Z.
In particular, if a = 1 there are no diagonals (c, e) such that k[(Ie)c] is quasi-
Gorenstein.
Finally, we show that in some cases the existence of a diagonal (c, e) such
that k[(Ie)c] is quasi-Gorenstein forces the form ring to be Gorenstein. It may
be seen as a converse of Theorem 21 for those cases.
Theorem 26 [Theorem 4.2.3] Assume that RA(I) is Cohen-Macaulay,
ht (I) ≥ 2, l(I) < n and I is equigenerated. If there exists a diagonal (c, e)
such that k[(Ie)c] is quasi-Gorenstein then GA(I) is Gorenstein.
We finish the chapter by applying the previous results to recover the fact
that the Del Pezzo sestic surface in P6 is the only Room surface which is
Gorenstein.
In Chapter 5 we study the a-invariant and the regularity of any finitely
generated bigraded S-module L, for S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polyno-
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mial ring with degXi = (1, 0), deg Yj = (0, 1). This class of modules includes
for instance any standard bigraded k-algebra R.
Given a finitely generated bigraded S-module L, let us consider the bi-
graded minimal free resolution of L over S
0→ Dl → . . .→ D0 → L→ 0,
with Dp =
⊕
(a,b)∈Ωp S(a, b). The bigraded regularity of L is reg(L) =
(reg 1L, reg 2L), where
reg 1L = max
p
{−a− p | (a, b) ∈ Ωp},
reg 2L = max
p
{−b− p | (a, b) ∈ Ωp}.
For each e ∈ Z, we may define the graded S1-module Le = ⊕i∈Z L(i,e)
and the graded S2-module Le =
⊕
j∈Z L(e,j). Our first result gives a new
description of the a∗-invariant a∗(L) of L and the regularity reg(L) of L in
terms of the a∗-invariants and the regularities of the graded modules L
e and
Le. Namely,
Theorem 27 [Theorem 5.1.1, Theorem 5.1.2] Let L be a finitely generated
bigraded S-module. Then:
(i) a1∗(L) = maxe{a∗(Le)} = maxe{a∗(Le) | e ≤ a2∗(L) + r}.
(ii) a2∗(L) = maxe{a∗(Le)} = maxe{a∗(Le) | e ≤ a1∗(L) + n}.
(iii) reg 1L = maxe{reg (Le)} = maxe{reg (Le) | e ≤ a2∗(L) + r}.
(iv) reg 2L = maxe{reg (Le)} = maxe{reg (Le) | e ≤ a1∗(L) + n}.
This result will be used to study the a∗-invariant and the regularity of the
powers of a homogeneous ideal I in the polynomial ring A = k[X1, . . . ,Xn].
According to Theorem 15, there exists an integer α such that a∗(I
e) ≤ de+α,
∀e. The first aim is to determine such an α explicitly, and this will be done for
any equigenerated ideal by means of a suitable a-invariant of the Rees algebra.
For a homogeneous ideal I, we will denote by R, G and F the Rees algebra
of I, its form ring and the fiber cone respectively. If I is an ideal generated
by forms in degree d, let us denote by Rϕ the Rees algebra endowed with the
bigrading [Rϕ](i,j) = (I
j)i+dj . Then we have
Theorem 28 [Theorem 5.2.1] Let I be a homogeneous ideal of A generated by
forms in degree d. Set l = l(I). Then
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(i) a1∗(R
ϕ) = maxe{ a∗(Ie)− de} = max { a∗(Ie)− de | e ≤ a2∗(R) + l}.
(ii) reg 1(R
ϕ) = maxe{ reg (Ie)− de} = max { reg (Ie)− de | e ≤ a2∗(R) + l}.
Therefore, we need to study a1∗(R
ϕ) to get concrete bounds for the a∗-
invariant of the powers of several families of ideals. If the Rees algebra is
Cohen-Macaulay we have
Proposition 29 [Proposition 5.2.5] Let I be a homogeneous ideal generated by
forms in degree d whose Rees algebra is Cohen-Macaulay. Set l = l(I). Then
−n+ d(−a2(G)− 1) ≤ max
e≥0
{a∗(Ie)− de} ≤ −n+ d(l − 1).
The a∗-invariants of the powers of a complete intersection ideal are well-
known, and in this case the inequalities above are sharp. Next we compute
explicitly a1∗(R
ϕ) = maxe≥0{a∗(Ie)− de} for other families of ideals. First we
consider equimultiple ideals.
Proposition 30 [Proposition 5.2.8] Let I be an equimultiple ideal equigener-
ated in degree d and set h = ht(I). If the Rees algebra is Cohen-Macaulay,
(i) a(Ie/Ie+1) = de+ a(A/I). In particular, a1(Gϕ) = a(A/I).
(ii) an−h+1(I
e) = d(e− 1) + a(A/I). In particular, a1(Rϕ) = a(A/I)− d.
For ideals whose form ring is Gorenstein we can also compute explicitly
maxe≥0{a∗(Ie) − de}, and then we get that the lower bound given by Propo-
sition 29 is sharp.
Proposition 31 [Proposition 5.2.9] Let I be a homogeneous ideal equigener-
ated in degree d whose form ring is Gorenstein. Set l = l(I). Then
(i) maxe≥0{a∗(Ie)− de} = d(−a2(G) − 1)− n.
(ii) For e > a2(G)− a(F ), depth(A/Ie) = n− l and a∗(Ie) = an−l(A/Ie) =
d(e− a2(G)− 1)− n.
For instance, we may apply this result to determinantal ideals generated by
the maximal minors of a generic matrix as well as to strongly Cohen-Macaulay
ideals satisfying condition (F1).
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The computation of the a∗-invariants of the powers of these families of
ideals is then applied to determine the Cohen-Macaulay diagonals of a Rees
algebra. For equimultiple ideals, we have
Proposition 32 [Proposition 5.2.20] Let I be an equimultiple ideal generated
in degree d whose Rees algebra is Cohen-Macaulay. For any c ≥ de+1, k[(Ie)c]
is Cohen-Macaulay if and only if c > d(e− 1) + a(A/I).
For strongly Cohen-Macaulay ideals, we have
Proposition 33 [Proposition 5.2.21] Let I be a strongly Cohen-Macaulay ideal
such that µ(Ip) ≤ ht (p) for any prime ideal p ⊇ I. Assume that I is minimally
generated by forms of degree d = d1 ≥ . . . ≥ dr, and let h = ht (I). For
c > d(e− 1) + d1 + . . . + dh − n, k[(Ie)c] is Cohen-Macaulay.
If the Rees algebra is Cohen-Macaulay, we have proved the existence of an
integer α such that k[(Ie)c] is a Cohen-Macaulay ring for any c > de+ α and
e > 0 by Theorem 16. For equigenerated ideals we had α = d(l − 1) as an
upper bound. We can determine the best α.
Proposition 34 [Proposition 5.2.15, Corollary 5.2.16] Let I be an ideal in
the polynomial ring A = k[X1, . . . ,Xn] generated by forms in degree d whose
Rees algebra is Cohen-Macaulay. Set l = l(I). For α ≥ 0, the following are
equivalent
(i) k[(Ie)c] is CM for c > de+ α.
(ii) ai(I
e) ≤ de+ α, ∀i, ∀e.
(iii) ai(I
e) ≤ de+ α, ∀i, ∀e ≤ l − 1 .
(iv) Hn+1M (RA(I))(p,q) = 0, ∀p > dq + α, that is, α ≥ a1(Rϕ).
(v) The minimal bigraded free resolution of RA(I) is good for any diagonal
∆ = (c, e) such that c > de+ α.
If the form ring is Gorenstein, these conditions are equivalent to
(vi) α ≥ d(−a2(G)− 1)− n.
Up to now, we have used Theorem 27 to bound the a∗-invariants of the
powers of an ideal, which has been applied to study the Cohen-Macaulayness
of the diagonals. In the last section, we use this theorem to prove a bigraded
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version of the Bayer-Stillman theorem which characterizes the bigraded reg-
ularity of a homogeneous ideal of S by means of generic homogeneous forms.
Next, similarly to the graded case, we define the generic initial ideal ginI of
a homogeneous ideal I of S and we establish its basic properties. In partic-
ular, we may use the Bayer-Stillman theorem to compute the regularity of a
Borel-fix ideal in S when k has characteristic zero. For j = 1, 2, let us denote
by δj(I) the maximum of the j-th component of the degrees in a minimal
homogeneous system of generators of I. Then we have
Proposition 35 [Proposition 5.3.10] Let I ⊂ S be a Borel-fix ideal. If chark =
0, then
reg 1(I) = δ1(I),
reg 2(I) = δ2(I).
This result has been also proved by A. Aramova et al. [ACD] by different
methods. In the graded case, D. Bayer and M. Stillman [BaSt] also proved the
existence of an order in the polynomial ring A = k[X1, . . . ,Xn] (the reverse
lexicographic order) such that reg I = reg (ginI) for any homogeneous ideal
I of A. We finish the chapter by showing that the analogous bigraded result
does not hold because we can find a homogeneous ideal I of S such that for
any order reg(I) 6= reg(ginI).
In Chapter 6 we study the asymptotic properties of the powers of a
homogeneous ideal I in the polynomial ring A = k[X1, . . . ,Xn]. We will
show how the bigraded structure of the Rees algebra provides information
about the Hilbert polynomials, the Hilbert series and the graded minimal free
resolutions of the powers of I. This grading of the Rees algebra will be also
useful to study the mixed multiplicities of the Rees algebra and the form ring
of an equigenerated ideal.
Theorem 36 [Theorem 6.1.1] Let I be a homogeneous ideal of A. Set c =
a2∗(RA(I)), h = ht (I). Then there are polynomials e0(j), . . . , en−h−1(j) with
integer values such that for all j ≥ c+ 1
PA/Ij (s) =
n−h−1∑
k=0
(−1)n−h−1−ken−h−1−k(j)
(
s+ k
k
)
.
Furthermore, deg en−h−1−k(j) ≤ n− k − 1 for all k.
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In particular, this result says that a finite set of Hilbert polynomials of
the powers of an ideal allows to compute the Hilbert polynomials of its Rees
algebra and its form ring, without needing an explicit presentation of these
bigraded algebras. For equigenerated ideals, we may also compute the multi-
plicities of their Rees algebras and form rings.
Corollary 37 [Corollary 6.1.8] Let I be a homogeneous ideal in A. Let c =
a2∗(RA(I)), h = ht (I). Then the Hilbert polynomials of I
j for c+1 ≤ j ≤ c+n
determine
(i) The polynomials en−h−1−k(j) for k = 0, . . . , n− h− 1.
(ii) The Hilbert polynomials of A/Ij for j > c+ n.
(iii) The Hilbert polynomial of RA(I) and the Hilbert polynomial of GA(I).
(iv) If I is equigenerated and not m-primary, the mixed multiplicities of
RA(I) and GA(I).
A similar result can be proved for the Hilbert series of the powers of a
homogeneous ideal. Namely,
Proposition 38 [Theorem 6.2.1, Proposition 6.2.7] Let I be a homogeneous
ideal. Set r = µ(I), l = l(I), c = a2∗(RA(I)). Then:
(i) The Hilbert series of Ij for j ≤ c + r determine the Hilbert series of Ij
for j > c+ r.
(ii) If I is an equigenerated ideal, the Hilbert series of Ij for c+1 ≤ j ≤ c+ l
determine the Hilbert series of Ij for j > c+ l.
Next we study the behaviour of the projective dimension of the powers of
an ideal. As a by-product, we recover the classic result of M. P. Brodmann
[Bro] which says that the depth of the powers of an ideal becomes constant
asymptotically, and a result of D. Eisenbud and C. Huneke [EH] which precises
this asymptotic value under some restrictions. Moreover, for ideals whose form
ring is Gorenstein we may determine exactly the powers of the ideal for which
the projective dimension takes the asymptotic value. Namely,
Proposition 39 [Proposition 6.3.2] Let I be a homogeneous ideal in A and set
l = l(I). If G is Gorenstein, proj.dimA(I
j) ≤ l−1 for all j, and proj.dimAIj =
l − 1 if and only if j > a2(G)− a(F ).
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Finally, we show that the graded minimal free resolutions of the powers
of an ideal also have a uniform behaviour. For equigenerated ideals, we can
prove that the shifts which arise in the minimal resolutions are linear func-
tions asymptotically and the Betti numbers are polynomial functions asymp-
totically. More explicitly,
Proposition 40 [Proposition 6.3.6] Let I be a homogeneous ideal generated
in degree d. Set l = l(I), s = n − depth(mR)(R). Then there is a finite set
of integers {αpi | 0 ≤ p ≤ s, 1 ≤ i ≤ kp} and polynomials {Qαpi(j) : 0 ≤ p ≤
s, 1 ≤ i ≤ kp} of degree ≤ l − 1 such that the graded minimal free resolution
of Ij for j large enough is
0→ Djs → . . .→ Dj0 → Ij → 0 ,
with Djp =
⊕
iA(−αpi − dj)β
j
pi and βjpi = Qαpi(j).
From this result, we may deduce that a finite number of the graded minimal
free resolutions of the powers of an ideal determine the rest of them. This finite
set of resolutions can be found for ideals with a very particular behaviour. For
instance, we get
Proposition 41 [Proposition 6.3.10] Let I be an equigenerated homogeneous
ideal, and b = a2∗(RA(I)) + l(I). If the graded minimal free resolutions of
I, I2, . . . , Ib are linear, then the graded minimal free resolutions of Ij are also
linear for any j. Furthermore, the minimal free resolutions of I, I2, . . . , Ib
determine the minimal graded free resolutions of Ij for any j.
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Chapter 1
Multigraded rings
In this chapter we collect some basic definitions and facts of the theory of
multigraded rings which we will need in the next chapters. We also state
the multigraded versions of some well-known results in the category of graded
rings. Rings are always assumed to be noetherian.
1.1 Multigraded rings and modules
The general theory of multigraded rings and modules is analogous to that of
graded rings and modules. We first recall some basic definitions. The main
sources are [BH1], [HHR] and [GW1].
We use the following multi-index notation. For n = (n1, . . . , nr) ∈ Zr, we
set |n| = n1 + . . . + nr, and for n,m ∈ Zr, we define their sum n + m =
(n1 +m1, . . . , nr +mr), and we set n < m (n ≤ m) if ni < mi (ni ≤ mi) for
every i.
A Zr-graded ring (or r-graded ring) is a ring S endowed with a direct
sum decomposition S =
⊕
n∈Zr Sn, such that SnSm ⊂ Sn+m for all n,m ∈
Zr. An r-graded S-module is an S-module M endowed with a decomposition
M =
⊕
n∈Zr Mn, such that SnMm ⊂ Mn+m for all n,m ∈ Zr. We shall call
Mn the homogeneous component of M of degree n. An element x ∈ M is
homogeneous of degree n if x ∈ Mn. The degree of x is then denoted by
degx. For any r-graded S-module M , we define the support of M to be the
set suppM = {n ∈ Zr |Mn 6= 0}.
1
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For a given r-graded ring S, we may consider the category of r-graded
S-modules M r(S). Its objects are the r-graded S-modules, and a morphism
f : M → N in M r(S) is an S-module morphism such that f(Mn) ⊂ Nn for
all n ∈ Zr.
Given an r-graded S-module M , an r-graded submodule is a submodule
N ⊂ M such that N = ⊕n∈Zr N ∩ Mn, equivalently, N is generated by
homogeneous elements. The r-graded submodules of S are called homogeneous
ideals. For an arbitrary ideal I of S, the homogeneous ideal I∗ is defined to
be the ideal generated by all the homogeneous elements of I.
As a first example of r-graded ring we have the polynomial ring S =
A[X1, . . . ,Xn] defined over an arbitrary ring A. For every choice of elements
d1, . . . ,dn ∈ Zr, we have a unique r-grading on S such that degXi = di and
deg a = 0 for all a ∈ A.
For an r-graded S-moduleM and k ∈ Zr, thenM(k) denotes the S-module
M with the grading given by M(k)n =Mk+n.
If M,N are r-graded S-modules, we denote by HomS(M,N)0 the abelian
group of all the homomorphisms of r-graded S-modules fromM intoN . We set
HomS(M,N) =
⊕
n∈Zr HomS(M,N(n))0. Note that HomS(M,N)k is nothing
but the abelian group of S-module homomorphisms f : M → N such that
f(Mn) ⊂ Nn+k for all n ∈ Zr. The derived functors of HomS( , ) are ExtiS( , ),
with i ∈ N.
1.2 Multigraded cohomology
Next we are going to introduce the local cohomology functor in the category
of multigraded modules, mainly following [HHR]. The basic results are the
multigraded version of the Local Duality Theorem and the good behaviour of
the local cohomology modules under a change of grading.
From now on in this chapter, we assume that S =
⊕
n∈Nr Sn is an r-graded
ring defined over a local ring S0 = A. Then S has a unique homogeneous
maximal ideal M = m ⊕ (⊕n6=0 Sn), where m is the maximal ideal of A. Set
d = dimS.
If I ⊂ S is a homogeneous ideal andM is an r-graded S-module, we denote
by H0I(M) = ΓI(M) = {x ∈ M : Ikx = 0 for some k ≥ 0}. Note that H0I(M)
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is an r-graded submodule of M . The local cohomology functors HiI( ) are the
right derived functors of ΓI( ) in the category of r-graded S-modules. If no
confusion, we will usually denote them by H iI( ).
An r-graded S-module KS is called a canonical module of S if
KS ⊗A Â ∼= HomS(HdM(S),ES(k)) ,
where k is the residue field of A and ES(k) is the injective envelope of k
in the category of r-graded S-modules. The injective envelope ES(k) of k
is HomA(S,EA(k)), where A is thought as an r-graded ring concentrated in
degree 0, and both S and EA(k) are considered as r-graded A-modules. There-
fore, we have
KS ⊗A Â ∼= HomA(HdM(S),EA(k)) =
⊕
n∈Zr
Hom A([H
d
M(S)]−n, EA(k)).
If a canonical module exists, it is finitely generated and unique up to an
isomorphism. In the particular case where A = k is a field, the canonical
module of S exists and
KS ∼= Homk(HdM(S), k).
The next results are the extension to the r-graded case of two of the main
properties of the canonical module, well-known for the graded case (see [GW2,
Theorem 2.2.2]).
Theorem 1.2.1 (Local Duality) Let S be an r-graded ring defined over a
complete local ring A. Let M be the homogeneous maximal ideal of S. Then
S is Cohen-Macaulay if and only if every finitely generated r-graded S-module
M satisfies
HomS(H
i
M(M),ES(k))
∼= Extd−iS (M,KS) , i = 0, . . . , d.
Corollary 1.2.2 Let S be a Cohen-Macaulay r-graded ring with canonical
module KS. Let T be an r-graded ring defined over a local ring such that there
exists a finite r-graded ring morphism S → T . Then T has canonical module
KT = Ext
e
S(T,KS) ,
where e = dimS − dimT .
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Often we are going to consider the ring S endowed with a different grading
obtained in the following way: given a group morphism ϕ : Zr → Zq such that
ϕ(supp S) ⊂ Nq, we can define the Nq-graded ring
Sϕ :=
⊕
m∈Nq
(
⊕
ϕ(n)=m
Sn).
Similarly, given an r-graded S-module M , we may define the q-graded Sϕ-
module Mϕ as
Mϕ :=
⊕
m∈Zq
(
⊕
ϕ(n)=m
Mn).
Then ( )ϕ :M r(S)→M q(Sϕ) is an exact functor. By considering ϕj : Zr → Z
the projection on the j-component, that is, ϕj(n) = n
j, we denote by Sj = S
ϕj
and by Mj =M
ϕj . Note that Sj is just the ring S graded by the j-th partial
degree.
The next lemma shows that the local cohomology modules behave well
under a change of grading.
Lemma 1.2.3 [HHR, Lemma 1.1] Let S be an r-graded ring defined over a
local ring. Let M be the homogeneous maximal ideal of S. Let ϕ : Zr → Zq
be a morphism such that ϕ(suppS) ⊂ Nq. For every r-graded S-module L, we
have
H iM(L)
ϕ
= H iMϕ(L
ϕ), ∀i.
1.3 Multigraded a-invariants
We begin this section by extending the definition of the a-invariants of a graded
module to the multigraded case. After that, under some mild assumptions,
we relate the multigraded a-invariants of a multigraded module to the shifts
which appear in its multigraded minimal free resolution. This result will be
essential in the next chapters. In the graded case, a similar result can be found
in [BH1, Example 3.6.15] for Cohen-Macaulay modules.
Let S be a d-dimensional Nr-graded ring defined over a local ring. For
each i = 0, ..., d, the multigraded ai-invariant of S is ai(S) = (a
1
i (S), ..., a
r
i (S)),
where
aji (S) = max {m ∈ Z | ∃n ∈ Zr : ϕj(n) = m, [HiM(S)]n 6= 0}
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if HiM(S) 6= 0 and aji (S) = −∞ otherwise. We will denote by a(S) = ad(S).
Note that by Lemma 1.2.3
aji (S) = max {m ∈ Z | [HiMj (Sj)]m 6= 0} = ai(Sj).
Following N.V. Trung [Tr2], the multigraded a∗-invariant of S is defined as
a∗(S) = (a
1
∗(S), ..., a
r
∗(S)), where a
j
∗(S) = max{aj0(S), . . . , ajd(S)}. Similarly,
for any finitely generated r-graded S-moduleM we may define the a-invariants
ai(M) of M and the a∗-invariant a∗(M) of M .
Observe that if there exists KS the canonical module of S , then
aj(S) = ajd(S) = −min {m ∈ Z | ∃n ∈ Zr : ϕj(n) = m, [KS ]n 6= 0}.
If S has a canonical module KS , S is said to be quasi-Gorenstein if there
exists an r-graded isomorphism KS ∼= S(a(S)), and Gorenstein if in addition
S is Cohen-Macaulay.
From now on in this section we assume that S is a noetherian Nr-graded
algebra defined over a field k, and let M be its homogeneous maximal ideal.
Our main purpose is then to compute the multigraded a-invariants of a finitely
generated r-graded S-module M from an r-graded minimal finite free resolu-
tion of M over S, whenever it exists and S is Cohen-Macaulay. To begin with,
let us consider
. . .→ Dt → . . .→ D1 → D0 → 0
an exact sequence of finitely generated r-graded S-modules such that
Im(Dp+1) ⊂MDp, for all p ≥ 0. Let us denote by {vpq} the set of de-
gree vectors of a minimal homogeneous system of generators of Dp. Note
that this set is uniquely determined because it can be obtained as the ho-
mogeneous components of the vector space Dp ⊗S k which are not zero. We
set mp = min≤lex{vpq} and Mp = max≤lex{vpq}, where ≤lex is the lexi-
cographic order. Let us denote by njp = minq{vjpq}, tjp = maxq{vjpq}, where
vpq = (v
1
pq, . . . , v
r
pq), and np = (n
1
p, ..., n
r
p), tp = (t
1
p, ..., t
r
p). Let us also consider
≤ the partial order in Zr defined coefficientwise. Then we have
Lemma 1.3.1 (i) np ≤ np+1.
(ii) mp <lex mp+1
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Proof. Let Cp = Coker(Dp+1 → Dp), ∀p ≥ 1. Then there are short exact
sequences
0→ Cp+2 → Dp+1 → Cp+1 → 0, ∀p ≥ 0.
Applying the functor −⊗S k, we get exact sequences
Cp+2/MCp+2 → Dp+1/MDp+1 → Cp+1/MCp+1 → 0, ∀p ≥ 0.
Since Cp+2 ⊂MDp+1, then the first map is the zero morphism. Therefore we
get isomorphisms
Dp+1/MDp+1
∼=−→ Cp+1/MCp+1.
Let us denote by { epq} a minimal homogeneous system of generators of Dp
with deg(epq) = vpq, and let f be the map from Dp+1 to Dp. From the
isomorphism it follows that f(ep+1,q) 6= 0, for all q. Now let us fix q. We
can write f(ep+1,q) =
∑
l λlepl, where λl are homogeneous elements ofM. Set
deg (λl) = (λ
1
l , ..., λ
r
l ) ∈ Nr and note that deg (λl) 6= 0 if λl 6= 0. Looking at
the j-th component of the degree, we get vjp+1,q ≥ minl{ vjpl} = njp, and so
njp+1 ≥ njp for all j.
To obtain (ii), it is enough to prove that vp+1,q >lex mp for all q. We have
already shown that v1p+1,q ≥ minl{ v1pl} = m1p. If v1p+1,q > m1p, we are done.
Otherwise, v1p+1,q = m
1
p and so λ
1
l = 0 for each l such that λl 6= 0. Then we
have v2p+1,q ≥ minl{ v2pl | v1pl = m1p} = m2p. By repeating this argument, we
get the result since there exist l, j such that λjl > 0. ✷
Let S be a d-dimensional r-graded Cohen-Macaulay k-algebra. Assume
that M is a finitely generated r-graded S-module with a finite minimal r-
graded free resolution over S
0→ Dl → . . .→ D1 → D0 →M → 0,
with Dp =
⊕
q S(a
1
pq, ..., a
r
pq). Set m = dimM , ρ = depthM . Note that
l = d− ρ by the graded Auslander-Buchsbaum formula. Next we are going to
study the shifts which appear in this resolution.
Note that, with the notation introduced before,
njp = minq{−ajpq},
tjp = maxq{−ajpq},
mp = min≤lex{ (−a1pq, ...,−arpq)},
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Mp = max≤lex{ (−a1pq, ...,−arpq)}.
We will also denote by tjp(M) = t
j
p, t
j
∗(M) = max{tj0, . . . , tjl }, t∗(M) =
(t1∗(M), . . . , t
r
∗(M)). From Lemma 1.3.1, we have np ≤ np+1, mp <lex mp+1.
Furthermore,
Lemma 1.3.2 (i) M0 <lex M1 <lex · · · <lex Md−m−1 <lex Md−m.
(ii) t0 ≤ t1 ≤ · · · ≤ td−m−1 ≤ td−m.
Proof. Let KS be the canonical module of S. Note that it exists because
S is a finitely generated k-algebra. By setting Cp = Coker(Dp+1 → Dp) for
p ≥ 0, we get short exact sequences
0→ Cp+1 → Dp → Cp → 0,
for 0 ≤ p ≤ l − 1, where C0 =M , Cl = Dl. For any p < d−m− 1, we have
Ext1S(Cp,KS)
∼= Ext2S(Cp−1,KS) ∼= · · · ∼= Extp+1S (M,KS) = 0
by Theorem 1.2.1. Therefore, by applying the functor ( )∗ = HomS( ,KS) to
the sequences above for p ≤ d−m− 1, we get exact sequences
0→ C∗p → D∗p → C∗p+1 → 0, for p ≤ d−m− 2,
0→ C∗d−m−1 → D∗d−m−1 → C∗d−m → HmM(M)∨ → 0,
where ( )∨ = Homk( , k). By gluing these exact sequences, we get the r-graded
exact sequence
0→ D∗0 → . . .→ D∗d−m−1 → C∗d−m → HmM(M)∨ → 0.
Observe that D∗p =
⊕
qKS(−a1pq, ...,−arpq). One can also check that Im(D∗p) ⊂
MD∗p+1 for all p ≤ d−m− 2.
Let {b1, ...,bk} be the set of degree vectors of a minimal homogeneous
system of generators of KS . If we denote by apq = (a
1
pq, ..., a
r
pq), then the
vectors apq+bi are the degrees of a minimal homogeneous system of generators
of D∗p. For p ≤ d−m− 1, let us consider
m˜p = min≤lex{apq + bi} = −Mp +min≤lex{bi} ,
n˜jp = minq,i{ ajpq + bji} = −tjp +mini{ bji} .
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According to Lemma 1.3.1, we have n˜jp+1 ≤ n˜jp and m˜p+1 <lex m˜p, so
t0 ≤ t1 ≤ · · · ≤ td−m−2 ≤ td−m−1
M0 <lex M1 <lex · · · <lex Md−m−2 <lex Md−m−1.
Next we want to show that Md−m >lex Md−m−1. To this end, let us
study the morphism Dd−m → Dd−m−1 and for that denote by ν : Cd−m →
Dd−m−1. Assume that there is an element u in the basis of Dd−m−1 of de-
gree Md−m−1 ≥lex Md−m. If g is a homogeneous minimal generator of Cd−m,
then g has trivial terms in u: Otherwise, we would have that Md−m−1 <lex
deg g ≤lex Md−m because Cd−m ⊂ MDd−m−1. Let b = min<lex{b1, ...,bk},
and let us take c ∈ [KS ]b, c 6= 0. Let w : Dd−m−1 → KS defined by
w(u) = c, w(v) = 0 for any v 6= u homogeneous element in the basis of
Dd−m−1. Then ν
∗ : D∗d−m−1 → C∗d−m satisfies ν∗(w) = 0, hence ν∗ is not a
monomorphism in degree degw = degw(u) − deg(u) = b−Md−m−1. There-
fore [C∗d−m−1]b−Md−m−1 6= 0, and then [D∗d−m−2]b−Md−m−1 6= 0, so there exists
a shift a = (a1, . . . , ar) in Dd−m−2 such that −a ≥lex Md−m−1. So we obtain
Md−m−2 ≥lex Md−m−1 which is a contradiction.
Furthermore, note that the first component ofMp is t
1
p. Therefore, we have
t1d−m−1 ≤ t1d−m since Md−m−1 <lex Md−m. The inequalities tjd−m−1 ≤ tjd−m
for j = 2, . . . , r follow directly from the next remark. ✷
Remark 1.3.3 Given a permutation σ of {1, . . . , r}, we may define ≤σ to be
the order in Zr defined by
(u1, ..., ur) ≤σ (v1, ..., vr) ⇐⇒ (uσ(1), ..., uσ(r)) ≤lex (vσ(1), ..., vσ(r)).
Then Lemmas 1.3.1 and 1.3.2 also hold if we define
mσp = min
≤σ
{ (−a1pq, ...,−arpq)},
Mσp = max
≤σ
{ (−a1pq, ...,−arpq)}.
The following result gives a formula for the multigraded a∗-invariant of M
by means of the shifts which arise in its resolution over S (see [BH1, Example
3.6.15] for the case of a Z-graded Cohen-Macaulay module).
Theorem 1.3.4 For each j = 1, . . . , r, we have
(i) ajd−p(M) ≤ tjp(M) + aj(S), for d−m ≤ p ≤ d− ρ.
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(ii) Assume that for some p there exists σ s.t. σ(1) = j and Mσp >σ M
σ
p+1.
Then ajd−p(M) = t
j
p(M) + a
j(S).
(iii) aj∗(M) = t
j
∗(M) + a
j(S). That is, a∗(M) = t∗(M) + a(S).
Proof. From the minimal r-graded free resolution of M over S
0→ Dl → . . .→ D0 →M → 0,
by setting Cp = Coker(Dp+1 → Dp), we have short exact sequences
0→ Cp+1 → Dp → Cp → 0,
for 0 ≤ p ≤ l − 1. By Theorem 1.2.1, if we apply the functor ( )∗ =
HomS( ,KS) to the sequences above we get exact sequences
(1) 0→ D∗0 → . . .→ D∗d−m−1 → C∗d−m → HmM(M)∨ → 0,
and
(2) 0→ C∗p → D∗p → C∗p+1 → 0, for p ≤ d−m− 2,
(3) 0→ C∗p−1 → D∗p−1 → C∗p → Hd−pM (M)∨ → 0, for p ≥ d−m,
where ( )∨ = Homk( , k). Note that for d−m ≤ p ≤ d− ρ we have monomor-
phisms
0→ C∗p → D∗p =
⊕
q
KS(−a1pq, . . . ,−arpq),
and so [C∗p ]−i = 0 for any i such that i
1 > t1p + a
1(S). Now from the epimor-
phisms
C∗p → Hd−pM (M)∨ → 0,
we get Hd−pM (M)i = 0 if i
1 > t1p + a
1(S), and therefore a1d−p(M) ≤ t1p(M) +
a1(S). This proves (i) for the case j = 1.
Assume now that there exists p with Mp >lex Mp+1 (then p ≥ d − m
according to Lemma 1.3.2). Let b = (b1, . . . , br) be the minimum with respect
to the lexicographic order such that [KS ]b 6= 0. Note that b1 = −a1(S). Let
i =Mp−b. Since [D∗p+1]−i = 0 becauseMp >lex Mp+1, we have [C∗p+1]−i = 0
by (3), and so [C∗p ]−i = [D
∗
p]−i also by (3). Then, denoting by f : Dp → Dp−1,
we get an exact sequence
[D∗p−1]−i
f∗→ [D∗p]−i → [Hd−pM (M)]i → 0.
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Let e1, . . . , es be the elements of the canonical basis of Dp with degree Mp,
and let v1, . . . , vm be the canonical basis of Dp−1. Since f
∗(D∗p−1) ⊂ MD∗p
and [D∗p]−i = [KS ]be
∗
1 ⊕ . . . ⊕ [KS ]be∗s, we have that [KS ]be∗1 6⊂ Imf∗. In
particular, f∗ is not an epimorphism, and so [Hd−pM (M)]i 6= 0. Therefore,
a1d−p(M) ≥ i1 =M1p − b1 = t1p(M)+a1(S). This proves (ii) for the case j = 1,
σ = Id.
Let p be the greatest integer such thatMp = max≤lex{M0, . . . ,Ml}. Then,
Mp+1 <lex Mp, so a
1
d−p(M) = t
1
p(M) + a
1(S) by (ii). Therefore, a1∗(M) =
t1∗(M) + a
1(S) and we have (iii) for j = 1. The proof of the statement for
j = 2, ..., r follows from Remark 1.3.3. ✷
1.4 Scheme associated to a multigraded ring
Let S be a noetherian Nr-graded ring. We call S standard if S may be gener-
ated over S0 by elements in degrees (1, 0, . . . , 0), . . . , (0, . . . , 0, 1). Similarly to
the graded case, we may associate to such a ring a multigraded scheme in a
natural way (see [Hy]). Our purpose is to extend this construction to a more
general class of multigraded rings, which will recover the standard case as well
as the Rees algebra of any homogeneous ideal in a graded k-algebra.
Let S be a noetherian Nr-graded ring finitely generated over S0 by
homogeneous elements x11, . . . , x1k1 , . . . , xr1, . . . , xrkr of degrees deg (xij) =
(d1ij , . . . , d
i−1
ij , 1, 0, . . . , 0), where d
l
ij are non-negative integers, and set d
l
i =
maxj{dlij}. This class of rings includes for instance any standard Nr-graded
ring by taking dlij = 0. For every i = 1, . . . , r, let Ii be the ideal of S gen-
erated by the homogeneous components of S of degree n = (n1, . . . , nr) such
that ni > 0, ni+1 = . . . = nr = 0. Then we define the irrelevant ideal of S as
S+ = I1 · · · Ir. We are going to associate a scheme to S in the following way.
A homogeneous prime ideal P of S is said to be relevant if P does not contain
S+. Then we define the set Proj
r(S) to be the set of all relevant homogeneous
prime ideals P . It is easy to check that dimS/P ≥ r for any relevant prime
ideal (see the proof of Lemma 1.4.1). Following [STV] (where the standard
bigraded case was studied), we define the relevant dimension of S as
rel.dimS =
{
r − 1 if Proj r(S) = ∅
max{dimS/P | P ∈ Proj r(S)} if Proj r(S) 6= ∅ .
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If I is a homogeneous ideal of S, we define the subset V+(I) := {P ∈
Proj r(S) | I ⊂ P}. We can define a topology on Proj r(S) by taking as
closed subsets the subsets of the form V+(I). Next, to define a sheaf of rings
O in Proj r(S), we first consider for each P ∈ Proj r(S) the homogeneous
localization by P
S(P ) = {
a
s
| s 6∈ P, a, s ∈ Sn, n ∈ Zr }.
For any open subset U ⊂ Proj r(S), we define O(U) to be the set of functions
t : U → ⊔P∈U S(P ) such that for each P ∈ U , t(P ) ∈ S(P ) and t is locally a
quotient of elements of S. Then, O is a sheaf of rings. We call Proj r(S) the
r-projective scheme associated to S. Defining for any homogeneous f ∈ S+
the set D+(f) = {P ∈ Proj r(S) | f 6∈ P} we have an open cover of Proj r(S),
and for each such open set we have an isomorphism of locally ringed spaces
(D+(f),O|D+(f)) ∼= Spec(S(f)).
Moreover, OP ∼= S(P ) for any relevant prime ideal P , hence Proj r(S) is a
scheme in a natural way. This construction extends the usual one given in the
standard case (see [Hy]).
The next lemma computes the dimension of Proj r(S). Its proof follows
the same arguments as in [Hy, Lemma 1.2], but we include it for completeness.
Lemma 1.4.1 dimProj r(S) = rel.dimS − r.
Proof. We may assume that Proj r(S) 6= ∅ (otherwise the result
is trivial). Let P ∈ Proj r(S) be a closed point. Since the projection
Proj r(S) → Spec(S0) is proper, we have that P0 = P ∩ S0 is a closed point
of Spec(S0), so (S/P )0 = S0/P0 is a field. Let us denote by T = S/P ,
and note that dimProj r(T ) = 0. For j = 1, . . . , r, let Jj be the ideal of
T generated by the homogeneous components of T of degree n such that
nj > 0, nj+1 = . . . = nr = 0. We have a maximal chain of homogeneous prime
ideals
0 ⊂ Jr ⊂ Jr−1 + Jr ⊂ . . . ⊂ J1 + . . .+ Jr,
so dimT = r because T is a catenary ring. On the other hand, for a given
minimal prime Q0 ∈ Proj r(S), we have a chain of homogeneous prime ideals
of type Q0 ⊂ . . . ⊂ Qs ⊂ . . . ⊂ Qs+r, with Qs a closed point of Proj r(S).
Therefore,
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dimProj r(S) = sup {htQ : Q ∈ Proj r(S)}
= sup {dimS/Q : Q ∈ Proj r(S)} − r
= rel.dimS − r.✷
Next we are going to define the diagonal functor. Given e1,..., er positive
integers, the set
∆ := {(e1s, ..., ers) | s ∈ Z}
is called the (e1, ..., er)-diagonal of Zr. We may then define the diagonal of
S along ∆ as the graded ring S∆ :=
⊕
s∈Z S(e1s,...,ers). Similarly, given an
r-graded S-module M we define the diagonal of M along ∆ as the graded
S∆-module M∆ :=
⊕
s∈ZM(e1s,...,ers). Then we have an exact functor
( )∆ :M
r(S)→M1(S∆),
called diagonal functor.
Let us denote by X = Proj r(S), and for each ∆, let X∆ = Proj (S∆). By
considering diagonals ∆ = (e1, . . . , er) such that er > 0, er−1 > d
r−1
r er, . . .,
e1 > d
1
2e2 + . . . + d
1
rer, then the sheaf of ideals L = (S(e1,...,er)) OX defines an
isomorphism X
∼=−→ X∆. In particular, this isomorphism allows us to compute
the dimension of S∆, extending [STV, Proposition 2.3] where this dimension
was computed for bigraded standard k-algebras.
Lemma 1.4.2 Assume that S0 is an artinian local ring. Then dimS∆ =
rel.dim S−r+1, for any ∆ = (e1, . . . , er) with er > 0, er−1 > dr−1r er, . . . , e1 >
d12e2 + . . .+ d
1
rer.
Proof. From the isomorphism X ∼= X∆, we have that rel.dimS∆ =
rel.dimS− r+1 by Lemma 1.4.1. Moreover, since S0 is artinian, any minimal
prime ideal of S∆ is relevant, and so rel.dimS∆ = dimS∆. ✷
Classically, S is the multihomogeneous coordinate ring of a multiprojective
variety V contained in some multiprojective space Pn1k × . . .× Pnrk . By taking
the (1, . . . , 1)-diagonal, S∆ is then the homogeneous coordinate ring of the
image of V via the Segre embedding Pn1k × . . . × Pnrk → PNk , where N =
(n1 + 1) . . . (nr + 1)− 1.
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1.5 Hilbert polynomial of multigraded modules
Let S =
⊕
n∈Nr Sn be an r-graded ring defined over an artinian local ring S0 =
A. If S is standard, then we have that the Hilbert function of any finitely gen-
erated r-graded S-module L, H(L,n) = lengthA(Ln), is a polynomial function;
that is, there exists a polynomial PL(t1, . . . , tr) ∈ Q[t1, . . . , tr], called Hilbert
polynomial of L, such that for any n≫ 0, PL(n1, . . . , nr) = lengthA(Ln) (see
[HHRT], [KMV]). In this section we are going to extend the existence of such
a polynomial for the larger class of finitely generated r-graded modules de-
fined over the multigraded rings introduced in Section 1.4. Furthermore, we
will state a formula for the difference between the Hilbert polynomial and the
Hilbert function of any finitely generated r-graded module analogous to the
one known in the graded case.
Let S be a noetherian Nr-graded ring generated over S0 = A by ho-
mogeneous elements x11, . . . , x1k1 , . . . , xr1, . . . , xrkr in degrees deg (xij) =
(d1ij , . . . , d
i−1
ij , 1, 0, . . . , 0), where d
l
ij ≥ 0. Set dli = maxj{dlij}.
Given a finitely generated r-graded S-module L, let us define its homo-
geneous support as Supp+(L) = {P ∈ Proj r(S) | LP 6= 0}. Note that
Supp+(L) = V+(AnnL) is a closed subset of Proj
r(S). We define the rele-
vant dimension of L as
rel.dimL =
{
r − 1 if Supp+(L) = ∅
max{dimS/P | P ∈ Supp+(L)} if Supp+(L) 6= ∅
.
One can check that rel.dimL = dimSupp+L+ r.
From now on in this section we will assume that A is an artinian local ring.
Given a finitely generated r-graded S-module L, its homogeneous components
Ln are finitely generated A-modules, and hence have finite length. The nu-
merical function H(L, · ) : Zr → Z with H(L,n) = lengthA(Ln) is the Hilbert
function of L. Next result shows the existence of the Hilbert polynomial for
any finitely generated r-graded S-module.
Proposition 1.5.1 Let L be a finitely generated r-graded S-module of relevant
dimension δ. Then there exists a polynomial PL(t1, . . . , tr) ∈ Q[t1, . . . , tr] of
total degree δ − r such that H(L, i1, . . . , ir) = PL(i1, . . . , ir) for i1 ≫ d12i2 +
. . .+ d1rir, . . . , ir−1 ≫ dr−1r ir, ir ≫ 0. Moreover,
PL(t1, . . . , tr) =
∑
|n|≤δ−r
an
(
t1 − d12t2 − . . . − d1rtr
n1
)
. . .
(
tr−1 − dr−1r tr
nr−1
)(
tr
nr
)
,
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where an ∈ Z, an ≥ 0 if |n| = δ − r.
Proof. Given a finitely generated r-graded S-module L, first note that there
is a chain
0 = L0 ⊂ L1 ⊂ . . . ⊂ Ls = L
of r-graded submodules of L such that for each i ≥ 1, Li/Li−1 ∼= (S/Pi)(mi),
where Pi ∈ SuppL is a homogeneous prime ideal andmi ∈ Zr. Indeed, we may
assume L 6= 0. Choose P1 ∈ AssL. Then P1 is a homogeneous prime ideal,
and there exists an r-graded submodule L1 ⊂ L such that L1 ∼= (S/P1)(m1). If
L1 6= L, by repeating the procedure with L/L1 we get an r-graded submodule
L2 ⊂ L such that L2/L1 ∼= (S/P2)(m2). Since L is noetherian, this process
finishes after a finite number of steps. From this chain, we obtain
H(L,n) =
s∑
i=1
H(S/Pi,n+mi).
So it is enough to prove the result for the rings T = S/P , with P a homoge-
neous prime ideal. To this end, we will reduce the problem to the standard
case where the result is already known.
Set B = T0. Let us consider T ⊂ T the B-algebra generated by the
homogeneous elements of T of degree (e1, . . . , er) such that
er−1 ≥ dr−1r er
er−2 ≥ dr−2r−1er−1 + dr−2r er
. . . . . .
e1 ≥ d12e2 + . . .+ d1rer.
Then one has Tn = Tn for each n ∈ Nr satisfying the inequalities before. Let
us consider the morphism
ψ : Zr −→ Zr
(x1, . . . , xr) 7→ (x1 − d12x2 − · · · − d1rxr, . . . , xr−1 − dr−1r xr, xr)
Note that ψ(suppT ) ⊂ Nr, so Tψ is again a Nr-graded ring. Furthermore, we
have rel.dimT
ψ
= rel.dim T = rel.dimT = δ. If T
ψ
is standard, by [HHRT,
Theorem 4.1] there exists a polynomial Q(t1, . . . , tr) ∈ Q[t1, . . . , tr] of total
degree δ − r
Q(t1, . . . , tr) =
∑
|n|≤δ−r
an
(
t1
n1
)
. . .
(
tr
nr
)
,
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with an ∈ Z, an ≥ 0 if |n| = δ − r such that for i≫ 0
Q(i1, . . . , ir) = lengthB[ T
ψ
](i1,...,ir).
Then, by defining P (t1, . . . , tr) = Q(t1 − d12t2 − . . . d1rtr, . . . , tr−1 − dr−1r tr, tr),
let us observe that for i1 ≫ d12i2 + . . . + d1rir, . . . , ir−1 ≫ dr−1r ir, ir ≫ 0, we
have
P (i1, . . . , ir) = lengthB [T
ψ
](i1−d12i2−...−d1r ir,...,ir−1−d
r−1
r ir,ir)
= lengthB [T](i1,...,ir)
= lengthA [T](i1,...,ir),
so we get the statement.
Therefore we only have to prove that T
ψ
is standard or, equivalently, that T
can be generated over B by homogeneous elements in degrees (e1, . . . , er) such
that ei+1 = . . . = er = 0, ei = 1, ei−1 = d
i−1
i ei, ei−2 = d
i−2
i−1ei−1 + d
i−2
i ei,
. . ., e1 = d
1
2e2 + . . . + d
1
i ei. Assume that T is generated over B by
homogeneous elements z11, . . . , z1k1 , . . . , zr1, . . . , zrkr in degrees deg (zij) =
(d1ij , . . . , d
i−1
ij , 1, 0, . . . , 0). Let us take a homogeneous element z in T , with
deg z = (α1, . . . , αr). Let j be such that αj 6= 0, αj+1 = . . . = αr = 0 (j is 0 if
z ∈ B). We are going to prove by induction on j that z can be generated over
B by the homogeneous elements whose degrees satisfy the equalities before.
If j = 0, there is nothing to prove. If j = 1, then deg z = (α1, 0, . . . , 0) and
we can write z as a linear combination with coefficients in B of products of
α1 elements among z11, . . . , z1k1 , so the result is trivial. Assume now that
j > 1. By forgetting the first component of the degree, we have by induction
hypothesis that z can be written as a sum of terms of the type λw1 . . . wl with
λ ∈ B[z11, . . . , z1k1 ], and the degree of the elements wi satisfying the r−1 first
equalities. Set degwj = (s
1
j , . . . , s
r
j), degλ = (s, 0, . . . , 0). We will finish if we
prove that
α1 ≥
l∑
j=1
(d12s
2
j + . . .+ d
1
rs
r
j).
But note that α1 ≥ d12α2 + . . .+ d1rαr =
∑l
j=1 d
1
2s
2
j + . . . + d
1
rs
r
j . ✷
Our next aim will be to study for a given finitely generated r-graded S-
module L, the A-modules H iS+(L)n for i ≥ 0, n ∈ Zr. We need two previous
lemmas.
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Lemma 1.5.2 Let L be a finitely generated r-graded S-module such that
(S+)
uL = 0 for an integer u. Then there exits m = (m1, . . . ,mr) ∈ Zr such
that
Ln = 0,
for n = (n1, . . . , nr) such that n1 > d
1
2n2 + . . . + d
1
rnr + m1, . . . , nr−1 >
dr−1r nr +mr−1, nr > mr.
Proof. Since there exists u ∈ Z such that (S+)uL = 0, we have Supp+(L) =
V+(AnnL) ⊂ V+(S+) = ∅, so rel.dimL = r − 1. Then the result follows from
Proposition 1.5.1. ✷
Lemma 1.5.3 (Homogeneous Prime Avoidance) Let P1, . . . , Pm ∈ Proj r(S).
If I is any homogeneous ideal of S such that I 6⊂ Pi for i = 1, . . . ,m, then
there is a homogeneous element a such that a ∈ I, a 6∈ P1 ∪ . . . ∪ Pm.
Proof. We may assume that Pj 6⊂ Pi for i 6= j, so for a given i, we have
that for any j 6= i there exists a homogeneous element pij ∈ Pj , pij 6∈ Pi.
Then pi =
∏
j 6=i pij satisfies that pi 6∈ Pi, but pi ∈ Pj for all j 6= i. Next
we may take homogeneous elements ai ∈ I, ai 6∈ Pi for i = 1, . . . ,m. Set
deg aipi = (αi1, . . . , αir). Since S+ 6⊂ Pi, there exists an element of the type
x1j1 . . . xrjr 6∈ Pi. So multiplying each aipi by a power of the corresponding
xrjr we can assume that α1r = . . . = αmr = αr. Then, multiplying by suitable
powers of each xr−1,jr−1 we may also assume that α1,r−1 = . . . = αm,r−1 =
αr−1. By repeating this procedure as many times as necessary, we can assume
at the end that deg(a1p1) = . . . = deg(ampm) = (α1, . . . , αr). Now a =
a1p1 + . . .+ ampm is homogeneous and a ∈ I, a 6∈ P1 ∪ . . . ∪ Pm. ✷
Now we are ready to prove that if L is a finitely generated r-graded S-
module, then the A-modules H iS+(L)n are finitely generated for all n ∈ Zr,
i ≥ 0, and vanish for all sufficiently large n. Here, the artinian assumption
on A is not necessary. In the graded case, this is a classical result due to J.P.
Serre.
Proposition 1.5.4 Let L be a finitely generated r-graded S-module. Then
(i) For all i ≥ 0, n ∈ Zr, the A-module H iS+(L)n is finitely generated.
(ii) There exits m = (m1, . . . ,mr) ∈ Zr such that H iS+(L)n = 0 for all
i ≥ 0, n = (n1, . . . , nr) such that n1 > d12n2 + . . . + d1rnr + m1, . . . ,
nr−1 > d
r−1
r nr +mr−1, nr > mr.
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Proof. We will follow the same lines as the proof of the graded version in
[BroSha, Proposition 15.1.5]. We will prove by induction on i that H iS+(L)n
is a finitely generated A-module for all n ∈ Zr, and that it is zero for all
sufficiently large values of n. This proves the statement because H iS+(L) = 0
for all i greater than the minimal number of generators of S+.
Assume i = 0. Then H0S+(L) is a finitely generated r-graded S-module
since it is a submodule of L, and so H0S+(L)n is a finitely generated A-module
and there exists u ∈ N such that (S+)uH0S+(L) = 0. Then, according to
Lemma 1.5.2 there exists m ∈ Zr such that H0S+(L)n = 0 for n1 > d12n2+ . . .+
d1rnr +m1, . . ., nr−1 > d
r−1
r nr +mr−1, nr > mr.
Now let us assume i > 0. From the r-graded isomorphism H iS+(L)
∼=
H iS+(L/H
0
S+
(L)), we may replace L by L/H0S+(L) and then assume that
H0S+(L) = 0. Then S+ 6⊂ P for all P ∈ Ass(L), and so by the Prime
Avoidance Lemma there exists a homogeneous element x ∈ S+ of degree
k = (k1, . . . , kr) such that x 6∈ P for all P ∈ Ass(L). Looking at the proof of
the Prime Avoidance Lemma, notice that we can choose x such that k satisfies
k1 > d
1
2k2 + · · · + d1rkr, . . ., kr−1 > dr−1r kr. Then we get an r-graded exact
sequence
0→ L(−k) ·x−→ L→ L/xL→ 0,
which induces for all n ∈ Zr the exact sequence of A-modules
H i−1S+ (L/xL)n → H iS+(L)n−k
·x−→ H iS+(L)n .
By the induction hypothesis, there exists m ∈ Zr such that H i−1S+ (L/xL)n = 0
for all n = (n1, . . . , nr) such that n1 > d
1
2n2 + . . . + d
1
rnr +m1, . . . , nr−1 >
dr−1r nr +mr−1, nr > mr. Now let n verifying these inequalities. Then note
that for any s ≥ 1, n+ sk also satifies them, and so we have exact sequences
0→ H iS+(L)n−k
·xs−→ H iS+(L)n+(s−1)k .
Since H iS+(L) is S+-torsion and x ∈ S+, we have H iS+(L)n−k = 0. Therefore,
by taking m = m − k, we obtain H iS+(L)n = 0 for all n such that n1 >
d12n2 + . . .+ d
1
rnr +m1, . . . , nr−1 > d
r−1
r nr +mr−1, nr > mr.
Now let us fix n ∈ Zr. If n1 > d12n2 + . . . + d1rnr + m1, . . . , nr−1 >
dr−1r nr +mr−1, nr > mr, we have that H
i
S+
(L)n = 0, and so it is a finitely
generated A-module. Otherwise, let us take y ∈ S+ such that y 6∈ ⋃P∈Ass(L) P
with degree l = (l1, . . . , lr) such that n + l satisfies the previous inequalities
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(we can find such a y by the Prime Avoidance Lemma). Then we have the
graded exact sequence
H i−1S+ (L/yL)n+l → H iS+(L)n
·y−→ H iS+(L)n+l = 0,
and from the induction hypothesis we also have that H i−1S+ (L/yL)n+l is a
finitely generated A-module, and so H iS+(L)n. ✷
We have already shown that the Hilbert function of any finitely generated
r-graded S-module is a polynomial function for large n. Our next result
precises the difference between the Hilbert function and the Hilbert polynomial
for any n.
Proposition 1.5.5 Let L be a finitely generated r-graded S-module. Then for
all n ∈ Zr
H(L,n)− PL(n) =
∑
q
(−1)q lengthA(HqS+(L)n).
Proof. We will follow the proof of the graded version from [BH1, Theorem
4.3.5]. For an arbitrary finitely generated r-graded S-module L, let us define
the series
H ′L(u1, . . . , ur) =
∑
n∈Zr(H(L,n) − PL(n))un
H ′′L(u1, . . . , ur) =
∑
n∈Zr(
∑
q(−1)q lengthA(HqS+(L)n) )un.
We will prove the statement by induction on δ = rel.dimL. If δ = r − 1,
then Supp+L = ∅, and so there exists m such that Sm+ ⊂ Ann(L). Therefore
H0S+(L) = L, and hence the result is trivial. Assume now δ ≥ r, and let
us consider L = L/H0S+(L). Since H
0
S+
(L) is a finitely generated r-graded
S-module which is vanished by some power of S+, there are integers i1, . . . , ir
such thatH0S+(L)n = 0 for n1 > d
1
2n2+. . .+d
1
rnr+i1, . . ., nr−1 > d
r−1
r nr+ir−1,
nr > ir. So we have PL(t) = PL(t), and it is enough to prove the result for L
because then, for all n = (n1, . . . , nr)
H(L,n)− PL(n) = H(L,n) + lengthA(H0S+(L)n)− PL(n)
=
∑
q(−1)qlengthA(HqS+( L )n) + lengthA (H0S+(L)n)
=
∑
q(−1)qlengthA (HqS+(L)n).
So let us assume H0S+(L) = 0. Then S+ 6⊂ P for all P ∈ Ass(L), and so by
the Prime Avoidance Lemma there exists a homogeneous element x ∈ S+ of
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degree k = (k1, . . . , kr) such that x 6∈ P for all P ∈ Ass(L). Then we have the
r-graded exact sequence
0→ L(−k)→ L→ L/xL→ 0,
with rel.dimL/xL < rel.dimL. Note thatH(L/xL,n) = H(L,n)−H(L,n−k)
for all n, and so PL/xL(t) = PL(t) − PL(t − k). We conclude H ′L/xL(u) =
(1−uk)H ′L(u). From the long exact sequence of local cohomology, we also get
H ′′L/xL(u) = (1−uk)H ′′L(u). By the induction hypothesis, we haveH ′L/xL(u) =
H ′′L/xL(u) and so H
′
L(u) = H
′′
L(u). ✷
20
Chapter 2
The diagonals of a bigraded
module
Throughout this chapter we will study in more detail the diagonal functor in
the category of bigraded S-modules, where S = k[X1, . . . ,Xn, Y1, . . . , Yr] is the
polynomial ring in n+r variables with the bigrading given by deg(Xi) = (1, 0),
deg(Yj) = (dj , 1), and d1, . . . , dr ≥ 0. This category includes any standard
bigraded k-algebra, by taking d1 = . . . = dr = 0, as well as the Rees ring and
the form ring of a homogeneous ideal in a graded k-algebra, when those rings
are endowed with an appropiate bigrading (see Section 2.3).
For a given c, e positive integers, let ∆ be the (c, e)-diagonal of Z2. Our
purpose is to study the exact functor ( )∆ : M
2(S) → M1(S∆) (see Chapter
1, Section 4). We are mainly interested in studying how the arithmetic proper-
ties of a bigraded S-module L and its diagonals L∆ are related. Most of these
properties, like the Cohen-Macaulayness or the Gorenstein property, can be
characterized by means of the local cohomology modules. So it would be very
useful to relate the local cohomology modules of L with the local cohomology
modules of its diagonals. This has been done by A. Conca et al. in [CHTV]
from the study of the bigraded minimal free resolution of L over S, after devel-
oping a theory of generalized Segre products of bigraded algebras. In Section
2.1 we are going to present their results by a different and somewhat easier
approach. In addition, this approach will provide more detailed information
about several problems concerning to the behaviour of the local cohomology
when taking diagonals.
In Section 2.2 we focus our study on standard bigraded k-algebras. For
21
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a such k-algebra R, let R1 = ⊕i∈NR(i,0), R2 = ⊕j∈NR(0,j). In this case,
we give a characterization for R to have a good resolution in terms of the
a∗-invariants of R1 and R2 which, in particular, provides a criterion for the
Cohen-Macaulayness of its diagonals. We also find necessary and sufficient
conditions on the local cohomology of R1 and R2 for the existence of Cohen-
Macaulay diagonals of R, whenever R is Cohen-Macaulay.
Given a homogeneous ideal I in a graded k-algebra A, the Rees algebra
RA(I) =
⊕
n≥0 I
n of I can be endowed with the bigrading RA(I)(i,j) = (I
j)i.
The last section of the chapter is devoted to study the diagonals of the Rees
algebra. In the case where A is the polynomial ring, we will show that if
the Rees algebra is Cohen-Macaulay then there exists some diagonal with this
property, thus proving a conjecture stated in [CHTV]. Furthermore, we will
give necessary and sufficient conditions on the ring A for the existence of a
Cohen-Macaulay diagonal of a Cohen-Macaulay Rees algebra.
2.1 The diagonal functor on the category of bi-
graded modules
Let S = k[X1, . . . ,Xn, Y1, . . . , Yr] be the polynomial ring in n + r variables
over a field k with the bigrading given by deg(Xi) = (1, 0), deg(Yj) = (dj , 1),
where d1, . . . , dr ≥ 0. Set d = max{d1, . . . , dr}, u = ∑rj=1 dj . Let us denote
byM the homogeneous maximal ideal of S. Note that the irrelevant ideal S+
of S is the ideal generated by the products XiYj, for i = 1, . . . , n, j = 1, . . . , r.
Given c, e positive integers, let ∆ be the (c, e)-diagonal of Z2. For any
bigraded S-module L, let us recall that the diagonal of L along ∆ is defined
as L∆ :=
⊕
s∈Z L(cs,es), which is a graded module over the graded ring S∆ :=⊕
s≥0 S(cs,es). Our first lemma computes the dimension of the diagonals of a
finitely generated bigraded S-module.
Lemma 2.1.1 Let L be a finitely generated bigraded S-module. For ∆ = (c, e)
with c ≥ de+ 1, dimL∆ = rel.dim L− 1.
Proof. The proof follows the same lines as the one given for the bigraded
standard case by A. Simis et al. in [STV, Proposition 2.3]. Set δ = rel.dimL.
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According to Proposition 1.5.1, there is a polynomial P (s, t) ∈ Q[s, t] of total
degree δ − 2 of the type
P (s, t) =
∑
k+l≤δ−2
akl
(
s− dt
k
)(
t
l
)
,
with akl ≥ 0 for any k, l verifying k + l = δ − 2 such that for i ≫ dj, j ≫ 0,
P (i, j) = dimk L(i,j). For any c ≥ de + 1, let us consider the polynomial
Q(u) = P (cu, eu) ∈ Q[u]. Then Q(u) = dimk L(cu,eu) = dimk(L∆)u for u large
enough and deg Q(u) = δ − 2. Therefore dimL∆ = δ − 1. ✷
From now on in the chapter we will always consider diagonals ∆ = (c, e)
with c ≥ de + 1. The next two propositions are inspired in some results and
techniques used by E. Hyry in [Hy]. The first one shows how the local coho-
mology modules of L with respect to S+ are related to the local cohomology
modules of L∆ with respect to M∆.
Proposition 2.1.2 Let L be a finitely generated bigraded S-module. Then
there are graded isomorphisms
HqS+(L)∆
∼= HqM∆(L∆) ,∀q.
Proof. Let N be the ideal of S generated byM∆. Observe that
√
S+ =
√N ,
so we immediately get a bigraded isomorphism HqS+(L)
∼= HqN (L), ∀q ≥ 0.
Denoting by g1, . . . , gs a k-basis of S(c,e), we have that N can be generated
by g1, . . . , gs. So we may compute the local cohomology modules of L with
respect to N from the Ceˇch complex built up from these elements
C· : 0→ C0 → C1 → . . .→ Cs → 0,
Ct =
⊕
1≤i1<i2<...<it≤s
Lgi1gi2 ...git ,
with the differentation dt : Ct → Ct+1 defined on the component
Lgi1gi2 ...git −→ Lgj1gj2 ...gjtgjt+1
to be the homomorphism (−1)m−1nat : Lgi1gi2 ...git → (Lgi1gi2 ...git )gjm if
{i1, . . . , it} = {j1, . . . , ĵm, . . . , jt+1}, and 0 otherwise. Then HqN (L) ∼= Hq(C·).
We can also consider the Ceˇch complex associated to L∆ built up from
g1, . . . , gs
D· : 0→ D0 → D1 → . . .→ Ds → 0,
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Dt =
⊕
1≤i1<i2<...<it≤s
(L∆)gi1gi2 ...git ,
with the differentation δt : Dt → Dt+1 defined on the component
(L∆)gi1gi2 ...git −→ (L∆)gj1gj2 ...gjtgjt+1
to be the homomorphism (−1)m−1nat : (L∆)gi1gi2 ...git → ((L∆)gi1gi2 ...git )gjm
if {i1, . . . , it} = {j1, . . . , ĵm, . . . , jt+1}, and 0 otherwise. Then HqM∆(L∆) ∼=
Hq(D·). Note that dt|Dt = δt, so we have (Ker dt)∆ = Ker δt, (Im dt)∆ =
Im δt. Therefore we may conclude HqN (L)∆
∼= HqM∆(L∆). ✷
Now, let S1, S2 be the bigraded subalgebras of S defined by S1 =
k[X1, . . . ,Xn], S2 = k[Y1, . . . , Yr], and note that the ideals m1 = (X1, ...,Xn)
and m2 = (Y1, . . . , Yr) are the homogeneous maximal ideals of S1 and S2 re-
spectively. Then let us define M1 to be the ideal of S generated by m1 and
M2 to be the ideal of S generated by m2. Note that M1 +M2 = M and
M1 ∩M2 = S+. Therefore we have
Proposition 2.1.3 Let L be a finitely generated bigraded S-module. There is
a natural graded exact sequence
...→ HqM(L)∆ → HqM1(L)∆ ⊕H
q
M2
(L)∆ → HqM∆(L∆)
ϕq
L−→ Hq+1M (L)∆ → ...
Proof. We get the result by applying the diagonal functor to the Mayer-
Vietoris sequence associated toM1, M2 and by then using Proposition 2.1.2.
✷
As a first consequence we may recover the following result by A. Conca et
al. in [CHTV].
Corollary 2.1.4 [CHTV, Theorem 3.6] Let L be a finitely generated bigraded
S-module. For all q ≥ 0, there exists a canonical graded homomorphism
ϕqL : H
q
M∆
(L∆)→ Hq+1M (L)∆,
which is an isomorphism for q > max{n, r}.
Proof. Since M1 is generated by n elements, we have that HqM1(L) = 0 for
any q > n. Similarly, HqM2(L) = 0 for any q > r. Now, the corollary follows
from Proposition 2.1.3. ✷
Moreover, let us also notice that Proposition 2.1.3 precises the obstructions
for ϕqL to be isomorphism. Denote by [ϕ
q
L]s : H
q
M∆
(L∆)s → Hq+1M (L)(cs,es) the
component of degree s of the map ϕqL. Then we have
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Corollary 2.1.5 Let L be a finitely generated bigraded S-module. For a given
s ∈ Z, the following are equivalent
(i) [ϕqL]s is an isomorphism, for all q ≥ 0.
(ii) HqM1(L)(cs,es) = H
q
M2
(L)(cs,es) = 0, for all q ≥ 0.
In particular, ϕqL is an isomorphism for all q ≥ 0 if and only if HqM1(L)∆ =
HqM2(L)∆ = 0 for all q ≥ 0.
Therefore, the obstructions for the maps ϕqL to be isomorphisms are located
in the vanishing of the local cohomology modules with respect toM1 andM2.
So our next goal will be to study these local cohomology modules. For that,
let us consider
0→ Dt → · · · → D1 → D0 → L→ 0
the Z2-graded minimal free resolution of L over S. For every p, Dp is a finite
direct sum of S-modules of the type S(a, b). If we apply the diagonal functor to
this resolution, we get a resolution of L∆ by means of the modules S(a, b)∆.
Let us begin by studying the local cohomology modules of the bigraded S-
modules obtained by shifting S with degree (a, b).
First, let us fix some notations. For α = (α1, . . . , αn) ∈ Zn, and β =
(β1, . . . , βr) ∈ Zr, we write Xα for the monomial Xα11 · · ·Xαnn and Y β for
the monomial Y β11 · · ·Y βrr . Note that deg(Xα) = (
∑n
i=1 αi, 0), deg(Y
β) =
(
∑r
i=1 diβi,
∑r
i=1 βi). We will write α < 0 (or α ≥ 0) if all the components of
α satisfy this condition, and the same for β. Then we have:
Proposition 2.1.6 Let a, b ∈ Z.
(i)
HqM1(S(a, b)) =
{
0 if q 6= n
(
⊕
α<0,β≥0 kX
αY β)(a, b) if q = n
(ii)
HqM2(S(a, b)) =
{
0 if q 6= r
(
⊕
α≥0,β<0 kX
αY β)(a, b) if q = r
Proof. Since S(a, b) is a free S1-module with basis the monomials in
the variables Y1, . . . , Yr, we have that H
q
M1
(S(a, b)) = 0 for all q 6= n, and
HnM1(S(a, b)) = (
⊕
β≥0H
n
m1
(S1)Y
β)(a, b) = (
⊕
α<0,β≥0 kX
αY β)(a, b). By
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taking into account that S(a, b) is a free S2-module with basis the mono-
mials in the variables X1, . . . ,Xn, we also get H
q
M2
(S(a, b)) = 0 for all q 6= r,
and HrM2(S(a, b)) = (
⊕
α≥0H
r
m2
(S2)X
α)(a, b) = (
⊕
α≥0,β<0 kX
αY β)(a, b). ✷
Corollary 2.1.7 Let a, b ∈ Z.
(i)
supp (HqM1(S(a, b))∆ ) =
{ ∅ if q 6= n
{ s ∈ Z | −be ≤ s ≤ bd−a−nc−ed } if q = n
(ii)
supp (HqM2(S(a, b))∆ ) =
{ ∅ if q 6= r
{ s ∈ Z | (b+r)d−u−ac−ed ≤ s ≤ −b−re } if q = r
Proof. From Proposition 2.1.6, a straightforward computation gives the
support by taking into account that a monomial XαY β in HnM1(S(a, b)) has
degree (p, q) with p =
∑n
i=1 αi+
∑r
j=1 djβj −a and q =
∑r
j=1 βj − b. Similarly
one gets (ii). ✷
For a real number x, let us denote by [x] = max{n ∈ Z | n ≤ x} the integral
part of x. The following corollary gives necessary and sufficient numerical
conditions for S(a, b)∆ to be Cohen-Macaulay in terms of the diagonal ∆ and
the shift (a, b). In particular, notice that S∆ is Cohen-Macaulay for any ∆.
Corollary 2.1.8 [CHTV, Proposition 3.4] Assume n, r ≥ 2. For any a, b ∈ Z,
S(a, b)∆ is a Cohen-Macaulay S∆-module if and only if [
bd−a−n
c−ed ] <
−b
e and
[−b−re ] <
(b+r)d−u−a
c−ed .
Proof. Since S is a domain, we have that rel.dimS(a, b) = rel.dimS =
dimS = n + r, and so dimS(a, b)∆ = n + r − 1 by Lemma 2.1.1. Therefore,
S(a, b)∆ is Cohen-Macaulay if and only if H
q
M∆
(S(a, b)∆) = 0 for any q <
n+ r − 1. By Proposition 2.1.3, note that for q < n+ r − 1 we have that
HqM∆(S(a, b)∆)
∼= HqM1(S(a, b))∆ ⊕H
q
M2
(S(a, b))∆.
Since n, r ≥ 2, we get n + r − 2 ≥ n, r, and then the result follows from
Corollary 2.1.7. ✷
Remark 2.1.9 Note that if n = r = 1, the proof above shows that S(a, b)∆ is
always Cohen-Macaulay. In the case where n ≥ 2, r = 1, we get that S(a, b)∆
is Cohen-Macaulay if and only if [−b−re ] <
(b+r)d−u−a
c−ed , while if n = 1, r ≥ 2,
S(a, b)∆ is Cohen-Macaulay if and only if [
bd−a−n
c−ed ] <
−b
e .
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For simplicity, from now on we will assume n, r ≥ 2. Now, let L be a
finitely generated bigraded S-module. For any p ≥ 0, let us denote by Ωp,L
the set of shifts (a, b) which appear in the place p of its bigraded minimal free
resolution, and ΩL the union of all these sets. Often we will write Ωp, Ω if
there is not danger of confusion with respect to the module L. The next result
relates the local cohomology of the diagonals L∆ of L to the local cohomology
of the diagonals S(a, b)∆ of the modules S(a, b) which arise in its minimal free
resolution.
Proposition 2.1.10 Let L be a finitely generated bigraded S-module. Then
(i) If HqM1(L)(cs,es) 6= 0, then there exists a shift (a, b) ∈ Ωn−q,L such that
HnM1(S(a, b))(cs,es) 6= 0, and so −be ≤ s ≤ bd−a−nc−ed .
(ii) If HqM2(L)(cs,es) 6= 0, then there exists a shift (a, b) ∈ Ωr−q,L such that
HrM2(S(a, b))(cs,es) 6= 0, and so
(b+r)d−u−a
c−ed ≤ s ≤ −b−re .
Proof. To prove (i), let 0 → Dt → . . . → D0 → L → 0 be the bigraded
minimal free resolution of L over S. By considering Cp = Coker(Dp+1 → Dp)
for p ≥ 0, this yields the short exact sequences
0→ Cp+1 → Dp → Cp → 0, ∀p ≥ 0.
If HqM1(L) 6= 0, then q ≤ n because M1 is generated by n elements. In the
case q = n, from the short exact sequence 0→ C1 → D0 → L→ 0, we obtain a
bigraded epimorphism HnM1(D0)→ HnM1(L). Therefore, if HnM1(L)(cs,es) 6= 0
then HnM1(D0)(cs,es) 6= 0, so by Corollary 2.1.7 there exists a shift (a, b) ∈ Ω0
such that −be ≤ s ≤ bd−a−nc−ed . If q < n, since HvM1(Dp) = 0 for any v 6= n, we
have bigraded isomorphisms
HqM1(L)
∼= Hq+1M1 (C1) ∼= H
q+2
M1
(C2) ∼= . . . ∼= Hn−1M1 (Cn−q−1),
a bigraded monomorphism
0→ Hn−1M1 (Cn−q−1)→ HnM1(Cn−q),
and a bigraded epimorphism
HnM1(Dn−q)→ HnM1(Cn−q)→ 0.
Therefore, HqM1(L)(cs,es) 6= 0 implies HnM1(Dn−q)(cs,es) 6= 0, and we are done
by Corollary 2.1.7. Similarly one can prove (ii). ✷
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Remark 2.1.11 Given a finitely generated bigraded S-module L, for each
diagonal ∆ = (c, e) let us consider the sets of integers
X∆p =
⋃
(a,b)∈Ωp,L
supp (HnM1(S(a, b))∆),
Y ∆p =
⋃
(a,b)∈Ωp,L
supp (HrM2(S(a, b))∆),
where X∆p = Y
∆
p = ∅ if p < 0. Let X∆ =
⋃
pX
∆
p , Y
∆ =
⋃
p Y
∆
p . Then,
Proposition 2.1.10 jointly with Proposition 2.1.3 says that if s 6∈ X∆n−q ∪ Y ∆r−q,
then [ϕqL]s is a monomorphism and [ϕ
q−1
L ]s is an epimorphism. In particular,
for an integer s 6∈ X∆ ∪ Y ∆ then [ϕqL]s is an isomorphism for any q. (In fact,
it is enough to define X∆ =
⋃
p≤nX
∆
p and Y
∆ =
⋃
p≤r Y
∆
p ).
Note that the set of integers s satisfying that −be ≤ s ≤ bd−a−nc−ed and
(b+r)d−u−a
c−ed ≤ s ≤ −b−re is empty or it only contains the integer 0 for suitable
c, e, that is, the sets X∆ and Y ∆ are contained in {0} for those ∆ = (c, e). So
we immediately get:
Corollary 2.1.12 Let L be a finitely generated bigraded S-module. There
exist positive integers e0, α such that for any e > e0, c > de + α, we have
isomorphisms [ϕqL]s : H
q
M∆
(L∆)s → Hq+1M (L)(cs,es) for all q ≥ 0 and s 6= 0.
Proof. It is enough to take e0 ≥ max{b,−b − r : (a, b) ∈ ΩL} and α ≥
max{bd− a− n, u+ a− (b+ r)d : (a, b) ∈ ΩL}. ✷
A similar result has been obtained in [CHTV, Lemma 3.8]. Therefore, we
have that for diagonals large enough the only obstruction for the map ϕqL to
be an isomorphism is located in the component of degree 0.
Definition 2.1.13 Let L be a finitely generated bigraded S-module and let
0→ Dt → · · · → D1 → D0 → L→ 0
be the bigraded minimal free resolution of L over S. Let ∆ be a diagonal.
We say that the resolution is good for ∆ if all the modules (Dp)∆ are Cohen-
Macaulay, that is, X∆ = Y ∆ = ∅. We say that the resolution is good if there
exists ∆ such that the resolution is good for ∆.
From Remark 2.1.11, we immediately get that if L has a good resolution
for ∆ then the corresponding maps ϕqL are isomorphisms.
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Corollary 2.1.14 Let L be a finitely generated bigraded S-module whose res-
olution is good for ∆. Then we have graded isomorphisms
ϕqL : H
q
M∆
(L∆)→ Hq+1M (L)∆, ∀q ≥ 0.
Our next goal is to study the existence of diagonals ∆ for which the bi-
graded minimal free resolution of L is good for ∆. To this end, following
[CHTV] we define:
Definition 2.1.15 We say that a property holds for c≫ 0 relatively to e≫ 0
if there exists e0 such that for all e > e0 there exists a positive integer c(e)
(depending on e) such that this property holds for all (c, e) with c > c(e).
We will often write c ≫ e ≫ 0. In fact, in the statements we will prove we
could replace the condition c ≫ e ≫ 0 by the stronger one that there exist
positive integers e0, α such that the property holds for e > e0, c > de + α.
For simplicity, we will keep the notation and definition of c ≫ e ≫ 0 from
[CHTV].
Next result provides necessary and sufficient numerical conditions for the
Cohen-Macaulayness of S(a, b)∆ for c≫ e≫ 0. Namely,
Proposition 2.1.16 [CHTV, Corollary 3.5] Let a, b ∈ Z. Then S(a, b)∆ is a
Cohen-Macaulay module for c ≫ e ≫ 0 if and only if a, b satisfy one of the
following conditions:
(i) b ≤ −r and (b+ r)d− u− a > 0,
(ii) −r < b < 0,
(iii) b ≥ 0 and bd− a− n < 0.
Proof. From Proposition 2.1.3, we have that S(a, b)∆ is Cohen-Macaulay
for c≫ e≫ 0 if and only if 0 6∈ supp (HnM1(S(a, b))∆)∪ supp (HrM2(S(a, b))∆)
for c≫ e≫ 0. Then the result follows from Corollary 2.1.7. ✷
Notice that, for a given diagonal ∆, we have that S(a, b)∆ is Cohen-
Macaulay if and only if the corresponding maps ϕqS(a,b) are isomorphisms for
all q ≥ 0. On the other hand, from the proof of Proposition 2.1.16, observe
that if (a, b) does not satisfy any of the conditions above then S(a, b)∆ is never
Cohen-Macaulay. Therefore, we can not hope to extend Corollary 2.1.12 to
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the component of degree 0 of the maps ϕqL. In fact, the proof of Proposition
2.1.3 shows that [ϕqL]0 does not depend on the diagonal ∆.
Furthermore, note that the proof of Proposition 2.1.16 also shows that if
there exists ∆ such that S(a, b)∆ is Cohen-Macaulay then S(a, b)∆ is Cohen-
Macaulay for c ≫ e ≫ 0. Therefore, if a finitely generated bigraded S-
module L has a good resolution, then the resolution of L is good for diagonals
∆ = (c, e) with c≫ e≫ 0.
Up to now we have related the vanishing of the local cohomology with
respect to M1 and M2 of a bigraded S-module L with the vanishing of the
local cohomology with respect to M1 and M2 of the modules S(a, b) which
arise in the bigraded minimal free resolution of L over S. This study has
led us to get sufficient conditions on the shifts (a, b) in order to ϕqL to be
isomorphisms. In the rest of the section we shall deal with the computation of
the local cohomology modules of a bigraded S-module L with respect to the
ideals M1 and M2 by themselves.
In Corollary 2.1.14 we have given sufficient conditions on the shifts in ΩL
to get that the maps ϕqL are isomorphisms for large diagonals. Next we give
necessary and sufficient conditions for the maps ϕqL to be isomorphisms in
terms of the local cohomology modules of L with respect to M1 and M2.
Namely,
Proposition 2.1.17 Let L be a finitely generated bigraded S-module. Then
the following are equivalent:
(i) There exists ∆ such that ϕqL is an isomorphism for all q ≥ 0.
(ii) For large diagonals ∆, ϕqL is an isomorphism for all q ≥ 0.
(iii) HqM1(L)(0,0) = H
q
M2
(L)(0,0) = 0 for all q ≥ 0.
For an integer e and a bigraded S-module L, let us define the graded S1-
module Le = ⊕i∈ZL(i,e). Then we have an exact functor ( )e : M2(S) →
M1(S1). The bigraded initial degree of a bigraded S-module L is defined by
indeg(L) = (indeg1(L), indeg2(L)), where
indeg1(L) = min{i | ∃j s.t. L(i,j) 6= 0},
indeg2(L) = min{j | ∃i s.t. L(i,j) 6= 0}.
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Proposition 2.1.18 Let L be a finitely generated bigraded S-module. Then:
(i) HqM1(L)(i,j) = H
q
m1
(Lj)i . In particular, H
q
M1
(L)(i,j) = 0 for i > aq(L
j)
or j < indeg2(L).
(ii) HqM2(L)(i,j) = 0 for j > a
2
∗(L).
Proof. As S1-module, L is the direct sum of the modules L
e = ⊕iL(i,e).
Since M1 is the ideal of S generated by m1 = (X1, . . . ,Xn), we have that
HqM1(L) = ⊕jHqm1(Lj), and so we get (i).
Now let 0→ Dt → · · · → D1 → D0 → L→ 0 be the bigraded minimal free
resolution of L over S, where Dp =
⊕
(a,b)∈Ωp S(a, b). By taking short exact
sequences as in Proposition 2.1.10, it is just enough to prove that if j > a2∗(L)
then HqM2(S(a, b))(i,j) = 0 for any (a, b) ∈ ΩL and q ≥ 0. The case q 6= r
is trivial. From Proposition 2.1.6, we may deduce that HrM2(S(a, b))(i,j) = 0
for j > −b− r. This finishes the proof because, according to Theorem 1.3.4,
a2∗(L) ≥ −b− r for any (a, b) ∈ ΩL. ✷
In the particular case d1 = . . . = dr = d, S can be thought as a stan-
dard bigraded k-algebra by a change of grading. If we consider the morphism
ϕ(p, q) = (p − dq, q), observe that ϕ(suppS) ⊂ N2, so Sϕ is a N2-graded ring
with [Sϕ](p,q) = S(p+dq,q). Noting that deg(Xi) = (1, 0) for i = 1, . . . , n, and
deg(Yj) = (0, 1) for j = 1, . . . , r as elements of S
ϕ, we have that Sϕ is stan-
dard. For a bigraded S-module L, let us recall that the Sϕ-module Lϕ is the
S-module L with the grading defined by [Lϕ](p,q) = L(p+dq,q).
Furthermore, in this case, given an integer e we can define an exact functor
( )e : M
2(S) → M1(S2) in the following way: For any bigraded S-module L,
we define Le to be the graded S2-module Le =
⊕
j∈ZL(e+dj,j). Then we have
Proposition 2.1.19 Assume that d1 = . . . = dr = d. For any finitely gener-
ated bigraded S-module L, we have
(i) HqM1(L)(i,j) = 0 for i > dj + a
1
∗(L
ϕ).
(ii) HqM2(L)(i,j) = H
q
m2
(Li−dj)j . In particular, H
q
M2
(L)(i,j) = 0 for j >
aq(Li−dj).
Proof. Let 0→ Dt → · · · → D1 → D0 → L→ 0 be the bigraded minimal
free resolution of L over S. Observe that
S(a, b)ϕ =
⊕
(i,j) S(a, b)(i+dj,j)
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=
⊕
(i,j) S(a+i+dj,b+j)
=
⊕
(i,j) S(a−db+i+d(b+j),b+j)
= Sϕ(a− db, b),
so in particular S(a, b)ϕ is a free Sϕ-module. Therefore, by applying the exact
functor ( )ϕ to the resolution of L we get that
0→ Dϕt → . . .→ Dϕ0 → Lϕ → 0
is a bigraded minimal free resolution of Lϕ over Sϕ. Since a1(Sϕ) = −n, from
Theorem 1.3.4 it follows that
a1∗(L
ϕ) = max { db− a | (a, b) ∈ ΩL} − n.
If i, j are such that i > dj + a1∗(L
ϕ), then we have that i > dj + db − a − n
for any shift (a, b) ∈ ΩL, and so from Proposition 2.1.6 we have that
HqM1(S(a, b))(i,j) = 0 for any q ≥ 0. By taking short exact sequences as in
Proposition 2.1.18, we then obtain HqM1(L)(i,j) = 0 for q ≥ 0, i > dj+a1∗(Lϕ).
To prove (ii), note that since d1 = . . . = dr = d we may decompose
L as the direct sum of the S2-modules Li. Then, by using that M2 is the
ideal of S generated by m2 = (Y1, . . . , Yr), we obtain H
q
M2
(L) =
⊕
iH
q
m2
(Li).
Noting that deg (Y1) = . . . = deg (Yr) = (d, 1), we finally get H
q
M2
(L)(i,j) =
Hqm2(Li−dj)j . ✷
2.2 Case study: Standard bigraded k-algebras
Our aim in this section is to particularize and improve for standard bigraded k-
algebras several results proved in Section 2.1. So let R be a standard bigraded
k-algebra generated by homogeneous elements x1, . . . , xn, y1, . . . , yr in degrees
deg (xi) = (1, 0), i = 1, . . . , n, deg (yj) = (0, 1), j = 1, . . . , r. By taking
the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yr] with the bigrading given
by deg(Xi) = (1, 0), deg(Yj) = (0, 1), we have that R is a finitely generated
bigraded S-module in a natural way.
In this case, denote by R1 = R0 = ⊕i∈NR(i,0), R2 = R0 = ⊕j∈NR(0,j).
Observe that R1 and R2 are graded k-algebras, and denote by m1 and m2
their homogeneous maximal ideals. Given e ∈ Z, we may define the graded
R1-module Re = ⊕i∈ZR(i,e) and the graded R2-module Re = ⊕j∈ZR(e,j). By
a straightforward application of Proposition 2.1.3, we get
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Proposition 2.2.1 There is a natural graded exact sequence
...→ HqM(R)∆ → HqM1(R)∆ ⊕H
q
M2
(R)∆ → HqM∆(R∆)
ϕq
R−→ Hq+1M (R)∆ → ...
In particular, given s ∈ Z, the following are equivalent:
(i) [ϕqR]s is isomorphism, ∀q ≥ 0.
(ii) Hq
m1
(Res)cs = 0 and H
q
m2
(Rcs)es = 0, ∀q ≥ 0.
Proof. It follows from Proposition 2.1.3, Proposition 2.1.18 and Proposition
2.1.19. ✷
As a direct consequence of Proposition 2.2.1 we have:
Corollary 2.2.2 ϕqR is an isomorphism for q > max{dimR1,dimR2}.
Proof. Set d1 = dimR1, d2 = dimR2. It is enough to prove that Hqm1(Re) =
Hqm2(Re) = 0 for any e ∈ Z, q > max{d1, d2}. But note that Re is a graded
R1-module, so Hqm1(Re) = 0 for q > d1. Similarly, Hqm2(Re) = 0 for q > d2
and we are done. ✷
From Proposition 2.2.1 we can also determine a set of integers s, depending
on the diagonal ∆, for which [ϕqR]s is an isomorphism for all q ≥ 0. More
explicitly,
Corollary 2.2.3 (i) [ϕqR]s is isomorphism for s < 0.
(ii) [ϕqR]s is isomorphism for s > max{ a1∗(R)/c, a2∗(R)/e}. In particular,
a∗(R∆) ≤ max{ a1∗(R)/c, a2∗(R)/e}.
Proof. It is a direct consequence of Proposition 2.2.1, Proposition 2.1.18
and Proposition 2.1.19. ✷
We have shown that [ϕqR]s is an isomorphism for any s < 0. Moreover,
note that if c > a1∗(R) and e > a
2
∗(R), then [ϕ
q
R]s is an isomorphism for any
s > 0. We may ensure that [ϕqR]0 is an isomorphism for any q if R has a good
resolution. Next we study the existence of a such resolution. The following
result provides a useful characterization for a standard bigraded k-algebra R
to have a good resolution by means of the a∗-invariants of R1 andR2. Namely,
Proposition 2.2.4 The following are equivalent:
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(i) R has a good resolution.
(ii) a∗(R1) < 0, a∗(R2) < 0.
Proof. Let us consider
D. : 0→ Dt → · · · → D1 → D0 = S → R→ 0
the bigraded minimal free resolution of R over S, whereDp =
⊕
(a,b)∈Ωp S(a, b).
Note that a, b are non-positive integers. So, by Proposition 2.1.16 the resolu-
tion is good if and only if all the shifts (a, b) satisfy one of the three following
conditions
(i) −r < b < 0.
(ii) b = 0 and −n < a.
(iii) b ≤ −r and a < 0.
It is not hard to check that these conditions are equivalent to that for any shift
(a, 0) ∈ ΩR we have a > −n, and for any shift (0, b) ∈ ΩR we have b > −r.
Observe that
S(a, b)0 =
⊕
j
S(a+j,b) =
{
0 if b < 0
S1(a) if b = 0
So by applying the functor ( )0 to the resolution of R we obtain a graded free
resolution of R1 over S1:
F. : 0→ Ft → · · · → F1 → F0 = S1 →R1 → 0 ,
where Fp = (Dp)
0 =
⊕
a∈γp S1(a), and γp = {a ∈ Z : (a, 0) ∈ Ωp} (Fp = 0
if γp = ∅). Furthermore, we have that Im(Fp) ⊂ m1Fp−1 for all p = 1, ..., t.
Hence this resolution is in fact the graded minimal free resolution of R1 over
S1. Then we can use Theorem 1.3.4 to compute a∗(R1) :
a∗(R1) = max{−a | a ∈ ∪pγp}+ a(S1) =
= max{−a | (a, 0) ∈ ΩR} − n.
Therefore, any shift (a, 0) ∈ ΩR satisfies a > −n if and only if a∗(R1) < 0.
Similarly, any shift (0, b) ∈ ΩR satisfies b > −r if and only if a∗(R2) < 0. ✷
As an immediate consequence we get a criterion for the existence of Cohen-
Macaulay diagonals of a standard bigraded k-algebra which extends [CHTV,
Corollary 3.12]. More explicitly,
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Corollary 2.2.5 Let R be a standard bigraded k-algebra with a∗(R1) < 0,
a∗(R2) < 0. Then depthR∆ ≥ depthR− 1 for large ∆. In particular, if R is
Cohen-Macaulay, then so R∆ for large ∆.
For a standard bigraded ring R defined over a local ring with
a1(R), a2(R) < 0, it has been shown in [Hy, Theorem 2.5] that if R is Cohen-
Macaulay, then its (1, 1)-diagonal inherits this property. This result can be
extended to any diagonal of a standard bigraded k-algebra.
Proposition 2.2.6 Let R be a standard bigraded Cohen-Macaulay k-algebra
with a1(R), a2(R) < 0. Then R∆ is Cohen-Macaulay for any diagonal ∆.
Proof. The bigraded standard k-algebra R has a presentation as a quotient
of the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yr] bigraded by deg(Xi) =
(1, 0), deg(Yj) = (0, 1). According to Theorem 1.3.4, for any shift (a, b) ∈ ΩR
we have that
0 ≤ −a ≤ a1(R)− a1(S) < n
0 ≤ −b ≤ a2(R)− a2(S) < r.
Then note that for any diagonal ∆ = (c, e) with c, e > 0,
X∆ =
⋃
(a,b)∈ΩR
{ s ∈ Z | −b
e
≤ s ≤ −a− n
c
} = ∅
Y ∆ =
⋃
(a,b)∈ΩR
{ s ∈ Z | −a
c
≤ s ≤ −b− r
e
} = ∅,
so the resolution is good for any ∆. Now, by Corollary 2.1.14 we have
HqM∆(R∆)
∼= Hq+1M (R)∆ = 0 for q < dimR− 1, so we are done. ✷
We finish this section by giving necessary and sufficient conditions on the
local cohomology ofR1 andR2 for the existence of a Cohen-Macaulay diagonal
of a standard bigraded Cohen-Macaulay k-algebra R. Namely,
Proposition 2.2.7 Let R be a standard bigraded Cohen-Macaulay k-algebra
of relevant dimension δ. Then there exists ∆ such that R∆ is Cohen-Macaulay
if and only if Hq
m1
(R1)0 = Hqm2(R2)0 = 0 for any q < δ − 1.
Proof. According to Lemma 2.1.1, we have that dimR∆ = δ − 1 for any
∆. By taking into account Corollary 2.1.12, there exists ∆ such that R∆ is
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Cohen-Macaulay if and only if there exists ∆ such that HqM∆(R∆)0 = 0 for
any q < δ − 1. But from Proposition 2.2.1, for any q < δ − 1 we have
HqM∆(R∆)0
∼= Hqm1(R1)0 ⊕Hqm2(R2)0.
This finishes the proof. ✷
2.3 Case study: Rees algebras
Let A be a noetherian graded algebra generated in degree 1 over a field k.
Then A has a presentation A = k[X1, . . . ,Xn]/K = k[x1, . . . , xn], where K
is a homogeneous ideal of the polynomial ring k[X1, . . . ,Xn] with the usual
grading. Let m be the graded maximal ideal of A. For a homogeneous ideal I
of A, let us consider the Rees algebra
R = RA(I) =
⊕
n≥0
Intn ⊂ A[t]
of I endowed with the natural bigrading given by
R(i,j) = (I
j)i,
introduced by A. Simis et al. in [STV]. If I is generated by forms f1, . . . , fr
in degrees d1, . . . , dr respectively, note that R is a k-algebra finitely generated
by x1, . . . , xn, f1t, ...., frt with deg(xi) = (1, 0), deg(fjt) = (dj , 1), and that
it has a unique homogeneous maximal ideal M = (x1, . . . , xn, f1t, ...., frt).
By considering the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yr] with the
grading determined by setting deg(Xi) = (1, 0) and deg(Yj) = (dj , 1), we have
a bigraded epimorphism:
S −→ R
Xi 7−→ xi
Yj 7−→ fjt
so that R has a natural structure as finitely generated bigraded S-module. Set
d = max{d1, . . . , dr}. For any c ≥ de + 1, the ∆ = (c, e)-diagonal of the Rees
algebra is
RA(I)∆ =
⊕
s≥0
(Ies)cs = k[(I
e)c].
Note that k[(Ie)c] is a graded k-algebra with a unique homogeneous maximal
ideal m = M∆. The interest of these algebras k[(Ie)c] is, as we will show in
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the next chapter, that for any c ≥ de + 1 there is a projective embedding of
the blow-up X of Proj (A) along I˜ so that X ∼= Proj (k[(Ie)c]).
Set n = dimA. The next lemma computes the dimension of the rings
k[(Ie)c] extending [CHTV, Lemma 1.3] where the case A = k[X1, . . . ,Xn] was
studied.
Lemma 2.3.1 Assume I 6⊂ p, for all p ∈ Ass (A). Then dim k[(Ie)c] = n for
all c ≥ de+ 1.
Proof. Since I is not contained in any associated prime of A, we have that
any associated prime ideal of the Rees algebra R is relevant. So rel.dim R =
dimR. Furthermore, dimR = n + 1 by [BH1, Exercise 4.4.12]. So we may
conclude dim k[(Ie)c] = n by Lemma 2.1.1. ✷
From now on we will always assume that I 6⊂ p, for all p ∈ Ass (A).
The following result relates the local cohomology of the graded k-algebras
k[(Ie)c] to the local cohomology of the Rees algebra. By setting n = (It) =
(f1t, . . . , frt) ⊂ k[It] = k[f1t, . . . , frt], we have
Proposition 2.3.2 Let I be an ideal of A generated by forms of degree ≤ d.
For any diagonal ∆ = (c, e) with c ≥ de + 1, there is a natural graded exact
sequence
...→ HqM(R)∆ → HqmR(R)∆ ⊕HqnR(R)∆ → Hqm(k[(Ie)c])
ϕq
R−→ Hq+1M (R)∆ → ...
Proof. It is clear that HqM1(R) = H
q
mR(R) and H
q
M2
(R) = Hq
nR(R). Then
the result follows immediately by applying Proposition 2.1.3 to the Rees alge-
bra R of I.✷
In Corollary 2.1.4 we proved that the maps ϕqL become isomorphisms for
q > max{n, r}. This bound was refined for standard bigraded k-algebras in
Corollary 2.2.2. Next we want to consider the case of the Rees algebras. To
this end, we are going to study the vanishing of the local cohomology modules
of R with respect to nR. For any ideal I of A, the fiber cone of I is defined
as the graded k-algebra F = Fm(I) =
⊕
n≥0 I
n/mIn. The analytic spread l(I)
of I is then the dimension of the fiber cone, that is, l(I) = dimF . Note that
if I is generated by forms of the same degree d, the fiber cone is nothing but
Fm(I) = k[Id]. The following lemma shows the known result that the local
cohomology modules of R with respect to nR vanish in order q > l(I), but not
in order l(I). We include the proof for the sake of completeness.
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Lemma 2.3.3 Let I be a homogeneous ideal of A. Set l = l(I). Then
Hq
nR(R) = 0 ,∀q > l and H lnR(R) 6= 0.
Proof. We may assume that the field k is infinite. Then there exists an
ideal J ⊂ I generated by l = l(I) elements of A such that Im = JIm−1 for
m ≫ 0, that is, there exists a reduction J of I generated by l elements (see
[BH1, Proposition 4.6.8]). Note that (It)R and (Jt)R are ideals with the
same radical, so Hq
nR(R) = H
q
IR(R) = H
q
JR(R) = 0,∀q > l. Moreover, from
the presentation R→ R/mR = Fm(I) we get the epimorphism
H l
nR(R)→ H lnR(F ) 6= 0,
so H l
nR(R) 6= 0. ✷
As a consequence, we get:
Corollary 2.3.4 Let I be an ideal of A generated by forms in degree ≤ d. For
any ∆, we have a graded epimorphism
Hnm(k[(I
e)c])
ϕn
R−→ Hn+1M (R)∆.
From Proposition 2.3.2 we may also deduce that for diagonals large enough
the positive components of the local cohomology of the diagonals of the Rees
algebra coincide with the positive components of the local cohomology of the
powers of the ideal. Namely,
Corollary 2.3.5 Let I be an ideal generated by forms of degree ≤ d. For any
c ≥ de+ 1, e > a2∗(R), s > 0, there are isomorphisms
Hqm(k[(I
e)c])s ∼= Hqm(Ies)cs ,∀q ≥ 0.
Proof. Let c, e be integers such that c ≥ de + 1, e > a2∗(R). For any
s > 0, we have that HqM1(R)(cs,es) = H
q
m
(Ies)cs and H
q
M2
(R)(cs,es) = 0 by
Proposition 2.1.18. Thus from Proposition 2.3.2 we get the isomorphisms
Hqm(k[(I
e)c])s ∼= Hqm(Ies)cs.✷
In the case where I is generated by forms in the same degree d (that is, I
is equigenerated) the Rees algebra is a standard bigraded k-algebra by setting
RA(I)(i,j) = (I
j)i+dj .
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Then we may apply the results in Section 2.2 to these Rees algebras. From
Lemma 2.2.4, we get a useful characterization for the Rees algebra to have a
good resolution by means of the a∗-invariants of the ring A and the fiber cone
of I. Namely,
Proposition 2.3.6 Let I be an ideal of A generated by forms in degree d.
The following are equivalent:
(i) The Rees algebra RA(I) has a good resolution.
(ii) a∗(A) < 0, a∗(Fm(I)) < 0.
Proof. We have already noted that the Rees algebra is a standard bigraded
ring by means of R(i,j) = (I
j)i+dj . With this grading, notice that R1 = A and
R2 = k[Id] = Fm(I). Then the result follows from Lemma 2.2.4. ✷
To apply Proposition 2.3.6, we need to know the a∗-invariant of the fiber
cone. The next two lemmas bound it. The first one gives a lower bound by
means of the reduction number of I (compare with [Tr1], [Sch2]), while the
second one gives an upper bound by means of the a∗-invariant of the Rees
algebra.
Lemma 2.3.7 Let (A,m) be a local noetherian ring with an infinite residue
field. Let I ⊂ m be an arbitrary ideal of A, J a minimal reduction of I and l
the analytic spread of I. Then
al(Fm(I)) + l ≤ rJ(I) ≤ max{ai(Fm(I)) + i} = reg (Fm(I)).
Proof. Let a1, ..., al be a minimal system of generators of J . For a ∈ I,
denote by a0 the class of a in I/mI. Then a01, ..., a
0
l are a (homogeneous)
system of parameters of Fm(I) (see [HIO, Proposition 10.17]). According to
[HIO, Lemma 45.1], we have
al(Fm(I)) + l ≤ max{n |
[
Fm(I)
(a01, ..., a
0
l )
]
n
6= 0} ≤ max{ai(Fm(I)) + i}
On the other side,
rJ(I) = min{n | In+1 = JIn}
= min{ n | In+1
mIn+1 =
JIn+mIn+1
mIn+1 }
= min{ n |
[
Fm(I)
(a01,...,a
0
l
)
]
n+1
= 0 }
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= max{ n |
[
Fm(I)
(a01,...,a
0
l
)
]
n
6= 0 }.
This concludes the lemma. ✷
The next lemma bounds the a∗-invariant of the fiber cone by means of the
a∗-invariant of the Rees algebra. Namely,
Lemma 2.3.8 Let I be an equigenerated homogeneous ideal of A. Then
a∗(Fm(I)) ≤ a2∗(RA(I)).
Proof. Let
D. : 0→ Dt → · · · → D1 → D0 = S → R = RA(I)→ 0
be the bigraded minimal free resolution of the Rees algebra R over S, where
Dp =
⊕
(a,b)∈Ωp S(a, b). Note that a, b are non-positive integers with a ≤ db.
Therefore, we have that
S(a, b)0 =
⊕
j
S(a+dj,b+j) =
{
0 if a < db
S2(b) if a = db
Then by applying the functor ( )0 to the resolution D. we get a graded free
resolution of R0 = Fm(I) over S2:
F. : 0→ Ft → · · · → F1 → F0 = S2 → F → 0 ,
where Fp = (Dp)0 =
⊕
b∈γp S2(b), and γp = {b ∈ Z : (db, b) ∈ Ωp}. Moreover,
for any p = 1, . . . , t we have that Im(Fp) ⊂ m2Fp−1, so F. is in fact the graded
minimal free resolution of Fm(I) over S2. Then by Theorem 1.3.4 we have:
a∗(F ) = max{−b | b ∈ ∪pγp}+ a(S2)
≤ max{−b | (a, b) ∈ ΩR}+ a(S2)
= a2∗(R). ✷
Now we are ready to exhibit some families of ideals such that the diagonal
functor and the local cohomology functor commute whenever we take diagonals
large enough.
Example 2.3.9 Let I be an equigenerated ideal in a ring A with a∗(A) < 0
(for instance, we may take A = k[X1, . . . ,Xn]). Set r(I) the reduction number
of I and assume that Fm(I) is Cohen-Macaulay with negative a-invariant. Note
that a(F ) < 0 is equivalent to r(I) < l(I) by Lemma 2.3.7. This class of ideals
includes:
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(i) ideals I with reduction number r(I) = 0 (for instance, complete inter-
section ideals and ideals of linear type).
(ii) m-primary ideals with r(I) ≤ 1 < l(I) in a Cohen-Macaulay ring A (see
[HS]) .
(iii) equimultiple ideals with r(I) ≤ 1 < l(I) in a Cohen-Macaulay ring A
(see [Sha]).
(iv) generically complete intersection ideals with ad(I) = 1, r(I) ≤ 1 < l(I)
in a Cohen-Macaulay ring A (see [CZ]).
For these families of ideals, we have that the Rees algebra has a good
resolution according to Lemma 2.3.6. Then we have graded isomorphisms
Hqm(k[(I
e)c]) ∼= Hq+1M (R)∆,
for any q ≥ 0 and c ≫ e ≫ 0 by Corollary 2.1.14. Therefore, we have
that for large diagonals depth(k[(Ie)c]) ≥ depth(R) − 1. In particular, if the
Rees algebra is Cohen-Macaulay then its large diagonals will be also Cohen-
Macaulay.
Remark 2.3.10 Recall that the form ring GA(I) of an ideal I in A is
G = GA(I) =
⊕
n≥0
In/In+1 = RA(I)/IRA(I).
If I is a homogeneous ideal, the form ring has a natural bigrading by means
of G(i,j) = (I
j/Ij+1)i. We can get for the form ring similar results to the
ones obtained for the Rees algebra. For instance, for an equigenerated ideal
I we have that GA(I) has a good resolution if and only if a∗(A/I) < 0,
a∗(Fm(I)) < 0 and it holds a∗(Fm(I)) ≤ a2∗(GA(I)).
Remark 2.3.11 For an equigenerated ideal I of A, note that we can recover
several relationships between r(I), l(I) and a2(G) proved with more generality
in [AHT]. By applying the diagonal functor to the minimal bigraded free
resolution of RA(I) or GA(I), we obtain the minimal graded free resolution
of Fm(I) = k[Id], and so a∗(Fm(I)) ≤ a2∗(RA(I)) and a∗(Fm(I)) ≤ a2∗(GA(I)).
Now, according to Lemma 2.3.7, given J an arbitrary minimal reduction of
I we have rJ(I) − l(I) ≤ a2∗(RA(I)) and the same formula for GA(I). In
particular, if RA(I) is CM we get rJ(I) ≤ l(I)+a2(RA(I)) ≤ l(I)−1. We can
also obtain that if RA(I) is CM then reltype(I) ≤ µ(I)− 1.
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Once we have studied the equigenerated case, in the rest of the section we
consider the Rees algebra of an arbitrary homogeneous ideal I of A. In the
case where A is the polynomial ring it was conjectured in [CHTV] that if the
Rees algebra is Cohen-Macaulay there exist large diagonals which are Cohen-
Macaulay. Note that for equigenerated ideals this follows from Proposition
2.3.6 and Lemma 2.3.8. Next we give a full answer to this conjecture.
Theorem 2.3.12 Let I be a homogeneous ideal of the polynomial ring A =
k[X1, . . . ,Xn]. If RA(I) is Cohen-Macaulay, then RA(I) has a good resolution.
In particular, k[(Ie)c] is Cohen-Macaulay for c≫ e≫ 0.
Proof. Let us consider the bigraded minimal free resolution of R over S:
0→ Dr−1 → . . .→ D1 → D0 = S → R→ 0.
The first morphism in this resolution maps each Xi to Xi, so we immediately
get that any shift (a, b) ∈ Ω1 satisfies b < 0. Then, by Lemma 1.3.1 jointly
with Remark 1.3.3, we get that for any p ≥ 1 and any shift (a, b) ∈ Ωp we have
b < 0. On the other hand, since R is Cohen-Macaulay, a2∗(R) = a
2(R). Now,
by Lemma 1.2.3 we have a2(R) = a(R2), where R2 =
⊕
j(
⊕
i(I
j)i) =
⊕
j I
j is
nothing but the Rees algebra with the usual Z- grading, and so a(R2) = −1.
By then applying Theorem 1.3.4, for any (a, b) ∈ ΩR we have
−b ≤ a2(S)− a2∗(R) = r − 1 < r,
so by Proposition 2.1.16 the Rees algebra has a good resolution. Then the
result follows from Corollary 2.1.14. ✷
Assume that a Rees algebra is Cohen-Macaulay. Is there any Cohen-
Macaulay diagonal? We know that this holds if A is the polynomial ring.
The next result provides the obstruction for the existence of such diagonals in
the general case. Note that the obstruction depends only on the ring A.
Theorem 2.3.13 If RA(I) is Cohen-Macaulay, then the following are equiv-
alent:
(i) There exist c, e such that k[(Ie)c] is Cohen-Macaulay.
(ii) H im(A)0 = 0 for all i < n.
Proof. If R is Cohen-Macaulay, then a2∗(R) = a
2(R) = −1, so by Proposition
2.1.18 we have Hq
nR(R)(0,0) = 0 for all q. Then, according to Proposition 2.3.2
and Proposition 2.1.18, Hqm(k[(I
e)c])0 = H
q
mR(R)(0,0) = H
q
m(A)0. Now the
statement follows from Corollary 2.1.12. ✷
Chapter 3
Cohen-Macaulay coordinate
rings of blow-up schemes
After introducing in the previous chapters the basic tools we will need along
this work, we are now ready to study in detail the Cohen-Macaulayness of the
coordinate rings of blow-ups of projective varieties. Let k be a field, and let
Y be a closed subscheme of Pn−1k with coordinate ring A = k[X1, . . . ,Xn]/K,
where K ⊂ k[X1, . . . ,Xn] is a homogeneous ideal. Given I ⊂ A a homoge-
neous ideal, let denote by I = I˜ the sheaf associated to I in Y = Proj (A).
Let X be the projective scheme obtained by blowing up Y along I, that is,
X = Proj(⊕n≥0 In). If I is generated by forms of degree ≤ d, then (Ie)c
corresponds to a complete linear system on X very ample for c ≥ de+1 which
gives a projective embedding of X so that X ∼= Proj (k[(Ie)c]) ⊂ PN−1k , where
N = dimk(I
e)c (see [CH, Lemma 1.1]).
For a given homogeneous ideal I ⊂ A, we can consider the Rees algebra
RA(I) = ⊕j≥0Ij of I endowed with the natural bigrading RA(I)(i,j) = (Ij)i.
By taking diagonals ∆ = (c, e) with c ≥ de+1, we have that RA(I)∆ = k[(Ie)c].
In Chapter 2 we used this fact to study the existence of algebras k[(Ie)c]
which are Cohen-Macaulay in the case where the Rees algebra also has this
property (see Theorems 2.3.12 and 2.3.13). Our aim in this chapter is to get
some general criteria for the existence of (at least) one coordinate ring k[(Ie)c]
with the Cohen-Macaulay property. In Section 3.2 we will give sufficient and
necessary conditions to ensure this existence by means of the local cohomology
of RA(I) and the sheaf cohomology H
i(X,OX). This result will be applied in
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Section 3.3 to exhibit several situations where we can ensure the existence
of Cohen-Macaulay coordinate rings for X. We also give a criterion for the
existence of Buchsbaum coordinate rings, proving in particular a conjecture
stated by A. Conca et al. [CHTV].
Once we have studied the existence of Cohen-Macaulay diagonals of a
Rees algebra, in Section 3.4 our aim will be to precise these diagonals. This
is a difficult problem which has only been completely solved for complete
intersection ideals in the polynomial ring [CHTV, Theorem 4.6]. We will give
several criteria to decide if a given diagonal is Cohen-Macaulay, which will
allow us to recover and extend the result on complete intersection ideals as
well as to determine the Cohen-Macaulay diagonals for new families of ideals.
If the Rees algebra is Cohen-Macaulay, we can also determine a family of
Cohen-Macaulay diagonals. The section finishes by studying the coordinate
rings of the embeddings of the blow-up of a projective space along an ideal of
fat points.
The last section is devoted to study sufficient conditions for the existence
of a constant f ensuring that k[(Ie)c] is Cohen-Macaulay for any c ≥ ef
and e > 0, a question that has been treated by S.D. Cutkosky and J. Herzog
in [CH]. The main result shows that this holds for homogeneous ideals in a
Cohen-Macaulay ring A whose Rees algebra is Cohen-Macaulay at any p ∈
Proj (A).
3.1 The blow-up of a projective variety
From now on in this chapter we will have the following assumptions. Let k be a
field and A a noetherian graded k-algebra generated in degree 1. Then A has a
presentation A = k[X1, . . . ,Xn]/K = k[x1, . . . , xn], whereK is a homogeneous
ideal in the polynomial ring k[X1, . . . ,Xn] with the usual grading. We will
denote by m the graded maximal ideal of A. Let Y be the projective scheme
Proj(A) ⊂ Pn−1k . Let I be a homogeneous ideal not contained in any associated
prime ideal of A, and let I be the sheaf associated to I in Y . Then I can
be blown up to produce the projective scheme X = Proj(⊕n≥0 I n) together
with a natural morphism π : X → Y . Let us recall the construction of the
Proj of a sheaf of graded algebras R over a scheme Y (see [Har, Chapter
II, Section 7]). For each open affine subset U = Spec(B) of Y , let R(U) be
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the graded B-algebra Γ(U,R|U). Then we can consider Proj(R(U)) and its
natural morphism π|U : Proj(R(U)) → U . These schemes can be glued to
obtain the scheme Proj(R) with the morphism π : Proj(R) → Y such that
for each open affine U ⊂ Y , π−1(U) ∼= Proj(R(U)).
Assume that I is generated by forms f1, . . . , fr in degrees d1, . . . , dr re-
spectively. Let d = max{d1, . . . , dr}. For any c ≥ d + 1, let us consider the
invertible sheaf of ideals L = I(c)OX . We are going to show that L defines a
morphism of X in a projective space ϕ : X → PN−1k which is a closed immer-
sion so that X ∼= Proj (k[Ic]). Since the blow-up of Y along Ie is isomorphic
to X, we will also have X ∼= Proj (k[(Ie)c]) for any c ≥ de + 1. For that, we
are going to follow the proof of [CH, Lemma 1.1]. First of all, notice that we
have an affine cover of X by considering the set {Uij | 1 ≤ i ≤ n, 1 ≤ j ≤ r},
where Uij = Spec(Rij), and
Rij =
(
k
[
X1
Xi
, . . . ,
Xn
Xi
]
/Ki
)[
f1X
dj−d1
i
fj
, . . . ,
frX
dj−dr
i
fj
]
.
Furthermore, Γ(Uij ,I(c)OX) = fjxc−dji Rij. Since fjxc−dji ∈ Ic and Ic ⊂
Γ(X,I(c)OX ), we have that L = (Ic)OX .
Ic is a k-vector space generated by the elements s of the type s =
fjx
l1
1 . . . x
ln
n with degree c, that is, such that dj+ l1+ . . .+ ln = c. By consider-
ing Xs = {P ∈ X | sP 6∈ mPLP } with s ∈ Ic, we have an open covering of X.
Since c > d, there exists some i with li > 0, so denoting by u = (
x1
xi
)l1 . . . (xnxi )
ln
we have that
Xs = Spec((Rij)u) = Spec
(
Rij
[(
xi
x1
)l1
. . .
(
xi
xn
)ln])
is an open affine.
Set N = dimk Ic. Let P
N−1
k = Proj (k[{Zs}s∈Λ]), where Λ is a k-basis of
Ic, and Vs = D+(Zs) ⊂ PN−1k . The k-linear maps defined by
Γ(Vs,OVs) = k[Ts : s 6= s] −→ Γ(Xs,OXs)
Ts 7→ ss
are epimorphisms which define morphisms of schemes Xs → Vs. By gluing
them, we get a closed immersion ϕ : X → PN−1k so that X ∼= Proj (k[Ic]) by
[Har, Proposition II.7.2].
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Let L = I˜OX , M = π∗OY (1), so that (Ie)cOX = Le ⊗Mc. Then, the
classical Serre’s exact sequence allows to relate the local cohomology of the
rings k[(Ie)c] and the global cohomology.
Remark 3.1.1 [CH, Lemma 1.2] There is an exact graded sequence
0→ H0m(k[(Ie)c])→ k[(Ie)c]→
⊕
s∈Z
Γ (X,Les ⊗Mcs)→ H1m(k[(Ie)c])→ 0
and isomorphisms
H im(k[(I
e)c]) ∼=
⊕
s∈Z
H i−1(X,Les ⊗Mcs)
for i > 1. In particular, looking at the homogeneous component of degree 0
we get the exact sequence
0→ H0m(k[(Ie)c])0 → k → Γ (X,OX)→ H1m(k[(Ie)c])0 → 0
and isomorphisms H im(k[(I
e)c])0 ∼= H i−1(X,OX) for i > 1.
For a homogenous ideal I of A, let us consider the Rees algebra R =
RA(I) =
⊕
n≥0 I
ntn ⊂ A[t] of I endowed with the natural bigrading given by
R(i,j) = (I
j)i. Then, by taking a diagonal ∆ = (c, e) with c ≥ de + 1, we
have that RA(I)∆ =
⊕
s≥0(I
es)cs = k[(I
e)c]. The natural inclusion k[(I
e)c] =
R∆ →֒ R, gives the isomorphism of schemes Proj 2(RA(I)) ∼= Proj (k[(Ie)c]).
Summarizing, we have:
Proposition 3.1.2 Let X be the blow-up of Y = Proj (A) along I = I˜,
where I is a homogeneous ideal of A generated by forms of degree ≤ d. For
any c ≥ de+ 1, we have isomorphisms of schemes
X ∼= Proj 2(RA(I)) ∼= Proj (k[(Ie)c]).
In Chapter 2, Section 3, we have followed an algebraic approach to study
the local cohomology modules of the rings k[(Ie)c] in terms of the local co-
homology of the Rees algebra and the diagonal functor. Next we give a new
approach to these modules by using sheaf cohomology.
Notice that from Remark 3.1.1 we may determine the local cohomol-
ogy modules of the k-algebras k[(Ie)c] by means of the cohomology modules
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H i(X,Les ⊗Mcs). On the other hand, we can get some information about
these modules from the Leray spectral sequence
Ei,j2 = H
i(Y, Rjπ∗(Les ⊗Mcs))⇒ H i+j(X,Les ⊗Mcs),
and the vanishing of the higher direct-image sheaves Rjπ∗(Les ⊗Mcs). First
of all, let us study the vanishing of Rjπ∗(Les).
Theorem 3.1.3 Set e0 = max{ a∗(RAp(Ip)) : p ∈ Proj (A) }. For any e > e0,
j > 0, Rjπ∗Le = 0 and π∗Le = I˜e.
Proof. Let us denote by Ai = A(xi), Ii = I(xi) and Ri = RAi(Ii) = Ai[Iit].
Note that by defining Yi = Y − V+(xi) = D+(xi) ∼= Spec(Ai), we have that
{Yi : 1 ≤ i ≤ n} is an open affine cover of Y . Then, given j > 0, e > 0,
Rjπ∗Le = 0 if and only if (Rjπ∗Le) | Yi = 0 for all i. Denoting by Xi =
π−1Yi = Proj (Ri), by [Har, Corollary III.8.2 and Proposition III.8.5] we have
that for j > 0
Rjπ∗(Le) | Yi = Rjπ∗(Le | Xi) = Hj(Xi,Le | Xi)˜= Hj+1(Ri)+((Ii)eRi)0˜ .
From the graded exact sequence
0→ (Ii)eRi(−e)→ Ri →
⊕
q<e
(Ii)
q → 0 ,
it follows that Hj+1(Ri)+((Ii)
eRi)0 = H
j+1
(Ri)+
((Ii)
eRi(−e))e = Hj+1(Ri)+(Ri)e. Simi-
larly, π∗Le = I˜e if H0(Ri)+(Ri)e = H1(Ri)+(Ri)e = 0 for all i. Therefore, we have
reduced the problem to prove that Hj(Ri)+(Ri)e = 0 for all i, j if e > e0.
Set Ri = RAxi (Ixi). We can think Ri as a Z-graded ring with deg(
xj
xmi
) =
1 −m, deg( fjtxm
i
) = dj −m. Note that with this grading we have [Ri]0 = Ri
and xi1 is an invertible element in Ri of degree 1. Then we may define the
graded isomorphism
Ri[T, T
−1]
ψ−→ Ri
T 7→ xi1 ,
where ψ|Ri = id and deg(T ) = 1. Since Ri →֒ Ri is a flat morphism, we have
that
Hj
(Ri)+
(Ri) = H
j
(Ri)+
(Ri)⊗Ri Ri = Hj(Ri)+(Ri)[T, T
−1],
so that Hj
(Ri)+
(Ri)e = H
j
(Ri)+
(Ri)e [T, T
−1]. Therefore, it suffices to prove that
Hj
(Ri)+
(Ri)e = 0 for all i, j if e > e0.
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Given a homogeneous prime q ∈ Spec(Axi), we have that q = pAxi with p ∈
Proj (A). Localizing Ri at q, we have that Ri ⊗ (Axi)q = RAp(Ip). Denoting
by B = RAp(Ip), note that B is a standard graded ring whose homogeneous
component of degree 0 is the local ring Ap. So B has a unique homogeneous
maximal ideal n, with n = pAp ⊕ B+. Since Hjn(B)e = 0 for all j ≥ 0 and
e > e0, according to [Hy, Lemma 2.3] we also have H
j
B+
(B)e = 0 for all j ≥ 0
and e > e0. Therefore,
[Hj
(Ri)+
(Ri)e]q = [H
j
(Ri)+
(Ri)q]e = H
j
B+
(B)e = 0.
Hence (Hj
(Ri)+
(Ri)e)q = 0 for any homogeneous ideal q ∈ Spec(Axi), and we
conclude Hj
(Ri)+
(Ri)e = 0 for j ≥ 0 and e > e0. ✷
Corollary 3.1.4 Assume that RAp(Ip) is Cohen-Macaulay for any p ∈
Proj (A). Then, for any e ≥ 0, j > 0, Rjπ∗Le = 0 and π∗Le = I˜e.
Given a homogeneous ideal I of A, let us denote by I∗ = {f ∈ A | mkf ⊂
I for some k} the saturation of I. Note that H0m(A/I) = I∗/I. Next we use
Theorem 3.1.3 to relate the local cohomology modules of the k-algebras k[(Ie)c]
and the local cohomology of the powers of the ideal (compare with Corollary
2.3.5).
Corollary 3.1.5 Let I be a homogeneous ideal of A, and e0 =
max{ a∗(RAp(Ip)) : p ∈ Proj (A) }. For any c ≥ de + 1, e > e0, s > 0,
there is an exact sequence
0→ H0m(k[(Ie)c])s → (Ies)cs → (Ies)∗cs → H1m(k[(Ie)c])s → 0
and isomorphisms H im(k[(I
e)c])s ∼= H im(Ies)cs for i > 1.
Proof. By the Leray spectral sequence we have
H i(Y, Rjπ∗(Les ⊗Mcs))⇒ H i+j(X,Les ⊗Mcs).
On the other hand, by the Projection formula [Har, Exercise III.8.3] and The-
orem 3.1.3, we get that for e > e0, s > 0,
π∗(Les ⊗Mcs) = π∗(Les)⊗OY(cs) = I˜es(cs)
Rjπ∗(Les ⊗Mcs) = Rjπ∗(Les)⊗OY(cs) = 0, for all j > 0.
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Therefore we may conclude that for any i ≥ 1, H i(X,Les ⊗ Mcs) =
H i(Y, I˜es(cs)) = H i+1m (I
es)cs, and Γ(X,Les ⊗Mcs) = Γ(Y, I˜es(cs)) = (Ies)∗cs.
Now the result follows from Remark 3.1.1. ✷
We have shown that the positive components of the local cohomology mod-
ules of the rings k[(Ie)c] are closely related to the local cohomology modules
of the powers of the ideal Ie. Next we want to study the negative components.
In the case where X is Cohen-Macaulay, we will express them by means of the
local cohomology of the canonical module of the Rees algebra. Recall that the
canonical module of the Rees algebra is defined in the category of bigraded
S-modules, so let us write KR =
⊕
(i,j)K(i,j). For any integer e, we denote by
Ke = (KR)
e =
⊕
iK(i,e). Then we have
Proposition 3.1.6 Assume that X is an equidimensional Cohen-Macaulay
scheme. For any c ≥ de+ 1, e > a2∗(KR), s > 0, 1 ≤ i < n,
H im(k[(I
e)c])−s ∼= Hn−i+1m (Kes)cs.
Proof. By Serre’s duality and Remark 3.1.1
H im(k[(I
e)c])−s ∼= H i−1(X,L−es ⊗M−cs) ∼= Hn−i(X,wX ⊗ Les ⊗Mcs).
Then, by taking c ≥ de+ 1, e > a2∗(KR), i < n we get
H im(k[(I
e)c])−s = H
n+1−i
R+
(KR)(cs,es)
= Hn+1−i
m
(Kes)cs, by Proposition 2.1.18. ✷
Remark 3.1.7 According to [HHK, Theorem 2.1] we can also express the neg-
ative components of the local cohomology of the rings k[(Ie)c] by means of the
local cohomology of their canonical modules whenever X is Cohen-Macaulay
equidimensional. In this case, there are also isomorphisms H im(k[(I
e)c])−s ∼=
Hn+1−im (KR∆)s for any s > 0 and 1 ≤ i < n.
But notice that [KR∆ ]j
∼= [(KR)∆]j for any j ≫ 0, so we immediately get
H im(KR∆)s
∼= H im((KR)∆)s ∼= H iR+(KR)(cs,es) ∼= H im(Kes)cs
for any s ≥ 0, i > 1.
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3.2 Existence of Cohen-Macaulay coordinate rings
Our aim in this section is to find necessary and sufficient conditions for the
existence of integers c, e, with c ≥ de+1, such that the ring k[(Ie)c] is Cohen-
Macaulay. Before proving our main result, we need two previous lemmas. The
first one may be seen as a Nakayama’s Lemma adapted to our situation, and
in fact it is just Lemma 1.5.2 for the case r = 2.
Lemma 3.2.1 Let L be a finitely generated bigraded R-module and m an in-
teger such that Rm+L =0. Then, there exist integers q0, t such that L(p,q)=0 for
all p > dq + t, q > q0.
The second lemma provides restrictions on the local cohomology modules
of the Rees algebra whenever X is Cohen-Macaulay.
Lemma 3.2.2 If X is Cohen-Macaulay equidimensional, then there are in-
tegers q0, t such that H
i
M(RA(I))(p,q) = 0 for all i < n + 1, q < q0 and
p < dq + t.
Proof. Let P ∈ X. Then R+ 6⊂ P and so there exist i, j such that xi 6∈ P,
fjt 6∈ P. Denote by R<P> = T−1R, where T is the multiplicative system
consisting of all homogeneous elements of R which are not in P. Note that
R(P) = [R<P>](0,0). Furthermore,
xi
1 and
fjt
x
dj
i
are invertible elements in R<P>
with
deg
xi
1
= (1, 0), deg
fjt
x
dj
i
= (0, 1).
Then we may define a bigraded isomorphism ψ:
R(P)[U,U
−1, V, V −1]
ψ−→ R<P>
U 7−→ xi1
V 7−→ fjt
x
dj
i
where ψ|R(P) = id, and deg(U) = (1, 0), deg(V ) = (0, 1). Since X is CM,
OX,P = R(P) is CM and so R<P> too. Then, localizing at PR<P>, we have
that RP is CM.
Now let P ∈ Spec(R) and denote by P∗ the ideal generated by the homoge-
neous elements of P. By [GW2, Corollary 1.2.4], RP is CM if and only if RP∗
is CM, so we have that RP is CM for any prime ideal P such that R+ 6⊂ P.
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Localizing the Rees algebra R at the homogeneous maximal ideal M we then
have that RM is a generalized Cohen-Macaulay module with respect to R+RM
[HIO, Lemma 43.2]. Therefore there exists m ≥ 0 such that Rm+H iM(R) = 0
for all i < n + 1. From the presentation of R as a quotient of the polynomial
ring S = k[X1, . . . ,Xn, Y1, . . . , Yr], by Theorem 1.2.1 we get
H iM(R) = Ext
n+r−i
S (R,KS)
∨,
and so Rm+Ext
n+r−i
S (R,KS) = 0 for i < n + 1. By Lemma 3.2.1 we then
obtain that there exist integers q1, t1 such that Ext
n+r−i
S (R,KS)(p,q) = 0 for
all q > q1, p > dq+ t1 and i < n+1. The proof finishes by dualizing again. ✷
Now we may formulate the main result of this section.
Theorem 3.2.3 The following are equivalent:
(i) There exist c, e such that k[(Ie)c] is Cohen-Macaulay.
(ii) (1) There exist integers q0, t such that H
i
M(RA(I))(p,q) = 0 for all
i < n+ 1, q < q0 and p < dq + t.
(2) Γ (X,OX) = k and H i(X,OX)=0 for 0 < i < n− 1.
In this case, k[(Ie)c] is Cohen-Macaulay for c≫ 0 relatively to e≫ 0.
Proof. If (i) is satisfied, then the scheme X = Proj 2(R) ∼= Proj (k[(Ie)c]) is
CM and equidimensional, so we have (1) of (ii) by Lemma 3.2.2. Furthermore,
H im(k[(I
e)c])0 = 0 for any i < n and then by using Remark 3.1.1 we get (2) of
(ii).
Assume now that (ii) is satisfied. We want to find a diagonal ∆ such
that R∆ = k[(I
e)c] is CM. By Remark 3.1.1 and (2) of (ii), we have that
H im(R∆)0 = 0 for any diagonal ∆ and i < n. On the other hand, since
H iM(R) are artinian modules there exists p1 such that H
i
M(R)(p,q) = 0 for all
i and p > p1. Furthermore, by Corollary 2.1.12 there are positive integers
e0, α such that for e > e0, c > de+ α we have
H im(R∆)j
∼= H i+1M (R)(cj,ej), ∀i,∀j 6= 0.
Now, let us consider q0, t given by (1) of (ii). Note that we can assume that
q0, t are negative. Then, by taking diagonals ∆ = (c, e) with e > max{e0,−q0},
c > max{de + α, p1, de − t}, we have that H im(R∆)j = 0 for all j and i < n,
and therefore k[(Ie)c] are CM for all these c, e. ✷
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Remark 3.2.4 Assume that (A,m) is a noetherian local ring and let I ⊂ m,
I 6= 0 be an ideal. Denote by X = Proj (RA(I)) the blow-up of Spec(A)
along I. Then, it was proved by J. Lipman [Li, Theorem 4.1] that there exists
a positive integer e such that RA(I
e) is Cohen-Macaulay if and only if X
is Cohen-Macaulay, Γ (X,OX) = A and H i(X,OX) = 0 for all i > 0. The
following corollary may be seen as a projective version of this result.
Corollary 3.2.5 The following are equivalent:
(i) There exist c, e such that k[(Ie)c] is Cohen-Macaulay.
(ii) X is a Cohen-Macaulay equidimensional scheme, Γ (X,OX) = k and
H i(X,OX) = 0 for all 0 < i < n− 1.
(iii) X is Cohen-Macaulay equidimensional and H iR+(R)(0,0) = 0 for i < n.
Proof. It is enough to note that we have an exact bigraded sequence
0→ H0R+(R)→ R→
⊕
(p,q)
Γ (X,OX(p, q))→ H1R+(R)→ 0,
and isomorphisms H i+1R+ (R)
∼=⊕(p,q)H i(X,OX(p, q)) for i > 0. ✷
We can also give sufficient and necessary conditions for the existence of
generalized Cohen-Macaulay or Buchsbaum diagonals of the Rees algebra, in
particular proving a conjecture of A. Conca et al. in [CHTV].
Proposition 3.2.6 The following are equivalent:
(i) H iM(RA(I))(p,q) = 0 for i < n+ 1 and p≪ 0 relatively to q ≪ 0.
(ii) k[(Ie)c] is a generalized Cohen-Macaulay module for c≫ e≫ 0.
(iii) There exist c, e such that k[(Ie)c] is generalized Cohen-Macaulay.
(iv) k[(Ie)c] is a Buchsbaum ring for c≫ e≫ 0.
(v) There exist c, e such that k[(Ie)c] is a Buchsbaum ring.
(vi) There exist integers q0, t such that H
i
M(RA(I))(p,q) = 0 for i < n + 1,
q < q0 and p < dq + t.
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Proof. (i) ⇒ (ii) Assume that (i) is satisfied. By Corollary 2.1.12, we get
H im(R∆)s = 0 for c ≫ 0 relatively to e ≫ 0, s 6= 0 and i < n. So k[(Ie)c] is
generalized CM for c≫ e≫ 0.
(ii)⇒ (iii) Obvious.
(iii) ⇒ (vi) Let ∆ be a diagonal such that R∆ is generalized CM. Then
(R∆)p is CM with dim(R∆)p + dim(R∆/p) = dimR∆ for any p ∈ Proj (R∆)
by [HIO, Lemma 43.3], and so X ∼= Proj (R∆) is CM and equidimensional.
By using Lemma 3.2.2 one obtains (vi).
(vi)⇒ (i) Obvious.
The implications (i)⇒ (iv)⇒ (v)⇒ (vi) may be proved similarly. ✷
3.3 Applications
In this section we show several situations in which we can ensure the existence
of Cohen-Macaulay coordinate rings for the blow-up scheme by using Theorem
3.2.3. First lemma provides sufficient conditions to have Γ (X,OX) = k and
H i(X,OX) = 0 for all 0 < i < n− 1.
Lemma 3.3.1 Assume a2∗(R) < 0, a∗(A) < 0. Then Γ (X,OX) = k and
H i(X,OX) = 0 for 0 < i < n− 1.
Proof. Note that for any i, we have H iM(R)(0,0) = H
i
M2
(R)(0,0) = 0 and
H iM1(R)(0,0) = H
i
m
(A)0 = 0 by Proposition 2.1.18. Then, from the Mayer-
Vietoris exact sequence associated to M1 and M2, we get H iR+(R)(0,0) = 0
for any i, so we are done. ✷
As an immediate consequence we get:
Corollary 3.3.2 Suppose that a2∗(R) < 0, a∗(A) < 0. If X is Cohen-
Macaulay equidimensional, then k[(Ie)c] is Cohen-Macaulay for c≫ e≫ 0.
It is known that there are smooth projective varieties with no arithmeti-
cally Cohen-Macaulay embeddings (see for instance [Mat, Theorem 3.4]). Next
we exhibit a situation where this implication is true.
Proposition 3.3.3 Let X be the blow-up of Pn−1k along a closed subscheme,
where k has chark = 0. Assume that X is smooth or with rational singulari-
ties. Then X is arithmetically Cohen-Macaulay.
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Proof. Let π : X → Pn−1k be the blow-up morphism. From [KKMS], we
have that π∗OX = OPn−1
k
and Rjπ∗OX = 0 for all j > 0. This implies that the
Leray spectral sequence
Ei,j2 = H
i(Pn−1k , R
jπ∗OX) =⇒ H i+j(X,OX)
degenerates. Therefore we have Γ (X,OX) = Γ (Pn−1k ,OPn−1
k
) = k and
H i(X,OX) = H i(Pn−1k ,OPn−1
k
) = 0 for all i > 0. Then the result follows
from Corollary 3.2.5. ✷
Assume that A is Cohen-Macaulay. S.D. Cutkosky and J. Herzog proved in
[CH] that the Rees algebra has Cohen-Macaulay diagonals for locally complete
intersection ideals and for ideals whose homogeneous localizations are strongly
Cohen-Macaulay satisfying condition (F1). In the first case, observe that
RAp(Ip) is Cohen-Macaulay for any p ∈ Proj (A), while in the second one
RA(p)(I(p)) is Cohen-Macaulay for any p ∈ Proj (A). Next we want to study
those examples.
Proposition 3.3.4 The following are equivalent:
(i) RAxi (Ixi) is Cohen-Macaulay for all 1 ≤ i ≤ n.
(ii) RA(xi)(I(xi)) is Cohen-Macaulay for all 1 ≤ i ≤ n.
(iii) RAp(Ip) is Cohen-Macaulay for all p ∈ Proj (A).
(iv) RA(p)(I(p)) is Cohen-Macaulay for all p ∈ Proj (A).
Proof. Set Ri = RAxi (Ixi), Ri = RA(xi)(I(xi)). We have already shown in
the proof of Theorem 3.1.3 that there exists an isomorphism Ri ∼= Ri[T, T−1].
Therefore, Ri is CM if and only if Ri is CM, and so the two first conditions
are equivalent.
Now let us prove (i) ⇐⇒ (iii). First assume (i), and for any prime ideal
p ∈ Proj (A) let us take xi 6∈ p. Note that RAp(Ip) = Ri ⊗Axi (Axi)p, and
so RAp(Ip) is Cohen-Macaulay. Now assume (iii), and let us think Ri as a
bigraded ring. Then, to prove (i), it is enough to show that for any homo-
geneous prime ideal Q ∈ Spec(Ri), we have that (Ri)Q is CM. Given such a
Q, denote by qAxi = Q ∩ Axi , where q ∈ Spec(A) is a homogeneous prime
which does not contain xi, that is, q ∈ Spec(A(xi)) ⊂ Proj (A). Then we have
(Ri)Q = (RAq(Iq))Q, and so (Ri)Q is CM.
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Finally, let us prove (ii) ⇐⇒ (iv). Given p ∈ Proj (A) and xi 6∈ p, let
q = pAxi ∩ A(xi) ∈ Spec(A(xi)). Then, (A(xi))q = A(p) and so RA(p)(I(p)) =
Ri⊗A(xi) (A(xi))q. Therefore, (ii) implies (iv). Now let us assume (iv). Given
any homogeneous prime ideal Q ∈ Spec(Ri), let q = Q∩A(xi) ∈ Spec(A(xi)) ⊂
Proj (A), and let p ∈ Proj (A) such that pAxi = q[xi, x−1i ]. Since (Ri)Q =
(RA(p)(I(p)))Q , we have that (Ri)Q is Cohen-Macaulay, and so Ri is CM. ✷
Now we can prove that the Rees algebra of a homogeneous ideal I in a
Cohen-Macaulay ring A satisfying any of the equivalent conditions above has
Cohen-Macaulay diagonals. More generally, we have:
Theorem 3.3.5 Assume that A is equidimensional and RAp(Ip) is Cohen-
Macaulay for all p ∈ Proj (A). Then k[(Ie)c] is Cohen-Macaulay for c ≫ 0
relatively to e≫ 0 if and only if H i
m
(A)0 = 0 for all i < n.
Proof. Given P ∈ X, let us denote by p = P ∩ A ∈ Proj (A). Then
RA(I)P = (RAp(Ip))P is CM and so X is CM. Then, by Corollary 3.1.4 and
the Leray spectral sequence
Ei,j2 = H
i(Y,Rjπ∗OX) =⇒ H i+j(X,OX),
we get Hj(X,OX) = Hj(Y,OY) = Hj+1m (A)0 for 0 < j < n− 1, and the exact
sequence 0 → H0m(A)0 → k → Γ (X,OX) = Γ (Y,OY) → H1m(A)0 → 0, so we
get the statement. ✷
Denote by E the exceptional divisor of the blow-up and by wE its dualizing
sheaf. The last result of the section shows that weaker assumptions on [CH,
Lemma 2.1] are enough to ensure that the rings k[(Ie)c] are Cohen-Macaulay
for c≫ e≫ 0.
Proposition 3.3.6 Suppose that A is Cohen-Macaulay, X is a Cohen-
Macaulay scheme, π∗OE(m) = I˜m/I˜m+1 for m ≥ 0 and Riπ∗OE(m)=0 for
i > 0 and m ≥ 0. Then k[(Ie)c] is Cohen-Macaulay for c >> 0 relatively to
e >> 0.
Proof. Riπ∗OX = 0 for i > 0 and π∗OX = OY by [CH, Lemma 2.1].
Then, from the Leray spectral sequence, we obtain H i(X,OX) = H i(Y,OY) =
H i+1
m
(A)0 = 0 for 0 < i < n − 1 and Γ (X,OX) = Γ (Y,OY) = k. Now, the
proposition follows from Corollary 3.2.5. ✷
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3.4 Cohen-Macaulay diagonals
Once we have studied the problem of the existence of Cohen-Macaulay diago-
nals of a Rees algebra, now we would like to study in more detail which diag-
onals are Cohen-Macaulay. This question has been totally answered only for
complete intersection ideals in the polynomial ring [CHTV, Theorem 4.6]. Our
approach to this problem will give us criteria to decide if a diagonal is Cohen-
Macaulay, which will allow us to recover and extend the result in [CHTV] to
any Cohen-Macaulay ring as well as to precise the Cohen-Macaulay diagonals
for new families of ideals.
The first criterion gives necessary and sufficient conditions for a diagonal
of a Cohen-Macaulay Rees algebra to have this property in the case where I
is equigenerated. Namely,
Proposition 3.4.1 Let I ⊂ A be a homogeneous ideal generated by forms of
degree d whose Rees algebra is Cohen-Macaulay. For any c ≥ de + 1, k[(Ie)c]
is Cohen-Macaulay if and only if
(i) H im(A)0 = 0, for i < n.
(ii) H i
m
(Ies)cs = 0, for i < n, s > 0.
Proof. First, recall that the assumptions on the local cohomology of A
are necessary and sufficient conditions for the existence of Cohen-Macaulay
diagonals (Theorem 2.3.13). Then, for any c ≥ de + 1 and i < n, we have
H im(k[(I
e)c])0 = 0 by Theorem 3.2.3 and Remark 3.1.1.
On the other hand, by applying Proposition 2.1.18 and Proposition 2.1.19,
for any s < 0 we have:
HqM1(R)(cs,es) = H
q
m1
(Res)cs = 0
HqM2(R)(cs,es) = H
q
m2
(Rcs−des)es = 0
because Res = 0 and Rcs−des = 0. Therefore, for any diagonal and any
i < n, s < 0, we get H im(k[(I
e)c])s = 0 according to Proposition 2.1.3. The
statement, then, follows from Corollary 2.3.5. ✷
We may apply Proposition 3.4.1 to study in detail the following example
considered by L. Robbiano and G. Valla in [RV].
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Corollary 3.4.2 Let {Lij} be a set of d× (d+ 1) homogeneous linear forms
of a polynomial ring A = k[X1, . . . ,Xn], i = 1, . . . , d; j = 1, . . . , d+ 1, and let
M be the matrix (Lij). Let It(M) be the ideal generated by the t × t minors
of M and assume that ht (It(M)) ≥ d − t + 2 for 1 ≤ t ≤ d. Denoting by
I = Id(M), then k[(I
e)c] is Cohen-Macaulay for any c ≥ de+ 1.
Proof. The ideal I is generated by d + 1 forms of degree d, and the Rees
algebra has a presentation of the form
RA(I) = k[X1, . . . ,Xn, Y1, . . . , Yd+1]/(φ1, . . . , φd),
where the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yd+1] is bigraded by
deg(Xi) = (1, 0), deg(Yj) = (d, 1), and φ1, . . . , φd is a regular sequence in
S with deg(φl) = (d + 1, 1) (see the proof of [RV, Theorem 5.11]). Then we
have a bigraded minimal free resolution of the Rees algebra RA(I) as S-module
given by the Koszul complex associated to φ1, . . . , φd:
0→ Fd → · · · → F1 → F0 = S → RA(I)→ 0,
with Fp = S(−(d+1)p,−p)(
d
p). By applying the functor ( )e to this resolution,
we have a graded free resolution of Ie over A:
0→ F ep → · · · → F e1 → F e0 = Se → Ie → 0,
with p = min{e, d}, F ep = A(−p − de)ρ
e
p for certain ρep ∈ Z, ρep 6= 0. The
minimal graded free resolution of Ie is then obtained by picking out some
terms, but in any case it must have length p because the Hilbert series of
A/Ie is given by ([RV, Example 6.1])
HA/Ie(z) =
1−∑dj=0(−1)j(dj)(d+e−je−j )zde+j
(1− z)n
(note that zp+de appears in the numerator). So by Theorem 1.3.4 we can
compute the a∗-invariant of I
e and we get
a∗(I
e) =
{
de+ e− n if e < d
de+ d− n if e ≥ d.
On the other hand, since n ≥ ht (I1(M)) ≥ d + 1, we have that d ≤ n − 1,
and so a∗(I
e) < de. Therefore, for any c ≥ de + 1, s ≥ 1, we have that
H i
m
(Ies)cs = 0 for all i. So k[(I
e)c] is Cohen-Macaulay by Proposition 3.4.1.
Furthermore, note that a(k[(Ie)c]) < 0. ✷
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For arbitrary homogeneous ideals, we can also get a criterion for the Cohen-
Macaulayness of the diagonals by means of the local cohomology of the powers
of the ideal and the local cohomology of the graded pieces of the canonical
module of the Rees algebra. More explicitly,
Theorem 3.4.3 Let I be a homogeneous ideal in A generated by forms of
degree ≤ d whose Rees algebra is Cohen-Macaulay. For any c ≥ de + 1,
k[(Ie)c] is Cohen-Macaulay if and only if
(i) H i
m
(A)0 = 0 for i < n.
(ii) H im(I
es)cs = 0 for i < n, s > 0.
(iii) Hn−i+1m (K
es)cs = 0 for 1 ≤ i < n, s > 0.
Proof. As in the proof of Proposition 3.4.1, the assumptions on the local
cohomology of A are necessary and sufficient conditions for the existence of
Cohen-Macaulay diagonals. Then we have that H im(k[(I
e)c])0 = 0 for i < n.
Since R is Cohen-Macaulay, we have that KR is Cohen-Macaulay with
a2∗(KR) = 0. Therefore, for any s > 0, 1 ≤ i < n, H im(k[(Ie)c])−s =
Hn−i+1m (K
es)cs by Proposition 3.1.6. Moreover, note that H
0
m(k[(I
e)c])−s = 0
for any s > 0. Then the statement follows from Corollary 2.3.5. ✷
Let us denote by G = GA(I) =
⊕
n≥0 I
n/In+1 the form ring of I with the
natural bigrading as a quotient of the Rees algebra. For ideals whose form
ring is quasi-Gorenstein, we may get necessary and sufficient conditions for a
diagonal to be Cohen-Macaulay only in terms of the powers of the ideal.
Corollary 3.4.4 Let I be a homogeneous ideal in A generated by forms of
degree ≤ d. Assume that the Rees algebra is Cohen-Macaulay and the form
ring is quasi-Gorenstein. Let a = −a2(GA(I)), b = −a(A). For any c ≥ de+1,
k[(Ie)c] is Cohen-Macaulay if and only if
(i) H i
m
(A)0 = 0, for i < n.
(ii) H i
m
(Ies)cs = 0, for i < n, s > 0.
(iii) H i
m
(Ies−a+1)cs−b = 0, for 1 < i ≤ n, s > 0.
Proof. Under these assumptions KR has the expected form, that is, there
is a bigraded isomorphism
KRA(I)
∼=
⊕
(l,m), m≥1
[Im−a+1]l−b
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(see Corollary 4.1.7 for more details about the isomorphism). Then, for any
s > 0 we have Kes ∼= Ies−a+1(−b), and now the result follows from Theorem
3.4.3. ✷
We can use Corollary 3.4.4 to precise the Cohen-Macaulay diagonals for a
complete intersection ideal of a Cohen-Macaulay ring. In particular, this gives
a new proof of [CHTV, Theorem 4.6] where the case A = k[X1, . . . ,Xn] was
studied.
Proposition 3.4.5 Let I be a complete intersection ideal of a Cohen-
Macaulay ring A minimally generated by r forms of degrees d1, . . . , dr. Set
u =
∑r
i=1 di. For any c ≥ de + 1, k[(Ie)c] is Cohen-Macaulay if and only if
c > (e− 1)d + u+ a(A).
Proof. From the bigraded isomorphism GA(I) ∼= A/I[Y1, . . . , Yr], with
deg(Yj) = (dj , 1), it is easy to prove by induction on e that the a∗-invariant
of A/Ie is:
a∗(A/I
e) = a(A/Ie) = (e− 1)d+ u+ a(A).
On the other hand, we also have that Hn−r
m
(A/Ie)s 6= 0, for all s ≤ a(A/Ie) =
(e− 1)d+ u+ a(A) (see Lemma 5.2.19).
Let ∆ = (c, e) be a diagonal with c ≥ de+1. Since a2(G) = −ht (I) = −r,
by Corollary 3.4.4 we have that k[(Ie)c] is Cohen-Macaulay if and only if
cs > a(A/Ies) and cs+ a(A) > a(A/Ies−r+1) for all s > 0. The first condition
is equivalent to (c−de)s > u−d+a(A) for all s > 0, that is, c−de > u−d+a(A).
The other one is equivalent to (c− de)s > u− dr for all s > 0, and this always
holds because u− dr ≤ 0. ✷
Until now we have given criteria to decide if a diagonal k[(Ie)c] is Cohen-
Macaulay once we know the local cohomology of the powers of I, and the
local cohomology of the graded pieces of the canonical module of the Rees
algebra. We will apply them in Chapter 5, Section 2, after computing the
local cohomology of the powers of certain families of ideals.
The following result shows the behaviour of the a∗-invariant for the graded
pieces of any finitely generated bigraded S-module, so in particular for the
powers of an ideal and the pieces of the canonical module by applying it to
the Rees algebra and its canonical module respectively. This fact has been
also obtained independently by S.D. Cutkosky, J. Herzog and N. V. Trung
[CHT] and V. Kodiyalam [Ko2] by different methods (see Chapter 5 for more
details).
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Theorem 3.4.6 Let L be a finitely generated bigraded S-module. Then there
exists α such that for any e
a∗(L
e) ≤ de+ α.
Proof. Let e0 = a
2
∗(L). By Proposition 2.1.18, H
i
M2
(L)(c,e) = 0 for i ≥ 0,
e > e0. Then, by Proposition 2.1.3 and Proposition 2.1.18, we have that for
any c ≥ de+ 1, e > e0, i ≥ 0, there are isomorphisms
H im(L∆)1
∼= H iM1(L)(c,e) ∼= H im(Le)c.
On the other hand, from Corollary 2.1.12 there exist positive integers e1, α1
such that H im(L∆)s
∼= H i+1M (L)(cs,es) for s 6= 0, e > e1, c > de+α1. Therefore,
we have H i
m
(Le)c = 0 for e > max {e0, e1}, c > de+α1, i ≥ 0. This proves the
statement. ✷
Next we will show how to obtain a family of Cohen-Macaulay diagonals
from the bound on the shifts in the bigraded minimal free resolution of the
Rees algebra given by Theorem 1.3.4. To begin with, let us study the bigraded
a-invariant of the Rees algebra.
Lemma 3.4.7 (i) a1(R) ≤ a(A).
(ii) If R is Cohen-Macaulay and a2(G) < −1, then a1(R) = a(A).
Proof. By setting R++ =
⊕
j>0R(i,j), we have the following bigraded exact
sequences:
0→ R++ → R→ A→ 0
0→ R++(0, 1)→ R→ G→ 0.
For each (i, j), we get exact sequences:
...→ HnM(A)(i,j) → Hn+1M (R++)(i,j) → Hn+1M (R)(i,j) → 0 (1)
...→ HnM(G)(i,j) → Hn+1M (R++)(i,j+1) → Hn+1M (R)(i,j) → 0 (2)
Note that A(i,j) = 0 if j 6= 0 and so HnM(A)(i,j) = 0 if j 6= 0.
We want to determine a1(R) = max{i | ∃j : Hn+1M (R)(i,j) 6= 0}. Sup-
pose Hn+1M (R)(i,j) 6= 0. Since a2(R) = −1, we have j ≤ −1. Then,
from (2), we get Hn+1M (R++)(i,j+1) 6= 0. If j + 1 < 0, from (1) we ob-
tain Hn+1M (R)(i,j+1)
∼= Hn+1M (R++)(i,j+1) 6= 0. By repeating this argument,
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we obtain Hn+1M (R++)(i,0) 6= 0 and, since Hn+1M (R)(i,0) = 0, from (1) we
get Hnm(A)i = H
n
M(A)(i,0) 6= 0. Thus i ≤ a(A), and then it follows that
a1(R) ≤ a(A).
Assume now that R is Cohen-Macaulay and a2(G) < −1. From (2), we
have that if Hn+1M (R)(a(A),−1) = 0 then H
n+1
M (R++)(a(A),0) = 0. Since R is
Cohen-Macaulay, from (1) we get Hnm(A)a(A) = H
n
M(A)(a(A),0) = 0, which is a
contradiction. ✷
Remark 3.4.8 Note that in the proof of the Lemma 3.4.7 (ii) it is enough to
assume HnM(G)(a(A),−1) = 0 and H
n
M(R)(a(A),0) = 0.
Remark 3.4.9 Let us consider the group morphism ψ : Z2 → Z defined by
ψ(i, j) = i+ j. By Lemma 1.2.3, Hn+1M (R
ψ)l =
⊕
i+j=lH
n+1
M (R)(i,j). Then, by
applying Lemma 3.4.7 we get a(Rψ) ≤ a(A)− 1. If R is Cohen-Macaulay and
a2(G) < −1, we have proved Hn+1M (R)(a(A),−1) 6= 0 and so a(Rψ) = a(A)− 1.
We can use the upper bound for the bigraded a-invariant of the Rees alge-
bra found in Lemma 3.4.7 to get bounds for the shifts (a, b) in its resolution.
Namely,
Lemma 3.4.10 Let I be an ideal of A generated by r forms in degrees d1 ≤
... ≤ dr whose Rees algebra is Cohen-Macaulay. Set u =∑rj=1 dj . Let
0→ Dm → . . .→ D1 → D0 = S → RA(I)→ 0
be the minimal bigraded free resolution of RA(I) over S. Given p ≥ 1 and
(a, b) ∈ Ωp, we have
(i) a ≤ 0, b ≤ 0 , a ≤ d1b.
(ii) −a− b ≤ u+ n+ a(A) + p.
(iii) −a ≤ u+ n+ a(A) + p− (r − 1). In particular, −a ≤ u+ n+ a(A).
(iv) −b < r.
Proof. It is clear that a ≤ 0, b ≤ 0 , a ≤ d1b. Also note that m =
proj.dimSR = n + r − n − 1. To prove (ii), let us consider the morphism
ψ : Z2 → Z defined by ψ(i, j) = i + j, and note that S(a, b)ψ = Sψ(a + b).
Applying the functor ( )ψ to the resolution, we get a Z-graded minimal free
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resolution of Rψ over Sψ. Moreover a(Sψ) = −n−u−r and a(Rψ) ≤ a(A)−1
(see Remark 3.4.9). Given (a, b) ∈ Ωp, from Theorem 1.3.4 we get:
−a− b ≤ max{−α− β | (α, β) ∈ Ωp} ≤
≤ max{−α− β | (α, β) ∈ Ωm}+ p−m =
= a(Rψ)− a(Sψ) + p−m ≤ u+ a(A) + n+ p.
To prove (iii), observe that by Theorem 1.3.4 we have
−a ≤ max{−α | (α, β) ∈ Ωp} ≤
≤ max{−α | (α, β) ∈ Ωm}+ p−m =
= a1(R)− a1(S) + p−m ≤ u+ a(A) + n− r + 1 + p.
Finally, by using Theorem 1.3.4 we also obtain:
−b ≤ max{−β | (α, β) ∈ Ωp} ≤
≤ max{−β | (α, β) ∈ Ωm} =
= a2(R)− a2(S) = −1 + r ,
so (iv) is proved. ✷
Remark 3.4.11 When I is a complete intersection ideal of the polynomial
ring A = k[X1, . . . ,Xn], all the shifts in the resolution may be explicitly com-
puted. In fact, by the Eagon-Northcott complex the shifts (a, b) ∈ Ωp are of
the type:
a = −dj1 − ...− djp+1 , b = −m
where 1 ≤ j1 ≤ ... ≤ jp+1 ≤ r, 1 ≤ m ≤ p (see [CHTV, Lemma 4.1]). Note
that b takes all the values between −r and 0 and the bounds of Lemma 3.4.10
(ii), (iii) are sharp for p = r − 1.
Now we are ready to determine a family of diagonals of the Rees algebra
with the Cohen-Macaulay property when the Rees algebra is Cohen-Macaulay.
Namely,
Theorem 3.4.12 Let I ⊂ A be a homogeneous ideal generated by r forms
of degrees d1 ≤ . . . ≤ dr = d. Assume that H im(A)0 = 0 for all i < n. Set
u =
∑r
j=1 dj . If the Rees algebra is Cohen-Macaulay, then
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(i) k[(Ie)c] is Cohen-Macaulay for c > max{d(e− 1) + u+ a(A), d(e − 1) +
u− d1(r − 1)}.
(ii) If I is equigenerated by forms of degree d, k[(Ie)c] is Cohen-Macaulay
for c > d(e− 1 + l) + a(A).
Proof. We have already shown that the assumptions on the local cohomology
of A imply that H im(k[(I
e)c])0 = 0 for i < n. Now, let us consider the bigraded
minimal free resolution of R over S:
0→ Dm → . . .→ D0 = S → R→ 0 ,
where Dp =
⊕
(a,b)∈Ωp S(a, b). From Remark 2.1.11, recall that if we define
X∆ =
⋃
(a,b)∈ΩR{ s ∈ Z | −be ≤ s ≤ bd−a−nc−ed },
Y ∆ =
⋃
(a,b)∈ΩR{ s ∈ Z |
(b+r)d−u−a
c−ed ≤ s ≤ −b−re } ,
then we have H im(k[(I
e)c])s = H
i+1
M (R)(cs,es) = 0 for i < n, s 6∈ X∆ ∪ Y ∆.
Therefore, k[(Ie)c] is Cohen-Macaulay for any diagonal ∆ = (c, e) such that
X∆ ∪ Y ∆ ⊂ {0}. Since b ≤ 0, any s ∈ X∆ satisfies s ≥ 0. If b ≤ −1, then
bd− a− n ≤ −d+ u+ a(A) by Lemma 3.4.10. If b = 0, then note that [D.]0
is a graded minimal free resolution of A over S1 with [Dp]0 =
⊕
(a,0)∈Ωp S1(a),
so bd − a − n = −a − n ≤ a(A) by Theorem 1.3.4. Therefore, by taking
c > (e − 1)d + u + a(A), we have bd−a−nc−ed < 1 and so X∆ ⊂ {0}. On the
other hand, any shift (a, b) ∈ ΩR satisfies b > −r by Lemma 3.4.10, so if
s ∈ Y ∆ then s ≤ −1. By taking c > d(e − 1) + u − d1(r − 1), one can check
(b+r)d−u−a
c−ed > −1, so Y ∆ = ∅. This proves (i).
Now, let us assume that I is generated in degree d. From the proof of
Proposition 3.4.1, we have that H im(k[(I
e)c])s = 0 for i < n, s < 0. So it
is just enough to study the positive components of these local cohomology
modules. Tensoriazing by k(T ) we may assume that the field k is infinite.
Then, since the fiber cone Fm(I) of I is a k-algebra generated by homo-
geneous elements in degree (d, 1), there exists a minimal reduction J of I
generated by l forms of degree d. Now, by considering the polynomial ring
S = k[X1, . . . ,Xn, Y1, . . . , Yl], we have a natural epimorhism S → RA(J).
Then RA(J) is a finitely generated bigraded S-module, and so RA(I) because
it is a finitely generated RA(J)-module. Then we may consider the bigraded
minimal free resolution of RA(I) over S, and it suffices to check that the sets
COHEN–MACAULAY DIAGONALS 64
X∆ and Y ∆ associated to this resolution do not have positive integers for
c > d(e− 1 + l) + a(A). ✷
In the case where A = k[X1, . . . ,Xn] we can improve the bounds slightly.
More explicitly,
Theorem 3.4.13 Let I ⊂ A = k[X1, . . . ,Xn] be a homogeneous ideal gener-
ated by r forms of degrees d1 ≤ . . . ≤ dr. Assume that the Rees algebra RA(I)
is Cohen-Macaulay. Then, by defining
α = min {d(e − 1) + u− n, e(u− n)} ,
β = min {d(e− 1) + u− d1(r − 1), e(u − d1)} ,
we have that k[(Ie)c] is Cohen-Macaulay for all c > max{de, α, β}.
Proof. Note that the first homomorphism in the resolution of the Rees
algebra is:
D0 = S −→ RA(I)
Xi 7→ Xi
Yj 7→ fjt ,
so any shift (a, b) ∈ Ωp, with p ≥ 1, satisfies b < 0. Note that if bd−a−nc−ed < −be
for all (a, b) ∈ Ωp, p ≥ 1, then X∆ is empty. This condition is equivalent to
e(−a−n) < −bc. Since e(−a−n) ≤ e(−n−u) by Lemma 3.4.10 and −bc ≥ c,
it suffices to take c > e(u−n) to get this condition. Similarly, if c > e(u− d1)
then Y ∆ = ∅ and we are done. ✷
Remark 3.4.14 With the notation above, note that α = e(u − n) if and
only if u − d − n < 0, and β = e(u − d1) if and only if u − d − d1 < 0 and
e > u−d−d1(r−1)u−d1−d . For instance, if u − d < n then k[(Ie)c] is Cohen-Macaulay
for all c > max{de, β}.
We finish this section with an application of Corollary 3.1.4 to the study
of the (n − 1)-folds obtained from Pn−1k by blowing-up a finite set of distinct
points. Let P1, . . . , Ps ∈ Pn−1k be distinct points, and for each i = 1, . . . , s,
denote by Pi ⊂ A = k[X1, . . . ,Xn] the homogeneous prime ideal which cor-
responds to Pi. Let us consider the ideal of fat points I = Pm11 ∩ . . . ∩ Pmss ,
with m1, . . . ,ms ∈ Z≥1. Next we study the embeddings of the blow-up of Pn−1k
along I via the linear systems (Ie)c, whenever these linear systems are very
ample, slightly extending [GGP, Theorem 2.4] where only the divisors (Ic)
were considered.
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Theorem 3.4.15 Let I ⊂ A = k[X1, . . . ,Xn] be an ideal of fat points, where
k is a field with characteristic 0. Then:
(i) k[(Ie)c] is Cohen-Macaulay if and only if H
i
m
(Ies)cs = 0 for any s > 0,
i < n.
(ii) For c > reg (I) e, k[(Ie)c] is Cohen-Macaulay with a(k[(I
e)c]) < 0. In
particular, reg (k[(Ie)c]) < n− 1.
Proof. Let X be the blow-up of the projective space Pn−1k along I. Assume
that I is generated by forms in degree ≤ d. Then we have shown that Le⊗Mc
is very ample if c > de. Therefore, for any s < 0, i < n − 1, c > de, we have
that H i(X,Les⊗Mcs) = 0 by the Kodaira vanishing theorem (see for instance
[Har, Remark III.7.5]). Then, H im(k[(I
e)c])s = 0 for i < n, s < 0 by Remark
3.1.1.
On the other hand, from Proposition 3.3.3 we get Γ (X,OX) = k and
H i(X,OX) = 0 for all i > 0. Then, according to Remark 3.1.1, we have
H im(k[(I
e)c])0 = 0 for any i.
Finally, note that for a given p ∈ Proj (A) we have:
Ip =
{
Ap if p 6∈ {P1, . . . ,Ps}
Pmii APi if p = Pi .
In both cases, RAp(Ip) is Cohen-Macaulay. So, according to Corollary 3.1.5,
we have that for any s > 0 and c ≥ de+ 1 there is an exact sequence
0→ H0m(k[(Ie)c])s → (Ies)cs → (Ies)∗cs → H1m(k[(Ie)c])s → 0
and isomorphisms H im(k[(I
e)c])s ∼= H im(Ies)cs for i > 1. Therefore, we im-
mediately get (i). From [GGP, Theorem 1.1] or [Cha, Theorem 6], we
have a∗(I
e) ≤ reg(Ie) ≤ e reg(I). Then, by taking c > reg (I)e, we have
H im(k[(I
e)c])s = 0 for any s > 0. So k[(I
e)c] is Cohen-Macaulay with
a(k[(Ie)c]) < 0. ✷
3.5 Linear bounds
S.D. Cutkosky and J. Herzog [CH] studied sufficient conditions for the exis-
tence of a constant f satisfying that the rings k[(Ie)c] are Cohen-Macaulay
for all c ≥ ef and e > 0, that is, for the existence of a linear bound on c and
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e ensuring that k[(Ie)c] is Cohen-Macaulay. Note that, according to Theorem
3.4.12, this holds for any homogeneous ideal in a Cohen-Macaulay ring whose
Rees algebra is Cohen-Macaulay. Our first purpose is to show that this also
holds under the weaker assumption that RAp(Ip) is Cohen-Macaulay for any
p ∈ Proj (A). This would recover for instance locally complete intersection
ideals.
Let K = KR =
⊕
(i,j)K(i,j) be the canonical module of R = RA(I), and
let Ke be the graded A-module Ke =
⊕
iK(i,e). Then we have
Theorem 3.5.1 Assume that RAp(Ip) is Cohen-Macaulay for all p ∈
Proj (A). Then π∗(wX ⊗ Le) = K˜e and Rjπ∗(wX ⊗ Le) = 0 for e > 0,
j > 0.
Proof. Let Ai = A(xi), Ii = I(xi), Ri = Ai[Iit] and Ki = KR ⊗ Ri. Let
us consider the affine cover {Yi : 1 ≤ i ≤ n} of Y , where Yi = Y − V+(xi) ∼=
Spec(Ai). Denote by Xi = π
−1Yi = Proj (Ri). Then, for a given j and e > 0
we have that Rjπ∗(wX ⊗Le) = 0 if and only if Rjπ∗(wX ⊗Le) | Yi = 0 for all
1 ≤ i ≤ n. Furthermore, we have a diagram
Xi = Proj(Ri) →֒ X = Proj 2(R)
π′ ↓ π ↓
Yi = Spec(Ai) →֒ Y = Proj(A)
Now, by Corollary III.8.2 and Proposition III.8.5 of [Har], for any e > 0 and
j > 0 we have
Rjπ∗(wX ⊗ Le) | Yi = Rjπ′∗((wX ⊗ Le) | Xi) = Hj(Xi, (wX ⊗ Le) | Xi) ˜.
Since (wX ⊗ Le) | Xi = K˜i(e), we have reduced the problem to show
that Hj+1(Ri)+(Ki)e = 0. Similarly, π∗(wX ⊗ Le) = K˜e if H0(Ri)+(Ki)e =
H1(Ri)+(Ki)e = 0.
Denote by Ri = RAxi (Ixi). Tensoriazing by Ri, we have
Hj
(Ri)+
(K ⊗Ri)e = Hj(Ri)+(Ki)e[T, T
−1],
so it is enough to show that Hj
(Ri)+
(K ⊗ Ri)e = 0 for any i, j and e > 0. Let
q ∈ Spec(Axi) be a homogeneous prime, and let p ∈ Proj (A) be such that
q = pAxi . Denote by B = RAp(Ip). Then
[Hj
(Ri)+
(K ⊗Ri)e]q = [Hj(Ri)+(K ⊗Ri)q]e = [H
j
B+
(K ⊗A Ap)]e.
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By taking into account that B is Cohen-Macaulay, standard arguments allow
to check that K ⊗A Ap = KB or K ⊗A Ap = 0. In any case, we have that
[HjB+(K ⊗A Ap)]e = 0 for any j and e > 0, so we are done. ✷
From this result we can obtain a simple criterion for having a linear bound
for the Cohen-Macaulay property. First, let us notice the following interesting
fact.
Proposition 3.5.2 Let A be an equidimensional ring. Assume RAp(Ip) is
Cohen-Macaulay for all p ∈ Proj (A). Then, for any c ≥ de+ 1 and e > 0:
(i) For s > 0, there is an exact sequence
0→ H0m(k[(Ie)c])s → (Ies)cs → (Ies)∗cs → H1m(k[(Ie)c])s → 0
and isomorphisms H im(k[(I
e)c])s ∼= H im(Ies)cs for i > 1.
(ii) For s > 0, 1 ≤ i ≤ n− 1, H im(k[(Ie)c])−s ∼= Hn−i+1m (Kes)cs.
Proof. The first part of the statement follows directly from Corollary 3.1.5.
To prove (ii), let s > 0, i ≥ 1. Then
H im(k[(I
e)c])−s ∼= H i−1(X,L−es ⊗M−cs) by Remark 3.1.1
= Hn−i(X,wX ⊗ Les ⊗Mcs) by Serre’s duality
= Hn−i(Y, π∗(wX ⊗ Les)⊗Mcs) by Theorem 3.5.1
= Hn−i(Y, K˜es(cs)) by Theorem 3.5.1
= Hn−i+1
m
(Kes)cs. ✷
Theorem 3.5.3 Assume that A is an equidimensional ring with H im(A)0 = 0
for i < n. If I is a homogeneous ideal of A such that RAp(Ip) is Cohen-
Macaulay for all p ∈ Proj (A), then there exists α such that k[(Ie)c] is Cohen-
Macaulay for c ≥ de+ α, e > 0.
Proof. From Proposition 3.3.5 we have that k[(Ie)c] is Cohen-Macaulay for
c≫ e≫ 0. So, in particular, by Theorem 3.2.3 and Remark 3.1.1 we have that
H im(k[(I
e)c])0 = 0 for any c ≥ de+ 1, i < n. On the other hand, according to
Theorem 3.4.6, there exists α > 0 such that a∗(I
e) < de+α, a∗(K
e) < de+α,
for all e. Then, k[(Ie)c] is Cohen-Macaulay for any c ≥ de+α by Proposition
3.5.2. ✷
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In particular, we can recover Corollary 4.2 and Corollary 4.4 in [CH].
Furthermore, note that the bound has been improved slightly.
Corollary 3.5.4 Let I be a locally complete intersection ideal in a Cohen-
Macaulay ring A. Then there exists α such that such that k[(Ie)c] is Cohen-
Macaulay for any c ≥ de+ α and e > 0.
Corollary 3.5.5 Let I be a homogeneous ideal such that I(p) is a strongly
Cohen-Macaulay ideal with µ(I(p)) ≤ ht (p) for any prime ideal p ⊇ I. Then
there exists α such that such that k[(Ie)c] is Cohen-Macaulay for any c ≥ de+α
and e > 0.
We can also characterize the existence of linear bounds for the Cohen-
Macaulay property of the rings k[(Ie)c] by means of the local cohomology
modules of the Rees algebra and its canonical module. Namely,
Proposition 3.5.6 Assume that there exist c, e such that k[(Ie)c] is Cohen-
Macaulay. Then the following are equivalent
(i) There exists f such that k[(Ie)c] is Cohen-Macaulay for c ≥ ef , e > 0.
(ii) There exists f such that H iR+(R)(c,e) = 0, H
n−i+1
R+
(KR)(c,e) = 0, for
i < n, c ≥ ef and e > 0.
(iii) There exists f such that H iM2(R)(c,e) = 0, H
n−i+1
M2
(KR)(c,e) = 0, for
i < n, c ≥ ef and e > 0.
Proof. From Proposition 2.1.2, we have H im(k[(I
e)c])s = H
i
R+
(R)(cs,es) for
any s > 0. Moreover, since X is Cohen-Macaulay and equidimensional we
also have that H im(k[(I
e)c])−s = H
n−i+1
R+
(KR)(cs,es) for 1 ≤ i < n and s > 0
according to Proposition 3.1.6. Therefore two first conditions are equivalent.
To prove (ii) ⇐⇒ (iii), first we will show that there exists f such that
for all i, e > 0, c ≥ ef it holds
H iM(R)(c,e) = H
i
M1(R)(c,e) = 0,
H iM(KR)(c,e) = H
i
M1(KR)(c,e) = 0.
Then, from the Mayer-Vietoris exact sequence, we get that for any i, e > 0,
c ≥ ef ,
H iR+(R)(c,e) = H
i
M2(R)(c,e),
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H iR+(KR)(c,e) = H
i
M2(KR)(c,e),
and so (ii) and (iii) are equivalent. To get the vanishing of the local coho-
mology modules with respect to the maximal ideal M, it is just enough to
take c > max {a1∗(R), a1∗(KR)}. By Theorem 3.4.6 there exists α > 0 such
that a∗(I
e) < de + α, a∗(K
e) < de + α, so by taking c ≥ de + α we have
H iM1(R)(c,e) = H
i
m(I
e)c = 0 and H
i
M1
(KR)(c,e) = H
i
m(K
e)c = 0. ✷
Also note that the last proposition holds if we replace the condition for all
c ≥ ef and e > 0 by the following one: for all c ≥ de + α and e > 0. As a
direct consequence, we obtain:
Corollary 3.5.7 Assume that R has some Cohen-Macaulay diagonal. If
a2∗(R) ≤ 0 and a2∗(KR) ≤ 0, there exists α such that k[(Ie)c] is Cohen-Macaulay
for all c ≥ de+ α and e > 0.
Proof. It is a direct consequence of Proposition 3.5.6 by noting that for
any i and e > 0 we have H iM2(R)(c,e) = 0, H
i
M2
(KR)(c,e) = 0 by Proposition
2.1.18. ✷
Remark 3.5.8 The converse of the last corollary is not true. Let us take the
homogeneous ideal I = (x7, y7, x6y+x2y5) in the polynomial ring A = k[x, y].
We have m14 ⊂ I, so (Ie)c = Ac for any c ≥ 14e, and then k[(Ie)c] = k[xayb |
a + b = c] is Cohen-Macaulay for all these c, e. But a2∗(R) = 4 > 0 by [HM,
Example 3.13].
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Chapter 4
Gorenstein coordinate rings
of blow-up schemes
Let Y = Proj(A) be a closed subscheme of Pn−1k , and let X be the blow-up
of Y along I = I˜, where I is a homogeneous ideal in A. If I is generated by
forms of degree ≤ d, we have already shown that for any c ≥ de + 1 the ring
k[(Ie)c] is the homogeneous coordinate ring of a projective embedding of X in
PN−1k , where N = dimk(I
e)c. In this chapter we are interested in the (quasi-)
Gorenstein property of the rings k[(Ie)c]. The results work in the case of the
blow-up of the projective space Pn−1k .
If the Rees algebra is Cohen-Macaulay and the associated graded ring is
Gorenstein we will determine exactly for which pairs (c, e) the ring k[(Ie)c] is
quasi-Gorenstein and, in particular, we will obtain that there is just a finite set
of diagonals with this property. This result can be applied to several families
of ideals. In particular, to any complete intersection ideal, extending in this
way [CHTV, Corollary 4.7], and to the ideal generated by the maximal minors
of a generic matrix.
After that, we show that there are always at most a finite number of
rings k[(Ie)c] which are quasi-Gorenstein and we give upper bounds for such
diagonals whenever RA(I) is Cohen-Macaulay.
Finally, we prove that under some restrictions the existence of a diagonal
(c, e) such that k[(Ie)c] is quasi-Gorenstein forces the associated graded ring
to be Gorenstein.
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At the end of the chapter we apply our results to Room surfaces. These
surfaces are obtained by blowing-up P2k along
(d+1
2
)
points, d ≥ 2, which do
not lie in any curve of degree d − 1 and then embedding in P2d+2k . We will
show that the only Room surface which is Gorenstein is the del Pezzo sestic
surface in P6, so recovering that well known result (see [GG, Example 1]).
4.1 The case of ideals whose form ring is Gorenstein
Throughout all the chapter we shall use the following notations. A =
k[X1, ...,Xn] will denote the usual polynomial ring with coefficients in a field k,
and I ⊂ A a homogeneous ideal minimally generated by forms f1, ..., fr of de-
grees d1 ≤ ... ≤ dr = d. We put u = ∑rj=1 dj. Let S = k[X1, ...,Xn, Y1, ..., Yr ]
be the polynomial ring with the grading obtained by setting degXi = (1, 0)
for i = 1, ..., n, deg Yj = (dj , 1) for j = 1, ..., r; so that R = RA(I) and
G = GA(I) can be seen in a natural way as bigraded S-modules. We will
assume n ≥ r ≥ 2.
Notice that any diagonal S∆ of the polynomial ring S is Cohen-Macaulay
by Corollary 2.1.8. We begin this section by showing that, on the contrary,
S∆ is Gorenstein only for a finite number of diagonals. Furthermore, we may
determine them.
Proposition 4.1.1 S∆ is Gorenstein if and only if
r
e =
n+u
c = l ∈ Z. Then
a(S∆) = −l.
Proof. Let T = S∆ =
⊕
s≥0 Us, where Us is the k-vector space generated by
the monomials Xα11 · · ·Xαnn Y β11 · · ·Y βrr with αi, βj ≥ 0 satisfying the equations
(⋆)

∑n
i=1 αi +
∑r
j=1 djβj = cs
∑r
j=1 βj = es
By Corollary 2.1.4, we have
Hn+r−1m (T )
∼= Hn+rM (S)∆ ∼= (
⊕
α<0,β<0
kXαY β )∆.
Therefore, KT = Homk(H
n+r−1
m (T ), k) =
⊕
s≥1 Vs with Vs the k-vector space
generated by the monomials Xα11 · · ·Xαnn Y β11 · · ·Y βrr , and αi > 0, βj > 0 which
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satisfy (⋆). Since T is Cohen-Macaulay, T is Gorenstein if and only if KT ∼=
T (a(T )).
Assume first that re =
n+u
c = l ∈ Z. Then, the multiplication by
X1 · · ·XnY1 · · ·Yr ∈ Tl induces an isomorphism T ∼= KT (l) and so T is Goren-
stein with a(T ) = −l.
To prove the converse set (α, β) = (α1, ..., αn, β1, ..., βr) with αi, βj > 0
and assume the contrary. This means that (1,1) is not a solution of (⋆) for
any s. On the other hand, the set of solutions of (⋆) for some s is partially
ordered by means of (α, β) ≤ (γ, ρ) ⇐⇒ αi ≤ γi, βj ≤ ρj, ∀i, j. Then, one
can easily check that for any i = 1, . . . , n, j = 1, . . . , r there exists a solution
of (⋆) for some s such that αi = βj = 1. This implies the existence of at least
two minimal solutions, and so T is not Gorenstein. ✷
Remark 4.1.2 Note that the number of minimal elements in the set of solu-
tions of the system (⋆) coincides with the type of S∆. It is not difficult to see
that if S∆ is not Gorenstein, then its type is ≥ r.
Remark 4.1.3 Throughout the chapter we assume r ≥ 2. In the case that
r = 1 we have that I is a principal ideal, and RA(I) ∼= S = k[X1, . . . ,Xn, Y ].
Then, it is easy to check that S∆ is always Cohen-Macaulay, and S∆ is Goren-
stein if and only if ∆ = (n+ d, 1).
The last proposition leads to the question of whether there exist diagonals
(c, e) such that k[(Ie)c] be quasi-Gorenstein, and how we can determine them.
Our answer will be partially based on the following proposition which links
the diagonal of the canonical module of RA(I) to the canonical module of the
diagonal of RA(I). It is stated and proved for complete intersection ideals in
[CHTV, Proposition 4.5], but in fact the same statement and proof are valid
in general. We include the proof for completeness.
Proposition 4.1.4 KR∆ = (KR)∆.
Proof. Let us consider a presentation of R as S-module
0→ C → S → R→ 0,
which leads to the bigraded exact sequence of local cohomology modules
0→ Hn+1M (R)→ Hn+2M (C)→ Hn+2M (S)→ 0.
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Similarly, we get the graded exact sequence
0→ Hnm(R∆)→ Hn+1m (C∆)→ Hn+1m (S∆)→ 0.
On the other hand, by Corollary 2.1.4 we have a commutative diagram
0 → Hn+1M (R)∆ → Hn+2M (C)∆ → Hn+2M (S)∆ → 0
ϕnR ↑ ϕn+1C ↑ ϕn+1S ↑
0 → Hnm(R∆) → Hn+1m (C∆) → Hn+1m (S∆) → 0
where ϕn+1C , ϕ
n+1
S are isomorphisms, and so ϕ
n
R is also an isomorphism. There-
fore Hnm(R∆)
∼= Hn+1M (R)∆ and we get
KR∆ = Homk(H
n
m(R∆), k) = Homk(H
n+1
M (R)∆, k) =
= Homk(H
n+1
M (R), k)∆ = (KR)∆. ✷
Remark 4.1.5 The hypothesis n ≥ r ≥ 2 fixed before is only used in this
chapter to prove Proposition 4.1.4, and of course its applications. Nevertheless,
the isomorphism KR∆ = (KR)∆ is also valid if n, r ≥ 2, I is equigenerated and
R is Cohen-Macaulay. To prove this, assume r > n (otherwise we may apply
Proposition 4.1.4). Let us consider the bigraded minimal free resolution of R
over S
0→ Dr−1 → . . .→ D1 → D0 = S → R→ 0,
with Dp =
⊕
(a,b)∈Ωp S(a, b). Since R is Cohen-Macaulay, we have −b ≤ r − 1
and −a ≥ −bd for all (a, b) ∈ ΩR by Lemma 3.4.10. On the other hand, recall
from Corollary 2.1.7 that HrM2(S(a, b))(cs,es) 6= 0 if and only if bd−ac−ed ≤ s ≤
−b−r
e , so we get H
r
M2
(Dp)∆ = 0 for all p. Since r > n, we also have that
H iM1(Dp)∆ = H
i
M2(Dp)∆ = 0 for all i > n. Then, by Proposition 2.1.10 and
Proposition 2.1.3 we have that ϕn+1C is an isomorphism, and the same proof
as in Proposition 4.1.4 shows that KR∆ = (KR)∆.
This means that all the results we are going to prove in this chapter are
also valid if n, r ≥ 2, I is equigenerated and RA(I) is Cohen-Macaulay.
In view of Proposition 4.1.4 any information on the bigraded structure of
KR will be of interest. Let B be a d-dimensional local ring, d ≥ 1, which has
a canonical module KB and I ⊂ B an ideal of positive height such that RB(I)
is Cohen-Macaulay. In [TVZ, Theorem 2.2] it is given a description of KRB(I)
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in terms of a filtration of submodules of KB . Assume now that B =
⊕
n≥0Bn
is a positively graded ring of positive dimension over a local ring B0, which
has a canonical module KB . Let I ⊂ B be a homogeneous ideal of positive
height. Then, the Rees algebra RB(I) has a bigraded structure by means of
[RB(I)](i,j) = (I
j)it
j for all i, j ≥ 0. We also have a bigraded structure on the
form ring by means of [GB(I)](i,j) = (I
j)i/(I
j+1)i for all i, j ≥ 0.
Then, the proof of [TVZ, Theorem 2.2] may be ”bigraded” and we thus
obtain a description of the bigraded structure of KRB(I). Namely, we get:
Theorem 4.1.6 With the notation above assume that RB(I) is Cohen-
Macaulay. Then, there exists a homogeneous filtration {Km}m≥0 of KB and
isomorphisms of bigraded modules such that
KRB(I)
∼=
⊕
(l,m), m≥1
[Km]l ,
KGB(I)
∼=
⊕
(l,m), m≥1
[Km−1]l/[Km]l.
Several other results of [TVZ] may also be ”bigraded”. In particular [TVZ,
Lemma 4.1] which makes precise when the canonical module of the Rees alge-
bra has the expected form. Recall that KRB(I) has the expected form if
KRB(I)
∼= Bt⊕Bt2 ⊕ · · · ⊕Btl ⊕ Itl+1 ⊕ I2tl+2 ⊕ · · · ,
for some l ≥ 0. This definition was introduced by J. Herzog, A. Simis and
W. Vasconcelos in [HSV2]. We still use the same notation and again omit the
proof.
Corollary 4.1.7 Assume RB(I) is Cohen-Macaulay and GB(I) is quasi-
Gorenstein. Set a(GB(I)) = (−b,−a). Then KB ∼= B(−b) and
KRB(I)
∼=
⊕
(l,m), m≥1
[Im−a+1]l−b,
where In = B if n ≤ 0.
Note that −a coincides with the usual a-invariant of GB(I). By Ikeda-
Trung’s criterion [IT] it is always negative if RB(I) is Cohen-Macaulay, and
it has been calculated in many cases (see for instance [HRZ], [GH]). As for
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b, it is clear that under the hypothesis of Corollary 4.1.7 we get −b = a(B).
It is then also easy to compute the bigraded a-invariant of RB(I). Namely,
we get that if a = 1 then a(RB(I)) = (−d1 + a(B),−1), and if a > 1 then
a(RB(I)) = (a(B),−1).
Remark 4.1.8 Assume that B = A = k[X1, . . . ,Xn] and I is a complete
intersection ideal. Then, the Eagon-Northcott complex provides a Z2-graded
minimal free resolution of RA(I). Following the proof of Yoshino [Yos] it is
possible to see that
KRA(I)
= J((r − 2)d1 − n,−1)
with J = (f r−21 , f
r−2
1 t, ..., f
r−2
1 t
r−2)RA(I).
Observe that in this case a(GA(I)) = (−n,−r) and by Corollary 4.1.7
KRA(I) =
⊕
(l,m), m≥1
[Im−r+1]l−n.
A straightforward computation shows that, in fact, multiplication by f r−21
provides an explicit isomorphism⊕
(l,m), m≥1
[Im−r+1]l−n ∼= J((r − 2)d1 − n,−1).
Let us now assume that I ⊂ A = k[X1, . . . ,Xn] is a homogeneous ideal
whose form ring is Gorenstein. We are now ready to prove the main result of
this section determining the quasi-Gorenstein diagonals of RA(I). Namely,
Theorem 4.1.9 Assume ht (I) ≥ 2, dim(A/I) > 0, and GA(I) is Gorenstein.
Set a = −a2(GA(I)). Then k[(Ie)c] is quasi-Gorenstein if and only if nc =
a−1
e = l0 ∈ Z. In this case, a(k[(Ie)c]) = −l0.
Proof. Note that the Rees algebra R is Cohen-Macaulay by using a result
of Lipman [Li, Theorem 5]. Now, by applying Corollary 4.1.7 we have that
b = −a(A) = n and KR = ⊕(l,m),m≥1[Im−a+1]l−n, so that by Proposition
4.1.4 we get KR∆ = (KR)∆ =
⊕
l≥1[I
el−a+1]cl−n. Let l0 = min{l ∈ Z | l ≥ nc },
s = a− 1− el0. We shall now distinguish three cases.
If s = 0, then the first non-zero component of KR∆ is [KR∆ ]l0 =
[Iel0−a+1]cl0−n = Acl0−n, so that if R∆ is quasi-Gorenstein cl0 − n = 0 and we
get that l0 =
n
c =
a−1
e and a(R∆) = −l0. Conversely, if l0 = nc = a−1e then
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[KR∆ ]l0+m =[I
el0−a+1+em]cl0+cm−n = [I
em]cm = [R∆]m for all m and so R∆ is
quasi-Gorenstein.
If s < 0, let l1 = min{l | el−a+1 > 0, cl−n ≥ d1(el−a+1)}. Then l1 ≥ l0
and the first non-zero component of KR∆ is [KR∆ ]l1 = [I
el1−a+1]cl1−n. In par-
ticular, a(R∆) = −l1. Assume R∆ is quasi-Gorenstein. Then KR∆ ∼= R∆(−l1)
and so [KR∆ ]l1
∼= k. This implies that cl1 − n = d1(el1 − a + 1) : If
cl1−n−d1(el1−a+1) = r > 0 we may choose two lineary independent forms
g, h ∈ Ar such that gf el1−a+11 , hf el1−a+11 ∈ [Iel1−a+1]cl1−n ∼= k, which is a con-
tradiction. From the isomorphism one gets that KR∆ is generated by f
el1−a+1
1
as R∆-module. Now let fj 6∈ rad (f1) (it exists because ht (I) ≥ 2), and choose
m such that m(c − dje) > dj − d1 and there exists f ∈ Ad1+cm−dj(em+1)
such that (f, f1) = 1. Then f
el1−a
1 f
em+1
j f ∈ [Iel1−a+1+em]d1(el1−a+1)+cm =
f el1−a+11 [I
em]cm, and we get f
em+1
j f ∈ (f1) which is a contradiction.
If s > 0, the first non-zero component of KR∆ is [I
el0−a+1]cl0−n = Acl0−n,
so if R∆ is quasi-Gorenstein we get cl0 − n = 0. Furthermore, for all m ≥
1 we have [KR∆ ]l0+m = [I
−s+em]cl0−n+cm = [I
−s+em]cm ∼= [Iem]cm. Since
s > 0 and [Iem]cm ⊂ [I−s+em]cm this isomorphism is possible if and only if
[Iem]cm = [I
−s+em]cm. Now choose Xi such that Xi 6∈ rad (I) (it always exists
because dim(A/I) > 0) and m with em − s ≥ 1. For any j consider Fj =
X
αj
i f
em−s
j where αj = cm−dj(em−s) ≥ 1, and assume [Iem]cm = [I−s+em]cm.
Then Fj ∈ [Iem−s]cm and so Xαji f em−sj ∈ Iem. Now let f c11 . . . f crr such that
c1 + . . . + cr ≥ r(em − s). This implies that there exists l with cl ≥ em − s
and so Xα1i f
c1
1 . . . f
cr
r = X
α1
i f
em−s
l f
c1
1 . . . f
cl−em+s
l . . . f
cr
r ∈ Ic1+...+cr+s, since
α1 ≥ αi for all i. Thus we get Xαi Ih ⊂ Ih+s for h >> 0, which implies that
Xαi ∈ Is ⊂ I since RA(I) is Cohen-Macaulay (see [TVZ, Lemma 4.3]). But
this contradicts Xi 6∈ rad (I) and so R∆ is not quasi-Gorenstein. ✷
The remaining cases ht (I) = 1, n in the above theorem are studied sepa-
rately in the following remarks.
Remark 4.1.10 If ht (I) = 1 then k[(Ie)c] is never quasi-Gorenstein. In fact,
by [TVZ, Proposition 4.6], a2(GA(I)) = −1 and so a = 1. Following the same
proof as in Theorem 4.1.9 we have that s = −el0 < 0. On the other hand,
since ht (I) = 1 we may write I = gJ , with ht (J) ≥ 2, J = (f1, . . . , f r) and
fj = f jg for all j. The same argument as in Theorem 4.1.9 for the case s < 0
but taking f j 6∈ rad (f1) and f ∈ Ad1+cm−dj(em+1) such that (f, f1) = 1 leads
to f
em+1
j f ∈ (f1), which is a contradiction.
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Remark 4.1.11 If dim(A/I) = 0, then the condition nc =
a−1
e = l0 ∈ Z is
sufficient but not necessary for k[(Ie)c] to be quasi-Gorenstein. For instance,
let A = k[X1,X2,X3] and I = (X1,X2,X3). Note that n = 3 ≥ r = 3 ≥ 2,
G is Gorenstein and a = 3. Then, by Corollary 4.1.7 we have that KR =⊕
(l,m),m≥1[I
m−2]l−3. According to Proposition 4.1.4, by taking the (3, 1)-
diagonal we have
KR∆ =
⊕
l≥1
[I l−2]3(l−1) =
⊕
l≥1
A3(l−1) = (
⊕
l≥0
A3l)(−1) = R∆(−1),
and so R∆ = k[I3] is quasi-Gorenstein. In this case,
n
c =1 6= 2 =a−1e .
As a consequence of Theorem 4.1.9 we obtain the following result for the
case of complete intersection ideals. It generalizes [CHTV, Corollary 4.7]
where the case of ideals generated by two elements was considered.
Corollary 4.1.12 Let I ⊂ k[X1, . . . ,Xn] be a complete intersection ideal min-
imally generated by r forms of degrees d1 ≤ . . . ≤ dr = d, with r < n. Then
for c ≥ de+ 1, k[(Ie)c] is Gorenstein if and only if nc = r−1e = l0 ∈ Z. In this
case, a(k[(Ie)c]) = −l0.
Proof. Since a2(GA(I)) = −r, by Theorem 4.1.9 we have that k[(Ie)c] is
quasi-Gorenstein if and only if nc=
r−1
e =l0 ∈ Z. But then u+ (e− 1)d− n ≤
rd+ ed− d− n = (r − 1)d+ de− n = enc d+ de− n = n(ed−cc ) + de ≤ de < c,
and according to Proposition 3.4.5, k[(Ie)c] is also Cohen-Macaulay and so
Gorenstein. ✷
We may also study the ideals generated by the maximal minors of a generic
matrix. We thank A. Conca for suggesting to consider this case.
Example 4.1.13 Let X = (Xij) be a generic matrix, with 1 ≤ i ≤ n, 1 ≤
j ≤ m and m ≤ n. Let us consider I ⊂ A = k[X] the ideal generated by the
maximal minors of X, where k is a field. In this case, the Rees algebra RA(I)
is Cohen-Macaulay and the form ring GA(I) is Gorenstein [EH, Theorem 3.5].
Moreover, it has been proved by A. Conca (personal communication) that all
the diagonals of RA(I) are Cohen-Macaulay (see also Example 5.2.23).
Now we want to study the Gorenstein property of these diagonals. Note
that I is an equigenerated ideal whose Rees algebra is Cohen-Macaulay, so
we can apply Theorem 4.1.9 thanks to Remark 4.1.5. Since I is generically a
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complete intersection, we have that a2(GA(I)) = −ht (I) = −(n−m+1). We
shall distinguish two cases.
If m < n, then ht (I) ≥ 2, and we get that k[(Ie)c] is Gorenstein if and
only if nmc =
n−m
e ∈ Z. So there exists always at least one diagonal which is
Gorenstein by taking c = nm, e = n−m.
If m = n, note that I is a principal ideal and so the Rees algebra is
isomorphic to a polynomial ring. Then the only diagonal which is Gorenstein
occurs when c = n(n+ 1), e = 1 by Remark 4.1.3.
4.2 Restrictions to the existence of Gorenstein di-
agonals. Applications.
In Section 4.1 we have proved that under the assumptions of Theorem 4.1.9
there is just a finite set of diagonals (c, e) such that k[(Ie)c] is quasi-Gorenstein.
Our next result shows that this holds in general.
Proposition 4.2.1 There exist at most a finite number of diagonals (c, e)
such that k[(Ie)c] is quasi-Gorenstein.
Proof. Let w1, ..., wm ∈ KR be a homogeneous system of generators of KR
as R-module with degwi = (αi, βi) for all i, and so KR =
∑m
i=1Rwi. Note
that since R is a domain KR is torsion free. For any diagonal ∆ = (c, e) we
then have by Proposition 4.1.4 that for all l ≥ 1
[KR∆ ]l =
∑
i=1,...,m,el−βi≥0
[Iel−βi ]cl−αiwi.
If R∆ is quasi-Gorenstein there exists an integer l such that [KR∆ ]l
∼= k and
so [Iel−βi ]cl−αi 6= 0 for some i (⋆). We shall distinguish two cases.
Assume first that I is an equigenerated ideal in degree d. Then condition
(⋆) implies that el−βi = 0 and cl−αi ≥ 0 or el−βi > 0 and cl−αi ≥ d(el−βi).
If el−βi = 0, then k ∼= [KR∆ ]l ⊃ Acl−αiwi and since KR is torsion-free we get
cl − αi = 0. Hence (c, e) satisfies βie = αic = l ∈ Z and the statement holds. If
el − βi > 0 then k ∼= [KR∆ ]l ⊃ [Iel−βi ]cl−αiwi which is impossible since KR is
torsion free and cl − αi ≥ d(el − βi).
Assume now that I is not equigenerated. Condition (⋆) implies that el −
βi = 0 and cl − αi ≥ 0 or el − βi > 0 and cl − αi ≥ d1(el − βi). In the
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first case we may proceed as before to get the statement. In the second case
we have that k ∼= [KR∆ ]l ⊃ [Iel−βi ]cl−αiwi and so cl − αi = d1(el − βi) and
d1 < d2. Then αi − d1βi = cl − d1el ≥ c − d1e ≥ (d − d1)e since l ≥ 1 and
c ≥ de + 1 > de. Thus we obtain the inequality e ≤ αi−d1βid−d1 and for each e,
we have c ≤ d1e+ αi − d1βi. In any case, these inequalties hold for at most a
finite number of diagonals and so we get the result. ✷
For a real number x, let us denote by ⌈x⌉ = min {m ∈ Z | m ≥ x}. If
the Rees algebra RA(I) is Cohen-Macaulay we can also give bounds for the
diagonals (c, e) such that k[(Ie)c] is quasi-Gorenstein.
Proposition 4.2.2 Assume that ht (I) ≥ 2 and RA(I) is Cohen-Macaulay.
Let a = −a2(GA(I)). If k[(Ie)c] is quasi-Gorenstein, then e ≤ a − 1 and
c ≤ n. Moreover, if dim(A/I) > 0 then ⌈ae ⌉ − 1 = nc ∈ Z. In particular, if
a = 1 there are no diagonals (c, e) such that k[(Ie)c] is quasi-Gorenstein.
Proof. By Theorem 4.1.6, there exists a homogeneous filtration {Km}m≥0
of KA such that KR ∼= ⊕m≥1Km and KG ∼= ⊕m≥1Km−1/Km. Bigrading
the proof of [TVZ, Corollary 2.5], we have that Km = Hom A(I,Km+1) for
every m ≥ 0. Note that KA may be viewed as an ideal of A. Assume that R∆
is quasi-Gorenstein. Then there is an integer l0 such that [KR∆ ]l0
∼= k. By
Proposition 4.1.4 we may find an element f ∈ [Kel0 ]cl0 = [KR](cl0,el0), f 6= 0,
KR∆ = R∆f .
CLAIM: Kel0 = Af.
To prove the claim we first show that for any g ∈ Kel0 , g 6= 0, then g
has degree ≥ cl0. Assume the contrary: deg g = k < cl0. Then [Ag]cl0 =
Acl0−kg ⊂ [Kel0 ]cl0 ∼= k. But since cl0 − k > 0, dimk Acl0−k > 1, so we get a
contradiction.
Now let g ∈ Kel0 . If deg g = cl0, then g ∈ Af because [Kel0 ]cl0 = kf . Let us
assume that deg g = k > cl0. Then, for each l > 0, [I
el]clf + [I
el]c(l0+l)−kg ⊂
[Ke(l0+l)]c(l0+l)
∼= [Iel]cl as k-vector spaces, and so [Iel]c(l0+l)−kg ⊂ [Iel]clf .
Now let Iel = (F1, . . . , Ft) where Fi is a homogeneous polynomial of degree
≤ del for all i, and set α = c(l0 + l) − k − degFi. Note that for l >> 0,
α ≥ c(l0 + l)− k − del = (c− de)l + cl0 − k > 0 and we can find h ∈ Aα such
that (h, f) = 1. Then hgFi ∈ [Iel]c(l0+l)−kg ⊂ [Iel]clf ⊂ Af and we have that
gFi ∈ Af for all i. Thus Ielg ⊂ (f) and writing g = dg, f = df with (f , g) = 1
we get Ielg ⊂ Af . If g 6∈ Af , then f 6∈ k and so Iel ⊂ (f) which is absurd
because ht (I) ≥ 2.
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Now, as grade(I) ≥ 2 we have Km = Kel0 for all m ≤ el0, which implies
that KA = Kel0 and so c ≤ cl0 = n. Furthermore, e ≤ el0 ≤ min{m | Km  
Km−1} − 1 = a− 1.
Finally assume that dim(A/I) > 0. We shall distinguish two cases. If e = 1
we have that Kl0+1  Kl0 : If not, then Ic
∼= [Kl0+1]c(l0+1) = [Af ]c(l0+1) ∼= Ac
which is absurd if dim(A/I) > 0. Therefore a = l0 + 1 =
n
c + 1. If e > 1,
let ∆˜ = (c, 1) and R˜ = RA(I
e). Note that R˜
∆˜
= R∆ is quasi-Gorenstein.
Applying the case before we obtain that −a(GA(Ie)) = nc + 1. By [HRZ,
Proposition 2.6], a(GA(I
e)) = [−ae ] = −⌈ae ⌉ and so ⌈ae ⌉ − 1 = nc = l0 ∈ Z. ✷
Our next result shows that in some cases the existence of a diagonal (c, e)
such that k[(Ie)c] is quasi-Gorenstein forces the form ring to be Gorenstein.
It may be seen as a converse of Theorem 4.1.9 for those cases.
Theorem 4.2.3 Assume that RA(I) is Cohen-Macaulay, ht (I) ≥ 2, l(I) < n
and I is equigenerated. If there exists a diagonal (c, e) such that k[(Ie)c] is
quasi-Gorenstein then GA(I) is Gorenstein.
Proof. Let ∆ = (c, e). Assume first that e = 1. We have seen in the proof
of Proposition 4.2.2 that there exists a homogeneous filtration {Km}m≥0 of
KA such that KR ∼= ⊕m≥1Km and KG ∼= ⊕m≥1Km−1/Km, and an in-
teger l0 = −a(R∆) such that K0 = . . . = Kl0 = Af , with f ∈ KR and
deg f = cl0. It is then clear that for all m ≥ 0, Imf ⊂ Kl0+m and so
[Im]cmf ⊂ [Kl0+m]c(l0+m) ∼= [Im]cm since R∆ is quasi-Gorenstein. This im-
plies that [Kl0+m]c(l0+m) = [I
m]cmf .
We want to show that Kl0+m = I
mf for all m ≥ 0. Suppose that there
exists m0 such that I
m0f  Kl0+m0 . Then let g ∈ Kl0+m0 , g 6∈ Im0f be a
homogeneous element of degree k. Note that from the inclusion Kl0+m0 ⊂
Kl0 = Af we also have g = fg with g 6∈ Im0 .
If k ≥ c(l0 +m0) then for any m > m0 we have Imf + Im−m0g ⊂ Kl0+m
and so [Im]cmf + [I
m−m0 ]c(l0+m)−kg ⊂ [Kl0+m]c(l0+m) ∼= [Im]cm. Hence
[Im−m0 ]c(l0+m)−kg ⊂ [Im]cmf and we get that [Im−m0 ]c(l0+m)−kg ⊂ [Im]cm.
Let λ = c(l0+m)−k−d(m−m0) = (c−d)m+ cl0+dm0−k. For m >> 0 we
have that λ > 0. Then, if Aλg ⊂ Im0 we would have that g ∈ (Im0)∗, the sat-
uration of Im0 . Since GA(I) is Cohen-Macaulay, we have that the inequality
of Burch becomes an equality by [EH, Proposition 3.3], that is,
inf
j≥0
{depth(A/Ij)} = dimA− l(I).
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Since l(I) < n, we then get depthA/Im0 > 0, and so (Im0)∗ = Im0 . Hence
g ∈ Im0 , which is a contradiction. We may conclude that there exist λ >
0, h ∈ Aλ such that gh 6∈ Im0 . On the other hand, gh[Im−m0 ]d(m−m0) ⊂
g[Im−m0 ]c(l0+m)−k ⊂ [Im]cm. Since I is equigenerated we get ghIm−m0 ⊂ Im.
Therefore, gh ∈ (Im : Im−m0) = Im0 because R is Cohen-Macaulay. This is a
contradiction.
If k < c(l0 + m0), let us write k = c(l0 + m0) − s with s > 0. Then
Asg ⊂ [Kl0+m0 ]c(l0+m0) = [Im0 ]cm0f , and g ∈ (Im0)∗ = Im0 which, as before,
is a contradiction.
Hence we have proved that Kl0+m = I
mf for all m ≥ 0, so
KR = f(At⊕ · · · ⊕Atl0 ⊕ Itl0+1 ⊕ · · ·),
i.e. KR has the expected form. By [TVZ, Theorem 4.2] this implies that both
RA(I
l0) and GA(I) are Gorenstein.
Finally assume e > 1, and denote by ∆˜ = (c, 1) and R˜ = RA(I
e). Then
R˜
∆˜
= R∆ is quasi-Gorenstein and so there exists l0 such that RA(I
el0) is
Gorenstein. By [TVZ, Theorem 4.2] this implies again that GA(I) is Goren-
stein. ✷
Example 4.2.4 (Room surfaces) Let k be an algebraically closed field. Set
t =
(d+1
2
)
, with d ≥ 2. Let P1, . . . , Pt be a set of t distinct points in P2k which
do not lie on a curve of degree d − 1. We assume further that there is not
a subset of d points on a line if d ≥ 3. We are going to study the rational
projective surfaces which arise as embeddings of blowing-ups of P2k at this set
of points via the linear system Id+1.
Let I be the ideal defining the set of points {P1, . . . , Pt}. Since the points
are not on a curve of degree d − 1, we have that I is generated by forms in
degree d [GG], and so for any c ≥ d+1 the linear system Ic gives a projective
embedding of the blow-up. For c = d+ 1 the surface obtained is called Room
surface.
Assume d ≥ 3. Since there are not d points on a line, we also have that the
rational map defined by the linear system Id give an embedding of the blow-up
in the projective space Pdk (see [GG]), and the resulting surface is called White
surface. A. Gimigliano proved that White surfaces have the defining ideal given
by the 3×3 minors of a 3×d matrix of linear forms, and it has a linear minimal
graded free resolution which comes from the Eagon-Northcott complex [Gi,
Proposition 1.1]. By applying Theorem 1.3.4, we obtain a(k[Id]) = −1 and
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so by Lemma 2.3.7 the reduction number of I is r(I) = a(k[Id]) + l(I) =
−1 + 3 = 2. Moreover, the analytic deviation of I is ad(I) = l(I)− ht (I) = 1
and I is generically a complete intersection ideal. So according to [GN] we
may conclude that GA(I) is Cohen-Macaulay and hence a
2(GA(I)) = r(I) −
ht (I) − 1 = −1 by [GH, Proposition 2.4]. Therefore, RA(I) is also Cohen-
Macaulay by using Ikeda-Trung’s criterion. From Proposition 4.2.2 we get
that there are not diagonals (c, e) such that k[(Ie)c] is Gorenstein, that is,
there are not Gorenstein embeddings for the blow-up. In particular, k[Id+1] is
not Gorenstein for d ≥ 3.
If d = 2, by choosing the points to be [1:0:0], [0:1:0] and [0:0:1], we have
I = (X1X2,X1X3,X2X3). Notice that I has µ(I) = 3 = ht I + 1 and A/I
is Cohen-Macaulay. Moreover, µ(Ip) ≤ ht (p) for any prime ideal p ⊃ I.
Then GA(I) is Gorenstein with and a
2(GA(I)) = −ht (I) = −2 by [HRZ].
Now, according to Theorem 4.1.9, k[(Ie)c] is quasi-Gorenstein if and only
if 3c =
1
e ∈ Z. Hence (3, 1) is the only diagonal with the quasi-Gorenstein
property. This embedding corresponds to the del Pezzo sestic surface in P6.
With more generality, we may consider the blow-up of P2k at a set of t
arbitrary distinct points.
Example 4.2.5 Let k be an algebraically closed field. Let P1, . . . , Pt be a
set of t distinct points in P2k, and let I = P1 ∩ . . . ∩ Pt, where Pi ⊂ A =
k[X1,X2,X3] is the defining ideal of Pi. Now we consider the surfaces which
arise as embeddings of the blow-up of P2k at these points via the linear systems
(Ie)c. We want to study the Gorenstein property of the rings k[(I
e)c].
Set d = reg(I). We will assume that P1, . . . , Pt do not lie on a curve of
degree d − 1 and that there is not a subset of d points on a line. Then, I is
generated by forms in degree d and Id defines a projective embedding of the
blow-up [GG, Theorem A].
On the other hand, observe that RAp(Ip) is Cohen-Macaulay for all p ∈
Proj (A). Let L = I˜OX ,M = π∗OP2(1), where π : X −→ P2k is the blow-up of
P2k along I. Then we have that Rjπ∗Le = 0 for all e ≥ 0, j > 0 and π∗Le = I˜e
for all e ≥ 0 by Corollary 3.1.4. Therefore, for any s ≥ 0, Γ (X,Ls ⊗Msd) =
Γ (P2, I˜s(sd)) = (Is)∗sd andH
i(X,Ls⊗Msd) = H i(P2, I˜s(sd)) = H i+1m (Is)sd for
i ≥ 1. By [GGP, Theorem 1.1 and Corollary 1.4], we have a∗(Is) < reg (Is) ≤
sd and (Is)∗sd = (I
s)sd. Then, by Remark 3.1.1 we get H
i
m(k[Id])s = 0 for
all s ≥ 0. Furthermore, recall that the fiber cone F of I coincides with
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k[Id] because I is generated in degree d, so we have a∗(F ) ≤ −1, and then
r(I) ≤ maxi≤3{ai(F )+ i} ≤ 2 by Lemma 2.3.7 . The analytic deviation of I is
ad(I) = l(I)− ht (I) = 1 and I is generically a complete intersection ideal, so
we may conclude by [GN] that GA(I) is Cohen-Macaulay and hence by [GH,
Proposition 2.4]
a2(GA(I)) ≤ r(I)− ht (I)− 1 ≤ −1.
So RA(I) is also Cohen-Macaulay by Ikeda-Trung’s criterion.
If r(I) = 2 then a2(GA(I)) = −1 by [GH, Proposition 2.4]. Then, accord-
ing to Proposition 4.2.2, there are not quasi-Gorenstein diagonals k[(Ie)c].
Otherwise, r(I) ≤ 1. By [GN, Theorem 1.3], the case r(I) = 1 is not
possible, so r(I) = 0 and then GA(I) is Gorenstein. Furthermore, a
2(GA(I)) =
−ht (I) = −2 by [GH, Proposition 2.4]. Therefore, by Theorem 4.1.9, k[(Ie)c]
is quasi-Gorenstein if and only if 3c =
1
e ∈ Z. So k[I3] is the only quasi-
Gorenstein diagonal.
Remark 4.2.6 All throughout this chapter we have treated the case where
A = k[X1, . . . ,Xn] is the polynomial ring and I is a homogeneous ideal in A
satisfying r ≤ n or the assumptions in Remark 4.1.5. This set up was used
to study the relationship between the canonical module of the Rees algebra
R and the canonical modules of its diagonals R∆. Now let A be an arbitrary
standard k-algebra and let I be a homogeneous ideal in A generated by r forms
in degree ≤ d. Set n = dimA. For any c ≥ de + 1, from the Mayer-Vietoris
sequence (see Proposition 2.1.3) we have a graded monomorphism
ψ : (KR)∆ → KR∆
such that
(i) If l(I) < n or r < n or I equigenerated, then ψs is an isomorphism for
any s > 0.
(ii) Assume l(I) < n or a∗2(R) < 0. If ht (I) ≥ 2, Hnm(A)0 = 0, a(A) < c,
then ψs is an isomorphism for any s ≤ 0.
(iii) Assume that R is Cohen-Macaulay. Then
ψ isomorphism ⇐⇒

Hnm(A)0 = 0
Hn
m
(Ies)cs = 0 for s > 0
HnM2(R)(cs,es) = 0 for s ∈ Z
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In the cases where ψ is an isomorphism, some of the results of the chap-
ter can be extended. For instance, if R is Cohen-Macaulay and G is quasi-
Gorenstein, for any c, e such that ψ is an isomorphism and nc =
a−1
e ∈ Z the
ring k[(Ie)c] is quasi-Gorenstein.
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Chapter 5
The a-invariants of the
powers of an ideal
Our aim in this chapter is to study in more detail the bigraded a-invariant
and the bigraded regularity of any finitely generated bigraded S-module L,
for S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polynomial ring with deg(Xi) = (1, 0),
deg(Yj) = (0, 1).
In Section 5.1 we will give a new description of the a∗-invariant a∗(L)
of L and the regularity reg(L) of L by means of the a∗-invariants and the
regularities of the graded S1-modules L
e and the graded S2-modules Le.
This result is used in Section 5.2 to study the behaviour of the a∗-invariant
of the powers of a homogeneous ideal in the polynomial ring. In particular,
we will bound it for several families of ideals such as equimultiple ideals and
strongly Cohen-Macaulay ideals. Those results will be then applied to deter-
mine Cohen-Macaulay diagonals of their Rees algebras.
The last section is devoted to study the regularity of homogeneous ideals I
in the polynomial ring S. First, we will provide a bigraded version of the well-
known Bayer-Stillman’s Theorem characterizing the regularity of I in terms of
generic forms. After that, similarly to the graded case, we define the bigraded
generic initial ideal gin I of I and we establish its basic properties. In the
graded case, a classical result due to D. Bayer and M. Stillman states the
existence of an order such that for any homogeneous ideal I it holds reg I =
reg (gin I). We will show that the analogous bigraded statement is not true.
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We finish the chapter by explaining how these results can be used to study
the Koszulness of the diagonals k[(Ie)c].
5.1 The a-invariant of a standard bigraded algebra
Let S = k[X1, . . . ,Xn, Y1, . . . , Yr] be the polynomial ring over a field k in
n + r variables with deg(Xi) = (1, 0), deg(Yj) = (0, 1), and let us distinguish
two bigraded subalgebras: S1 = k[X1, . . . ,Xn], S2 = k[Y1, . . . , Yr], with ho-
mogeneous maximal ideals m1 = (X1, ...,Xn), m2 = (Y1, . . . , Yr) respectively.
Given e ∈ Z and a bigraded S-module L, recall that we may define the graded
S1-module L
e =
⊕
i∈Z L(i,e) and the graded S2-module Le =
⊕
j∈ZL(e,j).
The first result shows how to compute the bigraded a∗-invariant of any
finitely generated bigraded S-module L by means of the a∗-invariants of the
graded S1-modules L
e and the graded S2-modules Le. Namely,
Theorem 5.1.1 Let L be a finitely generated bigraded S-module. Then :
(i) a1∗(L) = maxe{a∗(Le)} = maxe{a∗(Le) | e ≤ a2∗(L) + r}.
(ii) a2∗(L) = maxe{a∗(Le)} = maxe{a∗(Le) | e ≤ a1∗(L) + n}.
Proof. Let us consider
0→ Dt → . . .→ D1 → D0 → L→ 0
the minimal bigraded free resolution of L over S, whereDp =
⊕
(a,b)∈Ωp S(a, b).
We have a1∗(L) = max {−a | (a, b) ∈ ΩL} − n by Theorem 1.3.4.
Let us denote by β = (β1, . . . , βr) ∈ Nr and | β |= β1 + · · · + βr. By
applying the functor ( )e to the resolution note that
S(a, b)e =
⊕
i∈Z S(a, b)(i,e) =
⊕
i∈Z S(a+i,b+e)
=
⊕
i∈Z
⊕
|β|=b+e[S1]a+iY
β1
1 . . . Y
βr
r
= S1(a)
ρe
ab
for certain ρeab ∈ Z (ρeab = 0 if b + e < 0). In this way, we have obtained a
graded free resolution of Le over S1
0→ Det → . . .→ De1 → De0 → Le → 0 ,
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with Dep =
⊕
(a,b)∈Ωp S1(a)
ρe
ab . The minimal graded free resolution of Le may
be obtained by picking out some terms [Eis, Exercise 20.1]. Therefore,
a∗(L
e) ≤ max{−a | (a, b) ∈ ΩL} − n = a1∗(L).
Now let α = max {−a | (a, b) ∈ ΩL}. Let p be the first place in the
resolution of L with a shift of the form (−α, b), and let β be one of these −b’s.
We are done if we prove that −α is a shift which appears in the place p of the
minimal graded free resolution of Lβ. Note that it is enough to show that
Tor Sp (S/m1S,L)(α,β) = Tor
S1
p (k, L
β)α 6= 0.
Let us consider
Dp+1
ψp+1−→ Dp ψp−→ Dp−1
the differential maps appearing in the resolution of L. Tensorazing by S/m1S,
we have the sequence
Dp+1/m1Dp+1
ψp+1−→ Dp/m1Dp
ψp−→ Dp−1/m1Dp−1 .
Now let us take v ∈ Dp one of the elements of the homogeneous basis of Dp
as free S-module with deg(v) = (α, β). If w1, . . . , ws is the homogeneous basis
of Dp−1, we can write
ψp(v) =
s∑
j=1
λjwj,
with λj ∈ M homogeneous. Set deg(wj) = (αj , βj). By taking into account
the way we have choosen α and p, we have α > αj for any j. Therefore the
first component of the degree of λj is positive, so λj ∈ m1S. We conclude
ψp(v) = 0, that is, v ∈ Ker ψp. Furthermore, notice that v 6∈ Imψp+1 because
Im ψp+1 ⊂M(Dp/m1Dp). So v ∈ Tor Sp (S/m1S,L)(α,β), v 6= 0. By symmetry,
we get (ii). ✷
Next we are going to consider the bigraded regularity of a finitely generated
bigraded S-module L. Assume that
0→ Dt → . . .→ D1 → D0 → L→ 0,
with Dp =
⊕
(a,b)∈Ωp S(a, b), is the minimal bigraded free resolution of L over
S. The bigraded regularity of L is defined by reg(L) = (reg 1L, reg 2L), where
reg 1L = max
p
{−a− p : (a, b) ∈ Ωp}
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reg 2L = max
p
{−b− p : (a, b) ∈ Ωp}.
Let A = k[X1, . . . ,Xn] be the polynomial ring with the usual grading. For
any finitely generated graded A-module L, it is well known that
reg (L) = max
p≥0
{ tp(L)− p} = max
p≥0
{ ap(L) + p}.
This equality does not hold in the bigraded case. For instance, let us consider
f1, . . . , fr ∈ A a regular sequence of forms in degree d, and I = (f1, . . . , fr). Let
S = k[X1, . . . ,Xn, Y1, . . . , Yr] be the polynomial bigraded by setting deg(Xi) =
(1, 0), deg(Yj) = (d, 1), and let R be the Rees algebra of I. Since R is Cohen-
Macaulay, we immediately get a2n+1(R) = −1, a2i (R) = 0 for i 6= n + 1.
Furthermore, the Eagon-Northcott complex gives the bigraded minimal free
resolution of R over S:
0→ Dr−1 → . . .→ D0 = S → R→ 0,
with Dp =
⊕p
m=1 S(−(p + 1)d,−m)(
r
p+1) for p ≥ 1. Therefore,
max
p≥0
{ t2p(R)− p} = 0
max
p≥0
{ a2p(L) + p} = n,
which are different.
The following result shows that the regularity of L can also be described
by means of the regularity of the graded S1-modules L
e and the graded S2-
modules Le. Namely,
Theorem 5.1.2 Let L be a finitely generated bigraded S-module. Then :
(i) reg 1(L) = maxe{reg (Le)} = maxe{reg (Le) | e ≤ a2∗(L) + r}.
(ii) reg 2(L) = maxe{reg (Le)} = maxe{reg (Le) | e ≤ a1∗(L) + n}.
Proof. The proof follows the same lines as Theorem 5.1.1. By applying the
functor ( )e to the minimal bigraded free resolution of L over S, we obtain a
graded free resolution of Le over S1
0→ Det → . . .→ De1 → De0 → Le → 0 ,
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with Dep =
⊕
(a,b)∈Ωp S1(a)
ρe
ab . Since the minimal graded free resolution of Le
is then obtained by picking out some terms, we have
reg (Le) ≤ max
p
{−a− p | (a, b) ∈ Ωp} = reg 1L.
Hence maxe{reg (Le)} ≤ reg 1L. To prove the equality, let us take (a, b) ∈ Ωp
such that reg 1L = −a− p, and set α = −a, β = −b. We are done if we prove
a ∈ Ωp,Lβ , that is, a is a shift which appears in the place p of the minimal
graded free resolution of Lβ. So we want to show that
Tor Sp (S/m1S,L)(α,β) = Tor
S1
p (k, L
β)α 6= 0.
Let us consider
Dp+1
ψp+1−→ Dp ψp−→ Dp−1
the differential maps appearing in the resolution of L. Tensorazing by S/m1S,
we have the sequence
Dp+1/m1Dp+1
ψp+1−→ Dp/m1Dp
ψp−→ Dp−1/m1Dp−1.
Now let v ∈ Dp be an element of the homogeneous basis ofDp as free S-module
with deg(v) = (α, β). If w1, . . . , ws is the homogeneous basis of Dp−1, we can
write
ψp(v) =
s∑
j=1
λjwj,
with λj ∈ M homogeneous. Set deg(wj) = (αj , βj). Since α−p ≥ αj− (p−1)
for any j, we have that α > αj, and so the first component of the degree of
λj is positive. Therefore λj ∈ m1S, and we can conclude ψp(v) = 0, that is,
v ∈ Ker ψp. It is clear that v 6∈ Imψp+1 because Im ψp+1 ⊂ M(Dp/m1Dp).
So v ∈ Tor Sp (S/m1S,L)(α,β), v 6= 0. We get (ii) by symmetry. ✷
5.2 The a-invariants of the powers of an ideal
Let A = k[X1, . . . ,Xn] be the usual polynomial ring over a field k, and let
I be a homogeneous ideal in A. Recently, the question of how the regularity
changes with the powers of I has been studied by many authors. I. Swanson
in [Swa] proved that there exists an integer B such that reg (Ie) ≤ Be for all
e. The problem is then to make B explicit.
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For ideals such that dim(A/I) = 1, A. Geramita, A. Gimigliano and Y.
Pitteloud [GGP] and K. Chandler [Cha] had shown that reg (Ie) ≤ reg (I) e;
and this bound also holds for Borel-fixed monomial ideals by using the Eliahou-
Kervaire resolution [EK].
Another kind of bound is given by R. Sjo¨gren [Sjo]: If I is an ideal generated
by forms in degree ≤ d with dim(A/I) ≤ 1, then reg (Ie) < (n− 1)de. Also A.
Bertram, L. Ein and R. Lazarsfeld [BEL] gave a bound for the regularity of the
powers of an ideal in terms of the degrees of its generators. More explicitly, if
I is the ideal of a smooth complex subvariety X in Pn−1
C
of codimension c and
I is generated by forms in degrees d1 ≥ d2 ≥ . . . ≥ dr , then
H i(Pn−1
C
,Ie(k)) = 0, ∀i ≥ 1, ∀k ≥ ed1 + d2 + . . .+ dc − (n− 1).
This result has been improved by A. Bertram [Ber] for some determinantal
varieties.
Recently, work by S.D. Cutkosky, J. Herzog and N.V. Trung [CHT], V.
Kodiyalam [Ko2] and O. Lavila–Vidal (see Theorem 3.4.6) provides by differ-
ent methods bounds for arbitrary graded ideals by means of the degrees of
the generators similar to the ones given in [Sjo] and [BEL]. Namely, if I is a
graded ideal generated by forms in degree ≤ d, then there exists β such that
reg (Ie) ≤ de+ β, ∀e.
We are also interested in the behaviour of the a∗-invariant of the powers
of I, which can be used to apply the criteria seen in Chapter 3 for the Cohen-
Macaulayness of the diagonals. We have already proved in Theorem 3.4.6 the
existence of an integer α such that a∗(I
e) ≤ de+α for all e. Our first purpose
will be to find for any graded ideal an explicit α. Furthermore, for equigener-
ated ideals we will compute the best α we can take in terms of an appropiate
a-invariant of the Rees algebra. After that, these results will be applied to
give bounds for the a∗-invariant of the powers of several families of ideals such
as equimultiple ideals and strongly Cohen-Macaulay ideals. Finally, we will
use those bounds to study the Cohen-Macaulay property of the diagonals of
the Rees algebra.
Let k be a field, A a standard noetherian graded k-algebra, n = dimA.
Then A has a presentation A = k[X1, . . . ,Xn]/K = k[x1, . . . , xn], where K is
a homogeneous ideal and each Xi has degree 1. Let I be a homogeneous ideal
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in A generated by forms of degree ≤ d. From Theorem 3.4.6, there exists α
such that
a∗(I
e) ≤ de+ α, ∀e.
Now let us assume that I is generated by forms in degree d. By defining
ϕ(p, q) = (p − dq, q), we have that Rϕ is a standard bigraded k-algebra with
[Rϕ](p,q) = R(p+dq,q). The next result precises the best α we can take.
Theorem 5.2.1 Let I be a homogeneous ideal of A generated by forms in
degree d. Set l = l(I). Then
(i) a1∗(R
ϕ) = maxe{ a∗(Ie)− de} = max{ a∗(Ie)− de | e ≤ a2∗(R) + l}.
(ii) reg 1(R
ϕ) = maxe{ reg (Ie)− de} = max{ reg (Ie)− de | e ≤ a2∗(R) + l}.
Proof. We may assume that k is infinite (tensorazing by k(T )). Then
there exists a minimal reduction J of I generated by l forms in degree d.
By considering the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yl], we have a
natural epimorhism S → RA(J). Then RA(J) is a finitely generated bigraded
S-module, and so R = RA(I) because it is a finitely generated RA(J)-module.
Note that Sϕ is standard and Rϕ is a finitely generated bigraded Sϕ-module,
so according to Theorem 5.1.1
a1∗(R
ϕ) = max
e
{a∗([Rϕ]e)} = max
e
{a∗([Rϕ]e) | e ≤ a2∗(Rϕ) + l}.
First, observe that a2∗(R
ϕ) = a2∗(R) by Lemma 1.2.3. Moreover, for each e ≥ 0
we have [Rϕ]e =
⊕
i(I
e)i+de = I
e(de), so a∗((I
e)ψ) = a∗(I
e) − de. The proof
of (ii) follows the same lines. ✷
Remark 5.2.2 Let I be a homogeneous ideal in A generated by forms in
degree d. By repeating the previous arguments for the form ring, we also get
(i) a1∗(G
ϕ) = maxe{ a∗(Ie/Ie+1)− de}
= maxe{ a∗(Ie/Ie+1)− de | e ≤ a2∗(G) + l}.
(ii) reg 1(G
ϕ) = maxe{ reg (Ie/Ie+1)− de}
= maxe{ reg (Ie/Ie+1)− de | e ≤ a2∗(G) + l}.
Example 5.2.3 Let I ⊂ A = k[X1,X2,X3,X4] be the defining ideal of the
twisted cubic in P3k, that is,
I = (X1X4 −X2X3,X22 −X1X3,X23 −X2X4).
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It is well known that I is the ideal of the Veronese embedding of P1k in P
3
k :
P1k
µ−→ P3k
(u : v) 7−→ (u3 : u2v : uv2 : v3) .
I is licci because it is linked to J = (X1,X2) by the regular sequence α =
X22 −X1X3,X23 −X2X4 [Ul, Example 2.3], so I is a strongly Cohen-Macaulay
ideal [Hu1, Theorem 1.14]. Since I is a prime ideal, we easily get µ(Ip) ≤ ht (p)
for any prime ideal p ⊇ I. Therefore RA(I) is Cohen-Macaulay by [HSV1,
Theorem 2.6], so in particular a2∗(RA(I)) = −1. On the other hand, I is an
ideal generated by forms of degree 2 with l(I) = µ(I) = 3. By using CoCoa
[CNR], we have that the minimal graded free resolutions of I and I2 are:
0→ A(−3)2 → A(−2)3 → I → 0 ,
0→ A(−6)→ A(−5)6 → A(−4)6 → I2 → 0 ,
so according to Theorem 1.3.4 we have a∗(I) = −1, a∗(I2) = 2. By Theorem
5.2.1 we get
a∗(I
e) ≤ 2(e− 1), ∀e.
Furthermore, notice that since reg (I) = 2, reg (I2) = 4 we also get
reg (Ie) ≤ 2e, ∀e.
Therefore, we have that Ie has a linear resolution for any e ≥ 1. This has
already been proved by A. Conca [Con] by different methods.
Remark 5.2.4 Let S = k[X1, . . . ,Xn, Y1, . . . , Yr] be the polynomial ring bi-
graded by setting deg(Xi) = (1, 0), deg(Yj) = (dj , 1), with d1, . . . , dr ∈ Z≥0,
and u =
∑r
j=1 dj . For a finitely generated bigraded S-module L, let us consider
the minimal bigraded free resolution of L over S
0→ Dt → . . .→ D1 → D0 → L→ 0,
where Dp =
⊕
(a,b)∈Ωp S(a, b). By applying the functor ( )
e, note that
S(a, b)e =
⊕
|β|=b+e
S1(a− d1β1 − . . .− drβr),
where β = (β1, . . . , βr) ∈ Nr and | β |= β1 + · · · + βr. So we get a graded free
resolution of Le over S1
0→ Det → . . .→ De1 → De0 → Le → 0 ,
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with Dep =
⊕
(a,b)∈Ωp
⊕
|β|=b+e S1(a− d1β1 − . . .− drβr). The minimal graded
free resolution is then obtained by picking out some terms. Therefore, for any
i ≤ n we have that
ai(L
e) ≤ max{d1β1 + . . .+ drβr − a | (a, b) ∈ Ωn−i, | β |= b+ e} − n
≤ de− n+max{db− a | (a, b) ∈ Ωn−i}.
Therefore, a∗(L
e) ≤ de − n + max{db − a | (a, b) ∈ ΩL} ≤ d(e − indeg2L) +
a1∗(L) + u. In particular, for any homogeneous ideal I of A we have
a∗(I
e) ≤ de+ a1∗(R) + u.
5.2.1 Explicit bounds for some families of ideals
The next purpose is to get explicit bounds for the a∗-invariant of the powers of
an ideal, and we will focus our attention to the case of ideals in the polynomial
ring. Throughout the rest of this section, A = k[X1, . . . ,Xn] will denote the
usual polynomial ring in n variables over a field k and I will be a homogeneous
ideal in A. First of all, for equigenerated ideals whose Rees algebra is Cohen-
Macaulay we have
Proposition 5.2.5 Let I be a homogeneous ideal generated by forms in degree
d whose Rees algebra is Cohen-Macaulay. Set l = l(I). Then
−n+ d(−a2(G)− 1) ≤ max
e≥0
{a∗(Ie)− de} ≤ −n+ d(l − 1).
Proof. As in the proof of Theorem 5.2.1, we may assume that k is infinite.
By considering then the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yl], we
have that RA(I) is a finitely generated bigraded S-module in a natural way.
Then let
0→ Dt → . . .→ D1 → D0 → R→ 0
be the minimal bigraded free resolution of the Rees algebra R over S, with
Dp =
⊕
(a,b)∈Ωp S(a, b). The shifts (a, b) ∈ ΩR, (a, b) 6= (0, 0), satisfy b ≤ −1
and −a ≤ dl + n + a1(R) ≤ dl by Lemma 3.4.7. Therefore, we have a∗(Ie) ≤
de+ d(l − 1)− n by Remark 5.2.4.
Let R++ =
⊕
(i,j),j>0R(i,j). From the bigraded exact sequences
0→ R++ → R→ A→ 0 ,
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0→ R++(0, 1)→ R→ G→ 0 ,
we get the following exact sequences of local cohomology
0→ Hn
m
(A)(i,j) → Hn+1M (R++)(i,j) → Hn+1M (R)(i,j) → 0 (⋆),
0→ HnM(G)(i,j) → Hn+1M (R++)(i,j+1) → Hn+1M (R)(i,j) → 0 (⋆⋆).
Since a2(R) = −1, from the above exact sequences we have a2(G) ≤ −1.
If a2(G) = −1, the lower bound is obvious by considering e = 0. So we
may assume a2(G) < −1, and by Theorem 5.2.1 we must prove a1(Rϕ) ≥
−n−d(a2(G)+1). The local cohomology modules behave well under a change
of grading by Lemma 1.2.3, hence we have
Hn+1M (R
ϕ)(p,q) = H
n+1
M (R)
ϕ
(p,q) = H
n+1
M (R)(p+dq,q),
so a1(Rϕ) = max { p | ∃ q s.t.Hn+1M (R)(p+dq,q) 6= 0}. Since Hnm(A)(−n,0) 6= 0
we have Hn+1M (R++)(−n,0) 6= 0 from the exact sequence (⋆). As a2(G) < −1,
from the second exact sequence (⋆⋆) we get Hn+1M (R)(−n,−1) 6= 0, and by using
once more (⋆) we have Hn+1M (R++)(−n,−1) 6= 0. Note that we can repeat
this procedure while the second component of the degree be greater than
a2(G), and finally we get Hn+1M (R)(−n,a2(G)+1) 6= 0. In particular, a1(Rϕ) ≥
−n− d(a2(G) + 1). ✷
Remark 5.2.6 Let I be an ideal generated by forms of degree d in a general
standard graded noetherian k-algebra A. By setting l = l(I), one can similarly
prove that if the Rees algebra is Cohen-Macaulay then
a(A) + d(−a2(G) − 1) ≤ max{a∗(Ie)− de} ≤ a(A) + dl.
For non-equigenerated ideals, we can also give an upper bound. A similar
result for the regularity was already proved in [CHT, Corollary 2.6].
Remark 5.2.7 Let I be a homogeneous ideal generated by forms f1, . . . , fr
in degrees d1 ≤ . . . ≤ dr = d whose Rees algebra is Cohen-Macaulay. Set
u =
∑r
i=1 di. Then a∗(I
e) ≤ d(e− 1) + u− n.
Proof. By considering the bigraded minimal free resolution of R over S =
k[X1, . . . ,Xn, Y1, . . . , Yr], we have that any shift (a, b) ∈ Ωp with p ≥ 1 satisfies
b ≤ −1 and −a ≤ u by Lemma 3.4.10 and Ω0 only contains the shift (0, 0).
Therefore, a∗(I
e) ≤ d(e− 1) + u− n by Remark 5.2.4. ✷
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The a∗-invariant of the powers of an ideal can be computed for complete
intersection ideals (see the proof of Proposition 3.4.5), and then we have that
the inequalities in Proposition 5.2.5 and Remark 5.2.7 are sharp. Next we are
going to compute explicitly maxe≥0{a∗(Ie)−de} = a1(Rϕ) for several families
of ideals. First we consider the case of equimultiple ideals.
Proposition 5.2.8 Let I be an equimultiple ideal generated in degree d. Set
h = ht (I) ≥ 1. If the Rees algebra is Cohen-Macaulay,
(i) a(Ie/Ie+1) = de+ a(A/I). In particular, a1(Gϕ) = a(A/I).
(ii) an−h+1(I
e) = d(e− 1) + a(A/I). In particular, a1(Rϕ) = a(A/I)− d.
Proof. We may assume that k is infinite. Then there exist f1, . . . , fn−h ∈
A of degree 1 such that f1, . . . , fn−h ∈ A/I is a homogeneous system of
parameters. Denoting by f∗ the initial form of f ∈ A in G, let us consider
G = G/(f∗1 , . . . , f
∗
n−h). Since rad ((f
∗
1 , . . . , f
∗
n−h)G) = rad (mG), we have that
a system of parameters of Fm(I) is also a system of parameters of G. As
Fm(I) is a bigraded k-algebra generated by forms in degree (d, 1), there exist
F1, . . . , Fh ∈ I of degree d such that F 1, . . . , F h is a system of parameters of
Fm(I). Then f
∗
1 , . . . , f
∗
n−h, F
∗
1 , . . . , F
∗
h is a homogeneous system of parameters
of G, and so algebraically independent over k. Therefore, there is a finite
extension
T = k[U1, . . . , Uh, V1, . . . , Vn−h]→ G,
where T is a polynomial ring with deg (Ui) = (d, 1) , deg (Vj) = (1, 0) for
i = 1, . . . , h, j = 1, . . . , n−h. Since G is Cohen-Macaulay and T is regular, we
have that G is a free T -module, that is, G =
⊕
(a,b)∈Λ T (a, b), where Λ ⊂ Z2 is
a finite set. Let us denote by T1 = k[V1, . . . , Vn−h], m = (V1, . . . , Vn−h), and
for a given β = (β1, . . . , βh) ∈ Nh, let | β |= β1 + · · · + βh. Note that
T (a, b)e =
⊕
i T (a, b)(i,e) =
⊕
i T(a+i,b+e)
=
⊕
i
⊕
|β|=b+e[T1]a+i−d(b+e)U
β1
1 . . . U
βh
h
= T1(a− db− de)ρeb ,
with ρeb ∈ N and ρeb = 0 if b+ e < 0. Therefore,
Ie/Ie+1 = Ge =
⊕
(a,b)∈Λ
T1(a− db− de)ρeb ,
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and by taking local cohomology
Hn−h
m
(Ie/Ie+1) =
⊕
(a,b)∈Λ
Hn−hm (T1(a− db− de))ρ
e
b .
Hence a∗(I
e/Ie+1) = a(Ie/Ie+1) = max {−(n − h) − a + db + de : −b ≤ e}.
In particular, a(A/I) = max{−(n − h) − a + db : b = 0}, and so we get
a(Ie/Ie+1) ≥ de + a(A/I) for all e. On the other hand, since the mod-
ules Ie/Ie+1 are A/I-modules of maximal dimension, we have an epimorhism⊕
A/I(−de) → Ie/Ie+1 and we may deduce that a(Ie/Ie+1) ≤ de + a(A/I)
for all e. To get (ii), it is just enough to consider the short exact sequences
0→ Ie+1 → Ie → Ie/Ie+1 → 0 ,
and then the result follows from (i) by induction on e. ✷
Next we study equigenerated ideals whose form ring is Gorenstein. In this
case, we prove that the lower bound given in Proposition 5.2.5 is sharp.
Proposition 5.2.9 Let I be a homogeneous ideal equigenerated in degree d
whose form ring is Gorenstein. Set l = l(I). Then
(i) maxe≥0{a∗(Ie)− de} = d(−a2(G) − 1)− n.
(ii) For e > a2(G)− a(F ), depth(A/Ie) = n− l and a∗(Ie) = an−l(A/Ie) =
d(e− a2(G)− 1)− n.
Proof. We may assume that the field k is infinite. Since I is generated by
forms in degree d, there exists a minimal reduction J of I generated by forms
g1, . . . , gl of degree d. By considering S = k[X1, . . . ,Xn, Y1, . . . , Yl] bigraded
by setting deg (Xi) = (1, 0), deg (Yj) = (d, 1), we have a bigraded epimorphism
S → RA(J). Suppose that Im+1 = JIm. Then RA(I) is finitely generated over
RA(J) by the generators of A, I, . . . , I
m; so in particular by homogeneous
elements in degree (di, i) for i = 0, . . . ,m. Then we have an epimorphism
F → RA(I), where F is a finite free S-module with a basis of elements in
degrees (di, i) for i = 0, . . . ,m.
Let us consider the minimal bigraded free resolution of G over S
0→ Dl → . . .→ D1 → D0 → G→ 0,
where Dp =
⊕
(a,b)∈Ωp S(a, b). From Remark 5.2.4, for all e ≥ 0 we have
a∗(I
e/Ie+1) ≤ de− n+max{db− a | (a, b) ∈ ΩG}.
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Assume we prove that the maximum is accomplished for a shift (a, b) ∈ Ωl.
Denoting by ( )∗ = HomS( ,KS), then
0→ D∗0 → . . .→ D∗l → ExtlS(G,KS) = KG → 0
is the minimal bigraded free resolution of the canonical module KG of G over
S. Since G is Gorenstein, according to Corollary 4.1.7 there is a bigraded
isomorphism
KG ∼= G(−n, a2(G)).
Now the shifts (a, b) ∈ Ωl are of the type (di, i− a2(G)) for certain integers i,
so we get a∗(I
e/Ie+1) ≤ de−n+maxi{d(i− a2(G))− di} = d(e− a2(G))−n.
From Remark 5.2.5 we have a1(Gϕ) = max {a∗(Ie/Ie+1)−de} ≤ −n−da2(G),
and a1(Rϕ) ≤ −n−da2(G)−d. Observe that Proposition 5.2.5 gives the other
inequality, so we obtain a1(Rϕ) = d(−a2(G)− 1)− n.
Now let us prove that the maximum for the differences db− a is taken for
(a, b) ∈ Ωl. Let us consider φ : Z2 → Z defined by φ(i, j) = i − dj. Note that
Xi ∈ Sφ has degree 1 and Yj ∈ Sφ has degree 0, and
0→ Dφl → . . .→ Dφ0 → Gφ → 0
is a graded free resolution of Gφ over Sφ. Since S(a, b)φ = Sφ(a − db), it is
clear that
min{db− a | (a, b) ∈ Ωp+1} ≥ min{db− a | (a, b) ∈ Ωp}.
Applying the same argument for the resolution of KG, one gets that
max{db− a | (a, b) ∈ Ωp+1} ≥ max{db− a | (a, b) ∈ Ωp},
so (i) is already proved.
To prove the rest of the statement, we will use that proj.dimA(I
e/Ie+1) = l
if and only if e ≥ a2(G)−a(F ) (see Proposition 6.3.2). By applying the functor
( )e to the resolution of G over S we obtain a free resolution of Ie/Ie+1 as
A-module, and the shifts appearing in the place p of these resolutions of the
type a − db − de, with (a, b) ∈ Ωp. Therefore, tp(Ie/Ie+1) ≤ de − da2(G) for
any p, and for e ≥ a2(G) − a(F ) we have tl(Ie/Ie+1) = de − da2(G). Now,
since proj.dimAI
e ≤ l−1 by Proposition 6.3.2, from the short exact sequences
0→ Ie+1 → Ie → Ie/Ie+1 → 0,
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we get tl−1(I
e) ≥ d(e− a2(G)− 1) for e > a2(G) − a(F ). On the other hand,
we have tl−1(I
e) ≤ t∗(Ie) = a∗(Ie) + n ≤ d(e − a2(G) − 1), so we get the
equality. We finally obtain an−l(A/I
e) = an−l+1(I
e) = d(e − a2(G) − 1) − n
for e > a2(G) − a(F ) by Theorem 1.3.4. ✷
Example 5.2.10 Let X = (Xij) be a d × n generic matrix, with 1 ≤ i ≤ d,
1 ≤ j ≤ n and d ≤ n, and let A = k[X] be the polynomial ring in the entries
of X. Let I = Id(X) be the ideal generated by the maximal minors of X. We
are going to apply to this example the different bounds we have found.
• The Rees algebra of I is Cohen-Macaulay, so by applying Remark 5.2.7
we get
a∗(I
e) ≤ d(e− 1) +
(
n
d
)
d− nd.
(a similar bound for the regularity of the powers has been given in [CHT,
Example 2.7]).
• Note that Fm(I) = k[Id] is the coordinate ring of the Grassmannian
G(d, n), so we have that the analytic spread of I is l(I) = d(n − d) + 1.
Therefore by Proposition 5.2.5 we get the bound
a∗(I
e) ≤ de+ d2(n− d)− nd.
• Since GA(I) is Gorenstein with a2(GA(I)) = −ht (I) = −(n− d+1), by
using Proposition 5.2.9 we get the better bound
a∗(I
e) ≤ d(e+ n− d)− nd = de− d2.
Furthermore, the a-invariant of F is −n by [BH2, Corollary 1.4]. So we
also obtain ad2(I
e) = de− d2 for any e > d− 1.
K. Akin et al. [ABW] have constructed resolutions for the powers of I, in
particular showing that all the powers of I have linear resolutions. Note that
this fact also allows to prove the last bound: According to Proposition 6.3.2
and Theorem 1.3.4, for any e > a2(G)− a(F ) we have a∗(Ie) = and−l+1(Ie) =
tl−1(I
e)− nd = (de+ l − 1)− nd = de− d2.
We may also use Proposition 5.2.9 to study the a∗-invariant of the powers of
a strongly Cohen-Macaulay ideal. Let I be an ideal of A, and let f = f1, . . . , fr
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be a system of generators of I. Recall that I is a strongly Cohen-Macaulay
ideal if for any p ≥ 0 the Koszul homology Hp(K(f)) is a Cohen-Macaulay
A/I-module.
Corollary 5.2.11 Let I be a strongly Cohen-Macaulay ideal generated in de-
gree d such that µ(Ip) ≤ ht (p) for any prime ideal p ⊇ I. Let h = ht (I),
l = l(I). Then
(i) a∗(I
e) ≤ d(e+ h− 1)− n, ∀e.
(ii) For e > l − h, depth(A/Ie) = n − l and a∗(Ie) = an−l(A/Ie) = d(e +
h− 1)− n.
Proof. In this situation, GA(I) is Gorenstein and I is an ideal of linear
type by [HSV1, Theorem 2.6], so a(Fm(I)) = −l. Furthermore, according to
[HRZ, Proposition 2.5] we have a2(GA(I)) = −h. Then the result follows from
Proposition 5.2.9.✷
Example 5.2.12 Let I ⊂ A = k[X1,X2,X3,X4] be the defining ideal of
the twisted cubic in P3k. From Example 5.2.3, recall that I is a strongly
Cohen-Macaulay ideal generated in degree 2 with ht(I) = 2, l(I) = µ(I) = 3.
Now, by Corollary 5.2.11, for any e > 1 we have that depth(A/Ie) = 1,
a1(A/I
e) = 2e− 2 and a2(A/Ie) ≤ 2e− 2. In the case e = 1, since I is linked
to J = (X1,X2) by the regular sequence α = X
2
2 −X1X3,X23 −X2X4, we have
that A/I is Cohen-Macaulay and there is a graded isomorphismKA/I ∼= J/(α).
In particular, a(A/I) = −1.
In trying to extend the bounds in Proposition 5.2.9 to the non-
equigenerated case many difficulties appear. Next we will use approximation
complexes to do this for strongly Cohen-Macaulay ideals.
Let I be a homogeneous ideal in the polynomial ringA = k[X1, . . . ,Xn] and
f = f1, . . . , fr a homogeneous system of generators of I, with di =deg(fi), and
let us consider the graded Koszul complexK(f) of A with respect to f . Denote
by S = A[Y1, . . . , Yr] with the bigrading deg(Xi) = (1, 0), deg(Yj) = (dj , 1).
Then the approximation complex of I is
M(f) : 0→Mr → . . .→M1 →M0 → 0,
withMp = Hp(K(f))⊗AS(0,−p), and the differential maps are homogeneous.
Assume that I is a strongly Cohen-Macaulay ideal with ht (I) ≥ 1 such that
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for any prime ideal p ⊇ I, µ(Ip) ≤ ht (p). Then M(f) is exact and provides
a resolution of SymA(I/I
2) ∼= GA(I) [HSV1, Theorem 2.6]. We will use it to
get a bound for the a-invariants of the powers of these ideals.
Proposition 5.2.13 Let I be a strongly Cohen-Macaulay ideal such that for
any prime ideal p ⊇ I, µ(Ip) ≤ ht (p). Assume that I is minimally generated
by forms f1, . . . , fr of degree d = d1 ≥ . . . ≥ dr, and set h = ht (I), t = r − h.
Then:
(i) a(Hm(f)) ≤ −n+ d1 + . . .+ dh+m, for all m ≤ t.
(ii) If 1 ≤ e ≤ t, depth(A/Ie) ≥ n− h− e+ 1 and for any 0 ≤ m ≤ e− 1,
an−h+1−m(I
e) ≤ −n+ d1 + . . .+ dh+m + d(e−m− 1).
(iii) If e > t, depth(A/Ie) = n− r and for any 0 ≤ m ≤ t,
an−h+1−m(I
e) ≤ −n+ d1 + . . .+ dh+m + d(e−m− 1).
Proof. Recall that Hp = Hp(K(f)) = 0 for all p > t. So the resolution of G
given by the approximation complex is
0→Mt → . . .→M0 → G→ 0,
with Mp = Hp ⊗A S(0,−p). Let us denote by β = (β1, . . . , βr) ∈ Nr, and
| β |= β1+ · · ·+βr. Applying the functor ( )e to the modules of this resolution:
Ge =
⊕
iG(i,e) = I
e/Ie+1,
Mep =
⊕
iHp[Y1, . . . , Yr](i,e−p)
=
{
0 if e < p⊕
|β|=e−pHp(−d1β1 − . . .− drβr) if e ≥ p.
So we get graded exact sequences
0→Meq → . . .→Me0 → Ie/Ie+1 → 0,
with q = min{e, t}. Since I is a strongly Cohen-Macaulay ideal, we have that
Mep is a maximal CM A/I-module for any p ≤ q. By taking short exact
sequences, we obtain that if e < t, depth(Ie/Ie+1) ≥ n − h − e and if e ≥ t,
depth(Ie/Ie+1) ≥ n− h− t = n− r. On the other hand, by Proposition 6.3.2
we also have that depth(Ie/Ie+1) = n−r if and only if e ≥ t. Furthermore, we
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get an−h−m(I
e/Ie+1) ≤ a(Mem) = a(Hm)+d(e−m) for all 0 ≤ m ≤ min{e, t}.
From the exact sequences
0→ Ie/Ie+1 → A/Ie+1 → A/Ie → 0,
we have now
(a) depth(A/Ie) ≥ n− h− e+ 1 if 1 ≤ e ≤ t
(b) depth(A/Ie) = n− r if e > t
(c) an−h−m(A/I
e) ≤ max0≤j≤e−1{an−h−m(Ij/Ij+1)} ≤ a(Hm)+d(e−m−1),
for 0 ≤ m ≤ min{e− 1, t}.
So, if we prove the bound for the a-invariant of the Koszul homology we have
finished. Let us assume that among the forms f1, . . . , fr we can choose a
regular sequence of length h. Let g1 = fj1 , . . . , gh = fjh be this sequence, and
g1, . . . gr the minimal system of generators of I.
Let us consider the morphism from A to A/(g1). By [Hu2, Lemma 1.1],
there is a graded exact sequence
0→ Hm(I;A)→ Hm(I/(g1);A/(g1))→ Hm−1(I;A)(− deg g1)→ 0
for all m ≥ 1; where Hm(I/(g1);A/(g1)) denotes the Koszul homology of
the elements 0, g2, . . . , gr ∈ A/(g1). From this exact sequence, we have in
particular a(Hm(I;A)) ≤ a(Hm(I/(g1);A/(g1)). Denote by ”–” the morphism
from A to A = A/(g1, . . . , gh−1). Repeating h−1 times the previous procedure,
we get a(Hm(I;A)) ≤ a(Hm(I;A)) for all m ≥ 1. But now I is a height one
ideal in the CM ring A. Let us denote the Koszul complex of I by K =
K(I;A), and the differential from Km+1 to Km by dm+1. Set Zm = Ker(dm),
Bm = Im(dm+1), Hm = Hm(I ;A). Then there are exact sequences
0→ Bm → Zm → Hm → 0,
0→ Zm+1 → Km+1 → Bm → 0.
By [Hu1, Lemma 1.6]Hm are CMmodules for allm, and then by [Hu1, Lemma
1.8], Zm and Bm are maximal CM modules for A. The exact sequences imply
now a(Hm) ≤ a(Bm) ≤ a(Km+1). Denoting by δi =deg(gi),
a(Km+1) = a(A) + max{δi1 + . . .+ δim+1 | h ≤ i1 < . . . < im+1 ≤ r}
= a(A)+δ1+ . . .+δh−1+max{δi1+ . . .+δim+1 | h ≤ i1 < . . . < im+1 ≤ r}
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≤ −n+ d1 + . . .+ dh+m.
So we are done if we prove the following lemma. ✷
Lemma 5.2.14 Let A = k[t1, . . . , ts] be a CM graded algebra over an infinite
field k, with deg(ti) = 1. For any homogeneous ideal I, there exists a mini-
mal homogeneous system of generators g1, . . . gr of I such that g1, . . . gh is a
maximal regular sequence in I.
Proof. Set r = µ(I), h = ht (I). Let f1, . . . , fr be a minimal homogeneous
system of generators of I, with di = deg(fi), d1 ≤ . . . ≤ dr = d. We are going
to prove the statement by induction on h. If h = 0 there is nothing to prove.
Assume h ≥ 1. Then I 6⊂ z(A) = ⋃
p∈Ass(A) p, and so Id 6⊂ p, ∀p ∈ Ass (A)
(otherwise, we would have fdi ∈ p for all i, and then I ⊂ p). Since k is infinite,
we get Id 6⊂
⋃
p∈Ass(A) p ∩ Ad, and so there exists g ∈ Id such that g 6∈ p
for all p ∈ Ass (A). Note that Id is a k-vector space generated by the forms
fj1 , . . . , fji in degree d and the forms Mfj, with dj < d and M a monomial in
t1, . . . , ts of degree d− dj . Now we can write
g = λ1fj1 + . . .+ λifji +
∑
µjMMfj,
with λ1, . . . , λi, µjM ∈ k. If there exists p such that λp 6= 0, we can replace
fjp by g in the minimal system of generators of I. Otherwise, we have an
element g in the ideal generated by the forms in I of degree d′ = dr−1 with the
property that g 6∈ p, ∀p ∈ Ass (A). We can repeat the arguments for Id′ , and
finally we will replace one of the forms fj by g. By considering A = A/(g),
the ideal I = I/(g) has µ(I) = r − 1, ht (I) = h − 1. Then we get the result
by induction. ✷
5.2.2 Applications to the study of the diagonals of the Rees
algebra
Next we are going to apply the results about the a-invariant of the powers of
an ideal to study the Cohen-Macaulay property of the diagonals of the Rees
algebra. If the Rees algebra is Cohen-Macaulay, according to Theorem 3.4.13
there exists α ∈ Z such that k[(Ie)c] is Cohen-Macaulay for any c > de + α
and e > 0. For equigenerated ideals, we obtained α = d(l−1) as upper bound.
The following result precises the best α.
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Proposition 5.2.15 Let I be an ideal in A = k[X1, . . . ,Xn] generated by
forms in degree d whose Rees algebra is Cohen-Macaulay. Set l = l(I). For
α ≥ 0, the following are equivalent
(i) For all c > de+ α, k[(Ie)c] is CM.
(ii) ai(I
e) ≤ de+ α, ∀i, ∀e.
(iii) ai(I
e) ≤ de+ α, ∀i, ∀e ≤ l − 1 .
(iv) Hn+1M (RA(I))(p,q) = 0, ∀p > dq + α, that is, α ≥ a1(Rϕ).
(v) The minimal bigraded free resolution of RA(I) is good for any diagonal
∆ = (c, e) such that c > de+ α.
Proof. If k[(Ie)c] is CM for c > de + α then we have H
i
m
(Ie)c = 0 for any
i < n and c > de + α by Proposition 3.4.1, so a∗(I
e) ≤ de + α, ∀e. The
converse follows similarly, and we get the equivalence between (i) and (ii).
Since the Rees algebra R of I is Cohen-Macaulay, we have a2∗(R) = a
2(R) =
−1. Then, conditions (ii) and (iii) are equivalent to a1(Rϕ) = a1∗(Rϕ) ≤ α by
Theorem 5.2.1.
Finally, we want to prove the equivalence to (v). If the resolution of R is
good for diagonals ∆ = (c, e) such that c > de+α, then we haveH im(k[(I
e)c]) =
H i+1M (R)∆ = 0 for i < n by Corollary 2.1.14, so k[(I
e)c] is Cohen-Macaulay
for any c > de + α and we obtain (i). Now assume that a1(Rϕ) ≤ α, and let
us consider the minimal bigraded free resolution of R over S
0→ Dt → . . .→ D1 → D0 → R→ 0,
with Dp =
⊕
(a,b)∈Ωp S(a, b). By applying the functor ( )
ϕ, we have that
0→ Dϕt → . . .→ Dϕ0 → Rϕ → 0
is the bigraded minimal free resolution of Rϕ over Sϕ, with Dϕp =⊕
(a,b)∈Ωp S
ϕ(a − db, b). Therefore, according to Theorem 1.3.4, for any
(a, b) ∈ ΩR we have db − a − n ≤ α. Then the sets X∆, Y ∆ introduced
in Remark 2.1.11 are empty for diagonals ∆ = (c, e) with c > de + α, so the
resolution is good for these ∆. ✷
If the form ring is Gorenstein, we can express this criterion by means of
the second a-invariant of the form ring. Namely,
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Corollary 5.2.16 Let I be an ideal in A = k[X1, . . . ,Xn] generated by forms
of degree d whose form ring is Gorenstein. For α ≥ 0, the following are
equivalent
(i) For all c > de+ α, k[(Ie)c] is CM.
(ii) α ≥ d(−a2(G)− 1)− n.
Proof. By Proposition 5.2.9, a1(Rϕ) = d(−a2(G)− 1)− n. Then the result
follows from Proposition 5.2.15. ✷
Let I be an equigenerated ideal in A. If the Rees algebra is Cohen-
Macaulay, it can happen that some of its diagonals are not Cohen-Macaulay.
Now, by taking α = 0 in Proposition 5.2.15 we have a criterion to decide when
all the diagonals of a Cohen-Macaulay Rees algebra are Cohen-Macaulay.
Corollary 5.2.17 Let I be an ideal in A = k[X1, . . . ,Xn] generated by forms
in degree d whose Rees algebra is Cohen-Macaulay. Set l = l(I). Then the
following are equivalent
(i) For all c ≥ de+ 1, k[(Ie)c] is CM.
(ii) ai(I
e) ≤ de, ∀i, ∀e ≤ l − 1 .
(iii) Hn+1M (RA(I))(p,q) = 0, ∀p > dq.
(iv) The minimal bigraded free resolution of RA(I) is good for any ∆.
Assuming that GA(I) is Gorenstein, these conditions are also equivalent to
(v) −a2(G) ≤ nd + 1.
Example 5.2.18 We may recover Corollary 3.4.2 as an easy application of
Corollary 5.2.17. Let {Lij} be a set of d× (d + 1) homogeneous linear forms
in a polynomial ring A = k[X1, . . . ,Xn], and let M be the matrix (Lij). Let
It(M) be the ideal generated by the t × t minors of M and assume that
ht(It(M)) ≥ d− t+ 2 for 1 ≤ t ≤ d. Set I = Id(M). The ideal I is generated
by d+ 1 forms of degree d, and we have a presentation of the Rees algebra of
the form
RA(I) = k[X1, . . . ,Xn, Y1, . . . , Yd+1]/(φ1, . . . , φd),
with deg(Yj) = (d, 1), deg(φi) = (d + 1, 1), such that φ1, . . . , φd is a regular
sequence. Therefore RA(I) is Gorenstein, and so a
2(GA(I)) = −2. Since
d ≤ n−1, we have that −a2(G) ≤ nd+1. Therefore k[(Ie)c] is Cohen-Macaulay
for any c ≥ de+ 1.
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Next, we are going to use the bounds of the a-invariants of the families of
ideals considered in Subsection 5.3.1 to study the Cohen-Macaulayness of the
diagonals of their Rees algebras. First we recall a well-known result about the
vanishing of the graded pieces of the local cohomology modules.
Lemma 5.2.19 Let A be a standard noetherian graded k-algebra with graded
maximal ideal m. Let L be a finitely generated graded A-module with d =
dimL > 0. Then
Hd
m
(L)j 6= 0, ∀j ≤ a(L).
Proof. Since d > 0, we can assume H0
m
(L) = 0 because otherwise by
considering L = L/H0m(L) we have H
0
m(L) = 0 and H
d
m(L) = H
d
m(L). We may
also assume that the field k is infinite. Then there exists x ∈ A1 such that
x 6∈ zA(L), and the exact sequence
0→ L(−1) ·x−→ L→ L/xL→ 0
induces the graded exact sequence of local cohomology modules
Hd−1m (L/xL)→ Hdm(L)(−1)→ Hdm(L)→ 0.
From this exact sequence, we have that Hd
m
(L)s = 0 implies H
d
m
(L)j = 0 for
j ≥ s, so we are done. ✷
Proposition 5.2.20 Let I be an equimultiple ideal in A of height h > 1 gen-
erated by forms in degree d whose Rees algebra is Cohen-Macaulay. For any
c ≥ de+ 1, k[(Ie)c] is Cohen-Macaulay if and only if c > d(e− 1) + a(A/I).
Proof. We have proved in Proposition 5.2.8 that a1(Rϕ) = a(A/I) −
d. Therefore, k[(Ie)c] is Cohen-Macaulay for any c > d(e − 1) + a(A/I) by
Proposition 5.2.15.
On the other hand, since an−h(I
e/Ie+1) = de + a(A/I) by Proposition
5.2.8, we have Hn−hm (I
e/Ie+1)s 6= 0 for all s ≤ de + a(A/I) according to
Lemma 5.2.19. By considering the short exact sequences
0→ Ie+1 → Ie → Ie/Ie+1 → 0,
and by induction on e, we get Hn−h+1
m
(Ie)s 6= 0 for all s ≤ d(e− 1) + a(A/I).
Now, if k[(Ie)c] is Cohen-Macaulay then H
i
m(I
es)cs = 0 for i < n and s > 0
by Proposition 3.4.1. In particular, it holds Hn−h+1
m
(Ie)c = 0, and so c >
d(e− 1) + a(A/I). This proves the converse. ✷
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Proposition 5.2.21 Let I be a strongly Cohen-Macaulay ideal such that
µ(Ip) ≤ ht (p) for any prime ideal p ⊇ I. Assume that I is minimally gen-
erated by r forms of degree d = d1 ≥ . . . ≥ dr, and let h = ht (I). For
c > d(e− 1) + d1 + . . . + dh − n, k[(Ie)c] is Cohen-Macaulay.
Proof. According to Corollary 3.4.4, for a given c ≥ de + 1 we have that
k[(Ie)c] is Cohen-Macaulay if and only if H
i
m(I
es)cs = 0, for i < n, s > 0, and
H i
m
(Ies−h+1)cs−n = 0, for 1 < i ≤ n, s > 0.
From Proposition 5.2.13, note that a∗(I
e) ≤ (e − 1)d + d1 + . . . + dh − n.
Therefore, to get the vanishing of the cohomology modules it suffices to see
that cs > (es−1)d+d1+. . .+dh−n and cs−n > (es−h)d+d1+. . .+dh−n for
any s ≥ 1. The first condition is equivalent to (c− de)s > d1+ . . .+ dh− d−n
for s ≥ 1, that is, c− de > d1+ . . .+ dh − d− n. The second one is equivalent
to (c− de)s > d1+ . . .+ dh− dh for s ≥ 1, that is, c− de > d1+ . . .+ dh− dh;
and this always holds because d1 + . . .+ dh − dh ≤ 0.✷
To finish, let us consider the case that the Rees algebra has rational sin-
gularities. Then all the diagonals k[(Ie)c] have rational singularities by [Bou],
so in particular the Rees algebra and its diagonals are Cohen-Macaulay. By
Proposition 3.4.1, we get immediately
Proposition 5.2.22 Let I be a homogeneous ideal in A = k[X1, . . . ,Xn] gen-
erated by forms of degree ≤ d, where k is a field with chark = 0. If RA(I) has
rational singularities, then a∗(I
e) ≤ de for all e.
Example 5.2.23 Let X = (Xij) be an m× n matrix of indeterminates, with
1 ≤ i ≤ m, 1 ≤ j ≤ n and m ≤ n. Let A = k[X] be the polynomial ring with
variables the entries in X, where k is a field with char k = 0 and k = k. Let
I = Id(X) be the ideal generated by the d-minors of X, 1 < d < m.
By [Bru, Theorem 3.2], RA(I) has rational singularities. So we have
a∗(I
e) ≤ de, for all e. This also holds for ideals generated by minors of
symmetric generic matrices and ideals generated by pfaffians of alternating
generic matrices by [Bru, Remark 3.4]. The defining ideals of the varieties
considered by A. Bertram in [Ber] are:
(a) I2(X), with X a generic matrix, for the defining ideals of the products
Prk × Psk.
(b) I2(X), with X a generic symmetric matrix, for the defining ideals of
quadratic Veronese embeddings of Prk.
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(c) Pf2(X), the ideal generated by the pfaffians of a generic alternating
matrix, for the defining ideal of the Plu¨cker embedding of G(2, r).
In these cases we get a∗(I
e) ≤ 2e, for all e. A. Bertram gets the following
bounds for M = maxi≥2{ai(Ie)} :
(a) M ≤ 2e− 4.
(b) M ≤ 2e− 3.
(c) M ≤ 2e− 6.
5.3 Bayer–Stillman Theorem
Let S = k[X1, . . . ,Xn, Y1, . . . , Yr] be the polynomial ring in n + r variables
with the bigrading given by deg(Xi) = (1, 0), deg(Yj) = (0, 1), so that S
is a standard bigraded k-algebra. For a homogeneous ideal I in S, we have
already defined in Section 5.1 the bigraded regularity reg(I) of I. The aim of
this section is to give a new description of the regularity of I analogous to the
one given by D. Bayer and M. Stillman [BaSt] in the graded case. To this end,
we are going to prove several technical lemmas which are the bigraded version
of the ones in [BaSt]. To state them, we need to introduce the saturations of I
with respect to the variables X and Y (I∗1 and I∗2), and the generic forms for
I with respect to X and Y . Furthermore, Theorem 5.1.1 and Theorem 5.1.2
will be needed to prove some of these lemmas. We will include all the proofs
for the completeness.
For a given finitely generated bigraded S-module L, we say that L is (m, ·)-
regular if reg 1L ≤ m. Similarly, L is (·,m)-regular if reg 2L ≤ m. Denote
by M1 and M2 the ideals of S generated by m1 = (X1, ...,Xn) and m2 =
(Y1, . . . , Yr) respectively. Then we have
Proposition 5.3.1 Let L be a finitely generated bigraded S-module. Then the
following are equivalent:
(i) L is (m, ·)-regular.
(ii) H iM1(L)(p,q) = 0 for all i, q, p ≥ m− i+ 1.
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Proof. By Theorem 5.1.2, L is (m, ·)-regular if and only if reg (Lq) ≤ m for
any q, that is, H im1(L
q)p = 0 for all i, q and p ≥ m − i + 1. Now the result
follows from Proposition 2.1.18. ✷
Given a homogeneous ideal I, let us define I∗1 and I∗2 to be the homoge-
neous ideals
I∗1 = {f ∈ S : ∃ k s.t.M1kf ⊂ I},
I∗2 = {f ∈ S : ∃ k s.t.M2kf ⊂ I}.
Lemma 5.3.2 Assume k infinite, and let s = max{i | H iM1(S/I) 6= 0}. Then,
(i) If s = 0, I∗1 = S.
(ii) If s > 0, there exists h ∈ S(1,0) such that (I∗1 : h) = I∗1.
Proof. First note that
H0M1(S/I) = { f ∈ S/I | ∃ k s.t.M1k f = 0} =
= { f ∈ S | ∃ k s.t.M1k f ⊂ I}/I = I∗1/I.
If s = 0, we have H im1((S/I)
q)p = H
i
M1(S/I)(p,q) = 0 for any p, q, i > 0, so
(S/I)q has dimension 0 as graded S1-module, and then H
0
m1
((S/I)q) = (S/I)q .
Therefore, H0M1(S/I) = S/I, and we get I
∗1 = S.
If s > 0, note that I∗1 6= S because otherwise H0M1(S/I) = S/I
and then we would have H iM1(S/I) = 0 for all i > 0. Now consider
S = S/I∗1, and denote by T = S
0
= S1/(I
∗1)0, m1 = m1T . We have
that H0M1(S) = (I
∗1)∗1/I∗1 = 0, and so H0m1(S
q
) = 0 for all q. Therefore,
m1 6∈ ⋃q Ass T (Sq). On the other hand, according to [HIO, Proposition 23.6]
we have that
⋃
q Ass T (S
q
) is a finite set. Since k is infinite, we can find h ∈ S1
of degree 1 such that h 6∈ zT (Sq) for all q. Then h ∈ S(1,0) satisfies that
h 6∈ zS1(S/I∗1). Therefore, (I∗1 : h) = I∗1. ✷
From now on in this section we will assume that the field k is infinite.
Let s = max {i | H iM1(S/I) 6= 0}. If s > 0, h ∈ S(1,0) is generic for I if
h 6∈ zS1(S/I∗1), that is, (I∗1 : h) = I∗1. If s = 0, we say that any h ∈ S(1,0) is
generic for I. Given j > 0, we define U1j (I) to be the set
{(h1, . . . , hj) ∈ Sj(1,0) | hi is generic for (I, h1, . . . , hi−1), 1 ≤ i ≤ j}.
Lemma 5.3.3 Let h ∈ S(1,0). The following are equivalent:
(i) (I : h)(p,q) = I(p,q) for p ≥ m.
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(ii) h is generic for I and (I∗1)(p,q) = I(p,q) for p ≥ m.
Proof. First, let us notice that for p > a1∗(S/I) we have
(I∗1/I)(p,q) = H
0
M1(S/I)(p,q) = H
0
m1
((S/I)q)p = 0
by Theorem 5.1.1. Therefore, for p large enough it holds (I∗1)(p,q) = I(p,q), ∀q.
Now let us assume that (i) holds, and let f ∈ I∗1 be a homogeneous element
not in I such that deg1f is maximum. Then hf ∈ I∗1 has deg1(hf) > deg1 f ,
so hf ∈ I. Hence deg1 f < m, and (I∗1)(p,q) = I(p,q) for any p ≥ m. To show
that h is generic for I, we may assume that s = max{i | H iM1(S/I) 6= 0} > 0
(if not, any element in S(1,0) is generic for I). Then we want to prove h 6∈
zS1(S/I
∗1). Otherwise, there exists a homogeneous element f 6∈ I∗1 such that
hf ∈ I∗1. By Lemma 5.3.2, there exists g ∈ S(1,0) such that g 6∈ zS1(S/I∗1).
Then, for any s ≥ 0 we have gsf 6∈ I∗1 and hgsf ∈ I∗1, so (I∗1 : h)(p,q) 6=
(I∗1)(p,q) for all p≫ 0. But note that for any p ≥ m,
(I∗1 : h)(p,q) = (I : h)(p,q) = I(p,q) = (I
∗1)(p,q),
and we get a contradiction.
Now assuming (ii), we have that for p ≥ m
(I : h)(p,q) = (I
∗1 : h)(p,q) = (I
∗1)(p,q) = I(p,q). ✷
Lemma 5.3.4 Let h ∈ S(1,0) be generic for I. The following are equivalent:
(i) I is (m, ·)-regular.
(ii) (I, h) is (m, ·)-regular and (I∗1)(p,q) = I(p,q) for all p ≥ m.
Proof. If I is (m, ·)-regular, then S/I is (m− 1, ·)-regular. Then for any i, q
and p ≥ m− i, we have H iM1(S/I)(p,q) = 0 by Proposition 5.3.1. In particular,
for p ≥ m
0 = H0M1(S/I)(p,q) = (I
∗1/I)(p,q),
and so (I∗1)(p,q) = I(p,q) for p ≥ m.
Let us consider Q := (I : h)/I. In the assumptions of (i) or (ii), observe
that for p ≥ m, (I : h)(p,q) = (I∗1 : h)(p,q) = (I∗1)(p,q) = I(p,q), so Q(p,q) = 0
for p ≥ m. Therefore H iM1(Q) = 0 for all i > 0 and H0M1(Q) = Q. From the
bigraded exact sequence
0→ I → (I : h)→ Q→ 0,
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the long exact sequence of local cohomology gives
H iM1(I)(p,q)
∼= H iM1((I : h))(p,q) ,∀i, p ≥ m− i+ 1.
Assume first (i). We have already shown that (I∗1)(p,q) = I(p,q) for all
p ≥ m. Since I is (m, ·)-regular, we have H iM1((I : h))(p,q) = 0 for all i,
p ≥ m− i+ 1. By considering the exact sequence
0→ I ∩ (h) = (I : h)h = (I : h)(−1, 0) → I ⊕ (h)→ (I, h)→ 0,
we get H iM1((I, h))(p,q) = 0 for all i, p ≥ m− i+ 1, so (I, h) is (m, ·)-regular.
Now by assuming (ii), from the previous exact sequence we obtain that
H iM1((I : h))(p−1,q)
∼= H iM1(I)(p,q) for p ≥ m − i + 2. For p ≥ m − i + 1, we
then have that H iM1(I)(p,q)
∼= H iM1((I : h))(p,q) ∼= H iM1(I)(p+1,q). Therefore
H iM1(I)(p,q) = 0 for p ≥ m− i+ 1, so I is (m, ·)-regular. ✷
Lemma 5.3.5 Let I be an ideal generated by forms in deg1 ≤ m and h ∈
S(1,0). If (I, h) is (m, ·)-regular, then (I : h) is generated by forms in deg1 ≤ m.
Proof. Let f1, . . . , fu, hfu+1, . . . , hfv be a minimal system of homogeneous
generators for I, where f1, . . . , fu, h is a minimal system of generators for
(I, h). If f ∈ (I : h), then
hf = g1f1 + . . .+ gufu + h(gu+1fu+1 + . . .+ gvfv),
for g1, . . . , gv ∈ S. Thus
(f − gu+1fu+1 − . . .− gvfv)h− g1f1 − . . .− gufu = 0.
The first map in the bigraded minimal free resolution of (I, h) is
Se⊕ Se1 ⊕ . . . ⊕ Seu −→ (I, h)
e 7−→ h
ej 7−→ fj
and we have that
(f − gu+1fu+1 − . . . − gvfv)e− g1e1 − . . .− gueu
is a first syzygy of (I, h). Conversely, if le+ l1e1+ . . .+ lueu is a first syzygy of
(I, h) then lh+ l1f1 + . . .+ lufu = 0, so lh ∈ (f1, . . . , fu) ⊂ I, and l ∈ (I : h).
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Because (I, h) is (m, ·)-regular, each first syzygy of (I, h) can be expressed in
terms of syzygies of (I, h) in deg1 ≤ m+ 1. Then
(f−gu+1fu+1−. . .−gvfv)e−g1e1−. . .−gueu =
∑
i
λi(γie+γi1e1+. . .+γiueu),
with deg1(γie+ γi1e1 + . . .+ γiueu) ≤ m+ 1. So
f = gu+1fu+1 + . . . + gvfv +
∑
i
λiγi,
with γi ∈ (I : h), deg1 γi ≤ m. Since fu+1, . . . , fv also belong to (I : h) and
have deg1 ≤ m, we finally obtain that (I : h) can be generated by elements in
deg1 ≤ m. ✷
We are now ready to prove a bigraded version of the Bayer-Stillman’s
Theorem characterizing the regularity of a homogeneous ideal in terms of
generic forms.
Theorem 5.3.6 Let I be a homogeneous ideal in S generated by forms in
deg1 ≤ m. Then the following are equivalent:
(i) I is (m, ·)-regular.
(ii) There exist h1, . . . , hj ∈ S(1,0) for some j ≥ 0 such that
((I, h1, . . . , hi−1) : hi)(m,q) = (I, h1, . . . , hi−1)(m,q), ∀q, 1 ≤ i ≤ j.
(I, h1, . . . , hj)(m,q) = S(m,q), ∀q.
(iii) Let s = max{i | H iM1(S/I) 6= 0}. For all (h1, . . . , hs) ∈ U1s (I), p ≥ m,
((I, h1, . . . , hi−1) : hi)(p,q) = (I, h1, . . . , hi−1)(p,q), ∀q, 1 ≤ i ≤ s.
(I, h1, . . . , hs)(p,q) = S(p,q), ∀q.
Proof. Note that (iii) ⇒ (ii) is obvious. Now we are going to show that
(ii) ⇒ (i) by induction on j. If j = 0, we have that I(m,q) = S(m,q) for all q,
so I(p,q) = S(p,q) for all q and p ≥ m. Therefore,
H iM1(S/I) =
{
0 if i > 0
S/I if i = 0
.
In particular, we have that H iM1(S/I)(p,q) = 0 for all i, q and p ≥ m− i, so I is
(m, ·)-regular. If j > 0, we have that (I, h1) is (m, ·)-regular by the induction
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hypothesis. Since I is generated by forms in deg1 ≤ m, we have that (I : h1) is
generated by forms in deg1 ≤ m by Lemma 5.3.5. As (I : h1)(m,q) = I(m,q), we
then conclude (I : h1)(p,q) = I(p,q) for all p ≥ m. According to Lemma 5.3.3,
we have that h1 is generic for I and (I
∗1)(p,q) = I(p,q) for all p ≥ m. Then I is
(m, ·)-regular by Lemma 5.3.4.
Now let us prove (i) ⇒ (iii) by induction on s. If s = 0, since I is (m, ·)-
regular we have H0M1(S/I)(p,q) = (I
∗1/I)(p,q) = 0 for p ≥ m, and I∗1 = S by
Lemma 5.3.2. Therefore, I(p,q) = (I
∗1)(p,q) = S(p,q) for p ≥ m. Assume now
s > 0. Since I is (m, ·)-regular and h1 is generic for I, we get that (I, h1)
is (m, ·)-regular and (I∗1)(p,q) = I(p,q) for all p ≥ m by Lemma 5.3.4. As
(h2, . . . , hs) ∈ U1s−1((I, h1)), by the induction assumption it is just enough to
show (I : h1)(p,q) = I(p,q) for p ≥ m, which is satisfied by Lemma 5.3.3. ✷
We are going to use this criterion to compute the bigraded regular-
ity of the generic initial ideal of a homogeneous ideal I in S. Let S =
k[X1, . . . ,Xn, Y1, . . . , Yr] be the polynomial ring over an infinite field k with
the bigrading given by deg(Xi) = (1, 0), deg(Yj) = (0, 1). Let < be an order
on the monomials of S. Let us denote by G = G1 × G2, with G1 = GL(n, k),
G2 = GL(r, k). Given an element g = (f, h) ∈ G, where f = (fij)1≤i,j≤n and
h = (hij)1≤i,j≤r, g acts on S by acting on the variables in the following way
Xj 7−→
n∑
i=1
fijXi , Yj 7−→
r∑
i=1
hijYi.
We will denote by B = B1×B2, where B1,B2 are the Borel subgroups of G1,G2
consisting of upper triangular matrices, and by B′ = B′1×B′2, where B′1,B′2 are
the Borel subgroups of G1,G2 consisting of lower triangular matrices. We will
denote by U = U1×U2, where U1,U2 are the unipotent matrices. By bigrading
the proof of [Eis, Theorem 15.18], we get
Theorem 5.3.7 (Galligo, Bayer–Stillman) Let I ⊂ S be a homogeneous ideal.
There exists a non-empty Zariski open U = B′U ⊂ G, U ∩ U 6= Id, and a
monomial ideal J such that
in(gI) = J, ∀g ∈ U.
We call J the (bi)graded generic initial ideal of I, written J = gin(I).
Given a homogeneous ideal I ⊂ S, we say that I is Borel-fix if gI = I for any
g ∈ B. It was proved that the generic initial ideal of a graded ideal is Borel
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fix. By bigrading the proof of [Eis, Theorem 15.20], we easily obtain that the
generic initial ideal is Borel-fix.
Theorem 5.3.8 Let I ⊂ S be a homogeneous ideal. For any g ∈ B,
g(gin(I)) = gin(I).
Let p ≥ 0. Given s, t ∈ N, we define s <p t ⇐⇒
(t
s
) 6≡ 0 (modp). We also
can give an equivalent characterization of the Borel-fix bihomogeneous ideals
analogous to the one in the graded case [Eis, Theorem 15.23]. Namely,
Theorem 5.3.9 Let I be a homogeneous ideal of S. Let p = chark ≥ 0. Then
(i) I is diagonal-fix iff I is monomial.
(ii) I is Borel-fix iff I is generated by monomials m such that satisfy the
following conditions
– If m is divisible by Xtj but by no higher power of Xj , then
(Xi/Xj)
sm ∈ I, ∀i < j, s <p t.
– If m is divisible by Y tj but by no higher power of Yj, then
(Yi/Yj)
sm ∈ I, ∀i < j, s <p t.
For a homogeneous ideal I, let us denote by δ1(I) the maximum first
component of the degree in a minimal system of generators of I. In a similar
way, we may define δ2(I). Then we have
Proposition 5.3.10 Let I ⊂ S be a Borel-fix ideal. If chark = 0, then
reg 1(I) = δ1(I),
reg 2(I) = δ2(I).
Proof. Set m = δ1(I). From the definition of the regularity it is clear that
reg 1(I) ≥ m. According to Theorem 5.3.6, to prove the equality it is enough
to show that for p ≥ m, i ≤ n, we have
((I,Xn, . . . ,Xi+1) : Xi)(p,q) = (I,Xn, . . . ,Xi+1)(p,q).
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Let f ∈ ((I,Xn, . . . ,Xi+1) : Xi) be a monomial with deg1 f ≥ m. If there
exists k ≥ i + 1 such that Xk|f , we immediately have f ∈ (I,Xn, . . . ,Xi+1).
Otherwise,
Xif = X
αY β(XAY B),
where XAY B ∈ I, deg1XA ≤ m, deg1Xα ≥ 1. If Xi|Xα, we then easily get
f ∈ I. If not, by taking k ≤ i such that Xk|Xα, we can write
f =
Xα
Xk
Y β(
Xk
Xi
XAY B).
Since I is Borel-fix, we have that XkXiX
AY B ∈ I by Theorem 5.3.9, and so
f ∈ I ⊂ (I,Xn, . . . ,Xi+1). ✷
This result has been proved independently by A. Aramova et al. [ACD]
by other methods.
In the graded case, it was proved by D. Bayer and M. Stillman [BaSt] that
there exists an order in A = k[X1, . . . ,Xn] (the reverse lexicographic order)
with the property that reg (I) = reg (ginI) for any homogeneous ideal I in A.
We may wonder if the analogous bigraded result also holds, that is, if there
exists an order in the polynomial ring S such that reg(I) = reg(gin I) for any
homogeneous ideal I. We show that this is not true by giving a homogeneous
ideal in S such that reg(I) 6= reg(gin I) for any order on S.
Example 5.3.11 Let us consider the polynomial ring S = k[X1,X2, Y1, Y2],
with deg(X1) = deg(X2) = (1, 0), deg(Y1) = deg(Y2) = (0, 1). Let > be a
term order in S, that is, an order satisfying
(i) X1 > X2, Y1 > Y2.
(ii) For monomials m, m1, m2 in S, if m1 > m2 then mm1 > mm2.
Let I be the homogeneous ideal in S generated by the forms f1 = X1Y1 and
f2 = X1Y2+X2Y1 in degree (1, 1). Note that f1, f2 is a regular sequence, so the
Koszul complex of these forms provides the minimal bigraded free resolution
of I:
0→ S(−2,−2)→ S(−1,−1)2 → I → 0.
Then the regularity of I is reg(I) = (1, 1). Note that X1Y1 > X1Y2, X2Y1 >
X2Y2. Therefore, if we want to define an order on the monomials of S we only
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must decide if X1Y2 > X2Y1 or X1Y2 < X2Y1 in degree (1, 1). Assume first
that X1Y2 > X2Y1. Recall that g ∈ GL(2, k) ×GL(2, k), with
g = (A,B) =
((
a c
b d
)
,
(
α γ
β ρ
))
,
operates in S by means of
X1 7−→ aX1 + bX2
X2 7−→ cX1 + dX2
Y1 7−→ αY1 + βY2
Y2 7−→ γY1 + ρY2
Since dimk gin(I)(i,j) = dimk I(i,j) for any (i, j), we have that gin(I)(i,j) =
0 for (i, j) ∈ {(0, 0), (1, 0), (0, 1)}. In degree (1, 1), the forms f1, f2 are a k-basis
of I(1,1). By computing g(f1 ∧ f2), we get
g(f1 ∧ f2) = a2(αρ− βγ)X1Y1 ∧X1Y2 + . . .
so gin(I)(1,1) is the k-vector space generated by X1Y1, X1Y2. If gin(I) =
(X1Y1,X1Y2), then dimk gin(I)(1,2) = 3 because X1Y
2
1 , X1Y1Y2, X1Y
2
2 is a
k-basis, which is a contradiction because dimk I(1,2) ≥ 4. Therefore, gin(I)
has minimal generators with deg1 ≥ 2 or deg2 ≥ 2, so reg 1(gin I) ≥ 2 or
reg 2(gin I) ≥ 2. In the case X1Y2 < X2Y1, it can be proved that reg(gin I) 6=
(1, 1) by similar arguments. Therefore, we get reg(I) 6= reg(gin I) for any
order in S.
Finally, note that these results can be applied to study the Koszul property
of the diagonals of a bigraded standard k-algebra. By using [ERT, Theorem
18], and following the same lines as [ERT, Theorem 2] in the graded case, it
can be proved that that for a homogeneous ideal I of S, (S/I)∆ has a Gro¨bner
basis of quadrics for c≫ 0, e≫ 0 (see also [ACD]).
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Chapter 6
Asymptotic behaviour of the
powers of an ideal
Let A = k[X1, . . . ,Xn] be a polynomial ring over a field k, and let I be a
homogeneous ideal in A. In this chapter we are concerned with the asymptotic
behaviour of the powers of I. We will use the bigraded structure of the Rees
algebra to get information about the Hilbert polynomials, the Hilbert series
and the graded minimal free resolutions of the powers of I.
In Section 6.1 we show that the Hilbert polynomials of the powers of the
ideal I have a uniform behaviour. In particular, the Hilbert polynomials of a
finite set of these powers allow to compute the Hilbert polynomials of its Rees
algebra and its form ring, without needing an explicit presentation of these
algebras. In Section 6.2, similar results are stated for the Hilbert series of the
powers of I.
The last section begins by studying the projective dimension of the powers
of I. The approach to this question by means of the bigrading of the Rees
algebra allows to recover some classical results as the constant asymptotic
value for the projective dimension, as well as to determine the powers of the
ideal which take the asymptotic value whenever the form ring is Gorenstein.
After that, we study the graded minimal free resolutions of the powers of an
ideal. In the equigenerated case, it is proved that the shifts are given by linear
functions asymptotically and the graded Betti numbers of these resolutions
are given by polynomials asymptotically. This result is then applied to guess
the resolutions of the powers of some families of ideals from a finite set of these
resolutions.
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6.1 Hilbert polynomial of the powers of an ideal
First of all, let us recall some standard definitions and notations referred to
the Hilbert polynomial (see for instance [BH1]). Let A = k[X1, . . . ,Xn] be
the polynomial ring over a field k, and let M be a finitely generated graded
A-module. The numerical function
H(M, ) : Z −→ Z
j 7→ dimkMj
is the Hilbert function of M . Denoting by d = dimM , there exists an unique
polynomial PM (s) ∈ Q[s], of degree d− 1, for which H(M, j) = PM (j) for all
j ≫ 0. We can write
PM (s) =
d−1∑
k=0
(−1)d−1−ked−1−k
(
s+ k
k
)
,
with e0, . . . , ed−1 ∈ Z. PM (s) is called the Hilbert polynomial of M .
Our first result shows the uniform behaviour of the Hilbert polynomial of
the powers of any homogeneous ideal in a polynomial ring.
Theorem 6.1.1 Let I be a homogeneous ideal in A. Set c = a2∗(RA(I)),
h = ht (I). Then there are polynomials e0(j), . . . , en−h−1(j) with integer values
such that for all j ≥ c+ 1
PA/Ij (s) =
n−h−1∑
k=0
(−1)n−h−1−ken−h−1−k(j)
(
s+ k
k
)
.
Furthermore, deg en−h−1−k(j) ≤ n− k − 1 for all k.
Proof. Assume that I is generated by forms f1, . . . , fr in degrees d1 ≤ . . . ≤
dr = d respectively. Then the Rees algebra R = RA(I) of I can be endowed
with the bigrading given by R(i,j) = (I
j)i, so that R is a bigraded S-module,
for S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polynomial ring with deg(Xi) = (1, 0),
deg(Yj) = (dj , 1). Since R is a domain, it has relevant dimension n+1. Then
by Proposition 1.5.1 and Proposition 1.5.5 there exists a polynomial PR(s, t)
of total degree n− 1 such that for all (i, j)
dimkR(i,j) − PR(i, j) =
∑
q
(−1)q dimkHqR+(R)(i,j),
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where R+ is the ideal generated by the products Xifjt for 1 ≤ i ≤ n, 1 ≤
j ≤ r. By taking in S the homogeneous ideals M1 = (X1, . . . ,Xn)S and
M2 = (Y1, . . . , Yr)S, the Mayer-Vietoris long exact sequence gives then
· · · → HqM1(R)⊕H
q
M2
(R)→ HqS+(R)→ H
q+1
M (R)→ · · ·
Notice that for j > c we have HqM(R)(i,j) = 0 for all i, q. Then, by Propo-
sition 2.1.18 we also get HqM2(R)(i,j) = 0 for j > c, for all i, q. Further-
more, HqM1(R)(i,j) = H
q
m(I
j)i for any j ≥ 0 by Proposition 2.1.18. There-
fore, for any j > c there exists an integer i0 = a∗(I
j) (depending on j) such
that HqR+(R)(i,j) = H
q
S+
(R)(i,j) = H
q
m(I
j)i = 0 for all q and i > i0. Hence
P (i, j) = dimk R(i,j) = dimk(I
j)i for any j > c and i > i0.
Now, by defining Pj(s) =
(n+s−1
n−1
) − P (s, j), for j > c, s ≫ 0 we have
that Pj(s) = dimk(A/I
j)s. Hence Pj(s) is the Hilbert polynomial of A/I
j .
Furthermore, we can write
Pj(s) =
(n+s−1
n−1
)− P (s, j)
=
(n+s−1
n−1
)−∑l+m≤n−1 alm(s−djl )( jm)
=
∑n−1
k=0 bk(j)
(s+k
k
)
,
with bk(j) polynomials in j. Since degPj(s) = n − h − 1 for any j > c, we
have bk(j) = 0 for k ≥ n− h and j > c, so bk(j) ≡ 0 for k ≥ n − h. Then we
may write
Pj(s) =
n−h−1∑
k=0
(−1)n−h−1−ken−h−1−k(j)
(
s+ k
k
)
,
for j > c. Moreover, since PR(s, t) has total degree n − 1 and PR(s, t) =(n+s−1
n−1
)− Pt(s), we easily obtain that deg en−h−1−k(j) ≤ n− k − 1. ✷
Remark 6.1.2 We have seen that deg en−h−1−k(j) ≤ n − k − 1 for all k, so
in particular the polynomial e0(j) which gives the multiplicity of A/I
j has
degree ≤ h. By Nagata’s formula,
e0(j) = e(A/I
j) =
∑
p∈Assh(A/I)
length(Ap/I
j
p)e(A/p),
with Assh(A/I) = { p ∈ Ass (A/I) | dimA/p = dimA/I}. Note that for all
those p, we have that dimAp = h and then
length(Ap/I
j
p
) = e(IAp, Ap)
(
h+ j
j
)
+polynomial in j of degree lower than h.
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Therefore e0(j) has degree h, so let us write
e0(j) = λh
(
j
h
)
+ polynomial in j of degree lower than h.
We can give an upper bound for the leading coefficient λh. According to [HS,
Corollary 3.8], we have
e0(j) ≤
(
reg (Ij) + h− 1
h
)
.
Assume that I is generated by forms in degree≤ d. Then there exists a positive
integer α such that reg (Ij) ≤ dj + α by Theorem 3.4.6, and so λh ≤ dh.
In Proposition 6.1.4 we will show that λh and, more generally, the leading
coefficients of the polynomials en−h−1−k(j) play an important role in the mixed
multiplicities of the Rees algebra and the form ring.
Now let us consider a homogeneous ideal I generated by forms in degree d.
Let us take the Hilbert polynomial PR(s, t) of its Rees algebra with the usual
bigrading, and let us write
PR(s+ dt, t) =
∑
k+m≤n−1
akm
(
s
k
)(
t
m
)
.
Following [HHRT], we call ei(R) = ai,n−1−i the mixed multiplicity of R of
type i for i = 0, . . . , n− 1. According to Proposition 1.5.1 we have ei(R) ≥ 0,
and then e(R) =
∑n−1
i=0 ei(R) by [HHRT, Theorem 4.3]. Next we are going to
study the multiplicity of the Rees ring and to relate it to the multiplicity of
the form ring. First, we need to compute the relevant dimension of the form
ring.
Lemma 6.1.3 Let I be a homogeneous ideal in A generated by forms in degree
d. Then the relevant dimension of G is n if and only if I is not m-primary.
Proof. If I is m-primary, then G+ ⊂ P for any homogeneous prime P ∈
Spec(G) because G(1,0) is nilpotent, and so rel.dimG = 1 < dimG = n. If I
is not m-primary, for k = 0, . . . , n− h− 1 let us write
en−h−1−k(j) = λn−k−1
(
j
n− k − 1
)
+ polynomial in j of lower degree.
Then for s≫ 0, t≫ 0, we have
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PG(s+ dt, t) = PA/It+1(s+ dt)− PA/It(s+ dt)
=
∑n−h−1
k=0 (−1)n−h−1−k(en−h−1−k(t+ 1)− en−h−1−k(t))
(s+dt+k
k
)
=
∑n−h−1
k=0 (−1)n−h−1−kλn−k−1(
( t+1
n−k−1
)− ( tn−k−1))(s+dt+kk ) +
+ polynomial in s, t of lower total degree
=
∑n−h−1
k=0 (−1)n−h−1−kλn−k−1
( t
n−k−2
) (s+dt)k
k! +
+ polynomial in s, t of lower total degree
=
∑n−h−1
i=0
[∑n−h−1
k=i (−1)n−h−1−kλn−k−1dk−i
(n−2−i
k−i
)](s
i
)( t
n−2−i
)
+
+ polynomial in s, t of lower total degree
In particular, λh is the coefficient of
( s
n−h−1
)( t
h−1
)
which is not zero by
Remark 6.1.2. So the total degree of the Hilbert polynomial of the form ring
is n− 2, and then the relevant dimension of G is n by Proposition 1.5.1. ✷
If I is a homogeneous ideal generated by forms in degree d which is not
m-primary, let us consider the Hilbert polynomial of its form ring
PG(s+ dt, t) =
∑
k+m≤n−2
bkm
(
s
k
)(
t
m
)
.
We call ei(G) = bi,n−2−i ≥ 0 the mixed multiplicity of G of type i for i =
0, . . . , n− 2. Then e(G) =∑n−2i=0 ei(G) again by [HHRT, Theorem 4.3].
Now we can give the mixed multiplicities of the Rees algebra and the
form ring of an equigenerated ideal by means of the leading coefficients of
the polynomials en−h−1−k(j) given by Theorem 6.1.1, and to relate the mixed
multiplicities of both rings.
Proposition 6.1.4 Let I be a homogeneous ideal generated in degree d which
is not m-primary. Set h = ht (I), l = l(I). For each k, let us write
en−h−1−k(j) = λn−k−1
(
j
n− k − 1
)
+ polynomial in j of lower degree.
Then
(i) ei(G) = 0 if i ≥ n− h or i ≤ n− l − 2. For each n− l − 2 < i < n− h,
we have
ei(G) =
n−h−1∑
k=i
(−1)n−h−1−kλn−k−1dk−i
(
n− 2− i
k − i
)
.
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(ii) ei(R) = 0 if i ≤ n− l − 1. For each i > n− l − 1, we have
ei(R) =
{
dn−1−i if i ≥ n− h
dn−1−i −∑n−h−1k=i (−1)n−h−1−kλn−k−1dk−i(n−1−ik−i ) otherwise
(iii) ei(G) = dei+1(R) − ei(R), for i = 0, . . . , n − 2. In particular, we have
ei(R) ≤ dei+1(R), for i = 0, . . . , n− 2. Furthermore,
e(G) =
{
(d− 1)e(R) + 1 if l ≤ n− 1
(d− 1)e(R) + 1− de0(R) if l = n
Proof. Let us fix j > a2∗(G). Then we have that for s≫ 0,
dimk
(
Ij
Ij+1
)
s+dj
= PG(s + dj, j) =
∑
k+m≤n−2
bkm
(
s
k
)(
j
m
)
,
so PG(s+ dj, j) is the Hilbert polynomial of the A/I-module I
j/Ij+1 for large
j. Hence bkm = 0 for any k ≥ n− h, so in particular ei(G) = 0 for i ≥ n− h.
Let us fix now i > a1∗(G
ϕ). Then we have that HqM(G)(i+dj,j) =
HqM1(G)(i+dj,j) = 0 for all q and j by Remark 5.2.2. From the Mayer-Vietoris
long exact sequence, we have that for t≫ 0,
dimk
(
It
It+1
)
i+dt
= PG(i+ dt, t) =
∑
k+m≤n−2
bkm
(
i
k
)(
t
m
)
.
Therefore, we have that PG(i+ dt, t) is the Hilbert polynomial of the Fm(I) =
k[Id]-module Ei =
⊕
j≥0(I
j/Ij+1)i+dj . Hence bkm = 0 for m ≥ l. Then the
first part of (i) is proved, and for the rest it suffices to notice that for s, t≫ 0,
PG(s + dt, t) = PA/It+1(s+ dt)− PA/It(s+ dt).
To get (ii) and (iii), it is just enough to take into account that for s, t≫ 0
we have
PR(s+ dt, t) = PA(s+ dt)− PA/It(s+ dt),
PG(s+ dt, t) = PR(s+ dt, t)− PR(s+ dt, t+ 1). ✷
Remark 6.1.5 Let (A,m, k) be a local ring, and I 6= A an ideal. Set n =
dimA, l = l(I), h = ht (I). Let us denote by G = Gm(GI(A)) bigraded by
means of
G(i,j) =
m
iIj + Ij+1
mi+1Ij + Ij+1
.
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Since G is a standard bigraded k-algebra, we may consider its Hilbert polyno-
mial
PG(s, t) =
∑
k+m≤n−2
ckm
(
s
k
)(
t
m
)
,
and let us denote by ci(G) = ci−1,n−1−i for 1 ≤ i ≤ n− 1. R. Achilles and M.
Manaresi [AM] show that ci(G) = 0 if i > dimA/I or i < n− l.
This definition and the results proved in [AM] can be extended to the
graded case, and then we get that ci(G) = 0 if i > n − h or i < n − l. For
a homogenous ideal I in A = k[X1, . . . ,Xn] generated by forms of degree d,
note that
G(i,j) =
(
Ij
Ij+1
)
i+dj
= G(i+dj,j),
so ei(G) = ci+1(G), and we get part of (i) of the previous proposition. In fact,
the idea for proving this part of (i) is similar to [AM].
Remark 6.1.6 If I is a complete intersection ideal then l = h, and from
Lemma 6.1.4 (ii) we have ei(R) = 0 if i ≤ n − l − 1, and ei(R) = dn−1−i if
i ≥ n− l. This result was proved in [STV, Theorem 3.6].
Corollary 6.1.7 For a homogeneous ideal I generated by forms in degree d
of height h, we have
(i) e(R) ≥ 1 + d+ . . .+ dh−1.
(ii) If I is equimultiple, e(R) = 1+ d+ . . .+ dh−1. Assume further that I is
not a m-primary ideal. Then e(G) = en−h−1(G) = λh = d
h.
(iii) Assume that I is not a m-primary ideal and A/Ij is Cohen-Macaulay
for j ≫ 0 (or Buchsbaum). Then en−h−1(G) = dh, so e(G) ≥ dh.
Proof. (i) and (ii) are trivial. To get (iii), according to [HRTZ, Proposition
2.3] for j ≫ 0 we have that e(A/Ij) ≥ (dj+h−2h ), and so λh ≥ dh. Furthermore,
λh ≤ dh because en−h−1(R) = dh − λh ≥ 0 by Lemma 6.1.4. We conclude
en−h−1(G) = λh = d
h, and so e(G) ≥ en−h−1(G) = dh. ✷
Notice that as a consequence of Theorem 6.1.1 we have that with the
Hilbert polynomials of a finite set of the powers of an ideal we can compute
the Hilbert polynomials of its Rees algebra and its form ring, without needing
an explicit presentation of these bigraded algebras. For equigenerated ideals,
we may also compute the multiplicities of the Rees algebra and the form ring.
Namely,
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Corollary 6.1.8 Let I be a homogeneous ideal in A. Set c = a2∗(RA(I)),
h = ht (I). Then the Hilbert polynomials of Ij for c+1 ≤ j ≤ c+n determine
(i) The polynomials en−h−1−k(j) for k = 0, . . . , n− h− 1.
(ii) The Hilbert polynomials of A/Ij for j > c+ n.
(iii) The Hilbert polynomial of the Rees algebra of I and the Hilbert polyno-
mial of the form ring of I.
(iv) If I is equigenerated and not m-primary, the multiplicity of the Rees
algebra of I and the multiplicity of the form ring of I.
We describe all these computations by means of an explicit example.
Example 6.1.9 Let us consider I ⊂ A = k[X1,X2,X3,X4] the defining ideal
of the twisted cubic in P3k. Recall from Example 5.2.3 that the Rees algebra of
I is Cohen-Macaulay, and so a2∗(RA(I)) = −1. Moreover, I is an ideal of height
2 generated by forms in degree 2. Then, according to Corollary 6.1.8 we can
get the Hilbert polynomials of A/Ij for j > 3 from the Hilbert polynomials of
I, I2 and I3. By using CoCoa, we have
PA/I(s) = 3s + 1
PA/I2(s) = 9s− 7
PA/I3(s) = 18s− 34
By imposing e0(0) = 0, e0(1) = 3 and e0(2) = 9, we get the multiplicity
function e0(t) =
3
2t(t+ 1). Similarly, one gets e1(t) =
5
3t(t+ 1)(t − 25). Then
the Hilbert polynomial of A/Ij is
PA/Ij (s) = e0(j)
(
s+ 1
1
)
− e1(j)
and the Hilbert polynomial of the Rees algebra R of I is
PR(s, t) =
(
s+ 3
3
)
− e0(t)
(
s+ 1
1
)
+ e1(t).
In this case λ2 = 3, λ3 = 10, so by Proposition 6.1.4 we have e3(R) = 1,
e2(R) = 2, e1(R) = 1, e0(R) = 0, and e2(G) = 0, e1(G) = 3, e0(G) = 2.
Therefore, the multiplicity of the Rees algebra is e(R) =
∑3
i=0 ei(R) = 4 and
the multiplicity of the form ring is e(G) =
∑2
i=0 ei(G) = 5.
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6.2 Hilbert series of the powers of an ideal
Let A = k[X1, . . . ,Xn] be the polynomial ring over a field k in n variables.
For any finitely generated graded A-module M , recall that the Hilbert series
of M is defined as
HM (s) =
∑
j∈Z
H(M, j)sj =
∑
j∈Z
dimkMjs
j ∈ Z[[s]].
Following A. Conca and G. Valla [CV], for a given class C of homogeneous
ideals in A, we say that C has rigid powers if for any ideals I, J in C such that
HA/I(s) = HA/J(s) then HA/Ij(s) = HA/Jj (s) for all j. For example, the class
of complete intersection ideals has rigid powers. The class of the homogeneous
ideals in A which are Cohen-Macaulay of codimension 2 and the class of the
homogeneous ideals in A which are Gorenstein of codimension 3 do not have
rigid powers, but their subclasses consisting of the ideals of linear type have
this property as it has been proved in [CV].
Our first aim in this section is to show that for an equigenerated ideal I we
can compute the Hilbert series of A/Ij for j ≥ 1 from a finite set among these
Hilbert series, and so we can also compute the bigraded Hilbert series of its
Rees algebra. This fact will be a direct consequence of the noetherian property
of the Rees algebra, and the finite set of Hilbert series will be found thanks to
the bounds for the shifts of the bigraded minimal free resolution of the Rees
algebra given by Theorem 1.3.4. In particular, we will have that if the Hilbert
series of the powers of two ideals I, J coincide for certain exponents then all
the Hilbert series of the powers of I and J must coincide.
Theorem 6.2.1 Let I be an equigenerated homogeneous ideal. Set l = l(I),
c = a2∗(RA(I)). The Hilbert series of I
j for c + 1 ≤ j ≤ c + l determine the
Hilbert series of Ij for j > c+ l.
Proof. Let us assume that I is generated by forms in degree d. Then we have
that R = RA(I) is a finitely generated bigraded S-module in a natural way,
for S = k[X1, . . . ,Xn, Y1, . . . , Yl] the polynomial ring with deg(Xi) = (1, 0),
deg(Yj) = (d, 1). Let HR(s, t) be the bigraded Hilbert series of R, that is
HR(s, t) =
∑
i,j
dimk R(i,j)s
itj =
∑
i,j
dimk(I
j)i s
itj =
∑
j
HIj(s)t
j.
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By considering the bigraded minimal free resolution of R as S-module
0→ Dt → . . .→ D0 → R→ 0,
Dp =
⊕
(a,b)∈Ωp
S(a, b),
we can write
HR(s, t) =
Q(s, t)
(1− s)n(1− sdt)l ,
with Q(s, t) =
∑t
p=0(−1)p
∑
(a,b)∈Ωp s
−at−b ∈ Z[s, t]. Now let us fix α ∈ Z≥0.
Denoting by βjp = dimk Tor
A
p (k, I
j)α+dj , then∑
p(−1)pβjp = [(1− s)nHIj(s) ]deg s=α+dj
= [(1 − s)nHR(s, t) ]
deg s = α+ dj
deg t = j
=
[
Q(s,t)
(1−sdt)l
]
deg s = α+ dj
deg t = j
Let us write Q(s, t) =
∑
kmks
α+dktk + Q(s, t), with Q(s, t) containing
all the monomials of the type sβ+dktk for any β 6= α and any k. The pairs
(−α − dk,−k) are shifts in the bigraded minimal free resolution of R as S-
module, so k ≤ t2∗(R) = a2∗(R) + l = k0 by Theorem 1.3.4. Then we have that
for any j ≥ k0,
∑
p(−1)pβjp =
[(∑j
v=0
(v+l−1
l−1
)
sdvtv
)
(
∑k0
k=0mks
α+dktk)
]
deg s = α+ dj
deg t = j
= m0
(j+l−1
l−1
)
+ . . .+mk0
(j−k0+l−1
l−1
)
= Pα(j).
It is easy to prove that this equality holds for j ≥ k0 − l + 1 = a2∗(R) + 1.
So we have found a polynomial Pα(j) of degree ≤ l − 1 such that Pα(j) =∑
p(−1)pβjp for any j ≥ a2∗(R) + 1. Hence the Hilbert series of the powers Ij
for a2∗(R) + 1 ≤ j ≤ a2∗(R) + l will determine the Hilbert series of Ij for any
j > a2∗(R) + l. ✷
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Corollary 6.2.2 Let I be an equigenerated homogeneous ideal whose Rees
algebra is Cohen-Macaulay, and l = l(I). Then the Hilbert series of Ij for
j ≤ l − 1 determine the bigraded Hilbert series of the Rees algebra of I.
Recent papers by A. M. Bigatti, A. Capani, G. Niesi and L. Robbiano
[BCNR] and L. Robbiano and G. Valla [RV] treat the problem of computing
the Hilbert series of the powers of a homogeneous ideal I in the polynomial
ring A = k[X1, . . . ,Xn]. The strategy followed there to solve this problem is
to compute the Rees algebra RA(I) of I and then a Gro¨bner basis of it, from
which one can get easily the bigraded Hilbert series of the Rees algebra, and
so the Hilbert series of all the powers of I. Notice that we can use Theorem
6.2.1 to give another approach to this problem: To get the Hilbert series of
the powers of an equigenerated ideal I it suffices to compute the Hilbert series
of l(I) of its powers. Next we apply this procedure to the following example
studied by A. Bigatti et al. [BCNR, Example 5.4].
Example 6.2.3 Let us consider the ideal I generated by the 2 by 2 minors
of the generic symmetric 3 by 3 matrix
M =

X1 X2 X3
X2 X4 X5
X3 X5 X6
 .
The Rees algebra of I is Cohen-Macaulay, so a2∗(R) = −1. Therefore, the
Hilbert series of Ij for j ≤ 5 will determine the rest of the Hilbert series. By
using CoCoa, we obtain:
HI(s) =
6s2−8s3+3s4
(1−s)6 ,
HI2(s) =
21s4−45s5+38s6−18s7+6s8−s9
(1−s)6 ,
HI3(s) =
56s6−150s7+165s8−100s9+36s10−6s11
(1−s)6 ,
HI4(s) =
126s8−385s9+486s10−330s11+125s12−21s13
(1−s)6 ,
HI5(s) =
252s10−840s11+1155s12−840s13+330s14+56s15
(1−s)6 .
Then the polynomials Pα(j) defined in the proof of Theorem 6.2.1 are
Pα(j) = 0 for α 6= 0, . . . , 5 ,
P0(j) = 1 +
137
60 j +
15
8 j
2 + 1724j
3 + 18j
4 + 120j
5,
HILBERT SERIES OF THE POWERS OF AN IDEAL 130
P1(j) = −74j − 8324j2 − 5324j3 − 1324j4 − 124j5,
P2(j) = −32j + 1312j2 + 2912j3 + 1112j4 + 112j5,
P3(j) =
7
6j +
3
4j
2 − 1312j3 − 34j4 − 112j5,
P4(j) = −14j − 724j2 + 524j3 + 724j4 + 124j5,
P5(j) =
1
20j +
1
24j
2 − 124j3 − 124j4 − 1120j5,
and the Hilbert series of Ij is
P0(j)s
2j + P1(j)s
2j+1 + P2(j)s
2j+2 + P3(j)s
2j+3 + P4(j)s
2j+4 + P5(j)s
2j+5
(1− s)6 .
Next we also compute the Hilbert series of the powers of the ideal of the
twisted cubic in P3k studied in the previous section.
Example 6.2.4 Let I ⊂ A = k[X1,X2,X3,X4] be the defining ideal of the
twisted cubic in P3k. From Example 5.2.3, let us recall that I is generated
by quadrics with l(I) = µ(I) = 3 and RA(I) is Cohen-Macaulay. Therefore,
according to Theorem 6.2.1, we can get the Hilbert series of Ij for j > 2 from
the Hilbert series of I and I2. By using CoCoa, we have
HI(s) =
3s2−2s3
(1−s)4 ,
HI2(s) =
6s4−6s5+s6
(1−s)4 .
Then the polynomials Pα(j) defined in the proof of Theorem 6.2.1 are
Pα(j) = 0, for α 6= 0, 1, 2 ,
P0(j) =
1
2(j + 1)(j + 2) ,
P1(j) = −j(j + 1) ,
P2(j) =
1
2j(j − 1) ,
and the Hilbert series of Ij is then
HIj(s) =
P0(j)s
2j + P1(j)s
2j+1 + P2(j)s
2j+2
(1− s)4 .
Now, the bigraded Hilbert series of its Rees algebra is
HR(s, t) =
∑
j
HIj(s)t
j =
1− 2s3t+ s6t2
(1− s)4(1− s2t)3 .
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Remark 6.2.5 Similarly we can prove the following statement for the Hilbert
series of the form ring of an equigenerated ideal I: If l = l(I) and e =
a2∗(GA(I)), then the Hilbert series of I
j/Ij+1 for e + 1 ≤ j ≤ e + l deter-
mine the Hilbert series of Ij/Ij+1 for j > e + l. In fact, for any a ≥ e the
Hilbert series of Ij/Ij+1 for a+ 1 ≤ j ≤ a+ l determine the rest.
For any m ≥ 0, let us define Cm to be the class of equigenerated homoge-
neous ideals I in A such that a2∗(GA(I)) + l(I) ≤ m. Note that C0 contains
the class of complete intersection ideals, and we have the chain
C0 ⊂ C1 ⊂ · · · ⊂ Cm ⊂ Cm+1 ⊂ · · ·
As a corollary, we get
Corollary 6.2.6 Let I, J ∈ Cm be such that
HIj/Ij+1(s) = HJj/Jj+1(s), for m− l + 1 ≤ j ≤ m.
Then HIj/Ij+1(s) = HJj/Jj+1(s), ∀j. Therefore HIj(s) = HJj(s), for all j,
and in particular C0 has rigid powers.
For an arbitrary homogeneous ideal I in A, we can also show that a finite
set of Hilbert series of the powers of I determine the rest. But in this case,
the bound we get is worse.
Proposition 6.2.7 Let I be a homogeneous ideal in A. Set r = µ(I), c =
a2∗(RA(I)). The Hilbert series of I
j for j ≤ c+ r determine the Hilbert series
of Ij for j > c+ r.
Proof. Assume that I is minimally generated by forms f1,...,fr of degrees
d1, . . . , dr respectively. Then let us consider the presentation of the Rees alge-
bra R of I as a quotient of the polynomial ring S = k[X1, . . . ,Xn, Y1, . . . , Yr],
with deg(Xi) = (1, 0), deg(Yj) = (dj , 1). From the bigraded minimal free res-
olution of R as S-module, we have that there is a polynomial Q(s, t) ∈ Z[s, t]
such that
HR(s, t) =
Q(s, t)
(1− s)n(1 − sd1t) . . . (1− sdrt) .
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According to Theorem 1.3.4 we can write Q(s, t) =
∑m
i=0Qi(s)t
i, with
m = a2∗(R) + r. Since HR(s, t) =
∑
j≥0HIj(s)t
j , we have
Q(s, t) = (1− s)n(1 − sd1t) . . . (1− sdrt)(
∑
j≥0
HIj (s)t
j),
and then the result follows immediately. ✷
6.3 Minimal graded free resolutions of the powers
of an ideal
The results about the Hilbert series of the powers of a homogeneous ideal
imply in some particular cases the estability (in a meaning which we will
precise immediately) of the minimal graded free resolutions of the powers of
the ideal. For instance,
Proposition 6.3.1 Let I be an ideal generated in degree d with l(I) = 2 whose
Rees algebra is Cohen-Macaulay. Then the minimal graded free resolution of
I determines the minimal graded free resolutions of all its powers. Namely, if
the minimal graded free resolution of I is
0→ A(−α1 − d)β1 ⊕ . . .⊕A(−αm − d)βm → A(−d)β → I → 0,
then for any j ≥ 1 the minimal graded free resolution of Ij is
0→ A(−α1 − dj)β1j ⊕ . . .⊕A(−αm − dj)βmj → A(−dj)(β−1)j+1 → Ij → 0.
Proof. First, note that for any j ≥ 1 we have that proj.dimAIj ≤ l(I)− 2 =
1 because R is Cohen-Macaulay (see Proposition 6.3.2). Therefore, we can
conclude that proj.dimAI
j = 1 for any j. On the other hand, since R is Cohen-
Macaulay, we have a2∗(R) = −1, so the Hilbert series of Ij for j ≤ l − 1 = 1
determine the Hilbert series of Ij for j > 1 according to Theorem 6.2.1. The
polynomials Pα(j) defined there are
Pα(j) = 0, for α 6∈ {0, α1, . . . , αm},
P0(j) = (β − 1)j + 1,
Pαi(j) = −βi j, for i ∈ {0, . . . ,m}.
Then the Hilbert series of Ij is
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HIj(s) =
∑
α
Pα(j)sα+dj
(1−s)n ,
so the minimal graded free resolution of Ij must be
0→ A(−α1−dj)−Pα1 (j)⊕ . . .⊕A(−αm−dj)−Pαm (j) → A(−dj)P0(j) → Ij → 0.
✷
This result leads to the question of when a finite number of minimal graded
free resolutions of the powers of I determine the rest (and, in this case, which
set of resolutions determine the others).
Let us begin by studying the behaviour of the projective dimension of the
powers of I. It is well-known that these projective dimensions are asymptoti-
cally constant (see [Bro, Theorem 2]), but not for which powers of the ideal the
projective dimension takes the asymptotic value. We will precise these powers
for ideals whose form ring is Gorenstein by considering the Koszul homology
of the Rees algebra R of I with respect to X1, . . . ,Xn. This also provides
new proofs of well-known results as the Burch’s inequality or the constant
asymptotic value for the depth.
Proposition 6.3.2 Let I be a homogeneous ideal in A, and set l = l(I).
Then:
(i) proj.dimA(I
j) ≤ n − depth(mR)(R) for all j, and the equality holds for
j ≫ 0. So, infj≥0{depth(A/Ij)} = n− l − (ht (mR)− depth(mR)(R)).
(ii) If R is Cohen-Macaulay, proj.dimA(I
j) ≤ l − 1 for any j and
proj.dimA(I
j) = l − 1 for j ≫ 0. Furthermore, proj.dimA(Ij) = l − 1
implies proj.dimA(I
j+1) = l − 1.
(iii) If G is Gorenstein, proj.dimAI
j = l− 1 if and only if j > a2(G)− a(F ),
and proj.dimAI
j/Ij+1 = l if and only if j ≥ a2(G) − a(F ).
Proof. Let us consider the Koszul complex K.(X,R) = K.(X1, . . . ,Xn, R)
of the Rees algebra R with respect to X = X1, . . . ,Xn. We have the natural
bigrading in the Rees algebra R by means of R(i,j) = (I
j)i, and then the
modules Kp(X,R) of the Koszul complex are also bigraded in a natural way.
Denoting by F = Fm(I), we have that for any p the Koszul homology module
Hp = H
S
p (X;R) is a finitely generated bigraded F -module. Moreover, since
Kp(X,R)(i,j) = Kp(X, I
j)i we have
HSp (X,R)(i,j) = H
A
p (X, I
j)i = Tor
A
p (k, I
j)i ,
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so the Koszul homology modules Hp contain all the information about the
graded minimal free resolutions of the powers of I.
Now set s = n−depth(mR)(R). Recall that Hp is zero for any p > s, and so
proj.dimA(I
j) ≤ s for any j. Moreover, since Hs is a F -module of dimension
l [Hu2, Remark 1.5] we can find for any j ≫ 0 an integer i (depending on
j) such that [Hs](i,j) 6= 0. Therefore we obtain that proj.dimA(Ij) = s for
j ≫ 0. By the graded Auslander-Buchsbaum formula, proj.dimA(Ij) = n −
depthA/Ij − 1, and noting that depth(mR)(R) ≤ ht(mR) = n + 1 − l we get
(i).
To prove (ii), let us denote by t = depth(mR)(R) = n + 1 − l. We may
assume that k is infinite, and then there exists a homogeneous regular sequence
b1, . . . , bt ∈ mR of degree (1, 0). Then
Hs =
(b1, . . . , bt) : (X1, . . . ,Xn)
(b1, . . . , bt)
(t− n, 0).
Note that s = l − 1 because R is CM. Now, observe that proj.dimA(Ij) =
l − 1 implies that there exists i such that [Hs](i,j) 6= 0; so let us take f ∈
[Hs](i,j), f 6= 0. For a positively graded ring A =
⊕
j≥0Aj , let us denote by
A+ =
⊕
j>0Aj , and in the following let us consider the fiber cone F and the
Rees algebra R graded by means of Fj = I
j/mIj , Rj = I
j . If F+f = 0, then
Imf ⊂ (b1, . . . , bt) for any m ≥ 1. So, denoting by R = R/(b1, . . . , bt), we
have that R+ ⊂ Ann(f) ⊂ p ∈ Ass (R) and so ht(R+) = 0. But ht(R+) =
dimR − dimR/R+ = 1. As a consequence, (F+)1f 6= 0 and so there exists d
such that [Hs](i+d,j+1) 6= 0 and we have (ii).
Finally, we are going to determine the powers of I whose projective dimen-
sion is l−1 if G is Gorenstein. To this end, let us consider the Koszul homology
modules of the form ring G with respect to X , which will be also denoted by
Hp. Set s = n − depth(mG)(G) = l, t = depth(mG)(G). As before, Hp is zero
for p > s and there exists a homogeneous regular sequence b1, . . . , bt ∈ mG of
degree (1, 0), such that
Hl =
(b1, . . . , bt) : (X1, . . . ,Xn)
(b1, . . . , bt)
(t− n, 0).
On the other hand, from the natural bigraded epimorphism G→ G/mG = F ,
we can compute the canonical module of the fiber cone F by using Corollary
1.2.2 :
KF = Ext
n−l
G (F,KG).
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Since G is Gorenstein, we have a bigraded isomorphism KG ∼= G(−n, a) with
a = a2(G) by Corollary 4.1.7. Therefore,
KF = Ext
n−l
G (F,G)(−n, a)
= HomG(F,G/(b1, . . . , bt))(−n+ t, a)
= (b1,...,bt):(X1,...,Xn)(b1,...,bt) (−n+ t, a)
= Hl(0, a).
Now, observe that proj.dimA(I
j/Ij+1) = l if and only if there exists i such
that [Hl](i,j) 6= 0 if and only if there exists i such that [KF ](i,j−a) 6= 0, that is,
j ≥ a− a(F ). From the exact sequences
0→ Ij+1 → Ij → Ij/Ij+1 → 0 ,
it is then easy to check that proj.dimA(I
j) = l− 1 if and only if j > a− a(F ),
and so we are done.✷
Example 6.3.3 Let I be a strongly Cohen-Macaulay ideal such that µ(Ip) ≤
ht (p) for any prime ideal p ⊇ I. Set l = l(I), h =ht(I). Recall from Corollary
5.2.11 that GA(I) is Gorenstein, a
2(GA(I)) = −h and a(Fm(I)) = −l. So, by
Proposition 6.3.2 we have depth(A/Ij) = n− l if and only if j > l − h.
Example 6.3.4 Let X = (Xij) be a generic matrix, with 1 ≤ i ≤ d , 1 ≤ j ≤
n and d ≤ n. Let I ⊂ A = k[X] be the ideal generated by the maximal minors
of X. Recall from Example 5.2.10 that the Rees algebra R is Cohen-Macaulay
and the form ring G is Gorenstein with a2(G) = −ht (I) = −(n − d + 1).
Furthermore, l(I) = d(n − d) + 1 and a(F ) = −n. Now by Proposition 6.3.2,
we get that depth(A/Ij) = d2−1 if and only if j > d−1. In the case n = d+1,
this was proved in [BV, Example 9.27].
Example 6.3.5 Let X = (Xij) be a generic skew-symmetric matrix, with
1 ≤ i < j ≤ n, and n odd. Let I ⊂ A = k[X] be the ideal generated by
the (n − 1)-pfaffians of X, where k is a field. In this case, the form ring G is
Gorenstein [CD] and l(I) = n, a(Fm(I)) = −n [Hu3]. So depth(A/Ij) takes
the asymptotic value n(n−1)2 − n for some j ≤ n, and by Proposition 6.3.2 for
all j ≥ n.
G. Boffi and R. Sa´nchez [BoSa] have constructed a family of complexes
which give a resolution for all the powers Ij, for j ≥ 1, in particular proving
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that proj.dimA(A/I
j) = n if and only if j ≥ n − 2. Then Proposition 6.3.2
shows that a2(GA(I)) = −3.
Our next aim is to study the graded minimal free resolutions of the powers
of an equigenerated ideal by doing a deeper study of the Koszul homology of
the Rees algebra with respect to X1, . . . ,Xn. The general case will be studied
later by different methods.
6.3.1 Case study : Equigenerated ideals
First of all, we show that the shifts in the graded minimal free resolutions of the
powers of an equigenerated ideal are given by linear functions asymptotically
and the graded Betti numbers of these resolutions are given by polynomials
asymptotically.
Proposition 6.3.6 Let I be an ideal generated by forms in degree d. Set
l = l(I), s = n− depth(mR)(R). Then there is a finite set of integers
{αpi | 0 ≤ p ≤ s, 1 ≤ i ≤ kp}
and polynomials of degree ≤ l − 1
{Qαpi(j) | 0 ≤ p ≤ s, 1 ≤ i ≤ kp}
such that the graded minimal free resolution of Ij for j large enough is
0→ Djs → . . .→ Dj0 → Ij → 0 ,
with Djp =
⊕
iA(−αpi − dj)β
j
pi and βjpi = Qαpi(j).
Proof. Let us consider again the Koszul homology of the Rees algebra R of
I with respect to X = X1, . . . ,Xn, and let us denote by F =
⊕
j≥0 I
j/mIj the
fiber cone of I and by F+ =
⊕
j>0 I
j/mIj. For every p ≤ s, Hp = HSp (X;R)
is a finitely generated bigraded F -module. Let g be a homogeneous generator
of Hp with deg(g) = (a, b), and set α = a − db. If F+ ⊂ rad (Ann (g)), there
exists j such that F j+g = 0, and so Fjg = 0 for all j ≫ 0. Otherwise, there
exists a homogeneous element f ∈ F of degree d such that f 6∈ rad (Ann (g)).
Then f jg 6= 0 for all j, and so we have [Hp](α+dj,j) 6= 0 for all j ≫ 0. Let
g1, . . . , gm be the homogeneous generators of Hp with this property, and set
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deg(gi) = (ai, bi), αi = ai − dbi. Then, for j large enough we have that
[Hp](a,j) 6= 0 if, and only if, there exists i ∈ {1, . . . ,m} such that a = αi + dj.
Since [Hp](αi+dj,j) = Tor
A
p (k, I
j)αi+dj, we obtain that αi + dj, for 1 ≤ i ≤ m,
are the only shifts in the place p of the graded minimal free resolution of Ij
for j ≫ 0.
For α ∈ {α1, . . . , αm}, let us define Hαp =
⊕
j [Hp](α+dj,j). Notice that
dimHαp ≤ dimHp = l by [Hu2, Remark 1.5]. Since Hαp is a finitely generated
graded F -module, there exists a polynomial Qα(j) of degree dimH
α
p −1 ≤ l−1
such that for j large enough
Qα(j) = dimk[H
α
p ]j = dimk Tor
A
p (k, I
j)α+dj ,
so Qα(j) is the Betti number of I
j corresponding to α+ dj in the place p. ✷
Example 6.3.7 Let I be a Cohen-Macaulay homogeneous ideal of codimen-
sion two in the polynomial ring A = k[X1, . . . ,Xn] such that:
(i) The entries of the Hilbert-Burch matrix of I are linear forms.
(ii) I verifies Gn.
(iii) µ(I) ≤ n.
This example has been studied by A. Conca and G. Valla in [CV]. Set
r = µ(I), d = r − 1, S = A[Y1, . . . , Yr]. Then
RA(I) ∼= SymA(I) ∼= S/(F1, . . . , Fr−1),
with F1, . . . , Fr−1 a regular sequence of degree (d, 1). So the Koszul complex
of S with respect to F1, . . . , Fr−1 gives the bigraded minimal free resolution of
RA(I). From this resolution one can get the minimal graded free resolutions
of Ij , for all j ≥ 0. Namely, proj.dimA(Ij) = min{j, r − 1} and the minimal
free resolution of Ij is
0→ Djr−1 → . . .→ Dj0 → Ij → 0 ,
with Djp = A(−p− dj)β
j
p , βjp =
(r−1
p
)(r+j−p−1
r−1
)
.
Remark 6.3.8 Let (A,m, k) be a noetherian local ring, and let I ⊂ A be an
ideal. Set l = l(I), r = µ(I). Denote by R the Rees algebra of I graded by
Rj = I
j, and let S = A[Y1, . . . , Yr] be a polynomial ring over A with deg Yj = 1
so that R is a finitely generated graded S-module. As above, we can prove
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that there are polynomials Qp(j) of degree ≤ l− 1, the Hilbert polynomials of
Tor Sp (S/mS,R), such that the minimal free resolutions of I
j for j ≫ 0 are
. . .→ AQp(j) → . . .→ AQ0(j) → Ij → 0.
This result was proved by V. Kodiyalam in [Ko1]. If A is regular, let x be a
regular sequence generating m. Since Tor Sp (S/mS,R)
∼= Hp(x,R), the module
TorAp (k,R) has dimension l if it is not zero. Therefore, the polynomial Qp(j)
has degree l − 1 if Qp(j) 6= 0. This answers affirmatively [Ko1, Question 13]
for any regular ring A.
Observe that Proposition 6.3.6 says that we can compute the graded min-
imal free resolution of any power of an equigenerated ideal from a finite set
among these resolutions. Now we consider the problem of determining this
finite set of resolutions. To begin with, let us study the asymptotic shifts of
Proposition 6.3.6.
Lemma 6.3.9 Let I be a homogeneous ideal generated in degree d and let
R = RA(I). Then
(i) For all p and i, there exists (a, b) ∈ Ωp,R such that αpi = db− a.
(ii) For each α, let
p = min { q | ∃ b s.t. (α+ db, b) ∈ Ωq,R},
and let
b0 = max{ b | (α+ db, b) ∈ Ωp,R}.
Then α + db0 ∈ Ωp,I−b0 , that is, α + db0 is a shift that appears in the
graded minimal free resolution of I−b0 at the place p.
Proof. Let 0 → Dm → . . . → D0 → R → 0 be the bigraded minimal free
resolution of R over S = k[X1, . . . ,Xn, Y1, . . . , Yl]. By applying the functor
( )j to this resolution, we get a graded free resolution of Ij over A
0→ Djm → . . .→ Dj1 → Dj0 → Ij → 0 ,
with Djp =
⊕
(a,b)∈Ωp,R A(a − db − dj)ρ
j
ab , for some ρjab ∈ Z. This resolution
is the direct sum of the minimal graded free resolution of Ij and the trivial
complex [Eis, Exercise 20.1], so we obtain that for j ≫ 0
{αpi + dj}p,i ⊂ {db− a+ dj | (a, b) ∈ Ωp,R},
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and so (i) is already shown.
Now let α be such that there exists b with (α+ db, b) ∈ ΩR. Let p be the
first integer such that (α+ db, b) ∈ Ωp,R, and let b0 be the maximum of these
b’s. We must show that
Tor Sp (S/mS,R)(−α−db0 ,−b0) = Tor
A
p (k, I
−b0)−α−db0 6= 0.
We will proceed as in Theorem 5.1.1: Let
Dp+1
ψp+1−→ Dp ψp−→ Dp−1
be the differential maps appearing in the resolution of R. Tensorazing by
⊗SS/mS, we have the sequence
Dp+1/mDp+1
ψp+1−→ Dp/mDp
ψp−→ Dp−1/mDp−1.
Now let v ∈ Dp be an element of the homogeneous basis ofDp as free S-module
with deg(v) = (−α−db0,−b0). If w1, . . . , ws is the basis of Dp−1, we can write
ψp(v) =
s∑
j=1
λjwj,
with λj ∈ M homogeneous. Set deg(wj) = (−αj − dbj ,−bj). By looking at
the degree of the elements, we have that λj must be zero for all j such that
−bj > −b0. For the integers j such that −bj = −b0, we have that λj ∈ mS
necessarily. Finally, for j such that −bj < −b0 we also have λj ∈ mS because
αj 6= α. We may conclude ψp(v) = 0, that is, v ∈ Kerψp. It is clear that
v 6∈ Imψp+1 because Im ψp+1 ⊂ MDp. So v ∈ Tor Sp (S/mS,L)(−α−db0 ,−b0),
v 6= 0 and we are done. ✷
As a consequence of this lemma we have that all the differences a− db for
(a, b) ∈ ΩR appear in the minimal graded free resolution of some power Ij of
I for j ≤ a2∗(R)+ l(I). The problem is to distinguish which of these shifts will
appear asymptotically, and the place from where on the resolutions are stable.
We can solve this problem for ideals with a very particular nice behaviour.
For instance, we get
Proposition 6.3.10 Let I be an equigenerated homogeneous ideal, and set
b = a2∗(RA(I)) + l(I). If the graded minimal free resolutions of I, I
2, . . . , Ib
are linear, then the graded minimal free resolutions of Ij are also linear for
any j. Furthermore, the minimal free resolutions of I, I2, . . . , Ib determine the
minimal graded free resolutions of Ij for any j.
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Proof. Assume that I is generated by forms in degree d and set s =
supj=1,...,b{proj.dimAIj}. According to Lemma 6.3.9, we have that the shifts
in ΩR are of the type (p + db, b) with 0 ≤ p ≤ s. Furthermore, there exists
b0 such that (p + db0, b0) ∈ Ωp,R, but for any b, q < p, (p + db, b) 6∈ Ωq,R.
Therefore, Ωp,R has only shifts of the form (a+ db, b) for 0 ≤ a ≤ p. Again by
Lemma 6.3.9, we get
{αpi}i ⊂ {0, . . . , p}.
Finally, since min {−β : β ∈ Ωp+1,Ij} > min {−β : β ∈ Ωp,Ij}, we have that
min {−β : β ∈ Ωp,Ij} ≥ p + dj. Therefore Ij must have a linear minimal free
resolution.
Moreover, by Theorem 6.2.1 we also have that for p = 0, . . . , s there exists
a polynomial Qp(j) of degree ≤ l − 1 such that
Qp(j) = dimk Tor
A
p (k, I
j)p+dj,
for j ≥ a2∗(R) + 1. So, if we know the minimal graded free resolutions of
Ib−l+1, . . . , Ib, we may determine the polynomials Qp(j), and then the minimal
graded free resolution of Ij for j > b.✷
Remark 6.3.11 The first part of Proposition 6.3.10 can be also obtained
from Theorem 5.2.1 (ii).
Remark 6.3.12 Given an equigenerated homogeneous ideal I with a linear
minimal free resolution, it can happen that I2 has a non linear minimal free
resolution (see [Con, Remark 3]). We have shown in Proposition 6.3.10 that
if certain powers of I have linear resolution, then the rest of the powers have
this property too.
We may apply this result to guess the minimal graded free resolutions of
the powers of the ideal defining the twisted cubic in P3k.
Example 6.3.13 Let I ⊂ A = k[X1,X2,X3,X4] be the defining ideal of
the twisted cubic in P3k, and let us study the graded minimal free resolutions
of its powers. I is generated by forms in degree 2 with l(I) = 3 and b =
a2∗(R)+ l(I) = 2. The minimal resolutions of I and I
2 (computed with CoCoa)
are:
0→ A(−3)2 → A(−2)3 → I → 0 ,
0→ A(−6)→ A(−5)6 → A(−4)6 → I2 → 0 .
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Since these resolutions are linear, we have that the minimal graded free res-
olutions of Ij for j > 2 are also linear by Proposition 6.3.10, and we may
compute them:
0→ A(−2− 2j)Q2(j) → A(−1− 2j)Q1(j) → A(−2j)Q0(j) → Ij → 0 ,
with Q0(j) =
1
2(j + 1)(j + 2), Q1(j) = j(j + 1) and Q2(j) =
1
2j(j − 1).
Similarly, one can prove the following statement.
Proposition 6.3.14 Let I be an ideal generated in degree d, and set b =
a2∗(RA(I)) + l(I). Assume that there are integers α1, . . . , αs such that the
graded minimal free resolutions of I, I2, . . . , Ib take the form
0→ Djs → . . .→ Dj1 → Dj0 → Ij → 0,
with Djp = A(−αp−dj)β
j
p and βjp ≥ 0. Then the graded minimal free resolutions
of Ij are of this type too. Furthermore, the minimal graded free resolutions of
I, I2, . . . , Ib determine the minimal graded free resolutions of Ij for any j.
The following example does not belong to the family of ideals considered
in the previous propositions, but we can also guess the asymptotic resolution
of its powers.
Example 6.3.15 Let I = (X7, Y 7,X6Y +X2Y 5) ⊂ A = k[X,Y ]. Note that
I is a m-primary ideal generated by forms of degree 7 with l(I) = 2. Since
proj.dimAI
j = 1 for any j ≥ 1, we have that the shifts in the place 0 and 1
of the resolution of Ij can not coincide. Then, according to Theorem 6.2.1 we
have that for any α 6= 0 there is a polynomial Pα(j) of degree ≤ 1 such that
Pα(j) = dimk Tor
A
1 (k, I
j)α+dj ,
for all j ≥ a2∗(R) + 1.
This example was studied by S. Huckaba and T. Marley [HM, Exam-
ple 3.13]. Denoting by G++ =
⊕
j>0 I
j/Ij+1 and by ai(G) = max{j |
H iG++(G)j 6= 0}, it was proved that the form ring G has depth 0, and
a0(G) < a1(G) < a2(G) = 4. Now a
2
∗(G) = max{ai(G) : i = 0, 1, 2} = 4
according to [Hy, Lemma 2.3], and then the short exact sequences
0→ R++ → R→ A→ 0,
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0→ R++(1)→ R→ G→ 0,
where R++ =
⊕
j>0 I
j, show a2∗(R) = 4. The graded minimal free resolutions
of I5 and I6 (computed with CoCoa) are :
0→ A(−37)15 ⊕A(−36)5 → A(−35)21 → I5 → 0 ,
0→ A(−44)15 ⊕A(−43)12 → A(−42)28 → I6 → 0 ,
Then we may compute the polynomials Pα(j), so the graded minimal free
resolutions of Ij for j ≥ 5 are:
0→ A(−2− 7j)15 ⊕A(−1− 7j)7j−30 → A(−7j)7j−14 → Ij → 0 .
Furthermore, in this case we check that the bound can not be improved
because the resolution of I4 is
0→ A(−30)14 → A(−28)15 → I4 → 0 .
Open Question Let I be a homogeneous ideal generated by forms in degree
d. Denote by l = l(I), s = n−depth(mR)(R), c = a2∗(R). By Proposition 6.3.6,
there are integers {αpi} and polynomials {Qαpi(j)} of degree ≤ l−1 such that
for j ≫ 0 the graded minimal free resolution of Ij is
0→ Djs → . . .→ Dj0 → Ij → 0 ,
with Djp =
⊕
iA(−αpi − dj)β
j
pi and βjpi = Qαpi(j). In some particular cases,
we have shown that this holds for j ≥ c + 1. The question is if this bound
holds for any equigenerated ideal I.
6.3.2 General case
We may also study the minimal graded free resolutions of the powers of any
arbitrary homogeneous ideal in the polynomial ring although in this case the
asymptotic result is not so nice. Our approach will be based on a detailed study
of the proof of [CHT, Theorem 3.4]. We need to introduce some notation.
Let I be a homogeneous ideal in A generated by r forms of degrees
d1, . . . , dr. Let us consider S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polynomial ring
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with degXi = (1, 0), deg Yj = (dj , 1), and let S2 = k[Y1, . . . , Yr]. For any
finitely generated bigraded module L over S2, let us define the set
δL(j) = {i : L(i,j) 6= 0}.
Given c = (c1, . . . , cr) ∈ Nr, let us denote by v(c) = d1c1 + . . . + drcr and by
| c |= c1 + . . . + cr. Given a set C ⊂ Nr, C + Nr denotes the set of points of
Nr of the type c+ c′ with c ∈ C, c′ ∈ Nr. Then we have:
Lemma 6.3.16 Let L be a finitely generated bigraded S2-module. Then there
are pairs (αi, βi) ∈ Z2 and finite subsets Ci of Nr, 1 ≤ i ≤ m, such that for
any j
δL(j) =
⋃
i
{v(c) + αi : c 6∈ Ci + Nr, | c |= j − βi}.
Therefore,
dimk L(l,j) =
m∑
i=1
#{c ∈ Nr : c 6∈ Ci + Nr, | c |= j − βi, v(c) = l − αi}.
Proof. As said, the proof is based on [CHT, Theorem 3.4]. Given any
finitely generated bigraded S2-module L, there exists a sequence of bigraded
submodules
0 = L0 ⊂ L1 ⊂ . . . ⊂ Lm−1 ⊂ Lm = L
of L such that Mi = Li/Li−1 ∼= S2/pi(−αi,−βi), 1 ≤ i ≤ m, with pi homoge-
neous prime ideals in S2. Note that δL(j) =
⋃
i δMi(j) =
⋃
i δS2/pi(j−βi)+αi,
and so we can assume that L is cyclic.
Now let L = S2/J , with J ⊂ S2 a homogeneous ideal. By fixing a term
order < in S2, then L has a k-basis consisting of the classes of the monomials
which do not belong to the initial ideal in(J) of J . So we get δS2/J(j) =
δS2/in(J)(j), and we may assume J is a monomial ideal.
Let us write J = (Y c111 · · · Y c1rr , . . . , Y cp11 · · ·Y cprr ), and ci = (ci1, . . . , cir) for
1 ≤ i ≤ p. For any c ∈ Nr, note that Y c11 · · ·Y crr ∈ J if and only if there exists i
such that c = ci+c
′, for some c′ ∈ Nr, i.e. c ∈ C+Nr , where C = {c1, . . . , cp}.
Therefore
δL(j) = {v(c) : c 6∈ C + Nr, | c |= j},
and we are done.✷
Now we can show the asymptotic minimal graded free resolution of the
powers of an arbitrary homogeneous ideal I.
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Proposition 6.3.17 Let I be a homogeneous ideal in the polynomial ring A =
k[X1, . . . ,Xn] minimally generated by forms f1, . . . , fr of degrees d1, . . . , dr.
Then there are pairs (αpi, βpi) ∈ Z2 and sets Cpi ⊂ Nr, for 0 ≤ p ≤ s, 0 ≤ i ≤
kp, such that for j large enough the graded minimal free resolution of I
j is
0→ Djs → . . .→ Dj0 → Ij → 0 ,
with Djp =
⊕
i,cA(−αpi − v(c)), for αpi and c such that c 6∈ Cpi + Nr and
| c |= j − βpi.
Proof. Let us consider the Koszul homology modules Hp = Hp(X,R) of the
Rees algebra R with respect to X1, . . . ,Xn. For any p, Hp is a finitely gen-
erated bigraded S2-module with [Hp](i,j) = Tor
A
p (k, I
j)i. By Lemma 6.3.16,
there exist (αpi, βpi) ∈ Z2 and sets Cpi ⊂ Nr such that
δHp(j) =
⋃
i
{v(c) + αpi : c 6∈ Cpi + Nr, | c |= j − βpi},
so we get the statement. ✷
Similarly to the equigenerated case, we can also prove that the rank of
the modules of the graded minimal free resolution of the powers of an ideal
behaves as a polynomial.
Proposition 6.3.18 Let I be a homogeneous ideal of the polynomial ring A =
k[X1, . . . ,Xn] minimally generated by forms f1, . . . , fr of degrees d1, . . . , dr,
and set l = l(I). For any pair (α, β) and set C in the previous proposition,
there exists a polynomial Q(j) of degree ≤ l − 1 such that for any j ≫ 0
Q(j) = #{c : c 6∈ C + Nr, | c |= j − β} .
Proof. Let J be the homogeneous ideal of S2 generated by the monomials
Y c11 · · · Y crr with c = (c1, . . . , cr) ∈ C. Then, denoting by Q(j) the Hilbert
polynomial of the graded S2-module L = S2/J(−β), we have that for j ≫ 0
Q(j) = dimk (S2/J)j−β
= #{c : c 6∈ C + Nr, | c |= j − β}.
On the other hand, since Hp is a finitely generated graded F -module of
dimension ≤ l, there exists a polynomial P (j) of degree ≤ l − 1 such that
P (j) = dimk [Hp]
j = dimk Tor
A
p (k, I
j) for j ≫ 0. Since Q(j) ≤ P (j) for
j ≫ 0, we immediately get that degQ(j) ≤ l − 1. ✷
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Remark 6.3.19 Given a homogeneous ideal I in the polynomial ring A gen-
erated by r forms of degree d, we considered its Rees algebra R with a natural
bigrading. By defining S = k[X1, . . . ,Xn, Y1, . . . , Yr] the polynomial ring with
the bigrading degXi = (1, 0), degYj = (d, 1), R is a bigraded finite S-module
in a natural way. Now let E be any bigraded finitely generated S-module, and
let consider the graded A-modules Ej = ⊕iE(i,j). By taking E instead of R,
we can get analogous results for the asymptotic behaviour of the A-modules
Ej . In particular, by considering E to be the form ring G of I, the integral
clousure of the Rees algebra R =
⊕
j I
j or the symmetric algebra SymA(I) of
I we have the asymptotic behaviour of Ij/Ij+1, Ij and Sym j(I).
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