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1. INTRODUCTION 
The ignition model for a high activation energy thermal explosion of a 
solid fuel in the n-dimensional unit sphere is given by 
u, - Au = 6e”, (4, t) E Q x (0, co 1, s>o 
45,0)=$(r), LtEQ (1) 
45, t) = 0, (5, t) E cm x co, @J), 
where ~(5, t) is the temperature perturbation of the boundary temperature 
of 52 and where 1,9(t) is a radially decreasing function (I,+((~) 2 I++((~) 2 0 for 
I~,I~It;,I~l)andA~+6exp(~)~Oon~. 
Let Ic/(<) - 0. For each integer n 3 1, there is a critical value 6* such that 
if 6 > 6*, then the solution to (1) is singular at a finite time T. In fact, 
solutions to (1) are radially symmetric, so u(& t) = u(r, t) where r = 14 1. 
The equations in (1) can be rewritten as 
n-1 
0, = v,, + - v, + Se”, O<r<l 
r 
u(r, 0) = 0, Odr<l (2) 
u,(r, 0) = 0, o(1, t)=O, O<t<T, 
where 6>6*. Let z=T-t, x=rTp’/‘, and 0(x, r) = u(r, t). It is suggested 
by Kassoy and Poland [ 1 ] that the asymptotic representation of 0 for each 
fixed x as r -+O+ is 
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Formally evaluating (2) with the above expression and grouping the 
appropriate terms leads to the equation for y(x) as 
where y’(O) = 0 and matching conditions at the boundary of the hot spot 
yield the condition 1 + $xy’(x) + 0 as x + co. These boundary conditions 
are summarized as 
Y’(O) = 0, lim [ 1 + +xy’(x)] = 0. (5) .);‘3c 
The nonexistence of solutions to (4)-(5) for the case n = 1 is answered by 
Bebernes and Troy [2]. Although n = 1,2, or 3 are the only physically 
relevant values, treating n as a continuous variable, the results of this paper 
show nonexistence of solutions to (4)-(5) for the cases 1 <n < 2. In the 
cases 2 < n < 10, Eberly and Troy [3] have shown that there are an infinite 
number of solutions to problem (4)-(5). As a consequence of this paper, 
the asymptotic expansion (3) is not valid in dimensions 1 and 2. However, 
using this result in Bebernes et al. [4], the asymptotic properties of 
solutions to (2) have been answered. 
We will consider Eq. (4) with the following initial conditions: 
y(0) = CI E R, y’(0) = 0. (6) 
2. ANALYSIS OF THE LINEAR PROBLEM 
Consider the linearized equation for (1 ), 
f” + c(x)“/-’ +f= 0, o<x<co, (7) 
where c(x) = (n - 1)/x - x/2. The function U(X) = 1 - x2/2n is the solution 
to (7) such that u(O) = 1, u’(0) = 0. Note that u has a unique zero fi. We 
want to analyze solutions v(x) to (7) such that 
lim x”+‘u(x)=O, 
x-o+ 
lim x”- ‘u’(x) = 1. 
x-o+ (8) 
For such solutions u(x) and u(x), 
U(X)[X”- ‘u’(x)] - u’(x)[x” - ‘u(x)] = e(1/4)J2. (9) 
NONEXISTENCE FOR THE KASSOY PROBLEM 403 
LEMMA 1. Let n= 1 and let v(x) be the solution to (7)-(8). Then the 
following hold: 
(4 v has exactly two zeros, z, = 0 and z2 > J? 
(b) (u/v)‘<Ofor x#z, or z2 and (u/t;)-+0 as x--t a, 
(c) u - Au has two zeros for A > 0 and one zero for A < 0. 
Proof The solution to (7)(8) can be represented by a power series 
which converges for x > 0, 
u(x)=x+ f 2k+ I a2k+lX ? 
k=l 
where 4k(2k+1)a2,+,=(2k-3)a,,-,, a,=l. For k>l, azk+,<O, so 
u” < 0 and u(x) < x -x3/12. There must be a second zero z2<fi. From 
(9), v(fi) = a, so z2 > $. 
From (9), (u/v)’ = -exp(ax2)[v(x)] P2 < 0. For x > z2, (u/v) > 0. Thus, 
the limit of (u/v) at cc exists and since u(x) = 1 -+x2, it is easy to see that 
the limit is 0. 
A zero of the function u(x) -Au(x), A # 0, corresponds to a solution of 
(u/v)(x) = A. The graph of (u/u) has two connected components with 
domains (0, z2) and (z2, co). For A > 0, (u/v)(x) = A has a solution on each 
of the two components and for A < 0, there is only a solution on the first 
component. 1 
LEMMA 2. Let n 22.. Let v(x) be any solution to (7)-(8). Then the 
following hold: 
(a) v has exactly two zeros, z, E (0, 6) and z2 E (fi, GO) 
(b) (u/u)‘<Ofor x=z, or z2 and (u/v)+ m as x4 c;o 
(c) u-Au has two zeros for all A # 0. 




where O<x<{,<a<fi. Clearly v(x)<0 on (0, [,) and v([,)=O. 
Using L’Hopital’s rule, one can show that xnP ‘u(x) + 0 as x -+ Of. This 
and (9) imply that xRP’v’(x) +K as x-+0+, K>O. 
If v’(X) = 0 for some first X E (0, [,), then using (7), u”(X) = -u(X) > 0, a 
contradiction to v’(x)>0 on (0, X). So u’(x) ~0 on (0, {,) and (by 
uniqueness to initial value problems) u’([i) > 0. 
Let f(x)=exp(-#) v’([,)[U([,) V(x)- I’([,) U(x)], where U and V’ 
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are the linearly independent solutions to (7) for n = 1 discussed in 
Lemma 1. Then f(x) is a solution to (7) for n = 1, and by Lemma 1 and 
since (U/V)([,) > 0, f has two zeros, cl and z > il. 
Let W(X) = fu' -f ‘u. Then u” - &XV’ + u = - ((n - 1 )/x) a’ < 0 while u’ > 0. 
On (iI, co), while f and o’ are positive, w’ - +XW d 0, w(c, ) = 0. Thus, 
(u/f )’ = w/f * < 0 and D(X) <f(x). But since f has a second zero, there must 
be an X > 5, such that u’(X) < 0, v”(X) = -u(X) < 0. If u were to remain 
positive for x > X, then there must be a T large such that u(T) > 0, c(T) < 0, 
u’(T) < 0, and u”(T) > 0. This implies that 0 < (u” + cu’ + u)(T) =O, a 
contradiction. So u(x) must have a second zero, i2. Observe in (10) that 
u(x)>OforxE([I,J1) n , so c, > ,/%. The integral representation for v(x) 
on (c2, co) must be, for some p > 0, 
u(x) =pu(x) jx s1 +‘e(“4bs2[~(~)] -* ds 
12 
by uniqueness to initial value problems. Thus, u(x) < 0 on (cZ, cc ) and so u 
has exactly two zeros, [, E (0, 6) and iZ E (fi, cc ). 
As in Lemma 1, (U/U)’ < 0 and (u/u) + 0 as x + co. In this case, the graph 
of (U/U) has three component with domains [0, cl), ({r, i2), and (i2, co). 
One can see that (U/U)(X) = A has two zeros for any A # 0, and so u -Au 
has two zeros for A # 0. Also note that despite the fact that i, < 3, any 
solution of the form Bu + u satisfies conditions (8) and (9) as long as u 
satisfies condition (4). From the geometry of the components of the graph 
of (u/u), Bu + u may have its zero arbitrarily close to &. 1 
3. COUNTING OF ZEROS FOR SOLUTIONS TO (4)-(6) 
LEMMA 3. For 01 >O, any solution to (4t(6) has at most three zeros. 
Moreouer, any solution with exactly three zeros cannot satisfy (5). 
For GI < 0, any solution y to (4)-(6) has at most two zeros. Moreover, 
any solution with exactly two zeros cannot satisfy condition (5). 
Proof: From (4), y” + c(x) y’ + y = -(e’- y - 1) 6 0. Let z = J’% and 
w(x)= uy’-~‘y. On [O, z], u>O, so w’+ c(x) w  ~0 and w(0) =O. But 
(y/u)’ = y/u* < 0, so y(x) < au(x) on [0, z] and y(z) < 0. 
For c1> 0, this forces y to have a first zero r, E (0, z). If 01< 0, suppose 
that y remains negative for all x. Since [~~~~e-(~‘~)~~y’(x)]‘= 
-Xn~1e-(1/4)x2 [eYcx) - 11, while y < 0, y’ must be positive. Consequenctly, 
there must be a value X large such that y(X) < 0, y’(X) > 0, c(X) < 0, and 
y”(X) < 0. But then (y” + cy’ + e-” - 1 )(X) < 0, a contradiction. So y must 
have a first zero rl E (z, co ). 
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For a > 0, if y has two more zeros, say r2 and r, then y’(r) < 0. If r 6 z, 
then there is a T< z such that y’(T) = 0 and y(T) > 0. In this case, 
w(T) = -u’(T) y(T) > 0, a contradiction to w(x) 6 0 on [0, z]. Thus, r > z. 
Also, since y(z) ~0, r2 >z. For a ~0, if y has one more zero, say r, then 
z<r,<r and y’(r)<O. 
For cc#O, w(r)=u(r)y’(r)>O and on [z, co), w’+ c(x) ~~20 since 
U(X) < 0. Thus, (y/u)’ > 0 and y(x) <pu(x) < 0 for some positive constant 
p, and x > x0 > r. Consequently, y can have no more zeros. It is also 
immediate from the bound pu(x) that condition (5) cannot be met. 1 
LEMMA 4. Any solution y(x) to (4) such that y> 0 eventually cannot 
satisfy condition (5). As a consequence, (4)-(5) has no solution for a < 0. 
ProojI Let w(x) = uy’ - u’y and let r be the last zero of y. Suppose that 
there is a X > r such that w(X) = 0. Since w’ + c(x) u’ 2 0 on [z, co), it must 
be that u(x) > 0 on [X, co). Then for T> X, it is true that 
x n I e-(1!4)5,,(X)~ T”-le (I~4)5,(73=,,>(). 
Thus, (y/u)’ = w/u’ >px’ -ne(1’4)uz/~(~) =p(u/u)‘, where v is the function 
constructed in Lemma 1 (n = 1) or Lemma 2 (n 3 2). On (T, co), 
y(x)~pv(x)+ku(x)=pv(x) l+- 
[ :%I 
for some constant k. But since (u/u) -0 as x-+ co, y(x)<+(x) for x 
sufficiently large. This forces y to have another zero since v is negative for x 
large. This contradicts the hypothesis that y>O for x> r. 
It must be that w(x) <O on [r, co). So (y/u)‘< 0 and y(x) 2 ku(x)>O 
for some constant k < 0 and for x > x0 > r. Consequently, for this solution 
condition (5) cannot be met. 1 
If a < 0, then a solution with one zero satisfies y > 0 eventually, so y is 
not a solution to (4)-(5). We have already seen by Lemma 3 that for a < 0 
a solution y can have at most two zeros. Those with exactly two zeros 
cannot be solutions to (4))(5) either. Thus, for a<O, (4)-(5) has no 
solution. 
4. ANALYSIS OF SOLUTIONS WHICH HAVE A UNIQUE ZERO AND cr>O 
We need only deal with solutions to (4)-(6) where a > 0 and which have 
a unique zero (by Lemma 4). Define the set S by 
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S= {y(x) : y is a solution to (4)-(6), y has a 
unique zero on [ 0, a3 ), and r > 0 } 
Define h(x) = y” + ((n - 1)/x) y’, where y E S. 
LEMMA 5. Zf / h(x)1 3 E > 0 for x > X, then y(x) cannot satisfy condition 
(5). 
Proof: If h(x)>& >O for x2X, then (xn-‘y’)’ >EY-’ implies that 
v’(x) 2 kx’ -’ + &x/n for some constant k and for x 3 2. So 1 -I- &x/(x) B 
I+ tkx2-” + &x2/n which forces 1 + ixy’ --) x for n > 1 as x --, CQ. That is, 
condition (5) is not met. Similarly, if h(x) < -a ~0 for x2-2, then 
condition (5) cannot be met. 1 
It can be shown that h(x) satisfies the second-order equation 
h” + c(x) h’ + (& - 1) h = - ey( y’)‘, o<x<ccl 
h(0) = 1 - ea, h’(0) = 0. 
(11) 





g” + c(x) g’ + (el’ - 1) g = 0, o<x<m 
g(O) = 1, g’(0) = 0. 
From Eq. (4), we also have that 
(13) 
h(x) = g(x) - e”‘“‘. (14) 
Let w(x) =gh’-g’h. While g > 0, Eqs. (11) and (13) imply that 
w’ + c(x) w  = - ey( y’)’ g, w(O) = 0. Thus, 
w(x) = -x1 -O,Cl/4).~~ 
s 
y sl -. n,-(l/4)s*e”‘.~’ C~Wl’d~) ds 
0 
=: -,y 1 -new4)r*qX), 
where Z(x) > 0. But (h/g)’ = w/g2, so 
h(x) = (1 -e”)g(x)-g(x) ~~s’--“e”‘4”“r(.~)[g(s)7-2 ds. (15) 
LEMMA 6. Let y E S. There is an X > 0 such that g(x) # 0 and g’(x) # 0 
for x 3 X. 
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Proof: Since y E S, y’ < 0 for x > 0 (it is easy to argue that if y’ = 0 for 
some positive x, then y must have another zero-cf. Lemma 3). As a result, 
g(x)< 1 for all x>O. 
If g has a sequence of unbounded zeros, then there must also be an 
unbounded sequence of zeros of g’, say { xk } 7. There will be a first k, say 
k = m, where y(x,) < 0 and g(x,) < 0. Equation (13) implies that g”(x*) = 
[ 1 - exp( y(x,))] g(x,) < 0. This would contradict the fact that g’ < 0 in a 
left neighborhood of x,. Thus, g cannot have an unbounded sequence of 
zeros. So there is an x0 > 0 such that g(x) # 0 for x 3 x,,. 
Suppose g(x) > 0 for x 3 x0. If there were a sequence of unbounded zeros 
for g’, say Jxk};C, then Eq. (13) would imply that g”(xk) = 
[ 1 - e”(xk)] g(xk) is positive for k sufficiently large. This is a contradiction 
since g would have local minimums at the xk’s without any local 
maximums between. A similar argument holds for g(x) < 0 for x 2 x0. 
Thus, there is an x1 > 0 such that g’(x) # 0 for x 3 x,. 
Let x=max(x,,xi). Then g(x)#O and g’(x)#O for x3X. 1 
LEMMA 7. Let y E S. Then g(x) must have at least one zero. 
Proof Suppose that 1 > g(x) 2 E > 0 for x > 0. Then Eq. (15) implies 
that h(x) 2 (1 - e’) E = -k < 0. Using the definition for h, y’(x) d - kx/n 
for x 2 0 and so g(x) < 1 - kx2/2n. Thus, g must have a zero, x0 d ,/2n!‘k. 
If g(x) > 0 for x 20 and is not bounded away from zero, then by 
Lemma 6, lim,,, g(x) = ii%.,, 
lim x-m h(x) = -lim,- g(x) s;; 
g’(x) =O. Also, by Eq. (14), we have T 
s’ ~“e’“4’“LZ(.~)[g(s)] 2 ds =hm,,, 
~~-~e(~‘~)-~~Z(x)[g~(x)]~’ = L-X. Thus, h(x)< -kc0 for ~20, and as 
before, g must have a zero. 1 
5. THE MAIN RESULT FOR n=l OR 2 
THEOREM. Zf n = 1 or 2, then any solution to (4))(6) cannot satisfy 
condition (5). Consequently, the asymptotic expansion (3) is not valid for 
n= 1,2. 
Proof: In view of the results of Section 3, we need only consider 
solutions y E S. From Lemma 7, g must have a first zero, x0. If there were 
an xi >x, such that g’(x,)=O and g(x,)<O, then for n= 1 or 2, Eq. (12) 
implies that 
0< -ix,g(x,)= -~x,eLlr’l+~I.l(,~,)<O. 
This is a contradiction, so g’(x) ~0 for x2x,. Consequently, g(x) d 
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--~-co for x>X>x,. Equation (14) implies that h(x) Q -E for x 3 X. By 
Lemma 5, y(x) cannot be a solution to (4)-(5). m 
As pointed out earlier, the arguments above can be used treating n as a 
continuous variable. Thus, (4t(5) has no solution for 1 d n d 2. 
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