We consider the number of paths that must pass through a subset X of vertices of a network N in a maximum sequence of independent paths connecting two vertices y and z. We show that when X is a singleton, that number equals the difference between the maximum flow value from y to z in N and the maximum flow value from y to z in the network obtained by N setting equal 0 the capacities of arcs incident to X. We show that this does not happen when |X| ě 2. Consequently, we define two distinct group centrality measures involving paths and flows and satisfying monotonicity, inspired by the flow betweenness centrality.
Introduction
A network is a triple N " pV, A, cq, where V is a finite set of vertices with |V | ě 2, A " tpx, yq P V 2 : x ‰ yu is the set of arcs and c is a function from A to N Y t0u. A centrality measure is a function µ associating with every network N " pV, A, cq and every x P V a real number µ N pxq; a group centrality measure is instead a function µ associating with every network N " pV, A, cq and every subset X of V a real number µ N pXq.
Many centrality measures have been proposed since the 50's as social science instruments and have become now a tool largely used in physics and biology (Freeman, 2008) . Among them we recall the Katz centrality (Katz, 1953) , the closeness centrality (Bavelas, 1959 , Sabidussi, 1966 , the eigenvector centrality (Bonacich, 1972) , the degree centrality (Nieminen, 1974) , the betweenness centrality (Freeman, 1979) , the flow betweenness centrality (Freeman et al., 1991) and, more recently, the PageRank centrality (Page et al., 1998) . Some of those centrality measures have been extended to group centrality measures Borgatti 1999, 2005) . As well recognized in the literature, each centrality measure is suitable for a specific range of applications and describes, to a different extent and scope, notions such as importance, prestige, or power of the vertices of the network.
In this paper we are concerned on centrality measures based on maximum flows. The concept of flow is certainly one of the most fruitful concepts of graph theory with a pletora of recent applications varying from transport engineering to social choice theory and financial networks (see, for instance, Trimponias et al., 2017; Bubboloni and Gori, 2018; Eboli, 2019) . The powerful maxflow-mincut theorem by Ford and Fulkerson (1956) immensely contributed to the success of that concept, giving rise to the manageable augmenting path algorithm for computing maximum flows.
Anyway, it seems that flows had not played yet, in the context of centrality, the deep role that they would deserve. For instance, we believe that flow centrality measures could be perfect in the comprehension of some citation networks (Section 6).
Our enquiry starts with the analysis of the flow betweenness centrality measure. In fact, there are two versions of that measure in the literature, both appearing, for instance, in the UCINET software (Borgatti et al, 2002) and also in the R sna package (2007) . The most recent version, inspired by the ideas of Freeman et al. (1991) but nearer to the approach by Freeman (1979) , is defined, for every network N " pV, A, cq and every x P V , by
(1)
That measure involves the maximum flow from y to z in N , here denoted by ϕ N yz , and the number λ N yz pxq, introduced by Freeman et al. (1991, pp.147-148) as the maximum flow from y to z that passes through point x. Such a qualitative description of λ N yz pxq does not immediately correspond to a formal mathematical definition and in fact, to the best of our knowledge, no formal definition of λ N yz pxq is currently present in the literature. Some contributions, however, help to clarify the concept. In the description of the flow betweeneess centrality in UCINET, λ N yz pxq is described as the amount of flow between vertex y and vertex z which must pass through x for any maximum flow. 1 Moreover, Borgatti and Everett (2006, p.10) state that:
An interesting aspect of flow betweenness is how it is computed. Because the sets of edge independent paths between any two nodes are not unique, flow betweenness cannot be calculated directly by counting paths. Instead, programs like UCINET (Borgatti et al. 2002) essentially simulate the gatekeeping process by calculating flows between all pairs of nodes in the network, then removing the node whose centrality is being measured, and then recalculating the flows.
Thus, Borgatti and Everett (2006) interestingly link λ N yz pxq to the edge independent paths passing through x in a maximum flow between y and z and, at the same time, due to the difficulties in managing the concept, they explain that in UCINET the number λ N yz pxq is replaced by the difference ϕ N yz´ϕ Nx yz , where N x is the network obtained by N by letting all the capacity related to arcs incident to x be zero. Indeed, the identification of λ N yz pxq with ϕ N yz´ϕ Nx yz is very common in the literature (Koschützki et al., 2005; R sna package, 2007; Gómez et al., 2013) . Surely paths give a vivid interpretation of situations and concepts but are hard to manage. In fact, in Trimponias et al. (2017) it is proved that given a network N " pV, A, cq such that cpAq Ď t0, 1u and three distinct vertices x, y, z P V , it is NP hard proving whether there is a path from y to z passing through x. On the other hand, flows are less intuitive but easy to compute thanks to the polynomial augmenting path algorithm. Fortunately, as shown in detail in Section 7, in many situations one can interchange flows and paths. Inspired by the ideas described above, in this paper we interpret λ N yz pxq as the number of paths that must pass through a given vertex x in a maximum sequence of independent paths connecting the vertices y and z of the network N . We start providing a formal definition of λ N yz pxq (see (10)) and, on the basis of that definition, we prove the main result of the paper (Theorem 5), namely that, for every network N " pV, A, cq and every x, y, z P V , with y ‰ z, we have λ N yz pxq " ϕ N yz´ϕ Nx yz .
(2)
As a consequence, we show that the identification of λ N yz pxq and ϕ N yz´ϕ Nx yz usually made in the literature is fully justified. We stress that the proof of (2) is not a trivial exercise and requires instead a quite sophisticated argument involving some aspects of flow theory and, in particular, the Flow Decomposition Theorem (Theorem 15).
In Sections 3 and 4, we introduce two new group centrality measures inspired to Λ. Those measures, called full flow betweeneess group centrality measure and full flow vitality group centrality measure and respectively denoted by λ and ϕ, are defined, for every network N " pV, A, cq and every X Ď V , by
The formulas above involve two new quantities namely λ N yz pXq, defined as the number of paths that must pass through a given subset X of vertices in a maximum sequence of independent paths connecting two distinct vertices y and z of the network N , and the difference ϕ N yz´ϕ NX yz , where N X is the network obtained by N by letting all the capacities related to arcs incident to X be zero. Note that, differently from (1), the sum in the definition of λ N pXq and ϕ N pXq allows y, z P X.
Following the original intuition for a single vertex and the main result (2), one might expect that λ N yz pXq equals ϕ N yz´ϕ NX yz for every subset X of vertices, but that is not true, in general, when X is not a singleton (Proposition 7). In Section 5, some properties of λ and ϕ are studied. In particular, we prove that, for every X Ď V , λ N pXq ě ϕ N pXq and that λ N pXq " ϕ N pXq not only when |X| ď 1, as immediately implied by (2), but also when |V zX| ď 1. We also prove that λ and ϕ are not the same group centrality measures. Moreover, we show that λ and ϕ are monotonic, that is, X Ď Y Ď V implies λ N pXq ď λ N pY q and ϕ N pXq ď ϕ N pY q. In Section 9, such an important property is proved not to be shared by the generalization of Λ to groups built according to Borgatti (1999, 2005) through the substitution of txu by X in (1).
Of course, by the results of Trimponias et al. (2017) about the complexity of the determinations of paths from y to z passing through x, also the computation of λ N yz pXq by means of its definition in terms of paths is NP hard. The equality λ N yz pxq " ϕ N yz´ϕ Nx yz shows that, at least for X " txu, the quantity λ N yz pXq can be computed via a polynomial time algorithm since it reduces to a standard computation of flows in a network. That is not, in general, true if X is not a singleton so that, despite of its appealing definition, λ seems difficult to be used in practical situations. On the contrary, ϕ appears very easy to use and naturally rich in desirable properties.
Preliminary definitions and notation
Throughout the paper, N denotes the set of positive integers and N 0 " N Y t0u. If s P N 0 we set rss " tn P N : n ď su. In particular, r0s " ∅ and |rss| " s for all s P N 0 . Throughout the paper, as usual, the sum of real numbers (of real valued functions) over an empty set of indices is assumed to be the number 0 (the constant function 0).
Let V be a finite set with |V | ě 2. The complete digraph with vertex set V is the pair pV, Aq, where A " tpx, yq P V 2 : x ‰ yu is the arc set. Obviously, we have |A| " |V | 2´| V |. The set of the complete digraphs is denoted by G . 2 A network is a triple pV, A, cq, where pV, Aq P G and c is a function from A to N 0 called capacity. The set of networks is denoted by N .
Consider the set U " ppV, A, cq, Xq P Nˆ2 N : X Ď V ( whose elements are ordered pairs having a network as first component and a subset of its vertices as second component. A group centrality measure (gcm) is function from U to R. 3 If µ is a group centrality measure, we denote the value of µ at pN, Xq P U by µ N pXq and we interpret it as a measure of the importance of the set of vertices X in N . For simplicity, we also write µ N pxq instead of µ N ptxuq. 4 We say that µ is normal if µpUq Ď r0, 1s.
3 The full flow vitality group centrality measure
In order to define the full flow vitality gcm, we need to recall some concepts about network theory. Let N " pV, A, cq P N be fixed in the rest of the section. If a " px, yq P A we call x and y the endpoints of a and say that a enters into y and outgoes from x.
Let X Ď V . An arc a P A is called incident to X if at least one of its endpoints belongs to X. The set of arcs incident to X is denoted by p A X . We define next
Note that A X is the set of arcs in A with a unique endpoint belonging to X. In particular, A X Ď p A X . The capacity of X is defined by cpXq " ÿ aPAX cpaq.
Note that cpxq is the so-called outdegree of x while cpV ztxuq is the so-called indegree of x. We define the network N X " pV, A, c X q P N , by setting, for every a P A,
Let y, z P V be distinct. Recall that a flow from y to z in N is a function f : A Ñ N 0 such that, for every a P A, 0 ď f paq ď cpaq (compatibility)
and, for every x P V zty, zu, ÿ aPAx f paq " ÿ aPAx f paq (conservation law).
The function f 0 : A Ñ N 0 defined by f 0 paq " 0 for all a P A is a flow, called the null flow. The set of flows from y to z in N is denoted by F pN, y, zq. Given f P F pN, y, zq, the value of f is the
is called the maximum flow value from y to z in N . If f P F pN, y, zq is such that vpf q " ϕ N yz , then f is called a maximum flow from y to z in N . The set of maximum flows from y to z in N is denoted by MpN, y, zq.
For every pN, Xq P U with N " pV, A, cq and py, zq P A, we set
The full flow vitality gcm, denoted by ϕ, and its normalized version, denoted by ϕ ν , are defined, for every pN, Xq P U with N " pV, A, cq, by
and
The fact that ϕ ν is a normal gcm follows from Propositions 3 and 8piiiq proved in Section 5. Note that ϕ is a vitality measure in the sense of Koschützki et al. (2005) , which justifies its name. 5 Indeed, its value at a given set of vertices X takes into consideration how much the set X impacts the global flow of the network, when X is eliminated from the network itself.
We emphasize that in (5) we are summing over the maximum set of arcs which makes the definition meaningful, that is over A N " tpu, vq P A : ϕ N uv ą 0u. This corresponds to the idea of a uniform treatment for the vertices in the network. On the other hand, it is surely possible to figure out applications in which, instead, a differentiation of vertices is reasonable. For instance, one could be interested into a partition of the vertex set V into two sets V 1 and V 2 and in considering only flows from vertices belonging to V 1 to vertices belonging to V 2 . In that case, it is possible to sum over the arcs belonging to the set of arcs
More generally, we can introduce a generalization of the full flow vitality gcm by considering B Ď A and setting
Interestingly another possible generalization of (5) comes by defining for B Ď A, the number
where N B denotes the network obtained from N by letting equal to 0 the capacities of the arcs in B. Next, for every C Ď A we define
obtaining a so called centrality measures for groups of arcs. Note that, if X Ď V , then ϕ N pXq " ϕ N p p A X q. 
The full flow betweenness group centrality measure
In order to define the full flow betweenness gcm, we need to recall some concepts about paths and cycles in a network. Let pV, Aq P G and y, z P V be distinct. A path γ in pV, Aq is a pair ppx 1 , . . . , x m q, pa 1 , . . . , a m´1 qq, where m ě 2, x 1 , . . . , x m are distinct elements of V and, for every i P t1, . . . , m´1u, a i " px i , x i`1 q. We say that γ is a path from y to z if x 1 " y and x m " z. A cycle γ in pV, Aq is a pair ppx 1 , . . . , x m q, pa 1 , . . . , a m´1 qq, where m ě 3, x 1 , . . . , x m´1 are distinct elements of V , x m " x 1 and, for every i P t1, . . . , m´1u, a i " px i , x i`1 q.
Let γ " ppx 1 , . . . , x m q, pa 1 , . . . , a m´1be a path or a cycle in pV, Aq. Then x 1 , . . . , x m are called the vertices of γ and a 1 , . . . , a m´1 are called the arcs of γ. The set of vertices of γ is denoted by V pγq and the set of arcs of γ by Apγq. Since γ is completely determined by its vertices, we usually
Let N " pV, A, cq P N . A path (cycle) γ in pV, Aq is called a path (cycle) in N if, for every arc a P Apγq, cpaq ě 1. The set of paths from y to z in N is denoted by P N yz . The set of cycles in N is denoted by C N .
Let now k P N 0 and X be a set. If k ě 1, a sequence of k elements in X is an element x " px j q jPrks of the cartesian product X k . If X ‰ ∅, then x j P X, for j P rks, is called a component of x. Note that, if X " ∅, then there exists no sequence of k elements in X because ∅ k " ∅. If k " 0 we instead set X 0 " tpqu and call the symbol pq the sequence of 0 elements of X. In order to get a uniform notation with respect to the case k ě 1, we will always interpret a writing of the type px j q jPr0s as pq.
Given k P N 0 , we will be interested in sequences γ " pγ j q jPrks of k paths from y to z in N (that is, of k elements in P N yz ), and also on sequences ω " pω j q jPrks of k cycles in N (that is, of k elements in C N ). A sequence γ " pγ j q jPrks of k paths from y to z in N is called independent if, for every a P A, |tj P rks : a P Apγ j qu| ď cpaq.
The set of sequences of k independent paths from y to z in N is denoted by S N,k yz . Note that S N,0 yz " tp qu and that P N yz " H implies S N,k yz " H for all k P N. The set of sequences of independent paths from y to z in N is defined by
Note that, since p q P S N yz , we have that S N yz ‰ ∅. In particular, P N yz " ∅ if and only if S N yz " tp qu. If γ P S N,k yz , we say that the length of γ is k and we write lpγq " k. In particular, lpγq " 0 if and only if γ " p q.
Let N " pV, A, cq P N and let y, z P V be distinct. We set
Note that λ N yz coincides with the maximum length of a sequence of independent paths from y to z in N and that λ N yz " 0 if and only if P N yz " ∅. The set of maximum sequences of independent paths from y to z in N is defined by
By Lemma 7.1.5 in Bang-Jensen and Gutin (2008), we know that
By (9), we have then that
Given γ P S N yz and X Ď V , we denote by l X pγq the number of components of γ passing through X. Formally, if γ " pγ j q jPrks P S N yz , where k P N 0 , we set l X pγq " |tj P rks : γ j passes through Xu|.
Note that if γ, γ 1 P S N yz differ only for the order of their components, then l X pγq " l X pγ 1 q. We finally define 6 λ N yz pXq " min
Note that, since M N yz ‰ ∅, λ N yz pXq is meaningful. In particular, λ N yz pXq " 0 if and only if there exists γ P M N yz such that l X pγq " 0, that is, none of the paths of γ passes through X. It is also interesting to observe that if y P X or z P X, then we have λ N yz pXq " ϕ N yz . We also set M N yz pXq " arg min γPM N yz l X pγq.
Note that M N yz pXq ‰ ∅ and that if γ P M N yz pXq, then l X pγq " λ N yz pXq and lpγq " ϕ N yz . In other words, the set M N yz pXq collects the maximum sequences of independent paths from y to z in N minimally passing through X.
The full flow betweenness gcm, denoted by λ, and its normalized version, denoted by λ ν , are now defined, for every pN, Xq P U with N " pV, A, cq, by
The fact that λ ν is a normal gcm follows from Propositions 3 and 8piiiq proved in Section 5. Note that, for every N P N and x P V , differently from the definition (1) of Λ N pxq, in computing λ N pxq we sum over all the couples py, zq P A such that ϕ N yz ą 0. That choice justifies the adjective full for our measure λ. Of course, the contribution coming from couples of type px, zq P A or py, xq P A is 0 if no path exists between the considered vertices and 1 if at least a path exists. In particular, if the network is strongly connected, that is P yz ‰ ∅ for all py, zq P A, then we have λ N pxq " Λ N pxq`2p|V |´1q.
Note that the gcm λ is a typical betweenness measure because it takes into considerations to which extent the paths in the network are forced to pass through a set of vertices. This makes λ conceptually different from ϕ which is instead a typical vitality measure.
We close this section with a final comment about some misunderstandings that appeared in the literature when X " txu. Newman (2005, p There are two kinds of problems in the above sentences. First, it is not immediately clear what is intended by "flow over x in any of the possible maximum network flow paths sets"; secondly, the idea to take a maximum instead of a minimum. For what concerns the first question there is a way out because a formal definition is possible. Indeed, consider N " pV, A, cq P N , py, zq P A and f P F pN, y, zq. For every x P V , we define the flow through x with respect to f as
and the flow that must pass through x in any maximum flow as
The next proposition shows that in fact δ N yz pxq agrees with λ N yz pxq and can be interpreted as a characterization of λ N yz pxq. Proposition 1. Let N " pV, A, cq P N , py, zq P A and x P V . Then δ N yz pxq " λ N yz pxq. The proof of the above result will be presented in Section 8 once the crucial relation between paths passing through X Ď V and flows in the network pV, A, cq will be definitely illuminated.
We instead believe that the idea to take the maximum of the values f pxq is not in line with the spirit of the original definition by Freeman et al. (1991) , since the scope is to get the number of independent paths from y to z that must necessarily pass through X. Note that the number max f PMpN,y,zq f pxq could surely be considered interesting. It describes the flow that can pass through x in any maximum flow. Observe that this object is computationally hard. Indeed, establishing if it is different from 0 is equivalent to deciding if a path from y to z in N through x exists, and this problem in NP-hard as shown in Trimponias et al. (2017) .
Properties of ϕ and λ
In this section, we explore the properties of the gcms introduced in Sections 3 and 4. We start with a preliminary lemma that will be frequently used throughout the paper. Lemma 2. Let N " pV, A, cq P N , N 1 " pV, A, c 1 q P N and py, zq P A. Assume that, for every a P A, c 1 paq ď cpaq. Then, the following facts hold true:
pivq ϕ N 1 yz pxq can be greater than ϕ N yz pxq.
Proof. piq Let γ " pγ j q jPrks P S N 1 yz , where k P N 0 . Then, for every a P A, we have |tj P rks : a P Apγ j qu| ď c 1 paq ď cpaq and thus γ P S N yz . Recall now that, by definition, M N 1 yz Ď S N 1 yz .
piiq Let f P F pN 1 , y, zq. Then f : A Ñ N 0 is such that @a P A, f paq ď c 1 paq ď cpaq,
Thus, f P F pN, y, zq. piiiq Let f P MpN 1 , y, zq. Thus, vpf q " ϕ N 1 yz . By piiq, we know that f P F pN, y, zq. Thus, ϕ N 1 yz " vpf q ď ϕ N yz . pivq Consider the network N " pV, A, cq, where V " ty, z, t, u, xu and c equals 1 on the arcs of the set B " tpy, tq, pt, zq, py, uq, pu, xq, pu, zq, px, zqu and c equals 0 on the arcs of the set AzB. It is easily checked that ϕ N yz pxq " 0. Consider next the network N 1 " pV, A, c 1 q, where c 1 equals 1 on the arcs of the set B 1 " Bztpu, zqu and c 1 equals 0 on the arcs of the set AzB 1 . Then, obviously, we have that, for every a P A, c 1 paq ď cpaq and it is immediately observed that ϕ N 1 yz pxq " 1. The next Proposition 3 shows that our gcms always lead to nonnegative values. Proposition 4 shows that, as one may expect, the level of centrality of the empty set is the minimum, independently on the network.
Proposition 3. Let pN, Xq P U. Then ϕ N pXq ě 0, ϕ N ν pXq ě 0, λ N pXq ě 0 and λ N ν pXq ě 0.
Proof. Assume N " pV, A, cq. Since, for every a P A, c X paq ď cpaq, by Lemma 2piiiq we get that, for every py, zq P A, ϕ NX yz ď ϕ N yz , that is, ϕ N yz pXq ě 0. Moreover, by definition, we have that, for every py, zq P A, λ N yz pXq ě 0. The desired inequalities then immediately follow.
Proof. Assume N " pV, A, cq and let py, zq P A. Since N " N ∅ , we have ϕ N yz " ϕ N∅ yz and then ϕ N yz pXq " 0. Moreover, trivially, we have λ N yz p∅q " 0. The desired equalities then immediately follow.
The following theorem is the main result of the paper. Its proof is tricky and will be presented in Section 8 after having introduced some preparatory definitions and results. That result was partially conjectured in Ghiggi (2017) . Theorem 5. Let N " pV, A, cq P N . Then, for every x P V and py, zq P A, we have λ N yz pxq " ϕ N yz pxq. Moreover, for every x P V , ϕ N pxq " λ N pxq and ϕ N ν pxq " λ N ν pxq.
Proposition 6 shows that, for any given network, our measures also agree on all the subsets of vertices containing at least all the vertices but one. Proposition 6. Let N " pV, A, cq P N and X Ď V such that |X| ď 1 or |V zX| ď 1. Then ϕ N pXq " λ N pXq and ϕ N ν pXq " λ N ν pXq.
Proof. Assume first that |X| ď 1. Then the equalities ϕ N pXq " λ N pXq and ϕ N ν pXq " λ N ν pXq follows from Proposition 4 and Theorem 5.
Assume now that |V zX| ď 1. Let py, zq P A. Then we have ϕ NX yz " 0, because c X paq " 0 for all a P A. Thus, ϕ N yz pXq " ϕ N yz . Moreover, we also have λ N yz pXq " ϕ N yz because at least one among y and z must belong to X and thus every path from y to z passes through X. As a consequence, ϕ N yz pXq " λ N yz pXq. The desired equalities then immediately follow.
The next proposition shows that the equalities ϕ N pXq " λ N pXq and ϕ N ν pXq " λ N ν pXq are not generally true. The result follows by an example due to Bang-Jensen (2019) . It ultimately clarifies that vitality and betweenness centrality measures stem from very different principles which in no way give equivalent descriptions of the characteristics of a network. Thus, Theorem 5 is a pure miracle.
Proposition 7. There exist N " pV, A, cq P N , X Ď V and py, zq P A such that λ N yz pXq ą ϕ N yz pXq. Moreover, ϕ N pXq ă λ N pXq and ϕ N ν pXq ă λ N ν pXq. Proof. Consider N " pV, A, cq P N , where V " ty, z, u 1 , u 2 , v 1 , v 2 , x 1 , x 2 u and c equals 1 on the arcs of the set
and c equals 0 on the arcs of the set AzB. Consider then X " tx 1 , x 2 u and note that N X " pV, A, c X q is such that c X equals 1 on the arcs of the set
and c X equals 0 on the arcs of the set AzC. It is immediately checked that ϕ N yz " 3 and ϕ NX yz " 2, so that ϕ N yz pXq " 1. We show that λ N yz pXq ą ϕ N yz pXq proving that λ N yz pXq " 2. Consider γ " pyv 2 z, yu 2 x 2 v 1 z, yu 1 x 1 zq P M N yz .
Since l X pγq " 2, we have that λ N yz pXq ď 2. Moreover, by Proposition 8piq, we know that λ N yz pXq ě ϕ N yz pXq " 1. Thus λ N yz pXq P t1, 2u. Assume, by contradiction, that λ N yz pXq " 1. Then there exists µ " pµ 1 , µ 2 , µ 3 q P M N yz pXq such that only µ 3 passes through X. Thus,μ " pµ 1 , µ 2 q P S NX yz and, since ϕ NX yz " 2, we deduce that µ P M NX yz . Hence, it is immediately observed that there are only two possibilities for a sequence of two independent paths from y to z in N X (up to reordering of the components). More precisely, we haveμ " pyu 1 v 1 z, yu 2 v 2 zq orμ " pyu 1 v 1 z, yv 2 zq.
Ifμ " pyu 1 v 1 z, yu 2 v 2 zq, then µ " pyu 1 v 1 z, yu 2 v 2 z, µ 3 q. Assume first that µ 3 passes through x 1 . Then the only arc entering into x 1 and having capacity 1, that is pu 1 , x 1 q, must be an arc of µ 3 . That forces Apµ 3 q to contain also the arc py, u 1 q. On the other hand, that arc is also an arc of yu 1 v 1 z and we contradict the independence requirement. Similarly, if µ 3 passes through x 2 , then the only arc entering into x 2 and having capacity 1, that is pu 2 , x 2 q, must be an arc of µ 3 . That forces Apµ 3 q to contain also the arc py, u 2 q, which is an arc of the path yu 2 v 2 z, again against the independence requirement.
If nowμ " pyu 1 v 1 z, yv 2 zq, then µ " pyu 1 v 1 z, yv 2 z, µ 3 q. As in the previous case, there is no way to include x 1 as a vertex of µ 3 . Moreover, if µ 3 passes through x 2 , then necessarily µ 3 " yu 2 x 2 v 1 z. Hence, Apµ 3 q must contain the arc pv 1 , zq, which is an arc of yu 1 v 1 z against the independence requirement.
By Proposition 8piq, we know that, for every pu, vq P A, λ N uv pXq ě ϕ N uv pXq. Since we proved that λ N yz pXq ą ϕ N yz pXq and since ϕ N yz ą 0, we deduce that λ N pXq ą ϕ N pXq and λ N ν pXq ą ϕ N ν pXq.
Even though we cannot expect an equality between ϕ N pXq and λ N pXq, the next proposition shows that ϕ N pXq cannot be greater than λ N pXq. Proposition 8. Let N " pV, A, cq P N and X Ď V . Then the following facts hold:
piq for every py, zq P A, ϕ N yz pXq ď λ N yz pXq ď ϕ N yz , piiq ϕ N pXq ď λ N pXq ď |V | 2´| V |, piiiq ϕ N ν pXq ď λ N ν pXq ď 1. Proof. piq Fix py, zq P A. Let γ P M N yz pXq so that lpγq " ϕ N yz and l X pγq " λ N yz pXq. Let γ 1 be a sequence of independent paths having as components those components of γ not passing through X. Thus, γ 1 P S NX yz and lpγ 1 q " ϕ N yz´λ N yz pXq ď ϕ NX yz . As a consequence, ϕ N yz pXq " ϕ N yz´ϕ NX yz ď λ N yz pXq. Since, for every γ P M N yz , we have l X pγq ď lpγq " ϕ N yz and thus λ N yz pXq ď ϕ N yz . piiq By piq, for every py, zq P A such that ϕ N yz ą 0, we have that
which gives the desired chain of inequalities. piiiq It follows immediately from piiq.
We focus now on some monotonicity properties of the gcms under consideration. The first one shows that, for a given network, enlarging the subset of vertices cannot determine a decrease in the centrality level. That is a main property that, in our opinion, should be satisfied by any gcm. Proposition 9. Let N " pV, A, cq P N , X, Y Ď V with X Ď Y and py, zq P A. Then the following facts hold true: piq ϕ N yz pXq ď ϕ N yz pY q and λ N yz pXq ď λ N yz pY q;
piiq ϕ N pXq ď ϕ N pY q and ϕ N ν pXq ď ϕ N ν pY q; piiiq λ N pXq ď λ N pY q and λ N ν pXq ď λ N ν pY q. Proof. piq Since, for every a P A, c Y paq ď c X paq, by Lemma 2piiiq we get ϕ NY yz ď ϕ NX yz and thus ϕ N yz pXq ď ϕ N yz pY q. In order to show the other inequality, let γ˚P M N yz pY q so that l Y pγ˚q " λ N yz pY q. Since X Ď Y , the components of γ˚passing through Y are at least as many as those passing through X, that is l X pγ˚q ď l Y pγ˚q. Thus,
as desired. The proofs of piiq and piiiq immediately follow from piq, summing up over the arcs py, zq P A such that ϕ yz ą 0.
The next monotonicity property shows that, for a given network, an increase in the capacity on arcs incident to X cannot lead to a decrease in the centrality level of X, with respect to the centrality measure ϕ. We emphasize that this kind of property is invoked by Sabidussi (1966) as one of the main desirable properties for a centrality measure. It is not apparent if a similar property holds for the measure λ. Proposition 10. Let N " pV, A, cq P N , N 1 " pV, A, c 1 q P N and X Ď V . Assume that, for every a P Az p A X , c 1 paq " cpaq and that, for every a P p A X , c 1 paq ď cpaq. Then, for every py, zq P A, ϕ N 1 yz pXq ď ϕ N yz pXq. Moreover, ϕ N 1 pXq ď ϕ N pXq and ϕ N 1 ν pXq ď ϕ N ν pXq.
Proof. Consider py, zq P A. Since N 1 X " N X , we have ϕ N 1 X yz " ϕ NX yz . Moreover, by Lemma 2piiiq, we have ϕ N 1 yz ď ϕ N yz . Thus,
The proof that ϕ N 1 pXq ď ϕ N pXq and ϕ N 1 ν pXq ď ϕ N ν pXq is now immediate.
Given N " pV, A, cq P N , denote by N r " pV, A, c r q the so-called reversal network, where, for every px, yq P A, c r px, yq " cpy, xq. The next proposition describes the effects of reversing a network on the gcms under consideration. Proposition 11. Let N " pV, A, cq P N and X Ď V . Then, for every py, zq P A, ϕ N r yz pXq " ϕ N zy pXq and λ N r yz pXq " λ N zy pXq. Moreover, ϕ N r pXq " ϕ N pXq, ϕ N r ν pXq " ϕ N ν pXq, λ N r pXq " λ N pXq and λ N r ν pXq " λ N ν pXq.
Proof. Fix py, zq P A. It is immediately observed that ϕ N r yz " ϕ N zy and ϕ pNX q r yz " ϕ NX zy . Since pN r q X " pN X q r , we deduce that ϕ pN r qX yz " ϕ NX zy so that ϕ N r yz pXq " ϕ N zy pXq. Note next that if γ " x 1¨¨¨xm P P N r yz , then γ r " x m¨¨¨x1 P P N zy and that the map associating with γ P P N r yz the path γ r is a bijection from P N r yz to P N zy . It follows that S N r yz " S N zy and M N r yz pXq " M N zy pXq. Thus, λ N r yz pXq " λ N zy pXq. In order to prove ϕ N r pXq " ϕ N pXq, observe that
An analogous reasoning proves that λ N r pXq " λ N pXq. The equalities ϕ N r ν pXq " ϕ N ν pXq and λ N r ν pXq " λ N ν pXq immediately follow.
Given N " pV, A, cq P N and k P N 0 , denote by kN the network pV, A, kcq, where for every a P A, pkcqpaq " kcpaq. Then we have the following homogeneity property for ϕ. It is not apparent if a similar property holds for λ too. Proposition 12. Let N " pV, A, cq P N , X Ď V and k P N 0 . Then, for every py, zq P A, ϕ kN yz pXq " kϕ N yz pXq. Moreover, ϕ kN pXq " ϕ N pXq and ϕ kN ν pXq " ϕ N ν pXq.
Proof. The result is trivial if k " 0. Assume then k ě 1. Fix py, zq P A. By Proposition 9 in Bubboloni and Gori (2018) , we know that ϕ kN yz " kϕ N yz . Moreover, since pkN q X " kpN X q, we have that ϕ kN yz pXq " ϕ kN yz´ϕ pkN qX yz " kϕ N yz´k ϕ NX yz " kϕ N yz pXq. In order to prove ϕ kN pXq " ϕ N pXq, observe that
The equality ϕ kN ν pXq " ϕ N ν pXq immediately follows.
We finally observe that Propositions 3, 4, 9 and 10 still hold true by substituting ϕ for its generalized version (7). That fact is apparent looking at the proofs.
Citation networks
We briefly describe a context in which the use of the gcms λ and ϕ might turn out fruitful. Consider a scientific community V of scholars and the number cpx, yq of times that, within a certain fixed amount of time, a researcher x P V cites a researcher y P V . Construct then the corresponding citation network N " pV, A, cq P N . It is reasonable to think that, for x, y, z P V , if x cites y and y cites z, then indirectly x cites z so that z gains prestige not only from y but also from x. As a natural extension of this idea, citation paths may play a role in describing the importance of the scholars in V and can help in understanding who are the outstanding ones. A similar approach by path consideration is used for sport competitions in Bubboloni and Gori (2018) with the scope to obtain a ranking of teams.
Consider a situation in which two groups of k researchers X 1 and X 2 receive the same total amount of citations from the scholars outside the groups, that is, ř aPAX 1 cpaq " ř aPAX 2 cpaq. Suppose that you want to diversify them putting in evidence the quality of those citations. This quality can be evaluated by looking at those guys who cite the X i s and taking into account the number of citations they themselves receive. A first global approach that may decide the most important group X of researchers of size k consists in looking at all the possible paths in the network which are forced to pass through X, that is using λ. Indeed, if X maximizes λ N pXq among the groups of scholars of size k, then whoever you are in the scientific community, the group of scholars of size k that you are mostly obliged to directly or indirectly cite is X. Another reasonable global approach could be instead to look at the impact on the amount of direct and indirect citations in the network caused by a hypothetical absence from the scientific scenario of the scholars in X, that is using ϕ. Indeed, if X maximizes ϕ N pXq then the absence of X mostly damages the scientific community in its dynamic exchange of contacts, with the vitality of citations becoming extremely poor.
Paths and flows
We devote this section to explore the link between paths and flows. The rigorous description of that link, which makes use of arc functions and the so-called Flow Decomposition Theorem, a main result for network flows, constitutes a crucial tool for proving Theorem 5.
From paths to flows
Let pV, Aq P G . For every a P A, let χ a : A Ñ N 0 be the function defined by χ a paq " 1 and χ a pbq " 0 for b P Aztau. Those functions are called arc functions. If γ is a path or a cycle in pV, Aq, we define
The next result shows how every sequence of independent paths defines a flow.
Proposition 13. Let N " pV, A, cq P N , py, zq P A and γ " pγ j q jPrks P S N,k yz , for some k P N 0 . Then the function f γ : A Ñ N 0 defined, for every a P A, by f γ paq " |tj P rks : a P Apγ j qu|
is a flow from y to z in N with vpf γ q " k and f γ " ř jPrks χ γj . Moreover, for every x P V zty, zu, we have f γ pxq " l x pγq.
Proof. By (8), we immediately obtain that f γ satisfies (3). For every a P A, define U a " tj P rks : a P Apγ j qu. Note that U a Ď rks and |U a | " f γ paq. Let x P V and a, b P A with a ‰ b. If a, b P Ax or if a, b P Ax , then we have
Indeed, let a, b P Ax and assume by contradiction that there exists j P U a X U b . Then both a and b are arcs of the path γ j entering into its vertex x, against the fact that in a path every vertex has at most one arc entering into it. The same argument applies to the case a, b P Ax .
Consider now x P V zty, zu. It is immediately checked that ď aPAx U a " tj P rks :
Then, using (15) and (16), we get
which says that f γ satisfies the conservation law (4). Thus, we have proved that f γ is a flow. Moreover, we immediately have that
We next show that ď aPAỳ U a " rks.
We surely have Ť aPAỳ U a Ď rks, so that we are left with proving rks Ď Ť aPAỳ U a . If k " 0, then rks " r0s " ∅ and the desired inclusion immediately holds. Assume next that k ě 1. Pick j P rks and consider γ j . Since y ‰ z, there exists a P Apγ j q X Aỳ and therefore j P Ť aPAỳ U a . We now compute the flow value. Since U a is empty for a P Aý , using (15) and (17), we get vpf γ q " ÿ aPAỳ |U a |´ÿ aPAý |U a | " ÿ aPAỳ |U a | " k.
Finally, the expression f γ " ř k j"1 χ γj is an immediate consequence of the definitions (13) and (12).
Following Proposition 13, given γ P S N yz , we call the flow f γ defined in (13) the flow associated with γ. Note that if γ, γ 1 P S N yz differ only for the order of their components, then f γ " f γ 1 .
From flows to paths
In this section we present the Flow Decomposition Theorem in the form in which it will be useful for our purposes and explore its fundamental consequences for our research. In order to do that we need first some definitions and some notation which allow, among other things, to get a new interpretation of the well-known flow augmenting path algorithm. Let pV, Aq P G and y, z P V be distinct. A generalized path γ in pV, Aq is a pair ppx 1 , . . . , x m q, pa 1 , . . . , a m´1 qq, where m ě 2, x 1 , . . . , x m are distinct elements of V and, for every i P t1, . . . , m´1u, a i " px i , x i`1 q or a i " px i`1 , x i q. We say that γ is a path from y to z if x 1 " y and x m " z. Let γ " ppx 1 , . . . , x m q, pa 1 , . . . , a m´1be a generalized path in pV, Aq. Then x 1 , . . . , x m are called the vertices of γ and a 1 , . . . , a m´1 are called the arcs of γ. If a i " px i , x i`1 q, a i is called a forward arc; if a i " px i`1 , x i q, a i is called a backward arc. The set of vertices of γ is denoted by V pγq; the set of arcs of γ by Apγq; the set of forward arcs of γ by Apγq`; the set of backward arcs of γ by Apγq´. Clearly, Apγq " Apγq`Y Apγq´and Apγq`X Apγq´" ∅. Note that γ is a path if and only if Apγq`" Apγq.
If γ is a generalized path in pV, Aq, we define
Note that this definition extends the previous one (12) for paths since if γ is a path, then we have Apγq`" Apγq and Apγq´" ∅. Note also that, differently from the path case, the function χ γ can assume the negative integer value´1. That happens exactly on the backward arcs of γ.
A generalized path γ from y to z in pV, Aq is called an augmenting path for f in N if cpaq´f paq ě 1 for all a P Apγq`, and f paq ě 1 for all a P Apγq´. We denote by AP N yz pf q the set of the augmenting paths from y to z for f in N . Those concepts are well-known in literature. In particular, by the Ford and Fulkerson Theorem, f P MpN, y, zq if and only if AP N yz pf q " ∅. The next proposition is a straightforward but useful interpretation of the flow augmenting path algorithm. Proposition 14. Let N " pV, A, cq P N , py, zq P A and f P F pN, y, zqzMpN, y, zq. Then AP N yz pf q ‰ ∅ and, for every σ P AP N yz pf q, we have that f`χ σ P F pN, y, zq and vpf`χ σ q " vpf q`1. The following result is substantially a technical rephrase of the Flow Decomposition Theorem as it is presented in Ahuja et al. (1993, Chapter 3) . Among other things, it shows that with every flow it is naturally associated a set of sequences of independent paths, as described in (20). Theorem 15. Let N " pV, A, cq P N , py, zq P A and f P F pN, y, zq having value m P N 0 . Then there exist k P N 0 , a sequence γ " pγ j q jPrms of m paths from y to z in N and a sequence pw j q jPrks of k cycles in N such that f " ÿ jPrms χ γj`ÿ jPrks χ wj .
The sequences of paths and cycles, involved in the decomposition (19), are not uniquely determined by f . For every such decomposition, we have γ P S N,m yz .
Proof. Up to few details that we are going to clear, everything comes from Ahuja et al. (1993, Theorem 3.5) and adapting examples and comments in Ahuja et al. (1993, Chapter 3) . In particular, from there we get (19) and the non-uniqueness of paths and cycles in the decomposition (19) . Hence, we need only to show that γ " pγ j q jPrms P S N yz . Indeed, assume by contradiction that there exists a P A such that |tj P rms : a P Apγ j qu| ą cpaq. Then, by (19) and recalling that the cycle functions are non-negative, we would have f paq " ÿ jPrms χ γj paq`ÿ jPrks χ wj paq " |tj P rms : a P Apγ j qu|`ÿ jPrks χ wj paq ą cpaq, a contradiction.
Consider now f P F pN, y, zq with vpf q " m. With every decomposition D " ppγ j q jPrms , pw j q jPrks q of f as in (19) we associate γ f pDq " pγ j q jPrms P S N,m yz . Consider then S N yz pf q " γ f pDq : D is a decomposition of f as in (19) ( . 
We are now in position to clarify the link between sequences of independent paths and flows in a network. Proposition 16 below extends significantly (9) showing that, whatever is m, the sequences of m independent paths are exactly those coming from the flows of value m, through the Flow Decomposition Theorem.
Consider now, for n P N 0 , the following statement:
For every N " pV, A, cq P N and x, y, z P V distinct and cpxq`cpV ztxuq " n, we have that λ N yz pxq " ϕ N yz´ϕ Nx yz .
(23)
We are going to prove the theorem showing, by induction on n, that (23) holds true for all n P N 0 . Consider first N " pV, A, cq P N and x, y, z P V distinct with cpxq`cpV ztxuq " 0. Then cpxq " cpV ztxuq " 0 which, by Lemma 18, implies λ N yz pxq " 0 and, by (22), the statement holds. Consider now N " pV, A, cq P N , and x, y, z P V distinct with cpxq`cpV ztxuq " n ě 1. For brevity, let us set λ N yz pxq " s and ϕ N yz " m. By Proposition 8piq, we have 0 ď s ď m. If s " 0, then we again conclude by (22). Assume then s ě 1. As a consequence, we also have m ě 1. Choose among the sequences in M N yz pxq a sequence γ P M N yz pxq in which the components passing through x are the last s. Let f γ be the flow associated with γ, defined in (13). Recall that lpγq " m and l x pγq " s.
We divide our argument into two cases.
Case (I) . Assume that there existsã P A x such that f γ pãq ă cpãq. Then, obviously, cpãq ě 1.
Consider the networkÑ " pV, A,cq wherec is defined, for every a P A, as cpaq "
# cpaq if a ‰ã cpãq´1 if a "ã and note now that, for every a P A,cpaq ď cpaq. Sincecpxq`cpV ztxuq " cpxq`cpV ztxuq´1 " n´1, by inductive assumption we get λÑ yz pxq " ϕÑ yz´ϕÑ x yz . It is immediate to observe thatÑ x " N x , so that ϕÑ x yz " ϕ Nx yz . We also have γ P SÑ yz and then ϕÑ yz ě lpγq " m " ϕ N yz . Moreover, by Lemma 2piiiq, we also have ϕÑ yz ď ϕ N yz . Thus, ϕÑ yz " ϕ N yz and γ P MÑ yz . As a consequence, ϕ N yz´ϕ Nx yz " ϕÑ yz´ϕÑ x yz . We are then left with proving that λÑ yz pxq " λ N yz pxq. Note that λÑ yz pxq ď l x pγq " s. Assume now, by contradiction, that there exists γ P MÑ yz such that l x pγq ă s. As proved before, ϕÑ yz " ϕ N yz and then, by Lemma 19, we have that γ P M N yz and then λ N yz pxq ď l x pγq ă s, a contradiction. Case (II) . Assume now that, for every a P A x , we have f γ paq " cpaq.
By Lemma 17piiiq, we then get
The component γ m of γ passes through x and reaches z ‰ x. Thus there existsã P Ax X Apγ m q and, by (24), we have cpãq ě 1.
Define the networkÑ " pV, A,cq P N by:
and note now that, for every a P A,cpaq ď cpaq. Sincecpxq " cpxq´1 andcpV ztxuq " cpV ztxuq, we have thatcpxq`cpV ztxuq " n´1. Hence, by inductive assumption, we get λÑ yz pxq " ϕÑ yz´ϕÑ x yz . In order to complete the proof we show the following three equalities:
pbq λÑ yz pxq " λ N yz pxq´1;
pcq ϕÑ x yz " ϕ Nx yz . Let us start by consideringγ P S N yz obtained by γ by deleting the component γ m . In other words,γ " pγ j q jPrm´1s where, for every j P rm´1s,γ j " γ j . By definition ofÑ , we surely havẽ γ P SÑ yz and thus ϕÑ yz ě lpγq " m´1 " ϕ N yz´1 .
Moreover, by Lemma 18 and (25), we have λÑ yz pxq ďcpxq " cpxq´1 " s´1.
Let us now prove the equalities paq, pbq and pcq. paq Assume by contradiction that ϕÑ yz ą ϕ N yz´1 , that is, ϕÑ yz ě ϕ N yz . By Lemma 2piiiq, we then obtain ϕ N yz " ϕÑ yz . By Lemma 19, we also deduce that MÑ yz Ď M N yz so that λÑ yz pxq ě s. On the other hand, by (27), we also have λÑ yz pxq ď s´1, a contradiction. As a consequence, ϕÑ yz ď ϕ N yz´1 . Using now (26), we conclude ϕÑ yz " ϕ N yz´1 , as desired. pbq Let us prove now λÑ yz pxq " s´1. By (27) it is enough to show λÑ yz pxq ě s´1.
Set λÑ yz pxq "s. From (a) we know that ϕÑ yz " m´1. Letν P MÑ yz pxq. Thus lpνq " m´1 and l x pνq "s. By Proposition 13, we have that fν P F pÑ , y, zq Ď F pN, y, zq and vpfν q " m´1. Thus fν P F pN, y, zqzMpN, y, zq so that AP N yz pfν q ‰ ∅. Pick then σ P AP N yz pfν q. By Proposition 14, we have that f " fν`χ σ P MpN, y, zq. By (14), we then have
(29) The last inequality follows from the fact that ÿ aPAx χ σ paq ď 2.
Indeed, by definition (18), we have
In particular, χ σ paq " 0 for all a P A x zApσq and χ σ paq ď 1 for all a P A x X Apσq. Now, by definition of generalized path, we have |A x X Apσq| P t0, 2u and thus (30) holds. By (29) and (14), we then obtain f pxq ď fν pxq`1 "s`1. On the other hand, by Lemma 17 piiq, we also have s ď f pxq and thus s ďs`1, which is (28).
pcq Clearly we have that N x "Ñ x and thus ϕÑ x yz " ϕ Nx yz . Since we have proved that, for every x P V and py, zq P A, we have λ N yz pxq " ϕ N yz pxq, the last part of the theorem is proved simply noting that Dividing by |V | 2´| V |, we also get ϕ N ν pxq " λ N ν pxq.
Comparison with other flow centrality measures
Following the approach presented in Everett and Borgatti (1999) for extending to groups a centrality measure, we propose a generalization of the flow betweenness centrality measure Λ defined in (1). We call it flow betweenness gcm and we still denote it by Λ. Its corresponding normalized version is instead denoted by Λ ν . Those gcms are defined, for every pN, Xq P U with N " pV, A, cq and |V zX| ě 2, by Λ N pXq " ÿ py,zqPA, y,zRX ϕ N yz ą0 λ N yz pXq ϕ N yz , Λ N ν pXq " Λ N pXq p|V |´|X|qp|V |´|X|´1q .
We stress that if X is a singleton, then the number Λ N pXq above defined coincides with (1). Let us introduce now a further gcms, called flow gcm and denoted by Φ, and its corresponding normalized version, denoted by Φ ν . Those gcms are defined, for every pN, Xq P U with N " pV, A, cq and |V zX| ě 2, by Φ N pXq " ÿ py,zqPA, y,zRX ϕ N yz ą0
.
As a consequence of Theorem 5, for every N " pV, A, cq P N and x P V , Λ N pxq " Φ N pxq and Λ N ν pxq " Φ N ν pxq. As a consequence of Proposition 7, we know that the equalities fail in general if X is not a singleton. There is a simple link between Φ and ϕ as well as between Λ and λ. Indeed, once defined the set K N pXq " ! py, zq P p A X : ϕ N yz ą 0 ) , we have ϕ N pXq " Φ N pXq`|K N pXq| and λ N pXq " Λ N pXq`|K N pXq|.
In particular, the difference between ϕ N pXq and Φ N pXq and between λ N pXq and Λ N pXq is the same and is related to connectivity properties of the network N . However, despite of the link between the gcms above described, Λ, Λ ν , Φ and Φ ν fail a very important property, namely monotonicity. That failure is shown by the next example. Let N " pV, A, cq, where V " t1, 2, 3, 4u and, for every a P A, cpaq "
" 1 if a P tp1, 2q, p2, 1q, p1, 4q, p2, 3q, p3, 1q, p4, 3qu 0 otherwise
An easy but tedious computation shows that Λ N p1q " Φ N p1q " 9 2 ą 1 " Λ N pt1, 2uq " Φ N pt1, 2uq and Λ N ν p1q " Φ N ν p1q "
Thus, none among Λ N , Λ N ν , Φ N and Φ N ν is monotonic.
We conclude the section with a simple example that suggests that, in some circumstances, λ and ϕ behave better than Λ and Φ. Consider the network N " pV, A, cq, where V " t1, 2, 3, 4u and and, for every a P A, cpaq "
" 1 if a P tp1, 2q, p3, 1q, p3, 4qu 0 otherwise Note that N is a generalized path. A computation shows that Λ N p1q " Φ N p1q " 1 and Λ N pxq " Φ N pxq " 0, for x P t2, 3, 4u.
Moreover Λ N pt1, 4uq " Φ N pt1, 4uq " 1 and Λ N pXq " Φ N pXq " 0, for every X Ď V with |X| " 2.
On the other hand, we have λ N p1q " ϕ N p1q " λ N p3q " ϕ N p3q " 3, λ N p2q " ϕ N p2q " 2, λ N p4q " ϕ N p4q " 1, and λ N pt1, 3uq " ϕ N pt1, 3uq " λ N pt1, 4uq " ϕ N pt1, 4uq " λ N pt2, 3uq " ϕ N pt2, 3uq " 4, λ N pt2, 4uq " ϕ N pt2, 4uq " λ N pt1, 2uq " ϕ N pt1, 2uq " λ N pt3, 4uq " ϕ N pt3, 4uq " 3.
Thus, as expected, the distribution of the values is different using different centrality measures.
The centrality values determined via λ and ϕ seem to better take into account the nature of the network under consideration, allowing a higher level of diversification of its vertices. In particular, we believe that vertex 3 does not have the same level of importance as 2 and 4. That fact is reflected by λ and ϕ but not by Λ and Φ. Similar considerations can be made regarding the sets of two vertices. Indeed, in our opinion t1, 3u and t2, 3u do not have the same level of importance as t1, 2u, t2, 4u and t3, 4u as instead asserted by Λ and Φ.
