Abstract. In this note we show that the transfer operator of a RauzyVeech-Zorich renormalization map acting on a space of quasi-Hölder functions is quasicompact and derive certain statistical recurrence properties for this map and its associated Teichmüller flow. We establish Borel-Cantelli lemmas, Extreme Value statistics and return time statistics for the map and flow. Previous results have established quasicompactness in Hölder or analytic function spaces, for example the work of M. Pollicott and T. Morita. The quasi-Hölder function space is particularly useful for investigating return time statistics. In particular we establish the shrinking target property for nested balls in the setting of Teichmüller flow. Our point of view, approach and terminology derives from the work of M. Pollicott augmented by that of M. Viana.
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1. Background and notation 1.1. Dynamical Borel-Cantelli Lemmas. Let T : X → X be a measurepreserving transformation of a probability space (X, µ). We assume X is also a metric space equipped with a metric d. Dynamical Borel-Cantelli lemmas concern the following set of questions: suppose (A n ) is a sequence of sets such that n µ(A n ) = ∞-does T n (x) ∈ A n for infinitely many values of n for µ a.e. x ∈ X? One special example of this is the case where (A n ) is a nested sequence of balls about a point, a setting which is often called the shrinking target problem.
We let S n = n−1 j=0 1 A j •T j . The property lim n→∞ Sn(x) En = 1 for µ a.e. x ∈ X is often called the Strong Borel-Cantelli (SBC) property in contrast to the Borel-Cantelli (BC) property that S n (x) is unbounded for µ a.e. x ∈ X.
In the setting of uniformly hyperbolic systems pioneering work has been done by W. Phillipp [Ph] , Kleinbock and Margulis [KM] , Chernov and Kleinbock [CK] and Dolgopyat [Do] (for uniformly partially hyperbolic systems).
More recently dynamical Borel-Cantelli results have been proved for certain non-uniformly hyperbolic systems by example by Kim [Ki] , Gouëzel [Go] , Gupta et al [GNO] and Haydn et al [HNPV] . These works have also yielded some interesting counterexamples. In the context of flows, Maucourant [Mau] has proved the analogous Borel Cantelli property for nested balls in the setting of geodesic flows. Athreya [A] gives large deviation and quantitative recurrence results for the Teichmuller geodesic flow.
Related to Borel-Cantelli lemmas are logarithmic laws for the shrinking target problem. In these class of results the scaling behavior of the limit lim r→0 τ r (x, u) µ (B r (y)) is considered, where τ r (x, y) = min{n : d(T n x, y) < r} and B r (y) is a ball of radius r about y ∈ X.
Of relevance to our setting is work of Masur [M] , who proved a logarithm type law for Teichmuller geodesic flow on the moduli space of quadratic differentials and work of Galatolo and Kim [GK] who obtain Borel-Cantelli like results for generic interval exchange transformations.
We also establish recurrence statistics such as Poisson limit laws and Extreme Value Laws (EVLs) for Teichmüller flow, but we leave the detailed description of these properties and results to Section 3.
Interval Exchange Transformations.
In this section we synthesize the basic model described by Viana in [Vi] with the framework developed by Pollicott [Po] (see also [Mo2] ). Pollicott's short paper [Po] is a very clear account of the Rauzy-Veech-Zorich from the viewpoint of hyperbolic dynamics. We begin by defining our dynamical systems. This starts with interval exchange transformations, in particular focussing on the formalism described by Viana. We then move to the Rauzy-Veech induction and renormalisation; the Zorich induction and renormalisation; and finally the Morita-Pollicott renormalisation. We will point out the minor differences with Pollicott's framework as we go along, but broadly speaking, the difference here is that our induced maps are first returns. We relate these dynamical systems to the Teichmüller flow on the space of translation surfaces later on.
Following [Vi, Chaper 1] , let I ⊂ R be an interval and {I a : a ∈ A} a partition of I into intervals indexed by a finite alphabet A with d 2 symbols. An interval exchange transformation (IET) is a bijective map f = f (π,λ) : I → I which is a translation of each subinterval I a and determined by the following combinatorial and metric data:
(a) A pair π = (π 0 , π 1 ) of bijections π ǫ : A → {1, . . . , d} which describe the ordering of the subintervals I a before and after the action of f :
where a ε j = π −1 ε (j) for ε ∈ {0, 1} and j ∈ {1, 2, . . . , d}. (b) A vector λ = (λ a ) a∈A of non-negative entries which represent the lengths of the subintervals (I a ) a∈A .
The transformation p :
0 is called the monodromy invariant of the pair π = (π 0 , π 1 ). As Viana points out, we can always change our pair π = (π 0 , π 1 ) and rearrange the ordering of our lengths so that the resulting data π ′ = (π ′ 0 , π ′ 1 ) and λ ′ = (λ ′ a ) a∈A represents the same IET as the one above, but with π 0 = id. Indeed, this is what is described in Pollicott's notes: moreover he always assumes that a λ a = 1. However, the setup described here gives a slightly more complicated, but more flexible way for us to describe later dynamics.
The IET can now be described more explicitly as a translation. For a ∈ A, define w a :=
1.3. Rauzy-Veech induction and renormalisation. As is common in dynamical systems which lack uniformly-hyperbolic properties, which is clearly the setting so far, one way to tackle the system is to induce. In this setting this was pioneered by Masur and Veech. Given a representative (π, λ) of an IET, for ε ∈ {0, 1}, let a(ε) denote the last symbol in the expression for π ε , i.e., a(ε
Assuming the generic situation where I a(0) and I a(1) have different lengths, we say that (π, λ) has type 0 if λ a(0) > λ a(1) , type 1 if λ a(0) < λ a(1) .
Now set
(We 'cut off the loser between I a(0) and I a(1) '.) Then the Rauzy-Veech inductionT 0 is defined as the first return by f (π,λ) to J. Another way of describing this, from which the fact that we obtain an new IET of the form we started with (although with shorter total length of our intervals), is that
and
Remark 1.1. This transformation on the set of lengths in R A + can be expressed in terms of a matrix Θ given in (1.9) and (1.10) of [Vi] and which consists only of 0s and 1s: in fact λ ′ = Θ −1 * (λ) where * denotes the transpose. Θ −1 is a non-negative matrix.
We are interested in the set of (π, λ) such thatT 0 is defined for all time. This occurs if and only if (π, λ) satisfies the Keane condition, which assumes that f n (π,λ) (∂I a ) = ∂I b for all n 1 and a, b ∈ A with π 0 (b) = 1. Moreover, if (π, λ) satisfies the Keane condition then f (π,λ) is minimal (every
0 ({1, . . . , k}) = {1, . . . , k}. In this case, f (π,λ) splits into two IETs with simpler combinatorics. If π is not reducible, we say it is irreducible. It can be shown that if λ is rationally independent and π is irreducible then (π, λ) satisfies the Keane condition. In this case Lebesgue is invariant for f (π,λ) . Keane conjectured that for fixed irreducible π, the map f (π,λ) was uniquely ergodic for almost-every λ. This conjecture was proved independently by Masur [M] and Veech [Ve] . The method of proof of Veech was based on a renormalization scheme.
Given a fixed d, as above, the action ofT 0 on the pairs of bijections π cycles through a finite set of pairs until it comes back to π. This set is called the Rauzy class R = R(π) of π. Thus we think ofT 0 acting on sets R × R A + . For d = 2 and d = 3 there is a unique Rauzy class, but for d 4 there is more than one. Again we refer the reader to [Vi, Chapter 1] for a nice description of these.
The Rauzy-Veech renormalization map T 0 is simply the transformationT 0 renormalised so that the total length of the resulting interval is 1: thus the multiplying factor is 1 1 − λ a(1−ε)
when (π, λ) is type ε.
We define |λ|= d j=1 λ j , then T 0 has the form
where A is a matrix with entries from the set {−1, 0, 1}.
T 0 : {π} × ∆ π,ε → {π ′ } × ∆ is a bijection: a nice Markov property. This also implies that Θ is constant on each {π} × ∆ π,ε .
T 0 has an absolutely continuous and invariant ergodic measure, which is infinite. T 0 is not uniformly hyperbolic.
1.4. Zorich induction and renormalisation. Zorich produced accelerated versions of the Rauzy-Veech maps discussed above in order to improve the expansion properties of the system and ultimately to find absolutely continuous invariant probability measures. For this subsection we fix a Rauzy class R. Now take π = (π 0 , π 1 ) in this class and λ ∈ R A + satisfying the Keane condition. Then for each k 1 write (π k , λ k ) =T k 0 (π, λ) and let ε k denote the type of (π k , λ k ) and ε denote the type of (π, λ). Then n 1 = n 1 (π, λ) is defined as the smallest k such that ε k = ε and the Zorich induction is defined byT
0 . This map has a Markov partition into countably many domains. Indeed, let ∆ π,ε,n := {λ ∈ ∆ π,ε :
Then for each π ∈ R, T 1 : {π} × ∆ π,ε,n → {π n } × ∆ π,1−ε is a bijection. Moreover,
where c n > 0 and Θ −n * depends only on π, ε, n. As already noted above, T 1 (∪ π∈R ∆ π,ε ) = ∪ π∈R ∆ π,1−ε , so µ 1 is not mixing, but has two cyclic classes.
1.5. Morita-Pollicott renormalisation. Pollicott [Po] (following Morita [Mo2] ) considers a map T 2 derived from T 1 further by inducing by first return times on an element of a dynamical partition. T 2 has the advantage that it is a multidimensional piecewise expanding map. The setup in Pollicott [Po] is slightly different to that outlined here, but for most practical purposes, it is identical.
Recalling the definition of ∆ π,0 , ∆ π,1 from (1), let
be the usual finite partition of R × ∆ and define for n 1
Pollicott's approach is to choose an n B > 1 and a partition element B ∈ P n B such that B is the image of an inverse branch of T
which is a strict contraction (see also [Vi, Corollary 1.21] ). Define n 2 (π, λ) to be the first return time of (π, λ) ∈ B to B under T 1 , i.e.
Then T 2 : B → B is defined as the induced first return time map under T 1 ,
Remark 1.3. Note that for each element (π, λ) ∈ R × ∆, with λ satisfying the Keane condition, we can find such a B containing (π, λ).
The set B has a natural countable partition Q = {B k } k into sets on which n 2 (π, λ) is constant. The map T 2 : B k → B is a diffeomorphism for each k [Mo2, Lemma 3.1]. B has a naturally defined T 2 -invariant measure, namely µ 2 := µ 1 | B µ 1 (B) . The density h B of µ 2 with respect to Lebesgue measure on B is strictly positive [Po, Lemma 2.3] and analytic [Po, Corollary 5 
We have the following expansion and distortion properties. such that for any n 1 and any x, y in the same element of Q n :
Remark 1.5. Since there exists c > 0 such that c −1 h B c, we can also state the above point (3) using Lebesgue measure instead of µ 2 .
1.6. The transfer operator. We introduce the space of quasi-Hölder functions (a space which contains characteristic functions of measurable sets) on the set B that we induce on. We denote this space by V α . We recall the relevant definitions (for more details see [Kel, S] ). Let ǫ 0 > 0, 0 < α 1 and f : B → R lie in L 1 (m). We define the oscillation of f on a Borel subset
We define
This space is strictly larger than the space of Hölder functions on B and in particular contains characteristic functions of measurable sets. If we define the norm · α := |·| α + · L 1 m then V α is a Banach space. Since B is compact the intersection of the unit ball of V α with the set of functions supported on B is compact in L 1 m (B). Furthermore, V α embeds continuously into L ∞ m (B) and is a Banach algebra
Note also that while · α depends on the choice of ǫ 0 , the space V α does not, and two different ǫ 0 give rise to two equivalent norms on V α .
We let P denote the L 1 adjoint of T 2 with respect to
Henceforth we will drop the notation B.
The operator P has the form
where T 2,i :
We prove that there exist constants C 1 , C 2 , 0 < θ < 1 such that the following two statements hold for all φ ∈ V α and ψ ∈ L 1 (µ 2 ) :
This result will follow once we establish:
Lemma 1.6. If ǫ 0 is sufficiently small then there exists 0 < η < 1 and C, D > 0 such that if φ ∈ V α then for all n 0
Proof. It is sufficient to prove the result for large n. For any Q ∈ Q n , denote by I n,Q : B → Q the inverse branch of the restriction of T n 2 to Q. The transfer operator P n of T n 2 has the following representation :
,
We first state the following lemma, which will also prove useful later. Lemma 1.7. There exists C > 0 such that for any n 1, Q ∈ Q n and
where c n,Q is the Lipschitz constant of I n,Q : B → Q.
Admitting this lemma temporarily, we first observe that, by Proposition 1.4 (1), c n,Q Cθ −n , where θ > 1. We choose n large enough so that Cθ −n < 1, hence we always have c n,Q ǫ ǫ 0 . Writing P n = Q∈Qn M n,Q and summing all the relations from Lemma 1.7 thanks to [S, Proposition 3.2 
and concludes the proof.
Proof of Lemma 1.7. The relation B |M n,Q φ|dm = Q |φ|dm follows from a change of variables.
Observe that osc(M n,Q φ, B ǫ (x)) = osc(φ, I n,Q B ǫ (x)). Using [S, Proposition 3.2 (iii)], we have for all x ∈ B :
|φ|.
By the distortion control of Proposition 1.4 we have ess sup
and osc(g n , I n,Q B ǫ (x)) Cg n (I n,Q x)ǫ for some constant C > 0. We also have osc(φ, I n,Q B ǫ (x)) osc(φ, B c n,Q ǫ (I n,Q x)) and ess inf
|φ| |φ(I n,Q x)| for almost every x ∈ B. Putting together all the above estimates, we get for almost every x :
After integration over B, a change of variables finishes the proof.
The previous lemma implies by Hennion's theorem [Hen] that P is quasicompact and has an essential spectral radius strictly less than 1 when acting on the space V α . To prove (a), it is then sufficient to prove that 1 is a simple eigenvalue of P , and that there is no other eigenvalue on the unit circle. Let then φ ∈ V α be an eigenvector of P for the eigenvalue λ ∈ C with |λ|= 1. From previous works by Morita [Mo2] and Pollicott [Po] , we know that P has an essential spectral radius strictly less than 1 when acting on the space of Holder functions. This shows that φ is itself Holder continuous, and then φ is a multiple of h B and λ = 1 by Lemma 2.3 in [Po] .
We now prove point (b) :
where c = inf h B is strictly positive since h B is continuous and never vanishes by Lemma 2.3 in [Po] . This proves (b).
Borel-Cantelli Lemmas
We first consider (T 2 , B, µ 2 ). We state our result as a theorem about positive functions. The result first is a fairly straightforward consequence of earlier work (see for example [Ki, Theorem 2 .1 ], [GNO, Proposition 2.6 
]).
Proposition 2.1. Let {φ n } be a sequence of positive functions on B such that there exists a constant K > 0 and φ n α K for all n. Let E n = n j=1 µ 2 (φ j ) and suppose E n is unbounded. Then
The proof of this proposition, given below, is an easy consequence of a GalKoksma type law. We formulate this law as a proposition of W. Schmidt [W1, W2] as stated by Sprindzuk [Sp] : Proposition 2.2. Let (Ω, B, µ) be a probability space and let f k (ω), (k = 1, 2, . . .) be a sequence of non-negative µ measurable functions and g k , h k be sequences of real numbers such that 0
for arbitrary integers m < n. Then for any ǫ > 0
Remark 2.3. Note that the functions f k may be taken as characteristic functions of sets U k such as parallelepipeds or balls and do not need be centered.
Proof of Proposition 2.1. In Proposition 2.2 take
The result follows immediately from Proposition 2.2.
2.1. Borel-Cantelli lemmas for T 1 . In this subsection, we give BorelCantelli results for the map T 1 (or more accurately for T 2 1 ). Our first result, Theorem 2.6, applies to nested sets which shrink down to a particular point p * . This essentially follows by [GNO] . Then in the following subsection we extend this to more general types of set, which will be a consequence of Corollary 2.8.
Remark 2.4. Note that by Haydn et al [HNPV, Theorem 6 
has exponential decay of correlations for Lipschitz functions [B] . We are interested in obtaining quantitative rates for this almost sure result.
We first consider the shrinking target problem for the Zorich map T 1 : R × ∆ → R × ∆. We say a sequence U n of parallelepipeds has bounded aspect ratio if the angles between adjacent faces are uniformly bounded below. Suppose U n is a nested sequence of balls (or parallelepipeds with bounded aspect ratio) in R × ∆ such that ∞ j=1 µ 1 (U j ) = ∞. Note that eventually U n ⊂ {π} × ∆ for some permutation π if n is large enough, so we assume this is the case from the start.
We may view T 1 as a first return time suspension of (T 2 , B, µ 2 ). We write x = (λ, π) for simplicity and let n 2 (x) be the first return time for x ∈ B (defined µ 2 almost everywhere) and form the suspension or tower of (T 2 , B, µ 2 ) by definingB := {(x, k) : 0 k τ (x) − 1} and the tower map
It is known that n 2 : B → Z is µ 2 integrable (in fact with µ 2 (n > k) Cρ k for constants C > 0, 0 < ρ < 1) and F 2 :B →B has a naturally defined invariant measureμ 2 given by
Remark 2.5. Note that we have a constant 1 2 rather than 1 as we have not normalized the measure µ 1 on ∆ 0 or ∆ 1 (depending on whether B ⊂ ∆ 0 or ∆ 1 ) by dividing by the factor 1 2 to ensure that µ 1 is an invariant probability measure for T 2 1 . Recall T 1 has two cyclic classes.
In the case that the balls U n are not contained in B then a slight modification of the proof of [GNO, Theorem 2] shows that if U n are nested balls centered at a point p * ∈ PB then the following holds:
Theorem 2.6. There exists a set Γ ⊂ R × ∆ with µ 1 (Γ) = 1 such that if U n ⊂ R × ∆ is a decreasing sequence of balls (or rectangles with bounded aspect ratio), centered at a point p * ∈ ΠB ∩ Γ and
Proof. The proof is the same as [GNO, Theorem 2] , which is stated in the 1-D case but generalizes to the multi-dimensional Young Tower setting with little modification. Notice that we do not require the Young Tower to be mixing, ergodicity suffices.
2.2. General sequences of functions. We now consider positive functions which are supported in B and obtain quantitative Borel-Cantelli results for the map (T 2 1 , ∆ ε ,μ 1 ), whereμ 1 is the restriction of µ 1 to ∆ 1 correctly renormalized to make it a probability measure, that isμ 1 = 2µ 1 on ∆ ε . In the following result we do require weak-mixing, and T 1 is not mixing but T 2 1 is mixing with respect toμ 1 , when restricted to ∆ ε . We define G = T 2 1 to simplify notation.
First we show (compare [Go, Corollary 3.2 
])
Theorem 2.7. Let G = T 2 1 . For any β > 0 there exists a constant C and a sequence of complex numbers c n → 1, n |1 − c n | summable, such that for all φ, ψ supported in B φψ
This theorem has the following corollary.
Corollary 2.8. Suppose {φ n } is a sequence of positive functions with support in B with φ n α < C for all n (here . α is the restriction of the quasiHölder norm to B) with
Note that in particular this applies to characteristic functions on sets {U n } which may be non-centered balls or parallelepipeds or indeed more general sets as long as their characteristic functions are bounded in the quasi-Hölder norm. They need to be contained in B however.
Proof. We will use Proposition 2.2. Take
A rearrangement of terms shows that it suffices to show
We will find the following result of Gouezel [Go, Theorem 2.2] based on a result of Sarig [Sa, Theorem 1] useful in the proof of Theorem 2.7.
Proposition 2.9. [Go, Theorem 2.2] Let Q be a Banach space and suppose (R n ) n 1 is a sequence of bounded operators on Q. Assume that for β > 1,
nR n z n−1 are well-defined operators on Q for z in the unit complex discD. Assume 1 is a simple isolated eigenvalue of R(1) and the eigenprojector Π satisfies ΠR ′ (1)Π = γΠ for some γ = 1 and that
Then V n is a bounded linear operator on Q and there exists a sequence c n ∈ C such that
In our application for any β > 1, k>n R k = O(n −β ) as we have exponential return time tails. We will take Q to be the Banach space V α of quasi-Hölder functions.
Let P 1 be the transfer operator associated with G, defined on φ ∈ L 1 (m) (m is Lebesgue measure) by
.
The linear operator R n corresponds to first returns to B at time n while V n considers all points starting in B which have returned to B at time n, whether first return or not. The following renewal equation holds:
Recall that T 2 , and hence G n , is a bijection from B n onto B. Let I n = I 1,Bn : B → B n be the inverse of G n on B n .
Lemma 2.10. The Lipschitz constant L n of I n : B → B n decays exponentially in n, i.e. L n Cγ n for some 0 < γ < 1. Proof of Theorem 2.7. Using the same notation as above T 2 = G n on B n , and is a bijection from B n onto B. Recall I n = I 1,Bn : B → B n is the inverse of G n on B n and the Lipschitz constant L n of I n decays exponentially in n by Lemma 2.10. Hence R n φ(x) = Jac(I n )(x)φ(I n x) and R n = M 1,Bn . Then, by Lemma 1.7, we have
where L n = L 1,Bn is the Lipschitz constant of I n : B → B n .
We have
and finally the same estimate for R n φ α . By Avila-Bufetov [AB] , m(B n ) decays exponentially fast, so the norm of R n as an operator V α → V α satisfies R n Cθ n , for some θ < 1.
This shows that if we define R(z) = R n z n and R ′ (z) = nR n z n−1 , then these are well-defined bounded linear operators on V α .
Lemma 2.11. The operators R n acting on Q α satisfy the assumptions of Proposition 2.9 and
where h B is the restriction to B of the density h of µ 1 . Furthermore ΠR ′ (1)Π = Π µ 1 (B) so that γ in Proposition 2.9 is equal to 1 µ 1 (B) .
Proof. Following Sarig [Sa, Theorem 1 and page 19 proof of
Step 4], we define c n = 1 + B) µ 2 (B m ) so that in our setting of exponential tails n |1 − c n | is summable.
is the transfer operator P 2 of T 2 with respect to Lebesgue measure on B. Hence R(1) has a simple isolated eigenvalue of 1 and the corresponding eigenfunction is the restriction of the density of h := dμ 1 dm restricted to B and normalized by 1 µ 1 (B) , so that P 2 (B) . The eigenfunction h B is actually analytic [Po, Corollary 5 
and hence γ :=
µ 1 (B) .
It remains to prove the aperiodicity condition, namely that for all z ∈D\{1},
We first establish a Lasota-Yorke inequality for the operator R(z). Remark that
B n k . Then, summing all the relations from Lemma 1.7 and noticing that |z| 1 and n 1 + . . .
arguing as in the proof of Lemma 1.6. This shows that the spectral radius of R(z) is less than |z|, while the essential spectral radius of R(z) is strictly less than 1 if |z|= 1, by Hennion's theorem [Hen] . Thus, the problem reduces to prove that the relation R(z)φ = φ, with |z|= 1 and φ ∈ V α implies that z = 1 or φ = 0.
Let |z|= 1 and φ ∈ V α non-zero satisfying R(z)φ = φ, that is P (z τ φ) = φ where P is the transfer operator of T 2 (with respect to Lebesgue measure), and τ is the first return time of G to B. By [Mo1, Proposition 1.1], we deduce that
. Since (G,μ 1 ) is mixing, and hence weakly mixing, by Proposition 7.3 (see Appendix), we get that z = 1, concluding the proof.
Note that
The theorem follows by taking φh B for φ.
Remark 2.12. Note that Theorem 2.7 refers to G = T 2 1 and not T 2 , but restricts to functions supported in B.
Extreme Value Laws for T 1 and T 2 .
By expressing T 2 as a multidimensional piecewise expanding map with exponential decay of correlations with respect to a quasi-Hölder norm versus L 1 we are able to apply results on Extreme Value statistics for such systems. Let φ : B → R ∪ {+∞} be a function, strictly maximized at a point p 0 ∈ B, which is sufficiently regular that for large u the set {x ∈ B : φ(x) > u} corresponds to a topological ball centered at p 0 . Let
The aim is to show that we have a non-degenerate limit law for M n , which we think of as a random variable. Since almost surely M n converges to φ(p 0 ), since µ 2 is ergodic, for such a law, we need to rescale our variable. To this end, for each t we define scaling constants u n (t) by nµ 2 (φ > u n (t)) → t. For example, if φ(
where C(d) is the constant giving the volume of the unit ball in d dimensional Euclidean space (if d is the dimension of B). In fact we may always write u n (t) in the form u n (t) = g(t)
an + b n for some function g(t) and sequence of constants a n , b n . In our example a n = d, g(t) = log C(d) − log t and b n = 1 d log n. where d is the dimension of B. We say that we have an Extreme Value Law if the variable M n under scaling by u n converges to some nondegenerate distribution. For the classical application of these ideas to i.i.d. processes, see [LLR] . For more recent applications to dynamical systems, as we have here, see for example [Co, FFT1, HNT] .
There is a close connection between rare events point processes (REPP), extremes and hitting times. First we describe what we mean by a compound Poisson process. Let R be the ring of subsets of R + generated by the semiring of subsets of form [a, b) so that an element of J ∈ R has the form
Definition. Let X 1 , X 2 , . . ., be an iid sequence of random variables with common exponential distribution of mean
. . be another iid sequence of random variables, independent of X i and with distribution function η. We say that N is a compound Poisson process of intensity θ and multiplicity distribution function η if for every J ∈ R
where δ t is the Dirac measure at t. If P (D 1 = 1) = 1 then N is the standard Poisson distribution and for every t > 0 the random variable N ([0, t)) has a Poisson distribution of mean θt.
Remark 3.1. In our applications η will follow a geometric distribution of parameter θ ∈ (0, 1] and π(k) := P (D 1 = k) = θ(1 − θ) k for every integer k 0. In this case the random variable follows a Pólya-Aeppli distribution,
We define the rescaled REPP N T 2 n as
EVLs and limit laws for N T 2 n for T 2 follow directly from [AFV, Proposition 3.3] . We state them here:
(1) If p 0 is not a periodic point for T 2 then µ 2 {M n u n (t)} → e −t and the REPP N T 2 n converges in distribution to a standard Poisson process N of intensity 1.
(2) If p 0 is a repelling periodic point of prime period k then µ 2 {M n u n (t)} → e −θt where θ = 1 − |Jac(DT −k 2 )(p 0 )| and the REPP N T 2 n converges in distribution to a compound Poisson process N with intensity θ and multiplicity distribution function η given by η(j) = θ(1 − θ) j for all integers j 0. Now defining v T 1 n (t) := µ 1 (φ > u n ) −1 , we can define the REPP N T 1 n by changing all the appearances of T 2 in (2) to T 1 . We then have the following corollary.
Corollary 3.3. (1) If p 0 is not a periodic point for T 1 then µ 1 {M n u n (t)} → e −t and the REPP N T 1 n converges in distribution to a standard Poisson process N of intensity 1.
(2) If p 0 is a repelling periodic point of prime period k then µ 1 {M n u n (t)} → e −θt where θ = 1 − |Jac(DT −k 1 )(p 0 )| and the REPP N T 1 n converges in distribution to a compound Poisson process N with intensity θ and multiplicity distribution function η given by η(j) = θ(1 − θ) j for all integers j 0.
The proof that we can always pass from the result on the first return map (i.e., T 2 here) to the original case (i.e., for T 1 ), which is a simple generalisation of the main result in [HWZ] , appears in [FFT3] . Note that the second part was already proved in [FFT2] .
Return and hitting time statistics.
In this section we consider a natural notion of recurrence which, as in [FFT1] , is analogous to the EVL perspective in the previous section. Suppose p 0 ∈ B and U n is a sequence of balls nested at p 0 . Let τ U (x) := min{n 0 : T 2 (x) ∈ U }. We say that T 2 has hitting time statistics to {U n } with distribution
We say that T 2 has return time statistics to {U n } with distributionH(t) if
There is a large body of literature on this topic: we refer the reader to [AG, HLV] and references therein for further information on this notion of asymptotic recurrence.
Results of [FFT2, HWZ] show show that in our setting if p 0 is not periodic then T 2 has exponential hitting and return time statistics i.e. H(t) =H(t) = 1−e −t . If however p 0 is periodic of period k then we may define θ =
In this scenario by results of [FFT2] 
Since T 2 is a first return of T 1 , the same limit laws hold for T 1 . This was proved in the case of typical points in [BSTV, Theorem 2 .1], for periodic points in [FFT2, Theorem 5] : it was then elegantly proved for all points in [HWZ] . Note that we can also extend these results to the point processes analogous to the REPP in the previous section.
The Teichmüller flow on the space of translation surfaces
In this section we relate the dynamical structures we described in Section to the Teichmüller flow on the space of translation surfaces. We do not present any new results in this section. The key fact we use is that T 0 is a first return map for the flow: since moreover, T 1 and T 2 are defined as first return maps, T 2 is a first return map for the flow. In explaining this key fact, we first pass to invertible versions of all of these maps, which give a clearer relationship to the translation surfaces which are represented as points in their phase space.
Translation surfaces.
Given an irreducible pair π = (π 0 , π 1 ) and a length vector λ ∈ R A + , let T + π denote the subset of vectors τ = (τ α ) α∈A ∈ R A such that
We say that τ has type 0 if the total sum α∈A τ α is positive and type 1 if the total sum is negative. We can form a surface using this data as follows. For each α ∈ A, let ζ α = (λ α , τ α ). Then form the closed curve Γ(π, λ, τ ) on R 2 by concatenating Fix R a Rauzy class. Let
We extendT 0 toĤ by T 0 (π, λ, τ ) = (π ′ , λ ′ , τ ′ ), where (π ′ , λ ′ ) =T 0 (π, λ) and τ ′ = Θ −1 * (τ ) (recall the description of Θ given in Remark 1.1). Moreover, setting R A π,ε := {λ ∈ R A + : (π, λ) has type ε} and T π,ε := {τ ∈ T + π : τ has type ε}, it can be shown (see eg [Vi, Chapter 2.7] ) that:
5.2. Teichmüller flow. The Teichmüller flow onĤ is defined as the induced action T = (T t ) t∈R :Ĥ →Ĥ of the diagonal subgroup
given by T t (π, λ, τ ) = (π, e t λ, e −t τ ). For c > 0 we define
The trajectory of a point inĤ hits H c precisely once. By Proposition 5.1 however, the space of translation surfaces can be expressed as equivalence classes over T 0 . I.e., consider H c /∼ where (π, λ, τ ) ∼T 0 (π, λ, τ ). So there can be transformations from H c /∼ back to itself of the formT 0 • T t for some t. Noticing that if (π ′ , λ ′ ) =T 0 (π, λ) and (π, λ) is of type ε, then
, we see that the relevant time t is
That is to say, we are interested in the map from H c /∼ to itself given by
From now on we restrict ourselves to
Then we observe that the map above can actually be interpreted as an extension of the Rauzy-Veech renormalisation map
So we will simply write this function as T 0 . The next result is [Vi, Corollary 2.24 ].
Proposition 5.2. T 0 : H → H is an (almost everywhere) invertible Markov map and preserves the area of the corresponding translation surfaces.
5.3.
Recoded Teichmüller flow and inducing. The moves described above mean that T 0 can now be interpreted as the first return map of the Teichmüller flow to H, and indeed it is convenient for us to redefine the flow as a suspension flow which is locally defined by T t (π, λ, τ, s) = (π, λ, τ, t + s) on the space
We refer to r 0 as the roof function for this suspension flow.
A key fact in Proposition 5.1(b) is that given (π, λ, τ ) ∈ H, if (π, λ) is of type ε, then τ ′ is of type 1 − ε. So if the first k iterates (π j , λ j , τ j ) for j = 1, . . . , k of T 0 do not change the type of (π j , λ j ), then the types of (π j , λ j ) and τ j are different (ε and 1 − ε) for j ∈ {1, . . . , k}. So the first time k that the types of (π k , λ k ) and τ k are the same is the first time that (π k , λ k ) changes type. That is, exactly n 1 (π, λ). Therefore, setting Z := Z 0 ∪ Z 1 , where for ε ∈ {0, 1},
: (π, λ) and τ both have type ε} , T 1 : Z → Z is the first return map by T 0 to Z. (We can do this withT 1 onĤ too.) Thus we can produce a new description of our Teichmüller flow. We omit the description of this since we go straight to the description given by taking B H ⊂ Z and the first return map to B H by T . This gives a roof function r 2 : B → R + defined almost everywhere. Of course, T r 2 | B = T 2 | B .
We define the suspension
We now revert to a form which matches Pollicott's [Po] notes as well as corresponds to our sections above. Since the roof function depends only on (π, λ), we can project into a semi-flow by removing the τ parameter: then the actual flow can be reconstructed as the natural extension of what we have produced. Namely, we let
where (π, λ, r 2 (π, λ)) ∼ (π ′ , λ ′′ , 0) and T 2 (π, λ) = (π ′ , λ ′′ ). Clearly T 2 is still a first return map to B. Later we will simplify notation further and write simply x = (π, λ).
The notation we use for the semi-flow is F t : B r 2 → B r 2 , defined locally by F t (x, u) = (x, u + t), with the relevant identifications i.e. (x, τ, r 2 (π, λ)) ∼ (T 2 (x), 0). The (unique) absolutely continuous probability measure can be written as
where µ 2 is the unique absolutely continuous invariant probability measure for T 2 (this can be induced from µ 1 given by Zorich for T 1 , or indeed the acim µ 0 given by Masur and Veech) . Here m is Lebesgue measure.
Remark 5.3. Since T 2 is a first return map for T 0 , which in turn is a first return map for our Teichmüller flow, any small ball in B r 2 is isomorphic to the corresponding ball in H r 0 . More precisely, this is true if our ball is contained in a strip {(x, t) : x ∈ B, 0 t r 2 (x)}.
Statistical properties of the Teichmüller flow
In this section we extend our Borel-Cantelli Lemmas and EVLs to the flow.
6.1. Borel-Cantelli Lemmas for the flow. Here we will use ideas from the proof of [GNO, Theorem 2] , primarily
Step 1 of that proof. The main (obvious) difference is that we are dealing with continuous time.
Given a family of sets U = (U s ) s 0 set ψ = (ψ s ) s 0 where ψ s := ½ Us and
ψ s dµ ds. We say that U is a family of shrinking sets if s 1 > s 2 implies U s 2 ⊂ U s 1 . In this section we will prove that if U = (U s ) s 0 is a family of shrinking sets with some monotonicity condition and lim t→∞ E t (U ) = ∞ then
In other words,
Notice that the latter statement is nothing more than a rephrasing of the result due to the structure of the suspension flows as first returns. This result is contained in Proposition 6.3; in particular, the smoothness condition is given there. We prove in the following subsection that this condition is indeed satisfied for a natural family of sets, namely nested balls.
Recall that B is partitioned (almost everywhere) into sets
k almost everywhere. We will restrict our Borel-Cantelli Lemmas to these sets B i k , which will be sufficient to prove the general case. Indeed, we define the restricted indicator function
and first study the recurrence properties of the family
k ,s ) s 0 . We do this by inducing, for which we need the right time scale. Since µ is ergodic and r 2 dµ 2 < ∞, we immediately obtain the following lemma where r 2 := r 2 dµ 2 .
Lemma 6.1. For each ε > 0 there exists T 0 and a set X ε,T ⊂ B r 2 such that (x, u) ∈ X ε,T and t T implies
Moreover, µ(X ε,T ) → 1 as T → ∞. Now, for each ε ∈ R, we define the induced function
and denote the family as ψ B i k ,ε = (ψ n,B i k ,ε ) n . We will be able to compare the long-term behaviour of this function with different values of ε, and compare them all to the long-term behaviour of the flow. This is necessary as we sample at discrete times, and the nested balls are shrinking in continuous time.
We will use the following lemma, which is [GNO, Lemma 4 .2].
Lemma 6.2. Suppose that g : R + → R + is decreasing and
If there exists K > 0 and 0 < α 1 such that
Proof. The proof continues using the idea of Step 1 of the proof of [GNO, Theorem 2] . We already know from Proposition 2.1 that for µ 2 -a.e. x ∈ B,
where E n = n−1 j=0 µ 2 (ψ n,B i k ,0 ). Lemma 6.2 controls the effect of this perturbation in the limit when we switch on the ε parameter in one of the occurrences of ψ n,B i k ,ε above which deals with the shrinking of the balls during the flow between returns to the base. Given x ∈ B, define q(n, x) as the integer for which
Observe that since, the difference of the integral of
times r q(n,x) (x) and n is made up by at most one passage through B i k which integrates to at most the length of B i k in the vertical direction, i.e., 1, we have
Hence this difference is uniformly bounded independently of x and n. The only time the integral of ψ B i k ,s along the F s -orbit of (x, u) can be added to is when that orbit hits B i k . Correspondingly, the only time the sum of ψ n,B i k ,ε along the (discrete) T 2 -orbit of (x, u) can be added to is when the F sorbit above T n 2 (x) hits B i k before reaching its roof. Therefore the difference between the integral and the sum is essentially a matter of the scaling of the sets U s ∩ B i k (i.e., the discrepancy in the time scale s). So by Lemma 6.1, for all small ε > 0,
k ,0 ) for ρ(x, ε) independent of n. Then Lemmas 6.1 and 6.2 imply that
To complete the proof of the proposition, as in Step 2 of the proof of [GNO, Theorem 2], we show that
Notice that this is the one part where our proof is easier than theirs since the flow is a first return to the base(this also accounts for the fact that
Step 3 of that proof is unnecessary here).
By Lemma 6.1, q(n, x) ∼ ⌊ n r 2 ⌋. Hence
This completes the proof.
6.2. An application of Theorem 6.3. One of the challenges in proving Borel-Cantelli lemmas when moving from the discrete system to the flow is that the induced characteristic functions are not, in general, characteristic functions. In this subsection we prove that characteristic functions of balls in the flow space induce observables which are sufficiently regular that we can apply Proposition 6.3 to them. In fact the averaging in the flow direction regularizes functions. If (z, u) ∈ H r 0 we let B η (z, u) denote a ball of radius η about (z, u) in the Euclidean metric
. It is clear from our proof below other Euclidean metrics may be used, for example
Proof. As before we define
For large s the ball B δ(s) (z, u) lies inside a fixed B i * k * for some specific k * , i * . Since we have freedom to induce on a set B placed anywhere in ∆ we need not worry about (z, u) lying on the boundary of a B i k . For γ > 0 we also define the induced function
We have to show that there exists an α and a constant K such that ψ n α < K for all n.
It suffices to show that there exist α, K such that
If δ(n(r 2 )) ǫ then osc(ψ n , B ǫ (x)) 2ǫ. This is because for each y ∈ B ǫ (x),
So we need only consider the supremum over small ǫ < δ(n(r 2 )). The ball
In the first case B osc(ψ n , B ǫ (x)) = 0 as the flow starting in B ǫ (x) does not meet B δ(s) (z, u). In the second case i.e. B ǫ (x) is bounded away from the boundary of B δ(s) (z)) by ǫ, then the two parts of the boundary of B δ(s) (z, u) which project to B ǫ (x) may be written locally as graphs over B ǫ (x), the 'height' functions are given by
Here we are restricting to t satisfying n j=1 (t j − x j ) 2 < ǫ where x = (x 1 , . . . , x d ) is the center of B ǫ (x). Note that for both branches | We start with some preliminary notation. Let r 2 = B r 2 (x)dµ 2 . Let φ : B r 2 → R ∪ {+∞} be a function, strictly maximized at a point (x 0 , u 0 ) ∈ B r 2 , which is sufficiently regular that for large r the set {(x, u) ∈ B r 2 : φ((x, u)) > r} corresponds to a topological ball centered at (x 0 , u 0 ). Let φ(x) = sup 0 u r 2 (x) φ((x, u)) and define u n (t) by the requirement that nµ 2 {φ > u n (t)} → t. Let M T (x, s) := max{φ(F s (x, u) : 0 s T }. As a consequence of [HNT, Theorem 2.6 ], Proposition 6.5. Suppose when we write u n (t) = g(t)
an + b n the normalizing constants a n > 0 and b n satisfy: 
Then, 1) If x 0 is not a periodic point for T 2 then µ{M T u [T /r 2 ] (t)} → e −t .
(2) If x 0 is a repelling periodic point of prime period k then µ{M T u [T /r 2 ] (t)} → e −θt where θ = 1 − |Jac(DT
−k
2 )(p 0 )|.
Appendix : Aperiodicity and weak mixing
Let (X, T, µ) be an ergodic measure-preserving dynamical system.
Definition. (X, T, µ) is weakly mixing if f • T = e it f for some non-zero f ∈ L 2 (µ) and t ∈ [0, 2π) implies that t = 0 and f is constant. Let Y ⊂ X be a subset of positive µ-measure. We denote by τ (y) the first return time of y ∈ Y to Y :
τ (y) = min{n 1 : T n y ∈ Y }.
We then define the first return mapT : Y → Y byT = T τ . It preserves the normalisation µ Y of the restriction to Y of the measure µ and is ergodic with respect to it.
Definition. We will say that the first return time is aperiodic if f •T = e itτ f for some non-zero f ∈ L 2 (µ Y ) and t ∈ [0, 2π) implies that t = 0 and f is constant.
Remark 7.2. By [Mo1, Proposition 1.1], the relation f •T = e itτ f is equivalent to L(e itτ f ) = f , where L is the transfer operator ofT with respect to the measure µ Y .
Proposition 7.3. The first return time is aperiodic if and only if (X, T, µ) is weakly mixing.
Proof. Suppose first that the first return time is aperiodic and let f ∈ L 2 (µ) non-zero and t ∈ [0, 2π) such that f • T = e it f . We easily verify that the restriction f Y of f to Y satisfies f Y •T = e itτ f Y :
f Y (T y) = f (T τ (y) y) = e itτ (y) f (y) = e itτ (y) f Y (y).
f Y is also non identically zero : otherwise, f would vanish on the set ∪ n 0 T −n Y , which by ergodicity is equal to X mod µ. Aperiodicity yields that t = 0, which means that f • T = f . Ergodicity implies that f is constant. Conversely, suppose that (X, T, µ) is weakly mixing and that f ∈ L 2 (µ Y ) is non identically zero and satisfies f •T = e itτ f . We first extend τ on the whole space X as being the first hitting time. By ergodicity, it is well defined µ-a.e. We then definef ∈ L 2 (µ) byf = e −itτ f • T τ . Since T τ (x) x belongs to Y for µ-a.e. x ∈ X by definition,f is well-defined. Our assumption on f implies thatf and f coincide on Y , so that it is non identically zero. Now, we verify thatf • T = e itf . Let x ∈ X with τ (x) > 1. Since τ is the first hitting time, we have τ (T x) = τ (x) − 1. Hence,f (T x) = e −itτ (T x) f (T τ (T x) T x) = e it e −itτ (x) f (T τ (x) x) = e itf (x). If τ (x) = 1, which implies T x ∈ Y , we have by definition off thatf (x) = e −it f (T x) = e −itf (T x). Weak mixing implies that t = 0 andf is constant. Since the restriction of f to Y is f , this shows that f is constant, and concludes the proof.
