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1. Introduction
Let Λ = (Ω,F , (Ft)t0,P) be a ﬁltered probability space with the ﬁltration F = (Ft)t0 satisfying the usual condi-
tions, which supports a real-valued F-adapted Brownian motion W = (Wt)t0 and a compensated Poisson random measure
N˜(dz,dt) := N(dz,dt) −Π(dz)dt associated with a Poisson random measure N :B(Z × R+) ×Ω → N ∪ {0} with the char-
acteristic measure Π on the measurable space (Z ,B(Z)) = (Rm,B(Rm)).
As in Ikeda and Watanabe [10], for each B ∈B(Z), the Poisson random measure N(B × (0, t]) can be represented by
a point process p on Z with the domain Dp as a countable subset of R+ . That is
N
(
B × (0, t])= ∑
s∈Dp , st
1B
(
p(s)
)
, for t > 0. (1.1)
It is known that any non-Gaussian Lévy process L = (Lt)t0 admits the Lévy–Itô decomposition (see, e.g., Theorem 42 in
Protter [15])
Lt = L0 + γ t +
t∫
0
∫
Z1
z N˜(dz,ds)+
t∫
0
∫
Z2
z N(dz,ds), (1.2)
with some constant γ ∈ R and the measurable sets Z1 = {z ∈ Rm; |z| 1} and Z2 = Z\Z1. The measure Π is called the Lévy
measure of the Lévy process L and satisﬁes Π({0}) = 0 and ∫Z 1∧ |z|2Π(dz) <∞. Accordingly, we can deﬁne the following
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θ¯ :=
∫
Z1
|z|2Π(dz), and θ := Π(Z2). (1.3)
Next we let (V ,‖ · ‖) and (H, | · |) be two separable Hilbert spaces and V is viewed as a subspace of H with a continuous
dense embedding. That is, there exists a constant ρ > 0 such that
|v| ρ‖v‖, for each v ∈ V . (1.4)
We identify H with its dual space H∗ and V  H ⊂ V ∗ , where  denotes the embedding is compact. An example is a
Gelfand triplet H1(D) ⊂ L2(D) ⊂ H−1(D) with the domain D ⊂ Rd .
This paper concentrates on the following stochastic evolution equation with the Lévy noise perturbation:
dXt + AXt dt = bγ (Xt)dt + σ(Xt)dWt +
∫
Z1
g(Xt−, z) N˜(dz,dt)+
∫
Z2
h(Xt−, z)N(dz,dt);
X0 = x ∈ H, (1.5)
where the drift bγ (x) := b0(x) + γ σ (x) with the constant γ ∈ R given in the decomposition (1.2) and b0 : H → H is an
m-dissipative mapping.1 The linear operator A : V → V ∗ admits the coercivity and bounded condition. That is, for all
v, x, y ∈ V , there exist constants κ,C > 0 such that
2〈Av, v〉 κ‖v‖2, (1.6a)
‖Ax‖V ∗ = sup
‖y‖=1
∣∣〈Ax, y〉∣∣ C‖x‖, (1.6b)
where 〈·,·〉 denotes the duality pair between V ∗ and V , and (·,·) the inner product on H . The volatility functions σ , g,h
are measurable.
Variational solutions of stochastic partial differential equations (SPDEs) with Gaussian noise perturbation were ﬁrst in-
vestigated by Pardoux [12]. In [4], Caraballo et al. explored existence, uniqueness and exponential stability of variational
solutions to a class of delay stochastic evolution equations driven by Wiener processes. Barbu and Da Prato [1] discussed
the ergodicity of the variational solution to a SPDE with some additive white noise. Recently, a series of literature incorpo-
rated the jump components into stochastic evolution equations. Röckner and Zhang [16] dealt with existence, uniqueness
and large deviation of variational solutions to a stochastic equation under Lipschitz coeﬃcients assumptions. Dong and
Xu [8] considered the invariant measure associated with the weak solution to one-dimensional stochastic Burgers equa-
tion with Lévy noise. Specially, Peszat and Zabczyk summarized their works concerning stochastic evolution equations with
Lévy noises in the book [13]. Compared with the above-mentioned literature, we concentrate on existence and unique-
ness of variational solutions and invariant measure related to a class of dissipative SPDEs driven by general Lévy processes.
In the current paper, we discuss the case when the drift term b0 in (1.5) is m-dissipative on H with the linear growth
setting. We specially deal with existence, uniqueness and moment property of the invariant measure associated with the
solution. Finally, we present suﬃcient conditions of the existence of an invariant set for this solution. The key tools are
jump-decomposition and an Itô formula for stochastic integrals with respect to compensated Poisson random measures on
separable Banach spaces (see, e.g., Rudiger and Ziglio [17]).
The rest of this paper is organized as follows. In the coming section, the existence and uniqueness of variational solutions
to Eq. (1.5) are established. Section 3 is devoted to proving existence and uniqueness of the invariant measure. Moreover,
an exponential stability of the solution to Eq. (1.5) is also studied in this section. In Section 4, a suﬃcient condition for the
existence of an invariant set to this equation is presented.
Throughout the paper, the generic positive constants C may be different from line to line. If it is essential, the dependence of a
constant C on some parameters, say T , will be written by CT . It is necessary to introduce some function spaces and notation, which
will used in the later sections:
• Cb(H)—the set of all real-valued continuous bounded functions on H;
• C2b (H)—the set of all twice Fréchet differential functions with bounded and continuous derivatives up to second order;• Lip(H)—the set of all Lipschitz continuous functions from H → R;
• C1,2(R× H)—the set of all functions F (t, x) which admits twice continuous Fréchet derivative w.r.t. x ∈ H and 1st-order contin-
uous derivative w.r.t. t ∈ R+;
• ⇒ means weak convergence;
• ∗⇀ means weak-star convergence.
1 We refer to p. 73 in Da Prato and Zabczyk [7] for the deﬁnition of m-dissipative mapping.
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In this section, the existence and uniqueness of variational solutions to Eq. (1.5) are established. We will refer to Prévôt
and Röckner [14] for the deﬁnition of variational solutions to a SPDE with an obvious extension to jump noise (see also,
Röckner and Zhang [16]).
For any T > 0, let M2([0, T ]; V ) denote the Hilbert space of all progressively measurable, square integrable, V -valued
processes equipped with the inner product
(X, Y )M := E
T∫
0
〈Xs, Ys〉V ds,
for X, Y ∈ M2([0, T ]; V ). Here 〈·,·〉V represents an inner product on V . The following result concentrates on the counterpart
with small jumps.
Proposition 2.1. Suppose that b0 : H → H is an m-dissipative mapping. Let the following regularity conditions (I) and (II) hold.
(I) (Linear growth) There exists a constant C > 0 such that |b0(x)| C(1+ |x|) for x ∈ H, and
(II) there exist constants Lσ , Lg > 0 such that σ : H → H and g : H × Z → H admit for any x, y ∈ H and z ∈ Z1 ,∣∣σ(x)− σ(y)∣∣2  Lσ |x− y|2, (2.1a)∣∣g(x, z)− g(y, z)∣∣2  Lg |x− y|2|z|2, (2.1b)
g(0, z) ≡ σ(0) = 0. (2.1c)
Then for the initial datum x ∈ H and any T > 0, there exists a unique H-valued progressive measure càdlàg (i.e., right-continuous with
ﬁnite left-hand limits) process X ∈ M2([0, T ]; V )∩ L2(Ω, L∞([0, T ]; H)) obeying the integral form, P-almost surely, in V ∗ ,
Xt = x−
t∫
0
AXs ds +
t∫
0
bγ (Xs)ds +
t∫
0
σ(Xs)dWs +
t+∫
0
∫
Z1
g(Xs−, z) N˜(dz,ds). (2.2)
Remark 2.1. Now we take the function pair (g,h) as g(x, z) = h(x, z) = σ(x)z and Lσ = Lg with σ(0) = 0. In this case, the
perturbation term in Eq. (1.5) can be rewritten as σ(u(t))dLt , where (Lt)t0 is a Lévy process with the characteristic triplet
(γ ,1,Π).
As in Da Prato and Zabczyk [12], we can deﬁne the Yosida approximations bn of the dissipative drift b0 by bn(x) =
b0( Jn(x)) = n[ Jn(x) − x], where Jn(x) = [I − b0/n]−1(x). Then bn : H → H is Lipschitz continuous and |bn(x)| can be domi-
nated by |b0(x)| for all x ∈ H . The following approximating equation can be treated easily.
dXnt + AXnt dt = bγn
(
Xnt
)
dt + σ (Xnt )dWt + ∫
Z1
g
(
Xnt−, z
)
N˜(dz,dt), n ∈ N;
X0 = x ∈ H, (2.3)
where the approximated drift bγn (x) := bn(x)+ γ σ (x) for x ∈ H . Next we quote a given result from Theorem 3.2 of Röckner
and Zhang [16].
Lemma 2.1. Let the conditions (I) and (II) of Proposition 2.1 hold. Then for each n ∈ N, Eq. (2.3) possesses a unique solution, which
is an H-valued càdlàg process Xn = (Xnt )t0 such that Xn ∈ M2([0, T ]; V ) ∩ L2(Ω, L∞([0, T ]; H)), for all T > 0. Moreover, it holds
that, P-almost surely, in V ∗ ,
Xnt = x−
t∫
0
AXns ds +
t∫
0
bγn
(
Xns
)
ds +
t∫
0
σ
(
Xns
)
dWs +
t+∫
0
∫
Z1
g
(
Xns−, z
)
N˜(dz,ds), (2.4)
with the deﬁnition bγn (x) = bn(x)+ γ σ (x), and x ∈ H.
Now we are at a position to prove Proposition 2.1.
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m(1)t = 2
t∫
0
(
σ
(
Xns
)
, Xns
)
dWs,
and
m(2)t =
t+∫
0
∫
Z1
[∣∣g(Xns−, z)∣∣2 + 2(g(Xns−, z), Xns−)] N˜(dz,ds).
Then Itô rule to |Xnt |2 yields that2
∣∣Xnt ∣∣2 = |x|2 − 2 t∫
0
〈
AXns , X
n
s
〉
ds + 2
t∫
0
(
bγn
(
Xns
)
, Xns
)
ds +m(1)t +m(2)t
+
t∫
0
∣∣σ (Xns )∣∣2 ds + t∫
0
∫
Z1
∣∣g(Xns , z)∣∣2Π(dz)ds. (2.5)
Note that g(0, z) ≡ σ(0) = 0, according to the condition (2.1c). Using the coercivity (1.6) and the deﬁnition bγn (x) = bn(x)+
γ σ (x), the Cauchy’s inequality gives
∣∣Xnt ∣∣2 + κ t∫
0
∥∥Xns ∥∥2 ds |x|2 + 2 t∫
0
(
bn
(
Xns
)
, Xns
)
ds + 2γ
t∫
0
(
σ
(
Xns
)
, Xns
)
ds +m(1)t +m(2)t
+
t∫
0
∣∣σ (Xns )∣∣2 ds + t∫
0
∫
Z1
∣∣g(Xns , z)∣∣2Π(dz)ds
 |x|2 + 2
t∫
0
(
bn
(
Xns
)− bn(0), Xns )ds + [1+ γ ] t∫
0
∣∣σ (Xns )− σ(0)∣∣2 ds +m(1)t +m(2)t
+
t∫
0
∫
Z1
∣∣g(Xns , z)− g(0, z)∣∣2Π(dz)ds + [1+ γ ] t∫
0
∣∣Xns ∣∣2 ds + C0t
where the constant C0 = |b0(0)|2 and γ ∈ R is given in the Lévy–Itô decomposition (1.2). By virtue of the dissipativity of
bn , we further have
∣∣Xnt ∣∣2 + κ t∫
0
∥∥Xns ∥∥2 ds |x|2 + [(1+ γ )(Lσ + 1)+ θ¯ Lg] t∫
0
∣∣Xns ∣∣2 ds +m(1)t +m(2)t + C0t.
Applying Burkhölder’s inequality to conclude that, there exists a constant C > 0 such that
E
[
sup
0st
∣∣m(1)s ∣∣] 12E[ sup0st∣∣Xns ∣∣2
]
+ CE
t∫
0
∣∣Xns ∣∣2 ds + Ct.
Note that Dp is a countable subset of R+ . Then using the inequality
∑
n a
2
n  (
∑
n |an|)2 for real numbers an and the B-D-G
inequality, we conclude that
2 Although Itô formula cannot be used directly for the solution Xn to Eq. (2.4), the approximation argument of the process Xn by the corresponding
strong solutions as in Brzez´niak et al. [3] and Chow [6] still works here.
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[
sup
0st
∣∣m(2)s ∣∣] CE([m(2),m(2)] 12t )
= CE
( ∑
s∈Dp , st
(∣∣g(Xns−, p(s))∣∣2 + 2(g(Xns−, p(s)), Xns−))2) 12
 CE
( ∑
s∈Dp , st
∣∣g(Xns−, p(s))∣∣4) 12 + CE( ∑
s∈Dp , st
sup
0ut
∣∣Xnu∣∣2∣∣g(Xs−, p(s))∣∣2) 12
 CE
[ ∑
s∈Dp , st
∣∣g(Xns−, p(s))∣∣2]+ CE[ sup
0st
∣∣Xns ∣∣( ∑
s∈Dp , st
∣∣g(Xs−, p(s))∣∣2) 12 ]
 1
4
E
[
sup
0st
∣∣Xns ∣∣2]+ CE[ ∑
s∈Dp , st
∣∣g(Xns−, p(s))∣∣2]
= 1
4
E
[
sup
0st
∣∣Xns ∣∣2]+ CE[ ∑
s∈Dp , st
∣∣g(Xns−, p(s))− g(0, p(s))∣∣2]
 1
4
E
[
sup
0st
∣∣Xns ∣∣2]+ CE
[
Lg θ¯
t∫
0
∣∣Xns ∣∣2 ds
]
,
where we have used the condition (2.1c) for the 2nd equality and the condition (2.1b) for the last inequality. In addition,
the ﬁnite constant θ¯ is given in (1.3).
As a consequence, there exists a constant C > 0 such that for all t ∈ (0, T ] and all n ∈ N,
E
[
sup
0st
∣∣Xns ∣∣2 + 4κ t∫
0
∥∥Xns ∥∥2 ds
]
 C
(
|x|2 +E
t∫
0
∣∣Xns ∣∣2 ds + t
)
. (2.6)
It follows from Gronwall’s lemma that, for all n ∈ N,
E
[
sup
0tT
∣∣Xnt ∣∣2 + 4κ T∫
0
∥∥Xnt ∥∥2 dt
]
 [C + 1]CeCT [|x|2 + T ]. (2.7)
Again apply Itô rule for |Xnt − Xmt |2 to conclude that3
∣∣Xnt − Xmt ∣∣2 = −2 t∫
0
〈
A
(
Xns − Xms
)
, Xns − Xms
〉
ds + 2
t∫
0
(
bγn
(
Xns
)− bγm(Xms ), Xns − Xms )ds
+ 2
t∫
0
(
σ
(
Xns
)− σ (Xms ), Xns − Xms )dWs + t∫
0
∣∣σ (Xns )− σ (Xms )∣∣2 ds
+
t+∫
0
∫
Z1
[∣∣g(Xns−, z)− g(Xms−, z)∣∣2 + 2(g(Xns−, z)− g(Xms−, z), Xns− − Xms−)] N˜(dz,ds)
+
t∫
0
∫
Z1
∣∣g(Xns , z)− g(Xms , z)∣∣2Π(dz)ds. (2.8)
3 See the illustration of Itô rule in footnote 1.
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bn(x)− bm(y), x− y
)= (bn(x)− bm(y), Jn(x)− Jm(y))−(bn(x)− bm(y), 1
n
bn(x)− 1
m
bm(y)
)

[
1
n
+ 1
m
][∣∣b0(x)∣∣+ ∣∣b0(y)∣∣]2,
where(
bn(x)− bm(y), Jn(x)− Jm(y)
)= (b0( Jn(x))− b0( Jm(y)), Jn(x)− Jm(y)) 0.
As a consequence, using (2.8), there exists a constant C > 0 such that
E
∣∣Xnt − Xmt ∣∣2 + κE t∫
0
∥∥Xns − Xms ∥∥2 ds = 2[1n + 1m
]
E
t∫
0
[∣∣b0(Xns )∣∣+ ∣∣b0(Xms )∣∣]2 ds
+ CE
t∫
0
∣∣Xns − Xms ∣∣2 ds + 34E[ sup0st∣∣Xns − Xms ∣∣2
]
 Ct
[
1
n
+ 1
m
][
t + t|x|2]+ CE t∫
0
∣∣Xns − Xms ∣∣2 ds
+ 3
4
E
[
sup
0st
∣∣Xns − Xms ∣∣2]. (2.9)
The Gronwall’s lemma concludes that for any T > 0,
lim
n,m→∞E
[
sup
0tT
∣∣Xnt − Xmt ∣∣2]= 0, and limn,m→∞E
T∫
0
∥∥Xnt − Xmt ∥∥2 dt = 0. (2.10)
In the following, we prove the validity of the integral representation (2.2). Actually, by virtue of (2.10), there exists a
X ∈ M2([0, T ]; V )∩ L2(Ω, L∞([0, T ]; H)) such that, when n → ∞,
Xn → X in M2([0, T ]; V )∩ L2(Ω, L∞([0, T ]; H)). (2.11)
Note that | Jn(x)− x| 1n |b0(x)|. Then for each x ∈ H , Jn(x) → x, in H , as n → ∞, and for all n ∈ N, | Jn(x)− Jn(y)| |x− y|,
for x, y ∈ H . This shows that, when n → ∞,
Jn
(
Xn
)→ X, in L2(Ω, L∞([0, T ]; H)). (2.12)
In light of (2.7), for all n ∈ N, E[sup0tT |bn(Xnt )|2] CT , with some constant CT > 0 which is independent of the index n.
Hence we can subtract a subsequence bnm (X
nm ) such that bnm (X
nm ) = b( Jnm (Xnm ))
∗
⇀ b(X) holds in L2(Ω, L∞([0, T ]; H)),
as m → ∞. For each v ∈ V ,
(
Xnmt , v
)= (x, v)− t∫
0
〈
AXnms , v
〉
ds +
t∫
0
(
bγnm
(
Xnms
)
, v
)
ds
+
t∫
0
(
σ
(
Xnms
)
, v
)
dWs +
t+∫
0
∫
Z1
(
g
(
Xnms−, z
)
, v
)
N˜(dz,ds). (2.13)
Take (1.6) into account, the operator A is bounded. Accordingly, E
∫ T
0 ‖AXnt ‖2V ∗ dt  CE
∫ T
0 ‖Xnt ‖2 dt  C . This concludes that
(AXn)n∈N is bounded in L2(Ω, L2([0, T ]; V ∗)). In particular, we can take a subsequence of (Xnm ) (yet denoted by (Xnm ))
such that, as m → ∞,
AXnm ⇀ u, in L2
(
Ω, L2
([0, T ]; V ∗)). (2.14)
We observe that for m → ∞,
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∣∣∣∣∣
T∫
0
(
σ
(
Xnms
)− σ(Xs), v)dWs
∣∣∣∣∣
2
 C‖v‖2E
T∫
0
∥∥Xnms − Xs∥∥2 ds → 0,
and
E
∣∣∣∣∣
T+∫
0
∫
Z1
(
g
(
Xnms−, z
)− g(Xs−, z), v) N˜(dz,ds)
∣∣∣∣∣
2
→ 0.
Since the limit point in L2(Ω) is unique and v ∈ V is arbitrary, it follows (2.11) and (2.14) that, in V ∗ ,
Xt = x−
t∫
0
us ds +
t∫
0
bγ (Xs)ds +
t∫
0
σ(Xs)dWs +
t+∫
0
∫
Z1
g(Xs−, z) N˜(dz,ds). (2.15)
Next we check that AX = u in L2(Ω, L2([0, T ]; V ∗)). Consider a similar procedure as in Caraballo et al. [4], we have
2E
T∫
0
〈
AXnms , X
nm
s
〉
ds = |x|2 −E∣∣XnmT ∣∣2 + 2E
T∫
0
(
bγnm
(
Xnms
)
, Xnms
)
ds
+E
T∫
0
∣∣σ (Xnms )∣∣2 ds +E T∫
0
∫
Z1
∣∣g(Xnms , z)∣∣2Π(dz)ds. (2.16)
Using (e) of Proposition 21.26 in Zeidler [18], the limits (2.11) and (2.14) yield that
lim
m→∞E
T∫
0
(
bnm
(
Xnms
)
, Xnms
)
ds = E
T∫
0
(
b0(Xs), Xs
)
ds.
Thus take limits on both sides of (2.16), and then we have
lim
m→∞2E
T∫
0
〈
AXnms , X
nm
s
〉
ds = |x|2 −E|XT |2 + 2E
T∫
0
(
bγ (Xs), Xs
)
ds +E
T∫
0
∣∣σ(Xs)∣∣2 ds
+E
T∫
0
∫
Z1
∣∣g(Xs, z)∣∣2Π(dz)ds. (2.17)
From the integral representation (2.4) in Lemma 2.1, it follows that
lim
m→∞E
T∫
0
〈
AXnms , X
nm
s
〉
ds = E
T∫
0
〈us, Xs〉ds. (2.18)
Again, using (1.6), we have, for any z ∈ L2(Ω, L2([0, T ]; V )),
2E
T∫
0
〈
AXnms − Azs, Xnms − zs
〉
ds − κE
T∫
0
∥∥Xnms − zs∥∥2 ds 0. (2.19)
Thus (2.11), (2.14) and (2.18) allow us to take the limit of nm → ∞ in (2.19) and so
2E
T∫
〈us − Azs, Xs − zs〉ds − κE
T∫
‖Xs − zs‖2 ds 0. (2.20)0 0
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rewritten as
2E
T∫
0
〈
us − AXs, z2(s)
〉
ds + δ
[
E
T∫
0
〈
Az2(s), z2(s)
〉
ds − κδE
T∫
0
∥∥z2(s)∥∥2 ds
]
 0.
Let δ ↓ 0. Then for each z2 ∈ L2(Ω, L2([0, T ]; V )),
2E
T∫
0
〈
us − AXs, z2(s)
〉
ds 0.
This concludes that u = AX , in L2(Ω, L2([0, T ]; V ∗)). Thus we complete the proof of the existence.
Finally we prove the uniqueness. Let X(t; x) and Y (t; y) be two solutions of Eq. (1.5) in M2([0, T ]; V ) ∩ L2(Ω,
L∞([0, T ]; H)) with the respect initial datum x, y ∈ H . The conditions (I) and (II) of Proposition 2.1, together with the
dissipativity of b0 on H jointly imply that
E
∣∣X(t; x)− Y (t; y)∣∣2 + κE t∫
0
∥∥X(s; x)− Y (s; y)∥∥2 ds
 |x− y|2 + 3
4
E
[
sup
0st
∣∣X(s; x)− Y (s; y)∣∣2]+ CγE t∫
0
∣∣X(s; x)− Y (s; y)∣∣2 ds,
for some constant Cγ > 0. Further, the Gronwall’s lemma yields that
E
[
sup
0tT
∣∣X(t; x)− Y (t; y)∣∣2]+ 4κE T∫
0
∥∥X(t; x)− Y (t; y)∥∥2 dt  CeCT |x− y|2, (2.21)
which follows the uniqueness. Hence the entire proof of Proposition 2.1 is complete. 
Now we can state the main result of this section.
Theorem 2.1. Let the conditions of Proposition 2.1 hold. Then for each T > 0, there exists a unique H-valued càdlàg solution X ∈
M2([0, T ]; V )∩ L2(Ω, L∞([0, T ]; H)) to Eq. (1.5).
Proof. Using Proposition 2.1 and noticing that Π(Z2) < ∞, the remaining proof is similar to that of Theorem 3.1 of [2]. We
here omit the details. 
3. Invariant measure
In this section, we study the invariant measure of the variational solution to Eq. (1.5). We begin with an assumption
concerning the jump volatility h : H × Z2 → H .
(III) There exists Lh > 0 such that h(0, z) ≡ 0 and |h(x, z)− h(y, z)|2  Lh|x− y|2 for all z ∈ Z2.
Remark 3.1. Note that the condition (III) rules out the case of h(x, z) = σ(x)z. To incorporate the case into the section, we
can impose the condition
(III′) There exists Lh > 0 such that h(0, z) ≡ 0 and∣∣h(x, z)− h(y, z)∣∣2  Lh|x− y|2|z|p, for p  2,
θp =
∫
Z2
|z|p Π(dz) < ∞.
The last condition in (III′) is equivalent to that the Lévy process (Lt)t0 admits the ﬁnite p-order moment. Compared with
(III) and (III′), we note that if (III) holds, then Lévy measure Π is unrestrictive. If (III′) is assumed to hold, then this case
is included, but an additional condition on Π : θ2 < ∞ has to be imposed. However the essential proofs in this section by
employing (III) and (III′) are indistinctive.
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Theorem 3.1. Let the conditions of Proposition 2.1 and (III) be satisﬁed. Recall ρ , κ , θ¯ and θ presented in (1.3) and (1.4). Deﬁne the
following ‘stable’ parameter  by
 := κρ−2 − [(1+ γ )(Lσ + 1)+ 2θ¯ Lg + 2θ Lh1/2(L1/2h + 1)].
If  > 0, then there exists an unique invariant measure ν for the transition semigroup (Pt)t0 , where Ptϕ(x) = E[ϕ(X(t; x))] for
x ∈ H and ϕ ∈ Cb(H). Moreover, the invariant measure ν admits the moment property
∫
H ‖x‖2 ν(dx) C, with some constant C > 0.
Prior to the proof of the theorem, we also need a Gronwall’s inequality (see, e.g., [9]).
Lemma 3.1. Let v(t) be a positive differentiable function satisfying that for every p  0 and p = 1,
dv(t)
dt
 f (t)v(t)+ h(t)vp(t), t ∈ [α,β),
with continuous functions f ,h in [α,β). Then
v(t) exp
( t∫
α
f (s)ds
)[
vq(α)+ q
t∫
α
h(s)exp
(
−q
s∫
α
f (τ )dτ
)
ds
] 1
q
,
for all t ∈ [α,β1), where q = 1− p and β1 is chosen so that the above expression between [·] is positive in the subinterval [α,β1).
We ﬁrst discuss existence and moment property of an invariant measure associated with the variational solution to the
following approximating equation
dXnt + AXnt dt = bγn
(
Xnt
)
dt + σ (Xnt )dWt + ∫
Z1
g
(
Xnt−, z
)
N˜(dz,dt)+
∫
Z2
h
(
Xnt−, z
)
N(dz,dt);
Xn0 = x ∈ H . (3.1)
Now we deﬁne the transition semigroup (Pnt )t0 by P
n
t ϕ(x) = E[ϕ(Xn(t; x))] for x ∈ H and ϕ ∈ Cb(H). Then we have the
Fellerian property of (Pnt )t0 for each n 0 (in the case of n = 0, P0t = Pt ).
Lemma 3.2. For each n ∈ N∪ {0}, the transition semigroup (Pnt )t0 is Fellerian.
Proof. According to Lemma 7.1.5 in p. 125 of Da Prato and Zabczyk [7], it suﬃces to prove that for any ϕ ∈ C2b (H) and
n ∈ {0} ∪N, Pnt ϕ ∈ Cb(H). Utilize (2.21), we have for all x, y ∈ H ,∣∣Pnt ϕ(x)− Pnt ϕ(y)∣∣2  ∥∥ϕ′∥∥2∞E∣∣Xn(t; x)− Xn(t; y)∣∣2  Ct∥∥ϕ′∥∥2∞|x− y|2,
where we used the dissipativity of the Yosida approximation bn for each n ∈ N. Hence the proof of the lemma is com-
plete. 
Proposition 3.1. Under the conditions of Theorem 3.1, for each n ∈ N, there exists an invariant measure νn for the transition semigroup
(Pnt )t0 on H. Moreover, the invariant measure sequence (νn)n∈N is tight, and for all n ∈ N,
∫
H ‖x‖2 νn(dx) C, with some constant
C > 0 which is independent of the index n.
Proof. Using the energy equation (2.5) and by Itô rule, we have
E
∣∣Xn(t; x)∣∣2 = |x|2 − 2 t∫
0
E
〈
AXn(s; x), Xn(s; x)〉ds + 2 t∫
0
E
(
bγn
(
Xn(s; x)), Xn(s; x))ds
+
t∫ ∫
E
∣∣g(Xn(s; x), z)∣∣2Π(dz)ds + 2 t∫ ∫ E(h(Xn(s; x), z), Xn(s; x))Π(dz)ds0 Z1 0 Z2
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t∫
0
∫
Z2
E
∣∣h(Xn(s; x), z)∣∣2Π(dz)ds + t∫
0
E
∣∣σ (Xn(s; x))∣∣2 ds
 |x|2 − 
t∫
0
E
∣∣Xn(s; x)∣∣2 ds + C0t, (3.2)
where C0 = |b0(0)|2. Deﬁne η(t) = E|Xn(t; x)|2 and which is differentiable with respective to the time variable t by the
equality (3.2). Then dη(t)dt −η(t)+ C0, and by Lemma 3.1, for all t > 0,
η(t) |x|2e−t + C0

. (3.3)
Now given T0 > 0 and for all T  T0, we have
1
T
T∫
0
η(t)dt  |x|
2
T
+ C0

 |x|
2
T0
+ C0

.
From the inequality (3.3), we conclude that for T  T0,
1
T
T∫
0
E
∥∥Xn(t; x)∥∥2 dt  κ−1[|x|2 + κρ2 − 
T
T∫
0
η(t)dt + C0T
]
 κ−1
[
|x|2 + κρ
2 − 
T
[ |x|2
T0
+ C0

]
+ C0T
]
=: CT0 .
Note that the compact embedding V  H . Then K (r) = {v ∈ H; ‖v‖  r} is a compact subset of H for ﬁxed r > 0. So by
Chebychev’s inequality, for x ∈ H ,
sup
n∈N
1
T
T∫
0
P
(
Xn(t; x) ∈ Kc(r))dt  CT0
r2
 ε,
if r > 0 is large enough. This yields that the measure family ( 1T
∫ T
0 P
n
t (x, ·)dt)TT0 is tight for each ﬁxed n ∈ N and x ∈ H .
Therefore the existence of an invariant measure follows from Krylov–Bogoliubov theorem (see Da Prato and Zabczyk [7]),
since we have proved the Fellerian property of (Pnt )t0 by Lemma 3.2. Now we let ε > 0, y ∈ R+ and deﬁne φε(y) =
y/[1+ εy]. Then the 1st and 2nd derivatives of φε(y) are given by respectively
φ′ε(y) =
1
(1+ εy)2 , φ
′′
ε (y) =
−2ε
(1+ εy)3 .
Let ξ(t) = |Xn(t; x)|2. Then the Itô rule yields that
φε
(
ξ(t)
)= φε(ξ(0))− 2 t∫
0
φ′ε
(
ξ(s)
)〈
AXns , X
n
s
〉
ds + 2
t∫
0
φ′ε
(
ξ(s)
)(
bγn
(
Xns
)
, Xns
)
ds
+
t∫
0
∫
Z1
φ′ε
(
ξ(s)
)∣∣g(Xns , z)∣∣2Π(dz)ds + t∫
0
∫
Z2
φ′ε
(
ξ(s)
)∣∣h(Xns , z)∣∣2Π(dz)ds
+ 2
t∫
0
∫
Z2
φ′ε
(
ξ(s)
)(
h
(
Xns , z
)
, Xns
)
Π(dz)ds + 2
t∫
0
φ′ε
(
ξ(s)
)(
σ
(
Xns
)
, Xns
)
dWs
+ 2
t∫
0
φ′′ε
(
ξ(s)
)∣∣(σ (Xns ), Xns )∣∣2 ds + t∫
0
φ′ε
(
ξ(s)
)∣∣σ (Xns )∣∣2 ds + t+∫
0
∫
Z1
φε
(
ξ(s−)+ ∣∣g(Xns−, z)∣∣2
+ 2(g(Xns−, z), Xns−))φε(ξ(s−)) N˜(dz,ds)+ t∫ ∫ φε(ξ(s)+ ∣∣g(Xns , z)∣∣2 + 2(g(Xns , z), Xns ))
0 Z1
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(
ξ(s)
)− φ′ε(ξ(s))(∣∣g(Xns , z)∣∣2 + 2(g(Xns , z), Xns ))Π(dz)ds
+
t+∫
0
∫
Z2
[
φε
(
ξ(s−)+ ∣∣h(Xns−, z)∣∣2 + 2(h(Xns−, z), Xns−))− φε(ξ(s−))] N˜(dz,ds)
+
t∫
0
∫
Z2
[
φε
(
ξ(s)+ ∣∣h(Xns , z)∣∣2 + 2(h(Xns , z), Xns ))
− φε
(
ξ(s)
)− φ′ε(ξ(s))(∣∣h(Xns , z)∣∣2 + 2(h(Xns , z), Xns ))]Π(dz)ds. (3.4)
Deﬁne G(x, z) = |h(x, z)|2 + 2(h(x, z), x) for x ∈ H . Then from the Taylor series expansion, the last term of r.h.s. of (3.4) can
be rewritten as
1∫
0
t∫
0
∫
Z2
(1− θ)φ′′ε
(
ξ(s)+ θG(Xns , z))∣∣G(Xns , z)∣∣2Π(dz)dsdθ, for θ ∈ (0,1).
For x ∈ H , z ∈ Z , we have
φ′′ε
(|x|2 + θG(x, z))∣∣G(x, z)∣∣2 = −2ε|G(x, z)|2
(1+ ε|x|2 + εθ |h(x, z)|2 + 2εθ(h(x, z), x))3
= −2ε|G(x, z)|
2
[1+ ε(1− θ)|x|2 + εθ(|x|2 + |h(x, z)|2 + 2(h(x, z), x))]3
= −2ε|G(x, z)|
2
[1+ ε(1− θ)|x|2 + εθ |x+ h(x, z)|2]3  0.
Similar to the proof of (3.2), we obtain
E
|Xn(t; x)|2
1+ ε|Xn(t; x)|2 + κ
t∫
0
E
‖Xn(s; x)‖2
(1+ ε|Xn(s; x)|2)2 ds
|x|2
1+ ε|x|2 +
[
κρ−2 − ] t∫
0
E
|Xn(s; x)|2
[1+ ε|Xn(s; x)|2]2 ds
+
t∫
0
E
C0
[1+ ε|Xn(s; x)|2]2 ds. (3.5)
By Proposition 3.1, it holds that for all ψ ∈ Cb(H),∫
H
E
[
ψ
(
Xn(t; x))]νn(dx) = ∫
H
ψ(x) νn(dx). (3.6)
Integrate both sides of (3.5) w.r.t. the measure νn(dx) and then using (3.6) to conclude that for each n ∈ N,∫
H
|x|2
(1+ε|x|2)2 νn(dx)  C0/. Apply the Fatou’s lemma (ε → 0) to conclude that
∫
H |x|2 νn(dx)  C0/. In light of (3.5), one
has ∫
H
‖x‖2
(1+ ε|x|2)2 νn(dx)
κρ−2 − 
κ
∫
H
|x|2
[1+ ε|x|2]2 νn(dx)+
C0
κ
.
So that we have
∫
H ‖x‖2 νn(dx) [κρ−2 − ]C0/[κ] + C0/κ . Let Xn∞ be a H-valued random variable with the law vn . Then
Eνn [‖Xn∞‖2] [κρ−2 − ]C0/[κ] + C0/κ , which implies that
sup
n∈N
νn
(
K (r)c
)= sup
n∈N
νn
(∥∥Xn∞∥∥> r) 1r2 supn∈NEνn[∥∥Xn∞∥∥2]< ε,
if r > 0 is large enough. This yields that (νn)n∈N is tight. 
We are now in a position to present the proof of Theorem 3.1.
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when m → ∞. For parsimony, we also index this subsequence by n. Then we have for each ψ ∈ Cb(H),
lim
n→∞
∫
H
ψ(x) νn(dx) =
∫
H
ψ(x) ν(dx). (3.7)
Let δ > 0. Utilize Proposition 3.1 to conclude that, for each n ∈ N,∫
H
‖x‖2
1+ δ‖x‖2 νn(dx)
∫
H
‖x‖2 νn(dx) C .
Then the equality (3.7) implies that
∫
H
‖x‖2
1+δ‖x‖2 ν(dx)  C for some constant C > 0. Letting δ ↓ 0 and Fatou’s lemma yields
that
∫
H ‖x‖2 ν(dx) C . Now if we can check that for ψ ∈ D := C2b (H)∩ Lip(H),
lim
n→∞
∫
H
E
[
ψ
(
Xn(t; x))]νn(dx) = ∫
H
E
[
ψ
(
X(t; x))]ν(dx), (3.8)
holds for all t , then (3.6)–(3.8) jointly imply that for all ψ ∈ D, ∫H E[ψ(X(t; x))]ν(dx) = ∫H ψ(x) ν(dx). This shows that ν is
an invariant measure for (Pt)t0 by employing dominated convergence theorem, since D is a dense subset of Cb(H) (see,
e.g., Barbu and Da Prato [1]). The following is devoted to proving (3.8). Note that, it holds that∣∣∣∣∫
H
Eψ
(
Xn(t; x))νn(dx)− ∫
H
Eψ
(
X(t; x))ν(dx)∣∣∣∣
=
∣∣∣∣∫
H
[
Pnt ψ(x)− Ptψ(x)
]
νn(dx)
∣∣∣∣+ ∣∣∣∣∫
H
Ptψ(x) νn(dx)−
∫
H
Ptψ(x) ν(dx)
∣∣∣∣
:= I(n)1 (t)+ I(n)2 (t).
We observe that, by the Fellerian property of the semigroup (Ptψ)t0 with ψ ∈ C2b (H) (see Lemma 3.2) and the equal-
ity (3.7), I(n)2 (t) → 0 for each ﬁnite t > 0, when n → ∞. As for I(n)1 (t), using Fatou’s lemma, coupled with (2.9) and
Proposition 3.1, there exists a constant C > 0 such that when n → ∞,∣∣∣∣∫
H
[
Pnt ψ(x)− Ptψ(x)
]
νn(dx)
∣∣∣∣2  C ∫
H
E
∣∣Xn(t; x)− X(t; x)∣∣2 νn(dx)
 C lim inf
m→∞
∫
H
E
∣∣Xn(t; x)− Xm(t; x)∣∣2 νn(dx)
 lim inf
m→∞
∫
H
Ct
[
1
n
+ 1
m
][
t + t|x|2]νn(dx)
= Ct
n
[
t + ρ2t
∫
H
‖x‖2 νn(dx)
]
 Ct
n
[
t + Cρ2t]→ 0.
Thus we complete the proof of the existence part of Theorem 3.1. On the other hand, similar to the proof of (3.2), for
x, y ∈ H , E|X(t; x)− X(t; y)|2  |x− y|2 −  ∫ t0 E|X(s; x)− X(s; y)|2 ds. Moreover, using Lemma 3.1, E[|X(t; x)− X(t; y)|2]
e−t |x− y|2. Hence for all ϕ ∈ C1b (H),∣∣∣∣Ptϕ(x)− ∫
H
ϕ(y) ν(dy)
∣∣∣∣2  ∫
H
∣∣Ptϕ(x)− Ptϕ(y)∣∣2 ν(dy) ∫
H
E
∣∣ϕ(X(t; x))− ϕ(X(t; y))∣∣2 ν(dy)

∥∥ϕ′∥∥∞e−t ∫
H
|x− y|2 ν(dy) ∥∥ϕ′∥∥∞e−t[2|x|2 + C].
This yields that for all x ∈ H and ϕ ∈ L2(H;ν),
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t→∞ Ptϕ(x) =
∫
H
ϕ(y) ν(dy),
because C1b (H) is dense in L
2(H;ν). Hence ν is strongly mixing, and then by Theorem 3.2.1 in Cerrai [5], ν is unique. Thus
we complete the entire proof of Theorem 3.1. 
Example 3.1. Let O be an open bounded set of Rd (d  1) with the regular boundary ∂O. Let H = L2(O) and deﬁne a
continuous decreasing function f : R → R by
f (ξ)=
{√−ξ, if ξ < 0,
−√ξ, if ξ  0.
Deﬁne a Nemytskii operator by b0(x) = f ◦ x, ∀x ∈ D(b0) := {x ∈ H; f ◦ x ∈ H}. So b0 is m-dissipative and |b0(x)| 12 [1+|x|]
for x ∈ H . Let A be a Laplace operator, i.e., Ax = −x, x ∈ D(A) := H2(O) ∩ H10(O). Consider the following stochastic
evolution equation
dXt −Xt dt = bγ (Xt)dt + σ(Xt)dWt +
∫
Z1
g(Xt−, z) N˜(dz,dt)+
∫
Z2
h(Xt−, z)N(dz,dt), in O;
X = 0, on ∂O × [0,∞);
X0 = x ∈ H .
If the functions σ , g and h satisfy the assumptions of Theorems 2.1 and 3.1, then the all conclusions in Theorems 2.1 and
3.1 hold. Here V = H10(O) and V ∗ = H−1(O).
Toward this end, we present a mean-square exponential stability of the variation solution to Eq. (1.5).
Proposition 3.2. Suppose the same conditions of Theorem 3.1 hold. Let X ∈ M2([0, T ]; V )∩ L2(Ω, L∞([0, T ]; H)) be the variational
solution of Eq. (1.5). For given λ > 0, if the ‘stable’ parameter  λ, and |b0(0)|2 = 0,4 then for all t  0, E[|Xt |2] e−λtE[|x|2].
Proof. Note that, for n ∈ N and x ∈ H ,
bn(x) = n
[
Jn(x)− Jn
(
x− 1
n
b0(x)
)]
, (3.9)
and bn(0) = 0, if b0(0) = 0. For ﬁxed t > 0, applying Itô rule to eλt |Xt |2, then by virtue of the dissipativity of bn , we have
eλtE
∣∣Xnt ∣∣2 = E|x|2 + λE t∫
0
eλs
∣∣Xns ∣∣2 ds + 2E t∫
0
eλs
〈−AXns , Xns 〉ds + 2E t∫
0
eλs
(
bγn
(
Xns
)
, Xns
)
ds
+E
t∫
0
eλs
∣∣σ (Xns )∣∣2 ds + t∫
0
∫
Z1
eλsE
∣∣g(Xns , z)∣∣2Π(dz)ds
+
t∫
0
∫
Z2
eλsE
[
2
(
h
(
Xns , z
)
, Xns
)+ ∣∣h(Xns , z)∣∣2]Π(dz)ds
 E|x|2 + (λ− )
t∫
0
eλsE
∣∣Xns ∣∣2 ds + C0 t∫
0
eλs ds E|x|2,
where C0 = |b0(0)|2. This shows, for each n ∈ N, E|Xnt |2  e−λtE|x|2. Hence by Cauchy’s inequality, we have for any constant
δ > 0, there exists a positive constant Cδ depending on δ such that
E|Xt |2 = E
∣∣Xt − Xnt + Xnt ∣∣2  [1+ Cδ]E∣∣Xt − Xnt ∣∣2 + [1+ δ]E∣∣Xnt ∣∣2
 [1+ Cδ]E
∣∣Xt − Xnt ∣∣2 + [1+ δ]e−λtE|X0|2. (3.10)
4 This condition is satisﬁed for the b0 given in Example 3.1.
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E
[∣∣Xt − Xnt ∣∣2] ε/[1+ Cδ], ∀n N.
Thus the inequality (3.10) continues to be estimated by E[|Xt |2]  ε + [1 + δ]e−λtE|x|2. This proves the assertion of the
proposition. 
4. Invariant set
This section deals with an invariant set associated with the variational solution to the following Cauchy problem
dXt −Xt dt = bγ (Xt)dt + σ(Xt)dWt +
∫
Z1
g(Xt−, z) N˜(dz,dt)+
∫
Z2
g(Xt−, z)N(dz,dt),
X0 = x ∈ H, (4.1)
where  := ∑dj=1 ∂2∂x2j is the Laplace operator as in Example 3.1. Actually we can consider Eq. (4.1) in the framework of
the Gelfand triple H1(Rd) ⊂ L2(Rd) ⊂ H−1(Rd). For d  1, let H = L2(Rd), V = H1(Rd), V ∗ = H−1(Rd) and Z = Z1 ∪ Z2.
Suppose that b0, σ : H → H and g : H × Z → H satisfy the assumptions of Theorem 2.1. Based on existence and uniqueness
of the variational solution, let I be an open set of H and D = [0,∞)× I , assume that
Π
({
z ∈ Z; (t, x+ g(t, x, z)) ∈ Dc})= 0, ∀(t, x) ∈ D. (4.2)
Deﬁne the ﬁrst exit time of Xt from D by
τD(t0, x0)(ω) = inf
{
t  t0;
(
t, X(t, t0; x0,ω)
) ∈ Dc}, for (t0, x0) ∈ D,
where X(t, t0; x0) is a unique variational solution to Eq. (4.1) with the initial value Xt0 = x0 at time t0. Next we give the
deﬁnition of an invariant set for this solution X . Let F : R+ × H → R be in C1,2(R × H) and deﬁne ΓD(F ) = {(t, x) ∈
R× H; F (t, x) = C∗} ⊂ D for some constant C∗ ∈ R.
Deﬁnition 4.1. (See Kulinich and Kushnirenko [11].) A set ΓD(F ) is said to be an invariant set of Eq. (4.1), if for all (t0, x0) ∈
ΓD(F ) and t  t0, P-almost surely(
F (t, Xt)− C∗
)
φ(t)= 0, (4.3)
where φ(t) = 1 for t ∈ [t0, τD(t0, x0)) and φ(t)= 0 for t  τD(t0, x0).
For x ∈ H , we deﬁne an integro-differential operator L by
LF (t, x) = F ′t(t, x)+
(
Dx, F ′′xx(t, x)Dx
)+ (F ′x(t, x),bγ (x))+ 12 (F ′′xx(t, x)σ (x),σ (x))−
∫
Z1
(
F ′x(t, x), g(x, z)
)
Π(dz).
By virtue of Itô rule with jumps (see, e.g., Rudiger and Ziglio [17]), for t ∈ [t0, τD(t0, x0)),
F (t, Xt) = F (t0, Xt0)+ At + Mt, (4.4)
where
At =
t∫
t0
[
LF (s, Xs)+
∫
Z
[
F
(
s, Xs + g(Xs, z)
)− F (s, Xs)]Π(dz)]ds,
Mt =
t∫
t0
(
F ′x(s, Xs),σ (Xs)
)
dW (s)+
t∫
t0
∫
Z
[
F
(
s, Xs− + g(Xs−, z)
)− F (s, Xs−)] N˜(dz,ds).
Now we can state the main result of the section.
Theorem 4.1. Let Xt0 = x0 ∈ H. Then ΓD(F ) becomes an invariant set of Eq. (4.1) for C∗ = F (t0, x0) and (t0, x0) ∈ D, if
(i) LF (t, x) = 0 and (F ′x(t, x),σ (x))= 0, ∀(t, x) ∈ ΓD(F ),
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({
z ∈ Z : F (t, x+ g(x, z))− F (t, x) = 0})= 0, ∀(t, x) ∈ ΓD(F ),
(iii) Π
({
z ∈ Z1: F
(
t, x+ g(x, z))− F (t, x) = 0})= 0, ∀(t, x) ∈ D.
Proof. Recall that there exists a sequence of stopping times τn ↑ ∞ such that N({τk}, {p(τk)}) = 1 for any k ∈ N. Therefore
there exists a stopping time τ j such that τ j−1  t0 < τ j (set τ0 = 0, j ∈ N). Then for t ∈ [t0, τ j ∧ τD(t0, x0)), Xt satisﬁes that,
P-almost surely, in V ∗ ,
Xt = x0 −
t∫
t0
AXs ds +
t∫
t0
bγ (Xs)ds +
t∫
t0
σ(Xs)dWs +
t+∫
t0
∫
Z1
g(Xs−, z) N˜(ds,dz),
with the operator A = −. Again by Itô rule with jumps in [17], one has for t ∈ [t0, τ j),
F (t, Xt)= F (t0, x0)+
t∫
t0
[
LF (s, Xs)+
∫
Z1
[
F
(
s, Xs + g(Xs, z)
)− F (s, Xs)]Π(dz)]ds
+
t∫
t0
(
F ′x(s, Xs),σ (Xs)
)
dWs +
t+∫
t0
∫
Z1
[
F
(
s, Xs + g(Xs, z)
)− F (s, Xs)] N˜(dz,ds). (4.5)
Then the conditions (i) and (ii) yield that (t, Xt) ∈ ΓD(F ) for t ∈ [t0, τ j ∧τD(t0, x0)). Let (t0, x0) ∈ D and τ j  τD(t0, x0). Since
the paths t → Xt(ω) is càdlàg, Xt → Xτ j−0 in H as t ↑ τ j . Using the continuity of F in (t, x), we have F (t, Xt) → F (τ j, Xτ j−0)
as t ↑ τ j . Thus (τ j, Xτ j−0) ∈ ΓD(F ). Moreover, the condition (4.2) gives (τ j, Xτ j ) ∈ ΓD(F ), since Xτ j = Xτ j−0+ g(Xτ j−0, p(τ j)).
If τ j > τD(t0, x0), then the conditions (i) and (iii) immediately yield the assertion. Let k  j and (τk, Xτk ) ∈ ΓD(F ). Assume
that τk+1  τD(t0, x0). Then P-almost surely, in V ∗ ,
Xt = Xτk −
t∫
τk
AXs ds +
t∫
τk
bγ (Xs)ds +
t∫
τk
σ(Xs)dWs +
t+∫
τk
∫
Z1
g(Xs−, z) N˜(dz,ds).
Therefore (t, Xt) ∈ ΓD(F ) in terms of (τk, Xτk ) ∈ ΓD(F ), for t ∈ [τk, τk+1). The desired conclusion follows from repeating the
procedure to τ˜ := max{k j; τk  τD(t0, x0)} successively. Thus we complete the entire proof of the theorem. 
Finally we present an example to illustrate the assertion of the theorem.
Example 4.1. Consider a pure-jump type stochastic evolution equation as follows
dXt −Xt dt =
∫
Z1
g(Xt−, z) N˜(dz,dt)+
∫
Z2
g(Xt−, z)N(dz,dt);
X0 = x ∈ H . (4.6)
Let F (t, x) = e2t |x|2 for (t, x) ∈ R+ × H and Xt0 = x0 ∈ H . Then ΓD(F ) forms an invariant set of Eq. (4.6) for C∗ = F (t0, x0)
and (t0, x0) ∈ D , if
(i′) ‖x‖2 = 2
∫
Z1
(
x, g(x, z)
)
Π(dz), ∀(t, x) ∈ ΓD(F ) and x ∈ V ;
(ii′) Π
({
z ∈ Z : 2(x, g(x, z))+ ∣∣g(x, z)∣∣2 = 0})= 0, ∀(t, x) ∈ ΓD(F );
(iii′) Π
({
z ∈ Z1: 2
(
x, g(x, z)
)+ ∣∣g(x, z)∣∣2 = 0})= 0, ∀(t, x) ∈ D.
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