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Abstract
A Gel’fand model for a finite group G is a complex representation of G which is isomorphic
to the direct sum of all the irreducible representations of G (see [J. Soto-Andrade, Geometrical
Gel’fand models, tensor quotients and Weyl representations, in: Proc. Sympos. Pure Math., vol. 47
(2), Amer. Math. Soc., Providence, RI, 1987, pp. 306–316. [12]]). Gel’fand models for the symmetric
group, Weyl groups of type Bn and the linear group over a finite field can be found in [C. Curtis,
I. Reiner, Representation Theory of Finite Groups and Associative Algebras, Wiley, New York, 1988.
[6]; J.L. Aguado, J.O. Araujo, A Gel’fand model for the symmetric group, Comm. Algebra 29 (4)
(2001) 1841–1851; J.O. Araujo, A Gel’fand model for a Weyl group of type Bn, Beiträge Algebra
Geom. 44 (2) (2003) 359–373; A.A. Klyachko, Models for the complex representations of the groups
G(n,q), Math. USSR Sb. 48 (1984) 365–380. [10]]. When K is a field of characteristic zero and
G is a finite subgroup of the linear group, we give a finite-dimensional K-subspace NG of the
polynomial ring K[x1, . . . , xn]. If G is a Weyl group of type An or Bn (see [N. Bourbaki, Éléments
de mathématique. Groupes et Algèbres de Lie. Chapitre IV: Groupes de Coxeter et systèmes de
Tits. Chapitre V: Groupes engendrés par des réflexions. Chapitre VI: Systèmes de racines, vol. 34,
Hermann, 1968. [4]]), NG provides a Gel’fand model for these groups as shown in [J.L. Aguado,
J.O. Araujo, A Gel’fand model for the symmetric group, Comm. Algebra 29 (4) (2001) 1841–1851;
J.O. Araujo, A Gel’fand model for a Weyl group of type Bn, Beiträge Algebra Geom. 44 (2) (2003)
359–373]. In this work we show that if G is a Weyl group of type D2n+1,ND2n+1 provides a Gel’fand
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98 J.O. Araujo, J.J. Bigeón / Journal of Algebra 294 (2005) 97–116model for this group. We also describe completelyND2n but this is not a Gel’fand model for a Weyl
group of type D2n, instead a subspace of ND2n , N˜D2n is a Gel’fand model. We also give simple
proofs of the branching rules Dn ↪→ Bn, a generator for each simple Dn-module and a formula for
the dimension for all the simple Bn-modules and all the simple Dn-modules.
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1. Preliminaries and notation
Let K be a field of characteristic zero and let us fix a natural number n. If V is the vector
space Kn and {xi}1in is a basis of V ∗ (the dual vector space of V ), let us denote by A
the polynomial ring K[x1, . . . , xn] and by W the Weyl algebra of K-linear differential
operators K〈x1, . . . , xn, ∂1, . . . , ∂n〉 generated by the multiplication operators xi and the
differential operators ∂i = ∂∂xi where 1 i  n. The angular brackets are used to indicate
that the generators do not commute, indeed ∂ixi = 1 + xi∂i for each 1 i  n. As usual,
for every i  0 let Ai be the homogeneous polynomials in K[x1, . . . , xn] of degree i.
Let In = {1, . . . , n} and Mn be the set of functions α : In → N0, where N0 denotes the
set of non-negative integers. Such a function is called a multi-index, and we put αi = α(i)
and α = (α1, . . . , αn). Given two multi-indices α,β ∈Mn we use the following notation:
|α| =
n∑
i=1
αi, α! =
n∏
i=1
αi,
(
α
β
)
= β!
n∏
i=1
(
αi
βi
)
,
xα =
n∏
i=1
x
αi
i and ∂
α = ∂
|α|
∂
α1
1 . . . ∂
αn
n
.
Every element D of W can be written in a unique way as a finite sum
D =
∑
α,β∈Mn
cα,βx
α∂β
with cα,β ∈ K . We define a Z-grading onW : {Wi}i∈Z by setting
deg(D) = max
α,β∈Mn|cα,β =0
{|α| − |β|}
for every non-zero D.
Let G be a finite subgroup of GL(V ). The natural action of G on V ∗ given by (g ·
ϕ)(v) = ϕ(g−1 · v) for every ϕ ∈ V ∗, v ∈ V and g ∈ G extends to an action of G on A
given by (g · p)(v) = p(g−1 · v) for every p ∈A, v ∈ V and g ∈ G in such a way that the
action of every element of G onA is a K-algebra homomorphism. Then we have an action
of G on EndK(A) (the ring of K-linear homomorphisms of A) given by (g · D)(p) =
g · (D(g−1 · p)) for every p ∈A, D ∈ EndK(A) and g ∈ G. By [1] we know that if p ∈A
and lp ∈ EndK(A) is given by lp(q) = p.q for every q ∈A, then
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n∑
i=1
[g]k,i∂k
where [g] is the matrix of g in the basis {x∗1 , . . . , x∗n} of V . Hence the action of G on
EndK(A) restricts to an action on W . Let IG be the subalgebra of G-invariants in W .
Then
IG = {D ∈W | g · D = D, ∀g ∈ G}.
Let
I−G =
{
D ∈ IG | deg(D) < 0
}
and NG be the subspace of A given by
NG =
{
p ∈A | D(p) = 0, ∀D ∈ I−G
}
.
Proposition 1. IG =⊕i∈Z(IG ∩Wi ) and NG =⊕i∈Z(NG ∩Ai ).
Proof. Since G preserves the Z-grading on W , we have IG =⊕i∈Z(IG ∩Wi ). Let us
assume that p ∈NG and let
p = p0 + · · · + pn where deg(pj ) = j
be its decomposition in homogeneous components. If D ∈ IG ∩Wi , with i < 0, we have
0 = D(p) = D(p0) + · · · + D(pn) and deg
(
D(pj )
)= j + i.
Hence D(pj ) = 0 for every j and from the equality IG =⊕i∈Z(IG ∩Wi ) we have pj ∈
NG ∩Aj for every j . 
Theorem 2. NG is finite-dimensional and contains a copy of every simple G-module
over k.
Proof. [1, Theorem 2.3]. 
Given a set C we denote by |C| its cardinality.
Let G be the symmetric group Sn with the usual action by permutations on the basis
{x∗1 , . . . , x∗n} of V and On the orbit space of Sn in Mn, where Sn acts in Mn by g · α =
α ◦ g−1 for every α ∈Mn and g ∈ Sn. We observe that if α and β lie in the same orbit
γ ∈ On, we have |α| = |β| and α! = β!. Hence we put |γ | and γ ! respectively for these
coincident values.
Given γ ∈ On and α ∈ γ , the number |α−1(i)| is independent of the α ∈ γ taken and
then we call it |γ−1(i)|. Hence we take an order in On given by the following: µ < γ
iff there is i  0 such that |µ−1(i)| < |γ−1(i)| and for every j < i we have |µ−1(j)| =
|γ−1(j)|.
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Sγ =
{∑
α∈γ
aαx
α, aα ∈ K
}
.
Given γ,µ ∈ On we call them Sn-equivalent if there is a bijection ϕ :N0 → N0 such
that µ = {ϕ ◦ α}α∈γ . In this case we write γ ∼Sn µ. Given γ ∈On we call it Sn-minimal
iff |γ | |µ| for every µ ∈On such that γ ∼Sn µ.
Let γ,µ ∈ On be such that γ ∼Sn µ and ϕ :N0 → N0 such that µ = {ϕ ◦ α}α∈γ . We
define the operator
∂µγ =
1
µ!
∑
α∈γ
xα∂ϕ◦α. (1)
Proposition 3. ∂µγ ∈ ISn ∩W|γ |−|µ|.
Proof. Proposition 2.1 of [2]. 
Proposition 4. Given γ ∈On:
(i) There is a unique Sn-minimal class Sn-equivalent to γ .
(ii) γ is Sn-minimal iff for every α ∈ γ , |α−1(i)| |α−1(i + 1)| for every i  0.
Proof. Proposition 2.4 of [2]. 
If γ ∈On and ∂ ∈ I−Sn is the operator
∂ =
n∑
i=1
∂i
we put
S∂γ =
{
p ∈ Sγ | ∂(p) = 0
}
and for every β ∈ γ , and A ⊆ In, if A = {l1, . . . , lr} with l1  · · · lr , we define
eβ|A = det
[
x
βli
lj
]
.
Let us fix γ ∈On. If α ∈ γ , P is an α-partition of In =⋃k Ik if the restrictions α|Ik of α
to Ik are S|Ik |-minimal and injective for every k. Then let Fα be the set of α-partitions, for
each P ∈Fα ,
eP =
∏
eα|Ik and δ
S
α =
∑
eP .k P∈Fα
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σ
(
δSα
)= δSσ α. (2)
Theorem 5. We have:
(i) NSn =
⊕
γ Sn-minimal(NSn ∩ Sγ ).
(ii) If γ ∈On is an Sn-minimal orbit and α ∈ γ , we have δSα = 0, the Sn-module gener-
ated by δSα : 〈δSα 〉 is simple and S∂γ =NSn ∩ Sγ = 〈δSα 〉.
(iii) The set {NSn ∩ Sγ }γ Sn-minimal agrees with the set of isomorphism classes of simple
Sn-modules; hence NSn is a Gel’fand model for Sn.
Proof. (i) Corollary 2.3 of [2].
(ii) Theorem 4.2(i) and (ii) of [2].
(iii) Is a consequence of (i), Theorem 2 and [2, Theorem 4.2(iii)]. 
For further details about representations on Sn see [7,8].
Let G = Bn be the group of permutations and sign changes on the basis {x∗1 , . . . , x∗n}
of V . If (w,σ ) ∈ Bn, where σ ∈ Sn and w ∈ Zn2 the action of Bn on A is
(w,σ )
( ∑
α∈Mn
aαx
α
)
=
∑
α∈Mn
aα(w · x)(σ ·α) where (w · x)(σ ·α) =
n∏
i=1
(wixi)
(σ ·α)i .
Given γ,µ ∈ On we call them Bn-equivalent if there is a bijection ϕ :N0 → N0 such
that
(i) ϕ(k) and k both have the same parity for every k ∈ N0 and
(ii) µ = {ϕ ◦ α}α∈γ .
In this case we write γ ∼Bn µ. Given γ ∈ On we call it Bn-minimal iff |γ |  |µ| for
every µ ∈On such that γ ∼Bn µ.
Proposition 6. Given γ ∈On:
(i) There is a unique Bn-minimal class Bn-equivalent to γ .
(ii) γ is Bn-minimal iff for every α ∈ γ the following holds: for every j > i  0 with the
same parity |α−1(i)| |α−1(j)|.
Proof. Proposition 2.4 of [3]. 
If γ ∈On and ∆ ∈ I−Bn is the Laplacian
∆ =
n∑
i=1
∂2i
we put
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{
p ∈ Sγ | ∆(p) = 0
}
.
Let us fix γ ∈On. If α ∈ γ , we define
Eα = {i ∈ In | αi is even} and Oα = {i ∈ In | αi is odd}.
Since |Eα| and |Oα| are independent of the choice of α ∈ γ , let us define
|γ |e = |Eα| and |γ |o = |Oα|.
An α-bipartition Q of In is a pair of partitions of Eα =⋃i Ei and of Oα =⋃j Oj such
that the restrictions α|Ei are S|Ei |-minimal and injective for every i and the restrictions
α|Oj are S|Oj |-minimal and injective for every j . Then let Fα be the set of α-bipartitions,
for each Q ∈Fα
eQ =
∏
i
eα|Ei
∏
j
eα|Oj and δ
B
α =
∑
Q∈Fα
eQ.
Let us observe that if (w,σ ) ∈ Bn, with σ ∈ Sn and w ∈ Zn2,
(w,σ )
(
δBα
)= ±δBσ ·α. (3)
Theorem 7. We have:
(i) NBn =
⊕
γ Bn-minimal(NBn ∩ Sγ ).
(ii) If γ ∈On is a Bn-minimal orbit and α ∈ γ , we have δBα = 0, the Bn-module generated
by δBα : 〈δBα 〉 is simple and S∆γ =NBn ∩ Sγ = 〈δBα 〉.
(iii) The set {NBn ∩ Sγ }γ Bn-minimal agrees with the set of isomorphism classes of simple
Bn-modules, then NBn is a Gel’fand model for Bn.
Proof. (i) Corollary 2.3 of [3].
(ii) Theorem 4.4(i) and (ii) of [3].
(iii) Is a consequence of (i), Theorem 2 and [3, Theorem 4.4(iii)]. 
Given α ∈ γ , if Eα = {i1, . . . , i|γ |e } and Oα = {j1, . . . , j|γ |o} where i1 < · · · < i|γ |e and
j1 < · · · < j|γ |o , we denote by e(α) ∈M|γ |e and o(α) ∈M|γ |o given by
e(α)k = αik /2 and o(α)l = (αjl − 1)/2
for every k  |γ |e and l  |γ |o. It is clear that∣∣e(α)−1(i)∣∣= ∣∣α−1(2i)∣∣ and ∣∣o(α)−1(i)∣∣= ∣∣α−1(2i + 1)∣∣. (4)
Let e(γ ) ∈O|γ |e be the orbit of e(α) and o(γ ) ∈ O|γ |o the orbit of o(α), which does not
depend of the α ∈ γ taken. Then we have P = (e, o) a map
P :
{
µ ∈On | |µ|e = |γ |e
}→O|γ |e ×O|γ |o .
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(i) P is a bijection between {µ ∈On | |µ|e = |γ |e} and O|γ |e ×O|γ |o .
(ii) If γ is Bn-minimal then e(γ ) is S|γ |e -minimal and o(γ ) is S|γ |o -minimal.
(iii) If γ is Bn-minimal and α ∈ γ then
δBα = δSe(α)
(
x2i1, . . . , x
2
i|γ |e
)
δSo(α)
(
x2j1, . . . , x
2
j|γ |o
) |γ |o∏
k=1
xjk .
Proof. (i) is clear.
(ii) It follows from (4) and Proposition 4.
(iii) By definition δBα =
∑
Q∈Fα eQ where Fα is the set of α-bipartitions. But to choose
an α-bipartition Q is equivalent to choose an α|Eα -partition PE of Eα and an α|Oα -
partition PO of Oα . Thus
eQ = ePEePO
and we have
δBα =
∑
Q∈Fα
eQ =
∑
PE∈Fα|Eα ,PO∈Fα|Oα
ePEePO .
Hence setting µk = 2e(α)k and νl = 2o(α)l + 1 we have after reordering
δBα (x1, . . . , xn) = δSµ (xi1, . . . , xi|γ |e )δSν (xj1, . . . , xj|γ |o ). (5)
If A = {k1, . . . , k|γ |e } ⊆ I|γ |e with k1 < · · · < k|γ |e
eµ|A(y1, . . . , y|γ |e ) = det
[
y
µki
kj
]= det[y2e(α)kikj ]= ee(α)|A(y21 , . . . , y2|γ |e)
then
δSµ (xi1, . . . , xi|γ |e ) = δSe(α)
(
x2i1, . . . , x
2
i|γ |e
)
. (6)
If A = {l1, . . . , l|γ |o} ⊆ I|γ |o with l1 < · · · < l|γ |o
eν|A(y1, . . . , y|γ |o ) = det
[
y
νli
lj
]= det[y2o(α)li +1lj ]= eo(α)|A(y21 , . . . , y2|γ |e)∏
j∈A
yj
and since Oα =⋃j Oj is a partition, we have
δSν (xj1 , . . . , xj|γ |o ) = δSo(α)
(
x2j1, . . . , x
2
j|γ |o
) |γ |o∏
k=1
xjk . (7)
Finally with (5), (6) and (7) we obtain (iii). 
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fined on orbits. This map induces another map
M|γ |e ×M|γ |o → {α ∈Mn | Eα = I|γ |e }
that we call also P−1 (which is not a bijection) and is given by
P−1(α,β) =
{2αi, if i  |γ |e,
2βi−|γ |e + 1, if i > |γ |e.
2. Dn-minimal orbits
Let G = Dn be the group of permutations and even sign changes on the basis
{x∗1 , . . . , x∗n} of V . If (w,σ ) ∈ Dn, where σ ∈ Sn and w ∈ Zn2 such that
∏n
i=1 wi = 1,
the action of Dn on A is
(w,σ )
( ∑
α∈Mn
aαx
α
)
=
∑
α∈Mn
aα(w · x)(σ ·α) where (w · x)(σ ·α) =
n∏
i=1
(wixi)
(σ ·α)i
as in the case of Bn. Given γ,µ ∈ On we call them Dn-equivalent if there is a bijection
ϕ :N0 → N0 such that
(i) µ = {ϕ ◦ α}α∈γ and
(ii) we have or ϕ(k) and k both have the same parity for every k ∈ N0 or ϕ(k) and k both
have different parity for every k ∈ N0.
In this case we write γ ∼Dn µ and we call ϕ the bijection which realizes the Dn-
equivalence. Let π :N0 → N0 be the involution given by π(2i) = 2i+1 and π(2i+1) = 2i
for every i  0, then for γ,µ ∈On we have γ ∼Dn µ iff γ ∼Bn µ or γ ∼Bn π ◦ µ. Given
γ ∈On we call it Dn-minimal iff |γ | |µ| for every µ ∈On such that γ ∼Dn µ.
Let γ,µ ∈ On be such that γ ∼Dn µ and if ϕ is the bijection which realizes the Dn-
equivalence we define
∂µγ =
1
µ!
∑
α∈γ
xα∂ϕ ◦α.
We should notice that this definition agrees with (1) except for the more restricted condition
on ϕ.
Proposition 9. Under the previous notations we have:
(i) ∂µγ ∈ IDn ∩W|γ |−|µ|.
(ii) ∂µγ :Sµ → Sγ is a Dn-isomorphism.
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i=1 wi = 1, then
(
w ◦ (xα∂ϕ ◦α) ◦ w−1)(xβ)= w(wβ( β
ϕ ◦ α
)
xα+β−ϕ ◦α
)
= wα−ϕ ◦α
(
β
ϕ ◦ α
)
xα+β−ϕ ◦α
= wα−ϕ ◦α((xα∂ϕ ◦α)(xβ))
= (wα−ϕ ◦α(xα∂ϕ ◦α))(xβ).
But ϕ(k) and k both have the same parity for every k ∈ N0 or ϕ(k) and k both have different
parity for every k ∈ N0 and ∏ni=1 wi = 1, then wα−ϕ ◦α = 1. Hence ∂µγ ∈ IDn ∩W|γ |−|µ|.
(ii) If β ∈ µ, we have
∂µγ
(
xβ
)= 1
µ!
∑
α∈γ
xα∂ϕ ◦α
(
xβ
)= β!
µ!x
ϕ−1 ◦β = xϕ−1 ◦β. 
Corollary 10. If µ ∈On is non-Dn-minimal, NDn ∩ Sµ = 0.
Proof. Let γ ∈ On be Dn-equivalent to µ such that |γ | < |µ|. Then deg(∂µγ )  −1 and
∂
µ
γ ∈ IDn . Hence ∂µγ (NDn ∩ Sµ) = 0 and the corollary follows from Proposition 9(ii). 
Corollary 11. NDn =
⊕
γ Dn-minimal(NDn ∩ Sγ ).
Proof. Let p ∈NDn be and we put k = degp. By Proposition 1 we can assume that p is
homogeneous. Let us decompose p =∑γ∈On pγ with pγ ∈ Sγ and degpγ = k.
If γ ∈On and |γ | = k let us consider
∂γ = 1
γ !
∑
α∈γ
xα∂α.
Thus ∂γ ∈ IDn ∩W0 and if β ∈Mn and |β| = k we have
∂α
(
xβ
)= {α!, if α = β,
0, if α = β.
Hence if |µ| = k
∂γ (pµ) =
{
pγ , if µ = γ,
0, if µ = γ.
Then ∂γ (p) = pγ and if D ∈ I−Dn , D ◦ ∂γ ∈ I−Dn and
D(pγ ) = (D ◦ ∂γ )(p) = 0.
Hence pγ ∈NDn ∩ Sγ and the corollary follows from Corollary 10. 
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(i) γ is Dn-minimal iff for every α ∈ γ the following holds:
(a) for every j > i  0 with the same parity |α−1(i)| |α−1(j)| and
(b) |γ |e  |γ |o.
(ii) The following are equivalent:
(a) γ or π ◦ γ are Dn-minimal,
(b) γ is Bn-minimal,
(c) π ◦ γ is Bn-minimal.
(iii) There are at most two Dn-minimal orbits which are Dn-equivalent to γ ; if µ is such
one, π ◦ µ is the other one.
(iv) If n is odd there is a unique Dn-minimal class Dn-equivalent to γ .
(v) γ and π ◦ γ are both Dn-minimal iff |γ |e = |γ |o.
Proof. (i) If γ is Dn-minimal, γ is Bn-minimal and we have (a). Furthermore,
|π ◦ γ | =
∑
i0
∣∣γ−1(2i + 1)∣∣(2i) +∑
i0
∣∣γ−1(2i)∣∣(2i + 1) = |γ | + |γ |e − |γ |o.
Hence γ is Dn-minimal, |γ | |π ◦ γ | and we have (b).
For the reciprocal, by Proposition 6(i), γ and π ◦ γ are Bn-minimal. But from the
equality |π ◦ γ | = |γ | + |γ |e − |γ |o and (b), γ is Dn-minimal.
(ii) and (v) follows from (i).
(iii) By Proposition 6(ii) there is only one µ ∈On, Bn-minimal and Bn-equivalent to γ .
Therefore (ii) implies (iii).
(iv) For every γ ∈On, |γ |e = |γ |o, then (v) follows from (iii). 
If γ ∈On is a Bn-minimal orbit, we consider Ωγ ∈W given by
Ωγ = 1
γ !
∑
α∈γ
xπ ◦α∂α.
If g = (w,σ ) ∈ Bn, with σ ∈ Sn and w ∈ Zn2 , let us define χ(g) =
∏n
i=1 wi .
Proposition 13. Given γ ∈On, Bn-minimal, then:
(i) g · Ωγ = χ(g)Ωγ for each g ∈ Bn.
(ii) Ωγ ∈ IDn ∩W|γ |−|π ◦γ | and Ωγ (xα) = xπ ◦α .
(iii) If γ = π ◦γ , Ωγ is an isomorphism of Dn-modules Ωγ :Sγ → Sπ◦γ .
(iv) If we take NBn with the Dn-structure given by restriction, the map Ωγ :NBn ∩ Sγ →
NBn ∩ Sπ◦γ is also an isomorphism of Dn-modules.
(v) The restriction Ωγ :NDn ∩ Sγ →NDn ∩ Sπ◦γ is an isomorphism of Dn-modules.
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(
w ◦ (xα∂π ◦α) ◦ w−1)(xβ)= (wα−π ◦α(xα∂π ◦α))(xβ)= ( n∏
i=1
wi
)(
xα∂π ◦α
)(
xβ
)
.
Therefore
(w,σ ) · Ωγ =
(
n∏
i=1
wi
)
Ωγ .
(ii) It follows from (i) and the definition of Ωγ .
(iii) Ωγ and Ωπ◦γ are Dn-isomorphisms by Proposition 9(ii). Furthermore, since for
|β| = |γ | we have
∂γπ◦γ
(
xβ
)= {1, if β ∈ γ,0, if β /∈ γ,
then Ωπ◦γ = (Ωγ )−1.
(iv) If D ∈ I−Bn , deg(Ωπ◦γ ◦ D ◦ Ωγ ) = degD < 0 and
(w,σ ) · (Ωπ◦γ ◦ D ◦ Ωγ ) =
(
n∏
i=1
wi
)2
(Ωπ◦γ ◦ D ◦ Ωγ ).
Then Ωπ◦γ ◦ D ◦ Ωγ ∈ I−Bn . Hence if p ∈NBn ∩ Sγ , for every D ∈ I−Bn
D
(
Ωγ (p)
)= Ωγ ((Ωπ◦γ ◦ D ◦ Ωγ )(p))= 0.
Then Ωγ (p) ∈NBn ∩ Sπ◦γ . Applying the same argument with π ◦ γ instead of γ we
obtain that Ωγ :NBn ∩ Sγ →NBn ∩ Sπ◦γ is an isomorphism of Dn-modules.
(v) The proof is the same as (iv). 
Corollary 14. Let γ ∈On be a Dn-minimal orbit with |γ | = |π ◦ γ |.
(i) If γ = π ◦ γ , Ωγ ∈ IDn ∩W0 and is an involution on NBn ∩ Sγ .
(ii) If γ = π ◦ γ , Ωγ ∈ IDn ∩W0 and is an involution on NDn ∩ (Sγ ⊕ Sπ◦γ ).
Proof. It follows from the previous proposition. 
Given J ⊆ In = {1, . . . , n} let us define SJ ⊆ K[x1, . . . , xn] the vector subspace gener-
ated by all the monomials xα with α ∈Mn such that αi is even if i ∈ J and is odd if i /∈ J .
Clearly K[x1, . . . , xn] =⊕J⊆In SJ .
Proposition 15. For every γ ∈On, S∆γ =
⊕ (
S∆γ ∩ SJ
)
.J⊆In, |J |=|γ |e
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∑
J⊆In pJ be its decomposition with pJ ∈ SJ as an el-
ement of K[x1, . . . , xn]. If |J | = |γ |e , Sγ ∩ SJ = 0, then p =∑J⊆In, |J |=|γ |e pJ . Since
∆ :SJ → SJ and ∆p = 0, we have ∆pJ = 0 for every J . 
Lemma 16. We have:
(i) If γ ∈On is Bn-minimal,
dim(NBn ∩ Sγ ) =
(
n
|γ |e
)
dim(NS|γ |e ∩ Se(γ ))dim(NS|γ |o ∩ So(γ )).
(ii) If γ ∈On and γ = π ◦ γ then e(γ ) = o(γ ).
(iii) If n is even, n = 2k, e is a bijection between the γ ∈On, Dn-minimal such that γ =
π ◦ γ and the γ ∈Ok , Sk-minimal.
Proof. (i) By Theorem 7 and Proposition 15
dim(NBn ∩ Sγ ) = dim
(
S∆γ
)= ∑
J⊆In, |J |=|γ |e
dim
(
S∆γ ∩ SJ
)
. (8)
Since for every σ ∈ Sn, σSγ = Sγ and σ · ∆ = ∆. Then σS∆γ = S∆γ and σ(S∆γ ∩ SJ ) =
(S∆γ ∩ Sσ(J )). Hence all the terms in (8) are equal and for every J with |J | = |γ |e we have
dim(NBn ∩ Sγ ) =
(
n
|γ |e
)
dim
(
S∆γ ∩ SJ
)
.
Let us take, for simplicity, J = {1, . . . , |γ |e}. By Proposition 8(ii) e(γ ) is S|γ |e -minimal
and o(γ ) is S|γ |o -minimal. However, is enough to prove that S∂e(γ ) ⊗ S∂o(γ ) ∼= S∆γ ∩ SJ as
K-linear vector spaces.
Let us consider f :Se(γ ) ⊗ So(γ ) → Sγ ∩ SJ given by
f (p ⊗ q)(x1, . . . , xn) = p
(
x21 , . . . , x
2|γ |e
)
q
(
x2|γ |e+1, . . . , x
2
n
) n∏
j=|γ |e+1
xj .
Let us show that f restricts to a map f˜ :S∂
e(γ )
⊗ S∂
o(γ )
→ S∆γ ∩ SJ .
By Theorem 5(ii) and (2) for µ ∈Or and α ∈ µ fixed, S∂µ is generated as a vector space
by the set {σδSα }σ∈Sr . Hence is enough to prove that f (δSα ⊗ δSβ ) ∈ S∆γ for every α ∈ e(γ )
and β ∈ o(γ ). But by Proposition 8(iii), f (δSα ⊗ δSβ ) = δBP−1(α,β) ∈ S∆γ , as we claim.
Let us consider now g :Sγ ∩ SJ → Se(γ ) ⊗ So(γ ) a K-linear morphism such that for
every α ∈Mn
g
(
xα
)= xe(α) ⊗ xo(α) = |γ |e∏ xαj /2j ⊗ n∏ x(αj−1)/2j .j=1 j=|γ |e+1
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S∂o(γ ).
Since σ(S∆γ ∩ SJ ) = S∆γ ∩ Sσ(J ), by Theorem 7(ii), Proposition 15 and (3), for α ∈ γ ,
S∆γ ∩ SJ is generated as a K-linear vector space by the set {(w,σ )δBα }(w,σ )∈Dn|σ(J )=J .
Hence is enough to prove that for every α ∈ γ such that Eα = I|γ |e , g(δBα ) ∈ S∂e(γ ) ⊗ S∂o(γ ).
But by Proposition 8(iii)
g
(
δBα
)= δSe(α) ⊗ δSo(α) ∈ S∂e(γ ) ⊗ S∂o(γ )
as we claim. Therefore S∂e(γ ) ⊗ S∂o(γ ) ∼= S∆γ ∩ SJ as K-linear vector spaces and we have (i).
Then (ii) is clear and (iii) is a consequence of (ii). 
We will end this section with an useful relation between the involutions in Bn and the
involutions in Dn. Let us denote then by Inv(G) = {g ∈ G | g2 = e} for a given group G.
Lemma 17. We have:
(i) If n is even, n = 2k we have 2 |Inv(Dn)| − |Inv(Bn)| = (2k)!k! .(ii) If n is odd 2 |Inv(Dn)| = |Inv(Bn)|.
Proof. (i) If g = (w,σ ) ∈ Dn, with σ ∈ Sn and w ∈ Zn2 such that (w,σ )2 = e, then σ
should be a product of commuting signed transpositions and signs, i.e.
g = (±i1,±j1) . . . (±ir ,±jr )(±k2r+1) . . . (±kn)
with {i1, . . . , ir , j1, . . . , jr , k2r+1, . . . , kn} = In (hence all its elements are different). But
since g2 = e the sign inside each transposition should be the same. However,
∣∣Inv(Bn)∣∣= k∑
r=0
∏r−1
j=0
(
n−2j
2
)
r! 2
r2n−2r .
If r < k (r as above), half of this belong to Dn and half of this belong to Bn −Dn, but if
r = k, g = (ε1i1, ε1j1) . . . (εkik, εkjk) with ε1, . . . , εk = ±1 and g belongs toDn. However,
∣∣Inv(Dn)∣∣= k−1∑
r=0
1
2
∏r−1
j=0
(
n−2j
2
)
r! 2
r2n−2r +
∏k−1
j=0
(
n−2j
2
)
k! 2
k2n−2k.
Hence
2
∣∣Inv(Dn)∣∣− ∣∣Inv(Bn)∣∣= ∏k−1j=0 (n−2j2 )
k! 2
k2n−2k = n!
k! .
(ii) Since n is odd, −1 /∈ Dn, then for every g ∈ Bn, only one g or −g lies on Dn.
Therefore |Inv(Bn)| = 2 |Inv(Dn)|. 
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Given G a group, let us denote by Ĝ the set of irreducible characters of G.
Theorem 18. Let n be odd then:
(i) If γ ∈On is a Dn-minimal orbit NBn ∩ Sγ =NDn ∩ Sγ is a simple Dn-module.
(ii) The set {NDn ∩ Sγ }γ Dn-minimal agrees with the set of isomorphism classes of simple
Dn-modules; hence NDn is a Gel’fand model for Dn.
(iii) Every simple Bn-module remains simple when we consider it as a Dn-module by
restriction.
(iv) By consideringNBn as aDn-module by restriction,NBn is isomorphic toNDn ⊕NDn .
Proof. By Theorem 2
dimNDn 
∑
χ∈D̂n
χ(1). (9)
But every irreducible representation of a Weyl group is real [13], then by a theorem of
Frobenius–Schur [9, Corollary 23.17]∑
χ∈D̂n
χ(1) = ∣∣Inv(Dn)∣∣. (10)
By Proposition 7, NBn is a Gel’fand model for Bn, then
dimNBn =
∑
χ∈B̂n
χ(1) = ∣∣Inv(Bn)∣∣. (11)
By (9), (11), (10) and Lemma 17(ii) we have
2 dimNDn  2
∑
χ∈D̂n
χ(1) = dimNBn . (12)
Since from Corollary 10 for every γ ∈On Dn-minimalNDn ∩Sπ◦γ = 0, then by Propo-
sition 12(ii)
NDn =
⊕
γ Dn-minimal
(NDn ∩ Sγ ) ⊆
⊕
γ Dn-minimal
(NBn ∩ Sγ ). (13)
Hence by Proposition 13(iv) and Theorem 7
2 dimNDn  2
∑
dim(NBn ∩ Sγ )
γ Dn-minimal
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∑
γ Bn-minimal
dim(NBn ∩ Sγ ) = dimNBn . (14)
Combining (12) with (14) we find that dimNDn =
∑
χ∈D̂n χ(1).
However, by Theorem 2,NDn is a Gel’fand model for Dn. Taking into account (13), we
also obtain that for every γ ∈On, γ Dn-minimal NDn ∩ Sγ =NBn ∩ Sγ .
Since −1 /∈Dn, then the conjugacy classes in Bn for every g ∈Dn does not split when
we consider them into Dn (if g = xg′x−1 with x /∈Dn, −x ∈Dn and g = (−x)g′(−x)−1).
Therefore by Theorem 2
|D̂n| = 12 |B̂n| =
1
2
∣∣{γ ∈On,Bn-minimal}∣∣= ∣∣{γ ∈On,Dn-minimal}∣∣.
Then we have that for every γ ∈On, Dn-minimal,NDn ∩Sγ is a simple Dn-module which
finishes the proof of (i)–(iii).
(iv) By Proposition 12(ii) and (iv) if γ ∈On is Bn-minimal, then γ is Dn-minimal iff
π ◦ γ is not Dn-minimal. Hence, if
U =
⊕
γ Dn-minimal
(NBn ∩ Sγ ) and U ′ =
⊕
γ Dn-minimal
(NBn ∩ Sπ◦γ )
NBn ∼= U ⊕ U ′, as Dn-modules. By (i) and (ii) and Proposition 13(iv), NDn ∼= U ∼= U ′ as
Dn-modules, which proves (iv). 
Let us consider now the case n even, n = 2k.
By Proposition 12(i)–(iii) and (v)NBn ∼= U ⊕V ⊕W ⊕U ′ ⊕V ′ as Bn-modules, where
U =
⊕
γ Dn-minimal, |γ |e<|γ |o
(NBn ∩ Sγ ), U ′ =
⊕
γ Dn-minimal, |γ |e<|γ |o
(NBn ∩ Sπ◦γ ),
V =
⊕
γ Dn-minimal, |γ |e=|γ |o, γ<π◦γ
(NBn ∩ Sγ ), W =
⊕
γDn-minimal, γ=π◦γ
(NBn ∩ Sγ ),
V ′ =
⊕
γ Dn-minimal, |γ |e=|γ |o, γ<π◦γ
(NBn ∩ Sπ◦γ ).
Hence let us define a subspace N˜Dn of NBn given by N˜Dn ∼= U ⊕ V ⊕ W . This subspace
will be a Gel’fand model for Dn according to Theorem 19.
If γ ∈On is a Dn-minimal orbit with γ = π ◦ γ and α ∈ γ we define
δB,+α =
1(
δBα + Ωγ
(
δBα
))
and δB,−α =
1(
δBα − Ωγ
(
δBα
))
.2 2
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us denote by (NBn ∩Sγ )+ (and (NBn ∩Sγ )−) the eigenspace of Ωγ inNBn ∩Sγ associated
to the eigenvalue 1 (respectively −1). Then
NBn ∩ Sγ = (NBn ∩ Sγ )+ ⊕ (NBn ∩ Sγ )−. (15)
Theorem 19. Let n be even, n = 2k, then:
(i) N˜Dn is a Gel’fand model for Dn.
(ii) (a) If γ = π ◦ γ the Dn-module generated by δBα : 〈δBα 〉 is simple and NBn ∩ Sγ =
NDn ∩ Sγ = 〈δBα 〉;
(b) if γ = π ◦γ , δB,+α = 0, δB,−α = 0, the Dn-modules generated by them: 〈δB,+α 〉 and
〈δB,−α 〉 are simple,
(NBn ∩ Sγ )+ = (NBn ∩ Sγ )+ ∩NDn =
〈
δB,+α
〉
,
(NBn ∩ Sγ )− = (NBn ∩ Sγ )− ∩NDn =
〈
δB,−α
〉
and
NBn ∩ Sγ =NDn ∩ Sγ =
〈
δB,+α
〉⊕ 〈δB,−α 〉;
(c) the set
{
(NBn ∩ Sγ )+, (NBn ∩ Sγ )−
}
γ Dn-minimal, γ=π◦γ
∪ {NBn ∩ Sγ }γ Dn-minimal, γ =π◦γ
agrees with the set of isomorphism classes of simple Dn-modules.
(iii) If M is a simple Dn-module, NDn contains a copy of it and the multiplicity of M in
NDn is:
(a) two if M is isomorphic to NDn ∩ Sγ with γ ∈On a Dn-minimal orbit such that
γ = π ◦ γ and |γ |e = |γ |o (i.e., by Proposition 12(v)) γ and π ◦ γ are both
Dn-minimal);
(b) one otherwise.
Proof. (i) Since NDn ⊆ NBn , by Theorem 2, as Dn-modules we have NBn ∼= U ⊕ V ⊕
W ⊕ U ′ ⊕ V ′ and contains a copy of every simple Dn-module. But by Proposition 13(iv),
U ⊕ V ∼= U ′ ⊕ V ′ as Dn-modules, then N˜Dn ∼= U ⊕ V ⊕ W as Dn-modules and also
contains a copy of every simple module.
In order to show that N˜Dn is a Gel’fand model for Dn we only need to show that
dim N˜Dn =
∑
χ∈D̂n χ(1).
Since every irreducible representation of a Weyl group is real [13], then by a theorem
of Frobenius–Schur [9, Corollary 23.17]∑
̂ χ(1) =
∣∣Inv(Dn)∣∣ (16)χ∈Dn
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dimNBn =
∑
χ∈B̂n
χ(1) = ∣∣Inv(Bn)∣∣. (17)
By Proposition 13(iv), as Dn-modules, U ∼= U ′ and V ∼= V ′, then by (17)
2 dim N˜Dn = 2 dimU + 2 dimV + 2 dimW = dimNBn + dimW
= ∣∣Inv(Bn)∣∣+ ∑
γ Dn-minimal, γ=π◦γ
dim(NBn ∩ Sγ ). (18)
By Lemma 16, if γ ∈On is Dn-minimal with γ = π ◦ γ
dim(NBn ∩ Sγ ) =
(
2k
k
)[
dim(NSk ∩ Se(γ ))
]2
.
Furthermore, the application γ → e(γ ) is a bijection between the set of γ ∈ On,
Dn-minimal with γ = π ◦ γ and the set of µ ∈ Ok , Sk-minimal. Since NSk is a
Gel’fand model for Sk we have∑
γ Dn-minimal, γ=π◦γ
dim(NBn ∩ Sγ ) =
(
2k
k
) ∑
µ Sk-minimal
[
dim(NSk ∩ Sµ)
]2
=
(
2k
k
) ∑
χ∈Ŝk
[
χ(1)
]2 = (2k
k
)
k! = (2k)!
k! . (19)
Then by (16), (18), (19) and Lemma 17(i) we have
2 dim N˜Dn =
∣∣Inv(Bn)∣∣+ (2k)!
k! = 2
∣∣Inv(Dn)∣∣= 2 ∑
χ∈D̂n
χ(1)
and this proves (i).
(ii) Let us first show that if γ ∈ On is a Dn-minimal orbit with γ = π ◦ γ and
α ∈ γ , δB,+α and δB,−α are non-zero. If g = (w,σ ) ∈ Bn −Dn, with σ ∈ Sn and w ∈ Zn2 , by
Proposition 13(i) and (3)
g
(
δB,+α
)= 1
2
(
gδBα + gΩγ g−1
(
gδBα
))= 1
2
(
gδBα − Ωγ
(
gδBα
))= ±δB,−σ ·α
hence if 〈δB,+α 〉 is the Dn-module generated by δB,+α and 〈δB,−α 〉 is the Dn-module gener-
ated by δB,−α , by Theorem 7 we have a K-linear isomorphism ×g : 〈δB,+α 〉 → 〈δB,−α 〉 given
by ×g(p) = g ·p for every p ∈ 〈δB,+α 〉. Since δBα = δB,+α + δB,−α , we have δB,+α , δB,−α = 0.
Let us take γ ∈On a Dn-minimal orbit with γ = π ◦ γ , then by Corollary 14(i) Ωγ ∈
ID ∩W0, (NB ∩ Sγ )+ and (NB ∩ Sγ )− are Dn-modules, δB,+α ∈ (NB ∩ Sγ )+ andn n n n
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zero Dn-modules where
Kn =
∣∣{γ Dn-minimal | γ = π ◦ γ }∣∣+ 2∣∣{γ Dn-minimal | γ = π ◦ γ }∣∣
which agrees with the conjugacy classes inDn [5]. Hence we have (c) and for every γ ∈On
a Dn-minimal orbit with γ = π ◦ γ , NBn ∩ Sγ is a simple Dn-module. However, if α ∈ γ
and 〈δBα 〉 is the Dn-module generated by δBα we have
NBn ∩ Sγ =
〈
δBα
〉
.
Furthermore, for every γ ∈ On a Dn-minimal orbit with γ = π ◦ γ , (NBn ∩ Sγ )+ and
(NBn ∩ Sγ )− are simple Dn-module and
(NBn ∩ Sγ )+ =
〈
δB,+α
〉
and (NBn ∩ Sγ )− =
〈
δB,−α
〉
.
Since NDn ⊆ U ⊕ V ⊕W ⊕ V ′ and NDn contains a copy of every simple Dn-module, we
have for every γ ∈On a Dn-minimal orbit with |γ |e < |γ |o, (NBn ∩ Sγ ) ∩NDn = 0 and
then
NBn ∩ Sγ =NDn ∩ Sγ =
〈
δBα
〉
.
Furthermore, for every γ ∈ On a Dn-minimal orbit with γ = π ◦ γ , we have (NBn ∩
Sγ )
+ ∩NDn = 0 and (NBn ∩ Sγ )− ∩NDn = 0. Hence
(NBn ∩ Sγ )+ = (NBn ∩ Sγ )+ ∩NDn =
〈
δB,+α
〉
,
(NBn ∩ Sγ )− = (NBn ∩ Sγ )− ∩NDn =
〈
δB,−α
〉
.
If γ ∈ On is a Dn-minimal orbit with |γ |e = |γ |o and γ = π ◦ γ we have NDn ∩ (Sγ ⊕
Sπ◦γ ) ⊆NBn ∩ (Sγ ⊕ Sπ◦γ ) and then the multiplicity of NBn ∩ Sγ in NDn ∩ (Sγ ⊕ Sπ◦γ )
as Dn-modules could be 1 or 2. Let us show that this multiplicity is not one.
By Corollary 14(ii) Ωγ is an involution on NDn ∩ (Sγ ⊕ Sπ◦γ ), then let us de-
note by (ΩDγ )+ (and (ΩDγ )−) the eigenspace of Ωγ in NDn ∩ (Sγ ⊕ Sπ◦γ ) associated
to the eigenvalue 1 (respectively −1). By Proposition 13(iii) both (ΩDγ )+ and (ΩDγ )−
are Dn-modules and
NDn ∩ (Sγ ⊕ Sπ◦γ ) =
(
ΩDγ
)+ ⊕ (ΩDγ )−.
If the multiplicity ofNBn ∩Sγ inNDn ∩ (Sγ ⊕Sπ◦γ ) was one, one of (ΩDγ )+ or (ΩDγ )−
should be zero, i.e., Ωγ |NDn∩(Sγ ⊕Sπ◦γ ) should be up to a sign the identity:
Ωγ |N ∩(S ⊕S ) = id or Ωγ |N ∩(S ⊕S ) = −id.Dn γ π◦γ Dn γ π◦γ
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have g ·Ωγ = −Ωγ and this is a contradiction with Corollary 14(ii). Hence the multiplicity
of NBn ∩ Sγ in NDn ∩ (Sγ ⊕ Sπ◦γ ) is two and then
NDn ∩ (Sγ ⊕ Sπ◦γ ) =NBn ∩ (Sγ ⊕ Sπ◦γ ).
This ends the proof of (ii) and with Proposition 12(i) it also shows (iii). 
Proposition 20. Given n and γ ∈On a Dn-minimal orbit, we have:
(i) If γ = π ◦ γ ,
dim(NDn ∩ Sγ ) =
(
n
|γ |e
)
dim(NS|γ |e ∩ Se(γ ))dim(NS|γ |o ∩ So(γ )).
(ii) If n is even, n = 2k and γ = π ◦ γ ,
dim(NDn ∩ Sγ )+ = dim(NDn ∩ Sγ )− =
1
2
(
2k
k
)[
dim(NSk ∩ Se(γ ))
]2
.
Proof. (i) is a consequence of Lemma 16 and for (ii) we should note also that we
have constructed in Theorem 19(ii) a K-linear isomorphism between (NDn ∩ Sγ )+ and
(NDn ∩ Sγ )−. 
From [2] (and [3]) it follows that every simple Sn-module (respectively Bn-module)
is a Macdonald representation (see [11]). Let us notice then, that for every γ ∈ On a
Dn-minimal orbit,NDn ∩Sγ is a Macdonald representation associated to subgroups of Bn.
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