Abstract. Let A be an array. The partial sum problem concerns the design of a data structure for implementing the following operations. The operation update(j, x) has the effect A[j] ← A[j]+x , and the query operation sum(j) returns the partial sum
1. Introduction. Let A be an array of length N . The partial sum problem concerns the design of a data structure for implementing the following operations. The operation update(j, x) has the effect A[j] ← A[j] + x (where 1 ≤ j ≤ N ), and the query operation sum(j) returns the partial sum
. We refer to N as the size of the partial sum problem. Our interest centers upon the optimal efficiency with which sequences of such operations can be performed, and we derive new upper and lower bounds.
In this paper we investigate complexity relative to the semigroup model of computation: the array A can store values from an arbitrary commutative semigroup, and the implementations of the update and sum operations must perform correctly irrespective of the particular choice of the semigroup. In particular, the implementations are not permitted to utilize the subtraction operation. The model assumes the availability of memory registers z 1 , z 2 , . . . which store semigroup values and permits operations of the form z i ← z j + z k . In this setting an O(log N ) upper bound is readily established, and Yao [8] has shown that Ω(log N/ log log N ) is an inherent lower bound for the amortized complexity of the operations (worst case). Here we consider average case complexity relative to a large class of probability distributions, and as a by-product of this approach, we are able to improve upon Yao's result, deriving an Ω(log N ) lower bound for the amortized complexity, even when the operations are performed off-line. We remark that with a slight change in the definition of the partial sum problem, namely, by redefining the operation update(j, x) to have the effect A[j] ← x , we find that matching θ(log N ) upper and lower bounds have been previously established for this problem [3] . This latter definition of the update operation is more readily exploited in a lower bound argument. In particular, in the semigroup setting all structural quantities that depend on the old value of A[j] are subsequently unusable after the current update is performed.
Our average case analysis concerns sequences of independently selected operations in which the operation update(j, x) is selected with probability p j to be the next operation in the sequence, and the operation sum(j) is selected with probability q j to be the next operation in the sequence, where N j=1 p j + N j=1 q j = 1 . We are able to approximately characterize the optimal expected cost of implementing such sequences in terms of optimal binary trees relative to a type of weighting scheme, defining the notion of biweighted binary tree.
In the following section we define the notion of biweighted binary tree and demonstrate the connection between biweighted binary trees and data structures for the partial sum problem. We also present a heuristic for constructing approximately optimal biweighted binary trees. This heuristic serves to motivate the lower bound theorem presented in section 3 .
In what remains of this section we describe a class of data structures which is natural with respect to the partial sum problem and which has provided a framework for some previous work. These structures also provide a starting point for the current analysis. Consider the obvious O(log N ) data structure for the partial sum problem which consists of a balanced binary tree with N leaves labeled from 1 to N in order from left to right. The value in A[i] is stored in leaf i, and stored in each internal node η is the sum of the values that are stored in the leaves of the subtree of η. The operation update(j, x) is performed by incrementing by x the values stored in the nodes along the path from leaf j to the root. The operation sum(j) is performed by summing the values in a minimal collection of nodes whose subtrees exactly cover the first j leaves. This data structure can be viewed as a particular instance of (and motivates) the following class of structures. Let z 1 , z 2 , . . . designate memory registers that store values from the space pertinent to the array A. A data structure belonging to our class consists of two sequences U 1 , . . . , U N and R 1 , . . . , R N , where the U i and the R i are individual subsets of the memory registers z 1 , z 2 , . . .. The task update(j, x) is performed by adding x to each register in the set U j , and sum(j) is performed by summing the registers in the set R j . The sizes of the U j and R j sets reflect the complexity of our operations, and it is readily demonstrated [4] that to correctly implement the partial sum problem, it is both necessary and sufficient that the following condition be satisfied:
We refer to data structures for the partial sum problem that fall within this framework as U-R systems.
By imposing size restrictions on the U i subsets (or the R i subsets) it is possible to investigate update time versus query time tradeoffs within this class of data structures, as investigated in [1] . The investigation of such tradeoffs is motivated by circumstances in which, say, update operations are more frequently performed than query operations. In this paper we address directly those circumstances under which the operations are known to be requested with varying frequencies. Thus, if update(j, x) is performed with probability p j and sum(j) is performed with probability q j , then the expected cost of an operation is given by
wherep andq represent the p j and q j probability sequences, respectively. We assume throughout this paper that all of the p j and q j probabilities are strictly positive; otherwise we can effectively reduce the size N of the array A. In the sequel we solve the problem of minimizing the quantity C(p,q) subject to the condition (1.1). Let C min (p,q) denote this minimum value for C(p,q). It is shown in section 3 that C min (p,q) approximates (to within a constant factor) the optimal cost of doing the operations in the general semigroup model of computation, extending beyond data structures that fall within the framework of U-R systems. Moreover, in terms of expected cost, this lower bound extends to off-line processing.
Biweighted trees.
We proceed to define a family of valid data structures for the partial sum problem that fall within the U-R system framework. Let T be a binary tree with N nodes. We assume that the nodes of T have zero, one, or two children, and that T is ordered, so that each child of a given node is designated as a left child or right child. We also number the nodes of T from 1 to N in order from left to right. Now in terms of T we define a U-R system for the partial sum problem of size N as follows.
Let η be the jth node of T , and let η 0 ( = η), η 1 , . . . , η h , h ≥ 0 , be the nodes along the path from η to the root η h of T . Then U j consists of η and for i > 0 those η i such that η i−1 is the left child of η i ; and R j consists of η and for i > 0 those η i such that η i−1 is the right child of η i . Now let η ij denote the lowest common ancestor of the ith and jth nodes of T . It is easily checked that
The condition (1.1) directly follows from (2.1) and therefore our construction yields a valid data structure for the partial sum problem. We let ∆(T ) denote this data structure.
Next, we interpret the quantity C(p,q), the expected cost of an operation under the distribution (p,q ), when implemented using ∆(T ). Associate with the ith node of T the pair of probabilities (p i , q i ), 1 ≤ i ≤ N . Relative to these associated probabilities we then define the biweighted path length of T to be
where ℓ i is the number of left links on the path from the root of T to the ith node and r i is the number of right links on this same path. Because ℓ i = |U i | − 1 and
Note also that W (T,p,q) defines (one-half of) the usual weighted path length of T whenp =q.
Equation (2.2) suggests the possibility that a good data structure for the partial sum problem, relative to the distribution (p,q), is given by ∆(Tp ,q ), where Tp ,q is chosen to have minimum biweighted path length W (T,p,q). The following theorem addresses this possibility relative to U-R systems.
Theorem 2.1. Relative to the distribution (p,q) with strictly positive probabilities, an optimal U-R system for the partial sum problem is given by ∆(Tp ,q ). In other words,
Proof of Theorem 2.1. We relax the requirement that the weights (p,q) sum to 1 and establish that
from which Theorem 2.1 follows as an immediate consequence. (We use equation (1.2) to define C(p,q) for arbitrary positive weights (p,q) .) The above equality is established once we show that we can construct, given an arbitrary U-R system, a tree T such that
Now given a U-R system (Ū ,R) consisting of sequencesŪ = U 1 , . . . , U N and R = R 1 , . . . , R N , for some integer k ∈ [1, N ] our construction below yields two U-R systems (Ū ℓ ,R ℓ ) and (Ū r ,R r ) for arrays of lengths k − 1 and N − k, respectively, such that
Assume for the moment that an integer k and U-R systems (Ū ℓ ,R ℓ ) and (Ū r ,R r ) satisfying (2.4) and (2.5) can be constructed. Let (p ℓ ,q ℓ ) designate the first k − 1 pairs (p i , q i ) of the weights (p,q) and let (p r ,q r ) designate the last N − k pairs of these weights. By assigning the weights (p ℓ ,q ℓ ) to the system (Ū ℓ ,R ℓ ), assigning the weights (p r ,q r ) to the system (Ū r ,R r ), and noting that |U k |, |R k | ≥ 1, we conclude from (2.4) and (2.5) that
We construct the tree T satisfying (2.3) recursively as follows. The root of T is the kth node, where k defines the partition of (Ū ,R) as described above. The left subtree T lef t of T is obtained recursively from (Ū ℓ ,R ℓ ), and the right subtree T right is obtained recursively from (Ū r ,R r ). Upon assigning the weights (p,q) to the nodes to T , so that (p ℓ ,q ℓ ) designates the weights assigned to T lef t and (p r ,q r ) designates the weights assigned to T right , we find that
It follows by induction, using (2.7) and (2.6), that (2.3) is satisfied.
We complete the proof of Theorem 2.1 by giving the construction satisfying (2.4) and (2.5). Let
For each element x in Γ, let u-extent(x) = max{j|x ∈ U j } .
Observe that for any set R j condition (1.1) implies that
Finally, let
′ , it follows that each set U j with j < k ′ contains an element x j such that u-extent(x j ) ≥ k . On the other hand (2.8) asserts that for each j < k the set R j contains no element x with u-extent(x) ≥ k . Thus we can find in each set U j with j < k an element x j (with u-extent(x j ) ≥ k) not contained in any set R h with h < k . Accordingly, we construct the system (Ū ℓ ,R ℓ ) by setting U ℓ j = U j − {x j }, where x j is some element in U j with u-extent(x j ) ≥ k , and setting R ℓ j = R j , 1 ≤ j ≤ k − 1 . Certainly (2.4) is satisfied and moreover the system (Ū ℓ ,R ℓ ) inherits condition (1.1) from the system (Ū ,R) since the deleted elements x j do not appear in any of the intersections U h ∩ R i when h, i ≤ k − 1 . Now every set R j contains an element x j with u-extent(x j ) ≤ k . For h > k, none of these elements x j appear within the sets U h by definition of u-extent(x) . Thus, if we set U r j = U j+k and R r j = R j+k − {x j } , for 1 ≤ j ≤ N − k , then the resulting system (Ū r ,R r ) satisfies (2.5), and, as before, condition (1.1) is satisfied. Equation (2.7) suggests that the following balancing heuristic is reasonable to consider in constructing a tree T with near optimal biweighted path length: choose the root to be the kth node where k is chosen to equalize the sums k−1 j=1 p j and N j=k+1 q j and construct the subtrees recursively. More precisely we define T BAL so that its root is the kth node, where k is the least integer satisfying
q j , and whose subtrees are recursively constructed.
Theorem 2.2. Let T BAL be defined as above. Then W (T BAL ,p,q) ≤ 2 · W (Tp ,q ,p,q) + 1.
Comment. Theorem 2.2 justifies using a balancing heuristic for constructing near optimal U-R systems. However, in view of Theorem 2.1 it is easy to construct truly optimal U-R systems by using dynamic programming to construct a tree having optimal biweighted path length. (The recurrence that forms the basis for the dynamic programming algorithm is obtained by selecting k in equation (2.7) to minimize the right-hand side.) But the true significance of Theorem 2.2 is revealed in the next section when we consider the full class data structures within the semigroup model of computation. As a means for estimating complexity, T BAL is a considerably more convenient object to reason about than the optimal tree, Tp ,q .
Proof of Theorem 2.2. Let η be any node in T BAL , say, the jth node, let T η,lef t be the left subtree descending from η, and let T η,right be the right subtree descending from η. Let P sum denote the sum of the p i values associated with the nodes in T η,lef t , and let Q sum be the sum of the q i values associated with the nodes in T η,right . Now let γ be the lowest common ancestor in Tp ,q of those nodes which comprise the subtree descending from η within T BAL . Then either (i) the left subtree T η,lef t descending from η lies to the left of γ in Tp ,q , or (ii) the right subtree T η,right descending from η lies to the right of γ in Tp ,q . For the purpose of estimating W (Tp ,q ,p,q) , in the case (i) we can charge the quantity P sum to the left link of γ and in the case (ii) we can charge the quantity Q sum to the right link of γ . We will demonstrate below that no p i or q i value gets charged to the same link of Tp ,q twice. Assuming this, it follows that W (Tp ,q ,p,q) ≥ the sum over all nodes in T BAL of the quantities min(P sum , Q sum ) = S BAL (say). By definition of T BAL we have that P sum ≥ Q sum and Q sum > P sum − q j − p j−1 . It follows that
Applying equation (2.7) to T BAL , we note that W (T BAL ,p,q) equals the sum over all nodes in T BAL of the quantities P sum + Q sum . Using the inquality (2.9) to compare the sums over the nodes of T BAL that give, respectively, S BAL and W (T BAL ,p,q) , we conclude that
. Combining these inequalities for S BAL yields the inequality in the statement of our theorem.
To complete the proof, we proceed to show that no p i or q i value gets charged to the same link of Tp ,q twice. Suppose to the contrary that p i (say) gets charged twice to the left link of γ , a node in Tp ,q . Now the first charge is through some node η 1 of T BAL and the second charge is through some node η 2 of T BAL . With respect to T BAL both η 1 and η 2 are ancestors of the node τ with which p i is associated and τ lies in the left subtrees of both η 1 and η 2 . Therefore, the nearer ancestor η 1 (say) lies in the left subtree of η 2 . Also in Tp ,q we have that the nodes belonging (in T BAL ) to the left subtree of η 2 all lie to the left of γ. Consequently, the lowest common ancestor γ ′ (in Tp ,q ) of the nodes in the subtree of η 1 (with respect to T BAL ) must lie to the left of γ . But the charge through η 1 must be assessed to a link of γ ′ , contrary to the assumption.
3. Unrestricted semigroup lower bound. In this section we generalize the lower bounds established in the preceding section for U-R systems to all computations that fall within the semigroup model of computation. Our bounds also apply to off-line computations. Our method of attack is to combine the biweighted tree perspective with the method of Wilber [7] used to analyze the off-line complexity of performing search tree operations intermixed with appropriately timed node rotations. Whereas the two problems, search tree operations versus partial sum operations, are very different, similar treatments succeed with both problems.
In the spirit of Wilber [7] we define a lower bound tree Υ that will be used to estimate the expected amount of work required to perform a random sequence of update and sum operations. For the partial sum problem of size N , with operations being requested randomly and independently in accordance with the distribution (p,q), we choose Υ to be the tree T BAL from the preceding section. Our argument proceeds in accordance with the following outline.
Part A. Given a specific sequence s of update and sum operations, we define the score of Υ with respect to the sequence s .
Part B. We show that the score defined in Part A provides a lower bound for the number of semigroup operations required to implement the sequence s off-line.
Part C. We estimate the expected value of the score defined in Part A for a random sequence s of operations.
Part A. Let η be the kth node in Υ , and let a and b be the smallest and largest nodes in the subtree descending from η. Now remove from the sequence s all update(j, x) and sum(j) operations with j outside of the interval [a, b], remove all operations update(j, x) with j > k, and remove all operations sum(j) with j < k. Let s ′ be the resulting sequence. Then we define λ(η, s) to be the number of pairs of consecutive terms in s ′ such that first term of the pair is an update operation and the second term is a sum operation. (Observe that λ(η, s) = λ(η, s ′ ) .) Finally, the score of Υ with respect to s is given by
Part B. We choose as our semigroup the set of linear expressions over a set consisting of an infinite number of indeterminates. Assume that initially the quantity stored in A[j] is given by x j , where the x j are distinct indeterminates. Also, assume that whenever an update(j, x) operation is performed, the quantity x is a newly introduced indeterminate. We associate with each indeterminate x the index j designating the array position A[j] to which x contributes, and we refer to j as the index of x .
Our proof that Λ(Υ, s) provides a lower bound for the required number of semigroup operations proceeds by induction. Assume that the root η of Υ is the kth node in the tree. Consider an implementation σ of the sequence s of update and sum operations. If we eliminate from σ all semigroup operations involving indeterminates with index ≥ k , then the remaining operations, σ lef t , implement the subsequence s ′′ of update and sum operations in s whose array indices correspond to nodes in the left subtree Υ lef t of Υ. Similarly, if we set to 0 all indeterminates with index ≤ k and then eliminate from σ any semigroup operations involving the addition of 0, then the remaining operations, σ right , implement the subsequence s ′′′ of update and sum operations whose array indices correspond to nodes in the right subtree Υ right of Υ, treating the array A as though its index ranges over the interval [k + 1, N ] . Now observe that
where s ′ is defined in Part A. We easily see that the two sequences of semigroup operations σ lef t and σ right reflect disjoint semigroup operations in σ, and by the induction hypothesis, the number of operations in σ lef t and σ right dominate the first two terms on the right-hand side of equation (3.1) . Part B is completed once we show that σ includes λ(η, s ′ ) further semigroup operations. Consider a pair of consecutive operations update(j ′ , x), sum(j) in s ′ . The indeterminate x must be combined with x j , the indeterminate originally stored in A[j], by executing a semigroup operation. We may conclude, therefore, that there exists in σ an operation α : z p ← z q + z r contributing to the computation of sum(j), in which x gets combined with some indeterminate whose index is ≥ k , and where x is not already found to be so combined among the operands on the right. This operation does not contribute to σ lef t by definition. Likewise, it does not contribute to σ right since the index j ′ of x does not exceed k (so that the operand in α containing x contains only indeterminates with index ≤ k and thus gets set to 0 in the process defining σ right ). Last, we may assume that the operation α excludes any indeterminate x ′ that follows x in s ′ , since x must be produced in the sum(j) operation without the presence of x ′ . (In other words, if we remove from σ all semigroup operations that involve x ′ , then the remaining operations would suffice to generate the required value for sum(j) .) Thus, we can account for λ(η, s ′ ) such operations α . Part C. Let η be a node in T BAL = Υ , and assume that η is the kth node of Υ . We compute the expected value of λ(η, s) . Assume that the sequence s is of length m . Then the expected number of terms in s ′ is given by m(P sum +Q sum +p k +q k ) = mR (say). The conditional probability y 1 that a given term in s ′ is an update operation is given by (P sum + p k )/R , and the conditional probability y 2 that this term is a sum operation is given by (Q sum + q k )/R . By our definition of T BAL we have P sum ≥ Q sum and Q sum + q k > P sum − p k−1 . Therefore, P sum + p k ≥ 1 2 (R − q k ) , and
We conclude that the expected number of pairs contributing to λ(η, s) is given by (mR
Summarizing the above discussion we have established the following theorem. Theorem 3.1. For a random sequence s of update(j, x) and sum(j) operations, the optimal expected cost of executing the operations in s is given by θ( W (Tp ,q ,p,q) ) per operation. In other words, U-R systems derived from optimal biweighted trees are near optimal within the semigroup model of computation. Moreover, the lower bound applies to off-line computations.
Remark. Consider the special case p i = q i = 1 2N for 1 ≤ i ≤ N . It is clear in this case that we may choose the optimal tree Tp ,q to be the fully balanced tree with N nodes. Since W (Tp ,q ,p,q) = Ω(log N ) in this instance, we conclude that the optimal off-line complexity of the partial sum problem is Ω(log N ) per operation. This improves upon the Ω(log N/ log log N ) lower bound that was established for on-line computations [8] .
4. Discussion. The problem of maintaining partial sums is perhaps the least complicated example of a nontrivial range or geometric query problem, and this problem is not yet fully understood. The partial sum problem is now well understood in the semigroup model of computation, but much remains to be resolved for less restrictive computational models. For example, in the group model of computation, wherein the space of array values is given by a group so that subtraction is available, a gap remains that separates the best upper and lower bounds for the worst-case amortized complexities. The best upper bound is O(log N ) and the best lower bound is Ω(log N/ log log N ) [5] . It seems reasonable to conjecture, however, that the truth will favor the upper bound. In particular, the notion of U-R systems generalizes for the group model; the sets U i remain as before, and the sets R i are replaced with linear expressions over the memory registers with integer coefficients. In this setting log N bounds are known [4] (both upper and lower), including even a determination of the constant factor. The biweighted tree treatment, however, does not seem to easily extend to cover the group case. In particular, lower bounds seem difficult.
Similarly, in the cell-probe model of computation with polylog(N ) word size and with the space of array values given by Z N , the integers mod N , the same gap exists between the best upper and lower bounds [5] . On the other hand, if the space of array values is given by Z 2 , then matching upper and lower bounds of size θ(log N/ log log N ) exist in the cell probe model [5] (see also [2] ).
The nature of the possible tradeoffs between query versus update time in these less restrictive models is likewise not well understood. There is also an absence of off-line lower bounds in these other models.
As an object of independent interest, the biweighted trees pose some open questions. In particular, there seems to be no easy analogue to the entropy function, which is used to estimate the weighted path length of optimal trees in the usual setting. Complicating the situation is the fact that the function C min (p,q) highly depends on the ordering of the probabilities, even when the p i and q i values remain coupled. Simple examples exist which demonstrate the phenomenon that permuting the order of the probabilities can cause C min (p,q) to vary over the range from O(1) and O(log N ) .
Finally, it is interesting to note that given any probability distribution with strictly positive probabilities, it is possible to explicitly exhibit arbitrarily large sequences of update and sum operations that have the corresponding proportions of the update and sum operations and satisfy the bounds of Theorem 3.1. The sequence is a generalization of the bit reversal sequence [7, 8] . The details of the construction can be found in [6] .
