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Abstract—This paper is concerned with the leader-following output
consensus problem in the framework of distributed nonlinear observers.
In stead of certain hypotheses on the leader system, a group of geometric
conditions is put forward to develop a novel distributed observer strategy
with less conservatism, thereby definitely improving the applicability
of the existing results. To be more specific, the improved distributed
observer can precisely handle consensus problems for some nonlinear
leader systems which are invalid for the traditional strategies with the
certain assumption, such as Elastic Shaft Single Linkage Manipulator
(ESSLM) systems and most of first-order nonlinear systems.
We prove the exponential stability of our distributed observer by
proposing two pioneered lemmas to show the quantitative relationship
between the maximum eigenvalues of two matrices appearing in Lya-
punov type matrices. Then, a partial feedback linearization method with
zero dynamic proposed in differential geometry is employed to design
a purely decentralized control law for the affine nonlinear multi-agent
system. With this advancement, the existing results can be regarded as
a specific case owing to that the followers can be chosen as an arbitrary
minimum phase affine smooth nonlinear system. We also prove the
certainty equivalence principle for the distributed observer-based control
law including novel distributed nonlinear observer and improved purely
decentralized control law. Our method is illustrated by ESSLM system
and Van der Pol system as leader.
Index Terms—Distributed state estimate, Distributed nonlinear ob-
server, observable canonical form, Leader-following consensus, feedback
linearization, Zero dynamics
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I. INTRODUCTION
MULTI-AGENT system has been widely studied over the lastdecades. Not only for the leader-following consensus problem
[1]–[4], but also for the cooperative output regulation problem [5]–
[7]. An obstacle in the research of multi-agent system is the communi-
cation constraints between followers. It means that a follower may not
obtain the information from leader or other followers. One follower
can only obtain the information from some specific followers, such
as its neighbor. In order to handle the communication constraints, a
method named distributed observer was proposed [8], [9].
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Fig. 1. The structure of the distributed observer-based control. ω is the actual
state of leader and all the followers need to obtain state estimate ωˆi of leader
via communication network. The control law ui of each follower is generated
by their own observer information ωˆi.
According to the literatures in recent ten years, distributed observer
can be divided into two categories. The first kind of distributed
observer does not include the leader, and each of its local observer
needs to be able to observe all the states of the whole system by
using its own output measurements and the state estimates of its
neighbors via communication network [14]–[19]. In the second kind
of distributed observer, the follower’s local observer is designed to
estimate the leader’s states. In this scene, only a part of the followers
can obtain the actual states of leader, while the other followers may
achieve accurately state estimate of leader through the information
interaction in the communication graph.
Although both of them are called distributed observer, in fact,
the first kind of distributed observer is closer to the problem of
distributed filtering. Therefore, though distributed filtering has been
studied for decades [20]–[28], its research method is not suitable
for the second kind of distributed observer. The latter, as the main
research object of this paper, has become a research hotspot only in
the last decade. [29] has developed observer-based event-triggered
leader-following control for a class of linear multi-agent systems.
[30] has been concerned with a leader-following problem for a multi-
agent system with a switching interconnection topology, and leader-
following consensus problem for a class of uncertain nonlinear multi-
agent systems with linear leader under jointly connected directed
switching networks has been investigated by [31]. A distributed
control law, the so-called distributed observer approach or distributed
observer-based framework has been initialed proposed by [32].
However, most of these researches focus on linear systems or linear
leader system [31], only a small part of them take nonlinear system
into account, for example, see attitude control of rigid body based on
distributed observer [33]. Recently, [34] has designed a distributed
nonlinear observer for a class nonlinear system, and successfully
established the same observer-based distributed control framework
for leader-following problem in terms of nonlinear system as that
of linear system. This framework, see Figure 1, is a general way
to design the distributed observer and tracking controller under the
leader-following information, which includes a distributed nonlinear
observer for leader system and a group of purely decentralized control
law assigned to follower systems. The observer-based distributed
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control law is formed by replacing the leader’s actual states which
cannot be obtained in purely decentralized control law with the state
estimate generated by the local observer.
The most formidable task of this framework is to ensure the
stability of the distributed observer, which is also an important
basis to ensure that the distributed control law satisfies the certainty
equivalency principle [35]. The stability of [34]’s distributed observer
is achieved on basis of Assumptions that the leader system is globally
bounded, and ought to meet Taylor conditions, which requires that
the nonlinear term of leader’s Taylor expansion around origin in first-
order fashion is in the form of p(w)w, where w is state vector and
p(w) is a diagonal matrix with all its diagonal entries no more than
0. However, Taylor conditions for leader system is too strict to be
acceptable even by some common systems. For example, see a simple
system w˙ = − sinw. The diagonal entries − sinw of its nonlinear
term around origin cannot be guaranteed to be less than 0.
Motivated by this problem, this paper imposes constraints on leader
system by a group of geometric conditions (conditions of OCF) [36]–
[42] instead of Taylor conditions, and develops a new algorithm
to derive the distributed nonlinear observer and tracking controller.
Although there are a few papers that design distributed nonlinear
observer based on differential geometry method, such as [43] and
[44], they all study the first kind of distributed observer. To the
author’s knows, this is the first paper to construct the second kind
of distributed nonlinear observer with geometry condition. Based on
this method, the application range of distributed nonlinear observer
with regard to [34]’s distributed control framework can be extended.
For example, all of the first order nonlinear smooth system can be
accepted by our distributed observer but most of them cannot satisfy
[34]’s assumption. Fortunately, some practical systems that fails to
meet the Taylor conditions, such as Elastic Shaft Single Linkage
Manipulator System (ESSLM), can satisfy our geometric conditions.
Moreover, as the first paper in the research of nonlinear distributed
control framework, [34] designs a purely decentralized control law
for a completely controllable single input follower. Consequently, it
is the second purpose of this investigation to study the decentralized
control law for more general follower systems, such as multi input
systems or incompletely controllable systems.
This investigation, whether it aims to expand the application scope
of distributed nonlinear observer or it improves the design method
of purely decentralized control law, is by no means trivial. The
challenges mainly comes from: 1) The system meeting geometric
conditions can be transformed into quasi linearized form via a
diffeomorphism; then how to make full use of the property of
diffeomorphism to construct an observer with quasi linear error
dynamics and deal with the nonlinear term in the quasi linearized
observer? 2) During to the introducing of geometric conditions,
a relationship between the maximum eigenvalues of two matrices
appearing in Lyapunov form matrix is necessary to guarantee the
stability of distributed observer; how to find this relationship is one
of the key issue in this investigate. 3) How to find a diffeomorphism
to make the follower system and the tracking error system between
leader and follower have the same zero dynamics? It is the key to
solve the leader-following consensus problem when the follower is
the minimum phase affine nonlinear system.
The main contributions of this paper consist of the following five
aspects:
• We constraint nonlinear leader system with geometric conditions
instead of Taylor conditions, which enlarges the application
range of their framework about nonlinear distributed control law.
• A novel distributed nonlinear observer based on differential
geometry is proposed, and it is proved to achieve exponential
stability for all output bounded affine nonlinear system which
meets geometric conditions.
• In order to prove the stability of the novel distributed observer,
we analysis the relationship between the maximum eigenvalues
of two matrices appearing in Lyapunov type matrices carefully
with the help of inequality analysis and matrix theory. And
describe this relationship in form of inequality.
• For certainty systems, the using of differential geometry based
novel distributed observer leads to less conservatism. For ex-
ample, for Van der Pol system, our method can obtain globally
convergent distributed observer, rather than converging only in
a compact set containing the origin.
• This paper develops purely decentralized control law based
on zero dynamic theory, which enable the selection range of
follower system to be expanded from fully controllable affine
nonlinear system to minimum phase affine nonlinear system.
This paper is organized as follows. Some notations and mathemat-
ical tools throughout this paper are summarized in Section II. The
motivation and improvement of our novel distributed observer are
detailed with two examples, including an actual system ESSLM, in
III. Section IV proves the stability of our novel distributed observer
with two eigenvalues Lemma. The improved purely decentralized
control law and the proof of the principle of definite equivalence
are shown in Section V. In Section VI, the results of our method are
simulated with the Van del Pol system and ESSLM system as the
leader. Finally, Section VII concludes this paper.
II. PRELIMINARIES AND PROBLEM FORMULATION
A. Notation
IN ∈ RN×N denotes an identity matrix. 1N is an N dimensional
column vector with all its entries equaling 1. A∗ and AT denote
the conjugate transposition and the transposition of matrix A re-
spectively. For some column vectors ai, denote col{a1, a2, · · · , aN}
as a column vector [aT1 , a
T
2 , · · · , aTN ]T . For some matrices Ai,
diag{A1, A2, · · · , AN} represents a block diagonal matrix. Let
σ¯(P ) be the maximum real of all eigenvalues of P , and σ(P )
be the minimum real of all eigenvalues. Particularly, if P Hermite
matrix, σ¯(P ) and σ(·) represent the maximum and minimum eigen-
value respectively. ⊗ denotes Kronecker product with a property
(A ⊗ B)(C ⊗ D) = AC ⊗ BD. ‖ · ‖ is denoted as the 2-norm
of matrix or vector.
B. Graph theory
A directed graph is usually expressed as G = (V, E ,AG), where
V is the node set including v1, v2, · · · , vN , E is the arc set, and
AG = [aij ] is an adjacency matrix of G. Herein, G is assumed that
there are no repeated arcs and no self loops. We denote aij = 1 if
there is an arc from vj to vi, denoted as (vj , vi), otherwise aij = 0.
A directed path from node i to node j is a sequence of arcs, expressed
{(vi, vk), (vk, vl), · · · , (vm.vj)}. The in-degree matrix is defined as
DG = diag{di} with di =
∑N
j=1 aij . The Laplacian matrix of G is
in form of L = DG − AG . An extended graph is G¯ = (V¯ , E¯ ,AG),
where V¯ = V ∪ v0 with v0 being the node associated with leader, E¯
includes all the arcs in E and all the arcs between v0 and E . Denote
B = diag{bi} where bi = 1 if (v0, vi) ∈ E¯ , otherwise bi = 0. One
may know from references [3], [45], [46] that L+B is a semi-defined
positive matrix if v0 is a globally reachable node. The leader node
is a global reachable node [45] if and only if for each vi ∈ V¯ , there
is a directed path from v0 to vi.
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C. Differential geometry
One can refer the knowledge of this subsection and next subsection
to [47] or [37]. The Lie derivative of a smooth function h along the
vector field f is defined as Lfh =
∂h
∂xT
f(x). Moreover, if there is a
dual vector field ω belonging to dual tangent space, the Lie derivative
of dual vector field ω along to the vector field f is expressed as
Lfω = f
T ( ∂ω
T
∂xT
)T + ω ∂f
∂xT
. [f, g] = ∂g
∂xT
f − ∂f
∂xT
g denotes the
Lie bracket between two vector fields. [f, g] is also denoted as adfg,
and adkfg = [f, ad
k−1
f g] for k ≥ 2 is the notation of higher-order
Lie bracket, where ad0fg = g, and ad
1
fg = adfg. A distribution
D is spanned by a group of vector fields X1, · · · , Xd, i.e., D =
span{X1, X2, · · · , Xd}. We call D is involutive if [Xi, Xj ] ∈ D
for ∀Xi, Xj ∈ D.
D. Zero dynamics
Given a n dimensional SISO system:
x˙ = f(x) + g(x)u, (1)
y = h(x). (2)
The relative degree of this system is r in a neighborhood U around
a given point x0 if LgL
k
fh(x) = 0 for all x ∈ U and 0 ≤ k <
r − 1, and LgLr−1f h(x0) 6= 0. This system can be transformed (see
the coordinate transformation z = Φ(x) in [47, Chapter 10]) into a
normal form
z˙i = zi+1, i = 1, 2, · · · , r − 1, (3)
z˙r = b(z¯, θ) + a(z¯, θ)u, (4)
θ˙ = γ(z¯, θ), (5)
or a quasi-normal form
z˙i = zi+1, i = 1, 2, · · · , r − 1, (6)
z˙r = b(z¯, θ) + a(z¯, θ)u, (7)
θ˙ = γ(z¯, θ) + ρ(z¯, θ)u, (8)
where θ = col{zr+1, · · · , zn}, z¯ = col{z1, · · · , zr}, a(z) =
LgL
r−1
f h(Φ
−1(z)), and b(z) = Lrfh(Φ
−1(z)). Equations (5) and
(8) are denoted as internal dynamics of the original system. By
restricting the internal dynamics on zero dynamics space (i.e., set
z1 = · · · = zr = 0), one may get
θ˙ = γ(0, θ), (9)
for normal form and may get
θ˙ = γ(0, θ)− ρ(0, θ) b(0, θ)
a(0, θ)
, (10)
for quasi-normal form. (9) and (10) are called zero dynamic of
the original nonlinear system. The relative degree and coordinate
transformation about MIMO system will be introduced in Section
IV, the corresponding definition of zero dynamics can be defined in
a similar way. A nonlinear system is called minimum phase system
if it has a stability zero dynamic.
E. Problem Formulation
Consider a nonlinear multi-agent systems with all subsystems
being in the form of affine nonlinear as follow
x˙i = fi(xi, w) + gi(xi)ui, (11)
yi = hi(xi), i = 1, 2, · · · , N, (12)
where xi ∈ Rni , ui ∈ Rm, yi ∈ Rr are the states, control inputs,
and measurement outputs of the ith subsystem, or named follower.
fi(·), gi(·), hi(·) are smooth vector value functions. And the variable
w ∈ Rs is generated by an external system, or called leader system,
which is an autonomous system,
w˙ = p(w), (13)
y0 = q(w), (14)
where p(·) and q(·) are smooth vector value nonlinear functions and
y0 ∈ Rr is the output of the external system. The problem is to
design a distributed control law to let the measurement output of
subsystem track the output of leader system, i.e.
lim
t→∞
y0(t)− yi(t) = 0, i = 1, 2, · · · , N. (15)
Similar to the problem background of [34], all followers can get the
information of their neighbors’ agents via a communication network,
but only a part of followers can obtain the real states of leader system.
Since the leader-follower problem needs to add the leader’s states to
the followers’ control law, which requires all followers to estimate
the leader’s state by their own and neighbor’s information. Aiming
at this problem, a frame of observer-based distributed control for
nonlinear system proposed in [34]. This frame contains three aspects.
First is to design a distributed observer based on communication
graph and show that whether it is existing for the studied nonlinear
system. Secondly, one should design purely decentralized control
law for every subsystem. Finally, the distributed observer and the
purely decentralized control law constitute the distributed control law
together.
In the rest of this paper, we will focus on how to improve the
distributed nonlinear observer enlarge the application range of [34]’s
distributed control framework, and how to design the distributed
control law when the follower systems are minimum phase system.
III. MOTIVATION AND IMPROVEMENT
The important premise of the distributed control framework de-
scribed in Section II is the stability of the distributed observer.
However, the nonlinear leader system makes researchers have to
limit the form of the system, otherwise it is difficult to guarantee
the stability of the distributed observer.
In this section, we will first review the assumptions added to the
leader system in [34]. Then the geometric conditions will be proposed
to constrain the leader system. We will show by two examples that
our conditions can enlarge the application range of [34]’s distributed
control framework. To move on, a new distributed observer based
on geometric conditions will be designed in the Section III-C, and
we will give our main result at the end of this section that the
new distributed observer can achieve stability for the output bounded
nonlinear system which meet the geometric conditions.
A. Existing results and Motivation
The ith local observer of distributed observer in [34] is introduced
as:
˙ˆωi = p(ωˆ) + c
N∑
i=1
aij(ωˆj − ωˆi). (16)
where ωˆi represents the state estimate of leader system given by
the ith follower system, and c is the coupling gain. The stability
of this distributed observer is based on the following three basic
assumptions:
Assumption 1: The dynamic of leader system (13)(14) is output
bounded.
Assumption 2: The leader node in communication network G¯ is
assumed to be a globally reachable node. This condition is equivalent
to suppose the communication network G¯ has a v0-spanning tree.
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Fig. 2. Elastic Shaft Single Linkage Manipulator System
Assumption 3: The dynamic function p(w) of leader system is
supposed in the following form around the origin, i.e.,
p(w) =
∂p
∂w
∣∣∣∣
w=0
w + p2(w)w,
where p2(w) = diag{d1(w), d2(w), · · · , ds(w)} with all its diago-
nal entries being less than zero, i.e., di(w) ≤ 0 for all i = 1, 2, · · · , s.
However, Assumption 3, so-called Taylor condition, is too strict
to be fulfilled, because few systems can meet this requirement that
all the diagonal elements of p2(ω) are not positive. For example,
the nonlinearity of the following two systems is not very strong, but
neither of them can satisfy Assumption 3.
Example 1: Consider a numerical example
w˙1 = −w1w22 + w3,
w˙2 = −w1 − w2w4,
w˙3 = −w3w24 + w2,
w˙4 = −w3,
y01 = w2, y02 = w4.
(17)
Following Assumption 3, this system can be rewritten as
w˙ =


0 0 1 0
−1 0 0 0
0 1 0 0
0 0 −1 0

w +


−w22 0 0 0
0 −w4 0 0
0 0 −w24 0
0 0 0 0

w.
(18)
Assumption 3 cannot be accepted by this system owing to one cannot
guarantee that ω4 ≤ 0. Hence, the observer proposed in [34] is not
able to be applied for this system.
Example 2: Consider the Elastic Shaft Single Linkage Manipulator
System (ESSLM), see Figure 2. Let the length of the Linkage be 2d
and the mass be m. The angular displacement of reducer input shaft
and reducer output shaft are ω1 and ω1/̟ respectively, where ̟ is
the transmission ratio of reducer. Denote the angular displacement
of the Linkage is ω2, then the torque at both ends of elastic shaft is
K(ω2 − ω1/̟) with K representing the torsional elastic coefficient.
We denote the Viscosity friction coefficient and Rotational inertia of
Motor are F1 and J1 respectively and further suppose the Viscosity
friction coefficient and the Rotational inertia of Reducer are F2
and J2 respectively. Then the system equation of ESSLM can be
introduced as:

ω˙1
ω˙2
ω˙3
ω˙4

 = p(ω) ,


ω3
ω4
− K
J1N
2 ω1 +
K
J1N
ω2 − F1J1 ω3
K
J2N
ω1 − KJ2ω2 −
mgd
J2
cosω2 − F2J2 ω4

 ,
y = q(ω) = ω2.
(19)
Note that only ω4 dynamic in this system is nonlinear. Nevertheless,
it still cannot satisfy Assumption 3. Actually, it can be rewritten as
ω˙ =
∂p
∂ω
∣∣∣∣
ω=0
ω + p2(ω)w
=−


0 0 1 0
0 0 0 1
K
J1̟
2 − KJ1̟
F1
J1
0
− K
J2̟
K
J2
0 F2
J2

ω +


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 d4(ω)

ω,
(20)
where d4(ω) = − b3 cos ω2ω4 does not fulfill d4(ω) ≤ 0.
B. geometric conditions
It is known from the previous subsection that too strict system form
will limit the application range of distributed control framework. In
order to make this framework be widely used in some common non-
linear systems, we introduce the geometric conditions of observable
canonical form (OCF). Then the distributed observer is designed for
the system which can meet the geometric conditions. The observable
canonical form can be described as
η˙0 = A0η0 + a(y0), (21)
y0 = Cη0,
where
A0 = diag
{[
0 0
Ik1−1 0
]
,
[
0 0
Ik2−1 0
]
, · · · ,
[
0 0
Ikr−1 0
]}
,
(22)
C = diag
{[
01×(k1−1) 1
]
, · · · , [01×(kr−1) 1]} , (23)
and r-tuples {k1, k2, · · · , kr} is called observable relative degree.
Some associated references, such as [38] and [48], prove that the non-
linear system can be transformed into OCF by a diffeomorphism on
the premise of satisfying some geometric conditions. Before introduc-
ing them, we are supposed to define some codistributions. By rewrit-
ting the output function q(w) as q(w) = [q1(w), q2(w), · · · , qr(w)]T
and letting ki be the observable relative degree associated with qi(w),
a group of codistributions defined by [38] can be introduced as
∆⊥ = span{dLlfqj |1 ≤ j ≤ r, 0 ≤ l ≤ kj − 1}, (24)
∆⊥i = span{dLlfqj\dLki−1f hi|1 ≤ k ≤ r, 0 ≤ l ≤ ki − 1},
i = 1, 2, · · · , r. (25)
The geometric conditions for the existence of diffeomorphism are
concluded in the following Lemma [48].
Lemma 1: The leader system is denoted in (13)(14) and its
observable relative degree is given by r-tuples {k1, k2, · · · , kr}.
Without loss of generality, we assume k1 ≥ k2 ≥ · · · ≥ kr and∑N
i=1 ki = s. Then there is a diffeomorphism η0 = Θ(ω) defined
on a neighborhood W around a given point ω0 which can transform
(13)(14) into OCF (21) if and only if
(1). The dimension of codistribution ∆⊥ is n.
(2). dim{∆⊥i } = dim{∆⊥ ∩∆⊥i }.
(3). For the given linear equations:〈
dLl−1f hi, τj
〉
= δi,j · δl,ri , l = 1, · · · , ri, if i ≤ j, (26)〈
dLl−1f hi, τj
〉
= δi,j · δl,ri , l = 1, · · · , rj , if i > j, (27)
there exists a group of vector fields τ1, τ2, · · · , τr solved by (26)(27)
s.t. the communication conditions [adlfτi, ad
k
fτj ] = 0 are satisfied for
all 1 ≤ i, j ≤ r, 0 ≤ l ≤ ki − 1, and 0 ≤ k ≤ kj − 1, where δi,j is
Kronecker delta.
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In Lemma 1, conditions (1)-(3) are called geometric conditions.
The solving procedure with respect to calculating η0 = Θ(ω) given
by [48] are demonstrated in Appendix.
Remark 1: Condition (2) of Lemma 1 is hard to understand. It can
be stated as dim{∆⊥ ∩ ∆⊥i } = iki + ki+1 + · · · + kr − 1. See
example 1 of [48] to learn the situation when Condition (2) is not
fulfilled. Note that Condition (2) is satisfied if k1 = k2 = · · · = kr ,
see in [48] [49].
It is easy to verify that the geometric conditions are fulfilled for all
of the first-order nonlinear smooth system, such as ω˙ = − sinω, but
most of them cannot satisfy Taylor conditions. Moreover, geometric
conditions can also be applied to some high-order nonlinear systems
which fails to meet Assumption 3. As a comparison, we will verify
that the two examples in the previous subsection meet the geometric
conditions.
Example 3: Consider the system in Example (1) again. One can
check that the observable relative degree satisfies k1 = k2 = 2,
so condition (1)(2) in Lemma 1 are fulfilled. By calculating τ1 =
[−1, 0, 0, 0]T , adpτ1 = [w22 , 1, 0, 0]T , τ2 = [0, 0,−1, 0]T and
adpτ2[1, 0, x
2
4, 1]
T , we can verify condition (3) is also satisfied. Thus
system (1) can be transformed into observable canonical form.
Example 4: Consider ESSLM system again. Herein, we will verify
whether it can be transformed into OCF by diffeomorphism. It can
be calculated directly that

dq(ω)
dLpq(ω)
dL2pq(ω)
dL3pq(ω)

 =


0 1 0 0
0 0 0 1
K
J2̟
Υ1(ω) 0 −F2J2
−KF2
J2
2
̟
Υ2(ω)
K
J2̟
Υ3(ω)

 , (28)
where
Υ1(ω) = − K
J2
+
mgd
J2
sinω2,
Υ2(ω) =
KF2
J22
+
mgd
J2
ω4 cosω2 − mgdF2
J22
sinω2,
Υ3(ω) =
F 22
J22
− K
J2
+
mgd
J2
sinω2.
Thus the solution τ of linear equations (26)(27) can be described as
τ = [0, 0, J2̟/K, 0]T . Then we can further calculate
adpτ = [−J2̟/K, 0, F1J2̟/J1K, 0]T ,
ad2pτ = [−F1J2̟/J1K, 0,−J2/J1̟ + F 21 J2̟/J21K, 1]T ,
ad3pτ =
[
J2
J1̟
− F
2
1 J2̟
J21K
,−1,Γ, F1
J1
+
F2
J2
]T
,
where Γ = − 2F1J2
J1̟
+
F3
1
J2̟
J3
1
K
. Since all adipτ, i = 0, 1, 2, 3 are
constant vector fields, we can obtain [adipτ, ad
j
pτ ] = 0 for all i, j =
0, 1, 2, 3.
Remark 2: Although not all nonlinear systems satisfying Taylor
conditions can satisfy geometric conditions, these two examples also
show that there are a large number of systems that can satisfy geo-
metric conditions but can not satisfy Taylor conditions. Furthermore,
in Section IV, we will prove that the observer designed based on
geometric conditions can converge exponentially at any speed. In
other words, our distributed observer is not inferior to [34]’s observer
in performance, and it can also be applied to some nonlinear systems
that [34]’s observer cannot be competent for. Hence, the application
range of the distributed control frame proposed by [34] can be
extended by this paper.
C. New Distributed observer
Suppose the leader system can meet the geometric conditions list
in Lemma (1). Then our new distributed observer can be designed on
the basis of OCF (21). In this scene, the ith local observer to leader
system can be introduced in the form:
˙ˆηi = A0ηˆi + a(Cηˆi) + cF ςi, (29)
ςi =
N∑
i=1
aij (ηˆj − ηˆi) + bi (ηˆi − η0) , (30)
where F is the LQR gain matrix, c is the coupling gain, and ςi is
the global error dynamic.
The observer error of ith subsystem is defined as ei = ηˆi − η0,
which includes a quasi-linear error dynamic:
e˙i = A0ei + a(yˆi)− a(y0) + cF ςi. (31)
By setting e = col {e1, e2, · · · , eN}, a˜i = a(yˆi) − a(y0), and a˜ =
col {a˜1, a˜2, · · · , a˜N}, we can rewrite the error dynamic in a compact
form:
e˙ = (IN ⊗A0) e− c (IN ⊗ F ) ((L+B)⊗ IN ) e+ a˜
= (IN ⊗A0 − c (L+B)⊗ F ) e+ a˜. (32)
Denote M = IN ⊗A0 − c (L+B)⊗ F . An intuitive fact could be
noticed that the properties of M have an important influence on the
stability of the error system (32). Fortunately, some results [50] in
multi-agent problem can be found to help us understand the properties
of M and design LQR gain matrix F .
Lemma 2: Suppose λi, i = 1, 2, · · · , N are the eigenvalues of
L + B, then matrix M is Hurwitz if and only if A0 − cλiF is
Hurwitz for all i.
This lemma indicates that the stability of M depends on the
structure of communication graph G. Hence, one is supposed to factor
the effect of λi into the mix of designing F . Lemma 3 [50] chooses
the gain matrix F based on the LQR optimal control. One may refer
the proof of lemma 3 in [50].
Lemma 3: Suppose Q,R are symmetric positive definite matrices,
and choose F from
F = P1R
−1, (33)
where the symmetric positive definite matrices P1 is solved by
algebraic Riccati equation
AP1 + P1A
T +Q− P1R−1P1 = 0. (34)
Then M is Hurwitz if the coupling gain c satisfies
c ≥ 1
2σ(L+B) . (35)
Now we can give one of the main results (Theorem 1) of this
paper. This theorem guarantees that the distributed control frame for
nonlinear leader-following consensus proposed by [34] can be applied
to a class of output bounded nonlinear leader systems which satisfies
geometric conditions.
Theorem 1: Suppose the nonlinear leader system (13)(14) satisfies
Assumptions 1 and 2 and the pair (p(ω), q(ω)) meets the geometric
conditions proposed in Lemma 1. Then there exists a coupling gain
c satisfying (35) such that the state estimate generated by distributed
observer (29)(30) converges exponentially to actual state of the leader
system at arbitrary speed.
IV. PROOF OF THEOREM 1
In order to deduce the conclusion of Theorem 1 in a more accurate
way, we are going to prove two Lemmas in IV-A to reveal the
quantitative relationship between the maximum eigenvalues of the
two matrices appearing in Lyapunov-form matrix rather than the
qualitative relationship given in previous literature [51]. The main
body of the proof of Theorem 1 will be given in the IV-B via making
full use of the diffeomorphism property.
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A. Preparation
Lemma 4: Set A ∈ Rn×n be an arbitrary matrix, P ∈ Rn×n be
an symmetric positive definite matrix. Then matrix T = PA+ATP
satisfies
σ¯(T ) ≤
√
σ¯(ATA)σ¯(P ). (36)
Proof: Suppose that η is the eigenvector of T corresponding to
σ¯(T ). By letting ξ = Aη, we have
ηT (PA+ ATP )η = σ¯(T )‖η‖2 = 2ηTPAη = 2ηTPξ.
According to Cauchy Schwartz inequality and C-F inequality, we can
further obtain
2ηTPξ ≤ 2
(
ηTPη · ξTPξ
) 1
2 ≤ 2σ¯(P )‖η‖‖ξ‖
= 2σ¯(P )‖η‖‖Aη‖ ≤ 2σ¯(P )‖η‖‖A‖‖η‖
= 2‖A‖‖σ¯(P )‖η‖2 =
√
σ¯(ATA)σ¯(P )‖η‖2.
Hence, we have σ¯(T ) ≤
√
σ¯(ATA)σ¯(P ).
Lemma 5: Suppose M ∈ Rn is a Hurwitz matrix. For a fixed
constant µ > 0, a unique symmetric positive definite matrix P solved
by
PM+MTP = −2µIn (37)
satisfying
σ¯(P )σ¯(M) ≤ −µ. (38)
σ¯(P )σ¯ (M+M∗) ≥ −2µ. (39)
Especially, σ¯(P )σ¯(M) = −µ if M is a Hermite matrix.
Proof: Denote λ2 as an eigenvalue ofM with Re(λ2) = σ¯(M)
and treat η as the eigenvector of M corresponding to λ2. By pre-
multiplying η∗ and post-multiplying η on (37), we have
η∗ (PM+M∗P ) η = −2µη∗η.
A natural step can be obtained as:
λ2η
∗Pη + λ∗2η
∗Pη = 2Re(λ2)η
∗Pη = −2µη∗η.
Note that σ¯(M) < 0 sinceM is a Hurwitz matrix. Then by denoting
λ1 = σ¯(P ), we can deduce with C-F inequation
−2µη∗η = 2σ¯(M)η∗Pη ≥ 2σ¯(M)σ¯(P )η∗η.
Consequently,
σ¯(P )σ¯(M) ≤ −µ.
Furthermore, there exists a orthogonal matrix U such that P =
UTΛU because P is a real symmetric matrix, where Λ is a diagonal
matrix with all eigenvalues of P on its diagonal. Then we calculate
by setting M¯ = UMUT that,
PM+M∗P
=UTΛUMUTU + UTUM∗UTΛU
=UT
(M¯∗Λ + ΛM¯)U ≤ σ¯(P )UT (M¯+ M¯∗)U
=σ¯(p) (M+M∗) . (40)
It yields
σ¯(P )σ¯ (M+M∗) ≥ −2µ. (41)
In particular, by supposingM is a Hermite matrix, i.e.,M =M∗,
we thus get
σ¯(P )σ¯ (M+M∗) = 2σ¯(P )σ¯(M) ≥ −2µ.
Combining this equation and equation (38), σ¯(P )σ¯(M) = −µ can
be proved.
0 200 400 600 800 1000
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4
Fig. 3. Relationship between σ¯(T ) and σ¯(P )
Fig. 4. Relationship between σ¯(M) and σ¯(P )
Fig. 5. Relationship between σ¯(M+M∗) and σ¯(P )
Remark 3: Figure 3 shows the verification of Lemma 4: all the
blue dots are located under red line. Figure 4 and Figure 5 show the
conclusions of Lemma 5, where M is chosen as a random Hurwitz
matrix and P is a positive defined matrix solved by (37) with µ = 2.
We construct one thousand M and calculate the corresponding P .
The blue dash line σ¯(P )σ¯(M) (blue dash line) and red solid line
y = −2 are plotted in Figure 4, and the value of σ¯(P )σ¯ (M+M∗)
(blue dash line) and line y = −4 (red solid line) are demonstrated in
Figure 5. These figures show the correctness of equations (38) and
(39).
B. Main body of the proof
Before the proof, we are supposed to introduce a definition of
Decreasing Function in Trend.
Definition 1 (Decreasing Function in Trend): A real function f(x)
defined on real number field is a decreasing function in trend if for
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∀x1 ∈ R, there exists a x2 > x1, such that f(x2) < f(x1).
Now we prove the conclusion in Theorem 1.
Proof: Choose F by the statement of Lemma 3. Then one
can conclude M is Hurwitz matrix. Thus, there exists a symmetric
positive definite matrices P2 such that
MTP2 + P2M = −2µIsN . (42)
Sequentially, Lyapunov function can be chosen as V (e) = eTP2e,
and then we calculate the derivative of V (e) along to error dynamics
(32)
V˙ (e) = eT
(
MTP2 + P2M
)
e+ 2eTP2a˜. (43)
We know from the steps of observer linearization in appendix
that the nonlinear compensation term a(y0) is the solution of partial
differential equations
∂a(y0)
∂y0i
= bi(y0), (44)
where bi(y0) is defined in appendix. However, we can deduce,
according to the PDEs in (44) only containing one partial derivative,
that every component aj(·) of a(·) satisfies the differential mean
value theorem for each variable y0i. It means, for every aj(·) of a(·)
and every y0i of y0, that
a˜kj (y0, yˆk) ≤
r∑
i=1
l¯ij (yˆki − y0i) = l¯Tj (yˆk − y0) , (45)
where l¯ij is the upper bound of ∂aj/∂y0i since output function y0
is bounded. and l¯j =
(
l¯j1, l¯j2, · · · , l¯jr
)T
. Hence, the error of the
nonlinear compensation term a˜k (y0, yˆk) of kth subsystem can be
described in a compact equation
a˜k (y0, yˆk) =


a˜k1 (y0, yˆk)
a˜k2 (y0, yˆk)
...
a˜ks (y0, yˆk)

 ≤


l¯T1
l¯T2
.
..
l¯Ts

 (yˆk − y0)
, L (yˆk − y0) = LC (ηˆk − η0) . (46)
Therefore, we have
a˜ = col {a˜1, a˜2, · · · , a˜N} ≤ (IN ⊗ LC) e. (47)
Substituting (42) and (47) into (43), we get
V˙ (t) = eT (−2µIsN ) e+ eTP2 (IN ⊗ LC) e
= eT (−2µIsN ) e
+
1
2
eT
(
P2 (IN ⊗ LC) +
(
IN ⊗CTLT
)
P2
)
e
≤ −2µ‖e‖2 + 1
2
κ‖e‖2, (48)
where κ = σ¯
(
P2 (IN ⊗ LC) +
(
IN ⊗ CTLT
)
P2
)
. Moreover, by
using of Lemma 4, we know κ ≤
√
σ¯(CTLTLC)σ¯(P2) , ασ¯(P2).
Reference [51] illustrates that one can improve the stability of
M by increasing the coupling gain c: Choose a nonsingular matrix
T such that T −1(L+B)T is upper triangular with the eigenvalues
(λ1, · · · , λN ) of L+B on its diagonal. Then (T −1⊗In)M(In⊗T )
is transformed to diag{A0 − cλiF, i = 1, 2, · · · , N}. Hence,
σ¯(M) , f(c) will decrease in trend with c goes to infinity. Fur-
thermore, limc→∞ f(c) = −∞. By denoting M∗ = c(L+B)⊗F ,
we have limc→∞
1
c
(A0 − cM∗) = −M∗, which indicates M will
tends to be c (L+B)⊗ F when c tends to infinity.
Now we prove that σ¯(P2)σ¯(M) dose not change with c when c
is large enough. Actually, we can suppose c is large enough so M
is influenced by c (L+B) ⊗ F only. Note that M and P2 are the
matrix functions of c denoted asM(c) and P2(c) respectively. Then
we denote M =M(c), M′ =M(c+∆c), P2 = P2(c) and P ′2 =
P ′2(c+∆c), where ∆c represents the variation of coupling gain. Thus
M′ can be approximately expressed as c′M when c change to c+∆c,
where c′ = (c+∆c)/c. As a result, P ′2 = P2/c
′ can be solved by
(42). It indicates σ¯(P ′2)σ¯(M′) = 1c′ σ¯(P2)c′σ¯(M) = σ¯(P2)σ¯(M).
Hence, limc→∞ σ¯(P2)σ¯(M) = c1, where c1 is a constant.
According to Lemma 5, we know σ¯(P2)σ¯(M) ≤ −µ. Since
σ¯(M) and σ¯(P2) depend on c, we can choose a function β(c) > 0
such that σ¯(P2)σ¯(M) = −µ − β(c). Therefore, we can obtain
limc→∞ β(c) = c2 and c2 is a constant defined by c2 = −µ − c1.
Then the limitation of κ can be calculated as
lim
c→∞
κ ≤ lim
c→∞
ασ¯(P2)
=− α lim
c→∞
µ+ β(c)
σ¯(M) = − limc→∞
α(µ+ β(c))
f(c)
= 0. (49)
Therefore, there exists a constant c∗ > 0 such that κ < 4µ for
∀c > c∗. It is equivalent to V˙ < 0. Combining with (35), we know
the coupling gain c should satisfy
c > max
{
1
2σ(L+B) , c
∗
}
. (50)
Moreover, for a given c0 > c
∗, equation (48) can be rewritten as
V˙ (t) ≤
(
−2µ+ 1
2
κ
)
‖e‖2 ≤ −2µ+
1
2
κ
σ¯ (P2(c0))
V (t).
So
V (t) ≤ exp
{−2µ+ 1
2
κ
σ¯ (P2(c0))
t
}
V (0)
=exp
{( −2µ
σ¯ (P2(c0))
+
1
2
α
)
t
}
V (0). (51)
Since limc0→∞ σ¯ (P2(c0)) = 0, we have
lim
c0→∞
−2µ
σ¯ (P2(c0))
+
1
2
α = −∞. (52)
Thus the error dynamic of this distributed observer can exponential
converge to zero at arbitrary speed.
V. DISTRIBUTED CONTROL LAW FOR MINIMUM PHASE AFFINE
NONLINEAR SYSTEM
In leader-following consensus problem, we only need to control
the output related states, the follower system thus need not to be
completely controllable. Specifically, the selection range of follower
system is expanded from the original completely controllable affine
nonlinear system to the minimum phase affine nonlinear system.
In this section, we will introduce in detail how to design a purely
decentralized control law for the minimum phase follower, especially
how to find a differential homeomorphism to make the tracking error
system and the follower system have the same zero dynamics. We
first introduce the case that the follower system is SISO system, and
then extend the problem to the case of MIMO system.
A. Distributed control for SISO system
Consider an output-tracking problem of leader-following multi-
agent system. Leader and follower systems are still in form of
(13) and (14) respectively. In this subsection, the leader system is
assumed as a single output system, and all followers are derived
by SISO nonlinear affine system, i.e., for i = 1, 2, · · · , N , yi, y0
and the control input signal ui belong to R
1. In order to study
the tracking problem when the follower system is not completely
controllable, zero dynamic theory and partial feedback linearization
method in differential geometry are employed [37]. Within this idea,
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we propose a purely decentralized control law in which the output
of an incompletely controllable follower can track the output of a
leader.
Theorem 2: For the ith follower system, we assume that it is a
minimum phase system and has relative order ri at ∀xi ∈ Rni . Then
there is a coordinate transformation (diffeomorphism) (ξTi , θ
T )T =
Φi(xi) such that the tracking error dynamic between the ith follower
and leader can be described as:
w˙ = p(w), (53)
ξ˙i = Aiξi +Bivi, (54)
θ˙i = γi (ζ0 + ξi, θi) , (55)
where
Ai =
[
0 Iri−1
0 0
]
∈ Rri×ri , Bi =
[
0 · · · 0 1] ∈ Rri ,
ζ0 = col{q(w), Lpq(w), · · · , Lri−1p q(w)}, vi is a variable named
auxiliary control variable, and θi is the internal dynamic of ith
follower. Furthermore, the leader-following tracking problem (15) can
be achieved by employing a linear feedback control law
vi = Kiξi, (56)
where Ki is a matrix such that Ai +BiKi is Hurwitz.
Proof: Since the ith subsystem is a SISO system, the distribution
spanned by gi(xi) is involutive. Then there is a diffeomorphism zi =
Ψi(xi) [37] such that the subsystem can be transformed in normal
form
z˙i1 = zi2,
z˙i2 = zi3,
...
z˙iri−1 = ziti ,
z˙iri = L
ri
fi
hi + LgiL
ri−1
fi
hiui,
θ˙i = γi (ζi, θi) ,
(57)
where ζi = col{zi1, zi2, · · · , ziri}.
Note that Ψ = col{ψi,1, · · · , ψi,ri , ψi,ri+1, · · · , ψi,ni} is con-
structed by setting zij = ψi,j(xi) = L
j−1
fi
hi for 1 ≤ j ≤ ri, and
choosing θi,j = ψi,j(xi), ri < j ≤ ni such that Ψi∗ is nonsingular
and Lgiψi,j(xi) = 0, ri < j ≤ ni. Hence, for ∀xi ∈ R, we yield
ni = rank{Ψi∗}
= rank{dhi, · · · , dLri−1fi hi, dψi,ri+1, · · · , dψi,ni}. (58)
Denote ε
(k)
i (t) as the k-order derivative of εi(t) with εi(t) =
yi(t) − y0(t). Then we can derive from the definition of relative
degree that
ε
(1)
i = Lfihi − Lpq, (59)
ε
(2)
i = L
2
fi
hi − L2pq, (60)
...
ε
(ri)
i = L
ri
fi
hi + LgiL
ri−1
fi
hiui − Lrip q. (61)
The control law ui can be implemented as
ui =
(
LgiL
ri−1
fi
hi
)−1 (
−LrIfi hi + L
ri
p q + vi
)
. (62)
Then equations (59)-(61) result in a rith-order linear system
ξ˙i = Aiξi +Bivi, (63)
where ξij , φi,j(xi) = ε
(j−1)
i and ξi = col{ξi1, ξi2, · · · , ξiri}. In
order to construct
Φi(xi) = col{φi,1, · · · , φi,ri , φi,ri+1, · · · , φi,ni}, (64)
such that the ith follower system can be transformed into (54)(55),
we need to find a group of function φi,j , ri < j ≤ ni such that Φi∗
is nonsingular and Lgiψi,j(xi) = 0, ri < j ≤ ni. For 1 ≤ j ≤ ri,
one may notice that
dφi,j(xi) = dε
(j−1)
i =
∂
∂xTi
(Lj−1fi hi−dL
j−1
p q) = dL
j−1
fi
hi. (65)
Hence,
rank{dhi, · · · , dLri−1fi hi, dψi,ri+1, · · · , dψi,ni}
=rank{dφi,1, · · · , dφi,ri , dψi,ri+1, · · · , dψi,ni} = ni. (66)
By setting φi,j = ψi,j , ri < j ≤ ni, the tracking error system
transformed from the ith follower by (ξTi , θ
T )T = Φi(xi) can be
expressed as (54)(55). It indicates that the tracking error system
and normal form (57) have the same internal dynamics. Moreover,
combining with (59)-(61) and (57), we know ζi = ζ0 + ξi. Since
the stability of zero dynamic θ˙i = γi(0, θi) implies the stability of
corresponding internal dynamic (55) [52], the stability of tracking
error system can be guaranteed by employing vi = Kiξi, such that
(54) is stable.
Theorem 2 gives a purely decentralized control law for the ith
subsystem. This kind of control law can only be applied to the case
where the leader can communicate with all the followers. In the paper,
we are supposed to compose the purely decentralized control law
(62)(56) and the distributed observer (29)(30) to further obtain the
following distributed control law:
˙ˆηi = A0ηˆi + a(Cηˆi) + cF
N∑
i=1
aij (ηˆj − ηˆi) + bi (ηˆi − η0) , (67)
uˆi =
(
LgiL
ri−1
fi(xi,ηˆi)
hi
)−1 (
−LrI
fi(xi,ηˆi)
hi + L
ri
p(ηˆi)
q (ηˆi) + vi
)
.
(68)
Despite all this, whether the closed-loop system controlled by a
distributed control law based on state estimation is stable is indeed
the problem that needs to be further demonstrated.
Theorem 3: The leader-following output tracking problem includ-
ing leader system (13)(14) and follower systems (11)(12) can be
solved by distributed control law (67)(68) if there exists a distributed
observer for leader system. In other words, the distributed control
law satisfies certainty equivalence principle.
Proof: We only need to show the tracking error system con-
vergence to zero under (67)(68). For simplifying the symbols, we
denote υi = LgiL
ri−1
fi
hiui, υˆi = LgiL
ri−1
fi
hiuˆi, υ˜i = υˆi − υi. By
substituting (68) into (61), the rith derivative of tracking error can
be rewritten as
ε
(ri)
i = L
ri
fi
hi + LgiL
ri−1
fi
hi (uˆi − ui + ui)− Lrip q = vi + υ˜i.
Then the tracking error system is
ξ˙i = Aiξi +Bi (vi + υ˜i) = (Ai +BiKi)ξi +Biυ˜i. (69)
Since Ai+BiKi is Hurwize, there exists a positive definite solution
Qi such that
Qi(Ai +BiKi) + (Ai +BiKi)TQi = −2Ini . (70)
Differentiating V (ξi) = 1/2ξ
T
i Qiξi and using Cauchy-Schwarz
inequality yields
V˙ (ξi) = −‖ξi‖2 + ξTi QBivi
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≤ −‖ξi‖2 + σ¯(Qi)‖ξi‖‖Biυ˜i‖
≤ −‖ξi‖2 + σ¯(Qi)‖ξi‖‖υ˜i‖ → −‖ξi‖2 < 0. (71)
It is because limt→∞ w(t)−ηˆi(t) = 0, or equivalently limt→∞ υ˜i =
0, under the condition that the distributed observer exists for leader
system. We thus obtain limt→∞ ξi = 0 from limt→∞ V (ξi) < 0.
Remark 4: According to Section II-D, the stabilization of zero
dynamics means the system is a minimum phase system. Theorem 3
can thus be applied to deal with the nonlinear affine system whose
relative degree is less than n. Therefore, Theorem 1 in [34] can be
regard as a specific case of Theorem 3. The latter will degenerates to
the former when each subsystem is supposed to be in a special form
x˙is = x(s+1)i, s = 1, 2, · · · , ni,
x˙ir = fi(xi, w) + ui,
yi = xi1.
This system is equivalent to the case where the relative order of each
follower is ni.
Remark 5: Theorem 3 can be further weakened by using quasi-
normal form instead of normal form (54)(55). Though the normal
form always exists for every SISO system, it is difficult to calculate
the corresponding diffeomorphism because one need to solve some
PDEs.
B. Distributed observer for MIMO system
Suppose the dimension of the input and output of the leader system
and all follower systems are m, i.e., y0, yi, ui ∈ Rm. The MIMO
affine nonlinear dynamics of followers can be described as
x˙i = fi(xi, w) +
m∑
j=1
gij(xj)uj , (72)
yi = [hi1(xi), hi2(xi), · · · , him(xi)]T . (73)
Definition 2: For a MIMO affine nonlinear system (72)(73), sup-
pose U is neighborhood of a point x0. The (vector) relative degree
of this system is ri1, · · · , rim if the following two conditions are
fulfilled:
(1) LgijL
l
fi
hik = 0 if for ∀x ∈ U and for all 1 ≤ j ≤ m,
1 ≤ k ≤ m and 1 ≤ l ≤ rik;
(2) The following matrix is nonsingular at x0,
Ai =


Lgi1L
ri1−1
fi
hi1(x
0) · · · LgimLri1−1fi hi1(x
0)
...
. . .
...
Lgi1L
rim−1
fi
him(x
0) · · · LgimLrim−1fi him(x
0)

 .
For saving of analysis, we still assume that the relative order of
each follower is equal everywhere in the whole space, and we further
assume that the ith follower with relative degree ri1, ri2, · · · , rim
satisfies
∑m
k=1 rik ≤ ni. Following the calculation procedure of
tracking error system, a coordinate transformation can be defined
as:
ξkij(xi) = L
j−1
fi
hik(xi)− Lj−1p qk ,
(
εki
)(j−1)
, (74)
i = 1, 2, · · · , N, k = 1, 2, · · · , m, j = 1, 2, · · · , rik.
Then the ith subsystem can be transformed into m groups equations
(k = 1, 2, · · · ,m):(
εki
)(1)
= Lfihik(xi)− Lpqk, (75)
...(
εki
)(rik−1)
= Lrik−1fi hik(xi)− L
rik−1
p qk, (76)
(
εki
)(rik)
= L
rik
fi
hik(xi) +
m∑
j=1
LgijL
rik−1
fi
hikuj − Lrikp qk. (77)
By denoting
βik(xi, ω) = L
rik
fi
hik(xi)− Lrikp qk,
aikj(xi, ω) = LgijL
rik−1
fi
hik,
εi = col
{(
ε1i
)(ri1) , (ε2i )(ri2) , · · · ,(εki )(rim)
}
,
the
(
εki
)(rik)-dynamic can be introduced in a compact form:
εi = βi(xi, ω) +Aiui, (78)
where
Ai(xi, ω) =


ai11 ai12 · · · ai1m
ai21 ai22 · · · ai2m
...
...
. . .
...
aim1 aim2 · · · aimm

 ,
βi(xi, ω) =


βi1(xi, ω)
βi2(xi, ω)
.
..
βim(xi, ω)

 , ui =


ui1
ui2
.
..
uim

 .
Referring to the definition of relative degree, we know Ai is
invertible. Then a purely decentralized control law for ith follower
can thus be implemented as
ui = A−1i (−βi(xi, ω) + vi) . (79)
Sequentially, a linear error dynamic can be obtained by combining
equations (74)(78) and (79):
ξ˙ki = Aikξ
k
i +Bikvik, (80)
where vi = col{vi1, vi2, · · · , vim}, ξki = col
{
ξkij
}rik
j=1
, ξkij =(
εki
)(j−1)
, and
Aik =
[
0 Irik−1
0 0
]
∈ Rrik×rik ,
bik =
[
0 0 · · · 1]T ∈ Rrik .
Let ξi = col
{
ξki
}m
k=1
, Ai = diag{Ai1, Ai2, · · · , Aim} and Bi =
diag{Bi1, Bi2, · · · , Bim}. Then there is a diffeomorphism Φi such
that the dynamic of the ith follower can be transformed into
ξ˙i = Aiξi +Bivi, (81)
θ˙i = γi(θi, ζi) +
m∑
j=1
ρij(θi, ζi)uj . (82)
According to the knowledge of Theorem 2, we know (82) is indeed
the internal dynamic of 72, where ζi = ξi + ζ0 with ζ0 =
col
{
ζk0
}m
k=1
and ζk0 =
{
Ljpq(w)
}rik−1
j=0
, and the smooth nonlinear
function γi(·) and ρij(·) can be obtained following the computation
process of quasi-normal form for MIMO affine nonlinear system [37].
Note that ρij in (82) could be designed to zero [37] if the distribution
D = span{gi1, gi2, · · · , gim} is involutive. Then the stability of
tracking error system (81)(82) can be ensured by a linear feedback
control
vi = Kiξi, (83)
if the zero dynamic corresponding to internal dynamic (82) is
stability, where Ki = diag{Ki1,Ki2, · · · ,Kim} is designed to
make Aik +BikKik be Hurwitz for all k = 1, 2, · · · , m.
Similar to the previous section, we need to develop the distributed
control law corresponding to MIMO system by composing purely
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Fig. 6. A directed communication graph between followers
decentralized control law (79)(83) and distributed observer (29)(30)
and prove the certainty equivalently principle.
Theorem 4: The leader-following output tracking problem com-
posed of leader system (13)(14) and incompletely controllable fol-
lower systems (81)(82) can be solved by distributed control law
˙ˆηi = A0ηˆi + a(Cηˆi) + cF
N∑
i=1
aij (ηˆj − ηˆi) + bi (ηˆi − η0) , (84)
uˆi = Aˆ−1i
(
−βˆi(xi) + vi
)
. (85)
if there exists a distributed observer for leader system. In (85), Aˆi =
Ai(xi, ηˆi) and βˆi = βi(xi, ηˆi).
Proof: Substituting (85) into (78), we have
εi = βi(xi) +Ai (uˆi − ui + ui) = vi +Ai (uˆi − ui) . (86)
Let υ˜ikj = aikj (uˆij − uij) and we can obtain by combining (78)(
εki
)(rik)
= vik +
m∑
j=1
υ˜ikj . (87)
Then the tracking error system of the ith subsystem with the kth
output is
ξ˙ki = Aikξ
k
i +Bik
(
vik +
m∑
j=1
υ˜ikj
)
. (88)
Noticing that (88) has the same form as (69). Thus we can prove the
solution of satisfies (88) ξki (t) → 0 if limt→∞ υ˜ikj = 0, and the
latter can be indicated by (84) directly.
VI. SIMULATION
Firstly, ESSML system is used to show that our novel distributed
nonlinear observer based on geometric conditions can be applied to
some nonlinear systems that fails to satisfy [34]’s assumption. Then
we simulate the distributed observer-based control frame with Van
der Pol system as leader and an incompletely controllable minimum
phase system as two followers. On the one hand, the second example
shows that for a nonlinear leader who can satisfy [34]’s hypothesis
and geometric conditions, our method can obtain the same distributed
observer performance as [34]’s method. On the other hand, our purely
decentralized control law based on zero dynamics can make the
minimum phase affine nonlinear system which is not completely
controllable track the leader’s output.
A. Simulation with ESSLM system
Section III-B has proved that ESSLM system (19) satisfies geo-
metric conditions in Lemma 1. Suppose there are five followers and
the communication graph between leader and followers is showed in
Figure 6. In (19), we set the length of the Linkage be 2d = 0.2m,
the mass of Linkage be m = 1kg, the Rotational inertia be
J1 = 5kg ·m2, J2 = 2kg ·m2, the Viscosity friction coefficient be
F1 = 0.5, F2 = 0.55, and the torsional elastic coefficient of elastic
shaft be K = Nm/rad. The acceleration of gravity is approximately
taken as g = 10m/s2. From the calculation in Section III-B, we can
obtain a diffeomorphism η0 = Φ(ω) such that
η0 =


0.33 0.244 3.33 0.889
3.33 0.916 0 0.1
0 0.375 0 1
0 1 0 0

ω. (89)
and
ω =


0 0.3 −0.03 −0.264
0 0 0 1
0.3 −0.03 −0.264 0.053
0 0 1 −0.375

 η0. (90)
By calculating ∂Φ
∂ωT
p(ω)
∣∣
ω=Φ−1(η0)
, we have the observer canonical
form of ESSLM:
η˙0 =


η˙01
η˙02
η˙03
η˙04

 =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

 η0 +


− 4
9
cos η04
− 67
90
η04 − 120 cos η04
− 21299
3600
η04 − 12 cos η04
− 3
8
η04

 ,
y0 = η04.
Therefore, a distributed observer for this leader can be designed by
(29)(30) with c = 5 and
F =


5.07 0.50 0.02 0.00
0.50 5.05 0.50 0.02
0.02 0.50 5.05 0.50
0.00 0.02 0.50 4.98

 .
The initial states of original system is performed with [0, π/2, 0, 0]T
and that of each agent are generated randomly. Figures 7 - Figure 10
show the comparison between the actual states of the leader system
and the state estimates generated by each local observer. These figures
illustrate that the state estimates of the distributed observer converge
quickly to the actual states, which verifies the effectiveness of our
new method. In other words, we can design a distributed observer for
ESSLM system, a leader system which cannot be handled by [34],
and obtain excellent dynamic performance.
Five followers (i = 1, · · · , 5) are also chosen as ESSLM system:

ω˙i1
ω˙i2
ω˙i3
ω˙i4

 =


ωi3
ωi4
4
3
ωi1 − 89ωi2 − 110ωi3
10
3
ωi1 − 5ωi2 − 1140 cosωi2 − F2J2 ωi4

+


0
0
1
5
0

ui,
yi = q(ω) = ωi2.
(91)
Unlike the leader system (19), follower system contains an affine
nonlinear control input. Note that ESSLM system is a completely
controllable system, thus it can be controlled be feedback lineariza-
tion directly. The initial value of the follower systems are chosen
randomly. Figure 11 illustrates that the output of all followers can
track the output of leader. Figure 12 demonstrates the tracking error
dynamic between leader and followers.
B. Simulation with Van der Pol system
Suppose the leader obey the follow Van der Pol system
w˙1 = w2,
w˙2 = −w1 + (1−w21)w2, (92)
y0 = w1.
The communication graph between all followers is designed as
Figure 6. It is easy to check [dq(w), dLpq(w)] = I2, i.e., Van
der Pol system satisfies observability condition (Lemma 1 (1)).
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Fig. 10. State estimate and actual state of ω4
Utilizing Lemma 1, we can also calculate τ (w) = [0, 1]T , hence,
[τ (w), adpτ (w)] = 0. Thus (26)(27) are satisfied. So we can find
a coordinate transformation (The method of solve this coordinate
transformation refer to appendix [48])[
η01
η02
]
= Φ(w) =
[−w1 + 13w31 + w2
w1
]
,
Fig. 11. Phase of linkage
Fig. 12. Tracking error of followers
and its inverse information[
w1
w2
]
= Φ−1(η0) =
[
η02
η01 + η02 − 13η302
]
,
such that leader system (92) is transformed in observable canonical
form
η˙0 = A0η0 + a(y0),
y0 = η02,
where,
A0 =
[
0 0
1 0
]
, a(y0) =
[ −η02
η02 − 13η302
]
.
Let c = 10 so that it satisfies conditions (35)(50). Figure 13
demonstrates that all the state estimate generated by followers can
converge to the actual states. These simulation results indicate the
correction of Theorem 1. Furthermore, comparing to Figure 14, the
distributed observer obtained by [34]’s model, it can be seen that our
novel distributed observer has faster convergence speed under the
same coupling gain.
In addition, [34]’s assumption limits the application scope of their
distributed observer to a compact set containing the origin. For
example, for van der Pol system, the initial value of their leader
needs to be selected in ‖η0(0)‖ ≤ 2
√
2. Actually, the distributed
observer designed for Van der Pol system can be globally convergent
owing to it meets geometric conditions globally. Figure 15 shows
the convergence performance when ‖η0(0)‖ is chosen outside of
‖η0(0)‖ ≤ 2
√
2.
Assume followers 1,3,5 satisfy a nonlinear system
x˙i1 = xi1 + xi2,
x˙i2 = xi1x
ai
i2 + ui,
yi = xi1,
(93)
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30-3
-2
-1
4 20
02
1
2
3
Times/s
2
1
100
-2 0-4
Actual states
Observer1
Observer2
Observer3
Observer4
Observer5
Fig. 14. Profile on the phase portraits of the leader and the distributed observer
with Taylor conditions.
-10
-8
-6
-4
-2
0
2
5
4
2
0
1
252015
Times/s
105
-50
Actual states
Observer1
Observer2
Observer3
Observer4
Observer5
Fig. 15. The method based on geometric conditions proves that the Van der
Pol system can actually have a globally convergent distributed observer
0 1 2 3 4 5
Time/s
-2.5
-2
-1.5
-1
-0.5
0
0.5
Follower1
Follower2
Follower3
Follower4
Follower5
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where ai for all i = 1, 2, · · · , N are parameters depended on ith
subsystem. One can check that every subsystem has relative degree
2 under the given output yi. Thus there is a coordinate transformation
ξi1 = xi1 − w1,
ξi2 = xi1 + xi2 − Lpq(w),
yi = ξi1 + w1.
Then the purely decentralized control law can be designed as
ui = −xi1 − xi2 + Lpq(ηˆi) + vi. (94)
On the other hand, followers 2 and 4 are in the form of [52]
x˙i1 = −xi1 + e2xi2ui,
x˙i2 = 2xi1xi2 + sin xi2 +
1
2
ui,
x˙i3 = 2xi2,
yi = xi3.
(95)
This system is not incompletely controllable, hence, it cannot be
controlled by [34]’s purely decentralized control law. By transforming
it into quasi-normal form:
ξ˙i1 = ξi2,
ξ˙i2 = 2
(
−1 + θi + eξi2
)
ξi2 + 2 sin
ξi2
2
− Lpq(w) + ui,
θ˙i =
(
1− θi − eξi2
)(
1 + 2ξi2e
ξi2
)
− 2 sin ξi2
2
eξi2 , (96)
yi = ξi1 + w1. (97)
we obtain its inter dynamic (96). Then we can further get zero
dynamic by setting ξi1 = ξi2 = 0:
θ˙i = −θi. (98)
It is obviously that the zero dynamic of (95) is stable. Hence, we can
design the purely decentralized control law for this system:
ui = −2
(
−1 + θi + eξi2
)
ξi2 − 2 sin ξi2
2
+ Lpq(w) + vi. (99)
Then the distributed control law of this leader-following problem
can be constructed by replacing state estimates Φ−1ηˆi generated by
distributed observer with ω in purely decentralized control law (94)
and (99). The initial states of each subsystem are chosen randomly
and the pole of the feedback linearization system is allocated at
−2,−6. Figure 16 shows the tracking error of subsystems to external
system under the distributed control law. It can be seen that the leader-
following consensus is achieved.
VII. CONCLUSION
This paper has proposed a novel distributed nonlinear observer
based on geometric conditions. Within this method, a special as-
sumption on leader system constrained by [34] has been replaced
with a group of geometric conditions. As a result, our distributed
nonlinear observer can be applied for some nonlinear system which
fails to fulfill [34]’s assumption, such as ESSLM system and most
of first-order nonlinear system. We have proved that our distributed
nonlinear observer has an exponentially stable error dynamics for all
the output bounded nonlinear system met geometric conditions. Two
lemmas corresponding to the spectrum of the matrices are proved
as a pioneer to complete the proof. Furthermore, we have developed
purely decentralized control law based on zero dynamic proposed
in differential geometry. With this advancement, the followers can
be chosen as an arbitrary minimum phase affine nonlinear system.
The certainty equivalence principle for the distributed observer-
based control law including novel distributed nonlinear observer
and improved purely decentralized control law has also been prove.
ESSLM system and Van der Pol system have been used to simulate
our method.
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APPENDIX
Computation procedure of observable canonical form
STEP 1 Calculate τ1, τ2, · · · , τr of (26)(27).
STEP 2 Compute a matrix as follow:
Q˜i = [τi, ad−pτi, · · · , ad−pτi] . t = 1, 2, · · · , r. (100)
Q˜ =
[
Q˜1, Q˜2, · · · , Q˜r
]
. (101)
STEP 3 Compute bi(y0) defined as
bi(y0) = Q˜−1(x)adki−pτi. (102)
STEP 4 Solving the following equations:
∂a(y0)
∂y0i
= bi(y0). (103)
STEP 5 Denote πi =
∑i
j=1 kj , then the coordinate transformation
η0 = Φ(x) can be calculated by
η0i(x) =
{
hi(x), if i ∈ {π1, π2, · · · , πr};
Lfη0,i+1(x)− ai(h(x)), if i /∈ {π1, π2, · · · , πr};
(104)
where, i = 1, 2, · · · , s.
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