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Dear Editor, 
 
 I received your comments and the two reviews concerning my manuscript entitled                 
“ Rupture speed and slip velocity: What can we learn from simulated earthquakes? “, 
submitted in June 2011 for publication in Earth and Planetary Science Letters.  
 
 I have appreciated a lot the comments by both the two Referees and I have carefully 
taken into account all their suggestions during the preparation of the present revised 
version of the paper. As you will see from my detailed notes below, I have incorporated all 
the modifications suggested by the Referees. Therefore, I hope that the manuscript can be 
accepted for publication in the present version. 
 
 In order to make more clear the points where the changes have been performed, I have 
written them in red. I will discuss in the following how the comments have been considered 
in the present version of the manuscript.  
 
 
Referee #1, Seok Goo Song 
 1) I have followed the suggestion of the Referee and I add some new simulations. To 
make the results more robust, I add several simulations by considering different input 
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parameters. Moreover, I add also new results from numerical experiments adopting a new 
governing model, in which the lubrication effect is considered ( this in some sense can be 
associated with the melting simulations ). Overall, I decided to present 21 additional 
simulations, which have been inserted in the Figures. The Figures 2b, 4a and 4b are 
therefore now enriched with respect to the original version of the manuscript. 
 We can remark that the general conclusions of the paper remain unchanged, but they 
are now certainly reinforced.      
 
 2) As mentioned in my previous point, I add some new simulations, both considering 
different input parameters and also including the lubricated faults. This widen and 
contribute to generalize the conclusions of the paper.  
 
 3) Regarding the high values of the peak fault slip velocity. I concur with the Referee 
that values reported in Figure 2 and 4a are high.  
 We have to consider that the flash heating model is known to produce very high 
velocities; in 2 – D Noda et al. ( 2009 ) report a few 100s of m/s, while in 2 – D Bizzarri          
( 2009 ) reports value of a few 10s of m/s. Moreover, the SW case of Figure 2a ( also present 
in Figure 4 and in Figure A.1 ) exhibits high peak slip velocities due to the low value of the 
strength parameter. Finally, the melting model generates a significant stress drop, which in 
turn causes the fault to be very unstable ( as discussed in Bizzarri, 2011a ). 
 To be more clear, I add a sentence when Figure 2 is discussed. 
 Finally, I mention that such extreme values of vpeak  are excluded from the scaling laws 
inferred in section 4. 
 
 4) First of all, it should be noted that it is not surprising that we do not have a forbidden 
range of rupture velocity when we consider the spatial averages of vpeak , as the following 
example illustrates. Let vR = 2.758 km/s and vS = 3 km/s. Let one fault node experience        
vr = 2.7 km/s and let one other experience vr = 3.1 km/s. The average rupture speeds is      
2.9 km/s, which fails in the forbidden range [vR , vS ]. This reasoning can be easily extended 
to all fault nodes. 
 Regarding the results presented in Figures 2 and 3 I add a discussion in the paper to 
explain this issue in detail.  
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 5) I have considered the possibility to perform the non – zero offset correlation analysis 
method of the resulting data. The new Appendix B is completely devoted to this discussion. 
The results of this new analysis is reported in the new Figures B1a and B1b. 
 
 6) I have corrected all the misprints mentioned by the Referee as specific comments. 
Many than’ s for this accurate check. 
  
 
Referee #3, Anonymous 
 1) I add the sentence suggested by the Referee after the citation of Schmedes et al.          
( 2010a ), just after equation (1). 
 
 2) In this paper we present and discuss results from truly 3 – D rupture, not only 2 – D  
( pure inplane or pure antiplane modes ). I have clarified this important point in the 
abstract of the revised version of the paper. This was already mentioned at the beginning of 
section 2, where the methodology is described.  
 Since this point is important, I have add a sentence in section 4 in order to explain that 
in the spatial averaging we consider both mode II and mode III.  
 
 3) The peak fault slip velocity exhibits a significant variability in the different fault 
nodes; this is apparent from Figures 1, 2, 3, A1 and A2. I believe that the plot of a time 
history of v in a single fault point ( even for each assumed constitutive law ) is not 
representative of the true behavior of the whole fault. Nevertheless, I add in section 3 the 
reference to Figure 3b of Bizzarri ( 2010c ), where it is reported the evolution of v at a target 
fault node for the Ruina – Dieterich simulation reported in Figure 1.   
 Moreover, I add at the end of Table 1, where the adopted parameters are listed, the 
estimates of the frequency for the spatial grid dispersion, as required by the Referee. I also 
add the useful estimate of the CFL ratio.  
 
 4) In the discussion of Figure 4a I have add some sentences with he aim to better 
explain what are the implications of the results. In particular, I have changed the argument 
of the shrinking of the cohesize zone; in the previous version of the manuscript it can 
generate misunderstandings. Indeed, this shrinking, and the consequent increase of the 
peak slip velocity, holds during the accelerating phase of the rupture, but it can not 
 4
proceeds forever. This justifies theoretically the saturation of vpeak at large distances. 
 Moreover, I have better explained the content of Figure 4. It already contained several 
simulations where a long and narrow fault have been considered, exactly as the Referee 
suggested. ( I’ m sorry of not being more verbose about this important point during the 
preparation of the original version of the manuscript. ) These simulations confirm exactly 
what the Referee says; both vpeak and vr saturate at large distances. I agree that these 
results reinforce the empirical relation (2). 
 
 5) As stated in section 2, our ruptures are bilateral. In the revised version of the 
manuscript I have also recalled this in several points of the paper.  
 I not completely agree with the argument of the Referee. Let we assume the same fault 
dimensions and let we consider a bilateral rupture ( starting from a hypocenter located in 
the center of the fault ) and an unilateral rupture ( starting from a hypocenter located at 
one end of the fault in the strike direction ). I agree that the rupture speeds and the peak 
slip velocities will be different. But we will also have different scalar seismic moment; 
indeed, we will have the same area to be fractured, but different distributions of the total 
slip.  
 
 6) I add the comment suggested by the Referee. I’ m indebted with him / her about that.  
 
 
 With my best regards, 
 
         Dr. Andrea Bizzarri, Ph.D.   
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Abstract 1 
 In this paper we consider a wide catalog of synthetic earthquakes, numerically modeled as 2 
spontaneous, fully dynamic, 3–D ruptures on extended faults, governed by different friction laws, 3 
including slip–dependent and rate– and state–dependent equations. We analyze the spatial 4 
correlations between the peak of fault slip velocity (vpeak) and the rupture speed (vr) at which the 5 
earthquake spreads over the fault. We found that vpeak positively correlates with vr and that the 6 
increase of vpeak is roughly quadratic. We found that near the transition between sub– and 7 
supershear regimes vpeak significantly diminishes and then starts to increase again with the       8 
square of vr . This holds for all the governing models we consider and for both homogeneous and 9 
heterogeneous configurations. Moreover, we found that, on average, vpeak increases with the 10 
magnitude of the event (vpeak ~  M0
0.18
). Our results can be incorporated as constraints in the inverse 11 
modeling of faults.      12 
 13 
1. Introduction 14 
 Understanding the physical and chemical dissipative processes taking place during an 15 
earthquake is of pivotal importance in the mechanics of faulting. Fully dynamic models of 16 
spontaneously spreading ruptures give us the extraordinary chance to investigate the features of the 17 
constitutive law assumed to govern the fault surface, under conditions that are very often far of 18 
being properly reproduced in laboratory experiments.  19 
 One of the goals of modern–days seismology is to design robust and computationally efficient 20 
numerical codes able to generate a catalogue of synthetic events and to simulate the synthetic 21 
motions recorded on the ground (i.e., on the free surface). The physics–based earthquake (forward) 22 
source models appear to be crucial for realistic ground motion simulation and seismic hazard 23 
analysis; when seismological data are rare (or even non–existent), numerical experiments can be 24 
used in order to predict ground motions caused by future earthquakes. At the same time, it is not 25 
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obvious what is the most appropriate governing model to describe the breakdown mechanism 26 
occurring during slip failures (see Bizzarri, 2011b and references cited therein for a discussion). 27 
 Investigations of possible spatial correlations between the various dynamic variables, such as 28 
fracture energy density, stress drop, total developed slip, peak fault slip velocity (vpeak) and rupture 29 
speed (vr) are important because they could be inserted as constraints in kinematic modeling of 30 
faults, on which current practice in seismic engineering relies. 31 
 By performing laboratory experiments of a mode II (and thus subshear) crack expanding in a 32 
granite sample, the following direct dependence between vpeak and vr has been proposed (Ohnaka et 33 
al., 1987): 34 
 35 
(1) 36 
 37 
where ∆τb is the breakdown stress drop (expressing the difference between the upper and residual 38 
stress levels) and G is the rigidity of the elastic medium. Notably, in laboratory only fracture on 39 
intact rocks experiments give the rupture speed, contrarily to friction experiments, both rotary shear 40 
and sandwich–like, where two pre–existing surfaces slide against each other (and thus without the 41 
existence of a crack tip).  42 
 In their pseudodynamic earthquake source modeling Guatteri et al. (2004) try to understand the 43 
spatial interdependency of the earthquake source parameters, such as vr and the total slip (utot). 44 
Schmedes et al. (2010a) analyze a series of dynamic models obeying the linear slip–weakening 45 
friction to find correlations between various source parameters. On the other hand, Song et al. 46 
(2009) explore the spatial coherence between utot and vr , and between utot and vpeak by analyzing 47 
kinematic rupture models of two large strike–slip events (this analysis has been then extended to 48 
dynamic models by Song and Sommerville, 2010). Bizzarri (2010c) thoroughly discusses the 49 
relations between the fracture energy and different physical observables, such as vr , utot and the 50 
dynamic stress drop, by analyzing spontaneous dynamic earthquake models obeying different 51 
G
vv brpeak
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governing models. 52 
 Given the above–mentioned results, with this study we aim to understand whether, and how, 53 
vpeak and vr correlate. Both of these two source parameters have a fundamental role in ground 54 
motion prediction and hazard assessment, in that the fault slip velocity is linearly related to the 55 
ground velocity (through the representation theorem; Aki and Richards, 2002) and the rupture speed 56 
controls the frequency content of the recorded particle velocity (Bizzarri et al., 2010). Moreover, 57 
vpeak (and its time occurrence) has received much attention because it has been proposed as a way to 58 
infer the characteristic distance over which the stress release is accomplished (Mikumo et al., 2003; 59 
see also Tinti et al., 2004).     60 
 61 
2. Methodology 62 
 In this paper we consider synthetic earthquakes that represent the solution of the fundamental 63 
elastodynamic equation for planar faults, where 3–D spontaneous (i.e., without prior imposed vr) 64 
rupture expand bilaterally, starting from an imposed hypocenter. The solution is obtained 65 
numerically (Bizzarri and Cocco, 2005), while the nucleation procedure is the same as in previous 66 
papers (Bizzarri, 2010c; Bizzarri, 2009).  67 
 We consider a large number of governing models, including the linear–slip weakening (SW 68 
henceforth) function, the rate– and state–dependent (RS) friction laws, the flash heating (FH) law 69 
and a version of RS laws (referred to as CH law), where an explicit dependence on the temperature 70 
T
f
 developed by frictional heat is incorporated (Chester and Higgs, 1992). All the equations are 71 
recalled in Table 1; readers can refer to Bizzarri (2011b) for a thorough review of these constitutive 72 
models. We also consider a set of simulations where a viscous rheology is assumed when melting is 73 
occurring, following the physical model recently proposed (Bizzarri, 2011a). In this case the elastic 74 
parameters are different with respect to those listed in Table 2; we have vS = 3.464 km/s and vP = 6 75 
km/s. Finally, we report results pertaining to faults structures where the lubrication process is active 76 
(Bizzarri, 2011c); this is formally a non linear SW law, which can be in some sense physically 77 
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associated to the melting rheology.  78 
 Both homogeneous and heterogeneous conditions are considered in the present study; the 79 
former have all the parameters spatially identical over the whole fault, while the latter are 80 
characterized by a heterogeneous initial shear stress having a magnitude τ0 which follows a k
–1
 81 
behavior at high radial wavenumbers k, which corresponds in the static limit to the “k–square” 82 
model of slip at high wavenumbers. This approach, which namely follows equation (21) in Bizzarri 83 
(2010c), is very similar to that recently proposed by Andrews and Barral (2011). 84 
 In the remainder of the paper we will consider as vpeak the absolute maximum of the fault slip 85 
velocity time series, while vr is computed as the inverse of the slowness (see equation (12) of 86 
Bizzarri and Spudich, 2008). Both of these two quantities are local dynamic variables, in that they 87 
are defined at each fault node.   88 
 89 
3. Numerical results 90 
 We report in Figure 1 the comparison between the results pertaining to three different friction 91 
models, the SW law, the Ruina–Dieterich (RD) law and the CH law. Both of these representative 92 
models have the same initial conditions and are energetically comparable, in that they have the 93 
same fracture energy density, and are characterized by governing parameters guaranteeing a 94 
subshear rupture propagation (see Table 2). The resulting behavior is very similar in all the cases; it 95 
is clear that vpeak does not increase linearly with vr , as predicted by the theoretical relation (1), but  a 96 
quadratic increase of peak slip velocity with the rupture speed emerges. For comparison, we 97 
superimpose in Figure 1 a linear relation vpeak ∝ vr (solid grey line) to emphasize the general 98 
disagreement with equation (1). The evolution of v as a function of the strike coordinate and at the 99 
hypocentral depth for the RD case in Figure 1 is reported in Figure 3b of Bizzarri (2010c). 100 
 Further complications arise when a supershear rupture propagation regime is considered, where 101 
the ruptures eventually reach the compressional wave speed (as theoretically first demonstrated by 102 
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Burridge, 1973, for cohesionless cracks). In the configurations reported in Figure 2a the parameters 103 
of the SW and RD laws and the inclusion of the flash heating of the asperity contacts allow for a 104 
sustained supershear dynamic propagation. We remark that flash heating is known to produce very 105 
high values of vpeak , even in 3–D (Bizzarri, 2009) and that the SW simulation presented in Figure 2a 106 
is very unstable (the strength parameter is 0.13) and thus produce huge values of vpeak . It should be 107 
also noted that, in general, once the transition to superhear regime is realized, the rupture is 108 
energetically favored (Freund, 1979; Bhat et al., 2007). We can appreciate, for all the models, an 109 
abrupt drop of vpeak in  corresponding to the transition from sub– to supershear regimes; slightly 110 
after the S wave speed vS , vpeak significantly decreases and then it continues to increase again in the 111 
supershear regime. The same holds also in the case when melting or rocks is considered (see Figure 112 
2b), as in Bizzarri (2011a). Also in this case, due to the dramatic stress drop experienced by the 113 
fault, the rupture is very unstable and also in this case significant values of vpeak are attained locally. 114 
 Figure 3 reports the comparison of two heterogeneous configurations, where the parameters are 115 
the same as in Figure 1 for both SW and RD laws, but now the initial shear stress has a k
–1
 falloff at 116 
high wavenumbers. For these models the transition from sub– to supershear speeds is more 117 
complicated than that occurring in models of Figure 2a; in this case, depending on the fluctuations 118 
of the heterogeneous initial stress field, there is a complex mixture of patches of the fault 119 
experiencing vr > vS and other, larger patches where the opposite holds. The spatial distributions of 120 
the rupture velocity resulting from these two synthetic earthquakes are reported in Figures 10c and 121 
10d of Bizzarri (2010c) for the RD and SW laws, respectively. Notably, we can see from Figure 3 122 
that also in this case vpeak goes like vr
2
 for rupture velocities up to vS . Then vpeak diminishes and it 123 
starts to increase again, roughly in a quadratic manner, as previously observed for homogeneous 124 
models (see Figure 2a). We note that the drop in vpeak for the RD case is less evident, since this 125 
simulation has small supershear patches, so that <vpeak> remains below vS (see Figure 4a).  126 
 The behavior around vS is interesting; the significant reduction of peak slip velocities 127 
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corresponding to the transition from sub– to supershear regime is connected to the loss of high 128 
frequencies at the crack tip in supershear ruptures. Moreover, we can also see that the patches of the 129 
fault experiencing supershear rupture propagation exhibit values of vpeak that are in general smaller 130 
than those pertaining to subshear regions, in agreement with previous findings (Bizzarri and 131 
Spudich, 2008; Schmedes et al., 2010b). This issue is also discussed in more details in Appendix A.   132 
 By looking at Figures 2 and 3 we can note that there is no a clear evidence of a forbidden 133 
region of rupture speeds between the Rayleigh velocity (vR) and the vS . Indeed, energetic arguments 134 
demonstrated that for purely 2–D, steady–state, non spontaneous cracks the above mentioned range 135 
of rupture speeds is inadmissible (Broberg, 1989, 1994, 1999). In the case of 3–D spontaneous 136 
ruptures, as those considered here, the coupling of mode II and mode III can allow the rupture speed 137 
to extend above vR slightly, as occurs in the well known elliptical crack solution with mode II 138 
velocity of vR and mode III velocity of vS  (Richards, 1973). Moreover, when the rupture front is not 139 
smooth (i.e., it has a kink, due for instance to stress heterogeneities) the nature of the crack tip is 140 
markedly different from a 2–D rupture; for this reason is not surprising that Figure 3 does not 141 
exhibits a forbidden range of vr . We also mention that the difference between vR and vS is so small 142 
that it is difficult to resole the rupture velocity with sufficient accuracy to see a forbidden regime. 143 
From an observational point of view, it should be also noted that the resolution that is possible to 144 
obtain today from recorded seismograms cannot exclude that real–world earthquakes actually pass 145 
through these speed regimes while going from sub–Rayleigh to supershear or compressional wave 146 
speeds (Das, 2010).  147 
 To analyze the data we have adopted a zero–offset spatial correlation analysis, in that we have 148 
considered the values of vpeak and vr attained in the same fault node. We will discuss in Appendix B 149 
the effects of a nonzero–offset correlation analysis method (Song et al., 2009), where these 150 
quantities are compared in different points of the rupture plane (i.e., we introduce some spatial 151 
offset).      152 
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4. Event by event statistics 153 
 In the present section we consider the whole ensemble of the performed numerical experiments 154 
and we compute the spatial averages for each event. In particular, we spatially average the values 155 
vpeak and vr over the fault nodes experiencing the rupture (namely, for points where the fault slip 156 
velocity exceeds the threshold value vl = 0.01 m/s). We also exclude points within the initialization 157 
patch, where possible effects of the imposed nucleation can affect the data. Since we consider 3–D 158 
ruptures, which is a mixture of inplane (mode II) and antiplane (mode III) modes of propagation are 159 
coupled, when we compute the spatial average of vr we consider both the faults nodes when 160 
eventually the rupture speed is supershear (portions of the rupture front experiencing predominantly 161 
mode II conditions) and those when it remains subshear. 162 
 Our catalog is composed of 76 simulated earthquakes, which cover a range of magnitudes 163 
roughly between 5.5 and 7.0 (namely, they span a range of seismic moment between                  164 
1.06 × 10
17
 Nm and 3.66 × 10
19
 Nm). Overall, our statistics are based upon the analysis of about 165 
200 million fault nodes. This kind of analysis does not consider the details of each individual 166 
rupture, such as the transition between the sub– to the supershear regime, local effects of the 167 
heterogeneous fault patches, etc., which, on the contrary, are considered in the analysis of each 168 
individual event, as that presented in the previous figures. Here, we consider the average behavior 169 
of all the synthetic earthquakes.  170 
 Figure 4a confirms that also the averaged vpeak and vr positively correlate. In particular, we can 171 
see that <vpeak> increases more than linearly with <vr>; we can extrapolate the following relation 172 
 173 
(2) 174 
 175 
where A = 0.67 m/s, B = 2.89. To make our statistic more robust we have also considered some SW 176 
cases where the fault is 110 km long and has a low aspect ratio (L
f
/W
f
 = 11, instead of 0.52 as in the 177 
  
     
e   S
r
v
v
B
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reference simulations). These numerical experiments are denoted by light blue symbols in Figure 4a 178 
and comes from Bizzarri et al. (2010) (as such they have been obtained with a different numerical 179 
code). In these cases the rupture accelerates and finally propagates at nearly constant speeds when 180 
the fault properties are homogeneous (see Figure 2 of Bizzarri et al., 2010), in agreement with the 181 
findings of Schmedes et al. (2010b). At the same time, we also have that vpeak tends to saturate (see 182 
Animations S1 and S2 of the auxiliary material of Bizzarri et al., 2010) at moderate to large 183 
distance from the hypocenter, when the rupture has fully developed. By considering these 184 
saturations values in the averaging procedure we still obtain a god agreement with the prediction of 185 
the empirical relation (2), as shown in Figure 4a. 186 
 The maximum variations of vpeak are expected to take place during the accelerating stage of the 187 
rupture (where vr changes significantly, too). In this phase it has been found for 2–D SW ruptures 188 
that the cohesive zone (where the stress is released) progressively shrinks (Andrews, 1976). In 189 
homogeneous conditions this implies that, when the rupture is accelerating, also the peak slip 190 
velocity increases as the rupture develops (Bizzarri et al., 2001; their equation (A5)). 191 
 Moreover, our results indicate that the average vpeak increases with the magnitude of the event 192 
(see Figure 4b). If we exclude the FH simulations (symbols in magenta in Figure 4a) ⎯ which are 193 
known to give an overestimate of the fault slip velocities (Bizzarri, 2009; Noda et al., 2009) ⎯ 194 
although there is considerable scatter, we can tentatively fit the data with a curve of the type <vpeak> 195 
~  M0
0.18
.  196 
 197 
5. Discussion and concluding remarks 198 
 In addition to the fracture energy density, the stress drop, and the total developed slip, very 199 
important dynamic variables which characterize the earthquake source physics are the rupture speed 200 
(vr) and the peaks in fault slip velocity (vpeak). While the fault slip velocity is related to the ground 201 
motions (Aki and Richards, 2002), the rupture speed is known to affect the high frequency signature 202 
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of the ground velocity time histories (Bizzarri et al., 2010). Moreover, a pivotal question in seismic 203 
hazard assessment is to clarify how the peak ground velocity scales with the earthquake magnitude 204 
(Abrahamson and Silva, 2008). 205 
  Hitherto, a systematic analysis of the spatial correlation existing between vpeak and vr for 206 
different constitutive models and stress conditions was lacking. The present work fill this gap, 207 
through the analysis of a synthetic catalog composed by 76 earthquakes which cover a wide 208 
magnitude interval (M0 from 1.06 × 10
17
 Nm to 3.66 × 10
19
 Nm) and propagate spontaneously on 209 
planar faults, obeying a large number of governing models.     210 
 One conclusion emerging from our study is that vpeak and vr correlate for all the governing 211 
equations we consider, confirming the results obtained with the linear slip–weakening law 212 
(Schmedes et al., 2010a). In particular, we found here that the peak fault slip velocity increases as 213 
the rupture speed increases. Interestingly, the direct dependence between vpeak and vr is more than 214 
linear, as previously suggested by laboratory fracture experiments performed at relatively low 215 
velocities and for the purely in–plane geometry (Ohnaka et al., 1987; see equation (1)). Indeed, the 216 
event by event statistics over all the 3–D spontaneous rupture models we consider indicate that peak 217 
slip velocity averaged over the fault surface increases exponentially with the average rupture speed 218 
(Figure 4a), as stated by equation (2). This conclusion is robust, in that it holds for both sub– and 219 
supershear ruptures, both in homogeneous and heterogeneous conditions. Moreover, this result is 220 
confirmed for a large class of constitutive equations, conceptually different and based upon 221 
different physical frameworks (Bizzarri, 2011b); the linear slip–weakening, the classical               222 
(or canonical) formulations of the rate and state laws with memory effects, the flash heating of    223 
micro–asperity contacts model and the Chester and Higgs model (a compendious summary of the 224 
equations is reported in Table 1). This result is important, in that we can extract consistent 225 
correlation patters irrespective of the assumed friction law. 226 
 Our numerical experiments also suggest a direct dependence of <vpeak> on M0 ; this is reported 227 
in Figure 4b, which indicates that the average peak slip velocity roughly goes like M0
0.18
. This 228 
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relation holds by excluding FH simulations which predict very high values, perhaps overestimates, 229 
of the fault slip velocity, as previously noted (Bizzarri, 2009; Noda et al., 2009). In other words, we 230 
found that the more destructive the earthquake is, the more relevant peaks in fault slip velocity are 231 
attained. This has also consequences on the heat dissipated during sliding, which is directly 232 
controlled by the values of the slip velocity (Richards, 1976). 233 
 Several empirical studies (Abrahamson and Silva, 2008; Boore and Atkinson, 2008) suggest 234 
that peak ground velocity (PGV) increases with the magnitude of the event and saturates for 235 
moments greater than roughly 4 × 10
19
 Nm. It is difficult to relate the peak fault slip velocity to 236 
PGV; if the peaks on the fault occur during a very short duration, they might be destroyed by 237 
anelastic attenuation during the propagation in the medium surrounding the fault surface, or they 238 
might not add constructively at a receiver site. On the other hand, the longer period components 239 
would survive and add constructively to make the PGV. Finally, we note that if peak slip velocities 240 
are largest away from the hypocenter, then they occur in an area where the isochrones velocities are 241 
smaller (see Schemedes and Archuleta, 2008), countering the effect of large vpeak . 242 
 Moreover, we found that significant peaks in slip velocity can be realized (see Figure 4); there 243 
is a large debate in the literature concerning the existence of extreme ground motions (Harris et al., 244 
2011).  245 
 We conclude by emphasizing that the spatial interdependencies between the dynamic variables 246 
we found can be implemented as constraints in kinematic modeling of faults. A further development 247 
of this work is to explore whether the above conclusions are also preserved for more complex 248 
geometries, which account for fault bending and non planarity of the fault surfaces. 249 
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Appendix A. Distribution of the peak slip velocity on the fault surface 250 
 In Figure A1 we report the spatial distribution over the fault plane of the peak slip velocity 251 
(vpeak) for homogeneous supershear ruptures. Panel (a) refers to a slip–weakening case (which 252 
corresponds to the blue circles in Figure 2a of the main text), while panel (b) refers to a          253 
Ruina–Dieterich model (which corresponds to the red circles in Figure 2a of the main text). Due to 254 
the symmetry exploitation (see Bizzarri, 2009a for the numerical details) we plot only one half of 255 
the fault in the strike direction. 256 
 In both the panels we also superimpose the contours defining the transition between the       257 
sub– and the supershear regimes, where the local rupture speed (vr) is below and above the S wave 258 
speed (vS), respectively.   259 
 It is apparent from Figure A1 that the fault patches where the rupture remains subshear (which 260 
are in the direction of the mode III propagation, i.e., perpendicular with respect to the direction of 261 
the initial stress, aligned along the strike direction) exhibit higher peaks in fault slip velocity, on 262 
average, with respect to the supershear regions (which are in the direction of the mode II 263 
propagation, i.e., on the strike direction). This is in agreement with the findings of Bizzarri and 264 
Spudich (2008). 265 
 The fact that vpeak tends to be higher in the mode III (i.e., antiplane) direction than in the     266 
mode II (i.e., inplane) direction is a feature which is preserved also for subshear rupture events; this 267 
is evident from Figure A2, where we plot the spatial distribution of vpeak for the Ruina–Dieterich 268 
model (panel (a)) and for the Chester–Higgs model (panel (b)), presented in Figure 1 of the main 269 
text (red and green circles, respectively). This is the reason why it is a common practice to examine 270 
the fault slip velocity time histories in the antiplane direction when the modeler wants to analyze the 271 
quality of its solutions, in term of numerical oscillations.   272 
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Appendix B. The nonzero–offset correlation analysis method  273 
 In the grid by grid analysis presented in section 3 we have considered a zero–offset distance 274 
correlation analysis (i.e., we have considered the values of the peak fault slip velocity and of the 275 
rupture speed in the same fault node). We will consider here a nonzero–offset distance correlation, 276 
in which these quantities are defined in different points of the fault plane.     277 
 To this goal we follow the approach discussed in Bizzarri (2010c); in particular, we consider 278 
the normalized covariance as it follows (e.g., Goovaerts, 1997):  279 
 280 
  (B.1) 281 
 282 
where the 2–D arrays X and Y denote the arrays vpeak and vr , respectively, and X  = 283 
∑ ∑
= =
end endi
i
k
k
ki
endend
x
ki 1  1  
,       
1 and σX = ( )∑ ∑
= =
−end end
i
i
k
k
ki
endend
Xx
ki 1  1  
2
,         
1 (and analogous expressions for Y). 284 
In equation (B.1) the operator ⋅  represents the average value of the array and σ its standard 285 
deviation. The integers iend and kend define the size of the arrays in the x1 (strike) and x3 (depth) 286 
directions, respectively, while the integers α and β define the translation vector h ≡ ((α – 1)∆x1,    287 
(β – 1)∆x3) = ((α – 1),(β – 1))∆x (∆x being the spatial discretization; see Table 2) h is associated to 288 
the spatial offset distance h = ( ) ( ) x∆βα  1    1   22 −+−  and an azimuth angle ϕ  = arctg(β – 1)/         289 
(α – 1)).  290 
 The pair (α,β) = (1,1) corresponds of a zero–offset distance, so that Cα,β becomes the 291 
autocorrelation function. Cα,β , which is also known as correlogram (Goovaerts, 1997), represents 292 
the linear dependency between the two variables X and Y, and it varies between – 1 and 1 (see also 293 
Song et al., 2009). The evaluation of Cα,β for different values of h (i.e., for different values of α and 294 
β) quantifies the potential spatial coherence between the spatially varying variables X and Y. 295 
( ) ( )
( ) ( )   1     1     
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1     1,    ,
,
YXendend
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=
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 We have considered two rather different datasets, one pertaining to a SW law leading to a 296 
supershear rupture and one pertaining to a RS simulation where the rupture remains subshear. The 297 
results are reported in Figures B1a and B1b, respectively, where we report the values of Cα,β as a 298 
function of the spatial offset h. It is clear that the maximum spatial correlation exists at zero–offset 299 
distance for both the models. Remarkably, this feature is not peculiar of these numerical 300 
simulations, but it emerges for the whole ensemble of models we have considered. WE can also see 301 
from Figure B1 that for increasing spatial offset Cα,β decreases, reaching a minimum for a value of 302 
h value nearly equal to 2.3 km for both the models, while the slopes of the three curves reported in 303 
Figures B1a and B1b is slightly different.  304 
 We can conclude that the maximum spatial correlation existing at zero–offset distance 305 
corroborates the same point, grid by grid analysis presented in section 3.  306 
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Figure Captions 389 
Figure 1. Behavior of the peak slip velocity vpeak as a function of the rupture velocity vr for different 390 
governing models (the equations are reported in Table 1) in the case of subshear earthquakes; 391 
for the CH law the temperature evolution is computed as described in Bizzarri (2010b). For 392 
comparison we plot as solid grey line the theoretical prediction of vpeak ∝ vr (see equation (1)). 393 
Table 2 lists the adopted parameters. 394 
 395 
Figure 2. Results for supershear ruptures (in this case, for the DR law a = 0.010 and b = 0.022). 396 
Results for a case with melting is reported in panel (b); parameters are the same as in Bizzarri 397 
(2011a; his Figure 6, yellow line).  398 
 399 
Figure 3. Heterogeneous simulations; the initial stress distribution is reported in Figure 10a of 400 
Bizzarri (2010c), while the other parameters are the same as in Figure 1.    401 
 402 
Figure 4. Results for the event by event statistics where we spatially average the values of vpeak and 403 
vr for all the considered synthetic earthquake of our catalog. Blue indicates SW law (light blue 404 
identifies SW simulations with the elastic parameters and fault dimension as in Bizzarri et al., 405 
2010). We also include a model with a non–linear SW law (see Bizzarri, 2010a; his Figure 4). 406 
Red denotes the RS laws (in addition to the Ruina–Dieterich law we also consider the 407 
Dieterich–Ruina ageing model), green indicates CH law, magenta indicates FH law and brown 408 
indicates SW law with melting effects. Finally, black identifies the simulations with a        409 
prior–imposed and constant rupture speed. All the equations are summarized in Table 1. Open 410 
and full and symbols refer to sub– and supershear ruptures, respectively. Circles represent 411 
heterogeneous configurations. (a) Average vpeak as a function of the average vr. Labels 412 
emphasize the numerical experiments presented in the previous three figures. (b) Average vpeak 413 
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as a function of the size of the event. M0 and Mw refer to the whole fault length on which the 414 
bilateral ruptures develop.  415 
 416 
Figure A1. Spatial distribution of the peak fault slip velocity for the slip–weakening law (panel (a)) 417 
and for the Ruina–Dieterich model (panel (b)). The two configurations correspond to blue and 418 
red circles of Figure 2a of the main text, respectively). In both panels purple regions identify the 419 
unfractured parts of the fault. Patches experiencing the sub– and supershear rupture propagation 420 
are also indicated. Since the rupture is bilateral we plot only one half of the fault length. 421 
 422 
Figure A2. The same as in Figure A1, but now for two subshear ruptures; panel (a) corresponds to 423 
red circles of Figure 1 of the main text, while panel (b) corresponds to green circles in that 424 
figure. 425 
 426 
Figure B1. Results for the non–zero offset correlation analysis method. For two different models (a 427 
supershear rupture obeying the SW law (panel (a)) and a subshear rupture governed by RS law 428 
(panel (b)) we plot the values of the normalized covariance Cα,β between vpeak and vr as a 429 
function of the spatial offset h = ( ) ( ) x∆βα  1    1   22 −+− . Cα,β is formally defined in equation 430 
(B.1). We can clearly see that the maximum correlation exists at zero offset distance for both 431 
the models.    432 
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Table 433 
Table 1. Analytical equations for the considered governing models which give the value of the 434 
traction τ in a generic fault point ξ and at time t. Readers can refer to Bizzarri (2011b) for a 435 
thorough discussion, a description of the different quantities and for a complete list of 436 
references. 437 
Constitutive 
model Equations 
Reference 
equation in 
Bizzarri 
(2011b) 
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Table 2.  Reference parameters adopted in the present paper. 438 
Parameter Value 
Medium and Discretization Parameters 
Lamé constants, λ = G 27 GPa 
S wave velocity, vS 3 km/s 
P wave velocity, vP 5.196 km/s 
Cubic mass density, ρ 3000 kg/m3 
Fault length, L
f
     2 × 6 km 
(a)
 
Fault width, W 
f
 11.6 km 
Spatial grid size, ∆x   8 m (b) 
Time step, ∆t   4.44 × 10−4 s (b) 
Coordinates of the hypocenter, H ≡ (ξ1
H
, ξ3
H
) (5.992,7) km 
Fault Constitutive Parameters 
Effective normal stress, σn
eff
 120 MPa 
a) Slip–weakening law 
Magnitude of the initial shear stress, τ0 70.52 MPa      
Static level of friction coefficient, µu 0.73167 ( ↔ τu = 87.80 MPa ) 
Kinetic level of friction coefficient, µf 0.54333 ( ↔ τf = 65.20 MPa ) 
Characteristic slip–weakening distance, d0 0.05 m 
b) Ruina–Dieterich law 
Logarithmic direct effect parameter, a 0.016 
Evolution effect parameter, b 0.020 
Scale length for state variable evolution, L 0.02 m 
Reference value of friction coefficient at low slip 
rates, µ* 0.56 
Initial sliding velocity, v0 1 × 10
−4
 m/s 
Magnitude of the initial shear stress, τ0 70.52 MPa 
c) Flash heating law 
Reference value of friction coefficient at high slip 
rates, µfh 0.13 
Initial sliding velocity, v0 1 × 10
−4
 m/s 
Magnitude of the initial shear stress, τ0 70.52 
d) Chester–Higgs law 
Reference temperature, T* = T 
f
(t = 0) 483.15 K 
Activation energies, Qa and Qb 1 × 10
5
 J/mol 
Universal gas constant, R  8.314472 J/(K mol) 
 439 
(a)
 The rupture expands bilaterally starting from the hypocenter. 440 
(b)
 For the adopted parameters the Courant–Friedrichs–Lewy ratio, ωCFL df= vS∆t/∆x, equals 0.1665 441 
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and the estimate of the critical frequency for spatial grid dispersion, facc
(s)
 = vS/(6∆x), equals        442 
62.5 Hz.
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Abstract 1 
 In this paper we consider a wide catalog of synthetic earthquakes, numerically modeled as 2 
spontaneous, fully dynamic, 3–D ruptures on extended faults, governed by different friction laws, 3 
including slip–dependent and rate– and state–dependent equations. We analyze the spatial 4 
correlations between the peak of fault slip velocity (v
peak
) and the rupture speed (v
r
) at which the 5 
earthquake spreads over the fault. We found that v
peak
 positively correlates with v
r
 and that the 6 
increase of v
peak
 is roughly quadratic. We found that near the transition between sub– and 7 
supershear regimes v
peak
 significantly diminishes and then starts to increase again with the       8 
square of v
r 
. This holds for all the governing models we consider and for both homogeneous and 9 
heterogeneous configurations. Moreover, we found that, on average, v
peak
 increases with the 10 
magnitude of the event (v
peak
 ~  M
0
0.18
). Our results can be incorporated as constraints in the inverse 11 
modeling of faults.      12 
 13 
1. Introduction 14 
 Understanding the physical and chemical dissipative processes taking place during an 15 
earthquake is of pivotal importance in the mechanics of faulting. Fully dynamic models of 16 
spontaneously spreading ruptures give us the extraordinary chance to investigate the features of the 17 
constitutive law assumed to govern the fault surface, under conditions that are very often far of 18 
being properly reproduced in laboratory experiments.  19 
 One of the goals of modern–days seismology is to design robust and computationally efficient 20 
numerical codes able to generate a catalogue of synthetic events and to simulate the synthetic 21 
motions recorded on the ground (i.e., on the free surface). The physics–based earthquake (forward) 22 
source models appear to be crucial for realistic ground motion simulation and seismic hazard 23 
analysis; when seismological data are rare (or even non–existent), numerical experiments can be 24 
used in order to predict ground motions caused by future earthquakes. At the same time, it is not 25 
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obvious what is the most appropriate governing model to describe the breakdown mechanism 26 
occurring during slip failures (see Bizzarri, 2011b and references cited therein for a discussion). 27 
 Investigations of possible spatial correlations between the various dynamic variables, such as 28 
fracture energy density, stress drop, total developed slip, peak fault slip velocity (v
peak
) and rupture 29 
speed (v
r
) are important because they could be inserted as constraints in kinematic modeling of 30 
faults, on which current practice in seismic engineering relies. 31 
 By performing laboratory experiments of a mode II (and thus subshear) crack expanding in a 32 
granite sample, the following direct dependence between v
peak
 and v
r
 has been proposed (Ohnaka et 33 
al., 1987): 34 
 35 
(1) 36 
 37 
where 
b
 is the breakdown stress drop (expressing the difference between the upper and residual 38 
stress levels) and G is the rigidity of the elastic medium. Notably, in laboratory only fracture on 39 
intact rocks experiments give the rupture speed, contrarily to friction experiments, both rotary shear 40 
and sandwich–like, where two pre–existing surfaces slide against each other (and thus without the 41 
existence of a crack tip).  42 
 In their pseudodynamic earthquake source modeling Guatteri et al. (2004) try to understand the 43 
spatial interdependency of the earthquake source parameters, such as v
r
 and the total slip (u
tot
). 44 
Schmedes et al. (2010a) analyze a series of dynamic models obeying the linear slip–weakening 45 
friction to find correlations between various source parameters. On the other hand, Song et al. 46 
(2009) explore the spatial coherence between u
tot
 and v
r 
, and between u
tot
 and v
peak
 by analyzing 47 
kinematic rupture models of two large strike–slip events (this analysis has been then extended to 48 
dynamic models by Song and Sommerville, 2010). Bizzarri (2010c) thoroughly discusses the 49 
relations between the fracture energy and different physical observables, such as v
r 
, u
tot
 and the 50 
dynamic stress drop, by analyzing spontaneous dynamic earthquake models obeying different 51 
G
vv brpeak
  
   


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governing models. 52 
 Given the above–mentioned results, with this study we aim to understand whether, and how, 53 
v
peak
 and v
r
 correlate. Both of these two source parameters have a fundamental role in ground 54 
motion prediction and hazard assessment, in that the fault slip velocity is linearly related to the 55 
ground velocity (through the representation theorem; Aki and Richards, 2002) and the rupture speed 56 
controls the frequency content of the recorded particle velocity (Bizzarri et al., 2010). Moreover, 57 
v
peak
 (and its time occurrence) has received much attention because it has been proposed as a way to 58 
infer the characteristic distance over which the stress release is accomplished (Mikumo et al., 2003; 59 
see also Tinti et al., 2004).     60 
 61 
2. Methodology 62 
 In this paper we consider synthetic earthquakes that represent the solution of the fundamental 63 
elastodynamic equation for planar faults, where 3–D spontaneous (i.e., without prior imposed v
r
) 64 
rupture expand bilaterally, starting from an imposed hypocenter. The solution is obtained 65 
numerically (Bizzarri and Cocco, 2005), while the nucleation procedure is the same as in previous 66 
papers (Bizzarri, 2010c; Bizzarri, 2009).  67 
 We consider a large number of governing models, including the linear–slip weakening (SW 68 
henceforth) function, the rate– and state–dependent (RS) friction laws, the flash heating (FH) law 69 
and a version of RS laws (referred to as CH law), where an explicit dependence on the temperature 70 
T
f
 developed by frictional heat is incorporated (Chester and Higgs, 1992). All the equations are 71 
recalled in Table 1; readers can refer to Bizzarri (2011b) for a thorough review of these constitutive 72 
models. We also consider a set of simulations where a viscous rheology is assumed when melting is 73 
occurring, following the physical model recently proposed (Bizzarri, 2011a). In this case the elastic 74 
parameters are different with respect to those listed in Table 2; we have v
S
 = 3.464 km/s and v
P
 = 6 75 
km/s. Finally, we report results pertaining to faults structures where the lubrication process is active 76 
(Bizzarri, 2011c); this is formally a non linear SW law, which can be in some sense physically 77 
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associated to the melting rheology.  78 
 Both homogeneous and heterogeneous conditions are considered in the present study; the 79 
former have all the parameters spatially identical over the whole fault, while the latter are 80 
characterized by a heterogeneous initial shear stress having a magnitude 
0
 which follows a k
–1
 81 
behavior at high radial wavenumbers k, which corresponds in the static limit to the “k–square” 82 
model of slip at high wavenumbers. This approach, which namely follows equation (21) in Bizzarri 83 
(2010c), is very similar to that recently proposed by Andrews and Barral (2011). 84 
 In the remainder of the paper we will consider as v
peak
 the absolute maximum of the fault slip 85 
velocity time series, while v
r
 is computed as the inverse of the slowness (see equation (12) of 86 
Bizzarri and Spudich, 2008). Both of these two quantities are local dynamic variables, in that they 87 
are defined at each fault node.   88 
 89 
3. Numerical results 90 
 We report in Figure 1 the comparison between the results pertaining to three different friction 91 
models, the SW law, the Ruina–Dieterich (RD) law and the CH law. Both of these representative 92 
models have the same initial conditions and are energetically comparable, in that they have the 93 
same fracture energy density, and are characterized by governing parameters guaranteeing a 94 
subshear rupture propagation (see Table 2). The resulting behavior is very similar in all the cases; it 95 
is clear that v
peak
 does not increase linearly with v
r 
, as predicted by the theoretical relation (1), but  a 96 
quadratic increase of peak slip velocity with the rupture speed emerges. For comparison, we 97 
superimpose in Figure 1 a linear relation v
peak
  v
r
 (solid grey line) to emphasize the general 98 
disagreement with equation (1). The evolution of v as a function of the strike coordinate and at the 99 
hypocentral depth for the RD case in Figure 1 is reported in Figure 3b of Bizzarri (2010c). 100 
 Further complications arise when a supershear rupture propagation regime is considered, where 101 
the ruptures eventually reach the compressional wave speed (as theoretically first demonstrated by 102 
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Burridge, 1973, for cohesionless cracks). In the configurations reported in Figure 2a the parameters 103 
of the SW and RD laws and the inclusion of the flash heating of the asperity contacts allow for a 104 
sustained supershear dynamic propagation. We remark that flash heating is known to produce very 105 
high values of v
peak 
, even in 3–D (Bizzarri, 2009) and that the SW simulation presented in Figure 2a 106 
is very unstable (the strength parameter is 0.13) and thus produce huge values of v
peak 
. It should be 107 
also noted that, in general, once the transition to superhear regime is realized, the rupture is 108 
energetically favored (Freund, 1979; Bhat et al., 2007). We can appreciate, for all the models, an 109 
abrupt drop of v
peak
 in  corresponding to the transition from sub– to supershear regimes; slightly 110 
after the S wave speed v
S
 , v
peak
 significantly decreases and then it continues to increase again in the 111 
supershear regime. The same holds also in the case when melting or rocks is considered (see Figure 112 
2b), as in Bizzarri (2011a). Also in this case, due to the dramatic stress drop experienced by the 113 
fault, the rupture is very unstable and also in this case significant values of v
peak
 are attained locally. 114 
 Figure 3 reports the comparison of two heterogeneous configurations, where the parameters are 115 
the same as in Figure 1 for both SW and RD laws, but now the initial shear stress has a k
–1
 falloff at 116 
high wavenumbers. For these models the transition from sub– to supershear speeds is more 117 
complicated than that occurring in models of Figure 2a; in this case, depending on the fluctuations 118 
of the heterogeneous initial stress field, there is a complex mixture of patches of the fault 119 
experiencing v
r
 > v
S
 and other, larger patches where the opposite holds. The spatial distributions of 120 
the rupture velocity resulting from these two synthetic earthquakes are reported in Figures 10c and 121 
10d of Bizzarri (2010c) for the RD and SW laws, respectively. Notably, we can see from Figure 3 122 
that also in this case v
peak
 goes like v
r
2
 for rupture velocities up to v
S 
. Then v
peak
 diminishes and it 123 
starts to increase again, roughly in a quadratic manner, as previously observed for homogeneous 124 
models (see Figure 2a). We note that the drop in v
peak
 for the RD case is less evident, since this 125 
simulation has small supershear patches, so that <v
peak
> remains below v
S
 (see Figure 4a).  126 
 The behavior around v
S
 is interesting; the significant reduction of peak slip velocities 127 
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corresponding to the transition from sub– to supershear regime is connected to the loss of high 128 
frequencies at the crack tip in supershear ruptures. Moreover, we can also see that the patches of the 129 
fault experiencing supershear rupture propagation exhibit values of v
peak
 that are in general smaller 130 
than those pertaining to subshear regions, in agreement with previous findings (Bizzarri and 131 
Spudich, 2008; Schmedes et al., 2010b). This issue is also discussed in more details in Appendix A.   132 
 By looking at Figures 2 and 3 we can note that there is no a clear evidence of a forbidden 133 
region of rupture speeds between the Rayleigh velocity (v
R
) and the v
S 
. Indeed, energetic arguments 134 
demonstrated that for purely 2–D, steady–state, non spontaneous cracks the above mentioned range 135 
of rupture speeds is inadmissible (Broberg, 1989, 1994, 1999). In the case of 3–D spontaneous 136 
ruptures, as those considered here, the coupling of mode II and mode III can allow the rupture speed 137 
to extend above v
R
 slightly, as occurs in the well known elliptical crack solution with mode II 138 
velocity of v
R
 and mode III velocity of v
S 
 (Richards, 1973). Moreover, when the rupture front is not 139 
smooth (i.e., it has a kink, due for instance to stress heterogeneities) the nature of the crack tip is 140 
markedly different from a 2–D rupture; for this reason is not surprising that Figure 3 does not 141 
exhibits a forbidden range of v
r 
. We also mention that the difference between v
R
 and v
S
 is so small 142 
that it is difficult to resole the rupture velocity with sufficient accuracy to see a forbidden regime. 143 
From an observational point of view, it should be also noted that the resolution that is possible to 144 
obtain today from recorded seismograms cannot exclude that real–world earthquakes actually pass 145 
through these speed regimes while going from sub–Rayleigh to supershear or compressional wave 146 
speeds (Das, 2010).  147 
 To analyze the data we have adopted a zero–offset spatial correlation analysis, in that we have 148 
considered the values of v
peak
 and v
r
 attained in the same fault node. We will discuss in Appendix B 149 
the effects of a nonzero–offset correlation analysis method (Song et al., 2009), where these 150 
quantities are compared in different points of the rupture plane (i.e., we introduce some spatial 151 
offset).      152 
153 
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4. Event by event statistics 154 
 In the present section we consider the whole ensemble of the performed numerical experiments 155 
and we compute the spatial averages for each event. In particular, we spatially average the values 156 
v
peak
 and v
r
 over the fault nodes experiencing the rupture (namely, for points where the fault slip 157 
velocity exceeds the threshold value v
l
 = 0.01 m/s). We also exclude points within the initialization 158 
patch, where possible effects of the imposed nucleation can affect the data. Since we consider 3–D 159 
ruptures, which is a mixture of inplane (mode II) and antiplane (mode III) modes of propagation are 160 
coupled, when we compute the spatial average of v
r
 we consider both the faults nodes when 161 
eventually the rupture speed is supershear (portions of the rupture front experiencing predominantly 162 
mode II conditions) and those when it remains subshear. 163 
 Our catalog is composed of 76 simulated earthquakes, which cover a range of magnitudes 164 
roughly between 5.5 and 7.0 (namely, they span a range of seismic moment between                   165 
1.06 × 10
17
 Nm and 3.66 × 10
19
 Nm). Overall, our statistics are based upon the analysis of about 166 
200 million fault nodes. This kind of analysis does not consider the details of each individual 167 
rupture, such as the transition between the sub– to the supershear regime, local effects of the 168 
heterogeneous fault patches, etc., which, on the contrary, are considered in the analysis of each 169 
individual event, as that presented in the previous figures. Here, we consider the average behavior 170 
of all the synthetic earthquakes.  171 
 Figure 4a confirms that also the averaged v
peak
 and v
r
 positively correlate. In particular, we can 172 
see that <v
peak
> increases more than linearly with <v
r
>; we can extrapolate the following relation 173 
 174 
(2) 175 
 176 
where A = 0.67 m/s, B = 2.89. To make our statistic more robust we have also considered some SW 177 
cases where the fault is 110 km long and has a low aspect ratio (L
f
/W
f
 = 11, instead of 0.52 as in the 178 
  
   
  
e   S
r
v
v
B
peak Av 
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reference simulations). These numerical experiments are denoted by light blue symbols in Figure 4a 179 
and comes from Bizzarri et al. (2010) (as such they have been obtained with a different numerical 180 
code). In these cases the rupture accelerates and finally propagates at nearly constant speeds when 181 
the fault properties are homogeneous (see Figure 2 of Bizzarri et al., 2010), in agreement with the 182 
findings of Schmedes et al. (2010b). At the same time, we also have that v
peak
 tends to saturate (see 183 
Animations S1 and S2 of the auxiliary material of Bizzarri et al., 2010) at moderate to large 184 
distance from the hypocenter, when the rupture has fully developed. By considering these 185 
saturations values in the averaging procedure we still obtain a god agreement with the prediction of 186 
the empirical relation (2), as shown in Figure 4a. 187 
 The maximum variations of v
peak
 are expected to take place during the accelerating stage of the 188 
rupture (where v
r
 changes significantly, too). In this phase it has been found for 2–D SW ruptures 189 
that the cohesive zone (where the stress is released) progressively shrinks (Andrews, 1976). In 190 
homogeneous conditions this implies that, when the rupture is accelerating, also the peak slip 191 
velocity increases as the rupture develops (Bizzarri et al., 2001; their equation (A5)). 192 
 Moreover, our results indicate that the average v
peak
 increases with the magnitude of the event 193 
(see Figure 4b). If we exclude the FH simulations (symbols in magenta in Figure 4a)  which are 194 
known to give an overestimate of the fault slip velocities (Bizzarri, 2009; Noda et al., 2009)  195 
although there is considerable scatter, we can tentatively fit the data with a curve of the type <v
peak
> 196 
~  M
0
0.18
.  197 
 198 
5. Discussion and concluding remarks 199 
 In addition to the fracture energy density, the stress drop, and the total developed slip, very 200 
important dynamic variables which characterize the earthquake source physics are the rupture speed 201 
(v
r
) and the peaks in fault slip velocity (v
peak
). While the fault slip velocity is related to the ground 202 
motions (Aki and Richards, 2002), the rupture speed is known to affect the high frequency signature 203 
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of the ground velocity time histories (Bizzarri et al., 2010). Moreover, a pivotal question in seismic 204 
hazard assessment is to clarify how the peak ground velocity scales with the earthquake magnitude 205 
(Abrahamson and Silva, 2008). 206 
  Hitherto, a systematic analysis of the spatial correlation existing between v
peak
 and v
r
 for 207 
different constitutive models and stress conditions was lacking. The present work fill this gap, 208 
through the analysis of a synthetic catalog composed by 76 earthquakes which cover a wide 209 
magnitude interval (M
0
 from 1.06 × 10
17
 Nm to 3.66 × 10
19
 Nm) and propagate spontaneously on 210 
planar faults, obeying a large number of governing models.     211 
 One conclusion emerging from our study is that v
peak
 and v
r
 correlate for all the governing 212 
equations we consider, confirming the results obtained with the linear slip–weakening law 213 
(Schmedes et al., 2010a). In particular, we found here that the peak fault slip velocity increases as 214 
the rupture speed increases. Interestingly, the direct dependence between v
peak
 and v
r
 is more than 215 
linear, as previously suggested by laboratory fracture experiments performed at relatively low 216 
velocities and for the purely in–plane geometry (Ohnaka et al., 1987; see equation (1)). Indeed, the 217 
event by event statistics over all the 3–D spontaneous rupture models we consider indicate that peak 218 
slip velocity averaged over the fault surface increases exponentially with the average rupture speed 219 
(Figure 4a), as stated by equation (2). This conclusion is robust, in that it holds for both sub– and 220 
supershear ruptures, both in homogeneous and heterogeneous conditions. Moreover, this result is 221 
confirmed for a large class of constitutive equations, conceptually different and based upon 222 
different physical frameworks (Bizzarri, 2011b); the linear slip–weakening, the classical               223 
(or canonical) formulations of the rate and state laws with memory effects, the flash heating of    224 
micro–asperity contacts model and the Chester and Higgs model (a compendious summary of the 225 
equations is reported in Table 1). This result is important, in that we can extract consistent 226 
correlation patters irrespective of the assumed friction law. 227 
 Our numerical experiments also suggest a direct dependence of <v
peak
> on M
0 
; this is reported 228 
in Figure 4b, which indicates that the average peak slip velocity roughly goes like M
0
0.18
. This 229 
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relation holds by excluding FH simulations which predict very high values, perhaps overestimates, 230 
of the fault slip velocity, as previously noted (Bizzarri, 2009; Noda et al., 2009). In other words, we 231 
found that the more destructive the earthquake is, the more relevant peaks in fault slip velocity are 232 
attained. This has also consequences on the heat dissipated during sliding, which is directly 233 
controlled by the values of the slip velocity (Richards, 1976). 234 
 Several empirical studies (Abrahamson and Silva, 2008; Boore and Atkinson, 2008) suggest 235 
that peak ground velocity (PGV) increases with the magnitude of the event and saturates for 236 
moments greater than roughly 4 × 10

 Nm. It is difficult to relate the peak fault slip velocity to 237 
PGV; if the peaks on the fault occur during a very short duration, they might be destroyed by 238 
anelastic attenuation during the propagation in the medium surrounding the fault surface, or they 239 
might not add constructively at a receiver site. On the other hand, the longer period components 240 
would survive and add constructively to make the PGV. Finally, we note that if peak slip velocities 241 
are largest away from the hypocenter, then they occur in an area where the isochrones velocities are 242 
smaller (see Schemedes and Archuleta, 2008), countering the effect of large v
peak 
. 243 
 Moreover, we found that significant peaks in slip velocity can be realized (see Figure 4); there 244 
is a large debate in the literature concerning the existence of extreme ground motions (Harris et al., 245 
2011).  246 
 We conclude by emphasizing that the spatial interdependencies between the dynamic variables 247 
we found can be implemented as constraints in kinematic modeling of faults. A further development 248 
of this work is to explore whether the above conclusions are also preserved for more complex 249 
geometries, which account for fault bending and non planarity of the fault surfaces. 250 
251 
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Appendix A. Distribution of the peak slip velocity on the fault surface 252 
 In Figure A1 we report the spatial distribution over the fault plane of the peak slip velocity 253 
(v
peak
) for homogeneous supershear ruptures. Panel (a) refers to a slip–weakening case (which 254 
corresponds to the blue circles in Figure 2a of the main text), while panel (b) refers to a          255 
Ruina–Dieterich model (which corresponds to the red circles in Figure 2a of the main text). Due to 256 
the symmetry exploitation (see Bizzarri, 2009a for the numerical details) we plot only one half of 257 
the fault in the strike direction. 258 
 In both the panels we also superimpose the contours defining the transition between the       259 
sub– and the supershear regimes, where the local rupture speed (v
r
) is below and above the S wave 260 
speed (v
S
), respectively.   261 
 It is apparent from Figure A1 that the fault patches where the rupture remains subshear (which 262 
are in the direction of the mode III propagation, i.e., perpendicular with respect to the direction of 263 
the initial stress, aligned along the strike direction) exhibit higher peaks in fault slip velocity, on 264 
average, with respect to the supershear regions (which are in the direction of the mode II 265 
propagation, i.e., on the strike direction). This is in agreement with the findings of Bizzarri and 266 
Spudich (2008). 267 
 The fact that v
peak
 tends to be higher in the mode III (i.e., antiplane) direction than in the     268 
mode II (i.e., inplane) direction is a feature which is preserved also for subshear rupture events; this 269 
is evident from Figure A2, where we plot the spatial distribution of v
peak
 for the Ruina–Dieterich 270 
model (panel (a)) and for the Chester–Higgs model (panel (b)), presented in Figure 1 of the main 271 
text (red and green circles, respectively). This is the reason why it is a common practice to examine 272 
the fault slip velocity time histories in the antiplane direction when the modeler wants to analyze the 273 
quality of its solutions, in term of numerical oscillations.   274 
275 
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Appendix B. The nonzero–offset correlation analysis method  276 
 In the grid by grid analysis presented in section 3 we have considered a zero–offset distance 277 
correlation analysis (i.e., we have considered the values of the peak fault slip velocity and of the 278 
rupture speed in the same fault node). We will consider here a nonzero–offset distance correlation, 279 
in which these quantities are defined in different points of the fault plane.     280 
 To this goal we follow the approach discussed in Bizzarri (2010c); in particular, we consider 281 
the normalized covariance as it follows (e.g., Goovaerts, 1997):  282 
 283 
  (B.1) 284 
 285 
where the 2–D arrays X and Y denote the arrays v
peak
 and v
r
 , respectively, and X  = 286 
 
 
end endi
i
k
k
ki
endend
x
ki 1  1  
,     
  
1
and 
X
 =   
 

end endi
i
k
k
ki
endend
Xx
ki 1  1  
2
,       
  
1
 (and analogous expressions for Y). 287 
In equation (B.1) the operator   represents the average value of the array and  its standard 288 
deviation. The integers i
end
 and k
end
 define the size of the arrays in the x
1
 (strike) and x
3
 (depth) 289 
directions, respectively, while the integers  and  define the translation vector h ≡ (( – 1)x
1
,    290 
( – 1)x
3
) = ((– 1),( – 1))x (x being the spatial discretization; see Table 2) h is associated to 291 
the spatial offset distance h =     x  1    1   22   and an azimuth angle   = arctg( – 1)/         292 
( – 1)).  293 
 The pair (,) = (1,1) corresponds of a zero–offset distance, so that C
,
 becomes the 294 
autocorrelation function. C
,
, which is also known as correlogram (Goovaerts, 1997), represents 295 
the linear dependency between the two variables X and Y, and it varies between – 1 and 1 (see also 296 
Song et al., 2009). The evaluation of C
,
 for different values of h (i.e., for different values of  and 297 
) quantifies the potential spatial coherence between the spatially varying variables X and Y. 298 
   
      1     1     
            
  
1    
1  
1    
1  
1     1,    ,
,
YXendend
i
i
k
k
kiki
ki
YyXx
C
end end

 





 





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 We have considered two rather different datasets, one pertaining to a SW law leading to a 299 
supershear rupture and one pertaining to a RS simulation where the rupture remains subshear. The 300 
results are reported in Figures B1a and B1b, respectively, where we report the values of C
,
 as a 301 
function of the spatial offset h. It is clear that the maximum spatial correlation exists at zero–offset 302 
distance for both the models. Remarkably, this feature is not peculiar of these numerical 303 
simulations, but it emerges for the whole ensemble of models we have considered. WE can also see 304 
from Figure B1 that for increasing spatial offset C
,
 decreases, reaching a minimum for a value of 305 
h value nearly equal to 2.3 km for both the models, while the slopes of the three curves reported in 306 
Figures B1a and B1b is slightly different.  307 
 We can conclude that the maximum spatial correlation existing at zero–offset distance 308 
corroborates the same point, grid by grid analysis presented in section 3.  309 
310 
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Figure Captions 394 
Figure 1. Behavior of the peak slip velocity v
peak
 as a function of the rupture velocity v
r
 for different 395 
governing models (the equations are reported in Table 1) in the case of subshear earthquakes; 396 
for the CH law the temperature evolution is computed as described in Bizzarri (2010b). For 397 
comparison we plot as solid grey line the theoretical prediction of v
peak
  v
r
 (see equation (1)). 398 
Table 2 lists the adopted parameters. 399 
 400 
Figure 2. Results for supershear ruptures (in this case, for the DR law a = 0.010 and b = 0.022). 401 
Results for a case with melting is reported in panel (b); parameters are the same as in Bizzarri 402 
(2011a; his Figure 6, yellow line).  403 
 404 
Figure 3. Heterogeneous simulations; the initial stress distribution is reported in Figure 10a of 405 
Bizzarri (2010c), while the other parameters are the same as in Figure 1.    406 
 407 
Figure 4. Results for the event by event statistics where we spatially average the values of v
peak
 and 408 
v
r
 for all the considered synthetic earthquake of our catalog. Blue indicates SW law (light blue 409 
identifies SW simulations with the elastic parameters and fault dimension as in Bizzarri et al., 410 
2010). We also include a model with a non–linear SW law (see Bizzarri, 2010a; his Figure 4). 411 
Red denotes the RS laws (in addition to the Ruina–Dieterich law we also consider the 412 
Dieterich–Ruina ageing model), green indicates CH law, magenta indicates FH law and brown 413 
indicates SW law with melting effects. Finally, black identifies the simulations with a        414 
prior–imposed and constant rupture speed. All the equations are summarized in Table 1. Open 415 
and full and symbols refer to sub– and supershear ruptures, respectively. Circles represent 416 
heterogeneous configurations. (a) Average v
peak
 as a function of the average v
r
. Labels 417 
emphasize the numerical experiments presented in the previous three figures. (b) Average v
peak
 418 
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as a function of the size of the event. M
0
 and M
w
 refer to the whole fault length on which the 419 
bilateral ruptures develop.  420 
 421 
Figure A1. Spatial distribution of the peak fault slip velocity for the slip–weakening law (panel (a)) 422 
and for the Ruina–Dieterich model (panel (b)). The two configurations correspond to blue and 423 
red circles of Figure 2a of the main text, respectively). In both panels purple regions identify the 424 
unfractured parts of the fault. Patches experiencing the sub– and supershear rupture propagation 425 
are also indicated. Since the rupture is bilateral we plot only one half of the fault length. 426 
 427 
Figure A2. The same as in Figure A1, but now for two subshear ruptures; panel (a) corresponds to 428 
red circles of Figure 1 of the main text, while panel (b) corresponds to green circles in that 429 
figure. 430 
 431 
Figure B1. Results for the non–zero offset correlation analysis method. For two different models (a 432 
supershear rupture obeying the SW law (panel (a)) and a subshear rupture governed by RS law 433 
(panel (b)) we plot the values of the normalized covariance C
,
 between v
peak
 and v
r
 as a 434 
function of the spatial offset h =     x  1    1   22  . C
,
 is formally defined in equation 435 
(B.1). We can clearly see that the maximum correlation exists at zero offset distance for both 436 
the models.    437 
438 
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Table 439 
Table 1. Analytical equations for the considered governing models which give the value of the 440 
traction  in a generic fault point  and at time t. Readers can refer to Bizzarri (2011b) for a 441 
thorough discussion, a description of the different quantities and for a complete list of 442 
references. 443 
Constitutive 
model 
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Reference 
equation in 
Bizzarri 
(2011b) 
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Table 2.  Reference parameters adopted in the present paper. 444 
Parameter Value 
Medium and Discretization Parameters 
Lamé constants,   G 27 GPa
 
S wave velocity, v
S
 3 km/s 
P wave velocity, v
P
 5.196 km/s 
Cubic mass density, 3000 kg/m
3
 
Fault length, L
f
     2 × 6 km 
(a)
 
Fault width, W 
f
 11.6 km 
Spatial grid size, x   8 m 
(b)
 
Time step, t   4.44 × 10
4
 s 
(b) 
Coordinates of the hypocenter, H  (
1
H
, 
3
H
) (5.992,7) km 
Fault Constitutive Parameters 
Effective normal stress,
n
eff
 120 MPa 
a) Slip–weakening law 
Magnitude of the initial shear stress, 
0
 70.52 MPa      
Staticlevel of friction coefficient,
u
 0.73167 ( ↔ 
u
  87.80 MPa ) 
Kinetic level of friction coefficient, 
f
 0.54333 ( ↔ 
f
  65.20 MPa ) 
Characteristic slip–weakening distance, d
0
 0.05 m 
b) Ruina–Dieterich law 
Logarithmic direct effect parameter, a 0.016 
Evolution effect parameter, b 0.020 
Scale length for state variable evolution, L 0.02 m 
Reference value of friction coefficient at low slip 
rates, 
*
 
0.56 
Initial sliding velocity, v
0
 1 × 10
4
 m/s 
Magnitude of the initial shear stress, 
0
 70.52 MPa 
c) Flash heating law 
Reference value of friction coefficient at high slip 
rates, 
fh
 
0.13 
Initial sliding velocity, v
0
 1 × 10
4
 m/s 
Magnitude of the initial shear stress, 
0
 70.52 
d) Chester–Higgs law 
Reference temperature, T
*
 = T 
f
(t = 0) 483.15 K 
Activation energies, Q
a
 and Q
b
 1 × 10
5
 J/mol 
Universal gas constant, R  8.314472 J/(K mol) 
 445 
(a)
 The rupture expands bilaterally starting from the hypocenter. 446 
(b)
 For the adopted parameters the Courant–Friedrichs–Lewy ratio, 
CFL
 
df
 v
S
t/x, equals 0.1665 447 
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and the estimate of the critical frequency for spatial grid dispersion, f
acc
(s)
 = v
S
/(6Δx), equals        448 
62.5 Hz.
 
449 
Research Highlights 
 
> Rupture speed and peak in fault slip velocity positively correlates.  
> The governing law does not alter the correlation.  
> Peak slip velocity correlates with seismic moment .  
> The spatial can be implemented as constraints in kinematic modeling of faults. 
*Highlights
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