The probability-density function (PDF) of the fluctuating output intensity of a two-beam interferometer, illuminated by a semiconductor laser, is described theoretically and experimentally. The PDF, while dominated by the laser phase noise, may be substantially modified both by the laser intensity noise and by the thermal noise and bandwidth limitations imposed by the detection system. Two regimes of operation are explored. In the coherent regime, for which the interferometer's differential delay r is much smaller than the laser coherence time 'r,, the form of the PDF is highly sensitive to the mean phase difference between the interfering beams: The PDF is strongly asymmetrical for mean phase differences of 0 and r (experimentally reported here for the first time to our knowledge) but is symmetrical when the interferometer is in quadrature. In the incoherent regime, for which r >> rT, the PDF is insensitive to such phase differences. The experimental results are in excellent agreement with a numerical simulation for which it is assumed that the laser phase noise is a Wiener process and for which the finite bandwidth of the detection system, as well as the effects of laser intensity noise and system thermal noise, is taken into account.
INTRODUCTION
An optical interferometer translates signal-induced optical phase changes in one of its arms into useful and measurable intensity variations at the interferometer output. But the same interferometric translation process also converts the random phase fluctuations of the light source' into output intensity noise that is of major importance in quite a few optical systems. 2 9 While the source phaseinduced intensity noise (PIIN) may be used to measure phase-noise-related laser parameters such as the linewidth 2 and the linewidth-enhancement factor, 3 PIIN is more often regarded as a detrimental agent limiting the performance of both analog and digital optical systems. 4 9 The sensitivity of optical and fiber-optic interferometric sensors is severely degraded by the PIIN, and differential path lengths must be minimized to attain sensitivities in the Arad/\/Hz range. But interference also takes place in optical communications systems containing multiple paths, owing, for example, to (1) Fresnel reflections from optical-fiber connectors, 4 ' 5 (2) Rayleigh backscattering in fibers, 6 and (3) bit-rate limiters. 7 The generated PIIN is always proportional to the incident optical intensity, and, once this intensity is strong enough, PIIN becomes the dominant noise and thereby saturates the signal-to-noise ratio at a level that cannot be improved by feeding more optical power into the system. A similar problem arises in coherent communication systems,' 0 in which the relative phase between the source and local oscillator fields fluctuates and results in a power-independent elevated bit error rate.
In the past, PIIN was investigated by studying its meansquare value together with the associated power spectral density. 8 9 While both measures are of considerable value and permit the estimation of pertinent signal-to-noise ratios, they merely represent low-order statistical averages of the noise, and neither of them suffices to determine the complete statistics of the noise. Direct measurement of the probability-density function (PDF) of the PIIN may give much more physical insight into the internal process of phase jumps in lasers. 11 3 To infer the bit error rate achievable in digital optical systems inflicted with PIIN, it is essential to know the PDE But despite its crucial importance, the PDF has received only limited attention so far. In this paper we explore the form of the PDF of the PIIN at the output of a two-beam interferometer under a variety of conditions ranging from the coherent case, in which the phases of the interfering waves are strongly correlated, to the incoherent one, in which they are statistically independent.
We can obtain the PDF for two-beam interference experimentally by placing a multichannel analyzer at the output of a Mach-Zehnder interferometer. For the incoherent case (for which the relative delay r imposed by the interferometer is much larger than the source coherence time Tr), such a measurement was recently reported.' 4 However, the coherent case (for which T << T,) has been probed only spottily. In this regime the PDF of PIN depends quite dramatically on the relative phase worO of the two interfering waves. For calT = 0 (i.e., in-phase waves, for which the average output intensity is a maximum), Armstrong 5 theoretically predicted a highly peaked PDF for the coherent case, a function attaining its highest value at the maximum output level of the interferometer with zero values beyond it, but, to our knowledge, no experimental measurements have been reported to verify his model. A similarly shaped PDF, peaked at the minimum output level of the interferometer, is expected for OOT = r, for which the output intensity is a minimum. For on = 17/2 (phase in-quadrature output, for which interferometric sensors attain their highest sensitivity), Daino et al. 6 measured the PDF and reported it to be Gaussian.
The output intensity distributions generated by twobeam interferometers do not depend only on the mean phase difference and degree of phase correlation; they are also strongly influenced by the detection-system bandwidth and by the thermal noise contributed by the detection system. Armstrong' 5 assumed infinite detection bandwidth and ignored all noise sources other than PIIN, but these conditions are not met in practice. Experimentally, these effects were studied for an incoherent MachZehnder interferometer.' 4 We present here a unified description, both theoretical and experimental, of the intensity PDF generated at the output of a Mach-Zehnder interferometer. Measurements in the coherent regime, obtained for various values of the relative phase, are presented. These are compared with an analytical model that neglects the effects of detection-system bandwidth, source intensity noise, and detector thermal noise. They are also compared with a computer simulation that incorporates all three of these effects. Finally, the simulation results are compared with previously reported PDF measurements obtained in the incoherent regime.' 4 While the analytical model alone can only predict the general trends in the observed density functions, the simulation results match the measurements to a high degree.
It should be noted that the problem that we study here is not identical to the one investigated in coherent communication systems.' 7 -1 9 In those systems the noise is the result of the filtration of exp[iO(t)], where the random i.f. phase noise 0(t) is the difference between two independent Wiener processes describing the phase fluctuations of the source and local oscillator. However, at the output of a two-beam interferometer, the noisy quantity of importance is exp[iAO-k(t)], where A10(t) = +(t) -0(t -) is the difference between the source phase noise and its delayed replica. While +(t) and 0(t) are Wiener processes having variances that increase with time, A40(t) is a stationary Gaussian process with a variance that depends only on the interferometer delay r. It should also be noted that, while Refs. 17-19 model the finite bandwidth of the system by a finite-time integrator, in this paper we assume filters more common in fiber-optic sensors, such as the Butterworth type.
We develop the analytical model in Section 2 and describe the experimental results in Section 3. We compare the measurements with both analysis and computer simulation in Section 4 and present conclusions in Section 5.
THEORETICAL BACKGROUND
The output field of a single-mode laser can be written as (1) where Eo is the mean field amplitude, co is the mean angular frequency, + (t) is the instantaneous laser phase, and a(t) is the instantaneous deviation of the amplitude from its mean value. After passage through a two-beam interferometer, the output intensity becomes (2) where X is the differential delay impressed by the interferometer. In Eq. (2) it is assumed that the intensity is equally divided between the two arms of the interferometer, that the polarizations of the output fields are parallel, and that second-order noise terms are negligible. The expression wor, which describes the mean relative phase difference between the interfering waves, determines whether the interferometer's output is minimized [coor =
Of the two terms on the right-hand side of Eq. (2), the first represents the PIIN contribution. The second is due to source intensity noise. For X = 0 the PIIN vanishes, but it rises with X and, as shown below, becomes dominant even for quite small values of rl/T. Thus, if we neglect the intensity-noise contribution, the fluctuations in Eq. (2) modeled as being zero-mean and Gaussian, 2 0 since the phase process 4(t) itself is a random walk whose steps are defined by spontaneous-emission events in the laser. Taking the phase difference to be Gaussian, the laser intensity noise to be negligible, and the detection-system bandwidth to be infinite, we find that the PDF of the normalized output intensity noise Y,, is (Fig. 2) . Using a piezoelectric translator, we adjusted the state wor of the interferometer by slight movements of one mirror. The output light was detected with a fast, variable-gain avalanche photodiode followed by a wideband amplifier and a digitizing oscilloscope. No active stabilization of the interferometer was required, since the measurement time was less than 1 s, whereas the interferometer state remained stable for periods of more than 5 s. The detection-system bandwidth was limited by the oscilloscope to 1 GHz. During each measurement, the scope acquired a sequence of 20,464 8-bit intensity samples {I(t), I(t + T), I(t + 2T), ... }, where T is the delay between samples. These sets of oscilloscope samples were downloaded to a personal computer for data analysis. The interferometer delay T was determined by measuring the location of the first notch in the output noise spectrum, using a spectrum analyzer. This notch occurs at a frequency f = 1/i.-Since the interferometer's average dc output intensity is of the form A + B cos(WOT), the state of the interferometer could be ascertained by the measurement of the dc current through the avalanche photodiode.
The oscilloscope sampling delay T was fixed at 1 As, considerably longer than both the source coherence time (=8 ns) and the interferometer's relative delay (which was kept less than 1 ns). Thus the samples may be regarded as statistically independent. 9 Sample 20,464-point se- Fig. 1(a) ], intermediate [ Fig. 1(b) ], and incoherent [ Fig. 1(c) ] regimes. Note that all PDF's vanish outside the region (-1,1), as required by the cosinusoidal character of Y. Although the PDF's for Fig. 1 have been clipped at a value of 3, the functions are in fact unbounded for Y = 1. In the coherent regime [ Fig. 1(a) ], the PDF clearly depends on the value of Nor and exhibits a local peak near Yn = cos(WOTr).
In the intermediate state [ Fig. 1(b) ] the dependence of Wor has diminished. In the incoherent regime [ Fig. 1(c)] , however, the effects of optical path variations in the interferometer are obscured by the large source phase deviations accumulated in time ; hence the PDF is independent of &o 0 r.
EXPERIMENTAL SETUP AND RESULTS
In order to check Eq. PDF(Yn) = 1 (3) .se.eArie et al. quences for the states of minimum, in-quadrature, and maximum output are shown in Fig. 3 . As expected, the trace of the minimum setting (maximum setting) is clipped from below (above) by the cosine function. Since the amplifier was ac coupled, these minimum and maximum clipping levels are shifted, which also explains why the trace of the in-quadrature settings does not lie between these two clipping levels. Histograms representing good approximations to the PDF's were directly computed from these sets of sampled intensities. Routinely, we blocked one or both arms of the interferometer and estimated the noise sources other than the PIIN only to show that, in all cases, the PIIN was by far the dominant noise. The PDF's so obtained for two values of the interferometer delay ( = 0.5 ns and -= 0.89 ns) are shown as solid curves in Figs. 4 and 5. Only in the coherent inquadrature case [ Fig. 4(b) ], for which the output intensity is approximately equal to +(t) -q5(t -), is the PDF approximately Gaussian. In all other cases the functions are evidently highly non-Gaussian, especially when the interferometer is near its minimum-and maximum-output settings. They also plainly depend on the variance Dp(,r) of the source phase difference accumulated in time X (cf. Figs. 4 and 5) . If the dominant noise source were in fact the laser intensity fluctuations rather than the phase noise, all measured PDF's would be of approximately 1 2 Gaussian form, since a(t), in Eq. (2), is approximately Gaussian for semiconductor lasers well above threshold' when measured over time intervals greater than approximately 10 ps. This effect reinforces the claim that the interferometer output fluctuations are dominated by PIIN. It should be mentioned that, since the wideband amplifier was ac coupled, the mean intensity (I) was blocked so that the experiment in fact produced measurements of Y,, -
(Yn). For Figs. 4 and 5 we restored the mean value of Y
by shifting the peak of each measured PDF so it would coincide with the distribution obtained by the numerical simulation to be described in Section 4.
DISCUSSION
The dashed curves in Figs each other (with respect to Y,, = 0), whereas the peak in the experimental PDF at maximum output is always slightly lower and wider than that at minimum output. As will be shown below, these discrepancies are due in large part to the facts that the theoretical model neglects the source intensity noise, as well as the detector's thermal noise, and that infinite detection-system bandwidth is assumed.
Although we may formally include source intensity noise, thermal noise, and detector-bandwidth limitations in the analytical model, the resulting mathematical expressions are difficult to handle. We have thus examined these effects by incorporating them in a computer simulation that was generated in the following manner. A random-walk process +,(t) was generated with a diffusion rate equal to the phase-noise diffusion rate 
(t) -k(t -T)]
was computed. A Gaussian pseudorandom variate representing source intensity noise was then added, and the resulting intensity was passed through a seventh-order Butterworth digital filter with a 3-dB bandwidth of 1 GHz. The sample functions so obtained were then charted graphically and yielded an estimate of the PDF of the filtered intensity fluctuations. It should be noted that our simulation incorporates the usual assumption that the laser's frequency noise spectrum is white. This assumption ignores both the laser frequency noise peak near the relaxation-oscillation frequency and the 1/f noise. While relaxation oscillations can significantly change the shape of the PIIN spectrum, 9 this is not the case in the current experiments since the laser's relaxation frequency greatly exceeded the detector's upper 3-dB frequency (-1 GHz). Also, the low-frequency components of the 1/f noise were eliminated by a blocking capacitor. Thus the assumption of white noise is reasonably accurate. This simulation was tested with a bandwidth of 10 GHz, and the laser intensity noise, as well as thermal noise, was ignored. The results accurately reproduce the predictions of Eq. (3).
In order to measure the statistical parameters of the laser intensity noise that were needed in the simulation, we blocked one arm of the Mach-Zehnder interferometer in Fig. 2 , so that the laser intensity noise would dominate. We obtained the thermal-noise PDF in a similar fashion by blocking all incident laser light. However, in our experiments this noise component was negligible compared with the intensity-dependent contributions from source intensity noise and the avalanching process in the avalanche photodiode. Thus thermal noise was omitted from the simulation. A set of 20,464 intensity-noise samples was taken with the digitial oscilloscope, and the PDF was constructed. It was found that the PDF of the laser intensity noise is indeed nearly Gaussian, and its standard deviation is proportional to the mean optical intensity. Thus, by measuring the dc output intensity and using this proportionality property, we estimated the normalized variances appropriate for Fig. 4 to be 0.0017 (at minimum ouput), 0.0045 (in quadrature), and 0.0088 (at maximum output). For Fig. 5 , the corresponding values were determined to be 0.0016, 0.0032, and 0.0055, respectively.
In order to compare the theoretical results with those of the experiment, one also needs to estimate D,g,(r). Since r does not greatly exceed the period of our laser's relaxation oscillations and its oscillations are not strongly damped, 20 one cannot simply use the Lorentzian model, D,(X) = 2'rnAv, to calculate the value of the structure function. Instead, we estimated DO(r) by choosing a value for Dk(T) that will produce a best fit between the experimental results and those of the simulation, for example, in the state of in-quadrature output.
We got DO(0.5) = 0.50 + 0.03 (Fig. 4) and Ds,(0.89) = 1.0 ± 0.06 (Fig. 5) .
Finally, an experimental problem that has to be taken into account is the limited accuracy if one brings the interferometer to the minimum and maximum settings. In these states small changes in the differential delay r are barely observed because the derivative of cos(COwT) is zero for COr = nr (for which minimum and maximum output are obtained). A best fit was obtained for Wor = 27r + ir/10 (maximum output) and NOT = -IT/10 (minimum output). These corrections affect the dc output intensity by less than 2.5%.
As is evident from Figs. 4 and 5, the simulation reproduces the experimental measurements quite accurately. Thus, while the PIIN distribution of Eq. (3) indeed accounts for the gross features of the measurements, an accurate PDF prediction in realistic circumstances (as is required, e.g., for error-rate prediction) must incorporate the effects of intensity-noise and bandwidth constraints. These effects modify the predictions of Eq. The same smoothing may also result from averaging because of the finite measurement bandwidth.
(2) Asymmetry: The standard deviation of the intensity noise is proportional to the average output intensity falling on the detector. Hence, in the coherent regime, more intensity noise is expected at maximum output than at minimum output, which makes the peak near n = +1 lower and broader than its counterpart at Yn = -1 [see Eq. (2)]. Figure 6 compares theory, simulation, and experiment for the incoherent regime. The solid curves represent the measurements of Ref. 14. These results were obtained by taking 200,000 photocurrent samples at the output of a Mach-Zehnder interferometer ( 10 As), using a 1.
55 -,um distributed-feedback laser with a linewidth of 40 MHz, a p-i-n field-effect-transistor receiver (too insensitive to measure the laser intensity noise), and fourthorder rf low-pass filters whose upper 3-dB frequencies were 25 MHz [in Fig. 6(a) ] and 1700 MHz [in Fig. 6(b) ]. Other than the PIIN, the only measurable source of noise was of thermal origin with Var(thermal)/Var(PIIN) = 0.014.14 The dashed curves in Fig. 6 are plots of Eq. (3) for /r -, in which case the result is independent of wor. The dashed-dotted curves are the results of the simulation procedure described above, with the use of fourth-order low-pass filter and with the rather small amount of measured thermal noise taken into account. In Fig. 6(b) , for which the receiver bandwidth (B) was much larger than the source line-width (Av), the predic- tions of Eq. (3) are quite similar to the measured PDE Even better agreement is obtained from the simulation. On the other hand, in Fig. 6(a) , for which B/Av 0.6, the averaging action of the rf filter dominates, and the infinitebandwidth analysis errs dramatically. In this regime, as is evident from the accuracy of the simulation, PDF predictions must incorporate the effects of the limited detection-system bandwidth. It should be noted that, since in the incoherent regime the average output intensity is always the same, independently of ocor, the PDF's will retain their symmetry about n,, = 0 even in the presence of intensity noise.
Our simulations for both the coherent and the noncoherent regimes were based on the assumption that thelaser phase noise can be described by a Wiener-Levy process. While this model, often referred to as phasediffusion model, is commonly used in the literature, 2 0 several other models of phase noise (e.g., the telegraphnoise model' 2 and the generalized jump model' 3 ) also attempt to describe the process of phase fluctuations in lasers. The various models of phase jumps in lasers are usually tested by their ability to predict the correct line shapes of these lasers. However, since the line shape is given by the Fourier transform of the field autocovariance function, it is actually based on the optical field second statistical moment; hence different phase-jump models can sometimes predict the same line shape.' 3 Measurement of the PDF of the intensity at the output of a twobeam interferometer may prove to be a more direct and accurate tool to develop and test models that describe the phase fluctuations in lasers.
SUMMARY
The probability-density function of the intensity at the output of a two-beam interferometer has been described over the full range of interferometer operation, from coherent to incoherent regimes and from in-phase to inquadrature and out-of-phase settings. In the coherent regime the PDF depends on the interferometer setting and the laser phase noise but is significantly modified by laser intensity noise, detector thermal noise, and the bandwidth limits of the detector. In the incoherent regime the dependence on the interferometer setting vanishes. The experimental results are in close agreement with a numerical simulation for which we take the phase noise to be a Wiener process and add Gaussian thermal and intensity noise before passing the sum process through a low-pass filter representing the rf bandwidth constraint imposed by the detection system. An analytical model, which accounts for only the laser phase noise and for which an infinite detector bandwidth is assumed, describes the general features of the observed distributions so long as the detection-system bandwidth is considerably larger than the laser linewidth.
These results enable one to predict noise-distributiondependent quantities such as error probabilities in digital systems corrupted by PIIN. PDF measurements of various lasers can be used to gain insight into the physical process of phase jumps in lasers and to develop accurate statistical models for these phase jumps. Two issues that need further study are the exact shapes of the tails of the PDF's and the effect of the relaxation oscillations when their frequency is within the system rf bandwidth.
