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Chapter 1
Introduction
The present work on probability theory is an outgrowth of the constructive analysis in
[Bishop 1967] and [Bishop and Bridges 1985].
Perhaps the simplest explanation of constructive mathematics is by way of focusing
on the following two commonly used theorems. The first, the principle of finite search,
states that, given a finite sequence of 0-or-1 integers, either all members of the sequence
are equal to 0, or there exists a member which is equal to 1. We use this theoremwithout
hesitation because, given the finite sequence, a finite search would determine the result.
The second theorem, which we may call the principle of infinite search, states that,
given an infinite sequence of 0-or-1 integers, either all members of the sequence are
equal to 0, or there exists a member which is equal to 1. The name “infinite search”
is perhaps unfair, but it brings into sharp focus that the computational meaning of
this theorem is not clear. The theorem is tantamount to an infinite loop in computer
programming.
Most mathematicians acknowledge the important distinction between the two theo-
rems, but regard the principle of infinite search as an expedient tool to prove theorems,
with the belief that theorems so proved can then be specialized to constructive theo-
rems, when necessary.
Contrary to this belief, many classical theorems proved directly or indirectly via the
principle of infinite search are actually equivalent to the latter, and, as such, can never
have a constructive proof. Oftentimes, not even the numerical meaning of the theorems
in question is clear.
We believe that, for the constructive formulations and proofs of even the most ab-
stract theorems, the easiest way is a disciplined and systematic approach, by using only
finite searches and by quantifying mathematical objects and theorems at each and ev-
ery step, with natural numbers as a starting point. The above cited references show that
this approach is not only possible, but fruitful.
It should be emphasized that we do not claim that theorems whose proofs require
the principle of infinite search are untrue or incorrect. They are certainly correct and
consistent derivations from commonly accepted axioms. There is indeed no reason why
we cannot discuss such classical theorems alongside their constructive counterparts.
The term “non-constructive mathematics” is not meant to be pejorative. We will use,
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in its place, the more positive term “classical mathematics”.
Moreover, it is a myth that constructivists use a different system of logic. The only
logic we use is everyday logic; no formal language is needed. The present author con-
siders himself a mathematician who is neither interested in, nor equipped to comment
on, the formalization of mathematics, classical or constructive.
Since a constructively valid argument is also correct from the classical view point, a
reader of the classical persuasion should have no difficulties understanding our proofs.
Proofs using only finite searches are surely agreeable to any reader who is accustomed
to infinite searches.
Indeed, the author would consider the present book a success if the reader, but for
this introduction and occasional remarks in the text, finishes reading without realiz-
ing that this is a constructive treatment. At the same time, we hope that a reader of
the classical persuasion might consider the more disciplined approach of constructive
mathematics for his or her own research an invitation to a challenge.
We hasten to add that we do not think that finite computations in constructive math-
ematics are the end. We would prefer a finite computation with n steps to one with n!
steps. We would be happy to see a systematic and general development of mathematics
which is not only constructive, but also computationally efficient. That admirable goal
will however be left to abler hands.
Probability theory, rooted in applications, can naturally be expected to be construc-
tive. Indeed, the crowning achievements of probability theory — the laws of large
numbers, the central limit theorems, the analysis of Brownian Motion processes and
their stochastic integrals, and that of Levy processes, to name just a few — are exem-
plars of constructive mathematics. Kolmogorov, the grandfather of modern probability
theory, actually took an interest in the formalization of general constructive mathemat-
ics.
On the other hand, many a theorem in modern probability actually implies the prin-
ciple of infinite search. The present work attempts a systematic constructive develop-
ment. Each existence theorem will be a construction. The input data, the construction
procedure, and the output objects are the essence and integral parts of the theorem. In-
cidentally, by inspecting each step in the procedure, we can routinely observe how the
output varies with the input. Thus a continuity theorem in epsilon-delta terms routinely
follows an existence theorem. For example, we will construct a Markov process from a
given semigroup, and prove that the resulting Markov process varies continuously with
the semigroup, in epsilon-delta terms often derived from the Borell-Cantelli lemma.
The reader with the probability literature will notice that our constructions resem-
ble Kolmogorov’s construction of the Brownian motion process, which is replete with
Borel-Cantelli estimates and rates of convergence. This is in contrast to popular proofs
of existence via Prokhorov’s Theorem. The reader can regard Part III of this book,
Chapters 6-11, the part on stochastic processes, as an extension of Kolmogorov’s con-
structive methods to stochastic processes: Danielle-Kolmogorov-Skorokhod construc-
tion of random fields, measurable random fields, a.u. continuous processes, a.u. càdlàg
processes, martingales, strong Markov processes, and Feller processes, all with locally
compact state spaces.
Such a systematic, constructive, and general treatment of stochastic processes, we
believe, has not previously been attempted.
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The purpose of this book is twofold. A student with a general mathematics back-
ground can use it at the first-year graduate-school level can use it as an introduction to
probability or to constructive mathematics, and an expert in probability can use it as a
reference for further constructive development in his or her own research specialties.
Part II of this book, Chapters 3-5, is a re-packaging and expansion of the measure
theory in [Bishop and Bridges 1985]. This is so we can have a self-contained probabil-
ity theory in terms familiar to probabilists.
For expositions of constructive mathematics, see the first chapters of the last cited
reference. See also [Richman 1982] and [Stolzenberg 1970]. We give a synopsis in the
next chapter, along with basic notations and terminologies.
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Chapter 2
Preliminaries
Natural numbers
We start with the natural numbers as known in elementary schools. All mathematical
objects are constructed from natural numbers, every theorem ultimately a calculation
on the natural numbers. From natural numbers are constructed the integers and the
rational numbers, along with the arithmetical operations, in the manner taught in ele-
mentary schools.
We claim to have a natural number only when we have provided a finite method to
calculate it, i.e. to find its decimal representation. This is the fundamental difference
from classical mathematics, which requires no such finite method; an infinite procedure
in a proof is considered just as good in classical mathematics.
The notion of a finite natural number is so simple and so immediate that no attempt
is needed to define them in even simpler terms. A few examples would suffice as clar-
ification: 1,2,3 are natural numbers. So are 99 and 99
9
; the multiplication method will
give, at least in principle, their decimal expansion in a finite number of steps. On the
other hand, the “truth value” of a particular mathematical statement is a natural number
only if a finite method has been supplied which, when carried out, would conclusively
prove or disprove the statement.
Calculations and theorems
An algorithm or a calculation means any finite, step-by-step procedure. A mathemati-
cal object is defined when we specify the calculations that need to be done to produce
this object. We say that we have proved a theorem if we have provided a step-by-step
method that translates the calculations doable in the hypothesis to a calculation in the
conclusion of the theorem. The statement of the theorem is merely a summary of the
algorithm contained in the proof.
Although we do not, for good reasons, write mathematical proofs in a computer
language, the reader would do well to compare constructive mathematics to the devel-
opment of a large computer software library, successive objects and library functions
13
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being built from previous ones, each with a guarantee to finish in a finite number of
steps.
Proofs by contradiction
There is a trivial form of proofs by contradiction which is valid and useful in construc-
tive mathematics. Suppose we have already proved that one of two given alternatives, A
and B, must hold, meaning that we have given a finite method, which, when unfolded,
gives either a proof for A or a proof for B. Suppose subsequently we also prove that A
is impossible. Then we can conclude that we have a proof of B; we need only exercise
said finite method, and see that the resulting proof is for B.
Recognizing non-constructive theorems
Consider the simple theorem “if a is a real number, then a≤ 0 or 0< a”, which may be
called the principle of excluded middle for real numbers. We can see that this theorem
implies the principle of infinite search by the following argument. Let (x)i=1,2,... be any
given sequence of 0-or-1 integers. Define the real number a=∑∞i=1 xi2
−i. If a≤ 0, then
all members of the given sequence are equal to 0; if 0< a, then some member is equal
to 1. Thus the theorem implies the principle of infinite search, and therefore cannot be
constructively valid.
Any theorem that implies this limited principle of excluded middle cannot have a
constructive proof. This observation provides a quick way for the constructive ana-
lyst to recognize certain theorems as nonconstructive. Then we can proceed to find
constructive substitutes.
For the aforementioned principle of excludedmiddle of real numbers itself, a useful
constructive substitute is the theorem “if a is a real number, then, for arbitrarily small
ε > 0, we have a < ε or 0 < a”. Heuristically, this is a recognition that a general real
number a can be computed with arbitrarily small, but nonzero, error.
Prior knowledge
We assume that the reader of this book has familiarity of calculus and metric spaces,
and has had an introductory course in probability theory at the level of [Feller I 1971,
Feller] or [Ross 2003, Ross]. We recommend prior reading of the first four chapters
of [Bishop and Bridges 1985], which contain the basic treatment of the real numbers,
set theory, and metric spaces. We will also require some rudimentary knowledge of
complex numbers and complex analysis.
The reader should have no difficulty in switching back and forth between construc-
tive mathematics and classical mathematics, any more than in switching back and forth
between classical mathematics and computer programming. Indeed, the reader is urged
to read, concurrently with this book if not before, the many classical texts in probabil-
ity.
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Notations and conventions
If x,y are mathematical objects, we write x ≡ y to mean “x is defined as y”, “x, which
is defined as y”, “x, which has been defined earlier as y”, or any other grammatical
variation depending on the context.
Numbers
Unless otherwise indicated, N,Q, and R will denote the set of integers, the set of ratio-
nal numbers in the decimal or binary system, and the set of real numbers respectively.
We will also write {1,2, · · ·} for the set of positive integers. The set R is equipped with
the Euclidean metric. Suppose a,b,ai ∈ R for i=m,m+1 · · · for some m ∈ N. We will
write limi→∞ ai for the limit of the sequence am,am+1, · · · if it exists, without explicitly
referring to m. We will write a∨b,a∧b,a+,a− for max(a,b),min(a,b),a∨0,a∧0 re-
spectively. The sum ∑ni=m ai ≡ am+ · · ·+an is understood to be 0 if n<m. The product
∏ni=m ai ≡ am · · ·an is understood to be 1 if n<m. Suppose ai ≥ 0 for i= m,m+1 · · · .
We write ∑∞i=m ai < ∞ if and only if ∑
∞
i=m |ai|< ∞, in which case ∑∞i=m ai is taken to be
limn→∞ ∑ni=m ai . In other words, unless otherwise specified, convergence of a series of
real numbers means absolute convergence.
Sets and functions
In general, a set is a collection of objects equipped with an equality relation. To define
a set is to specify how to construct an element of the set, and how to prove that two
elements are equal. A set is also called a family.
The usual set-theoretic notations are used. Let two subsets A and B of a set Ω be
given. We will write A∪B for the union, and A∩B or AB for the intersection. We
write A⊂ B if each member ω of A is a member of B. We write A⊃ B for B⊂ A, The
set-theoretic complement of a subset A of the set Ω is defined as the set {ω ∈Ω : ω ∈
A implies a contradiction}. We write ω /∈ A if ω ∈ A implies a contradiction. The set Ω
is said to be discrete if, for each ω ,ω ′ ∈Ω either (i) ω = ω ′ or (ii) the assumption that
ω = ω ′ leads to a contradiction. Given a set Ω, the subset φ defined as the set-theoretic
complement of Ω and is called the empty set. The notion of a set-theoretic complement
is otherwise rarely used in the present book. Instead, we will use heavily the notions
of a metric complement or a measure-theoretic complement, to be defined later.
Suppose A,B are sets. A finite, step by step, method X which produces an element
X(x)∈B given any x∈A is called an operation from A to B. The element X(x) need not
be unique. Two different applications of the operation X with the same input element
x can produce different outputs. An example of an operation is [·]1, which assigns to
each a ∈ R an integer [a]1 ∈ (a,a+ 2). This operation is a substitute of the classical
operation [·], and will be used frequently in the present work.
Suppose Ω,Ω′ are sets. Suppose X is an operation which, for each ω in some non-
empty subset A of Ω, constructs a unique member X(ω) in Ω′. Then the operation X
is called a function from Ω to Ω′, or simply a function on Ω. The subset A is called the
domain of X . A function is also called a mapping. We then write X : Ω→Ω′, and write
domain(X) for the set A. Thus a function X is an operation which has the additional
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property that if ω1 = ω2 in domain(X), then X(ω1) = X(ω2) in Ω′. The non-empty
domain(X) is not required to be the whole set Ω. This is convenient when we work
with functions defined only almost everywhere, in a sense to be made precise later.
Separately, we sometimes use the expression ω → X(ω) for the a function X whose
domain is understood. For example, the expression ω → ω2 stands for the function
X : R→ R defined by X(ω)≡ ω2 for each ω ∈ R.
Let X : Ω→Ω′ be a function, and let A be a subset of Ω such that A∩domain(X) is
non-empty. Then the restriction X |A of X to A is defined as the function from A to Ω′
with domain(X |A) ≡ A∩ domain(X) and (X |A)(ω) for each ω ∈ domain(X |A). The
set
B≡ {ω ′ ∈Ω′ : ω ′ = X(ω) f or someω ∈ domain(X)}
is called the range of the function X , and is denoted by range(X).
A function X : A→ B is called a surjection if range(X) = B; in that case, there
exists an operation Y : B→ A, not necessarily a function, such that X(Y (b)) = b for
each b ∈ B. The function X is called an injection if for each a,a′ ∈ domain(X) with
X(a) = X(a′) we have a= a′. It is called a bijection if domain(X) = A and if X is both
a surjection and an injection.
Let X : B→ A be a surjection with domain(X) = B. Then the triple (A,B,X) is
called an indexed set. In that case, we write Xb ≡ X(b) for each b ∈ B. We will, by
abuse of notations, call A or {Xb : b ∈ B} an indexed set, and write A ≡ {Xb : b ∈ B}.
We will call B the index set, and say that A is indexed by the members b of B.
A set A is said to be finite if there exists a bijection v : {1, · · · ,n} → A, for some
n ≥ 1, in which case we write |A| ≡ n and call it the size of A. We will then call v
an enumeration of the set A, and call the pair (A,v) an enumerated set. When the
enumeration v is understood from context, we will abuse notations and simply call the
set A≡ {v1, · · · ,vn} an enumerated set.
A set A is said to be countable if there exists a surjection v : {1,2, · · ·}→ A. A set A
is said to be countably infinite if there exists a bijection v : {1,2, · · ·}→A. We will then
call v an enumeration of the set A, and call the pair (A,v) an enumerated set. When the
enumeration v is understood from context, we will abuse notations and simply call the
set A≡ {v1,v2, · · · } an enumerated set.
Suppose X : Ω → Ω′ and X ′ : Ω′ → Ω′′ are such that the set A defined by A =
{ω ∈ domain(X) : X(ω) ∈ domain(X ′)} is non-empty. Then the composite function
X ′ ◦X : Ω →Ω′′ is defined to have domain(X ′ ◦X) = A and (X ′ ◦X)(ω) = X ′(X(ω))
for ω ′ ∈ A. The alternative notations X ′(X) will also be used for X ′ ◦X .
Henceforth, unless otherwise indicated, we write X(ω) only with the implicit con-
dition that ω ∈ domain(X).
Two functions X ,Y are considered equal, X = Y in symbols, if
domain(X) = domain(Y)
and X(ω) = Y (ω) for each ω ∈ domain(X). When emphasis is needed, this equality
will be referred to as the set-theoretic equality, in contradistinction to almost every-
where equality, to be defined later.
Let Ω be a set and let n ≥ 1 be arbitrary integer. A function ω : {1, · · · ,n} →
Ω which assigns to each i ∈ {1, · · · ,n} an element ω(i) ≡ ωi ∈ Ω is called a finite
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sequence of elements in Ω. A function ω : {1,2, · · · ,} → Ω which assigns to each
i ∈ {1,2, · · ·} an element ω(i) ≡ ωi ∈ Ω is called an infinite sequence of elements in
Ω. We will then write ω ≡ (ω1, · · · ,ωn) ≡ or (ωi)i=1,··· ,n, in the first case, and write
(ω1,ω2, · · · ) or (ωi)i=1,2,··· ,, in the second case, for the sequence ω . If, in addition, j
is a sequence of integers in domain(ω), with that jk < jh for each k < h in domain( j),
then the sequenceω ◦ j : domain( j)→Ω is called a subsequence of ω . Throughout this
book, we will write a subscripted symbol ab interchangeably with a(b) to lessen the
burden on subscripts. Thus, ab(c) stands for of abc . Similarly, ω jk ≡ω j(k) ≡ω( j(k)) for
each k∈ domain( j), and we write (ω j(1),ω j(2), · · · ) or (ω j(k))k=1,2,···, or simply (ω j(k)),
for the subsequence when the domain of j is clear. If (ω1, · · · ,ωn) is a sequence, we
will write {ω1, · · · ,ωn} for the range of ω . Thus an element ω0 ∈Ω is in {ω1, · · · ,ωn}
if and only if there exists i= 1, · · · ,n such that ω0 = ωi.
Suppose (ωi)i=1,2,··· , and (ω ′i )i=1,2,··· , are two infinite sequences. We will write
(ωi,ω
′
i )i=1,2,··· for the merged sequence (ω1,ω
′
1,ω2,ω
′
2, · · · ). Similar notations for sev-
eral sequences.
Let (Ωn)n=0,1,··· be a sequence of non-empty sets. Consider any 0≤ n ≤ ∞, i.e n is
a non-negative integer or the symbol ∞. We will let Ω(n) denote the Cartesian product
∏nj=0 Ω j. Consider 0 ≤ k < ∞ with k ≤ n. The coordinate function pik is the function
with domain(pik) = Ω(n) and pik(ω0,ω1, · · · ) = ωk. If Ωn = Ω for each n ≥ 0, then
we will write Ωn for Ω(n) for each n ≥ 0. Let X be a function on Ωk and let Y be a
function on Ω(k). When confusion is unlikely, we will use the same symbol X also for
the function X ◦pik on Ω(n), which depends only on the k-th coordinate. Likewise we
will use Y also for the functionY ◦(pi0, · · · ,pik) on Ω(n), which depends only on the first
k+ 1 coordinates. Thus every function on Ωk or Ω(k) is identified with a function on
Ω(∞). Accordingly, sets of functions on Ωk,Ω(k) are regarded also as sets of functions
on Ω(n).
Let M the family of all real-valued functions on Ω, equipped with the set-theoretic
equality for functions. Suppose X ,YεM and suppose f is a function on R×R such that
the set
D≡ {ω ∈ domain(X)∩domain(Y) : (X(ω)Y (ω)) ∈ domain( f )}
is non empty. Then f (X ,Y ) is defined as the function with domain( f (X ,Y )) ≡ D and
f (X ,Y )(ω)≡ f (X(ω),Y (ω)) for each ω ∈D. The definition extends to a sequence of
functions in the obvious manner. Suppose (Xi)i=m,m+1,··· is a sequence in F . Suppose
the set
D≡ {ω ∈ ∩∞i=mdomain(Xi) :
∞
∑
i=m
|Xi(ω)|< ∞}
is non-empty, then ∑∞i=mXi is defined as the function with domain(∑
∞
i=mXi) ≡ D and
with value ∑∞i=mXi(ω) for each ω ∈ D. Unless otherwise specified, convergence for
series means absolute convergence.
SupposeX ,YεM and A is a subset ofΩ, and suppose a∈R. We say X ≤Y on A if (i)
A∩domain(X)= A∩domain(Y) and (ii) X(ω)≤Y (ω) for each ω ∈A∩domain(X). If
X ≤Y onΩ we will simply write X ≤Y . Thus X ≤Y implies domain(X)= domain(Y).
We write X ≤ a if X(ω)≤ a for each ω ∈ domain(X). We will write
(X ≤ a)≡ {ω ∈ domain(X) : X(ω)≤ a}.
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We make similar definitions when the relation ≤ is replaced by <,≥,>, or =. We say
X is non-negative if X ≥ 0.
Suppose a ∈ R. We will abuse notations and write a also for the constant function
X with domain(X) = Ω and with X(ω) = a for each ω ∈ domain(X).
Let X be a function on the product set Ω′×Ω′′. Let ω ′ ∈Ω′ be such that (ω ′,ω ′′)∈
domain(X) for some ω ′′ ∈Ω′′. Define the function X(ω ′, ·) on Ω′′ by
domain(X(ω ′, ·))≡ {ω ′′ ∈Ω′′ : (ω ′,ω ′′) ∈ domain(X)}
FormX(ω ′, ·)(ω ′′)≡X(ω ′,ω ′′). Similarly, let ω ′′ ∈Ω′′ be such that (ω ′,ω ′′)∈ domain(X)
for some ω ′ ∈Ω′. Define the function X(·,ω ′′) on Ω′ by
domain(X(·,ω ′′))≡ {ω ′ ∈Ω′ : (ω ′,ω ′′) ∈ domain(X)}.
and X(·,ω ′′)(ω ′)≡ X(ω ′,ω ′′). Given a function X on the Cartesian product Ω′×Ω′′×
·· ·×Ω(n), for each (ω ′,ω ′′, · · · ,ω(n)) ∈ domain(X), we define similarly the functions
X(·,ω ′′,ω ′′′, · · · ,ω(n)), X(ω ′, ·,ω ′′′, · · · ,ω(n)), · · · ,X(ω ′,ω ′′, · · · ,ω(n−1), ·) on the sets
Ω′,Ω′′, · · · ,Ω(n) respectively.
Let M′,M′′ denote the families of all real-valued functions on two sets Ω′,Ω′′ re-
spectively, and let L′′ be a subset ofM′. Suppose
T : Ω′×L′′→ R (2.0.1)
is a real-valued function. We can define a function
T ∗ : L′′→M′
with
domain(T∗)≡ {X ′′ ∈ L′′ : domain(T (·,X ′′)) is non-empty}
and by T ∗(X ′′)≡ T (·,X ′′). When there is no risk of confusion, we write T also for the
function T ∗, TX ′′ for T (·,X ′′), and write
T : L′′→M′
interchangeably with the expression (2.0.1). Thus the duality
T (·,X ′′)(ω ′)≡ T (ω ′,X ′′)≡ T (ω ′, ·)(X ′′). (2.0.2)
Metric spaces
We recommend prior reading of the first four chapters of [Bishop and Bridges 1985],
which contain the basic treatment of the real numbers, set theory, and metric spaces.
We will use without comment theorems about metric spaces and continuous functions
from these chapters. The definitions and notations, with few exceptions, are familiar to
readers of classical texts. A summary of these definitions follows.
Let (S,d) be a metric space. If J is a subset of S, its metric complement is the set
{x ∈ S : d(x,y)> 0 for all y ∈ J}, Unless otherwise specified, Jc will denote the metric
complement of J. A condition is said to hold for all but countably manymembers of S
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if it holds for each member in the metric complement Jc of some countable subset J of
S.We will say that two elements x,y ∈ S are unequal, and write x 6= y, if d(x,y)> 0.
We will call a subset A of S metrically discrete if, for each x,y ∈ A we have x = y
or d(x,y)> 0. Classically each subset A of S is metrically discrete.
Let ( fn)n=1,2,··· be a sequence of functions from a set Ω to S such that the set
D≡ {ω ∈ ∪∞n=1∩∞i=n domain( fi) : lim
i→∞
fi(ω) exists in S}
is non-empty, then limi→∞ fi is defined as the function with domain(limi→∞ fi)≡D and
with value limi→∞ fi(ω) for each ω ∈ D. We emphasize that limi→∞ fi is well defined
only if it can be shown that D is non-empty. Note that for each ω ∈D, the value fi(ω)
is defined in S for each i≥ n for some n≥ 1, but not necessary for any i< n.
A function f : S→ S′ is said to be uniformly continuous on a subset A⊂ domain( f ),
relative to the metrics d,d′ on S,S′ respectively, if there exists an operation δ : (0,∞)→
(0,∞) such that d′( f (x), f (y)) < ε for each x,y ∈ A with d(x,y) < δ (ε). When there
is need to be precise as to the metrics d,d′, we will say that f : (S,d)→ (S′,d′) is
uniformly continuous on A. The operation δ is called a modulus of continuity of f on
A. If there exists a coefficient c≥ 0 such that d′( f (x), f (y)) ≤ cd(x,y) for all x,y ∈ A,
then the function f is said to be Lipschitz continuous on A, and the constant c is then
called a Lipschitz constant of f on . In that case, we will say simply that f has Lipschitz
constant c.
A metric space (S,d) is said to be totally bounded if, for each ε > 0, there exists
a finite subset A ⊂ S such that for each x ∈ S there exists y ∈ A with d(x,y) < ε . The
subset A is then called an ε-approximation of S. A compact metric space K is defined
as a complete and totally bounded metric space.
A subset A ⊂ S is said to be bounded if there exists x ∈ S and a > 0 such that
A⊂ (d(·,x)≤ a). A subset S′ ⊂ S is said to be locally compact if every bounded subset
of S′ is contained in some compact subset. The metric space (S,d) is said to be locally
compact if the subset S is locally compact. A function f : (S,d)→ (S′,d′) is said to be
continuous if domain( f ) = S and if it is uniformly continuous on each compact subset
K of S.
Suppose (Sn,dn)n=1,2,··· is a sequence of metric spaces. For each integer n ≥ 1,
define
d(n)(x,y)≡ (
n⊗
i=1
di)(x,y) ≡ (d1⊗·· ·⊗ dn)(x,y)≡
n∨
i=1
di(xi,yi)
for each x,y ∈∏ni=1 Si. Then (S(n),d(n))≡
⊗n
i=1(Si,di)≡ (∏ni=1 Si,
⊗n
i=1 di) is a metric
space called the product metric space of S1, · · · ,Sn. Define the infinite product metric⊗∞
i=1di on ∏
∞
i=1 Si by
d(∞)(x,y)≡ (
∞⊗
i=1
di)(x,y) ≡
∞
∑
i=1
2−i(1∧di(xi,yi))
for each x,y ∈∏∞i=1 Si. Define the infinite product metric space
(S(∞),d(∞))≡
∞⊗
i=1
(Si,di)≡ (
∞
∏
i=1
Si,
∞⊗
i=1
di).
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Suppose, in addition, (Sn,dn) is a copy of the same metric space (S,d) for each n≥ 1.
Then we simply write (Sn,dn) ≡ (S(n),d(n)) and (S∞,d∞) ≡ (S(∞),d(∞)). Thus, in this
case,
d(x,y)≡
n∨
i=1
d(xi,yi)
for each x= (x1, · · · ,xn),y= (y1, · · · ,yn) ∈ Sn, and
d∞(x,y)≡
∞
∑
i=1
2−i(1∧di(xi,yi)).
for each x= (x1,x2, · · · ),y= (y1,y2, · · · ) ∈ S∞.
If, in addition, (Sn,dn) is locally compact for each n ≥ 1, then the finite product
space (S(n),d(n)) is locally compact for each n ≥ 1, while the infinite product space
(S(∞),d(∞)) is complete but not necessarily locally compact. If (Sn,dn) is a compact for
each n≥ 1, then both the finite and infinite product spaces are compact.
Suppose (S,d) is a metric space. We will write Cu(S,d), or simply Cu(S), for
the space of real-valued functions functions on (S,d) with domain( f ) = S which are
uniformly continuous on each bounded subset of S. We will write Cub(S,d), or simply
Cub(S), for the subspace ofCu(S) whose members are bounded. Let x◦ be an arbitrary,
but fixed, reference point in (S,d). A continuous function f on (S,d) is then said
to vanish at infinity if, for each ε > 0, there exists a > 0 such that | f | ≤ ε for each
x ∈ S with d(x,x◦) > a. Write C0(S,d), or simply C0(S), for the space of continuous
functions on (S,d) which vanish at infinity. A real-valued function f on S is said to
have a subset A⊂ S as support if x ∈ domain( f ) and | f (x)| > 0 together imply x ∈ A.
Then we also say that f is supported by A, or that A supports f . We will write C(S,d),
or simply C(S), for the subspace of Cu(S,d) whose members have bounded supports.
In the case where (S,d) is locally compact, C(S) consists of continuous functions on
(S,d) with compact supports. Summing up,
C(S)⊂C0(S)⊂Cub(S)⊂Cu(S).
Suppose a subset A of R is nonempty. A number b ∈ R is called a lower bound of
A, and A said to bounded from below, if b≤ a for each a ∈ A. A lower bound b of A is
called the greatest lower bound, or infimum, of A if b ≥ b′ for each lower bound b′ of
A. In that case, we write infA≡ b.
Similarly, a number b ∈ R is called an upper bound of A, and A said to be bounded
from above, if b ≥ a for each a ∈ A. An upper bound b of A is called the least upper
bound, or supremum, of A if b≤ b′ for each upper bound b′ of A. In that case, we write
supA≡ b.
There is no constructive general proof for the existence of an infimum for an sub-
set of R that is bounded from below. Existence needs to be proved before each usage for
each special case, much as in the case of limits. In that regard, [Bishop and Bridges 1985]
proves that, if a non-empty subset A of R is totally bounded, then both infA and supA
exist.
Suppose f is a continuous function on a compact metric space (K,d). Then the last
cited text proves that infK f ≡ inf{ f (x) : x ∈ K} and supK f ≡ sup{ f (x) : x ∈ K} exist.
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Miscellaneous
The symbols⇒,⇐, and⇔ will in general stand for “only if”, “if”, and “if and only
if” respectively. An exception will be made where the symbol ⇒ is used for weak
convergence, defined later. The intended meaning will be clear from context.
We will often write “x,y, · · · ,z ∈ A” as an abbreviation for “{x,y, · · · ,z} ⊂ A”.
Unless it is otherwise indicated by context, the symbols i, j,k,m,n, p will denote
integers, the symbols a,b will denote real numbers, and the symbols ε,δ positive real
numbers. For example the statement “for each i≥ 1” will mean “for each integer i≥ 1”.
Suppose (an)n=1,2,··· is a sequence of real numbers. Then an→ a stands for limn→∞ an =
a. We write an ↑ a if (an) is a nondecreasing sequence and an→ a. Similarly, we write
an ↓ a if (an) is a nonincreasing sequence and an → a. More generally, suppose f is a
function on some subset A⊂ R. Then f (x)→ a stands for limx→x0 f (x) = a where x0
can stand for a real number or for one of the symbols ∞ or −∞.
We use the common “big O” and “small o” notation. Suppose f and g are functions
on some subset A ⊂ R. Let x0 stand for a real number or for one of the symbols ∞ or
−∞. If for some c > 0, we have | f (x)| ≤ c|g(x)| for all x ∈ A in some neighborhood
B of x0, then we write f (x) = O(g(x)). If for each c > 0, we have | f (x)| ≤ c|g(x)|
for each x ∈ A in some neighborhood B of x0, then we write f (x) = o(g(x)). A subset
B⊂ R is a neighborhood of x0 if there exists an open interval (a,b) such that either (i)
x0 ∈ (a,b), (ii) b= x0 = ∞, or (iii) a= x0 =−∞.
Finally, we use the symbol to mark the end of a proof or a definition.
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Chapter 3
Partitions of Unity
In the Introduction, we summarized the basic concepts and theorems about metric
spaces from [Bishop and Bridges 1985]. Locally compact metric spaces were intro-
duced. They can be regarded as a simple, but wide ranging, generalization of the real
line. Most, if not all, metric spaces in the present book are locally compact.
In the present chapter, we will define binary approximations and partitions of unity
for a locally compact metric space (S,d). Roughly speaking, a binary approximation is
a digitization of (S,d), a generalization of the binary numbers which digitize the space
R of real numbers. A partition of unity is then a sequence in C(S,d) which serves as
a basis for C(S,d) in the sense that each f ∈ C(S,d) can be approximated by linear
combinations of members in the partition of unity.
We first cite a theorem from [Bishop and Bridges 1985] which guarantees an abun-
dance of compact subsets.
Theorem 3.0.1. (Abundance of compact sets). Let f : K→ R be a continuous func-
tion on a compact metric space (K,d) with domain( f ) =K. Then, for all but countably
many real numbers α > infK f , the set ( f ≤ α)≡ {x ∈ K : f (x) ≤ α} is compact.
Proof. See Theorem (4.9) in Chapter 4 of [Bishop and Bridges 1985].
Classically, the set ( f ≤ α) is compact for each α ≥ infK f , without exception.
Such a general statement would however imply the principle of infinite search, and is
therefore nonconstructive. Theorem 3.0.1 above is sufficient for all our purposes.
Definition 3.0.2. (Convention for compact sets ( f ≤ a)). We hereby adopt the con-
vention that, if the compactness of the set ( f ≤ α) is required in a discussion, com-
pactness has been explicitly or implicitly verified, usually by proper prior selection of
the constant α , enabled by Theorem 3.0.1. 
The following corollary guarantees an abundance of compact neighborhoods of a
compact set.
Corollary 3.0.3. (Abundance of compact neighborhoods). Let (S,d) be a locally
compact metric space, and let K be a compact subset of S. Then the subset
Kr ≡ (d(·,K)≤ r)≡ {x ∈ S : d(x,K)≤ r}
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is compact for all but countably many r > 0.
Proof. Let n≥ 1 be arbitrary. Then Kn ≡ (d(·,K)≤ n) is a bounded set. Since (S,d) is
locally compact, there exists a compact set Sn such that Kn ⊂ Sn ⊂ S. The continuous
function f on (Sn,d) defined by f ≡ d(·,K) has infimum 0. Hence, by Theorem 3.0.1,
the set {x ∈ Sn : d(x,K)≤ r} is compact for all but countably many r> 0. On the other
hand, for all r < n we have
Kr = KrKn ⊂ KrSn = {x ∈ Sn : d(x,K)≤ r}.
Thus Kr is compact for all r ∈ (0,n)∩An, where An contains all but countably many
r > 0. Define A ≡ ⋂∞n=1An. Then A contains all but countably many r > 0. Now
let r ∈ (0,∞)∩ A be arbitrary. Then r ∈ (0,n)∩ An for some n ≥ 1, whence Kr is
compact.
Separately, the next elementary metric space lemma will be convenient.
Lemma 3.0.4. (If (S,d) is compact, then the subspace ofC(S∞,d∞)whose members
depend on finitely many coordinates is dense). Suppose (S,d) is a compact metric
space.
Let n≥ 1 be arbitrary. Define the truncation function j∗n : S∞ → S∞ by
j∗n(x1,x2, · · · )≡ (x1,x2, · · · ,xn,x◦,x◦, · · · )
for each (x1,x2, · · · ) ∈ S∞. Then j∗n ◦ j∗m = j∗n for each m≥ n. Let
L0,n ≡ { f ∈C(S∞,d∞) : f = f ◦ j∗n}. (3.0.1)
Let L0,∞ ≡
⋃∞
n=1L0,n. Then L0,n ⊂ L0,n+1. Moreover, the following holds.
1. L0,n and L0,∞ are linear subspaces of C(S
∞,d∞), and consist of functions which
depend, respectively, on the first n and on finitely many coordinates.
2. The subspace L0,∞ is dense in C(S
∞,d∞) relative to the supremum norm ‖·‖.
Specifically, let f ∈ C(S∞,d∞) be arbitrary, with a modulus of continuity δ f . Then
f ◦ j∗n ∈ L0,n. Moreover, for each ε > 0 we have
∥∥ f − f ◦ j∗n∥∥≤ ε if n>− log2(δ f (ε)).
In particular, if f has Lipschitz constant c> 0, then
∥∥ f − f ◦ j∗n∥∥≤ ε if n> log2(cε−1).
Proof. Let m ≥ n ≥ 1 and w ∈ S∞ be arbitrary. Then, for each (x1,x2, · · · ) ∈ S∞, we
have
j∗n( j
∗
m(x1,x2, · · · )) = j∗n(x1,x2, · · · ,xm,x◦,x◦, · · · )
= (x1,x2, · · · ,xn,x◦,x◦, · · · ) = j∗n(x1,x2, · · · ).
Hence j∗n ◦ j∗m = j∗n .
1. It is clear from the defining equality 3.0.1 that L0,n is a linear subspace of
C(S∞,d∞). Let f ∈ L0,n be arbitrary. Then f = f ◦ j∗n = f ◦ j∗n ◦ j∗m = f ◦ j∗m. Hence
f ∈ L0,m. Thus L0,n⊂ L0,m. Consequently, L0,∞ ≡
⋃∞
p=1L0,p is a union of a nondecreas-
ing sequence of linear subspaces of C(S∞,d∞), and is therefore also a linear subspace
ofC(S∞,d∞).
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2. Let f ∈ C(S∞,d∞) be arbitrary, with a modulus of continuity δ f . Let ε > 0 be
arbitrary. Suppose n > − log2(δ f (ε)). Then 2−n < δ f (ε). Let (x1,x2, · · ·) ∈ S∞ be
arbitrary. Then
d∞((x1,x2, · · · ), j∗n(x1,x2, · · · ))
= d∞((x1,x2, · · · ),(x1,x2, · · · ,xn,x◦,x◦, · · · ))
≡
n
∑
k=1
2−kd̂(xk,xk)+
∞
∑
k=n+1
2−kd̂(xk,x◦)≤ 0+ 2−n < δ f (ε),
where d̂ ≡ 1∧d. Hence
| f (x1,x2, · · · )− f ◦ j∗n(x1,x2, · · · )|< ε,
where (x1,x2, · · · ) ∈ S∞ is arbitrary. We conclude that ‖ f − f ◦ j∗n‖ ≤ ε , as alleged.
3.1 Binary Approximations
Let (S,d) be an arbitrary locally compact metric space. Then S has a countable dense
subset. A binary approximation, defined below in this section, is a structured and well-
quantified countable dense subset.
Recall that (i) |A| denotes the number of elements in an arbitrary finite set A, (ii)
a subset A of S is said to be metrically discrete if, for each y,z ∈ A, either y = z or
d(y,z)> 0, and (iii) a finite subset A of K ⊂ S is called an ε−approximation of K if for
each x ∈ K there exists y ∈ A with that d(x,y)< ε . Classically, each subset of (S,d) is
metrically discrete.

Definition 3.1.1. (Binary approximation and modulus of local compactness). Let
(S,d) be a locally compact metric space, with an arbitrary, but fixed, reference point x◦.
Let A0 ≡ {x◦} ⊂ A1 ⊂ A2 ⊂ ·· · be a sequence of metrically discrete and finite subsets
of S. For each n≥ 1, let κn ≡ |An|. Suppose
(d(·,x◦)≤ 2n)⊂
⋃
x∈A(n)
(d(·,x)≤ 2−n) (3.1.1)
and ⋃
x∈A(n)
(d(·,x) ≤ 2−n+1)⊂ (d(·,x◦)≤ 2n+1) (3.1.2)
for each n ≥ 1. Then the sequence ξ ≡ (An)n=1,2,··· of subsets is called a binary ap-
proximation for (S,d) relative to x◦, and the sequence of integers
‖ξ‖ ≡ (κn)n=1,2,··· ≡ (|An|)n=1,2,···
is called the modulus of local compactness of (S,d) corresponding to ξ .
Thus a binary approximation is an expanding sequence of 2−n-approximation for
(d(·,x◦)≤ 2n) as n→∞. The next proposition shows that the definition is not vacuous.

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First note that
⋃∞
n=1An is dense in (S,d) in view of relation 3.1.1. In the case where
(S,d) is compact, for n ≥ 1 so large that S = (d(·,x◦) ≤ 2n), relation 3.1.1 says that
we need at most κn points to make a 2−n-approximation of S. The number logκn is
thus a bound for Kolmogorov’s 2−n-entropy of the compact metric space (S,d), which
represents the informational content in a 2−n−approximation of S. (See [Lorentz 1966]
for a definition of ε-entropy).
Lemma 3.1.2. (Existence of metrically discrete ε-approximations). Let K be a
compact subset of the locally compact metric space (S,d). Let A0 be a metrically
discrete finite subset of K . Let ε > 0 be arbitrary. Then the following holds.
1. There exists a metrically discrete finite subset A1 of K such that (i) A0 ⊂ A1 and
(ii) A1 is an ε-approximation of K.
2. In particular, there exists a metrically discrete finite set A1 which is an ε-
approximation of K.
Proof. 1. Let A ≡ {y1, · · · ,ym} be an ε-approximation of K. We apply a weeding
procedure on A. Successively examine each yi ∈ A. Either (i) d(yi,x) > 0 for each
x ∈ A0, and d(yi,y j) > 0 for each j with 1 ≤ j ≤ i− 1, or (ii) d(yi,x) < ε for some
x ∈ A0 or d(yi,y j) < ε for some j with 1 ≤ j ≤ i− 1. In case (ii), discard the point yi
from A, decrease m by 1, relabel the thus-far surviving points as y1, · · · ,ym, redefine
A ≡ {y1, · · · ,ym}, and repeat the procedure. Observe that, after at most m steps, each
surviving member in the set A, if any, is of positive distance to each member of A0, and
is of positive distance to any other surviving member of A. Now define A1 ≡ A0∪A. In
view of the above observation , the set A0∪A is metrically discrete. In other words, A1
is metrically discrete.
Let B be the set of discarded points. Let y ∈ K be arbitrary. Since A∪B is equal
to the original ε-approximation of K, we see that y is of distance less than ε to some
member of A, or it is of distance less than ε to some member of B. At the same time,
each member of B is of distance less than ε to some members of A0∪A, according to
condition (ii). Hence, in either case, y is of distance less than 2ε to some members
of A0 ∪ A, thanks to the triangle inequality. We conclude that A1 ≡ A0 ∪A is a 2ε-
approximation of K. Assertion 1 has been proved.
2. Assertion 2 is a special case of Assertion 1 by taking A0 ≡ φ .
Proposition 3.1.3. (Existence of binary approximations). Each locally compact met-
ric space (S,d) has a binary approximation.
Proof. Let x◦ ∈ S be an arbitrary, but fixed, reference point. Proceed inductively on
n ≥ 1 to construct a metrically discrete and finite subset An of S to satisfy relations
3.1.1 and 3.1.2.
Let n ≥ 0 be arbitrary. Let A0 ≡ {x◦}. Suppose the set An has been constructed
for some n≥ 0, such that, if n≥ 1, then (i) An is metrically discrete and finite, and (ii)
relations 3.1.1 and 3.1.2 are satisfied. Proceed to construct An+1.
To that end, write ε ≡ 2−n−2, and take any r ∈ [2n+1,2n+1+ ε) such that
K ≡ (d(·,x◦)≤ r)
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is compact. This is possible in view of Corollary 3.0.3. If n = 0, then An ≡ φ ⊂ K
trivially. If n≥ 1, then, according to the induction hypothesis, An is metrically discrete,
and by relation 3.1.2, we have
An ⊂
⋃
x∈A(n)
(d(·,x)≤ 2−n+1)⊂ (d(·,x◦)≤ 2n+1)⊂ K.
Hence we can apply Lemma 3.1.2 to construct a 2−n−1 approximationAn+1 of K which
is metrically discrete and finite. We conclude that
(d(·,x◦)≤ 2n+1)⊂ K ⊂
⋃
x∈A(n+1)
(d(·,x)≤ 2−n−1)
proving relation 3.1.1 for n+ 1.
Now let
y ∈
⋃
x∈A(n+1)
(d(·,x) ≤ 2−n)
be arbitrary. Then d(y,x)≤ 2−n for some x ∈ An+1 ≡ An∪A⊂ K. Therefore
d(x,x◦)≤ r < 2n+1+ ε.
Consequently
d(y,x◦)≤ 2−n+ 2n+1+ ε ≡ 2−n+ 2n+1+ 2−n−2 ≤ 2n+2.
Thus ⋃
x∈A(n+1)
(d(·,x)≤ 2−n)⊂ (d(·,x◦)≤ 2n+2),
proving relation 3.1.2 for n+ 1. Induction is completed. Thus the sequence ξ ≡
(An)n=1,2,··· satisfies all the conditions in Definition 3.1.1 to be a binary approxima-
tion of (S,d).
Definition 3.1.4. (Finite product and power of binary approximations). Let n ≥ 1
be arbitrary. For each i = 1, · · · ,n, let (Si,di) be a locally compact metric space, with
a reference point xi,◦ ∈ Si and with a binary approximation ξi ≡ (Ai,p)p=1,2,··· relative
to xi,◦. Let (S(n),d(n)) ≡ (∏ni=1 Si,
⊗n
i=1 di) be the product metric space, with x
(n)
◦ ≡
(x1,◦, · · · ,xn,◦) designated as the reference point in (S(n),d(n)).
For each p≥ 1, let A(n)p ≡A1,p×·· ·×An,p. The next lemma proves that (A(n)p )p=1,2,···
is a binary approximation of (S(n),d(n)) relative to x(n)◦ . We will call ξ (n)≡ (A(n)p )p=1,2,···
the product binary approximation of ξ1, · · · ,ξn, and write ξ (p) ≡ ξ1 ⊗ ·· · ⊗ ξp. If
(Si,di) = (S,d) for some locally compact metric space, with xi,◦ = x◦ and ξi = ξ for
each i= 1, · · · ,n, we will call ξ (n) the n-th power of ξ , and write ξ n ≡ ξ (n). 
Lemma 3.1.5. (Finite product binary approximation is indeed a binary approx-
imation). Use the assumptions and notations in Definition 3.1.4. Then ξ (n) is in-
deed a binary approximation of (S(n),d(n)) relative to x
(n)
◦ . Let ‖ξi‖ ≡ (κi,p)p=1,2,··· ≡
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(|Ai,p|)p=1,2,··· be the modulus of local compactness of (Si,di) corresponding to ξi, for
each i= 1, · · · ,n. Let
∥∥∥ξ (n)∥∥∥ be the modulus of local compactness of (S(n),d(n)) corre-
sponding to ξ (n). Then
∥∥∥ξ (n)∥∥∥= (∏ni=1 κi,p)p=1,2,···.
In particular, if ξi ≡ ξ for each i = 1, · · · ,n, for some binary approximation ξ of
some locally compact metric space (S,d), then ‖ξ n‖= (κnp)p=1,2,···.
Proof. Recall that A(n)p ≡ A1,p×·· ·×An,p for each p≥ 1. Hence A(n)1 ⊂ A(n)2 ⊂ ·· · .
1. Let p≥ 1 be arbitrary. Let
x≡ (x1, · · · ,xn),y≡ (y1, · · · ,yn) ∈ A(n)p ≡ A1,p×·· ·×An,p
be arbitrary. For each i = 1, · · · ,n, because (Ai,q)q=1,2,··· is a binary approximation,
the set Ai,p is metrically discrete. Hence either (i) xi = yi for each i = 1, · · · ,n, or (ii)
di(xi,yi)> 0 for some i= 1, · · · ,n. In case (i) we have x= y. In case (ii) we have
d(n)(x,y)≡
n∨
j=1
d j(x j,y j)≥ di(xi,yi)> 0.
Thus A(n)p is metrically discrete.
2. Next note that
(d(n)(·,x(n)◦ )≤ 2p)≡ {(y1, · · · ,yn) ∈ S(n) :
n∨
i=1
di(yi,xi,◦)≤ 2p}
=
n⋂
i=1
{(y1, · · · ,yn) ∈ S(n) : di(yi,xi,◦)≤ 2p}
⊂C ≡
n⋂
i=1
⋃
z(i)∈A(i,p)
{(y1, · · · ,yn) ∈ S(n) : di(yi,zi)≤ 2−p}, (3.1.3)
where the last inclusion is due to relation 3.1.1 applied to the binary approximation
(Ai,q)q=1,2,···. Basic Boolean operations yield
C =
⋃
(z(1),··· ,z(n))∈A(1,p)×···×A(n,p)
n⋂
i=1
{(y1, · · · ,yn) ∈ S(n) : di(yi,zi)≤ 2−p}
=
⋃
(z(1),··· ,z(n))∈A(1,p)×···×A(n,p)
{(y1, · · · ,yn) ∈ S(n) :
n∨
i=1
di(yi,zi)≤ 2−p}
⋃
x∈A(n)p
(d(n)(·,x)≤ 2−p). (3.1.4)
Thus relation 3.1.1 has been verified for the sequence ξ (n) ≡ (A(n)q )q=1,2,···.
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Reversing direction, we have, similarly,⋃
x∈A(n)p
(d(n)(·,x)≤ 2−p+1)
=
n⋂
i=1
⋃
z(i)∈A(i,p)
{(y1, · · · ,yn) ∈ S(n) : di(yi,zi)≤ 2−p+1}
⊂
n⋂
i=1
{(y1, · · · ,yn) ∈ S(n) : di(yi,xi,◦)≤ 2p+1}
= {(y1, · · · ,yn) ∈ S(n) :
n∨
i=1
di(yi,xi,◦)≤ 2p+1}
= (d(n)(·,x(n)◦ )≤ 2p+1),
which verifies relation 3.1.2 for the sequence ξ (n) ≡ (A(n)q )q=1,2,···.. Thus all the condi-
tions in Definition 3.1.1 have been proved for the sequence ξ (n) to be a binary approx-
imation of (S(n),d(n)) relative to x(n)◦ . Moreover∥∥∥ξ (n)∥∥∥≡ (|A(n)q |)q=1,2,··· = ( n∏
i=1
|Ai,q|)q=1,2,··· ≡ (
n
∏
i=1
κi,q)=1,2,···.
We now extend the construction of product binary approximations to the infinite
product space (S∞,d∞) in the case where (S,d) is compact. As usual, d̂ ≡ 1∧d.
Definition 3.1.6. (Countable product of binary approximation for compact space).
Suppose (S,d) is a compact metric space, with a reference point x◦ ∈ S, and with a
binary approximation ξ ≡ (An)n=1,2,··· relative to x◦. Let (S∞,d∞) be the countable
power of metric space (S,d), with x∞◦ ≡ (x◦,x◦, · · · ) designated as the reference point
in (S∞,d∞).
For each n≥ 1, define the subset
Bn ≡ An+1n+1×{x∞◦ }= {(x1, · · · ,xn+1,x◦,x◦ · · · ) : xi ∈ An+1 for each i= 1, · · · ,n+ 1}.
The next lemma proves that ξ ∞ ≡ (Bn)n=1,2, is a binary approximation of (S∞,d∞)
relative to x∞◦ . We will call ξ ∞ the countable power of the binary approximation ξ . 
Lemma 3.1.7. (Countable product binary approximation for infinite product of
compact metric spaces is indeed a binary approximation). Suppose (S,d) is a com-
pact metric space, with a reference point x◦ ∈ S, and with a binary approximation
ξ ≡ (An)n=1,2,··· relative to x◦. Without loss of generality, assume that d ≤ 1. Then
the sequence ξ ∞ ≡ (Bn)n=1,2, in Definition 3.1.7 is indeed a binary approximation of
(S∞,d∞) relative to x∞◦ .
Let ‖ξ‖ ≡ (κn)n=1,2,··· ≡ (|An|)n=1,2,··· denote the modulus of local compactness of
(S,d) corresponding to ξ . Then the modulus of local compactness of (S∞,d∞) corre-
sponding to ξ ∞ is given by
‖ξ ∞‖= (κn+1n+1 )n=1,2,···.
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Proof. Let n≥ 1 be arbitrary.
1. Let
x≡ (x1, · · · ,xn+1,x◦,x◦ · · · ),y≡ (y1, · · · ,yn+1,x◦,x◦ · · · ) ∈ Bn
be arbitrary. Since An+1 is metrically discrete we have either (i) xi = yi for each i =
1, · · · ,n+1, or (ii) d̂(xi,yi) > 0 for some i = 1, · · · ,n+ 1. In case (i) we have x= y. In
case (ii) we have
d∞(x,y)≡
∞
∑
j=1
2− jd̂(x j,y j)≥ 2−id̂(xi,yi)> 0.
Thus we see that Bn is metrically discrete.
2. Next, let y ≡ (y1,y2, · · · ) ∈ S∞ be arbitrary. Let j = 1, · · · ,n+ 1 be arbitrary.
Then
y j ∈ (d(·,x◦)≤ 2n+1)⊂
⋃
z∈A(n+1)
(d(·,z) ≤ 2−n−1),
where the first containment relation is a trivial consequence of the hypothesis that d ≤
1, and the second is an application of relation 3.1.1. Hence there exists some u j ∈ An+1
with d(y j,u j)≤ 2−n−1. It follows that
u≡ (u1, · · · ,un+1,x◦,x◦, · · · ) ∈ Bn,
and
d∞(y,u)≤
n+1
∑
j=1
2− jd̂(y j,u j)+
∞
∑
j=n+2
2− j
≤
n+1
∑
j=1
2− j2−n−1+ 2−n−1 < 2−n−1+ 2−n−1 = 2−n.
We conclude that
(d∞(·,x∞◦ )≤ 2n) = S∞ ⊂
⋃
u∈B(n)
(d∞(·,u)≤ 2−n).
where the equality is trivial because d∞ ≤ 1. Thus relation 3.1.1 is verified for the
sequence (Bn)n=1,2,···. At the same time, we have trivially⋃
u∈B(n)
(d∞(·,u)≤ 2−n+1)⊂ S∞ = (d∞(·,x∞◦ )≤ 2n+1).
Thus all the conditions in Definition 3.1.1 have been verified for the sequence ξ ∞ ≡
(Bn)n=1,2,···. to be a binary approximation of (S∞,d∞) relative to x∞◦ . Moreover,
‖ξ ∞‖ ≡ (|Bn|)n=1,2,··· = (|An+1n+1|)n=1,2,··· ≡ (κn+1n+1 )n=1,2,···.
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3.2 Partitions of Unity
In this section, we define and construct a partition of unity determined by a binary ap-
proximation of a locally compact metric space. Versions of partitions of unity abound
in the literature, providing approximate linear bases in the analysis of linear spaces
of functions. The present version, roughly speaking, furnishes an approximate linear
basis for C(S), the space of continuous functions with compact supports on a locally
compact metric space.
First we list, without proof, an elementary lemma for ease of later reference.
Lemma 3.2.1. (Elementary lemma for Lipschitz continuous functions). Let (S,d)
be an arbitrary metric space. A real-valued function f on S is said to be Lipschitz
continuous, with Lipschitz constant c ≥ 0 if | f (x)− f (y)| ≤ cd(x,y) for each x,y ∈ S.
We will then also say simply that the function has Lipschitz constant c.
Let x◦ ∈ S be an arbitrary, but fixed, reference point. Let f ,g be real-valued func-
tions with Lipschitz constants a,b respectively on S. Then the following holds.
1. d(·,x◦) has Lipschitz constant 1.
2. α f +βg has Lipschitz constant |α|a+ |β |b for each α,β ∈ R.
3. f ∨g and f ∧g have Lipschitz constant a∨b.
4. 1∧ (1− cd(·,x◦))+ has Lipschitz constant c for each c> 0,
5. If ‖ f‖∨‖g‖ ≤ 1 then f g has Lipschitz constant a+ b,
6. Suppose (S′,d′) is a locally compact metric space. Suppose f ′ is a real-valued
functions on S′, with Lipschitz constant a′ > 0. Suppose ‖ f‖∨‖ f ′‖ ≤ 1. Then f ⊗ f ′ :
S× S′ → R has Lipschitz constant a+ a′ where S× S′ is equipped with the product
metric d ≡ d⊗ d′, and where f ⊗ f ′(x,x′)≡ f (x) f ′(x′) for each (x,x′) ∈ S× S′.
7. Assertion 6 above can be generalized to a p-fold product f ⊗ f ′⊗·· ·⊗ f (p).
The next definition and proposition are essentially Proposition 6.15 in
[Bishop and Bridges 1985].
Definition 3.2.2. (ε-partition of unity). Let A be an arbitrary metrically discrete and
finite subset of a locally compact metric space (S,d). Because the set A is finite, we can
write A= {x1, · · · ,xκ} for some sequence x≡ (x1, · · · ,xκ) where x : {1, · · · ,κ}→ A is
an enumeration of the finite set A. Thus |A| ≡ κ . Let ε > 0 be arbitrary. Define, for
each k = 1, · · · ,κ ,
ηk ≡ 1∧ (2− ε−1d(·,vk))+ ∈C(S), (3.2.1)
and
g+k ≡ η1∨·· ·∨ηk ∈C(S). (3.2.2)
In addition, define g+0 ≡ 0 and, for each k= 1, · · · ,κ , define
gv(k) ≡ g+k − g+k−1. (3.2.3)
Then the subset {gx : x ∈ A} of C(S) is called the ε-partition of unity of (S,d), de-
termined by the enumerated set A. The members of {gx : x ∈ A} are called the basis
functions of the ε-partition of unity. 
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Proposition 3.2.3. (Properties of ε-partition of unity). Let A = {x1, · · · ,xκ} be an
arbitrary metrically discrete and enumerated finite subset of a locally compact met-
ric space (S,d). Let ε > 0 be arbitrary. Let {gx : x ∈ A} be the ε-partition of unity
determined by the enumerated set A. Then the following holds.
1. gx has values in [0,1] and has (d(·,x)< 2ε) as support, for each x ∈ A.
2. ∑x∈A gx ≤ 1 on S.
3. ∑x∈A gx = 1 on
⋃
x∈A(d(·,x)≤ ε).
4. For each x∈A, the functions gx, ∑y∈A;y<x gy, and∑y∈A gy have Lipschitz constant
2ε−1. Here y< x means y= xi and x= x j for some i, j ∈ {1, · · · ,κ} with i< j.
Proof. 1. Use the notations in Definition 3.2.2. Let k = 1, · · · ,κ be arbitrary. Suppose
y ∈ S is such that gv(k)(y) > 0. By the defining equality 3.2.3, it follows that g+k (y) >
g+k−1(y). Hence ηk(y)> 0 by equality 3.2.2. Equality 3.2.1 then implies that d(y,vk)<
2ε . In short gv(k) has (d(·,vk)< 2ε) as support. In general gv(k)≥ 0 in view of equalities
3.2.1, 3.2.2, and 3.2.3.
2. ∑x∈A gx = g+κ ≡ η1∨·· ·∨ηκ ≤ 1. Condition 2 is verified. Consequently gx ≤ 1
for each x ∈ A.
3. Suppose y ∈ S is such that d(y,vk) ≤ ε for some k = 1, · · · ,κ . Then ηk(y) = 1
according to equality 3.2.1. Hence ∑x∈A gx(y)≡ g+k (y) = 1 by equality 3.2.2.
4. Now let k = 1, · · · ,κ be arbitrary. Refer to Exercise 3.2.1 for basic operations
of Lipschitz constants. Then, in view of the defining equality 3.2.1, the function ηk
has Lipschitz constant ε−1. Hence g+k ≡ η0 ∨ ·· · ∨ηk has Lipschitz constant ε−1. In
particular, ∑y∈A gy ≡ g+κ has Lipschitz constant ε−1. Moreover, for each k = 1, · · · ,κ ,
the function
∑
y∈A;y<v(k)
gy ≡
k−1
∑
i=1
gv(i) = g
+
k
has Lipschitz constant ε−1 whence gv(k) ≡ g+k − g+k−1 has Lipschitz constant 2ε−1. In
other words, for each x ∈ A, the functions ∑y∈A gy, ∑y∈A;y<x gy, and gx have Lipschitz
constant c≡ 2ε−1.
Recall that if f ∈C(S) then supx∈S | f (x)| exists and is denoted by ‖ f‖.
Definition 3.2.4. (Partition of unity of locally compact metric space). Let (S,d) be
a locally compact metric space, with a reference point x◦ ∈ S. Let the nondecreasing
sequence ξ ≡ (An)n=1,2,··· of enumerated finite subsets of (S,d) be a binary approxi-
mation of (S,d) relative to x◦.
For each n≥ 1, let {gn,x : x ∈ An} be the 2−n-partition of unity of (S,d) determined
by An. Then the sequence
pi ≡ ({gn,x : x ∈ An})n=1,2,···
is called a partition of unity of (S,d) determined by the binary approximation ξ . 
Proposition 3.2.5. (Properties of partition of unity). Let ξ ≡ (An)n=1,2,··· be a binary
approximation of the locally compact metric space (S,d) relative to a reference point
x◦. Let pi ≡ ({gn,x : x ∈ An})n=1,2,··· be the partition of unity determined by ξ . Let n≥ 1
be arbitrary. Then the following holds.
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1. gn,x ∈C(S) has values in [0,1] and has support (d(·,x)≤ 2−n+1), for each x∈An.
2. ∑x∈A(n) gn,x ≤ 1 on S.
3. ∑x∈A(n) gn,x = 1 on
⋃
x∈A(n)(d(·,x)≤ 2−n)
4. For each x ∈ An, the functions gn,x, ∑y∈A(n);y<x gn,y, and ∑y∈A(n)gn,y have Lips-
chitz constant 2n+1.
5. For each x ∈ An,
gn,x = ∑
y∈A(n+1)
gn,xgn+1,y (3.2.4)
on S.
Proof. Assertions 1-4 are restatements of their counterparts in Proposition 3.2.3 for the
case ε ≡ 2−n.
5. Now let x ∈ An be arbitrary. By Assertion 1,
(gn,x > 0)⊂ (d(·,x)≤ 2−n+1).
At the same time
(d(·,x)≤ 2−n+1)⊂ (d(·,x◦)≤ 2n+1)
⊂
⋃
y∈A(n+1)
(d(·,y)≤ 2−n−1)⊂ ( ∑
y∈A(n+1)
gn+1,y = 1)
where the first inclusion is by relation 3.1.2, the second by relation 3.1.1 applied to
n+ 1, and the third by Assertion 3 applied to n+ 1. Combining,
(gn,x > 0)⊂ ( ∑
y∈A(n+1)
gn+1,y = 1).
The desired equality 3.2.4 in Assert 5 follows.
Proposition 3.2.6. (Approximation by interpolation). Let A be an arbitrary met-
rically discrete enumerated finite subset of a locally compact metric space (S,d). Let
ε > 0 be arbitrary. Let {gx : x ∈ A} be an ε-partition of unity corresponding to A.
Let f ∈C(S) be arbitrary, with a modulus of continuity δ f and with
⋃
x∈A(d(·,x)≤
ε) as support. Let α > 0 be arbitrary. Suppose ε < 12δ f (
1
3α). Then∥∥∥∥∥ f −∑
x∈A
f (x)gx
∥∥∥∥∥≤ α (3.2.5)
on S.
Proof. For abbreviation, write h≡ ∑x∈A f (x)gx. Let y ∈ S be arbitrary.
1. Suppose gx(y) > 0 for some x ∈ A. Since gx has (d(·,x) < 2ε) as support, it
follows that d(y,x)< 2ε < δ f (
1
3α). Hence
| f (y)− f (x)|gx(y)< 13αgx(y). (3.2.6)
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2. Suppose | f (y)− f (x)|gx(y)> 13αgx(y) for some x ∈ A. Then gx(y)> 0, leading
to inequality 3.2.6 by Step 1, a contradiction. Hence
| f (y)− f (x)|gx(y)≤ 13αgx(y) (3.2.7)
for each x ∈ A.
3. Either | f (y)|> 0 or | f (y)|< 13α . First suppose | f (y)|> 0. Then y∈
⋃
x∈A(d(·,x)≤
ε) since the latter set supports f , by hypothesis. Hence ∑x∈A gx(y) = 1 by Condition 3
of Definition 3.2.2. Therefore
| f (y)− h(y)|= |∑
x∈A
f (y)gx(y)−∑
x∈A
f (x)gx(y)|
≤ ∑
x∈A
| f (y)− f (x)|gx(y)< ∑
x∈A
1
3
αgx(y)≤ 13α
where the second inequality follows from inequality 3.2.7.
4. Now suppose | f (y)|< 13α . Then
| f (y)− h(y)|< 1
3
α + ∑
x∈A
| f (x)|gx(y).
Suppose the summand corresponding to some x ∈ A is greater than 0. Then gx(y)> 0.
Hence inequality 3.2.6 in Step 1 holds. Consequently
| f (y)− f (x)|gx(y)< 13αgx(y). (3.2.8)
| f (y)− h(y)|< 1
3
α + ∑
x∈A
| f (x)|gx(y)
≤ 1
3
α + ∑
x∈A
(| f (y)|+ 1
3
α)gx(y)≤ 13α +
2
3
α ∑
x∈A
gx(y)≤ α.
Combining, we see that | f (y)− h(y)| ≤ α for arbitrary x ∈ S.
Proposition 3.2.7. (Approximation by Lipschitz continuous function). Let ξ ≡
(An)n=1,2,··· be a binary approximation of the locally compact metric space (S,d) rel-
ative to a reference point x◦. Let pi ≡ ({gn,x : x ∈ An})n=1,2,··· be the partition of unity
determined by ξ . Let f ∈ C(S) be a arbitrary, with a modulus of continuity δ f , and
with ‖ f‖ ≤ 1.
Let α > 0 be arbitrary. Let n≥ 1 be so large that (i) f has the set (d(·,x◦)≤ 2n) as
support, and (ii) 2−n < 12δ f (
1
3α). Then there exists g ∈ C(S) with Lipschitz constant
2n+1|An|, such that ‖ f − g‖ ≤ α . Specifically, we can take
g≡ ∑
x∈A(n)
f (x)gn,x.
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Proof. By the definition of a partition of unity, the set An is a 2−n-partition of unity of
(S,d). By hypothesis, the function f ∈C(S) has support
(d(·,x◦)≤ 2n)⊂
⋃
x∈A(n)
(d(·,x)≤ 2−n),
where the displayed relation is according to Proposition 3.2.3. At the same time, 2−n <
1
2δ f (
1
3α) by hypothesis. Hence Proposition 3.2.6 implies that ‖ f − g‖ ≤ α, where
g≡ ∑
x∈A(n)
f (x)gx ∈C(S)
. Again, according to Proposition 3.2.3, each of the functions gx in the last sum has
Lipschitz constant 2n+1, while f (x) is bounded by 1 by hypothesis. Hence, using basic
properties of Lipschitz constants in Exercise 3.2.1, we conclude that the function g has
Lipschitz constant ∑x∈A(n) | f (x)|2n+1 ≤ 2n+1|An|, as desired.
3.3 One-point Compactification
The infinite product of a locally compact metric space is not necessarily locally com-
pact, while the infinite product of a compact metric space remains compact. For that
reason, we will find it sometimes useful to embed a locally compact metric space into a
compact metric space such that, while the metric is not preserved, the continuous func-
tions are. This is made precise in the present section as a first application of partitions
of unity.
The next definition is essentially from [Bishop and Bridges 1985].
Definition 3.3.1. (One-point compactification). A one-point compactification of a
locally compact metric space (S,d) is a metric space (S,d) with an element△, called
the point at infinity, such that the following five conditions hold.
1. S˜ ≡ S∪{∆} is dense in (S,d). Moreover, d ≤ 1.
2. For each compact subset K of (S,d), there exists c> 0 such that d(x,∆)≥ c for
each x ∈ K.
3. Let K be an arbitrary compact subset of (S,d). Let ε > 0 be arbitrary. Then
there exists δK(ε) > 0 such that for each y ∈ K and z ∈ S with d(y,z) < δK(ε), we
have d(y,z) < ε . In particular, the identity mapping ι¯ : (S,d)→ (S,d) is uniformly
continuous on each compact subset of S.
4. The identity mapping ι : (S,d)→ (S,d), defined by ι(x) ≡ x for each x ∈ S, is
uniformly continuous on (S,d). In other words, for each ε > 0, there exists δd(ε) > 0
such that d(x,y)< ε for each x,y ∈ S with d(x,y)< δd(ε).
5. For each n≥ 1, we have
(d(·,x◦)> 2n+1)⊂ (d(·,∆)≤ 2−n).
Thus, as a point x ∈ S moves away from x◦ relative to d, it converges to the point ∆ at
infinity relative to d. 
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The next proposition clarifies the relation between continuous functions on (S,d)
and continuous functions on (S,d). First some notations.
Definition 3.3.2. (Restriction of a family of functions). Let A,A′ be arbitrary sets
and let B be an arbitrary subset of A. Recall that the restriction of a function f : A→ A′
to a subset B ⊂ A is denoted by f |B. Suppose F is a family of functions from A to A′
and suppose B⊂ A. Then we call the family
F|B≡ { f |B : f ∈ F}
the restriction of F to B.

Recall thatCub(S,d) denotes the space of bounded and uniformly continuous func-
tions on a locally compact metric space (S,d).
Proposition 3.3.3. (Continuous functions on (S,d) and continuous functions on
(S,d)). Let (S,d) be a locally compact metric space, with a fixed reference point x◦ ∈ S.
Let (S,d) be a one-point compactification of (S,d). Then the following holds.
1. Each compact subset K of (S,d) is also a compact subset of (S,d).
2. C(S,d) ⊂ C(S,d)|S ⊂ Cub(S,d). Moreover, if f ∈ C(S,d) has a modulus of
continuity δ , then f¯ |S ∈Cub(S,d) has the same modulus of continuity δ .
Proof. 1. SupposeK is a compact subset of (S,d). By Conditions 3 and 4 of Definition
3.3.1, the identity mapping ι : (K,d)→ (K,d) and its inverse ι¯ : (K,d)→ (K,d) are
uniformly continuous. Hence, since by assumption (K,d) is compact, so is (K,d).
2. First consider each f ∈C(S,d). Let the compact subset K of (S,d) be a support
of f . Extend f to a function f˜ on S˜ ≡ S∪{∆} by defining f˜ (△) ≡ 0 and f˜ (x) ≡ x for
each x ∈ S. We will show that f˜ is uniformly continuous on (S˜,d). To that end, let
ε > 0 be arbitrary. Let δ > 0 be so small that | f˜ (x)− f˜ (y)| < ε for each x,y ∈ S with
d(x,y) < δ . Then, by Condition 2 in Definition 3.3.1, we have δ ≡ δ ∧ d(K,∆) > 0.
Now consider each x,y ∈ S˜ with d(x,y) < δ . Suppose, for the sake of a contradiction,
that | f˜ (x)− f˜ (y)|> ε . Either (i) x= ∆ or (ii) x ∈ S. Consider case (i). Then f˜ (x) = 0.
Hence | f˜ (y)| > 0. Therefore y ∈ S and | f (y)| ≡ | f˜ (y)| > 0. Since K is a support of
f we see that y ∈ K. Combining, d(y,x) ≥ d(K,∆) ≥ δ , a contradiction. Thus x ∈ S.
Similarly y ∈ S. Therefore, by the definition of δ , we have | f (x)− f (y)| < ε , again a
contradiction. Summing up, we see that | f (x)− f (y)| ≤ ε . Since ε > 0 and x,y ∈ S˜
with d(x,y)< δ are arbitrary, f˜ is a uniformly continuous function on (S˜,d). As such
f˜ can be extended by continuity to a function f¯ ∈ C(S,d), thanks to the denseness
of S˜ in (S,d). Since f ∈ C(S,d) is arbitrary and since f = f¯ |S, we have proved that
C(S,d)⊂C(S,d)|S.
Now consider each f¯ ∈C(S,d), with a modulus of continuity δ . Then f¯ is bounded
since C(S,d) is compact. Let ε > 0 and x,y ∈ S be arbitrary with d(x,y) < δ (ε).
Then, by condition 4 in Definition 3.3.1, we have d(x,y) ≤ 1∧d(x,y) < δ (ε). Hence
| f¯ (x)− f¯ (y)| < ε . Since ε > 0 is arbitrary, we conclude that f¯ |S ∈ Cub(S,d), with
modulus of continuity also given by δ . Summing up, we have proved that C(S,d)|S ⊂
Cub(S,d).
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The next theorem constructs a one-point compactification. The proof follows the
lines of Theorem 6.8 in Chapter 4 of [Bishop and Bridges 1985].
Theorem 3.3.4. (Construction of a one-point compactification from a binary ap-
proximation). Let (S,d) be a locally compact metric space. Let the sequence ξ ≡
(An)n=1,2,··· of subsets be a binary approximation of (S,d) relative to x◦. Then there
exists a one-point compactification (S,d) of (S,d), such that the following conditions
hold.
(i). For each p≥ 1 and for each y,z ∈ S with
d(y,z) < p−12−p−1,
we have
d(y,z) < 2−p+1.
(ii). For each n≥ 1 and for each y ∈ (d(·,x◦)≤ 2n) and for each z ∈ S with
d(y,z) < 2−n−1|An|−2,
we have
d(y,z)< 2−n+2.
The one-point compactification (S,d) constructed in the proof is said to be determined
by the binary approximation ξ .
Proof. Let pi ≡ ({gn,x : x∈ An})n=1,2,··· be the partition of unity of (S,d) determined by
ξ . Let n≥ 1 be arbitrary. Then {gn,x : x ∈ An} is a 2−n-partition of unity corresponding
to the metrically discrete and enumerated finite set An. Moreover, by Proposition 3.2.5,
gn,x has Lipschitz constant 2n+1 for each x ∈ An.
1. Define
S˜ ≡ {(x, i) ∈ S×{0,1} : i= 0 or (x, i) = (x◦,1)}.
and define ∆ ≡ (x◦,1). Identify each x ∈ S with x¯ ≡ (x,0) ∈ S˜. Thus S˜ = S∪ {∆}.
Extend each function f ∈C(S) to a function on S˜ by defining f (∆) ≡ 0. In particular
gn,x(∆)≡ 0 for each x ∈ An. Define
d(y,z) ≡
∞
∑
n=1
2−n|An|−1 ∑
x∈A(n)
|gn,x(y)− gn,x(z)| (3.3.1)
for each y,z ∈ S˜. Then d(y,y) = 0 for each y ∈ S˜. Symmetry and triangle inequality of
the function d are immediate consequences of equality 3.3.1. Moreover, d ≤ 1 since
the functions gn,x have values in [0,1].
2. Let y∈ S be arbitrary, and let K be an arbitrary compact subset of (S,d). Suppose
y ∈ K. Let n≥ 1 be so large that
y ∈ K ⊂ (d(·,x◦)≤ 2n).
Then
y ∈
⋃
x∈A(n)
(d(·,x)≤ 2−n)⊂ ( ∑
x∈A(n)
gn,x = 1).
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where the membership relation of on the left-hand side is by expression 3.1.1 in Defi-
nition 3.1.1, and where the inclusion on the right-hand side is according to Assertion 3
of Proposition 3.2.2. Hence the defining equality 3.3.1 yields
d(y,∆) ≥ 2−n|An|−1 ∑
x∈A(n)
gn,x(y) = 2
−n|An|−1, (3.3.2)
establishing Condition 2 in Definition 3.3.1.
3. Let n≥ 1 be arbitrary. Let y ∈ (d(·,x◦)≤ 2n) and z ∈ S be arbitrary such that
d(y,z)< δξ ,n ≡ 2−n−1|An|−2.
As seen in Step 2,
∑
x∈A(n)
gn,x(y) = 1.
Hence there exists x ∈ An such that
gn,x(y)>
1
2
|An|−1 > 0. (3.3.3)
At the same time,
|gn,x(y)− gn,x(z)| ≤ ∑
u∈A(n)
|gn,u(y)− gn,u(z)|
≤ 2n|An|d(y,z)< 2n|An|δξ ,n ≡
1
2
|An|−1.
Hence inequality 3.3.3 implies that gn,x(z)> 0. Consequently, y,z ∈ (d(·,x) < 2−n+1).
Thus d(y,z)< 2−n+2. This establishes Assertion (ii) of the theorem.
Now let K be an arbitrary compact subset of (S,d) and let ε > 0 be arbitrary. Let
n≥ 1 be so large that K ⊂ (d(·,x◦)≤ 2n) and that 2−n+2 < ε . Let δK(ε)≡ δξ ,n. Then,
by the preceding paragraph, for each y ∈ K and z ∈ S with d(y,z) < δK(ε) ≡ δξ ,n, we
have d(y,z) < ε . Condition 3 in Definition 3.3.1 has been verified.
In particular, suppose y,z ∈ S˜ are such that d(y,z) = 0. Then either y = z = ∆ or
y,z ∈ S, in view of inequality 3.3.2. Suppose y,z ∈ S. Then the preceding paragraph
applied to the compact set K ≡ {y,z}, implies that d(y,z) = 0. Since (S,d) is a metric
space, we conclude that y= z. In view of the last paragraph of Step 1 above, (S˜,d) is a
metric space.
4. Recall that gn,x has values in [0,1], and, as remarked above, has Lipschitz con-
stant 2n+1, for each x ∈ An, for each n≥ 1. Let p ≥ 2 be arbitrary. Let y,z ∈ S be such
that d(y,z) < p−12−p−1. Then
d(y,z) ≡
∞
∑
n=1
2−n|An|−1 ∑
x∈A(n)
|gn,x(y)− gn,x(z)|
≤
p
∑
n=1
2−n2n+1d(y,z)+ 2−p
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< p2p−12−p−1+ 2−p = 2−p+ 2−p = 2−p+1. (3.3.4)
Since 2−p+1 is arbitrarily small, we see that the identity mapping ι : (S,d)→ (S,d) is
uniformly continuous. This establishes Condition 4 in Definition 3.3.1.
5. Let n ≥ 1 be arbitrary. Consider each y ∈ (d(·,x◦) > 2n+1). Let m ≥ n be arbi-
trary. Then
y ∈ (d(·,x◦)> 2m+1)⊂
⋂
x∈A(m)
(d(·,x) ≥ 2−m+1)
by relation 3.1.2 in Definition 3.1.1 of a binary approximation. For each x ∈ Am, since
gm,x has support (d(·,x) ≥ 2−m+1), we infer gm,x(y) = 0. Hence the defining equality
3.3.1 reduces to
d(y,△)≡
∞
∑
m=1
2−m|Am|−1 ∑
x∈A(m)
gm,x(y)
=
∞
∑
m=n+1
2−m|Am|−1 ∑
x∈A(m)
gm,x(y)
≤
∞
∑
m=n+1
2−m = 2−n. (3.3.5)
Since y ∈ (d(·,x◦)> 2n+1) is arbitrary, we conclude that
(d(·,x◦)> 2n+1)⊂ (d(·,∆)≤ 2−n). (3.3.6)
This proves Condition 5 in Definition 3.3.1.
6. We will prove next that (S˜,d) is totally bounded. To that end, let p ≥ 1 be
arbitrary. Let m≡mp ≡ [(p+2)+ log2 p]1. Recall here that [·]1 is the operation which
assigns to each a ∈ [0,∞) and integer [a]1 in (a,a+ 2). Then
2−m < δ p ≡ p−12−p−2.
Note that
S˜ ≡ S∪{∆} ⊂ (d(·,x◦)< 2m)∪ (d(·,x◦)> 2m−1)∪{∆}
⊂
⋃
x∈A(m)
(d(·,x)≤ 2−m)∪ (d(·,∆)≤ 2−m+2)∪{∆}
where the second inclusion is due to relation 3.1.1, and to relation 3.3.6 applied to
m− 2. Continuing,
S˜ ⊂
⋃
x∈A(m)
(d(·,x)≤ δ p)∪ (d(·,∆)< p−12−p)∪{∆}.
⊂
⋃
x∈A(m)
(d(·,x) < 2−p)∪ (d(·,∆)< 2−p)∪{∆},
thanks to the inequality 3.3.4 in Step 4. Consequently, the set
Ap ≡ Am(p)∪{∆}
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is a metrically discrete 2−p-approximation of (S˜,d). Since 2−p is arbitrarily small, the
metric space (S˜,d) is totally bounded. Hence its completion (S,d) is compact, and S˜ is
dense in (S,d), proving Condition 1 in Definition 3.3.1. Note that, since S˜≡ S∪{∆} is
a dense subset of (S,d), the sequence Ap is a 2−p-approximation of (S,d).
Summing up, (S,d) satisfies all the conditions in Definition 3.3.1 to be a one-point
compactification of (S,d).
Proposition 3.3.3 established the relation of continuity on (Sn,dn) to continuity on
C(S
n
,d
n
) in the case n= 1. The next lemma generalizes to the case where n≥ 1.
Corollary 3.3.5. (Extension of each f ∈C(Sn,dn) to (Sn,dn)). Let n≥ 1 be arbitrary.
Then
C(Sn,dn)⊂C(Sn,dn)|Sn ⊂Cub(Sn,dn).
Proof. 1. Let h ∈ C(Sn,dn) be arbitrary with a modulus of continuity δh. Then there
exists r> 0 with such that Kr ≡ (d(x◦, ·)≤ r) is compact in (S,d), and such that Knr is a
support of h. Let s> 1 be such that K ≡ (d(Kr, ·)≤ s) is compact in (S,d). Then Kr,K
are compact subsets ofC(S,d), according to Proposition 3.3.3. By Definition 3.3.1, for
each ε > 0, there exists δK(ε) ∈ (0,1) such that, for each x,y ∈ K with d(x,y)< δK(ε),
we have
d(x,y)< ε. (3.3.7)
Now let ε ′ ∈ (0,1) be arbitrary. Write ε ≡ 1∧ δh(ε ′) and define δK(ε ′) ≡ δK(ε)
Let u≡ (x1, · · · ,xn),v≡ (y1, · · · ,yn) ∈ Sn be arbitrary such that
d
n
(u,v)≡
n∨
i=1
d(xi,yi)< δK(ε
′)≡ δK(ε) ≡ δK(1∧δh(ε ′)). (3.3.8)
We will prove that
|h(u)− h(v)| ≤ ε ′.
First note that, by inequality 3.3.8, we have
d(xi,yi)< ε ≡ 1∧δh(ε ′) (3.3.9)
for each i= 1, · · · ,n. Suppose, for the sake of a contradiction, that
|h(u)− h(v)|> ε ′. (3.3.10)
Then h(u) > 0 or h(v) > 0. Suppose h(u) > 0. Then (x1, · · · ,xn) ≡ u ∈ Knr since
Knr contains a support of h. Let i = 1, · · · ,n be arbitrary. Then xi ∈ Kr, whence, by
inequality 3.3.9,
yi ∈ (d(·,Kr)≤ 1)⊂ (d(·,Kr)≤ s)≡ K.
Thus xi,yi ∈ K. At the same time, d(xi,yi)< δK(ε) by inequality 3.3.8. Consequently,
inequality 3.3.7 holds for xi,yi. Combining,
dn(u,v)≡
n∨
i=1
d(xi,yi)< ε ≤ δh(ε ′).
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Since δh is a modulus of continuity of h ∈C(Sn,dn), it follows that
|h(u)− h(v)|< ε ′, (3.3.11)
a contradiction to inequality 3.3.10. Similarly, the assumption h(v)> 0 also leads to a
contradiction. Summing up, the assumption of inequality 3.3.10 leads to a contradic-
tion. Hence
|h(u)− h(v)| ≤ ε ′,
where u,v ∈ Sn are arbitrary with dn(u,v) < δK(ε ′). In other words, h is uniformly
continuous on (S
n
,d
n
), with modulus of continuity δK .
2. Conversely, let h¯ ∈C(Sn,dn) be arbitrary. By Definition 3.3.1 of the compacti-
fication, the identity mapping ι : (S,d)→ (S,d) is uniformly continuous. Hence so is
the identity mapping ιn : (Sn,dn)→ (Sn,dn). Therefore h¯|Sn = h¯ ◦ ιn is bounded and
uniformly continuous on (Sn,dn).
Corollary 3.3.6. (Compactification of binary approximation). Use the same no-
tations and assumptions as in Theorem 3.3.4. In particular, let ξ ≡ (An)n=1,2,··· be a
binary approximation of (S,d) relative to the reference point x◦. For each n ≥ 1, let
An ≡ {xn,1, · · · ,xn,κ(n)}. Thus ‖ξ‖ ≡ (|An|)n=1.2.··· = (|κn|)n=1.2.···.
Let p≥ 1 be arbitrary. Write mp ≡ [(p+ 2)+ log2 p]1. Define
Ap ≡ Am(p)∪{∆} ≡ {xm(p),1, · · · ,xm(p),κ(m(p)),∆}.
Then ξ ≡ (Ap)p=1,2,··· is a binary approximation of (S,d) relative to x◦, called the
compactification of ξ . Thus the corresponding modulus of local compactness of (S,d)
is given by∥∥∥ξ∥∥∥≡ (|Ap|)p=1,2,... = (κm(p)+ 1)p=1,2,... = (|Am(p)|+ 1)p=1,2,...
and is therefore determined by ‖ξ‖.
Proof. Let p ≥ 1 be arbitrary. According to Step 6 of the proof of Theorem 3.3.4, the
finite set Ap is a metrically discrete 2−p-approximation of (S,d). Hence
(d(·,x◦)≤ 2p)⊂ S ⊂ ∑
x∈A(p)
(d(·,x)≤ 2−p).
At the same time, Condition 1 of Definition 3.3.1 says that d ≤ 1. Hence⋃
x∈A(p)
(d(·,x)≤ 2−p+1)⊂ S ⊂ (d(·,x◦)≤ 1)⊂ (d(·,x◦)≤ 2p+1).
Thus all the conditions in Definition 3.1.1 have been verified for ξ ≡ (Ap)p=1,2,··· to be
a binary approximation of (S,d) relative to x◦.
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Chapter 4
Integration and Measure
We introduce next the Riemann-Stieljes integral on R. Then we give a general treat-
ment of integration- and measure theory in terms of Daniell integrals, adapted from
[Bishop and Bridges 1985]. The standard graduate course in measure theory usually
starts with a chapter of measurable sets, before defining a measure. In contrast, the
Daniell integration theory starts with the integration and the integrable functions. Thus
we discuss the computation of the integration early on. We remark that it is pos-
sible to adhere to the traditional approach of starting with measurable sets. (See
[Bishop and Cheng 72]). However, Daniell integrals are more natural, and cleaner,
in the present context.
4.1 The Riemann-Stieljes Integral
Definition 4.1.1. (Distribution function). A distribution function is a nondecreasing
real-valued function F whose domain(F) is dense in R. 
Let F be a distribution function, and let X ∈C(R).
By a partition of Rwemean a finite and increasing sequence (x0,· · · ,xn) in domain(F).
One partition is said to be a refinement of another if the former contains the latter as
a subsequence. For any partition (x1,· · · ,xn), define its mesh as
∨n
i=1(xi− xi−1) and
define the Riemann-Stieljes sum as
S(x0, · · · ,xn)≡
n
∑
i=1
X(xi)(F(xi)−F(xi−1))
Theorem 4.1.2. (Exisence of Riemann-Stieljes integral). For any X ∈ C(R), the
Riemann-Stieljes sum converges as the mesh of the partition (x0,· · · ,xn) approaches 0
with x0 →−∞ and xn → +∞ . The limit will be called the Riemann-Stieljes integral
of X with respect to the function F, and will be denoted by
∫+∞
−∞ X(x)dF(x), or more
simply by
∫
X(x)dF(x).
Proof. Suppose X vanishes outside the compact interval [a,b]where a,b∈ domain(F).
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Let ε > 0. Consider a partition (x0,· · · ,xn) with (i) x0 < a− 2< b+ 2< xn and (ii) it
has mesh less than 1∧δX(ε) where δX is a modulus of continuity for X .
Let i be any index with 0 < i ≤ n. Suppose we insert m points between (xi−1,xi)
and make a refinement (· · · ,xi−1,y1, · · · ,ym−1,xi, · · · ). Let y0 and ym denote xi−1 and
xi respectively. Then the difference in Riemann-Stieljes sums for the new and old
partitions is bounded by
|X(xi)(F(xi)−F(xi−1))−
m
∑
j=1
X(y j)(F(y j)−F(y j−1)|
= |
m
∑
j=1
(X(xi)−X(y j))(F(y j)−F(y j−1)|
≤ |
m
∑
j=1
ε(F(y j)−F(y j−1)|= ε(F(xi)−F(xi−1)
Moreover, the difference is 0 if xi < a− 2 or xi−1 > b+2. Since xi− xi−1 < 1, the
difference is 0 if xi−1 < a− 1 or xi > b+ 1.
Since any refinement of (x0,· · · ,xn) can be obtained by inserting points between the
pairs (xi−1,xi), we see that the Riemann-Stieljes sum of any refinement differs from
that for (x0,· · · ,xn) by at most ∑ε(F(xi)−F(xi−1)) where the sum is over all i for
which a< xi−1 and xi < b. The difference is therefore at most ε(F(b)−F(a)).
Consider a second partition (u0,· · · ,up) satisfying the conditions (i) and (ii). Be-
cause the domain of F is dense, we can find a third partition (v0,· · · ,vq) satisfying
the same conditions and the additional condition that |vk − xi| > 0 and |vk− u j| > 0
for all i, j,k. Then (v0,· · · ,vq) and (x0,· · · ,xn) have a common refinement, namely the
merged sequence rearranged in increasing order. So their Riemann-Stieljes sums differ
from each other by at most 2ε(F(b)−F(a)) by the first part of this proof. Similarly,
the Riemann-Stieljes sum for (u0,· · · ,up) differs from that of (v0,· · · ,vq) by at most
2ε(F(b)−F(a)). Hence the Riemann-Stieljes sums for (u0,· · · ,up) and (x0,· · · ,xn)
differ by at most 4ε(F(b)−F(a)).
Since ε is arbitrary, the asserted convergence is proved.
Theorem 4.1.3. (Basic properties of the Riemann-Stieljes integral). The Riemann-
Stieljes integral is linear on C(R). It is also positive: if
∫
X(x)dF(x) > 0, then there
exists x ∈ R such that X(x)> 0.
Proof. Linearity follows trivially from the defining formulas. Suppose a,b∈ domain(F)
are such that X vanishes outside [a,b]. If the integral is greater than some positive num-
ber c, then the Riemann-Stieljes sum S(x0, · · · ,xn) for some partition with x1 = a and
xn = b is greater than c. If follows that X(xi)(F(xi)−F(xi−1)) is greater than or equal
to c/n for some index i. Hence X(xi)(F(b)−F(a)) ≥ X(xi)(F(xi)−F(xi−1)) ≥ c/n.
This implies X(xi)> c/(n(F(b)−F(a))> 0.
In the special case where domain(F) =R and F(x) = x for each x∈R, the Riemann-
Stieljes sums and Riemann-Stieljes integral are called the Riemann sums and the Rie-
mann integral respectively.
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4.2 Integration on Locally Compact Metric Spaces
In this section, the Riemann-Stieljes integration is generalized to a locally compact
metric space (S,d).
Classically, integration is usually defined in terms of a measure, a function on a
family of subsets which is closed relative to the operations of countable unions, count-
able intersections, and relative complements. In the case of a metric space, one such
family can be generated via these three operations from the family of all open subsets.
Members of the family thus generated are called Borel sets. In the special case of R,
the open sets can in turn be generated from a countable subfamily of intervals in suc-
cessive partitions of R, wherein ever smaller intervals cover any compact interval in R.
The intervals in the countable family can thus serve as building blocks in the analysis
of measures on R.
The Daniell integration theory is a more natural choice for the constructive devel-
opment. Integrals of functions, rather than measures of sets, are the starting point. In
the special case of a locally compact metric space (S,d), the family C(S) supplies the
basic integrable functions. The family C(S) can be generated, via linear operations
and uniform convergence, from a countable subfamily obtained from successive parti-
tions of the unit function 1 by non-negative members of C(S), wherein members with
ever smaller compact supports sum to 1 on any given compact subset in S. The func-
tions in this countable subfamily can then serve as building blocks in the analysis of
integrations on S.
Definition 4.2.1. (Integration on a locally compact metric space). An integration
on a locally compact metric space (S,d) is a real-valued linear function I on the linear
space C(S) such that (i) I(X) > 0 for some X ∈ C(S), and (ii) for each X ∈C(S) with
I(X)> 0 there exists a point x in S for which X(x)> 0. 
The Riemann-Stieljes integration defined for a distribution function F on R is an
integration on (R,d) where d is the Euclidean metric, and is denoted by
∫ ·dF , with
I(X) written as
∫
X(x)dF(x) for each X ∈C(S). Riemann-Stieljes integrals provide an
abundance of examples for integration on locally compact metric spaces.
It follows from the linearity of I that if X ,Y ∈C(S) are such that I(X)> I(Y ), then
there exists a point x in S for which X(x)>Y (x). The positivity condition (ii), extended
in the next proposition, is a powerful tool in proving existence theorems. It translates
a condition on integrals into the existence of a point in S with certain properties. To
prove the next proposition, we need the following lemma which will be used again in a
later chapter. This lemma, from [Chan 1975] is a pleasant surprise because, in general,
the convergence of a series of non-negative real numbers does not follow constructively
from the boundlessness of partial sums.
Lemma 4.2.2. (Positivity of a linear function on a linear space of functions). Sup-
pose I is a linear function on a linear space L of functions on a set S. Suppose I
satisfies the following condition: for each X0 ∈ L there exists a non-negative func-
tion Z ∈ L such that, for each sequence (Xi)i=1,2,··· of non-negative functions in L with
∑∞i=1 I(Xi) < I(X0), there exists x ∈ S with (i) Z(x) = 1 and (ii) ∑pi=1Xi(x) ≤ X0(x) for
each p > 0. Then, for each X0 ∈ L and for each sequence (Xi)i=1,2,··· of non-negative
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functions in L with ∑∞i=1 I(Xi)< I(X0), there exists x∈ S such that ∑∞i=1Xi(x) converges
and is less than X0(x).
Proof. Classically, the convergence of ∑∞i=1Xi(x) follows trivially from the boundless-
ness of the partial sums. Note that if the constant function 1 is a member of L, then the
lemma can be simplified with Z ≡ 1, or with Z altogether omitted.
Suppose X0 ∈ L and (Xi)i=1,2,··· is a sequence of non-negative functions in L with
∑∞i=1 I(Xi)< I(X0). Let Z be as given in the hypothesis. Choose a positive real number
α so small that
αI(Z)+
∞
∑
i=1
I(Xi)+α < I(X0)
Choose an increasing sequence (nk)k=1,2,··· of integers such that
∞
∑
i=n(k)
I(Xi)< 2
−2kα
for each k ≥ 1.
Consider the sequence of functions
(αZ,X1,2
n(2)
∑
i=n(1)
Xi,X2,2
2
n(3)
∑
i=n(2)
Xi,X3, · · · )
It can easily be verified that the series of the corresponding values for the function
I then converges to a sum less than αI(Z)+∑∞i=1 I(Xi)+α , which is in turn less than
I(X0) by the choice of the number α .
By the hypothesis, there exists a point x ∈ S with Z(x) = 1 such that
αZ(x)+X1(x)+ · · ·+Xk(x)+ 2k
n(k+1)
∑
i=n(k)
Xi(x)≤ X0(x)
for each k ≥ 1. In particular ∑n(k+1)i=n(k) Xi(x) ≤ 2−kX0(x) so ∑∞i=1Xi(x) < ∞. The last
displayed inequality implies also that
αZ(x)+
∞
∑
i=1
Xi(x)≤ X0(x)
Because Z(x) = 1, we have
α +
∞
∑
i=1
Xi(x)≤ X0(x)
as desired.
Proposition 4.2.3. (Positivity of an integration on a locally compact metric space).
Let I be an integration on a locally compact metric space (S,d). Let (Xi)i=0,1,2,··· be
a sequence in C(S) such that Xi is non-negative for i ≥ 1, and such that ∑∞i=1 I(Xi) <
I(X0). Then there exists x ∈ S such that ∑∞i=1Xi(x)< X0(x).
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Proof. Let K be a compact support of X0. The set B≡{x∈ S : d(x,K)≤ 1} is bounded.
Hence, since S is locally compact, there exists a compact subset K′ such that B ⊂ K′.
Define Z ≡ (1− d(·,K′))+.
Let ε ∈ (0,1) be arbitrary. By Lemma 3.1.2, there exists a metrically discrete
and enumerated finite set A ≡ {y1, · · · ,yn} which is an ε-approximation of K. Let
{Yy(1), · · · ,Yy(n)} be the ε-partition of unity determined by A, as in Definition 3.2.2. For
short, abuse notations and write Yk ≡ Yy(k) for each k = 1, · · ·n. By Proposition 3.2.3,
we have ∑nk=1Yk ≤ 1, with equality prevailing on K ⊂
⋃
x∈A(d(·,x)≤ ε). It follows that
∑nk=1 I(XiYk)≤ I(Xi) for each i≥ 0, with equality in the case i= 0. Therefore
n
∑
k=1
∞
∑
i=1
I(XiYk)≤
∞
∑
i=1
I(Xi)< I(X0) =
n
∑
k=1
I(X0Yk)
Hence there exists some k= 1, · · ·n for which
∞
∑
i=1
I(XiYk)< I(X0Yk)
Again by Proposition 3.2.3, for each x∈ SwithYk(x)> 0, we have d(x,yk)< 2ε . Hence
(Yk(x)> 0 and Yk(x
′)> 0)⇒ (d(x,x′)≤ 4ε and x ∈ B⊂ K′)
for x,x′ ∈ S.
Define Z1 ≡ Yk. By repeating the above argument with εm = 14m (m= 1,2, · · ·), we
can construct inductively a sequence of non-negative continuous functions (Zm)m=1,2,···
such that, for each m≥ 1 and for each x,x′ ∈ S, we have
(Zm(x)> 0 and Zm(x
′)> 0)⇒ (d(x,x′)≤ 1
m
and x,x′ ∈ K′) (4.2.1)
and such that
∞
∑
i=1
I(XiZ1 · · ·Zm)< I(X0Z1 · · ·Zm) (4.2.2)
Since all terms in 4.2.2 are non-negative, the same inequality holds if the infinite
sum is replaced by the partial sum of the first m terms. By the positivity of I, this
implies for each m≥ 1 the existence of a point xm such that
m
∑
i=1
XiZ1 · · ·Zm(xm)< X0Z1 · · ·Zm(xm) (4.2.3)
In particular Zp(xm)> 0 for each p ≤ m. Therefore the inference 4.2.1 yields xp ∈
K′ and d(xp,xm) ≤ 1p for each p ≤ m. Hence (xm)m=1,2,··· is a Cauchy sequence in K′
and converges to some point x∈K′. By the definition of the function Z at the beginning
of this proof, we have Z(x) = 1.
Canceling positive common factors on both sides of inequality 4.2.3, we obtain
∑
p
i=1Xi(xm) < X0(xm) for each p ≤ m. Letting m→ ∞ yields ∑pi=1Xi(x) ≤ X0(x) for
each p ≥ 1.
The conditions in Lemma 4.2.2 have been established. The conclusion of the
present proposition follows.
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4.3 Integration Space — the Daniell Integral
Integration on a locally compact space is a special case of Daniell integration, intro-
duced next.
Definition 4.3.1. (integration Space). An integration space is a triple (Ω,L, I) where
Ω is a non-empty set, L is a set of real-valued functions on Ω, and I is a non-zero
real-valued function with domain(I) = L, satisfying the following conditions.
1. If X ,Y ∈ L and a,b ∈ R, then aX + bY, |X |, and X ∧ 1 belong to L, and I(aX +
bY )= aI(X)+bI(Y). In particular, if X ,Y ∈L, then there existsω ∈ domain(X)∩
domain(Y ).
2. If a sequence (Xi)i=0,1,2,··· of functions in L is such that Xi is non-negative for each
i≥ 1 and such that∑∞i=1 I(Xi)< I(X0), then there exists a pointω ∈
⋂∞
i=0 domain(Xi)
such that ∑∞i=1Xi(ω)< X0(ω). This condition will be referred to as the positivity
condition for I.
3. For each X ∈ L, we have I(X ∧n)→ I(X) and I(|X | ∧n−1)→ 0 as n→ ∞.
I is then called an integration or integral on (Ω,L), and I(X) called the integral of X .
A function X ∈ L is said to integrable relative to I. 
Note that given X ∈ L, the function X ∧n= n(( 1
n
X)∧1) belongs to L by condition
1 of Definition 4.3.1. Similarly the function |X | ∧ n−1 belongs to L. Hence I(X ∧ n)
and I(|X | ∧n−1) in Condition 3 are defined
In the following, in order to minimize clutter, we will write IX for I(X), and IXY
etc for I(XY ) etc, when there is no risk of confusion.
Note that, in general, there is no assumption that two functions should have a point
in the intersection of their domains. The positivity condition is an existence condition
useful in many constructions.
One trivial example of an integration space is the triple (Ω,L,δω ) where ω is a
given point in a given set Ω, where is the set of all functions X on Ω whose domains
contain ω , and where δω is defined on L by δω(X) = X(ω). The integration δω is
called the point mass at ω .
Proposition 4.3.2. (An integration on a locally compact space entails an integra-
tion space). Let I be an integration on the locally compact metric space (S,d) as
defined in Definition 4.2.1. Then (S,C(S,d), I) is an integration space.
Proof. The positivity condition in Definition 4.3.1 has been proved for (S,C(S,d), I)
in Proposition 4.2.3. The other conditions are trivial.
The next proposition collects some simple properties of integration spaces.
Proposition 4.3.3. (Basic properties of an integration space). Let (Ω,L, I) be an
integration space. Then the following holds.
1. If X ,Y ∈ L, then X∨Y,X∧Y ∈ L. If in addition a> 0, then X∧a∈ L and I(X∧a)
is continuous in a.
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2. If X ∈ L, then X+,X− ∈ L and IX = IX++ IX−.
3. For any X ∈ L with IX > 0, there exists ω such that X(ω)> 0.
4. Suppose X(ω)≥ 0 for each ω ∈ domain(X). Then we have IX ≥ 0.
5. There exists a non-negative X ∈ L such that IX = 1.
6. For any sequence (Xi)i=1,2··· in L, there exists a point ω ∈ ∩∞i=0domain(Xi).
Proof. 1. The first part follows from X∨Y =(X+Y+ |X−Y |)/2 and X∧Y =(X+Y−
|X−Y |)/2. The second part follows from X ∧a = a(X
a
∧1) and ,in view of Condition
3 in Definition 4.3.1, from I|X ∧a−X ∧b| ≤ I(|b− a| ∧ |X |) for a,b> 0.
2. The conclusion follows from X+ = X ∨0X , X− = X ∧0X , and X = X++X−.
3. Suppose X ∈ L has integral IX > 0. The positivity condition in Definition 4.3.1,
applied to the sequence (X ,0X ,0X , ...), guarantees an ω such that X(ω)> 0.
4. Suppose IX < 0. Then I(−X)> 0, and part 3 of this proposition would give an
ω ∈ domain(X) with X(ω)< 0, a contradiction. Hence IX ≥ 0.
5. Since I is nonzero and linear, there exists X such that I(X)> 0. By part 4 of this
proposition, and by the linearity of I, we see that IX ≤ I|X | and so I|X | > 0. Let X0
denote the function |X |/I|X |. Then X0 is non-negative and IX0 = 1.
6. Let a non-negativeX0 ∈ L be such that IX0 = 1. Suppose (Xi)i=1,2··· is a sequence
of functions in L. Then the sequence (X0,0X1,0X2, · · ·) trivially satisfies the require-
ments in the positivity condition in Definition 4.3.1, which therefore guarantees a point
in the intersection of the domains.
Definition 4.3.4. (Integration subspace). Let (Ω,L, I) be an integration space. Let
L′ be a subfamily of L such that (Ω,L′, I) is an integration space. We will then call
(Ω,L′, I) an integration subspace of (Ω,L, I). When confusion is unlikely, we will
abuse terminology and simply call L′ an integration subspace of L, with Ω and I under-
stood.
Proposition 4.3.5. (Linear subspace of integrable functions closed to absolute val-
ues and minimum with constants is an integrations subspace). Let (Ω,L, I) be
an integration space. Let L′ be a linear subspace of L such that if X ,Y ∈ L′ then
|X |,X ∧1 ∈ L′. Then (Ω,L′, I) is an integration subspace of (Ω,L, I).
Proof. By hypothesis, L′ is closed to linear operations, absolute values, and the oper-
ation of taking minimum with the constant 1. Condition 1 in Definition 4.3.1 for an
integration space is thus satisfied by L′. Conditions 2 and 3 are inherited by (Ω,L′, I)
from (Ω,L, I).
Proposition 4.3.6. (Integration induced by a surjection). Let (Ω,L, I) be an inte-
gration space. Let pi : Ω¯ → Ω be a function from some set Ω¯ onto Ω. For each f ∈ L
write f (pi) ≡ f ◦pi . Define L ≡ { f (pi) : f ∈ L} and define I¯ : L→ R by I¯X ≡ I( f ) for
each f ∈ L and X = f (pi) ∈ L. Then (Ω¯,L, I¯) is an integration space.
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Proof. Suppose X = f (pi) = g(pi) for some f ,g ∈ L. Let ω ∈ domain( f ) be arbitrary.
Since pi is an on-to function, there exists ϖ ∈ Ω¯ such that pi(ϖ) = ω ∈ domain( f ).
It follows that ϖ ∈ domain( f (pi)) = domain(g(pi)) and so ω = pi(ϖ) ∈ domain(g).
Since ω ∈ domain( f ) is arbitrary, we see that domain( f ) ⊂ domain(g) and, by sym-
metry, domain( f ) = domain(g). Moreover f (ω) = f (pi(ϖ)) = g(pi(ϖ)) = g(ω). We
conclude that f = g.
Next let and a,b ∈ R be arbitrary, where f ,h ∈ L. Then a f + bh ∈ L and so aX +
bY =(a f +bh)(pi)∈ L. Furthermore I¯(aX+bY )≡ I(a f +bh)= aI( f )+bI(h)≡ aI¯X+
bI¯Y . Thus L is a linear space and I¯ is a linear function. Similarly, |X |= | f |(pi) ∈ L and
a∧X = (a∧ f )(pi) ∈ L. Furthermore I¯(a∧X)≡ I(a∧ f )→ I( f )≡ I¯X as a→∞, while
I¯(a∧ |X |)≡ I(a∧ | f |)→ 0 as a→ 0. Thus Conditions 1 and 3 in Definition 4.3.1 for
an integration space are verified for the triple (Ω¯,L, I¯).
It remains to prove the positivity condition, Condition 2 in Definition 4.3.1. To that
end, let (Xi)i=0,1,2,··· be a sequence in L such that Xi is non-negative for each i≥ 1 and
such that ∑∞i=1 I¯Xi < I¯X0. For each i≥ 0 let fi ∈ L be such that Xi = fi(pi). Then, since
pi is an on-to function, fi ≥ 0 for each i ≥ 1. Moreover ∑∞i=1 I( fi) ≡ ∑∞i=1 I¯Xi < I¯X0 ≡
I( f0). Since I is an integration, there existsω ∈
⋂∞
i=0 domain( fi) such that∑
∞
i=1 fi(ω)<
f0(ω). Let ϖ ∈ Ω¯ be such that pi(ϖ) = ω . Then
ϖ ∈
∞⋂
i=0
domain( fi(pi)) =
∞⋂
i=0
domain(Xi).
By hypothesis∑∞i=1Xi(ϖ) = ∑
∞
i=1 fi(ω) < f0(ω) = X0(ϖ). All the conditions in Defi-
nition 4.3.1 have been established. Accordingly, (Ω¯,L, I¯) is an integration space.
4.4 Complete Extension of Integrations
Because discontinuous real random variables will be of interest, integration spaces like
(S,C(S,d), I) will need to be expanded. More generally, given an integration space
(Ω,L, I), we can expand the set L to a larger set L1, and extend the integration I to L1,
by summing a series of small pieces in L, small in the sense that the integrals of the
absolute values of these pieces sum to a finite number. This is analogous to of the usual
extension of rational numbers to reals by representing a real number as the sum of an
absolutely convergent series of rational numbers.
Definition 4.4.1. (Integrable functions, and Completion of an integration space).
Let (Ω,L, I) be an integration space. A function X on a subset of Ω is called an inte-
grable function if there exists a sequence (Xn)n=1,2,··· in L such that (i) ∑∞i=1 I|Xi|< ∞,
(ii) domain(X) contains the set
D≡ {ω ∈ ∩∞i=1domain(Xi) :
∞
∑
i=1
|Xi(ω)|< ∞},
and (iii) X(ω) = ∑∞i=1Xi(ω) for each ω ∈ D. The sequence (Xn)n=1,2,··· is called a
representation of X by elements of L relative to I. The set of integrable functions will
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be denoted by L1. Define the sum
I1(X)≡
∞
∑
i=1
IXi
and call it the integral of X . Then I1 is called the complete extension of I. Likewise,
L1 and (Ω,L1, I1) are called the complete extensions , or simply completion, of L and
(Ω,L, I) respectively.
The next proposition and theorem prove that (i’) I is well defined on L, and (ii)
(Ω,L1, I1) is indeed an integration space with L⊂ L1 and I = I1|L. Henceforth we can
use the same symbol I to denote the given integration and its complete extension, and
write I also for I1.
An integration space (Ω,L, I) is said to be complete if (Ω,L, I) = (Ω,L1, I). 
Suppose (Xn)n=1,2,··· is a representation of X . If we define X0 ≡ ∑∞i=1Xi, then
(Xn)n=1,2,··· is a representation also of X0, with domain(X0) = D ⊂ domain(X) and
X = X0 on domain(X0).
The next proposition shows that I1X is well-defined; in other words, it is indepen-
dent of the representation.
Proposition 4.4.2. (Complete extension of integration is well defined). If (Xn)n=1,2,···
and (Yn)n=1,2,··· are two representations of the integrable function X, then ∑∞i=1 IXi =
∑∞i=1 IYi.
Proof. By the definition of a representation, the series ∑∞i=1 I|Xi| and ∑∞i=1 I|Yi| con-
verge. Suppose ∑∞i=1 IXi < ∑
∞
i=1 IYi. Then for some large number m we have
∞
∑
i=m+1
I|Xi|+
∞
∑
i=m+1
I|Yi|+
∞
∑
i=m+1
I|Yi−Xi|<
m
∑
i=1
IYi−
m
∑
i=1
IXi = I
m
∑
i=1
(Yi−Xi)
The conditions in Definition 4.3.1 of integration space then implies the existence of a
point ω ∈ ∩∞i=1(domain(Xi)∩domain(Yi)) such that
∞
∑
i=m+1
|Xi(ω)|+
∞
∑
i=m+1
|Yi(ω)|+
∞
∑
i=m+1
|Yi(ω)−Xi(ω)|<
m
∑
i=1
Yi(ω)−
m
∑
i=1
Xi(ω)
Hence, applying the triangle inequality, we have
0<
m
∑
i=1
Yi(ω)−
m
∑
i=1
Xi(ω)−
∞
∑
i=m+1
|Yi(ω)−Xi(ω)|
≤ |
m
∑
i=1
Yi(ω)−
m
∑
i=1
Xi(ω)|− |
∞
∑
i=m+1
Yi(ω)−
∞
∑
i=m+1
Xi(ω)|
≤ |
∞
∑
i=1
Yi(ω)−
∞
∑
i=1
Xi(ω)|= |X(ω)−X(ω)|= 0
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The next to last equality is because both (Yn)n=1,2,··· and (Xn)n=1,2,··· are, by hypothesis,
representations of X . Thus the assumption ∑∞i=1 IXi < ∑
∞
i=1 IYi leads to a contradiction.
Therefore ∑∞i=1 IXi ≥ ∑∞i=1 IYi. Similarly ∑∞i=1 IXi ≤ ∑∞i=1 IYi, and the equality follows.
Theorem 4.4.3. (Complete extensiion of an integration space is an integration
space). Let (Ω,L, I) be an integration space. Then (Ω,L1, I1) is an integration space.
Moreover, L⊂ L1, and I1X = IX for each X ∈ L.
Proof. Let X ∈ L be arbitrary. Then (X ,0X ,0X , ...) is a representation of X . Hence
X ∈ L1 and I1X = IX . It remains to verify, for the triple (Ω,L1, I1), the conditions in
Definition 4.3.1 of integration spaces. Proposition 4.3.3 and Condition 2 in Definition
4.3.1 guarantees that domain(X) is non-empty for each X ∈ L1.
First let X ,Y ∈ L1 be arbitrary, with representations (Xn)n=1,2,··· and (Yn)n=1,2,···
respectively. Let a,b ∈ R. Then clearly the sequence
(aXn+ bYn,Xn,−Xn,Yn,−Yn)n=1,2,···
is a representation of aX + bY . The seemingly redundant terms Xn,−Xn, Yn,−Yn, · · ·
are included to ensure that the absolute convergence of the resulting series at some
ω implies that ω ∈ domain(a+ X + bY ). Similar tricks will be used several times
later without further comments. Thus we see that aX + bY ∈ L1 and I1(aX + bY ) =
aI1X+ bI1Y . Similarly, let a> 0 be arbitrary. Because
I|a∧
n
∑
i=1
Xi− a∧
n−1
∑
i=1
Xi| ≤ I|Xn|
for each n≥ 1, the sequence
(a∧
n
∑
i=1
Xi− a∧
n−1
∑
i=1
Xi,Xn,−Xn)n=1,2,···
is a representation of X ∧a. Hence X ∧a belongs to L1, and
I1(X ∧a) = lim
n→∞ I(a∧
n
∑
i=1
Xi)≤ lim
n→∞ I(
n
∑
i=1
Xi) = I1X (4.4.1)
In particular 1∧X ∈ L1. Again, because
I|(|
n
∑
i=1
Xi|− |
n−1
∑
i=1
Xi|)| ≤ I|Xn|
for each n≥ 1, the sequence
(|
n
∑
i=1
Xi|− |
n−1
∑
i=1
Xi|,Xn,−Xn)n=1,2,···
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is a representation of |X |. Hence |X | belongs to to L1, with
I1|X |= lim
n→∞ I |
n
∑
i=1
Xi|. (4.4.2)
It follows that I1 is a nonnegative function on L1. In other words, if X ,Y ∈ L1 are such
that X ≤ Y on domain(X)∩domain(Y), then I1X ≤ I1Y .
We next verify the positivity condition in Definition 4.3.1. To that end, let (Xi)i=0,1,2,···
be a sequence of functions in L1 such that Xi is non-negative for i≥ 1 and such that
∞
∑
i=1
I1Xi < I1X0
For each i ≥ 0, let (Xi,k)k=1,2,··· be a representation of Xi. Then ∑∞k=1 I|Xi,k| < ∞ for
each i≥ 0. Since Xi is non-negative for i≥ 1, we see from part 1 of this proof that
lim
n→∞ I|
n
∑
k=1
Xi,k|= I1|Xi|= I1Xi
for i≥ 1. Therefore there exists a sequence (mi)i=0,1,2,··· of integers such that
∞
∑
i=1
I|
m(i)
∑
k=1
Xi,k|+
∞
∑
i=0
∞
∑
k=m(i)+1
I|Xi,k|<
m(0)
∑
k=1
IX0,k
The positivity condition of 4.3.1 on (Ω,L, I) therefore guarantees the existence of ω ∈⋂∞
i=0
⋂m(i)
k=1 domain(Xi,k) such that
∞
∑
i=1
|
m(i)
∑
k=1
Xi,k(ω)|+
∞
∑
i=0
∞
∑
k=m(i)+1
|Xi,k(ω)|<
m(0)
∑
k=1
X0,k(ω) (4.4.3)
It follows from the definition of a representation thatXi(ω) is defined and∑∞k=1Xi,k(ω)=
Xi(ω) for each i≥ 0. Moreover
∞
∑
i=1
Xi(ω) =
∞
∑
i=1
∞
∑
k=1
Xi,k(ω) =
∞
∑
i=1
m(i)
∑
k=1
Xi,k(ω)+
∞
∑
i=1
∞
∑
k=m(i)+1
Xi,k(ω)
≤
∞
∑
i=1
|
m(i)
∑
k=1
Xi,k(ω)|+
∞
∑
i=0
∞
∑
k=m(i)+1
|Xi,k(ω)|−
∞
∑
k=m(0)+1
|X0,k(ω)|
<
m(0)
∑
k=1
X0,k(ω)−
∞
∑
k=m(0)+1
|X0,k(ω)| ≤
∞
∑
k=1
X0,k(ω) = X0(ω)
where the next to last inequality follows form inequality 4.4.1 above. This proves
condition 2 of Definition 4.3.1 for (Ω,L1, I1).
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Now let X ∈ L1, with a representation (Xi)i=1,2,··· in L. Then, for every m > 0, the
sequence
(X1,−X1,X2,−X2, · · · ,Xm,−Xm,Xm+1,Xm+2,Xm+3, · · · )
is a representation of the function X−∑mi=1Xi ∈ L1. Therefore, applying equation 4.4.2
in above, we have
I1|X−
m
∑
i=1
Xi|= lim
n→∞ I|
n
∑
i=m+1
Xi| ≤
∞
∑
i=m+1
I|Xi| → 0 (4.4.4)
Hence, for any given ε > 0, there exists m so large that I1|X −∑mi=1Xi| < ε . Write
Y ≡ ∑mi=1Xi. Then
I1|X−Y |< ε
and so
I1|X ∧n−Y ∧n| ≤ I1|X−Y |< ε
for each n≥ 1. In view of Condition 3 of Definition4.3.1 for (Ω,L, I), there exists p≥ 1
so large that
|I1(Y ∧n)− I1Y |= |I(Y ∧n)− IY |< ε
for each n≥ p. Hence
I1X ≥ I1(X ∧n)> I1(Y ∧n)− ε > I1Y − 2ε > I1X − 3ε
for each n ≥ p. Since ε is arbitrary, we have I1(X ∧ n)→ I1X as n→ ∞. Separately,
again by Condition 3 of Definition 4.3.1 for (Ω,L, I), there exists p ≥ 1 so large that
I(|Y | ∧n−1)< ε for each n≥ p. Therefore
I1(|X | ∧n−1)≤ I1(|Y | ∧n−1)+ I1|X−Y |< 2ε
Hence I1(|X | ∧n−1)→ 0 as n→ ∞. All three conditions in Definition 4.3.1 have been
verified for (Ω,L1, I1) to be an integration space.
Corollary 4.4.4. (L is dense in its complete extension). If X ∈ L1 has representation
(Xi)i=1,2,···, then limn→∞ I|X−∑mi=1Xi|= 0.
Proof. See expression 4.4.4 in the proof of 4.4.3.
Henceforth we will, write I also for I1. In words, we will use the symbol for a given
integration also for its complete extension.
Proposition 4.4.5. (Complete extension of an integration spacce is a complete met-
ric space). Let X ,Y ∈ L1 be arbitrary. Define ρI(X ,Y ) = I|X −Y |. Then (L1,ρI) is a
complete metric space, and L is a dense subset of L1.
Proof. The proof that (L1,ρI) is a metric space is trivial. Corollary 4.4.4 implies that
L is a dense subset of (L1,ρI). It remains to prove that the latter is complete.
Let (Xn)n=1,2,··· be any Cauchy sequence in (L1,ρI). To prove completeness we
need to find some Z ∈ L1 such that limn→∞ I|Xn−Z|= 0. Let (ni)i=1,2,··· be an increas-
ing sequence such that I|Xn(i)−Xn|< 2−i for each n> ni and i≥ 1. Because L is dense
Yuen-Kwok Chan 56 Constructive Probability
4.4. COMPLETE EXTENSION OF INTEGRATIONS
in L1, there exists for each i≥ 1 some Zi ∈ L such that I|Xn(i)−Zi|< 2−i. Then I|Zi−
Zi+1| < 2−i+1+ 2−i−1 for each i ≥ 1. Hence the sequence (Z1,Z2−Z1,Z3−Z2, · · · ) is
the representation of some Z ≡ Z1 +∑∞i=1(Zi+1− Zi) ∈ L1. Corollary 4.4.4 therefore
implies that limi→∞ I|Zi−Z|= 0. At the same time, for each n> ni and i≥ 1 we have
I|Xn−Z| ≤ I|Xn−Xn(i)|+ I|Xn(i)−Z|< 2−i+ I|Xn(i)−Z|
Combining, we see that limn→∞ I|Xn−Z|= 0.
Corollary 4.4.6. (Nothing is gained from further complete extension). Let L1 be
space of integrable functions on (Ω,L, I). Let (L1)1 be space of integrable functions on
(Ω,L1, I). Then (L1)1 = L1.
Proof. Let Z ∈ (L1)1. By Proposition 4.4.5, for any ε > 0 there exists a functionY ∈ L1
with I|Z−Y |< ε , and there exists a function X ∈ Lwith I|Y−X |< ε , and so I|Z−X |<
2ε . Thus we can construct a sequence in L which converges to Z. Proposition 4.4.5
implies that Z ∈ L1.
Corollary 4.4.7. (Two integrations on the same space of integrable functions are
equal if they agree on some dense subset). Let (Ω,L, I) and (Ω,L, I′) be complete
integration spaces. Suppose I = I′ on some subset L0 of L which is dense in L relative
to the metric defined by ρI(X ,Y ) = I|X−Y | for all X ,Y ∈ L. Then I = I′ on L.
Proof. Let X ∈ L be arbitrary. Let (Xn)n=1,2,··· be a sequence in L0 which converges to
X relative to the metric ρI . As in the proof of Proposition 4.4.5, we can then construct
a sequence (Yn)n=1,2,··· in L0 which is a representation of X relative to I. Since I = I′
on L0, it follows immediately that (Yn)n=1,2,··· is also a representation of X relative to
I′, with
I′X =
∞
∑
i=1
I′Yn =
∞
∑
i=1
IYn = IX .
Since X ∈ L is arbitrary, we conclude that I = I′.
For monotone sequences, we have a very useful theorem for establishing conver-
gence in L1.
Theorem 4.4.8. (Monotone Convergence Theorem). Let (Ω,L1, I) be a complete
integration space. Suppose (Xi)i=1,2,··· is a sequence in L1 such that Xi−1 ≤ Xi on
∩∞i=1domain(Xi), and such that limi→∞ I(Xi) exists. Then X ≡ limi→∞Xi ∈ L1. More-
over limi→∞ I|X −Xi| = 0. Similarly, suppose (Yi)i=1,2,··· is a sequence in L1 such that
Yi−1 ≥ Yi on ∩∞i=1domain(Yi), and such that limi→∞ I(Yi) exists. Then Y ≡ limi→∞Yi ∈
L1. Moreover limi→∞ I|Y −Yi|= 0.
Proof. The sequence (X1,X2−X1,X3−X2, · · · ) is obviously a representation of X , with
IX = limi→∞ I(X1+(X2−X1)+ · · ·+(Xi−Xi)) = limi→∞ IXi. Corollary 4.4.4 implies
limi→∞ I|X−Xi|= 0. The second part of the theorem follows by applying the first part
to the sequence (−Yi)i=1,2,···m.
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4.5 Integrable Sets
To model an event in a chance experiment which may or may not have occurred after
the outcome is observed, we can use a function with only two possible values, 1 or 0.
Equivalently we can specify the subset of those outcomes that realize the event. We
make these notions precise in the present section.
Definition 4.5.1. (Indicators and mutally excllusive subsets). Subsets A1, · · · ,An of
a set Ω are said to be mutually exclusive if AiA j = φ for all i, j with i 6= j. A function
X on a set Ω with only two possible values, 1 or 0, is called an indicator. Indicators
X1, · · · ,Xn are said to be mutually exclusive if the sets {ω ∈ domain(Xi) : Xi(ω) = 1}
(i= 1, · · · ,n) are mutually exclusive. 
In the remainder of this section, let (Ω,L, I) be a complete integration space. Recall
that an integrable function need not be defined everywhere. However, they are defined
almost everywhere in the sense of the next definition.
Definition 4.5.2. (Full set and almost everywhere properties). A subset D of Ω is
called a full set if D⊃ domain(X) for some integrable function X ∈ L. Two functions
Y,Z on Ω are said to be equal almost everywhere, with abbreviationY = Z a.e., if Y = Z
on a full set D. In other words, Y = Z a.e. if there exists a full set D such that (i) D∩
domain(Y) = D∩ domain(Z) and (ii) Y (ω) = Z(ω) for each ω ∈ D∩ domain(Y). In
general, a statement about a general element ω of Ω is said to hold almost everywhere,
a.e. for short, if it holds for each ω in a full set. 
For example, since according to the terminology established in the Introduction of
this book, the statementY ≤ Zmeans that for eachω ∈Ωwe have (i) ω ∈ domain(Y )⇔
ω ∈ domain(Z) and (ii) Y (ω) ≤ Z(ω) if ω ∈ domain(Y). So the statement Y ≤ Z a.e.
means that there exists some full set D such that for each ω ∈ D the conditions (i) and
(ii) hold. Equivalently, Y ≤ Z a.e. iff (i’) ω ∈ D∩ domain(Y)⇔ ω ∈ D∩ domain(Z)
and (ii’) Y (ω) ≤ Z(ω) for each ω ∈ D∩ domain(Y). Thus Y ≤ Z a.e. iff Y ≤ Z on
some full set D.
Similarly, if A,B are subsets of Ω, then A⊂ B a.e. iff AD⊂ BD for some full set D.
Every integrable function is defined a.e. The last sentence, however, does not tell
us anything until we explore the properties of full sets, in the next proposition.
Proposition 4.5.3. (Properties of full sets). Let X ,Y,Z ∈ L denote integrable func-
tions.
1. A subset which contains a full set is a full set. The intersection of a sequence of
full sets is again a full set.
2. SupposeW is a function on Ω andW = X a.e. Then W is an integrable function
with IW = IX.
3. If D is a full set then D= domain(X) for some X ∈ L
4. X = Y a.e. if and only if I|X−Y |= 0.
5. If X ≤ Y a.e. then IX ≤ IY .
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6. If X ≤ Y a.e. and Y ≤ Z a.e. then X ≤ Z a.e. Moreover, if X ≤ Y a.e. and X ≥Y
a.e. then X = Y a.e.
7. Almost everywhere equality is an equality relation in L. In other words, for all
X ,Y,Z ∈ L we have (i) X = X a.e. (ii) if X = Y a.e. then Y = X a.e. and (iii) if
X = Y a.e. and Y = Z a.e. then X = Z a.e.
Proof. 1. Suppose Dn ⊃ domain(Xn) where Xn ∈ L for n ≥ 1. Define X ≡ ∑∞n=10Xn.
Then X ∈ L since L is complete. Moreover
∞⋂
n=1
Dn ⊃
∞⋂
n=1
domain(Xn) =
∞⋂
n=1
domain(0Xn) = domain(X)
2. By the definition of a.e. equality, there exists a full setD such thatD∩domain(W)=
D∩domain(X) andW (ω) = X(ω) for each ω ∈ D∩domain(X). By the definition of
a full set, D ⊃ domain(Z) for some Z ∈ L. It is then easily verified that the sequence
(X ,0Z,0Z, · · ·) is a representation of the function W . Therefore W ∈ L1 = L with
IW = IX .
3. Suppose D is a full set. By definition D ⊃ domain(X) for some X ∈ L. Define
a functionW by domain(W) ≡ D and W (ω) ≡ 0 for each ω ∈ D. Then W = 0X on
the full set domain(X). Hence by assertion 2 above,W is an integrable function, with
D= domain(W).
4. Suppose X =Y a.e. Then |X−Y |= 0(X−Y ) a.e. Hence I|X−Y |= 0 according
to assertion 2. Suppose conversely that I|X −Y | = 0. Then the function defined by
Z ≡ ∑∞n=1 |X−Y | is integrable. By definition
domain(Z)≡ {ω ∈ domain(X−Y) :
∞
∑
n=1
|X(ω)−Y(ω)|< ∞}
= {ω ∈ domain(X)∩domain(Y) : X(ω) = Y (ω)}
Thus we see that X = Y on the full set domain(Z).
5. Because Y −X = |Y −X | a.e., we have, by assertion 4, I(Y −X) = I|Y −X | ≥ 0.
6. Suppose X ≤ Y a.e. and Y ≤ Z a.e. Then there exists a full set D such that
D∩ domain(X) = D∩ domain(Y) and X(ω) ≤ Y (ω) for each ω ∈ D∩ domain(X).
Similarly, there exists a full set D′ such that D′ ∩ domain(Y) = D′ ∩ domain(Z) and
Y (ω) ≤ Z(ω) for each ω ∈ D′ ∩ domain(Y). By assertion 1, the set DD′ is a full set.
Furthermore,DD′∩domain(X) = DD′∩domain(Y) = DD′∩domain(Z) and X(ω)≤
Y (ω)≤ Z(ω) for each ω ∈DD′∩domain(X) . It follows that X ≤ Z a.e. The remainder
of the assertion is similarly proved.
7. Trivial consequence of assertion 4.
Definition 4.5.4. (Integrable set, measure of integrable set, complement of inte-
grable set, and null set). A subset A of Ω is called an integrable set if there exists
an indicator X which is an integrable function such that A= (X = 1). In this case call
X an indicator of A. We then define the measure of A to be µ(A) ≡ IX , and call the
set (X = 0) a measure-theoretic complement of A. We write 1A for an indicator of A,
and write Ac for a measure-theoretic complement of A. An integrable set with measure
µ(A) = 0 is called a null set. 
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Two distinct integrable indicators X and Y can be indicators of the same integrable
set A; hence 1A is not uniquely defined relative to the set-theoretic equality for func-
tions. However, as shown in the next proposition, given an integrable set, its indicator,
measure, and measure-theoretic complement are all uniquely defined relative to a.e.
equality.
Proposition 4.5.5. (Properties of integrable sets). Let A and B be integrable sets. Let
X ,Y be integrable indicators of A,B respectively.
1. A= B a.e. iff X =Y a.e. In particular, 1A is well-defined relative to a.e. equality,
and the measure µ(A) is well-defined.
2. If A= B a.e., then (X = 0) = (Y = 0) a.e. In particular, Ac is well-defined relative
to equality a.e.
3. The empty set φ is a null set, and Ω is a full set.
4. Any full set is a measure-theoretic complement of a null set.
5. Any measure-theoretic complement of a null set is a full set.
6. If C is a subset of Ω such that C= A a.e., thenC is integrable with µ(A) = µ(C).
Proof. By the definition of an indicator for an integrable set, we have A = (X = 1)
and B = (Y = 1). Let D be an arbitrary full set. Then the intersection D′ ≡ D∩
domain(X)∩ domain(Y) is a full set. Since D′D = D′, we have D′DA = D′D(X = 1)
and D′DB= D′D(Y = 1).
1. Suppose A = B on the full set D. Then DA= DB. It follows from the previous
paragraph that D′(X = 1) = D′D(X = 1) = D′D(Y = 1) = D′(Y = 1). By the remark
following Definition 4.5.1we see that for each ω ∈D′, X(ω) and Y (ω) are defined and
equal. Hence X =Y a.e. Moreover, it follows from Proposition 4.5.3 that µ(A)≡ IX =
IY ≡ µ(B). Conversely, suppose X = Y a.e. with D∩ domain(X) = D∩ domain(Y)
and X(ω) = Y (ω) for each ω ∈ D∩ domain(X). Then D′A = D′DA = D′D(X = 1)
= D′D(Y = 1) = D′(Y = 1) = D′B. Hence A= B a.e.
2. Suppose A= B a.e. In the above proof for assertion 1, we see that for each ω in
the full set D′, we have X(ω) = 0 iff Y (ω) = 0.
3. Let X be any integrable function. Then 0X is an indicator for φ , with µ(φ) =
I(0X) = 0. Hence φ is a null set. Trivially Ω⊃ domain(X), and so Ω is a full set.
4. Suppose D is a full set. By Proposition 4.5.3, we have D= domain(X) for some
integrable function X . Since φ = (0X = 1) we see that 0X is an indicator for φ . Hence
φ c ≡ (0X = 0) = domain(X) =D is a measure-theoretic complement of the null set φ .
5. Suppose A is a null set, with Z ∈ L as an indicator and Ac ≡ (Z = 0). Since
IZ = 0, the function X ≡ ∑∞i=1Z is integrable. Moreover,
domain(X) = {ω ∈ domain(Z) :
∞
∑
i=1
Z(ω) = 0}= (Z = 0) = Ac
Hence Ac is a full set.
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6. SupposeC= A on the full setD. Define a functionW by domain(W) =C∪(X =
0) and W (ω) = 1 or 0 according as ω ∈ C or (X = 0). Then W = X on the full set
D∩domain(X). By Proposition 4.5.3, the functionW is integrable. HenceC=(W = 1)
has an integrable indicator. Moreover µ(C) = IW = IX = µ(A).
Suppose each of a sequence of statements is valid a.e. Then in view of Proposition
4.5.3, there exists a full set on which all of these statements are valid; in other words,
a.e. we have the validity of all the statements. For example if (An)n=1,2,··· is a sequence
of integrable sets with An ⊂ An+1 a.e. for each n> 0, then A1 ⊂ A2 ⊂ ·· · a.e.
Proposition 4.5.6. (Basics of meaures of integrable sets). Let A,B be integrable sets,
with indicators 1A,1B respectively, and with Ac ≡ (1A = 0) and Bc ≡ (1B = 0) . Then
the following holds.
1. A∪Ac is a full set, and AAc = φ .
2. A∪B is an integrable set, with 1A∪B = 1A∨1B a.e.
3. AB is an integrable set, with 1AB = 1A∧ 1B a.e. Moreover ABc is an integrable
set, with 1ABc = 1A− 1A∧1B a.e. Furthermore A(ABc)c = AB.
4. µ(A∪B)+ µ(AB) = µ(A)+ µ(B).
5. If A⊃ B a.e. then µ(ABc) = µ(A)− µ(B).
Proof.
1. We have A= (1A = 1) and Ac = (1A = 0). Hence AAc = φ . Moreover A∪Ac =
domain(1A), a full set.
2. Define the function X by domain(X) ≡ (A∪B)∪ (AcBc) and X(ω) ≡ 1 or 0
according as ω ∈ A∪B or ω ∈ AcBc. Then X = 1A∨1B on the full set domain(1A∨1B).
Hence X is an integrable function according to 4.5.3. Since A∪ B = (X = 1), the
function X is an indicator of A∪B. In other words 1A∪B = X = 1A∨1B a.e.
3. Obviously AB= (1A∧1B = 1). Hence 1AB = 1A∧1B. Next define the function
X by domain(X) ≡ (ABc)∪ (Ac ∪ B) and X(ω) ≡ 1 or 0 according as ω ∈ ABc or
ω ∈ Ac ∪B. Then X = 1A− 1A∧ 1B on the full set domain(1A∧ 1B). Hence X is an
integrable function according to 4.5.3. Since ABc = (X = 1), the function X is an
indicator of ABc. In other words 1ABc = X = 1A−1A∧1B a.e. Furthermore, A(ABc)c =
A(X = 0) = A(1A∧1B = 1) = AB.
4. Since 1A∨1B+ 1A∧1B = 1A+ 1B, the conclusion follows from linearity of I.
5. Suppose AD ⊃ BD for a full set D. Write A′ ≡ AD and B′ ≡ BD and define
B′c ≡ BcD. Then B′c is a measure-theoretic complement of B′. We have A′ ⊃ B′ and
so B′ = B′A′. According to Proposition 4.5.5, the sets A′ and B′ are integrable, with
µ(A′) = µ(A) and µ(B′) = µ(B). By the same token, since A′B′c = ABc on the full
set D, the set A′B′c is integrable with µ(A′B′c) = µ(ABc). On the other hand, from
assertion 4, we have
µ(B′)+ µ(A′B′c) = µ(B′A′)+ µ(B′cA′)
= µ((B′A′)∪ (B′cA′)) = µ((B′∪B′c)A′) = µ(A′)
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where the next to last equality is because (B′c∪B′)A′ = A′ on the full set B′c∪B′. The
assertion is proved.
Proposition 4.5.7. (Sequence of integrable sets). For each n ≥ 1 let An be an inte-
grable set with a measure-theoretic complement Acn. Then the following holds.
1. If An ⊂ An+1 a.e. for each n ≥ 1, and if µ(An) converges, then
⋃∞
n=1An is an
integrable set with µ(
⋃∞
n=1An) = limn→∞ µ(An) and (
⋃∞
n=1An)
c =
⋂∞
n=1A
c
n.
2. If An ⊃ An+1 a.e. for each n ≥ 1, and if µ(An) converges, then
⋂∞
n=1An is an
integrable set with µ(
⋂∞
n=1An) = limn→∞ µ(An) and (
⋂∞
n=1An)
c =
⋃∞
n=1A
c
n.
3. If AnAm = φ a.e. for each n>m≥ 1, and if ∑∞n=1 µ(An) converges, then
⋃∞
n=1An
is an integrable set with µ(
⋃∞
n=1An) = ∑
∞
n=1 µ(An).
4. If ∑∞n=1 µ(An) converges, then
⋃∞
n=1An is an integrable set with µ(
⋃∞
n=1An) ≤
∑∞n=1 µ(An) .
Proof. For each n≥ 1 let 1Anbe the integrable indicator of An such that Acn = (1An = 0).
1. Define a function Y by
domain(Y)≡ (
∞⋃
n=1
An)∪ (
∞⋂
n=1
Acn)
withY (ω)≡ 1 or 0 according as ω ∈⋃∞n=1An or ω ∈⋂∞n=1Acn. Then (Y = 1)=⋃∞n=1An
and (Y = 0) =
⋂∞
n=1A
c
n. For each n ≥ 1, we have An ⊂ An+1 a.e. and so 1An+1 ≥ 1An
a.e. By assumption we have the convergence of
I(1A1)+ I(1A2− 1A1)+ · · ·+ I(1An− 1An−1) = I1An = µ(An)
as n→ ∞. Hence X ≡ 1A1 +(1A2 − 1A1)+ (1A3− 1A2)+ · · · is an integrable function.
Consider an arbitrary ω ∈ domain(X). The limit
lim
n→∞1An(ω) = limn→∞(1A1(ω)+ (1A2− 1A1)(ω)+ · · ·+(1An− 1An−1)(ω)) = X(ω)
exists, and is either 0 or 1 since it is the limit of a sequence in {0,1}. Suppose X(ω) =
1. Then 1An(ω) = 1 for some n ≥ 1. Hence ω ∈
⋃∞
n=1An and so Y (ω) ≡ 1 = X(ω).
Suppose X(ω) = 0. Then 1An(ω) = 0 for each n ≥ 1. Hence ω ∈
⋂∞
n=1A
c
n and so
Y (ω) ≡ 0 = X(ω). Combining, we see that Y = X on the full set domain(X). Ac-
cording to Proposition 4.5.3, we therefore have Y ∈ L. Thus ⋃∞n=1An = (Y = 1) is an
integrable set with Y as its indicator, and has measure equal to
IY = IX = lim
n→∞ I1An = limn→∞ µ(An)
Moreover (
⋃∞
n=1An)
c = (Y = 0) =
⋂∞
n=1A
c
n.
2. Similar.
3. Write Bn =
⋃n
i=1Ai. Repeated application of Proposition 4.5.6 leads to µ(Bn) =
∑ni=1 µ(Ai). From assertion 1 we see that
⋃∞
n=1An =
⋃∞
n=1Bn is an integrable set with
µ(
⋃∞
n=1An) = µ(
⋃∞
n=1Bn) = limn→∞ µ(Bn) = ∑
∞
i=1 µ(Ai).
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4. Define B1 = A1 and Bn = (
⋃n
k=1Ak)(
⋃n−1
k=1 Ak)
c for n > 1. Let D denote the full
set
⋂∞
k=1(Ak ∪Ack)(Bk ∪Bck). Clearly BnBk = φ on D for each positive integer k < n.
This implies µ(BnBk) = 0 for each positive integer k < n. Furthermore, for every
ω ∈ D, we have ω ∈ ⋃∞k=1Ak iff there is a smallest n > 0 such that ω ∈ ⋃nk=1Ak.
Since for every ω ∈ D either ω ∈ Ak or ω ∈ Ack, we have ω ∈
⋃∞
k=1Ak iff there is an
n > 0 such that ω ∈ Bn. In other words ⋃∞k=1Ak = ⋃∞k=1Bk a.e. Moreover µ(Bn) =
µ(
⋃n
k=1Ak)− µ(
⋃n−1
k=1 Ak). Hence the sequence (Bn) of integrable sets satisfies the
hypothesis in assertion 3. Therefore
⋃∞
k=1Bk is an integrable set, with
µ(
∞⋃
k=1
Ak) = µ(
∞⋃
k=1
Bk) = lim
n→∞
n
∑
k=1
µ(Bk)≤ lim
n→∞
n
∑
k=1
µ(Ak) =
∞
∑
n=1
µ(An).
Proposition 4.5.8. (Convergence in L implies an a.e. convergent subsequence). Let
X ∈ L and let (Xn)n=1,2,··· be a sequence in L. If I|Xn−X | → 0 then there exists a
subsequence (Yn)n=1,2,··· such that Yn → X a.e.
Proof. Let (Yn)n=1,2,··· be a subsequence such that I|Yn−X |< 2−n. Then the sequence
(Zn)n=1,2,··· defined as (X ,−X +Y1,X −Y1,−X +Y2,X −Y2, · · · ) is a representation
of X . Define Z ≡ ∑∞n=1Zn ∈ L On the full set domain(Z), we then have Yn = (Z1 +
· · ·Z2n)→ X .
We will use the next theorem many times to construct integrable functions.
Theorem 4.5.9. (A sufficient condition for a functiion to be integrable). Suppose
X is a function defined a.e. on Ω. Suppose there exist two sequences (Yn)n=1,2,··· and
(Zn)n=1,2,··· in L such that |X −Yn| ≤ Zn a.e. for each n ≥ 1 and such that IZn → 0.
Then X ∈ L. Moreover I|X−Yn| → 0.
Proof. According to Proposition 4.5.8, by passing to a subsequence, we can assume
that Zn → 0 a.e. Since, by assumption, |X −Yn| ≤ Zn a.e. for each n ≥ 1, it follows
that Yn→ X a.e. On the other hand, we have |Yn−Ym| ≤ |Yn−X |+ |Ym−X | ≤ Zn+Zm.
Consequently I|Yn−Ym| ≤ IZn + IZm → 0 as n,m→ ∞. By the completeness of L,
there exists Y ∈ L such that I|Yn−Y | → 0. By passing again to a subsequence, we may
assume that Yn → Y a.e. Combining, we see that X = Y a.e. According to Proposition
4.5.3, we therefore have X ∈ L. Moreover, I|X−Yn| ≤ IZn → 0
4.6 Abundance of Integrable Sets
In this section let (Ω,L, I) be a complete integration space.
Let X be any function defined on a subset of Ω and let t be a real number. Recall
from the Notations and Conventions in the Introduction that we use the abbreviation
(t ≤ X) for the subset {ω ∈ domain(X) : t ≤ X(ω)} Similar notations are used for
(X < t), (X ≤ t) and (X < t). We will also write (t < X ≤ u) etc for the intersection
(t < X)(X ≤ u) etc. If J is a subset of R, let Jc denote the metric complement of J in R.
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We will show in this section that if X is an integrable function, then (t ≤X) and (t <
X) are integrable sets for each positive t in the metric complement of some countable
subset of R.
Define some functions which will serve as approximations for step functions on R.
For any real numbers 0 < s < t define gs,t(x) ≡ x∧t−x∧st−s . Then the function gs,t(X) ≡
X∧t−X∧s
t−s is integrable for all s, t ∈ R with 0< s< t. Clearly 1≥ gt′,t ≥ gs,s′ ≥ 0 for all
t ′, t,s,s′ ∈ R with t ′ < t ≤ s< s′,. If we can prove that lims↑t Igs,t(X) exists, then we can
use the Monotone Convergence Theorem to show that lims↑t gs,t(X) is integrable and is
an indicator of (t ≤X), proving that the latter set is integrable. Classically the existence
of lims↑t Igs,t(X) is trivial since for fixed t the integral Igs,t(X) is nonincreasing in s and
bounded from below by 0. A constructive proof that the limit exists for all but countably
many t’s is given below. The proof is in terms of a general theory of profiles which
finds applications also outside measure or integration theory.
Definition 4.6.1. (Profile). Let K be a non-empty open interval in R. LetG be a family
of continuous functions on R, such that 0≤ g≤ 1 for each g ∈ G. Let t ∈ K and g ∈ G
be arbitrary. We say t precedes g and write t♦g if g = 0 on (−∞, t]∩K. We say g
precedes t and write g♦t if g= 1 on [t,∞)∩K. We write t♦g♦s and say g separates t
and s if both t♦g and g♦s. We say G separates points in K if for all t,s ∈ K with t < s
there exists g ∈ G such that t♦g♦s. A function λ on G is said to be nondecreasing
if for each g,g′ with g ≤ g′ on K we have λ (g) ≤ λ (g′). We say (G,λ ) is a profile
on the interval K if G separates points in K and if λ is a nondecreasing function on
G. We say that a closed interval [t,s] ⊂ K has a positive real number α as a profile
bound, and write [t,s]≪ α , if there exist t ′,s′ ∈ K and f ,g ∈ G such that (i) f♦t ′,
t ′ < t ≤ s < s′, s′♦g, and (ii) λ ( f )−λ (g) < α . Suppose a,b ∈ R and a ≤ b. We say
that the open interval (a,b) ⊂ K has a positive real number α as a profile bound, and
write (a,b)≪ α if [t,s]≪ α for each closed subinterval [t,s] of (a,b). Note that the
open interval (a,b), defined as the set {x ∈ R : a< x< b}, can be empty. 
Note that t♦g is merely an abbreviation for 1[t,∞) ≥ g; and g♦t is an abbreviation
for g≥ 1[t,∞).
The motivating example of a profile is when K ≡ (0,∞),G≡ {gs,t : s, t ∈ K and 0<
s< t}, and the function λ is defined onG by λ (g)≡ Ig(X) for each g∈G. It can easily
be verified that (G,λ ) is a profile on K.
In the following let (G,λ ) be a general profile on an open interval K in R. The next
lemma lists some basic properties.
Lemma 4.6.2. (Basics of profiles).
1. If f♦t, t ≤ s, and s♦g then f ≥ g and λ ( f )≥ λ (g).
2. If t ≤ s and s♦g then t♦g.
3. If g♦t and t ≤ s then g♦s.
4. In view of the transitivity in assertions 2 and 3 above, we can rewrite, without
ambiguity, condition (i) in Definition 4.6.1 as f♦t ′ < t ≤ s< s′♦g.
Yuen-Kwok Chan 64 Constructive Probability
4.6. ABUNDANCE OF INTEGRABLE SETS
5. Suppose [t,s] ≪ α and t0 < t ≤ s < s0. Let ε > 0 be arbitrary. Then there
exist t1,s1 ∈ K and f1,g1 ∈ G such that (i) t0♦ f1♦t1 < t ≤ s < s1♦g1♦s0, (ii)
λ ( f1)−λ (g1)< α , and (iii) t− ε < t1 < t and s< s1 < s+ ε .
6. Every closed sub-interval of K has a finite profile bound.
Proof. We will prove assertions 5 and 6, the rest being trivial.
Suppose [t,s]≪ α and t0 < t ≤ s < s0. Let ε > 0 be arbitrary. Then there exist
t ′,s′ ∈ K and f ,g ∈ G such that (i’) f♦t ′ < t ≤ s < s′♦g, and (ii’) λ ( f )−λ (g) < α .
Pick real numbers t ′′, t1 such that t0∨ t ′∨ (t−ε)< t ′′ < t1 < t. Since G separates points
in K, there exists f1 ∈ G such that t0 < t ′′♦ f1♦t1 < t. Since f♦t ′ < t ′′♦ f1, we have,
in view of assertion 1, λ ( f ) ≥ λ ( f1). Similarly we obtain s′′,s1 ∈ K and g1 ∈ G such
that s < s1 < s′′ < s0∧ s′ ∧ (s+ ε) and s < s1♦g1♦s′′ < s0 with λ (g1)≥ λ (g). Hence
λ ( f1)−λ (g1)≤ λ ( f )−λ (g)< α . Conditions (i) and (iii) are obviously also satisfied.
Assertion 5 is proved.
Given any interval [t,s]⊂ K, let t ′′, t ′,s′,s′′ be members of K such that t ′′ < t ′ < t ≤
s < s′ < s′′. Since G separates points in K, there exist f ,g ∈ G such that t ′′♦ f♦t ′ <
t ≤ s< s′♦g♦s′′. Hence [t,s]≪ α for any real number α such that λ ( f )−λ (g)< α .
Assertion 6 is proved.
Lemma 4.6.3. (Bound for the number of intervald with significant profiles). Let
(G,λ ) be a profile on a proper open interval K in R. Let [a,b] be a closed sub-interval
of K with [a,b]≪ α . Let ε > 0 be arbitrary. Let q be any integer with q ≥ α/ε . Then
there exists a sequence s0 = a ≤ s1 ≤ ·· · ≤ sq = b of (q+ 1) points in K such that
(sk−1,sk)≪ ε for each k = 1, · · ·q.
Proof. For abbreviationwrite dn≡ 2−n(b−a) for each n≥ 1. By hypothesis [a,b]≪α .
Hence there exist a′,b′ ∈K and f ′, f ′′ ∈G such that (i) f ′♦a′< a≤ b< b′♦ f ′′, and (ii)
λ ( f ′)−λ ( f ′′)< α ≤ qε . DefineF ′ ≡ λ ( f ′) and F ′′ ≡ λ ( f ′′). Then 0≤ F ′−F ′′ < qε .
Let n ≥ 1 be arbitrary. For i = 0, · · · ,2n define tn,i ≡ a+ idn. Clearly tn,0 = a and
tn,2n = b. Define Dn ≡ {tn,i : 0 ≤ i≤ 2n}. The set Dn is a result of binary subdivisions
of the interval [a,b]. Specifically, consider any n≥ 1 and t = tn,i ∈Dn. Then we have
tn,i ≡ c+ idn = c+ 2idn+1≡ tn+1,2i ∈ Dn+1
Hence Dn ⊂Dn+1. For each 1≤ i≤ 2n, we have tn,i−1, tn,i ∈ [a,b]⊂ K and so there ex-
ists a function fn,i ∈ G with tn,i−1♦ fn,i♦tn,i. In addition, define fn,0 ≡ f ′ and fn,2n+1 ≡
f ′′. Then fn,0♦tn,0 ≡ a′ and b≡ tn,2n♦ fn,2n+1. Combining, we have
fn,0♦tn,0♦ fn,1♦tn,1 · · ·♦ fn,2n♦tn,2n♦ fn,2n+1 (4.6.1)
Next, for each t = tn,i ∈ Dn define Fn(t)≡ Fn(tn,i)≡ λ ( fn,i). By the relation 4.6.1 and
Lemma 4.6.2, we see that Fn is a nonincreasing function on Dn:
if s,t ∈ Dnare such that s≤ t, then Fn(s)≥ Fn(t)
.
Next let t = tn,i ∈ Dn and let s = tn+1, j ∈ Dn+1. Suppose s ≤ t− dn. Then t > a.
Consequently i ≥ 1 and tn,i−1 = t − dn ≥ s. Hence fn+1, j♦tn+1, j = s ≤ tn,i−1♦ fn,i.
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Hence, by Lemma 4.6.2, we have Fn+1(s)≡ λ ( fn+1, j)≥ λ ( fn,i)≡ Fn(t). We have thus
proved that
if t ∈Dnand s ∈ Dn+1are such that s≤ t− dn, then Fn+1(s)≥ Fn(t) (4.6.2)
Similarly we can prove that
if t ∈Dnand s ∈ Dn+1are such that t+ dn+1 ≤ s, then Fn(t)≥ Fn+1(s) (4.6.3)
For each n ≥ 1 and integer i with 0 ≤ i ≤ 2n define Sn,i ≡ Fn(tn,0)− Fn(tn,i) =
F ′−Fn(tn,i). Pick an ε ′ > 0 such that
qε > qε ′ > F ′−F ′′ (4.6.4)
and such that |ε ′− Sn,i/k|> 0 for each i with 0≤ i≤ 2n, for each k= 1, · · · ,q, and for
each n≥ 1. Now let n≥ 1 be arbitrary. Define also Sn,2n+1 ≡ qε ′. Then we have
0= Sn,0 ≤ Sn,1 ≤ ·· · ≤ Sn,2n+1 ≡ qε ′ (4.6.5)
Consider each k = 1, · · · ,q. From inequality 4.6.5 we see that Sn,0 < kε ′ ≤ Sn,2n+1.
Hence there exists an integerin,k with 0≤ in,k ≤ 2n such that
Sn,in,k < kε
′ ≤ Sn,in,k+1 (4.6.6)
Define sn,k ≡ tn,in,k ∈ [a,b]. Clearly sn,k ≤ sn,k+1 for k < q. Moreover Sn,2n < qε ′ ≡
Sn,2n+1. Hence in,q = 2n and
sn,q ≡ tn,in,q = tn,2n = b (4.6.7)
Fix any k= 1, · · · ,q. We will show that the sequence (sn,k)n=1,2,··· converges. Con-
sider the terms sn,k and sn+1,k. For ease of notations, write i= in,k and j = in+1,k.
Suppose sn,k < sn+1,k. Then tn,i = sn,k < b and so i≤ 2n−1. It follows that Sn,i+1 ≡
F ′−Fn(tn,i+1). By the definition for in,k and in+1,k we have
F ′−Fn+1(tn+1, j)≡ Sn+1, j < kε ′ ≤ Sn,i+1 ≡ F ′−Fn(tn,i+1)
whence
Fn(tn,i+1)< Fn+1(tn+1, j)
This implies, in view of inference 4.6.3, that tn,i+1+ dn+1 ≥ tn+1, j. Hence
sn+1,k = tn+1, j ≤ tn,i+1+ dn+1 = tn,i+ dn+ dn+1 = sn,k+ dn+ dn+1
Therefore sn+1,k− sn,k ≤ dn+ dn+1.
On the other hand, suppose sn,k > sn+1,k. Then tn+1, j = sn+1,k < b and so j ≤
2n+1− 1. It follows that Sn+1, j+1 ≡ F ′−Fn+1(tn+1, j+1). By the definition for in,k and
in+1,k we have
F ′−Fn(tn,i)≡ Sn,i < kε ′ ≤ Sn+1, j+1 ≡ F ′−Fn+1(tn+1, j+1)
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whence
Fn+1(tn+1, j+1)< Fn(tn,i)
This implies, in view of inference 4.6.2, that tn+1, j+1 ≥ tn,i− dn. Hence
sn+1,k = tn+1, j = tn+1, j+1− dn+1 ≥ tn, j− dn− dn+1 = sn,k− dn− dn+1
Therefore sn,k− sn+1,k ≤ dn+ dn+1.
Combining, we obtain |sn,k− sn+1,k| ≤ dn+ dn+1 ≡ 3 · 2−n−1(b− a). Thus we see
that the sequence (sn,k)n=1,2,··· is Cauchy, and converges to some sk ∈ [a,b]. Further-
more, for k = 1, · · · ,q,
|sn,k− sk|= lim
p→∞ |(sn,k− sn+1,k)+ (sn+1,k− sn+2,k)+ · · ·+(sp−1,k− sp,k)|
≤ 3(2−n−1+ 2−n+ · · ·)(b− a)≤ 3 ·2−n(b− a) = 3dn (4.6.8)
For ease of notations, we will also define sn,0 ≡ s0 ≡ a and sn,q+1 ≡ sq+1 ≡ b. Then
sk ≤ sk+1 for 0≤ k ≤ q.
Now let k = 0, · · · ,q be arbitrary. Suppose [t,s]⊂ (sk,sk+1) for some real numbers
t ≤ s. We will show that [t,s]≪ ε . To this end, let n be so large that sk+4dn < t ≤ s<
sk+1−4dn. This implies, in view of inequality 4.6.8, that sn,k+dn < t ≤ s< sn,k+1−dn.
For abbreviation write i ≡ in,k and j ≡ in,k+1. According to the definition of in,k and
in,k+1 we then have kε ′ ≤ Sn,i+1 and Sn, j < (k+1)ε ′. Moreover tn,i = sn,k < sn,k+1 ≤ b.
In view of equality 4.6.7, we have k< q and i< 2n. Hence tn,i+1 = tn,i+dn = sn,k+dn<
t. Similarly, we have Sn, j < (k+ 1)ε ′ ≤ Sn, j+1. Moreover tn, j = sn,k+1 > sn,k ≥ a.
We therefore have j > 0. Hence tn, j−1 = tn, j− dn = sn,k+1− dn > s. Combining, we
have fn,i+1♦tn,i+1 < t ≤ s< tn, j−1♦ fn, j. Furthermore, Sn, j−Sn,i+1 < (k+1)ε ′−kε ′ =
ε ′. Equivalently Fn(tn,i+1)−Fn(tn, j) < ε ′, which is in turn equivalent to λ ( fn,i+1)−
λ ( fn, j)< ε
′. Therefore [t,s]≪ ε ′ < ε . Since [t,s] is an arbitrary closed sub-interval of
(sk,sk+1), we have proved that (sk,sk+1)≪ ε .
Theorem 4.6.4. (All but countably many points have arbitrarily low profile). Let
(G,λ ) be a profile on a proper open interval K. Then there exists a countable subset J
of K such that for each t ∈ K∩ Jc we have [t, t]≪ ε for arbitrarily small ε > 0.
Proof. Let [a,b] ⊂ [a2,b2] ⊂ ·· · be a sequence of subintervals of K such that K =⋃∞
p=1[ap,bp]. According to Lemma 4.6.3, there exists for each p≥ 1, a finite sequence
s
(p)
0 = ap ≤ s(p)1 ≤ ·· · ≤ s(p)qp = bp such that (s(p)k−1,s
(p)
k )≪ 1p for k = 1, · · · ,qp. Define
J ≡ {s(p)k : 1 ≤ k ≤ qp; p ≥ 1}. Suppose t ∈ K ∩ Jc. Let ε > 0 be arbitrary. Let p ≥ 1
be so large that t ∈ [ap,bp] and that 1p < ε . By the definition of the metric complement
Jc we have |t− s(p)k | > 0 for each k = 1, · · · ,qp. Hence t ∈ (s
(p)
k−1,s
(p)
k ) for some k =
1, · · · ,qp. But (s(p)k−1,s
(p)
k )≪ 1p . We conclude that [t, t]≪ 1p < ε .
An immediate application the preceding Theorem 4.6.3 is to establish the abundance
of integrable sets, in the next theorem.
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Theorem 4.6.5. (Abundance of integrable sets). Given an integrable function X on
the complete integration space (Ω,L, I), there exists a countable subset J of (0,∞) such
that for each positive real number t in the metric complement Jc of J, the sets (t ≤ X)
and (t < X) are integrable sets, with (t ≤ X)c = (X < t) and (t < X)c = (X ≤ t).
Furthermore, the measures µ(t ≤ X) and µ(t < X) are equal and are continuous at
each t > 0 with t ∈ Jc.
Proof. Recall the previously defined profile (G,λ ) on the interval K ≡ (0,∞), where
G≡ {gs,t : s, t ∈ K and 0< s< t}, and λ (g)≡ Ig(X) for each g ∈G. Here gs,t denotes
the function defined on R by gs,t(x)≡ x∧t−x∧st−s for each x ∈ R. Let the countable subset
J of K be constructed as in Theorem 4.6.4.
Suppose t ∈ K ∩ Jc. We have [t, t] ≪ 1p for each p ≥ 1. Recursively applying
Lemma 4.6.2, we can construct two sequences (up)p=0,1,··· and (vp)p=0,1,··· in K, and
two sequences ( fp)p=1,2,··· and (gp)p=1,2,··· in G such that for each p ≥ 1 we have (i)
up−1♦ fp♦up < t < vp♦gp♦vp−1, (ii) λ ( fp)−λ (gp)< 1p , and (iii) t− 1p < up < vp <
t+ 1
p
.
Consider p,q≥ 1. We have fq♦uq < t < vp♦gp. Hence λ ( fq)≥ λ (gp)> λ ( fp)−
1
p
. By symmetry we also have λ ( fp) > λ ( fq)− 1q . Combining, we see that |λ ( fq)−
λ ( fp)|< 1p + 1q . Hence (λ ( fp))p=1,2,··· is a Cauchy sequence and converges. Similarly
(λ (gp))p=1,2,··· converges. In view of condition (ii), the two limits are equal.
By the definition of λ , we see that limp→∞ I fp(X) exists. Since fp−1 ≥ fp for each
p> 1, the Monotone Convergence Theorem 4.4.8 implies that Y ≡ limp→∞ fp(X) is an
integrable function, with limp→∞ I| fp(X)−Y | = 0. Likewise Z ≡ limp→∞ gp(X) is an
integrable function, with limp→∞ I|gp(X)−Z|= 0. Furthermore
I|Y −Z|= lim
p→∞I| fp(X)− gp(X)|= limp→∞(λ ( fp)−λ (gp)) = 0
According to Proposition 4.5.3, we have Y = Z a.e.
We next show that Y is an indicator with (Y = 1) = (t ≤ X). Consider ω ∈
domain(Y). Suppose Y (ω) > 0. Then ω ∈ domain(X) and fp(X(ω)) ≥ Y (ω) > 0
for each p ≥ 1. It follows, in view of condition (i) above, that up−1 ≤ X(ω) and so
fp−1(X(ω)) = 1 for each p> 1. Passing to limit as p→∞, we conclude that t ≤ X(ω)
and so Y (ω) = 1. In particular Y can have only two possible values, 0 or 1. Thus
Y is an indicator. We have also seen that (Y = 1) ⊂ (t ≤ X). Conversely, suppose
t ≤ X(ω). Then, in view of fp♦up < t in condition (i) above, we have fp(X(ω)) = 1
for each p ≥ 1. It follows trivially that limp→∞ fp(X(ω)) = 1 and so ω ∈ domain(Y)
and Y (ω) = 1. Summing up, the set (X ≥ t) has Y as an indicator.
We will now prove that (Y = 0) = (X < t). Let ω ∈ (Y = 0). Then by the definition
of Y we have ω ∈ domain(X) and 0 ≡ limp→∞ fp(X(ω)). Then there exists p ≥ 1
such that 1 > fp(X(ω)). This implies, in view of fp♦up in condition (i) above, that
X(ω)≤ up < t. In other words ω ∈ (X < t). Conversely, suppose ω ∈ (X < t). Then
X(ω)< t. Since up ↑ t as p ↑∞ there exists q so large that X(ω)< up−1 for each p> q.
In view of up−1♦ fp in condition (i) above, we have fp(X(ω)) = 0 for each p ≥ q. It
follows that limp→∞ fp(X(ω)) = 0 and so ω ∈ domain(Y) and Y (ω) = 0. Summing
up, we have (Y = 0) = (X < t). Thus (t ≤ X)c = (X < t).
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Similarly we can prove that (t < X) has Z as an indicator, and that (t < X)c = (X ≤
t). It follows that µ(t ≤ X) = IY = IZ = µ(t < X).
It remains to show that µ(t ≤ X) is continuous at t. Let p > 1 be arbitrary. Recall
that up−1♦ fp♦up < t < vp♦gp♦vp−1 where up and vp are arbitrarily close to t if p
is sufficiently large. From the previous paragraphs we see that |λ ( fp)− µ(t ≤ X)| =
λ ( fp)− limq→∞ λ ( fq) ≤ 1p . Now consider any t ′ ∈ K ∩ Jc such that t ′ ∈ (up,vp). We
can similarly construct an arbitrarily large q, points t ′q−1, t
′
q,s
′
q and s
′
q−1 in K that are
arbitrarily close to t ′ ∈ (tp,sp), and functions f ′q,g′q ∈ G such that
tp < t
′
q−1♦ f ′q♦t ′q < t < s′q♦g′q♦s′q−1 < sp
and such that |λ ( f ′q)−µ(t ′ ≤ X)| ≤ 1q . It follows that fp♦tp < t ′q−1♦ f ′q and so λ ( fp)≥
λ ( f ′q). Similarly λ (g′q)≥ λ (gp). Hence
0≤ λ ( fp)−λ ( f ′q)< λ (gp)+
1
p
−λ (g′q)≤
1
p
Using the triangle inequality twice, we obtain |µ(t ′ ≤ X)− µ(t ≤ X)|< 1
q
+ 2
p
. Since
q is arbitrarily large, we see that |µ(t ′ ≤ X)− µ(t ≤ X)| ≤ 2
p
for each t ′ in the neigh-
borhood (tp,sp) of t. Continuity of µ(t ≤ X) at t has thus been established.
Corollary 4.6.6. (Abundance of integrable sets). Let X be an integrable function.
There exists a countable subset J of R such that for each t in the metric complement Jc
of J the following conditions hold.
1. If t > 0 then (t < X) and (t ≤ X) are integrable, with equal measures that are
continuous at t.
2. If t < 0 then (X < t) and (X ≤ t) are integrable, with equal measures that are
continuous at t.
Proof. Apply Theorem 4.6.5 to X and −X and let J be the union of the two corre-
sponding countable exceptional sets.
Definition 4.6.7. (Regular and continuity points of an integrable function relative
to an integrable set). Let X be an integrable function, let A be an integrable set,
and let t ∈ R. We say that t is a regular point of X relative to A if (i) there exists a
sequence (sn)n=1,2,··· of real numbers decreasing to t such that (sn < X)A is integrable
for each n≥ 1 and such that limn→∞ µ(sn < X)A exists, and (ii) there exists a sequence
(rn)n=1,2,··· of real numbers increasing to t such that (rn < X)A is integrable for each
n ≥ 1 and such that limn→∞ µ(rn < X)A exists. If in addition the two limits in (i) and
(ii) are equal, then we call t a continuity point of X relative to A. We say that a positive
real number t > 0 is a regular point of X if conditions (i) and (ii), with A omitted, are
satisfied. We say that a negative real number t < 0 is a regular point of X if −t is a
regular point of −X . 
Corollary 4.6.8. (Simple properties of regular and continuity points). Let X be an
integrable function, let A be an integrable set, and let t be a regular point of X relative
to A. Then the following holds.
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1. If u is a regular point of X, then u is a regular point for X relative to any inte-
grable set B. If u is a continuity point of X, then u is a continuity point for X
relative to any integrable set B.
2. All but countably many real numbers are continuity points of X.
3. All but countably many real numbers are continuity points of X relative to A.
Hence all but countably many real numbers are regular points of X relative to A.
4. The sets A(t < X),A(t ≤ X),A(X < t) , A(X ≤ t), and A(X = t) are integrable
sets.
5. (X ≤ t)A= A((t < X)A)c a.e. and (t < X)A= A((X ≤ t)A)c a.e.
6. (X < t)A= A((t ≤ X)A)c a.e. and (t ≤ X)A= A((X < t)A)c a.e.
7. For a.e. ω ∈ A, we have t < X(ω), t = X(ω), or t > X(ω). Thus we have a
limited, but very useful, version of the principle of excluded middle.
8. Let ε > 0 be arbitrary. There exists δ > 0 such that if r ∈ (t−δ , t] and A(X < r)
is integrable, then µ(A(X < t))−µ(A(X < r))< ε . There exists δ > 0 such that
if s ∈ [t, t+δ ) and A(X ≤ s) is integrable, then µ(A(X ≤ s))−µ(A(X ≤ t))< ε .
9. If t is a continuity point of X relative to A, then µ((t < X)A) = µ((t ≤ X)A).
Proof. 1. Suppose u > 0 and u is a regular point of X . Then by Definition 4.6.7, (i′)
there exists a sequence (sn)n=1,2,··· of real numbers decreasing to u such that (sn < X) is
integrable and limn→∞ µ(sn < X) exists, and (ii′) there exists a sequence (rn)n=1,2,··· of
positive real numbers increasing to u such that (rn<X) is integrable and limn→∞ µ(rn<
X) exists. Now let B be any integrable set. Then for all m> n≥ 1, we have
0≤ µ((sm < X)B)− µ((sn < X)B) = µ(B(sm < X)(sn < X)c)
≤ µ((sm < X)(sn < X)c) = µ(sm < X)− µ(sn < X) ↓ 0
Therefore (µ((sn < X)B))n=1,2,··· is a Cauchy sequence and converges, verifying con-
dition (i) in Definition 4.6.7. Condition (ii) is similarly verified. Hence u is a regular
point of X relative to B. Suppose in addition that u is a continuity point of X . Then for
each n≥ 1, we have
0≤ µ((rn < X)B)− µ((sn < X)B) = µ(B(rn < X)(sn < X)c)
≤ µ((rn < X)(sn < X)c) = µ(rn < X)− µ(sn < X) ↓ 0
Therefore the two sequences (µ((rn < X)B))n=1,2,··· and (µ((sn < X)B))n=1,2,··· have
the same limit. Thus assertion 1 is proved for the case t > 0. The case t < 0 is similar.
2. Assertion 2 is an immediate consequence of Corollary 4.6.6.
3. Assertion 3 is follows from assertions 1 and 2.
4. Let (sn)n=1,2,··· and (rn)n=1,2,··· be sequences of real numbers satisfying condi-
tions (i) and (ii) in Definition 4.6.7. Then (sn < X)A is an integrable set for n ≥ 1, and
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limn→∞ µ(sn < X)A exists. Since (sn) decreases to t, we have (t < X)A =
⋃∞
n=1(sn <
X)A a.e. This union is integrable, and µ(sn < X)A ↑ µ((t < X)A), according to Propo-
sition 4.5.7. Define B ≡ (X ≤ t)A and C ≡ (t < X)A. Because the set C has just been
proved integrable, the setD≡C∪Cc is a full set. Consider ω ∈ AD. Then either ω ∈C
or ω ∈Cc. Consider ω ∈ B. Then X(ω)≤ t. If ω ∈C then we would have t < X(ω),
a contradiction. Hence ω ∈ Cc. Conversely, consider ω ∈Cc. If t < X(ω) we would
have ω ∈CCc = φ , a contradiction. Hence X(ω)≤ t and so ω ∈ B. Summing up, we
have ADB= ADCc. In other words (X ≤ t)A≡ B= AB= ACc = A((t < X)A)c a.e. It
follows from Proposition 4.5.6 that (X ≤ t)A ≡ B is integrable. Similarly, since (rn)
increases to t, we have (X < t)A=
⋃∞
n=1A((rn < X)A)
c a.e. This union is integrable,
with µ(A((rn < X)A)c) = µ(A)− µ((rn < X)A) ↑ µ((X < t)A). Since we can show,
in a proof similar to the one above, that (t ≤ X)A= A((X < t)A)c a.e., it follows from
Proposition 4.5.6 that (X ≤ t)A is integrable. Since A(X = t) = A(t ≤ X)((t < X)A)c
a.e. the set A(X = t) is integrable. Assertion 4 is proved.
5. We have seen in the proof of assertion 4 that B= ACc a.e. where B≡ (X ≤ t)A
andC ≡ (t < X)A. Using Proposition 4.5.6, we have ABc = A(ACc)c = AC a.e.
6. Similar.
7. With the notations in the above proof for assertion 4, we have B= ADCc where
D ≡ C∪Cc is a full set. Consider any ω ∈ AD. Then, we have either t < X(ω) or
ω ∈Cc. Hence, we have either t < X(ω) or ω ∈ B. Therefore t < X(ω) or X(ω) ≤ t.
In other words, for a.e. ω ∈ A, we have t < X(ω) or X(ω) ≤ t. Similarly, for a.e.
ω ∈ A, we have X(ω)< t or t ≤ X(ω). Combining, for a.e. ω ∈ A, we have t < X(ω),
X(ω)< t, or t ≤ X(ω)≤ t. Assertion 7 is proved.
8. Use the notations in the above proof for assertion 4. Let ε > 0 be arbitrary. Let
n ≥ 1 be so large that µ((t < X)A)− µ(sn < X)A < ε . Define δ = sn− t. Suppose
s ∈ [t, t+ δ ) and A(X ≤ s) is integrable. Then s< sn and so
µ(A(X ≤ s))− µ(A(X ≤ t)) = (µ(A)− µ(s< X)A)− (µ(A)− µ((t < X)A))
= µ((t < X)A)− µ(s< X)A≤ µ((t < X)A)− µ(sn < X)A< ε
This proves the second half of assertion 8, the first half having a similar proof.
9. Suppose t is a continuity point of X relative to A. Then the limits limn→∞ µ(sn <
X)A and limn→∞ µ(rn<X)A are equal. The proof of assertion 4 therefore shows µ((t <
X)A) = µ(A)−µ((X < t)A) which is in turn equal to µ((t ≤ X)A) in view of assertion
6.
Definition 4.6.9. (Convention of implicit assumption of regular points of inte-
grable functions) Let X be an integrable function, and let A be an integrable set.
Henceforth, if the integrability of the set (X < t)A or (X ≤ t)A, for some t ∈ R, is
required in a discussion, then it is understood that the real number t has been chosen
from the regular points of the integrable function X relative to the integrable set A.
Likewise, if the integrability of the set (t <X) or (t ≤X), for some t > 0, is required
in a discussion, then it is understood that the number t > 0 has been chosen from the
regular points of the integrable function X .
Separately, we will sometimes write (X < t;Y ≤ s; · · · ) for (X < t)(Y ≤ s) · · · for
brevity.
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Recall thatCub(R) is the space of bounded and uniformly continuous functions on R.
Proposition 4.6.10. (Product of bounded continuous function of an integrable
function and an integrable indicator is integrable). Suppose X ∈ L, A is an inte-
grable set, and f ∈Cub(R). Then f (X)1A ∈ L. In particular, if X ∈ L is bounded, then
X1A is integrable.
Proof. Let c > 0 be so large that | f | ≤ c on R. Let ε > 0 be arbitrary. Since X is
integrable, there exists a> 0 so large that I|X |− I|X |∧(a−1)< ε . Since f is uniformly
continuous, there exists a sequence−a= t0 < t1 < · · ·< tn = a whose mesh is so small
that | f (ti)− f (x)| ≤ ε for each x ∈ (ti−1, ti], for each i= 1, · · · ,n. Then
Y ≡
n
∑
i=1
f (ti)1(t(i−1)<X≤t(i))A
is an integrable function. Moreover, since 1(|X |>a)A ≤ |X |− |X | ∧ (a− 1), we have
| f (X)1A−Y | ≤ |
n
∑
i=1
( f (X)− f (ti))1(t(i−1)<X≤t(i))A|+ c1(|X |>a)A
≤ ε1A+ c(|X |− |X | ∧ (a− 1)) a.e.,
where
I(ε1A+ c(|X |− |X | ∧ (a− 1)))
= εµ(A)+ c(I|X |− I|X | ∧ (a− 1))< εµ(A)+ cε → 0
as ε → 0. Hence, by Theorem 4.5.9, f (X)1A ∈ L.
Now suppose X ∈ L is bounded. Let b > 0 be such that |X | ≤ b. Define f ∈
Cub(R) by f (r) ≡ b∧ r∨−b. Then X = f (X) and so, according to the first part of this
proposition, X1A ∈ L.
4.7 Uniform Integrability
In this section, let (Ω,L, I) be a complete integration space. We will give some useful
propositions on bounds of integrals and measures.
Proposition 4.7.1. (Chebychev’s Inequality). Let X ∈ L be arbitrary. Then he fol-
lowing holds.
1. (First and common version). If t > 0 is a regular point of X, then we have
µ(|X |> t)≤ t−1I|X |.
2. (Second version). If I|X |< b for some b> 0, then for each s> 0, we have (|X |>
s)⊂B for some integrable set B with µ(B)< s−1b. This second version of Chebychev’s
inequality is useful when a real number s > 0 is given without any assurance that the
set (|X |> s) is integrable.
Proof. 1. 1(|X |>t) ≤ t−1|X |.
2. Take an arbitrary regular point t of the integrable function X in the open interval
(b−1I|X |s,s). Let B≡ (|X |> t). By Assertion 1, we then have µ(B)≤ t−1I|X |< s−1b.
Moreover, (|X |> s)⊂ (|X |> t)≡ B.
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Proposition 4.7.2. (Bounds related to integrable functions). LetX ∈ L be arbitrary.
Let A be an arbitrary integrable set. Then the following holds.
1. X1A ∈ L.
2. I(|X |1A)→ 0 as µ(A)→ 0. Specifically, for each ε > 0 there exists δ = δ (ε)> 0
such that I(|X |1A)≤ ε if µ(A)< δ (ε).
3. I(|X |1(|X |>a))→ 0 as a→ ∞. Specifically, suppose I|X | ≤ b for some b > 0,
and suppose the operation δ is as in assertion 2. For each ε > 0, if we define
η(ε)≡ b/δ (ε), then I(|X |1(|X |>a))≤ ε for each a> η(ε).
4. Suppose an operation η > 0 is such that I(|X |1(|X |>a)) ≤ ε for each a > η(ε).
Then the operation δ defined by δ (ε) ≡ ε2/η( ε2 ) satisfies the conditions in as-
sertion 2.
Proof. 1. Let n> 0 be arbitrary. Then |X1A|∧n= |X |∧ (n1A) is integrable. Moreover
for n> p we have I(|X1A| ∧n−|X1A| ∧ p)≤ I(|X | ∧n−|X | ∧ p)→ 0 as p→ ∞ since
|X | ∈ L. Hence limn→∞ I(|X1A| ∧ n) exists. By the Monotone Convergence Theorem,
the limit |X1A|= limn→∞ |X1A|∧n is integrable. Similarly, |X+1A| is integrable and so
also is X1A = 2|X+1A|− |X1A|.
2. Suppose a> 0. Since |X |1A≤ (|X |−|X |∧a)1A+a1A we have I(|X |1A)≤ I|X |−
I(|X | ∧a)+ aµ(A). Given any ε > 0, since X is integrable, there exists a> 0 so large
that I|X |− I(|X | ∧a)< ε . Then for each A with µ(A)< ε/a we have I(|X |1A)< 2ε .
3. Suppose a > η(ε) ≡ b/δ (ε) where δ is an operation as in assertion 2. Cheby-
chev’s inequality gives µ(|X |> a)≤ I|X |/a≤ b/a< δ (ε). Hence I(1(|X |>a)|X |)< ε .
4. Suppose µ(A) < ε/η(ε). For each a > η(ε) we have I(|X |1A) ≤ I(a1A(X≤a)+
1(|X |>a)|X |)≤ aµ(A)+ ε ≤ aε/η(ε)+ ε . By taking a arbitrarily close to η(ε) we see
that I(|X |1A)≤ η(ε)ε/η(ε)+ε = 2ε . Replace ε by ε2 and the assertion is proved.
Note that in the proof for assertion 4 of Proposition 4.7.2, we use a real number a >
η(ε) arbitrarily close to η(ε) rather than simply a= η(ε). This ensures that a can be
a regular point of |X |, as required in Convention 4.6.9.
Definition 4.7.3. (Uniform integrability and simple modulus of integrability). A
family G of integrable functions is said to be uniformly integrable if for each ε > 0,
there exists η(ε) such that E(|X |1(|X |>a))≤ ε for each a> η(ε), for each X ∈ G. The
operation η is then called a simple modulus of integrability of G.
Proposition 4.7.2 ensures that each family G consisting finitely many integrable
functions is uniformly integrable. 
Proposition 4.7.4. (Alternative definition of uniform integrability, and modulus of
integrability). Suppose the integration space (Ω,L, I) is such that 1 ∈ L and I1 = 1.
Then a family G of integrable r.r.v.’s is uniformly integrable iff (i) there exists b ≥ 0
such that I|X | ≤ b for each X ∈ G, and (ii) for each ε > 0, there exists δ (ε) such
that I|X |1A ≤ ε for each integrable set A with µ(A) < δ (ε), and for each X ∈ G. The
operation δ is then called a modulus of integrability of G.
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Proof. First suppose the family G is uniformly integrable. In other words, for each
ε > 0, there exists η(ε) such that
I(|X |1(|X |>a))≤ ε
for each a > η(ε), and for each X ∈ G. Define b ≡ η(1)+ 2. Let X ∈ G be arbitrary.
Take any a ∈ (η(1),η(1)+ 1). Then
I|X |= I(1(|X |>a)|X |)+ I(1(|X |≤a)|X |)≤ 1+ aI1= 1+ a< 1+η(1)+ 1= b,
where the second equality follows from the hypothesis that I1 = 1. This verifies Con-
dition (i) 4.7.3. Now let ε > 0 be arbitrary. Define the operation δ by δ (ε)≡ ε2/η( ε2 ).
Then Assertion 4 of Proposition 4.7.2 implies that I(|X |1A)≤ ε for each integrable set
A with µ(A)< δ (ε), for each X ∈ G. This verifies Condition (ii).
Conversely, suppose the Conditions (i) and (ii) hold. For each ε > 0, define η(ε)≡
b/δ (ε). Then, according to Assertion 3 of Proposition 4.7.2, we have I(|X |1(|X |>a))≤
ε for each a> η(ε). ThusG is uniformly integrable according to Definition 4.7.3.
Proposition 4.7.5. (Dominated uniform integrability). If there is an integrable func-
tions Y such that |X | ≤ Y for each X in a family G of integrable functions, then G is
uniformly integrable.
Proof. Note that b ≡ I|Y | satisfies Conditions (i) in Definition 4.7.3. Let ε > 0 be
arbitrary. Then Assertion 3 of Proposition 4.7.2 guarantees an operation η such that,
for each ε > 0, we have I(1(|Y |>a)|Y |) ≤ ε for each a> η(ε). Hence, for each X ∈ G,
and for each a> η(ε), we have
I(1(|X |>a)|X |)≤ I(1(Y>a)Y )≤ ε.
Thus η is a common simple modulus of integrability for members X of G. The con-
ditions in Definition 4.7.3 have been verified for the family G to be uniformly inte-
grable.
Proposition 4.7.6. (Each integrable function is the L1 limit of some sequence of
linear combinations of integrable indicators).
1. Suppose X is an integrable function with X≥ 0 a.e. Then there exists a sequence
(Yk)k=1,2,··· such that for each k ≥ 1 we have (i) Yk ≡ ∑nk−1i=1 tk,i1(tk,i<X≤tk,i+1) ∈ L
for some sequence 0 < tk,1 < · · · < tk,nk , (ii) I|Yk−X | → 0, and (iii) Yk ↑ X on
D ≡ ⋂∞k=1 domain(Yk). Moreover, we can take nk ≡ 22k and tk,i ≡ 2−kia for i =
1, · · · ,nk, where a is some positive real number.
2. Suppose X is an integrable function. Then there exists a sequence (Zk)k=1,2,··· of
linear combinations of mutually exclusive integrable indicators such that I|X −
Zk| ≤ 2−k and such that Zk → X on
⋂∞
k=1 domain(Zk). Furthermore, there exists
a sequence (Uk)k=1,2,··· of linear combinations of integrable indicators which is
a representation of X in L.
3. Suppose X and X ′ are bounded integrable functions. Then XX ′ is integrable.
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Proof. 1. Let a > 0 be such that (a < i−12kX) is integrable for all k, i ≥ 1. For k ≥ 1
defineYk ≡∑nk−1i=1 tk,i1(tk,i<X≤tk,i+1) ∈ L where nk ≡ 22k and tk,i ≡ 2−kia for i= 1, · · · ,nk.
For all k, i ≥ 1, the set (tk,i < X) ≡ (2−kia < X) = (a < i−12kX) is integrable. Hence
Yk ∈ L for k ≥ 1. By definition, tk,nk ≡ 2ka→ ∞ and tk,i− tk,i−1 = 2−ka→ 0 for i =
1, · · · ,nk. Let h > k ≥ 1 be arbitrary. Consider any ω ∈ D. Suppose Yk(ω) > 0. Then
Yk(ω) = tk,i1(tk,i<X(ω)≤tk,i+1) = tk,i for some i = 1, · · · ,nk − 1. Write p ≡ 2h−ki and
q≡ 2h−k(i+ 1)≤ 2h−knk ≡ 2h+k ≤ nh. Then
th,p ≡ 2−hpa≡ 2−h(2h−ki)a = tk,i < X(ω)
≤ tk,i+1 = 2−h(2h−k(i+ 1))a≡ 2−hqa≡ th,q
Therefore there exists j with p≤ j < q such that th, j < X(ω)≤ th, j+1. Consequently
Yk(ω) = tk,i = th,p ≤ th, j = Yh(ω)< X(ω)≤ th, j+1 ≤ th,q = tk,i+1 (4.7.1)
Thus we see that 0≤Yk ≤Yh ≤ X onD for h> k≥ 1. Next, let ε > 0 be arbitrary. Then
either X(ω) > 0 or X(ω) < ε . In the first case, Ym(ω) > 0 for some m ≥ 1, whence
Yk(ω) > 0 for each k ≥ m, and so, for each k ≥ k0 ≡ m∨ log2(aε−1), we see from
inequality 4.7.1 that
X(ω)−Yk(ω)< tk,i+1− tk,i = 2−ka< ε
In the second case, we have, trivially, X(ω)−Yk(ω) < ε for each k ≥ 1. Combining,
we have Yk ↑ X on D. We will show next that IYk ↑ IX . By Proposition 4.7.2, there
exists k1 ≥ 1 so large that I(1(2ka<X)X) ≤ ε for each k ≥ k1. At the same time, since
X ≥ 0 is integrable, there exists k2 ≥ 1 so large that I(2−ka∧X)< ε for each k ≥ k2.
Hence, for each k≥ k0∨ k1∨ k2, we have
I(X−Yk) = I(X−Yk)1(X≤2−ka)+ I(X−Yk)1(2−ka<X≤2ka)+ I(X−Yk)1(2ka<X)
≤ I(2−ka∧X)1(X≤2−ka)+ I(2−ka∧X)1(2−ka<X≤2ka)+ IX1(2ka<X)
≤ I(2−ka∧X)1(X≤2ka)+ ε
≤ I(2−ka∧X)+ ε < 2ε
Since ε > 0 is arbitrary, we conclude that I|Yk−X | → 0. Assertion 1 is proved.
2. By assertion 1, we see that there exists a sequence (Y+k )k=1,2,··· of linear combi-
nations of mutually exclusive indicators such that I|X+−Y+k | < 2−k−1 for each k ≥ 1
and such that Y+
k
↑ X+ on D+ ≡ ⋂∞k=1 domain(Y+k ). By the same token, there exists a
sequence (Y−k )k=1,2,··· of linear combinations of mutually exclusive indicators such that
I|X−−Y−k |< 2−k−1 for each k≥ 1 and such that Y−k ↑ X− on D− ≡
⋂∞
k=1 domain(Y
−
k ).
For each k ≥ 1 define Zk ≡ Y+k −Y−k whence I|X −Zk| ≤ I|X+−Y+k |+ I|X−−Y−k | <
2−k. Moreover, we see from the proof of assertion 1 that, for each k ≥ 1, Y+k can
be taken to be a linear combination of indicators of subsets of (X+ > 0), and, by the
same token, Y−k can be taken to be a linear combination of indicators of subsets of
(X− > 0). Since (X+ > 0) and (X− > 0) are disjoint, so Zk ≡ Y+k −Y−k is a linear
Yuen-Kwok Chan 75 Constructive Probability
CHAPTER 4. INTEGRATION AND MEASURE
combination of mutually exclusive indicators. Since Y+k ↑ X+ on D+ and Y−k ↑ X− on
D−, we have Zk→ X = X+−X− on
⋂∞
k=1 domain(Zk) =D
+∩D−. Next, define Z0 ≡ 0
and define Uk ≡ Zk−Zk−1 for each k ≥ 1. Then ∑∞k=1 I(Uk) < ∞ and ∑∞k=1Uk = X on⋂∞
k=1 domain(Uk). Hence (Uk)k=1,2,··· is a representation of X in L.
3. The assertion is trivial if X and X ′ are integrable indicators. Hence it is also
valid if X and X ′ are linear combinations of integrable indicators. Now suppose X and
X ′ are integrable functions bounded in absolute value by some a > 0. By assertion
2, there exists sequences (Zn)n=1,2,··· and (Z′n)n=1,2,··· of linear combinations of inte-
grable indicators such that I|X − Zn| → 0 and I|X ′− Z′n| → 0. Then, for each n ≥ 1,
ZnZ
′
n is integrable by the previous remarks, and |XX ′−ZnZ′n| ≤ a|X−Zn|+a|X ′−Z′n|.
Therefore, by Theorem 4.5.9, XX ′ is integrable.
4.8 Measurable Functions and Measurable Sets
In this section, let (Ω,L, I) be a complete integration space, and let (S,d) be a com-
plete metric space with a fixed reference point x◦ ∈ S. In the case where S = R, it is
understood that d is the Euclidean metric and that x◦ = 0.
We will write µA≡ µ(A) for the measure of an integrable set A, and similarly write
µAB≡ µ(AB) for integrable sets A and B. Recall that Cub(S) is the space of bounded
and uniformly continuous real-valued functions on S. Recall from the Notations and
Conventions in the Introduction that if X is a real-valued function onΩ and if t ∈R, then
we use the abbreviation (t ≤ X) for the subset {ω ∈ domain(X) : t ≤ X(ω)}. Similarly
with “≤” replaced by “≥”, “<”, or “=”. As usual we write ab interchangeably with
a(b) to lessen the burden on subscripts.
Definition 4.8.1. (Measurable functions). A functionX from (Ω,L, I) to the complete
metric space (S,d) is called a measurable function if, for each integrable set A and each
f ∈Cub(S), we have (i) f (X)1A ∈ L, and (ii) µ(d(x◦,X)> a)A→ 0 as a→∞. A subset
B of Ω is said to be a measurable set if B= (X = 1) for some real-valued measurable
indicator function X . The set (X = 0) is then called a measure-theoretic complement
of B. We write 1B for a measurable indicator function of B, and write Bc for a measure-
theoretic complement of B. If the constant function 1 is integrable, then Conditions (i)
and (ii) reduce to (i’) f (X) ∈ L, and (ii’) µ(d(x◦,X) as a→ ∞. 
It is obvious that if condition (ii) holds for one point x◦ ∈ S, then it holds for any
point x′◦ ∈ S. The next lemma shows that, given condition (i), the measure in condition
(ii) is well-defined for all but countably many a ∈ R. Thus condition (ii) makes sense.
Lemma 4.8.2. (Integrability of some basic sets). Let X be a function from Ω to S.
Suppose f (X)1A ∈ L for each f ∈ Cub(S) and for each integrable set A. Let A be an
arbitrary integrable set. Then the set (d(x◦,X)> a)A is integrable for all but countably
many a ∈ R. Thus µ(d(x◦,X)> a)A is well-defined for all but countably many a ∈ R.
Proof. Let n ≥ 0 be arbitrary. Then hn ≡ 1∧ (n+ 1− d(x◦, ·))+ ∈ Cub(S) and so
hn(X)1A ∈ L by hypothesis. Hence all but countably many b ∈ (0,1) are regular points
of hn(X)1A. Therefore the set
(d(x◦,X)> n+ 1− b)A= (hn(X)1A < b)A
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is integrable for all but countably many b ∈ (0,1). Equivalently, (d(x◦,X) > a)A is
integrable for all but countably many a ∈ (n,n+ 1). Since n ≥ 0 is arbitrary, we see
that (d(x◦,X) > a)A is integrable for all but countably many points a > 0. For each
a≤ 0, the set (d(x◦,X)> a)A= A is integrable by hypothesis.
The next proposition gives an obviously equivalent condition to (ii) in Definition
4.8.1.
Proposition 4.8.3. (Alternative definition of measurable functions). For each n≥ 0,
define the function hn ≡ 1∧ (n+1−d(x◦, ·))+ ∈Cub(S). A function X from (Ω,L, I) to
the complete metric space (S,d) is a measurable function iff, for each integrable set A
and each f ∈Cub(S), we have (i) f (X)1A ∈ L, and (ii) Ihn(X)1A → µ(A) as n→ ∞.
Proof. Suppose Conditions (i) and (ii) hold. Let n≥ 0 be arbitrary. We need to verify
that the function X is measurable. Then, since hn ∈ Cub(S), we have hn(X)1A ∈ L by
Condition (i). Let A be an arbitrary integrable set. Then, for each n≥ 1 and a> n+ 1,
Ihn(X)1A ≤ µ(d(x◦,X)≤ a)A≤ µ(A).
Letting n→∞, Condition (ii) and the last displayed inequality imply that µ(d(x◦,X)≤
a)A→ µ(A) as a→ ∞. Equivalently µ(d(x◦,X)> a)A→ 0 as a→ ∞. The conditions
in Definition 4.8.1 are satisfied for X to be measurable.
Conversely, suppose X is measurable. Then Definition 4.8.1 of measurability im-
plies Condition (i) in the present lemma. It implies also that µ(d(x◦,X)≤ a)A→ µ(A)
as a→ ∞. At the same time, for each a> 0 and n> a,
µ(d(x◦,X)≤ a)A≤ Ihn(X)1A ≤ µ(A).
Letting a→ ∞, we see that Ihn(X)1A → µ(A).
Proposition 4.8.4. (Basic properties of measurable functions).
1. The domain of each measurable function is a full set. In particular if A is a
measurable set, then A∪Ac is a full set.
2. Each function that is equal a.e. to a measurable function is itself measurable.
3. Each integrable function is a real-valued measurable function. Each integrable
set is measurable.
Proof. 1. Suppose X is a measurable function. Let A be an integrable set. Let f ≡ 0
be the constant 0 function. Then f ∈ Cub(S). Hence, by condition (i) in Definition
4.8.1, we have f (X)1A ∈ L. Consequently D ≡ domain( f (X)1A) is a full set. Since
domain(X) = domain( f (X))⊃ D, we see that domain(X) is a full set. In other words,
X is defined a.e. Now let A be an arbitrary measurable set. In other words, 1A is mea-
surable. Then e A∪Ac = domain(1A) is a full set according to the previous argument.
2. Now suppose Y is a function on Ω, with values in S, such that Y = X a.e. where
X is a measurable function. Let A be any integrable set. Let f ∈ Cub(S) be arbitrary.
Then, by condition (i) in Definition 4.8.1, we have f (X)1A ∈ L. Moreover, because
Y = X a.e., we have f (Y )1A = f (X)1A a.e. Consequently f (X)1A ∈ L. Again because
Y = X a.e.,
µ(d(x◦,Y )> a)A= µ(d(x◦,X)> a)A→ 0
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as a→ ∞. Thus the conditions in Definition 4.8.1 are verified for Y to be measurable.
3. Next, let X be any integrable function. Let f ∈Cub(R) be arbitrary and let A be an
arbitrary integrable set. By Proposition 4.6.10, we have f (X)1A ∈ L, which establishes
condition (i) of Definition 4.8.1. By Chebychev’s inequality, µ(|X |> a)A≤ a−1I|X |→
0 as a→ ∞. Condition (ii) of Definition 4.8.1 follows. Hence X is measurable. In
particular, 1A and A are measurable.
Suppose two real-valued measurable functions X and Y are indicators to the same
measurable set A. Then X = Y on D ≡ domain(X)∩ domain(Y) and so X = Y a.e.
Therefore the indicator 1A is well-defined relative to a.e. equality. Moreover (X = 0)D
= (Y = 0)D and so (X = 0) = (Y = 0) a.e. Hence the measure-theoretic complement
is also well-defined relative to a.e. equality.
The next proposition will be used repeatedly to construct measurable functions
from given ones.
Proposition 4.8.5. (Construction of a measurable function from pieces of given
measurable functions on measurable sets in a disjoint union). Let (S,d) be a com-
plete metric space. Let (Xi,Ai)i=1,2,··· be a sequence where, for each i, j ≥ 1, Xi is a
measurable function on (Ω,L, I) with values in S, and (i) Ai is a measurable subset of
Ω, (ii) if i 6= j then AiA j = φ , (iii) ⋃∞k=1Ak is a full set, and (iv) ∑∞k=1 µAkA = µA for
each integrable set A.
Define a function X on domain(X)≡⋃∞i=1 domain(Xi)Ai by X ≡Xi on domain(Xi)Ai,
for each i≥ 1. Then X is a measurable function on Ω with values in S.
The same conclusion holds for a finite sequence (Xi,Ai)i=1,··· ,n.
Proof. We will give the proof for the infinite case only. For each n ≥ 1 define hn ≡
1∧ (n+ 1− d(x◦, ·))+ ∈Cub(S).
Let f ∈Cub(S) be arbitrary, with | f | ≤ c on S for some c> 0. Let A be an arbitrary
integrable set. Since
∞
∑
i=1
I f (Xi)1A(i)A ≤ c
∞
∑
i=1
µAiA< ∞,
the function Y ≡ ∑∞i=1 f (Xi)1A(i)A is integrable. At the same time f (X)1A = Y on the
full set
(
∞⋃
i=1
Ai)(
∞⋂
i=1
domain(Xi)).
Hence f (X)1A is integrable. In particular hn(X)1A is integrable for each n ≥ 1. More-
over
Ihn(X)1A =
∞
∑
i=1
Ihn(Xi)1A(i)A ↑
∞
∑
i=1
µ(AiA) = µ(A).
Hence, by Lemma 4.8.3, X is a measurable function.
Next is a metric space lemma.
Lemma 4.8.6. (Sufficient condition for uniform continuity on a metric space). Let
(S,d) be an arbitrary metric space. Let A,B be subset of S and let a > 0 be such that,
for each x ∈ S we have either (i) (d(·,x) < a) ⊂ A, or (ii) (d(·,x) < a) ⊂ B. Suppose
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λ : S→ R is a function with domain(λ ) = S such that λ is uniformly continuous on
each of A and B. Then λ is uniformly continuous on S.
Proof. Let ε > 0 be arbitrary. Since λ is uniformly continuous on each of A and B,
there exists δ0 > 0 so small that |λ (x)− λ (y)| < ε for each x,y with d(x,y) < δ0,
provided that either x,y ∈ A or x,y ∈ B.
Let δ ≡ a∧ δ0. Consider each x,y ∈ S with d(x,y) < δ . By hypothesis, either
condition (i) or condition (ii) holds. Assume that condition (i) holds. Then since
d(x,x) = 0 < a and d(y,x) < δ ≤ a we have x,y ∈ A. Hence, since d(y,x) < δ ≤ δ0,
we have |λ (x)−λ (y)| < ε . Similarly, if condition (ii) holds, then |λ (x)−λ (y)| < ε .
Combining, we see that λ is uniformly continuous on S.
Proposition 4.8.7. (A continuous function of a measurable function is measur-
able). Let (S,d) and (S′d′) be complete metric spaces. Let X be a measurable function
on (Ω,L, I), with values in S. Suppose a function f : (S,d)→ (S′,d′) with domain( f ) =
S is uniformly continuous on each bounded subset of S, and bounded on each bounded
subset of S. Then the composite function f (X) ≡ f ◦X is measurable. In particular,
d(x,X) is a real-valued measurable function for each x ∈ S.
Proof. We need to prove that Y ≡ f (X) is measurable. To that end, let g ∈Cub(S′) be
arbitrary, with |g| ≤ b for some b > 0. Consider arbitrary integrable set A and ε > 0.
Since X is measurable by hypothesis, there exists a > 0 so large that µ(B) < ε where
B≡ (d(x◦,X)> a)A. Define h≡ 1∧ (a− d(x◦, ·))+ ∈C(S).
The function f is, by hypothesis, uniformly continuous on the bounded set G ≡
(d(·,x◦) < 2+ a). By assumption, g is uniformly continuous. Therefore (g ◦ f ) and
(g◦ f )h are uniformly continuous on G. At the same time h= 0 on H ≡ (d(·,x◦)> a).
Hence (g ◦ f )h= 0 on H. Thus (g ◦ f )h is uniformly continuous on H.
Now consider each x ∈ S. Either (i) d(x,x◦) < a+ 32 , or (ii) d(x,x◦) > a+ 12 . In
Case (i), we have (d(·,x)< 12 )⊂ (d(·,x◦)< 2+a)≡G. In Case (ii), we have (d(·,x)<
1
2) ⊂ (d(·,x◦) > a) ≡ H. Combining, Lemma 4.8.6 implies that (g ◦ f )h is uniformly
continuous on S. Moreover, since (g◦ f )h is bounded on G by hypothesis, and is equal
to 0 on H, it is bounded on S. In short (g ◦ f )h ∈ Cub(S). Since X is measurable, the
function g(Y )h(X)1A = (g ◦ f )(X)h(X)1A is integrable. At the same time,
|g(Y )1A− g(Y)h(X)1A| ≤ b(1− h(X))1A
where
I(1− h(X))1A ≤ µ(d(x◦,X)> a)A= µ(B)< ε.
Since ε > 0 is arbitrary, Theorem 4.5.9 implies that the function g(Y )1A is integrable.
Now let c> a be arbitrary. By hypothesis, there exists c′ > 0 so large that | f | ≤ c′
on (d(x◦, ·)< c). Combining, we see that
µ(d(x◦,Y )> c′)A≡ µ(d(x◦, f (X)) > c′)A
≤ µ(d(x◦,X)≥ c)A≤ µ(d(x◦,X)> a)A< ε.
Since ε > 0 is arbitrary, we conclude that µ(d(x◦,Y )> c′)A→ 0 as c′→ ∞. Thus we
have verified the conditions of Definition 4.8.1 for Y to be measurable. In other words,
f (X) is measurable.
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Corollary 4.8.8. (Condition for measurability of identity function, and of contin-
uous function of a measurable function). Let (S,d) be a complete metric space. Sup-
pose (S,Cub(S), I) is an integration space, with completion (S,L, I), such that Ihk1A ↑
µ(A) for each integrable set A, where hk ≡ 1∧ (1+ k−d(·,x◦))+ for each k≥ 1, Then
the following holds.
1. The identity function X : (S,L, I)→ (S,d), defined by X(x)≡ x for each x ∈ S, is
a measurable function on (S,L, I).
2. Let (S′,d′) be a second complete metric space. Suppose a function f : (S,d)→
(S′,d′) with domain( f ) = S is uniformly continuous and bounded on each bounded
subset of S. Then the function f : (S,L, I) → (S′,d′) is measurable. In particular,
d(x, ·) is a real-valued measurable function for each x ∈ S.
Proof. 1. Let f ∈ Cub(S) be arbitrary, and let A be an arbitrary integrable set. Then
f (X)≡ f ∈ L. Hence f (X)1A ∈ L . Moreover, Ihk(X)1A = Ihk1A ↑ µ(A) by hypothesis.
Hence X is measurable according to Lemma 4.8.3.
2. The conditions in the hypothesis of Proposition 4.8.7 are satisfied by the func-
tions X : (S,L, I)→ (S,d) and f : (S,d)→ (S′,d′). Accordingly, the function f ≡ f (X)
is measurable.
The next proposition says that, in the case where (S,d) is locally compact, the con-
ditions for measurability in Definition 4.8.1 can be weakened somewhat, by replacing
Cub(S) with the subsetC(S).
Proposition 4.8.9. (Sufficient condition for measurability in case S is locally com-
pact). Let (S,d) be a locally compact metric space. Define hn≡ 1∧(n+1−d(x◦, ·))+ ∈
C(S) for each n≥ 1. Let X be a function from (Ω,L, I) to (S,d) such that f (X)1A ∈ L
for each integrable set A and each f ∈C(S). Then the following holds.
1. If Ihn(X)1A ↑ µ(A) for each integrable set A, then X is measurable.
2. If µ(d(x◦,X)> a)A→ 0 as a→ ∞, for each integrable set A, then X is measur-
able.
Proof. Let A be an arbitrary integrable set. Let g ∈Cub(S) be arbitrary, with |g| ≤ c on
S. For each n≥ 1, since S is locally compact, we have hn,hng ∈C(S), Hence, for each
n≥ 1, we have hn(X)g(X)1A ∈ L,and, by hypothesis,
|g(X)1A− hn(X)g(X)1A| ≤ c(1− hn(X))1A. (4.8.1)
1. By hypothesis, I(1− hn(X))1A → 0. Hence, in view of inequality 4.8.1, Theo-
rem 4.5.9 is applicable, to yield g(X)1A ∈ L, where g ∈ Cub(S) is arbitrary. Thus the
conditions in Proposition 4.8.3 are satisfied for X to be measurable.
2. For each a> 0 and for each n> a,
0≤ µ(A)− Ihn(X)1A = I(1− hn(X))1A ≤ µ(d(x◦,X)> a)A,
which, by hypothesis, converges to 0 as a→∞. Hence, by Assertion 1, X is measurable.
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Definition 4.8.10. (Regular- and Continuity points of a measurable function rel-
ative to each integrable set). Suppose X is a real-valued measurable function on
(Ω,L, I). We say that t ∈ R is a regular point of X relative to an integrable set A if (i)
there exists a sequence (sn)n=1,2,··· of real numbers decreasing to t such that (sn < X)A
is integrable for each n≥ 1 and such that limn→∞ µ(sn < X)A exists, and (ii) there exists
a sequence (rn)n=1,2,··· of real numbers increasing to t such that (rn < X)A is integrable
for each n ≥ 1 and such that limn→∞ µ(rn < X)A exists. If, in addition, the two limits
in (i) and (ii) are equal, then we call t a continuity point of X relative to A.
If a real number t is a regular point of X relative to each integrable set A, then we
call t a regular point of X . If a real number t is a continuity point of X relative to each
integrable set A, then we say t is a continuity point of X . 
The next proposition shows that regular points and continuity points of a real-valued
measurable function are abundant, and that they inherit the properties of regular points
and continuity points of integrable functions.
Proposition 4.8.11. (All but countably many points are continuous points of a real
measurable function, relative to each given integrable set A). Let X be a real-valued
measurable function on (Ω,L, I). Let A be an integrable set and let t be a regular point
of X relative to A.
1. All but countably many u ∈ R are continuity points of X relative to A. Hence all
but countably many u ∈ R are regular points of X relative to A.
2. Ac is a measurable set.
3. The sets A(t < X),A(t ≤ X),A(X < t),A(X ≤ t), and A(X = t) are integrable
sets.
4. (X ≤ t)A= A((t < X)A)c a.e., and (t < X)A= A((X ≤ t)A)c a.e.
5. (X < t)A= A((t ≤ X)A)c a.e., and (t ≤ X)A= A((X < t)A)c a.e.
6. For a.e. ω ∈ A, we have t < X(ω), t = X(ω), or t > X(ω). Thus we have a
limited, but useful, version of the principle of excluded middle.
7. Let ε > 0 be arbitrary. There exists δ > 0 such that if r ∈ (t−δ , t] and A(X < r)
is integrable, then µ(A(X < t))−µ(A(X < r))< ε . There exists δ > 0 such that
if s ∈ [t, t+δ ) and A(X ≤ s) is integrable, then µ(A(X ≤ s))−µ(A(X ≤ t))< ε .
8. If t is a continuity point of X relative to A, then µ((t < X)A) = µ((t ≤ X)A).
Proof. In the special case where X is an integrable function, the assertions have been
proved in Corollary 4.6.8. In general, suppose X is a real-valued measurable function.
Let n ≥ 1 be arbitrary. Then, by Definition 4.8.1, ((−n)∨X ∧n)1A ∈ L. Hence all but
countably many u ∈ (−n,n) are continuity points of the integrable function ((−n)∨
X ∧ n)1A relative to A. On the other hand, for each t ∈ (−n,n), we have (X < t)A =
(((−n)∨X ∧ n)1A < t)A. Hence, a point u ∈ (−n,n) is a continuity point of ((−n)∨
X ∧ n)1A relative to A iff it is a continuity point of X relative to A. Combining, we
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see that all but countably many points in the interval (−n,n) are continuity points of X
relative to A. Therefore all but countably many points in R are continuity points of X
relative to A. This proves assertion 1. The remaining assertions are proved by similarly
reducing to assertions about the integrable functions ((−n)∨X ∧n)1A.
Suppose X is a measurable function. Note that we defined the regular points and con-
tinuity points of X relative to a specific integrable set A. In the case of a σ -finite
integration space, to be defined next, all but countably many real numbers t are regular
points of X relative to each integrable set A.
Definition 4.8.12. (σ -finiteness and I-basis). The complete integration space (Ω,L, I)
is said to be finite if the constant function 1 is integrable, and (Ω,L, I) is said to be sigma
finite, or σ -finite , if there exists a sequence (Ak)k=1,2,··· of integrable sets with positive
measures such that (i) Ak ⊂ Ak+1 for k= 1,2, · · · , (ii)
⋃∞
k=1Ak is a full set, and (iii) for
any integrable set A we have µ(AkA)→ µ(A). The sequence (Ak)k=1,2,··· is then called
an I-basis for (Ω,L, I). 
If (Ω,L, I) is finite, then it is σ -finite, with an I-basis given by (Ak)k=1,2,··· where
Ak ≡ Ω for each k ≥ 1. In particular, if (S,Cub(S), I) is an integration space, with
completion (S,L, I), then the constant function 1 is integrable, and so (S,L, I) is finite.
Lemma 4.8.13. (Completion of an integration on a locally compact metric space
results in aσ -finite integration space). Suppose (S,d) is locally compact. Let (S,L, I)
be the completion of some integration space (S,C(S), I). Then (Ω,L, I)≡ (S,L, I) is σ -
finite. Specifically, there exists an increasing sequence (ak)k=1,2,··· of positive real num-
bers with ak ↑ ∞ such that (Ak)k=1,2,··· is an I-basis for (S,L, I), where Ak ≡ (d(x◦, ·)≤
ak) for each k≥ 1.
Proof. Consider each k ≥ 1. Define Xk ≡ 1∧ (k+ 1− d(x◦, ·))+ ∈C(S) ⊂ L. Let c ∈
(0,1) be arbitrary and let ak ≡ k+1−c. Then the set Ak ≡ (d(x◦, ·)≤ ak) = (Xk ≥ c) is
integrable. Conditions (i) and (ii) in Definition 4.8.12 are easily verified. For condition
(iii), consider any integrable set A. According to Assertion 2 of Corollary 4.8.8, the
real-valued function d(x◦, ·) is measurable on (Ω,L, I) ≡ (S,L, I). Hence
µA− µAkA= µ(d(x◦, ·)> ak)A→ 0
Thus condition (iii) in Definition 4.8.12 is also verified for (Ak)k=1,2,··· to be an I-
basis.
Proposition 4.8.14. (In the case of a σ -finite integration space, all but countably
many points are continuous points of a real measurable function). Suppose X is a
real-valued measurable function on a σ -finite integration space (Ω,L, I). Then all but
countably many real numbers t are continuity points, hence regular points, of X.
Proof. Let (Ak)k=1,2,··· be an I-basis for (Ω,L, I). According to Proposition 4.8.11, for
each k there exists a countable subset Jk of R such that if t ∈ (Jk)c, where (Jk)c stands
for the metric complement of Jk in R, then t is a continuity point of X relative to Ak.
Define J ≡⋃∞k=1 Jk.
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Consider each t ∈ Jc. Let the integrable set A be arbitrary. According to condition
(iii) in Definition 4.8.12, we can select a subsequence (Ak(n))n=1,2,··· of (Ak) such that
µ(A)− µ(AAk(n))< 1n for each n ≥ 1. Let n ≥ 1 be arbitrary. Write Bn ≡ Ak(n). Then
t ∈ (Jk(n))c and so t is a continuity point of X relative to Bn. Consequently, according to
Proposition 4.8.11, the sets (X < t)Bn and (X ≤ t)Bn are integrable, with µ(X < t)Bn =
µ(X ≤ t)Bn. Furthermore, according to the same proposition, there exists δn > 0 such
that (i) if r ∈ (t−δn, t] and (X < r)Bn is integrable, then µ(X < t)Bn−µ(X < r)Bn < 1n ,
and (ii) if s∈ [t, t+δn) and (X ≤ s)Bn is integrable, then µ(X ≤ s)Bn−µ(X ≤ t)Bn< 1n .
Let r0 ≡ t−1 and s0 ≡ t+1. Inductively we can select rn ∈ (t−δn, t)∩ (rn−1, t)∩ (t−
1
n
, t) such that rn is a regular point of X relative to both Bn and A. Similarly we can
select sn ∈ (t, t+ δn)∩ (t,sn−1)∩ (t, t+ 1n) such that sn is a regular point of X relative
to both Bn and A. Then, for each n≥ 1, we have
µ(rn < X)A− µ(sn < X)A
= µA(rn < X)(X ≤ sn)A≤ µ(rn < X)(X ≤ sn)Bn+ µ(ABcn)
= µ(X ≤ sn)Bn− µ(X ≤ rn)Bn+ µ(A)− µ(ABn)
≤ (µ(X ≤ t)Bn+ 1
n
)− (µ(X < t)Bn− 1
n
)+ (µ(A)− µ(AAk(n)))
≤ 1
n
+
1
n
+
1
n
(4.8.2)
Since the sequence (µ(rn < X)A) is nonincreasing and the sequence (µ(sn < X)A) is
nondecreasing, inequality 4.8.2 implies that both sequences converge, and to the same
limit. By Definition 4.8.10, t is a continuity point of X relative to A.
We now expand Convention 4.6.9 to cover also measurable functions.
Definition 4.8.15. (Convention regarding regular points of measurable functions).
Let X be a real-valued measurable function, and let A be an integrable set. Henceforth,
when the integrability of the set (X < t)A or (X ≤ t)A is required in a discussion, for
some t ∈R, then it is understood that the real number t has been chosen from the regular
points of the measurable function X relative to the given integrable set A.
Furthermore, if (Ω,L, I) is a σ -finite integration space, when the measurability of
the set (X < t) or (X ≤ t) is required in a discussion, for some t ∈ R, then it is under-
stood that the real number t has been chosen from the regular points of the measurable
functions X .
Corollary 4.8.16. (Properties of regular points). Let X be a real-valued measur-
able function on a σ -finite integration space (Ω,L, I), and let t be a regular point of
X. Then (X ≤ t) = (t < X)c and (t < X) = (X ≤ t)c are measurable sets. Similarly,
(X < t) = (t ≤ X)c, and (t ≤ X) = (X < t)c are measurable sets. The equalities here
are understood to be a.e. equalities, and the measure theoretic complement of a mea-
surable set is defined a.e.
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Proof. We will prove only the first alleged equality, the rest being similar. Define an
indicator function Y , with domain(Y) = (X ≤ t)∪ (t < X), by Y = 1 on (X ≤ t) and
Y = 0 on (t < X). It suffices to show that Y satisfies conditions (i) and (ii) of Definition
4.8.1 for a measurable function. To that end, consider an arbitrary f ∈Cub(R) and an
arbitrary integrable subset A. By hypothesis, and by Definition 4.8.15, t is a regular
point of X relative to A. Moreover
f (Y )1A = f (1)1(X≤t)A+ f (0)1(t<X)A,
which is integrable according to Proposition 4.8.11. Thus condition (i) of Definition
4.8.1 is verified. Moreover, since Y has only the possible values of 0 and 1, the set
(|Y |> a) is empty for each a> 1. Hence, trivially, µ(|Y |> a)A→ 0 as a→∞, thereby
establishing also condition (ii) of Definition 4.8.1. Consequently Y is a measurable
indicator for (X ≤ t), and (t < X) = (Y = 0) = (X ≤ t)c.
Proposition 4.8.17. (A vector of measurable functions constitutes a measurable
function). Let (Ω,L, I) be a complete integration space.
1. Let (S′,d′),(S′′,d′′) be complete metric spaces. Let (S˜, d˜)≡ (S′×S′′,d′⊗d′′) be
their product metric space. Let X ′ : Ω → S′ and X ′′ : Ω → S′′ be measurable functions.
Define X :Ω→ S˜ by X(ω)≡ (X ′(ω),X ′′(ω)) for eachω ∈ domain(X)≡ domain(X ′)∩
domain(X ′′). Then X is a measurable function.
2. Suppose (S,d) is a complete metric space and a function g : S˜→ S is (i) uniformly
continuous on bounded subsets, and (ii) bounded on bounded subsets. Then g(X) ≡
g(X ′,X ′′) is a measurable function with values in S.
The above assertions generalize trivially to any finite number of measurable func-
tions X ′,X ′′, · · · ,X (n).
3. As a special case of Assertion 2 above, suppose (S′,d′) = (S′′,d′′). Then for
arbitrary measurable functions X ′,X ′′ : Ω → S′ , the function d′(X ′,X ′′) : Ω → R is
measurable.
Proof. 1. Let x′◦,x′′◦ be arbitrary, but fixed, reference points of (S′,d′),(S′′,d′′) respec-
tively. Designate the point x◦ ≡ (x′◦,x′′◦) as the reference point in the product (S˜, d˜).
Consider each integrable set A, and consider each f ∈Cub(S˜) with a bound b > 0 and
with a modulus of continuity δ f . Let ε > 0 be arbitrary. Since X ′ and X ′′ are, by hy-
pothesis, measurable, there exists a continuity point a > 0 of the measurable functions
d′(x′◦,X ′),d′′(x′′◦ ,X ′′) so large that µ(d′(x′◦,X ′)> a)A< ε and µ(d′′(x′′◦ ,X ′′)> a)A< ε.
Now take a sequence −a≡ a0 < a1 < · · ·< an ≡ a such that ai− ai−1 < δ f (ε) for
each i= 1, · · · ,n. For each i, j = 1, · · · ,n, define the integrable set
∆i, j ≡ (ai−1 < d′(x′◦,X ′)≤ ai)A∪ (a j−1 < d′′(x′′◦ ,X ′′)≤ a j)A.
Partition the setH ≡{(i, j) : 1≤ i≤ n;1≤ j≤ n} of double subscripts into two disjoint
subsets H1 and H2 such that (i) µ∆i, j > 0 for each (i, j) ∈H1, and (ii) µ∆i, j < n−2ε for
each (i, j) ∈ H2. Then, for each (i, j) ∈ H1, there exists ωi, j ∈ ∆i, j. Note that, for each
(i, j) ∈H1, we have
d˜(X(ωi, j),X)≡ d′(X ′(ωi, j),X ′)∨d′′(X ′′(ωi, j),X ′′)≤ |ai− ai−1| ∨ |a j− a j−1|< δ f (ε)
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on ∆i, j, whence
| f (X(ωi, j)− f (X)|< ε
on ∆i, j. Note also that ∆i, j∆i′, j′ = φ for each (i, j),(i
′, j′) ∈ H with (i, j) 6= (i′, j′).
Moreover, the set ∆≡ (⋃(i, j)∈H ∆i, j)c is measurable, with
D≡ ∆∪
⋃
(i, j)∈H
∆i, j
equal to a full set. At the same time ∆i, j∆ = φ for each (i, j) ∈ H. Consequetnly, for
each integrable set B, we have
µ∆B+
⋃
(i, j)∈H
µ∆i, jB= µ(∆∪
⋃
(i, j)∈H
∆i, j)B= µB.
Thus the finite family {∆i, j : (i, j) ∈ H}∪{∆} of measurable sets satisfies Conditions
(i-iv) in Proposition 4.8.5. Accordingly, we can define two integrable functions Y,Z :
Ω → R by domain(Y) ≡ domain(Z)≡ D and by (i’) Y ≡ f (X(ωi, j)) and Z ≡ ε1A on
∆i, j, for each (i, j) ∈H1, (ii’) Y ≡ 0 and Z ≡ b1A on ∆i, j, for each (i, j) ∈H2, . and (iii’)
Y ≡ 0 and Z ≡ b1A , on ∆. Then, for each (i, j) ∈H1, we have
|Y − f (X)|1A = | f (X(ωi, j))− f (X)|1A < ε1A = Z
on ∆i, j. At the same time, for each (i, j) ∈ H2, we have
|Y − f (X)|1A = |0− f (X)|1A ≤ b1A = Z
on ∆i, j. Likewise,
|Y − f (X)|1A ≤ |0− f (X)|1A ≤ b1A = Z
on ∆. Summing up, we obtain
|Y1A− f (X)1A| ≤ Z
on the full set D≡ ∆∪⋃(i, j)∈H ∆i, j. Now estimate
IZ = ∑
(i, j)∈H(1)
IZ1∆(i, j)+ ∑
(i, j)∈H(2)
IZ1∆(i, j)+ IZ1∆
= ∑
(i, j)∈H(1)
εI1A∆(i, j)+ ∑
(i, j)∈H(2)
bI1A∆(i, j)+ bI1A∆
= ε ∑
(i, j)∈H(1)
µ(A∆i, j)+ b ∑
(i, j)∈H(2)
µ(A∆i, j)+ bµ(A∆)
≤ εµ(
⋃
(i, j)∈H(1)
A∆i, j)+b ∑
(i, j)∈H(2)
µ(∆i, j)+bµ((d
′(x′◦,X
′)> a)A∪ (d′′(x′′◦ ,X ′′)> a)A)
≤ εµ(A)+ bn2n−2ε + b(ε + ε) = εµ(A)+ 3bε,
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where ε > 0 is arbitrary. By repeating the above argumentwith a sequence (εk)k=1,2,···with
εk ↓ 0, we can construct a two sequences of integrable functions (Yk1A)k=1,2,··· and
(Zk)k=1,2,··· such that
|Yk1A− f (X)1A| ≤ Zk a.s.
and such that
IZk ≤ εkµ(A)+ 3bεk ↓ 0
as k→ ∞. The conditions in Theorem 4.5.9 are satisfied, to yield f (X)1A ∈ L, where
f ∈Cub(S) and the integrable set A are arbitrary. At the same time,
(d˜(x◦,X)> a)A≡ (d′(x′◦,X ′)∨d′′(x′′◦ ,X ′′)> a)A
is integrable, with
µ(d˜(x◦,X)> a)A≤ µ(d′(x′◦,X ′)> a)A+ µ(d(x′′◦,X ′′)> a)A< 2ε,
where ε > 0 is arbitrarily small. All the conditions in Proposition 4.8.9 for X : Ω→ S˜
to be measurable have thus been verified. Assertion 1 is proved.
2. Next, suppose (S,d) is a complete metric space and a function g : S˜→ S is (i)
uniformly continuous on bounded subsets, and (ii) bounded on bounded subsets. Then
the composite function g(X) : Ω→ S is a measurable function according to Proposition
4.8.7. Assertion 2 is proved.
3. Now suppose (S′,d′) = (S′′,d′′), and suppose S = R. Then the distance function
d′ : S˜ ≡ S′2 → R is uniformly continuous, and is bounded on bounded subsets. Hence
d′(X ′,X ′′) is measurable by Assertion 2.
Corollary 4.8.18. (Operations preserving measurability). Let X ,Y be real-valued
measurable functions. Then aX + bY , 1, X ∨Y , X ∧Y , |X |, and Xα are measurable
functions for any real numbers a,b,α with α ≥ 0. Let A,B be measurable sets. Then
A∪B and AB are measurable. Moreover (A∪B)c = AcBc and (AB)c = Ac∪Bc.
Proof. aX + bY , 1, X ∨Y , X ∧Y , |X |, and Xα are uniformly continuous real-valued
functions of X and Y which are bounded on bounded subsets of R, and so are measur-
able by Assertion 2 of Proposition 4.8.17. Let A,B be measurable sets with indicators
U,V respectively. ThenU ∨V is a measurable indicator, with
(U ∨V = 1) = (U = 1)∪ (V = 1) = A∪B.
Hence A∪B is a measurable set, with U ∨V as indicator. Moreover, (A∪B)c = (U ∨
V = 0) = (U = 0)(V = 0) = AcBc. Similarly AB is measurable, with (AB)c = Ac ∪
Bc.
Proposition 4.8.19. (Measurable function dominated by integrable function is in-
tegrable). If X is a real-valued measurable function such that |X | ≤ Y a.e. for some
non-negative integrable function Y , then X is integrable. In particular, if A is a mea-
surable set and Z is an integrable function, then Z1A is integrable.
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Proof. Let (an)n=1,2,··· be an increasing sequence of positive real numberswith an→∞.
Let (bn)n=1,2,··· be a decreasing sequence of positive real numbers with bn → 0. Let
n ≥ 1 be arbitrary. Then the function Xn ≡ ((−an)∧X ∨ an)1(b(n)<Y) is integrable.
Moreover, X = Xn on (bn < Y )(|X | ≤ an). Hence
|X−Xn| ≤ |X−Xn|(1(Y≤b(n))+ 1(|X |>a(n)))
≤ 2Y (1(Y≤b(n))+ 1(|X |>a(n)))≤ 2Y ∧bn+ 2Y1(Y>a(n)) (4.8.3)
By Proposition 4.7.2 we have I(Y1(Y>a(n)))→ 0. At the same time I(Y ∧bn)→ 0 since
Y is integrable. Therefore I(2Y ∧ bn + 2Y1(Y>a(n))→ 0. Hence, by Theorem 4.5.9,
inequality 4.8.3 implies that X is integrable.
4.9 Convergence of Measurable Functions
In this section, let (Ω,L, I) be a complete integration space, and let (S,d) be a complete
metric space, with a fixed reference point x◦ ∈ S. In the case where S = R, it is under-
stood that d is the Euclidean metric and that x◦ = 0. We will introduce several notions
of convergence of measurable functions on (Ω,L, I) with values in (S,d).
First recall some notations and definitions. We will write (ai) for short for a given
sequence (ai)i=1,2,··· . If (Yi)i=1,2,··· is a sequence of functions from a set Ω′ to the
metric space S, and if
D≡ {ω ∈ ∪∞n=1∩∞i=n domain(Yi) : lim
i→∞
Yi(ω) exists in S}
is non-empty, then the function limi→∞Yi is defined by domain(limi→∞Yi) ≡ D and
by limi→∞Yi(ω) for each ω ∈ D. We write µA ≡ µ(A) ≡ I1A for the measure of an
integrable set A, and similarly write µAB≡ µ(A;B)≡ µ(AB) for integrable sets A and
B. If Z is a real-valued function on Ω and if a ∈ R then
(Z ≤ a)≡ {ω ∈ domain(Z) : Z(ω)≤ a} ⊂ domain(Z).
Similarly when ≤ is replaced by <,≥,>, or =.
Definition 4.9.1. (Convergence in measure, a.u., a.e., and in L1). For each n ≥ 1,
let X ,Xn be functions on the complete integration space (Ω,L, I), with values in the
complete metric space (S,d).
1. The sequence (Xn) is said to converge to X uniformly on a subset A of Ω if, for
each ε > 0, there exists p≥ 1 so large that A⊂⋂∞n=p(d(Xn,X)≤ ε).
2. The sequence (Xn) is said to converge to X almost uniformly (a.u.) if, for each
integrable set A and real number ε > 0, there exists an integrable set B with
µ(B)< ε such that Xn converges to X uniformly on ABc.
3. The sequence (Xn) is said to converge to X in measure if, for each integrable set
A and each ε > 0, there exists p≥ 1 so large that, for each n≥ p, there exists an
integrable set Bn with µ(Bn)< ε and ABcn ⊂ (d(Xn,X)≤ ε).
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4. The sequence (Xn) is said to be Cauchy in measure if for each integrable set A
and each ε > 0, there exists p≥ 1 so large that for each m,n≥ p, there exists an
integrable set Bm,n with µ(Bm,n)< ε and ABcm,n ⊂ (d(Xn,Xm)≤ ε).
5. Suppose S= R and X ,Xn ∈ L for n≥ 1. The sequence (Xn) is said to converge to
X in L1 if I|Xn−X | → 0.
6. The sequence (Xn) is said to converge to X on a subset A if A⊂ domain(limn→∞Xn)
and if X = limn→∞Xn on A. The sequence (Xn) is said to converge to X almost ev-
erywhere (a.e.) if (Xn) converges to X on some full subset DA of each integrable
set A. 
We will use the abbreviation Xn → X to stand for “(Xn) converges to X”, in whichever
sense specified.
Proposition 4.9.2. (a.u. Convergence implies convergence in measure, etc). For
each n ≥ 1, let X ,Xn be functions on the complete integration space (Ω,L, I), with
values in the complete metric space (S,d). Then the following holds.
1. If Xn → X a.u. then (i) X is defined a.e. on each integrable set A, (ii) Xn → X in
measure, and (iii) Xn → X a.e.
2. If (i) Xn is measurable for each n ≥ 1, and (ii) Xn → X in measure, then X is
measurable.
3. If (i) Xn is measurable for each n≥ 1, and (ii) Xn→X a.u., then X is measurable.
Proof. 1. Suppose Xn→X a.u. Let the integrable set A and n≥ 1 be arbitrary. Then, by
Definition 4.9.1, there exists an integrable set Bn with µ(Bn) < 2−n such that Xn → X
uniformly on ABcn. Hence there exists p≡ pn ≥ 1 so large that
ABcn ⊂
∞⋂
h=p(n)
(d(Xk,X)≤ 2−h). (4.9.1)
In particular, ABcn ⊂ domain(X). Define the integrable set B≡
⋂∞
k=1
⋃∞
n=kBn. Then
µ(B)≤
∞
∑
n=k
µ(Bn)≤
∞
∑
n=k
2−n = 2−k+1
for each k ≥ 1. Hence B is a null set, and D≡ Bc is a full set. Moreover,
AD≡ ABc =
∞⋃
k=1
⋂
n=k
ABcn ⊂
∞⋃
k=1
⋂
n=k
domain(X)⊂ domain(X).
In other words, X is defined a.e. on the integrable set A. Part (i) of Assertion 1 is
proved.
Now let ε > 0 be arbitrary. Let m≥ 1 be so large that 2−p(m) < ε . Then, for each
n≥ pm, we have µ(Bn)< 2−n < ε.Moreover,
ABcn ⊂ (d(Xn,X)≤ 2−n)⊂ (d(Xn,X)< 2−p(m))⊂ (d(Xn,X)< ε).
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Thus the condition in Definition 4.9.1 is verified for Xn → X in measure. Part (ii) of
Assertion 1 is proved. Furthermore, since Xn → X uniformly on Xn → X uniformly on
ABcn, it follows that Xn→ X at each point in AD=
⋃∞
k=1
⋂
n=kAB
c
n, whereD is a full set.
Thus Xn → X a.e. on A, where A is an arbitrary integrable set. In other words, Xn → X
a.e. Part (iii) of Assertion 1 is also proved.
2. Suppose Xn is measurable for each n ≥ 1, and suppose Xn → X in measure.
We need to prove that X is measurable. To that end, let f ∈Cub(S) be arbitrary. Then
| f | ≤ c on S for some c> 0, and f has a modulus of continuity δ f . Let the integrable set
A and m≥ 1 be arbitrary. Take any αm > 0 with αm < 2−m∧δ f (2−m). By hypothesis,
Xn→ X in measure. Hence, there exists pm ≥ 1 such that, for each n≥ pm, there exists
an integrable set Bn with µ(Bn)< αm and with
ABcn ⊂ (d(Xn,X)≤ αm).
In particular, ABcn ⊂ domain(X). Define the integrable set B ≡
⋂∞
k=1
⋃∞
n=kBn. Then B
is a null set, and D≡ Bc is a full set. Moreover,
AD≡ ABc =
∞⋃
k=1
⋂
n=k
ABcn ⊂ domain(X).
In other words, X is defined a.e. on the integrable set A. Define a functionY : Ω→ S by
domain(Y)≡ AD∪AcD, and by Y ≡ X and Y ≡ x◦ on AD and AcD respectively. Then
f (Y ) is defined a.e., and f (Y )1A = f (X) on AD. We will show that Y is a measurable
function.
To that end, let m ≥ 1 be arbitrary, and consider each n ≥ pm. Then, since αm <
δ f (2−m), we have
ABcn ⊂ A(d(Xn,X)≤ αm)⊂ A(| f (Xn)− f (X)|< 2−m) = A(| f (Xn)− f (Y )|< 2−m).
Hence
| f (Y )1A− f (Xn)1A| ≤ | f (Y )− f (Xn)|(1AB(n)c + 1B(n))
≤ 2−m1A+ 2c1B(n). (4.9.2)
Write Zn ≡ | f (Y )1A− f (Xn)1A|. Then
I(Zn)≤ εµ(A)+ 2cµ(Bn)< 2−mµ(A)+ 2cαm < 2−mµ(A)+ 2c2−m, (4.9.3)
Furthermore, Xn is measurable for each n ≥ 1, by hypothesis. Hence f (Xn)1A ∈ L
for each n ≥ 1. Therefore Theorem 4.5.9 implies that f (X)1A ∈ L. Condition (i) in
Definition 4.8.1 has been proved for X .Hence, by Lemma 4.8.2, the set (d(X ,x◦)> a)A
is integrable for all but countably many a ∈ R.
It remains to verify Condition (ii) in Definition 4.8.1 for X to be measurable. For
that purpose, consider eachm≥ 1 and n≥ pm. Since Xn is a measurable function, there
exists a> 0 so large that
µ(d(Xn,x◦)> a)A< 2−m.
Take any b> a+ 1> a+αm > a+ 2−m. Then
(d(X ,x◦)> b)A⊂ (d(Xn,x◦)> a)A∪ (d(Xn,X)> αm)A⊂ (d(Xn,x◦)> a)A∪ABn.
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Hence
µ((d(X ,x◦)> b)A)≤ µ((d(Xn,x◦)> a)A)+ µ(ABn)< 2−m+ 2−m = 2−m+1,
where 2−m > 0 is arbitrarily small. We conclude that µ(d(X ,x◦)> b)A→ 0 as b→ ∞.
Thus Condition (ii) in Definition 4.8.1 is also verified. Accordingly, the function X is
measurable.
3. Suppose (i) Xn is measurable for each n ≥ 1, and (ii) Xn → X a.u. Then, by
Assertion 1, we have Xn → X in measure. Hence, by Assertion 2, the function X is
measurable. Assertion 3 and the proposition is proved.
Proposition 4.9.3. (In case of σ -finite Ω, each sequence Cauchy in measure con-
verges in measure, and contains an a.u. convergent subsequence) Suppose (Ω,L, I)
is σ -finite. For each n,m ≥ 1, let Xn be a function on (Ω,L, I), with values in the
complete metric space (S,d), such that d(Xn,Xm) is measurable. Suppose (Xn)n=1,2,···
is Cauchy in measure. Then there exists a subsequence (Xn(k))k=1,2,··· such that X ≡
limk→∞Xn(k) is a measurable function, with Xn(k) → X a.u. and Xn(k) → X a.e. More-
over, Xn → X in measure.
Proof. Let (Ak)k=1,2,··· be a sequence of integrable sets that is an I-basis of (Ω,L, I).
Thus (i) Ak ⊂ Ak+1 for each k ≥ 1, and (ii)
⋃∞
k=1Ak is a full set, and (iii) for any
integrable set A we have µ(AkA)→ µ(A).
By hypothesis, (Xn) is Cauchy in measure. By Definition 4.9.1, for each k≥ 1 there
exists nk ≥ 1 such that, for each m,n≥ nk, there exists an integrable set Bm,n,k with
µ(Bm,n,k)< 2
−k (4.9.4)
and with
AkB
c
m,n,k ⊂ (d(Xn,Xm)≤ 2−k). (4.9.5)
By inductively replacing nk with n1∨·· · ∨nk we may assume that nk+1 ≥ nk for each
k ≥ 1. Define
Bk ≡ Bn(k+1),n(k),k
for each k ≥ 1. Then µ(Bk)< 2−k and
AkB
c
k ⊂ (d(Xn(k+1),Xn(k))≤ 2−k). (4.9.6)
For each i≥ 1 let
Ci ≡
∞⋃
k=i
Bk. (4.9.7)
Then
µ(AciCi)≤ µ(Ci)≤
∞
∑
k=i
2−k = 2−i+1 (4.9.8)
for each i≥ 1, whence ⋂∞i=1AciCi is a null set. Hence D≡⋃∞i=1AiCci is a full set.
Let i≥ 1 be arbitrary. Then
AiC
c
i ⊂
∞⋂
k=i
AiB
c
k ⊂
∞⋂
k=i
AkB
c
k ⊂
∞⋂
k=i
(d(Xn(k+1),Xn(k))≤ 2−k), (4.9.9)
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in view of relation 4.9.6. Note that the second inclusion is because A j ⊂ Ak for each
k ≥ i. Therefore, since (S,d) is complete, (Xn(k))k=1,2,··· converges uniformly on AiCci .
In other words, Xn(k) → X uniformly on AiCci , where X ≡ limk→∞Xn(k).
Next let A be an arbitrary integrable set. Let ε > 0 be arbitrary. In view of in view
of Condition (iii) above, there exists i≥ 1 be so large that 2−i+1 < ε and µ(AAci )< ε .
Such an i exists . Let B≡ AAci ∪Ci. Then µ(B)< 2ε . Moreover, ABc = AAiCci ⊂ AiCci ,
whenceXn(k)→X uniformly on ABc. Since ε > 0 is arbitrary, we conclude that Xn(k)→
X a.u. It then follows from Proposition 4.9.2 that Xn(k)→ X in measure, Xn(k)→ X a.e.,
and X is measurable. Now define, for each m≥ ni,
B¯m ≡ AAci ∪Bm,n(i),i∪Ci.
Then, in view of expressions 4.9.4 and 4.9.8, we have, for each m≥ ni,
µ(B¯m) = µ(AA
c
i ∪Bm,n(i),i∪Ci)< ε + 2−i+ 2−i+1 < 3ε. (4.9.10)
Moreover,
AB¯cm = A(A
c∪Ai)Bcm,n(i),iCci
= AAiB
c
m,n(i),iC
c
i = (AiB
c
m,n(i),i)(AC
c
i )
⊂ (d(Xm,Xn(i))≤ 2−i)(d(X ,Xn(i))≤ 2−i+1)
⊂ (d(X ,Xm)≤ 2−i+ 2−i+1)
⊂ (d(X ,Xm)< 2ε) (4.9.11)
for each m ≥ n(i), where the first inclusion is because of expressions 4.9.5 and 4.9.8.
Since ε > 0 is arbitrarily, we have verified the condition in Definition 4.9.1 for Xm→ X
in measure.
Proposition 4.9.4. (Convergence in measure in terms of convergence of integrals).
For each n ≥ 1, let X ,Xn be functions on (Ω,L, I), with values in the complete metric
space (S,d), such that d(Xn,Xm) and d(Xn,X) are measurable, for each n,m≥ 1. Then
the following holds.
1. If I(1∧d(Xn,X))1A → 0 for each integrable set A, then Xn → X in measure.
2. Conversely, if Xn→X in measure, then I(1∧d(Xn,X))1A→ 0 for each integrable
set A.
3. The sequence (Xn) is Cauchy in measure iff I(1∧d(Xn,Xm))1A→ 0 as n,m→ ∞
for each integrable set A.
Proof. Let the integrable set A and the positive real number ε ∈ (0,1) be arbitrary.
1. Suppose I(1∧ d(Xn,X))1A → 0. Let ε > 0 be arbitrary. Then, by Chebychev’s
inequality,
µ(d(Xn,X)> ε)A)≤ µ(1∧d(Xn,X))1A > ε)≤ ε−1I(1∧d(Xn,X))1A→ 0
as n→ ∞. In particular, there exists p ≥ 1 so large that µ(1∧d(Xn,X) > ε)A < ε for
each n ≥ p. Now consider each n ≥ p. Define the integrable set Bn ≡ (1∧d(Xn,X)>
ε)A. Then µ(Bn)< ε and ABcn ⊂ (d(Xn,X)≤ ε). Thus Xn → X in measure.
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2. Conversely, suppose Xn → X in measure. Let ε > 0 be arbitrary. Then there
exists p≥ 1 so large that, for each n≥ p, there exists an integrable set Bn with µ(Bn)<
ε and ABcn ⊂ (d(Xn,X)≤ ε). Hence
I(1∧d(Xn,X))1A = I(1∧d(Xn,X))1AB(n)+ I(1∧d(Xn,X))1AB(n)c
≤ I1B(n)+ Iε1A < ε + εµ(A),
where ε > 0. Thus I(1∧d(Xn,X))1A→ 0.
3. The proof of Assertion 4 is similar to that of Assertions 1 and 2.
The next Proposition will be convenient for establishing a.u. convergence.
Proposition 4.9.5. (Sufficient condition for a.u. convergence). Suppose (Ω,L, I) is
σ -finite, with an I-basis (Ai)i=1,2,···. For each n,m≥ 1, let Xn be a function on (Ω,L, I),
with values in the complete metric space (S,d), such that d(Xn,Xm) is measurable.
Suppose that, for each i≥ 1, there exists a sequence (εn)n=1,2,··· of positive real numbers
such that ∑∞n=1 εn < ∞ and such that I(1∧d(Xn,Xn+1))1A(i) < ε2n for each n ≥ 1. Then
X ≡ limn→∞Xn exists on a full set, and Xn → X a.u. If, in addition, Xn is measurable
for each n≥ 1, then the limit X is measurable.
Proof. For abbreviationwrite Zn≡ 1∧d(Xn+1,Xn) for each n≥ 1. Let A be an arbitrary
integrable set and let ε > 0. Let i≥ 1 be so large that µ(AAci )< ε . By hypothesis, there
exists a sequence (εn)n=1,2,··· of positive real numbers such that ∑∞n=1 εn < ∞ and such
that IZn1A(i) < ε
2
n for each n≥ 1. Chebychev’s inequality then implies that
µ(Zn > εn)Ai ≤ I(ε−1n Zn1A(i))< εn
for each n ≥ 1. Let p ≥ 1 be so large that ∑∞n=p εn < 1∧ ε . Let C ≡
⋃∞
n=p(Zn > εn)Ai
and let B≡ AAci ∪C. Then µ(B)< ε . Moreover,
ABc ⊂ AAiCc = AAi
∞⋂
n=p
(Zn ≤ εn)⊂
∞⋂
n=p
(Zn ≤ εn)
⊂
∞⋂
n=p
(d(Xn+1,Xn)≤ εn).
Since ∑∞n=p εn < ∞, it follows that Xn → X uniformly on ABc, where X ≡ limn→∞Xn.
Since A and ε > 0 are arbitrary, we see that Xn → X a.u.
If, in addition, Xn is measurable for each n≥ 1, then X is measurable by Proposition
4.9.2.
Proposition 4.9.6. (A continuous function preserves convergence in measure). Let
(Ω,L, I) be a complete integration space. Let (S′,d′),(S′′,d′′) be locally compact met-
ric spaces and let (S˜, d˜) ≡ (S′,d′)⊗ (S′′,d′′) denote the product metrics space. Let
X ′,X ′1X
′
2, · · · be a sequence of measurable functions with values in S′ such that X ′n→ X ′
in measure. Similarly, let X ′′,X ′′1 X
′′
2 , · · · be a sequence of measurable functions with
values in S′′ such that X ′′n → X ′′ in measure.
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Let f : (S˜, d˜)→ S be a continuous function with values in a complete metric space
(S,d) which is (i) uniformly continuous on bounded subsets, and (ii) bounded on
bounded subsets. Then f (X ′n,X ′′n )→ f (X ′,X ′′) in measure as n→ ∞.
Generalization to m≥ 2 sequences of measurable functions is similar.
Proof. Let x′◦ and x′′◦ be fixed reference points in S′,S′′ respectively. Write x◦≡ (x′◦,x′′◦).
For each x,y ∈ S˜, write x≡ (x′,x′′) and y ≡ (y′,y′′). Likewise, write X ≡ (X ′,X ′′) and
Xn ≡ (X ′n,X ′′n ) for each n≥ 1. Note that, for each n ≥ 1, the functions f (X), f (Xn) are
measurable functions with values in S, thanks to Assertion 2 of Proposition 4.8.17
Let A be an arbitrary integrable set. Let ε > 0 be arbitrary. By condition (ii)
in Definition 4.8.1, there exists a > 0 so large that µ(B′) < ε and µ(B′′) < ε , where
B′≡ (d′(x′◦,X ′)> a)A and B′′≡ (d′′(x′′◦ ,X ′′)> a)A. Since (S˜, d˜) is locally compact, the
bounded subset (d′(x′◦, ·) ≤ a)× (d′′(x′′◦ , ·) ≤ a) is contained in some compact subset.
On the other hand, by hypothesis, the function f : S˜→ S is uniformly continuous on
each compact subset of S˜. Hence there exists δ1 > 0 be so small that, for each
x,y ∈ (d′(x′◦, ·)≤ a)× (d′′(x′′◦ , ·)≤ a)⊂ S˜
with d˜(x,y) < δ1, we have d( f (x), f (y)) < ε . Take any δ ∈ (0, 12δ1). For each n ≥ 1,
defineC′n ≡ (d′(X ′n,X ′)≥ δ )A andC′′n ≡ (d′′(X ′′n ,X ′′)≥ δ )A. By hypothesis, X ′n → X ′,
and X ′′n → X ′′ in measure as n→ ∞. Hence there exists p ≥ 1 so large that µ(C′n) < ε
and µ(C′′n )< ε for each n≥ p. Consider any n≥ p. We have
µ(B′∪B′′∪C′n∪C′′n )< 4ε.
Moreover,
A(B′∪B′′∪C′n∪C′′n )c = AB′cB′′cC′cn C′′cn
= A(d′(x′◦,X
′)≤ a;d′′(x′′◦ ,X ′′)≤ a;d′(X ′n,X ′)< δ ;d′′(X ′′n ,X ′′)< δ )
⊂ A((d′(x′◦,X ′)≤ a)× (d′′(x′′◦ ,X ′′)≤ a))(d˜(Xn,X)< δ1)
⊂ (d( f (X), f (Xn))< ε).
Since ε > 0 and A are arbitrary, the condition in Definition 4.9.1 is verified for f (Xn)→
f (X) in measure.
Theorem 4.9.7. (Dominated Convergence Theorem). Let (Xn)n=1,2,··· be a sequence
of real-valued measurable functions on the complete integration space (Ω,L, I), and let
X be a real-valued function defined a.e. on Ω, with Xn→ X in measure. Suppose there
exists an integrable function Y such that |X | ≤ Y a.e. and |Xn| ≤Y a.e. for each n≥ 1.
Then X ,Xn are integrable for each n≥ 1, and I|Xn−X | → 0.
Proof. By Proposition 4.8.19, Xn is integrable for each n≥ 1.
Let ε > 0 be arbitrary. Since Y is integrable and is non-negative a.e., there exists
a> 0 so small that I(Y ∧a)< ε . Define A≡ (Y > a). Then |Xn−X | ≤ 2Y = 2(Y ∧a)
a.e. on Ac for each n ≥ 1. By Proposition 4.7.2, there exists δ ∈ (0,ε/(1+ µA)) so
small that IY1B < ε for each integrable set B with µ(B) < δ . On the other hand, by
hypothesis, Xn→ X in measure. Hence there existsm> 0 so large that, for each n≥m,
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we have ABcn ⊂ (|Xn−X | ≤ δ ) for some integrable set Bn with µ(Bn)< δ . Combining,
for each n≥ m, we have
|X−Xn| ≤ |X−Xn|1AB(n)+ |X−Xn|1AB(n)c + |X−Xn|1Ac
≤ 2Y1B(n)+ δ1A+ 2(Y ∧a) a.e., (4.9.12)
where
I(2Y1B(n)+ δ1A+ 2(Y ∧a))≤ 2ε + δ µ(A)+ 2ε ≤ 2ε + ε + 2ε. (4.9.13)
Since ε > 0 is arbitrary, inequalities 4.9.12 and 4.9.13, together with Theorem 4.5.9,
imply that X is integrable and that I|Xn−X | → 0.
The next definition introduces Newton’s notation for the Riemann-Stieljes integra-
tion relative to a distribution function.
Definition 4.9.8. (Newton’s notation). Suppose F is a distribution function on R.
Let I be the Riemann-Stieljes integration with respect to F , and let (R,L, I) be the
completion of (R,C(R), I). We will use the notation
∫ ·dF for I. For each X ∈ L, we
write
∫
XdF or
∫
X(x)dF(x) for IX . An integrable function in L is then to be integrable
relative to F , and a measurable function on (R,L, I) said to be measurable relative to F .
Suppose X is a measurable function relative to F , and suppose s, t ∈ R such that the
functions 1(s∧t,s]X and 1(s∧t,t]X are integrable relative to F . Then we write∫ t
s
XdF ≡
∫ t
s
X(x)dF(x)≡
∫
X1(s∧t,t]dF−
∫
X1(s∧t,s]dF.
Thus ∫ t
s
XdF =−
∫ s
t
XdF.
If A is a measurable set relative to F such that X1A is integrable, then we write∫
A
XdF ≡
∫
x∈A
X(x)dF(x)≡
∫
X1AdF.
In the special case where F(x) ≡ x for x ∈ R, we write ∫ ·dx for ∫ ·dF . Let s < t
in R be arbitrary. The integration spaces (R,L,
∫ ·dx) and ([s, t],L[s,t],∫ ts ·dx) are called
the Lebesgue integration spaces on R and [s, t] respectively, and
∫ ·dx and ∫ ts ·dx are
called the Lebesgue integration. Then an integrable function in L or L[s,t] is said to be
Lebesgue integrable; and a measurable function is said to be Lebesguemeasurable. 
Since the identity function Z, defined by Z(x)≡ x for each x ∈ R, is continuous and
is therefore a measurable function on (R,L,
∫ ·dF), all but countably many t ∈ R are
regular points of Z. Hence (s, t] = (s < Z ≤ t) is a measurable set in (R,L,∫ ·dF) for
all but countably many s, t ∈ R. In other words 1(s,t] is measurable relative to F for all
but countably many s, t ∈ R. Therefore the definition of ∫ ts X(x)dF(x) is not vacuous.
Yuen-Kwok Chan 94 Constructive Probability
4.9. CONVERGENCE OF MEASURABLE FUNCTIONS
Proposition 4.9.9. (Intervals are Lebesgue integrable). Let s, t ∈ R be arbitrary with
s≤ t. Then each of the intervals [s, t], (s, t), (s, t], and [s, t) is Lebesgue integrable, with
Lebesgue measure equal to t − s, and with measure-theoretic complements(−∞,s)∪
(t,∞),(−∞,s]∪ [t,∞),(−∞,s]∪ (t,∞),(−∞,s)∪ [t,∞), respectively. Each of the inter-
vals (−∞,s), (−∞,s], (s,∞), and [s,∞) is Lebesgue measurable.
Proof. Consider the Lebesgue integration
∫ ·dx and the Lebesgue measure µ .
Let a,b∈ R be such that a< s≤ t < b. Define f ≡ fa,s,t,b ∈C(R) such that f ≡ 1 on
[s, t], f ≡ 0 on (−∞,a]∪ [b,∞), and f is linear on [a,s] and on [t,b]. Let t0 < · · ·< tn be
any partition in the definition of a Riemann-Stieljes sum S ≡ ∑ni=1 f (ti)(ti− ti−1) such
that a= t j and b= tk for some j,k= 1, · · · ,nwith j≤ k. Then S=∑ki= j+1 f (ti)(ti−ti−1)
since f has [a,b] as support. Hence 0 ≤ S ≤ ∑ki= j+1(ti− ti−1) = tk− t j = b− a. Now
let n→ ∞, t0 →−∞, tn → ∞, and let the mesh of the partition approach 0. It follows
from the last inequality that
∫
f (x)dx≤ b−a. Similarly t−s≤ ∫ f (x)dx. Now, with s, t
fixed, let (ak)k=1,2,··· and (bk)k=1,2,··· be sequences in R such that ak ↑ s and bk ↓ t, and let
gk≡ fak,s,t,bk Then, by the previous argument, we have t−s≤
∫
gk(x)dx≤ bk−ak ↓ t−s
Hence, by the Monotone Convergence Theorem, the limit g ≡ limk→∞ gk is integrable,
with integral t − s. It is obvious that g = 1 or 0 on domain(g). In other words, g
is an indicator function. Moreover, [s, t] = (g = 1). Hence [s, t] is an integrable set,
with 1[s,t] = g, with measure µ([s, t]) =
∫
g(x)dx = t− s, and with measure-theoretic
complement [s, t]c = (−∞,s)∪ (t,∞).
Next consider the half open interval (s, t]. Since (s, t] =
⋃∞
k=1[s+
1
k
, t] where [s+
1
k
, t] is integrable for each k ≥ 1, and where µ([s+ 1
k
, t]) = t− s− 1
k
↑ t− s as k→ ∞,
we have the integrability of (s, t], and µ([s, t]) = limk→∞ µ([s+ 1k , t]) = t− s. Moreover
(s, t]c =
∞⋂
k=1
[s+
1
k
, t]c
=
∞⋂
k=1
((−∞,s+ 1
k
)∪ (t,∞)) = (−∞,s]∪ (t,∞).
The proofs for the intervals (s, t) and [s, t) are similar.
Now consider the interval (−∞,s). Define the function X on the full set D by
X(x) = 1 or 0 according as x ∈ (−∞,s) or x ∈ [s,∞). Let A be any integrable subset
of R. Then, for each n ≥ 1 with n > −s, we have |X1A− 1[−n,s)1A| ≤ 1(−∞,−n)1A on
the full set D(A∪Ac)([−n,s)∪ [−n,s)c). At the same time, ∫ 1(−∞,−n)(x)1A(x)dx→ 0.
Therefore, by Theorem 4.5.9, The function X1A is integrable. It follows that, for any
f ∈ C(R), the function f (X)1A = f (1)X1A+ f (0)(1A−X1A) is integrable. We have
thus verified condition (i) in Definition 4.8.1 for X to be measurable. At the same time,
since |X | ≤ 1, we have trivially µ(|X | > a) = 0 for each a > 1. Thus condition (ii) in
Definition 4.8.1 is also verified. We conclude that (−∞,s) is measurable. Similarly we
can prove that each of (−∞,s], (s,∞), and [s,∞) is measurable.
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4.10 Product Integrals and Fubini’s Theorem
In the next definition and the following lemma, let Ω′ and Ω′′ be two sets, and let L′
and L′′ be linear spaces of real-valued functions on Ω′ and Ω′′ respectively, such that if
X ′,Y ′ are indicators in L′ then X ′Y ′ ∈L′, and such that if X ′′,Y ′′ are indicators in L′′ then
X ′′Y ′′ ∈ L′′. It follows that if X ′,Y ′ are indicators in L′ thenY ′(1−X ′) =Y ′−Y ′X ′ ∈ L′.
Similarly for L′′.
Definition 4.10.1. (Direct product of functions). Let X ′ ∈ L′ and X ′′ ∈ L′′ be arbi-
trary. Define a function X ′⊗X ′′ : Ω′×Ω′′→ R by domain(X ′⊗X ′′)≡ domain(X ′)×
domain(X ′′) and by (X ′⊗X ′′)(ω ′,ω ′′)≡ X ′(ω ′)X ′′(ω ′′). The function X ′⊗X ′′ is then
called the direct product of the functions X ′ and X ′′. When the risk of confusion is low,
we will write X ′⊗ X ′′ and X ′X ′′ interchangeably. Generalization to direct products
X ′⊗ ·· ·⊗X (n) with n ≥ 2 factors is similar. Further generalization to direct products
⊗∞i=1X (i) of countably many factors is similar, provided that we restrict its domain by
domain(⊗∞i=1X (i))
≡ {(ω ′,ω ′′, · · · ) ∈
∞
∏
i=1
domain(X (i)) : X (i)(ω(i))→ 1 and
∞
∏
i=1
X (i)(ω(i)) converges}.

Definition 4.10.2. (Simple functions). A real valued function X on Ω′×Ω′′ is called
a simple function relative to L′,L′′ if X = ∑ni=0 ∑
m
j=0 ci, jX
′
iX
′′
j where (i) n,m ≥ 1, (ii)
X ′1, · · · ,X ′n ∈ L′ are mutually exclusive indicators, (iii) X ′′1 , · · · ,X ′′m ∈ L′′ are mutually
exclusive indicators, (iv) X ′0 = 1−∑ni=1X ′i , (v) X ′′0 = 1−∑mj=1X ′′j , (vi) ci, j ∈ R with
ci, j = 0 or |ci, j|> 0 for each i = 0, · · · ,n and j = 0, · · · ,m, and (vii) ci,0 = 0 = c0, j for
each i = 0, · · · ,n and j = 0, · · · ,m. Let L0 denote the set of simple functions on Ω′×
Ω′′. Two simple functions are said to be equal if they have the same domain and the
same values on the common domain. In other words, equality in L0 is the set-theoretic
equality. Note that, in the above notations, X ′0, · · · ,X ′n are mutually exclusive indicators
on Ω′ that sum to 1 on the intersection of their domains. Similarly X ′′0 , · · · ,X ′′m are
mutually exclusive indicators on Ω′′ that sum to 1 on the intersection of their domains.
The definition can be extended in a straightforward manner to simple functions relative
to linear spaces L(1), · · · ,L(k) of functions on any k≥ 1 sets Ω(1), · · · ,Ω(k) respectively.

If 1 ∈ L′ and 1 ∈ L′′ then X ′0 ∈ L′ and X ′′0 ∈ L′′, and the definition can be simplified.
To be precise, if 1 ∈ L′ and 1 ∈ L′′, then X is a simple function relative to L′,L′′ iff
X =∑ni=0 ∑
m
j=0 ci, jX
′
iX
′′
j where (i
′) n,m≥ 1, (ii′) X ′0, · · · ,X ′n ∈ L′ are mutually exclusive
indicators, (iii′) X ′′0 , · · · ,X ′′m ∈ L′′ are mutually exclusive indicators, (iv′) ∑ni=0X ′i = 1,
(v′) ∑mj=0X
′′
j = 1, and (vi’) ci, j ∈ R with ci, j = 0 or |ci, j| > 0 for each i = 0, · · · ,n and
j = 0, · · · ,m.
In the notations of Definition 4.10.2, if Y ′ is an indicator with Y ′ ∈ L′, then we have
Y ′X ′0 = Y
′(1−∑ni=1X ′i ) ∈ L′ by the remark preceding the definition, whence Y ′X ′i ∈ L′
for each i= 0, · · · ,n. Similarly for L′′.
Lemma 4.10.3. (Simple functions constitute a linear space). Let L0 be the set of
simple functions on Ω′×Ω′′ relative to L′,L′′. Then the following holds.
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1. If X ∈ L0 then |X |,a∧X ∈ L0 for each a > 0. Specifically, let X be a simple
function with X = ∑ni=0 ∑
m
j=0 ci, jX
′
iX
′′
j as in Definition 4.10.2. Then (i) |X | =
∑ni=0 ∑
m
j=0 |ci, j|X ′iX ′′j ∈ L0 and (ii) a∧ X = ∑ni=0 ∑mj=0(a∧ ci, j)X ′iX ′′j ∈ L0 for
each a> 0.
2. L0 is a linear space.
3. Assertions 1 and 2 generalize to the case of simple functions relative to linear
spaces L(1), · · · ,L(k) of functions on sets Ω(1), · · · ,Ω(k) respectively, for any k≥ 1
.
Proof. 1. Consider any (ω ′,ω ′′) ∈ domain(X). Either X ′i (ω ′)X ′′j (ω ′′) = 0 for each
i = 1, · · · ,n and j = 1, · · · ,m, or X ′k(ω ′)X ′′h (ω ′′) = 1 for exactly one pair of k,h with
k= 1, · · · ,n and h= 1, · · · ,m. In the first case,
|X(ω ′,ω ′′)|= 0=
n
∑
i=1
m
∑
j=1
|ci, j|X ′i (ω ′)X ′′j (ω ′′).
In the second case,
|X(ω ′,ω ′′)|= |ck,h|=
n
∑
i=1
m
∑
j=1
|ci, j|X ′i (ω ′)X ′′j (ω ′′).
. Condition (i) is thus established. Condition (ii) is similarly proved.
2. Obviously L0 is closed under scalar multiplication. To show that L0 is closed
also under addition, let
X =
n
∑
i=0
m
∑
j=0
ci, jX
′
iX
′′
j
and
Y =
p
∑
k=0
q
∑
h=0
bk,hY
′
kY
′′
h
be simple functions, as in Definition 4.10.2. Then
n
∑
i=0
m
∑
j=0
X ′iX ′′j = (
n
∑
i=0
X ′i)(
m
∑
j=0
X ′′j ) = 1
on domain(X) and similarly ∑
p
k=0 ∑
q
h=0Y
′
kY
′′
h = 1 on domain(Y). Hence
X+Y =
n
∑
i=0
m
∑
j=0
ci, jX
′
iX
′′
j +
p
∑
k=0
q
∑
h=0
bk,hY
′
kY
′′
h
=
n
∑
i=0
m
∑
j=0
ci, jX
′
iX
′′
j (
p
∑
k=0
q
∑
h=0
Y ′kY ′′h )
+
p
∑
k=0
q
∑
h=0
bk,hY
′
kY
′′
h (
n
∑
i=0
m
∑
j=0
X ′iX ′′j )
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=
n
∑
i=0
p
∑
k=0
m
∑
j=0
q
∑
h=0
(ci, j+ bk,h)(X
′
iY
′
k)(X
′′
j Y
′′
h ). (4.10.1)
For each i = 0, · · · ,n and k = 0, · · · , p, the function X ′iY ′k is an indicator, and, by the
remark preceding this lemma, belongs to L′ if (i,k) 6= (0,0). Moreover
n
∑
i=0
p
∑
k=0
X ′iY ′k = (
n
∑
i=0
X ′i)(
p
∑
k=0
Y ′k) = 1.
Suppose, (i1,k1) 6= (i2,k2). Then either i1 6= i2 or k1 6= k2. In the first case, we have
X ′i1X
′
i2 = 0 and so (X
′
i1
Y ′k1)(X
′
i2Y
′
k2
) = 0. Similarly (X ′i1Y
′
k1
)(X ′i2Y
′
k2
) = 0 in the second
case. Summing up, we see that the sequence
(X ′0Y
′
0,X
′
1Y
′
0,X
′
0Y
′
1,X
′
1Y
′
1, · · · ,X ′nY ′p)
satisfies conditions (ii-iv) in Definition 4.10.2 Similarly, the sequence
(X ′′0Y
′′
0 ,X
′′
1Y
′′
0 ,X
′′
0Y
′′
1 ,X
′′
1Y
′′
1 , · · · ,X ′′mY ′′q )
satisfies conditions (v-vii) in Definition 4.10.2. Moreover, ci,0+ bk,0 = 0+ 0 = 0 for
each i= 0, · · · ,n and k= 0, · · · , p. Similarly c0, j+b0,h= 0+0= 0 for each j= 0, · · · ,m
and h = 0, · · · ,q. The right-hand side of equality 4.10.1 is thus seen to be a simple
function. Therefore X +Y is a simple function, proving that L0 is closed relative to
addition and that it is a linear space.
3. The proof for the general case is similar to the above proof for k = 2, and is
omitted.
In the remainder of this section, let (Ω′,L′, I′) and (Ω′′,L′′, I′′) be complete integration
spaces. If X ′,Y ′ ∈ L′ are indicators, then X ′Y ′ ∈ L′. Similarly for L′′. Let Ω≡Ω′×Ω′′
and let L0 denote the linear space of simple functions onΩ. If X =∑ni=0 ∑
m
j=0 ci, jX
′
iX
′′
j ∈
L0 as in Definition 4.10.2, define
I(X) =
n
∑
i=0
m
∑
j=0
ci, jI
′(X ′i)I′′(X ′′j ) (4.10.2)
Lemma 4.10.4. (Product integral of simple functions is well defined). The function
I defined by equality 4.10.2 is well defined, and is a linear function on L0.
Proof. It is obvious that I(aX) = aI(X) for each X ∈ L0 and a∈ R. Suppose X ,Y ∈ L0.
Using the notations in equality4.10.1, we have
I(X+Y ) =
n
∑
i=0
p
∑
k=0
m
∑
j=0
q
∑
h=0
(ci, j+ bk,h)I
′(X ′iY ′k)I′′(X ′′j Y
′′
h )
=
n
∑
i=0
m
∑
j=0
ci, jI
′(X ′i
p
∑
k=0
Y ′k)I′′(X ′′j
q
∑
h=0
Y ′′h )
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+
p
∑
k=0
q
∑
h=0
bk,hI
′(
n
∑
i=0
X ′iY ′k)I′′(
m
∑
j=0
X ′′j Y
′′
h )
=
n
∑
i=0
m
∑
j=0
ci, jI
′(X ′i)I′′(X ′′j )+
p
∑
k=0
q
∑
h=0
bk,hI
′(Y ′k)I′′(Y ′′h )
= I(X)+ I(Y).
Thus I is a linear operation. Next, suppose a simple function
X =
n
∑
i=0
m
∑
j=0
ci, jX
′
iX
′′
j
is such that X = 0. Then ci, jX ′iX ′′j = 0 for each i= 0, · · · ,n and j= 0, · · · ,m. It follows
that the right-hand side of equality 4.10.2 vanishes, whence I(X) = 0. Now suppose
simple functions X and Y are such that X = Y . Then X −Y is a simple function and
X−Y = 0. Hence I(X)− I(Y ) = I(X−Y ) = 0, or I(X) = I(Y ). Thus I is a well-defined
function.
Theorem 4.10.5. (Integration on space of simple functions). Let I be defined as in
equality 4.10.2. Then the triple (Ω,L0, I) is an integration space.
Proof. We need to verify the three conditions in Definition 4.3.1.
The linearity of L0 has been proved in Lemma 4.10.3. The linearity of the function
I has been proved in Lemma 4.10.4.
Next consider any X ∈ L0, with X = ∑ni=0 ∑mj=0 ci, jX ′iX ′′j in the notations of Defini-
tion 4.10.2. By Lemma 4.10.3,
|X |=
n
∑
i=0
m
∑
j=0
|ci, j|X ′iX ′′j ∈ L0
and
a∧X =
n
∑
i=0
m
∑
j=0
(a∧ ci, j)X ′iX ′′j ∈ L0
for each a> 0. Hence
I(X ∧a) =
n
∑
i=0
m
∑
j=0
(a∧ ci, j)I′(X ′i)I′′(X ′′j )
→
n
∑
i=0
m
∑
j=0
ci, jI
′(X ′i )I
′′(X ′′j )≡ I(X)
as a→ ∞. Likewise
I(|X | ∧a) =
n
∑
i=0
m
∑
j=0
(a∧|ci, j|)I′(X ′i)I′′(X ′′j )→ 0
as a→ 0. Conditions 1 and 3 in Definition 4.3.1 are thus satisfied.
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It remains to prove condition 2 in Definition 4.3.1, the positivity condition. To that
end, suppose (Xk)k=0,1,2,··· is a sequence of functions in L0 such that Xk ≥ 0 for k ≥ 1
and such that ∑∞k=1 I(Xk) < I(X0). For k ≥ 0, we have Xk = ∑nki=0 ∑mkj=0 ck,i, jX ′k,iX ′′k, j as
in Definition 4.10.2. It follows that
∞
∑
k=1
nk
∑
i=0
mk
∑
j=0
ck,i, jI
′(X ′k,i)I′′(X ′′k, j) =
∞
∑
k=1
I(Xk)
< I(X0) =
nk
∑
i=0
mk
∑
j=0
c0,i, jI
′(X ′0,i)I′′(X ′′0, j).
In view of the positivity condition on the integration I′, there exists ω ′ ∈Ω′ such that
∞
∑
k=1
nk
∑
i=0
mk
∑
j=0
ck,i, jX
′
k,i(ω
′)I′′(X ′′k, j)<
nk
∑
i=0
mk
∑
j=0
c0,i, jX
′
0,i(ω
′)I′′(X ′′0, j).
In view of the positivity condition of the integration I′′, the last inequality in turn yields
some ω ′′ ∈Ω′′ such that
∞
∑
k=1
nk
∑
i=0
mk
∑
j=0
ck,i, jX
′
k,i(ω
′)X ′′k, j(ω
′′)<
nk
∑
i=0
mk
∑
j=0
c0,i, jX
′
0,i(ω
′)X ′′0, j(ω
′′).
Equivalently ∑∞k=1Xk(ω
′,ω ′′) < X0(ω ′,ω ′′). The positivity condition for I has thus
also been verified. We conclude that (Ω,L0, I) is an integration space.
Definition 4.10.6. (Product of two integration spaces). The completion of the inte-
gration space (Ω,L0, I) is denoted by,
(Ω,L, I)≡ (Ω′×Ω′′,L′⊗L′′, I′⊗ I′′),
and is called the product integration space of (Ω′,L′, I′) and (Ω′′,L′′, I′′). The integra-
tion I is called the product integration. 
Proposition 4.10.7. (Product of integrable functions is integrable relative to the
product integration). Let (Ω,L, I) denote the product integration space of (Ω′,L′, I′)
and (Ω′′,L′′, I′′).
1. Suppose X ′ ∈ L′ and X ′′ ∈ L′′. Then X ′⊗X ′′ ∈ L and I(X ′⊗X ′′) = (I′X ′)(I′′X ′′).
2. Moreover, if D′ and D′′ are full subsets of Ω′ and Ω′′ respectively, then D′×D′′
is a full subset of Ω.
Proof. First suppose X ′ = ∑ni=1 a′iX
′
i and X
′′ = ∑mi=1 a′′i X
′′
i where (i) X
′
1, · · · ,X ′n are mu-
tually exclusive integrable indicator in (Ω′,L′, I′), (ii) X ′′1 , · · · ,X ′′m are mutually exclu-
sive integrable integrator in (Ω′′,L′′, I′′), and (iii) a′1, · · · ,a′n,a′′1 , · · · ,a′′m ∈ R. Define
X ′0 ≡ 1−∑ni=1X ′i , define X ′′0 ≡ 1−∑mi=1X ′′i , and define a′0 ≡ 0 ≡ a′′0 . Then X ′X ′′ =
∑ni=0 ∑
m
j=0 a
′
ia
′′
jX
′
iX
′′
j ∈ L0 ⊂ L. Moreover
I(X ′X ′′) =
n
∑
i=0
m
∑
j=0
a′ia
′′
j I
′(X ′i )I
′′(X ′′j )
Yuen-Kwok Chan 100 Constructive Probability
4.10. PRODUCT INTEGRALS AND FUBINI’S THEOREM
= (
n
∑
i=0
a′iI
′X ′i )(
m
∑
j=0
a′′j I
′′X ′′j ) = (I
′X ′)(I′′X ′′).
Next let D′ be a full subset of Ω′ and define the measurable function Y ′ on Ω′ by
domain(Y ′)≡D′ andY ′≡ 1 onD′. ThusY ′ is an indicator ofD′, and X ′≡ 1−Y ′ = 0Y ′
is an integrable indicator. Define Y ′′ ≡ 1 and X ′′ ≡ 0 on Ω′′. Then X ′′ is an integrable
indicator on Ω′′. Hence X ≡ 0(Y ′Y ′′+Y ′X ′′+X ′Y ′′)+X ′X ′′ is a simple function, with
IX = (I′X ′)(I′′X ′′) = 0. On the other hand domain(X) = domain(Y ′)×domain(Y ′′)≡
D′×Ω′′. Therefore D′ ×Ω′′ is a full subset of Ω. Suppose, D′′ is a full subset of
Ω′′. Then similarly Ω′×D′′ is also a full subset of Ω. It follows that D′ ×D′′ =
(D′×Ω′′)∩(Ω′×D′′) is a full subset of Ω, proving the last assertion of the proposition.
Now consider arbitrary X ′ ∈ L′ and X ′′ ∈ L′′. We need to show that X ′X ′′ ∈ L. By
linearity, there is no loss of generality in assuming that X ′ ≥ 0 and X ′′ ≥ 0. By Propo-
sition 4.7.6, there exist sequences (X ′k)k=1,2,··· and (X
′′
k )k=1,2,··· where (i) for each n≥ 1,
the functions X ′k and X
′′
k are linear combinations of mutually exclusive integrable indi-
cators in (Ω′,L′, I′) and (Ω′′,L′′, I′′) respectively, (ii) 0 ≤ X ′k ↑ X ′ and 0 ≤ X ′′k ↑ X ′′ on
D′ ≡ ⋂∞k=1 domain(X ′k) and D′′ ≡ ⋂∞k=1 domain(X ′′k ) respectively, and (iii) I′X ′k ↑ IX ′
and I′X ′′k ↑ IX ′′. Let k ≥ 1 be arbitrary. By the first paragraph of this proof, we
have I(X ′kX
′′
k ) = I
′(X ′k)I
′′(X ′′k ) ↑ I′(X ′)I′′(X ′′). Therefore, by the Monotone Conver-
gence Theorem, X ′kX
′′
k ↑ X a.e. relative to I for some X ∈ L, and IX = (I′X ′)(I′′X ′′).
On the other hand X ′kX
′′
k ↑ X ′X ′′ on the set D′ ×D′′, which is a full set as seen in
the previous paragraph. Thus X ′X ′′ = X a.e. Hence X ′X ′′ ∈ L and I(X ′X ′′) = IX =
(I′X ′)(I′′X ′′).
Next is Fubini’s Theorem which enables the calculation of the product integral as
iterated integrals.
Theorem 4.10.8. (Fubini’s Theorem for product of two integration spaces) Let
(Ω,L, I)≡ (Ω,L′⊗L′′, I′⊗I′′) be the product integration space of (Ω′,L′, I′) and (Ω′′,L′′, I′′).
Let X ∈ L′⊗L′′ be arbitrary.
Then there exists a full subset D′ of Ω′ such that (i′) for each ω ′ ∈ D′, the function
X(ω ′, ·) is a member of L′′, (ii′) the function I′′X defined by domain(I′′X) ≡ D′ and
(I′′X)(ω ′)≡ I′′(X(ω ′, ·)) for each ω ′ ∈ D′ is a member of L′, and (iii′) IX = I′(I′′X).
Similarly, there exists a full subset D′′ of Ω′′ such that (i′′) for each ω ′′ ∈ D′′, the
function X(·,ω ′′) is a member of L′, (ii′′) the function I′X defined by domain(I′X)≡D′′
and (I′X)(ω ′′) ≡ I′(X(·,ω ′′)) for each ω ′′ ∈ D′′ is a member of L′′, and (iii′) IX =
I′′(I′X).
Proof. First consider a simple function X = ∑ni=0 ∑
m
j=0 ci, jX
′
iX
′′
j , in the notations of
Definition 4.10.2. Define D′ ≡ ⋂ni=0 domain(X ′i ). Then D′ is a full subset of Ω′. Let
ω ′ ∈D′ be arbitrary. Then X(ω ′, ·) =∑ni=0∑mj=0 ci, jX ′i(ω ′)X ′′j ∈ L′′, verifying condition
(i’). Define the function I′′X as in condition (ii’). Then
(I′′X)(ω ′)≡ I′′(X(ω ′, ·)) =
n
∑
i=0
m
∑
j=0
ci, jX
′
i(ω
′)I′′X ′′j
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for each ω ′ ∈ D′. Thus I′′X = ∑ni=0 ∑mj=0(ci, jI′′X ′′j )X ′i ∈ L′, which verifies condition
(ii’). It follows from the last equality that
I′(I′′X) =
n
∑
i=0
m
∑
j=0
(ci, jI
′′X ′′j )(I
′X ′i) = IX ,
proving also condition (iii’). Thus conditions (i’-iii’) are proved in the case of a simple
function X .
Next let X ∈ L′⊗L′′ be arbitrary. Then there exists a sequence (Xk)k=1,2,··· of simple
functions which is a representation of X relative to the integration I. Let k ≥ 1 be
arbitrary. We have
Xk =
nk
∑
i=0
mk
∑
j=0
ck,i, jX
′
k,iX
′′
k, j,
in the notations of Definition 4.10.2. By Lemma 4.10.3, we have
|Xk|=
nk
∑
i=0
mk
∑
j=0
|ck,i, j|X ′k,iX ′′k, j.
For each k≥ 1 we have IXk = I′(I′′Xk) and I|Xk|= I′(I′′|Xk|) by the first part of this
proof. Therefore
∞
∑
k=1
I′|I′′Xk| ≤
∞
∑
k=1
I′(I′′|Xk|) =
∞
∑
k=1
I|Xk|< ∞.
Hence the functions Y ≡ ∑∞k=1 I′′Xk and Z ≡ ∑∞k=1 I′′|Xk| are in L′, with
I′Y =
∞
∑
k=1
I′(I′′Xk) =
∞
∑
k=1
IXk = IX .
Consider any ω ′ ∈ D′ ≡ domain(Z). Then ∑∞k=1 I′′|Xk(ω ′, ·)| < ∞. Moreover, if ω ′′ ∈
Ω′′ is such that ∑∞k=1 |Xk(ω ′, ·)|(ω ′′)< ∞, then ∑∞k=1 |Xk(ω ′,ω ′′)|< ∞ and
X(ω ′, ·)(ω ′′)≡ X(ω ′,ω ′′) =
∞
∑
k=1
Xk(ω
′,ω ′′)≡
∞
∑
k=1
Xk(ω
′, ·)(ω ′′)
In other words, for each ω ′ ∈ D′, the sequence (Xk(ω ′, ·))k=1,2,··· is a representation of
X(ω ′, ·) in L′′, and so X(ω ′, ·) ∈ L′′ with
(I′′X)(ω ′)≡ I′′X(ω ′, ·) =
∞
∑
k=1
I′′Xk(ω ′, ·) = Y (ω ′)
Thus we see that I′′X = Y on the full set D′. Since Y ∈ L′, so also I′′X ∈ L′. Moreover,
I′(I′′X) = I′(Y ′) = IX . Conditions (i’-iii’) have thus been verified for an arbitrary
X ∈ L.
Conditions (i”-iii”), where the roles of I′ and I′′ are reversed, is proved similarly.
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Following is the straightforward generalization of Fubini’s theorem to product in-
tegration to many factors.
Definition 4.10.9. (Product of several integration spaces). Let n ≥ 1 be arbitrary.
Let (Ω(1),L(1), I(1)), · · · ,(Ω(n),L(n), I(n)) be complete integration spaces. If n= 1, let
(
n
∏
i=1
Ω(i),
n⊗
i=1
L(i),
n⊗
i=1
I(i))≡ (Ω(1),L(1), I(1)).
Inductively for n≥ 2, define
(
n
∏
i=1
Ω(i),
n⊗
i=1
L(i),
n⊗
i=1
I(i))≡ (
n−1
∏
i=1
Ω(i),
n−1⊗
i=1
L(i),
n−1⊗
i=1
I(i))
⊗
(Ω(n),L(n), I(n))
where the product of the two integration spaces (∏n−1i=1 Ω
(i),
⊗n−1
i=1 L
(i),
⊗n−1
i=1 I
(i)) and
(Ω(n),L(n), I(n)) on the right-hand side is as in Definition 4.10.6. Then,
(
n
∏
i=1
Ω(i),
n⊗
i=1
L(i),
n⊗
i=1
I(i))
is called the product integration space of the given integration spaces.
In the special case where (Ω(1),L(1), I(1)) = · · · = (Ω(n),L(n), I(n)) are all equal to
the same integration space (Ω0,L0, I0) we write
(Ωn0,L
⊗n
0 , I
⊗n
0 )≡ (
n
∏
i=1
Ω(i),
n⊗
i=1
L(i),
n⊗
i=1
I(i))
and call it the n-th power of the integration space (Ω0,L0, I0).

Theorem 4.10.10. (Fubini’s Theorem for product of several integration spaces).
Let n ≥ 1 be arbitrary. Let (Ω(1),L(1), I(1)), · · · ,(Ω(n),L(n), I(n)) be complete integra-
tion spaces. Let (Ω,L, I)≡ (∏ni=1 Ω(i),
⊗n
i=1L
(i),
⊗n
i=1 I
(i)) be their product space. Let
X ∈⊗ni=1L(i) be arbitrary. Let k∈ {1, · · ·n} be arbitrary. Then there exists a full subset
D(k) of ∏ni=1;i6=k Ω
(i) such that (i) for each ω̂k ≡ (ω1, · · · ,ωk−1,ωk+1, · · · ,ωn) ∈ D(k),
the function Xω̂(k) : Ω
(k) → R, defined by
Xω̂(k)(ωk)≡ X(ω1, · · · ,ωk−1,ωk,ωk+1, · · · ,ωn),
is a member of L(k), (ii) the function X̂k : ∏
n
i=1;i6=k Ω
(i) → R, defined by domain(X̂k) ≡
D(k) and by X̂k(ω̂k)≡ I(k)(Xω̂(k)) for each ω̂k ∈ D(k), is a member of
⊗n
i=1;i6=kL(i), and
(iii) (
⊗n
i=1 I
(i))X = (
⊗n
i=1;i6=k I
(i))X̂k.
A special example of is where Yk ∈ L(k) is given for each k = 1, · · · ,n, and where
we define the function X : Ω→ R by
X(ω1, · · · ,ωn)≡ Y1(ω1) · · ·Yn(ωn)
for each (ω1, · · · ,ωn) ∈ Ω such that ωk ∈ domain(Yk) for each k = 1, · · · ,n. Then
X ∈⊗ni=1L(i) and
IX = I1(Y1) · · · In(Yn).
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Proof. The case where n = 1 is trivial. The case where n = 2 is proved in Theorem
4.10.8 and Proposition 4.10.11. The proof of the general case is by induction on n , and
is straightforward and omitted.
Theorem 4.10.11. (A measurable function on one factor of a product integration
space can be regarded as measurable on the product).
1. Let (Ω,L, I) be the product integration space of (Ω′,L′, I′) and (Ω′′,L′′, I′′). Let
X ′ be an arbitrary measurable function on (Ω′,L′, I′) with values in some complete
metric space (S,d). Define X : Ω→ S by X(ω) ≡ X ′(ω ′) for each (ω ′,ω ′′) ∈ Ω such
thatω ′ ∈ domain(X ′). Then X is measurable on (ΩL, I) with values in (S,d). Moreover
I f (X)1A′×Ω′′ = I′ f (X ′)1A′ for each f ∈Cub(S) and each integrable subset A′ of Ω′.
2. Similarly, with an arbitrary measurable function X ′′ on (Ω′′,L′′, I′′) and with
X : Ω → S by X(ω) ≡ X ′′(ω ′′) for each (ω ′,ω ′′) ∈ Ω such that ω ′′ ∈ domain(X ′′),
the function X is measurable on (ΩL, I) with values in (S,d). Moreover I f (X)1Ω′′ =
I′ f (X ′)1A′ for each f ∈Cub(S) and each integrable subset A′ of Ω′.
3. More generally, let n≥ 1 be arbitrary. Let (Ω(1),L(1), I(1)), · · · ,(Ω(n),L(n), I(n))
be complete integration spaces. Let (Ω,L, I)≡ (∏ni=1 Ω(i),
⊗n
i=1L
(i),
⊗n
i=1 I
(i)) be their
product space. Let i = 1, · · · ,n be arbitrary, and suppose X (i) is a measurable func-
tion on (Ω(i),L(i), I(i)) with values in some complete metric space (S,d). Define the
function X : Ω → S by X(ω) ≡ X (i)(ωi) for each ω ≡ (ω1, · · · ,ωn) ∈ Ω such that
ωi ∈ domain(X (i)). Then X is a measurable function on (ΩL, I) with values in (S,d).
Moreover I f (X)1A = I(i) f (X (i))1A(i) for each f ∈ Cub(S) and each integrable subsets
Ai of Ω
(i), where A≡∏nk=1Ak, where Ak ≡Ω(k) for each k = 1, · · · ,n with k 6= i.
4. Suppose, in addition, Ω(k) is an integrable set with I(k)Ω(k) = 1, for each
k = 1, · · · ,n. Then X is a measurable function with values in (S,d), such that I f (X) =
I(i) f (X (i)) for each f ∈Cub(S). Anticipating a definition later, we say that the measur-
able function X has the same distribution as X (i).
Proof. Let x◦ ∈ S be an arbitrary, but fixed, reference point. For each n ≥ 0, define
hn ≡ 1∧ (n+ 1− d(x◦, ·))+ ∈Cub(S).
Let f ∈ Cub(S) and g ∈ L be arbitrary. Then | f | ≤ b for some b > 0. First as-
sume that g ≡ 1A′×A′′ where A′,A′′ are integrable subsets of Ω′,Ω′′ respectively. Then
f (X)g= ( f (X ′)1A′)1A′′ is integrable according to 4.10.7. Moreover,
Ihn(X)1A′×A′′ = (I′hn(X ′)1A′)(I′′1A′′) ↑ (I′1A′)(I′′1A′′) = IA
as n→ ∞. Hence, by linearity, if g is a simple function Ω relative to L′,L′′, then we
have (i) f (X)g∈ L, and (ii) Ihn(X)g→ Ig. Now let (gk)k=1,2,··· be a sequence of simple
functions which is a representation of g ∈ L. Then
∞
∑
k=1
I| f (X)gk| ≤ b
∞
∑
k=1
I|gk|< ∞ (4.10.3)
where b> 0 is any bound for f ∈Cub(S). Hence
f (X)g =
∞
∑
k=1
f (X)gk ∈ L.
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Similarly, hn(X)g ∈ L and
Ihn(X)g=
∞
∑
k=1
Ihn(X)gk
for each n≥ 0. Now I|hn(X)gk| ≤ I|gk|, and, by Condition (ii) above, Ihn(X)gk → Igk
as n→ ∞, for each k ≥ 1. Hence Ihn(X)g→ ∑∞k=1 Igk = Ig as n→ ∞. In particular, if
A is an arbitrary integrable subset of Ω, then Ihn(X)1A ↑ I1A ≡ µ(A), where µ is the
measure relative to I. We have verified the conditions in Proposition 4.8.3 for X to be
measurable. Assertion 1 is proved. Assertion 2 is proved similarly. Assertion 3 follows
from Assertion1 1 and 2, by induction. Assertion 4 is a special case of Assertion 3,
where Ak ≡Ω(k) for each k = 1, · · · ,n .
For products of integrations based on locally compact spaces, the following propo-
sition will be convenient.
Proposition 4.10.12. (Product of integration spaces based on locally compact met-
ric spaces). For each i = 1, · · · ,n, let (Si,di) be a locally compact metric space, and
let (Si,C(Si), I
(i)) be an integration space, with completion (Si,L
(i), I(i)). Let (S,d) be
their product metric space, and let
(S,L, I)≡ (
n
∏
i=1
Si,
n⊗
i=1
L(i),
n⊗
i=1
I(i))
be the product integration space. Then C(S) ⊂ L, and (S,C(S), I) is an integration
space with (S,L, I) as completion.
Proof. Consider only the case n= 2, the general case being similar. For arbitrary real
valued functions V1,V2 on S1,S2 respectively, we will abuse notations and write V1V2
for the function whose value at x ≡ (x1,x2) is V1(x1)V2(x2) for each x ≡ (x1,x2) ∈ S.
By Definition 4.10.6, the product integration space (S,L, I) is the completion of the
subspace (S,L0, I) of simple functions.
Let X ∈C(S) be arbitrary. Since X has compact support, there exists Vi ∈C(Si) for
i= 1,2 such that (i) 0≤Vi ≤ 1 for i= 1,2, (ii) if x≡ (x1,x2)∈ S is such that |X(x)|> 0
thenV1(x1) = 1=V2(x2), and (iii) I(1)V1 > 0 and I(2)V2 > 0. Let ε > 0 be arbitrary. By
Proposition 3.2.6, there existUi,1, · · · ,Ui,m ∈C(Si) for i= 1,2 such that
|X−
m
∑
k=1
U1,kU2,k|< ε.
Multiplication by V1V2 yields, in view of Condition (ii),
|X −
m
∑
k=1
(V1U1,k)(V2U2,k)|< εV1V2. (4.10.4)
Since C(Si) ⊂ L(i) for each i = 1,2, we have V1V2 ∈ L and (V1U1,k)(V2U2,k) ∈ L for
each k = 1, · · · ,m, according to Proposition 4.10.7. Since I(εV1V2) > 0 is arbitrarily
small, inequality 4.10.4 implies that X ∈ L, thanks to Theorem 4.5.9. Since X ∈C(S)
is arbitrary, we conclude thatC(S)⊂ L.
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Since I is a linear function on L, and since C(S) is a linear subspace of L, it is a
linear function onC(S). Since I(V1V2) = (I(1)V1)(I(2)V2)> 0, the triple (S,C(S), I) sat-
isfies condition (i) of Definition 4.2.1. Condition (ii) of Definition 4.2.1, the positivity
condition, follows trivially from the positivity condition of (S,L, I). Hence (S,C(S), I)
is an integration space. Since C(S)⊂ L and since (S,L, I) is complete, the completion
L ofC(S) relative to I is such that L⊂ L.
We will show that, conversely, L ⊂ L. To that end, consider any Y1 ∈ L(1) and
Y2 ∈ L(2). Let ε > 0 be arbitrary. Then there existsUi ∈C(Si) such that I(i)|Ui−Yi|< ε
for each i= 1,2. Consequently
I|Y1Y2−U1U2| ≤ I|Y1(Y2−U2)|+ I|(Y1−U1)U2|
= I(1)|Y1| · I(2)|Y2−U2|+ I(1)|Y1−U1| · I2|U2|
≤ I(1)|Y1|ε + ε(I(2)|Y2|+ ε).
Since ε > 0 is arbitrary while U1U2 ∈C(S), we see that Y1Y2 ∈ L. Since every simple
function on S, as in Definition 4.10.2, is a linear combination of functions of the form
Y1Y2 whereY1 ∈ L(1) andY2 ∈ L(2), we see that L0 ⊂ L. On the other hand L is complete
relative to I. Hence the completion L of L0 is contained in L.
Summing up, we have L = L. In other words, the completion of (S,C(S), I) is
(S,L, I).
Proposition 4.10.13. (Product of σ -finite integration spaces is σ -finite). Let (Ω′,L′, I′)
and (Ω′′,L′′, I′′) be arbitrary integration spaces which are σ -finite, with I-bases (A′k)k=1,2,···
and (A′′k )k=1,2,··· respectively. Then the product integration space
(Ω,L, I)≡ (Ω′×Ω′′,L′⊗L′′, I′⊗ I′′)
is σ -finite, with an I-basis (Ak)k=1,2,··· ≡ (A′k×A′′k)k=1,2,···.
Proof. By the definition of an I-basis, we have A′k ⊂ A′k+1 and A′′k ⊂ A′′k+1 for each
k ≥ 1. Hence, Ak ≡ A′k×A′′k ⊂ A′k+1×A′′k+1 for each k≥ 1. Consequently,
∞⋃
k=1
(A′k×A′′k ) = (
∞⋃
k=1
A′k)× (
∞⋃
k=1
A′′k ).
Again by the definition of an I-basis, the two unions on the right-hand side are full
subsets in Ω′,Ω′′ respectively. Hence the union on the left-hand side is, according to
Proposition 4.10.7 a full set in Ω.
Now let f ≡ 1B′1B′′ where let B′,B′′ are arbitrary integrable subsets in Ω′,Ω′′ re-
spectively. Then
I(1A(k) f ) = I
′(1A′(k)1B′)I′′(1A′′(k)1B′′)→ I′(1B′)I′′(1B′′) = I f .
By linearity, it follows that
I(1A(k)g)→ Ig
for each simple function g on Ω′×Ω′′ relative to L′,L′′. Consider each h ∈ L. Let
ε > 0 be arbitrary. Since (Ω,L, I) is the completion of (Ω,L0, I), where L0 is the space
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of simple functions on Ω′×Ω′′ relative to L′,L′′, it follows that I|h− g| < ε for some
g ∈ L0. Hence
|I1A(k) f − I f | ≤ |I1A(k) f − I1A(k)g|+ |I1A(k)g− Ig|+ |Ig− I f |< ε
≤ I| f − g|+ |I1A(k)g− Ig|+ |Ig− I f |< 3ε
for sufficiently large k≥ 1. Since ε > 0 is arbitrary, we conclude that I(1A(k)h)→ Ih. In
particular, if A is an arbitrary integrable subset of Ω, we have I(1A(k)1A)→ I1A. In other
words, µ(AkA)→ µ(A) for each integrable set A⊂Ω. We have verified the conditions
in Definition 4.8.12 for (Ω,L, I) to be σ -finite, with (Ak)k=1,2,··· ≡ (A′k×A′′k )k=1,2,··· as
an I-basis.
The next definition establishes some familiar notations for the special cases of the
Lebesgue integration space on Rn.
Definition 4.10.14. (Lebesgue integration on Rn). The product integration space
(Rn,L,
∫
· · ·
∫
·dx1 · · ·dxn)≡ (
n
∏
i=1
R,
n⊗
i=1
L,
n⊗
i=1
∫
·dx)
is called the Lebesgue integration space of dimension n. Similarly when Rn is replaced
by an interval ∏ni=1[si, ti] ⊂ Rn. When confusion is unlikely we will also abbreviate∫ · · ·∫ ·dx1 · · ·dxn to ∫ ·dx, with the understanding that the dummy variable x is now
a member of Rn. An integrable function relative to
∫ · · ·∫ ·dx1 · · ·dxn will be called
Lebesgue integrable. 
Corollary 4.10.15. (Power of Lebesgue integration space based on Rn is equal to
the completion of Lebesgue integration on the locally compact metric space Rn).
Let n≥ 1 be arbitrary. Then, in the notations of Definition 4.10.14, we haveC(Rn)⊂ L.
Moreover, (Rn,C(Rn),
∫ · · ·∫ ·dx1 · · ·dxn) is an integration space, and its completion is
equal to the Lebesgue integration space (Rn,L,
∫ · · ·∫ ·dx1 · · ·dxn).
Proof. Let Si ≡ R for each i = 1, · · · ,n. Let S ≡ Rn. Proposition 4.10.12 then applies
and yields the desired conclusions.
Definition 4.10.16. (Product of countably many complete integration spaces). For
each n≥ 1, let (Ω(n),L(n), I(n)) be a complete integration space. Consider the Cartesian
product Ω≡ ∏∞i=1 Ω(i). Let n ≥ 1 be arbitrary. Let (∏ni=1 Ω(i),
⊗n
i=1L
(i),
⊗n
i=1 I
(i)) be
the product of the first n complete integration spaces. For each g ∈⊗ni=1L(i), define
a function g on Ω by doamin(g) ≡ doamin(g)×∏∞i=n+1 Ω(i), and by g(ω1,ω2, · · · ) ≡
g(ω1, · · · ,ωn) for each (ω1,ω2, · · · ) ∈ doamin(g). Let
Gn ≡ {g : g ∈
n⊗
i=1
L(i)}.
ThenGn⊂Gn+1. Let L≡
⋃∞
n=1Gn and define a function I : L→R by I(g)≡ (
⊗n
i=1 I
(i))(g)
if g ∈Gn, for each g ∈ L. The next theorem says that L is a linear space, that I is a well
defined linear function, and that (Ω,L, I) is an integration space.
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Let (∏∞i=1 Ω
(i),
⊗∞
i=1L
(i),
⊗∞
i=1 I
(i)) denote the completion of (Ω,L, I), and call it
the product of the given sequence of complete integration spaces.
In the special case where (Ω(1),L(1), I(1)) = (Ω(2n),L(2), I(2)) = · · · are all equal to
the same integration space (Ω0,L0, I0), then we write
(Ω∞0 ,L
⊗∞
0 , I
⊗∞
0 )≡ (
∞
∏
i=1
Ω(i),
∞⊗
i=1
L(i),
∞⊗
i=1
I(i))
and call it the countable power of the integration space (Ω0,L0, I0).

Theorem 4.10.17. (Countable product of complete integration spaces is well de-
fined). Assume the same terms and notations in Definition 4.10.16. Then the following
holds.
1. The set L of functions is a linear space. Moreover, I is a well-defined linear
function, and (Ω,L, I) is an integration space.
2. Let N ≥ 1 be arbitrary,. Let Z(N) be a measurable function on (Ω(N),L(N), I(N))
with values in some complete metric space (S,d). Define the function Z
(N)
: Ω→ S by
Z
(N)
(ω)≡ Z(N)(ωi) for each ω ≡ (ω1,ω2, · · · ) ∈Ω such that ωN ∈ domain(Z(N)). Let
M ≥ 1 be arbitrary. Let f j ∈Cub(S,d) be arbitrary for each j ≤M. Then
I(
M
∏
j=1
f j(Z
( j)
) =
M
∏
j=1
I( j) f j(Z
( j)
)
3. For each N ≥ 1, the function Z(N) is measurable on the countable product space
(∏∞i=1 Ω
(i),
⊗∞
i=1L
(i), I).
Proof. 1. Obviously Gn and L are linear spaces. Suppose g = h for some g ∈ Gn and
h ∈ Gm with n≤ m. Then
h(ω1, · · · ,ωm)≡ h(ω1,ω2, · · · ) = g(ω1,ω2, · · · )
≡ g(ω1, · · · ,ωn) = g(ω1, · · · ,ωn)1A(ωn+1, · · · ,ωm),
where A≡∏mi=n+1Ω(i). Hence
I(h)≡ (
m⊗
i=1
I(i))(h) = (
m⊗
i=1
I(i))(g⊗ 1A) = (
n⊗
i=1
I(i)⊗
m⊗
i=n+1
I(i))(g⊗ 1A)
= ((
n⊗
i=1
I(i))(g)) · (
m⊗
i=n+1
I(i))(1A) = ((
n⊗
i=1
I(i))(g)) ·1= I(g).
Thus the function I is well defined. Linearity of I is obvious. The verification of
the other conditions in Definition 4.3.1 is straightforward. Accordingly, (Ω,L, I) is an
integration space.
2. In view of Fubini’s Theorem 4.10.8, the proof of Assertions 2 and 3 are straight-
forward and omitted.
Yuen-Kwok Chan 108 Constructive Probability
4.10. PRODUCT INTEGRALS AND FUBINI’S THEOREM
Following are two results which will be convenient for future reference.
Proposition 4.10.18. (Region below graph of measurable function is measurable
in product space). Let (Q,L, I) be a complete integration space which is σ -finite.
Let (Θ,Λ, I0) ≡ (Θ,Λ,
∫ ·dθ ) be the Lebesgue integration space based on Θ ≡ R or
Θ ≡ [0,1]. Let λ : Q→ R be an arbitrary measurable function on (Q,L, I). Then the
sets
Aλ ≡ {(t,θ ) ∈ Q×Θ : θ ≤ λ (t)}
and
A′λ ≡ {(t,θ ) ∈ Q×Θ : θ < λ (t)}
are measurable on (Q,L, I)⊗ (Θ,Λ, I0). Suppose, in addition, that λ is a non-negative
integrable function. Then the sets
Bλ ≡ {(t,θ ) ∈ Q×Θ : 0≤ θ ≤ λ (t)}
and
B′λ ≡ {(t,θ ) ∈ Q×Θ : 0≤ θ < λ (t)}
are integrable, with
(I⊗ I0)Bλ = Iλ = (I⊗ I0)B′λ . (4.10.5)
Proof. Let g be the identity function on Θ, with g(θ )≡ θ for each θ ∈ Θ. By Propo-
sition 4.10.11, g and λ can be regarded as measurable functions on Q×Θ. Define the
function f : Q×Θ → R by f (t,θ ) ≡ g(θ )−λ (t) ≡ θ −λ (t) for each (t,θ ) ∈ Q×Θ.
Then f is the difference of two real valued measurable functions on Q×Θ. Hence f
is measurable. Therefore there exists a sequence (an)n=1,2,··· in (0,∞) with an ↓ 0 such
that ( f ≤ an) is measurable for each n≥ 1. We will write an and a(n) interchangeably.
Let A⊂ Q and B ⊂ Θ be arbitrary integrable subsets of Q and Θ respectively. Let
h : Θ → Θ be the identity function, with h(θ ) ≡ θ for each θ ∈ Θ. Let m ≥ n be
arbitrary. Then
I⊗ I0(1( f≤a(n))(A×B)− 1( f≤a(m))(A×B))
= I⊗ I0(1(a(m)< f≤a(n))(A×B))
= I⊗ I0(1(λ−a(n)≤h<λ−a(m))(A×B))
= I(1A(
∫
[λ−a(n),λ−a(m))
1B(θ )dθ )). (4.10.6)
Since, for each t ∈ Q, the Lebesgue measure
I0[λ (t)− an,λ (t)− am) = (an− am) ↓ 0
as n→ ∞, and since 1B is integrable, Proposition 4.7.2 implies that∫
[λ−a(n),λ−a(m))
1B(θ )dθ ↓ 0
uniformly on Q. Since 1A is integrable, the Dominated Convergence Theorem implies
that the right-hand side of equality 4.10.6 converges to 0 as n→ ∞. Consequently,
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I⊗ I0(1( f≤a(n))(A×B) converges as n→ ∞. Therefore, by the Monotone Convergence
Theorem, the limit 1( f≤0)(A×B) is integrable on Q×Θ.
Now letC be an arbitrary integrable subset ofQ×Θ. Let (Ai)i=1,2,··· and (Bi)i=1,2,···
be I-bases of the σ -finite integration spaces (Q,L, I) and (Θ,Λ, I0) respectively. Then,
by Proposition 4.10.13, Q×Θ is σ -finite with an I-basis (Ai×Bi)i=1,2,···. By the pre-
vious paragraph, 1( f≤0)(A(i)×B(i))C= 1( f≤0)(A(i)×B(i))1C is integrable on Q×Θ, for each
i≥ 1. Moreover, as i, j→ ∞ with j ≥ i, we have
0≤ I1( f≤0)C(A( j)×B( j))− I1( f≤0)C(A(i)×B(i))≤ I1C(A( j)×B( j))− I1C(A(i)×B(i))→ 0
Hence, by the Monotone Convergence Theorem, 1( f≤0)CD is integrable, where D ≡⋃∞
i=1(Ai×Bi) is a full set. Consequently, 1( f≤0)C is integrable. In other words, 1( f≤0)1C
is integrable. Since the integrable subset C of Q×Θ is arbitrary, we conclude that
1( f≤0) is measurable. Equivalently, ( f ≤ 0) is measurable. Recalling the definition of
f at the beginning of this proof, we obtain
Aλ ≡ {(t,θ ) ∈Q×Θ : θ −λ (t)≤ 0}= {(t,θ ) ∈Q×Θ : 0≤ f (t,θ )} ≡ ( f ≤ 0),
whence Aλ is measurable. Similarly A
′
λ is measurable.
Suppose, in addition, that λ is a non-negative integrable function. Then, for each
t ∈ Q, we have∫
1B(λ )(t,θ )dθ =
∫
(1A(λ )(t,θ )− 1A(0)(t,θ )dθ =
∫
(0,λ (t)]
dθ = λ (t).
Fubini’s Theorem therefore yields (I⊗ I0)Bλ = Iλ , the first half of equality 4.10.5. The
second half is similarly proved.

Proposition 4.10.19. (Regions between graphs of integrable functions). Let (Q,L, I)
be a complete integration space which is σ -finite. Suppose λ0≡ 0≤ λ1≤ λ2≤ ·· · ≤ λn
are integrable functions with λn ≤ 1. Define λn+1≡ 1. For each k= 1, · · · ,n+1, define
∆k ≡ {(t,θ ) ∈ Q×R : θ ∈ (λk−1(t),λk(t))}.
Then ∆1, · · · ,∆n+1 are mutually exclusive measurable subsets in (Q,L, I)⊗ (R,M,J)
whose union is a full set. Moreover, ∆1, · · · ,∆n are integrable in (Q,L, I)⊗ (R,M,J),
with integrals equal to Iλ1, Iλ2− Iλ1, · · · , Iλn− Iλn−1 respectively.
Proof. Use Proposition 4.10.18 above. 
4.11 Supplements and Exercises
Exercise 4.11.1. Let X be a function defined a.e. on a complete integration space
(Ω,L, I). Show that X is measurable iff it satisfies the condition (*) that for each in-
tegrable set A and ε > 0 there exist an integrable set B and an integrable function Y
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such that B⊂ A, µ(ABc) < ε , and |X −Y | < ε on B. Said condition (*) is used as the
definition of a measurable function in [Bishop and Bridges 1985]. Thus our definition
of a measurable function, which we find more convenient, is equivalent to the one in
[Bishop and Bridges 1985].
Hint. Suppose X is measurable. Let A be any integrable set, and let ε > 0 be
arbitrary. By condition (ii) in Definition 4.8.1, there exists a> 0 so large that µ(|X | ≥
a)A< ε . Define B≡ (|X |< a)A. Then B is an integrable set, and µ(ABc)< ε . Define
Y ≡ (−a)∨X1B∧a. ThenY is integrable by condition (i) in Definition 4.8.1. Moreover,
Y −X = 0 on B. This verifies condition (*).
Conversely, suppose condition (*) holds. Let ε > 0 be arbitrary. Let the integrable
set B and the integrable function Y satisfy condition (∗) for ε . Let a > 0 be arbitrary.
Write Xa ≡ (−a)∨X ∧a and Ya ≡ (−a)∨Y ∧a. Then
|Xa1A−Ya1A|
≤ |Xa1A−Xa1B|+ |Xa1B−Ya1B|+ |Ya1B−Ya1A|
≤ a1ABc + ε1B+ a1ABc
where
I(a1ABc + ε1B+ a1ABc)≤ aε + εµ(A)+ aε → 0
as ε → 0 with a fixed. Hence (−a)∨X1A ∧ a = Xa1A ∈ L by Theorem 4.5.9. This
verifies condition (i) in Definition 4.8.1. Next, let ε ∈ (0,1) be arbitrary but fixed. Let
a > 0 be so large that a > I|Y |/ε . By Chebychev’s inequality, we have µ(|Y | > a) ≤
I|Y |/a< ε . Hence
µ(|X |> a+ 1)A≤ µ(|X |> a+ 1)B+ µ(ABc)
≤ µ(|Y |> a)B+ µ(ABc)< I|Y |/a+ ε < 2ε
Since ε > 0 is arbitrary, we have µ(|X | > a)A→ 0 as a→ ∞, verifying condition (ii)
in Definition 4.8.1. Hence X is a measurable function. 
Exercise 4.11.2. Let A⊂ B be integrable sets in a complete integration space (Ω,L, I)
such that µA= µB. Then A∪Bc is a full set.
[Hint]µ(BAc) = µB−µA= 0. Hence BAc is a null set, and its complement A∪Bc
is a full set. 
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Chapter 5
Probability Space
In this chapter, we specialize the study of complete integration spaces to the case where
the constant function 1 is integrable and has integral equal to 1. An integrable func-
tion can then be interpreted as an observable in a probabilistic experiment which, on
repeated observations, has an expected value given by its integral. Likewise, an inte-
grable set can be interpreted as an event, and its measure as the probability for said
event to occur. We will transition from terms used in measure theory to commonly
used terms in probability theory. Then we will introduce and study more concepts and
tools common in probability theory.
In this chapter, unless otherwise specified, (S,d) will denote a complete metric
space, not necessarily locally compact. Let x◦ ∈ S be an arbitrary, but fixed, reference
point. Recall that Cub(S) ≡ Cub(S,d) stands for the space of bounded and uniformly
continuous functions on S, and that C(S) ≡C(S,d) stands for the space of continuous
functions on S with compact support.
Let n≥ 1 be arbitrary. Define the auxiliary function hn ≡ 1∧ (1+ n− d(·,x◦))+ ∈
Cub(S). Note that the function hn has bounded support. Hence hn ∈ C(S) if (S,d) is
locally compact.
Separately, for each integration space (Ω,L,J), we will let (Ω,L,J) denote its com-
plete extension.
5.1 Random Variables
Definition 5.1.1. (Probability Space and r.v.’s) Henceforth, unless otherwise speci-
fied, (Ω,L,E) will denote a complete integration space in which the constant function
1 is integrable, with E1= 1. Then (Ω,L,E) is called a probability space. The integra-
tion E is called an expectation, and the integral EX of each X ∈ L is called the expected
value of X .
A measurable function X on (Ω,L,E) with values in a complete metric space (S,d)
is called a random variable, or r.v. for abbreviation. Two r.v.’s are considered equal
if they have equal values on a full subset of Ω. A real-valued measurable function
X on (Ω,L,E) is then called a real random variable, or r.r.v. for abbreviation. An
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integrable function X is called an integrable real random variable, its integral EX
called its expected value.
A measurable set is sometimes called an event. It is then integrable because 1A ≤ 1,
and its measure µ(A) is called its probability and denoted by P(A) or PA. The function
P on the set of measurable sets is called the probability function corresponding to the
expectation E . Sometimes we will write E(A) for P(A). The set Ω is called the sample
space, a point ω ∈ Ω called a sample or an outcome. If an outcome ω belongs to an
event A, the event A is said to occur for ω , and ω is said to realize A.
The phrases “almost surely”, “almost sure”, and the abbreviation “a.s.” will stand
for “almost everywhere” or its abbreviation “a.e.”. Henceforth, unless otherwise spec-
ified, equality of r.v.’s and equality of events will mean a.s. equality, and the term
“complement” for events will stand for “measure-theoretic complement”. If X is an
integrable r.r.v. and A,B, · · · are events, we will sometimes write E(X ;A,B, · · ·) for
EX1AB···.
Let X ∈ L be arbitrary. We will sometimes use the more suggestive notation∫
E(dω)X(ω)≡ EX ,
where ω is a dummy variable. For example, if Y ∈ L⊗L⊗L, we can define a function
Z ∈ L⊗L by the formula
Z(ω1,ω3)≡
∫
E(dω2)Y (ω1,ω2,ω3)≡ EY (ω1, ·,ω3)
for each (ω1,ω3) ∈Ω2 for which the right-hand side is defined.

In [Billingsley 1968], a r.v. is called a random element, and a r.r.v. is called a
random variable. Our usage of the two terms follows [Neveu 1965], for the benefit of
both acronyms.
Being a measurable function, a r.v. inherits all the definitions and properties for
measurable functions developed in preceding chapters. In particular, since the constant
function 1 is integrable, Ω is an integrable set, with 1 as probability, a probability space
is trivially σ -finite. Therefore r.v.’s inherit the theorems on measurable functions which
require a σ -finite integration space.
First we restate Definition 4.8.10 of regular points in a simpler form, in the context
of a probability space. The reader can verify that, in the present context, the restated
definition below is equivalent to the
Definition 5.1.2. (Regular and continuity points of a r.r.v.). Let (Ω,L,E) be an
arbitrary probability space. Let X be a r.r.v. on (Ω,L,E). Then a point t ∈ R is a regular
point of X if (i) there exists a sequence (sn)n=1,2,··· of real numbers decreasing to t such
that (X ≤ sn) is a measurable set for each n≥ 1 and such that limn→∞P(X ≤ sn) exists,
and (ii) there exists a sequence (rn)n=1,2,··· of real numbers increasing to t such that
(X ≤ rn) is measurable for each n ≥ 1 and such that limn→∞P(X ≤ rn) exists. If in
addition the two limits in (i) and (ii) are equal, then we call t a continuity point of the
r.r.v. X .
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Note that Condition (i) implies that, if t ∈ R is a regular point of a r.r.v. X , then
(X ≤ t) is measurable, with
P(X ≤ sn) ↓ P(X ≤ t)
for each sequence (sn)n=1,2,··· satisfying Condition (i), thanks to the Monotone Conver-
gence Theorem. Similarly, in that case (X < t) is measurable , with
P(X ≤ rn) ↑ P(X < t)
for each sequence (rn)n=1,2,··· satisfying Condition (ii). Consequently, (X = t) is mea-
surable, and P(X = t) = 0 if t is a continuity point. 
We re-iterate Convention 4.8.15 regarding regular points, now in the context of a
probability space and r.r.v.’s.
Definition 5.1.3. (Convention regarding regular points of r.r.v.’s). Let X be an ar-
bitrary r.r.v. When the measurability of the set (X < t) or (X ≤ t) is required in a
discussion for some t ∈ R, it is understood that the real number t has been chosen from
the regular points of the r.r.v. X .
For example, a sequence of statements like “Let t ∈ R be arbitrary. · · · Then P(Xi >
t) < a for each i ≥ 1” means “Let t ∈ R be arbitrary, such that t is a regular point for
Xi for each i ≥ 1. · · · Then P(Xi > t) < a for each i = 1,2, · · ·”. The purpose of this
convention is to obviate unnecessary distraction from the main arguments.
If, for another example, the measurability of the set (X ≤ 0) is required in a dis-
cussion, we would need to first supply a proof that 0 is a regular point of X , or, instead
of (X ≤ 0), use (X ≤ a) as a substitute, where a is some regular point near 0. Unless
the exact value 0 is essential to the discussion, the latter, usually effortless, alternative
will be used. The implicit assumption of regularity of the point a is clearly possible,
for example, when we have the freedom to pick the number a from some open interval,
thanks to Proposition 4.8.11, which says that all but countably many real numbers are
regular points of X .
Classically, all t ∈ R are regular points for each r.r.v. X , and so this convention
would be redundant classically.

In the case of a measurable indicator X , it is easily seen that 0 and 1 are regular
points. We recall that the indicator 1A and the complement Ac of an event are uniquely
defined relative to a.s. equality.
Proposition 5.1.4. (Basic Properties of r.v.’s). Let (Ω,L,E) be a probability space.
1. Suppose A is an event. Then Ac is an event. Moreover (Ac)c = A and P(Ac) =
1−P(A).
2. A subset A of Ω is a full set iff it is an event with probability 1.
3. Let (S,d) be a complete metric space. A function X : Ω→ S is a r.v. with values
in (S,d) iff (i) f (X) ∈ L for each f ∈Cub(S,d), and (ii) P(d(X ,x◦)≥ a)→ 0 as
a→ ∞. Note that if d is bounded, then Condition (ii) is automatically satisfied.
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4. Let (S,d) be a complete metric space, with a reference point x◦. For each n≥ 1,
define hn ≡ 1∧ (1+ n− d(·,x◦))+ ∈Cub(S). Then a function X : Ω→ S is a r.v.
iff (i) f (X) ∈ L for each f ∈Cub(S) and (iii) Ehn(X) ↑ 1 as n→ ∞. In that case,
we have E| f (X)− f (X)hn(X)| → 0, where f hn ∈C(S)
5. Let (S,d) be a locally compact metric space, with a reference point x◦. For each
n ≥ 1, define the function hn as above. Then hn ∈C(S). A function X : Ω→ S is
a r.v. iff (iv) f (X) ∈ L for each f ∈C(S) and (iii) Ehn(X) ↑ 1 as n→ ∞. In that
case, for each f ∈Cub(S), there exists a sequence (gn)n=1,2,··· in C(S) such that
E| f (X)− gn(X)| → 0.
6. If X is an integrable r.r.v. and A is an event, then EX = E(X ;A)+E(X ;Ac).
7. A point t ∈ R is a regular point of a r.r.v. X iff it is a regular point relative to Ω.
8. If X is a r.r.v. such that (t− ε < X < t)∪ (t < X < t+ ε) is a null set for some
t ∈ R and ε > 0, then the point t ∈ R is a regular point of X.
Proof. 1. Suppose A is an event with indicator 1A and complement Ac = (1A = 0).
Because 1 is integrable, so is 1− 1A. At the same time Ac = (1A = 0) = (1− 1A = 1).
Hence Ac is an event with indicator 1− 1A. Moreover P(Ac) = E(1− 1A) = 1−P(A).
Repeating the argument with the event Ac, we see that
(Ac)c = (1− (1− 1A) = 1) = (1A = 1) = A
2. Suppose A is a full set. Since any two full sets are equal a.s., we have A= Ω a.s.
Hence P(A) = P(Ω) = 1. Conversely, if A is an event with P(A) = 1 then, according to
Assertion 1, Ac is a null set with A= (Ac)c. Hence by Proposition 4.5.5, A is a full set.
3. Suppose X is a r.v. Since Ω is an integrable set, Conditions (i) and (ii) hold as
special cases of Conditions (i) and (ii) in Definition 4.8.1 when we take A= Ω.
Conversely, suppose conditions (i) and (ii) hold. Let f ∈Cub(S) be arbitrary and let
A be an arbitrary integrable set. Then f (X) ∈ L by condition (i), and so f (X)1A ∈ L.
Moreover P(d(x◦,X) ≥ a)A ≤ P(d(x◦,X) ≥ a)→ 0 as a→ ∞. Thus conditions (i)
and (ii) in Definition 4.8.1 are established for X to be a measurable function. In other
words, X is a r.v. Assertion 3 is proved.
4. Given Condition (i), the Conditions (ii) and (iii) are equivalent to each other,
thanks to 4.8.3, Thus Assertion 4 follows from Assertion 3.
5. Suppose (S,d) is locally compact. Assume that Condition (iii) holds. In view of
Assertion 4, we need only verify that Conditions (i) and (iv) are then equivalent. Triv-
ially Condition (i) implies Condition (iv). Conversely, suppose Condition (iv) holds.
Let f ∈ Cub(S) be arbitrary. We need to prove that f (X) ∈ L. There is no loss of
generality in assuming that 0≤ f ≤ b for some b> 0. Then
E( f (X)hm(X)− f (X)hn(X))≤ bE(hm(X)− hn(X))→ 0
as m ≥ n→ ∞, thanks to Condition (iii). Thus E f (X)hn(X) converges as n → ∞.
Hence the Monotone Convergence Theorem implies that limn→∞ f (X)hn(X) is inte-
grable. Since limn→∞ f hn = f on S, so f (X) = limn→∞ f (X)hn(X) ∈ L. Thus Con-
dition (i) holds. Summing up, given Condition (iii), the Conditions (i) and (iv) are
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equivalent to each other, as alleged. The Monotone Convergence Theorem implies
also that E| f (X)hn(X)− f (X)| → 0, where f hn ∈C(S) for each n ≥ 1. Assertion 5 is
proved.
6. EX = EX(1A+ 1Ac) = EX1A+EX1Ac ≡ E(X ;A)+E(X ;Ac).
7. Trivial.
8. SupposeX is a r.r.v. such thatB≡ (t−ε <X < t)∪(t <X < t+ε) is a null set for
some t ∈ R and ε > 0. Let (sn)n=1,2,··· be a sequence of regular points of X in (t, t+ ε)
which decreases to t. Then (sn <X)= (sn+1<X) a.s., because (sn+1<X ≤ sn)⊂B is a
null set. Hence limn→∞P(sn < X) exists. Similarly, there exists a sequence (rn)n=1,2,···
of regular points of X in (t−ε, t) which increases to t such that limn→∞P(rn < X). The
conditions in Definition 4.8.10 have been proved for t to be a regular point of X .
We will make heavy use of the following Borel-Cantelli Lemma, so much so we will
not bother mentioning its name.
Proposition 5.1.5. (First Borel-Cantelli Lemma) Suppose (An)n=1,2,··· is a sequence
of events such that ∑∞n=1P(An) converges. Then a.s. only a finite number of the events
An occur. More precisely, we have P(
⋃∞
k=1
⋂∞
n=kA
c
n) = 1.
Proof. By Proposition 4.5.7, for each k ≥ 1, the union Bk ≡
⋃∞
n=kAn is an event, with
P(Bk) ≤ ∑∞n=kP(An)→ 0. Hence limk→∞P(Bck) = 1. Therefore, again by Proposition
4.5.7, the union B≡⋃∞k=1Bck is an event, with
1= P(B)≡ P(
∞⋃
k=1
Bck) = P(
∞⋃
k=1
∞⋂
n=k
Acn).
Definition 5.1.6. (Lp space). Let X ,Y be arbitrary r.r.v.’s Let p ∈ [1,∞) be arbitrary. If
X p is integrable, define ‖X‖p ≡ (E|X |p)1/p. Define Lp to be the family of all r.r.v. X
such that X p is integrable. We will refer to ‖X‖p as the Lp-norm of X . Let n ≥ 1 be
an integer. If X ∈ Ln, then E|X |n is called the nth absolute moment, and EXn the nth
moment, of X . If X ∈ L1, then EX is also called the mean of X .
If X ,Y ∈ L2, then, according to Proposition 5.1.7 below, X ,Y, and (X −EX)(Y −
EY ) are integrable. Then E(X−EX)2 and E(X−EX)(Y−EY ) are respectively called
the variance of X and the covariance of X and Y . The square root of the variance of X
is called the standard deviation of X . 
Next are several basic inequalities for Lp.
Proposition 5.1.7. (Basic inequalities in Lp). Let p,q ∈ [1,∞) be arbitrary.
1. (Hoelder’s inequality) Suppose p,q > 1 and 1
p
+ 1
q
= 1. If X ∈ Lp and Y ∈ Lq,
then XY ∈ L1 and E|XY | ≤ ‖X‖p‖Y‖q. The special case where p = q = 2 is
referred to as the Cauchy-Schwarz inequality.
2. (Minkowski’s inequality) If X ,Y ∈Lp, then X+Y ∈ Lp and ‖X+Y‖p≤‖X‖p+
‖Y‖p
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3. (Lyapunov’s inequality) If p≤ q and X ∈ Lq, then X ∈ Lp and ‖X‖p ≤ ‖X‖q
Proof. 1. Write α,β for 1
p
, 1
q
respectively. Then xαyβ ≤ αx+ βy for non-negative
x,y. This can be seen by noting that, with y fixed, the function f defined by f (x) ≡
αx+βy−xαyβ is equal to 0 at x= y, is decreasing for x< y, and is increasing for x> y.
Let a,b∈ R be arbitrary with a> ‖X‖p and b> ‖Y‖q. Replacing x,y by |X/a|p, |Y/b|q
respectively, we see that
|XY | ≤ (α|X/a|p+β |Y/b|q)ab
It follows that |XY | is integrable, with integral bounded by
E|XY | ≤ (α ‖X‖pp/ap+β ‖Y‖qq /bq)ab
As a→‖X‖p and b→‖Y‖q, the last bound approaches ‖X‖p ‖Y‖q.
2. Suppose first that p > 1. Let q ≡ p
p−1 . Then
1
p
+ 1
q
= 1. Because |X +Y |p ≤
(2(|X | ∨ |Y |))p ≤ 2p(|X |p+ |Y |p), we have X +Y ∈ Lp. It follows trivially that |X +
Y |p−1 ∈ Lq. Applying Hoelder’s inequality, we estimate
E|X+Y |p ≤ E|X+Y |p−1|X |+E|X+Y |p−1|Y |
≤ (E|X+Y |(p−1)q)1/q(‖X‖p+ ‖Y‖p)
= (E|X+Y |p)1/q(‖X‖p+ ‖Y‖p) (5.1.1)
Suppose ‖X+Y‖p > ‖X‖p + ‖Y‖p. Then inequality 5.1.1, when divided by (E|X +
Y |p)1/q, would imply ‖X+Y‖p = (E|X +Y |p)1−1/q ≤ ‖X‖p+ ‖Y‖p, a contradiction.
This proves Minkowski’s inequality for p > 1. Suppose now p ≥ 1. Then |X |r, |Y |r ∈
Lp/r for any r < 1. The preceding proof of the special case of Minkowski’s inequality
for the exponent p
r
> 1 therefore implies
(E(|X |r+ |Y |r)p/r)r/p ≤ (E(|X |p)r/p+(E(|Y |p)r/p (5.1.2)
Since
(|X |r+ |Y |r)p/r ≤ 2p/r(|X |r ∨|Y |r)p/r
= 2p/r(|X |p∨|Y |p)≤ 2p/r(|X |p+ |Y |p) ∈ L
we can let r → 1 and apply the Dominated Convergence Theorem to the left-hand
side of inequality 5.1.2. Thus we conclude that (|X |+ |Y |)p ∈ L, and that (E(|X |+
|Y |)p)1/p ≤ (E(|X |p)1/p+(E(|X |p)1/p. Minkowski’s inequality is proved.
3. Since |X |p ≤ 1∨ |X |q ∈ L, we have X ∈ Lp. Suppose E|X |p > (E|X |q)p/q. Let
r ∈ (0, p) be arbitrary. Clearly |X |r ∈ Lq/r. Applying Hoelder’s inequality to |X |r and
1, we obtain
E|X |r ≤ (E|X |q)r/q
At the same time |X |r ≤ 1∨|X |q ∈ L. As r→ p the Dominated Convergence Theorem
yields E|X |p ≤ (E|X |q)p/q, establishing Lyapunov’s inequality.
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Next we restate and simplify some definitions and theorems of convergenceof measurable
functions, in terms of r.v.’s
Definition 5.1.8. (Convergence in probability, a.u., a.s., and in L1). For each n≥ 1,
let Xn,X be a functions on the probability space (Ω,L,E), with values in the complete
metric space (S,d).
1. The sequence (Xn) is said to converge to X almost uniformly (a.u.) on the prob-
ability space (Ω,L,E) if Xn → X a.u. on the integration space (Ω,L,E). In that
case we write X = a.u. limn→∞Xn. Since (Ω,L,E) is a probability space, Ω is a
full set. It can therefore be easily verified that Xn → X a.u. iff for each ε > 0,
there exists a measurable set B with P(B) < ε such that Xn converges to X uni-
formly on Bc.
2. The sequence (Xn) is said to converge to X in probability on the probability space
(Ω,L,E) if Xn → X in measure. Then we write Xn → X in probability. It can
easily be verified that Xn→ X in probability iff for each ε > 0, there exists p≥ 1
so large that, for each n ≥ p, there exists a measurable set Bn with P(Bn) < ε
such that Bcn ⊂ (d(Xn,X)≤ ε).
3. The sequence (Xn) is said to be Cauchy in probability if it is Cauchy in measure.
It can easily be verified that (Xn) is Cauchy in probability iff for each ε > 0, there
exists p ≥ 1 so large that for each m,n ≥ p, there exists a measurable set Bm,n
with P(Bm,n)< ε such that Bcm,n ⊂ (d(Xn,Xm)≤ ε).
4. The sequence (Xn) is said to converge to X almost surely (a.s.) if Xn → X a.e.
Proposition 5.1.9. (a.u. Convergence implies convergence in probability, etc). For
each n≥ 1, let X ,Xn be functions on the probability space (Ω,L,E), with values in the
complete metric space (S,d). Then the following holds.
1. If Xn → X a.u. then (i) X is defined a.e., (ii) Xn → X in probability, and (iii)
Xn → X a.s.
2. If (i) Xn is a r.v. for each n≥ 1, and (ii) Xn → X in probability, then X is a r.v.
3. If (i) Xn is a r.v. for each n≥ 1, and (ii) Xn → X a.u., then X is a r.v.
4. If (i) Xn is a r.v. for each n ≥ 1, and (ii) (Xn)n=1,2,··· is Cauchy in probability,
then there exists a subsequence (Xn(k))k=1,2,··· such that X ≡ limk→∞Xn(k) is a r.v., with
Xn(k) → X a.u. and Xn(k) → X a.s. Moreover, Xn → X in probability.
5. Suppose (i) Xn,X are r.r.v.’s for each n ≥ 1, (ii) Xn ↑ X in probability, and (iii)
a ∈ R is a regular point of Xn,X for each n≥ 0. Then P((Xn > a)B) ↑ P((X > a)B) for
each measurable set B.
Proof. Assertions 1-3 are trivial consequences of the corresponding assertions in Propo-
sition 4.9.2. Assertion 4 is a trivial consequence of Proposition 4.9.3. It remains to
prove Assertion 5. To that end, let ε > 0 be arbitrary. Then, because a is a regular point
of the r.r.v. X , there exists a′ > a such that P(a′ ≥ X > a) < ε . Since, by hypothesis,
Xn ↑ X in probability, there exists m ≥ 1 so large that P(X −Xn > a′− a)< ε for each
n ≥ m. Now let n ≥ m be arbitrary. Let A ≡ (a′ ≥ X > a)∪ (X −Xn > a′− a). Then
P(A)< 2ε . Moreover,
P((X > a)B)−P((Xn > a)B)≤ P(X > a;Xn ≤ a)
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= P((X > a;Xn ≤ a)Ac)+P(A)
< P((X > a)∩ (Xn ≤ a)∩ ((a′ < X)∪ (X ≤ a))∩ (X−Xn ≤ a′− a))+ 2ε
= P((Xn ≤ a)∩ (a′ < X)∩ (X−Xn ≤ a′− a))+ 2ε
= 0+ 2ε = 2ε.
Since P(A) < 2ε is arbitrarily small, we see that P((Xn > a)B) ↑ P((X > a)B), as
alleged in Assertion 5..
The next definition and proposition shows that convergence in probability can bemetrized.
Definition 5.1.10. (Probability metric on the space of r.v.’s). Let (Ω,L,E) be a
probability space. Let (S,d) be a complete metric space. We will let M(Ω,S) denote
the space of r.v.’s on (Ω,L,E) with values in (S,d), where two r.v.’s are considered
equal if they are equal a.s. Define the metric
ρProb(X ,Y )≡ E(1∧d(X ,Y)) (5.1.3)
for each X ,Y ∈M(Ω,S). The next proposition proves that ρProb is indeed a metric. We
will call ρProb the probability metric on the space M(Ω,S) of r.v.’s.
Proposition 5.1.11. (Basics of the probability metric ρProb on the spaceM(Ω,S) of
r.v.’s). Let (Ω,L,E) be a probability space. Let X ,X1,X2, · · · be r.v.’s with values in the
complete metric space (S,d). Then the following holds.
1. The pair (M(Ω,S),ρProb) is a metric space. Note that ρProb ≤ 1.
2. Xn→X in probability iff, for each ε > 0, there exists p≥ 1 so large that P(d(Xn,X)>
ε)< ε for each n≥ p.
3. Sequential convergence relative to ρProb is equivalent to convergence in proba-
bility.
4. The metric space (M(Ω,S),ρProb) is complete.
5. Suppose there exists a sequence (εn)n=1,2,··· of positive real numbers such that
∑∞n=1 εn < ∞ and such that ρProb(Xn,Xn+1) ≡ E(1∧ d(Xn,Xn+1)) < ε2n for each
n≥ 1. Then Y ≡ limn→∞Xn is a r.v., and Xn → Y a.u.
Proof. 1. Let X ,Y ∈M(Ω,S) be arbitrary. Then d(X ,Y ) is a r.r.v according to Propo-
sition 4.8.17. Hence 1∧ d(X ,Y ) is an integrable function, and ρProb is well defined
in equality 5.1.3. Symmetry and triangle inequality for the function ρProb are obvious
from its definition. Suppose ρProb(X ,Y ) ≡ E(1∧ d(X ,Y )) = 0. Let (εn)n=1,2,··· be a
sequence in (0,1) with εn ↓ 0. The Chebychev’s inequality implies
P(d(X ,Y )> εn) = P(1∧d(X ,Y)> εn)≤ ε−1n E(1∧d(X ,Y)) = 0
for each n ≥ 1. Hence A ≡ ⋃∞n=1(d(X ,Y ) > εn) is a null set. On the full set Ac , we
have d(X ,Y )≤ εn for each n≥ 1. Therefore d(X ,Y ) = 0 on the full set Ac. Thus X =Y
inM(Ω,S). Summing up, ρProb is a metric.
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2. Suppose Xn → X in probability. Let ε > 0 be arbitrary. Then, according to Def-
inition 5.1.8, there exists p ≥ 1 so large that, for each n≥ p, there exists an integrable
set Bn with P(Bn) < ε and Bcn ⊂ (d(Xn,X) ≤ ε). Now consider each n ≥ p. Then
P(d(Xn,X) > ε) ≤ P(Bn) < ε for each n ≥ p. Conversely, suppose, for each ε > 0,
there exists p≥ 1 so large that P(d(Xn,X)> ε)< ε for each n≥ p. Let ε > 0 be arbi-
trary and define the integrable set Bn ≡ (d(Xn,X)> ε) for each n≥ 1. Then P(Bn)< ε
and Bcn ⊂ (d(Xn,X)≤ ε). Hence Xn → X in probability according to Definition 5.1.8.
3. Suppose ρProb(Xn,X)≡ E(1∧d(Xn,X))→ 0. Let ε > 0 be arbitrary. Take p≥ 1
so large that E(1∧d(Xn,X))< ε(1∧ ε) for each n≥ p. Then Chebychev’s inequality
implies that
P(d(Xn,X)> ε)≤ P(1∧d(Xn,X)≥ 1∧ ε)≤ (1∧ ε)−1E(1∧d(Xn,X))< ε
for each n≥ p. Thus Xn→ X in probability, by Assertion 2. Conversely, suppose Xn→
X in probability. Then, by Assertion 2, there exists p ≥ 1 so large that P(d(Xn,X) >
ε)< ε for each n≥ p. Hence
E(1∧d(Xn,X)) = E(1∧d(Xn,X))1(d(X(n),X)>ε)+E(1∧d(Xn,X))1(d(X(n),X)≤ε)
≤ E1(d(X(n),X)>ε)+ ε = P(d(Xn,X)> ε)+ ε < 2ε
for each n≥ p. Thus ρProb(Xn,X)≡ E(1∧d(Xn,X))→ 0. Assertion 3 is proved.
4. Suppose ρProb(Xn,Xm) ≡ E(1∧ d(Xn,Xm)) → 0 as n,m → ∞. Let ε > 0 be
arbitrary. Take p≥ 1 so large that E(1∧d(Xn,Xm))< ε(1∧ε) for each n,m≥ p. Then
Chebychev’s inequality implies that
P(d(Xn,Xm)> ε)≤ P(1∧d(Xn,Xm)≥ 1∧ ε)≤ (1∧ ε)−1E(1∧d(Xn,Xm))< ε
for each n,m≥ p. Thus the sequence (Xn)n=1,2,··· of functions is Cauchy in probability.
Hence Proposition 4.9.3 implies that X ≡ limk→∞Xn(k) is a r.v. for some subsequence
(Xn(k))k=1,2,··· of (Xn)n=1,2,··· , and that Xn → X in probability. By Assertion 3, it then
follows that ρProb(Xn,X)→ 0. Thus The metric space (M(Ω,S),ρProb) is complete,
and Assertion 4 is proved.
5. Assertion 5 is a trivial special case of Proposition 4.9.5.
Corollary 5.1.12. (Reciprocal of an a.s. positive r.r.v.) Let X be a nonnegative r.r.v.
such that P(X < a)→ 0 as a→ 0. Define the function X−1 by domain(X−1) ≡ D ≡
(X > 0) and X−1(ω)≡ (X(ω))−1 for each ω ∈ D. Then X−1 is a r.r.v.
Proof. Let a1 > a2 > · · ·> 0 be a sequence such that PDck → 0 where Dk ≡ P(X ≥ ak)
for each k ≥ 1. Then D= ⋃∞k=1Dk, whence D is a full set. Let j ≥ k ≥ 1 be arbitrary.
Define the r.r.v. Yk ≡ (X ∨ak)−11D(k). Then X−11D(k) = Yk. Moreover Yj ≥ Yk, and
(Yj−Yk > 0)⊂ (1D( j)− 1D(k) > 0) = D jDck ⊂ Dck.
Consequently, since PDck→ 0 as k→∞, the sequence (Yk)k=1,2,··· converges a.u. Hence,
according to Proposition 5.1.9, Y ≡ limk→∞Yk is a r.r.v. Since X−1 = Y on the full set
D, so X−1 is a r.r.v.
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We see in Proposition 5.1.11 that convergence in L1 of r.r.v.’s implies convergence in
probability. The next proposition gives the converse in the case of uniform integrability.
.
Proposition 5.1.13. (Uniform integrability of sequence of r.r.v.’s and convergence
in probability implies convergence in L1). Suppose (Xn)n=1,2,··· is a uniformly inte-
grable sequence of r.r.v.’s. If (Xn) converges in probability to some r.r.v. X, then X is
integrable and Xn → X in L1.
Proof. Let ε > 0. By Proposition 4.7.4, there exists δ > 0 so small that E(|Xn|;A)< ε
for each n≥ 1 and for each event A with PA< δ . By hypothesis Xn→ X in probability.
Hence there exists an integer p≥ 1 so large that PAn< δ ∧ε where An≡ (|Xn−X |> ε)
for each n≥ p. Therefore
E|Xn−Xm| ≤ E(|Xn−Xm|; |Xn−Xm|> 2ε)+ 2ε
≤ E(|Xn|+ |Xm|; An∪Am)+ 2ε
≤ E(|Xn|;An)+E(|Xn|;Am)+E(|Xm|;An)+E(|Xm|;Am)+ 2ε ≤ 6ε
for all m,n≥ p. Since ε > 0 is arbitrary, we have E|Xn−Xm| → 0 as n,m→ ∞. Hence
E|Xn−Y | → 0 for some integrable r.r.v. Y , thanks to the completeness of (Ω,L,E).
Moreover, P(|Y −Xn|> ε)→ 0 by Chebychev’s inequality. It follows that
P(|Y −X |> 2ε)≤ P(|Y −Xn|> ε)+P(|Xn−X |> ε)→ 0.
Since ε > 0 is arbitrary, we see that X = Y a.s. Since Y is integrable, so is X , with
lim
n→∞E|Xn−X |= limn→∞E|Xn−Y |= 0.
Proposition 5.1.14. (Necessary and sufficient condition for a.u. convergence). For
n≥ 1, let X ,Xn be r.v.’s with values in the locally compact metric space (S,d). Then the
following two conditions are equivalent: (i) for each ε > 0, there exist an integrable set
B with P(B)< ε and an integer m≥ 1 such that for each n≥ m we have d(X ,Xn)≤ ε
on Bc, and (ii) Xn → X a.u.
Proof. Suppose Condition (i) holds. Let (εk)k=1,2,··· be a sequence of positive real
numbers with ∑∞k=1 εk < ∞. By hypothesis, for each k ≥ 1 there exist an integrable
set Bk with P(Bk) < εk and an integer mk ≥ 1 such that for each n ≥ mk we have
d(X ,Xn) ≤ εk on DnBck for some full set Dn. Let ε > 0 be arbitrary. Let p ≥ 1 be so
large that ∑∞k=p εk < ε and define A≡
⋃∞
k=p(Bk∪
⋃∞
n=mk
Dcn). Then P(A)≤∑∞k=p εk < ε .
Moreover, on Ac =
⋂∞
k=p(
⋂∞
n=mk
DnB
c
k)we have d(X ,Xn)≤ εk for each n≥mk and each
k≥ p. Therefore Xn→ X uniformly on Ac. Since P(A) is arbitrarily small, Xn→ X a.u.
Thus Condition (ii) is verified.
Conversely, suppose Condition (ii) holds. Let ε > 0 be arbitrary. Then, by 4.9.1,
there exists there exists a measurable set B with P(B)< ε such that Xn converges to X
uniformly on Bc. Hence there exists m ≥ 1 so large that ⋃∞n=m(d(Xn,X) > ε)⊂ B. In
particular, for each n ≥ m, we have (d(Xn,X) > ε)⊂ B, whence d(X ,Xn) ≤ ε on Bc.
Condition (i) is established.
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Definition 5.1.15. (Probability subspace). Let (Ω,L,E) be a probability space and let
L′ be a subset of L. If (Ω,L′,E) is a probability space, then we call (Ω,L′,E) a prob-
ability subspace of (Ω,L,E). When confusion is unlikely, we will abuse terminology
and simply call L′ a probability subspace of L, with Ω and E understood.
Let G be a non-empty family of r.v.’s with values in a complete metric space (S,d).
Define
LC(ub)(G)≡ { f (X1, · · · ,Xn) : n≥ 1; f ∈Cub(Sn);X1, · · · ,Xn ∈G}.
Then (Ω,LC(ub)(G),E) is an integration subspace of (Ω,L,E). Its completion
L(G) ≡ L(X : X ∈G)≡ LC(ub)(G)
will be called the probability subspace of L generated by the family G.
IfG is a finite or countably infinite set {X1,X2, · · · }, we will write write L(X1,X2, · · · )
for L(G). 
Note that LC(ub)(G) is a linear subspace of L containing constants and is closed to
the operation of maximum and absolute values. Hence (Ω,LC(ub)(G),E) is indeed an
integration space, according to Proposition 4.3.5. Since 1∈ LC(ub)(G) with E1= 1, the
completion (Ω,L(G),E) is a probability space. Any r.r.v. in L(G) has its value deter-
mined once all the values of the r.v.’s in the generating family G have been observed.
Intuitively, L(G) contains all the information obtainable by observing the values of all
X ∈G.
Proposition 5.1.16. Let (Ω,L,E) be a probability space. Let G be a non-empty family
of r.v.’s with values in a locally compact metric space (S,d). Let
LC(G)≡ { f (X1, · · · ,Xn) : n≥ 1; f ∈C(Sn);X1, · · · ,Xn ∈ G}.
Then (Ω,LC(G),E) is an integration subspace of (Ω,L,E). Moreover its completion
LC(G) is equal to L(G)≡ LC(ub)(G).
Proof. Note first that LC(G)⊂ LC(ub)(G), and LC(G) is a linear subspace of LC(ub)(G)
such that if U,V ∈ LC(G) then |U |,U ∧ 1 ∈ LC(G). Hence LC(G) is an integration
subspace of (Ω,LC(ub)(G),E) according to Proposition 4.3.5. Consequently LC(G) ⊂
LC(ub)(G).
Conversely, let U ∈ LC(ub)(G) be arbitrary. Then U = f (X1, · · · ,Xn) for some f ∈
Cub(S
n) and some X1, · · · ,Xn ∈ G. Then, by Proposition 5.1.4, there exists a sequence
(gk)k=1,2,··· in C(S) such that E| f (X)− gk(X)| → 0, where we write X ≡ (X1, · · · ,Xn).
Since gk(X) ∈ LC(G) ⊂ LC(G) for each k≥ 1, and since LC(G) is complete, we see that
U = f (X) ∈ LC(G). Since U ∈ LC(ub)(G) is arbitrary, we obtain LC(ub)(G) ⊂ LC(G).
Consequently LC(ub)(G)⊂ LC(G).
Summing up, LC(G) = LC(ub)(G)≡ L(G), as alleged.
The next lemma sometimes comes in handy.
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Lemma 5.1.17. (Intersection of probability subspaces is a probability subspace).
Let (Ω,L,E) be a probability space. Let L̂ be a nonempty family of probability sub-
spaces L′ of L. Then L′′ ≡⋂
L′∈L̂L
′ is a probability subspace of L.
Proof. Clearly the intersection L′′ is a linear subspace of L, contains the constant func-
tion 1 with E1 = 1, and is such that if X ,Y ∈ L′′ then |X |,X ∧ 1 ∈ L′′. Hence it is an
integration subspace of L, according to Proposition 4.3.5. At the same time, since the
sets L′ in the family L̂ are closed in the space L relative to the norm E| · |, so is their in-
tersection L′′. Since L is complete relative to E , so is the closed subspace L′′. Summing
up, (Ω,L′′, I) is a probability subspace of (Ω,L, I).
5.2 Probability Distributions on a Metric Space
Definition 5.2.1. (Distribution on a complete metric space). Suppose (S,d) is a
complete metric space. Let n ≥ 1 be arbitrary. Recall the function hn ≡ 1∧ (1+ n−
d(·,x◦))+ ∈Cub(S,d), where x◦ ∈ S is an arbitrary, but fixed, reference point. Note that
the function hn has bounded support. Hence hn ∈C(S) if (S,d) is locally compact. Let
J be an integration on (S,Cub(S,d)), in the sense of Definition 4.3.1. Suppose Jhn ↑ 1
as n→ ∞. Then the integration J is called a probability distribution, or simply a
distribution, on (S,d). We will let Ĵ(S,d) denote the set of distributions on the complete
metric space (S,d). 
Lemma 5.2.2. (Distribution basics). Suppose (S,d) is a complete metric space. Then
the following holds.
1. Let J be an arbitrary distribution on (S,d). Then 1 ∈ L and J1 = 1, where
(S,L,J)≡ (S,Cub(S),J). Thus (S,L,J) is a probability space.
2. Suppose the metric space (S,d) is bounded. Let J be an integration on (S,Cub(S))
such that J1= 1. Then the integration J is a distribution on (S,d).
3. Suppose (S,d) is locally compact. Let J be an integration on (S,C(S)) in the
sense of Definition 4.2.1. Suppose Jhn ↑ 1 as n→ ∞. Then J is a distribution on (S,d).
Proof. 1. By Definition 5.2.1, Jhn ↑ 1 as n→ ∞. At the same time hn ↑ 1 on S. The
Monotone Convergence Theorem therefore implies that 1 ∈ L and J1= 1.
2. Suppose (S,d) is bounded. Then hn = 1 for sufficiently large n ≥ 1. Hence,
trivially Jhn ↑ J1= 1, where the equality is by assumption. Therefore the integration J
ion (S,Cub(S)) satisfies the conditions in Definition 5.2.1 to be a distribution.
3. Since (S,d) is locally compact. Then hn ∈C(S) for each n≥ 1.Moreover Jhn ↑ 1
by hypothesis. Let (S,L,J) denote the completion of (S,C(S),J). Let f ∈ Cub(S) be
arbitrary, with some bound b≥ 0 for | f |. Then
J|hm f − hn f | ≤ bJ|hm− hn|= bJ(hm− hn)→ 0
as m ≥ n → ∞. Hence the sequence (hn f )n=1,2,···is Cauchy in the complete inte-
gration space L relative to J. Therefore g ∈ L and Jg = limn→∞ Jhn f , where g ≡
limn→∞(hn f ). At the same time, limn→∞(hn f ) = f on S. Hence f = g ∈ L, with
J f = Jg = limn→∞ Jhn f . Since f ∈ Cub(S) is arbitrary, we conclude that Cub(S) ⊂ L.
Consequently (S,Cub(S),J) is an integration subspace of (S,L,J). Moreover, in the
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special case f ≡ 1, we obtain 1 ∈ L with J1= limn→∞ Jhn = 1. Thus the integration J
onCub(S) satisfies the conditions in Definition 5.2.1 to be a distribution.
Definition 5.2.3. (Distribution induced by a r.v.) Let X be a r.v. on a probability
space (Ω,L,E) with values in the complete metric space (S,d). For each f ∈ Cub(S),
define EX f ≡ E f (X). Lemma 5.2.4 below proves that EX is a distribution on (S,d). We
will call EX the distribution on S induced by the r.v. X. The completion (S,LX ,EX )≡
(S,Cub(S),EX) of (S,Cub(S),EX) is a probability space, called the probability space
induced on the complete metric space (S,d) by the r.v. X . 
Lemma 5.2.4. (Distribution induced by a r.v. is indeed a distribution). Let X be an
arbitrary r.v. on a probability space (Ω,L,E) with values in the complete metric space
(S,d). Then the function EX introduced in Definition 5.2.3 is indeed a distribution.
Proof. Let f ∈ Cub(S) be arbitrary. By Proposition 5.1.4, we have f (X) ∈ L. Hence
EX f ≡ E f (X) is well-defined. The space Cub(S) is linear, contains constants, and is
closed to absolute values and taking minimums. The remaining conditions in Defi-
nition 4.3.1 for EX to be an integration on (S,Cub(S)) follow from the corresponding
conditions for E . Moreover, EXhn ≡ Ehn(X) ↑ 1 as n→ ∞, where the convergence is
by by Assertion 4 in Proposition 5.1.4. All the conditions in Definition 5.2.1 have been
verified for EX to be a distribution.
Proposition 5.2.5. (Each Distribution is induced by some r.v.) Suppose J is a dis-
tribution on a complete metric space (S,d). Let (S,L,J) denote the completion of the
integration space (S,Cub(S),J). Then the following holds.
1. The identity function X : (S,L,J)→ (S,d), defined by X(x) = x for each x ∈ S, is
a r.v.
2. The function d(·,x◦) is a r.r.v. on (S,L,J).
3. J = EX . Thus each distribution is induced by some r.v.
Proof. By Lemma 5.2.2, (S,L,J) is a probability space, and Jhn ↑ 1 as n→ ∞. Hence
the hypothesis in Corollary 4.8.8 is satisfied. Accordingly, X is a r.v. on (Ω,L,E) ≡
(S,L,J), and d(·,x◦) is a r.r.v. Moreover, for each f ∈ Cub(S), we have J f ≡ E f ≡
E f (X)≡ EX f . Hence J = EX on Cub(S). Therefore the completion of (S,Cub(S,J),J)
and that of (S,Cub(S,J),EX) are the same. In other words, (S,L,J) = (S,LX ,EX).
Proposition 5.2.6. (Relation between probability spaces generated and induced by
a r.v.) Suppose X is a r.v. on the probability space (Ω,L,E) with values in a complete
metric space (S,d). Let (Ω,L(X),E) be the probability subspace generated by {X}.
Let (S,LX ,EX) be the probability space induced on (S,d) by X. Let f : S→ R be an
arbitrary function. Then the following holds.
1. f ∈ LX iff f (X) ∈ L(X), in which case EX f = E f (X).
2. f is a r.r.v. on (S,LX ,EX) iff f (X) is a r.r.v. on (Ω,L(X),E).
Proof. 1. Suppose f ∈ LX . Then there exists sequence ( fn)n=1,2,··· in Cub(S) such that
EX | fn− f | → 0 and f = limn→∞ fn. Consequently
E| fn(X)− fm(X)| ≡ EX | fn− fm| → 0.
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Thus ( fn(X))n=1,2,··· is a Cauchy sequence in L(X) relative to the expectation E . Since
L(X) is complete, we have Y ≡ limn→∞ fn(X) ∈ L(X) with
E| fn(X)−Y | → 0,
whence
EY = lim
n→∞E fn(X)≡ limn→∞EX fn = EX f .
Since f (X) = limn→∞ fn(X) =Y on the full set domain(Y), it follows that f (X)∈ L(X),
with E f (X) = EY = EX f .
Conversely, suppose Z ∈ L(X). We will show that Z= f (X) for some integrable
function f relative to EX . Since L(X) is, by definition, the completion of LC(ub)(X) ≡
{ f (X) : f ∈Cub(S)}, the latter is dense in the former, relative to the norm E| · |. Hence
there exists a sequence ( fn)n=1,2,··· inCub(S) such that
E|Z− fn(X)| → 0. (5.2.1)
Consequently
EX | fn− fm| ≡ E| fn(X)− fm(X)| → 0.
Hence EX | fn− f | → 0 where f ≡ limn→∞ fn ∈Cub(S)≡ LX . . By the first part of this
proof in the previous paragraph, we have
E| fn(X)−Y | → 0, (5.2.2)
where
Y = f (X) a.s. (5.2.3)
Convergence expressions 5.2.1 and 5.2.2 together implies that Z = Y a.s., which, to-
gether with equality 5.2.3, in turn yields Z = f (X), where f ∈ LX . Assertion 1 is
proved.
2. For each n ≥ 1, define gn ≡ 1∧ (1+ n− | · |)+ ∈Cub(R). Suppose the function
f is a r.r.v. on (S,LX ,EX ). Then, by Proposition 5.1.4, we have (i) g ◦ f ∈ LX for each
g ∈Cub(R), and (ii) EXgn ◦ f ↑ 1 as n→ ∞.
In view of Condition (i), we have g( f (X)) ≡ g ◦ f (X) ∈ L(X) for each g ∈Cub(R)
by Assertion 1. Moreover, Egn( f (X)) = EXgn ◦ f ↑ 1 as n→ ∞. Combining, we can
apply Assertion 4 of Proposition 5.1.4 to the function f (X) : Ω → R in the place of
X : Ω→ S, and conclude that f (X) is a r.r.v. on (Ω,L(X),E).
Conversely, suppose f (X) is a r.r.v. on (Ω,L(X),E). Then, again by Assertion
4 of Proposition 5.1.4, we have (i’) g( f (X)) ∈ L(X) for each g ∈ Cub(R), and (ii’)
E(gn( f (X)) ↑ 1 as n→ ∞. In view of Condition (i’), we have g ◦ f ∈ LX for each g ∈
Cub(R) by Assertion 1 of the present proposition. Moreover, EXgn ◦ f = Egn( f (X)) =↑
1 as n→ ∞. Combining, we see that f is a r.r.v. on (S,LX ,EX ), again by Assertion 4 of
Proposition 5.1.4.
Proposition 5.2.7. (Regular points of a r.r.v. f relative to induced distribution by
a r.v. X are same as regular points of f (X)). Suppose X is a r.v. on the probability
space (Ω,L,E) with values in a complete metric space (S,d). Suppose f is a r.r.v. on
(S,LX ,EX ). Then t ∈ R is a regular point of f iff it is a regular point of f (X). Similarly,
t ∈ R is a continuity point of f iff it is a continuity point of f (X).
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Proof. Suppose f is a r.r.v. on (S,LX ,EX). By Definition 4.8.10, t is a regular point
of f iff (i) there exists a sequence (sn)n=1,2,··· of real numbers decreasing to t such that
(sn < f ) is integrable relative to EX for each n≥ 1, and limn→∞PX(sn < f ) exists, and
(ii) there exists a sequence (rn)n=1,2,··· of real numbers increasing to t such that (rn < f )
is integrable relative to EX for each n ≥ 1, and limn→∞PX(rn < f ) exists. In view of
Proposition 5.2.6, conditions (i) and (ii) are equivalent to: (i’) there exists a sequence
(sn)n=1,2,··· of real numbers decreasing to t such that (sn < f (X)) is integrable relative
to E for each n ≥ 1, and limn→∞P(sn < f (X)) exists, and (ii’) there exists a sequence
(rn)n=1,2,··· of real numbers increasing to t such that (rn < f (X)) is integrable relative
to E for each n ≥ 1, and limn→∞P(rn < f (X)) exists. In other words, t is a regular
point of f iff t is a regular point of f (X).
Moreover, a regular point t of f is a continuity point of f iff the two limits in
conditions (i) and (ii) exist and are equal. Equivalently, t is a continuity point of f iff
the two limits in conditions (i’) and (ii’) exist and are equal. Combining, we conclude
that t is a continuity point of f iff it is a continuity point of f (X).
5.3 Weak Convergence of Distributions
Recall that, if X is a r.v. on a probability space (Ω,L,E) with values in S, then EX
denotes the distribution induced on S by X .
Definition 5.3.1. (Weak convergence of distributions on a complete metric space).
Recall that Ĵ(S,d) denotes the set of distributions on the complete metric space (S,d).
A sequence (Jn)n=1,2,··· in Ĵ(S,d) is said to converge weakly to J ∈ Ĵ(S,d) if Jn f → J f
for each f ∈Cub(S). We then write Jn⇒ J. Suppose X ,X1,X2, · · · are r.v.’s with values
in S, not necessarily on the same probability space. The sequence (Xn)n=1,2,··· is said
to converge weakly, or to converge in distribution, to X if EX(n) ⇒ EX . We then write
Xn ⇒ X . 
Proposition 5.3.2. (Convergence in probability implies weak convergence). Let
(Xn)n=0,1,··· be a sequence of r.v.’s on the same probability space (Ω,L,E), with values
in a complete metric space (S,d). IfXn → X0 in probability, then Xn ⇒ X0.
Proof. Suppose Xn → X0 in probability. Let f ∈ Cub(S) be arbitrary, with | f | ≤ c for
some c> 0, and with a modulus of continuity δ f . Let ε > 0 be arbitrary. By Definition
5.1.8 of convergence in probability, there exists p ≥ 1 so large that, for each n ≥ p,
there exists an integrable set Bn with P(Bn)< ε and
Bcn ⊂ (d(Xn,X0)< δ f (ε))⊂ (| f (Xn)− f (X0)|< ε).
Consider each n≥ p. Then
|E f (Xn)−E f (X0)|= E| f (Xn)− f (X0)|1B(n)+E| f (Xn)− f (X0)|1B(n)c
≤ 2cP(Bn)+ ε < 2cε + ε.
Since ε > 0 is arbitrarily small, we conclude that E f (Xn)→ E f (X0). Equivalently,
JX(n) f → JX(0) f . Since f ∈Cub(S) is arbitrary, we have JX(n) ⇒ JX(0). In other words,
Xn ⇒ X0.
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Lemma 5.3.3. (Weak convergence of distributions on a locally compact metric
space). Suppose (S,d) is locally compact. Suppose J,J′,Jp ∈ Ĵ(S,d) for each p ≥ 1.
Then Jp ⇒ J iff Jp f → J f for each f ∈ C(S). Moreover, J = J′ if J f = J′ f for each
f ∈C(S). Consequently, a distribution on a locally compact metric space is uniquely
determined by the expectation of continuous functions with compact supports.
Proof. Since C(S) ⊂ Cub(S), it suffices to prove the “if” part. To that end, suppose
Jp f → J f for each f ∈ C(S). Let g ∈ Cub(S) be arbitrary. We need to prove that
Jpg→ Jg . Let ε > 0 be arbitrary. We assume, without loss of generality, that 0≤ g≤ 1.
Since J is a distribution, there exists n≥ 1 so large that J(1−hn)< ε , where hn ∈Cub(S)
is defined at the beginning of this chapter. Since hn,ghn ∈C(S), we have, by hypothesis,
Jmhn → Jhn and Jmghn → Jghn as m→ ∞. Hence
|Jmg− Jg| ≤ |Jmg− Jmghn|+ |Jmghn− Jghn|+ |Jghn− Jg|
≤ |1− Jmhn|+ |Jmghn− Jghn|+ |Jhn− 1|< ε + ε + ε
for sufficiently largem≥ 1. Since ε > 0 is arbitrary, we conclude that Jmg→ Jg, where
g ∈Cub(S) is arbitrary. Thus Jp⇒ J.
Now suppose J f = J′ f for each f ∈ C(S). Define Jp ≡ J′ for each p ≥ 1. Then
Jp f ≡ J′ f = J f for each f ∈C(S). Hence by the previous paragraphs, J′g≡ Jpg→ Jg
for each g ∈ Cub(S). Thus J′g = Jg for each g ∈ Cub(S). In other words, J = J′ on
Cub(S). We conclude that J = J′ as distributions.
Definition 5.3.4. (Distribution metric for distributions on a locally compact metric
space). Suppose the metric space (S,d) is locally compact, with the reference point
x◦ ∈ S. Let ξ ≡ (An)n=1,2,··· be a binary approximation of (S,d) relative to x◦. Let
pi ≡ ({gn,x : x ∈ An})n=1,2,···
be the partition of unity of (S,d) determined by ξ , as in Definition 3.2.4.
Let Ĵ(S,d) denote the set of distributions on the locally compact metric space (S,d).
Let J,J′ ∈ Ĵ(S,d) be arbitrary. Define
ρDist,ξ (J,J
′)≡
∞
∑
n=1
2−n|An|−1 ∑
x∈A(n)
|Jgn,x− J′gn,x| (5.3.1)
and call ρDist,ξ the distribution metric on Ĵ(S,d) relative to the binary approximation
ξ . The next proposition shows that ρDist,ξ is indeed a metric, and that sequential con-
vergence relative to ρDist,ξ is equivalent to weak convergence. Note that ρDist,ξ ≤ 1.

Proposition 5.3.5. (Sequential metrical convergence implies weak convergence, on
a locally compact metric space). Suppose the metric space (S,d) is locally compact,
with the reference point x◦ ∈ S. Let ξ ≡ (An)n=1,2,··· be a binary approximation of (S,d)
relative to x◦, with a corresponding modulus of local compactness ‖ξ‖ ≡ (|An|)n=1,2,···
of (S,d). Let ρDist,ξ be the function introduced in Definition 5.3.4.
Let Jp ∈ Ĵ(S,d) for p ≥ 1. Let f ∈C(S) be arbitrary, with a modulus of continuity
δ f , with | f | ≤ 1, and with (d(·,x◦)≤ b) as support for some b> 0. Then the following
holds.
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1. Let ε > 0 be arbitrary. Then there exists δ
Ĵ
(ε)≡ δ
Ĵ
(ε,δ f ,b,‖ξ‖)> 0 such that,
for each J,J′ ∈ Ĵ(S,d) with ρDist,ξ (J,J′)< δĴ(ε) we have |J f − J′ f | < ε .
2. Let
pi ≡ ({gn,x : x ∈ An})n=1,2,···
be the partition of unity of (S,d) determined by ξ . Suppose Jpgn,x → Jgn,x as
p→ ∞, for each x ∈ An, for each n≥ 1. Then ρDist,ξ (Jp,J)→ 0 .
3. Jp f → J f for each f ∈C(S) iff ρDist,ξ (Jp,J)→ 0. Thus Jp⇒ J iff ρDist,ξ (Jp,J)→
0.
4. ρDist,ξ is a metric.
Proof. 1. Let ε > 0 be arbitrary. Let n≡ [0∨ (1− log2 δ f ( ε3 ))∨ log2 b]1. We will show
that
δ
Ĵ
(ε) ≡ δ
Ĵ
(ε,δ f ,b,‖ξ‖)≡ 132
−n|An|−1ε
has the desired property. To that end, suppose J,J′ ∈ Ĵ(S,d) are such that ρDist,ξ (J,J′)<
δ
Ĵ
(ε). By Definition 3.2.4 of pi , the sequence {gn,x : x ∈ An} is a 2−n-partition of unity
determined by An. Separately, by hypothesis, the function f has support
(d(·,x◦)≤ b)⊂ (d(·,x◦)≤ 2n)⊂
⋃
x∈A(n)
(d(·,x) ≤ 2−n),
where the first inclusion is because b < 2n, and the second inclusion is by Definition
3.1.1. Since 2−n < 12δ f (
1
3ε), Proposition 3.2.6 then implies that
‖ f − g‖ ≤ ε
3
(5.3.2)
where
g≡ ∑
x∈A(n)
f (x)gn,x.
By the definition of ρDist,ξ , we have
2−n|An|−1 ∑
x∈A(n)
|Jgn,x− J′gn,x| ≤ ρDist,ξ (J,J′)< δĴ(ε).
Therefore
|Jg− J′g| ≡ | ∑
x∈A(n)
f (x)(Jgn,x− J′gn,x)|
≤ ∑
x∈A(n)
|Jgn,x− J′gn,x|< 2n|An|δĴ(ε)≡
1
3
ε.
Combining with inequality 5.3.2, we obtain
|J f − J′ f | ≤ |Jg− J′g|+ 2
3
ε <
1
3
ε +
2
3
ε = ε.
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Assertion 1 is proved.
2. Suppose Jpgn,x → Jgn,x as p→ ∞, for each x ∈ An, for each n≥ 1. Let ε > 0 be
arbitrary. Note that
ρDist,ξ (J,Jp)≡
∞
∑
n=1
2−n|An|−1 ∑
x∈A(n)
|Jgn,x− Jpgn,x|
≤
m
∑
n=1
2−n ∑
x∈A(n)
|Jgn,x− Jpgn,x|+ 2−m.
We can first fix m ≥ 1 so large that 2−m < 12ε . Then, for sufficiently large p ≥ 1, the
last sum is also less than 12ε , whence ρDist,ξ (J,Jp) < ε . Since ε > 0 is arbitrary, we
have ρDist,ξ (J,Jp)→ 0.
3. Suppose ρDist,ξ (Jp,J)→ 0. Then Assertion 1 implies that Jp f → J f for each
f ∈C(S). Hence Jp ⇒ J, thanks to Lemma 5.3.3. Conversely, suppose Jp f → J f for
each f ∈C(S). Then, in particular, Jpgn,x → Jgn,x as p→ ∞, for each x ∈ An, for each
n ≥ 1. Hence ρDist,ξ (Jp,J)→ 0 by Assertion 2. Applying to the special case where
Jp = J
′ for each p≥ 1, we obtain ρDist,ξ (J′,J) = 0 iff J = J′.
4. Symmetry and the triangle inequality required for a metric follow trivially from
the defining equality 5.3.1. Hence ρDist,ξ is a metric.
From the defining equality 5.3.1, we have ρDist,ξ (J,J
′) ≤ 1 for each J,J′ ∈ Ĵ(S,d).
Hence the metric space (Ĵ(S,d),ρDist,ξ ) is bounded. It is not necessarily complete. An
easy counterexample is by taking S≡ R with the Euclidean metric, and taking Jp to be
the point mass at p for each p≥ 0. In other words Jp f ≡ f (p) for each f ∈C(R). Then
ρDist,ξ (Jp,Jq)→ 0 as p,q→ ∞. On the other hand Jp f → 0 for each f ∈C(R). Hence
if ρDist,ξ (Jp,J)→ 0 for some J ∈ Ĵ(S,d), then J f = 0 for each f ∈C(R), and so J = 0,
contradicting the condition for J to be a distribution and an integration. The obvious
problem here is that the mass of the distributions Jp escapes to infinity as p→ ∞. The
notion of tightness, defined next for a subfamily of Ĵ(S,d), is to prevent this from
happening.
Definition 5.3.6. (Tightness). Suppose the metric space (S,d) is locally compact. Let
β : (0,∞)→ [0,∞) be an operation. Let J be a subfamily of Ĵ(S,d), such that, for each
ε > 0 and for each J ∈ J, we have PJ(d(·,x◦)> a)< ε for each a > β (ε), where PJ is
the probability function of the distribution J. Then we say the subfamily J is tight, with
β as a modulus of tightness relative to the reference point x◦. We say that a distribution
J has modulus of tightness β if the singleton family {J} has modulus of tightness β .
A family M of r.v.’s with values in the locally compact metric space (S,d), not
necessarily on the same probability space, is said to be tight, with modulus of tightness
β , if the family {EX : X ∈M} is tight with modulus of tightness β . We will say that a
r.v. X has modulus of tightness β if the singleton{X} family has modulus of tightness
β . 
We emphasize that we have defined tightness of a subfamily J of Ĵ(S,d) only when
the metric space (S,d) is locally compact, even as weak convergence in Ĵ(S,d) is de-
fined for the more general case of any complete metric space (S,d).
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Note that, according to Proposition 5.2.5, d(·,x◦) is a r.r.v. relative to each distri-
bution J. Hence, given each J ∈ J, the set (d(·,x◦) > a) is integrable relative to J for
all but countably many a > 0. Therefore the probability PJ(d(·,x◦) > a) makes sense
for all but countably many a > 0. However, the countable exceptional set of values of
a depends on J.
A modulus of tightness for a familyM of r.v.’s gives the uniform rate of convergence
P(d(x◦,X)> a))→ 0 as a→∞, independent of X ∈M, where the probability function
P and the corresponding expectationE are specific to X . This is analogous to a modulus
of uniform integrability for a family G of integrable r.r.v.’s, which gives the rate of
convergence E(|X |; |X |> a)→ 0 as a→ ∞, independent of X ∈ G.
The next lemma will be convenient.
Lemma 5.3.7. (A family of r.r.v.’s bounded in Lp is tight). Let p > 0 be arbitrary.
Let M be a family of r.r.v.’s such that E|X |p ≤ b for each X ∈ M, for some b ≥ 0.
Then the family M is tight, with a modulus of tightness β relative to 0 ∈ R defined by
β (ε)≡ b 1p ε− 1p for each ε > 0.
Proof. Let X ∈ M be arbitrary. Let ε > 0 be arbitrary. Then, for each a > β (ε) ≡
b
1
p ε−
1
p , we have
P(|X |> a) = P(|X |p > ap)≤ a−pE|X |p ≤ a−pb< ε,
where the first inequality is Chebychev’s, and the second is by the definition of the
constant b in the hypothesis. Thus X has the operation β as a modulus of tightness
relative to 0 ∈ R.
If a family J of distributions is tight relative to a reference point x◦, then it is tight
relative to any other reference point x′0, thanks to the triangle inequality. Intuitively,
tightness limits the escape of mass to infinity as we go through distributions in J.
Therefore a tight family of distributions remains so after a finite-distance shift of the
reference point.
Proposition 5.3.8. (Tightness and convergence of a sequence of distributions at
each member ofC(S) implies weak convergence to some distribution). Suppose the
metric space (S,d) is locally compact. Let {Jn : n≥ 1} be a tight family of distributions,
with a modulus of tightness β relative to the reference point x◦.
Suppose J( f ) ≡ limn→∞ Jn( f ) exists for each f ∈ C(S). Then J is a distribution,
and Jn ⇒ J. Moreover, J has the modulus of tightness β + 2.
Proof. Clearly J is a linear function on C(S). Suppose f ∈ C(S) is such that J f > 0.
Then, in view of the convergence in the hypothesis, there exists n≥ 1 such that Jn f > 0.
Since Jn is an integration, there exists x ∈ S such that f (x) > 0. We have thus verified
condition (ii) in Definition 4.2.1 for J.
Next let ε ∈ (0,1) be arbitrary, and take any a > β (ε). Then Pn(d(·,x◦) > a) < ε
for each n ≥ 1, where Pn ≡ PJ(n) is the probability function for Jn. Define hk ≡ 1∧
(1+ k− d(·,x◦))+ ∈ C(S) for each k ≥ 1. Take any m ≡ m(ε,β ) ∈ (a,a+ 2). Then
hm ≥ 1(d(·,x(◦))≤a), whence
Jnhm ≥ Pn(d(·,x◦)≤ a)> 1− ε (5.3.3)
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for each each n ≥ 1. By hypothesis, Jnhm → Jhm as n→ ∞. Inequality 5.3.3 therefore
yields
Jhm ≥ 1− ε > 0. (5.3.4)
We have thus verified also condition (i) in Definition 4.2.1 for J to be an integration on
(S,d). Therefore, by Proposition 4.3.2, (S,C(S),J) is an integration space. At the same
time, inequality 5.3.4 implies that Jhm ↑ 1. We conclude that J is a distribution. Since
Jn f → J f for each f ∈C(S) by hypothesis, Lemma 5.3.3 implies that Jn ⇒ J.
Now note that inequality 5.3.4 implies that
PJ(d(·,x◦)≤ a+ 2) = J1(d(·,x◦)≤a+2) ≥ Jhm ≥ 1− ε > 0, (5.3.5)
where a> β (ε) is arbitrary. Thus J is tight with the modulus of tightness β + 2.
Corollary 5.3.9. (A tight ρDist,ξ -Cauchy sequence of distributions converges). Let
ξ be a binary approximation of a locally compact metric space (S,d) relative to a
reference point x◦ ∈ S. Let ρDist,ξ be the distribution metric on the space Ĵ(S,d) of
distributions, determined by ξ . Suppose the subfamily {Jn : n ≥ 1} ⊂ Ĵ(S,d) of distri-
butions is tight, with a modulus of tightness β relative to x◦.
If ρDist,ξ (Jn,Jm)→ 0 as n,m→ ∞. Then Jn ⇒ J and ρDist,ξ (Jn,J)→ 0, for some
J ∈ Ĵ(S,d) with the modulus of tightness β + 2.
Proof. Suppose ρDist,ξ (Jn,Jm)→ 0 as n,m→ ∞. Let f ∈ C(S) be arbitrary. We will
prove that J( f ) ≡ limn→∞ Jn( f ) exists. Let ε > 0 be arbitrary. Then there exists a >
β (ε) such that Pn(d(·,x◦) > a)< ε for each n ≥ 1, where Pn ≡ PJ(n) is the probability
function for Jn. Let k ≥ 1 be so large that k≥ a, and recall that
hk ≡ 1∧ (1+ k− d(·,x◦))+.
Then
Jnhk ≥ Pn(d(·,x◦)≤ a)> 1− ε
for each each n≥ 1. At the same time f hk ∈C(S). Hence, since ρDist,ξ (Jn,Jm)→ 0, im-
plies that (Jn f hk)n=1,2,··· is a Cauchy sequence of real numbers, according to Assertion
1 of Proposition 5.3.5. Hence J f hk ≡ limn→∞ Jn( f hk) exists. Consequently,
|Jn f − Jm f | ≤ |Jn f − Jn f hk|+ |Jn f hk− Jm f hk|+ |Jm f hk− Jm f |
≤ |1− Jnhk|+ |Jn f hk− Jm f hk|+ |Jmhk− 1|
≤ ε + |Jn f hk− Jm f hk|+ ε < ε + ε + ε
for sufficiently large n,m ≥ 1. Since ε > 0 is arbitrary, we conclude that J( f ) ≡
limn→∞ Jn f exists for each f ∈C(S). By Proposition 5.3.8, J is a distribution with the
modulus of tightness β +2, and Jn⇒ J. Proposition 5.3.5 then implies that ρDist,ξ (Jn,J)→
0.
Proposition 5.3.10. (A weakly convergent sequence of distributions on a locally
compact metric space is tight). Suppose the metric space (S,d) is locally compact.
Let J,Jn be distributions for each n≥ 1. Suppose Jn⇒ J. Then the family {J,J1,J2 · · · }
is tight. In particular, any finite family of distributions on S is tight, and any finite
family of r.v.’s with values in S is tight.
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Proof. For each n ≥ 1 write P and Pn for PJ and PJ(n) respectively. Since J is a distri-
bution, we have P(d(·,x◦) > a)→ 0 as a→ ∞. Thus any family consisting of a single
distribution J is tight. Let β0 be a modulus of tightness of {J} with reference to x◦,
and, for each k ≥ 1, let βk be a modulus of tightness of {Jk} with reference to x◦. Let
ε > 0 be arbitrary. Let a> β0(
ε
2 ) and define f ≡ 1∧ (a+1−d(·,x◦))+. Then f ∈C(S)
with
1(d(·,x(◦))>a+1) ≤ 1− f ≤ 1(d(·,x(◦))>a).
Hence 1− J f ≤ P(d(·,x◦) > a) < ε2 . By hypothesis, we have Jn ⇒ J. Hence there
exists m≥ 1 so large that |Jn f − J f |< ε2 for each n> m. Consequently
Pn(d(·,x◦)> a+ 1)≤ 1− Jn f < 1− J f + ε2 < ε
for each n> m. Define β (ε)≡ (a+1)∨β1(ε)∨·· · ∨βm(ε). Then, for each a′ > β (ε)
we have
(i) P(d(·,x◦)> a′)≤ P(d(·,x◦)> a)< ε2 ,
(ii) Pn(d(·,x◦)> a′)≤ Pn(d(·,x◦)> a+ 1)< ε for each n> m, and
(iii) a′ > βn(ε) and so Pn(d(·,x◦)> a′)≤ ε for each n= 1, · · · ,m.
Since ε > 0 is arbitrary, the family {J,J1,J2 · · ·} is tight.
The next proposition provides some alternative characterization of weak conver-
gence in the case of locally compact (S,d).
Proposition 5.3.11. (Modulus of continuity of the function J → J f for functions
f with fixed Lipschitz constant). Suppose (S,d) is locally compact, with a reference
point x◦. Let ξ ≡ (An)n=1,2,··· be a binary approximation of (S,d) relative to x◦, with a
corresponding modulus of local compactness ‖ξ‖ ≡ (|An|)n=1,2,··· of (S,d). Let ρDist,ξ
be the distribution metric on the space Ĵ(S,d) of distributions on (S,d), determined by
ξ , as introduced in Definition 5.3.4..
Let J,J′,Jp be distributions on (S,d), for each p≥ 1. Let β be a modulus of tight-
ness of {J,J′} relative to x◦. Then the following holds.
1. Let f ∈ C(S,d) be arbitrary with | f | ≤ 1 and with modulus of continuity δ f .
Then, for each ε > 0, there exists ∆˜(ε,δ f ,β ,‖ξ‖)> 0 such that if ρDist,ξ (J,J′)<
∆˜(ε,δ f ,β ,‖ξ‖) then |J f − J′ f |< ε .
2. The following three conditions are equivalent: (I) Jp f → J f for each Lipschitz
continuous f ∈C(S), (ii) Jp⇒ J, and (iii) Jp f → J f for each Lipschitz continu-
ous f which is bounded.
Proof. By Definition 3.1.1, we have
(d(·,x◦)≤ 2n)⊂
⋃
x∈A(n)
(d(·,x)≤ 2−n) (5.3.6)
and ⋃
x∈A(n)
(d(·,x) ≤ 2−n+1)⊂ (d(·,x◦)≤ 2n+1) (5.3.7)
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for each n≥ 1.
1. Let
b≡ [1+β (ε
4
)]1.
Write h ≡ 1∧ (b− d(·,x◦))+ ∈ C(S). Then h and f h have support (d(·,x◦) ≤ b), and
h= 1 on (d(·,x◦)≤ b− 1).
Moreover, since h has Lipschitz constants 1, the function f h has a modulus of
continuity δ f h defined by δ f h(α) ≡ α2 ∧ δ f (α2 ). Hence, by Proposition 5.3.5, there
exists δ
Ĵ
( ε2 )≡ δĴ( ε2 ,δ f h,b,‖ξ‖)> 0 such that if ρDist,ξ (J,J′)< δĴ( ε2 ) then
|J f h− J′ f h|< ε
2
. (5.3.8)
More precisely, according to said proposition, we can let
n≡ [0∨ (1− log2 δ f h(
ε
3
))∨ log2 b]1
≡ [0∨ log2(
ε
6
∧δ f (ε6 ))∨ log2 b]1
and
δ
Ĵ
(
ε
2
,δ f h,b,‖ξ‖)≡ 162
−n|An|−1ε.
Now define
∆˜(ε)≡ ∆˜(ε,δ f ,β ,‖ξ‖)≡ δĴ(
ε
2
,δ f h,b,‖ξ‖)≡ 162
−n|An|−1ε.
Suppose ρDist,ξ (J,J
′) < ∆˜(ε). We need to prove that |J f − J′ f | < ε . To that end, note
that, since J,J′ have tightness modulus β , and since 1− h = 0 on (d(·,x◦) ≤ b− 1)
where b− 1> β ( ε4 ), we have J(1− h)≤ ε4 and J′(1− h)≤ ε4 . Consequently,
|J f − J f h|= |J f (1− h)| ≤ J(1− h)≤ ε
4
. (5.3.9)
Similarly,
|J′ f − J′ f h| ≤ ε
4
. (5.3.10)
Combining inequalities 5.3.8, 5.3.9, and 5.3.10, we obtain
|J f − J′ f |< ε
4
+
ε
2
+
ε
4
ε = ε.
Assertion 1 is thus proved.
2. We need to prove that Conditions (i-iii) are equivalent. To that end, first suppose
(i) Jp f → J f for each Lipschitz continuous f ∈C(S). Let
pi ≡ ({gn,x : x ∈ An})n=1,2,···
be the partition of unity of (S,d) determined by ξ . Then, for each n ≥ 1 and each
x ∈ An, we have Jpgn,x → Jgn,x as p→ ∞, because gn,x ∈C(S) is Lipschitz continuous
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by Proposition 3.2.5. Hence ρDist,ξ (Jp,J)→ 0 and Jp ⇒ J by Proposition 5.3.5. Thus
we have proved that Condition (i) implies Condition (ii).
Suppose next that Jp⇒ J. Then Jp f → J f for each f ∈C(S). Hence, since (S,d) is
locally compact, we have ρDist,ξ (Jp,J)→ 0 by Proposition 5.3.5. Separately, in view of
Proposition 5.3.10, the family {J,J1,J2, · · · } is tight, with some modulus of tightness β .
Let f ∈C(S) be Lipschitz continuous. We need to prove that Jp f → J f . By linearity,
we may assume that | f | ≤ 1, whence Jp f → J f by Assertion 1. Thus Condition (ii)
implies Condition (iii).
Finally, Condition (iii) trivially implies Condition (i) . Assertion 2 is proved.
5.4 Probability Density Functions andDistribution Func-
tions
Useful distributions can be obtained by using integrable functions as density functions.
The Riemann-Stieljes integration gives rise to other examples of distributions on R.
This section makes these terms precise for later reference.
Definition 5.4.1. (probability density function). Let I be an integration on a locally
compact metric space (S,d), and let (S,Λ, I) denote the completion of the integration
space (S,C(S), I). Let g ∈ Λ be arbitrary, with g≥ 0 and Ig= 1. Then g will be called
a probability density function, or p.d. f . for short, on the integration space (S,Λ, I).
Define Igh ≡ Igh for each h ∈ C(S). Then (S,C(S), Ig) is an integration space, with a
completion (Ω,Λg, Ig) which is a probability space.
Suppose X is a r.v. with values in S such that X induces the distribution Ig. In other
words, Suppose EX = Ig. Then X is said to have the p.d.f. g. 
Frequently used p.d.f.’s are defined on (S,Λ, I)≡ (Rn,Λ,∫ ·dx), the n-dimensional
Euclidean space equippedwith the Lebesgue integral, and on (S,Λ, I)≡ ({1,2, · · ·},Λ, I)
with the counting measure I defined by Ig≡ ∑∞n=1 g(n) for each g ∈C(S).
Proposition 5.4.2. (Integrable functions relative to a p.d.f.) Use the notations of
Definition 5.4.1. Let g be a p.d.f. on (S,Λ, I). Let f ,h be an arbitrary measurable
function on (S,Λ, I) such that hg ∈ Λ. Then (i) h ∈ Λg and Igh = Ihg, and (ii) f is
measurable on (S,Λg, Ig).
Proof. 1. First suppose that h ∈ Λ and |h| ≤ a for some a > 0. Let k ≥ 1 be arbitrary.
Then there exists hk ∈C(S) such that I|hk− h|< 1k . By replacing hk with −a∨hk∧a,
we may assume that |hk| ≤ a. It follows that h¯ ≡ limk→∞ hk ∈ Λ, that h= h¯ on the full
subset D ≡ domain(h¯) of (S,Λ, I). Hence Ig|hk− h j| ≡ I|hk− h j|g→ 0 as k, j → ∞
by the Dominated Convergence Theorem. Since hk ∈ C(S) ⊂ Λg for each k ≥ 0, we
conclude that h¯ ∈ Λg and that
Igh¯= lim
k→∞
Ighk = lim
k→∞
Ihkg= Ih¯g.
Hence D ≡ domain(h¯) is a full set also of (S,Λg, Ig). Since h = h¯ on D, we conclude
that h ∈ Λg and Igh= Igh¯= Ihg.
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2. Next, suppose h ≥ 0. Let x◦ ∈ S be an arbitrary, but fixed, reference point. Let
m≥ 1 be arbitrary. Then (m∧h) fm ∈Λ where fm ≡ 1∧ (m−d(·,x◦))+ ∈C(S). Hence,
by Step 1 of this proof, we have (m∧h) fm ∈ Λg and
Ig(m∧h) fm ≡ I(m∧h) fmg.
Since (m∧h) fm ↑ h, the Dominated Convergence Theorem implies that I(m∧h) fmg ↑
Ihg. In turn, the Monotone Convergence Theorem then implies that h ∈ Λg with Igh =
Ihg.
3. Finally, let h be an arbitrary nonnegative measurable function on (S,Λ, I) such
that hg ∈ Λ. Step 2 above implies h+, |h| ∈ Λg. Hence, since h = 2h+− |h|, we have
h ∈ Λg by linearity, with
Igh= 2Igh+− Ig|h|= I(2h+−|h|)g= Ihg.
Assertion (i) is proved.
4. By Assertion 1, we have fk ≡−k∨ f ∧k∈Λg and 1∧| fk− f | ∈Λg for each k≥ 1.
Moreover, Ig1(1∧| fk− f |) = I1(1∧| fk− f |)g→ 0 by the Monotone Convergence Theorem.
Hence fk → f in probability on (S,Λg, Ig), whence f is measurable on (S,Λg, Ig).
Proposition 5.4.3. (p.d.f. of a r.v. X is a.s. positive at X). Let X : (Ω,L,E) →
(S,d) be a r.v. with the p.d.f. g on (S,Λ, I). In other words, (S,Λg,EX ) = (S,Λg, Ig).
Then Pg(g ≤ ε) ≡ Ig1(g≤ε) → 0 as ε → 0. Moreover, P(g(X) ≤ ε) → 0 as ε → 0.
Consequently, g(X)> 0 a.s. on (Ω,L,E), and g> 0 a.s. on (S,Λg, Ig).
Proof. By Proposition 5.4.2, g(X) is measurable onΩ and g is measurable on (S,Λg, Ig).
Then
Pg(g≤ ε)≡ Ig1(g≤ε) = Ig1(g≤ε) ≤ Ig∧ ε → 0
as ε → 0, because g ∈ Λ.Consequently,
P(g(X)≤ ε) = E1(g(X)≤ε) = E1(g≤ε)(X)≡ EX1(g≤ε) = Ig1(g≤ε) → 0
as ε → 0, where the last inequality is because (S,Λg,EX) = (S,Λg, Ig) by hypothesis.
Distributions on R can be studied in terms of their corresponding distribution func-
tions, as introduced earlier in Definition 4.1.1 and specialized to probability distribution
functions.
Recall the convention that if F is a function, then we write F(t) only with the
implicit assumption that t ∈ domain(F).
Definition 5.4.4. (Probability Distribution Functions). Suppose F is a distribu-
tion function on R satisfying the following conditions: (i) F(t)→ 0 as t →−∞, and
F(t)→ 1 as t → ∞, (ii) for each t ∈ domain(F), the left limit limr<t;r→t F(s) exists,
(iii) for each t ∈ domain(F), the right limit lims>t;s→t F(s) exists and is equal to F(t),
(iv) domain(F) contains the metric complement Ac of some countable subset A of R,
and (v) if t ∈ R is such that both the above-defined left- and right limits exist, then
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t ∈ domain(F). Then F is called a probability distribution function, or a P.D.F. for ab-
breviation. A point t ∈ domain(F) is called a regular point of F . A point t ∈ domain(F)
at which the above-defined left- and right limits are equal is called a continuity point
of F .
Suppose X is a r.r.v. on a probability space (Ω,L,E). Let FX be the function defined
by (i) domain(FX) ≡ {t ∈ R : t is a regular point of X}, and (ii) FX(t) ≡ P(X ≤ t) for
each t ∈ domain(FX). Then FX is called the P.D.F. of X . 
Recall in the following that
∫ ·dF denotes the Riemann-Stieljes integration relative
to a distribution function F on R.
Proposition 5.4.5. (FX is indeed a P.D.F.) Let X be a r.r.v. on a probability space
(Ω,L,E) with FX as in Definition 5.4.4. Let EX denote the distribution induced on R by
X. Then the following holds.
1. FX is a P.D.F.
2.
∫ ·dFX = EX .
Proof. For abbreviation, write J ≡ EX and F ≡ FX , and write P for the probability
function associated to E .
1. We are to verify conditions (i) through (v) in Definition 5.4.4 for F . Condition (i)
holds because P(X ≤ t)→ 0 as t→−∞ and P(X ≤ t) = 1−P(X > t)→ 1 as t→∞, by
the definition of a measurable function. Next consider any t ∈ domain(F). Then t is a
regular point of X , by the definition of FX . Hence there exists a sequence (sn)n=1,2,··· of
real numbers decreasing to t such that (X ≤ sn) is integrable for each n≥ 1 and such that
limn→∞P(X ≤ sn) exists. Since P(X ≤ sn+2)≤ F(s)≤P(X ≤ sn) for each s∈ (sn+2,sn)
and for each n ≥ 1, we see that lims>t;s→t F(s) exists. Similarly limr<t;r→t F(s) exists.
Moreover, by Proposition 4.5.7, we have lims>t;s→t F(s) = limn→∞P(X ≤ sn) = P(X ≤
t)≡F(t). Conditions (ii) and (iii) in Definition 5.4.4 have thus been verified. Condition
(iv) in Definition 5.4.4 follows from Assertion 1 of Proposition 4.8.11. Condition (v)
remains. Suppose t ∈ R is such that both limr<t;r→t F(r) and lims>t;s→t F(s) exist.
Then there exists a sequence (sn)n=1,2,··· in domain(F) decreasing to t such that F(sn)
converges. This implies that (X ≤ sn) is an integrable set, and that P(X ≤ sn) converges.
Hence (X > sn) is an integrable set, and P(X > sn) converges. Similarly, there exists a
sequence (rn)n=1,2,··· increasing to t such that (X > rn) is an integrable set and P(X >
rn) converges. We have thus verified the conditions in Definition 4.8.10 for t to be a
regular point of X . In other words, t ∈ domain(F). Condition (v) in Definition 5.4.4
have thus also been verified. Summing up, F ≡ FX is a P.D.F.
2. Note that both
∫ ·dFX and EX are complete extensions of integrations defined on
(R,C(R)). Hence it suffices to prove that they are equal onC(R). Let f ∈C(R) be arbi-
trary. We need to show that
∫
f (x)dFX (x) = EX f . Let ε > 0 be arbitrary, and let δ f be a
modulus of continuity for f . The Riemann-Stieljes integral
∫
f (t)dFX (t) is, by defini-
tion, the limit of Riemann-Stieljes sums S(t1, · · · , tn) = ∑ni=1 f (ti)(FX(ti)−FX(ti−1)) as
t1 →−∞ and tn → ∞ with the mesh of the partition t1 < · · · < tn approaching 0. Con-
sider such a Riemann-Stieljes sum where the mesh is smaller than δ f (ε), and where
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[t1, tn] contains a support of f . Then
|S(t1, · · · , tn)−E f (X)|= |E
n
∑
i=1
( f (ti)− f (X))1(ti−1<X≤ti)| ≤ ε
Passing to the limit, we have
∫
f (t)dFX (t) = E f (X)≡ EX f .
Proposition 5.4.5 says that FX is a P.D.F. for each r.r.v. X . The next proposition gives
the converse.
Proposition 5.4.6. (Basics of P.D.F.) The following holds.
1. Let J be any distribution on R, and let (R,L,J) denote the completion of (R,Cub(R),J).
Then J =
∫ ·dFX where FX is the P.D.F. of the r.r.v. X on (R,L,J) defined by
X(x)≡ x for x ∈ R.
2. Let F be a P.D.F. For each t ∈ domain(F), the interval (−∞, t] is integrable
relative to
∫ ·dF, and ∫ 1(−∞,t]dF = F(t).
3. If two P.D.F.’s F and F ′ equal on some dense subset D of domain(F)∩domain(F ′),
then F = F ′.
4. If two P.D.F.’s F and F ′ are such that
∫ ·dF = ∫ ·dF ′, then F = F ′.
5. Let F be any P.D.F. Then F = FX for some r.r.v. X.
6. Let F be any P.D.F. Then all but countably many t ∈ R are continuity points of
F.
7. Let J be any distribution on R. Then there exists a unique P.D.F. F such that
J =
∫ ·dF. Thus there is a bijection between distributions on R and P.D.F.’s. For
that reason, we will often abuse terminology and refer to F as a distribution, and
write F for J.
Proof. 1. According to Proposition 5.2.5, X is a r.v. on (R,L,J). Moreover, for each
f ∈Cub(R), we have f (X) = f ∈Cub(R). Hence, in view of Proposition 5.4.5, we have
J f = J f (X)≡ EX f =
∫
f (x)dFX (x). Assertion 1 is validated.
2. Define J ≡ ∫ ·dF . Consider any t,s ∈ domain(F) with t < s, and any f ∈C(R)
with 0 ≤ f ≤ 1 such that [t,s] is a support of f . Then J f ≡ ∫ f (x)dF(x) is the limit
of Riemann-Stieljes sums ∑ni=1 f (ti)(F(ti)−F(ti−1)), where the sequence t0 < · · ·< tn
includes the points t,s.
Consider any such Riemann-Stieljes sum. If i= 0, · · · ,n is such that ti < t or ti > s,
then f (ti) = 0. We can, by excluding such indices i, assume that t0 = t and tn = s.
It follows that the Riemann-Stieljes sums in question are bounded by ∑ni=1(F(ti)−
F(ti−1)) = F(s)−F(t). Passing to the limit, we see that J f ≤ F(s)−F(t) for each
f ∈ C(R) with 0 ≤ f ≤ 1 such that [t,s] is a support of f . A similar argument shows
that J f ≥ F(s)−F(t) for each f ∈C(R) with 0≤ f ≤ 1 such that f = 1 on [t,s].
By condition (i) in Definition 5.4.4, there exists a decreasing sequence (rk)k=1,2,···
in domain(F) such that r1< t, rk→−∞, and F(rk)→ 0. By condition (iii) in Definition
5.4.4, we have F(sn)→ F(t) for some sequence (sn)n=1,2,··· such that sn ↓ t.
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For each k,n ≥ 1, let fk,n ∈ C(R) be defined by fk,n = 1 on [rk,sn+1], fk,n = 0
on (−∞,rk+1]∪ [sn,∞), and fk,n is linear on [rk+1,rk] and on [sn+1,sn]. Consider any
n≥ 1 and j > k ≥ 1. Then 0 ≤ fk,n ≤ f j,n ≤ 1, and f j,n− fk,n has [r j+1,rk] as support.
Therefore, as seen earlier, J f j,n− J fk,n ≤ F(rk)−F(r j+1)→ 0 as j ≥ k→ ∞. Hence
the Monotone Convergence Theorem implies that fn ≡ limk→∞ fk,n is integrable, with
J fn = limk→∞ J fk,n. Moreover, fn = 1 on (−∞,sn+1], fn = 0 on [sn,∞), and fn is linear
on [sn+1,sn].
Now consider any m ≥ n ≥ 1. Then 0 ≤ fm ≤ fn ≤ 1, and fn− fm has [t,sn] as
support. Therefore, as seen earlier, J fn − J fm ≤ F(sn)− F(t)→ 0 as m ≥ n→ ∞.
Hence, the Monotone Convergence Theorem implies that g ≡ limn→∞ fn is integrable,
with Jg = limn→∞ J fn. It is evident that on (−∞, t] we have fn = 1 for each n ≥ 1.
Hence g is defined and equal to 1 on (−∞, t]. Similarly, g is defined and equal to 0 on
(t,∞).
Consider any x ∈ domain(g). Then either g(x)> 0 or g(x)< 1. Suppose g(x)> 0.
Then the assumption x > t would imply g(x) = 0, a contradiction. Hence x ∈ (−∞, t]
and so g(x) = 1. On the other hand, suppose g(x)< 1. Then fn(x)< 1 for some n≥ 1,
whence x ≥ sn+1 for some n ≥ 1. Hence x ∈ (t,∞) and so g(x) = 0. Combining, we
see that 1 and 0 are the only possible values of g. In other words, g is an integrable
indicator. Moreover (g = 1) = (−∞, t] and (g = 0) = (t,∞). Thus the interval (−∞, t]
is an integrable set with 1(−∞,t] = g.
Finally, for any k,n≥ 1, we have F(sn+1)−F(rk)≤ J fk,n ≤ F(sn)−F(rk+1). Let-
ting k→ ∞, we obtain F(sn+1) ≤ J fn ≤ F(sn) for n ≥ 1. Letting n→ ∞, we obtain in
turn Jg= F(t). In other words J1(−∞,t] = F(t). Assertion 2 is proved.
3. Consider any t ∈ domain(F). Let (sn)n=1,2,··· be a decreasing sequence in D
converging to t. By hypothesis, F ′(sn) = F(sn) for each n ≥ 1. At the same time
F(sn)→ F(t) since t ∈ domain(F). ThereforeF′(sn)→ F(t). By the monotonicity of
F ′, it follows that lims>t;s→t F ′(s) = F(t). Similarly, limr<t;r→t F ′(r) exists. Therefore,
according to Definition 5.4.4, we have t ∈ domain(F ′), and F ′(t) = lims>t;s→t F ′(s) =
F(t). We have thus proved that domain(F)⊂ domain(F ′) and F ′ = F on domain(F).
By symmetry domain(F) = domain(F ′).
4. Write J ≡ ∫ ·dF = ∫ ·dF ′. Consider any t ∈ D ≡ domain(F)∩domain(F ′). By
assertion 2, the interval (−∞, t] is integrable relative to J, with F(t) = J1(−∞,t] = F ′(t).
Since D is a dense subset of R, we have F = F ′ by Assertion 3. This proves Assertion
4.
5. Let F be any P.D.F. By assertion 1, we have
∫ ·dF = ∫ ·dFX for some r.r.v. X .
Therefore F = FX according to assertion 4. Assertion 5 is proved.
6. Let F be any P.D.F. By assertion 5, F = FX for some r.r.v. X . Hence F(t) =
FX(t) ≡ P(X ≤ t) for each regular point t of X . Consider any continuity point t of X .
Then, by Definition 4.8.10, we have limn→∞P(X ≤ sn) = limn→∞P(X ≤ rn) for some
decreasing sequence (sn) with sn → t and some increasing sequence (rn) with rn → t.
Since P(X ≤ rn)≤ F(x)≤ P(X ≤ sn) for all x ∈ (rn,sn), it follows that lims>t;s→t F(s)
= limr<t;r→t F(r). Summing up, every continuity point of X is a continuity point of F .
By Proposition 4.8.11, all but countably many t ∈ R are continuity points of X . Hence
all but countably many t ∈ R are continuity points of F . This validates Assertion 6.
7. Let J be arbitrary. By Assertion 1, there exists a P.D.F. F such that J =
∫ ·dF .
Uniqueness of F follows from Assertion 4. The proposition is proved.
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5.5 The Skorokhod Representation
In this section, let (S,d) be a locally compact metric space with an arbitrary, but fixed,
reference point x◦ ∈ S. Let
(Θ0,L0, I)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the unit interval [0,1], and let µ the
corresponding Lebesgue measure.
Given two distributions E and E ′ on the locally compact metric space (S,d), we
saw in Proposition 5.2.5 that they are equal to the distributions induced by X and X ′ re-
spectively, where X and X ′ are some r.v.’s with values in S. The underlying probability
spaces on which X and X ′ are respectively defined are in general different. Therefore
functions of both X and X ′, e.g. d(X ,X ′), and their associated probabilities need not
make sense. Additional conditions on joint probabilities are needed to construct one
probability space on which both X and X ′ are defined.
One such condition is independence, to be made precise in a later section, where
knowledge on the value of X has no effect whatsoever on the probabilities concerning
X ′.
In some other situations, it is desirable to have models where X = X ′ if E = E ′,
and more generally where d(X ,X ′) is small when E is close to E ′. In this section, we
construct the Skorokhod representation which, to each distribution E on S, assigns a
unique r.v. X : [0,1]→ S which induces E . In the context of applications to random
fields, Theorem 3.1.1 of [Skorohod 1956] introduced said representation and proves
that it is continuous relative to weak convergence of E and a.u. convergence of X . We
will prove this result, for applications in the next chapter.
In addition, we will prove that, when restricted to a tight subset of distributions,
Skorokhod’s representation is uniformly continuous relative to the distribution metric
ρDist,ξ , and the metric ρProb on r.v.’s. The metrics ρDist,ξ and ρProb were introduced in
Definition 5.3.4 and in Proposition 5.1.11 respectively.
The Skorokhod representation is a generalization of the quantile mapping which,
to each P.D.F. F , assigns the r.r.v. X ≡ F−1 : [0,1]→ R on the probability space [0,1]
relative to the uniform distribution, where X can easily shown to induce the P.D.F. F .
Skorokhod’s proof, in terms of Borel sets, is recast here in terms of a given partition
of unity pi . The use of a partition of unity facilitates the proof of the aforementioned
metrical continuity.
Recall that [·]1 is an operation which assigns to each r ∈ (0,∞) an integer [r]1 ∈
(r,r+ 2).
Theorem 5.5.1. (Construction of the SkorokhodRepresentation)Let ξ ≡ (An)n=1,2,···
be a binary approximation of the locally compact metric space (S,d), relative to the
reference point x◦ ∈ S. Let Ĵ(S,d) be the set of distributions on (S,d). Recall that
M(Θ0,S) stands for the space of r.v.’s on the probability space (Θ0,L0, I) with values
in (S,d).
Then there exists a function
ΦSk,ξ : Ĵ(S,d)→M(Θ0,S)
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such that, for each E ∈ Ĵ(S,d), the r.v. X ≡ΦSk,ξ (E) : Θ0→ S induces the distribution
E, or IX = E in symbols.
The function ΦSk,ξ is called the Skorokhod representation of distributions on (S,d)
determined by ξ .
Proof. Let E ∈ Ĵ(S,d) be arbitrary. Let
pi ≡ ({gn,x : x ∈ An})n=1,2,···
be the partition of unity of (S,d) determined by ξ , as in Definition 3.2.4.
1. Let n ≥ 1 be arbitrary. By Definition of 3.1.1, the enumerated finite set An ≡
{xn,1, · · · ,xn,κ(n)} is a 2−n−approximation of (d(·,x◦)≤ 2n). In other words,
An ⊂ (d(·,x◦)≤ 2n) (5.5.1)
and
(d(·,x◦)≤ 2n)⊂
⋃
x∈A(n)
(d(·,x)≤ 2−n). (5.5.2)
Recall from Proposition 3.2.5 that 0≤ gn,x ≤ ∑x∈A(n)gn,x ≤ 1,
(gn,x > 0)⊂ (d(·,x)≤ 2−n+1), (5.5.3)
for each x ∈ An, and that⋃
x∈A(n)
(d(·,x)≤ 2−n)⊂ ( ∑
x∈A(n)
gn,x = 1). (5.5.4)
Define Kn ≡ κn+ 1, and define the sequence
( fn,1, · · · , fn,K(n))
≡ (gn,x(n,1), , · · · ,gn,x(n,κ(n)),(1− ∑
x∈A(n)
gn,x)) (5.5.5)
of nonnegative continuous functions on S. Then
K(n)
∑
k=1
fn,k = 1 (5.5.6)
on S.
2. For the purpose of this proof, an open interval is defined by the pair of its end
points a,b, where 0≤ a≤ b≤ 1. Two open intervals (a,b),(a′,b′) are considered equal
if a = a′ and b = b′. For arbitrary open intervals (a,b),(a′,b′) ⊂ [0,1] we will write
(a,b)< (a′,b′) if b≤ a′.
3. Let n≥ 1 be arbitrary. Define the product set
Bn ≡ {1, · · · ,K1}× ·· ·×{1, · · · ,Kn}.
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Let µ denote the Lebesguemeasure on [0,1]. Define the open intervalΘ≡ (0,1). Then,
since
K(1)
∑
k=1
E fn,k = E
K(1)
∑
k=1
fn,k = E1= 1,
we can subdivide the open intervalΘ into mutually exclusive open subintervalsΘ1, · · · ,
ΘK(1), such that
µΘk = E fn,k
for each k = 1, · · · ,K1, and such that Θk < Θ j for each k = 1, · · · ,κ1 with k< j.
4. We will construct, for each n≥ 1, a family of mutually exclusive open subinter-
vals
{Θk(1),··· ,k(n) : (k1, · · · ,kn) ∈ Bn}
of (0,1) such that, for each (k1, · · · ,kn) ∈ Bn, we have
(i) µΘk(1),···,k(n) = E f1,k(1) · · · fn,k(n),
(ii) Θk(1),··· ,k(n) ⊂ Θk(1),··· ,k(n−1) if n≥ 2,
(iii) Θk(1),··· ,k(n−1),k < Θk(1),··· ,k(n−1), j for each k, j = 1, · · · ,κn with k < j.
5. Proceed inductively. Step 3 above gave the construction for n= 1. Now suppose
the construction has been carried out for some n ≥ 1 such that Conditions (i-iii) are
satisfied. Consider each (k1, · · · ,kn) ∈ Bn. Then
K(n+1)
∑
k=1
E f1,k(1) · · · fn,k(n) fn+1,k = E f1,k(1) · · · fn,k(n)
K(n+1)
∑
k=1
fn+1,k
= E f1,k(1) · · · fn,k(n) = µΘk(1),··· ,k(n),
where the last equality is because of Condition (i) in the induction hypothesis. Hence
we can subdivide Θk(1),··· ,k(n) into Kn+1 mutually exclusive open subintervals
Θk(1),··· ,k(n),1, · · · ,Θk(1),··· ,k(n),K(n+1)
such that
µΘk(1),··· ,k(n),k(n+1) = E f1,k(1) · · · fn,k(n) fn+1,k(n+1) (5.5.7)
for each kn+1 = 1, · · · ,Kn+1, . Thus Condition (i) holds for n+ 1. In addition, we can
arrange these open subintervals such that
Θk(1),··· ,k(n),k < Θx(1),··· ,x(n), j
for each k, j = 1, · · · ,Kn+1 with k < j. This establishes Condition (iii) for n+ 1. Con-
dition (ii) also holds for n+ 1 since, by construction, Θk(1),··· ,k(n),k(n+1) is a subinterval
of Θk(1),··· ,k(n) for each (k1, · · · ,kn+1) ∈ Bn+1. Induction is completed.
6. Note that Condition (i) implies that
µ ∑
(k(1),··· ,k(n))∈B(n)
Θk(1),··· ,k(n)
= E(
K(1)
∑
k(1)=1
f1,K(1)) · · · (
K(n)
∑
k(n)=1
fn,K(n)) = E1= 1 (5.5.8)
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for each n≥ 1. Hence
D≡
∞⋂
n=1
⋃
(k(1),··· ,k(n))∈B(n)
Θk(1),··· ,k(n) (5.5.9)
is a full subset of [0,1].
7. Let θ ∈ D be arbitrary. Consider each n ≥ 1. Then θ ∈ Θk(1),··· ,k(n) for some
unique sequence (k1, · · · ,kn)∈ Bn since the intervals in each union in equality 5.5.9 are
mutually exclusive. By the same token, θ ∈Θ j(1),··· , j(n+1) for some unique ( j1, · · · , jn+1)∈
Bn+1. Then θ ∈ Θ j(1),···, j(n) in view of Condition (ii) in Step 4 above. Hence, by
uniqueness of the sequence (k1, · · · ,kn), we have ( j1, · · · , jn) = (k1, · · · ,kn). Now de-
fine kn+1 ≡ jn+1. It follows that θ ∈ Θk(1),··· ,k(n+1). Thus we obtain inductively a
unique sequence (kp)p=1,2,··· such that kp ∈ {1, · · · ,Kp} and θ ∈ Θk(1),··· ,k(p) for each
p≥ 1.
Since the open intervalΘk(1),··· ,k(n) contains the given point θ , it has positive Lebesgue
measure. In view of Condition (i) in Step 4 above, it follows that
E f1,k(1) · · · fn,k(n) > 0, (5.5.10)
where n≥ 1 is arbitrary.
8. Define the function Xn : [0,1]→ (S,d) by
domain(Xn)≡ D⊂
⋃
(k(1),··· ,k(n))∈B(n)
Θk(1),··· ,k(n),
and by
Xn ≡ xn,k(n) or x◦ onDΘk(1),··· ,k(n), according as kn ≤ κn or kn = κn+ 1, (5.5.11)
for each (k1, · · · ,kn)∈ domain(Xn). Then, according to Proposition 4.8.5, Xn ∈M(Θ0,S).
In other words, Xn is a r.v with values in the metric space (S,d). Now define the func-
tion X : [0,1]→ (S,d) by
domain(X)≡ {θ ∈ D : lim
n→∞Xn(θ ) exists},
and by
X(θ )≡ lim
n→∞Xn(θ )
for each θ ∈ domain(X). We proceed to prove that the function X is a r.v. by showing
that Xn → X a.u.
9. To that end, let n≥ 1 be arbitrary. Define
m≡ mn ≡ n∨ [log2(1∨β (2−n))]1, (5.5.12)
where β is the given modulus of tightness of the distribution E relative to the reference
point x◦ ∈ S. Then
2m > β (2−n).
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Take an arbitrary αn ∈ (β (2−n),2m). Then
E(d(·,x◦)> αn)≤ 2−n (5.5.13)
because β is a modulus of tightness of E . At the same time,
(d(·,x◦)≤ αn)⊂ (d(·,x◦)≤ 2m)
⊂
⋃
x∈A(m)
(d(·,x)≤ 2−m)⊂ ( ∑
x∈A(m)
gm,x = 1), (5.5.14)
where the second and third inclusion are by relations 5.5.2 and 5.5.4 respectively. De-
fine the Lebesgue measurable set
Dn ≡
⋃
(k(1),··· ,k(m))∈B(m);k(m)≤κ(m)
Θk(1),··· ,k(m) ⊂ [0,1]. (5.5.15)
Then
µ(Dcn) = ∑
(k(1),··· ,k(m))∈B(m);k(m)=K(m)
µΘk(1),··· ,k(m)
= ∑
(k(1),··· ,k(m))∈B(m);k(m)=K(m)
E f1,k(1) · · · fm,k(m)
=
K(1)
∑
k(1)=1
· · ·
K(m−1)
∑
k(m−1)=1
E f1,k(1) · · · fm−1,k(m)−1 fm,K(m)
= E fm,K(m) = E(1− ∑
x∈A(m)
gm,x)
≤ E(d(·,x◦)> αn)≤ 2−n, (5.5.16)
where the first inequality is thanks to relation 5.5.14, and the second is inequality
5.5.13.
10. Consider each θ ∈ D. By Step 7, there exists a unique sequence (kp)p=1,2,···
such that kp ∈ {1, · · · ,Kp} and θ ∈ Θk(1),··· ,k(p) for each p ≥ 1. In particular, θ ∈
Θk(1),··· ,k(m). In view of the defining equality 5.5.15 for the set Dn, it follows that
km ≤ κm, whence
fm,k(m) ≡ gm,x(m,k(m)),
according to the defining equality 5.5.5. Moreover, by Condition (ii) in Step 4 above,
we have θ ∈ Θk(1),··· ,k(q) ⊂ Θk(1),··· ,k(m) for each q ≥ m. Suppose, for the sake of a
contradiction, that km+1 = Km+1. Then, by the defining equality 5.5.5, we have
fm+1,k(m+1) ≡ 1− ∑
x∈A(m+1)
gm+1,x.
Hence inequality 5.5.10, applied to m+ 1, yields
0< E f1,k(1) · · · fm−1,k(m−1)gm,x(m,k(m)) fm+1,k(m+1)(1− ∑
x∈A(m+1)
gm+1,x) (5.5.17)
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On the other hand, using successively the relations 5.5.3 5.5.1, 5.5.2, and 5.5.4, we
obtain
(gm,x(m,k(m)) > 0)⊂ (d(·,xm,k(m))≤ 2−m+1)⊂ (d(·,x◦)≤ 2m+ 2−m+1)
⊂ (d(·,x◦)≤ 2m+1)⊂
⋃
x∈A(m+1)
(d(·,x)≤ 2−m−1)
⊂ ( ∑
x∈A(m+1)
gm+1,x = 1).
Hence the right-hand side of the strict inequality 5.5.17 vanishes, while the left-hand
side is 0, a contradiction. We conclude that km+1 ≤ κm+1. Repeating these steps, we
obtain, for each q≥ m, the inequality
kq ≤ κq,
whence
fq,k(q) ≡ gq,x(q,k(q)). (5.5.18)
It follows from the defining equality 5.5.11 that
Xq(θ ) = xq,k(q)
for each q≥ m≡ mn, where θ ∈ DDn is arbitrary. Summing up, we have
DDn ⊂
∞⋂
q=m
(Xq = xq,k(q)). (5.5.19)
11. Continue with θ ∈ DDn and the corresponding unique sequence (kp)p=1,2,···
in the previous step. Let q ≥ p ≥ m be arbitrary. For abbreviation, write yp ≡ xp,k(p).
Then inequality 5.5.10 and equality 5.5.18 together imply that
E f1,k(1) · · · fm−1,k(m−1)gm,y(m) · · ·gp,y(p) · · ·gq,y(q) > 0.
Hence there exists z ∈ S such that
( f1,k(1) · · · fm−1,k(m−1)gm,y(m) · · ·gp,y(p) · · ·gq,y(q))(z) > 0,
whence gp,y(p)(z)> 0 and gq,y(q)(z)> 0. Consequently, by relation 5.5.3, we obtain
d(yp,yq)≤ d(yp,z)+ d(z,yq)≤ 2−p+1+ 2−q+1→ 0 (5.5.20)
as p,q→ ∞. Since (S,d) is complete, we have
Xp(θ )≡ xp,k(p) ≡ yp→ y
as p→ ∞, for some y ∈ S. Hence θ ∈ domain(X), with X(θ ) ≡ y. Moreover, with
q→ ∞ in inequality 5.5.20, we obtain
d(Xp(θ ),X(θ ))≤ 2−p+1, (5.5.21)
Yuen-Kwok Chan 145 Constructive Probability
CHAPTER 5. PROBABILITY SPACE
where p≥m≡mn and θ ∈DDn are arbitrary. Since µ(DDn)c = µDcn≤ 2−n is arbitrar-
ily small when n≥ 1 is sufficiently large, we conclude that Xn → X a.u. relative to the
Lebesgue measure I, as n→∞. It follows that the function X : [0,1]→ S is measurable.
In other words, X is a r.v.
12. It remains to verify that IX = E , where IX is the distribution induced by X on
S. For that purpose, let h ∈ C(S) be arbitrary. We need to prove that Ih(X) = Eh,
where, without loss of generality, we assume that |h| ≤ 1 on S. Let δh be a modulus of
continuity of the function h. Let ε > 0 be arbitrary. Let n≥ 1 be so large that (i’)
2−n < ε ∧ 1
2
δh(
ε
3
), (5.5.22)
and (ii’) f is supported by (d(·,x◦) ≤ 2n). Then relation 5.5.2 implies that f is sup-
ported by
⋃
x∈A(n)(d(·,x) ≤ 2−n). At the same time, by the defining equality 5.5.11 of
the simple r.v. Xn : [0,1]→ S, we have
Ih(Xn) = ∑
(k(1),··· ,k(n))∈B(n);k(n)≤κ(n)
h(xn,k(n))µΘk(1),··· ,k(n)+ h(x◦)µ(Dcn)
=
K(1)
∑
k(1)=1
· · ·
K(n−1)
∑
k(n−1)=1
κ(n)
∑
k(n)=1
h(xn,k(n))E f1,k(1) · · · fn−1,k(n−1) fn,k(n)+ h(x◦)µ(Dcn)
=
κ(n)
∑
k=1
h(xn,k)E fn,k+ h(x◦)µ(Dcn)
=
κ(n)
∑
k=1
h(xn,k(n))Egn,x(n,k)+ h(x◦)µ(Dcn)
= ∑
x∈A(n)
h(x)Egn,x+ h(x◦)µ(Dcn)
where the third equality is thanks to equality 5.5.6. Hence
|Ih(Xn)−E ∑
x∈A(n)
h(x)gn,x|
≤ |h(x◦)µ(Dcn)| ≤ µ(Dcn)≤ 2−n < ε. (5.5.23)
At the same time, since An is a 2−n-partition of unity of (S,d), with 2−n < 12δh(
ε
3 ),
Proposition 3.2.6 implies that
∥∥∑x∈A(n) h(x)gn,x− h∥∥≤ ε . Hence
|E ∑
x∈A(n)
h(x)gn,x−Eh| ≤ ε.
Inequality 5.5.23 therefore yields
|Ih(Xn)−Eh|< 2ε.
Since ε > 0 is arbitrarily small, we have Ih(Xn)→ Eh as n→ ∞. On the other hand,
h(Xn)→ h(X) a.u. relative to I. Hence the Dominated Convergence Theorem implies
that Ih(Xn)→ Ih(X). It follows that Eh = Ih(X), where h ∈ C(S) is arbitrary. We
conclude that E = IX .
Define ΦSk,ξ (E)≡ X , and the theorem is proved.
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Theorem 5.5.2. (Metrical Continuity of SkorokhodRepresentation)Let ξ ≡ (An)n=1,2,···
be a binary approximation of the locally compact metric space (S,d) relative to the
reference point x◦ ∈ S. Let ‖ξ‖ ≡ (κn)n=1,2,··· be the modulus of local compactness of
(S,d) corresponding to ξ . In other words, κn ≡ |An| is the number of elements in the
enumerated finite set An, for each n≥ 1.
Let Ĵ(S,d) be the set of distributions on (S,d). Let Ĵβ (S,d) be a tight subset of
Ĵ(S,d), with a modulus of tightness β relative to x◦. Recall the probability metric ρProb
on M(Θ0,S) defined in Definition 5.1.10. Then the Skorokhod representation
ΦSk,ξ : (Ĵ(S,d),ρDist,ξ )→ (M(Θ0,S),ρProb)
constructed in Theorem 5.5.1 is uniformly continuous on the subset Ĵβ (S,d), with a
modulus of continuity δSk(·,‖ξ‖ ,β ) depending only on ‖ξ‖ and β .
Proof. Refer to the proof of Theorem 5.5.1 for notations. In particular, let
pi ≡ ({gn,x : x ∈ An})n=1,2,···
denote the partition of unity of (S,d) determined by ξ .
1. Let n ≥ 1 be arbitrary. Recall from Proposition 3.2.5 that, for each x ∈ An, the
functions gn,x and ∑y∈A(n)gn,y inC(S) have Lipschitz constant 2n+1 and have values in
[0,1]. Consequently, each of the functions fn,1, . . . , fn,K(n) defined in formula 5.5.5has
Lipschitz constant 2n+1.
2. Let
(k1, · · · ,kn) ∈ Bn ≡ {1, · · · ,K1}× ·· ·×{1, · · · ,Kn}
be arbitrary. Then the function
hk(1),··· ,k(n) ≡ n−1
n
∑
p=1
k(p)−1
∑
k=1
f1,k(1) · · · fp−1,k(p−1) fp,k ∈Cub(S)
has values in [0,1]. By elementary operations of Lipschitz constants, as in Exercise
3.2.1, the function hk(1),··· ,k(n) has Lipschitz constant given by
n−1
n
∑
p=1
k(p)−1
∑
k=1
(21+1+ 22+1+ · · ·+ 2p+1)
= 22n−1
n
∑
p=1
(κp− 1)(1+ 2+ · · ·+ 2p−1)< 22n−1
n
∑
p=1
κn2
p
< 22n−1κn2n+1 = n−12n+3κn.
3. Now let E,E ′ ∈ Ĵβ (S,d) be arbitrary. Let the objects {Θk(1),··· ,k(n) : (k1, · · · ,kn)∈
Bn;n≥ 1}, D, (Xn)n=1,2,···, and X be constructed as in Theorem 5.5.1 relative to E . Let
the objects {Θ′
k(1),··· ,k(n) : (k1, · · · ,kn) ∈ Bn;n≥ 1}, D′, (X ′n)n=1,2,···, and X ′ be similarly
constructed relative to E ′.
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4. Let ε > 0 be arbitrary. Fix
n≡ [3− log2 ε]1.
Thus 2−n+3 < ε . As in the proof of Theorem 5.5.1, let
m≡ mn ≡ n∨ [log2(1∨β (2−n))]1, (5.5.24)
and let
c≡ m−12m+3κm, (5.5.25)
where β is the given modulus of tightness of the distributions E in Ĵβ (S,d) relative to
the reference point x◦ ∈ S. Let
α ≡ 2−n
m
∏
p=1
Kp
−1 = 2−n|Bm|−1. (5.5.26)
By Proposition 5.3.11, there exists ∆˜(m−1α,c,β ,‖ξ‖)> 0 such that if
ρDist,ξ (E,E
′)< δSk(ε,‖ξ‖ ,β )≡ ∆˜(m−1α,c,β ,‖ξ‖),
then
|E f −E ′ f |< m−1α (5.5.27)
for each f ∈Cub(S) with Lipschitz constant c> 0 and with | f | ≤ 1.
5. Suppose
ρDist,ξ (E,E
′)< δSk(ε,‖ξ‖ ,β ). (5.5.28)
We will prove that
ρProb(X ,X
′)< ε.
To that end, let (k1, · · · ,km) ∈ Bm be arbitrary. We will calculate the endpoints of the
open interval
(ak(1),··· ,k(m),bk(1),··· ,k(m))≡ Θk(1),··· ,k(m).
Recall that, by construction, {Θk(1),···,k(m−1),k : 1≤ k≤Km} is the set of subintervals in
a partition of the open intervalΘk(1),··· ,k(m−1) into mutually exclusive open subintervals,
with
Θk(1),··· ,k(m−1),k < Θk(1),··· ,k(m−1), j
if 1≤ k < j ≤ Km. Hence the left endpoint of Θk(1),··· ,k(m) is
ak(1),··· ,k(m) = ak(1),··· ,k(m−1)+
k(m)−1
∑
k=1
µΘk(1),··· ,k(m−1),k
= ak(1),··· ,k(m−1)+
k(m)−1
∑
k=1
E f1,k(1) · · · fm−1,k(m−1) fm,k, (5.5.29)
where the second equality is due to Condition (i) in Step 4 of the proof of Theorem
5.5.1. Recursively, we then obtain
ak(1),··· ,k(m)
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= ak(1),···,k(m−2)+
k(m−1)−1
∑
k=1
E f1,k(1) · · · fm−2,k(m−2) fm−1,k+
k(m)−1
∑
k=1
E f1,k(1) · · · fm−1,k(m−1) fm,k
= · · ·=
m
∑
p=1
k(p)−1
∑
k=1
E f1,k(1) · · · fp−1,k(p−1) fp,k ≡ mEhk(1),··· ,k(m).
6. Similarly, write
(a′k(1),··· ,k(m),b
′
k(1),··· ,k(m))≡ Θ′k(1),··· ,k(m).
Then
a′k(1),··· ,k(m) = mE
′hk(1),··· ,k(m).
Therefore
|ak(1),··· ,k(m)− a′k(1),··· ,k(m)|
= m|Ehk(1),··· ,k(m)−E ′hk(1),··· ,k(m)|< mm−1α = α. (5.5.30)
where the inequality is by applying inequality 5.5.27 to the function f ≡ hx(1),··· ,x(m),
which has been observed in Step 2 above to have values in [0,1] and to have Lipschitz
constant c≡ m−12m+3κm. By symmetry, we can similarly prove that
|bk(1),··· ,k(m)− b′k(1),···,k(m)|< α, (5.5.31)
7. Inequality 5.5.21 in Step 11 of the proof of Theorem 5.5.1 gives
d(Xm,X)≤ 2−m+1, (5.5.32)
on DDn. Now partition the set Bm ≡ Bm,0 ∪ Bm,1 ∪Bm,2 into three disjoint subsets,
where
Bm,0 ≡ {(k1, · · · ,km) ∈ Bm : km = Km},
Bm,1 ≡ {(k1, · · · ,km) ∈ Bm : km ≤ κm;µΘk(1),··· ,k(m) > 2α},
Bm,2 ≡ {(k1, · · · ,km) ∈ Bm : km ≤ κm;µΘk(1),··· ,k(m) < 3α},
Define the set
H ≡
⋃
(k(1),··· ,k(m))∈B(m,1)
Θ˜k(1),··· ,k(m) ⊂ [0,1],
where the open interval
Θ˜k(1),··· ,k(m) ≡ (ak(1),··· ,k(m)+α,bk(1),··· ,k(m)−α)
is the α-interior of Θk(1),··· ,k(m) for each (k1, · · · ,km) ∈ Bm,1. Then
Hc =
⋃
(k(1),··· ,k(m))∈B(m,1)
Θk(1),··· ,k(m)Θ˜ck(1),··· ,k(m)∪
⋃
(k(1),··· ,k(m))∈B(m,2)
Θk(1),··· ,k(m)∪
⋃
(k(1),··· ,k(m))∈B(m,0)
Θk(1),··· ,k(m).
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Hence
µHc = ∑
(k(1),··· ,k(m))∈B(m,1)
2α + ∑
(k(1),··· ,k(m))∈B(m,2)
µΘk(1),··· ,k(m)
+µ
⋃
(k(1),··· ,k(m))∈B(m);k(m)=K(m)
Θk(1),··· ,k(m)
< ∑
(k(1),··· ,k(m))∈B(m,1)
2α + ∑
(k(1),···,k(m))∈B(m,2)
3α + µDcn
< |Bm,1|2α + |Bm,2|3α + 2−n
≤ |Bm|3α + 2−n = 3 ·2−n+ 2−n = 2−n+2, (5.5.33)
where the next-to-last equality is from the defining equality 5.5.26. Note for later
reference that the set H depends only on E , and not on E ′.
8. Now let θ ∈HDD′ be arbitrary. Then, according to the definitions of Hn,D, and
D′, we have
θ ∈ Θ˜k(1),··· ,k(m)Θ′j(1),··· , j(m)
for some (k1, · · · ,km)∈Bm,1 and some ( j1, · · · , jm)∈Bm. Hence, in view of inequalities
5.5.30 and 5.5.31, we have
θ ∈ (ak(1),··· ,k(m)+α,bk(1),··· ,k(m)−α)
⊂ (a′k(1),··· ,k(m),b′k(1),··· ,k(m))≡ Θ′k(1),··· ,k(m).
Consequently,
θ ∈ Θ′k(1),··· ,k(m)Θ′j(1),···, j(m). (5.5.34)
The intersection of the two open intervals on the right-hand side would however be
empty unless their subscripts are identical. Hence (k1, · · · ,km) = ( j1, · · · , jm). In par-
ticular, jm = km ≤ κm, where the inequality is because (k1, · · · ,km) ∈ Bm,1. Hence
θ ∈ DnD′n by the defining equality 5.5.15 for the sets Dn and D′n. At the same time, by
the defining equality 5.5.11 for the r.v.’s Xm and X ′m, we have
Xm(θ ) = xm,k(m) = xm, j(m) = X
′
m(θ ).
Since θ ∈HDD′ is arbitrary, we have proved that (i) HDD′ ⊂DnD′nDD′, and (ii) Xm =
X ′m on HDD′.
9. By inequality 5.5.21 in the proof of Theorem 5.5.1, we have
d(Xm,X)∨d(X ′m,X ′)≤ 2−m+1 (5.5.35)
on DnD′nDD′. Combining with Conditions (i) and (ii) in the previous step, we obtain
HDD′ ⊂ (Xm = X ′m)∩ (d(Xm,X)≤ 2−m+1)∩ (d(X ′m,X ′)≤ 2−m+1)
⊂ (d(X ,X ′)≤ 2−m+2)⊂ (d(X ,X ′)≤ 2−n+2)⊂ (d(X ,X ′)< ε), (5.5.36)
where D,D′ are full sets.
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10. From relation 5.5.36 and inequality 5.5.33, we deduce
ρProb(X ,X
′) = I(1∧d(X ,X ′);H)+ I(1∧d(X ,X ′);Hc)≤ 2−m+2+ µHc
< 2−m+2+ 2−n+2 ≤ 2−n+2+ 2−n+2 = 2−n+3 < ε,
where E,E ′ ∈ Ĵβ (S,d) are arbitrary such that ρDist,ξ (E,E ′) < δSk(ε,‖ξ‖ ,β ), where
X ≡ ΦSk,ξ (E) and X ′ ≡ ΦSk,ξ (E ′), and where ε > 0 is arbitrary. Thus the mapping
ΦSk,ξ : (Ĵ(S,d),ρDist,ξ )→ (M(Θ0,S),ρProb) is uniformly continuous on the subspace
Ĵβ (S,d), with δSk(·,‖ξ‖ ,β ) as a modulus of continuity. The theorem is proved.
Skorokhod’s continuity theorem in [Skorohod 1956], in terms of a.u. convergence,
is a consequence of the preceding proof.
Theorem 5.5.3. (Continuity of Skorokhod representation in terms of weak conver-
gence and a.u. convergence). Let ξ be a binary approximation of the locally compact
metric space (S,d), relative to the reference point x◦ ∈ S.
Let E,E(1),E(2), · · · be a sequence of distributions on (S,d) such that E(n) ⇒ E.
Let X ≡ΦSk,ξ (E) and X (n) ≡ΦSk,ξ (E(n)) for each n≥ 1. Then X (n) → X a.u.
Proof. Let ‖ξ‖ be the modulus of local compactness of (S,d) corresponding to ξ . By
hypothesis, E(n) ⇒ E . Hence ρDist,ξ (E,E(n))→ 0 by Proposition 5.3.5. By Proposi-
tion 5.3.10, the family Ĵβ (S,d) ≡ {E,E(1),E(2), · · · } is tight, with some modulus of
tightness β . Let ε > 0 be arbitrary. Let δSk(ε,‖ξ‖ ,β ) > 0 be defined as in Theorem
5.5.2. In Step 9 of the proof of Theorem 5.5.2, we see that there exists a Lebesgue
measurable subset H of [0,1] which depends only on E , with µHc < ε , such that for
each E ′ ∈ Ĵβ (S,d) we have
H ⊂ (d(X ,X ′)< ε) a.s., (5.5.37)
where X ′ ≡ ΦSk,ξ (E ′), provided that ρDist,ξ (E,E ′) < δSk(ε,‖ξ‖ ,β ). Hence, if p ≥ 1
is so large that ρDist,ξ (E,E
(n))< δSk(ε,‖ξ‖ ,β ) for each n≥ p, then
d(X ,X (n))≤ ε
a.s. on Hc, for each n ≥ p. Consequently, Xn → X a.u. according to Proposition
5.1.14.
5.6 Independence and Conditional Expectation
The product space introduced in 4.10.6, gives a model for compounding two indepen-
dent experiments into one. This section introduces the notion of conditional expecta-
tions, which will later be used for a more general method of compounding probability
spaces, or, in the other direction, analyzing an r.v. in terms of simpler ones.
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Definition 5.6.1. (Independent set of r.v.’s). Let (Ω,L,E) be a probability space. A
finite set {X1, · · · ,Xn} of r.v.’s where Xi has values in a complete metric space (Si,di),
for each i= 1, · · · ,n is said to be independent if
E f1(X1) · · · fn(Xn) = E f1(X1) · · ·E fn(Xn) (5.6.1)
for each f1 ∈ Cub(S1), · · · , fn ∈ Cub(Sn). In that case we will also simply say that
X1, · · · ,Xn are independent. A sequence of events A1, · · · ,An is said to be independent
if 1A(1), · · · ,1A(n) are independent r.r.v.’s.
An arbitrary set of r.v.’s is said to be independent if every finite subset is indepen-
dent. 
Proposition 5.6.2. (Independent r.v.’s from product space). Let F1, · · · ,Fn be dis-
tributions on the locally compact metric spaces (S1,d1), · · · ,(Sn,dn) respectively. Let
(S,d)≡ (S1×·· · ,Sn,d1⊗·· ·⊗ dn) be the product metric space. Consider the product
integration space
(Ω,L,E)≡ (S,L,F1⊗·· ·⊗Fn)≡
n⊗
j=1
(S j,L j,Fj),
where (Si,Li,Fi) is the probability space that is the completion of (Si,Cub(Si),Fi), for
each i= 1, · · · ,n. Then the following holds.
1. Let i= 1, · · · ,n be arbitrary. Define the coordinate r.v. Xi :Ω→ Si by Xi(ω)≡ωi
for each ω ≡ (ω1, · · · ,ωn) ∈ Ω. Then the r.v.’s X1, · · · ,Xn are independent. Moreover,
Xi induces the distribution Fi on (Si,di) for each i= 1, · · · ,n.
2. F1⊗ ·· · ⊗ Fn is a distribution on (S,d). Specifically it is the distribution F
induced on (S,d) by the r.v. X ≡ (X1, · · · ,Xn).
Proof. 1. By Proposition 4.8.7, the continuous functions X1, · · · ,Xn on (S,L,E) are
measurable. Let fi ∈Cub(Si) be arbitrary, for each i= 1, · · · ,n. Then
E f1(X1) · · · fn(Xn) = F1 f1 · · ·Fn fn (5.6.2)
by Fubini’s Theorem. Let i= 1, · · · ,n be arbitrary. In the special case where f j ≡ 1 for
each j = 1, · · · ,n with j 6= i, we obtain, from equality 5.6.2,
E fi(Xi) = Fi fi. (5.6.3)
Hence equality 5.6.2 yields
E f1(X1) · · · fn(Xn) = E f1(X1) · · ·E fn(Xn)
where fi ∈ Cub(Si) is arbitrary for each i = 1, · · · ,n. Thus the r.v.’s X1, · · · ,Xn are
independent. Moreover equality 5.6.3 shows that the r.v. Xi induces the distribution
Fi on (Si,di) for each i= 1, · · · ,n.
2. Since X is an r.v. with values in S, it induces a distribution EX on (S,d). Hence
EX f ≡ E f (X) = (F1⊗·· ·⊗Fn) f
for each f ∈Cub(S). Thus F1⊗·· ·⊗Fn = EX is a distribution F on (S,d).
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Proposition 5.6.3. (Basics of independence). Let (Ω,L,E) be a probability space.
Suppose the each i = 1, · · · ,n, let Xi be a r.v. with values in a complete metric space
(Si,di), and let (Si,LX(i),EX(i)) be the the probability space it induces on (Si,di). Sup-
pose the r.v.’s X1, · · · ,Xn are independent. Then, for arbitrary f1 ∈ LX(1), · · · , fn ∈ LX(n),
we have
E
n
∏
i=1
fi(Xi) =
n
∏
i=1
E fi(Xi). (5.6.4)
Proof. Consider each i= 1, · · · ,n. Let fi ∈ LX(i) be arbitrary. By Definition 5.2.3, LX(i)
is the completion of (Ω,Cub(Si),EX(i)). The r.r.v. fi ∈ LX(i) is therefore the L1−limit
relative to EX(i) of a sequence ( fi,h)h=1,2,··· in Cub(Si) as h→ ∞. Moreover, according
to 5.2.6, we have fi(Xi) ∈ L(Xi) with E fi(Xi) = EX(i) fi, . Hence
E| fi,h(Xi)− fi(Xi)|= EX | fi,h− fi| → 0
as h→ ∞. By passing to subsequences if necessary, we may assume that
fi,h(Xi)→ fi(Xi) a.u. (5.6.5)
as h→ ∞, for each i= 1, · · · ,n.
First consider the case where fi ≥ 0 for each i= 1, · · · ,n. Let a> 0 be arbitrary. In
view of the independence of the r.v.’s X1, · · · ,Xn, we have
E
n
∏
i=1
(0∨ fi,h(Xi)∧a) =
n
∏
i=1
E(0∨ fi,h(Xi)∧a)≡
n
∏
i=1
EX(i)(0∨ fi,h∧a).
In view of the a.u. convergence 5.6.5, we can let h→ ∞ and apply the Dominated
Convergence Theorem to obtain
E
n
∏
i=1
( fi(Xi)∧a) =
n
∏
i=1
EX(i)( fi∧a).
Now let a→ ∞ and apply the Monotone Convergence Theorem to obtain
E
n
∏
i=1
fi(Xi) =
n
∏
i=1
EX(i)( fi) =
n
∏
i=1
E fi(Xi).
The same equality for arbitrary f1 ∈ LX(1), · · · , fn ∈ LX(n) follows by linearity.
We next define the conditional expectation of a r.r.v., as the revised expectation
given the observed values of all the r.v.’s in a family G.
Definition 5.6.4. (Conditional expectation). Let (Ω,L,E) be a probability space,
and let L′ be a probability subspace of L. Let Y ∈ L be arbitrary. If there exists X ∈ L′
such that EZY = EZX for each indicator Z ∈ L′, then we say that X is the condi-
tional expectation of Y given L′, and define E(Y |L′) ≡ X . We will call L|L′ ≡ {Y ∈ L :
E(Y |L′) exists} the subspace of conditionally integrable r.r.v.’s given the subspace L′.
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In the special case where L′ ≡ L(G) is the probability subspace generated by a given
family of r.v.’s with values in some complete metric space (S,d), we will simply write
E(Y |G) ≡ E(Y |L′) and say that L|G ≡ L|L′ is the subspace of conditionally integrable
r.r.v.’s given the family G. In the case where G ≡ {V1, · · · ,Vm} for some m ≥ 1, we
write also E(Y |V1, · · · ,Vm)≡ E(Y |G)≡ E(Y |L′).
In the case wherem= 1, and whereV1 = 1A for somemeasurable set Awith P(A)>
0, it can easily be verified that, for arbitrary Y ∈ L , the conditional E(Y |1A) exists is
given by E(Y |1A) = P(A)−1E(Y1A)1A. In that case, we will write
EA(Y )≡ P(A)−1E(Y1A)
for each Y ∈ L, and write PA(B)≡ EA(1B) for each measurable set B. The next lemma
proves that (Ω,L,EA) is a probability space, called the conditional probability space
given the event A.
More generally, if Y1, · · · ,Yn ∈ L|L′ then we define the vector
E((Y1, · · · ,Yn)|L′)≡ (E(Y1|L′), · · · ,E(Yn|L′))
of integrable r.r.v.’s in L′.
Let A be an arbitrary measurable subset of (Ω,L,E). If 1A ∈ L|L′ we will write
P(A|L′) ≡ E(1A|L′) and call P(A|L′) the conditional probability of the event A given
the probability subspace L′. If 1A ∈ L|G for some given family of r.v.’s with values in
some complete metric space (S,d), we will simply write P(A|G) ≡ E(1A|G). In the
case where G≡ {V1, · · · ,Vm}, we write also P(A|V1, · · · ,Vm)≡ E(1A|V1, · · · ,Vm).

Before proceeding, note that the statement E(Y |L′) = X asserts two things: that
E(Y |L′) exists, and that it is equal to X . We have defined the conditional expectation
without the sweeping classical assertion of its existence. Before we use a particular
conditional expectation, we will first supply a proof of its existence.
Lemma 5.6.5. (Conditional probability space given an event is indeed a proba-
bility space). Let the measurable set A be arbitrary, with P(A) > 0. Then the triple
(Ω,L,EA) is indeed a a probability space.
Proof. We need to verify the conditions in Definition 4.3.1 for an integration space.
1. Clearly EA is a linear function on the linear L.
2. Let (Yi)i=0,1,2,··· be an arbitrary sequence of functions in L such that Yi is non-
negative for each i ≥ 1 and such that ∑∞i=1EA(Yi) < EA(Y0). Then ∑∞i=1E(Yi1A) <
E(Y01A) by the definition of the function EA. Hence, since E is an integration, there
exists ω ∈ ⋂∞i=0 domain(Yi1A) such that ∑∞i=1Yi(ω)1A(ω) < Y0(ω)1A(ω). It follows
that 1A(ω)> 0. Dividing by 1A(ω), we obtain ∑∞i=1Yi(ω)< Y0(ω).
3. Let Y ∈ L be arbitrary. Then EA(Y ∧ n) ≡ E(Y ∧ n)1A → E(Y )1A ≡ EA(Y ) as
n→ ∞. Similarly , EA(|Y | ∧n−1)≡ E(|Y | ∧n−1)1A→ 0 as n→ ∞.
Summing up, all three conditions in Definition 4.3.1 are satisfied by the triple
(Ω,L,EA). Because L is complete relative to the integration E , in the sense of Def-
inition 4.4.1, so it can trivially be verified that L is complete relative to the integration
EA. Because 1 ∈ L with EA(1) = 1, the complete integration space (Ω,L,EA) is a prob-
ability space.
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We will show that the conditional expectation is unique if it exists, two r.v.’s con-
sidered equal if they are equal a.s. The next two proposition proves basic properties
of conditional expectations. They would be trivial classically, because the principle of
infinite search would imply, via the Radon-Nikodym Theorem, that L|L′ = L.
Proposition 5.6.6. (Basics of conditional expectation). Let (Ω,L′,E) be a probability
subspace of a probability space (Ω,L,E). Then the following holds.
1. Suppose Y1 = Y2 a.s. in L, and suppose X1,X2 ∈ L′ are such that EZYj = EZX j
for each j = 1,2, for each indicator Z ∈ L′. Then X1 = X2 a.s. Consequently, the
conditional expectation, if it exists, is uniquely defined.
2. Suppose X ,Y ∈ L|L′ . Then aX+ bY ∈ L|L′ , and
E(aX+ bY |L′) = aE(X |L′)+ bE(Y |L′),
for each a,b ∈ R. If, in addition, X ≤ Y a.s., then E(X |L′) ≤ E(Y |L′) a.s. In
particular, if |X | ∈ L|L′ also, then |E(X |L′)| ≤ E(|X ||L′) a.s.
3. E(E(Y |L′)) = E(Y ) for each Y ∈ L|L′ . Moreover, L′ ⊂ L|L′ , and E(X |L′) = X for
each X ∈ L′.
4. Suppose Y ∈ L|L′ . In other words, suppose the conditional expectation E(Y |L′)
exists. Then ZY ∈ L|L′ , and E(ZY |L′) = ZE(Y |L′), for each bounded Z ∈ L′.
5. Let Y ∈ L be arbitrary. Let G be an arbitrary set of r.v.’s with values in some
complete metric space (S,d). Suppose there exists X ∈ L(G) such that
EYh(V1, · · · ,Vk) = EXh(V1, · · · ,Vk) (5.6.6)
for each h∈Cub(Sk), for each finite subset {V1, · · · ,Vk} ⊂G, and for each k≥ 1,
then E(Y |G) = X.
6. Let L′′ be a probability subspace with L′′ ⊂ L′. Suppose X ∈ L|L′ with Y ≡
E(X |L′). Then Y ∈ LL′′ iff X ∈ LL′′ , in which case E(X |L′′) = E(E(X |L′)|L′′).
7. If Y ∈ L, and if Y,Z are independent for each indicator Z ∈ L′, then E(Y |L′) =
EY.
8. LetY be a r.r.v.. withY 2 ∈L. SupposeX ≡E(Y |L′) exists. Then X2,(Y−X)2 ∈L
and EY 2 = EX2+E(Y−X)2. Consequently, EX2≤ EY 2 and E(Y−X)2 ≤ EY 2.
Proof. 1. Let t > 0 be arbitrary and let Z ≡ 1(t<X1−X2) ∈ L′. Then
tP(t < X1−X2)≤ EZ(X1−X2) = EZ(Y1−Y2) = 0,
whence P(t < X1−X2) = 0. It follows that that (0 < X1−X2) is a null set, and that
X1 ≥ X2 a.s. By symmetry, X1 = X2 a.s.
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2. Suppose X ,Y ∈ L|L′ . Let Z ∈ L′ be an arbitrary indicator. Then
E(Z(aX+ bY)) = aE(ZX)+ bE(ZY)
= aE(ZE(X |L′))+ bE(ZE(Y |L′))
= E(Z(aE(X |L′)+ bE(Y |L′))).
Hence
E(aX+ bY |L′) = aE(X |L′)+ bE(Y |L′).
The remainder of Assertion 2 follows from assertion 1.
3. If Y ∈ L|L′ , then
E(E(Y |L′)) = E(1E(Y |L′)) = E(1Y ) = E(Y ).
Separately, if Y ∈ L′, then, for each indicator Z ∈ L′, we have trivially E(ZY ) = E(ZY ),
whence E(Y |L′) = Y .
4. Suppose Y ∈ L|L′ , with X ≡ E(Y |L′). Then, by definition, EZY = EZX for
each indicator Z ∈ L′. The equality extends to all linear combinations of integrable
indicators. Since such linear combinations are dense in L, the equality extends, by
the Dominated Convergence Theorem, to all each bounded integrable r.r.v.’s Z ∈ L′.
Moreover if U,Z ∈ L′ are bounded and integrable r.r.v.’s, so is UZ, and the previous
statement implies that E(UZY ) = E(UZX), whence E(UY |L′) =UX =UE(Y |L′).
5. LetY ∈ L be arbitrary. Suppose equality 5.6.6 holds. Let Z be an arbitrary indica-
tor in L′≡ L(G). Then Z is the L1−limit of some sequence (hn(Vn,1, · · · ,Vn,k(n)))n=1,2,···
where hn ∈Cub(Sk(n)) for each n≥ 1. Hence, by the Dominated Convergence Theorem
EYZ = lim
n→∞EYhn(Vn,1, · · · ,Vn,k(n)) = limn→∞EXhn(Vn,1, · · · ,Vn,k(n)) = EXZ,
where the second equality is due to equality 5.6.6. Thus E(Y |G)≡ E(Y |L′) = X .
6. Let U ∈ L′′ an arbitrary indicator. Then U ∈ L′. First, suppose X ∈ LL′′ , with
Z ≡ E(X |L′′) ∈ L′′. Then, by assertions 4 and 3 above, we have
EUY ≡ E(UE(X |L′)) = E(UE(E(X |L′′)|L′)) = E(UE(X |L′′))≡ EUZ,
whence E(Y |L′′) = Z. Consequently,
E(X |L′′)≡ Z = E(Y |L′′)≡ E(E(X |L′)|L′′).
Conversely, suppose Y ∈ LL′′ , with Z ≡ E(Y |L′′). Then, since U ∈ L′ and U ∈ L′′, we
have EUX = EUY = EUZ. Hence E(X |L′′) = Z and X ∈ LL′′ .
7. Suppose Y ∈ L, and suppose Y,Z are independent for each indicator Z ∈ L′.
Then, for each indicator Z ∈ L′ we have
E(ZY ) = (EZ)(EY ) = E(ZEY ).
Since trivially EY ∈ L′, it follows that E(Y |L′) = EY .
8. Let Y be a r.r.v.. with Y 2 ∈ L. Suppose X ≡ E(Y |L′) exists. Since Y ∈ L2,
there exists a deceasing sequence ε1 > ε2 > · · · of positive real numbers such that
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EY 21A < 2−k for each measurable set A with P(A) < εk, for each k ≥ 1. Since X is
a r.r.v., there exists a sequence 0 ≡ a0 < a1 < a2 < · · · of positive real numbers with
ak → ∞ such that P(|X | ≥ ak)< εk. Let k ≥ 1 be arbitrary. Then
EY 21(|X |≥a(k)) < 2−k
Write Zk ≡ 1(a(k+1)>|X |≥a(k)). Then Zk,XZk,X2Zk ∈ L′ are bounded in absolute value
by 1,ak+1,a2k+1 respectively. Hence
EY 21(a(k+1)>|X |≥a(k)) = E((Y −X)+X)2Zk
= E(Y −X)2Zk+ 2E(Y −X)XZk+EX2Zk
= E(Y −X)2Zk+ 2E(YXZk)− 2E(XXZk)+EX2Zk
= E(Y −X)2Zk+ 2E(E(Y |L′)XZk)− 2E(XXZk)+EX2Zk
≡ E(Y −X)2Zk+ 2E(XXZk)− 2E(XXZk)+EX2Zk
= E(Y −X)2Zk+EX2Zk, (5.6.7)
where the fourth equality is by applying Assertion 4 to Y and to the bounded r.r.v.
XZk ∈ L′. Since Y 2 ∈ L by assumption, we have
∞
∑
k=0
EX21(a(k+1)>|X |≥a(k)) ≤
∞
∑
k=0
EY 21(a(k+1)>|X |≥a(k)) = EY 2.
Consequently
X2 =
∞
∑
k=0
X21(a(k+1)>|X |≥a(k)) ∈ L.
Similarly, (Y−X)∈ L2.Moreover, summing equality 5.6.7 over k= 0,1, · · · ,we obtain
EY 2 = E(Y −X)2+EX2.
Assertion 8 and the proposition are proved.
Proposition 5.6.7. (Space of conditionally integrable functions given a probability
subspace is closed). Let (Ω,L,E) be a probability space. Let (Ω,L′,E) be a probabil-
ity subspace of (Ω,L,E). Let L|L′ be the space of r.r.v.’s conditionally integrable given
L′. Then the following holds.
1. Let X ,Y ∈ L be arbitrary. Suppose EUX ≤ EUY for each indicatorU ∈ L′. Then
EZX ≤ EZY for each bounded nonnegative r.r.v. Z ∈ L′.
2. Suppose Y ∈ L|L′ . Then E|E(Y |L′)| ≤ E|Y |.
3. The linear subspace L|L′ of L is closed relative to the L1-norm.
Proof. 1. Suppose EUX ≤ EUY for each indicatorU ∈ L′. Then, by linearity, EVX ≤
EVY for each nonnegative linear combinationY of indicators in L′. Now consider each
bounded nonnegative r.r.v. Z ∈ L′. We may assume, without loss of generality, that
Z has values in [0,1]. Then E|Z−Vn| → 0 for some sequence (Vn)n=1,2,···of nonneg-
ative linear combinations of indicators in L′), with values in [0,1]. By passing to a
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subsequence, we may assume that Vn → Z a.s. Hence, by the Dominated Convergence
Theorem, we have
EZX = lim
n→∞EVnX ≤ limn→∞EVnY = EZY.
2. Suppose Y ∈ L|L′ , with E(Y |L′) = X ∈ L′. Let ε > 0 be arbitrary. Then, since X
is integrable, there exists a> 0 such that EX1(|X |≤a) < ε . Then
E|X |= EX1(X>a)−EX1(X<−a)+EY1(|X |≤a)
< EX1(X>a)−EX1(X<−a)+ ε
= EY1(Y>a)−EY1(Y<−a)+ ε
≤ E|Y |1(X>a)+E|Y |1(X<−a)+ ε ≤ E|Y |+ ε,
where the second equality is because Y = E(X |L′). Since ε > 0 is arbitrarily small, we
conclude that E|X | ≤ E|Y |, as alleged.
3. Let (Yn)n=1,2,···be a sequence in L|L′ such that E|Yn−Y | → 0 for some Y ∈ L. For
each n≥ 1, let Xn ≡ E(Yn|L′). Then, By Assertion 2 above, we have
E|Xn−Xm|= E|E(Yn−Ym|L′)| ≤ E|Yn−Ym| → 0
as n,m→ ∞. Thus (Xn)n=1,2,··· is a Cauchy sequence in the complete metric space L′
relative to the L1-norm. It follows that E|Xn−X | → 0 for some X ∈ L′, as n→ ∞.
Hence, for each indicator Z ∈ L′, we have
EXZ = lim
n→∞EXnZ = limn→∞EYnZ = EYZ.
It follows that E(Y |L′) = X and Y ∈ L|L′ .
5.7 Normal Distributions
The classical development of the topics in the remainder of this chapter is exemplar of
constructive mathematics. However, some tools in said development have been given
many proofs, some constructive and others not. An example is the spectral theorem
for symmetric matrices below. For ease of reference, we therefore present some such
topics here, using only constructive proofs.
Recall some notations and basic theorems from Matrix Algebra.
Definition 5.7.1. (Matrix notations). For an arbitrary m× n matrix
θ ≡ [θi, j ]i=1,··· ,m; j=1,··· ,n ≡

θ1,1, · · · , θ1,n
· · · · ·
· · · · ·
· · · · ·
θm,1, · · · , θm,n
 ,
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of real or complex elements θi, j, we will let
θT ≡ [θ j,i] j=1,··· ,n;1=1,···m =

θ1,1, · · · , θm,1
· · · · ·
· · · · ·
· · · · ·
θ1,n , · · · , θm,n

denote the transpose, which is an n×m matrix. If n= m and θ = θT , then θ is said to
be symmetric. If θi, j = 0 for each i, j = 1, · · · ,n with i 6= j, then θ is called a diagonal
matrix. For each sequence of complex numbers (λ1, · · · ,λn), write diag(λ1, · · · ,λn) for
the diagonal matrix θ with θi,i = λi for each i= 1, · · · ,n. A matrix θ is said to be real
if all its elements θi, j are real numbers. Unless otherwise specified, all matrices in the
following are assumed to be real.
For an arbitrary sequence µ¯ ≡ (µ1, · · · ,µn) ∈ Rn, we will abuse notations and let µ¯
denote also the column vector
µ¯ ≡ (µ1, · · · ,µn)≡

µ1
.
.
.
µn
 .
Thus µ¯T = [µ1, · · · ,µn]. A 1× 1 matrix is identified with its only entry. Hence, if
µ¯ ∈ Rn, then
|µ | ≡ ‖µ¯‖ ≡
√
µ¯T µ¯ =
√
n
∑
i=1
µ2i .
We will let In denote the n× n diagonal matrix diag(1, · · · ,1). When the dimension n
is understood, we write simply I ≡ In. Likewise, we will write 0 for any matrix whose
entries are all equal to the real number 0, with dimensions understood from the context.
The determinant of an n× n matrix θ is denoted by detθ . The n complex roots
λ1, · · · ,λn of the polynomial det(θ −λ I) of degree n are called the eigenvalues of θ .
Then detθ = λ1 · · ·λn. Let j= 1, · · · ,n be arbitrary. Then there exists a nonzero column
vector x j, whose elements are in general complex, such that θx j = λ jx j. The vector x j
is called an eigenvector for the eigenvalue λ j. If θ is real and symmetric, then the n
eigenvalues λ1, · · · ,λn are real.
Let σ be a symmetric n× n matrix whose elements are real. Then σ is said to be
nonnegative definite if xTσx ≥ 0 for each x ∈ Rn. In that case all its eigenvalues are
nonnegative, and, for each eigenvalue, there exists a real eigenvector whose elements
are real. It is said to be positive definite if xTσx > 0 for each nonzero x ∈ Rn. In that
case all its eigenvalues are positive, whence σ is nonsingular, with an inverse σ−1. An
n× n real matrix U is said to be orthogonal if UTU = I. This is equivalent to saying
that the column vectors ofU form an orthonormal basis of Rn. 
Theorem 5.7.2. (Spectral Theorem for Symmetric Matrices). Let θ be an arbitrary
n× n symmetric matrix. Then the following holds.
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1. There exists an orthogonal matrix U such that UTθU = Λ, where
Λ ≡ diag(λ1, · · · ,λn)
and λ1, · · · ,λn are eigenvalues of θ .
2. Suppose, in addition, that λ1, · · · ,λn are nonnegative. Define the symmetric
matrix A≡UΛ 12UT , where Λ 12 = diag(λ
1
2
1 , · · · ,λ
1
2
n ). Then θ = AAT .
Proof. 1. Proceed by induction on n. The assertion is trivial if n = 1. Suppose the
assertion has been proved for n− 1. Recall that, for an arbitrary unit vector vn, there
exist v1, · · · ,vn−1 ∈ Rn such that v1, · · · ,vn−1,vn form an orthonormal basis of Rn. Now
let vn be an eigenvector of θ corresponding to λn. Let V be the n× n matrix whose
i-th column is vi for each i = 1, · · · ,n. Then V is an orthogonal matrix. Define an
(n− 1)× (n− 1) symmetric matrix η by ηi, j ≡ vTi θv j for each i, j = 1, · · · ,n− 1. By
the induction hypothesis, there exists an (n− 1)× (n− 1) orthogonal matrix
W ≡

w1,1, · · · , w1,n−1
· · · · ·
· · · · ·
· · · · ·
wn−1,1, · · · , wn−1,n−1

such that
WTηW = Λn−1 = diag(λ1, · · · ,λn−1) (5.7.1)
for some λ1, · · · ,λn−1 ∈ R. Define the n× nmatrices
W ′ ≡

w1,1, · · · , w1,n−1, 0
· · · · · ·
· · · · · ·
· · · · · ·
wn−1,1, · · · , wn−1,n−1, 0
0, · · · , 0, 1

andU ≡VW ′. Then it is easily verified thatU is orthogonal. Moreover,
UTθU =W ′TV TθVW ′ =W ′T

vT1 θv1, · · · , vT1 θvn−1, vT1 θvn
· · · · · ·
· · · · · ·
· · · · · ·
vTn−1θv1, · · · , vTn−1θvn−1, vTn−1θvn
vTn θv1, · · · , vTn θvn−1, vTn θvn
W
′
=

w1,1, · · · , w1,n−1, 0
· · · · · ·
· · · · · ·
· · · · · ·
wn−1,1, · · · , wn−1,n−1, 0
0, · · · , 0, 1

T 
η1,1, · · · , η1,n−1, 0
· · · · · ·
· · · · · ·
· · · · · ·
ηn−1,1, · · · , ηn−1,n−1, 0
0, · · · , 0, λn

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
w1,1, · · · , w1,n−1, 0
· · · · · ·
· · · · · ·
· · · · · ·
wn−1,1, · · · , wn−1,n−1, 0
0, · · · , 0, 1

=

λ1, · · · , 0, 0
· · · · · ·
· · · · · ·
· · · · · ·
0 · · · , λn−1, 0
0 · · · , 0, λn
≡Λ ≡ diag(λ1, · · · ,λn),
where the fourth equality is thanks to equality 5.7.1. Induction is completed. The
equality UTθU = Λ implies that θU =UΛ and that λi is an eigenvalue of θ with an
eigenvector given by the i-th column ofU . Assertion 1 is thus proved.
Since
θ =UΛUT =UΛ
1
2 Λ
1
2UT =UΛ
1
2UTUΛ
1
2UT = AAT ,
Assertion 2 is proved.
Definition 5.7.3. (Normal distribution with positive definite covariance). Let n≥ 1
and µ¯ ∈ Rn be arbitrary. Let σ be an arbitrary positive definite n× n matrix. Then the
function defined on Rn by
ϕµ¯,σ (y)≡ (2pi)−
n
2 (detσ)−
1
2 exp(−1
2
(y− µ¯)Tσ−1(y− µ¯)) (5.7.2)
for each y ∈ Rn is a p.d.f. Let Φµ¯,σ be the corresponding distribution on Rn, and
let Y ≡ (Y1, · · · ,Yn) be any r.v. with values in Rn and with Φµ¯,σ as its distribution.
Then ϕµ¯,σ ,Φµ¯,σ ,Y , and Y1, · · · ,Yn are respectively said to be the normal p.d.f , normal
distribution , normally distributed , and jointly normal , with mean µ¯ and covariance
matrix σ . Proposition 5.7.6 below justifies the terminology. The p.d.f. ϕ0,I and the
distribution Φ0,I are said to be standard normal, where I is the identity matrix.
In the case where n = 1, define σ ≡ √σ and write Φµ,σ2 also for the P.D.F.
associated with the distribution Φµ,σ2 , and call it a normal P.D.F. Thus Φ0,1(x) =∫ x
−∞ ϕ0,1(u)du for each x ∈ R.
In Definition 5.7.7, we will generalize the definition of normal distributions to an
arbitrary nonnegative definite matrix σ . 
Proposition 5.7.4. (Basics of standard normal distribution). Consider the case n=
1. Then the following holds.
1. The function ϕ0,1 on R defined by
ϕ0,1(x)≡ 1√
2pi
exp(−1
2
x2)
is a p.d.f. on R relative to the Lebesgue measure. Thus Φ0,1 is a P.D.F. on R.
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2. Write Φ ≡ Φ0,1. We will call Ψ ≡ 1−Φ : [0,∞)→ (0, 12 ] the tail of Φ. Then
Φ(−x) = 1−Φ(x) for each x ∈ R. Moreover,
Ψ(x)≤ e−x2/2
for each x≥ 0.
3. The inverse Ψ¯ : (0, 12 ]→ [0,∞) of Ψ is a decreasing function from (0,1) to R
such that Ψ¯(ε)→ ∞ as ε → 0. Moreover Ψ¯(ε)≤√−2logε for ε ∈ (0, 12 ].
Proof. 1. We calculate
(
1√
2pi
∫ +∞
−∞
e−x
2/2dx)2 =
1
2pi
∫ +∞
−∞
∫ +∞
−∞
e−(x
2+y2)/2dxdy
=
1
2pi
∫ 2pi
0
∫ +∞
0
e−r
2/2rdrdθ =
1
2pi
∫ 2pi
0
(−e−r2/2)|+∞0 dθ
=
1
2pi
∫ 2pi
0
dθ = 1, (5.7.3)
where the change of variables from (x,y) to (r,θ ) is defined by x = rcosθ and y =
r sinθ . Thus ϕ0,1 is Lebesgue integrable, with integral equal to 1, hence a p.d.f. on R.
In the above proof, we used a series of steps: (i) the function e−x
2/2 is integrable rel-
ative to the Lebesgue integration J≡ ∫ ·dx, (ii) the function e−(x2+y2)/2 is integrable rel-
ative to
∫ ∫ ·dxdy≡ J⊗J, (iii) Fubini’s Theorem equates the double integral to succes-
sive integrals in either order, (iv) a disk Da with center 0 and radius a> 0 is integrable
relative to J⊗ J, (v) the double integral ∫ ∫ e−(x2+y2)/2dxdy is equal to the limit of∫ ∫
1D(a)(x,y)e
−(x2+y2)/2dxdy as a→∞, and (vi) we make a change of integration vari-
ables from (x,y) to (r,θ ) in the last double integral. Step (i) follows from an estimate
of |ca− ca′ | → 0 as a,a′→ ∞, where ca ≡
∫ a
0 e
−x2/2dx. Step (ii) is justified by Corol-
lary 4.10.7. The use of Fubini’s Theorem in step (iii) is justified by the conclusion of
step (ii). The integrability of Da in step (iv) follows because Da = (Z ≤ a)1[−a,a]×[−a,a]
where Z is the continuous function defined by Z(x,y) ≡
√
x2+ y2. Step (v) is an ap-
plication of the Monotone Convergence Theorem. Step (vi), the change of integration
variables from rectangular- to polar coordinates, is by Corollary 13.0.11 in the Ap-
pendix. In the remainder of this book, such slow motion, blow-by-blow justifications
will mostly be left to the reader.
2. Note first that
Φ(−x)≡
∫ −x
−∞
ϕ(u)du
=
∫ ∞
x
ϕ(−v)dv=
∫ ∞
x
ϕ(v)dv= 1−Φ(x),
where we made a change of integration variables v=−u and noted that ϕ(−v) = ϕ(v).
Next, if x ∈ [ 1√
2pi
,∞), then
Ψ(x)≡ 1√
2pi
∫ ∞
x
e−u
2/2du
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≤ 1√
2pi
∫ ∞
x
u
x
e−u
2/2du=
1√
2pi
1
x
e−x
2/2 ≤ e−x2/2.
On the other hand, if x ∈ [0, 1√
2pi
), then
Ψ(x)≤Ψ(0) = 1
2
< exp(−( 1√
2pi
)2/2)≤ e−x2/2.
Therefore, by continuity, Ψ(x)≤ e−x2/2 for each x ∈ [0,∞).
3. Consider any ε ∈ (0,1). Define x ≡ √−2logε . Then Ψ(x) ≤ e−x2/2 = ε by
Assertion 2. Since Ψ¯ is a decreasing function, it follows that√
−2logε ≡ x= Ψ¯(Ψ(x))≥ Ψ¯(ε).
Proposition 5.7.5. (Moments of standard normal r.r.v.) Suppose a r.r.v. X has
the standard normal distribution Φ0,1, with p.d.f. ϕ0,1(x) ≡ 1√2pi e
−x2/2. Then Xm is
integrable for each m≥ 0, Moreover, for each even integer m≡ 2k≥ 0 we have
EXm = EX2k = (2k− 1)(2k− 3) · · ·3 ·1= (2k)!2−k/k!,
while EXm = 0 for each odd integer m> 0.
Proof. Let m≥ 0 be any even integer. Let a> 0 b arbitrary. Then, integrating by parts,
we have
1√
2pi
∫ a
−a
xm+2e−x
2/2dx=
1√
2pi
(−xm+1e−x2/2)|a−a+(m+ 1)
1√
2pi
∫ a
−a
xme−x
2/2dx
(5.7.4)
Since the function gm defined by gm(x) ≡ 1[−a,a](x)xm for each x ∈ R is Lebesgue
measurable and is bounded, Proposition 5.4.2 implies that gm is integrable relative
to the P.D.F. Φ0,1, which has ϕ0,1 as p.d.f.. Moreover, according to Proposition 5.4.2,
equality 5.7.4 can be re-written as∫
gm+2(x)dΦ0,1(x) =
1√
2pi
(−xm+1e−x2/2)|a−a+(m+ 1)
∫
gm(x)dΦ0,1(x)
or, in view of Proposition 5.4.5, as
Egm+2(X) =
1√
2pi
(−xm+1e−x2/2)|a−a+(m+ 1)Egm(X) (5.7.5)
The Lemma is trivial for m = 0. Suppose the Lemma has been prove for integers
up to and including the even integer m ≡ 2k− 2. By the induction hypothesis, Xm
is integrable. At the same time, gm(X)→ Xm in probability as a→ ∞. Hence, by
the Dominated Convergence Theorem, we have Egm(X) ↑ EXm as a → ∞. Since
|a|m+1e−a2/2 → 0 as a→ ∞, equality 5.7.5 yields Egm+2(X) ↑ (m+ 1)EXm as a→ ∞.
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The Monotone Convergence Theorem therefore implies that Xm+2 is integrable, with
EXm+2 = (m+ 1)EXm, or
EX2k = (2k− 1)EX2k−2 = · · ·= (2k− 1)(2k− 3) · · ·1= (2k)!2−k/k!
Since Xm+2 is integrable, so is Xm+1, according to Lyapunov’s inequality. Moreover,
EXm+1 =
∫
xm+1dΦ0,1(x) =
∫
xm+1ϕ0,1(x)dx= 0
since xm+1ϕ0,1(x) is an odd function of x ∈ R. Induction is completed.
The next proposition shows that ϕµ¯,σ and Φµ¯,σ in Definition 5.7.3 are well defined.
Proposition 5.7.6. (Basics of normal distributions with positive definite covari-
ance). Let n≥ 1 and µ¯ ∈ Rn be arbitrary. Let σ be an arbitrary positive definite n× n
matrix. Use the notations in Definition 5.7.3. Then the following holds.
1. ϕµ¯ ,σ is indeed a p.d.f. on R
n, i.e.
∫
ϕµ¯,σ (x)dx = 1, where
∫ ·dx stands for the
Lebesgue integration on Rn. Thus the corresponding distribution Φµ¯,σ on R
n is well
defined. Moreover, Φµ¯,σ is equal to the distribution of the r.v. Y ≡ µ¯ +AX where A is
an arbitrary n× n matrix with σ = AAT and where X is an arbitrary r.v. with values
in Rn and with the standard normal distribution Φ0,I . In short, linear combinations
of a finite set of standard normal r.r.v.’s and the constant 1 are jointly normal. More
generally, linear combinations of a finite set of jointly normal r.r.v.’s are jointly normal.
2. Let Z ≡ (Z1, · · · ,Zn) be a r.v. with values in Rn with distribution Φµ¯,σ . Then
EZ = µ¯ and E(Z− µ¯)(Z− µ¯)T = σ .
3. Let Z1, · · · ,Zn be jointly normal r.r.v.’s. Then Z1, · · · ,Zn are independent iff they
are pairwise uncorrelated. In particular, if Z1, · · · ,Zn are jointly standard normal, then
they are independent.
Proof. For each x≡ (x1, · · · ,xn) ∈ Rn, we have, by Definition 5.7.3,
ϕ0,I(x1, · · · ,xn)≡ ϕ0,I(x)≡ (2pi)−
n
2 exp(−1
2
xT x)
=
n
∏
i=1
(
1√
2pi
exp(−1
2
x2i )) = ϕ0,1(x1) · · ·ϕ0,1(xn).
Since ϕ0,1 is a p.d.f. on R according to Proposition 5.7.4 above, Proposition 4.10.7
implies that the Cartesian product ϕ0,I is a p.d.f. on Rn. Let X ≡ (X1, · · · ,Xn) be an
arbitrary r.v. with values in Rn and with p.d.f. ϕ0,I . Then
E f1(X1) · · · fn(Xn)
=
∫
· · ·
∫
f1(x1) · · · fn(xn)ϕ0,1(x1) · · ·ϕ0,1(xn)dx1 · · ·dxn
=
n
∏
i=1
∫
fi(xi)ϕ0,1(xi)dxi = E f1(X1) · · ·E fn(Xn) (5.7.6)
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for each f1, · · · , fn ∈C(R). Separately, for each i= 1, · · · ,n, the r.r.v. Xi has distribution
ϕ0,1, whence Xi has m-th moment for each m≥ 0, with EXmi = 0 if m is odd, according
to Proposition 5.7.5.
1. Next let σ , µ¯ be as given. Let A be an arbitrary n×n matrix such that σ = AAT .
By 5.7.2, such a matrix A exists. Then det(σ) = det(A)2. Since σ is positive definite,
it is nonsingular and so is A. Let X be an arbitrary r.v. with values in Rn and with
the standard normal distribution Φ0,I . Define the r.v. Y ≡ µ¯ +AX . Then, for arbitrary
f ∈C(Rn), we have
E f (Y ) = E f (µ¯ +AX) =
∫
f (µ¯ +Ax)ϕ0,I(x)dx
≡ (2pi)− n2
∫
f (µ¯ +Ax)exp(−1
2
xT x)dx
= (2pi)−
n
2 det(A)−1
∫
f (y)exp(−1
2
(y− µ¯)T (A−1)TA−1(y− µ¯))dy
= (2pi)−
n
2 det(σ)−
1
2
∫
f (y)exp(−1
2
(y− µ¯)Tσ−1(y− µ¯))dy
≡
∫
f (y)ϕµ¯ ,σ (y)dy,
where the fourth equality is by the change of integration variables y = µ¯ +Ax. Thus
ϕµ¯,σ is the p.d.f. on Rn of the r.v. Y , and Φµ¯,σ is the distribution of Y .
2. Next, let Z1, · · · ,Zn be jointly normal r.r.v.’s with distribution Φµ¯ ,σ . By Asser-
tion 1, there exist a standard normal r.v. X ≡ (X1, · · · ,Xn) on some probability space
(Ω′,L′,E ′), and an n×n matrix AAT = σ , such that E ′ f (µ¯ +AX) = Φµ¯ ,σ ( f ) = E f (Z)
for each f ∈C(Rn). Thus Z and Y ≡ µ¯ +AX induce the same distribution on Rn. Let
i, j = 1, · · · ,n be arbitrary. Since Xi,X j,XiX j and, therefore, Yi,Yj,YiYj are integrable,
so are Zi,Z j,ZiZ j, with ,
EZ = E ′Y = µ¯ +AE ′X = µ¯ ,
and
E(Z− µ¯)(Z− µ¯)T = E ′(Y − µ¯)(Y − µ¯)T = AE ′XXTAT = AAT = σ .
3. Suppose Z1, · · · ,Zn are pairwise uncorrelated. Then σ i, j =E(Zi− µ¯i)(Z j− µ¯ j) =
0 for each i, j = 1, · · · ,n with i 6= j. Thus σ and σ−1 are diagonal matrices, with
(σ−1)i, j = σ i,ior 0 according as i = j or not. Hence, for each f1, · · · , fn ∈ C(R), we
have
E f1(Z1) · · · fn(Zn)
= (2pi)−
n
2 (detσ)−
1
2
∫
· · ·
∫
f (z1) · · · f (zn)exp(−12(z− µ¯)
Tσ−1(z− µ¯))dz1 · · ·dzn
=(2pi)−
n
2 (σ1,1 · · ·σn,n)−
1
2
∫
· · ·
∫
f (z1) · · · f (zn)exp
n
∑
i=1
(−1
2
(zi− µ¯i)σ−1i,i (zi− µ¯i))dz1 · · ·dzn
= (2piσ i,i)
− 12
∫
f (zi)exp(−12(zi− µ¯i)σ
−1
i,i (zi− µ¯i))dzi
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= E f1(Z1) · · ·E fn(Zn).
We conclude that Z1, · · · ,Zn are independent if they are pairwise uncorrelated. The
converse is trivial.
Next we generalize the definition of normal distribution to include the case where
the covariance matrix nonnegative definite.
Definition 5.7.7. (Normal distribution with nonnegative definite covariance). Let
n≥ 1 and µ¯ ∈ Rn be arbitrary. Let σ be an arbitrary nonnegative definite n×n. Define
the normal distribution Φµ¯ ,σon Rn by
Φµ¯,σ ( f )≡ lim
ε→0
Φµ¯,σ+εI( f ) (5.7.7)
for each f ∈ C(Rn), where, for each ε > 0, the function Φµ¯ ,σ+εI is the normal dis-
tribution on Rn introduced in Definition 5.7.3 for the positive definite matrix σ + εI.
Lemma 5.7.8 below proves that Φµ¯,σ well defined and is indeed a distribution.
A sequence Z1, · · · ,Zn of r.r.v.’s is said to be jointly normal, with Φµ¯,σ as distribu-
tion, if Z ≡ (Z1, · · · ,Zn) has the distribution Φµ¯,σ on Rn.
Lemma 5.7.8. (Normal distribution with nonnegative definite covariance is well
defined). Use the notations and assumptions in Definition 5.7.7. Then the following
holds.
1. The the limit limε→0 Φµ¯,σ+εI( f ) in equality 5.7.7 exists for each f ∈ C(Rn).
Moreover, Φµ¯,σ is the distribution of Y ≡ µ¯ + AX for some standard normal X ≡
(X1, · · · ,Xn) and some n× n matrix A with AAT = σ .
2. If σ is positive definite, then Φµ¯,σ ( f ) =
∫
f (y)ϕµ¯ ,σ (y)dy, where ϕµ¯,σ was de-
fined in Definition 5.7.3. Thus Definition 5.7.7 of Φµ¯,σ for a nonnegative definite σ is
consistent with the previous Definition 5.7.3 for a positive definite σ .
3. Let Z ≡ (Z1, · · · ,Zn) be an arbitrary r.v. with values in Rn and with distribution
Φµ¯,σ . Then Z
k(1)
1 · · ·Zk(n)n is integrable for each k1, · · · ,kn ≥ 0. In particular, Z has
mean µ¯ and covariance matrix σ .
Proof. 1. Let ε > 0 be arbitrary. Then σ + εI is positive definite. Hence, the normal
distribution Φµ¯,σ+εI has been defined. Separately, Theorem 5.7.2 implies that there
exists an orthogonal matrix U such that UTσU = Λ, where Λ ≡ diag(λ1, · · · ,λn) is a
diagonal matrix whose diagonal elements consist of the eigenvalues λ1, · · · ,λn of σ .
These eigenvalues are nonnegative since σ is nonnegative definite. Hence, again by
Theorem 5.7.2, we have
σ + εI = AεA
T
ε , (5.7.8)
where
Aε ≡UΛ
1
2
ε U
T , (5.7.9)
where Λ
1
2
ε = diag(
√
λ1+ ε, · · · ,
√
λn+ ε).
Now let X be an arbitrary r.v. on Rn with the standard normal distribution Φ0,I . In
view of equality 5.7.8, Proposition 5.7.6 implies that Φµ¯,σ+εI is equal to the distribution
of the r.v.
Y (ε) ≡ µ¯ +AεX .
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Define A≡UΛ 12UT , where Λ 12 = diag(√λ1, · · · ,
√
λn) and define Y ≡ µ¯ +AX . Then
E|AεX−AX |2 = EXT (Aε −A)T (Aε −A)X
=
n
∑
i=1
n
∑
j=1
n
∑
k=1
EXiUi, j(
√
λ j+ ε−
√
λ j)
2U j,kXk
=
n
∑
i=1
n
∑
j=1
Ui, j(
√
λ j+ ε−
√
λ j)
2U j,i
=
n
∑
j=1
(
√
λ j+ ε−
√
λ j)
2
n
∑
i=1
Ui, jU j,i
=
n
∑
j=1
(
√
λ j+ ε−
√
λ j)
2 → 0
as ε → 0. Lyapunov’s inequality then implies that
E|Y (ε)−Y |= E|AεX−AX | ≤ (E|AεX−AX |2) 12 → 0
as ε → 0. In other words, Y (ε) → Y in probability. Consequently, the distribution
Φµ¯,σ+εI converges to the distribution FY of Y . We conclude that the limit Φµ¯,σ ( f ) in
equality 5.7.7 exists and is equal to EF(Y ). In other words, Φµ¯,σ is the distribution of
the r.v. Y ≡ µ¯ +AX . Moreover,
AAT =UΛ
1
2UTUΛ
1
2UT =UΛUT = σ .
Assertion 1 is proved.
2. Next suppose σ is positive definite. Then ϕµ¯,σ+εI → ϕµ¯,σ uniformly on compact
subsets of Rn. Hence
lim
ε→0
Φµ¯ ,σ+εI( f ) = lim
ε→0
∫
f (y)ϕµ¯ ,σ+εI(y)dy=
∫
f (y)ϕµ¯ ,σ (y)dy
for each f ∈ C(Rn). Therefore Definition 5.7.7 is consistent with Definition 5.7.3,
proving Assertion 2.
3. Now let Z ≡ (Z1, · · · ,Zn) be any r.v. with values in Rn and with distribution
Φµ¯,σ . By Assertion 1, Φµ¯,σ is the distribution ofY ≡ µ¯+AX for some standard normal
X ≡ (X1, · · · ,Xn) and some n× n matrix A with AAT = σ . Thus Z and Y has the same
distribution. Let k1, · · · ,kn ≥ 0 be arbitrary. Then the r.r.v. Y k(1)1 · · ·Y k(n)n is a linear
combination of products X j(1)1 · · ·X j(n)n integrable where j1, · · · , jn ≥ 0, each of which
is integrable in view of Proposition 5.7.5 and Proposition 4.10.7. Hence Y k(1)1 · · ·Y k(n)n
is integrable. It follows that Zk(1)1 · · ·Zk(n)n is integrable. EZ = EY = µ¯ and
E(Z− µ¯)(Z− µ¯)T = E(Y − µ¯)(Y − µ¯)T = EAXXTAT = AAT = σ .
In other words, Z has mean µ¯ and covariance matrix σ , proving Assertion 3.
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We will need some bounds related to the normal p.d.f. in later sections.
Recall from Proposition 5.7.4 the standard normal P.D.F. Φ on R, its tail Ψ, and the
inverse function Ψ¯ of the latter.
Lemma 5.7.9. (Some bounds for normal probabilities).
1. Suppose h is a measurable function on R relative to the Lebesgue integration. If
|h| ≤ a on [−α,α] and |h| ≤ b on [−α,α]c for some a,b,α > 0, then∫
|h(x)|ϕ0,σ (x)dx≤ a+ 2bΨ(α
σ
)
for each σ > 0.
2. In general, let n≥ 1 be arbitrary. Let I denote the n×n identity matrix. Suppose
f is a Lebesgue integrable function on Rn, with | f | ≤ 1. Let σ > 0 be arbitrary.
Define a function fσ on R
n by
fσ (x)≡
∫
y∈Rn
f (x− y)ϕ0,σ I(y)dy
for each x∈Rn. Suppose f is continuous at some t ∈Rn. In other words, suppose,
for arbitrary ε > 0, there exists δ f (ε, t)> 0 such that | f (t)− f (r)| < ε for each
r ∈ Rn with |r− t|< δ f (ε, t). Let ε > 0 be arbitrary. Let α ≡ δ f ( ε2 , t) > 0 and
let
σ < α/Ψ¯(
1
2
(1− (1− ε
4
)
1
n )). (5.7.10)
Then
| fσ (t)− f (t)| ≤ ε.
3. Again consider the case n= 1. Let ε > 0 be arbitrary. Suppose σ > 0 is so small
that σ < ε/Ψ¯( ε8 ). Let r,s ∈ R be arbitrary with r+ 2ε < s. Let f ≡ 1(r,s]. Then
1(r+ε,s−ε]− ε ≤ fσ ≤ 1(r−ε,s+ε]+ ε .
Proof. 1. We estimate
1√
2piσ
∫
|h(x)|e−x2/(2σ2)dx
≤ 1√
2piσ
∫ α
−α
ae−x
2/(2σ2)dx+
1√
2piσ
∫
|x|>α
be−x
2/(2σ2)dx
≤ a+ 1√
2pi
∫
|u|> ασ
be−u
2/2du= a+ 2bΨ(
α
σ
)
2. Let f , t,ε,δ f , α , and σ be as given. Then inequality 5.7.10 implies that
(1− (1− ε
4
)
1
n )> 2Ψ(
α
σ
),
whence
2(1− (1− 2Ψ(α
σ
))n)<
ε
2
. (5.7.11)
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Then, | f (t− u)− f (t)|< ε2 for u ∈ Rn with ‖u‖ ≡ |u1| ∨ · · ·∨ |un|< α . By hypothesis
σ ≤ α/Ψ¯( ε8 ). Hence ασ ≥ Ψ¯( ε8 ) and so Ψ(ασ )≤ ε8 . Hence, by Assertion 1, we have
| fσ (t)− f (t)|= |
∫
( f (t− u)− f (t))ϕ0,σ I(u)du|
≤
∫
u:‖u‖<α
| f (t− u)− f (t)|ϕ0,σ I(u)du+
∫
u:‖u‖≥α
| f (t− u)− f (t)|ϕ0,σ I(u)du
≤ ε
2
+ 2(1−
∫
u:‖u‖<α
ϕ0,σ I(u)du)
=
ε
2
+ 2(1− (Φ(α
σ
)−Φ(α
σ
))n)
=
ε
2
+ 2(1− (1− 2Ψ(α
σ
))n)
<
ε
2
+
ε
2
= ε,
as desired, where the last inequality is from inequality 5.7.11.
3. Define fσ (x)≡
∫
f (x−y)ϕ0,σ (y)dy for each x ∈ R. Consider each t ∈ (r+ε,s−
ε]. Then f is constant in a neighborhood of t, hence continuous at t. More precisely,
let δ f (θ , t)≡ ε for each θ > 0. Then
(t− δ f (θ ), t+ δ f (θ )) = (t− ε, t+ ε)⊂ (r,s]⊂ ( f = 1)
for each θ > 0. Let α ≡ δ f ( ε2 , t)≡ ε . Then, by hypothesis
σ < εΨ¯(
ε
8
)−1 = α/Ψ¯(
1
2
(1− (1− ε
4
))). (5.7.12)
Hence, by Assertion 2, we have
| f (t)− fσ (t)| ≤ ε,
where t ∈ (r+ ε,s− ε] is arbitrary. Since 1(r+ε,s−ε](t)≤ f (t), it follows that
1(r+ε,s−ε](t)− ε ≤ fσ (t) (5.7.13)
for each t ∈ (r+ ε,s− ε]. Since fσ ≥ 0, inequality 5.7.13 is trivially satisfied for
t ∈ (−∞,r+ ε] ∪ (s− ε,∞). We have thus proved that inequality 5.7.13 holds on
domain(1(r+ε,s−ε]). Next consider any t ∈ (−∞,r− ε]∪ (s+ ε,∞). Again, for arbi-
trary θ > 0 we have | f (t)− f (u)|= 0 < θ for each u ∈ (t− δ f (θ ), t+ δ f (θ )). Hence,
by Assertion 2, we have fσ (t) = fσ (t)− f (t)< ε . It follows that
fσ (t)≤ 1(r−ε,s+ε](t)+ ε (5.7.14)
for each t ∈ (−∞,r− ε]∪ (s+ ε,∞). Since fσ ≤ 1, inequality 5.7.14 is trivially sat-
isfied for t ∈ (r − ε,s+ ε]. We have thus proved that inequality 5.7.14 holds on
domain(1(r−ε,s+ε]). Assertion 3 is proved.
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5.8 Characteristic Functions
In previous sections we analyzed distributions J on a locally compact metric space
(S,d) in terms of their values Jg at basis functions g in a partition of unity. In the
special case where (S,d) is the Euclidean space R, the basis functions can be replaced
by the exponential functions hλwith λ ∈ R, where hλ (x) ≡ eiλ x, where i ≡
√−1. The
result is characteristic functions, a most useful in the study of distributions of r.r.v.’s.
The classical development of this tool in usual texts, e.g. [Chung 1968] or [Loeve 1960]
is constructive, except for infrequent and superficial appeals to the principle of infinite
search. The bare essentials of this material is presented here for completeness and for
ease of reference. The reader who is familiar with the topic and is comfortable that the
classical treatment is constructive, or easily made so, can skip over this and the next
section and come back for reference.
We will be working with complex-valued measurable functions. Let C denote the
complex plane equipped with the usual metric.
Definition 5.8.1. (Complex valued integrable function). Let I be an integration on
a locally compact metric space (S,d), and let (S,Λ, I) denote the completion of the
integration space (S,C(S), I). A function X ≡ IU+ iIV : S→C whose real partU and
imaginary part V are measurable on (S,Λ, I) is said to be measurable on (S,Λ, I). If
both U,V are integrable, then X is said to be integrable, with integral IX ≡ IU + iIV .

By separation into real and imaginary parts, the complex-valued functions imme-
diately inherit the bulk of the theory of integration developed hitherto in this book for
real-valued functions. One exception is the very basic inequality |IX | ≤ I|X | when |X |
is integrable. Its trivial proof in the case of real valued integrable functions relies on the
linear ordering of R, which is absent in C. The next lemma gives a proof for complex
valued integrable functions.
Lemma 5.8.2. (|IX | ≤ I|X | for complex valued integrable function X). Use the
notations in Definition 5.8.1. Let X : S→ C be an arbitrary complex valued function.
Then the function X is measurable in the sense of Definition 5.8.1 iff it is measurable
in the sense of Definition 5.8.1. In other words, the former is consistent with the latter.
Moreover, if X is measurable and if |X | ∈ L, then X is integrable with |IX | ≤ I|X |.
Proof. Write X ≡ IU + iIV , where U,V are the real and imaginary parts of X respec-
tively.
1. Suppose X is measurable in the sense of Definition 5.8.1. ThenU,V : (S,Λ, I)→
R are measurable functions. Therefore the function (U,V ) : (S,Λ, I)→R2 is measurable.
At the same time, we have X = f (U,V ), where the continuous function f : R2 → C is
defined by f (u,v) ≡ u+ iv. Hence X is measurable in the sense of Definition 4.8.1,
according to Proposition 4.8.7.
Conversely, suppose X(S,Λ, I)→C is measurable in the sense of Definition 4.8.1.
Note thatU,V are continuous functions of X . Hence, again by Proposition 4.8.7, both
U,V are measurable. Thus X is measurable in the sense of Definition 5.8.1.
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2. Suppose X is measurable and |X | ∈ L. Then, by Definition 5.8.1, bothU and V
are measurable, with |U |∨ |V | ≤ |X | ∈ L, it follows thatU,V ∈ L. Thus X is integrable
according to Definition 5.8.1.
Let ε > 0 be arbitrary. Then either (i) I|X |< 3ε , or (ii) I|X |> 2ε .
First consider Case (i). Then
|IX |= |IU+ iIV | ≤ |IU |+ |iIV | ≤ I|U |+ I|V | ≤ 2I|X |< I|X |+ 3ε.
Now consider Case (ii). By the Dominated Convergence Theorem, there exists
a> 0 so small that I(|X | ∧a)< ε . Then
I|X |1(|X |≤a) ≤ I(|X | ∧a)< ε. (5.8.1)
Write A≡ (a< |X |). Then
|IU1A− IU |= |IU1(|X |≤a)| ≤ I|U |1(|X |≤a) ≤ I|X |1(|X |≤a) < ε.
Similarly, |IV1A− IV |< ε . Hence
|I(X1A)− IX |= |I(U1A− IU)+ i(IV1A− IV)|< 2ε. (5.8.2)
Write c≡ I|X |1A. Then it follows that
c≡ I|X |1A = I|X |− I|X |1(|X |≤a) > 2ε− 2ε = 0,
where the inequality is on account of Condition (ii) and inequality 5.8.1. Now define
a probability integration space (S,L,E) using g ≡ c−1|X |1A as a probability density
function on the integration space (S,Λ, I). Thus
E(Y )≡ c−1I(Y |X |1A)
for each Y ∈ L. Then
|c−1I(X1A)| ≡ |E( X|X | ∨a1A)|= |E(
U
|X | ∨a1A)+ iE(
V
|X | ∨a1A)|
= ((E(
U
|X | ∨a1A))
2+(E(
V
|X | ∨a1A))
2)
1
2
≤ (E( U
2
(|X | ∨a)2 1A)+E(
V 2
(|X | ∨a)21A))
1
2 = (E(
|X |2
(|X | ∨a)2 1A))
1
2 ≤ 1,
where the inequality is thanks to Lyapunov. Hence |I(X1A)| ≤ c ≡ I|X |1A. Inequality
5.8.2 therefore yields
|IX |< |I(X1A)|+ 2ε ≤ I|X |1A+ 2ε < I|X |+ 3ε.
Summing up, we have |IX |< I|X |+3ε regardless of Case (i) or Case (ii), where ε > 0
is arbitrary. We conclude that I|X | ≤ I|X |.
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Lemma 5.8.3. (Basic inequalities for exponentials). Let x,y,x′,y′ ∈ R be arbitrary,
with y≤ 0 and y′ ≤ 0. Then
|eix− 1| ≤ 2∧|x| (5.8.3)
and
|eix+y− eix′+y′ | ≤ 2∧|x− x′|+ 1∧|y− y′|.
Proof. If x≥ 0, then
|eix− 1|2 = |cosx− 1+ isinx|2 = 2(1− cosx)
= 2
∫ x
0
sinudu≤ 2
∫ x
0
udu≤ x2. (5.8.4)
Hence, by symmetry and continuity, |eix− 1| ≤ |x| for arbitrary x ∈ R. At the same
time, |eix− 1| ≤ 2. Equality 5.8.3 follows.
Now assume y≥ y′.
|eix+y− eix′+y′ | ≤ |eix+y− eix′+y|+ |eix′+y− eix′+y′ |
≤ |eix− eix′ |ey+ |ey− ey′ | ≤ |ei(x−x′)− 1|ey+ ey(1− e−(y−y′))
≤ (2∧|x− x′|)ey+(1− e−(y−y′))≤ 2∧|x− x′|+ 1∧|y− y′|
\where the last inequality is because y′ ≤ y ≤ 0 by assumption. Hence, by symmetry
and continuity, the same inequality holds for arbitrary y,y′ ≤ 0.
Recall the matrix notations and basics from Definition 5.7.1. Moreover, we will
write |x| ≡ (x21+ · · ·+ x2n)
1
2 and write ‖x‖ ≡ |x1| ∨ · · ·∨ |xn| for each x≡ (x1, · · · ,xn) ∈
Rn.
Definition 5.8.4. (Characteristic function, Fourier transform, and convolution).
Let n≥ 1 be arbitrary.
1. Let X ≡ (X1, · · · ,Xn) be a r.v. with values in Rn. The characteristic function of
X is the complex-valued function ψX on Rn defined by
ψX (λ )≡ E exp iλ TX ≡ E cos(λ TX)+ iE sin(λ TX).
for each λ ∈ Rn.
2. Let J be an arbitrary distribution on Rn. The characteristic function of J is
defined to be ψJ ≡ ψX , where X is any r.v. with values in Rn such that EX = J. Thus
ψJ(λ )≡ Jhλ where hλ (x)≡ exp iλ TX for each λ ,x ∈ Rn.
3. If g is a complex-valued integrable function on Rn relative to the Lebesgue
integration, the Fourier transform of g is defined to be the complex valued function gˆ
on Rn with
gˆ(λ )≡
∫
x∈Rn
(exp iλ T x)g(x)dx
for λ ∈ Rn, where ∫ ·dx signifies the Lebesgue integration on Rn, and where x ∈ Rn
is the integration variable. The convolution of two complex-valued Lebesgue inte-
grable functions f ,g on Rn is the complex valued function f ⋆g defined by ( f ⋆g)(x)≡∫
y∈Rn f (x− y)g(y)dy for each x ∈ Rn.
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4. Suppose n = 1. Let F be an P.D.F. on R. The characteristic function of F is
defined as ψF ≡ ψJ , where J ≡
∫ ·dF . If, in addition, F has a p.d.f. f on R, then the
characteristic function of f is defined as ψ f ≡ψF . In that case, ψF(λ ) =
∫
eiλ t f (t)dt ≡
fˆ (λ ) for each λ ∈ R.

We can choose to express the characteristic function in terms of the r.v. X , or in
terms of the distribution J, or, in the case n= 1, the P.D.F., as a matter of convenience.
A theorem proved in one set of notations will be used in another set without further
comment.
Lemma 5.8.5. (Basics of convolution). Let f ,g,h be complex-valued Lebesgue inte-
grable functions on Rn. Then the following holds.
1. f ⋆ g is Lebesgue integrable.
2. f ⋆ g= g ⋆ f
3. ( f ⋆ g)⋆ h= f ⋆ (g ⋆ h)
4. (a f + bg)⋆ h= a( f ⋆ h)+ b(g ⋆ h) for all complex numbers a,b.
5. Suppose n= 1, and suppose g is a p.d.f. If | f | ≤ a for some a∈ R then | f ⋆g| ≤ a.
If f is real-valued with a≤ f ≤ b for some a,b ∈ R, then a≤ f ⋆ g≤ b.
6. f̂ ⋆ g= fˆ gˆ
7. | fˆ | ≤ ‖ f‖1 ≡
∫
x∈Rn | f (x)|dx
Proof. If f and g are real-valued, then the integrability of f ⋆g follows from Corollary
13.0.12 in the appendices. Assertion 1 then follows by linearity. We will prove Asser-
tions 6 and 7, the remaining assertions left as an exercise. For Assertion 6, note that,
for each λ ∈ Rn, we have
f̂ ⋆ g(λ )≡
∫
(exp iλ T x)(
∫
f (x− y)g(y)dy)dx
=
∫ ∞
−∞
(
∫ ∞
−∞
(exp iλ T (x− y)) f (x− y)dx)(exp iλ T y)g(y)dy
=
∫ ∞
−∞
(
∫ ∞
−∞
(exp iλ Tu) f (u))du)(exp iλ T y)g(y)dy
=
∫
fˆ (λ )(exp iλ T y)g(y)dy= fˆ (λ )gˆ(λ ),
as asserted. At the same time, for each λ ∈ Rn, we have
| fˆ (λ )| ≡ |
∫
x∈Rn
(exp iλ T x) f (x)dx|
≤
∫
x∈Rn
|(exp iλ T x) f (x)|dx| =
∫
x∈Rn
| f (x)|dx,
where the inequality is by Lemma 5.8.2. Assertion 7 is verified.
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Proposition 5.8.6. (Uniform continuity of characteristic functions). Let X be a r.v.
with values in Rm. Let βX be a modulus of tightness of X. Then the following holds.
1. |ψX (λ )| ≤ 1 and ψa+BX(λ ) = exp(iλ Ta)ψX(λ TB) for each a,λ ∈ Rn and for
each n×m matrix B.
2. ψX is uniformly continuous. More precisely, ψX has a modulus of continuity
given by δ (ε) ≡ ε3/β ( ε3) for ε > 0.
3. If g is a Lebesgue integrable function on Rn, then gˆ is uniformly continuous.
More precisely, for each ε > 0 there exists γ ≡ γg(ε)> 0 so large that
∫
1(|x|>γ)|g(x)|dx<
ε . Then a modulus of continuity of gˆ is given by δ (ε) ≡ ε‖g‖+2/γg( ε‖g‖+2) for
ε > 0, where ‖g‖ ≡ ∫ |g(t)|dt.
Proof. 1. For each λ ∈ Rn we have |ψX (λ )| ≡ |E exp(iλ TX)| ≤ E|exp(iλ TX)|= E1=
1.Moreover
ψa+BX(λ ) = exp(iλ
Ta)E(iλ TBX) = exp(iλ T a)ψX(λ
TB)
for each a,λ ∈ Rn and for each n×m matrix B.
2. Let ε > 0. Let δ (ε) ≡ ε3/β ( ε3 ). Suppose h ∈ Rn is such that |h| < δ (ε). Then
β ( ε3 )<
ε
3|h| . Pick a ∈ (β ( ε3 ), ε3|h|). Then P(|X |> a)< ε3 by the definition of β . On the
other hand, for each x ∈ Rn with |x| ≤ a, we have |exp(ihT x)− 1| ≤ |hT x| ≤ |h|a < ε3 .
Hence, for each λ ∈ Rn,
|ψX (λ + h)−ψX(λ )| ≤ E|exp(iλ TX)(exp(ihTX)− 1)|
≤ E(|exp(ihTX)− 1|; |X | ≤ a)+ 2P(|X |> a)< ε
3
+ 2
ε
3
= ε
3. Proceed in the same manner as above. Let ε > 0. Write ε ′ ≡ ε‖g‖+2 . Let δ (ε) ≡
ε ′
γg(ε ′) . Suppose h ∈ Rn is such that |h|< δ (ε). Then γg(ε ′)<
ε ′
|h| . Pick a ∈ (γg(ε ′), ε
′
|h| ).
Then
∫
|x|>a |g(x)|dx< ε ′ by the definition of γg. Moreover, for each x∈ Rn with |x| ≤ a,
we have |exp(ihT x)− 1| ≤ |hTx| ≤ |h|a< ε ′. Hence, for each λ ∈ Rn,
|gˆ(λ + h)− gˆ(λ )| ≤
∫
|exp(iλ T x)(exp(ihTx)− 1)g(x)|dx
≤
∫
|x|≤a
|(exp(ihT x)− 1)g(x)|dx+
∫
|x|>a
|2g(x)|dx
≤ ε ′
∫
|g(x)|dx+ 2ε ′ = ε ′(‖g‖+ 2) = ε.
Lemma 5.8.7. (Characteristic function of normal distribution). Let Φµ¯,σ be an
arbitrary normal distribution on Rn, with mean µ¯ and covariance matrix σ . Then the
characteristic function of Φµ¯,σ is given by
ψµ¯,σ (λ )≡ exp(iµ¯Tλ −
1
2
λ Tσλ )
for each λ ∈ Rn.
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Proof. 1. Consider the special case where n = 1, µ¯ = 0, and σ = 1. Let X be a
r.r.v. with the standard normal distribution Φ0,1. By 5.7.5, X p is integrable for each
p ≥ 0, with mp ≡ EX p = (2k)!2−k/k! if p is equal to some even integer 2k, and with
mp≡EX p= 0 otherwise. Using these moment formulas, we compute the characteristic
function
ψ0,1(λ ) =
1√
2pi
∫
eiλ xe−x
2/2dx=
1√
2pi
∫ ∞
∑
p=0
(iλx)p
p!
e−x
2/2dx
=
∞
∑
p=0
(iλ )p
p!
mp =
∞
∑
k=0
(−1)kλ 2k
(2k)!
m2k
=
∞
∑
k=0
(−1)kλ 2k
(2k)!
(2k)!2−k/k!=
∞
∑
k=0
(−λ 2/2)k
k!
= e−λ
2/2
where Fubini’s Theorem justifies any change in the order of integration and summation.
2. Now consider the general case. By Lemma 5.7.8, Φµ¯ ,σ is the distribution of a
r.v. Y = µ¯ +AX for some matrix A with σ ≡ AAT and for some r.v. X with the standard
normal p.d.f. ϕ0,I on Rn, where I is the n× n identity matrix. Let λ ∈ Rn be arbitrary.
Write θ ≡ ATλ . Then
ψµ¯,σ (λ )≡ E exp(iλ TY )≡ E exp(iλ T µ¯ + iλ TAX)
=
∫
x∈Rn
exp(iλ T µ¯ + iθTx)ϕ0,I(x)dx
= exp(iλ T µ¯)
∫
· · ·
∫
exp(i
n
∑
j=1
θ jx j)ϕ0,1(x1) · · ·ϕ0,1(xn)dx1 · · ·dxn,
where we used Theorem 13.0.9 for the change of integration variables. By Fubini’s
Theorem and by the first part of this proof, this reduces to
ψµ¯,σ (λ ) = exp(iλ
T µ¯)
n
∏
j=1
(
∫
exp(iθ jx j)ϕ0,1(x j)dx j)
= exp(iλ T µ¯)
n
∏
j=1
exp(−1
2
θ 2j ) = exp(iλ
T µ¯)exp(−1
2
θTθ )
= exp(iλ T µ¯− 1
2
λ TAATλ )≡ exp(iλ T µ¯− 1
2
λ Tσλ ).
Corollary 5.8.8. (Convolution with normal density). Suppose f is a Lebesgue in-
tegrable function on Rn. Let σ > 0 be arbitrary. Write σ ≡ σ2I, where I is the n× n
identity matrix. Define fσ ≡ f ⋆ϕ0,σ . Then
fσ (t) = (2pi)
−n
∫
exp(iλ T t− 1
2
σ2λ Tλ ) fˆ (−λ )dλ
for each t ∈ Rn.
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Proof. In view of Lemma 5.8.7, we have, for each t ∈ Rn,
fσ (t)≡
∫
ϕ0,σ (t− x) f (x)dx= (2piσ2)−
n
2
∫
exp(− 1
2σ2
(t− x)T (t− x)) f (x)dx
= (2piσ2)−
n
2
∫
ψ0,I(σ
−1(t− x)) f (x)dx
= (2piσ2)−
n
2
∫ ∫
(2pi)−
n
2 exp(iσ−1(t− x)Ty− 1
2
yT y) f (x)dxdy
= (2piσ)−n
∫
exp(−iσ−1yT t− 1
2
yT y) fˆ (−σ−1y)dy
= (2pi)−n
∫
exp(−iλ T t− 1
2
σ2λ Tλ ) fˆ (−λ )dλ
Note that in the double integral, the integrand is a continuous function in (x,y) and
is bounded in absolute value by a constant multiple of exp(− 12yT y) f (x) which is, by
Proposition 4.10.7, Lebesgue integrable on R2n. This justifies the changes in order of
integration, thanks to Fubini.
The next theorem recovers a distribution on Rn from its characteristic function.
Theorem 5.8.9. (Inversion formula for characteristic functions). Let J,J′ be distri-
bution on Rn, with characteristic functions ψJ,ψJ′ respectively. Let f be an arbitrary
Lebesgue integrable function on Rn. Let fˆ denote the Fourier Transform of f . Let σ > 0
be arbitrary. Write σ ≡ σ2I, where I is the n×n identity matrix. Define fσ ≡ f ⋆ϕ0,σ .
Then the following holds.
1. We have
J fσ = (2pi)
−n
∫
exp(−1
2
σ2λ Tλ ) fˆ (−λ )ψJ(λ )dλ . (5.8.5)
2. Suppose f ∈Cub(Rn) and | f | ≤ 1. Let ε > 0 be arbitrary. Suppose σ > 0 is so
small that
σ ≤ δ f (ε2 )/
√
−2log(1
2
(1− (1− ε
4
)
1
n )).
Then
|J f − J fσ | ≤ ε.
Consequently J f = limσ→0 J fσ .
3. Suppose f ∈Cub(R) is arbitrary such that fˆ is Lebesgue integrable on Rn. Then
J f = (2pi)−n
∫
fˆ (−λ )ψJ(λ )dλ .
4. If ψJ is Lebesgue integrable on Rn, then J has a p.d.f. Specifically, then
J f = (2pi)−n
∫
f (x)ψˆJ(−x)dx
for each f ∈C(Rn).
Yuen-Kwok Chan 176 Constructive Probability
5.8. CHARACTERISTIC FUNCTIONS
5. J = J′ iff ψJ = ψJ′ .
Proof. Write ‖ f‖ ≡ ∫ | f (t)|dt < ∞. Then | fˆ | ≤ ‖ f‖.
1. Consider the function Z(λ ,x) ≡ exp(iλ T x− 12σ2λ Tλ ) fˆ (−λ ) on the product
space (Rn,L0, I0)⊗ (Rn,L,J) where (Rn,L0, I0) ≡ (Rn,L0,
∫ ·dx) is the Lebesgue in-
tegration space and where (Rn,L,J) is the probability space that is the completion
of (Rn,Cub(Rn),J). The function Z is a continuous function of (λ ,x). Hence Z is
measurable. Moreover, |Z| ≤U whereU(λ ,x) ≡ ‖ f‖e−σ2λ 2/2 is integrable. Hence Z
is integrable by the Dominated Convergence Theorem.
Define hλ (t)≡ exp(itTλ ) for each t,λ ∈ Rn. Then J(hλ ) = ψJ(λ ) for each λ ∈ Rn.
Corollary 5.8.8 then implies that
J fσ = (2pi)
−n
∫
J(hλ )exp(−
1
2
σ2λ Tλ ) fˆ (−λ )dλ
≡ (2pi)−n
∫
ψJ(λ )exp(−12σ
2λ Tλ ) fˆ (−λ )dλ , (5.8.6)
proving Assertion 1.
2. Now suppose f ∈ Cub(Rn) with modulus of continuity δ f with | f | ≤ 1. Recall
that Ψ¯ : (0, 12 ]→ [0,∞) denotes the inverse of the tail functionΨ≡ 1−Φ of the standard
normal P.D.F. Φ. Proposition 5.7.4 says that Ψ¯(α) ≤ √−2logα for each α ∈ (0, 12 ].
Hence
σ ≤ δ f (ε2 )/
√
−2log(1
2
(1− (1− ε
4
)
1
n ))≤ δ f (ε2 )/Ψ¯(
1
2
(1− (1− ε
4
)
1
n )),
where the first inequality is by hypothesis. Therefore Lemma 5.7.9 implies that | fσ −
f | ≤ ε . Consequently |J f − J fσ | ≤ ε . Hence J f = limσ→0 J fσ . This proves Assertion
2.
3. Now let f ∈Cub(Rn) be arbitrary. Then, by linearity, Assertion 2 implies that
lim
σ→0
J fσ = J f . (5.8.7)
J fσ = (2pi)
−n
∫
exp(−1
2
σ2λ Tλ ) fˆ (−λ )ψJ(λ )dλ . (5.8.8)
Suppose fˆ is Lebesgue integrable on Rn. Then the integrand in equality 5.8.5 is dom-
inated in absolute value by the integrable function | fˆ |, and converges a.u. on Rn to the
function fˆ (−λ )ψJ(λ ) as σ → 0. Hence the Dominated Convergence Theorem implies
that
lim
σ→0
J fσ = (2pi)
−n
∫
fˆ (−λ )ψJ(λ )dλ .
Combining with equality 5.8.7, Assertion 3 is proved.
4. Next consider the case whereψJ is Lebesgue integrable. Suppose f ∈C(Rn)with
| f | ≤ 1. Then the functionUσ (x,λ )≡ f (x)ψJ(λ )e−iλ x−σ2λ 2/2 is an integrable function
relative to the product Lebesgue integration on R2n, and is dominated in absolute value
by the integrable function f (x)ψJ(λ ). Moreover, Uσ → U0 uniformly on compact
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subsets of R2n whereU0(x,λ )≡ f (x)ψJ(λ )e−iλ x. HenceUσ →U0 in measure relative
to I0⊗ I0. The Dominated Convergence Theorem therefore yields, as σ → 0,
J fσ = (2pi)
−n
∫
exp(−1
2
σ2λ Tλ ) fˆ (−λ )ψJ(λ )dλ
= (2pi)−n
∫
exp(−1
2
σ2λ Tλ )ψJ(λ )
∫
exp(−iλx) f (x)dxdλ
→ (2pi)−n
∫
ψJ(λ )
∫
exp(−iλx) f (x)dxdλ
= (2pi)−n
∫
ψˆ(−x) f (x)dx.
On the other hand, by Assertion 2, we have I fσ → I f as σ → 0. Assertion 4 is proved.
5. Assertion 5 follows from Assertion 4.
Definition 5.8.10. (Metric of characteristic functions). Let n ≥ 1 be arbitrary. Let
ψ ,ψ ′ be arbitrary characteristic functions on Rn. Define
ρchar(ψ ,ψ
′)≡ ρch,n(ψ ,ψ ′)≡
∞
∑
j=1
2− j sup
|λ |≤ j
|ψ(λ )−ψ ′(λ )|. (5.8.9)
Then ρchar is a metric. 
We have seen earlier that characteristic functions are continuous and bounded in
absolute values by 1. Hence the supremum inside the parentheses in equality 5.8.9
exists and is bounded by 2. Thus ρchar is well-defined. In view of Theorem 5.8.9, it is
easily seen that ρchar is a metric. Convergence relative to ρchar is equivalent to uniform
convergence on each compact subset of Rn.
The next theorem shows that the correspondence between distributions on Rn and
their characteristic functions is uniformly continuous when restricted to a tight subset.
Theorem 5.8.11. (Continuity Theorem for characteristic functions). Let ξ be an
arbitrary binary approximation of R. Let n ≥ 1 be arbitrary, but fixed. Let ξ n ≡
(Ap)p=1,2,··· be the binary approximation of Rn which is the n-th power of ξ ,. Let ‖ξ n‖
be the modulus of local compactness of Rn associated with ξ n. Let ρDist,ξ n be the
corresponding distribution metric on the space of distributions on Rn, as in Definition
5.3.4. Let Ĵ0 be a family of distributions on R
n.
Let J,J′ ∈ Ĵ0 be arbitrary, with corresponding characteristic functions ψ ,ψ ′. Then
the following holds.
1. For each ε > 0, there exists δch,dstr(ε,n)> 0 such that if ρchar(ψ ,ψ ′)< δch,dstr(ε,n)
then ρDist,ξ n(J,J
′)< ε .
2. Suppose Ĵ0 is tight, with some modulus of tightness β . Then, for each ε >
0, there exists δdstr,ch(ε,β ,‖ξ n‖) > 0 such that if ρDist,ξ n(J,J′) < δdstr,ch(ε,β ) then
ρchar(ψ ,ψ
′)< ε .
3. If (Jm)m=0,1,··· is a sequence of distributions on Rn with a corresponding sequence
(ψm)m=0,1,··· of characteristic functions such that ρchar(ψm,ψ0)→ 0, then Jm ⇒ J0.
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Proof. Let
piRn ≡ ({gp,x : x ∈ Ap})p=1,2,··· (5.8.10)
be the partition of unity of Rn determined by ξ n, as introduced in Definition 3.2.4. Thus
‖ξ n‖ ≡ (|Ap|)p=1,2,···. Let
vn ≡
∫
|y|≤1
dy,
the volume of the unit sphere {y ∈ Rn : |y| ≤ 1} in Rn.
1. Let ε > 0 be arbitrary. For abbreviation, write
α ≡ 1
8
ε.
Let p≡ [0∨ (1− log2 ε)]1. Thus
2−p <
ε
2
.
For each θ > 0 define
δp(θ )≡ 2−p−1θ > 0. (5.8.11)
Recall from Proposition 5.7.4 the standard normal P.D.F. Φ on R, its decreasing tail
functionΨ : [0,∞)→ (0, 12 ], and the inverse function Ψ¯ : (0, 12 ]→ [0,∞) of the latter.
Define
σ ≡ δp(α2 )/
√
−2log(1
2
(1− (1− α
4
)
1
n ))> 0. (5.8.12)
Define
m≡ [σ−1n 12 Ψ¯(1
2
∧ v−1n ε2−5(2pi)
n
2 σnn−1)]1.
Thus m≥ 1 is so large that
vn2
2(2pi)−
n
2 σ−nnΨ(σn−
1
2m)<
1
8
ε. (5.8.13)
Finally, define
δch,dstr(ε)≡ δch,dstr(ε,n)≡ v−1n ε2−m−3(2pi)
n
2 σn > 0. (5.8.14)
Now suppose the characteristic functions ψ ,ψ ′ on Rn are such that
ρchar(ψ ,ψ
′)≡
∞
∑
j=1
2− j sup
|λ |≤ j
|ψ(λ )−ψ ′(λ )|< δch,dstr(ε). (5.8.15)
We will prove that ρDist,ξ n(J,J
′)< ε . To that end, first note that, with m≥ 1 as defined
above, the last displayed inequality implies
sup
|λ |≤m
|ψ(λ )−ψ ′(λ )|< 2mδch,dstr(ε). (5.8.16)
Next, let k = 1, · · · , p and x ∈ Ak be arbitrary. Write f ≡ gk,x for abbreviation. Then,
by Proposition 3.2.5, f has values in [0,1] and has Lipschitz constant 2k+1 ≤ 2p+1.
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Consequently, f has the modulus of continuity δp defined in equality 5.8.11 above.
Hence, in view of equality 5.8.12, Theorem 5.8.9 implies that
|J f − J fσ | ≤ α ≡ 18ε, (5.8.17)
and that
J fσ = (2pi)
−n
∫
exp(−1
2
σ2λ Tλ ) fˆ (−λ )ψ(λ )dλ , (5.8.18)
where fσ ≡ f ⋆ϕ0,σ2I , where I is the n× n identity matrix, and where fˆ stands for the
Fourier transform of f . Moreover, by Proposition 3.2.5, the function f ≡ gk,x has the
sphere {y ∈ Rn : |y− x| ≤ 2−k+1} as support. Therefore
| fˆ | ≤
∫
f (y)dy≤ vn(2−k+1)n < vn. (5.8.19)
where vn is the volume of the unit n-sphere in Rn, as defined previously.
By equality 5.8.18 for J and a similar equality for J′, we have
|J fσ − J′ fσ |= (2pi)−n|
∫
exp(−1
2
σ2λ Tλ ) fˆ (−λ )(ψ(λ )−ψ ′(λ ))dλ |
≤ (2pi)−n
∫
|λ |≤m
exp(−1
2
σ2λ Tλ )| fˆ (−λ )(ψ(λ )−ψ ′(λ )|dλ
+(2pi)−n
∫
|λ |>m
exp(−1
2
σ2λ Tλ )| fˆ (−λ )(ψ(λ )−ψ ′(λ )|dλ ). (5.8.20)
In view of inequalities 5.8.19 and 5.8.16, the first summand in the last sum is bounded
by
(2pi)−nvn2mδch,dstr(ε)
∫
exp(−1
2
σ2λ Tλ )dλ
≤ (2pi)−nvn2mδch,dstr(ε)(2pi)
n
2 σ−n =
1
8
ε,
where the last equality is from the defining equality 5.8.14. The second summand is
bounded by
(2pi)−nvn2
∫
|λ |>m
exp(−1
2
σ2λ Tλ )dλ
≤ (2pi)−nvn2
∫
· · ·
∫
|λ1|∨···∨|λn|>m/
√
n
exp(−1
2
σ2(λ 21 + · · ·+λ 2n ))dλ1 · · ·dλn
≤ (2pi)−nvn2(2pi)
n
2 σ−n
∫
· · ·
∫
|λ1|∨···∨|λn|>σm/
√
n
ϕ0,1(λ1) · · ·ϕ0,1(λn)dλ1 · · ·dλn
≤ vn2(2pi)− n2 σ−n
n
∑
j=1
∫
· · ·
∫
|λ j |>σm/
√
n
ϕ0,1(λ1) · · ·ϕ0,1(λn)dλ1 · · ·dλn
= vn2(2pi)
− n2 σ−n
n
∑
j=1
∫
|λ j |>σm/
√
n
ϕ0,1(λ j)dλ j
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= vn2
2(2pi)−
n
2 σ−nnΨ(σn−
1
2m)<
1
8
ε,
where the last inequality follows from inequality 5.8.13. Hence inequality 5.8.20 yields
|J fσ − J′ fσ | ≤ 18ε +
1
8
ε =
1
4
ε.
Combining with inequality 5.8.17 for J and a similar inequality for J′, we obtain
|J f − J′ f | ≤ |J f − J fσ |+ |J fσ − J′ fσ |+ |J′ f − J′ fσ |
≤ 1
8
ε +
1
4
ε +
1
8
ε =
ε
2
,
where f ≡ gk,x, where k= 1, · · · , p and x ∈ Ap are arbitrary. Hence
ρDist,ξ n(J,J
′)≡
∞
∑
k=1
2−k|Ak|−1 ∑
x∈A(k)
|Jgk,x− J′gk,x|
≤
p
∑
k=1
2−k
ε
2
+
∞
∑
k=p+1
2−k
≤ ε
2
+ 2−p <
ε
2
+
ε
2
= ε.
Assertion 1 has been proved.
2. Conversely, let ε > 0 be arbitrary. Write p≡ [0∨ (2− log2 ε)]1. For each θ > 0
define δp(θ ) ≡ p−1θ . By Proposition 5.3.11, there exists ∆˜( ε4 ,δp,β ,‖ξRn‖) > 0 such
that if
ρDist,ξ n(J,J
′)< ∆˜(
ε
4
,δp,β ,‖ξ n‖)
then, for each f ∈Cub(Rn) with modulus of continuity δp and with | f | ≤ 1, we have
|J f − J′ f |< ε
4
. (5.8.21)
Define
δdstr,ch(ε,β ,‖ξ n‖)≡ ∆˜(ε4 ,δp,β ,‖ξ
n‖). (5.8.22)
We will prove that δdstr,ch(ε,β ,‖ξ n‖) has the desired properties. To that end, suppose
ρDist,ξ n(J,J
′)< δdstr,ch(ε,β ,‖ξ n‖)≡ ∆˜(ε4 ,δp,β ,‖ξ
n‖).
Let λ ∈ Rn be arbitrary with |λ | ≤ p. Define the function
hλ (x)≡ exp(iλ T x)≡ cosλ T x+ isinλ T x
for each x ∈ Rn. Then, using inequality 5.8.3, we obtain
|cosλ Tx− cosλ T y| ≤ |exp(iλ T x)− exp(iλ T y)|
Yuen-Kwok Chan 181 Constructive Probability
CHAPTER 5. PROBABILITY SPACE
= |exp(iλ T (x− y))− 1| ≤ |λ T (x− y)| ≤ p|x− y|,
for each x,y ∈ Rn. Hence the function cos(λ T ·) on Rn has modulus of continuity δp.
Moreover, |cos(λ T ·)| ≤ 1. Hence, inequality 5.8.21 is applicable and yields
|J cos(λ T ·)− J′ cos(λ T ·)|< ε
4
.
Similarly
|J sin(λ T ·)− J′ sin(λ T ·)|< ε
4
.
Combining,
|ψ(λ )−ψ ′(λ )|= |Jhλ − J′hλ |
≤ |J cos(λ T ·)− J′ cos(λ T ·)|+ |J sin(λ T ·)− J′ sin(λ T ·)|< ε
2
, (5.8.23)
where λ ∈ Rn is arbitrary with |λ | ≤ p. We conclude that
ρchar(ψ ,ψ
′)≡
∞
∑
j=1
2− j sup
|λ |≤ j
|ψ(λ )−ψ ′(λ )|
≤
p
∑
j=1
2− j sup
|λ |≤p
|ψ(λ )−ψ ′(λ )|+
∞
∑
j=p+1
2− j2
≤ ε
2
+ 2−p+1≤ ε
2
+
ε
2
= ε.
3. Finally, suppose ρchar(ψm,ψ0)→ 0. Then, by Assertion 1, we have ρDist,ξ n(Jm,J0)→
0 as m→ ∞. Hence Proposition 5.3.5 implies that Jm ⇒ J0.
The theorem is proved.
The following propositions relate the moments of a r.r.v. X to the derivatives of its
characteristic function.
Proposition 5.8.12. (Taylor expansion of characteristic functions). Let n ≥ 1 be
arbitrary, and let X be an arbitrary r.r.v. Suppose Xn is integrable, with a simple
modulus of integrability ηintg in the sense of Definition 4.7.3, and with E|X |n ≤ b for
some b> 0. Let ψ denote the characteristic function of X. Define the remainder rn(λ )
by
ψ(λ )≡
n
∑
k=0
(iλ )kEX k/k!+ rn(λ )
for each λ ∈ R. Then the following holds.
1. The characteristic function ψ has continuous derivative of order n on R, with
ψ(k)(λ ) = ikEX keiλX (5.8.24)
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for each λ ∈ R, for each k = 0, · · · ,n. In particular the k-th moment of X is
given by EX k = (−i)kψ(k)(0), for each k= 0, · · · ,n. Moreover, ψ(n) is uniformly
continuous on R, with a modulus of continuity δψ,n on R defined by
δψ,n(ε)≡ ε2b(ηintg(
ε
2
))−
1
n
for each ε > 0.
2. For each λ ∈ R with
|λ |< n!ε
2b
(ηintg(
n!ε
2
))−
1
n ,
we have |rn(λ )|< ε|λ |n.
3. Suppose Xn+1 is integrable. Then, for each t ∈ R, we have
ψ(t)≡
n
∑
k=0
ψ(k)(t0)(t− t0)k/k!+ r¯n(t)
where
|r¯n(t)| ≤ |t− t0|n+1E|X |n+1/(n+ 1)!.
Proof. We first observe that (eiax− 1)/a→ ix uniformly for x in any compact interval
[−t, t] as a→ 0. This can be shown by first noting that, for arbitrary ε > 0, Taylor’s
Theorem in the Appendix implies |eiax−1− iax|≤ a2x2/2 and so |a−1(eiax−1)− ix|≤
ax2/2< ε for each x ∈ [−t, t], provided that a< 2ε/t2.
1. Let λ ∈ R be arbitrary. Proceed inductively. The assertion is trivial if n = 0.
Suppose the assertion has been proved for k = 0, · · ·n− 1. Let ε > 0 be arbitrary, and
let t be so large that P(|X |> t)< ε . For a > 0, define Da ≡ ikX keiλX(eiaX − 1)/a. By
the observation at the beginning of this proof,Da converges uniformly to ik+1X k+1eiλX
on (|X | ≤ t) as a→ 0. Thus we see that Da converges a.u. to ik+1X k+1eiλX . At the
same time |Da| ≤ |X |k|(eiaX − 1)/a| ≤ |X |k+1 where |X |k+1 is integrable. The Domi-
nated Convergence Theorem applies, yielding lima→0EDa = ik+1EX k+1eiλX . On the
other hand, by the induction hypothesis EDa ≡ a−1(ikEX kei(λ+a)X − ikEX keiλX) =
a−1(ψ(k)(λ + a)−ψ(k)(λ )). Combining, we see that d
dλ ψ
(k)(λ ) exists and is equal to
ik+1EX k+1eiλX . Induction is completed.
We next prove the continuity ofψ(n). To that end, let ε > 0 be arbitrary. Let λ ,a∈R
be arbitrary with
|a|< δψ,n(ε)≡ ε2b(ηintg(
ε
2
))−
1
n .
Then
|ψ(n)(λ + a)−ψ(n)(λ )|= |EXnei(λ+a)X −EXneiλX |
≤ E|X |n|eiaX − 1| ≤ E|X |n(2∧|aX |)
≤ 2E|X |n1(|X |n>ηintg( ε2 ))+E|X |
n(|aX |)1(|X |n≤ηintg( ε2 ))
≤ ε
2
+ |a|(ηintg(ε2 ))
1
nE|X |n < ε
2
+
ε
2b
E|X |n ≤ ε
2
+
ε
2
= ε.
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Thus δψ,n is the modulus of continuity of ψ(n) on R. Assertion 1 is verified.
2. Assertion 2 is an immediate consequence of Assertion 1 above and Assertion 2
of Theorem 14.0.1 when we set f ≡ ψ , t = λ and t0 = 0 in the latter.
3. Suppose Xn+1 is integrable. Then ψ(n+1) exists on R, with |ψ(n+1)| ≤ E|X |n+1
by equality 5.8.24. Hence r¯n(t)≤ E|X |n+1|t− t0|n+1/(n+1)! according to Assertion 3
of Theorem 14.0.1.
For the proof of a partial converse, we need some basic equalities for binomial coeffi-
cients.
Lemma 5.8.13. (Binomial coefficients). For each n≥ 1 the sum
n
∑
k=0
(nk)(−1)kk j = 0
for j = 0, · · · ,n− 1, and
n
∑
k=0
(nk)(−1)kkn = (−1)nn!.
Proof. Differentiate j times the binomial expansion
(1− et)n =
n
∑
k=0
(nk)(−1)kekt
to get
n(n− 1) · · ·(n− j+ 1)(−1) j(1− et)n− j =
n
∑
k=0
(nk)(−1)kk jekt ,
and then set t to 0.
Classical proofs for the next theorem in familiar texts rely on Fatou’s Lemma,
which is not constructive because it trivially implies the principle of infinite search.
The following proof contains an easy fix.
Proposition 5.8.14. (Moments of r.r.v. and derivatives of its characteristic func-
tion). Let ψ denote the characteristic function of X. Let n ≥ 1 be arbitrary. If ψ
has a continuous derivative of order 2n in some neighborhood of λ = 0, then X2n is
integrable.
Proof. Write λk ≡ 2−k for each k≥ 1. Then
sin2(λkX)
λ 2k
=
sin2(2λk+1X)
(2λk+1)2
=
(2sin(λk+1X)cos(λk+1X))2
(2λk+1)2
=
sin2(λk+1X)
λ 2k+1
cos2(λk+1X)≤ sin
2(λk+1X)
λ 2k+1
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for each k ≥ 1. Thus we see that the sequence (( sin2(λkX)
λ 2
k
)n)k=1,2,··· of integrable r.r.v.’s
is nondecreasing. Since ψ(2n) exists, we have, by Taylor’s Theorem, Theorem 14.0.1
in the Appendix,
ψ(λ ) =
2n
∑
j=0
ψ( j)(0)
j!
λ j+ o(λ 2n)
as λ → 0. Hence for any λ ∈ R we have
E(
sinλX
λ
)2n = E(
eiλX − e−iλX
2iλ
)2n = (2iλ )−2nE
2n
∑
k=0
(2nk )(−1)kei(2n−2k)λX
= (2iλ )−2n
2n
∑
k=0
(2nk )(−1)kψ((2n− 2k)λ )
= (2iλ )−2n
2n
∑
k=0
(2nk )(−1)k{
2n
∑
j=0
ψ( j)(0)
j!
(2n− 2k) jλ j+ o(λ 2n)}
= (2iλ )−2n{o(λ 2n)+
2n
∑
j=0
ψ( j)(0)λ j
j!
2n
∑
k=0
(2nk )(−1)k(2n− 2k) j}
= o(1)+ (2iλ )−2n{ψ(2n)(0)λ 2n22n}= (−1)nψ(2n)(0)
in view of Lemma 5.8.13. Consequently E( sinλkXλk )
2n → (−1)nψ(2n)(0). At the same
time sinλktλk → t uniformly for t in any compact interval. Hence (
sinλkX
λk
)2n ↑ X2n a.u.
as k→ ∞. Therefore, by the Monotone Convergence Theorem, the limit r.r.v. X2n =
limk→∞(
sinλkX
λk
)2n is integrable.
Proposition 5.8.15. (Product distribution and direct product of characteristic func-
tion). Let F1,F2 be distributions on R
n and Rm respectively, with the characteristic
functions ψ1,ψ2 respectively. Let the function ψ1⊗ψ2 be defined by
(ψ1⊗ψ2)(λ )≡ ψ1(λ1)ψ2(λ2)
for each λ ≡ (λ1,λ2) ∈ Rn+m be arbitrary, whereλ1 ∈ Rn and λ2 ∈ Rm. Let F be a
distribution on Rn+m with characteristic function ψ . Then F = F1⊗F2 iff ψ = ψ1⊗ψ2.
Proof. Suppose F = F1⊗F2. Let λ ≡ (λ1,λ2) ∈ Rn+m be arbitrary, whereλ1 ∈ Rn and
λ2 ∈ Rm. Let exp(iλ T ·) be the function on Rn+m whose value at arbitrary x≡ (x1,x2) ∈
Rn+m, where x1 ∈ Rn and x2 ∈ Rm, is exp(iλ T x). Similarly let exp(iλ T1 ·),exp(iλ T2 ·) be
the functions whose values at (x1,x2) ∈ Rn+m are exp(iλ T1 x1),exp(iλ T2 x2) respectively.
Then
ψ(λ )≡ F exp(iλ T ·) = F exp(iλ T1 ·)exp(iλ T2 ·)
= (F1⊗F2)exp(iλ T1 ·)exp(iλ T2 ·)
= (F1 exp(iλ
T
1 ·))(F2 exp(iλ T2 ·))
= ψ1(λ1)ψ2(λ2) = (ψ1⊗ψ2)(λ ).
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Thus ψ = ψ1⊗ψ2.
Conversely, suppose ψ = ψ1⊗ψ2. Let G ≡ F1⊗F2. Then G has characteristic
function ψ1⊗ψ2 by the previous paragraph. Thus the distributions F and G have the
same characteristic functionψ . By Theorem 5.8.9, it follows that F =G≡ F1⊗F2.
Corollary 5.8.16. (Independence in terms of characteristic functions). Let X1 :
Ω → Rn and X2 : Ω → Rm be r.v.’s on a probability space (Ω,L,E), with charac-
teristic functions ψ1,ψ2 respectively. Let ψ be the characteristic function of the r.v.
X ≡ (X1,X2) : Ω→ Rn+m. Then X1,X2 are independent iff ψ = ψ1⊗ψ2.
Proof. Let F,F1,F2 be the distributions induced by X ,X1,X2 on Rn+m,Rn,Rm respec-
tively. Then X1,X2 are independent iff F = F1⊗F2, by Definition 5.6.1. Since F =
F1⊗F2 iff ψ = ψ1⊗ψ2, according to Proposition 5.8.15, the corollary is proved.
Proposition 5.8.17. (Conditional expectation of jointly normal r.r.v.’s). Let Z1, · · · ,Zn,
Y1, · · · ,Ym be arbitrary jointly normal r.r.v.’s with mean 0. Suppose the covariance
matrix σZ ≡ EZZT of Z ≡ (Z1, · · · ,Zn) is positive definite. Let σY ≡ EYYT be the
covariance matrix of Y ≡ (Y1, · · · ,Ym). Define the n×m cross-covariance matrix
cZ,Y ≡ EZY T , and define the n×m matrix bY ≡ σ−1Z cZ,Y . Then the following holds.
1. The m×m matrix σY |Z ≡ σY − cTZ,Yσ−1Z cZ,Y is nonnegative definite.
2. For each f ∈ LY , we have
E( f (Y )|Z) = ΦbTY Z,σY |Z f .
Heuristically, given Z, the conditional distribution of Y is normal with mean bTY Z
and covariance matrix σY |Z . In particular, E(Y |Z) = bTY Z = cTZ,Yσ−1Z Z.
3. The r.v.’s V ≡ E(Y |Z) and X ≡ Y −E(Y |Z) are independent normal r.v.’s with
values in Rm.
4. EY TY = EV TV +EXTX .
Proof. 1. LetX ≡ (X1, · · · ,Xm)≡Y−bTYZ. ThusY = bTYZ+X .Then Z1, · · · ,Zn,X1, · · · ,Xm
are jointly normal according to Proposition 5.7.6. Furthermore,
EZXT = EZY T −EZZTbY ≡ cZ,Y −σZbY = 0,
while the covariance matrix of X is given by
σX ≡ EXXT = EYYT −EYZTbY −EbTYZY T +EbTYZZT bY
= σY − cTZ,YbY − bTY cZ,Y + bTYσZbY
= σY − cTZ,Yσ−1Z cZ,Y − bTY cZ,Y + bTY cZ,Y
= σY − cTZ,Yσ−1Z cZ,Y ≡ σY |Z,
whence σY |Z is nonnegative definite.
Yuen-Kwok Chan 186 Constructive Probability
5.8. CHARACTERISTIC FUNCTIONS
2. Hence the r.v. U ≡ (Z,X) in Rn+m has mean 0 and covariance matrix
σU ≡
[
σZ 0
0 σX
]
≡
[
σZ 0
0 σY |Z
]
.
Accordingly,U has the characteristic function
E exp(iλ TU) = ψ0,σU (λ )≡ exp(−
1
2
λ TσUλ )
= exp(−1
2
θTσZθ )exp(−12γ
TσX γ)
= E exp(iθTZ)E exp(iγTX),
for each λ ≡ (θ1, · · · ,θn,γ1, · · · ,γm) ∈ Rn+m. It follows from Corollary 5.8.16 that Z,X
are independent. In other words, the distribution E(Z,X) induced by (Z,X) on R
n+m is
given by the product distribution,
E(Z,X) = EZ⊗EX
of EZ ,EX induced on Rn,Rm respectively by Z,X respectively.
Now let f ∈ LY be arbitrary. Thus f (Y ) ∈ L. Let z ≡ (z1, · · · ,zn) ∈ Rn and z ≡
(x1, · · · ,xm) ∈ Rm be arbitrary. Define
f˜ (z,x) ≡ f (bTY z+ x)
and
f¯ (z) ≡ EX f˜ (z, ·) ≡ E f˜ (z,X)≡ E f (bTY z+X) = ΦbTY z,σY |Z f .
We will prove that the r.r.v. f¯ (Z) is the condition expectation of f (Y ) given Z. To that
end, let g ∈C(Rn) be arbitrary. Then, by Fubini’s Theorem
E f (Y )g(Z) = E f˜ (Z,X)g(Z) = E(Z,X)( f˜ g) = EZ⊗EX( f˜ g)
= EZ(EX( f˜ g)) = EZ f¯ g= E f¯ (Z)g(Z).
It follows thatE( f (Y )|Z)= f¯ (Z)≡ΦbTY Z,σY |Z f . In particular,E(Y |Z)= b
T
YZ= c
T
Z,Yσ
−1
Z Z.
3. By Step 2, the r.v.’s Z,X are independent normal. Hence the r.v.’sV ≡ E(Y |Z) =
bTYZ and X ≡ Y −E(Y |Z) are independent normal.
4. Hence EV TX = (EV T )(EX) = 0. It follows that
EY TY = E(V +X)T (V +X) = EV TV +EXTX .
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5.9 The Central Limit Theorem
Let X1, · · · ,Xn be independent r.r.v.’s with mean 0 and standard deviations σ1, · · · ,σn
respectively. Define σ by σ2 = σ21 + · · ·+σ2n and consider the distribution F of the
scaled sum X = (X1+ · · ·+Xn)/σ . By replacing Xi with Xi/σ we may assume that
σ = 1. The Central Limit Theorem says that, if each individual summand Xi is small
relative to the sum X , then F is close to the standard normal distribution Φ0,1.
One criterion, due to Lindberg and Feller, for the summands Xk (k= 1, · · · ,n) to be
individually small relative to the sum, is for
θ (r)≡
n
∑
k=1
(E1|Xk|>rX
2
k +E1|Xk|≤r|Xk|3)
to be small for some r ≥ 0.
Lemma 5.9.1. Suppose r ≥ 0 is such that θ (r)< 18 . Then
n
∑
k=1
σ3k ≤ θ (r) (5.9.1)
Proof. Consider each k = 1, · · · ,n. Then, since θ (r) < 18 by hypothesis, we have z ≡
E1|Xk|>rX
2
k <
1
8 and a≡ E1|Xk|≤r|Xk|3 < 18 . A consequence is that (z+a2/3)3/2 ≤ z+a
which can be seen by noting that the two sides are equal at z = 0 and by comparing
first derivatives relative to z on [0, 18 ]. Lyapunov’s inequality then implies that
σ3k = (EX
2
k 1(|Xk|>r)+EX
2
k 1(|Xk|≤r))
3/2
≤ (EX2k 1(|Xk|>r)+(E|Xk|31(|Xk|≤r))2/3)3/2
≡ (z+ a2/3)3/2 ≤ z+ a≡ EX2k 1(|Xk|>r)+E|Xk|31(|Xk|≤r).
Summing over k, we obtain inequality 5.9.1.
Theorem 5.9.2. (Central Limit Theorem). Let f ∈ C(R) and ε > 0 be arbitrary.
Then there exists δ > 0 such that, if θ (r)< δ for some r ≥ 0, then
|
∫
f (x)dF(x)−
∫
f (x)dΦ0,1(x)|< ε. (5.9.2)
Proof. Let ξR be an arbitrary, but fixed, binary approximation of R relative to the ref-
erence point 0. We assume, without loss of generality, that | f (x)| ≤ 1. Let δ f be a
modulus of continuity of f , and let b> 0 be so large that f has [−b,b] as support. Let
ε > 0 be arbitrary. By Proposition 5.3.5, there exists δ
Ĵ
(ε,δ f ,b,‖ξR‖)> 0 such that, if
the distributions F,Φ0,1 satisfy
ρξ (R)(F,Φ0,1)< ε
′ ≡ δ
Ĵ
(ε,δ f ,b,‖ξR‖), (5.9.3)
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then inequality 5.9.2 holds. Separately, according to Corollary 5.8.11, there exists
δch,dstr(ε
′)> 0 such that, if the characteristic functions ψF ,ψ0,1 of F,Φ0,1 respectively
satisfy
ρchar(ψF ,ψ0,1)≡
∞
∑
j=1
2− j sup
|λ |≤ j
|ψF(λ )−ψ0,1(λ )|< ε ′′ ≡ δch,dstr(ε ′), (5.9.4)
then inequality 5.9.3 holds.
Now take m≥ 1 be so large that 2−m+2 < ε ′′, and define
δ ≡ 1
8
∧ 1
6
m−3ε ′′.
Suppose
θ (r)< δ
for some r ≥ 0. Then θ (r)< 18 . We will show that inequality 5.9.2 holds.
To that end, let λ ∈ [−m,m] and k = 1, · · · ,n be arbitrary. Let ϕk denote the char-
acteristic function of Xk, and let Yk be a normal r.r.v. with mean 0, variance σ2k , and
characteristic function e−σ
2
k λ
2/2. Then
E|Yk|3 =
2√
2piσk
∫ ∞
0
y3 exp(− 1
2σ2k
y2)dy.
=
4σ3k√
2pi
∫ ∞
0
uexp(−u)du= 4σ
3
k√
2pi
= 2
√
2
pi
σ3k ,
wherewe made a change of integration variables u≡− 1
2σ2
k
y2. Moreover, since∑nk=1 σ
2
k =
1 by assumption, and since all characteristic functions have absolute value bounded by
1, we have
|ϕF(λ )− e−λ 2/2|= |
n
∏
k=1
ϕk(λ )−
n
∏
k=1
e−σ
2
k λ
2/2|
≤
n
∑
k=1
|ϕk(λ )− e−σ
2
k λ
2/2|. (5.9.5)
By Proposition 5.8.12, the Taylor expansions up to degree 2 for the characteristic func-
tions ϕk(λ ) and e−σ
2
k λ
2/2 are equal because the two corresponding distributions have
equal first and second moments. Hence the difference of the two functions is equal to
the difference of the two remainders in their respective Taylor expansions. Again by
Proposition 5.8.12, the remainder for ϕk(λ ) is bounded by
λ 2EX2k 1(|Xk|>r)+
|λ |3
3!
E|Xk|31(|Xk|≤r)
≤ m3(EX2k 1(|Xk|>r)+E|Xk|31(|Xk|≤r)).
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By the same token, the remainder for e−σ
2
k λ
2/2 is bounded by a similar expression,
where Xk is replaced by Yk and where r ≥ 0 is replaced by s ≥ 0, which becomes, as
s→ ∞,
m3E|Yk|3 = 2
√
2
pi
m3σ3k < 2m
3σ3k .
Combining, inequality 5.9.5 yields, for each λ ∈ [−m,m],
|ϕF(λ )− e−λ 2/2| ≤ m3
n
∑
k=1
(EX2k 1(|Xk|>r)+E|Xk|31(|Xk|≤r))+ 2m3
n
∑
k=1
σ3k
≤ 3m3θ (r)≤ 3m3δ ≤ ε
′′
2
,
where the second inequality follows from the definition of θ (r) and from Lemma 5.9.1.
Hence, since |ψF −ψ0,1| ≤ 2, we obtain
ρchar(ψF ,ψ0,1)≤
m
∑
j=1
2− j sup
|λ |≤ j
|ψF(λ )−ψ0,1(λ )|+ 2−m+1
≤ ε
′′
2
+
ε ′′
2
= ε ′′ ≡ δch,dstr(ε ′),
establishing inequality 5.9.4. Consequently, inequality 5.9.3, and, in turn, inequality
5.9.2 follow. The theorem is proved.
Corollary 5.9.3. (Lindberg’s Central Limit Theorem) For each p = 1,2, · · · , let
np ≥ 1 be arbitrary, and let (Xp,1, · · · ,Xp,n(p)) be an independent sequence of r.r.v.’s
with mean 0 and variance σ2p,k such that ∑
n(p)
k=1 σ
2
p,k = 1. Suppose for each r > 0 we
have
lim
p→∞
n(p)
∑
k=1
EX2p,k1(|X(p,k)|>r) = 0 (5.9.6)
Then ∑
n(p)
k=1 Xp,k converges in distribution to the standard normal distribution Φ0,1 as
p→ ∞.
Proof. Let δ > 0 be arbitrary. According to Theorem 5.9.2, it suffices to show that
there exists r > 0 such that, for sufficiently large p, we have
n(p)
∑
k=1
EX2p,k1(|X(p,k)|>r) <
δ
2
and
n(p)
∑
k=1
E|Xp,k|31(|X(p,k)|<r) <
δ
2
.
For that purpose, take any r ∈ (0, δ2 ). Then the first of the last two inequalities holds for
sufficiently large p, in view of inequality 5.9.6 in the hypothesis. The second follows
from
n(p)
∑
k=1
E|Xp,k|31(|X(p,k)|<r) ≤ r
n(p)
∑
k=1
EX2p,k = r <
δ
2
.
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Because of the importance of the Central Limit Theorem, much work since the
early development of probability theory has been dedicated to an optimal rate of con-
vergence, culminating in the Feller’s bound: supt∈R |F(t)−Φ(t)| ≤ 6θ (r) for each
r ≥ 0 . The proof on pages 544-546 of [Feller II 1971], which is a careful analysis of
the difference ϕk(λ )−e−σ2k λ 2/2, contains a few typos and omitted steps which serve to
keep the reader on the toes. That proof contains also a superfluous assumption that the
maximum distance between two P.D.F.’s is always attained at some point in R. There is
no constructive proof for the general validity of that assumption. There is however an
easy constructive substitute which says that, if one of the two P.D.F.s is continuously
differentiable, then the supremum distance exists: there is a sequence (tn) in R such
that limn→∞ |F(tn)−Φ0,1(tn)| exists and bounds any |F(t)−Φ0,1(t)|. This is sufficient
for Feller’s proof.
5.10 Supplements and Exercises
Exercise 5.10.1. (General existence of E(Y |X) implies the principle of infinite search).
Hint. We will give a counter example where X has a p.d.f. To that end, let
Ω = [0,1]×{−1,1} be equipped with the Euclidean metric. Define the distribution
E0 ≡ I0⊗ I1 on Ω, where I0 is the Lebesgue integration on [0,1], and where I1 is the
probability integration on {−1,1} which assigns equal probabilities to each of−1 and
1. Let (rn)n=1,2,··· be an arbitrary 0-1 sequence with at most a 1.
For each n ≥ 1, define a distribution Enon Ω by EnZ ≡
∫ 1
0 Z(x,(−1)[2
nx])dx for
each Z ∈C(Ω), where [a] stands for the integer part of a real number a, whence [2nx]
is defined for a.e. x ∈ [0,1]. Then |EnZ−E0Z| → 0 for each Z ∈C(Ω). Hence
EZ ≡ E0Z+
∞
∑
n=1
rn(EnZ−E0Z)
exists. Then (Ω,C(Ω),E) is an integration space with E1= 1. Therefore its completion
(Ω,L,E) is a probability space. We have also
|EmZ−EZ| ≤ |EmZ−E0Z|+
∞
∑
n=1
rn(EnZ−E0Z)→ 0 as m→ ∞.
Let X ,Y be the first and second coordinate functions: X(x,y) = x and Y (x,y) = y for
each (x,y) ∈Ω. It can easily be shown that E0(Y |X) = 0 and En(Y |X) = (−1)[2nX ] for
each n≥ 1. Moreover X has a p.d.f.: E f (X) = ∫ 10 f (t)dt.
Assume that E(Y |X) exists. Let a ∈ (0,1) be such that A = (E(Y |X) > a) is
measurable. Either P(A)> 0 or P(A)< 12 .
Suppose P(A)> 0. Then
EY1A = E(E(Y |X)1A) = E(E(Y |X)1(E(Y |X)>a))> aP(A)> 0
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At the same time, E0Y1A = E0(E0(Y |X)1A) = 0. Therefore∑∞n=1 rn(EnY1A−E0Y1A) =
EY1A > 0, and so there exists an n-th summand in the series which is positive. Hence
that rn > 0 for some n≥ 1.
Suppose, on the other hand, that P(A) < 12 . Suppose rn > 0 for some n. Then
E = En. Hence A= (En(Y |X) > a) and so P(A) = P((−1)[2nX ]) = 12 , a contradiction.
Hence rn = 0 for each n.
Thus from the general existence of E(Y |X)we have deduced the principle of infinite
search. 
Exercise 5.10.2. (Constructively, existence of E(Z|X) does not imply that of E(|Z||X)).
Let X ,Y be the r.r.v.’s as constructed in the preceding exercise. Let V be a r.r.v. inde-
pendent of X ,Y such that P(V = 1) = P(V = −1) = 12 . Define Z = V (1+Y). Then
E(Z|X) = 0. At the same time, |Z| = (1+Y ). Hence the existence of E(|Z||X) would
imply that of E(Y |X). Combining with Exercise 5.10.1, we see that a proof that ex-
istence of E(Z|X) implies that of E(|Z||X) would also prove the principle of infinite
search.
Exercise 5.10.3. (Integration of complex valued functions). Let f be a complex-valued
integrable function on and integration space (Ω,L, I). Then |I f | ≤ I| f |.
Proof. Let g and h denote the real and imaginary parts of f respectively. Thus
f ≡ g+ ih. By hypothesis both g and h are integrable relative to I. Hence, by definition,
f is integrable. Moreover,
|I f |2 ≡ |Ig+ iIh|2 ≤ |Ig|2+ |Ih|2 ≤ Ig2+ Ih2 = I| f |2.

Exercise 5.10.4. (Weak Convergence is equivalent to convergence at all bounded con-
tinuous functions). Let (S,d) be a locally compact metric space. Let I, In ∈QS for each
n≥ 1. Prove that In ⇒ I iff In f → I f for each f ∈Cb(S).
Hint. Suppose In⇒ I. Equivalently Ing→ Ig for each g∈C(S). Moreover {I, I1, I2, · · · }
is tight. Consider f ∈Cb(S). Without loss of generality, assume that 0≤ f ≤ 1. Let ε >
0 be arbitrary. Let x◦ ∈ S be fixed and let a> 0 be so large that g≡ 1∧ (a− d(·,x◦))+
has 0 ≤ 1− Ig< ε . Then 0≤ I f − I f g = I f (1− g)≤ 1− Ig≤ ε . Since g, f g ∈C(S),
there exists m so large that |Ing− Ig|< ε and |In f g− I f g| < ε for each n ≥ m. Con-
sider any n ≥ m. We then have 0 ≤ 1− Ing ≤ 1− Ig+ |Ing− Ig|< 2ε . Consequently
0 ≤ In f − In f g ≤ In(1− g) < 2ε . Combining, we have |In f − I f | ≤ |In f − In f g|+
|In f g− I f g|+ |I f g− I f |< 4ε . Since ε > 0 is arbitrary, we have proved that Ing→ Ig
for each g ∈ C(S) implies In f → I f for each f ∈ Cb(S). The converse is trivial since
C(S)⊂Cb(S). 
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Chapter 6
Random Fields and Stochastic
Processes
In this chapter, unless otherwise specified, (S,d) will denote a locally compact metric
space, with an arbitrary, but fixed, reference point x◦.
6.1 Random Field and Finite Joint Distributions
In this section, we introduce random fields, their marginal distributions, and some no-
tions of their continuity. and let Q be a set. Let (Ω,L,E) be a probability space.
Definition 6.1.1. (Random Fields). Suppose a function
X :Q×Ω→ S
is such that, for each t ∈ Q, the function Xt ≡ X(t, ·) is a r.v. on Ω with values in S.
Then X is called a random field, or r.f. for abbreviation, with sample space Ω, with
parameter set Q, and with state space S. To be precise, we will sometimes write
X : Q× (Ω,L,E)→ (S,d).
We will let R̂(Q×Ω,S) denote the set of such r.f.’s. Two r.f.’s X ,Y ∈ R̂(Q×Ω,S) are
considered equal if Xt = Yt a.s. on Ω, for each t ∈ Q.
Let X ∈ R̂(Q×Ω,S) be arbitrary. For each ω ∈ Ω such that domain(X(·,ω)) is
nonempty, the function X(·,ω) is called a sample function. If K is a subset of Q, then
we write
X |K ≡ X |(K×Ω) : K×Ω→ S,
and call the r.f. X |K the restriction of X to K.
In the special case where the parameter set Q is a subset of R, the r.f. X is called a
stochastic process, or simply a process. In that case, the variable t ∈ Q is often called
the time parameter.
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When the parameter set Q is countably infinite, we can view a r.f. with state space
(S,d) as a r.v. with values in (S∞,d∞).
Lemma 6.1.2. (Random field with countable parameter set can be regarded as a
r.v. with values in the path space, and conversely). Let X : Q× (Ω,L,E)→ (S,d)
be an arbitrary r.f. where the parameter set Q= {t1, t2, · · · } is countably infinite. Then
the function (Xt(1),Xt(2), · · · ) : Ω→ SQ is a r.v. on (Ω,L,E) with values in the complete
metric space (SQ,dQ). The converse also holds.
Proof. 1. Suppose X : Q× (Ω,L,E)→ (S,d) is a r.f. Let x◦ be an arbitrary, but fixed,
reference point in S. Let f ∈Cub(S∞,d∞) be arbitrary, with a modulus of continuity δ f .
Let ε > 0 be arbitrary. Let m ≥ 1 be so large that 2−m < δ f (ε). Define a function fm
on Sm by
fm(x1, · · · ,xm)≡ f (x1, · · · ,xm,x◦,x◦, · · · )
for each (x1, · · · ,xm) ∈ Sm. Then it is easily verified that fm ∈ Cub(Sm,dm). Hence
fm(Xt(1), · · · ,Xt(m)) ∈ L . At the same time,
d∞((Xt(1),Xt(2), · · · ),(Xt(1), · · · ,Xt(m),x◦,x◦, · · · ))
=
∞
∑
k=m+1
2−kd̂(Xt(k),x◦)≤
∞
∑
k=m+1
2−k = 2−m < δ f (ε).
Consequently
| f (Xt(1),Xt(2), · · ·)− fm(Xt(1), · · · ,Xt(m))|< ε.
Thus f (Xt(1),Xt(2), · · · ) is the uniform limit of a sequence in L, hence is itself a member
of L. Since the complete metric space (S∞,d∞) is bounded, Proposition 5.1.4 implies
that the function (Xt(1),Xt(2), · · · ) is a r.v.
2. Conversely, suppose X ≡ (Xt(1),Xt(2), · · · ) is a r.v. on (Ω,L,E) with values in
the complete metric space (SQ,dQ). Let n ≥ 1 be arbitrary. Define the function f :
(SQ,dQ)→ (S,d) by f (x1,x2, · · · ,xn, · · · )≡ xn for each (x1,x2, · · · ,xn, · · · ) ∈ (SQ,dQ).
Then it can easily be verified that the function f is uniformly continuous and is bounded
on bounded subsets of (SQ,dQ). Hence Proposition 4.8.7 implies that f ◦X ≡ Xt(n) is
a r.v. on (Ω,L,E) with values in (S,d). Since n ≥ 1 is arbitrary, we conclude that
X :Q× (Ω,L,E)→ (S,d) is a r.f.
In general, when the parameter set Q is a metric space, we introduce three notions
of continuity of a r.f. They correspond to the terminology in [Neveu 1965]. For ease
of presentation, we restrict our attention to the special case where Q is bounded. The
generalization to a locally compact metric space is straightforward.
Definition 6.1.3. (Continuity of r.f. on a bounded metric parameter space). Let
X : Q×Ω → S be a r.f., where (S,d) is a locally compact metric space and where
(Q,dQ) is a bounded metric space. Thus dQ ≤ b for some b≥ 0.
1. Suppose, for each ε > 0, there exists δCp(ε)> 0 such that
E(1∧d(Xt ,Xs))≤ ε
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for each s, t ∈Qwith dQ(t,s)< δCp(ε). Then the r.f. X is said to be continuous in
probability, with the operation δCp as a modulus of continuity in probability. We
will let R̂Cp(Q×Ω,S) denote the set of r.f.’s which are continuous in probability,
with the given bounded metric space as parameter space.
2. Suppose domain(X(·,ω)) is dense in Q for a.e. ω ∈ Ω. Suppose, in addition,
that for each ε > 0, there exists δcau(ε)> 0 such that, for each s ∈Q, there exists
a measurable set Ds ⊂ domain(Xs) with P(Dcs) < ε such that for each ω ∈ Ds
and for each t ∈ domain(X(·,ω)) with dQ(t,s)< δcau(ε), we have
d(X(t,ω),X(s,ω))≤ ε.
Then the r.f. X is said to be continuous a.u., with the operation δcau as a modulus
of continuity a.u. on Q.
3. Suppose, for each ε > 0, there exist δauc(ε) > 0 and a measurable set D with
P(Dc)< ε such that
d(X(t,ω),X(s,ω))≤ ε,
and s, t ∈ domain(X(·,ω) with dQ(t,s) < δauc(ε), for each ω ∈ D. Then the r.f.
X is said to be a.u. continuous, with the operation δauc as a modulus of a.u.
continuity.. 
The reader can give simple examples of stochastic processes which are continuous in
probability but not continuous a.u., and of processes which are continuous a.u. but not
a.u. continuous.
Definition 6.1.4. (Continuity of r.f. on an arbitrary metric parameter space). Let
X : Q×Ω → S be a r.f., where (S,d) is a locally compact metric space and where
(Q,dQ) is an arbitrary metric space.
The r.f. X is said to be continuous in probability if, for each bounded subset K of
Q, the restricted r.f. X |K : K×Ω→ S is continuous in probability.
The r.f. X is said to be continuous a.u. if, for each bounded subset K of Q, the
restricted r.f. X |K : K×Ω→ S is continuous a.u.
The r.f. X is said to be a.u. continuous if, for each bounded subset K of Q, the
restricted r.f. X |K : K×Ω→ S is a.u. continuous. 
Proposition 6.1.5. . (Alternative definitions of r.f. continuity). Let X : Q×Ω→ S
be a r.f., where (S,d) is a locally compact metric space and where (Q,dQ) is a bounded
metric space. Then the following holds.
1. Suppose X is continuous in probability, with a modulus of continuity in proba-
bility δCp. Let ε > 0 be arbitrary. Define δ cp(ε)≡ δCp(2−2(1∧ε)2)> 0. Then,
for each s, t ∈ Q with dQ(t,s) < δ cp(ε), there exists measurable set Dt,s with
PDct,s ≤ ε such that
d(X(t,ω),X(s,ω))≤ ε
for each ω ∈ Dt,s. Conversely, if there exists an operation δ cp with the above
described properties, then the r.f. X is continuous in probability, with a modulus
of continuity in probability δCp defined by δCp(ε)≡ δ cp( 12ε) for each ε > 0.
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2. X is continuous a.u. iff, for each ε > 0 and s ∈ Q there exists a measurable
set Ds ⊂ domain(Xs) with P(Dcs) < ε , such that, for each α > 0, there exists
δ ′cau(α,ε) > 0 such that
d(X(t,ω),X(s,ω))≤ α
for each t ∈ Q with dQ(t,s)< δ ′cau(α,ε), for each ω ∈Ds.
3. X is a.u. continuous iff, for each ε > 0, there exists a measurable set D with
P(Dc)< ε , such that, for each α > 0, there exists δ ′auc(α,ε) > 0 such that
d(X(t,ω),X(s,ω))≤ α
for each s, t ∈ domain(Xs)∩domain(Xt) with dQ(t,s)< δ ′auc(α,ε), for each ω ∈
D. Moreover, if such an operation δ ′auc exists, then X has a modulus of a.u.
continuity given by δ auc(ε)≡ δ ′auc(ε,ε) for each ε > 0.
Proof. As usual, write d̂ ≡ 1∧d.
1. Suppose X is continuous in probability, with a modulus of continuity in prob-
ability δCp. Let ε > 0 be arbitrary. Write ε ′ ≡ 1∧ ε . Suppose s, t ∈ Q are arbitrary
with
dQ(t,s)< δ cp(ε) ≡ δCp(2−2(1∧ ε)2)≡ δCp(2−2ε ′2).
Then, by Definition 6.1.3 of δCp as a modulus of continuity in probability, we have
Ed̂(Xt ,Xs)≤ 2−2ε ′2< ε ′2. Take anyα ∈ (2−1ε ′,ε ′) such that the setDt,s≡ (d̂(Xt ,Xs)≤
α) is measurable. Then Chebychev’s inequality implies that P(Dct,s) < α < ε
′ ≤ ε .
Moreover, for each ω ∈ Dt,s, we have d̂(X(t,ω),X(s,ω)) ≤ α < ε ′ ≤ ε . Thus the
operation δ cp has the properties described in Assertion 1.
Conversely, suppose δ cp is an operation with the properties described in Assertion
1. Let ε > 0 be arbitrary. Let s, t ∈ Q be arbitrary with dQ(t,s) < δ cp( 12ε). Then,
by hypothesis, there exists a measurable subset Dt,s with PDct,s ≤ 12ε such that, for
each ω ∈Dt,s, we have d(Xt(ω),Xs(ω))≤ 12ε . It follows that E(1∧d(Xt ,Xs))≤ 12ε +
PDct,s ≤ ε . Thus X is continuous in probability.
2. Suppose X is continuous a.u., with δcau as a modulus of continuity a.u. Let ε > 0
and s ∈ Q be arbitrary. Then there exists, for each k ≥ 1, a measurable set Ds,k with
P(Dcs,k)< 2
−kε such that, for each ω ∈ Ds,k, we have
d(X(t,ω),X(s,ω))≤ 2−kε
for each t ∈Qwith dQ(t,s)< δcau(2−kε). LetDs≡
⋂∞
k=1Ds,k. Then P(D
c
s)<∑
∞
k=1 2
−kε =
ε. Now let α > 0 be arbitrary. Let k ≥ 1 be so large that 2−k < α , and let
δ ′cau(α,ε) ≡ δcau(2−kε).
Consider eachω ∈Ds and t ∈Qwith dQ(t,s)< δ ′cau(α,ε). Thenω ∈Ds,k and dQ(t,s)<
δcau(2−kε). Hence
d(X(t,ω),X(s,ω))≤ 2−kε < α.
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Thus the operation δ ′cau has the described properties in Assertion 2.
Conversely, let δ ′cau be an operation with the properties described in Assertion 2.
Let ε > 0 be arbitrary. Let s∈Q be arbitrary. Then there exists a measurable setDs with
P(Dcs) < ε such that, for each ω ∈ Ds, and t ∈ Q with dQ(t,s) < δ cau(ε) ≡ δ ′cau(ε,ε),
we have d(X(t,ω),X(s,ω))≤ ε . Thus the r.f. X is continuous a.u., with the operation
δ cau as a modulus of continuity a.u. Assertion 2 is proved.
3. For Assertion 3, proceed almost verbatim as in the above proof of Assertion
2. Suppose the r.f. X is a.u. continuous, with δauc as a modulus of a.u. continuity.
Let ε > 0 be arbitrary. Then there exists, for each k ≥ 1, a measurable set Dk with
P(Dck)< 2
−kε such that, for each ω ∈ Dk, we have
d(X(t,ω),X(s,ω))≤ 2−kε
for each s, t ∈Qwith dQ(t,s)< δauc(2−kε). LetD≡
⋂∞
k=1Dk. Then P(D
c)<∑∞k=1 2
−kε =
ε. Now let α > 0 be arbitrary. Let k ≥ 1 be so large that 2−k < α , and let
δ ′auc(α,ε) ≡ δauc(2−kε).
Consider eachω ∈D and s, t ∈Qwith dQ(t,s)< δ ′auc(α,ε). Thenω ∈Dk and dQ(t,s)<
δauc(2−kε). Hence
d(X(t,ω),X(s,ω))≤ 2−kε < α.
Thus the operation δ ′auc has the properties described in Assertion 3.
Conversely, let δ ′auc be an operation with the properties described in Assertion
3. Let ε > 0 be arbitrary. Then there exists a measurable set D with P(Dc) < ε
such that, for each ω ∈ D, and s, t ∈ Q with dQ(t,s) < δ auc(ε) ≡ δ ′auc(ε,ε), we have
d(X(t,ω),X(s,ω)) ≤ ε . Thus the r.f. X is a.u. continuous, with the operation δ auc as
a modulus of a.u. continuity. Assertion 3 is proved.
Proposition 6.1.6. (a.u. Continuity implies continuity a.u., etc.) Let X :Q×Ω→ S
be a r.f., where (S,d) is a locally compact metric space and where (Q,dQ) is a bounded
metric space. Then a.u. continuity of X implies continuity a.u. which in turn implies
continuity in probability.
Proof. Let ε > 0 be arbitrary. Suppose X is a.u. continuous, with modulus of a.u.
continuity given by δauc. Let D be a measurable set satisfying Condition 3 in Defini-
tion 6.1.3. Then Ds ≡ D satisfies Condition 2 in Definition 6.1.3. Accordingly, X is
continuous a.u.
Now suppose X is continuous a.u., with modulus of continuity a.u. given by δcau.
Let Ds be a measurable set satisfying Condition 2 in Definition 6.1.3. Then Dt,s ≡ Ds,
satisfies the conditions in Assertion 1 of Proposition 6.1.5, provided that we define
δ cp ≡ δcau. Accordingly, X is continuous in probability.
Definition 6.1.7. (Marginal distributions of a r.f.). Let X : Q×Ω→ S be a r.f. Let
n≥ 1 be arbitrary, and let t ≡ (t1, · · · , tn) be an arbitrary sequence in Q. Let Ft(1),··· ,t(n)
denote the distribution induced on (Sn,d(n)) by the r.v. (Xt(1), · · · ,Xt(n)).Then
Ft(1),··· ,t(n) f ≡ E f (Xt(1), · · · ,Xt(n)) (6.1.1)
Yuen-Kwok Chan 199 Constructive Probability
CHAPTER 6. RANDOM FIELDS AND STOCHASTIC PROCESSES
for each f ∈Cub(Sn). We call the indexed family
F ≡ {Ft(1),··· ,t(n) : n≥ 1 and t1, · · · , tn ∈ Q}
the family of marginal distributions of X . We will say that the r.f. X extends the family
F of finite joint distributions, and that X is an extension of F .
Let X ′ : Q×Ω′ → S be a r.f. with sample space (Ω′,L′,E ′). Then X and X ′ are
said to be equivalent if their marginal distributions at each finite sequence in Q are the
same. In other words, X and X ′ are said to be equivalent if
E f (Xt(1), · · · ,Xt(n)) = E ′ f (X ′t(1), · · · ,X ′t(n))
for each f ∈Cub(Sn), for each sequence (t1, · · · , tn) in Q, for each n ≥ 1. In short, two
r.f.’s are equivalent if they extend the same family of finite joint distributions. 
6.2 Consistent Family of Finite Joint Distributions
In the last section, we saw that each r.f. gives rise to a family of marginal distributions.
Conversely, we seek conditions for a family F of finite joint distributions to be the
family of marginal distributions of some r.f. We will presently show that a necessary
condition is consistency, to be defined next. In the following chapters we will present
various sufficient conditions on F for the construction of r.f.’s with F as the family of
marginal distributions and with desired properties of sample functions.
Definition 6.2.1. (Consistent family of f.j.d.’s). Let Q be a set. Suppose, for each
n≥ 1 and for each finite sequence t1, · · · , tn inQ, a distribution Ft(1),··· ,t(n) is given on the
locally compact metric space (Sn,d(n)), which will be called a finite joint distribution,
or f.j.d. for short. Then the indexed family
F ≡ {Ft(1),··· ,t(n) : n≥ 1 and t1, · · · , tn ∈ Q}
is said to be a consistent family of f.j.d.’s with parameter set Q and state space S, if the
following Kolmogorov consistency condition is satisfied.
Let n,m≥ 1 be arbitrary. Let t ≡ (t1, · · · , tm) be an arbitrary sequence in Q, and let
i ≡ (i1, · · · , in) be an arbitrary sequence in {1, · · · ,m}. Define the continuous function
i∗ : Sm→ Sn by
i∗(x1, · · · ,xm)≡ (xi(1), · · · ,xi(n)) (6.2.1)
for each (x1, · · · ,xm) ∈ Sm, and call i∗ the dual function of the sequence i. Then, for
each f ∈Cub(Sn), we have
Ft(1),··· ,t(m)( f ◦ i∗) = Ft(i(1)),··· ,t(i(n)) f , (6.2.2)
or, in short,
Ft( f ◦ i∗) = Ft◦i( f ).
We will let F̂(Q,S) denote the set of consistent families of f.j.d.’s with parameter
set Q and state space S. When there is little risk of confusion, we will call a consistent
family of f.j.d.’s simply a consistent family.

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Note that for an arbitrary f ∈ Cub(Sn) we have f ◦ i∗ ∈ Cub(Sm) and so f ◦ i∗ is
integrable relative to Ft(1),··· ,t(m). Hence the left-hand side of equality 6.2.2 makes
sense.
When the parameter set is a countable discrete subset of R, we have the following
propositionwith a simple sufficient condition for the construction of a consistent family
of f.j.d.’s.
First some notations.
Definition 6.2.2. (Notations for sequences). Given any sequence (a1, · · · ,am) of ob-
jects, we will use the shorter notation a for the sequence. When there is little risk of
confusion, we will write κσ ≡ κ ◦σ for the composite of two functions σ : A→ B and
κ : B→C. Separately, for each m≥ n≥ 1, define the sequence
κ ≡ κn,m : {1, · · · ,m− 1}→ {1, · · · ,m}
by
(κ1, · · · ,κm−1)≡ (1, · · · , n̂, · · · ,m)≡ (1, · · · ,n− 1,n+ 1, · · · ,m),
where the caret on the top of an element in a sequence signifies the omission of that
element. Let κ∗ ≡ κ∗n,m denote the dual function of sequence κ . Thus
κ∗x= κ∗(x1, · · · ,xm)≡ xκ = (xκ(1), · · · ,xκ(m−1)) = (x1, · · · , x̂n, · · · ,xm)
for each x≡ (x1, · · · ,xm) ∈ Sm. In words, the function κ∗n,m deletes the n-th entry of the
sequence (x1, · · · ,xm).
Lemma 6.2.3. (Consistency when parameter set is discrete subset of R). Let (S,d)
be a locally compact metric space. Let Q be an arbitrary metrically discrete subset
of R. Suppose, for each m ≥ 1 and nonincreasing sequence r ≡ (r1, · · · ,rm) in Q, a
distribution Fr(1),··· ,r(m) on (Sm,dm) is given, such that
F
r(1),··· ,r̂(n)··· ,r(m) f = Fr(1),··· ,r(m)( f ◦κ
∗
n,m), (6.2.3)
or, equivalently,
Fr◦κ(n,m) f = Fr( f ◦κ∗n,m), (6.2.4)
for each f ∈Cub(Sm−1), for each n= 1, · · · ,m. Then the family
F ≡ {Fr(1),··· ,r(n) : n≥ 1;r1 ≤ ·· · ≤ rn in Q}
of f.j.d.’s can be uniquely extended to a consistent family of f.j.d.’s
F = {Fs(1),···,s(m) : m≥ 1;s1, · · · ,sm ∈Q} (6.2.5)
with parameter Q.
Proof. 1. Let the integers m,n, with m ≥ n ≥ 1, and the increasing sequence r ≡
(r1, · · · ,rm) in Q be arbitrary. Let r′ ≡ (r′1, · · · ,r′n) be an arbitrary subsequence of r.
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Then m > h ≡ m− n≥ 0. Moreover, r′ can be obtained by deleting h elements in the
sequence r. Specifically, r′ = κ∗r = rκ , where
κ ≡ κn(h),mκn(h−1),m−1 · · ·κn(1),m−h : {1, · · · ,m− h}→ {1, · · · ,m}
if h > 0, and where κ is the identity function if h = 0. Hence, by repeated application
of equality 6.2.3 in the hypothesis, we obtain
Fr′ f = Frκ f = Fr( f ◦κ∗)
for each f ∈C(Sm−h).
2. Let the sequence s ≡ (s1, · · · ,sp) in Q be arbitrary. Let r ≡ (r1, · · · ,rm) be an
arbitrary increasing sequence in Q such that s is a sequence in {r1, · · · ,rm}. Then,
because the sequence r is increasing, there exists a unique function σ : {1, · · · , p} →
{1, · · · ,m} such that s= rσ . Let f ∈Cub(Sp,d p) be arbitrary. Define
F s(1),··· ,s(p) f ≡ F s f ≡ Fr( f ◦σ∗) (6.2.6)
We will verify that Fs f is well defined. To that end, let r′ ≡ (r′1, · · · ,r′m′) be a
second increasing sequence in Q such that s is a sequence in {r′1, · · · ,r′m′}, and let
σ ′ : {1, · · · , p} → {1, · · · ,m′} be the corresponding function such that s = r′σ ′. We
need to verify that Fr( f ◦σ∗) = Fr′( f ◦σ ′∗). To that end, let r¯ ≡ (r¯1, · · · , r¯m) be an
arbitrary supersequence of r and r′. Then, s = rσ = r¯κσ , while s = r′σ ′ = r¯κ ′σ ′.
Hence, by uniqueness, we have κσ = κ ′σ ′. Consequently,
Fr( f ◦σ∗) = Fr¯( f ◦σ ∗ ◦κ∗) = Fr¯( f ◦σ ′ ∗ ◦κ ′∗) = Fr′( f ◦σ ′∗).
This shows that F s f is well defined in equality 6.2.6. The same equality says that
F s is the distribution induced by the r.v. σ∗ : (Sm,Cub(Sm,dm),Fr)→ (Sp,d p), where
Cub(S
m,dm)− stands for the completion of C(Sm,dm) relative to the distribution Fr. In
particular, F s(1),··· ,s(p) ≡ Fs is a distribution.
3. Next, let s ≡ (s1, · · · ,sq) be arbitrary sequence in Q, and let (si(1), · · · ,si(p))
be an arbitrary subsequence of s. Write i ≡ (i1, · · · , ip). Let the increasing sequence
r ≡ (r1, · · · ,rm) be arbitrary such that s is a sequence in {r1, · · · ,rm}, and let σ :
{1, · · · ,q} → {1, · · · ,m} such that s = rσ . Then si = rσ i. Hence, for each f ∈
Cub(S
p,d p), we have
F si f = F rσ i f ≡ Fr( f ◦ i∗σ∗)≡ Fs( f ◦ i∗).
Thus the family
F ≡ {F s(1),··· ,s(p) : p≥ 1;s1, · · · ,sp ∈Q}
of f.j.d.’s is consistent.
4. Lastly, let s ≡ (s1, · · · ,sq) be arbitrary increasing sequence in Q. Write r ≡ s.
Then s= rσ where σ : {1, · · · ,q}→ {1, · · · ,q} is the identity function. Hence
F s(1),··· ,s(q) f ≡ Fr(1),··· ,r(q) f ◦σ∗ = Fs(1),··· ,s(q) f
for each f ∈ Cub(Sq,dq). In other words, Fs(1),··· ,s(q) ≡ Fs(1),··· ,s(q). Thus the family
F is an extension of the family F , and we can simply write F for F . The lemma is
proved.
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The next lemma extends the consistency condition 6.2.2 to integrable functions.
Proposition 6.2.4. (Consistency condition extends to integrable functions). Sup-
pose the consistency condition 6.2.2 holds for each f ∈ Cub(Sn) and for the family F
of f.j.d.’s. Then a real valued function f on Sn is integrable relative to Ft(i(1)),··· ,t(i(n)) iff
f ◦ i∗ is integrable relative to Ft(1),··· ,t(m), in which case condition 6.2.2 holds for f .
Proof. Since i∗ : (Sm,d(m))→ (Sn,d(n)) is uniformly continuous, i∗ is a r.v. on the
completion of (Sm,C(Sm),Ft(1),··· ,t(m)) and has values in Sn, whence it induces a distri-
bution on Sn. Equality 6.2.2 then implies that the distribution thus induced is equal to
Ft(i(1)),··· ,t(i(n)). Therefore, according to Proposition 5.2.6, a function f : Sn → R is in-
tegrable relative to Ft(i(1)),··· ,t(i(n)) iff f (i∗) is integrable relative to Ft(1),··· ,t(m), in which
case
Ft(i(1)),··· ,t(i(n)) f = Ft(1),··· ,t(m) f (i∗)≡ Ft(1),··· ,t(m) f ◦ i∗.
Proposition 6.2.5. (Marginal distributions are consistent). Let X :Q×Ω→ S be a
r.f. Then the family F of marginal distributions of X is consistent.
Proof. Let n,m ≥ 1 and f ∈ Cub(Sn) be arbitrary. Let t ≡ (t1, · · · , tm) be an arbitrary
sequence in Q, and let i≡ (i1, · · · , in) be an arbitrary sequence in {1, · · · ,m}. Using the
defining equalities 6.1.1 and 6.2.1, we obtain
Ft(1),··· ,t(m)( f ◦ i∗)≡ E(( f ◦ i∗)(Xt(1), · · · ,Xt(m)))
≡ E f (Xt(i(1)), · · · ,Xt(i(n)))≡ Ft(i(1)),··· ,t(i(n)) f .
Thus the consistency condition 6.2.2 holds.
Definition 6.2.6. (Restriction to a subset of the parameter set). Let (S,d) be a
locally compact metric space. Recall that F̂(Q,S) is the set of consistent families of
f.j.d.’s with parameter set Q and state space S. Let Q′ be any subset of Q. For each
F ∈ F̂(Q,S) define
F|Q′ ≡ΦQ|Q′(F)≡ {Fs(1),···,s(n) : n≥ 1;s1, · · · ,sn ∈Q′} (6.2.7)
and call F |Q′ the restriction of the consistent family F to Q′. The function
ΦQ|Q′ : F̂(Q,S)→ F̂(Q′,S)
will be called the restriction mapping of consistent families with parameter set Q to
consistent families with parameter set Q′.
Let F̂0 ⊂ F̂(Q,S) be arbitrary. Denote its image under the mapping ΦQ|Q′ by
F̂0|Q′ ≡ΦQ|Q′(F̂0) = {F|Q′ : F ∈ F̂0}, (6.2.8)
and call F̂0|Q′ the restriction of the set F̂0 of consistent families to Q′.

We next introduce a metric on the set F̂(Q,S) when Q is countably infinite.
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Definition 6.2.7. (Marginal metric on set of consistent families of f.j.d.’s with
countably infinite parameter set). Let (S,d) be a locally compact metric space, with a
binary approximation ξ relative to some fixed reference point x◦. Let n≥ 1 be arbitrary.
Recall that ξ n is the n-th power of ξ , and is a binary approximation of (Sn,dn) rela-
tive to x(n)◦ ≡ (x◦, · · · ,x◦) ∈ Sn, as in Definition 3.1.4. Recall from Definition 5.3.4, the
distribution metric ρDist,ξ n on the set of distributions on (S
n,dn), and, from Proposition
5.3.5, that sequential convergence relative to ρDist,ξ n is equivalent to weak convergence.
LetQ≡{t1, t2, · · ·} be an enumerated, countably infinite, parameter set. Recall that
F̂(Q,S) is the set of consistent families of f.j.d.’s with parameter set Q and state space
S. Define a metric ρ̂Marg,ξ ,Q on F̂(Q,S) by
ρ̂Marg,ξ (F,F
′)≡ ρ̂Marg,ξ ,Q(F,F ′)≡
∞
∑
n=1
2−nρDist,ξ n(Ft(1),··· ,t(n),F ′t(1),··· ,t(n)) (6.2.9)
for each F,F ′ ∈ F̂(Q,S). The next lemma proves that ρ̂Marg,ξ metric on families of
f.j.d.’s with countable parameters is indeed a metric. We will call ρ̂Marg,ξ the marginal
metric for the set F̂(Q,S) of consistent families of f.j.d.’s, relative to the binary ap-
proximation ξ of the locally compact state space (S,d). Note that ρ̂Marg,ξ ≤ 1 because
ρDist,ξ n ≤ 1 for each n ≥ 1. We emphasize that the metric ρ̂Marg,ξ ,Q depends on the
ordering in the enumerated set Q. Two different enumeration leads to two different
metrics, which are however equivalent. We drop the subscript Q when it is understood
from context.
As observed above, sequential convergence relative to ρDist,ξ n is equivalent to weak
convergence of distributions on (Sn,dn), for each n ≥ 1. Hence, for each sequence
(F (m))m=0,1,2,···in F̂(Q,S), we have ρ̂Marg,ξ (F (m),F (0))→ 0 iff F (m)t(1),··· ,t(n)⇒ F
(0)
t(1),··· ,t(n)
as m→ ∞, for each n≥ 1. 
Lemma 6.2.8. The marginal metric ρ̂Marg,ξ ≡ ρ̂Marg,ξ ,Q defined in Definition 6.4.1 is
indeed a metric.
Proof. 1. Symmetry and triangle inequality for ρ̂Marg,ξ follow from their respective
counterparts for ρDist,ξ n for each n≥ 1 in the defining equality 6.2.9.
2. Suppose F = F ′. Then each summand in the right-hand side of equality 6.2.9
vanishes. Consequently ρ̂Marg,ξ (F,F
′) = 0. Conversely, suppose F,F ′ ∈ F̂(Q,S) are
such that ρ̂Marg,ξ (F,F
′) = 0. For each n ≥ 1, the defining equality 6.2.9 implies
that ρDist,ξ n(Ft(1),··· ,t(n),F ′t(1),··· ,t(n)) = 0. Hence, since ρDist,ξ n is a metric, we have
Ft(1),··· ,t(n) = F ′t(1),··· ,t(n), for each n ≥ 1. Now let m ≥ 1 and s1, · · · ,sm ∈ Q be arbi-
trary. Then there exists n ≥ 1 so large that sk = ti(k) for some ik ∈ {1, · · · ,n}, for each
k = 1, · · · ,m. By the consistency condition 6.2.2
Fs(1),··· ,s(m) f = Ft(i(1)),··· ,t(i(m)) f = Ft(1),··· ,t(n)( f ◦ i∗)
= F ′t(1),··· ,t(n)( f ◦ i∗) = F ′t(i(1)),··· ,t(i(m)) f = F ′s(1),··· ,s(m) f
for each f ∈Cub(Sn). We thus see that Fs(1),··· ,s(m) = F ′s(1),···,s(m) as distributions on Sm
for each s1, · · · ,sm ∈ Q. In other words, F = F ′. Summing up, ρ̂Marg,ξ is a metric.
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Definition 6.2.9. (Continuity in probability of consistent families). Let (S,d) be a
locally compact metric space. Write d̂ ≡ 1∧d. Let (Q,dQ) be a metric space. Recall
that F̂(Q,S) is the set of consistent families of f.j.d.’s with parameter space Q and state
space (S,d). Let F ∈ F̂(Q,S) be arbitrary.
1. Suppose (Q,dQ) is bounded. Suppose, for each ε > 0, there exists δCp(ε) > 0
such that
Fs,t d̂ ≤ ε
for each s, t ∈ Q with dQ(s, t)< δCp(ε). Then the consistent family F of f.j.d.’s is said
to be continuous in probability, with δCp as a modulus of continuity in probability.
2. More generally, let the metric space (Q,dQ) be arbitrary, not necessarily bounded.
Then the consistent family F of f.j.d.’s is said to be continuous in probability if, for
each bounded subset K of Q, the restricted consistent family F |K is continuous in
probability. We will let F̂Cp(Q,S) denote the subset of F̂(Q,S) whose members are
continuous in probability. 
Lemma 6.2.10. (Continuity in probability extends to f.j.d.’s of higher dimensions).
Let (S,d) be a locally compact metric space. Let (Q,dQ) be a bounded metric space.
Suppose the consistent family F of f.j.d.’s with state space S and parameter space Q is
continuous in probability, with a modulus of continuity in probability δCp.
Let m≥ 1 be arbitrary. Let f ∈Cub(Sm,dm) be arbitrary with a modulus of continu-
ity δ f andwith | f | ≤ 1. Let and ε > 0 be arbitrary. Then there exists δ f jd(ε,m,δ f ,δCp)>
0 such that, for each s1, · · · ,sm, t1, · · · , tm ∈ Q with
m∨
k=1
dQ(sk, tk)< δ f jd(ε,m,δ f ,δCp), (6.2.10)
we have
|Fs(1),···,s(m) f −Ft(1),···,t(m) f | ≤ ε. (6.2.11)
Proof. Let m≥ 1 and f ∈Cub(Sm,dm) be as given. Write
α ≡ 1
8
m−1ε(1∧δ f (ε2 ))
and define
δ f jd(ε,m,δ f ,δCp)≡ δCp(α).
Suppose s1, · · · ,sm, t1, · · · , tm ∈ Q satisfy inequality 6.2.10. Then
m∨
k=1
dQ(sk, tk)< δCp(α). (6.2.12)
Let i≡ (1, · · · ,m) and j ≡ (m+1, · · · ,2m). Thus i and j are sequences in {1, · · · ,2m}.
Let x ∈ S2m be arbitrary. Then
( f ◦ i∗)(x1, . . . ,x2m)≡ f (xi(1), · · · ,xi(m)) = f (x1, . . . ,xm)
and
( f ◦ j∗)(x1, . . . ,x2m)≡ f (x j(1), · · · ,x j(m)) = f (xm+1, . . . ,x2m),
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where i∗, j∗ are as defined in Definition 6.2.1 relative to i, j respectively. Consider each
k = 1, · · · ,m. Let h≡ (k,m+ k). Thus h is a sequence in {1, · · · ,2m}. Let
(r1, · · · ,r2m)≡ (s1, · · · ,sm, t1, · · · , tm).
Then
Fr(1),··· ,r(2m)(d̂ ◦ h∗) = Fr(h(1)),r(h(2))d̂
= Fr(k),r(m+k)d̂ = Fs(k),t(k)d̂ < α, (6.2.13)
where the inequality follows from inequality 6.2.12 in view of the definition of δCp as
a modulus of continuity in probability of the family F . Now take any
δ0 ∈ (12 (1∧δ f (
ε
2
)),1∧δ f (ε2 )).
Let
Ak ≡ {x ∈ S2m : d̂(xk,xm+k)> δ0}= (d̂ ◦ h∗ > δ0)⊂ S2m.
In view of inequality 6.2.13, Chebychev’S inequality yields
Fr(1),··· ,r(2m)(Ak) = Fr(1),··· ,r(2m)(d̂ ◦ h∗ > δ0)< δ−10 α
< 2(1∧δ f (ε2 ))
−1α =
1
4
m−1εα−1α =
1
4
m−1ε.
Let A≡⋃mk=1Ak ⊂ S2m. Then
Fr(1),··· ,r(2m)(A)≤
m
∑
k=1
Fr(1),··· ,r(2m)(Ak)≤
1
4
ε.
Now consider each x ∈ Ac. We have
1∧d(xk,xm+k)≡ d̂(xk,xm+k)≤ δ0 < 1
for each k = 1, · · · ,m, whence
dm((x1, . . . ,xm),(xm+1, . . . ,x2m))≡
m∨
k=1
d(xk,xm+k)≤ δ0 < δ f (
ε
2
).
Consequently
|( f ◦ i∗)(x)− ( f ◦ j∗)(x)|= | f (x1, . . . ,xm)− f (xm+1, . . . ,x2m)|< ε2
for each x ∈ Ac. By hypothesis, | f | ≤ 1. Hence
|Fs(1),···,s(m) f −Ft(1),···,t(m) f |= |Fr(i(1)),··· ,r(i(n)) f −Fr( j(1)),···,r( j(n)) f |
= |Fr(1),··· ,r(2m)( f ◦ i∗)−Fr(1),···,r(2m)( f ◦ j∗)|
= |Fr(1),··· ,r(2m)( f ◦ i∗− f ◦ j∗)|
≤ ε
2
Fr(1),··· ,r(2m)(Ac)+ 2Fr(1),···,r(2m)(A)
≤ ε
2
+
ε
2
= ε. (6.2.14)
as desired.
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Definition 6.2.11. (Metric space of consistent families which are continuous in
probability). Let (S,d) be a locally compactmetric space, with a reference point x◦ ∈ S
and a binary approximation ξ ≡ (An)n=1,2,··· relative to x◦. Let (Q,dQ) be a locally
compact metric space. Let Q∞ ≡ {q1,q2, · · · } be an arbitrary enumerated, countably
infinite, and dense subset of Q.
Recall that F̂(Q,S) is be the set of consistent families of f.j.d.’s with parameter set
Q and state space S. Let F̂Cp(Q,S) denote the subset of F̂(Q,S) whose members are
continuous in probability.
Relative to the countably infinite parameter subset Q∞ and the binary approxima-
tion ξ , define a metric ρ̂Cp,ξ ,Q|Q(∞) on F̂Cp(Q,S) by
ρ̂Cp,ξ ,Q|Q(∞)(F,F
′)≡ ρ̂Marg,ξ ,Q(∞)(F |Q∞,F ′|Q∞)
≡
∞
∑
n=1
2−nρDist,ξ n(Fq(1),··· ,q(n),F
′
q(1),··· ,q(n)) (6.2.15)
for each F,F ′ ∈ F̂Cp(Q,S), where ρ̂Marg,ξ ,Q(∞) is the marginal metric on F̂(Q∞,S) in-
troduced in Definition 6.2.7. In other words,
ρ̂Cp,ξ ,Q|Q(∞)(F,F ′)≡ ρ̂Marg,ξ ,Q(∞)(ΦQ|Q(∞)(F),ΦQ|Q(∞)(F ′))
for each F,F ′ ∈ F̂Cp(Q,S). The next lemma shows that ρ̂Cp,ξ ,Q|Q(∞) is indeed a metric.
Then, trivially, the mapping
ΦQ|Q(∞) : (F̂Cp(Q,S), ρ̂Cp,ξ ,Q|Q(∞))→ (F̂Cp(Q∞,S), ρ̂Marg,ξ ,Q(∞))
is an isometry. Note that 0≤ ρ̂Cp,ξ ,Q|Q(∞) ≤ 1. 
Lemma 6.2.12. The function ρ̂Cp,ξ ,Q|Q(∞) defined in Definition 6.2.11 is a metric on
F̂Cp(Q,S).
Proof. Suppose F,F ′ ∈ F̂Cp(Q,S) are such that ρ̂Cp,ξ ,Q|Q(∞)(F,F ′) = 0. By the defining
equality 6.2.15, we have ρ̂Marg,ξ ,Q(∞)(F|Q∞,F ′|Q∞) = 0. Hence, since ρ̂Marg,ξ ,Q(∞) is
a metric on F̂(Q∞,S), we have F |Q∞ = F ′|Q∞. In other words,
Fq(1),··· ,q(n) = F ′q(1),··· ,q(n)
for each n ≥ 1. Hence, for each m ≥ 1 and each s1, · · · ,sm ∈ Q∞, we can let n ≥ 1 be
so large that {s1, · · · ,sm} ⊂ {q1, · · · ,qn} and obtain, consistency of F ,
Fs(1),··· ,s(m) = F ′s(1),··· ,s(m) (6.2.16)
Now let m ≥ 1 and t1, · · · , tm ∈ Q be arbitrary. Let f ∈ C(Sm) be arbitrary. For each
i= 1, . . . ,m, let (s(p)i )p=1,2,··· be a sequence inQ∞ with dQ(s
(p)
i ,ri)→ 0 as p→∞. Then
there exists a bounded subset K ⊂ Q such that (t1, · · · , tm) and (s(p)i )p=1,2,···;i=1,··· ,m are
in K. Since F|K is continuous in probability, we have, by Lemma 6.2.10,
Fs(p,1),···,s(p,m) f → Ft(1),··· ,t(m) f ,
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where we write s(p, i) ≡ s(p)i to lessen the burden on subscripts. Similarly,
F ′s(p,1),···,s(p,m) f → F ′t(1),··· ,t(m) f ,
On the other hand
Fs(p,1),···,s(p,m) f = F ′s(p,1),···,s(p,m) f
in view of equality 6.2.16. Combining,
F ′t(1),··· ,t(m) f = Ft(1),··· ,t(m) f .
We conclude that F = F ′.
Conversely, suppose F = F ′. Then trivially ρ̂Cp,ξ ,Q|Q(∞)(F,F ′) = 0 from equal-
ity 6.2.15. The triangle inequality and symmetry of ρ̂Cp,ξ ,Q|Q(∞) follow from equal-
ity 6.2.15 and from the fact that ρDist,ξ n is a metric for each n ≥ 1. Summing up,
ρ̂Cp,ξ ,Q|Q(∞) is a metric.
6.3 Daniell-Kolmogorov Extension
In this and the next section, let Q≡ {t1, t2, · · · } denote a countable parameter set. For
simplicity of presentation, and without loss of generality, we will assume that tn = n
for each n≥ 1. Thus
Q≡ {t1, t2, · · · } ≡ {1,2, · · ·}.
However we state the theorems in terms of a more general countable setQ≡{t1, t2, · · · },
for ease of later reference when more structure on the set Q is introduced, when, for
example, the set Q is the set of dyadic rationals in [0,∞).
Recall that F̂(Q,S) is the set of consistent families of f.j.d.’s with parameter set
Q and the locally compact state space (S,d). We will prove the Daniell-Kolmogorov
Extension Theorem, which constructs, for each member F ∈ F̂(Q,S), a probability
space (S∞,L,E) and a r.f. U : Q× (S∞,L,E)→ S with marginal distributions given by
F .
Furthermore, we will prove the uniformmetrical continuity of the Daniell-Kolmogorov
Extension, with a modulus of continuity dependent only on a modulus of local com-
pactness ‖ξ‖ of (S,d). Said metrical continuity implies continuity relative to weak
convergence.
Recall that [·]1 is an operation which assigns to each c ≥ 0 an integer [c]1 in the
interval (c,c+ 2). As usual, for arbitrary symbols a and b, we will write ab and a(b)
interchangeable.
Definition 6.3.1. (Path space, coordinate function, and distributions on path space).
Let SQ ≡∏t∈Q S denote the space of functions from Q to S, called the path space. Rel-
ative to the enumerated set Q, define a complete metric dQ on SQ, by
dQ(x,y)≡
∞
∑
i=0
2−i(1∧d(xt(i),yt(i)))
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for arbitrary x,y ∈ SQ. Define the function U : Q× SQ → S by U(r,v) ≡ vr for each
(r,v) ∈ Q× SQ. The function U is called the coordinate function Q× SQ. Note that
dQ ≤ 1 and that (SQ,dQ) is compact if (S,d) is compact.
Conforming to usage in Definition 5.2.1, we will let Ĵ(SQ,dQ) denote the set of
distributions on the complete path space (SQ,dQ).

Theorem 6.3.2. (Compact Daniell-Kolmogorov Extension). Suppose the metric
space (S,d) is compact. Then there exists a function
ΦDK : F̂(Q,S)→ Ĵ(SQ,dQ)
such that, for each consistent family of f.j.d.’s F ∈ F̂(Q,S), the distribution E ≡ΦDK(F)
satisfies the conditions (i) the coordinate function
U :Q× (SQ,L,E)→ (S,d)
is a r.f., where L is the completion of C(SQ,dQ) relative to the distribution E, and (ii)
the r.f. U has marginal distributions given by the family F.
The function ΦDK will be called the Compact Daniell-Kolmogorov Extension.
Proof. Note that, since (S,d) is compact by hypothesis, its countably infinite power
(SQ,dQ) = (S∞,d∞) is compact.
1. Consider each F ≡ {F1,··· ,k : k ≥ 1} ∈ F̂(Q,S). Let f ∈C(S∞,d∞) be arbitrary,
with a modulus of continuity δ f . For each n≥ 1, define the function fn ∈C(Sn,dn) by
fn(x1,x2, · · · ,xn)≡ f (x1,x2, · · · ,xn,x◦,x◦, · · · ) (6.3.1)
for each (x1,x2, · · · ,xn) ∈ Sn. Consider each m ≥ n ≥ 1 so large that 2−n < δ f (ε).
Define the function fn,m ∈C(Sm,dm) by
fn,m(x1,x2, · · · ,xm)≡ fn(x1,x2, · · · ,xn)≡ f (x1,x2, · · · ,xn,x◦,x◦, · · · ) (6.3.2)
for each (x1,x2, · · · ,xm)∈ Sm. Consider the initial-section subsequence i≡ (i1, · · · , in)≡
(1, · · · ,n) of the sequence (1, · · · ,m). Let i∗ : Sm→ Sn be the dual of the sequence i, as
in Definition 6.2.1. Then, for each (x1, · · · ,xm) ∈ Sm, we have
fn,m(x1,x2, · · · ,xm)≡ fn(x1,x2, · · · ,xn)= fn(xi(1),xi(2), · · · ,xi(n))= fn◦ i∗(x1,x2, · · · ,xm).
In short,
fn,m = fn ◦ i∗,
whence, by the consistency of the family F of f.j.d.’s, we obtain
F1,··· ,m fn,m = F1,··· ,m fn ◦ i∗= Fi(1),··· ,i(n) fn = F1,··· ,n fn. (6.3.3)
At the same time,
d∞((x1,x2, · · · ,xm,x◦,x◦, · · · ),(x1,x2, · · · ,xn,x◦,x◦, · · · ))
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≡
n
∑
i=1
2i(1∧d((xi,xi))+
m
∑
i=n+1
2i(1∧d((xi,x◦))+
∞
∑
i=m+1
2i(1∧d((x◦,x◦))
= 0+
m
∑
i=n+1
2i(1∧d((xi,x◦))+ 0≤ 2−n < δ f (ε)
for each (x1,x2, · · · ,xm) ∈ Sm. Hence
| fm(x1,x2, · · · ,xm)− fn,m(x1,x2, · · · ,xm)|
= | f (x1,x2, · · · ,xm,x◦,x◦, · · · )− f (x1,x2, · · · ,xn,x◦,x◦, · · · )|< ε
for each (x1,x2, · · · ,xm) ∈ Sn. Consequently, |F1,··· ,m fm−F1,···,m fn,m| ≤ ε. Combined
with equality 6.3.3, this yields
|F1,··· ,m fm−F1,···,n fn,| ≤ ε, (6.3.4)
where m ≥ n ≥ 1 are arbitrary with 2−n < δ f (ε). Thus we see that the sequence
(F1,··· ,n fn,)n=1,2,··· of real numbers is Cauchy, and has a limit. Define
E f ≡ lim
n→∞F1,··· ,n fn,. (6.3.5)
Letting m→ ∞ in inequality 6.3.4, we obtain
|E f −F1,···,n fn,| ≤ ε, (6.3.6)
where n≥ 1 is arbitrary with 2−n < δ f (ε).
3. We proceed to prove that E is an integration on the compact metric space
(S∞,d∞) in the sense of Definition 4.2.1. We will first verify that the function E is
linear. To that end, let f ,g ∈ C(S∞,d∞) and a,b ∈ R be arbitrary. For each n ≥ 1,
define the function fn relative to f as in equality 6.3.1. Similarly define the functions
gn,(a f +bg)n relative to the functions g,a f +bg respectively. Then the defining equal-
ity 6.3.1 implies that (a f + bg)n = a fn+ bgn for each n≥ 1. Hence
E(a f + bg)≡ lim
n→∞F1,··· ,n(a f + bg)n, = limn→∞F1,··· ,n(a fn+ bgn)
= a lim
n→∞F1,··· ,n fn,+ b limn→∞F1,··· ,ngn, ≡ aE f + bEg.,
Thus E is a linear function. Moreover, in the special case where f ≡ 1, we have
E1≡ E f ≡ lim
n→∞F1,··· ,n fn, = limn→∞F1,··· ,n1= 1> 0. (6.3.7)
Inequality 6.3.7 immediately shows that the triple (S∞,C(S∞,d∞),E) satisfies Condi-
tion (i) of Definition 4.2.1. It remains to verify also Condition (ii), the positivity con-
dition, of Definition 4.2.1. To that end, let f ∈ C(S∞,d∞) be arbitrary with E f > 0.
Then, by equality 6.3.5, we have F1,··· ,n fn, > 0 for some n≥ 1. Hence, since F1,··· ,n is a
distribution, there exists (x1,x2, · · · ,xn)∈ Sn such that fn,(x1,x2, · · · ,xn)> 0. Therefore
f (x1,x2, · · · ,xn,x◦,x◦, · · · )≡ fn,(x1,x2, · · · ,xn)> 0.
Yuen-Kwok Chan 210 Constructive Probability
6.3. DANIELL-KOLMOGOROV EXTENSION
Thus the positivity condition is also verified. Accordingly, E is an integration on the
compact metric space (S∞,d∞).
4. Since the compact metric space (S∞,d∞) is bounded, and since E1= 1, Lemma
5.2.2 implies that E is a distribution on (S∞,d∞), and that the completion (S∞,L,E)
of the integration space (S∞,C(S∞,d∞),E) is a probability space. In symbols, E ∈
Ĵ(SQ,dQ). DefineΦDK(F)≡E . Thus we have constructed the functionΦDK : F̂(Q,S)→
Ĵ(SQ,dQ).
5. It remains to show that the coordinate function U : Q× (S∞,L,E)→ S is a r.f.
with marginal distributions given by the family F . To that end, let m ≥ n ≥ 1 and
g ∈C(Sn,dn) be arbitrary. Define a function f ∈C(S∞,d∞) by
f (x1,x2, · · · )≡ g(x1, · · · ,xn) (6.3.8)
for each x ≡ (x1,x2, · · · ) ∈ S∞, and define the function fm relative to f as in equality
6.3.1. Thus
fm(x1,x2, · · · ,xm)≡ f (x1,x2, · · · ,xm,x◦,x◦, · · · )≡ g(x1, · · · ,xn), (6.3.9)
for each (x1,x2, · · · ,xm) ∈ Sm. Consequently,
fm(x1,x2, · · · ,xm) = g(x1, · · · ,xn) = fn(x1,x2, · · · ,xn) = fn ◦ i∗ (x1,x2, · · · ,xm)
for each (x1,x2, · · · ,xm) ∈ Sm, where i ≡ (i1, · · · , in) ≡ (1, · · · ,n) is the initial-section
subsequence of the sequence (1, · · · ,m), and where i∗ : Sm → Sn be is the dual of the
sequence i,. In short, fm = fn ◦ i∗. At the same time,
g(U1, · · · ,Un)(x)≡ g(U1(x), · · · ,Un(x)) = g(x1, · · · ,xn) = f (x)
for each x≡ (x1,x2, · · · ) ∈ S∞. In short, g(U1, · · · ,Un) = f . Combining,
Eg(U1, · · · ,Un) = E f ≡ lim
m→∞F1,··· ,m fm = limm→∞F1,··· ,m fn ◦ i∗= F1,··· ,n fn = F1,··· ,ng,
(6.3.10)
where n ≥ 1 and g ∈ C(Sn,dn) are arbitrary, and where the fourth equality is by the
consistency of the family F of f.j.d.’s. Equality 6.3.10 implies that (U1, · · · ,Un) is a r.v.
on the sample space (S∞,L,E), with values in (Sn,dn) and with distribution F1,··· ,n. It
follows thatUn is a r.v. on the sample space (S∞,L,E), with values in S, where n≥ 1 is
arbitrary. Summing up, we conclude that the coordinate function
U : Q× (S∞,L,E)→ S
is a r.f. Equality 6.3.10 says that U has marginal distributions given by the family F .
The theorem is proved.
We proceed to prove the continuity of the Compact Daniell-Kolmogorov Extension
relative to the two metrics specified next.
Definition 6.3.3. (Specification of binary approximation of state space, and related
marginal metric on the set of consistent families of f.j.d.’s). Let ξ ≡ (Ak)k=1,2, be
an arbitrary binary approximation of the locally compact state space (S,d) relative to
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the reference point x◦, in the sense of Definition 3.1.1. Recall that F̂(Q,S) is then
equipped with the marginal metric ρ̂Marg,ξ ,Q defined relative to ξ in Definition 6.2.7,
and that sequential convergence relative to this metric ρ̂Marg,ξ ,Q, is equivalent to weak
convergence of corresponding sequences of f.j.d.’s.

Definition 6.3.4. (Specification of binary approximation of compact path space,
and distribution metric on the set of distributions on said path space). Suppose the
state space (S,d) is compact. Let ξ ≡ (Ak)k=1,2, be an arbitrary binary approximation
of (S,d) relative to the reference point x◦. Recall that, since the metric space (S∞,d∞)
is compact, the countable power ξ ∞ ≡ (Bk)k=1,2, of ξ is defined and is a binary approx-
imation of (S∞,d∞), according to Definition 3.1.6 and Lemma 3.1.7. Recall that, since
(S,d) is compact by assumption, the set Ĵ(S∞,d∞) of distributions is equipped with the
distribution metric ρDist,ξ ∞ , defined relative to ξ
∞ in Definition 5.3.4, and that sequen-
tial convergence relative to this metric ρDist,ξ ∞ is equivalent to weak convergence. Note
that the metric ρDist,ξ ∞ is defined only when the state space (S,d) is compact. Write
ρDist,ξQ ≡ ρDist,ξ ∞ . 
Theorem 6.3.5. (Continuity of the Compact Daniell-KolmogorovExtension). Sup-
pose (S,d) is compact. Let ξ ≡ (Ak)k=1,2, be an arbitrary binary approximation of
(S,d) relative to the reference point x◦. Then the Compact Daniell-Kolmogorov Exten-
sion
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (Ĵ(SQ,dQ),ρDist,ξQ )
constructed in Theorem 6.3.2 is uniformly continuous, with modulus of continuity
δDK(·,‖ξ‖) dependent only on the modulus of local compactness ‖ξ‖ ≡ (|Ak|)k=1,2, of
the compact metric space (S,d).
Proof. 1. Let ε ∈ (0,1) be arbitrary. For abbreviation, write c≡ 24ε−1 and α ≡ 2−1ε .
Let m≡ [log2 2ε−1]1. Define the operation δc by
δc(ε
′)≡ c−1ε ′ (6.3.11)
for each ε ′ > 0. Take n≥ 1 so large that
2−n <
1
3
c−1α = δc(
α
3
).
Note that, by the definition of the operation [·]1, we have 2ε−1 < 2m < 2ε−1 ·22 = 12c.
Hence
2m+1 < c
and
2−m <
1
2
ε.
2. Let F,F ′ ∈ F̂(Q,S) be arbitrary, with F ≡ {F1,··· ,k : k≥ 1} and F ′ ≡ {F ′1,···,k : k≥
1}. Consider the distributions F1,··· ,n ∈ F and F ′1,··· ,n ∈ F’. Since, by hypothesis d ≤ 1,
we have the product metric dn ≤ 1 also. Hence, trivially, the distributions F1,··· ,n,F ′1,··· ,n
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on (Sn,dn) have modulus of tightness equal to 1. Let ξ n be the power n-th power
of ξ , as in Definition 3.1.4. Thus ξ n is a binary approximation for (Sn,dn). Recall
the distribution metric ρDist,ξ n relative to ξ
n on the set of distributions on (Sn,dn), as
introduced in Definition 5.3.4. Then Assertion 1 of Proposition 5.3.11 applies to the
compact metric space (Sn,dn) and the distribution metric ρDist,ξ n , to yield
∆˜≡ ∆˜(α
3
,δc,1,‖ξ n‖)> 0 (6.3.12)
such that, if
ρDist,ξ n(F1,··· ,n,F
′
1,··· ,n)< ∆˜,
then
|F1,··· ,ng−F ′1,···,ng|<
α
3
(6.3.13)
for each g ∈ C(Sn,dn) with |g| ≤ 1 and with modulus of continuity δc. Recall from
Lemma 3.1.5 that the modulus of local compactness ‖ξ n‖ of (Sn,dn) is determined by
the modulus of local compactness ‖ξ‖ of (S,d). Hence we can define
δDK(ε)≡ δDK(ε,‖ξ‖)≡ 2−n∆˜ > 0. (6.3.14)
We will prove that δDK is a modulus of continuity of the Compact Daniell-Kolmogorov
Extension ΦDK .
3. Suppose, for that purpose, that
∞
∑
k=1
2−kρDist,ξ k (F1,··· ,k,F
′
1,··· ,k)≡ ρ̂Marg,ξ ,Q(F,F ′)< δDK(ε). (6.3.15)
We need to show that, then,
ρDist,ξ ∞(E,E
′)< ε
where E ≡ΦDK(F) and E ′ ≡ΦDK(F ′).
4. To that end, let
pi ≡ ({gk,x : x ∈ Bk})k=1,2,···
be the partition of unity of the compact metric space (S∞,d∞) determined by its binary
approximation ξ ∞ ≡ (Bk)k=1,2,, as in Definition 3.2.4. In other words, the family {gk,x :
x ∈ Bk} of basis functions is the 2−k-partition of unity of (S∞,d∞) determined by the
enumerated finite subset Bk, for each k ≥ 1. Moreover, according to Definition 5.3.4,
we have
ρDist,ξ ∞(E,E
′)≡
∞
∑
k=1
2−k|Bk|−1 ∑
x∈B(k)
|Egk,x−E ′gk,x| (6.3.16)
5. Next note that inequality 6.3.15 immediately yields
ρDist,ξ n(F1,··· ,n,F
′
1,··· ,n)< 2
nδDK(ε) = ∆˜. (6.3.17)
Consider each k= 1, · · · ,m. Let x∈Bk be arbitrary. Proposition 3.2.3 says that the basis
function gk,x has values in [0,1], and has Lipschitz constant 2k+1 on (S∞,d∞), where
Yuen-Kwok Chan 213 Constructive Probability
CHAPTER 6. RANDOM FIELDS AND STOCHASTIC PROCESSES
2k+1 ≤ 2m+1 < c. Hence the function gk,x has Lipschitz constant c, and, equivalently,
has the modulus of continuity δc. Now define the function gk,x,n ∈C(Sn,dn) by
gk,x,n(y1, · · · ,yn)≡ gk,x(y1, · · · ,yn,x◦,x◦, · · ·)
for each (y1, · · · ,yn) ∈ Sn. Then, for each (z1,z2, · · · ,zn),(y1,y2, · · · ,yn) ∈ (Sn,dn), we
have
|gk,x,n(z1,z2, · · · ,zn)− gk,x,n(y1,y2, · · · ,yn)|
≡ |gk,x(z1,z2, · · · ,zn,x◦,x◦, · · · )− gk,x(y1,y2, · · · ,yn,x◦,x◦, · · · )|
≤ 2k+1d∞((z1,z2, · · · ,zn,x◦,x◦, · · ·),(y1,y2, · · · ,yn,x◦,x◦, · · · ))
< c
n
∑
k=1
2−kd(zk,yk)≤ c
n∨
k=1
d(zk,yk)
≡ cdn((z1,z2, · · · ,zn),(y1,y2, · · · ,yn)).
Thus the function gk,x,n also has Lipschitz constant c, and, equivalently, has the modu-
lus of continuity δc. In addition, |gk,x| ≤ 1, whence |gk,x,n| ≤ 1. In view of inequality
6.3.17, all the conditions for inequality 6.3.13 have now been verified for the function
gk,x,n. Accordingly,
|F1,··· ,ngk,x,n−F ′1,···,ngk,x,n|<
α
3
.
At the same time, since 2−n < δc(α3 ), where δc is a modulus of continuity of the
function gk,x,n, inequality 6.3.6 in the proof of Theorem 6.3.2 applies to the functions
gk,x,gk,x,n in the place of f , fn, and to the constant
α
3 in the place of ε , to yield
|Egk,x−F1,···,ngk,x,n| ≤ α3 , (6.3.18)
with a similar inequality when E,F are replaced by E ′,F ′ respectively. The triangle
inequality therefore leads to
|Egk,x−E ′gk,x| ≤ |F1,··· ,ngk,x,n−F ′1,···,ngk,x,n|+
2
3
α <
α
3
+
2
3
α = α, (6.3.19)
where k = 1, · · · ,m and x ∈ Bk are arbitrary. It follows that
ρDist,ξ ∞(ΦDK(F),ΦDK(F
′)) = ρDistξ ∞(E,E ′)≡
∞
∑
k=1
2−k|Bk|−1 ∑
x∈B(k)
|Egk,x−E ′gk,x|
≤
m
∑
k=1
2−kα +
∞
∑
k=m+1
2−k < α + 2−m < α +
1
2
ε = ε,
where F,F ′ ∈ F̂(Q,S) are arbitrary with ρ̂Marg,ξ ,Q(F,F ′) < δDK(ε,‖ξ‖), where ε > 0
is arbitrary. Thus the Compact Daniell-Kolmogorov Extension
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (Ĵ(SQ,dQ),ρDist,ξQ )
is uniformly continuous on F̂(Q,S), with modulus of continuity δDK(·,‖ξ‖). The
theorem is proved.
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To generalize Theorems 6.3.2 and 6.3.5 to a locally compact, but not necessarily
compact, state space (S,d), we (i) identify each consistent family of f.j.d.’s on the latter
with one on the one-point compactification (S,d) ≡ (S∪{∆},d) whose f.j.d.’s assign
probability 1 to powers of S, (ii) apply Theorems 6.3.2 and 6.3.5 to the compact state
space (S,d), resulting in distributions on the path space (S
Q
d
Q
), and (iii) prove that
these distributions assign probability 1 to the path subspace (SQ,dQ), and can therefore
be regarded as distributions on the latter.
The remainder of this section makes this precise.
Lemma 6.3.6. (Identifying each consistent family of f.j.d.’s with state space S with
a consistent family of f.j.d.’s with state space S ≡ S∪{∆}). Suppose (S,d) is locally
compact, not necessarily compact. There exists an injection
ψ : F̂(Q,S)→ F̂(Q,S)
such that, for each F ≡ {F1,···.n : n≥ 1} ∈ F̂(Q,S), with F ≡ {F1,··· ,n : n≥ 1} ≡ ψ(F),
we have
F1,··· ,n f ≡ F1,··· .n( f |Sn) (6.3.20)
for each f ∈C(Sn,dn), for each n≥ 1. Moreover, for each F ∈ F̂(Q,S), with F ≡ψ(F),
and for each n≥ 1, the set Sn is a full subset of Sn relative to the distribution F1,··· ,n on
(S
n
,d
n
).
Henceforth, we will identify F with F ≡ ψ(F). In words, each consistent family of
f.j.d.’s with state space S is regarded as a consistent family of f.j.d.’s with state space S
which assign probability 1 to powers of S. Thus
F̂(Q,S)⊂ F̂(Q,S).
Proof. Consider each F ≡ {F1,··· .n : n ≥ 1} ∈ F̂(Q,S). Let n ≥ 1 be arbitrary. Let
f ∈C(Sn,dn) be arbitrary. Then f |Sn ∈Cub(Sn,dn) by Corollary 3.3.5. Hence f |Sn is
integrable relative to the distribution F1,··· .n on (Sn,dn), according to Definition 5.2.1.
Therefore we can define
F1,··· ,n f ≡ F1,··· .n( f |Sn). (6.3.21)
Since F1,··· .n is a distribution, the right-hand side is a linear function of f . Hence
F1,··· ,n is a linear function onC(S
n
,d
n
). Suppose F1,··· ,n f > 0. Then F1,··· .n( f |Sn)> 0.
Again, since F1,··· .n is a distribution, it follows that there exists x ∈ S such f (x) =
( f |Sn)(x) > 0. Thus F1,··· ,n is an integration on the compact metric space (Sn,dn).
Moreover F1,··· ,n1≡ F1,··· .n(1) = 1. Therefore F1,··· ,n is a distribution.
2. Next, we need to verify that the family F ≡ {F1,··· ,n : n ≥ 1} is consistent.
To that end, let m ≥ n ≥ 1 be arbitrary. Let i ≡ (i1, · · · , in) ≡ (1, · · · ,n) be the initial
subsequence (1, · · · ,m). Let i∗ : Sm → Sn be its dual function. Then trivially ( f ◦
i∗)|Sm = ( f |Sm)◦ i∗ on Sn. Hence
F1,··· ,m( f ◦ i∗)≡ F1,··· .m( f ◦ i∗|Sm)
= F1,··· .m(( f |Sm)◦ i∗) = Fi(1),··· ,i(m)( f |Sn)≡ F1,··· ,n f , (6.3.22)
Yuen-Kwok Chan 215 Constructive Probability
CHAPTER 6. RANDOM FIELDS AND STOCHASTIC PROCESSES
where the third equality follows from the consistency of the family F . Thus the family
F ≡ ψ(F)≡ {F1,··· ,n : n≥ 1}
of f.j.d.’s with state space (S,d) is consistent. In other words, ψ(F) ∈ F̂(Q,S). From
the defining equality 6.3.21, we see that, if F = F ′ ∈ F̂(Q,S) then ψ(F) = ψ(F ′). We
conclude that ψ is a well defined function.
3. Now suppose F,F ′ ∈ F̂(Q,S) are such that F ≡ ψ(F) = ψ(F ′)≡ F ′. Let n≥ 1
be arbitrary. Consider each f ∈ C(Sn,dn). Then, by Corollary 3.3.5, there exists f ∈
C(S
n
,d
n
) such that f = f |Sn. The defining equality 6.3.21 therefore implies that
F1,··· .n( f ) = F1,··· .n( f |Sn) = F1,··· ,n f
= F
′
1,··· ,n f = F
′
1,··· ,n( f |Sn) = F ′1,··· .n( f ).
By Lemma 5.3.3, it follows that F1,··· .n = F ′1,··· .n as distributions, where n ≥ 1 is arbi-
trary. Hence F = F ′. Thus ψ is an injection. The lemma is proved.
Lemma 6.3.7. (Identifying each distribution in ΦDK(F̂(Q,S)) with a distribution
on the path space (SQ,dQ)). Since (S,d) is a compact metric space, Theorem 6.3.2
yields the Compact Daniell-Kolmogorov Extension
ΦDK : F̂(Q,S)→ Ĵ(SQ,dQ)
.
Since F̂(Q,S) ⊂ F̂(Q,S) according to Lemma 6.3.6, the image ΦDK(F̂(Q,S)) is well
defined and is a subset of Ĵ(S
Q
,d
Q
). Define
ĴDK(S
Q,dQ)≡ΦDK(F̂(Q,S))⊂ Ĵ(SQ,dQ). (6.3.23)
Let E ∈ ĴDK(SQ,dQ) be arbitrary. In other words, E = ΦDK(F) for some F ∈ F̂(Q,S).
Then SQ is a full subset relative to the distribution E. Define
ϕ(E)≡ E ≡ E|Cub(SQ,dQ). (6.3.24)
Then the following holds.
1. ϕ(E)≡ E ∈ Ĵ(SQ,dQ).
2. The coordinate functionU :Q× (SQ,L,E)→ (S,d) is a r.f. with marginal distri-
butions given by the family F, where (SQ,L,E) is the completion of (SQ,Cub(S
Q,dQ),E).
3. The function
ϕ : ĴDK(S
Q,dQ)→ Ĵ(SQ,dQ) (6.3.25)
thus defined is an injection.
Henceforth, we will identify E with E ≡ ϕ(E). In words, each distribution on the
path space (S
Q
,d
Q
) which is the image under the mappingΦDK of some family of f.j.d.’s
with state space (S,d) will be identified with a distribution on the path space (SQ,dQ).
Thus
ĴDK(S
Q,dQ)⊂ Ĵ(SQ,dQ)∩ Ĵ(SQ,dQ).
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Proof. 1. Let E ∈ ĴDK(SQ,dQ) be arbitrary. Then, by the defining equality 6.3.23, there
exists F ∈ F̂(Q,S) such that E = ΦDK(F), where F ≡ ψ(F). Theorem 6.3.2, applied
to the compact metric space (S,d) and the consistent family F of f.j.d.s with state space
(S,d), says that the coordinate function
U :Q× (SQ,L,E)→ (S,d)
is a r.f. with marginal distributions given by the family F , where (S
Q
,L,E) is the
completion of (S
Q
,C(S
Q
,d
Q
),E).
Note that each function f ∈Cub(SQ,dQ) can be regarded as a function on SQ with
domain( f ) ≡ SQ ⊂ SQ. We will prove that SQ is a full set in (SQ,L,E), and that
Cub(S
Q,dQ) ⊂ L. We will then show that the restricted function E ≡ E|Cub(SQ,dQ)
is a distribution on (SQ,dQ).
2. To that end, let n,m≥ 1 be arbitrary. Define the function
hm ≡ 1∧ (1+m− d(·,x◦))+ ∈C(S,d).
Define the function hm ∈ C(S,d) by hm(y) ≡ hm(y) or hm(y) ≡ 0 according as y ∈ S
or y = ∆. Then hm = hm|S. Moreover, for each point y ∈ (S,d) we have hm(y) = 1 if
m ≥ 1 is sufficiently large. At the same time, hm(∆) = 0 for each m ≥ 1. It follows
that limm→∞ hm(Un)(y) = 1 or 0 according as Un(y) ∈ S or Un(y) = ∆, for each y ∈
domain(Un). In short,
lim
m→∞hm(Un) = 1(U(n)∈S)
on domain(Un). Moreover,
Ehm(Un) = Fnhm ≡ Fn(hm|S) = Fnhm ↑ 1
asm→∞, where the first equality is because the r.f. U has marginal distributions given
by the family F , where the second equality is by the defining formula 6.3.20 of the
family F ≡ ψ(F), and where the convergence is because Fn is a distribution on the
locally compact metric space (S,d). The Monotone Convergence Theorem therefore
implies that the indicator 1(U(n)∈S) is integrable on (S
∞
,L,E), with integral 1. Thus
(Un ∈ S) is a full subset of the probability space (S∞,L,E), where n ≥ 1 is arbitrary.
Since, by the definition of the coordinate functionU , we have
S∞ =
∞⋂
m=1
{(x1,x2, · · · ) ∈ S∞ : xm ∈ S}
=
∞⋂
m=1
{(x1,x2, · · · ) ∈ S∞ :Um(x1,x2, · · · ) ∈ S}=
∞⋂
m=1
(Um ∈ S),
it follows that S∞is the intersection of a sequence of full subsets, and is itself a full
subset of (S
∞
,L,E).
3. Now note thatUn =Un on the full subset S∞ of (S
∞
,L,E), where
U : Q× S∞ → S
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is the coordinate function as in Definition 6.3.1, where n≥ 1 is arbitrary. It follows that
U is a r.f. on (S
∞
,L,E) with values in the metric space (S,d).
4. Next consider each n≥ 1, f ∈Cub(Sn,dn) and f ∈Cub(Sn,dn), such that f |Sn =
f . Then
f (U1, · · · ,Un) ∈Cub(SQ,dQ). (6.3.26)
Separately, according to Proposition 4.8.17, the function (U1, · · · ,Un) on (S∞,L,E) is
a r.v. with values in (Sn,dn). Hence f (U1, · · · ,Un) ∈ L by Proposition 4.8.7. Therefore
f (U1, · · · ,Un)|S∞ = f (U1, · · · ,Un) ∈ L. (6.3.27)
Combining,
E f (U1, · · · ,Un) = E f (U1, · · · ,Un) = E f (U1, · · · ,Un)
= F1,··· ,n f ≡ F1,··· ,n( f |Sn) = F1,··· ,n( f ), (6.3.28)
where the first equality is by the equality 6.3.24 and relation 6.3.26, where the second
equality is from equality 6.3.27, where the third equality is because the r.f. U : Q×
(S
Q
,L,E)→ (S,d) has marginal distributions given by the family F , and where the
fourth equality is by the defining equality 6.3.20 in Lemma 6.3.6.
5. We proceed to prove that the function E is a distribution on the complete met-
ric space (S∞,d∞). To that end, let f ∈ Cub(S∞,d∞) be arbitrary, with a modulus of
continuity δ f ., and with | f | ≤ b for some b > 0. We will prove that f ∈ L. Define the
function f : S
∞ → R by domain( f )≡ S∞ and by f (x)≡ f (x) for each x ∈ S∞.
Let ε > 0 be arbitrary. Let n ≥ 1 be so large that 2−n < δ f (ε). Define fn ∈
Cub(S
n,dn) by
fn(x1,x2, · · · ,xn)≡ f (x1,x2, · · · ,xn,x◦,x◦, · · · ) (6.3.29)
for each (x1,x2, · · · ,xn) ∈ Sn. Then
d∞((x1,x2, · · · ,xn,x◦,x◦, · · ·),(x1,x2, · · · ))≤
∞
∑
i=n+1
2−i = 2−n < δ f (ε)
for each x= (x1,x2, · · · ) ∈ S∞. Hence
| fn(U1, · · · ,Un)− f (x1,x2, · · · )|= | fn(x1,x2, · · · ,xn)− f (x1,x2, · · · )|
= | f (x1,x2, · · · ,xn,x◦,x◦, · · · )− f (x1,x2, · · · )|< ε
for each x= (x1,x2, · · · ) ∈ S∞. In other words,
| fn(U1, · · · ,Un)− f |< ε (6.3.30)
on the full set S∞, where n≥ 1 is arbitrary with 2−n < δ f (ε). Thus
fn(U1, · · · ,Un)→ f (6.3.31)
in probability on (S
Q
,L,E). At the same time, since fn ∈Cub(Sn,dn),we have fn(U1, · · · ,Un)∈
L according to relation 6.3.27, while | f | ≤ b and | fn| ≤ b for each n≥ 1. Therefore, in
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view of the convergence relation 6.3.31, the Dominated Convergence Theorem implies
that f ∈ L, and that
E f = lim
n→∞E fn(U1, · · · ,Un) = limn→∞E fn(U1, · · · ,Un) = E f , (6.3.32)
where the second equality is by applying equality 6.3.28 to fn for each n ≥ 1. Since
f ∈Cub(S∞,d∞) is arbitrary, we see thatCub(S∞,d∞)⊂ L.
6. We will now verify that (S∞,Cub(S∞,d∞),E) is an integration space. First note
that the space Cub(S∞,d∞) is linear, contains constants, and is closed to the operations
of absolute values and minimums. Linearity of the function E follows from that of
E, in view of equality 6.3.32. Now suppose a sequence (gi)i=0,1,2,··· of functions in
Cub(S
∞,d∞) is such that gi is non-negative for each i≥ 1 and such that ∑∞i=1Egi < Eg0.
Then, by equality 6.3.32, we have ∑∞i=1Egi < Eg0. Hence, since E is an integra-
tion, there exists a point x ∈ ⋂∞i=0domain(gi) such that ∑∞i=1 gi(x) < g0(x). Thus the
positivity condition in Definition 4.3.1 has been verified for the function E . Now let
g ∈Cub(S∞,d∞) be arbitrary. Then E(g∧k) = E(g∧k)→ E(g) = Eg as k→ ∞, where
the convergence is because E is an integration. Similarly, E(|g| ∧ k−1)→ 0 as k→ ∞.
Thus all the conditions in Definition 4.3.1 have been verified for (S∞,Cub(S∞,d∞),E)
to be an integration space.
7. Since d∞ ≤ 1 and E1 = E1 = 1, Assertion 2 of Lemma 5.2.2 implies that the
integration E is a distribution on the complete metric space (S∞,d∞). In other words,
ϕ(E) ≡ E ∈ Ĵ(SQ,dQ). We see that the function ϕ is well defined. Moreover, let
(S∞,L,E) be the completion of the integration space (S∞,Cub(S∞,d∞),E). Then equal-
ity 6.3.28 implies that the coordinate functionU is a r.f. with sample space (S∞,L,E)
and with marginal distributions given by the family F .
8. It remains to prove that ϕ is an injection. To that end, let a second distribution
E
′ ∈ ĴDK(SQ,dQ) be arbitrary. Suppose
E ≡ ϕ(E) = ϕ(E ′)≡ E ′.
Let f ∈ (SQ,dQ) be arbitrary. Then f ≡ f |S∞ ∈ Cub(S∞,d∞). Then equality 6.3.32
yields
E f = E f = E f = E ′ f = E ′ f = E ′ f , (6.3.33)
where the first and last equality are because f = f on the full subset S∞relative to E and
to E
′
. Thus E = E
′
as distributions on the compact metric space (S
Q
,d
Q
). We conclude
that the function ϕ is an injection. The lemma is proved.
We are now ready to prove the Daniell-KolmogorovExtension Theorem, where the
state space is required only to be locally compact.
Theorem 6.3.8. (Daniell-Kolmogorov Extension, and its continuity). Suppose
(S,d) is locally compact, not necessarily compact, with a binary approximation ξ .
Recall the set
ĴDK(S
Q,dQ)⊂ Ĵ(SQ,dQ)∩ Ĵ(SQ,dQ)
of distributions, defined in Lemma 6.3.7. Then the following holds.
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1. (Existence). There exists a function
ΦDK : F̂(Q,S)→ ĴDK(SQ,dQ)
such that, for each consistent family F ∈ F̂(Q,S) of f.j.d.’s, the distribution E ≡ΦDK(F)
satisfies the conditions (i) the coordinate function
U : Q× (SQ,L,E)→ S
is a r.f., where L is the completion of Cub(S
Q,dQ) relative to the distribution E, and (ii)
the r.f. U has marginal distributions given by the family F. The function ΦDK will be
called the Daniell-Kolmogorov Extension.
2. (Continuity). Let ξ be the compactification of the given binary approximation ξ ,
as constructed in Corollary 3.3.6. Thus ξ is a binary approximation of (S,d) relative to
the fixed reference point x◦ ∈ S. Since the metric space (S,d) is compact, the countable
power ξ
∞ ≡ (Bk)k=1,2, of ξ is defined and is a binary approximation of (S∞,d∞), ac-
cording to Definition 3.1.6. Recall that the set Ĵ(S
∞
,d
∞
) is then equipped with the dis-
tribution metric ρ
Dist,ξ
∞ defined relative to ξ
∞
, according to Definition 5.3.4, and that
convergence of a sequence of distributions on (S
∞
,d
∞
) relative to the metric ρ
Dist,ξ
∞
is equivalent to weak convergence. Write ρ
Dist,ξ
Q ≡ ρDist,ξ ∞ . Since ĴDK(SQ,dQ) is
a subset of Ĵ(S
∞
,d
∞
), we have a metric subspace (ĴDK(S
Q,dQ),ρ
Dist,ξ
Q). Then the
Daniell-Kolmogorov Extension
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (ĴDK(SQ,dQ),ρDist,ξQ)
is uniformly continuous, with a modulus of continuity δDK(·,‖ξ‖) dependent only on
the modulus of local compactness ‖ξ‖≡ (|Ak|)k=1,2, of the locally compact state space
(S,d).
Proof. 1. Apply Theorems 6.3.2 and 6.3.5 to the compact metric space (S,d) to obtain
the Compact Daniell-Kolmogorov Extension
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (Ĵ(SQ,dQ),ρDist,ξQ),
which is uniformly continuous with modulus of continuity δDK(·,
∥∥∥ξ∥∥∥) dependent only
on the modulus of local compactness
∥∥∥ξ∥∥∥ of the compact metric space (S,d).
2. By the defining equality 6.3.23 in Lemma 6.3.7, we have
ΦDK(F̂(Q,S))≡ ĴDK(SQ,dQ), (6.3.34)
where F̂(Q,S) is a subset of F̂(Q,S). Hence we can define the restricted mapping
ΦDK ≡ΦDK |F̂(Q,S) : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (ĴDK(SQ,dQ),ρDist,ξQ), (6.3.35)
which inherits the continuity and modulus of continuity δDK(·,
∥∥∥ξ∥∥∥) from ΦDK . Thus
the mapping ΦDK is uniformly continuous. According to Corollary 3.3.6,
∥∥∥ξ∥∥∥ in turn
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depends only on the modulus of local compactness ‖ξ‖ of the locally compact metric
space (S,d). Hence we can define
δDK(·,‖ξ‖)≡ δDK(·,
∥∥∥ξ∥∥∥),
and ΦDK has the modulus of continuity δDK(·,‖ξ‖) which depends only on ‖ξ‖.
3. Let F ∈ F̂(Q,S) be arbitrary. Let E ≡ ΦDK(F). Then E = ΦDK(F) by the
defining equality 6.3.35 of the function ΦDK . Hence Assertion 2 of Lemma 6.3.7 is
applicable to E ≡ E = ΦDK(F) and F ∈ F̂(Q,S), and says that the coordinate function
U : Q× (SQ,L,E)→ (S,d) is a r.f. with marginal distributions given by the family F ,
where (SQ,L,E) is the completion of (SQ,Cub(SQ,dQ),E).
The theorem is proved.
6.4 Daniell-Kolmogorov-Skorokhod Extension
We use the notations as in the previous section. In particular, Q ≡ {t1, t2, · · · } denotes
a countable parameter set, and, for simplicity of presentation, and without loss of gen-
erality, we assume that tn = n for each n≥ 1. Thus
Q≡ {t1, t2, · · · } ≡ {1,2, · · ·}.
For two consistent families F and F ′ of f.j.d.’s with the parameter set Q and the
locally compact state space (S,d), the Daniell-Kolmogorov Extension in the previous
section produces two corresponding distributions E and E ′ on the path space (S∞,d∞),
such that the families F and F ′ of f.j.d.’s are the marginal distributions of the r.f.’s U :
Q×(SQ,L,E)→ (S,d) andU :Q×(SQ,L′,E ′)→ S receptively, even as the underlying
coordinate functionU remains the same.
In contrast, Theorem 3.1.1 in [Skorohod 1956] combines the Daniell-Kolmogorov
Extension with Skorokhod’s Representation Theorem, presented as Theorem 5.5.1 in
the present work, and produces (i) as the sample space, the fixed probability space
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
based on the uniform distribution
∫ ·dx on the unit interval [0,1], and (ii) for each
F ∈ F̂(Q,S), a r.f. Z : Q× (Θ0,L0, I0)→ (S,d) with marginal distributions given by
F . The sample space is fixed, but two different families F and F ′ of f.j.d.’s result in
two different r.f.’s Z and Z′. Theorem 3.1.1 in [Skorohod 1956] shows that the Daniell-
Kolmogorov-Skorokhod Extension thus obtained is continuous relative to weak con-
vergence in F̂(Q,S). Because the r.f.’s produced can be regarded as r.v.’s on the same
probability space (Θ0,L0, I0) with values in the path space (SQ,dQ), we will have at
out disposal the familiar tools of making new r.v.’s, including the taking of continuous
function of given r.v.’s and the taking of limits in various senses. These operations on
such r.v.’s would be clumsy or impossible in terms of distributions on the path space, .
This will be clear as we go along.
Note that, in Theorem 5.5.1 of the present work, we recast the aforementioned
Skorokhod’s Representation Theorem in terms of partitions of unity in the sense of
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Definition 3.2.4; namely, where Borel sets are used in [Skorohod 1956], we use con-
tinuous basis functions with compact support. This will facilitate the subsequent proof
of metrical continuity of the following Daniell-Kolmogorov-SkorokhodExtension, and
the derivation of an accompanying modulus of continuity.
Recall from Definition 6.1.1 that R̂(Q×Θ0,S) denotes the set of r.f.’s with parame-
ter set Q, sample space (Θ0,L0, I0), and state space (S,d). We first identify each r.f. in
R̂(Q×Θ0,S) with a r.v. inM(Ω,SQ)
Definition 6.4.1. (Metric space of r.f.’s with countable parameter set). Suppose
the state space (S,d) is locally compact, not necessarily compact. Let (Ω,L,E) be
an arbitrary probability space. Recall that R̂(Q×Ω,S) denotes the set of r.f.’s Z :
Q×Ω→ (S,d). By Lemma 6.1.2, each r.f. Z :Q×Ω→ (S,d) can be regarded as a r.v.
Z : Ω → (SQ,dQ). Thus the set R̂(Q×Ω,S) can be identified with a the set M(Ω,SQ)
of r.v.’s with values in the path space. Then the set R̂(Q×Ω,S) inherits fromM(Ω,SQ)
the probability metric ρProb, defined in Definition 5.1.10. More precisely, define
ρ̂Prob,Q(Z,Z
′)≡ ρProb(Z,Z′)≡ E(1∧dQ(Z,Z′))
= E(1∧
∞
∑
n=1
2−n(1∧d(Zt(n),Z′t(n)))) = E
∞
∑
n=1
2−n(1∧d(Zt(n),Z′t(n))). (6.4.1)
for each Z,Z′ ∈ R̂(Q×Ω,S) =M(Ω,SQ). Note that ρ̂Prob,Q ≤ 1.
‘In view of the right-hand side of the defining equality 6.4.1, the metric ρ̂Prob,Q is
determined by the enumeration (t1, t2, · · · ) of the countably infinite set Q. A different
enumerationwould produce a different, albeit equivalent, metric. We omit the subscript
Q for the enumerated set only when it is understood from context.
Note that equality 6.4.1 implies that sequential convergence of r.f.’s in R̂(Q×Ω,S)
relative to the metric ρProb is equivalent to convergence in probability and, therefore,
to the weak convergence of the sequence, when the r.f.’s are viewed as r.v.’s. 
Theorem 6.4.2. (Compact Daniell-Kolmogorov-Skorokhod Extension). Suppose
(S,d) is compact. Let ξ ≡ (Ap)p=1,2,··· be an arbitrary binary approximation of state
space (S,d). Then there exists a function
ΦDKS,ξ : F̂(Q,S)→ R̂(Q×Θ0,S)
such that, for each F ∈ F̂(Q,S), the r.f. Z ≡ ΦDKS,ξ (F) : Q×Θ0 → S has marginal
distributions given by the family F. The function ΦDKS,ξ constructed in the proof be-
low will be called the Daniell-Kolmogorov-SkorokhodExtension relative to the binary
approximation ξ of (S,d).
Proof. 1. Consider the Compact Daniell-Kolmogorov Extension
ΦDK : F̂(Q,S)→ Ĵ(SQ,dQ),
which maps each consistent family F ∈ F̂(Q,S) of f.j.d.’s to a distribution E ≡ΦDK(F)
on (SQ,dQ), such that (i) the coordinate functionU :Q× (SQ,L,E)→ S is a r.f., where
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L is the completion ofC(SQ,dQ) relative to the distribution E , and (ii)U has marginal
distributions given by the family F .
2. Since the path space (S,d) is compact by hypothesis, the countable power
ξ ∞ ≡ (Bk)k=1,2, of ξ is defined and is a binary approximation of (SQ,dQ) ≡ (S∞,d∞),
according to Definition 3.1.6. Recall that the set Ĵ(SQ,dQ) is then equipped with
the distribution metric ρDist,ξ ∞ defined relative to ξ
∞, according to Definition 5.3.4,
and that convergence of a sequence of distributions on (SQ,dQ) relative to the metric
ρDist,ξ ∞ is equivalent to weak convergence. Write ρDist,ξQ ≡ ρDist,ξ ∞ .
2. Recall from 5.1.10 thatM(Θ0,SQ) denotes the set of r.v.’s Z≡ (Zt(1),Zt(2), · · · )≡
(Z1,Z2, · · · ) on (Θ0,L0, I0), with values in the compact path space (SQ,dQ). Theorem
5.5.1 constructed the Skorokhod representation
ΦSk,ξ ∞ : Ĵ(S
Q,dQ)→M(Θ0,SQ)
such that, for each distribution E ∈ Ĵ(SQ,dQ), with Z ≡ΦSk,ξ ∞(E), we have
E = I0,Z, (6.4.2)
where I0,Z is the distribution induced on the compact metric space (SQ,dQ) by the r.v.
Z, in the sense of 5.2.3.
3. We will now verify that the composite function
ΦDKS,ξ ≡ΦSk,ξ ∞ ◦ΦDK : F̂(Q,S)→M(Θ0,SQ) (6.4.3)
has the desired properties. To that end, let the consistent family F ∈ F̂(Q,S) of f.j.d.’s
be arbitrary. Let Z ≡ ΦDKS,ξ (F). Then Z ≡ ΦSk,ξ ∞(E) for some E ≡ ΦDK(F). We
need only verify that the r.v. Z = (Z1,Z2, · · ·) ∈ M(Θ0,SQ), when viewed as a r.f.
Z : Q× (Θ0,L0, I0)→ (S,d), has marginal distributions given by the family F .
4. To that end, let n ≥ 1 and g ∈ C(Sn,dn) be arbitrary. Define the function f ∈
C(S∞,d∞) by
f (x1,x2, · · · )≡ g(x1, · · · ,xn)
for each (x1,x2, · · · ) ∈ S∞. Then, for each x≡ (x1,x2, · · · ) ∈ S∞, we have, by the defini-
tion of the coordinate functionU ,
f (x) = f (x1,x2, · · · ) = f (U1(x),U2(x), · · · ) = g(U1, · · · ,Un)(x). (6.4.4)
Therefore
I0g(Z1, · · · ,Zn) = I0 f (Z1,Z2 · · · ) = I0 f (Z) = I0,Z f
= E f = Eg(U1, · · · ,Un) = F1,··· ,ng, (6.4.5)
where the third equality is by the definition of the induced distribution I0,Z , the fourth
follows from equality 6.4.2, the fifth is by equality 6.4.4, and the last is by Condi-
tion (ii) in Step 1. Since n ≥ 1 and g ∈ C(Sn,dn) are arbitrary, we conclude that the
r.f. ΦDKS,ξ (F) = Z has marginal distributions given by the family F . The theorem is
proved.
Yuen-Kwok Chan 223 Constructive Probability
CHAPTER 6. RANDOM FIELDS AND STOCHASTIC PROCESSES
Theorem 6.4.3. (Continuity of Compact Daniell-Kolmogorov-Skorokhod Exten-
sion). Use the same assumptions and notations as in Theorem 6.4.2. In particular,
suppose the state space (S,d) is compact. Recall that the modulus of local compact-
ness of (S,d) corresponding to the binary approximation ξ ≡ (Ap)p=1,2,··· is defined as
the sequence
‖ξ‖ ≡ (|Ap|)p=1,2,···.
of integers. Then the Compact Daniell-Kolmogorov-Skorokhod Extension
ΦDKS,ξ : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (R̂(Q×Θ0,S), ρ̂Prob,Q) (6.4.6)
is uniformly continuous with a modulus of continuity δDKS(·,‖ξ‖) dependent only on
‖ξ‖. The marginal metric ρ̂Marg,ξ ,Q and the probability metric ρ̂Prob,Q were introduced
in Definitions 6.2.7 and 6.4.1 respectively.
Proof. 1. By the defining equality 6.4.3 in Theorem 6.4.2, we have
ΦDKS,ξ ≡ΦSk,ξ ∞ ◦ΦDK , (6.4.7)
where the Compact Daniell-Kolmogorov Extension
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (Ĵ(SQ,dQ),ρDist,ξQ )
is uniformly continuous according to Theorem 6.3.5, with modulus of continuity
δDK(·,‖ξ‖)
dependent only on the modulus of local compactness ‖ξ‖≡ (|Ak|)k=1,2, of the compact
metric space (S,d).
2. Separately, the metric space (S,d) is compact by hypothesis. Hence its count-
able power (SQ,dQ) is compact. Moreover, the countable power ξQ is defined and is
a binary approximation of (SQ,dQ). Moreover, since dQ ≤ 1, the set Ĵ(SQ,dQ) of dis-
tributions on (SQ,dQ) is trivially tight, with the modulus of tightness β ≡ 1. Hence
Theorem 5.5.2 is applicable to the metric space (SQ,dQ) along with its binary approx-
imation ξQ , and implies that the Skorokhod representation
ΦSk,ξ ∞ : (Ĵ(S
Q,dQ),ρDist,ξQ)→ (M(Θ0,S),ρProb)
is uniformly continuous, with a modulus of continuity δSk(·,
∥∥ξQ∥∥ ,1) depending only
on
∥∥ξQ∥∥. Equivalently,
ΦSk,ξ ∞ : (Ĵ(S
Q,dQ),ρDist,ξQ )→ (R̂(Q×Θ0,S),ρProb)
is uniformly continuous, with a modulus of continuity δSk(·,
∥∥ξQ∥∥ ,1).
3. Combining, we see that the composite function ΦDKS,ξ in equality 6.4.6 is uni-
formly continuous, with a modulus of continuity given by the composite operation
δDKS(·,‖ξ‖)≡ δDK(δSk(·,
∥∥ξQ∥∥ ,1),‖ξ‖),
where we observe that the modulus of local compactness
∥∥ξQ∥∥of the countable power
(SQ,dQ) is determined by the modulus of local compactness ‖ξ‖ of the compact metric
space (S,d), according to Lemma 3.1.7. The theorem is proved.
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Now the Daniell-Kolmogorov-Skororkhod Extension Theorem, where the state
space is required only to be locally compact.
Theorem 6.4.4. (Daniell-Kolmogorov-Skorokhod Extension, and its continuity).
Suppose (S,d) is locally compact, not necessarily compact, with a binary approxima-
tion ξ . Then the following holds.
1. (Existence). There exists a function
ΦDKS,ξ : F̂(Q,S)→ R̂(Q×Θ0,S)
such that, for each F ∈ F̂(Q,S), the r.f. Z ≡ ΦDKS,ξ (F) : Q×Θ0 → S has marginal
distributions given by the family F. The function ΦDKS,ξ will be called the Daniell-
Kolmogorov-Skorokhod Extension relative to the binary approximation ξ of (S,d).
2. (Continuity). The Daniell-Kolmogorov-Skorokhod Extension
ΦDKS,ξ : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (R̂(Q×Θ0,S), ρ̂Prob,Q)
is uniformly continuous, with a modulus of continuity δDKS(·,‖ξ‖) dependent only on
the modulus of local compactness ‖ξ‖ ≡ (|Ak|)k=1,2, of the locally compact state space
(S,d).
Proof. 1. Let ξ be the compactification of the given binary approximation ξ , as con-
structed in Corollary 3.3.6. Thus ξ is a binary approximation of (S,d) relative to the
fixed reference point x◦ ∈ S. Since the metric space (S,d) is compact, the countable
power ξ
∞
of ξ is defined and is a binary approximation of (S
∞
,d
∞
), according to Def-
inition 3.1.6. Apply Theorems 6.4.2 and 6.4.3 to the compact metric space (S,d) to
obtain the Compact Daniell-Kolmogorov-Skorokhod Extension
Φ
DKS,ξ : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (R̂(Q×Θ0,S),ρProb), (6.4.8)
which is uniformly continuous with a modulus of continuity δDKS(·,
∥∥∥ξ∥∥∥) dependent
only on
∥∥∥ξ∥∥∥. Specifically,
Φ
DKS,ξ
≡Φ
Sk,ξ
∞ ◦ΦDK ,
where
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (Ĵ(SQ,dQ),ρDist,ξQ)
and
Φ
Sk,ξ
Q : Ĵ(S
Q
,d
Q
)→ (M(Θ0,SQ),ρProb)
2. Since F̂(Q,S) is a subset of F̂(Q,S), we can define the restricted mapping
ΦDKS,ξ ≡ΦDKS,ξ |F̂(Q,S) : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (R̂(Q×Θ0,S),ρProb), (6.4.9)
which inherits the continuity and modulus of continuity δDKS(·,
∥∥∥ξ∥∥∥) from ΦDKS,ξ .
Thus the mapping ΦDKS,ξ is uniformly continuous. According to Corollary 3.3.6,
∥∥∥ξ∥∥∥
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in turn depends only on the modulus of local compactness ‖ξ‖ of the locally compact
metric space (S,d). Hence we can define
δDKS(·,‖ξ‖)≡ δDKS(·,
∥∥∥ξ∥∥∥).
Then ΦDKS,ξ has the modulus of continuity δDKS(·,‖ξ‖) which depends only on ‖ξ‖.
3. Let F ∈ F̂(Q,S) be arbitrary. Write Z ≡ ΦDKS,ξ (F). It remains to prove that
Z ∈ R̂(Q×Θ0,S) and that it has marginal distributions given by the family F . To that
end, note that, since ΦDKS,ξ ≡ ΦDKS,ξ |F̂(Q,S), we have Z = ΦDKS,ξ (F). Moreover,
write E ≡ ΦDK(F) ∈ Ĵ(SQ,dQ). Then, by the defining equality 6.4.3 for the function
Φ
DKS,ξ , we have
Z ≡ΦDKS,ξ (F) = ΦSk,ξQ(E) ∈M(Θ0,S
Q
).
Furthermore, Theorem 5.5.1 defined and constructed the Skorokhod representation
Φ
Sk,ξ
∞ , such that the r.v.
Z ≡Φ
Sk,ξ
(E) : (Θ0,L0, I0)→ (SQ,dQ)
induces the distribution E on the metric space (S
Q
,d
Q
). In other words, E f = I0 f (Z)
for each f ∈C(SQ,dQ). In particular,
Eg(U1, · · · ,Un) = I0g(Z1, · · · ,Zn) (6.4.10)
for each g∈Cub(Sn,dn), for each n≥ 1. HereU :Q×SQ→ S is the coordinate function.
On the other hand, Theorem 6.3.8 says that ΦDK ≡ΦDK |F̂(Q,S), whence
E = ΦDK(F) = ΦDK(F) ∈ Ĵ(SQ,dQ),
and that (i) the coordinate function
U :Q× (SQ,L,E)→ (S,d)
is a r.f., where L is the completion ofCub(SQ,dQ) relative to the distribution E , and (ii)
the r.f. U has marginal distributions given by the family F . Hence
Eg(U1, · · · ,Un) = F1,··· ,ng (6.4.11)
for each g ∈ Cub(Sn,dn), for each n ≥ 1. Combining equalities 6.4.10 and 6.4.11, we
obtain
I0g(Z1, · · · ,Zn) = F1,··· ,ng
for each g ∈Cub(Sn,dn), for each n≥ 1. Summing up, we conclude that
Z : Q× (Θ0,L0, I0)→ (S,d)
is a r.f. with marginal distributions given by the consistent family F of f.j.d.’s. The
theorem is proved.
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6.4. DANIELL-KOLMOGOROV-SKOROKHODEXTENSION
As a corollary, we prove Skorokhod’s sequential continuity theorem, essentially
Theorem 3.1.1 in [Skorohod 1956].
Theorem 6.4.5. (Sequential continuity of the Daniell-Komogorov-Skorokhod Ex-
tension). Let F (0),F(1),F (2), · · · be an arbitrary sequence in F̂(Q,S) such that
ρ̂Marg,ξ ,Q(F
(p),F(0))→ 0. (6.4.12)
For each p ≥ 0, write
Z(p) ≡ΦDKS,ξ (F (p)) ∈ (R̂(Q×Θ0,S),ρProb) =M(Θ0,SQ)
Then
Z(p) → Z(0) a.u.
as r.v.’s on (Θ0,L0, I0) with values in the path space (S
Q,dQ).
Proof. Let p≥ 0 be arbitrary. Write Z(p)≡ΦDKS,ξ (F (p)) and writeE(p)≡ΦDK(F (p))∈
Ĵ(S
Q
,d
Q
). Then
Z(p) ≡Φ
DKS,ξ
(F(p))≡Φ
Sk,ξ
∞(ΦDK(F
(p)))≡Φ
Sk,ξ
∞(E
(p)
). (6.4.13)
Since
ΦDK : (F̂(Q,S), ρ̂Marg,ξ ,Q)→ (Ĵ(SQ,dQ),ρDist,ξQ)
is uniformly continuous, convergence relation 6.4.12 implies ρ
Dist,ξ
Q(E
(p)
,E
(0)
) →
0. At the same time, the metric space (S
Q
,d
Q
) is compact. Hence Theorem 5.5.3 is
applicable, and implies that
Φ
Sk,ξ
Q(E
(p)
)→Φ
Sk,ξ
Q(E
(0)
) a.u.
on (Θ0,L0, I0). In view of equality 6.4.13, this can be rewritten as
Z(p) → Z(0) a.u.
as r.v.’s on (Θ0,L0, I0) with values in (S
Q
,d
Q
). In other words,
d
∞
(Z(p),Z(0))→ 0 a.u. (6.4.14)
5. We proceed to show that
d∞(Z(p),Z(0))→ 0 a.u. (6.4.15)
To that end, let n≥ 1 be arbitrary. Then there exists b> 0 so large that
I0B
c < 2−n
where
B≡ (
n∨
k=1
d(Z
(0)
t(k)
,x◦)≤ b). (6.4.16)
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Let h ≡ n∨ [log2 b]1. In view of the a.u. convergence 6.4.14, there exist m ≥ h and a
measurable subset A of (Θ0,L0, I0) with
I0A
c < 2−n
such that
1A
∞
∑
k=1
2−kd(Z(p)
t(k),Z
(0)
t(k))≤ 2−2h−1|Ah|−2 (6.4.17)
for each p≥ m.
6. Now consider each θ ∈ AB and each k = 1, · · · ,n. Then, by inequality 6.4.17,
we have
d(Z
(p)
t(k)
(θ ),Z
(0)
t(k)
(θ ))≤ 2k2−2h−1|Ah|−2 ≤ 2−h−1|Ah|−2, (6.4.18)
while equality 6.4.16 yields
d(Z
(0)
t(k)
(θ ),x◦)≤ b< 2h. (6.4.19)
According to Assertion (ii) of Theorem 3.3.4, regarding the one-point compactification
(S,d) of (S,d) relative to the binary approximations ξ ≡ (Ap)p=1,2,···, if y ∈ (d(·,x◦)≤
2h) and z ∈ S are such that
d(y,z)< 2−h−1|Ah|−2,
then
d(y,z) < 2−h+2.
Hence inequalities 6.4.18 and 6.4.19 together yield
d(Z
(p)
t(k)
(θ ),Z
(0)
t(k)
(θ ))< 2−h+2 ≤ 2−n+2,
where θ ∈ AB, and k = 1, · · · ,n are arbitrary. Consequently, recalling the notation
d̂ ≡ 1∧d, we obtain
1AB
∞
∑
k=1
2−kd̂(Z(p)
t(k),Z
(0)
t(k))≤ 1AB
n
∑
k=1
2−kd̂(Z(p)
t(k),Z
(0)
t(k))+
∞
∑
k=n+1
2−k
≤ 1AB
n
∑
k=1
2−k2−n+2+
∞
∑
k=n+1
2−k
< 2−n+2+ 2−n < 2−n+1,
where 2−n+1 and I0(AB)c < 2−n+1 are arbitrarily small. Hence, by Proposition 5.1.14,
we have
∞
∑
k=1
2−kd̂(Z(p)
t(k)
,Z
(0)
t(k)
)→ 0 a.u.
Equivalently,
d∞(Z(p),Z(0))→ 0 a.u. (6.4.20)
In other words, Z(p) → Z(0) a.u. in M(Θ0,Sn), as alleged.
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Chapter 7
Measurable Random Field
7.1 Measurable R.F.’s which are Continuous in Proba-
bility
In this chapter, let (S,d) be a locally compact metric space, not necessarily a linear
space or ordered. Let (Q,dQ) be a compact metric space endowed with an arbitrary,
but fixed, integration.
Consider each consistent family F of f.j.d.’s with parameter spaceQ and state space
S which is continuous in probability, we will construct a measurable r.f. X : Q×Ω→
S which extends F , in a sense to be defined presently. We will also prove that the
construction is metrically continuous.
In the special case where S ≡ [−∞,∞] and where Q is a subinterval of [−∞,∞],
where the symbol [−∞,∞] stands for a properly defined and metrized two-point com-
pactification of the real line, the main theorem in Section III.4 of [Neveu 1965], gives
a classical construction. The construction in [Neveu 1965] uses a sequence of step pro-
cesses on half open intervals, and then uses the limit supremum of this sequence as the
desired measurable process X . Existence of a limit supremum is, however, by invoking
principle of infinite search, and not constructive.
[Potthoff 2009] gives a constructive proof of existence in t the case where S ≡
[−∞,∞] and where (Q,dQ) is a metric space, by using linear combinations, with stochas-
tic coefficients, of certain deterministic basis functions, as successive L1−approximations
to the desired measurable random field X , obviating the use of any limit supremum.
These deterministic basis functions are continuous on (Q,dQ) with values in the state
space [0,1], and are from a partition of unity of (Q,dQ).
In the general case, where neither a linear structure nor an ordering is available
on the state space (S,d), the aforementioned limit supremum or linear combinations
of basis functions would not be available. We will go around these difficulties by re-
placing the linear combinations with stochastic interpolations of the basis functions,
essentially by continuously varying the probability weighting of basis functions. This
method of construction of measurable processes, and the subsequent theorem of metri-
cal continuity of the construction, in epsilon-delta terms, seem hitherto unknown.
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In the rest of this section, we will make the last paragraph precise.
Definition 7.1.1. (Specification of locally compact state space and compact param-
eter space, and their binary approximations). In this section, let (S,d) be a locally
compact metric space, with a binary approximation ξ ≡ (An)n=1,2,··· relative to some
arbitrary, but fixed, reference point x◦ ∈ S.
Let (Q,dQ) be a compact metric space, with dQ ≤ 1, and with a binary approxima-
tion ξQ ≡ (Bn)n=1,2,··· relative to some arbitrary, but fixed, reference point q◦ ∈Q. Let I
be an arbitrary but fixed, distribution on (Q,dQ), and let (Q,Λ, I) denote the probability
space which is the completion of (Q,C(Q,dQ), I). This distribution provides measur-
able sets and measurable functions, thereby facilitating the definition of measurability.
It is otherwise unimportant, and will be called a reference distribution.
The assumption of compactness of (Q,dQ) simplifies presentation. The generaliza-
tion of the results to a locally compact parameter space (Q,dQ) is easy, by considering
each member in a sequence (Qi)i=1,2,···of compact and integrable subsets which forms
an I-basis of Q. This generalization is straightforward and left to the reader.

Definition 7.1.2. (Metric space of measurable r.f.’s) Let (Ω,L,E) be an arbitrary
probability space. Recall from Definition 6.1.1 the space R̂(Q×Ω,S) of r.f.’s X : Q×
(Ω,L,E)→ (S,d), with sample space (Ω,L,E), the compact parameter space Q, and
the locally compact state space (S,d). Recall from Definition 5.1.10 the metric space
(M(Q×Ω,S),ρProb) of r.v.’s on the product probability space (Q×Ω,Λ⊗L, I⊗E)with
values in the state space (S,d). We will say that a r.f. X ∈ R̂(Q×Ω,S) is measurable if
X ∈M(Q×Ω,S). We will write
R̂Meas(Q×Ω,S)≡ R̂(Q×Ω,S)∩M(Q×Ω,S)
for the space of measurable r.f.’s. Note that R̂Meas(Q×Ω,S) then inherits the proba-
bility metric ρProb on M(Q×Ω,S), which is defined, according to Definition 5.1.10,
by
ρProb(X ,Y )≡ I⊗E(1∧d(X ,Y)) (7.1.1)
for each X ,Y ∈M(Q×Ω,S).

Definition 7.1.3. (Two metrics on the space of measurable r.f.’s which are continu-
ous in probability). Recall from Definition 6.1.3 the set R̂Cp(Q×Ω,S) of r.f.’s which
are continuous in probability. Let
R̂Meas,Cp(Q×Ω,S)≡ R̂Meas(Q×Ω,S)∩ R̂Cp(Q×Ω,S)
be the subset of the metric space (R̂Meas(Q×Ω,S),ρProb) whose members are contin-
uous in probability. As a subset, it inherits the probability metric ρProb from the latter.
Define a second metric ρSup,Prob on this set R̂Meas,Cp(Q×Ω,S) by
ρSup,Prob(X ,Y )≡ sup
t∈Q
E(1∧ (Xt ,Yt)) (7.1.2)
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for each X ,Y ∈ R̂Meas,Cp(Q×Ω,S). Note in the above definition that E(1∧ (Xt ,Yt)) is
a continuous function on the compact metric space (Q,dQ), on account of continuity in
probability, whence the supremum exists. Note also that defining formulas 7.1.1 and
7.1.2 implies that ρProb ≤ ρSup,Prob. In words, ρSup,Prob is a stronger metric than ρProb
on the space of measurable r.f. which are continuous in probability.

Definition 7.1.4. (Specification of a countable dense subset of the parameter space,
and a partition of unity of Q). By Definition 7.1.1, ξQ ≡ (Bn)n=1,2,··· is an arbitrary,
but fixed, binary approximation of the compact metric space (Q,dQ) relative to the
reference point q◦ ∈ Q. Thus B1 ⊂ B2 ⊂ ·· · is a sequence of metrically discrete and
enumerated finite subsets of Q, with Bn ≡ {qn,1, · · · ,qn,γ(n)} for each n≥ 1.
1. Define the set
Q∞ ≡ {t1, t2, · · · } ≡
∞⋃
n=1
Bn. (7.1.3)
Note that, by assumption, dQ ≤ 1. Hence, for each n≥ 1, we have, by Definition 3.1.1
of a binary approximation,
Q= (dQ(·,q◦)≤ 2n)⊂
⋃
q∈B(n)
(dQ(·,q)≤ 2−n). (7.1.4)
Hence Q∞ ≡ ⋃∞n=1Bn is a metrically discrete, countably infinite, and dense subset of
(Q,dQ). Moreover, we can fix an enumeration of Q∞ in such a manner that
{t1, t2, · · · , tγ(n)}= Bn ≡ {qn,1, · · · ,qn,γ(n)},
where γn ≡ |Bn|, for each n≥ 1.
2. Let
piQ ≡ ({λn,q : q ∈ Bn})n=1,2,···
be the partition of unity of (Q,dQ) determined by ξQ. Let n ≥ 1 be arbitrary. Then,
for each q ∈ Bn, the basis function λn,q ∈C(Q,dQ) has values in [0,1] and has support
(dQ(·,q)≤ 2−n+1). Moreover
Q⊂
⋃
q∈B(n)
(dQ(·,q)≤ 2−n)⊂ ( ∑
q∈B(n)
λn,q = 1), (7.1.5)
where the second inclusion is according to Proposition 3.2.5. Define the auxiliary
continuous functions λ+n,0 ≡ 0, and
λ+n,k ≡
k
∑
i=1
λn,q(n,i)
for each k = 1, · · · ,γn. Then
0≡ λ+n,0 ≤ λ+n,1 ≤ ·· · ≤ λ+n,γ(n) = 1.

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In the following, recall some miscellaneous short-hand notations. For an arbitrary
integrable set A in a complete integration space (Ω,L,E), we write EA, E(A), and
E1A interchangeably. Thus, if (Ω,L,E) is a probability space, then EA ≡ P(A) is the
probability of A. Recall also that [·]1 is the operation which assigns to each a ∈ R
an integer [a]1 ∈ (a,a+ 2). As usual, we write d̂ ≡ 1∧ d, and write a subscripted
expression xy interchangeably with x(y).
Theorem 7.1.5. (Extension of measurable r.f. with parameter set Q∞ to the full pa-
rameter set Q, given continuity in probability). Consider the locally compact metric
space (S,d), without necessarily any linear structure or ordering. Let (Ω0,L0,E0) be
an arbitrary probability space. Recall the space R̂Cp(Q∞ ×Ω0,S) of r.f.’s which are
continuous in probability over the parameter subspace (Q∞,dQ). Recall the space
R̂Meas,Cp(Q×Ω,S) of r.f.’s which are defined and continuous in probability on the full
parameter space (Q,dQ).
Then there exists a probability space (Ω,L,E), and a function
Φmeas,ξ (Q) : R̂Cp(Q∞×Ω0,S)→ R̂Meas,Cp(Q×Ω,S)
such that, for each Z ∈ R̂Cp(Q∞ ×Ω0,S) with a modulus of continuity in probability
δCp, the r.f.
X ≡Φmeas,ξ (Q)(Z) :Q× (Ω,L,E)→ S
satisfies the following conditions.
1. For a.e. θ ∈Θ1, we have Xs(θ , ·) = Zs a.s. on Ω0 for each s ∈ Q∞.
2. The r.f. X |Q∞ is equivalent to Z.
3. The r.f. X is measurable and continuous in probability, with the same modulus
of continuity in probability δCp as Z.
4. There exists a full subset D of (Ω,L,E) such that, for each ω ∈ D, and for each
t ∈Q, there exists a sequence (s j) in Q∞ with dQ(t,s j)→ 0 and d(X(t,ω),X(s j,ω))→
0 as j→ ∞.
Proof. 1. Let
(Θ1,L1, I1)≡ ([0,1],L1,
∫
·dθ )
denote the Lebesgue integration space based on the interval [0,1]. Define the product
sample space
(Ω,L,E)≡ (Θ1,L1, I1)⊗ (Ω0,L0,E0).
2. Consider each r.f. Z ∈ R̂Cp(Q∞×Ω0,S), with a modulus of continuity in proba-
bility δCp. Define the full subset
D0 ≡
⋂
q∈Q(∞)
domain(Zq)⊂Ω0.
3. Augment each sample from Ω0 with a secondary sample from Θ1. More pre-
cisely, define a function
Z˜ : Q∞×Ω→ S
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by
domain(Z˜)≡ Q∞×Θ1×D0
and
Z˜(q,θ ,ω0)≡ Z(q,ω0)
for each (q,θ ,ω0) ∈ domain(Z˜). Then, for each q∈Q∞, the function Z˜q is a .r.v. on Ω,
according to Propositions 4.8.17 and 4.8.7. Thus Z˜ is a r.f. We proceed to extend the
r.f. Z˜, by a sequence of stochastic interpolations, to a measurable r.f. X :Q×Ω→ S.
4. To that end, let m≥ 1 and k= 1, · · · ,γm be arbitrary, where γm is as in Definition
7.1.4. Define
∆m,k ≡ {(t,θ ) ∈ Q×Θ1 : θ ∈ (λ+m,k−1(t),λ+m,k(t))}.
Relation 7.1.5 says that λ+
m,γ(m) = 1. Hence Proposition 4.10.19 implies that the sets
∆m,1, · · · ,∆m,γ(m) are mutually disjoint integrable subsets ofQ×Θ1, and that their union⋃γ(m)
i=1 ∆m,i is a full subset. Define a function X
(m) :Q×Ω→ S by
domain(X (m))≡
γ(m)⋃
i=1
∆m,i×D0,
and by
X (m)(t,ω)≡ Z˜(qm,i,ω)≡ Z(qm,i,ω0) (7.1.6)
for each (t,ω) ≡ (t,θ ,ω0) ∈ ∆m,i×D0, for each i = 1, · · · ,γm. Since the measurable
sets ∆m,1×D0, · · · ,∆m,γ(m)×D0 are mutually exclusive in Q×Ω, with union equal to
a full subset, the function X (m) :Q×Ω→ S is measurable on (Q×Ω,Λ⊗L, I⊗E), by
Proposition 4.8.5.
5. Now let t ∈ Q be arbitrary. Define the open interval
∆m,k,t ≡ (λ+m,k−1(t),λ+m,k(t))≡ {θ ∈Θ1 : θ ∈ (λ+m,k−1(t),λ+m,k(t))}. (7.1.7)
Then
⋃γ(m)
i=1 ∆m,i,t is a full subset of Θ1 ≡ [0,1]. Hence ∆m,1,t ×D0, · · · , ∆m,γ(m),t ×D0
are mutually exclusive measurable subsets of Ω whose union is a full subset of Ω.
Furthermore, by the definition of X (m) in Step 2, we have
X
(m)
t (ω)≡ Z˜(qm,i,ω)≡ Z(qm,i,ω0) (7.1.8)
for each (θ ,ω0) ∈ ∆m,i,t ×D0, for each i = 1, · · · ,γm. Hence X (m)t : Ω→ S is a r.v. by
Proposition 4.8.5. Thus we see that X (m) : Q×Ω → S is a r.f. By Step 2, X (m) is a
measurable function. Therefore X (m) is a measurable r.f.
Intuitively, for each t ∈ Q, the r.v. X (m)t is set to the r.v. Zq(m,i) with probability
|∆m,i,t | = λm,q(m,i),t , for each i = 1, · · · ,γm. In this sense, X (m) is a stochastic interpo-
lation of Zq(m,1), · · · ,Zq(m,γ(m)). Note that the probabilities λm,q(m,1),t , · · · , λm,q(m,γ(m)),t
are continuous functions of t. We will later prove that the r.f. X (m) is continuous in
probability, even though its sample functions are piecewise constant.
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6. We will first construct an a.u. convergent subsequence of (X (m))m=1,2,···. Let
m0 ≡ 0. Let j ≥ 1 be arbitrary. Write, for abbreviation,
ε j ≡ 2− j. (7.1.9)
Let
n j ≡ j∨ [(2− log2 δCp(ε j))]1. (7.1.10)
Recursively on j ≥ 1, define
m j ≡ m j−1∨n j. (7.1.11)
Define
X ≡ lim
j→∞
X (m( j)). (7.1.12)
A priori, the limit need not exist anywhere. We will show that actually X (m( j))t → Xt
a.u. for each t ∈ Q, and that therefore X is a well defined function and is a r.f.
7. To that end, let j ≥ 1 be arbitrary. Then m j ≥ n j ≥ j. Consider each t ∈ Q and
s ∈Q∞ with
dQ(s, t)< 2
−1δCp(ε j). (7.1.13)
Consider each θ ∈⋃γ(m( j))i=1 ∆m( j),i,t . Then, for each ω0 ∈D0, we have
(θ ,ω0) ∈
γ(m( j))⋃
i=1
∆m( j),i,t ×D0 ≡ domain(X (m( j))t ),
and
dˆ(Z˜s(θ ,ω0),X
(m( j))
t (θ ,ω0))
=
γ(m( j))
∑
i=1
1∆(m( j),i,t)(θ )dˆ(Zs(ω0),X
(m( j))
t (θ ,ω0))
=
γ(m( j))
∑
i=1
1∆(m( j),i,t)(θ )dˆ(Zs(ω0),Zq(m( j),i)(ω0)), (7.1.14)
where the last inequality follows from the defining formula 7.1.8. Hence, since D0 is a
full set, we obtain
E0dˆ(Z˜s(θ , ·),X (m( j))t (θ , ·)) =
γ(m( j))
∑
i=1
1∆(m( j),i,t)(θ )E0dˆ(Zs,Zq(m( j),i)) (7.1.15)
Suppose the summand with index i on the right-hand side is positive. Then ∆m( j),i,t ≡
(λ+
m( j),i−1(t),λ
+
m( j),i
(t)) is a non-empty open interval. Hence
λ+
m( j),i−1(t)< λ
+
m( j),i(t).
Equivalently,λm( j),q(m( j),i)(t)> 0.At the same time, the continuous functionλm( j),q(m( j),i)
on Q has support (dQ(·,qm( j),i)≤ 2−m( j)+1), as observed in the remarks preceding this
theorem. Consequently,
dQ(t,qm( j),i)≤ 2−m( j)+1. (7.1.16)
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Inequalities 7.1.13 and 7.1.16 together imply that
dQ(s,qm( j),i)≤ dQ(s, t)+ dQ(t,qm( j),i)<
1
2
δCp(ε j)+ 2
−m( j)+1
<
1
2
δCp(ε j)+
1
2
δCp(ε j)< δCp(ε j), (7.1.17)
where the third inequality follows from defining formulas 7.1.10 and 7.1.11. By the
definition of δCp as a modulus of continuity in probability of Z onQ∞, inequality 7.1.17
yields
E0dˆ(Zs,Zq(m( j),i))≤ ε j .
Summing up, the above inequality holds for the i-th summand in the right-hand side of
equality 7.1.15 if said i-th summand is positive. Equality 7.1.15 therefore results in
E0dˆ(Z˜s(θ , ·),X (m( j))t (θ , ·))≤ ε j
γ(m( j))
∑
i=1
1∆(m( j),i,t)(θ ) = ε j , (7.1.18)
where θ is an arbitrary member of the full set
⋃γ(m( j))
i=1 ∆m( j),i,t . Therefore, by Fubini’s
Theorem,
Edˆ(Z˜s,X
(m( j))
t )≡ I1⊗E0dˆ(Z˜s,X (m( j))t )≤ ε j , (7.1.19)
where t ∈ Q and s ∈ Q∞ are arbitrary with
dQ(s, t)<
1
2
δCp(ε j).
8. Now let j ≥ 1 and t ∈ Q be arbitrary. Take any s ∈ Q∞ such that
dQ(s, t)<
1
2
δCp(ε j)∧ 12δCp(ε j+1).
Then it follows from inequality 7.1.19 that
Edˆ(X
(m( j))
t ,X
(m( j+1))
t )
≤ Edˆ(Z˜s,X (m( j))t )+Edˆ(Z˜s,X (m( j+1))t )
≤ ε j+ ε j+1 ≡ 2− j+ 2− j−1 < 2− j+1, (7.1.20)
where t ∈ Q and j ≥ 1 are arbitrary. Hence, by Assertion 5 of Proposition 5.1.11, the
function Xt ≡ lim j→∞X (m( j))t is a r.v., and
X
(m( j))
t → Xt a.u.
We conclude that
X :Q×Ω→ S
is a r.f.
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9. We will now show that X is a measurable r.f. Note that, by Fubini’s Theorem,
inequality 7.1.20 implies
(I⊗E)dˆ(X (m( j)),X (m( j+1)))≤ 2− j+1 (7.1.21)
for each j≥ 1. Since X (m( j)) is a measurable function on (Q×Ω,Λ⊗L, I⊗E), for each
j ≥ 1, Assertion 5 of Proposition 5.1.11 implies that X (m( j))t → X a.u. on (Q×Ω,Λ⊗
L, I⊗E), and that X ≡ lim j→∞X (m( j))t is a measurable function on (Q×Ω,Λ⊗L, I⊗E).
Thus X is a measurable r.f.
10. Define the full subset
D1 ≡
⋂
t∈Q(∞)
∞⋂
n=1
γ(n)⋃
i=1
∆n,i,t
of Θ1 ≡ [0,1]. Let θ ∈ D1 be arbitrary. For each s ∈ Q∞, letting j→ ∞ in inequality
7.1.19 with t = s, we obtain E0dˆ(Z˜s,Xs(θ , ·)) = 0, whence
Zs = Z˜s(θ , ·) = Xs(θ , ·) a.s. (7.1.22)
on (Ω0,L0,E0). Condition 1 in the conclusion of the theorem is proved.
11. Now let K ≥ 1, f ∈Cub(SK), and s1, · · · ,sK ∈Q∞ be arbitrary. Then, in view of
equality 7.1.22, Fubini’s Theorem implies
E f (Xs(1), · · · ,Xs(K)) = (I1⊗E0) f (Xs(1), · · · ,Xs(K)) = E0 f (Zs(1), · · · ,Zs(K)).
Thus the r.f.’s X |Q∞ and Z are equivalent, establishing Condition 2 in the conclusion of
the theorem.
12. We will prove that X is continuous in probability. For that purpose, let ε > 0
be arbitrary. Let j ≥ 1 and t, t ′ ∈ Q be arbitrary with
dQ(t, t
′)< δCp(ε).
Since Q∞ is dense in Q, there exist s,s′ ∈ Q∞ with dQ(s,s′)< δCp(ε) and
dQ(t,s)∨dQ(t ′,s′)< 12δCp(ε j).
It follows that E0dˆ(Zs,Zs′)≤ ε . We can then apply inequality 7.1.19 to obtain
Edˆ(X
(m( j))
t ,X
(m( j))
t′ )≤ Ed̂(X
(m( j))
t , Z˜s)+Edˆ(Z˜s, Z˜s′)+Edˆ(Z˜s′ ,X
(m( j))
t′ )
≤ ε j+(I⊗E0)dˆ(1Θ(1)⊗Zs,1Θ(1)⊗Zs′)+ ε j.
= ε j+E0dˆ(Zs,Zs′)+ ε j ≤ ε j+ ε + ε j,
where the equality is thanks to Fubini’s Theorem. Letting j→ ∞ yields
Edˆ(Xt ,Xt′)≤ ε,
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where ε > 0 is arbitrarily small. Summing up, the r.f. X is continuous in probability on
Q, with δCp as a modulus of continuity in probability. Condition 3 has been established.
13. For each s ∈ Q∞, letting j→ ∞ in inequality 7.1.19 with t = s, we obtain
Edˆ(Z˜s,Xs)≡ I1⊗E0dˆ(Z˜s,Xs) = 0. (7.1.23)
Hence
D2 ≡
⋂
s∈Q(∞)
(Z˜s = Xs) (7.1.24)
is a full subset of (Ω,L,E). Define the full subset
D≡ D2⊓ (D1×D0)∩
⋂
s∈Q(∞)
∞⋂
j=1
domain(X
(m( j))
s )
of the sample space (Ω,L,E).
Consider each ω ≡ (θ ,ω0) ∈ D⊂ D2. Then θ ∈ D1 and ω0 ∈D0. Let
t ∈ domain(X(·,ω))
be arbitrary. In other words, (t,ω) ∈ domain(X). Hence, by the defining equality
7.1.12, we have
X(t,ω) = lim
j→∞
X (m( j))(t,ω). (7.1.25)
Let ε > 0 be arbitrary. Let J ≥ 1 be so large that
(t,ω) ∈ domain(X (m( j)))≡
γ(m( j))⋃
i=1
∆m( j),i×D0 (7.1.26)
and
d(X(t,ω),X (m( j))(t,ω))< ε
for each j ≥ J. Now consider each j ≥ J. By relation 7.1.26, there exists i j =
1, · · · ,γm( j) such that
(t,θ ,ω0)≡ (t,ω) ∈ ∆m( j),i( j)×D0.
Hence
X (m( j))(t,ω) = Z˜(qm( j),i( j),ω) = X(qm( j),i( j),ω), (7.1.27)
where the first equality follows from equality 7.1.6, and the second from equality 7.1.24
and from the membership ω ∈ D2. At the same time, since t ∈ ∆m( j),i( j), we have
dQ(t,qm( j),i( j))≤ 2−m( j)+1 (7.1.28)
according to inequality 7.1.16. Summing up, for each ω in the full set D, and for each
t ∈Q, the sequence (s j)≡ (qm( j),i( j)) in Q∞ is such that
dQ(t,s j)→ 0
and
d(X(t,ω),X(s j,ω))→ 0.
Thus Condition 4 of the conclusion of the theorem has also been proved.
Yuen-Kwok Chan 237 Constructive Probability
CHAPTER 7. MEASURABLE RANDOM FIELD
Recall the set F̂(Q,S) of consistent families of f.j.d.’s with the parameter set Q and
state space S. Recall the subset F̂Cp(Q,S) whose members are continuous in probabil-
ity, equipped with the metric ρ̂Cp,ξ ,Q|Q(∞) defined in Definition 6.2.11 by
ρ̂Cp,ξ ,Q|Q(∞)(F,F ′)≡ ρ̂Marg,ξ ,Q(F |Q∞,F ′|Q∞)
≡
∞
∑
n=1
2−nρDist,ξ n(Fq(1),··· ,q(n),F ′q(1),··· ,q(n)) (7.1.29)
for each F,F ′ ∈ F̂Cp(Q,S).
The measurable extension of a consistent family of f.j.d.’s which is continuous in
probability is another immediate corollary of Theorem 6.4.2.
Theorem 7.1.6. (Construction of measurable r.f. from family of consistent f.j.d.’s
which is continuous in probability). Consider the locally compact metric space
(S,d), without necessarily any linear structure or ordering. Let
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dθ )
denote the Lebesgue integration space based on the interval [0,1]. Then there exists a
function
Φmeas,ξ ,ξ (Q) : F̂Cp(Q,S)→ R̂Meas,Cp(Θ0×Ω,S)
such that, for each F ∈ F̂Cp(Q,S), the measurable r.f.
X ≡Φmeas,ξ ,ξ (Q)(F) : Q× (Θ0,L0, I0)→ S
has marginal distributions given by the family F.
We will refer to the function Φmeas,ξ ,ξ (Q) as themeasurable extension relative to the
binary approximations ξ and ξQ of (S,d) and (Q,dq) respectively.
Proof. 1. Let ΦQ,Q(∞) :F̂Cp(Q,S)→ F̂Cp(Q∞,S) be the function defined by
ΦQ,Q(∞)(F)≡ F |Q∞
for each F ∈ F̂Cp(Q,S). Let ΦDKS,ξ be the Daniell-Kolmogorov-Skorokhod extension
as constructed in Theorem 6.4.4. Let Φmeas,ξ (Q) be the function constructed in Theorem
7.1.5.
2. We will prove that the composite function
Φmeas,ξ ,ξ (Q) ≡Φmeas,ξ (Q) ◦ΦDKS,ξ ◦ΦQ,Q(∞) (7.1.30)
has the desired properties. To that end, let F ∈ F̂Cp(Q,S) be arbitrary, with a modulus
of continuity of probability δCp. Then F|Q∞ is also continuous in probability, with the
same modulus of continuity of probability δCp. Let
Z ≡ΦDKS,ξ (F |Q∞)
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be the Daniell-Kolmogorov-Skorokhod extension of F |Q∞ relative to the binary ap-
proximation ξ of (S,d). Thus
Z : Q∞× (Θ0,L0, I0)→ S
is a r.f. with marginal distributions given by F |Q∞. It follows that the r.f. Z has
modulus of continuity of probability δCp. Hence Theorem 7.1.5 applies, and yields the
measurable r.f.
X ≡Φmeas,ξ (Q)(Z) : Q× (Θ0,L0, I0)→ S.
Now define
Φmeas,ξ ,ξ (Q)(F)≡ X = Φmeas,ξ (Q) ◦ΦDKS,ξ ◦ΦQ,Q(∞)(F).
According to Theorem 7.1.5, X is continuous in probability with the same modulus of
continuity of probability δCp. Moreover, X |Q∞ is equivalent to Z. Hence X |Q∞ has
marginal distributions given by F |Q∞.
4. It remains to prove that the r.f. X has marginal distributions given by F . To that
end, consider each k ≥ 1, r1, · · · ,rk ∈ Q, s1, · · · ,sk ∈ Q∞, and f ∈Cub(Sk,dk). Then
I0 f (Xs(1), · · · ,Xs(k)) = I0 f (Zs(1), · · · ,Zs(k)) = Fs(1),··· ,s(k) f .
Now let sk → rk in Q for each k = 1, · · · ,k. Then the left-hand side converges to
I0 f (Xr(1), · · · ,Xr(k)), on account of the continuity in probability of X . The right-hand
side converges to Fr(1),··· ,r(k) f by the continuity in probability of F , according to Lemma
6.2.10. Hence
I0 f (Xr(1), · · · ,Xr(k)) = Fr(1),··· ,r(k) f .
The theorem is proved.
We will next prove the metrical continuity of the mappingΦmeas,ξ ,ξ (Q). Recall from
Definition 6.2.11 the metric ρ̂Cp,ξ ,Q|Q(∞) on the space F̂Cp(Q,S).
Theorem 7.1.7. (Continuity of construction of measurable r.f.’s) Let F̂Cp,δ (Cp)(Q,S)
be an arbitrary subset of F̂Cp(Q,S) whose members have a common modulus of conti-
nuity in probability δCp. Recall that
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dθ )
denote the Lebesgue integration space based on the interval [0,1].
Then the onstruction
Φmeas,ξ ,ξ (Q) : (F̂Cp(Q,S), ρ̂Cp,ξ ,Q|Q(∞))→ (R̂Meas,Cp(Q×Θ0,S),ρSup,Prob) (7.1.31)
in Theorem 7.1.6 is uniformly continuous on the subset F̂Cp,δ (Cp)(Q,S), with a modulus
of continuity δ f jd,meas(·,δCp,‖ξ‖ ,
∥∥ξQ∥∥) dependent only on δCp, ‖ξ‖, and ∥∥ξQ∥∥.
Yuen-Kwok Chan 239 Constructive Probability
CHAPTER 7. MEASURABLE RANDOM FIELD
Proof. Refer to the proofs of Theorem 7.1.5 and Theorem 7.1.6, where the defining
equality 7.1.30 leads to
Φmeas,ξ ,ξ (Q)|F̂Cp,δ (Cp)(Q,S) = Φmeas,ξ (Q) ◦ΦDKS,ξ ◦ (ΦQ,Q(∞)|F̂Cp,δ (Cp)(Q,S)).
(7.1.32)
For the uniform continuity of Φmeas,ξ ,ξ (Q)|F̂Cp,δ (Cp)(Q,S), we need only verify the con-
tinuity of the three functions on the right-hand side, and compound their moduli of
continuity.
1. By Definition 6.2.11, the function
ΦQ,Q(∞) : (F̂Cp(Q,S), ρ̂Cp,ξ ,Q|Q(∞))→ (F̂(Q∞,S), ρ̂Marg,ξ ,Q),
defined by ΦQ,Q(∞)(F) ≡ F |Q∞ for each F ∈ F̂Cp(Q,S), is metric preserving. It is
therefore uniformly continuous, with a trivial modulus of continuity δQ,Q(∞) given by
δQ,Q(∞)(ε)≡ ε for each ε > 0.
2. Let F ∈ F̂Cp,δ (Cp)(Q,S) be arbitrary. By hypothesis, F is continuous in prob-
ability on Q, with a modulus of continuity in probability δCp. Hence its restriction
F |Q∞ is trivially continuous in probability on Q∞, with the same modulus of continuity
in probability δCp. According to Theorem 6.4.4, the Daniell-Kolmogorov-Skorokhod
Extension
ΦDKS,ξ : (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞))→ (R̂(Q×Θ0,S),ρQ×Θ(0),S)
is uniformly continuous on the subset
F̂Cp,δ (Cp)(Q,S)|Q∞ ≡ΦQ,Q(∞)(F̂Cp,δ (Cp)(Q,S)),
with a modulus of continuity δDKS(·,‖ξ‖) dependent only on the modulus of local
compactness ‖ξ‖ ≡ (|Ak|)k=1,2, of the locally compact state space (S,d).
3. It remains to verify that the function
Φmeas,ξ (Q) : (R̂(Q∞×Θ0,S),ρQ×Θ(0),S)→ (R̂Meas,Cp(Q×Θ0,S),ρSup,Prob)
is uniformly continuous on the subset
R̂0 ≡ΦDKS,ξ (F̂Cp,δ (Cp)(Q,S)|Q∞)≡ΦDKS,ξ (ΦQ,Q(∞)(F̂Cp,δ (Cp)(Q,S))).
4. As in the proof of Theorem 7.1.5 define, for each j ≥ 1,
ε j ≡ 2− j, (7.1.33)
n j ≡ j∨ [(2− log2 δCp(ε j))]1, (7.1.34)
and
m j ≡ m j−1∨n j, (7.1.35)
where m0 ≡ 0.
5. Now let ε > 0 be arbitrary. Let
j ≡ [0∨ (4− log2 ε)]1.
Yuen-Kwok Chan 240 Constructive Probability
7.1. MEASURABLE R.F.’S WHICH ARE CONTINUOUS IN PROBABILITY
Then 2− j < 2−4ε . Define
δmeas(ε,δCp,
∥∥ξQ∥∥)≡ 2−γ(m( j))−4ε2.
Let Z,Z′ ∈ R̂0 be arbitrary such that
ρQ×Θ(0),S(Z,Z′)< δmeas(ε,δCp,
∥∥ξQ∥∥). (7.1.36)
We will verify that ρSup,Prob(Φmeas,ξ (Q)(Z),Φmeas,ξ (Q)(Z
′))< ε .
6. Write X ≡Φmeas,ξ (Q)(Z), and X ′ ≡Φmeas,ξ (Q)(Z′). Thus Z,Z′ :Q∞×Θ0→ S are
r.f.’s, and X ,X ′ : Q×Θ0 → S are measurable r.f.’s. As in the proof of Theorem 7.1.5,
define the full subset
D0 ≡
⋂
q∈Q(∞)
domain(Zq)
of Ω0 ≡ Θ0 ≡ [0,1]. Similarly, define the full subset D′0 ≡
⋂
q∈Q(∞) domain(Z′q)
D0 ≡
⋂
q∈Q(∞)
domain(Zq)
of Θ0. Then D0D′0 is a full subset of Θ0. Note that inequality 7.1.36 is equivalent to
I0
∞
∑
i=1
2−id̂(Zt(i),Z′t(i))< 2
−γ(m( j))−4ε2. (7.1.37)
Hence, by Chebychev’s inequality, there exists a measurable set A⊂ Θ0 with
I0A
c < 2−2ε,
such that
∞
∑
i=1
2−idˆ(Z(ti,ω0),Z′(ti,ω0))≤ 2−γ(m( j))−2ε, (7.1.38)
for each ω0 ∈ A.
7. Let ω0 ∈ AD0D′0 be arbitrary. Then inequality 7.1.38 trivially implies that
γ(m( j))∨
i=1
dˆ(Z(ti,ω0),Z
′(ti,ω0))≤ 2−2ε. (7.1.39)
Let t ∈ Q be arbitrary. Recall that
∆˜≡
γ(m( j))⋃
i=1
∆n,i,t ≡
γ(m( j))⋃
i=1
(λ+n,i−1(t),λ
+
n,i(t))
is a full subset of Θ1 ≡ [0,1]. Let θ ∈∆˜ be arbitrary. Then θ ∈∆n,i,t for some i =
1, · · · ,γm( j). Hence (θ ,ω0) ∈ ∆n,i,t×D0D′0. Therefore the defining equality 7.1.8 in the
proof of Theorem 7.1.5 says that
X
(m( j))
t (θ ,ω0) = Z(qm,i,ω0) (7.1.40)
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and
X
′(m( j))
t (θ ,ω0) = Z
′(qm,i,ω0). (7.1.41)
Consequently, in view of inequality 7.1.39, we have
d̂(X
(m( j))
t (θ ,ω0),X
′(m( j))
t (θ ,ω0))
= d̂(Z(qm,i,ω0),Z
′(qm,i,ω0))≤ 2−2ε, (7.1.42)
where (θ ,ω0) ∈ ∆˜×AD0D′0 is arbitrary. Since d̂ ≤ 1, it follows that
I0d̂(X
(m( j))
t ,X
′(m( j))
t )≤ I0d̂(X (m( j))t ,X ′(m( j))t )1∆˜×AD(0)D′(0)+ I01∆˜×(AD(0)D′(0))c
≤ 2−2ε +(I1⊗ I0)1∆˜×Ac = 2−2ε + I01Ac < 2−2ε + 2−2ε = 2−1ε.
8. Separately, inequality 7.1.20 in the proof of Theorem 7.1.5 implies that
I0dˆ(Xt
(m( j)),X t)≤
∞
∑
i= j
2−i+1 = 2− j+2,
and, similarly, that
I0dˆ(X
′(m( j))
t ,X
′
t )< 2
− j+2.
Combining the last three displayed inequalities, we obtain
I0dˆ(Xt ,X
′
t )< 2
−1ε + 2− j+2+ 2− j+2 = 2−1ε + 2− j+3,
where t ∈Q is arbitrary. Therefore
ρSup,Prob(X ,X
′)≡ sup
t∈Q
I0d̂(Xt ,X
′
t )≤ 2−1ε + 2− j+3 < 2−1ε + 2−1ε = ε.
In other words,
ρSup,Prob(Φmeas,ξ (Q)(Z),Φmeas,ξ (Q)(Z
′))< ε,
as alleged. Thus δmeas(·,δCp,
∥∥ξQ∥∥) is a modulus of continuity of Φmeas,ξ (Q) on
R̂0 ≡ΦDKS,ξ (F̂Cp,δ (Cp)(Q,S)|Q∞) = ΦDKS,ξ (ΦQ,Q(∞)(F̂Cp,δ (Cp)(Q,S))).
9. Combining, we conclude that the composite function Φmeas,ξ ,ξ (Q)|F̂0 in equality
7.1.32 is uniformly continuous, with the composite modulus of continuity
δ f jd,meas(·,δCp,‖ξ‖ ,
∥∥ξQ∥∥)
= δQ,Q(∞)(δDKS(δmeas(ε,δCp,
∥∥ξQ∥∥),‖ξ‖))
= δDKS(δmeas(ε,δCp,
∥∥ξQ∥∥),‖ξ‖),
as desired.
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7.2 Measurable Gaussian Random Fields
Let (Q,dQ) be a compact metric space, with dQ ≤ 1 and with an arbitrary, but fixed,
distribution I. As an application of the Theorems 7.1.6, we will construct a measurable
Gaussian r.f. X : Q×Ω→ R from its continuous mean and covariance functions, and
will prove the continuity of this construction. For that purpose we need only prove that
from the mean and covariance functions we can construct a consistent family of normal
f.j.d.’s which is continuous in probability, and that the construction is continuous.
Definition 7.2.1. (Gaussian r.f.) A r.f. X : Q×Ω → R is said to be Gaussian if it
has marginal distributions which are normal. The functions µ(t) ≡ EXt and σ(t,s) ≡
E(Xt −EXt)(Xs−EXs) are called the mean and covariance functions, respectively, of
the r.f. X . 
Without loss of generality, we will treat only the case where the r.f. is centered,
with EXt = 0 for each t ∈ Q. The more general case where the mean is a non-trivial
continuous function µ follows by adding µ to a centered r.f. X .
Recall the matrix terminologies in Definition 5.7.1.
Definition 7.2.2. (Nonnegative definite functions). Let D be an arbitrary nonempty
set. Write D2 ≡D×D.. Let σ :D2→ [0,∞) be an arbitrary symmetric function. If, for
each m≥ 1 and for each r1, · · · ,rm ∈ D, the square matrix [σ(rk,rh)]k=1,··· ,m;h=1,··· ,m is
nonnegative definite, then σ is said to be a nonnegative definite function on the set D2.
If, for each m ≥ 1 and for each r1, · · · ,rm ∈ D, the matrix [σ(rk,rh)]k=1,··· ,m;h=1,··· ,m is
positive definite, then σ is said to be a positive definite function on the set D2. 
In the rest of this chapter, let ξ and ξQ ≡ (Bn)n=1,2,··· be arbitrary, but fixed, binary
approximations of the Euclidean state space (S,d)≡ (R,d) and and the compact param-
eter space (Q,dQ) respectively, as specified in Definitions 7.1.1 and 7.1.4 respectively.
Recall the enumerated, countably infinite, dense subset
Q∞ ≡ {t1, t2, · · · } ≡
∞⋃
n=1
Bn (7.2.1)
of Q, where Bn ≡ {qn,1, · · · ,qn,γ(n)}= {t1, · · · , tγ(n)} as sets, for each n≥ 1.
Proposition 7.2.3. (Consistency of family of normal f.j.d.’s generated by covari-
ance function). Let σ :Q×Q→ [0,∞) be a continuous nonnegative definite function.
For each m≥ 1 and each r1, · · · ,rm ∈ Q, write the nonnegative definite matrix
σ ≡ [σ(rk,rh)]k=1,··· ,m;h=1,··· ,m, (7.2.2)
and define
Fσr(1),··· ,r(m) ≡Φ0,σ , (7.2.3)
where Φ0,σ is the normal distribution with mean 0 and covariance matrix σ . Then the
following holds.
1. The family
Fσ ≡Φcovar, f jd(σ)≡ {Fσr(1),··· ,r(m) :m≥ 1;r1, · · · ,rm ∈ Q} (7.2.4)
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of f.j.d.’s is consistent.
2. The consistent family Fσ is continuous in probability. In symbols, Fσ ∈ F̂Cp(Q,R).
Specifically, suppose δ0 is a modulus of continuity of σ on the compact metric space
(Q2,d2Q). Then F
σ has a modulus of continuity in probability defined by
δCp(ε)≡ δCp(ε,δ0)≡ δ0(12ε
2)
for each ε > 0.
Proof. 1. Let n,m ≥ 1 be arbitrary. Let r ≡ (r1, · · · ,rm) be an arbitrary sequence
in Q, and let j ≡ ( j1, · · · , jn) be an arbitrary sequence in {1, · · · ,m}. Let the matrix
σ be defined as in equality 7.2.2 above. By Lemma 5.7.8, Fσ
r(1),··· ,r(m) ≡ Φ0,σ is the
distribution of a r.v. Y ≡ AZ, where A is an m×m matrix such that σ ≡ AAT , and
where Z is a standard normal r.v. on some probability space (Ω,L,E), with values in
Rm. Let the dual function j∗ : Rm → Rn be defined by
j∗(x1, · · · ,xm)≡ (x j(1), · · · ,x j(n))
for each x ≡ (x1, · · · ,xm) ∈ Rm. Then j∗(x) = Bx for each x ∈ Rm, where the n×m
matrix
B≡ [bk,h]k=1,··· ,n;h=1,··· ,m,
is defined by bk,h ≡ 1 or 0 according as h= jk or h 6= jk. Let A˜≡ BA. Define the n× n
matrix
σ˜ ≡ A˜A˜T = BAATBT = BσBT = [σ(r j(k),r j(h))]k=1,··· ,n;h=1,··· ,n.
Then, by the defining formula 7.2.3,
Fσr( j(1)),···,r( j(n)) ≡Φ0,σ˜ .
At the same time, the r.v.
Y˜ ≡ j∗(Y ) = BY = BAZ ≡ A˜Z
has the normal characteristic function defined by
E(exp iλ T A˜Z) = exp(−1
2
λ T A˜A˜Tλ ) = exp(−1
2
λ T σ˜λ )
for each λ ∈ Rn. Hence Y˜ has the normal distribution Φ0,σ˜ . Combining, we see that,
for each f ∈C(Rn),
Fσr(1),··· ,r(m)( f ◦ j∗) = E( f ◦ j∗(Y )) = E f (Y˜ ) = Φ0,σ˜ ( f ) = Fσr( j(1)),···,r( j(n)) f .
We conclude that the family Fσ of f.j.d.’s is consistent.
2. Now consider the case where m= 2. Consider each r1,r2 ∈Q with
dQ(r1,r2)< δCp(ε)≡ δ0(12ε
2). (7.2.5)
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Let d denote the Euclidean metric for R. As in Step 1, there exists a r.v. Y ≡ (Y1,Y2)
with values in R2 with the normal distribution Φ0,σ , where σ ≡ [σ(rk,rh)]k=1,2;h=1,2.
Then
Fσr(1),r(2)(1∧d) = Φ0,σ (1∧d)≤Φ0,σd = E|Y1−Y2| ≤
√
E(Y1−Y2)2
=
√
σ(r1,r1)− 2σ(r1,r2)+σ(r2,r2)
≤
√
|σ(r1,r1)−σ(r1,r2)|+ |σ(r2,r2)−σ(r1,r2)|
≤
√
1
2
ε2+
1
2
ε2 = ε,
where the second inequality is Lyapunov’s inequality, and the last is due to inequality
7.2.5. Thus Fσ is continuous in probability, with δCp(·,δ0) as a modulus of continuity
in probability.
Recall from Definition 6.2.11 the metric space (F̂Cp(Q,R), ρ̂Cp,ξ ,Q|Q(∞)) of consis-
tent families of f.j.d.’s with parameter space (Q,dQ) and state space R.
Proposition 7.2.4. (Normal f.j.d.’s depend continuously on covariance function).
Let G denote the set of continuous nonnegative definite functions σ :Q×Q→R. Equip
G with the metric dG defined by
dG(σ ,σ
′)≡ sup
(t,s)∈Q×Q
|σ(t,s)−σ ′(t,s)|
for each σ ,σ ′ ∈ G. Then the function
Φcovar, f jd : (G,dG)→ (F̂Cp(Q,R), ρ̂Cp,ξ ,Q|Q(∞))
in Proposition 7.2.3 is uniformly continuous, with a modulus of continuity δcovar, f jd
defined in equality 7.2.8 in the proof below.
Proof. 1. Let ε > 0 be arbitrary. Let n ≥ 1 be arbitrary. By Theorem 5.8.11, there
exists δch,dstr(ε,n)> 0 such that, for arbitrary distributions J,J′ on Rn whose respective
characteristic functions ψ ,ψ ′ satisfy
ρch,n(ψ ,ψ
′)≡
∞
∑
j=1
2− j sup
|λ |≤ j
|ψ(λ )−ψ ′(λ )|< δch,dstr(ε,n), (7.2.6)
we have
ρDist,ξ n(J,J
′)< ε, (7.2.7)
where ρDist,ξ n is the metric on the space of distributions on R
n, as in Definitions 5.3.4
2. Let ε > 0 be arbitrary. Let m ≥ 1 be so large that 2−m+1 < ε . Let K ≥ 1 be so
large that
2−K+1 < α ≡ 1∧ e−1
m∧
n=1
δch,dstr(
ε
2
,n).
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Then, since 0≤ α ≤ 1, basic calculus shows that eα − 1≤ α(e− 1). Define
δcovar, f jd(ε)≡ 2K−2m−2α. (7.2.8)
We will verify that δcovar, f jd is the desired modulus of continuity of Φcovar, f jd .
3. To that end, let σ ,σ ′ ∈ G be arbitrary such that
dG(σ ,σ
′)< δcovar, f jd(ε). (7.2.9)
Let Fσ ≡ Φcovar, f jd(σ) and Fσ ′ ≡ Φcovar, f jd(σ ′) be constructed as in Theorem 7.2.5.
We will show that ρ̂Cp,ξ ,Q|Q(∞)(Fσ ,Fσ
′
)< ε .
4. First note that inequality 7.2.9 is equivalent to
sup
(t,s)∈Q×Q
|σ(t,s)−σ ′(t,s)|< 2K−2m−2α. (7.2.10)
Next, let n= 1, · · · ,m be arbitrary. The joint normal distribution Fσ
t(1),··· ,t(n) has charac-
teristic function defined by
χσt(1),··· ,t(n)(λ )≡ exp(−
1
2
n
∑
k=1
n
∑
h=1
λkσ(tk, th)λh)
for each λ ≡ (λ1, · · · ,λn) ∈ Rn, with a similar equality for σ ′. It follows that
ρchar(χ
σ
t(1),··· ,t(n),χ
σ ′
t(1),··· ,t(n))≡
∞
∑
j=1
2− j sup
|λ |≤ j
|χσt(1),··· ,t(n)(λ )− χσ
′
t(1),··· ,t(n)(λ )|
< sup
|λ |≤K
|χσt(1),··· ,t(n)(λ )− χσ
′
t(1),···,t(n)(λ )|+
∞
∑
j=K+1
2− j ·2
= sup
|λ |≤K
|exp(−1
2
n
∑
k=1
n
∑
h=1
λkσ(tk, th)λh)− exp(−12
n
∑
k=1
n
∑
h=1
λkσ
′(tk, th)λh)|+ 2−K+1.
By the real variable inequality |e−x− e−y| = e−y|e−x+y− 1| ≤ e|x−y|− 1 for arbitrary
x,y≥ 0, the last displayed expression is bounded by
sup
|λ |≤K
(exp(
1
2
n
∑
k=1
n
∑
h=1
|λk(σ(tk, th)−σ ′(tk, th)λh|)− 1)+ 2−K+1
≤ (exp(K
2
2
n
∑
k=1
n
∑
h=1
|σ(tk, th)−σ ′(tk, th)|)− 1)+ 2−K+1
≤ (exp(K
2
2
n
∑
k=1
n
∑
h=1
2K−2m−2α)− 1)+ 2−K+1
≤ (eα − 1)+ 2−K+1≤ α(e− 1)+α = αe≤ δch,dstr(ε2 ,n),
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where the second inequality is from inequality 7.2.10 above. Hence, according to in-
equality 7.2.7, we have
ρDist,ξ n(F
σ
t(1),··· ,t(n),F
σ ′
t(1),··· ,t(n))<
ε
2
,
where n= 1, · · · ,m is arbitrary. Therefore, according to Definition 6.2.11,
ρ̂Cp,ξ ,Q|Q(∞)(Fσ ,Fσ
′
)≡
∞
∑
n=1
2−nρDist,ξ n(Fσt(1),··· ,t(n),F
σ
t(1),··· ,t(n))
≤
m
∑
n=1
2−nρDist,ξ n(F
σ
t(1),··· ,t(n),F
σ
t(1),··· ,t(n))+
∞
∑
n=m+1
2−n
≤
m
∑
n=1
2−n
ε
2
+ 2−m <
ε
2
+
ε
2
< ε, (7.2.11)
where we used the bounds 0≤ ρDist,ξ n ≤ 1 for each n≥ 1.
Since ε > 0 is arbitrarily small, we conclude that the function Φcovar, f jd is uni-
formly continuous, with modulus of continuity δcovar, f jd .
Now we can mechanically apply the theorems in the previous section. As in the
previous section, let
(Θ0,L0, I0)≡ (Θ1,L1, I1)≡ ([0,1],L1,
∫
·dθ )
be the Lebesgue integration space based on the interval [0,1], and let
(Ω,L,E)≡ (Θ1,L1,E1)⊗ (Ω0,L0,E0).
Theorem 7.2.5. (Construction of measurable Gaussian r.f. from continuous co-
variance function). Let σ :Q×Q→ R be a continuous nonnegative definite function.
Then there exists a measurable Gaussian r.f.
X ≡Φcov,gauss,ξ ,ξ (Q)(σ)≡Φmeas,ξ ,ξ (Q) ◦Φcovar, f jd(σ) :Q×Ω→ R
which is continuous in probability, and which is such that EXt = 0 and EXtXs = σ(t,s)
for each t,s ∈ Q. We will call the function Φcov,gauss,ξ ,ξ (Q) the measurable Gaussian
extension relative to the binary approximations ξ and ξQ.
Proof. By Proposition 7.2.3, the family Fσ ≡Φcovar, f jd(σ) of normal f.j.d.’s is consis-
tent and continuous in probability. Hence Theorem 7.1.6 is applicable to Fσ and yields
the measurable r.f.
X ≡Φmeas,ξ ,ξ (Q)(Fσ )≡Φmeas,ξ ,ξ (Q) ◦Φcovar, f jd(σ),
with marginal distributions given by Fσ . Since Fσ is continuous in probability by
Proposition 7.2.3, so is X .
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Recall from Definition 7.1.3 the metric space (R̂Meas,Cp(Q×Ω,R),ρSup,Prob) of
measurable r.f.’s X : Q×Ω→ R which are continuous in probability. Thus
ρSup,Prob(X ,Y )≡ sup
t∈Q
E1∧|Xt−Yt |
for each X ,Y ∈ R̂Meas,Cp(Q×Ω,R).
Theorem 7.2.6. (Continuity of the construction of measurable Gaussian r.f.’s).
Use the same assumptions and notations as in Proposition 7.2.4 and Theorem 7.2.5.
Suppose G0 is a subset of the set G of continuous nonnegative definite functions σ :
Q×Q→ R whose members share a common modulus of continuity δ0 on Q×Q. Sup-
pose, in addition, that there exists b0 ≥ 0 such that σ(t, t)≤ b0 for each t ∈Q, for each
σ ∈ G0.
Then the measurable Gaussian extension
Φcov,gauss,ξ ,ξ (Q) : (G,dG)→ (R̂Meas,Cp(Q×Ω,R),ρSup,Prob)
constructed in Theorem 7.2.5 is uniformly continuous on the subset G0 of G, with a
modulus of continuity δcov,gauss(·,δ0,b0,‖ξ‖ ,
∥∥ξQ∥∥).
Proof. 1. By the construction in Theorem 7.2.5,
Φcov,gauss,ξ ,ξ (Q) ≡Φmeas,ξ ,ξ (Q) ◦Φcovar, f jd .
2. By Lemma 7.2.4, the function
Φcovar, f jd : (G,dG)→ (F̂Cp(Q,R), ρ̂Cp,ξ ,Q|Q(∞))
is uniformly continuous, with a modulus of continuity δcovar, f jd .
3. By Proposition 7.2.3, the members of F̂Cp,δ (Cp)(Q,S)≡Φcovar, f jd(G0) share the
same modulus of continuity in probability defined by δCp(ε,δ0) ≡ δ0( 12ε2) for each
ε > 0.
4. Hence F̂Cp,δ (Cp)(Q,S) satisfies the conditions in the hypothesis of Theorem
7.1.7. According to Assertion 2 of Theorem 7.1.7, the function
Φmeas,ξ ,ξ (Q) : (F̂Cp,δ (Cp)(Q,S), ρ̂Cp,ξ ,Q|Q(∞))→ (R̂Meas,Cp(Q×Ω,R),ρSup,Prob)
is uniformly continuous on F̂Cp,δ (Cp)(Q,S), with a modulus of continuity
δ f jd,meas(·,δCp,β ,‖ξ‖ ,
∥∥ξQ∥∥).
5. Combining, the composite function Φcov,gauss,ξ ,ξ (Q) is uniformly continuous,
with a modulus of continuity defined by the composite operation
δcov,gauss(ε,δ0,b0,‖ξ‖ ,
∥∥ξQ∥∥)≡ δcovar, f jd(δ f jd,meas(ε,δCp(·,δ0),β ,‖ξ‖ ,∥∥ξQ∥∥))
for each ε > 0.
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Martingales
In this chapter, we define a martingale X ≡ {Xt : t = 1,2, . . .} for modeling one’s for-
tune in a fair game of chance. Then we will prove the basic theorems on martingales
which have wide-ranging applications. Among these is the a.u. convergence of Xt
as t → ∞. Our proof is constructive and quantifies rates of convergence by means of
a maximal inequality. There are proofs in traditional texts which also are construc-
tive and quantify rates similarly by means of maximal inequalities. These traditional
maximal inequalities, however, require the integrability of |Xt |p for some p > 1, or at
least the integrability of |Xt | log |Xt |. For the separate case of p= 1, the classical proof
of a.u. convergence is by a separate inference from certain upcrossing inequalities.
Such inference is essentially equivalent to the principle of infinite search, and is not
constructive.
In contrast, the maximal inequality we present requires only the integrability of
|Xt |. Therefore, thanks to Lyapunov’s inequality, it is at once applicable to the case of
integrable |Xt |p for any given p ≥ 1, without having to first determine whether p > 1
or p = 1.
For readers who are uninitiated in the subject, the previous paragraphs are perhaps
confusing, but will become clear as we proceed. For the rich body of classical results
on, and applications of, martingales, see e.g. [Doob 1953, Chung 1968, Durret 1984].
Definition 8.0.1. (Assumptions and Notations). In this chapter, let (S,d) be a locally
compact metric space with an arbitrary, but fixed, reference point x◦. Let (Ω,L,E) be
an arbitrary probability space. Unless otherwise specified, a r.v. refers to a measurable
function with values in S.
If (Ω,L′,E) is a probability subspace of (Ω,L,E), we will simply call L′ a proba-
bility subspace of Lwhen Ω and E are understood. LetQ denote an arbitrary nonempty
subset of R, called the time parameter set.
For abbreviation, we will write A ∈ L if A is a measurable subset of (Ω,L,E). Thus
A ∈ L iff 1A ∈ L, in which case we will write P(A), PA, E1A, and EA interchangeably,
and write E(X ;A)≡ EX1A for each X ∈ L. As usual, we write a subscripted expression
xy interchangeably with x(y).

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8.1 Filtrations
Let Q denote an arbitrary nonempty subset of R.
Definition 8.1.1. (Filtration). Suppose that, for each t ∈ Q, there exists a probability
subspace (Ω,L(t),E) of (Ω,L,E), such that L(t) ⊂ L(s) for each t,s∈Qwith t ≤ s. Then
the family L ≡ {L(t) : t ∈ Q} is called a filtration in (Ω,L,E) with time parameter set
Q. The filtration L is said to be right continuous if, for each t ∈ Q, we have
L(t) =
⋂
s∈Q;s>t
L(s).
Suppose, in addition, that Q˜ is a subset ofQ. Then a stochastic process X : Q˜×Ω→
S is said to be adapted to the filtration L if Xt is a r.v. on (Ω,L(t),E) for each t ∈ Q.

The probability space L(t) can be regarded as the observable history up to the time
t. Thus a process X adapted to L is such that Xt is observable at the time t, for each
t ∈ Q. Note that if all points in the set Q are isolated points in Q, then each filtration
L with time parameter set Q is right continuous.
Definition 8.1.2. (Natural filtration of a stochastic process). Let X : Q×Ω→ S be
an arbitrary stochastic process. For each t ∈ Q, define the set
G(X ,t) ≡ {Xr : r ∈ Q; r ≤ t},
and let
L(X ,t) ≡ L(Xr : r ∈ Q; r ≤ t)≡ L(G(X ,t))
be the probability subspace of L generated by the set G(X ,t)of r.v.’s. Then the family
LX ≡ {L(X ,t) : t ∈ Q} is called the natural filtration of the process X . 
Lemma 8.1.3. (A natural filtration is indeed a filtration). Let X : Q×Ω→ S be an
arbitrary stochastic process. Then the natural filtration LX of X is a filtration to which
the process X is adapted.
Proof. For each t ≤ s inQwe haveG(X ,t) ⊂G(X ,s) whence L(X ,t) ⊂ L(X ,s). ThusLX is a
filtration. Let t ∈Q be arbitrary. Then f (Xt)∈ L(G(X ,t))≡ L(X ,t) for each f ∈Cub(S,d).
At the same time, because Xt is a r.v. on (Ω,L,E), we have P(d(Xt ,x◦) ≥ a)→ 0 as
a→ ∞. Hence Xt is a r.v. on (Ω,L(X ,t),E) according to Proposition 5.1.4. Thus the
process X is adapted to the its natural filtration LX .
Definition 8.1.4. (Right-limit extension and right continuity of a filtration). Sup-
pose (i) Q = [0,∞) or (ii) Q ≡ [0,a] for some a > 0. Suppose Q is a subset which is
dense in Q and which, in Case (ii), contains the end point a. Let L ≡ {L(t) : t ∈Q} be
an arbitrary filtration of a given probability space (Ω,L,E).
In Case (i) define, for each t ∈Q, the probability subspace
L(t+) ≡
⋂
{L(s) : s ∈Q∩ (t,∞)}. (8.1.1)
Yuen-Kwok Chan 250 Constructive Probability
8.2. STOPPING TIMES
of L. In Case (ii) define, for each t ∈Q, the probability subspace
L(t+) ≡
⋂
{L(s) : s ∈ Q∩ (t,a]∪{a})}. (8.1.2)
Then the filtration L + ≡ {L(t+) : t ∈Q} is called the right-limit extension of the filtra-
tion L .
If Q = Q and L(t) = L(t+)for each t ∈ Q, then L is said to be a right continuous
filtration .

Lemma 8.1.5. (Right-limit extension of a filtration is right continuous). In the no-
tations of Definition 8.1.4, we have (L +)+ = L +. In words, the right-limit extension
of the filtration L ≡ {L(t) : t ∈Q} is right continuous.
Proof. We will give the proof only for the case whereQ= [0,∞), the proof for the case
where Q≡ [0,a] being similar. To that end, let t ∈ Q be arbitrary. Then
(L(t+)+)≡
⋂
{L(s+) : s ∈ Q∩ (t,∞)}
≡
⋂
{
⋂
{L(u) : u ∈ Q∩ (s,∞)} : s ∈ Q∩ (t,∞)}
=
⋂
{L(u) : u ∈ Q∩ (t,∞)} ≡ L(t+),
where the third equality is because u ∈ Q∩ (t,∞) iff u ∈ Q∩ (s,∞) for some s ∈ Q∩
(t,∞), thanks to the assumption that Q is dense in Q.
8.2 Stopping Times
Definition 8.2.1. (r.r.v. with values in a subset of R). Let A denote an arbitrary
nonempty subset of R. We say that a r.r.v. η has values in the subset A if (η ∈ A) is a
full set. 
Lemma 8.2.2. (r.r.v. with values in an increasing sequence in R). Let the subset
A≡ {t0, t1, · · · } ⊂ R be arbitrary such that tn−1 < tn for each n≥ 1. Then a r.r.v. η has
values in A iff (i) (η = tn) is measurable for each n≥ 0, and (ii) ∑∞n=1P(η = tn) = 1.
Proof. Recall Definition 4.8.10 of regular points of a real-valued measurable function.
Suppose the r.r.v. η has values in A. For convenience, write t−1 ≡ t0− (t1− t0). Con-
sider each tn ∈ A with n≥ 0. Write ∆n ≡ (tn− tn−1)∧ (tn+1− tn)> 0. Then there exist
regular points t,s of the r.r.v. η such that
tn−1 < tn−∆n < s< tn < t < t+∆n < tn+1.
Then (η = tn) = (η ≤ t)(η ≤ s)c(η ∈ A). Since (η ≤ t), (η ≤ s) , and (η ∈ A) are
measurable subsets, it follows that the set (η = tn) is measurable. At the same time
P(η ≤ tm) ↑ 1 as m→ ∞ since η is a r.r.v. Hence
m
∑
n=1
P(η = tn) = P(η ≤ tm) ↑ 1
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as m→ ∞. In other words, ∑∞n=1P(η = tn) = 1. Thus we have proved that if the r.r.v.
η has values in A then Conditions (i) and (ii) holds. The converse is trivial.
Definition 8.2.3. (Stopping time, space of integrable observables at a stopping
time, and simple stopping time). Let Q denote an arbitrary nonempty subset of R.
Let L be an arbitrary right continuous filtration with time parameter set Q. Then a
r.r.v. τ with values in Q is called a stopping time relative to the filtration L if
(τ ≤ t) ∈ L(t) (8.2.1)
for each regular point t ∈ Q of the r.r.v. τ . We will omit the reference to L when it is
understood from context, and simply say that τ is a stopping time. Each r.v. relative to
the probability subspace
L(τ) ≡ {Y ∈ L : Y1(τ≤t) ∈ L(t) for each regular point t ∈Q of τ}
is said to be observable at the stopping time τ . Eachmember of L(τ) is called integrable
observable at the stopping time τ .
Let X : Q×Ω → S be an arbitrary stochastic process adapted to the filtration L .
Define the function Xτ by
domain(Xτ)≡ {ω ∈ domain(τ) : (τ(ω),ω) ∈ domain(X)},
and by
Xτ(ω)≡ X(τ(ω),ω) (8.2.2)
for each ω ∈ domain(Xτ). Then the function Xτ is called the observable of the process
X at the stopping time τ . In general, Xτ need not be a well defined r.v. We will need to
prove that Xτ is a well defined r.v. in each application before using it as such.
A stopping time τ with values in some discrete finite subset of Q, is called a simple
stopping time. 
We leave it as an exercise to verify that L(τ) is indeed a probability subspace. A
trivial example of a stopping time is a deterministic time τ ≡ s, where s∈Q is arbitrary.
The next lemma generalizes the defining equality 8.2.1 and will be convenient.
Lemma 8.2.4. (Basic properties of stopping times). SupposeQ= [0,1] or Q= [0,∞).
L be an arbitrary right continuous filtration with time parameter set Q. Let τ is a
stopping time relative to the filtration L . Let t ∈Q be an arbitrary regular point of the
r.r.v. τ . Then (τ < t),(τ = t) ∈ L(t).
Proof. Let (sk)k=1,2,··· be an increasing sequence of regular points in Q of τ such that
sk ↑ t and such that P(τ ≤ sk) ↑ P(τ ≤ t). In other words E|1τ≤s(k)− 1τ<t | → 0. Since
τ is a stopping time relative to a filtration L , we have 1τ≤s(k) ∈ L(s(k)) ⊂ L(t) for each
k≥ 1. Hence 1τ<t ∈ L(t) and 1τ=t = 1τ≤t−1τ<t ∈ L(t). Equivalently, (τ < t),(τ = t) ∈
L(t).
Definition 8.2.5. (Specialization to a discrete parameter set). In the remainder of
this section, assume that the parameter set Q ≡ {0,∆,2∆, · · ·} is equally spaced, with
some fixed ∆ > 0, and let L ≡ {L(t) : t ∈ Q} be an arbitrary, but fixed, filtration in
(Ω,L,E) with parameter Q. Note that the filtration is then trivially right continuous.
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
Proposition 8.2.6. (Basic properties of stopping times, discrete case). Let τ and τ ′
be stopping times with values in Q ≡ {0,∆,2∆, · · ·}, relative to the filtration L . For
each n≥−1, write tn ≡ n∆ for convenience. Then the following holds.
1. Let η be a r.r.v. with values in Q . Then η is a stopping time iff (η = tn) ∈ L(t(n))
for each n≥ 0.
2. τ ∧ τ ′, τ ∨ τ ′ are stopping times.
3. If τ ≤ τ ′ then L(τ) ⊂ L(τ ′).
4. Let X : Q×Ω → S be an arbitrary stochastic process adapted to the filtration
L . Then Xτ is a well defined r.v. on the probability space (Ω,L
(τ),E).
Proof. 1. By Lemma 8.2.2, the set (η = tn) is measurable for each n≥ 0, and∑∞n=1P(η =
tn) = 1. Suppose η is a stopping time. Let n ≥ 0 be arbitrary. Then (η ≤ tn) ∈
L(t(n)). Moreover, if n ≥ 1, then (η ≤ tn−1)c ∈ L(t(n−1)) ⊂ L(t(n)). If n = 0, then
(η ≤ tn−1)c = (η ≥ 0) is a full set, whence (η ≥ 0) ∈ L(t(n)). Combining, we see
that (η = tn) = (η ≤ tn)(η ≤ tn−1)c ∈ L(t(n)). We have proved the “only if” part of
Assertion 1.
Conversely, suppose (η = tn) ∈ L(t(n)) for each n ≥ 0. Let t ∈ Q be arbitrary. Then
t = tm for some m ≥ 0. Hence (η ≤ t) = ⋃mn=0(η = tn), where, by assumption, (η =
tn) ∈ L(t(n)) ⊂ L(t(m)) for each n = 0, · · · ,m. Thus we see that (η ≤ t), where t ∈ Q is
arbitrary. We conclude that η is a stopping time.
2. Let t =∈Q be arbitrary. Then
(τ ∧ τ ′ ≤ t) = (τ ≤ t)∪ (τ ′ ≤ t) ∈ L(t),
and
(τ ∨ τ ′ ≤ t) = (τ ≤ t)(τ ′ ≤ t) ∈ L(t).
Thus τ ∧ τ ′ and τ ∨ τ ′ are stopping times.
3. Let Y ∈ L(τ) be arbitrary. Consider each t ∈ Q. Then, since τ ≤ τ ′,
Y1(τ ′≤t) = ∑
s∈Q
Y1(τ=s)1(τ ′≤t) = ∑
s∈[0,t]Q
Y1(τ=s)1(τ ′≤t) ∈ L(t).
Thus Y ∈ L(τ ′), where Y ∈ L(τ) is arbitrary. We conclude that L(τ) ⊂ L(τ ′).
4. Let X : Q×Ω → S be an arbitrary stochastic process adapted to the filtration
L . Define the full sets A ≡ ⋂∞n=0domain(Xt) and B ≡ ⋃∞n=0(τ = tn). Consider each
ω ∈AB. Then (τ(ω),ω) = (tn,ω)∈ domain(X) on (τ = tn) for each n≥ 0. In short, Xτ
is defined and is equal to the r.v. Xt(n) on (τ = tn), for each n≥ 0. Since
⋃∞
n=0(τ = tn)
is a full set, the function Xτ is therefore a r.v. according to Proposition 4.8.5.
Simple first exit times from a time-varying neighborhood, introduced next, are ex-
amples of simple stopping times.
Definition 8.2.7. (Simple first exit time). Let Q′ ≡ {s0, · · · ,sn} be a finite subset of
Q≡{0,∆,2∆, · · ·}, where (s0, · · · ,sn) is an increasing sequence. LetL ≡{L(t) : t ∈Q}
be a filtration.
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1. Let x : Q′ → S be an arbitrary function. Let b : Q′ → (0,∞) be an arbitrary
function such that, for each t,r,s ∈Q’ , we have b(s)≤ d(xt ,xr) or b(s)> d(xt ,xr). Let
t ∈ Q′ be arbitrary. Define
ηt,b,Q′(x)≡ ∑
r∈Q′ ;t≤r
r1(d(x(t),x(r))>b(r)) ∏
s∈Q′;t≤s<r
1(d(x(t),x(s))≤b(s))
+ sn ∏
s∈Q′;t≤s
1(d(x(s),x(t))≤b(s)). (8.2.3)
In words, ηt,b,Q′(x) is the first time r ∈ [t,sn]Q′ such that xr is at a distance greater than
b(r) from the initial position xt , with ηt,b,Q′(x) set to the final time sn ∈ Q′ if no such
r exists. Then ηt,b,Q′(x) is called the simple first exit time for the function x|[t,sn]Q′
to exit the time-varying b-neighborhood of xt . In the special case where b(r) = α for
each r ∈ Q′ for some constant α > 0, we will write simply ηt,α ,Q′(x) for ηt,b,Q′(x).
2. More generally, let X :Q′×Ω→ S be an arbitrary process adapted to the filtration
L . Let b : Q′→ (0,∞) be an arbitrary function such that, for each t,r,s ∈ Q’ , the real
number b(s) is a regular point for the r.r.v. d(Xt ,Xr). Let t ∈Q′ be arbitrary. Define the
r.r.v. ηt,b,Q′(X) on Ω defined by
ηt,b,Q′(X)≡ ∑
r∈Q′ ;t≤r
r1(d(X(t),X(r))>b(r)) ∏
s∈Q′;t≤s<r
1(d(X(t),X(s))≤b(s))
+ sn ∏
s∈Q′;t≤s
1(d(X(s),X(t))≤b(s)) (8.2.4)
is a r.r.v. called the simple first exit time for the process X |[t,sn]Q′ to exit the time-
varying b-neighborhood of Xt . When there is little risk of confusion as to the identity
of the process X , we will omit the reference to X , write ηt,b,Q′ for ηt,b,Q′(X), and abuse
notations by writing ηt,b,Q′(ω) for ηt,b,Q′(X(ω)), for each ω ∈
⋂
u∈Q′ domain(Xu).

The next proposition verifies that ηt,b,Q′(X) is a simple stopping time relative to the
filtration L . It also proves some simple properties that are intuitively obvious when
described in words.
Proposition 8.2.8. (Basic properties of simple first exit times). Let Q′ ≡{s0, · · · ,sn}
be a finite subset of Q, where (s0, · · · ,sn) is an increasing sequence. Use the assump-
tions and notations in Part 2 of Definition 8.2.7. Let t,s∈Q′≡{s0, · · · ,sn} be arbitrary.
Let ω ∈ domain(ηt,b,Q′) be arbitrary. Then the following holds.
1. t ≤ ηt,b,Q′(ω)≤ sn.
2. The r.r.v. ηt,b,Q′ is a simple stopping time relative to the filtration L .
3. If ηt,b,Q′(ω) < tn then d(X(t,ω),X(ηt,b,Q′(ω),ω)) > b(ηt,b,Q′(ω)). In words,
if the simple first exit time occurs before the final time, then the sample path exits
successfully at the simple first exit time.
4. If t ≤ s< ηt,b,Q′(ω), then d(X(t,ω),X(s,ω))≤ b(s). In words, before the simple
first exit time, the sample path remains in the b-neighborhood. Moreover, if
d(X(ηt,b,Q′(ω),ω),X(t,ω))≤ b(ηt,b,Q′(ω)),
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then
d(X(s,ω),X(t,ω))≤ b(s)
for each s ∈Q′ with t ≤ s. In words, if the sample path is in the b-neighborhood at the
simple first exit time, then it is in the b-neighborhood at any time prior to the simple
first exit time.
Conversely, if r ∈ [t,sn)Q′ is such that d(X(t,ω),X(s,ω)) ≤ b(s) for each s ∈
(t,r]Q′, then r < ηt,b,Q′(ω). In words, if the sample path stays within the the b-
neighborhood up to and including a certain time, then the simple first exit time can
come only after that time.
5. Suppose s0 = sk(0) < sk(1) < · · ·< sk(p) = sn is a subsequence of s0 < s1 < · · ·<
sn. Define Q
′′ ≡ {sk(1), · · · ,sk(p)}. Let t ∈ Q′′ ⊂ Q′ be arbitrary. Then ηt,b,Q′ ≤ ηt,b,Q′′ .
In other words, if the process X is sampled at more time points, then the simple first
exit time can occur no later.
Proof. By hypothesis, the process X is adapted to the filtration L .
1. Assertion 1 is obvious from the defining equality 8.2.4.
2. By equality 8.2.4, for each r ∈ {t, · · · ,sn−1}, we have
(ηt,b,Q′ = r) = (d(Xr,Xt)> b(r))
⋂
s∈Q′ ;t≤s<r
(d(Xs,Xt)≤ b(s))
∈ L(r) ⊂ L(s(n)). (8.2.5)
Consequently,
(ηt,b,Q′ = sn) =
⋂
r∈Q′;r<t(n)
(ηt,b,Q′ = r)
c ∈ L(s(n)).
Hence ηt,b,Q′ is a simple stopping time relative to L
′ with values in Q′, according to
Proposition 8.2.6.
3. Assertion 3 is obvious from the defining equality 8.2.4.
4. Suppose t < s< r ≡ ηt,b,Q′(ω). Then
d(X(t,ω),X(s,ω))≤ b(s) (8.2.6)
by equality 8.2.5. The last inequality is trivially satisfied if t = s. Hence if r ≡
ηt,b,Q′(ω) = sn with d(X(t,ω),X(r,ω)) ≤ b(r) then inequality 8.2.6 holds for each
s ∈ Q′ with t ≤ s≤ r.
Conversely, suppose r ∈Q′ is such that t ≤ r < sn and such that
d(X(t,ω),X(s,ω))≤ b(s)
for each s ∈ (t,r]Q′. Suppose s≡ ηt,b,Q′(ω)≤ r< sn. Then d(X(t,ω),X(s,ω))> b(s)
by Assertion 3, a contradiction. Hence ηt,b,Q′(ω)> r. Assertion 4 is verified.
5.Let t ∈ Q′′ ⊂ Q′ be arbitrary. Suppose, for the sake of a contradiction, that s ≡
ηt,b,Q′′(ω) < ηt,b,Q′(ω) ≤ sn. Then t < s and s ∈ Q′′ ⊂ Q′. Hence, by Assertion 4
applied to the time s and to the simple first exit time ηt,b,Q′ , we have
d(X(t,ω),X(s,ω))≤ b(s).
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On the other hand, by Assertion 3 applied to the time s and to the simple first exit time
ηt,b,Q′′ , we have
d(X(t,ω),X(s,ω))> b(s),
a contradiction. Hence ηt,b,Q′′(ω)≥ ηt,b,Q′(ω). Assertion 5 is proved.
8.3 Martingales
Definition 8.3.1. (Martingale and Submartingale). Let Q be an arbitrary nonempty
subset of R. Let L ≡ {L(t) : t ∈ Q} be an arbitrary right continuous filtration in
(Ω,L,E). Let X : Q×Ω → R be a stochastic process such that Xt ∈ L(t) for each
t ∈ Q.
1. The process X is called a martingale relative to L if, for each t,s ∈Q with t ≤ s,
we have EZXt = EZXs for each indicator Z ∈ L(t). Accordingly to Definition 5.6.4, the
last condition is equivalent to E(Xs|L(t)) = Xt for each t,s ∈ Q with t ≤ s.
2. The process X is called a wide-sense submartingale relative to L if, for each
t,s ∈ Q with t ≤ s, we have EZXt ≤ EZXs for each indicator Z ∈ L(t). If, in addition,
E(Xs|L(t)) exists for each t,s ∈ Q with t ≤ s, then X is called a submartingale relative
to L .
3. The process X is called a wide-sense supermartingale relative to L if, for each
t,s ∈ Q with t ≤ s, we have EZXt ≥ EZXs for each indicator Z ∈ L(t). If, in addition,
E(Xs|L(t)) exists for each t,s∈Q with t ≤ s, then X is called a supermartingale relative
to L .
When there is little risk of confusion, we will omit the explicit reference to the
given filtration L .

Clearly a submartingale is also a wide-sense submartingale. The two notions are
classically equivalent because, classically, with the benefit of the principle of infinite
search, the conditional expectation always exists. Hence, any result that we prove for
wide-sense submartingales holds classically for submartingales.
Proposition 8.3.2. (Martingale basics). Let X : Q×Ω → R be an arbitrary process
adapted to the right continuous filtration L ≡ {L(t) : t ∈ Q}. Unless otherwise spec-
ified, all martingales and wide-sense submartingales are relative to the filtration L .
Then the following holds.
1. The process X is a martingale iff it is both a wide-sense submartingale and a
wide-sense supermartingale.
2. The process X is a wide-sense supermartingale iff −X is a wide-sense sub-
martingale.
3. The expectation EXt is constant for t ∈ Q if X is a martingale. Moreover, EXt is
nondecreasing in t if X is a wide-sense submartingale.
4. Suppose X is a martingale. Then |X | is a wide-sense submartingale. In particu-
lar, E|Xt | is nondecreasing in t ∈ Q.
5. Suppose X is a martingale. Let a ∈ Q be arbitrary. Then the family {Xt : t ∈
(−∞,a]Q} is uniformly integrable.
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6. Let L ≡ {L(t) : t ∈ Q} be an arbitrary filtration such that L(t) ⊂ L(t) for each
t ∈ Q. Suppose X is a wide-sense submartingale relative to the filtration L . Then X is
a wide-sense submartingale relative to the filtration L . The same assertion holds for
martingales.
7. Suppose X is a wide-sense submartingale relative to the filtration L . Then it is
a a wide-sense submartingale relative to the natural filtration LX ≡ {L(X ,t) : t ∈Q} of
the process X.
Proof. 1. Assertions 1-3 being trivial, we will prove Assertions 4-7 only.
2. To that end, let t,s ∈ Q with t ≤ s be arbitrary. Let the indicator Z ∈ L(t) and the
real number ε > 0 be arbitrary. Then
E(|Xs|Z;Xt > ε)≥ E(XsZ;Xt > ε) = E(XtZ;Xt > ε) = E(|Xt |Z;Xt > ε),
where the first equality is from the definition of a martingale. Since −X is also a
martingale, we have similarly
E(|Xs|Z;Xt <−ε)≥ E(−XsZ;Xt <−ε) = E(−XtZ;Xt <−ε) = E(|Xt |Z;Xt <−ε).
Adding the last two displayed inequalities, we obtain
E(|Xs|;Z)≥ E(|Xs|Z;Xt > ε)+E(|Xs|Z;Xt <−ε)
≥ E(|Xt |Z;Xt > ε)+E(|Xt |Z;Xt <−ε) = E(|Xt |Z)−E(|Xt |Z; |Xt | ≤ ε).
Since
E(|Xt |Z; |Xt | ≤ ε)≤ E(|Xt |; |Xt | ≤ ε)→ 0
as ε → 0, we conclude that
E(|Xs|;Z)≥ E(|Xt |;Z),
where t,s ∈ Q with t ≤ s and the indicator Z ∈ L(t) are arbitrary. Thus the process |X |
is a wide-sense submartingale. Assertion 4 is proved.
2. Suppose X is a martingale. Consider each a ∈ Q be arbitrary. Let t ∈ Q be
arbitrary with t ≤ a, and let ε > 0 be arbitrary. Then, since Xa is integrable, there exists
δ ≡ δX(a)(ε) > 0 so small that E|Xa|1A < ε for each measurable set A with P(A)< δ .
Now let γ > β (ε)≡ E|Xa|δ−1 be arbitrary. Then, by Chebychev’s inequality,
P(|Xt |> γ)≤ E|Xt |γ−1 ≤ E|Xa|γ−1 < δ ,
where the second inequality is because |X | is a wide-sense submartingale by Assertion
4. Hence
E|Xt |1(X(t)>γ) ≤ E|Xa|1(X(t)>γ) < ε,
where the first inequality is because |X | is a wide-sense submartingale. Since t ∈ Q
is arbitrary with t ≤ a, we conclude that the family {Xt : t ∈ (−∞,a]Q} is uniformly
integrable, with a simple modulus of uniform integrability β . Assertion 5 has been
verified.
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3. To prove Assertion 6, assume that the process X is a wide-sense submartingale
relative to the filtration L . Let t,s ∈Q with t ≤ s be arbitrary. Consider each indicator
Z ∈ L(t). Then Z ∈ L(t) by the assumption on L . Hence EZXt ≤ EZXs, where the
indicator Z ∈ L(t) is arbitrary. Thus X is a wide-sense submartingale relative to L . The
proof for martingales is similar. Assertion 6 is proved.
4. It remains to prove Assertion 7. To that end, suppose X is a wide-sense sub-
martingale relative to L . Note that, for each t ∈ Q, we have Xr ∈ L(t) for each
r ∈ [0, t]Q. Hence L(X ,t) ≡ L(Xr : r ∈ [0, t]Q) ⊂ L(t). Hence Assertion 6 implies that
X is a wide-sense submartingale relative to LX . The proof for martingales is similar.
Assertion 7 and the proposition are proved.
Definition 8.3.3. (Specialization to a discrete parameter set). In the remainder of
this section, unless otherwise specified, assume the parameter set Q ≡ {0,∆,2∆, · · ·}
with some fixed ∆ > 0, and let L ≡ {L(t) : t ∈Q} be an arbitrary, but fixed, filtration in
(Ω,L,E) with parameterQ. Note that the filtration L is then trivially right continuous.
For ease of notations, we will assume, without loss of generality, by a change of units
if necessary, that ∆ = 1.

If a martingaleXt is used to model a gambler’s fortune at the current time t, then the
conditional expectation of said fortune at a later time s, given all information up to and
including the current time t, is exactly his or her current fortune. Thus a martingale X
is a model for a fair game of chance. Similarly, a submartingale can be used to model
a favorable game.
Theorem 8.3.4. (Doob decomposition). Let Y : {0,1,2, · · ·} × (Ω,L,E)→ R be a
process which is adapted to the filtration L ≡ {L(n) : n≥ 0}. Suppose the conditional
expectation E(Ym|L(n)) exists for each m,n ≥ 0 with n≤ m. For each n≥ 0, define
Xn ≡ Y0+
n
∑
k=1
(Yk−E(Yk|L(k−1))). (8.3.1)
and
An ≡
n
∑
k=1
(E(Yk|L(k−1))−Yk−1), (8.3.2)
where an empty sum is by convention equal to 0. Then X : {0,1,2, · · ·}×Ω→ R is a
martingale relative to the filtration L . Moreover, An ∈ L(n−1) and Yn = Xn +An for
each n≥ 1.
Proof. From the defining equality 8.3.1, we see that Xn ∈ L(n) for each n ≥ 1. Hence
the process X : {0,1,2, · · ·}×Ω→ R is adapted to the filtration L . Let m> n ≥ 1 be
arbitrary. Then
E(Xm|L(n)) = E({Xn+
m
∑
k=n+1
(Yk−E(Yk|L(k−1)))}|L(n))
= Xn+
m
∑
k=n+1
{E(Yk|L(n))−E(E(Yk|L(k−1))|L(n))}
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= Xn+
m
∑
k=n+1
{E(Yk|L(n))−E(Yk|L(n))} = Xn,
where we used basic properties of conditional expectations in Proposition 5.6.6. Thus
the processX is a martingale relative to the filtrationL . Moreover,An ∈L(n−1) because
all the summands in the defining equality 8.3.2 are members of L(n−1).
Intuitively, Theorem 8.3.4 says that a multi-round game Y can be turned into a fair
gameX by charging a fair price determined at each round as the conditional expectation
of payoff at the next round, with the cumulative cost of entry equal to An by the time n.
The next theorem of Doob and its corollary are key to the analysis of martingales. It
proves that, under reasonable conditions, a fair game can never be turned to a favorable
one by sampling at a sequence of stopping times, or by stopping at some stopping
time which which cannot see the future. The reader can look up “gambler’s ruin” in
the literature for a counterexample where said reasonable conditions is not assumed,
where a fair coin tossing game can be turned into an almost sure win by stopping
when and only when the gambler is ahead by one dollar. This latter strategy sounds
intriguing except for the lamentable fact that, to achieve almost sure winning against a
house with infinite capital, the strategy would require the gambler to stay in the game
for unbounded number of rounds and to have infinite capital to avoid bankruptcy.
The next theorem and its proof are essentially restatements of parts of Theorems
9.3.3 and 9.3.4 in [Chung 1968], except that, for the case of wide-sense submartingales,
we add a condition to make the theorem constructive.
Theorem 8.3.5. (Doob’s optional sampling theorem). Let
X : {0,1,2, · · ·}× (Ω,L,E)→ R
be a wide-sense submartingale relative to a filtration L ≡ {L(k) : k ≥ 0}. Let τ ≡
(τn)n=1,2,··· be a nondecreasing sequence of stopping times with values in {0,1,2, · · ·}
relative to the filtration L . Define the function Xτ : {0,1,2, · · ·}× (Ω,L,E)→ R by
Xτ,n ≡ Xτ(n) for each n≥ 0. Suppose one of the following three conditions holds.
(i) The function Xτ(n) is an integrable r.r.v. for each n≥ 0, and the family {Xn : n≥
0} of r.r.v.’s is uniformly integrable.
(ii) For each m≥ 1, there exists some Mm ≥ 0 such that τm ≤Mm.
(iii) The given process X is a martingale, and the family {Xn : n ≥ 0} of r.r.v.’s is
uniformly integrable.
Then Xτ is a wide-sense submartingale relative to the filtration L
τ ≡ {L(τ(n)) :
n ≥ 0}. If the given process X is a martingale, then Xτ is a martingale relative to the
filtration L τ .
Proof. Recall that Q ≡ {0,1,2, · · ·}. Let m ≥ n and the indicator Z ∈ L(τ(n)) be arbi-
trary. We need to prove that the function Xτ(n) is integrable, and that
E(Xτ(m)Z)≥ E(Xτ(n)Z). (8.3.3)
First we will prove that Xτ(n) is integrable.
1. Suppose Condition (i) holds.Then the function Xτ(n) is integrable by assumption.
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2. Suppose Condition (ii) holds. Then the function
Xτ(n) =
M(n)
∑
u=0
Xτ(n)1(τ(n)=u) =
M(n)
∑
u=0
Xu1(τ(n)=u)
is a finite sum of integrable r.r.v., hence Xτ(n) is itself an integrable r.r.v.
3. Suppose Condition (iii) holds. Then X is a martingale. Hence |X | is a wide-
sense submartingale and E|Xt | is nondecreasing in t ∈ Q, according to Assertion 4 of
Proposition 8.3.2. Consider each v,v′ ∈ Q with v≤ v′. Then it follows that
v′
∑
u=v
E|Xτ(n)|1(τ(n)=u) =
v′
∑
u=v
E|Xu|1(τ(n)=u) ≤
v′
∑
u=v
E|Xv′ |1(τ(n)=u)
= E|Xv′ |1(v≤τ(n)≤v′) ≤ αv,v′ ≡ E|Xv′ |1(v≤τ(n)). (8.3.4)
Let v→∞. Since τn is a nonnegative r.r.v., we have P(v≤ τn)→ 0. Thereforeαv,v′ → 0,
thanks to the uniform integrability of the family {Xt : t ∈ Q} of r.r.v.’s. under Condi-
tion (iii). Summing up, we conclude that ∑v
′
u=vE|Xτ(n)|1(τ(n)=u) → 0 as v→ ∞. Thus
∑∞u=0E|Xτ(n)|1(τ(n)=u) < ∞. Consequently, the function Xτ(n) = ∑∞u=0Xτ(n)1(τ(n)=u) is
an integrable r.r.v.
4. Thus we see that Xτ(n) is an integrable r.r.v. under any one of the three Conditions
(i-iii). It remains to prove 8.3.3. To that end, let u,v ∈ Q be arbitrary with u ≤ v. Then
Z1τ(n)=u ∈ L(u) ⊂ L(v). Hence
Yu,v ≡ XvZ1τ(n)=u ∈ L(v).
Moreover,
EYu,v1τ(m)≥v ≡ EXvZ1τ(n)=u1τ(m)≥v
= EXvZ1τ(n)=u1τ(m)=v+EXvZ1τ(n)=u1τ(m)≥v+1
= EXτ(m)Z1τ(n)=u1τ(m)=v+EXvZ1τ(n)=u1τ(m)≥v+1
≤ EXτ(m)Z1τ(n)=u1τ(m)=v+EXv+1Z1τ(n)=u1τ(m)≥v+1,
where the inequality is because the indicator
Z1τ(n)=u1τ(m)≥v+1 = Z1τ(n)=u(1− 1τ(m)≤v) ∈ L(v)
and because X is, by hypothesis, a wide-sense submartingale. In short
EYu,v1τ(m)≥v ≤ EXτ(m)Z1τ(n)=u1τ(m)=v+EYu,v+11τ(m)≥v+1, (8.3.5)
where v ∈ [u,∞)Q is arbitrary. Let κ ≥ 0 be arbitrary. Applying inequality 8.3.5 suc-
cessively to v= u,u+ 1,u+ 2, · · · ,u+κ , we obtain
EYu,u1τ(m)≥u ≤ EXτ(m)Z1τ(n)=u1τ(m)=u+EYu,u+11τ(m)≥u+1
≤ EXτ(m)Z1τ(n)=u1τ(m)=u+EXτ(m)Z1τ(n)=u1τ(m)=u+1+EYu,u+21τ(m)≥u+2
≤ ·· ·
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≤ EXτ(m)Z1τ(n)=u ∑
v∈[u,u+κ ]Q
1τ(m)=v+EYu,u+(κ+1)1τ(m)≥u+(κ+1)
= EXτ(m)Z1τ(n)=u1u≤τ(m)≤u+κ +EXu+(κ+1)Z1τ(n)=u1τ(m)≥u+(κ+1)
= EXτ(m)Z1τ(n)=u1τ(m)≤u+κ +EXu+(κ+1)Z1τ(n)=u1τ(m)≥u+(κ+1).
=EZXτ(m)Z1τ(n)=u−EXτ(m)Z1τ(n)=u1τ(m)≥u+(κ+1)+EXu+(κ+1)Z1τ(n)=u1τ(m)≥u+(κ+1)..
≡ EXτ(m)Z1τ(n)=u−EXτ(m)1A(κ)+EXu+(κ+1)1A(κ), (8.3.6)
where Aκ is the measurable set whose indicator is 1A(κ) ≡ Z1τ(n)=u1τ(m)≥u+(κ+1) and
whose probability is therefore bounded by
P(Aκ)≤ P(τm ≥ u+(κ + 1)).
Now let κ →∞. Then P(Aκ)→ 0 becauseXτ(m) is an integrable r.r.v., as proved in Steps
1-3. Consequently, the second summand on the right-hand side of inequality 8.3.6
tends to 0. Now consider the third summand on the right-hand side of inequality 8.3.6.
Suppose Condition (ii) holds. Then, as soon as κ is so large that u+(κ +1)≥Mm, we
have P(Aκ) = 0 , whence said two summands vanish as κ →∞. Suppose, alternatively,
Condition (i) or (iii) holds, then the last summand tends to 0, thanks to the uniform
integrability of the family {Xt : t ∈ [0,∞)} of r.r.v.’s guaranteed by Condition (i) or (iii).
Summing up, the second and third summand both tend to 0 as κ → ∞, with only the
first summand on the right-hand side of inequality 8.3.6 surviving, to yield
EYu,u1τ(m)≥u ≤ EXτ(m)Z1τ(n)=u.
Equivalently,
EXuZ1τ(n)=u1τ(m)≥u ≤ EXτ(m)Z1τ(n)=u.
Since (τn = u)⊂ (τm ≥ u), this last inequality simplifies to
EXτ(n)Z1τ(n)=u ≤ EXτ(m)Z1τ(n)=u,
where u ∈Q≡ {0,1,2, · · ·} is arbitrary. Summation over u ∈Q then yields the desired
equality 8.3.3. Thus Xτ is a wide-sense submartingale relative to the filtration L τ ≡
{L(τ(n)) : n= 0,1, · · · }. The first part of the conclusion of the theorem, regarding wide-
sense submartingales, has been proved.
5. Finally, suppose the given wide-sense submartingale X is actually a martingale.
Then −X is a wide-sense submartingale, and so by the preceding arguments, both the
processes Xτ and −Xτ are a wide-sense submartingale relative to the filtration L τ .
Combining, we conclude that Xτ is a martingale if X is a martingale, provided that one
of the three Conditions (i-iii) holds. The theorem is proved.
Corollary 8.3.6. (Doob’s optional stopping theorem for a finite game). Let n ≥ 1
be arbitrary. Write Q′ ≡ {0,1, · · · ,n} ≡ {t0, t1, · · · , tn} ⊂ Q. Let X : Q′×Ω → R be
a process adapted to the filtration L ≡ {L(t) : t ∈ Q}. Let τ be an arbitrary simple
stopping time relative to L with values in Q’. Define the r.r.v.
Xτ ≡ ∑
t∈Q′
Xt1(τ=t) ∈ L′(τ).
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Define the process X ′ : {0,1,2}×Ω→ R by
(X ′0,X
′
1,X
′
2)≡ (Xt(0)Xτ ,Xt(n)).
Define the filtration L ′ ≡ {L′(i) : i= 0,1,2} by
(L′(0),L′(1),L′(2))≡ (L(t(0)),L(τ),L(t(n))).
Then the following holds.
1. If the process X is a wide-sense submartingale relative to L , then the process
X ′ is a wide-sense submartingale relative to the filtration L ′.
2. If the process X is a martingale relative to L , then the process X ′ is a martingale
relative to L ′.
Proof. Extend the process X to the parameter set Q≡ {0,1, · · ·} by Xt ≡ Xt∧n for each
t ∈ {0,1, · · ·}. Likewise extend the filtration L by defining L(t) ≡ L(t∧n) for each
t ∈ {0,1, · · ·}. Trivially we can verify that the extended process X : {0,1, · · ·}×Ω→ R
retains the same property of being a martingale or wide-sense submartingale, respec-
tively, as the given process being a martingale or wide-sense submartingale, relative to
the extended filtration L . Now define a sequence τ ≡ (τ0,τ1, · · · ) of stopping times
by τ0 ≡ t0, τ1 ≡ τ, and τm ≡ tn for each m ≥ 2. Then it can easily be verified that the
sequence τ satisfies Condition (ii) of Theorem 8.3.5. Hence the process Xτ defined in
Theorem 8.3.5 is a martingale if X is a martingale, and is a wide-sense submartingale
if X is a wide-sense submartingale. Since
(X ′0,X
′
1,X
′
2)≡ (Xt(0)Xτ ,Xt(n)) = (Xτ(0)Xτ(1),Xτ(2))
and
(L′(0),L′(1),L′(2))≡ (L(t(0)),L(τ),L(t(n))) = (L(τ(0)),L(τ(1)),L(τ(2))),
the conclusion of the corollary follows.
8.4 Convexity and Martingale Convergence
Next consider the a.u. convergence of martingales, and of wide-sense submartingales
in general. Suppose X : {1,2, · · ·}×Ω→ R is a martingale relative to some filtration
L ≡ {L(n) : n= 1,2, · · ·}. A classical theorem says that, if E|Xn| is bounded as n→∞,
then Xn converges a.u. as n→ ∞. The theorem can be proved, classically, by the
celebrated upcrossing inequality of Doob, thanks to the principle of infinite search.
See, for example, [Durret 1984]. While the upcrossing inequality is constructive, the
inference of a.u. convergence from it is not.
As a matter of fact, the following example shows that the martingale convergence
theorem, as stated above, implies the principle of infinite search. Let (an)n=1,2,··· be
a arbitrary nondecreasing sequence in {0,1}. Let Y be an arbitrary r.r.v. which takes
the value −1 or +1 with equal probabilities. For each n ≥ 1 define Xn ≡ 1+ anY .
Then the process X : {1,2, · · ·}×Ω → {0,1,2} is a martingale relative to its natural
filtration, with E|Xn| = EXn = 1 for each n ≥ 1. Suppose Xn → X a.u. Then there
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exists b ∈ (0,1) such that the set (X < b) is measurable. Then either (i) P(X < b)< 12
or (ii) P(X < b) > 0. In Case (i), we must have an = 0 for each n ≥ 1. In Case (ii),
because of a.u. convergence, there exists b′ ∈ (b,1) such that P(Xn < b′)> 0 for some
n≥ 1, whence an = 1 for some n≥ 1. Since the nondecreasing sequence (an)n=1,2,··· is
arbitrary, we have deduced the principle of infinite search from said classical theorem
of martingale convergence .
Thus the boundlessness Xn together with the constancy of E|Xn| is not sufficient for
the constructive a.u. convergence. Boundedness is not the issue. Convexity is. The
function |x| simply does not have any positive convexity away from x= 0.
With strictly convex functions λ (x), to be presently defined, which have positive
and continuous second derivatives, as a natural alternative to the function |x|, we will
generalize Bishop’s maximal inequality for martingales, Theorem 3 in Chapter 8 of
[Bishop 1967], to wide-sense submartingales. We then use the convergence of Eλ (Xn),
as the criterion for a.u. convergence, obviating the use of upcrossing inequalities. We
will actually use a specific strictly convex function λ such that |λ (x)| ≤ 3|x| for each
x ∈ R. Then the boundlessness and convergence of Eλ(Xn) follows, classically, from
the boundlessness of E|Xn|. Thus we will have a criterion for constructive a.u. con-
vergence which, from the classical view point, imposes no additional condition beyond
the boundlessness of E|Xn|. The proof, being constructive, produces rates of a.u. con-
vergence.
Definition 8.4.1. (Strictly convex function). A continuous function λ : R→ R is said
to be strictly convex if it has a positive and continuous second derivative λ ′′ on R.

This definition generalizes the admissible functions in Chapter 8 of [Bishop 1967].
The conditions of symmetry and nonnegativity of λ are dropped, so that we can admit
an increasing function λ . Correspondingly, we need to generalize Bishop’s version of
Jensen’s inequality, Lemma 2 in Chapter 8 of [Bishop 1967], to the following theorem.
Theorem 8.4.2. (Bishop-Jensen inequality). Let λ : R→ R be a strictly convex func-
tion. Let the continuous function θ be defined by θ (x)≡ infy∈[−x,x] λ ′′(y)> 0 for each
x> 0. Define the continuous function g : R2 → [0,∞) by
g(x0,x1)≡ 12(x1− x0)
2θ (|x0| ∨ |x1|) (8.4.1)
for each (x0,x1) ∈ R2.
Let X0 and X1 be integrable r.r.v.’s on (Ω,L,E) such that λ (X0),λ (X1) are inte-
grable. Suppose either (i) E(X1|X0) = X0 , or (ii) the strictly convex function λ : R→ R
is nondecreasing and EUX0 ≤ EUX1 for each indicator U ∈ L(X0). Then the r.r.v.
g(X0,X1) is integrable, with
0≤ Eg(X0,X1)≤ Eλ (X1)−Eλ (X0). (8.4.2)
Proof. 1. Let (x0,x1) ∈ R2 be arbitrary. Then
0≤ g(x0,x1) = θ (|x0| ∨ |x1|)
∫ x(1)
v=x(0)
∫ v
u=x(0)
dudv
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≤
∫ x(1)
v=x(0)
(
∫ v
u=x(0)
λ ′′(u)du)dv=
∫ x(1)
v=x(0)
(λ ′(v)−λ ′(x0))dv
= λ (x1)−λ (x0)−λ ′(x0)(x1− x0), (8.4.3)
where the last equality is a direct application of the Fundamental Theorem of Calculus.
2. Let (Ω,L(X0),E) denote the probability subspace of (Ω,L,E) generated by the
r.r.v. X0. LetV ∈ L(X0) be an arbitrary indicator such that λ ′(X0)V is bounded. Suppose
Condition (i) in the hypothesis holds, i.e. E(X1|X0) = X0. Then, by the properties of
conditional expectations and the boundlessness of the r.r.v. λ ′(X0)V ∈ L(X0), we obtain
E(X1−X0)λ ′(X0)V = E(X0−X0)λ ′(X0)V = 0.
Suppose Condition (ii) holds. Then EUX0 ≤ EUX1 for each indicatorU ∈ L(X0), and
the function λ : R→ R is nondecreasing. Hence the bounded r.r.v. λ ′(X0)V ∈ L(X0) is
nonnegative. Therefore, by Proposition 5.6.7, we have
Eλ ′(X0)VX0 ≤ Eλ ′(X0)VX1.
Summing up, in either case, we have
E(X1−X0)λ ′(X0)V ≥ 0, (8.4.4)
for each indicator V ∈ L(X0) such that λ ′(X0)V is bounded.
Now the r.r.v.’s λ (X0),λ (X1),X0,X1 are integrable by hypothesis. Let b> a> 0 be
arbitrary. Since the function λ ′ is continuous, it is bounded on [−b,b]. Hence the r.r.v.
λ ′(X0)1(a≥|X(0|) is bounded. Therefore inequality 8.4.3 implies that g(X0,X1)1(a≥|X(0|)
is integrable. At the same time, inequality 8.4.4 holds with V ≡ 1(b≥|X(0)|>a). Conse-
quently,
0≤ Eg(X0,X1)1(b≥|X(0|)−Eg(X0,X1)1(a≥|X(0|)
= Eg(X0,X1)V ≤ E(λ (X1)−λ (X0)−λ ′(X0)(X1−X0))V
≤ E(λ (X1)−λ (X0))V = E(λ (X1)−λ (X0))1(b≥|X(0)|>a)→ 0
as b> a→∞, where the second inequality is due to inequality 8.4.3. Hence the integral
g(X0,X1)1(a≥|X(0|) converges as a→ ∞. It follows from the Monotone Convergence
Theorem that the r.r.v.
g(X0,X1) = lim
a→∞g(X0,X1)1(a≥|X(0|)
is integrable, with
Eg(X0,X1) = lim
a→∞Eg(X0,X1)1(a≥|X(0|)
≤ lim
a→∞E(λ (X1)−λ (X0)−λ
′(X0)(X1−X0))1(a≥|X(0|)
≤ lim
a→∞E(λ (X1)−λ (X0))1(a≥|X(0|) = Eλ (X1)−Eλ (X0),
where the first inequality follows from inequality 8.4.3, and the second inequality fol-
lows from inequality 8.4.4. The theorem is proved.
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In the following, keep in mind the convention in Definition 5.1.3 regarding regular
points of r.r.v.’s. Now we are ready to prove the advertised maximal inequality.
Definition 8.4.3. (The special convex funtion). Define the continuous function λ :
R→ R by
λ (x)≡ 2x+(e−|x|− 1+ |x|) (8.4.5)
for each x ∈ R. We will call λ the special convex function.
Theorem 8.4.4. (A maximal inequality for wide-sense submartingales). Then the
following holds.
1. The special convex function λ is increasing and strictly convex, with
|x| ≤ |λ (x)| ≤ 3|x| (8.4.6)
for each x ∈ R.
2. Let Q≡ {t0, t1, · · · , tn} be an arbitrary finite subset of R , with t0 < t1 < · · ·< tn.
Let X : Q×Ω→ R be an arbitrary wide-sense submartingale relative to the filtration
L ≡ {L(t(i)) : i= 1, · · · ,n}. Let ε > 0 be arbitrary. Suppose
Eλ (Xt(n))−Eλ(Xt(0))<
1
6
ε3 exp(−3(E|Xt(0)| ∨E|Xt(n)|)ε−1). (8.4.7)
Then
P(
n∨
k=0
|Xt(k)−Xt(0)|> ε)< ε. (8.4.8)
We emphasize that the last two displayed inequalities are regardless of how large n≥ 0
is. We also note that, in view of inequality 8.4.6, the r.r.v. λ(Y ) is integrable for
each integrable r.r.v. Y . Thus inequality 8.4.7 is in contrast to the classical counterpart
which requires either X
p
t(n)
is integrable for some p> 1 or |Xt(n)| log |Xt(n)| is integrable.
Proof. 1. First note that λ(0) = 0. Elementary calculus yields a continuous first deriva-
tive λ
′
on R such that
λ
′
(x) = 2+(−e−x+ 1)≥ 2 (8.4.9)
for each x≥ 0, and such that
λ
′
(x) = 2+(ex− 1)≥ 1 (8.4.10)
for each x ≤ 0. Thus the function λ is increasing. Moreover λ has a positive and
continuous second derivative
λ
′′
(x) = e−|x|
for each x ∈ R. Hence
θ (x)≡ inf
y∈[−x,x]
λ
′′
(y) = e−x > 0
for each x > 0. Thus the function λ is strictly convex. Furthermore, since 0 ≤ e−r−
1+ r≤ r for each r ≥ 0, the triangle inequality yields
|x|= 2|x|− |x| ≤ 2|x|− (e−|x|− 1+ |x|)
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≤ |λ (x)| ≤ 2|x|+(e−|x|− 1+ |x|)≤ 2|x|+ |x|= 3|x|.
This establishes the desired inequality 8.4.6.
As in Theorem 8.4.2, define the continuous function g : R2 → [0,∞) by
g(x0,x1)≡ 12(x1− x0)
2θ (|x0| ∨ |x1|)≡ 12(x1− x0)
2 exp(−(|x0| ∨ |x1|)) (8.4.11)
for each (x0,x1) ∈ R2.
2. By relabeling if necessary, we assume, without loss of generality, that
(t0, t1, · · · , tn) = (0,1, · · · ,n).
Let ε > 0 be as given. Write K ≡ E|X0| ∨E|Xn|, b≡ 3Kε−1, and
γ ≡ 1
2
ε2θ (b) =
1
2
ε2e−b ≡ 1
2
ε2 exp(−3Kε−1).
Then inequality 8.4.7 in the hypothesis can be rewritten as
Eλ(Xn)−Eλ(X0)< 13εγ. (8.4.12)
Let τ ≡ η0,ε,Q be the simple first exit time of the process X after t = 0 from the ε-
neighborhood of X0, in the sense of Definition 8.2.7. Define the probability subspace
L(τ) relative to the simple stopping time τ , as in Definition 8.2.3. Define the r.r.v.
Xτ ≡ ∑
t∈Q
Xt1(τ=t) ∈ L(τ).
As in Corollary 8.3.6, define the process X ′ : {0,1,2}×Ω→ R by
(X ′0,X
′
1,X
′
2)≡ (X0,Xτ ,Xn),
and define the filtration L ′ ≡ {L′(i) : i= 0,1,2} by
(L′(0),L′(1),L′(2))≡ (L(0),L(τ),L(n)).
Then, by Corollary 8.3.6, the process X ′ is a wide-sense submartingale relative to the
filtrationL ′. In other words, EUX ′i−1≤EUX ′i for each indicatorU ∈L(X ′i−1)⊂ L′(i−1),
for each i= 1,2.
Thus the conditions in Theorem 8.4.2 are satisfied by the pair X ′i−1,X
′
i of r.r.v.’s
and by the strictly convex function λ , for each i= 1,2. Accordingly, for each i= 1,2,
Theorem 8.4.2 implies that the nonnegative r.r.v. Yi ≡ g(X ′i−1,X ′i ) is integrable, with
0≤ EYi ≤ Eλ(X ′i )−Eλ(X ′i−1). (8.4.13)
Consequently.
0≤ EY1 ≤ Eλ (X ′1)−Eλ(X ′0)≤ Eλ (X ′2)−Eλ(X ′0).
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≡ Eλ(Xn)−Eλ(X0)< 13εγ,
where the last inequality is inequality 8.4.12. Chebychev’s inequality therefore yields
a measurable set A with P(Ac)< 13ε such that
A⊂ (Y1 ≤ γ).
Next, consider each i= 0,1. Then, by equality 8.4.5 and equality 8.4.13, we obtain
E|X ′i | ≤ Eλ (X ′i )≤ Eλ (X ′2)≡ Eλ (Xn)≤ K ≡
1
3
εb,
Chebychev’s inequality therefore yields P(Bci )<
1
3ε where Bi ≡ (|X ′i | ≤ b).
Now consider each ω ∈ AB0B1. Then |X ′0(ω)| ∨ |X ′1(ω)| ≤ b. Hence
1
2
(Xτ(ω)−X0(ω))2θ (b)≡ 12 (X
′
1(ω)−X ′0(ω))2θ (b)
≤ 1
2
(X ′1(ω)−X ′0(ω))2θ (|X ′0(ω)| ∨ |X ′1(ω)|)≡ g(X ′0(ω),X ′1(ω))
≡ Y1(ω)≤ γ ≡ 12ε
2θ (b),
where the first inequality is because θ is a decreasing function, and where the last
inequality is because ω ∈ A ⊂ (Y1 ≤ γ). Dividing by 12θ (b) and taking square roots,
we obtain
|Xη(0,ε,Q)(ω)−X0(ω)| ≡ |Xτ(ω)−X0(ω)| ≤ ε
for each ω ∈ AB0B1. It follows from the basic properties of simple first exit time that,
on AB0B1, we have ∨
t∈Q
|Xt −X0| ≤ ε.
Summing up,
P(
n∨
k=0
|Xt(k)−Xt(0)|> ε)≤ P(AB1B2)c <
1
3
ε +
1
3
ε +
1
3
ε = ε,
as alleged.
Theorem 8.4.4 easily leads to the following a.u. convergence theorem for wide-
sense submartingales. We emphasize that, while constructive proofs of a.u. conver-
gence for a martingale X : {1,2, · · ·}×Ω → R are well known if limk→E|Xk|p exists
for some p> 1, the following theorem requires no Lp-integrability for p> 1.
Theorem 8.4.5. (a.u. Convergence of wide-sense submartingales). Let X :Q×Ω→
R be an arbitrary wide-sense submartingale relative to its natural filtration L , where
the parameter set Q is either Q ≡ {1,2, · · ·} or Q ≡ {·· · ,−2,−1}. Suppose (i) there
exists b0 > 0 such that b0 ≥ E|Xt | for each t ∈ Q. As in the previous theorem, define
the increasing strictly convex function λ : R→ R by
λ (x)≡ 2x+(e−|x|− 1+ |x|) (8.4.14)
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for each x ∈ R. Then, for each t ∈ Q, we have |Xt | ≤ |λ(Xt)| ≤ 3|Xt |, whence the r.r.v.
λ (Xt) is integrable, with |Eλ(Xt)| ≤ 3b0.
Suppose, in addition, (ii) lim|t|→∞ Eλ(Xt) exists. Then the following holds.
1. Xt → Y a.u. as |t| → ∞ in Q, for some r.r.v. Y .
2. A rate of the above a.u. convergence can be obtained as follows. Let (bh)h=1,2,···
be an arbitrary sequence of positive real numbers such that bh ≤b0 and such that
bh ≥ E|Xt | for each t ∈ Q with |t| ≥ h, for each h≥ 1. Let k0 ≡ 0, and let (km)m=1,2,···
be a nondecreasing sequence of nonnegative integers such that
|Eλ(Xt)−Eλ(Xs)|< 162
−3m exp(−2m3bk(m−1)) (8.4.15)
for each t,s∈Q with s≤ t and |t|, |s| ≥ km, for each m≥ 1. Then, for each m≥ 1, there
exists a measurable set Am with P(A
c
m)< 2
−m+2 such that
Am ⊂
∞⋂
p=m
∞⋂
t∈Q;|t|≥k(p)
(|Xt −Y | ≤ 2−p+3). (8.4.16)
Note that, if X is a martingale with Q ≡ {1,2, · · ·}, and if both limt→∞E|Xt | and
limt→∞Ee−|X(t)| exist, then both Conditions (i) and (ii) hold because EXt is a constant.
In general, note also that if Condition (i) holds, then, since Eλ (Xt) is a nondecreasing
function of t ∈ Q according to Theorem 8.4.2, and since |Eλ (Xt)| ≤ 3E|Xt | ≤ 3b0 for
each t ∈ Q , Condition (ii) is, classically, automatically satisfied.
Proof. 1. First note that Assertion 1 of Theorem 8.4.4 implies that |Xt | ≤ |λ (Xt)| ≤
3|Xt | whence the r.r.v. λ (Xt) is integrable, with |Eλ (Xt)| ≤ E|λ (Xt)| ≤ 3|Xt | ≤ 3b0, for
each t ∈ Q.
2. Let h≥ 1 be arbitrary. Condition (i) in the hypothesis guarantees that there exists
bh ∈ (0,b0] such that bh > E|Xt | for each t ∈Q with |t| ≥ h. If necessary, we can always
take bh ≡ b0.
3. Let m ≥ 1 be arbitrary. Take any εm ∈ (2−m,2−m+1). Then inequality 8.4.15
implies that
Eλ(Xt)−Eλ(Xs)< 162
−3m exp(−3bk(m−1)2m)<
1
6
ε3m exp(−3bk(m−1)ε−1m ) (8.4.17)
for each t,s ∈ Q with s≤ t and |t|, |s| ≥ km.
4. We will first prove the theorem for the case where Q ≡ {1,2, · · ·}. Let m ≥
1 be arbitrary. Then E|Xt | ≤ bk(m−1) for each t ∈ Q with t ≥ km−1. In particular,
E|Xk(m)| ∨E|Xk(m+1)| ≤ bk(m−1). Hence, since e−r is a decreasing function of r ∈ R,
inequality 8.4.17 yields
Eλ (Xk(m+1))−Eλ(Xk(m))<
1
6
ε3m exp(−3(E|Xk(m)| ∨E|Xk(m+1)|)ε−1m ). (8.4.18)
Therefore Theorem 8.4.4 implies that P(Bm)< εm, where we define
Bm ≡ (
k(m+1)∨
k=k(m)
|Xk−Xk(m)|> εm). (8.4.19)
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Now define Am ≡⋂∞h=mBch. Then
P(Acm)≤
∞
∑
h=m
P(Bh)<
∞
∑
h=m
εh <
∞
∑
h=m
2−h+1 = 2−m+2.
Consider each ω ∈ Am. Let p ≥ m and j ≥ i≥ kp be arbitrary. Then kh ≤ i≤ kh+1 and
kn ≤ j ≤ kn+1 for some n≥ h≥ p. Consequently,
|Xi(ω)−X j(ω)|
≤ |Xi(ω)−Xk(h)(ω)|+ |Xk(h)(ω)−Xk(h+1)(ω)|+ · · ·+ |Xk(n)(ω)−X j(ω)|
≤ εh+(εh+ · · ·+ εn)
< 2−h+1+
∞
∑
κ=h
2−κ+1 = 2−h+1+ 2−h+2 < 2−p+3, (8.4.20)
where the second inequality is because ω ∈ Am ⊂ BchBch+1 · · ·Bcn. Since 2−p+3 is ar-
bitrarily small for sufficiently large p ≥ m, we see that the sequence (Xκ(ω))κ=1,2,···
of real numbers is Cauchy, and so Y (ω) ≡ limκ→∞Xκ(ω) exists. Fixing i and letting
j→ ∞ in inequality 8.4.20, we obtain
|Xi(ω)−Y(ω)| ≤ 2−p+3
for each i≥ kp, where p≥ m is arbitrary, for each ω ∈ Am. Hence
Am ⊂
∞⋂
p=m
∞⋂
i=k(p)
(|Xi−Y | ≤ 2−p+3) =
∞⋂
p=m
∞⋂
t∈Q;|t|≥k(p)
(|Xt −Y | ≤ 2−p+3).
Thus Xi → Y uniformly on the measurable set Am, where P(Acm)< 2−m+2 is arbitrarily
small when m ≥ 1 is sufficiently large. In other words, Xi → Y a.u. By Proposition
5.1.9, the function Y is a r.r.v. The theorem has been proved for the case where Q ≡
{1,2, · · ·}.
5. The proof for the case where Q ≡ {·· · ,−2,−1} is almost a mirror image of
the preceding paragraph. Let m ≥ 1 be arbitrary. Then E|Xt | ≤ bk(m−1) for each t ∈ Q
with t ≤−km−1. In particular, E|X−k(m+1)| ∨E|X−k(m)| ≤ bk(m−1). Hence, since e−r is
a decreasing function of r ∈ R, inequality 8.4.17 yields
Eλ (X−k(m))−Eλ (X−k(m+1))<
1
6
ε3m exp(−3(E|X−k(m+1)|∨E|X−k(m)|)ε−1m ). (8.4.21)
Therefore Theorem 8.4.4 implies that P(Bm)< εm, where we define
Bm ≡ (
k(m+1)∨
k=k(m)
|X−k−X−k(m+1)|> εm). (8.4.22)
Now define Am ≡⋂∞h=mBch. Then
P(Acm)≤
∞
∑
h=m
P(Bh)<
∞
∑
h=m
εh <
∞
∑
h=m
2−h+1 = 2−m+2.
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Consider each ω ∈ Am. Let p≥ m and j ≥ i≥ kp be arbitrary. Then kh ≤ i≤ kh+1 and
kn ≤ j ≤ kn+1 for some n≥ h≥ p. Consequently,
|X− j(ω)−X−i(ω)|
≤ |X− j(ω)−X−k(n+1)(ω)|+ |X−k(n+1)(ω)−X−k(n)(ω)|+ · · ·+ |X−k(h+1)(ω)−Xi(ω)|
≤ εn+(εn+ · · ·+ εh)
< 2−n+1+
∞
∑
κ=h
2−κ+1 = 2−n+1+ 2−h+2 < 2−p+3, (8.4.23)
where the second inequality is because ω ∈ Am ⊂ BcnBcn+1 · · ·Bch. Since 2−p+3 is arbi-
trarily small for sufficiently large p ≥ m, we see that the sequence (X−κ(ω))κ=1,2,···
of real numbers is Cauchy, and so Y (ω)≡ limκ→∞X−κ(ω) exists. Fixing i and letting
j→ ∞ in inequality 8.4.23, we obtain
|X−i(ω)−Y (ω)| ≤ 2−p+3
for each i≥ kp, where p≥ m is arbitrary, for each ω ∈ Am. Hence
Am ⊂
∞⋂
p=m
∞⋂
i=k(p)
(|X−i−Y | ≤ 2−p+3) =
∞⋂
p=m
∞⋂
t∈Q;|t|≥k(p)
(|Xt −Y | ≤ 2−p+3).
Thus X−i → Y uniformly on the measurable set Am, with P(Acm) < 2−m+2 arbitrarily
small when m ≥ 1 is sufficiently large. In other words, Xt → Y a.u. as |t| → ∞ with
t ∈Q≡ {·· · ,−2,−1}. By Proposition 5.1.9, the function Y is a r.r.v. The theorem has
been proved also for the case where Q≡ {·· · ,−2,−1}.
8.5 The Law of Large Numbers
Applications of martingales are numerous. One application is to prove the Strong Law
of Large numbers (SLLN). This theorem says that if Z1,Z2, · · · is a sequence of in-
tegrable independent and identically distributed r.r.v’s, with mean 0, then n−1(Z1 +
· · ·+Zn)→ 0 a.u. Historically the first proof of this theorem in its generality, due to
Kolmogorov, is constructive, complete with rates of convergence. See, for example,
Theorem 5.4.2 of [Chung 1968]. Subsequently, remarkable proofs are also given in
terms of a.u. martingale convergence via Doob’s upcrossing inequality. See, for ex-
ample, Theorem 9.4.1 of [Chung 1968]. As observed earlier, the theorem that deduces
a.u. convergence from upcrossing inequalities actually implies the principle of infinite
search, and cannot be made constructive. For that reason, we present below a construc-
tive proof by a simple application of Theorem 8.4.5 in the previous section. A similar
constructive proof is most likely known in the literature.
First the weak law, with a well known proof by characteristic functions.
Theorem 8.5.1. (Weak Law of Large Numbers). Suppose Z1,Z2, · · · is a sequence
of integrable, independent, and identically distributed r.r.v’s with mean 0, on some
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probability space (Ω,L,E). Let ηintg be a simple modulus of integrability of Z1, in the
sense of Definition 4.7.3. For each m≥ 1, let Sm ≡ m−1(Z1+ · · ·+Zm). Then
E|Sm| → 0
as m→ ∞. More precisely, for each m ≥ 1, there exists an integer qm ≡ qm,η(intg) ≥ 1
such that E|Sk| ≤ 2−m for each k≥ qm, .
Proof. 1. By hypothesis, the independent r.r.v.’s Z1,Z2, · · · have a common distribution
J on R. Hence they share a common characteristic function ψ . Therefore, for each
n≥ 1, the characteristic function of the r.r.v. Sn is given by ψn ≡ ψn( ·n). Let Jn denote
the distribution of Sn. Let J0 denote the distribution on R which assigns probability
1 to the point 0 ∈ R. Then the characteristic function of J0 is the constant function
ψ0 ≡ 1 on R. Define the remainder function r1 of the first degree Taylor expansion of
the characteristic function ψ by
ψ(u)≡ 1+ iuEZ1+ r1(u) = 1+ r1(u)
for each u ∈ R, where the mean EZ1 vanishes by hypothesis.
2. Separately, take an arbitrary a > ηintg(1). Then E|Z1| ≤ E|Z1|1(Z(1)>a)+ a ≤
1+ a, by the Definition 4.7.3 of a simple modulus of integrability. Letting a ↓ ηintg(1)
then yields
E|Zk|= E|Z1| ≤ b≡ 1+ηintg(1) (8.5.1)
for each k ≥ 1.
3. Let n≥ 1 be arbitrary. Define the positive real number
c≡ pi−122n+4, (8.5.2)
and integer
pn ≡ pn,η(intg) ≡ [
8bc3
pi
ηintg(
pi
8c2
)]1. (8.5.3)
Consider each k ≥ pn and each u ∈ [−c,c]. Write α ≡ pi4c2 for short. Then
|u
k
| ≤ c
k
≤ c
pn
<
pic
8bc3
(ηintg(
pi
8c2
))−1 =
α
2b
(ηintg(
α
2
))−1.
Hence, by Assertion 2 of Proposition 5.8.12, where the dimension is set to 1, and where
X ,λ ,ε,b are replaced by Z, u
n
,α,b respectively, we obtain
|r1(u
k
)|< α|u
k
| ≤ α c
k
=
pi
4kc
.
For abbreviation, write z ≡ r1( uk ). Then |z| < pi4kc . Therefore the binomial expansion
yields
|(1+ r1(u
k
))k− 1| ≡ |(1+ z)k− 1|
= |(1+Ck1z+Ck2z2+ · · ·+Ckkzk)− 1|
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≤Ck1
pi
4kc
+Ck2(
pi
4kc
)2+ · · ·+Ckk(
pi
4kc
)k
≤ ( pi
4c
)1+(
pi
4c
)2 · · ·+( pi
4c
)k <
pi
4c
(1− pi
4c
)−1
≡ pi
4c
(1− pi
4 ·pi−122n+4 )
−1 =
pi
4c
(1−pi22−2n−6)−1 < pi
4c
·2= pi
2c
,
where
Ckj ≡
k(k− 1) · · ·(k− j+ 1)
j!
≤ k j
for each j = 1, · · · ,k. Consequently,
|ψk(u)−ψ0(u)|= |ψk(
u
k
)− 1|
= |(1+ r1(u
k
))k− 1|< pi
2c
, (8.5.4)
where u ∈ [−c,c], k ≥ pn, and n≥ 1 are arbitrary.
4. Now let a ∈ (2−n,2−n+1) be arbitrary. Define the function f ∈C(R) by
f (x) ≡ a−1(1− a−1|x|)+ (8.5.5)
for each x ∈ R. Then the Fourier Transform fˆ of the function f satisfies
| fˆ (u)| ≡ |
∫
x∈R
eiux f (x)dx| = 2
a
∫ a
0
(cosux)(1− x
a
)dx
=
2
a
∫ a
0
sinux
u
1
a
dx= 2
(1− cosau)
a2u2
≤ 1∧ 4
a2u2
for each u∈R, where the third equality is by integration by parts in Calculus. Therefore
fˆ is Lebesgue integrable on R. Hence Assertion 3 of Theorem 5.8.9 implies that
Jk f = (2pi)
−1
∫
fˆ (−u)ψk(u)du,
with a similar equality when k is replaced by 0. Consequently,
2pi |Jk f − J0 f |= |
∫
fˆ (−u)(ψk(u)−ψ0(u))du|
= |
∫
|u|≤c
fˆ (−u)((1+ r1(u
k
))k− 1)du+
∫
|u|>c
fˆ (−u)(ψk(u)−ψ0(u))du|
≤
∫
|u|≤c
|(1+ r1(u
k
))k− 1|du+
∫
|u|>c
4
a2u2
·2du
<
∫
|u|≤c
pi
2c
du+
16
a2c
≤ pi + 16
2−2nc
= pi +pi = 2pi ,
whence
|Jk f − J0 f | ≤ 1.
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At the same time, from the defining formula 8.5.5, we see that 1[−a,a] ≥ a f . Hence
P(|Sk|> a) = Jk(1− 1[−a,a])
≤ 1− aJk f ≤ 1− a(J0 f − 1) = 1− a( f (0)− 1) = 1− a(a−1− 1) = a,
where a ∈ (2−n,2−n+1) , k≥ pn, and n≥ 1 are arbitrary. Since a is arbitrarily small for
sufficiently large n≥ 1, we conclude that Sk → 0 in probability.
5. To prove E|Sk| → 0, first note that, by Proposition 4.7.2, for each k≥ 1, the r.r.v.
Zk has a modulus of integrability δ defined by
δ (ε)≡ ε
2
/ηintg(
ε
2
)
for each ε > 0. Let m≥ 1 be arbitrary. Let n≡ (m+ 2)∨ [1− log2(δ (2−m−1))]1. Take
an arbitrary a ∈ (2−n,2−n+1). Define
qm,η(intg) ≡ pn,η(intg). (8.5.6)
Consider each k ≥ qm,η(intg) ≡ pn,η(intg). Then, by Step 4, we have
P(|Sk|> a)< a< 2−n+1 < δ (2−m−1).
Hence, since δ is a modulus of integrability of Zκ for each κ = 1, · · · ,k, it follows that
E|Sk|1(|S(k)|>a) ≤ k−1
k
∑
κ=1
E|Zκ |1(|S(k)|>a) ≤ k−1
k
∑
κ=1
2−m−1 = 2−m−1.
Consequently,
E|Sk| ≤ E|Sk|1(|S(k)|≤a)+E|Sk|1(|S(k)|>a) ≤ a+ 2−m−1
< 2−n+1+ 2−m−1 ≤ 2−m−1+ 2−m−1 = 2−m,
wherem≥ 1 and k≥ qm,η(intg) are arbitrary. We conclude that E|Sk|→ 0 as k→∞.
Theorem 8.5.2. (Strong Law of Large Numbers). Suppose Z1,Z2, · · · is a sequence
of integrable, independent, and identically distributed r.r.v’s with mean 0, on some
probability space (Ω,L,E). Let ηintg be a simple modulus of integrability of Z1, in the
sense of Definition 4.7.3. Then
Sk ≡ k−1(Z1+ · · ·+Zk)→ 0 a.u.
as k→ ∞. More precisely, for each m≥ 1 there exists an integer km ≡ km,η(intg) and a
a measurable set Am, with P(A
c
m)< 2
−m+2 and with
Am ⊂
∞⋂
p=m
∞⋂
k=k(p)
(|Sk| ≤ 2−p+3). (8.5.7)
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Proof. 1. Let m ≥ j ≥ 1 be arbitrary, and let I j denote the distribution of Z j on
R. Then, in view of the the hypothesis of independence and identical distribution,
the r.v. (Z1, · · · ,Z j, · · · ,Zm) with values in Rm has the same distribution as the r.v
(Z j, · · · ,Z1, · · · ,Zm), where, for brevity, the latter stands for the sequence obtained from
(Z1, · · · ,Z j , · · · ,Zm) by swapping the first- and the j-th members. Now let h be an ar-
bitrary Thus
Eh(Z1, · · · ,Z j, · · · ,Zm) = Eh(Z j, · · · ,Z1, · · · ,Zm) (8.5.8)
for each integrable function h on Rm relative to the joint distribution EZ(1),··· ,Z(m).
2. Let Q ≡ {·· · ,−2,−1}. For each k ≥ 1, define X−k ≡ Sk. Let L ≡LX ≡
{L(X ,t) : t ∈ Q} be the natural filtration of the process X : Q×Ω → R. Let t ∈ Q be
arbitrary. Then t =−n for some n≥ 1. Hence (Ω,L(X ,t),E) is the probability subspace
of (Ω,L,E) generated by the family
G(X ,t) ≡ {Xr : r ∈Q; r ≤ t}= {Sm : m≥ n}.
In other words, (Ω,L(X ,t),E) is the completion of the integration space
(Ω,LC(ub)(G
(X ,t)),E),
where
LC(G
(X ,t)) = { f (Sn, · · · ,Sm) :m≥ n; f ∈C(Rm−n+1)}. (8.5.9)
By Lemma 8.1.3, the process X is adapted to its natural filtration L .
3. We will prove that the process X is a martingale relative to the filtration L . To
that end, let s, t ∈Q be arbitrary with t ≤ s. Then t =−n and s=−k for some n≥ k≥ 1.
Let Y ∈ LC(G(X ,t)) be arbitrary. Then, in view of equality 8.5.9, we have
Y = f (Sn, · · · ,Sm)
≡ f ((Z1+ · · ·+Zn)n−1 · · · ,(Z1+ · · ·+Zm)m−1)
for some f ∈Cub(Rm−n+1), for some m≥ n. Let j = 1, · · · ,n be arbitrary. Then, since
the r.r.v. Y is bounded, the r.r.v. YZ j is integrable. Hence, by equality 8.5.8, we have
E f ((Z1+ · · ·+Z j+ · · ·+Zn)n−1, · · · ,(Z1+ · · ·+Z j+ · · ·+Zm)m−1)Z j
= E f ((Z j + · · ·+Z1+ · · ·+Zn)n−1, · · · ,(Z j+ · · ·+Z1+ · · ·+Zm)m−1)Z1
= E f ((Z1+ · · ·+Z j+ · · ·+Zn)n−1, · · · ,(Z1+ · · ·+Z j+ · · ·+Zm)m−1)Z1.
In short,
EYZ j = EYZ1
for each j = 1, · · · ,n. Therefore, since k ≤ n, we have
EYSk = k
−1E(YZ1+ · · ·+YZk) = EYZ1.
In particular, EYSn = EYZ1 = EYSk. In other words, EYXt = EYXs, where Xt ∈ L(X ,t),
and where Y ∈ LC(G(X ,t)) is arbitrary. Hence
E(Xs|L(X ,t)) = Xt ,
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according to Assertion 5 of Proposition 5.6.6. Since s, t ∈ Q are arbitrary with t ≤ s,
the process X is a martingale relative to its natural filtration L ≡ {L(X ,t) : t ∈Q},.
4. Let m≥ 1 be arbitrary and write h≡ 3m+ 8. By Theorem 8.5.1, there exists an
integer qh,η(intg) ≥ 1 so large that E|Sk| ≤ 2−h for each k ≥ qh,η(intg). Define
km ≡ km,η(intg) ≡ qh,η(intg) ≡ q3m+8,η(intg) ≥ 1.
Thus
E|X−k| ≡ E|Sk| ≤ bm ≡ 2−3m+8 (8.5.10)
for each k ≥ km. Since 2−3m−8 is arbitrarily small for sufficiently large m≥ 1, we see
that E|Xt | → 0 as k ≡ |t| → ∞, with t ∈ Q. Consequently Xt → 0 in probability. Hence
e−|X(t)|| → 1 in probability. The Dominated Convergence Theorem then implies that
Ee−|X(t)|→ 1 as |t| → ∞ with t ∈ Q.
5. With arbitrarym≥ 1, consider each t,s ∈Q with |t|, |s| ≥ km. Recall the increas-
ing and strictly convex function λ : R→ R defined in Theorem 8.4.5 by
λ (x)≡ 2x+(e−|x|− 1+ |x|) (8.5.11)
for each x ∈ R. Then
|Eλ (Xt)−Eλ(Xs)|
≡ |E(2Xt +(e−|X(t)|− 1+ |Xt|))−E(2Xs+(e−|X(s)|− 1+ |Xs|))|
= |E(e−|X(t)|− 1+ |Xt|)−E(e−|X(s)|− 1+ |Xs|)|
≤ E(|Xt |+ |Xt |)+E(|Xs|+ |Xs|))|< 222−3m−8 = 2−3m−6
= 2−3m−13−2(2−532)< 2−3m−13−2e−1, (8.5.12)
where the second equality is because X is a martingale, where the first inequality is
thanks to the elementary inequality |e−r− 1| ≤ r for each r ≥ 0, and where the second
inequality is from inequality 8.5.10. Thus lim|t|→∞Eλ (Xt) exists.
6. Continuing with arbitrary m≥ 1, take any εm ∈ (2−m,2−m+1). Since
2m3bm < 2
m3 ·2−3m−7 = 2−2m−73≤ 2−93< 1.
inequality 8.5.12 implies
|Eλ (Xt)−Eλ(Xs)|< 2−3m−13−2e−1
< 2−3m−13−2 exp(−2m3bm)< 16ε
3
m exp(−3bmε−1m ) (8.5.13)
for each t,s ∈ Q with |t|, |s| ≥ km. In view of inequalities 8.5.10 and 8.5.13, all the
conditions in the hypothesis of Theorem 8.4.5 are satisfied. Accordingly, Xt → Y a.u.
as |t| →∞, for some r.r.v. Y . At the same time, since E|Xt | → 0 as |t| →∞, some subse-
quence of (Xt)t=−1,−2,··· converges to 0 a.u. as |t| →∞. Hence Y = 0 a.u. Summing up,
Sk ≡ X−k → 0 a.u. as k→ ∞. Moreover, in view of inequality 8.5.13, Theorem 8.4.5
implies that, for each m ≥ 1, there exists a measurable set Am with P(Acm) < 2−m+2
such that
Am ⊂
∞⋂
p=m
∞⋂
t∈Q;|t|≥k(p)
(|Xt −Y | ≤ 2−p+3)≡
∞⋂
p=m
∞⋂
k=k(p)
(|Sk| ≤ 2−p+3), (8.5.14)
as desired.
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Chapter 9
a.u. Continuous Processes on
[0,1]
In this chapter , let (S,d) be a locally compact metric space. Unless otherwise specified,
this will serve as the state space for the processes in this chapter. We consider an
arbitrary consistent family F of f.j.d.’s which is continuous in probability, with state
space S and parameter set [0,1]. We will find conditions on the f.j.d.’s in F under
which an a.u. continuous process X can be constructed with marginal distributions
given by the family F .
The classical approach to the existence of such processes X , as elaborated in
[Billingsley 1974], uses the following theorem.
Theorem 9.0.1. (Prokhorov’s Relative Compactness Theorem). Each tight family
J of distributions on a locally compact metric space (H,dH) is relative compact, in the
sense that each sequence in J contains a subsequence which converges weakly to some
distribution on (H,dH).
Prokhorov’s theorem however implies the principle of infinite search, and is there-
fore not constructive. This can be seen as follows. Let (rn)n=1,2,··· be an arbitrary
nondecreasing sequence in H ≡ {0,1}. Let the doubleton H be endowed with the Eu-
clidean metric dH defined by dH(x,y) = |x− y| for each x,y ∈H. For each n≥ 1, let Jn
be the distribution on (H,dH) which assigns unit mass to rn; in other words, Jn( f ) ≡
f (rn) for each f ∈C(H,dH). Then the family J ≡ {J1,J2, · · · } is tight, and Prokhorov’s
theorem implies that Jn converges weakly to some distribution J on (H,dH). It follows
that Jng converges as n→ 0, where g∈C(H,dH) is defined by g(x) = x for each x∈H.
Thus rn ≡ g(rn) ≡ Jng converges as n→ 0. Since (rn)n=1,2,··· is an arbitrary nonde-
creasing sequence in {0,1}, the principle of infinite search follows from Prokhorov’s
theorem.
In our constructions, we will bypass any use of Prokhorov’s theorem or to any
unjustified supremums, in favor of direct proofs using Borel-Cantelli estimates. We
will give a necessary and sufficient condition on the f.j.d.’s in the family F , for F to be
extendable to an a.u. continuous process X . We will call this condition C-regularity.
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We will derive a modulus of a.u. continuity of the process X from a given modulus of
continuity in probability and a given modulus of C-regularity of the consistent family
F , to be defined presently. We will also prove that the extension is uniformly metrically
continuous on an arbitrary set F̂0 of such consistent families F which share a common
modulus ofC-regularity.
In essence, the material presented in Sections 1 and 2 of the present work is a
constructive and more general version of, materials from Section 7 of Chapter 2 of
[Billingsley 1974], the latter treating only the special case where S = R. We remark
that the generalization to the arbitrary locally compact state space (S,d) is not entirely
trivial, because we forego the convenience of linear interpolation in R.
A subsequent chapter in the present work will introduce a condition, analogous to
C-regularity, for the treatment of processes which are, almost uniformly, right continu-
ous with left limits, again with a general locally compact metric space as state space.
In Section 3, we will prove a generalization of Kolmogorov’s theorem for a.u. lo-
cally Hoelder continuity, in a sense to be made precise in Section 3, with state space
(S,d).
Separately, in Section 4, in the case of Gaussian processes, we will present the suf-
ficient condition and the proof in [Garsia, Rodemich, and Rumsey 1970] for the con-
struction of an a.u. continuous process given the modulus of continuity of the covari-
ance function. A minor modification of their proof makes it strictly constructive.
We note that, for a more general parameter space which is a subset of Rm for some
m ≥ 0, with some restriction on its local ε-entropy, [Potthoff 2009-2] gives sufficient
conditions on the pair distributions Ft,s to guarantee the construction of an a.u. contin-
uous or an a.u. locally Hoelder, real-valued, random field.
In this and later chapters we will use the following notations for the dyadic ratio-
nals.
Definition 9.0.2. (Notations for dyadic rationals). For each m≥ 0, define pm ≡ 2m,
∆m ≡ 2−m, and define the enumerated set of dyadic rationals
Qm ≡ {t0, t1, · · · , tp(m)}= {qm,0, · · · ,qm,p(m)}
≡ {0,∆m,2∆m, · · · ,1} ⊂ [0,1],
and
Q∞ ≡
∞⋃
m=0
Qm ≡ {t0, t1, · · · },
where the second equality is equality of sets without the enumeration. Let m ≥ 0 be
arbitrary. Then the enumerated set Qm is a 2−m-approximation of [0,1], with Qm ⊂
Qm+1. Conditions in Definition 3.1.1 can easily be verified for the sequence
ξ[0,1] ≡ (Qm)m=1,2,···
to be a binary approximation of [0,1] relative to the reference point q◦ ≡ 0.
In addition, for each m≥ 0, define the enumerated set of dyadic rationals
Qm ≡ {u0,u1, · · · ,up(2m)} ≡ {0,2−m,2 ·2−m, · · · ,2m} ⊂ [0,2m],
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and
Q∞ ≡
∞⋃
m=0
Qm ≡ {u0,u1, · · · },
where the second equality is equality of sets without the enumeration.

Definition 9.0.3. (Miscellaneous Notations and conventions). As usual, to lighten
notational burden, we will write an arbitrary subscripted symbol ab interchangeably
with a(b). We will write TU for a composite function T ◦U . If f : A→ B is a function
from a set A to a set B, and if A′ is a nonempty subset A, then the restricted function
f |A′ : A′→ B will also be denoted simply by f when there is little risk of confusion. If
A is a measurable subset on a probability space (Ω,L,E), then we will write PA, P(A),
E(A), EA, or E1A, interchangeably. For arbitrary r.r.v. Y ∈ L and measurable subsets
A,B, we will write (A;B) ≡ AB, E(Y ;A) ≡ E(Y1A), and A ∈ L. For further abbrevi-
ations, we drop parentheses when there is little risks of confusion. For example, we
write 1Y≤β ;Z>α ≡ 1(Y≤β )(Z>α). .For an arbitrary integrable function X ∈ L, will some-
times use the more suggestive notation
∫
E(dω)X(ω) for EX , where ω is a dummy
variable.
Let Y be an arbitrary r.r.v. Recall from Definition 5.1.3 the convention that if mea-
surability of the set (Y < β ) or (Y ≤ β ) is required in a discussion, for some β ∈ R,
then it is understood that the real number β has been chosen from the regular points of
the r.r.v. Y .
Recall that [·]1 is an operation which assigns to each a ∈ R an integer [a]1 ∈ (a,a+
2).
9.1 Extension of a.u. Continuous processes with dyadic
rational parameters to parameters in [0,1]
Our approach to extend a given family F of f.j.d.’s which is continuous in probability
on the parameter set [0,1] is as follows. First note that F carries no more useful infor-
mation than its restriction F |Q∞, where Q∞ is the dense subset of dyadic rationals in
[0,1], because the family can be recovered from the F |Q∞, thanks to continuity in prob-
ability. Hence we can first extend the family F |Q∞ to a process Z :Q∞×Ω→ S, by the
Daniell-Kolmogorov Theorem or the Daniell-Kolmogorov-Skorokhod Theorem. Then
any condition of the family F is equivalent to a condition to Z.
In particular, in the current context, any condition on f.j.d.’s to make F extendable
to an a..u. continuous process X : [0,1]×Ω→ S can be discussed in the more general
terms of a process Z : Q∞×Ω → S, the latter to be extended by limit to a process X .
It is intuitively obvious that any a.u. continuous process Z :Q∞×Ω→ S is extendable
to an a.u. continuous process X : [0,1]×Ω → S, because Q∞ is dense [0,1]. In this
section, we will make this precise, and prove that the extension construction is itself a
metrically continuous construction.
Yuen-Kwok Chan 279 Constructive Probability
CHAPTER 9. A.U. CONTINUOUS PROCESSES ON [0,1]
Definition 9.1.1. (Metric Space of a.u. Continuous Processes). Let C[0,1] be the
space of continuous functions x : [0,1]→ S, endowed with the uniform metric defined
by
dC[0,1](x,y)≡ sup
t∈[0,1]
d(x(t),y(t)) (9.1.1)
for each x,y ∈C[0,1]. Write d̂C[0,1] ≡ 1∧dC[0,1].Let Ĉ[0,1] denote the set of stochastic
processes X : [0,1]×Ω→ S which are a.u. continuous on [0,1]. Define a metric ρ
Ĉ[0,1]
on Ĉ[0,1] by
ρ
Ĉ[0,1](X ,Y )≡ E sup
t∈[0,1]
d̂(Xt ,Yt)≡ Ed̂C[0,1](X ,Y ) (9.1.2)
for each X ,Y ∈ Ĉ[0,1]. The next lemma says that (Ĉ[0,1],ρ
Ĉ[0,1]) is a well-defined
metric space. 
Lemma 9.1.2. (ρ
Ĉ[0,1] is a metric). The function supt∈[0,1] d̂(Xt ,Yt) is a r.r.v.. The
function ρ
Ĉ[0,1] is well-defined and is a metric.
Proof. Let X ,Y ∈ Ĉ[0,1] be arbitrary, with moduli of a.u. continuity δXauc,δYauc re-
spectively. First note that the function supt∈[0,1] d̂(Xt ,Yt) is defined a.s., on account of
continuity on [0,1] of X ,Y on a full subset of Ω. We need to prove that it is measurable,
so that the expectation in the defining formula 9.1.2 makes sense.
To that end, let ε > 0 be arbitrary. Then there exist measurable sets DX ,DY with
P(DcX)∨P(DcY )< ε such that
d(Xt ,Xs)∨d(Yt ,Ys)≤ ε
for each t,s∈ [0,1]with |t−s|< δ ≡ δXauc(ε)∧δYauc(ε). Now let the sequence s0, · · · ,sn
be an arbitrary δ -approximation of [0,1], for some n≥ 1. Then, for each t ∈ [0,1], we
have |t− sk|< δ for some k = 0, · · · ,n, whence
d(Xt ,Xs(k))∨d(Yt ,Ys(k))≤ ε (9.1.3)
on D≡ DXDY , which in turn implies
|d(Xt ,Yt)− d(Xs(k),Ys(k))| ≤ 2ε
on D. It follows that
| sup
t∈[0,1]
d̂(Xt ,Yt)−
n∨
k=1
d̂(Xs(k),Ys(k))| ≤ 2ε
on D, where Z ≡∨nk=1 d̂(Xt(k),Yt(k)) is a r.r.v., and where P(Dc)< 2ε . For each p ≥ 1,
we can repeat this argument with ε ≡ 1
p
. Thus we obtain a sequence Zp of r.r.v.’s with
Zp → supt∈[0,1] d̂(Xt ,Yt) in probability as p→ ∞. The function supt∈[0,1] d̂(Xt ,Yt) is
accordingly a r.r.v., and, being bounded by 1, integrable. Summing up, the expectation
in equality 9.1.2 exists, and ρ
Ĉ[0,1] is well-defined.
Verification of the conditions for the function ρ
Ĉ[0,1] to be a metric is straightfor-
ward and omitted.
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
Definition 9.1.3. (Extension by limit of a process with parameter set Q∞). Let
Z : Q∞×Ω→ S be an arbitrary process. Define a function by
domain(X)≡ΦLim(Z)≡ {(r,ω) ∈ [0,1]×Ω : lim
s→r;s∈Q(∞)
Z(s,ω) exists}
and
X(r,ω)≡ lim
s→r;s∈Q(∞)
Z(s,ω)
for each (r,ω) ∈ domain(X). We will call X the extension-by-limit of the process Z to
the parameter set [0,1]. A similar definition is made where the interval [0,1] is replaced
by the interval [0,∞), and where the set Q∞ of dyadic rationals in [0,1] is replaced by
the set Q∞ of dyadic rationals in [0,∞).
We emphasize that, absent any additional conditions on the process Z, the function
X need not be a process; it need not even be a well-defined function.

Theorem 9.1.4. (Extension by limit of a.u. continuous process on Q∞ to a.u. con-
tinuous process on [0,1]; and metrical continuity of said extension). Let R̂0 be a
subset of R̂(Q∞×Ω,S) whose members are a.u. continuous with a common modulus
of a.u. continuity δauc. Then the following holds.
1. Let Z ∈ R̂0 be arbitrary. Then its extension-by-limit X ≡ ΦLim(Z) is an a.u.
continuous process such that Xt = Zt on domain(Xt) for each t ∈ Q∞. Moreover, the
process X has the same modulus of a.u. continuity δauc as Z.
2. Recall that (R̂(Q∞×Ω,S),ρProb) is the metric space of processes Z :Q∞×Ω→
S. The extension-by-limit
ΦLim : (R̂0,ρProb)→ (Ĉ[0,1],ρĈ[0,1])
is uniformly continuous, with a modulus of continuity δLim(·,δauc).
Proof. 1. Let Z ∈ R̂0 be arbitrary. Let ε > 0 be arbitrary. Then, by hypothesis, there
exists δauc(ε) > 0 and a measurable set D ⊂ Ω with P(Dc) < ε such that, for each
ω ∈ D and for each s,s′ ∈Q∞ with |s− s′|< δauc(ε), we have
d(Z(s,ω),Z(s′,ω))≤ ε. (9.1.4)
Next let ω ∈D and r,r′ ∈ [0,1] be arbitrary with |r− r′|< δauc(ε). Letting s.s′→ r
with s,s′ ∈Q∞, we have |s− s′| → 0, and so d(Z(s,ω),Z(s′,ω))→ 0 as s,s′→ r. Since
(S,d) is complete, we conclude that the limit
X(r,ω)≡ lim
s→r;s∈Q(∞)
Z(s,ω)
exists. Moreover, letting s′→ r with s,s′ ∈ Q∞, inequality 9.1.4 yields
d(Z(s,ω),X(r,ω)) ≤ ε. (9.1.5)
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Since ε > 0 is arbitrary, we see that Zs → Xr a.u. as s→ r. Hence Xr is a r.v. Thus
X : [0,1]×Ω0→ S is a stochastic process.
Now let s→ r and s′→ r′ with s,s′ ∈ Q∞ in inequality 9.1.4. Then we obtain
d(X(r,ω),X(r′,ω))≤ ε, (9.1.6)
where ω ∈D and r,r′ ∈ [0,1] are arbitrary with |r− r′|< δauc(ε). Thus X has the same
modulus of a.u. continuity δauc as Z.
2. It remains to verify that the mapping ΦLim is a continuous function. To that
end, let ε > 0 be arbitrary. Write α ≡ 13ε . Let m ≡ m(ε,δauc) ≥ 1 be so large that
2−m < δauc(α). Define
δLim(ε,δauc)≡ 2−p(m)−1α2.
Let Z,Z′ ∈ R̂0 be arbitrary such that
ρProb(Z,Z
′)< δLim(ε,δauc).
Equivalently,
E
∞
∑
n=0
2−n−1d̂(Zt(n),Z′t(n))< 2
−p(m)−1α2. (9.1.7)
Then, by Chebychev’s inequality, there exists a measurable set A with P(Ac)< α such
that, for each ω ∈ A, we have
∞
∑
n=0
2−n−1d̂(Z(tn,ω),Z′(tn,ω))< 2−p(m)−1α,
whence
d̂(Z(tn,ω),Z
′(tn,ω))< α (9.1.8)
for each n= 0, · · · , pm.
Now let X ≡ ΦLim(Z) and X ′ ≡ ΦLim(Z′). By Assertion 1, the processes X and
X ′ have the same modulus of a.u. continuity δauc as Z and Z′. Hence, there exists
measurable sets D,D′ with P(Dc)∨P(D′c)< α such that, for each ω ∈DD′, we have
d̂(X(r,ω),X(s,ω))∨ d̂(X ′(r,ω),X ′(s,ω))≤ α (9.1.9)
for each r,s ∈ [0,1] with |r− s|< δauc(α).
Now consider each ω ∈ ADD′. Let r ∈ [0,1] be arbitrary. Since t0, · · · , tp(m) is
a 2−m-approximation of [0,1], there exists n = 0, · · · , pm such that |r− tn| < 2−m <
δauc(α). Then inequality 9.1.9 holds with s ≡ tn. Combining inequalities 9.1.8 and
9.1.9, we obtain
d̂(X(r,ω),X ′(r,ω))
≤ d̂(X(r,ω),X(s,ω))+ d̂(X(s,ω),X ′(s,ω))+ d̂(X ′(r,ω),X ′(s,ω))
= d̂(X(r,ω),X(s,ω))+ d̂(Z(s,ω),Z′(s,ω))+ d̂(X ′(r,ω),X ′(s,ω)) < 3α,
where ω ∈ ADD′ and r ∈ [0,1] are arbitrary. It follows that
ρ
Ĉ[0,1](X ,X
′)≡ E sup
r∈[0,1]
d̂(Xr,X
′
r)
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≤ E sup
r∈[0,1]
d̂(Xr,X
′
r)1ADD′ +P(ADD
′)c < 3α + 3α = 6α ≡ ε.
We conclude that δLim(·,δauc) is a modulus of continuity of ΦLim.
9.2 C-regular families of f.j.d.’s andC-regular processes
Definition 9.2.1. (C-regularity). Let (Ω,L,E) be an arbitrary sample space. Let Z :
Q∞×Ω→ S be an arbitrary process. We will say that Z is a C-regular process if there
exists an increasing sequence m≡ (mn)n=0,1,··· of positive integers, called the modulus
of C-regularity of the process Z, such that, for each n ≥ 0 and for each βn > 2−n such
that the set
A
(n)
t,s ≡ (d(Zt ,Zs)> βn)
is measurable for each s, t ∈Q∞, we have
P(Cn)< 2
−n (9.2.1)
where
Cn ≡
⋃
t∈Q(m(n))
⋃
s∈[t,t′ ]Q(m(n+1))
A
(n)
t,s ∪A(n)s,t′ , (9.2.2)
where, for each t ∈ Qm(n), we abuse notations and write t ′ ≡ 1∧ (t+ 2−m(n)) ∈Qm(n).
Let F be a consistent family of f.j.d.’s which is continuous in probability on [0,1].
Then the family F of consistent f.j.d.’s is said to be C-regular , with the sequence m≡
(mn)n=0,1,··· as a modulus of C-regularity if F |Q∞ is family of marginal distributions of
some C-regular process Z.

We will prove that a process on [0,1] is a.u. continuous iff it isC-regular. Note that
C-regularity is a condition on the f.j.d.’s while a.u. continuity is a condition on sample
paths.
Theorem 9.2.2. (a.u. Continuity impliesC-regularity). Let (Ω,L,E) be an arbitrary
sample space. Let X : [0,1]×Ω→ S be an a.u. continuous process, with a modulus of
a.u. continuity δauc. Then the process X is C-regular, with a modulus of C-regularity
given by m≡ (mn)n=0,1,···, where m0 ≡ 1 and
mn ≡ [mn−1∨ (− log2 δauc(2−n−1))]1
for each n≥ 1.
Proof. First note that X is continuous in probability. Separately, let n≥ 0 be arbitrary.
By Definition 6.1.3 of a.u. continuity, there exists a measurable set Dn with P(Dcn) <
2−n such that, for each ω ∈Dn and for each s, t ∈Q∞ with |t− s|< δauc(2−n), we have
d(X(t,ω),X(s,ω))≤ 2−n. (9.2.3)
Let βn > 2−n be arbitrary and let
A
(n)
t,s ≡ (d(Xt ,Xs)> βn)
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for each s, t ∈ Q∞. Define
Cn ≡
⋃
t∈Q(m(n))
⋃
s∈[t,t′ ]Q(m(n+1))
A
(n)
t,s ∪A(n)s,t′ , (9.2.4)
where, as before, for each t ∈Qm(n) we abuse notations and write t ′ ≡ 1∧(t+2−m(n))∈
Qm. Suppose, for the sake of a contradiction, that P(DnCn)> 0. Then there exists some
ω ∈ DnCn. Hence, by equality 9.2.4, there exists t ∈ Qm(n) and s ∈ [t, t ′]Qm(n+1) with
d(X(t,ω),X(s,ω))∨d(X(s,ω),X(t ′,ω))> βn. (9.2.5)
It follows that
|s− t| ∨ |s− t ′| ≤ 2−m(n) < δauc(2−n) (9.2.6)
Inequalities 9.2.6 and 9.2.3 together imply that
d(X(t,ω),X(s,ω))∨d(X(s,ω),X(t ′,ω))≤ 2−n < β n,
contradicting inequality 9.2.5. We conclude that P(DnCn) = 0. Consequently,
P(Cn) = P(Dn∪Dcn)Cn = P(DcnCn)≤ P(Dcn)< 2−n.
Thus the conditions in Definition 9.2.1 are satisfied for the family F of marginal distri-
butions of X to beC-regular, with modulus ofC-regularity given by m.
The next theorem is the converse of Theorem 9.2.2, and is the main theorem in this
section.
Theorem 9.2.3. (C-regularity implies a.u. continuity). Let (Ω,L,E) be an arbitrary
sample space. Let F be a C-regular family of consistent f.j.d.’s. Then there exists an
a.u. continuous process X : [0,1]×Ω→ S with marginal distributions given by F.
Specifically, let m ≡ (mn)n=0,1,··· be a modulus of C-regularity of F. Let Z : Q∞×
Ω → S be an arbitrary process with marginal distributions given by F |Q∞. Let ε > 0
be arbitrary. Define h ≡ [0∨ (4− log2 ε)]1 and δauc(ε,m)≡ 2−m(h). Then δauc(·,m) is
a modulus of a.u. continuity of Z.
Moreover, the extension-by-limit X ≡ ΦLim(Z) : [0,1]×Ω→ S of the process Z to
the full parameter set [0,1] is a.u. continuous, with the same modulus of a.u. continuity
δauc(·,m), and with marginal distributions given by F.
Proof. 1. First let n≥ 0 be arbitrary. Take any βn ∈ (2−n,2−n+1). Then, by Definition
9.2.1,
P(Cn)< 2
−n (9.2.7)
where
Cn ≡
⋃
t∈Q(m(n))
⋃
s∈[t,t′ ]Q(m(n+1))
(d(Zt ,Zs)> βn)∪ (d(Zs,Zt′)> βn), (9.2.8)
where, as before, for each t ∈Qm(n) we abuse notations and write t ′ ≡ 1∧(t+2−m(n))∈
Qm(n).
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2. Now define Dn ≡ (⋃∞j=nC j)c. Then
P(Dcn)≤
∞
∑
j=n
P(C j)<
∞
∑
j=n
2− j = 2−n+1.
Consider each ω ∈ Dn. Consider each t ∈ Qm(n). For each s ∈ [t, t ′]Qm(n+1), since
ω ∈Ccn, we have
d(Z(t,ω),Z(s,ω)) ≤ βn < 2−n+1.
In short
[t, t ′]Qm(n+1) ⊂ (d(Z(·,ω),Z(t,ω)) < 2−n+1), (9.2.9)
where t ∈ Qm(n) is arbitrary. Repeating the above argument with n replaced by n+ 1
and with t replaced by each s ∈ [t, t ′]Qm(n+1), we obtain
[s,s′]Qm(n+2) ⊂ (d(Z(·,ω),Z(s,ω)) < 2−n), (9.2.10)
where s′ ≡ 1∧ (s+ 2−m(n+1)) ∈ Qm(n+1). Since
[t, t ′]Qm(n+2) = [t, t ′]Qm(n+1)∩
⋃
s∈[t,t′ ]Q(m(n+1))
[s,s′]Qm(n+2),
relations 9.2.9 and 9.2.10 together yield
[t, t ′]Qm(n+2) ⊂ (d(Z(·,ω),Z(t,ω)) < 2−n+1+ 2−n).
Inductively with k= n+ 1,n+ 2, · · ·, we obtain
[t, t ′]Qm(k) ⊂ (d(Z(·,ω),Z(t,ω)) < 2−n+1+ 2−n+ · · ·+ 2−k+2)
⊂ (d(Z(·,ω),Z(t,ω)) < 2−n+2)
for each k ≥ n+ 1. Therefore
[t, t ′]Q∞ = [t, t ′]
∞⋃
k=n+1
Qm(k) ⊂ (d(Z(·,ω),Z(t,ω)) < 2−n+2).
In particular d(Z(t ′,ω),Z(t,ω))< 2−n+2, and so the last displayed condition implies
[t, t ′]Q∞ ⊂ (d(Z(·,ω),Z(t,ω))∨d(Z(·,ω),Z(t ′ ,ω))< 2−n+3), (9.2.11)
where n≥ 1, ω ∈ Dn, and t ∈ Qm(n) are arbitrary.
3. Continuing with arbitrary n ≥ 1, suppose r,s ∈ Q∞ are arbitrary such that 0 <
s− r < 2−m(n). Then there exist t,u ∈ Qm(n) with t ≤ u such that r ∈ [t, t ′] and s ∈
[u,u′], where u′ ≡ 1∧ (u+ 2−m(n)) ∈ Qm(n). If t ′ < u then s ≥ u ≥ t ′+ 2−m(n) ≥ r+
2−m(n), a contradiction. Hence u ≤ t ′. On the other hand, t ≤ u by the choice of t,u.
Consequently, u= t or u= t ′. At the same time, according to relation 9.2.11, we have
d(Z(r,ω),Z(t,ω))∨d(Z(r,ω),Z(t ′,ω))< 2−n+3.
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Similarly,
d(Z(s,ω),Z(u,ω))∨d(Z(s,ω),Z(u′ ,ω))< 2−n+3.
If u= t, then it follows that
d(Z(r,ω),Z(s,ω)) ≤ d(Z(r,ω),Z(t,ω))+ d(Z(u,ω),Z(s,ω)) < 2−n+4.
If u= t ′, then similarly
d(Z(r,ω),Z(s,ω)) ≤ d(Z(r,ω),Z(t ′,ω))+ d(Z(u,ω),Z(s,ω))< 2−n+4
Summing up, for each ω ∈ Dn, for each n ≥ 1, and for each r,s ∈ Q∞ with 0 <
s− r< 2−m(n), we have
d(Z(r,ω),Z(s,ω)) < 2−n+4. (9.2.12)
By symmetry, the last inequality therefore holds for each ω ∈ Dn, for each n ≥ 1, and
for each r,s ∈ Q∞ with |s− r|< 2−m(n)..
4. Now let ε > 0 be arbitrary. Let n ≡ [0∨ (4− log2 ε)]1 and δauc(ε,m) ≡ 2−m(n),
as in the hypothesis. By the previous paragraphs, we see that the measurable set Dn ≡
(
⋃∞
j=nC j)
c is such that P(Dcn)≤ 2−n+1< ε and such that d(Z(r,ω),Z(s,ω))< 2−n+4<
ε for each r,s ∈ Q∞ with |s− r| < δauc(ε,m) ≡ 2−m(n).. Thus the process Z is a.u.
continuous, with δauc(·,m) as a modulus of a.u. continuity of Z.
5. By Proposition 9.1.4, the complete extension X ≡ ΦLim(Z) of the process Z to
the full parameter set [0,1] is a.u. continuous with the same modulus of a.u. continuity
δauc(·,m).
The theorem is proved.
Theorem 9.2.4. (Continuity of extension-by-limit of C-regular processes). Re-
call the metric space (R̂(Q∞ ×Ω,S),ρProb) of stochastic processes with parameter
set Q∞ ≡ {t0, t1, · · · }, sample space (Ω,L,E), and state space (S,d). Let R̂0 be a C-
equiregular subset of R̂(Q∞ ×Ω,S) with a modulus of C-regularity m ≡ (mn)n=0,1,···.
Let (Ĉ[0,1],ρ
Ĉ[0,1]) be the metric space of a.u. continuous processes on [0,1], as in
Definition 9.1.1.
Then the extension-by-limit
ΦLim : (R̂0,ρProb)→ (Ĉ[0,1],ρĈ[0,1])
as in Definition 9.1.3, is uniformly continuous, with a modulus of continuity δreg,auc(·,m)
Proof. Let ε > 0 be arbitrary. Define
j ≡ [0∨ (4− log2
ε
4
)]1,
h j ≡ 2m( j),
and
δreg,auc(ε,m)≡ 2−h( j)−2 j− j.
We will prove that δreg,auc(·,m) is a modulus of continuity of ΦLim on R̂0.
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1. Let Z,Z′ ∈ R̂0 be arbitrary and let X ≡ΦLim(Z), X ′ ≡ΦLim(Z′). Suppose
ρprob,Q(∞)(Z,Z
′)≡ E
∞
∑
n=0
2−n−1d̂(Zt(n),Z′t(n))< δreg,auc(ε,m). (9.2.13)
We need to prove that ρ
Ĉ[0,1](X ,X
′)< ε .
To that end, first note that, by Step 4 in the proof of Theorem 9.2.3, there exist
measurable sets D j,D′j with P(D
c
j)∨P(D′cj )< 2− j+1 such that
d(Xr,Xs)∨d(X ′r ,X ′s) = d(Zr,Zs)∨d(Z′r,Z′s)≤ 2− j+4 (9.2.14)
onD jD′j, for each r,s∈Q∞ with |r−s|< 2−m( j). Consider eachω ∈D jD′j and t ∈ [0,1].
Then there exists s ∈ Qm( j) such that |t− s| < 2−m( j). Letting r→ t with r ∈ Q∞ and
|r− s|< 2−m( j), inequality 9.2.14 yields
d(Xt(ω),Xs(ω))∨d(X ′t (ω),X ′s(ω))≤ 2− j+4.
Consequently,
|d(Xt(ω),X ′t (ω))− d(Xs(ω),X ′s(ω))|< 2− j+5,
where ω ∈ D jD′j and t ∈ [0,1] are arbitrary. Therefore
| sup
t∈[0,1]
d(Xt ,X
′
t )−
∨
s∈Q(m( j))
d(Xs,X
′
s)| ≤ 2− j+5 (9.2.15)
on D jD′j. Note here that Lemma 9.1.2 earlier proved that the supremum is a r.r.v.
2. Separately, take any α ∈ (2− j,2− j+1) and define
A j ≡ (
∨
s∈Q(m( j))
d(Xs,X
′
s)≤ α). (9.2.16)
Then inequality 9.2.15 and equality 9.2.16 together yield
G j ≡ D jD′jA j ⊂ ( sup
t∈[0,1]
d(Xt ,X
′
t )≤ 2− j+5+ 2− j+1). (9.2.17)
3. By inequality 9.2.13, we have
ρprob,Q(∞)(Z,Z
′)< δreg,auc(ε,m)≡ 2−h( j)−2 j−1, (9.2.18)
where h j ≡ 2m( j). Hence
E
∨
s∈Q(m( j))
d̂(Xs,X
′
s) = E
h( j)∨
k=0
d̂(Xt(k),X
′
t(k))≤ 2h( j)+1E
h( j)
∑
k=0
2−k−1d̂(Xt(k),X ′t(k))
≤ 2h( j)+1E
h( j)
∑
k=0
2−k−1d̂(Zt(k),Z′t(k))≤ 2h( j)+1ρprob,Q(∞)(Z,Z′)< 2−2 j < α2. (9.2.19)
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Chebychev’s inequality therefore implies that
P(Acj)< α < 2
− j+1.
Hence
ρ
Ĉ[0,1](X ,X
′)≡ E sup
t∈[0,1]
d̂(Xt ,X
′
t )≤ E1G( j) sup
t∈[0,1]
d̂(Xt ,X
′
t )+P(G
c
j)
≤ (2− j+5+ 2− j+1)+P(Acj)+P(Dcj)+P(D′cj )
< (2− j+5+ 2− j+1)+ 2− j+1+ 2− j+1+ 2− j+1 < 2− j+6 < ε.
Since ε > 0 is arbitrary, we see that δreg,auc(·,m) is a modulus of continuity of ΦLim.
Theorems 9.2.3 and 9.2.4 can now be restated in terms of C-regular consistent
families of f.j.d.’s.
Corollary 9.2.5. (Construction of a.u. continuous processes fromC-regular fami-
lies of f.j.d.’s to ) Let
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the interval Θ0 ≡ [0,1]. Let ξ be a
fixed binary approximation of (S,d) relative to a reference point x◦ ∈ S. As usual, write
d̂ ≡ 1∧d. Recall from Definition 6.2.11 the metric space (F̂Cp([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))
of consistent families of f.j.d.’s which are continuous in probability, with parameter set
[0,1] and state space (S,d). Let F̂0 be a subset of F̂Cp([0,1],S) whose members are
C-regular and share a common modulus of C-regularity m≡ (mn)n=0,1,2,···. Define the
restriction function Φ[0,1],Q(∞) : F̂0→ F̂0|Q∞ by Φ[0,1],Q(∞)(F)≡ F |Q∞ for each F ∈ F̂0.
Then the following holds.
1. The function
Φ f jd,auc,ξ ≡ΦLim ◦ΦDKS,ξ ◦Φ[0,1],Q(∞) : (F̂0, ρ̂Cp,ξ ,[0,1]|Q(∞))→ (Ĉ[0,1],ρĈ[0,1])
(9.2.20)
is well defined, where ΦDKS,ξ is the Daniell-Kolmogorov-Skorokhod extension con-
structed in Theorem 6.4.2, and where ΦLim is the extension-by-limit constructed in
Theorem 9.2.3.
2. For each consistent family F ∈ F̂0, the a.u. continuous process X ≡Φ f jd,auc,ξ (F)
has marginal distributions given by F.
3. The construction Φ f jd,auc,ξ is uniformly continuous.
Proof. 1. Let F ∈ F̂0 be arbitrary. By hypothesis, F is C-regular, with m as a modulus
of C-regularity. Since the process Z ≡ ΦDKS,ξ (F|Q∞) : Q∞ ×Θ0 → S extends F |Q∞,
so is Z. In other words, Z ∈ R̂0, where R̂0 is the set ofC-regular processes on Q∞, with
sample space (Θ0,L0, I0), and with m as a modulus ofC-regularity. In other words, the
set of processes R̂0 is C-equiregular. Hence the a.u. continuous process X ≡ ΦLim(Z)
is well defined by Theorem 9.2.3, with X |Q∞ = Z. Thus the composite mapping in
equality 9.2.20 is well defined. Assertion 1 is verified.
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2. BeingC-regular, the family F ∈ F̂0 is continuous in probability. Hence, for each
r1, · · · ,rn ∈ [0,1], and f ∈Cub(Sn) we have
Fr(1),··· ,r(n) f = lim
s(i)→r(i);s(i)∈Q(∞);i=1,··· ,n
Fs(1),··· ,s(n) f
= lim
s(i)→r(i);s(i)∈Q(∞);i=1,··· ,n
I0 f (Zs(1), · · · ,Zs(n))
= lim
s(i)→r(i);s(i)∈Q(∞);i=1,··· ,n
I0 f (Xs(1), · · · ,Xs(n))
= I0 f (Xr(1), · · · ,Xr(n)),
where the last equality follows from the a.u. continuity of X . We conclude that F is the
family of marginal distributions of X , proving Assertion 2.
3. Recall the metric space (R̂(Q∞×Θ0,S),ρprob,Q(∞)) of processes Z : Q∞×Θ0→
S. Then the uniform continuity of
Φ[0,1],Q(∞) : (F̂0, ρ̂Cp,ξ ,[0,1]|Q(∞))→ (F̂0|Q∞, ρ̂Marg,ξ ,Q(∞))
is trivial from Definition 6.2.11. The Daniel-Kolmogorv-Skorokhod Extension
ΦDKS,ξ : (F̂0|Q∞, ρ̂Marg,ξ ,Q(∞))→ (R̂(Q∞×Θ0,S),ρprob,Q(∞))
is uniformly continuous by Theorem 6.4.4. Moreover, by Step 1, we have
ΦDKS,ξ (F̂0|Q∞)⊂ R̂0 ⊂ R̂(Q∞×Ω,S),
where the set of processes R̂0 is C-equiregular. Therefore, finally, Theorem 9.2.4 says
that
ΦLim : (R̂0,ρprob,Q(∞))→ (Ĉ[0,1],ρĈ[0,1])
is uniformly continuous. Combining, the composite function
Φ f jd,auc,ξ ≡ΦLim ◦ΦDKS,ξ ◦Φ[0,1],Q(∞)
is uniformly continuous. Assertion 3 is proved.
9.3 Sufficient Condition for a.u. locally Hoelder Conti-
nuity
Let (S,d) be a locally compact metric space. In Theorems 9.2.2 and 9.2.3, we saw that
theC-regularity of a process Z :Q∞×Ω→ (S,d) is necessary and sufficient for the a.u
continuity of its extension-by-limit X ≡ ΦLim(Z) : [0,1]×Ω→ S. In this section, we
will prove a sufficient condition, on pairwise joint distributions, for a.u. continuity of
ΦLim(Z).
Refer to the last two sections for notations. For a measurable set A relative to an ar-
bitrary probability subspace (Ω,L,E), we will write A ∈ L and 1A ∈ A interchangeably,
and write P(A),E(A), and E1A interchangeably. As usual, we will write the symbols
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ab and a(b) interchangeably. Recall also the convention that, for an arbitrary r.r.v. U
and for any a ∈ R, we write P(U ≤ a) or P(U < a) only with the explicit or implicit
condition that the real number a has been so chosen that the sets (U ≤ a) or (U < a)
are measurable.
Theorem 9.3.1. (A sufficient condition on pair distributions for a.u. continuous
extension). Let κ ≥ 1 be arbitrary. Let γ ≡ (γk)k=κ ,κ+1,··· and ε ≡ (εk)k=κ ,κ+1,··· be
two sequences of positive real numbers with ∑∞k=κ γk < ∞ and ∑
∞
k=1 εk < ∞.
Let Z : Q∞× (Ω,L,E)→ (S,d) be an arbitrary process such that, for each k ≥ κ
and for each αk ≥ γk, we have
∑
t∈[0,1)Q(k)
P(d(Zt ,Zt+∆(k+1))> αk)+ ∑
t∈[0,1)Q(k)
P(d(Zt+∆(k+1),Zt+∆(k))> αk)≤ 2εk.
(9.3.1)
Then the extension-by-limit X ≡ ΦLim(Z) : [0,1]×Ω → (S,d) is an a.u. continuous
process.
Specifically, there exists a sequence (Dn)n=κ ,κ+1,··· of measurable sets such that (i)
Dκ ⊂ Dκ+1 ⊂ ·· · , (ii) for each n≥ κ , we have
P(Dcn)≤ 2
∞
∑
k=n
εk, (9.3.2)
and (iii) for each n≥ κ , and for each ω ∈ Dn, we have
d(Xr(ω),Xs(ω))< 8
∞
∑
k=n
γk (9.3.3)
for each r,s ∈ [0,1] with |r− s| ≤ 2−n.
Consequently, the process X has a modulus of a.u. continuity defined as follows.
Let ε > 0 be arbitrary. Take n ≥ κ so large that 8∑∞k=n γk ∨ 2∑∞k=n εk < ε . Define
δ auc(ε,γ ,ε)≡ 2−n. Then the operation δ auc(·,γ,ε) is a modulus of a.u. continuity for
the process X.
Proof. 1. Let Z : Q∞×Ω → S be as given in the hypothesis. Let k ≥ κ be arbitrary,
and take any αk ∈ [γk,2γk). Define
Ck ≡
⋃
t∈[0,1)Q(k)
(d(Zt ,Zt+∆(k+1))> αk)∪ (d(Zt+∆(k+1),Zt+∆(k))> αk). (9.3.4)
Then P(Ck) ≤ 2εk, thanks to inequality 9.3.1 in the hypothesis. Moreover, for each
ω ∈Cck , and for each t ∈ Qk and s ∈ Qk+1 with |t− s| ≤ ∆k+1, we have
d(Zt ,Zs)≤ αk. (9.3.5)
2. Let n≥ κ be arbitrary, but fixed till further notice. Define the measurable set
Dn ≡ (
∞⋃
k=n
Ck)
c.
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Then
PDcn ≤
∞
∑
k=n
2εk. (9.3.6)
Moreover,Dn ⊂ Dm for each m≥ n.
Now let r,s ∈Q∞ be arbitrary with |s− r|< 2−n. First assume that 0< s− r < 2−n.
Then there exists rn,sn ∈Qn such that r ∈ [rn,(rn+2−n)∧1] and s∈ [sn,(sn+2−n)∧1].
It follows that
rn ≤ r < s≤ (sn+ 2−n),
which implies rn ≤ sn , and that
sn ≤ s< r+ 2−n ≤ (rn+ 2−n)+ 2−n,
which implies sn ≤ (rn+ 2−n). Combining, we obtain
sn = rn or sn = (rn+ 2
−n). (9.3.7)
Separately. we have r ∈ [rn,rn + 2−n]Q∞. Inductively, consider each k = n,n+
1, · · · . Then we have either (i) r ∈ [rk,rk + 2−k−1]Q∞, or (ii) r ∈ [rk + 2−k−1,rk +
2−k]Q∞. In Case (i) let rk+1 ≡ rk. In Case (ii) let rk+1 ≡ rk + 2−k−1. Then we have
rk+1 ∈ Qk+1, and, in either case, r ∈ [rk+1,rk+1+ 2−k−1]Q∞. Moreover,
|rk− rk+1| ≤ 2−k−1 ≡ ∆k+1 (9.3.8)
for each k ≥ n, and so rk → r. We can construct a similar sequence (sk)k=n,n+1,···
relative to s such that
|sk− sk+1| ≤ 2−k−1 ≡ ∆k+1 (9.3.9)
for each k ≥ n.
4. Now consider each ω ∈Dn, and consider each k≥ n. Then ω ∈Dn ⊂Cck . Hence
equalities 9.3.7 and inequality 9.3.5 imply that
d(Zr(n)(ω),Zs(n)(ω))≤ 2αn. (9.3.10)
Similarly, inequalities 9.3.8 and 9.3.5 imply that
d(Zr(k)(ω),Zr(k+1)(ω))≤ αk.
Since rk → r, it follows that
d(Zr(n)(ω),Zr(ω))≤
∞
∑
k=n
d(Zr(k)(ω),Zr(k+1)(ω))≤
∞
∑
k=n
αk. (9.3.11)
Similarly
d(Zs(n)(ω),Zs(ω))≤
∞
∑
k=n
αk. (9.3.12)
Combining inequalities 9.3.10, 9.3.11, and 9.3.12, we obtain
d(Zr(ω),Zs(ω))≤ d(Zr(n)(ω),Zs(n)(ω))+ d(Zr(ω),Zr(n)(ω))+ d(Zs(ω),Zs(n)(ω))
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≤ 2αn+ 2
∞
∑
k=n
αk < 4
∞
∑
k=n
αk < 8
∞
∑
k=n
γk (9.3.13)
where r,s ∈ Q∞ are arbitrary with 0 < s− r < 2−n. The same inequality 9.3.13 holds,
by symmetry, for arbitrary r,s ∈ Q∞ with 0 < r− s< 2−n. It holds trivially in the case
where r = s. Summing up, we have
d(Zr(ω),Zs(ω))< 8
∞
∑
k=n
γk, (9.3.14)
for arbitrary r,s∈Q∞ with |r−s|< 2−n, for arbitraryω ∈Dn, where P(Dcn)≤∑∞k=n 2εk.
It follows that the process Z is a.u. continuous, with a modulus of a.u. continuity δ auc
defined as follows. Let ε > 0 be arbitrary. Let n ≥ κ be so large that 8∑∞k=n γk ∨
2∑∞k=n εk < ε . Define δ auc(ε) ≡ δ auc(ε,γ ,εk) ≡ 2−n. Proposition 9.1.4 then says that
the extension-by-limit X ≡ΦLim(Z) is an a.u. continuous process, with the same mod-
ulus of a.u. continuity δ auc. By continuity, inequality 9.3.14 immediately extends to
the process X for arbitrary r,s∈ [0,1] with |r−s| ≤ 2−n, yielding the desired inequality
9.3.3.
As a corollary, we will prove a theorem due to Kolmogorov,which gives a sufficient
condition for the construction of an a.u. locally Hoelder process, in the following sense.
Definition 9.3.2. (a.u. locally Hoelder process). Let a > 0 be arbitrary. A process
X : [0,a]×Ω → (S,d) is said to be a.u. locally Hoelder continuous, or a.u. locally
Hoelder for short, if there exist constants c,θ > 0 such that, for each ε > 0 there exists
some δLocHldr(ε) > 0 and some measurable set D with P(Dc) < ε such that, for each
ω ∈ D, we have
d(Xr(ω),Xs(ω))< c|r− s|θ (9.3.15)
for each r,s ∈ [0,a] with |r− s| < δLocHldr(ε). The process is then said to have a.u.
locally Hoelder exponent θ , a.u. locally Hoelder coefficient c, and modulus of a..u.
locally Hoelder continuity.
Theorem 9.3.3. (A sufficient condition on pair distributions for a.u. locallyHoelder
continuity). Let (S,d) be a locally compact metric space. Let c0,u,w> 0 be arbitrary.
Let θ be arbitrary such that θ < u−1w.
Suppose Z :Q∞× (Ω,L,E)→ (S,d) is an arbitrary process such that
P(d(Zr,Zs)> b)≤ c0b−u|r− s|1+w (9.3.16)
for each b > 0, for each r,s ∈ Q∞. Then the extension-by-limit X ≡ ΦLim(Z) : [0,1]×
Ω→ (S,d) is a.u. locally Hoelder with exponent θ .
Note that inequality 9.3.16 is satisfied if
Ed(Zr,Zs)
u ≤ c0|r− s|1+w (9.3.17)
Proof. Let Z : Q∞ × (Ω,L,E) → (S,d) be an arbitrary process such that inequality
9.3.16 holds.
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1. For abbreviation, define the constants a≡ (w−θu)> 0, c1 ≡ 8(1−2−θ)−1, and
c≡ c12θ . Let κ ≥ 2 be so large that 2−kak2 ≤ 1 for each k ≥ κ . Let k≥ κ be arbitrary.
Define
εk ≡ c02−w−1k−2 (9.3.18)
and
γk ≡ 2−kw/uk2/u. (9.3.19)
Take any αk ≥ γk such that the set (d(Zt ,Zs) > αk) is measurable for each t,s ∈ Q∞.
Let t ∈ [0,1)Qk be arbitrary. We estimate
P(d(Zt ,Zt+∆(k+1))> αk)≤ c0α−uk ∆1+wk+1
≤ c0γ−uk 2−(k+1)w2−(k+1)
= c02
kwk−22−(k+1)w2−(k+1)
= c02
−w−1k−22−k
where the first inequality is thanks to inequality 9.3.16. Similarly
P(d(Zt+∆(k+1),Zt+∆(k))> αk)≤ c02−w−1k−22−k.
Combining, we obtain
∑
t∈[0,1)Q(k)
P(d(Zt ,Zt+∆(k+1))> αk)+ ∑
t∈[0,1)Q(k)
P(d(Zt+∆(k+1),Zt+∆(k))> αk)
≤ 2 ·2k(c02−w−1k−22−k) = 2c02−w−1k−2 ≡ 2εk,
where k≥ κ is arbitrary. Since ∑∞k=κ γk < ∞ and ∑∞k=κ εk < ∞, the conditions in the hy-
pothesis of Theorem 9.3.1 are satisfied by the objects Z,(γk)k=κ ,,κ+1···,(εk)k=κ ,,κ+1···.
Accordingly, the extension-by-limit X ≡ ΦLim(Z) : [0,1]×Ω→ (S,d) is a.u. continu-
ous, such that there exists a sequence (Dn)n=κ ,,κ+1,··· of measurable sets such that (i)
Dκ ⊂ Dκ+1 ⊂ ·· · , (ii) for each n≥ κ , we have
P(Dcn)≤ 2
∞
∑
k=n
εk, (9.3.20)
and (iii) for each n≥ κ , and for each ω ∈ Dn, we have
d(Xr(ω),Xs(ω))< 8
∞
∑
k=n
γk (9.3.21)
for each r,s ∈ [0,1] with |r− s| ≤ 2−n.
2. We will now estimate bounds for the partial sum on the right-hand side of each
of the inequalities 9.3.20 and 9.3.21. To that end, consider each n≥ κ . Then
2
∞
∑
k=n
εk ≡ 2
∞
∑
k=n
c02
−w−1k−2≤ 2c02−w−1
∫ ∞
y=n−1
y−2dy≤ 2c02−w−1(n−1)−1. (9.3.22)
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At the same time,
8
∞
∑
k=n
γk ≡ 8
∞
∑
k=n
2−kw/uk2/u ≡ 8
∞
∑
k=n
2−kθu/u2−ka/uk2/u
= 8
∞
∑
k=n
2−kθ2−ka/uk2/u ≤ 8
∞
∑
k=n
2−kθ
= 8 ·2−nθ(1− 2−θ)−1 ≡ c12−nθ (9.3.23)
3. Let ε > 0 be arbitrary. Take m ≥ 0 so large that 2c02−w−1(m− 1)−1 < ε . In-
equality 9.3.22 then implies that P(Dcm)≤ ε. Define δLocHldr(ε)≡ 2−m. Consider each
ω ∈ Dm ⊂ Dm+1 ⊂ ·· · . Then, for each n ≥ m, we have ω ∈ Dn, whence inequalities
9.3.21 and 9.3.23 together imply that
d(Xr(ω),Xs(ω))< c12
−nθ (9.3.24)
for each (r,s) ∈Gn ≡ {(r,s) ∈ [0,1]2 : 2−n−1 ≤ |r− s| ≤ 2−n}. Hence
d(Xr(ω),Xs(ω))< c12
θ2−(n+1)θ ≤ c12θ |r− s|θ ≡ c|r− s|θ (9.3.25)
for each (r,s) ∈Gn. Therefore
d(Xr(ω),Xs(ω))≤ c|r− s|θ (9.3.26)
for each (r,s) ∈ ⋃∞n=mGn. Since ⋃∞n=mGn is dense in G ≡ {(r,s) ∈ [0,1]2 : |r− s| ≤
2−m}, and since X(·,ω) is a continuous function, it follows that inequality9.3.26 holds
for each (r,s) ∈ G. In other words, it holds for each r,s ∈ [0,1] with |r− s| ≤ 2−m ≡
δLocHldr(ε). Thus the processX is a.u. locally Hoelder with exponentθ , as alleged.
The next corollary implies Theorem 12.4 of [Billingsley 1968]. The latter asserts
only a.u. continuity and is only for real-valued processes.
Corollary 9.3.4. (A sufficient condition on pair distributions for time-scaled a.u.
locallyHoelder continuity). Let (S,d) be a locally compact metric space. Let c0,u,w>
0 be arbitrary. Let θ be arbitrary such that θ < u−1w. Let K : [0,1]→ [0,1] be an ar-
bitrary continuous and nondecreasing function, with K(0) = 0 and K(1) = 1, .
Suppose Z :Q∞× (Ω,L,E)→ (S,d) is an arbitrary process such that
P(d(Zr,Zs)> b)≤ c0b−u|K(r)−K(s)|1+w (9.3.27)
for each b > 0, for each r,s ∈ Q∞. Then the extension-by-limit X ≡ ΦLim(Z) : [0,1]×
Ω → (S,d), subject to a deterministic time scaling, is a.u. locally Hoelder. More
precisely, there exists a continuous and strictly increasing function, with G(0) = 0 and
G(1) = 1, such that the process XG : [0,1]×Ω→ (S,d), defined by XG(t) ≡ XG(t) for
each t ∈ [0,1], is a.u. locally Hoelder with exponent θ .
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Proof. 1. Fix any α ≥ 0 such that the continuous function H : [0,1]→ [0,1], defined
by
H(t)≡ (K(t)+αt)(1+α)−1 (9.3.28)
for each t ∈ [0,1], is strictly increasing. Clearly H(0) = 0 and H(1) = 1. Let G≡H−1
be the inverse function of H, which is also a continuous increasing function, with
G(0) = 0 and G(1) = 1. Write a≡ 1+α . Then, equality 9.3.28 implies that, for each
t ≤ s ∈ [0,1], we have
(s− t)≡ H ◦G(s)−H ◦G(t)≥ a−1α(G(s)−G(t)),
whence
G(s)−G(t)≤ α−1a(s− t).
2. For each k ≥ 1, define
ζk ≡
∨
t∈Q(k)
(K(t+∆k)−K(t)), (9.3.29)
εk ≡ 2−uc0ζw/2k , (9.3.30)
and
γk ≡ ζw/2uk . (9.3.31)
Then (ζk)k=1,2,··· is a non increasing sequence in [0,1]. Let ε > 0 be arbitrary. Let
k ≥ 1 be so large that ∆k ≡ 2−k < δK(ε). Then 0 ≤ K(t +∆k)−K(t) < ε for each
t ∈Qk. Hence ζk→ 0. Therefore, for each λ > 0, we have ∑∞k=1 ζ λk <∞. Consequently,
∑∞k=1 γk < ∞ and ∑
∞
k=1 εk < ∞.
3. Now let Z : Q∞× (Ω,L,E)→ (S,d) be an arbitrary process such that inequality
9.3.27 holds. Let k≥ 1 be arbitrary, and take any αk ≥ γk.We estimate
P(d(Zt ,Zt+∆(k+1))> αk)≤ c0α−uk |K(t+∆k+1)−K(t)|1+w
= c0α
−u
k |K(t+∆k+1)−K(t)|w(K(t+∆k+1)−K(t))
≤ c0α−uk ζwk (K(t+∆k)−K(t))
< c0γ
−u
k ζ
w
k (K(t+∆k)−K(t))
≡ c0ζ−w/2k ζwk (K(t+∆k)−K(t))
= c0ζ
w/2
k (K(t+∆k)−K(t)).
where the first inequality is thanks to inequality 9.3.27, and where the second inequality
is by the defining formula 9.3.29 for ζk. Similarly
P(d(Zt+∆(k+1),Zt+∆(k))> αk)≤ c0ζw/2k (K(t+∆k)−K(t))
Combining, we obtain
∑
t∈[0,1)Q(k)
P(d(Zt ,Zt+∆(k+1))> αk)+ ∑
t∈[0,1)Q(k)
P(d(Zt+∆(k+1),Zt+∆(k))> αk)
Yuen-Kwok Chan 295 Constructive Probability
CHAPTER 9. A.U. CONTINUOUS PROCESSES ON [0,1]
≤ 2c0ζw/2k ∑
t∈Q(k)′
(K(t+∆k)−K(t))
≤ 2c0ζw/2k (K(1)−K(0)) = 2c0ζ
w/2
k ≡ 2εk,
where k ≥ 0 is arbitrary. Thus the conditions in the hypothesis of Theorem 9.3.1 are
satisfied by the process Z. Accordingly, the extension-by-limit X ≡ ΦLim(Z) : [0,1]×
Ω→ (S,d) is an a.u. continuous process. Inequality 9.3.27 extends, by continuity, to
P(d(Xr,Xs)> b)≤ c0b−u|K(r)−K(s)|1+w (9.3.32)
for each b> 0, for each r,s ∈ [0,1].
4. Define the processY :Q∞× (Ω,L,E)→ (S,d) byYt ≡ XG(t) for each t ∈Q∞. Let
b> 0 and r,s ∈Q∞ be arbitrary. Then
P(d(Yr,Ys)> b)≡ P(d(XG(r),XG(s))> b)
≤ c0b−u|K(G(r))−K(G((s))|1+w ≤ c0b−u|H(G(r))−H(G((s))|1+w
= c0b
−u|r− s|1+w, (9.3.33)
where the first inequality is thanks to inequality 9.3.32, and where the second inequality
is due to the defining equality 9.3.28. Thus the process Y satisfies the conditions in
the hypothesis of Theorem 9.3.3 Accordingly, the extension-by-limit Y t ≡ ΦLim(Y ) :
[0,1]×Ω → (S,d) is an a.u. locally Hoelder process with exponent θ , hence a.u.
continuous. Therefore, a.s., we have, for each t ∈ [0,1], the equality
Y t ≡ lim
r→t;r∈Q(∞)
Yr ≡ lim
r→t;r∈Q(∞)
XG(r)
= lim
G(r)→G(t);G(r)∈G(Q(∞))
XG(r) = lim
s→G(t);s∈G(Q(∞))
Xs = XG(t).
It follows that the process XG : [0,1]×Ω→ (S,d) is a.u. locally Hoelder, as asserted.
9.4 The Brownian Motion
An application of Theorem 9.3.3 is in the construction of the all important Brownian
motion.
Definition 9.4.1. (Brownian Motion in R). An a.u. continuous process B : [0,∞)×
(Ω ,L,E)→ R is called a Brownian Motion if (i) B0 = 0, (ii) for each sequence 0≡ t0 ≤
t1≤ ·· · ≤ tn−1≤ tn in [0,∞), the r.r.v.’s Bt(1)−Bt(0), · · · ,Bt(n)−Bt(n−1) are independent,
and (iii) for each s, t ∈ [0,∞), the r.r.v. Bt−Bs is normalwith mean 0 and variance |t−s|.
Recall here Definition 6.1.4 of an a.u. continuous process with a metric parameter
space. 
In the following, let Q∞ stand for the set of dyadic rationals in [0,∞).
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Theorem 9.4.2. (Construction of Brownian motion in R). Brownian Motions in R
exist. Specifically, the following holds.
1. Let Z : Q∞× (Ω,L,E)→ R be an arbitrary process such that (i) Z0 = 0, (ii) for
each sequence 0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn in Q∞, the r.r.v.’s Zt(1)−Zt(0), · · · ,Zt(n)−
Zt(n−1) are independent, and (iii) for each s, t ∈ Q∞, the r.r.v. Zt − Zs is normal with
mean 0 and variance |t− s|. Then the extension-by-limit
B≡ΦLim(Z) : [0,∞)×Ω→ R
is a Brownian motion.
2. For each n≥ 1 and for each t1, · · · , tn ∈ Q∞, define the f.j.d.
Ft(1),··· ,t(m) ≡Φ0,σ
where
σ ≡ [σ(tk, t j)]k=1,··· ,n; j=1,··· ,n ≡ [tk ∧ t] jk=1,··· ,n; j=1,··· ,n.
Then the family F ≡ {Ft(1),··· ,t(m) :m≥ 1;t1, · · · , tm ∈ [0,∞)} of f.j.d.’s is consistent and
is continuous in probability.
3. Let Z : Q∞× (Ω,L,E)→ R be an arbitrary process with marginal distributions
given by the family F|Q∞, where F is defined in Assertion 2 above. Then the extension-
by-limit
B≡ΦLim(Z) : [0,∞)×Ω→ R
is a Brownian motion.
Proof. For convenience, letU,U1,U2, · · · be an independent sequence of standard nor-
mal r.r.v.’s. on some probability space (Ω˜, L˜, E˜).
1. Let Z : Q∞× (Ω,L,E)→ R be an arbitrary process such that Conditions (i-iii)
hold. Let b> 0, and s1,s2 ∈ Q∞be arbitrary. Then, by Condition (iii), the r.r.v. Zs(1)−
Zs(2) is normal with mean 0 and variance |s1− s2|. Consequently, by the formulas in
Proposition 5.7.5 for moments of standard normal r.r.v.’s, we obtain E(Zs(1)−Zs(2))4 =
3|s1− s2|2. Chebychev’s inequality then implies that, for each b> 0, we have
P(|Zs(1)−Zs(2)|> b) = P((Zs(1)−Zs(2))4 > b4)
≤ b−4E(Zs(1)−Zs(2))4 = 3b−4|s1− s2|2, (9.4.1)
where s1,s2 ∈ Q∞ are arbitrary.
2. Let N ≥ 0 be arbitrary and consider the shifted process ZN :Q∞× (Ω,L,E)→ R
defined by ZNs ≡ ZN+s for each s ∈ Q∞. Then, for each b> 0, and s1,s2 ∈Q∞, we have
P(|ZNs(1)−ZNs(2)|> b)≡ P(|ZN+s(1)−ZN+s(2)|> b)
≤ 3b−4(|(N+ s1)− (N+ s2)|2 = 3b−4|s1− s2|2,
where the inequality follows from inequality 9.4.1. Thus the process Y satisfies the hy-
pothesis of Theorem 9.3.3, with co = 3, u= 4, and w= 1. Accordingly, the extension-
by-limitW ≡ ΦLim(Y ) : [0,1]×Ω→ R is a.u. locally Hoelder, hence a.u. continuous.
In particular, for each t ∈ [N,N+ 1], the limit
Bt ≡ lim
r→t;r∈Q(∞)[N,N+1]
Zr ≡ lim
N+s→t;s∈Q(∞)
ZN+s ≡ lim
s→t−N;s∈Q(∞)
ZNs ≡Wt−N .
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exist and are equal as r.r.v.’s. In other words, B|[N,N+ 1] : [N,N + 1]×Ω → R is a
well defined process. Moreover, since the process W ≡ ΦLim(Y ) : [0,1]×Ω → R is
a.u. continuous, we see that B|[N,N+ 1] is a.u. continuous, where N ≥ 0 is arbitrary.
Combining, it follows that the process B : [0,∞)×Ω→ R is an a.u. continuous process,
in the sense of Definition 6.1.4. Note that B0 = Z0 = 0, in view of Condition (i).
3. Let the sequence 0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn in [0,∞) and the sequence 0 ≡
s0 ≤ s1 ≤ ·· · ≤ sn−1 ≤ sn in Q∞ be arbitrary. Let fi ∈ Cub(R) be arbitrary for each
i= 1, · · · ,n. Then, using Conditions (ii) and (iii) in the hypothesis, we obtain
E
n
∏
i=1
fi(Bs(i)−Bs(i−1)) = E
n
∏
i=1
fi(Zs(i)−Zs(i−1))
=
n
∏
i=1
E fi(Zs(i)−Zs(i−1)) =
n
∏
i=1
∫
Rm
Φ0,s(i)−s(i−1)(du) fi(u). (9.4.2)
Now let si → ti for each i = 1, · · · ,n. Since the process B is a.u. continuous, the left-
hand side of equality 9.4.2 converges to E∏ni=1 fi(Bt(i)−Bt(i−1)). At the same time,
since ∫
Rm
Φ0,t(du) fi(u) = E˜ f (
√
tU)
is a continuous function of t, the right-hand side of equality 9.4.2 converges to
n
∏
i=1
∫
Rm
Φ0,t(i)−t(i−1)(du) fi(u).
Combining, we see that
E
n
∏
i=1
fi(Bt(i)−Bt(i−1)) =
n
∏
i=1
∫
Rm
Φ0,t(i)−t(i−1)(du) fi(u).
Consequently, the r.r.v.’s Bt(1)−Bt(0), · · · ,Bt(n)−Bt(n−1) are independent, with normal
distributions with mean 0 and variances given by t1− t0, · · · , tn− tn−1 respectively.
All the conditions in Definition 9.4.1 have been verified for the process B to be a
Brownian motion. Assertion 1 is proved.
4. To prove Assertion 2, define the function σ : [0,∞)2 → [0,∞) by σ(s, t) ≡ s∧ t
for each (s, t) ∈ [0,∞)2. The function σ is clearly symmetric and continuous. We will
verify that it is nonnegative definite in the sense of Definition 7.2.2. To that end, let
n≥ 1 and t1, · · · , tn ∈ [0,∞) be arbitrary. We need only show that the square matrix
σ ≡ [σ(tk, t j)]k=1,··· ,n; j=1,··· ,n ≡ [tk ∧ t] jk=1,··· ,n; j=1,··· ,n
is nonnegative definite. Let (λk, · · · ,λk) ∈ Rn be arbitrary. We wish to prove that
n
∑
k=1
n
∑
j=1
λk(tk ∧ t j)λ j ≥ 0. (9.4.3)
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First assume that |tk− t j|> 0 if k 6= j. Then there exists a permutation pi of the indices
1, · · · ,n such that tpi(k) ≤ tpi( j) iff k ≤ j. It follows that
n
∑
k=1
n
∑
j=1
λk(tk ∧ t j)λ j =
n
∑
k=1
n
∑
j=1
λpi(k)(tpi(k)∧ tpi( j))λpi( j) ≡
n
∑
k=1
n
∑
j=1
θk(sk ∧ s j)θ j , (9.4.4)
where we write sk ≡ tpi(k) and θk ≡ λpi(k) for each k = 1, · · · ,n. Recall the independent
standard normal r.r.v.’s.U1, · · · ,Un non the probability space (Ω˜, L˜, E˜). Thus E˜UkU j = 1
or 0 according as k = j or not. Define Vk ≡ ∑ki=1
√
si− si−1Ui for each k = 1, · · · ,n,
where s0 ≡ 0. Then E˜Vk = 0 and
E˜VkV j =
k∧ j
∑
i=1
(si− si−1)E˜U2i =
k∧ j
∑
i=1
(si− si−1) = sk∧ j = sk ∧ s j (9.4.5)
for each k, j = 1, · · · ,n. Consequently,
n
∑
k=1
n
∑
j=1
θk(sk ∧ s j)θ j = E˜
n
∑
k=1
n
∑
j=1
θkVkV jθ j = E˜(
n
∑
k=1
θkVk)
2 ≥ 0.
Hence the sum on the left-hand side of equality 9.4.4 is non-negative. In other words,
inequality 9.4.3 is valid if the point (t1, · · · , tn) ∈ [0,∞)n is such that |tk − t j| > 0 if
k 6= j . Since the set of such points is dense in [0,∞)n, inequality 9.4.3 holds, by
continuity, for each (t1, · · · , tn) ∈ [0,∞)n. In other words, the function σ : [0,∞)2 →
[0,∞) is nonnegative definite according to Definition 7.2.2.
5. For each m ≥ 1 and each sequence t1, · · · , tm ∈ [0,∞), write the nonnegative
definite matrix
σ ≡ [σ(tk, th)]k=1,··· ,m;h=1,··· ,m, (9.4.6)
and define
Ft(1),··· ,t(m) ≡Φ0,σ , (9.4.7)
where Φ0,σ is the normal distribution with mean 0 and covariance matrix σ . Take any
M ≥ 1 so large that t1, · · · , tm ∈ [0,M]. Proposition 7.2.3 says that the family
F (M) ≡ {Fr(1),···,r(m) : m≥ 1;r1, · · · ,rm ∈ [0,M]}
is consistent and is continuous in probability. Hence, for each f ∈C(Rn), and for each
sequence mapping i : {1, · · · ,n}→ {1, · · · ,m}, we have
Ft(1),··· ,t(m)( f ◦ i∗) = Ft(i(1)),··· ,t(i(n)) f , (9.4.8)
where the dual function i∗ : Rm → Rn is defined by
i∗(x1, · · · ,xm)≡ (xi(1), · · · ,xi(n)) (9.4.9)
for each (x1, · · · ,xm) ∈ Rm. Thus the family
F ≡ {Ft(1),··· ,t(m) : m≥ 1;t1, · · · , tm ∈ [0,∞)} (9.4.10)
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of f.j.d.’s is consistent and is continuous in probability. Assertion 2 is proved.
6. To prove the remaining Assertion 3, let Z : Q∞× (Ω,L,E)→ R be an arbitrary
process with marginal distributions given by the family F |Q∞, where F is defined in
Assertion 2 above. Such a process Z exists by the Daniel-Kolmogorv- or the Daniel-
Kolmogorv-Skorokhod Extension Theorem.
7. Let t1, t2 ∈ Q∞ be arbitrary. Then, according to Steps 5 and 6 above, the r.r.v.’s
Zt(1),Zt(2) have a jointly normal distribution given by Ft(1),t(2) ≡ Φ0,σ where σ ≡ [tr ∧
th]k=1,2;;h=1,2. Hence
EZt(1)Zt(2) = t1∧ t2,
It follows that Zt(1)−Zt(2) is a normal r.r.v. with mean 0, and with variance given by
E(Zt(1)−Zt(2))2 = EZ2t(1)+ZB2t(2)− 2EZt(1)Zt(2) = t1+ t2− 2t1∧ t2 = |t1− t2|.
8. Now let 0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn be arbitrary in Q∞. Then the r.r.v.’s
Zt(1), · · · ,Zt(n) have joint distribution Ft(1),··· ,t(n) according to Steps 5 and 6. Hence
Zt(1), · · · ,Zt(n) are jointly normal. Therefore the r.r.v.’s Zt(1)−Zt(0), · · · ,Zt(n)−Zt(n−1)
are jointly normal. Moreover, for each i,k = 1, · · · ,n with i< k, we have
E(Zt(i)−Zt(i−1))(Zt(k)−Zt(k−1))
= EZt(i)Zt(k)−EZt(i)Zt(k−1)−EZt(i−1)Zt(k)+EZt(i−1)Zt(k−1)
= tt − ti− ti−1+ ti−1 = 0. (9.4.11)
Thus the jointly normal r.r.v.’s Zt(1)−Zt(0), · · · ,Zt(n)−Zt(n−1) are pairwise uncorrelated.
Hence, by Assertion 3 of Proposition 5.7.6, they are mutually independent. Summing
up Steps 7 and 8, all of Conditions (i-iii) of Assertion 1 have been verified for the
process Z. Accordingly, the extension-by-limit
B≡ΦLim(Z) : [0,∞)×Ω→ R
is a Brownian motion. Assertion 3 and the Theorem is proved.
The following corollary is Levy’s well know result on the a.u. Hoelder continuity
of a Brownian motion. A stronger theorem by Levy gives the best modulus of a.u.
continuity of a Brownian motion, and shows that the θ ∈ (0, 12 ) is the best Hoelder
exponent that can be hoped for; a.u. local Hoelder continuity for Brownian motion
with exponent 12 fails.
Corollary 9.4.3. (Brownian Motion on a finite interval is a.u. locally Hoelder with
exponent less than 12 ). Let B : [0,∞)× (Ω ,L,E) → R be a Brownian motion. Let
θ ∈ (0, 12) and a > 0 be arbitrary. Then B|[0,a] is a.u. locally Hoelder with exponent
θ .
Proof. Since θ < 12 , there existsm≥ 0 be so large that θ < (2+2m)−1m. Consider the
process X : [0,1]× (Ω ,L,E)→ R defined by Xt ≡ Bat for each t ∈ [0,1]. Consider each
b > 0 and each r,s ∈ [0,1]. Then the r.r.v. Xs−Xr ≡ Bar−Bat is normally distributed
with mean 0 and variance a|r− s|. Therefore
E|Xs−Xr|2+2m = c0a1+m|r− s|1+m,
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where c0 ≡ EU2+2m is the (2+m)-th moment of a standard normal r.r.v. U . Thus
the process X |Q∞satisfies inequality 9.3.17 of Theorem 9.3.3 with u ≡ 2+ 2m, c0 ≡
c0a
1+m, and w ≡ m. Note that θ < u−1w by the choice of m. Hence, accordingly
to Theorem 9.3.3, the process X is a.u. locally Hoelder with exponent θ , with some
a.u. locally Hoelder coefficient c, and with some modulus of a..u. locally Hoelder
continuity δLocHldr .
Let ε > 0 be arbitrary. Then, according to Definition 9.3.2, there exists measurable
set D with P(Dc)< ε such that, for each ω ∈ D, we have
|Xr(ω)−Xs(ω)|< c|r− s|θ (9.4.12)
for each r,s ∈ [0,1] with |r− s| < δLocHldr(ε).Now consider each ω ∈ D and each
t,u ∈ [0,a] with |t− u|< aδLocHldr(ε). Then inequality 9.4.12 yields
|Bt(ω)−Bu(ω)| ≡ |Xt/a(ω)−Xu/a(ω)|< c|a−1t− a−ss|θ = ca−1|t− s|θ . (9.4.13)
Thus we see that the process B|[0,a] is a.u.. locally Hoelder with exponent θ , according
to Definition 9.3.2, as alleged.
9.5 The Garsia-Rodemich-Rumsey Theorem
In this section, we will restrict our attention to real-valued Gaussian processes with
parameter set [0,1]. We will let σ : [0,1]× [0,1]→ R be an arbitrary continuous sym-
metric positive definite function.
[Garsia, Rodemich, and Rumsey 1970] gives a condition on the modulus of conti-
nuity of σ under which there exists an a.u. continuous Gaussian process X with σ as
covariance functions. The Garsia-Rodemich-Rumsey proof is by showing that the par-
tial sums of the Karhunen-Loeve expansion relative to σ are, under said condition, a.u.
convergent to an a.u. continuous process. We will quote the key real-variable lemma
in [Garsia, Rodemich, and Rumsey 1970]. We will then present a proof of the main
theorem which is, in essence, the proof in the cited paper except that we dispense with
an unnecessary appeal to a version of the submartingale convergence theorem which
states that every submartingale with bounded expectations converges a.u. to some r.r.v.
This version implies the principle of infinite search. The constructive version, Theorem
8.4.5, requires additional information on the convergence of some sequences of expec-
tations, in order to yield the a.u. convergence and the measurability of the limiting
r.r.v.
Instead of supplying a proof of the convergence of the submartingale derived from
the Karhunen-Loeveexpansion, we bypass both the Karhunen-Loeveexpansion and the
use of submartingales. We will derive Borel-Cantelli styled estimates on conditional
expectations, thus sticking to elementary time-domain analysis and obviating the need,
for the present purpose, of more ground work of spectral analysis of the covariance
function. We note that the use of conditional expectations in relation to the Karhunen-
Loeve expansion is mentioned in [Garsia, Rodemich, and Rumsey 1970] for a related
result.
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First some notations. Define
∆σ(s, t)≡ σ(s,s)+σ(t, t)− 2σ(s, t) (9.5.1)
for each t,s∈ [0,1]. It follows from the continuity of σ that ∆σ(s, t)→ 0 as |s− t| → 0.
In the following, recall that
∫ 1
0 ·dp denotes the Riemann-Stieljes integration relative
to an arbitrary distribution function p on [0,1].
Definition 9.5.1. (Two auxiliary functions). Introduce the auxiliary function
Ψ(v)≡ exp(1
4
v2) (9.5.2)
for each v ∈ [0,∞), with its inverse
Ψ−1(u)≡ 2
√
logu (9.5.3)
for each u ∈ [1,∞).

Next we cite, without the proof from [Garsia, Rodemich, and Rumsey 1970], a re-
markable real variable lemma . It derives the global modulus of continuity, inequality
9.5.5 below, of a function from a condition on its local properties, inequality 9.5.4
below. It is key to the main theorem.
Lemma 9.5.2. (Garsia-Rodemich-Rumsey Real Variable Lemma). Let the function
Ψ and its inverse Ψ−1 be as in Definition 9.5.1. Let p : [0,1]→ [0,∞) be an arbitrary
continuous nondecreasing function with p(0) = 0. Let f be an arbitrary continuous
function on [0,1], and let B> 0 be such that the function
Ψ(
| f (t)− f (s)|
p(|t− s|) )
of (t,s) ∈ [0,1]2 is integrable, with∫ 1
0
∫ 1
0
Ψ(
| f (t)− f (s)|
p(|t− s|) )dtds≤ B, (9.5.4)
Then
| f (t)− f (s)| ≤ 8
∫ |t−s|
0
Ψ−1(
4B
u2
)dp(u) (9.5.5)
for each (t,s) ∈ [0,1]2 :
Proof. See [Garsia, Rodemich, and Rumsey 1970].
Recall from Definition 9.0.2 some more notations for dyadic rationals in [0,1]. For
each N ≥ 0, we have pN ≡ 2N ,pN ≡ 22N , ∆N ≡ 2−N , and the enumerated finite sets of
dyadic rationals
QN ≡ {t0, t1, · · · , tp(N)}= {qN.0, · · · ,qN,p(N)} ≡ {0,∆N,2∆N , · · · ,1},
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where the second equality is equality of sets without the enumeration, and
Q∞ ≡
∞⋃
N=0
QN ≡ {t0, t1, · · · }.
Recall that [·]1 is the operation which assigns to each a∈ R an integer [a]1 ∈ (a,a+
2). Recall also the matrix notations in Definition 5.7.1, and the basic properties of
conditional distributions established in Propositions 5.6.6 and 5.8.17. As usual, to
lessen the burden on subscripts, we write the symbols xy and x(y) interchangeably for
any expressions x and y.
Lemma 9.5.3. (Interpolation of Gaussian process with conditional expectations).
Let Y : Q∞ ×Ω → R be an arbitrary centered Gaussian process with a continuous
positive definite covariance function σ . Thus E(Yt−Ys)2 = ∆σ(t,s) for each t,s ∈Q∞.
Let p : [0,1]→ [0,∞) be an arbitrary continuous nondecreasing function such that∨
0≤s,t≤1;|s−t|≤u
(∆σ(s, t))1/2 ≤ p(u)
for each u ∈ [0,1]. Then there exists Y (n) : [0,1]×Ω→ R such that the following holds.
1. Let n≥ 0 and t ∈ [0,1] be arbitrary. Define the r.r.v.
Y
(n)
t ≡ Yt(n)≡ E(Yt |Yt(0), · · · ,Yt(n)).
Then, for each fixed n ≥ 0, the process Y (n) : [0,1]×Ω → R is an a.u. continuous
centered Gaussian process. Moreover, Y
(n)
r = Yr for each r ∈ {t0, · · · , tn}. We will call
the process Y (n) the interpolated approximation of Y by conditional expectations on
{t0, · · · , tn}.
2. For each fixed t ∈ [0,1], the process Yt : {0,1, · · ·} ×Ω → R is a martingale
relative to the filtration L ≡ {L(Yt(0), · · · ,Yt(n)) : n= 0,1, · · ·}.
3. If m> n≥ 1, define
Z
(m,n)
t ≡ Y (m)t −Y (n)t ∈ L(Yt(0), · · · ,Yt(m))
for each t ∈ [0,1]. Let ∆ > 0 be arbitrary. Suppose n is so large that the subset
{t0, · · · , tn} is a ∆-approximation of [0,1]. Define the continuous nondecreasing func-
tion p∆ : [0,1]→ [0,∞) by
p∆(u)≡ p(u)∧2p(∆)
for each u ∈ [0,1]. Then
E(Z
(m,n)
t −Z(m,n)s )2 ≤ p2∆(|t− s|).
Proof. First note that sinceY :Q∞×Ω→R is centered Gaussian with covariance func-
tion σ , we have
E(Yt −Ys)2 = EY 2t − 2EYtYs+EY 2s = σ(t,s)− 2σ(t,s)+σ(t,s)≡ ∆σ(t,s)
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for each t,s ∈ Q∞
1. Let n≥ 0 be arbitrary. Then the r.v. Un ≡ (Yt(0), · · · ,Yt(n)) with values in Rn+1 is
normal, with mean 0 and has the positive definite covariance matrix
σn ≡ EUnUTn = [σ(th, t j)]h=0,··· ;n; j=0,··· ,n.
For each t ∈ [0,1], define
cn,t ≡ (σ(t, t0), · · · ,σ(t, tn)) ∈ Rn+1
and define the Gaussian process Y
(n)
: [0,1]×Ω→ R by
Y
(n)
t ≡ cTn,tσ−1n Un.
Then, since cn,t is continuous in t, the process Y
(n)
is a.u. continuous.
Moreover, for each t ∈Q∞, the conditional expectation of Yt givenUn is, according
to Proposition 5.8.17, given by
E(Yt |Yt(0), · · · ,Yt(n)) = E(Yt |Un) = cTn,tσ−1n Un ≡ Y (n)t . (9.5.6)
ThusY (n)t ≡Yt(n)=Y (n)t . Hence, sinceY (n) is an a.u. continuous and centeredGaussian
process, so is Y (n)t . Assertion 1 is proved. Note that, for each r ∈ {t0, · · · , tn} and for
each m≥ n, we have r ∈ {t0, · · · , tm}, whence Yr ∈ L(Um)
Y
(m)
r = E(Yr|Um) = Yr, (9.5.7)
where the second equality is a trivial consequence of the conditional expectation.
2. Let m> n≥ 1 be arbitrary. Then, for each t ∈ Q∞, we have
E(Y
(m)
t |Un) = E(E(Yt |Um)|Un) = E(Yt |Un) = Y (n)t ,
where the first and third equality are by equality 9.5.6, and where the second equality
is because L(Un)⊂ L(Um). Hence, for each V ∈ L(Un), we have
EY
(m)
t V = EY
(n)
t V
for each t ∈Q∞, and, by continuity, also for each t ∈ [0,1]. Thus E(Y (m)t |Un) =Y (n)t for
each t ∈ [0,1]. We conclude that, for each fixed t ∈ [0,1], the process Yt : {0,1, · · ·}×
Ω → R a martingale relative to the filtration {L(Un) : n = 0,1, · · ·}. Assertion 2 is
proved.
3. Let m> n≥ 1 and t,s ∈ [0,1] be arbitrary. Then
Z
(m,n)
t −Z(m,n)s ≡ Y (m)t −Y (n)t −Y (m)s +Y (n)s = Y (m)t −Y (m)s −E(Y (m)t −Y (m)s |Un).
Hence, by Proposition 5.6.6
E(Z
(m,n)
t −Z(m,n)s )2 ≤ E(Y (m)t −Y (m)s )2
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Suppose t,s ∈ Q∞. Then equality 9.5.6 implies that
Y
(m)
t −Y (m)s = E(Yt −Ys|Um). (9.5.8)
Hence,
E(Z
(m,n)
t −Z(m,n)s )2 ≤ E(Y (m)t −Y (m)s )2 ≤ E(Yt −Ys)2 = ∆σ(t,s),
where t,s ∈ Q∞. are arbitrary, and where the second inequality is by equality 9.5.8 and
by Proposition 5.6.6. By continuity, we therefore have
E(Z
(n,m)
t −Z(n,m)s )2 ≤ E(Y (m)t −Y (m)s )2 ≤ ∆σ(t,s)≤ p2(|t− s|) (9.5.9)
where t,s ∈ [0,1] are arbitrary.
Now let ∆ > 0 be arbitrary. Suppose n ≥ 1 is so large that the subset {t0, · · · , tn}
is a ∆-approximation of [0,1]. Let t ′,s′ ∈ {t0, · · · , tn} be such that |t− t ′| ∨ |s− s′|< ∆.
Then equality 9.5.7 implies that
Z
(m,n)
t′ ≡ Y
(m)
t′ −Y
(n)
t′ = Yt′ −Yt′ = 0, (9.5.10)
with a similar inequality for s′. Applying inequality 9.5.9 to t, t ′ in place of t,s, we
obtain
E(Z
(m,n)
t −Z(m,n)t′ )2 ≤ p2(|t− t ′|)≤ p2(∆),
and a similar inequality for the pair s,s′ in place of t, t ′. In addition, equality 9.5.10
implies
Z
(m,n)
t −Z(m,n)s = (Z(m,n)t −Z(m,n)t′ )− (Z
(m,n)
s −Z(m,n)s′ ).
Hence Minkowski’s inequality yields√
E(Z
(m,n)
t −Z(m,n)s )2 ≤
√
E(Z
(m,n)
t −Z(m,n)t′ )2+
√
E(Z
(m,n)
s −Z(m,n)s′ )2 ≤ 2p(∆).
(9.5.11)
Combining inequalities 9.5.9 and 9.5.11, we obtain
E(Z
(m,n)
t −Z(m,n)s )2 ≤ (p(|t− s|)∧2p(∆))2 ≡ p2∆(|t− s|).
Assertion 3 is proved.
The next lemma prepares for the proof of the main theorem. It contains a redundant
assumption of a.u. continuity, which will be stripped off in the main theorem.
Lemma 9.5.4. (Modulus of a.u. continuity with the redundant assumption of
a.u.continuity). Let V : [0,1]×Ω→ R be an arbitrary a.u. continuous and centered
Gaussian process, with a continuous positive definite covariance function σ . Thus
ξt,s ≡ E(Vt−Vs)2 = ∆σ(t,s)
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for each t,s ∈ [0,1], where the operator ∆ is defined in equality 9.5.1. Let p : [0,1]→
[0,∞) be a continuous increasing function, with p(0) = 0, such that
√− logu is inte-
grable relative to the distribution function p on [0,1]. Thus∫ 1
0
√
− logudp(u)< ∞. (9.5.12)
Suppose ∨
0≤s,t≤1;|s−t|≤u
ξt,s ≤ p(u)2 (9.5.13)
for each u ∈ [0,1]. Then there exists an integrable r.r.v. B with EB≤√2 such that
|V (t,ω)−V(s,ω)| ≤ 16
∫ |t−s|
0
√
log(
4B(ω)
u2
)dp(u) (9.5.14)
for each t,s ∈ [0,1], for each ω ∈ domain(B).
Proof. With positive definiteness of the function σ , the defining equality 9.5.1 implies
that ∆σ(s, t) > 0 for each s, t ∈ [0,1] with |s− t| > 0. Hence, in view of inequality
9.5.21, we have p(u)> 0 for each u ∈ (0,1].
Define the full subset
D≡ {(t,s) ∈ [0,1]2 : |t− s|> 0}
of [0,1]2. Because the process V is a.u. continuous, there exists a full set A⊂ Ω such
thatV (·,ω) is continuous on [0,1]. Moreover,V is a measurable function on [0,1]×Ω.
Define the functionU : [0,1]2×Ω→ R by
domain(U)≡ D×A
and
U(t,s,ω)≡Ψ( |V (t,ω)−V(s,ω)|
p(|t− s|) )
≡ exp(1
4
(V (t,ω)−V(s,ω))2
p(|t− s|)2 ) (9.5.15)
for each (t,s,ω) ∈ domain(U). ThenU is a measurable on [0,1]2×Ω.
Let t,s ∈ [0,1]. be arbitrary. Then ξt,s ≤ p(|t− s|)2. Hence
1√
2piξt,s
exp(
1
4
u2
p(|t− s|)2 )exp(−
1
2
u2
ξt,s
)≤ 1√
2piξt,s
exp(−1
4
u2
ξt,s
). (9.5.16)
The measurable function of (t,s,u) on the right-hand side is integrable on [0,1]2×R
relative to the product Lebesgue integration, with∫ 1
0
∫ 1
0
∫ ∞
−∞
1√
2piξt,s
exp(−1
4
u2
ξt,s
)dudtds=
∫ 1
0
∫ 1
0
√
2dtds=
√
2.
Yuen-Kwok Chan 306 Constructive Probability
9.5. THE GARSIA-RODEMICH-RUMSEY THEOREM
Hence the measurable function of (t,s,u) on the left-hand side of 9.5.16 is integrable
on [0,1]2×R, with integral bounded by√2.
Now let b > 0 be arbitrary. Note that the r.r.v. V (t, ·)−V (s, ·) is Gaussian, with
mean 0 and variance ξt,s. Hence
E
∫ 1
0
∫ 1
0
b∧Udtds
=
∫ 1
0
∫ 1
0
∫ ∞
−∞
b∧ exp(1
4
u2
p(|t− s|)2 )ϕ0,ξ (t,s)(u)dudtds
=
∫ 1
0
∫ 1
0
∫ ∞
−∞
b∧ 1√
2piξt,s
exp(
1
4
u2
p(|t− s|)2 )exp(−
1
2
u2
ξt,s
)dudtds
→
∫ 1
0
∫ 1
0
∫ ∞
−∞
1√
2piξt,s
exp(
1
4
u2
p(|t− s|)2 )exp(−
1
2
u2
ξt,s
)dudtds≤
√
2, (9.5.17)
as b→ ∞. Therefore The Monotone Convergence Theorem 4.4.8 implies that the r.r.v.
U is integrable on [0,1]2×Ω. Hence, by Fubini’s Theorem, the function
B≡
∫ 1
0
∫ 1
0
Udtds≡
∫ 1
0
∫ 1
0
Ψ(
|Vt −Vs|
p(|t− s|) )dtds
is an integrable r.r.v, with expectation given by
E(B)≡ E
∫ 1
0
∫ 1
0
Udtds≤
√
2.
Consider each ω ∈ domain(B). Then
B(ω)≡
∫ 1
0
∫ 1
0
Ψ(
|V (t,ω)−V(s,ω)|
p(|t− s|) )dtds. (9.5.18)
In view of equality 9.5.18, Lemma 9.5.2 implies that
|V (t,ω)−V(s,ω)| ≤ 8
∫ |t−s|
0
Ψ−1(
4B(ω)
u2
)dp(u)≡ 16
∫ |t−s|
0
√
log(
4B(ω)
u2
)dp(u).
(9.5.19)
The lemma is proved.
.
Theorem 9.5.5. . (Garsia-Rodemich-Rumsey Theorem). Let p : [0,1]→ [0,∞) be a
continuous increasing function, with p(0) = 0, such that
√− logu is integrable relative
to the distribution function p on [0,1]. Thus∫ 1
0
√
− logudp(u)< ∞. (9.5.20)
Let σ : [0,1]× [0,1]→ R be an arbitrary symmetric positive definite function such that∨
0≤s,t≤1;|s−t|≤u
(∆σ(s, t))1/2 ≤ p(u). (9.5.21)
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Then there exists an a.u. continuous centered Gaussian process X : [0,1]×Ω→ R with
σ as covariance function. Moreover, there exists an integrable r.r.v. B with EB ≤√2
such that
|X(t,ω)−X(s,ω)| ≤ 16
∫ |t−s|
0
√
log(
4B(ω)
u2
)dp(u)
for each t,s ∈ [0,1], for each ω ∈ domain(B).
Proof. 1. As observed in the beginning of the proof of Lemma 9.5.4, the positive
definiteness of the function σ implies that p(u)> 0 for each u ∈ (0,1].
2. Let
Fσ ≡Φcovar, f jd(σ) (9.5.22)
be the consistent family of normal f.j.d.’s on the parameter set [0,1] associated with
mean function 0 and the given covariance function σ , as defined in equalities 7.2.4 and
7.2.3 of Theorem 7.2.5. Let Y : Q∞ ×Ω → R be an arbitrary process with marginal
distributions given by Fσ |Q∞, the restriction of the family Fσ of the normal f.j.d.’s to
the countable parameter subset Q∞.
3. By hypothesis, the function p is continuous at 0, with p(0) = 0. Hence there
is a modulus of continuity δp,0 : (0,∞)→ (0,∞) such that p(u) < ε for each u with
0≤ u< δp,0(ε), for each ε > 0.
4. Also by hypothesis, the function
√− logu is integrable relative to ∫ 10 ·dp. Hence
there exists a modulus of integrability δp,1 : (0,∞)→ (0,∞) such that∫
(0,c]
√
− logudp(u)< ε
for each c ∈ [0,1] with ∫(0,c] dp= p(c)< δp,1(ε).
5. Let b> 0 be arbitrary. Then
Ψ−1(
4b
u2
)≡ 2
√
2logb− 2logu≤ 2
√
2(
√
logb+
√
− logu) (9.5.23)
where the functions of u on both ends have domain (0,1] and are continuous on (0,1].
Hence these functions are measurable relative to
∫ 1
0 ·dp. Since the right-hand side of
inequality 9.5.23 is an integrable function of u relative to the integration
∫ 1
0 ·dp, so is
the function on the left-hand side.
6. Define m0 ≡ 0. Let k ≥ 1 be arbitrary, but fixed till further notice. In view of
Steps 3-5, there exists mk ≡ mk(δp,0,δp,1)≥ mk−1 so large that
16
∫ ∆(m(k))
0
Ψ−1(
k2
u2
)dp(u)< k−2, (9.5.24)
where ∆m(k) ≡ 2−m(k). Write p0 ≡ pm(0) = 1 and pm(k) ≡ 2m(k).
7. Let n ≥ 0 be arbitrary. Define, as in Lemma 9.5.3, the interpolated process
Y (n) : [0,1]×Ω → R of Y : Q∞ ×Ω → R by conditional expectations on {t0, · · · , tn}.
Then Lemma 9.5.3 implies that (i) Y (n) is a centered Gaussian process, (ii) Y (n) is a.u.
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continuous, and (iii) Y (n)r = Yr for each r ∈ {t0, · · · , tn}. Consequently the difference
process
Z(k) ≡ Z(m(k),m(k−1)) ≡ Y (m(k))−Y (m(k−1))
is a.u. continuous. Note that from Condition (iii), we have
Z
(k)
0 ≡ Y (m(k))0 −Y (m(k−1))0 = Y0−Y0 = 0.
For convenience define the trivial process Z(0) ≡ 0.
8. Let t,s ∈ [0,1] be arbitrary with |t− s|> 0. Then, since {t0, t1, · · · , t j(m(k−1))} is
a ∆m(k−1)-approximation of [0,1], we have, by Lemma 9.5.3,
ξk,t,s ≡ E(Z(k)t −Z(k)s )2 ≡ E(Z(m(k),m(k−1))t −Z(m(k),m(k−1))s )2 ≤ p2k(|t− s|) (9.5.25)
where
pk(u)≡ 2(p(u)∧ p(∆m(k−1)))
for each u ≥ 0. Note that pk(u) is constant for u > ∆m(k−1). Hence the definition of
Riemann-Stieljes integrals implies that, for each nonnegative function f on [0,1]which
is integrable relative to the distribution function p, we have∫ 1
0
f (u)dpk(u) =
∫ ∆(m(k−1))
0
f (u)dpk(u)
= 2
∫ ∆(m(k−1))
0
f (u)dp(u)< ∞. (9.5.26)
In particular∫ 1
0
√
− logudpk(u) = 2
∫ ∆(m(k−1))
0
√
− logudp(u)< ∞ (9.5.27)
9. Inequalities 9.5.25 and 9.5.27 show that the a.u. continuous process Z(k) and
the function pk satisfy the conditions in the hypothesis of Lemma 9.5.4. Accordingly,
there exists an integrable r.r.v. Bk with EBk ≤
√
2 such that
|Z(k)(t,ω)−Z(k)(s,ω)| ≤ 16
∫ |t−s|
0
√
log(
4Bk(ω)
u2
)dpk(u)
= 16
∫ |t−s|∧∆(m(k−1))
0
√
log(
4Bk(ω)
u2
)dp(u) (9.5.28)
for each t,s ∈ [0,1], for each ω ∈ domain(Bk).
10. Let αk ∈ (2−3k2,2−2k2) be arbitrary, and define Ak ≡ (Bk ≤ αk). Chebychev’s
inequality then implies that
P(Ack)≡ P(Bk > αk)≤ α−1k
√
2< 23
√
2k−2.
Consider each ω ∈ Ak. Then inequality 9.5.28 implies that, for each t,s ∈ [0,1], we
have
|Z(k)t (ω)−Z(k)s (ω)| ≤ 16
∫ ∆(m(k−1))
0
√
log(
4αk
u2
)dp(u)
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≤ 16
∫ ∆(m(k−1))
0
√
log(
k2
u2
)dp(u)< (k− 1)−2, (9.5.29)
where the last inequality is by inequality 9.5.24. In particular, if we set s= 0 and recall
that Z(k)0 = 0, we obtain
|Y (m(k))t (ω)−Y (m(k−1))t (ω)| ≡ |Z(k)t (ω)|< (k− 1)−2,
where ω ∈ Ak is arbitrary, if k > 1. Since P(Ack) < 23
√
2k−2, we conclude that Y (m(k))t
converges a.u. to the limit r.r.v. Xt ≡ limk→∞Y (m(k))t . Thus we obtain the limiting
process X : [0,1]×Ω→ R.
11. We will next prove that the process X is a.u. continuous. To that end, note
that, since Y (m(k)) is an a.u. continuous process according to Condition (ii) in Step 7,
there exist a measurable set Dk with P(Dck)< k
−1 and some δk > 0, such that, for each
ω ∈ Dk, we have
|Y (m(k))t (ω)−Y (m(k))s (ω)|< k−1
for each t,s ∈ [0,1] with |s− t| < δk. Separately, define the measurable set Ck ≡⋂∞
h=k+1Ah. Then P(C
c
k)≤ ∑∞h=k+1 23
√
2k−2 < 23
√
2k−1.
Now consider each ω ∈DkCk, and each t,s ∈ [0,1] with |s− t|< δk. Then
Xt(ω) =Y
(m(k))
t (ω)+
∞
∑
h=k+1
(Y
(m(h))
t (ω)−Y (m(h−1))t (ω))≡Y (m(k))t (ω)+
∞
∑
h=k+1
Z
(h)
t (ω),
with a similar equality when t is replaced by s. Hence
|Xt(ω)−Xs(ω)| ≤ |Y (m(k))t (ω)−Y (m(k))s (ω)|+ |
∞
∑
h=k+1
(Z
(h)
t (ω)−Z(h)s (ω))|
≤ |Y (m(k))t (ω)−Y (m(k))s (ω)|+
∞
∑
h=k+1
h−2
≤ k−1+ k−1 = 2k−1,
where ω ∈ DkCk and t,s ∈ [0,1] with |s− t| < δk are arbitrary. Since P(DkCk)c <
k−1 + 23
√
2k−1 and 2k−1 are arbitrarily small if k ≥ 1 is sufficiently large, we see
that X : [0,1]×Ω → R is an a.u. continuous process. Consequently, the process X is
continuous in probability.
12. Nowwe will verify that the process X is Gaussian, centered, and has covariance
function σ . Note that X |Q∞ = Y . Hence X |Q∞ has marginal distributions given by the
family Fσ |Q∞ of f.j.d.’s. Since the process X and the family Fσ are continuous in
probability, and since the subset Q∞ is dense in the parameter set [0,1], it follows that
X has marginal distributions given by the family Fσ . Thus X is Gaussian, centered,
and has covariance function σ .
13. Therefore
ξt,s ≡ E(Xt −Xs)2 = ∆σ(t,s)≤ p2(|t− s|).
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In view of inequalities 9.5.20 and 9.5.21 in the hypothesis, the conditions in Lemma
9.5.4 are satisfied by the process X and the function p. Hence Lemma 9.5.4 implies the
existence of an integrable r.r.v. B with EB≤√2 such that
|X(t,ω)−X(s,ω)| ≤ 16
∫ |t−s|
0
√
log(
4B(ω)
u2
)dp(u) (9.5.30)
for each t,s ∈ [0,1], for each ω ∈ domain(B), as desired.
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Chapter 10
a.u. Càdlàg Processes
In this chapter, let (S,d) be a locally compact metric space, with a fixed reference
point x◦. As usual, write d̂ ≡ 1∧d. We will study processes X : [0,∞)×Ω→ S whose
sample paths are right continuouswith left limits, or càdlàg (the commonly used French
acronym "continue à droite, limite à gauche").
Classically, the proof of existence of such processes relies on Prokhorov’s Relative
Compactness Theorem. As discussed in the beginning of Chapter 9 of the present
book, this theorem implies the principle of infinite search. We will therefore bypass
Prokhorov’s theorem, in favor of direct proofs using Borel-Cantelli estimates.
In Section 1 a version of Skorokhod’s definition of càdlàg functions from [0,∞) to
S. Each càdlàg function will come with a modulus of càdlàg, much as a continuous
function comes with a modulus of continuity. In Section 2 we study a Skorokhod
metric dD on the space D of càdlàg functions.
In Section 3 we define an a.u. càdlàg process X : [0,1]×Ω→ S as a process which
is continuous in probability and which has, almost uniformly, càdlàg sample functions.
In Section 4, we introduce aD-regular process Z :Q∞×Ω→ S, in terms of the marginal
distributions of Z, where Q∞ is the set of dyadic rationals in [0,1]. We then prove, in
Sections 4 and 5, that a process X : [0,1]×Ω→ S is a.u. càdlàg iff its restriction X |Q∞
isD-regular, or equivalently, iff X is the extension, by right limit, of aD-regular process
Z. Thus we obtain a characterization of an a.u. càdlàg processes in terms of conditions
on its marginal distributions. Equivalently, we have a procedure to construct an a.u.
càdlàg process X from a consistent family F of f.j.d.’s which is D-regular. We will
derive the modulus of a.u. càdlàg of X from the given modulus of D-regularity of F .
In Section 6, we will prove that this construction is metrically continuous, in epsilon-
delta terms. Such continuity of construction also seems to be hitherto unknown. In
Sections 7 we apply the construction to obtain a.u. càdlàg processes with strongly right
continuous marginal distributions; in Section 8, to a.u. càdlàg Martingales; in Section
9, to processes which are right Hoelder in a sense to be made precise there. In Sec-
tion 10, we state the generalization of definitions and results in Sections 1-9, to the
parameter interval [0,∞), without giving the straightforward proofs.
Before proceeding, we remark that our constructive method for a.u. càdlàg pro-
cesses is by using certain accordion functions, defined in Definition 10.5.3, as time-
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varying boundaries for hitting times. This will be clarified as we go along. This method
was first used in [Chan 1974] to construct an a.u. càdlàg Markov process from a given
strongly continuous semigroup.
Definition 10.0.1. (Notations for dyadic rationals). For ease of reference, we restate
he following notations in Definition 9.0.2 related to dyadic rationals. For each m ≥ 0,
define pm ≡ 2m, ∆m ≡ 2−m, and recall the enumerated set of dyadic rationals
Qm ≡ {t0, t1, · · · , tp(m)}= {qm,0, · · · ,qm,p(m)} ≡ {0,∆m,2∆m, · · · ,1} ⊂ [0,1],
where the second equality is equality of sets without the enumeration, and recall the
enumerated set
Q∞ ≡
∞⋃
m=0
Qm ≡ {t0, t1, · · · },
where the second equality is equality of sets without the enumeration. Thust
Qm ≡ {qm,0, · · · ,qm,p(m)} ≡ {0,2−m,2 ·2−m, · · · ,1}
is a 2−m-approximation of [0,1], with Qm ⊂ Qm+1, for each m≥ 0.
Moreover, for each m≥ 0, recall the enumerated set of dyadic rationals
Qm ≡ {u0,u1, · · · ,up(2m)} ≡ {0,2−m,2 ·2−m, · · · ,2m} ⊂ [0,2m],
and
Q∞ ≡
∞⋃
m=0
Qm ≡ {u0,u1, · · · },
where the second equality is equality of sets without the enumeration.
10.1 Càdlàg Functions
Recall some notations and conventions. To minimize clutter, a subscripted expression
ab will be written interchangeably with a(b). For an arbitrary function x, we write x(t)
only with the explicit or implicit condition that t ∈ domain(x). If X : A×Ω → S is a
random field, and if B is a subset of A, then X |B≡ X |(B×Ω) denotes the random field
obtained by restricting the parameter set to B.
Definition 10.1.1. (Pointwise left- and right limits). Let Q be an arbitrary subset of
[0,∞). Let the function x : Q→ S be arbitrary such that domain(x) is dense in Q. Let
the point t ∈Q be arbitrary.
The function x is said to be right continuous at a point t ∈ domain(x) if limr→t;r≥t x(r)=
x(t). The function x is said to have a left limit at a point t ∈ Q if limr→t;r<t x(r) exists.
Suppose, for each t ∈ Q such that limr→t;r≥t x(r) exists, we have t ∈ domain(x).
Then we say that the function x is right complete.

Recall that the function x is said to be continuous at t if t ∈ domain(x) and if
limr→t x(r) = x(t). Trivially, if x is continuous at t then it is right continuous and has
left limit at t.
The next definition is essentially Skorokhod’s characterization of càdlàg functions.
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Definition 10.1.2. (Càdlàg function on [0,1]). Let (S,d) be a locally compact metric
space. Let x : [0,1]→ S be a function such that domain(x) contains the enumerated set
Q∞ of dyadic rationals in [0,1]. Suppose the following conditions are satisfied.
1. (Right continuity). The function x is right continuous at each t ∈ domain(x), and
is continuous at t = 1.
2. (Right completeness). Let t ∈ [0,1] be arbitrary. If limr→t;r>t x(r) exists, then
t ∈ domain(x).
3. (Approximation by step functions). For each ε > 0, there exist δcdlg(ε) > 0,
p≥ 1, and a sequence
0= τ0 < τ1 < · · ·< τp−1 < τp = 1 (10.1.1)
in domain(x), such that (i) for each i= 1, · · · , p, we have
τi− τi−1 ≥ δcdlg(ε)
and (ii) for each i= 0, · · · , p− 1, we have
d(x,x(τi))≤ ε, (10.1.2)
on the interval θi ≡ [τi,τi+1) or θi ≡ [τi,τi+1] according as i ≤ p− 2 or i = p− 1.
We will call (τi)i=0,··· ,p a sequence of ε-division points of x with separation at least
δcdlg(ε).
Then x said to be a càdlàg function on [0,1] with values in S, with the operation
δcdlg as a modulus of càdlàg. Here we let brevity supersede grammar.
We will let D[0,1] denote the set of càdlàg functions. Two members of D[0,1] are
considered equal if they are equal as functions, i.e. if they have the same domain and
have equal values in the common domain.

Note that Condition 3 implies that the end points 0,1 are in domain(x). Condition
3 implies also that p≤ δcdlg(ε)−1. Let x,y ∈D[0,1] be arbitrary, with moduli of càdlàg
δcdlg,δ
′
cdlg respectively. Then the operation δcdlg∧δ ′cdlg is obviously a common modu-
lus of càdlàg of x,y. The next lemma is a simple consequence of right continuity, and
generalizes its counterpart forC[0,1].
Lemma 10.1.3. (A càdlàg function is uniquely determined by its values on a dense
subset of its domain). Let x,y ∈ D[0,1] be arbitrary. Suppose B ≡ domain(x)∩
domain(y) contains a dense subset A of [0,1]. Then the following holds.
1. Let t ∈ B and α > 0 be arbitrary. Then there exists r ∈ [t, t+α)∩A such that
d(x(t),x(r))∨d(y(t),y(r)) ≤ α. (10.1.3)
2. Let f : S2 → R be a uniformly continuous function. Let c ∈ R be arbitrary such
that f (x(r),y(r)) ≤ c for each r ∈ A. Then f (x,y)≤ c. In other words f (x(t),y(t))≤ c
for each t ∈ domain(x)∩domain(y). The same assertion holds when ”≤ ” is replaced
by ”≥ ” or by ”= ”. In particular, if d(x(r),y(r)) ≤ ε for each r ∈ A, for some ε > 0,
then f (x,y) ≤ ε on domain(x)∩domain(y).
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3. Suppose x(r) = y(r) for each r ∈ A. Then x = y. In other words, domain(x) =
domain(y) and x(t) = y(t) for each t ∈ domain(x).
4. Let λ : [0,1]→ [0,1] be an arbitrary continuous and increasing function with
λ (0) = 0 and λ (1) = 1. Then x◦λ ∈ D[0,1].
Proof. Let δcdlg be a common modulus of càdlàg of x and y.
1. Let t ∈ B and α > 0 be arbitrary. Let (τi)i=0,··· ,p and (τ ′i )i=0,··· ,p′ be sequences
of α2 -division points of x and y respectively, with separation at least δcdlg(
α
2 ). Then
τp−1 ∨ τ ′p′−1 < 1. Hence either (i) t < 1, or (ii) τp−1 ∨ τ ′p′−1 < t. Consider Case (i).
Since x,y are right continuous at t, according to Definition 10.1.2, and since A is dense
in [0,1], there exists r in A∩ [t,1∧ (t+α)) such that
d(x(t),x(r))∨d(y(t),y(r)) ≤ α,
as desired. Consider Case (ii). Take r ∈ (τp−1 ∨ τ ′p′−1, t)∩A. Then t,r ∈ [τp−1,1]∩
[τ ′
p′−1,1]. Hence Condition 3 in Definition 10.1.2 implies that
d(x(t),x(r)) ≤ d(x(τp−1),x(t))∨d(x(τp−1),x(r))≤ α2 +
α
2
= α.
Similarly, d(y(t),y(r))≤ α. Assertion 1 is proved.
2. Let t ∈ B be arbitrary. By Assertion 1, for each k≥ 1, there exists rk ∈ [t, t+ 1k )A
such that inequality
d(x(t),x(rk))∨d(y(t),y(rk))≤
1
k
.
holds. Hence, by right continuity of x,y and continuity of f , we have
f (x(t),y(t)) = lim
k→∞
f (x(rk),y(rk))≤ c.
3. By hypothesis, d(x(r),y(r)) = 0 for each r ∈ A. Let t ∈ domain(x) and ε > 0 be
arbitrary. Since x is right continuous at t, there exists c> 0 such that
d(x(r),x(t)) < ε (10.1.4)
for each r ∈ [t, t+c)∩domain(x). Consider each s∈ [t, t+c)∩domain(y). Let α ≡ (t+
c−s)∧ε . By Assertion 1 applied to the pair y,y in D[0,1], there exists r ∈ [s,s+α)∩A
such that d(y(s),y(r))≤ α ≤ ε . Then r ∈ [t, t+c)∩A, whence inequality 10.1.4 holds.
Combining,
d(y(s),x(t)) ≤ d(y(s),y(r))+ d(y(r),x(r))+ d(x(r),x(t)) < ε + 0+ ε = 2ε.
Since ε > 0 is arbitrary, we see that lims→t;s>t y(s) exists and is equal to x(t). Hence
the right completeness Condition 2 in Definition 10.1.2 implies that t ∈ domain(y).
Condition 1 in Definition 10.1.2 then implies that y(t) = lims→t;s>t y(s) = x(t). Since
t ∈ domain(x) is arbitrary, we conclude that domain(x) ⊂ domain(y) and x = y on
domain(x). By symmetry, domain(x) = domain(y).
4. Since λ is continuous and increasing, it has an inverse λ−1 which is also con-
tinuous and increasing, with some modulus of continuity δ¯ . Let δcdlg be a modulus
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of càdlàg of x. We will prove that x ◦λ is càdlàg, with δ1 ≡ δ¯ ◦ δcdlg as a modulus of
càdlàg. To that end, let ε > 0 be arbitrary. Let
0≡ τ0 < τ1 < · · ·< τp−1 < τp = 1 (10.1.5)
be a sequence of ε-division points of x with separation at least δcdlg(ε). Thus, for each
i= 1, · · · , p, we have τi−τi−1 ≥ δcdlg(ε). Suppose λ τi−λ τi−1 < δ¯ (δcdlg(ε)) for some
i = 1, · · · , p. Then, since δ¯ is a modulus of continuity of the inverse function λ−1, it
follows that
τi− τi−1 = λ−1λ τi−λ−1λ τi−1 < δcdlg(ε),
a contradiction. Hence
λ τi−λ τi−1 ≥ δ¯ (δcdlg(ε))≡ δ1(ε)
for each i= 1, · · · , p. Moreover, for each i= 0, · · · , p− 1, we have
d(x,x(τi))≤ ε (10.1.6)
on the interval θi ≡ [τi,τi+1) or θi ≡ [τi,τi+1] according as i≤ p−2 or i= p−1. Since
the function λ is increasing, it follows that
d(x◦λ ,x◦λ (τi))≤ ε (10.1.7)
on the interval θ ′i ≡ [λ−1τi,λ−1τi+1) or θ ′i ≡ [λ−1τi,λ−1τi+1] according as i ≤ p− 2
or i= p− 1. Thus the sequence
0= λ−1τ0 < λ−1τ1 < · · ·< λ−1τp−1 < λ−1τp = 1
is a sequence of ε-division points of x with separation at least δ1(ε). Condition 3 in
Definition 10.1.2 has been proved for the function x ◦ λ . In view of the monotonic-
ity and continuity of the function λ , the other conditions can also be easily verified.
Accordingly, the function x◦λ is càdlàg, with a modulus of càdlàg δ1.
Proposition 10.1.4. (Points of continuity of càdlàg function). Let x ∈ D[0,1] be
arbitrary with a modulus of càdlàg δcdlg. Then the function x on [0,1] is continuous at
the end points 0 and 1. Moreover, domain(x) contains all but countably many points in
[0,1].
More precisely, for each k≥ 1, let (τk,i)i=0,··· ,p(k) be a sequence of 1k -division points
of x with separation at least δcdlg(
1
k
). Then the following holds.
1. Define the set A≡⋂∞k=1⋃p(k)−1i=0 θ k,i, where θ k,i≡ [τk,i,τk,i+1) or θ k,i≡ [τk,i,τk,i+1]
according as i = 0, · · · , pk− 2 or i= pk− 1. Then the set A contains all but countably
many points in [0,1], and is a subset of domain(x).
2. Define the set A′ ≡ ⋂∞k=1⋃p(k)−1i=0 θ ′k,i, where θ ′k,i ≡ [0,τk,1] or θ ′k,i ≡ (τk,i,τk,i+1]
according as i= 0 or i= 1, · · · , pk−1. Then the set A′ contains all but countably many
points in [0,1], and the function x has a left limit at each t ∈ A′.
3. Define the set A′′ ≡ ⋂∞k=1⋃p(k)−1i=0 (τk,i,τk,i+1). Then the set A′′ contains all but
countably many points in [0,1], and the function x is continuous at each t ∈ A′′.
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4. The function x is bounded on domain(x). Specifically,
d(x◦,x(t))≤ b≡
p(1)−1∨
i=0
d(x◦,x(τ1,i))+ 1
for each t ∈ domain(x), where x◦ is an arbitrary, but fixed, reference point in S.
Proof. By Definition 10.1.2, we have 1 ∈ domain(x). Condition 3 in Definition 10.1.2
implies that 0= τ1,0 ∈ domain(x) and that x is continuous at 0 and 1.
1. Let t ∈ A be arbitrary. Let k ≥ 1 be arbitrary. Then t ∈ θ k,i for some i. =
0, · · · , pk−1. Let δ0 ≡ τk,i+1− t or δ0 ≡ 2 according as i= 0, · · · , pk−2 or i= pk−1.
Then domain(x)∩ [t, t+ δ0) is a nonempty subset of θ k,i. Moreover, by Condition 3
of Definition 10.1.2, we have d(x(r),x(τk,i)) ≤ 1k for each r ∈ domain(x)∩ [t, t+ δ0).
Hence d(x(r),x(s)) ≤ 2
k
for each r,s ∈ domain(x)∩ [t, t + δ0). Since 2k is arbitrarily
small, and since the metric space (S,d) is complete, we see that limr→t;r≥t x(r) ex-
ists. The right completeness Condition 2 of Definition 10.1.2 therefore implies that
t ∈ domain(x). We conclude that A⊂ domain(x).
2. Let t ∈ A′ be arbitrary. Let k ≥ 1 be arbitrary. Then t ∈ θ ′k,i for some i. =
0, · · · , pk − 1. Let δ0 ≡ 2 or δ0 ≡ t − τk,i according as i. = 0 or i. = 1, · · · , pk − 1.
Then domain(x)∩ (t − δ0, t) is a nonempty subset of θ k,i. Moreover, by Condition
3 of Definition 10.1.2, we have d(x,x(τk,i)) ≤ 1k for each r ∈ domain(x)∩ (t− δ0, t).
Argument similar to the previous paragraph then shows that limr→t;r<t x(r) exists.
3. Since A′′ ⊂ A, we have A′ ⊂ domain(x), thanks to Assertion 1 above. Let t ∈ A′′
be arbitrary. Let k ≥ 1 be arbitrary. Then t ∈ (τk,i,τk,i+1) for some i. = 0, · · · , pk− 1.
Hence, by Condition 3 of Definition 10.1.2, we have d(x(r),x(t)) ≤ 2
k
for each r ∈
domain(x)∩ (τk,i,τk,i+1). We conclude that the function x is continuous at t .
4. Finally, observe that each of the sets A, A′, and A′′ contains the metric comple-
ment of the countable subset {τk,i}. Thus each contains all but countably many points
in [0,1], and is dense in [0,1]. Now let t ∈ A ⊂ domain(x) be arbitrary. Then t ∈ θ1,i
for some i= 0, · · · , p1− 1. Hence
d(x◦,x(t))≤ d(x◦,x(τ1,i))+ d(x(τ1,i),x(t))) ≤ b≡
p(1)−1∨
j=0
d(x◦,x(τ1, j))+ 1.
Since A is dense in [0,1] and since the function d : S2 → R is uniformly continuous,
Lemma 10.1.3 implies that d(x◦,x(r)) ≤ b for each r ∈ domain(x).
Proposition 10.1.5. (a.u. right continuity of càdlàg function). Let x ∈ D[0,1] be
arbitrary, with a modulus of càdlàg δcdlg. For each α > 0, let h ≡ [2+ 0∨− log2 α]1,
and define
δrc(α,δcdlg)≡ 2−hδcdlg(2−h)> 0.
Let ε > 0 be arbitrary. Then there exist a Lebesgue measurable subset A of domain(x)
with Lebesgue measure µ(A)< ε , such that for each α ∈ (0,ε), we have
d(x(t),x(s)) < α
for each t ∈ A∩domain(x) and s ∈ [t, t+ δrc(α,δcdlg))∩domain(x).
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Proof. 1. Let h ≥ 0 be arbitrary. Write αh ≡ 2−h. Then there exist an integer ph ≥ 1
and a sequence
0= τh,0 < τh,1 < · · ·< τh,p−1 < τh,p(h) = 1 (10.1.8)
in domain(x), such that (i) for each i= 1, · · · , ph, we have
τh,i− τh,i−1 ≥ δcdlg(αh) (10.1.9)
and (ii) for each i= 0, · · · , ph− 1, we have
d(x,x(τh,i))≤ αh, (10.1.10)
on the interval θh,i ≡ [τh,i,τh,i+1) or θh,i ≡ [τh,i,τh,i+1] according as i ≤ ph− 2 or i =
ph− 1.
2. Let i= 0, · · · , ph− 1 be arbitrary. Define
θ h,i ≡ [τh,i,τh,i+1−αh(τh,i+1− τh,i))⊂ θh,i. (10.1.11)
Define θh ≡
⋃p(h)−1
i=0 θ h,i. Then
µ(θ h) =
p(h)−1
∑
i=0
µ(θ h,i) =
p(h)−1
∑
i=0
(τh,i+1− τh,i)(1−αh) = 1−αh,
whence µθhc = αh ≡ 2−h, where h≥ 0 is arbitrary.
3. Now let ε > 0 be arbitrary, and let k ≡ [1+0∨− log2 ε]1. Define A≡
⋃∞
h=k θ h
c.
Then
µ(A)≤
∞
∑
h=k+1
2−h = 2−k < ε.
Consider each t ∈ Ac ∩ domain(x). Let α ∈ (0,ε) be arbitrary, and let h ≡ [2+ 0∨
− log2 α]1. Then
h> 2+ 0∨− log2 α > 2+(1+ 0∨− log2 ε)> k,
Hence h≥ k+1 and so t ∈ Ac ⊂ θ h. Therefore t ∈ θ h,i ≡ [τh,i,τh,i+1−αh(τh,i+1−τh,i))
for some i= 0, · · · , ph− 1. Moreover,
c
Now let s ∈ [t, t+ δrc(α,δcdlg))∩domain(x) be arbitrary. Then
τh,i ≤ s≤ t+ δrc(α,δcdlg)
< τh,i+1−αh(τh,i+1− τh,i)+ δrc(α,δcdlg)
≤ τh,i+1− 2−hδcdlg(2−h)+ 2−hδcdlg(2−h) = τh,i+1
Hence s, t ∈ [τh,i,τh,i+1). It follows that
d(x(s),x(τh,i))∨d(x(t),x(τh,i))≤ αh
and therefore that
d(x(s),x(t))≤ 2αh = 2−h+1 < α.
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The next proposition shows that if a function satisfies all the conditions in Defi-
nition 10.1.2 except perhaps the right completeness Condition 2, then it can be right
completed and extended to a càdlàg function. This is analogous to the completion of a
uniformly continuous function on a dense subset of [0,1].
Proposition 10.1.6. (Right-limit extension and càdlàg completion). Let (S,d) be
a locally compact metric space. Suppose Q = [0,1] or Q = [0,∞). Let x : Q→ S be
a function whose domain is dense in Q, and which is right continuous at each t ∈
domain(x). Define its right-limit extension x : Q→ S by
domain(x)≡ {t ∈ Q; lim
r→t;r≥t
x(r) exists}, (10.1.12)
and by
x(t)≡ lim
r→t;r≥t
x(r) (10.1.13)
for each t ∈ domain(x). Then the following holds.
1. The function x is right continuous at each t ∈ domain(x).
2. Suppose t ∈ Q is such that limr→t;r≥t x(r) exists. Then t ∈ domain(x).
3. Suppose Q = [0,1]. Suppose, in addition, that δcdlg : (0,∞) → (0,∞) is an
operation such that x and δcdlg satisfy Conditions 3 in Definition 10.1.2. Then x ∈
D[0,1]. Moreover, x has δcdlg as a modulus of càdlàg. Furthermore, x= x|domain(x).
We will then call x the càdlàg completion of x.
Proof. 1. Since, by hypothesis, x is right continuous at each t ∈ domain(x), it follows
from the definition of x that domain(x) ⊂ domain(x) and that x = x on domain(x).
In other words, x = x|domain(x). Since domain(x) is, by hypothesis, dense in Q, so
is domain(x). Now let t ∈ domain(x) and ε > 0 be arbitrary. Then, by the defining
equality 10.1.13,
x(t)≡ lim
r→t;r≥t
x(r).
Hence there exists δ0 > 0 such that
d(x(t),x(r))≤ ε (10.1.14)
for each r ∈ domain(x)∩ [t, t+ δ0). Let s ∈ domain(x)∩ [t, t+ δ0) be arbitrary. Then,
again by the defining equalities 10.1.12 and 10.1.13, there exists a sequence (r j) j=1,2,···
in domain(x)∩ [s, t + δ0) such that r j → s and x(s) = lim j→∞ x(r j). For each j ≥ 1,
we then have r j ∈ domain(x)∩ [t, t+ δ0). Hence inequality 10.1.14 holds for r = r j,
for each j ≥ 1. Letting j→ ∞, we therefore obtain d(x(t),x(s)) ≤ ε . Since ε > 0 is
arbitrary, we conclude that x is right continuous at t. Assertion 1 has thus been verified.
2. Next suppose limr→t;r≥t x(r) exists. Then, since x= x|domain(x), the right limit
lim
r→t;r≥t
x(r) = lim
r→t;r≥t
x(r)
exists. Hence t ∈ domain(x) by the defining equality 10.1.12. Condition 2 of Definition
10.1.2 has been proved for x.
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3. Now let ε > 0 be arbitrary. Because x= x|domain(x), each sequence (τi)i=0,··· ,p
of ε-division points of x, with separation at least δcdlg(ε), is also a sequence of ε-
division points of x with separation at least δcdlg(ε). Therefore Condition 3 in Defini-
tion 10.1.2 holds for x and the operation δcdlg. Summing up, the function x is càdlàg,
with δcdlg as a modulus of càdlàg.
The next definition introduces simple càdlàg functions as càdlàg completion of step
functions.
Definition 10.1.7. (Simple càdlàg function). Let 0= τ0 < · · ·< τp−1 < τp = 1 be an
arbitrary sequence in [0,1] such that
p‘∧
i=1
(τi− τi−1)≥ δ0
for some δ0 > 0. Let x0, · · · ,xp−1 be an arbitrary sequence in S .
Define a function z : [0,1]→ S by
domain(z)≡
p−1⋃
i=0
θi, (10.1.15)
where θi ≡ [τi,τi+1) or θi ≡ [τi,τi+1] according as i= 0, · · · , p−2 or i= p−1, and by
z(r) ≡ xi
for each r ∈ θi, for each i= 0, · · · , p− 1. Let x≡ Z ∈ D[0,1] be the càdlàg completion
of z. Then x is called the simple càdlàg function determined by the pair of sequences
((τi)i=0,··· ,p−1,(xi)i=0,··· ,p−1). In symbols, we then write
x≡Φsmpl((τi)i=0,··· ,p−1,(xi)i=0,··· ,p−1),
or simply x ≡ Φsmpl((τi),(xi)) when the range of subscripts is understood. The se-
quence (τi)i=0,··· ,p is then called the sequence of division points of the simple càdlàg
function x. The next lemma verifies that x is a well-defined càdlàg function, with the
constant operation δcdlg(·)≡ δ0 as a modulus of càdlàg.

Lemma 10.1.8. (Simple càdlàg functions are well defined). Use the notations and
assumptions in Definition 10.1.7. Then z and δcdlg satisfy the conditions in Proposition
10.1.6. Accordingly, the càdlàg completion Z ∈D[0,1] of z is well-defined.
Proof. First note that domain(z) contains the metric complement of {τ1, · · · ,τp} in
[0,1]. Hence domain(z) is dense in [0,1]. Let t ∈ domain(z) be arbitrary. Then t ∈ θi
for some i= 0, · · · , p− 1. Hence, for each r ∈ θi, we have z(r) ≡ xi ≡ z(t). Therefore
z is right continuous at t. Conditions 1 in Definition 10.1.2 has been verified for z. The
proof of Condition 3 in Definition 10.1.2 for z and δcdlg being trivial, the conditions in
Proposition 10.1.6 are satisfied.
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Lemma 10.1.9. (Insertion of division points leave a simple càdlàg function un-
changed). Let p ≥ 1 be arbitrary. Let 0 ≡ q0 < q1 < · · · < qp ≡ 1 be an arbitrary
sequence in [0,1], with an arbitrary subsequence 0 ≡ qi(0) < qi(1) < · · · < qi(κ) ≡ 1.
Let (w0, · · · ,wκ−1) be an arbitrary sequence in S. Let
x≡Φsmpl((qi(k))k=0,··· ,κ−1,(wk)k=0,··· ,κ−1).
Let
y= Φsmpl((q j) j=0,··· ,p−1,(x(q j)) j=0,··· ,p−1). (10.1.16)
Then x= y.
Proof. Let j = 0, · · · , p− 1 and t ∈ [q j,q j+1) be arbitrary. Then t ∈ [q j,q j+1) ⊂
[qi(k),qi(k−1)) for some unique k= 0, · · · ,κ−1. Hence y(t) = x(q j) = wk = x(t). Thus
y= x on the dense subset
⋃p−1
j=0 [q j,q j+1) of domain(y∩domain(x). Hence, by Lemma
10.1.3, we have y= x.
10.2 Skorokhod Space D[0,1] of Càdlàg Functions
Following Skorokhod, via [Billingsley 1968], we proceed to define a metric on the
space D[0,1] of càdlàg functions. This metric is similar to the supremum metric in
C[0,1], except that it allows a small distortion of the time scale in [0,1] by some con-
tinuous and increasing function λ : [0,1]→ [0,1] with λ (0) = 0 and λ (1) = 1.
Let λ ,λ ′ be any such continuous and increasing functions. We will write, for ab-
breviation, λ t for λ (t), for each t ∈ [0,1]. We will write λ−1 for the inverse of λ , and
write λ ′λ ≡ λ ′ ◦λ for the composite function.
Definition 10.2.1. (Skorokhod metric). Let Λ denote the set of continuous and in-
creasing functions λ : [0,1]→ [0,1] with λ0 = 0 and λ1 = 1, such that there exists
c> 0 with
| log λ t−λ s
t− s | ≤ c, (10.2.1)
or, equivalently,
e−c(t− s)≤ λ t−λ s≤ ec(t− s),
for each 0≤ s< t ≤ 1. We will call Λ the set of admissible functions on [0,1].
Let x,y ∈D[0,1] be arbitrary. Let Ax,y denote the set consisting of all pairs (c,λ ) ∈
[0,∞)×Λ such that inequality 10.2.1 holds for each 0≤ s< t ≤ 1, and such that
d(x,y◦λ )≤ c. (10.2.2)
Recall that the last inequalitymeans d(x(t),y(λ t))≤ c for each t ∈ domain(t)∩λ−1domain(y).
Let
Bx,y ≡ {c ∈ [0,∞) : (c,λ ) ∈ Ax,y f or some λ}
Define the metric dD[0,1] on D[0,1] by
dD[0,1](x,y)≡ infBx,y. (10.2.3)
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We will presently prove that dD[0,1] is well-defined and is indeed a metric, called the
Skorokhod metric on D[0,1]. When the interval [0,1] is understood, we write dD for
dD[0,1].

Intuitively, the number c bounds both the (i) error in the time measurement, repre-
sented by the distortion λ , and (ii) the supremum distance between the functions x and
y when allowance is made for said error. Existence of the infimum in equality 10.2.3
would follow easily from the principle of infinite search. We will supply such a a con-
structive proof, in the following Lemmas 10.2.4 through 10.2.7 and Proposition 10.2.8.
Proposition 10.2.9 will complete the proof that dD[0,1] is a metric. Then we will prove
that the Skorokhod metric space (D[0,1],dD) is complete.
First two elementary lemmas.
Lemma 10.2.2. (A condition for existence of infimum or supremum). Let B be an
arbitrary nonempty subset of R.
1. Suppose, for each k ≥ 0, there exists αk ∈ R such that (i) αk ≤ c+ 2−k for each
c ∈ B, and (ii) c≤ αk+ 2−k for some c ∈ B. Then infB exists, and infB= limk→∞ αk,
with αk− 2−k ≤ infB≤ αk+ 2−k for each k ≥ 0.
2. Suppose, for each k≥ 0, there exists αk ∈ R such that (iii) αk ≥ c−2−k for each
c ∈ B, and (iv) c≥ αk−2−k for some c ∈ B. Then supB exists, and supB= limk→∞ αk
, with αk− 2−k ≤ supB≤ αk+ 2−k for each k ≥ 0.
Proof. Let h,k≥ 0 be arbitrary. Then, by Condition (ii), there exists c∈B such that c≤
αk+2−k. At the same time, by Condition (i), we have αh ≤ c+2−h≤ αk+2−k+2−h.
Similarly, αk ≤ αh + 2−h+ 2−k. Thus |αh−αk| ≤ 2−h+ 2−k. We conclude that the
limit α ≡ limk→∞ αk exists. Let c ∈ B be arbitrary. Letting k→ ∞ in Condition (i),
we see that α ≤ c. Thus α is a lower bound for the set B. Suppose β is a second
lower bound for B. By condition (ii) there exists c ∈ B be such that c≤ αk+2−k. Then
β ≤ c≤αk+2−k. Letting k→∞, we obtain β ≤α . Thusα is the greatest lower bound
of the set B. In other words, infB exists and is equal to α , as alleged. Assertion 1 is
proved. The proof of Assertion 2 is similar.
Lemma 10.2.3. (Logarithm of certain difference quotients). Let
0= τ0 < · · ·< τp−1 < τp ≡ 1
be an arbitrary sequence in [0,1]. Suppose the function λ ∈ Λ is linear on [τi,τi+1] for
each i= 0, · · · , p− 1. Then
sup
0≤s<t≤1
| log λ t−λ s
t− s |= α ≡
p−1∨
i=0
| log λ τi+1−λ τi
τi+1− τi |. (10.2.4)
Proof. Let s, t ∈ A ≡ ⋃p−1i=0 (τi,τi+1) be arbitrary, with s < t. Then τi < s < τi+1 and
τ j < t < τ j+1 for some i, j = 0, · · · , p− 1 with i≤ j. Hence, in view of the linearity of
λ on each of the intervals [τi,τi+1) and [τ j ,τ j+1), we obtain
λ t−λ s= (λ t−λ τ j)+ (λ τ j−λ τ j−1)+ · · ·+(λ τi+2−λ τi+1)+ (λ τi+1−λ s)
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≤ eα(t− τ j)+ eα(τ j− τ j−1)+ · · ·+ eα(τ j− τ j−1)+ eα(τi+1− s)
= eα(t− s).
Similarly λ t−λ s≥ e−α(t− s). Thus
e−α(t− s)≤ λ t−λ s≤ eα(t− s),
where s, t ∈ A with s < t are arbitrary. Since A is dense in [0,1], the last displayed
inequality holds, by continuity, for each s, t ∈ [0,1] with s< t. Equivalently,
| log λ t−λ s
t− s | ≤ α (10.2.5)
for each s, t ∈ [0,1]with s< t. At the same time, for each ε > 0, there exists j= 0, · · · ,m
such that
| log λ τ j+1−λ τ j
τ j+1− τ j |> α− ε.
Thus
α < | log λu−λv
u− v |+ ε (10.2.6)
where u ≡ τ j+1 and v ≡ λ τ j. Since ε > 0 is arbitrary, inequalities 10.2.5 and 10.2.6
together imply the desired equality 10.2.4, thanks to Lemma 10.2.2.
Now some metric-like properties of the sets Bx,y introduced in Definition 10.2.1.
Lemma 10.2.4. (Metric-like properties of the sets Bx,y). Let x,y,z ∈ D[0,1] be arbi-
trary. Then Bx,y is nonempty. Moreover, the following holds.
1. 0 ∈ Bx,x. More generally, if d(x,y)≤ b for some b≥ 0, then b ∈ Bx,y.
2. Bx,y = Bx,y.
3. Let c ∈ Bx,y and c′ ∈ By,z be arbitrary. Then c+ c′ ∈ Bx,z. Specifically, suppose
(c,λ ) ∈ Ax,y and (c′,λ ′) ∈ Ay,z for some λ ,λ ′ ∈ Λ. Then (c+ c′,λ ,λ ′) ∈ Ax,z.
Proof. 1. Let λ0 : [0,1]→ [0,1] be the identity function. Then, trivially, λ0 is admissi-
ble and d(x,x◦λ0) = 0. Hence (0,λ0) ∈ Ax,x. Consequently, 0 ∈ Bx,x. More generally,
if d(x,y)≤ b then for some b≥ 0, then d(x,y◦λ0) = d(x,y)≤ b= 0, whence b ∈ Bx,y.
2. Next consider each c ∈ Bx,y. Then there exists (c,λ ) ∈ Ax,y, satisfying inequal-
ities 10.2.1 and 10.2.2. For each 0 ≤ s < t ≤ 1, if we write u ≡ λ−1t and v ≡ λ−1s,
then
| log λ
−1t−λ−1s
t− s |= | log
u− v
λu−λv |= | log
λu−λv
u− v | ≤ c. (10.2.7)
Consider each t ∈ domain(y)∩ (λ−1)−1domain(x). Then u ≡ λ−1t ∈ domain(x)∩
λ−1domain(y). Hence
d(y(t),x(λ−1t)) = d(y(λu),x(u))≤ c. (10.2.8)
Thus (c,λ−1) ∈ Ay,x. Consequently c ∈ By,x. Since c ∈ Bx,y is arbitrary, we conclude
that Bx,y ⊂ By,x, and, by symmetry, that Bx,y = By,x.
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3. Consider arbitrary c∈ Bx,y and c′ ∈ By,z. Then (c,λ ) ∈ Ax,y and (c′,λ ′)∈ Ay,z for
some λ ,λ ′ ∈ Λ. The composite function λ ′λ on [0,1] then satisfies
| log λ
′λ t−λ ′λ s
t− s |= | log
λ ′λ t−λ ′λ s
λ t−λ s + log
λ t−λ s
t− s | ≤ c+ c
′.
Let
r ∈ A≡ domain(x)∩λ−1domain(y)∩ (λ ′λ )−1domain(z)
be arbitrary. Then
d(x(r),z(λ ′λ r))≤ d(x(r),y(λ r))+ d(y(λ r),z(λ ′λ r))≤ c+ c′.
By Proposition 10.1.4, the set A is dense in [0,1]. It therefore follows from Lemma
10.1.3 that
d(x,z◦ (λ ′λ ))≤ c+ c′.
Combining, we see that (c+ c′,λ ′λ ) ∈ Bx,z.
Definition 10.2.5. (Notations). We will use the following notations.
1. Recall, from Definition 10.2.1, the set Λ of admissible functions on [0,1]. Let
λ0 ∈ Λ be the identity function, i.e. λ0t = t for each t ∈ [0,1]. Let m′ ≥ m be arbitrary.
Then Λm,m′ will denote the finite subset of Λ consisting of functions λ such that (i)
λQm ⊂ Qm′ , and (ii) λ is linear on [qm,i,qm,i+1] for each i= 0, · · · , pm− 1.
2. Let B be an arbitrary compact subset of (S,d), and let δ : (0,∞)→ (0,∞) be
an arbitrary operation. Then DB,δ [0,1] will denote the subset of D[0,1] consisting of
càdlàg functions x with values in the compact set B and with δcdlg ≡ δ as a modulus of
càdlàg.
3. LetU ≡{u1, · · · ,uM} be an arbitrary finite subset of (S,d). ThenDsimple,m,U [0,1]
will denote the finite subset of D[0,1] consisting of simple càdlàg functions with values
inU and with qm as a sequence of division points.
4. Let δlog@1 be a modulus of continuity at 1 of the natural logarithm function log.
Specifically, let δlog@1(ε) ≡ 1− e−ε for each ε > 0. Note that 0< δlog@1 < 1. 
The next lemma proves that infBx,y exists for arbitrary simple càdlàg functions x,y.
With only finite searches, we need to give a constructive proof, along with a method of
approximating the alleged infimum to arbitrary precision.
Lemma 10.2.6. (dD[0,1] is well defined onDsimple,m,U [0,1]). Let M,m≥ 1 be arbitrary.
Let U ≡ {u1, · · · ,uM} be an arbitrary finite subset of (S,d). Let x,y ∈ Dsimple,m,U [0,1]
be arbitrary. Then dD(x,y)≡ infBx,y exists.
Specifically, take any b ≥ ∨Mi, j=0 d(ui,u j). Let (xi)i=0,··· ,p(m)−1 be an arbitrary se-
quence in U, and consider the simple càdlàg function
x≡Φsmpl((qm,i)i=0,··· ,p(m)−1,(xi)i=0,··· ,p(m)−1).
Let k ≥ 0 be arbitrary. Take m′ ≥ m so large that
2−m
′ ≤ 2−m−2e−bδlog@1(2−k)< 2−m−2e−b. (10.2.9)
For each ν ∈ Λm,m′ , define
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βν ≡
p(m)−1∨
i=0
(| log νqm,i+1−νqm,i
qm,i+1− qm,i | ∨d(y(νqm,i),x(qm,i))∨d(y(qm,i),x(ν
−1qm,i))).
(10.2.10)
Then there exists ν ∈ Λm,m′ with (βν ,ν) ∈ Ax,y such that dD(x,y) ∈ [βν − 2−k+1,βν ].
Thus βν is a 2−k+1-approximation of dD(x,y), and (dD(x,y)+ 2−k+1,ν) ∈ Ax,y.
Proof. 1. Let m,k,m′ be as given. For abbreviation, write ε ≡ 2−k, p≡ pm ≡ 2m, and
τi ≡ ξi ≡ qm,i ≡ i2−m ∈Qm
for each i= 0, · · · , p. Similarly, write n≡ pm′ ≡ 2m′ , ∆≡ 2−m′ , and
η j ≡ qm′, j ≡ j2−m
′ ∈Qm′
for each j = 0, · · · ,n. Then, by hypothesis, x≡ Φsmpl((τi)i=0,··· ,p,(xi)i=0,··· ,p−1). Sim-
ilarly,
y≡Φsmpl((ξi)i=0,··· ,p,(yi)i=0,··· ,p−1)
for some sequence (yi) in U . By the definition of simple càdlàg functions, we have
x= xi and y= yi on [τi,τi+1)≡ [ξi,ξi+1), for each i= 0, · · · , p− 1. By hypothesis,
b≥
M∨
i, j=0
d(ui,u j)≥
p−1∨
i, j=0
d(xi,y j)≥ d(x(t),y(t))
for each t ∈ domain(x)∩domain(y). Hence b ∈ Bx,y by Lemma 10.2.4. Define
αk ≡
∧
ν∈Λ(m,m′)
βν .
We will prove that (i) αk ≤ c+ 2−k for each c ∈ Bx,y, and (ii) c ≤ αk + 2−k for some
c ∈ Bx,y. It will then follow from Lemma 10.2.2 that infBx,y exists, and that infBx,y =
limk→∞ αk.
2. We will first prove Condition (i). To that end, let c ∈ Bx,y be arbitrary. Since b ∈
Bx,y, there is no loss of generality in assuming that c≤ b. Since c∈ Bx,y by assumption,
there exists λ ∈ Λ such that (c,λ ) ∈ Ax,y. In other words,
| log λ t−λ s
t− s | ≤ c (10.2.11)
for each 0≤ s< t ≤ 1, and
d(x,y◦λ )≤ c. (10.2.12)
Consider each i= 1, · · · , p− 1. There exists ji = 1, · · · ,n− 1 such that
η j(i)−1 < λ τi < η j(i)+1. (10.2.13)
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Either (i’)
d(y(η j(i)−1),x(τi))< d(y(η j(i)),x(τi))+ ε,
or (ii’)
d(y(η j(i)),x(τi))< d(y(η j(i)−1),x(τi))+ ε.
In case (i’), define ζi ≡ η j(i)−1. In case (ii’), define ζi ≡ η j(i). Then, in both Cases (i’)
and (ii’), we have
ζi−∆ < λ τi < ζi+ 2∆, (10.2.14)
and
d(y(ζi),x(τi))≤ d(y(η j(i)−1),x(τi))∧d(y(η j(i)),x(τi))+ ε. (10.2.15)
At the same time, in view of inequality 10.2.13, there exists a point
s ∈ (λ τi,λ τi+1)∩ ((η j(i)−1,η j(i))∪ (η j(i),η j(i)+1)).
Then t ≡ λ−1s ∈ (τi,τi+1), whence x(τi) = x(t). Moreover, either s ∈ (η j(i)−1,η j(i)),
in which case y(η j(i)−1) = y(s), or s ∈ (η j(i),η j(i)+1), in which case y(η j(i)) = y(s). In
either case, inequality 10.2.15 yields
d(y(ζi),x(τi))≤ d(y(s),x(τi))+ ε = d(y(λ t),x(t))+ ε ≤ c+ ε, (10.2.16)
where the last inequality is from inequality 10.2.12. Now let ζ0 ≡ 0 and ζp ≡ 1. Then,
for each i= 0, · · · , p− 1, inequality 10.2.14 implies that
ζi−∆ < λ τi < ζi+ 2∆, (10.2.17)
ζi+1− ζi > (λ τi+1− 2∆)− (λ τi+∆)> λ τi+1−λ τi− 4∆
≥ e−c(τi+1− τi)− 4∆≥ e−b2−m− 2−m′+2 ≥ 0,
where the last inequality is from inequality 10.2.9. Thus (ζi)i=0,··· ,p is an increasing
sequence in Qm′ . As such, it determines a unique function µ ∈ Λm,m′ which is linear
on [τi,τi+1] for each i = 0, · · · , p− 1, with µτi ≡ ζi for each i = 0, · · · , p. By Lemma
10.2.3, we then have
sup
0≤s<t≤1
| log µt− µs
t− s |=
p−1∨
i=0
| log µτi+1− µτi
τi+1− τi |
=
p−1∨
i=0
| log(λ τi+1−λ τi
τi+1− τi ·
µτi+1− µτi
λ τi+1−λ τi )|
≤
p−1∨
i=0
| log λ τi+1−λ τi
τi+1− τi |+
p−1∨
i=0
| log( ζi+1− ζi
λ τi+1−λ τi )|
≤ c+
p−1∨
i=0
| log(1+ (ζi+1−λ τi+1)− (ζi−λ τi)
λ τi+1−λ τi )|
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≡ c+
p−1∨
i=0
| log(1+ ai)|, (10.2.18)
where, for each i= 0, · · · , p− 1,
ai ≡ (ζi+1−λ τi+1)− (ζi−λ τi)
λ τi+1−λ τi ,
with
|ai| ≤ 2
−m′+1+ 2−m′+1
exp(−c)(τi+1− τi) = e
c2−m
′+2+m ≤ eb2−m′+2+m < δlog@1(ε),
thanks again to inequality 10.2.9. Hence
∨p−1
i=0 | log(1+ ai)| < ε . Inequality 10.2.18
therefore yields
sup
0≤s<t≤1
| log µt− µs
t− s |=
p−1∨
i=0
| log µτi+1− µτi
τi+1− τi |< c+ ε. (10.2.19)
Separately, by the definition of µ , inequality 10.2.16 implies
p−1∨
i=0
d(y(µτi),x(τi))≡
p−1∨
i=0
d(y(ζi),x(τi))≤ c+ ε. (10.2.20)
We will proceed to verify also that
p−1∨
j=0
d(y(ξ j),x(µ
−1ξ j))≤ c+ ε, (10.2.21)
where we recall that ξi ≡ τi ≡ qm,i ≡ i2−m ∈ Qm, for each i = 0, · · · , p. To that end,
consider each j = 1, · · · , p− 1. Then, for each i= 0, · · · , p− 1, we have ξ j,µτi ≡ ζi ∈
Qm′ . Hence
ξ j ∈ [µτi,µτi+1)≡ [ζi,ζi+1) (10.2.22)
for some i = 0, · · · , p− 1. Either (i”) ξ j = ζi, or (ii”) ξ j ≥ ζi+∆. First consider Case
(i”). Then
d(y(ξ j),x(µ
−1ξ j)) = d(y(ζi),x(µ−1ζi)) = d(y(ζi),x(τi))≤ c+ ε
by inequality 10.2.16. Now consider Case (ii”). Then, in view of inequality 10.2.14,
we obtain
λ τi < ζi+ 2∆≤ ξ j+∆.
At the same time, relation 10.2.22 implies that ξ j < ζi+1. Hence
ξ j ≤ ζi+1−∆ < λ τi+1,
where the inequality on the right-hand side is from inequality 10.2.14 applied to i+ 1.
Combining the last two displayed inequalities, we see that there exists a point
s ∈ [λ τi∨ξ j,λ τi+1∧ (ξ j+∆)).
Yuen-Kwok Chan 328 Constructive Probability
10.2. SKOROKHOD SPACE D[0,1] OF CÀDLÀG FUNCTIONS
It follows that s ∈ [ξ j,ξ j +∆) ⊂ [ζi,ζi+1), and that r ≡ λ−1s ∈ [τi,τi+1). Therefore
y(s) = y(ξ j) and x(r) = x(τi) by the definition of the simple càdlàg functions x and y.
Moreover,
µ−1ξ j ∈ [µ−1ζi,µ−1ζi+1)≡ [τi,τi+1),
whence x(µ−1ξ j) = x(τi). Combining, we obtain
d(y(ξ j),x(µ
−1ξ j)) = d(y(s),x(τi)) = d(y(s),x(r)) ≡ d(y(λ r),x(r)) ≤ c+ ε,
where j = 1, · · · , p− 1 is arbitrary. Thus we have verified inequality 10.2.21.
Inequalities 10.2.19, 10.2.20, and 10.2.21 together imply that
βµ ≡
p−1∨
i=0
(| log µτi+1− µτi
τi+1− τi | ∨d(y(µτi),x(τi))∨d(y(ξi),x(µ
−1ξi)))≤ c+ ε.
Hence αk ≡
∧
ν∈Λ(m,m′) βν ≤ c+ ε , where c ∈ Bx,y is arbitrary. The desired Condition
(i) is established.
3. Since Λm,m′ is a finite set, there exists ν ∈ Λm,m′ such that βν < αk+ ε. Thus
p−1∨
i=0
(| log ντi+1−ντi
τi+1− τi | ∨d(y(ντi),x(τi))∨d(y(ξi),x(ν
−1ξi)))≡ βν < αk+ ε.
Then, by Lemma 10.2.3, we have
sup
0≤s<t≤1
| log νt−νs
t− s |=
p−1∨
i=0
| log ντi+1−ντi
τi+1− τi | ≤ βν . (10.2.23)
We will show that d(y ◦ ν,x) ≤ βν . To that end, consider each point t in the dense
subset A≡ Qc
m′ ∪ν−1Qcm′ of [0,1]. Then
t ∈ [τi,τi+1)∩ν−1[ξ j,ξ j+1) (10.2.24)
for some i, j = 0, · · · , p−1. It follows that either (i”’) ν−1ξ j ≤ τi, or (ii”’) τi < ν−1ξ j.
In Case (i”’), we have ξ j ≤ ντi ≤ νt < ξ j+1, whence
d(y(νt),x(t)) = d(y(ντi),x(τi))≤ βν ,
where we used the definition of simple càdlàg functions. In Case (ii”’), relation 10.2.24
implies that τi < ν−1ξ j ≤ t < τi+1, whence
d(y(νt),x(t)) = d(y(ξ j),x(ν
−1ξ j))≤ βν ,
where we used, once more, the definition of simple càdlàg functions. Since t is an
arbitrary member of the dense subset A of [0,1], we conclude that
d(y◦ν,x)≤ βν (10.2.25)
Combining with inequality 10.2.23, we conclude that (βν ,ν) ∈ Ax,y. Since βν < αk+
2−k, it follows that c≡ αk+ 2−k ∈ Bx,y, thus proving Condition (ii).
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4. Since k ≥ 0 is arbitrary, it follows from Lemma 10.2.2 that both limk→∞ αk and
dD(x,y)≡ infBx,y exist, and are equal to each other.
5. Finally, let c∈ Bx,y be arbitrary. Then, by Step 2, there exists µ ∈Λm,m′ such that
βµ ≤ c+ε ≡ c+2−k. By Step 3, there exists ν ∈Λm,m′ with βν < αk+2−k ≤ βµ +2−k
such that (βν ,ν) ∈ Ax,y. Combining, βν < c+ 2−k+1. Since c ∈ Bx,y is arbitrary, it
follows that βν ≤ infBx,y+ 2−k+1. In other words, βν ≤ dD(x,y)+ 2−k+1. Summing
up, we have ν ∈ Λm,m′ with (βν ,ν) ∈ Ax,y, such that dD(x,y) ∈ [βν − 2−k+1,βν ]. The
Lemma is proved.
The next lemma prepares for a subsequent generalization of Arzela-Ascoli Theo-
rem to càdlàg functions.
Lemma 10.2.7. (Preparatory lemma for Arzela-Ascoli Theorem for D[0,1]). Let B
be an arbitrary compact subset of (S,d). Let k ≥ 0 be arbitrary. Let U ≡ {v1, · · · ,vM}
be a 2−k−1-approximation of of B. Let x ∈ D[0,1] be arbitrary with values in the
compact set B and with a modulus of càdlàg δcdlg. Let m≥ 1 be so large that
m≡ m(k,δcdlg)≡ [0∨ (1− log2(δlog@1(2−k)δcdlg(2−k−1)))]1
Then there exist an increasing sequence (ηi)i=0,··· ,n−1 in Qm, and a sequence (ui)i=0,··· ,n−1
in U, such that
2−k ∈ Bx,x,
where
x≡Φsmpl((ηi)i=0,··· ,n−1,(ui)i=0,··· ,n−1) ∈ Dsimple,m,U [0,1].
Proof. Let k,m be as given. Then
2−m < 2−1δlog@1(2−k)δcdlg(2−k−1). (10.2.26)
For abbreviation,write ε ≡ 2−k, p≡ pm≡ 2m, and (q0, · · · ,qp)≡ (0,2−m,2−m+1, · · · ,1).
By Definition 10.1.2, there exists a sequence of ε2 -division points (τi)i=0,··· ,n of the
càdlàg function x, with separation at least δcdlg(
ε
2 ). Thus
n−1∧
i=0
(τi+1− τi)≥ δcdlg(ε2 ). (10.2.27)
Define η0 ≡ 0 and ηn ≡ 1. Consider each i = 1, · · · ,n− 1. Then there exists ji =
1, · · · , p− 1 such that τi ∈ (q j(i)−1,q j(i)+1). Define ηi ≡ q j(i) ∈ Qm. Then
|ηi− τi|< 2−m < 2−1δlog@1(2−k)δcdlg(2−k−1)< 2−1δcdlg(2−k−1)≡ 12δcdlg(
ε
2
),
In view of inequality 10.2.27, it follows that
n−1∧
i=0
(ηi+1−ηi)>
n−1∧
i=0
(τi+1− τi)−δcdlg(ε2 )≥ 0.
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Thus (ηi)i=0,··· ,n is an increasing sequence in [0,1]. Therefore we can define the in-
creasing function ν ∈ Λ by (i) ντi = ηi for each i = 0, · · · ,n, and (ii) ν is linear on
[τi,τi+1] for each i= 1, · · · ,n− 1.
By Lemma 10.2.3,
sup
0≤s<t≤1
| log νt−νs
t− s |=
n−1∨
j=0
| log ντi+1−ντi
τi+1− τi |
=
n−1∨
i=0
| log ηi+1−ηi
τi+1− τi |=
n−1∨
i=0
| log(1+ ai)| (10.2.28)
where, for each i= 0, · · · ,n− 1,
ai ≡ (ηi+1− τi+1)− (ηi− τi)
τi+1− τi ,
with
|ai| ≤ 2
−m+1
|τi+1− τi| < 2
−m+1δcdlg(
ε
2
)−1 < δlog@1(ε),
where the inequality is from the hypothesis. Hence | log(1+ ai)| ≤ ε for each i =
0, · · · ,n− 1 by the definition of the definition of the modulus of continuity δlog@1 in
Definition 10.2.5. Inequality 10.2.28 therefore yields
sup
0≤s<t≤1
| log νt−νs
t− s | ≤ ε. (10.2.29)
Next, by hypothesis, the càdlàg function x has values in the compact set B, and that
U ≡ {v1, · · · ,vM} is an 2−k−1-approximation of B. Hence, for each i = 0, · · · ,n− 1,
there exists ui ∈U such that d(ui,x(τi))< 2−k−1 ≡ ε2 . Also by hypothesis, we have
x≡Φsmpl((ηi)i=0,··· ,n−1,(ui)i=0,··· ,n−1) ∈ Dsimple,m,U [0,1].
We will prove that (ε,ν) ∈ Ax,x, and therefore that ε ∈ Bx,x. To that end, consider each
i= 0, · · · ,n− 1 and each t ∈ [τi,τi+1). Then νt ∈ [ηi,ηi+1). Hence
d(x(t),x(νt))
≤ d(x(t),x(τi))+ d(x(τi),ui)+ d(ui,x(ηi))+ d(x(ηi),x(νt))< ε2 +
ε
2
+ 0+ 0= ε.
Since the set A≡⋃mi=0[τi,τi+1) is dense in [0,1], Lemma 10.1.3 implies that
d(x,x◦ν)≤ ε.
Combining with inequality 10.2.29, we see that (ε,ν) ∈ Ax,x. It follows that ε ∈ Bx,x.
The lemma is proved.
The next lemma proves the existence of infBx,y for each x,y ∈ D[0,1]. The next
proposition then verifies that the Skorokhod metric is indeed a metric.
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Lemma 10.2.8. (Skorokhod metric is well defined). Let x,y ∈ D[0,1] be arbitrary.
Then the infimum dD[0,1](x,y)≡ infBx,y in Definition 10.2.1 exists.
Proof. Let δ ≡ δcdlg be a commonmodulus of càdlàg of x and y. Let k≥ 0 be arbitrary
and write ε ≡ 2−k. Take m ≥ 1 large enough to satisfy inequality 10.2.26 in Lemma
10.2.7. By Lemma 10.1.4, there exists b ≥ 0 such that d(x,x◦)∨ d(y,x◦) ≤ b. Since
(S,d) is locally compact, the bounded set (d(·,x◦) ≤ b) is contained in some compact
subset B of S. Hence x,y ∈ DB,δ [0,1]. LetU ≡ {v1, · · · ,vM} be an ε2 -approximation of
of B. Then, according to Lemma 10.2.7, there exists x, y¯ ∈ Dsimple,m,U [0,1] such that
ε ∈ Bx,x and ε ∈ By,y¯. At the same time, by Lemma 10.2.6, the infimum α ≡ infBx,y¯
exists.
Now let c ∈ Bx,y be arbitrary. Then c+ ε + ε ∈ Bx,y¯ by Lemma 10.2.4. Hence
α ≤ c+ 2ε . Conversely, take any c ∈ Bx,y¯ such that c < infBx,y¯+ ε ≡ α + ε . Then
c≡ c+ ε + ε ∈ Bx,y by Lemma 10.2.4. Hence c≡ c+2ε < α +3ε . Since ε ≡ 2−k > 0
is arbitrarily small, 10.2.2 implies that infBx,y exists.
Proposition 10.2.9. (Skorokhod metric is indeed a metric). (D[0,1],dD) is a met-
ric space. Moreover, if x,y ∈ D[0,1] are such that d(x,y) ≤ c on a dense subset of
domain(x)∩domain(y), then dD(x,y)≤ c.
Proof. Let x,y,z∈D[0,1] be arbitrary. Let δcdlg be a commonmodulus of càdlàg of x,y
and z. By Lemma 10.2.8, dD(x,y)≡ infBx,y exists. By Lemma 10.2.4, we have 0∈ Bx,x
and Bx,y = Bx,y. It follows immediately that dD(x,x) = 0 and dD(x,y) = dD(y,x). Now
let ε > 0 be arbitrary. By the definition of infimums, there exist c ∈ Bx,y and c′ ∈ By,z
such that c < infBx,y + ε ≡ dD(x,y) + ε and c′ < infBy,z+ ε ≡ dD(y,z) + ε . Hence,
again by Lemma 10.2.4, we have
dD(x,z) ≡ infBx,z ≤ c+ c′ < dD(x,y)+ ε + dD(y,z)+ ε.
Since ε > 0 is arbitrary, it follows that dD(x,z) ≤ dD(x,y)+ dD(y,z).
It remains to prove that if dD(x,y) = 0 then x= y. To that end, suppose dD(x,y) = 0.
Let ε > 0 be arbitrary. Let (τi)i=1,··· ,p and (η j) j=1,··· ,n be sequences of ε-division
points of x,y respectively. Let m≥ ε−1/2 be arbitrary. Consider each k ≥ m∨2. Then
εk ≡ k−2 ≤ m−2 ≤ ε . Moreover, since dD(x,y) = 0 < εk, we have εk ∈ Bx,y. Therefore
there exists, by Definition 10.2.1, some λk ∈ Λ such that
| log λkr−λks
r− s | ≤ εk (10.2.30)
for each r,s ∈ [0,1] with s≤ r, and such that
d(x(t),y(λkt))≤ εk (10.2.31)
for each t ∈ domain(x)∩λ−1k domain(y). Then inequality 10.2.30 implies that
e−ε(k)r ≤ λkr ≤ eε(k)r, (10.2.32)
for each r ∈ [0,1]. Define
Ck ≡ (
n⋃
j=0
[e−ε(k)η j,eε(k)η j])c.
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where the superscript c signifies the measure-theoretic complement of a Lebesgue
measurable set. in [0,1]. Let µ denote the Lebesgue measure on [0,1]. Then
µ(Ck)≥ 1−
n
∑
i=0
(eε(k)η j− e−ε(k)η j)
≥ 1−
n
∑
j=0
(eε(k)−e−ε(k))≥ 1−(n+1)(e2ε(k)−1)≥ 1−2(n+1)eεk≡ 1−2(n+1)ek−2,
where k ≥ m is arbitrary, and where we used the elementary inequality er− 1≤ er for
each r ∈ (0,1). Define
C ≡
∞⋃
h=m
∞⋂
k=h+1
Ck.
Then
µ(Cc)≤
∞
∑
k=h+1
µ(Cck)≤
∞
∑
k=h+1
2(n+ 1)ek−2 = 2(n+ 1)eh−1
for each h≥ m. Hence µ(Cc) = 0 andC is a full subset of [0,1]. Consequently
A≡C∩domain(x)∩domain(y)∩
∞⋂
k=m
λ−1k domain(y)
is a full subset of [0,1] and, as such, is dense in [0,1]. Now let t ∈ A be arbitrary.
Let h ≥ m be arbitrary. Then there exists k ≥ h such that t ∈ Ck. Hence there exists
j = 0, · · · ,n− 1 such that t ∈ (eε(k)η j,e−ε(k)η j+1). It then follows from inequality
10.2.32 that
η j < e
−ε(k)t ≤ λkt ≤ eε(k)t < η j+1,
whence
λkt, t ∈ (η j ,η j+1).
Therefore
d(x(t),y(t)) = d(x(t),y(λkt))+ d(y(λkt),y(t))≤ εk+ 2ε ≤ 3ε,
where t ∈ A is arbitrary. Since ε > 0 is arbitrary, we see that x= y on the dense subset
A. It follows from Lemma 10.1.3 that x = y. Summing up, we conclude that dD is a
metric.
Finally, suppose x,y ∈ D[0,1] are such that d(x(t),y(t)) ≤ c for each t in a dense
subset of domain(x)∩domain(y). Then c ∈ Bx,y by Lemma 10.2.4. Hence dD(x,y) ≡
infBx,y ≤ c. The Proposition is proved.
The next theorem is now a trivial consequence of Lemma 10.2.7.
Theorem 10.2.10. (Arzela-Ascoli Theorem for (D[0,1],dD)). Let B be an arbitrary
compact subset of (S,d). Let k ≥ 0 be arbitrary. Let U ≡ {v1, · · · ,vM} be a 2−k−1-
approximation of of B. Let x ∈ D[0,1] be arbitrary with values in the compact set B
and with a modulus of càdlàg δcdlg. Let m≥ 1 be so large that
m≡ m(k,δcdlg)≡ [0∨ (1− log2(δlog@1(2−k)δcdlg(2−k−1)))]1
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Then there exist an increasing sequence (ηi)i=0,··· ,n−1 in Qm, and a sequence (ui)i=0,··· ,n−1
in U, such that
dD[0,1](x,x)< 2
−k,
where
x≡Φsmpl((ηi)i=0,··· ,n−1,(ui)i=0,··· ,n−1) ∈ Dsimple,m,U [0,1].
Proof. By Lemma 10.2.7, there exist an increasing sequence (ηi)i=0,··· ,n−1 in Qm, and
a sequence (ui)i=0,··· ,n−1 in U , such that 2−k ∈ Bx,x. At the same time dD[0,1](x,x) ≡
infBx,y according to Definition 10.2.1. Hence dD[0,1](x,x)< 2
−k, as desired.
Theorem 10.2.11. (Skorokhod space is Complete). The Skorokhod space (D[0,1],dD)
is complete.
Proof. 1. Let (yk)k=1,2,··· be an arbitrary Cauchy sequence in (D[0,1],dD). We need to
prove that dD(yk,y)→ 0 for some y ∈ D[0,1]. Since (yk)k=1,2,··· is Cauchy, it suffices
to show that some subsequence converges. Hence, by passing to a subsequence if
necessary, there is no loss in generality in assuming that
dD(yk,yk+1)< 2
−k (10.2.33)
for each k ≥ 1. Let δk ≡ δcdlg,k be a modulus of càdlàg of yk, for each k ≥ 1. We may
assume, again without loss of generality, that δk ≤ 1 for each k ≥ 1. For convenience,
let y0 ≡ x◦ denote the constant càdlàg function on [0,1].
2. Let k ≥ 1 be arbitrary. Then
dD(y0,yk)≤ dD(y0,y1)+ 2−1+ · · ·+ 2−k+1 < b0 ≡ dD(y0,y1)+ 1.
Hence d(x◦,yk(t))≤ b0 for each t ∈ domain(yk). Thus the values of yk are contained in
some compact subset B of (S,d) which contains (d(x◦, ·)≤ b0). Define b≡ 2b0. Then
d(yk(t),yh(s)) ≤ 2b0 ≡ b, for each t ∈ domain(yk), s ∈ domain(yh), for each h,k≥ 0.
3. Next, refer to Definition 9.0.2 for notations related to dyadic rationals, and refer
to Definition 10.2.1 for the notations related to the Skorokhod metric. In particular, for
each x,y ∈ D[0,1], recall the sets Ax,y and Bx,y. Thus dD(x,y) ≡ infBx,y. Let λ0 ∈ Λ
denote the identity function on [0,1].
4. The next two steps will replace the sequence (yk)k=0,1,··· with a sequence (xk)k=0,1,···
of simple càdlàg functions with division points which are dyadic rationals in [0,1]. To
that end, take an arbitrarym0 ≥ 0, and, inductively for each k≥ 1, take mk ≥ 1 so large
that
2−m(k) < 2−m(k−1)−2e−bδlog@1(2−k)δk(2−k−1). (10.2.34)
5. Define x0 ≡ y0 ≡ x◦. Let k ≥ 1 be arbitrary, and write nk ≡ pm(k). Then
2−m(k) < 2−1δlog@1(2−k)δk(2−k−1).
Hence Theorem 10.2.10, the Arzela-Ascoli Theorem for the Skorokhod space, applies
to the càdlàg function yk, to yield a simple càdlàg function xk with the sequence
τk ≡ (τk,0,τk,1, · · · ,τk,n(k)−1)≡ qm(k) ≡ (qm(k),0,qm(k),1, · · · ,qm(k),n(k)−1)
Yuen-Kwok Chan 334 Constructive Probability
10.2. SKOROKHOD SPACE D[0,1] OF CÀDLÀG FUNCTIONS
of dyadic rationals as division points, such that
dD(yk,xk)≤ 2−k. (10.2.35)
It follows that
dD(xk,xk+1)≤ dD(xk,yk)+ dD(yk,yk+1)+ dD(yk+1,xk+1)
< 2−k+ 2−k+ 2−k−1 < 2−k+2. (10.2.36)
Moreover, since x0 ≡ x◦ ≡ y0, we have
dD(x◦,xk)≤ dD(y0,yk)+ 2−k
< dD(y0,y1)+ dD(y1,y2)+ · · ·++dD(yk−1,yk)+ 2−k
< dD(y0,y1)+ 2
−1+ · · ·+ 2−(k−1)+ 2−k < b0 ≡ dD(y0,y1)+ 1.
Thus d(x◦,xk(t))≤ b0 for each t ∈ domain(xk). Consequently,
d(xk(t),xh(s)) ≤ b≡ 2b0 (10.2.37)
for each t ∈ domain(xk), s ∈ domain(xh), for each h,k ≥ 0.
6. Now let k ≥ 0 be arbitrary. We will construct λk+1 ∈ Λm(k+1),m(k+2) such that
(2−k+2,λk+1) ∈ Ax(k),x(k+1) (10.2.38)
To that end, note that xk,xk+1 ∈ Dsimple,m(k+1),U [0,1], where U is the finite subset of S
consisting of the values of the two simple càdlàg functions xk,xk+1. Then
∨
u,v∈U d(u,v)≤
b in view of inequality 10.2.37. At the same time, applying inequality 10.2.34 to k+ 2
in place of k, we obtain
2−m(k+2) ≤ 2−m(k+1)−2e−bδlog@1(2−k−2). (10.2.39)
Hence we can apply Lemma 10.2.6 to the quintuple (mk+1,mk+2,k+ 2,xk,xk+1) in
place of the quintuple (m,m′,k,x,y) there, to construct some λk+1 ∈ Λm(k+1),m(k+2)
such that
(dD(xk,xk+1)+ 2
−k−1,λk+1) ∈ Ax(k),x(k+1). (10.2.40)
Since, from inequality 10.2.36, we have
dD(xk,xk+1)+ 2
−k−1 < (2−k+ 2−k+ 2−k−1)+ 2−k−1 < 2−k+2,
relation 10.2.40 trivially implies the desired relation 10.2.38. Consequently,
| log λk+1t−λk+1s
t− s | ≤ 2
−k+2 (10.2.41)
for each s, t ∈ [0,1] with s< t, and
d(xk+1(λk+1t),xk(t))≤ 2−k+2 (10.2.42)
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for each t ∈ domain(xk)∩λ−1k+1domain(xk+1).
7. For each k ≥ 0, define the composite admissible function
µk ≡ λkλk−1 · · ·λ0 ∈ Λ.
Wewill prove that µk→ µ uniformly on [0,1] for some µ ∈Λ. To that end, let h> k≥ 0
be arbitrary. By Lemma 10.2.4, relation 10.2.38 implies that
(2−k+2+ 2−k+1+ · · ·+ 2−h+3,λhλh−1 · · ·λk+1) ∈ Ax(k),x(h).
Hence, since 2−k+2+ 2−k+1+ · · ·+ 2−h+3 < 2−k+3, we also have
(2−k+3,λhλh−1 · · ·λk+1) ∈ Ax(k),x(h). (10.2.43)
Let t,s ∈ [0,1] be arbitrary with s< t. Write t ′ ≡ µkt and s′ ≡ µks. Then
| log µht− µhs
µkt− µks
|
= | log λhλh−1 · · ·λk+1t
′−λhλh−1 · · ·λk+1s′
t ′− s′ |< 2
−k+3. (10.2.44)
Equivalently,
exp(−2−k+3)(t ′− s′)< λhλh−1 · · ·λk+1t ′−λhλh−1 · · ·λk+1s′
< exp(2−k+3)(t ′− s′) (10.2.45)
for each t ′,s′ ∈ [0,1] with s′ < t ′. In the special case where s = 0, inequality 10.2.44
reduces to
| logµht− logµkt|= | log µht
µkt
|< 2−k+3. (10.2.46)
Hence the limit
µt ≡ lim
h→∞
µht
exists, where t ∈ (0,1] is arbitrary. Moreover, letting k = 0 and h→ ∞ in inequality
10.2.44, we obtain
| log µt− µs
t− s | ≤ 2
3 = 8. (10.2.47)
Therefore µ is an increasing function which is uniformly continuous on (0,1]. Further-
more,
te−8 ≤ µt ≤ te8
where t ∈ (0,1] is arbitrary. Hence µ can be extended to a continuous increasing func-
tion on [0,1], with µ0 = 0. Since µk1= 1 for each k ≥ 0, we have µ1 = 1. In view of
inequality 10.2.47, we conclude that µ ∈ Λ.
8. By letting h→ ∞ in inequality 10.2.44, we obtain
| log µt− µs
µkt− µks
| ≤ 2−k+3 (10.2.48)
Yuen-Kwok Chan 336 Constructive Probability
10.2. SKOROKHOD SPACE D[0,1] OF CÀDLÀG FUNCTIONS
where t,s ∈ [0,1] are arbitrary with s< t. Replacing t,s by µ−1t,µ−1s respectively, we
obtain
| log µkµ
−1t− µkµ−1s
t− s |= | log
t− s
µkµ−1t− µkµ−1s
| ≤ 2−k+3, (10.2.49)
where t,s ∈ [0,1] are arbitrary with s< t, and where k≥ 0 is arbitrary.
9. Let k≥ 0 be arbitrary. Recall from Step 5 that nk ≡ pm(k) ≡ 2m(k), and that
τk ≡ (τk,0,τk,1, · · · ,τk,n(k)−1)≡ qm(k) ≡ (qm(k),0,qm(k),1, · · · ,qm(k),n(k)−1)
is a sequence of division points of the simple càdlàg function xk. Define the set
A≡
∞⋂
h=0
µµ−1h ([τh,0,τh,1)∪ [τh,1,τh,2)∪·· ·∪ [τh,n(h)−1,τh,n(h)]). (10.2.50)
Then A contains all but countably many points in [0,1], and is therefore dense in [0,1].
Define
uk ≡ xk ◦ µkµ−1. (10.2.51)
Then uk ∈ D[0,1] by Lemma 10.1.3. Moreover,
uk+1 = xk+1 ◦λk+1µkµ−1. (10.2.52)
Now let r ∈ A and h ≥ k be arbitrary. Then, by the defining equality 10.2.50 of the set
A, there exists i= 0, · · · ,nh− 1 such that
µhµ
−1r ∈ [τh,i,τh,i+1)⊂ domain(xh). (10.2.53)
Hence,
λh+1µhµ
−1r ∈ λh+1[τh,i,τh,i+1)
Moreover,
r ∈ domain(xh ◦ µhµ−1)≡ domain(uh). (10.2.54)
From equalities 10.2.52 and 10.2.51, and inequality 10.2.42, we obtain
d(uk+1(r),uk(r)) ≡ d(xk+1(λk+1µkµ−1r),xk(µkµ−1r))≤ 2−k+2. (10.2.55)
Hence, since r ∈ A and k ≥ 0 are arbitrary, we conclude that limk→∞ uk exists on A.
Define the function u : [0,1]→ S by domain(u) ≡ A and by u(t) ≡ limk→∞ uk(t) for
each t ∈ domain(u). Inequality 10.2.55 then implies that
d(u(r),uk(r))≤ 2−k+3 (10.2.56)
where r ∈ A and k≥ 0 are arbitrary. We proceed to verify the conditions in Proposition
10.1.6 for the function u to have a càdlàg completion.
10. For that purpose, let r ∈ A and h ≥ k be arbitrary. Then, as observed in Step
9, we have r ∈ domain(uh). Hence, since uh is càdlàg, it is right continuous at r.
Therefore there exists ch > 0 such that
d(uh(t),uh(r)) < 2
−h+3
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for each t ∈ [r,r+ ch)∩A. In view of inequality 10.2.56, it follows that
d(u(t),u(r))≤ d(u(t),uh(t))+ d(uh(t),uh(r))+ d(uh(r),u(r)) < 3 ·2−h+3
for each t ∈ [r,r+ ch)∩A. Thus u is right continuous at each point r ∈ A≡ domain(u).
Condition 1 in Definition 10.1.2 has been verified for the function u.
11. We will now verify Conditions 3 in Definition 10.1.2. To that end, let ε > 0 be
arbitrary. Take k ≥ 0 so large that 2−k+4 < ε , and define δ (ε) ≡ exp(−2−k+3)2−m(k).
Let j= 0, · · · ,nk be arbitrary. For brevity, define τ ′j ≡ µµ−1k τk, j . By inequality 10.2.41,
we have
λh+1t−λh+1s≥ (t− s)exp(−2−h+2)
for each s, t ∈ [0,1] with s < t, for each h ≥ 0. Hence, for each j = 0, · · · ,nk− 1, we
have
τ ′j+1− τ ′j ≡ µµ−1k τk, j+1− µµ−1k τk, j
= lim
h→∞
(µhµ
−1
k τk, j+1− µhµ−1k τk, j)
= lim
h→∞
(λh · · ·λk+1τk, j+1−λh · · ·λk+1τk, j)
≥ exp(−2−k+3)(τk, j+1− τk, j) = exp(−2−k+3)2−m(k) ≡ δ (ε) (10.2.57)
where the inequality is by inequality 10.2.45. Now consider each j = 0, · · · ,nk−1 and
each
t ′ ∈ domain(u)∩ [τ ′j,τ ′j+1)≡ A∩ [µµ−1k τk, j ,µµ−1k τk, j+1).
We will show that
d(u(t ′),u(τ ′j)))≤ ε. (10.2.58)
To that end, write t ≡ µ−1t ′, and write s≡ µkt ≡ µkµ−1t ′ ∈ [τk, j,τk, j+1). Then
xk(s) = xk(τk, j) (10.2.59)
since xk is a simple càdlàg function with (τk,0,τk,1, · · · ,τk,n(k)−1) as a sequence of divi-
sion points. Let h> k be arbitrary, and define
r ≡ µhµ−1t ′ = µht = λhλh−1 · · ·λk+1s.
Then
uh(t
′)≡ xh(µhµ−1t ′)≡ xh(r)≡ xh(λhλh−1 · · ·λk+1s).
Combining with equality 10.2.59, we obtain
d(uh(t
′),xk(τk, j)) = d(xh(λhλh−1 · · ·λk+1s),xk(s))≤ 2−k+3,
where the last inequality is a consequence of relation 10.2.43, and Consequently
d(uh(t
′),uh(τ ′j))≤ d(uh(t ′),xk(τk, j))+ d(uh(τ ′j),xk(τk, j))≤ 2−k+4 < ε. (10.2.60)
where t ′ ∈ domain(u)∩ [τ ′j ,τ ′j+1) is arbitrary. Letting h→ ∞, we obtain the desired
inequality 10.2.58. Inequalities 10.2.58 and 10.2.57 together say that (τ ′j) j=0,··· ,n(k)+1
is a sequence of ε-division points with separation at least δ (ε).
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Thus Conditions 1 and 3 in Definition 10.1.2 have been verified for the objects u,τ ′,
and δcdlg ≡ δ . Therefore Proposition 10.1.6 implies that (i’) the completion y ∈D[0,1]
of u is well-defined, (ii’) y|domain(u) = u, and (iii’) δcdlg is a modulus of càdlàg of y.
12. Finally, we will prove that dD(yh,y)→ 0 as h→ ∞. To that end, let h≥ 0 and
r ∈ A⊂ domain(u)⊂ domain(y)
be arbitrary. By the above Condition (ii’) we have u(r) = y(r). Hence
d(y(r),xh ◦ µhµ−1(r))≡ d(y(r),uh(r)) = d(u(r),uh(r))≤ 2−h+3
by inequality 10.2.56. Consequently, since A is a dense subset of [0,1], Lemma 10.1.3,
applied to h in the place of k, yields
d(y(r),xh ◦ µhµ−1(r)) ≤ 2−h+3 (10.2.61)
for each r ∈ domain(y)∩µµ−1h domain(xh). Inequalities 10.2.61 and 10.2.49 together
imply that (2−h+3,µhµ−1) ∈ Ay,x(h), whence 2−h+3 ∈ By,x(h). Accordingly,
dD(y,xh)≡ infBy,x(h) ≤ 2−h+3.
Thus dD(xh,y)→ 0 as h→∞. In view of inequality 10.2.35, we conclude that dD(yh,y)→
0 as h→ ∞.
13. Summing up, for each Cauchy sequence (yh)h=0,1,···, there exists y ∈ D[0,1]
such that dD(yh,y)→ 0 as h→ ∞. In other words, (D[0,1],dD) is complete, as alleged.
10.3 a.u. Càdlàg Processes
Let (Ω,L,E) be a probability space, and let (S,d) be a locally compact metric space.
Let (D[0,1],dD) be the Skorokhod space of càdlàg functions on the unit interval [0,1]
with values in (S,d), as introduced in the previous section.
Recall Definition 9.0.2 for notations related to the enumerated set of dyadic ratio-
nals Q∞ in [0,1].
Definition 10.3.1. (a.u. random càdlàg function). A r.v. Y : Ω → (D[0,1],dD) with
values in the Skorokhod space is called an almost uniform (a.u.) random càdlàg func-
tion, if, for each ε > 0, there exists a measurable set Awith P(A)< ε such that members
of the family {Y (ω) : ω ∈ Ac} are càdlàg and share a common modulus of càdlàg.
Of special interest is the subclass of the a.u. random càdlàg functions corresponding
to a.u. càdlàg processes on [0,1], defined next.
Definition 10.3.2. (a.u. càdlàg process). Let X : [0,1]×Ω→ S be a stochastic process
which is continuous in probability on [0,1]. with a modulus of continuity in probabil-
ity δcp. Suppose there exists a full set B ⊂ ⋂t∈Q(∞) domain(Xt) with the following
properties.
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1 (Right continuity). For each ω ∈ B, the function X(·,ω) is right continuous at
each t ∈ domain(X(·,ω)).
2 (Right completeness). Let ω ∈ B and t ∈ [0,1] be arbitrary. If limr→t;r>t X(r,ω)
exists, then t ∈ domain(X(·,ω)).
3 (Approximation by step functions). Let ε > 0 be arbitrary. Then there exist (i)
δaucl(ε)> 0, (ii) a measurable set A⊂ B with P(Ac)< ε , (iii) an integer h≥ 1, and (iv)
a sequence of r.r.v.’s
0= τ0 < τ1 < · · ·< τh−1 < τh = 1, (10.3.1)
such that, for each i= 0, · · · ,h−1, the function Xτ(i) is a r.v., and such that, (v) for each
ω ∈ A, we have
h−1∧
i=0
(τi+1(ω)− τi(ω))≥ δaucl(ε), (10.3.2)
with
d(X(τi(ω),ω),X(·,ω))≤ ε, (10.3.3)
on the interval θi(ω)≡ [τi(ω),τi+1(ω)) or θi(ω) ≡ [τi(ω),τi+1(ω)] according as 0 ≤
i≤ h− 2 or i= h− 1.
Then the process X : [0,1]×Ω→ S is called an a.u. càdlàg process, with δcp as a
modulus of continuity in probability and with δaucl as a modulus of a.u. càdlàg. We
will let D̂δ (aucl),δ (cp)[0,1] denote the set of all such processes.
We will let D̂[0,1] denote the set of all a.u. càdlàg processes. Two members X ,Y
of D̂[0,1] are considered equal if there exists a full set B′ such that for each ω ∈ B′ we
have X(·,ω) = Y (·,ω) as functions on [0,1].

Definition 10.3.3. (a.u. Random càdlàg function by extension of an a.u. càdlàg
process). Let X ∈ D̂[0,1] be arbitrary. Define a function
X∗ : Ω→ D[0,1]
by
domain(X∗)≡ {ω ∈Ω : X(·,ω) ∈ D[0,1]}
and
X∗(ω)≡ X(·,ω)
for each ω ∈ domain(X∗). We call X∗ the a.u. random càdlàg function associated with
the a.u. càdlàg process X . 
Proposition 10.3.4. (Each a.u. càdlàg process extends to a random càdlàg func-
tion). Let X ∈ D̂[0,1] be an arbitrary a.u. càdlàg process. Let ε > 0 be arbitrary.
Then there exists a measurable set G with P(Gc) < ε , such that members of the set
{X(·,ω) : ω ∈G} are càdlàg functions which share a common modulus of càdlàg.
Moreover, X∗ is a r.v. with values in the complete metric space (D[0,1],dD).
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Proof. As in Definition 10.3.1, define the full subset B≡⋂t∈Q(∞) domain(Xt) of Ω. By
Conditions (1) and (2) in Definition 10.3.1, members of the set {X(·,ω) : ω ∈ B} of
functions satisfy the corresponding Conditions (1) and (2) in Definition 10.1.2.
Let n≥ 1 be arbitrary. By Condition (3) in Definition 10.3.1, there exist (i) δaucl(2−n)>
0, (ii) a measurable set An ⊂ B with P(Acn)< 2−n, (iii) an integer hn ≥ 0, and (iv) a se-
quence of r.r.v.’s
0= τn,0 < τn,1 < · · ·< τn,h(n) = 1, (10.3.4)
such that, for each i= 0, · · · ,hn−1, the function Xτ(n,i) is a r.v., and such that, for each
ω ∈ An, we have
h(n)−1∧
i=0
(τn,i+1(ω)− τn,i(ω))≥ δaucl(2−n), (10.3.5)
with
d(X(τn,i(ω),ω),X(·,ω))≤ 2−n (10.3.6)
on the interval θn,i ≡ [τn,i(ω),τn,i+1(ω)) or θn,i ≡ [τn,i(ω),τn,i+1(ω)] according as i≤
hn− 2 or i= hn− 1.
Now let ε > 0 be arbitrary. Take j≥ 1 so large that 2− j < ε . DefineG≡⋂∞n= j+1An⊂
B. Then P(Gc)< ∑∞n= j+12
−n = 2− j < ε . Consider each ω ∈G. Let ε ′ > 0 be arbitrary.
Consider each n ≥ j+ 1 so large that 2−n < ε ′. Define δcdlg(ε ′) ≡ δaucl(2−n). Then
ω ∈ An. Hence inequalities 10.3.5 and 10.3.6 hold, and imply that the sequence
0= τn,0(ω)< τn,1(ω)< · · ·< τn,h(n)(ω) = 1 (10.3.7)
is a sequence of ε ′-division points of the function X(·,ω), with separation at least
δcdlg(ε
′). Summing up, all the conditions in Definition 10.1.2 have been verified for
the function X(·,ω) to be càdlàg, with the modulus of càdlàg δcdlg, where ω ∈ G is
arbitrary. This proves the first part of the proposition.
LetHh(n),δ (0) be the subset of the productmetric space ([0,1]
h(n),d
h(n)
ecld )⊗(Sh(n),dh(n))
consisting of elements α ≡ ((a0, · · · ,ah(n)−1),(x0, · · · ,xh(n)−1)) such that
0≡ a0 < a1 < · · ·< ah(n) ≡ 1 (10.3.8)
with
h(n)−1∧
i=0
(ai+1− ai)≥ δ0. (10.3.9)
Then the function
Φsmpl : (Hh,(n)δ (0),d
h(n)
ecld ⊗ dh(n))→ (D[0,1],dD),
which assigns to each ((a0, · · · ,ah(n)−1),(x0, · · · ,xh(n)−1))∈Hh(n),δ (0) the simple càdlàg
function
Φsmpl((a0, · · · ,ah(n)−1),(x0, · · · ,xh(n)−1)),
is uniformly continuous. Hence, the function
X (n) ≡Φsmpl((τn,0, · · · ,τn,h(n)−1),(Xτ(n,0), · · · ,Xτ(n,h(n)−1)))
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is a r.v. with values in (D[0,1],dD), according to Proposition 4.8.7. At the same time,
inequality 10.3.6 implies that
dD(X
(n),X∗)≤ 2−n,
on An, where P(Acn)< 2
−n. Hence X (n)→ X∗ a.u. Consequently X∗ is a r.v. with values
in (D[0,1],dD).
Definition 10.3.5. (Metric for the space of a.u. càdlàg processes). Define the metric
ρ
D̂[0,1] on D̂[0,1] by
ρ
D̂[0,1](X ,Y )≡
∫
E(dω)1∧dD(X(·,ω),Y (·,ω))≡ E1∧dD(X∗,Y ∗) (10.3.10)
for each X ,Y ∈ D̂[0,1]. The next lemma justifies the definition. 
Lemma 10.3.6. ((D̂[0,1],ρ
D̂[0,1]) is a metric space). The function ρD̂[0,1] is well-
defined and is a metric.
Proof. Let X ,Y ∈ D̂[0,1] be arbitrary. Then, according to Proposition 10.3.4, the ran-
dom càdlàg functions X∗,Y ∗ associated with X ,Y respectively are r.v.’s with values
in (D[0,1],dD). Therefore the function 1∧ dD(X∗,Y ∗) is an integrable r.r.v., and the
defining equality 10.3.10 makes sense.
Symmetry and the triangle inequality can be trivially verified for ρ
D̂[0,1]. Now sup-
pose X =Y in D̂[0,1]. Then, by the definition of the equality relation for the set D̂[0,1],
we have X(·,ω) =Y (·,ω) in D[0,1], for a.e. ω ∈Ω. Hence
1∧dD(X∗(ω),Y ∗(ω))≡ 1∧dD(X(·,ω),Y (·,ω)) = 0.
Thus 1∧dD(X∗,Y ∗) = 0 a.s. Consequently, ρD̂[0,1](X ,Y ) = 0 according to the defining
equality 10.3.10. The converse is proved similarly. Combining, we conclude that ρ
D̂[0,1]
is a metric.
10.4 D-regular Families of f.j.d.’s and D-regular Pro-
cesses
In this and the following two sections, we give a construction of an a.u. process from
a consistent family F of f.j.d.’s with parameter set [0,1] which satisfies a certain D-
regularity condition to be defined presently. The construction is by (i) taking any
process Z : Q∞ ×Ω → S with marginal distributions given by F|Q∞, (ii) extending
the process Z to an a.u. càdlàg, process X : [0,1]×Ω → S by taking right limits of
sample paths. Step (i) can be done by the Daniell-Kolmogorov Extension or Daniell-
Kolmogorv-Skorokhod Extension, for example. As a matter of fact, we can define
D-regularity for F as D-regularity of any process Z with marginal distributions given
by F . The key Step (ii) is then by proving that that a process X : [0,1]×Ω→ S is a.u.
càdlàg iff it is the right-limit extension of some D-regular process Z : Q∞×Ω→ S. In
this section, we prove the “only if” part. In the next section, we will prove the “if” part,
which is the useful part for the purpose of the first sentence in this paragraph.
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Definition 10.4.1. (D-regular processes and D-regular families of f.j.d.’s with pa-
rameter set Q∞). Let Z : Q∞×Ω→ S be a stochastic process, with marginal distribu-
tions given by the family F of f.j.d.’s. Let m≡ (mn)n=0.1.··· be an increasing sequence
of nonnegative integers. Suppose the following conditions are satisfied.
1. Let n≥ 0 be arbitrary. Let β > 2−n be arbitrary such that the set
A
β
t,s ≡ (d(Zt ,Zs)> β ) (10.4.1)
is measurable for each s, t ∈Q∞. Then
P(Dn)< 2
−n, (10.4.2)
where we define the exceptional set
Dn ≡
⋃
t∈Q(m(n))
⋃
r,s∈(t,t′)Q(m(n+1));r≤s
(A
β
t,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′ ,r ∪A
β
t′,s), (10.4.3)
where for each t ∈Qm(n) we abuse notations and write t ′ ≡ 1∧ (t+ 2−m(n)).
2. The process Z is continuous in probability on Q∞, with a modulus of continuity
in probability δCp.
Then the process Z : Q∞ ×Ω → S and the family F of f.j.d.’s are said to be D-
regular , with the sequence m as a modulus of D-regularity and with the operation δCp
as a modulus of continuity in probability.
Let
R̂Dreg,m,δ (Cp)(Q∞×Ω,S)
denote the set of all such processes. Let R̂Dreg(Q∞ ×Ω,S) denote the set of all D-
regular processes. Thus R̂Dreg,m,δ (Cp)(Q∞×Ω,S) and R̂Dreg(Q∞×Ω,S) are subsets of
the metric space (R̂(Q∞×Ω,S), ρ̂Prob,Q(∞)) introduced in Definition 6.4.1, and, as such,
inherit the metric ρ̂Prob,Q(∞). Thus we have the metric space
(R̂Dreg(Q∞×Ω,S), ρ̂Prob,Q(∞)).
Let
F̂Dreg,m,δ (Cp)(Q∞,S)
denote the set of all such families F of f.j.d.’s. Let F̂Dreg(Q∞,S) denote the set of all
D-regular families of f.j.d.’s. Then F̂Dreg,m,δ (Cp)(Q∞,S) and F̂Dreg(Q∞,S) are a subsets
of the metric space (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞)) of consistent families of f.j.d.’s introduced
in Definition 6.2.7, where the metric ρ̂Marg,ξ ,Q(∞) is defined relative to an arbitrarily
given, but fixed, binary approximation ξ ≡ (Aq)q=1,2,··· of (S,d).

Condition 1 in Definition 10.4.1 is, in essence, equivalent to Condition (13.10) in
the key Theorem 13.3 of [Billingsley 1999]. The crucial difference of our construction
and the last cited theorem is that the latter proves only that (i) a sequence of distribu-
tions on the path space which satisfies said Condition (13.10) is tight, and (ii) the weak-
convergence limit of any such subsequence sequence of distributions, if such limit ex-
ists, and (iii) existence of weak-convergence limit is then guaranteed by Prokhorov’s
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Theorem, Theorem 5.1 in [Billingsley 1999], which says that each subsequence of a
tight sequence of distributions contains a subsequence which has a weak-convergence
limit. As we observed earlier, Prokhorov’s Theorem implies the principle of infinite
search. This is in contrast to our simple and direct construction in developed in this
and the next section.
First we extend the definition of D-regularity to families of f.j.d.’s with parameter
interval [0,1] which are continuous in probability on the interval.
Definition 10.4.2. (D-regular families of f.j.d.’s with parameter interval [0,1]). Re-
call from 6.2.11the metric space (F̂Cp([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞)) of families of f.j.d.’s
which are continuous in probability on [0,1], where the metric is defined relative to the
enumerated, countable, dense subset Q∞ of [0,1]. Define two subsets of F̂Cp([0,1],S)
by
F̂Dreg([0,1],S)≡ {F ∈ F̂Cp([0,1],S) : F |Q∞ ∈ F̂Dreg(Q∞,S)},
and
F̂Dreg,m,δ (Cp)([0,1],S)≡ {F ∈ F̂Cp([0,1],S) : F |Q∞ ∈ F̂Dreg,m,δ (Cp)(Q∞,S)}.
These subsets inherit the metric ρ̂Cp,ξ ,[0,1]|Q(∞).

We will prove that a process X : [0,1]×Ω→ S is a.u càdlàg iff it is the extension by
right limit of a D-regular process Z : Q∞×Ω→ S. The next theorem proves the “only
if” part.
Theorem 10.4.3. (Restriction of each a.u. Càdlàg process to Q∞ is D-regular).
Let X : [0,1]×Ω → S be an a.u càdlàg process, with a modulus of a.u. càdlàg δaucl
and a modulus of continuity in probability δCp. Let m ≡ (mn)n=0,1,2,··· be an arbitrary
increasing sequence of integers such that
2−m(n) < δaucl(2−n−1). (10.4.4)
for each n≥ 0.
Then the process Z ≡ X |Q∞ is D-regular, with a modulus of D-regularity m, and
with the same modulus of continuity in probability δCp.
Proof. First note that, by Definition 10.3.1, X is continuous in probability on [0,1],
with some modulus of continuity in probability δCp. Hence so is Z on Q∞, with the
samemodulus of continuity in probability δCp. Consequently, Condition 2 in Definition
10.4.1 is satisfied.
Now let n≥ 0 be arbitrary. Write εn ≡ 2−n. By Condition (3) in Definition 10.3.2,
there exist (i) δaucl(
1
2εn)> 0, (ii) a measurable set An ⊂ B≡
⋂
t∈Q(∞) domain(Xt) with
P(Acn)<
1
2εn, (iii) an integer hn ≥ 0, and (iv) a sequence of r.r.v.’s,
0= τn,0 < τn,1 < · · ·< τn,h(n)−1 < τn,h(n) = 1, (10.4.5)
such that, for each i= 0, · · · ,hn−1, the function Xτ(n,i) is a r.v., and such that, for each
ω ∈ An, we have
h(n)−1∧
i=0
(τn,i+1(ω)− τn,i(ω))≥ δaucl(12εn) (10.4.6)
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with
d(X(τn,i(ω),ω),X(·,ω))≤ 12εn, (10.4.7)
on the interval θn,i ≡ [τn,i(ω),τn,i+1(ω)) or θn,i ≡ [τn,i(ω),1] according as i ≤ hn− 2
or i= hn− 1.
Take any β > 2−n such that the set
A
β
t,s ≡ (d(Xt ,Xs)> β ) (10.4.8)
is measurable for each s, t ∈ Q∞. Let Dn be the exceptional set as in defining equality
10.4.3.
Suppose, for the sake of a contradiction, that P(Dn) > εn ≡ 2−n. Then P(Dn) >
εn > P(A
c
n) by Condition (ii) above. Hence P(DnAn) > 0. Consequently, there exists
ω ∈ DnAn. Since ω ∈ An, inequalities 10.4.6 and 10.4.7 hold at ω . At the same time,
since ω ∈Dn, there exist t ∈Qm(n) and r,s ∈Qm(n+1), with t < r ≤ s< t ′ ≡ t+2−m(n),
such that
ω ∈ (Aβt,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′,r ∪A
β
t′ ,s). (10.4.9)
At the same time, the interval [0,1) is contained in the union
⋃h(n)−1
i=1 [τn,i−1(ω),τn,i+1(ω)).
Hence t ∈ [τn,i−1(ω),τn,i+1(ω)) for some i= 1, · · · ,hn− 1. Now consider each
u,v ∈ G≡ domain(X(·,ω))∩ (t, t ′)∩{τn,i(ω)}c
with u≤ v. Either (i’) t < τn,i(ω), or (ii’) τn,i(ω)< t ′. Consider Case (i’). Then
t ′ ≡ t+ 2−m(n) < τn,i(ω)+ 2−m(n)
< τn,i(ω)+ δaucl(2
−n−1)≡ τn,i(ω)+ δaucl(12εn)≤ τn,i+1(ω),
where the second inequality is from inequality 10.4.4, and where the last inequality is
due to inequality 10.4.6. Combining, τn,i−1(ω) ≤ t < t ′ < τn,i+1(ω). Hence there are
three subcases regarding the order of u,v in relation to the points τn,i−1(ω),τn,i(ω),
and τn,i+1(ω) in the interval [0,1]: (i’a)
τn,i−1(ω)≤ t < u≤ v< τn,i(ω),
(i’b)
τn,i−1(ω)≤ t < u< τn,i(ω)< v< t ′ < τn,i+1(ω),
and (i’c)
τn,i(ω)< u≤ v< t ′ < τn,i+1(ω).
In Subcase (i’a), we have, in view of inequality 10.4.7,
g1(u,v)≡ d(Xt(ω),Xu(ω))∨d(Xt(ω),Xv(ω))≤ εn < β ,
where u,v ∈ G with u ≤ v are arbitrary. Since G is dense in domain(X(·,ω))∩ (t, t ′),
we therefore obtain, by right continuity at r and at s,
g1(r,s)≡ d(Xt(ω),Xr(ω))∨d(Xt(ω),Xs(ω))≤ εn < β ,
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whence ω ∈ (Aβt,r ∪Aβt,s)c. Similarly, in Subcase (i’b), we have
g2(r,s) ≡ d(Xt(ω),Xr(ω))∨d(Xs(ω),Xt′(ω))< β ,
whence ω ∈ (Aβt,r ∪Aβt′,s)c. Likewise, in Subcase (i’c), we have
g3(r,s) ≡ d(Xt′(ω),Xr(ω))∨d(Xt′(ω),Xs(ω))< β ,
whence ω ∈ (Aβ
t′ ,r ∪A
β
t′,s)
c . Combining,
ω ∈ (Aβt,r ∪Aβt,s)c ∪ (Aβt,r ∪Aβt′,s)c∪ (A
β
t′ ,r ∪A
β
t′,s)
c,
contradicting relation 10.4.9. Thus the assumption that P(Dn)> 2−n leads to a contra-
diction. We conclude that P(Dn) ≤ 2−n, where n ≥ 0 and β > 2−n are arbitrary. Thus
the process Z ≡ X |Q∞ satisfies the conditions in Definition 10.4.1 to be D-regular, with
the sequence (mn)n=0,1,2,··· as a modulus of D-regularity.
The converse to Theorem 10.4.3 will be proved in the next section. From a D-
regular family F of f.j.d.’s with parameter set [0,1] we will construct an a.u. càdlàg
process with marginal distributions given by the family F .
10.5 The Right-Limit Extension of D-regular Processes
area.u. Càdlàg
Refer to Definition 9.0.2 for the notations related to the enumerated set Q∞of dyadic
rationals in the interval [0,1]. We proved in Theorem 10.4.3 that the restriction toQ∞ of
each a.u. càdlàg process on [0,1] is D-regular. In this section, we will prove the more
useful converse theorem, which is the key theorem in this chapter, that the extension by
right limit of each D-regular process on Q∞ is a.u. càdlàg. Then we will prove the easy
corollary that, given an D-regular family F of f.j.d.’s with parameter set [0,1], we can
construct an a.u. càdlàg process X with marginal distributions given by F , and with a
modulus of a.u. càdlàg in terms of the modulus of D-regularity of F .
In the remainder of the section, we will use the following assumption and notations.
Definition 10.5.1. (Assumption of a D-regular process). Let Z ∈ R̂Dreg,m,δ (Cp)(Q∞×
Ω,S) be arbitrary, but fixed for the remainder of this section. In other words, Z : Q∞×
Ω → S is a fixed D-regular process. Let m ≡ (mk)k=0,1,··· be a fixed modulus of D-
regularity, and let δCp be a fixed modulus of continuity in probability.

Definition 10.5.2. (Notation for the range of a sample function). Let Y :Q×Ω→ S
be an arbitrary process, let A⊂ Q and ω ∈Ω be arbitrary. Then we write
Y (A,ω)≡ {x ∈ S : x= Y (t,ω) for some t ∈ A}.

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Definition 10.5.3. (Accordion function). Let (βh)h=0,1,··· be an arbitrary sequence of
real numbers such that, for each k,h≥ 0 with k ≤ h, and for each r,s ∈Q∞, we have
βh ∈ (2−h+1,2−h+2), (10.5.1)
and the set
(d(Zr,Zs)> βk+ · · ·+βh) (10.5.2)
is measurable, and, in particular, the set
A
β (h)
r,s ≡ (d(Zr,Zs)> βh) (10.5.3)
is measurable.
Let h,n≥ 0 be arbitrary. Define
βn,h ≡
h
∑
i=n
βi, (10.5.4)
where, by convention, ∑hi=n βi ≡ 0 if h< n. Define
βn,∞ ≡
∞
∑
i=n
βi. (10.5.5)
Note that βn,∞ < ∑∞i=n 2
−i+2 = 2−n+3→ 0 as n→ ∞. For each subset A of Q∞, write
A− ≡ {t ∈Q∞ : t 6= s for each s ∈ A},
the metric complement of A in Q∞.
Let s∈Q∞ =⋃∞h=0Qm(h) be arbitrary. Define ĥ(s)≡ h≥ 0 to be the smallest integer
such that s ∈Qm(h). Let n≥ 0 be arbitrary. Define
β̂n(s)≡ βn,ĥ(s) ≡
ĥ(s)
∑
i=n
βi. (10.5.6)
Thus we have the functions
ĥ :Q∞ → {0,1,2, · · ·}
and
β̂n :Q∞ → (0,βn,∞)
for each n ≥ 0. These functions are defined relative to the sequences (βn)n=0,1,··· and
(mn)n=0,1,···.
For want of a better name, we might call the function β̂n an accordion function,
because its graph resembles a fractal-like accordion. They will furnish time-varying
boundaries for some simple first exit times in the proof of the main theorem. Note that,
for arbitrary s ∈ Qm(k) for some k ≥ 0, we have ĥ(s) ≤ k and so β̂n(s)≤ βn,k.
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
Definition 10.5.4. (Some small exceptional sets). Let k≥ 0 be arbitrary. Then βk+1 >
2−k. Hence, by the conditions in Definition 10.4.1 form≡ (mh)h=0,1,··· to be a modulus
of D-regularity of the process Z, we have
P(Dk)≤ 2−k, (10.5.7)
where
Dk ≡
⋃
u∈Q(m(k))
⋃
r,s∈(u,u′)Q(m(k+1));r≤s
{
(A
β (k+1)
u,r ∪Aβ (k+1)u,s )(Aβ (k+1)u,r ∪Aβ (k+1)u′,s )(A
β (k+1)
u′,r ∪A
β (k+1)
u′,s )}, (10.5.8)
where, for each u ∈Qm(k), we abuse notations and write u′ ≡ u+∆m(k).
For each h≥ 0, define the small exceptional set
Dh+ ≡
∞⋃
k=h
Dk, (10.5.9)
with
P(Dh+)≤
∞
∑
k=h
2−k = 2−h+1. (10.5.10)

Lemma 10.5.5. (Existence of certain supremums as r.r.v.’s). Let Z :Q∞×Ω→ S be
a D-regular process, with a modulus of D-regularity m ≡ (mk)k=0,1,··· . Let h ≥ 0 and
v,v,v′ ∈ Qm(h) be arbitrary. with v≤ v≤ v′. Then the following holds.
1. For each r ∈ [v,v′]Q∞, we have
d(Zv,Zr)≤
∨
u∈[v,v′ ]Q(m(h))
d(Zv,Zu)+ β̂h+1(r) (10.5.11)
on Dch+.
2. The supremum
Yv,v′ ≡ sup
u∈[v,v′]Q(∞)
d(Zv,Zu)
exists as a r.r.v. Moreover
0≤ Yv,v′ −
∨
u∈[v,v′]Q(m(h))
d(Zv,Zu)≤ βh+1,∞ ≤ 2−h+4
on Dch+, where P(Dh+)≤ 2−h+1.
3. Write d̂ ≡ 1∧d. Then
0≤ E sup
u∈[v,v′ ]Q(∞)
d̂(Zv,Zu)−E
∨
u∈[v,v′ ]Q(m(h))
d̂(Zv,Zu)≤ 2−h+5.
where h≥ 0 and v,v′ ∈ Qm(h) are arbitrary with v≤ v′.
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Proof. 1. First let k ≥ 0 be arbitrary. Consider each ω ∈Dck. We will prove that
0≤
∨
u∈[v,v′]Q(m(k+1))
d(Zv(ω),Zu(ω))−
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω))≤ βk+1.
(10.5.12)
Consider each r ∈ [v,v′]Qm(k+1). Then r ∈ [s,s+∆m(k)]Qm(k+1) for some s∈Qm(k) such
that [s,s+∆m(k)]⊂ [v,v′]. Write s′ ≡ s+∆m(k). We need to prove that
d(Zv(ω),Zr(ω))≤
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω))+βk+1. (10.5.13)
If r = s or r = s′, then r ∈ [v,v′]Qm(k) and inequality 10.5.13 holds trivially. Hence we
may assume that r ∈ (s,s′)Qm(k+1). Since ω ∈Dck by assumption, the defining equality
10.5.8 implies that
ω ∈ (Aβ (k+1)s,r )c(Aβ (k+1)s,r )c∪ (Aβ (k+1)s,r )c(Aβ (k+1)s′,r )c∪ (A
β (k+1)
s′,r )
c(A
β (k+1)
s′,r )
c.
Consequently, by the defining equality 10.5.3 for the sets in the last displayed expres-
sion, we have
d(Zs(ω),Zr(ω))∧d(Zs′(ω),Zr(ω))≤ βk+1.
Hence the triangle inequality implies that
d(Zv(ω),Zr(ω))
≤ (d(Zs(ω),Zr(ω))+ d(Zv(ω),Zs(ω)))∧ (d(Zs′(ω),Zr(ω))+ d(Zv(ω),Zs′(ω)))
≤ (d(Zs(ω),Zr(ω))+
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω)))∧ (d(Zs′(ω),Zr(ω))
+
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω)))
≤ (βk+1+
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω)))∧ (βk+1+
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω)))
≤ βk+1+
∨
u∈[v,v′]Q(m(k))
d(Zv(ω),Zu(ω)),
establishing inequality 10.5.13 for arbitrary r ∈ [v,v′]Qm(k+1). The desired inequality
10.5.12 follows.
2. Let h≥ 0 be arbitrary, and consider each ω ∈Dch+. Then ω ∈Dck for each k≥ h.
Hence, inequality 10.5.12 can be applied to h,h+ 1, · · · ,k+ 1 to yield
0≤
∨
u∈[v,v′ ]Q(m(k+1))
d(Zv(ω),Zu(ω))−
∨
u∈[v,v′]Q(m(h))
d(Zv(ω),Zu(ω))
≤ βk+1+ · · ·+βh+1 = βh+1,k+1 < βh+1,∞ < 2−h+2. (10.5.14)
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3. Consider each r ∈ [v,v′]Q∞. We will prove that
d(Zv(ω),Zr(ω))≤
∨
u∈[v,v′]Q(m(h))
d(Zv(ω),Zu(ω))+ β̂h+1(r). (10.5.15)
The desired inequality is trivial if r∈Qm(h). Hencewe may assume that r∈Qm(k+1)Q−m(k)
for some k ≥ h. Then β̂h(r) = βh+1,k+1. Therefore the first half of inequality 10.5.14
implies that
d(Zv(ω),Zr(ω))≤
∨
u∈[v,v′]Q(m(h))
d(Zv(ω),Zu(ω))+βh+1,k+1
=
∨
u∈[v,v′ ]Q(m(h))
d(Zv(ω),Zu(ω))+ β̂h+1(r).
Inequality 10.5.15 is proved, where ω ∈ Dch+ is arbitrary. Inequality 10.5.11 follows.
Assertion 1 is proved.
4. Next consider the special case where v = v. Since P(Dh+) ≤ 2−h+1, it follows
from inequality 10.5.14 that the a.u. limit
Y v,v′ ≡ lim
k→∞
∨
u∈[v,v′ ]Q(m(k+1))
d(Zv,Zu)
exists and is a r.r.v. Moreover, for each ω ∈ domain(Y v,v′), it is easy to verify that
Y v,v′(ω) gives the supremum supu∈[v,v′ ]Q(∞) d(Zv(ω),Zu(ω)). Thus the supremumYv,v′ ≡
supu∈[v,v′ ]Q(∞) d(Zv,Zu) is defined and equal to the r.r.v. Y v,v′ on a full set, and is there-
fore itself a r.r.v. Letting k→ ∞ in inequality 10.5.14, we obtain
0≤ Yv,v′ −
∨
u∈[v,v′]Q(m(h))
d(Zv,Zu)≤ βh+1,∞ ≤ 2−h+4
on Dch+∩domain(Y v,v′). This proves Assertion 2.
3. Write d̂ ≡ 1∧d. Then
0≤ E sup
u∈[v,v′]Q(∞)
d̂(Zv,Zu)−E
∨
u∈[v,v′]Q(m(h))
d̂(Zv,Zu)
= E(1∧Yv,v′− 1∧
∨
u∈[v,v′]Q(m(h))
d(Zv,Zu))
≤ E1D(h+)c(1∧Yv,v′ − 1∧
∨
u∈[v,v′]Q(m(h))
d(Zv,Zu))+E1D(h+).
≤ 2−h+5+P(Dh+)≤ 2−h+4+ 2−h+1 < 2−h+5.
Assertion 3 and the lemma is proved.
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Definition 10.5.6. (Right-limit extension of a process with dyadic rational param-
eters). Recall the convention that if f is an arbitrary function, we write f (x) only with
the implicit or explicit condition that x ∈ domain( f ).
1. Let Q∞ stand for the set of dyadic rationals in [0,1]. Let Y : Q∞×Ω→ S be an
arbitrary process. Define a function X : [0,1]×Ω→ S by
domain(X)≡ {(r,ω) ∈ [0,1]×Ω : lim
u→r;u≥r
Y (u,ω) exists},
and by
X(r,ω)≡ lim
u→r;u≥r
Y (u,ω) (10.5.16)
for each (r,ω) ∈ domain(X). We will call
ΦrLim(Y )≡ X
the right-limit extension of the process Y to the parameter set [0,1].
2. Let Q∞ stand for the set of dyadic rationals in [0,∞). Let Y : Q∞×Ω→ S be an
arbitrary process. Define a function X : [0,∞)×Ω→ S by
domain(X)≡ {(r,ω) ∈ [0,∞)×Ω : lim
u→r;u≥r
Y (u,ω) exists},
and by
X(r,ω)≡ lim
u→r;u≥r
Y (u,ω) (10.5.17)
for each (r,ω) ∈ domain(X). We will call
ΦrLim(Y )≡ X
the right-limit extension of the process Y to the parameter set [0,∞).
In general, the right-limit extension X need not be a well-defined process. 
In the following proposition, recall that, as in Definition 6.1.3, continuity a.u. is a
weaker condition than a.u. continuity.
Proposition 10.5.7. (The right-limit extension of a D-regular process is a well-
defined stochastic process and is continuous a.u.). The right-limit extension X ≡
ΦrLim(Z) : [0,1]×Ω → S of the D-regular process Z is a stochastic process which is
continuous a.u.
Specifically, the following holds.
1. Let ε > 0 be arbitrary. Take ν ≥ 0 so large that 2−ν+5 < ε . Take an arbitrary
J ≥ 0 so large that
∆m(J) ≡ 2−m(J) < 2−2δCp(2−2ν+2). (10.5.18)
Define
δcau(ε) ≡ δcau(ε,m,δCp)≡ ∆m(J) ∈ Q∞. (10.5.19)
Then, for each t ∈ [0,1], there exists an exceptional set Gt with P(Gt)< ε such that
d(X(t,ω),X(t ′,ω))< ε
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for each t ′ ∈ [t− δcau(ε), t+ δcau(ε)]∩domain(X(·,ω)), for each ω ∈ Gct .
2. Moreover, X(·,ω)|Q∞ = Z(·,ω) for a.e. ω ∈Ω.
3. Furthermore, the process X has the same modulus of continuity in probability
δCp as the process Z.
4. (Right continuity). For a.e. ω ∈ Ω, the function X(·,ω) is right continuous at
each t ∈ domain(X(·,ω)).
5. (Right completeness). For a.e. ω ∈ Ω, we have t ∈ domain(X(·,ω)) for each
t ∈ [0,1] such that limr→t;r>t X(r,ω) exists.
Proof. We will first verify that Xt ≡ X(t, ·) is a r.v. with values in S, for each t ∈ [0,1],
then prove the continuity a.u. To that end, let t ∈ [0,1] and ε > 0 be arbitrary. Write
∆≡ ∆m(J). For ease of reference to previous theorems, write n≡ ν .
1. Recall that δCp is the given modulus of continuity in probability of the process
Z, and recall that βn ∈ (2−n+1,2−n+2) is as selected in Definition 10.5.3. When there
is no risk of confusion, suppress the subscript mJ , write p ≡ pm(J) ≡ 2m(J), and write
qi ≡ qm(J),i ≡ i∆≡ i2−m(J) for each i= 0,1, · · · , p. Then
t ∈ [0,1] = [q0,q2]∪ (q1,q3]∪·· ·∪ [qp−3,qp−1]∪ [qp−2,qp].
Hence there exists i= 0, · · · , p− 2 be such that t ∈ [qi,qi+2]. The neighborhood θt,ε ≡
[t−∆, t+∆]∩ [0,1] of t in [0,1] is a subset of [q(i−1)∨0,q(i+3)∧p]. Write v ≡ q(i−1)∨0
and v′ ≡ q(i+3)∧p. Then (i) v,v′ ∈ Qm(J), (ii) v< v′, and (iii) the set
[v,v′]Qm(J) = {q(i−1)∨0,qi,qi+1,qi+2,q(i+3)∧p}
contains 4 or 5 distinct and consecutive elements of Qm(J). Therefore, for each u ∈
[v,v′]Qm(J), we have |v− u| ≤ 4∆ < δCp(2−2n+2), whence
E1∧d(Zv,Zu))≤ 2−2n+2 < β 2n ,
and, by Chebychev’s inequality,
P(d(Zv,Zu)> βn)≤ βn.
Hence the measurable set
An ≡
⋃
u∈[v,v′ ]Q(m(J))
(d(Zv,Zu)> βn)
has probability bounded by P(An)≤ 4βn < 2−n+4.. Define Gt,ε ≡ Dn+∪An. It follows
that
P(Gt,ε )≤ P(Dn+)+P(An)< 2−n+4+ 2−n+4 = 2−n+5 < ε. (10.5.20)
2. Next consider each ω ∈ Gct,ε = Dcn+Acn. Then, by the definition of the set An, we
have ∨
s∈[v,v′ ]Q(m(J))
d(Z(v,ω),Z(s,ω)) ≤ βn.
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At the same time, since ω ∈ Dcn+ ⊂ DcJ+, inequality 10.5.11 of Lemma 10.5.5, where
h,v are replaced by J,v respectively, implies that, for each r ∈ θnQ∞ ⊂ [v,v′]Q∞, we
have
d(Zr(ω),Zv(ω))≤ β̂J+1(r)+
∨
s∈[v,v′]Q(m(J))
d(Zv(ω),Zs(ω))
= β̂J+1(r)+βn ≤ βJ+1,∞ +βn ≤ βn+1,∞+βn = βn,∞.
Then the triangle inequality yields
d(Z(r,ω),Z(r′,ω))≤ 2βn,∞ < 2−n+4 < ε (10.5.21)
for each r,r′ ∈ θt,εQ∞ ≡ [t −∆m(J), t +∆m(J)]Q∞, where ω ∈ Gct,ε is arbitrary, where
ε > 0 is arbitrarily.
3. Now write εk ≡ 2−k for each k ≥ 1. Then Gκ ≡
⋃∞
k=κ Gt,ε(k) has probability
bounded by P(Gκ) ≤ 2−κ+1. Hence Ht ≡ ⋂∞κ=1Gκ is a null set. Moreover, for each
ω ∈Hct , we have ω ∈Gcκ for some κ ≥ 1. Therefore the limu→t Z(u,ω) exists, whence
the right limit X(t,ω) is well defined and
X(t,ω)≡ lim
u→t;u≥t
Z(u,ω) = lim
u→t Z(u,ω). (10.5.22)
Applied to the special case of an arbitrary u ∈ Q∞ in the place of t, equality 10.5.22
implies that X(u,ω) = Z(u,ω) for each ω ∈ Hcu . Hence the same equality 10.5.22 can
be rewritten as
X(t,ω)≡ lim
u→t;u≥t
X(u,ω) = lim
u→tX(u,ω)
for each ω ∈Hct . Define the null setH ≡
⋃
u∈Q(∞)Hu. Then X(u,ω) = Z(u,ω) for each
u∈Q∞, for each ω ∈Hc. In short, X(·,ω)|Q∞ = Z(·,ω) for each ω ∈Hc. This verifies
Assertion 2.
4. For each k ≥ 1, fix an arbitrary rk ∈ θt,ε(k)Q∞. Consider each κ ≥ 1, and each
ω ∈Gcκ . Then, for each k≥ κ , we have rk,rκ ∈ θt,ε(κ)Q∞, and so, by inequality 10.5.21,
where ε is replaced by εκ , we obtain
d(Z(rk,ω),Z(rκ ,ω))≤ εκ . (10.5.23)
Letting k→ ∞, this yields
d(X(t,ω),Z(rκ ,ω))≤ εκ , (10.5.24)
where ω ∈ Gcκ is arbitrary. Since P(Gκ) ≤ 2−κ+1 is arbitrarily small for sufficiently
large κ , we conclude that Zr(κ) → Xt a.u. Consequently, the function Xt is a r.v. Since
t ∈ [0,1] is arbitrary, the function X ≡ΦrLim(Z) : [0,1]×Ω→ S is a stochastic process.
5. Let t ′ ∈ [t−∆m(J), t +∆m(J)]∩ domain(X(·,ω)) be arbitrary. Letting r ↓ t and
r′ ↓ t ′ in inequality 10.5.21 while r,r′ ∈ θt,εQ∞, we obtain
d(X(t,ω),X(t ′,ω))< ε (10.5.25)
where ω ∈ Gct,ε is arbitrary. Since t ∈ [0,1] is arbitrary, and since P(Gt,ε ) < ε is arbi-
trarily small, we see that the process X is continuous a.u. according to Definition 6.1.3.
Assertions 1 has been proved.
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6. Next, we will verify that the process X has the same modulus of continuity in
probability δCp as the process Z. To that end, let ε > 0 be arbitrary, and let t,s ∈ [0,1]
be such that |t− s| < δCp(ε). In Step 5 we saw that there exist sequences (rk)k=1,2,···
and (vk)k=1,2,···inQ∞ such that rk→ t, vk→ s, Zr(k)→ Xt a.u. and Zv(k)→ Xs a.u. Then,
for sufficiently large k≥ 0 we have |rk−vk|< δCp(ε), whence E1∧d(Zr(k),Zv(k))≤ ε .
The last cited a.u. convergence therefore implies that
E1∧d(Xt ,Xs)≤ ε.
Summing up, δCp is a modulus of continuity of probability of the process X . Assertion
3 is proved.
7. Consider each ω in the full set
⋂
u∈Q(∞) domain(Zu). Then the function Z(·,ω) :
Q∞ → S has domainQ∞ which is dense in[0,1]. Hence its right-limit extension X(·,ω) :
[0,1]→ S satisfies the conditions in Assertions 4 and 5, according to Proposition 10.1.6.
The present proposition is proved.
We now prove the main theorem of this chapter. In the proof, refer to Proposition
8.2.8 for basic properties of simple first exit times.
Theorem 10.5.8. (The right-limit extension of a D-regular process is a.u. càdlàg).
The right-limit extension
X ≡ΦrLim(Z) : [0,1]×Ω→ S
is a.u. càdlàg. Specifically, (i) it has the same modulus of continuity in probabil-
ity δCp as the given D-regular process Z, and (ii) it has a modulus of a.u. càdlàg
δaucl(·,m,δCp) defined as follows. Let ε > 0 be arbitrary. Let n ≥ 0 be so large that
2−n+6 < ε. Let J ≥ n+ 1 be so large that
∆m(J) ≡ 2−m(J) < 2−2δCp(2−2m(n)−2n−10). (10.5.26)
Define
δaucl(ε,m,δCp)≡ ∆m(J).
Note that the operation δaucl(·,m,δCp) depends only on m and δCp.
Proof. We will prove that the operation δaucl(·,m,δCp) thus defined is a modulus of
a.u. càdlàg of the right-limit extension X .
1. To that end, let i= 1, · · · , pm(n) be arbitrary, but fixed until further notice. When
there is little risk of confusion, we suppress references to n and i, and write
p≡ pm(n) ≡ 2m(n),
∆≡ ∆m(n) ≡ 2−m(n),
t ≡ qi−1 ≡ qm(n),i−1 ≡ (i− 1)2−m(n),
and
t ′ ≡ qi ≡ qm(n),i ≡ i2−m(n).
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Thus t, t ′ ∈ Qm(n) and 0≤ t < t ′ = t+∆≤ 1.
2. Write εn = 2−m(n)−n−1 and ν = mn+ n+ 6. Then 2−ν+5 < εn, and
∆m(J) ≡ 2−m(J) < 2−2δCp(2−2ν+2). (10.5.27)
Hence
∆m(J) = δcau(εn,m,δCp),
where δcau(·,m,δCp) is the modulus of continuity a.u. of the process X defined in
Proposition 10.5.7. Note also that εn ≤ βn.
In the next several steps, we will prove that, for eachω ∈Dcn+, the set Z([t, t ′]Q∞,ω)
can be divided into two sections Z([t,τ)Q∞,ω) and Z([τ, t ′]Q∞,ω) each of which is
contained in a ball in (S,d) with radius 2−n+5.
2. First introduce some simple first exit times of the process Z. Let k ≥ n be
arbitrary. As in Definition 8.2.7, define the simple first exit time
ηk ≡ ηk,i ≡ ηt,β̂ (n),[t,t′]Q(m(k))
for the process Z|[t, t ′]Qm(k) to exit the time-varying β̂n-neighborhood of Zt . In partic-
ular, the r.r.v. ηk has values in [t+∆m(k), t
′]Qm(k). Thus
t+∆m(k) ≤ ηk ≤ t ′. (10.5.28)
In the case where k = n, this yields
ηn ≡ ηn,i = t ′ = qm(n),i. (10.5.29)
Since Qm(k) ⊂ Qm(k+1), the more frequently sampled simple first exit time ηk+1 comes
no later than ηk, according to Assertion 5 of Proposition 8.2.8. Thus
ηk+1 ≤ ηk. (10.5.30)
3. Now let κ ≥ k ≥ n and ω ∈Dck+ be arbitrary. We will prove that
t ≤ ηk(ω)− 2−m(k) ≤ ηκ(ω)− 2−m(κ) ≤ ηκ(ω)≤ ηk(ω). (10.5.31)
The first of these inequalities is from the first part of inequality 10.5.28. The third is
trivial, and the last is by a repeated application of inequality 10.5.30. It remains only
to prove the second.
To that end, write v ≡ t, s ≡ ηk(ω) and v′ ≡ s−∆m(k). Then v, t,s,v′ ∈ [t, t ′]Qm(k).
Since v′< s≡ηk(ω), the sample path Z(·,ω)|[t, t ′]Qm(k) has not exited the time varying
β̂n-neighborhood of Zt(ω) at time v′. In other words,
d(Zt(ω),Zu(ω))≤ β̂n(u)≤ βn,k (10.5.32)
for each u ∈ [v,v′]Qm(k). At the same time, ω ∈ Dcn+ ⊂ Dck+. Hence inequality 10.5.11
of Lemma 10.5.5, where h,v,v are replaced by k, t, t respectively, implies that
d(Zt(ω),Zr(ω))≤ β̂k+1(r)+
∨
u∈[t,v′]Q(m(k))
d(Zt(ω),Zu(ω))
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≤ β̂k+1(r)+βn,k = β̂n(r). (10.5.33)
for each r ∈ [t,v′]Q∞. In particular, for each r ∈ [t,v′]Qm(κ+1) ⊂ [v,v′]Q∞, inequality
10.5.33 holds. Thus the sample path Z(·,ω)|[t, t ′]Qm(κ+1) has not exited the time-
varying β̂n-neighborhood of Z(t,ω) at time v′ ≡ ηk(ω)−∆m(k). In other words,
ηk(ω)−∆m(k) < ηκ+1(ω).
Since both sides of this strict inequality are members of Qm(k+1), it follows that
ηk(ω)−∆m(k) ≤ ηκ+1(ω)−∆m(κ+1).
Thus inequality 10.5.31 has been verified.
4. Inequality 10.5.31 implies that the limit
τ ≡ τi ≡ lim
κ→∞ ηκ
exists uniformly on Dck+, with
t ≤ ηk− 2−m(k) ≤ τ ≤ ηk ≤ t ′ (10.5.34)
on Dck+. Since P(Dk+)≤ 2−k+3 is arbitrarily small, we conclude that
ηκ ↓ τ a.u.,
with t < τ ≤ t ′, or, in fuller notations, with
qi−1 < τi ≤ qi (10.5.35)
5. Now let h ≥ n be arbitrary, and let ω ∈ Dch+ be arbitrary. Consider each u ∈
[t,τ(ω))Q∞. Then u ∈ [t,ηk(ω))Qm(k) for some k ≥ h. Hence, by the basic properties
of the simple first exit time ηk, we have
d(Z(t,ω),Z(u,ω)) ≤ β̂n(u)< βn,∞. (10.5.36)
Thus we obtain the bounding relation
Z([qi−1,τi(ω))Q∞,ω)⊂ (d(·,Z(qi−1,ω))< βn,∞)⊂ (d(·,Z(qi−1,ω))< 2−n+3).
(10.5.37)
6. To obtain a similar bounding relation for the set Z([τi(ω),qi],ω), we will first
prove that
d(Z(w,ω),Z(ηh(ω),ω))≤ βh+1,∞ (10.5.38)
for each w ∈ [ηh+1(ω),ηh(ω)]Q∞.
To that end, write, for abbreviation, write u ≡ ηh(ω)−∆m(h), r ≡ ηh+1(ω), and
u′ ≡ ηh(ω). From inequality 10.5.31, where k,κ are replaced by h,h+ 1 respectively,
we obtain u < r ≤ u′. The desired inequality 10.5.38 holds trivially if r = u′. Hence
we may assume that u < r < u′. Consequently, since u,u′ are consecutive points in
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the set Qm(h) of dyadic rationals, we have r ∈ Qm(h+1)Q−m(h), whence β̂n(r) = βn,h+1.
Moreover, since u′ ≤ t ′ according to inequality 10.5.28, we have
ηh+1(ω)≡ r < u′ ≤ t ′.
In words, the sample path Z(·,ω)|[t, t ′]Qm(h+1) successfully exits the time-varying β̂n-
neighborhood of Z(t,ω), for the first time at r. Therefore
d(Z(t,ω),Z(r,ω)) > β̂n(r) = βn,h+1. (10.5.39)
On the other hand, since u ∈ Qm(h) ⊂ Qm(h+1) and u < r, exit has not occurred at time
u. Hence
d(Z(t,ω),Z(u,ω)) ≤ β̂n(u)≤ βn,h. (10.5.40)
Inequalities 10.5.39 and 10.5.40 together yield, by the triangle inequality,
d(Z(u,ω),Z(r,ω)) > βn,h+1−βn,h = βh+1.
It follows that ω ∈ Aβ (h+1)u,r by the definition of the sets Aβ (h+1)u,r .
Now consider an arbitrary s ∈ [r,u′)Qm(h+1). Then, trivially,
ω ∈ Aβ (h+1)u,r ⊂ (Aβ (h+1)u,r ∪Aβ (h+1)u,s )(Aβ (h+1)u,r ∪Aβ (h+1)u′,s ). (10.5.41)
At the same time, since ω ∈Dc
h+
⊂ Dch and since u,u′ ∈ Qm(h) with u′ ≡ u+∆m(h), we
can apply the defining formula 10.5.8 of the exceptional set Dh, to obtain
ω ∈Dch
⊂ (Aβ (h+1)u,r ∪Aβ (h+1)u,s )c∪ (Aβ (h+1)u,r ∪Aβ (h+1)u′,s )c∪ (A
β (h+1)
u′,r ∪A
β (h+1)
u′,s )
c. (10.5.42)
Relations 10.5.41 and 10.5.42 together then imply that
ω ∈ (Aβ (h+1)
u′,r ∪A
β (h+1)
u′,s )
c ⊂ (Aβ (h+1)
u′,s )
c.
Consequently, by the definition of the set Aβ (h+1)
u′,s , we have
d(Z(s,ω),Z(u′,ω))≤ βh+1, (10.5.43)
where s ∈ [r,u′)Qm(h+1) is arbitrary. The same inequality trivially holds for s = u′.
Summing up, ∨
s∈[r,u′]Q(m(h+1))
d(Zu′(ω),Zs(ω))≤ βh+1.
Then, for each w ∈ [r,u′]Q∞, we can apply inequality 10.5.11 of Lemma 10.5.5, where
h,v,v′,v,r,u are replaced by h+ 1,r,u′,u′,w,s respectively, to obtain
d(Zw(ω),Zu′(ω))≤ β̂h+2(w)+
∨
s∈[r,u′]Q(m(h+1))
d(Zu′(ω),Zs(ω))
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≤ βh+2,∞+βh+1 = βh+1,∞. (10.5.44)
In other words, inequality 10.5.38 is verified.
7. Now let r′ ∈ (τ(ω),ηh(ω)]Q∞be arbitrary. Then r′ ∈ [ηk+1(ω),ηh(ω)]Q∞ for
some k ≥ h.
d(Z(r′,ω),Z(ηh(ω),ω))
≤ d(Z(r′,ω),Z(ηk(ω),ω))+ d(Z(ηk(ω),ω),Z(ηk−1(ω),ω)+
· · ·+ d(Z(ηh+1(ω),ω),Z(ηh(ω),ω)
≤ βk+1,∞ +βk,∞ + · · ·+βh+1,∞ < βh+1,∞ < 2−h+5, (10.5.45)
where the second inequality is by repeated applications of inequality 10.5.38. Thus
d(Z(r′,ω),Z(ηh(ω),ω))< 2−h+5 (10.5.46)
for each r′ ∈ (τ(ω),ηh(ω)]Q∞, where h≥ n and ω ∈ Dch+ are arbitrary.
8. We will prove that Xτ is a well defined r.r.v. To that end, let h ≥ n be arbitrary.
By Proposition 10.5.7, there exists δh ≡ δcau(2−m(h)−1−h)> 0 with δh ∈ Q∞ such that,
for each r ∈ [0,1], there exists an exceptional set Hr with P(Hr) < 2−m(h)−1−h such
that, for each ω ∈Hcr , we have
d(X(r,ω),X(r′,ω))< 2−m(h)−1−h ≤ 2−h+5 (10.5.47)
for each r′ ∈ [r− δh,r+ δh]∩domain(X(·,ω)). Define the exceptional set
Bh ≡
⋃
r∈Q(m(h))
Hr. (10.5.48)
Then
P(Bh)≤ ∑
r∈Q(m(h))
2−m(h)−1−h < 2−h. (10.5.49)
Now let ω ∈ BchDch+ be arbitrary, and write r ≡ ηh(ω)≥ τ(ω). Let u ∈ (τ(ω),τ(ω)+
δh)Q∞ be arbitrary. Then either (i) u ∈ (τ(ω),r]Q∞ or (ii) u ∈ [r,r+ δh)Q∞. Consider
Case (i). Then, since ω ∈ Bch ⊂ Dch+, inequality 10.5.46 applies and yields
d(Zu(ω),Zη(h)(ω))≡ d(Z(u,ω),Z(r,ω)) < 2−h+5. (10.5.50)
Consider Case (ii). Then, since ω ∈ Bch ⊂ Hcr , and since r,u ∈ Q∞ ⊂ domain(X(·,ω)),
inequality 10.5.47 holds with X replaced by Z, to yield
d(Zη(h)(ω),Zu(ω))≡ d(Z(r,ω),Z(u,ω)) < 2−h+5. (10.5.51)
Combining, we see that
d(Zη(h)(ω),Zu(ω))< 2
−h+5 (10.5.52)
for each u ∈ (τ(ω),τ(ω)+ δh)Q∞.
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Now consider each u∈ [τ(ω),τ(ω)+δh)Q∞. Pick an arbitrary sequence (uk)k=1,2,···
in (u,τ(ω) + δh)Q∞ ⊂ (τ(ω),τ(ω) + δh)Q∞ with uk → u. Then, for each k ≥ 1, in-
equality 10.5.52 holds for uk in the place of u. At the same time, since the process Z is
continuous a.u., we have Zu(k)(ω)→ Zu(ω). Consequently,
d(Zη(h)(ω),Zu(ω))≤ 2−h+5 (10.5.53)
where u ∈ [τ(ω),τ(ω) + δh)Q∞ is arbitrary. It follows that limu→τ(ω);u≥τ(ω) Z(u,ω)
exists. In other words, (τ(ω),ω) ∈ domain(X), or, equivalently, ω ∈ domain(Xτ).
Moreover, letting u ↓ τ(ω) in inequality 10.5.53, we obtain
d(Xτ(i)(ω),Zη(h)(ω))≡ d(Xτ(ω),Zη(h)(ω))≤ 2−h+5 (10.5.54)
where ω ∈ BchDch+ is arbitrary. Since
P(Bh∪Dh+)≤ P(Bh)+P(Dh+)< 2−h+ 2−h+4 < 2−h+5,
where h ≥ n is arbitrary, we see that Zη(h) ↓ Xτ a.u. as h→ ∞. Since Zη(h) is a r.v.
for each h ≥ n, we conclude that the function Xτ ≡ Xτ(i) is a r.v., where τ ≡ τi and
i= 1, · · · , p are arbitrary.
9. Consider the special case where h = n. Consider each ω ∈ BcnDcn+. Recall that
ηn = t
′ ≡ qi. Therefore
[τ(ω),qi]Q∞ = [τ(ω),ηn(ω)]Q∞ ⊂ [τ(ω),τ(ω)+ δn)Q∞∪ (τ(ω),ηn(ω)]Q∞.
Hence
Z([τi(ω),qi]Q∞,ω)⊂ Z([τ(ω),τ(ω)+ δn)Q∞,ω)∪Z((τ(ω),ηn(ω)]Q∞,ω)
⊂ (d(·,Zη(n)(ω))≤ 2−n+5) = (d(·,Z(qi,ω))≤ 2−n+5), (10.5.55)
where ω ∈ BcnDcn+ is arbitrary, and where the second containment relation is thanks to
inequalities 10.5.53 and 10.5.46.
10. Now consider an arbitrary ω ∈ BcnDcn+. For convenience, define the constant
r.r.v.’s τ0 ≡ 0 and τp+1 ≡ 1. It is easy to combine relations 10.5.37 and 10.5.55 for each
of the intervals in the disjoint union
θ1∪θ2∪·· ·∪θp‘∪θp+1, (10.5.56)
where
(θ1,θ2, · · · ,θp,θp+1)
≡ ([τ0(ω),τ1(ω)), [τ1(ω),τ2(ω)), · · · , [τp−1(ω),τp(ω)), [τp(ω),τp+1(ω)]).
(10.5.57)
More precisely,
Z(θiQ∞,ω)≡ Z([τi−1(ω),τi(ω))Q∞,ω)
= Z([τi−1(ω),qi−1]Q∞,ω)∪Z([qi−1,τi(ω))Q∞,ω)
⊂ (d(·,Z(qi−1,ω))≤ 2−n+5)∪ (d(·,Z(qi−1,ω))≤ 2−n+3)
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= (d(·,Z(qi−1,ω))≤ 2−n+5),
where the containment relation ⊂ holds by application of condition 10.5.55 to i− 1,
and condition 10.5.37 to i, where i= 1, · · · , p is arbitrary. Similarly
Z(θp+1Q∞,ω) = Z([τp(ω),qp]Q∞,ω)⊂ (d(·,Z(qp,ω))< 2−n+5)
by condition 10.5.55. Summing up, we have
Z(θκQ∞,ω)⊂ (d(·,Z(qκ−1,ω))≤ 2−n+5), (10.5.58)
for each κ = 1, · · · , p+ 1.
11. We wish to prove that each of the intervals θ1, · · · ,θp,θp+1 has positive length,
provided that we exclude also a third small exceptional set of ω . To be precise, recall
from the beginning of this proof that
δcau(εn)≡ δcau(εn,m,δCp)≡ ∆m(J) ≡ 2−m(J) < 4−1δCp(2−2ν(ε(n))+2). (10.5.59)
For abbreviation write
∆≡ ∆m(J) < 4−1δCp(2−2ν(ε(n))+2).
By Proposition 10.5.7, for a.e. ω ∈ Ω, the right-limit extension X(·,ω) is defined at
each point inQ∞, with X(·,ω)|Q∞ = Z(·,ω). Consequently, for a.e. ω ∈Ω, domain(X(·,ω))
is dense in [0,1]. Moreover, by the same Proposition 10.5.7, for each r ∈ [0,1], there
exists an exceptional set Gr with P(Gr)< εn such that, for each ω ∈ Gcr , we have
d(X(r,ω),X(r′,ω))< εn ≤ βn (10.5.60)
for each r′ ∈ [r−∆,r+∆]∩domain(X(·,ω)).
Define the exceptional set
Cn ≡
⋃
r∈Q(m(n))
Gr. (10.5.61)
Then
P(Cn)≤ ∑
r∈Q(m(n))
εn < 2
m(n)+1εn = 2
−n.
12. Let ω ∈ BcnDcn+Ccn be arbitrary, and let s ∈ [t, t + ∆)Q∞ be arbitrary. Then
ω ∈Gcr for each r ∈Qm(n). Hence inequality 10.5.60 holds for each r′ ∈ [r−∆,r+∆]∩
domain(X(·,ω)), for each r ∈ Qm(n). In particular, ω ∈ Gct , and so inequality 10.5.60,
with t in the place of r, holds on
[t,s]Q∞ ⊂ [t, t+∆)Q∞ ⊂ [t−∆, t+∆]∩domain(X(·,ω)),
whence
d(X(t,ω),X(r′,ω))≤ βn ≤ β̂n(r′) (10.5.62)
for each r′ ∈ [t,s]Q∞. Consequently, for each k ≥ n, the sample path Z(·,ω)|[t, t ′]Qm(k)
stays within the the time varying β̂n-neighborhood of Z(t,ω) up to and including time
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s. Hence, according to Assertion 4 of Proposition 8.2.8, the simple first exit time
ηk(ω) ≡ ηt,β̂ (n),[t,t′ ]Q(m(k))(ω) can come only after time s. In other words s < ηk(ω).
Letting k → ∞, we therefore obtain s ≤ τ(ω). Since s ∈ [t, t +∆)Q∞ is arbitrary, it
follows that t+∆≤ τ(ω). Therefore,
|θi| ≥ τi(ω)− qi−1 ≡ τ(ω)− t ≥ ∆, (10.5.63)
where i= 1, · · · , p is arbitrary.
13. The interval θp+1 ≡ (τp(ω),1] however remains, with length possibly less than
∆. To deal with this nuisance, we will blatantly replace τp with the r.r.v. τ p ≡ τp∧ (1−
∆), while keeping τ i ≡ τi if i 6= p, and prove that the other desirable properties of the
intervals in the sequence 10.5.57 are preserved. More precisely, define the sequence
(θ 1,θ 2, · · · ,θ p,θ p+1)
≡ ([τ0(ω),τ1(ω)), [τ1(ω),τ2(ω)), · · · , [τp−1(ω),τ p(ω)), [τ p(ω),τp+1(ω)]).
(10.5.64)
Note that only the last two members of this sequence are affected by the change. Hence
|θ i| ≡ |θi| ≥ ∆, if 1≤ i≤ p− 1. Moreover, trivially,
|θ p+1|= 1− τp(ω)∧ (1−∆)≥ ∆. (10.5.65)
Furthermore,
τ p(ω)− qp−1 ≡ τp(ω)∧ (1−∆)− qp−1 = (τp(ω)− qp−1)∧ (1−∆− qp−1)
= (τp(ω)− qp−1)∧ (∆−∆)≥ ∆∧∆ = ∆, (10.5.66)
where the last inequality follows from inequality 10.5.63 and from the inequality
∆−∆≡ 2−m(n)− 2−m(J) ≥ 2−m(J)+1− 2−m(J) = 2−m(J) = ∆.
Hence
|θ p|= τ p(ω)− τp−1(ω)≥ τ p(ω)− qp−1 ≥ ∆. (10.5.67)
Combining inequalities 10.5.63, 10.5.65, and 10.5.67, we see that
|θ κ | ≡ τκ(ω)− τκ−1(ω)≥ ∆≡ δaucl(ε,m,δCp) (10.5.68)
for each κ = 1, · · · , p+ 1, where ω ∈ BcnDcn+Ccn is arbitrary.
14. We will now verify that relation 10.5.58 still holds when θκ is replaced by θ κ ,
for each κ = 1, · · · , p+1. For κ ≤ 1, · · · , p, we have θ κ ⊂ θκ , whence relation 10.5.58
is trivially preserved. It remains to verify that
Z([τ p(ω),1]Q∞,ω)⊂ (d(·,Z(1,ω))≤ 2−n+5). (10.5.69)
To that end, let r′ ∈ [τ p(ω),1]Q∞ ≡ [τp(ω)∧ (1−∆),1]Q∞ be arbitrary. Either (i’)
r′ < 1−∆ or (ii’) r′ ≥ 1−∆. In Case (i’), the assumption r′ < τp(ω) would imply r′ <
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τp(ω)∧ (1−∆), a contradiction. Therefore, in Case (i’) we have r′ ∈ [τp(ω),1]Q∞ ≡
θp+1Q∞, whence
d(Z(r′,ω),Z(1,ω)) ≤ 2−n+5
by relation 10.5.58. In Case (ii’), because 1∈Qm(n), inequality 10.5.60 applies to r≡ 1,
to yield
d(Z(r′,ω),Z(1,ω))< εn ≤ βn < 2−n+5. (10.5.70)
Thus relation 10.5.69 has been verified in either case. Summing up,
Z(θ κQ∞,ω)⊂ (d(·,Z(qκ−1,ω))≤ 2−n+5), (10.5.71)
for each κ = 1, · · · , p+ 1, where ω ∈ BcnDcn+Ccn is arbitrary.
15. We will now prove that Xτ(i) is a r.v. If i < p, then τ i ≡ τi and so Xτ(i) = Xτ(i)
is a r.v.. Hence it suffices to treat the case where i = p. Then τ p ≡ τp ∧ q where we
write q ≡ 1−∆ for short. Again, let h ≥ n, and ω ∈ BchDch+ be arbitrary. Note that
ω ∈ Bch ⊂ Hcq . Let
u,v ∈ [τ p(ω),τ p(ω)+ δh)Q∞ (10.5.72)
be arbitrary. There are three possibilities: (i”) τp(ω) < q, (ii”) q < τp(ω), or (iii”)
|q− τp(ω)|< 2−1δh.
Consider Case (i”). We then have τ p(ω) = τp(ω), whence u,v ∈ [τp(ω),τp(ω)+
δh)Q∞. Therefore inequality 10.5.53 holds for both u and for v, which implies, by the
triangle inequality, that
d(Zv(ω),Zu(ω))< 2
−h+5+ 2−h+5 = 2−h+6. (10.5.73)
Consider Case (ii”). We then have τ p(ω) = q, whence u,v ∈ [q,q+ δh)Q∞. There-
fore inequality 10.5.47 holds with X ,r,r′ replaced by Z,q,u respectively, to yield
d(Z(q,ω),Z(u,ω)) < 2−h+5. (10.5.74)
Similarly, the last inequality holds for v in the place of u. Hence the triangle inequality
establishes inequality 10.5.73 also for Case (ii”).
Now consider Case (iii”), where |q− τp(ω)| < 2−1δh. Let w ≡ q+ 2−1δh ∈ Q∞.
Then, by the triangle inequality,
w ∈ [τp(ω),τp(ω)+ δh)Q∞∩ [q,q+ δh)Q∞.
Since u,q ∈ Q∞, we have either u < q or u ≥ q. Suppose u< q. Then relation 10.5.72
implies that τp(ω)∧ q ≡ τ p(ω) < q, whence τ p(ω) = τp(ω) and relation 10.5.72 re-
duces to u ∈ [τp(ω),τp(ω)+ δh)Q∞. Hence inequality 10.5.52 holds for u, and simi-
larly for w. The triangle inequality then implies that
d(Zw(ω),Zu(ω))< 2
−h+5+ 2−h+5 = 2−h+6. (10.5.75)
Now suppose u ≥ q. Then relation 10.5.72 implies that u ∈ [q,q+ δh)Q∞. Therefore
inequality 10.5.47 holds with X ,r,r′ replaced by Z,q,u respectively, to yield
d(Z(q,ω),Z(u,ω)) < 2−h+5. (10.5.76)
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Similarly,
d(Z(q,ω),Z(w,ω)) < 2−h+5.
Combining the last two displayed inequalities, inequality 10.5.75 is proved for u. Re-
peating this argument with v in the place of u, we see that inequality 10.5.75 holds also
for v. Hence the triangle inequality implies that
d(Zv(ω),Zu(ω))< 2
−h+6+ 2−h+6 = 2−h+7. (10.5.77)
Summing up, in each of Cases (i”-iii”), we have inequality 10.5.77 where
u,v ∈ [τ p(ω),τ p(ω)+ δh)Q∞
and h ≥ n are arbitrary. It follows that limu→τ(p,ω);u≥τ(p,ω)Z(u,ω) exists. In other
words, (τ p(ω),ω) ∈ domain(X), or, equivalently, ω ∈ domain(Xτ(p)), with Xτ(p)(ω)
by definition equal to this limit. Moreover, letting u ↓ τ p(ω) in inequality 10.5.77, we
obtain
d(Zv(ω),Xτ(p)(ω))≤ 2−h+7, (10.5.78)
where v ∈ [τ p(ω),τ p(ω)+ δh)Q∞ and h≥ n are arbitrary. Now define
ηh,p ≡ ηh,p∧q.
Since ηh,p(ω),q ∈ Qm(h), we have either q ≤ ηh,p(ω)− 2−m(h) or ηh,p(ω) ≤ q. In
view of inequality 10.5.34, it follows that either (i”’) τp(ω) ≤ ηh,p(ω) ≤ q or (ii”’)
q≤ τp(ω)≤ ηh,p(ω). In Case (i”’), we have τ p(ω) = τp(ω) and ηh,p(ω) = ηh,p(ω),
whence inequality 10.5.54 implies that
d(Xτ(p)(ω),Zη(h,.p)(ω))≤ 2−h+5. (10.5.79)
In Case (ii”’), we have τ p(ω) = ηh,p(ω) = q, whence the same inequality 10.5.79
holds trivially. Since ω ∈ BchDch+ is arbitrary, and since P(Bh∪Dh+) < 2−h+5, where
h ≥ n is arbitrary, we conclude that Zη(h,.p) ↓ Xτ(p) a.u. as h→ ∞. Note that, for each
h≥ n, the function ηh,p is a r.r.v. with values in the finite set Qm(h). Hence Zη(h,.p) is a
r.v. for each h≥ n. We conclude that the function Xτ(p) is a r.v.
16. Now define H ≡ Bn∪Dn+∪Cn, with
P(H) = P(Bn∪Dn+∪Cn)< 2−n+ 2−n+3+ 2−n < 2−n+4 < ε. (10.5.80)
Let ω ∈ Hc = CcnBcnDcn+ and κ = 1, · · · , p+ 1 be arbitrary. Relation 10.5.71 implies
that
d(Z(u,ω),Z(qκ−1,ω))≤ 2−n+5
for each u∈ θκQ∞. Hence, by the definition of X(·,ω) as the right limit of Z, it follows
that
d(X(·,ω),Z(qκ−1,ω))≤ 2−n+5 < ε (10.5.81)
for each v∈ θ κ ∩domain(X(·,ω)). In particular, since τκ(ω)∈ θ κ ∩domain(X(·,ω)),
we have
d(X(τκ(ω),ω),Z(qκ−1,ω))≤ 2−n+5.
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Combining the last two displayed inequality, we obtain
d(X(τκ(ω),ω),X(v,ω))≤ 2−n+5+ 2−n+5 = 2−n+6 < ε (10.5.82)
for each v ∈ θ κ ∩domain(X(·,ω)), where ω ∈ Hc is arbitrary.
17. Let ω ∈ Hc and i = 1, · · · , p+ 1 be arbitrary. By inequalities 10.5.35 and
10.5.63,
qi−1+∆≤ τ i(ω)≡ τi(ω)≤ qi (10.5.83)
if i 6= p. At the same time, inequality 10.5.66 says
qp−1+∆≤ τ p(ω)≡ τp∧ (1−∆)≤ 1−∆.
Thus
0≡ q0 < τ1(ω)≤ q1 < τ2(ω)≤ ·· ·< τ p−1(ω)≤ qp−1 < τ p(ω)≤ 1−∆ < qp = 1,
(10.5.84)
with
p+1∧
j=1
(τ j(ω)− τ j−1(ω))≥
p∧
j=1
(τ j(ω)− q j−1)∧ (τ p+1(ω)− τ p(ω))≥ ∆. (10.5.85)
Since ε > 0 is arbitrary, inequalities 10.5.85, 10.5.82, and 10.5.80 together show that
the sequence
0≡ τ0 < τ1 < · · ·< τ p < τ p+1 ≡ 1
of r.r.v.’s, along with the operation δaucl , satisfy Condition 3 in Definition 10.3.2 for the
process X . At the same time Assertions 4 and 5 in Proposition 10.5.7 imply Conditions
1 and 2 respectively in Definition 10.3.2 for the processX . The same Proposition 10.5.7
also says that the process X is continuous in probability, with modulus of continuity
in probability δCp. All the conditions in Definition 10.3.2 having been verified, the
process X is a.u. càdlàg, with δaucl as modulus of a.u. càdlàg. The theorem is proved.
10.6 Continuity of the Right-Limit-Extension Construc-
tion
We will prove that the construction of a.u. càdlàg processes by the right-limit extension
of D-regular processes, given in the previous section, is a continuous construction.
Let (S,d) be a locally compact metric space. As usual, we write d̂ ≡ 1∧ d. Re-
fer to Definition 9.0.2 for notations related to the enumerated set Q∞ ≡ {t0, t1, · · · } of
dyadic rationals in the interval [0,1], and its subset Qm ≡ {qm,0,qm,1, · · · ,qm,p(m)} =
{t0, · · · , tp(m)} for each m≥ 0.
Recall from Definition 6.4.1 that R̂(Q∞×Ω,S) denotes the space of stochastic pro-
cesses with parameter set Q∞, sample space Ω, and state space (S,d), and that it is
equipped with the metric ρ̂Prob,Q(∞) defined by
ρ̂Prob,Q(∞)(Z,Z
′)≡
∞
∑
j=0
2− j−1E1∧d(Zt( j),Z′t( j)) (10.6.1)
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for each Z,Z′ ∈ R̂(Q∞×Ω,S).
Recall from Definitions 10.3.2 and 10.3.5 the metric space (D̂[0,1],ρ
D̂[0,1]) of a.u.
càdlàg processes on the interval [0,1], with
ρ
D̂[0,1](X ,X
′)≡
∫
E(dω)
...
d̂D(X(·,ω),X ′(·,ω))
for each X ,X ′ ∈ D̂[0,1], where
...
d̂D ≡ 1∧dD, where dD is the Skorokhod metric on the
space D[0,1] of càdlàg functions. Recall that [·]1 is an operation which assigns to each
a ∈ R an integer [a]1 ∈ (a,a+ 2).
Theorem 10.6.1. (Continuity of the construction of a.u. càdlàg processes by right-
limit extension of D-regular processes). Let R̂Dreg,m,δ (Cp)(Q∞ ×Ω,S) denote the
subspace of (R̂(Q∞ ×Ω,S), ρ̂Prob,Q(∞)) whose members share some common modu-
lus of continuity in probability δCp and some common modulus of D-regularity m ≡
(mn)n=0.1.···. Let
ΦrLim : (R̂Dreg,m,δ (Cp)(Q∞×Ω,S), ρ̂Prob,Q(∞))→ (D̂δ (aucl),δ (Cp)[0,1],ρD̂[0,1]) (10.6.2)
be the right-limit extension as constructed in Theorem 10.5.8, where
(D̂δ (aucl),δ (Cp)[0,1],ρD̂[0,1])
is the metric subspace of a.u.ca`dla`g processes which share the common modulus of
continuity in probability δCp, and which share the common modulus of a.u. càdlàg
δaucl ≡ δaucl(·,m,δCp) that is defined in Theorem 10.5.8.
Then the function ΦrLim is uniformly continuous, with a modulus of continuity
δrLim(·,m,δCp) which depends only on m and δCp.
Proof. 1. Let ε0 > 0 be arbitrary. Let n ≥ 0 be so large that 2−n+6 < ε. Let J ≥ n+ 1
be so large that
∆m(J) ≡ 2−m(J) < 2−2δCp(2−2m(n)−2n−10). (10.6.3)
Then, according to Theorem 10.5.8, we have
∆≡ ∆m(J) = δaucl(ε,m,δCp).
Write ε ≡ 2−4ε0. Take k ≥ n so large that
2−m(k)+2 < (1− e−ε)∆.
Write p ≡ pm(n) ≡ 2m(n), p˜ ≡ pm(k) ≡ 2m(k) and ∆˜≡ 2−m(k). Define
δrLim(ε0,m,δCp)≡ 2− p˜−1ε2.
We will prove that the operation δrLim(·,m,δCp) is a modulus of continuity for the the
function ΦrLim in expression 10.6.2.
Yuen-Kwok Chan 365 Constructive Probability
CHAPTER 10. A.U. CÀDLÀG PROCESSES
To that end, let Z,Z′ ∈ R̂Dreg,m,δ (Cp)(Q∞×Ω,S) be arbitrary such that
ρ̂Prob,Q(∞)(Z,Z
′)≡ E
∞
∑
j=0
2− j−1d̂(Zt( j),Z′t( j))< δ ≡ δrLim(ε0,m,δCp). (10.6.4)
Let X ≡ΦrLim(Z) and X ′ ≡ΦrLim(Z′). We need only verify that
ρ
D̂[0,1](X ,X
′)< ε0. (10.6.5)
2. According to Steps 16 and 17 in the proof of Theorem 10.5.8, there exists an
increasing sequence
0≡ τ0 < τ1 < · · ·< τ p < τ p+1 ≡ 1
of r.r.v.’s, and a measurable set H with P(H)< ε , such that, for each ω ∈ Hc, we have
0≡ τ0(ω)≡ q0 < τ1(ω)≤ q1 < τ2(ω)≤ ·· ·
< τ p−1(ω)≤ qp−1 < τ p(ω)≤ 1−∆ < qp ≡ τ p+1(ω)≡ 1, (10.6.6)
with
p+1∧
j=1
(τ j(ω)− τ j−1(ω))≥
p∧
i=1
(τ i(ω)− qi−1)∧ (τ p+1(ω)− τ p(ω))≥ ∆. (10.6.7)
Moreover, inequality 10.5.81 in the proof of Theorem 10.5.8 says that, for each ω ∈Hc
and for each i= 1, · · · , p+ 1, we have
d(X(·,ω),Z(qi−1,ω))≤ ε (10.6.8)
on the interval θ i ≡ [τ i−1(ω),τ i(ω)) or θ i ≡ [τ i−1(ω),τ i(ω)], according as 1 ≤ i≤ p
or i= p+ 1.
3. Relative to the process X ′, we can similarly construct the increasing sequence
0≡ τ ′0 < τ ′1 < · · ·< τ ′p < τ ′p+1 ≡ 1
of r.r.v.’s, and measurable set H ′ with P(H ′)< ε , such that, for each ω ∈H ′c, we have
0= τ ′0(ω) = q0 < τ
′
1(ω)≤ q1 < τ ′2(ω)≤ ·· ·
< τ ′p−1(ω)≤ qp−1 < τ ′p(ω)≤ 1−∆ < qp = τ ′p+1(ω)≡ 1, (10.6.9)
and
p+1∧
j=1
(τ j(ω)− τ j−1(ω))≥
p∧
i=1
(τ ′i(ω)− qi−1)∧ (τ ′p+1(ω)− τ ′p(ω))≥ ∆. (10.6.10)
Moreover, for each ω ∈Hc and for each i= 1, · · · , p+ 1, we have
d(X ′(·,ω),Z′(qi−1, ,ω))≤ ε (10.6.11)
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on the interval θ
′
i ≡ [τ ′i−1(ω),τ ′i(ω)) or θ i ≡ [τ ′i−1(ω),τ ′i(ω)] according as 1 ≤ i ≤ p
or i= p+ 1.
4. Then, in view of the bound 10.6.4, Chebychev’s inequality implies that there
exists a measurable set G with P(G)< ε such that, for each ω ∈ Gc, we have
∨
r∈Q(m(k))
d(Z(r,ω),Z′(r,ω)) =
p(m(k))∨
j=0
d(Zt( j)(ω),Z
′
t( j)(ω))
≤ 2p(m(k))+1
∞
∑
j=0
2− j−1d̂(Zt( j)(ω),Z′t( j)(ω))
≤ 2p(m(k))+1δε−1 ≡ 2p(m(k))+12− p˜−1ε2ε−1 = ε. (10.6.12)
5. Now let ω ∈ HcH ′cGc be arbitrary, but fixed. Let i = 0, · · · , p+ 1 be arbitrary.
To simplify notations, we will henceforth suppress the reference to ω , and suppress
the overline, to write τi,τ ′i ,x,x
′,z,z′ for τ i(ω),τ ′i(ω),X(·,ω),X ′(·,ω),Z(·,ω),Z′(·,ω)
respectively. Then inequality 10.6.8 can be rewritten more compactly as
x(θi)⊂ (d(·,z(qi−1))≤ ε). (10.6.13)
Similarly, inequality 10.6.11 can be rewritten as
x(θ ′i )⊂ (d(·,z′(qi−1))≤ ε). (10.6.14)
6. Partition the set {0, · · · , p+ 1} into two disjoint subsets A and B such that (i)
|τi−τ ′i |< 2∆˜ if i ∈ A, and (ii) |τi−τ ′i |> ∆˜ if i ∈ B. Consider each i ∈ B. We will verify
that, then, 1≤ i≤ p and
d(z(qi),z(qi−1))∨d(z′(qi),z(q′i−1))≤ 6ε. (10.6.15)
In view of Condition (ii), we may assume, without loss of generality, that τ ′i −τi > ∆˜≡
2−m(k). Then there exists u∈ [τi,τ ′i )Qm(k). Since [τ0,τ ′0) = [0,0)= φ and [τp+1,τ ′p+1) =
[1,1) = φ , it follows that 1≤ i≤ p. Moreover, 10.6.6 and 10.6.9 imply that
u ∈ [τi,τ ′i )⊂ [qi−1,qi)⊂ [τ ′i−1,τ i+1).
Hence u∈ [τi,τ i+1)∩[τ ′i−1,τ ′i )⊂ θi+1θ ′i . Therefore, using relations 10.6.13 and 10.6.14,
and inequality10.6.12, we obtain
d(z(qi),z(qi−1))
≤ d(z(qi),z(u))+ d(z(u),z′(u))+ d(z′(u),z′(qi−1))+ d(z′(qi−1),z(qi−1))
≤ ε + ε + ε + ε = 4ε,
and so
d(z′(qi),z(q′i−1))≤ d(z′(qi),z(qi))+ d(z(qi),z(qi−1))+ d(z(qi−1),z′(qi−1))
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≤ ε + 4ε + ε = 6ε.
Thus inequality 10.6.15 is verified.
7. Define an increasing function λ : [0,1]→ [0,1] by λ τi ≡ τ ′i or λ τi ≡ τ i according
as i ∈ A or i ∈ B, for each i = 0, · · · , p+ 1, and by linearity on [τi,τi+1] for each i =
0, · · · , p. Here we write λ t ≡ λ (t) for each t ∈ [0,1] for brevity. Then, in view of the
definition of the index sets A and B, we have |τi−λ τi|< 2∆˜ for each i= 0, · · · , p+ 1.
Now consider each i= 0, · · · , p, and write
ui ≡ λ τi+1− τi+1+ τi−λ τi
τi+1− τi .
Then, since τi+1− τi ≥ ∆ according to inequality 10.6.7, we have
|ui| ≤ |λ τi+1− τi+1|∆−1+ |λ τi− τi|∆−1
≤ 2∆˜∆−1+ 2∆˜∆−1 = 2−m(k)+2∆−1 < (1− e−ε).
Note that the function log(1+ u) of u ∈ [−1+ e−ε ,1− e−ε ] vanishes at u= 0, and has
positive first derivative and negative second derivative on the interval [−1+ e−ε ,1−
e−ε ]. Hence the maximum of its absolute value is attained at the left end point of the
interval. Therefore
| log(1+ ui)| ≤ | log(1− 1+ e−ε)|= ε. (10.6.16)
Lemma 10.2.3, therefore implies the bound
sup
0≤s<t≤1
| log λ t−λ s
t− s |=
p∨
i=0
| log λ τi+1−λ τi
τi+1− τi |
=
p∨
i=0
| log(1+ ui)| ≤ ε < 9ε. (10.6.17)
8. We will next prove that
d(x,x′ ◦λ )≤ 9ε (10.6.18)
on domain(x)∩domain(x′◦λ ). Now let i= 0, · · · , p and
v ∈
p⋃
i=0
[τi,τi+1)∩
p⋃
i=0
(λ−1τ ′i ,λ
−1τ ′i+1)∩domain(x)∩domain(x′◦λ )
be arbitrary. There are four possible cases: (i’) i, i+ 1 ∈ A, (ii’) i, i+ 1 ∈ B, (iii’) i ∈ A
and i+ 1∈ B, and (iv’) i ∈ B and i+ 1 ∈ A.
Consider Case (i’), where i, i+ 1 ∈ A. Then λ τi ≡ τ ′i and λ τi+1 ≡ τ ′i+1. Hence
λv ∈ [λ τi,λ τi+1)⊂ [τ ′i ,τ ′i+1)⊂ θ ′i+1.
Consequently,
d(x(v),x′(λv))≤ d(x(v),z(qi))+ d(z(qi),z′(qi))+ d(z′(qi),x′(λv))< ε + ε + ε = 3ε,
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where we used relations 10.6.13 and 10.6.14, and inequality 10.6.12.
Next consider Case (ii’), where i, i+ 1 ∈ B. Then, according to Step 6, we have
1≤ i< i+ 1≤ p and
d(z(qi),z(qi−1))∨d(z′(qi),z(q′i−1))∨d(z(qi+1),z(qi))∨d(z′(qi+1),z(q′i))≤ 6ε.
(10.6.19)
Moreover, λ τi ≡ τ i and λ τi+1 ≡ τ i+1. Hence
λv ∈ [τi,τ i+1)⊂ [qi−1,qi+1)⊂ [τ ′i−1,τ ′i+2).
Since λv 6= τ ′i and λv 6= τ ′i+1 by assumption, we obtain
λv ∈ [τ ′i−1,τ ′i )∪ [τ ′i ,τ ′i+1)∪ [τ ′i ,τ ′i+2)⊂ θ ′i ∪θ ′i+1∪θ ′i+2.
Consequently,
d(x(v),x′(λv))
≤ (d(x(v),z(qi))+ d(z(qi),z(qi−1))+ d(z(qi−1),z′(qi−1))+ d(z′(qi−1),x′(λv)))
∨(d(x(v),z(qi))+ d(z(qi),z′(qi))+ d(z′(qi),x′(λv)))
∨(d(x(v),z(qi))+ d(z(qi),z(qi+1))+ d(z(qi+1),z′(qi+1))+ d(z′(qi+1),x′(λv)))
≤ (ε + 6ε + ε + ε)∨ (ε + ε + ε)∨ (ε + 6ε + ε + ε) = 9ε,
where we used relations 10.6.13 and 10.6.14, and inequalities 10.6.12 and 10.6.19, .
Now consider Case (iii’), where i ∈ A and i+1 ∈ B. Then, according to Step 6, we
have i+ 1≤ p and
d(z(qi+1),z(qi))∨d(z′(qi+1),z(q′i))≤ 6ε. (10.6.20)
Moreover, λ τi ≡ τ ′i and λ τi+1 ≡ τ i+1. Hence
λv ∈ [τ ′i ,τ i+1)⊂ [τ ′i ,qi+1)⊂ [τ ′i ,τ ′i+2).
Since λv 6= τ ′i+1 by assumption, we obtain
λv ∈ [τ ′i ,τ ′i+1)∪ [τ ′i+1,τ ′i+2)⊂ θ ′i+1∪θ ′i+2.
Consequently,
d(x(v),x′(λv))
≤ (d(x(v),z(qi))+ d(z(qi),z′(qi))+ d(z′(qi),x′(λv)))
∨(d(x(v),z(qi))+ d(z(qi),z(qi+1))+ d(z(qi+1),z′(qi+1))+ d(z′(qi+1),x′(λv)))
≤ (ε + 6ε + ε + ε)∨ (ε + ε + ε)∨ (ε + 6ε + ε + ε) = 9ε,
where we used relations 10.6.13 and 10.6.14, and inequalities 10.6.12 and 10.6.20, .
Finally, consider Case (iv’), where i ∈ B and i+ 1 ∈ A. Then, according to Step 6,
we have 1≤ i and
d(z(qi),z(qi=1))∨d(z′(qi),z(q′i−1))≤ 6ε. (10.6.21)
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Moreover, λ τi ≡ τ i and λ τi+1 ≡ τ ′i+1. Hence
λv ∈ [τi,τ ′i+1)⊂ [qi−1,τ ′i+1)⊂ [τ ′i−1,τ ′i+1).
Since λv 6= τ ′i by assumption, we obtain
λv ∈ [τ ′i−1,τ ′i )∪ [τ ′i ,τ ′i+1)⊂ θ ′i ∪θ ′i+1.
Consequently,
d(x(v),x′(λv))
≤ (d(x(v),z(qi))+ d(z(qi),z(qi−1))+ d(z(qi−1),z′(qi−1))+ d(z′(qi−1),x′(λv)))
∨(d(x(v),z(qi))+ d(z(qi),z′(qi))+ d(z′(qi),x′(λv)))
≤ (ε + 6ε + ε + ε)∨ (ε + ε + ε) = 9ε,
where we used relations 10.6.13 and 10.6.14, and inequalities 10.6.12 and 10.6.21.
Summing up, we see that
d(x(v),x′ ◦λ (v))≤ 9ε (10.6.22)
for each
v ∈
p⋃
i=0
[τi,τi+1)∩
p⋃
i=0
(λ−1τ ′i ,λ
−1τ ′i+1)∩domain(x)∩domain(x′◦λ ). (10.6.23)
Note that the set
⋃p
i=0[τi,τi+1)∩
⋃p
i=0(λ
−1τ ′i ,λ
−1τ ′i+1) contain all but finitely many
points in the interval [0,1], while the set domain(x)∩ domain(x′ ◦λ ) contains all but
countably many points in [0,1], according to Proposition 10.1.4. Hence the set on the
right-hand side of expression 10.6.23 contains all but countably many points in [0,1],
and is therefore dense in domain(x)∩ domain(x′ ◦ λ ). Therefore, by Lemma 10.1.3,
inequality 10.6.22 extends to the desired inequality 10.6.18.
9. Therefore, according to Definition 10.2.1 of the Skorokhod metric dD, inequali-
ties 10.6.17 and 10.6.18 together yield the bound
d̂D(X(·,ω),X ′(·,ω)) ≡ 1∧dD(X(·,ω),X ′(·,ω)) ≡ 1∧dD(x,x′)≤ 9ε,
where ω ∈ HcH ′cGc is arbitrary. It follows that
ρ
D̂[0,1](X ,X
′)≡
∫
E(dω)d̂D(X(·,ω),X ′(·,ω))
≤ P(H ∪H ′∪G)+
∫
E(dω)d̂D(X(·,ω),X ′(·,ω))1HcH′cGc ≤ 3ε + 9ε = 12ε < ε0,
which proves inequality 10.6.5 and the theorem.
The next easy corollary of Theorems 10.5.8 and 10.6.1 gives a construction of an
a.u. càdlàg process from a D-regular family of f.j.d.’s, and shows that the construc-
tion given is uniformly continuous on a set of such D-regular families which share a
common modulus of D-regularity and a common modulus of continuity in probability.
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We will prove the corollary using the Daniell-Kolmogorov-Skorokhod Extension.
For that purpose, we fix the sample space
(Ω,L,E)≡ (Θ0,L0,E0)≡ ([0,1],L0,
∫
·dx)
to be the Lebesgue integration space based on the intervalΘ0≡ [0,1]. Let ξ ≡ (Aq)q=1,2,···
be an arbitrarily, but fixed, binary approximation of the locally compact metric space
(S,d) relative to some fixed reference point x◦ ∈ S.
Recall from Definition 6.2.7 the metric space (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞)) of consistent
families of f.j.d.’s with parameter set Q∞ and state space (S,d), where the marginal
metric ρ̂Marg,ξ ,Q(∞) is defined relative to the binary approximation ξ of (S,d). Recall
from Definition 10.4.1 its subset F̂Dreg(Q∞,S) consisting of D-regular families, and the
subset F̂Dreg,m,δ (Cp)(Q∞,S) consisting of D-regular families with some given modulus
of D-regularity m and some given modulus of continuity in probability δCp.
Similarly, recall fromDefinition 10.4.2 the metric space (F̂Dreg([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))
and its subset F̂Dreg,m,δ (Cp)([0,1],S).
We re-emphasize that D-regularity is a condition on individual f.j.d.’s.
Corollary 10.6.2. (Construction of a.u. càdlàg process on [0,1] from D-regular
family of f.j.d.’s on [0,1], and continuity of construction). Let
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the interval Θ0 ≡ [0,1]. Then there
exists a uniformly continuous function
Φaucl,ξ : (F̂Dreg,m,δ (Cp)([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))→ (D̂δ (aucl),δ (Cp)[0,1],ρD̂[0,1])
(10.6.24)
such that, for each F ∈ F̂Dreg,m,δ (Cp)([0,1],S), the a.u. càdlàg process X ≡ Φaucl,ξ (F)
has marginal distributions given by F, and has the modulus of a.u. càdlàg δaucl(·,m,δCp)
defined as in Theorem 10.5.8.
Moreover, the function Φaucl,ξ has a modulus of continuity
δ aucl,ξ ≡ δ aucl,ξ (·,m,δCp,‖ξ‖)
which depends only on m,δCp, and ‖ξ‖.
Proof. 1. Recall from Definition 6.2.11 the isometry
Φ[0,1]|Q(∞) : (F̂Cp([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))→ (F̂Cp(Q∞,S), ρ̂Marg,ξ ,Q(∞))
defined byΦ[0,1]|Q(∞)(F)≡F|Q∞ for each F ∈ F̂Cp([0,1]. Since F̂Dreg,m,δ (Cp)([0,1],S)⊂
F̂Cp([0,1],S), we have an isometry
Φ[0,1]|Q(∞) : (F̂Dreg,m,δ (Cp)([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))→ (F̂Cp(Q∞,S), ρ̂Marg,ξ ,Q(∞)).
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Moreover, for each F ∈ F̂Dreg,m,δ (Cp)([0,1],S), we have F |Q∞ ∈ F̂Dreg,m,δ (Cp)(Q∞,S),
we obtain the isometry
Φ[0,1]|Q(∞) : (F̂Dreg,m,δ (Cp)([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))→ (F̂Dreg,m,δ (Cp)(Q∞,S), ρ̂Marg,ξ ,Q(∞)).
(10.6.25)
2. Let
ΦDKS,ξ : (F̂Dreg,m,δ (Cp)(Q∞,S), ρ̂Marg,ξ ,Q(∞))→ (R̂(Q∞×Θ0,S), ρ̂Prob,Q(∞))
be the Daniell-Kolmogorov-Skorokhod extension relative to the binary approximation
ξ of (S,d). Let F ′ ∈ F̂Dreg,m,δ (Cp)(Q∞,S) be arbitrary. Then the process Z≡ΦDKS,ξ (F ′)
has marginal distributions given by F ′. Hence, by Definition 10.4.1, the process Z, like
its family F ′ of marginal distributions, is D-regular, with a modulus of D-regularity m
and with a modulus of continuity in probability δCp . In other words, ΦDKS,ξ (F
′) ∈
R̂Dreg,m,δ (Cp)(Q∞×Θ0,S). Thus we obtain the continuous function
ΦDKS,ξ : (F̂Dreg,m,δ (Cp)(Q∞,S), ρ̂Marg,ξ ,Q(∞))→ (R̂Dreg,m,δ (Cp)(Q∞×Θ0,S), ρ̂Prob,Q(∞))
(10.6.26)
3. Let
ΦrLim : (R̂Dreg,m,δ (Cp)(Q∞×Θ0,S), ρ̂Prob,Q(∞))→ (D̂δ (aucl),δ (Cp)[0,1],ρD̂[0,1])
(10.6.27)
denote the extension by right limit, as in Theorem 10.5.8. By Theorem 10.6.1, the
mapping ΦrLim is uniformly continuous, with a modulus of continuity δrLim(·,m,δCp)
which depends only on m and δCp.
4. Now define the composite Φaucl,ξ ≡ ΦrLim ◦ΦDKS,ξ ◦Φ[0,1]|Q(∞) of the three
mappings 10.6.25, 10.6.26, and 10.6.27. Thus
Φaucl,ξ : (F̂Dreg,m,δ (Cp)([0,1],S), ρ̂Cp,ξ ,[0,1]|Q(∞))→ (D̂δ (aucl),δ (Cp)[0,1],ρD̂[0,1])
is the composite of three uniformly continuous functions. As such, it is uniformly
continuous, with a composite modulus of continuity given by
δ aucl,ξ ≡ δ aucl,ξ (·,m,δCp,‖ξ‖)≡ δDKS(δrLim(·,m,δCp),‖ξ‖).
5. Now consider each F ∈ F̂Dreg,m,δ (Cp)([0,1],S). Write F ′ ≡ Φ[0,1]|Q(∞)(F) ≡
F |Q∞, write Z ≡ ΦDKS,ξ (F ′), and X ≡ ΦrLim(Z). Then X = Φaucl,ξ (F). Then the
process Z has marginal distributions given by F ′. Let F be the family of marginal
distributions of the a.u. càdlàg process X . Then, since Z = X |Q∞ by Assertion 2 of
Proposition 10.5.7, we have
F|Q∞ ≡ F ′ = F |Q∞
Moreover, since a.u. càdlàg processes and D-regular families of f.j.d.’s are continuous
in probability, by definition, so are the families F and F . Hence
ρ̂Cp,ξ ,[0,1]|Q(∞)(F,F)≡ ρ̂Marg,ξ ,Q(∞)(F |Q∞,F |Q∞) = 0
by the definition of the metric ρ̂Cp,ξ ,[0,1]|Q(∞). Therefore F = F . In other words, the
a.u. càdlàg process X = Φaucl,ξ (F) has marginal distributions given by the family F ,
where F ∈ F̂Dreg,m,δ (Cp)([0,1],S) is arbitrary.
The Corollary is proved.
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10.7 Strong Right Continuity in Probability
In this section, let (S,d) be a locally compact metric space.
In the previous sections we proved that D-regularity is a necessary and sufficient
condition for a family of f.j.d.’s to be extendable to an a.u. càdlàg process. We remarked
that this method is a generalization of the treatment of a Markov process with a Markov
semigroup in [Chan 1974]. In the next chapter, we will show that this indeed is the case;
we will make precise the notion of a Markov process with a Markov semigroup, and
will show, by means of D-regularity, that they are a.u. càdlàg. In preparation, we will
presently introduce a sufficient condition for D-regularity, which is easily verifiable
for such Markov processes. In addition, this sufficient condition will reduce, in the
next section, to a simple condition for a martingale with parameter set [0,1] to be a.u.
càdlàg.
Said sufficient condition will consist of two subconditions. The first subcondition
will be called, for lack of a better name, strong right continuity in probability. The
second subcondition will be called a.u. boundlessness ,. We emphasize that both sub-
conditions are on f.j.d.’s, or equivalently, on finite samples of the process.
We will note that the a.u. boundlessness condition will always be satisfied if the
locally compact metric state space (S,d) is bounded, e.g., if the metric d is replaced by
the equivalent metric d(1+ d)−1, or if (S,d) is embedded in the one-point compactifi-
cation (S∪{∆},d), where d ≤ 1.
Recall Definition 9.0.2 for the enumerated set Q∞ of dyadic rationals in [0,1], and
the enumerated subset
Qh ≡ {0,△h,2△h, · · · ,1}= {t0, t1, t2, · · · , tp(h)},
where ph ≡ 2h,△h ≡ 2−h, and where qh,i ≡ i△h for each i= 0, · · · , ph, for each h≥ 0.
Recall also the miscellaneous notations and conventions in Definition 9.0.3, In addition,
we will use the following notations.
Definition 10.7.1. (Natural filtrations and certain first exit times for a process
sampled at regular intervals). In the remainder of the present section, let Z : Q∞×
(Ω,L,E)→ (S,d) be an arbitrary process with marginal distributions given by the fam-
ily F of f.j.d.’s.
Let h≥ 0 be arbitrary. Considered the process Z|Qh, which is the process Z sampled
at the regular interval of△h. Let
L
(h) ≡ {L(t,h) : t ∈ Qh}
denote the natural filtration of the process Z|Qh. In other words,
L(t,h) ≡ L(Zr : r ∈ [0, t]Qh)
for each t ∈ Qh. Let τ be an arbitrary simple stopping time with values in Qh, relative
to the filtration L (h). Define the probability space
L(τ,h) ≡ {Y ∈ L : Y1(τ≤s) ∈ L(s) for each s ∈ Qh}.
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For each t ∈ Qh and α > 0, recall from Part 2 of Definition 8.2.7, the simple first
exit time ηt,α ,[t,1]Q(h)
ηt,α ,[t,1]Q(h) ≡ ∑
r∈[t,1]Q(h)
r1(d(Z(t),Z(r))>α) ∏
s∈[t,r)Q(h)
1(d(Z(t),Z(s))≤α)
+ ∏
s∈[t,1]Q(h)
1(d(Z(t),Z(s))≤α) (10.7.1)
for the process Z|[t,1]Qh to exit the closed α-neighborhood of Zt . Here an empty
product is, by convention, equal to 1.
Similarly, for each γ > 0, define the r.r.v.
ζh,γ ≡ ∑
r∈Q(h)
r1(d(x(◦),Z(r))>γ) ∏
s∈[0,r)Q(h)
1d(x(◦),Z(s))≤γ
+ ∏
s∈Q(h)
1d(x(◦),Z(s))≤γ , (10.7.2)
where we recall that x◦ is an arbitrary, but fixed reference point in the state space (S,d).
It can easily be verified that ζh,γ is a simple stopping time relative to the filtration L (h)
. Intuitively, ζh,γ is the first time r ∈ Qh when the process Z|Qh is outside the bounded
set (d(x◦, ·)≤ γ), with ζh,γ set to 1 if no such s ∈ Qh exists.
Refer to Propositions 8.2.6 and 8.2.8 for basic properties of simple stopping times
and simple first exit times.

Definition 10.7.2. (a.u. boundlessness onQ∞). Let (S,d) be a locally compact metric
space. Suppose the process Z : Q∞× (Ω,L,E)→ (S,d) is such that, for each ε > 0,
there exists βauB(ε)> 0 so large that
P(
∨
r∈Q(h)
d(x◦,Zr)> γ)< ε (10.7.3)
for each h≥ 0, for each γ > βauB(ε). Then we will say that the process Z and the family
F of its marginal distributions are a.u. bounded , with the operation βauB as a modulus
of a.u. boundlessness , relative to the reference point x◦ ∈ S. Note that this condition is
trivially satisfied if d ≤ 1, in which case we can take βauB(ε)≡ 1 for each ε > 1.

Definition 10.7.3. (Strong right continuity in probability on Q∞). Let (S,d) be a
locally compact metric space. Let Z : Q∞× (Ω,L,E)→ (S,d) be an arbitrary process.
Suppose that, for each ε,γ > 0, there exists δSRcp(ε,γ)> 0 such that, for arbitrary h≥ 0
and s,r ∈Qh with s≤ r < s+ δSRcp(ε,γ), we have
PA(d(Zs,Zr)> α)≤ ε, (10.7.4)
for each α > ε and for each A ∈ L(s,h) with A⊂ (d(x◦,Zs)≤ γ) and P(A)> 0. Then we
will say that the process Z and the family F of its its marginal distributions are strongly
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right continuous in probability, with the operation δSRcp as a modulus of strong right
continuity in probability.
Note that the operation δSRcp has two variables. Suppose it is independent of the
second variable. Equivalently, suppose δSRcp(ε,γ) = δSRcp(ε,1) for each ε,γ > 0. Then
we say that the process Z and the family F of its its marginal distributions are uniformly
strongly right continuous in probability,

The above definition will next be restated without the assumption of P(A)> 0 and
the reference to the probability PA.
Lemma 10.7.4. (Equivalent definition of strong right continuity in probability).
Let (S,d) be a locally compact metric space. Then a process Z :Q∞×(Ω,L,E)→ (S,d)
is strongly right continuous in probability, with a modulus of strong right continuity
in probability δSRcp iff, for each ε,γ > 0, there exists δSRcp(ε,γ) > 0 such that, for
arbitrary h≥ 0 and s,r ∈ Qh with s≤ r < s+ δSRcp(ε,γ), we have
P(d(Zs,Zr)> α;A)≤ εP(A), (10.7.5)
for each α > ε and for each A ∈ L(s,h) with A⊂ (d(x◦,Zs)≤ γ).
Proof. Suppose Z is strongly right continuous in probability, with a modulus of strong
right continuity in probability δSRcp. Let ε,γ > 0, h≥ 0, and s,r ∈Qh be arbitrary with
s ≤ r < s+ δSRcp(ε,γ). Consider each α > 0 and A ∈ L(s,h) with A⊂ (d(x◦,Zs) ≤ γ).
Suppose, for the sake of a contradiction, that
P(d(Zs,Zr)> α;A)> εP(A).
Then P(A) ≥ P(d(Zs,Zr) > α;A) > 0. Hence we can divide both sides of the last
displayed inequality by P(A) to obtain
PA(d(Zs,Zr)> α)≡ P(A)−1P(d(Zs,Zr)> α;A)> ε,
which contradicts inequality 10.7.4 in Definition 10.7.3 for the assumed strong right
continuity. Hence inequality 10.7.5 holds. Thus the “only if” part of the lemma is
proved. The “if” part is equally straightforward and omitted.
Three more lemmas to prepare for the main theorem of this section. The next two
are elementary.
Lemma 10.7.5. (Minimum of a real number and a sum of two real numbers). For
each a,b,c∈ R, we have a∧ (b+c)= b+c∧ (a−b), or, equivalently, a∧ (b+c)−b=
c∧ (a− b),
Proof. Write c′ ≡ a− b. Then a∧ (b+ c) = (b+ c′)∧ (b+ c) = b+ c′∧ c = b+(a−
b)∧ c.
Lemma 10.7.6. (Function on two contiguous intervals). Let Z : Q∞×Ω→ S be an
arbitrary process. Let α > 0 and β > 2α be arbitrary, such that the set
Aβr,s ≡ (d(Zr,Zs)> β ) (10.7.6)
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is measurable for each r,s ∈ Q∞. Let ω ∈
⋂
r,s∈Q(∞)(A
β
r,s ∪ (Aβr,s)c) and let h ≥ 0 be
arbitrary. Let Aω ,Bω be arbitrary intervals, with end points in Qh which depend on
ω , such that the right end point of Aω is equal to the left end point of Bω . Let t, t
′ ∈
(Aω ∪Bω)Qh be arbitrary such that t < t ′. Suppose there exist xω ,yω ∈ S with∨
r∈A(ω)Q(h)
d(xω ,Z(r,ω))∨
∨
s∈B(ω)Q(h)
d(yω ,Z(s,ω)) ≤ α. (10.7.7)
Then
ω ∈
⋂
r,s∈(t,t′)Q(h);r≤s
((A
β
t,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′ ,r ∪A
β
t′,s))
c. (10.7.8)
Proof. With ω fixed, write zr ≡ Z(r,ω)∈ S for each r ∈Q∞, and write A≡Aω , B≡Bω ,
x≡ xω , and y≡ yω . Then inequality 10.7.7 can be restated as∨
r∈AQ(h)
d(x,zr)∨
∨
s∈BQ(h)
d(y,zs)≤ α. (10.7.9)
Let r,s ∈ (t, t ′)Qh ⊂ AQh∪BQh be arbitrary with r ≤ s. Note that, by assumption, the
end points of the intervals A and B are members of Qh. Then, since the right end point
of A is equal to the left end point of B, there are only three possibilities: (i) t,r,s∈ AQh,
(ii) t,r ∈ AQh and s, t ′ ∈ BQh, or (iii) r,s, t ′ ∈ BQh. In Case (i), inequality 10.7.9 implies
that
d(zt ,zr)∨d(zt ,zs)≤ (d(x,zt )+ d(x,zr))∨ (d(x,zt )+ d(x,zs))≤ 2α ∨2α = 2α.
Similarly, in Case (ii), we have
d(zt ,zr)∨d(zt′ ,zs)≤ (d(x,zt)+ d(x,zr))∨ (d(y,zt′ )+ d(y,zs))≤ 2α ∨2α = 2α.
Similarly, in Case (iii), we have
d(zt′ ,zr)∨d(zt′ ,zs)≤ (d(y,zt′ )+ d(y,zr))∨ (d(y,zt′ )+ d(y,zs))≤ 2α ∨2α = 2α.
Thus, in all cases, we have
(d(zt ,zr)∨d(zt ,zs))∧ (d(zt ,zr)∨d(zt′ ,zs))∧ (d(zt′ ,zr)∨d(zt′ ,zs))≤ 2α ≤ β ,
where r,s ∈ (t, t ′)Qh are arbitrary with r ≤ s. Equivalently, the desired relation 10.7.8
holds.
Lemma 10.7.7. (Lower bound for mean waiting time before exit after a simple
stopping time). Let (S,d) be a locally compact metric space. Suppose the process
Z : Q∞×Ω → S is strongly right continuous in probability, with a modulus of strong
right continuity in probability δSRcp.
Let ε,γ > 0 be arbitrary, but fixed. Take any m≥ 0 so large that
∆m ≡ 2−m < δSRcp(ε,γ).
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Let
h≥ m
be arbitrary. Define the simple stopping time ζh,γ to be the first time when the pro-
cess Z|Qh is outside the bounded set (d(x◦, ·) ≤ γ), as in Definition 10.7.1. Then the
following holds.
1. Let the point t ∈ Qh be arbitrary. Let η be an arbitrary simple stopping time
with values in [t, t+∆m]Qh, relative to the natural filtration L
(h) of the process Z|Qh.
Let A ∈ L(η ,h) be an arbitrary measurable set such that A⊂ (d(x◦,Zη )≤ γ). Then
P(d(Zη ,Z1∧(t+∆(m)))> α;A)≤ εP(A) (10.7.10)
for each α > ε .
2. Suppose ε ≤ 2−2 , and let α > 2ε be arbitrary. For abbreviation, write
ηt ≡ ηt,α ,[t,1]Q(h)
for each t ∈ Qh. Let τ be an arbitrary simple stopping time with values in Qh, relative
to the filtration L (h). Then the r.r.v.
ητ ≡ ∑
t∈Q(h)
(ηt1η(t)<ζ (h,γ)+ 1ζ (h,γ)≤η(t))1(τ=t) (10.7.11)
is a simple stopping time with values in Qh, relative to the filtration L
(h,τ), .which we
will loosely call a simple first exit time after the given stopping time τ . Moreover, we
have the upper bound
P(ητ < 1∧ (τ +∆m))≤ 2ε (10.7.12)
for the probability of a quick first exit after τ , and we have the lower bound
E(ητ − τ)≥ 2−1E((1− τ)∧∆m). (10.7.13)
for the mean waiting time before exit after τ .
We emphasize that the upper bound 10.7.12 and the lower bound 10.7.13 are inde-
pendent of h.
Proof. 1. Let α > ε be arbitrary. Let t ∈ Qh, the simple stopping time η with values
in [t, t +∆m]Qh, and the set A ∈ L(η ,h) with A ⊂ (d(x◦,Zη ) ≤ γ) be as given. Write
r ≡ 1∧ (t+∆m). Then η has values in [t,r]Qh. Let s ∈ [t,r]Qh be arbitrary. Then
s≤ r ≤ t+∆m < s+ δSRcp(ε,γ)
and (η = s;A) ∈ L(s,h). Therefore, we can apply inequality 10.7.5 in Lemma 10.7.4 to
the modulus of strong right continuity δSRcp, the points s,r ∈ Qh, the simple stopping
time η , and the measurable set (η = s;A) ∈ L(s,h), to obtain
P(d(Zs,Zr)> α;η = s;A)≤ εP(η = s;A),
where s ∈ [t,r]Qh is arbitrary. Consequently,
P(d(Zη ,Zr)> α;A) = ∑
s∈[t,r]Q(h)
P(d(Zs,Zr)> α;η = s;A)
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≤ ∑
s∈[t,r]Q(h)
εP(η = s;A) = εP(A).
Assertion 1 is proved.
2. To proveAssertion 2, suppose ε ≤ 2−2, and letα > 2ε be arbitrary. First consider
the special case where τ ≡ t for some t ∈ Qh. Define the r.r.v.
ηt ≡ ηt1η(t)<ζ (h,γ)+ 1ζ (h,γ)≤η(t)
= ∑
s∈[t,1]Q(h)
s1η(t)=s;s<ζ (h,γ)+ ∑
s∈[t,1]Q(h)
1η(t)=s;s≥ζ (h,γ), (10.7.14)
which has values in [t,1]Qh. Note that (i’) if s ∈ [0, t)Qh , then, trivially ,
1(η(t)=s) = 0 ∈ L(s,h),
(ii’) if s ∈ [t,1)Qh, then
1(η(t)=s) = 1η(t)=s;s<ζ (h,γ) ∈ L(s,h)
because ηt and ζh,γ are simple stopping times with values inQh, relative to the filtration
L (h), and (iii’) if s= 1, then
1(η(t)=s) = 1η(t)=s;s≥ζ (h,γ) = 1η(t)=s ∈ L(s,h).
Combining, we see that 1(η(t)=s) ∈ L(s,h) for each s ∈ Qh. Thus ηt is a simple stopping
time with values in [t,1]Qh, relative to the filtrationL (h). Intuitively, ηt is the first time
s ∈ [t,1]Qh when the process Z|Qh exits the α-neighborhood of Zt while staying in the
γ-neighborhood of x◦ over the entire time interval [t,s]Qh; ηt is set to 1 if no such time
s exists.
Continuing, observe that
(ηt < 1)⊂ (ηt = ηt < ζh,γ ≤ 1) (10.7.15)
by the defining equality 10.7.14.
Define η ≡ ηt ∧ r, where r ≡ 1∧ (t +∆m). Then r− t = (1− t)∧∆mby Lemma
10.7.5. Moreover, the simple stopping time η has values in [t,r]Qh. Let A ∈ L(t,h) be
arbitrary. Then A ∈ L(t,h) ⊂ L(η ,h). We estimate an upper bound for the probability
P(ηt < r;A)≤ P(η = ηt < 1;A)
≤ P(ηt < 1;η = ηt = ηt < ζh,γ ≤ 1;A)
= P(ηt < 1;η = ηt = ηt < ζh,γ ≤ 1;A)
≤ P(d(Zt ,Zη(t))> α;η = η t = ηt < ζh,γ ≤ 1;A)
= P(d(Zt ,Zη )> α;η = ηt = ηt < ζh,γ ≤ 1;A)
≤ P(d(Zt ,Zη )> α;t < ζh,γ ;A)
≤ P(d(Zt ,Zη )> α;d(x◦,Zt)≤ γ;A)
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≤ P(d(Zt ,Zη )> α;d(Zt ,Zr)≤ 2−1α;d(x◦,Zt)≤ γ;A)
+P(d(Zt ,Zr)> 2
−1α;d(x◦,Zt)≤ γ;A)
≤ P(d(Zη ,Zr)> 2−1α;d(x◦,Zt )≤ γ;A)
+P(d(Zt ,Zr)> 2
−1α;d(x◦,Zt)≤ γ;A), (10.7.16)
where the the second inequality is thanks relation 10.7.15, and the third is by the def-
inition of the simple stopping time time ηt , and where the fifth inequality is by the
definition of the simple stopping time ζh,γ . Next note that, since 2−1α > ε , we have
P(d(Zη ,Zr)> 2
−1α;d(x◦,Zt)≤ γ;A)≤ εP(d(x◦,Zt)≤ γ;A)
by applying inequality 10.7.10 where α,A are replaced by 2−1α , (d(x◦,Zt) ≤ γ;A)
respectively. Similarly, we have
P(d(Zt ,Zr)> 2
−1α;d(x◦,Zt)≤ γ;A)≤ εP(d(x◦,Zt )≤ γ;A)
by applying inequality 10.7.10 where η ,α,A are replaced by t,2−1α , (d(x◦,Zt)≤ γ;A)
respectively. Combining, inequality 10.7.16 can be continued to yield
P(ηt < r;A)≤ 2εP(d(x◦,Zt)≤ γ;A). (10.7.17)
Consequently,
E(ηt − t;A)≥ E(r− t;ηt ≥ r;A) = (r− t)P(ηt ≥ r;A)
= ((1− t)∧∆m)(P(A)−P(ηt < r;A))
≥ ((1− t)∧∆m)(P(A)− 2εP(d(x◦,Zt)≤ γ;A)),
= ((1− t)∧∆m)(E1A− 2εE1(d(x(◦),Z(t))≤γ;A)), (10.7.18)
where the second inequality is by inequality 10.7.17.
Taking A≡Ω, inequalities 10.7.17 and 10.7.18 become, respectively,
P(ηt < 1∧ (t+∆m))≤ 2εP(d(x◦,Zt)≤ γ)≤ 2ε,
and
E(ηt − t)≥ ((1− t)∧∆m)(1− 2ε)≥ 2−1((1− t)∧∆m),
where the second inequality is because ε ≤ 2−2 by assumption. Thus Assertion 2 is
proved for the special case where τ ≡ t for some t ∈ Qh.
3. To complete the proof of Assertion 2 for the general case, let the simple stopping
time τ be arbitrary, with values in Qh, relative to the filtration L (h). Then
P(ητ < 1∧ (τ +∆m)) = ∑
t∈Q(h)
P(ηt < 1∧ (t+∆m);τ = t)
≤ ∑
t∈Q(h)
2εP(d(x◦,Zt)≤ γ;τ = t)
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= ∑
t∈Q(h)
2εP(d(x◦,Zτ )≤ γ;τ = t)
= 2εP(d(x◦,Zτ )≤ γ)≤ 2ε, (10.7.19)
where the inequality is by applying inequality 10.7.17 to the measurable set A≡ (τ =
t) ∈ L(t,h), for each t ∈Qh. Similarly,
E(ητ − τ) = ∑
t∈Q(h)
E(ηt − t;τ = t)
≥ ∑
t∈Q(h)
((1− t)∧∆m)(E1(τ=t)− 2εE1(d(x(◦),Z(t))≤γ;τ=t))
= ∑
t∈Q(h)
(E((1− t)∧∆m)1(τ=t)− 2εE((1− t)∧∆m)1(d(x(◦),Z(t))≤γ;τ=t))
= ∑
t∈Q(h)
(E((1− τ)∧∆m)1(τ=t)− 2εE((1− τ)∧∆m)1(d(x(◦),Z(t))≤γ;τ=t))
= (E((1− τ)∧∆m)− 2εE((1− τ)∧∆m)1(d(x(◦),Z(t))≤γ))
≥ (E((1− τ)∧∆m)− 2εE((1− τ)∧∆m))
≥ 2−1E((1− τ)∧∆m), (10.7.20)
where the first inequality is by applying inequality 10.7.18 to the measurable set A ≡
(τ = t) ∈ L(t,h), for each t ∈ Qh, and where the last inequality is because 1− 2ε ≥ 2−1
by the assumption that ε ≤ 2−2. Summing up, inequalities 10.7.19 and 10.7.20 yield,
respectively, the desired inequalities 10.7.12 and 10.7.13. The lemma is proved.
Theorem 10.7.8. (Strong right continuity in probability and a.u. boundlessness to-
gether imply D-regularity and extendability by right limit to a.u. càdlàg process).
Let (S,d) be a locally compact metric space. Then a process Z :Q∞×(Ω,L,E)→ (S,d)
Suppose the process Z :Q∞×Ω→ S is (i) a.u. bounded, with a modulus of a.u. bound-
lessness βauB, and (ii) strongly right continuous in probability, with a modulus of strong
right continuity in probability δSRcp. Then the following holds.
1. The process Z is D-regular, with a modulus of continuity in probability
δCp(·,βauB,δSRcp)
and has a modulus of D-regularity m≡ m(βauB,δSRcp).
2. The right-limit extension X ≡ ΦrLim(Z) : [0,1]×Ω → S is an a.u. càdlàg pro-
cess, with the same modulus of continuity in probability δCp(·,βauB,δSRcp), and with a
modulus of a.u. càdlàg δaucl(·,βauB,δSRcp). Recall here the right-limit extension ΦrLim
from Definition 10.5.6.
Proof. 1. Condition (i), the a.u. boundlessness condition in the hypothesis, says that
for each ε > 0, we have
P(
∨
u∈Q(h)
d(x◦,Zu)> γ)< ε (10.7.21)
for each h≥ 0, for each γ > βauB(ε).
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2. Let ε > 0 and α ∈ (2−2ε,2−1ε) be arbitrary. Let
γ ≡ [βauB(2−2ε)]1,
m≡ [− log2(1∧δSRcp(2−2ε,γ))]1,
and
δCp(ε) ≡ δCp(ε,βauB,δSRcp)≡ ∆m ≡ 2−m < δSRcp(2−2ε,γ).
We will verify that δCp(·,βauB,δSRcp) is a modulus of continuity in probability of the
process Z. For each h≥ 0, define the measurable set
Gh ≡ (
∨
u∈Q(h)
d(x◦,Zu)> γ).
Then, since γ > βauB(2−2ε), inequality 10.7.21, with ε replaced by 2−2ε, yields
P(Gh)< 2
−2ε, (10.7.22)
where h≥ 0 is arbitrary.
3. Consider each s,r ∈Q∞ with |s− r|< δCp(ε). Define the measurable set
Ds,r ≡ (d(Zs,Zr)≤ α)⊂ (d(Zs,Zr)≤ 2−1ε).
First assume that s≤ r. Then
s≤ r < s+ δCp(ε) ≤ s+ δSRcp(2−2ε,γ). (10.7.23)
Take h ≥ m so large that s,r ∈ Qh. Since α > 2−2ε , we can apply inequality 10.7.5 in
Lemma 10.7.4, where ε and A are replaced by 2−2ε and (d(x◦,Zs) ≤ γ) respectively,
to obtain
P(Dcs,rG
c
h)≤ P(d(Zs,Zr)> α;d(x◦,Zs)≤ γ)
≤ 2−2εP(d(x◦,Zs)≤ γ)≤ 2−2ε.
Combining with inequality 10.7.22, we obtain
P(Dcs,r)≤ P(Dcs,rGch)+P(Gh)≤ 2−2ε + 2−2ε = 2−1ε. (10.7.24)
Consequently,
E1∧d(Zs,Zr)≤ P(Dcs,r)+E(1∧d(Zs,Zr);Ds,r)≤ P(Dcs,r)+ 2−1ε ≤ ε
By symmetry, the same inequality holds for each s,r ∈Q∞ with |s−r|< δCp(ε), where
ε > 0 is arbitrary. Hence the process Z is continuous in probability, with a modulus
of continuity in probability δCp ≡ δCp(·,βauB,δSRcp). Thus the process Z satisfies
Condition 2 of Definition 10.4.1 to be D-regular.
4. It remains to prove Condition 1 in Definition 10.4.1. To that end, define m−1 ≡
κ−1 ≡ 0. Let n≥ 0 be arbitrary. Write
εn ≡ 2−n.
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Take any
γn ∈ (βauB(2−3εn),βauB(2−3εn)+ 1).
Define the integers
κn ≡ [κn−1∨− log2(1∧δRcp(2−3εn,γn))]1, (10.7.25)
mn ≡ κn∨ [mn−1∨− log2(1∧δRcp(2−κ(n)−n−6εn,γn))]1, (10.7.26)
Kn ≡ 2κ(n)+n+3,
hn ≡ mn+1,
and the measurable set
Gn ≡ (
∨
u∈Q(h(n))
d(x◦,Zu)> γn). (10.7.27)
Then, since γn > βauB(2−3εn), inequality 10.7.21 in the hypothesis implies that
P(Gn)< 2
−3εn. (10.7.28)
Moreover,
hn ≡ mn+1 > mn ≥ κn ≥ n≥ 0,
and equality 10.7.26 can be rewritten as
mn ≡ κn∨ [mn−1∨− log2(1∧δRcp(K−1n 2−3εn,γn))]1. (10.7.29)
Furthermore, equalities 10.7.25 and 10.7.29 imply, respectively,
∆κ(n) ≡ 2−κ(n) < δRcp(2−3εn,γn), (10.7.30)
and
∆m(n) ≡ 2−m(n) < δRcp(K−12−3εn,γn). (10.7.31)
5. Now let
β > εn
be arbitrary such that the set
Aβr,s ≡ (d(Zr,Zs)> β ) (10.7.32)
is measurable for each r,s ∈ Q∞. Define the exceptional set
Dn ≡
⋃
t∈Q(m(n))
⋃
r,s∈(t,t′)Q(m(n+1));r≤s
(A
β
t,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′ ,r ∪A
β
t′,s), (10.7.33)
where, for each t ∈ [0,1)Qm(n), we write t ′ ≡ t + 2−m(n). We need only prove that
P(Dn)< 2−n, as required in Condition 1 of Definition 10.4.1.
6. For that purpose, let the simple first stopping time ζ ≡ ζh(n),γ(n) be as in Defini-
tion 10.7.1. Thus ζ is the first time s ∈ Qh(n) when the process Z|Qh(n) is outside the
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γn-neighborhood of the reference point x◦, with ζ set to 1 if no such s∈Qh exists. Take
any
α ∈ (2−1εn,2−1β ).
This is possible because β > εn by assumption.
7. Now let t ∈Qh(n) be arbitrary, but fixed till further notice. Define the simple first
exit time
ηt ≡ ηt,α ,[t,1]Q(h(n)),
and define the simple stopping time
η t ≡ ηt1η(t)<ζ + 1ζ≤η(t) = ∑
s∈[t,1]Q(h(n))
s1η(t)=s;s<ζ + ∑
s∈[t,1]Q(h(n))
s1η(t)=s;ζ≤s
(10.7.34)
as a special case of formula 10.7.11 in Lemma 10.7.7.
Define the trivial simple stopping time τ0≡ 0. Let k= 1, · · · ,Kn be arbitrary. Define
the simple stopping time
τk ≡ ητ(k−1) ≡ ∑
u∈Q(h(n))
ηu1(τ(k−1)=u)
relative to the natural filtration L (h) of the process Z|Qh. Then τk ≥ τk−1. Intuitively,
τ1,τ2, · · · ,τK(n) are the successive stopping times when the process Z|Qh moves away
from the previous stopping state Zτ(k−1) by a distance of more than α while staying
within the bounded set (d(x◦, ·)< γn).
In view of the inequality 10.7.30 and the bound
α > 2−1εn > 2(2−3εn),
we can apply Part 2 of Lemma 10.7.7, where ε,γ,m,h,τ,∆ are replaced by
2−3εn,γn,κn,hn,τk−1,∆κ(n)
respectively. Then Lemma 10.7.5 and inequality 10.7.12 in Lemma 10.7.7 together
imply
P(τk− τk−1 < (1− τk−1)∧∆κ(n))≡ P(ητ(k−1) < τk−1+(1− τk−1)∧∆κ(n)))
= P(ητ(k−1) < 1∧ (τk−1+∆κ(n)))≤ 2(2−3εn), (10.7.35)
while 10.7.13 in Lemma 10.7.7 yields
E(τk− τk−1)≡ E(ητ(k−1)− τk−1)≥ 2−1E((1− τk−1)∧∆κ(n)), (10.7.36)
where k = 1, · · · ,Kn is arbitrary. Hence
1≥ E(τK(n)) =
K(n)
∑
k=1
E(τk− τk−1)
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≥ 2−1
K(n)
∑
k=1
E((1− τk−1)∧∆κ(n))≥ 2−1
K(n)
∑
k=1
E((1− τK(n)−1)∧∆κ(n))
= 2−1KnE((1− τK(n)−1)∧∆κ(n))
≥ 2−1KnE((1− τK(n)−1)∧∆κ(n);1− τK(n)−1 > ∆κ(n))
= 2−1KnE(∆κ(n);1− τK(n)−1 > ∆κ(n)) = 2−1Kn∆κ(n)P(1− τK(n)−1 > ∆κ(n))
= 2−1Kn∆κ(n)P(τK(n)−1 < 1−∆κ(n)),
where the second inequality is from inequality 10.7.36. Dividing by 2−1Kn∆κ(n), we
obtain
P(τK(n)−1 < 1−∆κ(n))< 2K−1n ∆−1κ(n) ≡ 2 ·2−κ(n)−n−32κ(n) = 2−2εn. (10.7.37)
At the same time,
P(τK(n) < 1;τK(n)−1 ≥ 1−∆κ(n))≡ P(ητ(K(n)−1) < 1;τK(n)−1 ≥ 1−∆κ(n))
≤ P(ητ(K(n))−1) < 1∧ (τK(n)−1+∆κ(n)))≤ 2(2−3εn) = 2−2εn, (10.7.38)
where the last inequality is by applying inequality 10.7.35 to k = Kn.
8. Next define the exceptional set
Hn ≡ (τK(n) < 1).
Then, combining inequalities 10.7.38 and 10.7.37, we obtain
P(Hn)≡ P(τK(n) < 1)
≤ P(τK(n) < 1;τK(n)−1 ≥ 1−∆κ(n))+P(τK(n)−1 < 1−∆κ(n))
≤ 2−2εn+ 2−2εn = 2−1εn.
Summing up, except for the small exceptional set Gn∪Hn, there are at most the finite
number Kn of simple stopping times 0< τ1 < · · ·< τK(n) = 1 each of which is the first
time in Qh(n) when the process Z strays from the previous stopped state by a distance
greater than α , while staying in the bounded set (d(x◦, ·) < γn). At the same time,
inequality 10.7.35 says that each waiting time τk− τk−1 exceeds a certain lower bound
with some probability close to 1. We wish, however, to be able to say that, with some
probability close to 1, all these Kn waiting times simultaneously exceed a certain lower
bound. For that purpose, we will relax the lower bound and specify two more small
exceptional sets, as follows.
9. Define two more exceptional sets,
Bn ≡
K(n)⋃
k=1
(τk− τk−1 < (1− τk−1)∧∆m(n)), (10.7.39)
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Cn ≡
K(n)⋃
k=1
(d(Zτ(k−1)∨(1−∆(m(n)),Z1)> α), (10.7.40)
and proceed to estimate P(Bn) and P(Cn).
First, let k= 1, · · · ,Kn be arbitrary. Note that, trivially,
α > 2−1εn > 2K−1n 2
−3εn.
and that, as in inequality 10.7.31,
∆m(n) ≡ 2−m(n) < δRcp(K−1n 2−3εn,γn).
Now define the numbers, m ≡ mn, t ≡ 1−∆m(n), r ≡ 1∧ (t+∆m(n)) = 1, the simple
stopping times
η ≡ τk−1∨ t ≡ τk−1∨ (1−∆m(n))
and τ ≡ τk−1 with values in Qh(n), and the measurable set (d(x◦,Zη )≤ γn) ∈ L(η ,h(n)).
Then α > 2ε and
∆m(n) ≡ 2−m(n) < δRcp(ε,γ)
according to inequality 10.7.31. Moreover, the simple stopping time η has values in
[t,r]Qh(n), relative to the filtration L
(h). Hence we can apply Lemma 10.7.7, where
ε,γ,α,m,h, t,r,ητ,A are replaced by K−1n 2−3εn,γn,α,mn,hn, t,r,η ,τk−1,(d(x◦,Zη )≤
γn) respectively. Then inequality 10.7.10 of Lemma 10.7.7 yields
P(d(Zη ,Z1)> α;d(x◦,Zη )≤ γn)≤ K−1n 2−3εnP(d(x◦,Zη )≤ γn)≤ K−1n 2−3εn.
Hence, recalling the defining equalities 10.7.40 and 10.7.27 for the measurable sets Cn
and Gn respectively, we immediately obtain
P(CnG
c
n)≡ P(
K(n)⋃
k=1
(d(Zτ(k−1)∨(1−∆(n)),Z1)> α;
∨
u∈Q(h(n))
d(x◦,Zu)≤ γn))
≤ P(
K(n)⋃
k=1
(d(Zη ,Z1)> α;d(x◦,Zη )≤ γn))≤
K(n)
∑
k=1
K−1n 2
−3εn = 2−3εn.
At the same time, 10.7.12 in Lemma 10.7.7 yields
P(ητ(k−1) < 1∧ (τk−1+∆m(n)))≤ 2K−1n 2−3εn. (10.7.41)
Since ητ(k−1) ≡ τk ,and since
1∧ (τk−1+∆m(n)) = τk−1+∆m(n)∧ (1− τk−1)
according to Lemma 10.7.5, inequality 10.7.41 is equivalent to
P(τk− τk−1 < ∆m(n)∧ (1− τk−1))≤ 2K−1n 2−3εn. (10.7.42)
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Hence, recalling the defining equality 10.7.39 for the measurable sets Bn, we obtain
P(Bn)≡ P(
K(n)⋃
k=1
(τk− τk−1 < ∆n∧ (1− τk−1)))≤
K(n)
∑
k=1
2K−1n 2
−3εn = 2−3εn.
Combining, we see that
P(Gn∪Hn∪Bn∪Cn) =P(Gn∪Hn∪Bn∪CnGcn)≤ 2−n−3+2−1εn+2−3εn+2−3εn < εn.
10. Finally, we will prove that Dn ⊂ Gn ∪Hn ∪ Bn ∪Cn. To that end, consider
each ω ∈ GcnHcnBcnCcn. Then, since ω ∈ Gcn, we have
∨
t∈Q(h(n)) d(x◦,Zt (ω))≤ γn. Con-
sequently, ζh(n),γ(n)(ω) = 1 according to the defining equality 10.7.2. Hence, by the
defining equality 10.7.34, we have
ηt(ω)≡ ηt(ω)1η(t,ω)<1+ 11≤η(t,ω) = ηt(ω) (10.7.43)
for each t ∈ Qh(n).
Separately, since ω ∈ Hcn , we have τK(n)(ω) = 1. Let k = 1, · · · ,Kn be arbitrary.
Write t ≡ τk−1(ω) . Then
τk(ω)≡ ητ(k−1)(ω) = ηt(ω) = ηt(ω)≡ ηt,α ,[t,1]Q(h(n))(ω),
where the second equality is by equality 10.7.43. Hence basic properties of the simple
first exit time ηt,α ,[t,1]Q(h(n)) implies that
d(Z(t,ω),Z(u,ω))≤ α (10.7.44)
for each u ∈ [t,τk(ω))Qh. In other words,
d(Z(τk−1(ω),ω),Z(u,ω)) ≤ α (10.7.45)
for each u ∈ [τk−1(ω),τk(ω))Qh, where k = 1, · · · ,Kn is arbitrary.
Next, let t ∈ [0,1)Qm(n) be arbitrary, and write t ′≡ t+∆m(n). Consider the following
two possible cases (i’) and (ii’) regarding the number of members in the sequence
τ1(ω), · · · ,τK(n)−1(ω) that are in the interval (t, t ′].
(i’). Suppose the interval (t, t ′] contains two or more members in the sequence
τ1(ω), · · · ,τK−1(ω). Then there exists k= 1, · · · ,Kn− 1 such that
τk−1(ω)≤ t < τk(ω)≤ τk+1(ω)≤ t ′. (10.7.46)
It follows that
∆m(n) ≡ t ′− t > τk+1(ω)− τk(ω)≥ ∆m(n)∧ (1− τk(ω)), (10.7.47)
where the last inequality is because ω ∈ Bcn. Consequently ∆m(n) > 1− τk(ω), Hence
∆m(n)∧(1−τk(ω)) = 1−τk(ω). Therefore the second half of inequality 10.7.47 yields
τk+1(ω)− τk(ω)≥ 1− τk(ω).
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which is equivalent to 1 = τk+1(ω). Consequently, inequality 10.7.46 implies that
t ′ = 1 and that τk(ω)> t = 1−∆m(n). Therefore
d(Zτ(k)(ω),Z1(ω)) = d(Zτ(k)∨(1−∆(m(n))(ω),Z1(ω))≤ α, (10.7.48)
where the inequality is because ω ∈Ccn. At the same time,
[τk(ω),1)Qh(n) = [τk(ω),τk+1(ω))Qh(n)
≡ [τk(ω),ητ(k)(ω))Qh(n) = [τk(ω),ητ(k)(ω))Qh(n),
where the last equality follows from equality 10.7.43. Hence, basic properties of the
simple fist exit time ητ(k) implies that
d(Z(τk(ω),ω),Z(u,ω)) ≤ α (10.7.49)
for each u ∈ [τk(ω),1)Qh(n). Combining with inequality 10.7.48 for the end point 1,
we see that
d(Z(τk(ω),ω),Z(u,ω)) ≤ α. (10.7.50)
for each u ∈ [τk(ω),1]Qh(n).
Note that β > 2α , and that t, t ′ ∈ [τk−1(ω),τk(ω))∪ [τk(ω), t ′], with t ′ = 1. Hence,
in view of inequalities 10.7.45 and 10.7.50, we can apply Lemma 10.7.6 to the con-
tiguous intervals Aω ≡ [τk−1(ω),τk(ω)) and Bω ≡ [τk(ω), t ′] = [τk(ω),1], to obtain
ω ∈
⋂
r,s∈(t,t′)Q(h(n));r≤s
((A
β
t,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′ ,r ∪A
β
t′,s))
c
≡
⋂
r,s∈(t,t′)Q(m(n+1));r≤s
((A
β
t,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′ ,r ∪A
β
t′,s))
c ⊂ Dcn. (10.7.51)
(ii’) Now suppose the interval (t, t ′] contains zero or one member in the sequence
τ1(ω), · · · ,τK(n)−1(ω). Then there exists k = 1, · · · ,Kn− 1 such that τk−1(ω) ≤ t <
t ′ ≤ τk+1(ω). Hence
t, t ′ ∈ [τk−1(ω),τk(ω))∪ [τk(ω),τk+1(ω)).
Then inequality 10.7.45 holds for both k and k+1, Hence we can apply Lemma 10.7.6
to the contiguous intervals Aω ≡ [τk−1(ω),τk(ω)) and Bω ≡ [τk(ω),τk+1(ω)), to ob-
tain, again, relation 10.7.51.
11. Summing up, we have proved that ω ∈ Dcn for each ω ∈ GcnHcnBcnCcn. Conse-
quently Dn ⊂ Gn∪Hn∪Bn∪Cn , whence
P(Dn)≤ P(Gn∪Hn∪Bn∪Cn)< εn ≡ 2−n,
where n ≥ 0 is arbitrary, Condition 1 of Definition 10.4.1 has also been verified. Ac-
cordingly, the process Z is D-regular, with the sequence m≡ (mn)n=0.1.··· as a modulus
of D-regularity. Assertion 1 is proved.
12. Therefore, by Theorem 10.5.8, the right limit extension X of the process Z is
a.u. càdlàg, with a modulus of a.u. càdlàg δaucl(·,m,δcp)≡ δaucl(·,βauB,δRcp). Asser-
tion 2 is proved..
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10.8 A Sufficient Condition for an a.u. Càdlàg Martin-
gale
Using Theorem 10.7.8 in the preceding section, we will prove a sufficient condition for
a martingale X : [0,1]×Ω→ R to be equivalent to one which is a.u. càdlàg.
To that end, recall, from Definition 8.4.3, the special convex function λ : R→ R
given by
λ (x)≡ 2x+(e−|x|− 1+ |x|) (10.8.1)
for each x∈ R. Theorem 8.4.4 says that the function λ is increasing and strictly convex,
with
|x| ≤ |λ(x)| ≤ 3|x| (10.8.2)
for each x ∈ R.
Lemma 10.8.1. (Each wide-sense submartingale on Q∞ is a.u. bounded). Let Z :
Q∞×Ω→ R be a wide-sense submartingale relative to some filtration L ≡ {L(t) : t ∈
Q∞}. Suppose b > 0 is an upper bound of E|Z0| ∨E|Z1| ≤ b. Then the process Z is
a.u. bounded in the sense of Definition 10.7.2, with a modulus of a.u. boundlessness
βauB ≡ βauB(·,b).
Proof. Let ε > 0 be arbitrary. Take an arbitrary α ∈ (2−2ε,2−1ε). Take an arbitrary
real number K > 0 so large that
6b<
1
6
α3K exp(−3K−1bα−1). (10.8.3)
Such a real number K exists because the right-hand side of the inequality 10.8.3 is
arbitrarily large for sufficiently large K. Define
βauB(ε) ≡ βauB(ε,b)≡ bα−1+Kα.
Then, by inequality 10.8.2, we have
Eλ(K−1Z1)−Eλ(K−1Z0)≤ E|λ(K−1Z1)|+E|λ(K−1Z0)|
≤ 3E|K−1Z1|+ 3E|K−1Z0| ≤ 3K−1b+ 3K−1b= 6K−1b
<
1
6
α3 exp(−3(E|K−1Z0| ∨E|K−1Z1|)α−1), (10.8.4)
where the third inequality is a consequence of inequality 10.8.3. Hence we can apply
Theorem 8.4.4 to the wide-sense submartingale K−1Z|Qh : Qh×Ω→ R, to obtain
P(
∨
r∈Q(h)
|Zr−Z0|> Kα) = P(
∨
r∈Q(h)
|K−1Zr−K−1Z0|> α)< α, (10.8.5)
for each h≥ 0. Separately, Chebychev’s inequality implies that
P(|Z0|> bα−1)≤ b−1αE|Z0| ≤ α.
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Combining with inequality 10.8.5, we obtain
P(
∨
r∈Q(h)
|Zr|> Kα + bα−1)< 2α < ε.
Consequently, P(
∨
r∈Q(h) |Zr| > γ) < ε for each γ > Kα + bα−1 ≡ βauB(ε). In other
words, the process Z is a.u. bounded, with the operation βauB as a modulus of a.u.
boundlessness.
Lemma 10.8.2. (Martingale after an event observed at time t). Let Z :Q∞×(Ω,L,E)→
R be a martingale relative to some filtration L ≡ {L(t) : t ∈ Q∞}. Let t ∈ Q∞ and
A ∈ L(t) be arbitrary with P(A)> 0. Recall from Definition 5.6.4 the conditional prob-
ability space (Ω,L,EA). Then the process
Z|[t,1]Q∞ : [t,1]Q∞× (Ω,L,EA)→ R
is a martingale relative to the filtration L .
Proof. Consider each s,r ∈ [t,1]Q∞ with s ≤ r. Let U ∈ L(s) be arbitrary, with U
bounded. ThenU1A ∈ L(s). Hence, since Z :Q∞×(Ω,L,E)→R is a martingale relative
to the filtration L , we have
EA(ZrU)≡ P(A)−1E(ZrU1A) = P(A)−1E(ZsU1A)≡ EA(ZsU),
where Zs ∈ L(s). Hence EA(Zr|L(s)) = Zs, where s,r ∈ [t,1]Q∞ are arbitrary with s≤ r.
Thus the process
Z|[t,1]Q∞ : [t,1]Q∞× (Ω,L,EA)→ R
is a martingale relative to the filtration L .
Theorem 10.8.3. (Sufficient Condition for of martingale on Q∞ to have an a.u.
càdlàgmartingale extension to [0,1]). Let Z :Q∞×Ω→R be an arbitrary martingale
relative to some filtration L ≡ {L(t) : t ∈ Q∞}. Suppose the following conditions are
satisfied.
(i). The real number b> 0 is such that E|Z1| ≤ b.
(ii). For each α,γ > 0, there exists δRcp(α,γ) > 0 such that, for each h ≥ 1 and
t,s ∈ Qh with t ≤ s < t+ δRcp(α,γ), and for each A ∈ L(t,h) with A ⊂ (|Zt | ≤ γ) and
P(A)> 0, we have
EA|Zs|−EA|Zt | ≤ α, (10.8.6)
and
|EAe−|Z(s)|−EAe−|Z(t)|| ≤ α. (10.8.7)
Then the following holds.
1. The martingale Z is D-regular, with a modulus of continuity in probability δCp≡
δCp(·,b,δRcp) and with a modulus of D-regularity m≡ m(b,δRcp).
2. Let X ≡ΦrLim(Z) : [0,1]×Ω→ R be the right limit extension of Z. Then X is an
a.u. càdlàg martingale relative to the right-limit extension L + of the given filtration
L , with δCp(·,b,δRcp) as a modulus of continuity in probability, and with a modulus
of a.u. càdlàg δaucl(·,b,δRcp).
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3. Recall from Definition 6.4.1 the metric space (R̂(Q∞ ×Ω,R), ρ̂Prob,Q(∞)) of
stochastic processes with parameter set Q∞, where sequential convergence relative
to the metric ρ̂Prob,Q(∞) is equivalent to convergence in probability when stochastic
processes are viewed as r.v.’s. Let R̂
Mtgl,b,δ (Rcp)(Q∞ ×Ω,R) denote the subspace of
(R̂(Q∞ ×Ω,R), ρ̂Prob,Q(∞))) consisting of all martingales Z : Q∞ ×Ω → R satisfying
the above conditions (i-ii) with the same bound b> 0 and same given operation δRcp.
Then the right limit extension function
ΦrLim : (R̂Mtgl,b,δ (Rcp)(Q∞×Ω,R), ρ̂Prob,Q(∞)))→ (D̂δ (aucl),δ (cp)[0,1],ρD̂[0,1]) (10.8.8)
is uniformly continuous, where
(D̂δ (aucl),δ (cp)[0,1],ρD̂[0,1])
is the metric space of a.u.ca`dla`g processes which share the common modulus of con-
tinuity in probability δCp ≡ δCp(·,b,δRcp), and which share the common modulus of
a.u. càdlàg δaucl ≡ δaucl(·,m,δcp) Moreover, the mapping has a modulus of continuity
δrLim(·,b,δRcp) depending only on b and δRcp.
Proof. 1. Note that, because Z is a martingale, we haveE|Z0| ≤E|Z1| by Assertion 4 of
Proposition 8.3.2. Hence E|Z0| ∨E|Z1|= E|Z1| ≤ b. Therefore, according to Lemma
10.8.1, the martingale Z is a.u. bounded, with the modulus of a.u. boundlessness
βauB ≡ βauB(·,b), in the sense of Definition 10.7.2,.
2. Let ε,γ > 0 and h ≥ 0 be arbitrary. Consider each A ∈ L(t,h) ⊂ L(t) with
A ⊂ (|Zt | ≤ γ) and P(A) > 0. By Lemma 10.8.2, the process Z|[t,1]Q∞ : [t,1]Q∞ ×
(Ω,LA,EA)→ R is a martingale relative to the filtration L . Define
α ≡ αε,γ ≡ 1∧ 112ε
3 exp(−3(γ ∨b+ 1)ε−1)
and
δSRcp(ε,γ) ≡ δRcp(α,γ).
3. Now let s ∈ Qh be arbitrary with
t ≤ s< t+ δSRcp(ε,γ) ≡ t+ δRcp(α,γ).
be arbitrary. Trivially, EA|Zt | ≤ γ . Therefore, in view of inequality 10.8.6 in the hy-
pothesis, we have
EA|Zs| ≤ EA|Zt |+α ≤ γ +α ≤ γ + 1.
Since Z|[t,1]Qh : [t,1]Qh× (Ω,L,EA)→ R is a martingale according to Lemma 10.8.1,
we have EAZs = EAZt and EA|Zs| ≥ EA|Zt |. Hence equality 10.8.1, and inequalities
10.8.6 and 10.8.7, together imply that
EAλ (Zs)−EAλ (Zt)≤ |EAe−|Z(s)|−EAe−|Z(t)||+ |EA|Zs|−EA|Zt ||
= |EAe−|Z(s)|−EAe−|Z(t)||+EA|Zs|−EA|Zt |
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≤ α +α = 2α ≤ 1
6
ε3 exp(−3(b∨ γ + 1)ε−1)
<
1
6
ε3 exp(−3bε−1)
≤ 1
6
ε3 exp(−3(EA|Zs| ∨EA|Zt |)ε−1).
Therefore we can apply Theorem 8.4.4, to obtain the bound
PA(|Zt −Zs|> ε)< ε, (10.8.9)
where ε > 0, γ > 0, h≥ 0, s ∈ Qh with t ≤ s< t+ δSRcp(ε,γ), and
A ∈ L(t,h) ≡ L(Zr : r ∈ [0, t]Qh)
with A ⊂ (|Xt | ≤ γ) and P(A) > 0 are arbitrary. Thus the process Z is strongly right
continuous in probability in the sense of Definition 10.7.3, with the operation δSRcp as
a modulus of strong right continuity in probability. Assertion 1 is proved.
4. Thus the process Z satisfies the conditions of Theorem 10.7.8. Accordingly, the
processZ has a modulus of continuity in probability δCp(·,βauB,δSRcp)≡ δCp(·,b,δRcp)
and a modulus of D-regularity m ≡ m(βauB,δSRcp) ≡ m(b,δRcp). Moreover, Theorem
10.7.8 says that its right limit extension X ≡ΦrLim(Z) is a.u. càdlàg, with the modulus
of a.u. càdlàg δaucl(·,βauB,δSRcp)≡ δaucl(·,b,δRcp) as defined in Theorem 10.7.8.
5. Separately, since 1∈Q∞, Assertion 4 of Proposition 8.3.2 implies that the family
H ≡ {Zu : u ∈Q∞}= {Zt : t ∈ [0,1]Q∞}
is uniformly integrable. Now let t ∈ [0,1] be arbitrary. Let r ∈ [0,1] be arbitrary.
Suppose t < r. Take any sequence (uk)k=1,2,··· in [0,r]Q∞ such that uk → t. Since
the a.u. càdlàg process X is continuous in probability, we have Zu(k) = Xu(k) → Xt in
probability. Since the subfamily {Zu(k) : k= 1,2, · · ·} inherits the uniform integrability
from the family H, it follows from Proposition 5.1.13 that the r.r.v. Xt is integrable,
with E|Xu(k)−Xt | → 0. At the same time, Xu(k) ∈ L(r) for each k ≥ 1, it follows that
Xt ∈ L(r), where r ∈ [0,1] is arbitrary such that t < r. Hence
Xt ∈
⋂
r∈Q(∞);r>t
L(r) ≡ L(t+).
6. We will next show that the process X is a martingale relative to the filtration
L +. To that end, let t,s ∈ [0,1] be arbitrary with t < s. Now let r,u ∈ Q∞ be arbitrary
such that t < r ≤ u and s ≤ u. Let the indicator Y ∈ L(t+) be arbitrary. Then Y,Xt ∈
L(t+) ⊂ L(r). Hence, since Z is a martingale relative to the filtration L , we have
EYZr = EYZu.
Let r ↓ t and u ↓ s. Then E|Zr−Xt |= E|Xr−Xt | → 0 and E|Zu−Xs|= E|Xu−Xs| → 0.
It then follows that
EYXt = EYXs, (10.8.10)
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where t,s ∈ [0,1] are arbitrary with t < s. Consider each t,s∈ [0,1]with t ≤ s. Suppose
EYXt 6= EYXs. If t < s, then equality 10.8.10 would hold, which is a contradiction.
Hence t = s. Then trivially EYXt = EYXs, again a contradiction. We conclude that
EYXt =EYXs for each t,s∈ [0,1]with t ≤ s, and for each indicatorY ∈ L(t+). Assertion
2 is proved.
6. Assertion 3 remains. Note that, since Z ∈ R̂
Mtgl,b,δ (Rcp)(Q∞×Ω,R) is arbitrary,
we have proved that
R̂
Mtgl,b,δ (Rcp)(Q∞×Ω,R)⊂ R̂Dreg,m,δ (cp)(Q∞×Ω,S).
At the same time, Theorem 10.6.1 says that the right-limit extension function
ΦrLim : (R̂Dreg,m,δ (cp)(Q∞×Ω,S), ρ̂Prob,Q(∞)))→ (D̂δ (aucl),δ (cp)[0,1],ρD̂[0,1])
(10.8.11)
is uniformly continuous, with a modulus of continuity δrLim(·,m,δcp)≡ δrLim(·,b,δRcp).
Assertion 3 and the theorem are proved.
Theorem 10.8.3 can be restated in terms of the continuous construction of a.u.
càdlàg martingalesX : [0,1]×Ω→R from their marginal distributions. More precisely,
let ξ be an arbitrary, but fixed, binary approximation of R relative to 0∈ R. Recall from
Definition 6.2.11 the metric space (F̂cp([0,1],R), ρ̂Cp,ξ ,[0,1]|Q(∞)) of consistent families
of f.j.d.’s on [0,1] which are continuous in probability. Let F̂
Mtgl,b,δ (Rcp)([0,1],R) be
the subspace of consistent families F such that F|Q∞ gives the marginal distributions
of some martingale Z ∈ R̂
Mtgl,b,δ (Rcp)(Q∞×Ω,R). Let
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the interval [0,1]. Recall fromTheorem
6.4.4 that the Daniell-Kolmogorov-Skorokhod Extension
ΦDKS,ξ : (F̂(Q∞,R), ρ̂Marg,ξ ,Q(∞))→ (R̂(Q∞×Θ0,R),ρQ(∞)×Θ(0),R)
is uniformly continuous, with a modulus of continuity δDKS(·,‖ξ‖) dependent only on
‖ξ‖. Hence the composite mapping
ΦrLim◦ΦDKS,ξ : (F̂Mtgl,b,δ (Rcp)([0,1],R)|Q∞, ρ̂Marg,ξ ,Q(∞))→ (D̂δ (aucl),δ (cp)[0,1],ρD̂[0,1])
is uniformly continuous.
10.9 A Sufficient Condition for a Right Hoelder Process
In this section, we give a sufficient condition, in terms of triple distributions, for a set
F̂ of consistent families of f.j.d.’s to be D-regular. Theorem 10.5.8 is then applied to
construct corresponding a.u. càdlàg processes.
As an application, we will prove that, under an additional condition on the modulus
of continuity in probability, the a.u. càdlàg process so constructed has sample functions
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which are right Hoelder, in a sense made precise below. This result seems to be hitherto
unknown.
In the following, recall Definition 9.0.2 for the notations associated with the enu-
merated sets (Qk)k=0,1,···and Q∞ of dyadic rationals in [0,1]. In particular, pk ≡ 2k and
∆k ≡ 2−k for each k≥ 0. Separately, (Ω,L,E)≡ (Θ0,L0,E0)≡ ([0,1],L0,
∫ ·dx) denote
the Lebesgue integration space based on the interval Θ0 ≡ [0,1]. This will serve as the
sample space. Let ξ ≡ (Aq)q=1,2,··· be an arbitrarily, but fixed, binary approximation of
the locally compact metric space (S,d) relative to some fixed reference point x◦ ∈ S.
Recall the operation [·]1 which assigns to each a∈R an integer [a]1 ∈ (a,a+2). We will
repeated use the inequality a< [a]1 < a+2 for each a ∈ R, without further comments.
The following theorem is in essence due to Kolmogorov.
Theorem 10.9.1. (Sufficient Condition for D-regularity in terms of triple joint
distributions). Let F be an arbitrary consistent family of f.j.d.’s with parameter set
[0,1] and state space (S,d). Suppose F is continuous in probability. Let Z : Q×Ω →
S be an arbitrary process with marginal distributions given by F |Q. Suppose there
exist two sequences (γk)k=0,1··· and (αk)k=0,1,··· of positive real numbers such that (i)
∑∞k=0 2
kαk < ∞ and ∑
∞
k=0 γk < ∞, (ii) the set
A
′(k)
r,s ≡ (d(Zr,Zs)> γk+1) (10.9.1)
is measurable for each s, t ∈ Q∞, for each k ≥ 0, and (iii)
P(A
′(k)
v,v′′A
′(k)
v′′,v′)< αk,
where v′ ≡ v+∆k and v′′ ≡ v+∆k+1 = v′−∆k+1, for each v ∈ [0,1)Qk, for each k≥ 0.
Then the family F |Q∞ of f.j.d.’s is D-regular. Specifically, let m0 ≡ 0. For each
n≥ 1, let mn≥mn−1+1 be so large that∑∞k=m(n) 2kαk < 2−n and∑∞k=m(n)+1 γk < 2−n−1.
Then the sequence (mn)n=0,1,··· is a modulus of D-regularity of the family F |Q∞.
.
Proof. 1. Let k≥ 0 be arbitrary. Define
D′k ≡
⋃
v∈[0,1)Q(k)
A
′(k)
v,v′′A
′(k)
v′′,v′ . (10.9.2)
Then P(D′k)≤ 2kαk according to Condition (iii) in the hypothesis.
2. Inductively, for each n≥ 0, take any
βn ∈ (2−n,2−n+1) (10.9.3)
such that, for each s, t ∈Q∞, and for each k = 0, · · · ,n, the sets
(d(Zt ,Zs)> βk+ · · ·+βn) (10.9.4)
and
A
(n)
t,s ≡ (d(Zt ,Zs)> βn+1) (10.9.5)
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are measurable. Note that βn,∞ ≤ ∑∞k=n 2−k+1 = 2−n+2 for each n≥ 0.
3. Let n ≥ 0 be arbitrary, but fixed until further notice. For ease of notations,
suppress some symbols signifying dependence on n, to write qi ≡ qm(n),i ≡ 2−p(m(n))
for each i= 0, · · · , pm(n). Let β > 2−n > βn+1 be arbitrary such that the set
A
β
t,s ≡ (d(Zt ,Zs)> β ) (10.9.6)
is measurable for each s, t ∈ Q∞. Define the exceptional set
Dn ≡
⋃
t∈[0,1)Q(m(n))
⋃
r,s∈(t,t′)Q(m(n+1));r≤s
(A
β
t,r ∪Aβt,s)(Aβt,r ∪Aβt′,s)(A
β
t′ ,r ∪A
β
t′,s)
⊂
⋃
t∈[0,1)Q(m(n))
⋃
r,s∈(t,t′)Q(m(n+1));r≤s
(A
(n)
t,r ∪A(n)t,s )(A(n)t,r ∪A(n)t′,s)(A
(n)
t′ ,r ∪A
(n)
t′,s), (10.9.7)
where, for each t ∈ [0,1)Qm(n), we write t ′ ≡ t+∆m(n) ∈ Qm(n). To verify Condition 1
in Definition 10.4.1 for the sequence (m)n=0,1,··· and the process Z, we need only show
that
P(Dn)≤ 2−n. (10.9.8)
4. To that end, consider each ω ∈ (⋃m(n+1)
k=m(n)
D′k)
c. Let t ∈ [0,1)Qm(n) be arbitrary,
and write t ′ ≡ t +∆m(n). We will show inductively that, for each k = mn, · · · ,mn+1,
there exists rk ∈ (t, t ′]Qk such that
∨
u∈[t,r(k)−∆(k)]Q(k)
d(Zt(ω),Zu(ω))≤
k
∑
j=m(n)+1
γ j, (10.9.9)
and ∨
v∈[r(k),t′ ]Q(k)
d(Zv(ω),Zt′(ω))≤
k
∑
j=m(n)+1
γ j, (10.9.10)
where an empty sum is, by convention, equal to 0. Start with k = mn. Define rk ≡ t ′,
whence rk−∆k = t. Then inequalities 10.9.9 and 10.9.10 are trivially satisfied.
Suppose, for some k = mn, · · · ,mn+1− 1, we have constructed rk ∈ (t, t ′]Qk which
satisfies inequalities 10.9.9 and 10.9.10. Note that, according to the defining equality
10.9.2, we have
ω ∈ D′kc ⊂ (A′(k)r(k)−∆(k),r(k)−∆(k+1))c∪ (A
′(k)
r(k)−∆(k+1),r(k))
c.
Hence, by the defining equality 10.9.1, we have (i’)
d(Zr(k)−∆(k)(ω),Zr(k)−∆(k+1)(ω))≤ γk+1, (10.9.11)
or (ii’)
d(Zr(k)−∆(k+1),Zr(k)(ω))≤ γk+1. (10.9.12)
In Case (i’), define rk+1 ≡ rk. In Case (ii’), define rk+1 ≡ rk−∆k+1.
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We wish to prove inequalities 10.9.9 and 10.9.10 for k+ 1. For that purpose, first
consider each
u ∈ [t,rk+1−∆k+1]Qk+1.
= [t,rk−∆k]Qk ∪ [t,rk−∆k]Qk+1Qck ∪ (rk−∆k,rk+1−∆k+1]Qk+1. (10.9.13)
Suppose u ∈ [t,rk−∆k]Qk. Then inequality 10.9.9 in the induction hypothesis trivially
implies
d(Zt(ω),Zu(ω))≤
k+1
∑
j=m(n)+1
γ j. (10.9.14)
Suppose next that u ∈ [t,rk−∆k]Qk+1Qck. Then u ≤ rk−∆k−∆k+1. Let v ≡ u−∆k+1
and v′ ≡ v+∆k = u+∆k+1. Then v ∈ [0,1)Qk, and so the defining inequality 10.9.2
implies that
ω ∈ D′kc ⊂ (A′(k)v,u )c∪ (A′(k)u,v′)c,
and therefore that
d(Zu(ω),Zv(ω))∧d(Zu(ω),Zv′(ω))≤ γk+1.
It follows that
d(Zu(ω),Zt(ω))
≤ (d(Zu(ω),Zv(ω))+ d(Zv(ω),Zt(ω)))∧ (d(Zu(ω),Zv′(ω))+ d(Zv′(ω),Zt (ω)))
≤ γk+1+ d(Zv(ω),Zt (ω))∨d(Zv′(ω),Zt (ω))
≤ γk+1+
k
∑
j=m(n)+1
γ j =
k+1
∑
j=m(n)+1
γ j,
where the last inequality is due to inequality 10.9.9 in the induction hypothesis. Thus
we have verified inequality 10.9.14 also for each u ∈ [t,rk−∆k]Qk+1Qck. Now suppose
u ∈ (rk−∆k,rk+1−∆k+1]Qk+1. Then
rk+1 > rk−∆k+∆k+1 = rk−∆k+1,
which, by the definition of rk+1, rules out Case (ii’). Hence Case (i’) must hold, where
rk+1 ≡ rk. Consequently,
u ∈ (rk−∆k,rk−∆k+1]Qk+1 = {rk−∆k+1}
and so u= rk−∆k+1. Let v≡ rk−∆k. Then inequality 10.9.11 implies that
d(Zv(ω),Zu(ω))≡ d(Zr(k)−∆(k)(ω),Zr(k)−∆(k+1)(ω))≤ γk+1. (10.9.15)
Hence
d(Zu(ω),Zt (ω))≤ d(Zu(ω),Zv(ω))+ d(Zv(ω),Zt (ω))
≤ γk+1+ d(Zv(ω),Zt(ω))≤ γk+1+
k
∑
j=m(n)+1
γ j =
k+1
∑
j=m(n)+1
γ j,
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where the last inequality is due to inequality 10.9.9 in the induction hypothesis. Com-
bining, we see that inequality 10.9.14 holds for each u ∈ [t,rk+1−∆k+1]Qk+1.
Similarly we can verify that
d(Zu(ω),Zt′(ω))≤
k+1
∑
j=m(n)+1
γ j. (10.9.16)
for each u ∈ [rk+1, t ′]Qk+1. Summing up, inequalities 10.9.9 and 10.9.10 have been
verified for k+ 1. Induction is completed. Thus inequalities 10.9.9 and 10.9.10 hold
for each k = mn, · · · ,mn+1.
5. Continuing, let r,s ∈ (t, t ′)Qm(n+1) be arbitrary with r ≤ s. Write k ≡ mn+1.
Then there are three possibilities: (i”) r,s ∈ [t,rk−∆k]Qk, (ii”) r ∈ [t,rk−∆k]Qk and
s ∈ [rk, t ′]Qk, or (iii”) r,s ∈ [rk, t ′]Qk. In Case (i”), inequality 10.9.9 applies to r,s,
yielding
d(Zt(ω),Zr(ω))∨d(Zt(ω),Zs(ω))≤
k
∑
j=m(n)+1
γ j < 2
−n−1 < βn+1.
Hence ω ∈ (A(n)t,r ∪A(n)t,s )c ⊂ Dcn. In Case (ii”), inequalities 10.9.9 and 10.9.10, apply to
r and s receptively, and yield
d(Zt(ω),Zr(ω))∨d(Zs(ω),Zt′(ω))≤
k
∑
j=m(n)+1
γ j < 2
−n−1 < βn+1.
In other words, ω ∈ (A(n)t,r ∪A(n)s,t′)c ⊂ Dcn. Similarly, in Case (iii’), we can prove that
ω ∈ (A(n)
r,t′ ∪A
(n)
s,t′)
c ⊂ Dcn.
6. Summing up, we have shown that ω ∈Dcn where ω ∈ (
⋃m(n+1)
k=m(n)D
′
k)
c is arbitrary.
Thus Dn ⊂⋃m(n+1)k=m(n)D′k. Hence
P(Dn)≤
m(n+1)
∑
k=m(n)
P(D′k)≤
∞
∑
k=m(n)
2kαk < 2
−n,
where n≥ 0 is arbitrary. This proves inequality 10.9.8, and verifies Condition 1 in Def-
inition 10.4.1 for the sequence (m)n=0,1,··· and the process Z. At the same time, since
the family F is continuous in probability by hypothesis, Condition 2 of . Definition
10.4.1 follows for F |Q∞ and for Z. We conclude that the family F|Q∞ of f.j.d.’s is
D-regular, with the sequence (m)n=0,1,··· as modulus of D-regularity.
Definition 10.9.2. (Right Hoelder process) Let C0 ≥ 0 and λ > 0 be arbitrary. Let
X : [0,1]×Ω→ S be an arbitrary a.u. càdlàg process. Suppose, for each ε > 0, there
exist (i) δ˜ > 0, (ii) a measurable subset B ⊂ Ω with P(Bc) < ε , (iii) for each ω ∈
B, there exists a Lebesgue measurable subset θ˜(ω) of [0,1] with Lebesgue measure
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µθ˜k(ω)
c < ε , such that, for each t ∈ θ˜ (ω)∩ domain(X(·,ω)) and for each s ∈ [t, t+
δ˜ )∩domain(x), we have
d(X(t,ω),X(s,ω))≤C0(s− t)λ .
Then the a.u. càdlàg process X is said to be right Hoelder, with right Hoelder exponent
λ , and with right Hoelder constant C0.
Part 2 of the next theorem is in essence due to Chentsov[Chentsov 1956]. Part 3,
concerning right Hoelder processes, seems hitherto unknown.
Theorem 10.9.3. (Sufficient condition for a right Hoelder process). Let u ≥ 0 and
w,K > 0 be arbitrary. Let F be an arbitrary consistent family of f.j.d.’s with parameter
set [0,1] and state space (S,d). Suppose F is continuous in probability, with a modulus
of continuity in probability δcp, and suppose
Ft,r,s{(x,y,z) ∈ S3 : d(x,y)∧d(y,z) > b} ≤ b−u(Ks−Kt)1+w (10.9.17)
for each b> 0 and for each t ≤ r ≤ s in [0,1]. Then the following holds.
1. The family F|Q∞ is D-regular.
2. There exists an a.u. càdlàg process X : [0,1]×Ω→ S with marginal distributions
given by the family F, and with a modulus of a.u. càdlàg dependent only on u,w and
the modulus of continuity in probability δcp.
3. Suppose, in addition, that there exist u,λ > 0 such that
Ft,s(d > b)≤ b−u|Ks−Kt|λ (10.9.18)
for each b> 0 and for each t,s∈ [0,1]. Then there exist constants λ (u,w,u,λ )> 0 and
C(K,u,w,u,λ )> 0 such that each a.u. càdlàg process X : [0,1]×Ω→ S with marginal
distribution given by the family F is right Hoelder, with right Hoelder exponent λ , and
with right Hoelder constant C. Specifically
λ (u,w,uλ )≡ 2−1w((1+ 2u)(1+λ−1(1+ u))+w(2+ 3λ−1(1+ u)))−1. (10.9.19)
Proof. 1. Let Z :Q∞×Ω→ S be an arbitrary process with marginal distributions given
by F|Q∞. Define u0 ≡ u+ 2−1 and u1 ≡ u+ 1. Then γ0 ≡ 2−w/u(0) < γ1 ≡ 2−w/u(1).
Take an arbitrary γ ∈ (γ0,γ1) such that the subset
A
′(k)
r,s ≡ (d(Zr,Zs)> γk+1) = (d(Zr,Zs)∨ γk+10 > γk+1)
= ((d(Zr ,Zs)∨ γk+10 )1/(k+1) > γ) (10.9.20)
of Ω is measurable for each r,s ∈Q∞ and for each k≥ 0. Then, since 2−w/v is a strictly
increasing continuous function of v ∈ (u0,u1) with range (γ0,γ1), there exists a unique
v ∈ (u0,u1)≡ (u+ 2−1,u+ 1)
such that
γ = 2−w/v. (10.9.21)
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Note that 0< γ < 1, and that
0< γ−u2−w = 2uw/v−w < 2w−w = 1. (10.9.22)
2. Let k ≥ 0 be arbitrary. Define the positive real numbers
γk ≡ γk,
αk ≡ K1+w2−kγ−(k+1)u2−kw.
Then
∞
∑
k=0
γk =
∞
∑
k=0
γk < ∞,
and, in view of inequality 10.9.22,
∞
∑
k=0
2kαk = K
1+wγ−u
∞
∑
k=0
(γ−u2−w)k < ∞.
Let t ∈ [0,1)Qk be arbitrary. Write t ′ ≡ t+∆k and t ′′ ≡ t+∆k+1 = t ′−∆k+1. Then
P(A
′(k)
t,t′′A
′(k)
t′′,t′) = P(d(Zt ,Zt′′)∧d(Zt′′ ,Zt′)> γk+1)
≤ γ−(k+1)u(Kt ′−Kt)1+w = γ−(k+1)u(K∆k)1+w = γ−(k+1)u(K2−k)1+w
= K1+w2−kγ−(k+1)u2−kw ≡ αk, (10.9.23)
where the inequality follows from inequality 10.9.17 in the hypothesis. Thus we have
verified the conditions in Theorem 10.9.1 for the consistent family F |Q∞ of f.j.d.’s to
be D-regular, with with a modulus of D-regularity (mn)n=0,1,··· dependent only on the
sequences (αk)k=0,1,···. and (γk)k=0,1,···, which, in turn, depends only on the constants
u,w.
3. Theorem 10.6.2 can therefore be applied to construct an a.u. càdlàg process
X : [0,1]×Ω→ S with marginal distributions given by the family F , and with modulus
of a.u. càdlàg depending only on the modulus ofD-regularity (mn)n=0,1,··· and the mod-
ulus of continuity in probability δcp. Thus the process X has a modulus of a.u. càdlàg
depending only on the constants u,w and the modulus of continuity in probability δcp.
Assertions 1 and 2 have been proved.
4. We proceed to prove Assertion 3. Suppose the positive constants u and λ are
given and satisfy inequality 10.9.18, and let λ ≡ λ (u,w,uλ ) be as defined in equality
10.9.19. Let X : [0,1]×Ω → S be an arbitrary a.u. càdlàg process with marginal
distribution given by the family F . We need to show that λ is a right Hoelder exponent
of X . For abbreviation, define the constants
c0 ≡ (1+w) log2K− log2(1− γ−u2−w),
c≡ w(1− uv−1) = w− uwv−1,
c1 ≡− log2(1− γ),
Yuen-Kwok Chan 398 Constructive Probability
10.9. A SUFFICIENT CONDITION FOR A RIGHT HOELDER PROCESS
c2 ≡− log2 γ = wv−1,
κ0 ≡ κ0(K,u,w)≡ [(c−1c0− 1)∨ c−12 (c1+ 1)]1
and
κ ≡ κ(u,w)≡ [c−1]1 ≥ 1.
5. Note that, because v− u< 1, we have 1− uv−1 < v−1, whence c< c2 and
κc2 > κc> 1.
Note also that, because u+ 2−1 < v< u+ 1, we have
(1+ 2u)−1 = 1− u(2−1+ u)−1 < 1− uv−1 < 1− u(1+ u)−1= (1+ u)−1,
whence
w(1+ 2u)−1 < c≡ w(1− uv−1)< w(1+ u)−1,
or
w−1(1+ 2u)> c−1 > w−1(1+ u).
Hence, the defining equality 10.9.19 yields
λ = 2−1(w−1(1+ 2u)(1+λ
−1
(1+ u))+ (2+ 3λ
−1
(1+ u)))−1
< 2−1(c−1(1+λ
−1
(1+ u))+ (2+ 3λ
−1
(1+ u)))−1
= 2−1(c−1+ 2+λ
−1
(1+ u)(c−1+ 3))−1
< 2−1(κ +λ
−1
(1+ u)(κ + 1))−1. (10.9.24)
6. Consider the process Z ≡ X |Q∞. Then X is equal to the right-limit extension of
the process Z. Define m0 ≡ 0. Let n≥ 1 be arbitrary. Define
mn ≡ κ0+κn. (10.9.25)
Then mn ≥ mn−1+ 1. Moreover,
log2
∞
∑
h=m(n)
2hαh = log2
∞
∑
h=m(n)
2hK1+w2−hγ−(h+1)u2−hw
= log2 γ
−(m(n)+1)u2−(m(n)+1)wK1+w(1− γ−u2−w)−1
= log2 2
−(m(n)+1)(w−uw/v)K1+w(1− γ−u2−w)−1
=−(mn+ 1)(w− uwv−1)+ (1+w) log2K− log2(1− γ−u2−w)
≡−(κ0+κn+ 1)c+ c0<−((c−1c0− 1)+ 1)c−κcn+ c0
=−κcn<−n.
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where the last inequality is thanks to the earlier observation that κc2 > κc> 1. Hence
∞
∑
k=m(n)
2kαk < 2
−n. (10.9.26)
Similarly,
log2
∞
∑
k=m(n)+1
γk < log2
∞
∑
k=m(n)
γk = log2 γ
m(n)(1− γ)−1
= mn log2 γ− log2(1− γ) =−(κ0+κn)c2+ c1
<−κ0c2−κc2n+ c1 <−c−12 (c1+ 1)c2−κc2n+ c1 =−1−κc2n<−1− n,
whence
∞
∑
k=m(n)+1
γk < 2
−n−1. (10.9.27)
In view of inequalities 10.9.23, 10.9.26, and 10.9.27, Theorem 10.9.1 applies, and says
that the sequencem≡ (mn)n=0,1,··· is a modulus of D-regularity of the family F |Q∞ and
of the process Z.
7. More specifically, let ε > 0 be arbitrary. Define
δcp(ε)≡ K−1(2−1ε)(1+u)/λ . (10.9.28)
Then, for each t,s ∈ [0,1] with |s− t| ≤ δcp(ε), and for each b> 2−1ε , we have
Ft,s(d̂)≤ b+Ft,s(d̂ > b)≤ b+Ft,s(d > b)≤ b+ b−u|Ks−Kt|λ
≤ b+ b−uKλ δcp(ε)λ = b+ b−uKλK−λ (2−1ε)(1+u) = b+ b−u(2−1ε)(1+u),
where the first inequality is because d̂ ≡ d ∧ 1 ≤ 1, and where the third inequality is
from inequality 10.9.18 in the hypothesis. Letting b ↓ 2−1ε , we obtain
Ft,s(d̂)≤ 2−1ε +(2−1ε)−u(2−1ε)(1+u) = 2−1ε + 2−1ε = ε. (10.9.29)
Thus the operation δcp is a modulus of continuity in probability of the family F of
f.j.d.’s, and of the D-regular process Z. Hence Theorem 10.5.8 says that the right-limit
extension X of Z has a modulus of a.u. càdlàg δaucl defined as follows. Let ε > 0 be
arbitrary. Let n≥ 0 be so large that 2−n+6 < ε. Let J > n be so large that
∆m(J) ≡ 2−m(J) < 2−2δcp(2−2m(n)−2n−10). (10.9.30)
Then
δaucl(ε,m,δcp)≡ ∆m(J). (10.9.31)
8. Let h ≥ 0 be arbitrary. Write εh ≡ 2−h for short. By Definition 10.3.2 for a
modulus of a.u. càdlàg, there exist a measurable set Ah with
P(Ach)< εh ≡ 2−h,
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an integer ph ≥ 1, and a sequence of r.r.v.’s
0= τh,0 < τh,1 < · · ·< τh,p(h)−1 < τh,p(h) = 1, (10.9.32)
such that, for each i= 0, · · · , ph−1, the function Xτ(h,i) is a r.v., and such that, for each
ω ∈ Ah, we have
p(h)−1∧
i=0
(τh,i+1(ω)− τh,i(ω))≥ δaucl(εh,m,δcp)≡ ∆m(J(h)), (10.9.33)
with
d(X(τh,i(ω),ω),X(·,ω)) ≤ εh, (10.9.34)
on the interval θh,i(ω)≡ [τh,i(ω),τh,i+1(ω)) or θh,i(ω)≡ [τh,i(ω),τh,i+1(ω)] according
as i≤ ph− 2 or i= ph− 1.
9. Now let h≥ 3 and ω ∈ Ah be arbitrary. Inequality 10.9.24 implies
λ−1 > 2(κ +λ
−1
(1+ u)(κ + 1)) = (2κ +λ
−1
(1+ u)(2κ + 2)),
whence
η ≡ λ−1− (2κ +λ−1(1+ u)(2κ + 2))> 0. (10.9.35)
Define
δh ≡ 2−(h−2)η .
Then δh < 1. For each i= 0, · · · , ph− 1, define the subinterval
θ h,i(ω)≡ [τh,i(ω),τh,i+1(ω)− δh(τh,i+1(ω)− τh,i(ω))],
of θh,i(ω), with Lebesgue measure
µθh,i(ω) = (1− δh)(τh,i+1(ω)− τh,i(ω)).
Note that the intervals θ h,0(ω), · · · ,θ h,p−1(ω) are mutually exclusive. Therefore
µ(
p(h)−1⋃
i=0
θh,i(ω))
c =
p(h)−1
∑
i=0
δh(τh,i+1(ω)− τh,i(ω)) = δh.
10. Define the positive integers
b0≡ b0(u,w,u,λ )≡ 7∨ [κ−1(−κ0+2+ log2K+λ
−1
(1+u)(2κ0+(2κ+2)7+11))]1,
b1 ≡ b1(u,w,u,λ )≡ [κ−1λ−1(1+ u)(2κ + 2)]1, (10.9.36)
Jh ≡ b0+ b1h, (10.9.37)
and
nh ≡ h+ 7.
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Then 2−n(h)+6 = 2−h−1 < 2−h ≡ εh and Jh ≡ b0+b1h≥ 7+h≡ nh. Moreover, accord-
ing to the defining equalities 10.9.25 and 10.9.37, we have
mJ(h) ≡ κ0+κJh ≡ κ0+κb0+κb1h
> κ0+κb0+λ
−1
(1+ u)(2κ + 2)h
≥ κ0+(−κ0+2+ log2K+λ
−1
(1+u)(2κ0+(2κ+2)7+11))+λ
−1
(1+u)(2κ +2)h
= 2+ log2K+λ
−1
(1+ u)(2κ0+(2κ + 2)nh+ 11)
≡ 2+ log2K+λ
−1
(1+ u)(2mn(h)+ 2nh+ 11), (10.9.38)
whence
∆m(J(h)) ≡ 2−m(J(h))
< 2−2K−1(2−2m(n(h))−2n(h)−11)(1+u)/λ = 2−2δcp(2−2m(n(h))−2n(h)−10),
where the last equality is from the defining equality 10.9.28. Therefore
δaucl(εh,m,δcp)≡ ∆m(J(h)) ≡ 2−m(J(h)).
according to the defining equality 10.9.31.
11. Now let ε > 0 arbitrary. Let k≥ 3 be so large that 2−k+1 < ε and 2−(k−2)η(1−
2−η)< ε . Define the measurable subset
Bk ≡
∞⋂
h=k
Ah
of Ω, where the measurable set Ah was introduced in Step 8, for each h≥ k. Then
P(Bck)≤
∞
∑
h=k
P(Ach)<
∞
∑
h=k
2−h = 2−k+1 < ε.
Consider each ω ∈ Bk. Then ω ∈ Ah for each h ≥ k. Define the Lebesgue measurable
subset
θ˜k(ω)≡
∞⋂
h=k
p(h)−1⋃
i=0
θ h,i(ω)
of [0,1]. Then the Lebesgue measure µ(θ˜k(ω)c) is bounded by
µ(θ˜k(ω)
c)≤
∞
∑
h=k
µ(
p(h)−1⋃
i=0
θ h,i(ω))
c =
∞
∑
h=k
δh ≡
∞
∑
h=k
2−(h−2)η = 2−(k−2)η(1−2−η)< ε.
Now let t ∈ θ˜k(ω)∩domain(X(·,ω) and
s ∈
∞⋃
h=k
(t+ δh+1∆m(J(h+1)), t+ δh∆m(J(h)))∩domain(X(·,ω)
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be arbitrary. Then
s ∈ (t+ δh+1∆m(J(h+1)), t+ δh∆m(J(h))) (10.9.39)
for some h ≥ k ≥ 3. Since t ∈ θ˜k(ω) ⊂
⋃p(h)−1
i=0 θ h,i(ω), there exists i = 0, · · · , ph− 1
such that
t ∈ θ h,i(ω)≡ [τh,i(ω),τh,i+1(ω)− δh(τh,i+1(ω)− τh,i(ω))].
It follows, in view of inequality 10.9.33, that
s ∈ (t, t+ δh∆m(J(h)))⊂ [τh,i(ω),τh,i+1(ω)− δh(τh,i+1(ω)− τh,i(ω)+ δh∆m(J(h)))
⊂ [τh,i(ω),τh,i+1(ω)− δh(τh,i+1(ω)− τh,i(ω))+ δh(τh,i+1(ω)− τh,i(ω)))
= [τh,i(ω),τh,i+1(ω))⊂ θh,i(ω).
Hence inequality 10.9.34 implies that
d(X(τh,i(ω),ω),X(t,ω))∨d(X(τh,i(ω),ω),X(s,ω)) ≤ εh, (10.9.40)
and therefore that
d(X(t,ω),X(s,ω))≤ 2εh = 2−h+1. (10.9.41)
At the same time, relation 10.9.39 implies
s− t ≥ δh+1∆m(J(h+1)) ≡ 2−η(h−1)2−m(J(h+1)). (10.9.42)
Moreover, from the defining equalities 10.9.25, 10.9.37, and 10.9.36, we have
mJ(h+1) ≡ κ0+κJh+1 ≡ κ0+κb0+κb1(h+ 1)
< (κ0+κb0+κb1)+κ(κ
−1λ
−1
(1+ u)(2κ + 2)+ 2)h
= (κ0+κb0+κb1)+ (λ
−1
(1+ u)(2κ + 2)+ 2κ)h.
Hence
(h− 1)η +mJ(h+1) < ((κ0+κb0+κb1)−η)+ (η +λ
−1
(1+ u)(2κ + 2)+ 2κ)h
≡ ((κ0+κb0+κb1)−η)
+(λ−1− (2κ +λ−1(1+ u)(2κ + 2))+λ−1(1+ u)(2κ + 2))+ 2κ)h
= (κ0+κb0+κb1−η)+λ−1h,
and so
((h− 1)η +mJ(h+1))λ < (κ0+κb0+κb1−η)λ + h.
Consequently, inequalities 10.9.41 and 10.9.42 together yield
d(X(t,ω),X(s,ω))(s− t)−λ ≤ 2−h+1(2η(h−1)2m(J(h+1)))λ
< 2−h+12(κ(0)+κb(0)+κb(1)−η)λ+h=C0 ≡ 2κ(0)+κb(0)+κb(1)−η)λ+1.
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Thus
d(X(t,ω),X(s,ω))≤C0(s− t)λ (10.9.43)
where ω ∈ Bk, t ∈ θ˜k(ω)∩domain(X(·,ω), and
s ∈ G≡
∞⋃
h=k
(t+ δh+1∆m(J(h+1)), t+ δh∆m(J(h)))∩domain(X(·,ω))
are arbitrary. Since the set G is a dense subset of [t, t+ δk∆m(J(k)))∩domain(X(·,ω)),
the right continuity of the function X(·,ω) implies that inequality 10.9.43 holds for
eachω ∈Bk, t ∈ θ˜k(ω)∩domain(X(·,ω)), and s∈ [t, t+δk∆m(J(k)))∩domain(X(·,ω)).
Since P(Bck)< ε and µ(θ˜k(ω)
c)< ε , where ε > 0 is arbitrarily small, the process X is
right Hoelder by Definition 10.9.2.
As an easy corollary, the following Theorem 10.9.4 generalizes the preceding The-
orem 10.9.3. The proof of Part 1 by means of a deterministic time scaling is a new
and simple proof of Theorem 13.6 of [Billingsley 1999]. Part 2, a condition for right
Hoelder property, seems to be new.
Theorem 10.9.4. (Sufficient condition for a time-scaled right Hoelder process).
Let u≥ 0 and w> 0 be arbitrary. Let G : [0,1]→ [0,1] be a nondecreasing continuous
function. Let F be an arbitrary consistent family of f.j.d.’s with parameter set [0,1] and
state space (S,d). Suppose F is continuous in probability, and suppose
Ft,r,s{(x,y,z) ∈ S3 : d(x,y)∧d(y,z) > b} ≤ b−u(G(s)−G(t))1+w (10.9.44)
for each b> 0 and for each t ≤ r ≤ s in [0,1]. Then the following holds.
1. There exists an a.u. càdlàg process Y : [0,1]×Ω→ S with marginal distributions
given by the family F.
2. Suppose, in addition, that there exist u,λ > 0 such that
Ft,s(d > b)≤ b−u|G(s)−G(t)|λ (10.9.45)
for each b > 0 and for each t,s ∈ [0,1]. Then Y (r,ω) = X(h(r),ω) for each (r,ω) ∈
domain(Y), for some right Hoelder process X and for some continuous increasing
function h : [0,1]→ [0,1].
Proof. Write a0 ≡ G(0) and a1 ≡ G(1). Write K ≡ a1− a0+ 1 > 0. Define the con-
tinuous increasing function h : [0,1]→ [0,1] by h(r) ≡ K−1(G(r)− a0 + r) for each
r ∈ [0,1]. Then its inverse g ≡ h−1 is also continuous and increasing. Moreover, for
each s, t ∈ [0,1] with t ≤ s, we have
G(g(s))−G(g(t)) = Kh(g(s))− g(s)+ a0−Kh(g(t))+ g(t)− a0
= (Ks−Kt)− (g(s)− g(t))< Ks−Kt. (10.9.46)
1. Since the family F of f.j.d.’s is, by hypothesis, continuous in probability, there
exists, according to Theorem 7.1.6, a process V : [0,1]×Ω→ S with marginal distri-
butions given by the family F . Define the functionU : [0,1]×Ω→ S by domain(U)≡
{(t,ω) : (g(t),ω) ∈ domain(V)}and by
U(t,ω)≡V (g(t),ω) (10.9.47)
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for each (t,ω) ∈ domain(U). ThenU(t, ·)≡V (g(t), ·) is a r.v. for each t ∈ [0,1]. Thus
U is a stochastic process. Let F ′ denote the family of its marginal distributions. Then,
for each b> 0, we have
F ′t,r,s{(x,y,z) ∈ S3 : d(x,y)∧d(y,z)> b) = P(d(Ut ,Ur)∧d(Ur,Us)> b)
≡P(d(Vg(t),Vg(r))∧d(Vg(r),Vg(s))> b)=Fg(t),g(r),g(s){(x,y,z)∈ S3 : d(x,y)∧d(y,z)> b)
≤ b−u(G(g(s))−G(g(t)))1+w ≤ b−u(Ks−Kt)1+w,
where the next to last inequality follows from inequality 10.9.44 in the hypothesis, and
the last inequality is from inequality 10.9.46. Thus the family F ′ and the constants
K,u,w satisfy the hypothesis of Part 2 of Theorem 10.9.3. Accordingly, there exists an
a.u. càdlàg process X : [0,1]×Ω→ S with marginal distributions given by the family
F ′. Now define a process Y : [0,1]×Ω → S by domain(Y) ≡ {(r,ω) : (h(r),ω) ∈
domain(X)}and by
Y (r,ω)≡ X(h(r),ω)
for each (rω) ∈ domain(Y). Because the function h is continuous, it can be easily
verified that the process Y is a.u. càdlàg. Moreover, in view of the defining equality
10.9.47, we have
V (r,ω) =U(h(r),ω)
for each (rω) ∈ domain(V). Since the processes X and U share the same marginal
distributions given by the family F ′, the last two displayed equalities imply that the
processes Y and V share the same marginal distributions. Since the process V has
marginal distributions given by the family F , so does the process Y . Assertion 1 of the
theorem is proved.
2. Suppose, in addition, that there exist u,λ > 0 inequality 10.9.45 holds for each
b> 0 and for each t,s ∈ [0,1]. Then, for each b> 0, we have
F ′t,s(d > b) = P(d(Ut ,Us)> b)
≡ P(d(Vg(t),Vg(s))> b) = Fg(t),g(s)(d > b)
≤ b−u|G(g(s))−G(g(t))|λ ≤ b−u|Ks−Kt|λ ,
where the first inequality is from inequality 10.9.45, and the last is from inequality
10.9.46. Thus the family F ′ and the constants K,u,λ satisfy the hypothesis of Part 3
of Theorem 10.9.3. Accordingly, the a.u. càdlàg process X : [0,1]×Ω → S is right
Hoelder. The theorem is proved.
10.10 a.u. Càdlàg Processes and a.u. Continuous Pro-
cesses with Parameter Set [0,∞)
In the preceding sections, a.u. continuous processes and a.u. càdlàg processes are
studied with the unit interval [0,1] as the parameter set. Generalization to parameter
intervals [0,∞) is straightforward. Specifically, we can study the process piecewise
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on unit subintervals [M,M+ 1], for M = 0,1, · · · , using the results in the preceding
sections, and then stitching the results back together.
For a.u. continuous processes, we need only state the next definition.
Definition 10.10.1. (a.u. Continuous process on [0,∞). A process
X : [0,∞)× (Ω,L,E)→ S
is said to be a.u. continuous if, for eachM ≥ 0, the shifted process XM : [0,1]×Ω→ S,
defined by XM(t) ≡ X(M+ t) for each t ∈ [0,1], is a.u. continuous, in the sense of
Definition 6.1.3, with some modulus of a.u. càdlàg δMaucl and with some modulus of
continuity in probability δMCp.
For a.u. càdlàg processes, we will state several related definitions, and give a
straightforward proof of the theorem which extends an arbitrary D-regular process on
Q∞ to an a.u. càdlàg process on [0,∞). Recall here that Q∞ and Q∞ are the enumerated
sets of dyadic rationals in [0,1] and [0,∞) respectively.
Let (Ω,L,E) be a sample space. Let (S,d) be a locally compact metric space, which
will serve as the state space. Let ξ ≡ (Aq)q=1,2,··· be a binary approximation of (S,d).
Recall that D[0,1] stands for the space of càdlàg functions on [0,1], and that D̂[0,1]
stands for the space of a.u. càdlàg processes on [0,1].
Definition 10.10.2. (Skorokhod metric space of càdlàg functions on [0,∞)). Let
x : [0,∞)→ S be an arbitrary function whose domain contains the enumerated setQ∞ of
dyadic rationals. LetM ≥ 0 be arbitrary. Then the function x is said to be càdlàg on the
interval [M,M+ 1] if the shifted function xM : [0,1]→ S, defined by xM(t)≡ x(M+ t)
for each t with M+ t ∈ domain(x), is a member of D[0,1]. The function x : [0,∞)→ S
is said to be càdlàg if it is càdlàg on the interval [M,M+ 1] for each M ≥ 0. We will
write D[0,∞) for the set of càdlàg functions on [0,∞).
Recall from Definition 10.2.1 the Skorokhod metric dD[0,1] on D[0,1]. Define the
Skorokhod metric on D[0,∞) by
dD[0,∞)(x,y)≡
∞
∑
M=0
2−M−1(1∧dD[0,1](xM,yM))
for each x,y ∈ D[0,∞). We will call (D[0,∞),dD[0,∞)) the Skorokhod space on [0,∞).

Definition 10.10.3. (D-regular processes with parameter set Q∞). Let Z :Q∞×Ω→
S be a stochastic process. Recall from Definition 10.4.1 the metric space (R̂Dreg(Q∞×
Ω,S), ρ̂Prob,Q(∞)) of D-regular processes with parameter set Q∞.
Suppose, for eachM≥ 0, (i) the process Z|Q∞[0,M+1] is continuous in probability,
with a modulus of continuity in probability δCp,M, and (ii) the shifted process ZM :
Q∞×Ω→ S, defined by ZM(t)≡ Z(M+ t) for each t ∈ Q∞, is a member of the space
R̂Dreg(Q∞×Ω,S), with a modulus of D-regularity mM .
Then the process Z : Q∞ ×Ω → S is said to be D-regular, with a modulus of
continuity in probability δ˜Cp≡ (δCp,M)M=0,1,···, and with a modulus of D-regularity
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m˜≡ (mM)M=0,1,···. Let R̂Dreg(Q∞×Ω,S) denote the set of all D-regular processes with
parameter set Q∞. Let R̂Dreg,δ˜ (Cp),m˜.(Q∞ ×Ω,S) denote the subset whose members
share the common modulus of continuity in probability δ˜Cp and the common modulus
ofD-regularity m˜≡ (mM)M=0,1,···. If, in addition, δCp,M = δCp,0 andmM =m0 for each
M ≥ 0, then we say that the process Z time-uniformly D-regular on Q∞.

Definition 10.10.4. (Metric space of a.u. càdlàg process on [0,∞)). Let
X : [0,∞)× (Ω,L,E)→ S
be an arbitrary process. Suppose, for each M ≥ 0, (i) the process X |[0,M+ 1] is con-
tinuous in probability, with a modulus of continuity in probability δCp,M , and (ii) the
shifted process XM : [0,1]×Ω→ S, defined by X(t)≡ X(M+ t) for each t ∈ [0,∞), is
a member of the space D̂[0,1], with some modulus of a.u. càdlàg δMaucl .
Then the process X is said to be a.u. càdlàg on the interval [0,∞), with a modulus
of a.u. càdlàg δ˜aucl ≡ (δMaucl)M=0,1,··· and with a modulus of continuity in probability
δ˜Cp ≡ (δMCp)M=0,1,···. If, in addition, δMaucl = δ 0aucl and δMCp = δ 0Cp for each M ≥ 0 , then
we say that the process is time-uniformly a.u. càdlàg on the interval [0,∞).
We will write D̂[0,∞) for the set of a.u. càdlàg processes on [0,∞), and equip it
ewith the metric ρ˜
D̂[0,∞) defined by
ρ˜
D̂[0,∞)(X ,X
′)≡ ρProb,Q(∞)(X |Q∞,X ′|Q∞)
for each X ,X ′ ∈ D̂[0,∞), where,according to Definition 6.4.1, we have
ρProb,Q(∞)(X |Q∞,X ′|Q∞)≡ E
∞
∑
n=0
2−n−1(1∧d(Xu(n),X ′u(n))). (10.10.1)
Thus
ρ˜
D̂[0,∞)(X ,X
′)≡ E
∞
∑
n=0
2−n−1(1∧d(Xu(n),X ′u(n))
for each X ,X ′ ∈ D̂[0,∞).
Let D̂
δ˜ (aucl),δ˜(Cp)
[0,∞) denote the subspace of the metric space (D̂[0,∞), ρ˜
D̂[0,∞))
whosemembers share a commonmodulus of continuity in probability δ˜Cp≡ (δCp,M)M=0,1,···
and share a common modulus of a.u. càdlàg δ˜aucl ≡ (δaucl(·,mM,δCp,M))M=0,1,···.

In the following, recall the right-limit extension functions ΦrLim and ΦrLim from
Definition 10.5.6.
Lemma 10.10.5. (The right-limit extension of a D-regular process on Q∞ is con-
tinuous in probability on [0,∞)). Suppose
Z : Q∞× (Ω,L,E)→ (S,d)
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is an arbitrary D-regular process on Q∞, with a modulus of continuity in probability
δ˜Cp≡ (δCp,M)M=0,1,···. Then the right-limit extension
X ≡ΦrLim(Z) : [0,∞)× (Ω,L,E)→ (S,d)
of Z is a well-defined process which is continuous in probability, with the same modulus
of continuity in probability δ˜Cp ≡ (δCp,M)M=0,1,··· as Z.
Proof. Let N ≥ 0 be arbitrary. Consider each t, t ′ ∈ [0,N+ 1]. Let (rk)k=1,2,··· be a se-
quence in [0,N+1]Q∞such that rk ↓ t. Since the process Z is continuous in probability
on [0,N+ 1]Q∞, with a modulus of continuity in probability δCp,N , it follows that
E(1∧d(Zrk),Zr(h)))→ 0
as k,h→ 0. By passing to a subsequenc if necessary, we can assume
E(1∧d(Zr(k),Zr(k+1)))≤ 2−k
for each k ≥ 1. Then
E(1∧d(Zr(k),Zr(h)))≤ 2−k+1 (10.10.2)
for each h ≥ k ≥ 1. It follows that Zr(k) → Ut a.u. for some r.v. Ut . Consequently
Zrk)(ω)→ Ut(ω) for each ω in some full set B. Consider each ω ∈ B. Since X ≡
ΦrLim(Z) and since rk ↓ t with Zr(k)(ω)→Ut(ω), we see that ω ∈ domain(Xt) and that
Xt(ω) =Ut(ω). In short, Xt =Ut a.s. Consequently Xt is a r.v., where t ∈ [0,N+1] and
N ≥ 0 are arbitrary. Since [0,∞) =⋃∞M=0[0,M+ 1], it follows that Xu is a r.v. for each
u ∈ [0,∞). Thus X : [0,∞)× (Ω,L,E)→ (S,d) is a well-define process.
Letting h→ ∞ in equality 10.10.2, we obtain
E(1∧d(Zr(k),Xt)) = E(1∧d(Zr(k),Ut))≤ 2−k+1
for each k ≥ 1. Similarly we can construct a sequence (r′k)k=1,2,··· in [0,N+ 1]Q∞such
that
E(1∧d(Zr′(k),Xt′))≤ 2−k+1
Now let ε > 0 be arbitrary, and suppose t, t ′ ∈ [0,N+1] are such that |t−t ′|< δCp,N(ε).
Then |rk− r′k|< δCp,N(ε), whence
E(1∧d(Zr(k),Zr′(k)))≤ ε
for sufficiently large k ≥ 1. Combinning, we obtain
E(1∧d(Xt ,Xt′))≤ 2−k+1+ ε + 2−k+1
for sufficiently large k ≥ 1. Hence
E(1∧d(Xt ,Xt′))≤ ε
where t, t ′ ∈ [0,N+1] are arbitrary with |t− t ′|< δCp,N(ε). Thus we have verified that
the process X is continuous in probability, with the modulus of continuity in probability
δ˜Cp ≡ (δCp.N)N=0,1,··· which is the same as the modulus of continuity in probability of
the given D-regular process.
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Theorem 10.10.6. (The right-limit extension of a D-regular process on Q∞ is an
a.u. càdlàg process on [0,∞)). Suppose
Z : Q∞× (Ω,L,E)→ (S,d)
is an arbitrary D-regular process on Q∞, with a modulus of continuity in probabil-
ity δ˜Cp≡ (δCp,M)M=0,1,···, and with a modulus of D-regularity m˜ ≡ (mM)M=0,1,···. In
symbols, suppose
Z ∈ R̂
Dreg,δ˜ (Cp),m˜.
(Q∞×Ω,S).
Then the right-limit extension
X ≡ΦrLim(Z) : [0,∞)× (Ω,L,E)→ (S,d)
of Z is an a.u. càdlàg process, with the same modulus of continuity in probability
δ˜Cp ≡ (δCp,M)M=0,1,··· as Z, and with a modulus of a.u. càdlàg δ˜aucl ≡ δ˜aucl(m˜, δ˜Cp).
In other words,
X ≡ΦrLim(Z) ∈ D̂δ˜ (aucl,m˜,δ˜ (Cp)),δ˜(Cp)[0,∞)⊂ D̂[0,∞).
Proof. 1. Lemma 10.10.5 says that the process X is continuous in probability, with
the same modulus of continuity in probability δ˜Cp≡ (δCp,M)M=0,1,··· as Z. Let N ≥ 0
be arbitrary. Then ZN : Q∞× (Ω,L,E)→ (S,d) is a D-regular process with a modulus
of continuity in probability δCp,N , and with a modulus of D-regularity mN . Theorem
10.5.8 therefore implies that the right-limit extension process
YN ≡ΦrLim(ZN) : [0,1]× (Ω,L,E)→ (S,d)
is a.u. càdlàg, with the same modulus of continuity in probability δCp,N , and with a
modulus of a.u. càdlàg δaucl(·,mN ,δCp,N). Separately, Proposition 10.5.7 implies that
the process YN is continuous a.u., with a modulus of continuity a.u. δcau(·,mN ,δCp,N).
Here the reader is reminded that continuity a.u. is not to be confused with the much
stronger condition of a.u. continuity. Note that YN = ZN on Q∞, and that X = Z on Q∞.
2. Let k≥ 1 be arbitrary. Define
δk ≡ δcau(2−k,mN ,δCp,N)∧δcau(2−k,mN+1,δCp,N+1)∧2−k.
Then, since δcau(·,mN ,δCp,N) is a modulus of continuity a.u. of the process YN , there
exists, according to Definition 6.1.3, a measurable setD1,k⊂ domain(YN,1)with P(Dc1,k)<
2−k such that for each ω ∈ D1,k and for each r ∈ domain(YN(·,ω)) with |r− 1| < δk,
we have
d(YN(r,ω),Z(N+ 1,ω)) = d(YN(r,ω),YN(1,ω))≤ 2−k. (10.10.3)
Likewise, since δcau(·,mN+1,δCp,N+1) is a modulus of continuity a.u. of the process
YN+1, there exists, according to Definition 6.1.3, a measurable setD0,k⊂ domain(YN+1,0)
with P(Dc0,k) < 2
−k such that for each ω ∈ D0,k and for each r ∈ domain(YN+1(0,ω))
with |r− 0|< δk, we have
d(YN+1(r,ω),Z(N+ 1,ω)) = d(YN+1(r,ω),YN+1(0,ω))≤ 2−k. (10.10.4)
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DefineDk+≡
⋂∞
h=kD1,hD0,h and B≡
⋃∞
κ=1Dκ+. Then P(D
c
k+)< 2
−k+2.Hence P(B) =
1. In words, B is a full set.
3. Consider each t ∈ [N,N+1). Since YN ≡ΦrLim(ZN) and X ≡ΦrLim(Z), we have
domain(YN,t−N)≡ {ω ∈Ω : lim
s→t−N;s∈[t−N,∞)Q(∞)
ZNs (ω) exists}
= {ω ∈Ω : lim
s→t−N;s∈[t−N,1]Q(∞)
ZNs (ω) exists}
= {ω ∈Ω : lim
s→t−N;s∈[t−N,1]Q(∞)
Z(N+ s,ω) exists}
= {ω ∈Ω : lim
r→t;r∈[t,N+1]Q(∞)
Z(r,ω) exists}
= {ω ∈Ω : lim
r→t;r∈[t,∞)Q(∞)
Z(r,ω) exists}
≡ domain(Xt),
because each limit which appears in the previous equality exists iff all others exist, in
which case they are equal. Hence
Xt(ω) = lim
r→t;r∈[t,∞)Q(∞)
Z(r,ω) = lim
s→t−N;s∈[t−N,∞)Q(∞)
ZNs (ω) = YN,t−N(ω)
for each ω ∈ domain(YN,t−N). Thus the two functions Xt and YN,t−N have the same
domain, and have equal values on the common domain. In short,
Xt = YN,t−N , (10.10.5)
where t ∈ [N,N+ 1) is arbitrary. As for the end point t = N+ 1, we have, trivially,
XN+1 = ZN+1 = Z
N
1 =YN,1 = YN,(N+1)−1.
Hence
Xt = YN,t−N , (10.10.6)
for each t ∈ [N,N+ 1)∪{N+ 1}.
4. We wish to extend equality 10.10.6 to each t ∈ [N,N+ 1]. To that end, consider
each
t ∈ [N,N+ 1].
We will prove that
Xt = YN,t−N (10.10.7)
on the full set B.
5. To that end, let ω ∈ B be arbitrary. Suppose ω ∈ domain(Xt). Then, since X ≡
ΦrLim(Z), the limit limr→t;r∈[t,∞)Q(∞)Z(r,ω) exists and is equal to Xt(ω). Consequently,
each of the following limits
lim
r→t;r∈[t,N+1]Q(∞)
Z(r,ω) = lim
N+s→t;s∈[t−N,1]Q(∞)
Z(N+ s,ω)
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= lim
s→t−N;s∈[t−N,1]Q(∞)
Z(N+ s,ω) = lim
s→t−N;s∈[t−N,1]Q(∞)
ZNs (ω)
exists and is equal to Xt(ω). Therefore, since YN ≡ΦrLim(ZN), the existence of the last
limit implies that ω ∈ domain(YN,t−N), and that YN,t−N(ω) = Xt(ω). Thus
domain(Xt)⊂ domain(YN,t−N) (10.10.8)
and
Xt = YN,t−N (10.10.9)
on domain(Xt). We have proved half of the desired equality 10.10.7.
6. Conversely, suppose ω ∈ domain(YN,t−N). Then y ≡ YN,t−N(ω) ∈ S is defined.
Hence, since YN ≡ΦrLim(ZN), the limit
lim
s→t−N;s∈[t−N,∞)Q(∞)
ZN(s,ω)
exists, and is equal to y. Let ε > 0 be arbitrary. Then there exists δ ′ > 0 such that
d(ZN(s,ω),y)< ε
for each
s ∈ [t−N,∞)Q∞ = [t−N,∞)[0,1]Q∞
such that s− (t−N)< δ ′. In other words,
d(Z(u,ω),y)< ε (10.10.10)
for each u ∈ [t, t+ δ ′)[N,N+ 1]Q∞.
7. Separately, recall the assumption that ω ∈B≡⋃∞κ=1Dκ+.. Therefore there exists
some κ ≥ 1 such that ω ∈ Dκ+ ≡ ⋂∞k=κ D1,kD0,k. Take k ≥ κ so large that 2−k < ε .
Then ω ∈ D1,kD0,k. Therefore, for each r ∈ domain(YN+1(0,ω)) with |r− 0|< δk, we
have, according to inequality 10.10.4
d(YN+1(r,ω),Z(N+ 1,ω))≤ 2−k < ε. (10.10.11)
Similarly, for each r ∈ domain(YN(·,ω)) with |r− 1| < δk, we have, according to in-
equality 10.10.4,
d(YN(r,ω),Z(N+ 1,ω))≤ 2−k < ε. (10.10.12)
8. Now let u,v ∈ [t, t+ δk ∧ δ ′)Q∞be arbitrary with u < v. Then u,v ∈ [t, t+ δk ∧
δ ′)[N,∞)Q∞. Since u,v are dyadic rationals, there are three possibilities: (i) u < v ≤
N + 1, (ii) u ≤ N + 1 < v, or (iii) N + 1 < u < v. Consider Case (i). Then u,v ∈
[t, t+ δ ′)[N,N+ 1]Q∞. Hence inequality 10.10.10 applies to u and v, to yield
d(Z(u,ω),y)∨d(Z(v,ω),y) < ε,
whence
d(Z(u,ω),Z(v,ω)) < 2ε.
Yuen-Kwok Chan 411 Constructive Probability
CHAPTER 10. A.U. CÀDLÀG PROCESSES
Next consider Case (ii) . Then |(u−N)− 1| < v− t < δk. Hence, by inequality
10.10.12, we obtain
d(Z(u,ω),Z(N+ 1,ω))≡ d(ZN(u−N,ω),Z(N+ 1,ω))
= d(YN(u−N,ω),Z(N+ 1,ω))< ε. (10.10.13)
Similarly, |(v− (N+ 1))− 0|< v− t < δk. Hence, by inequality 10.10.11, we obtain
d(Z(v,ω),Z(N+ 1,ω))≡ d(ZN+1(v− (N+ 1),ω),Z(N+ 1,ω))
= d(YN+1(v− (N+ 1),ω),Z(N+ 1,ω))< ε. (10.10.14)
Combining 10.10.13 and 10.10.14, we obtain
d(Z(u,ω),Z(v,ω))< 2ε
also in Case (ii).
Now consider Case (iii). Then |(u− (N+1))−0|< v− t < δk and |(v− (N+1))−
0|< v− t < δk. Hence inequality 10.10.11 implies
d(Z(u,ω),Z(N+ 1,ω)) = d(ZN+1(u− (N+ 1),ω),Z(N+ 1,ω))
= d(YN+1(u− (N+ 1),ω),Z(N+ 1,ω))< ε. (10.10.15)
and, similarly,
d(Z(v,ω),Z(N+ 1,ω))< ε. (10.10.16)
Hence
d(Z(u,ω),Z(v,ω))< 2ε
also in Case (iii).
9. Summing up, we see that d(Z(u,ω),Z(v,ω)) < 2ε for each u,v ∈ [t, t + δk ∧
δ ′)Q∞with u< v. Since ε > 0 is arbitrary, we conclude that limu→t;u∈[t,∞)Q(∞)Z(u,ω) exists.
Thus
(t,ω) ∈ domain(ΦrLim(Z))≡ domain(X).
In other words, we have ω ∈ domain(Xt), where ω ∈ B∩domain(YN,t−N) is arbitrary.
Hence
B∩domain(YN,t−N)⊂ domain(Xt)⊂ domain(YN,t−N),
where the second inclusion is by relation 10.10.8 in Step 5 above. Consequently
B∩domain(YN,t−N) = B∩domain(Xt),
while, according to equality 10.10.9,
XNt−N = Xt = YN,t−N (10.10.17)
on B∩ domain(Xt), In other words, on the full subset B, we have XNt−N = YN,t−N for
each t ∈ [N,N+ 1]. Equivalently, XN = YN on the full subset B. Since the process
YN ≡ΦrLim(ZN) : [0,1]× (Ω,L,E)→ (S,d)
Yuen-Kwok Chan 412 Constructive Probability
10.10. A.U. CÀDLÀG PROCESSES AND A.U. CONTINUOUS PROCESSES
WITH PARAMETER SET [0,∞)
is a.u. càdlàg, with a modulus of a.u. càdlàg δaucl(·,mN ,δCp,N), so is the process
XN . Thus, by Definition 10.10.4, the process X is a.u. càdlàg, with modulus of
continuity in probability δ˜Cp ≡ (δCp,M)M=0,1,···, and with a modulus of a.u. càdlàg
δ˜aucl ≡ (δaucl(·,mM,δCp,M))M=0,1,···. In other words,
X ∈ D̂
δ˜(aucl),δ˜ (Cp)
[0,∞).
The theorem is proved.
The next theorem is straightforward, and is verified here for ease of future refer-
ence.
Theorem 10.10.7. (ΦrLim is an isometry on a properly restricted domain). Recall
from Definition 10.10.3 the metric space (R̂
Dreg,δ˜ (Cp),m˜.
(Q∞ ×Ω,S), ρ̂Prob,Q(∞)) of D-
regular processes whose members Z share a given modulus of continuity in probability
δ˜Cp≡ (δCp,M)M=0,1,···, and share a given modulus of D-regularity m˜≡ (mM)M=0,1,···.
Recall from Definition 10.10.4 the metric space (D̂[0,∞), ρ˜
D̂[0,∞)) of a.u. càdlàg
processes on [0,∞), where
ρ˜
D̂[0,∞)(X ,X
′)≡ ρProb,Q(∞)(X |Q∞,X ′|Q∞)
for each X ,X ′ ∈ D̂[0,∞).
Then the function
ΦrLim : (R̂Dreg,δ˜ (Cp),m˜.(Q∞×Ω,S), ρ̂Prob,Q(∞))→ D̂δ˜ (aucl,m˜,δ˜ (Cp)),δ˜(Cp)[0,∞)⊂ (D̂[0,∞), ρ˜D̂[0,∞))
is a well-defined isometry on its domain, where the modulus of a.u. càdlàg δ˜aucl ≡
δ˜aucl(m˜, δ˜Cp) is defined in the proof below.
Proof. 1. Let Z ∈ R̂
Dreg,δ˜ (Cp),m˜.
(Q∞×Ω,S) be arbitrary. In other words,
Z, : Q∞× (Ω,L,E)→ (S,d)
is aD-regular process, with a modulus of continuity in probability δ˜Cp≡ (δCp,M)M=0,1,···,
and with a modulus of D-regularity m˜≡ (mM)M=0,1,···. Consider each N ≥ 0. Then the
shifted processes ZN :Q∞×(Ω,L,E)→ (S,d) isD-regular, with modulus of continuity
in probability δCp,N and modulus of D-regularity mN . In other words,
ZN ∈ (R̂Dreg,m,δ (Cp)(Q∞×Ω,S), ρ̂Prob,Q(∞))
Hence, by Theorem 10.6.1, the processesYN ≡ΦrLim(ZN) is a.u. càdlàg, with a modu-
lus of continuity in probability δCp,N , and with a modulus of a.u. càdlàg δaucl(·,mN ,δCp,N).
It is therefore easily verified that X ≡ΦrLim(Z) is a well defined process on [0,∞), wiith
XN ≡ΦrLim(Z)N = ΦrLim(ZN)
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for each N ≥ 0. In other words, ΦrLim(Z) ≡ X ∈ D̂[0,∞). Hence the function ΦrLim is
well-defined on R̂
Dreg,δ˜ (Cp),m˜.
(Q∞×Ω,S). In other words, X ≡ΦrLim(Z)∈ D̂δ˜ (aucl,),δ˜(Cp)[0,∞),
where δ˜Cp ≡ (δCp,M)M=0,1,··· and where δ˜aucl ≡ (δaucl(·,mM,δCp,M))M=0,1,···.
2. It rremains to prove that the function ΦrLim is uniformly continuous on its
domain. To that end, let Z,Z′ ∈ R̂
Dreg,δ˜ (Cp),m˜.
(Q∞ ×Ω,S) be arbitrary. Define X ≡
ΦrLim(Z) and X ′ ≡ΦrLim(Z′) as in the previous step. Then
ρ˜
D̂[0,∞)(X ,X
′)≡ E
∞
∑
n=0
2−n−1(1∧d(Xu(n),X ′u(n))
= E
∞
∑
n=0
2−n−1(1∧d(Zu(n),Z′u(n))≡ ρ̂Prob,Q(∞)(Z,Z′).
Hence the function ΦrLim is an isometry on its domain.
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Markov Process
In this chapter, we will construct an a.u. càdlàg Markov process from a given Mrekov
semigroup of transition distributions, and show that the construction is a continuous
mapping.
Definition 11.0.1. (Specificaton of state space). In this chapter, let (S,d) be a locally
compact metric space, with an arbitrary, but fixed reference point. Let ξ ≡ (Ak)k=1,2,···
be a given binary approximation of (S,d) relative to x◦. Let
pi ≡ ({gk,x : x ∈ Ak})k=1,2,···
be the partition of unity of (S,d) determined by ξ , as in Definition 3.2.4.

Definition 11.0.2. (Notations for dyadic rationals). Recall from Definition 9.0.2
the notations related to the enumerated set Q∞ ≡ {t0, t1, · · · } of dyadic rationals in the
interval [0,1], and the enumerated set Q∞ ≡ {u0,u1, · · · } of dyadic rationals in the
interval [0,∞).
In particular, for each m≥ 0, recall the notations pm ≡ 2m and ∆m ≡ 2−m, and
Qm ≡ {t0, t1, · · · , tp(m)}= {qm,0, · · · ,qm,p(m)}= {0,∆m,2∆m,3∆m, · · · ,1},
where the second equality is equality for sets, and
Qm ≡ {u0,u1, · · · ,up(2m)} ≡ {0,2−m,2 ·2−m, · · · ,2m} ⊂ [0,2m],
and
Q∞ ≡
∞⋃
m=0
Qm ≡ {u0,u1, · · · },
where the second equality is equality for sets.
Unless otherwise specified, we will let Q denote one of the three parameter sets
{0,1, · · ·}, Q∞, or [0,∞).

To ease the burden on notations, for real-valued expressions a,b,c, we will write
the expressions a= b± c interchangeably with |a− b| ≤ c.
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11.1 Filtrations, Stopping Times, andMarkov Processes
Filtrations, stopping times, and related objects were introduced in Sections 8.1 and 8.2.
Hitherto we have used only simple stopping times, which have values in a finite and
discrete parameter set. In this section, we will prove the basic properties of stopping
times with values in [0,∞) relative to some right continuous filtration. Then we will
define Markov processes and strong Markov processes.
Proposition 11.1.1. (Basic properties of stopping times relative to a right contin-
uous filtration). Let L ≡ {L(t) : t ∈ [0,∞)} be an arbitrary right continuous filtration
on some probability space (Ω,L,E). All stopping times in the following will be relative
to this filtration and will have values in [0,∞).
Let τ ′,τ ′′ be arbitrary stopping times . Then the following holds.
1. (Approximating stopping time by stopping times which have regularly spaced
dyadic values). Let τ be an arbitrary stopping time. Then for each regular point t of
the r.r.v. τ , we have (τ < t),(τ = t) ∈ L(t). Moreover, there exists a nonincreasing
sequence (ηh)h=0,1,··· of stopping times, such that, for each h≥ 0, the stopping time ηh
has values in
Ah ≡ {s0,s1,s2, · · · } ≡ {0,∆h,2∆h, · · · }
where ∆h ≡ 2−h and s j ≡ j∆h for each j ≥ 0, and such that
τ ≤ ηh < τ + 2−h+2, (11.1.1)
for each h≥ 0. Consequently, ηh → τ a.u. and ηh → τ in probability.
2. (Construction of stopping time as right-limit of given stopping times). Con-
versely, suppose (ηh)h=0,1,··· is a sequence of stopping times such that, for some r.r.v. τ ,
we have (i) τ ≤ ηh for each h≥ 0, and (ii) ηh → τ in probability. Then τ is a stopping
time,
3. τ ′∧ τ ′′, τ ′∨ τ ′′, and τ ′+ τ ′′ are stopping times.
4. If τ ′ ≤ τ ′′ then L(τ ′) ⊂ L(τ ′′′).
5. Suppose τ is a stopping time. Define L(τ+) ≡⋂s>0L(τ+s). Then L(τ+) = L(τ).
Proof. 1. Suppose τ is a stopping time. Let t be an arbitrary regular point of the r.r.v.
τ . Then, according to Definition 5.1.2 there exists an increasing sequence (rk)k=1,2,···of
regular points of τ such that rk ↑ t and such that P(τ ≤ rk) ↑ P(τ < t). Consequently,
E|1τ≤r(k)− 1τ<t | → 0. Since 1τ≤r(k) ∈ L(r(k)) ⊂ L(t) for each k ≥ 1, we conclude that
1τ<t ∈ L(t). In other words, (τ < t) ∈ L(t). Therefore (τ = t) = (τ ≤ t)(τ < t)c ∈ L(t).
Separately, let h ≥ 0 be arbitrary. For convenience, define r0 ≡ −∆h. For each
j ≥ 1, take a regular point
r j ∈ (s j−1,s j)≡ (( j− 1)∆h, j∆h)
of the r.r.v. τ . Then the r.r.v.
ζh ≡
∞
∑
j=1
s j1(r( j−1)<τ≤r( j))
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has values in Ah Moreover, for each j ≥ 1, we have, on the measurable set (r j−1 < τ ≤
r j), the inequality
τ ≤ r j < s j = ζh < r j+1 < r j+1+(τ− r j−1)
< s j+1+(τ− s j−2) = τ + 3∆h < τ + 2−h+2. (11.1.2)
Since
⋃∞
j=1(r j−1 < τ ≤ r j) is a full set because τ is a nonnegative r.r.v. and because
r j ↑ ∞ as j→ ∞, inequality 11.1.2 implies that
τ < ζh < τ + 2
−h+2 (11.1.3)
as r.r.v.’s. Consider each possible value s j of the r.r.v. ζh, for some j ≥ 1. Then
(ζh = s j) = (r j−1 < τ ≤ r j) = (τ ≤ r j)(τ ≤ r j−1)c ∈ L(r( j)) ⊂ L(s( j)),
because τ is a stopping time relative to L and because r j−1 and r j are regular points
of τ . Hence
(ζh ≤ s j) =
j⋃
k=1
(ζh = sk) ∈ L(s( j)).
Thus ζh is a stopping time, with values in Ah. Therefore the sequence (ζh)h=0,1,··· would
be the desired result, except for the lack of monotonicity.
To fix that, let h≥ 0 be arbitrary, and define the r.r.v.
ηh ≡ ζ0∧ζ1∧·· ·∧ζh (11.1.4)
with values in A0∪A1∪·· · ∪Ah = Ah. Then, for each possible value t ∈ Ah of the r.r.v.
ηh, we have
(ηh ≤ t) =
h⋃
i=0
(ζi ≤ t) ∈ L(t).
Hence ηh is a stopping time with values in Ah. Moreover, equality 11.1.4 implies that
(ηh)h=0,1,··· is a nonincreasing sequence, while inequality 11.1.3 implies that
τ < ηh < τ + 2
−h+2. (11.1.5)
Assertion 1 is proved.
2. Conversely, suppose (ηh)h=0,1,··· is a sequence of stopping times such that (i)
τ ≤ ηh for each h ≥ 0, and (ii) ηh → τ in probability. Let t ∈ R be a regular point of
the r.r.v. τ . Consider each r > t. Let ε > 0 be arbitrary. Let s ∈ (t,r) be an arbitrary
regular point of all the r.r.v.’s in the countable set {τ,η0,η1, · · · }. Then, by Conditions
(i) and (ii), there exists k≥ 0 such that
P(s< ηh)(τ ≤ t)≤ P(s− t < ηh− τ)≤ ε
for each h≥ k. Hence, for each h≥ k, we have
E|1τ≤t − 1η(h)≤s| ≤ E1τ≤t<s<η(h) ≤ ε.
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Thus E|1τ≤t−1η(h)≤s| → 0 as h→∞. Because ηh is a stopping time we have 1η(h)≤s ∈
L(s) ⊂ L(r). Hence 1τ≤t ∈ L(r), where r > t is arbitrary. Thus
1τ≤t ∈
⋂
r>t
L(r) ≡ L(t+) = L(t),
where the last equality is thanks to the assumption that the filtration L is right contin-
uous. We have verified that τ is a stopping time relative to the filtration L . Assertion
2 is proved.
3. By hypothesis, τ ′,τ ′ are stopping times. Consider each regular point t ∈ R of the
r.r.v. τ ′ ∧ τ ′′. Let r > t be arbitrary. Take any common regular point s > t of the three
r.r.v.’s τ ′,τ ′,τ ′∧τ ′′. Then (τ ′ ≤ s)∪(τ ′ > s) and (τ ′′ ≤ s)∪(τ ′′ > s) are full sets. Hence
(τ ′∧ τ ′′ ≤ s)
= (τ ′ ∧ τ ′′ ≤ s)∩ ((τ ′ ≤ s)∪ (τ ′ > s))∩ ((τ ′′ ≤ s)∪ (τ ′′ > s))
= (τ ′∧ τ ′′ ≤ s)∩ (τ ′ ≤ s)∩ (τ ′′ ≤ s)
= (τ ′ ≤ s)∩ (τ ′′ ≤ s) ∈ L(s) ⊂ L(r). (11.1.6)
Now let s ↓ t. Then, since t is a regular point of the r.r.v. τ ′∧τ ′′, we have E1(τ ′∧τ ′′≤s) ↓
E1(τ ′∧τ ′′≤t). TheMonotoneConvergenceTheorem therefore implies thatE|1(τ ′∧τ ′′≤s)−
1(τ ′∧τ ′′≤t)| → 0. Consequently, since 1(τ ′∧τ ′′≤s) ∈ L(r) for each common regular point
s > t of the three r.r.v.’s τ ′,τ ′,τ ′ ∧ τ ′′, according to relation 11.1.6, it follows that
1(τ ′∧τ ′′≤t) ∈ L(r), where r > t is arbitrary. Hence
1(τ ′∧τ ′′≤t) ∈
⋂
r∈(t,∞)
L(r) ≡ L(t+) = L(t),
where the last equality is thanks to the right continuity of the filtration L . Thus τ ′∧τ ′′
is a stopping time relative to L . Similarly we can prove that τ ′ ∨ τ ′′, and τ ′+ τ ′′ are
stopping times relative to L . Assertion 3 is verified.
4. Suppose the stopping times τ ′,τ ′′ are such that τ ′≤ τ ′′. LetY ∈ L(τ ′) be arbitrary.
Consider each regular point t ′′ of the stopping time τ ′′ . Take an arbitrary regular point
t ′ of τ ′ such that t ′ 6= t ′′. Then
Y1(τ ′′≤t′′) = Y1(t′<τ ′≤τ ′′≤t′′)+Y1(τ ′≤t′<τ ′′≤t′′)+Y1(τ ′≤τ ′′≤t′<t′′)+Y1(τ ′≤τ ′′≤t′′<t′)
= Y1(t′<τ ′)1(τ ′′≤t′′)+Y1(τ ′≤t′)1(t′<τ ′′≤t′′)+Y1(τ ′′≤t′)1(t′<t′′)+Y1(τ ′′≤t′′)1(t′′<t′).
Consider the first summand in the last sum. Since Y ∈ L(τ ′) by assumption, we have
Y1(t′<τ ′) ∈ L(t′) ⊂ L(t′′). At the same time 1(τ ′′≤t′′) ∈ L(t′′). Hence Y1(t′<τ ′)1(τ ′′≤t′′) ∈
L(t
′′), Similarly all the other summands in the last sum are members of L(t
′′). Conse-
quently the sum Y1(τ ′′≤t′′) is a member of L(t
′′), where t ′′ is an arbitrary regular point
of the stopping time τ ′′. In other words, Y ∈ L(τ ′′). Since Y ∈ L(τ ′) is arbitrary, we
conclude that L(τ
′) ⊂ L(τ ′′), as alleged in Assertion 4.
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5. Suppose τ is a stopping time relative to the right continuous filtration L . Let
Y ∈ L(τ+) ≡⋂s>0L(τ+s) be arbitrary. Let t be an arbitrary regular point of the stopping
time τ . Consider each s> t. Then Y ∈ L(τ+s). Hence Y1(τ≤t) ∈ L(t+s). Consequently,
Y1(τ≤t) ∈
⋂
s>0
L(t+s) ≡ L(t+) = L(t),
where the last equality is because the filtration L is right continuous. Thus Y ∈ L(τ)
for eachY ∈ L(τ+). Equivalently, L(τ+) ⊂ L(τ). In the other direction, we have, trivially,
L(τ) ⊂ L(τ+). Summing up L(τ) = L(τ+) as alleged in Assertion 5.
Definition 11.1.2. (Markov process). Let (S,d) be an abritrary locally compact metric
space. Let Q denote one of the three parameter sets {0,1, · · ·}, Q∞, or [0,∞). Let
L ≡ {L(t) : t ∈ Q} denote an arbitrary right continuous filtration of the sample space
(Ω,L,E). Let
X : Q× (Ω,L,E)→ (S,d)
be an arbitrary process which is adapted to the filtration L .
Suppose, for each t ∈ Q, for each nondecreasing sequence t0 ≡ 0 ≤ t1 ≤ ·· · ≤ tm
in Q, and for each function f ∈ C(Sm+1,dm+1), we have (i) the conditional expecta-
tion of E( f (Xt+t(0),Xt+t(1), · · · ,Xt+t(m))|L(t)) exists, (ii) the conditional expectation of
E( f (Xt+t(0),Xt+t(1), · · · ,Xt+t(m))|Xt) exists, and (iii)
E( f (Xt+t(0),Xt+t(1), · · · ,Xt+t(m))|L(t)) = E( f (Xt+t(0),Xt+t(1), · · · ,Xt+t(m))|Xt).
(11.1.7)
Then the process X is called a Markov process relative to the filtration L . We will
refer to Conditions (i-iii) as the Markov property. In the special case where L is the
natural filtration of the process X , we will omit the reference to L and simply say that
X is a Markov process.

Definition 11.1.3. (Strong Markov process). Let (S,d) be an abritrary locally com-
pact metric space. Let Q denote one of the three parameter sets {0,1, · · ·}, Q∞, or
[0,∞). Let L ≡ {L(t) : t ∈ Q} denote an arbitrary right continuous filtration of the
sample space (Ω,L,E). Let
X : Q× (Ω,L,E)→ (S,d)
be an arbitrary process which is adapted to the filtration L . Suppose, for each stopping
time τ with values in Q relative to the filtration L , the following two conditions hold.
1. The function Xτ is a well defined r.v. relative to L(τ), with values in (S,d).
2. For each nondecreasing sequence t0 ≡ 0≤ t1 ≤ ·· · ≤ tm in Q, and for each func-
tion f ∈C(Sm+1,dm+1), we have (i) the conditional expectation of E( f (Xτ+t(0),Xτ+t(1), · · · ,Xτ+t(m))|L(τ))
exists, (ii) the conditional expectation of ( f (Xτ+t(0),Xτ+t(1), · · · ,Xτ+t(m))|Xτ) exists,
and (iii)
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E( f (Xτ+t(0),Xτ+t(1), · · · ,Xτ+t(m))|L(τ)) = ( f (Xτ+t(0),Xτ+t(1), · · · ,Xτ+t(m))|Xτ).
(11.1.8)
Then the process X is called a strong Markov process relative to the filtration L .
Since each constant time t ∈Q is a stopping time, each strongMarkov process is clearly
a Markov process.

11.2 Transition Distributions
Definition 11.2.1. (Transition distribution). Let (S0,d0) and (S1,d1) be compact
metric spaces, with d0 ≤ 1 and d1 ≤ 1, and with fixed reference points x0,◦ and x1,◦
respectively. Let
T :C(S1,d1)→C(S0,d0)
be an arbitrary nonnegative linear function. Write
T x ≡ T (·)(x) :C(S1,d1)→ R
for each x ∈ S0. Suppose, (i) for each x ∈ S0, the function T x is a distribution on
(S1,d1), in the sense of Definition 5.2.1, and (ii) for each f ∈C(S1,d1) with a modulus
of continuity δ f , the function T f ∈ C(S0,d0) has a modulus of continuity α(δ f ) :
(0,∞)→ (0,∞) which depends only on δ f , and otherwise not on the function f .
Then the function T is called a transition distribution from (S0,d0) to (S1,d1). The
operation α is then called a modulus of smoothness of the transition distribution T .

Lemma 11.2.2. (Composite transition distributions). For each j= 0,1,2, let (S j,d j)
be a compact metric space with di ≤ 1. For each j = 0,1, let Tj, j+1 be a transition
distribution from (S j,d j) to (S j+1,d j+1), with modulus of smoothness α j, j+1. Then the
composite function
T0,2 ≡ T0,1T1,2 ≡ T0,1 ◦T1,2 :C(S2,d2)→C(S0,d0)
is a transition distribution from (S0,d0) to (S2,d2), with a modulus of smoothness α0,2
defined by
α0,2(δ f )≡ α0,1(α1,2(δ f )) : (0,∞)→ (0,∞)
for each modulus of continuity δ f ..
We will call T0,2≡ T0,1T1,2 the composite transition distribution of T0,1 and T1,2, and
call α0,2 ≡ α0,1 ◦α1,2 the composite modulus of smoothness of T0,1T1,2.
Proof. 1. Being the composite of two linear functions, the function T0,2 is linear. Let
f ∈ C(S2,d2) be arbitrary, with a modulus of continuity δ f and with | f | ≤ 1. Then
T1,2 f ∈C(S1,d1) has a modulus of continuity α1,2(δ f ). Hence the function T0,1(T1,2 f )
has a modulus of continuity α0,1(α1,2((δ f )).
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2. Consider each x ∈ S0. Suppose f ∈ C(S2,d2) is such that T x0,2 f > 0. Then
T x0,1T1,2 f = T
x
0,2 f > 0. Therefore, since T
x
0,1 is a distribution, there exists y ∈ S1 such
that T y1,2 f ≡ T1,2 f (y) > 0. Since T y1,2 is a distribution, there exists, in turn, some z ∈ S2
such that f (z) > 0. Thus T x0,2 is an integration on (S2,d2) in the sense of Definition
4.2.1. Since 1 ∈ C(S2,d2) and d2 ≤ 1, it follows that T x0,2 is a distribution on (S2,d2)
in the sense of Definition 5.2.1, where x ∈ S0 is arbitrary. The conditions in Definition
11.2.1 have been verified for T0,2 to be a transition distribution.
By Definition 11.2.1, the domain and range of a transition distribution are spaces
of continuous functions. We next extend both to spaces of integrable functions. Recall
that, for each x ∈ S, we let δx denote the distribution concentrated at x.
Proposition 11.2.3. (Complete extension of a transition distribution relative to an
initial distribution). Let (S0,d0) and (S1,d1) be compact metric spaces, with d0 ≤ 1
and d1 ≤ 1. Let T be a transition distribution from (S0,d0) to (S1,d1). Let E0 be a
distribution on (S0,d0). Define the composite function
E1 ≡ E0T :C(S1)→ R (11.2.1)
Then the the following holds.
1. E1 ≡ E0T is a distribution on (S1,d1).
2. For each i = 0,1, let (Si,LE(i),Ei) be the complete extension of (Si,C(Si),Ei).
Let f ∈ LE(1) be arbitrary. Define the function T f on S0 by
domain(T f ) ≡ {x ∈ S0 : f ∈ Lδ (x)T} (11.2.2)
and by
(T f )(x) ≡ (δxT ) f (11.2.3)
for each x ∈ domain(T f ). Then (i) T f ∈ LE(0), and (ii) E0(T f ) = E1 f ≡ (E0T ) f .
3. Moreover, the extended function
T : LE(1) → LE(0),
thus defined, is a contraction mapping, hence continuous, relative to the norm E1| · | on
LE(1) and the norm E0| · | on LE(0).
Proof. 1. By the defining equality 11.2.2, the function E1 is clearly linear and noneg-
ative. Suppose E1 f ≡ E0T f > 0 for some C(S1,d1). Then, since E0 is a disribution,
there exists x ∈ S0 such that T x f > 0. In turn, since T x is a distribution, there exists
y ∈ S1 such that f (y) > 0. Thus E1is an integration. Since 1 ∈C(S1,d1) and d1 ≤ 1, it
follows that E1 is a distribution.
2. For each i = 0,1, let (Si,LE(i),Ei) be the complete extension of (Si,C(Si),Ei).
Let f ∈ LE(1) be arbitrary. Define the function T f on S0 by equalities 11.2.2 and 11.2.3.
Then, by Definition 4.4.1 of complete extensions, there exists a sequence ( fn)n=1,2,···
inC(S1) such that (i’) ∑
∞
n=1E0T | fn|= ∑∞n=1E1| fn|< ∞, (ii’)
{x ∈ S1 :
∞
∑
n=1
| fn(x)|< ∞} ⊂ domain( f ),
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and (iii’) f (x) = ∑∞n=1 fn(x) for each x ∈ S1 with ∑∞n=1 | fn(x)| < ∞. Condition (i’)
implies that the subset
D0 ≡ {x ∈ S0 :
∞
∑
n=1
T | fn|(x)< ∞} ≡ {x ∈ S0 :
∞
∑
n=1
T x| fn|< ∞}
of the probability space (S0,LE(0),E0) is a full subset. It implies also that the function
g≡ ∑∞n=1T fn, with domain(g)≡ D0, is a member of LE(0). Now consider an arbitrary
x ∈ D0. Then
∞
∑
n=1
|T x fn| ≤
∞
∑
n=1
T x| fn|< ∞. (11.2.4)
Together with Condition (iii’), this implies that f ∈Lδ (x)T , with (δxT ) f =∑∞n=1(δxT ) fn.
Hence, according to the defining equalities 11.2.2 and 11.2.3, we have x∈ domain(T f ),
with
(T f )(x) ≡ (δxT ) f = (
∞
∑
n=1
T fn)(x) = g(x).
Thus T f = g on the full subset D0 of (S0,LE(0),E0). Since g ∈ LE(0), it follows that
T f ∈ LE(0). The desired Condition (i) is verified. Moreover,
E0(T f ) = E0g≡ E0
∞
∑
n=1
T fn =
∞
∑
n=1
E0T fn = E0T
∞
∑
n=1
fn = E1 f ,
where the third and fourth equality are both justified by Condition (i’). The desired
Condtion (ii) is also verified. Thus Assertion 2 is proved.
3. Let f ∈ LE(1) be arbitrary. Then, in the notations of the previous step, we have
E0|T f |= E0|g|= lim
N→∞
E0|
N
∑
n=1
T fn|= lim
N→∞
E0|T
N
∑
n=1
fn|
≤ lim
N→∞
E0T |
N
∑
n=1
fn|= lim
N→∞
E1|
N
∑
n=1
fn|= E1| f |.
In short, E0|T f | ≤ E1| f |. Thus the mapping T : LE(1) → LE(0) is a contraction, as
alleged in Assertion 3.
Definition 11.2.4. (Convention regarding automatic completion of transition dis-
tributions). We hereby make the convention that, given each transition distribution T
from a compact metric space (S0,d0) to a compact metric space (S1,d1) with d0 ≤ 1
and d1 ≤ 1, and given each initial distribution E0 on (S0,d0), the transition distribution
T :C(S1,d1)→C(S0,d0)
is automaticaly completely extended to the nonnegative linear function
T : LE(1) → LE(0)
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in the manner of Proposition 11.2.3, where E1 ≡ E0T , and where (Si,LE(i),Ei) is the
complete extension of (Si,C(Si),Ei), for each i= 0,1,
Thus T f is integrable relative to E0 for each integrable function f relative to E0T ,
with (E0T ) f = E0(T f ). In the special case where E0 is the point mass distribution
δx concentrated at some x ∈ S0, we have x ∈ domain(T f ) and T x f = (T f )x, for each
integrable function f relative to T x.

Lemma 11.2.5. (One-step transition distributions). Let (S,d) be a compact metric
space with d ≤ 1. Let T be a transition distribution from (S,d) to (S,d), with a modulus
of smoothness αT . Define
1T ≡T . Let m≥ 2 and f ∈C(Sm,dm) be arbitrary. Define a
function (m−1T ) f on Sm−1 by
((m−1T ) f )(x1, · · · ,xm−1)≡
∫
T x(m−1)(dxm) f (x1, · · · ,xm−1,xm) (11.2.5)
for each x≡ (x1, · · · ,xm−1) ∈ Sm−1. Then the following holds for each m≥ 1.
1. If f ∈ C(Sm,dm) has values in [0,1] and has modulus of continuity δ f , then
the function (m−1T ) f is a member of C(Sm−1,dm−1), with values in [0,1], and has the
modulus of continuity
α˜α(T ),ξ (δ f ) : (0,∞)→ (0,∞)
defined by
α˜α(T ),ξ (δ f )(ε)≡ αT (δ f )(2−1ε)∧δ f (2−1ε) (11.2.6)
for each ε > 0.
2. For each x≡ (x1, · · · ,xm−1) ∈ Sm−1, the function
m−1T :C(Sm,dm)→C(Sm−1,dm−1)
is a transition distribution from (Sm−1,dm−1) to (Sm,dm), with modulus of smoothness
α˜α(T ),ξ .
We will call m−1T the one-step transition distribution at step m according to T .
Proof. 1. Let f ∈C(Sm+1,dm+1) be arbitrary, with values in [0,1] and with a modulus
of continuity δ f . Since T is a transition distribution, T x(m−1) is a distibution on (S,d)
for each xm−1 ∈ S. Hence the integration on the right-hand side of equality 11.2.5makes
sense and has values in [0,1]. Therefore the left-hand side is well defined and has values
in [0,1]. We need to prove that the function (m−1T ) f is a continuous function.
2. To that end, let ε > 0 be arbitrary. Define
Let (x1, · · · ,xm−1),(x′1, · · · ,x′m−1) ∈ Sm−1 be arbitrary such that
dm−1((x1, · · · ,xm−1),(x′1, · · · ,x′m−1))< α˜α(T ),ξ (δ f )(ε)
For abbreviation, write x≡ (x1, · · · ,xm−2)∈ Sm−2, where the sequence is by convention
empty if m= 2. Write y≡ xm−1. Define the abbreviations x′,y′ similarly.
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With x,y fixed, the function f (x,y, ·) also has a modulus of continuity δ f . Hence
the function T f (x,y, ·) has a moudlus of continuuity αT (δ f ), by Definition 11.2.1.
Therefore, since
d(y,y′)≤ dm−1((x1, · · · ,xm−1),(x′1, · · · ,x′m−1))< α˜α(T ),ξ (δ f )(ε)≤ αT (δ f )(2−1ε),
it follows that
|(T f (x,y, ·))(y)− (T f (x,y, ·))(y′)|< 2−1ε.
In other words ∫
T y(dz) f (x,y,z) =
∫
T y
′
(dz) f (x,y,z)± 2−1ε (11.2.7)
,At the same time, for each z ∈ S, since
dm((x,y,z),(x′,y′,z)) = dm−1((x,y),(x′,y′))< δ f (2−1ε)
we have | f (x,y,z)− f (x′,y′,z)|< 2−1ε . Hence∫
T y
′
(dz) f (x,y,z) =
∫
T y
′
(dz)( f (x′,y′,z)± 2−1ε) =
∫
T y
′
(dz) f (x′,y′,z)± 2−1ε.
Combining with equality 11.2.7, we obtain∫
T y(dz) f (x,y,z) =
∫
T y
′
(dz)( f (x′,y′,z)± ε.
In other words,
((m−1T ) f )(x,y) = ((m−1T ) f )(x′,y′)± ε.
Thus (m−1T ) f is continuous, with modulus of continuity α˜α(T ),ξ (δ f ). Assertion 1 has
been proved.
2. By linearity, we see that (mT ) f ∈C(Sm,dm) for each f ∈C(Sm+1,dm+1). There-
fore the function
m−1T :C(Sm,dm)→C(Sm−1,dm−1)
is a well-defined. It is clearly linear and nonnegative from the defining formula 11.2.5.
Consider each x≡ (x1, · · · ,xm−1)∈ Sm−1. Suppose (m−1T )x f ≡
∫
T x(m−1)(dy) f (x,y)>
0. Then, since T x(m−1) is a distribution, there exists y ∈ S such that f (x,y) > 0.
Hence (m−1T )x is an integration on (Sm−1,dm−1) in the sense of Definition 4.2.1.
Since dm−1 ≤ 1 and 1 ∈ C(Sm−1,dm−1), the function (m−1T )x is a distribution on
(Sm−1,dm−1) in the sense of Definition 5.2.1. We have verified the conditions in Defi-
nition 11.2.1 for m−1T to be a transition distribution. Assertion 2 is proved.
11.3 Markov Semigroup
Recall that Q denotes one of the three parameter sets {0,1, · · ·}, Q∞, or [0,∞).
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Definition 11.3.1. (Markov semigroup). Let (S,d) be a compact metric space with
d ≤ 1. Unless otherwise spacified, The ssymbol ‖·‖ will stand for the supremum norm
for the space C(S,d). Let T ≡ {Tt : t ∈ Q} be a family of transition distributions from
(S,d) to (S,d), such that T0 is the identity mapping. Suppose the following three con-
ditions are satisfied.
1. (Smoothness). For each N ≥ 1, for each t ∈ [0,N]Q, the transition distrbution Tt
has some modulus of smoothness αT,N , in the sense of Definition 11.2.1. Note that the
modulus of smoohness αT,N is dependent on the finite interval [0,N], but is otherwise
independent of t.
2. (Semigroup property). For each s, t ∈Q, we have Tt+s = TtTs.
3. (Strong continuity). For each f ∈ C(S,d) with a modulus of continuity δ f and
with ‖ f‖ ≤ 1, and for each ε > 0, there exists δT(ε,δ f ) > 0 so small that, for each
t ∈ [0,δT(ε,δ f ))Q, we have
‖ f −Tt f‖ ≤ ε. (11.3.1)
Note that this strong continuity condition is trivially satisfied if Q= {0,1, · · ·}.
Then we call the family T a Markov semigroup of transition distributions with
state space (S,d) and parameter space Q. For abbreviaation, we will simply call T
a semigroup. The operation δT is called a modulus of strong continuity of T. The
sequence αT ≡ (αT,N)N=1,2,··· is called the modulus of smoothness of the semgroup
T.
Remark 11.3.2. (No loss of generally in restricting state space to comact space).
Eventhough we have defined transition distributions and Markov semigroups only for
compact metric spaces (S,d)with d ≤ 1, there is no loss of generality because a locally
compact metric space (S00,d00) can be embedded into its one-point compactification
(S,d) ≡ (S00∪{∆00},d00) where ∆00 is the point at infinity, and where d00 ≤ 1. The
assumption of compactness simplifies proofs.
The next lemma strengthens the continuity of Tt· at t = 0 to uniform continuity over
t ∈Q. Its proof is somewhat longer than its one-lined classical counterpart.
Lemma 11.3.3. (Uniform strong continuity on the parameter set). SupposeQ is one
of the three parameter sets {0,1, · · ·}, Q∞, or [0,∞). Let T be an arbitrary semigroup
with parameter set Q, and with a modulus of strong continuity δT. Let f ∈ C(S,d) be
arbitrary, with a modulus of continuity δ f , and with | f | ≤ 1. Let ε > 0 and r,s ∈ Q be
arbitrary with |r− s|< δT(ε,δ f ). Then ‖Tr f −Ts f‖ ≤ ε.
Proof. 1. The case where Q= {0,1, · · ·} is trivial.
2. Suppose Q = Q∞ or Q = [0,∞). Let ε > 0 and r,s ∈ Q be arbitrary with 0 ≤
s− r< δT(ε,δ f ). Then, for each x ∈ S, we have
|T xs f −T xr f |= |T xr (Ts−r f − f )| ≤ ‖Ts−r f − f‖ ≤ ε,
where the equality is by the semigroup property, where the first inequality is because
T xr is a distribution on (S,d), and where the last inequality is by the definition of δT as
a modulus of strong continuity. Thus
‖Tr f −Ts f‖ ≤ ε. (11.3.2)
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3. Let ε > 0 and r,s ∈ Q∞ be arbitrary with |s− r|< δT(ε,δ f ). Either 0≤ s− r <
δT(ε,δ f ), in which case inequality11.3.2 holds according to Step 2, or 0 ≤ r− s <
δT(ε,δ f ), in which case inequality11.3.2 holds similarly. Thus the lemma is proved if
Q= Q∞.
4. Now suppose Q = [0,∞). Let ε > 0 and r,s ∈ [0,∞) be arbitrary with |r− s| <
δT(ε,δ f ). Let ε ′ > 0 be arbitrary. Let t,v ∈ Q∞be arbitrary such that (i) r ≤ t <
r+ δT(ε
′,δ f ), (ii) s ≤ v < s+ δT(ε ′,δ f ) and (iii) |t− v| < δT(ε,δ f ). Then, according
to inequality 11.3.2 in Step 2, we have ‖Tt f −Tr f‖ ≤ ε ′, ‖Tv f −Ts f‖ ≤ ε ′. According
to Step 3, we have ‖Tt f −Tv f‖ ≤ ε . Combining, we obtain
‖Tr f −Ts f‖ ≤ ‖Tt f −Tr f‖+ ‖Ts f −Tv f‖+ ‖Tt f −Tv f‖< ε ′+ ε ′+ ε.
Letting ε ′→ 0, we obtain ‖Tr f −Ts f‖ ≤ ε . Thus the lemma is also proved for the case
where Q= [0,∞).

11.4 Markov Transition f.j.d.’s
In this section, we will define consistent family of f.j.d.’s generated by an initial dis-
tribution and a semigroup. The parameter set Q is assumed to be one of the three
sets {0,1, · · ·}, Q∞, or [0,∞). We will refer informally to the first two as the discrete
parameter sets. The state space (S,d) is assumed to be compact with d ≤ 1. Let
ξ ≡ (Ak)k=1,2,··· be a binary approximation of (S,d) relative to x◦. Let
pi ≡ ({gk,x : x ∈ Ak})k=1,2,···
be the partition of unity of (S,d) determined by ξ , as in Definition 3.2.4.
Definition 11.4.1. (Family of transition f.j.d.’s generated by an initial distribution
and aMarkov semigroup). LetQ be one of the three sets {0,1, · · ·},Q∞, or [0,∞). Let
T be an arbitrary Markov semigroup, with the compact state space (S,d) where d ≤ 1,
and with parameter set Q. Let E0 be an arbitrary distribution on (S,d). For arbitrary
m≥ 1, f ∈C(Sm,dm), and nondecreasing sequence r1 ≤ ·· · ≤ rm in Q, define
F
E(0),T
r(1),··· ,r(m) f
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm).
(11.4.1)
In the special case where E0≡ δx is the distribution which assigns probability 1 to some
point x ∈ S, we will simply write
F
∗,T
r(1),··· ,r(m)(x)≡ F
x,T
r(1),··· ,r(m) ≡ F
δ (x),T
r(1),··· ,r(m).
The next theorem willl prove that F∗,T
r(1),··· ,r(m) : C(S
m,dm) → C(S,d) is then a well-
defined transition distribution.
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An arbitrary consistent family
{Fr(1),··· ,r(m) f : m≥ 0;r1, · · · ,rm in Q}
of f.j.d.’s satisfying Condition 11.4.1 is said to be generated by the initial distribution
E0 and the semigroup T.
A process
X : Q× (Ω,L,E)→ (S,d),
whose marginal distributions are given by a consistent family generated by the initial
distribution E0 and the semigroup T, will be called a process generated by the initial
distribution E0 and semigroup T. We will see later that such processes are Markov
processes.

Theorem 11.4.2. (Construction of family of transition f.j.d.’s from initial distri-
bution and semigroup, for discrete parameters ). Let (S,d) be a compact metric
space with d ≤ 1. Let Q be one of the three sets {0,1, · · ·}, Q∞, or [0,∞). Let T be
an arbitrary semigroup with state space (S,d) and with parameter set Q, and with a
modulus of strong continuity δT and with a modulus of smoothness αT ≡ (αT,N)N=1,2,···
in the sense of Definition 11.3.1. Let E0 be an arbitrary distribution on (S,d). Then the
following holds.
1. For each m ≥ 1 and for each nondecreasing sequence r1 ≤ ·· · ≤ rm in [0,N]Q,
the function
F
∗,T
r(1),··· ,r(m) :C(S
m,dm)→C(S,d),
in Definition 11.4.1, is a well-defined transition distribution. More precisely, if f ∈
C(Sm,dm) has values in [0,1] and has modulus of continuity δ f , then the function
F
∗,T
r(1),··· ,r(m) f is a member of C(S,d), with values in [0,1] and with a modulus of con-
tinuity α˜
(m)
α(T,N),ξ
(δ f ), where the operation α˜
(m)
α(T,N),ξ
is the m-fold composite product
operation
α˜
(m)
α(T,N),ξ
≡ α˜α(T,N),ξ ◦ · · · ◦ α˜α(T,N),ξ ,
where each factor on the right-hand side is as defined in Lemma 11.2.5.
2. For each m ≥ 1 and ε > 0 there exists δm(ε,δ f ,δT,αT) > 0 such that, for ar-
bitrary f ∈ C(Sm,dm) with values in [0,1] and with modulus of continuity δ f , and
for arbitrary nondecreasing sequences r1 ≤ ·· · ≤ rm and s1 ≤ ·· · ≤ sm in Q with∨m
i=1 |ri− si|< δm(ε,δ f ,δT,αT), we have∥∥∥F∗,Tr(1),··· ,r(m) f −F∗,Ts(1),···s(m) f∥∥∥≤ ε.
3. In the special case where Q= {0,1, · · ·} or Q= Q∞, the family
FE(0),T ≡ {FE(0),T
r(1),··· ,r(m) f : m≥ 1;r1 ≤ ·· · ≤ rm in Q}
can be uniquely extended to a consistent family
ΦSg, f jd(E0,T)≡ FE(0),T ≡ {FE(0),Tr(1),···,r(m) f : m≥ 1;r1, · · · ,rm in Q}
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of f.j.d.’s with parameterr set Q and state space (S,d). Moreover, the consistent family
ΦSg, f jd(E0,T) is generated by the initial distribution E0 and the semigroup T, in the
sense of Definition 11.4.1. Thus, in the special case where Q= {0,1, · · ·} or Q= Q∞,
we have a mapping
ΦSg, f jd : Ĵ(S,d)×T → F̂(Q,S),
where Ĵ(S,d) is the space of distributions E0 on (S,d), where T is the space of semi-
groups with state space (S,d) and with parameter set Q, and where F̂(Q,S) is the set
of consistent families of f.j.d.’s with parameter set Q and state space S.
4. In the special case where E0 ≡ δx for some x ∈ S, we simply write
ΦSg, f jd(x,T)≡ΦSg, f jd(δx,T)≡ Fx,T.
Then we have a function
ΦSg, f jd : S×T → F̂(Q,S).
5. Let m ≥ 1 and let the sequence 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rm in Q be arbitrary. Then
we have
F
∗,T
r(1),··· ,r(m) = (
1Tr(1)−r(0))(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)). (11.4.2)
where the factors on the right hand side are one-step transition distributions defined in
Lemma 11.2.5. In other words,
F
x,T
r(1),··· ,r(m) f
=
∫
T xr(1)(dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm), (11.4.3)
for each x ∈ S.
Proof. 1. Let N ≥ 0, m ≥ 1 and let the sequence 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rm in Q[0,N] be
arbitrary. By the defining equality 11.4.1, we have
F
E(0),T
r(1),··· ,r(m) f
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm).
(11.4.4)
By the defining equality 11.2.5 of Lemma 11.2.5, the right-most integral is equal to∫
T
x(m−1)
r(n)−r(n−1)(dxm) f (x1, · · · ,xm−1,xm)≡ ((m−1Tr(m)−r(m−1)) f )(x1, · · · ,xm−1).
(11.4.5)
Rcursively backward, we obtain
F
E(0),T
r(1),··· ,r(m) f =
∫
E0(dx0)(
0Tr(1)−r(0)) · · · (m−1Tr(m)−r(m−1)) f .
In particular,
F
x,T
r(1),··· ,r(m) f = (
0T xr(1)−r(0)) · · · (m−1Tr(m)−r(m−1)) f .
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for each x ∈ S. In other words,
F
∗,T
r(1),··· ,r(m) = (
1Tr(1)−r(0))(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)). (11.4.6)
This proves Assertion 5 of the present Theorem.
2. Now Lemma 11.2.5 says the factors (1Tr(1)−r(0)),(2Tr(2)−r(1)), · · · ,(mTr(m)−r(m−1))
on the right-hand side are transition distibution with the modulus of smoothness α˜α(T,N),ξ .
Hence the composite F∗,T
r(1),··· ,r(m) is a composite transition distribution, according to re-
peated applications of Lemma 11.2.2, with the modulus of smoothness which is the
m-fold composite operation
α˜
(m)
α(T,N),ξ
≡ α˜α(T,N),ξ ◦ · · · ◦ α˜α(T,N),ξ .
This proves Assertion 1 of the present theorem.
3. Proceed to prove Assertion 2 by induction on m. In the case where m= 1, define
δ1 ≡ δ1(ε,δ f ,δT,αT)≡ δT(ε,δ f ). Suppose r1,s1 in Q are such that
|r1− s1|< δ1(ε,δ f ,δT,αT)≡ δT(ε,δ f ).
Then ∥∥∥F∗,Tr(1) f −F∗,Ts(1) f∥∥∥ = ∥∥1Tr(1)−r(0) f − 1Ts(1)−s(0) f∥∥= ∥∥Tr(1) f −Ts(1) f∥∥≤ ε
where the inequality is by Lemma 11.3.3. Assertion 2 is thus proved for the starting
case m= 1.
4. Suppose it has been proved for m− 1 for some m≥ 2, and the operation
δm−1(·,δ f ,δT,αT)
has been constructed with the desired propertiess. Let f ∈C(Sm,dm) be arbitrary with
values in [0,1] and with modulus of continuity δ f . Define
δm(ε,δ f ,δT,αT)≡ 2−1δm−1(2−1ε,δ f ,δT,αT)∧δm−1(ε,δ f ,δT,αT) (11.4.7)
Suppose
m∨
i=1
|ri− si|< δm(ε,δ f ,δT,αT). (11.4.8)
Deffine the function
h≡ (2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)) f ∈C(S,d). (11.4.9)
Then, by the induction hypothesis for (m−1)-fold composite, the function h has mod-
ulus of continuity δ1(·,δ f ,δT,αT). We emphasize here that, as m ≥ 2, the modulus of
smothness of the one-step transition distribution 2Tr(2)−r(1), on the right-hand side of
equality 11.4.9 actually depends on the modulus αT, according to as Lemma 11.2.5.
Hence the modulus of continuity of function h indeed depends on αT, which justifies
the notation.
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At the same time, inequality 11.4.8 and the defining equality 11.4.7 together imply
that
|r1− s1|< δm(ε,δ f ,δT,αT)≤ ·· · ≤ δ1(ε,δ f ,δT,αT).
Hence ∥∥(1Tr(1)−r(0))h− (1Ts(1)−s(0))h∥∥= ∥∥∥F∗,Tr(1)h−F∗,Ts(1)h∥∥∥≤ 2−1ε, (11.4.10)
where the inequality is by the induction hypothesis for the starting case where m= 1.
5. Similarly, inequality 11.4.8 and the defining equality 11.4.7 together imply that
m∨
i=2
|(ri− ri−1)− (si− si−1)| ≤ 2
m∨
i=1
(ri− si|< δm−1(2−1ε,δ f ,δT,αT).
Hence ∥∥(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)) f − (2Ts(2)−s(1)) · · · (mTs(m)−s(m−1)) f∥∥
≡
∥∥∥F∗,Tr(2),··· ,r(m) f −F∗,Tr(s),···,r(s) f∥∥∥ < 2−1ε, (11.4.11)
where the indequality isby the induction hypothesis for the case where m− 1.
5. Combining, we estimate, for each x ∈ S, the bound
|Fx,T
r(1),··· ,r(m) f −F
x,T
s(1),···,s(m) f |
= |(1T xr(1)−r(0))(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)) f −(1T xs(1)−s(0))(2Ts(2)−s(1)) · · · (mTs(m)−s(m−1)) f |
≡ |(1T xr(1)−r(0))h− (1T xs(1)−s(0))(2Ts(2)−s(1)) · · · (mTs(m)−s(m−1)) f |
≤ |(1T xr(1)−r(0))h− (1T xs(1)−s(0))h|
+|(1T xs(1)−s(0))h− (1T xs(1)−s(0))(2Ts(2)−s(1)) · · · (mTs(m)−s(m−1)) f |
≤ 2−1ε+ |(1T xs(1)−s(0))(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)) f −(1T xs(1)−s(0))(2Ts(2)−s(1)) · · · (mTs(m)−s(m−1)) f |
≤ 2−1ε+(1T xs(1)−s(0))|(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)) f −(2Ts(2)−s(1)) · · · (mTs(m)−s(m−1)) f |
< 2−1ε + 2−1ε = ε,
where the second inequality is by inequality 11.4.10, and where the last inequality is
by inquality 11.4.11. Since x ∈ S is arbitrary, it follows that∥∥∥F∗,Tr(1),··· ,r(m) f −F∗,Ts(1),···s(m) f∥∥∥≤ ε.
Induction is completed, and Assertion 2 is proved.
6. We still need to prove Assertion 3. In other words, assuming that Q= {0,1, · · ·}
or Q= Q∞, we need to prove that the family
{FE(0),T
r(1),···,r(m) : m≥ 1;r1, · · · ,rm ∈Q;r1 ≤ ·· · ≤ rm}
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can be uniquely extended to a consistent family
{FE(0),T
s(1),···,s(m) :m≥ 1;s1, · · · ,sm ∈ Q}
of f.j.d.’s with parameter set Q. We will give the proof only for case where Q = Q∞,
the case of {0,1, · · ·} being similar. So assume in the following that Q= Q∞.
7. Because F∗,T
r(1),··· ,r(m) is a transition distribution, Proposition 11.2.3 says that the
composite function
F
E(0),T
r(1),··· ,r(m) = E0F
∗,T
r(1),··· ,r(m) = E0(
1Tr(1)−r(0))(2Tr(2)−r(1)) · · · (mTr(m)−r(m−1)).
(11.4.12)
is a distribution on (Sm,dm), for each m≥ 1, and for each sequence 0≡ r0 ≤ r1 ≤ ·· · ≤
rm in Q∞ is arbitrary.
8. To proceed, let m ≥ 2 and r1, · · · ,rm ∈ Q∞ be arbitrary, with r1 ≤ ·· · ≤ rm. Let
n= 1, · · · ,m be arbitrary. Define the sequence
κ ≡ κn,m ≡ (κ1, · · · ,κm−1)≡ (1, · · · , n̂, · · · ,m),
where the caret on the top of an element in a sequence signifies the omission of that
element in the sequence. Let κ∗ ≡ κ∗n,m : Sm → Sm−1 denote the dual function of the
sequence κ , defined by
κ∗(x1, · · · ,xm)≡ κ∗(x)≡ x◦κ = (xκ(1), · · · ,xκ(m−1)) = (x1, · · · , x̂n, · · · ,xm)
for each x≡ (x1, · · · ,xm) ∈ Sm. Let f ∈C(Sm−1) be arbitrary. We will prove that
F
E(0),T
r(1),··· ,r̂(n)··· ,r(m) f = F
E(0),T
r(1),··· ,r(m) f ◦κ∗n,m. (11.4.13)
To that end, note that equality 11.4.4 yields
F
E(0),T
r(1),··· ,r̂(n)··· ,r(m) f
≡
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1) · · ·
∫
T
x(n−1)
r(n+1)−r(n−1)(dyn){∫
T
y(n)
r(n+2)−r(n+1)(dyn+1) · · ·
∫
T
y(m−2)
r(m)−r(m−1)(dym−1) f (x1, · · · ,xn−1,yn, · · · ,ym−1)}
For each fixed (x1, · · · ,xn−1), the expression in braces is a continuous function of the
one variable yn. Call this function gx(1),··· ,x(n−1) ∈ C(S,d). Then the last displayed
equality can be continued as
≡
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1) · · · (
∫
T
x(n−1)
r(n+1)−r(n−1)(dyn)gx(1),··· ,x(n−1)(yn))
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1) · · · (
∫
T
x(n−1)
r(n)−r(n−1)(dxn)
∫
T
x(n)
r(n+1)−r(n)(dyn)gx(1),··· ,x(n−1)(yn))
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where the last equality is thanks to the semigroup property of T. Combining, we obtain
F
E(0),T
r(1),··· ,r̂(n)··· ,r(m) f
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1) · · ·
∫
T
x(n−1)
r(n)−r(n−1)(dxn)
∫
T
x(n)
r(n+1)−r(n)(dyn)gx(1),··· ,x(n−1)(yn)
≡
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1) · · ·
∫
T
x(n−1)
r(n)−r(n−1)(dxn)
∫
T
x(n)
r(n+1)−r(n)(dyn){∫
T
y(n)
r(n+2)−r(n+1)(dyn+1) · · ·
∫
T
y(m−2)
r(m)−r(m−1)(dym−1) f (x1, · · · ,xn−1,yn, · · · ,ym−1)}
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1) · · ·
∫
T
x(n−1)
r(n)−r(n−1)(dxn)
∫
T
x(n)
r(n+1)−r(n)(dxn+1){∫
T
x(n+1)
r(n+2)−r(n+1)(dxn+2) · · ·
∫
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xn−1,xn+1, · · · ,xm)}
= F
E(0),T
r(1),··· ,r(m)( f ◦κ∗n,m),
where the third equality is by a trivial change of the dummy integration variables
yn, · · · ,ym−1 to xn+1, · · · ,xm respectively. Here the function
Thus equality 11.4.13 has been proved for the family
{FE(0),T
r(1),···,r(m) : m≥ 1;r1, · · · ,rm ∈Q;r1 ≤ ·· · ≤ rm}
of f.j.d.’s. Consequently, the conditions in Lemma 6.2.3 are satisfied, to yield a unique
extension of this family to a consistent family
{FE(0),T
s(1),···,s(m) : m≥ 0;s0, · · · ,sm ∈ Q}
of f.j.d.’s with parameter set Q. Equality 11.4.4 says that FE(0),T is generated by the
initial distribution E0 and the semigroup T. Assertion 3 is proved.

11.5 Construction of Markov Process from Semigroup
In this section, we construct Markov processs from a Markov semigroup and an initial
distribution. First the discrete parameters.
Theorem 11.5.1. (Construction of Markov Process with initial distribution and a
semigroup, assuming discrete parameters). Let (S,d) be a compact metric space
with d ≤ 1. Suppose Q is one of the two parameter sets {0,1, · · ·} or Q∞. Let
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the unit interval Θ0.
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Let E0 be an arbitrary initial distribution on (S,d), and let T ≡ {Tt : t ∈ Q} be an
arbitraryMarkov semigroup with state space (S,d), with a modulus of strong continuity
δT. Let
FE(0),T ≡ΦSg, f jd(E0,T)
be the corresponding consistent family of f.j.d.’s constructed in Theorem 11.4.2. Let
ZE(0),T ≡ΦDKS,ξ (FE(0),T) :Q×Θ0→ S
be the Compact Daniell-Kolmogorov-Skorokhod Extension of the consistent family
FE(0),T, as constructed in Theorem 6.4.2.
Then the following holds.
1. The process ZE(0),T is generated by the initial distribution E0 and semigroup T,
in the sense of Definition 11.4.1.
2. The process Z ≡ ZE(0),T is a Markov process relative to its natural filtration
L ≡ {L(t) : t ∈ Q}. More precisely, let t ∈ Q be arbitrary, and define
L(t) ≡ L(ZE(0),Ts : s ∈ [0, t]Q} ⊂ L0.
Let the nondecreasing sequence 0≡ s0≤ s1≤ ·· · ≤ sm in Q, the function f ∈C(Sm+1,dm+1),
and t ∈ Q be arbitrary. Then
I0( f (Zt+s(0),Zt+s(1), · · · ,Zt+s(m))|L(t))
= I0( f (Zt+s(0),Zt+s(1), · · · ,Zt+s(m))|Zt) = FZ(t),Ts(0),··· ,s(m)( f ) (11.5.1)
as r.r.v.’s, where F
∗,T
s(0),··· ,s(m) is the transition distribution in Definition 11.4.1.
3. The process ZE(0),T is continuous in probability, with a modulus of continuity in
probability δCp,δ (T) which is completely determined by δT.
Proof. 1. Let t ∈ Q be arbitrary. Let 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rn ≡ t and 0 ≡ s0 ≤ s1 ≤
·· · ≤ sm be arbitrary sequences in Q. Write rn+ j ≡ t+ s j for each j = 0, · · · ,m. Thus
s j = rn+ j − rn for each j = 0, · · · ,m. Consider each f ∈ C(Sm+1,dm+1). Let h ∈
C(Sn+1,Sn+1) be arbitrary. Then, since the process Z ≡ ZE(0),T ≡ ΦDKS,ξ (FE(0),T)has
marginal distributions given by the family FE(0),T, we have
I0h(Zr(0), · · · ,Zr(n)) f (Zr(n), · · · ,Zr(n+m))
=
∫
F
E(0),T
r(0),··· ,r(n+m)d(x0, · · · ,xn+m)h(x0, · · · ,xn) f (xn, · · · ,xn+m)
≡
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T x(n+m−1)(dxn+m)h(x1, · · · ,xn) f (xn, · · · ,xn+m)
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(n−1)
r(n)−r(n−1)(dxn)h(x1, · · · ,xn){∫
T
x(n)
r(n+1)−r(n)(dxn+1) · · ·
∫
T
x(n+m−1)
r(n+m)−r(n+m−1)(dxn+m) f (xn,xn+1 · · · ,xn+m)}. (11.5.2)
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The term inside the braces in the last expression is, by changing the names of the
dummy integration variables, equal to∫
T
x(n)
r(n+1)−r(n)(dy1)
∫
T
y(1)
r(n+2)−r(n+1)(dy2) · · ·
∫
T
y(m−1)
r(n+m)−r(n+m−1)(dym) f (xn,y1, · · · ,ym)
=
∫
T
x(n)
x(1) (dy0)
∫
T
y(1)
s(2) (dy2) · · ·
∫
T
y(m−1)
s(m)
(dym) f (xn,y1, · · · ,ym)
= F
x(n),T
s(1),··· ,s(m) f .
Substituting back into equality 11.5.2, we obtain
I0h(Zr(0), · · · ,Zr(n)) f (Zr(n), · · · ,Zr(n+m))
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(n−1)
r(n)−r(n−1)(dxn)F
x(n),T
s(1),··· ,s(m) f
= I0h(Zr(0), · · · ,Zr(n))FZ(r(n)),Ts(1),···,s(m) f , (11.5.3)
where F∗,T
s(1),··· ,s(m) f ∈C(S,d) because F
∗,T
s(1),··· ,s(m) is a transition distribution according
to Theorem 11.4.2.
2. Next note that the set of r.r.v.’s h(Zr(0), · · · ,Zr(n)), with arbitrary 0 ≡ r0 ≤ r1 ≤
·· · ≤ rn ≡ t and arbitrary h ∈C(Sn+1,dn+1), is dense in L(t)relative to the norm I0| · |.
Hence equality 11.5.3 implies, by continuity relative to the norm I0| · |, that
I0Y f (Zr(n), · · · ,Zr(n+m)) = I0YFZ(r(n)),Ts(0),···,s(m)( f ) (11.5.4)
for each Y ∈ L(t). It follows that
I0( f (Zr(n), · · · ,Zr(n+m))|L(t)) = FZ(r(n)),Ts(0),··· ,s(m)( f ), (11.5.5)
or, equivalently,
I0( f (Zt ,Zt+s(1), · · · ,Zt+s(n))|L(t)) = FZ(t),Ts(0),··· ,s(m)( f ). (11.5.6)
In the special case where Y is arbitrary in L(Zt)⊂ L(t), inequality 11.5.4 holds, whence
I0( f (Zt ,Zt+s(1), · · · ,Zt+s(n))|Zt ) = FZ(t),Ts(0),··· ,s(m)( f ). (11.5.7)
Equalities 11.5.6 and 11.5.7 together prove Assertions 1 and 2.
2. It remains to prove that the process Z is continuous in probability. We need only
give the proof in the case where Q= Q∞, the case where Q= {0,1, · · ·} being trivial.
To that end, recall that d ≤ 1. Consider each x ∈ S. Then the function f ≡ 1−d(·,x) ∈
C(S,d) has a modulus of continuity δ f defined by δ f (ε) ≡ ι(ε) ≡ ε for each ε > 0.
Now let ε > 0 be arbitrary. Let t ∈ Q∞ be arbitrary with
t < δCp,δ (T)(ε) ≡ δT(ε, ι)≡ δT(ε,δ f ).
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Then, by Lemma 11.3.3, we have
|d(·,x)−Ttd(·,x)| = | f −Tt f | ≤ ε, (11.5.8)
where x ∈ S is arbitrary. Now let r1,r2 ∈ Q be arbitrary with |r2− r1|< δCp(ε). Then
I0d(Zr(1),Zr(2)) = I0d(Zr(1)∧r(2),Zr(1)∨r(2)) = F
E(0),T
0,r(1)∧r(2),r(1)∨r(2)d
=
∫
E0(dx0)
∫
T
x(0)
r(1)∧r(2)(dx1)
∫
T
x(1)
r(1)∨r(2)−r(1)∧r(2)(dx2)d(x1,x2)
=
∫
E0(dx0)
∫
T
x(0)
r(1)∧r(2)(dx1)
∫
T
x(1)
|r(2)−r(1)|(dx2)d(x1,x2)
=
∫
E0(dx0)
∫
T
x(0)
r(1)∧r(2)(dx1)T
x(1)
|r(2)−r(1)|d(x1, ·)
≤
∫
E0(dx0)
∫
T
x(0)
r(1)∧r(2)(dx1)(d(x1,x1)+ ε)
=
∫
E0(dx0)
∫
T
x(0)
r(1)∧r(2)(dx1)ε = ε,
where the inequality is by applying inequality 11.5.8 to t ≡ |r2− r1| and x = x1. Thus
we have shown that δCp,δ (T) ≡ δT(·, ι) is a modulus of continuity in probability for
the process Z, according to Definition 6.1.3. Note here that δCp,δ (T) is an opration
dependent only on δT. Assertion 3 is proved.
The next proposition says that each Markov process Z : Q∞ × (Ω,L,E)→ (S,d)
with a semigroup can be extended by right limit to an a.u. càdlàg process X : [0,∞)×
(Ω,L,E)→ (S,d).
Proposition 11.5.2. (Process with semigroup on dyadic rationals is D-regular, ex-
tendable to time-uniformly a.u. càdlàg process). Let (S,d) be a compact metric
space with d ≤ 1. Suppose Q = Q∞. Let E0 be an arbitrary initial distribution on
(S,d), and let T ≡ {Tt : t ∈ Q∞} be an arbitrary Markov semigroup with state space
(S,d) and with a modulus of strong continuity δT. Let
Z : Q∞× (Ω,L,E)→ (S,d)
be an arbitrary process generated by the initial distribution E0 and semigroup T.
Let N ≥ 0 be arbitrary. Define the shifted process ZN : Q∞×Ω → S by ZN(t, ·) ≡
Z(N+ t, ·) for each t ∈ Q∞. Then the following holds.
1. The process ZN is continuous in probability, with a modulus of continuity in
probability δCp,δ (T) ≡ δCp(·,δT) whih is completely determined by δT.
2. The process ZN is strongly right continuous in probability, in the sense of Def-
inition 10.7.3, with a modulus of strong right continuity in probability given by the
operation δSRcp,δ (T) defined by
δγ,δ (T)(ε,γ)≡ δCp(ε2,δT)
for each εγ > 0. Note that δSRcp,δ (T)(ε,γ) is actually independent of γ or N.
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3. The process ZN : Q∞ ×Ω → S is D-regular, with a modulus of D-regularity
mδ (T) ≡ mδ (T).
4. The process Z is time-uniformly D-regular in the sense of Definition 10.10.3,
with a modulus of continuity in probability δ˜Cp,δ (T) ≡ (δCp,δ (T),δCp,δ (T), · · · ) and with
a modulus of D-regularity m˜δ (T) ≡ (mδ (T),mδ (T), · · · ).
5. The right-limit extension
X ≡ΦrLim(Z) : [0,∞)× (Ω,L,E)→ (S,d)
is a time-uniformly a.u. càdlàg process in the sense of Definition 10.10.4, with a mod-
ulus of a.u. càdlàg δ˜aucl,δ (T) ≡ (δaucl,δ (T),δaucl,δ (T), · · · ) and with a modulus of conti-
nuity in probability δ˜Cp,δ (T). Here we recall the function ΦrLim from Definition 10.5.6.
In other words,
X ≡ΦrLim(Z) ∈ D̂δ˜ (aucl,δ (T)),δ˜(Cp,δ (T))[0,∞).
Proof. 1. By hypothesis, the process Z has initial distribution E0 and Markov semi-
group T. In other words, the process Z has marginal distributions given by the consis-
tent family FE(0),T of f.j.d.’s. as in Definition 11.4.1. Hence the process Z is equivalent
to the process ZE(0),T constructed in Theorem 11.5.1. Therefore, by Assertion 3 of the
Theorem 11.5.1, the process Z is continuous in probability, with a modulus of continu-
ity in probability δCp,δ (T) ≡ δCp(·,δT) which is is completely determined by δT.
2. Hence, trivially, the shifted process
Y ≡ ZN : Q∞×Ω→ S
is continuous in probability, with a modulus of continuity in probability δCp,δ (T) ≡
δCp(·,δT) which is completely determined by δT. Assertion 1 is proved.
3. To prove Assertion 2, let ε,γ > 0 be arbitrary. Define
δSRcp,δ (T)(ε,γ) ≡ δT(ε2, ι) (11.5.9)
where the operation ι is defined by ι(ε ′)≡ ε ′ for each ε ′ > 0.
Let h≥ 0 and s,r ∈ Qh be arbitrary with s≤ r < s+ δSRcp,δ (T)(ε,γ). Then
Qh = {0,∆h,2∆h, · · · ,1} ≡ {qh,0, · · · ,qh,p(h)}
where ∆ ≡ 2−h, ph ≡ 2h, .and qh,i ≡ i∆, for each i = 0, · · · , ph. Moreover, s = qh,i and
r = qh, j for some i, j = 0, · · · , ph with i ≤ j. Now let g ∈ C(Si+1,di+1) be arbitrary.
Then
Eg(Yq(h,0), · · · ,Yq(h,i))d(Ys,Yr) = Eg(Yq(h,0), · · · ,Yq(h,i))d(Yq(h,i),Yq(h, j))
≡ Eg(ZN+q(h,0), · · · ,ZN+q(h,i))d(ZN+s,ZN+r)
= Eg(ZN+0∆, · · · ,ZN+i∆)d(ZN+i∆,ZN+ j∆)
=
∫
E0(dx0)
∫
F
x(0),T
N+0∆,··· ,N+i∆,N+ j∆(d(x0, · · · ,xi,x j))g(x0, · · · ,xi)d(xi,x j)
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=
∫
E0(dx0)
∫
T
x(0)
N+0∆(dx1)
∫
T
x(1)
∆ (dx1) · · ·
∫
T
x(i−1)
∆ (dxi)
∫
T
x(i)
( j−i)∆(dx j)g(x0, · · · ,xi)d(xi,x j)
=
∫
E0(dx0)
∫
T
x(0)
∆ (dx1) · · ·
∫
T
x(i−1)
∆ (dxi)g(x0, · · · ,xi)T x(i)( j−i)∆d(xi, ·), (11.5.10)
where the next-to-last equality is because the family Fx(0),T of f.j.d.’s is generated by
the initial state x0 and Markov semigroupT, for each x0 ∈ S. Now consider each xi ∈ S.
Since the function d(xi, ·) has modulus of continuity ι , and since
( j− i)∆ = r− s< δSRcp,δ (T)(ε,1)≡ δT(ε2, ι),
we have, according to the definition of δT as the modulus of strong continuity of T, the
bound
|d(xi, ·)−T( j−i)∆d(xi, ·)| ≤ ε2 (11.5.11)
as functions on S. In particular,
|d(xi,xi)−T x(i)( j−i)∆d(xi, ·)| ≤ ε2. (11.5.12)
Consequently T x(i)
( j−i)∆d(xi, ·)≤ ε2 where xi ∈ S is arbitrary. Hence equality 11.5.10 can
be continued to yield
Eg(Yq(h,0), · · · ,Yq(h,i))d(Ys,Yr)≤
∫
E0(dx0)
∫
T
x(0)
∆ (dx1) · · ·
∫
T
x(i−1)
∆ (dxi)g(x0, · · · ,xi)ε2
≡ ε2Eg(Yq(h,0), · · · ,Yq(h,i)),
where g ∈C(Si+1,di+1) is arbitrary. It follows that
EUd(Ys,Yr)≤ ε2EU (11.5.13)
for eachU ∈ L(Yq(h,0),Yq(h,1), · · · ,Yq(h,i)). Now let γ > 0 be arbitrary, and take an arbi-
trary measurable set
A ∈ L(s,h) ≡ L(Yr : r ∈ [0,s]Qh) = L(Yq(h,0),Yq(h,1), · · · ,Yq(h,i)) (11.5.14)
with A ⊂ (d(x◦,Ys) ≤ γ), and with P(A) > 0. Let U ≡ 1A denote the indicator of A.
Then, in view of the relation 11.5.14, we have U ≡ 1A ∈ L(Yq(h,0),Yq(h,1), · · · ,Yq(h,i)).
Hence equality 11.5.13 holds, to yield
E1Ad(Ys,Yr)≤ ε2E1A (11.5.15)
Equivalently
EAd(Ys,Yr)≤ ε2
where EA is the conditional expectation given the event A. Chebychev’s inequality
therefore implies
PA(d(Ys,Yr)> α)≤ ε
for each α > 0. Here h ≥ 0, ε,γ > 0, and s,r ∈ Qh are arbitrary with s ≤ r < s+
δSRcp,δ (T)(ε,γ). Summing up, the process Y is strongly right continuous in the sense
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of Definition 10.7.3, with a modulus of strong right continuity δSRcp,δ (T). Assertion 2
is proved.
4. Proceed to prove Assertions 3-5. To that end, recall that d ≤ 1 by hypothesis.
Hence the process Y ≡ ZN : Q∞ ×Ω → (S,d) is trivially a.u. bounded, with a trivial
modulus of a.u. boundlessness
βauB(·,δT)≡ 1.
Combiningwith Assertion 2, we see that the conditions for Theorem 10.7.8 are satisfied
for the process
Y ≡ ZN : Q∞×Ω→ (S,d)
to be D-regular, with a modulus of D-regularity
mδ (T) ≡ m(βauB,δSRcp,δ (T))≡ m(1,δSRcp,δ (T))
and a modulus of continuity in probability δCp,δ (T), and for the process Y ≡ ZN to be
extendable by right-limit to an a.u. càdlàg process
ΦrLim(Z
N) : [0,1]×Ω→ S
which has the same modulus of continuity in probability δCp(·,βauB,δSRcp) as ZN , and
which has a modulus of a.u. càdlàg
δaucl,δ (T) ≡ δaucl(·,βauB,δSRcp,δ (T))≡ δaucl(·,1,δSRcp,δ (T)).
Recall here the right-limit extension ΦrLim from Definition 10.5.6. Assertion 3 is
proved.
5. Moreover, since the moduli δCp,δ (T) and mδ (T) are independent of the interval
{N,N+ 1], we see that the process
Z :Q∞×Ω→ (S,d)
is time-uniformly D-regular in the sense of Definition 10.10.3, with modulus of con-
tinuity in probability δ˜Cp,δ (T)≡ (δCp,δ (T),δCp,δ (T), · · · ), and with a modulus of D-
regularity m˜δ (T) ≡ (mδ (T),mδ (T), · · · ). This proves Assertion 4 of the present theorem
is proved.
6. To prove the remaining Asssertion 5. Consider the right-limit extension process
X ≡ΦrLim(Z) : [0,∞)× (Ω,L,E)→ (S,d).
Consider each N ≥ 0. Then clearly XN = ΦrLim(ZN) on the interval [0,1). Near the
end point 1, things are a bit more subtle. We need to recall that, since ΦrLim(ZN) is
a.u. càdlàg, it is continuous a.u. on [0,1]. Hence, for a.s.ω ∈ Ω, the funtion Z(·,ω) is
continuous at 1 ∈ [0,1]. It therefore follows that XN = ΦrLim(ZN) on the interval [0,1].
We saw in Step 4 that the process ΦrLim(ZN) is a.u. càdlàg, with a modulus of a.u.
càdlàg δaucl,δ (T).
7. Now note that, as an immediate consequence of Step 5, the process Z|]0,N+1] is
continuous in probability with modulus of continuity continuity in probability δCp,δ (T).
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It follows that the processs X |[N + 1] is continuous in probability with modulus of
continuity continuity in probability δCp,δ (T).
8.. Summing up the results in Steps 7 and 6, we see that the process X time-
uniformly a.u. càdlàg in the sense of Definition 10.10.4, with modulus of continuity
in probability δ˜Cp,δ (T)≡ (δCp,δ (T),δCp,δ (T), · · · ), and with a modulus of a.u. càdlàg
δ˜aucl,δ (T) ≡ (δaucl,δ (T),δaucl,δ (T), · · · ) . Assertions 5 and the theorem are proved.
Theorem 11.5.3. (Construction of a.u. càdlàg Markov Process from an initial
distribution and a semigroup, with parameter set [0,∞)). Let (S,d) be a compact
metric space with d ≤ 1. Let E0 be an arbitrary initial distribution on (S,d), and
let T ≡ {Tt : t ∈ [0,∞)} be an arbitrary Markov semigroup with state space (S,d),
with a modulus of strong continuity δT, and with a modulus of SMOOTHNESS αT ≡
(αT,N)N=1,2,··· in the sense of Definition 11.3.1.. Let
(Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the interval Θ0. Let
ZE(0),T|Q(∞) ≡ΦDKS,ξ (FE(0),T|Q(∞)) :Q∞×Θ0→ S
be the Markov process with initial distribution E0 and Markov semigroup T|Q∞, as
constructed in Assertion 2 of Theorem 11.5.1.
Then the following holds.
1. The right-limit extension
XE(0),T ≡ΦrLim(ZE(0),T|Q(∞)) : [0,∞)×Θ0→ (S,d)
is a time-uniformly a.u. càdlàg process.
2. The the process XE(0),T is Markov relative to its natural filtrationL ≡{L(t) : t ∈
[0,∞)}. Specifically, let v ≥ 0 and let t0 ≡ 0 ≤ t1 ≤ ·· · ≤ tm be an arbitrary sequence
in [0,∞),with m≥ 1. Then
I0( f (Xv+t(0), · · · ,Xv+t(m))|L(v)) = I0( f (Xv+t(0), · · · ,Xv+t(m))|Xv) = FX(v),T0,t(1)··· ,t(m) f ,
(11.5.16)
where F
∗,T
0,t(1)··· ,t(m) is the transition distribution in Definition 11.4.1.
3. Let FE(0),T denote the family of marginal f.j.d.’s of the process X. In the special
case where E0 ≡ δx assigns probability 1 to some point x ∈ S, write Fx,T ≡ Fδ (x),T.
Then the family FE(0),T is generated by the initial distribution E0 and the semigroupT,
in the sense of Definition 11.4.1. In particular, the family Fx,T is generated by the
initial state x and the semigroupT.
Proof. To minimize notational clutter, we will write a= b± c to mean |a− b| ≤ c, for
arbitrary real-valued expressions a,b,c. Let v≥ 0 and the sequence t0 ≡ 0≤ t1 ≤ ·· · ≤
tm in [0,∞) be arbitrary, but fixed. Let n ≥ 1 and v0 ≡ 0 ≤ v1 ≤ ·· · ≤ vn−1 in [0,v] be
arbitrary. Define vn+i ≡ v+ ti for each i= 0, · · · ,m. Note that
v0 ≡ 0≤ v1 ≤ ·· · ≤ vn+m.
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Fix any integer N ≥ 0 so large that vn+m ∈ [0,N− 1].
1. Assertion 1 of the present theorem is merely a restatement of Assertion 5 of
Proposition 11.5.2, which says that the right-limit extension X ≡ XE(0),T is a time-
uniformly a.u. càdlàg process, with a modulus of a.u. càdlàg δ˜aucl,δ (T)≡ (δaucl,δ (T),δaucl,δ (T), · · · )
and with a modulus of continuity in probability δ˜Cp,δ (T)≡ (δCp,δ (T),δCp,δ (T), · · · ). In
particular, the process X |[0,N+1] is continuous in probability, with a modulus of con-
tinuity in probability δCp,δ (T).
2. Proceed to prove Assertion 2, by extending the Markov proeperty of the process
Z to the process X . First,let L ≡ {L(t) : t ∈Q∞} be the natural filtration of the process
Z ≡ ZE(0),T|Q(∞). Assertion 2 of Theorem 11.5.1 says that the process Z ≡ ZE(0),T
is a Markov process relative to the filtration L . Specifically, let the nondecreasing
sequence 0≡ s0 ≤ s1 ≤ ·· · ≤ sm in Q∞, the function f ∈C(Sm+1,dm+1), and the pointy
t ∈ Q∞ be arbitrary. Then
I0( f (Zt+s(0),Zt+s(1), · · · ,Zt+s(m))|L(t)))
= I0( f (Zt+s(0),Zt+s(1), · · · ,Zt+s(m))|Zt)) = FZ(t),T|Q(∞)s(0),···,s(m) ( f ) (11.5.17)
as r.r.v.’s, where F∗,T |Q(∞)
s(0),··· ,s(m) is the transition distribution as in Definition 11.4.1.
3. Next, let L ≡ {L(t) : t ∈ [0,∞)} be the natural filtration of the process X . Let the
sequence 0≡ r0 ≤ r1 ≤ ·· · ≤ rn ≤ ·· · ≤ rn+m in [0,N]Q∞ be arbitrary. Let the function
g ∈C(Sn+1,dn+1) be arbitrary, with values in [0,1] and with modulus of continuity δg
and δ f respectively. Then equality 11.5.17 implies that
I0g(Zr(0), · · · ,Zr(n)) f (Zr(n), · · · ,Zr(n+m))
I0(I0g(Zr(0), · · · ,Zr(n)) f (Zr(n), · · · ,Zr(n+m))|L(r(n))))= I0g(Zr(0), · · · ,Zr(n))FZ(r(n)),T|Q(∞)0,r(n+1)−r(n),···,r(n+m)−r(n)( f ).
Since Xr = Zr for each r ∈ Q∞, this is equivalent to
I0g(Xr(0), · · · ,Xr(n)) f (Xr(n), · · · ,Xr(n+m))= I0g(Xr(0), · · · ,Xr(n))FX(r(n)),T0,r(n+1)−r(n),···,r(n+m)−r(n) f .
(11.5.18)
where F∗,T0,r(n+1)−r(n),···,r(n+m)−r(n) is the transition distribution as in Definition 11.4.1.
4. Next let ri ↓ vi for each i = 0, · · · ,n+m. Then the left-hand side of equality
11.5.18 converges to the limit
I0g(Xv(0), · · · ,Xv(n)) f (Xv(n), · · · ,Xv(n+m)),
thanks to the continuity in probability of the process X |[0,N+ 1].
5. Consider the right-hand side of equality 11.5.18. Let ε > 0 be arbitrary. As
observed in Step 1 above, the process X |[0,N+1] has a modulus of continuity in prob-
ability δCp,δ (T). Consequently, there exists δ0 > 0 so small that
I0|g(Xr(0), · · · ,Xr(n))− g(Xv(0), · · · ,Xv(n))|< ε (11.5.19)
prvided that
∨n
i=0(ri− vi)< δ0.
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6. Separately, Assertion 2 of Theorem 11.4.2 implies that there exists δm+1(ε,δ f ,δT,αT)>
0 such that, for arbitrary nondecreasing sequences 0≡ r0 ≤ r1 ≤ ·· · ≤ rm and 0≡ s0 ≤
s1 ≤ ·· · ≤ sm in [0,∞) with
m∨
i=0
|ri− si|< δm+1(ε,δ f ,δT,αT),
we have ∥∥∥F∗,Tr(0),r(1),··· ,r(m) f −F∗,Ts(0),s(1),···s(m) f∥∥∥ < ε. (11.5.20)
7. Suppose
n+m∨
i=0
(ri− vi)< 2−1δm+1(ε,δ f ,δT,αT)∧δCp,δ (T)(εδ f (ε))∧δ0. (11.5.21)
Let ri ≡ rn+i− rn and si ≡ ti = vn+i− vn for each i= 0, · · · ,m. Then ri,si ∈ [0,N], with
m∨
i=0
|ri− si| ≤ 2
n+m∨
i=0
(ri− vi)< δm+1(ε,δ f ,δT,αT).
Hence inequality 11.5.20 holds. For abbreviation, define
h≡ F∗,T
r(0),r(1),··· ,r(m) f
and
h≡ F∗,T
s(0),s(1),···s(m) f .
Then inequality 11.5.20 can be rewritten as∥∥h− h∥∥< ε. (11.5.22)
8. Since 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rm is a sequence in [0,N]∩ [0,∞), Assertion 1 of
Theorem 11.4.2implies that the function h ≡ F∗,T
r(0),r(1),··· ,r(m) f is a member of C(S,d),
with values in [0,1] and with a modulus of continuity δh ≡ α˜(m)α(T,N),ξ (δ f ), where the
operation α˜(m)
α(T,N),ξ
is the m-fold composite product operation
α˜
(m)
α(T,N),ξ
≡ α˜α(T,N),ξ ◦ · · · ◦ α˜α(T,N),ξ ,
where each factor on the right-hand side is as defined in Lemma 11.2.5.
9. Now suppose, in addition to the bound 11.5.21, we also have
n+m∨
i=0
(ri− vi)< δCp,δ (T)(εδh(ε)) ≡ δCp,δ (T)(εα˜(m)α(T,N),ξ (δ f )(ε)). (11.5.23)
Then, in particular, we have
rn− vn < δCp,δ (T)(εδh(ε)).
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Hence
I0d(Xr(n),Xv(n))< εδh(ε)
by the definition of δCp,δ (T) as a modulus of continuity in probability of the process
X |[0,N+ 1]. Therefore Chebychev’s inequality yields a measurable set A ⊂ Θ0 with
I0A
c < ε such that
A⊂ (d(Xr(n),Xv(n))< δh(ε)). (11.5.24)
10. Since the function h hasmodulus of continuity δh , relation 11.5.24 immediately
extends to
A⊂ (d(Xr(n),Xv(n))< δ f (ε))⊂ (|h(Xr(n))− h(Xv(n))|< ε).
As a reseult, we obtain the estimate
I0g(Xr(0), · · · ,Xr(n))FX(r(n)),T0,r(n+1)−r(n),···,r(n+m)−r(n) f
≡ (I0g(Xr(0), · · · ,Xr(n))h(Xr(n))1A)+ (I0g(Xr(0), · · · ,Xr(n))h(Xr(n))1Ac)
= (I0g(Xr(0), · · · ,Xr(n))h(Xr(n))1A)± ε
= (I0g(Xr(0), · · · ,Xr(n))h(Xv(n))1A)± ε. (11.5.25)
At this point, note that the bound 11.5.21 implies that
∨n
i=0(ri− vi) < δ0. Hence in-
equality 11.5.19 holds, and leads to
I0(g(Xr(0), · · · ,Xr(n))h(Xv(n))1A) = (I0g(Xv(0), · · · ,Xv(n))h(Xv(n))1A)± ε.
Therefore equality 11.5.25 can be continued, to yield
I0g(Xr(0), · · · ,Xr(n))FX(r(n)),T0,r(n+1)−r(n),···,r(n+m)−r(n)
= (I0g(Xv(0), · · · ,Xv(n))h(Xv(n))1A)± 2ε
= (I0g(Xv(0), · · · ,Xv(n))h(Xv(n))1A)+ (I0g(Xv(0), · · · ,Xv(n))h(Xv(n))1Ac)± 3ε
= I0g(Xv(0), · · · ,Xv(n))h(Xv(n))± 3ε
= I0g(Xv(0), · · · ,Xv(n))h(Xv(n))± ε± 3ε
= I0g(Xv(0), · · · ,Xv(n))h(Xv(n))± 4ε,
where we used the condition that the functions f ,g,h have values in [0,1], and where
the fourth equality is thanks to equality 11.5.22. Summing up, we have proved that
|I0g(Xr(0), · · · ,Xr(n))FX(r(n)),T0,r(n+1)−r(n),···,r(n+m)−r(n) f − I0g(Xv(0), · · · ,Xv(n))h(Xv(n))| ≤ 4ε
provided that the bounds 11.5.21 and 11.5.23 are satisfied. Since ε > 0 is arbitraily
small, we have proved the convergence of the right-hand side of equality 11.5.18, with,
specifically,
I0g(Xr(0), · · · ,Xr(n))FX(r(n)),T0,r(n+1)−r(n),···,r(n+m)−r(n) f → I0g(Xv(0), · · · ,Xv(n))h(Xv(n)),
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as ri ↓ vi for each i = 0, · · · ,n+m. In view of the convegence of the left-hand side of
the same equality 11.5.18, as observed in Step 4, the two limits are equal. Thus
I0g(Xv(0), · · · ,Xv(n)) f (Xv(n), · · · ,Xv(n+m)) = I0g(Xv(0), · · · ,Xv(n))h(Xv(n)), (11.5.26)
where the function g ∈ C(Sn+1,dn+1) is arbitrary with values in [0,1], and where the
integer n ≥ 1 and the sequence 0 ≡ v0 ≤ v1 ≤ ·· · ≤ vn−1 are arbitrary. Hence, by
linearity, equality 11.5.26 implies that
I0Y f (Xv(n), · · · ,Xv(n+m)) = I0Yh(Xv(n))
for each r.r.v. Y in the family
Gv(n)≡{g(Xv(0), · · · ,Xv(n−1),Xv(n)) : g∈C(Sn+1,dn+1);(v0, · · · ,vn−1)∈ Sn;v0≤ v1≤ ·· ·≤ vn−1≤ vn}
Since the family Gv(n) is dense in the space L
(v(n)) ≡ L(v) relative to the norm I0| · |, it
follows that
I0Y f (Xv(n), · · · ,Xv(n+m)) = I0Yh(Xv(n)) (11.5.27)
for each Y ∈ L(v). Siince h(Xv(n)) ∈ Gv(n) ⊂ L(v), we obtain the conditional expectation
I0( f (Xv(n), · · · ,Xv(n+m))|L(v)) = h(Xv(n))≡ FX(v(n)),Ts(0),s(1),···s(m)) f . (11.5.28)
In the special case of an arbitrary Y ∈ L(Xv)⊂ L(v), equality 11.5.27 holds. Hence
I0( f (Xv(n), · · · ,Xv(n+m))|Xv) = h(Xv(n))≡ FX(v(n)),Ts(0),s(1),···s(m)) f . (11.5.29)
Recall that vn+i ≡ v+ ti and si ≡ ti, for each i= 0, · · · ,m, and recall that t0 ≡ 0. Equal-
ities 11.5.28 and 11.5.29 can then be rewritten as
I0( f (Xv+t(0), · · · ,Xv+t(m))|L(v)) = FX(v),T0,t(1),··· ,t(m) f . (11.5.30)
and
I0( f (Xv+t(0), · · · ,Xv+t(m))|Xv) = FX(v),T0,t(1),··· ,t(m). (11.5.31)
The lasst two equality together yield the desired equality 11.5.16. Assertion 2 is proved.
[
11. Finally, note that, by Assertion 2 of Theorem 11.4.2,the consistent family
FE(0),T|Q(∞) is generated by the initial distribution E0 and the semigroup T|Q∞, in the
sense of Definition 11.4.1. Hence, for each sequence 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rn ≤ ·· · ≤
rn+m in Q∞ and for each f ∈C(Sm,dm), we have
F
E(0),T
r(1),··· ,r(m) f ≡ I0 f (Xr(1), · · · ,Xr(m)) = I0 f (Zr(1), · · · ,Zr(m))
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm).
(11.5.32)
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Because the process is continuous in probability, and because the semigroup is strongly
continuous, this equality extends to
F
E(0),T
r(1),··· ,r(m) f
=
∫
E0(dx0)
∫
T
x(0)
r(1) (dx1)
∫
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm)
(11.5.33)
for each sequence 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rn ≤ ·· · ≤ rn+m in [0,∞). Thus the family is
FE(0),T is generated by the initial distribution E0 and the semigroupT, in the sense of
Definition 11.4.1. Assertion 3 and the theorem are proved.
11.6 Continuity of Construction
In this section, we will prove that the construction in Theorem 11.5.3 of a Markov pro-
cess from an initial state x and a semigroup T is uniformly metrically coontinuous over
each subspace of semigroups T whose members share a common modulus of strong
continuity and share a common modulus of smoothness. We will limit the discussion
to the parameter set Q=Q∞or Q= [0,∞). The case of Q= {0,1, · · ·} being similar.
First we specify a compact state space, and define a metric on the space of Markov
semigroups.
Definition 11.6.1. (Specification of state space, its binary approximation, and par-
tition of unity). In this section, unless otherwise spacified, (S,d) will denote a given
compact metric space, with d ≤ 1, and with a fixed reference point x◦ ∈ S. Recall that
ξ ≡ (Ak)k=1,2,··· is a binary approximation of (S,d) relative to x◦, and that
pi ≡ ({gk,x : x ∈ Ak})k=1,2,···
is the partition of unity of (S,d) determined by ξ , as in Definition 3.2.4. Recall that
|Ak| denotes the number of elements in the discrete finite subset Ak ⊂ S, for each k≥ 1.
For each n≥ 1 let ξ n denote the n-th power of ξ , and let pi (n)denote the correspond-
ing partition of unity for (Sn,dn), Thus, for each n≥ 1, the sequence ξ n ≡ (A(n)k )k=1,2,···
is the product binary approximation for (Sn,dn) relative to the reference point x(n)◦ ≡
(x◦, · · ·x◦) ∈ Sn, and
pi (n) ≡ ({g(n)k,x : x ∈ A
(n)
k })k=1,2,···
is the partition of unity of (Sn,dn) determined by the binary approximation ξ ≡ (Ak)k=1,2,···≡
(A
(1)
k )k=1,2,··· of (S,d). For each k ≥ 1, the set A
(n)
k is an 2
k-approximation of the
bounded subset
(dn(·,(x◦, · · · ,xo)≤ 2k)⊂ Sn.
To lessen the burden of subscripts, we write A(n)k and An,k interchangeably, for each
n≥ 1.
We will use the notations in Definitions 11.0.2 related to the enumerated set Q∞ ≡
{u0,u1, · · · }.
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
Definition 11.6.2. (Metric space of Markov semigroups). Let (S,d) be the specified
compact metric space, with d ≤ 1. Suppose Q= Q∞or Q= [0,∞). Let T be family of
all Markov semigroups on the parameter set Q and with the compact metric state space
(S,d). For each n≤ 0 write ∆n ≡ 2−n . Define the metric ρT ≡ ρT ,ξ on the family T
by
ρT (T,T)≡ ρT ,ξ (T,T)≡
∞
∑
n=0
2−n−1
∞
∑
k=1
2−k|Ak|−1 ∑
z∈A(k)
∥∥T∆(n)gk,z−T∆(n)gk,z∥∥
for arbitrary members T ≡ {Tt : t ∈ Q} and T ≡ {T t : t ∈ Q} of the family T . Here
‖·‖ stands for the supremum norm onC(S,d).
It follows easily from the strong continuity of the semigorups T that ρT is in fact a
metric. Note that ρT ≤ 1. Let (S×T ,d⊗ρT ) denote the product metric metric space
of (S,d) and (T ,ρT ).
For each T≡ {Tt : t ∈ Q} ∈T , define the semigroup T|Q∞ ≡ {Tt : t ∈ Q∞}. Then
ρT ,ξ (T|Q∞,T|Q∞) = ρT ,ξ (T,T).
In other words, the mapping
Ψ : (T ,ρT ,ξ )→ (T |Q∞,ρT ,ξ ),
defined by Ψ(T)≡ T|Q∞ for each T ∈ T , is an isometry.

The next theorem proves the promised continuity of construction in the case where
the parameter set is Q∞. Then the sunsequent Theorem 11.6.4 will prove a similar
continuity in the case where the parameter set [0,∞).
Theorem 11.6.3. (Continuity of construction of family of transition f.j.d.’s from
initial state and semigroup, for discrete parameters). Let (S,d) be the specified
compact metric space, with d ≤ 1. Let T (δ ,α) be an arbitrary family of Markov
semigroups with parameter set Q∞ and state space (S,d), such that all its members T ∈
T (δ ,α) share a common modulus of strong continuity δT = δ , and share a modulus
of smoothness αT = α, in the sense of Definition 11.3.1. Thus T (δ ,α) is a subset of
(T ,ρT ), and, as such, inherits the metric ρT ,ξ introduced in Definition 11.6.2. Recall
from Definition 6.2.7 the metric space (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞)) of consistent families of
f.j.d.’s with paramter set Q∞ and state space (S,d).
Then the mapping
ΦSg, f jd : (S×T (δ ,α),d⊗ρT ,ξ )→ (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞)),
constructed in Assertion 4 of Theorem 11.4.2, is uniformly continuous, with a modulus
of continuity δSg, f jd(·,δ ,α,‖ξ‖) determined by the moduli δ ,α and by the modulus of
local compactness ‖ξ‖ ≡ (|An|)n=1,2,···of (S,d).
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Proof. 1. Let (x,T),(x,T) ∈ S×T (δ ,α) be arbitrary. For abbreviation, write F ≡
Fx,T ≡ΦSg, f jd(x,T) and F ≡ Fx,T ≡ΦSg, f jd(x,T). Define the distance
ρ0 ≡ (d⊗ρT )((x,T),(x,T))≡ d(x,x)∨ρT (T,T) (11.6.1)
2. Let ε0 > 0 be arbitrary, but fixed till further notice. Take M ≥ 0 so large that
2−N−1 < 13ε0, where N ≡ p2M ≡ 22M. Write ∆≡ ∆M ≡ 2−M for abbreviation. Then, in
the notations of Definitions 11.0.2, we have
QM ≡ {u0,u1, · · · ,up(2M)} ≡ {u0,u1, · · · ,uN}= {0,∆,2∆, · · · ,N∆} (11.6.2)
as enumerated sets. Thus un = n∆ for each n = 0, · · · ,N. For abbreviation, also write
K ≡ N+ 1, and
γN ≡ (N+ 1)−12−N−2.
Then 2−K = 2−N−1 < 13ε0.
3. By Definition 6.2.7, we have
ρ̂Marg,ξ ,Q(∞)(F,F)≡
∞
∑
n=0
2−n−1ρDist,ξ n+1(Fu(0),···,u(n),Fu(0),··· ,u(n))
≤
N
∑
n=0
2−n−1ρDist,ξ n+1(Fu(0),···,u(n),Fu(0),··· ,u(n))+ 2
−N−1
≤
N
∑
n=0
2−n−1ρDist,ξ n+1(F0,∆,··· ,n∆,F0,∆,··· ,n∆)+
1
3
ε0. (11.6.3)
For each n≥ 0, the metric ρDist,ξ n+1 was introduced in Definition 5.3.4 for the space of
distributions on (Sn+1,dn+1), where it is observed that ρDist,ξ n+1 ≤ 1 and that sequential
convergence relative to ρDist,ξ n+1 is equivalent to weak convergence.
4. We will prove that the n-th summand in the last sum in equality is bounded by
2−n−1 23ε0, for each n= 0, · · · ,N, provided that the the distance ρ0 is sufficiently small.
To that end, let n = 0, · · · ,N be arbitrary, but fixed till further notice. Then, in the
n-th summand on the right-hand side of inequality 11.6.3, we have
ρDist,ξ n+1(F0,∆,··· ,n∆,F0,∆,··· ,n∆)
≡
∞
∑
k=1
2−k|An+1,k|−1 ∑
y∈A(n+1,k)
|F0,∆,··· ,n∆g(n+1)k,y −F0,∆,··· ,n∆g
(n+1)
k,y |
≤
K
∑
k=1
2−k|An+1,k|−1 ∑
y∈A(n+1,k)
|F0,∆,··· ,n∆g(n+1)k,y −F0,∆,··· ,n∆)g
(n+1)
k,y |+ 2−K,
<
K
∑
k=1
2−k|An+1,k|−1 ∑
y∈A(n+1,k)
|F0,∆,··· ,n∆g(n+1)k,y −F0,∆,··· ,n∆)g
(n+1)
k,y |+
1
3
ε0 (11.6.4)
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where the first equality is fromDefinition 5.3.4 for the distribution metric ρDist,ξ n+1 , and
where, for each k≥ 1 and each y ∈ An+1,k, the basis function g(n+1)k,y ∈C(Sn+1,dn+1) is
from the partition of unity
pi (n+1) ≡ ({g(n+1)k,y : y ∈ An+1,k})k=1,2,···
of (Sn+1,dn+1) relative to the 2−k-apprximationAn+1,k of the metric space (Sn+1,dn+1),
as specified in Definition 11.6.1.
5. Next, with n= 0, · · · ,N arbitrary but fixed, we will show that
|F0,∆,··· ,n∆g(n+1)k,y −F0,∆,··· ,n∆g
(n+1)
k,y | ≤ 3−1ε0
for each k = 0, · · · ,K and for each y ∈ An+1,k. Note that, according to Assertion 5 of
Theorem 11.4.2, we have
F0,∆,···,n∆ ≡ Fx,T0,∆,··· ,n∆ = (1T x∆ )(2T∆)) · · · (nT∆)
where the factors on the right hand side are one-step transition distributions accord-
ing to T∆, as defined in Lemma 11.2.5. A similar equality holds for F0,∆,··· ,n∆ and T.
Therefore it suffices to prove that
|(T x∆ )(2T∆) · · · (nT∆)g(n+1)k,y − (1T
x
∆)(
2T∆)) · · · (nT∆)g(n+1)k,y | ≤ 3−1ε0 (11.6.5)
for each k = 0, · · · ,K and for each y ∈ An+1,k.
6. To that end, let p= 0, · · · ,n be arbitrary. Define the finite family
Gp ≡ {(p+1T∆)) · · · (nT∆)g(n+1)k,y : k = 0, · · · ,K and y ∈ An+1,k} ⊂C(Sp+1,d p+1),
with the understanding that the composite mapping (p+1T∆)) · · · (nT∆) stands for the
identity mapping if p= n. Thus
Gn = {g(n+1)k,y : k = 0, · · · ,K and y ∈ An+1,k} ⊂C(Sn+1,dn+1).
7. We will prove by backward induction, that, for each p = n,n− 1, · · · ,0, there
exists an operation ρp : (0,∞)→ (0,∞) and an operation δ˜p : (0,∞)→ (0,∞) such that
(i) δ˜p is a modulus of continuity of each of the members of Gp, and (ii) if p < n, then
for each ε ′ > 0, we have ∨
g∈G(p)
∥∥(pT∆)g− (pT∆)g∥∥< ε ′
provided that the distance ρ0 is bounded by
ρ0 < ρp(ε
′).
8. Start with p = n. Arbitrarily define ρn ≡ 1. Then the operation ρn trivially
satisfies Condition (ii) in Step 7. Consider each g ∈ Gn. Then g = g(n+1)k,y for some
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k= 0, · · · ,K and y∈ An+1,k. According to Proposition 3.2.3, the basis function g(n+1)k,y ∈
C(Sn+1,dn+1) has Lipschitz constant 2 · 2k ≤ 2K+1 = 2N+2, and has values in [0,1].
Thus the function g has modulus of continuity δ˜n defined by δ˜n(ε ′)≡ 2−N−2ε ′ for each
ε ′ > 0. Since g ∈ Gn is arbitrary, the modulus δ˜n satisfies Condition (i) in Step 7. The
pair δ˜n,ρn has been constructed to satisfy Conditions (i) and (ii), in the case where
p= n.
9. Suppose, for some p = n,n− 1, · · · ,1, the pair of operations δ˜p,ρp has been
constructed to satisfiy the Conditions (i) and (ii) in Step 7. We proceed to construct the
pari δ˜p−1,ρp−1 . Let ε ′ > 0 be arbitrary. Consider each
g ∈ Gp−1 ≡ {(pT∆)) · · · (nT∆)g(n+1)k,y : k = 0, · · · ,K and y ∈ An+1,k}
= (pT∆)Gp ⊂C(Sp,d p)
Then g = (pT∆)g for some g ∈ Gp. By Condition (ii) in the backward induction hy-
pothesis, the function g has modulus of continuity δ˜p. Lemma 11.2.5 therefore says
that the function g= (pT∆)g has modulus of continuity given by
δ˜p−1 ≡ α˜α(T (∆)),ξ (δ˜p),
where the modulus of smoothness α˜α(T (∆)),ξ is as defined in Lemma 11.2.5. Since
g ∈ Gp−1 is arbitrary, we see that δ˜p−1 satisfies Condition (i) in Step 7. It remains to
construct ρp−1to satisfy Condition (ii) in Step 7.
10. To that end, let ε ′ > 0 be arbitrary. Take h≥ 1 so large that
2−h <
1
2
δ˜p(
1
3
ε ′). (11.6.6)
Define
ρp−1(ε ′)≡ ρp(ε ′)∧2−M−12−h|Ah|−1ε ′. (11.6.7)
Consider each g ∈ Gp−1. By Step 9 above, the function g has modulus of conti-
nuity δ˜p−1. Let (w1, · · · ,wp−1) ∈ Sp−1 be arbitrary, and consider the function f ≡
g(w1, · · · ,wp−1, ·) ∈C(S,d). Then clearly f has the same modulus of continuity δ˜p−1.
Recall that {gh,z : z ∈ Ah} is a 2−h-partition of unity corresponding to Ah, where Ah
is a 2−h-approximation of the compact metric space (S,d). Hence, by Definition , we
have3.1.1
S⊂ (d(·,x◦)≤ 1)⊂ (d(·,x◦)≤ 2h)⊂
⋃
z∈A(h)
(d(·,z)≤ 2−h)
Therefore, trivially, the function f ∈C(S,d) has the set ⋃z∈A(h)(d(·,z) ≤ 2−h) as sup-
port. Hence, in view of inequality 11.6.6, the conditions in the hypothesis of Proposi-
tion 3.2.6 are satsified. Accordingly,∥∥∥∥∥ f − ∑
z∈A(h)
f (z)gh,z
∥∥∥∥∥≤ ε ′ (11.6.8)
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on S. Consequently, ∥∥∥∥∥T∆ f − ∑
z∈A(h)
f (z)T∆gh,z
∥∥∥∥∥≤ ε ′ (11.6.9)
and, similarly, ∥∥∥∥∥T∆ f − ∑
z∈A(h)
f (z)T ∆gh,z
∥∥∥∥∥≤ ε ′. (11.6.10)
11. Now suppose ρ0 < ρp−1(ε ′). Then
∞
∑
j=0
2− j−1
∞
∑
h′=1
2−h
′ |Ah′ |−1 ∑
z∈A(h′)
∥∥T∆( j)gh′,z−T∆( j)gh′,z∥∥≡ ρT ,ξ (T,T)≡ ρ0< ρp−1(ε ′).
Consequently,
2−M−12−h|Ah|−1 ∑
z∈A(h)
∥∥T∆(M)gh,z−T∆(M)gh,z∥∥< ρp−1(ε ′).
Recall that ∆M ≡ 2−M ≡ ∆. The last inequality can be rewritten as
2−M−12−h|Ah|−1 ∑
z∈A(h)
∥∥T∆gh,z−T∆gh,z∥∥< ρp−1(ε ′).
Therefore, since the function f has values in [0,1], we have∥∥∥∥∥ ∑
z∈A(h)
f (z)T∆gh,z− ∑
z∈A(h)
f (z)T∆gh,z
∥∥∥∥∥
≤ ∑
z∈A(h)
∥∥ f (z)T∆gh,z− f (z)T ∆gh,z∥∥≤ ∑
z∈A(h)
∥∥T∆gh,z−T∆gh,z∥∥
< 2M+12h|Ah|ρp−1(ε ′)≤ ε ′, (11.6.11)
where the last inequality follows from the defining formula 11.6.7.
12. Combining inequalities 11.6.11, 11.6.10, and 11.6.9, we obtain, by the triangle
inequality, ∥∥T∆ f −T∆ f∥∥≤ 3ε ′.
In other words, ∥∥T∆g(w1, · · · ,wp−1, ·)−T∆g(w1, · · · ,wp−1, ·)∥∥≤ 3ε ′,
where (w1, · · · ,wp−1) ∈ Spis arbitrary. Consequently∥∥p−1T∆g− p−1T∆g∥∥≤ 3ε ′.
where ε ′ > 0 and g ∈ Gp−1 are arbitrary, provided that ρ0 < ρp−1(ε ′).
13. In short, the operation ρp−1 has been constructed to satisfy Condtion (ii) in
Step 7. The backward induction is completed, and we have obtained the pair (δ˜p,ρp)
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for each p= n,n−1, · · · ,0 to satisfy Conditions (i) and (ii) in Step 7. In particular, we
obtained the pair (δ˜0,ρ0). of operations.
14. Now let ε ′ ≡ 3−1(n+ 2)−1ε0. Suppose
ρ0 < δSg, f jd(ε0,δ ,α,‖ξ‖)≡ ρ0(ε ′)∧ δ˜0(ε ′).
Let p = 1, · · ·n and g ∈Gp, be arbitrary. Then
(pT∆)g ∈ Gp−1, (11.6.12)
Moreover, as a result of the built-in monotonicity of the operations ρp in the defining
formula11.6.7, we have ρ0 < ρp(ε
′). Hence, by Condition (ii) in Step 7, we have
(pT∆)g= (
pT∆)g± ε ′.
Therefore, since the transition distributions (1T∆), · · · ,(p−1T∆) are contraction map-
pings, it follows that
(1T∆)(
2T∆) · · · (p−2T∆)(p−1T∆)(pT∆)g
= (1T∆)(
2T∆) · · · (p−2T∆)(p−1T∆)(pT∆)g± ε ′ (11.6.13)
15. Finally, let k = 0, · · · ,K and y ∈ An+1,k. be arbitrary. Let g ≡ g(n+1)k,y ∈ Gn.
Hence, using equality 11.6.13 repeatedly, we obtain
F
∗,T
0,∆,···,n∆g= (
1T∆)(
2T∆) · · · (n−1T∆)(nT∆)g
= (1T∆)(
2T∆) · · · (n−1T∆)(nT∆)(n+1T∆)g± ε ′
= (1T∆)(
2T∆) · · · (n−1T∆)(nT∆)(n+1T∆)g± 2ε ′
= · · ·
= (1T∆)(
2T∆) · · · (n−1T∆)(nT∆)(n+1T∆)g± (n+ 1)ε ′
= F∗,T0,∆,··· ,n∆g± (n+ 1)ε ′. (11.6.14)
16. Moreover, by Condition (i) in Step 7, the function
F
∗,T
0,∆,··· ,n∆g= (
1T∆)(
2T∆) · · · (n−1T∆)(nT∆)g ∈ G0
has modulus of continuity δ˜0. Therefore
F
x,T
0,∆,···,n∆g= F
x,T
0,∆,···,n∆g± ε ′
because
d(x,x)≤ ρ0 < δSg, f jd(ε0,δ ,α,‖ξ‖)≡ ρ0(ε ′)∧ δ˜0(ε ′)≤ δ˜0(ε ′).
By symmetry,
F
x,T
0,∆,··· ,n∆g= F
x,T
0,∆,··· ,n∆g± ε ′. (11.6.15)
Yuen-Kwok Chan 450 Constructive Probability
11.6. CONTINUITY OF CONSTRUCTION
Equalities 11.6.14 and 11.6.15 together imply
F
x,T
0,∆,··· ,n∆g= F
x,T
0,∆,··· ,n∆g± (n+ 1)ε ′= Fx,T0,∆,··· ,n∆g± (n+ 1)ε ′± ε ′
= Fx,T0,∆,··· ,n∆g± (n+ 2)ε ′≡ Fx,T0,∆,··· ,n∆g± 3−1ε0,
Equivalently,
(T x∆ )(
2T∆) · · · (nT∆)g(n+1)k,y = (1T
x
∆)(
2T∆)) · · · (nT∆)g(n+1)k,y ± 3−1ε0 (11.6.16)
where k= 0, · · · ,K and y∈ An+1,k. are arbitrary. The desired equality 11.6.5 followsfor
each n= 0, · · · ,N. In turn, inequalities 11.6.4 and 11.6.3 then imply that
ρ̂Marg,ξ ,Q(∞)(ΦSg, f jd(x,T),ΦSg, f jd(x,
︷︸︸︷
T ))
= ρ̂Marg,ξ ,Q(∞)(F,F)≤ 3−1ε0+ 3−1ε0+ 3−1ε0 = ε0,
provide that the distance ρ0 ≡ (d⊗ρT )((x,T),(x,T)) is bounded by
ρ0 < δSg, f jd(ε0,δ ,α ,‖ξ‖).
Summing up, δSg, f jd(·,α ,‖ξ‖) is a modulus of continuity of the mapping ΦSg, f jd . The
theorem is proved.
Following is the main theorem of the section. It proves the continuity of construc-
tion in the case where the parameter set is [0,∞).
Theorem 11.6.4. (Construction of time-uniformly a.u. càdlàg Markov process
from an initial state and aMarkov semigroup on [0,∞), and continuity of said con-
struction). Let (S,d) be the specified compact metric space, with d ≤ 1. Let T (δ ,α)
be an arbitrary family of Markov semigroups with parameter set ]0,∞) and state space
(S,d), such that all its members T ∈ T (δ ,α) share a common modulus of strong con-
tinuity δT = δ , and share a common modulus of smoothness αT = α , in the sense of
Definition 11.3.1. Thus T (δ ,α) is a subset of (T ,ρT ,ξ ), and, as such, inherits the
metric ρT ,ξ introduced in Definition 11.6.2. Recall from 6.2.9. the space F̂Cp([0,∞),S)
of consistent families of f.j.d.’s which are continuout in probability, equipped with the
metric ρ̂Cp,ξ ,[0,∞)|Q(∞) introduced in Definition 6.2.11. Then the following holds.
1. There exists a uniformly continuous mapping
ΦSg, f jd : (S×T (δ ,α),d⊗ρT ,ξ )→ (F̂Cp([0,∞),S), ρ̂Cp,ξ ,[0,∞)|Q(∞))
such that, for each (x,T) ∈ S×T (δ ,α), the family F ≡ΦSg, f jd(x,T) of f.j.d.’s is gen-
erated by the initial state x and the semigroup T, in the sense of Definition 11.4.1
Roughly speaking, we can generate, from an initial state and a semigroup the corre-
sponding f.j.d.’s, and the generation is continuous. We will write Fx,T ≡ ΦSg, f jd(x,T)
and call it the family of f.j.d.’s generated by the initial state and the semigroup T.
In particular, for each T ∈ T (δ ,α), the function
F∗,T ≡ΦSg, f jd(·,T) : (S,d)→ (F̂Cp([0,∞),S), ρ̂Cp,ξ ,[0,∞)|Q(∞))
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is uniformly continuous. Consequently, for each m ≥ 1, f ∈ C(Sm,dm), and nonde-
creasing sequence r1 ≤ ·· · ≤ rm in [0,∞), the function
F
∗,T
r(1),··· ,r(m) f : (S,d)→ R
is uniformly continuous on (S,d).
2. There exists a uniformly continuous mapping
ΦSg,clMk : (S×T (δ ,α),d⊗ρT ,ξ )→ (D̂[0,∞), ρ˜D̂[0,∞)),
where (D̂[0,∞), ρ˜
D̂[0,∞)) is the metric space of a.u. càdlàg process with some sample
space (Ω,L,E) and with parameter set [0,∞), as defined in Definition 10.10.4. Specif-
ically
ΦSg,clMk ≡ΦrLim ◦ΦDKS,ξ ◦ΦSg, f jd ◦Ψ,
where the component mappings on the right-hand side have been previously defined
and will be recalled in detail in the proof. Roughly speaking, we can construct, from an
initial state and a semigroup, a corresponding a.u. càdlàg process X x,T≡ΦSg,clMk(x,T),
and prove that the construction is continuous.
Moreover, X x,T has a modulus of a.u. càdlàg δ˜
aucl,δ ≡ (δaucl,δ ,δaucl,δ , · · · ) and
has a modulus of continuity in probability δ˜
Cp,δ ≡ (δCp,δ ,δCp,δ , · · · ). In other words,
X x,T ∈ D̂
δ˜ (aucl,δ ),δ˜(Cp,δ )
[0,∞).Hence the functionΦSg,clMk has range in D̂δ˜ (aucl,δ ),δ˜ (Cp,δ)[0,∞),
and we can regard it as a uniformly continuous mapping
ΦSg,clMk : (S×T (δ ,α),d⊗ρT ,ξ )→ D̂δ˜ (aucl,δ ),δ˜ (Cp,δ)[0,∞).
3. Let (x,T) ∈ S×T (δ ,α) be arbitrary. Then the process
X x,T ≡ΦSg,clMk(x,T) : [0,∞)× (Ω,L,E)→ (S,d),
constructed in Assertion 2 above, is Markov relative to its natural filtration L . More
precisely, for each t ≥ 0, define
L
(t) ≡ L(X x,Ts : s ∈ [0, t]}
and define L ≡ {L(t) : t ≥ 0}. Let the nondecreasing sequence 0 ≡ s0 ≤ s1 ≤ ·· · ≤ sm
in [0,∞), the function f ∈C(Sm+1,dm+1), and t ≥ 0 be arbitrary. Then
E( f (Xt+s(0),Xt+s(1), · · · ,Xt+s(m))|L(t))
= E( f (Xt+s(0),Xt+s(1), · · · ,Xt+s(m))|Xt) = FX(t),Ts(0),··· ,s(m)( f ) (11.6.17)
as r.r.v.’s.
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Proof. We will prove Assertion 2 first, then Assertions 3 and 1. To that end, let
(Ω,L,E)≡ (Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the unit interval Θ0.
1. Let T ∈T (δ ,α) be arbitrary. Then, since T is a Markov semigroup with param-
eter set [0,∞), it is trivial to verify the conditions in Definition 11.3.1 for its restriction
T|Q∞ to be a Markov semigroup with parameter set Q∞, with the same modulus of
strong continuity δT = δ and modulus of smoothness αT = α .
2. Define the set T (δ ,α)|Q∞ ≡ {T|Q∞ : T ∈ T (δ ,α)}, and equip it with the
metric ρT ,ξ introduced in Definition 11.6.2. As observed in Step 1 above, members
of the family T (δ ,α)|Q∞ share the the common δ and commonα.As observed in
Definition 11.6.2, the mapping
Ψ : (T (δ ,α),ρT ,ξ )→ (T (δ ,α)|Q∞,ρT ,ξ ),
defined by Ψ(T) ≡ T|Q∞ for each T ∈ T (δ ,α), is trivally an isometry. Hence the
mapping
Ψ : (S×T (δ ,α),d⊗ρT ,ξ )→ (S×T (δ ,α)|Q∞,d⊗ρT ,ξ ),
defined by Ψ(x,T) ≡ (x,Ψ(T)) for each (x,T) ∈ S×T (δ ,α), is, in turn, trivially
uniformly continuous.
3. Theorem 11.6.3 herefore says that the mapping
ΦSg, f jd : (S×T (δ ,α)|Q∞,d⊗ρT ,ξ )→ (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞)),
constructed in Assertion 4 of Theorem 11.4.2, is uniformly continuous, with a modulus
of continuity δSg, f jd(·,δ ,α ,‖ξ‖) completely determined by the moduli δ ,α and the
modulus of local compactness ‖ξ‖ ≡ (|An|)n=1,2,···of (S,d).
4. Separately, Theorem6.4.3 says that the Compact Daniell-Kolmogorov-Skorokhod
Extension
ΦDKS,ξ : (F̂(Q∞,S), ρ̂Marg,ξ ,Q(∞))→ (R̂(Q∞×Θ0,S), ρ̂Prob,Q(∞))
is uniformly continuous with a modulus of continuity δDKS(·,‖ξ‖) dependent only on
‖ξ‖.
5. Combining, we see that the compositemappingΦDKS,ξ ◦ΦSg, f jd ◦Ψ is uniformly
continuous. Now consider the range of this composite mapping. Specifically, take an
arbitrary (x,T) ∈ S×T and consider the image
Z ≡ΦDKS,ξ (ΦSg, f jd(Ψ(x,T))).
where
F ≡ΦSg, f jd(x,T|Q∞)
is the consistent family constructed in Assertion 3 of Theorem 11.4.2, and is generated
by the initial state x and the semigroup T|Q∞, in the sense of Definition 11.4.1. In the
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notations of Theorem 11.4.2, we have F ≡ Fx,T|Q(∞). Thus Z ≡ΦDKS,ξ (Fx,T|Q(∞)) and,
by the definition of the mapping ΦDKS,ξ , the process Z has marginal distributions given
by the faamily Fx,T|Q(∞). In particular Z0 = x.
6. Since the semigroup T|Q∞ has modulus of strong continuuity δ , Assertion 1
of Theorem 11.5.1 implies that the process Z ≡ ΦDKS,ξ (Fx,T|Q(∞)) is generated by
the initial state x and semigroup T|Q∞, in the sense of Definition 11.4.1. Hence, by
Assertions 4 of Proposition 11.5.2, the process Z is time-uniformly D-regular in the
sense of Definition 10.10.3, with some modulus of continuity in probability δ˜
Cp,δ
≡ (δ
Cp,δ ,δCp,δ , · · · ) and with some modulus of D-regularity m˜δ ≡ (mδ ,mδ , · · · ). In
the notations of we have Z ∈ R̂
Dreg,δ˜ (Cp,δ),m˜(δ ).
(Q∞×Ω,S). Summing up, we see that
the range of the composite mapping ΦDKS,ξ ◦ΦSg, f jd ◦Ψ is contained in the subset
R̂
Dreg,δ˜ (Cp,δ),m˜(δ ).
(Q∞ ×Ω,S) of (R̂(Q∞ ×Θ0,S), ρ̂Prob,Q(∞)). Thus we have the uni-
formly continuous mapping
ΦDKS,ξ ◦ΦSg, f jd ◦Ψ : (S×T (δ ,α),d⊗ρT ,ξ )→ (R̂Dreg,δ˜ (Cp,δ),m˜(δ ).(Q∞×Ω,S), ρ̂Prob,Q(∞)).
In the notations of Theorem 11.5.1, we defined Zx,T|Q(∞) ≡ΦDKS,ξ (.Fx,T|Q(∞)). Hence
Z = Zx,T|Q(∞). Therefore, by the definiton of ΦDKS,ξ , the process Z has marginal distri-
butions given by the family Fx,T|Q(∞).
7. Moreover, by Assertions 5 Proposition 11.5.2, the right-limit extension
X ≡ΦrLim(Z) : [0,∞)× (Ω,L,E)→ (S,d)
is a well-defined time-uniformly a.u. càdlàg process on [0,∞), in the sense of Definition
10.10.4, with some modulus of a.u. càdlàg δ˜
aucl,δ ≡ (δaucl,δ ,δaucl,δ , · · · ) and with the
modulus of continuity in probability δ˜Cp,δ . In short X ≡ΦrLim(Z) ∈ D̂[0,∞).
8. Since (x,T) ∈ S×T is arbitrary, the composite mappping ΦrLim ◦ΦDKS,ξ ◦
ΦSg, f jd ◦Ψ is well defined. We have already seen that the mappingΦDKS,ξ ◦ΦSg, f jd ◦Ψ
is uniformly continuous. In addition, Theorem 10.10.7 says that
ΦrLim : (R̂Dreg,δ˜ (Cp,δ),m˜(δ ).(Q∞×Ω,S), ρ̂Prob,Q(∞))→ (D̂[0,∞), ρ˜D̂[0,∞))
is a well-defined isometry. Summing up, we see that the composite construction map-
ping
ΦSg,clMk ≡ΦrLim ◦ΦDKS,ξ ◦ΦSg, f jd ◦Ψ : (S×T (δ ,α),d⊗ρT ,ξ )→ (D̂[0,∞), ρ˜D̂[0,∞))
is well-defined and is uniformly continuous. Assertion 2 of the present theorem has
been proved.
9. Next, note that Assertion 3 of Theorem 11.5.3 says that the process X x,T ≡
ΦrLim(Z
x,T) = X is Markov relative to its natural filtration L ≡ {L(t) : t ∈ [0,∞)}, and
that, specifically, for each v≥ 0 and for each sequence t0 ≡ 0≤ t1 ≤ ·· · ≤ tm in [0,∞),
we have
I0( f (Xv+t(0), · · · ,Xv+t(m))|L(v)) = I0( f (Xv+t(0), · · · ,Xv+t(m))|Xv) = FX(v),T0,t(1)··· ,t(m) f .
(11.6.18)
Yuen-Kwok Chan 454 Constructive Probability
11.7. A.U. CÀDLÀG MARKOV PROCESSES ARE STRONGLY MARKOV
Assertion 3 of the present theorem is proved..
10. To prove Assertion 1, define ΦSg, f jd(x,T) to be the family F of marginal dis-
tributions of the process X = X x,T ≡ ΦrLim(Zx,T). In the special case where v = 0,
equality 11.6.18 then yields
F0,t(1)··· ,t(m) f ≡E f (Xt(0), · · · ,Xt(m))=E(E f (Xt(0), · · · ,Xt(m))|L(0)))=EFX(0),T0,t(1)··· ,t(m) f =F
x,T
0,t(1)··· ,t(m) f ,
(11.6.19)
where the last equality holds because X0 = Z0 = x a.s. If members of the sequence
t0 ≡ 0≤ t1 ≤ ·· · ≤ tm are in Q∞, then Assertion 5 of Theorem 11.4.2 implies
F
x,T
0,t(1)··· ,t(m) f
=
∫
T xt(1)(dx1)
∫
dT
x(1)
t(2)−t(1)(dx2) · · ·
∫
dT
x(m−1)
t(m)−t(m−1)(dxm) f (x0, · · · ,xm). (11.6.20)
Hence, by continuity in the time parameters, this same equality holds for an arbitrary
sequence t0 ≡ 0≤ t1 ≤ ·· · ≤ tm in [0,∞). Combining with equality 11.6.19, we obtain
F0,t(1)··· ,t(m) f =
∫
T xt(1)(dx1)
∫
dT
x(1)
t(2)−t(1)(dx2) · · ·
∫
dT
x(m−1)
t(m)−t(m−1)(dxm) f (x0, · · · ,xm).
Thus the family ΦSg, f jd(x,T) ≡ F of f.j.d.’s is generated by the initial state x and the
semigroup T, in the sense of Definition 11.4.1.
Continuity of the functionΦSg, f jd then follows easily from the continuity ofΦSg,clMk
established in Step 8. Assertion 1 and the theorem have been proved.
11.7 a.u. CàdlàgMarkov Processes are StronglyMarkov
Definition 11.7.1. (Specification of state space, parameter sets, Markov semigroup,
and related objects). In this section, unless otherwise specified, let (S,d) be a given
compact metric space, with d ≤ 1. Let T be denote an arbitrary Markov semigroup
with parameter set [0,∞) and state space (S,d), with a modulus of strong continuity δT
and a modulus of smoothness αT ≡ (αT,N)N=1,2,··· For each x ∈ S, let Fx,T denote the
family of transition f.j.d.’s , with parameter set [0,∞), generated by the initial state x
and semigroup T, as defined and constructed in Theorem 11.6.4. We will use results in
the previous sections reegarding these objects, without further comments.
Refer also to Definition 11.0.1 for the a specified binary approximation ξ of the
compact metric space (S,d). Refer to Definition 11.0.2 for notations related to the
sets Q1,Q2 · · · ,Q∞ of dyadic rationals in [0,∞), and to the sets Q1,Q2 · · · ,Q∞ of dyadic
rationals in [0,1].
Lemma 11.7.2. (Each a.u. càdlàg Markov process is a.u. right continuous at each
stopping time with regularly spaced dyadic values). Let x ∈ S be arbitrary.
X : [0,∞)× (Ω,L,E)→ (S,d)
be an arbitrary a.u. càdlàg Markov process generated by the initial state x and with
semigroup T which is adapted to some filtration L ≡ {L(t) : t ∈ [0,∞)}. Let k ≥ 0 be
arbitrary. Then there exists mk ≡ mk(δT)≥ 0 with the following properties.
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Let η be an arbitrary stopping time with values in Qh for some h ≥ 0, relative to
the filtration L . Then the function
Vη,k ≡ sup
s∈[0,∆(m(k))]
d(Xη ,Xη+s)
is a well defined r.r.v., with
EVη,k ≤ 2−k+1.
Recall here that ∆m(k) ≡ 2−m(k). We emphasize that mk depends only on δT, and is
independent of η ,h or the initial state x. Furthermore, by inductively replacing mk
with mk ∨ (mk−1+ 1) for each k ≥ 1, we may assume that the sequence (mk)k=0,1,··· of
integers is increasing.
Proof. 1. Define Z ≡ X |Q∞. Then X = ΦrLim(Z). Let M ≥ 0 be arbitrary. Define the
shifted process
XM : [0,1]× (Ω,L,E)→ (S,d)
by XM(t)≡ X(M+ t) for each t ∈ [0,1]. Similarly, define the shifted process
ZM :Q∞× (Ω,L,E)→ (S,d)
by ZM(t)≡ X(M+ t) for each t ∈ Q∞. Then XM ≡ΦrLim(ZM).
2. Thanks to Theorem 11.6.4 the a.u. càdlàg Markov process X is time-uniformly
a.u. càdlàg in the sense of Definition 10.10.4, with a modulus of continuity in prob-
ability δ˜Cp,δ (T) ≡ (δCp,δ (T),δCp,δ (T), · · · ) and a modulus of a.u. càdlàg δ˜aucl,δ (T) ≡
(δaucl,δ (T),δaucl,δ (T), · · · ). In other words, the shifted process XM has a modulus of a.u.
càdlàg δaucl,δ (T) and a modulus of continuity in probability δCp,δ (T) which are indepen-
dent ofM and of the initial state x. In particular, the processX |[0,1]=X0 has a modulus
of a.u. càdlàg δaucl,δ (T). Take an arbitrary increasing sequence mδ (T) ≡ (mk)k=0,1,2,···
of integers such that
∆m(k) ≡ 2−m(k) < δaucl,δ (T)(2−k) (11.7.1)
for each k ≥ 0. Then, by Theorem 10.4.3, the process Z|Q∞ = Z0 has a modulus of
D-regularity given by the sequence mδ (T). For convenience, write m−1 ≡ m0.
3. Let k ≥ 0 be arbitrary, but fixed till further notice. By Condition 3 in Definition
10.3.2, there exist a measurable set A with P(Ac) < 2−k and a r.r.v. τ1 with values in
[0,1] such that, for each ω ∈ A, we have
τ1(ω)≥ δaucl,δ (T)(2−k)> 2−m(k) ≡ ∆m(k), (11.7.2)
and
d(X(0,ω),X(·,ω))≤ 2−k, (11.7.3)
on the interval θ0(ω)≡ [0,τ1(ω)). Then inequalities 11.7.3 and 11.7.2 together imply
that, for each ω ∈ A, we have
d(X0(ω),Xu(ω))≤ 2−k
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for each u ∈ [0,∆m(k)]∩domain(X(·,ω)). Consider each κ ≥ k. Then
J(κ)∨
j=0
d(X0,X j∆(κ))1A ≤ 2−k,
where Jκ ≡ 2m(κ)−m(k). Therefore, with the function fκ ∈ C(SJ(κ)+1,dJ(κ)+1) defined
by
fκ (x0,x1, · · · ,xJ(κ))≡
J(κ)∨
j=0
d(x0,x j)
for each (x0,x1, · · · ,xJ(κ)) ∈ SJ(κ)+1, we have
E fκ(X0,X∆(κ), · · · ,XJ(κ)∆(κ))≡ E
J(κ)∨
j=0
d(X0,X j∆(κ))
≤ E
J(κ)∨
j=0
d(X0,X j∆(κ))1A+P(A
c)≤ 2−k+ 2−k = 2−k+1, (11.7.4)
In terms of marginal distributions, inequality 11.7.4 can be rewritten as
F
x,T
0,∆(κ),···,J(κ)∆(κ) fκ ≤ 2−k+1, (11.7.5)
where the family Fx,T of transition f.j.d.’s are as constructed in 11.6.4. Recall here that
F
x,T
0,∆(κ),···,J(κ)∆(κ) fκ is continuous in x ∈ (S,d).
3. Separately, Assertion 2 of Lemma 10.5.5 applies to v≡ 0 and v′ ≡ ∆m(k), to show
that the supremum
V0,k ≡ sup
u∈[0,∆(m(k))]Q(∞)
d(Z0,Zu) = sup
u∈[0,∆(m(k))]Q(∞)
d(X0,Xu) = sup
u∈[0,∆(m(k))]
d(X0,Xu)
is a well defined r.r.v, where the last equality is by the right continuity of the a.u. càdlàg
process X . Consider each κ ≥ k, Assertion 3 of Lemma 10.5.5then applies to v ≡ 0,
v′ ≡ ∆m(k), and h≡ κ , to yield
0≤ E sup
u∈[0,∆(m(k))]Q(∞)
d(Z0,Zu)−E
∨
u∈[0,∆(m(k))]Q(m(κ))
d(Z0,Zu)≤ 2−κ+5. (11.7.6)
Define the r.r.v.
V0,k,κ ≡
∨
u∈[0,∆(m(k))]Q(m(κ))
d(Z0,Zu)≡
J(κ)∨
j=0
d(X0,X j∆(κ))≡ fκ (X0,X∆(κ), · · · ,XJ(κ)∆(κ)).
Then inequality 11.7.6 can be rewritten compactly as
0≤ EV0,k−EV0,k,κ ≤ 2−κ+5. (11.7.7)
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Hence for each κ ′ ≥ κ ≥ k, we have V0,k,κ+1 ≥V0,k,κ and
0≤ EV0,k,κ ′−EV0,k,κ ≤ 2−κ+5. (11.7.8)
Equivalently,
0≤ Fx,T0,∆(κ ′),··· ,J(κ ′)∆(κ ′) fκ ′ −F
x,T
0,∆(κ),···,J(κ)∆(κ) fκ ≤ 2−κ+5, (11.7.9)
where x ∈ S is the arbitrary initial state.
4. Now let η be an arbitrary stopping time with values in Qh for some h ≥ 0,
relative to the filtration L . Define
Vη,k,κ ≡
∨
u∈[0,∆(m(k))]Q(m(κ))
d(Xη ,Xη+u)
≡
J(κ)∨
j=0
d(Xη ,Xη+ j∆(κ))≡ fκ (Xη ,Xη+∆(κ), · · · ,Xη+J(κ)∆(κ)).
Then
0≤ E(Vη,k,κ ′ −Vη,k,κ)
= E( fκ ′(Xη ,Xη+∆(κ ′), · · · ,Xη+J(κ ′)∆(κ ′))− fκ(Xη ,Xη+∆(κ), · · · ,Xη+J(κ)∆(κ)))
= E(F
X(η),T
0,∆(κ ′),··· ,J(κ ′)∆(κ ′) fκ ′ −EF
X(η),T
0,∆(κ),···,J(κ)∆(κ) fκ )≤ 2−κ+5,
where the last inequality is thanks to inequality 11.7.9. Hence
Vη,k,κ ↑U a.u.
for some r.r.v.U ∈ L, as κ → ∞. Let ω ∈ domain(U) be arbitrary. Then the limit
lim
κ→∞Vη,k,κ(ω)≡ limκ→∞
∨
u∈[0,∆(m(k))]Q(m(κ))
d(Xη(ω),Xη+u(ω))
exists and is equal toU(ω). Hence
sup
u∈[0,∆(m(k))]Q(∞)
d(Xη(ω),Xη+u(ω)) =U(ω).
Consequently, by the right continuity of X(·,ω) at η(ω), we obtain
Vη,k(ω)≡ sup
u∈[0,∆(m(k))]
d(Xη(ω),Xη+u(ω)) =U(ω)
We conclude that the function Vη,k = U on a full set, and therefore that Vη,k is an
integrable r.r.v. Moreover
EVη,k = EU = lim
κ→∞EVη,k,κ == limκ→∞F
X(η),T
0,∆(κ),···,J(κ)∆(κ) fκ ≤ 2−k+1,
where the inequality follows from inequality 11.7.5. The lemma is proved.
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Lemma 11.7.3. (Observability of a.u. càdlàg Markov process at stopping time).
Let x ∈ S be arbitary. Let
X : [0,∞)× (Ω,L,E)→ (S,d)
be an arbitrary a.u. càdlàg Markov process generrated by the initial state x Markov
semigroup T, and which is adapted to some right continuous filtration L ≡ {L(t) : t ∈
[0,∞)}. Let τ be an arbitrary stopping time with values in [0,∞), relative to L . Then
the following holds.
1. The function Xτ is a well defined r.v. which is measurable relative to L(τ).
2. Specifically, let (ηh)h=0,1,··· be an arbitrary non increasing sequence of stopping
times such that, for each h ≥ 0, the r.r.v. ηh has values in Qh , relative to the filtration
L , and such that
τ ≤ ηh < τ + 2−h+2. (11.7.10)
Note that such a sequence exists according to Assertion 1 of Proposition 11.1.1. Then
Xη(h)→ Xτ a.u. as h→ ∞.
Proof. 1. Let (ηh)h=0,1,··· be an arbitrary sequence of stopping times as in the hy-
pothesis of Assertion 2. Let k ≥ 0 be arbitrary. Let mk ≡ mk(δT) ≥ 0 be the integer
constructed in Lemma 11.7.2 relative to the Markov semigroup T. For abbreviation,
write hk ≡ (mk + 3) and ζk ≡ ηh(k). Then ζk is a stopping time with values in Qh(k),
relative to the filtration L . Hence Lemma 11.7.2, applied to the stopping time ζk, says
that the function
Vk ≡Vζ (k),k ≡ sup
s∈[0,∆(m(k))]
d(Xζ (k),Xζ (k)+s)
with
EVk ≤ 2−k+1. (11.7.11)
2. At the same time, inequality 11.7.10 implies that
τ ≤ ηh(k) ≡ ζk < τ + 2−h(k)+3 ≡ τ + 2−m(k) ≡ τ +∆m(k), (11.7.12)
whence ζk ↓ τ uniformly as k → ∞. Note that ζk+1 ≤ ζk because ηh(k+1) ≤ ηh(k) .
Hence inequality 11.7.12 leads to
τ ≤ ζk+1 ≤ ζk < τ +∆m(k) ≤ ζk+1+∆m(k), (11.7.13)
An immediate consequence is that, for each κ ≥ k, we have
(τ,τ +∆m(κ)]Q∞ ⊂ (τ,ζκ+1+∆m(κ)]Q∞
= (
∞⋃
j=κ
[ζ j+2,ζ j+1]Q∞)∪ [ζκ+1,ζκ+1+∆m(κ)]Q∞
⊂ (
∞⋃
j=κ
[ζ j+2,ζ j+2+∆m( j+1)]Q∞)∪ [ζκ+1,ζκ+1+∆m(κ)]Q∞
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=
∞⋃
j=κ
[ζ j+1,ζ j+1+∆m( j)]Q∞ (11.7.14)
3. For each j ≥ 0, take any ε j ∈ (2− j/2−1,2− j/2] such that the set A j ≡ (V j > ε j) is
measurable. Then
P(A j)≤ ε−1j EV j ≤ ε−1j 2− j+1 < 2 j/2+12− j+1 = 2− j/2+2,
where the first inequality is by Chebychev’s inequality, and where the second inequality
is by inequality 11.7.11. Therefore, we can define the measurable set Ak+ ≡
⋃∞
j=kA j ,
with
P(Ak+)<
∞
∑
j=k
P(A j)<
∞
∑
j=k
2− j/2+2 = 2−k/2+2(1− 2−1/2)−1 < 2−k/2+4
4. Now let ω ∈ Ack+be arbitrary. Consider each j ≥ k and each
t ∈ [ζ j+1(ω),ζ j+1(ω)+∆m( j)]Q∞.
Then u≡ t− ζ j+1(ω) ∈ [0,∆m( j)]Q∞. Hence
d(Xζ ( j+1)(ω),Xt(ω))≡ d(Xζ ( j+1)(ω),Xζ ( j+1)+u(ω))
≤ sup
s∈[0,∆(m( j))]
d(Xζ ( j+1)(ω),Xζ ( j+1)+s(ω))≡V j+1(ω)≤ ε j+1, (11.7.15)
where the last inequality is because ω ∈ Ack+ ⊂ Ac, j+1. Note that
ζ j(ω) ∈ [ζ j+1(ω),ζ j+1(ω)+∆m( j)]Q∞,
thanks to inequality 11.7.13. Hence inequality 11.7.15 applies to ζ j(ω) in the place of
t, to yield
d(Xζ ( j+1)(ω),Xζ ( j)(ω))≤ ε j+1, (11.7.16)
where j ≥ k is arbitrary. Since ∑∞j=0 ε j+1 < ∞, it follows that Xζ ( j)(ω)→ xω for some
xω ∈ S, as j→ ∞, with
d(xω ,Xζ ( j)(ω))≤
∞
∑
i= j
εi+1 ≤
∞
∑
i= j
2−(i+1)/2 = 2−( j+1)/2(1− 2−1/2)−1 < 2−( j+1)/2+4.
(11.7.17)
5. Now consider each t ∈ (τ(ω),τ(ω) +∆m(k))Q∞. Then, according to relation
11.7.14, there exists j ≥ k such that
t ∈ [ζ j+1(ω),ζ j+1(ω)+∆m( j)]Q∞.
Therefore
d(xω ,Xt(ω))≤ d(xω ,Xζ ( j)(ω))+ d(Xζ ( j)(ω),Xζ ( j+1)(ω))+ d(Xζ ( j+1)(ω),Xt(ω))
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≤
∞
∑
i= j
εi+1+ ε j+1+ ε j+1 < 3
∞
∑
i= j
εi+1 < 2
−(J+1)/2+6 ≤ 2−(k+1)/2+6
where t ∈ (τ(ω),τ(ω)+∆m(k))Q∞ is arbitrary. Since the set (τ(ω),τ(ω)+∆m(k))Q∞
is a dense subset of (τ(ω),τ(ω) +∆m(k))∩ domain(X(·,ω)), and since the function
X(·,ω) is right continuous on domain(X(·,ω)) according to Condition 1 in Definition
10.10.4, it follows that
d(xω ,Xt(ω))≤ 2−(k+1)/2+6 (11.7.18)
for each t ∈ (τ(ω),τ(ω) + ∆m(k))∩ domain(X(·,ω)), where 2−(k+1)/2+6 is arbitrar-
ily small. Thus limt→τ(ω);t>τ(ω)X(t,ω) exists and is equal xω ∈ S. Therefore, by
Condition 2 in Definition 10.10.4, the right-completeness condition, we have τ(ω) ∈
domain(X(·,ω)). Then, by Condition 1 in Definition 10.10.4, the right-continuity con-
dition, we have Xτ(ω)≡ X(τ(ω),ω) = xω .
Inequality 11.7.17 can be rewritten as
d(Xτ(ω),Xζ ( j)(ω))≤ 2−( j+1)/2+4
where j ≥ k and ω ∈ Ack+are arbitrary. Thus Xζ ( j) → Xτ uniformly on Ack+, as j→ ∞,
where P(Ack+) < 2
−k/2+4 is arbitrarily small for sufficiently large k ≥ 0. We conclude
that Xζ ( j) → Xτ a.u. as j→ ∞. It follows that Xτ is a r.v.
6. We will next verify that Xτ is measurable relative to the probability subspace
L(τ). To that end, let s > 0 be arbitrary. Take k ≥ 0 so large that ∆m(k) < s. Then, for
each j ≥ k, we have
ζ j ≤ τ +∆m( j) ≤ τ +∆m(k) < τ + s,
whence the r.v. Xζ ( j) is measurable relative to the probability subspace L
(τ+s). Hence,
as j→ ∞, the limiting r.v. Xτ is measurable relative to L(τ+s), where s> 0 is arbitrary.
Therefor Xτ is measurable relative to the probability subspace⋂
s>0
L(τ+s) ≡ L(τ+) = L(τ),
where the last equality follows from 11.1.1, in view of the assumed right continuity of
the filtration L . Assertion 1 is proved.
7. Inequality 11.7.18 can be rewritten as
d(Xτ(ω),Xt(ω))≤ 2−(k+1)/2+6 (11.7.19)
for each t ∈ (τ(ω),τ(ω) +∆m(k))∩ domain(X(·,ω)). By the right continuity of the
function X(·,ω), we therefore obtain
d(Xτ(ω),Xt(ω))≤ 2−(k+1)/2+6 (11.7.20)
for each t ∈ [τ(ω),τ(ω)+∆m(k))∩domain(X(·,ω)). Now let h≥ hk be arbitrary. Then
τ ≤ ηh ≤ ηh(k) < τ +∆m(k), (11.7.21)
according to inequality 11.7.12. Hence inequality 11.7.20 implies that
d(Xτ(ω),Xη(h)(ω))≤ 2−(k+1)/2+6, (11.7.22)
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for each h ≥ hk, where k and ω ∈ Ack+are arbitrary. Since 2−(k+1)/2+6 and P(Ak+) <
2−k/2+4 are arbitrarily small, we conclude that Xη(h) → Xτ a.u. The lemma is proved.
Theorem 11.7.4. (Each a.u. càdlàg Markov process is a strong Markov process).
Let x ∈ S be arbitrary. Let
X : [0,∞)× (Ω,L,E)→ (S,d)
be an arbitrary a.u. càdlàg Markov process generated by the initial state x and the
Markov semigroup T, and adapted to some right continuous filtration L ≡ {L(t) : t ∈
[0,∞)}. All stopping times will be understood to be relative to this filtration L .
Then the following holds.
1. Let τ be an arbitrary stopping time with values in [0,∞). Then the function Xτ is
a r.v. relative to L(τ).
2. The process X is strongly Markov relative to filtration L . Specifically, let τ
be an arbitrary stopping time with values in [0,∞). Let 0 ≡ r0 ≤ r1 ≤ ·· · ≤ rm be an
arbitrary nondecreasing sequence in [0,∞), and let f ∈ C(Sm+1,dm+1) be arbitrary.
Then
E( f (Xτ+r(0),Xτ+r(1), · · · ,Xτ+r(m))|L(τ))
= E( f (Xτ+r(0),Xτ+r(1), · · · ,Xτ+r(m))|Xτ) = FX(τ),Tr(0),··· ,r(m)( f ) (11.7.23)
as r.r.v.’s
Proof. For ease of notations, we present the proof only for the case where n = 2, the
general case being similar.
1. Assertion 1 is merely a restatement of Assertion 1 of Lemma 11.7.3
2. To proveAssertion 2, let τ be an arbitrary stopping time with values in [0,∞). Let
0≡ r0 ≤ r1 ≤ r2 be an arbitrary nondecreasing sequence in [0,∞), and let f ∈C(S3,d3)
be arbitrary. As in Assertion 1 of Proposition 11.1.1, construct a nonincreasing se-
quence (ηh)h=0,1,··· of stopping times such that, for each h≥ 0, the r.r.v. ηh is a stopping
time with values in Qh, and such that
τ ≤ ηh < τ + 2−h+1. (11.7.24)
Let h ≥ 0 and i = 1,2 be arbitrary. Take any sh,i ∈ [ri,ri+ 2−h+1)Qh. Take sh,0 ≡ 0.
Then
τ + ri ≤ ηh+ sh,i < τ + ri+ 2−h+2. (11.7.25)
where i= 0,1,2 is arbitrary.
3. Consider each indicator U ∈ L(τ). Then U ∈ L(η(h)) because τ ≤ ηh. Hence
U1(η(h)=r) ∈ L(r))for each r ∈ Qh. Therefore
E f (Xη(h),Xη(h)+s(h,1),Xη(h)+s(h,2))U
= ∑
r∈Q(h)
E f (Xη(h),Xη(h)+s(h,1),Xη(h)+s(h,2))U1(η(h)=r)
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= ∑
r∈Q(h)
E f (Xr,Xr+s(h,1),Xr+s(h,2))U1(η(h)=r)
= ∑
r∈Q(h)
E(F
X(r),T
0,s(h,1),s(h,2) f )U1(η(h)=r)
= ∑
r∈Q(h)
E(F
X(η(h)),T
0,s(h,1),s(h,2) f )U1(η(h)=r)
= E(F
X(η(h)),T
0,s(h,1),s(h,2) f )U ∑
r∈Q(h)
1(η(h)=r)
= E(F
X(η(h)),T
0,s(h,1),s(h,2) f )U. (11.7.26)
4. Consider each i = 0,1,2. Then we can apply Assertion 2 of Lemma 11.7.3,
where τ,(ηh)h=0,1,··· are replaced by τ + ri,(ηh+ sh,i)h=0,1,··· respectively, to obtain
Xη(h)+s(h,i)→ Xτ+r(i) a.u. (11.7.27)
as h→ ∞. Hence, we have, for the left-hand sid of equality 11.7.26,
E f (Xη(h),Xη(h)+s(h,1),Xη(h)+s(h,2))U → E f (Xτ ,Xτ+r(1),Xτ+r(2))U.
5. For convergence of the right-hand side, let ε > 0 be arbitrary. There is no
loss of genrality to assume that the function f ∈C(S3,d3) has values in [0,1] and has
a modulus of continuity δ f . Then Theorem 11.4.2 yields some δ3(ε,δ f ,δT,αT) > 0
such that ∥∥∥F∗,Ts(h,0),s(h,1),s(h,2) f −F∗,Tr(0),r(,1),r(2) f∥∥∥≤ ε
provided that
2∨
i=0
|sh,i− ri|< δ3(ε,δ f ,δT,αT). (11.7.28)
Hence
|E(FX(η(h)),T0,s(h,1),s(h,2) f )U−E(F
X(η(h)),T
r(0),r(,1),r(2) f )U | ≤ |E(F
X(η(h)),T
0,s(h,1),s(h,2) f )−E(F
X(η(h)),T
r(0),r(,1),r(2) f )| ≤ ε
(11.7.29)
provided that inequality 11.7.28 holds.
6. At the same time, Theorem 11.4.2 implies that the function F∗,T
r(0),r(,1),r(2) f is a
member ofC(S,d). Hence, since Xη(h) → Xτ a.u., we have
E(F
X(η(h)),T
r(0),r(,1),r(2) f )U → E(F
X(τ),T
r(0),r(,1),r(2) f )U
as h→ ∞. Therefore there exists h0 ≥ 0 so large that
|E(FX(η(h)),T
r(0),r(,1),r(2) f )U −E(F
X(τ),T
r(0),r(,1),r(2) f )U |< ε
for each h≥ h0. Combining with inequality 11.7.29, we obtain
|E(FX(η(h)),T0,s(h,1),s(h,2) f )U −E(F
X(τ),T
r(0),r(,1),r(2) f )U |< 2ε
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provided that h≥ h0 is so large that inequality 11.7.28 holds. Since ε > 0 is arbitrary,
we see that
E(F
X(η(h)),T
0,s(h,1),s(h,2) f )U → E(F
X(τ),T
r(0),r(,1),r(2) f )U
as h→ ∞.
7. Thus we have convergence also of the right-hand sied of equality 11.7.26. The
limits on each side, found in Steps 4 and 6 respectively, must therefore be equal, namely
E f (Xτ ,Xτ+r(1),Xτ+r(2))U = E(F
X(τ),T
r(0),r(,1),r(2) f )U, (11.7.30)
where the indicatorU ∈ L(τ) is arbitrary. Hence, since FX(τ),T
r(0),r(,1),r(2) f ∈ L(τ), we have
E( f (Xτ ,Xτ+r(1),Xτ+r(2))|L(τ)) = FX(τ),Tr(0),r(,1),r(2) f .
In particular, equality 11.7.30 holds for each indicatorU ∈ L(Xτ). Hence
E( f (Xτ ,Xτ+r(1),Xτ+r(2))|Xτ) = FX(τ),Tr(0),r(,1),r(2) f .
Thus the desired equality 11.7.23 is proved for the case m= 2, with a simillar proof for
the general case. We conclude that the process X is strongly Markov.
11.8 Abundance of Stopping Times for a.u. càdlàgMarkov
Processes
..
Definition 11.8.1. (First exit time). Let (S,d) be an arbitrary locally compact metric
space. Let X : [0,∞)× (Ω,L,E)→ (S,d) be an arbitrary a.u. càdlàg process which is
adapted to some right continuous filtration L ≡ {L(t) : t ∈ [0,∞)}.
Let f : (S,d)→ R be an arbitrary function which is continuous on compact subsets
of (S,d), such that f (X0)≤ a0 for some a0 ∈ R. Let a∈ (a0,∞) andM ≥ 1 be arbitrary.
Suppose τ is a stopping time relative to L and with values in [0,M] such that the
function Xτ is a well-defined r.v relative to L(τ). Suppose, for each ω ∈ domain(Xτ),
we have
(i). f (X(·,ω)) < a on the interval [0,τ(ω)), and
(ii). f (Xτ (ω))≥ a if τ(ω)<M.
Then we say that τ is the first exit time in [0,M] of the open subset ( f < a) by the
process X , and write τ f ,a,M ≡ τ f ,a,M(X)≡ τ .
Note that there is no requirement that the process actually exits ( f < a) ever. It is
stopped at timeM if it does not exit by then. 
Before proving the existence of these first exit times, the next proposition make
precise some intuitions.
Lemma 11.8.2. (Basics of first exit times). Let (S,d) be an arbitrary locally compact
metric space. Let X : [0,∞)× (Ω,L,E)→ (S,d) be an arbitrary a.u. càdlàg process
Yuen-Kwok Chan 464 Constructive Probability
11.8. ABUNDANCE OF STOPPING TIMES FOR A.U. CÀDLÀG MARKOV
PROCESSES
which is adapted to some right continuous filtration L ≡ {L(t) : t ∈ [0,∞)}. Let f :
(S,d)→ R be an arbitrary function which is continuous on compact subsets of (S,d),
such that f (X0)≤ a0 for some a0 ∈ R. Let a ∈ (a0,∞) and M ≥ 1 be arbitrary.
Let a∈ (a0,∞) be such that the first exit time τ f ,a,M exists for each M≥ 1. Consider
each M ≥ 1. Let r ∈ (0,M) and N ≥M be arbitrary. Then the following holds.
1. τ f ,a,M ≤ τ f ,a,N .
2. (τ f ,a,M <M)⊂ (τ f ,a,N = τ f ,a,M).
3. (τ f ,a,N ≤ r) = (τ f ,a,M ≤ r).
.
Proof. 1. Let ω ∈ domain(τ f ,a,M)∩ domain(τ f ,a,M) be arbitrary. For the sake of a
contradiction, suppose t ≡ τ f ,a,M(ω)> s≡ τ f ,a,N(ω). Then s< τ f ,a,M(ω). Hence we
can apply Condition (i) to M, to obtain f (Xs(ω)) < a. At the same time, τ f ,a,N(ω) <
t ≤ N. Hence we can apply Condition (ii) to N, to obtain f (Xτ( f ,a,N)(ω))≥ a. In other
words, f (Xs(ω))≥ a, a contradiction. We conclude that τ f ,a,N(ω)≥ τ f ,a,M(ω) where
ω ∈ domain(τ f ,a,M)∩domain(τ f ,a,M) is arbitrary/ Assertion 1 is proved.
2. Next, suppose t ≡ τ f ,a,M(ω)<M. Then Condition (ii) implies that f (Xt(ω))≥
a. For the sake of a contradiction, suppose t < τ f ,a,N(ω). Then Condition (i) implies
that f (Xt (ω))< a, a contradiction. we conclude that τ f ,a,M(ω)≡ t ≥ τ f ,a,N(ω). Com-
bining, with Assertion 1, we obtain τ f ,a,M(ω) = τ f ,a,N(ω). Assertion 2 is proved.
3. Note that
(τ f ,a,N ≤ r)⊂ (τ f ,a,M ≤ r) = (τ f ,a,M ≤ r)(τ f ,a,M <M)
⊂ (τ f ,a,M ≤ r)(τ f ,a,M = τ f ,a,N)⊂ (τ f ,a,M ≤ r)(τ f ,a,N ≤ r) = (τ f ,a,N ≤ r), (11.8.1)
where we used the just established Assertions 1 and 2 repeatedly. Since the left-most
set and the right-most set in set relation 11.8.1 are the same, the inclusion relations can
be replaced by equality. Assertion 3 then follows.
Definition 11.8.3. (Specification of a filtered a.u.càdlàg Markov process, and no-
tations for related objects). In the remainder of this section, let (S,d) denote a
compact metric space with d ≤ 1. Let T be a Markov semigroup with parameter
set [0,∞) and state space (S,d), and with a modulus of strong continuity δT. Let
L ≡{L(t) : t ∈ [0,∞)} be a right continuous filtration on a given sample space (Ω,L,E).
Let x ∈ S be arbitrary. Let
X : [0,∞)× (Ω,L,E)→ (S,d)
be an a.u. càdlàg Markov process generated by the initial state x and the Markov
semigroup T which is adapted. to the filtration L .
Note that,then, the process X is equivalent to the process X x,T constructed in has
a modulus of continuity in Theorem 11.6.4, and is therefore continuous in probability
with a modulus of continuity in probability δCp,δ (T). Moreover, for each N ≥ 0, the
shifted processXN : [0,1]×(Ω,L,E)→ (S,d), defined by XNr ≡XN+r for each r∈ [0,1],
has a modulus of a.u. càdlàg δaucl,δ (T). Define the operation δcp,δ (T) by
δcp,δ (T)(ε)≡ δCp,δ (T)(2−2(1∧ ε)2)> 0
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for each ε > 0. Note the lower-case in the subscript of δcp,δ (T), in contrast to the
subscript in δCp,δ (T).
Proposition 6.1.5 then says that, for each N ≥ 0, ε > 0, and t,s∈ [0,1]with |s− t|<
δcp,δ (T)(ε), there exists a measurable set Dt,s with P(D
c
t,s)≤ ε such that
d(XN(t,ω),XN(s,ω)) ≤ ε
for each ω ∈Dt,s.
Theorem 11.8.4. (Abundance of first exit times for Markov processes). Let the
objects (S,d), T, (Ω,L,E), L , x, and X be as specified. In particular (S,d) is a
compact metric space with d ≤ 1. Let f ∈ C(S,d) be arbitrary such that f (X0) =
f (x) ≤ a0 for some a0 ∈ R.
Then there exists a countable subset G of R such that, for each M ≥ 1 and for each
a ∈ (a0,∞)Gc, the first exit time τ f ,a,M(X) exists as defined in Definition 11.8.1. Here
Gc denotes the metric complement of G in R. Moreover, the set G of exceptional points
is completely determined by the function f and the marginal f.j.d.’s of the process X.
Proof. 1. Let δ f be a modulus of continuity of the function f . Let N ≥ 0 be arbitrary,
but fixed till further notice. Consider the a.u. càdlàg process XN : [0,1]×Ω→ S, with
modulus of continuity in probability δCp,δ (T) and with modulus of a.u. càdlàg δaucl,δ (T).
Definition 10.3.2, says that there exists a full set B ⊂ ⋂t∈Q(∞) domain(Xt) with the
following properties. Each ω ∈ B satisfies the right-continuity condition and the right-
completeness condition in Definition 10.3.2. Moreover, for each k≥ 0 and εk > 0, there
exist (i) δk ≡ δaucl,δ (T)(εk) > 0, (ii) a measurable set Ak ⊂ B with P(Ack) < εk, (iii) an
integer hk ≥ 1, and (iv) a sequence of r.r.v.’s
0= τk,0 < τk,1 < · · ·< τk,h−1 < τk,h = 1, (11.8.2)
such that, for each i = 0, · · · ,hk− 1, the function XNτ(k,i) is a r.v., and such that, (v) for
each ω ∈ Ak, we have
h(k)−1∧
i=0
(τk,i+1(ω)− τk,i(ω))≥ δk, (11.8.3)
with
d(XN(τk,i(ω),ω),X
N(·,ω)) ≤ εk (11.8.4)
on the interval θk,i(ω)≡ [τk,i(ω),τk,i+1(ω)) or θk,i(ω)≡ [τk,i(ω),τk,i+1(ω)] according
as 0≤ i≤ hk− 2 or i= hk− 1.
2. For each k ≥ 0, let
εk ≡ 2−k ∧2−2δ f (2−k).
Then Conditions (i-v) in the previous step hold. Separately, write n−1 ≡ 0. Inductively,
for each k ≥ 0, take an integer nk ≥ nk−1+ 1 so large that
2−n(k) < δk ≡ δaucl,δ (T)(εk).
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3. Now let s ∈ (0,1]Q∞ be arbitrary. Then there exists k ≥ 0 so large that s ∈
(0,1]Qn(k) . Consider each ω ∈ Ak. Let
r ∈Gk,ω ≡ [0,s]∩
h(k)−1⋃
i=0
θk,i(ω)∩Q∞
be arbitrary. Then there exists i = 0, · · · ,hk− 1 such that r ∈ [0,s]∩ θk,i(ω). Since,
according to 11.8.3, we have
|θk,i(ω)| ≡ τk,i+1(ω)− τk,i(ω)≥ δk > 2−n(k),
there exists some t ∈ θk,i(ω)Qn(k). Either t ≤ s or s< t.
Consider the case where t ≤ s. Then t,r ∈ θk,i(ω). Hence
d(XN(τk,i(ω),ω),X
N(t,ω))≤ εk ≤ 2−2δ f (2−k)
and
d(XN(τk,i(ω),ω),X
N(r,ω))≤ εk ≤ 2−2δ f (2−k),
according to inequality 11.8.4. Consequently
d(XNt (ω),X
N
r (ω))≡ d(XN(t,ω),XN(r,ω))≤ 2−1δ f (2−k)< δ f (2−k).
Therefore
f (XNr (ω))< f (X
N
t (ω))+ 2
−k ≤
∨
u∈[0,s]Q(n(k)
f (XNu (ω))+ 2
−k,
where the last inequality is because t ∈ [0,s]Qn(k).
Now consider the case where t > s. Then r,s ∈ θk,i(ω). Hence
d(XN(τk,i(ω),ω),X
N(s,ω)) ≤ εk ≤ 2−2δ f (2−k)
and
d(XN(τk,i(ω),ω),X
N(r,ω))≤ εk ≤ 2−2δ f (2−k),
according to inequality 11.8.4. Consequently
d(XNs (ω),X
N
r (ω))≡ d(XN(s,ω),XN(r,ω))≤ 2−1δ f (2−k)< δ f (2−k).
Therefore
f (XNr (ω))< f (X
N
s (ω))+ 2
−k ≤
∨
u∈[0,s]Q(n(k)
f (XNu (ω))+ 2
−k,
where the last inequality is because s ∈ [0,s]Qn(k).
Either way, we obtain
f (XNr (ω))≤
∨
u∈[0,s]Q(n(k)
f (XNu (ω))+ 2
−k,
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where r ∈ Gk,ω is arbitrary. Since the set Gk,ω is dense in
Gω ≡ [0,s]∩domain(XN(·,ω)),
the last displayed inequality holds for each r ∈Gω , thanks to the right continuity of the
function XN(·,ω). In particular,
f (XNr (ω))≤
∨
u∈[0,s]Q(n(k)
f (XNu (ω))+ 2
−k,
for each r ∈ [0,s]Qn(k+1) ⊂ Gω ,where ω ∈ Ak is arbitrary. Thus∨
r∈[0,s]Q(n(k+1))
f (XNr )≤
∨
u∈[0,s]Q(n(k)
f (XNu )+ 2
−k
on Ak. Consequently,
0≤
∨
r∈[0,s]Q(n(k+1))
f (XNr )−
∨
u∈[0,s]Q(n(k)
f (XNu )≤ 2−k+1
on Ak, where P(Ack) < εk ≤ 2−k, and where k ≥ 0 is arbitrary. Since ∑∞κ=02−κ < ∞, it
follows that the a.u.- and L1-limit
YN,s ≡ lim
κ→∞
∨
u∈[0,s]Q(n(κ))
f (XNu ) (11.8.5)
exists is a r.r.v. Hence, for each ω in the full set domain(YN,s), the supremum
sup
u∈[0,s]Q(∞)
f (XNu (ω))
exists and is given by YN,s(ω). Now the function XN(·,ω) is right continuous for each
ω in the full set B. Hence, by right continuity, we have
sup
u∈[0,s]
f (XNu ) = sup
u∈[0,s]Q(∞)
f (XNu ) (11.8.6)
on the full set domain(supu∈[0,s]Q(∞) f (XNu (ω))). Therefore supu∈[0,s] f (XNu ) is a well-
defined r.r.v., where N ≥ 0 and s ∈ (N,N+1]Q∞are arbitrary. Moreover, from equality
11.8.5, we see that YN,s is the L1-limit of a sequence in L(s). Hence supu∈[0,s] f (XNu ) ∈
L(s).
4. Next let s ∈ Q∞ be arbitrary. Then s ∈ [N,N+ 1]Q∞ for some N ≥ 0. There are
three possibilities: (i) s= 0, in which case, trivially
sup
u∈[N,s]
f (Xu)≡ f (X0) (11.8.7)
is a r.r.v., (ii) N = 0 and s ∈ (N,N+ 1], in which case, by Step 3 above, we have
sup
u∈[N,s]
f (Xu)≡ sup
u∈[N,s]
f (XNu ) (11.8.8)
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is a r.r.v, or (iii) where N ≥ 1, in which case, again by Step 3 above, we have
sup
u∈[0,s])
f (Xu) = sup
u∈[0,1]
f (Xu)∨ sup
u∈[1,2]
f (Xu) · · · ∨ sup
u∈[N−1,N]
f (Xu)∨ sup
u∈[N,s])
f (Xu)
≡ sup
u∈[0,1]
f (X0u )∨ sup
u∈[0,1]
f (X1u ) · · · ∨ sup
u∈[0,1]
f (XN−1u )∨ sup
u∈[0,s−N])
f (XNu ) (11.8.9)
is a r.r.v. In all three case, we see that
Vs ≡ sup
u∈[0,s]
f (Xu) (11.8.10)
is a r.r.v., with
Vs ∈ L(s), (11.8.11)
for each s ∈ Q∞. Summing up, V : Q∞× (Ω,L,E)→ R is a nondecreasing real-valued
process adapted to the filtration L .
5. Since the set {Vs : s ∈ Q∞} of r.r.v.’s is countable, there exists a countable subset
G of (0,∞) such that each point a ∈ (0,∞)Gc is a regular point of the r.r.v.’s in the set
{Vs : s ∈ Q∞}, where
Gc ≡ {a ∈ (0,∞) : |a− b|> 0 for each b ∈ G}
is the metric complement ofG in (0,∞). Note from the equalities 11.8.6, 11.8.7, 11.8.8,
11.8.9, and 11.8.10, that the distribution of the r.r.v. Vs depends only on the function f
and on the family of marginal f.j.d.’s of the process X , for each s ∈ Q∞. Therefore the
setG of exceptional points is completely determined by the function f and the marginal
f.j.d.’s of the process X .
6. Consider each a∈Gc. Then, by the definition of the countable set G, we see that
a ∈ (a0,∞)Gc is a regular point of the r.r.v. Vs for each s ∈ Q∞. Hence the set (Vs < a)
is measurable for each s ∈Q∞.
7. Now let M ≥ 1 and k ≥ 0 be arbitrary. Recall that ∆n(k) ≡ 2−n(k) and that
Qn(k) ≡ {0,∆n(k),2∆n(k), · · · }. According to Definition 8.2.7, define the r.r.v.
ηk ≡ ∑
u∈(0,M]Q(n(k))
u1(V(u)≥a) ∏
s∈(0,M]Q(n(k));s<u
1(V(s)<a)+M ∏
s∈(0,M]Q(n(k))
1(V(s)<a)
(11.8.12)
Because the real-valued processV is nondecreasing, the defining equality 11.8.12 sim-
plifies to
ηk = ∑
u∈(0,M]Q(n(k))
u1(V(u)≥a)1(V (u−∆(n(k))<a)+M1(V(M)<a). (11.8.13)
In words, ηk is the first time in [0,M]Qn(k) for the real-valued nondecreasing processV
to exit the interval (a0,a), with ηk set toM if no such time exists. Note that ηk is a r.r.v.
with values in the finite set [0,M]Qn(k). Moreover, from the defining equality 11.8.13,
we see that (ηk = u)∈ L(u) for each u∈ [0,M]Qn(k). Thus ηk is a stopping time relative
to the filtration L .
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8. Since ηk−∆n(k) has values in [0,M)Qn(k)⊂ [0,M)Qn(k+1), we haveVη(k)−∆(n(k))<
a by equality 11.8.13. Consequently, equality 11.8.13, applied to the stopping time
ηk+1 in the place of ηk, yields
ηk−∆n(k) < ηk+1. (11.8.14)
Moreover, ηk − ∆n(k),ηk+1 have values in Qn(k+1). Therefore the strict inequality
11.8.14 implies that
ηk−∆n(k) ≤ ηk+1−∆n(k+1).
Suppose, for the sake of a contradiction, that u ≡ ηk(ω) < ηk+1(ω) for some ω ∈
Ω. Then ηk+1 < M, whence Vu(ω) ≥ a by the defining formula 11.8.13. Conse-
quently, since u ∈ (0,M)Qn(k+1), we have ηk+1(ω) ≤ u by applying the defining for-
mula 11.8.13 to ηk+1(ω). This is a contradiction. Thus ηk+1(ω) ≤ ηk(ω). Roughly
speaking, if we sample more frequently, we observe any exit no later,
9. Combining, we get
ηk−∆n(k) ≤ ηk+1−∆n(k+1) < ηk+1 ≤ ηk. (11.8.15)
Iterating, we obtain
ηk−∆n(k) ≤ ηκ −∆n(κ) ≤ ηκ ≤ ηk (11.8.16)
for each κ ≥ k+ 1. It follows that ηκ ↓ τ a.u. for some r.r.v. τ with
ηk−∆n(k) ≤ τ ≤ ηk (11.8.17)
where k ≥ 0 is arbitrary,. Consequently, Assertion 2 of Proposition 11.1.1 implies that
τ is a stopping time relative to the filtration L . Moreover, note that ∆n(k) ≡ 2−n(k) ≤
2−k < 2−k+2. Hence inequality 11.8.17 implies that
τ ≤ ηk < τ + 2−k+2. (11.8.18)
Therefore Lemma 11.7.3 implies Xτ is a well defined r.r.v., and that Xη(h)→ Xτ a.u. as
k→ ∞.
10. Now consider each ω ∈ domain(Xτ). Then ω ∈ domain(τ) and
τ(ω) ∈ domain(X(·,ω)).
Let t ∈ domain(X(·,ω))∩ [0,τ(ω)) be arbitrary. Then, for some sufficiently large
k ≥ 0, we have
t < τ(ω)− 2−n(k)+1 ≤ ηk(ω)− 2∆n(k)
Hence there exists s ∈ (t,ηk(ω))Qn(k). Because s ∈ Qn(k) is before the simple first exit
time ηk(ω), we have Vs(ω)< a, as can more precisely be verified from to the defining
equality 11.8.12. Consequently,
f (X(t,ω))≤ sup
u∈[0,s]
f (Xu(ω))≡Vs(ω)< a.
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where t ∈ domain(X(·,ω))∩ [0,τ(ω)) is arbitrary. Condition (i) of Definition 11.8.1
is proved for the stopping time τ to be the first exit time in [0,M] of the open subset
( f < a).
12. We will next verify Condition (ii) of Definition 11.8.1. To that end, suppose
τ(ω)<M. Then, in view of inequality 11.8.17, there exists k≥ 0 so large that τ(ω)≤
r≡ ηk(ω)<M. Because successful exit occurs at r ∈ [0,M)Qn(k), we haveVr(ω)≥ a,
as can more precisely be verified from to the defining equality 11.8.12. Consequently,
f (Xτ (ω))≡ f (Xτ(ω)(ω))≡ f (Xr(ω))≤ sup
u∈[0,r]
f (Xu(ω))≡Vr(ω)≡Vη(k)(ω)≥ a,
Condition (ii) of Definition 11.8.1 is also verified for the stopping time τ to be the first
exit time in [0,M] of the open subset ( f < a). Accordingly, τ f ,a,M(X) ≡ τ is the first
exit time in [0,M] of the open subset ( f < a). The theorem is proved.
11.9 Feller Semigroup and Feller Process
Definition 11.9.1. (Specification of locally compact state space and related ob-
jects). In this section, let (S,d) be a locally compact metric space, as specified in
Definition 11.0.1, along with related objects including a reference point x◦ ∈ S and a
binary approximation ξ . In addition, for each n ≥ 0 and for each y ∈ S, define the
function
hy,n ≡ (1∧ (1+ n− d(·,y))+ ∈C(S,d).
Clearly, for each fixed y ∈ S , we have hy,n ↑ 1 as n→∞, uniformly on compact subsets
of (S,d). Define
hy,n ≡ 1− hy,n ∈Cu,b(S,d).
The continuous functions hy,n and hy,n are surrogates for the indicators 1(d(y,·)≤n) and
1(d(y,·)>n) respectively.
Let (S,d)≡ (S∪{∆},d) be a one-point compactification of the metric space (S,d),
where d ≤ 1 and where ∆ is called the point at infinity. For ease of reference, we list al-
most verbatim from Definition 3.3.1, the conditions for the one-point compactification
(S,d).
Condition 1. S∪{∆} is dense in (S,d). Moreover, d ≤ 1.
Condition 2. For each compact subset K of (S,d), there exists c > 0 such that
d(x,∆)≥ c for each x ∈ K.
Condition 3. Let K be an arbitrary compact subset of (S,d). Let ε > 0 be arbitrary.
Then there exists δK(ε) > 0 such that for each y ∈ K and z ∈ S with d(y,z) < δK(ε),
we have d(y,z)< ε . In particular, the identity mapping ι¯ : (S,d)→ (S,d) is uniformly
continuous on each compact subset of S.
Condition 4. The identity mapping ι : (S,d)→ (S,d), defined by ι(x) ≡ x for each
x ∈ S, is uniformly continuous on (S,d). In other words, for each ε > 0, there exists
δd(ε)> 0 such that d(x,y)< ε for each x,y ∈ S with d(x,y)< δd(ε).
Condition 5. For each n≥ 1, we have
(d(·,x◦)> 2n+1)⊂ (d(·,∆)≤ 2−n).
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Refer to Definition 11.0.2 for notations related to the enumerated setsQ0,Q1 · · · ,Q∞
of dyadic rationals in [0,∞), and to the enumerated sets Q0,Q1 · · · ,Q∞ of dyadic ratio-
nals in [0,1].

Definition 11.9.2. (Feller Semigroup). LetV≡{Vt : t ∈ [0,∞)} be an arbitrary family
of nonnegative linear mappings from from Cub(S,d) to Cub(S,d) such that V0 is the
identity mapping. Suppose, for each t ∈ [0,∞) and for each y ∈ S, that the function
V
y
t ≡Vt(·)(y) :Cub(S,d)→ R
is a distribution on the locally compact space (S,d). Suppose, in addition, the following
four conditions are satisfied.
1. (Smoothness). For each N ≥ 1, for each t ∈ [0,N], and for each f ∈ Cub(S,d)
with a modulus of continuity δ f and with | f | ≤ 1, the function Vt f ∈ Cub(S,d) has a
modulus of continuity αV,N(δ f ) which depends on the finite interval [0,N] and on δ f ,
and otherwise not on the function f .
2. (Semigroup property). For each s, t ∈ [0,∞), we haveVt+s =VtVs.
3. (Strong continuity). For each f ∈ Cub(S,d) with a modulus of continuity δ f
and with | f | ≤ 1, and for each ε > 0, there exists δV(ε,δ f )> 0 so small that, for each
t ∈ [0,δV(ε,δ f )), we have
| f −Vt f | ≤ ε (11.9.1)
as functions on (S,d).
4. (Non-explosion). For each N ≥ 1, for each t ∈ [0,N], and for each ε > 0, there
exists an integer κV,N(ε) > 0 so large that, if n≥ κV,N(ε) then
V
y
t hy,n ≤ ε
for each y ∈ S.
Then we call the familyV a Feller semigroup. The operation δV is called a modulus
of strong continuity of V. The sequence αV ≡ (αV,N)N=1,2,··· of operations is called a
modulus of smoothness of V. The sequence κV ≡ (κV,N)N=1,2,··· of operations is called
a modulus of non-explosion of V.
In order to use results developed in previous sections for Markov semigroups and
Markov processes, where the state space is assumed to be compact, we embed each
given Feller semigroup on the locally compact state space (S,d) into a Markov semi-
group on the one-point compactification (S,d) state space, in the following sense.
Theorem 11.9.3. (Compactification of Feller semigroup into a Markov semigroup
with a compact state space). LetV≡{Vt : t ∈ [0,∞)} be an arbitrary Feller semigroup
on the locally compact metric space (S,d), with moduli δV, αV, κV as in Definition
11.9.2. Let t ∈ [0,∞) be arbitrary. Define the function
Tt :C(S,d)→C(S,d)
by
(Ttg)(∆)≡ T∆t g≡ g(∆),
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and by
(Ttg)(y)≡ T yt g≡
∫
z∈S
T
y
t (dz)g(z)≡
∫
z∈S
V
y
t (dz)g(z) (11.9.2)
for each y ∈ S, for each g ∈C(S,d). Equality 11.9.2 is equivalent to
T
y
t g≡V yt (g|S)≡Vt(g|S)(y).
for each y ∈ S, for each g ∈C(S,d).
Then the family T≡ {Tt : t ∈ [0,∞)} is a Markov semigroup with state space (S,d).
This Markov semigroup T will be called the compactification of the given Feller semi-
group V.
Proof. Let t ∈ [0,∞) be arbitrary. Let N ≥ 1 be such that t ∈ [0,N]. Let g ∈ C(S,d)
be arbitrary, with modulus of continuity δ g. There is no loss of generality in assuming
that g has values in [0,1]. For abbreviation, write f ≡ g|S ∈Cub(S,d).
Let ε > 0. be arbitrary.
1. Let δd be the operation listed in Condition 4 of Definition 11.9.1. Take arbitrary
points y,z ∈ S with d(y,z) < δd(δ g(ε)). Then, according to Condition 4 of Definition
11.9.1, we have d(y,z)< δ g(ε). Hence
| f (y)− f (z)| = |g(y)− g(z)|< ε.
Thus the function f ≡ g|S has a modulus of continuity δd ◦ δ g. Therefore, according
to the definition of the modulus of smoothness αV in Definition 11.9.2, the function
Vt f ∈Cub(S,d) has modulus of continuity αV,N(δd ◦ δg).
2. Let k≥ 0 be so large that
2−k+1 < δ g(ε) (11.9.3)
Let
n≡ 2k+1∨κV,N(ε).
Then
V
y
t hy,n =±ε (11.9.4)
for each y ∈ S.
3. By Condition 5 of Definition 11.9.1, we have, for each u ∈ S, if d(u,x◦) > n =
2k+1 then d(u,∆)≤ 2−k < δ g(ε), whence f (u) = g(u) = g(∆)± ε .
4. Take an arbitrary a ∈ (2n+ 1,2n+ 2) such that the set
K ≡ {u ∈ S : d(x◦,u)≤ a}
is a compact subset of (S,d). Let
Kc ≡ {u ∈ S : d(x◦,u)> 2n+ 1}∪{∆}. (11.9.5)
Then S = K∪Kc.
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5. Define
ε ′ ≡ αV,N(δd ◦ δg)(ε).
Then, by Condition 3 of Definition 11.9.1, there exists δK(ε ′) > 0 such that, for each
y ∈ K and z ∈ S with
d(y,z) < δK(ε
′),
we have d(y,z) < ε ′, whence, in view of the last statement in Step 1, we have
|V yt f −V yt f | < ε. (11.9.6)
6. Let y ∈ Kc be arbitrary. Suppose y ∈ S. Then d(x◦,y) > 2n+ 1 by the defining
equality 11.9.5. Therefore, for each point u ∈ S with hy,n(u) > 0, we have d(y,u) ≤
n+ 1, and so d(u,x◦) > n . In view of Step 3, it follow that, for each point u ∈ S with
hy,n(u)> 0, we have f (u) = g(∆)± ε . Therefore
(Ttg)(y) =V
y
t f =V
y
t hy,n f +V
y
t hy,n f =V
y
t hy,n f ±V yt hy,n
=V yt hy,n f ± ε =V yt ((g(∆)± ε)hy,n± ε = g(∆)V yt hy,n± 2ε
= g(∆)V yt (1− hy,n)± 2ε = g(∆)± ε± 2ε
= g(∆)± 3ε,
where we have used equality 11.9.4 twice. In short
(Ttg)(y) = g(∆)± 3ε (11.9.7)
Suppose y = ∆. Then trivially equality 11.9.7 also holds. Combining equality 11.9.7
also holds for each y ∈ Kc .
7. Proceed to examine a pair of points y,z ∈ S with
d(y,z) < δK(αV,N(δd ◦ δg)(ε)) ≡ δK(ε ′), (11.9.8)
Suppose first that y,z ∈ Kc. Then, by inequality 11.9.7, we have
|(Ttg)(y)− (Ttg)(y)| ≤ 6ε.
8. Suppose, on the other hand, that y ∈ K or z ∈ K . Then, by inequality 11.9.6, we
obtain.
|(Ttg)(y)− (Ttg)(y)|= |V yt f −V yt f |< ε. (11.9.9)
9. Combining, we see that, in either case, we have
(Ttg)(y)− (Ttg)(z)|= |V yt f −V yt f | ≤ 6ε,
provided that the bound 11.9.8 holds.
10. Summing up, the function Ttg is continuous on (S,d), with a modulus of con-
tinuity αT,N(δ g) defined by
αT,N(δ g)≡ δK ◦αV,N ◦ δd(δ g)
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where δ g is the modulus of continuity of the arbitrary function g ∈C(S,d).
11. In particular, Tt : C(S,d) → C(S,d) is a well-defined function. From the
defining equality 11.9.2, it is obvious that it is a nonnegative linear function, with
Tt1 = 1. Hence, for each y ∈ S, the linear, nonnegative, function T yt is an integration
with T yt 1 = 1. Moreover, Ttg for each s, t ∈ [0,∞) with modulus of continuity δ g, the
function Ttg has a modulus of continuity αT,N(δ g) defined in Step 10. We conclude
that Tt is a transition distribution from (S,d) to (S,d), where N ≥ 1 and t ∈ [0,N] are
arbitrary. It is also clear from the defining equality 11.9.2 that T0 is the identity map-
ping.
12. It remains to verify the conditions in Definition 11.3.1 for the family T≡ {Tt :
t ∈ [0,∞)} to be a Markov semigroup. The smoothness condition follows immediately
from Step 10, where we found that the operation αT,N is a modulus of smoothness for
the transition distribution Tt , for each each N ≥ 1, for each t ∈ [0,N].
13. For the semigroup property, consider each s, t ∈ [0,∞). Let y ∈ S be arbitrary.
Then, by inequality 11.9.4, we have
T ys hy,k =V
y
s hy,k ↑ 1 (11.9.10)
and hy,k ↑ 1S as k→ ∞. Consequently, S is a full subset, and {∆} is a null subset of S
relative to the distribution T ys . Hence according to the defining equality 11.9.2, we have
T
y
t g≡V yt (g|S)+ g(∆)1{∆}=V yt (g|S)+ 0
as integrable functions on (S,d) relative to the distribution T ys . Therefore
T ys (Ttg)≡ T ys (Vt(g|S)1S+ g(∆)1{∆}) = T ys (Vt(g|S))
=V ys (Vt(g|S)|S)) =V ys (Vt(g|S)) =V ys+t(g|S), (11.9.11)
where the last equality is by the semigroup property of the Feller semigroup V . Ap-
plying equality 11.9.11, with t,s, replaced by 0, t+ s respectively, we obtain T ys+t(g) =
V
y
s+t(g|S). Combining with equality 11.9.11, we in turn obtain
T ys (Ttg) = T
y
s+t(g)
where y ∈ S is arbitrary. At the same time, we have, trivially
T∆s (Ttg)≡ (Ttg)(∆)≡ g(∆) = T∆s+t(g).
Thus we proved that Ts(Ttg) = Ts+t(g) on (S,d), where g ∈ C(S,d) is arbitrary. The
semigroup property is proved for the family T.
14. It remains to verify strong continuity of the family T. To that end, let ε > 0
be arbitrary, and let g ∈C(S,d) be arbitrary, with a modulus of continuity δ g and with
‖g‖ ≤ 1.We wish to prove that
‖g−Ttg‖ ≤ ε, (11.9.12)
provided that t ∈ [0,δT(ε,δ g)). First note that, trivially,
g(∆)− (Ttg)(∆) = 0. (11.9.13)
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Next, recall from Step 1 that the function g|S has a modulus of continuity δd ◦ δ g.
Hence, by the strong continuity of the Feller semigroup , there exists δV(ε,δd ◦δ g)> 0
so small that, for each t ∈ [0,δV(ε,δd ◦ δg)), we have
|(g|S)−Vt(g|S)| ≤ ε. (11.9.14)
Define
δT(ε,δ g)≡ δV(ε,δd ◦ δg)
Then, for each y ∈ S, we have
|T yt g− g(y)| ≡ |V yt (g|S)− g(y)| ≤ ε.
Combining with equality 11.9.13, we obtain
‖Ttg− g‖≤ ε,
provided that t ∈ [0,δT(ε,δ g)), where g ∈C(S,d) is arbitrary, with a modulus of con-
tinuity δ g and with ‖g‖ ≤ 1.Thus we have verified also the strong continuity condition
in Definition 11.3.1 for the family T≡ {Tt : t ∈ [0,∞)} to be a Markov semigroup.
Corollary 11.9.4. (Nonexplosion of Feller process in finite time intervals). Let
V ≡ {Vt : t ∈ [0,∞)} be an arbitrary Feller semigroup on the locally compact metric
space (S,d), with moduli δV, αV, κV as in Definition 11.9.2. Let T ≡ {Tt : t ∈ [0,∞)}
be the compactification of V. Let
X ≡ X x,T : [0,∞)× (Ω,L,E)→ (S,d)
be an a.u. càdlàg Markov process generated by the initial state x and semigroup T,
as constructed in 11.6.4. Let L ≡ {L(t) : t ∈ [0,∞)} an arbitrary right continuous
filtration to which X x,T is adapted. All stopping times will be understood to be relative
to this filtration L . Theorem 11.7.4 says that X x,T is a strong Markov process relative
to the filtration L .
Let τ be an arbitrary stopping time with values in [0,M]. Then the following holds.
1. Let ε > 0 be arbitrary. Then there exists c> 0 so small that
P(d(∆,Xτ)> c)> 1− ε.
And there exist a compact subset K of (S,d) which depends on ε,x and V, such that
P(Xτ ∈ K)> 1− ε.
Since ε > 0 is arbitrary, we have P(Xτ ∈ S) = 1.
2. For each y ∈ S, and for each N ≥M, we have
T
y
M−τhy,N =V
y
M−τhy,N (11.9.15)
as r.r.v.’s
3. For each y ∈ S, and for each N ≥M∨κV,N(ε), we have
T
y
M−τhy,N =V
y
M−τhy,N ≤ ε (11.9.16)
as r.r.v.’s
4. For each v ∈ [0,∞), the function Xv : (Ω,L,E)→ (S,d) is a r.v.
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Proof. 1. Lemma 11.7.3 says that the function Xτ is a well defined r.v. with values
in (S,d) which is measurable relative to L(τ), and that there exists a nonincreasing
sequence (η j) j=0,1,··· of stopping times such that, (i) for each j ≥ 0, the r.r.v. η j has
values in Q j, (ii)
τ ≤ η j < τ + 2− j+2. (11.9.17)
and (iii) Xη( j) → Xτ a.u. as j → ∞. By assumption, we have τ ≤ M. Hence, by
replacing η j with η j ∧M if necessary, we may assume that η j has values in the finite
set Q j[0,M], for each j ≥ 0.
2. Since Xη( j) → Xτ a.u. and since d ≤ 1, we have Ed(Xη( j),Xτ)→ 0.
3. Let ε > 0 be arbitrary. Consider each n ≥ κV,M(ε). Let v ∈ [0,M] be arbitrary.
Since x ∈ S, we have
E(hx,n(Xv)) = T
x
v hx,n =V
x
v hx,n = 1−V xv hx,n ≥ 1− ε.
Now let v ∈ Q j[0,M] be arbitrary. Take any regular point a ∈ (n− 1,n) of the r.r.v.’s in
the finite family {d(∆,Xv) :∈Q j[0,M]}, such that the subset K ≡ (d(·,x)≤ a)⊂ (S,d)
is a compact subset of (S,d), and such that the set (d(Xv,x)≤ a) is measurable. Then
P(Xv ∈ K) = P(d(Xv,x)≤ a)≥ E(hx,n(Xv))≥ 1− ε.
4. Condition 2 of Definition 11.9.1 implies that there exists c> 0 such that d(x,∆)>
c for each x ∈ K. Then
P(d(∆,Xv)> c)≥ P(Xv ∈ K)> 1− ε.
Hence, for each j ≥ 0, we have
P(d(∆,Xη( j))> c) = ∑
v∈Q( j)[0,M]
P(η j = v;d(∆,Xη( j))> c)
= ∑
v∈Q( j)[0,M]
P(η j = v;d(∆,Xv)> c)
> ∑
v∈Q( j)[0,M]
P(η j = v)(1− ε) = 1− ε.
Since d(Xη( j),Xτ )→ 0 a.u. and since d ≤ 1, it follows that
P(d(∆,Xτ)> c)≥ 1− ε.
Similarly, P(Xτ ∈ K) > 1− ε, where ε > 0 is arbitrary. Consequently P(Xτ ∈ S) = 1.
Assertion 1 of the corollary is proved.
5. Proceed to prove Assertion 2. Let y ∈ S and N ≥M be arbitrary. Then
T
y
M−η( j)hy,N = ∑
v∈Q( j)[0,M]
1η( j)=vT
y
M−vhy,N
= ∑
v∈Q( j)[0,M]
1η( j)=vV
y
M−vhy,N =V
y
M−η( j)hy,N . (11.9.18)
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Letting j→ ∞ and η j ↓ τ, the uniform continuity of T yw in the subscript variable w ∈
[0,M] yields
T
y
M−τhy,N =V
y
M−τhy,N .
Assertion 2 is proved.
6. Now suppose, in addition, that N ≥M ∨κV,N(ε). Then V yM−vhy,N ≤ ε for each
v ∈ Q j[0,M]. Hence equality 11.9.18 yields T yM−η( j)hy,N = V
y
M−η( j)hy,N ≤ ε . With
j→ ∞, we obtain the desired inequality 11.9.16. Assertion 3 and is proved.
7. Finally, let v ∈ [0,∞) be arbitrary. Let M ≥ 1 be so large that v ∈ [0,M]. Then,
in view of Assertion 1, on a full set, Xv is a function with values in S. Let f ∈Cub(S,d)
be arbitrary with 1≥ f ≥ 0. Then
E((hx(◦),n f )(Xv)) = T xv (hx(◦),n f ) =V
x
v (hx(◦),n f )≤V xv (hx(◦),n) ↓ 0.
Therefore the limit E((hx(◦),n f )(Xv)) exists as n→ ∞. Hence the Monotone Conver-
gence Theorem implies that the function f (Xv) is integrable. By linearity, the function
g(Xv) is integrable for each g ∈ Cub(S,d). In particular, Ehx(◦),n(Xv) ↑ 1. Thus Xv is a
r.v. with values in (S,d). Assertion 4 and the Corollary are proved.
Theorem 11.9.5. (Construction of Feller process from Feller semigroup). Let V≡
{Vt : t ∈ [0,∞)} be an arbitrary Feller semigroup on the locally compact metric space
(S,d). Then the following holds.
1. Let x ∈ (S,d) be arbitrary. Then there exists an a.u. càdlàg process
X ≡ X x,V : [0,∞)× (Ω,L,E)→ (S,d),
whose family of marginal distributions Fx,V is generated by the initial state x and Feller
semigroup V in the following sense. For arbitrary m≥ 1, f ∈Cub(Sm,dm), and nonde-
creasing sequence r1 ≤ ·· · ≤ rm in [0,∞), we have
F
x,V
r(1),··· ,r(m) f
=
∫
V xr(1)(dx1)
∫
V
x(1)
r(2)−r(1)(dx2) · · ·
∫
V
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm). (11.9.19)
2. For arbitrary m ≥ 1, f ∈ Cub(Sm,dm), and nondecreasing sequence r1 ≤ ·· · ≤
rm in [0,∞), the function F
∗,V
r(1),··· ,r(m) f is continuous on compact subsets K ⊂ (S,d) ,
relative to the metric d.
3. Let L ≡ {L(t) : t ∈ [0,∞)} be an arbitrary right continuous filtration. Let
x ∈ (S,d) be arbitrary. Suppose the a.u. càdlàg Markov process X x,V is adapted to
the filtration L . Then the process X ≡ X x,Vis strongly Markov relative to the Feller
semigroup V in the following sense.
Let τ be an arbitrary stopping time with values in [0,∞). Let 0 ≡ r0 ≤ r1 ≤ ·· · ≤
rm be an arbitrary nondecreasing sequence in [0,∞), and let f ∈ C(Sm+1,dm+1) be
arbitrary. Then (i) Xτ is a r.v. relative to L(τ), and (ii)
E( f (Xτ+r(0),Xτ+r(1), · · · ,Xτ+r(m))|L(τ))
= E( f (Xτ+r(0),Xτ+r(1), · · · ,Xτ+r(m))|Xτ) = FX(τ),Vr(0),··· ,r(m)( f ) (11.9.20)
as r.r.v.’s
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Proof. Let
(Ω,L,E)≡ (Θ0,L0, I0)≡ ([0,1],L0,
∫
·dx)
denote the Lebesgue integration space based on the unit interval Θ0.
1. Let T ≡ {Tt : t ∈ [0,∞)} be the compactification of the Feller semigroup as
constructed in Theorem 11.9.3. ThusT is a Markov semigroupwith the compact metric
state space (S,d), where d ≤ 1. Moreover, T has the modulus of smoothness αT ≡
(αT,N)N=1,2,··· and the modulus of strong continuity δT as constructed in the proof of
Theorem 11.9.3.
2. Let x ∈ (S,d) be arbitrary. Let
X ≡ X x,T : [0,∞)× (Θ0,L0, I0)→ (S,d) (11.9.21)
be the a.u. càdlàg Markov process generated by the initial state x and semigroup T, as
constructed in Theorem 11.5.3.
3. Let t ∈ [0,∞) be arbitrary. Assertion 4 of Corollary 11.9.4 implies that, (X t ∈ S)
is a full set. Define the function Xt : (Θ0,L0, I0)→ (S,d) by domain(Xt) = (X t ∈ S)
and by Xt = X t on domain(Xt). Then Xt is a r.v. with values in (S,d). Since the identity
mapping ι : (S,d)→ (S,d) is continuous, the function Xt is a r.v. with values in (S,d).
Thus the function
X ≡ X x,V : [0,∞)× (Θ0,L0, I0)→ (S,d) (11.9.22)
is a well-defined process with state space (S,d). Let Fx,V denote the family of marginal
f.j.d.’s of this process X ≡ X x,V.
4. Let the integer m ≥ 1, the function f ∈ C(Sm,dm), and the nondecreasing se-
quence r1 ≤ ·· · ≤ rm in [0,∞) be arbitrary. Then Theorem 11.6.4 says that the function
F
∗,T
r(1),··· ,r(m) f : (S,d)→ R
is uniformly continuous on (S,d). Hence it is uniformly continuous on compact subsets
of (S,d),relative to the metric d. At the same time,
F
x,V
r(1),··· ,r(m) ≡ I0 f (Xr(1), · · · ,Xr(m)) = I0 f (X r(1), · · · ,X r(m))≡ F
x,T
r(1),··· ,r(m) f
=
∫
x(1)∈S
T xr(1)(dx1)
∫
x(2)∈S
T
x(1)
r(2)−r(1)(dx2) · · ·
∫
x(m)∈S
T
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm)
=
∫
x(1)∈S
V xr(1)(dx1)
∫
x(2)∈S
V
x(1)
r(2)−r(1)(dx2) · · ·
∫
x(m)∈S
V
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm)
=
∫
V xr(1)(dx1)
∫
V
x(1)
r(2)−r(1)(dx2) · · ·
∫
V
x(m−1)
r(m)−r(m−1)(dxm) f (x1, · · · ,xm). (11.9.23)
where the fifth equality is thanks to equality 11.9.2. We have proved the desired equal-
ity 11.9.19 in Assertion 1. We have yet to complete the proof of Assertion 1, pending
the a.u. càdlàg property of the process X .
5. It was observed in Step 4 that the function F∗,T
r(1),··· ,r(m) is continuous on com-
pact subsets K of (S,d), relative to the metric d. Hence, in view of equality 11.9.23,
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the function F∗,V
r(1),··· ,r(m) f is continuous on compact subsets K of (S,d), relative to the
metric d. This proves Assertion 2.
5. By Theorem 11.7.4, the a.u. càdlàg Markov process X is strongly Markov. To
be precise, the following two conditions hold.
(i) Let τ be an arbitrary stopping time with values in [0,∞), relative to the filtration
L . Then the function Xτ is a r.v. relative to L(τ), and
(ii). The process X is strongly Markov relative to filtration L . Specifically, let
τ be an arbitrary stopping time with values in [0,∞), relative to the filtration L . Let
0 ≡ r0 ≤ r1 ≤ ·· · ≤ rm be an arbitrary nondecreasing sequence in [0,∞), and let f ∈
C(Sm+1,dm+1) be arbitrary. Then
I0( f (X τ+r(0),X τ+r(1), · · · ,X τ+r(m))|L(τ)
= I0( f (X τ+r(0),X τ+r(1), · · · ,Xτ+r(m))|Xτ ) = FX(τ),Tr(0),··· ,r(m)( f ) (11.9.24)
as r.r.v.’s. By Corollary 11.9.4, we have X τ+r(1) = Xτ+r(1) on some full set, for eachi=
1, · · · ,m. Hence equality 11.9.24 implies that
I0( f (Xτ+r(0),Xτ+r(1), · · · ,Xτ+r(m))|L(τ))
= I0( f (Xτ+r(0),Xτ+r(1), · · · ,Xτ+r(m))|Xτ) = FX(τ),Tr(0),··· ,r(m)( f ) = F
X(τ),V
r(0),··· ,r(m)( f )
(11.9.25)
Assertion 3 has been proved. This shows that the process X is also strongly Markov.
6. To complete the proof, we need to show that the process X is a.u. càdlàg relative
to the metric d, as in Definition 10.10.4. In other words, we need to prove that it is
continuous in probability on each interval [0,N], and that the shifted process Y ≡ XN :
[0,1]×(Ω,L,E)→ (S,d) is a.u. càdlàg, for each N ≥ 0. Definition 10.10.4 also defines
the shifted processes. We will give the proof only for the case where N = 0. The other
cases are similar.
7. To that end, let Y ≡ X0 ≡ X |[0,1]. Let Z ≡ Y |Q∞ = X |Q∞. Then, thanks to
the strong continuity of the Feller semigroup V and to the strong Markov property of
the process X , the process Z is strongly right continuous in probability, in the sense of
Definition 10.7.3. We will prove that, in addition, the process Z is also a.u. bounded,
in the sense of Definition 10.7.2
To that end, Let ε0 > 0 be arbitrary. Let ε ≡ 2−1ε0. Write n ≡ κV,1(ε). Take any
b1 ∈ (n+ 1,n+ 2). Let
βauB(ε0)≡ 2b1+ d(x◦,x).
Now consider each k ≥ 0 and each γ ′ > βauB(ε). For abbreviation, writeγ ≡ γ ′ −
d(x◦,x). Then γ > 2b1.
Let η ≡ η0,γ,Q(k) be the simple first exit time in the sense of Definition 8.2.7. Then
P(
∨
r∈Q(h)
d(x,Zr)> γ;d(x,Z1)≤ b1) ≤ P(d(x,Zη)> γ;d(x,Z1)≤ b1)
≤ P(d(Zη ,Z1)> γ− b1) ≤ P(d(Zη ,Z1)> b1)
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≤ P(d(Xη ,X1)> b1) ≤ E(hX(η),n(X1))
=
∫
V xη(dy)
∫
V
y
1−η(dz)hy,n(z) =
∫
V xη(dy)V
y
1−ηdhy,n
≤
∫
V xη(dy)ε = ε.
Therefore
P(
∨
r∈Q(h)
d(x,Zr)> γ)
≤ P(
∨
r∈Q(h)
d(x,Zr)> γ;d(x,Z1)≤ b1)+P(d(x,Z1)> b1)≤ ε + ε = 2ε.
Hence
P(
∨
r∈Q(h)
d(x◦,Zr)> γ ′)≡ P(
∨
r∈Q(h)
d(x◦,Zr)> d(x◦,x)+ γ)
≤ P(
∨
r∈Q(h)
d(x,Zr)> γ)≤ 2ε.
Summing up, we have proved that the process Z = X |Q∞ is a.u. bounded, with a
modulus of a.u. boundlessness βauB. Since it is also strongly right continuous, Theorem
10.7.8 is applicable to Z, and implies that right-limit extension X˜ ≡ΦrLim(Z) : [0,1]×
Ω → S relative to the metric d, is an a.u. càdlàg process relative to the metric d. At
the same time X is a.u. càdlàg relative to the metric d. Therefore X |[0,1] = ΦrLim(Z)
relative to the metric d. Since sequential convergence relative to d is equivalent to
sequential convergence relative to d, we have X |[0,1] = X˜ . Therefore X |[0,1] is a.u.
càdlàg process relative to the metric d.
Similarly we can prove that, for each N ≥ 0, the shifted process XN : [0,1]×
(Ω,L,E)→ (S,d) defined by XNt ≡ XN+t , for each t ∈ [0,1] is a.u. càdlàg. Summing
up, the process is a.u. càdlàg in the sense of Definition 10.10.4.
The theorem is proved.
Corollary 11.9.6. (Modulus of a.u. boundlessness on finite intervals). The process
X ≡ X x,V constructed in Theorem 11.9.5 is a.u. bounded in the following sense. Let
ε0 > 0 be arbitrary. Let M > N ≥ 0 be arbitrary integers. Then there exists β ≡
β˜auB(ε0,N,M) > 0 so large that, for some measurable set A with P(Ac)< ε0, we have
d(x◦,X(t,ω))≤ β
for each t ∈ [N,M]∩ domain(X(·,ω), for each ω ∈ A. The operation is then called a
modulus of a.u. boundlessness of the Feller process X.
Proof. 1. We will prove only that the process X0 ≡ X |[0,1] is a.u. bounded, with
a modulus β˜auB(·,0,1). The prooffor the shifted processes XN with N ≥ 1 is similar
with modulus β˜auB(·,N,N+ 1). Then the a.u. boundlessness of the shifted processes
X0,X1, · · · ,XM−1 together imply the a.u. boundlessness of the process X on [0,M].
The moduli β˜auB(·,N,N + 1), · · · , β˜auB(·,M − 1,M) will together yield the modulus
β˜auB(·,N,M)
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To proceed, let Y ≡ X |[0,1]. Let Z ≡ Y |Q∞ = X |Q∞. In Step 7 of the proof of
Theorem 11.9.5, we saw that the process Z is a.u. bounded in the sense of Definition
10.7.2, with some modulus of a.u. boundlessness βauB. We also saw that the process
Y ≡ X |[0,1] is a.u. càdlàg, and that Y = ΦrLim(Z) relative to the metric d.
Now let ε0 > 0 be arbitrary. Write ε ≡ 2−1ε0. Take any γ > βauB(ε). Define
β˜auB,1(ε0,0,1)≡ γ + 2ε .
2. By Condition 3 in Definition 10.3.2 for a.u. càdlàg processes on [0,1], there
exists (i) δaucl(ε) > 0, (ii) a measurable set A1 with P(Ac1) < ε , (iii) an integer h ≥ 1,
and (iv) a sequence of r.r.v.’s
0= τ0 < τ1 < · · ·< τh−1 < τh = 1, (11.9.26)
such that, for each i= 0, · · · ,h−1, the function Xτ(i) is a r.v., and such that, (v) for each
ω ∈ A1, we have
h−1∧
i=0
(τi+1(ω)− τi(ω))≥ δaucl(ε), (11.9.27)
with
d(X(τi(ω),ω),X(·,ω))≤ ε, (11.9.28)
on the interval θi(ω)≡ [τi(ω),τi+1(ω)) or θi(ω) ≡ [τi(ω),τi+1(ω)] according as 0 ≤
i≤ h− 2 or i= h− 1.
3. Now take k≥ 0 so large that 2−k < δaucl(ε). Then,because γ > βauB(ε), we have
P(Ac0)< ε, (11.9.29)
where
A0 ≡ (
∨
r∈Q(k)
d(x◦,Zr)≤ γ)
4. Consider each ω ∈ A≡ A0A1 and each i= 0, · · · ,h−1. Then, inequality 11.9.27
implies that the interval θi(ω) contains some point r ∈ Qk ≡ {0,2−k,2 · 2−k, · · · ,1}.
Hence inequality 11.9.27 implies that, for each t ∈ θi(ω),we have
d(x◦,X(t,ω))
≤ d(x◦,X(r,ω))+ d(X(r,ω),X(τi(ω),ω))+ d(X(τi(ω),ω),X(t,ω))
≤ d(x◦,Z(r,ω))+ d(X(r,ω),X(τi(ω),ω))+ d(X(τi(ω),ω),X(t,ω))
≤ γ + ε + ε, (11.9.30)
Combining, we see that d(x◦,X(t,ω)) ≤ γ + 2ε for each t ∈ θ0(ω)∪ ·· · ∪ θh−1(ω).
Since this last union of intervals is dense in [0,1], and since the function X(·,ω) is
right continuous, it follows that d(x◦,X(t,ω)) ≤ γ + 2ε ≡ β˜auB,1(ε0,0,1) for each t ∈
[0,1]∩ domain(X(·ω)), for each ω ∈ A. Note that P(Ac) ≡ P(A0A1)c < 2ε ≡ ε0. We
have verified that the operation β˜auB,1(·,0,1) is a modulus of a.u. boundlessness of the
process X |[0,1].
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Definition 11.9.7. (Feller process). Let V ≡ {Vt : t ∈ [0,∞)} be an arbitrary Feller
semigroup on the locally compact metric space (S,d). Let x ∈ (S,d) be arbitrary. Let
X be an arbitrary a.u. càdlàg process whose marginal distributions are given by the
family Fx,V, and which is adapted to some right continuous filtration L , and which is
strongly Markov relative to the filtration L and the Feller semigroup V, in the sense
of Conditions 3 in Theorem 11.9.5. Then X is called a Feller process generated by the
initial state x and the Feller semigroup V.
Theorem 11.9.8. (Abundance of first exit times for Feller process over finite inter-
vals). Let V≡{Vt : t ∈ [0,∞)} be an arbitrary Feller semigroup on the locally compact
metric space (S,d). Let x ∈ (S,d) be arbitrary. Let
X : [0,∞)× (Ω,L,E)→ (S,d),
be the Feller process generated by the initial state x and Feller semigroup V, in the
sense of Theorem 11.9.5. LetL ≡ {L(t) : t ∈ [0,∞)} be an arbitrary right continuous
filtration relative to which the process X is adapted.. Let f : (S,d)→ R be an arbi-
trary nonnegative function which is continuous on compact subsets of (S,d), such that
f (X0)≤ a0 for some a0 ∈ R. Let a ∈ (a0,∞) and be arbitrary.
Then there exists a countable subset G of R such that, for each a ∈ (a0,∞)Gc, and
for each M ≥ 1, the first exit time τ f ,a,M(X) of the open subset ( f < a) exists, in the
sense of Definition 11.8.1. Here Gc denotes the metric complement of G in R.
Note that, in general, there is no requirement that the process actually exits ( f < a)
ever. It is stopped at time M if it does not exit by then.
Proof. Let x ∈ (S,d) and the continuous function f be as given in the hypothesis, Thus
f (X0) = f (x) ≤ a0 for some a0 ∈ R. Let b ≥ 0 be such that | f | ≤ b. Let M ≥ 1 be
arbitrary.
1. Use the terminology and the notations in the proof of Theorem 11.9.5. There is
no loss of generality in assuming that X = X x,Vis is the process constructed in the proof
of Theorem 11.9.5, where we saw that, on a full set, we have X x,V = X
x,T
, where T is
the one-point compactification of the Feller semigroup V, and where the process X
x,T
is constructed in Step 2 of said proof.
2. Let k ≥ 0 be arbitrary. Then Corollary 11.9.6 says that there exists βk ≡
β˜auB(2−k,0,M) > 0 so large that, for some measurable set Ak with P(Ack) < 2
−k, we
have
d(x◦,X(t,ω))≤ βk
for each t ∈ [0,M]∩domain(X(·,ω), for each ω ∈ Ak. Define the measurable set
Ak+ ≡
∞⋂
i=k
Ai.
Then P(Ack+)< 2
−k+1.
3. Let (nk)k=0,1,··· be an increasing sequence such that nk > βk ≡ β˜ (2−k,0,M). Let
k≥ 0 be arbitrary. Define fk ≡ f hx(◦),n(k) ∈C(S,d). Then | fk| ≤ b, and fk has the same
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compact support as hx(◦),n(k). Hence fk ∈C(S,d)⊂C(S,d),with the understanding that
fk(∆)≡ 0. Let y ∈ S be arbitrary such that hx(◦),n(k)(y) = 1.Then
fk(y) = f (y).
Note that. since f ≥ 0, we have fk ↑ f .
4. First consider the process
X = X ≡ Xx,T : [0,∞)× (Θ0,L0, I0)→ (S,d). (11.9.31)
By Theorem 11.8.4, there exists a countable subset G of R such that, for each a ∈
(a0,∞)Gc, the first exit time τk ≡ τ f (k),a,M(X) exists. By Definition 11.8.1, τk is a
stopping time relative to L , with values in [0,M], such that the function Xτ(k) is
a well-defined r.v relative to L(τ(k)), with values in S, and such that, for each ω ∈
domain(Xτ(k)), we have
(i). fk(X(·,ω))< a on the interval [0,τk(ω)), and
(ii). fk(Xτ(k)(ω))≥ a if τk(ω)<M.
5. We will verify that the sequence (τk)k=0,1,··· is nonincreasing. Suppose τk(ω)<
τk+1(ω) for some ω ∈Ω. Then, according to Condition (i), applied to fk+1, we have
fk+1(X(τk(ω),ω))< a.
Moreover, τk(ω) < M because τk+1(ω) ≤ M. Hence fk(Xτ(k)(ω)) ≥ a according to
Condition (ii). This is a contradiction because fk ≤ fk+1. We conclude that τk ≥ τk+1.
6. Next, let i> k ≥ 0 be arbitrary. Consider each ω ∈ Ω such that τi(ω) > τk(ω).
Then, according to Condition (i), we have fk(X(τi(ω),ω))< a. Moreover, τi(ω)<M,
whence, fi(Xτ(i)(ω))≥ a, according to Conditon (ii) applied to fi. Combining,
fk(Xτ(i)(ω))< fi(Xτ(i)(ω)).
In other words,
f (Xτ(i)(ω))hx(◦),n(k)(Xτ(i)(ω))< f (Xτ(i)(ω))hx(◦),n(i)(Xτ(i)(ω).
Cancelling the common factor, we obtain
hx(◦),n(k)(Xτ(i)(ω))< hx(◦),n(i)(Xτ(i)(ω))≤ 1
The strict inequality implies that d(x◦,Xτ(i)(ω)) ≥ nk > βk. Therefore, according
to Step 2, we have ω ∈ Ack ⊂ Ack+. Summing up, (τi > τk) ⊂ Ack+. Hence τi = τk on
Ak+. Since P(Ack+) ≤ 2−k+1 is arbitrarily small for sufficiently large k ≥ 0, it follows
that τk ↓ τ a.u. for some r.r.v. τ with values in [0,M]. Moreover,
τ = τk (11.9.32)
on Ak+, for each k≥ 0.
7. Next we will verify that τ is a stopping time relative to the right continuous
filtrationL ≡{L(t) : t ∈ [0,∞)}. To that end, consider each regular point t ∈ [0,M] of τ .
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Let s ∈ (t,∞) be arbitrary. Let (sk)k=0,1,··· be a sequence such that sk ∈ (t,s∧ (t+2−k))
is a regular point of the r.r.v.’s τ and τk, for each k ≥ 0. Then
1(τ(k)≤s(k)) ≥ 1(τ≤s(k)) ≥ 1(τ≤t)
for each k ≥ 0. Moreover, for each k ≥ 0, we have τ = τk on the set Ak+. Hence
E1(τ(k)≤s(k)) = E1(τ(k)≤s(k))1A(k+)+E1(τ(k)≤s(k))1A(k+)c
≤ E1(τ≤s(k))1A(k+)+ 2−k+1
≤ E1(τ≤s(k))+ 2−k+1 ↓ E1(τ≤t).
At the same time, 1(τ(k)≤s(k)) ∈ L(s(k))⊂ L(s) because τk is a stopping time relative to the
filtrationL , for each k≥ 0, according to Step 4. Therefore the Monotone Convergence
Theorem implies that 1(τ≤t) ∈ L(s), where s ∈ (t,∞) is arbitrary. We conclude that
1(τ≤t) ∈ L(t+) = L(t),
where the equality is thanks to the right continuity of the filtration L . Thus we have
verified that τ is a stopping time relative to the filtration L .
8. Observe that, for each i≥ k≥ 0, we have (Xτ(k) = Xτ) on Ak+, thanks to equality
11.9.32. Hence„ trivially, Xτ(k) → Xτ a.u. Since Xτ(k) is a r.v. with values in (S,d), so
is Xτ . Because there exists a full set on which X t = Xt for each t ∈ [0,1], the r.v. Xτ has
values in (S,d) . Since the identity mapping ι : (S,d)→ (S,d) is continuous according
to Condition 3 of Definition 11.9.1, the function Xt is actually a r.v. with values in
(S,d). By restricting the r.v. Xτ to the full set D ≡ ⋂∞κ=0⋃∞k=κ Ak+, we may assume
that domain(Xτ)⊂ D.
9. Now consider each ω ∈ domain(Xτ). Let t ∈ [0,τ(ω)) be arbitrary. Take κ ≥ 0
be so large that
hx(◦),n(κ)(Xτ(ω)) = 1= hx(◦),n(κ)(Xt(ω)),
which leads to fk(Xτ(ω)) = f (Xτ(ω)) and fk(Xt(ω)) = f (Xt (ω)), for each k ≥ κ .
Separately, because ω ∈D, there exists k≥ κ such that ω ∈ Ak+. Hence τ(ω) = τk(ω)
and Xτ(k)(ω) = Xτ(ω). Consequently, t ∈ [0,τk(ω)). Conditions (i) and (ii) in Step 4
therefore implies
(i’). f (X(t,ω))< a , and
(ii’). f (Xτ(ω))≥ a if τ(ω)<M.
We have thus verified all the conditions in Definition 11.8.1 for τ to be the first
exit time in [0,M] of the open subset ( f < a) by the process X . In symbols, τ f ,a,M ≡
τ f ,a,M(X)≡ τ . The theorem is proved.
11.10 The Brownian motion in Rm
In the remainder of this chapter, let m ≥ 1 be arbitrary, but fixed, and let (Rm,dm)
denote the m-dimensional Euclidean metric space. Thus dm(x,y) = |x− y| for each
x,y ∈ Rm.
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Definition 11.10.1. (Notations for matrices and vectors). We will use the notations
of matrices and vectors in Section 5.7, with one exception: for the transpose of an
arbitrary matrix A, we will write A′, rather than the symbol AT used in Section 5.7, so
that we can reserve the symbol T for transition distributions. We will regard each point
x ≡ (x1, · · · ,xm) ∈ Rm as a column vector, i.e. a m× 1 matrix
 x1...
xm
. Then x′x is
a 1× 1 matrix which we identify with its sole entry ∑mi=1 x2i , the inner product of the
vector x. At the risk of some confusion, we will write 0≡ (0, · · · ,0) ∈ Rm, and write I
for the the m×m identity matrix.

Definition 11.10.2. (Notations for normal distributions and normal p.d.f.’s on Rm).
We will use the notations and results for normal distributions in Section 5.7. In partic-
ular, for each t ≥ 0, recall, from Definition 5.7.7, the normal distribution Φx,t ≡ Φx,tI
on Rm with mean vector x≡ (x1, · · · ,xm) ∈ Rm and covariance matrix tI. If t > 0, then
Φx,t has the p.d.f. ϕx,t ≡ ϕx,tI defined by
ϕx,t(y)≡ (2pi)−
m
2 t−
m
2 exp(−1
2
t−1(y− x)′(y− x))
= (2pi)−
m
2 t−
m
2 exp(−1
2
t−1
m
∑
i=1
(yi− xi)2) (11.10.1)
for each y≡ (y1, · · · ,ym)∈ Rm. A r.v. U with values in Rm is said to be standard normal
if it has the normal distribution Φ0,1.
In the remainder of this chapter, let U,W,V,U1,U2, · · · be an arbitrary indepen-
dent sequence of standard normal r.v.’s with values in Rm, on some probability space
(Ω˜, L˜, E˜). These r.v.’s are used only for the compact notations for their joint distribu-
tions; the sample space (Ω˜, L˜, E˜) is immaterial. For example,
E˜ f (x+
√
tU) =
∫
Rm
Φx,t (du) f (u) =
∫
Rm
Φ0,t(du) f (x+ u),
where the expectation on the left-hand side gives a compact notation of two integrals
on the right.

We next generalize the definition of Brownian motion introduced in Definition
9.4.1.
Definition 11.10.3. (Brownianmotion in Rm). An a.u. continuous process B : [0,∞)×
(Ω ,L,E)→ Rm is called a Brownian Motion in Rm if (i) B0 = 0, (ii) for each sequence
0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn in [0,∞), the r.v.’s Bt(1) −Bt(0), · · · ,Bt(n)− Bt(n−1) are
independent, and (iii) for each s, t ∈ [0,∞), the r.v. Bt −Bs is normal with mean 0 and
covariance matrix |t− s|I.
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Let k = 1, · · · ,m be arbitrary. We will write Bk;t for the k-th coordinate of the r.v.
Bt , for each t ∈ [0,∞). Thus Bt ≡ (B1;t , · · · ,Bm;t), for each t ∈ [0,∞). The process
Bk; : [0,∞)× (Ω ,L,E)→ R defined by
(Bk;)t ≡ Bk;t
for each t ∈ [0,∞), is called the k-th coordinate process of B. It is easily verified that if
B is a Brownian Motion in Rm, then Bk; is a Brownian motion in R.
Suppose B : [0,∞)× (Ω ,L,E)→ Rm is a Brownian Motion in Rm. Let
x≡ (x1, · · · ,xm) ∈ Rm
be arbitrary. Then we will write Bx for the process x+B : [0,∞)× (Ω ,L,E)→ Rm, and
call Bx a Brownian motion in Rm starting at the point x. Thus, for each k = 1, · · · ,m,
the process Bx(k)
k
is a Brownian motion in R starting at the point xk.

To construct a Brownian motion, we will define a certain Feller semigroup T on
[0,∞) with state space (Rm,dm), and then prove that any a.u. càdlàg Feller process
with initial state 0 and with this Feller semigroup T is a Brownian motion. This way,
we can use the theorems in the preceding sections for a.u. càdlàg Feller processes, to
infer strong Markov property, and abundance of first exit times.
Lemma 11.10.4. (Semigroup for the Brownian motion). Let t ≥ 0 be arbitrary.
Define the function Tt :Cub(Rm,dm)→Cub(Rm,dm) by
Tt( f )(x) ≡ T xt ( f ) ≡ E˜ f (x+
√
tU) =
∫
Rm
Φ0,t(du) f (x+ u) (11.10.2)
for each x ∈ Rm, for each f ∈ Cub(Rm,dm). Then the family T ≡ {Tt : t ∈ [0,∞)} is a
Feller semigroup in the sense of Definition 11.9.2. We will call T the m-dimensional
Brownian semigroup.
Proof. We need to verify the conditions in Definition 11.9.2. for the family T to be a
Feller semigroup. It is trivial to verify that, for each t ∈ [0,∞) and for each y ∈ S, the
function T xt is is a distribution on (R
m,dm).
1. LetN ≥ 1, t ∈ [0,N], and f ∈Cub(Rm,dm) be arbitrary with a modulus of continu-
ity δ f and with | f | ≤ 1. Consider the function Tt f defined in equality 11.10.2. Let ε > 0
be arbitrary. Let x,y ∈ Rm be arbitrary with |x− y|< δ f (ε). Then |(x+ u)− (y+ u)|=
|x− y|< δ f (ε). Hence
|Tt( f )(x)−Tt( f )(y)| ≡ |
∫
Rm
Φ0,t(du) f (x+ u)−
∫
Rm
Φ0,t(du) f (y+ u)|
≤
∫
Rm
Φ0,t(du)| f (x+ u)− f (y+ u)|< ε.
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Hence Tt( f ) has the same modulus of continuity αV,N(δ f )≡ δ f as the function f . Thus
the family T has a modulus of smoothness αT ≡ (ι, ι, · · · ) where ι is the identity oper-
ation ι . The smoothness condition, Condition 1 of Definition 11.9.2 has been verified
for the family T. In particular, we have a function Tt :Cub(Rm,dm)→Cub(Rm,dm).
2. We will next prove that T xt ( f ) is continuous in t. To that end, let ε > 0, x ∈ Rm
be arbitrary. Note that the standard normal r.v. U is a r.v. Hence there exists aε > 0 so
large that E˜1(|U|>a(ε)) < 2−1ε . Note also that
√
t is a uniformly continuous function of
t ∈ [0,∞), with some modulus of continuity δsqrt . Let t,s≥ 0 be such that
|t− s|< δT(ε,δ f )≡ δsqrt(a−1ε δ f (2−1ε)). (11.10.3)
Then |√t−√s|< a−1ε δ f (2−1ε). Hence
|(x+√tu)− (x+√su)|= |√tu−√su|< δ f (2−1ε)
for each u ∈ Rm with |u| ≤ aε . Therefore the defining equality 11.10.2 leads to
|T xt ( f )−T xs ( f )| ≤ E˜| f (x+
√
tU)− f (x+√sU)|
≤ E˜| f (x+√tU)− f (x+√sU)|1(|U|≤a(ε))+ E˜1(|U|>a(ε))
≤ E˜2−1ε1(|U|≤a(ε))+ E˜1(|U|>a(ε))
≤ 2−1ε + 2−1ε = ε. (11.10.4)
Thus the function T xt· f is uniformly continuous in t ∈ [0,∞), with a modulus of con-
tinuity independent of x. In the special case where s = 0, we have equality T xs ( f ) =
E˜ f (x+
√
0U) = f (x), whence inequality 11.10.4 yields
|Tt( f )− f | ≤ ε
for each t ∈ [0,δT(ε,δ f )). The strong-continuity condition, Condition 3 in Definition
11.9.2, is also verified for the family T, with δT being the modulus of strong continuity.
3. Next let t,s ≥ 0 be arbitrary. First assume that s > 0. Then (t+ s)− 12 (√tW +√
sV ) is a standard normal r.v. with values in Rm. Hence, for each x ∈ Rm, we have
T xt+s( f ) = E˜ f (x+
√
t+ sU) = E˜ f (x+
√
tW +
√
sV )
=
∫
w∈Rm
∫
u∈Rm
ϕ0,t(w)ϕ0,s(v) f (x+w+ v)dwdv
=
∫
v∈Rm
(
∫
w∈Rm
ϕ0,t(w) f (x+w+ v)dw)ϕ0,s(v)dv
=
∫
v∈Rm
((Tt f )(x+ v))ϕ0,s(v)dv
= T xs (Tt f ), (11.10.5)
provided that s ∈ (0,∞). At the same time, inequality 11.10.4 shows that both ends of
equality 11.10.5 are continuous functions of s ∈ [0,∞). Hence equality 11.10.5 can be
extended, by continuity, to
T xt+s( f ) = T
x
s (Tt f )
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for each s ∈ [0,∞). It follows that Ts+t = TsTt for each t,s ∈ [0,∞). Thus the semigroup
property, Condition 2 in Definition 11.9.2 is proved for the family T.
4. The non-explosion condition, Condition 4 in Definition 11.9.2, is also straight-
forward, and is left as an exercise.
5. Summing up, all the conditions in Definition 11.9.2 hold for the family T to be
a Feller semigroup with state space (Rm,dm).
Theorem 11.10.5. (Construction of Brownian motion in Rm). A Brownian motion
in Rm exists which is an a.u. continuous Feller process generated by the initial state
x= 0 and the Brownian semigroup T≡{Tt : t ≥ 0} constructed in Lemma 11.10.4.
Proof. 1. By Theorem 11.9.5, there exists a a time-uniformly a.u. càdlàg, strongly
Markov, Feller process
B : [0,∞)× (Ω,L,E)→ (Rm,dm)
with initial state 0∈ Rm and the given Feller semigroupT. In particular, the family F0,T
of marginal distributions of the process B is generated by the initial state 0∈Rm and the
Feller semigroup T, in the sense of equality 11.9.19 in Theorem 11.9.5. Furthermore,
the process B has a modulus of continuity in probability δCp,δ (T), where δT is the
modulus of strong continuity of T defined in equality 11.10.3 in Lemma 11.10.4. We
will prove that the process B is a Brownian motion.
2. Since the process B has initial state 0 ∈ Rm, we have trivially B0 = 0.
3. Let L ≡ {L(t) : t ∈ [0,∞)} be a right continuous filtration to which the process
B is adapted. Let 0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn in [0,∞). Let f1, · · · , fn ∈ Cub(Rm,dm)
be arbitrary. We will prove, inductively on k = 0,1, · · · ,n, that
E
k
∏
i=1
fi(Bt(i)−Bt(i−1)) =
k
∏
i=1
∫
Rm
Φ0,t(i)−t(i−1)(du) fi(u). (11.10.6)
To start, with k = 0, equality 11.10.6 is trivially valid because, by convention, the
empty product on each side of the equality 11.10.6 is equal to 1. Inductively, suppose
equality 11.10.6 has been proved for k− 1, where 1 ≤ k ≤ n. For abbreviation, define
the function gk ∈Cub(Rm×Rm,dm⊗ dm) by
gk(y1,y2)≡ fk(y2− y1)
for each (y1,y2) ∈ Rm×Rm. Then, by the Markov property of the a.u. càdlàg Feller
process B, proved in Theorem 11.9.5, we have
E(gk(Bt(k−1),Bt(k))|L(t(k−1))) = FB(t(k−1)),T0,t(k)−t(k−1)(gk) (11.10.7)
as r.r.v.’s, where F∗,T0,t(k)−t(k−1) is the function defined in Assertion 2 of Theorem 11.9.5.
Note that
F
x,T
0,t(k)−t(k−1)gk ≡
∫
T xt(k)−t(k−1)(dx1)gk(x,x1)
=
∫
Rm
Φ0,t(k)−t(k−1)(du)gk(x,x+ u)≡
∫
Rm
Φ0,t(k)−t(k−1)(du) fk(u), (11.10.8)
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where the second equality is from the defining equality 11.10.2, and where the last
equality is from the definition of the function gk.
At the same time, Since the function∏k−1i=1 fi(Bt(i)−Bt(i−1)) is a member of L(t(k−1))
and is bounded, equality 11.10.7 implies, according to basic properties of conditional
expectations in Assertion 4 of Proposition 5.6.6, that
E(
k−1
∏
i=1
fi(Bt(i)−Bt(i−1)))gk(Bt(k−1),Bt(k)) = E(
k−1
∏
i=1
fi(Bt(i)−Bt(i−1)))FB(t(k−1)),T0,t(k)−t(k−1)(gk)
= E(
k−1
∏
i=1
fi(Bt(i)−Bt(i−1)))
∫
Rm
Φ0,t(k)−t(k−1)(du) fk(u))
= (
k−1
∏
i=1
∫
Rm
Φ0,t(i)−t(i−1)(du) fi(u))
∫
Rm
Φ0,t(k)−t(k−1)(du) fk(u))
=
k
∏
i=1
∫
Rm
Φ0,t(i)−t(i−1)(du) fi(u),
where the second equality is from equality 11.10.8, and where the third equality is from
the induction hypothesis that equality 11.10.6 has been proved for k−1. Thus equality
11.10.6 is proved for k. The induction is completed, resulting in
E
n
∏
i=1
fi(Bt(i)−Bt(i−1)) =
n
∏
i=1
∫
Rm
Φ0,t(i)−t(i−1)(du) fi(u). (11.10.9)
4. Let j= 1, · · · ,n be arbitrary. In the special case where fi ≡ 1 for each i= 1, · · · ,n
with i 6= j, equality 11.10.9 reduces to
E f j(Bt( j)−Bt( j−1)) =
∫
Rm
Φ0,t( j)−t( j−1)(du) f j(u) (11.10.10)
Hence the r.v. Bt( j)−Bt( j−1) has the normal distribution Φ0,t( j)−t( j−1) where j≥ 1, and
t j−1, t j ∈ [0,∞) are arbitrary with t j−1 ≤ t j.
5. In the general case, substituting equality 11.10.10 back into equality 11.10.9
yields
E
n
∏
i=1
fi(Bt(i)−Bt(i−1)) =
n
∏
i=1
E f j(Bt( j)−Bt( j−1)),
where the functions f1, · · · , fn ∈ Cub(Rm,dm) are arbitrary. It follows that the r.v.’s
Bt(1)−Bt(0), · · · ,Bt(n)−Bt(n−1) are independent.
6. Let f ∈Cub(Rm,dm) be arbitrary. Equality 11.10.10 implies that
E f (Bt −Bs) =
∫
Rm
Φ0,|t−s|(du) f (u) (11.10.11)
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for each
(t,s) ∈C ≡ {(r,v) ∈ [0,∞)2 : r ≤ v}
Similarly,
E f (Bt −Bs) = E f (−(Bs−Bt)) =
∫
Rm
Φ0,|t−s|(du) f (−u) =
∫
Rm
Φ0,|t−s|(du) f (u).
(11.10.12)
for each
(t,s) ∈C′ ≡ {(r,v) ∈ [0,∞)2 : r ≥ v}
Since both ends of equality 11.10.11 are continuous in (t,s), and since C∪C′ is dense
in [0,∞)2, we obtain
E f (Bt −Bs) =
∫
Rm
Φ0,|t−s|(du) f (u) (11.10.13)
for each (t,s)∈ [0,∞)2. Summing up, Conditions (i-iii) in Definition 11.10.3 have been
proved for the process B. It remains to prove a.u. continuity in Definition for B to be a
Brownian motion in Rm.
7. To that end, let k = 1, · · · ,m be arbitrary. As in Definition 11.10.3, write Bk;t
for the k-th coordinate of the r.v. Bt , for each t ∈ [0,∞). Thus Bt ≡ (B1;t , · · · ,Bm;t ), for
each t ∈ [0,∞). The process Bk; : [0,∞)× (Ω ,L,E)→ R defined by
(Bk;)t ≡ Bk;t
for each t ∈ [0,∞), is called the k-th coordinate process of B.
8. Consider the first-coordinate process X ≡ B1;. Note that the process X inherits
continuity in probability from the from the process B. Since (B1;0, · · · ,Bm;0) ≡ B0 =
(0, · · · ,0) ∈ Rm, we have B1;0 = 0 ∈ R. Let t,s ≥ 0 and g ∈ Cub(R1,d1) be arbitrary.
Define f ∈ Cub(Rm,dm) by f (x1, · · · ,xm) ≡ g(x1) for each (x1, · · · ,xm) ∈ Rm. Then
equality 11.10.13 implies that
Eg(Xt−Xs) = Eg(B1;t−B1;s) = E f (Bt −Bs) =
∫
Rm
Φ0,|t−s|(du) f (u)
=
∫
· · ·
∫
Φ10,|t−s|(du1) · · ·Φ10,|t−s|(dun) f (u1, · · · ,um)
=
∫
· · ·
∫
Φ10,|t−s|(du1) · · ·Φ10,|t−s|(dun)g(u1)
=
∫
Φ10,|t−s|(du1)g(u1), (11.10.14)
where Φ10,|t−s| stands for the normal distribution on (R
1,d1) with mean 0 and variance
|t− s|, and where g ∈ Cub(R1,d1) is arbitrary. Thus we see that Xt −Xs is normally
distributed r.r.v. with mean 0 and variance |t− s|.
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9. Next, let the sequence 0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn in [0,∞) be arbitrary. For
each i = 1, · · · ,m, let gi ∈ Cub(R1,d1) be arbitrary, and define fi ∈ Cub(Rm,dm) by
fi(x1, · · · ,xm)≡ gi(x1) for each (x1, · · · ,xm) ∈ Rm. Then
E
n
∏
i=1
gi(Xt(i)−Xt(i−1)) = E
n
∏
i=1
fi(Bt(i)−Bt(i−1))
=
n
∏
i=1
E fi(Bt(i)−Bt(i−1)) =
n
∏
i=1
Egi(B1;t(i)−B1;t(i−1)) =
n
∏
i=1
Egi(Xt(i)−Xt(i−1))
Consequently, the r.r.v.’s Xt(1)−Xt(0), · · · ,Xt(n)−Xt(n−1) are independent, and normally
distributed with mean 0 and variance t1− t0, · · · , tn− tn−1 respectively.
10. It follows that the restricted process
Z ≡ X |Q∞ : Q∞× (Ω,L,E)→ R
has the property that (i) Z0 = 0, (ii) for each sequence 0 ≡ t0 ≤ t1 ≤ ·· · ≤ tn−1 ≤ tn
in Q∞, the r.r.v.’s Zt(1) − Zt(0), · · · ,Zt(n) − Zt(n−1) are independent, and (iii) for each
s, t ∈ Q∞, the r.r.v. Zt −Zs is normal with mean 0 and variance |t− s|. In other words,
the process Z satisfies all the conditions in Assertion 1 of 9.4.2. Accordingly, the
extension-by-limit
X˜1 ≡ΦLim(Z) : [0,∞)×Ω→ R
is a Brownian motion in R1. In particular the process X˜ is a.u. continuous. Hence there
exists a full subset H1 of (Ω,L,E) such that
X˜1(t,ω) = lim
r→t;r∈Q(∞)
Z(r,ω) = lim
r→t;r∈Q(∞)
X(r,ω)≡ lim
r→t;r∈Q(∞)
B1;(r,ω).
for each t ∈ [0,∞), for each ω ∈H1.
11. For each k = 2, · · · ,m, repeating the arguments in Steps 8-10 with the process
Bk;in the place of B1;, we see that there exists a full subset Hk of (Ω,L,E) such that
X˜k(t,ω) = lim
r→t;r∈Q(∞)
Bk;(r,ω)
for each t ∈ [0,∞), for each ω ∈ Hk. Combining, we see that, on the full set H =
H1∩·· ·∩Hm, we have
(X˜1(t,ω), · · · , X˜m(t,ω)) = lim
r→t;r∈Q(∞)
(B1;(r,ω), · · · ,Bm;(r,ω))≡ lim
r→t;r∈Q(∞)
B(r,ω).
Consequently, the right limit limr→t;r∈Q(∞)[t,∞)B(r,ω) exists and
(X˜1(t,ω), · · · , X˜m(t,ω)) = lim
r→t;r∈Q(∞)[t,∞)
B(r,ω).
for each t ∈ [0,∞), for each ω ∈ H. At the same time, since B is a.u. càdlàg, there
exists a full subset G⊂⋂
t∈Q(∞) domain(Bt) of (Ω,L,E) such that the if the right limit
limr→t;r∈Q(∞)[t,∞)B(r,ω) exists, then t ∈ domain(B(·,ω)) and
B(t,ω) = lim
r→t;r∈Q(∞)[t,∞)
B(r,ω).
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Combining, we see that, for each ω ∈ H ∩G, we have domain(B(·,ω)) = [0,∞) and
B(·,ω) = (X˜1(·,ω), · · · , X˜m(·,ω)).
Since the process (X˜1, · · · , X˜m) : [0,∞)×Ω→ Rm is a.u. continuous, it follows that the
process B is a.u. continuous.
Summing up, all the conditions in Definition 11.10.3 are verified for the process B
to be a Brownian motion in Rm. 
Corollary 11.10.6. (Basic properties of Brownian Motion in Rm). Let B : [0,∞)×
(Ω ,L,E)→ Rm be an arbitrary Brownian motion in Rm. Let L be an arbitrary right
continuous filtration to which the Brownian motion B is adapted. Then the following
holds.
1. B is equivalent to the Brownian motion constructed in Theorem 11.10.5, and is
an a.u. continuous Feller process with Feller semigroup T defined in Lemma 11.10.4.
2. The Brownian motion B is strongly Markov relative to L . Specifically, given
any stopping time τ values in [0,∞) relative to L , equality 11.9.20 in Theorem 11.9.5
holds for the process B and the stropping time τ .
3. Let A be an arbitrary orthogonal k×m matrix. Thus AA′ = I is the k×k identity
matrix. Then the process AB : [0,∞)× (Ω ,L,E)→ Rk is a Brownian Motion.
4. Let b be an arbitrary unit vector. Then the process b′B : [0,∞)× (Ω ,L,E)→ R
is a Brownian Motion in R.
5. Let γ > 0 be arbitrary. Define the process B˜ : [0,∞)× (Ω ,L,E) → Rm by
B˜t ≡ γ−1/2Bγt for each t ∈ [0,∞). Then B˜ is a Brownian Motion adapted to the right
continuous filtration Lγ ≡ {L(γt) : t ∈ [0,∞)}.
Proof. 1. Let B̂ : [0,∞)× (Ω̂ , L̂, Ê)→ Rm denote the Brownian motion constructed in
Theorem 11.10.5. Thus B̂ is an a.u. continuous Feller process. Hence it has marginal
f.j.d.’s given by the family F0,T generated by the Feller semigroup T. Define the pro-
cesses Z ≡ B|Q∞and Ẑ ≡ B̂|Q∞. Let m≥ 0 and the sequence 0≡ r0 ≤ r1 ≤ ·· · ≤ rm in
Q∞, and f ∈C(Rm+1) be arbitrary. Then
E f (Z0,Zr(1), · · · ,Zr(m)) = E f (B0,Br(1), · · · ,Br(m))
= E f (0,Br(1)−Br(0),(Br(1)−Br(0))
+(Br(2)−Br(1)), · · · ,(Br(1)−Br(0))+ · · ·+(Br(m)−Br(m−1)))
= Ê f (0, B̂r(1)− B̂r(0),(B̂r(1)− B̂r(0))
+(B̂r(2)− B̂r(1)), · · · ,(B̂r(1)− B̂r(0))+ · · ·+(B̂r(m)− B̂r(m−1)))
= Ê f (Ẑ0, Ẑr(1), · · · , Ẑr(m)) = F0,Tr(0),··· ,r(m) f ,
where the third equality follows from Conditions (i) and (ii) of Definition 11.10.3.
In other words, the marginal f.j.d.’s of B|Q∞and B̂|Q∞are equal. Since the Brownian
motions B and B̂ are a.u. continuous, it follows that the marginal f.j.d.’s of B, B̂ are
equal, and given by the family F0,T. Thus the Brownian motion B also is generated by
the initial state 0 and Feller semigroup T. Assertion 1 is proved.
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2. Consequently, Assertion 2 then follows from Definition 11.9.7.
3. Let A be an orthogonal k×m matrix. Then trivially AB0 = A0 = 0 ∈ Rk. Thus
Condition (i) of Definition 11.10.3 holds for the process AB. Next, let the sequence
0≡ t0≤ t1≤ ·· · ≤ tn−1≤ tn in [0,∞) be arbitrary. Then the r.v.’sBt(1)−Bt(0), · · · ,Bt(n)−
Bt(n−1) are independent. Hence the r.v.’s A(Bt(1)− Bt(0)), · · · ,A(Bt(n) − Bt(n−1)) are
independent, establishing Condition (ii) for the process AB. Now let s, t ∈ [0,∞) be
arbitrary. Then the r.v. Bt −Bs is normal with mean 0 and covariance matrix |t− s|I,
where I stands for the k× k identity matrix. Hence A(Bt −Bs) is normal with mean 0,
with covariance matrix
E(A(Bt −Bs)(Bt −Bs)′A′) = A(E(Bt −Bs)(Bt −Bs)′)A′
= A(|t− s|IA′) = |t− s|AA′ = |t− s|I.
This proves Condition (iii) for the process AB. Assertion 3 is proved.
4. Let b be an arbitrary unit vector. Then u′ is a 1×mmatrix. Hence, according to
Assertion 3, the process u′B : [0,∞)× (Ω ,L,E)→ R is a Brownian Motion in R.
5. Define the process B˜ : [0,∞)× (Ω ,L,E)→ Rm by B˜t ≡ γ−1/2Bγt for each t ∈
[0,∞). Trivially, Conditions (i) and (ii) of Definition 11.10.3 holds for the process B˜.
Let s, t ∈ [0,∞) be arbitrary. Then the r.v. Bγt −Bγs is normal with mean 0 and covari-
ance matrix |γt− γs|I. Hence the r.v. B˜t − B˜s ≡ γ−1/2Bγt − γ−1/2Bγs has covariance
matrix
(γ−1/2)2|γt− γs|I = |t− s|I.
Thus Conditions (iii) of Definition 11.10.3 is also verified for the process B˜ to be a
Brownian motion. Moreover, for each t ∈ [0,∞), we have B˜t ≡ γ−1/2Bγt ∈ L(γt). Hence
the process B˜ is adapted to the filtration Lγ ≡ {L(γt) : t ∈ [0,∞)}. Assertion 4 and the
corollary are proved.
11.11 First Exit Times from Spheres by the Brownian
Motion in Rm
In this section, let m ≥ 1 be arbitrary, but fixed. We will use the terminology and
notations in the previous section.
Definition 11.11.1. (Notations for a filtered Brownian motion in Rm). Let B :
[0,∞)× (Ω,L,E)→ Rm be an arbitrary Brownian motion. Let L be an arbitrary right
continuous filtration to which the process B is adapted. Unless otherwise stated, all
stopping times are relative to this right continuous filtration L . Let x ∈ Rm be arbi-
trary. Recall that the process Bx ≡ x+B is then called a Brownian motion starting at x.
Trivially, the process Bx is an a.u. càdlàg Feller process with the same Brownian semi-
group T ≡ {Tt : t ∈ [0,∞)}, defined in Lemma 11.10.4, and is adapted to the filtration
L like . Corollary 11.10.6 then says that the process Bx is an a.u. continuous Feller
process relative to the filtration L and the Feller semigroup T, and therefore that it is
strongly Markov relative to the filtration L and the Feller semigroup V, in the sense
of Conditions 3 in Theorem 11.9.5.
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Definition 11.11.2. (Notations for spheres and their boundaries). Let x ∈ Rm and
r > 0 be arbitrary. Define the open sphere Dx,r ≡ {z ∈ Rm : |z− x|< r}, its closure
Dx,r ≡ {z ∈ Rm : |z− x| ≤ r},
and its boundary
∂Dx,r ≡ {z ∈ Rm : |z− x|= r}
Define Dcx,r ≡ {z ∈ Rn : |z− x| ≥ r}. We will write, for abbreviation, D,∂D,Dc for
D0,1,∂D0,1,D
c
0,1 respectively.

Definition 11.11.3. (First exit times from spheres by Brownian Motion in Rm). Let
B : [0,∞)× (Ω,L,E)→ Rm be an arbitrary Brownian motion. Let L be an arbitrary
right continuous filtration to which the process B is adapted. Let x,y ∈ Rm and r> 0 be
arbitrary such that |x− y|< r. Suppose there exists a stopping time τx,y,r;B with values
in (0,∞), relative to the right continuous filtration L , such that, for a.e. ω ∈ Ω, we
have (i) Bx(·,ω) ∈Dy,r on the interval [0,τx,y,r;B(ω)), and (ii) Bxτ(x,y,r;B)(ω) ∈ ∂Dy,r.
Then the stopping time τx,y,r;B is called the first exit time from the open sphere Dy,r
by the Brownian motion Bx starting at x. Note that, if τx,y,r;B exists, then, because the
Brownian motion B is an a.u. càdlàg Feller process, Assertion 3 of Theorem 11.9.5 im-
plies that Bxτ(x,y,r;B) is a r.v. with values in R
m, and is measurable relative to L(τ(x,y,r;B)).
Note that, in contrast to the case of a general Feller process, the exit time here is
over the infinite interval. The following Theorem 11.11.7 will prove tat it exists as a
r.r.v.; the Brownian motion exits any open ball in some finite time.
When the Brownian motion B is understood from context, we will write simply
τx,y,r ≡ τx,y,r;B . 
Lemma 11.11.4. (Translation-invariance of certain first exit times). Let B : [0,∞)×
(Ω,L,E)→Rm be an arbitrary Brownian motion. Let L be an arbitrary right continu-
ous filtration to which the process B is adapted. Let x,y,z∈ Rm and a,r> 0 be arbitrary
such that |x−y|< r. If the first exit time τx,y,r exists, then (i) the first exit time τx−z,y−z,r
exists, in which case τx−z,y−z,r = τx,y,r, with u+Bx−u,t = Bxt for each t∈]0,τx,y,r], and (ii)
the first exit time τax,ay,ar exists, in which case τax,ay,ar = τx,y,r .
Proof. Suppose the first exit time τx,y,r exists. Then, by Definition 11.11.3, for a.e.
ω ∈Ω, we have (i) x+B(·,ω)≡Bx(·,ω)∈Dy,r on the interval [0,τx,y,r(ω)), and (ii) x+
Bτ(x,y,r)(ω) ∈ ∂Dy,r. Equivalently, (i’) Bx−z(·,ω) ∈ Dy−z,r on the interval [0,τx,y,r(ω)),
and (ii’) Bx−z
τ(x,y,r)
(ω) ∈ ∂D0,r. Hence, again by Definition 11.11.3, the first exit time
τx−z,y−z,r exists and is equal to τx,y,r . Assertion (i) is proved. The proof of Assertion
(ii) is similar.
Lemma 11.11.5. (Existence of first exit times from certain open spheres by Brow-
nian motions). Let B : [0,∞)× (Ω,L,E)→ Rm be an arbitrary Brownian motion. Let
L be an arbitrary right continuous filtration to which the process B is adapted. Then
there exists a countable subset H of R such that for each x ∈ Rm and a ∈ (|x|,∞)Hc, the
first exit time τx,0,a exists. Here Hc denotes the metric complement of H in R.
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Proof. 1. Define the function f : Rm → R by
f (y) ≡ |y| (11.11.1)
for each y ∈ Rm. Then f is a uniformly continuous function on each compact subset of
Rm. Moreover, ( f < a) = D0,a and ( f = a) = ∂D0,a for each a> 0.
2. For each x ∈ Rm, the Brownian motion Bx is an a.u. càdlàg Feller process, with
f (Bx0) ≡ |Bx0| = |x|. Theorem 11.9.8 therefore implies that there exists a countable
subset H of R such that, for each x ∈ Rm, for each a ∈ (|x|,∞)Hc, and M ≥ 1for each ,
the first exit time τ f ,a,M exists for the process Bx.
3. Consider each x ∈ Rm,
a ∈ (|x|,∞)Hc,
and M ≥ 1. Then the first exit time τ f ,a,M exists according to Step 2. Recall that, by
Definition 11.8.1, τ f ,a,M is the first exit time in [0,M] of the open subset ( f < a) =D0,a
by the process Bx. Moreover, by Definition 11.8.1, the function Bxτ( f ,a,M) is a well-
defined r.v. Furthermore, Lemma 11.8.2 says that, for each r ∈ (0,M) and N ≥M , we
have
τ f ,a,M ≤ τ f ,a,N , (11.11.2)
(τ f ,a,M <M)⊂ (τ f ,a,N = τ f ,a,M), (11.11.3)
and
(τ f ,a,N ≤ r) = (τ f ,a,M ≤ r). (11.11.4)
We will prove that the a.u. limit
τa ≡ lim
M→∞
τ f ,a,M
exists, is a stopping time relative to the filtration L , and satisfies the conditions in Def-
inition 11.11.3 to be the first exit time τx,0,a from the open sphereD0,a by the Brownian
motion Bx.
Recall that B1; : [0,∞)×(Ω,L,E)→ R denotes the first component of the Brownian
motion B. As such, B1; is a Brownian motion in R. Suppose M ≥ 2. Then the r.r.v.
B1;M−1 has a normal distribution on R, with mean 0 and variance M− 1. Since said
normal distribution has a p.d.f. ϕ0,M−1 which is bounded by (2pi(M− 1))−1/2, the set
AM ≡ (|B1;M−1|< a)
is measurable, with
P(AM) =
∫ 2a
u=−2a
ϕ0,M−1(du)≤ 4a(2pi(M− 1))−1/2→ 0
asM→ ∞. At the same time,
AcM = (|B1;M−1| ≥ a)⊂ (|BxM−1| ≥ a)≡ ( f (BxM−1)≥ a).
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Therefore, by Condition (i) of Definition 11.8.1 for the first exit time τ f ,a,M , we have
AcM ⊂ ( f (BxM−1)≥ a)⊂ (M− 1≥ τ f ,a,M)
⊂ (τ f ,a,M <M) ⊂
∞⋂
N=M
(τ f ,a,N = τ f ,a,M) (11.11.5)
where the next-to-last inclusion relation is thanks to relation 11.11.3, and where the
last inclusion relation is trivial. Hence, on AcM, we have τ f ,a,N ↑ τa uniformly for some
function τa. Since P(AcM) is arbitrarily close to 1 ifM is sufficiently large, we conclude
that τ f ,a,N ↑ τa a.u. and therefore that τa is a r.r.v. Note that τ f ,a,1 > 0. Hence τa > 0.
In other words, τa is a r.r.v. with values in (0,∞).
3. To prove that the r.r.v. τa is a stopping time, consider each t ∈ (0,∞) be an
arbitrary regular point of τa. Let s ∈ (t,∞) be arbitrary. Let r ∈ (t,s) be an arbitrary
regular point of the r.r.v.’s in the sequence τa,τ f ,a,1,τ f ,a,2, · · · . Take any M > r. Then,
according to equality 11.11.4, we have (τ f ,a,M ≤ r) = (τ f ,a,N ≤ r) for each N ≥ M.
Letting N→ ∞,we obtain (τ f ,a,M ≤ r) = (τa ≤ r). It follows that
(τa ≤ r) = (τ f ,a,M ≤ r) ∈ L(r) ⊂ L(s)
because τ f ,a,M is a stopping time relative to the right continuous filtration L . There-
fore, if we take a sequence (rk)k=1,2,··· of regular points in (t,s) of the r.r.v.’s in the
sequence τa,τ f ,a,1,τ f ,a,2, · · · , such that rk ↓ t, then we obtain
(τa ≤ t) =
∞⋂
k=1
(τa ≤ rk) ∈ L(s).
Since s ∈ (t,∞) is arbitrary, it follows that
(τa ≤ t) ∈
⋂
s∈(t,∞)
L(s) ≡ L(t+) = L(t),
where the last equality is because the filtration L is right continuous by assumption.
Thus the r.r.v. τa is a stopping time.
4. It remains to show that τa is the desired first exit time. To that end, first note that,
by Assertion 1 of Lemma 11.7.3, Bxτ(a) is a well defined r.v. and is measurable relative
to L(τ(a)). Define the null set
A≡
∞⋂
M=2
AM.
Consider each ω ∈ Ac. Then ω ∈ AcM for someM ≥ 2 with
M > u≡ τa(ω).
Hence relation 11.11.5 implies that
ω ∈ (τa = τ f ,a,M)⊂ (Bxτ(a) = Bxτ( f ,a,M)). (11.11.6)
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Consequently, τ f ,a,M(ω) = u < M. By Definition 11.8.1 of the first exit time τ f ,a,M,
we then have (i) f (Bx(·,ω)) < a on the interval [0,u), and (ii) f (Bxu(ω)) ≥ a. Con-
ditions (i) and (ii) can be rewritten as conditions (i’) f (Bx(·,ω)) < a on the interval
[0,τa(ω)), and (ii’) f (Bxτ(a)(ω))≥ a. Since Bx(·,ω) is a continuous function, we obtain
(i”) f (Bx(·,ω))< a on the interval [0,τa(ω)), and (ii”) f (Bxτ(a)(ω)) = a. Therefore, by
the observation in Step 1, we have (i”’) Bx(·,ω)) ∈ D0,a on the interval [0,τa(ω)), and
(ii”’) f (Bxτ(a)(ω)) ∈ ∂D0,a, where ω ∈ Ac is arbitrary. By restricting the domain of the
r.r.v. τa to the full set Ac, we obtain conditions (i”’) and (iii”’) for each ω ∈ domain(τa).
We have verified all the conditions in Definition 11.11.3 for the stopping time τa
to be the first exit time τx,0,a from the open sphere D0,a by the Brownian motion Bx,
where a ∈ (|x|,∞)Hc are arbitrary. The lemma is proved.
Lemma 11.11.6. (First level-crossing time for Brownian motion in R1, and the
Reflection Principle). Suppose m = 1. Let x ∈ R1 be arbitrary. Then there exists a
countable subset G of R with the following properties.
Let B : [0,∞)× (Ω,L,E)→ R1 be an arbitrary Brownian motion adapted to some
right continuous filtration L . Let a ∈ (x,∞)Gc be arbitrary. Then there exists a stop-
ping time τx,a with values in [0,1] relative to L , such that for a.e. ω ∈ Ω, we have
(i) B
x
(·,ω) < a on the interval [0,τx,a(ω)), and (ii) Bxτ(x,a)(ω) = a if τx,a(ω) < 1.
Moreover, each t ∈ [0,1] is a regular point of the r.r.v. τx,a, with
P(τx,a ≤ t) = 2P(Bt > a− x) = 2(1−Φ0,t(a− x)). (11.11.7)
We will call τx,a a level-crossing time by the Brownian motion B.
This lemma is sufficient for our immediate application in the next theorem. We note
that the lemma can easily be strengthened to have an empty set G of exceptional points.
Proof. 1. Define the function f : R→ R by
f (y) ≡ y (11.11.8)
for each y ∈ R. Then, trivially, f is uniformly continuous and bounded on bounded
sets. Let x ∈ R1 be arbitrary. Then the Brownian motion Bx is an a.u. càdlàg Feller
process, with f (B
x
0)≡ Bx0 = x. Therefore Assertion 1 of Theorem 11.9.8 says that there
exists a countable subset G of R such that, for each point a ∈ (x,∞)Gc, and forM ≡ 1,
the first exit time τx,a ≡ τ f ,a,1 exists for the process Bx. Consider each
a ∈ (x,∞)Gc.
By Definition 11.8.1 for first exit times, we have, for a.e. ω ∈ Ω, the conditions (i’)
f (B
x
(·,ω)) < a on the interval [0,τx,a(ω)), and (ii’) f (Bxτ(x,a)(ω)) = a if τx,a(ω)< 1.
In view of the defining formula 11.11.8, Conditions (i’) and (ii’) are equivalent to the
desired Conditions (i) and (ii). It remains to verify equality 11.11.7.
2. To that end, let t ∈ (0,1] be arbitrary. First assume that t is a regular point of
the r.r.v. τx,a, such that t 6= u for each u ∈ Q∞. Write, for abbreviation, τ ≡ τx,a. Let
(ηh)h=0,1,··· be an arbitrary non increasing sequence of stopping times such that, for
each h≥ 0, the r.r.v. ηh has values in Qh , and such that
τ ≤ ηh < τ + 2−h+2. (11.11.9)
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Note that such a sequence exists by Assertion 1 of Proposition 11.1.1. Then ηh→ τ a.u.
Hence Bη(h)→ Bτ a.u., as h→∞, thanks to the a.u. continuity of the Brownian motion
B. Define the indicator function g : R2 → R by g(z,w)≡ 1(w−z>0) for each (z,w) ∈ R2.
For convenience of notations, let B˜ : [0,∞)×(Ω,L,E)→ R1 be a second Brownian mo-
tion adapted to some right continuous filtration L˜ , such that each measurable function
relative to L(B˜t : t ≥ 0) and each measurable function relative to L(Bt : t ≥ 0) are in-
dependent. The reader can easily verify that such an independent copy of B exists, by
using replacing (Ω,L,E) with the product space (Ω,L,E)⊗ (Ω,L,E), and by identify-
ing B with B⊗ 1, and identifying B˜ with 1⊗. Using basic properties of first exit times
and a.u. convergence, we calculate
P(τ < t;B
x
t > a) = P(τ < t;B
x
τ = a;B
x
t > a)
= P(τ < t;B
x
τ = a;B
x
t −Bxτ > 0) = P(τ < t;Bxt −Bxτ > 0)
= P(τ < t;Bt −Bτ > 0) = lim
h→∞
P(ηh < t;Bt −Bη(h) > 0)
= lim
h→∞ ∑
u∈Q(h)[0,t)
P(ηh = u;Bt −Bu > 0) = lim
h→∞ ∑
u∈Q(h)[0,t)
Eg(Bu,Bt)1η(h)=u
= lim
h→∞ ∑
u∈Q(h)[0,t)
E(F
B(u),T
0,t−u g)1η(h)=u, (11.11.10)
where T is the Brownian semigroup defined in Lemma 11.10.4, and where, for each
z ∈ R, the family F z,T is generated by the initial state z and the Feller semigroup T, in
the sense of Theorem 11.9.5. Thus, for each z ∈ R and u< t, we have
F
z,T
0,t−ug≡
∫
T zt−u(dw)g(z,w) =
∫
w∈R
Φz,t−u(dw)1(w−z>0) =
∫ ∞
w=z
Φz,t−u(dw) =
1
2
.
Hence equality 11.11.10 yields
P(τ < t;B
x
t > a) = lim
h→∞ ∑
u∈Q(h)[0,t)
E(
1
2
;ηh = u) =
1
2
P(τ < t),
Note that (B
x
t > a)⊂ (τx,a < t) by the definition of the first level-crossing time τ ≡ τx,a.
Combining,
P(τx,a < t)≡ P(τ < t) = 2P(τ < t;Bxt > a) = 2P(Bxt > a)
= 2P(Bt ≥ a− x) = 2(1−Φ0,t(a− x)), (11.11.11)
where t ∈ (0,1] is an arbitrary regular point of the r.r.v. τx,a, with t 6= u for each u∈Qh.
Since such points are dense in the interval (0,1], the continuity of the right-hand side
of equality 11.11.11 as a function of t implies that each t ∈ [0,1] is a regular point of
the r.r.v. τx,a, with
P(τx,a < t) = 2(1−Φ0,t(a− x)),
where a ∈ (x,∞)Gc is arbitrary. The lemma is proved.
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.The following theorem enables us to dispense with the exceptional setH in Lemma
11.11.5, and prove that the first exit time exists, from any open sphere by a Brownian
motion started in the interior. It also estimates some bounds between successive first
exit times from two concentric open spheres with approximately equal radii.
Theorem 11.11.7. (Existence of first exit times from open spheres by Brownian
motions). Let B : [0,∞)× (Ω,L,E)→ Rm be an arbitrary Brownian motion. Let L be
an arbitrary right continuous filtration to which the process B is adapted. Let x ∈ Rm
be arbitrary. Then the following holds.
1. Let b > |x| be arbitrary. Then the first exit time τx,0,b from the open sphere D0,b
by the Brownian motion Bx exists.
2. Let r > 0 be arbitrary. Then the first exit time τx,x,r from the open sphere Dx,r by
the Brownian motion Bxexists, and is equal to τ0,0,r. In short τx,x,r = τ0,0,r.
3. Now let k ≥ 1 and b′ > b′′ be arbitrary with b′− b′′ < 2−k. Then
τx,0,b′ − τx,0,b′′ < 2−k
on some measurable set A with P(Ac)< 2−k/2.
Proof. 1. By Lemma 11.11.5, there exists a countable subset H of R such that the
first exit time τx,0,a exists for each a ∈ (|x|,∞)Hc. By Lemma 11.11.6, there exists a
countable subset G of R, such that for each a> 0 and c ∈ (a,∞)Gc, we have (i) the first
level-crossing time τa,c with values in (0,1] exists relative to B, and (ii) each t ∈ [0,1]
is a regular point of τa,c, with
P(τa,c < t) = 2(1−Φ0,t(c− a)). (11.11.12)
2. To prove Assertion 1, let b > |x| be arbitrary. Let n ≥ 1 be arbitrary, but fixed
till further notice. For abbreviation, write εn ≡ tn ≡ 2−n. Take an ∈ (|x|,b)Hc such
that b− an < εn. Take cn ∈ (b,b+ εn)HcGc. Then an < b < cn, and the first exit times
τx,0,a(n),τx,0,c(n), and the first level-crossing time τa(n),c(n) exist. In the following, for
abbreviation, write τ ≡ τx,0,a(n) and τ̂ ≡ τx,0,c(n).
3. For later reference, we estimate some normal probability. Note that cn− an <
2εn. Hence
cn− an√
tn
<
2εn√
εn
= 2
√
εn.
Therefore
Φ0,t(n)(cn− an) =
1
2
+
∫ c(n)−a(n)√
t(n)
0
ϕ0,1(v)dv≤ 12 +
∫ 2√εn
0
ϕ0,1(v)dv
≤ 1
2
+
2
√
εn√
2pi
≤ 1
2
+ 2−n/2. (11.11.13)
4. Recall that each point y ∈ Rm is regarded as a column vector, with transpose
denoted by y′. Let u ∈ Rm be arbitrary such that |u| = 1. In other words, u is a unit
column vector. Define the process
B : [0,∞)× (Ω,L,E)→ R
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by
Bs ≡ a−1n (Bxτ)′(Bxs+τ −Bxτ)
for each s ∈ [0,∞). In other words, we reset the clock to 0 at the stopping time τ , and
starts tracking the projection, in the direction u, of the Brownian motion Bx relative to
the new origin Bxτ . Note that
Bs ≡ a−1n (Bxτ)′(Bxs+τ −Bxτ)
for each s ∈ [0,∞).
5. We will next prove that, with x and an fixed, the process B is a Brownian motion
in R1. To that end, letT≡{Tt : t ≥ 0} denote the 1-dimensional Brownian semigroup in
the sense of Lemma 11.10.4. Trivially B0 = 0, and the process B inherits a.u. continuity
from the process Bx. Write, for abbreviation,Ys ≡ Bxτ(x,0,a(n))+s for each s≥ 0, and write
U ≡ a−1n Y0. Then
U ′Y0 = a−1n Y
′
0Y0 = a
−1
n |Y0|2 = a−1n |Bxτ(x,0,a(n))|2 = a−1n a2n = an, (11.11.14)
where the fourth equality is becauseBxτ(x,0,a(n)) ∈ ∂D0,a(n) by the definition of the first
exit time τx,0,a(n). Next let s1, · · · ,sk be an arbitrary sequence in [0,∞), and let f ∈
Cub(R
k) be arbitrary. Then
E f (Bs(1), · · · ,Bs(1))≡ E(E f (Bs(1), · · · ,Bs(k))|L(τ(x,0,a(n))))
= E(E f (a−1n (B
x
τ)
′(Bxτ+s(1)−Bxτ), · · · ,a−1n (Bxτ)′(Bxτ+s(1)−Bxτ))|Bxτ))
= E(E( f (a−1n (B
Y (0)
0 )
′B˜Y(0)
s(1) − an, · · · ,a−1n (B
Y (0)
0 )
′B˜Y(0)
s(k)
− an)|Y0))
= E(E( f (U ′B˜Y (0)
s(1) − an, · · · ,U ′B˜
Y (0)
s(k)
− an)|U))
= E(E( f (U ′B˜s(1), · · · ,U ′B˜s(k))|U)).
= E f (U ′B˜s(1), · · · ,U ′B˜s(k))
=
∫
u∈∂D(0,1)
EU(du)E f (u
′B˜s(1), · · · ,u′B˜s(k))
where the last equality is by Fubini’s Theorem. At the same time, for each unit vector
u ∈ Rm, we have, according to Assertion 4 of Corollary 11.10.6,
E f (u′B˜s(1), · · · ,u′B˜s(k)) = E f (B̂s(1), · · · , B̂s(k)),
where B̂ is some arbitrarily fixed Brownian motion in R1. Hence
E f (Bs(1), · · · ,Bs(1)) =
∫
u∈∂D(0,1)
EU(du)E f (B̂s(1), · · · , B̂s(k)) = E f (B̂s(1), · · · , B̂s(k)).
Thus the process B has the same marginal f.j.d.’s as the Brownian motion B̂. We con-
clude that B is a Brownian motion, as alleged.
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6. Since cn ∈ (an,∞)Gc, it follows that the first level-crossing time τa(n),c(n) rela-
tive to the Brownian motion B
a(n)
exists, as remarked in Step 2. Moreover, equalities
11.11.12 and 11.11.13 together imply that
P(τa(n),c(n) < tn) = 2(1−Φ0,t(n)(cn− an))≥ 2− (1+ 2−n/2) = 1− 2−n/2.
Recall from above the r.v.’s Y0 ≡ Bxτ(x,0,a(n)) andU ≡ a−1n Y . Then
U ′Y = a−1n Y
′Y = a−1n |Y |2 = a−1n |Bxτ(x,0,a(n))|2 = a−1n a2n = an (11.11.15)
Now consider each ω ∈ (τa(n),c(n) < tn). Then
s≡ τa(n),c(n)(ω)< tn ≡ εn ≡ 2−n.
Hence B
a(n)
s (ω) = cn. In other words,
an+U
′(ω)(Bxs+τ(x,0,a(n))(ω)−Bxτ(x,0,a(n))(ω)) = cn,
which, in view of equality 11.11.15, simplifies to
U ′(ω)Bxs+τ(x,0,a(n))(ω) = cn.
SinceU ′(ω) is a unit vector, it follows that
|Bxs+τ(x,0,a(n))(ω)| ≥ |U ′(ω)Bxs+τ(x,0,a(n))(ω)|= cn.
Consequently, by the defining properties of the first exit time τx,0,c(n), we obtain
τx,0,a(n)(ω)< τx,0,c(n)(ω)< 2
−n+ τx,0,a(n)(ω), (11.11.16)
where ω ∈ (τa(n),c(n) < tn) is arbitrary, where P(τa(n),c(n) < tn)c < 2−n/2. It follows that
that τx,0,a(n) ↑ τ̂ a.u. and τx,0,c(n) ↓ τ̂ a.u. for some r.r.v. τ̂ .
6. We will prove that τ̂ satisfies the conditions in Definition 11.11.3 for the first
exit time τx,0,b to exist and be equal to τ̂ .
To that end, Let t ∈ (0,∞) be an arbitrary regular point of the r.r.v. τ̂ . Let (t j) j=0,1,···
be a decreasing sequence in (t,∞) such that t j ↓ t and such that t j is a regular point of
the stopping times τx,0,a(n),τx,0,c(n), for each n, j ≥ 0. Then
(τ̂ < t j) =
∞⋃
n=0
∞⋂
k=n
(τx,0,c(n) ≤ t j) ∈ L(t( j))
for each j ≥ 0. Consequently
(τ̂ ≤ t) =
∞⋂
j=0
(τ̂ < t j) ∈ L(t+) = L(t),
where the last equality is due to the right continuity of the filtration L . Thus we see
that the r.r.v. τ̂ is a stopping time relative to the filtration L .
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7. Because τx,0,c(n) ↓ τ̂ and τx,0,a(n) ↑ τ̂ a.u., as proved in Step 5, and because the pro-
cess Bx is a.u. continuous, we see that Bx
τ̂
is a well defined r.v. and that Bxτ(x,0,c(k))→ Bxτ̂
a.u. as k→∞. Since Bxτ(x,0,c(k)) ∈D0,c(k) and ck ↓ b, the distance d(Bxτ(x,0,c(k)),∂D0,b)→
0 a.u. as k → ∞. Consequently, Bx
τ̂
has values in ∂D0,b. Now consider each ω ∈
domain(Bx
τ̂
) and consider each t ∈ [0, τ̂(ω)). Then t ∈ [0,τx,0,a(n)(ω)) for some suffi-
ciently large k≥ 0. Hence Bxt ∈ D0,a(k) ⊂D0,b.
Thus we have verified the conditions in Definition 11.11.3 for the first exit time
τx,0,b to exist and be equal to τ̂ . Since b ∈ (|x|,∞) is arbitrary, Assertion 1 of the
theorem is proved.
8. Proceed to prove Assertion 2. To that end, let r > 0 be arbitrary. By the just-
established Assertion 1 of this theorem, applied to the case where x= 0 and b= r > 0,
we see that the first exit time τ0,0,r exists. Therefore Lemma 11.11.4 says that the
stopping time τx,x,r exists and is equal to τ0,0,r. Assertion 2 of this theorem is also
proved.
9. It remains to prove Assertion 3. To that end, let k ≥ 1 and b′ > b′′ be arbitrary,
with b′− b′′ < 2−k. Then there exist a′′ < b′′and c′ > b′ such that a′′,c′ ∈ HcGc and
such that c′−a′′ < 2−k. Repeating the above Steps 3-6, with a′′,c′ in the place of an,cn
respectively, we obtain, in analogy to inequality 11.11.16, some measurable set A with
P(Ac)< 2−k/2 such that, on A, we have
τx,0,a′′ < τx,0,c′ < 2
−k+ τx,0,a′′ ,
whence
0< τx,0,c′ − τx,0,a′′ < 2−k.
Therefore
τx,0,b′ − τx,0,b′′ < τx,0,c′ − τx,0,a′′ < 2−k
on the measurable set A with P(Ac)< 2−k/2. Assertion 3 and the theorem are proved.
.
.
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For completeness and for ease of reference, we include in this Appendix some the-
orems in the subject of Several Real Variables, especially the Theorem for the Change
of Integration Variables, which we use many times in this book. For the proofs of these
theorems, we assume no knowledge of axiomatic Euclidean Geometry. For exampe, in
the proof of the Theorem for the change of Integration Vairables, we do not assume any
prior knowledge that a rotation of the plane preserves the area of a trianlge, because we
consider this a speical case of the thoerem we are proving.
The reader who is familiar with the subject as presented in Chapters 9 and 10 of
[Rudin 2013], can safely skip this Appendix.
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Chapter 12
The Inverse Function Theorem
Before proceeding, recall some notations and facts about vectors and matrices.
Let x ∈ Rn be arbitrary. Unless otherwise specified, xi will denote the i-th compo-
nent of x. Thus x= (x1, · · · ,xn). Similarly, if f : A→ Rn is a function, then, unless oth-
erwise specified, fi : A→ R will denote the i-th component of f . Thus fi(u)≡ ( f (u))i
for each i = 1, · · · ,n and for each u ∈ A. Let G be an m× n matrix with entries in
R, and let x = (x1, · · · ,xn) ∈ Rn. Then we will regard x as a column vector, i.e. an
n× 1 matrix, and write Gx for the matrix product of G and x. Thus Gx is a col-
umn vector in Rm. Consider the Euclidean space Rn. Let u ∈ Rn be arbitrary. We
will write uk for the k− th coordinate of u, and define ‖u‖ ≡
√
u21+ · · ·+ u2n. Then
1
n ∑
n
j=1 |v j| ≤ ( 1n ∑nj=1 v2j)
1
2 = 1√
n
‖v‖ by Lyapunov’s inequality. Suppose G = [Gi, j] is
an n× nmatrix. The determinant of G is defined as
detG≡ ∑
pi∈Π
sign(pi)G1,pi(1)G2,pi(2) · · ·Gn,pi(n),
where Π is the set of all permutations on {1, · · · ,n} and where sign(pi) is +1 or −1
according as pi is an even or odd permutation. If n > 1, for each i, j = 1, · · · ,n let G′i, j
be the (n− 1)× (n− 1)matrix obtained by deleting the i-th row and j-th column from
G. If n = 1, define G′1,1 ≡ [1] so that detG′1,1 = 1. For later reference, the next lemma
collects some convenient bounds for matrices, and lists some basic facts from Matrix
Algebra without giving the proofs.
Lemma 12.0.1. (Matrix Basics). Suppose the m×n matrices G= [Gi, j] and G¯= [G¯i, j]
are such that |Gi, j| ≤ b and |G¯i, j| ≤ b for each i= 1, · · · ,m, and for each j = 1, · · · ,n,
where b> 0. Then the following holds.
1. ‖Gw‖ ≤ √mnb‖w‖ for each w ∈ Rn.
2. Suppose m = n. Then |detG| ≤ n!bn. If, in addition, |detG| ≥ c where c > 0,
then, for each i= 1, · · · ,n, there exists j = 1, · · · ,n with |Gi, j| ≥ (n!bn−1)−1c.
3. Suppose m= n and |detG| ≥ c where c> 0. Then G has an inverse G−1 ≡ F ≡
[Fi, j] where Fi, j ≡ (detG)−1(−1)i+ jdetG′j,i. Furthermore, for each w ∈ Rn, we
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have ∥∥G−1w∥∥≤ β ‖w‖ . (12.0.1)
where β ≡ n!c−1bn−1.
4. Suppose m= n. Let i= 1, · · · ,n be arbitrary. Then
detG=
n
∑
j=1
(−1)i+ jGi, j detG′i, j =
n
∑
j=1
(−1)i+ jG j,i detG′j,i.
In particular, if there exists k = 1, · · · ,n such that Gi, j = 0 for each j = 1, · · · ,n
with j 6= k, then detG=(−1)i+kGi,k detG′i,k. Similarly, if there exists k= 1, · · · ,n
such that G′j,i= 0 for each j= 1, · · · ,n with j 6= k, then detG=(−1)i+kGk,i detG′k,i.
5. Suppose m= n and G and F are n×nmatrices. Then det(GF) = det(G)det(F).
Proof.
1. For each w ∈ Rn, we have
‖Gw‖ ≡
√
m
∑
i=1
(
n
∑
j=1
Gi, jw j)2 ≤ b
√
m
∑
i=1
(
n
∑
j=1
|w j|)2
≤ b
√
m
∑
i=1
(
√
n‖w‖)2 =√mnb‖w‖ . (12.0.2)
2. Let Π be the set of all permutations on {1, · · · ,n}. Since the set Π has n!
elements, we obtain, from the definition of the determinant,
|detG| ≤ ∑
pi∈Π
|G1,pi(1)G2,pi(2) · · ·Gn,pi(n)| ≤ n!bn.
Suppose, in addition, that |detG| ≥ c. Then there exists pi ∈Π such that
|G1,pi(1)G2,pi(2) · · ·Gn,pi(n)| ≥ (n!)−1c.
Hence |Gi,pi(i)| ≥ (n!bn−1)−1c for each i= 1, · · · ,n.
3. Cramer’s Rule, whose straightforward proof using the definition of the determi-
nant is omitted, says that F is the inverse of G. If n= 1, then |F1,1|= |(detG)−1| ≤ c−1.
If n> 1, then |detG′j,i| ≤ (n−1)!bn−1 for each i, j = 1, · · · ,n, according to Assertion 2,
and so
|Fi, j|= |(detG)−1detG′j,i| ≤ c−1(n− 1)!bn−1.
Hence, by Assertion 1,
∥∥G−1w∥∥ ≡ ‖Fw‖ ≤ n(n− 1)!c−1bn−1‖w‖ for each w ∈ Rn
if n > 1. Combining,
∥∥G−1w∥∥ ≤ β ‖w‖ for each w ∈ Rn and for each n ≥ 1, where
β ≡ n!c−1bn−1.
4,5. Proof omitted.
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Let d denote the Euclidean metric defined by d(u,v)≡‖u− v‖ for all u,v∈ Rn. Let u∈
Rn, and let r≥ 0. For each compact subset K of Rn let d(u,K) denote the distance from
u to K. Define B(u,r)≡ {v : ‖v− u‖≤ r}, B◦(u,r)≡ {v : ‖v− u‖< r}, and ∂B(u,r)≡
{v : ‖v− u‖= r}. Suppose K is a compact subset of Rn. Since the function d(·,K) is
continuous on Rn, the closed r-neighborhood (d(·,K)≤ r)≡ {u ∈ Rn : d(u,K)≤ r} is
compact for all but countably many r > 0.
A compact subset K is said to be well contained in a subset A of Rn if Kr ⊂ A for
some r > 0. In that case, we write K ⋐ A. More generally, a subset B is said to be well
contained in A if B⊂ K ⋐ A for some compact subset K.
Suppose K ⋐ A. Let r > 0 be such that Kr ⊂ A. Let t ∈ (0,r) be arbitrary such
that Kt is compact. Let s ∈ (0,r− t) be arbitrary such that (Kt )s is compact. Then
(Kt)s ⊂ Kr ⊂ A. Hence Kt ⋐ A. In words, if a compact K is well contained in the set
A⊂ Rn, then some compact neighborhood of K is well contained in A.
Definition 12.0.2. (Derivative and Jacobian). Let n,m ≥ 1 and let M be the linear
space of m× n matrices with real number components. Let A be any open subset of
Rn. A function g : A→ Rm is said to be differentiable on A if there exists a function
G : A→M such that, for each compact subset K with K ⋐ A, there exists an operation
δK : (0,∞)→ (0,∞) such that ‖g(v)− g(u)−G(u)(v− u)‖≤ ε ‖v− u‖ for each u,v∈K
with ‖u− v‖ ≤ δK(ε). Here v− u is regarded as a column vector with n rows, and
G(u)(v− u) ∈ Rm is the matrix-vector product. The matrix valued function G on A is
then called a derivative of g on A, and, for each compact subset K with K ⋐ A, the
operation δK is called the modulus of differentiability of g on K. If δ : (0,∞)→ (0,∞)
is an operation such that δ is a modulus of differentiability of g on each compact
subset well contained in A, then we say that δ is a modulus of differentiability of g
on the open set A. To emphasize that δK is independent of u ∈ K, we sometimes say
that g is uniformly differentiable on K. For each u ∈ A and each i = 1, · · · ,m and
j = 1, · · · ,n, the component of G(u) at the i-th row and j-th column is called the first
order partial derivative of gi relative to the j-th component variable, and is denoted by
Gi, j(u) ≡ G(u)i, j ≡ ∂gi∂v j (u). In the case where n = m, for each u ∈ A, the determinant
detG(u)≡ det[ ∂gi∂v j (u)] is called the Jacobian of g at u. 
Note that we write Gi, j(u), G(u)i, j, and
∂gi
∂v j
(u) interchangeably. In the last expres-
sion, v j is a dummy variable. For example, the expressions
∂gi
∂v j
(u), ∂gi∂w j (u) or
∂gi
∂u j
(u),
with different dummy variables, all have the same value as G(u)i, j.
Proposition 12.0.3. (Uniqueness of derivative). Suppose g : A→ Rm is differentiable
on the open subset A of Rn. Then the derivative of g on A is unique.
Proof. Suppose G and H are both derivatives of g on A. Consider any u ∈ A. Let
r > 0 be such that B(u,2r) ⊂ A and let K ≡ B(u,r). Then Kr ⊂ A and so K ⋐ A. Let
ε > 0 be arbitrary. There exists δ0 ∈ (0,r) such that ‖g(v)− g(u)−G(u)(v− u)‖ ≤
ε
2 ‖v− u‖ and ‖g(v)− g(u)−H(u)(v− u)‖ ≤ ε2 ‖v− u‖ for each v ∈ B(u,δ0). Write
Q≡ G(u)−H(u). Then we have
‖Q(v− u)‖ ≤ ε ‖v− u‖ (12.0.3)
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for each v ∈ B(u,δ0). Consider any j = 1, · · · ,n. Let
v≡ (u1, · · · ,u j−1,u j+ δ0,u j+1, · · · ,un).
Then v−u= (0, · · · ,0,δ0,0, · · · ,0) has entries 0 except that the j-th entry is δ0, whence
Q(v− u) = δ0(Q1, j, · · · ,Qm, j). Therefore inequality 12.0.3 yields
δ0
∥∥(Q1, j, · · · ,Qm, j)∥∥≤ εδ0.
Canceling, we see that
∥∥(Q1, j, · · · ,Qm, j)∥∥≤ ε for arbitrary ε > 0. Consequently∥∥(Q1, j, · · · ,Qm, j)∥∥= 0
and so Qi, j = 0 for each i= 1, · · · ,m. Equivalently G(u) = H(u) for any u ∈ A.
Proposition 12.0.4. (Differentiability and uniform continuity). Suppose g : A→ Rm
is differentiable on the open subset A of Rn. Then the derivative G of g is uniformly
continuous on every compact subset K with K ⋐ A. More specifically, if Kt ⋐ A for
some t > 0 and if δ is a modulus of differentiability of g on Kt , then the operation δ1 :
(0,∞)→ (0,∞) defined by δ1(ε)≡ 12δ ( ε4 )∧ t for each ε > 0 is a modulus of continuity
of Gi, j on K for each i= 1, · · · ,m and each j = 1, · · · ,n.
Proof. Let K be a compact subset of A with K ⋐ A. Let t > 0 be such that Kt ⋐ A. Let
δ be a modulus of differentiability of g on Kt . Let u ∈ K be arbitrary but fixed. Define
a function f : A→ Rm by f (v) ≡ g(v)− g(u)−G(u)(v− u) for each v ∈ A. Define
F(v) ≡ G(v)−G(u) for each v ∈ A. Then, for arbitrary ε > 0 and for each w,v ∈ Kt
with ‖w− v‖ ≤ δ (ε), we have
‖ f (w)− f (v)−F(v)(w− v)‖ ≡ ‖ f (w)− f (v)− (G(v)−G(u))(w− v)‖
≡ ‖g(w)− g(u)−G(u)(w− u)− g(v)+g(u)+G(u)(v−u)− (G(v)−G(u))(w− v)‖
= ‖g(w)− g(v)−G(v)(w− v)‖≤ ε ‖w− v‖ . (12.0.4)
Clearly f (u) = 0, and F(u) = 0, the m× n matrix whose entries are zeros. By setting
v= u in inequality 12.0.4 we have
‖F(w)‖ ≤ ε ‖w− u‖ (12.0.5)
for each w ∈ Kt with ‖w− u‖ ≤ δ (ε) and for each ε > 0.
Now let ε > 0 be arbitrary and let a ≡ 12δ (ε)∧ t. Let v ∈ K be arbitrary such that
‖v− u‖ ≤ a. Fix any i = 1, · · · ,m and j = 1, · · · ,n. Define w ≡ (v1, · · · ,v j−1,v j +
a,v j+1, · · · ,vn). Note that w− v ≡ (0, · · · ,0,a,0, · · · ,0) has all components equal to
0 except the j-th. Hence ‖w− v‖ = a and so w ∈ Kt . Moreover‖w− u‖ ≤ ‖w− v‖+
‖v− u‖ ≤ 2a≤ δ (ε) and so ‖ f (w)‖ ≤ ε ‖w− u‖ by inequality 12.0.5. Therefore
|F(v)i, ja|= |
n
∑
k=1
F(v)i.k(w− v)k|= |(F(v)(w− v))i|
≤ ‖F(v)(w− v)‖ ≤ ‖ f (w)− f (v)−F(v)(w− v)‖+ ‖ f (w)‖+ ‖ f (v)‖
Yuen-Kwok Chan 512 Constructive Probability
≤ ε ‖v−w‖+ ε ‖w− u‖+ ε ‖v− u‖
≤ εa+ 2εa+ εa= 4εa.
Canceling a on both ends of the inequality, we obtain |F(v)i, j| ≤ 4ε . Equivalently,
|G(v)i, j−G(u)i, j| ≤ 4ε . The proposition is proved.
Proposition 12.0.5. (Differentiability and Lipschitz continuity). Suppose g : A→
Rm is a differentiable function on the open subset A of Rn. Let K be any compact subset
with K ⋐ A. Then g is Lipschitz continuous on K.
Proof. Let K be a compact subset of A with K ⋐ A. Let t > 0 be such that Kt ⋐ A.
Let δ be a modulus of differentiability of g on Kt . By Proposition Let a ≡ 13δ (1).
Let u1, · · · ,up ∈ K be an a-approximation of K. Consider any u,v ∈ K. Let k =
1, · · · , p be such that ‖u− uk‖ < a. Either (i) ‖v− uk‖ < 3a or (ii) ‖v− uk‖ > 2a. In
case (i), we have ‖v− u‖< 3a≤ δ (1) whence ‖g(u)− g(v)−G(u)(u− v)‖≤ ‖u− v‖.
According to Proposition 12.0.4, |Gi, j| is uniformly continuous, and so bounded by
some b > 0 on K, for each i = 1, · · · ,m and for each j = 1, · · · ,n. Therefore, by
Lemma 12.0.1, there exists c > 0 such that ‖G(u)z‖ ≤ c‖z‖ for each z ∈ Rn. Hence
‖g(u)− g(v)‖≤ ‖G(u)(u− v)‖+‖u− v‖≤ (1+c)‖u− v‖. Setting v= uk we conclude
that ‖g(u)− g(uk)‖≤ (1+c)a. Thus ‖g(u)‖≤ b′≡∨pk=1 ‖g(uk)‖+(1+c)a. The same
consideration yields ‖g(v)‖ ≤ b′ for arbitrary v ∈ K. Next consider case (ii), where
‖v− uk‖> 2a. Then ‖v− u‖> a. Hence ‖g(v)− g(u)‖ ≤ 2b′ ≤ 2b′a ‖v− u‖. Combin-
ing, we see that ‖g(v)− g(u)‖≤ b′′ ‖v− u‖ for each u,v ∈ K, where b′′ ≡ (1+c)∨ 2b′
a
.
In other words, b′′ is a Lipschitz constant of g on K.
Proposition 12.0.6. (Chain Rule) Let f : A→ Rm and g : B→ Rn be differentiable
functions on the open subsets A and B of Rp and Rm respectively, such that for each
compact subset K of A with K ⋐ A we have f (K)⊂K′ ⋐ B for some compact subset K′
of B. Let F and G denote the derivatives of f and g respectively. Then the composite
function g( f ) : A→ Rn is differentiable on A, with derivative G( f )F.
Proof. Let K be any compact subset of A with K ⋐ A. By hypothesis there exists a
compact subset K′ of B with f (K)⊂ K′ ⋐ B. Let δ and δ ′ denote the moduli of differ-
entiability of f and g on K and K′ respectively. By Proposition 12.0.5, f is Lipschitz
continuous on K, with a Lipschitz constant c > 0. By Proposition 12.0.4, the partial
derivatives Gi, j are uniformly continuous, hence bounded in absolute value, on K′ for
each i= 1, · · · ,n and each j = 1, · · · ,m. Let b> 0 be such that |Gi, j| ≤ b on K′ for each
i= 1, · · · ,n and each j = 1, · · · ,m.
Let ε > 0 be arbitrary. Let x,y ∈ K be arbitrary with ‖y− x‖ < δ1(ε) ≡ δ (ε)∧
c−1δ ′(ε). Let u ≡ f (x) and v ≡ f (y). Then u,v ∈ K′, and ‖v− u‖ ≡ ‖ f (y)− f (x)‖ ≤
c‖y− x‖ ≤ δ ′(ε), whence
‖g(v)− g(u)−G(u)(v− u)‖≤ ε ‖v− u‖ ≤ cε ‖y− x‖ .
At the same time,
‖ f (y)− f (x)−F(x)(y− x)‖ ≤ ε ‖y− x‖ .
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Hence, according to Lemma 12.0.1,
‖G(u)( f (y)− f (x)−F(x)(y− x))‖
≤ √mnb‖ f (y)− f (x)−F(x)(y− x)‖ ≤ √mnbε ‖y− x‖ .
Combining, we obtain
‖g( f (y))− g( f (x))−G( f (x))F(x)(y− x)‖
= ‖g( f (y))− g( f (x))−G(u)F(x)(y− x)‖
≤ ‖g( f (y))− g( f (x))−G(u)( f (y)− f (x))‖+√mnbε ‖y− x‖
≡ ‖g(v)− g(u)−G(u)(v− u)‖+√mnbε ‖y− x‖
≤ cε ‖y− x‖+√mnbε ‖y− x‖ . (12.0.6)
Since ε > 0 is arbitrary with the operation δ2 : (0,∞)→ (0,∞) defined by δ2(ε) ≡
δ1((c+
√
mnb)−1ε) for each ε > 0 as a modulus of differentiability on K. Since K ⋐ A
is arbitrary, we see from inequality 12.0.6 thatG( f )F is the derivative of g( f ) on A.
The proof below for the Inverse Function Theorem is by the method of contraction
mapping.
Theorem 12.0.7. (Inverse Function Theorem) Let g : B → Rn be a differentiable
function on an open subset B of Rn, with derivative G. Define the Jacobian J(v) ≡
detG(v) for each v ∈ B. Suppose K is a compact subset of B with Kr ⋐ B for some
r> 0, and suppose |J| ≥ c on Kr for some c> 0. Let δ be a modulus of differentiability
of g on Kr, and let b > 0 be such that |Gi, j| ≤ b on Kr, for each i, j = 1, · · · ,n. Then
there exists s = s(n,r,b,c,δ ) > 0 such that for each u ∈ K we have (i) there exists a
function f : C ≡ B◦(g(u),s)→ B(u,r) such that g( f (y)) = y for each y ∈ C, and (ii)
the inverse function f is differentiable on C, with derivative F ≡ G( f )−1, and with a
modulus of differentiability δ ′ = δ ′(n,r,b,c,δ ) on the open set C. Note that we write
s= s(n,r,b,c,δ ) to emphasize that s depends only on n,r,b,c, and the operation δ , and
is otherwise independent of g,K, or u. Similarly we emphasize that δ ′ depends only on
n,r,b,c, and δ .
Proof. Note that by Proposition 12.0.4, Gi, j is uniformly continuous on Kr for each
i, j = 1, · · · ,n, with a modulus of continuity δ1 defined by δ1(ε) ≡ 12δ ( ε4 )∧ r for each
ε > 0. By the same token, there exists b > 0 be such that |Gi, j| ≤ b on Kr, for each
i, j = 1, · · · ,n. Define the operation δ2 : (0,∞)→ (0,∞) by δ2(ε)≡ δ1( ε∧ε0n )∧δ ( ε∧ε04n )
for each ε > 0. Let β ≡ n!c−1bn−1 and ε0 ≡ (4β )−1. Let a ≡ 12δ2(ε0)∧ r and s ≡ a2β .
We will show that s has the desired properties.
To that end, consider any u ∈ K. Let x ≡ g(u). Consider any v,w ∈ B(u,a). Then
v,w ∈ Kr. Moreover ‖w− v‖ ≤ 2a≤ δ2(ε0).
Let ε > 0 be arbitrary. Suppose ‖w− v‖ ≤ δ2(ε) ≡ δ1( ε∧ε0n )∧ δ ( ε∧ε04n ). Then,
sinceδ is a modulus of differentiability of g, we have
‖g(w)− g(v)−G(v)(w− v)‖≤ ε
4n
‖w− v‖ ≤ ε ‖w− v‖ . (12.0.7)
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At the same time, for each i, j = 1, · · · ,n, since δ1 is a modulus of continuity of Gi, j,
we have
|Gi, j(w)−Gi, j(v)| ≤ ε
n
. (12.0.8)
Hence, by Lemma 12.0.1, we have
‖(G(w)−G(v))z‖ ≤ ε ‖z‖ (12.0.9)
for each z ∈ Rn. Moreover, since |detG(v)| ≥ c> 0 and |Gi, j(v)| ≤ b for i, j = 1, · · · ,n.
Therefore we see, by Lemma 12.0.1, that the inverse matrix G(v)−1 exists, with∥∥G(v)−1z∥∥≤ β ‖z‖ (12.0.10)
for each z ∈ Rn.
In particular, inequalities 12.0.7 through 12.0.10 hold for any v,w ∈ B(u,a) if ε is
replaced by ε0.
Next, let y ∈ B(g(u),s) be arbitrary but fixed. For each v ∈ B(u,a) define Φ(v) ≡
v+G−1(u)(y− g(v)). Then ‖Φ(u)− u‖ ≡ ∥∥G−1(u)(y− g(u))∥∥≤ β s ≡ a2 . Moreover,
for any v,w ∈ B(u,a), we have
‖Φ(w)−Φ(v)‖ =
∥∥w− v−G−1(u)(g(w)− g(v))∥∥
=
∥∥G−1(u)(G(u)(w− v)− g(w)+ g(v))∥∥
≤ β ‖G(u)(w− v)− g(w)+ g(v)‖
≤ β ‖G(v)(w− v)− g(w)+ g(v)‖+β ‖(G(u)−G(v))(w− v)‖
≤ β ε0 ‖w− v‖+β ε0 ‖w− v‖= 2β ε0 ‖w− v‖ ≡ 12 ‖w− v‖ (12.0.11)
where the first inequality follows from inequality 12.0.10 applied to u, and where the
third inequality follows from inequalities 12.0.7 and 12.0.9 with ε replaced by ε0. It
follows that, for arbitrary v ∈ B(u,a),
‖Φ(v)− u‖ ≤ ‖Φ(v)−Φ(u)‖+ ‖Φ(u)− u‖ ≤ 1
2
‖v− u‖+ a
2
≤ a
2
+
a
2
= a,
and so Φ(v) ∈ B(u,a). Thus we see that Φ is a function mapping B(u,a) into B(u,a).
Now define u(0) = u, and inductively define u(k) ≡ Φ(u(k−1)) for each k ≥ 1. Then,
according to inequality 12.0.11,∥∥∥u(k)− u(k−1)∥∥∥≡ ∥∥∥Φ(u(k−1))−Φ(u(k−2))∥∥∥
≤ 1
2
∥∥∥u(k−1)− u(k−2)∥∥∥≤ ·· · ≤ 2−k+1∥∥∥u(1)− u(0)∥∥∥
for each k ≥ 1. Therefore u(k) → v for some v ∈ B(u,a). By the Lipschitz continuity
of Φ displayed in inequality 12.0.11, we have Φ(u(k))→Φ(v). Equivalently u(k+1) →
v+G−1(u)(y−g(v)). Therefore v= v+G−1(u)(y−g(v)) and soG−1(u)(y−g(v)) = 0.
Multiplying the last equality from the left by the matrixG(u), we obtain y−g(v)= 0, or
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y= g(v). We will show that v is unique. Suppose y= g(w) for some other w ∈ B(u,a).
Then g(w) = g(v), and so
‖G(v)(w− v)‖= ‖g(w)− g(v)+G(v)(w− v)‖≤ ε0 ‖w− v‖
according to inequality 12.0.7 with ε replaced by ε0. Hence
‖w− v‖=
∥∥G(v)−1G(v)(w− v)∥∥
≤ β ‖G(v)(w− v)‖ ≤ β ε0 ‖w− v‖ ≤ 14 ‖w− v‖ .
Consequently ‖w− v‖= 0 andw= v. Summing up, for each y∈B(g(u),s), there exists
a unique v∈ B(u,a) such that y= g(v). Hence B(g(u),s)⊂ g(B(u,a))⊂ g(B(u,r)). We
can therefore define a function f on B(g(u),s) by f (y) = v where v ∈ B(u,a) is such
that y= g(v), for each y∈ B(g(u),s). By definition, g( f (y)) = y for each y∈B(g(u),s).
In other words, f is the inverse of g on B(x,s), with values in B(u,a).
Next, we will prove the differentiability of f on C ≡ B◦(x,s). Consider any y,z ∈
B(x,s). Let v≡ f (y) and w≡ f (z). Then y= g(v) and z= g(w) by the definition of the
inverse function f . Using inequality 12.0.7, we estimate∥∥v−w−G(w)−1(y− z)∥∥= ∥∥G(w)−1(G(w)(v−w)− g(v)+ g(w))∥∥
≤ β ‖G(w)(v−w)− g(v)+ g(w)‖≤ β ε0 ‖v−w‖ . (12.0.12)
Hence
‖v−w‖ ≤
∥∥G(w)−1(y− z)∥∥+β ε0‖v−w‖ .
It follows that
‖v−w‖ ≤ 1
1−β ε0
∥∥G(w)−1(y− z)∥∥
≤ β
1−β ε0 ‖y− z‖=
4
3
β ‖y− z‖ . (12.0.13)
Thus ‖ f (y)− f (z)‖≤ 43β ‖y− z‖ for each y y,z∈ B(x,s). In other words, f is Lipschitz
continuous on B(x,s), with Lipschitz constant 43β .
Now let ε > 0 be arbitrary, and let y,z ∈ B(x,s) be such that ‖y− z‖ ≤ δ ′(ε) ≡
3
4β
−1δ2( 34β
−2ε). Then inequality 12.0.13 implies that ‖v−w‖ ≤ δ2( 34β−2ε). There-
fore inequalities 12.0.7 through 12.0.10 hold for v,w. Using inequality 12.0.7, we now
obtain ∥∥v−w−G(w)−1(y− z)∥∥= ∥∥G(w)−1(G(w)(v−w)− g(v)+ g(w))∥∥
≤ β ‖G(w)(v−w)− g(v)+ g(w)‖≤ 3
4
β−1ε ‖v−w‖ ≤ 3
4
β−1ε
4
3
β ‖y− z‖ .
In other words, ∥∥ f (y)− f (z)−G( f (z))−1(y− z)∥∥≤ ε ‖y− z‖ (12.0.14)
Yuen-Kwok Chan 516 Constructive Probability
for arbitrary y,z ∈ B(x,s) with ‖y− z‖ ≤ δ ′(ε). In particular, inequality 12.0.14 holds
for each y,z ∈C ≡ B0(x,s) with ‖y− z‖ ≤ δ ′(ε). We have thus proved that f is differ-
entiable onC, with derivative F =G(h)−1, and with modulus of differentiability δ ′ for
each compact subset well contained inC. The Reader can trace the definitions of s and
δ ′ to verify that they depend only on n,r,b,c, and δ . The theorem is proved.
Corollary 12.0.8. (Condition for inverse function to be differentiable). Let A,B be
open subsets of Rn. Let g : B→ A be a differentiable function on B, with derivative G.
Define the Jacobian J(v)≡ detG(v) for each v ∈ B. Suppose |J| ≥ c for some c> 0 on
each compact subset K with K ⋐ B. Suppose the inverse function f : A→ B of g exists,
such that for each compact subset H of A with H ⋐ A we have f (H) ⋐ B. Then the
inverse function f is differentiable on A, with derivative F ≡ G( f )−1. In particular, f
is uniformly continuous on compact subsets well contained in A.
Proof. Let H be an arbitrary compact subset of A with H ⋐ A. Then Ha ⋐ A for some
a> 0. DefineK≡ f (H). By hypothesisKr′ ⋐B for some r′> 0. Hence |J| ≥ c for some
c> 0 on Kr′ . Let δ be a modulus of differentiability of g on Kr′ , and let b > 0 be such
that |Gi, j| ≤ b on Kr′ , for each i, j = 1, · · · ,n. Let δg be a modulus of continuity of g on
Kr′ , and let r> 0 be such that r< r
′∧δg(a). Then g(Kr)⊂Ha. By the Inverse Function
Theorem 12.0.7, there exists s = s(n,r,b,c,δ ) > 0 such that for each u ∈ K we have
(i) there exists a function f˜ :C ≡ B◦(g(u),s)→ B(u,r) such that g( f˜ (y)) = y for each
y∈C, and (ii) the inverse function f˜ is differentiable onC, with derivativeF ≡G( f˜ )−1,
and with a modulus of differentiability δ ′ = δ ′(n,r,b,c,δ ) on the open setC. Consider
any u ∈ K and let f˜ ,C be as in conditions (i) and (ii). Then, for each y ∈ C, we have
f˜ (y) ∈ B(u,r)⊂Kr. Hence y= g( f˜ (y)) ∈ g(Kr)⊂Ha. Moreover f (y) = f (g( f˜ (y))) =
f˜ (y) for each y ∈C. Consequently, condition (ii) implies that f is differentiable on C,
with derivative F ≡ G( f )−1, and with δ ′ as a modulus of differentiability on C. Now
let x1, · · · ,xm be an s2 -approximation of H. For each i = 1, · · · ,m define ui ≡ f (xi)
and Ci ≡ B◦(g(ui),s) ≡ B◦(xi,s). Let ε > 0 be arbitrary. Let x,y ∈ H be such that
‖x− y‖< δ ′(ε)∧ s2 . Then ‖x− xi‖< s2 for some i= 1, · · · ,m, whence x,y ∈Ci. Since
δ ′ is a modulus of differentiability of f on Ci, and since ‖x− y‖< δ ′(ε)∧ s2 , we have
‖ f (y)− f (x)−F(x)(y− x)‖ ≤ ε ‖y− x‖. Thus the operation δ ′(·)∧ s2 is a modulus of
differentiability of f on H. Since the compact subset H ⋐ A is arbitrary, we see that f
is differentiable on A.
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Chapter 13
Change of Integration Variables
In this section let n ≥ 1 be a fixed integer. Let µ1 and µ denote the the measures
with respect to the Lebesgue integrations
∫ ·dx and ∫ · · ·∫ ·dx1 · · ·dxn respectively. All
measure-theoretic terms will be with respect to the Lebesgue integrations.
First an easy lemma, classically trivial, gives a sufficient condition for a subset of
R to be an open interval. Note that a non-empty set that is the intersection of two
open intervals (a,b) and (a′b′) is again an open interval, because (a,b)∩ (a′,b′) =
(a∨a′,b∧b′).
Lemma 13.0.1. (Condition of a nonempty subset of R to be an interval). Let n≥ 2
be arbitrary. Let zk,z
′
k,ck,ak ∈ R for k = 1, · · · ,n. Suppose the set Γ ≡ {x ∈ R : zk <
ck+ akx < z
′
k for k = 1, · · · ,n− 1}∩ (zn,z′n) is non-empty. Then Γ is an open interval
in R.
Proof. Since Γ=
⋂n−1
k=1({x∈R : zk < ck+akx< z′k}∩(zn,z′n)), it suffices, in view of the
remark preceding this lemma, to prove the lemma for the case n = 2. By hypothesis,
there exists y ∈ R such that z1 < c1+ a1y < z′1 and z2 < y< z′2. Let ε > 0 be so small
that z1 + ε < c1 + a1y < z′1 − ε . Then either (i) |a1y| < ε2 and |a1|(|z2| ∨ |z′2|) < ε2 ,
or (ii) |a1y| > 0 or |a1|(|z2| ∨ |z′2|) > 0. Suppose condition (i) holds. Then, for each
x ∈ (z2,z′2), we have
|c1+ a1x− (c1+ a1y)| ≤ |a1y|+ |a1x|< |a1y|+ |a1|(|z2| ∨ |z′2|)< ε
whence z1 < c1+ a1x < z′1. It follows that (z2,z
′
2) ⊂ {x ∈ R : z1 < c1+ a1x < z′1} and
so Γ ≡ {x ∈ R : z1 < c1+ a1x < z′1}∩ (z2,z′2) = (z2,z′2). On the other hand, suppose
condition (ii) holds. Then |a1|> 0. Hence either a1 > 0 or a1 < 0. In the first case Γ =
(a−11 (z1− c1),a−11 (z′1− c1))∩ (z2,z′2). In the second case Γ = (a−11 (z′1− c1),a−11 (z1−
c1))∩ (z2,z′2). Thus we see that Γ is an open interval under either of the conditions (i)
and (ii).
In the following, an interval ∆ in R will mean a non-empty subset of R that is equal
to one of (a,b), (a,b], [a,b), or [a,b] for some a,b ∈ R with a≤ b, and the length of ∆
is defined to be |∆| ≡ b− a. More generally, the Cartesian product ∆≡ ∆1×·· ·×∆n,
where ∆i is an interval in R for each i= 1, · · · ,n, is called an n-interval, and the length
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of ∆ is defined to be |∆| ≡ ∨ni=1 |∆i| while the diameter of ∆ is defined to be ‖∆‖ ≡√
∑ni=1 |∆i|2. The intervals ∆1, · · · ,∆n in R are then called the factors of the n-interval
∆. If each of the factors of ∆ is an open interval, then ∆ is called an open n-interval. If
all the factors of ∆ are of the same length, then ∆ is called an n-cube. The center x of
∆ is defined to be x= (x1, · · · ,xn) where xi is the mid-point of ∆i for each i= 1, · · · ,n.
By Fubini’s Theorem, we have µ(∆) = ∏ni=1 µ1(∆i).
The next lemma is the formula for the change of integration variables in the special
case of a linear transformation.
Lemma 13.0.2. (Volume of a parallelepiped). Let a ∈ Rn be arbitrary. Let F be
an n× n matrix with |detF | > 0. Let f : Rn → Rn be the linear function defined by
f (y) = a+Fy for each y ∈ Rn. Let ∆ ≡ ∆1× ·· · ×∆n be any n-interval in Rn. Then
f (∆) is an integrable set, and µ( f (∆)) = |detF |µ(∆).
Proof. Since |detF|> 0, the matrixF has an inverseG≡F−1, with |detG|= |detF|−1.
Define the linear function g : Rn → Rn by g(v) = b+Gv for each v ∈ Rn, where
b≡−Ga. Then g is the inverse of f on Rn. Note that the desired equality is equivalent
to
µ(∆) = |detF|−1µ(g−1(∆)),
or
µ(∆) = |detG|
∫
· · ·
∫
1⋂n
k=1{(v1,···vn):bk+∑ni=1Gk,ivi∈∆k}dv1 · · ·dvn. (13.0.1)
First assume that the lemma holds for each open n-interval. Let ∆≡ ∆1×·· ·×∆n be
an arbitrary n-interval. For each i = 1, · · · ,n and k ≥ 1 define the open interval ∆(k)i ≡
(r,s), (r− 1
k
,s), (r,s+ 1
k
), or (r− 1
k
,s+ 1
k
) according as ∆i =(r,s), [r,s), (r,s], or [r,s] for
some r,s∈ R. For each k≥ 1 define the open n-interval∆(k)≡ ∆(k)1 ×·· ·×∆(k)n . Then (i)
∆(k)⊃ ∆(k+1) for each k≥ 1, (ii)⋂∞k=1 ∆(k) = ∆ and (iii) µ(∆(k)) ↓ µ(∆). Here condition
(iii) follows from Proposition 4.9.9, which says that every interval in R is Lebesgue
integrable and has measure equal to its length. By assumption, the lemma holds for
∆(k) for each k≥ 1. Hence f (∆(k)) is an integrable set, and µ( f (∆(k))) = |detF |µ(∆(k))
for each k≥ 1. This implies that µ( f (∆(k))) ↓ |detF |µ(∆) while ⋂∞k=1 f (∆(k)) = f (∆).
Hence f (∆) is an integrable set, with
µ( f (∆)) = lim
k→∞
µ( f (∆(k))) = |detF|µ(∆).
Thus the lemma holds also for the arbitrary n-interval ∆. We see that we need only
prove the lemma for open n-intervals.
To that end, let ∆≡ (z1,z′1)×·· ·× (zn,z′n) be an arbitrary open n-interval. Proceed
by induction.
First assume that n = 1. The 1× 1 matrix F can be regarded as a real number. By
hypothesis |F| = |detF | > 0. We will assume F < 0, the positive case being similar.
Then f (∆) = (a+Fz′1,a+Fz1), an interval. Therefore, by Proposition 4.9.9, we have
µ( f (∆)) = a+Fz1− a−Fz′1 = F(z1− z′1) = |F|µ(∆),
establishing the lemma for n= 1.
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Suppose the lemma has been proved for n = 1, · · · ,m− 1 for some m > 1. We
will give the proof for n = m. Since |detG| = |detF |−1 > 0, there exists, by Lemma
12.0.1, some j = 1, · · · ,n such that |Gn, j|> 0. Without loss of generality, and for ease
of notations, we assume that j = n and that Gn,n > 0.
Let (v1, · · · ,vn−1) ∈ Rn−1 be arbitrary. Define the function ϕ ≡ ϕ(v1,··· ,vn−1) : R→ R
by
ϕ(vn)≡ ϕ(v1,··· ,vn−1)(vn)≡ gn(v1, · · · ,vn) = bn+
n−1
∑
i=1
Gn,ivi+Gn,nvn
for each vn ∈ R, Since Gn,n > 0, a direct substitution shows that ϕ has an inverse
ψ ≡ ψ(v1,··· ,vn−1) : R→ R given by
ψ(xn)≡ ψ(v1,··· ,vn−1)(xn)≡−G−1n,nbn−
n−1
∑
i=1
G−1n,nGn,ivi+G
−1
n,nxn (13.0.2)
for each xn ∈ R. Define the linear function
λk(v1, · · · ,vn−1,xn)≡ gk(v1, · · · ,vn−1,ψ(v1,··· ,vn−1)(xn))
= bk+
n−1
∑
i=1
Gk,ivi+Gk,n(−G−1n,n(bn+
n−1
∑
i=1
Gn,ivi)+G
−1
n,nxn)
≡ ck+
n−1
∑
i=1
Λk,ivi+Λk,nxn (13.0.3)
for each k = 1, · · · ,n, and for each (v1, · · ·vn−1,xn) ∈ Rn, where ck ≡ bk−G−1n,nGk,nbn,
Λk,i ≡ Gk,i−G−1n,nGk,nGn,i, and Λk,n ≡ Gk,nG−1n,n for each k = 1, · · · ,n and for each i =
1, · · · ,n−1. Now define an n×nmatrixΨ by (i′) Ψk,i≡ 1 or Ψk,i≡ 0 according as k= i
or k 6= i, for k, i= 1, · · · ,n− 1, (ii′) Ψn,i ≡−G−1n,nGn,i and Ψi,n = 0 for i= 1, · · · ,n− 1,
(iii′) Ψn,n ≡ G−1n,n. Then ψ(v1, · · · ,vn−1,xn) ≡ −G−1n,nbn+∑n−1i=1 Ψn,ivi +Ψn,nxn. Note
that Ψ is a triangular matrix, with each entry above the diagonal equal to 0. Hence
detΨ = Ψ1,1 · · ·Ψn,n =G−1n,n. Moreover, a direct matrix multiplication verifies that Λ≡
GΨ. Consequently detΛ = detG ·detΨ = G−1n,n detG. Hence |detΛ|> 0.
Note from their definition that Λn,i = 0 for i = 1, · · · ,n− 1, and that Λn,n = 1. By
Lemma 12.0.1, it follows that detΛ = detΛ′ where Λ′ is the (n− 1)× (n− 1) matrix
obtained by deleting the n-th row and n-th column in Λ.
Let A be an arbitrary subset of R which is dense in R. Assume that the lemma
holds for each open n-interval each of whose factors has endpoints in A. Now let ∆
be an arbitrary open n-interval. Let (∆(k))k=1,2,··· be a sequence of open n-intervals
whose factors have endpoints in A, such that (i′′) ∆(k) ⊂ ∆(k+1) for each k ≥ 1, (ii′′)⋃∞
k=1 ∆
(k) = ∆ and (iii′′) µ(∆(k)) ↑ µ(∆). By assumption, the lemma holds for ∆(k) for
each k ≥ 1. Hence f (∆(k)) is an integrable set, and µ( f (∆(k))) = |detF |µ(∆(k)) for
each k ≥ 1. This implies that µ( f (∆(k))) ↑ |detF|µ(∆) while ⋃∞k=1 f (∆(k)) = f (∆).
Hence f (∆) is integrable with
µ( f (∆)) = lim
k→∞
µ( f (∆(k))) = |detF |µ(∆).
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Thus the lemma holds also for the arbitrary n-interval ∆. We see that we need only
prove the lemma for open n-intervals with endpoints in A. In the remainder of this
proof, we will let A be the set of continuity points of the measurable functions gk and
λk for each k = 1, · · · ,n. By Proposition 4.8.11, the set A is the metric complement
of a countable subset of R, whence A is dense in R. We will prove the lemma for an
arbitrary open n-interval whose factors have endpoints in A, thereby completing the
proof.
To that end, let ∆ ≡ (z1,z′1)× ·· · × (zn,z′n) be an open n-interval with z1, · · · ,zn,
z′1, · · · ,z′n ∈ A. Then the set g−1(∆) =
⋂n
k=1(zk < gk < z
′
k) is a measurable subset in R
n.
Since g−1 ≡ f is continuous, g−1(∆) is also bounded. Hence g−1(∆) is an integrable
set. Similarly λ−1(∆) is an integrable set. By Fubini’s Theorem, there exists a full
subset D of Rn−1 such that 1λ−1(∆)(v1, · · · ,vn−1, ·) is an integrable indicator on R for
each (v1, · · · ,vn−1) ∈ D. In other words, in terms of equality 13.0.3, the set
Γv1,··· ,vn−1 ≡
n⋂
k=1
{xn : ck+
n−1
∑
i=1
Λk,ivi+Λk,nxn ∈ ∆k} (13.0.4)
is an integrable subset of R for each (v1, · · · ,vn−1) ∈ D. In view of equality 13.0.3, we
have
Γv1,··· ,vn−1 = {xn : g(v1, · · · ,vn−1,ψ(xn)) ∈ ∆}. (13.0.5)
Moreover, since Λn,i = 0 for i= 1, · · · ,n−1, and Λn,n = 1 while cn = 0, equality 13.0.4
reduces to
Γv1,··· ,vn−1 =
n−1⋂
k=1
{xn : ck+
n−1
∑
i=1
Λk,ivi+Λk,nxn ∈ ∆k}∩ (zn,z′n). (13.0.6)
Define ∆′ ≡ ∆1×·· ·×∆n−1. Using Fubini’s Theorem, and applying the induction
hypothesis, in the form of equality 13.0.1, to the (n− 1)-interval ∆′, we obtain∫
· · ·
∫
∆
dx1 · · ·dxn =
∫
1(zn,z′n)(xn)µ
′(∆′)dxn
=
∫
1(zn,z′n)(xn)(|detΛ′|
×
∫
· · ·
∫
1⋂n−1
k=1{(v1,···vn−1):ck+∑n−1i=1 Λk,ivi+Λk,nxn∈∆k}
dv1 · · ·dvn−1)dxn
= |detΛ′|
∫
· · ·
∫
1⋂n−1
k=1{(v1,···vn−1,xn):ck+∑n−1i=1 Λk,ivi+Λk,nxn∈∆k;xn∈(zn,z′n)}
dv1 · · ·dvn−1dxn
= |detΛ|
∫
· · ·
∫
µ1(Γv1,··· ,vn−1)dv1 · · ·dvn−1, (13.0.7)
where Λ′ is the (n− 1)× (n− 1) submatrix of Λ defined previously, and where µ ′ is
the Lebesgue measure on Rn−1.
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Let (v1, · · · ,vn−1) ∈ D be arbitrary. Write Γ≡ Γv1,··· ,vn−1 , ϕ ≡ ϕv1,··· ,vn−1 , and ψ ≡
ψv1,··· ,vn−1 for short. Define
Θ≡ Θv1,··· ,vn−1 ≡ {vn : g(v1, · · · ,vn−1,vn) ∈ ∆}.
Since ψ has an inverse function ϕ , it follows from equality 13.0.5 that
ψ(Γ) = {vn : g(v1, · · · ,vn−1,vn) ∈ ∆} ≡ Θ. (13.0.8)
Let ε > 0 be arbitrary. At lease one of the three following conditions must hold: (a)
µ1(Γ)< ε and µ1(Θ)< ε , (b) µ1(Γ)> 0, or (c) µ1(Θ)> 0. If condition (a) holds, then
|µ1(Γ)−|Gn,n|µ1(Θ)|< ε(1+ |Gn,n|). (13.0.9)
Suppose condition (b) holds. Then Γ is non-empty. Suppose condition (c) holds. Then
Θ is non-empty, whence Γ is also non-empty, thanks to equality 13.0.8. Therefore,
if either of conditions (b) and (c) holds, then Γ is non-empty, and Lemma 13.0.1, to-
gether with equality 13.0.6, implies that Γ is an open interval. The induction hypothesis
therefore applies, in either case, to the interval Γ and the linear function ψ , yielding
µ1(Γ) = |Gn,n|µ1(ψ(Γ)) ≡ |Gn,n|µ1(Θ). (13.0.10)
Inequality 13.0.9 is thus established under each of conditions (a-c). Since ε > 0 is
arbitrary, we conclude therefore that µ1(Γ) = |Gn,n|µ1(Θ) for each (v1, · · · ,vn−1) in
the full set D ⊂ Rn−1. Combining with equality 13.0.7, and recalling that detΛ =
G−1n,ndetG, we obtain∫
· · ·
∫
∆
dx1 · · ·dxn = |detΛ|
∫
· · ·
∫
µ1(Γv1,··· ,vn−1)dv1 · · ·dvn−1
= |detΛ| · |Gn,n|
∫
· · ·
∫
µ1(Θ)dv1 · · ·dvn−1
= |detG|
∫
· · ·
∫
(
∫
1Θv1,··· ,vn−1 (vn)dvn)dv1 · · ·dvn−1
≡ |detG|
∫
· · ·
∫
(
∫
1{vn:g(v1,··· ,vn)∈∆}dvn)dv1 · · ·dvn−1
= |detG|
∫
· · ·
∫
1{(v1,··· ,vn):g(v1,··· ,vn)∈∆}dv1 · · ·dvn
≡ |detG|
∫
· · ·
∫
1g−1(∆)dv1 · · ·dvn = |detG|µ(g−1(∆)).
Induction is completed.
In the following, if ∆ ≡ [a1,a1 + t]× ·· · × [an,an + t] is any closed n-cube with
length |∆| = t, then for each r ∈ (−1,1) we define ∆r ≡ [a1− r2 t,a1+ t+ r2 t]× ·· ·×
[an− r2 t,an+ t+ r2 t]. Similar notations are used for half-open n-cubes. Thus ∆r has the
same center as ∆ and is similar to ∆ with a scale of 1+ r. In particular |∆r|= (1+ r)|∆|
and ∆0 = ∆.
Recall that a subset H of an open set A is said to be well contained in A, or H ⋐ A
in symbols, if H ⊂ K ⊂ Ka ⊂ A for some compact subset K and some a > 0. Recall
that Ka stands for the compact a-neighborhood of K.
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Lemma 13.0.3. (Parallelepiped sandwich). Let A,B be open subsets of Rn. Let
f : A→ B be a differentiable function on A, with derivative F. Suppose f has an
inverse function g : B→ A which is differentiable on B, with derivative G, and which
is Lipschitz continuous on B. Suppose b,c> 0 are such that |detG| ≥ c and |Gi, j| ≤ b
for i, j = 1, · · · ,n on B. Let δ : (0,∞)→ (0,∞) be an operation. Then for each ε > 0
there exists τ = τ(ε,n,b,c,δ ) > 0 with the following properties. Let t ∈ (0,τ) be ar-
bitrary. Let ∆ ≡ (x1− t,x1 + t]× ·· · × (xn− t,xn + t] be any half open n-cube with
center x≡ (x1, · · · ,xn), such that (i) ∆⋐ A, (ii) f (∆) and f (∆) are integrable sets with
µ( f (∆)) = µ( f (∆)), where ∆≡ [x1− t,x1+ t]×·· ·× [xn− t,xn+ t], (iii) f (∆)⋐ B, and
(iv) δ is a modulus of differentiability of f on ∆. Then
|µ( f (∆))(|detF(x)|−1)− µ(∆)| ≤ n(2n−1+ 1)εµ(∆). (13.0.11)
Proof. By hypothesis g is Lipschitz continuous on B with some Lipschitz constant
cg > 0.
Let x ∈ A be arbitrary, and let u ≡ f (x). Define the linear function f¯ : Rn → Rn by
f¯ (y)≡ f (x)+F(x)(y−x) for each y∈ Rn. By the Chain Rule, we have F(x) =G(u)−1.
By hypothesis |detG(u)| ≥ c and |Gi, j(x)| ≤ b for each i, j = 1, · · · ,n. By Lemma
12.0.1,
‖F(x)w‖ = ∥∥G(u)−1w∥∥≤ β ‖w‖ (13.0.12)
and
∥∥F(x)−1w∥∥ = ‖G(u)w‖ ≤ nb‖w‖ for each w ∈ Rn, where β ≡ n!c−1bn−1. Re-
placing w by F(x)w in the last inequality, we obtain ‖F(x)w‖ ≥ n−1b−1‖w‖ for each
w ∈ Rn. Let ε ∈ (0,1) be arbitrary. Define τ ≡ n− 12 δ ( 12n−
3
2 b−1ε). We will show that τ
has the desired properties.
To that end, let t ∈ (0,τ) be arbitrary. Let ∆≡ (x1−t,x1+t]×·· ·×(xn−t,xn+t] be
any half open n-cube with center x≡ (x1, · · · ,xn), such that conditions (i-iii) hold. We
will prove inequality 13.0.25. First note that since ∆⋐ A, and f (∆)⋐ B, the functions
f and g are uniformly continuous on ∆ and f (∆) respectively. Consequently f (∆) is a
compact set.
Consider any y ∈ ∆. We have ‖y− x‖ ≤ √nt <√nτ ≤ δ ( 12n−
3
2 b−1ε), whence∥∥ f (y)− f¯ (y)∥∥≡ ‖ f (y)− f (x)−F(x)(y− x)‖ ≤ 1
2
n−
3
2 b−1ε ‖y− x‖
≤ 1
2
n−
3
2 b−1ε
√
nt =
1
2
n−1b−1εt. (13.0.13)
Write z≡ f (y)− f (x)−F(x)(y−x) and v≡F(x)−1z. Then ‖v‖≤ nb‖z‖≤ 12nbn−1b−1εt
< εt. Hence yk+vk ∈ (xk−t(1+ε),xk+t(1+ε)] for each k= 1, · · · ,n. Thus y+v∈∆ε ,
in the notations introduced before this lemma. Moreover
f (y) = f (x)+F(x)(y− x)+ z
= f (x)+F(x)(y− x+ v)≡ f¯ (y+ v) ∈ f¯ (∆ε).
Since y ∈ ∆ is arbitrary, we see that f (∆)⊂ f¯ (∆ε) and so µ( f (∆))≤ µ( f¯ (∆ε )). On the
other hand, by Lemma 13.0.2, we have µ( f¯ (∆ε)) = µ(∆ε)|detF(x)|. Combining, we
obtain
µ( f (∆))≤ µ(∆ε)|detF(x)|= (1+ ε)nµ(∆)|detF(x)|. (13.0.14)
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At the same time, since ε ∈ [0,1], we have |n(1+ε)n−1−n| ≤ n2n−1. Taylor’s Theorem
14.0.1 therefore yields the bound |(1+ ε)n− (1+ nε)| ≤ n2n−1ε whence |(1+ ε)n−
1| ≤ n(2n−1+ 1)ε . Therefore inequality 13.0.14 implies
µ( f (∆))|detF(x)|−1− µ(∆)
≤ ((1+ ε)n− 1)µ(∆)≤ n(2n−1+ 1)εµ(∆). (13.0.15)
Next consider any y ∈ ∆−ε . We will prove that f¯ (y) ∈ f (∆). For the sake of
a contradiction, suppose a ≡ d( f¯ (y), f (∆)) > 0. Write u ≡ f (x). Since f (∆) ⋐ B,
there exists r > 0 such that f (∆)r ⊂ B. Let ε ′ > 0 be so small that 3ε ′ < r ∧ a
and 3ε ′+ 3βcgε ′ < 12n
−1b−1εt. Let p ≥ 1 be so large that 1
p
β
√
nt ≤ ε ′. For each
k= 0, · · · , p define yk ≡ (1− kp)x+ kpy and define vk ≡ f¯ (yk) = u+ kpF(x)(y−x). Then
yk ∈ ∆−ε for each k = 0, · · · , p because, being an n-interval, ∆−ε is convex. More-
over, d(v0, f (∆)) = d( f (x), f (∆)) = 0, and d(vp, f (∆)) = d( f¯ (y), f (∆)) = a > 0 by
assumption. Hence there exists j = 1, · · · , p such that d(v j−1, f (∆)) < 2ε ′ < r and
d(v j, f (∆)) > ε
′. Since
∥∥v j− v j−1∥∥ = 1p ‖F(x)(y− x)‖ ≤ 1pβ ‖y− x‖ ≤ 1pβ√nt ≤ ε ′,
it follows that d(v j, f (∆)) < 3ε ′ ≤ r. Consequently v j−1,v j ∈ f (∆)r ⊂ B. Define
z′ ≡ g(v j−1) and z′′ ≡ g(v j). Then v j−1 = f (z′) and v j = f (z′′). Since d(v j, f (∆)) >
ε ′, we have d(z′′,∆) > 0, thanks to the continuity of f . On the other hand, since
d(v j−1, f (∆)) < 2ε ′, there exists z ∈ ∆ such that
∥∥v j−1− f (z)∥∥ < 2ε ′. Since the func-
tion g is Lipschitz continuous on B with Lipschitz constant cg, the last inequality
yields
∥∥g(v j−1)− g( f (z))∥∥ < 2cgε ′, or equivalently ‖z′− z‖ < 2cgε ′. Similarly, from∥∥v j− v j−1∥∥ ≤ ε ′ we deduce ‖z′′− z′‖ ≤ cgε ′. Combining, we have ‖z′′− z‖ < 3cgε ′.
Since y j ∈ ∆1−ε , and since d(z′′,∆)> 0, we have
∥∥y j− z′′∥∥> εt. Hence∥∥ f¯ (y j)− f¯ (z′′)∥∥= ∥∥F(x)(y j− z′′)∥∥
≥ n−1b−1
∥∥y j− z′′∥∥> n−1b−1εt. (13.0.16)
On the other hand, ∥∥ f¯ (y j)− f¯ (z′′)∥∥≡ ∥∥v j− f¯ (z′′)∥∥
≤
∥∥v j− v j−1∥∥+∥∥v j−1− f (z)∥∥+∥∥ f (z)− f¯ (z)∥∥+∥∥ f¯ (z)− f¯ (z′′)∥∥
≤ ε ′+ 2ε ′+∥∥ f (z)− f¯ (z)∥∥+∥∥F(x)(z− z′′)∥∥ .
In view of inequalities 13.0.13 and 13.0.12, the last expression is bounded by
3ε ′+
1
2
n−1b−1εt+β
∥∥z− z′′∥∥
≤ 3ε ′+ 1
2
n−1b−1εt+ 3βcgε ′
<
1
2
n−1b−1εt+
1
2
n−1b−1εt = n−1b−1εt,
which contradicts inequality 13.0.16. Thus we see that d( f¯ (y), f (∆)) = 0. We conclude
that f¯ (y) ∈ f (∆). Since y ∈ ∆−ε is arbitrary, we have f¯ (∆−ε) ⊂ f (∆). On the other
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hand, by Lemma 13.0.2, we have µ( f¯ (∆−ε)) = µ(∆−ε)|detF(x)|. Combining, we
obtain
(1− ε)nµ(∆)|detF(x)|= µ(∆−ε)|detF(x)|= µ( f¯ (∆−ε))≤ µ( f (∆)) = µ( f (∆)).
(13.0.17)
At the same time, since ε ∈ [0,1], we have |n(1− ε)n−1− n| ≤ n ≤ n2n−1. Taylor’s
Theorem yields |(1− ε)n− (1− nε)| ≤ n2n−1ε whence |(1− ε)n− 1| ≤ n(2n−1+ 1)ε .
Inequality 13.0.17 therefore yields
µ( f (∆))|detF(x)|−1− µ(∆)≥ ((1− ε)n− 1)µ(∆)
≥−n(2n−1+ 1)εµ(∆). (13.0.18)
Combining inequalities 13.0.15 and 13.0.18, we obtain the desired inequality 13.0.11.
The lemma is proved.
Let K be an arbitrary compact subset of Rn. The closed r-neighborhood (d(·,K) ≤
r) ≡ {u ∈ Rn : d(u,K) ≤ r} is compact for all but countably many r > 0. At the same
time, all but countablymany r> 0 are regular points of the measurable function d(·,K).
For the remainder of this section, we will write Kr for (d(·,K) ≤ r) only with the
implicit assumption that (d(·,K) ≤ r) is compact and that r > 0 is a regular point of
d(·,K). Thus Kr is compact and measurable, hence integrable. Furthermore Kcr ≡
(d(·,K)≤ r)c = (d(·,K)> r) according to Corollary 4.8.16.
Lemma 13.0.4. (Special half open n-interval). Let A,B be an open subset of Rn. Let
f : A→ B be a function which is uniformly continuous on compact subsets well con-
tained in A. Suppose g : B→ A is an inverse function of f and is uniformly continuous
on compact subsets well contained in B. Let H,K be compact subsets of Rn with H ⋐ A
and K ⋐B. Then there exists α ∈R with the following properties. Suppose∆ is a closed
n-interval with ∆ = [α + q1,α + q
′
1]× ·· ·× [α + qn,α + q′n] where qi,q′i are arbitrary
rational numbers with qi < q
′
i for each i= 1, · · · ,n. Suppose ∆⊂H and f (∆)⊂ K. Let
∆≡ (α + q1,α + q′1]×·· ·× (α + qn,α + q′n]. Then f (∆) and f (∆) are integrable sets
with µ( f (∆)) = µ( f (∆)). Moreover f (∆)c = (d(·, f (∆))> 0) a.e. In other words, the
measure theoretic complement of f (∆) is equal to its metric complement.
Proof. Since f (∆) = g−1(∆), the measurability of f (∆) for all rational numbers qi,q′i
and for all but countably many α ∈ R would follow if g is a measurable function on
Rn. However, g is not necessarily defined a.e. on Rn. Hence we introduce a function g¯
which is measurable on Rn and which is equal to g on a neighborhood of K.
Since K⋐B, there exists ρ > 0 such thatKρ ⋐B. WriteM≡Kρ . ThenM⊂Mr ⊂B
for some r > 0. MoreoverM is a compact and integrable set, and Mcr ≡ (d(·,M) > r),
according to the remarks preceding this lemma. Let i = 1, · · · ,n be arbitrary. Define
a function g¯i :Mr ∪Mcr → R by (i) g¯i(u) ≡ gi(u)(1− r−1d(u,M))+ if u ∈Mr, and (ii)
g¯i(u)≡ 0 if u ∈Mcr . We will show that g¯i is uniformly continuous onMr∪Mcr . In view
of conditions (i) and (ii), the function g¯i is uniformly continuous on each of Mr and
Mcr . Let ε > 0 be arbitrary. It suffices to show that |g¯i(u)− g¯i(v)| < ε if u ∈ Mr and
v∈Mcr are such that ‖u− v‖< η for sufficiently small η > 0. Let η ∈ (0,r) be so small
that |gi|η ≤ εr on Mr. Consider u ∈Mr and v ∈Mcr with ‖u− v‖< η . Since v ∈Mcr ,
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we have d(v,M) > r. Consequently d(u,M) > r− η . It follows from the defining
condition (i) that |g¯i(u)| < |gi(u)|(1− r−ηr ) = |gi(u)|ηr ≤ ε . Since v ∈ Mcr , we have
g¯i(v) = 0. Combining, we obtain |g¯i(u)− g¯i(v)|< ε . Thus we see that g¯i is uniformly
continuous on Mr ∪Mcr . Since Mr ∪Mcr is dense in Rn, the function g¯i can be extended
to a continuous function g¯i : Rn → R. In view of condition (i), we have g¯i = gi on M.
Being continuous on Rn, the function g¯i is measurable. Therefore g¯i−q is a measurable
function on Rn for each i= 1, · · · ,n and each rational number q. Because Rn is σ -finite,
there exists, according to Proposition 4.8.14, a real number α which is a continuity
point of g¯i− q for each i = 1, · · · ,n and each rational number q. Let i = 1, · · · ,n be
arbitrary, and let q be an arbitrary rational number. Then (g¯i−q≤α)M, (g¯i−q>α)M,
(g¯i−q≥ α)M are integrable sets, with µ((g¯i−q> α)M) = µ((g¯i−q≥ α)M). Hence
(g¯i− q > α)M = (g¯i− q ≥ α)M a.e. In other words M(g¯i ≤ α + q), M(g¯i > α + q),
andM(g¯i ≥ α + q) are integrable sets, withM(g¯i > α + q) =M(g¯i ≥ α + q) a.e.
Now suppose ∆ is a half open n-interval with ∆ = (α + q1,α + q′1]× ·· · × (α +
qn,α +q
′
n] where qi,q
′
i are rational numbers for each i= 1, · · · ,n, such that ∆⊂ H and
g−1(∆) ⊂ K. Write xi ≡ α + qi and x′i ≡ α + q′i for each i = 1, · · · ,n. We saw in the
last paragraph that M(g¯i ≤ x′i) and M(g¯i ≥ x′i) are integrable sets for each i= 1, · · · ,n.
Since g−1(∆)⊂ K ⊂M and g= g¯ onM, we have
g−1(∆) = {u ∈M : xi ≤ gi(u)≤ x′i for each i= 1, · · ·n}
= {u ∈M : xi ≤ g¯i(u)≤ x′i for each i= 1, · · ·n}
=
n⋂
i=1
M(xi ≤ g¯i)M(g¯i ≤ x′i), (13.0.19)
which is an integrable set. Similarly g−1(∆) =
⋂n
i=1M(xi < g¯i)M(g¯i ≤ x′i) is an inte-
grable set. SinceM(xi ≤ g¯i) =M(xi < g¯i) a.e. for each i= 1, · · · ,n, we have g−1(∆) =
g−1(∆) a.e. It follows that µ(g−1(∆))= µ(g−1(∆)). In other words µ( f (∆))= µ( f (∆)).
It remains to prove that f (∆)c = (d(·, f (∆))> 0).
Consider an arbitrary point u ∈ M. Suppose u ∈ g−1(∆)c. Then, according to
equality 13.0.19, we have u ∈ (M(xi ≤ g¯i)M(g¯i ≤ x′i))c for some i = 1, · · · ,n. In view
of Corollary 4.8.16, we therefore have u ∈ Mc ∪ (g¯i < xi)∪ (x′i < g¯i). Since u ∈ M
and so g¯(u) = g(u), it follows that u ∈ (gi < xi)∪ (x′i < gi). Thus gi(u) < xi− ε or
x′i+ ε < gi(u) for some ε > 0. Suppose d(u,g
−1(∆)) < δg(ε), where δg is a modulus
of continuity of g on M. Then d(g(u),∆) < ε . Consequently gi(u) ∈ [xi− ε,x′i+ ε],
a contradiction. Hence d(u,g−1(∆)) ≥ δg(ε) > 0. We conclude that Mg−1(∆)c ⊂
(d(·,g−1(∆))> 0). Next consider any u ∈Mc = (d(·,M)> 0). Since g−1(∆)⊂M, we
have d(u,g−1(∆)) ≥ d(u,M)> 0. We conclude that Mcg−1(∆)c ⊂ (d(·,g−1(∆)) > 0).
Combining, we obtain
(M∪Mc)g−1(∆)c ⊂ (M∪Mc)(d(·,g−1(∆))> 0). (13.0.20)
Conversely, consider any u ∈ M. Let y ≡ g(u) and so u = f (y). Suppose u ∈
(d(·,g−1(∆))> 0). In other words d(u, f (∆))> 0, or
d( f (y), f (∆))≥ ε > 0 (13.0.21)
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for some ε > 0. By hypothesis, ∆ ⊂ H ⊂ Ha ⋐ A for some a > 0, and f is uniformly
continuous on Ha with some modulus of continuity δ f . Suppose d(y,∆) < a. Then
d(y,H) ≤ d(y,∆) < a. It follows that y ∈ Ha and so d(y,∆) ≥ δ f (ε) > 0, in view
of inequality 13.0.21. Combining, we see that in any case d(y,∆) ≥ a∧ δ f (ε) > 0.
Therefore there exists i= 1, · · · ,n such that yi < xi or x′i < yi. In other words, gi(u)< xi
or x′i < gi(u). Since u ∈M and g= g¯ onM, this implies that
u ∈M(g¯i < xi)∪M(x′i < g¯i) =M(M(xi ≤ g¯i ≤ x′i))c
⊂M∩{u ∈M : xi ≤ g¯i(u)≤ x′i for each i= 1, · · ·n}c =Mg−1(∆)c,
in view of equality 13.0.19. Thus we see that
M(d(·,g−1(∆))> 0)⊂Mg−1(∆)c ⊂ (M∪Mc)g−1(∆)c
At the same time, since M ⊃ g−1(∆), we haveMc ⊂ g−1(∆)c
Mc(d(·,g−1(∆))> 0)⊂Mc =Mcg−1(∆)c ⊂ (M∪Mc)g−1(∆)c.
Combining, we obtain
(M∪Mc)(d(·,g−1(∆))> 0)⊂ (M∪Mc)g−1(∆)c. (13.0.22)
Expressions 13.0.20 and 13.0.22 together show that (M∪Mc)(d(·,g−1(∆))> 0) =
(M ∪Mc)g−1(∆)c. Since M ∪Mc is a full set, it follows that (d(·,g−1(∆)) > 0) =
g−1(∆)c a.e., as desired.
Lemma 13.0.5. (Partition of n-cube). Let ∆ ≡ ∏nj=1[a j,a j + t] be an arbitrary n−
cube. Let p≥ 1. For each j = 1, · · · ,n and k= 0, · · · , p define a j,k ≡ a j+ kp t. For each
κ ∈ {1, · · · , p}n define ∆κ ≡∏nj=1[a j,κ j−1,a j,κ j ]. Then
∆η/p =
⋃
κ∈{1,··· ,p}n
∆ηκ
for arbitrary η > 0.
Proof. Let η > 0 be arbitrary. Then, for each j = 1, · · · ,n, we have
[a j,a j+ t]
η/p ≡ [a j− η2pt,a j+ t+
η
2p
t]
=
p⋃
k=1
[a j,k−1− η2pt,a j,k+
η
2p
t]≡
p⋃
k=1
[a j,k−1,a j,k]η .
Hence
∆η/p =
n
∏
j=1
[a j,a j+ t]
η/p =
n
∏
j=1
p⋃
k=1
[a j,k−1,a j,k]η
=
⋃
κ∈{1,··· ,p}n
n
∏
j=1
[a j,κ j−1,a j,κ j ]
η =
⋃
κ∈{1,··· ,p}n
∆ηκ .
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Lemma 13.0.6. (Sufficient condition for image of compact set to be compact). Let
A and B be open subsets of Rn. Suppose the following two conditions hold.
1. g : B→ A is a function which is differentiable on B, such that for each compact
subset K ⋐ B we have |J| ≡ |detG| ≥ c on K for some c > 0, where G is the
derivative of g.
2. There exists a function f : A→ B which is the inverse of g, such that for each
compact subset H of A with H ⋐ A we have f (H) ⋐ B.
Then, for each compact subset H ⋐ A, the set K ≡ f (H) is a compact subset of B.
Proof. Let H be a compact subset H ⋐ A. Conditions 1 and 2, in view of Corollary
12.0.8, implies that f is differentiable on A. Consequently f is uniformly continuous
on H. It follows that K is totally bounded. It remains to show that K is complete.
By condition 2, the set K ≡ f (H) is such that K ⋐ B. In other words K ⊂ K′ ⋐ B
for some compact subset K′ of B. Hence it suffices to show that K is closed. Suppose
(uk)k=1,2,··· is a sequence in K such that uk→ u for some u∈K′. By Proposition 12.0.5,
g is Lipschitz continuous on any compact subset well contained in B. In particular g is
uniformly continuous on K′. Therefore g(uk)→ g(u) in A. Since g(uk) ∈ H for each
k ≥ 1 and since H is closed, we have g(u) ∈ H. Therefore u = f (g(u)) ∈ f (H) = K.
Thus K is closed.
Lemma 13.0.7. (Change of integration variables, special case). Let A and B be open
subsets of Rn. Suppose the following four conditions hold.
1. g : B→ A is a function which is differentiable on B, such that for each compact
subset K ⋐ B we have |J| ≡ |detG| ≥ c on K for some c > 0, where G is the
derivative of g.
2. There exists a function f : A→ B which is the inverse of g, such that for each
compact subset H of A with H ⋐ A we have f (H) ⋐ B.
3. H is a given compact integrable subset of A with H ⋐ A, such that µ(Ha) ↓ µ(H)
as a ↓ 0.
Then f (H) is an integrable set. Moreover, for each X ∈C(Rn), the function 1 f (H)X(g)|J|
is integrable, with∫
· · ·
∫
H
X(x)dx1 · · ·dxn =
∫
· · ·
∫
f (H)
X(g(u))|J(u)|du1 · · ·dun (13.0.23)
where the functions g and J have been extended to Rn by g= 0= J on Bc.
Proof. For abbreviation, we will write
∫ ·dx for ∫ · · ·∫ ·dx1 · · ·dxn, and similarly write∫ ·du
for
∫ · · ·∫ ·du1 · · ·dun.
Let H be as given in Condition 3. Conditions 1 and 2, in view of Corollary 12.0.8,
imply that f is differentiable on A. Therefore f is Lipschitz continuous on compact
subsets well contained in A, by Proposition 12.0.5. At the same time, Lemma 13.0.6
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implies that K ≡ f (H) is compact. Let X ∈C(Rn) be arbitrary. In the following proof,
we may assume that X ≥ 0. The general case of X ∈C(R) follows from X = 2X+−|X |
and from linearity.
Since K ⋐ B by Condition 3, we have Kρ ⋐ B for some ρ > 0. Let δ be a modulus
of differentiability of g on Kρ . By Condition 1, |J| ≥ c on Kρ for some c > 0. By
Proposition 12.0.5, g is Lipschitz continuous on Kρ , with some Lipschitz constant cg >
0. By Proposition 12.0.4, the partial derivative Gi, j of g is uniformly continuous on Kρ
for each i, j = 1, · · · ,n. Hence the Jacobian J is uniformly continuous on Kρ , as is the
product X(g)J. Let δX denote a modulus of continuity of X on Rn, and let δXgJ denote
a modulus of continuity of X(g)J on Kρ . Let β > 0 be such that |X | ≤ β on Rn. Let
b> 0 be such that |Gi, j| ≤ b on Kρ for each i, j = 1, · · · ,n.
SinceH ⋐ A, we haveHa⋐ A for some a> 0. By Lemma 13.0.4, there exists α ∈R
with the following properties. Suppose ∆ is a closed n-interval with ∆≡ [α + q1,α +
q′1]× ·· · × [α + qn,α + q′n], where qi,q′i are rational numbers for each i = 1, · · · ,n.
Suppose ∆⊂Ha and suppose f (∆)⊂Kρ . Let ∆≡ (α +q1,α +q′1]×·· ·× (α +qn,α +
q′n]. Then f (∆) and f (∆) are integrable sets with µ( f (∆)) = µ( f (∆)), and
f (∆)c = (d(·, f (∆))> 0) a.e. (13.0.24)
In the remainder of this proof, ρ and α will be fixed. We will call a number α ′ ∈ R
special if α ′ = α + q for some rational number q. We will call a half open n-interval
∆ a special n-interval if ∆ = (x1,x′1]× ·· · × (xn,x′n] where xi,x′i are special numbers
for each i = 1, · · · ,n. A special n-interval which is an n-cube will be called a special
n-cube. Suppose ∆ is a special n-interval. If, in addition, ∆⊂ Ha and f (∆)⊂ Kρ , then,
according to the preceding paragraph, the sets f (∆) and f (∆) are integrable sets with
µ( f (∆)) = µ( f (∆)), and equality 13.0.24 holds. Let p ≥ 1 be any integer. Then, for
each κ ∈ {1, · · · , p}n, the subinterval
∆κ ≡
n
∏
i=1
(xi+(κi− 1)p−1(x′i− xi), xi+κip−1(x′i− xi)]
is again special, because κip−1(x′i−xi) is a rational number for each i= 1, · · · ,n. Thus
we see that each special n-interval ∆ can be subdivided into arbitrarily small special
subintervals, by taking sufficiently large p≥ 1.
As remarked at the opening of this proof, the function f is differentiable on A, and
is therefore uniformly continuous on Ha. Hence H ⊂ Ha0 ⋐ A and f (Ha0) ⊂ Kρ ⋐ B
for some sufficiently small a0 ∈ (0,a). Recall that, by convention, a0 is so chosen that
Ha0 is an integrable and compact subset of R
n. Lemma 13.0.6 implies that f (Ha0) is
compact. Let δ denote a modulus of differentiability of f on Ha0 , and let δ f denote a
modulus of continuity of f on Ha0 .
Now let ∆0 be a fixed special n-cube such that Ha0 ⊂ ∆0. Set Φ0 ≡ {∆0}. Then,
trivially, Ha0 ⊂
⋃
∆∈Φ0 ∆
η
for arbitrary η > 0.
For abbreviation, write εk ≡ 1k for each k ≥ 1. We will construct, inductively for
each k≥ 0, a real number ak > 0 and a set Φk of special n-cubes of equal size, with ak ↓
0, and with the following properties: (I) if k≥ 1 then each member of Φk is a subset of
some member of Φk−1, (II) f (Hak ) is compact, (III) if k≥ 1 then µ(Hak)−µ(H)< εk,
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and (IV) Hak ⊂
⋃
∆∈Φk ∆
η
for arbitrary η > 0. For the case k = 0, the objects a0 and
Φ0 have been constructed which trivially satisfy the Conditions (I-IV).
Suppose k≥ 1 is such that a j and Φ j have been constructed for j= 0, · · · ,k−1 sat-
isfying Conditions (I-IV). Since f is uniformly continuous on Hak−1 ⊂ Ha0 , and since
f (H) ≡ K, there exists ak ∈ (0, 12ak−1) so small that Hak ⊂ Hak−1 ⋐ A and f (Hak) ⊂
Kρ ⋐ B. Moreover, by Condition 3 in the hypothesis, we can choose ak so small that
µ(Hak)− µ(H) < εk. Recall that, by convention, ak is so chosen that Hak is an inte-
grable and compact subset of Rn. Lemma 13.0.6 implies that f (Hak ) is compact. Thus
Hak satisfies Condition (II) and (III). We proceed to establish also Conditions (I) and
(IV) for k.
By Lemma 13.0.3 applied to the function f , there exists τk = τ(εk,n,b,c,δ ) > 0
with the following properties. Let t ∈ (0,τk) be arbitrary. Let ∆≡ (x1− t,x1+ t]×·· ·×
(xn− t,xn+ t] be any half open n-cube with center x ≡ (x1, · · · ,xn), such that (i) , (ii)
f (∆) and f (∆) are integrable sets with µ( f (∆)) = µ( f (∆)), where ∆≡ [x1− t,x1+ t]×
·· ·× [xn− t,xn+ t], (iii) , and (iv) δ is a modulus of differentiability of f on ∆. Then
|µ( f (∆))(|detF(x)|−1)− µ(∆)| ≤ n(2n−1+ 1)εkµ(∆). (13.0.25)
Continue with the induction process for the construction of ak and Φk. By the
induction hypothesis, the special n-cubes in Φk−1 are of equal diameter, which we
denote by t. Thus ‖∆‖ = t for each ∆ ∈ Φk−1. Let sk ∈ (0, 12 (ak−1− ak)) be arbitrary.
Let p≡ pk ≥ 1 be so large that
p−1t < τk ∧ sk ∧δX(εk)∧δ f (δXgJ(εk)). (13.0.26)
Consider an arbitrary special n-cube ∆∈Φk−1. Write ∆≡ (α1,α1+ t]×·· ·×(αn,αn+
t], and, for each κ ∈ {1, · · · , p}n, define the special n-cube
∆κ ≡
n
∏
i=1
(αi+(κi− 1)p−1t,αi+κip−1t].
Define the set Ψk ≡ {∆κ : ∆ ∈ Φk−1;κ ∈ {1, · · · , p}n}. Thus Ψk is a set of special n-
cubes each of which is a subcube of some member of Φk−1. Moreover, according to
Lemma 13.0.5, we have ∆
η/p⊂⋃κ∈{1,··· ,p}n ∆ηκ for each ∆∈Φk−1 and for arbitraryη >
0. Hence ⋃
∆∈Φk−1
∆
η/p ⊂
⋃
∆∈Φk−1
⋃
κ∈{1,··· ,p}n
∆
η
κ =
⋃
Γ∈Ψk
γη (13.0.27)
for arbitrary η > 0. Furthermore, ‖Γ‖ = p−1t for each Γ ∈ Ψk. We can partition the
set Ψk into two subsets Φk and Φ′k such that
if Γ ∈Φk then d(γ,Hak)< sk, (13.0.28)
and
if Γ ∈Φ′k then d(γ,Hak)>
sk
2
. (13.0.29)
The set Φk, being a subset of Ψk, automatically satisfies Condition (I).
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Let η > 0 be arbitrary. We will show that Hak ⊂
⋃
Γ∈Φk γ
η . Consider an arbi-
trary x ∈ Hak . Let ζ ≡ η ∧ sk2√n . By the induction hypothesis, we have Hak ⊂ Hak−1 ⊂⋃
∆∈Φk−1 ∆
ζ/p
. Thus x ∈ ∆ζ/p for some ∆ ∈ Φk−1. Therefore, according to expres-
sion 13.0.27, we have x ∈ ⋃Γ∈Ψk γζ . Consequently, x ∈ γζ for some Γ ∈ Ψk. Hence
d(x,γ) ≤√nζ ≤ sk2 . Inequality 13.0.29 therefore implies that Γ /∈ Φ′k. Hence Γ ∈ Φk.
Consequently x ∈ ⋃Γ∈Φk γζ . We conclude that Hak ⊂ ⋃Γ∈Φk γζ ⊂ ⋃Γ∈Φk γη , thereby
establishing Condition (IV) for k. Induction is completed.
Next let k ≥ 1 be arbitrary. Consider any Γ ∈ Φk. We have, on the one hand,
‖γ‖ = p−1t < sk, and, on the other hand, d(γ,Hak) < sk in view of inequality 13.0.28.
Since 2sk < ak−1− ak, we obtain
γ ⊂ (Hak)2sk ⊂ Hak−1 ⊂ Ha0 ⊂ Ha.
It follows that
f (γ)⊂ f (Hak−1). (13.0.30)
Consequently f (γ) ⊂ Kρ . Hence, since Γ is a special n-cube, the sets f (Γ) and f (γ)
are integrable, with µ( f (Γ)) = µ( f (γ)). Moreover f (γ)c = (d(·, f (γ)) > 0) on some
full set D0, according to equality 13.0.24. Define Mk ≡
⋃
Γ∈Φk γ . Then f (Mk) =⋃
Γ∈Φk f (γ). From relation 13.0.30, we see that f (Mk)⊂ f (Hak−1).
We will next show, in the other direction, that f (Hak) ⊂ f (Mk) a.e. Consider an
arbitrary v ∈ D∩ f (Hak) where D is the full set
D≡ D0∩
⋂
Γ∈Φk
( f (γ)∪ f (γ)c) = D0∩
⋂
Γ∈Φk
( f (γ)∪ (d(·, f (γ))> 0)). (13.0.31)
Then v= f (y) for some y∈Hak . In view of equality 13.0.31, we have either v∈ f (γ) for
some Γ ∈Φk, or v ∈ (d(·, f (γ))> 0) for each Γ ∈Φk. In other words either v ∈ f (Mk),
or v ∈ (d(·, f (γ)) > 0) for each Γ ∈ Φk. We will show that v ∈ f (Mk). Suppose, for
the sake of a contradiction, that d(v, f (γ)) > 0 for each Γ ∈ Φk. Then d( f (y), f (γ)) =
d(v, f (γ)) > ζ for each Γ ∈ Φk, for some ζ > 0. Define η ≡ sk2√n ∧ 12√nδ f (ζ ), where
δ f is the previously defined modulus of continuity of f on the compact set Ha0 . Then,
for each Γ ∈Φk, the assumption that d(y,γ)< 2
√
nη would imply d(y,γ)< δ f (ζ ) and
so d( f (y), f (γ ))< ζ , a contradiction. Hence
d(y,γ)≥ 2√nη for each Γ ∈Φk. (13.0.32)
On the other hand, by Condition (IV), we have y∈Hak ⊂
⋃
Γ∈Φk γ
η . Consequently there
exists Γ∈Φk such that y∈ γη . Hence d(y,γ)≤
√
nη , contradicting inequality 13.0.32.
We conclude that v ∈ f (Mk). Since v ∈ D∩ f (Hak) is arbitrary, we have established
that D∩ f (Hak)⊂ f (Mk). Consequently f (Hak )⊂ f (Mk) a.e.
Summing up, we have proved that
f (Hak )⊂ f (Mk)⊂ f (Hak−1) a.e. (13.0.33)
SinceH =
⋂∞
k=1Hak , and since f is a bijection, we have f (H) =
⋂∞
k=1 f (Hak). It follows
that
f (H) =
∞⋂
k=1
f (Hak )⊂
∞⋂
k=1
f (Mk)⊂
∞⋂
k=1
f (Hak−1) = f (H) a.e.
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Hence f (H) =
⋂∞
k=1 f (Mk) a.e.
As a special case, when we apply the arguments in the previous paragraphs with f
replaced by the identity function on Rn, expression 13.0.33 yields Hak ⊂ Mk ⊂ Hak−1
a.e.
Consider any Γ∈Φk. Then d(γ,H)< sk by Condition 13.0.28. Let xΓ be the center
of Γ, and let uΓ ≡ f (xΓ). By expression 13.0.30, we have f (γ) ⊂ f (Ha0) ⊂ B, and so
δ is a modulus of differentiability of f on γ . We saw earlier that f (Γ) is an integrable
set. Since |Γ|= p−1t ≤ τk, all the conditions are satisfied for inequality 13.0.25 to hold
for the n-cube Γ, yielding
|µ( f (Γ))(|detF(xΓ)|−1)− µ(Γ)| ≤ n(2n−1+ 1)εkµ(Γ),
where F(xΓ) is the derivative of f at xΓ. Since , it follows that
|µ(Γ)− µ( f (Γ))(|detG(uΓ)|)| ≤ n(2n−1+ 1)εkµ(Γ).
Equivalently
|
∫
Γ
dx−
∫
f (Γ)
|J(uΓ)|du| ≤ n(2n−1+ 1)εkµ(Γ).
Multiplying by X(xΓ)≡ X(g(uΓ)), and noting that |X | ≤ β , we obtain
|
∫
Γ
X(xΓ)dx−
∫
f (Γ)
X(xΓ)|J(uΓ)|du| ≤ βn(2n−1+ 1)εkµ(Γ). (13.0.34)
At the same time ‖γ‖ = p−1t < δX (εk)∧ δ f (δXgJ(εk)) by inequality 13.0.26. Hence
|X(x)− X(xΓ)| < εk and ‖ f (x)− f (xΓ)‖ < δXgJ(εk) for each x ∈ Γ. Consequently,
‖uΓ− u‖< δXgJ(εk) for each u∈ f (Γ), and so |X(g(uΓ))(|J(uΓ)|)−X(g(u))(|J(u)|)|≤
εk for each u ∈ f (Γ). Combining with inequality 13.0.34, we obtain
|
∫
Γ
X(x)dx−
∫
f (Γ)
X(g(u))|J(u)|du|
≤ βn(2n−1+ 1)εkµ(Γ)+ εkµ(Γ)+ εkµ( f (Γ)).
Summation over all Γ ∈Φk yields
|
∫
Mk
X(x)dx−
∫
f (Mk)
X(g(u))|J(u)|du|
≤ βn(2n−1+ 1)εkµ(Mk)+ εkµ(Mk)+ εkµ( f (Mk))
≤ βn(2n−1+ 1)εkµ(Ha0)+ εkµ(Ha0)+ εkµ(Kρ). (13.0.35)
On the other hand, recalling that H ⊂Mk ⊂ Hak−1 a.e. and that |X | ≤ β , we have
|
∫
Mk
X(x)dx−
∫
H
X(x)dx|
≤ β (µ(Mk)− µ(H))≤ β (µ(Hak−1)− µ(H))≤ β εk−1.
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Hence inequality 13.0.35 yields
|
∫
H
X(x)dx−
∫
f (Mk)
X(g(u))|J(u)|du|
≤ βn(2n−1+ 1)εkµ(Ha0)+ εkµ(Ha0)+ εkµ(Kρ)+β εk−1.
Since εk → 0, it follows that∫
1 f (Mk)(u)X(g(u))|J(u)|du→
∫
1H(x)X(x)dx (13.0.36)
as . At the same time, we have Mk ⊂Mk−1, and so 1 f (Mk) ≤ 1 f (Mk−1) for each k ≥ 1.
Recall the assumption that X ≥ 0. The sequence (1 f (Mk)X(g)|J|)k=1,2,··· is nonin-
creasing. By the Monotone Convergence Theorem, expression 13.0.36 implies that
Z ≡ limk→∞ 1 f (Mk)X(g)|J| is an integrable function, with∫
Z(u)du=
∫
1HX(x)dx.
Now let U ∈ C(Rn) be such that U = 1 on Ha0 . For each u ∈ f (Mk) we then
have g(u) ∈Mk ⊂ Ha0 and so U(g(u)) = 1. Thus U(g) = 1 on f (Mk) for each k ≥ 1.
Define a measurable function V on Rn by V ≡ |J|−11B+ 1Bc . By the arguments in the
previous paragraphs, Y ≡ limk→∞ 1 f (Mk)U(g)|J| is an integrable function. Therefore
VY ≡ limk→∞V1 f (Mk)U(g)|J|= limk→∞ 1 f (Mk) is a measurable function. We have seen
earlier that f (H) =
⋂∞
k=1 f (Mk) a.e. Combining, we have 1 f (H) = VY a.e. and so
1 f (H) is a measurable function, with 1 f (H) = limk→∞ 1 f (Mk) a.e. Since 1 f (H) ≤ 1 f (M0),
it follows that 1 f (H) is an integrable function. In other words, f (H) is an integrable set.
Moreover, Z = 1 f (H)X(g)|J|. Thus∫
f (H)
X(g(u))|J(u)|du=
∫
Z(u)du=
∫
H
X(x)dx.
The lemma is proved.
Lemma 13.0.8. (Change of integration variables for continuous integrands). Let A
and B be measurable open subsets of Rn. Suppose the following four conditions hold.
1. g : B→ A is a function which is differentiable on B, such that for each compact
subset K ⋐ B we have |J| ≡ |detG| ≥ c on K for some c> 0, where G is the derivative
of g.
2. There exists a function f : A→ B which is the inverse of g.
3. For each compact subset H of A with H ⋐ A we have f (H)⋐ B.
4. There exists a sequence (Hk)k=1,2,··· of compact integrable subsets of A such that
(i) Hk ⊂ Hk+1 ⋐ A for each k ≥ 1, (ii) A=
⋃∞
k=1Hk and 1Hk ↑ 1A in measure.
Then, for each X ∈C(Rn), the function 1BX(g)|J| is integrable, and∫
· · ·
∫
A
X(x)dx1 · · ·dxn =
∫
· · ·
∫
B
X(g(u))|J(u)|du1 · · ·dun, (13.0.37)
where the functions g and J have been extended to the set Bc by setting g = 0 = J on
Bc.
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Proof. For abbreviation, we will write
∫ ·dx for ∫ · · ·∫ ·dx1 · · ·dxn, and similarly ∫ ·du
for
∫ · · ·∫ ·du1 · · ·dun.
Since H1 ⋐ A, there exists a1 > 0 such that H ′1 ≡ (H1)a1 ⋐ A. Inductively, suppose
H ′1, · · · ,H ′k have been constructed with H ′1 ⊂ ·· · ⊂ H ′k ⋐ A for some k ≥ 1. Define
Mk+1 ≡ (H ′k ∪Hk+1)−, the closure of H ′k ∪Hk+1. Then Mk+1 is compact. Since H ′k ⋐
A and Hk+1 ⋐ A, we also have Mk+1 ⋐ A. Hence H ′k+1 ≡ (Mk+1)ak+1 ⋐ A for some
ak+1 > 0. We have constructed inductively the sequence (H ′k)k=1,2,··· such that H
′
k ⊂
H ′k+1 ⋐ A for each k ≥ 1. Moreover, for each k ≥ 1 we have H ′k ≡ (Mk)ak for some
compact set Mk and for some ak which, by convention, is chosen to be a regular point
of d(·,Mk). It follows that µ((H ′k)a) ↓ µ(H ′k) as a ↓ 0, for each k≥ 1. At the same time,
since Hk ⊂ H ′k ⊂ A for each k ≥ 1, we have A=
⋃∞
k=1Hk ⊂
⋃∞
k=1H
′
k ⊂ A and 1H′k ↑ 1A
in measure. Thus the sequence (H ′k)k=1,2,··· satisfies conditions 4(i) and 4(ii) in the
hypothesis. Therefore, we can replace the given sequence (Hk)k=1,2,··· with (H ′k)k=1,2,···
and assume that, in addition to conditions 4(i) and 4(ii), we have
µ((Hk)a) ↓ µ(Hk) as a ↓ 0
for each k ≥ 1.
Let X ∈C(Rn) be arbitrary. First suppose X ≥ 0. For each k ≥ 1, the conditions in
the hypothesis of Lemma 13.0.7 are satisfied by Hk. Accordingly, f (Hk) is integrable,
and ∫
1Hk (x)X(x)dx=
∫
1 f (Hk)(u)X(g(u))|J(u)|du (13.0.38)
for each k≥ 1. Since 1Hk ↑ 1A in measure, we have 1HkX ↑ 1AX in measure. Since X is
integrable, the Dominated Convergence Theorem implies that∫
1Hk(x)X(x)dx ↑
∫
1A(x)X(x)dx. (13.0.39)
It follows from equalities 13.0.38 and 13.0.39 that
∫
1 f (Hk)(u)X(g(u))|J(u)|du also
converges to α ≡ 1A(x)X(x)dx. Hence, according to the Monotone Convergence Theo-
rem, the function Z ≡ limk→∞ 1 f (Hk)X(g)|J| is integrable, with integral α . On the other
hand, because B= f (A) =
⋃∞
k=1 f (Hk), we have 1 f (Hk) ↑ 1B a.e. and so 1 f (Hk)X(g)|J| ↑
1BX(g)|J| a.e. Combining, we obtain 1BX(g)|J| = Z a.e. Accordingly 1BX(g)|J| is
integrable, with integral α . The desired equality 13.0.37 is thus proved for the case of
a non-negativeX ∈ C(R). The general case of X ∈ C(R) follows from X = 2X+− |X |
and from linearity.
The following proposition generalizes the change of integration variables for con-
tinuous integrand X in Lemma 13.0.8 to allow for a general integrable X .
Theorem 13.0.9. (Change of integration variables). Let A and B be measurable open
subsets of Rn. Suppose the following four conditions hold.
1. g : B→ A is a function which is differentiable on B, such that for each compact
subset K ⋐ B we have |J| ≡ |detG| ≥ c on K for some c> 0, where G is the derivative
of g.
2. There exists a function f : A→ B which is the inverse of g.
3. For each compact subset H of A with H ⋐ A we have f (H)⋐ B.
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4. There exists a sequence (Hk)k=1,2,··· of compact integrable subsets of A such that
(i) Hk ⊂ Hk+1 ⋐ A for each k ≥ 1, (ii) A=
⋃∞
k=1Hk and 1Hk ↑ 1A in measure.
Then, for each Lebesgue integrable function X on Rn such that the function 1BX(g)|J|
is integrable, we have∫
· · ·
∫
A
X(x)dx1 · · ·dxn =
∫
· · ·
∫
B
X(g(u))|J(u)|du1 · · ·dun, (13.0.40)
where the functions g and J have been extended to the set Bc by setting g = 0 = J on
Bc.
Proof. By hypothesis, the functions g and J are defined on some full subset D0 of
Rn. Let D ≡ D0 ∩ (B∪ Bc). Then D is a full set. Let X be an arbitrary integrable
function on Rn. By Proposition4.10.12 there exists a sequence (X j) j=1,2,··· in C(Rn)
which is a representation of X relative to the Lebesgue integration on Rn. In other
words, (i) ∑∞j=1
∫ |X j(x)|dx < ∞, and (ii) if x ∈ Rn is such that ∑∞j=1 |X j(x)| < ∞ then
x ∈ domain(X) and X(x) = ∑∞j=1X j(x). By hypothesis, for each j ≥ 1, the function
1BX j(g)|J| is integrable, and equality 13.0.37 in Lemma 13.0.8 holds for each |X j|.
Hence
∞
∑
j=1
∫
1B(u)|X j(g(u))J(u)|du=
∞
∑
j=1
∫
A
|X j(x)|dx< ∞. (13.0.41)
Define a function Y on Rn by
domain(Y)≡ {u ∈ D :
∞
∑
j=1
1B(u)|X j(g(u))J(u)|< ∞}
and Y (u) ≡ ∑∞j=11B(u)X j(g(u))|J(u)| for each u ∈ domain(Y). Then, in view of in-
equality 13.0.41, the function Y is integrable, the sequence (1BX j(g)|J|) j=1,2,··· being a
representation. Moreover∫
Y (u)du=
∞
∑
j=1
∫
1B(u)X j(g(u))|J(u)|du=
∞
∑
j=1
∫
A
X j(x)dx=
∫
A
X(x)dx.
Consider an arbitrary u ∈DB. Then
∞
∑
j=1
|X j(g(u))J(u)|=
∞
∑
j=1
1B(u)|X j(g(u))J(u)|< ∞.
Since by hypothesis, we see that ∑∞j=1 |X j(g(u))| < ∞. It follows from condition (ii)
above that g(u) ∈ domain(X) and X(g(u)) = ∑∞j=1X j(g(u)). Consequently
1B(u)X(g(u))|J(u)|=
∞
∑
j=1
1B(u)X j(g(u))|J(u)|= Y (u).
We conclude that DB ⊂ domain(X(g)) and that 1BX(g)|J| = Y on DB. On the other
hand, for each u ∈ DBc, we have . Combining, we see that 1BX(g)|J| = Y on the
full set D(B∪ Bc). It follows that 1BX(g)|J| is integrable, which integral equal to∫
Y (u)du=
∫
AX(x)dx. The proposition is thus proved.
Yuen-Kwok Chan 536 Constructive Probability
The next corollary is a formula for changing integration variables from rectangu-
lar coordinates in R2 to polar coordinates. It is all we needed in the text. First an
elementary lemma.
Lemma 13.0.10. (bijection of an arc to an interval). Let C ≡ {(u,v) ∈ R2 : u2 +
v2 = 1 and (u,v) 6= (1,0)}, where the inequality signifies a positive Euclidean distance.
Then the function h : (0,2pi)→C defined by h(θ )≡ (cosθ ,sinθ ) is a bijection. More
specifically, for arbitrarily small θ0 ∈ (0, pi2 ), the function is a bijection.
Proof. Take arbitrary θ0,θ1 ∈ (0, pi2 ) such that θ0 < θ1. Define δ0 ≡ sinθ0 and δ1 ≡
sinθ1. Then 0< δ0 < δ1. Let (u,v)∈Cθ0 be arbitrary. Then u2+v2 = 1 and (u−1)2+
v2 ≥ δ 20 ≡ sin2 θ0. Either v2 ≥ δ 20 or v2 ≤ δ 21 . In the first case, we have in turn v≥ δ0 or
v≤ −δ0. Suppose v≥ δ0. Then u2 ≤ 1− δ 20 = cos2 θ0, and so u ∈ [−cosθ0,cosθ0]⊂
(−1,1). At the same time, the function cos : [θ0,pi − θ0]→ [−cosθ0,cosθ0] has a
strictly negative derivative. Hence there exists a unique θ ∈ [θ0,pi −θ0]⊂ (0,pi) such
that u= cosθ and v=
√
1− u2=
√
1− cos2 θ = sinθ , the last equality holding because
sin ≥ 0 on (0,pi). Next, suppose v ≤ −δ0. Then, again, u2 ≤ 1− δ 20 , and so u ∈
[−cosθ0,cosθ0] ⊂ (−1,1). At the same time, the function cos : [pi + θ0,2pi − θ0]→
[−cosθ0,cosθ0] has a strictly positive derivative. Hence there exists a unique θ ∈
[pi +θ0,2pi−θ0] ⊂ (pi ,2pi) such that u = cosθ and v= −
√
1− u2 = −
√
1− cos2 θ =
sinθ , the last equality holding because sin ≤ 0 on (pi ,2pi). Now consider the second
case, where v2 ≤ δ 21 ≡ sin2 θ1. Thus v ∈ [−sinθ1,sinθ1]⊂ (−1,1). At the same time,
the function sin : [pi − θ1,pi + θ1]→ [−sinθ1,sinθ1] has a strictly negative derivative.
Hence there exists a unique θ ∈ [pi − θ1,pi + θ1] ⊂ (pi2 , 3pi2 ) such that v = sinθ . Then
u = −
√
1− v2 = −
√
1− sinθ 2 = cosθ , the last equality holding because cos ≤ 0 on
(pi2 ,
3pi
2 ). Summing up, we see that for each (u,v) ∈ Cθ0 there exists θ ∈ [θ0,2pi −
θ0] such that (u,v) = (cosθ ,sinθ ) ≡ h(θ ). Since each (u,v) ∈ C belongs to Cθ0 for
sufficiently small θ0 ∈ (0, pi4 ), we have (u,v) = h(θ ) for some θ ∈ (0,2pi).
Suppose θ ,θ ′ ∈ (0,2pi) are such that (cosθ ,sinθ ) = (cosθ ′,sinθ ′). Suppose θ 6=
θ ′. There are three possibilities: (i) θ ∈ (0,pi), (ii) θ ∈ (pi2 , 3pi2 ), and (iii) θ ∈ (pi ,2pi).
Consider case (i). Then θ ′ ∈ [pi ,2pi) and so sinθ ′≤ 0< sinθ , a contradiction. Similarly
case (iii) would lead to a contradiction. Now consider case (ii). Then θ ′ ∈ (0, pi2 ]∪
[ 3pi2 ,2pi) and we have cosθ
′ ≥ 0 > cosθ , again a contradiction. Hence θ = θ ′. Thus
we conclude that h is one-to-one.
Corollary 13.0.11. (Change of integration variables from rectangular coordinates
to polar coordinates). For each integrable function X on R2, the function
X(rcosθ ,r sinθ )r
is integrable on R2, with∫ ∞
−∞
∫ ∞
−∞
X(x,y)dxdy=
∫ 2pi
0
∫ ∞
0
X(rcosθ ,r sinθ )rdrdθ .
Proof. Let B ≡ (0,∞)× (0,2pi). Defineg : B→ R2 by g(r,θ ) ≡ (rcosθ ,r sinθ ) for
each (r,θ ) ∈ B. Then g is differentiable on the open set B, with derivative G ≡
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[
cosθ sinθ
−r sinθ rcosθ
]
and Jacobian detG = r. Let R+ ≡ [0,∞)×{0} ⊂ R2. Define
A≡ {(x,y) ∈ R2 : d((x,y),R+)> 0}, the metric complement of R+. It is easily verified
that A is an open set. We proceed to verify the conditions in the hypothesis of Lemma
13.0.8.
We will first prove that g(B)⊂ A. Let δ ∈ (0, pi2 ) and 0< a < b be arbitrary. Con-
sider any (r,θ ) ∈ [a,b]× [δ ,2pi − δ ]. Let (x,y) ≡ g(r,θ ). Consider any (z,0) ∈ R+.
Write α ≡ d((x,y),(z,0)). Then α2 = ‖(rcosθ ,r sinθ )− (z,0)‖2 = r2−2rzcosθ +z2.
If θ ∈ [pi2 , 3pi2 ] then cosθ ≤ 0 and so α2 ≥ r2 ≥ a2. If θ ∈ [δ , pi2 )∪ ( 3pi2 ,2pi − δ ] then
α ≥ |y| = r|sinθ | ≥ asinδ . Hence α ≥ asinδ if θ ∈ [δ , pi2 )∪ [pi2 , 3pi2 ]∪ ( 3pi2 ,2pi − δ ].
By continuity, we therefore have α ≥ asinδ for the given (r,θ ) ∈ [a,b]× [δ ,2pi− δ ].
Since (z,0) ∈ R+ is arbitrary, we have d((x,y),R+)≥ asinδ > 0 and so g(r,θ ) ∈ A. It
follows that
g([a,b]× [δ ,2pi− δ ])⊂ {(x,y) ∈ R2 : d((x,y),R+)≥ asinδ} ⊂ A. (13.0.42)
Since a > 0 and δ > 0 are arbitrarily small, and b is arbitrarily large, it follows that
g(B)≡ g((0,∞)× (0,2pi))⊂ A.
Next, we will show that the function g : B→ A has an inverse. Let C ≡ {(u,v) ∈
R2 : u2 + v2 = 1 and (u,v) 6= (1,0)}. Let h : (0,2pi)→ C be the bijection defined by
h(θ )≡ (cosθ ,sinθ ) as in Lemma 13.0.10, and let h−1 :C→ (0,2pi) denote its inverse.
Let (x,y) ∈ A be arbitrary. Then r ≡
√
x2+ y2 > 0. Define u ≡ x
r
and v ≡ y
r
. Then
d((u,v),(1,0)) = 1
r
d((x,y),(r,0)) ≥ 1
r
d((x,y),R+)> 0. Hence (u,v) ∈C. Define θ ≡
h−1(u,v) ∈ (0,2pi) and define f (x,y) ≡ (r,θ ) ∈ (0,∞)× (0,2pi) ≡ B. Then (u,v) =
h(θ ) ≡ (cosθ ,sinθ ), and so g( f (x,y)) ≡ g(r,θ ) = (ru,rv) = (x,y). In other words,
g( f ) is the identity function on A, and f : A→ B is the inverse of g.
Let (ak),(bk),(θk) be strictly monotone sequences in R such that 0 < ak < bk, 0 <
θk <
pi
4 for each k ≥ 1, and such that ak ↓ 0, bk ↑ ∞, θk ↓ 0. For each k ≥ 1 define
Kk ≡ [ak,bk]× [θk,2pi − θk] ⋐ B and Hk ≡ g(Kk). Being the product of two closed
intervals, Kk is compact and integrable for each k ≥ 1. Moreover B=
⋃∞
k=1Kk and so
A≡ g(B) =⋃∞k=1 g(Kk)≡⋃∞k=1Hk.
Next let H be an arbitrary compact subset with H ⋐ A. Since H ⋐ A, there exists
a > 0 such that Ha ⋐ A. We will show that f (H) ⋐ B by proving that f (H) ⊂ Kk for
sufficiently large k. Let j ≥ 1 be so large that ak < a and H ⊂ (d(·,(0,0)) ≤ bk) for
each k ≥ j. Consider an arbitrary (x,y) ∈ H. Let (r,θ ) ≡ f (x,y) and (u,v) ≡ ( x
r
, y
r
).
Then r ≤ b j. Moreover, the assumption that r < a would imply that d((0,0),H) ≤
d((0,0),(x,y))< a, and so (0,0) ∈Ha ⊂ A, whence 0= d((0,0),R+)> 0, a contradic-
tion. Therefore r ≥ a ≥ a j. Next, we have (u,v) = (cosθ ,sinθ ). Let k ≥ j be so large
that sin2 θk ≤ b2ja2. Then
(u− 1)2+ v2 = r−2d((x,y),(r,0))2 ≥ r−2a2 ≥ b2ja2 ≥ sin2 θk. (13.0.43)
Hence (u,v) ∈ Cθk ≡ {(u,v) ∈ C : (u− 1)2 + v2 ≥ sin2 θk}. By Lemma 13.0.10, the
function h : [θk,2pi − θk]→ Cθk is a bijection. Therefore we have θ = h−1(u,v) ∈
[θk,2pi−θk]. Accordingly
f (x,y) ≡ (r,θ ) ∈ [a j,b j]× [θk,2pi−θk]⊂ [ak,bk]× [θk,2pi−θk]≡ Kk.
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Since (x,y)∈H is arbitrary, it follows that f (H)⊂Kk. On the other hand (Kk)b ⊂Kk+1
where b= (ak−ak+1)∧ (bk+1−bk)∧ (θk−θk+1). Hence Kk ⋐ Kk+1 ⊂ B. This proves
that f (H)⋐ B.
We next prove that Hk ⋐ A for each k ≥ 1. Let k ≥ 1 and a ∈ (0,ak sinθk) be
arbitrary. From expression 13.0.42 we see that d((x,y),R+)≥ ak sinθk for each (x,y) ∈
Hk ≡ g(Kk). Thus d(Hk,R+) ≥ ak sinθk. Therefore d((Hk)a,R+) ≥ ak sinθk− a > 0.
Hence (Hk)a ⊂ AIt follows that Hk ⋐ A.
We will now prove that 1Hk ↑ 1A in measure. To that end, let M be any integrable
subset of R2. Let ε > 0 be arbitrary. Then there exists q≥ 1 so large that µ(MBcq)< ε ,
where Bq ≡ [−q,q]2. Let k ≥ 1 be so large that 4qak sinθk < ε . From the previous
paragraph we see that Hk ⊂ (d(·,R+) ≥ ak sinθk). Therefore µ(BqHck ) ≤ µ([−q,q]×
[−ak sinθk,ak sinθk]) = 4qak sinθk < ε . Hence
µ((A−Hk)M) ≤ µ(MHck )≤ µ(MBcq)+ µ(BqHck )≤ ε + ε = 2ε.
Consequently µ(|1A− 1Hk | > ε)M < 2ε . Since ε > 0 and the integrable set M are
arbitrary, we have 1Hk ↑ 1A in measure.
All the conditions in the hypothesis of Lemma 13.0.8 have thus been verified. Ac-
cordingly, for each X ∈C(R2), the function 1BX(g)|J| is integrable, with∫ ∫
A
X(x,y)dxdy=
∫ ∫
B
X(rcosθ ,r sinθ )rdrdθ . (13.0.44)
Since A and B are full sets of R2 and [0,∞)× [0,2pi ] respectively, equality 13.0.44 yields∫ ∞
−∞
∫ ∞
−∞
X(x,y)dxdy=
∫ 2pi
0
∫ ∞
0
X(rcosθ ,r sinθ )rdrdθ (13.0.45)
for each X ∈C(R2). By Theorem 13.0.9, equality 13.0.45 therefore holds also for each
integrable function X on Hn.
Corollary 13.0.12. (Integrability of convolution of two integrable functions). Let
X ,Y be integrable functions on Rn. Define the function Z : R2n→ R by Z(u,v)≡ X(u−
v)Y (v) where
domain(Z)≡ {(u,v) ∈ R2n : u− v∈ domain(X) and v ∈ domain(Y)}.
Then Z is an integrable function on R2n. Hence X ⋆Y ≡ ∫ X(·− v)Y (v)dv is an inte-
grable function on Rn by Fubini’s Theorem.
Proof. Define the functionW : R2n → R byW (x,y) ≡ X(x)Y (y) for each (x,y) in the
full set domain(W) ≡ domain(X)× domain(Y). By Proposition 4.10.7, the function
W is integrable on R2n. Now define the function g : R2n → R2n by g(u,v) ≡ (u− v,v).
In particular g has the Jacobian J ≡ 1 on R2n and has an inverse function f defined by
f (x,y) = (x+y,y). The conditions in Lemma 13.0.8 are routinely verified. Accordingly
W (g)≡W ◦ g is an integrable function on R2n, where
domain(W(g))≡ {(u,v) ∈ R2 : g(u,v) ∈ domain(W)}
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= {(u,v) ∈ R2 : (u− v,v) ∈ domain(X)× domain(Y)}= domain(Z)
Moreover, for each (u,v) ∈ domain(W(g)), we haveW (g(u,v))≡W (u−v,v)≡ X(u−
v)Y (v)≡ Z(u,v). Thus Z =W (g) and so Z is integrable. The corollary is proved.
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Chapter 14
Taylor’s Theorem
We present the proof of Taylor’s Theorem from [Bishop and Bridges 1985], which is
then extended to higher dimension in the next corollary.
Theorem 14.0.1. (Taylor’s Theorem) Let D be a non-empty open interval in R. Let f
be a complex-valued function on D. Let n≥ 0 be arbitrary. Suppose f has continuous
derivatives up to order n on D. For k = 1, · · · ,n write f (k) for the k-th derivative of f .
Let t0 ∈D be arbitrary, and define
rn(t)≡ f (t)−
n
∑
k=0
f (k)(t0)(t− t0)k/k!
for each t ∈D. Then the following holds.
1. If | f (n)(t)− f (n)(t0)| ≤M on D for some M > 0, then |rn(t)| ≤M|t− t0|n/n!
2. rn(t) = o(|t− t0|n) as t→ t0. More precisely, suppose δ f ,n is a modulus of conti-
nuity of f (n) at the point t0. Let ε > 0 be arbitrary. Then |rn(t)| < ε|t− t0|n for
each t ∈ R with |t− t0|< δ f ,n(n!ε).
3. If f (n+1) exists on D and | f (n+1)| ≤ M for some M > 0, then |rn(t)| ≤ M|t −
t0|n+1/(n+ 1)!.
Proof. 1. Let t ∈D be arbitrary. Integrating repeatedly, we obtain
|rn(t)|= |
∫ t
t0
∫ t1
t0
· · ·
∫ tn−1
t0
( f (n)(tn)− f (n)(t0))dtn · · ·dt2dt1|
≤ |
∫ t
t0
∫ t1
t0
· · ·
∫ tn−1
t0
Mdtn · · ·dt2dt1|=M|t− t0|n/n!,
where we note that all the integration variables t1, · · · , tn are in the interval D.
2. Let ε > 0 be arbitrary. Consider each t ∈ R with |t − t0| < δ f ,n(n!ε). Then
| f (n)(t)− f (n)(t0)| ≤ n!ε for each t ∈D≡ (t0−δ f ,n(n!ε), t0+δ f ,n(n!ε)). By Assertion
1, we then have |rn(t)| ≤ ε|t− t0|n for t ∈ D.
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3. Integrating repeatedly, we obtain
rn(t) = |
∫ t
t0
∫ t1
t0
· · ·
∫ tn
t0
f (n+1)(tn+1)dtn+1 · · ·dt2dt1|
≤ |
∫ t
t0
∫ t1
t0
· · ·
∫ tn
t0
Mdtn+1 · · ·dt2dt1|=M|t− t0|n+1/(n+ 1)!.
Corollary 14.0.2. (Taylor’s Theorem for functions with m variables which have
continuous partial derivatives up to second order). For ease of notations, we state
and prove the corollary only for degree n = 2; in other words, only for a twice con-
tinuously differentiable, real-valued, function f . Let D be a non-empty convex open
subset in Rm. Let f be a real-valued function on D. Suppose f has continuous partial
derivatives up to order 2 on D. In other words, the partial derivatives
fi ≡ ∂ f
∂xi
and
fi, j ≡ ∂
2 f
∂xi∂x j
are continuous functions on D, for arbitrary i, j in {1, · · · ,m}. Let δ f ,2 be a common
modulus of the these second order partial derivatives fi, j . Let x≡ (x1, · · · ,xm) ∈D and
y≡ (y1, · · · ,ym) ∈ D be arbitrary, and define
r f ,2(y)≡ f (y)−{ f (x)+
m
∑
i=1
fi(x)(yi− xi))+ 12
m
∑
j=1
m
∑
i=1
f j,i(x)(y j− x j)(yi− xi)}
Let ε > 0. Suppose
|y− x|< δ f ,2(m−2ε).
Then
|r f ,2(y)| ≤ 2−1ε|y− x|2.
Proof. Define the function
g(t)≡ f (t(y− x)+ x)
for each t ∈ [0,1]. Then the Chain Rule yields
g′(t) =
m
∑
i=1
fi(t(y− x)+ x)(yi− xi)
and
g′′(t) =
m
∑
j=1
m
∑
i=1
f j,i(t(y− x)+ x)(y j− x j)(yi− xi).
By hypothesis, the partial derivatives f j,i have a common modulus of continuity δ f ,2 at
the point x, for each i, j = 1, · · · ,m. Let ε > 0 be arbitrary.
|y− x|< δ f ,2(m−2ε).
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Hence
|g′′(1)− g′′(0)|= |
m
∑
j=1
m
∑
i=1
( f j,i(y)− f j,i(x))(y j− x j)(yi− xi)|
≤ |
m
∑
j=1
m
∑
i=1
m−2ε(y j− x j)(yi− xi)|.
≤ m−2εm2|y− x|2 = ε|y− x|2.
Therefore
|r f ,2(y)| ≡ | f (y)− f (x)−
m
∑
i=1
fi(x)(yi− xi)−
m
∑
j=1
m
∑
i=1
f j,i(x)(y j− x j)(yi− xi)|
= |g(1)− g(0)− g′(0)− 2−1g′′(0) = |
∫ 1
s=0
(g′(s)− g′(0)− g′′(0)s)ds|
= |
∫ 1
s=0
∫ s
u=0
(g′′(u)− g′′(0))duds| ≤ ε|y− x|2
∫ 1
s=0
∫ s
u=0
duds
= 2−1ε|y− x|2,
as alleged.
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