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Abstract
We prove some new results on Hadwin’s general version of reflexivity that reduce the study of E-
reflexivity (or E-hyperreflexivity) of a linear subspace to a smaller linear subspace. By applying our abstract
results, we present a simple proof of D. Hadwin’s theorem, which states that every C∗-algebra is ap-
proximately hyperreflexive. We also prove that the image of any C∗-algebra under any bounded unital
homomorphism into the operators on a Banach space is approximately reflexive. We introduce a new version
of reflexivity, called approximate algebraic reflexivity, and study its properties.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Reflexivity was introduced by P.R. Halmos [12] for lattices of (closed) subspace of a Hilbert
Space H, and a subalgebra of B(H). An algebra A is reflexive if A = AlgLat(A), where
AlgLat(A) is the collection of all operators in B(H) that leave invariant every A-invariant sub-
space of H. This notion was extended by A. Loginov and V. Shulman [16] to linear subspaces
of B(H). Algebraic reflexivity was introduced by D. Hadwin [4] for subspaces of L(V ), where
L(V ) is the algebra of all linear transformations on a vector space V over a field F. Many impor-
tant results on algebraic reflexivity were obtained by D. Larson [15]. Based on K.J. Harrison’s
notion of strongly reductive operators [13], C. Apostol, C. Foias¸, and D. Voiculescu [1] intro-
duced the notion of approximate reflexivity for a subalgebraA of B(H). This notion of reflexivity
was generalized to subspaces by D. Hadwin [5]. In [7], D. Hadwin unified most of these notions
E-mail address: hassan.yousefi@utoledo.edu.0022-1236/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2006.03.019
322 H. Yousefi / Journal of Functional Analysis 237 (2006) 321–337of reflexivity into his general version of reflexivity. He proved several results in this setting, sur-
prisingly, with elementary methods. He obtained many important results (some known and some
unknown) as simple corollaries to his results in this setting.
In this paper we follow D. Hadwin’s steps and obtain some new results in his general version
of reflexivity. In Section 2 we obtain some abstract results in the general setting and we apply
them to derive some results in Sections 3 and 4. In Section 4 we introduce a new version of alge-
braic reflexivity, called approximate algebraic reflexivity, that has many interesting properties.
Throughout the paper we useH to denote a Hilbert space over the field of complex numbers C,
and B(H) denotes the Banach algebra of all bounded linear transformations (operators) on H.
We let Mn(C) denote the space of n × n matrices over C, i.e., Mn(C) = B(Cn). In general, if
X is a Banach space, B(X) denotes the space of all bounded linear transformations on X, and
K(X) denotes the algebra of all compact operators in B(X). Here V denotes a vector space over
a field F, and we let L(V ) denote the set of F-linear transformations on V. We let F(V ) denote
the space of all finite rank transformations on V. If W is a Banach space, W# denotes the norm
dual of W and V  denotes the space of all F-linear maps from V into F. For x ∈ V and α ∈ V ,
the rank-one tensor x ⊗ α is the linear map defined on L(V ) by (x ⊗ α)(S) = α(Sx) for every
S ∈ L(V ).




T ∈ L(V ): T x ∈ Sx, ∀x ∈ V }.
For an algebra A⊂ B(H), we say:
T ∈ ApprAlgLat(A) if and only if ‖(1 − Pλ)T Pλ‖ → 0 for every net {Pλ} of projections in
B(H) for which ‖(1 − Pλ)APλ‖ → 0, ∀A ∈ A. We say that A is approximately reflexive if
A= ApprAlgLat(A).
The notion of approximate reflexivity was generalized to include subspaces by D. Hadwin [5].
For a subspace S ⊂ B(H), we say:
T ∈ ApprRef (S) if and only if ‖PλTQλ‖ → 0 for all nets of projections {Pλ} and {Qλ} for
which ‖PλSQλ‖ → 0, ∀S ∈ S . We say S is approximately reflexive if S = ApprRef (S).
It is not trivial that ApprAlgLat(A) = ApprRef (A) when A is a unital algebra, but it is indeed
true [5].
D. Hadwin defined the notion of approximate hyperreflexivity for an approximately reflexive
unital algebra A of B(H). We define the seminorm da(·,A) on B(H) by
da(T ,A) = sup lim sup
λ
∥∥(1 − Pλ)T Pλ∥∥,
where the supremum is taken over all nets {Pλ} of projections in B(H) such that ‖(1 −
Pλ)APλ‖ → 0 for every A ∈A. The smallest K  1 for which
dist(T ,A)Kda(T ,A)
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D. Hadwin [5] proved that Ka(A) 29 whenever A is a unital C*-subalgebra of B(H).
For the sake of completeness, we recall D. Hadwin’s general version of reflexivity that con-
tains the usual topological, approximate, and algebraic versions of reflexivity as special cases
[7].
Suppose F is a topological field with Hausdorff topology, X is a vector space over F, and Y is a
vector space of linear maps from X to F that separates the points of X (i.e. ⋂f∈Y ker(f ) = {0}).
Such a pair (X,Y ) is called a dual pair over F. We define (X,Y,E) to be a reflexivity triple
over F if (X,Y ) is a dual pair over F, E ⊂ Y is closed under multiplication by scalars, and
E⊥ :=⋂ϕ∈E ker(ϕ) = {0}. If S is a linear subspace of X, we define RefE(S) = (S⊥ ∩ E)⊥,
where
S⊥ = {ϕ ∈ Y : ϕ(S) = 0, ∀S ∈ S}.
We say that S is E-reflexive if S = RefE(S).
We define the σ(X,Y )-topology on X to be the smallest topology on X that makes all the
maps in Y continuous. For S ⊂ X, S denotes the σ(X,Y )-closure of S in X, and span(S)
denotes the σ(X,Y )-closed linear span of S .
Next we recall D. Hadwin’s notion of hyperreflexivity. Here F is the field of complex or real
numbers and X and Y are (real or complex) normed spaces, with Y a subspace of the normed
dual X# of X. In this case we call (X,Y,E) a normed reflexivity triple. If (X,Y,E) is a normed
reflexivity triple and S is a linear subspace of X, we define a seminorm dY (·,S) on X by
dY (x,S) = sup
{∣∣f (x)∣∣: f ∈ S⊥, ‖f ‖ = 1}.
We define another seminorm dE(·,S) on X by
dE(x,S) = sup
{∣∣f (x)∣∣: f ∈ S⊥ ∩E, ‖f ‖ = 1}.
It is clear that dE(x,S) dY (x,S) and that x ∈ RefE(S) if and only if dE(x,S) = 0. We say
that S is E-hyperreflexive if there is a nonnegative constant K such that dY (x,S)KdE(x,S)
for every x in X; the smallest such K  1 is called the constant of E-hyperreflexivity of S and
is denoted by KE(S). It is clear that if S is a closed subspace of X, then E-hyperreflexivity of S
implies E-reflexivity of S .
We next recall the notions of relative reflexivity and hyperreflexivity. Suppose that (X,Y,E)
is a reflexivity triple andM is a subspace of X. A subspace S ofM is E-reflexive relative toM
if RefE(S)∩M= S . Note that (M, Y/M⊥,E/M⊥) is a reflexivity triple, and S is E-reflexive
with respect to M if and only if S is E/M⊥-reflexive.
Next suppose that (X,Y,E) is a normed reflexivity triple and M is a subspace of X. A sub-
space S of M is E-hyperreflexive relative to M if there is a smallest number K = KE(S,M)
such that dY (x,S)KdE(x,S) for every x ∈M.
The connections between the general version of reflexivity and some of the classical versions
of reflexivity can be found in [7].
324 H. Yousefi / Journal of Functional Analysis 237 (2006) 321–3372. A few results in the general setting
Theorems 3 and 6 are the main results of this section. These two theorems, basically, provide
tools to reduce the problem of E-reflexivity (or E-hyperreflexivity) of a subspace of X to a
smaller subspace of X. We also introduce a general version of approximate E-reflexivity.
Throughout this section, (X,Y,E) will be a reflexivity triple or a normed reflexivity triple.
Suppose F is a subspace of X for which F⊥ ⊂ E. Then it follows that
RefE(F) =
(F⊥ ∩E)⊥ = (F⊥)⊥ =F .
Therefore if F is closed, then it is E-reflexive. The next proposition states a generalization of
this.
Proposition 1. Suppose F and S are subspaces (not necessarily closed) of X such that F⊥ ⊂ E.
Then S +F is E-reflexive whenever S +F is closed in X. In particular, any closed subspace T
containing F is E-reflexive.
Proof. Since (S +F)⊥ ⊂F⊥ ⊂ E, then
RefE(S +F) =
(
(S +F)⊥ ∩E)⊥ = S +F = S +F . 
A hyperreflexivity version of the preceding proposition can be proved for normed reflexivity
triples.
Proposition 2. Suppose (X,Y,E) is a normed reflexivity triple, S and F are subspaces (not
necessary closed) of X such that F⊥ ⊂ E. Then
(1) S +F is E-hyperreflexive when S +F is closed. In particular, any closed linear subspace
S of X containing F is E-hyperreflexive with KE(S) = 1.
(2) If S is closed, then, S is E-hyperreflexive if and only if there is a constant K such that
dY (e,S)KdE(e,S), for every e ∈F .
Proof. (1) Since (S +F)⊥⊂F⊥ ⊂ E, it follows that
dY (x,S +F) = sup
{∣∣f (x)∣∣: f ∈ (S +F)⊥, ‖f ‖ = 1}
= sup{∣∣f (x)∣∣: f ∈ (S +F)⊥ ∩E, ‖f ‖ = 1}
= dE(x,S +F).
The above equality shows that S +F is E-hyperreflexive with the constant of E-hyperreflex-
ivity equal to 1.
(2) Suppose that dY (e,S)KdE(e,S) for every e ∈ F . Then for every e ∈ F and s ∈ S we
have:
dY (e + s,S) = dY (e,S)KdE(e,S) = KdE(e + s,S).
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KdE(x,S) for every x ∈ S +F . Thus S is E-hyperreflexive in S +F . However, by part (1),
S +F is E-hyperreflexive in X. Hence S is E-hyperreflexive in X, by [7, Theorem 2.6]. 
The existence of a subspace F of X as in the previous proposition makes it much easier to
work with E-reflexivity. Suppose that F is a closed subspace of X such that F⊥ ⊂ E, and let S
be a closed E-reflexive subspace of X. Then, since RefE(S ∩ F) ⊂ S and RefE(S ∩ F) ⊂ F ,
it follows that RefE(S ∩ F) = S ∩ F . In other words the E-reflexivity of S implies the
E-reflexivity of S ∩ F . It turns out that with some extra assumptions the converse is also true.
The next theorem says more.
Theorem 3. Suppose F , S , and F + S are closed subspaces of X and F⊥ + E = E. Then
the following are true whenever the natural mapping η : (S + F)/S → F/(S ∩ F) defined by
η(s + e + S) = e + S ∩F , for every s ∈ S and e ∈F , is continuous:
(1) RefE(S ∩F) = RefE(S)∩F .
(2) RefE(S) = S + RefE(S ∩F).
(3) S is E-reflexive if and only if S ∩F is E-reflexive.
Proof. (1) It is clear that RefE(S ∩ F) ⊂ RefE(S) ∩ F . Thus we just need to show the other
inclusion, RefE(S)∩F ⊂ RefE(S ∩F). If this is not true, then
∃x ∈ (RefE(S)∩F) \ RefE(S ∩F) and ∃ϕ ∈ E such that
ϕ(x) = 1 and ϕ(T ) = 0, ∀T ∈ S ∩F .
Let g :S +F → (S +F)/S be the quotient map and define
ϕ′ :F/(S ∩F) → C by ϕ′(e + S ∩F) = ϕ(e), ∀e ∈F .
Note that ϕ′ is well defined and continuous, because
ker(ϕ′) = ker(ϕ) + S ∩F = ker(ϕ)
is a closed subspace. Define ψ :S +F → C by
ψ(s + e) = ϕ(e), ∀e ∈F and ∀s ∈ S.
It is clear that ψ is well defined. It is easy to check that
ψ = ϕ′ ◦ η ◦ g and ker(ψ) = S + ker(ϕ).
This implies that ψ is continuous whenever η is continuous. Therefore ψ ∈ Y . In fact, since
ψ − ϕ annihilates F , we have
ψ = (ψ − ϕ)+ ϕ ∈F⊥ +E ⊂ E.
The fact that ψ(x) = ϕ(x) = 1 and ψ ∈ E annihilates S , violates the assumption that x ∈
RefE(S). This completes the proof of the first statement.
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Thus z = s + e for some s ∈ S and e ∈F . By part (1), it follows that
z − s = e ∈ RefE(S)∩F = RefE(S ∩F).
Therefore z ∈ S+RefE(S ∩F).
(3) If S is E-reflexive, then clearly, by part (1), S ∩ F is E-reflexive and if S ∩ F is E-
reflexive, then clearly by (2) S is E-reflexive. 
Remark 4.
(1) Note that the map η in Theorem 3 is continuous when S is finite-dimensional. Moreover,
if all spaces are Banach spaces, then the Closed-Graph theorem implies that the map η is
continuous.
(2) It can be easily shown that the statements (1) and (2) in Theorem 3 are equivalent without
the continuity condition on the map η.
Several applications of Theorem 3 will be provided in the next sections. Next we will present
an E-hyperreflexive analogous of Theorem 3. For the case that X is a Banach space, we find an
estimate for the norm of the map η defined in Theorem 3 in terms of the norm of another map
whose norm is easier to compute in a lot of cases. This estimate can be used to find an estimate
on the constant of E-hyperreflexivity of subspaces of X.










be the natural maps defined by
η(s + e + S) = e + S ∩F and β(s + e +F) = s + S ∩F
for every s ∈ S and e ∈F . Then ‖η‖ 1 + ‖β‖.
Proof. We need to show that
dist(e,S ∩F) (1 + ‖β‖)dist(e,S), ∀e ∈F .
Let e ∈ F . Then there exists a sequence {sn} in S such that dist(e,S) = lim‖e − sn‖. For every
n 1, choose yn ∈ S ∩F such that dist(sn,S ∩F) = ‖sn − yn‖ − 1/n. Hence for every n 1
we have:
dist(e,S) dist(sn,F) = ‖sn +F‖ 1‖β‖
∥∥β(sn +F)∥∥
= 1‖β‖‖sn + S ∩F‖ =
1
‖β‖dist(sn,S ∩F)
= 1 ‖sn − yn‖ − 1 .‖β‖ n‖β‖
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dist(e,S ∩F) ‖e − yn‖ ‖e − sn‖ + ‖sn − yn‖
 ‖e − sn‖ + ‖β‖
(




By letting n → ∞ we get what we desired. 
Theorem 6. Suppose X is a Banach space and (X,Y,E) is a normed reflexivity triple. Suppose
also that F , S , and S + F are closed subspaces of X such that F⊥ + E = E. Then S is
E-hyperreflexive if and only if S ∩F is E-hyperreflexive.
Proof. First suppose that S is E-hyperreflexive in X. Since F⊥ ⊂ E, we have
dY (x,F) = dE(x,F) = dist(x,F), ∀x ∈ X.
Therefore by [7, Theorem 2.8] we can conclude that S ∩F is E-hyperreflexive.
To prove the other direction, suppose S ∩F is E-hyperreflexive. If F = S ∩F , then F ⊂ S ,
hence S is E-hyperreflexive by Proposition 2. Thus we can assume that F = S ∩F . We first
show that S is E-hyperreflexive relative to S +F . To do this, suppose that z = s1 + e1 ∈ S +F ,
where s1 ∈ S and e1 ∈ F and let K > KE(S ∩ F). If dY (z,S) = 0, then dE(z,S)  ldY (z,S)
for every number l. Assume that dY (z,S) = 0. Hence dY (e1,S ∩F) = 0 and we have
dY (e1,S ∩F) < KdE(e1,S ∩F).
Therefore there exists a function f = fe1 ∈ (S ∩F)⊥ ∩E such that
‖f ‖ = 1 and dY (e1,S ∩F) < K
∣∣f (e1)∣∣.
Let
γ :S +F →S +FS





S ∩F and f˜ :
F
S ∩F → C
by
η(s + e + S) = e + S ∩F , ∀s ∈ S, ∀e ∈F ,
f˜ (e + S ∩F) = f (e), ∀e ∈F .
The linear map η is continuous by Remark 4, and f˜ is continuous because
ker(f˜ ) = S ∩F + ker(f ) = ker(f )
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e ∈F , is continuous (because g = f˜ ◦ η ◦ γ ). In fact, g ∈ S⊥, g|F = f |F and
‖g‖ ‖f˜ ‖‖η‖‖γ ‖ ‖f ‖‖η‖ ‖η‖.
Therefore
g = (g − f )+ f ∈F⊥ +E = E.
Hence g/‖g‖ ∈ S⊥ ∩E and it follows that











dY (z,S)K‖η‖dE(z,S), ∀z ∈ S +F .
Therefore S is E-hyperreflexive in S +F .
Finally, since by Proposition 2, S + F is E-hyperreflexive in X with the constant of
E-hyperreflexivity equal to 1, by [7, Theorem 2.6], S is E-hyperreflexive in X and
KE(S)
(
K‖η‖ + 1)(1 + 1)− 1 = 2K‖η‖ + 1. 
In view of the fact that in the proof of Theorem 6, the number K > KE(S ∩F) was arbitrary,
we obtain the following corollary.
Corollary 7. Under the assumptions of Theorem 6
KE(S) 2KE(S ∩F)‖η‖ + 1 2
(
1 + ‖β‖)KE(S ∩F)+ 1,
where β and η are the maps defined in Lemma 5.
We next consider a general notion of approximate reflexivity. Suppose (X,Y,E) is a reflexiv-
ity triple, and let E denote the σ(Y,X)-closure of E. Then (X,Y,E) is also a reflexivity triple.
We define approximate E-reflexivity to be E-reflexivity, and we define
ApprRefE(S) = Ref E(S).
Suppose F ⊂ X is a linear subspace such that F⊥ + E = E. Then the results of this section
apply to approximate reflexivity. In particular, if S +F is σ(X,Y )-closed, then ApprRefE(S) =
S + ApprRefE(S ∩F). In some cases, we can further describe ApprRefE(S ∩F).
Theorem 8. Suppose that (X,Y,E) is a reflexivity triple, F is a closed subspace of X, S
is a subspace of F , E0 ⊂ E is closed under scalar multiplication, and E0 + F⊥ = E. Then
RefE(S) = RefE (S)∩F .0
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clusion is not valid, then there are x ∈ RefE0(S) ∩ F \ RefE(S) and ϕ ∈ E such that ϕ|S = 0
and ϕ(x) = 1. The equality E0 + F⊥ = E implies that ϕ = ψ + η for some ψ ∈ E0 and
η ∈ F⊥ ⊂ S⊥. Therefore ψ annihilates S and ψ(x) = ϕ(x) − η(x) = 1. This contradicts the
fact that x ∈ RefE0(S). 
Corollary 9. Suppose that (X,Y,E) is a reflexivity triple, F is a closed subspace of X, E +
F⊥ = E, and S is a subspace of F . Then ApprRefE(S) =F ∩ RefE(S).
The last corollary shows how we can sometimes relate approximate E-reflexivity with
E-reflexivity.
Corollary 10. Suppose that (X,Y,E) is a reflexivity triple, F is a closed subspace of X,
E + F⊥ = E, and S is a subspace of X such that S + F is closed. Then S is approximately
E-reflexive if and only if F ∩ RefE(S ∩F) = S ∩F .
3. Applications to approximate reflexivity and hyperreflexivity
In this section the results of the previous section will be applied to approximate reflexivity
and approximate hyperreflexivity. In the Banach space setting we slightly modify D. Hadwin’s
definition of approximate reflexivity [7] and [5]. This new definition is the same when the
Banach space has certain properties, in particular when the Banach space is a Hilbert space.
The benefit of the modification is that we can easily apply the results of the preceding section
to prove many new interesting results. Our main result in this section is Theorem 21, which
says that the image of any C*-algebra under any bounded unital homomorphism into B(W) is
approximately reflexive, where W is a Banach space.
Throughout this section W is a Banach space, by F(W) we mean the norm-closure of all
finite-rank operators on W .
If in the reflexivity triple (X,Y,E), we let X = B(W), Y = B(W)# (normed dual), and
E = {x ⊗ α: x ∈W, α ∈W#}weak∗ ⊂ Y,
then we define ApprRef (S) = RefE(S) and we say that S is approximately reflexive if and only
if ApprRef (S) = S . Note that our definition of ApprRef (S) differs slightly from that in [5,7],
where E is defined to be the weak∗ limits of bounded nets of rank-one tensors. The advantage of
our definition is because of the alternative characterization given in Lemma 14.
Suppose S is a linear space of linear transformations on V . A linear map ϕ :S → F is said to









, ∀n 1 and ∀(Si,j ) ∈Mn(S).
Please see [8,11,14] for some results on completely rank-nonincreasing maps.
The following lemma is due to Larson [15].
Lemma 11. Let R be a finite-dimensional subspace of L(V ) with R∩F(V ) = {0}. Then if W1
and W2 are linear subspaces of V of finite codimention, there exists a vector x ∈ W1 which is
separating for R such that R(x)⊂ W 2.
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L(V ), then S is algebraic reflexive if and only if S ∩F(V ) is algebraic reflexive.
Corollary 12. Suppose ϕ :L(V ) → F is completely rank nonincreasing. Then for every finite
subset S of L(V ), ϕ|S can be represented by a rank-one tensor.
Proof. Suppose that S is a finite subset of L(V ). We will show that ϕ restricted to the linear
subspace generated by S is a rank-one tensor. Thus we can assume that S is a finite-dimensional
vector space. The subspaces S can be written as S = SF + T , where SF = S ∩F(V ) and SF ∩
T = {0}. Hence there exists a finite rank idempotent P ∈ L(V ) such that PSP = S for every
S ∈ SF . Since SF ⊂ PL(V )P  Mn(F) for some n, by using the fact (see [8]) that every
completely rank-nonincreasing map onMn(F) can be represented as a rank-one tensor, it follows
that ϕ|SF = x1 ⊗ α for some x1 ∈ ran(P ) and some linear map α on ran(P ). Let W1 = W2 be
the (algebraic) complement of the linear subspace generated by S(x1). Then by Lemma 11, there
exists a vector x2 ∈ W1 which is a separating vector for T and T (x2) ⊂ W1. Since x = x1 + x2 is
also a separating vector for T and S(x)∩ T (x) = {0}, we can extend the map α linearly to S(x)
by defining α(T x) = ϕ(T ) for every T ∈ T . Therefore ϕ|S = x ⊗ α is a rank-one tensor. 
Note that if in Corollary 12, the map ϕ is defined on B(W) and is continuous, then the map α
can be extended to W continuously.
Corollary 13. Let ϕ :L(V ) → F be a linear map. The following are equivalent:
(1) ϕ is completely rank-nonincreasing,
(2) ϕ is a limit of rank-one tensors.
Proof. Suppose ϕ is a completely rank-nonincreasing. Let
Λ = {λ: λ is a finite linearly independent subset of L(V )}.
For each λ ∈ Λ, let Fλ be the linear space generated by λ. By Corollary 12, ϕ|Fλ = xλ ⊗ αλ,
for some xλ ∈ V and a linear map αλ defined on V. It is clear that ϕ(T ) = limλ(xλ ⊗ αλ)(T ),
for every T ∈ L(V ). The other direction is easy, since every rank-one tensor is completely rank-
nonincreasing. 
A Banach spaceW is said to be a Glimm space if, for each φ ∈ B(W)# that annihilates K(W)
there is a bounded net {xλ} converging weakly to 0 in W and a bounded net {αλ} converging
weak* to 0 in W# such that φ(T ) = limλ(xλ ⊗ αλ)T for every T ∈ B(W). In [6], D. Hadwin
showed that if W is c0, a Hilbert space, p (1 < p < ∞), or the set of trace-class operators on a
Hilbert space, then W is a Glimm space. See [6] for a characterization of Glimm spaces.
Lemma 14. Suppose ϕ ∈ B(W)#. The following are equivalent:
(1) ϕ is a weak* limit of rank-one tensors.
(2) ϕ is completely rank-nonincreasing.
Moreover, if W is a Glimm space and F(W) = K(W), then every completely rank-
nonincreasing map φ ∈ B(W)# is a weak∗ limit of bounded rank-one tensors.
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Suppose F(W) = K(W) and φ is completely rank-nonincreasing. In [11] we proved that
φ|F(W) = x ⊗ α, for some x ∈W and α ∈W. It is easy to show that α can be chosen to be
continuous and ‖x‖ = ‖α‖ √‖φ‖. Since φ − (x ⊗ α) annihilates F(W), then φ − (x ⊗ α)
annihilates F(W) =K(W). Therefore there is a bounded net {yλ} converging weakly to 0 in W
and a bounded net {βλ} converging weak* to 0 inW# such that (φ−x⊗α)(T ) = limλ(yλ⊗βλ)T
for every T ∈ B(W). Let xλ = x + yλ and αλ = α + βλ. Then for every T ∈ B(W) we have
(xλ ⊗ αλ)T = (yλ ⊗ βλ)T + (x ⊗ α)T + (yλ ⊗ α)T + (x ⊗ αλ)T .
Since αλ converges to 0 in weak* topology, then (x ⊗αλ)T → 0, and since yλ converges weakly
to 0, then (yλ ⊗ α)T = α(T (yλ)) = T #α(yλ) → 0. Therefore, from above, we have
lim
λ
(xλ ⊗ αλ)T = (φ − x ⊗ α)(T )+ (x ⊗ α)T = ϕ(T ). 
Example 15. Suppose W is a reflexive Banach space for which F(W) = K(W) (see [2]). We
will show that not every completely rank-nonincreasing map ϕ ∈ B(W)# is a bounded limit
of rank-one tensors. Let T0 ∈ K(W)\F(W) and take ϕ ∈ B(W)# such that ϕ(T0) = 1 and
ϕ|F(W) = 0. We claim that ϕ is not a bounded limit of rank-one tensors. On the contrary, assume
that there exist bounded nets {xλ} and {αλ} such that ϕ(T ) = limλ(xλ ⊗αλ)T . SinceW is reflex-
ive and {xλ} is bounded, by taking a subnet of {xλ} if necessary, we can assume that xλ converges
to an x weakly and αλ converges to an α in weak* topology. Thus for every operator T ∈K(W),
‖T (xλ)− T (x)‖ → 0, hence αλ(T (xλ)) → α(T (x)). In other words ϕ|K(W) = x ⊗ α. But since
ϕ|F(W) = 0, we get that x ⊗α|F(W) = 0, and therefore, x ⊗α = 0. This contradicts the fact that
ϕ(T0) = 1.
Corollary 16. If (X,Y,E) is a reflexivity triple in which X = B(W), Y = B(W)#, and
E = {x ⊗ α: x ∈W, α ∈W#}weak∗ ⊂ Y,
and if G is a norm-closed linear subspace of B(W) such that F(W)⊂ G, then G⊥ +E = E.
By combining the previous corollary, Theorems 3 and 6, we obtain the following theorem.
Note that the following theorem applies when G = F(W) or G =K(W). When W is a Hilbert
space and G =K(W), parts (1) and (2) were obtained by D. Hadwin [7, Proposition 7.6],
[5, Corollary 6 and Proposition 16], who used much more complicated techniques.
Theorem 17. Suppose G is a norm-closed linear subspace of B(W) such that F(W)⊂ G. Sup-
pose also that S ⊂ B(W) is a norm-closed linear space such that S + G is norm closed. Then
(1) S + G is approximately hyperreflexive.
(2) ApprRef (S ∩ G) = ApprRef (S)∩ G.
(3) ApprRef (S) = S + ApprRef (S ∩ G).
(4) S is approximately reflexive if and only if S ∩ G is.
(5) S is approximately hyperreflexive if and only if S ∩ G is. In particular, if S ∩ G =0, then S
is hyperreflexive.
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of B(H) is approximately hyperreflexive. We prove D. Hadwin’s theorem with an elementary
method. Note also that, unlike Hadwin’s theorem, A does not have to be unital in our theorem.
Theorem 18. If A is a C∗-algebra of B(H), then A is approximately hyperreflexive.
Proof. Since A+K(H) is closed in B(H), by Theorem 17, it is enough to show that A∩K(H)
is approximately hyperreflexive. SinceA∩K(H) is a C*-subalgebra ofK(H), thenA∩K(H) =∑⊕
i K(Hi ) where K(Hi ) is the space of compact operators on some Hilbert space Hi . It is well
known that
∑⊕








is approximately hyperreflexive by Theorem 17. 
Lemma 19.
(1) If S is a reflexive subspace of B(W) and A,B ∈ B(W), then the space T = {T ∈ B(W):
ATB ∈ S} is also reflexive.
(2) If Aλ and Bλ are bounded nets in B(W), then the space
M= {T ∈ B(W): ‖AλT Bλ‖ → 0}
is approximately reflexive.
Proof. (1) Suppose W /∈ T . Then AWB /∈ S and therefore there are operators C and D such that
CSD = {0} and CAWBD = 0. Thus (CA)T (BD) = {0} and (CA)W(BD) = 0 which implies
that W /∈ Ref (T ). Therefore Ref (T ) = T .
(2) Let S ∈ Ref (M). Since ‖AλT Bλ‖ → 0 for every T ∈M, and S ∈ Ref (M), by definition
we have that ‖AλSBλ‖ → 0.Thus S ∈M. 
Recall that an abstract C∗-algebra B is called elementary if B is ∗-isomorphic to K(H) for
some Hilbert spaceH. To prove one of our main results, Theorem 21, we need to show that ifA is
a C∗-algebra, and π :A→K(W) is a bounded injective homomorphism, thenA is ∗-isomorphic
to a C∗-direct sum of elementary C∗-algebras.
The following result is a key tool in proving our main theorem in this section.
Proposition 20. LetA be a C∗-algebra such that 0 is the only limit point of the spectrum of every
Hermitian element in A. Then A is ∗-isomorphic to a direct sum of elementary C∗-algebras.
Proof. We can assume that A⊂ B(H) for some Hilbert space H.
First note that if a = a∗ ∈A, then either the σ(a) is finite or σ(a) = {λ1, λ2, . . .} with λn → 0,
and, by the spectral theorem, there is an orthogonal sequence {ek} of projections in A such that
a =∑∞k=1 λkek. By considering partial sums, we see that every Hermitian element of A can be
approximated arbitrarily closely by Hermitian operators with finite spectrum.
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there is a continuous function f :R→R such that f (0) = 0 = f (1) and f (a) is a projection. We
call a projection e ∈A minimal if e = 0 and if the only subprojections of e in A are 0 and e. It
is now easily shown that eAe = Ce whenever e is a minimal projection in A. If {Pn} is a strictly







Thus every projection in A is a finite sum of orthogonal minimal projections in A. Let E be the
collection of all minimal projections in A. Define a relation ∼ on E by
e ∼ f ⇔ eAf = {0}.
It can be easily shown that ∼ is an equivalence relation. For each e ∈ E let ê = {f ∈ E : e ∼ f },
and let Ê = {̂eλ: λ ∈ Λ} be the set of all of these equivalence classes.
Suppose that e, f ∈A are minimal projections such that e ∼ f. Choose Ve,f ∈ eAf such that
‖Ve,f ‖2 = ‖Ve,f V ∗e,f ‖ = 1. Since 0 Ve,f V ∗e,f ∈ eAe = Ce, we know Ve,f V ∗e,f = e. Similarly,
V ∗e,f Ve,f = f .
If x is a unit vector in eλ(H), then Hx = [Ax]− is a reducing subspace for A. If y is a unit
vector in eλ(H) and y ⊥ x, then Hy ⊥Hx , since
(Ax,By) = (eλB∗Aeλx, y) ∈ C(eλx, y) = {0}.
It follows that rank(eλ|Hx ) is a rank-one projection. It also follows, for every f ∈ êλ, that
f |Hx = V ∗e,f Ve,f |Hx must also be a rank-one projection. If γ ∈ Λ and γ = λ, then eγ (Hx) =
[eγAeλx]− = {0}. Thus, for any f ∈ êγ , we have f |Hx = 0. Hence every minimal projection
in A, when restricted to Hx has rank at most 1. Since A is the (nonunital) C∗-algebra generated
by its minimal projections,
A|Hx = C∗0
({f |Hx : f ∈ êλ})⊂K(Hx).
For each λ ∈ Λ, choose a unit vector xλ ∈ eλ(H) and let Hλ =Hxλ . Let M =
∑⊕
λ∈ΛHλ, and
define π :A→ B(M) by
π(T ) = T |M.
Since π(f ) is a rank-one projection for each minimal projection in A, we have that
π(A) = C∗0
({
π(f ): f a minimal projection})⊂K(M).
Moreover, if T ∈ A, there is an orthogonal sequence {fn} of minimal projections such that
T ∗T =∑n αnfn, and π(T )∗π(T ) =∑n αnπ(fn), so ‖T ‖2 = ‖π(T )‖2 = supn αn. Thus A is
isomorphic to π(A), which is a C∗-algebra of compact operators. 
D. Hadwin proved in [3] that every C∗-algebra of operators on a Hilbert space H is approxi-
mately reflexive, so is every algebra similar to a C∗-algebra. If Kadison’s similarity problem (Is
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has an affirmative answer, then every bounded unital homomorphism from a C∗-algebra into
B(H) would have an approximately reflexive range. We prove more. Note that D. Hadwin and
M. Orhon [9] proved the following theorem (in a much more complicated way) in the case where
the C∗-algebra A is commutative.
Theorem 21. Suppose that A is a unital C∗-algebra, W is a Banach space, and π :A→ B(W)
is a bounded unital homomorphism. Then π(A) is approximately reflexive in B(W).
Proof. By replacing A with A/ker(π), we can assume that π is a one-to-one map. Using an
equivalent norm on W we can assume that π is an isometry (see [10, Lemma 2] and the remarks
before the lemma for the details). Let F =F(W) be the closure of finite rank operators in B(W)
and let
υ :B(W) → B(W)F
be the quotient map. Then
υ ◦ π :A→ B(W)F
is a bounded unital homomorphism; hence υ ◦ π(A) = π(A) + F is closed. In view of The-
orem 3, to show that π(A) is approximately reflexive, it suffices to show that π(A) ∩F is
approximately reflexive. Note that π−1(π(A) ∩ F) = J is a closed ideal (and so a ∗-ideal),
and π(J ) = π(A) ∩ F . Thus by replacing A with J , we can assume that π : A→F is an
isometry. The fact that 0 is the only limit point of σ(T ) for every T ∈ F(W), implies that 0 is
the only limit point of σ(a) for every a ∈ A. Therefore, by Theorem 20, A =∑⊕i K(Hi ) for
some Hilbert spaces Hi . Next, suppose that {ei,k}k1 is an orthonormal basis for Hi and define
the projection Pi,n ∈K(Hi ) by Pi,n =
∑n
k=1 ei,k ⊗ ei,k . It is clear that ‖Pi,nAPi,n −A‖ → 0 for
every A ∈K(Hi ) as n → ∞. Let
Λ = {(F,n): F is finite subset of I, and n 1}
and make Λ into an order set by defining that (F,n) (G,m) if and only if F ⊂ G and nm.
For every λ = (F,n) ∈ Λ define Pλ to be the projection in ∑⊕i K(Hi ) whose ith coordinate is 0
if i /∈ F and is Pi,n if i ∈ F. It follows that




Thus ∥∥π(Pλ)π(A)π(Pλ)− π(A)∥∥→ 0, ∀A ∈A.
This shows that if T ∈ ApprRef (π(A)), then we should also have∥∥π(Pλ)T π(Pλ)− T ∥∥→ 0.
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that if ϕ :Mk(C) →Mm(C) is a unital algebra homomorphism, then k divides m, Mm(C) =
Mk(Mm/k(C)), and ϕ(Eij ) = Êij , where Eij is the matrix having 1 in the (i, j)-position and
zero everywhere else and Êij ∈Mk(Mm/k(C)) is the matrix having the identity matrix Im/k ∈
Mm/k(C) in the (i, j)-position and the zero matrix 0m/k ∈Mm/k(C) everywhere else. From





Thus ϕ(Mk(C)) is reflexive, hence approximately reflexive. Since
π :PλAPλ → π(Pλ)F(X)π(Pλ)
can be viewed as a unital map from a finite direct sum of matrix algebras into a matrix
algebra, it follows that π(PλAPλ) is approximately reflexive. It is also easy to show that
T ∈ ApprRef (π(A)) implies π(Pλ)T π(Pλ) ∈ ApprRef (π(Pλ)π(A)π(Pλ)). Hence we have
π(Pλ)T π(Pλ) ∈ ApprRef
(
π(PλAPλ)
)= π(PλAPλ) ⊂ π(A).
Therefore T ∈ π(A) = π(A) and so π(A) is approximately reflexive in B(W). 
4. A new version of algebraic reflexivity
In this section we introduce a version of algebraic reflexivity. Here F(V ) denotes the space
of all finite rank transformations on V.
Definition 22. Let (X,Y,E) be a reflexivity triple, where X = L(V ), Y = L(V ), and E ⊂ Y is
the space of all completely rank-nonincreasing linear maps in Y and let ApprRef 0(S) = RefE(S).
A subspace S ⊂ L(V ) is called approximately algebraically reflexive if ApprRef 0(S) = S .
Corollary 13 of the preceding section can be translated into a statement that, in view of the
definition of ApprRefE(S), justifies the term “approximate algebraic reflexivity.”
Corollary 23. In the reflexivity triple (L(V ),L(V ),E), if E is the set of all rank-one tensors
x ⊗ α with x ∈ V and α ∈ V , then E is the set of completely rank-nonincreasing linear func-
tionals on L(V ).
The following is a corollary of Theorem 8.
Corollary 24. For every linear subspace S ⊂F(V ) we have ApprRef 0(S) = Ref 0(S)∩F(V ).
Proof. Let F =F(V ) and let E0 be the set of rank-one tensors in Y = L(V ). This implies that
Ref 0(S) = RefE0(S). Since every linear map in Y that kills the finite rank operators is completely
rank nonincreasing, we have E0 +F⊥ = E. The proof is completed by applying Theorem 8. 
If (L(V ),Y,E) is an approximately algebraic triple and F =F(V ), then it is obvious that
F⊥ + E = E and that every linear subspace of X = L(V ) is σ(X,Y )-closed. Thus by applying
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for algebraic reflexivity (with certain countability of dimension restrictions).
Theorem 25. Suppose S is a linear subspace of L(V ). Then
(1) S +F(V ) is approximately algebraically reflexive.
(2) ApprRef 0(S ∩F) = ApprRef 0(S)∩F .
(3) ApprRef 0(S) = S + ApprRef 0(S ∩F).
(4) S is approximately algebraically reflexive if and only if S ∩F(V ) is.
It was shown in [15] that if S ⊂ B(V ) is a finite-dimensional subspace, then Ref 0(S) is finite-
dimensional as well. Since S ⊂ ApprRef 0(S) ⊂ Ref 0(S), for every subspace S ⊂ B(V ), we can
say the same thing for approximate algebraic reflexivity.
It is well known that if a linear subspace S of L(V ) has a separating vector, then every linear
functional on S can be represented as a rank-one tensor. The following lemma is a generalization
of this fact.
Lemma 26. Suppose {Sλ: λ ∈ Λ} is an increasingly directed family of linear subspaces of
L(V ) such that each Sλ has a separating vector, and let S =⋃λ∈Λ Sλ. Then every linear map
ϕ :S → F can be represented as limit of rank-one tensors.
Proof. Let Ω = {μ: μ is a finite subset of S} and turn Ω into a directed set by inclusion. For
every μ ∈ Ω, since μ ∈ Sλ for some λ and since Sλ has a separating vector, there are xμ and yμ
in V such that ϕ(S) = (xμ ⊗yμ)(S) for every S ∈ μ. Now it is clear that ϕ = limμ(xμ ⊗yμ). 
Lemma 26 yields the following corollary.
Corollary 27. If S is as in Lemma 26 and S is approximately algebraically reflexive, then every
linear subspace of S is approximately algebraically reflexive.
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