Abstract. It is well known that the mathematical models provide very important information for the research of human immunodeciency virus type. However, the infection rate of almost all mathematical models is linear. The linearity shows the simple interaction between the T-cells and the viral particles. In this paper, a differential equation model of HIV infection of CD4 + T-cells with Crowley-Martin function response is studied. We prove that if the basic reproduction number R 0 < 1, the HIV infection is cleared from the T-cell population and the disease dies out; if R 0 > 1, the HIV infection persists in the host. We find that the chronic disease steady state is globally asymptotically stable if R 0 > 1. Numerical simulations are presented to illustrate the results.
Introduction
Human immunodeficiency virus (HIV) is a lentivirus, a member of the retrovirus family, that causes acquired immunodeficiency syndrome (AIDS), a condition in humans in which the immune system begins to fail, leading to lifethreatening opportunistic infections. HIV transmission requires contact with body fluids containing infected cells or plasma. HIV may be present in any fluid or exudate that contains plasma or lymphocytes, specifically blood, semen, vaginal secretions, breast milk, saliva, or wound exudates. Although theoretically possible, transmission by saliva or droplet nuclei produced by coughing or sneezing is extremely rare, if it occurs. HIV is not transmitted by casual contact or even by the close nonsexual contact that occurs at work, school, or home. The most common means of transmission is direct transfer of bodily fluids either through sharing contaminated needles or sexual relations.
The HIV infection is an infectious disease characterized by continual decrease of CD4 + lymphocyte cells, invariably causing the death of the host. The main target is CD4 + T helper cell; a type of T cell. T cells are an important part of the immune system because they help to facilitate the body's response to many common but potentially fatal infections. Without enough T-cells the body's immune system is unable to defend itself against many infections. In a normal person, the level of CD4 + T cells in the peripheral blood is regulated at a level between 800 and 1200 mm −3 . By ways that are not yet completely understood, HIV's life cycle directly or indirectly causes a reduction in the number of T-cells in the body, eventually resulting in an increased risk of infections. Over time, there are not enough T-cells to defend the body. At this stage, a person is said to have Acquired Immunodeficiency Syndrome, or AIDS, and becomes susceptible to infections that a healthy immune system could deal with. The time in between the first infection and initiation of antibody synthesis is usually 6-12 weeks. The median time to receive an AIDS diagnosis among those infected with HIV is 7-10 years.
Mathematical modelling has been proven to be valuable in understanding the dynamics of HIV. And Several mathematical models have been proposed to describe the in vivo dynamics of T cell and HIV interaction (see, for example, [1, 12, 25, 26] ). This is because HIV mathematical models can provide insights into the dynamics of viral load in vivo. And they may pay a significant role in the development of a better understanding of HIV and drug therapies.
The basic mathematical model of HIV pathogenesis in-host describes interactions of the immune system and the virus by including healthy and infected CD4 + T-cells and HIV virions [10, 9, 11, 14, 23] . A classic model for HIV dynamics was proposed by Perelson et al. in [18, 19] as follows:
The first equation of (1.1) represents the dynamics of the concentration of healthy CD4 + cells (T ); s represents the rate (assumed constant) at which new CD4 + T-cells are generated. The death rate of healthy cells is d. In the case of active HIV infection the concentration of healthy cells decreases proportionally to the product βT V , where β represents a coefficient that depends on various factors, including the velocity of penetration of virus into cells and the frequency of encounters between uninfected cells and free virus. The second equation of (1.1) describes the dynamics of the concentration of infected CD4 + cells (I); β is the rate of infection; δ is the death rate of infected cells. The third equation of (1.1) describes the concentration of free virions (V ), which are produced by the infected cells at a rate p, and c is the death rate of the virions.
Usually the rate of infection in most HIV models is assumed to be bilinear in the virus V and the uninfected CD4 + cells T . However, the actual incidence rate is probably not linear over the entire range of V and T . Thus, it is reasonable as to assume that the infection rate of modelling HIV infection in Crowley-Martin function response, βT V 1+aT +bV +abT V , where a, b ≥ 0 are constants. The Crowley-Martin type of functional response was introduced by P. H. Crowley and E. K. Martin [3] . When a > 0, b = 0, the Crowley-Martin type of functional response is simplified to Michaelis-Menten (or Holling type II) functional response. And when a = 0, b > 0, it expresses a saturation response. Moreover, when a = 0, b = 0, the Crowley-Martin type of functional response is simplified to a linear mass-action function response (or Holling type I functional response). In general we consider the model with Crowley-Martin functional response given by
The system (1.2) needs to be analyzed with the following initial conditions:
We denote
Standard and simple arguments show that the solutions of the system (1.2) exist and stay positive.
The rest of this article is organized as follows. In Section 2, we present some preliminaries. In Section 3, the local and global stability of disease-free equilibrium E 0 of the system (1.2) are studied. In Section 4, the permanence of the system (1.2) is investigated. Local and global asymptotic stability of the disease steady state E * are discussed in Section 5. In Section 6, the numerical simulations are presented to illustrate the results. Finally, the paper concludes with a brief discussion.
Some preliminary results
It is important to show positivity and boundedness for the system (1.2) as they represent populations. Positivity implies that populations surveries and boundedness may be interpreted as a natural restriction to growth as a consequence of limited resources. In this section, we present some basic results, such as the positive invariance of the system (1.2), the existence of equilibria, and the boundedness of solutions.
Positive invariance
The model (1.2) can be written in the form
It is easy to check that G i (X)| xi=0 ≥ 0, i = 1, 2, 3. Due to the well known theorem by Nagumo [16] , any solution of (1.2) with initial point
Boundedness
Theorem 2.1. There exists M > 0 such that all the solutions satisfy T (t),
Proof. Since all solutions of (1.2) are positive, by the first equation of (1.2) we have
Therefore, we have
for all large t, say t > t 0 . Set
Calculating the derivative of V 1 along the solutions of the system (1.2), we find
Then there exists M 1 , depending only on the parameters of the system (1.2), such that V 1 (t) ≤ M 1 for t > t 0 . Then I(t) has an ultimately above bound. It follows from the third equation of the system (1.2) that V (t) has an ultimately above bound, say, their maximum is an M . Then the assertion of Theorem 2.1 now follows and the proof is complete. This shows that the system (1.2) is dissipative. □
Obviously, Ω is convex.
Equilibria
Let R 0 = spβ δc(d+sa) . It is well-known the importance of the value, R 0 , which is called as the basic reproductive ratio of the system (1.2). It represents the average number of secondary infection caused by a single infected T cells in an entirely susceptible T cells population throughout its infectious period. And it determines the dynamical properties of the system (1.2) over a long period of time.
It is easy to see that if R 0 ≤ 1, the disease-free steady state E 0 (T 0 , 0, 0) (where T 0 = s d ) is the unique steady state, corresponding to the extinction of the free virus. The following theorem presents the existence and uniqueness of positive equilibrium if R 0 > 1. 
We easily get
and thus,
Moreover, simply algebraic computations show that T * + > 0 and T * − < 0. Therefore, system (1.2) possesses a unique interior equilibrium E * (T * , I * , V * ) given by
Local and global stability of E 0
Let E( T , I, V ) be any arbitrary equilibrium. Then the characteristic equation about E is given by (3.1)
For equilibrium E 0 (T 0 , 0, 0), (3.1) reduces to
Hence, E 0 (T 0 , 0, 0) is locally asymptotically stable for R 0 < 1. And it is a saddle with dim
Then we have the following theorem.
Proof. Define a Lyapunov function L 1 (T, I, V ) as follows:
where A 1 > 0 is selected in the following proof. Calculating the time derivative of L 1 (T, I, V ) along the positive solutions of the model (1.2), we obtaiṅ
and R 0 ≤ 1, we have thatL 1 (T, I, V ) ≤ 0 for all T, I, V > 0. Thus, the diseasefree steady state E 0 is stable. AndL 1 (T, I, V ) = 0, when T = T 0 and V = 0. Let Σ 0 be the largest invariant set in the set
We have from the third equation of (1.2) that Σ 0 = {E 0 }. It follows from LaSalle invariance principle that the disease-free steady state E 0 is globally asymptotically stable. □
The permanence of system (1.2)
In this section, we shall present the permanence of the system (1.2). In order to prove the permanence of system (1.2), we firstly present the following useful lemma. And we require the following compactness condition. ( 
From the system (1.2), it follows that all solutions starting in bd(R 3 + ) but not on the T -axis leave bd(R 3 + ) and that the T -axis is an invariant set, implying that
Furthermore, it is easy to see that Ω = {E 0 } as all solutions initiated on the T -axis converge to E 0 . In fact, in the set Y 2 , the system (1.2) becomeṡ
It is easy to see that E 0 is globally asymptotically stable if R 0 < 1. Hence, any solution (T (t), I(t), V (t)) of the system (1.2) initiating from Y 2 is such that (T (t), I(t), V (t)) → E 0 (T 0 , 0, 0). Obviously, E 0 are isolated invariant, {E 0 } is isolated and is an acyclic covering. Next, we show that W s (E 0 ) ∩ X 1 = ∅, i.e., E 0 is a weak repeller for X 1 .
By definition, E 0 is a weak repeller for X 1 if for every solution starting in
We claim that (4.2) is satisfied if the following holds:
To see this, suppose (4.2) does not hold for some solution x(t, x 0 ) starting in x 0 ∈ X 1 . In view of the fact that the closed positive orthant is positively invariant for system (1.2), it follows that lim t→+∞ d(x(t, x 0 ), E 0 ) = 0 and thus that lim t→+∞ x(t, x 0 ) = E 0 , which is clearly impossible if (4.3) holds. What remains to be shown is that (4.3) holds. The Jacobian matrix of the system (1.2) at E 0 is given in the following:
It easy to see that J 0 is unstable if R 0 > 1. In particular, J 0 possesses one eigenvalue with positive real part, which we denote as λ + , and two eigenvalues with negative real part, −d, and an eigenvalue which we denote as λ − . We proceed by determining the location of E s (E 0 ), the stable eigenspace of E 0 . Clearly, (1, 0, 0) ⊤ is an eigenvector of J 0 associated to −d. If λ − ̸ = −d, then the eigenvector associated to λ − has the following structure: (0, p 2 , p 3 ) ⊤ , where p 2 , p 3 satisfy the eigenvector equitation (4.4)
) .
If λ − = −d, then λ − is a repeated eigenvalue, and associated generalized eigenvector will possess the following structure: ( * , p 2 , p 3 ) ⊤ , where the value of * is irrelevant for what follows and p 2 and p 3 also satisfy (4.4).
We claim that in both case, the vector (p 2 , p 3 ) ⊤ ̸ ∈ R 2 + . Obviously, the matrix in (4.4) is an irreducible Metzler matrix. From Definition 4.1, we know that it is a matrix with nonnegative off-diagonal entries. By using Lemma 4.1 (Perron-Frobenius Theorem), we get that the matrix in (4.4) possesses a simple real eigenvalue which is larger then the real part of any other eigenvalue, also called the dominant eigenvalue. Clearly, the dominant eigenvalue here is λ + . But the Perron-Frobenius Theorem also implies that every eigenvector that is not associated with the dominant eigenvalue does not belong to the closed positive orthant. Applied here, this means that (p 2 , p 3 )
+ ) = ∅, and therefore also W s (E 0 ) ∩ int(R 3 + ) = ∅, which concludes the proof. □
Local and global asymptotic stability of the disease steady state
Firstly, we present sufficient conditions leading to locally asymptotically stable disease steady state.
Theorem 5.1. Suppose that
(iii) 
where
We also have Firstly, we will summarize the main facts related to our research. Let us consider the system of differential equations
where D is an open subset on R 3 and F is twice continuously differentiable in D. The noncontinuable solution of (5.1) satisfying X(0) = X 0 is denoted by X(t, X 0 ), the positive (negative) semi-orbit through X 0 is denoted by ϕ + (X 0 ) (ϕ − (X 0 )), and the orbit through X 0 is denoted by ϕ(0) = ϕ − (X 0 ) ∪ ϕ + (X 0 ). We use the notation ω(X 0 ) (α(X 0 )) for the positive (negative) limit set of ϕ + (X 0 ) (ϕ − (X 0 )), provided the latter semi-orbit has compact closure in D. The system (5.1) is competitive in D [7, 21, 22, 27] if, for some diagonal matrix H = diag(ϵ 1 , ϵ 2 , ϵ 3 ), where ϵ i is either 1 or −1, H(DF (X))H has nonpositive off-diagonal elements for X ∈ D, where DF (X) is the Jacobian of Eq. (4.1). It is shown in [22] that if D is convex the flow of such a system preserves for t < 0 the partial order in R 3 defined by the orthant
Hirsch [7] and Smith [22, 27] proved that three-dimensional competitive systems that live in convex sets have the Poincare-Bendixson property [15] ; that is, any nonempty compact omega limit set that contains no equilibria must be a closed orbit. By looking at its Jacobian matrix and choosing the matrix H as
we can see that the system (1.2) is competitive in Ω, with respect to the partial order defined by the orthant
Our main results will follow from this observation and the above theorems. Proof. The system (1.2) is competitive, permanent if R 0 > 1, and the only equilibrium point E * of the system (1.2) is locally asymptotically stable if the conditions of Theorem 5.1 hold true. Furthermore, in accordance with Lemma 5.1 (where we can choose D = Ω), Theorem 5.2 would be established if we show that the system (1.2) has the property of the stability of periodic orbits. In the following, we prove it.
Let P (t) = (T (t), I(t), V (t)) be a periodic solution whose orbit Γ is contained in int(R 3 + ), suppose that its minimal period is ω > 0. The second compound equation is following periodic linear system: [2] ∂x (P (t))Z(t),
∂f ∂x is derived from the Jacobian matrix of the system (1.2) and defined as follows:
For the solution P (t), the equation
To prove that (5.3) is globally asymptotically stable, we shall use following Lyapunov function
The function (5.4) is positive, but not differentiable everywhere. Fortunately, this lack of differentiability can be remedied by using the right derivative of L(t), denoted as D + L(t). Then we have the following equalities:
Therefore,
From the last two equations of the system (1.2), we have
From (5.6)-(5.8), we obtain sup{g 1 (t), g 2 (t)} ≤ −δ 1 +İ I , where
Hence, (5.9)
since I(t) is periodic of minimal period ω. From (5.8) and (5.9), we have 
Numerical simulation
In this section, we perform some numeric simulations to demonstrate the theoretical results obtained in Section 5 by using Matlab 9.5. We present the numerical simulations to observe the dynamics of the system with a set of parameter values in Fig. 1 ). However, Fig. 2 indicates that the disease steady state E * is globally asymptotically stable although the condition (iv) of Theorem 5.2 is not satisfied. Thus, we conjecture that the unique disease steady state E * is globally asymptotically stable only if the conditions of Theorem 5.1 are satisfied.
A model for HIV infection similar to (1.2) but using a simplified "massaction" term in which the rate of infection is given by βT V has been proposed in [18, 19] . The model and the global dynamics of the model (1.2), however, have not been rigorously established in the literature. The difference in the proliferation term does change the basic reproduction number. It will change the count of CD4 + T-cell at equilibrium level, and it also changes the equilibrium level of viral load during chronic infection. In Fig. 3 and Fig. 4 , we present the different values of b and a, respectively. We can find that the smaller a (or larger b), the smaller T and the higher V .
Discussion
In this paper, we investigate a differential equation model of HIV infection of CD4 + T-cells with Crowley-Martin functional response. By stability analysis Combination of numerical simulation, we can obtain that parameter a is important to model (1.2). Although parameter b is independent with R 0 , it changes the count of CD4 + T-cell at equilibrium level, and it also changes the equilibrium level of viral load during chronic infection. Hence, parameter b is also important to model (1.2) . That is to say, model (1.2) is more reasonable than model (1.1). We can monitor the values of a and b to help us solve some disease control problems of AIDS. 
If we assume that the population dynamics of CD4
+ cells is following [25, 26, 19] :
where r is the maximum proliferation rate and T max is the T cell population density at which proliferation shuts off, the model (1.2) be modified as the following:
Furthermore, we can consider "cure rate" [25] in the dynamics of (7.1). Hence, we can present the following model: −mτ accounts for cells that are infected at time t but die before becoming productively infected τ time units later (i.e., if we assume a constant death rate m for infected but not yet virus-producing cells, the probability of surviving from time t − τ to t is just e −mτ ). From above, we can see the novelty of the model (1.2) compared to the models studied in [25] and [26] is modified the infection rate. And CrowleyMartin type of functional response is more appropriate than bilinear infection rate. The model (1.2) would be a positive role to the study of infectious diseases of AIDS.
Finally, models (7.1), (7.2) and (7.3) are more reasonable than model (1.2). And the dynamics behaviors of models (7.1), (7.2) and (7.3) are more complex than (1.2). We leave it in the future.
