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Introduction
Contexte
Depuis plusieurs décennies, les industriels ont fait de la sécurité de leurs systèmes un
axe de priorité majeur de recherche. Dans les secteurs du nucléaire et de l’aéronautique,
par exemple, il est important de connaître l’état d’usure d’une pièce (tube de générateur
de vapeur ou aile d’avion par exemple) sans l’endommager. C’est donc dans un contexte
industriel exigeant quant aux normes de sécurité des systèmes de fonctionnement critique
que le contrôle non destructif (CND) trouve son utilité. Le CND a pour objectif d’inspec-
ter l’état d’une pièce (ou d’un matériau) sans porter atteinte à son intégrité. En vue de
s’adapter au mieux à la variété de contrôle rencontré (géométrie, nature du matériau ...),
diverses techniques ont été mises au point. Parmi elles, le CND par courants de Foucault
(CF), pour l’inspection de pièces conductrices, présente une simplicité et un coût réduit
de mise en œuvre. En eﬀet, cette technique nécessite seulement l’utilisation d’une sonde
(bobine), parcourue par un courant électrique alternatif, placée au voisinage de la pièce
à inspecter. Le courant électrique génère un champ magnétique qui créé des courants
électriques dans la pièce (appelés courants de Foucault). Ces courants développent, à leur
tour, un champ magnétique qui modifie le champ magnétique total. Ce dernier est ainsi
dépendant des caractéristiques de la pièce contrôlée. Pour contrôler de manière précise et
eﬃcace une pièce, la sonde doit être bien adaptée au problème considéré. C’est pourquoi,
en CND par CF, la conception de sondes est un élément déterminant dans la mise en
place d’une procédure de contrôle. Néanmoins, la réalisation pratique d’une sonde reste
coûteuse. La simulation du CND par CF a pour objectif de réduire ces coûts en étudiant
et prédisant les phénomènes électromagnétiques intervenant dans ce processus.
La modélisation du CND par CF a pour but d’étudier l’intéraction sonde-pièce intervenant
lors du contrôle. Il s’agit en particulier de savoir reproduire, avec précision, le compor-
tement des phénomènes électromagnétiques présents lors du contrôle. Diﬀérentes familles
de méthodes de résolution ont été étudiées et sont employées à l’heure actuelle en mo-
délisation du CND par CF [44, 83, 74, 78, 101]. Basées sur des considérations théoriques
de natures diﬀérentes, elles ont naturellement des avantages et des inconvénients qui leur
sont propres [108]. Parmi elles, la méthode des éléments finis (MEF) est basée sur une
formulation variationnelle du problème. Elle s’appuie sur des maillages non-structurés et
est donc capable de s’adapter à des géométries complexes.
Le contrôle d’une pièce implique souvent de déplacer la sonde le long de celle-ci. Chaque
position de la sonde dans le domaine implique une modification de la géométrie du pro-
blème examiné. Un remaillage du domaine global d’étude est, de ce fait, nécessaire. Il est,
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donc, à considérer autant de remaillage que de positions de la sonde. A l’heure où l’accent
est mis sur les performances machine, et notamment sur la rapidité des simulations, le
remaillage systématique de l’ensemble d’un domaine d’étude apparaît comme très péna-
lisant.
Partant de ce constat, l’idée est née de décomposer le domaine d’étude en sous-domaines
dans le but de rendre des groupes de géométrie indépendants entre eux lors de la réso-
lution. Plus précisement, il s’agit de mettre en place une méthode de décomposition de
domaine qui va eﬀectuer un échange d’information réciproque, précis et stable entre les
sous-domaines. Bien entendu, l’avantage d’une telle décomposition réside également en
la possibilité d’adapter le pas de discrétisation local à chaque sous-domaine en fonction
de la géométrie qu’il contient. La motivation essentielle de cette approche réside dans le
gain en temps de calcul qui doit en découler pour atteindre une précision donnée sur un
domaine donné.
La littérature recèle un certain nombre de travaux concernant l’étude et la mise en
œuvre de techniques de décomposition de domaine en modélisation électromagnétique
[5, 46, 94, 97, 104]. La méthode des éléments finis avec joints [16, 17] est une technique de
décomposition de domaine non-conforme (i.e. dont les maillages des sous-domaines sont
non-conformes entre eux), stable et optimale. Notamment, c’est une technique bien éta-
blie pour le recollement de maillages. Néanmoins, elle implique de réaliser les transferts
d’information via une interface d’échange qui n’est pas modifiée avec le mouvement de tel
ou tel domaine. La définition de cette interface n’étant pas toujours envisageable, l’idée
d’une extension de cette méthode à des domaines avec recouvrement a, récemment, été
introduite [53, 91]. Ces travaux présentent une technique de décomposition de domaine
interessante dans le sens où un sous-domaine peut se déplacer aléatoirement dans un do-
maine global et ce par le biais d’une interface qui reste inchangée. Cependant, elle ne
considère pas d’échange réciproque d’information entre domaines. C’est précisement avec
l’objectif de mettre en place un échange réciproque d’information entre domaines, où l’in-
terface d’échange n’est pas systématiquement invariante, que les travaux de ce mémoire
trouvent leur motivation.
Démarche
L’objet de cette thèse est, partant de [53, 91], de développer une méthode de décom-
position de domaine avec recouvrement réalisant des échanges réciproques d’information
entre domaines. Ces travaux se placent dans le cadre d’une modélisation des équations
de Maxwell en magnétodynamique pour laquelle les inconnues sont de nature scalaires
ou vectorielles. En particulier, cela signifie que la méthode doit être développée pour les
deux types d’inconnues envisagées. Ce mémoire se décompose en 5 parties dont le détail
est donné par la suite.
La première partie présentera les phénomènes physiques associés à l’électromagnétisme.
En particulier, les équations de Maxwell seront décrites et les principales formulations
qui en découlent seront exprimées. Les outils mathématiques intervenant dans le cadre
d’une simualtion magnétodynamique seront rappelés. Enfin, une résolution par la MEF en
espace et un schéma d’Euler implicite en temps sera détaillée, le système linéaire sera éga-
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lement défini. Les performances de la simulation seront montrées sur des cas test simples.
Dans la deuxième partie, une description et une comparaison des méthodes de décomposi-
tion de domaine couramment rencontrées dans le domaine de la simulation électromagné-
tique seront eﬀectuées. Cette étude permettra de justifier les choix quant à une méthode
de décomposition de domaine avec recouvrement basée sur la méthode des éléments finis
avec joints.
Dans une troisième partie, il s’agira de poser le cadre théorique de la méthode développée
pour une formulation de notre problème que l’on aura défini. Pour ce faire, une décompo-
sition de domaine sera appliquée au problème considéré. Les formulations forte et faible
seront décrites et les opérateurs de couplage seront exprimés. Des estimations d’erreur
seront également données.
La quatrième partie traitera de la mise en œuvre numérique, et notamment de la forme
matricielle associée au problème étudié dans la partie précédente. La précision et l’ordre
de convergence en maillage seront également évalués. Cet aspect du travail sera fondé sur
une approche d’expérimentation numérique, dans le cadre de cas test simples bidimen-
sionnels pour lesquels une solution analytique est connue.
Dans une dernière partie, la précision et la flexibilité de la méthode seront illustrées sur
des cas de modélisation du CND par CF. En particulier, il s’agira de retrouver des compor-
tements connus d’une sonde à CF. Enfin, les performances de la MEM avec recouvrement
seront comparées aux performances d’une résolution par la MEF sans décomposition de
domaine.
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Chapitre 1
Méthode des éléments finis appliquée à
l’électromagnétisme
Ce premier chapitre présente à la fois le modèle physique étudié mais aussi les diﬀé-
rents outils topologiques et numériques intervenant dans le cadre de son étude. Dans
un premier temps, les équations de Maxwell ainsi que les lois de comportements as-
sociées sont présentées. Par la suite, les espaces topologiques nécessaires à leur étude
sont définis. Dans un dernier temps, la méthode des éléments finis est établie en
terme d’approche théorique et numérique pour un cas d’équations généralistes et des
résultats de précision en maillage sont présentés.
1.1 Modélisation des phénomènes électromagnétiques
1.1.1 Equations de Maxwell
Régime dynamique
La modélisation des phénomènes électromagnétiques, en milieux conducteurs ou non,
est basée sur la résolution des équations de Maxwell. Ces dernières rendent, notamment,
compte des liens entre phénomènes électriques et phénomènes magnétiques. L’expression
de ces équations en domaine temporel s’écrit comme :
rot H = J+ @tD; (théorème d’Ampère-Maxwell) (1.1)
rot E =   @tB; (loi de Faraday) (1.2)
div B = 0; (loi de conservation du flux magnétique) (1.3)
div D = ; (théorème de Gauss) (1.4)
dans lesquelles H représente le champ magnétique (A=m), E le champ électrique (V=m),
B l’induction magnétique (T), D l’induction électrique (C=m2), J la densité de courant
(A=m2) et enfin  la densité volumique de charges (C=m3).
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Régime magnétodynamique
Pour des configurations où la taille du domaine géométrique est très petite devant
la longueur d’onde du champ électrique et où les champs de déplacement sont négligés,
l’équation (1.1) devient alors :
rot H = J (1.5)
Cette nouvelle formulation du théorème d’Ampère-Maxwell admet une équation supplé-
mentaire, relative à la conservation de densité de courant J, exprimée par :
div J = 0 (1.6)
Désormais l’ensemble des équations (1.2)-(1.3)-(1.5)-(1.6) régit un problème dit magné-
todynamique des équations de Maxwell (appelé aussi problème quasi-statique).
Régime harmonique
Dans le cas de problèmes où le courant d’excitation est sinusoïdal de pulsation ! 6= 0,
la dérivée en temps est équivalente, dans le domaine complexe, au produit par i! ce qui
donne E(x; t) = jE(x)j exp(i!t) et H(x; t) = jH(x)j exp(i!t). L’équation (1.2) devient
alors dans le domaine complexe :
rot E =  i!B (1.7)
De ce fait, l’ensemble des équations de Maxwell en régime harmonique est défini par les
équations (1.3)-(1.5)-(1.6)-(1.7). Si ! = 0, le problème global est ramené à un problème
magnétostatique dépendant uniquement de (1.5) et (1.3).
1.1.2 Lois de comportement
Soit la décomposition du courant de conduction J suivante :
J = J0 + Ji (1.8)
avec J0 la densité de courant source dans un inducteur (une bobine par exemple) et Ji la
densité de courant induite dans le milieu conducteur.
Afin de tenir compte, des caractéristiques des matériaux rencontrés lors des modélisa-
tions magnétodynamiques. Il convient de définir des relations constitutives, dites lois de
comportement définies, pour un matériau linéaire et isotrope, par :
B = H; (1.9)
Ji = E; (1.10)
où  est la perméabilité magnétique (Hm 1) et  la conductivité électrique (
 1m 1). De
manière plus précise on a :
 = 0r
où 0 désigne la perméabilité du vide, alors que r est la perméabilité relative du milieu
considéré. Dans le cas d’un matériau isolant, on a  = 0. La résolution d’un problème en
régime quasi-statique fait uniquement appel aux relations (1.9) et (1.10).
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1.1.3 Conditions de transmission
Soient deux milieux distincts (
i)i=1;2 admettant deux systèmes propres d’équations
de Maxwell régis par les champs (Hi;Bi;Ei;Di)i=1;2. On note   la surface continue qui
sépare ces deux milieux. Il y a donc nécessité de savoir comment réagissent les champs
lors du passage d’un milieu à un autre.
Pour ce faire, les conditions de transmission des champs à l’interface   sont données par
les équations suivantes :
n (H1  H2) = Js; (1.11)
n  (B1  B2) = 0; (1.12)
n (E1   E2) = 0; (1.13)
n  (J1   J2) = 0 (1.14)
où Js est la densité surfacique de courant. Ces relations traduisent la continuité des
composantes tangentielles de E et normales de B et J à l’interface  . La composante
tangentielle de H n’est continue que si la surface de séparation ne possède pas de densité
surfacique de courant.
1.1.4 Conditions aux limites
On se place dans le cadre d’une modélisation des équations de Maxwell avec un do-
maine d’étude 
 considéré borné. Afin d’avoir l’unicité de la solution, des conditions aux
limites de type Dirichlet homogènes peuvent être imposées sur les champs électrique et
magnétique. Pour ce faire, la frontière   = @
 est divisée en deux parties distinctes
(  =  E [ H et  E \ H = ;) :  E où est imposée la condition sur le champ électrique et
 H où est imposée celle sur le champ magnétique. Le choix de ces deux frontières varient
avec la configuration du problème. Elles s’expriment comme :
n E = 0 sur  E (1.15)
nH = 0 sur  H (1.16)
1.1.5 Formulations
Il est nécessaire de réécrire les équations de Maxwell afin de pouvoir appliquer une
méthode de résolution. Dans le cadre de ces travaux, l’objectif est de se rapporter à des
équations diﬀérentielles telles que des formulations faibles puissent en être déduites.
Parmi ces formulations, on en retient deux types : la première, qui est aussi la plus
intuitive, tend à déterminer des formulations dites “en champ”, la seconde, quant à elle,
consiste en l’introduction d’outils mathématiques appelés potentiels.
Les formulations en champ se proposent d’exprimer les équations de Maxwell en fonction
soit du champ magnétique H soit du champ électrique E. Ce choix de formulation peut,
néanmoins, entraîner des diﬃcultés lors de la prise en compte de discontinuités entre
diverses régions. De plus, lors de la résolution numérique du problème en champs, la
convergence peut s’avérer être délicate.
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Les formulations en potentiels reposent sur l’introduction de potentiels scalaires et/ou
vectoriels qui réduisent les problématiques à la fois d’ordre théorique et numérique. Cette
section présente les formulations en champs et potentiels les plus couramment rencontrées
dans le domaine de la modélisation électromagnétique et utilisées durant ce travail de
thèse. Désormais, on se place sous l’hypothèse d’un régime quasi-statique.
Formulation en champ magnétique
Les équations de la magnétoynamique (1.2)-(1.6) peuvent s’écrire sous forme d’une
formulation unique. Un choix possible est d’envisager le champ magnétique H comme
inconnue principale du problème.
A partir des lois de comportement (1.9) et (1.10) ainsi que de (1.2) on trouve l’équation :
@t (H) + rot
 
 1rot H

= 0 (1.17)
Cette formulation accompagnée de conditions aux limites admet une unique solution.
Dans les milieux non conducteur ( = 0), le problème peut se ramener à la résolution des
équations (1.3) et (1.5).
Formulation en champ électrique
Une seconde formulation en champ envisageable est celle dépendant uniquement du
champ électrique E. Celle-ci est obtenue, dans un milieu conducteur, à partir des lois de
comportement (1.9) et (1.10) ainsi que des équations (1.2)-(1.5), donnant :
@t (E) + rot
 
 1rot E

= 0 (1.18)
Cette formulation combinée à des conditions aux limites admet une unique solution.
Néanmoins dans le cas où  = 0, l’équation ne détermine le champ électrique qu’à un
gradient près ce qui n’assure pas l’unicité de la solution. Par conséquent, on a recours à
l’utilisation d’une jauge assurant l’unicité de la solution.
Introduction des potentiels
Il existe des outils mathématiques appelés potentiels permettant de calculer les champs
électromagnétiques mis en jeu [25, 23]. Ils ont pour objectif principal une meilleure prise
en compte des discontinuités lors de la résolution numérique des équations. En eﬀet, le
problème est, de ce fait, réécrit avec des variables de continuité accrue dont sont dérivés les
champs. L’introdution de potentiels scalaire et vectoriel repose sur le Lemme de Poincaré
que l’on se propose de rappeler :
Lemme de Poincaré. Soient les champs vecteurs réguliers E et B sur un domaine 

contractile 1. Si les hypothèses suivantes sont vérifiées :
rot E = 0 div B = 0 (1.19)
1. Un domaine 
  R3 est dit contractile lorsque il est simplement connexe à frontière connexe.
L’adjectif connexe signifie fait d’un seul morceau et simplement connexe que tout circuit est réductible à
un point par déformation continue dans 
 [29].
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alors un potentiel scalaire  et un potentiel vecteur A peuvent être introduits tels que :
E = grad  B = rot A (1.20)
Formulation en potentiels combinés T  
Par les équations (1.6) et (1.8) on introduit, dans le milieu conducteur, le potentiel
vecteur électrique T 2 R3 et dans l’inducteur T0 2 R3 tels que :
Ji = rot T et J0 = rot T0 (1.21)
En introduisant ces expressions dans (1.5), on trouve que rot(H   T   T0) = 0. Le
potentiel scalaire magnétique  2 R est, alors, donné tel que :
H = T+T0   grad  (1.22)
On obtient le système d’équations en potentiels combinés T   exprimé comme :
rot
 
 1rot T

+  @t (T  grad ) = 0 dans 
C ; (1.23)
div ( (T+T0   grad )) = 0 dans 
 (1.24)
où 
 désigne le domaine global d’étude et 
C le milieu conducteur. La continuité de la
composante tangentielle deH est maintenue dans le cas où  et la composante tangentielle
de T et T0 sont continus. Par ailleurs, la continuité de la composante normale de B (1.12)
est vérifée par (1.24). De plus, (1.23) vérifie la continuité de la composante tangentielle
de E.
Des conditions aux limites bien choisies ainsi qu’une condition de jauge sur T permettent
d’assurer l’unicité de la solution.
Formulation en potentiel scalaire magnétique 
On se place désormais dans un domaine non conducteur (supposé libre de tout courant
induit Ji = 0). Une densité de courant source est néanmoins considérée telle que J est
réduit à J0. De l’équation (1.6), un potentiel vecteur électrique T0 2 R3, propre à la
source, est défini comme :
J0 = rot T0 (1.25)
En injectant (1.25) dans (1.5), on a la relation rot(H T0) = 0 qui permet d’introduire
le potentiel scalaire magnétique  2 R tel que :
H = T0   grad  (1.26)
La fomulation en potentiel scalaire magnétique est obtenue à partir de (1.3),(1.9) et (1.26)
et s’exprime comme :
div(grad ) = div (T0) (1.27)
Notons que la continuité de la composante tangentielle du champ magnétique H est
assurée sous la condition que le potentiel scalaire  et la composante tangentielle de T0
soient continus. La condition de continuité de la composante normale de B est vérifiée
dans (1.27). En imposant les conditions aux bords relatives à la composante normale de
B, le problème ci-dessus admet une unique solution.
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Formulation en potentiels combinés A   
En se placant dans un domaine contractile, une formulation en potentiel vecteur ma-
gnétique A et potentiel scalaire électrique v est considérée ci-après. Par l’équation (1.3),
on choisit d’introduire le potentiel vecteur magnétique A 2 R3 comme :
B = rot A et E =   @t (A  grad v) (1.28)
En remplacant B dans (1.2), on obtient rot (E+ @tA) = 0 et ainsi on en déduit, dans le
milieu conducteur, une primitive  2 R du potentiel scalaire électrique telle que :
E =   @tA  grad  (1.29)
Finalement, on obtient le système d’équations en formulation en potentiels combinésA  
qui s’écrit :
rot
 
 1rot A
   (@tA+ grad  ) = J0 dans 
; (1.30)
div ( (@tA+ grad  )) = 0 dans 
C : (1.31)
La continuité associée à la normale du champ B (1.12) est maintenue sous réserve que la
composante tangentielle de A soit continue. Par ailleurs, la continuité de la composante
tangentielle de H et de la composante normale de J sont vérifiées par (1.30) et (1.31).
Le potentiel vecteur A est défini à un gradient près et  à une constante près par le
Lemme de Poincaré. Des conditions aux limites bien choisies ne suﬃsent donc pas à
assurer l’unicité de la solution. Dans ce cas, choix peut être fait d’imposer une condition
de jauge sur A [21, 82].
Formulation en potentiel vecteur magnétique modifié A
Par la relation (1.3), on définit un potentiel vecteur magnétique dit modifié [81, 67],
noté A, qui donne :
B = rot A et E =   @tA (1.32)
La loi de Faraday (1.2) est implicitement vérifiée dans cette relation. Le potentiel A
peut-être considéré comme une primitive temporelle du champ électrique E. En portant
les lois de comportement (1.9) et (1.10) et la relation (1.32) dans l’expression (1.5), on
obtient la formulation A qui s’écrit :
@t (A) + rot
 
 1rot A

= J0 (1.33)
Par ailleurs, en prenant la divergence de (1.33) il vient @t div A = 0, ce qui constitue
une condition de jauge implicite pour la formulation considérée :
div A = 0 (1.34)
Néanmoins, cette condition de jauge est valable uniquement pour des régions conductrices
sous la condition que A = 0 en t = 0. Dans les régions isolantes, si une jauge est utilisée,
elle doit être définie explicitement.
La condition (1.34) donne la continuité de A:n, ce qui entraîne que la composante
normale de A est discontinue à l’interface entre de deux matériaux de conductivités
diﬀérentes. Enfin, la continuité de la composante normale de B est vérifiée par (1.32).
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1.1.6 Espaces fonctionnels et opérateurs diﬀérentiels
La théorie des équations de Maxwell est construite autour des espaces de Sobolev sca-
laires et vectoriels. Cette partie propose de rappeler les diﬀérents espaces mis en jeu ainsi
que les opérateurs diﬀérentiels intervenant dans le cadre de notre étude. Des propriétés
entre ces diﬀérents espaces seront également mises en évidence.
Espaces fonctionnels
Soient les fonctions u; v : 
 ! R et u;v : 
 ! Rp où 
 est un espace connexe à
frontière connexe et régulière telle que 
  Rp et p 2 f2; 3g. L’espace des fonctions de R
mesurables, de carré intégrable sur 
, noté L2(
), est défini par le produit scalaire :
(u; v)0;
 =
Z


uv d
 u; v 2 L2(
): (1.35)
La norme de cet espace est définie comme jjujj0;
 = (u; u)1=20;
.
L’analogue à l’espace L2 dans le cadre des fonctions vectorielles est noté L2(
) et est
déterminé par le produit scalaire suivant :
(u;v)0;
 =
Z


u  v d
 u;v 2 L2(
); (1.36)
où la norme associée est jjujj0;
 = (u;u)1=20;
.
Comme indiqué dans les relations (1.1)-(1.4), les opérateurs diﬀérentiels intervenant
dans l’étude des équations de Maxwell sont le rotationnel, la divergence ainsi que l’opé-
rateur gradient. Les espaces de définition qui décrivent ces opérateurs sont donnés par la
suite :
H (rot;
) = fu 2 L2(
); rot u 2 L2(
)g (1.37)
définit par le produit scalaire (u;v)rot;
 = (u;v)0;
+(rot u; rot v)0;
 et la norme associée
jjujjrot;
 = (u;u)1=2rot;

H (div;
) = fu 2 L2(
); div u 2 L2(
)g (1.38)
avec le produit scalaire (u;v)div;
 = (u;v)0;
 + (div u; div v)0;
 et la norme jjujjdiv;
 =
(u;u)
1=2
div;
.
H (grad;
) = fu 2 L2(
);grad u 2 L2(
)g = H1 (
) (1.39)
avec le produit scalaire (u; v)1;
 = (u; v)0;
 + (grad u;grad v)0;
 et la norme jjujj1;
 =
(u; u)
1=2
1;
. On considère également l’espace H
2(
) tel que :
H2 (
) = fu 2 H1(
); D2u 2 L2(
)g (1.40)
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où D2u est la dérivée spatiale d’ordre 2 de u. Cet espace est décrit par le produit scalaire
(u; v)2;
 = (u; v)1;
 + (D
2u;D2v)0;
 et la norme jjujj2;
 = (u; u)1=22;
.
Pour rappel, le théorème de Green usuellement rencontré est défini dans l’espace H1 (
)
tel que : Z


u v =  
Z


grad u  grad v +
Z
@

@nu v; (1.41)
où @nu représente la dérivée normale de u. Il est généralisable aux espaces H (rot;
) et
H (div;
) tel que : Z


u  rot v =
Z


rot u  v +
Z
@

(u n)  v; (1.42)Z


u  grad v =  
Z


div u  v +
Z
@

(u  n)v; (1.43)
où (u  n) et (u  n) sont, respectivement,les composantes tangentielle et normale de u
sur @
. Dans la théorie des formulations variationnelles, le théorème de Green est un outil
couramment utilisé permettant de définir la formulation faible d’un problème.
Supposons que le domaine 
 soit contractile (supposé sans trous et sans boucle). Les
espaces topologiques précédents définissent les égalités suivantes :
Im
 
grad
 
H1 (
)

= Ker (rot (H (rot;
))) ; (1.44)
Im (rot (H (rot;
))) = Ker (div (H (div;
))) ; (1.45)
où Ker (F ( )) et Im (F ( )) désignent, respectivement, le noyau et l’image de l’opérateur
F . Dans le cas où 
 n’est pas contractile, les égalités deviennent des inclusions :
Im
 
grad
 
H1 (
)
  Ker (rot (H (rot;
))) ; (1.46)
Im (rot (H (rot;
)))  Ker (div (H (div;
))) : (1.47)
Diagramme de Tonti
On pose les espaces suivants :
E0D (
) = fu 2 H1 (
) : u D = 0g;
E1D (
) = fu 2 H (rot;
) : u nj D = 0g;
E2D (
) = fu 2 H (div;
) : u  nj D = 0g;
E3D (
) = div E
2
D;
où D 2 fE;Hg. La Figure 1.1 illustre un diagramme, appelé diagramme de Tonti [103],
à quatre niveaux et deux colonnes représentatif de la structure mathématique formée par
les espaces E0D (
), E1D (
), E2D (
) et E3D (
). A chaque niveau est associé un espace et
à chacune des colonnes un système d’équations. Le passage d’un espace à un autre sur
chaque colonne est réalisé via un opérateur diﬀérentiel spatial de premier ordre (gradient,
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div
rot
-grad div
rot
-grad
E3H (
)
E2H (
)
E1H (
)
E0H (
)
E0E (
)
E1E (
)
E2E (
)
E3E (
)



Figure 1.1 – Diagramme de Tonti
rotationnel ou divergence). Les espaces d’un même niveau sont, quant à eux, reliés par la
tranformation de Hodge ().
Il est possible d’appliquer ce raisonnement pour une généralisation des problèmes de l’élec-
tromagnétisme et plus particulièrement des courants induits. Pour ce faire, la dérivation
temporelle est désormais prise en compte ce qui fait apparaître une troisième dimension
dans le diagramme, voir Figure 1.2.
-@t
grad
rot
div
@t
grad
rot
div 0
H;T
J
E
B (1.9)
(1.10)

 
A
Figure 1.2 – Diagramme de Tonti pour la magnétodynamique
Ce dernier réprésente les liaisons reliant champs, espaces et lois de la modélisation de
problèmes électromagnétiques. La partie gauche du diagramme correspond aux lois de
Faraday et de conservation de flux. La partie de droite, duale de la partie gauche, corres-
pond aux lois d’Ampère et de Gauss.
1.1.7 Complexes de Whitney
La modélisation des phénomènes électromagnétiques peut faire appel à des méthodes
numériques qui nécessitent une discrétisation (appelée maillage) du domaine d’étude. La
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découpe du domaine en un nombre d’élements limités (tétraèdres, hexaèdres, triangles,
...) exige de faire appel à des fonctions, ou des champs de vecteurs, définis sur les entités
du maillage (nœuds, arêtes, facettes ou encore volumes).
Les élements de Whitney (où encore appelés première famille des élements de Nédélec)
apparaissent aux alentours de 1952 avec les contributions de Nédélec et Whitney [22, 66].
Ces derniers ont l’idée de définir des fonctions polynomiales du premier ordre sur les
diﬀérentes entités du maillage. D’une part ces fonctions s’adaptent aux divers potentiels
rencontrés, et d’autre part elles vérifient aisément les conditions de continuités mises en
jeu.
La partie qui suit présente les complexes de Whitney les plus couramment rencontrés dans
le cadre de la résolution des équations de Maxwell.
On choisit de définir les ensembles d’entités du maillage : N pour les nœuds, A pour
les arêtes, F pour les facettes et enfin V pour les volumes.
Eléments de Whitney d’ordre 0
Soit i(x) la fonction des coordonnées barycentriques du j-ème nœud xj relative au
i-ème nœud de la discrétisation de 
 :
i(xj) =

0 si i 6= j
1 si i = j (1.48)
Cette fonction représente la fonction de base wi associée au i-ème nœud de l’espace fonc-
tionnel des élements finis nodaux. L’ensemble des fonctions de cet espace définit les éle-
ments de Whitney d’ordre 0, est noté W 0, et possède la caractéristique d’être un sous-
ensemble fini tel que :
W 0  H1(
):
Il est alors possible d’approximer une fonction u : 
  Rp ! R sur la base de cet espace
telle que son interpolation est donnée par l’expression suivante :
u(x) =
dim(N )X
i=1
wi(x)ui; (1.49)
avec les ui comme degrés de liberté de u aux nœuds du maillage.
Eléments de Whitney d’ordre 1
Soit l’arête a = (i; j) orientée du nœud xi au nœud xj. La fonction de Whitney de
l’arête a au point x est un champ de vecteurs déterminé par une combinaison des fonctions
de Withney à l’ordre 0 (i(x) et j(x)) des nœuds de a :
wa(x) = i(x)grad j(x)  j(x)grad i(x): (1.50)
L’ensemble formé par les élements de Whitney d’ordre 1, est notéW 1, et vérifie l’inclusion :
W 1  H(rot;
):
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La décomposition d’une fonction u dans la base de W 1 est donnée par :
u(x) =
dim(A)X
a=1
wa(x)ua; (1.51)
où les degrés de liberté ua sont les circulations de u le long des arêtes telles que :Z
a0
wada
0 =

0 si a 6= a0
1 si a = a0 (1.52)
Eléments de Whitney d’ordre 2
Considérons la facette orientée triangulaire f = fi; j; kg à laquelle est associée le champ
de vecteurs wf au point x :
wf (x) = 2(i(x)grad j(x) grad k(x)
+ j(x)grad k(x) grad i(x) + k(x)grad i(x) grad j(x)): (1.53)
L’espace de dimension fini engendré par les fonctions (wf )f2F forment l’ensemble des
éléments de Whitney d’ordre 2, noté W 2, et caractérisé par :
W 2  H(div;
):
L’approximation d’une fonction u sur la base de W 2 s’écrit comme :
u(x) =
dim(F)X
f=1
wf (x)uf ; (1.54)
où les coeﬃcients (degrés de liberté) uf sont les flux de u à travers les facettes f .
Eléments de Whitney d’ordre 3
Soit le volume orienté v = fi; j; k; lg de mesure jvj. En considérant à chaque nœud
du volume l’élément de Whitney d’ordre 0 lui correspondant, on a la fonction associée au
volume :
wv(x) = 6
 
i(x)grad j(x) grad k(x):grad l(x) +
j(x)grad k(x) grad l(x):grad i(x) +
k(x)grad l(x) grad i(x):grad j(x) +
l(x)grad i(x) grad j(x):grad k(x)

= jvj 1; (1.55)
L’ensemble des fonctions définies sur les volumes forment l’espace des élements de Whitney
à l’ordre 3, noté W 3, et possède la caractéristique :
W 3  L2(
):
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L’approximation de la fonction u dans l’espace des élements de Whitney d’ordre 3 est
donnée par l’expression suivante :
u(x) =
dim(V)X
v=1
wv(x)uv; (1.56)
avec la charge contenue dans l’élement v notée uv =
R
v
u dv.
Propriétés des éléments de Whitney
Bossavit [24] a mis en évidence l’existence de propriétés remarquables entre les espaces
de Whitney définis précédemment. Parmis celles-ci, une propriété liant les espaces entre
eux par des inclusions est mise en avant :
grad(W 0)  W 1; rot(W 1)  W 2; div(W 2)  W 3: (1.57)
L’intérêt principal de cette propriété est d’introduire la notion d’incidence entre éléments
d’espaces de Whitney diﬀérents et plus particulièrement de matrices d’incidence.
On appelle matrices d’incidence, les matrices qui permettent de calculer le gradient d’une
fonction deW 0, le rotationnel d’une fonction deW 1 ainsi que la divergence d’une fonction
de W 2. Ces dernières sont la conséquence directe des inclusions présentées précédemment
(1.57) et s’écrivent :
dim(A)X
a=1
i(n; a)wa = grad wn; (1.58)
dim(F)X
f=1
i(a; f)wf = rot wa; (1.59)
dim(V)X
v=1
i(f; v)wv = div wf ; (1.60)
où n, m, k et l sont des nœuds qui définissent une arête a, une facette f et un volume v
tels que :
i (n; a) =
8<:
1 si a = fm;ng
 1 si a = fn;mg
0 si n =2 a
i (a = fm;ng; f) =
8<:
1 si f = fm;n; kg ou f = fk;m; ng ou f = fn; k;mg
 1 si f = fn;m; kg ou f = fk; n;mg ou f = fm; k; ng
0 si a =2 f
i (f = fm;n; kg; v) =
 1 si f 2 v; le signe dépend de l’orientation de f dans v
0 si f =2 v
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En particulier, prenons l’exemple H = grad  avec le potentiel scalaire  2 W 0 alors on
a :
H = grad  
dim(N )X
n=1
n grad wn(x) 
dim(N )X
n=1
n
dim(A)X
a=1
i(n; a)wa

dim(A)X
a=1
0@dim(N )X
n=1
i(n; a)n
1Awa
Dans ce cas, le champ H est de la forme (1.51) avec les degrés de liberté aux arêtes :
ua =
dim(N )X
n=1
i(n; a)n 8a 2 A
Précisement, le degré de liberté associé à l’arête a = fn;mg est évalué à partir de la
diﬀérence des valeurs nodales correspondant à chacun des nœuds (ua = m   n). Il en
vient la relation matricielle reliant le vecteur des circulations relative aux arêtes h, au
vecteur des degrés de liberté nodaux  :
h = G
La matrice G est alors considérée comme l’équivalent discret du gradient.
En suivant le même raisonnement, il est possible de déterminer les équivalents discrets R
du rotationnel et D de la divergence [47] comme j = Rh et q = Dj, où les vecteurs j et q
représentent les vecteurs des degrés de liberté de J sur les facettes et de Q sur les volumes
relativement aux formules :
J = rot H 
dim(F)X
f=1
0@dim(A)X
a=1
i(a; f)ua
1Awf
Q = div J 
dim(V)X
v=1
0@dim(F)X
f=1
i(f; v)bf
1Awv
1.2 Approximation numérique en espace - méthode des
éléments finis
La méthode des éléments finis (MEF) est une méthode d’approximation basée sur une
formulation variationnelle du problème considéré. La discrétisation du domaine d’étude
en mailles tend à choisir un espace d’approximation comme étant un espace de fonctions
polynomiales par morceaux. Cet espace est alors de dimension finie. La littérature, quant
à l’étude théorique de la méthode des élements finis, se trouve être très variée [6, 8, 34].
Dans celle-ci on peut citer les ouvrages de Dhatt et Touzot [43] ou encore de Brenner [28]
traitant à la fois de la théorie et de la mise en œuvre de cette méthode.
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Le concept de formulation variationnelle a été introduit par Courant [39]. Par la suite,
la MEF a été développée théoriquement par de nombreux travaux, citons notamment
ceux de Strang et Fixe [36, 100]. La notion même d’élements finis apparaît en 1960 avec
Clough [37]. Cette contribution pose les principaux jalons de la méthode numérique.
C’est en mécanique des structures que l’on trouve les premières applications de la MEF
[105]. La méthode a ensuite été largement diﬀusée dans la communauté industrielle grâce
notamment à la contribution de Zienkiewicz [109]. Désormais, la méthode des élements
finis fait oﬃce de méthode numérique de référence tant dans le domaine théorique que
dans le domaine industriel.
Les élements finis sont également couramment utilisés pour la modélisation de phénomènes
électromagnétiques [80, 98]
Dans le cas de modélisations en domaine temporel, la MEF peut être associée à des
schémas en temps [60].
1.2.1 Formulations
Afin de présenter la méthode des éléments finis, un problème simple de diﬀusion dans
un domaine borné 
 de Rp avec p 2 f2; 3g est défini tel que :
 @t u+  rot(rot u) = 0 dans 
 (1.61)
C:L: sur   = @
 (1.62)
u(t = 0) = u0 dans 
 (1.63)
où u 2 Rp avec p 2 f2; 3g,  2 R,  2 R et C:L sont les conditions aux limites.
Il est à noter que ce problème est considéré générique dans le sens où u n’est pas attribué
comme un champ ou potentiel précisé.
La formulation de ce problème est donnée lorsqu’une fonction test v 2 V est introduite
dans (1.61) et en intégrant l’ensemble sur 
 tel que :
8v 2 V;
Z


( @t u+  rot(rot u))  v d
 = 0 (1.64)
et où V est un espace contenu dans H (rot;
).
En appliquant la formule (1.42), on obtient la formulation variationnelle suivante :
trouver u 2 V tel que :
8v 2 V; 
Z


@t u  v d
+ 
Z


rot u  rot v d
+ 
Z
 
(rot u n)  v d = 0 (1.65)
On considère une discrétisation Th du domaine d’étude 
, en éléments triangulaires, où h
décrit le pas de raﬃnement du maillage tel que :
h = maxTk2Thdiam(Tk) (1.66)
avec Tk le k-ième élement du maillage et diam(Tk) son diamètre Euclidien.
Le problème (1.65) peut, désormais, s’écrire de manière discrète telle que : trouver uh 2 Vh
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tel que :
8vh 2 Vh; 
Z


@t uh  vh d
+ 
Z


rot uh  rot vh d
+ 
Z
 
(rot uh  n)  vh d = 0
(1.67)
où Vh est un sous-espace de dimension finie de V sur Th.
1.2.2 Mise en œuvre
Système matriciel
On choisit de présenter une résolution sur les arêtes 2 du maillage i.e que les inconnues
du problème correspondent aux circulations le long des arêtes du maillage. Pour ce faire,
les fonctions de forme sont définies par les éléments de Whitney d’ordre 1 présentés dans
1.1.7. La solution approchée uh s’exprime sous la forme d’une combinaison des éléments
de base telle que :
uh(x) =
dim(A)X
a=1
wa(x)ua (1.68)
où les degrés de liberté ua sont les circulations de uh le long des arêtes de Th. En remplacant
uh par (1.68) dans (1.67) et en choisissant comme fonction test vh une fonction de base,
on obtient l’expression :
8vh 2 Vh; 
Z


@t
0@dim(A)X
a=1
wa(x)ua
1A wa0 d
+ (1.69)

Z


rot
0@dim(A)X
a=1
wa(x)ua
1A  rot wa0 d
+ Z
 
(rot
0@dim(A)X
a=1
wa(x)ua
1An) wa0 d = 0
(1.70)
On se ramène à la résolution d’un système d’équations diﬀérentielles ordinaires, qui s’écrit
vectoriellement sous la forme :
M
@U
@t
+KU = 0 (1.71)
où U est le vecteur des inconnues du problème. Les matrices M et K sont carrées de
dimensions dim(A) dim(A) et sont définies par :
M(a; a0) = 
Z


wa wa0 d
 (1.72)
K(a; a0) = 
Z


rot wa  rot wa0 d
 + 
Z
 
(rot wa  n) wa0 d (1.73)
Usuellement, la matrice M est appelée matrice de masse et K matrice de rigidité du
système.
2. On se place dans le cas particulier d’une résolution sur les arêtes du maillage. Le principe de la
résolution reste le même pour des inconnues nodales, de facettes ou de volumes
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Approximation numérique en temps
Dans le but d’étudier des phénomènes électromagnétiques évoluant en temps (en de-
hors du régime harmonique), on formule une approximation de la solution dans le domaine
temporel [0; T ] avec T > 0 le temps final. Par l’expression (1.71), on exprime la dérivée
en temps de la solution U comme une fonction linéaire de U :
@U
@t
= L(U) (1.74)
avec L(U) =  M 1KU.
Soient N 2 N et le pas de temps t = T=N (où 0  t  T ). La solution approchée au
temps tn = nt où n 2 f0; :::; Ng est notée Un.
Dans le cadre de ces travaux, le schéma du premier ordre Euler implicite est choisit, ce
qui signifie que la solution au temps tn+1 est obtenue à partir de la solution au temps tn :
Un+1 = Un +tL(Un+1) (1.75)
L’utilisation d’une méthode implicite en temps présente l’avantage de ne pas imposer de
condition restrictive quant aux choix des pas d’espace et de temps. En revanche, le coût
relatif à l’inversion de la matrice peut s’avérer contraignant.
1.2.3 Validations
On souhaite désormais évaluer le comportement numérique de la MEF pour des cas
test simples, faciles à implémenter et où une solution analytique est connue explicitement.
L’intérêt, ici, est de regarder les erreurs commises sur diﬀérents pas de maillage ainsi que
l’ordre de convergence de la méthode en fonction de ce même pas. La convergence en
maillage permet, ainsi, de tester la précision des méthodes numériques en évaluant numé-
riquement un ordre de précision.
La MEF est examinée pour des cas d’inconnues scalaires et vectorielles. L’erreur, entre
solutions approchée U et la projection de la solution analytique Uana sur l’espace de dis-
crétisation, est déterminée en norme L2 et semi-norme H1 pour des inconnues scalaires
et en norme L2 et semi-norme H(rot) pour des inconnues vectorielles. Leurs expressions
sont rappelées par la suite :
Erreurs pour des degrés de liberté nodaux :
jjU  Uanajj2L2 = (U  Uana)TM (U  Uana) (1.76)
jU  Uanaj2H1 = (U  Uana)TR (U  Uana) (1.77)
avec U et Uana les vecteurs des solutions numérique et exacte aux nœuds du maillage, et
les matrices M et R :
M(i; j) =
Z


wiwj d
; R(i; j) =
Z


grad wi  grad wj d
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Erreurs pour des degrés de liberté d’arête :
jjU Uanajj2L2 = (U Uana)TM (U Uana) (1.78)
jU Uanaj2H(rot) = (U Uana)TR (U Uana) (1.79)
où U et Uana sont les circulations des solutions numérique et exacte sur la base des
élements de Whitney correspondant. Les matrices M et R sont, quant à elles, calculées
comme suit :
M(i; j) =
Z


wi wj d
; R(i; j) =
Z


rot wi  rot wj d

La norme L2 donne une évaluation du comportement moyen de l’erreur et la norme H1, ou
H(rot), du comportement moyen du gradient de l’erreur (ou sur le rotationnel) commise
par la solution approchée.
Afin d’évaluer la convergence en maillage de la méthode, on suppose deux maillages non
structurés. Le premier est défini par le pas en espace h1 et le second par h2 sous la
condition h1 6= h2. Par la théorie de la MEF, il existe une approximation de l’erreur, en
norme X 2 fL2; H1g, sur chacun des maillages telle que :
kuh1   uanakX = c hk1 et kuh2   uanakX = c hk2 (1.80)
où k est l’ordre supposé de la méthode et c une constante dépendant de la solution mais
pas du pas d’espace. Il vient l’égalité suivante :
kuh1   uanakX
kuh2   uanakX
=

h1
h2
k
(1.81)
Finalement, l’ordre de convergence entre deux maillages de raﬃnement diﬀérent est dé-
terminé par la formule :
k =
ln
kuh1 uanakX
kuh2 uanakX

ln

h1
h2
 (1.82)
Cas test nodal
On choisit de résoudre le problème (1.61) en 2D (avec  = 1 et  = 0:75) combiné
aux élements de Whitney d’ordre 0. La solution numérique est ainsi calculée aux nœuds
du maillage et les inconnues sont scalaires. Le comportement numérique de la méthode
est évalué sur un domaine (x; y) de dimension [0; 1] [0; 1] en espace et [0; T ], où T  0
est considéré comme le temps final (Fig. 1.3). Notamment, on choisit T = 1s et une
discrétisation de M = 100 pas en temps tel que t = 10ms. La condition initiale est
prise comme u(x; y; 0) = 0 8(x; y) 2 [0; 1] [0; 1]. Les conditions aux limites sont choisies
comme conditions de Dirichlet et sont données par :
C:L
8>><>>:
u(x; 0; t) = 0 8(x; t) 2 [0; 1] [0; T ]
u(x; 1; t) = sin(x) 8(x; t) 2 [0; 1] [0; T ]
u(0; y; t) = 0 8(y; t) 2 [0; 1] [0; T ]
u(1; y; t) = sin(y) 8(y; t) 2 [0; 1] [0; T ]
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La solution numérique est obtenue à l’aide d’une inversion directe du système linéaire.
Figure 1.3 – Maillage du cas test nodal
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Figure 1.4 – Représentation de la solution stationnaire : module du champ magnétique
(gauche), champ magnétique solution (droite)
La solution analytique de ce problème est connue [102] :
uana(x; y) =
1
sinh()

sinh(
x
L
) sin(
y
L
) + sinh(
y
L
) sin(
x
L
)

(1.83)
Le tableau 1.1 contient les erreurs en norme ainsi que les ordres de convergence pour
un raﬃnement de maillages h allant de 1
6
m à 1
96
m. La Figure 1.5 montre l’évolution du
logarithme de l’erreur en fonction du logarithme du diamètre moyen des élements du
maillage. Elle est linéaire et la pente correspond à l’ordre de précision de la méthode. Les
résultats présentés démontrent une méthode d’ordre 2 en norme L2 et d’ordre 1 en norme
H1 correspondant aux résultats prédis par la théorie de la MEF [80].
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EF P1 + Euler Implicite
xEF erreur L2 erreur H1
1=6 2,80E-03 - 2,84E-02 -
1=12 1,50E-03 1 1,82E-02 0.6
1=24 4,07E-04 1,9 1,37E-02 0,4
1=48 1,58E-04 1,4 6,90E-03 1
1=96 3,94E-05 2 3,50E-03 1
Table 1.1 – Erreurs et ordres de convergence associés pour un cas 2D nodal
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Figure 1.5 – Convergence de l’erreur en maillage de la méthode des élements finis pour
des inconnues scalaires
Cas test d’arête
Un problème 2D (1.61) (avec  = 10e-8 et  = 1
0
), en coordonnées cylindriques,
(1.61) associé à des élements de Whitney d’ordre 1 est désormais considéré. Les degrés de
liberté sont les circulations le long des arêtes du maillage. Le comportement numérique de
la méthode est évalué sur un disque Fig. 1.6 de centre (0; 0) et de rayon R = 1m en espace
et [0; T ], où T  0 est considéré comme le temps final. Notamment, on choisit T = 100s
et un pas de temps t = 1s. La condition initiale est prise comme u(r; ; 0) = 08(r; ) 2
[0; 1] [0; 2] avec r =px2 + y2 le rayon et  l’angle. Les conditions aux bords sont des
conditions de type Dirichlet :
u(1; ; t) = (0; 1); 8(; t) 2 [0; 2] [0; T ]
La solution analytique de ce problème en régime établi est égale à la distance du centre
du disque au point considéré (x; y) et est donnée, dans le repère (r; ), par l’expression
suivante :
uana (r; ) =

0
r
R

(1.84)
où R est le rayon maximum du domaine (R = 1). Dans ce cas, on définit le module de la
solution comme :
jjuana (r; ) jj = r
R
(1.85)
Le tableau 1.2 ainsi que les courbes de convergence en maillage Fig.1.8 montrent que
les erreurs diminuent avec le raﬃnement du maillage à l’ordre 2 à la fois en norme L2
35
Chapitre 1 : Méthode des éléments finis appliquée à l’électromagnétisme
Figure 1.6 – Maillage du cas test d’arête
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Figure 1.7 – Représentation de la solution stationnaire : module du champ (gauche),
champ solution (droite)
mais également en norme H(rot). De tels résultats valident les études menées sur la
convergence de la MEF couplées à des élements d’arête [79].
EF P1 + Euler Implicite
xEF erreur L2 erreur H(rot)
1=6 1,07E-02 - 3,04E-02 -
1=12 2,70E-03 1,9 7,60E-03 2
1=24 7,98E-04 1,8 2,30E-03 1,7
1=48 2,19E-04 1,9 6,20E-04 1,9
1=96 5,75E-05 1,9 1,63E-04 1,9
Table 1.2 – Erreurs et ordres de convergence associés pour un cas 2D d’arête
36
1.3 Conclusion
 1e-05
 0.0001
 0.001
 0.01
 0.1
1/96 1/48 1/24 1/12 1/6
lo
g(E
rre
ur)
h
Erreur L2
O(h^2)
Erreur H(rot)
Figure 1.8 – Convergence de l’erreur en maillage de la méthode des élements finis pour
des inconnues vectorielles
1.3 Conclusion
Ce chapitre a, dans un premier temps, présenté le cadre physique de cette étude. On
rappelle que l’on s’intéresse, dans ce travail, à la modélisation de phénomènes électroma-
gnétiques en régime magnétodynamique. Plus précisement, les équations associées à cette
modélisation sont les équations de Maxwell où le temps de propagation est négligeable
devant la période temporelle des champs mis en œuvre. Cette étude porte, notamment,
sur le calcul eﬀectif des champs ou bien des potentiels électromagnétiques intervenant
dans les diverses formulations du problème considéré.
Dans une seconde partie, nous avons décrit les schémas retenus en vue d’approcher les
solutions de (1.2)-(1.3)-(1.5)-(1.6). La méthode des élements finis combinée à des éléments
de Whitney pour l’approximation en espace a été décrite pour un problème de type dif-
fusion. L’avancée en temps est quant à elle réalisée grâce à un schéma d’Euler implicite.
L’ordre de convergence en maillage de la méthode des éléments finis en espace avec le
schéma d’Euler implicite en temps a été mesuré numériquement. Les calculs ont montré
que l’ordre théorique était vérifié en pratique. Cette évaluation, tant des schémas que de
leur implémentation, est nécessaire dans l’éventualité d’une étude numérique d’une mé-
thode de décomposition appliquée aux modèles.
Dans le chapitre suivant, on décrit diﬀérentes méthodes de décomposition de domaine avec
ou sans recouvrement entre sous-domaines. Il s’agira de rappeler les travaux existants dans
la littérature de façon à motiver la stratégie retenue.
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Chapitre 2
Méthodes de décomposition de domaine
Dans ce second chapitre, nous faisons un tour d’horizon des diverses méthodes de
décomposition de domaine rencontrées en simulation numérique. Un nombre limité
mais néanmoins représentatif de méthodes est présenté afin d’exposer les principales
propriétés qui les caractérisent. Des méthodes avec et sans recouvrement ainsi que des
méthodes prenant en compte ou non le mouvement sont présentées. L’ensemble des
méthodes de ce chapitre se propose de mettre en lumière les principales motivations
relatives à la mise en place d’une méthode de décomposition basée sur la méthode
mortar avec recouvrement.
Ces dernières années, la modélisation numérique, aussi bien au sein du monde industriel
que des organismes de recherche, est devenu une des principales préoccupations. Des
méthodes numériques de plus en plus complexes sont développées pour répondre aux
challenges de la science et de l’industrie. Ainsi, l’une des réponses à la problématique de
la parallélisation d’un problème (mise au point de solveurs eﬃcaces et rapides), se trouve
dans les méthodes de décomposition de domaine. L’idée est de découper le domaine de
calcul en plusieurs sous-domaines qui se voient, par la suite, être répartis entre diﬀérents
processus. Initialement développées pour des problèmes elliptiques simples, ces méthodes
ont été étendues à des problèmes plus compliqués (équations non linaires, équations de
propagation, équations de Maxwell), à des configurations physiques complexes (géométries
complexes, maillages non-conformes, prise en compte de mouvements), mais également à
des exigences machines importantes (résolution simultanée dans les diﬀérents domaines,
diminuer le temps CPU et l’espace mémoire). C’est dans ce contexte que nombre de
méthodes ont été developpées en vue de répondre aux diverses problématiques. Pour plus
d’informations sur la théorie relative aux méthodes de décomposition de domaine ainsi
qu’à leur diversité d’applications, le lecteur est invité à consulter les ouvrages [68, 75,
77, 88, 99]. Deux grandes familles de méthodes peuvent être distinguées : méthodes avec
recouvrement de maillages (l’intersection des maillages est non nulle comme présenté à la
figure 2.1a) et sans recouvrement (intersection nulle comme les figures 2.1b et 2.1c). Par la
suite, nous choisissons de présenter une liste de méthodes de décomposition de domaine :
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overlapping, interpolation, multiplicateurs de Lagrange, mortar, Arlequin et Schwarz.
(a) Décomposition de do-
maine : entre 
1, 
2 et S
la zone de recouvrement
(b) Décomposition de do-
maine : entre 
1, 
2 et in-
terface de couplage
(c) Décomposition de do-
maine : entre 
1, 
2 et vo-
lume interface 

Figure 2.1 – Décomposition de domaine
2.1 Overlapping
Dans le domaine de la modélisation électromagnétique, une méthode utilisée pour la
prise en compte du mouvement est la méthode overlapping. Cette dernière a été intro-
duite par Tsukerman [104] en 1992 dans le cadre d’une modélisation 2D de machines
électriques pour des cas d’inconnues scalaires en maillage quadrangulaire puis pour des
maillages triangulaires [20, 73]. Par la suite, elle a été développée pour des problèmes 3D
en maillages hexaédriques, tétraédriques [70] et pour des inconnues aussi bien vectorielles
que scalaires. On peut, notamment, citer les récents travaux de Zaidi [108], dans le cadre
de la modélisation du CND par CF qui ont permis de mettre en avant les avantages de la
méthode overlapping.
La méthode overlapping est une technique de décomposition de domaine non-conforme
sans recouvrement. Elle se propose de réaliser les transferts d’information entre domaines
via des projections nodales à travers une zone 
, séparant les domaines. La présentation
de la méthode est ici réalisée pour le cas d’inconnues scalaires.
Afin d’expliquer simplement le principe de la méthode overlapping, on choisit de consi-
dérer deux domaines 
1 et 
2 tels que 
1 [ 
2 [ 
 = 
 et 
1 \ 
2 = ; (Fig.2.1c),  12
et  21 les frontières des domaines respectifs de 
1 et 
2 par où se réalise les échanges
d’information (Fig.2.2a). On suppose que le même système d’équations est à résoudre
dans chacun des domaines, ce qui donne sous forme variationnelle :
trouver les solutions (u1;u2) 2 V1  V2 telles que
i = f1; 2g; A(ui;vi) = L(vi) 8vi 2 Vi (2.1)
oùA est la forme bilinéaire et L la forme linéaire associée à la formulation variationnelle du
problème considéré. La forme discrète du problème introduit des maillages non-conformes
et indépendants entre eux. Les espaces variationnels (Vi)i=1;2 sont supposés bien choisis
et de dimension égale au nombre de nœuds du domaine sur lequel ils sont définis. Les
fonctions de forme aux nœuds (xj)j=[1;N ] des domaines sont des fonctions de Whitney
d’ordre 0 (1.52) et forment une base de l’espace varationnel telles que :
wi(x
j) = ij; (1 si i = j; 0 si i 6= j) (2.2)
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Une projection des nœuds de  12 sur  21, ainsi que ceux de  21 sur  12, tend à la création
de nœuds fictifs dans le maillage voisin comme ilustrée dans la figure 2.2b. Dans ce cas,
les fonctions de forme associées aux nœuds des frontières d’échange voient leur domaine
de définition étendu jusqu’aux nœuds fictifs. Les espaces varationnels sont directement
impactés par ce changement de base, ils sont désormais considérés comme étendus (i.e
“étendus aux nœuds fictifs”), notés (V étendui )i=1;2. Le problème variationnel global s’écrit
désormais :
Trouver les solutions (u1;u2) 2 V étendu1  V étendu2 telles que
A(ui;vi) = L(vi) 8vi 2 V étendui (2.3)
La connexion des inconnues liées aux deux interfaces est eﬀectuée via le calcul des termes
intégraux dans la zone d’intégration. Ces termes intégraux sont calculés pour chaque
couple de nœuds dans la zone ou les deux fonctions de formes (associées à ces deux
nœuds) sont communément non nulles. Par exemple, les termes intégraux associés aux
nœuds N12 et N23 sont calculés dans la zone en damier dans la Fig.2.2c.
(a) Domaines (b) Après projection (c) Zone d’intégration
Figure 2.2 – Méthode overlapping
La forme matricielle du problème (2.3) est donnée par :
i = f1; 2g; M étendui Ui = F étendui (2.4)
où Ui est le vecteur solution du domaine 
i, M étendui et F étendui sont, respectivement, les
matrices MEF et les second membres calculés dans les espaces étendus associés V étendui .
Finalement, le système matriciel du problème s’exprime comme :
M étendu1 C
T
C M étendu2

U1
U2

=

Fétendu1
Fétendu2

avec C la matrice de couplage déterminée par les intégrations entre les deux domaines.
Au regard du sytème matriciel, la méthode overlapping présente l’avantage d’eﬀectuer
un couplage fort entre domaines (i.e la résolution des problèmes est simultanée dans les
sous-domaines). De plus, c’est une méthode qui maintient une précision élevée du calcul
global. Cette méthode permet une prise en compte aisée des milieux fins, et du mouvement
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dans la modélisation (à chaque nouvelle configuration géométrique seules les fonctions de
base des nœuds des frontières d’échanges sont modifées). Néanmoins, pour des maillages
et des mouvements quelconques, réaliser les projections ou définir les zones d’intégrations
peut s’avérer compliquer à mettre en œuvre. Cela entraîne d’importantes diﬃcultés de
résolution dans le cas de modélisations complexes.
2.2 Interpolation
Une méthode couramment rencontrée dans les décompositions de domaine, 2D et 3D,
est la méthode d’interpolation. Elle fait partie des méthodes permettant une décompo-
sition du domaine global en sous-domaines, sans recouvrement, indépendamment maillés
et non-conformes. Celle-ci a été développée pour des inconnues scalaires [46, 85] mais
également vectorielles [56, 69]. C’est une méthode qui est couramment rencontrée en mo-
délisation numérique.
Les échanges entre deux domaines 
1 et 
2 s’eﬀectuent par le biais d’une interface de
couplage   Fig.2.1b (avec  1 = @
1 \   et  2 = @
2 \  ).
Figure 2.3 – Schéma de connexion par interpolation nodale à l’interface
Dans cette méthode, on choisit d’exprimer les inconnues du bord d’un domaine en fonction
de l’autre (à titre d’exemple, les nœuds du  2 sont évalués à partir de ceux de 
1). Pour
ce faire, les nœuds de  2 s’expriment comme une interpolation des nœuds de  1 tels que :
u2(x) =
N 1X
k=1
ku
k
1 (2.5)
où ui est l’ensemble des inconnues relatives à la frontière  i, ukj le k-ème nœud du domaine

j,N j le nombre de nœuds de 
j et k une fonction d’interpolation préalablement définie.
En vue d’aﬃner l’approximation mise en jeu, des fonctions d’interpolation d’ordre élevé
peuvent être choisies [97]. Nous citons, ici, en guise d’exemple les valeurs des fonctions
d’interpolation nodales à l’ordre 1 pour le nœud N32 de Fig.2.3 :
u32(x) = u
2
1 + (1  )u31 avec  =
jN32N31 j
jN21N31 j
(2.6)
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Remarquons que dans le cas ou les maillages sont conformes (ie les nœuds de  1 et  2
sont confondus) alors  = 1.
Les inconnues de  2 s’exprimant en fonction de celles de  1, elles sont exclues du sytème
final. Sous ces conditions, les matrices M, associées aux élements de bords, s’expriment
comme un produit entre une matrice de couplage C (déterminée par la formule d’inter-
polation (2.5)) et la matrice élémentaire M de l’élement dans le cas conforme :
CTMC = M (2.7)
La méthode d’interpolation oﬀre de nombreux avantages d’ordre numérique : la matrice
du système final est symétrique, le conditionnement n’est pas détérioré et le mouvement
est pris en compte en recalculant uniquement les matrices élémentaires des éléments de
bords. Néanmoins, cette méthode a été démontrée non optimale (dégradation de la qualité
de la solution), elle peut entraîner des instabilités et la convergence en éléments d’arête
peut s’avérer douteuse. Comme pour la méthode overlapping, l’interface de couplage ne
doit pas être modifiée par le mouvement.
2.3 Multiplicateurs de Lagrange
La méthode des multiplicateurs de Lagrange [5, 94] est une méthode de décomposition
de domaine sans recouvrement de maillages (Fig.2.1b). Méthode largement répandue dans
le domaine de la modélisation électromagnétique, on la rencontre également dans des
applications variées [15, 71]. Comme pour les méthodes overlapping et d’interpolation,
elle a été développée pour des inconnues scalaires et vectorielles [5].
La décomposition du domaine est identique à celle choisie pour la méthode d’interpolation
(
1 et 
2 deux domaines non recouverts,   l’interface invariante avec le mouvement,
 1 = @
1 \  et  2 = @
2 \ ) et le cas présenté est valable pour des inconnues scalaires.
Le système d’équations à résoudre est le même dans chacun des domaines. On reprend la
formulation variationnelle (2.1) à laquelle on impose une condition de recollement nodal
sur   qui s’écrit :
u1j  = u2j  (2.8)
On cherche à minimiser la fonctionnelle portée par (2.1) sous la condition introduite par
le multiplicateur de Lagrange, noté  :
 = u1j    u2j  (2.9)
Par la suite, le multiplicateur est soit supprimé en étant remplacé par son expression,
soit considéré comme une inconnue du système [57, 76]. Le multiplicateur  est défini soit
sur  1 soit sur  2 (l’espace des multiplicateurs est choisi comme l’espace de discrétisation
associé à 
1 ou 
2). Le choix de l’espace de définition de  implique de choisir un domaine
“maître” dans le calcul. A titre d’exemple, on prend  discrétisé sur  1 tel que :
 =
NX
n=1
nw
n
1 (2.10)
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Il vient les matrices de couplage C et D données par :
C(n;m) =
Z
 
wn1w
m
1 d  (2.11)
D(n; p) =
Z
 
wn1w
p
2 d  (2.12)
avec wni la fonction de Whitney d’ordre 0 du n-ième nœud du domaine 
i.
En vue de poser le système matriciel du problème considéré, il est à distinguer les nœuds
internes (notés I) des nœuds de   (notés  ). Le système algébrique global s’écrit alors :266664
M II1 M
I 
1 0 0 0
M I1 M
  
1 0 0 C
T
0 0 M II2 M
I 
2 0
0 0 M I2 M
  
2  DT
0 C 0  D 0
377775
266664
UI1
U 1
UI2
U 2

377775 =
266664
FI1
0
FI2
0
0
377775
où UIj est le vecteur des degrés de liberté internes du domaine 
j et U
 
j celui des degrés
de liberté sur  j. Les matrices données par la MEF sur les domaines 
1 et 
2 s’écrivent,
respectivement :
M ii1 M
i 
1
M i1 M
  
1

et

M ii2 M
i 
2
M i2 M
  
2

(2.13)
La méthode des multiplicateurs de Lagrange présente l’avantage de prendre en compte le
mouvement avec un minimum de recalcul à chaque nouvelle position des domaines. En
eﬀet, à chaque nouvelle configuration géométrique, seule la matrice de couplage D est à
recalculer. De plus, la matrice du système final est symétrique. Néanmoins, elle accroît la
nombre de terme non nuls mais aussi la taille du système à résoudre. La matrice n’est pas
définie positive ce qui empêche l’utilisation d’algorithmes classiques de résolution (type
Gradient Conjugué). Cette méthode impose que l’interface de couplage soit invariante
avec le mouvement.
2.4 Méthode des éléments finis avec joints
La méthode des éléments finis avec joints (dite “mortar element method” en anglais)
(MEM) a été introduite par Bernardi, Maday et Patera [16, 17] dans le cadre d’approxi-
mation par la MEF de problèmes 2D elliptiques. Elle a par la suite été étendue, toujours
pour un problème elliptique, à des maillages non-conformes et indépendants en 2D et 3D
[9, 11, 107]. C’est une méthode aujourd’hui largement répandue dans le domaine de la
décomposition de domaine. Elle est utilisée dans de nombreuses applications numériques
[7, 13, 18, 49, 59]. La MEM a été développée pour des inconnues scalaires et vectorielles
dans le cadre de la résolution des équations de Maxwell pour des maillages 2D et 3D
[10, 12, 26, 89].
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C’est une technique non-conforme de décomposition de domaine reposant sur une parti-
tion du domaine d’étude en sous-domaines sans recouvrement. Les discrétisations entre
sous-domaines peuvent ainsi être non-conformes et complètement indépendantes. La dé-
composition de domaine est la même que pour les méthodes précédentes (Fig.2.1b). Le
couplage est réalisé à l’interface   entre 
1 et 
2 par l’intermédiaire d’un opérateur de
projection (projection L2). La méthode se rapproche de la méthode par multiplicateurs de
Lagrange en ce sens où la condition (2.8) est également vérifiée. La diﬀérence notable avec
la méthode des multiplicateurs de Lagrange est le choix de l’espace dans lequel vivent ces
multiplicateurs. En eﬀet, un espace de multiplicateurs bien adapaté assure l’optimalité
ainsi que la stabilité de la méthode. Des critères de choix ainsi que la définition d’espace
bien adapté sont proposés dans [9, 89, 107]. De plus, cette alternative entraîne que la
matrice du système final est désormais globalement creuse et définie positive, ce qui lève
la restriction sur l’utilisation des techniques de résolution classiques imposées dans la mé-
thode des multiplicateurs de Lagrange.
On notera que la MEM peut, également, être introduite à partir de l’écriture matricielle
de la méthode des multiplicateurs de Lagrange en écrivant les cœﬃcients de Lagrange en
fonction des inconnues du système [5].
Néanmoins, comme pour les méthodes précédentes, l’interface de couplage doit être inva-
riante avec le mouvement, ce qui n’est pas toujours possible.
2.5 Arlequin
La méthode Arlequin présentée par [14, 92] est une méthode de décomposition de do-
maine avec recouvrement développée dans le cadre de modélisations de structures multi-
échelles. Cette méthode repose, notamment, sur un échange d’information entre les do-
maines 
1 et 
2 via une zone de recollement S = 
1 \ 
2 (Fig.2.1a).
La solution u sur le domaine global est composée de la solution u1 sur le domaine 
1n
2,
de la solution u2 sur 
2n
1 et d’une pondération des solutions u1 et u2 telles que :
u =
8<:
u1 sur 
1n
2
u2 sur 
2n
1
1u1 + 2u2 sur S
(2.14)
où 1 et 2 représentent des fonctions de pondération qui forment une partition de l’unité
sur le domaine global :
1 = 1 sur 
1n
2 (2.15)
2 = 1 sur 
2n
1 (2.16)
1 + 2 = 1 sur S (2.17)
Ces fonctions de pondération permettent, notamment, de contrôler le niveau de mélange
des solutions u1 et u2 dans la zone de recouvrement.
En partant d’une formulation variationnelle classique du problème qui s’écrit :
A(u;v) = L(v) 8v 2 V (2.18)
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avec la solution u 2 V à identifier, A une forme bilinéaire, L une forme linéaire et V
l’espace variationnel relatif au problème considérée. L’introduction de termes de couplage,
noté c, permet de poser le problème variationnel sur le domaine global décomposé entre
les diﬀérents sous-domaines décrits précédemment :
Trouver (u1;u2; ) 2 V1  V2 M tels que :
A(u1;v1) + c(;v1) = L(v1) 8v1 2 V1 (2.19)
A(u2;v2) + c(;v2) = L(v2) 8v2 2 V2 (2.20)
c(;u1   u2) = 0 8 2M (2.21)
avec  un champ défini dansM (l’espace des multiplicateurs de Lagrange par exemple) qui
permet le passage d’information et le terme de couplage c définit comme une projection
L2. La formulation matricielle du système d’équations (2.19)-(2.21) s’écrit :24M1 0  CT10 M2  CT2
C1  C2 0
3524U1U2

35 =
24F1F2
0
35
où Mi est la matrice calculée par la MEF, Ui le vecteur solution et Fi le second membre
associé au problème sur 
i.
La méthode Arlequin fait partie des méthodes avec recouvrement de maillages. C’est
une méthode qui, grâce à une projection L2 des solutions dans la zone de recouvrement,
maintient la précision ainsi que la stabilité de la MEF. Par ailleurs, plus la zone de
recouvrement est étendue, plus la précision de la méthode est élévée. Elle possède de
nombreuses caractéristiques et propriétés communes, sur le plan théorique et numérique,
avec les méthodes des multiplicateurs de Lagrange et de mortar. Cependant, elle n’a pas
été décrite pour prendre en compte le mouvement lors d’une modélisation. Néanmoins,
en cas de mouvement entre les domaines, on remarque que la méthode Arlequin va devoir
réévaluer l’ensemble des matrices de couplages pour chacune des positions.
2.6 Schwarz
Parmi les méthodes de décomposition de domaine avec recouvrement, on peut citer
la méthode de Schwarz [54]. Initialement développée dans le cadre d’une modélisation
de l’équation de Laplace, elle fait désormais figure de référence dans le domaine de la
décomposition de domaine et est largement utilisée en simulation numérique [32, 45]. Elle
a ainsi été développée pour divers cas physiques et numériques (par exemple pour des
inconnues vectorielles [4, 58, 63]).
Elle repose sur une décomposition, avec recouvrement, du domaine d’étude (Fig.2.1a) telle
que présentée pour la méthode Arlequin : deux domaines recouverts distincts 
1 et 
2.
On résout les systèmes d’équations suivants :
46
2.7 Comparaison des méthodes
Lun+11 = f dans 
1 (2.22)
un+11 = g sur @
 \ @
1 (2.23)
un+11 = u
n
2 sur @
1 \ @
2 (2.24)
Lun+12 = f dans 
2 (2.25)
un+12 = g sur @
 \ @
2 (2.26)
un+12 = u
n
1 sur @
1 \ @
2 (2.27)
où L représente un opérateur de dérivation, uni la solution au temps n sur le domaine 
i,
f le second membre et g les valeurs aux bords du domaine considéré.
Les conditions de couplage entre les domaines sont imposées fortement au travers de
(2.24) dans 
1 et de (2.27) dans 
2. De manière discrète, des interpolations nodales sont
eﬀectuées afin de ramener l’information du domaine sur le bord (1 : 
2 ! @
1 \ @
2 et
2 : 
1 ! @
2 \ @
1). Cette méthode étant itérative, elle impose de connaître au moins
une valeur au temps initial (u01 ou u02). Le système matriciel final du problème donne :
M1 C1
C2 M2
 
U1
U2

=

F1
F2

avec Ci la matrice de l’interpolation nodale de i, Mi la matrice de la forme discrète
de l’opérateur L pour le domaine 
i et Fi le second membre dans 
i. Les maillages des
domaines 
1 et 
2 étant non-conformes et indépendants, les interpolations 1 et 2 ne
sont pas identiques ce qui amène C1 6= C2. La matrice du système n’est donc, en général,
pas symétrique. Ce qui peut limiter l’emploi des algorithmes de résolution.
Cette méthode maintient la précision et la stabilité de la MEF. On remarque, par ailleurs,
que l’utilisation d’un recouvrement entre les sous-domaines permet d’améliorer la conver-
gence. A notre connaissance, la méthode Schwarz n’a pas été developpée pour la prise en
compte du mouvement entre les sous-domaines. Cependant, en présence de mouvement,
on remarque que la méthode devra, d’une part, recalculer l’ensemble des matrices de
couplages, et d’autre part, eﬀectuer le nombre d’itérations attendu pour chaque nouvelle
position ce qui peut s’avérer très couteux en temps et ressource marchine.
2.7 Comparaison des méthodes
On résume dans le tableau 2.1 les avantages et inconvénients de chacune des méthodes
présentées précédemments. Parmi les méthodes sans recouvrement de domaines, la MEM
apparaît comme la technique la plus eﬃcace mais également la plus souple pour prendre
en compte des maillages quelconques et des mouvements complexes. Les méthodes avec
recouvrement présentent l’avantage principal de s’aﬀranchir des interfaces de glissements
ou encore des volumes d’échange (comme pour la méthode overlapping) qui ne sont pas
toujours identifiables dans le cas de géométries complexes. Il paraît alors judicieux de
combiner les avantages de la MEM avec l’avantage des méthodes avec recouvrement en
vue d’étendre les possibiltés d’applications des méthodes de décomposition de domaine.
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2.8 Conclusion
Ce chapitre a permis d’introduire le notion de décomposition de domaine entre maillages
non-conformes et indépendants, en s’appuyant sur les travaux présents dans la littérature.
Par ailleurs, il a été présenté diﬀérentes approches envisageables mais également les pro-
blèmes théoriques et numériques qu’elles génèrent. Ceci permet, à ce stade, de précisier
à la fois la stratégie retenue en vue de mettre au point un algorithme de décomposition
de domaine avec recouvrement prenant en compte le mouvement ainsi que sa méthode de
validation.
A ce propos, la méthode envisagée dans la suite de ce travail s’appuie sur le cadre théo-
rique relatif à la MEM combiné aux avantages mis en lumière par les méthodes avec
recouvrement. Le théorie autour de la MEM étant très importante dans la littérature elle
va nous servir de support quant à l’élaboration d’une nouvelle méthode et de ses proprié-
tés à priori. Il s’agit également de proposer une manière de procéder et d’en évaluer son
comportement à postériori.
En résumé, nous rapellons que l’approche retenue est fondée sur :
– la prise en compte du mouvement avec l’utilisation de maillages non-conformes et
totalement indépendants se recouvrant, en vue de minimiser les contraintes sur la
génération des maillages
– la prise en compte réciproque de l’information d’un domaine sur l’autre au travers
d’une interface que l’on aura déterminée
– la mise en œuvre d’un algorithme de couplage stable et optimal basé sur la MEM
– le développement d’une méthode pour des inconnues scalaires mais également vec-
torielles
On proposera également une étude numérique de l’ordre de convergence en maillage de
la méthode proposée. En eﬀet, on rappelle que le but est de pouvoir éviter le remaillage
systématique de l’ensemble du domaine d’étude tout en conservant une précision élévée
du calcul de la MEF.
Avant de mettre en œuvre cette démarche dans des cas 2D, on se propose, dans le chapitre
qui suit, d’étudier, dans un cadre théorique, la méthode envisagée.
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Chapitre 3
Méthodes des éléments avec joints avec
recouvrement
Dans ce chapitre, on pose le cadre théorique de la méthode de décomposition de do-
maine avec recouvrement mise en place. Cette étude est menée dans le contexte d’une
approximation magnétodynamique 2D des équations de Maxwell pour des cas d’incon-
nues scalaires et vectorielles.
3.1 Avant propos
La méthode présentée dans ce chapitre est basée sur la théorie de la MEM, néan-
moins elle lève la contrainte portant sur la connaissance d’une interface invariante avec
le mouvement. Rappelons que en fonction de la configuration géométrique et physique
étudiée, il n’est pas toujours aisé de définir une telle interface de couplage. Afin de lever la
contrainte en maillage quant à la connaissance de cette interface, on étend la MEM au cas
de domaines recouverts. De part la physique étudiée, des échanges réciproques d’informa-
tion entre domaines sont également à considérer. L’idée d’une MEM avec recouvrement a
été abordée pour des inconnues scalaires lors de la résolution d’un Laplacien [2, 31, 51].
Elle a, par la suite, été étendue, théoriquement, aux équations de la magnétodynamique
[50, 53]. Cependant, ces diﬀérentes configurations contiennent implicitement les échanges
bidirectionnels d’information. Dans [52, 90, 91], il est présenté une MEM avec recouvre-
ment telle que l’échange réalisé est du domaine considéré fixe vers le domaine considéré
mobile. La méthode de décomposition de domaine de ce chapitre est dévéloppée dans le
contexte d’échanges réciproques d’information entre sous-domaines pour des inconnues
scalaires mais aussi vectorielles.
3.2 Cadre de l’étude
La méthode est décrite pour les équations de Maxwell 2D en régime magnétody-
namique (1.2)-(1.3)-(1.5)-(1.6). Plus particulièrement, on développe la méthode pour la
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formulation en potentiel vecteur magnétique modifié (1.33) de ces équations. Pour rap-
pel, cette équation dépend uniquement d’un potentiel vecteur A qui est introduit par la
relation B = rot A.
Le domaine global d’étude 
  R2 peut contenir des parties conductrices (  0). La
source J0 est à support compact dans 
 (Fig.3.1).
Figure 3.1 – Domaine global d’étude 

3.3 Décomposition de domaine
Le domaine borné 
 est décomposé entre un domaine qui reste fixe avec le mouvement

F (Fig.3.2a) et un domaine mobile 
M (Fig.3.2b), de frontière  = @
M , qui sont tels
que :
supp(J0)  
M ; 
M  
; 
F = 
n
M (3.1)
(a) Domaine fixe (b) Domaine
mobile
(c) Recouvrement
Figure 3.2 – Décomposition de domaine
Sous cette configuration, le potentiel vecteur magnétique A du domaine 
 est décrit
comme une composition de potentiel entre 
F et 
M :
A =

AF sur 
F
AM sur 
M
(3.2)
3.4 Décomposition de domaine - Formulations
Dans la suite de ce chapitre, et afin d’enlever toute ambiguïté possible entre les nota-
tions, on choisit de renommer l’inconnue A en la notation standard u. La solution globale
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sur 
 est, alors, donnée par u = (uF ;uM).
Par ailleurs, on distingue désormais le problème d’inconnues scalaires de celui d’inconnues
vectorielles. En eﬀet, les formulations, les espaces topologiques ainsi que les opérateurs
de projection mis en jeu ne sont pas identiques ce qui impose une distinction dans le
raisonnement.
Le cas scalaire est extrait à partir du champ B 2 R3 qui est inscrit dans le plan (0; ex; ey)
tel que B = (Bx(x; t); By(x; t); 0). Par la relation B = rotA, on trouveA = (0; 0; u(x; t))
avec u 2 R ce qui pose la formulation scalaire.
Pour la formulation vectorielle, l’induction magnétique B est perpendiculaire au plan
(0; ex; ey).
3.4.1 Formulations fortes
On rencontre dans la littérature, l’étude en terme d’existence et d’unicité, de pro-
blèmes associés à des formulations en régime harmonique en présence de décomposition
de domaine ou non [1, 40, 41, 95, 96]. On propose, dans un premier temps, de présenter la
formulation en potentiel magnétique modifié où la décomposition du domaine 
 est prise
en compte.
Cas nodal
On cherche à résoudre dans le domaine global 
  R2 la relation :
@t u(x; t) r  ( 1ru(x; t)) = J0(x; t) (3.3)
On cherche à décomposer cette équation entre les diﬀérents sous-domaines du problème.
Pour ce faire, l’équation précédente est décomposée en un système d’équations qui s’écrit :
@t uF (x; t) r  ( 1ruF (x; t)) = 0 dans 
F]0; T [ (3.4)
@t uM(x; t) r  ( 1ruM(x; t)) = J0(x; t) dans 
M]0; T [ (3.5)
uF (x; t) = uM(x; t) sur ]0; T [ (3.6)
 1 @n uF (x; t) =  1 @n uM(x; t) sur ]0; T [ (3.7)
uF (x; t) = 0 sur @
]0; T [ (3.8)
u(x; 0) = 0 dans 
 (3.9)
avec J0 2 L2(]0; T [
M) et @n la projection de la normale du gradient de u sur .
Les expressions (3.4) et (3.5) représentent les équations aux dérivées partielles qui sont
résolues dans les domaines 
F et 
M . A ces équations s’ajoutent une condition de bord,
de type Dirichlet homogène (3.8), et une condition initiale (3.9). Les conditions de trans-
missions entre domaine sont exprimées par (3.6) et (3.7). La condition (3.6) impose la
continuité de la solution à travers  (continuité de la composante normale de B), quant
à (3.7) elle assure, par l’égalité des flux, la continuité de la composante tangentielle de H
entre les domaines.
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Cas vectoriel
Dans le cas d’inconnues vectorielles, le problème à résoudre dans le domaine global est
donné par :
@t u(x; t)  rot
 
 1rot u(x; t)

= J0(x; t) (3.10)
La décomposition de 
 en sous-domaines distincts (3.1) porte à définir le système d’équa-
tions suivant :
@t uF (x; t)  rot
 
 1rot uF (x; t)

= 0 dans 
F]0; T [ (3.11)
@t uM(x; t)  rot
 
 1rot uM(x; t)

= J0(x; t) dans 
M]0; T [ (3.12)
uF (x; t)   = uM(x; t)   sur ]0; T [ (3.13)
 1rot uF (x; t) =  1rot uM(x; t) sur ]0; T [ (3.14)
uF (x; t)  @
 = 0 sur @
]0; T [ (3.15)
u(x; 0) = 0 dans 
 (3.16)
où J0 2 L2(]0; T [
M) et  le vecteur tangent unitaire à . Les équations (3.11)-(3.12)
sont, respectivement, résolues dans 
F et 
M . Le système est complété par une condition
aux bords (3.15) et une condition initiale (3.16). Les conditions de couplage entre les
domaines sont données par (3.13) et (3.14) qui assurent la conservation de la composante
normale de B et tangentielle du champ magnétique H.
3.4.2 Formulations variationnelles
La partie qui suit définie les diﬀérents espaces intervenant dans l’analyse de la méthode
présentée ici. Des résultats quant à l’existence et l’unicité d’une solution dans le domaine
décomposé sont exposés.
Cas nodal
La solution sur le domaine global u est définit comme la composée de la solution uF
sur 
F et uM sur 
M . De ce fait, on pose l’espace H de H1 telle que :
H(
) = H1(
F ) H1(
M) (3.17)
jjujj2 = jjujj21;
F + jjujj21;
M 8u 2 H(
) (3.18)
juj2 = juj21;
F + juj21;
M 8u 2 H(
) (3.19)
avec la norme ainsi décrite, l’espace H(
) est un espace de Hilbert. On a également :
H0(
) := fu 2 H(
) : u = 0 sur @
g (3.20)
L’espace fonctionnel U dans lequel est décrit, au temps t, la solution u s’écrit :
U = fu = (uF ; uM) 2 H0(
) telle que uF (x) = uM(x) 8x 2 g:
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Cet espace est dépendant de la variable temporelle t, donc pour tout temps t on a u 2 U .
La formulation variationnelle associée au problème (3.4)-(3.9) est alors donnée par :
trouver u 2 L2 (0; T ;U) \ C0  0; T ;L2(
) tel que :
@t(uF ; v)0;
F + a
F (uF ; v) = (0; v)0;
F ; v 2 H10;0(
F ) (3.21)
@t(uM ; vM)0;
M + a
M (uM ; vM) = (J0; vM)0;
M ; vM 2 H10(
M) (3.22)
avec aD(u; v) =
R
D
 1ru  rv et D 2 f
F ;
Mg. Les espaces variationnels qui régissent
cette formulation sont :
H10;uM (
F ) := fvF 2 H1(
F ) : vF j = uM j et vF j@
 = 0g (3.23)
H10;0(
F ) := fvF 2 H1(
F ) : vF j = 0 et vF j@
 = 0g (3.24)
H1uF (
M) := fvM 2 H1(
M) : vM j = uF jg (3.25)
H10(
M) := fvM 2 H1(
M) : vM j = 0g (3.26)
Le problème peut également s’écrire sous la forme d’une seule égalité telle que : trouver
u 2 L2(0; T ;U) \ C0  0; T ;L2(
) tel que 8vF 2 H10;0(
F ) et 8vM 2 H10 (
M)
@t(uF ; vF )0;
F + @t(uM ; vM)0;
M + a
F (uF ; vF ) + a
M (uM ; vM) = (J0; vM)0;
M (3.27)
Autrement dit, on a la forme générale suivante :
@t((uF ; uM); (vF ; vM))0;
 + a
((uF ; uM); (vF ; vM)) = ((0; J0); (v;vM))0;
 (3.28)
avec ((0; J0); (v; vM))0;
 = (J0; vM)0;
M . La forme bilinéaire a
(u; v) = a
F (uF ; vF ) +
a
M (uM ; vM) est symétrique. De plus, elle est continue et elliptique (C = 1 constante
d’ellipticité). Comme L2(
) est un espace de Hilbert, il existe une suite croissante de
valeurs propres 1  2  :::  j et une base hilbertienne orthonormale de vecteurs
propres (bi) telles que :
8v 2 U ; a
(bi; v) = i(bi; v) (3.29)
Théorème. Soient T un réel positif et J0 2 L2(]0; T [
M). Alors le problème (3.28)
possède une seule et unique solution u 2 L2(0; T ;U) \ C0  0; T ;L2(
).
Démonstration. On commence par démontrer l’unicité de la solution du problème varia-
tionnel (3.28). Pour ce faire, on considère les fonctions variables du temps, à valeurs de
L2(0; T ) dans R :
t 7! (u(t); v)0;
 ; t 7! a
 (u(t); v) ; t 7! (J0(t); v)0;
M
avec v 2 U ne dépendant pas du temps.
On a extrait une base orthonormale de L2(
), donc on peut écrire u solution de (3.28)
comme :
8t 2 [0; T ]; u(t) =
X
i1
(u(t); bi) bi (3.30)
Par (3.29) et comme u(t) 2 U , on a :
a
 (u(t); bi) = i(u(t); bi) (3.31)
55
Chapitre 3 : Méthodes des éléments avec joints avec recouvrement
On remplace v par bi et en posant i(t) = (u(t); bi), on a l’équation diﬀérentielle linéaire
à coeﬃcients constants suivante :
@t i(t) + ii(t) = (J0(t); bi)0;
M (3.32)
i(0) = 0 (3.33)
La solution est donnée par :
i(t) =
Z t
0
exp ( i(t  )) (J0(); bi)0;
M d (3.34)
En injectant (3.34) dans (3.30), il vient que u est somme de la série :
u(t) =
X
i1
Z t
0
exp ( i(t  )) (J0(); bi)0;
M d

bi (3.35)
Ce résultat assure l’unicité de la solution u de (3.28).
Il reste à montrer l’existence d’une telle solution. A cet eﬀet, on choisit de montrer que
la série (3.35) converge vers la solution u.
Soit l’espace Vm  U engendré par les m vecteurs propres b1; :::; bm (m > 1). On réécrit
le problème (3.32)-(3.33) comme :
trouver um : t 2 [0; T ] 7! um(t) 2 Vm tel que : 8v 2 Vm
@t(um(t); v) + a(um(t); v) = (J0(t); v)0;
M (3.36)
um(0) = 0 (3.37)
Ce qui par le résultat précédent (3.35), donne la solution :
um(t) =
mX
i=1
Z t
0
exp ( i(t  )) (J0(); bi)0;
M d

bi (3.38)
On souhaite montrer que la suite (um) est une suite de Cauchy dans L2(0; T ;U) et
C0  0; T ;L2(
). Soient les entiers p  m  1 et comme (bi) est une base hilbertienne
orthonormale dans L2(
), on a :
jup(t)  um(t)j =
 
pX
i=m+1
Z t
0
exp ( i(t  )) (J0(); bi)0;
M d
2!1=2
(3.39)
Par l’inégalité de Cauchy-Schwarz, on a :Z t
0
exp ( i(t  )) (J0(); bi)0;
M d
2
 1
2i
Z t
0
(J0(); bi)
2
0;
M
d (3.40)
Il vient :
jjup(t)  um(t)jjC0 = supt2[0;T ]jup(t)  um(t)j 

1
2i
Z t
0
(J0(); bi)
2
0;
M
d
1=2
(3.41)
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La forme bilinéaire a est elliptique de constante C = 1 et on a l’égalité suivante :
a(up(t)  um(t); up(t)  um(t)) =
pX
i=m+1
i
Z t
0
(J0(); bi)
2
0;
M
d
2
(3.42)
ce qui donne :
jjup(t)  um(t)jj2  2
pX
i=m+1
i
Z t
0
exp ( i(t  )) (J0(); bi)0;
M d
2
(3.43)
On intègre sur [0; T ] et par majoration on a :Z T
0
jjup(t)  um(t)jj2dt 
pX
i=m+1

T
Z T
0
(J0(t); bi)
2
0;
M
dt

(3.44)
Comme J0 2 L2(]0; T [
M), on a :
jjJ0jj20 =
X
i1
Z T
0
(J0(t); bi)
2
0;
M
dt  1 (3.45)
d’où
limm;p!1
pX
i=m+1
Z T
0
(J0(t); bi)
2
0;
M
dt = 0 (3.46)
Finalement, on trouve :
limm;p!1jjup(t)  um(t)jjC0 = 0; et limm;p!1jjup(t)  um(t)jj0 = 0 (3.47)
La suite (um) est une suite de Cauchy dans L2(0; T ;U) et C0
 
0; T ;L2(
)

. La suite
converge vers la même limite dans chacun de ces espaces. De plus, on prouve aisément
que u est solution de l’équation (3.28) au sens des distributions sur ]0; T [. Ce qui finit de
démontrer l’existence d’une solution.
Cas vectoriel
La solution u sur le domaine global est définie comme la composée de la solution uF
sur 
F et uM sur 
M . Soit l’espace H de H(rot;
) telle que :
H(rot;
) = H(rot;
F ) H(rot;
M) (3.48)
jjujj2 = jjujj2rot;
F + jjujj2rot;
M (3.49)
juj2 = juj2rot;
F + juj2rot;
M (3.50)
L’espace H(rot;
), avec la norme précédente, est un espace de Hilbert. De plus, on pose :
H0(rot;
) := fu 2 H(rot;
) : u  @
 = 0g (3.51)
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L’espace fonctionnel dans lequel est définie la solution u du problème (3.11)-(3.16), au
temps t, s’exprime comme :
U = fu = (uF ;uM) 2 H0(rot;
) telle que uF  (x) = uM(x)  (x; t) 8x 2 g
La formulation variationnelle associée au problème s’écrit :
Trouver u 2 C0(0; T ;U) \ C1(0; T ;L2(
)) tel que :
@t(uF ;vF )0;
F + a
F (uF ;vF ) = (0;vF )0;
F ; 8vF 2 H0;0(rot;
F ) (3.52)
@t(uM ;vM)0;
M + a
M (uM ;vM) = (J0;vM)0;
M ; 8vM 2 H0(rot;
M)(3.53)
avec aD(u;v) =
R
D
 1rotu  rotv avec D 2 f
F ;
Mg. Les espaces variationnels qui
interviennent dans cette formulation sont :
H0;uM (rot;
F ) := fvF 2 H(rot;
F ) : vF   = uM   et vF  @
 = 0g (3.54)
H0;0(rot;
F ) := fvF 2 H(rot;
F ) : vF   = 0 et vF  @
 = 0g (3.55)
HuF (rot;
M) := fvM 2 H(rot;
M) : vM   = uF  g (3.56)
H0(rot;
M) := fvM 2 H(rot;
M) : vM   = 0g (3.57)
Le problème peut également s’exprimer sous forme d’une seule égalité :
trouver u 2 C0(0; T ;U)\C1(0; T ;L2(
)) tel que 8vF 2 H0(rot;
F ) et 8vM 2 H0(rot;
M)
@t(uF ;vF )0;
F+@t(uM ;vM)0;
M+a
F (uF ;vF )+a
M (uM ;vM) = (J0;vM)0;
M (3.58)
Ramenée sur le domaine global 
 on a :
@t((uF ;uM); (vF ;vM))0;
 + a
((uF ;uM); (vF ;vM)) = ((0;J0); (vF ;vM))0;
 (3.59)
avec ((0;J0); (vF ;vM))0;
 = (J0;vM)0;
M . La forme bilinéaire a
(u;v) = a
F (uF ;vF ) +
a
M (uM ;vM) est symétrique et continue, avec u 2 U .
Théorème. Soit T un réel positif et J0 2 L2(
M]0; T [). Alors le problème (3.59) a une
seule et unique solution u 2 C0(0; T ;U) \ C1(0; T ;L2(
)).
Démonstration. Partant du principe que H(rot;
) est un espace de Hilbert, la démons-
tration se trouve, alors, être la même que dans le cas scalaire.
3.4.3 Problèmes discrets
La MEF repose sur une discrétisation du domaine étudié. En présence de mouvement
(qui implique une modification de la géométrie), au sein de la modélisation, il est usuel de
remailler autant de fois la globalité du domaine qu’il y a de positions. Cela peut entraîner
un coût machine important (temps CPU, ressources mémoire) qui peut s’avérer contrai-
gnant dans un cadre industriel. Les méthodes de décomposition de domaine classiques
permettent, dans une large majorité des cas, de s’aﬀranchir de ce remaillage. Néanmoins,
elle nécessite la connaissance d’une interface d’échange qui ne varie pas avec le mouve-
ment.
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Les cas que nous souhaitons considérer sont composés de géométries et de mouvements
complexes, ce qui peut rendre la connaissance d’une interface de couplage diﬃcilement
identifiable. Sous ces hypothèses, la discrétisation du domaine 
F est étendue à 
 (i.e.

F = 
) ce qui introduit un recouvrement de maillages entre 
F et 
M . Par ailleurs, 
M
contenant la source du système, il est nécessaire d’introduire un échange réciproque entre

F et 
M .
Discrétisations
Soient TH et Th les discrétisations respectives de 
F et 
M , avec H et h les pas de
raﬃnement définis comme (1.66), telles que :[
T2TH
T = 
F et
[
T2Th
T = 
M (3.60)
En général, on suppose que H 6= h (en pratique on aura H  h). Ces maillages se
recouvrent. De plus, ils sont indépendants et non-conformes, de manière général on a
TH 6 Th. La frontière discrétisée  n’a donc, à priori, pas d’équivalent discret dans 
F
(i.e que les arêtes de Th qui sont sur  ne coïncident pas avec des arêtes de TH , comme
illustré dans la figure 3.3).
Figure 3.3 – Recouvrement de maillages : en noir TH et en bleu Th
Par la suite, on admet H comme le pas de discrétisation maximum :
H = max (H; h)
Interfaces de couplage
La MEM avec recouvrement intialement proposée dans [90, 91] eﬀectue les transferts
d’information du domaine fixe 
F vers le domaine mobile 
M par l’intermédiaire de la
frontière géométrique discrétisée  (Fig.3.4). Cette interface ne varie pas avec le mouve-
ment ce qui constitue l’avantage majeur de ce choix.
Afin de réaliser l’échange inverse d’information, de 
M vers 
F , on identifie une interface
de couplage   (comme présentée par la figure 3.5) telle que :   = farête a 2 K; a  
Mg
où K = fT 2 TH ; T \  6= ;g.
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Figure 3.4 – Interface d’échange  de 
F vers 
M
Figure 3.5 – Interface d’échange   de 
M vers 
F
Cas nodal
La MEF est combinée à des élements de Whitney d’ordre 0. Les degrés de libertés du
système sont portés par les nœuds des maillages. On introduit pour 
F et 
M les espaces
variationnels discrets suivants :
X(
M) = fvh 2 H1(
M); vhjT 2 P1(T ) 8 T 2 Thg (3.61)
X(
F ) = fvH 2 H1(
F ); vHjT 2 P1(T ) 8 T 2 THg (3.62)
avec P1(T ) les polynômes qui sont de degré inférieur ou égal à un par rapport à l’ensemble
des variables prises sur l’élement T . Par la suite, on exprime les espaces discrets qui
prennent en compte les conditions de bord de type Dirichlet mais également, pour 
F ,
une condition supplémentaire sur   :
X0(
F ) = fvH 2 X(
F ); vHj@
 = 0g (3.63)
Xuh0 (
F ) = fvH 2 X0(
F ); vHj  = uhj g (3.64)
X0(
M) = fvh 2 X(
M); vhj = 0g (3.65)
XuH (
M) = fvh 2 X(
M); vhj = uHjg (3.66)
On introduit la notion de trace et plus particulièrement les espaces des traces W ( ) et
W () qui portent, respectivement, l’information de X(
F ) vers   et de X(
M) vers 
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tels que ces espaces vérifient :
W ( ) = ft  application continue lineaire; t  : X(
F )!  g (3.67)
W () = ft application continue lineaire; t : X(
M)! g (3.68)
Comme les maillages se recouvrent et sont indépendants, les restrictions de uH 2 X(
F )
à  et de uh 2 X(
M) à   ne sont en général pas dans W () et W ( ) (i.e. uHj =2
W () et uhj  =2 W ( )). On ne peut résoudre directement le problème d’où l’introduction
d’opérateurs de couplage F et M qui vont permettre de transporter l’information de
X(
F ) sur W () et de X(
M) sur W ( ).
Soient F et M les opérateurs définis par :
F : X(
M) ! W ( )
vh 7! vHj 
M : X(
F ) ! W ()
vH 7! vhj (3.69)
tels que FvH = vH ; 8vH 2 W ( ) et Mvh = vh; 8vh 2 W ().
En introduisant les opérateurs de couplage dans (3.64) et (3.66), on obtient :
Xuh0 (
F ) = fvH 2 X0(
F ); vH = Fuh sur  g (3.70)
XuH (
M) = fvh 2 X(
M); vh = MuH sur g (3.71)
Finalement on a le problème discret suivant : Trouver (uH ; uh) 2 Xuh0 (
F )  XuH (
M)
tel que :
@t(uH ; vH)0;
F + a
F (uH ; vH) = (0; vH)0;
F ; vH 2 X0(
F ) (3.72)
@t(uh; vh)0;
M + a
M (uh; vh) = (J0; vh)0;
M ; vh 2 X0(
M) (3.73)
La conséquence immédiate de l’imposition d’une condition faible est de travailler sur
des espaces discrets Xuh0 (
F ) et XuH (
M) qui ne sont plus des sous-espaces des espaces
continus (3.64) et (3.66).
Cas vectoriel
Les inconnues sont désormais portées par les arêtes a des maillages, on combine alors
la MEF avec les éléments de Whitney d’ordre 1. On a les espaces variationnels discrets
sur 
F et 
M suivants :
X(
F ) = fvH 2 H(rot;
F );vHja 2 W 1 8a 2 THg (3.74)
X(
M) = fvh 2 H(rot;
M);vhja 2 W 1 8a 2 Thg (3.75)
Plus particulièrement, on exprime les espaces précédents pour des conditions de type
Dirichlet ainsi que pour une condition de la circulation sur les arêtes de   telles que :
X0(
F ) = fvH 2 X(
F );vH  @
 = 0g (3.76)
Xuh0 (
F ) = fvH 2 X0(
F );vH    = uh   g (3.77)
X0(
M) = fvh 2 X(
M);vh   = 0g (3.78)
XuH (
M) = fvh 2 X(
M);vh   = uH  g (3.79)
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La trace d’une fonction vectorielle sur une ligne est représentée par l’ensemble des valeurs
de la composante tangentielle aux arêtes de cette ligne. Les espaces des traces sur   et 
s’expriment alors comme suit :
W ( ) = ft  application continue lineaire; t  : X(
F )!  g (3.80)
W () = ft application continue lineaire; t : X(
M)! g (3.81)
Comme pour le cas nodal, les maillages TH et Th étant complètement indépendants et
non-conformes entre eux, les restrictions de uH 2 X(
F ) à  et uh 2 X(
M) à   ne
vivent, généralement, pas dans W () et W ( ). Afin de vérifier les conditions (3.13) et
(3.14) de manière faible, on introduit des opérateurs de transports F et M qui sont
donnés par :
F : X(
M) ! W ( )
vh 7! vH   
M : X(
F ) ! W ()
vH 7! vh   (3.82)
tels que FvH = vH ; 8vH 2 W ( ) et Mvh = vh; 8vh 2 W ().
Les espaces (3.77) et (3.79) peuvent s’exprimer de manière faible à l’aide des opérateurs
de transport de la forme :
Xuh0 (
F ) = fvH 2 X0(
F );vH    = Fuhg (3.83)
XuH (
M) = fvh 2 X(
M);vh   = MuHg (3.84)
On pose le problème variationnel discret de (3.52)-(3.53) :
Trouver (uH ;uh) 2 Xuh0 (
F )XuH (
M)
@t(uH ;vH)0;
F + a
F (uH ;vH) = (0;vH)0;
F ; vH 2 X0(
F ) (3.85)
@t(uh;vh)0;
M + a
M (uh;vh) = (J0;vh)0;
M ; vh 2 X0(
M) (3.86)
3.5 Décomposition de domaine - MEM
La théorie autour de la MEM ayant largement été examinée dans la littérature en
scalaire [9, 17, 89, 106] et en vectoriel [12, 64, 65], on se propose par la suite de simplement
rappeler (sans les démontrer) les propriétés qui caractérisent les opérateurs de couplage,
les espaces des multiplicateurs de Lagrange et les estimations d’erreurs introduits par la
méthode.
3.5.1 Projections L2
Il y a nécessité de bien choisir les opérateurs de couplage surtout si les maillages des
domaines ne sont pas conformes en   et . Chaque opérateur, d’un point de vue théorique,
se doit d’admettre une erreur de consistance du même ordre que l’erreur d’approximation,
mais également, d’un point de vue numérique, de maintenir les caractères creux, positifs et
bien conditionnés de la matrice du système algébrique final. Les opérateurs de transport
utilisés dans le théorie de la MEM visent à avoir une estimation de l’erreur à priori
optimale. Autrement dit l’erreur globale est bornée par la somme des erreurs locales des
domaines fois une constante qui ne dépend pas de la solution. Pour ce faire, on choisit
d’utiliser des projections de type L2 dont on donne les caractéristiques.
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Cas nodal
Les opérateurs de projection introduits dans (3.69) vérifient les relations de stabilité
suivantes [52, 90] :
jjFujj1=2;   CF jjujj1=2;  8u 2 H1(
M) (3.87)
jjMujj1=2;  CM jjujj1=2; 8u 2 H1(
F ) (3.88)
et
jju  Fujj1=2;   CFHjuj3=2;  8u 2 H1(
M) (3.89)
jju  Mujj1=2;  CMhjuj3=2; 8u 2 H1(
F ) (3.90)
où jj:jj1=2;I est la norme usuelle sur H1=2(I).avec I = f ; g, CF et CM sont des constantes
indépendantes, respectivement, de H et h.
Dans le cadre de la théorie de la MEM, les opérateurs de couplage permettent d’imposer
faiblement les conditions (3.6) et (3.7) à l’aide d’espace de multiplicateurs de Lagrange
M( ) et M(), qui s’écrivent comme :
Z
 
(Fu  u)  = 0; u 2 X(
M) et  2M( ) (3.91)Z

(Mu  u)  = 0; u 2 X(
F ) et  2M() (3.92)
où X(
M) est défini par (3.61) et X(
F ) par (3.62). Les espaces des multiplicateurs de
Lagrange M( ) et M() sont donnés par :
M( ) = f 2 W ( );8a = (m;n) 2  ; ja 2 P1(a)g
M() = f 2 W (); 8a = (m;n) 2 ; ja 2 P1(a)g
Précisement, ces espaces des multiplicateurs de Lagrange sont les espaces des tracesW ( )
et W (), notamment on a :
dim (M( )) = dim (W ( )) ; et dim (M()) = dim (W ())
Par ailleurs, on notera que les espaces sont indépendants de la variable temps, ils sont
uniquement variables de l’espace. Il existe une variété d’espaces envisageables pour les
multiplicateurs de Lagrange, néanmoins, on choisit ici des espaces simples qui corres-
pondent aux espaces des traces.
Cas vectoriel
Pour le cas d’inconnues vectorielles, les opérateurs de couplage (3.82) induisent des
couplages faibles entre domaine. Plus particulièrement, ces opérateurs sont des projections
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orthogonales telles que :Z
 
((Fu   )  (u   ))  = 0; u 2 X(
M) et  2M( ) (3.93)Z

((Mu  )  (u  ))  = 0; u 2 X(
F ) et  2M() (3.94)
avec X(
M) et X(
F ) décrient par (3.75) et (3.74). Les espaces des multiplicateurs de
Lagrange définis comme :
M( ) = f 2 L2( ); Hja 2 P0(a) 8a 2  g (3.95)
M() = f 2 L2(); hja 2 P0(a) 8a 2 g (3.96)
On remarque que ces espaces sont exactement les espaces des traces tangentielles des
fonctions de X(
F ) et X(
M), tels que :
dim (M( )) = dim (W ( )) ; et dim (M()) = dim (W ())
Ces opérateurs définissent de nombreuses propriétés sur les espaces H(rot;
) [30, 35], on
a, notamment, que :
jjFujj0;   CF jjujj0;  8u 2 H(rot;
M) (3.97)
jjMujj0;  CM jjujj0; 8u 2 H(rot;
F ) (3.98)
De par ces relations, les opérateurs assurent la stabilité en norme L2 de la solution numé-
rique obtenue par la méthode.
3.5.2 Estimation d’erreur
Soit le problème variationnel général suivant : trouver u 2 V tel que :
a(u; v) = (f; v)0 8v 2 V (3.99)
A cette formulation est associée le problème discret : trouver uh 2 Vh tel que :
ah(uh; vh) = (f; vh)0 8vh 2 Vh (3.100)
Les estimations d’erreurs, aussi bien pour des inconnues scalaires que vectorielles, reposent
essentiellement sur le deuxième lemme de Berger-Scott-Strang, que l’on rapelle par la
suite.
Lemme de Berger-Scott-Strang. Soit la forme bilinéaire sur ah(:; :). On suppose
qu’elle est continue, de constante C > 0, et elliptique, sur Vh  Vh.
Alors les solutions u du problème (3.99) et uh de (3.100) vérifient l’estimation d’erreur,
en norme jj:jj, suivante :
jju  uhjj  C

infvh2Vhjju  vhjj + supwh2Vh
a(u;wh)  (f; wh)0
jjwhjj

(3.101)
L’erreur de consistance mesure le “crime” commis par la solution numérique sur la solution
continue. Son estimation est le point critique de la théorie MEM car elle est décisive pour
l’optimalité de la méthode. Par optimalité, on signifie que l’erreur de la solution globale
est majorée par la somme des erreurs sur chaque sous-domaine.
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Cas nodal
Dans le cas où les inconnues sont calculées aux nœuds des maillages, on trouve l’esti-
mation de l’erreur globale entre u la solution du problème continu (3.21)-(3.22) et u la
solution du problème discret (3.72)-(3.73) :
jju  ujj  C

infv2U jju  vjj + supw2U
a
(u;w)  (J0; w)0
jjwjj

(3.102)
avec U := fu = (uH ; uh) 2 X0(
F )  X(
M) telle que
R
 
(Fu  u)  = 0 8 2
M( ) et
R
\Th (Mu  u)   = 0; u 2 X(
F ) 8 2M()g.
Le premier terme du membre de droite représente la meilleure erreur d’approximation
tandis que le second désigne l’erreur de consistance. Afin d’obtenir une idée de l’ordre de
convergence de la méthode, on cherche à majorer l’erreur de consistance précédemment
présentée. On a la majoration suivante (article 1 dans [89]) :
supw2U
a
(u;w)  (J0; w)0
jjwjj  CHjjujj2;
 (3.103)
Pour les normes L2 et H on trouve, avec (Ci)i=1;2;3;4 des constantes indépendantes de h
et H, les inégalités suivantes :
jju  uhjj0;
M  C1h2jjujj2;
M
jju  uhjj1;
M  C2hjjujj2;
M
jju  uH jj0;
F  C3H2jjujj2;
F
jju  uH jj1;
F  C4Hjjujj2;
F (3.104)
On récupère de l’ordre 2 en norme L2 et 1 en semi-norme H1 sur chaque domaine. La
méthode étant optimale, on peut exprimer l’erreur commise en norme X = fL2;H1g par
la solution globale u comme :
jju  ujjX;
 = jju  uH jjX;
F + jju  uhjjX;
M (3.105)
On injecte (3.104) dans (3.105) ce qui donne les majorations suivantes :
jju  ujj0;
  max(C1; C3)H2jjujj2;
 (3.106)
jju  ujj  max(C2; C4)Hjjujj2;
 (3.107)
La méthode, ainsi décrite, maintient un ordre global de 2 en norme L2 et 1 en norme H1.
Cas vectoriel
On regarde les estimations d’erreur ainsi que les ordres de convergence induits par la
MEM avec recouvrement combinée à des éléments d’arête dans l’espace
U := fu = (uH ;uh) 2 X0(
F )  X(
M) telle que
R
 
(Fuh   uh)   = 0 8 2
M( ) et
R

(MuH   uH)   = 0 8 2M()g.
La solution u du problème continu (3.52)-(3.53) et u 2 U du problème discret (3.85)-
(3.86) vérifie, par le deuxième lemme de Berger-Scott-Strang, l’inégalité suivante :
jju  ujj  C

infv2Ujju  vjj + supv2U
(vH  ; rot u)1=2;  + (vh  ; rot u)1=2;
jjvjj

(3.108)
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On analyse séparement l’erreur d’approximation (premier terme du membre de droite) et
l’erreur de consistance (deuxième terme du membre de droite) [12, 89]. Cette étude donne
une estimation finale de l’erreur commise par la méthode.
Soient u 2 H(rot;
) avec uF 2
 
H2(
F )
2, uM 2  H2(
M)2, rot uF 2 H2(
F ),
rot uM 2 H2(
M), on a la majoration de l’erreur d’approximation, avec C une constante
strictement positive :
infv2U jju  vjj  C H2

jjuF jjH2(
F )2 + jjrot uF jj2;
F

+
C h2

jjuM jjH2(
M )2 + jjrot uM jj2;
M

(3.109)
L’erreur de consistance est bornée telle que :
supv2U
(vH  ; rot u)1=2;  + (vh  ; rot u)1=2;
jjvjj  C H
2

jjuF jjH2(
F )2 + jjrot uF jj2;
F

+
C h2

jjuM jjH2(
M )2 + jjrot uM jj2;
M + jjJ0jjH2(
M )2

(3.110)
où la constante C est indépendante du pas d’espace.
En combinant (3.109) et (3.110), on a l’erreur finale sur l’ensemble du domaine qui s’ex-
prime comme :
jju  ujj  C H2

jjuF jjH2(
F )2 + jjrot uF jj2;
F

+
C h2

jjuM jjH2(
M )2 + jjrot uM jj2;
M + jjJ0jjH2(
M )2

(3.111)
Cette estimation indique, notamment, que l’erreur commise est d’ordre 2 en normes L2 et
H(rot).
3.6 Conclusion
Ce chapitre a présenté le cadre théorique lié à la méthode de décomposition de do-
maine mise en œuvre dans ce travail de thèse, aussi bien pour des inconnues scalaires que
vectorielles. Cette technique propose notamment d’étendre la théorie de la MEM à des
maillages recouverts, indépendants et non-conformes. De plus, un échange d’information
réciproque entre les sous-domaines a été imposé. Pour ce faire, nous sommes partis des
travaux [52, 90, 91] qui proposent une version de la MEM avec recouvrement pour un
échange du domaine fixe vers le domaine mobile via la frontière discrétisée de ce dernier.
La méthode d’échange inverse a, par la suite, été présentée : choix de l’interface de cou-
plage, définition et caractérisation de l’opérateur de projection. La dernière partie de ce
chapitre a, notamment, permis de donner une estimation des erreurs a priori induite par la
méthode développée. D’une part, l’erreur commise est optimale, d’autre part, la méthode
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maintient de l’ordre 2 en norme L2 et 1 en ordre H1 dans le cas d’une résolution scalaire
et de l’ordre 2 en norme L2 et H(rot) pour des inconnues vectorielles. Aussi, le chapitre
qui suit présente-t-il la mise en œuvre de la méthode de décomposition de domaine en 2D
ainsi que l’étude du comportement numérique des solutions qui en sont issues.
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Chapitre 4
Mise en oeuvre et validations
numériques
Dans un premier temps, ce chapitre présente les techniques numériques de couplage
menant aux formulations matricielles des conditions de couplage dans le cas bidimen-
sionnel. La construction du système algébrique final sera formulée pour une résolution
simultanée des sous-domaines. Il s’agira, dans un second temps, et pour chacune des
stratégies retenues, de mettre en évidence la précision numérique de la méthode. Pour
cela, on s’appuiera essentiellement sur des expériences numériques dans le cadre de
cas test pour lesquels une solution exacte est connue (les exemples présentés au Cha-
pitre 1). Ceci permet de mesurer des erreurs et ainsi de vérifier la préservation de
l’ordre de convergence en maillage malgré la décomposition de domaine.
4.1 Construction des matrices de couplage
4.1.1 Cas scalaire
Mise sous forme matricielle
Les transferts d’information entre domaines sont considérés réciproques. Ces couplages
sont posés de manière faible au sein des formulations. Ce paragraphe décrit les matrices
de couplage qui en découlent. Pour commencer, on rappelle la condition de transmission
faible de 
F vers 
M :Z

MuH =
Z

uH; uH 2 X(
F ) et  2M() (4.1)
Les contributions MuH et uH sont décomposées, respectivement, sur les bases nodales
( i) de Th et (k) de TH de telle manière que :
MuH(x; y) =
X
i2Th\
uhi  i(x; y) (4.2)
uH(x; y) =
X
k2TH
uHk k(x; y) (4.3)
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avec uhi le i-ème degré de liberté de Th \  et uHk le k-ème degré de liberté de TH . En
injectant (4.2)-(4.3) dans (4.1) et en prenant comme fonction lagrangienne  j, on obtient :X
i2Th\
uhi
Z

 i(x; y) j(x; y) =
X
k2TH
uHk
Z

k(x; y) j(x; y) (4.4)
Finalement, il vient la forme matricielle de (4.1) qui s’écrit :
CUhj = DUH (4.5)
avec le vecteur Uhj des degrés de liberté sur , UH celui des degrés de liberté de TH et
les matrices C et D qui sont données par :
C(j; i) =
Z
a2
 i j; j; i 2 Th; (4.6)
D(j; k) =
Z
a2
k j; j 2 Th; k 2 TH (4.7)
où a représente une arête de .
Désormais, on regarde le transfert d’information de 
M vers 
F imposé par la relation :Z
 
Fuh =
Z
 
uh; uh 2 X(
M) et  2M( ) (4.8)
Les expressions de Fuh et uh sur les bases respectives de TH et Th, (i) et ( k), sont :
Fuh(x; y) =
X
i2TH\ 
uHi i(x; y) (4.9)
uh(x; y) =
X
k2Th
uhk k(x; y) (4.10)
En mettant (4.9)-(4.10) dans (4.8) et en choisissant comme fonction lagrangienne j, on
trouve la relation suivante :X
i2TH\ 
uHi
Z
 
i(x; y)j(x; y) =
X
k2Th
uhk
Z
 
 k(x; y)j(x; y) (4.11)
De cette égalité, on en déduit la forme matricielle de (4.8) :
EUHj  = HUh (4.12)
où UHj  est le vecteur des degrés de liberté sur  , Uh celui sur Th et les matrices E et H
qui s’écrivent comme :
E(j; i) =
Z
a2 
ji; j; i 2 TH ; (4.13)
H(j; k) =
Z
a2 
 kj; j 2 TH ; k 2 Th (4.14)
avec a une arête de  .
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Calcul des matrices de couplage
La matrice C est définie à partir de fonctions de forme qui vivent sur la même tri-
angulation Th, la matrice E quant à elle est déterminée à partir de fonctions de bases
qui vivent sur TH . Il n’y a, donc, pas de diﬃcultés quant à l’évaluation des termes de ces
deux matrices. Les calculs se compliquent, néanmoins, pour les matrices D et H. En eﬀet,
chacune de ces matrices est déterminée à partir de fonctions de forme qui ne vivent pas sur
la même discrétisation. Il est donc, à priori, délicat de déterminer une intersection entre
les supports de j et  k. Afin de résoudre ce problème, on choisit de mettre en œuvre une
formule de quadrature. La motivation principale de ce choix est de pouvoir ramener le
calcul d’une integrale entre des fonctions à supports disjoints, à un produit de fonctions
qui sont évaluées en un nombre fini de points de quadrature.
On cherche à estimer les intégrales de la forme (4.7) et (4.14) en deux dimensions. Pour
ce faire, la formule de quadrature de Gauss [43] est retenue. Les formules obtenues sont
de la forme :
D(j; k) =
X
a2
 
jaj
2
GX
r=1
prk(r) j(r)
!
(4.15)
H(j; k) =
X
a2 
 
jaj
2
GX
r=1
pr k(r)j(r)
!
(4.16)
avec G le nombre de points d’intégration, r le r-ème point de quadrature, pr le poids qui
lui est associé et jaj la longueur de l’arête a sur laquelle s’eﬀectue l’intégration. Les points
de quadrature sont localisés dans chaque maillage, ainsi les valeurs, des fonctions, sont
facilement identifiables.
La figure 4.1 montre un exemple de calcul pour la contribution d’une arête a = (n1; n2)
dans (4.15). Pour G = 3, les points (r)r=1;2;3 2 a donc  1 et  2 sont directement connues.
Comme 1 2 T1  TH , on a les 3 contributions N1(1), N2(1) et N3(1) qui s’ajoutent
dans D. Comme 2 2 T2  TH et 3 2 T3  TH , c’est au total 9 contributions qui
interviennent dans le calcul de D.
Figure 4.1 – Calcul de la contribution de l’arête a = (n1; n2) dans (4.15)
Les matrices C et E sont carrés, creuses et symétriques définies positives . Les matrices
D et H sont rectangulaires et creuses. La figure 4.2 donne des exemples de formats que
peuvent prendre les matrices C et D pour 15 degrés de liberté sur .
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0 5 10 15
0
5
10
15
nz = 42
(a) Format d’une matrice C
(b) Format d’une matrice D
Figure 4.2 – Formes des matrices de couplage (cas scalaire)
4.1.2 Cas vectoriel
Mise sous forme matricielle
Dans cette partie, on donne la forme matricielle des relations de couplages (3.93) et
(3.94). On débute par la relation permettant l’échange d’information de 
F vers 
M , que
l’on rappelle ici :Z

(MuH  ) =
Z

(uH  ); uH 2 X(
F ) et  2M() (4.17)
Les champs inconnus MuH et uH admettent les décompositions sur les bases, respectives,
(whi ) de Th et (wHj ) de TH suivantes :
MuH(x; y) =
X
i2Th\
uhiw
h
i (4.18)
uH(x; y) =
X
j2TH
uHj w
H
j (4.19)
où uhi et uHj sont les degrés de liberté, respectifs, sur Th \  et TH . En remplacant MuH
et uH par (4.18) et (4.19) dans (4.17) et en prenant (wha  ) pour fonction lagrangienne,
on trouve : X
i2Th\
uhi
Z

(whi  )(wha  ) =
X
j2TH
uHj
Z

(wHj  )(wha  ) (4.20)
Il vient la forme matricielle de (4.17) qui s’écrit :
CUhj = DUH (4.21)
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avec
C(a; i) =
Z

(wha  )(whi  ); a; i 2 Th; (4.22)
D(a; j) =
Z

(wha  )(wHj  ); a 2 Th; j 2 TH ; (4.23)
On regarde, désormais, la relation eﬀectuant le transfert d’information de 
M vers 
F ,
qui s’écrit : Z
 
(Fuh   ) =
Z
 
(uh   ); uh 2 X(
M) et  2M( ) (4.24)
Les décompositions des champs inconnus Fuh et uh dans TH et Th sont données par :
Fuh(x; y) =
X
i2TH\ 
uHi w
H
i (4.25)
uh(x; y) =
X
j2Th
uhjw
h
j (4.26)
avec uHi les circulations sur les arêtes de TH \   et uhj sur celles de Th. En injectant
(4.25)-(4.26) dans (4.24) et en choisissant (wHa   ) comme fonction lagrangienne, on a :X
i2TH\ 
uHi
Z
 
(wHi   )(wHa   ) =
X
j2Th
uhj
Z
 
(whj   )(wHa   ) (4.27)
Finalement, la forme matricielle de (4.24) s’écrit :
EUHj  = HUh (4.28)
où
E(a; i) =
Z
 
(wHa   )(wHi   ); a; i 2 TH ; (4.29)
H(a; j) =
Z
 
(wHa   )(whj   ); a 2 TH ; j 2 Th; (4.30)
Calcul des matrices de couplage
La matrice C est déterminée par des fonctions de Whitney d’ordre 1 définies sur Th. Un
constat similaire est fait pour la matrice E qui se calcule avec des fonctions de Whitney
d’ordre 1 vivant sur TH . On a, dans ce cas, les formules suivantes :
C(a; i) =
8<:
1
jaj pour i = a; i; a 2 Th
0 sinon
(4.31)
E(a; i) =
8<:
1
jaj pour i = a i; a 2 TH
0 sinon
(4.32)
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Les matrices C et E sont, dans ce cas, diagonales définies positives. Les matrices D et
H sont évaluées par un produit de fonctions de Whitney d’ordre 1 qui vivent dans des
maillages diﬀérents. Ce produit est délicat à évaluer, dans le sens où l’intersection des
supports des fonctions n’est pas aisée à déterminer. De ce fait, on choisit de définir les
matrices D et H par des formules que l’on présente par la suite. On discrétise la formule
(4.23) sur les arêtes qui forment  \ Th, ce qui donne :
D(a; j) =
X
a2\Th
Z
a
(wha  a)(wHj  a) (4.33)
Comme les arêtes a de  sont recouvertes par des éléments de TH , il est possible de
fractionner a en fonction des mailles qui la recouvrent (Fig.4.3a). On obtient alors :
D(a; j) =
X
a2\Th
X
bi2a
Z
bi
(wha  a)(wHj  a) =
X
a2\Th
X
bi2a
1
jaj
Z
bi
(wHj  a) (4.34)
avec bi les segments constituant a tels que :[
bi = a; et
\
bi = f;; un pointg (4.35)
Finalement, on applique une formule du point milieu à (4.34) :
D(a; j) =
X
a2\Th
X
bi2a
jbij
jaj
 
wHj (Xbi)  a

(4.36)
avec Xbi le point milieu de bi (Fig.4.3b).
En appliquant le même raisonnement, on trouve la formule pour le calcul de (4.30) qui
s’écrit :
H(a; j) =
X
a2 \TH
X
bi2a
jbij
jaj
 
whj (Xbi)  a

(4.37)
(a) Découpe arête (b) Localisation des
points milieux Xbi
Figure 4.3 – Calcul des matrices D et H
4.2 Système matriciel global
Dans ce paragraphe est détaillé la mise en forme du système matriciel final. La dé-
marche ainsi que la forme finale du système se trouvent être les mêmes pour des inconnues
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scalaires et vectorielles.
L’approche retenue lors de ces travaux de thèse est une résolution simultanée des équa-
tions dans chaque sous-domaine. Pour ce faire, il est nécessaire de connaître l’ensemble
des matrices intervenant dans la résolution du problème global : les matrices de masse et
rigidité introduites par la MEF ainsi que les matrices de couplages relatives à la MEM
(examinées précédemment).
Soit MF la matrice de la MEF associée à la résolution sur le domaine 
F . Il est à distin-
guer deux ensembles triés de degrés de liberté dans Th : l’ensemble des degrés de liberté
internes au maillage Thn, notés I, et ceux de bord notés . Dans ce cas, le système linéaire
obtenue par la MEF sur 
M s’écrit tel que :
MMUh = Fh (4.38)
avec
MM =

MII MI
MI M

Uh =
 
UhjI;Uhj
0 et Fh =  FhjI;Fhj0
La méthode de pénalisation par multiplicateurs de Lagrange [38, 42, 87] est retenue en
vue d’imposer les conditions de couplage dans le système global. Des vecteurs de multi-
plicateurs de Lagrange  et   sont introduits afin d’imposer, respectivement, (4.5) et
(4.12). On a pu constater que cette méthode pénalise la résolution du système en intro-
duisant des contributions non nécessaires qui dégradent la qualité de la solution globale
finale (voir Annexe B). Nous avons choisi d’appliquer une condensation de Guyan [19, 61]
afin de lever ces restrictions. Cette technique permet de considérer les degrés de liberté
situés sur  comme “maître” dans le calcul de (4.12). Cela siginifie que l’on détermine UH
uniquement en fonction de Uhj, ce qui donne :
EUH +
 
HIM
 1
II MI  H

Uhj = HIM 1II FhjI (4.39)
où HUh = HIUhjI +HUhj.
Le système matriciel final, déterminé par les conditions et techniques retenues, prend alors
la forme :
MU = F (4.40)
où M est la matrice globale, U le vecteur des inconnues et F le second membre qui
s’expriment comme :
M =
0BBBB@
MF 0 0  DT ET
0 MII MI 0 0
0 MI M C
T (HIM
 1
II MI  H)T
 D 0 C 0 0
E 0 HIM
 1
II MI  H 0 0
1CCCCA
U =
 
UH ;UhjI;Uhj; ;  
0
F =
 
0;FhjI;Fhj; 0; HIM 1II FhjI
0
:
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La matrice M est carrée, creuse, symétrique et définie positive. Les méthodes de réso-
lution itératives classiques (Gradient Conjugué, GMRES) peuvent être choisies lors de
la résolution du système. Dans les tests qui suivent, on utilise une méthode directe lors
de la résolution. Bien que moins précise elle a pour avantage d’être plus rapide que les
méthodes itératives pour une taille raisonnable du système.
Remarque 4.1. Le tri des degrés de liberté de Th est invariant en présence de mouvement.
De ce fait, uniquement la matrice D de (4.5) est à recalculer à chaque nouvelle position
de 
M . La forme générale du système matriciel reste donc la même. Néanmoins, pour
(4.12) comme   est modifiée pour chaque nouvelle configuration, E et H sont à réévaluer
à chaque déplacement. Au final, à chaque déplacement du domaine mobile est associé le
coût de recalcul des matrices de taille réduite D, E et H.
4.3 Validations numériques
Lors de la mise en œuvre de techniques de décomposition de domaine, il est important
de vérifier numériquement que la méthode conserve l’ordre de convergence en maillage de
la MEF. Afin d’y parvenir, on se place à nouveau dans le cadre des cas tests présentés
au Chapitre 1. Ce cadre est bien adapté à l’étude de la précision de la méthode de
décomposition de domaine puisqu’il a déjà permis de valider la précision numérique propre
à chaque cas sans décomposition de domaine. Ceci fournit naturellement une base de
comparaison utile. Dans ce qui suit, la précision de la méthode est examinée pour des
inconnues de type scalaires et vectorielles.
4.3.1 Cas scalaire
On se propose de reprendre le cas test examiné dans (1.2.3). Une décomposition de
domaine est choisie telle que : 
F est un domaine carré de dimensions [0; 1] [0; 1] et 
M
un disque de centre (0.5,0.5) et de rayon R = 0:3m. Chaque domaine possède sa propre
triangulation TH pour 
F et Th pour 
M . Ces maillages sont non-conformes, indépendants
et Th est entièrement recouvert par TH . La figure 4.4 représente la géométrie retenue pour
une configuration de maillage H = 1=12 et h = 1=48.
Une solution numérique du champ magnétique et de sa norme est donnée par la figure
4.5. La solution paraît qualitativement acceptable par rapport à la solution de référence.
En eﬀet, la distribution du champ dans le domaine global est cohérente avec la solution
de référence.
On regarde désormais la solution de manière quantitative. Le tableau 4.1 présente les
erreurs et ordre de convergence en maillage mesurés au cours de raﬃnements conjoints et
successifs des maillages TH et Th. Les erreurs propres à chaque sous-domaine 
F et 
M
sont exprimées en norme L2 et H1, on y trouve également une mesure de l’erreur commise
par la solution globale (i.e. u = (uHj
F n
M ; uh)) sur 
. On note que les discrétisations
sont choisies de façon à obtenir une densité de degrés de liberté de rapport H = 2h.
Ces résultats montrent que la méthode préserve l’ordre de convergence en maillage sur
le domaine global mais également sur chaque sous-domaine. Conformément aux résultats
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Figure 4.4 – Maillages de 
F et 
M en vue des évaluations d’erreur pour le cas test
nodal
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Figure 4.5 – Distribution du champ magnétique (vecteur et norme) pour H = 1=12 et
h = 1=48
théoriques (3.106)-(3.107), on trouve que la convergence est, globalement, d’ordre 2 en
norme L2 et d’ordre 1 en norme H1.
La figure 4.6 présente les courbes de convergence de l’erreur sur 
F (Fig.A.3a), sur 
M
(Fig.A.3b) et sur le domaine global 
 (Fig.A.3c). Les courbes montrent que les ordres de
convergence en norme L2 et H1 sont maintenus avec le raﬃnement des maillages.
En conclusion, la méthode de décomposition de domaine mise en œuvre ne dégrade pas
la précision de la MEF aussi bien qualitativement que quantitativement.
4.3.2 Cas vectoriel
Dans cette partie, on s’appuie sur le cas test (1.2.3) qui combine la MEF à des éléments
de Whitney d’ordre 1. Le domaine 
 est décomposé entre 
F un disque de centre (0,0) et
de rayon R = 1m et 
M un quadrilatère de dimensions [ 0:6; 0:6] [ 0:3; 0:3] centré en
(0,0). Chaque domaine est discrétisé (TH pour 
F et Th pour 
M) de telle sorte que les
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Erreurs et ordre L2 Erreurs et ordre H1
H 
F 
M 
 
F 
M 
 h
1=6 3,56E-02 - 2,56E-02 - 4,38E-02 - 2,55E-01 - 1,37E-01 - 2,89E-01 - 1=12
1=12 5,40E-03 2,7 3,70E-03 2,8 6,50E-03 2,8 4,93E-02 2,4 3,90E-02 1,8 6,29E-02 2,2 1=24
1=24 9,15E-04 2,6 5,56E-04 2,7 1,10E-03 2,6 2,14E-02 1,2 1,43E-02 1,4 2,58E-02 1,3 1=48
1=48 5,31E-04 0,8 3,48E-04 0,7 6,35E-04 0,8 1,09E-02 1,0 6,50E-03 1,1 1,27E-02 1,0 1=96
1=96 3,37E-04 0,7 2,43E-14 0,5 4,16E-04 0,6 6,00E-13 0,9 3,40E-03 0,9 6,90E-03 0,9 1=192
Table 4.1 – Erreurs et ordres en normes L2 et H1 cas test nodal
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Figure 4.6 – Courbes de convergence en maillage (cas scalaire)
maillages soient recouverts, non-conformes et indépendants. La configuration géométrique
retenue est présentée avec la figure 4.7.
La solution numérique obtenue, pour la configuration géométrique et numérique, avec
H = 1=6 et h = 1=24 est représentée dans la figure 4.8. A première vue, le comportement
de la solution semble qualitativement correct : comportement du champ magnétique et
norme du champ en accord avec la solution de référence.
On se doit, désormais, d’examiner la solution numérique de manière quantitative. Pour ce
faire, le tableau 4.2 donne les erreurs et ordres de convergence en norme L2 et semi-norme
H(rot) au cours de raﬃnements successifs et conjoints de TH et Th. Les erreurs et ordres de
convergence sont mesurés pour les solutions locales à chaque sous-domaine mais également
pour la solution reconstruite globale u = (uHj
F n
M ;uh) sur 
. Les discrétisations sont
choisies de manière à obtenir un rapport de H = 2h entre TH et Th. D’après ces résultats,
l’ordre de convergence en maillage est conservé avec le raﬃnement du maillage. L’ordre
de convergence est 2 en norme L2 et H(rot), ce qui rejoint les résultats théoriques (3.111).
Les courbes de convergence des erreurs sur 
F , 
M et 
 sont données par la figure 4.9.
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Figure 4.7 – Configuration en maillages de 
F et 
M en vue des évaluations d’erreur
pour le cas test d’arête
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Figure 4.8 – Représentation de la norme du champ et du champ magnétique pour
H = 1=6 et h = 1=24
Ces dernières confirment que l’ordre 2 en norme L2 et semi-norme H(rot) est maintenu
avec le raﬃnement des maillages.
A la lumière des ces résultats, la méthode de décomposition de domaine développée dans
ce travail, combinée à des éléments de Whitney d’ordre 1, maintient la précision de la
MEF.
4.4 Conclusion
Ce chapitre a consisté, en premier lieu, à élaborer les procédures menant à la formula-
tion matricielle des conditions de couplage introduites dans le chapitre précédent, dans un
cas bidimensionnel et pour des inconnues scalaires et vectorielles. La méthode proposée
dans le cadre de ce travail consiste essentiellement à prendre en compte des contributions
entre sous-domaines par l’intermédiaire d’un couplage faible (projection L2). La non-
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Erreurs et ordre L2 Erreurs et ordre H(rot)
H 
F 
M 
 
F 
M 
 h
1=6 1,05E-02 - 3,00E-03 - 1,10E-02 - 2,85E-02 - 1,46E-02 - 3,20E-02 - 1=12
1=12 2,60E-03 2,0 7,51E-04 2,0 2,70E-03 2,0 7,00E-03 2,0 3,60E-03 2,0 7,90E-03 2,0 1=24
1=24 7,73E-04 1,7 2,23E-04 1,6 8,05E-04 1,7 2,00E-03 1,8 1,10E-03 1,7 2,30E-03 1,8 1=48
1=48 2,12E-04 1,9 6,12E-05 1,9 2,20E-04 1,9 5,50E-04 1,9 2,97E-04 1,9 6,25E-04 1,9 1=96
1=96 5,54E-05 1,9 1,61E-05 1,9 5,77E-05 1,9 1,44E-04 1,9 7,79E-05 1,9 1,64E-04 1,9 1=192
Table 4.2 – Erreurs et ordres en normes L2 et H(rot) cas test d’arête
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Figure 4.9 – Courbes de convergence en maillage (cas vectoriel)
conformité des discrétisations entraîne l’utilisation de techniques de recherche de points
en maillage permettant de faire le lien entre les degrés de libertés : formule à points de
Gauss en scalaire et découpe combinée à une formule du point milieu en vectoriel. Celles-
ci ont menées à la formulation du système algébrique final. La stratégie d’une résolution
simultanée entre les domaines a été retenue. Pour ce faire, une méthode de pénalisation
par multiplicateurs de Lagrange a été combinée à une condensation de type Guyan.
Deuxièmement, ce chapitre a présenté une étude numérique de la précision de la mé-
thode. Ceci a permis de montrer qu’il était possible de construire un couplage préservant,
d’une part, l’ordre de convergence local à chaque sous-domaine et, d’autre part, l’ordre
de convergence de la solution sur le domaine global.
Le chapitre qui suit présente l’extension de la méthode à des applications de contrôle par
courants de Foucault qui, en plus de confirmer la précision de la technique, mettent en
évidence l’intérêt d’une telle stratégie de décomposition.
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Application à la modélisation du
contrôle non destructif par courants de
Foucault
Dans le but de mettre en évidence l’intérêt pratique de l’approche développée dans les
parties précédentes, ce chapitre présente une application de la MEM avec recouvre-
ment à des cas bidimensionnels représentatifs de contrôle non destructif (CND) par
courants de Foucault (CF). Plus particulièrement, on propose une étude complète des
champs, ainsi que de la variation des grandeurs globales intervenant au cours de la
modélisation du CND par CF. On commencera, cependant, par une présentation de
la modélisation du CND par CF et un rappel des motivations menant à l’utilisation
de la MEM avec recouvrement.
5.1 Le CND par CF
5.1.1 Objectifs du CND
Dans un contexte industriel de plus en plus exigeant quant aux normes de sûreté de
fonctionnement des systèmes critiques, le contrôle non destructif (CND) est devenu, depuis
la fin du XIXe siècle, un axe majeur de développement. En eﬀet, le CND a pour voca-
tion de vérifier l’intégrité d’une pièce ou d’un matériau sans l’endommager en y détectant
d’éventuels défauts présents. La nature du contrôle dépend de la pièce à inspecter (nature
du matériau, forme, ...), du type de vérification à eﬀectuer (détection d’anomalies internes
ou de surface, mesure d’épaisseur, ...) et des conditions dans lesquelles le contrôle doit
être réalisé. Fort de ce constat, diverses méthodes ont ainsi été développées : radiographie,
ultrasons, ressuage, thermographie, magnétoscopie et courants de Foucault (CF). Ces mé-
thodes exploitent des phénomènes physiques diﬀérents et sont souvent complémentaires.
Pour la plupart de ces techniques, les moyens d’acquisition ont été automatisés permet-
tant le stockage et le traitement numérique d’un grand nombre de données. Pour plus
d’informations sur le CND, le lecteur est invité à consulter les ouvrages [3, 27, 48, 55, 72].
Ces travaux se concentrent sur le CND par CF dont on rappelle les principales caracté-
ristiques.
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5.1.2 CND par CF
Le CND par CF (encore appelé CND par courants induits) est une technique faisant
intervenir une bobine parcourue par un courant alternatif placée au voisinage d’une pièce
conductrice à examiner (Fig. 5.1a). La bobine crée un champ émetteur variable au cours
du temps. Des courants électriques se développent dans l’objet conducteur par la variation
au cours du temps du champ magnétique dans lequel est plongé l’objet. C’est précisement
ces courants électriques que l’on appelle courants de Foucault. Ils ont la même fréquence
que le courant émetteur et génèrent un champ magnétique induit qui s’oppose au champ
émetteur. La présence d’un défaut dans la partie conductrice déviera la circulation des CF
et ainsi modifiera le champ magnétique résultant. Le CND est souvent réalisé en plusieurs
points de la pièce. Par conséquent, la bobine est déplacée au dessus de la pièce (5.1b).
La variation du champ magnétique est détectée à l’aide d’une bobine ou d’un capteur de
champ magnétique. Dans ce type de contrôle, ce sont des fréquences faibles (généralement
inférieures à 10 MHz) qui sont utilisées. La longueur d’onde se trouve, alors, être grande
devant la dimension de la pièce. Les propagations d’onde sont, de ce fait, négligeables.
(a) Configuration schématique
du CND par CF
(b) Déplacement bobine
Figure 5.1 – CND par CF
Les avantages de cette méthode, par rapport aux autres procédés de CND, résident surtout
dans sa simplicité de mise en œuvre, son coût réduit et la possibilité d’utiliser des appareils
de contrôle à la fois petits, légers et rapides. De part sa haute sensibilité de détection
et une possibilité d’automatisation, le CND par CF est une technique appréciée dans
le secteur industriel. Néanmoins, il est à noter que cette technique est très sensible à
la variation du lift-oﬀ (décollement entre la bobine et la pièce inspectée). Une bonne
performance de contrôle implique donc d’avoir un lift-oﬀ de faible valeur. De plus, elle ne
s’applique qu’à des matériaux électriquement conducteurs et est mal adaptée à l’inspection
de défauts profonds puisque les CF se développent principalement sur la surface des pièces.
Précisement et afin d’exprimer cette profondeur de pénétration des courants, on se place
dans le cas d’une pièce infiniment plane qui est excitée par un champ émetteur extérieur
uniforme qui lui est parallèle. Le module de la densité de courant J(z) suivant l’axe (0; z)
est donné par la relation :
J(z) = J0 exp( z

) (5.1)
où z est la profondeur considérée à l’intérieur de la pièce (en m), J0 le module de la
densité de courant à la surface de la pièce (en A/m2) et  la profondeur de pénétration
(ou épaisseur de peau) (en m) qui s’exprime comme :
 =
1p
f
(5.2)
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avec f la fréquence (en Hz),  la conductivité électrique (en S/m) et  la perméabilité
magnétique (en H/m). La figure 5.2 donne la réprésentation de la pénétration des courants
induits suivant la profondeur de la pièce. Il apparaît que la densité de courant décroît de
manière exponentielle dans l’épaisseur de la pièce.
Figure 5.2 – Variation de l’amplitude des CF à l’intérieur d’un conducteur
Lors de la mise en œuvre du contrôle, diverses sondes et divers modes d’excitation sont
envisageables [93]. Parmi eux, on choisit de se concentrer sur le montage le plus simple,
une sonde constituée d’une bobine unique à la fois émettrice (crée le champ émetteur) et
réceptrice (observe la modification du champ induit par la pièce) que l’on appelle sonde
à double fonction. A cette sonde est associée un signal mono-fréquentiel. L’excitation est
sinusoïdale de fréquence fixe. Sous cette configuration, l’interaction sonde-pièce s’eﬀectue
par mesure de l’impédance complexe de la sonde.
Dans le cas où le champ magnétique initial de la sonde n’est pas modifié (i.e. lorsque la
sonde est suﬃsament loin de la pièce conductrice pour que le champ créé par la bobine
ne soit pas impacté), l’impédance de la bobine est de la forme :
Z0 =
V0
Iexc
= R0 + iX0 (5.3)
avec Z0 l’impédance à vide (avec R0 la résistance et X0 la réactance à vide), V0 la tension
à vide et Iexc le courant d’excitation appliqué à la bobine. En présence d’un conducteur,
l’impédance est modifiée (on la nomme Zc) de telle sorte qu’elle s’écrit désormais :
Zc =
Vc
Iexc
= Rc + iXc (5.4)
où Rc regroupe les pertes Joules dans la cible et dans la bobine et Xc dépend de la
distribution spatiale des lignes de champ magnétique en présence de la pièce.
Afin de ne retenir que les variations dues à la présence de la pièce, la notion d’impédance
normalisée est introduite [62]. Cette dernière s’exprime comme un rapport de Zc sur Z0
qui est donnée par la relation :
Zn =
Zc  R0
X0
=
Rc  R0
X0
+ i
Xc
X0
= Rn + iXn (5.5)
Généralement, l’impédance normalisée est représentée dans un plan de coordonnées où
l’axe des abscisses désigne la résistance normalisée Rn et l’axe des ordonnées la réactance
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normalisée Xn. La normalisation de l’impédance rend la mesure indépendante de certaines
caractéristiques propres à la bobine excitatrice (nombre de spire, pertes à vide). L’impé-
dance normalisée dépend d’une part de la fréquence d’excitation et de la géométrie de la
sonde, et d’autre part des caractéristiques physiques (conductivité électrique, perméabi-
lité magnétique) et géométrique de la pièce inspectée. Toute variation d’un paramètre de
la pièce entraîne un déplacement du point représentatif de Zn dans le plan d’impédance
normalisée. La figure 5.3 représente les trajectoires que le point d’impédance de la sonde
décrit pour des variations de conductivité électrique et lift-oﬀ.
0
1
croissants,
lift-o croissant
Figure 5.3 – Plan d’impédance normalisée
5.2 Modélisation du CND par CF
5.2.1 Intérêt de la modélisation
Dans la pratique, les configurations auxquelles sont appliquées des contrôles par CF
sont extrêmement variées en termes de géométrie et de propriétés constitutives des ma-
tériaux. Afin d’obtenir un contrôle performant, il est important de concevoir des sondes
appropriées. La modélisation du CND par CF trouve ainsi son utilité dans la conception
de sonde. En eﬀet, la simulation de l’interaction sonde-pièce permet de concevoir des
systèmes de contrôle dont les performances auront été, préalablement, démontrées. La
modélisation permet de définir des structures de sonde qui se trouvent être bien adaptées
aux problématiques envisagées. L’intérêt principal est ainsi de prévoir les conséquences
des structures de sonde sans la contrainte d’avoir à réaliser, en pratique, de multiples
prototypes.
5.2.2 Cadre de la modélisation
Dans le cadre de la modélisation du contrôle par courants induits, le domaine d’étude
contient une partie conductrice et une source J0 à support compact qui représentent,
respectivement, la pièce à inspecter et la sonde. La figure 5.4 donne une illustration
schématique du domaine d’étude considéré pour un problème de CF. L’ensemble des phé-
nomènes électromagnétiques du problème est régi par les équations de Maxwell en régime
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Figure 5.4 – Problème du CND par CF
harmonique (1.3)-(1.5)-(1.6)-(1.7). Les lois de comportements constitutives du système
(1.9)-(1.10), ainsi que les conditions de transmission (1.11)-(1.14) et les conditions aux
limites (1.15)-(1.16) s’appliquent également. Dans notre cas, on s’intéresse donc aux pro-
blèmes magnétodynamiques (dimensions géométriques petites devant la longueur d’onde
et eﬀets capacitifs négligés).
Bien que l’ensemble des formulations présentées dans le Chapitre 1 peut s’appliquer au
cadre de la modélisation du CND par CF [33, 84, 108], on choisit d’étudier la formulation
en potentiel vecteur magnétique modifié (1.30). La résolution du problème se fait par la
MEF.
5.2.3 Problématiques relatives à la modélisation
La MEF fait appel à une discrétisation du domaine d’étude. De ce fait, à chaque fois
qu’un paramètre géométrique est modifié, un nouveau maillage doit être généré. Dans le
cadre de la modélisation de contrôle par CF, il est donc à considérer autant de remaillages
du domaine global que de position de la sonde (Fig. 5.5a). Le remaillage systématique de
l’intégralité du domaine d’étude entraîne des contraintes informatiques non négligeables :
d’une part le stockage de grands maillages peut faire appel à beaucoup de ressources in-
formatiques, et d’autre part, il est nécessaire de relancer la résolution du problème pour
chaque cas ce qui peut s’avérer très couteux en temps CPU. En résumé, la problématique
de ce type de configuration pour le CND par CF est la prise en compte du déplacement
de la sonde dans le domaine.
Une première solution envisagée est l’utilisation des méthodes de décomposition de do-
maine présentées dans le Chapitre 2 (Fig. 5.5b). Ces dernières s’adaptent bien à une grande
variété d’applications, néanmoins, elles peuvent être diﬃciles à mettre en œuvre pour des
configurations géométriques complexes. En eﬀet, pour des géométries complexes, il n’est
pas toujours possible de définir une interface de couplage invariante avec le mouvement
(i.e une frontière discrétisée qui reste la même pour tous les changements géométriques).
Une deuxième solution est de s’aﬀranchir de la contrainte de l’interface invariante avec
le mouvement, en utilisant une méthode de décomposition de domaine avec recouvre-
ment (Fig. 5.5c). On peut espèrer diminuer le stockage machine et le temps CPU pour
des configurations géométries complexes. Ces travaux de thèse se proposent de mettre en
application cette dernière solution.
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(a) Maillage unique (b) Méthode de décomposition de domaine
classique
(c) Méthode de décomposi-
tion de domaine avec recou-
vrement
Figure 5.5 – Prises en compte du déplacement de la sonde : en bleu domaine fixe, en
jaune domaine mobile
5.3 Application de la MEM avec recouvrement
Soit 
 le domaine d’étude considéré présenté dans la figure 5.4. Comme le champ
magnétique est concentré autour de la sonde, la partie mobile 
M contient d’une part
la géométrie de la sonde et d’autre part une enveloppe d’air proche de celle-ci. La figure
5.6 illustre le choix de la décomposition de domaine mise en place dans le cadre de la
modélisation du CND par CF.
Figure 5.6 – Décomposition de domaine
Par la suite, on notera la partie fixe de la modélisation comme 
F = 
n
M . On s’intéresse
à la formulation en potentiel vecteur magnétique modifié des équations de Maxwell en
régime harmonique, dont on rappelle, ici, la formulation :
i!A + rot
 
 1rot A

= J0 (5.6)
où le potentiel A est introduit à partir de B = rot A et E =  i!A. Le champ
magnétique est défini dans le plan (0; ex; ey) tel que B = (Bx; By; 0), ce qui donne A =
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(0; 0; A).
Dans le cadre de la décomposition de domaine, le système à résoudre prend la forme
suivante :
i!AF (x) r  ( 1rAF (x)) = 0 dans 
F (5.7)
 r  ( 1rAM(x)) = J0(x) dans 
M (5.8)
AF (x) = AM(x) sur  (5.9)
 1 @nAF (x) =  1 @nAM(x) sur  (5.10)
AF (x) = 0 sur @
 (5.11)
(5.12)
Il en vient le problème variationnel : trouver (A;AM) 2 H10;AM (
F )H1A(
M) tel que :Z

F
i!AA0 +
Z

F
 1rA:rA0 = 0; 8A0 2 H10 (
F ) (5.13)Z

M
 1rAM :rA0M =
Z
suppJ0
J0A
0
M ; 8A0M 2 H10 (
M) (5.14)
avec H10;AM (
F ) = fA 2 H10 (
F ); A = AM sur g et H1A(
M) = fAM 2 H1(
M); AM =
A sur g. Chaque domaine est discrétisé de manière indépendante TH pour 
F et Th
pour 
M . Ces maillages sont non-conformes et recouverts. On considère, également, que
le pas de discrétisation est plus petit dans 
M que dans 
F (Fig.5.7) tel que h < H. Ceci
s’explique par le fait que l’on désire avoir une meilleure précision du champ, et ainsi du
calcul de l’impédance, dans et autour de la sonde.
Figure 5.7 – Stratégie de maillage dans le cadre de la décomposition de domaine
Pour rappel, il faut également prendre en compte la profondeur de pénétration du champ
magnétique dans la pièce : on admet un minimum de 3 éléments dans l’épaisseur de peau.
5.4 Résultats
Dans un premier temps, on examine la solution obtenue en absence de défaut dans la
pièce à inspecter : champ magnétique et impédance normalisée. Dans un second temps,
on regarde le comportement de la solution en présence d’un défaut dans la pièce : champ
magnétique et variation du flux magnétique. Finalement, un exemple d’application pré-
sentant une géométrie complexe est exposé.
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5.4.1 En absence de défaut
On regarde le comportement de la solution numérique en l’absence de défaut dans la
pièce à inspecter. On considère une modélisation du CND par CF dont la géométrie est
définie par les données présentées dans le tableau 5.1. De plus, le bobine est constituée de
Longueur pièce 10 Rayon interne sonde 6.15
Hauteur pièce 12.4 Rayon externe sonde 12.4
Longueur domaine 10 Hauteur sonde 6.1
Hauteur domaine 62.4 Longueur boite mobile 40
Lift-oﬀ 2.3 Hauteur boite mobile 99
Table 5.1 – Dimensions en millimètres
100 spires. Le tableau 5.2 donne les valeurs des coeﬃcients physiques intervenant dans la
simulation, et notamment les propriétés électromagnétiques du milieu conducteur  et .
Les maillages de 
F et 
M ont, respectivement, 12032 et 3832 éléments.
Js 1 A/mm2  30 MS/m
Fréquence 225 kHz  0
Table 5.2 – Valeurs des cœﬃcients physiques
La résolution du système se fait par une inversion matricielle directe. La figure 5.8 présente
le potentiel vecteur magnétique. Les champs sont conformes aux résultats attendus : ils
se concentrent autour de la sonde, ils sont atténués dans la profondeur de la pièce (eﬀet
de peau).
Figure 5.8 – Potentiel vecteur magnétique (en T.m)
L’impédance normalisée (5.5) dans le plan complexe obtenue en présence de la décom-
position de domaine est donnée par la figure 5.9 pour diﬀérentes valeurs de lift-oﬀ et
de fréquence. Le lift-oﬀ apparaît comme une caractéristique géométrique importante qui
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Figure 5.9 – Représentation de Zn dans le plan d’impédance normalisée
peut avoir un impact négatif sur la détection de défaut : plus le lift-oﬀ est grand moins
la détection est eﬃcace. La mise en œuvre de la MEM avec recouvrement conserve bien
les propriétés de la modélisation du CND par CF (Fig. 5.3 et [72]).
5.4.2 En présence de défaut
Désormais, un défaut débouchant du côté où se trouve la bobine dont les dimensions
sont données dans le tableau 5.3, est placé dans la pièce à inspectée. Les paramètres
géométriques et physiques du milieu sont repris du cas précédent.
Longueur défaut 6.2 Hauteur défaut 6.1
Table 5.3 – Dimensions du défaut en millimètres
Le potentiel vecteur magnétique A, ainsi que les lignes de champs, obtenus pour 3 positions
de la sonde sont présentés dans la figure 5.10 : la première position (Fig.5.10a) est celle
pour laquelle la sonde est placée en amont du défaut, pour la deuxième (Fig.5.10b) la
sonde est centrée au dessus du défaut et pour la dernière (Fig.5.10c) la sonde est en aval
du défaut. Le comportement est conforme aux résultats obtenus en pratique : le champ
diminue dans la pièce conductrice (eﬀet de peau), le champ tourne autour de la section
de la bobine.
La variation de l’impédance Z du système, due à la présence du défaut, peut se déduire
à partir de l’égalité suivante :
Z =
2ifN2
J0Sb
 (5.15)
avec N le nombre de spires dans la bobine, Sb l’aire d’une section de la bobine et  la
variation du flux magnétique dans la bobine tel que :
 =   0 (5.16)
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(a) Position 1 (b) Position 2
(c) Position 3 (d)
Figure 5.10 – Déplacement de la sonde : potentiel vecteur magnétique (en T.m) et lignes
de champ
avec  le flux magnétique de la bobine en présence du défaut et 0 celui sans défaut. Lors
du déplacement de la sonde, seul  est modifié dans (5.15), les autres paramètres étant
constants. Par conséquent, la variation de l’impédance est proportionnelle à la variation
du flux magnétique de la sonde. Le courant source étant pris comme référence de phase,
la partie réelle du flux correspond alors à la partie imaginaire de l’impédance et inverse-
ment. Une comparaison des flux magnétiques de la solution obtenue avec la MEM avec
recouvrement et de la solution obtenue avec la PDE de Matlab est réalisée. La figure 5.11
représente la comparaison des flux en fonction de la position de la sonde dans le plan.
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Figure 5.11 – Variation du flux magnétique (en Wb)
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En mesurant les pourcentages d’erreurs obtenus, il apparaît que la méthode commet
environ 2% d’erreur moyenne sur le flux magnétique de la sonde. Le tableau 5.4 donne les
valeurs des flux calculées par la MEM et par la PDE Matlab pour plusieurs positions de
le sonde (la position initale 0 correspond à la figure 5.10b).
Sonde
Position(mm) -MEM (Wb) -Matlab (Wb) Erreur (%)
-20 1.73e-07 - 2.52e-08i 1.71e-07 - 3.18e-08i 1.1
-10 5.48e-07 - 3.31e-07i 5.63e-07 - 3.22e-07i 2.6
0 3.20e-08 - 1.07e-08i 3.40e-08 - 1.11e-08i 5
10 5.50e-07 - 3.32e-07i 5.62e-07 - 3.22e-07i 2.1
20 1.75e-07 - 2.57e-08i 1.73e-07 - 3.11e-08i 1.1
Table 5.4 – Flux et erreur en % entre la solution de la MEM avec recouvrement et la
solution de la PDE de Matlab pour diﬀérentes positions de la sonde
5.4.3 En présence d’une géométrie complexe
L’application 2D présentée, par la suite, est inspirée du contrôle de la zone de transition
de dudgeonnage d’un tube de générateur de vapeur à l’aide d’une sonde. La figure 5.12
présente la configuration géométrique associée à ce problème.
X
Y
Z
Figure 5.12 – Dudgeonnage : configuration géométrique
De part la présence d’un décrochage au sein de la géométrie de la pièce à inspecter, les
techniques de décomposition de domaine usuelles, telles que décrites dans le Chapitre 2,
s’avèrent délicates à mettre en œuvre. En eﬀet, la géométrie de l’interface de couplage
varie en fonction de la position de la sonde dans le domaine. La méthode développée dans
ce mémoire peut être employée pour ce type de configuration. On en présente donc son
application.
Les caractéristiques géométriques de la configuration considérée sont données dans le
tableau 5.5. Le tableau 5.6 indiquent les valeurs physiques mises en jeu dans la simulation.
La solution numérique obtenue est présentée pour 3 positions de la sonde dans le domaine
par la figure 5.13 : la sonde est placée en amont de la zone de transition, en position 2
la sonde est inclinée sur la zone de transition et enfin en la sonde est aval de la zone de
transition.
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Longueur pièce 75 Rayon interne sonde 0.75
Hauteur pièce 1.25 Rayon externe sonde 2.85
Longueur domaine 75 Hauteur sonde 2.34
Hauteur domaine 25 Longueur boite mobile 8
Lift-oﬀ 0.29 Hauteur boite mobile 8
Longueur décrochage 5 Hauteur décrochage 0.7
Table 5.5 – Caractéristiques géométriques du problème de dudgeonnage en millimètres
 0  1 MS.m 1
Js 3 A/mm2 Fréquence 100 kHz
Table 5.6 – Paramètres physiques du problème de dudgeonnage
(a) Position 1 (b) Position 2
(c) Position 3 (d)
Figure 5.13 – Déplacement de la sonde : potentiel vecteur magnétique (en T.m) et lignes
de champ
D’une part, on constate que sur les parties planes de la plaque (amont et aval de la zone
de transition) le champ magnétique se concentre autour des sections de la bobine. Au
niveau de la zone de transition, on observe bien une dissymétrie de la répartition du
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champ.D’autre part, il apparaît que la méthode que nous avons introduite s’adapte bien
à la géométrie de la pièce.
Une comparaison avec une résolution par une MEF, sans décomposition de domaine,
indique également que la solution obtenue précédemment est à la fois qualitativement et
quantitativement acceptable (tableau 5.7)
Sonde
Position -MEM (Wb) -MEF (Wb) Erreur (%)
1 2.67e-07 - 1.24e-08i 2.71e-07 - 1.22e-08i 1.5
2 2.62e-07 - 1.69e-08i 2.68e-07 - 1.65e-08i 2.2
3 2.68e-07 - 1.24e-08i 2.71e-07 - 1.21e-08i 1.1
Table 5.7 – Flux et erreur en % entre la solution de la MEM et la solution de la MEF
pour diﬀérentes positions de la sonde
5.5 Conclusion
Les résultats présentés dans ce chapitre ont permis d’illustrer la flexibilité et la préci-
sion de la MEM avec recouvrement sur des cas de CND par CF. Ce couplage a, notamment,
traité divers problèmes de CND par CF : pièce sans défaut, pièce avec défaut et géométrie
complexe. Une comparaison à un calcul de référence MEF sur un maillage unique (i.e.
sans décomposition de domaine) a montré le bon comportement numérique de la solution
obtenue avec la MEM en recouvrement de maillages. Par ailleurs, ces calculs ont mis en
évidence l’avantage d’une décomposition de domaine entre les parties en mouvement et
celles restant fixes. En eﬀet, il apparaît que les maillages de chaque sous domaine une
fois générés permettent de réaliser plusieurs configurations géométriques possibles (équi-
valentes à plusieurs positions de la sonde dans le domaine).
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Conclusions et perspectives
L’objectif de cette thèse a été de développer une méthode de décomposition de domaine
avec recouvrement basée sur la théorie associée à la méthode des éléments finis avec joints.
Ces travaux se sont inscrits dans le cadre de la résolution des équations de Maxwell
pour la simulation du contrôle non destructif (CND) par courants de Foucault (CF). On
a souhaité rendre la source mobile dans le problème ce qui a impliqué de réaliser des
échanges réciproques entre les diﬀérents domaines. La finalité d’une telle approche était
de prendre en compte le mouvement dans la modélisation sans avoir recours au remaillage
systématique de l’intégralité du domaine qui entraîne une augmentation du temps CPU.
Résultats principaux
Après avoir présenté le cadre physique et les outils mathématiques intervenant dans
ce travail, une présentation et par la suite une comparaison de diﬀérentes méthodes de
décomposition de domaine ont été eﬀectuées. Cela a permis de justifier, d’une part, l’utili-
sation du cadre théorique associé à la méthode des élements finis avec joints (notée MEM),
et d’autre part, l’emploi d’une décomposition de domaine avec des discrétisations qui se
recouvrent. Ces choix sont motivés par l’intérêt de mettre au point une technique de dé-
composition de domaine précise, optimale (l’erreur de la solution globale est majorée par
la somme des erreurs sur chaque sous-domaine) et flexible (apportée par la théorie de la
MEM) pour laquelle la contrainte d’une interface d’échange invariante avec le mouvement
a été levée.
Par la suite, la méthode a été développée théoriquement pour un problème faisant inter-
venir des inconnues scalaires et vectorielles. Les formulations continues et discrètes ont été
présentées. L’accent a été mis sur les opérateurs de projection intervenant dans les espaces
variationnels. Ces opérateurs ont été choisis afin d’assurer la stabilité et l’optimalité de la
méthode. Des études, quant aux erreurs d’approximation introduites par la méthode ont
été décrites ce qui a permis d’aboutir à des estimations d’erreurs à priori.
Une partie importante de ce travail de thèse a reposé sur la mise en œuvre de la MEM en
recouvrement de maillages. Il est apparu que l’évaluation des matrices de couplage (i.e.
celles permettant l’échange d’information dans le système matriciel) était un point crucial
pour assurer le bon comportement de la méthode. Il a donc été nécessaire de mettre en
œuvre des techniques de calcul précises et eﬃcaces (type intégrations numériques) qui ont
permis d’évaluer les matrices en question.
Des expériences numériques relatives à la précision en maillage ont été réalisées sur des cas
test simples pour lesquelles une solution exacte est connue. La méthode ne pénalise pas la
95
Chapitre 5 : Applications
convergence portée par la méthode des éléments finis. En outre, les ordres de convergence
obtenus correspondent aux résultats théoriques précédemment décris. De ce fait, en plus
de la précision, l’optimalité de la méthode a pu être démontrée numériquement.
Enfin, la technique a été appliquée à des problèmes bidimensionnels de modélisation du
CND par CF. Les principales caractéristiques relatives à une telle modélisation ont été
retrouvées (évolution de l’impédance en fonction de la fréquence et du lift-oﬀ, variation
du flux en présence de défaut). Finalement, un cas de modélisation en présence d’une
configuration géométrique complexe a été proposé montrant la flexibilité de la méthode.
Les principaux résultats de ce travail, rappelés ci-dessus, sont encourageants au sens où
ils tendent à indiquer que la méthode est précise et bien adaptée à des géométries com-
plexes. Cependant, il reste, bien évidemment, des questions ouvertes ainsi que des pistes
de recherche qu’il serait intéressant d’approfondir.
Perspectives
La méthode présentée dans ces travaux eﬀectue des échanges d’information entre do-
maines recouverts et non-conformes entre eux. Les espaces des multiplicateurs de Lagrange
ont été choisis les plus simples possibles. Il existe d’autres possibilités d’espaces [107] qui
pourraient augmenter, encore, la précision de la technique en étant mieux adaptés aux
configurations envisagées.
De plus, il serait intéressant de compléter ce travail en se focalisant sur le recouvremenent
de domaines ayant des propriétés physiques diﬀérentes. Une piste envisageable serait, par
exemple, d’imposer au domaine mobile d’absorber les caractéristiques physiques de la par-
tie du domaine fixe qu’il recouvre. En ce sens, l’intégration adaptative comme présentée
dans [86, 92] semble être une piste sérieuse de réflexion.
L’intérêt des méthodes de décomposition réside également dans leur possiblité d’être fa-
cilement parallélisable. Les outils de parallélisation étant de plus en plus performants, il
serait intéressant de les utiliser dans le but de mettre en valeur les avantages informatiques
apportés par la décomposition de domaine.
L’aspect tridimensionnel n’a pas été abordé dans ces travaux, il est bien évident qu’il
constitue l’objectif principal du développement d’une telle méthode. L’extension de la
méthode en 3D apparaît comme un travail numériquement plus complexe que le cas bi-
dimensionel (la partie théorique ayant déjà été examinée en 2D). En eﬀet, les échanges
d’information se réaliseront, désormais, au travers de surfaces de couplage. Il sera, donc,
nécessaire de déterminer des intersections entre des éléments volumiques et surfaciques,
lesquelles permetteront d’évaluer les matrices de couplage du système. L’application à des
modélisations 3D du CND par CF constitue un intérêt majeur pour les industriels.
Les perspectives de la décomposition de domaine étudiée dans ce travail de thèse s’étendent
au-delà de la modélisation du CND par CF. La résolution des équations de Maxwell recèle
de nombreuses applications à caractère industriel auxquelles la méthode traitée peut se
prêter. Par ailleurs, il est important de rappeler que la méthode développée est basée
sur la MEM qui est une méthode de décomposition de domaine aujourd’hui, largement
répandue au-delà même de l’électromagnétisme. Les modélisations envisageables sont, de
ce fait, tout aussi variées.
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Cas électrostatique
Cette annexe présente les validations numériques de la méthode développée dans ce
travail de thèse pour un problème statique (i.e. pas de variable en temps). Dans ce cas,
le système matriciel est à résoudre une seule et unique fois. Ce cas est également valable
pour un problème en régime harmonique.
A.1 Problème électrostatique
Soit un cylindre infini d’axe (O,z) uniformément chargé en volume, de densité vo-
lumique de charge , de section circulaire de rayon R = 0; 2 m (Fig.A.1). Le domaine
d’étude 
 est donc un disque de centre (0,0) et de rayon 2 m. En se plaçant dans le
repère d’axe (M; er; e; ez) la distribution du champ électrique est invariante à la fois par
translation suivant (0,z) et à la fois par rotation autour de (O,z). Le calcul du champ
électrique E(r; ; z) se réduit alors à E(r) !ur avec r 2 [0; 2]. On cherche, alors, à résoudre
un problème électrostatique régit par les équations :
rot E = 0; div D =  et D = "E (A.1)
Par le Lemme de Poincaré, on introduit le potentiel scalaire électrique V parE =  grad V ,
ce qui donne, le problème d’inconnue V suivant :
"V =  : (A.2)
où " est considéré uniforme dans le domaine d’étude. Des conditions de Dirichlet homo-
gènes sont imposées sur 
.
La décomposition de domaine retenue, ici, est telle que 
M est un disque de centre (0.0)
de rayon 0.4 m avec supp()  
M , et 
F = 
n
M .
La solution exacte de ce problème est :
en terme de champ électrique
Eexa(r) =
8>><>>:
0:04
2r
 !ur ; r  0:2;
r
2
 !ur ; r  0:2:
(A.3)
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(a) Configuration physique (b) Décomposition de do-
maine
Figure A.1 – Domaine d’étude
en terme de potentiel scalaire électrique
V exa(r) =
8>>>><>>>>:
0:04
2
ln

2
r

; r  0:2
 r
2
4
+
0:04
2

1
2
+ ln(10)

; r  0:2:
(A.4)
A chaque domaine est associé une discrétisation, TH pour 
F et Th pour 
M . Ces maillages
sont non-conformes, indépendants et Th et TH se recouvrent.
A.2 Résultats numériques
La figure A.2 donne une représentation de la solution numérique obtenue pourH = 1=12
m et h = 1=48 m. Il apparaît, dans un premier temps (Fig.A.2a et Fig.A.2b), que l’on ob-
tient une répartition du champ électrique et de la norme de ce dernier conforme à celle
à laquelle on s’attendait. Les figures A.2c et A.2d confirment le bon comportement de la
solution obtenue au regard de la solution exacte.
Le tableau A.1 présente une étude de l’erreur commise, en norme L2 et H1, par la
méthode en fonction des raﬃnements successifs des maillages dans chaque domaine. Il
apparaît bien que les erreurs diminuent avec le raﬃnement de maillage. On retrouve de
l’ordre de 2 en norme L2 et 1 en norme H1. Ce qui est confirmé par les courbes de
convergence en maillage (Fig.A.3).
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Figure A.2 – Solution numérique
Erreurs L2 Erreurs H1
H 
F 
M 
 
F 
M 
 h
1=6 4,45E-02 - 2,42E-02 - 5,06E-02 - 1,20E-01 - 6,13E-02 - 1,34E-01 - 1=12
1=12 9,70E-03 2,2 5,40E-03 2,2 1,11E-02 2,2 4,30E-02 1,5 2,21E-02 1,5 4,84E-02 1,5 1=24
1=24 1,70E-03 2,5 7,44E-04 2,9 1,80E-03 2,6 1,26E-02 1,8 7,70E-03 1,5 1,48E-02 1,7 1=48
1=48 5,13E-04 1,7 2,76E-04 1,4 5,82E-04 1,6 5,30E-03 1,2 3,40E-03 1,2 6,30E-03 1,2 1=96
1=96 2,02E-04 1,3 8,84E-05 1,6 2,20E-04 1,4 3,90E-03 0,4 1,80E-03 0,9 4,30E-03 0,5 1=192
Table A.1 – Erreurs et ordres en normes L2 et H1 cas test nodal statique
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Figure A.3 – Courbes de convergence en maillage
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Annexe B
Condensation de Guyan - Performances
comparées
Cette annexe montre l’intérêt d’eﬀectuer une condensation de Guyan dans le système
matriciel final comme présenté dans le Chapitre 4 (section 4.2). Pour rappel, la conden-
sation permet de considérer des degrés de liberté, que l’on aura choisis, comme “maître”
dans la système matriciel. Une étude comparative de la précision de la solution avec et
sans condensation est réalisée. On s’appuie sur le cas test électrostatique développé dans
l’Annexe A.
B.1 Système matriciel final sans condensation de Guyan
Pour rappel, en plus d’eﬀectuer une résolution simultanée des équations dans chacun
des sous-domaines, les conditions de couplage (4.5) et (4.12) sont imposées par une mé-
thode de pénalisation par multiplicateurs de Lagrange. Le système matriciel final prend
la forme :
MU = F (B.1)
où M est la matrice globale, U le vecteur des inconnues et F le second membre. Ils
s’expriment comme :
M =
0BBBBBB@
MF 0 0
0 MII MI
0 MI M
KT
K 0 0
0 0
1CCCCCCA ;
K =
 D C 0
E [  H]

;
U =
 
UH ;UhjI;Uhj; ;  
0
;
F =
 
0;FhjI;Fhj; 0; 0
0
:
La résolution est eﬀectuée par une inversion direct du système linéaire.
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B.2 Résultats numériques
Les figures B.1, B.2 et B.3 représentent la solution analytique ainsi que les solutions
globales obtenues avec la MEM avec et sans condensation de Guyan. En particulier, ces
figures illustrent l’évolution du potentiel scalaire électrique sur un rayon du domaine pour
diﬀérents pas de discrétisation de maillage.
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Figure B.1 – Comparaison solution analytique (rouge), solutions MEM avec conden-
sation de Guyan (bleue) et sans condensation (verte) sur un rayon pour H = 1=12 et
h = 1=12
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Figure B.2 – Comparaison pour H = 1=12 et h = 1=24
Alors que la solution numérique obtenue avec la condensation converge vers la solution
analytique, avec le raﬃnement du maillage, la solution numérique calculée sans conden-
sation semble converger plus lentement. En outre, la solution est pénalisée sur le domaine

M (on voit que la solution commet une erreur plus importante, l’écart enre les courbes
étant plus grand).
Le tableau B.1 détaille les erreurs commises en norme L2 et semi-norme H1 et les ordres
de convergence en maillage obtenus par la méthode sans condensation de Guyan pour
des raﬃnements successifs des maillages dans chaque domaine. A la vue des résultats
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Figure B.3 – Comparaison pour H = 1=12 et h = 1=48
Erreurs L2 Erreurs H1
H 
F 
M 
 
F 
M 
 h
1=6 4,21E-02 - 2,32E-02 - 7,32E-02 - 9,32E-02 - 6,08E-02 - 2,47E-01 - 1=12
1=12 9,90E-03 2,1 4,80E-03 2,2 2,31E-02 1,6 3,68E-02 1,3 2,11E-02 1,5 1,31E-01 0,9 1=24
1=24 2,10E-03 2,2 6,75E-04 2,9 8,70E-03 1,4 1,48E-02 1,3 7,90E-03 1,4 8,35E-02 0,6 1=48
1=48 6,54E-04 1,7 2,30E-04 1,5 4,20E-03 1,0 7,90E-03 0,9 4,30E-03 0,8 6,07E-02 0,4 1=96
1=96 3,18E-04 1,0 1,35E-04 0,7 2,10E-03 1,0 6,40E-03 0,3 3,40E-03 0,3 4,11E-02 0,5 1=192
Table B.1 – Erreurs et ordres en normes L2 et H1 sans condensation de Guyan
obtenus, et bien que les erreurs soient globalement du même ordre de grandeur que celles
obtenues dans l’Annexe A (voir tableau A.1), les ordres de convergence sont, quant à eux,
plus faibles, en particulier pour la solution globale sur 
. En eﬀet, sans condensation de
Guyan, la solution globale convergence à l’ordre 1 en norme L2 et semi-norme H1. Ces
constats sont confirmés par les courbes de convergence en maillage (Fig.B.4).
Au final, l’absence de condensation dégrade la qualité de la méthode et particulièrement
l’ordre de convergence global qui en découle.
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Figure B.4 – Courbes de convergence en maillage
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Annexe C
Stratégie de recherche en maillage et
gain en temps
Cette annexe décrit la stratégie de recherche en maillage mise en œuvre dans le cadre
des travaux de cette thèse. Le gain en temps CPU qui en découle est examiné.
Cette annexe présente également des résutats préliminaires quant à l’étude du gain en
temps apportée par la méthode de décomposition de domaine.
C.1 Motivations
La méthode développée dans ce travail de thèse vise à éviter le remaillage systéma-
tique de l’intégralité du domaine lorsque une configuration géométrique est modifiée. En
particulier, dans le cadre de la modélisation du CND par CF, on veut éviter de remailler
le domaine global d’étude à chaque nouvelle position de la sonde. En eﬀet, le remaillage
peut s’avérer coûteux en temps CPU.
Afin de réaliser un code de simulation MEM eﬃcace, il est primordial :
– de déterminer rapidement l’interface de couplage   définie dans le Chapitre 3 (pa-
ragraphe 3.4.3)
– de calculer précisement les matrices de couplage D et H (voir Chapitre 4) qui
nécessitent de localiser des points d’intégration dans un maillage.
Si la mise en œuvre de ces deux points n’est pas optimisée, le temps de calcul CPU peut
s’en trouver pénalisé.
On a souhaité utiliser des techniques de recherche en maillage précises, eﬃcaces et bien
adaptées à notre problème. Pour ce faire, un algorithme qui combine une méthode de
recherche par bloc et une méthode du plus proche voisin a été développée.
C.2 Stratégie optimale de recherche en maillage
Critère d’appartenance à un élément
Toutes les stratégies, que l’on verra par la suite, reposent sur le même critère d’appar-
tenance d’un point à un élément que l’on détaille ici.
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Soit le déterminant noté det ([A B C]), défini par
det ([A B C]) =

Ax Bx Cx
Ay By Cy
1 1 1
 (C.1)
avec A = (Ax; Ay), B = (Bx; By) et C = (Cx; Cy) les coordonnées cartésiennes des
sommets d’un élément triangulaire. La valeur de ce déterminant correspond à 2 fois l’aire
du triangle (ABC). C’est, notamment, l’information sur le signe qui permet de déterminer
l’appartenance d’un point à un élément.
Soient un triangle de sommets A;B;C et X un point donné. On choisit d’imposer le
sens de lecture anti-horaire ([A;B;C]) à l’élement (le sens contraire ([A;C;B]) convenant
également) comme illustré par la figure C.1.
A B
C
X
Figure C.1 – Orientation dans le sens anti-horaire pour l’élément fA;B;Cg
Après avoir évaluées les valeurs des vecteurs
  !
AX;
  !
BX; et
  !
CX, on calcule les contributions
suivantes :
 = det([A B X]);  = det([B X C]);  = det([A X C]): (C.2)
Si tous les déterminants ([; ; ]) sont positifs, alors le point appartient à l’élément, sinon
le point n’appartient pas à l’élément. La figure C.2 donne les signes des déterminants en
fonction de la place du point.
Algorithme 1. Appartenance d’un point X à un élément K.
Soient les 3 sommets A, B, et C du triangle K, tournant dans le sens anti-horaire, calculer
les 3 contributions ,  et .
1. Si les trois valeurs sont positives alors X 2 K (stop),
2. Sinon, on choisit comme nouveau triangle K0 l’un des triangles adjacents à l’une
des arêtes associée à une contribution négative (les ambiguïtés sont levées aléatoire-
ment).
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A B
C
[+; ;+]
[ ;+; ]
[ ; ;+] [+; ; ]
[+;+;+]
[ ;+;+] [+;+; ]
Figure C.2 – Test d’appartenance d’un point à un élément : signes des contributions
([; ; ]) en fonction de la place du point
Méthode de recherche par bloc
La figure (C.3) présente la stratégie de recherche par bloc dont l’objectif est de déter-
miner rapidement et eﬃcacement à quel élément d’un maillage appartient un point donné.
Cette méthode repose sur la division du domaine 
 en blocs distincts, de telle sorte que
l’on cherche le bloc contenant le point X cherché. La subdivision de l’espace 
 est réalisée
par une grille cartésienne de taille que l’on a prédéfinie telle que les sous-domaines 
1 et

2 sont : 
 = 
1 [ 
2 et 
1 \ 
2 = ftout un côté entier de 
1 et 
2g.
Figure C.3 – Méthode de recherche par bloc
Algorithme 2. Méthode de recherche par bloc
1. Diviser le domaine en deux sous-domaines 
1 et 
2.
2. Tester à quel sous-domaine appartient le point recherché X.
3. Garder le sous-domaine qui contient le point recherché X.
4. Si la taille du domaine conservé est supérieure au critère d’arrêt (i.e un domaine
de taille prédéfinie), aller à l’étape 1,
sinon stop.
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Méthode du plus proche voisin
Cette méthode est particulièrement eﬃcace lorsque que les points cherchés sont proches
les uns des autres. A la première itération on part de l’élément k1 et on cherche à localiser
l’élément k2 contenant le point X1 en se déplaçant sur un nombre réduit d’éléments à
partir de l’élément k1. On fait de même en partant de k2 et ainsi de suite. Le choix de
l’élément voisin vers lequel on va se déplacer pour atteindre l’élément à localiser se fait
à l’aide du critère d’appartenance du point Xi à l’élément kj, où on choisit la direction
suivant l’arête qui donne un signe négatif lors du calcul de critère d’appartenance (Fig.
C.4a). La figure C.4b donne un exemple de trajet possible pour localiser le point Xi+1 en
partant de Xi. Le passage d’un élément à un autre est réalisé à l’aide des nœuds voisins.
(a) Test d’appartenance et choix de direction
selon les valeurs des signes.
(b) Recherche de l’élément contenant le point
Xi+1.
Figure C.4 – Méthode du plus proche voisin
Remarque C.1. Pour plus d’eﬃcacité lors de la recherche du premier élément on peut
utiliser une autre méthode vue précedemment (une méthode de recherche par bloc par
exemple) afin de se rapprocher rapidement du groupe de points à traiter.
Algorithme 3.
1. Initialisation : j = 1 et i = 1.
2. Partant de l’élément kj, on prend un point Xi.
3. On applique le test d’appartenance du point Xi à l’élément kj.
(a) Si Xi appartient à l’élément kj, alors on incrémente (i = i + 1), puis on
recommence l’étape (3).
(b) Sinon, on choisit une direction de recherche grâce au test d’appartenance, et
on se déplace vers l’élément voisin (j = j + 1), kj, puis on passe à l’étape (3).
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C.3 Gain en temps
Après la mise en pratique des techniques décrites ci-dessus, on examine les perfor-
mances en temps CPU obtenues par la méthode de décomposition de domaine. Les éva-
luations de la méthode sont réalisées sur le cas électrostatique présenté dans l’Annexe
A. La simulation est réalisée sous Matlab, le mailleur est soit celui de Matlab (pour des
petits maillages) soit Gmsh (pour de grands maillages).
On regarde les temps de calcul pour des configurations géométriques modifiées (en par-
ticulier en présence de déplacement) (tableau C.1). Les discrétisations sont considérées
fixées et le nombre de mailles est choisi équivalent entre les deux simulations. En particu-
lier, le nombre d’élements est de 11608 pour la MEF et la partie fixe de la décomposition
de domaine, et 1792 pour le domaine mobile. Dans le cas d’une résolution classique par
la MEF le remaillage est nécessaire à chaque déplacement. On constate qu’à densités de
maillage équivalentes, pour une seule position, la MEM avec recouvrement présente un
temps de calcul supérieur au temps de la MEF. Ceci s’explique par les temps de traitement
nécessaire à l’identification de   et aux calculs des matrices de couplage qui s’ajoutent
dans la simulation. Dès que les domaines se retrouvent en mouvement, la méthode est
plus rapide en temps CPU (confirmé par la figure C.5a).
Nbre des déplacements TMEF (s) TMEM (s) TMEF =TMEM
1 11:506925 18:928535 0.6
10 110:041245 37:083326 3.0
100 1083:432258 223:761625 4.8
500 5377:796458 1050:690092 5.2
Table C.1 – Performances comparées entre une résolution par la MEF et par la MEM
en présence de mouvement
Le tableau C.2 présente les temps de calcul obtenus pour une résolution par la MEF
sans décomposition de domaine et avec décomposition de domaine pour 10 déplacements
en fonction du nombre d’élement en maillage. Le nombre d’élement en maillage indiqué
correspond au domaine sans décomposition mais également au domaine fixe de la décom-
position de domaine. Le domaine mobile est pourvu de 11788 élements. Il apparaît que la
MEM avec recouvrement est plus rapide que la MEF pour chacun des cas étudiés. Plus
le maillage est fin, plus la MEM contribue à diminuer le temps CPU. Ces résultats sont
confirmés par la figure (C.5b).
Nombre d’élément en maillage TMEF (s) TMEM (s) TMEF =TMEM Nombre d’élément en maillage mobile
1810 17:857438 6:128296 3 292
6752 64:969196 16:694825 3.8 546
11788 128:108731 26:742441 4.7 740
32190 480:398053 70:376516 6.8 740
104936 3411:029431 374:111439 9.1 1082
Table C.2 – Performances comparées entre une résolution par la MEF et par la MEM
pour diﬀérentes discrétiations pour 10 déplacements
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Figure C.5 – Performances comparées MEF (méthode classique) et MEM avec recou-
vrement(méthode DD)
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Résumé
Cette thèse vise à développer et à évaluer une méthode de décomposition de domaine
avec recouvrement dans le cadre de la modélisation du contrôle non destructif (CND)
par courants de Foucault (CF). L’objectif d’une telle approche consiste à éviter le re-
maillage systématique de l’intégralité du domaine d’étude lors du déplacement de l’un
de ses éléments constitutifs (par exemple, déplacement de la sonde CF au dessus de la
pièce contrôlée). Plus précisement, il s’agit de concevoir une méthode de décomposition
de domaine avec recouvrement qui s’appuie sur la théorie apportée par la méthode des
éléments finis avec joints. En plus de s’aﬀranchir de la contrainte d’une interface d’échange
invariante avec le mouvement, la technique décrite dans ce travail réalise des transferts
d’information réciproques entre les domaines. Cette étude présente les résultats théoriques
ainsi que numériques liés à la simulation magnétodynamique. Par ailleurs, l’intérêt d’une
telle méthode est illustré par des applications sur des configurations bidimensionnelles de
CND par CF.
Abstract
This thesis aims at studying and developing a domain decomposition method with over-
lapping subdomains for the modeling in eddy current (EC) non-destructive testing (NDT).
The idea behind such an approach is the possibility to avoid the systematic remeshes of
the whole studying domain when some of its components are modified (for example the
displacement of the coil above the conductor). More precisely, this work aims at designing
a domain decomposition method with overlapping based on the theory of the mortar fi-
nite element method. In addition to remove the constraint owing to an coupling interface
which is invariant with the displacement, the technique described, in this work, realizes
reciprocal transfers of information between subdomains. This study presents the theore-
tical and numerical results attached to the magnetodynamic simulation. Moreover, the
interest of such a method is illustrated by applications in some 2D modeling cases of EC
NDT.
Mots-clés : Méthode des éléments finis, méthode des éléments finis avec joints, électro-
magnétisme, contrôle non destructif, courants de Foucault
Keywords : Finite element method, mortar element method, Maxwell’s equations, eddy
current, non-destructive testing
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