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a b s t r a c t
The submodular function minimization problem (SFM) is a fundamental problem in
combinatorial optimization and several fully combinatorial polynomial-time algorithms
have recently been discovered to solve this problem. The most general versions of these
algorithms are able to minimize any submodular function whose domain is a set of tuples
over any totally-ordered finite set andwhose range includes both finite and infinite values.
In this paper we demonstrate that this general form of SFM is just one example
of a much larger class of tractable discrete optimization problems defined by valued
constraints. These tractable problems are characterized by the fact that their valued
constraints have an algebraic propertywhichwe call a tournament pairmultimorphism. This
larger tractable class also includes the problem of satisfying a set of Horn clauses (Horn-
SAT), as well as various extensions of this problem to larger finite domains.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we study a generic discrete optimization problem known as the valued constraint satisfaction problem
(VCSP) [50]. This problem generalises the standard constraint satisfaction problem [22] by allowing different costs to be
associated with different solutions. It provides a very general framework which includes many standard combinatorial
optimisation problems as special cases, including Max-SAT [19], Max-CSP [11], Min-Ones SAT [19], and Min-Cost
Homomorphism [29].
The complexity of the VCSP depends on the types of valued constraints which are allowed. For certain types of valued
constraints an optimal solution can be obtained in polynomial time; such constraints are called tractable valued constraints.
In the special case where each variable has just 2 possible values, a complete characterization has been obtained of
all tractable classes of valued constraints with positive real-valued or infinite costs [8,12]. This result extends earlier
characterizations of tractable classes for SAT [49] andMax-SAT [19] problems.
Over larger sets of possible values a complete characterization of the tractable cases is not yet known, but a number
of examples have been identified. Two important classes of tractable valued constraints are submodular functions (see
Example 3.7) and Horn clauses (see Example 2.4). In this paper we show that these two examples are members of a
large family of tractable valued constraint classes which can be treated in a uniform way. To obtain this generalisation, we
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introduce a class of operations known as tournament operations, and show that any set of valued constraints associated
with an arbitrary pair of tournament operations defines a tractable optimization problem.
The paper is organised as follows. In Section 2 we define the standard constraint satisfaction problem, and in Section 3
we extend this definition to themore general framework of the valued constraint satisfaction problem and define the notion
of a multimorphism. In Section 4 we consider multimorphisms defined by special kinds of operations known as tournament
operations. In Section 5 we consider the set of all feasible assignments to a valued constraint satisfaction problem, and
the set of all optimal assignments, and show that in certain cases these sets can be efficiently represented. In Section 6
we begin a more detailed examination of tournament operations by considering decompositions of associated tournament
graphs, and in Section 7 we examine the structure of valued constraints which have a tournament pair multimorphism.
Using these results we show in Section 8 that all such valued constraints give rise to tractable optimisation problems, and
then in Section 9 we give some examples. Finally, in Section 10 we suggest some directions for future research.
2. Constraints and polymorphisms
In this section we present the terminology and notation used to describe the standard constraint satisfaction problem
(CSP) and discuss techniques which have been used to identify tractable cases. In Section 3 we extend these ideas to the
valued constraint satisfaction problem.
Definition 2.1. An instance of the constraint satisfaction problem, CSP, is a tuple P = 〈V,D, C〉where:
• V is a finite set of variables;
• D is a finite set of possible values;
• C is a set of constraints. Each element of C is a pair c = 〈σ, R〉 where σ is a tuple of variables called the scope of c, and R
is a relation over D of arity |σ| called the constraint relation of c.
Definition 2.2. For any CSP instance P = 〈V,D, C〉, an assignment for P is a mapping s : V → D.
A solution to P is an assignment s which satisfies all of the constraints. That is, for each 〈σ, R〉 ∈ C, where σ =
〈v1, v2, . . . , vr〉, the tuple 〈s(v1), s(v2), . . . , s(vr)〉 ∈ R.
Example 2.3. The standard problem of colouring the vertices of a graph G with k colours so that adjacent vertices are
assigned different colours can be viewed as a special case of the CSP, where the constraint relation of each constraint is
the binary disequality relation, R 6=, given by
R 6= = {〈a, b〉 ∈ D2 | a 6= b}.
For any given graph 〈V, E〉, we have the corresponding CSP instance 〈V,D, C〉, where D = {1, 2, . . . , k} and C = {〈〈vi, vj〉, R 6=〉 |
{vi, vj} ∈ E}.
This problem is well-known to be NP-complete when k ≥ 3. 
Example 2.4. The propositional satisfiability problem for Horn clauses,Horn-SAT, can be viewed as a special case of the CSP,
where constraint relations are relations over a 2-element set which are specified by Horn clauses. Such relations describe
the possible satisfying assignments for a particular Horn clause; for example, the relation
R¬x∨¬y∨z = {〈0, 0, 0〉, 〈0, 0, 1〉, 〈0, 1, 0〉, 〈0, 1, 1〉, 〈1, 0, 0〉, 〈1, 0, 1〉, 〈1, 1, 1〉}
describes satisfying assignments for the Horn clause ¬x ∨ ¬y ∨ z, where the value 0 corresponds to false and the value 1
corresponds to true.
The problem of satisfying any set of Horn clauses can be solved in linear time [23]. 
If Γ is a set of relations over some fixed set D, we will write CSP(Γ) to denote the class of all CSP instances where constraint
relations of all constraints lie in Γ .
For certain sets of relations Γ the problem CSP(Γ) is NP-complete. (For example, the set {R 6=}, where R 6= is the disequality
relation over some set D with |D| ≥ 3, as defined in Example 2.3.) For other sets of relations Γ the problem CSP(Γ) can be
solved in polynomial time. (For example, the set of all relations specified by Horn clauses, as defined in Example 2.4.)
A finite set of relations Γ will be called tractable if there exists a polynomial-time algorithm to solve CSP(Γ). An infinite
set of relations Γ will be called tractable if all finite subsets of Γ are tractable.
Many new tractable sets of relations have been identified by investigating certain invariance properties of relations,
known as polymorphisms [7,25,37].
Definition 2.5. A function f : Dm → D is a polymorphism of a relation R ⊆ Dr if for all 〈a11, . . . , a1r〉, . . . , 〈am1, . . . , amr〉 ∈ R,
we also have
〈 f (a11, . . . , am1), . . . , f (a1r, . . . , amr)〉 ∈ R.
If a relation R has a polymorphism f , then we will say that R is preserved by f .
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Example 2.6. Relations over the 2-element domain {0, 1} which are specified by Horn clauses are precisely the relations
having a polymorphism min : {0, 1}2 → {0, 1}, which returns the minimum of its 2 arguments.
For example, if we take any 2 tuples from the relation R¬x∨¬y∨z defined in Example 2.4, (such as 〈0, 1, 1〉 and 〈1, 0, 1〉), and
apply the operation min co-ordinatewise, then we obtain a new tuple, (〈0, 0, 1〉), which is also a member of this relation.
A binary operation, min, which returns the minimum of its two arguments, can be defined on any finite totally-ordered
set D of arbitrary size. Hence, for each such D there is an obvious generalisation to the set, Γmin, consisting of all relations
over Dwhich are preserved by the operation min. It has been shown [38] that CSP(Γmin) is tractable for all finite sets D. 
Many other tractable sets of relations have been identified, or extended, thanks to the study of polymorphisms [3,4,6,7,
37]. In fact, it is known that the existence of a non-trivial polymorphism of a set of relations Γ is a necessary condition for
tractability of CSP(Γ) [35].
Definition 2.7. Amajority operation is a function f : D3 → D satisfying
∀x, y ∈ D, f (x, x, y) = f (x, y, x) = f (y, x, x) = x.
It has been shown that having a majority operation as a polymorphism is a sufficient condition for tractability of a set of
relations [25,36,37]. However, it is the followingmore specific property of relations preserved by amajority operationwhich
is of more interest to us in this paper.
Definition 2.8. The projection of a relation R of arity r onto a pair of positions i and j, which we denote byΠijR, is the binary
relation containing all pairs that can be extended to elements of R. That is,
ΠijR
def= {〈xi, xj〉 | ∃〈x1, . . . , xr〉 ∈ R}.
A relation R of arity r is said to be decomposable into its binary projections if
R = {〈x1, . . . , xr〉 ∈ Dr | ∀i, j ∈ {1, . . . , r}, 〈xi, xj〉 ∈ ΠijR}.
Lemma 2.9 ([36]). Any relation which is preserved by a majority operation is decomposable into its binary projections.
Finally, we will occasionally make use of the following standard definitions from the field of constraint satisfaction [22].
Definition 2.10. A partial assignment to a subset W of the variables of a CSP instance is consistent if it satisfies all the
constraints whose scopes are contained inW.
Definition 2.11. A CSP instance is k-consistent if, for every subsetW of k− 1 variables and any other variable v 6∈ W, every
consistent partial assignment toW can be extended to a consistent partial assignment toW ∪ {v}.
Definition 2.12. A CSP instance is strong k-consistent if it is j-consistent for all j ≤ k.
3. Valued constraints and multimorphisms
In the constraint satisfaction problem, the aim is simply to find an assignment to the variables which satisfies all of
the constraints. In other words, standard constraint satisfaction problems deal with feasibility rather than optimization. To
provide a more general framework, the notion of an all-or-nothing constraint relation can be extended to the notion of a
cost functionwhich assigns a specified cost to each possible assignment. We use R+to denote {u ∈ R : u ≥ 0} ∪ {∞}.
Definition 3.1. For any set D, an order-r cost function on D is a function φ : Dr → R+ which assigns a cost φ(a1, . . . , ar) to
each combination of values a1, . . . , ar ∈ Dr .
Definition 3.2. A cost function φ is said to be crisp if φ(x1, . . . , xr) ∈ {0,∞} for all choices of 〈x1, . . . , xr〉.
A constraint relation can be modelled by a crisp cost function which assigns a cost of 0 to permitted assignments and a
cost of∞ to disallowed assignments.
Definition 3.3. An instance of the valued constraint satisfaction problem, VCSP, is a tuple P = 〈V,D, C〉where:
• V is a finite set of variables;
• D is a finite set of possible values;
• C is a set of valued constraints. Each element of C is a pair c = 〈σ,φ〉 where σ is a tuple of variables called the scope of
c, and φ is a mapping from D|σ| to R+, called the cost function of c.
In the original, more general, definition of the Valued Constraint Satisfaction Problem [50], costs were allowed to lie in any
positive totally-ordered monoid S. Under the additional assumptions of discreteness and the existence of a partial inverse
operation, it has been shown [16] that such a structure S can be decomposed into independent positive totally-ordered
monoids, each of which is isomorphic to a subset of R+ with the operator being either standard addition, +, or bounded
addition,+k, where a+k b = min{k, a+ b}. The latter case is of some interest, because it can be used to model the process of
branch and bound search (k being the cost of the best solution found so far) [42]. However, for the purposes of this paper we
shall restrict attention to the standard case studied inMathematical Programmingwhere all costs lie inR+ and are combined
using standard addition.
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Definition 3.4. For any VCSP instanceP = 〈V,D, C〉, an assignment forP is amapping s : V → D. The cost of an assignment
s, denoted CostP (s), is given by the sum of the costs for the restrictions of s onto each constraint scope, that is,
CostP (s)
def= ∑
〈〈v1,v2,...,vm〉,φ〉∈C
φ(s(v1), s(v2), . . . , s(vm)).
A solution to P is an assignment with minimal cost.
Example 3.5. We can encode the search for a minimum cut in a weighted directed graph G as a VCSP instance P with a
variable for each node of G, domain {0, 1}, and a valued constraint 〈〈i, j〉,χwij 〉 for each directed edge 〈i, j〉 of weight wij in G,
where
χw(x, y) =
{
w if (x, y) = (0, 1)
0 otherwise.
If we impose unary constraints on the source and target nodes to ensure that they take the values {0} and {1}, respectively,
then any minimum cut in G corresponds to the set of directed edges 〈i, j〉 whose corresponding variables are labeled (0, 1)
in some solution to P . 
If Γ is a set of cost functions φ : Dr → R+, for some fixed set D, we will write VCSP(Γ) to denote the class of all VCSP
instances where cost functions of all valued constraints lie in Γ . A finite set of cost functions Γ will be called tractable if
there exists a polynomial-time algorithm to solve VCSP(Γ). An infinite set of cost functions Γ will be called tractable if all
finite subsets of Γ are tractable.
To analyse the complexity of problems of the formVCSP(Γ) for different choices ofΓ we shallmakeuse of a generalization
of the notion of polymorphism which is known as amultimorphism [12].
Definition 3.6 ([12]). A list of functions, 〈f1, . . . , fm〉, where each fi is a function from Dm to D, is amultimorphism of a cost
function φ : Dr → R+ if, for all 〈a11, . . . , a1r〉, . . . , 〈am1, . . . , amr〉 ∈ Dr , we have
m∑
i=1
φ(fi(a11, . . . , am1), . . . , fi(a1r, . . . , amr)) ≤
m∑
i=1
φ(ai1, . . . , air). (1)
Note that if 〈f1, . . . , fm〉 is amultimorphism of a cost functionφ, then the average cost of a set ofm assignments is lowered,
or improved by applying the functions f1, . . . , fm co-ordinatewise. This observation explains the following choice of notation.
Notation. The set of all cost functions φ : Dr → R+ which have 〈f1, . . . , fm〉 as a multimorphism will be denoted
Imp(f1, . . . , fm).
Example 3.7. A cost function φ has the multimorphism 〈min,max〉 if and only if φ satisfies the submodularity condition
∀x, y ∈ Dr φ(x ∨ y)+ φ(x ∧ y) ≤ φ(x)+ φ(y)
where ∨ and ∧ represent co-ordinatewise maximum and minimum operations respectively.
Submodularity [26,52] is usually defined over totally-ordered domains, but this definition can be extended to the case
in which the domain D has an arbitrary lattice structure, in which case ∨ and ∧ represent co-ordinatewise join and meet
operations respectively.
Submodular function minimization (SFM) [26,52] is a tractable discrete optimization problem which has applications in
such diverse areas as statistical physics [1] and the design of electrical networks [44]. Well-known examples of submodular
functions are the cut function of a graph [20] (see Example 3.5) or of a hypergraph [27], and the rank function of a matroid.
The ellipsoid algorithm provides a polynomial-time algorithm for SFM in theory, but is not efficient in practice [30].
Recently, several more efficient polynomial-time algorithms have been published to solve SFM [34,51,32,33,47]. The fact
that these algorithms can be applied to minimize a submodular function defined on a distributive lattice [32] (also known
as a ring family [51]) has been used to show that they can be applied to submodular functions whichmay take on both finite
and infinite values over totally-ordered finite domains of arbitrary size [12]. The complexity of the fastest known algorithm
for SFM is O(n5γ + n6)where n is the number of variables and γ is the time to calculate the objective function [47]. 
Example 3.8. Minimization of bisubmodular functions is studied in [28]. Bisubmodular functions are integer-valued
functions on {0, 1, 2}r , and can be characterized [9,12] as those functions having the binary multimorphism 〈min0,max0〉,
where the functions min0,max0 : {0, 1, 2}2 → {0, 1, 2} are defined as follows:
min0(a, b) =
{
min(a, b) if {a, b} 6= {1, 2}
0 otherwise
max0(a, b) =
{
max(a, b) if {a, b} 6= {1, 2}
0 otherwise.
An example of a bisubmodular function is the rank function of a delta-matroid [28].
An integer-valued bisubmodular function ψ can be minimized in O(n5γ logM) time where γ is the time to calculate the
objective function ψ, M is the maximum value of the function ψ and n is the number of variables [28]. 
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Example 3.9. The set of crisp cost functions over some fixed finite totally-ordered domain Dwhich all havemultimorphism
〈min,min〉 corresponds to the tractable set of relations Γmin defined in Example 2.6 which generalise the Horn clause
satisfiability problem.
We can generalise this class further by dropping the requirement for cost functions to be crisp. This gives a larger tractable
class of cost functions which also allow arbitrary monotone finite-valued cost functions on the same variables [9,12]. 
We have previously shown [8] that a set of cost functions over a Boolean domain is tractable if it has a non-trivial
multimorphism andNP-complete otherwise. Over non-Boolean domains, the situation ismore complex, but it is known that
the complexity of any set of cost functions over any finite domain is characterized by certain algebraic properties which can
be seen as generalised multimorphisms [13].
4. Tournament operations
In this section we focus on the properties of a particular kind of operation, which we call a tournament operation.1
Definition 4.1. A tournament operation is a binary operation f : D2 → Dwith the following properties:
• f is conservative, that is f (x, y) ∈ {x, y}, for all x, y ∈ D.
• f is commutative, that is f (x, y) = f (y, x), for all x, y ∈ D.
The dual of a tournament operation f is the unique tournament operation g satisfying x 6= y ⇒ g(x, y) 6= f (x, y), for all
x, y ∈ D.
Note that, by definition, a tournament operation is necessarily idempotent, that is, f (x, x) = x, for all x ∈ D.
Definition 4.2. A tournament pair is a pair 〈f , g〉, where f and g are both tournament operations. A tournament pair 〈f , g〉
is called symmetric if g is the dual of f .
Examples of tournament pairs are the multimorphism 〈min,min〉 (Example 3.9) and the multimorphism 〈min,max〉
which defines submodularity (Example 3.7). It should be noted, however, that the multimorphism 〈min0,max0〉 which
defines bisubmodularity (Example 3.8) is not a tournament pair since min0 and max0 are not conservative.
We will show in Section 8 that any set of cost functions with a tournament pair as a multimorphism is tractable. We
first establish a partial converse of this result: any tractable set of cost functions containing all unary cost functions which
is characterised by a binary multimorphism, must be characterised by a tournament pair multimorphism (assuming that
P 6= NP).
Proposition 4.3. For any binary operations f , g, if Imp(f , g) contains all unary cost functions, then either 〈f , g〉 is a symmetric
tournament pair or VCSP(Imp(f , g)) is NP-hard.
Proof. Since Imp(f , g) contains all unary cost functions, it is an easy consequence of Definition 3.6 that
∀x, y ∈ D{f (x, y), g(x, y)} = {x, y} (2)
It follows that 〈f , g〉 is a symmetric tournament pair if f is commutative.
Consider now the case in which f is not commutative, that is, f (a, b) 6= f (b, a) for some a, b ∈ D. Define the binary cost
function φXOR : D2 → R+ as follows.
φXOR(x, y) =

1 if x, y ∈ {a, b} and x = y
0 if x, y ∈ {a, b} and x 6= y
∞ otherwise.
Using Eq. (2) it is easily verified that φXOR ∈ Imp(f , g). However, VCSP({φXOR}) can be shown to be NP-hard by a polynomial-
time reduction from the MAX-2-SAT problem restricted to the XOR predicate, which is known to be NP-hard [18,19]. Hence
in this case VCSP(Imp(f , g)) is NP-hard.
If we relax the conditions so that we require only crisp unary functions to be included, then we can still show that any
tractable set of cost functions characterised by a binary multimorphismmust have a tournament pair as a multimorphism.
Proposition 4.4. For any binary operations f , g, if Imp(f , g) contains all crisp unary cost functions, then either Imp(f , g) ⊆
Imp(f ′, g′) for some tournament pair 〈f ′, g′〉 or VCSP(Imp(f , g)) is NP-hard.
Proof. If Imp(f , g) contains all crisp unary cost functions, then it is straightforward to verify that the functions f , g must be
conservative, and hence idempotent.
1 The reason for this choice of terminology will be made clear in Section 6, where we explain the connection between tournament operations and
directed graphs.
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For any a, b ∈ D, denote the restrictions of f , g on {a, b} by fab, gab. (In other words, fab is the function f |{a,b}×{a,b} : {a, b}2 →
{a, b}). Since fab, gab are idempotent, this leaves just four possibilities for each of the functions fab, gab. Out of these four,
two are commutative and the other two are projections (i.e., one of the functions p1, p2 : {a, b}2 → {a, b} such that for
all u, v, p1(u, v) = u and p2(u, v) = v). If both fab and gab are projections, then Imp(f , g) contains all crisp cost functions
φ : Dr → {0,∞} such that φ(x) = ∞ if x 6∈ {a, b}r , so Imp(f , g) is NP-hard, by a polynomial-time reduction from SAT.
Consider now the case in which for each a, b ∈ D either fab or gab is commutative (or both). Define f ′, g′ : D2 → D as
follows
f ′(a, b) =
{
f (a, b) if fab is commutative
g(a, b) otherwise
g′(a, b) =
{
g(a, b) if gab is commutative
f (a, b) otherwise.
Clearly f ′, g′ are tournament operations. It remains to show that Imp(f , g) ⊆ Imp(f ′, g′).
Consider an arbitrary cost function φ : Dr → R+ in Imp(f , g). For x, y ∈ Dr , we use f (x, y) to represent the vector obtained
by applying f coordinatewise to x and y. Applying the multimorphism property (Eq. (1)) twice gives
φ(x)+ φ(y) ≥ φ(g(x, y))+ φ(f (x, y)) ≥ φ(p(x, y))+ φ(q(x, y))
where p(x, y) = f (g(x, y), f (x, y)) and q(x, y) = g(g(x, y), f (x, y)). Similarly,
φ(x)+ φ(y) ≥ φ(f (x, y))+ φ(g(x, y)) ≥ φ(r(x, y))+ φ(s(x, y))
where r(x, y) = f (f (x, y), g(x, y)) and s(x, y) = g(f (x, y), g(x, y)). By another application of Eq. (1),
φ(p(x, y))+ φ(r(x, y)) ≥ φ(f (p(x, y), r(x, y)))+ φ(g(p(x, y), r(x, y)))
and
φ(s(x, y))+ φ(q(x, y)) ≥ φ(f (s(x, y), q(x, y)))+ φ(g(s(x, y), q(x, y))).
Now it is tedious but simple (using the fact that f and g are conservative, and checking all 16 possibilities) to show that, for
all x, y ∈ D
f (p(x, y), r(x, y)) = f ′(x, y)
g(p(x, y), r(x, y)) = f ′(x, y)
f (s(x, y), q(x, y)) = g′(x, y)
g(s(x, y), q(x, y)) = g′(x, y).
It follows that 2φ(x)+ 2φ(y) ≥ 2φ(f ′(x, y))+ 2φ(g′(x, y)), and hence that φ ∈ Imp(f ′, g′).
It is interesting to note that it is possible to have the strict inclusion Imp(f , g) ⊂ Imp(f ′, g′) in the above result, as the
next example shows.
Example 4.5. Let D = {1, 2, 3} and let ψ : D2 → {0,∞} be given by ψ(x) = 0 if x ∈ {〈1, 2〉, 〈1, 3〉, 〈2, 2〉} and ψ(x) = ∞
otherwise. Define f , g : D2 → D by
f (a, b) =
{
a if a, b ∈ {1, 2}
max(a, b) otherwise
g(a, b) = min(a, b).
Then g′ = g and f ′ is given by
f ′(a, b) =
{
min(a, b) if a, b ∈ {1, 2}
max(a, b) otherwise.
Now ψ ∈ Imp(f ′, g′) but ψ 6∈ Imp(f , g) (since ψ(2, 2) = ψ(1, 3) = 0 but ψ(f (〈2, 2〉, 〈1, 3〉)) = ψ(2, 3) = ∞). 
5. The set of all feasible/optimal assignments
For any cost functionφwedefine the corresponding sets of feasible assignments andoptimal assignments in the following
way.
Definition 5.1. For any cost function φ : Dr → R+, the set of feasible assignments for φ, denoted Feas(φ), is defined as
follows
Feas(φ) def= {x ∈ Dr : φ(x) < ∞}.
The set of optimal assignments for φ, denoted Opt(φ), is defined as follows
Opt(φ) def= {x ∈ Dr : ∀y ∈ Dr,φ(x) ≤ φ(y)}.
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Lemma 5.2. If φ : Dr → R+ has multimorphism 〈f1, . . . , fm〉, then the relationsOpt(φ) and Feas(φ) both have the polymorphism
fi, for i = 1, 2, . . . ,m.
Proof. Consider 〈a11, . . . , a1r〉, . . . , 〈am1, . . . , amr〉 ∈ Opt(φ), and let α be the optimal value, i.e. α = φ(a11, . . . , a1r). It is clear
that to satisfy the inequality in Definition 3.6, we must have, for all i ∈ {1, . . . ,m},
φ(fi(a11, . . . , am1), . . . , fi(a1r, . . . , amr)) = α
The result for Opt(φ) follows immediately. A similar argument gives the result for Feas(φ).
Definition 5.3. If f , g are functions from D2 to D, then we say that f absorbs g if ∀x, y ∈ D,
f (g(x, y), x) = f (g(y, x), x) = f (x, g(x, y)) = f (x, g(y, x)) = x.
Example 5.4. Let f be a tournament operation and g its dual. If g(x, y) = x then f (g(x, y), x) = f (x, x) = x. Conversely, if
g(x, y) = y then f (g(x, y), x) = f (y, x) = x (since f and g are dual). Hence f absorbs g. A symmetric argument shows that g
absorbs f . 
Example 5.5. It is easy to verify that the binary functions min and max are mutually absorbing. In fact, by definition, any
lattice operations ∧ and ∨ are mutually absorbing. 
Example 5.6. Reconsider the operations max0,min0 defined in Example 3.8. It is easy to verify that max0 absorbs min0, but
min0 does not absorb max0 (since min0(max0(1, 2), 1) = 0 6= 1). 
Lemma 5.7. Suppose that f , g : D2 → D are idempotent and f absorbs g. If φ : Dr → R+ has multimorphism 〈f , g〉, then the
relations Feas(φ) and Opt(φ) are both preserved by a majority operation.
Proof. By Lemma 5.2, Feas(φ) and Opt(φ) both have the polymorphisms f and g. Now define the ternary operation h : D3 →
D, for all x, y, z ∈ D, as follows
h(x, y, z)
def= f (f (g(x, y), g(x, z)), g(y, z)).
It is easy to verify that h is a majority operation (see Definition 2.7), since
h(x, x, z) = f (f (x, g(x, z)), g(x, z)) = f (x, g(x, z)) = x
h(x, y, x) = f (f (g(x, y), x), g(y, x)) = f (x, g(y, x)) = x
h(x, y, y) = f (f (g(x, y), g(x, y)), y) = f (g(x, y), y) = y.
The set of polymorphisms of any relation is closed under composition [35], so Feas(φ) and Opt(φ) both have the
polymorphism h.
Corollary 5.8. If φ : Dr → R+ has multimorphism 〈f , g〉, then Opt(φ) and Feas(φ) are preserved by a majority operation in each
of the following cases:
1. f , g are the meet and join operations of a lattice.
2. f , g are the operationsmax0,min0 defined in Example 3.8.
3. f is a tournament operation and g is its dual.
Proof. It is simple to verify that, in each case, f and g are idempotent and f absorbs g, as discussed in Examples 5.4–5.6.
When a relation is preserved by a majority operation, and hence decomposable into binary projections, this provides a
very compact representation for the relation, by simply listing binary projections.
Proposition 5.9. If f , g : D2 → D are idempotent binary functions such that, for any cost function φ : Dn → R+ ∈ Imp(f , g)
the minimum value of φ can be computed in O(T(n)) time, then each binary projection of Opt(φ) can be computed in O(|D|2T(n))
time.
Proof. Consider any φ : Dn → R+ ∈ Imp(f , g). We denote by φabij the function on n− 2 arguments obtained by fixing xi = a
and xj = b, that is, we set
φabij (x1, . . . , xi−1, xi+1, . . . , xj−1, xj+1, . . . , xn)
def= φ(x1, . . . , xi−1, a, xi+1, . . . , xj−1, b, xj+1, . . . , xn).
Let αabij be the minimum value attained by φabij on Dn−2 and let α be the minimum value attained by φ on Dn. It follows that
Πij[Opt(φ)] = {(a, b) ∈ D2 | αabij = α}
and thus binary projections of Opt(φ) can be determined by calculating the values of α and αabij for all a, b ∈ D.
It follows directly fromDefinition 3.6 that if φ hasmultimorphism 〈f , g〉, where f and g are both idempotent, then φabij also
hasmultimorphism 〈f , g〉. Hence all of these values can be computed in O(|D|2T(n−2)+T(n)) time, and hence in O(|D|2T(n))
time.
Hence, in each of the casesmentioned in Corollary 5.8, a compact representation of allminimizers for a given cost function
can be found in polynomial time by using existing polynomial-time algorithms to find the minimal value.
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Example 5.10. Consider the important special case of submodular function minimisation (SFM) over a Boolean domain,
{0, 1}. In this case the relations Πij[Opt(φ)] are Boolean binary submodular relations. By exhaustion, it is easy to show that
any such relation can be represented as a conjunction of 0,1 or 2 of the following relations: Xi = 0, Xi = 1, Xj = 0, Xj = 1,
Xi = Xj, Xi ≤ Xj, Xi ≥ Xj. It follows that the set Opt(φ) of optimal solutions to an SFM problem over a Boolean domain can be
represented by a partial order. Ekin et al. [24] established the same result for Feas(φ). 
6. Modular decomposition of tournaments
In this section we introduce a number of ideas from graph theory which will be used in Section 7 to analyse the structure
of cost functions with a tournament pair multimorphism.
First we note that there is a one-to-one correspondence between tournament operations f and complete digraphs
G = 〈D, E〉 given by (x, y) ∈ E iff x 6= y and f (x, y) = y, for all x, y ∈ D. Such complete digraphs are usually known as
tournaments. Hence every tournament operation has an associated tournament, and vice-versa.
If f : D2 → D is a tournament operation, then we will write 〈D, f 〉 to represent the corresponding tournament (i.e., the
complete digraph on D with an arc from a to b if and only if f (a, b) = a). For any B ⊆ D, we will write 〈B, f 〉, or simply B, to
represent the subtournament 〈B, f |B2 〉.
Two sets X, Y will be said to overlap if they intersect but neither is a subset of the other.
Definition 6.1 ([21]). Given a tournament 〈D, f 〉, a subset B ⊆ D is called a module if for all c ∈ D − B, and all a, b ∈ B,
f (a, c) = a if and only if f (b, c) = b. A module is strong if no other module overlaps it.
The strong modules of a tournament 〈D, f 〉 can be organized in a tree structure (known as itsmodular decomposition)
with root D, a leaf {a} for each a ∈ D and such that at each internal node A the children A1, . . . , Ar of A form a partition of
A [21].
Definition 6.2. In the modular decomposition of a tournament 〈D, f 〉, a node Awith children A1, . . . , Ar is called
• prime if ∀I ⊂ {1, . . . , r} such that 1 < |I| < r,⋃i∈I Ai is not a module. (We say that A1, . . . , Ar is a prime partition of A.)
• linear if there exists an ordering of {1, . . . , r} such that if I ⊂ {1, . . . , r} and 1 < |I| < r, then ⋃i∈I Ai is a module if and
only if the members of I are consecutive in the ordering. (We say that A1, . . . , Ar is a linear partition of A.)
All tournaments have a unique modular decomposition in which each node is either prime or linear. In fact, this
decomposition can be found in O(|D|2) (and hence optimal) time [43]. We denote this unique modular decomposition of a
tournament 〈D, f 〉 by MD(D, f ). Consider a strong module A of a tournament 〈D, f 〉 such that |A| > 1. If subtournament 〈A, f 〉
is strongly-connected, then node A is prime, otherwise A is linear and A1, . . . , Ar are its strongly-connected components. Any
module Awhich is strongly connected is necessarily strong and hence has a corresponding node in MD(D, f ).
If A1, . . . , Ar are the children of A in themodular decompositionMD(D, f ), then for any i, j ∈ {1, . . . , r}we have that for all
a, b ∈ Ai, and all c, d ∈ Aj, f (a, c) = a ⇔ f (b, c) = b ⇔ f (b, d) = b. Hence f also defines a tournament operation on {A1, . . . , Ar}.
We call this the tournament operation induced on {A1, . . . , Ar} by f andwe abuse notation by writing f (Ai, Aj) = Ai if ∀a ∈ Ai,
∀b ∈ Aj, f (a, b) = a.
A set A ⊆ D is simple with respect to the tournament operation f : D2 → D if there is no non-trivial congruence class B
of elements of Awhich all behave in the same way with respect to the other elements A− B [6]. In other words, A is simple
with respect to f if and only if there is no module B of 〈A, f 〉, with 1 < |B| < |A|.
The following lemma summarises the discussion above.
Lemma 6.3. Let 〈D, f 〉 be a tournament, let A be a module of 〈D, f 〉 and suppose that |A| > 1 and 〈A, f 〉 is a strongly connected
subtournament. Then
1. A is a prime node in the modular decompositionMD(D, f ).
2. If A1, . . . , Ar are the children of A inMD(D, f ), then {A1, . . . , Ar} is simple and strongly connected with respect to the induced
tournament.
7. Cost functions with tournament pair multimorphisms
In this section we will show that any cost function with a tournament pair as a multimorphism has certain special
properties. These results will be used in Section 8 to establish the tractability of Imp(f , g) for any tournament pair 〈f , g〉.
A standard technique of constraint satisfaction is to eliminate values from the domains of variables when these values
can be shown to be inconsistent. We will adapt this technique to valued constraint satisfaction by defining (partial) cost
functions with a reduced domain.
Definition 7.1. A function φ : D1 × · · · × Dr → R+ is domain-reduced if, for each i ∈ {1, . . . , r}, and for each a ∈ Di ∃x ∈
D1 × · · · × Dr such that x[i] = a and φ(x) < ∞.
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In the literature on constraint satisfaction, a VCSP instance where every cost function is domain-reduced is said to be
generalized arc consistent in its underlying CSP [15,17].
Given a crisp binary function φ : D1×D2 → {0,∞}, the binary relation Feas(φ) = {〈d1, d2〉 ∈ D1×D2 | φ(d1, d2) = 0} is a
bijection of D1×D2 if for each a ∈ D1 there is a unique b ∈ D2 such that 〈a, b〉 ∈ Feas(φ) and for each b ∈ D2 there is a unique
a ∈ D1 such that 〈a, b〉 ∈ Feas(φ).
Definition 7.2. A function φ : D1 × D2 → {0,∞} is called crisp-bijective if the relation Feas(φ) is a bijection of D1 × D2.
If φ : D1 × D2 → {0,∞} is crisp-bijective, then we will abuse notation and write φ[a1] (for any a1 ∈ D1) to represent the
unique a2 ∈ D2 such that φ(a1, a2) = 0.
Definition 7.3. A crisp-bijective functionφ : D1×D2 → {0,∞} is an isomorphismwith respect to the tournament operation
f : D× D → D, (where D1,D2 ⊆ D) if for all a, b ∈ D1, f (a, b) = a ⇔ f (φ[a],φ[b]) = φ[a].
Lemma 7.4. A crisp-bijective function φ : D1 × D2 → {0,∞} has a symmetric tournament pair 〈f , g〉 as a multimorphism if and
only if φ is an isomorphism with respect to f (and hence also g).
Proof. Using φ[a] to represent the unique c ∈ D2 such that φ(a, c) = 0, we have that φ has multimorphism 〈f , g〉 if and only
if for all a, b ∈ D1,
0 = φ(a,φ[a])+ φ(b,φ[b]) ≥ φ(f (a, b), f (φ[a],φ[b]))+ φ(g(a, b), g(φ[a],φ[b])).
This inequality holds if and only if f (a, b) = a precisely when f (φ[a],φ[b]) = φ[a].
Lemma 7.5. Let φ : D1 × D2 → {0,∞} be a domain-reduced crisp cost function with a symmetric tournament pair 〈f , g〉 as a
multimorphism.
If D1 and D2 are simple and strongly connected with respect to f , then φ is either the constant function 0 or crisp-bijective.
Proof. Since D1,D2 are simple and strongly connected with respect to f , and the relation Feas(φ) = {〈d1, d2〉 ∈ D1 × D2 |
φ(d1, d2) = 0} is preserved by f (by Lemma 5.2), Proposition 30 of [6] (or the more general Lemma 3.5 of [5]) tells us that φ
is either constant 0 or crisp-bijective.
Lemma 7.6. Let φ : D1 × D2 → {0,∞} be a domain-reduced crisp cost function with a symmetric tournament pair 〈f , g〉 as a
multimorphism.
Let A be a module of 〈D1, f 〉 and let B = {b ∈ D2|∃a ∈ D1,φ(a, b) = 0}. Then B is a module of 〈D2, f 〉.
Proof. Suppose, for a contradiction, that B is not a module of 〈D2, f 〉. Then ∃b, b′ ∈ D2, ∃v ∈ D2 − B such that f (v, b) = v
and f (v, b′) = b′. Since φ is domain-reduced, ∃u ∈ D1 such that φ(u, v) = 0. Suppose, without loss of generality, that
f (D1 − A, A) = A, and let a ∈ A be such that φ(a, b) = 0. Then φ(u, a) = a and by the multimorphism property,
0 = φ(u, v)+ φ(a, b) ≥ φ(a, v)+ φ(u, b).
This implies that φ(a, v) = 0 which contradicts our hypothesis that v 6∈ B.
Definition 7.7. Let φ : D1 × D2 → R+ be a cost function and let 〈f , g〉 be a symmetric tournament pair on a set D, where
D1,D2 ⊆ D. Let A1, . . . , Ar and B1, . . . , Bs be prime or linear partitions in the modular decomposition of 〈D1, f 〉 and 〈D2, f 〉,
respectively. The induced crisp cost function φ : {A1, . . . , Ar} × {B1, . . . , Bs} → {0,∞} is defined by φ(Ai, Bj) = 0 if and only
if ∃a ∈ Ai, ∃b ∈ Bj such that φ(a, b) < ∞.
Lemma 7.8. If f , g,φ,φ are as in Definition 7.7, then φ ∈ Imp(f , g) implies that φ ∈ Imp(f , g).
Proof. Suppose that φ 6∈ Imp(f , g). Then, without loss of generality, there are Ai, Aj and Bk, Bm such that f (Ai, Aj) = Ai,
f (Bk, Bm) = Bk, φ(Ai, Bm)= φ(Aj, Bk) = 0 but φ(Ai, Bk) 6= 0. But then ∃a ∈ Ai, b ∈ Aj, c ∈ Bk, d ∈ Bm such that φ(a, d) < ∞,
φ(b, c) < ∞ and φ(a, c) = ∞. Since f (a, b) = a and f (c, d) = c, we can deduce that φ 6∈ Imp(f , g).
Definition 7.9. A cost function φ : D1 × · · · × Dr → R+ is finite if φ(x) < ∞ for all x ∈ D1 × · · · × Dr .
Lemma 7.10. Let φ : D1 × D2 → R+ be a domain-reduced cost function with a symmetric tournament pair 〈f , g〉 as a
multimorphism.
If D1 and D2 are both strongly connected with respect to f , then either φ is finite, or the induced crisp cost function φ on the
prime partitions of D1 and D2 is crisp-bijective.
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Proof. By Lemma 6.3, both D1 and D2 have prime partitions {A1, . . . , Ar} and {B1, . . . , Bs} which are simple and strongly
connected with respect to the induced tournament. Hence, by Lemma 7.5, if φ is not crisp-bijective, then φ = 0. We will
show that in this case φ(a, b) < ∞ for any a ∈ D1, b ∈ D2.
Suppose that a ∈ Ai and b ∈ Bj. Since φ is domain-reduced, ∃v ∈ D2 such that φ(a, v) < ∞. Suppose that v ∈ Bk. We claim
that ∃w ∈ Bj such that φ(a,w) < ∞. Assume that f (Bj, Bk) = Bk (the argument for the case f (Bj, Bk) = Bj is symmetric). Since
{A1, . . . , Ar} is strongly connected, ∃m ∈ {1, . . . , r} such that f (Ai, Am) = Am. Now, since φ = 0, ∃u ∈ Am, ∃w ∈ Bj such that
φ(u,w) < ∞. Applying the multimorphism property, we obtain
∞ > φ(a, v)+ φ(u,w) ≥ φ(f (a, u), f (v,w))+ φ(g(a, u), g(v,w))
= φ(u, v)+ φ(a,w).
Therefore φ(a,w) < ∞.
Since {A1, . . . , Ar} and {B1, . . . , Bs} are strongly connected, ∃h, l such that f (Ai, Al) = Ai and f (Bj, Bh) = Bh. Since φ = 0,
∃c ∈ Al, ∃d ∈ Bh such that φ(c, d) < ∞. Applying the multimorphism property, we obtain
∞ > φ(a,w)+ φ(c, d) ≥ φ(f (a, c), f (w, d))+ φ(g(a, c), g(w, d))
= φ(a, d)+ φ(c,w).
Therefore ∃d ∈ Bh such that φ(a, d) < ∞. By a similar argument we can show that ∃e ∈ Am such that φ(e, b) < ∞ (where m
is such that f (Ai, Am) = Am). Then applying the multimorphism property gives
∞ > φ(a, d)+ φ(e, b) ≥ φ(f (a, e), f (d, b))+ φ(g(a, e), g(d, b))
= φ(e, d)+ φ(a, b).
Thus φ(a, b) < ∞.
Lemma 7.11. Let φ : D1 × D2 → R+ be a domain-reduced cost function with a symmetric tournament pair 〈f , g〉 as a
multimorphism.
If D1 is strongly connected with respect to f and D2 is acyclic with respect to f , then φ is finite.
Proof. If D1 is strongly connected, then it must contain a complete cycle with respect to f , i.e., D1 = {a0, . . . , ar−1} such that
f (ai, ai+1) = ai (for i = 0, . . . , r−1) with the addition i+1 understood as beingmodulo r. Note that this complete cycle need
not be Hamiltonian, since we allow repeats (i.e. ai = aj for some i 6= j).
On the other hand, an acyclic tournament defines a total order. Thus D2 = {b1, . . . , bs} such that f (bi, bj) = bi if and only
if i ≤ j (and where, in this case, bi 6= bj if i 6= j).
Suppose, for contradiction, thatφ(ai, bj) = ∞. Sinceφ is domain-reduced, there exists some k′ such thatφ(ak′ , bj) is finite.
Hence there must be some k such that φ(ak, bj) < φ(ak+1, bj) = ∞, where the addition k+ 1 is again modulo r. For all h < j,
we have the following multimorphism inequality:
φ(ak, bj)+ φ(ak+1, bh) ≥ φ(ak, bh)+ φ(ak+1, bj) = ∞
from which we deduce that φ(ak+1, bh) = ∞. Since φ is domain-reduced, there exists some m > j such that φ(ak+1, bm) is
finite. For t ∈ {1, . . . , r}, letm(t) be the smallest integer such that φ(at, bm(t)) is finite. We have just shown thatm(k+ 1) > j.
If m(t) > j, then for all h ≤ j, φ(at, bh) = ∞, so
φ(at, bm(t))+ φ(at+1, bh) ≥ φ(at, bh)+ φ(at+1, bm(t)) = ∞
and hence for all h ≤ j, φ(at+1, bh) = ∞, from which it follows that m(t + 1) > j. Thus m(t) > j ⇒ m(t + 1) > j (where
the addition t+ 1 is again modulo r). But then, by induction through the integers k+ 1, k+ 2, . . . , r − 1, 0, 1, . . . , kwe can
deduce that m(k) > j, which contradicts φ(ak, bj) < ∞.
We now extend Lemma 7.11 to any domain D2 which is not strongly connected.
Lemma 7.12. Let φ : D1 × D2 → R+ be a domain-reduced cost function with a symmetric tournament pair 〈f , g〉 as a
multimorphism.
If D1 is strongly connected with respect to f and D2 is not, then φ is finite.
Proof. If |D2| = 1 then φ is finite because it is domain-reduced. Otherwise, since D2 is not strongly connected, it has a
partition B1, B2 (with B1, B2 6= ∅) such that f (B1, B2) = B1. Let A1, . . . , Ar be the prime partition of D1. Consider the induced
crisp cost function φ : {A1, . . . , Ar} × {B1, B2} → {0,∞}. From Lemma 7.11, we know that φ = 0. We will show that
φ(a, b) < ∞ for any a ∈ Ai, b ∈ B2. The proof for b ∈ B1 is entirely similar.
Since φ is domain reduced, ∃u ∈ Ak (for some k ∈ {1, . . . , r}) such that φ(u, b) < ∞. Since D1 is strongly connected,
∃j ∈ {1, . . . , r} such that f (Aj, Ak) = Ak. Since φ = 0, ∃v ∈ Aj, ∃w ∈ B1 such that φ(v,w) < ∞. Applying the multimorphism
property, we obtain
∞ > φ(u, b)+ φ(v,w) ≥ φ(f (u, v), f (b,w))+ φ(g(u, v), g(b,w))
= φ(u,w)+ φ(v, b).
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Therefore ∃v ∈ Aj such that φ(v, b) < ∞. By an easy inductive proof, we can show that
∀h ∈ {1, . . . , r}, ∃z ∈ Ah such that φ(z, b) < ∞ (3)
since for all h, there is a chain i1, . . . , ip such that i1 = h, ip = k and f (Aij , Aij+1) = Aij+1 (j = 1, . . . , p− 1).
Now, since φ is domain reduced, ∃c ∈ D2 such that φ(a, c) < ∞. Assume that f (c, b) = c (the proof for the case f (c, b) = b
is entirely similar). Since D1 is strongly connected, ∃m ∈ {1, . . . , r} such that f (Ai, Am) = Am. By Eq. (3) above, ∃d ∈ Am such
that φ(d, b) < ∞. Applying the multimorphism property gives
∞ > φ(d, b)+ φ(a, c) ≥ φ(f (d, a), f (b, c))+ φ(g(d, a), g(b, c))
= φ(d, c)+ φ(a, b).
Therefore φ(a, b) < ∞.
We can combine Lemmas 7.10 and 7.12 into the following proposition.
Proposition 7.13. Let φ : D1 × D2 → R+ be a domain-reduced cost function with a symmetric tournament pair 〈f , g〉 as a
multimorphism, where D1 is strongly connected with respect to f .
Then either D2 is strongly connected with respect to f and the induced crisp cost function on the prime partitions of D1 and D2
is crisp-bijective, or φ is finite.
The final result we shall need shows that in some circumstances cost functions can be expressed as the sum of cost
functionswith smaller arity.We first extend to cost functions the definition of projection given for relations in Definition 2.8.
Definition 7.14. Given a cost function φ : D1 × · · · × Dr → R+, and a set of indices I = {i1, . . . , ip}, the projection of φ onto
I is the function ΠI(φ) : Di1 × · · · × Dip → R+ defined by
ΠIφ(x1, . . . , xp)
def= min
{z∈D1×···×Dr |z[ij]=xj(j=1,...,p)}
{φ(z)}.
For notational convenience, unary and binary projectionswill be denoted byΠi(φ) andΠij(φ) rather thanΠ{i}(φ) andΠ{i,j}(φ).
Note that if 〈f1, . . . , fm〉 is a multimorphism of φ, then it is also a multimorphism of ΠI(φ) [12].
Lemma 7.15. Let φ : D1 × · · · × Dr → R+ be a cost function with a symmetric tournament pair 〈f , g〉 as a multimorphism.
If D1 is strongly connected with respect to f and each binary projection Π1j(φ) is finite, for j = 2, . . . , r, then φ = φ1 + φ2
where φ1 : D1 → R+ is unary and φ2 : D2 × · · · × Dr → R+ belongs to Imp(f , g).
Proof. We prove the result by induction on the arity of φ. The result trivially holds if φ is unary. Suppose that it holds for
cost functions of arity less than r and consider a cost function φ of arity r > 1.
If D1 is strongly connected, then it must contain a complete cycle with respect to f , i.e., D1 = {a0, . . . , ar−1} such that
f (ai, ai+1) = ai (for i = 0, . . . , r − 1) with the addition i+ 1 understood as being modulo r.
Let y = 〈y3, . . . , yr〉 ∈ D3 × · · · × Dr . (If r = 2, then y = 〈〉 is just the tuple of length zero.) Consider the cost function
ψy : D1 × D2 → R+ defined by ψy(u, v) = φ(u, v, y3, . . . , yr). Choose an arbitrary pair a, b ∈ D2, and assume without loss
of generality that f (a, b) = b. Since φ ∈ Imp(f , g), the following inequalities follow from the definition of a multimorphism
and the duality of f and g.
ψy(a0, a)+ψy(a1, b) ≤ ψy(a0, b)+ψy(a1, a)
ψy(a1, a)+ψy(a2, b) ≤ ψy(a1, b)+ψy(a2, a)
...
ψy(ar−1, a)+ψy(a0, b) ≤ ψy(ar−1, b)+ψy(a0, a)
Consider first the case in which ψy is finite. By summing the above r inequalities we can see that they are only compatible
when there is equality throughout.
Consider now the case in whichψy is not finite. Without loss of generality suppose thatψy(ai, a) = ∞. By the hypothesis
that Π1j(φ) is finite for all j > 1, and since Feas(φ) is decomposable into its binary projections (by Corollary 5.8), we must
have Π2k(φ)(a, yk) = ∞ (for some k ∈ {3, . . . , r}) or Πjk(φ)(yj, yk) = ∞ (for some j, k ∈ {3, . . . , r}). In both cases, there is
equality in all r of the above inequalities, as both sides are infinite.
Hence, in all cases, for all u, v ∈ D1, and all x, y ∈ D2,
ψy(u, x)+ψy(v, y) = ψy(u, y)+ψy(v, x).
Any binary cost function satisfying an identity of this form is calledmodular.
It is known that a binary modular cost function can be expressed as the sum of two unary cost functions [9,12].
Therefore, ψy(u, v) = ψ1y(u) + ψ2y(v) for some unary functions ψ1y : D1 → R+, and ψ2y : D2 → R+. It follows that
φ(u, v, y3, . . . , yr) = ψ1(u, y3, . . . , yr) + ψ2(v, y3, . . . , yr), where ψ1(u, y3, . . . , yr) = ψ1y(u) and ψ2(v, y3, . . . , yr) = ψ2y(v)
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are (r − 1)-ary cost functions. Moreover, it is straightforward to verify that we can take ψ1 to be the function given by
∀(x1, x3, x4, . . . , xr) ∈ D1 × D3 × D4 × · · · × Dr → R+,
ψ1(x1, x3, x4, . . . , xr) = min{φ(x1, x2, . . . , xr) : x2 ∈ D2}
(an operation known as projection of cost functions) and ψ2 = φ − ψ1. Now, ψ1 ∈ Imp(f , g) since multimorphisms are
preserved under projection of cost functions [12]. Thus, by the inductive hypothesis, ψ1 = φ1 + ψ3 where φ1 : D1 → R+ is
unary andψ3 : D3×· · ·×Dr → R+ belongs to Imp(f , g). Thus φ = φ1+φ2 where φ2 = ψ3+ψ2. Now φ2 : D2×· · ·×Dr → R+
belongs to Imp(f , g) since φ− φ1 ∈ Imp(f , g) for all unary functions φ1.
8. Tournament pair multimorphisms give tractability
Wewill first show that any set of cost functionswith a symmetric tournament pairmultimorphism is tractable by showing
that it is possible to construct a reordering of the domains of each of the variables which converts the corresponding VCSP
instance to an instance of submodular function minimisation (SFM).
It is known that every tournament 〈D, f 〉 admits a perfect factorizing permutation, that is, a linear ordering of D such
that all modules are intervals in the ordering [43]. In fact, this total ordering can be obtained bymodifying f in the following
way.
Definition 8.1. Let f : D2 → D be a tournament operation. A total ordering derived from f is a tournament operation
f ′ : D2 → D such that
1. for all a, b ∈ D, if it is not the case that a ∈ Ai and b ∈ Aj (j 6= i) where A1, . . . , Ar are the children of a prime node in
MD(D, f ), then f ′(a, b) = f (a, b).
2. for all prime nodes in MD(D, f ) with children A1, . . . , Ar , the induced tournament f ′ : {A1, . . . , Ar}2 → {A1, . . . , Ar} is a
total order.
Theorem 8.2. If 〈f , g〉 is a symmetric tournament pair, then Imp(f , g) is tractable.
Proof. Let Γ be a finite subset of Imp(f , g), and let P = 〈V,D, C〉 be any instance of VCSP(Γ) and assume that V =
{v1, v2, . . . , vn}.
The proof proceeds in three stages. We first restrict the domains of the variables of P in such a way that every cost
function is domain-reduced. Second, we construct a total ordering derived from f for each of these restricted domains in
polynomial time. Finally, we show that with these total orderings every cost function is submodular, and hence theminimal
cost solution can be found in polynomial time.
Stage 1: For the first step consider the CSP instance obtained by replacing each valued constraint 〈σ,φ〉 in C with the
constraint 〈σ, Feas(φ)〉. By Corollary 5.8, all of the relations Feas(φ) are preserved by a fixed majority operation, and hence
by Lemma 2.9 they are decomposable into binary projections. Since Γ is finite, the maximum arity of cost functions in Γ is
bounded by a constant, so we can calculate binary projections of Feas(φ) for each 〈σ,φ〉 ∈ C in polynomial time in the size of
P . Furthermore each of these binary projections is also preserved by the same majority operation, so we have constructed
a CSP instance P ′ with binary constraints where each constraint relation is preserved by a fixed majority operation.
We now establish strong 3-consistency in the CSP instance P ′ in O(n3|D|3) time using standard constraint-processing
techniques [31,14]. The resulting CSP instance P ′′ has restricted domains D1,D2, . . . ,Dn for variables v1, v2, . . . , vn,
respectively, and possibly some new binary constraints. By Theorem 3.5 of [36], the instance P ′′ is strong n-consistent,
so each value in each restricted domain can be extended to a complete solution. This means that each of the cost functions
inP is domain-reducedwhen limited to these restricted domains, which completes the first stage of the proof. The extended
VCSP instancewith all the original valued constraints ofP , restricted domains D1,D2, . . . ,Dn, and binary crisp cost functions
corresponding to all the constraints ofP ′′ will be denoted P̂ . Note that CostP̂ = CostP but we have introduced redundant
binary constraints in P̂ in order to render explicit exactly those assignments to pairs of variables that cannot be extended
to a complete solution of finite cost.
Define Feasij : Di × Dj → {0,∞} to be the explicit crisp cost function on variables vi, vj, i.e. Feasij(a, b) = 0 iff (a, b) is a
consistent assignment to variables (vi, vj) in P ′′.
Stage 2: For the second stage of the proof we need to construct a total ordering f ′ derived from f . In stage 3 of the proof,
we will show that every cost function of P̂ is an element of Imp(f ′, g′), where g′ is the dual of f ′. Since we allow each Di
to have its own individual ordering, we will simplify notation by assuming, in the following, that the sets D1, . . . ,Dn are
disjoint subsets of D. We can then define f ′|Di separately for each i ∈ {1, . . . , n}.
By Definition 8.1, to define f ′|Di we need to choose some total ordering for each of the prime partitions in modular
decomposition of 〈Di, f 〉. Let A be a prime node in MD(Di, f ), let B = {b ∈ Dj|∃a ∈ A such that Feasij(a, b) < ∞} and let FeasAij
denote the restriction of Feasij to A × B. Now FeasAij : A × B → R+ is domain-reduced since each value in A can be extended
to a complete solution of P ′′. Since A is prime, A is strongly connected with respect to f , so by Proposition 7.13, there are
two possible cases: either (1) FeasAij = 0 or (2) B is strongly connected with respect to f and there is a crisp-bijective binary
constraint between the prime partitions of A and B. In the second case, B is a strongly connected module (by Lemma 7.6)
and hence, by Lemma 6.3, B is a prime node in MD(D2, f ). In this case, let FeasAij represent the corresponding crisp-bijective
induced crisp cost function on the prime partitions of A and B.
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We use only these crisp-bijective functions FeasAij to define f ′. We repeat the following steps until f ′ has been defined on
all the prime partitions in the modular decomposition of each domain. Choose some prime node A in MD(Di, f ) for some i,
such that f ′ has not yet been defined on the prime partition {A1, . . . , Ar} of A. Choose an arbitrary ordering of A1, . . . , Ar . For
each j such that FeasAij 6= 0: let {B1, . . . , Bs} be the prime partition of B = {b ∈ Dj|∃a ∈ A such that Feasij(a, b) < ∞}; choose
the only possible ordering f ′ of {B1, . . . , Bs} such that the crisp-bijective function FeasAij is an isomorphism with respect to
f ′. Because we ensured that P ′′ was strong n-consistent, we can choose the ordering for one prime partition in one domain
Di arbitrarily, and then propagate this choice to all prime partitions of other domains whose ordering is now determined,
without encountering any contradictions.
We repeat this arbitrary choice of ordering and propagation until we have fully defined the total ordering f ′. At every
step we simply choose an ordering for a prime partition of some domain, examine the binary constraints to neighbouring
variables, and propagate as necessary. Since there is no backtracking involved, this process can be completed in polynomial
time in the size of P , and this completes the second stage of the proof.
Stage 3: It remains to show that every cost function φ of P̂ is an element of Imp(f ′, g′), where g′ is the dual of f ′. Without
loss of generality, assume that φ : D1 × D2 × · · · × Dk → R+ and that φ is domain-reduced.
We need to show that multimorphism inequality in Definition 3.6 (Eq. (1)) holds for the tournament pair 〈f ′, g′〉 for
arbitrary x, y ∈ D1 × · · · × Dk. Since this inequality trivially holds if φ(x) or φ(y) is infinite, we assume in the following that
φ(x) and φ(y) are both finite.
We know that this multimorphism equality holds for the tournament pair 〈f , g〉 (because φ ∈ Imp(f , g)), so we only need
to consider the case where f ′(x, y) differs from f (x, y). In other words, when there is some j ∈ {1, . . . , k} such that x[j] and
y[j] belong to distinct children of some prime node of MD(Dj, f ). Hence, we shall assume in the following, without loss of
generality, that x[1] ∈ A11 and y[1] ∈ A12 where A11, A12 are distinct children of the prime node A1 in MD(D1, f ).
Let A11, . . . , A1s be the prime partition of A1. Without loss of generality, suppose that x[1],y[1] lie in distinct parts A11,A12
(respectively) of this prime partition. Now set a11 = x[1], a12 = y[1] and select an arbitrary element a1i from A1i for each
i = 3, . . . , s. Since φ is domain-reduced, ∀i ∈ {3, . . . , s}, ∃ai = 〈a1i , . . . , aki 〉 ∈ D1 × · · · × Dk such that φ(ai) < ∞. Set a1 = x
and a2 = y. Recall that φ(x) and φ(y) are also finite.
Let φ′ denote the cost function φ restricted to domains D′1×· · ·×D′k where D′j = {aji|i = 1, . . . , s} (j ∈ {1, . . . , k}). Note that
φ′ is domain-reduced, since φ′(〈a1i , . . . , aki 〉) < ∞ (i = 1, . . . , s). Also notice that D′1 is strongly connected, since {A11, . . . , A1s }
is strongly connected with respect to the induced tournament. Furthermore, themodular decompositionMD(D′1, f ) consists
of a single prime node D′1 with prime decomposition {a11}, . . . , {a1s }. Since x, y ∈ D′1 × · · · × D′k, it is sufficient to show that
φ′ ∈ Imp(f ′, g′).
Now consider the binary projections φ′1j = Π1j(φ′), for j ∈ {1, . . . , k}. Since D′1 is strongly connected, for each j = 2, . . . , k,
it follows from Proposition 7.13 that either (a)φ′1j is finite or (b) the induced crisp cost functionφ′1j is crisp-bijective.Without
loss of generality, suppose that φ′1j is crisp-bijective for j = 2, . . . , l and φ′1j is finite for j = l + 1, . . . , k. By Lemma 7.4, D′j
(j = 1, . . . , l) are all isomorphic to D′1 (with a single prime node D′j with decomposition {aj1}, . . . , {ajs} in MD(D′j, f )).
It follows that φ′ can be expressed as the sum of the crisp binary crisp-bijective cost functions φ′1j (j = 2, . . . , l) and a
cost function ψ : D′1 × D′l+1 × · · · × D′k → R+. Hence it is sufficient to show that (a) φ′1j ∈ Imp(f ′, g′) for j ∈ {2, . . . , l} and (b)
ψ ∈ Imp(f ′, g′).
We will first show that φ′1j ∈ Imp(f ′, g′) for j ∈ {2, . . . , l}. We know that A1 is strongly connected, since it is a prime node
of MD(D1, f ). Consider some j ∈ {2, . . . , l} and let Aj = {b ∈ Dj|∃a ∈ A1 such that Feas1j(a, b) < ∞}. By Lemma 7.6, Aj is a
module. Recall that FeasA
1
1j denotes the restriction of Feas1j to A1 × Aj. Now FeasA
1
1j cannot be finite, since when restricted to
domains D′1 × D′j it becomes crisp-bijective. Therefore, by Proposition 7.13, Aj is strongly connected and the induced crisp
cost function FeasA11j on prime partitions of A1 and Aj is crisp-bijective. Furthermore, by Lemma 6.3, Aj is a prime node in
MD(Dj, f ). It follows that FeasA
1
1j is an isomorphism of f ′, by the definition of f ′ in stage 2. Since φ′1j is also crisp-bijective, and
D′1 contains exactly one element from each of the parts of the prime partition of A1, φ′1j must also be an isomorphism of f ′.
Thus, by Lemma 7.4, φ′1j ∈ Imp(f ′, g′).
Next we consider the function ψ. Since each binary projection Π1j(ψ) is finite, for j = l + 1, . . . , k, we can deduce, by
Lemma 7.15, that ψ = ψ1 + ψ2 where ψ1 : D′1 → R+ is a unary function and ψ2 : D′l+1 × · · · × D′k → R+ is a (k − l)-ary
domain-reduced function in Imp(f , g).
Now we know that ψ1 ∈ Imp(f ′, g′), since all unary cost functions belong to Imp(f ′, g′). The cost function ψ2 satisfies all
of the relevant properties of φ, but has a lower arity. Hence, by repeating the argument, as necessary, we can continue to
reduce the arity until we obtain the result.
Theorem 8.3. If 〈f , g〉 is a tournament pair, then Imp(f , g) is tractable.
Proof. ConsiderP ∈ VCSP(Imp(f , g)). Let Feas(P ) denote the CSP instance obtained fromP by replacing each cost function
ψ by the constraint relation Feas(ψ). By Lemma 5.2, the constraint relations of Feas(P ) all have polymorphisms f and g. For
each variable v of Feas(P ), and each value d ∈ D, let Feas(P )v=d denote the CSP instance Feas(P )with additional constraint
〈〈v〉, {〈d〉}〉 (i.e., the variable vmust be assigned the value d). Each such additional constraint also has polymorphisms f and g.
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Any class of CSP instances where all relations have a conservative commutative polymorphism can be solved in
polynomial time [5]. For each variable v and for each value d, if Feas(P )v=d has no solution, then we eliminate d from the
domain of v. Let P ′ denote the resulting VCSP instance. Clearly P ′ ∈ VCSP(Imp(f , g)).
Suppose that the domain of the ith variable in P ′ contains a pair of values a, b such that f (a, b) = g(a, b) = b. Let
xa (respectively xb) represent an optimal solution to P ′ such that x[i] = a (respectively x[i] = b). Let φ denote CostP ′ , the
function obtained by summing all the cost functions ofP ′. By construction ofP ′, φ(xa) < ∞ and φ(xb) < ∞. Let y = f (xa, xb)
and z = g(xa, xb), where f and g are applied componentwise. Since φ has multimorphism 〈f , g〉, we have
φ(y)+ φ(z) ≤ φ(xa)+ φ(xb).
Now y[i] = f (a, b) = b and z[i] = g(a, b) = b. Thus, by definition of xb, φ(xb) ≤ φ(y) and φ(xb) ≤ φ(z). Therefore
2φ(xb) ≤ φ(xa) + φ(xb). Hence, since φ(xb) is finite, we have φ(xb) ≤ φ(xa). It follows that the value a for the ith variable is
unnecessary in the search for a single optimal solution to P ′.
Therefore, we can eliminate all values a from the domain of a variable v such that there exists bwith f (a, b) = g(a, b) = b
in the domain of the same variable. On these restricted domains 〈f , g〉 is a symmetric tournament pair, so the result follows
from Theorem 8.2.
9. Examples of new tractable classes
In this section we will present examples of novel tractable sets of cost functions which are characterised by having a
tournament pair multimorphism. Our first example is closely related to the set of submodular functions, but contains cost
functions which are not submodular under any permutation of the domain D.
Example 9.1. Let D = {1, 2, 3} and consider the tournament operation defined by f (1, 2) = 1, f (2, 3) = 2, f (3, 1) = 3,
corresponding to a cyclic tournament on D = {1, 2, 3}. Let g be the dual of f (i.e., g(1, 2) = 2, g(2, 3) = 3, g(3, 1) = 1)).
The set Imp(f , g) contains 3 types of cost functions:
1. all unary cost functions φ : D → R+.
2. the three binary cyclic permutations pik : D2 → R+ (k = 0, 1, 2) given by
pik(x, y) =
{
0 if y ≡ x+ k (mod 3)
∞ otherwise
3. cost functions φ such that Feas(φ) ⊆ D1 × · · · × Dr with |Di| ≤ 2, for all i ∈ {1, . . . , r},
Notice that no re-ordering of the domain can render pi1 submodular. The proof of Theorem 8.2 shows that (after
establishing strong 3-consistency) any problem instance P ∈ VCSP(Imp(f , g)) is equivalent to an instance P ′ with only
these types of cost functions and such that the two subproblems on
1. the set V3 of variables whose domains are of size 3
2. the set V2 of variables whose domains are of size 2 or less
form two independent optimization problems. The former is in fact a collection of independent optimization problems on
connected components of the graph whose nodes are the variables V3 with variables vi, vj joined by an edge if and only if
there is a cyclic permutation constraint between vi and vj in P ′. Each of these optimization problems is trivially solvable
by exhaustion over at most 3 possible solutions. The associated optimization problem on V2 can be transformed into a
submodular functionminimization (SFM) problem by renaming the domain value 1 in domains Di = {1, 3}. By renaming 1 as
4, resulting cost functions on the variables in V2 are submodular under the usual total order 1 < 2 < 3 < 4. The tractability
of VCSP(Imp(f , g)) then follows from the tractability of SFM over non-Boolean domains [12] (which is a straightforward
generalization of the tractability of SFM over Boolean domains [51,34,32]). 
Example 9.2. As an example of a tractable class of valued constraints with a non-symmetric tournament multimorphism,
consider Imp(f , h) where f is given by f (1, 2) = 1, f (2, 3) = 2, f (3, 1) = 3 (as in Example 9.1) and h is the tournament
operation given by h(1, 2) = 2, h(2, 3) = 2, h(3, 1) = 1. As shown in the proof of Theorem 8.3, after establishing generalized
arc consistency [46] (i.e., eliminating from domains values which have no finite extension in some valued constraint, this
operation being repeated until convergence), we can eliminate the value 3 from any domain containing the values 2 and 3.
The resulting VCSP instance is an instance of SFM over a collection of 2-valued domains, which again is tractable. 
10. Conclusion
In this paper we have shown that it is possible to unify and extend tractable problems of Horn clause satisfiability and
submodular function minimization via the investigation of tournament multimorphisms.
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Over Boolean domains, there remain two other important tractable constraint classes, corresponding to 2-SAT and linear
equations [8,12]. These classes can both be characterised by having ternarymultimorphisms. Therefore an obvious avenue of
future research is the extension of tournament multimorphisms to ternary multimorphisms. Bulatov has already shown [4]
that if Γ is a tractable class of crisp cost functions containing all unary restrictions, then Γ ⊆ Imp(f , g, h) for some ternary
multimorphism 〈f , g, h〉. It is an open question whether this generalizes to arbitrary (non-crisp) cost functions.
On a more practical level, it is known that SFM over a Boolean domain can be solved in O(n3) time when the submodular
function φ is cubic [2], or φ is (0, 1)-valued [18,19,40]. Minimizing a symmetric submodular set function among proper
non-empty subsets can also be achieved in O(n3) time [48,45]. In the case of non-Boolean domains, a cubic-time algorithm
exists for SFMwhen φ is the sum of binary submodular functions [10] or when φ is the sum of certain classes of (0, 1)-valued
functions over a lattice [11,39,41]. In each case, cubic-time complexity is obtained by a reduction to theMin-Cut problem.
An obvious avenue of future research is to determine which of these cubic-time classes generalizes to arbitrary tournament
pair multimorphisms.
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