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We study the infinite dimensional linear programming problem. The previous 
work done on this subject defined the dual problem in a small space and derived 
duality results for such pairs of problems. But because of that and of the strong 
requirements on the functions involved. those theorems do not actually hold in 
many applications. With our formulation, we define the dual problem in a larger 
space and obtain new duality results under, generally, mild assumptions. 
Furthermore, the solutions turn out to be extreme points of the unbounded. but )I.*- 
locally compact, feasibility set. For this purpose, we did not try a constructive 
proof of our duality results, but instead we examine the problem from a more 
abstract point of view and derive results using general ideas from the theory of 
convex analysis in normed spaces [R. T. Rockafellar, “Conjugate Duality and 
Optimization.” SIAM, Philadelphia, Penn., 1973. and R. Holmes, “Geometric 
Functional Analysis,” Springer-Verlag. New York. 1975). Our work extends 
previous results in this area, which appeared in [N. Levinson. J. Math. Anal. Appl. 
16 (1965) 73-83, and W. Tundall, SIAM J. Appl. Math. 13 (1965). 644-666). 
1. FORMULATION OF THE PROBLEM 
First we will introduce the spaces involved in the definition of the 
problem. 
We call A the closed, finite time interval [0, T]. Let .?I denote the a-field of 
Bore1 subsets of A and let ,U be a bounded, regular, Bore1 measure on the sets 
of c. 
By L&4, ,T, ,u) we denote the space of all Z-measurable functions defined 
on A and taking values in R”, for which each of the component functions is 
an L, real valued-function (1 <p < co) with respect to the measure ,D. 
Clearly, this is a Banach space. 
By C”(A), we denote the Banach space of R”-valued continuous functions 
on A. By Riesz’s representation theorem, we know that [C”(A)] * = M”(A), 
which is the Banach space of all R”-valued functions of bounded variation, 
with the total variation as the norm. 
228 
0022~247X/82,‘050228-I8$02.00/‘0 
Copyright %I 1982 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
ON CONTINUOUS LINEAR PROGRAMMING 229 
Next, we recall that a function of bounded variation can be written as 
where u,(t) is an absolutely continuous function on A (so u,(t) = “.J” 
u’(s) ds) and u,(t) is the singular part of u(t) (the derivative of U, vanishes 
almost everywhere). 
Having introduced the above spaces, we proceed in the definition of the 
primal problem P,. 
So we have 
Primal Problem P, 
P, : inf 1.r u(t) a(r) c+(f). u(f) 2 0, 
.O 
C(f) U,(f) + (‘I qt. s) u(s) 44s) 2 P(f). 
-0 
where u(f) E M”‘(A) with u,(f) and u,(f) the absolutely continuous and 
singular parts, respectively, and lui(f)\ < A4 for i = I..... m, a(f) E L:(A), 
C(f) E Cnxm(A), K EL;Xm(A,RnXm) an IS continuous in the first variable. d . 
/I is an upper semicontinuous R”-valued function on A and finally lu is a 
nonatomic, bounded, countably additive Bore1 measure on (A, C). 
In what follows, we will always make the natural assumption that PO is 
feasible. Observe. that if P(f) < 0, [,u]- a.e. then PO is feasible and u(f) = 0 is 
one of the feasible controls. 
To the above primal minimization problem. we associate the following 
dual maximization problem. 
Dual Problem Do 
Do : SUP /Jar P(t) 4’(f) 
+ M (-I x*(f) c+(f), y(t) > 0. c*(f) $ (f) 
'0 
+ (.r K*(s. f) &p(s) < a(f), C*(f) dy,(f) < 0’ 
-f I’ 
where y E M”(A) and e^ is the m-vector with all its entires equal to 1. 
Let us explain the constraints introduced in the dual problem Do. 
We know from the Lebesgue decomposition theorem (see [ 31) that .r can 
be written as y = y, + jts, where J, $ p (i.e., it is absolutely continuous with 
respect to the Bore1 measure P) and y, 1 p (i.e., it is orthogonal (singular) 
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with respect to ,u, meaning that the total mass of ys is concentrated on a set 
of p-measure zero). 
So (dyl&)(t) is just the Radon-Nikodym derivative of y, with respect to ,D 
(the operation done componentwise). 
The last inequality of the duality constraints refers to the singular part of 4 
and means that for every non-negative Bore1 measurable function u(t) (or 
more generally for every measurable u(t)) we have that 
jr u(s) c*(s) &(s) < 0. 
-0 
Equivalently we can say that, for every nonnegative regular Bore1 measure 
on (A, Z) for which we have y < m, then we get that 
$f)E (pE R”, ~20, C*(f)~<o}, [ml-a.e. 
This is actually independent of the particular measure m that we choose. 
Hence we can rewrite the dual constraints as 
where the second inequality also is to be interpreted as described above. So if 
y < ,u, then the dual constraints become 
$(f) 2 0, c*(t) $ (f) + jI’K*(s, f) &(s) p (f) 
< 40 $ (I), [,u]-a.e.” 
which is the form of the dual problem in [ 1,4] ([4] is a special case of [ 1 I). 
Next by explicitly evaluating the dual functional, we will rigorously justify 
our definition of the dual problem. 
So consider a perturbation of w(t) E C”(A) in the primal constraints. We 
get the so-called “perturbed problem,” which is: 
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Perturbed Problem P(w) (w E C”(A)) 
P(w): inf ,JO i .r U(f) a(t) h(t), u(t) 2 0, 
C(t) u,(t) + 1-l K(t, s) u(s) d/i(s) 2 P(t) + wan . 
-0 
It is clear that P(w) is a convex functional on C”(A). So we may consider 
its convex conjugate functional 
p*: [C”(A)]“=M”(A)-+RU(co} =R 
given by 
P*(y) = sup 
,I’ I 
(w, u) - inf (‘u(t) a(f) dp(f), u(f) > 0. 
u ‘0 
x C(f) u,(t) + if K(f, s) u(s) d/d(s) 2 P(f) + M’(f)/ 3 
-0 
where ( ) denotes the duality brackets between the spaces C”(A) and M”(A ). 
So by the Riesz representation theorem (see [3 I), we get that 
P*( 4’) = sup i7 
I U.K -0 
W’(f) dy(r) - fr u(t) a(t) d/J(f), u(r) > 0, 
.o 
x C(f) U,(f) + 1-I K(f, s) u(s) d/l(s) -P(f) > ,r7(f) j. 
-0 
where y(t) E M”(A ). 
From our initial assumptions on the functions, we easily deduce that 
C(f)u,(f) + If, K(f, s) U(S) &(s) -p(f) = c,(f) is a lower semicontinuous R”- 
valued function on A. 
The next propositions, which will allow us to complete our calculation of 
the dual functional, are straightforward consequences of the definition of a 
lower semicontinuous function. 
PROPOSITION 1.1. A lower semiconfinuous function f on A affains ifs 
minimum. 
Proof. Let m = inf,,, J(X). Th en we can find Ix,,}:,,, c A such that 
I”(-u,) + m. 
But A is compact. So there is a convergent subsequence (x,,~}~=, of 
P, I;=, such that xnk-) x EA. Then, since f is lower semicontinuous 
lim .y Exi,x J-(x,,) >/f(x)+ But fk,,) +m. So f(x)<m and hence f(x) =m. 
Q.E.D. 
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PROPOSITION 1.2. Let v,(t) = C(f)u,(f) + .ih K(f, s) u(s) d,u(s) -P(f). 
Then we have 
fF v,(f) dy(r) = sup 1 [T w(t) &(t), w(t) E C”(A), 
-0 .o 
x w(f) < v,(f), [PI-a.e. [ 
for every nonnegative, regular, Bore& nonatomic measure y on (A, C). 
Proof. From Proposition 1.1 and our assumptions, it is easy to see that 
the lower semicontinuous function v”(f) is bounded. So there are m, ME R 
such that 
m < v:(f) < M V f E A, i = 1 ,..., n. 
Let ‘n.k = M- k((M - m)/2”) with n > 1 and k = 0, l,..., 2” and CJ,., = 
1’: %tf> > an.k 1. Then un,k-, = u,,,k and set vL(x) = CC0 an.k 4,,, k\cr,.,_,, 
(where f,4 denotes the characteristic function of the set A). Then v: are step 
functions, vi < v d+, < vk and vk T vf, since ]vL - vi] < (M- m)/2”. But we 
know [3] that such step functions v:(f) can be approximated almost 
everywhere from below by an increasing sequence of continuous functions. 
So there are vi,,, E C(A) such that ~ft,~ E C(A) such that c’,,,(t) < t’i,,,,+ ,(t) 
;~fti~~,mm~ T;~~I;~;+ a.e. By a diagonal process, therefore, we can find 
w’,(t) T v;(t), [ y]-a.e. Then by the monotone 
convergence theorem, we get that 
lim /r w;(f) dy(f) = \’ v:(f) dy(f) 
tl-+m -0 ‘0 
J-oF vtw4@) = SUP 1 fF w’(f) dy(f), w’(f) E C(A) ; 
-0 I 
and since we did that componentwise, we can do it for the whole vector and 
get 
jr v,(f) dy(f) = sup /IF w(f) dy(f), w(f) E C”(A), w(f) < v,(f)/. Q.E.D. 
0 
Now let us continue with the calculation of the dual functional. Using 
Proposition 1.2, we have 
P*(y) = sup 
u I 
[r 
-0 
u,(t) c*(f) &(c) + iF \I m s) 4s) 44s) 44) 
-0 -0 
- I’FPw 44) - 1’ 40 a@) 44th w > 0 1 
-0 0 
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= ssfp Jo 41) C*(t) &(f) - 11 U,(f) c*(f) c&(f) 5 -T 
+ I-T u(t) 
[ 
[I K”(s, f) dy(s) - a(t) 
1 
d/i(f) 
-0 ., 
- (/l(r) c+(f), u(f) >, 0 1. 
0 
Since u(t) can become arbitrarily large in the positive direction and since 
/uf(f)l < M on A for i = I,..., n, it follows that 
P*(y) = - (7p(r) d)(f) - (r mC*(t) dy(r) if &(f) > 0, 
0 -0 
.7 
x c*(t) 4’(f) + ( K*(s, f) dy(s) b(f). 
-I 
Observe that the effective domain of the convex functional P*(j’) is 
precisely the feasibility set of our dual problem Do. 
Continuing, we obtain the second conjugate convex functional 
P**:C”(A)+Ru(co}=~ 
given by 
P* *(iv) = sup )I.’ M’(f) d?(f) + l.7 P(f) &(f) 
0 0 
AM 1.’ X*(f) dy(f) if d]?(r) > 0. C*(f) d?-(f) 
. 0 
+ l‘7 K”(s, f) dr(s) d&f) <a(f) c+(f), C*(t) d!,(f) < 0’ 
, \’ 
Evaluating this at II’= 0. we get 
P**(O) = SUP i (_I P(f) d>,(f) + M 1’. X*(f) dq’(f) if c+(f) > 0. 
? ).,I 0 
x C*(f) d?,(f) + (-’ K*(s. r) dy(s) &(t) 
.I 
which is exactly our dual problem Do. 
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iqT &C*(t) dy(t) < 0 
-0 
so that the maximization in the dual problem is nontrivial. 
The above explicit construction of the dual problem, which was not done 
in the previous works on this subject ([ 1,4]), suggests the direction which 
we must take to obtain strong duality results. Since, by our calculations, 
Do = P**(O) and strong duality implies that PO = Do, we see that we must 
try to show that P**(O) = P(O), which is the same as saying that the 
perturbed functional P(w) is lower semicontinuous at the origin. 
2. DUALITY RESULTS 
First we will briefly introduce some notions from convex functional 
analysis that we will be using in the sequence. 
So, following [2], we have 
Let X be a Banach space, X* its dual and let (., .) denote the canonical 
pairing between X and X*. 
DEFINITION 2.1. A function f: x + E is called “‘proper convex” if 
f(x) > -co Vx E X and f is not identically + co. 
Given a proper convex functional f: X-+ (-co, co), we can define its 
subdifferential. 
DEFINITION 2.2. The L‘subdifferentiul” off is the generally multivalued 
mapping 3f: X+X* defined by 
q-(x) = {x* E x*: f(x) -f(w) < (x - w, x*) v k’ E X). 
The elements x* E af(x) are called the “subgradients” offat the point x. 
It is easy to see from the definition of the subdifferential that f obtains its 
“global minimum” at x0 E X iff 0 E 3f (x0). 
Also if f is lower semicontinuous, then x* E 3f (x) iff x E af “(x). 
Formally speaking, this means that 8f * = (i?f )- ’ for A a lower semicon- 
tinuous functional. Furthermore, directly from the definitions off * and f * *, 
we get the Fenchel inequality which says that f (?c) +f*(x*) > (x, +K*). Using 
this, it is an easy exercise to show that x* E 3f(x) iff f(x) +f *(x*) = 
(x, x*). 
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After these observations, we can prove the following proposition. 
PROPOSITION 1.2. If D, has solutions and strong duality holds (P, = D,) 
then %P(O) # 0. The converse holds $ we make the additional assumption 
that P is a lower semicontinuous functional at the origin. 
Proof. Suppose y0 E M”(A) is a solution of our dual problem D,,. Then 
since D, = -P*(y,) and since we assume that strong duality holds, we get 
that D, = P(0) = -P*(p,) so P(0) + P*(y,,) = 0 and by the previous obser- 
vations we deduce that y,, E aP(0). Hence ;iP(O) # 0. This proves the first 
part of the proposition. For the second part, we work as follows. Since 
ZP(0) # 0, then there is some FE M”(A) such that JOE ZP(O), and so from 
our remarks before the proposition, we have that P(0) + P*( ~7 = 0. But now 
we also assume that P is a lower semicontinuous functional at the origin. 
Hence P(O)= P**(O) and then P**(O) + P*(.iT =O, which implies that 
.1;E aP**(O). Since P** is lower semicontinuous, we know that 
OE ;iP***(jr). But P*** = P*. again by lower semicontinuity, and so 
0 E UP*, so p is a minimum of P *. Hence P*(J~ < P*(y) ‘d y E M”(A j. 
But then going back to our constructive definition of the dual problem. we 
see that .If is a solution of D,. Also. since P(0) = -P*( J;) = D,. we get 
strong duality. Q.E.D. 
Remark. In the second part of the proof, we heavily used the fact that 
s *In’ are lower semicontinuous even iffis not. This is an easy consequence 
of the definition (see also [2]). Also, during the proof. we got as a corollary 
that EP**(O) = solution set of D,. 
Next. we will state and prove the main duality results for the pair of 
problems that we have defined. 
THEOREM 2.1. Suppose P, has a solution and is Jinite. Then. the 
following statements are equivalent. 
1. P,, = D, and D, has at least one solution. 
Furthermore. the solutions of D, are extreme points of the convex dual 
feasibility set. 
Proof. ( 1 + 2). By Proposition 2.1, Statement I implies that ;iP(O) # 0. 
Using the definition of the subdifferential. we get that if J* E PP(0). then 
P(w) - P(0) > (II’, y) v !I’ E C”(A ). 
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P(w) - P(O) > -M + I\;, i;f P(w) - P(O) 
II WII II 41 
>--M>-co. w- 
(2 -+ 1). Statement 2 implies that the directional derivative P’(0, w) is 
bounded below in a neighborhood of the origin in C”(A). This implies that 
P(w) is lower semicontinuous at the origin and that 8’(O) # 0. Since by 
lower semicontinuity P* *(0) = P(O), we deduce that aP* *(0) = aP(O) # 0. 
But aP* *(0) is the solution set of D,. So D, has solutions. Finally, since 
P**(O) = P(0) and P* *(0) = D,, we get that P, = D, (strong duality). So, 
indeed Statements 1 and 2 are equivalent. Finally, we will characterize the 
solutions of the dual problem. 
So assume that D, has solutions. By the form of the dual feasibility set? we 
deduce that it is convex and closed (in the strong topology). Also being a 
subset of the positive cone {y > 0: y E M”(A)}, it is locally compact in the 
w*-topology (i.e., in the weak topology induced by the dual pair (M”(A), 
C”(A))). Now, let F c M:(A) denote the dual feasibility set. Define 
#F = { y: y E M”(A) J + F c F). Then, it is easy to see that #F = (0). So F 
has zero linearity. Therefore, F being convex, closed, locally compact (for 
the w*-topology) and with zero linearity, it has extreme points (see [6 1). 
Also, the set of solutions has extreme points since it is an extremal subset of 
the feasibility set. Q.E.D. 
The next theorem goes beyond the previous one and shows that the pair of 
problems we have defined is the appropriate one, since strong duality 
actually holds, under very mild and natural assumptions. 
THEOREM 2.2. Suppose P(w) is finite in some closed, convex, 
neighborhood of the origin. Then P, = D, and D, has at least one solution. 
Prooj Let E > 0 be such that P(E) is finite and let w(t) E C”(A) be such 
that II wI[ < E. Then clearly P(w) <P(E). So in a subset of the neighborhood 
of the hypothesis, the convex functional P: C”(A) + E is bounded above. 
Hence, it is continuous at the origin and so we have that P** = P which 
implies that P**(O) = P(0). But by our construction of the dual problem, we 
know that P* *(0) = D,. So we can conclude that P, = D, (strong duality). 
Next, knowing that the solutions of D, are the elements of aP**(O), we 
have to show that 
“if P(0) = P* *(0) then aP(O) = aP* *(O).” 
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But we already know that y E aP(O) iff P(0) + P*(y) = 0, which is 
equivalent to P**(O) + P*(y) = 0 and so ~1 E dP**(O). So indeed dP(0) = 
dP**(O) and since aP(O)# 0 we get that aP**(O) # 0, which means that 
the dual problem has at least one solution as claimed. Q.E.D. 
Remark. In the statement of the problem, we do not specify if the set is 
strongly or weakly closed, because for convex sets in normed spaces, these 
are equivalent. 
Before going to the next theorem, we need some more notions from convex 
analysis. 
So, let S be a convex set in a linear space X (finite or infinite dimen- 
sional). We define the following set in X using S introduced in the proof of 
Theorem 2.1. 
DEFINITION 2.3. The set 4, = (x E X: x + S c S} is called the recessiolr 
cone (or asymptotic one) of the convex set S. It is an easy exercise to show 
that 4, = (s E X: s + f-y E 4, Vt > 0, s E S). 
This means that if a point x belongs tothe cone $,, then the cone includes 
the half line in the direction of that point starting from any element of the 
initial set S. 
Another notation that we will need and which is very basic in convex 
analysis is the following: 
DEFINITION 2.4. Let X be a linear space and J X--t E be any extended 
real valued function on X. The set of epif= {(?I, A): .Y E X, A E R. f(x) 4 b I 
is called the epigraph off: 
Again, it is easy to see that a function is convex iff its epigraph is a 
convex subset of X x R. 
Now, using these two notions, of the recession cone and of the epigraph. 
we can define a new function as follows. 
DEFINITION 2.5. Let f: X + I? be a proper convex function. Consider the 
recession cone Qepil of the epigraph. Then the function whose epigraph is 
qCpil. is called the recession function off and is denoted by5 So, by the above 
definition, we have that 
US= @epi/ 
Using Definition 2.4 above. we can calculate the recession cone for the 
conjugate perturbed feasibility set. 
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A straightforward calculation gives us 
4 (damp’(y)) = I 
4’ E M”(A): y > 0, jrP(t) dy(t) + M jT C(t)e^dv(t) > 0,
-0 -0 
x c*(t) 4w < p*(s, t) 44s) dP(f), C*(r) dy,(t) < 0 
I 
.I !’ 
After this calculation, we can state another theorem which gives sufficient 
conditions for strong duality. The theorem is as follows: 
THEOREM 2.3. Suppose PO is finite. Let 
dy(t) > 0, IT P(t) dy(t) + M f7 C(r) 2 d/l(t) > 0, 
-0 -0 
I 
c*ct) dy(6 G jr cab, t) dyts) dd0, c*(~) dy,tr) G 0 I I 
imply that y = 0. Then PO = Do and Do has at least one solution. 
Proof: By the hypothesis of the theorem, we deduce that 
(yEM”(A): P*(y)<o}= (0). 
Also, we know that dom P*, which is the dual feasibility set, is a subset of 
the positive cone in the Banach space M”(A) and so it is locally compact in 
the w*-topology. So P is continuous at the origin ([6]) and then P(0) = 
P**(O) = Do and aP(O) = aP**(O) # 0 so that Do has at least one solution. 
Q.E.D. 
From our proofs of Theorems 2.2 and 2.3, we can deduce the following 
corollary: 
COROLLARY 2.1. The hypotheses in Theorems 2.2 and 2.3 are 
equitlalent. 
Proof. In both proofs we have shown that the hypothesis implied that 
P(w) is continuous at the origin. So it remains to show that continuity at the 
origin implies the two hypotheses. 
If P(w) is continuous at w = 0, then in a neighborhood of the origin the 
functional is bounded and this is just the hypothesis of Theorem 2.2. Next, 
since P(w) is continuous at the origin, then we have that (~3 EM”(A): 
P*(Y) < 0) is a subspace ([6]). Also dom P* is a subset of the positive cone, 
so subspace = (0). Since P* is an indicator function. then p* is the indicator 
function of titdomP.,, which was calculated above, and so the hypothesis of 
Theorem 2.3 follows. Q.E.D. 
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Another useful corollary that we can deduce from the theorems is the 
following: 
COROLLARY 2.2. Suppose P, is finite. If /3(f) > 0, [ .r]-a.e. or P(f) < 0. 
[ y I-a.e. then Theorem 2.2 applies. 
Proof. First suppose that /I(I) > 0, [y]-a.e. Let U’(t) be a feasible control 
function for P,. Then 2z7(f) satisfies the inequality with 2&t) instead of P(f). 
So if we define 0 < E < minrcA /?( ) r we have that P(E) is finite and so we are 
in the situation of Theorem 2.2 and hence we get strong duality and solutions 
for D,. If, on the other hand, /3(t) < 0, [ y]-a.e. then P(f) < --E < 0 for some 
E > 0, and so u’(f) = 0 and for any 0 < d < E we have that P(d) is finite, and 
so, again, Theorem 2.2 applies. Q.E.D. 
The next corollary is similar to the previous one and we omit the proof. 
COROLLARY 2.3. Suppose P, is finite. Let mij = inffoA c,(f). i = I..... 11. 
j = I,..., m and m = min,i,j, mij. Then if K(t, s) > 0 and Pi(f) < m, [,u-a.e. or 
ifPitt) < min(mi - Il~ll,)~ 1. 1’ a.e. then the result of Theorem 2.2 holds. l- 
A final corollary of this nature is the following. 
COROLLARY 2.4. Suppose P, is finite. Let P(f) <MC(f) i and Qc9E 
P(S) with e(f) < 0, [J ]- 7 a.e. we have that {i 8(f) C*(t) d?,(t) - .I’i 8(f) .I‘,! 
K*(s. t) &(s) dp(f) < 0. Then P,, = D, and D, has at least one solution. 
ProoJ By hypothesis 
C*(t) dy(r) < (.’ K*(s, t) d?(s) d&)3 
-I 
and 
.I’ 
C*(f) dy(t) < 1 K*(s, f) dy(s) c&(t) 
-I 
then y= 0 and by Theorem 2.3, the result follows. Q.E.D. 
Notice, that our constructive definition of the dual problem guarantees 
weak duality, i.e., - 00 < D, <P, < co. This is because, in general, we can 
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obtain directly from the definition of conjugate convex functionals that 
P**(w) <P(w) and so P**(O)= D, < P,. 
To state and prove the next theorem, we need to develop first some 
background. 
Recall that M”(A) is not a reflexive Banach space and furthermore there is 
no satisfactory representation of its dual. So to obtain even weak sequential 
compactness, we need some additional assumptions that are not artificial in 
the context of our problem. 
So for our case, let us assume that the control set is bounded, i.e., 3M > 0 
s*t* II 41 Mm(A) &M. Also, suppose that there exists a bounded, regular Bore1 
measure v(.) on (A, C) with values in R” such that it dominates all feasible 
controls, i.e., a control u E Mm(A) is feasible iff u Q u. 
THEOREM 2.4. If P, is finite and the above additional assumptions hold 
then P, = D, has at least one solution. 
Proof. Since the primal feasibility set is bounded and dominated by v, we 
can conclude (see [5]) that it is weakly sequentially compact set in M’“(A). 
Let f(u, w) = J,’ u(t) a(t) dp(t) + ZF(u, w), where 
I&, w) = 0 if (u, w) E F 
=+co if (u, w) 6? F 
(i.e., the indicator function of the feasibility set). For each u(t) E Mm(A), the 
feasibility set of the primal problem is a closed (both strongly and weakly) 
and convex subset of C”(A). So IF(u, . ) is a lower semicontinuous convex 
functional andf(u, w) is lower semicontinuous in both variables. Let P(w) = 
inf,f(u, w). From the weak sequential compactness of the feasibility set, we 
deduce that P(w) is lower semicontinuous. So P**(O) = P(0) = P, = D, and 
aP* *(0) = aP(0) # d, so that D, has solutions. Q.E.D. 
Notice that if we keep the boundedness assumption and also assume that 
u(t) is absolutely continuous, then the above theorem applies, because then, 
from the definition of absolute continuity, the dominating measure is just the 
Lebesgue measure on Rm. 
3. ON LEVINSON'S PAPER 
In this section we will try to analyze Levinson’s paper [l] on infinite 
dimensional linear programming, using our approach. 
We will try to show that the singular part ys with respect to the Lebesgue 
measure is zero in Levinson’s paper. In other words, he implicitly assumes 
that y < II”, where 1” is the Lebesgue measure on R”‘. 
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So our attempt will be to show that we can formulate Levinson’s dual 
problem in the following way, 
Do: SUP /ry(f)dy(t),$(t~~O, 
I -0 
B*(f) $ (t) 2 a(t) + [k*(s, t) g (s) dA(s)( * 
-I 
which implies that 4’S = 0 and therefore 4’ < A”‘. 
The idea is to start with a larger space of perturbations so that its strong 
dual will be a smaller space which will correspond to measures with y, = 0, 
i.e., to Bore1 measures of bounded variation which are absolutely continuous 
with respect to the Lebesgue measure. 
The dual pair of spaces that we are going to use for this purpose is 
(L:(A), L”,(A)), with the duality mapping given by the Riesz representation 
theorem. So we have 
Primal Problem PO 
z(t) a(t) dtl(t) subject to: 
4) z(t) < y(t) + f K(t, s) z(s) di(s), Z(f) >, 0 , 
-0 1 
where 
z(t) > 0 
a(f) 
B(t) > 0 
bounded measurable m-vector defined on A = [ 0. TI, 
continuous m-vector on A, 
continuous n x m matrix with the property tit E A 
and Vj 3 ij = ij(t) such that bii(r) > 6 > 0. 
K(t. s) > 0 continuous n x m matrix on A’. 
Y(t) 2 0 continuous n-vector. 
The dual problem that Levinson defines in his paper is the following: 
Dual Problem Do 
w(l) y(t) dA(t) subject to: 
B*(t) w(t) > a(t) + fr K*(s. t) W(S) d(s), w(t) 2 0’ 
“I \’ 
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where, w(t) again is a bounded measurable function on A = [0, T], B*(t) and 
K*(s, r) are the transpose of the matrices B(t) and K(t, s) introduced in the 
primal problem. 
Let us consider perturbations of the constraints from L?(A). 
Perturbed Problem P(x) [x E L :(A ) ] 
P(x): sup 
I 
1’ z(t) a(t) dA(t) subject to: 
i -0 
B(t) z(t) < y(t) + I= K(t, s) z(s) d(s) + x(t), z(t) 2 0 . 
-0 I 
Since the primal problem in this case is a maximization problem, we will 
consider the concave conjugate problem P*(w) [w E L”,(A)]. 
Concave Conjugate Problem P*(w) [w E L”,(A)] 
P*(w): 5: 
’ I 
joT x(t) w(t) dA(t) - joT z(t) a(t) d;l(t) 
subject to: B(t) z(t) - y(t) - 1-I K(t, s) z(s) dJ(s) < x(t), 
-0 
z(t) > 0, x(t) E L;(A), M’(f) E L”,(A) 
I 
. 
Call v,(t) = B(t) z(t) - y(t) - jh K(t, s) z(s) dL(s). 
Then we can write P*(w) as 
P*(w): 2; ;jor x(t) dy(t) - 1’ z(t) a(t) dA(t) 
.O 
subject to: vx(t) < x(t), z(t) > 0 I 
!’ 
where dy(t) = k’(t) dl(t) and so is a bounded, regular, signed Bore1 measure 
on A. 
Minimization with respect to x(t) E L;(A) gives us 
P*(w) = iyf 1 - !r y(t) dy(t) + !: z(t) 
X B*(t) 2 (t) - a(t) - 17K*(s, t) dy(t) dL(t) dy(t) > 0 . 
-I 1 I 
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Since by hypothesis, z(t) can become arbitrarily large in the positive 
direction, from the minimization with respect to z, we get that 
p*(w) = - (y(t) c+(t) 
-0 
if $I) > 0, 
x B*(r) 2 (t) > a(t) + ).I K”(s, t) &(s) -I 
= - 0~) otherwise. 
Taking the second concave conjugate functional and evaluating at zero, 
we get 
P* *CO) = iyf /jr v(t) &(t) if 
0 
g (t) > 0, 
B*(t) g (t) > a(t) + (.I K*(s, t) dy(s)[ . 
-r 
As in our problem, we set P* *(0) = Do. Then 
Do: i;f 111 y(t) c+(t) subject to: do 2 (t) > 0. 
B*(t) ($) (t) > a(t) + 1.7 K”(s. I) &(s)(. 
I 
which is what we wanted to show. 
Since d)(t) = M?(t) d(t), we can rewrite Do as 
D, : it$ 1.1: y(t) w(t) d(t) subject to: b\*(t) > 0. 
B*(t) w(t) > a(t) + (‘7 K*(s. t) d/l(s) i 
I \’ 
which is Levinson’s dual problem. 
So we see that our class of problems, in that respect also, is more general 
than Levinson’s. Also, by avoiding Levinson’s strong assumptions on the 
functions involved, our formulation of the problem will be applicable to a 
wider class of problems where, by the nature of the problem. the functions 
are not so smooth. Furthermore, Levinson limited his work to the case where 
rn = 1, while we allow for general, bounded, regular, non-negative, Bore1 
measures. 
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Finally, if we adopt his assumptions on the functions, we can have, using 
Gronwal’s inequality, a theorem asserting the existence of primal solutions. 
4. ALTERNATIVE FORMULATION OFTHE PROBLEM-REMARKS 
In this last section we will try to extend the control space to include 
t,“(A)-functions (1 <p < co) and we will use a more general cost functional, 
involving both the state and the control functions. 
The cost of achieving the above generalizations is that we have to break 
our initial constraint inequality into two parts: a state inequality and a 
control inequality constraint. This is necessary because the control term C(r) 
u(r) is not smooth enough to allow the approximation that we did in the tirst 
section in the evaluation of the dual functional. 
So the new class of problems that we propose is the following: 
Primal Problem P, 
P, : inf 
I 
1.r (c(f) ).‘K(r, s) U(S) &(s) + d(t) u(t)) &(r) 
-0 .O 
where 
subject fo: C(f) f K(r, s) u(s) dp(s) > a(r) 
[PI-a.e. 1, 
u(t) E L,“(A), 1 < p < 03. 
C(f) EL:(A), d(f) E q(A), 
D(t) E L,“‘“(A) and 3 j, E (l,..., m) s.t. &j,(f) 2 0, 
[p ]-a.e. and &j,(t) # 0 Vi, 
C(f) is an n x n lower semicontinuous matrix on A, 
P(t) E L;(A) and P(f) > 0, [PI-a.e. 
The dual problem associated with PO is the following 
Dual Problem Do 
IJ 
.T 
Do : sup a(t) dy(r), y(t) E M”(A) 
Y 0 
subject co: jT K*(s, f) 
-I 
c*(s) 44s) < fT K*(s, f) c(s) &(s) + d(f), dy(t) > 0’. 
-I ! 
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The above dual problem can be evaluated explicitly, as before. by using 
again perturbations w(t) E C”(A) of the state inequality constraint. 
Since the control space is L:(A), we can exploit the well-known geometr! 
of those spaces to get some extensions of the previous duality results. 
Suppose that we add in the primal constraints that the controls must be 
uniformly bounded in the L;(A)-norm, i.e., there is a M > 0 such that 
I/ ullp < M. Also suppose that K(t. .) E L TX”(A) (where I/p + l/q = I). Then 
we can state the following Theorem. 
THEOREM 4.1. Under the above assumptions and if I < p < 00. therz 
P, = D, and D, has at least one solution. 
In the proof, we make use of the Eberlein theorem which says that in a 
reflexive Banach space, a bounded set is weakly compact. (Proof similar to 
that of Theorem 2.4.) 
Theorem 4. I is a generalized analogue of Theorem 2.4 because here we do 
not make any other assumption besides the one about the uniform boun- 
dedness of the controls. We can do that because now our control space has a 
better geometry, being a reflexive Banach space. 
Finally. Theorem 2.2 also holds for this new class of problems. So as a 
corollary of it. we can say that if a(t) < 0 and C(f) > 0, lp]-a.e. and 
~{s: K(t. s) > O} > 0 then strong duality holds and the dual problem has 
solutions. 
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