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Abstract 
 
The canonical quantization procedure for bi-spinor gauge theory in terms of bi-spinor Dirac 
spinor constituents is described in detail and corresponding Feynman rules are derived. We also 
derive all possible mass terms for massive fermions in bi-spinor gauge theory. The solutions are 
classified by a scalar spin quantum number, a number that has no analog in the standard gauge 
theory and the SM. The possible mass terms correspond to combinations of scalar spin zero 
singlets and scalar spin one-half doublets in the generation space. A description of the connection 
between Lorentz spin of bi-spinors and scalar spin of bi-spinor Dirac/anti-Dirac constituents is 
given. 
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1. Introduction 
 
The notion of the bi-spinor differential form and its use in physics as a descriptor of 
fermionic matter is as old as that of the spinor. In its antisymmetric tensor form it was first 
discovered by Ivanenko and Landau in 1928 [1], the same year Dirac proposed his theory of the 
electron [2]. Using bi-spinors Ivanenko and Landau constructed an alternative to Dirac’s solution 
of the electron’s gyromagnetic ratio problem.  
Much later after their discovery, in 1962 the appropriate mathematical setting for bi-spinors 
in terms of differential forms on space-time manifolds was described in [3] and further elucidated 
in [4]. In the 80’s it was found out that a single bi-spinor they describes multiple generations of 
elementary particles [5, 6, 7, 8].  
One of the interesting properties of bi-spinors is that in the presence of gravitational fields 
they are physically distinct from the Dirac spinors [5, 6, 8]. It turned out that the Einstein-Hilbert 
gravity theory, which cannot describe Dirac spinors1, incorporates bi-spinors in an elegant form. 
It was also noticed that on pseudo-Euclidean space-times there exist difficulties with the 
quantization of bi-spinors using the standard Dirac quantization procedure [7, 9, 10]. Proposals to 
eliminate the unwanted modes using indefinite Hilbert norm along the lines of Gupta-Bleuler 
formalism were not successful [11].  
At the same time bi-spinors in Euclidean space-times are unavoidable and turned out to be 
useful in lattice gauge theory. Bi-spinors on the lattice appear as a result of fermion doubling 
effect.  They also became useful in lattice supersymmetry [12, 13, 14, 15, 16]. Antisymmetric 
tensor form of bi-spinors appear often in string theories. Their quantization has been studied both 
in supergravity and in string theory [17, 18, 19, 20].  
                                                 
1 Dirac spinors require the first order, for example, the Cartan formulation of gravity where frames are coupled to 
spin connection. 
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Recently it has been shown that the unwanted features of bi-spinor gauge theories can be 
avoided. For example, they can be made to describe an arbitrary number of generations by 
imposing a rather natural constraint [22, 23]. Alternatively, the fourth generation, that appears in 
the bi-spinor field theory generically, can be quite consistently with the modern neutrino research 
considered as a sterile fourth generation.  The dark matter accounts for approximately one quarter 
of the matter content of the Universe and cannot be described by the Standard model or its 
extensions but fits nicely with the concept of a sterile fourth generation. As for the second major 
obstacle, as we will show in this paper, the quantization problem can be resolved by modify the 
standard Dirac quantization rules for some of the bi-spinor modes: in the bi-spinor field theory 
some of the modes propagate backwards in time, hence one needs to swap the creation and the 
annihilation operators for the modes.  
With the two major obstacles removed, bi-spinor gauge theories can be considered as a viable 
alternative to the Standard Model, where fermionic degrees of freedom are described by the 
standard spinor representations of the Lorentz group. There is available experimental data that 
would rule out using anti-commuting differential forms instead of spinors. One possible obstacle 
would have been the lack of proof that the S, T, U variables that appear in the analysis of the 
electroweak precision observables, if the bi-spinor Standard Model were an extension of the 
Standard Model with yet unknown degrees of freedom, but it is not. As we shall see below, a bi-
spinor Standard Model would not be an extension of the Standard Model and the same time has 
exactly the same field content. This paper lays a foundation for such a bi-spinor Standard Model 
by detailed analysis of the relevant bi-spinor gauge theory. 
Despite the progress in understanding the nature of bi-spinor theories, a consistent quantum 
field theory of bi-spinors and the corresponding perturbation theory of its Dirac degrees of 
freedom have never been constructed. This paper fills the gap. A serious attempt in [10] was 
made of carrying out the canonical quantization of bi-spinors in terms of quantum amplitudes 
transforming as bi-spinors. It resulted, as expected, in the need to have two Lorentz spin quantum 
numbers, the left and the right spin. However, the results are not transparent physically, since 
particles with two Lorentz spins are not observed.  
In this paper we will deal only with bi-spinor Dirac degrees of freedom after we extract them 
from bi-spinors with the help of spinbein decomposition. Extending the results in [22, 23], we 
will show that on Minkowski space-times bi-spinors can be consistently quantized and their 
formal perturbation theory can be build along the standard prescriptions of the standard quantum 
field theory. On the way to this goal we will exhibit a number of curious features of quantum 
field theory of bi-spinors. It differs from the Dirac theory in a number of subtle ways which offer 
possible solutions for some long-standing puzzles of the elementary particle physics, such as 
derivation of textures of flavor mixing matrices.  
The physical reason for the differences is the existence in bi-spinor gauge theory of a new 
quantum number [21], called scalar spin, which is inherited by the Dirac degrees of freedom 
from the bi-spinor nature of bi-spinors in the form of symmetry affecting pairs of generations.  
The paper is organized as follows. In Section 2 we recapitulate the results of [22, 23] 
on the extraction of Dirac and anti-Dirac degrees of freedom from bi-spinors with the 
help of spinbeins. In Section 3 we derive a classification of all possible explicit 
dimension-three mass terms in bi-spinor gauge theory. Section 4 describes the canonical 
quantization of Dirac, anti-Dirac, and DaD spinors and discusses their differences. In 
Section 5 we describe the connection between Lorentz spin of bi-spinors and scalar spin 
of its Dirac/anti-Dirac constituents. Section 6 is a summary. Appendix A contains details 
of derivation of plane-wave solutions for DaD spinors and diagonalization of DaD 
Hamiltonian. Appendix B lists Feynman rules for Dirac, anti-Dirac, and DaD fermions. 
Below we follow the conventions of [24]. 
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2. Extraction of Algebraic Dirac Spinors from Bi-Spinors via Spinbeins 
 
Consider Minkowski space-time 
4M with coordinates 3,,0, 
x , metric 
 1,1,1,1  diagg μν  and a set of  Dirac  γ -matrices     g2,  . In bi-spinor gauge 
theory gauge fields are described by the usual commuting connection 1-forms. In the c-basis they 
are given by  
 

dxAA  ,  
aaAA   ,   abbatr 
2
1
 , 1a    for  1U ,        (2.1) 
 
where G
a Na ,,1,  , are the GN  generators of the Lie algebra of gauge group G . However, 
fermionic degrees of freedom are described by anti-commuting inhomogeneous differential 
forms (difforms). In the c-basis they can be represented by  
 
 
p
p
dxdx
pp
p

   11 .       (2.2) 
 
Difforms  are invariant objects that do not depend on the system of coordinates. By choosing 
another basis, a certain Z-basis, in the space of difforms a difform  can be equivalently 
represented in another way, as a bi-spinor       . Therefore, one can use both a set of 
anti-symmetric tensors 
p 1
 and a bi-spinor     that transforms in the adjoint spinor 
representation of  CSL ,2 :         1SS  to represent the same mathematical 
object. Relations between difform  , and the two sets of coefficients of its expansion, 
p 1
  in 
the c-basis and    in the Z-basis,  follow from the completeness relations of gamma-matrices, 
with the use of a 44 matrix of difforms Z  [7] given by  
 
     
p
p
p
dxdx
p
Z


  1
1!
1
.   
    
One obtains 
 
   Ztr ,  
                        
    p
p
p

   1
1
!
1
4
1
,       (2.3) 
 
  
11 
  pp tr , 
 
where trace is taken over spinor indices.  
Bi-spinor gauge theory can be expressed in the invariant language of difforms on a smooth 
manifold without a reference to either c- or Z-basis. However, since our emphasis in this paper is 
on quantization of bi-spinor gauge theory and derivation of its Feynman rules, we will not 
concern ourselves with the connection between differential geometry and bi-spinors.   
Classically, a generic bi-spinor gauge theory with massive bi-spinors, where left- and right-
handed fermions could couple to different gauge groups, for example in the SM with 
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     123 USUSUGL   and    13 USUGR  , is described by the classical Lagrangian [22, 
23] 
 
fg LLL  ,            (2.4) 
 





 GGtrWWtrBBg
2
1
2
1
4
1
L ,     (2.5) 
 
      MMmAiAitr LRRLRRRLLLf ~L ,    (2.6) 
 
00~   MM , 0,
0
, 

 RLRL ,      (2.7) 
 
where in our example  GWB ,, are the field strength of the irreducible components of the 
left-handed connection 1-form     dxTGgWggBA sssaaL  ' and right-handed connection    
1-form    dxTGggBA sssR   and sa T, are Lie algebra if generators of  2SU  and  3SU  
factors, respectively.  
The explicit mass term is given by a constant matrix Mm .  For convenience we chose 
M dimensionless. At this point it is an arbitrary complex matrix. As we will see below, M is 
actually severely restricted.  
In order for the mass term be gauge-invariant 
L and R  have to transform in the same 
representation of the gauge group. In the Dirac gauge theory if 
RL GG   then there are no explicit 
gauge-invariant mass terms. To generate mass of the particles one has to use an additional field, 
the Higgs field, the vacuum expectation value of which generates a mass-like term in (2.6).  
In bi-spinor gauge theory, although Higgs fields coupled to bi-spinors remain allowed, 
explicit gauge-invariant mass terms are also allowed. The reason for this is that the gauge group 
representation in which bi-spinors transform is a bi-fundamental representation of the type that 
occurs in quiver gauge theories located on stacks of D-branes. It is a direct product of the not 
necessarily the same fundamental representations in which the constituents in bi-spinor spinbein 
decomposition transform. Therefore, for example, one can combine the left-handed Dirac spinor 
 2SU  doublet with a right-handed Dirac spinor  2SU  singlet in a gauge-invariant mass term, 
provided the bi-fundamental representations are chosen appropriately [23].  
Equations of motion for RL,  can be read from (2.6). We obtain   
 
   0 MmAi RLL ,                      (2.8) 
 
   0~  MmAi LRR .                           (2.9) 
 
First we will consider in detail the simplest  1U  case and then follow with a discussion of the 
non-Abelian case. Mass eigenstates of  1U  bi-spinors are determined by free Lagrangian density 
and the corresponding equations of motion 
 
      MMmiitr LRRLRRLL ~0 L ,                         (2.10) 
 
 0 Mmi RL ,                        (2.11) 
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 0
~
 Mmi LR .                         (2.12) 
 
We will now derive the Lagrangian and equations of motion for the Dirac spinor degrees of 
freedom that are contained in bi-spinors RL ,  in (2.6). To start with, we will consider bi-spinors 
that contain four generations of Dirac spinors. Reduction to less then four generations will be 
considered at the end of this section.  First, we will extract the algebraic Dirac spinors that 
contain the physical degrees of freedom using the spinbein decomposition of bi-spinors. This is 
done with the help of two sets of algebraic Dirac spinors: the anti-commuting Dirac spinors A , 
4,,1A , and spinbein, a set of four dimensionless normalized commuting Dirac spinors A , 
4,,1A . Spinbein is normalized by setting 
 
ABBA    ,                 
           (2.13) 
   0
BABA  ,  0    1,1,1,1  diag ,         
             
 
where 0γηη   denotes the Dirac conjugate and A denotes the bi-spinor conjugate of A . We 
will refer to spinbeins that carry gauge group indices as gauged spinbeins.  1U  or non-gauged 
spinbeins carry no representation indices and we can invert (2.13) to obtain  
 
αββα δηη 
AA .                                                                                                 (2.14) 
 
For a spinbein  A  and a multiplet of four Dirac spinors A  spinbein decomposition is defined 
by 
 
 ηξ ,  , AA   ,  
AA
  .             (2.15) 
 
We will assume that the left- and the right-handed bi-spinors  xRL,  are independent 
dynamical variables. As a result, we will have to use two separate spinbeins for their 
decomposition 
 
     xxx LLL  ,        xxx RRR  ,    01 ,5  RLψγ .        (2.16) 
 
Note that  xRL,  are not chiral:   01 ,5  RL .  
In the Dirac representation of gamma-matrices with     1,1,1,10 diag   spinbeins can 
be identified with the elements of  2,2U , the group of all complex 44 matrices that satisfy  
 
 1UU ,   UU .                              (2.17) 
 
A well-known example of spinbein can be found in the phase space of Dirac spinors satisfying 
Dirac equation. It appears during the derivation of normalized plane wave solutions of the Dirac 
equation on 4M  as spinor coefficients of the four positive and negative energy solutions 
   ikxku r exp ,    ikxkvs exp , 2,1, sr . The spinors  ku r ,  kvs  are normalized according 
to 
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 rssruu  ,    rssrvv  ,   0srvu .              (2.18) 
 
In multi-index notation   srA vuw ,   with index  A ,   4,,1,  srA , (2.18)  reduces to the 
defining relation (2.17) for  2,2U  group: ABBAww   . 
It follows from (2.15) that bi-spinors  xRL,  are invariant with respect to two independent  
local  2,2U  transformations. Namely,    xx RLRL ,,   if 
 
 
     xUxx LLLL

  ' ,         xUxx RRRR

  ' ,       2,2UxU  .     (2.19) 
               
 
Therefore, by using spinbein decomposition (2.15) we introduced redundant degrees of freedom. 
To eliminate the redundancy we will transfer the spinbein degrees of freedom from spinbein to 
the multiplet of algebraic Dirac spinors 
A
RL,  by requiring that the two spinbeins are constant  
 
  0 xL ,     0 xR .                 (2.20) 
 
For  1U  the transfer can always be done by using local  2,2U  transformations (2.19), such that 
0',  RL . Fixing spinbein to be constant is in fact fixing a gauge of a  2,2U  gauge field [22].  
Such a gauge is called the unitary or constant gauge. Constant gauge is not unique. There still 
remains a global  2,2U  symmetry of   . 
For non-Abelian case with bi-spinor transforming in a bi-fundamental representation the 
spinbein decomposition is defined by 
 
 ηξ ,  pAaA
ap
  ,  
aApApa
  ,             
                      (2.21) 
 sBABsA ηη  ,   1,1,1,1  diag ,                       
 
where Dirac spinors and gauged spinbein can transform in fundamental representations of 
different groups different, while spinbein is normalized according to 
 
ABsBsA    .                     (2.22) 
 
We can invert (2.23) only up to a projector  
 
 
sttAsA P , PP 2 .                            (2.23) 
 
For non-Abelian gauge groups, in general, it is no longer possible to transfer all degrees of 
freedom from a gauged spinbein to the multiplet of Dirac spinors. One exception is the case 
when spinbein factorizes according to 
 
 
AssA
   ,                               (2.24) 
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where η  is a non-gauged spinbein normalized according to (2.13)  and Lorentz scalar sφ  
transforms in the fundamental representation of the gauge group. Normalization of the gauged 
spinbein implies that its factors satisfy 
 
 1
 ss  ,                      
 
  
AA ,                                                                                                 (2.25) 
 
 

 tstAsA .                     
 
It turns out that, just like ungauged spinbeins, factorizable spinbeins are non-dynamical [23]. 
Thus the transfer of degrees of freedom for such spinbeins is also complete. Below we will 
consider only factorizable spinbeins. 
Equations (2.20) are not generally covariant. Therefore, on curved space-times the constant 
gauge depends on the choice of coordinates. Since constant gauge depends on the choice of 
coordinates, Dirac spinors A  extracted from bi-spinors also depend on the choice of 
coordinates. This means that the definition of physical one-particle states of the fermions 
described by bi-spinors depends on reference frame. On 
4M  two constant ungauged spinbeins 
21, ηη  are connected by a  2,2U  transformation 
 
 
21  U ,  2,2UU  ,                  (2.26) 
 
for some constant U .  For gauged spinbeins (2.26) is augmented by an additional gauge group 
transformation.  
Because they define specific physical particle states, spinbeins are physical quantities. Yet at 
the same time they are not observable, because they are non-dynamical. Their role is similar to 
the role played by the constant magnetic field that determines the preferred magnetization in a 
ferromagnetic material.  
We now turn to equations of motion for Dirac spinor constituents of bi-spinors. Using 
spinbein decomposition with constant spinbein we obtain the Lagrangian and equations of 
motion for Dirac degrees of freedom of bi-spinors  
 
      BLABARBRABALARRARALLAL mAiAitr  MML
~
 ,          (2.27) 
 
   0 BR
ABA
LL mAi  M ,                         
           (2.28) 
   0~  BL
ABA
RR mAi  M ,                                    
 
where for the  1U  case 
 
 
A
L
B
R
AB MM  , AR
B
L
AB M
~~
M , ARL
ABA
RL ,,   .             (2.29) 
 
For general bi-fundamental bi-spinor representation there are two ways to construct gauge-
invariant mass terms. To obtain explicit gauge-invariant mass terms, one can use left/right 
spinbein decompositions 
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 RLL  ,   LRR   ,                    (2.30) 
 
or  
 
 LLL  ,   RRR   ,                    (2.31) 
 
where for the spinbeins subscript left/rights refers to the gauge group for left/right fermions.  We 
now can form gauge invariant terms using appropriate contractions. We obtain for the mass term  
 
  ..cctrm pBRABapaALm   ML ,                 (2.32) 
 
  Aa
L
Bp
R
ABap MM    or   ApR
Ba
L
ABap MM  ,             (2.33) 
 
where for factorizable spinbeins L
a
R
a
L   ,  R
a
L
a
R    for (2.30) or L
a
R
a
L    , 
R
a
L
a
R    for (2.31) we obtain 
 
    ..cctrm pRpBRABaLaALm   ML .                 (2.34) 
 
For the SM with  2SUGL  , 1RG  where the doublet 
*
2 L
C
L i    transforms in the 
representation that is equivalent to fundamental representation, after absorption of arbitrary 
parameter m  into the constant doublets 
a
L  , 
a
L we obtain an additional mass term with 
C
L . 
Altogether we obtain the standard SM expression for mass term after spontaneous symmetry 
breaking with a left  2SU  doublet aLH  
 
      ..2 ccHiHtr BRABaLaALBRABaLaALm    MML ,  
                     (2.35) 
a
L
a
L mH  .             
 
We will now describe the elimination of one or more generations from the original four. By 
construction, a single bi-spinor produces four generations of dynamical spinors: two spinors, 
corresponding to the first two positive entries in  1,1,1,1  diag , and two spinors, 
corresponding to the negative entries. Reduction from four to less than four generations of A  
can be done using generally covariant constraint  
 
0det  ,                    (2.36) 
 
which for Minkowski space-time can be satisfied in Lorentz-invariant way by the use of a 
degenerate spinbein. For example, instead of (2.13) or (2.22) one can take 
 
 0,1,1,1diagBA   ,    0,1,1,1diag
sBsA   ,              (2.37) 
 
respectively.  
One can argue that elimination of an extra generation with the help of a constraint is 
arbitrary. In certain sense it is. However, it is no more arbitrary then adding two more 
generations to the first one. In fact it is less arbitrary, because formal addition of two generations 
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leaves no room for posing the question why three. Removing one generation of the four, on the 
other hand, demands a physical explanation for the reduction. 
Note that in the free part of Lagrangian (2.27) Weyl spinors ARL,  for 4,3A contribute to the 
action derived from L  with the negative sign of the usual Dirac spinors. The presence of the sign 
results in important consequences. We will discuss these below. For now we will simply 
distinguish between ARL,  for 2,1A  and 
A
RL,  for 4,3A  by retaining for the former the name 
of Dirac (Weyl) spinors but we will call the latter anti-Dirac (anti-Weyl) spinors. We will now 
proceed with the determination of the mass terms that are physically acceptable. 
 
3. Admissible Bi-Spinor Mass Terms 
 
In this section we will prove that the requirement that masses of mass eigenstates in bi-spinor 
gauge theory are physical puts strong constraints on the form of mass matrices. We will provide a 
detailed proof for the  1U case. However, it follows from (2.34) that the results apply to the non-
Abelian case for factorizable gauged spinbeins.  
Consider equations of motion for free (anti)-Weyl fields  xRL,ψ in matrix notation 
 
  0 RLi ψψ Mm- ,      
T
LR MM , 
                                                                                                    (3.1) 
  0~  LRi ψψ Mm- ,                        MM
T
RL M 
00`
~
.                                                                                 
 
M , M
~
 are two 44  complex matrices with generation indices 4,3,2,1, BA  parameterized by a 
single 44  complex matrix MM  in (2.10) with spinor indices 4,3,2,1,  . We will use 
Dirac gamma-matrix representation with diagonal 0 . Our results, however, will not depend on 
the choice of representation.  
For plane wave solutions   ikxRLRL ex
 0,, ψψ  we obtain the dispersion relations for the left 
and the right modes as solutions of 
 
  0~det 2 MMm- 2k  ,    TLL MM  00
~ MM ,                             
 (3.2) 
  0~det 2 MMm- 2k ,    TRR MM   00
~
MM . 
 
Squared masses of the left- and right-handed (anti)-Weyl fields are given by the eigenvalues of 
matrices MM
~
, MM
~
. Therefore, to generate physical masses the matrices MM
~
, MM
~
 must be 
hermitean and non-negative-definite2. We will also require that masses for the left modes 
coincide with those for the right modes, for only then we can form the standard massive Dirac 
spinors from their left and right constituents. For the left and the right modes to have the same 
mass the matrix MM
~
 must be a similarity transform of  MM
~
 with some non-singular matrix V . 
Therefore, altogether, we require 
 
   MMMM ~~  ,                                                                                                           
 
   MMMM ~~   ,                                                                                                        (3.3) 
                                                 
2 Strictly speaking, the eigenvalues can be complex but then they have to have the same phase. We assume that the 
phase is absorbed in the field redefinition. 
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     1~~  VV MMMM  , 0det V .                                                                     
 
It follows from polar decomposition of arbitrary matrix into a hermitean and unitary factors that 
the three conditions (3.3) are automatically satisfied when MM
~
, which is the case for mass 
matrices in the SM.  
In our case, in general, conditions (3.3) are not satisfied. We will now describe the set of all 
M ,  M
~
that satisfy (3.3). As a preliminary step we reduce (3.3) from 4-dimensional to 2-
dimensional matrix problem.  
Consider equations of motion (3.1). We can use polar decomposition of M  to represent it as 
a product of two unitary matrices 2,1S  and a diagonal matrix diagM that has positive entries 
 
 21 SS diagMM  .                                                                                                          (3.4) 
 
We now decompose each of 2,1S  into product of two unitary matrices, the first of which, 1S , 
commutes with 0γ , i.e., is block-diagonal, while the second one, 1S , commutes with  
0γ  and becomes block-diagonal if we make matrix index swap 44,32,11   
 
  111 SSS ,                                                                                                               (3.5) 
 
  222 SSS ,    222,1 UUS  ,    0,2,1 S ,   0,2,1 S .                           (3.6) 
 
Such decomposition is always possible: any element of  4U can be represented in this way. We 
can now write the equations of motion (3.1) as  
  
     0~~ 21   R-L SSi ψψ diagMm- ,                                                                                (3.7) 
 
    0~~ 12   LR SSi ψψ diagMm- ,                                                                            (3.8) 
 
where LL S ψψ

 1
~ , 
RR S ψψ  2
~ .  
Note now that after index renaming 44,32,11   matrices 21 SS - diagM , 
 

 12 SS diagM  become block-diagonal. Hence, we can reduce (3.7-8) to 2-dimensional case for 
each block of the two matrices. Conditions (3.3) also reduce to two dimensional case with   
replaced by  1,133  diag . Written in components an arbitrary 22  matrix RM  and 
derived from it RM
~
, where R stands for reduced, can be represented as 
 
 






2221
1211
aa
aa
RM , 










2212
2111~
aa
aa
RM .                                                           (3.9) 
 
Therefore, the first two conditions in (3.3) may be considered as two linear equations on 
21a , 

12a  
 
 012222111 
 aaaa ,                                                                                                  
           (3.10) 
 012112122 
 aaaa .                                                                                                      
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This system has two solutions  
 
   01 1221  aa , 2211 , aa - arbitrary ,                                                                        
           (3.11) 
   

 12
11
22
212 a
a
a
a , 2211 aa  .                                                                                     
We obtain that the first two conditions (3.3) are satisfied if both MM
~
  and MM
~
 are diagonal. In 
terms of components we obtain 
 
 221222212211 ,~ aaaadiagRR MM ,                                                                 
                     (3.12) 
 212222221211 ,~ aaaadiagRR MM .                                                                 
 
This reduces for solutions (1), (2) to  
 
(1)  222211 ,~~ aadiagRRRR  MMMM , 2211 , aa - arbitrary,                           (3.13)  
 
(2) 1
~~
 RRRR MMMM ,                                                                                       (3.14) 
 
121121122211
2
12
2
11 ,,,1 aaaaaaaa  .                                           (3.15) 
 
In both cases the third condition in (3.3) is satisfied automatically. From 1
~
RR MM  for solution 
(2) we obtain that  1,1UR M .  
In summary, mass matrix 
RMm for solution (1) is diagonal and without loss of generality is 
given by 
 
 
 








2
11
0
0


RmM ,  0, 21  .                (3.16)  
 
Thus solution (1) splits into two independent solutions with two independent mass parameters. 
We will call the solution corresponding to mass 1m  a Weyl spinor with scalar spin zero, while 
the solution corresponding to 
2m   anti-Weyl spinor with scalar spin zero. Taken as a pair the 
two solutions with  1RM in (3.16) we will be called Dirac-anti-Dirac doublet, or DaD for short, 
with scalar spin zero. Each of the specific mass solutions corresponds to a single generation out 
of the four originally contained in the bi-spinor entering (2.10-12). The reasons for such 
nomenclature will be explained in Section 5.  
The second case is more interesting. Since RM is determined up to its two Cartan 
decomposition unitary  2U  factors, the factors can be absorbed in the field redefinition and the 
simplest way we can represent RM for solution (2) is by taking 
 
 
 







cs
sc
R
2
M ,  cosh,sinh  cs , 122  sc ,  R .           (3.17) 
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This matrix is not reducible to a simpler diagonal form, because diagonalizing unitary 
transformations will not commute with the diagonal  1,13 U  matrices of the kinetic part of 
Lagrangian (2.27). Therefore, the plane wave solutions with 
 2
RM are doublets in the generation 
space. They contain a Weyl spinor and an anti-Weyl spinor that cannot be separated from each 
other in the sense that free Lagrangian cannot be separated into two parts such that each part 
contains only one member of the doublet. We will call such solutions as DaD doublet with scalar 
spin 1/2.  
Returning to equations of motion (3.1) we obtain in the 2-dimensional generation space 
  
   0~~  RRL mi ψψ M- ,                                                                                             (3.18) 
 
  0~ˆ~  LRR mi  M- .                                                                                              (3.19) 
 
Here RR MM ˆ  is diagonal for the solution (1) and 
1ˆ -
RR MM   for solution (2).  
We now can completely classify the physically admissible 44  mass matrices M  in (3.1).  
The most general admissible mass matrix is constructed as a direct sum of combinations of two 
22  diagonal or  1,1U  matrices. Accordingly all fermionic mass eigenstates in bi-spinor 
gauge theory are combinations of DaD pairs with different values of scalar spin. Altogether there 
are four cases possible. These correspond to distinct mass parameters varying in number from 
four to two.  
In all four cases we can form linear combinations of left and right (anti)-Weyl modes so that 
their sum forms a doublet of  one Dirac and one anti-Dirac spinors. The left/right modes are 
already in the necessary form for solution (1) when  RR MM ˆ . The two modes can have 
different masses. For the case (2) when 
1ˆ -
RR MM   we have to redefine the right modes using a 
 1,1U  transformation: RRR 
~~ M  . In the end the two sets of equations of motion for the 
left/right modes can be combined into a single equation for a DaD doublet ADψ   
 
   0 ADAmi - ,  2,1A ,                                                                   (3.20) 
 
    ARR
A
L
A
D SS  

  21 Mˆ ,      4222,1 UUUS  ,                        (3.21) 
 
where factor RMˆ appears only for solution (2), where mmm 
21
. Note that although we can 
formally build up a Dirac spinor from the left and the right Weyl spinors, only for solution (1) the 
sum (3.21) can be considered as a unitary operation. For solution (2), because  then RMˆ is a non-
unitary factor. Therefore, although formally a single Dirac spinor can be constructed, one cannot 
use it in calculations because the quantum theory with D  from (3.21) is not unitary equivalent 
to quantum theory with the Weyl pair RL ,  
Altogether, we have four possible cases of mass four-generation matrices M  in (2.27-35) 
corresponding to the values of scalar spin   21,0,,, qpqp , for DaD pairs and choices of 
diagonal matrices 
 1
RM  and matrices 
   1,12 UR M . They are given in order of increasing mass 
degeneracy by 
 
1.  0,0ss :   
   1
2
1
1
~
RR mm MMMm  ,                                                            (3.22) 
   
   
 - 13 - 
2. 






2
1
,0ss :   
   2
2
1
1 RR mm MMMm  ,                                               (3.23) 
3. 





 0,
2
1
ss :  
   1
1
2
2 RR mm MMMm  ,                                     (3.24) 
4. 






2
1
,
2
1
ss : 
   2
2
2
1
~
RR mm MMMm  ,                    (3.25) 
 
where in all direct sums of matrices the first summand comes with generation indices  3,1A ,  
while the second with indices 4,2A . Case 1 describes two DaDs with scalar spin zero, Case 2 
one scalar spin zero DaD and one scalar spin ½ DaD, etc. Maximal mass degeneracy can be 
obtained from case 4 by putting 
21 mm  . In such a case  2,2UM . This case was considered 
in [21]. 
 
4. Quantization and Perturbation Theory 
 
Having derived all possible mass terms we can proceed with the canonical quantization 
procedure. We begin by writing down three different Lagrangians that cover all four possibilities 
(3.22-25). First action describes a single generation scalar spin zero Dirac spinor 
 
   ψψ mixdSD
4 .                    (4.1) 
 
Second action describes a single generation scalar spin zero anti-Dirac spinor 
 
    mixdSaD
4 .                    (4.2) 
 
Third action describes a generation doublet scalar spin 21  DaD spinor  
 
  
BABA
DaD mixdS ψψ M3
4 , 2,1, BA ,  1,1diag33   ,  (4.3) 
 
where  1,1UM  is given by (3.17) and where, in order to avoid confusion between 22  
matrices acting on the Lorentz indices and on the generation indices, we renamed Pauli matrices 
acting on the generation indices as kk σ , mklmkllk i  εδ . The third action cannot be 
diagonalized further, because the unitary transformation needed to diagonalize the mass term in 
(4.3) does not commute with 3 . This means that we cannot consider field components 
2,1, BA  as representing independent free fields. Instead, we have to treat Aψ  as a two 
component field describing a single particle with an additional degree of freedom, described by 
an additional quantum number, which we will refer to as scalar spin quantum number. 
Explanation for the name will be clear from the discussion in Section 5. 
 We will now proceed with the canonical quantization procedure applied to the three 
Lagrangians in (4.1-3).  A preparatory step for canonical quantization is the expressing of on-
shell fields in terms of superpositions of plane-wave solutions of free field equations of motion in 
such a way that the corresponding Hamiltonians are positive definite diagonal bilinears in the 
amplitudes of plane wave expansions. This is followed by interpretation of the amplitudes of the 
expansion as creation and annihilation operators acting in the Fock space, which is constructed as 
space of polynomials of creation operators acting on the vacuum state, which is defined as that 
annihilated by all annihilation operators. 
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 For the standard Dirac spinor action (4.1) this preliminary step is also standard. Nevertheless, 
we will write out the procedure explicitly to set notations and to have background expressions 
against which we can compare non-trivial differences of quantization between (4.1) and (4.2-3). 
For scalar spin zero anti-Dirac spinor in (4.2) plane wave expansion will be also standard. 
However, the assignment of the creation and annihilation operators will have to be swapped to 
ensure positivity of the Hamiltonian. The amplitudes in plane wave expansion of free fields in 
(4.3) will be definitely non-standard, since in addition to spin quantum number they will also 
carry the scalar spin quantum number. 
 We begin with the standard expansion for (4.1) which is given by 
 
 
 
        ikxrrikxrrD ekvkdekukb
k
mkd
x

   03
3
2
 ,                 (4.4) 
 
  
 
        ikxrrikxrrD ekvkdekukb
k
mkd
x 

 

03
3
2
 ,                 (4.5) 
 
where 220 mkk 

 and were we follow the normalization conventions of [24]. The plane-
wave solutions  ku r

, 2,1r ,  for positive and  kv r

, 2,1r , for negative energy satisfy phase 
space Dirac equations of motion         0 kvmkkumk rr

 and are normalized according to 
 
    rssr kuku 

,        rssr kvkv 

,       0kvku sr

,             
             (4.6) 
     
m
mk
kuku rr
2





,         
m
mk
kvkv rr
2





.           
 
They are chosen to form states with definite helicity projections on k

:   ku

1  and  k

2  
correspond to helicity 21  , while  ku

2  and  k

1  correspond to states with helicity 21 . 
 Canonical quantization replaces classical Grassmann-valued amplitudes in (4.4-5) with 
quantum operators in Fock space with the canonical anticommutation relations 
 
          '2', 3
0
3
kk
m
k
kbkb rssr



 ,  
               (4.7) 
          '2', 3
0
3
kk
m
k
kdkd rssr



 ,       
 
while the remaining anticommutators remain zero. In (4.7) operators  kbr


,  kbs

 are creation 
and annihilation operators for Dirac particles, while  kd r


,  kds

 are creation and annihilation 
operators for Dirac antiparticles.  All act on Fock space which consists of polynomials of 
creation operators     kdkbP rr


,  acting on the vacuum state 0 , defined as the state that is 
annihilated by all annihilation operators. From (4.1, 4.4-6) we obtain total Dirac energy 
momentum operator DP

 and Dirac  1U  charge operator DQ  
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 
        :
2
:
03
3
kdkdkbkbk
k
mkd
P rrrrD


 


, 000 DP
 ,  (4.8) 
 
  
 
        :
2
:
03
3
kdkdkbkb
k
mkd
Q rrrrD


 

,                 (4.9) 
 
where ::  denotes the normal ordering of the operators. The time-ordered product of two Dirac 
fields, defined by 
 
                  xyxyyxyxyxT   0000  ,             (4.10) 
 
after separation into its vacuum expectation value and the normal-ordered parts according to 
 
              ::00 yxyxyxT   ,                          (4.11) 
 
defines the Feynman propagator  zSF  for Dirac field 
 
       
 
   yxikFF ekS
kd
yxyxS  4
4
2
00

 , 
                       (4.12) 
   
 
imk
mki
kSF



22
, 
 
where i  in the denominator specifies poles of   kSF  in the complex 
0k  plane.  This 
concludes an outline of the canonical quantization of Dirac field. 
 Following the same steps we will now describe quantization of anti-Dirac field with action 
aDS  given by (4.2). Since DaD SS  , we obtain for classical fields 
 
  DaD PP
  ,  
                       (4.13) 
  DaD QQ  . 
 
Obviously, we can use the same plane-wave expansion (4.4-6) as in the Dirac case but we cannot 
use the Dirac field quantization (4.7). The interpretation of  kbr


,  kbs

 as creation and 
annihilation operators for Dirac particles and   kd r


,  kds

 as creation and annihilation 
operators for Dirac anti-particles results in non-positive Hamiltonian aDaD PH
0 . This fact was 
the cause for the long held belief that bi-spinor theory is consistent only in Euclidean space-
times. As we will now see, this belief was unfounded. 
 It is easy to cure the problem. The hint comes from DaD QQ  , which suggests that for anti-
Dirac spinors particles and antiparticles should be swapped. Since classical Dirac spinor 
Hamiltonian is indefinite in any case, all we have to do is to redefine the notions of what are the 
amplitudes for particle and anti-particle and instead of (4.4-5) use a modified plane-wave 
expansion 
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 
 
        ikxrrikxrraD ekvkdekukb
k
mkd
x

 

 03
3
2
 ,               (4.14) 
 
  
 
        ikxrrikxrraD ekvkdekukb
k
mkd
x 

 

03
3
2
 ,               (4.15) 
 
where now  ku

1  and  k

2  correspond to states with helicity 21  , while  ku

2  and  k

1  
correspond to states with helicity 21 . 
After the change the expressions (4.6-9) remain the same and we obtain the desired result for 
quantum anti-Dirac field. The energy momentum and the charge operators have the same form as 
the anti-Dirac creation-annihilation operator assignment 
 
     rrrrDrrrraD ddbbPddbbP ,,,,,,    ,  000 aDP ,   
                                                                                       (4.16) 
     rrrrDrrrraD ddbbQddbbQ ,,,,,,   . 
 
The minus in the action (4.2) and subsequent reassignment of creation and annihilation operators 
for anti-Dirac spinors leads to potentially significant physical consequences, because it induces a 
notable difference between the Dirac Feynman and the anti-Dirac Feynman propagators. One 
obtains what we will call anti-Feynman phase space propagator  
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


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
22
,                (4.17) 
 
which should be compared with the expression for the Dirac case where 
   
   
 
 
 imk
mk
i
imk
i
kSF





22
.                (4.18) 
 
Note that the sign of i  in (4.17-18) is fixed by the requirement that the large time limit of 
Schrödinger evolution of free-field vacuum state with full Hamiltonian results in the ground state 
of the full Hamiltonian. This, in turn, is a necessary condition for the existence of the 
perturbation theory. We see that, apart from phase factor  1  the difference between the two 
propagators is in the position of their poles. Positions of poles of  kSaF  and  kSF  are shown on 
Fig.1.  
 Functions  kSaF ,  kSF  are related, for the sum    kSkS aFF   can be computed using the 
Cauchy residue theorem or Sokhotski formula about distributions 
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0
,                  (4.19) 
 
where P  denotes the Cauchy principle value of the integral, also called the principle part of the 
integral. We obtain  
 
 
               xJmimkmkkSkSkK aFF  222  ,                
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                        (4.20) 
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The integral in (4.20) can be evaluated in quadratures for the case when 0m . With the help of  
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,               (4.21) 
 
we obtain an expression that is relativistically invariant with regard to proper Lorentz group but 
is not time-reversal invariant 
 
     0
22
sign
1
2
1
x
x
xJ

 , 
xxx 2 .                (4.22) 
 
From (4.22) we obtain for the massless case an explicit expression 
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The massive case can also be calculated explicitly. Using 
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where  zY0 ,  zK0  are the 0-th Neumann function and 0-th Bessel function of imaginary 
argument, we obtain 
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where  zY '0 ,  zK '0  are derivatives with respect to the argument. 
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 Since in principle there could be a physical difference between Dirac and anti-Dirac particles 
in bi-spinor gauge theory, in bi-spinor gauge theories we have to use four distinct fermionic 
particle types: Dirac particles, Dirac anti-particles, anti-Dirac particles, and anti-Dirac anti-
particles.  From         02 2222  mkmkkKmk   we obtain that  xK is a solution of 
Dirac equation:     0 xKmi , that is    kSkS aFF ,  differ by a phase factor  1  up to a 
solution of Dirac equation. Although this is expected, the fact has an important consequence. 
Intuitively, the difference should not make S-matrix elements computed between in and out 
states for anti-Dirac particles different from those for Dirac particles. After all, all we did to 
introduce anti-Dirac fermions was to exchange particles with anti-particles. We will now show 
that this is not the case, if anti-Dirac particles couple to integer spin fields or Dirac particles. 
However, the difference between the scattering amplitudes comes from the terms that appear 
only in loop momentum integrals.  
 Note that the appearance of  xK  does not play role in external lines. To see this let us 
consider the LSZ reduction formula and the structure of perturbation expansion of time ordered 
products of interacting fields in terms of propagators and vertex functions. Consider two states in 
Fock space. The in-state has in  fermionic particles with momenta labeled  inkk ,,1   and im  
antiparticles with momenta labeled  
im
kk ',,'1  . The out-state has on  fermionic particles with 
momenta labeled  
on
pp ,,1   and om  antiparticles with momenta labeled  ompp ',,'1  . The 
transition amplitude between the two fermionic states is given by the LSZ reduction formula  
 
Poles of 
  122  εimk  
Poles of 
  122  εimk
 
0Im k  
0Re k  
Path of 
integration 
Fig. 1. Poles of Dirac and anti-Dirac propagators. 
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(4.26)
    
We need to consider only the connected part, because the disconnected part is a sum of products 
of connected parts to each of which our argument applies.                    
 We will now turn to canonical quantization of DaD particles with scalar spin 1/2, where the 
changes in quantization are more prominent. First we will present a summary of DaD 
quantization. This will be followed by a more detailed derivation. Further details are contained in 
Appendix A. 
 Since we cannot diagonalize (4.3) further using unitary transformations in configuration 
space and bring the Hamiltonian corresponding to (4.3) to diagonal phase space form (4.8) with a 
single linear transformation in the configuration space, we will have to use two linear 
transformations instead of one as in the SM, where mass matrices are arbitrary and can be 
diagonalized with a single configuration space transformation, because there diagonalization 
trivially commutes with the unit matrix entering the kinetic bilinear terms in the SM action.  
The plane wave expansion of the DaD doublet  xAψ , ,2,1A  and the non-zero canonical 
anti-commutation relations are given by 
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where notation  p means Hermitean conjugation in power p :       bbbbb   21 , , etc. 
Note that in comparison with (4.4-5, 4.14-15) the creation/annihilation operators in expansions 
(4.19-20) acquired an additional index.  It will be shown in Appendix A that it describes states of 
definite scalar spin. In order to avoid confusion when dealing with DaD creation/annihilation 
operators, the first index of the operator will always describe Lorentz spin, while the second 
scalar spin states.  
 Plane-wave solutions  ku Apr

, which form the complete orthonormal set of solutions of  free 
field equations of motion, depend on the generation index A , the spin index r , and on the scalar 
spin index p , each of which takes two values. They are obtained with the help of two unitary 
transformations. The first unitary transformation,  BAxx TT  , ,2,1, BA is a constant rotation of 
two generations in the generation space, while the second unitary transformation  qpkk TT   
,2,1, qp  is  a constant rotation in the two dimensional scalar spin space. The coefficients of the 
two transformations are related by the consistency condition that requires that in the case of 
1M  the combination of the two transformations is identity 1kxTT , from which we obtain 
that 
1
 xk TT . When 1M  the plane wave solutions are given by  
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                       (4.33) 
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A
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where    skBrq ,

  are given by   
 
  
   
  











0
,ˆ
1
sk
k r
r

 
 ,       








sk
k
r
r ,
0ˆ
2



 ,                 (4.34) 
 
are normalized solutions of the decoupled equations of motion (4.35) with positive and negative 
energies that form an orthonormal basis in the space of solutions.  Matrices kx TT ,   and the 
normalized basis in the configuration space are given by  
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Solutions    sk
r
,

  , 2,1r , will be described in more detail below and in Appendix A. When 
M  is diagonal then  0s   and, as expected,  in (4.21) kx TT ,  cancel each other. We then obtain 
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two decoupled Dirac and anti-Dirac spinors. Analogously with (4.6) the normalized 8-component 
DaD positive/negative energy solutions of DaD equations of motions satisfy 
 
    pqrrAqrArp kuku  '' 
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    pqrrAqrArp kvkv  '' 

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For 1,0  cs  we recover the standard expressions (4.6) for one Dirac and one anti-Dirac 
spinors. 
 We now will describe the solutions    skBrp ,

  in more detail. The DaD Lagrangian density 
for (4.3) is given by 
 
     LRRLRRLLDaD mii ψψψψψψψψ MML
~
 .               (4.38) 
 
The Cartan decomposition of a  1,1U  matrix M  is given by 
 
 
21 URUM ,      2,12,12,1 exp,exp  iidiagU  ,                
                      (4.39) 
  sinh,cosh, 
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 sc
cs
sc
R .                 
 
The choice of 2,1U  in the decomposition is unique up to multiplication by a phase. We now will 
redefine RL ,ψ  to absorb 2,1U : ψψψψ RRLL PUPU 21
~,~   . The redefinition gives rise to mixing 
of flavors in bi-spinor gauge theory. Unlike the arbitrary mixing one obtains in the SM, because 
of restrictions on possible mass terms, mixing in bi- spinor gauge theory is not arbitrary and leads 
to essentially unique textures for leptons and quarks, determined by assignment of elementary 
particles to scalar spin multiplets [21].                
Equations of motion for (4.24) can be brought to a convenient form by a  2O  rotation that 
defines the transformation xT  in (4.21). We define new fields 
Aξ  by 
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Equations of motion for the new fields decouple  
 
    015  scmi ,        
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                      (4.41) 
   025  scmi .        
 
Recalling that       eeseec 21,21  we see that they describe the scalar spin up 
particle with masses  ee ,  for the right and left modes and scalar spin down particle with 
left/right masses   ee , . 
To obtain solutions of (4.41) we only have to solve the first equation in (4.27). Solutions 
of the second one are obtained by  ss  . Two linearly independent normalized plane-wave 
solutions for (4.27) are given by 
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and 
r , r , 2,1r , form two orthonormal bases in two-dimensional complex space. Below we 
will specify the choice of 
r , r that leads to sates of definite helicity. We recognize that 
       kk
rr

21
,    are obtained from  
 
     
  











0
,ˆ
1
sk
k r
r

 
 ,       








sk
k
r
r ,
0ˆ
2



 ,                 (4.44) 
 
using the   2O  rotation with matrix  kT  given by (4.22).                   
 Using plane-wave expansion (4.19) we obtain diagonal bilinear forms for energy-momentum 
and  1U  charge of scalar spin 1/2 DaD field 
 
  
 
        :
2
:
03
3
kdkdkbkbk
k
mkd
P pspspsps


 


,              (4.45) 
 
  
 
        :
2
:
03
3
kdkdkbkb
k
mkd
Q pspspsps


  
.              (4.46) 
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 The last ingredient for perturbation theory with DaD bi-spinors is an expression for its 
propagator.  Following the standard prescription for extraction of the propagator from the 
bilinear part of the action (4.3) we obtain what we will call the DaD propagator 
             
       1513

 ABABAB
AB
imsicmkikS  .                (4.47) 
 
When 1,0  cs , as expected, propagator (4.32) becomes a propagator for a scalar spin zero 
doublet of one generation of Dirac and one generation of anti-Dirac spinors 
 
        
 









kS
kS
imkikS
aF
FABABAB
0
01
30  .               (4.48) 
 
 Since we have expressions for propagators and the Fock space for the Dirac and anti-Dirac 
particles and their antiparticles is constructed according to the standard rules of quantum field 
theory, to construct formal perturbation theory we only need to write down Feynman rules for 
vertices. The remaining Feynman rules for gauge fields and ghosts remain unaffected by the 
presence of anti-Dirac particles. 
 Therefore, apart from propagators the only new ingredients bi-spinors bring into the standard 
perturbation theory are two new vertex functions; one for the anti-Dirac spinor and one for the 
DaD doublet. The two vertices are easy to read off the interaction Lagrangians obtained from 
(4.2) and (4.3) by minimal gauging procedure. The two Lagrangians are given by 
 
  aDaDaD Agmi  L ,                            (4.49) 
 
  DaDDaDDaD Agmi ψψ  ML 3 ,                  (4.50) 
 
where g  is the coupling constant and a
a
AA  
  is the γ -matrix contracted form of gauge 
field μA with Lie algebra generators 
a . From (4.35) we obtain that the vertex function for anti-
Dirac case with one aDψ  incoming and one aDψ  outgoing is obtained from that of Dirac case by 
changing the sign of the coupling constant g . Therefore, we obtain for the Dirac and the anti-
Dirac cases 
 
 aD g τγ
μV ,                    (4.51) 
                       
 
a
aD g τγ
μV .                   (4.52) 
 
 
Vertex for DaD case is slightly more complicated. We obtain that 
 
 
a
DaD g τγ
μ
3V , 















aD
D
a
a
DaD
g
g
V
V
V
0
0
0
0




.                        (4.53) 
 
Putting everything together we obtain bi-spinor Feynman rules for the fermions of different 
scalar spin values. They are listed in Appendix B. 
 
   
   
 - 24 - 
5. Scalar Spin of Bi-Spinors 
 
In this section we will derive scalar spin of Dirac/anti-Dirac particles from the Lorentz 
transformation law of bi-spinors. Note that in this section the generation index A runs from one 
to four. To obtain the operator of angular momentum consider transformation of bi-spinors under 
Lorentz transformation   L ~  that belong to Lorentz group  CSLL ,2  with 
infinitesimal parameters μνδω  
 
              xxSxSxx   11~'' ,  
~
g , 
                        (5.1) 
            xLixxxixix    ˆ
2
,
2
, 
 
where the parameters of the Lorentz transformation are given by 
 


  M
i
g
2
 ,   ρσμνμν MM  ,  ρνσμσνρμρσμν δδδδ  iM ,    (5.2) 
 
while the representation of the Lorentz group in the spinor space is given by   
          
   

 
2
1
2
exp
ii
S 





 ,   νμμν γγσ ,
4
i
 .              (5.3) 
 
The exponential form of expression (5.3) for  S  is also valid when    21  is 
finite. It is easy to check that for finite values of   
 
    100  SS  .                                (5.4) 
 
In the Dirac  matrix representation (5.4) means that    2,2US  . Therefore, (5.4) defines a 
mapping of the 6-parameter Lorentz group into 16-parameter group  2,2U :   2,2UL  . Given 
an element of  2,2U  in the image of the mapping, an element of L  can be reconstructed in a 
unique way 
 
    Strg lnRe   ,                   (5.5) 
 
where we used    ggggtr  . Alternatively we can define the inverse mapping 
  LU 2,2  as the set of all transformations from  2,2U , such that matrix   
 
  Utrg lnRe   ,                               (5.6) 
 
satisfies 
 
 

 gg  .                     (5.7) 
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Note that all other  matrix representations are related to the Dirac representation by a 
similarity transformation and, therefore in other representations  S  belong to a subgroup of a 
group all complex matrices that preserves a bilinear form that is a similarity transformation of 
 and is isomorphic to  2,2U . Therefore, by choosing the Dirac representation we do not loose 
generality.   
Like in the Dirac case bi-spinor angular momentum operator μνLˆ   
 
       xxiL ,ˆ ,        (5.8) 
 
contains intrinsic and orbital parts. The orbital part is identical to that of Dirac angular 
momentum operator    xxiLorb . However, the intrinsic part in addition to the Dirac 
term  xL   int  has an additional intrinsic term  
 xL int
~
, corresponding to the 
additional spinor index β  of bi-spinor     xx  . Extracting from variation of massive 
bi-spinor action 
 
 
                   MxxtrxxMtrxixtrxdS 4 ,   (5.9) 
 
the part that depends on derivatives of μνδω  we obtain conserved bi-spinor angular momentum 
current density 
 
            trtrxxitrJ
2
1
,
2
1
2
1,  ,  
           (5.10) 
0,  ρσμμJ . 
 
While the first two terms in (5.4) are identical to those for the Dirac case, the last term in (5.4) is 
specifically bi-spinor term. From (5.4) we obtain the conserved angular momentum tensor 
J as 
the space integral over the zero component of the density 
,0J  
 
   xJxdJ
 ,03 .                   (5.11) 
 
Current (5.4) is the basis of the conventional treatment of angular momentum in the bi-
spinor gauge theory. Note, however, that (5.3) is invariant with respect to a symmetry group 
which larger than (5.1). It consists of transformations  
 
              xxSxSxx   ~'' 11  , 
                      (5.12) 
     1'' SMSMM , 
 
of which transformations in (5.1) form a diagonal subgroup. In (5.5) the left and the right 
transformations of  x  are completely independent. If we use spinbein decomposition of 
 x with Dirac spinors  xA  and constant spinbein A  
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      
AA xx  ,                  (5.13) 
 
(5.6) implies that under (5.5)  xA  and A  transform independently. Bi-spinor  xαβ  is 
invariant under global  2,2U  transformations (2.19) in the generation space. Under infinitesimal 
Lorentz transformation   in (5.5) spinbein A  and Dirac spinors A  undergo transformations 
  
 
           xLixxxixix AAAA  
22
 , 
                      (5.14) 
 AA
i
 
~
2
 . 
 
Equation (5.7) implies that bi-spinors possess two types of angular momentum: the standard 
Dirac spinor angular momentum that has both orbital and intrinsic part and an additional purely 
intrinsic angular momentum.  
However, this is not the end of story. Since spinbein A  indirectly defines the vacuum of 
quantum bi-spinor theory, it has to stay unchanged.  Different vacuums defined by different 
spinbeins define inequivalent quantum field theories. They are inequivalent in the sense that, in 
general, there does not exist a unitary transformation that transforms one Fock space into 
another. Therefore, spinbein A  must remain unchanged. Alternatively, one can argue that by 
eliminating a spinbein in transition from bi-spinor formulation of the theory to its Dirac spinor 
formulation one has to make sure that all transformations affecting spinbein are carried over in 
their action on the corresponding multiplet of Dirac spinors. Therefore, spinbein A  must remain 
unchanged for that reason as well. One can implement constancy of spinbein under (5.5) by using 
 2,2U  invariance (2.19) of the definition of  xαβ . Namely we will define a  2,2U  matrix 
  , AB  by requiring that  
 
   TS 1 .                    (5.15) 
 
Since 0   we obtain 
 
   1ST .                    (5.16) 
 
Obviously, because of spinbein normalization (2.13-14), the set of all  form a group.  Since in 
the Dirac  matrix representation  2,2, U , mapping (5.16) defines a homomorphism of 
L into    4,22,2 SOU  . 
We obtain in the end that the requirement that the spinbein remains invariant under Lorentz 
transformations of bi-spinors results a representation of Lorentz group L  in the generation space 
  
    x
i
L
i
x BABABA  

 





 ,~
22
, 
                      (5.17) 
 0A , 
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where L  is defined in (5.7) and  
 
 ABAB    , .                   (5.18) 
     
Thus bi-spinor theory has two independent conserved angular momentum current densities. The 
standard Dirac spinor angular momentum current density 
 ,
DJ  and an additional current 
density 
 ,
SJ   
 
       AAAAD trxxitrJ   ,
2
1
2
1,


, 
                      (5.19) 
0
,


 DJ  
 
 BABAS trJ   ,,  ,  ABAB    , , 
                      (5.20) 
0
,


 SJ . 
 
Current density 
 ,
SJ is the origin of what we will call scalar spin quantum number, referred to 
in [10] as the right spin. Its existence is due solely to the invariance of spinbein decomposition 
(5.6) under the  2,2U  transformations and to the existence of symmetry (5.5). We will show in 
Appendix A in more detail why we can call the corresponding quantum number the scalar spin 
quantum number.  To finish the discussion of scalar spin we list two Pauli-Lubanski co-vectors 
in bi-spinor theory that describe intrinsic angular momentum. The classical Pauli-Lubanski co-
vector W  is given by 
 

  PJW
2
1
 ,                   (5.21) 
 
where energy-momentum tensor
J  is given by (5.5). Its bi-spinor analog 
S
W is given by the 
same expression  
 


 PJW SS
2
1
 ,                  (5.22) 
 
but where scalar spin momentum-energy tensor 

SJ  is defined by (5.15) and  
 
   xJxdJ SS
 ,03
.                  (5.23) 
 
 
6. Summary 
 
In summary, we developed a consistent formal perturbation theory for fermionic bi-spinors in 
bi-spinor gauge theory. Imbedded in it a bi-spinor gauge theory contains non-compact  2,2U  
symmetry. This introduces non-trivial changes into classification of elementary excitations and in 
the form of their propagators. In addition to the standard Dirac spinors elementary particles in bi-
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spinor gauge theory there also exist anti-Dirac spinors or Dirac-anti-Dirac generation space 
doublets. The appearance of the additional excitations can be traced to the additional non-
dynamical spin, called scalar spin, that bi-spinors exhibit in their spinbein decompositions in the 
physical gauge.   
In addition, we derived all possible mass terms for massive fermions in bi-spinor gauge 
theory. The solutions are classified by the scalar spin quantum number, a number that has no 
analog in the standard gauge theory. The possible mass terms correspond to combinations of 
scalar spin zero and 1/2 singlets and doublets in the generation space.  
A description of the connection between Lorentz spin of bi-spinors and Lorentz and scalar 
spin of bi-spinor Dirac/anti-Dirac constituents was given, that shows how scalar spin for the 
algebraic Dirac constituents of bi-spinors arises from bi-spinors in the physical gauge. 
It is the Dirac spinors rather then bi-spinors that are the mathematical objects used in the 
Standard Model to describe fermions. In our previous work [21, 22, 23] we showed that the use 
of bi-spinors instead of Dirac spinors could bring certain advantages and additional depth into 
description of fermionic matter. It is a renormalizable theory that allows one to avoid the use of 
torsion when describing coupling of fermions to gravity, provides a realization of supersymmetry 
that is more compact then the standard one, and leads to unique textures of lepton and quark 
mixing without introduction of additional degrees of freedom. All these features of bi-spinor 
gauge theory might indicate that bi-spinors offer a more fitting description of quantum fermionic 
matter. Of course, in the final count the description could only be better if the bi-spinor analog of 
the Standard Model generates better fit of the electroweak parameters then the SM. We will 
consider this issue in a future publication.  
 
 
Appendix A: DaD Plane Wave Solutions 
 
In this appendix we will determine plane wave solutions for equations of motion (4.27) for 
scalar spin 1/2 DaD doublet and describe the assignment of creation and annihilation operators 
that diagonalizes the DaD Hamiltonian. We look for solutions in the form      ikxekx    for 
positive/negative energy. After substitution of  x  into (4.27) we obtain  
 
         01 5   kscmk AA  ,  2,1A .                (A.1) 
 
We only need to solve for  sk,1   . 2A solutions are obtained by inverting the sign of s : 
 sk  ,2  . Now note that on-shell with   022  Amk ξ we have 
 
       055   scmkscmk ,                 (A.2) 
 
Therefore, solutions of (A.1) for 1A  are given by 
 
  
          ˆ, 5scmksk

, 2,1A ,                           (A.3) 
 
where 
 ˆ  are four-component spinors that depend on only two parameters, because the 
  5scmk   is matrix of rank two. The independent components of  ˆ  can be determined 
from the solutions in the  0,

mk   rest frame. Using Dirac γ -matrix representation with  
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and metric convention  1,1,1,1  diagg  we obtain for the rest frame solutions: 
     0,50   smsc  ,  or 
 
0~1
1
1
1
















ς
ς
cs
sc

.         (A.4) 
                   
From (A.4) we obtain positive and negative energy solutions for   sm,   
 
   
 
    

















0
1
1
, 50
1 r
r
r
r scc
c
ssm




 ,  
                       (A.5) 
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
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where 
r , r , 2,1r , form two bases in the two-component spinor space. Combining (A.3) with 
(A.5-6) we obtain the s  basis positive/negative energy solutions in (4.29) 
    










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
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

r
k
r
r
cmE
smkkNsk





, ,           
           (A.6) 
    
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

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
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
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


r
r
kr cmE
smk
kNsk






, ,     220 mkkEk 

, 
 
where  kN

 is a normalization factor determined by normalization of energy-momentum vector 
P in (4.30) 
 
  
 
2
1
2
222
1




















mcE
smk
E
m
kN
kk


.                  (A.7) 
             
 
Dirac contractions of the solutions are given by 
 
       
   
 











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

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
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
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 '2'2
222
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1,, rr
k
rr
k
rr k
mcE
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mcE
smk
kNsksk



 ,                      
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       
   
 


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










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

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

 '2'2
222
2
'
2
1,, rr
k
rr
k
rr k
mcE
ms
mcE
smk
kNsksk



 ,                          (A.8) 
 
      0,, '  sksk rr

 . 
 
We can now determine the positive/negative modes entering in (4.22) 
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,   
             (A.9) 
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.       
Their contractions are given by 
 
    pqrr
k
k
qr
A
rp
A
mcE
E
kuku  ''
2




,  
                      
    pqrr
k
k
qr
A
rp
A
mcE
E
kk  ''
2




,                          (A.10) 
 
    0'  kku qrArpA

 .  
 
We will now describe diagonalization of DaD Hamiltonian to show how the  2O  rotation kT  
appears in (4.21). After substitution and dropping tilde over RL ,ψ we obtain  
 
    52 smcmiDaDL , 3 ψψ .                         (A.11) 
 
The conjugate momenta are defined by 
 
 
 
0
0
γψ
ψ
π A
A
DaDA i


 
L
, 2,1A ,                      (A.12) 
 
where the arrow indicates from which side the anti-commuting derivative acts. The Hamiltonian 
density is obtained using the Legendre transformation 
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   50 smcmitrDaDAADaD 

LH ,                          (A.13) 
 
where trace is over the Dirac and the generation indices. From (A.11) we obtain equations of 
motion   
 
   0251   smmci ,        
                     (A.14) 
  0152   smmci .     
 
After substitution of the equations of motion the Hamiltonian density for DaD doublet in new 
field variables (4.26) becomes  
 
   ..1002 cci  H .                            (A.15) 
 
We now can write out this Hamiltonian in terms of the positive/negative energy modes. First, to 
show how indefiniteness of DaD Hamiltonian manifests itself under standard quantization rules, 
we will use the standard creation-annihilation operator assignment. We obtain the expansion for 
a 8-component of DaD doublet field  
 
   
 
            
pr
ikx
prpr
ikx
prpr ekdkekbk
k
mkd
x
,
03
3
ˆˆˆˆ
2



 .             (A.16) 
 
We now substitute (A.20) into the expression for the Hamiltonian H xdH
3  and obtain  
 
 211221123 ˆˆˆˆˆˆˆˆ rrrrrrrr ddddbbbbkdH    .                         (A.17) 
 
This expression is diagonalized by a  2O  rotation that is in the opposite direction of rotation xT  
in (4.21) 
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r
r
r
r
d
d
d
d
.            (A.18) 
 
We recognize in (A.22) the  2O  rotation kT  in (4.21). Substitution of (A.20) into (A.21) after 
normal ordering results in 
 
 
 221122113
3
2
rrrrrrrr ddddbbbbm
kd
H

  
.                        (A.19) 
 
As expected the use of the standard Dirac assignment to creation-annihilation operators results in 
a Hamiltonian that is not bounded from below. To cure the problem we must use the flipped 
Dirac operator assignments by making a replacement  
 
 
2222 , rrrr ddbb 

.                 (A.20) 
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After reassignment (A.20) we obtain the final form of the normalized plane-wave solutions in 
(4.19).  
To understand the physical meaning of indexes in qrrp db ',  let us consider one-particle states 
in the bi-spinor Fock space. Following the standard exposition in we consider the states with 
0

 rprp bb  and 2,1,,0 

prdd rprp . From (4.20, 4.31) we obtain    
 
rprp bbQ  ,  rprp ddQ  .              (A.21) 
 
Therefore, states rpb  have definite positive charge, while rpd  have negative charge. We now 
consider the action of angular momentum and scalar angular momentum operators on the states 
rpb  and rpd .  
To proceed further we note that from (4.19, 4.23) we obtain 
 
       xxkikuxdkb AArr  0131 exp

,        xxkikuxdkb AArr  0232 exp


, 
                     (A.22) 
       xxkikvxdkd AArr  0131 exp  

,        xxkikxdkd AArr  0232 exp

. 
 
Now we can begin evaluating the commutators of operators of angular and scalar angular 
momenta with 

rprp db ,  .  
First, we have to discuss the relation between the quadruplet  xA , 4,,1A  that we 
have used in Section 5 and the DaD doublets  xA , 2,1A , we have considered in this 
Appendix. Recall that  xA  appear as the result of spinbein decomposition (2.15) for  1U  
gauge group or (2.21) for non-Abelian gauge group of bi-spinor  x  with a constant spinbein 
A
  
 
     AA xx   ,  
0  ,                (2.15) 
 
where A  is normalized according to (2.14) or (2.22). For simplicity we will consider only the 
 1U  with  
 
  
AA .                    (2.14) 
 
Note now that in the Dirac representation    11,1,10 diag . Consequently, we obtain 
(2.17), which implies that then spinbeins belong to  2,2U . Therefore, we can represent an 
arbitrary spinbein matrix 
A
  via its Cartan decomposition as a product of two  4U  matrices 
and a symmetric matrix 
 
 VSU , AB
BA
VSU   ,   4, UVU  ,             (A.23) 
 
where the two-parameter matrix 
B
S is given by 
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
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22
22
11
11
22
11
22
11
cosh0sinh0
0000
sinh0cosh0
0000
0000
0cosh0sinh
0000
0sinh0cosh
cosh0sinh0
0cosh0sinh
sinh0cosh0
0sinh0cosh









B
S .    (A.24) 
 
We recognize in the two summands the entries from admissible mass matrices for two DaD 
doublets 
 2
RM in (3.17). The first summand in (A.24) can be considered as a spinbein  1
A  in 
its own right. The same applies to the second summand, denoted as  2
A . The two are 
degenerate spinbeins with normalizations 
 
      0,1,0,111  diag
AA   , 
                     (A.25) 
     1,0,1,022  diag
AA   . 
 
The meaning of (A.23-24) is then that arbitrary spinbein 
A
  can be expressed in terms of two 
degenerate spinbeins  k
A   according to 
 
     ABBBA VU 21    ,  
                    (A.26) 
 VU 21   ,   kk   . 
 
We will call  kk    canonical degenerate spinbeins or simply canonical spinbeins. Now 
spinbein decomposition (2.15) can be written as 
 
      UVxx 21   ,  
00   UU ,   VV .           (A.27) 
 
We now choose such  4, UVU   as to enable us to disentangle the two canonical spinbeins and 
two DaD doublets implicitly contained in a bi-spinor. This can be done if U commutes with 
0 and V  commutes with  , which means that VU ,  
are block diagonal with each block a unitary 22  matrix. We can now write 
 
      xxx 21  ,    
 UVxx kk  , 2,1k .           (A.28) 
 
We can now see the effect of the choice of spinbein on the bi-spinor Lagrangian density (2.10) 
expressed in terms of  x . We obtain after substitution of (A.27) into (2.10) 
 
      MMmiitr LRRLRRLL ~0 L ,                         (2.10) 
 
We obtain, finally,  
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k
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k 
 12,  ,  
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Action of angular momentum operators on the quadruplet  xA , 4,,1A , is given by 
(5.14, 5.18) 
 
     xiLxJ AAD   , ,  
 
       xxiL , 
 
     xixJ BBAAS   ,,  , 
 
 ABBA    , ,  4,,1, BA . 
 
Since for the chosen spinbein ,BA becomes block-diagonal, we can split the space of  xA  
into two two-dimensional invariant subspaces spanned by  xA1 ,  x
A
2 , 2,1A . Without loss 
of generality we can now concentrate on one of the two subspaces. Dropping indexes referring to 
the subspaces we obtain for commutators of angular momentum 

DJ  and scalar angular 
momentum 

SJ with    xx
AA  1  
 
 
        ncontibutioorbitalxkikuxxdbJ rrD  

exp, 1
03
1

 

, 
 
        ncontibutioorbitalxkixkuxdbJ rrD  

exp, 02
3
2 


, 
 
        ncontibutioorbitalxkixkvxddJ rrD  

exp, 01
3
1 


, 
 
        ncontibutioorbitalxkikvxxddJ rrD  

exp, 2
03
2

 

, 
 
where we made explicit only the intrinsic part of the commutators, since the orbital part cancels 
out when acting on the one-particle states. For commutators of scalar angular momentum with 
 xA  we obtain 
 
       xkikuxxdbJ rrS 

 

exp
2
, 1
03
1




,   ,1 AB  
 
       xkixkuxdbJ rrS 

 

exp
2
, 02
3
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
, 
 
       xkixkvxddJ rrS 

 

exp
2
, 01
3
1 
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
, 
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       xkikvxxddJ rrS 

 

exp
2
, 2
03
2




. 
 
 
 
Action of the Pauli-Lubanski operators (5.21-22)   mnW  ,   mnWS  , contracted with vector 
n , which is chosen to be orthogonal to k , 
 
 






2
0
0
m
nk
kn
k
m
n   ,  0,0,0,10 
n  
 
on the states rpb , rpd  with definite four-momentum 
P can be written as 
 
   rpDrp bJbnW
m
121
 ,    rpDrp dJdnW
m
121
 , 
 
   rpSrpS bJbnW
m
121
 ,    rpSrpS dJdnW
m
121
 . 
 
Since vacuum carries no angular momentum, we obtain 
 
         0011 112
011

 spr
A
sp
A
rr bkuku
k
m
bnW
m
bnW
m

 ,  
 
         0011 122
022

 spsp
A
r
A
rr bkvkv
k
m
bnW
m
bnW
m

 ,  
  
        0011 121
011

 spsp
A
r
A
rr dkvkv
k
m
dnW
m
dnW
m

 , 
 
        0011 212
022

 spr
A
sp
A
rr dkuku
k
m
dnW
m
dnW
m

 , 
 
where 













2
0
0
2
3
3
12


 . 
 
For scalar angular momentum we obtain 
 
         0011 112,
011

 spr
BAB
sp
A
rSrS bkuku
k
m
bnW
m
bnW
m

,  
   
         0011 12,2
022

 spsp
BAB
r
A
rSrS bkvkv
k
m
bnW
m
bnW
m

,  
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        0011 12,1
011

 spsp
BAB
r
A
rSrS dkvkv
k
m
dnW
m
dnW
m

, 
 
        0011 212,
022

 spr
BAB
sp
A
rSrS dkuku
k
m
dnW
m
dnW
m

, 
 
where 
 
 ABAB  1212,  ,    1,1UA   . 
 
Substitution of the values for spinbein 
 
























0
0
0
~
1
1 

s
c
,  























0
0
0
~
2
2 

c
s
,    ABABA  11  , 
 
into 12,AB  results, after taking into account that  
 







 

0
~ 3
A
A  ,  in 
 
  






















2
3
22
3
1
1
3
21
3
1
21222121
11221121
12,
22
22
~~~~
~~~~











AB  
 
 
   
    





























2
3
22
3
1
1
3
21
3
1
2
3
2
3
2
3
1
3
1
3
2
3
1
3
1
3
12,
22
22
22
22




















AB
 
 
  312,
2
1
2
1
0
0
2
1












AB . 
 
We now have to specify the helicity basis for the two component spinors rr  ,  in (4.29). The 
helicity basis is given by  
 
  r
r
r
kc
k


1

,    r
r
r
kc
k


1

. 
 
Note that the definition differs from the standard definition by factor 
1c . Therefore, in the 
helicity basis the solutions (A.9) become 
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 
   
 

















































r
k
r
r
r
k
r
r
cmE
cm
cmE
ms
kN
ku
ku



1
0
2
1
1
1



,    
 
   
 

















































r
k
r
k
r
r
r
r
cmE
sm
cmE
cm
kN
ku
ku



0
1
2
2
1
2



,   
              (A.9) 
 
 
     



















































r
r
k
r
r
k
r
r
cmE
cm
cmE
ms
kN
kv
kv



1
0
2
1
1
1



,    
 
   
 


















































0
1
2
2
1
2
r
k
r
r
k
r
r
r
cmE
ms
cmE
cm
kN
kv
kv






.       
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Appendix B: Feynman Rules for Dirac and anti-Dirac Particles 
 
 
Incoming and outgoing lines 
 
Dirac spinors 
 
 
Particle incoming line    Particle outgoing line 
 
 
 
                                                     ku                                                                   ku  
 
 
Antiparticle incoming line     Antiparticle outgoing line  
 
 
                                                                               
                                                      kv                                                                  kv  
 
 
 
Anti-Dirac spinors 
 
Particle incoming line    Particle outgoing line 
 
 
 
                                                     ku                                                              ku   
 
 
Antiparticle incoming line     Antiparticle outgoing line  
 
 
                                                                               
                                                      kv                                                             kv   
 
 
 
Dirac-anti-Dirac spinors 
 
Particle incoming line    Particle outgoing line 
 
 
 
                                                     kuAsp                                                              ku
A
sp  
 
 
k  k  
k  k  
k  k  
k  
k  
k  
  
k  
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Antiparticle incoming line     Antiparticle outgoing line  
 
                                                                               
                                                      kvAsp                                                              kv
A
sp  
 
 
 
Propagators 
 
Scalar spin zero Dirac particle  
 
        k  
 
                                                                              
 
  imk
mki


22
 
 
Scalar spin zero anti-Dirac particle 
 
 
                                                                              
 
  imk
mki


22
 
Scalar spin one-half DaD doublet  
 
 
 
                                                                            1513

 ABABAB iimscmki   
 
 
       
 
Interaction Vertices 
 
Dirac vertex 
 
 
  aμ  
 
 
                                                                               apqg τγ αβμ  
 
 
                                                                                        
 
pα    qβ  
 
 
 
 
α  β   
k  
Aα  Bβ  
α  β  
k  
k  
  
k  
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Anti-Dirac vertex 
 
 
  aμ  
 
 
                                                                               apqg τγ αβμ  
 
  
                                                                                        
 
pα    qβ  
 
 
 
Dirac-anti-Dirac vertex 
 
         aμ     
 
 
                                                                                 apq
AB
g τγ αβ
μ
3  
 
 
 
 
pAα    qBβ  
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