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Abstract
Joint plan execution is gaining momentum due to its beneﬁts in terms of cost eﬀectiveness and operational agility. In
this paper, we introduce a lightweight gossip based multi-agent distributed protocol for plan execution monitoring in a
dynamic environment characterized by unreliable communication links and exogenous events. The information obtained
from the monitoring process can be used as support for detecting plan deviations and applying corrective measures. The
contribution of this paper consists in the elaboration of an agent centric information sharing mechanism that is resilient
to adverse changes in the execution environment by exhibiting a high degree of tolerance to communication errors. The
distributed monitoring procedure is elaborated along with a relevant case study and experimental results.
© 2011 Published by Elsevier Ltd.
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1. Introduction and Background
Plan execution monitoring is essential to interpret the current state of the underlying work-ﬂows. Moni-
toring focuses on variables related to the control functions [1] using well-chosen process parameters called
global aggregates [2]. Classical monitoring aims toward a balanced trade-oﬀ between timely response and
comprehensive data gathering. In this respect, multiple monitoring nodes report to a centralized coordina-
tion center [3, 4]. In contrast, distributed monitoring entails physically distributed and autonomous agents
bound by local information that is shared in a dynamic and uncertain environment. Moreover, when the
agents execution involves ambients, awareness is crucial in decision making for successful joint execution
of common plans. In this respect, coordinating agents need to exchange data in order to stay informed
about the events occurring outside their ambients. In the context of joint plan execution, complete joint
information awareness requires complete knowledge of each agent of all the events generated by all agents.
However, in practice the agents have less than complete knowledge when executing a plan in a dynamic
environment characterized by unreliable communication. In this setting, we aim at achieving a high level of
joint information awareness with respect to the generation of events within local agents’ environment. Our
1This research is a result of a fruitful collaboration with Defence Research and Development Canada at Valcartier, Department of
National Defense, MDA Corporation and Concordia University under the NSERC DND Research Partnership Program.
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intent is to propose a general protocol that insures good information awareness, regardless of the structure
of the agent organization. An agent oriented coalition formation depends on monitoring, organizational
structure and resources for plan execution with strong motivation on information sharing for adaptive plan-
ning to ensure adequate response to changing circumstances. The potential changes in the communication
and/or transport network conditions due to emergency situations, natural disasters, etc., are among the most
challenging issues for the execution of operational and logistics plans both in civilian and military context.
At the national level, diﬀerent agencies can inter-operate on various development or contingency plans
while internationally, the partners of a multi-national coalition can share resources and information for
increased cost eﬀectiveness and agility during humanitarian aid distribution or peace keeping operations.
We introduce a distributed monitoring protocol that is lightweight and stateless. The plan execution
is assumed to be taking place in a dynamic environment prone to the occurrence of disruptive exogenous
events and unreliable communication. Thus, the objectives of this paper can be stated as a follows:
• Understand the limitation of current monitoring approaches relative to joint plan execution.
• Elaborate a distributed monitoring approach for achieving high level of joint information awareness.
• Propose a lightweight and eﬀective agent centric monitoring protocol and related algorithms.
• Share important observations on the execution of the protocol and the related monitoring parameters.
In the context of plan execution monitoring, the usual setup assumes a central authority that holds the
responsibility for the plan execution accomplishment. However, decentralization can bring speciﬁc beneﬁts
especially in the context of joint planning and execution monitoring. The need for decentralized execution
(e.g. joint logistic support) stems from the present context of operation management in several sectors
ranging from the provision of humanitarian aid to unit management in the theater of operations. In the
foregoing context, an important aspect is the association of distributed nodes into clusters and cluster heads
in order to localize the information exchange at the level of the distributed nodes while aggregating at the
cluster head [5] the information relevant for the area covered by the cluster. Then, the cluster heads can
similarly exchange relevant information for their area of inﬂuence. Figure 1 depicts a distributed node
arrangement organized into clusters and cluster heads. In this setting, we speciﬁcally address the distributed
monitoring problem involving autonomous agents participating in the joint execution of a generic plan (e.g.
logistic delivery) in a dynamic environment with noisy communication links. During execution, various
factors (e.g. environment) might prompt the agents to deviate from their established actions thus potentially
requiring a re-planning. Thus, monitoring is necessary to correct the execution as needed. The aim is
toward a lightweight, stateless distributed monitoring protocol whereby the agents can use simple rules and
algorithms for eﬀectively communicating in a disruptive environment. The proposed protocol allows to
obtain and maintain a high level of shared information awareness of the overall situation. Moreover, in such
distributed setting, there is no single point of failure and the agents can join or leave a cluster at any time.
Fig. 1. Clustering technique for Join Plan Execution
The rest of the paper is organized as follows. Section 2 illustrates the state-of-the-art with respect to the
relevant approaches for monitoring and associated challenges. It also identiﬁes various shortcomings that
are speciﬁc for diﬀerent techniques within our scope of interest. Section 3 describes our approach along
with the distributed monitoring protocol and the related algorithms. Section 4 presents the application of the
approach on a case study followed by experimental results and analysis. Finally, Section 5 is summarizing
our eﬀorts and highlights the advantages, limitations and the scope of future work.
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2. Related Work
Decentralization allows distributed self-organizing agents to pursue speciﬁc goals based on their abilities
while aiming toward eﬀective information dissemination. For governmental and military institutions, an es-
tablished hierarchy forms a decision chain tree structure. Each level within the corresponding tree structure
needs to receive information feeds from the level below in order to ﬁlter and extract the meaningful infor-
mation to be sent to the level above. In [6] and [7], tree-based protocols are discussed where nodes organize
themselves into a spanning tree. Each leaf node sends updates of its local variables to its respective par-
ent. Each parent then computes its partial aggregate from the updates of its children. Hence, the aggregate
computed at the root node represents the global aggregate. An up-to-date situational awareness requires
that peers at the same level also exchange information. Several protocols for distributed computation of
monitoring aggregates can be found in the literature [6, 8, 9, 10, 11]. Random-walk protocols [9] propagate
node state information to a random neighbor, which updates and further relays the information to another
randomly selected neighbor. Thus, the information gradually propagates to all nodes. Notwithstanding, an
inherent issue to this procedure is the problem of scalable state representation. In [12], a gossip-based proto-
col supporting data dissemination through local communication is used to achieve reliable communication
in dynamic network during emergency drill exercise. Asynchronous and round-based gossip (epidemic) ag-
gregation protocols [10, 13] also exist for randomized communication. The core concept lies in the fact that
each node holds an estimate of the aggregate that is typically converging exponentially to the true aggregate.
In our scope of interest we are focusing on a solution with lightweight gossip-like capabilities in order to
meet the requirements at the distributed peer level with the advantage of a reasonable information exchange
rate without major scalability drawbacks. In this respect, we favor a clustering of peers whereby the peer-to-
peer gossip interaction is limited to the neighborhood of a deﬁned clustering distance [14] with small world
structure. The deﬁnition of diﬀerent clusters is the minimal requirement for the agent organization.
Alongside, correcting plan deviations represents a very important aspect in uncertain environments as
exempliﬁed by humanitarian aid distribution, rescue operations, disaster relief eﬀorts or military crises.
From an organizational perspective, at strategic level, the cost eﬀectiveness represents an important concern.
Moreover, decision makers may prefer a partial sharing of information with others as this may involve
various policy or security issues. Therefore, distributed solution techniques may also include such aspects.
In [15], an evolutionary learning approach is provided for near-optimally solving allocation and resource
distribution problems in a collaborative setting with limited information sharing among participating peers.
3. Approach
In this paper, we assume for simplicity a decentralized setting whereby distributed agents run the same
algorithms and procedures while maintaining full sharing of their information cooperatively. Nevertheless,
this does not preclude partial information sharing if required for instance by some information exchange
policy. In such case, the concept of joint information awareness is applicable for the information that can
be shared. Given the nature of the plan execution environment in the context of our problem statement, the
agents can beneﬁt from techniques such as clustering and gossiping.
These techniques allow the agents to disseminate their updates in a manner that mitigates the eﬀects
of communication noise and uncertainty in the execution environment. Figure 2a. depicts the distributed
agents setup. Assuming a similar event information value, gossiping is useful since it is characterized by
periodic exchanges of short peer to peer messages. This provides resilience in case of message loss due to
periodic retransmission. In a time unit, an agent can receive many messages from diﬀerent peers but can
disseminate a single one in the same time unit. The retransmission overhead might represent a concern
but it can be addressed by maintaining a validity period (fresh information window) for the events to be
communicated. However, along with the aforementioned fresh time window, an event priority queue is
maintained based on which the agents select the events to be communicated. Also, whenever an agent is
informed about an event that it is already aware, then the priority of the event will be lowered since the
information is already disseminated to a certain degree and the priority should be on disseminating less
known information. Moreover, if an event is getting out the fresh-window, it then represents old information
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Fig. 2. Distributed Agent (a.) with Fresh-window for Event Dissemination (b.)
no longer relevant to be communicated and thus it will be discarded or rendered obsolete. Figure 2b. depicts
the fresh-window usage. In our case, each communication initiating peer selects randomly another peer that
is within an established clustering distance (or nearest peer if no peer is in clustering distance). Mobile
agents can leave a cluster and join another. In the sequel, we consider the selection of the nearest peer when
looking for peers within the clustering distance without mentioning it speciﬁcally.
The events are related to plan deviations such as change of plan variables (e.g. position relative to
established routing path in the case of vehicle routing) or changes of status of diﬀerent plan parameters (e.g.
changes in the availability of diﬀerent route segments for logistic delivery). We consider that with respect to
the change of plan parameters (e.g. deviation in terms of position), there is a threshold that has to be crossed
in order to generate an event such that the agents would not communicate insigniﬁcant changes. The joint
information awareness level is the percentage of commonly known events (e.g. if agents A1 and A2 generate
together a total of 100 events and A1 knows 90 while A2 knows 80, then the level of joint awareness is 80%).
We have a set of n distributed agents D = {A1,A2, . . . ,An} and each agent Ak, k ∈ {1 .. n}, is characterized
by the tuple ⟨Aactlistk ,A
act
k ,A
dev
k ⟩ where:
• Aactlistk represents the list of actions (e.g. vehicle tour given as a route point sequence) assigned to Ak.
• Aactk represents the current action (e.g. position change in terms of coordinates) of Ak.
• Adevk represents a scalar value for the absolute deviation of Ak.
The action list Aactlistk provides the plan variable changes (e.g. updated coordinates of the vehicle corre-
sponding to the tour points) along with the start and end time to perform the variable changes (e.g. move
from a tour point to the next one in sequence). In general, each agent Ak may use its own timer to deter-
mine its plan variable (e.g. position) updates from its assigned action list Aactlistk . However, to make the
approach more clear, we consider the use of a global clock Clk. Thus, at each time Clkt, the expected
variable changes of Ak is given by the function CalcChg(Aactlistk ,Clkt). The protocol involves an initiating
phase where the agents are assigned their respective plan action lists (e.g. vehicle routes) and they estab-
lish their communication setup. Then the agents proceed to execute the plan by pursuing their respective
action lists. Subsequently, during the plan execution, each agent Ak runs a thread Tdev(Ak) that compares
the plan variable values (e.g. position) of Ak to its currently assigned action list and calculates its absolute
deviation Adevk . If the deviation exceeds a certain deviation threshold pTh, then the agent issues an event
with the corresponding variable change (e.g. position) information and places it in its event queue along
with the time-stamp of the event generation. In Figure 2, we can see the fresh-window thread that shifts
the fresh-window over the event queue such that the events that exit the fresh-window are discarded or ren-
dered obsolete but maintained for logging purposes. The ﬁgure also shows that each agent has a listening
thread for receiving event notiﬁcations from other peer agents. Whenever such a notiﬁcation is received the
corresponding event and its time-stamp is placed in the agent event queue. In addition, each agent runs a
disseminating thread that periodically checks the priorities of the events in the agent event queue and picks
accordingly an event and selects a peer to transmit the event information and its time-stamp. The priority
of an event is not strict, meaning that a higher priority event will just have a higher probability of being
selected for dissemination whereas a lower priority event will have a lower probability of being selected. In
this setting, when an agent is notiﬁed of an event that it already disseminated, it will lower its priority such
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that it will have a lower probability of being selected for further dissemination. Thus, we have a weighting
scheme for the probability of an agent selecting an event from the fresh-window. In order to assure that the
most fresh events are disseminated faster, the weighting is following a normalized exponential decay, where
the weight function terms have the form w = 1/2η with η representing the number of times that a dissemi-
nated event was notiﬁed back. The most fresh (yet to be disseminated) events are assigned by default to the
pool with η = 1. A notiﬁed event that is already known and disseminated by an agent will move to a poll
where the exponent values increases. Thus, if an event e is picked by agent A from the pool with η = 1 and
disseminated to another peer and subsequently notiﬁed again, then e will move to the pool with exponent
value η′ = η + 1 = 2 with the corresponding weight of 1/22 = 0.25. Through normalization, the gap to
unity is distributed evenly among terms. For instance, if we have the terms 0.5 and 0.25, the gap to unity is
1-0.75=0.25 and after normalization, the terms are 0.625 and 0.375 assuring that their sum is unity. We em-
ploy the weighted die concept from [15] for the weighted pool selection and summarize it next in the context
of our monitoring problem. A weighed die Δ is characterized by a weight vector W = {w1,w2, . . . ,wM}, a
repeatable “throw” action t ∈ N+ and a set of possible pool selection outcomes {δp ∈ {0,1}∣p ∈ {1..M}},
where M is the number of pools to select from: Δ(W, t) → {δt1, δ
t
2, . . . , δ
t
M}. In this setting, for a “throw” t,
∑
M
p=1 δ
t
p = 1 (only one outcome corresponds to each throw t) and for successive throws, we have {∀p ∈ 1..M,
limτ→∞(∑τt=1 δ
t
p)/τ = wp}. Thus the die outcome distribution respects the weights in the vector W.
The proposed approach requires no direct acknowledgment mechanism and erroneous communication
is discarded. Periodic retransmission takes place within the cluster such that the fresh information is quickly
disseminated. Also, the reception of known information, serves as indirect communication feedback.
We provide at high level of abstraction the algorithms employed by each of the distributed agents. In
essence, the core idea consists in the use of a tailored communication concept that is stateless (agents can
join or leave a cluster at any point) and that allows the fresh information to be eﬀectively disseminated with
no direct acknowledgment. Furthermore, the employed procedure exhibits an adaptive level of redundancy
which allows for a dissemination rate limitation feedback. Thus, Algorithm 1 initiates and terminates each
agent and its executing threads. Algorithm 2 and Algorithm 3 provide respectively the logic for the fresh-
window thread and the disseminating thread. Finlay, Algorithm 4 stands for the notiﬁcation thread.
Algorithm 1 Distributed Gossiping Monitoring for Agent Ak
1: Initialize the FreshWindow Thread for Ak
2: Initialize the Disseminating Thread for Ak
3: Initialize the NotiﬁcationWait Thread for Ak
4: Initialize the deviation tracking thread Tdev(Ak)
5: Wait for monitoring activity termination condition
6: Send stop signal to all threads
7: End
Algorithm 2 FreshWindow Thread algorithm for Agent Ak
1: mode← ‘refresh’
2: while stop signal not received do
3: if mode = ‘refresh’ then
4: update the event queue of Ak with the notiﬁed or self generated events.
5: slide the fresh-window over the event queue to bring it up to date.
6: discarded or render obsolete the events with time-stamp outside the fresh-window.
7: mode← ‘wait’
8: else
9: wait for preemptive interruption or count the elapsing of an established refresh waiting interval;
10: mode← ‘refresh’
11: end if
12: end while
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Algorithm 3 Disseminating Thread algorithm for Agent Ak
1: mode← ‘checking’
2: while stop signal not received do
3: if mode = ‘checking’ then
4: select a pool p of Ak using the weighted die model Δ.
5: choose nondeterministically an event e from the pool p
6: randomly select non-originator peer A′ in clustering distance and send e with its time-stamp to A′.
7: mode← ‘wait’
8: else
9: wait for preemptive interruption or count the elapsing of an established check waiting interval;
10: mode← ‘checking’
11: end if
12: end while
Algorithm 4 NotiﬁcationWait Thread algorithm for Agent Ak
1: initialize noti f Map as associative array
2: while stop signal not received do
3: wait for preemptive interruption or the notiﬁcation of input event e
4: if input event e notiﬁed then
5: form hashKey value from event e information and the time-stamp of e
6: update noti f Map with event e information using hashKey slot.
7: end if
8: end while
4. Results and Analysis
In Figure 3, we present a case study involving the distributed monitoring of a generic plan involving 3
pairs of agents. We show the performance (in terms of resilience to communication error rate) for increas-
ingly higher fresh-window sizes (20, 30 and 40), diﬀerent event generation rates (low - 30%, med. - 60%
and high - 90%) and full range of communication error rate (0% up to 100%)2. All information awareness
graphs have 3 regions corresponding to high information awareness (approximately 85% and higher shared
information), medium awareness(approximately 50% to 85%) and low awareness(below 50%).
For a fresh-window size of 20, we can see in Figure 3a. (up) the joint information awareness graph
for diﬀerent event generation rates and the full range of communication error rate. For high information
awareness, the resilience to error can be observed up to 40% error rate. In Figure 3a. (down) we see the
corresponding average delay graph versus error rate which peaks between 30% to 50%, from under 1 time
unit (low generation rate) to 2.5 (high generation rate). The delay is considered only for shared information3.
We can also note that for high event generation rate, the performance is degraded since a node can send at
most once per time unit but it can potentially receive multiple times per time unit. Likewise, Figure 3b. and
3c. show the information awareness and delay graphs for window sizes of 30 and 40. We note an increasing
resilience to errors up to 50% and respectively 55%. This is accompanied by an increased average delay
between 40% to 60% error rate, from 2 to over 3 time units and respectively between 50% to 70% error rate,
from 2.5 to over 3.5 time units4. Similarly, we have a performance degradation for high event generation
2We exercised the protocol in a simulator that we implemented in Java. Event generation rates are relative to the simulation time
unit. The time unit is discrete but averaging may lead to fractional values which have only a statistical signiﬁcance used for comparison.
3The delay counts the simulation units from event generation to that of joint awareness. At high error rate, many events will exit the
fresh-window before successful transmission such that in extreme case, at 100% error, no message is received and no delay is incurred.
4Depending on the plan, one can consider a trade-oﬀ between more awareness and longer delay or less awareness and shorter delay.
78   Andrei Soeanu et al. /  Procedia Computer Science  19 ( 2013 )  72 – 79 
Fig. 3. Gossip Based Distributed Monitoring Case Study
rate. Thus, a lager fresh-window increases the performance for low generation rate since each agent is able
to retransmit the fresh information to other peers before much more new information is generated in the
cluster. Figure 3d. compares the results for a window size of 30 to those obtained in a similar case where
the agents would have an idealized possibility to conduct perfect communication (no message would be sent
to an agent already aware of it, which corresponds to ideal dissemination). We note a close performance for
information awareness but a more notable diﬀerence for average delay (max. 2 units vs max. one unit).
In Figure 4, we show the results obtained for various cluster sizes, diﬀerent event generation rates and
increasingly higher error rates. We can note that overall, around 50% error rate can be tolerated for low event
generation, around 30% error rate can be tolerated for medium event generation and around 10% error rate
can be tolerated for high event generation. We can see highlighted the areas where the protocol performs
well by providing high level of joint information awareness. Moreover, we can also expectedly note that for
low event generation rate, the level of joint information awareness slowly decreases for larger cluster sizes
while the delay slowly increases. For medium event generation rate, the dynamics is accentuating to some
extent while for the case of high event generation rate, it accentuates more. However, as mentioned earlier,
for high level of event generation rate, it is expected to have degraded performance since there is a limited
opportunity to retransmit the fresh information.
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Fig. 4. Experimental Results
5. Conclusion and Future Work
In this paper, we presented a new stateless, agent centric peer-to-peer gossip protocol suitable for achiev-
ing high level of information awareness in execution environments with noisy communication. An exercise
of the protocol was presented in a case study along with experimental results. Our ﬁndings show that the
protocol exhibits a notable resilience to high levels of communication errors rates as long as there is enough
retransmission opportunity relative to the overall event generation. The resilience represents an instrumental
aspect in supporting distributed monitoring along with the ability of the agents to join or leave a cluster at
any time due to the stateless nature of the protocol. Since we can mainly derive statistical guarantees for
message delivery and delay values, this is a potential limitation, which will be addressed in future work by
a further analysis of the protocol dynamics. Another future direction consists in extending the protocol with
a tree-based structure to support information dissemination according to an established chain of command.
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