I. INTRODUCTION
T RAFFIC congestion on freeways causes many social and economic problems, such as wastes of time and fuel, higher accident risk, or an increase in pollution. Over the last years, much research has been focused on solving these problems. Since the construction of new freeways is not always a viable option or it is not economical, other solutions are needed. In these cases, dynamic traffic control (the application of intelligent transportation system (ITS) control signals) may be a solution (see Fig. 1 ).
Dynamic traffic control takes the state of the traffic (densities, speeds, and queues) into account over time and computes control signals that change the response of the traffic system, improving its behavior. Most useful control signals are rampmetering signals and variable speed limits (VSLs) because they are easy to implement, are economical, and cause a large decrease in the total time spent (TTS) by the drivers. Ramp metering and VSLs have been already successfully implemented in the U.S., Germany, Spain, The Netherlands, and other countries [1] , [2] .
Nowadays, most of the dynamic traffic control systems operate according to a linear and local control loop. However, the use of appropriate nonlocal and multivariable techniques will considerably improve the reduction in time spent by the drivers. Nonlinear centralized model predictive control (MPC) is probably the best control algorithm choice for a small network, as can be seen in [3] . The main problem of nonlinear centralized MPC is that the computational time quickly increases with the size of the network. It causes the impossibility of implementing a centralized MPC in real time for a relatively large network. One possible solution is to separate the network into parts, controlling each part by one independent MPC (i.e., to use a decentralized control scheme).
This paper compares different solutions to the dynamic traffic control problem (linear, decentralized MPC, decentralized MPC with communication after sample, centralized MPC, and roughly optimal solution). The main objective is to find a good control algorithm that is implementable in real time for a very large traffic network. This paper also tries to motivate researchers to the use of global or distributed algorithms for freeway traffic control systems.
II. MODEL PREDICTIVE CONTROL IN TRAFFIC CONTROL SYSTEMS

A. Introduction
MPC [5] is a flexible approach toward the dynamic traffic control problem that optimizes a cost function using a model in a receding horizon framework. In traffic control, the cost function usually minimizes the total time spent by all the 1524-9050/$31.00 © 2012 IEEE drivers (or other performance or safety criteria). By merely changing the cost function, the implemented policy can be easily changed. The model is usually a macroscopic traffic model, such as METANET [4] or Cell Transmission Model. Moreover, MPC can take constraint into account, deal with slow changes in the behavior of the traffic systems, and take account of future disturbances, such as the demands in the on-ramps.
B. MPC
MPC originated in the late 1970s and has been considerably developed since then. Fig. 2 shows the basic structure of an MPC controller.
The main ideas of MPC are basically the following: 1) explicit use of a model to predict the process output at future time instants (prediction horizon); 2) calculation of a control sequence minimizing an objective function; 3) receding strategy so that, at each instant, the horizon is displaced toward the future, which involves the application of the first control signal of the sequence computed at each step (see Fig. 3 ).
The various MPC algorithms only differ among themselves in the model used to represent the process and the cost function to be minimized.
The main advantages of MPC are that it is very intuitive (during the design and the tuning), it can deal with complex model (for example, nonlinear or multivariable models), it has compensation for dead times intrinsically, and it can use future references.
The main disadvantage is the computational time needed, particularly for nonlinear multivariable cases.
C. Previous Works on MPC for Traffic Systems
Nonlinear MPC (NLMPC) has been successfully tested in simulations in traffic systems. In [6] , two simulations using ramp metering with ALINEA or MPC control algorithm are compared, obtaining a decrease of 1.3% in the ALINEA case and 6.9% in the MPC case.
In [7] , VSLs are previously determined without an optimization of a macroscopic model (taking account of factors such as maximizing a bottleneck flow and the limits on queues lengths). Subsequently, the ramp metering is computed using MPC.
In [8] , ramp-metering rates are previously computed with a given strategy (e.g., ALINEA). In the following, VSLs are calculated using MPC with a simplified METANET model. Using this algorithm, a reduction of 31.8% in the TTS is obtained in a simulation for a real network.
In [3] , it is demonstrated that the use of speed limits in an MPC control framework for traffic systems with ramp metering and VSLs can substantially improve network performance. The improvement in the TTS of the network simulated is 14.3%, being just 5.3% if only ramp metering is used.
In [9] , MPC is used for control of an urban network. Even being a generally true conclusion that a decentralized (i.e., local) traffic controller is suboptimal with respect to a centralized traffic controller, many recent theoretical papers (e.g., [10] and [11] ) and almost all the implemented algorithms (e.g., [1] and [2] ) use local technics.
It is important to note that the reduction in TTS strongly depends on the traffic conditions. To properly compare two algorithms, they must be simulated under the same network and conditions.
D. Distributed MPC
Most standard MPC implementations divide the system into several parts and individually apply MPC to the units. It is known that such a completely decentralized control strategy may result in unacceptable control performance, particularly if the units strongly interact as in control traffic systems. On the other hand, completely centralized control of large networks is viewed by most practitioners as impractical and unrealistic.
Distributed MPC algorithms [12] try to solve the problem using communication and cooperation between different MPC controllers to achieve the centralized performance.
This paper shows how decentralized control is quite suboptimal in freeway traffic control and that centralized control is impossible to implement online for a real freeway, concluding 
Two equations describe the system dynamics:
expresses the conservation of vehicles, and
where V (ρ m,i (k)) is the desired speed by the drivers, expresses the mean speed as a sum of the previous mean speed, a relaxation term, a convection term, and an anticipation term. K, τ , and μ are model parameters that have to be estimated for each segment. The desired speed models the static characteristic of the traffic system where a m and α are model parameters, v free,m is the freeflow speed that the cars reach in steady state, and ρ crit,m is the critical density (the density that corresponds with the maximal flow in steady state). In this equation appears the effect of the VSLs on control variable
proposed in [13] other ways of incorporating the VSL impact, rendering the three parameters included in the first term of (4) .
, shown below, is graphically represented without considering VSLs, the fundamental diagram (which can be seen in Fig. 5 ) of traffic systems is obtained. The fundamental diagram gives us the static characteristic of the system
To compute the flow that enters from a ramp metering, the following equation is used:
where
is the control variable of the ramp metering, ρ max is the maximum density of the segment and is the capacity of the ramp-in, and w o (k) is the queue of the ramp. The queue is a new dynamic variable characterized by
Moreover, when a ramp enters a freeway, a penalization term has to be added into speed equation (3)
where δ is a model parameter that must be identified as K, τ , or μ. Finally, for the first segment of the network, it has been considered that the upstream speed v m,i−1 (k) is equal to the current speed v m,i (k). The same consideration is used for the density downstream in the last segment. In [14] , the possibility of using the traffic flow, instead of the density as the state variable for traffic control purpose is considered. The reason to do so is that flow measurement with a point sensor such as an inductive loop is easy, and a reasonably accurate detector but good density estimation is very costly-if not impossible. This equivalent model may be a good option in practical cases, but it still needs to be validated.
IV. ONE-LINK SIMULATION
A. Scenario
To design a centralized MPC controller, the freeway example in Fig. 6 has been used.
The example has been taken from [3] . The freeway has N = 6 segments and only one link. Each segment has a longitude of L = 1000 m, with λ = 2 lanes.
There are three control signals: VSLs in segments 3 and 4 and ramp metering in segment 5. Thirteen variables are measured at each sample time (mean density and speed of each segment and queue of the ramp metering) and used for the computation of the control signals. It is important to note that we are supposing that the densities can be measured. In real cases, it would be necessary to estimate them.
All the model parameters are considered equal for all the segments. The remaining model parameters can be seen in Table I .
The input flow demands are chosen to obtain a simulation with high density, where traffic control can substantially im- prove the behavior of the system. The simulation time chosen is 2.5 h, which corresponds to 75 controller sample times and 900 simulation steps.
B. MPC Design
Section IV-A explains the main particularities of the MPC controllers used in this paper. All the aspects that are not explained here have the general structure of an NLMPC. (See [4] for further details.)
1) The controlled system is subject to constraints in the maximum and minimum values of density, speed, queue, ramp-metering rate, and control speed of the VSLs. 2) The optimization is calculated using the function fmincon of the Optimization Toolbox of Matlab. This function uses sequential quadratic programming optimization techniques. 3) To try to avoid the algorithm from falling in a local minimum, the algorithm runs an evaluation procedure before the optimization. During the procedure, the TTS is evaluated for a grid of control values. The minimum value obtained in this evaluation is taken as an initial value for the optimization. 4) The MPC controller uses the following cost function:
where is a tuning parameter, and k c is the control step time (i.e., t = k c T c , with T c = 120 s). M is the quotient between both sample times (i.e., M = T c /T ). The first term of the cost function expresses the total time spent (TTS) by all the drivers during the prediction horizon.
The second term and the third term express the variations of the control signals. The controller step time must be longer than the simulation step time to have enough time for the computation of the optimization (see Fig. 7 ). This paper uses a controller step time that is 12 times longer than the simulation step time (M = 12). 5) The computation of the control signals has to be done during a controller sample time (in this case, 120 s). If it is possible to compute it in a slower time, it could be interesting to increase the horizon and compute the control signals again (see Fig. 8 ). This technique, which is called increasing horizons, is very useful for MPC-based traffic controllers. 6) When the algorithm is run, optimization cannot be computed in a reasonable time if all the variables (16 * Np) are considered with its respective constraints. Therefore, the authors decided to explicitly consider only the control variables (i.e., the ramp-metering rates and the VSLs). The constraints in speed, density, and queue are made soft, including penalization terms in the cost function given in (10) , shown at the bottom of the page [9] , where Δ vel , Δ den , and Δ q are tuning parameters, and the values for δ are defined as
The rest of the parameters (δ vel,max,m,i , δ den,min,m,i , δ q,max,m,i , and δ q,max,m,i ) are equivalently assigned.
C. Tuning Issues
In this paper, each controller has different values for the tuning parameters to compare the controllers with its optimal behavior (i.e., each controller uses the values that minimize the Total Time Spent in simulations).
The results are very sensitive with the tuning; therefore, a meticulous tuning procedure has to be done for each network and controller. In particular, important are the set of (i.e., the parameters that multiply the penalization in the changes in the control signals).
In Table II can be seen the results in the reduction in the TTS for different values of these tuning parameters. The table shows how, by just changing the parameters from (0.8, 0.2) to (0.5, 0.2), the reduction in the TTS changes from 25.6% to 21.8%. It can be concluded that, in real cases, it could be useful to choose different tuning values for different typical demand profiles or weather conditions to have proper optimization. In theory, the penalization factors that multiply the soft constraints of density, speed, and queues (i.e., δ vel , δ den , and δ q ) have to be large. However, in practice, these factors cannot be too large, or a numerical problem will appear during the optimization.
With respect to the control and prediction horizon, an increase in both horizons will improve the behavior and, at the same time, will increase the computational time needed. A good tradeoff between computational cost and behavior is to choose the prediction horizon between 3 and 7.
In general, the horizon size will depend on the size of the network. For a large network, a greater decrease in the TTS will be obtained, increasing the horizons, but the computational time will be more critical.
It is important to note that, to obtain a good behavior, the difference between the control horizon and the prediction horizon has to be small or 0. This happens because it does not make really sense to consider the control input constant during a long final period because the system does not tend to steady state. If we set an N p − N c to be too large, the system takes the final values of the control signal too much into account, causing a suboptimal behavior.
D. Results
In Fig. 9 , the response of the systems for the no-control case and for the VSL and ramp-metering case are shown. In the first two graphics, each curve represents the density and speed of one segment, respectively. In the third graphic, only the origin input flows (i.e., the main input in segment 1 and ramp-metered input) are shown.
In the figure, it can be seen how the control system clearly improves the behavior, reducing the shock wave that appears at the beginning of the simulation and bringing forward the increase in speed that happens during the end of the simulation.
When the freeway is simulated without control, the TTS is 1460 veh * hour, and there is a violation of the queue constraint during most of the simulation time (2.5 h).
If only ramp metering is used (computing them by a centralized MPC as previously explained), the TTS is reduced to 1411 veh * hour, which is a decrease of 3.4%. Moreover, the constraints are not violated during the entire simulation time. When ramp metering and VSLs are used, the TTS is 1285 veh * hour, which means 12% reduction, and the constraints are satisfied during the entire simulation time.
V. THREE-LINK SIMULATION
A. Benchmark
In the previous section, the centralized MPC could be computed in less time than the controller sample time because the network was relatively small. To analyze a bigger network, three stretches of freeways have been analyzed together.
Each link has the same geometry and traffic control signals that the one-link example explained in Fig. 6 in Section IV-B. Therefore, an 18-km freeway with three ramp metering and six VSLs will be simulated (see Fig. 10 ). All the freeway parameters are set to be equal to those in Section IV.
The network is big enough to make impracticable a centralized controller, such as that previously simulated, as explained in Section V-B.
Analyzing the network, since there is only one destination, the biggest traffic density will appear in the last link. The control actions in links 1 and 2 will have a large effect on the third link, which could increase the traffic jam in this link. Therefore, in this network (as happens in real traffic networks), the consideration of the effects of the neighboring controllers will be a critical issue.
B. Centralized MPC
The centralized MPC is a controller that optimizes the full network (18 km) for a given prediction and control horizons. It has the same structure as the MPC explained in Section IV but with increased size of the network (i.e., the number of variables and constraints). The behavior of the network must be better or equal that any decentralized or distributed controller.
The centralized MPC cannot find a solution for the threelink case during a sample time (2 min) in a Pentium I3 with 3 MHz using the algorithm previously explained. If more computational power were available (or if a quicker optimization algorithm were used), the centralized controller could be implemented for this network in real time for small horizons. However, the computational requirements grow very fast with the control horizons. By extrapolating the results of Table III , the computing time required to solve this nonconvex optimization problem will be too high for a medium-size freeway. Thus, bigger network or bigger horizons would make impracticable the centralized MPC. Therefore, this paper treats a controller that considers the network of Fig. 7 (six segments) as local and a controller that considers the full network of Fig. 9 (18 segments) as global. With higher computational capacity, different considerations of local and global MPC may be used, but the conclusions would be the same.
C. ALINEA
The second controller tested on the benchmark is ALINEA Ramp-Metering Control [15] . ALINEA is the most implemented ITS control technique. It is a simple, robust, and flexible local strategy that does not use VSLs.
The control law is a linear feedback derived by the use of classical automatic control methods. The ramp-metering rate is computed, adding to the previous metering rate a linear expression of the error between the density downstream and a desired density (usually, the critical density). ALINEA is just an example of the ramp-metering control algorithm. There are some other techniques, as can be seen in [16] , but it will be assumed that all the linear ramp-metering algorithms have a relatively equivalent performance than ALINEA.
D. Local MPC Without Communication
The third controller tested on benchmark is the use of three local MPCs, with each one controlling one part of the network. Each controller has the same structure as the MPC explained in Section IV-A but with an exception: In this case, the increasinghorizon strategy is not used to have a comparison between methods with the given horizons.
There is no communication between controllers. The future disturbances (upstream speed and flow and downstream density) are defined by the simulation of the no-control case for any of the agents. This is a fully decentralized case, where there is no communication between controllers at any time.
E. Local MPC With Communication After Sample
Equations (2) and (3) have shown that the upstream flow and speed and the downstream density are necessary to model a segment. Therefore, each MPC controller will need the current and future values of these variables. These variables can be seen as estimable disturbances.
The communication between controllers after any sample will allow the local MPCs to use an estimation of these disturbances that are defined by the predicted values of the adjacent MPC controllers (see Fig. 11 ).
After any sample time, a controller will send to the previous controller the future predicted values of the density of its first segment. The controller will also send to the following controller the future predicted values of the speed of its last segment and of its output flows.
This procedure will allow other controllers to use a more real prediction of the disturbances (input flow and downstream density). However, the controllers will not take into account the effects of their actions on other parts of the networks. Thus, it can be said that this controller communicates but do not cooperates with their neighbors. Two ways in which this controller can be improved are given here: 1) to communicate between controllers many times inside a controller time step, reaching Nash equilibrium; 2) to cooperate with other controllers to achieve the common goal using a distributed algorithm such as feasiblecooperation-based MPC [12] . In [17] , Frejo and Camacho applied this technique to this benchmark, almost reaching the centralized behavior with acceptable computational times.
F. Roughly Optimal Solution
To obtain a solution that optimizes the TTS for the full problem (centralized controller taking into account the complete simulation time of 2.5 h), a roughly optimal solution was computed. It is practically impossible to obtain this result using a MATLAB optimization function such as fmincon. The solution does not converge in a reasonable time. Therefore, a global random search algorithm is used, which allows obtaining a roughly optimal solution. The algorithm evaluates the TTS for different values of the control signals. For every 100 steps, during the first 50 attempts, the algorithm searches new points close to the previous point and evaluates if these points have a lower TTS, i.e.,
+ 0.01 * rand(1) − 0.005. (11) During the next 50 attempts (n), the algorithm searches farther points to avoid the algorithm from staying in a local minimum, i.e.,
The computational time needed to converge is huge (around six days in this example), which implies that, obviously, this controller cannot be implemented in real time. The objective of this control is to have a point of reference of the best control sequence that could be applied to this traffic network.
VI. RESULTS
A. Numerical Analysis
As can be seen in the results (see Table III ), all the controllers reduce the TTS. (Red is the reduction of the TTS in percentage with respect to the nonlinear case.) At the same time, all the controllers keep the variables inside the constraints, except ALINEA control, where a violation of the queue constraint appears during more than half an hour.
In the table, MCT shows the maximum computation time of each controller. (In the local case, MCT has been taken from the worst cases, i.e., more restrictive cases, of three controllers.)
Analyzing the results of the local MPC, it can be seen how communication after sample substantially increases the reduction in TTS (from 6.5% to 12.88%). It shows how the controllers need to take into account the effects of the acts of other controllers on its part of the network.
It can also be analyzed how an increase in the horizons improves the behavior just a bit, critically increasing the computational times needed.
The most important result is that the difference in the TTS reduction between local (6.5%) and centralized (26.4%) control schemes is very large. It shows how a good traffic control system needs to also take into account the effects of its own traffic control system on other parts of the network. Without this consideration, the reduction of the congestion in a part of the network may increase the number of vehicles that arrive to a bigger traffic jam, making the global behavior worse. Since the centralized MPC is difficult to implement in real time (the average computational time is 316.47 s), it can be concluded that it is necessary to find an easily implementable control algorithm that has closer performance to the centralized MPC. The best solution may be the use of distributed MPC algorithms because they try to approximate the centralized behavior in a parallel computation with communication and cooperation [17] . The difference between the centralized MPC and the roughly optimal solution shows that even the centralized MPC can be improved (by 4.8% in this example). Some possible solutions to achieve the optimal solution could be those given here:
1) to compute a roughly optimal solution offline for the typical or previous input profiles and use it as reference for the controller implemented; 2) to introduce new terms in the cost function that improve the behavior; 3) to increase the horizons. This option probably will not be implementable in real time.
B. Graphical Analysis
The following figures show a 3-D representation of the evolution of the densities for each segment. Fig. 12 shows the response of the system without control. Two congestions appear at the beginning of the simulation in the second and third on-ramps (segments 12 and 18). These congestions cause two shock waves that move the congestions upstream. Subsequently, both congestions join together in a bigger shock wave, causing a bigger traffic jam. Fig. 13 shows the response of the system using three local MPC controllers without communication between them. The response shows a large reduction in the size of the shock wave (i.e., in the density of the traffic jam). However, it is possible to see a discontinuity between the zones controlled by each controller, particularly on segment 12.
Moreover, the density is increased during a new shock wave, reaching, during a few minutes, the critical density. Fig. 14 shows the response of the system using three local MPC controllers with communication. The response shows a new reduction in the size of the shock wave, reducing the discontinuities between controllers. Furthermore, the higher congestion remains during less time (particularly in the final segments of the network). The density is slightly increased halfway through the simulation after the shock wave. However, during this part of the simulation, the densities remain under the critical density, increasing the TTS.
VII. CONCLUSION
In this paper, local, decentralized, and centralized control techniques have been evaluated on a simulated 18-km piece of a freeway. The most important conclusion is that a centralized controller allows obtaining much greater reductions than the fully decentralized control technique (6.5% against 26.4% in the reduction of the TTS) but requires higher computational time. The local MPC with communication allows obtaining greater reduction than the local controllers (6.5% against 12.88%) and does not require much more computational time.
The third conclusion is that centralized traffic control would be very difficult to implement in a real (i.e., large) traffic network. An algorithm that properly uses communication and cooperation between different controllers to come close to the centralized behavior without critically increasing computational effort, such as that presented in the paper, improves the performance of the traffic system without requiring excessive computational time. It has been shown in the study case considered that, by a single communication at each sample, it is possible to reduce the TTS from 6.5% to 12.88%.
Even being a generally true conclusion that a decentralized controller is suboptimal with respect to the centralized case, this paper shows how far both options are in motivating the development of distributed solutions in the future since the majority of the controller for the ITS signal uses local techniques.
By using a simple way of coordination and a local MPC, the performance index (i.e., the reduction in the total time spent) almost doubles. This paper has proposed a control scheme that requires only minor modifications of the local controller algorithms and allows obtaining performances closer to the centralized MPC behavior.
