We analyse a ~imple storage allocation scheme in which two s t a c k s grow and shrink inside a s h a r e d m e m o r y area. To t h a t purpose, we provide analytic expressions for the n u m b e r of 2-dimensional r a n d o m walks in a triangle with two reflecting b a r r i e r s and one absorbing barrier. 
I. Introduction
The a n a l y s i s of d y n a m i c d a t a s t r u c t u r e s is o f t e n t h e s o u r c e of i n t r i g u i n g m a t h e m a t i c a l q u e s t i o n s . As o p p o s e d to c l a s s i c a l a v e r a g e c a s e of a l g o r i t h m s like s o r t i n g , s e a r c h i n g etc ..
.. t h e d i f f i c u l t y lies in u n d e r s t a n d i n g a l g o r i t h m i c b e h a v i o u r s t h a t a r e i n h e r e n t l y d y n a m i c . This s o m e t i m e s r e q u i r e s i n t r o d u c i n g n e w p r o b a b i l i s t i c o r c o m b i n a t o r i a l m o d e l s , t h a t a r e of i n d e p e n d e n t i n t e r e s t . This p a p e r s t u d i e s w h a t is p e r h a p s t h e s i m p l e s t storage allocation a l g or i t h m . A s s u m e t h a t two s t a c k s a r e t o b e m a i n t a i n e d i n s i d e a s h a r e d ( c o n t i g uo u s ) m e m o r y a r e a of a fixed size m . A t r i v i a l a l g o r i t h m will l e t t h e m g r o w f r o m b o t h e n d s of t h a t m e m o r y a r e a u n t i l t h e i r c u m u l a t e d s i z e s fill t h e ini-
t i a l l y allocated storage (rn cells), and the algorithm stops having exhausted its available memory.
T
h a t s h a r e d storage allocatior~ a l g o r i t h m is to b e c o m p a r e d to a n o t h e r
o p t i o n , n a m e l y a l l o c a t i n g s e p a r a t e z o n e s of size m / 2 to e a c h of t h e two s t a c k s . This separate storage allocation m e t h o d will t h e n h a l t a s s o o n a s a n y o n e of t h e two s t a c k s r e a c h e s size m~ 2.
S e v e r a l m e a s u r e s m a y be i n t r o d u c e d to c o m p a r e t h e s e two s c h e m e s . One of t h e m is t h e e x p e c t e d n u m b e r of o p e r a t i o n s t h a t c a n b e t r e a t e d b y t h e a l g o r i t h m s u n d e r s o m e a p p r o p r i a t e p r o b a b i l i s t i c m o d e l . A n o t h e r i n t e r e s t i n g m e a s u r e of t h e e f f i c i e n c y of t h e s h a r e d a l l o c a t i o n a l g o r i t h m t h a t was p r op o s e d b y K n u t h [7], is t h e e x p e c t e d size of t h e largest stack w h e n b o t h s t a c k s m e e t a n d t h e a l g o r i t h m r u n s o u t of s t o r a g e : if t h a t q u a n t i t y is c l o s e t o m~ 2, t h e n l i t t l e b e n e f i t s h o u l d r e s u l t f r o m s h a r i n g s t o r a g e while if it differs a p p r ec i a b l y f r o m r n / 2 t h e n t h e p r o c e s s of s h a r i n g m e m o r y p r o v e s a d v a n t a g e o u s .
It is our p u r p o s e here to completely analyse this p r o b l e m and t h u s solve a question p o s e d by Knuth in 1968 in [7] . Partial results have b e e n o b t a i n e d earlier by Yao [ 11] , but it a p p e a r s t h a t covering all cases of the original problem c a n n o t be achieved by an extension of Yao's methods.
Before going to m o r e t e c h n i c a l details, one may wish to c o n t r a s t o u r t r e a t m e n t with o t h e r d y n a m i c analyses of algorithms. a.
The analysis of simple s t a c k s u n d e r s e q u e n c e s of o p e r a t i o n s has been u n d e r t a k e n by Knuth in [7] . Corresponding t e c h n i q u e s are essentially e n u m e r a t Binary s e a r c h t r e e s were later analysed in a p a r t i c u l a r d y n a m i c c o n t e x t by J o n a s s e n and Knuth [6] . The title of t h e i r p a p e r ("A TriviAl Algorithm whose Analysis is Not") reveals some of the intricacies of the analysis where Bessel f u n c t i o n s appear. c.
F r a n c o n in [5] showed interesting results c o n c e r n i n g the analysis of b i n a r y s e a r c h t r e e s (as well as o t h e r c o m p a r i s o n based s t r u c t u r e s ) when considering the set of all possible s e q u e n c e s of o p e r a t i o n s up to o r d e r isomorphism. The results were later e x t e n d e d in [4] using c o n t i n u e d f r a c t i o n t e c h n i q u e s of Flajolet [3] . P a r t of our t r e a t m e n t relies on t e c hniques of [3] initially m o t i v a t e d by the work of [1]. d.
Returning to s t o r a g e allocation algorithms, the b u d d y s y s t e m was partially analysed by Purdom. As already m e n t i o n e d the s h a r e d storage alloc a t i o n a l g o r i t h m was studied by Yao [11] who o b t a i n e d results t h a t c o r r e s p o n d to what we call here the expanding case. Our results cover all cases and also lead us to more general distribution e s t i m a t e s of the various p a r a m e t e r s involved.
As has been noticed since the p r o b l e m was initially posed by Knuth, the n a t u r a l f o r m u l a t i o n is in t e r m s of random walks [9] . Here the r a n d o m walk t a k e s place in a triangle in a 2-dimensional lattice space: a s t a t e is the couple f o r m e d with the size of b o t h stacks; the r a n d o m walk has two refl, ecting b a r r i e r s along the axes (a deletion t a k e s no effect on an e m p t y stack) and one a b s o r b i n g b a r r i e r parallel to the s e c o n d diagonal (the algorithm stops when the combined sizes of the s t a c k s e x h a u s t the available storage). It may be of i n t e r e s t to note t h a t r a n d o m walk p r o b l e m s bearing some r e s e m b l a n c e to ours a p p e a r in queuing t h e o r y when studying coupled queues.
In p a r t i c u l a r Flatto, Fayolle and Iasnogorodski use in this c o n t e x t conformal mapping t e c h n i q u e s to solve a functional equation p r o b l e m essentially equivalent to a 2-dimensional walk with two reflecting barriers. (See also Cohen's book on r a n d o m walks and b o u n d a r y value problems for some related issues.) It does not seem t h a t their t e c h n i q u e s apply here b e c a u s e of the p r e s e n c e of a third a b s o r b i n g barrier. However, it may be of i n t e r e s t to n o t i c e t h a t while their solutions involve elliptic integrals, the expressions we obtain in one of the c a s e s (the " m e t a s t a b l e case") lead to f u n c t i o n s of the f o r m We now p r o c e e d with p r e c i s e definitions a n d a m o r e d e t a i l e d p r e s e n t ation of t h e c o n t e n t s of t h e paper.
We c o n s i d e r two s t a c k s c o e x i s t i n g in m e m o r y by growing a n d s h r i n k i n g inside a s h a r e d m e m o r y a r e a of size m with m e m o r y cells n u m b e r e d b y t h e i n t e g e r s [ l . . m ]. A 2-stack history is a n infinite w o r d o v e r t h e a l p h a b e t :
I~,I2,D~,D2 I
w h e r e 11 r e p r e s e n t s a n i n s e r t i o n on s t a c k 1, D 1 a d e l e t i o n f r o m s t a c k 1 (this h a s no effect if s t a c k 1 is e m p t y ) , a n d I2,D 2 a r e similar o p e r a t i o n s p e r f o r m e d on s t a c k 2.
At a n y stage, s t a c k 1 o c c u p i e s m e m o r y l o c a t i o n s [1.
.z] f o r s o m e i n t e g e r z (if x =0, t h e n s t a c k 1 is e m p t y ) , a n d s t a c k 2 o c c u p i e s l o c a t i o n s [ m -y + l . . m ] f o r s o m e y (y is t h u s t h e size of s t a c k 2, a n d if y =0 s t a c k 2 is e m p t y ) , with t h e obvious c o n s t r a i n t x + y < m . Initially b o t h s t a c k s a r e e m p t y so t h a t x=y=O. The s t a t e of t h e s y s t e m at a n y time is d e s c r i b e d by t h e c o u p l e of i n t e g e r s ( z , y ) ; t h e effect of o p e r a t i o n s II,I2,D1,D 2 is to move f r o m a s t a t e (z ,y ) to a new s t a t e (x',y '), w h e r e ( z ' , y ') is d e t e r m i T h u s o p e r a t i o n s h a v e no effect a f t e r a s t a t e ( z , y ) : z + y = r n h a s b e e n r e a c h e d , w h e n t h e a l g o r i t h m r u n s o u t of m e m o r y a n d stops. In this case, we s a y t h a t overflow o r absorption h a s o c c u r r e d .
One c a n s e e t h a t t h e s e t of h i s t o r i e s s u c h t h a t no o v e r f l o w o c c u r s h a s m e a s u r e 0. The p r o b l e m a s k e d b y K n u t h w h i c h we a d d r e s s h e r e is a s follows:
P r o b l e m c A s s u m e a n i n s e r t i o n 11 or I 2 occurs w i t h probability p , a n d a d e l etion D l Or D 2 occurs w i t h probabiLity q:
Pr(I1) = P r ( I 2 ) = p ; P r ( D I) = P r ( D 2 ) = q ,
+ 1 w i t h p q -~. Let ( z , y ) denote the absorbing state reached. What is t h e d e p e n d e n c e of m a x ( z , y ) on p a n d rn? What is the a s y m p t o t i c f o r m o f m a x ( z , y ) f o r f l z e d p as rn tends to oo?
The q u a n t i t y m a x ( z , y ) is a m e a s u r e of t h e e f f i c i e n c y of t h e s t o r a g e a l l o c a t i o n s c h e m e , a s we saw a l r e a d y . K n u t h ' s m o d e l is n o t h i n g b u t a Markov chain ( s e e F i g u r e 1) with n u m b e r of s t a t e s e q u a l to (m___+ 1)(m +2) 
so t h a t t h e p r o b a b i l i t i e s of h i t t i n g a g i v e n a b s o r b i n g s t a t e c a n a l w a y s b e d e t e r m i n e d n u m e r i c a l l y , f o r a n y g i v e n v a l u e of m , b y i n v e r t i n g a m a t r i x of d i m e n s i o n O(m2), a p r o c e s s t h a t itself c o n s u m e s a r a t h e r e x o r b i t a n t O(m e) t i m e . It is b o t h i m p r a c t i c a l a n d u n i n f o r m a t i v e . On t h e o t h e r h a n d , a n a s y m pt o t i c a n a l y s i s gives r e s u l t s t h a t a r e f a i r l y s i m p l e to i n t e r p r e t a n d c o n s t i t u t e , a s we s h a l l s e e l a t e r g o o d n u m e r i c a l a p p r o x i m a t i o n s e v e n for r e l a t i v

.2.12], h a s s h o w n t h a t in t h i s c a s e :
1 1
~-. ~-<p <~-: we call t h i s t h e e x p a n d i n g c a s e s i n c e t h e n p >q. The s y s t e m is e x p e c t e d to r e a c h a n a b s o r b i n g s t a t e in O ( m ) s t e p s . Yao [11] h a s p r o v e d f o r t h e e x p a n d i n g c a s e t h a t --~/
Y a o ' s a r g u m e n t is in e s s e n c e t h a t a f t e r log rn. o p e r a t i o n s , t h e p r o b a b i l i t y f o r o n e of t h e s t a c k s to r e t u r n to a n e m p t y s t a t e is a s y m p t o t i c a l l y 0, so t h a t t h e a n a l y s i s r e d u c e s t o t h a t of a m u c h s i m p l e r r a n d o m walk with o n l y o n e a b s o r b i n g b a r r i e r . 3. p =~-: t h e s y s t e m is slowly e x p a n d i n g , a n d we call t h i s t h e rnetastable case.
Y a o ' s a r g u m e n t also s h o w s t h a t t h e d i s t r i b u t i o n of a b s o r bing s t a t e s is c l o s e l y c e n t e r e d a r o u n d ( m / 2 ; m / 2 ) , t h e e x p e c t e d d e v i a t i o n b e i n g O(rn I/2).
In a n a l o g y to o n e -d i m e n s i o n a l walks, s e e e.g. [9] , we e x p e c t it to r e a c h a b s o r p t i o n in O(m 2) s t e p s . We s h a l l p r o v e t t ' a t t h e r e : Ap (rn) ~ 0.67526... rn ~r n U n d e r this s t a c k u s a g e so t h a t the largest s t a c k has size slightly over 3 " model, m e m o r y sharing proves quite efficient. We shall prove f u r t h e r t h a t t h e probability for the s y s t e m to r e a c h s t a t e (Am ; (1-}~)rn) a p p r o a c h e s a limiting distribution (when rn gels large) with density 4( ~l- 
. , a n d m e m o r y sharing is a real a d v a n t a g e . We also prove t h a t the n o r m a l i s e d s t o p p i n g times obey a limiting ezponential distribution of a simple form. Note t h a t for a flzed value of m , as p -, 0 , Knuth s t a t e s t h a t the probability distrib u t i o n of z t e n d s to a q u a s i -u n i f o r m distribution so t h a t t h e n again:
Thus r a t h e r different situations o c c u r depending on the relative position of p and q. Note t h a t Yao's proof of case (ii) is based on probabilistic approximations with the expanding c h a r a c t e r of the r a n d o m walk "built in" the combinatorial reasoning, so t h a t it c a n n o t be e x t e n d e d to c o v e r the g e n e r a l problem. In c o n t r a s t in this paper, we p r o p o s e to give analytic e~Tressi0ns for the probability distribution of a b s o r b i n g states, from which precise a s y m p t o t i c e x p a n s i o n s may be obtained.
P l a n of t h e paper: The analysis of the s h a r e d m e m o r y allocation s c h e m e d e c o m p o s e s into simpler and simpler c o m b i n a t o r i a l s u b t a s k s which we shall explore in t h e s u b s e q u e n t sections: (i) The p r o b l e m of estimating the probability distribution of a b s o r b i n g s t a t e s r e d u c e s to the p r o b l e m of c o u n t i n g t r a j e c t o r i e s (walks) in a t r i a n g u l a r s u b s e t of the i n t e g e r lattice NxN; the probabilities are r e l a t e d in a simple way to the generating functions of p a t h counts.
(ii) Using an a d e q u a t e extension of the reflection principle of Andre (see e.g. [2] ) the c o u n t i n g of walks in a triangle is r e d u c e d to a 2-dimensional counting of walks in a square ( (iv) Walks over an integer interval have g e n e r a t i n g f u n c t i o n s n a t u r a l l y expressible in t e r m s of continued fractior~ [ 1, 3] a n d we t r e a t t h e m using t h e g e n e r a l t h e o r y set up in [3] .
The
W A L K S O V E R A N I N T E G E R I N 2~R V A L
Consider the g r a p h F m whose set of vertices is the integer interval [1.
.rn] and set of edges is:
(1) L e m m a 1: The g e n e r a t i n g f u n c t i o n of the U0,,~,t has the c o n t i n u e d f r a c t i o n expansion:
! --XU
w h e r e the n u m b e r of z 2 in the fraction is equal to rn.
Let V <m> d e n o t e the g e n e r a t i n g f u n c t i o n of p a t h in the g r a p h Fm t h a t do n o t t r a v e r s e the loop a r o u n d (0,0). We find, using t e c h n i q u e s akin to t h o s e of [ t ] and [3] :
v<~>(x'u ) = r~+2(x )-xuF~.1(= )
w h e r e the F m are the FiboTzaccipoly~tornials:
From there, we c a n d e t e r m i n e the quantities U~, for g e n e r a l k; d e c o mposing p a t h s a c c o r d i n g to their last passages at levels O, 1,2, • • • , we find:
V~(x,u) = Uo(X,u)zy<~-'>(z,u)xv<'-2>(x,u) ..-xv<'-~>(x,u) (5)
so t h a t Uk ( x , u ) is e q u a l to:
--xu --x 2 V<m->(x ,u )
--v <~-~>(x,u) v <'n-¢>(x.u) -. -~'~-~ >(x,u).
A f t e r s i m p l i f i c a t i o n s , we o b t a i n : P r o p o s i t i o n l a : The g e n e r a t i n g f u n c t i o n s Uk(x,u ) s a t i s f y :
uk(x,u ) = x k F,~_~+1(x)-xur~_~(~) F~+2(x )-2xur~+l(= )+z2uer~ (x ) (6)
T h e r e is a n o b v i o u s c o n n e c t i o n b e t w e e n F i b o n a c c i p o l y n o m i a l s a n d Tchebycheffpolynomials. C o m p a r i n g t h e i r r e c u r r e n c e r e l a t i o n s s h o w s t h a t :
Fm( 1 1 ~rn-~ sinm ~ E c~ -) = ( 2cos~--~n~ (v) P r o p o s i t i o n I b :
The g e n e r a t i n g f u n c t i o n s Uk(x,u ) s a t i s f y :
U,~ ( -Ee o~T0-,u ) = 2cos~ ------sinL~ ,~__+ i)~ -u sin L~__-I¢ )~ s i n ( m + 2 )~ -2 u s i n ( m + 1)~ + u e s i n m (8)
This l a s t f o r m is n e c e s s a r y in o r d e r to d e t e r m i n e t h e inverse Laplace transform of U~ t h a t will b e r e q u i r e d l a t e r . To p r e p a r e for t h a t t a s k , we c o mp u t e h e r e t h e partial fraction expansion of U k ( x , u ) . F o r c o n v e n i e n c e r e as o n s , we first s e t :
D e f i n i t i o n 1: Let E (~) be a f u n c t i o n of ~, s u c h t h a t : ~ = F ( c o s~) , f o r s o m e s i n~ p o l y n o m i a l F(z). A m u l t i s e t @ of r o o t s of e q u a t i o n E(~)=O is s a i d t~ b e a p r f ncipal set of r o o t s iff t h e m u l t i s e t Z = I c o s~l is t h e m u l t i s e t of r o o t s of P ( z )
e a c h a p p e a r i n g with its m u l t i p l i c i t y . 
P r o p o s i t i o n l c : F o r a fixed u > 0 , a n d m l a r g e e n o u g h , t h e p o l e s of U~(x,u), t a k e n a s a f u n c t i o n of x, a r e all s i m p l e . F u n c t i o n U k a d m i t s t h e p a r t i a l f r a ct i o n d e c o m p o s i t i o n :
c~(~) u~ (x ,u) = -~® (z_ax eos~) ' w h e r e @ is a s e t of p r i n c i p a l r o o t s of e q u a t i o n :
E(~) =-sin(m +2)~-2usin(m +l)~+u2sinm~ = 0
The p r o o f r e l i e s on t h e t r i g o n o m e t r i c a l f o r m of U k. The q u a n t i t y E(~)/sin(~)
r e p r e s e n t s a p o l y n o m i a l of d e g r e e m + l in c o s~ t h a t h a s , f o r g e n e r a l u , r n + l distinct r o o t s . In p a r t i c u l a r , f o r t h e s p e c i a l c a s e w h e n u = l , f o r e v e n m t h e r o o t s of E(~) a r e s i m p l y ~r~÷l a fact to be used in later analyses of the m e t a s t a b l e case.
WALKS IN THE SQUARE
We now c o n s i d e r walks on a s q u a r e lattice. Define A m to be the (multi-) g r a p h whose set of vertices is: where the O k are the exponential g e n e r a t i n g f u n c t i o n s of the n u m b e r s of ldimensional walks:
. t ~t
0~(=,~) = E uk,.,,u -~-T.
Proof: The proof c o r r e s p o n d s to the fact t h a t a 2-dimensional walk in the s q u a r e d e c o m p o s e s into the "shuffle" of two 1-dimensional walks on the line, w h e n c e the r e c u r r e n c e :
Combining Lemma 2 with the r e s u l t of Proposition i c p e r m i t s to e x p r e s s the o r d i n a r y g e n e r a t i n g f u n c t i o n of t h e Qk.1.%,~a:
The o r d i n a r y g e n e r a t i n g f u n c t i o n of the Q~1,~=,n,t is given by:
Q~l.k,(X.u)---~ Qk,.k,.,,.,U'="= Y:. Z_2x(cos(~h)+cos(~2) )
'n, ,$>0 ~t,~#ec~
Proof: F r o m Proposition lc, we see t h a t the exponential g e n e r a t i n g f u n c t i o n O~( z , u ) is:
O~ (=,u) = ~ Ck (~)e ~=°°'"
since, b y inverse Laplace t r a n s f o r m , the e x p o n e n t i a l g e n e r a t i n g f u n c t i o n c o r r e s p o n d i n g to an element ( 1 -a z ) -1 is e x p ( a x ) . Thus, by Lemma 2, Q h a s the expression: and Q is o b t a i n e d by t r a n s f o r m i n g Q by m e a n s of a Laplace t r a n s f o r m : e a c h e l e m e n t exp(flx) in the above e x p r e s s i o n t r a n s f o r m s b a c k to ( l -f i x ) -1. 1
WALKS IN A TRIANGLE AND THE PROBABILITY DISTRIBUTION OF ABSORBING STATES
Andre's reflection principle has b e e n originally developed in c o n n e c t i o n with 1-dimensional walks or ballot sequences.
Definition: A class of walks over the i n t e g e r lattice defined by a set of element a r y steps :E is said to satisfy the reflection principle for a s
t r a i g h t line 4 if the following i s o m o r p h i s m holds, for all p o i n t s A,B:
ParheliA ,B ] ~ Path[ A.Bl / Path n [ s y m & ( A ),B ] , where Path~[X,Y] is the set of p a t h s relating X to Y in n steps, Path~ a d e n o t e s the s u b s e t of those p a t h s t h a t do n o t t o u c h 4, and syma(A) is the s y m m e t r i c a l point of A with r e s p e c t to 4.
The i n t e r e s t of this principle is to r e d u c e the p r o b l e m of e n u m e r a t i n g p a t h s (with set of s t e p s E) t h a t do n o t t o u c h a given line to e n u m e r a t i n g to sets of u n c o n s t r a i n e d paths, usually a simpler c o m b i n a t o r i a l problem. To e n s u r e its applicability, we essentially n e e d t h a t E be closed by s y m m e t r y with r e s p e c t to 4. Indeed, in this case, e a c h p a t h f r o m A t h a t t o u c h e s 4 has a first c o n t a c t step (starting f r o m A), and can be bijectively m a p p e d onto a p a t h relating syma(A ) by reflecting (by s y m m e t r y w.r.t. 4) all the steps until t h a t first c o n t a c t .
Thus the set of walks in the i n t e g e r lattice with set of steps North, South, East, West satisfies the reflection principle for any line parallel to the s e c o n d diagonal passing t h r o u g h one of the lattice points. A s h o r t reflection shows t h a t the principle also applies to the set of walks in the s q u a r e when 4 is the line of e q u a t i o n z +y =rn.
We now define the quantities T~l,kz,~, t when k l + k a < m to be the n u m b e r of walks in the s q u a r e (i.e. the g r a p h Am) of l e n g t h n comprising t loops connecting the origin (0,0) to the point (kl,/c2) t h a t do not t o u c h the line z + y = m . It proves c o n v e n i e n t to extend the definition of the Tk,.k = to the situation where kt+k2=m. In t h a t case, we let T~l,kz.n, t d e n o t e the n u m b e r of walks with terminal point (k 1,k2) which a p a r t from their terminal point do n o t have any point on the diagonal x +y =m.
Such walks are called here triangular walks. F r o m the previous a r g ument, we obtain:
The o r d i n a r y g e n e r a t i n g f u n c t i o n of t r i a n g u l a r walks defined by ,,:,,(x ,u )-q,,,_~,,,,,,_~,(= ,u ) . ~) -q~,,..~,~,(=,,., ) -q~,,~,+~(= ,~) ).
We c a n now derive the probability distribution of a b s o r b i n g s t a t e s u n d e r K n u t h ' s probabilistic model:
L e~ 3: The probability 7rk,,k , of r e a c h i n g the absorbing s t a t e (kl,k2) (with k 1+]c2=m ) is equal to:
,P_~.~/2T, (:__)w2 (qu/2~
Proof: Observe t h a t any p a t h of length n with t loops is f o r m e d with N,S,E, ~'
steps going North, South, East, West respectively, and it has probability: This e x p r e s s i o n , t h o u g h r a t h e r c o m p l i c a t e d , l e n d s i t s e l f to e a s y n u m e r ical e v a l u a t i o n . F u r t h e r m o r e , it c a n be a s y m p t o t i c a l l y a n a l y s e d f o r l a r g e m . The d o m i n a n t c o n t r i b u t i o n c o m e s f r o m s m a l l v a l u e s of J,Jl,J2 in t h e e x p r e s s i o n s of A,B. W e c a n justify, f o r l a r g e m , t h e n a t u r a l s u b s t i t u t i o n s :
t h e n e x t e n d t h e s u m s in C o r o l l a r y 2 to i n d i c e s J,Jl,Ja going to +oo. In t h e p r o c e s s , t h e r e a p p e a r F o u r i e r e x p a n s i o n s of t h e p e r i o d i c c o nt i n u a t i o n of f u n c t i o n ~--x as well as s u m s t h a t c a n be r e d u c e d [10, p. 190] u s i n g t h e F o u r i e r e x p a n s i o n : j sin j r rr sinh a {rr--z_.)_ 
for large m a n expectation w h i c h is O(m 2) a n d it obeys a limiting bivariate t h e t a distribution.
For lack of space, we refrain from giving h e r e the c o m p l e t e expressions of the limiting distribution and the implied c o n s t a n t in t h e O(m 2) result.
T h e o r e m 5: [Waiting Times: C o n t r a c t i n g Case] /n the contracting case 0a <q), the n o r m a l i s e d stopping time:
(p__,~ w;(m) = Wp(m). q) .
K a constant f o r fixed p , has in the limit an e x p o n e n t i a l distribution:
In particular, in the c o n t r a c t i n g case, one e x p e c t s to be able to p r o c e s s a n u m b e r of r e q u e s t of the o r d e r of 0((-~-)'~). P
NUMERICAL ESTIMATES AND FINAL CONCLUSIONS
In o r d e r to a t t a i n n u m e r i c a l l y a c c u r a t e results, we have used the MAPLE symbolic c o m p u t a t i o n s y s t e m to d e t e r m i n e e x a c t r a t i o n a l expressions of stopping probabilities. Figure 3 displays the probability distributions of absorbing s t a t e s for re=E0 when p=O. This provides a c h e c k for the e x a c t e x p r e s s i o n s o b t a i n e d for the metastable case whose convergence to a limit distribution was depicted in Figure  2 . We also notice the flatness of the curves for low values of p (0.5-0.15) which clearly confirms the uniformity of the limiting distribution in the contracting case. As an other example, when rn =32, the probabilities of stopping The s e p a r a t e allocation a l g o r i t h m can be a n a l y s e d in an even simpler way (since it c o r r e s p o n d s to walks in a square, of. Sect. 3). It a p p e a r s f r o m Yao's result.~ t h a t not m u c h difference results in the e x p a n d i n g case when p >q. Notice however t h a t this situation does n o t s e e m to model real-life s i t u a t i o n s too well since t h e n the allocation a l g o r i t h m s steadily p r o g r e s s to a s i t u a t i o n where m e m o r y gets exhausted.
The m e t a s t a b l e and c o n t r a c t i n g models seem more realistic. If p = q = l / 4 , we have seen t h a t the algorithm based on sharing can a c c o m m odate fairly dissymmetrical files. That c o n c l u s i o n is even m o r e t r u e in the cont r a c t i n g case where one can f u r t h e r prove t h a t the sharing a l g o r i t h m will a c c e p t a n u m b e r of r e q u e s t s exponentially larger t h a n the s e p a r a t e allocation algorithm. 
