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A generalization to several variables of tbe Gauss hypergeometric series has been 
given in [13]. Defining generalized hypergeometric oefficients as Schur function 
transforms of this series, we develop here new properties and relations possessed by 
these coefficients. An integral representation of the generalized hypergeometric 
series is developed and application to q-analog series indicated. 0 1988 Academic 
Press, Inc. 
I. BACKGROUND, MOTIVATION, AND RI%UM+ 
The irreducible tensor operators of the unitary symmetry group 
SU(3)-objects of fundamental importance in both physics and mathe- 
matics-have been shown in [7] to be uniquely determined from their 
characteristic null space, which in turn is defined [7, 81 by polynomial 
invariants denoted by G& q E N, t = 1,2,. . . , q. The explicit determination 
of this set of polynomutls, {Gi}, is a major step toward the goal of 
obtaining algebraic expressions for all SU(3) tensor operators and their 
associated invariant structures. 
We have proved [8] that the polynomials Gi are themselves uniquely 
determined by their normalization, total degree, symmetries, and certain 
SU(3) weight space patterns of zeros, but their explicit form, as polynomi- 
als, has yet to be determined. A conjecture for this explicit form, has, 
however, been given [6, 81 and the two sets of polynomials, { Gi} and the 
conjectured set, would be identical if the so-called transpositional symmetry 
(cf. Section V below) of the latter could be proved. The study of the 
symmetry properties of the Gi turned out to be most easily formulated in 
terms of a generalization [13] of the Gauss hypergeometric series or, 
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equivalently, of the associated (generalized) hypergeometric oefficients. 
Although these generalized functions (and/or coefficients) could be dis- 
cussed in their own right, independently of origin or motivation, we have 
found that the motivational background, especially the polynomials G$ are 
very helpful in suggesting properties and identities to be investigated. 
This paper presents some new properties of the generalized Gauss 
hypergeometric functions $Fr(a, b; c; z), of which the most important, is 
an integral representation, generalizing the familiar Euler relation for the 
Gauss function. We also give some q-series [l] relations, primarily for the 
purpose of illustrating how the present subject relates to classic results. 
Nonetheless a major purpose of this paper is to derive several basic 
properties (Sections II and IV) of the coefficients (,.Fr(u, b; c; )]p) that are 
relevant to the polynomials Gi. 
Let us recall the principal results, proved in [13], for the generalized 
hypergeometric series. 
The generalized hypergeometric coefficient, denoted by (&(a, b; c)jp), 
just as for the Gauss coefficient, depends on three complex parameters 
(a, b, c), but in addition depends on a partition or. = (pr, pL2,. . , pLI), 
reducing for t = 1 to the usual case. The precise delmition is 
($%(a, b; c)W = M-‘(P)~~~ b - s + l),(b - s + 1),&c - s + l)Bs 
s + l),@ - s + lb, 
(c-s++) ’ 
P, P, 
whereu,b,cEC(c#t-l,t-2 ,..., 0,-L-2 ,... )and 
dimp = n(/.~~- pL, + s - r)/1!2!...(t - l)!, 
T<S 
(1.2) 
M(p) = (dimp)-1 sfir(p, + t - s)!/(s - l)!. (1.3) 
(The reason for giving M(p) a separate definition is that it has an 
interesting interpretation [4] in terms of Young tableaux.) 
In these relations and throughout (x), = X(X + 1). . . (x + a - l), each 
a E N with (x)a = 1. 
The generalized hypergeometric series, denoted by *Fr(u, b; c; z), is 
defined by 
,&(u, b; c; z) = &%(a, b; c)l~)e,(z). 
P 
O-4) 
Here e,(z) with z = (z,, z2,. . . , z,) denotes [18] the Schur function (de- 
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noted by (p]z) in [13]) defined by 
where (Y = (ai,. . . , a,) is a weight of the partition p. Equivalently, (Y is the 
content of a Young frame p “filled in” with 1,2,. . . , t according to the usual 
rules for a standard tableau. The summation in Eq. (1.5) is over all weights 
OL of p, including repetitions. 
The summation in Eq. (1.4) is over all partitions p having t parts, 
including zeros. It is well known [15] that in the theory of symmetric 
functions the number of variables is usually irrelevant, provided it is large 
enough. Thus, for z = (zi, zz, . . . ) (denumerably infinite number of vari- 
ables), the summation in Eq. (1.4) is over all partitions I-L. Unless otherwise 
noted, we generally consider in this paper that the number of variables is t 
in number and summations over partitions are over those having t or less 
nonzero parts. 
For t = 1, we have M(p) = p!, (#i(u, b; c)lp) = (u),(b),/(c),p!, 
and e,(z) = z“. Thus, definition (1.4) reduces to the Gauss hypergeometric 
series for t = 1. We refer to the symbol #rr(u, b; c; z) as denoting a 
generalized hypergeometric series or equivalently as a generalized Gauss 
series. 
The two main results proved in [13] are the following theorem and 
corollary: 
THEOREM. The generalized Gauss series obeys the Euler identity: 
,cFl(u, b; c; z),.FI(c - a - b, b; b; z) =,SI(c - u, c - b; c; z). (1.6) 
An immediate consequence of this theorem is 
COROLLARY. The coejkients &FI(u, b; c)Ip) satisfy the generalized 
Suulschiitz identity, 
~gh~%%b~ b; c)IPK~(c - a - by b; bb) 
= (2.Sl(c - a, c - b; c)lX). (1.7) 
The corollary is an easy consequence of the Euler identity and the 
multiplicative property of Schur functions, 
e,(z) e,(z) = CdcL4 44, (l-8) 
A 
where g(pyX) denotes the number of times the irreducible representation X 
of the general linear group GL(t) is contained in the direct product 
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representation CL X Y. The nonnegative integers g(pvX) are also called 
Littlewood-Richardson umbers. 
For t = 1, we have g(pvh) = iJP+V,x, and Eq. (1.7) reduces to the 
Saalschtitz identity [3] 
c (a),@)dc-a-b), = (c-a),(c-b), 
T,$ (CM s! (C)J! * 
(1.9) 
r+s=t 
Relation (1.7) is referred to as the generalized Saalschiitz identity. 
The Littlewood-Richardson numbers occur, not only in the Saalschtitz 
identity (1.7), but throughout the various new relations given here. These 
numbers have been studied extensively by many authors (see, for example, 
Macdonald [15]), and their role and properties in the context of tensor 
operators has been given in [14] and by Baclawski [2]. 
The g(pLvX) may be regarded as “tableau-defined quantities.” Two 
significant relations between the g(pvX) and two other such tableau- 
defined quantities are [14] 
where 
K(h, a) = number of Gel’fand patterns that have irrep label X and 
weight CY = number of standard tableaux of shape X and content (Y. 
K,(A - CL, a) = number of (A, p)-patterns, or standard skew tableaux 
of shape h - EL, that have weight (Y. 
g(pvX) = number of (A, CL)-patterns, or standard skew tableaux of 
shape X - p, that have weight B such that 1’12’2.. t”’ is a lattice permuta- 
tion. 
In these quantities, S, denotes the symmetric group (here the group of 
permutations of 1,2,. . . , t), 7~ an element of S,, E, the signature of ?T, X 0 7~ 
the t-tuple obtained from the partition X = (A,, A,, . . . , A,) by the rule 
A oIr=(X,-Ir,+1,h,-Ir,+2 )..., A,-lr,+t), 
i 
1 2 .** t 
77= 7r1 IT2 *. . IT, I3 
and ~1 k N denotes a partition p of N = &ai. The relationships of Gel’fand 
patterns and (A, p) Gel’fand patterns to standard Young tableau and 
standard skew-tableau, respectively, are given in [14]. The (A, p)-patterns 
are generalizations of Gel’fand patterns, the latter being used extensively 
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for a detailed description of the irreducible representations of the unitary 
groups. 
One additional classic result we require is due to Littlewood [12] and 
expresses the identity: 
(1.12) 
This relation may be taken as the definition of the generalized hypergeo- 
metric series iSO(a; z); that is, 
ls&z; z) = fJ (1 - zy. 
s=l 
(1.13) 
This function then satisfies the addition rule 
l9o(a; z),SO(b; z) =lSO(u + b; z). (1.14) 
Equation (1.13) may be expressed as a formal series, using Eq. (1.4) in the 
form 
(1.15) 
where the coefficients are obtained from Eq. (1.1) by setting b = c: 
f (u - s + l),* 
G%(4lPEL) = ww)srj (r _ s + 1) . 
P, 
(1.16) 
For each 
m E {0,1,2 )...) t}, (1.17a) 
these coefficients reduce to 
G%(mh) = didEz,> pz,. . . id. (1.17b) 
Remarks. (a) The coefficients (iSO(u)]A) may also be expressed in 
terms of the hook-lengths of A: 
(1.18a) 
where the hook-length (i, i) of h at (i, j) E X is defined by 
h(i,j)=Xi+A>-i-j+l, (1.18b) 
in which A’ is the conjugate of h (see Macdonald [15, p. 28, Ex. 41). 
(b) Littlewood’s Theorem V [12, p. 1031 and the S-function of (1 - x)-” 
[12, p. 1261 together give Eq. (1.15) for each nonnegative integer m. Thus 
(,SO(u)]X) is the S-function of (1 - x)--(l. It is curious that neither 
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Littlewood nor Macdonald give relation (2.6) below. 
II. NEW RELATIONS 
The Euler identity may be used repeatedly to obtain 
,.Fl(c - a, c - b; c; z),S$(c’ - a’, c’ - b’; c’; z) . . . 
= (,Sl(a, b; c; z),Sl(a’, b’; c’; z) . . . ) 
X,2?$o(c - a - b + c’ - a’ - b’ + ... ;z), (2-l) 
where we have used the addition rule (1.14). For two factors in the 
left-hand side of relation (2.1), we expand each function in the equation in 
terms of Schur functions (Eqs. (1.4) and (1.15)), use the multiplicative rule 
(1.8) for these functions, and equate the coefficients of the Schur function 
on both sides of the resulting equation. This yields the following identity 
between coefficients: 
p4wl(c - a, c - b; c)~p)(gFl(c’ - a’, c’ - b’; c)jv) 
= $dw%9F1(a. b; c)I~)&dw)GTb’, b’; c’h> 
“I( 
X(lPo(c - a - b + c’ - a’ - b’)lK). (2.2) 
In obtaining this relation, we have also used the following identity, which is 
a consequence of the associative law for multiplication of three Schur 
functions: 
&h’P)dPK~) = &dW’)dPCL~)- (2.3) 
P P 
Three special cases of the general relation (2.2) are of particular interest: 
(i) c - a - b + c’ - a’ - b’ = 0 (generalized Bailey identity): 
~g(pvX)&Fl(c - a, c - b; c)~~)(~~~(c’ - a’, c’ - b’; c’)Iv) 
P 
= $z(pvX)(,sF,(o, b; c)l~)(z3(a’T b’; c’)lv>; (2.4) 
(ii) a’ = c - a - b, b’ = c’ (generalized Saalschtitz identity): 
~g(pYX)L~(a, b; c)l~L>G%(c - a - b)lp) 
= (gFl(c - a, c - b; c)lX); (2.5) 
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(iii) b = b’ = 0, x = c - a, y = c’ - a’ (generalized binomial iden- 
tity): 
cg(~~~)(l%(~)III.>(l%~Y~l~) = (1%(x + Y)W (2.6) 
P 
Relation (2.4) is called a generalized Bailey identity because for t = 1, we 
have 
c (&(a, b; c)l~)(~~(~‘, b’; c’b) 
p+v=x 
= (ah@), a’, b’,l - c - A, -A; 
W)A c’,l-u-X,1-b-X 
= Wdb’h 
F 
a, b,l - c’ - A, -A; 
X!(C’)A 4 3 c,l-a’-X,1-b’-X (2.7) 
in which c - a - b + c’ - a’ - b’ = 0. The identity between the two 4F3 
hypergeometric series (of unit argument) is the reversal identity (reverse the 
order of terms in the finite series expression). Using (2.7) in the identity 
(2.4) for t = 1 now gives Bailey’s identity (see p. 56 of [3]). 
Relation (2.5) is our earlier result, Eq. (1.7). Relation (2.6) reduces to the 
binomial addition rule for t = 1, 
hence the designation of (2.6) as a generalized binomial identity. (It can also 
be derived directly from Eqs. (1.14), (1.15), and (1.8).) 
Relations (2.4)-(2.6) all have direct applications in the determination of 
properties of the polynomials G$ as carried out in Section V. 
Shukla [17] has given a pFq generalization of #i and derived certain of 
their properties. In particular, he independently found the generalized 
Bailey identity. 
III. AN INTEGRAL REPRESENTATION FOR THE GENERALIZED 
HYPERGEOMETRIC FUNCTION 
Kadell [lo, 111 has given a class of generalizations of the Selberg [16] 
integral. The k = 1 member of this class contains the Schur function in the 
integrand, and Kadell has evaluated this integral. His result may be 
454 BIEDENHARN AND LOUCK 
expressed in terms of the ( *SI( a, b; c) 1 A) coefficients as 
I ldul...du, [ fiu,b-‘(1 - U,)C-b-l 1 44 D’(u) 0 s=l 
x(,9&, b + t - 1; c + 2t - 2)/h), 
where D(u) is the Vandermonde determinant 
w4 = I-I (%- 4). 
1sr<ssr 
The parameters b, c E 4: are to satisfy Re b > 0, Re(c - b) > 0. 
Multiplying Eq. (3.1) by the factor 
(3.1) 
(3.2) 
fi (CZ -s-t l)~,/(t - s + 1)x, = (dimX)-1(,90(a)JX), 
s=l 
and shifting b and c appropriately gives the general expression for the 
coefficients (,SI(a, b; c)lX): 
&%(a, b; c)lV = n 
r(b - s + l)r(c - b - s + 1) 
s=l s!Iyc - s + 1) 
X 
J 
ldu,. . . du, fi $‘(l - U,)c-b-t 
0 [ s-1 1 
X (dim X)-l(lSO( 0)1X) eh( u) D2( u). (3.3) 
Using this result and IQ. (1.4), we have demonstrated 
THEOREM 3.1. An integral representation of the generalized Gauss hyper- 
geometric function is given by the relation: 
26(a, 6; c; z) 
X 
/ 
‘du,...du, Ifiut-‘(1 - u,)~-~-~ K,( u; z) D2( u), (3.4a) 
0 S-=1 I 
where K,( u; z) is dejined by 
K,(u; z) = C(dim A)-l(l.%(a)lX) e*(U) ex(Z>. (3.4b) 
x 
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The parameters a, b, c, E C are to satisfy Re a > t - 1, Re b > t - 1, 
Re(c - b) > t - 1. 
The right-hand side of Eq. (3.4b) can be summed for the following 
special cases: 
K,(u; 4 = C 44 44 = jil 0 - vY, (3Sa) 
x 
qu,; 4 = (1 - UIZJO, (3.5b) 
K,(u; 1’) = K,(l’; u) =19$(a; u). (3.5c) 
We have not obtained an explicit summation for (3.4b) in the general case. 
Remarks. (a) Using Pochhammer type generalizations of the integrals 
in (3.4) allows one to speak of the generalized hypergeometric function now, 
extending the meaning of the function outside the region of convergence of 
the series definition. 
(b) For completeness, we give the general integral evaluated by 
Selberg, 
J ‘du,.. 0 . du, ju:‘(l - u,)‘-’ \D(u)~~” [ I 
r 
= $5 
I-(x + (s - 1)z)Iyy + (s - l)z)IY(sz + 1) 
r(x +y + (t +s - 2)2)r(z + 1) . (3.6) 
where Re z > - max(l/t, Re(x/(t - l)), Re(y/(t - 1))) Re y > 0, 
Rex > 0. 
(c) A general theory of hypergeometric functions of several variables 
has recently been initiated by Gel’fand [9] based on the recognition that the 
natural domain of the generalized hypergeometric function is a certain line 
bundle over a Grassmann manifold. This work points toward an important 
connection between the general theory of hypergeometric functions and 
integral geometry. 
IV. RELATION To Sohm CLASSIC RESULTS 
That the function iFO( a; z) and the coefficients (iFO( a) (CL) both have 
application to q-series is evident from Eq. (1.13). We need only specialize 
the variables zi, z2,. . . , z, in various ways, and use the fact that the Schur 
functions e,,(z) are homogeneous polynomials of degree pi + p2 + . . . + pt. 
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This leads, for example, to two quite general results (Eqs. (4.1) and (4.2)) 
for q-series, as we next describe. (These relations can also be obtained by 
combining results given in Littlewood [12, Chap. VII, Theorem V, p. 1031. 
Our purpose in giving these relations here is to place them in the context of 
generalized hypergeometric functions.) 
Set z, = qs in Eqs. (1.13) and (1.15). This gives 
1 
I 
$1 - qS)” = xdim$ c jqp, (y)q4+2++ “. +f% 
P’ CxE W’(P) 
= c Ash”, (4.la) 
(4.lb) 
for all 
m E {1,2 ,..., t}, (4.lc) 
where ~1’ = (pi, p,, . . . CL,,,), p = (p’,O,. . . ,O) (t - m zeros), and 
W ‘( IL) = set of weights of partition ~1 
= set of distinct contents of a standard Young tableau of 
shape CL, (4.ld) 
A’(n) = {(q,(~~,...ct~) E N’Iq + 2a, + ..- +ta, = n}, (4.le) 
B’b, CL) = A’(n) n W’(P), (4.lf) 
kf, = n - [n/t], where [n/t] is the integer part of n/t. (4.lg) 
Set z, = xq”-’ in Eqs. (1.13) and (1.15). This gives 
1 
I 
j,, - xqs-1)” = E p$z; q)Y, (4.2a) 
p-0 
p$; q) = c (l~o(a)~/I) c I$, a)qa2+2=3+ ..’ +cf--ljaf. 
!Jhn crEW’(P) 
(4.2b) 
The coefficients pi(n) (Eq. (4.lb)) are well defined for t ---) cc (the 
summations in Eq. (4.lb) are ah finite); p,“(n) is then the number of 
partitions of n, using m different “colors” for the integers. For example, 
p?(3) is 10 as given by 3,3 *, 2 + 1, 2* + 1*, 2* + 1, 2 + 1*, 1 + 1 + 1, 
l* + 1 + 1, l* + l* + 1, l* + l* + l*. In particular, p?(n) = p(n) is the 
number of partitions of n. 
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The functions ~:(a; q) (Eq. (4.2b)) are for a = 1, the Gaussian poly- 
nomials 
p;(l; q) = [ n ] - t+n-1 - c q%+h+ ". +(t-l)*f. (4.3) 
UENI a,+ ” +a,=n 
V. THE S., SYMMETRY OF A,, 
The study of the polynomials G$ as mentioned in Section I, furnished the 
original impetus to introduce the generalized hypergeometric coefficients. In 
particular, the symmetry of the Gi under transposition (see below) hinges 
on a very special combination of generalized coefficients, designated as A,, 
which we now define. 
For each partition X = (Xi, A,, . . . , X,) we define the following function 
A, with domain (a, b, c, d, e) E R5: 
A,(;‘bpdye) = j(u+b + c - s + l)h,(c + d + e - s + l)*, 
x &ddL%b, b; a + b + ch-0 
L(29t;(c + d, c + e; c + d + e)lY). (5.1) 
Since A, is easily seen to be a polynomial of (total) degree 3(h, + . . . +A,) 
in a, b, c, d, e, these variables can actually be considered to be inde- 
terminates. A basic property of this polynomial is 
THEOREM 5.1. The polynomial A, is symmetric in the four variables 
a, b, d, e for all partitions X (t = 1,2, . . . ). 
We will give the full proof of Theorem 5.1 in a subsequent paper. It turns 
out that the proof is difficult and uses methods quite foreign to those that 
are readily associated with the generalized Gauss hypergeometric function. 
It is useful, however, to discuss the properties of the polynomials A, in 
terms of the hypergeometric oefficients ince this is their natural form of 
expression. It is also hoped that a more elegant proof of Theorem 5.1 based 
on as yet unknown properties of the hypergeometric function might be 
forthcoming. 
It is convenient to describe the symmetries of A, in the variables 
(a, b, c, d, e) both in the terminology of linear substitutions and that of 
operations on a 3 x 3 array, since it is the latter description that is used for 
the original polynomial Gi. Thus, we make the following correspondence 
between points (a, b, c, d, e) E R5 and square arrays with “magic square 
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number” c: 
-a-b-c-d-e b+c+d a+c+e 
(a, b, c, d, e) * c+d+e -d -e . 
a+b+c -b I 
-a (5.2) 
It is easy to see that the set of 3 x 3 “magic squares” with real entries is 
one-to-one with the points of Rs. The magic square variable c is dis- 
tinguished in the notation (5.1) for the values of A, because it is not 
“equivalent” to a, b, d, or e in the sense of the magic square. 
We have the following correspondence between operations on the array 
(5.2) and linear substitutions of the variables (a, b, c, d, e): 
(i) column 2 and column 3 interchange (C,,): 
a + b, b --, a, c + c, d + e, e + d; 
(ii) row 2 and row 3 interchange (R,,): 
a + e, b --) d, c + c, d + b, e + a; 
(iii) transposition T: 
a * a, b + e, c + c, d --j d, e + b. 
Let us now determine which of the transformations (i)-(iii) are symme- 
tries of A,. We find 
(i) C,, symmetry is obviously valid; 
(ii) R,, symmetry is implied by the generalized Bailey identity, Eq. 
(2.4); 
(iii) Transpositional symmetry T is not obvious, and requires proof. 
Since the three permutations of (a, 6, d, e) corresponding to Cz3, R,,, 
and T generate S,, the group of all permutations of (a, b, d, e), we find 
that: to prove Theorem 5.1, we must prove the transpositional symmetry T, 
which is b t, e. 
There is another symmetry of A, that is easy to prove: 
(iv) Reversal symmetry R: 
a-+d+c,b+e+c,c-, -c,d-+a+c,e+b+c. 
This result follows easily from Eq. (5.1) and the property g(pCLvh) = g(VpA) 
of the Littlewood-Richardson numbers. For t = 1, this symmetry corre- 
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sponds to the reversal property (2.7) of the 4F3 Saalschtitzian series (see Eq. 
(5.3) below). 
It is useful to consider in detail the symmetries of the polynomial A, in 
the case t = 1, that is, for X = A, = n E N. Here it is known that the 
theorem is true and is implied by the known properties of the 4F3 hyper- 
geometric series (see Eq. (5.3) below). 
For t = 1 and A, = n E N, the polynomial A, is given in terms of the 
4F3 hypergeometric series by Eq. (2.7): 
An ( 
a, b, d, e 
C ) 
= [(a + b + c),(c + d),(c + e)Jn!] 
x44 i 
a, b, l-c-d-e-n, -n; 
a+b+c, l-c-d-n, l-c-e-n 
= [(a + b + c),(a + c + d),(a + c + e)./n!] 
x44 i 
a, a + c, a+b+d+e+2c+n-1, -n; 
a+b+c, a+c+d, a+c+e 
= (n!)-‘P,,(12; a + S, b + 5, d + 3, e + {), (5.3) 
where 3 = c/2. The intermediate relation in (5.3) is Bailey’s identity. The 
notation P, and the variable l were introduced by Wilson [19] in his study 
of orthogonal polynomials (related to Racah coefficients): 
Pn(S2; a’, b’, d’, e’) 
= (a’ + b’)“(a’ + d’),(a’ + e’), 
x,F, 
a’ - 3, a’ + l, a’ + b’ + c’ + d’ + n - 1, -n; 
a’ + b’, a’ + d’, a’ + e’ 
(5.4) 
The relation between parameters in Eqs. (5.3) and (5.4) is 
a = a’ - {, b = b’ - {, d = d’ - 3, e = e’ - 5 (5.5) 
with c = 23. Wilson has pointed out the symmetry of the polynomials P,, 
under permutations of a’, b’, d’, e’ and under 5 + -5. This corresponds 
to the symmetry of A,, under permutations of a, b, d, e and under the 
reversal transformation (iv) above. We give the proof of Wilson’s result 
below, which implies Theorem 5.1 for t = 1. 
The polynomials A, actually possess a much larger group of symmetries 
than the group H obtained by adjoining the reversal transformation (iv) to 
S, (the group H is identifkd below). The larger invariance group is most 
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conveniently described [5] in terms of six variables (x, y, z, U, u, w) that 
satisfy the Saalschiitz condition. 
x+y+z+u+u+w+n-l=O. (5.6a) 
It is proved in [5] that the polynomial Q, defined by 
Q,(x, Y, z, u, u, w) 
= (x + y + z + 24),(x + y + z + U)“(X + y + z + W)” 
xJ3 
Y + 2, z + x, x +y, -n; 
x+y+z+u, x+y+z+u, x+y+z+w 
(5.6b) 
is invariant under all 6! permutations of its variables for each n E N. 
Observe that condition (5.6a) is also invariant. Thus, the symmetric group S, 
is an invariance group of the Saalschiitzian polynomials Q,, n E .N. 
Let us next relate the S, symmetry of the polynomial Q, in the variables 
(x, y, z, U, u, w) to the symmetries of A, in the variables (a, b, c, d, e). The 
independent variables (a, b, c, d, e) may be expressed in terms of the 
Saalschtitzian variables (x, y, z, U, u, w) by 
a=y+z, d=y+u, 
b=y+u, f?=y+w, 
c=x-y. 
Then 
(5.7a) 
(5.7b) 
The invariance of Q, under all permutations of (z, u, u, w) now implies 
that of A,, under all permutations of (a, 6, d, e). This result proves 
Theorem 5.1 for t = 1. Also the invariance of Q, under simultaneous 
transpositions x t) y, z +B u, u * w implies the invariance of A, under the 
reversal transformation (iv) above. 
Let S, denote the group of permutations of (z, u, u, w) so that this 
S, c S, leaves x and y fixed. Define the permutation p E S, by 
! 
xyzuuw 
P’ 1 yxuwzu a 
(5.8a) 
It is straightforward to prove that the subgroup H c S, generated by S, 
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and p is the 4%element group 
H = (S4, S,P = PM. (5.8b) 
The isomorphic matrix group M P H of transformations 
(a, b, d, e, c) 5 (a’, b’, d’, e’, c’), mEM (5.9) 
is easily identified to be the 4%element group of 5 x 5 matrices given by 
M = { P4,lY p4,1r = rp4.1). (5 .lOa) 
Here P4,1 denotes the group of 5 X 5 permutation matrices defined by 
(5 .lOb) 
where P4 is the group of 4 X 4 permutation matrices. The reversal matrix r 
is given by 
r= 
so that 
0010 1 
0001 1 
1000 1 
0100 1 
0 0 0 0 -1 
(5.1oc) 
(5.10d) 
where (Y is the column vector (Y = col(1, 1, 1, 1) with the property P’CI = a, 
each p’ E P4. 
The significance of the isomorphic groups H z A4 for the general poly- 
nomial A, is clear from the general validity of the reversal transformation 
(iv), which implies 
THEOREM 5.2. The S, symmetry of A, given in Theorem 5.1 implies that 
M is an invariance group of A,. 
There are symmetries of the polynomials A, (t = 1) other than those 
belonging to the group M, but it is not known if they generalize to A,. For 
completeness, let us note some of these additional symmetries. 
Elimination of any one of the variables x, y, z, U, v, w from Eqs. (5.7a) 
by using condition (5.6a) yields an invertible transformation in R5. Thus, 
each of the groups of transformations of (a, b, c, d, e) corresponding to 
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the 5! permutations of any 5 of the 6 variables (x, y, z, U, u, w), the 6th 
variable being defined by Eq. (5.6a) in terms of the other 5, is isomorphic to 
S,. The polynomial A, is then invariant under the corresponding roup of 
transformations of (a, b, c, d, e). None of these groups, 6 in number and 
each isomorphic to S,, hence, to one another, contains the reversal transfor- 
mation (iv) because no letter x, y, z, U, u, w is left unchanged by this 
transformation. 
Let us next examine several properties of the polynomials A, that 
support Theorem 5.1. 
We have already noted that Theorem 5.1 is implied by the transpositional 
symmetry b t) e of A,. Thus, it is equivalent o prove the identity 
(5.11) 
where each of these symbols is defined by Eq. (5.1). There are two 
properties of relation (5.11) that can be easily verified to be correct. 
LEMMA 5.1. Relation (5.11) is true if at least one of the conditions a = 0, 
e=O,c= -b,c= -d,orc= -eholak. 
Proof: If any of the stated conditions holds, relation (5.11), that is, the 
corresponding identity between the right-hand sides of Eq. (5.1) is either 
trivial (a = 0 or c = -d) or is implied by the Saalschtitz relation (2.5) 
(d = 0 or c = -a). 0 
LEMMA 5.2. The coeficient of (ad) ‘I+ “’ +‘I is the same in both sides of 
Eq. (5.11) for all (b, c, e) E R3. 
Proof The coefficients of (ad)“’ ‘.’ +‘t, respectively, in the left- and 
right-hand sides of Eq. (5.11) are 
cg(~~h)(l~(b)lP>(~~(c + +J>~ 
~g(~~h)~~%(e),~~~~~‘,() + WY 
each of which is equal to (lFO(b + c + e)(X by the sum rule, Eq. (2.6). 0 
VI. CONCLUDING REMARKS 
We have been unable to prove the symmetry (5.11) of the polynomials A, 
for general partition h by appealing directly to properties of the generalized 
hypergeometric oefficients (+Fl(a, b; c)lp). The basic difficulty is that we 
thus far have obtained identities between these coefficients by only using 
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the Euler identity for the underlying generalized hypergeometric functions. 
This approach always leads (see Eq. (2.2)) to relations in which the 
denominator parameters c, c’, c”, . . . occurring in the sequence of 
(,Pi( . * - )I - ) factors is the same on both sides of an equality. The 
structure of relation (5.11) is not of this form, as seen from Eq. (5.1). It 
appears that a proof of Eq. (5.11) along these lines requires additional 
properties of the generalized hypergeometric series going beyond the Euler 
identity. 
We will prove Eq. (5.11) in a subsequent paper by very different methods. 
The principal contribution of this paper has been to give the explicit 
properties of the generalized hypergeometric oefficients that are required 
to prove the desired symmetries of the SU(3) denominator function Gl and 
to give their integral representation as well as that of the associated 
function. A by-product of these investigations has been the discovery of 
some elegant properties of the iFs(a; z) generalized hypergeometric func- 
tions and their relation to some classic results in q-series. 
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