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Abstract In this work, we tackle the problem of car
license plate detection and recognition in natural scene
images. Inspired by the success of deep neural networks
(DNNs) in various vision applications, here we leverage
DNNs to learn high-level features in a cascade frame-
work, which lead to improved performance on both de-
tection and recognition.
Firstly, we train a 37-class convolutional neural net-
work (CNN) to detect all characters in an image, which
results in a high recall, compared with conventional ap-
proaches such as training a binary text/non-text clas-
sifier. False positives are then eliminated by the sec-
ond plate/non-plate CNN classifier. Bounding box re-
finement is then carried out based on the edge infor-
mation of the license plates, in order to improve the
intersection-over-union (IoU) ratio. The proposed cas-
cade framework extracts license plates effectively with
both high recall and precision. Last, we propose to
recognize the license characters as a sequence labelling
problem. A recurrent neural network (RNN) with long
short-term memory (LSTM) is trained to recognize the
sequential features extracted from the whole license plate
via CNNs. The main advantage of this approach is that
it is segmentation free. By exploring context informa-
tion and avoiding errors caused by segmentation, the
RNN method performs better than a baseline method of
combining segmentation and deep CNN classification;
and achieves state-of-the-art recognition accuracy.
The authors are with School of Computer Science, The
University of Adelaide, Australia; and Australian Centre for
Robotic Vision. Correspondence should be addressed to C.
Shen (email: chunhua.shen@adelaide.edu.au).
Keywords Car plate detection and recognition,
Convolutional neural networks, Recurrent neural
networks, LSTM.
1 Introduction
With the recent advances in intelligent transportation
systems, automatic car license plate detection and recog-
nition (LPDR) has attracted considerable research in-
terests. It has a variety of potential applications, such
as in security and traffic control. Much work has been
done on the topic of LPDR.
However, most of the existing algorithms work well
only under controlled conditions. For instance, some
systems require sophisticated hardware to capture high-
quality images, and others demand vehicles to slowly
pass a fixed access gate or even at a full stop. It is still a
challenging task to detect license plate and recognize its
characters accurately in an open environment. The diffi-
culty lies in the extreme diversity of character patterns,
such as different sizes, fonts and colors across nations,
character distortion caused by capturing viewpoint, and
low-quality images caused by uneven lighting, occlusion
or blurring. The highly complicated background makes
the problem even intricate, especially the general text in
shop boards, text-like outliers like windows, guardrail,
bricks, which often lead to false alarms in detection.
A complete LPDR system is typically divided into
two subsequent components: detection and recognition.
Plate detection means to localize the license plate and
generate suitable bounding boxes, while plate recogni-
tion aims to identify the characters depicted within the
bounding boxes.
Previous work on license plate detection usually re-
lies on some handcrafted image features that capture
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Fig. 1 The overall framework of the proposed car license plate detection and recognition method. Here the license plate
recognition part shows two independent methods: the first one is the baseline (segmentation based) and the bottom one is the
LSTM based approach.
certain morphological, color or textural attributes of
the license plate [1,2]. These features can be sensitive
to image noises, and may result in many false positives
under complex backgrounds or under different illumi-
nation conditions. In this paper, we tackle those prob-
lems by leveraging the high capability of convolutional
neural networks (CNNs). CNNs have demonstrated im-
pressive performance on various tasks including image
classification, object detection, semantic segmentation,
etc. [3]. A CNN consists of multiple layers of neurons,
which can learn high-level features efficiently from a
large amount of labeled training data. In our LPDR
system, we view license plates as strings of text. A cas-
cade framework is proposed which examines the im-
age for the presence of text firstly, and then reject text
that is not license plates. Both stages use CNN classi-
fiers that show high discriminative ability and strong
robustness against complicated backgrounds. As for li-
cense plate recognition, we present two methods. The
first one serves as a baseline, which segments the char-
acters from the detected license plate beforehand, and
recognizes each character using CNNs.
More importantly, for the second method, we pro-
pose to recognize the license characters as a sequence
labelling problem. The car plate image is viewed as an
unsegmented sequence. CNNs are used to extract im-
age features. A recurrent neural network (RNN) with
connectionist temporal classification (CTC) [4] as the
output layer is employed to label the sequential data.
With this method, we do not need to deal with the
challenging character segmentation task. The recurrent
property of RNNs also helps to exploit the context in-
formation and improve the recognition performance.
The overall framework of our LPDR system is shown
in Fig. 1, including both recognition approaches. Thus
the main contributions of this work are as follows.
– We propose a cascade framework that uses differ-
ent CNN classifiers for different purpose. To begin
with, a 4-layer 37-class (10 digits, 26 uppercase let-
ters plus the negative non-character category) CNN
classifier is employed in a sliding-window fashion
across the entire image to detect the presence of text
and generate a text saliency map. Text-like regions
are extracted based on the clustering nature of char-
acters. Then another 4-layer plate/non-plate CNN
classifier is adopted to reject false positives and dis-
tinguish license plates from general text. With this
framework, our system can detect license plates in
complicated backgrounds with high recall and pre-
cision. Moreover, it can be used to detect license
plates of different styles (e.g., from different coun-
tries), regardless of different plate colors, fonts or
sizes.
– We train another 9-layer CNN classifier for the second-
stage character recognition. The deeper CNN archi-
tecture possesses much stronger representation abil-
ity, and can improve the recognition performance
significantly. In addition, we add local binary pat-
tern (LBP) features into the CNN input, on top
of the original gray-scale channel, and fine-tune the
9-layer CNN model. Experimental results show en-
hanced classification performance with the additional
LBP feature channels. The final character recogni-
tion combines the prediction results of the two CNN
classifiers, which leads to improved results.
– In order to overcome the difficulty in character seg-
mentation, we develop a deep recurrent model which
can read all characters of a license plate directly. To
Reading Car License Plates Using Deep Convolutional Neural Networks and LSTMs 3
the best of our knowledge, this is the first work that
recognizes license plates without character segmen-
tation. The whole license plate is firstly converted
into a sequential feature without pre-segmentation.
Here We concatenate different levels of features ex-
tracted from the 9-layer CNN model, which com-
bines both the local and global information. A bidi-
rectional recurrent neural network (BRNN) model
with long short-term memory (LSTM) is employed
to recognize the feature sequence. CTC was applied
on the output of RNN to decode the character string
in the plate. This approach takes advantage of both
deep CNNs for feature learning and RNNs for se-
quence labelling, and results in appealing perfor-
mance.
The rest of paper is organized as follows. Section 2
gives a brief discussion on related work. Section 3 de-
scribes the details of license plate detection, and Section
4 presents the two methods on license plate recogni-
tion. Experimental verifications are followed in Section
5, and conclusions drawn in Section 6.
2 Related work
In this section, we would like to give a brief introduc-
tion about previous work on license plate detection and
recognition. The related work on CNNs and RNNs will
also be discussed shortly.
2.0.1 License Plate Detection:
License plate detection investigates an input image and
outputs potential license plate bounding boxes. Although
plenty of plate detection algorithms have been proposed
during the past years, it is still an challenging problem
to detect license plates accurately in the wild from ar-
bitrary capturing viewpoint, with partial occlusion or
with multiple instances. The existing algorithms can
be roughly classified into four categories [1,5,6]: edge-
based, color-based, texture-based, and character-based.
Edge-based approaches try to find regions with higher
edge density than elsewhere in the image as license
plates. Considering the property that the brightness
change in license plate region is more remarkable and
more frequent than elsewhere, methods [7,8,9,10,11]
use edge detector combining with some morphological
operations to find the rectangles which are regarded as
candidated license plate. In [12], a license plate localiza-
tion method based on an improved Prewitt arithmetic
operator is proposed. The exact location is then deter-
mined by horizontal and vertical projections. Rasheed et
al . [13] use canny operator to detect edges and then use
Hough transform to find the strong vertical and hori-
zontal lines as the bounds of the license plate. Edge-
based methods are fast in detection speed. However,
they cannot be applied to complex images as they are
too sensitive to unwanted edges. It is also difficult to
find license plates if they are blurry.
Color-based approaches are based on the observa-
tion that color of the license plate is usually different
from that of the car body. HSI color model is used in [14]
to detect candidate license plate regions, which are later
verified by position histogram. Jia et al . [15] firstly seg-
ment the image into different regions according to dif-
ferent colors via mean-shift algorithm. License plates
are then distinguished based on features including rect-
angularity, aspect ratio and edge density. Color-based
methods can be used to detect inclined or deformed
license plates. However, they cannot distinguish other
objects in the image with similar color and size as the
license plates. Moreover, they are very sensitive to var-
ious illumination changes in natural scene images.
Texture-based approaches try to detect license plates
according to the unconventional pixel intensity distri-
bution in plate regions. Zhang et al . [16] propose a li-
cense plate detection method using both global statis-
tical features and local Haar-like features. Classifiers
based on global features exclude more than 70% of
background area, while classifiers based on local Haar-
like features are robust to brightness, color, size and
position of license plates. In [17,18], sliding concentric
window (SCW) algorithm is developed to identify li-
cense plate based on the local irregularity property of
license plate in the texture of a image. Operator context
scanning (OCS) algorithm is proposed in [18] to accel-
erate detection speed. In [19], wavelet transform is ap-
plied at first to get the horizontal and vertical details of
an image. Empirical mode decomposition (EMD) anal-
ysis is then employed to deal with the projection data
and locate the desired wave crest which indicates the
position of a license plate. Texture-based methods use
more discriminative characteristics than edge or color,
but result in a higher computational complexity.
Character-based approaches regard the license plate
as a string of characters and detect it via examining the
presence of characters in the image. Lin et al . [20] pro-
pose to detect license plate based on image saliency.
This method firstly segments out characters in the im-
age with a high recall using an intensity saliency map,
then applies a sliding window on these characters to
compute some saliency related features and detect li-
cense plates. Li et al . [21] apply maximally stable ex-
tremal region (MSER) at the first stage to extract can-
didate characters in images. Conditional random field
(CRF) is then constructed to represent the relationship
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among license plate characters. License plates are fi-
nally localized through the belief propagation inference
on CRF. Character-based methods are more reliable
and can lead to a high recall. However, the performance
is affected largely by the general text in the image back-
ground.
Our method is a character-based approach. We use
CNN to distinguish characters from cluttered background.
The high classification capability of CNN model guar-
antees the character detection performance. To distin-
guish license plates from general text in the image, an-
other plate/non-plate CNN classifier is employed, which
eliminates those hard false positives effectively.
2.0.2 License plate recognition
Previous work on license plate recognition typically needs
to segment characters in the license plate firstly, and
then recognizes each segmented character using optical
character recognition (OCR) techniques.
Existing algorithms on license plate segmentation
can mainly be divided into two categories: projection-
based and connected component (CC)-based. Since char-
acters and background have obviously different colors
in a license plate, in theory, they should have opposite
binary values in the binary image. Projection-based ap-
proaches exploit the histograms of vertical and horizon-
tal pixel projections for character segmentation [22,23,
24]. The binary license plate image is projected hori-
zontally to determine the top and bottom boundaries
of the characters, and then vertically to separate each
character. This type of methods can be easily affected
by the rotation of license plate. CC based methods label
connected pixels in the binary license plate into com-
ponents based on 4 or 8 neighborhood connectivity [25,
17,18,26]. CC based methods can extract characters
from rotated license plate, but cannot segment char-
acters correctly if they are joined together or broken
apart. Zhenget al . [27] combine both methods to en-
hance the segmentation accuracy. It is worth noting
that both methods are implemented on binary images.
Hence binarization has a significant influence on the
segmentation performance.
Apart from these methods, Zhanget al . [28] present
a character segmentation method based on character
contour and template matching. Capar and Gokmen [29]
propose a method that integrates the statistical bound-
ary shape models into fast matching representation for
both character segmentation and recognition.
License plate character recognition is a kind of im-
age classification task, where the segmented characters
need to be classified into 36 classes (26 upper-case let-
ters and 10 digits). The existing algorithms consist of
template matching based and learning based methods.
Template matching based methods recognize each
character by measuring the similarity between char-
acter and templates. The most similar template is re-
garded as the target [13,30,31]. Several similarity mea-
suring methods are proposed, like Mahalanobis distance,
Hausdorff distance, Hamming distance, etc. [1]. Tem-
plate matching methods are simple and straightforward.
They are usually implemented on binary images which
eliminate the change of lighting, and are used to recog-
nize characters with single font, fixed size, no rotation
and broken.
Learning based methods are often more robust. They
learn information from more discriminate features, such
as image density [26,18], gradient [32], direction fea-
tures [33], LBP features [34], and so on, and can deal
with characters of different font, illumination, or rota-
tion. The common used learning methods include sup-
port vector machines [33], artificial neural networks [26],
PNN [17,18], hidden Markov model (HMM) [32], etc.
Some researchers integrate multiple features [33], or
combine multiple classifiers [35] to improve the recog-
nition accuracy.
Our first method on license plate recognition is based
on this general procedure, where a CC based method is
applied for character segmentation, and another deeper
CNN model with much higher discriminative capability
is used for character recognition.
2.0.3 CNN and RNN techniques
CNNs and RNNs have been applied to a number of
tasks in computer vision, with breakthrough improve-
ments achieved in recent years. Here we only introduce
the ones that are related to our work. In [36], a 3-layer
CNN model trained with unsupervised learning algo-
rithm is developed for character classification. A 2-way
text/non-text CNN classifier is used for text detection.
Another 62-way case-sensitive character CNN classi-
fier is employed for word recognition, combining with
Viterbi-style algorithm and beam search technique. Jader-
berg et al . [37] develop a 4-layer CNN for text spotting
in natural scene. With maxout and dropout techniques,
this CNN model produces much better character classi-
fication performance than that in [36]. A text/non-text
CNN classifier is used in a sliding window fashion across
the image for text detection. Text recognition is realized
using Viterbi scoring function with character probabil-
ity maps calculated by character and bigram CNNs as
cues. They also publish a large character dataset with
about 163k 24× 24 pixel characters cropped from nat-
ural scene images.
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RNNs are powerful connectionist models which can
learn time dynamics via cycles. They have been widely
used to deal with sequential problems such as speech
recognition [38], language translation [39] and hand-
writing recognition [4]. In [4], RNN is firstly used to
recognize unconstrained handwriting text without seg-
mentation. 9 geometrical features are computed from
each sub-window across the text line. A single RNN
is trained to label the sequential features. CTC is ap-
plied to the output layer of RNN to get the output
labels. The authors also discuss the difference between
RNNs and HMM-based methods, and demonstrate the
superiority of RNN+CTC scheme. This scheme is then
extended to solve the word recognition problem in [40,
41], with different sequential features adopted. To be
specific, [40] uses histogram of oriented gradient (HoG)
features, while [41] extracts features from the fully con-
nected layer of CNN model. RNN+CTC scheme was
followed for sequential feature labelling and decoding.
Our second method on license plate recognition is
also motivated by this scheme. The difference is that
we use a different CNN model and collect both global
and local features. Experiments show that this scheme
can produce promising recognition results, without any
language model or lexicon provided.
3 Car License Plate Detection
License plate detection is the first stage of LPDR pipeline.
It has a great influence on the performance of the whole
system. Ideally it is required to generate plate bounding
boxes with high recall and high precision. In this work,
we take advantage of the high discriminant ability of
CNNs and perform a character-based plate detection
using a multiple scale sliding window manner. Firstly,
we train CNN classifier based on characters cropped
from general text. One benefit that comes along with
this method is that our classifier can be used to detect
plate from different countries, as long as the plate is
composed of digitals and upper-case letters. In order
to distinguish license plate from other text or text-like
outliers appeared in the image, another plate/non-plate
CNN classifier is employ to remove those false positives.
We also refine the bounding boxes based on projection
based method to improve the overlap ratio. The overall
detection process is illustrated in Fig. 2.
3.0.1 Candidate License Plate Detection
In order to accelerate the detection process, we train a
4-layer CNN to classify whether the image patch con-
tains characters or not. Due to the convolutional struc-
ture of CNN, we compute the character saliency map
by running CNN classifier across the entire image in
one go, instead of calculating on each cropped sliding
window, which can save processing time.
The configuration of 4-layer character CNN model
is shown in Table 1. It includes 2 convolutional layers
and 2 fully connected layers. The last 37 channels are
fed into a soft-max layer to convert them into predic-
tion probabilities. Here we train a 37-class CNN clas-
sifier for 26 upper-case letters, 10 digitals and a non-
character class, instead of a binary text/non-text classi-
fier. Patches classified as either letters or digitals are all
regarded as characters later. With this way the features
learned for each class are more specific and discrimina-
tive, and will lead to a better detection result with a
higher recall.
Table 1 Configuration of the 4-layer Character CNN model
Layer Type Parameters
Soft-max 37 classes
Fully connected #neurons: 37
Dropout Prop: 0.5
ReLU
Fully connected #neurons: 512
Maxpooling p: 2× 2, s: 2
ReLU
Convolution #filters: 384, k:2× 2, s:1, p:0
Maxpooling p: 4× 4, s: 4
ReLU
Convolution #filters: 120, k:5× 5, s:1, p:0
Input 24× 24 pixels gray-scale image
CNN is trained with grayscale characters and back-
ground images of 24 × 24 pixels, normalized by sub-
stracting the mean over all training data. Data aug-
mentation is carried out by random image translations
and rotations to reduce overfitting. We train CNN using
stochastic gradient descent (SGD) with back propaga-
tion. An adaptively reduced learning rate is adopted to
ensure a fast and stable training process. Bootstrapping
is also employed to deal with the cluttered background
information, i.e., wrongly classified negative examples
are collected to retrain the CNN model.
For license plate detection, the first phase is to gen-
erate candidate license plate bounding boxes with a
high recall. Given an input image, we resize it into
12 different scales, and calculate the character saliency
map at each scale by evaluating CNN classifier in a
sliding window fashion across the image. The input im-
age is padded with 12-pixels each side so that charac-
ters near image edges would not be missed. After get-
ting these saliency maps, the character string bounding
boxes are generated independently at each scale by us-
ing the run length smoothing algorithm (RLSA) [37]
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Fig. 2 license plate detection procedure in a single scale. (a) input image. (b) text salience map generated by CNN classifier.
(c) text salience map after NMS and RLSA. (d) candidate bounding boxes generated by CCA. (e) candidate bounding boxes
after false positive elimination. (f) final bounding boxes after box refinement.
and connected component analysis (CCA). In detail,
for each row in the saliency map, we do non-maximal
suppression (NMS) at first to remove detection noise.
NMS response for the pixel located at row r column x
with classification probability P (x, r) is defined as fol-
lows:
Pˆ (x, r) =

P (x, r) if P (x, r) ≥ P (x′, r),
∀x′ s.t. ‖x′ − x‖ < δ
0 Otherwise
(1)
where δ defines a width threshold. Then we calculate
the mean and standard deviation of the spacings be-
tween probability peaks. Neighboring pixels are con-
nected together if the spacing between them is less than
a threshold. CCA is applied subsequently to produce
the initial candidate boxes. The process is shown in
Fig. 2.
3.0.2 False Positives Elimination and Bounding Box
Refinement
After all the scaled images are processed, the produced
bounding boxes are firstly filtered based on some geo-
metric constraints (boxes length, height, aspect ratio,
etc.). Then we score each box by averaging the char-
acter saliency score within it. Boxes whose scores are
(a) (b) 
Fig. 3 Generated bounding boxes before and after bounding
box refinement. The top line shows the initial bounding boxes,
and the bottom line is the results after refinement.
less than the average box score are eliminated. NMS is
employed again on the bounding box level.
We find that some generated bounding boxes are too
big or too small, which will affect the following plate
verification and recognition. For example, the textual-
like background contained in the bounding box in Fig. 3(a)
will impact the following character segmentation. The
bounding box in Fig. 3(b) that does not contain the
whole license plate will definitely lead to a incorrect
recognition result. Therefore, a process for refining bound-
ing boxes is performed according to the edge feature of
license plate [27].
For each detected bounding box, we enlarge the box
with 20% on each side. Considering the strong connec-
tivity of characters in vertical direction than in horizon-
tal direction, we perform vertical edge detection on the
cropped license plate image using Sobel operator. When
we get the vertical edge map, a horizontal projection is
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Fig. 4 The process of bounding box refine.
performed to find the top and bottom boundaries of
the license plate. Then a vertical projection is carried
out to get the left and right bounds of the license plate.
The process is presented in Fig. 4.
Finally we use another plate/non-plate CNN classi-
fier to verify the remaining bounding boxes. The binary
plate/non-plate CNN model is presented in Table 2.
It is trained with positive samples of grayscale license
plates from different countries, either cropped from real
images or synthesized by ourselves, and negative sam-
ples constituted by non-text image patches as well as
some general text strings. The size of the input image is
100× 30 pixels. Data augmentation and bootstrapping
are also applied here to improve the classification per-
formance. For each candidate license plate, we evaluate
it by averaging the probability of five predictions over
random image translation, so as to remove noises. The
ones that are classified as license plates are fed to the
next step.
Table 2 Configuration of the 4-layer license plate/Non-plate
CNN model
Layer Type Parameters
Soft-max 2 classes
Fully connected #neurons: 2
Dropout Prop: 0.5
ReLU
Fully connected #neurons: 500
Maxpooling p: 3× 3, s: 3
ReLU
Convolution #filters: 256, k:5× 5, s:1, p:0
Maxpooling p: 2× 2, s: 2
ReLU
Convolution #filters: 96, k:5× 5, s:1, p:0
Input 30× 100 pixels gray-scale image
4 Car License Plate Recognition
The second stage of LPDR system is to recognize the
characters in the plate. Although there are commer-
cial softwares available for optical character recogni-
tion (OCR), they are mainly for scanned documents,
and cannot be applied directly to the natural images
due to variations in illumination, distortion and view-
point rotation. In this work, we present two different
methods on plate recognition. The first one serves as
a baseline. It performs character segmentation firstly
and then recognizes each character. The other one re-
gards the character string recognition as a sequence la-
belling problem, and recognizes all characters in the
license plate one-off. This method avoids the challeng-
ing task of character segmentation. However, it needs
a large number of labelled license plates as training in-
stances, which may limit its application. Next we will
introduce both methods one by one.
4.1 Character Segmentation Based Plate Recognition
As demonstrated in Fig. 1, there are mainly three phases
in the character segmentation based plate recognition
approach.
4.1.1 Image Binarization
The first phase performs image binarization. When the
candidate license plate is cropped from the original im-
age, an intensity adjustment is applied to the grayscale
image such that 1% of pixels are saturated at low and
high intensities of original image. This step helps to
increases the image contrast, and is beneficial for the
subsequent image binarization.
There are several methods for image binarization.
Global thresholding methods, like Otsu’s method, use
a single threshold to segment foreground regions, which
are easy to make mistakes under unbalanced illumi-
nation conditions. Therefore we prefer local threshold-
ing methods here. We evaluated several local binariza-
tion methods, including Niblack’s, Sauvola’s, Howe’s,
etc. [42], and found that Non-linear Niblack’s algorithm
produced much better results in our case. Non-linear
Niblack’ algorithm adds two ordered statistics filter to
the background and foreground filters respectively, which
can effectively handle poor conditions in natural scenes,
such as uneven illumination and degraded text.
After performing image binarization, there is a key
step that we need to determine which pixels in the bi-
nary image represent characters, the black ones or the
white ones. Because CCA used later generates blocks
based on white pixels, the binary images should use
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white pixels as foreground and dark pixels as back-
ground. Here we adopt a simple idea which assumes
that background area in the license plate is generally
larger than the text area. If the number of white pix-
els as considered as characters is much more than the
blacks, the binary image needs to be inverted.
4.1.2 Connected Component Analysis
CCA is adopted here on the binary image which links
the connected ingredients together as character blocks.
CCA is simple to perform and is robust to license plate
rotation. Nevertheless, it can result in a lot of false pos-
itives, such as the plate edge, subtitle, irrelevant marks
or bars. Sometimes several character may be connected
together into one block, whereas sometimes one char-
acter maybe separated into two blocks because of the
uneven lighting or shadow. So we remove those false
blocks, and perform block splitting and merging based
on some geometrical rules. The details refer to [43].
4.1.3 Character Recognition
The last phase is to recognize the candidate characters
segmented from the license plate in the previous step.
Here we design another deeper CNN model with 9 layers
for 36-way character recognition, as shown in Table 3.
Non-character class is not involved in this case so as
to exclude the influence of background information and
improve the recognition accuracy on characters. The
CNN model includes 6 convolutional layers and 3 fully
connected layers. A soft-max layer is followed lastly to
provide the prediction probabilities on each class. We
use the same training dataset as that used in the previ-
ous 4-layer 37-class CNN classifier. More data augmen-
tations are implemented including random rotations,
translations and noise injection. Those data is normal-
ized by substracting the mean over all training data.
Dropout is involved in every fully connected layers with
a proportion of 0.5 to prevent over-fitting. This com-
plicated CNN structure will learn more sophisticated
features and lead to a higher recognition accuracy. We
still use SGD with BP to train the CNN classifier. The
reason why we do not use this complicated CNN model
during license plate detection is due to the concern of
computation complexity. 4-layer CNN would be much
faster with a sufficiently high recall, whereas false posi-
tives can be rejected effectively by the subsequent pro-
cess.
Rich and discriminative features play an important
role in the classification performance. Inspired by [44]
which adds directional feature maps (Gabor, Gradient
and HoG) into the input of CNN, and shows improved
Table 3 Configuration of the 9-layer CNN model
Layer Type Parameters
Soft-max 36 classes
Fully connected #neurons: 36
Dropout Prop: 0.5
ReLU
Fully connected #neurons: 1000
Dropout Prop: 0.5
ReLU
Fully connected #neurons: 1000
Maxpooling p: 3× 3, s: 1
ReLU
Convolution #filters: 512, k:3× 3, s:1, p:1
ReLU
Convolution #filters: 512, k:3× 3, s:1, p:1
Maxpooling p: 3× 3, s: 2
ReLU
Convolution #filters: 256, k:3× 3, s:1, p:1
ReLU
Convolution #filters: 256, k:3× 3, s:1, p:1
Maxpooling p: 3× 3, s: 2
ReLU
Convolution #filters: 128, k:3× 3, s:1, p:1
Maxpooling p: 3× 3, s: 1
ReLU
Convolution #filters: 64, k:3× 3, s:1, p:1
Input 24× 24 pixels gray-scale image
performance on handwritten Chinese character recogni-
tion, in this work, we incorporate local binary pattern
(LBP) features into CNN. LBP is a powerful texture
spectrum model which is robust against illumination
variation and fast to compute. It shows promising re-
sults for character recognition [45,46]. We extract LBP
features for each pixel in the image patch from a 3× 3
pixel neighborhood. The produced feature map is con-
catenated to the original grayscale image and formed
a 24 × 24 × 2 array as the CNN input layer. Then we
fine-tune the 9-layer CNN model with the additional
features.
The segmented candidate character is cropped from
the license plate, and resized into 24 × 24 pixels for
recognition. In order to improve recognition accuracy,
we augment the test data as well by randomly crop-
ping five patches from the neighborhood of segmented
character. The final recognition result is based on the
average of five prediction probabilities produced by the
network’s soft-max layer. We test the performance of
each classifier respectively, and also combine the pre-
dictions of the two classifiers as the final result. The
recognition results are presented in the experiments.
The number of characters in the license plate usually
has a restriction for each country, for example, no more
than N . If there are more than N segmented blocks in
the previous phase, we will reject the ones with lower
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Fig. 5 Overall structure of the sequence labelling based plate
recognition.
prediction probabilities, and return a recognition result
with N characters.
4.2 Sequence Labelling based Plate Recognition
In the traditional framework of LPDR, as we introduced
above, character segmentation has a great influence on
the success of plate recognition. The license plate will be
recognized incorrectly if the segmentation is improper,
even if we have a recognizer with high performance
which can deal with characters of various size, font and
rotation. However, the character segmentation process
by itself is a really challenging task that is prone to be
influenced by uneven lighting, shadow and noise in the
image. A lot of rules are usually employed in previous
work [43,27,45] to modify the improperly segmented
blocks, which are not robust. In this part, we use a
novel recognition technique that treats the characters
in license plate as an unsegmented sequence, and solve
the problem from the viewpoint of sequence labelling.
4.2.1 Overview
The overall procedure of our sequence labelling based
plate recognition is presented in Fig. 5 . It mainly con-
sists of three sub-parts.
To begin with, the license plate bounding box is
converted into a sequence of feature vectors which are
extracted by using the pre-trained 9-layer CNN model
sliding across the bounding box. Then a bidirectional
RNN model with LSTM is trained to label the sequen-
tial features, with SGD and BP algorithm. CTC is ap-
plied lastly to the output layer of RNN, which ana-
lyzes the labelling results of RNN and generates the
final recognition result. This method allows us to rec-
ognize the whole license plate without character level
segmentation and recognition. The bidirectional RNN
can help to capture the interdependencies between fea-
tures in the sequence and works reliable for degraded
images. The high level feature learned by our sophisti-
cated CNN model is also crucial to the success of this
method.
4.2.2 Sequence Feature Generation
CNN has demonstrated strong capabilities of learning
informative representations from image. Here the pre-
trained 9-layer CNN model is applied to extract a se-
quential feature representation from the cropped license
plate image. Inspired by the work of [40,41], the fea-
tures are extracted in a sliding window manner across
the image.
Firstly, we need some preprocessing. For each de-
tected license plate, we convert it to grayscale, and
padded with 10 pixels on both left and right sides so as
to retain edge information of the plate. Then we resize
the plate to 24× 94 pixels, with the height the same as
the input height for our CNN model.
After that we use a sub-window of size 24× 24 pix-
els to partition the padded image convolutionally, with
a step size of 1. For each partitioned image patch, we
feed it into the 9-layer CNN model, and extract the
4×4×256 feature vector from the output of the fourth
convolutional layer, as well as the 1000 feature vector
from the output of the first fully connected layer. The
two vectors are then concatenated together into one
feature vector with length 5096. This feature contains
both local and global information of the image patch,
which will bring better recognition performance com-
pared with the one extracted only from the fully con-
nected layer. PCA is applied to reduce the feature di-
mension to 256D, followed by a feature normalization.
With this operation, features are extracted from
left to right on each sub-window in the candidate li-
cense plate image, and form a feature sequence array
x = {x1, x2, . . . , xL}, where xt ∈ R256, L is the width
of the resized license plate. It not only keeps the order
information, but also captures sufficient context infor-
mation for RNN to exploit. The inter-relation between
feature vectors contributes a lot to character recogni-
tion.
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4.2.3 Sequence Labelling
RNN is a special neural network which provides a pow-
erful mechanism to exploit past contextual information.
These contextual cues will make the sequence recogni-
tion more stable than treating each feature indepen-
dently. To overcome the shortcoming of gradient van-
ishing or exploding during RNN training, LSTM is em-
ployed. It contains a memory cell and three multiplica-
tive gates, which can store the contexts for a long period
of time, and capture long-range dependencies between
sequential features.
For our task of character string recognition, it would
be helpful to have access to the context both in the past
and in the future. So bidirectional-RNNs (BRNNs) are
applied here. As illustrated in Figure , there are two
separated hidden layers in BRNNs, one of which pro-
cesses the feature sequence forward, while the other one
processes it backward. For each hidden layer, all LSTMs
share the same parameters. Both hidden layers are con-
nected to the same output layer, providing it with in-
formation in both directions along the input sequence.
Sequence labelling is processed by recurrently im-
plementing BLSTMs for each feature in the feature se-
quence. Each time they update the state ht with a non-
linear function g(·) that takes both current feature xt
and neighboring state ht−1 or ht+1 as inputs, i.e.,
{
h
(f)
t = g(xt, h
(f)
t−1),
h
(b)
t = g(xt, h
(b)
t+1).
(2)
A soft-max layer follows which transforms the LSTMs’
states into a probability distribution over 37 classes,
i.e.,
pt(c = ck|xt) = softmax(h(f)t , h(b)t ), k = 1, . . . , 37 (3)
The whole feature sequence is finally transformed into a
sequence of probability estimation p = {p1, p2, . . . , pL}
with the same length as the input sequence.
4.2.4 Sequence Decoding
Last, we need to transform the sequence of probability
estimation p into character string. We follow the hand-
writing recognition system [4] by applying a CTC to
the output layer of RNN. CTC is specifically designed
for sequence labelling tasks without the need of data
pre-segmentation. It uses a network to decode the pre-
diction sequence into output labels directly.
The objective function of CTC is defined as the neg-
ative log probability of the network correctly labelling
the entire training set, i.e.
O = −
∑
(c,z)∈S
lnP (z|c), (4)
where S is the taring dataset, which consists of pairs
of input and target sequences (c, z). P (z|c) denotes the
conditional probability of obtaining target sequence z
through the input c. The target is to minimize O, which
is equivalent to maximize P (z|c).
This network can be trained with gradient descent
with back propagation. We connect it directly to the
outputs of BRNNs, which can be regarded as a kind of
loss function. So the input of CTC c is exactly the out-
put activations of BRNNs p, and the aim of sequence
decoding is to find an approximately optimal path pi
with maximum probability through the LSTMs output
sequence, i.e.,
l∗ ≈ B(arg max
pi
P (pi|p)). (5)
Here a path pi is a label sequence based on the output
activations of BRNNs:
P (pi|p) =
L∏
t=1
P (pit|p) =
L∏
t=1
pt(c = pit|xt). (6)
An operator B is defined which removes the repeated
labels and the non-character labels from the path. For
example, B(a − a − b−) = B(−aa − −ab − b) = (aab).
Details of CTC can refer to [38,4].
5 Experiments
In this section, experiments are performed to verify the
effectiveness of the proposed methods. Our experiments
are implemented on NVIDIA Tesla K40c GPU with
6GB memory. The CNN models are trained using Mat-
ConvNet [47].
5.1 Dataset
A sufficiently large training dataset is essential for the
success of a CNN classifier. The 4-layer character CNN
classifiers is trained on roughly 1.38 × 105 character
images and 9 × 105 non-character images, and the 9-
layer CNN model is trained only with the character
images. The character images comprise 26 upper-case
letters and 10 digitals sampled from the dataset cre-
ated by Jaderberg et al . [37] and Wang et al . [48]. The
non-character image patches are cropped by ourselves
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from the ICDAR dataset [49,50,51] and Microsoft Re-
search Cambridge Object Recognition Image database
[52]. All images are in grayscale and resized to 24× 24
pixels for training. Data augmentation is carried out by
image translations and rotations to reduce overfitting.
Bootstrapping, which collects hard negative examples
and re-trains the classifier, is also employed to improve
the classification accuracy.
As to the license plate/non-plate dataset. We cropped
around 3000 license plates images from public available
dataset [5,2]. We also synthesize nearly 5× 104 license
plates using ImageMagic, following the fonts, colors and
composition rules of real plates, adding some amount
of Gaussian noise and applying a random lighting and
affine deformation. Around 4× 105 background images
are used here including patches without any charac-
ters and patches with some general text. All the images
are grayscale and resized to 100×30 pixels for training.
Date augmentation and bootstrapping are also adopted
to improve performance.
We test the effectiveness of the proposed detection
and recognition algorithms on two datasets. The first
one is the Caltech Cars (Real) 1999 dataset [53] which
consists of 126 images with resolution of 896 × 592
pixels. The images are taken in the Caltech parking
lots, which contains a USA license plate with cluttered
background, such as trees, grass, wall, etc. The second
dataset is the application-oriented license plate (AOLP)
benchmark database [45], which has 2049 images of Tai-
wan license plates. This database is categorized into
three subsets: access control (AC) with 681 samples,
traffic law enforcement (LE) with 757 samples, and road
patrol (RP) with 611 samples. AC refers to the cases
that a vehicle passes a fixed passage with a lower speed
or full stop. This is the easiest situation. The images
are captured under different illuminations and different
weather conditions. LE refers to the cases that a vehicle
violates traffic laws and is captured by roadside camera.
The background are really cluttered, with road sign and
multiple plates in one image. RP refers to the cases that
the camera is held on a patrolling vehicle, and the im-
ages are taken with arbitrary viewpoints and distances.
The detailed introduction of this AOLP dataset can be
found in [45].
5.2 Evaluation Criterion
As stated in [1], there is no uniform way to evaluate the
performance of different LPDR systems. In this work,
we follow the evaluation criterion for general text de-
tection in natural scene, and quantify the detection re-
sults using precision/recall rate [49]. Precision is defined
as the number of correctly detected license plates di-
vided by the total number of detected regions. It gives
us information on the amount of false alarms. Systems
that over-estimate the number of bounding boxes are
punished with a low precision score. Recall is defined
as the number of correctly detected license plates di-
vided by the total number of groundtruth. It measures
how many groundtruth objects have been detected. Sys-
tems that under-estimate the number of groundtruth
are punished with a low recall score. Here a detection
is considered to be correct if the license plate is totally
encompassed by the bounding box, and the overlap be-
tween the detection and groundtruth bounding box is
greater than 0.5, where the overlap means the area of
intersection divided by the area of the minimum bound-
ing box containing both rectangles (IoU).
As to license plate recognition, we evaluate it with
recognition accuracy, which is defined as the number of
correctly recognized license plates divides by the total
number of groundtruth. A correctly recognized license
plate means all the characters on the plate are rec-
ognized correctky. In order to compare with previous
work, we also give out the character recognition accu-
racy, which is defined as the number of correctly recog-
nized characters divided by the total number of charac-
ters from the groundtruth. The license plates for recog-
nition is from the detection result, rather than cropped
directly from the groundtruth. Therefore, the detection
performance greatly affects the final recognition result,
not only quantity, but also quality.
5.3 Character Classification Performance
In this work, we designed several CNN models for char-
acter classification which are used under different con-
ditions: a 4-layer CNN model for fast detection, a 9-
layer CNN model for accurate recognition, and another
9-layer CNN model with LBP features for further im-
provement. Here, we present the classification perfor-
mance of these CNN models, and also compare with
previous work.
As we introduced before, Jaderberg et al . [37] devel-
oped a 4-layer CNN model for text spotting in natural
scene. In this CNN model, there are nearly 2.6M param-
eters. In order to accelerate detection process, we design
another 4-layer CNN model (as presented in Table 1),
which only has 1M parameters. However, the classifica-
tion performance has not been affected significantly. We
train both CNN models for 37-way classification, using
the training data introduced above. The classification
accuracy is evaluated via validation data, which con-
sists of 2979 test data from [37], excluding lower-case
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letters, and 3000 non-character images cropped by our-
selves. The experimental results in Table 4 show that
our CNN model gives a comparable classification ac-
curacy as Jaderberg et al .’s CNN. However, our CNN
uses less parameters and is about 3− 5 times faster in
both training and testing.
Table 4 Classification performance of different CNN models
on 37-way characters (26 upper-class letters, 10 digits and
non-character). Jaderberg et al .’s CNN model is a little bit
better than ours, but has 2 times more parameters, which will
result in longer training and detection process.
CNN Model #Parameters Classification Error
Jaderberg et al . [37] 2.6M 0.0561
Ours 1M 0.0592
The 36-class CNN classifiers are tested with only
the 2979 character test data. Jaderberg et al .’s CNN
model is also retrained without non-character images
for fare comparison. The results in Table 5 show that
our 9-layer CNN model gives much better classification
performance. Incorporating LBP features can improve
the performance of CNN furthermore. To distinguish
those CNNs, we denote the 9-layer CNN model trained
with only grayscale image as ”CNN I”, the 9-layer CNN
model trained with LBP features included as ”CNN II”.
Actually we also tested the classification performance of
CNN by incorporating Gabor features as demonstrated
in [44]. The comparison result shows that using LBP
features results in lower classification error.
5.4 License Plate Detection
The detection performance of our cascade CNN based
method is shown in Table 6 for Caltech cars dataset [53],
and in Table 7 for AOLP dataset [45]. Some previ-
ous approaches are also evaluated for comparison. The
work of Le & Li [54] and Bai & Liu [7] are edge-based
methods, where color information is integrated in [54]
to remove false positives. Lim & Tay [55] and Zhou et
al . [5]’s work are character-based methods. In particu-
lar, Lim & Tay [55] used MSER to detect characters in
the images. SIFT-based unigram classifier was trained
to removed false alarms. Zhou et al . [5] discovered the
principal visual word (PVW) for each character with
geometric context. The license plates were extracted by
matching local features with PVW. The detection ap-
proach in Hsu et al . [45] is also an edge-based manner,
where EM algorithm was applied for the edge clustering
which extracts the regions with dense sets of edges and
with shapes similar to plates as the candidate license
plates.
Based on the evaluation criterion described above,
our approach outperforms all the five methods in both
precision and recall on both datasets. To be specific,
on Caltech cars dataset, it achieves a recall of 95.24%,
which is 4.77% higher than the second best one achieved
by Lim & Tay’s method [55]. The precision of our ap-
proach is 97.56%, which is also the best, with 2.06%
higher than the second. On AOLP dataset, our method
gives the highest precisions and recalls on all three sub-
datasets, with an even obvious superiority on precision.
With GPU, it needs about 5 seconds to process a image
from Caltech cars dataset, and 2− 3 seconds for AOLP
dataset.
The last row in Table 6 shows a detection result
using our framework with 2-way outputs. As we intro-
duced before, in our detection phase, we use a 37-way
CNN classifier instead of a binary text/non-text classi-
fier. The 37-way CNN classifier can learn the features of
each character more clearly and fairly. In contrast, the
2-way CNN classifier that put all characters in one class
may omit features specific to certain characters, which
is inaccurate and may miss some characters during de-
tection. The detection result in Caltech cars dataset
proves this point, where the 2-way classifier has a lower
recall compared with the 37-way classifier.
5.5 License Plate Recognition
The recognition performance of the two methods are
presented in Table 8, including both datasets. Here we
mainly compared with the work in [45] as it showed
higher recognition rate than some previous works such
as ANN, PNN as well as the famous OCR software
Tesseract. Nevertheless, our 9-layer CNN classifier pro-
duced even better results. In [45], LBP features are ex-
tracted from each character and classified using linear
discriminant analysis. It only presented the character
recognition results. The overall rate shown in that pa-
per is the multiplication of the detection, segmentation
and character recognition rates. The plate recognition
accuracy did not shown in that paper. So for fare com-
parison, we also collect all correctly recognized charac-
ters in the first approach, and calculate the character
recognition rate. Experimental results in Table 8 show
that our CNN classifier gives higher accuracy.
We also evaluated the recognition performance of
our CNN I and CNN II models. CNN II do does not
show obvious priority on these test data. However, the
combination of CNN I and CNN II for character recog-
nition gives much higher accuracy on both character
level and plate level, which means that the features
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Table 5 Classification performance of different CNN on 36-way characters (26 upper-class letters and 10 digits). Our 9-layer
CNN model gives much better classification result than Jaderberg et al .’s CNN. The performance can be further enhanced
with LBP features as input.
Method Jaderberg et al .’s CNN [37] 9-layer CNN I 9-layer CNN II 9-layer CNN with Gabor
Classification Error 0.0865 0.0614 0.0580 0.0608
Table 6 Comparison of plate detection results by different
methods on Caltech cars dataset. Our cascade CNN based
method produced the best detection result, with both the
highest precision and recall.
Method Precision (%) Recall (%)
Le & Li [54] 71.40 61.60
Bai & Liu [7] 74.10 68.70
Lim & Tay [55] 83.73 90.47
Zhou et al . [5] 95.50 84.80
Ours
(with 37-way outputs)
97.56 95.24
Ours
(with 2-way outputs)
97.39 89.89
Fig. 6 License plates from Caltech cars dataset. The top line
is the detected license plates, and the bottom line is the bina-
rized results. The subtitles cause significant disturbance for
CC based character segmentation, and lead to bad segmen-
tation results.
learned by CNN I and CNN II are complementary. The
combined features can lead to better result.
It is noted that the recognition accuracy of the first
method on Caltech cars dataset is not very high. That is
mainly caused by the poor segmentation results. As the
plate characters in Caltech cars license plate are con-
nected to the subtitle in Caltech cars license plates, CC
based method cannot separate them well, which leads
to the poor recognition results either. Some examples
from the Caltech cars license plates are shown in Fig. 6.
Without character segmentation, our second approach
achieves the highest recognition accuracy on AOLP dataset.
The second method has not been applied to the Caltech
cars dataset because we do not have training data with
the similar pattern and distribution as Caltech cars li-
cense plates. For AOLP dataset, the experiments are
carried out by using license plates from different sub-
datasets for training and test separately. For example,
we use the license plated from LE and RP sub-datasets
to train the BRNN, and test its performance on AC sub-
dataset. Similarly, AC and RP are used for training and
LE for test, and so on. Data augmentation is also imple-
mented via image translation and affine transformation
to reduce overfitting. Since the license plates in RP have
a large degree of rotation and projective orientation,
features extracted horizontally through sliding window
are inaccurate for each character. Hence Hough trans-
form is employed here to correct rotations [13]. Exper-
imental results in the last row of Table 8 demonstrate
the superiority of the sequence labelling based recogni-
tion method. It not only skips the challenging task of
character separation, but also takes advantage of the
abundant context information, which helps to enhance
the recognition accuracy for each character. In order to
show the advantage of BRNN further, we also visual-
ize the recognition results from the soft-max layer of
CNN and BRNN respectively. The 9-layer CNN model
is retrained by adding background images and using
bootstrapping so that it can distinguish characters as
well as background. The recognition probability distri-
butions from the soft-max layer of CNN and BRNN are
compared in Fig. 7. It can be observed that the charac-
ter recognition probabilities are more clear and correct
on the output maps of BRNN. Characters can then be
separated naturally, and the final license plate reading
is straightforward by applying CTC on these maps.
Some examples of the license plates detection and
recognition results are shown in Fig. 8 for Caltech cars
dataset and in Fig. 9 for AOLP dataset.
6 Conclusion
In this paper we have presented a license plate detection
and recognition system using the promising CNN tech-
nique. We designed a simpler 4-layer CNN and a deeper
9-layer CNN for fast detection and accurate recognition
respectively. The 4-layer CNN is trained with 37-class
outputs, which learns specific features for each charac-
ter, and is more effective to detect characters than a
binary text/non-text classifier. The 9-layer CNN with
a much deeper architecture can learn more discriminate
features which is robust to various illumination, rota-
tions and distortions in the image, and lead to a higher
recognition accuracy. Including LBP features into the
input data can help to enhance the performance of CNN
to some extent. The sequence labelling based method
is able to recognize the whole license plate without
character-level segmentation. The recurrent property of
RNN enables it to explore context information, which
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Table 7 Comparison of plate detection results by different methods on AOLP dataset
Method
Subset
AC (%) LE (%) RP (%)
Precision Recall Precision Recall Precision Recall
Hsu et al . [45] 91 96 91 95 91 94
Our approach 98.53 98.38 97.75 97.62 95.28 95.58
Table 8 Comparison of plate detection results by different methods on AOLP dataset
Method
Subset
AC (%) LE (%) RP (%) Caltech cars (%)
Plate Character Plate Character Plate Character Plate Character
Hsu et al . [45] − 96 − 94 − 95 − −
Our 1st approach
(with CNN I)
93.53 97.84 89.83 97.27 86.58 95.57 82.54 90.48
Our 1st approach
(with CNN II)
93.25 96.91 90.62 97.89 86.74 95.80 81.75 89.68
Our 1st approach
(with CNN I & II)
93.97 98.19 92.87 98.38 87.73 96.56 84.13 92.07
Our 2st approach
(with global
features only)
90.50 − 91.15 − 83.98 − − −
Our 2st approach
(with both local
and global features)
94.85 − 94.19 − 88.38 − − −
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Fig. 7 License plate recognition confidence maps. The first row is the detected license plate. The second row is the recognition
probabilities from the soft-max layer of CNN. The third row is the recognition probabilities from BRNN. For each confidence
map, the recognition probabilities of current sub-window on 37-class are shown vertically (with classes order from top to bottom:
non-character, 0-9, A-Z). BRNN gives better recognition results. Characters on each license plate can be read straightforward
from the outputs of BRNN.
contributes a lot to the final recognition result. Exper-
imental result shows that this method can produce im-
pressive performance given sufficient training data.
However, there are also some limitations in our work.
The obvious one is on the efficiency. Although current
detection speed is not unbearable with the aid of GPU,
it still cannot be used in real time. Therefore, methods
will be explored to improve the detection speed. One
direction is to reduce the detection area using proposal
based approaches.
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Fig. 8 Examples of license plate detection and recognition on the Caltech cars dataset. The red rectangles are the ground-truth,
while the green ones are our detection results. The yellow tags present the recognition results.
Fig. 9 Examples of license plate detection and recognition on the AOLP dataset. The green rectangles shows our detection
results, with the recognition results presented in the yellow tags. The results demonstrate the robustness of our methods. It
can detect and recognize license plates under various illuminations and orientations.
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