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a b s t r a c t
In this paper, by using the concept of differential equations with piecewise constant
arguments of generalized type [1–4], a model of cellular neural networks (CNNs) [5,6] is
developed. The Lyapunov–Razumikhin technique is applied to find sufficient conditions for
the uniform asymptotic stability of equilibria. Global exponential stability is investigated
by means of Lyapunov functions. An example with numerical simulations is worked out to
illustrate the results.
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1. Introduction
CNNs were introduced by Chua and Yang in 1988. For a brief summary of the theory and applications of CNNs, the
reader is referred to the papers [5,6]. In recent years, the dynamical behavior of delayed cellular neural networks (DCNNs)
proposed in [7] has been studied and developed by many authors [8–19] as well as many applications have been found in
different areas such as associative memory, image and signal processing, pattern recognition and so on. As is well known,
such applications depend on the existence of an equilibrium point and its stability.
Further, CNNs have been developed by implementing impulses and delays [6–10,20–22] issuing from different reasons:
In the implementation of electronic networks, the state of the networks is subject to instantaneous perturbations and
experiences abrupt change at certain instants, which may be caused by the switching phenomenon, frequency change or
other sudden noise. This leads to a model of cellular neural network with impulses. Due to the finite switching speed of
amplifiers and transmission of signals in electronic networks or finite speed of signal propagation in biological networks,
time delays exist.
It is well known that studies of differential equationswith a piecewise constant argumentweremotivated by the fact that
they represent a hybrid of continuous and discrete dynamical systems and combine the properties of both the differential
and difference equations. These equations play an important role in numerous applications [23–25]. Investigation of the
first order differential equations with piecewise constant arguments of delay and advanced types had been initiated in
[26,27], where themethod of researchwas based on the reduction to discrete equations. Hence, the qualitative properties of
solutions which start at non-integer values cannot be achieved. Particularly, one cannot investigate the problem of stability
completely, as only elements of a countable set are allowed to be discussed for initial moments. By introducing arbitrary
piecewise constant functions as arguments, the concept of differential equations with a piecewise constant argument
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has been generalized in [1–4], where an integral representation formula was proposed as another approach to meet the
challenges discussed above.
One of the most important novelties of the present paper is that we assume CNNs may ‘‘memorize’’ values of the phase
variable at certain moments of time to utilize the values during middle process till the next moment. Thus, we arrive at
differential equations with a piecewise constant argument. Obviously, the distances between the ‘‘memorized’’ moments
may be very variative. Consequently, the concept of generalized type of piecewise constant argument is fruitful.
In the literature, there are many papers in which Lyapunov–Krasovskii method [28] has been successfully utilized on the
stability analysis of CNNs. But, there are few results on the stability of CNNs [29–31] based on the Lyapunov–Razumikhin
technique [32,33]. Moreover, it deserves to be mentioned that since differential equations with a piecewise constant
argument are differential equations with a deviated argument of delay or advanced type [4,34], it is reasonable to use this
technique.
The intrinsic idea of our paper is thatwe investigate the problemof stability for CNNswith a piecewise constant argument
through two approaches based on the Lyapunov–Razumikhin method and Lyapunov functions combined with the linear
matrix inequality technique [19,35,36]. In the first one, we apply proper Razumikhin technique with the peculiarity that
conditions on derivative are rather vector-like but not functional. For the second one, we utilize Lyapunov functions, not
functionals despite the system is a delay differential equation.
In this paper, N and R+ are the sets of natural and nonnegative real numbers, respectively, i.e., N = {0, 1, 2, . . .},
R+ = [0,∞), Rn denotes the n dimensional real space. The notation X > 0 (or X < 0) denotes that X is a symmetric and
positive definite (or negative definite) matrix. The notations XT and X−1 refer, respectively, the transpose and the inverse
of a square matrix X .λmax(X) and λmin(X) represent the maximal eigenvalue andminimal eigenvalue of X , respectively. The
norm ‖ · ‖means either one-norm: ‖x‖1 =∑ni=1 |xi|, x ∈ Rn or the induced matrix 2-norm: ‖X‖2 = √λmax(XTX). ∗ refers
to the element below themain diagonal of a symmetric block matrix. Let θi, i ∈ N, denote a fixed real-valued sequence such
that 0 = θ0 < θ1 < · · · < θi < · · ·with θi →∞ as i→∞.
2. Model description and preliminaries
In this section, we will focus our attention on some preliminary results which will be used in the stability analysis of
CNNs. First, let us give a general description of the mathematical model of CNNs with a piecewise constant argument:
x′(t) = −Ax(t)+ Bf (x(t))+ Cg(x(β(t)))+ D (2.1)
or equivalently,
x′i(t) = −aixi(t)+
n∑
j=1
bijfj(xj(t))+
n∑
j=1
cijgj(xj(β(t)))+ di, ai > 0, i = 1, 2, . . . , n (2.2)
where β(t) = θi if t ∈ [θi, θi+1), i ∈ N, t ∈ R+, x = [x1, . . . , xn]T ∈ Rn is the neuron state vector, f (x(t)) = [f1(x1(t)),
. . . , fn(xn(t))]T ∈ Rn and g(x(β(t))) = [g1(x1(β(t))), . . . , gn(xn(β(t)))]T ∈ Rn are the activation functions of neurons,
D = [d1, . . . , dn]T is a constant external input vector.Moreover,wehaveA = diag(a1, . . . , an), B = (bij)n×n and C = (cij)n×n,
where B and C denote the connection weight and the delayed connection weight matrices, respectively.
The following assumptions will be needed throughout the paper:
(H1) The activation functions f , g ∈ C(Rn)with f (0) = 0, g(0) = 0;
(H2) there exist two Lipschitz constants L = diag(L1, . . . , Ln), L¯ = diag(L¯1, . . . , L¯n) > 0 such that
|fi(u)− fi(v)| ≤ Li|u− v|,
|gi(u)− gi(v)| ≤ L¯i|u− v|
for all u, v ∈ Rn, i = 1, 2, . . . , n;
(H3) there exists a positive number θ such that θi+1 − θi ≤ θ , i ∈ N;
(H4) θ [k3 + k2] < 1;
(H5) θ [k2 + k3(1+ θk2)eθk3 ] < 1,
where
k1 =
n∑
i=1
n∑
j=1
|bji|Li, k2 =
n∑
i=1
n∑
j=1
|cji|L¯i and k3 =
n∑
i=1
ai + k1.
By a solution of Eq. (2.1) on R+ we mean a continuous function x(t) satisfying the conditions (i) the derivative x′(t) exists
everywhere with the possible exception of the points θi, i ∈ N, where one-sided derivatives exist; (ii) (2.1) is satisfied on
each interval [θi, θi+1), i ∈ N.
In the following theorem, we obtain sufficient conditions for the existence of a unique equilibrium, x∗ = (x∗1, . . . , x∗n)T ,
of (2.2).
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Theorem 2.1. Suppose that the neural parameters ai, bij, cij and Lipschitz constants Lj, L¯j satisfy
ai > Li
n∑
j=1
|bji| + L¯i
n∑
j=1
|cji|, i = 1, . . . , n.
Then, (2.2) has a unique equilibrium.
The proof of the theorem is almost identical to the verification in [12] with slight changes which are caused by the
piecewise constant argument.
Nowwe need the following lemmawhich provides conditions for the existence and uniqueness of solutions for arbitrary
initial moment ξ .
Lemma 2.1. Assume that conditions (H1)–(H5) are fulfilled. Then for all x0 ∈ Rn, θr ≤ ξ < θr+1, r ∈ N, there exists a unique
solution x¯(t) = x(t, θr , x¯0) = (x1(t), . . . , xn(t))T of (2.2), θr ≤ t ≤ θr+1, such that x¯(ξ) = x0.
Proof. Existence: Consider a solution v(t) = x(t, ξ , x0) = (v1(t), . . . , vn(t))T of the equation,
x′i(t) = −aixi(t)+
n∑
j=1
bijfj(xj(t))+
n∑
j=1
cijgj(ζj)+ di
on [θr , ξ ]. We need to prove that there exists a vector ζ = (ζ1, . . . , ζn)T ∈ Rn such that the equation
vi(t) = x0i +
∫ t
ξ
[
−aivi(s)+
n∑
j=1
bijfj(vj(s))+
n∑
j=1
cijgj(ζj)+ di
]
ds (2.3)
has a solution on [θr , ξ ], and satisfies v(θr) = ζ . Define a norm ‖v(t)‖0 = max[θr ,ξ ] ‖v(t)‖ and construct the following
sequences vmi (t), i = 1, . . . , n,m ≥ 0.
Take v0i (t) ≡ x0i , i = 1, . . . , n, and sequences
vm+1i (t) = x0i +
∫ t
ξ
[
−aivni (s)+
n∑
j=1
bijfj(vnj (s))+
n∑
j=1
cijgj(vnj (θr))+ di
]
ds.
One can find that
‖vm+1(t)− vm(t)‖0 = max[θr ,ξ ] ‖v
m+1(t)− vm(t)‖ ≤ (θ (k3 + k2))m κ,
where
κ = θ
(
(k3 + k2) ‖x0‖ +
n∑
i=1
di
)
.
Hence, the sequences vmi (t) are convergent and their limits satisfy (2.3) on [θr , ξ ] with ζ = v(θr). The extension of the
solution on [ξ, θr+1] is obvious. Thus, the existence is proved.
Uniqueness: It is sufficient to check that for each t ∈ [θr , θr+1], and x2 = (x21, . . . , x2n)T , x1 = (x11, . . . , x1n)T ∈ Rn, x2 6=
x1, the condition x(t, θr , x1) 6= x(t, θr , x2) is valid. Let us denote solutions of (2.2) by x1(t) = x(t, θr , x1), x2(t) = x(t, θr , x2),
x1 6= x2. Assume on the contrary that there exists t∗ ∈ [θr , θr+1] such that x1(t∗) = x2(t∗). Then, we have
x1i − x2i =
∫ t∗
θr
[
−ai
(
x2i (s)− x1i (s)
)+ n∑
j=1
bij[fj(x2j (s))− fj(x1j (s))] +
n∑
j=1
cij[gj(x2j (θr))− gj(x1j (θr))]
]
ds,
i = 1, . . . , n.
Taking the absolute value of both sides for each i = 1, . . . , n and adding all equalities, we obtain that
‖x2 − x1‖ =
n∑
i=1
∣∣∣∣∣
∫ t∗
θr
[
−ai
(
x2i (s)− x1i (s)
)+ n∑
j=1
bij
[
fj(x2j (s))− fj(x1j (s))
]+ n∑
j=1
cij
[
gj(x2j (θr))− gj(x1j (θr))
]]
ds
∣∣∣∣∣
≤
n∑
i=1
{∫ t∗
θr
[
ai|x2i (s)− x1i (s)| +
n∑
j=1
Li|bji| |x2i (s)− x1i (s)| +
n∑
j=1
L¯i|cji| |x2i − x1i |
]
ds
}
≤ θk2‖x1 − x2‖ +
∫ t∗
θr
k3‖x1(s)− x2(s)‖ds. (2.4)
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Furthermore, for t ∈ [θr , θr+1], the following is valid:
‖x1(t)− x2(t)‖ ≤ ‖x1 − x2‖ +
n∑
i=1
{∫ t
θr
[
ai|x2i (s)− x1i (s)| +
n∑
j=1
Li|bji| |x2i (s)− x1i (s)| +
n∑
j=1
L¯i|cji| |x2i − x1i |
]
ds
}
≤ (1+ θk2) ‖x1 − x2‖ +
∫ t
θr
k3‖x1(s)− x2(s)‖ds.
The Gronwall–Bellman lemma yields that
‖x1(t)− x2(t)‖ ≤ (1+ θk2) eθk3‖x1 − x2‖. (2.5)
Consequently, substituting (2.5) in (2.4), we obtain
‖x1 − x2‖ ≤ θ [k2 + k3 (1+ θk2) eθk3] ‖x1 − x2‖. (2.6)
Thus, one can see that (H5) contradicts with (2.6). The lemma is proved. 
Theorem 2.2. Suppose that conditions (H1)–(H5) are fulfilled. Then, for every (t0, x0) ∈ R+×Rn, there exists a unique solution
x(t) = x(t, t0, x0) = (x1(t), . . . , xn(t))T , t ∈ R+, of (2.1), such that x(t0) = x0.
Proof. It is clear that there exists r ∈ N such that t0 ∈ [θr , θr+1). Using Lemma 2.1 for ξ = t0, there exists a unique
solution x(t) = x(t, t0, x0) of (2.2) on [ξ, θr+1]. Next, applying the lemma again, one can obtain a unique solution on interval
[θr+1, θr+2]. Hence, the mathematical induction completes the proof. 
Consider the equilibrium point, x∗ = (x∗1, . . . , x∗n)T , of the system (2.1).
Definition 2.1 ([4]). The equilibrium x = x∗ of (2.1) is said to be uniformly stable if for any ε > 0 and t0 ∈ R+, there exists
a δ = δ(ε) > 0 such that ‖x(t0)− x∗‖ < δ implies ‖x(t)− x∗‖ < ε for all t ≥ t0.
Definition 2.2 ([4]). The equilibrium x = x∗ of (2.1) is said to be uniformly asymptotically stable if it is uniformly stable and
there is a δ0 > 0 such that for every ε > 0 and t0 ∈ R+, there exists a T = T (ε) > 0 such that ‖x(t) − x∗‖ < ε for all
t > t0 + T whenever ‖x(t0)− x∗‖ < δ0.
Definition 2.3 ([4]). The equilibrium x = x∗ of (2.1) is said to be globally exponentially stable if there exist positive constants
α1 and α2 such that the estimation ‖x(t)− x∗‖ < α1‖x(t0)− x∗‖e−α2(t−t0) is valid for all t ≥ t0.
By means of the transformation y(t) = x(t)− x∗, system (2.1) can be simplified as
y′(t) = −Ay(t)+ Bϕ(y(t))+ Cψ(y(β(t))), (2.7)
where ϕj(yj(t)) = fj(yj(t)+ x∗j )− fj(x∗j ) and ψj(yj(t)) = gj(yj(t)+ x∗j )− gj(x∗j ) with ϕj(0) = ψj(0) = 0. From assumption
(H2), we have ϕj(·) and ψj(·) are also Lipschitzian with Lj, L¯j, respectively.
It is obvious that the stability of the zero solution of (2.7) is equivalent to that of the equilibrium x∗ of (2.1). Therefore, in
what follows, we discuss the stability of the zero solution of (2.7).
To begin with, we introduce the following lemmas which will be used in the proof of the stability of the zero solution for
CNNs with a piecewise constant argument.
Lemma 2.2 ([37]). Given any real matrices U,W , Z of appropriate dimensions and a scalar  > 0 such that 0 < W = W T ,
then the following matrix inequality holds:
UTZ + ZTU ≤ UTWU + 1

ZTW−1Z .
The following lemma is an important auxiliary result of the paper. It can be proved in the same way used for Theorem 2.2
in [2].
Lemma 2.3. Let y(t) = (y1(t), . . . , yn(t))T be a solution of (2.7) and (H1)–(H5) be satisfied. Then, the following inequality
‖y(β(t))‖ ≤ l‖y(t)‖ (2.8)
holds for all t ∈ R+, where l = {1− θ [k2 + k3(1+ θk2)eθk3 ]}−1.
For convenience, we adopt the following notation in the sequel:
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(N) Given P > 0, positive diagonal matrices R, S with appropriate dimensions and a real q > 1, denote
Ω = PBR−1BTP + LRL+ PCS−1CTP + qP − AP − PA,
or, by Schur complements, it can be rewritten as the following matrix form:
−Ω =
[AP + PA− LRL− qP PB PC
∗ R 0
∗ ∗ S
]
,
where L = diag(L1, . . . , Ln) > 0.
We shall consider the quadratic function V (y) = yTPy. The derivative of V with respect to system (2.7) is defined by
V ′(y, z) = −yT (AP + PA)y+ 2yTPBϕ(y)+ 2yTPCψ(z) for y, z ∈ Rn.
3. Lyapunov–Razumikhin technique
From now on, we shall need the following assumptions:
(C1) Ω < 0;
(C2) P > L¯SL¯where L¯ = diag(L¯1, . . . , L¯n) > 0.
Lemma 3.1. Assume that conditions (C1)–(C2) are fulfilled, and y(t) : R+ → Rn is a solution of (2.7). Then the following
conditions hold for V (y(t)) = yT (t)Py(t):
(1a) a‖y(t)‖2 ≤ V (y(t)) ≤ b‖y(t)‖2, where a = λmin(P) and b = λmax(P);
(1b) V ′(y(t), y(β(t))) ≤ −c‖y(t)‖2 for all t 6= θi in R+ such that V (y(β(t))) < qV (y(t)) with a constant c > 0.
Proof. It is obvious that a‖y(t)‖2 ≤ V (y(t)) ≤ b‖y(t)‖2, where a = λmin(P) and b = λmax(P).
For t 6= θi, i ∈ N, the derivative of V (y(t)) along the trajectories of system (2.7) is given by
V ′(y(t), y(β(t))) = y′T (t)Py(t)+ yT (t)Py′(t)
= −yT (t)(AP + PA)y(t)+ 2yT (t)PBϕ(y(t))+ 2yT (t)PCψ(y(β(t))). (3.9)
Let U = BTPy(t), Z = ϕ(y(t)). By applying Lemma 2.2, we have the following inequality:
2yT (t)PBϕ(y(t)) = yT (t)PBϕ(y(t))+ ϕT (y(t))BTPy(t)
≤ yT (t)PBR−1BTPy(t)+ ϕT (y(t))Rϕ(y(t))
≤ yT (t) (PBR−1BTP + LRL) y(t), (3.10)
since ϕT (y(t))Rϕ(y(t)) ≤ yT LRLy(t).
Similarly, we have
2yT (t)PCψ(y(β(t))) ≤ yT (t)PCS−1CTPy(t)+ yT (β(t))L¯SL¯y(β(t)), (3.11)
since ψT (y(β(t)))Sψ(y(β(t))) ≤ yT (β(t))L¯SL¯y(β(t)).
Substituting (3.10) and (3.11) into (3.9) and using condition (C2), we have
V ′(y(t), y(β(t))) ≤ yT (t) (PBR−1BTP + LRL+ PCS−1CTP − AP − PA) y(t)+ yT (β(t))Py(β(t)).
Then, one can conclude that
V ′(y(t), y(β(t))) ≤ yT (t)Ωy(t), t 6= θi (3.12)
whenever yT (β(t))Py(β(t)) = V (y(β(t))) < qV (y(t)) = yT (t)qPy(t).
It follows from the condition (C1) in terms of Schur complements given in (N) and (3.12) that (1b) is valid. 
From (1a) and (1b) of the last lemma, it implies that V can be taken as a Lyapunov function for system (2.7). Now, we are
ready to give sufficient conditions for uniform asymptotic stability of (2.7). To prove the following theoremwe shall use the
technique which was developed in paper [38].
Theorem 3.1. Suppose that (H1)–(H5) and (C1)–(C2) hold true, then the equilibrium x∗ of (2.1) is uniformly asymptotically
stable.
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Proof. Fix h1 > 0. Given ε > 0, (ε < h1), we choose δ1 > 0 such that bδ21 ≤ aε2. Define δ = δ1/l and note that δ < δ1 as
l > 1. We first prove uniform stability when t0 = θj for some j ∈ N and then for t0 6= θi for all i ∈ N, to show that this δ is
the needed one in both cases.
If t0 = θj, where j ∈ N and ‖y(θj)‖ < δ, then V (y(θj)) < bδ2 < bδ21 ≤ aε2.
We fix k ∈ N and consider the interval [θk, θk+1). Using (1b) in Lemma 3.1, we shall show that
V (y(t)) ≤ V (y(θk)) for t ∈ [θk, θk+1). (3.13)
Let us set v(t) = V (y(t)). If (3.13) does not hold, then there must exist points η and ρ satisfying θk ≤ η < ρ < θk+1 and
v(η) = v(θk), v(t) > v(θk) for t ∈ (η, ρ].
Based on the mean value theorem, we can find a ζ ∈ (η, ρ) satisfying the equation v(ρ)−v(η)
ρ−η = v′(ζ ) > 0.
Actually, since v(θk) < v(ζ ) < qv(ζ ), it follows from (1b) that v′(ζ ) < 0, a contradiction. Hence, (3.13) is true. As
the functions V and y are continuous, one can obtain by induction that V (y(t)) ≤ V (y(θj)) for all t ≥ θj. Thus, we have
a‖y(t)‖2 ≤ V (y(t)) ≤ V (y(θj)) < aε2, which implies in turn that ‖y(t)‖ < ε for all t ≥ θj. We see that evaluation of δ does
not depend on the choice of j ∈ N.
Now, consider the case t0 ∈ R+ with t0 6= θi for all i ∈ N. Then there exists j ∈ N such that θj < t0 < θj+1. For a solution
y(t) satisfying ‖y(t0)‖ < δ, Lemma 2.3 implies that ‖y(θj)‖ < δ1. Using a similar idea used for the case t0 = θj, we conclude
that ‖y(t)‖ < ε for t ≥ θj and hence for all t ≥ t0, which completes the proof for the uniform stability. We note that the
evaluation is independent of j ∈ N and correspondingly it is valid for all t0 ∈ R+. Next we shall prove uniform asymptotic
stability.
First, we show ‘‘uniform’’ asymptotic stability with respect to all elements of the sequence θi, i ∈ N.
Fix j ∈ N. For t0 = θj, we choose δ > 0 such that b(lδ)2 = ah21 holds. In view of uniform stability, one can obtain that
V (y(t)) < bδ2 < b(lδ)2 for all t ≥ θj and hence ‖y(t)‖ < h1 whenever ‖y(θj)‖ < δ. In what follows, we present that this δ
can be taken as δ0 in the Definition 2.2. That is to say, given ε > 0, ε < h1, we need to show that there exists a T = T (ε) > 0
such that ‖y(t)‖ < ε for t > θj + T if ‖y(θj)‖ < δ.
We denote γ = acb ε2 and δ1 = lδ. We can find a number µ > 0 such that qs > s + µ for aε2 ≤ s ≤ bδ21 . Let N be the
smallest positive integer such that aε2 + Nµ ≥ bδ21 . Choosing tk = k
(
bδ21
γ
+ θ
)
+ θj, k = 1, 2, . . . ,N , we aim to prove that
V (y(t)) ≤ aε2 + (N − k)µ for t ≥ tk, k = 0, 1, 2, . . . ,N. (3.14)
It is easily seen that V (y(t)) < bδ21 ≤ aε2+Nµ for t ≥ t0 = θj. Hence, (3.14) is true for k = 0. Now, assuming that (3.14)
is true for some 0 ≤ k < N , we will show that V (y(t)) ≤ aε2 + (N − k− 1)µ for t ≥ tk+1. To prove the last inequality, we
first claim that there exists a t∗ ∈ Ik = [β(tk)+ θ, tk+1] such that
V (y(t∗)) ≤ aε2 + (N − k− 1)µ. (3.15)
Otherwise, V (y(t)) > aε2 + (N − k− 1)µ for all t ∈ Ik. On the other side, we have V (y(t)) ≤ aε2 + (N − k)µ for t ≥ tk,
which implies that V (y(β(t))) ≤ aε2 + (N − k)µ for t ≥ β(tk)+ θ . Hence, for t ∈ Ik
qV (y(t)) > V (y(t))+ µ > aε2 + (N − k)µ ≥ V (y(β(t))).
Since aε2 ≤ V (y(t)) ≤ b‖y(t)‖2 for t ∈ Ik, it follows from (1b) that
V ′(y(t), y(β(t))) ≤ −c ‖y(t)‖2 ≤ −γ for all t 6= θi in Ik.
Using the continuity of the function V and the solution y(t), we get
V (y(tk+1)) ≤ V (y(β(tk)+ θ))− γ (tk+1 − β(tk)− θ)
< bδ21 − γ (tk+1 − tk − θ) = 0,
which is a contradiction. Thus (3.15) holds true. Next, we show that
V (y(t)) ≤ aε2 + (N − k− 1)µ for all t ∈ [t∗,∞). (3.16)
If (3.16) does not hold, then there exists a t¯ ∈ (t∗,∞) such that
V (y(t¯)) > aε2 + (N − k− 1)µ ≥ V (y(t∗)).
Thus, we can find a t˜ ∈ (t∗, t¯) such that t˜ 6= θi, i ∈ N, V ′(y(t˜), y(β(t˜))) > 0 and V (y(t˜)) > aε2 + (N − k− 1)µ. However,
qV (y(t˜)) > V (y(t˜))+ µ > aε2 + (N − k)µ ≥ V (y(β(t˜)))
implies that V ′(y(t˜), y(β(t˜))) ≤ −γ < 0, a contradiction. Then, we conclude that V (y(t)) ≤ aε2 + (N − k − 1)µ for all
t ≥ t∗ and thus for all t ≥ tk+1. This completes the induction and shows that (3.14) is valid. For k = N , we have
V (y(t)) ≤ aε2, t ≥ tN = N
(
bδ21
γ
+ θ
)
+ t0.
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In the end,‖y(t)‖ < ε for t > θj+T where T = N
(
bδ21
γ
+ θ
)
, which proves uniformasymptotic stability for t0 = θj, j ∈ N.
Take t0 6= θi for all i ∈ N. Then θj < t0 < θj+1 for some j ∈ N. ‖y(t0)‖ < δ implies by Lemma 2.3 that ‖y(θj)‖ < δ1.
Hence, the argument used for the case t0 = θj yields that ‖y(t)‖ < ε for t > θj + T and so for all t > t0 + T . 
4. Method of Lyapunov functions
In this part of our paper, Lyapunov–Krasovskii method is used for Eq. (2.7), which is a delay differential equation, but one
must emphasize that Lyapunov functions, not functionals, are used.
In the following condition, the matrices A, B, C, P, R, S, L are described as in (N).
(C3) Ω¯ = PBR−1BTP + LRL+ PCS−1CTP + bl2κP − AP − PA < 0, where κ is a constant with κa ≥ 1.
Lemma 4.1. Assume that conditions (C2)–(C3) are fulfilled, and y(t) is a solution of (2.7). Then the following conditions hold for
the quadratic function V (y(t)) = yT (t)Py(t):
(2a) a‖y(t)‖2 ≤ V (y(t)) ≤ b‖y(t)‖2, where a = λmin(P) and b = λmax(P);
(2b) V ′(y(t), y(β(t))) ≤ −c‖y(t)‖2 for all t 6= θi in R+ with a constant c > 0.
Proof. It is easily seen that a‖y(t)‖2 ≤ V (y(t)) ≤ b‖y(t)‖2, where a = λmin(P) and b = λmax(P).
It follows from Lemma 2.3 that V (y(β(t))) ≤ b‖y(β(t))‖2 ≤ bl2‖y(t)‖2 ≤ bl2κa‖y(t)‖2 ≤ bl2κV (y(t)).
For t 6= θi, i ∈ N, we know from the proof of Lemma 3.1 that the derivative of V (y(t)) along the trajectories of system
(2.7) satisfies
V ′(y(t), y(β(t))) ≤ yT (t) (PBR−1BTP + LRL+ PCS−1CTP − AP − PA) y(t)+ yT (β(t))Py(β(t)).
Hence, we get
V ′(y(t), y(β(t))) ≤ yT (t)Ω¯y(t), t 6= θi. (4.17)
It follows from the condition (C3) and (4.17) that (2b) is valid. 
Theorem 4.1. Suppose that (H1)–(H5) and (C2)–(C3) hold true, then the equilibrium x∗ of (2.1) is globally exponentially stable.
Proof. Using Lemma 4.1, we have for t 6= θi
d
dt
(e(c/b)tV (y(t))) = e(c/b)t(c/b)V (y(t))+ e(c/b)tV ′(y(t), y(β(t)))
≤ ce(c/b)t‖y(t)‖2 − ce(c/b)t‖y(t)‖2 = 0.
Using the continuity of the function V and the solution y(t), we obtain
e(c/b)ta‖y(t)‖2 ≤ e(c/b)tV (y(t)) ≤ e(c/b)t0V (y(t0)) ≤ e(c/b)t0b‖y(t0)‖2,
which implies that ‖y(t)‖ ≤
√
b
a‖y(t0)‖e−(c/2b)(t−t0). The theorem is proved. 
5. An illustrative example
Consider the following CNNs with a piecewise constant argument:
dx(t)
dt
= −
(
2 0
0 2
)(
x1(t)
x2(t)
)
+
(
0.5 0
0.1 0.3
)tanh
(
x1(t)
2
)
tanh
(
x2(t)
2
)
+ (0.5 0.10.1 0.3
)tanh
(
x1(β(t))
2
)
tanh
(
x2(β(t))
3
)
+ (12
)
.
(5.18)
Clearly, we obtain
L =
12 0
0
1
2
 , L¯ =
12 0
0
1
3
 .
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Fig. 1. Time response of state variables x1(t) and x2(t)with piecewise constant arguments in (a) and (b), respectively.
Let
P =
(
1.5 1
1 1.5
)
, R =
(
3 0
0 3
)
, S =
(
4 0
0 4
)
, q = 1.2,
β(t) = θi = i10 , i ∈ N.
By simple calculation, we can check that k1 = 0.45, k2 = 0.4333, k3 = 4.45, a = λmin(P) = 0.5, b = λmax(P) = 2.5 and
l = 4.81. We can choose κ = 2.1 so that κa > 1. It follows from Theorem 2.1 that there exists a unique equilibrium such
that x∗ = [0.7255, 1.1898]T . Then it can be easily verified that
Ω =
(−2.9479 −2.3708
−2.3708 −3.0604
)
< 0, P − L¯SL¯ =
(
0.5 1
1 1.0556
)
> 0.
For θ = 1/10, we get θ [k3 + k2] = 0.4883 < 1 and θ [k2 + k3(1+ θk2)eθk3 ] = 0.7921 < 1. So, (H1)–(H5) and (C1)–(C2)
hold. Thus, the conditions of the Theorem 3.1 for q = 1.2 are satisfied. Hence, (5.18) has a uniformly asymptotically stable
equilibrium point. However, for the same q we have q < bl2κ . Hence, Theorem 4.1 is not applicable. That is, using the
Lyapunov–Razumikhin technique, we may take smaller q values, and that verifies it as more effective in the theoretical
sense. Nevertheless, the second theorem allows us to obtain exponential evaluation of convergence to the equilibrium,
which has a very important peculiarity for applications in practice.
The simulation, where the initial value is chosen as [1, 1.5]T , is shown in Fig. 1 and it illustrates that all trajectories
uniformly converge to the unique asymptotically stable equilibrium point x∗.
6. Conclusion
In this paper, it is the first time that CNNswith a piecewise constant argument of generalized type are investigated. There
is not a restriction on the distance between switching neighbors of the argument function and the stability is discussed in
the uniform version. The analysis has been available after a new approachwas proposed in [1–4]. It gives new ideas not only
from the modeling point of view, but also from that of theoretical opportunities to conjugate with numerical analysis, and
take into account the easiness of simulations simplified by the constancy of the argument.
Moreover, comparing two main results of our paper, one can see that Theorem 3.1 allows us to analyze a larger class of
equations than Theorem 4.1. At the same time, on the basis of Theorem 4.1, one can evaluate the convergence of solutions
to equilibria. Application of Lyapunov functions gives an opportunity to develop further quantitative analysis such as the
estimation of the domain of attraction, etc.
References
[1] M.U. Akhmet, On the integral manifolds of the differential equations with piecewise constant argument of generalized type, in: R.P. Agarval, K. Perera
(Eds.), Proceedings of the Conference on Differential and Difference Equations at the Florida Institute of Technology, August 1–5, 2005, Melbourne,
Florida, Hindawi Publishing Corporation, 2006, pp. 11–20.
M.U. Akhmet et al. / Journal of Computational and Applied Mathematics 233 (2010) 2365–2373 2373
[2] M.U. Akhmet, Integral manifolds of differential equations with piecewise constant argument of generalized type, Nonlinear Anal. 66 (2007) 367–383.
[3] M.U. Akhmet, On the reduction principle for differential equations with piecewise constant argument of generalized type, J. Math. Anal. Appl. 336
(2007) 646–663.
[4] M.U. Akhmet, Stability of differential equations with piecewise constant arguments of generalized type, Nonlinear Anal. 68 (2008) 794–803.
[5] L.O. Chua, L. Yang, Cellular neural networks: Theory, IEEE Trans. Circuits Syst. 35 (1988) 1257–1272.
[6] L.O. Chua, L. Yang, Cellular neural networks: Applications, IEEE Trans. Circuits Syst. 35 (1988) 1273–1290.
[7] L.O. Chua, T. Roska, Cellular neural networks with nonlinear and delay-type template elements, in: Proc. 1990 IEEE Int. Workshop on Cellular Neural
Networks and their Applications, 1990, p. 1225.
[8] J. Cao, Global asymptotic stability of neural networks with transmission delays, Internat. J. Systems Sci. 31 (2000) 1313–1316.
[9] J. Cao, On stability of delayed cellular neural networks, Phys. Lett. A 261 (1999) 303–308.
[10] J. Cao, Global stability conditions for delayed CNNs, IEEE Trans. Circuits Syst. I 48 (2001) 1330–1333.
[11] S. Arik, An analysis of global asymptotic stability of delayed cellular neural networks, IEEE Trans. Neural Netw. 13 (2002) 1239–1242.
[12] S. Mohamad, K. Gopalsamy, Exponential stability of continuous-time and discrete-time cellular neural networks with delays, Appl. Math. Comput.
135 (2003) 17–38.
[13] X. Liao, Z. Wu, J. Yu, Stability analyses of cellular neural networks with continuous time delay, J. Comput. Appl. Math. 143 (2002) 29–47.
[14] S. Xu, J. Lamb, D.W.C. Ho, Y. Zou, Delay-dependent exponential stability for a class of neural networks with time delays, J. Comput. Appl. Math. 183
(2005) 16–28.
[15] I. Gyr¨i, F. Hartung, Stability analysis of a single neuron model with delay, J. Comput. Appl. Math. 157 (1) (2003) 73–92.
[16] S. Xu, J. Lam, D.W.C. Ho, Y. Zou, Novel global asymptotic stability criteria for delayed cellular neural networks, IEEE Trans. Circuits Syst. Express Briefs
52 (6) (2005) 349–353.
[17] T. Roska, C.W. Wu, M. Balsi, L.O. Chua, Stability and dynamics of delay-type general and cellular neural networks, IEEE Trans. Circuits Syst. I 39 (6)
(1992) 487–490.
[18] S. Xu, J. Lam, D.W.C. Ho, Delay-dependent asymptotic stability of neural networks with time-varying delays, Internat. J. Bifur. Chaos Appl. Sci. Engrg.
18 (1) (2008) 245–250.
[19] X. Liao, G. Chen, E.N. Sanchez, LMI-based approach for asymptotically stability analysis of delayed neural networks, IEEE Trans. Circuits Syst. I 49
(2002) 1033–1039.
[20] M.U. Akhmet, E. Yılmaz, Impulsive Hopfield-type neural networks systems with piecewise constant argument, Nonlinear Anal.: RWA (in press).
[21] Z. Gui, W. Ge, Existence and uniqueness of periodic solutions of nonautonomous cellular neural networks with impulses, Phys. Lett. A 354 (2006)
84–94.
[22] Z. Guan, L. James, G. Chen, On impulsive auto-associative neural networks, Neural Netw. 13 (2000) 63–69.
[23] L. Dai, M.C. Singh, On oscillatory motion of spring-mass systems subjected to piecewise constant forces, J. Sound Vibration 173 (1994) 217–232.
[24] Y. Muroya, Persistence, contractivity and global stability in logistic equations with piecewise constant delays, J. Math. Anal. Appl. 270 (2002) 602–635.
[25] X. Yang, Existence and exponential stability of almost periodic solution for cellular neural networks with piecewise constant argument, Acta Math.
Appl. Sin. 29 (2006) 789–800.
[26] K.L. Cooke, J. Wiener, Retarded differential equations with piecewise constant delays, J. Math. Anal. Appl. 99 (1984) 265–297.
[27] J. Wiener, Generalized Solutions of Functional Differential Equations, World Scientific, Singapore, 1993.
[28] N.N. Krasovskii, Stability of Motion, Applications of Lyapunov’s SecondMethod to Differential Systems and Equations with Delay, Stanford University
Press, Stanford, California, 1963.
[29] J. Xu, Y.Y. Cao, D. Pi, Y. Sun, An estimation of the domain of attraction for recurrent neural networks with time-varying delays, Neuorocomputing 71
(2008) 1566–1577.
[30] Q. Zhang, X. Wei, J. Xu, An analysis on the global asymptotic stability for neural networks with variable delays, Phys. Lett. A 328 (2004) 163–169.
[31] S. Ahmad, I.M. Stamova, Global exponential stability for impulsive cellular neural networks with time-varying delays, Nonlinear Anal. 69 (2008)
786–795.
[32] J.K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York, Heidelberg, Berlin, 1997.
[33] B.S. Razumikhin, Stability of delay systems, Prikl. Mat. Mekh. (Russian) 20 (1956) 500–512.
[34] I. Gyr¨i, G. Ladas, Oscillation Theory of Delay Differential Equations with Applications, Oxford University Press, New York, 1991.
[35] S. Xu, J. Lam, D.W.C. Ho, Y. Zou, Global robust exponential stability analysis for interval recurrent neural networks, Phys. Lett. A 325 (2) (2004) 124–133.
[36] S. Xu, J. Lam, D.W.C. Ho, A new LMI condition for delay-dependent asymptotic stability of delayed Hopfield neural networks, IEEE Trans. Circuits Syst.
Express Briefs 53 (3) (2006) 230–234.
[37] E.N. Sanchez, J.P. Perez, Input-to-state stability (ISS) analysis for dynamic neural networks, IEEE Trans. Circuits Syst. I 46 (1999) 1395–1398.
[38] M.U. Akhmet, D. Aruğaslan, Lyapunov–Razumikhin method for differential equations with piecewise constant argument, Discrete Contin. Dyn. Syst.
25 (2) (2009) 457–466.
