Abstract. For measuring families of curves, or, more generally, of measures, Mp-modulus is traditionally used. More recent studies use so-called plans on measures. In their fundamental paper [4], Ambrosio, Di Marino and Savaré proved that these two approaches are in some sense equivalent within 1 < p < ∞. We consider the limiting case p = 1 and show that the AM -modulus can be obtained alternatively by the plan approach. On the way, we demonstrate unexpected behavior of the AM -modulus in comparison with usual capacities.
Introduction
The concept of modulus of curve family has been introduced by Ahlfors and Beurling [1] , substantially developed by Fuglede [8] and thoroughly exploited in geometric function theory, see [11] for an overview. It can be shown that the W 1,pcapacity of a set A can be computed as the p-modulus of a special family of curves (Ziemer [13] ). The modulus is an outer measure on the family of all rectifiable curves in a space and can be used to determine "small families" of curves, for example, the family of all curves along which a W 1,p function fails to be absolutely continuous, see [8] .
A parallel way of measuring families of curves is based on so-called plans. This concept has been introduced by Ambrosio, Gigli and Savaré [6] , [5] . Their research is motivated by applications to PDEs of the first order, gradient flows, heat flows, measure transportation and to analysis in metric measure spaces, in particular, to function spaces of the first order.
A special attention must be paid if we are interested in p = 1. The 1-modulus can be applied in connection with the Sobolev spaces W 1,1 , whereas it does not fit well if we are interested in BV spaces. Recently, Martio introduced the AMmodulus, which corresponds well to the BV theory. On the other hand, the 1-plans can be well applied to the BV -theory, see Ambrosio and Di Marino [3] .
Our research is motivated by the paper [4] by Ambrosio, Di Marino and Savaré, where it is shown that the p-modulus and p-plan-capacity lead to the same result if p > 1. We show that the AM -modulus gives the same result as the 1-plan capacity. Both our results and results of [4] work in a more general framework of families of measures (instead of curves).
Choquet capacity theory
In this section we recall the basic notions of capacity theory and the famous Choquet capacitability theorem.
In next sections, we will study capacity-like set functions on sets of measures, i.e. our choice of Y will be the positive cone of (C 0 (X)) * , where X is a metric 1991 Mathematics Subject Classification. 28A12, 31B15. The first and the third authors have been supported by the grant GAČR P201/18-07996S of the Czech Science Foundation. The second author has been suported by the grant GAČR 17-00941S of the Czech Science Foundation. measure space. In this setting, Ambrosio, Di Marino and Savaré [4] proved that the p-modulus is a Choquet capacity, see Theorem 3.9.
We will demonstrate that the situation for p = 1 is not as simple and show that some of properties listed below fail although one could expect them to hold.
The classical motivation for Choquet capacity theory comes from the potential theory where the fundamental example is that of Newtonian capacity.
Let Y be a complete separable metric space.
be a set function. Let us list some properties that such functions may (or may not) have.
We say that γ is a Choquet capacity if it satisfies (i)-(iii).
Remark 2.2. If the set function γ satisfies (i) and (v), it also satisfies (iii). Conversely, (i) and (iii) imply (v) if Y is locally compact. Remark 2.3. Set functions that appear in applications are seldom both upper and inner regular. Classical capacities satisfy (i)-(v), but not (vi). For them, the outer regular capacity γ in consideration, has an "associated" inner regular "inner capacity" γ * , which satisfies (i) and (vi) and coincide with γ at least on Borel sets. Thus, γ * satisfies the formula from (ii) if we restrict our attention to sets on which γ * = γ.
Theorem 2.5 (Choquet capacitability theorem). Let γ be a Choquet capacity on Y . Then every Souslin set E ⊂ X is γ-capacitable.
Proof. See e.g. [2, Appendix] .
Moduli
In what follows, X = (X, d, m) is a locally compact separable metric space equipped with a Radon measure m ≥ 0. Let M(X) = C 0 (X) * be the family of all finite signed Borel measures on X topologized by the w * -topology and M + (X) be the positive cone of M(X) with the relative w * -topology. Note that M + (X) is metrizable (although M(X) is not). The family of all probability measures from M + (X) is denoted by M 1 (X). The duality pairing of a measure µ ∈ M(X) and a function g ∈ C 0 (X) is denoted by µ, g .
If Y is a topological space, we say that A ⊂ Y is F σ if A can be written as a countable union of closed sets.
Definition 3.1. Let E be a subfamily of M + (X). We say that a lsc function
We define the L p -modulus of E and its continuous version as
Definition 3.2 ([10])
. Let E be a subfamily of M + (X). We say that a sequence of lsc functions (
We define the L p -approximation modulus of E and its continuous version as
If p = 1, we simplify AM 1 to AM and AM 1,c to AM c .
For the converse inequality we may assume that AM p (E) < ∞. Let (ρ j ) j be an admissible sequence for E consisting of lower semicontinuous L p functions. Choose ε > 0. We express
Passing to a subsequence, we may assume that
Denote u j = u j,0 and reorder
We obtain (2) g j p ≤ u j p + ε from (1) by the triangle inequality. We show that (g j ) j is admissible for E. Choose µ ∈ E and set
Choose δ > 0 and find k ∈ N such that
Then by (3) and (4) (5)
Since the sequence (
Let j ≥ l, then by (3) and (5)
We have shown that (g j ) is admissible for AM c (E) and by (2),
Proof. It is obvious.
Definition 3.6. Most frequently, the concept of modulus is used on families of paths (we use the term path for a nonconstant parametric curve of finite length).
To this end, we identify a path ϕ with the induced length measure µ ϕ defined as
Remark 3.7. Due to the motivation, we point out if an example of any phenomena can be demonstrated on paths.
Remark 3.8. AM -modulus is related to BV spaces. If u is a precisely represented BV function on R n , then u • ϕ is BV on AM -almost every path ϕ. This is not true for the M 1 modulus.
Using the related notion of approximation upper gradient, which is a sequence g j of positive Borel functions on X such that
for AM -almost every path, Martio [10] introduced a version of BV space on a metric measure space X. Very recently, Durand-Cartagena, Eriksson-Bique, Korte and Shanmugalingam [7] proved that, under the assumptions that the reference measure m is doubling and (X, m) supports the 1-Poincaré inequality, the Martio BV space coincides with the BV space introduced by Miranda Jr. [12] Now, we will study the moduli from the point of view of properties listed in Section 2.
In particular, the M p -modulus, p > 1, has the property (ii) of Definition 2.1, namely (6) lim
. . . The situation for p = 1 is more complicated. The property (ii) of Definition 2.1 holds for neither of the moduli AM , M 1 and M 1,c , so that these moduli fail to be Choquet capacities. This is shown in Theorems 3.17, 3.15 and 3.14 below.
To describe the situation in detail, we start with some positive results.
Proof. We may assume that lim
for some k and thus
Now we obtain 
The reverse inequality follows from monotonicity.
The following theorem provides an alternative characterization for the AMmodulus in terms of increasing path families and the M 1 -modulus.
Proof. By Lemma 3.10 and Proposition 3.5 it suffices to show that for each ε > 0 there is an increasing family E i as in (8) and
Assume first that AM (E) < ∞. Fix δ ∈ (0, 1) to be specified later and choose an admissible sequence (ρ j ) for E such that
Theorem 3.13. Let E ⊂ M + (X). Then the following assertions are equivalent:
(ii) =⇒ (i): Since AM (E) ≤ M 1 (E), we need only to prove the converse inequality and we may assume that AM (E) < ∞. Choose ε > 0 and use Lemma 3.12 to find an increasing sequence (E i ) of subsets of E with E = i E i such that
Then by (ii) M 1 (E) < AM (E) + ε and letting ε → 0 we obtain the desired inequality.
Theorem 3.14. There exists an increasing sequence Γ k of compact families of paths in R 2 such that, denoting Γ = k Γ k ,
Consequently, Γ is F σ but not M 1,c -capacitable.
Proof. Let Γ k be the family of all paths ϕ z (t) = tz, t ∈ [0, 1], where z ∈ ∂B(0, ω(t) dt = 1. Write ρ j (x) = jω(j|x|). Then, for fixed k, ρ j is admissible for Γ k , whereas
Theorem 3.15 ([10]). There exists an increasing sequence Γ k of compact families of paths in R such that, denoting
Proof. Let Γ k be the family of all paths ϕ r (t) = t, t ∈ [0, r], where r ∈ [2 η(x) dx = 1, and
By Lemma 3.10,
Remark 3.16. Let E 1 ⊂ E 2 ⊂ ... be a sequence of subsets of M + (X) and E = j E j . Then, in general, there is no relation between M 1 (E) and lim j M 1,c (E j ). Indeed, we have
if E j = E and M 1 (E) < M 1,c (E) as in Theorem 3.14. On the other hand, we have Proof. Let X = N 2 endowed with the discrete metrics and with the measure m satisfying m((i, j)) = 2 −i−j .
Consider the functions
Note that
given m ∈ N, the sequence (ρ m,j ) j is admissible for E m . Of course, ρ m,j 1 = 1 for each m and j. Claim: AM (E) > 1. Assume the contrary. Then there exists a sequence (g k ) k which is admissible for E and g k 1 <
We distinguish two cases. Case 1. Assume that there exists m ∈ N such that lim inf
Define µ by
this is a contradiction. Case 2. Assume that for each m ∈ N there exists k m ≥ m such that
Find a finite set F m ⊂ X m such that
This proves that µ ∈ E. On the other hand,
This is again a contradiction. 
is open in M + (X) and (1 + ε)ρ is admissible for G. Hence
by Proposition 3.5 and Theorem 5.5 below.
Plans

Definition 4.1 ([5, 4]). A finite Borel measure
If η is a probability measure, η # has the interpretation as barycenter, cf. [4] . If η # is absolutely continuous with respect to m, we identify it with its density. Under this convention, we can associate the L q (m) norm η # q with the measure η # . Now, if p ∈ [1, ∞), q is the dual exponent to p, E is a subfamily of M + (X), we define the inner p-capacity of E as
We simplify C 1, * to C * for p = 1. The following theorem is in accordance with Remark 2.3, but in contrast with behavior of the AM -modulus described in Theorem 3.17 and Remark 3.18. Recall that E ⊂ M + (X) is universally measurable if it is µ-measurable for every (completion of) µ ∈ M + (M + (X)).
Theorem 4.3. Let E j ⊂ M + (X) be universally measurable, E 1 ⊂ E 2 ⊂ . . . , and
Proof. We may assume that C * (E) > 0. Choose 0 ≤ t < C * (E). Then we can find a compact set K ⊂ E and a measure π with support in K in such that π # ∞ ≤ 1 and π(K) > t. Find k such that π(E k ∩ K) > t. Then there is a compact set
Modulus and capacity
The following fundamental theorem is due to Ambrosio, Di Marino and Savaré.
Since we are deeply interested in M 1 and AM -moduli corresponding to p = 1, we were motivated to look what happens for p = 1. Recall that C * = C 1, * . Note that for a reason explained later (Remark 5.8), we impose stronger assumptions to the topology of X than in [4] .
To give a better correspondence between modulus and capacity we introduce a capacity of outer type.
Remark 5.3. It would be more standard to take infimum over open sets containing E, but it would break the correspondence between modulus and capacity, as the approximation modulus is not outer regular, see Theorem 3.20.
Proposition 5.4. Let E ⊂ M + (X) be an arbitrary family of measures. Then
Proof. Let η be a plan with η # ∞ ≤ 1 and (ρ j ) j be a sequence admissible for E. Assume that spt η ⊂ E. Then by the Fatou lemma,
Passing to the supremum on the left and to the infimum on the right we obtain the desired inequality C * (E) ≤ AM (E).
Theorem 5.5. Let K ⊂ M + (X) be a compact family of measures. Then
Proof. This can be shown as in the first step of [4, Theorem 5.1]. We simplify a bit the argument. In view of inequalities established in Propositions 3.5 and 5.4, it remains to verify that M 1,c (K) ≤ C * (K).
Let J be the embedding of
Then U, V are convex, 0 ∈ U and V is open. Further, U ∩ V = ∅ by the definition of M 1,c : if Jρ ≥ λ > 1, then ρ/λ is admissible and thus ρ 1 ≥ λM 1,c (K) > ξ. By the Hahn-Banach theorem there exists η ∈ M + (K) such that η ≤ 1 on U and η > 1 on V . We claim that η is a probability measure. Indeed, given ε > 0, we have 1 + ε ∈ V =⇒ η, 1 + ε > 1.
On the other hand, we find an admissible g such that
and we have verified that η is a probability measure. Next, the inequality η ≤ 1 on U implies η
Remark 5.6. Note that the proof of AM (K) = M 1 (K) is a miracle. One would expect a construction of a single admissible function ρ from an admissible sequence ρ j using a suitable covering of the compact set K. However, the sets that would be useful for such a proof are not open. So, instead of this we use a non-constructive proof using the Hahn-Banach theorem.
Proposition 5.7. Let (F k ) k be an increasing sequence of compact subsets of M + (X). Then
Consequently, if E ⊂ M + (X) is F σ , then
Proof. We obtain (9) from Corollary 3.11 and Theorem 5.5. If E is F σ , we find an increasing sequence (F k ) of compact sets such that E = k F k . Then
Remark 5.8. We have used that any F σ subset of M + (X) can be written as a countable union of compact sets. This is the reason why we assume that X is locally compact, metrizable and separable. Further, the sequence (ρ k /t) k is admissible for A. Therefore
and letting t → 1 we obtain C * (E) ≤ AM c (E). If E ⊂ G and G ⊂ M + (X) is F σ , then
passing to the infimum with respect to G we obtain AM c (E) ≤ C * (E).
Remark 5.10. In view of Theorems 4.3 and 3.17 we see that there may exist a Borel set E ⊂ M + (X) which fails to be AM -capacitable. Indeed, consider the sets E j and E as in Theorem 3.17. Then E is a Borel set, but sup{AM (K) : K ⊂ E compact} = sup{C * (K) : K ⊂ E compact} = C * (E) = lim j C * (E j ) ≤ lim j AM (E j ) < AM (E).
