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SPECTRAL INVARIANCE FOR CERTAIN ALGEBRAS OF
PSEUDODIFFERENTIAL OPERATORS
ROBERT LAUTER, BERTRAND MONTHUBERT, AND VICTOR NISTOR
Abstract. We construct algebras of pseudodifferential operators on a contin-
uous family groupoid G that are closed under holomorphic functional calculus,
contain the algebra of all pseudodifferential operators of order 0 on G as a
dense subalgebra, and reflect the smooth structure of the groupoid G, when G
is smooth. As an application, we get a better understanding on the structure
of inverses of elliptic pseudodifferential operators on classes of non-compact
manifolds. For the construction of these algebras closed under holomorphic
functional calculus, we develop three methods: one using semi-ideals, one us-
ing commutators, and one based on Schwartz spaces on the groupoid.
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Introduction
Let M be a compact manifold and P an elliptic pseudodifferential operator of
order m ≥ 0 on M . Assume that P is invertible as an unbounded operator on
L2(M) (the space of square integrable 1/2-densities on M). A classical and very
useful result states that then P−1 is also a pseudodifferential operator. For non-
compact manifolds the situation is more complicated, essentially because we also
want to control the behavior at infinity of the inverse.
For example, when M has cylindrical ends, a convenient class of pseudodif-
ferential operators is that of b-pseudodifferential operators introduced by Mel-
rose [29, 30] (see also [40]). Then it is known that the inverse P−1 of an el-
liptic b-pseudodifferential operator (defined in L2-sense) is not necessarily also a
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tially supported by a ACI Jeunes Chercheurs and by the European Network “Geometric Analysis”
(HPRN-CT-1999-00118). Nistor was partially supported by an NSF Young Investigator Award
DMS-9457859 and a Sloan Research Fellowship, and NSF Grant DMS-9971951. Manuscripts
available from http://www.math.psu.edu/nistor/.
1
2 R. LAUTER, B. MONTHUBERT, AND V. NISTOR
b-pseudodifferential operator in the so-called small b-calculus. We say that the
b-calculus is not spectrally invariant. There exist however different classes of pseu-
dodifferential operators associated to a manifold with cylindrical ends that are
spectrally invariant. In this paper we discuss this property for the cn-calculi, which
are spectrally invariant for n ≥ 2.1
Closely related to spectral invariance is the question whether a given algebra of
pseudodifferential operators, say of order 0, is closed under holomorphic functional
calculus. Let us explain the relevance of this property. Let H be a Hilbert space
and a ∈ L(H) relatively invertible in L(H), i.e. there exists a˜ ∈ L(H) with aa˜a = a
and a˜aa˜ = a˜. By a characterization of Atkinson [2], we know that this is the case
if, and only if, the range R(a) of a is closed. By a classical result of Rickart [41]
(see also [9] and [11, Bemerkung 5.7]), 0 is an isolated point of the spectrum σ(a∗a)
of a∗a, and the orthogonal projection p onto the kernel N(a∗a) = N(a) is given by
the integral
p :=
1
2πi
∫
γ
(zidH − a∗a)−1dz,(1)
where γ is a small circle around the origin in C that does not intersect σ(a∗a). In
that case, the operator
a˜ = (p+ a∗a)−1a∗(2)
is a relative inverse of a. Because of (a˜a)∗ = a˜a and (aa˜)∗ = aa˜ the operator a˜ is
also called an orthogonal generalized inverse or a Moore-Penrose inverse of a [37];
it is easily seen to be uniquely determined. If a : H → H is additionally a Fredholm
operator, then we have p = idH− a˜a, and q := idH−aa˜ is the orthogonal projection
onto the orthogonal complement of R(a), i.e. a˜ is a Fredholm inverse of a. For more
about generalized inverses we refer to [37].
In applications, we often know much more about the operator a than having
closed range or being Fredholm, so it is natural to ask, which properties of a are
inherited by the Moore-Penrose inverse a˜. It is immediate from (1) and (2) that a˜
belongs to the intersection of all subalgebras A ⊆ L(H) that are symmetric with
respect to the ∗-operation from L(H) and closed under holomorphic functional cal-
culus in L(H); in particular, any property of a that can be covered by a symmetric
subalgebra A of L(H) that is closed under holomorphic functional calculus is true
for the Moore-Penrose inverse as well. Thus, it is interesting to find algebras that
are closed under holomorphic functional calculus. Without loss of generality, we
can always assume that an algebra that is closed under holomorphic functional
calculus is also symmetric.
Of particular importance for pseudodifferential and microlocal analysis are sym-
metric, continuously embedded Fre´chet subalgebras of C∗-algebras that are closed
under holomorphic functional calculus (Ψ∗-algebras [11]). Indeed, in contrast to
the rather rigid C∗-topology, the Fre´chet-topology allows a flexible treatment of
C∞-phenomena within a functional analytic setting [13, 14]. On the other hand,
stability under holomorphic functional calculus and symmetry still establishes a
1When n = 1, the cn-calculus is nothing but the b-calculus and, when n = 2, it is usually called
the “cusp-calculus,” see for instance [33] (which is based on earlier work of Melrose). Here, n should
not be confused with the dimension of the manifold but determines the degree of degeneracy in
direction to the boundary, more precisely, the cn-calculus is modeled on the differential operators
with degeneracies of the form xn∂x at the boundary where x stands for the direction normal to
the boundary.
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strong relation between the structure of a Ψ∗-algebra and that of its C∗-closures
leading to sometimes unexpected insights into the internal structure of a Ψ∗-algebra;
for instance, the set of relatively invertible elements in Ψ∗-algebras has been shown
to be a locally rational Fre´chet manifold [11]. Starting from the seminal work [11]
of Gramsch, the world of Ψ∗-algebras has been explored by many authors, and we
refer the reader to [11, 12, 14, 15, 16, 19, 27] and the references given there for
more details. Besides, the K-theory groups, K∗(A), of a symmetric subalgebra of
a C∗-algebra B that is closed under holomorphic functional calculus coincide with
those of its closure in B. Our basic example for an algebra that is closed under holo-
morphic functional calculus is the algebra of classical pseudodifferential operators
of order 0 on a closed manifold.
In [24] the authors considered a pseudodifferential calculus on continuous fam-
ily groupoids; this calculus generalizes the pseudodifferential calculus on C∞,0-
foliations used by Connes to prove the index theorem for foliated spaces [7].
See [43, 44] for an introduction to the theory of pseudodifferential operators. In
a slightly different context, Nistor, Weinstein, Xu [38] and Monthubert, Pierrot [36]
have studied a pseudodifferential calculus on differentiable groupoids. As demon-
strated by the examples in [35, 38] and the survey [23], the groupoid approach
yields a pseudodifferential calculus for many interesting situations in analysis and
geometry, especially on open manifolds and manifolds with singularities, in a uni-
fied way. Up to some support condition, this pseudodifferential calculus recovers
the existing calculi, and in many cases goes beyond the results that are known in
the literature. Let us only mention that the class of algebras that can be defined
using groupoids include the ordinary pseudodifferential calculus, a G-equivariant
pseudodifferential calculus on bundles of Lie groups, the b-calculus of Melrose and
many of its cousins on manifolds with corners, the edge calculus on manifolds with
fibered boundaries, the calculus of adiabatic pseudodifferential operators, and many
others. On the other hand, we know for many of the different pseudodifferential
calculi mentioned above that the algebra of operators of order 0 is not closed under
holomorphic functional calculus. In fact, due to the support condition in the case
of a general continuous family groupoid (which is a quite convenient condition that
will insure that the composition is defined), the algebra of operators of order 0 is
almost never closed under holomorphic functional calculus.
In the present paper, we develop a general strategy to embed the algebra Ψ0,0(G)
of pseudodifferential operators of order 0 on a continuous family groupoid G into
larger algebras A that are closed under holomorphic functional calculus and still
share some of the interesting properties with the algebra Ψ0,0(G). (We shall de-
note by Ψm,0(G) the space of order m pseudodifferential operators on a continuous
family groupoid G.) In fact, it is one of the results of this paper that it usually
suffices to embed the algebra Ψ−∞,0(G) of operators of order −∞ in an algebra J
that is closed under holomorphic functional calculus. Up to some technical con-
ditions, A := Ψ0,0(G) + J is then an algebra that is closed under holomorphic
functional calculus. For the construction of the algebra J , we suggest three alter-
natives. The first one relates properties of an algebra to those of a two-sided ideal
and its corresponding quotient, the second one is based on commutator methods
from operator theory, whereas the third one, depends more on the geometry of the
groupoid and requires the existence of a length function φ with polynomial growth
on the groupoid. The role of φ is to define a Schwartz space S (G) on G that
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replaces C∞c (G) = Ψ−∞,0(G). In this way, we control the behavior at infinity of the
kernels of our pseudodifferential operators on a typical leaf d−1(x) of the groupoid.
The paper is organized as follows: In Section 1 we recall the notion of algebras
closed under functional calculus, and consider and answer the question, whether an
algebra is closed under functional calculus provided an ideal and the corresponding
quotients are. In Section 2 we develop the operator theoretical methods (based
on commutators) that are used in Section 3 to construct algebras A containing
Ψ0,0(G) and closed under functional calculus. In Section 4 we introduce the
cn-calculi on manifolds with boundary and with corners. One can embed the cn-
calculi, n ≥ 2, in Ψ∗-algebras that consist of smooth kernels, a result that is proved
in Section 5. Section 6 is devoted to the study of the Schwartz space S (G)
of a continuous family groupoid and the proof that it is closed under functional
calculus. We also define length functions for the groupoids associated to various
pseudodifferential calculi on manifolds with corners (the b-calculus, the “cusp”-
calculus, or, more generally, the cn-calculi).
Acknowledgements: The first named author is greately indebted to B. Gramsch
for introducing him to the theory of inverse closed Fre´chet algebras and their re-
lations to pseudodifferential analysis. He wants to thank R. B. Melrose and the
Massachusetts Institute of Technology where parts of this work has been done for
the invitation and warm hospitality.
1. Algebras closed under holomorphic functional calculus
In this section we recall some basic facts about algebras that are closed un-
der holomorphic functional calculus and describe a method to generate algebras
closed under holomorphic functional calculus. This method is based on perma-
nence properties of the closure under holomorphic functional calculus when passing
to two-sided ideals, to quotients, or back from ideals and quotients to the algebra.
1.1. Definitions. We begin by recalling the definition of an algebra closed under
holomorphic functional calculus.
Definition 1. Let B be a Banach algebra with unit e. A not necessarily unital
subalgebra A ⊆ B is said to be closed under the holomorphic functional calculus
in B provided for every a = λe + x ∈ Ce + A and all f ∈ O(σB(a)), we have
f(a) ∈ Ce+A.
Here O(σB(a)) stands for the algebra of germs of holomorphic functions on the
spectrum σB(a) of a with respect to the Banach algebra B, and
f(a) :=
1
2πi
∫
γ
f(z)(ze− a)−1dz ∈ B(3)
is the operator given by the usual holomorphic functional calculus within the Ba-
nach algebra B. For any algebra A with unit, we shall denote by A−1 the set of
invertible elements of A.
Remark 1. The following observations are immediate.
(a) Let B be a unital C∗-algebra and A ⊆ B a symmetric subalgebra (i.e. closed
under taking adjoints), then we have σB(a) = σAe(a) where Ae is the comple-
tion of Ce+A with respect to the norm induced by B, so Definition 1 recovers
[8, Definition 1, p. 285].
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(b) An arbitrary intersection of algebras closed under holomorphic functional cal-
culus in B is again closed under holomorphic functional calculus in B.
(c) If A ⊆ B is closed under the holomorphic functional calculus in B, then A is
spectrally invariant in B, i.e. for the groups of invertible elements we have
(Ce +A) ∩ B−1 = (Ce+A)−1 ,
or, equivalently, j−1(B−1) = (Ce + A)−1 if j : Ce + A →֒ B denotes the
natural inclusion.
It is often useful to consider algebras closed under holomorphic functional calcu-
lus that are in addition complete with respect to a finer topology. For example, the
class of Ψ∗-algebras introduced by Gramsch [11] in connection with a perturbation
theory for singular integral and pseudodifferential operators is, in fact, the appro-
priate setting to describe C∞-phenomena of microlocal analysis within a functional
analytic framework [14].
Definition 2. Let B be a unital C∗-algebra. A symmetric, spectrally invariant
subalgebra A ⊆ B, e ∈ A, is called a Ψ∗-algebra in B if, and only if, there exists a
Fre´chet topology TA on A making the embedding ι : (A, TA) →֒ (B, ‖·‖B) continuous.
In case e /∈ A, the algebra A is said to be a non-unital Ψ∗-algebra provided Ce⊕A
is a Ψ∗-algebra.
Following the usual convention, in the sequel a Ψ∗-algebra is always unital. A
unital Fre´chet algebra A is said to be submultiplicative if the topology TA can
be generated by a countable system (qj)j∈N of submultiplicative semi-norms, i.e.
semi-norms satisfying qj(xy) ≤ qj(x)qj(y) and qj(e) = 1.
We recall a few basic facts about (non-unital) Ψ∗-algebra, most of them are
obvious consequences of the definition.
Proposition 1. Let B be a unital C∗-algebra and A ⊆ B a subalgebra.
(a) If A is a non-unital Ψ∗-algebra, then there is a Fre´chet-topology TA on A
such that (A, TA) →֒ (B, ‖ · ‖B) is continuous.
(b) If A is a Ψ∗-algebra, then the group of invertible elements A−1 is open and
the inversion
A−1 ∋ x 7−→ x−1 ∈ A(4)
is continuous.
(c) If A is a non-unital Ψ∗-algebra, then for any a ∈ A there exists an analytic
map h : ̺B(a)→ A where ̺B(a) ⊆ C is the resolvent set, such that
(λe − a)−1 = 1
λ
e+ h(λ) .
(d) Any Ψ∗-algebra, unital or not, is closed under functional calculus. If A is
non-unital and a = λe + x ∈ Ce ⊕A is arbitrary, then f(a)− f(λ)e ∈ A for
all f ∈ O(σB(a))
Proof. For (b) it suffices to use an old result of Banach [3] which says that the
inversion in a Fre´chet algebra is continuous if and only if the group of invertible
elements is a Gδ-set.
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Definition 3. Let B be a Banach algebra with unit e, and ϕ : A → B be a
morphism of algebras, which we assume to preserve the unit if A has one. Then A
is called locally spectral invariant with respect to ϕ, if there exists ε > 0 such that
we have
(e+ ϕ(x))−1 ∈ C+ ϕ(A)
for all x ∈ A with ‖ϕ(x)‖B < ε. In that case, we say that A has property (PA) in
B, and the morphism ϕ is to be understood from the context. Moreover, A is said
to have property (P˜A) if A is unital and ϕ
−1(B−1) = A−1.
By [11, Lemma 5.3], properties (PA) and (P˜A) are closely related in many inter-
esting cases.
Lemma 1. Let ϕ : A→ B be an injective morphism of unital algebras. Then
(a) If B is a unital Banach algebra and ϕ(A) is dense in B, then we have (PA) ⇐⇒
(P˜A).
(b) If B is a unital C∗-algebra and ϕ(A) is symmetric in B, then we have (PA) ⇐⇒
(P˜A).
In other words, (P˜A) is not stronger than the (apparently weaker) condition PA,
provided that either A is dense in B or A is symmetric.
We close this subsection with a lemma that helps to detect spectrally invariant
subalgebras. It will be used in Section 6 to prove the spectral invariance of the
Schwartz convolution algebra on a continuous family groupoid. We include here
a proof that is closely related to the one of the previous Lemma, for the sake of
completeness.
Lemma 2. Let B be a Banach algebra with unit e and A a Banach algebra such
that e ∈ A ⊆ B, A is dense in B, and ̺A(a) = ̺B(a) holds for all a ∈ A, where
̺T (a) stands for the spectral radius of a in a Banach algebra T .
Then we have
A ∩ B−1 = A−1 ,
i.e. A is spectrally invariant in B and A is closed under holomorphic functional
calculus in B.
Proof. Let a ∈ A ∩ B−1 be arbitrary. By the density of A in B there exists y ∈ A
with ‖ay− e‖B ≤ 1/2, hence ̺A(ay − e) ≤ 1/2, and ay is invertible in A. The rest
is clear.
The above statement generalizes right away to non-unital algebras.
1.2. Spectral invariance and ideals. We are now going to look more closely
at the question of how spectral invariance of an algebra is related to that of its
quotients, bearing in mind Proposition 1 (that a compatible Fre´chet topology on
a spectrally invariant subalgebra implies stability under holomorphic functional
calculus). We start by describing the general setting.
From now on and throughout this section, B will be a Banach algebra with unit
e, A ⊆ B will be a subalgebra with e ∈ A, J ⊆ B will be a proper, closed two-sided
ideal in B, and I ⊆ A will be a two-sided ideal in A with I ⊆ J . Then the map
ϕ : A/I −→ B/J : a+ I 7−→ a+ J(5)
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is a well-defined homomorphism of unital algebras. Also, note that ϕ is one-to-one
if, and only if, J ∩ A = I. Thus, we have a commutative diagram with exact rows
0 −→ I −→ A −→ A/I −→ 0y y yϕ
0 −→ J −→ B −→ B/J −→ 0
.(6)
The next theorem relates the different properties (PI), (PA), (PA/I), and (P˜A/I),
to one another. A special case of part (a) can be found in [5, Appendix], (b) is
from [12, Section 5].
Theorem 1. Let A, I,B, J , and ϕ be as above (Equation (5)). We write (P˜ )
instead of (P˜A/I), for simplicity; the property PI is considered with respect to the
obvious morphism I → Ce⊕ J . Then we have
(a) If I ⊆ J is dense, then (PI) together with (P˜ ) imply (PA).
(b) If I ⊆ J is dense, then (PA) implies (PA/I).
(c) If I ⊆ J and A ⊆ B are dense, then (PA) implies (P˜ ).
(d) (PA) implies (PI).
(e) (P˜ ) implies (PA/I); moreover, if ϕ : A/I −→ B/J is one-to-one and ϕ(A/I)
is dense in B/J , then we have (PA/I) if and only if we have (P˜ ).
Proof. Let ε > 0 always be the constant from Definition 3.
(a) By the continuity of the inversion in the unital Banach algebra B/J , we can
find 0 < δ < ε/2 < 1 such that ‖(b + J )−1 − (e + J )‖B/J < ε/8, for all b ∈ B
satisfying ‖(b+ J )− (e+ J )‖B/J < δ.
Consider now a ∈ A with ‖a− e‖B < δ. From ‖(a− e)+J‖B/J < δ and (P˜ ), we
obtain that there exists a1 ∈ A with aa1− e =: x1 ∈ I and ‖a1− e+J ‖B/J < ε/8.
Using the density of I in J , we find x2 ∈ I with ‖a1 − e+ x2‖B < ε/4, hence
‖x1 + ax2‖B ≤ ‖a‖B‖a1 − e+ x2‖B + ‖a− e‖B < ε ,
and by (PI) we get z ∈ I with (e+ x1 + ax2)−1 = e+ z, i.e.
a(a1 + x2)(e + z) = e,
which gives a ∈ A−1, and completes the proof of (a).
(b) Let 0 < δ < ε/2, and a+ I ∈ A/I be with ‖ϕ(a+ I)− (e+J )‖B/J < δ. By
the density of I in J , there exists x ∈ I with ‖a + x − e‖B < ε, hence (PA) gives
a1 ∈ A with (a+ x)a1 = e = a1(a+ x). We thus obtain
ϕ(a+ I)−1 = ϕ(a1 + I) ∈ ϕ (A/I) ,
and hence (b) is proved.
(c) Let a + I ∈ A/I be with ϕ(a + I) ∈ (B/J )−1. Thus, there exists b ∈ B
and y ∈ J with ab − y − e = 0. By the density assumption we obtain x ∈ I and
a1 ∈ A with ‖aa1 − x − e‖B < ε, hence aa1 − x ∈ A−1 by (PA). Let a2 ∈ A
be such that e = (aa1 − x)a2 = aa1a2 − xa2. Consequently, a1a2 + I ∈ A/I is a
right-inverse of a+ I in A/I. Similarly, we obtain also a left-inverse of a+ I, which
gives a+ I ∈ (A/I)−1, and completes the proof of (c).
To prove (d), let ε > 0 and x ∈ I be with ‖x‖B < ε. Then e+ x is invertible in
A because of (PA). Then, (PI) is a consequence of (PA) and the identity
(e+ x)−1 − e = −x+ (e + x)−1︸ ︷︷ ︸
∈A
x2 ∈
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Finally, (e) is a simple, straightforward computation using Lemma 1.
We are mostly interested in the question when A is spectrally invariant in B.
The following special case of Theorem 1 will be used in the sequel.
Corollary 1. Let B be a unital C∗-algebra, and J , A, and I as above, but addi-
tionally symmetric with respect to the ∗-operation in B. Assume that I is dense in
J . Then A is spectrally invariant in B provided
(a) Ce⊕ I is spectrally invariant in Ce⊕ J , and
(b) ϕ−1
(
(B/J )−1) = (A/I)−1.
2. Semi-ideals
We now turn to a method of constructing algebras closed under holomorphic
functional calculus, or, more generally, Ψ∗-algebras. More precisely, in order to be
able to deal with non-unital algebras we need to study composition with possibly
unbounded operators and the semi-ideals generated by this process.
2.1. Definitions. We now introduce semi-ideals.
Definition 4. A subspace J ⊆ B of a unital algebra B is said to be a semi-ideal
in B provided that we have xby ∈ J for all x, y ∈ J and all b ∈ B.
Remark 2.
(a) A left, right or two-sided ideal is obviously a semi-ideal.
(b) Let B be a unital algebra and J ( B be a proper semi-ideal. Then we have
e /∈ J and J ∩ B−1 = ∅ because otherwise we would contradict the identities
b = ebe and e = x(x−1)2x.
Proposition 2. Let A ⊆ B be a Ψ∗-algebra, and J ( A be a proper semi-ideal.
(a) 0 ∈ σB(x) for all x ∈ J .
(b) J is closed under the holomorphic functional calculus in B.
Proof. The first statement is an immediate consequence of Remark 2(b) and the
spectral invariance of A in B. If a = λe + x ∈ Ce ⊕ J and f ∈ O(σB(a)) are
arbitrary, then we have λ ∈ σB(a) by (1), so for all µ /∈ σB(a) we have
(µe − a)−1 = 1
µ− λe+
1
(µ− λ)2x+ x
1
(µ − λ)2 (µe − a)
−1x
together with the definition (3) of f(a) lead to
f(a) = f(λ)e + f ′(λ)x + x
1
2πi
∫
γ
f(µ)
(µ− λ)2 (µe − a)
−1dµ︸ ︷︷ ︸
∈A
x,
which gives f(a)− f(λ)e ∈ J , and completes the proof.
Remark 3. A careful inspection of the above proof shows that (a) holds for any
spectrally invariant, unital subalgebra A ⊆ B, and (b) remains true for any spectrally
invariant, continuously embedded, sequentially complete, locally convex topological
algebra A with continuous inversion and e ∈ A.
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If B is in addition a C∗-algebra, we can assume without loss of generality that al-
gebras closed under holomorphic functional calculus are symmetric. More precisely,
we have the following result.
Lemma 3. If A ⊆ B is closed under the holomorphic functional calculus in the
C∗-algebra B, then A∗ := {a ∈ A : a∗ ∈ A} is symmetric and closed under the
holomorphic functional calculus in B.
Proof. It is sufficient to note that we have f(a)∗ = f∗(a∗) if f ∈ O(σB(a)) and
[f∗ : z 7−→ f(z¯)] ∈ O(σB(a∗)).
2.2. A commutator method. We shall use several procedures to construct sub-
algebras closed under holomorphic functional calculus. The first one leads to Ψ∗-
algebras using commutator methods, whereas the second one produces a semi-ideal,
hence also an algebra closed under functional calculus. We begin by recalling the
construction of submultiplicative Ψ∗-algebras using commutators with closed, sym-
metric operators. These techniques were first used in [4] for the characterization
of pseudodifferential operators on Rn, and later on investigated systematically in
[15], for instance. Here we follow the presentations in [15, 19]. Let us start with a
description of the general setting.
Let K be a Hilbert space, (A, (‖ · ‖j)j∈N) be a submultiplicative Ψ∗-algebra in
L(K) with ‖ · ‖1 = ‖ · ‖L(K). Also, let T be a finite set of densely defined, closed,
symmetric operators T : K ⊇ D(T ) −→ K. By [19, Lemma 2.17] each T ∈ T
induces a closed ∗-derivation
δT : A ⊇ D(δT ) −→ A.
Here, we have a ∈ D(δT ) if, and only if, a(D(T )) ⊆ D(T ), there exists δT (a) ∈ A
with δT (a)ϕ = i (Taϕ− aTϕ), for all ϕ ∈ D(T ), and the same is also true for a∗.
Furthermore, as shown in [19, Section 2.2], the finite set {δT : T ∈ T} leads to
the following scale of symmetric subalgebras of A
Ψ0(T) := A ,
Ψ1(T) :=
⋂
T∈T
D(δT ) ,
Ψr(T) := {a ∈ Ψr−1(T) : δT (a) ∈ Ψr−1(T) for all T ∈ T}, r ≥ 2 .
Each of the algebras Ψr(T) is endowed with a system of semi-norms, namely,
q0,j(a) := ‖a‖j , for a ∈ Ψ0(T), j ∈ N, , and
qr,j(a) := qr−1,j(a) +
∑
T∈T
qr−1,j(δT (a)) , for a ∈ Ψr(T) , r, j ∈ N .
Finally, we endow the algebra Ψ∞(T) :=
⋂∞
r=0Ψ
r(T) with the system of semi-norms
(qr,j)r,j∈N.
Similarly, the set T induces the scale of so-called T-Sobolev spaces by
H0(T) := K
H1(T) :=
⋂
T∈T
D(T )
Hr(T) := {x ∈ Hr−1(T)Tx ∈ Hr−1(T) for all T ∈ T} , r ≥ 2 .
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As above, the spacesHr(T) are endowed with the iterated graph norms with respect
to the system T, i.e. p0(x) := ‖x‖K and
pr(x) := pr−1(x) +
∑
T∈T
pr−1(Tx) , x ∈ Hr(T) , r ≥ 1 .
The intersection H∞(T) := ⋂∞r=0Hr(T) is endowed with the system of norms
(pr)r∈N.
The main properties of this construction are summarized in the next theorem.
For a proof see [19, Theorem 2.24], or [15, Section 2] for the special case A = L(K).
Theorem 2. The algebra (Ψ∞(T), (qr,j)) is a submultiplicative Ψ
∗-algebra in L(K)
with Ψ∞(T) ⊆ A. The T-Sobolev-spaces Hr(T) are Hilbert spaces, H∞(T) is a
projective limit of a sequence of Hilbert spaces, and for each r ∈ N ∪ {∞} the
natural map
Ψr(T)×Hr(T) −→ Hr(T) : (a, ϕ) 7−→ a(ϕ)
is bilinear and continuous.
2.3. Commutators and semi-ideals. The second construction that we shall need
associates to the algebra A and the system T a semi-ideal in L(K).
Indeed, let J0(T) := A, and denote by J1(T) the space of all x ∈ J0(T) such
that, for all T, T1, T2 ∈ T, we have
(a) x(K) ⊆ D(T ) and ωℓT (x) := Tx ∈ J0(T).
(b) There exists ωrT (x) ∈ J0(T) with ωrT (x)f = xTf for all f ∈ D(T ).
(c) x(K) ⊆ D(T1), and there is ωℓ,rT1,T2(x) ∈ J0(T) with ω
ℓ,r
T1,T2
(x)f = T1xT2f for
all f ∈ D(T2).
Moreover, let Jk+1(T) be the space of all x ∈ Jk(T) such that we have ωℓT (x),
ωrT (x), ω
ℓ,r
T1,T2
(x) ∈ Jk(T) for all T, T1, T2 ∈ T.
We endow the spaces Jk(T) with the following systems (pj,k)j∈N0 of norms: let
pj,0(x) := ‖x‖j , for x ∈ J0(T), and let
pj,k+1(x) := pj,k(x) +
∑
T∈T
(
pj,k(ω
ℓ
T (x)) + pj,k(ω
r
T (x))
)
+
∑
T1,T2∈T
pj,k(ω
ℓ,r
T1,T2
(x)) ,
for x ∈ Jk+1(T). Moreover, the projective limit J∞(T) :=
⋂∞
k=0 Jk(T) is endowed
with the projective topology given by the system of norms (pj,k)j,k∈N0 .
Let us collect the main properties of this construction in the following theorem.
Theorem 3. Let (A, (‖ · ‖j)j∈N) be a submultiplicative Ψ∗-algebra. The we have
for k ∈ N0 ∪ {∞}:
(a) (Jk(T), (pj,k)) is a submultiplicative Fre´chet algebra. The canonical embed-
ding Jk(T) →֒ J0(T) is continuous.
(b) Ψ∞(T)Jk(T) ⊆ Jk(T) and Jk(T)Ψ∞(T) ⊆ Jk(T); the two canonical bilinear
maps,
Ψ∞(T)× Jk(T) −→ Jk(T) and Jk(T)×Ψ∞(T) −→ Jk(T),
are jointly continuous.
(c) Jk(T) is a semi-ideal in the Ψ∗-algebra A; in particular, Jk(T) is closed under
the holomorphic functional calculus in L(H). Moreover, the canonical map
Jk(T)×A× Jk(T) −→ Jk(T)(7)
is jointly continuous.
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Proof. The proofs are by induction with respect to k. Since the arguments for the
steps from k to k+1 are the same as for k = 1 the proofs of the steps are omitted.
For (a), let us first assume that we have x, y ∈ J1(T). Then we have xy ∈ J1(T)
with
ωℓT (xy) = ω
ℓ
T (x)y , ω
r
T (xy) = xω
r
T (y), and ω
ℓ,r
T1,T2
(xy) = ωℓT1(x)ω
r
T2(y)
for all T, T1, T2 ∈ T; the submultiplicativity is now immediate whereas for the
completeness of J1(T) we have to use the closedness of the operators T ∈ T.
For (b), note that for a ∈ Ψ∞(T) and x ∈ J1(T) a straightforward computation
gives ax ∈ J1(T) and xa ∈ J1(T) with
ωℓT (ax) = aω
ℓ
T (x)− iδT (a)x
ωrT (ax) = aω
r
T (x)
ωℓ,rT1,T2(ax) = aω
ℓ,r
T1,T2
(x)− iδT1(a)ωrT2(x)
ωℓT (xa) = ω
ℓ
T (x)a
ωrT (xa) = ω
r
T (x)a− ixδT (a)
ωℓ,rT1,T2(xa) = ω
ℓ,r
T1,T2
(x)a+ iωℓT1(x)δT2 (a)
for all T, T1, T2 ∈ T.
For the semi-ideal property (c) it suffices to note that for a ∈ A and x, y ∈ Jk(T)
we have
ωℓT (xay) = ω
ℓ
T (x)ay , ω
r
T (xay) = xaω
r
T (y), and ω
ℓ,r
T1,T2
(xay) = ωℓT1(x)aω
r
T2(xy)
for all T, T1, T2 ∈ T, which gives the joint continuity of (7) as well.
Remark 4. Note that it is not clear, and in general not true that the spaces Jk(T)
are symmetric subspaces of L(K). However, we easily obtain this property by con-
sidering the spaces
Jk(T)∗ := {x ∈ Jk(T) : x∗ ∈ Jk(T)} .(8)
It is straightforward to check that Theorem 3 remains true also for the smaller
spaces Jk(T)∗. By slight abuse of notation we will sometimes write Jk(T) for the
spaces Jk(T)∗.
Corollary 2. We have that Jm(T) is a non-unital Ψ∗-algebra, for any m ∈ N ∪
{∞}.
3. An extended pseudodifferential calculus
Recall that the notion of a continuous family groupoid, defined in [39] generalizes
that of C∞,0-foliations as considered in [7]. More precisely, a continuous family
groupoid is a locally compact topological groupoid such that G is covered by some
open subsets Ω such that the following conditions are satisfied:
• each chart Ω is homeomorphic to two open subsets of Rk ×G(0), Td×Ud and
Tr × Ur such that the following diagram is commutative:
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Tr × Ur
{{ww
ww
ww
ww
w
Ω
≃oo
r
{{xx
xx
xx
xx
x
≃ //
d
##F
FF
FF
FF
FF
Td × Ud
##G
GG
GG
GG
GG
Ur r(Ω)
=oo d(Ω)
= // Ud
(9)
• each coordinate change (for r resp. d) is given by (t, u) 7→ (φ(t, u), u) where φ
is of class C∞,0, i.e. u 7→ φ(., u) is a continuous map from U∗ to C∞(T∗, T ′∗),
∗ = d, r.
In addition, one requires that the composition and the inversion be C∞,0 morphisms.
For the sake of simplicity, we will always assume that the space M := G(0) of units
is compact.
3.1. Groupoid algebras. To any continuous family groupoid G, there is associ-
ated an algebra of pseudodifferential operators: namely, let Ψm,0(G) be the space
of continuous, uniformly supported, invariant families of pseudodifferential opera-
tors (Px)x∈M on the fibers of the groupoid, see [24]. For later purposes, note that
this implies in particular the following: Let Ω ∼= T × U be a chart as in (9) and
ϕ ∈ C∞,0c (Ω). Then there exists p ∈ Cc(U, Sm(T ;Rkη)) such that for each x ∈ U ,
ϕPxϕ corresponds to the pseudodifferential operator p(x, y,Dy) on T .
In this section, we are going to show how the methods of the previous section
can be used to construct algebras closed under holomorphic functional calculus that
contain the algebras Ψ−∞,0(G) and Ψ0,0(G) of pseudodifferential operators on the
groupoid and share some of their algebraic and analytic properties. As it might be
expected, it is difficult to construct, in general, algebras closed under holomorphic
functional calculus that retain all geometric properties of the given groupoid. Nev-
ertheless, we do construct algebras closed under holomorphic functional calculus
that retain at least some of the geometric properties of the groupoid.
First, let us fix some notations. Throughout this section, Kx := L2(Gx; r∗D 12 )
stands for the completion of the space C∞c (Gx; r∗D
1
2 ) with respect to the sesquilinear
pairing
(f, g)x :=
∫
Gx
f(γ)g(γ) .
Moreover, the Hilbert spaces Kx, x ∈ M , can be glued together to a new, big
Hilbert space H containing all necessary information for us.
To be more precise, fix a positive density ν ∈ C∞(M,Ω) on M , and denote the
induced measure again by ν. Note that each f ∈ C∞,0c (G; r∗D
1
2 ) induces a section
f˜ :M −→
∏
x∈M
Kx : x 7−→ f |Gx ∈ C∞c (Gx; r∗D
1
2 ) ⊆ Kx ,
where, as usual, “section” simply means f˜(x) ∈ Kx for all x ∈ M . Now, for any
f, g ∈ C∞,0c (G; r∗D
1
2 ), the function M ∋ x 7→ (f˜(x), g˜(x))x is continuous, hence ν-
measurable. Consequently, the set M of all sections h : M → ∏x∈M Kx such that
the map M ∋ x 7→ (f˜(x), h(x))x is ν-measurable for all f ∈ C∞,0c (G, r∗D
1
2 ) induces
the structure of a ν-measurable field of Hilbert spaces on the family (Kx)x∈M
[10, Definition 2.1.3.1, Proposition 2.1.4.4]. The set H of all h ∈ M satisfying∫
M ‖h(x)‖2Kxdν(x) <∞ is in fact a Hilbert space and we write H =:
∫ ⊕
M Kxdν(x) .
The space C∞,0c (G; r∗D
1
2 ) is then a dense subspace of H.
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Recall that an operator P ∈ L(H) is said to be decomposable provided there
exists a family (P̂ (x))x∈M of operators P̂ (x) ∈ L(Hx) such that, for any h ∈M
(Ph)(x) = P̂ (x)h(x),
for all x ∈ M , and [x 7→ ‖P̂ (x)‖L(Kx)] ∈ L∞(M ; ν) [10, Definition 2.2.3.2]. As
usual, we write in that case P =
∫ ⊕
M P̂ (x)dν(x). A straightforward computation
gives [10, Proposition 2.2.3.2]
‖P‖L(H) = ess-supx ‖P̂ (x)‖L(Kx).
The set of all decomposable operators is in fact a C∗-subalgebra, which we denote
by LD(H) ⊆ L(H).
Finally, for any γ ∈ G, the operators
Uγ : C∞c (Gd(γ); r∗D
1
2 ) −→ C∞c (Gr(γ); r∗D
1
2 ), Uγ(f)(γ
′) = f(γ′γ),
extend by continuity to isometric isomorphisms Uγ : Kd(γ) −→ Kr(γ), and hence
induce an action of the groupoid G on H. Decomposable operators P ∈ LD(H)
with P̂ (r(γ))Uγ = Uγ P̂ (d(γ)) for all γ ∈ G are called invariant with respect to the
action of the groupoid, and we denote the C∗-subalgebra of all invariant operators
by LGD(H).
By the results of [24, Section 3], the regular representations πx, x ∈ M , of the
algebra Ψ0,0(G) fit together to a faithful ∗-representation
πr : Ψ
0,0(G) −→ LGD(H) : πr(P ) =
∫ ⊕
M
πx(P ) dν(x)
of unital algebras. In the sequel, we will identify Ψ0,0(G) with its image under
πr and construct subalgebras A ⊆ L(H) closed under holomorphic functional cal-
culus in L(H) and containing Ψ0,0(G) as a subalgebra. Because of Lemma 3 and
the following Lemma, we can always assume that the algebras A are symmetric
subalgebras of LGD(H).
Lemma 4. Let A ⊆ LD(H) be closed under holomorphic functional calculus in
L(H). Then AG := A ∩ LGD(H) is also G-invariant and closed under holomorphic
functional calculus in L(H).
Proof. This follows because LGD(H) is a C∗-subalgebra of L(H).
As a first step towards constructing algebras closed under holomorphic functional
calculus, we are going to show that we can reduce the problem of finding such
algebras A essentially to the construction of algebras that contain Ψ−∞,0(G) and
are closed under the holomorphic functional calculus in L(H). Indeed, let
J := C∗r (G) = Ψ−∞,0(G)
L(H)
,
B := Ar(G) = Ψ0,0(G)L(H),
and suppose that we have a subspace I = I∗ ⊆ LGD(H) with the following properties
Ψ−∞,0(G) ⊆ I ⊆ J ,(10)
I is a Ψ0,0(G)-left and -right module, and(11)
I has property (PI) in B .(12)
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Theorem 4. Let I be as above and A := Ψ0,0(G) + I ⊆ LGD(H). Then we have
(CidH +A) ∩ L(H)−1 = (CidH +A)−1 .
In particular, if there exists a Fre´chet topology on I making the Ψ0,0(G)-module
action as well as the embedding I →֒ L(H) continuous, then A is closed under the
holomorphic functional calculus in L(H) and is a Ψ∗-algebra containing Ψ0,0(G).
Proof. Because of (11), the space I ⊆ A is an ideal in the algebra A. By Lemma 1
and Theorem 1(a), it suffices to prove that A/I has property (P˜A/I) in B/J . So, let
a¯ = a+ I ∈ A/I be such that ϕ(a¯) ∈ (B/J )−1. Without loss of generality, we may
assume a ∈ Ψ0,0(G). On the other hand, the homogeneous principal symbol map
σ0 induces an isomorphism σ̂0 : B/J −→ C(S∗(G)), with σ0(a) ∈ C∞,0c (S∗(G))−1.
Using the exactness of the sequence
0 −→ Ψm−1,0(G;E) −→ Ψm,0(G;E) σm−−−→ C∞,0c (S∗(G),End(E)⊗ Pm) −→ 0(13)
and the asymptotic completeness of Ψ0,0(G), we obtain b ∈ Ψ0,0(G) with
idH − ab ∈ Ψ−∞,0(G) , idH − ba ∈ Ψ−∞,0(G).
Thus, a¯ is invertible in Ψ0,0(G)/Ψ−∞,0(G), hence also in Ψ0,0(G)/(I ∩ Ψ0,0(G))
because of Ψ−∞,0(G) ⊆ I ∩Ψ0,0(G). This gives the property (P˜A/I), and completes
the proof.
The following Lemma enables us to apply the methods developed in the previous
section to pseudodifferential operators on the groupoid G.
Lemma 5. Let T ∈ Ψm,0(G;D 12 ) be arbitrary. Then the unbounded operator
T : H ⊇ C∞
c
(G; r∗D 12 ) −→ H
is closable. Moreover, if T = T ∗ ∈ Ψm,0(G;D 12 ), then the closure of T is symmetric.
For notational simplicity, we shall not distinguish between T ∈ Ψm,0(G;D 12 ) and
its minimal closed extension T : H ⊇ D(T )→ H in the sequel.
Proof. Let (fj)j∈N be a sequence in C∞c (G; r∗D
1
2 ) with fj −→ 0 inH and Tfj −→ f
in H for some f ∈ H. We have to show f = 0. Let T ∗ ∈ Ψm,0(G;D 12 ) be the formal
adjoint of T . Then we obtain, for all h ∈ C∞,0c (G, r∗D
1
2 )
< f, h >H = lim < Tfj, h >H
= lim
∫
M
< Txfj |Gx , h|Gx >Kx dν(x)
= lim
∫
M
< fj|Gx , T ∗xh|Gx >Kx dν(x)
= lim < fj , T
∗h >H= 0 .
Since C∞,0c (G, r∗D
1
2 ) is dense in H, this gives f = 0. The rest is clear.
Let us briefly outline how the operator theoretic methods from the previous
sections are used to embed the algebra Ψ0,0(G) of pseudodifferential operators of
order 0 in an algebra that is closed under holomorphic functional calculus.
We start with the construction of a submultiplicative Ψ∗-algebraA0 ⊂ L(H) with
Ψ0,0(G) ⊆ A0 by using a variant of the commutator methods described in Theorem
2. Without loss of generality, we can further assume that A0 ⊆ LGD(H) and Ψ0,0(G)
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dense in A0 [19, Corollary 2.5]. Then, we take a finite set T ⊆ Ψ1,0(G;D 12 ) of
formally self-adjoint first order pseudodifferential operators and construct the semi-
ideal J∞(T) and the Ψ∗-algebra Ψ∞(T) as described in Theorem 3. By Theorem
1 of [24] we have Ψ−∞,0(G) ⊆ J∞(T) and Ψ0,0(G) ⊆ Ψ∞(T), hence (10), (11),
and (12) hold for the symmetrized semi-ideal I := J∞(T)∗ by Theorem 3, thus
A1 := Ψ0,0(G) +J∞(T)∗ is a (submultiplicative) Ψ∗-algebra containing Ψ0,0(G) by
Theorem 4. Again by [19, Corollary 2.5], we can even assume that Ψ0,0(G) is dense
in A1.
Since the arbitrary intersection of algebras closed under functional calculus in
L(H) is still closed under holomorphic functional calculus in L(H), we can admit
also countable subsets T ⊆ Ψ1,0(G;D 12 ), and then we obtain, by taking the in-
tersection over all possible choices involved in the construction of the algebra A1,
an algebra A∞ that is independent of any choices, is closed under holomorphic
functional calculus in L(H), and contains Ψ0,0(G). It remains to describe some
properties of the elements of the algebra A∞.
3.2. Properties of the algebra A0. Let χ : Ω
∼=−→ U × T ⊆ M × Rky be a chart
of G as in (9), and ϕ0, ψ0 ∈ C∞,0c (Ω) be arbitrary. We define the local symbol of
a ∈ LD(H) on Ω with respect to ϕ0 and ψ0 by
σΩ(a;ϕ0, ψ0)(x, y, η) := e
−iyηψ0(x, y)â(x)[y
′ 7−→ ϕ0(x, y′)eiy
′η](y)
for x ∈ U , y ∈ T , and η ∈ Rkη. Thus, we get
sup
x,η
∫
T
|σΩ(a;ϕ0, ψ0)(x, y, η)|2dy ≤ c(ϕ0, ψ0) sup
x
‖â(x)‖2L(Kx)(14)
= c(ϕ0, ψ0)‖a‖2LD(H) .
Since the operators i∂ys , iyr∂ys , r 6= s, iys∂ys + i2 , and Myr after multiplication
with some cut-off function can be realized as closed symmetric operators on H,
we can consider the corresponding submultiplicative Ψ∗-algebra A˜Ω with respect
to the C∗-algebra LD(H) as in Theorem 2. A straightforward computation then
yields Ψ0,0(G) ⊆ A˜Ω. Observe that for a ∈ A˜Ω, the derivatives ηr∂ηsσΩ(a;ϕ0, ψ0)
and ∂ysσΩ(a;ϕ0, ψ0) of the local symbol of a can be realized as the local symbol
of the commutator of a with one of the operators mentioned above, hence they
satisfy an L2 estimate similar to (14). As in [6] or [20], an application of Sobolev’s
embedding theorem, leads to the following estimate.
Lemma 6. Let α, β ∈ Nn be arbitrary. Then there exists a continuous semi-norm
qα,β on A˜Ω such that
sup
x,y,η
∣∣∣< η >|β| ∂βη ∂αy σΩ(a;ϕ0, ψ0)(x, y, η)∣∣∣ ≤ qα,β(a) .
LetAΩ be the closure of Ψ0,0(G) in the submultiplicative Ψ∗-algebra A˜Ω∩LGD(H).
By [19, Corollary 2.5], AΩ is a Ψ∗-algebra in LGD(H), and Ψ0,0(G) is dense in AΩ.
Note that the local symbols of elements in AΩ are in the variable x locally uniform
limits of symbols in C(U, S0(T ;Rkη)), hence they remain continuous in x which gives
the following proposition.
Proposition 3. Let a ∈ AΩ be arbitrary and χ : Ω
∼=→ U × T be as above. Then
for all ϕ, ψ ∈ C∞c (Ω) there exists a symbol σΩ(a;ϕ, ψ) ∈ C(U, S0(T ;Rkη)) such that
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we have
χ∗(ψaϕ) = σΩ(a;ϕ, ψ)(x, y,Dy) .(15)
Choosing a (countable) cover G = ⋃Ω∈V Ω of G by open charts Ω as above,
we can define A0 to be the closure of Ψ0,0(G) in the submultiplicative Ψ∗-algebra⋂
Ω∈V AΩ. Then Ψ0,0(G) is dense in A0, and each a ∈ A0 has a representation (15)
with respect to a symbol σΩ(a;ϕ, ψ) ∈ C(U, S0(T ;Rnη )).
As explained above, in a next step we consider now the semi-ideal J∞(T).
3.3. Properties of the semi-ideal J∞(T). The question which properties can
be obtained by choosing the set T of closed, symmetric operators appropriately is
more complicated because it includes in particular the analysis of pseudodifferential
operators on non-compact manifolds, hence, we will be rather short at this point,
and sketch only what is within reach.
Choose an at most countable set of sections S ∈ C∞(M,A(G)), S ∈ S, such
that for each x ∈ M the set {S(x) ∈ TxGx : S ∈ Sx} generates TxGx as a real
vector space for some finite subset Sx ⊆ S, and let T ⊆ Ψ1,0(G;D 12 ) be the
corresponding set of right-invariant, d-vertical vector fields. After multiplying them
with i, the elements in T have symmetric, minimal closed extensions by Lemma
5. For simplicity, let us assume that T is finite; otherwise, we have to consider
the projective limit of the corresponding semi-ideals with respect to an increasing
sequence Tj ⊆ Tj+1 ⊆ T. Let Hm(T), m ∈ N0 be the corresponding scale of
T-Sobolev spaces. Note that the spaces Hm(T) have a decomposition as a direct
integral of the form
Hm(T) =
∫ ⊕
M
HmTx(Gx, r∗D
1
2 )dν(x),
whereHm
Tx
(Gx, r∗D 12 ) is the Sobolev spaces of orderm ∈ N0 associated to the vector
fields Tx := T|Gx ⊆ Ψ1,0(G;D
1
2 ). We extend these scales of Sobolev spaces by
duality to m ∈ Z, then the following result follows immediately from the definition
of the ideal J∞(T)∗.
Lemma 7. Let a ∈ J∞(T)∗ be arbitrary. Then a induces for each m ∈ N and
each x ∈M bounded operators a : H−m(T)→ Hm(T) and
â(x) : H−m
Tx
(Gx, r∗D 12 ) −→ HmTx(Gx, r∗D
1
2 ).
Consequently, â(x) has a smooth kernel provided Sobolev’s embedding
HmTx(Gx, r∗D
1
2 ) →֒ Cb(Gx, r∗D 12 )(16)
holds for 2m > dimGx. Since everything takes place within the algebra A0, the
smooth kernel depends in addition continuously on the parameter x.
Note that (16) holds for instance if the manifolds Gx are of bounded geometry
[42, Appendix]. For the question, when the groupoid is of bounded geometry we
refer to [1]. Let us denote by C∞b (Gx × Gx,END(D
1
2 )) the space of all smooth
sections Gx×Gx → END(D 12 ) that are uniformly bounded, as are all their covariant
derivatives. A combination of Lemma 7 and (16) then yields a characterization of
the Schwartz kernels of the operators â(x).
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Proposition 4. Suppose that the manifolds Gx are of bounded geometry for all
x ∈ M , and let a ∈ J∞(T)∗ be arbitrary. Then â(x) ∈ L(Kx) is an operator with
C∞-kernel kâ(x, ·, ·) ∈ C∞b (Gx × Gx,END(D
1
2 )).
We summarize the results of the above discussion in the following proposition.
Proposition 5. Suppose that for any x ∈M , the fiber Gx is a manifold of bounded
geometry. Then there exists a Ψ∗-algebra A1 containing Ψ0,0(G) as a dense subal-
gebra such that each P ∈ A1 is given by a G-invariant family (Px)x∈M of pseudo-
differential operators Px on Gx.
Note that the definition of the Ψ∗-algebra A1 depends on many choices.
Proof. This follows directly from the plan for the construction of A1 after Lemma
5, Proposition 3 and Proposition 5.
The above results provide us with Ψ∗-algebras that are useful in practice, be-
cause they consist of pseudodifferential operators. These algebras will necessarily
contain operators that are not properly supported (unless our manifold is compact
without corners). Nevertheless, these algebras consist of bounded operators, so
their Schwartz kernels must satisfy some decay conditions far from the diagonal.
It is difficult in general to quantize these decay conditions. One possibility is to
consider commutators with functions that approximate the distance function as in
[17] or [42]. If the groupoid allows a length function with polynomial growth as in
Section 6, we can improve this by introducing Schwartz spaces. Also, for certain
explicitly given groupoids much more is possible; we have elaborated this is Section
5 for the case of generalized cusp-calculi on compact manifolds with corners.
4. Algebras on manifolds with corners
In this section we recall the constructions of various groupoids associated to
manifolds with corners (see for instance [24, 35, 38]). We shall use these results to
define length functions on some of these groupoids, which in turn is useful when
defining Schwartz spaces associated to manifolds with corners, in Section 6. Note
that we do not require that the manifolds used in this section have embedded
hyperfaces. Also, we shall use these constructions in the particular case of manifolds
with boundary in the next section in order to construct algebras with smooth
kernels. The reader interested only in the next section, can skip this section at a
first lecture, and only refer back to it when necessary.
Let X be a manifold with corners, and x a point of X ; we denote by F (x) the
connected component of the set of points having the same codimension as x which
contains x, and by NxF (x) = TxX/TxF (x) the normal space to the boundary at x.
One can define several groupoids associated to X , giving various pseudodifferential
calculi, such as the b-calculus, the cusp-calculus, and its generalizations (the cn-
calculi).
Let
G(X)=
{
(x, y, α) |x, y∈X, codim(x)=codim(y), α :NyF (y) ∼→ NxF (x)
}
,
where α is given, through trivializations NyF (y) ≃ Rk+ based on inward pointing
normals and NxF (x) ≃ Rk+, by a matrix which has one and only one non-zero
element on each line and each column, and this element is positive. It is precisely
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the product of a diagonal matrix with all terms strictly positive by a permutation
matrix.
The groupoid structure of G(X) is given by d, r : G(X) → X with r(x, y, α) =
x, and d(x, y, α) = y; the composition law is induced by the composition of the
isomorphisms, in the sense that (x, y, α)(y, z, β) = (x, z, αβ).
One can endow G(X) with several different differential structures such that the
resulting groupoids are homeomorphic but not diffeomorphic. Let Ω and Ω′ be two
charts of X of same codimension. Thus Ω
π≃ U × RA+ and Ω′
π′≃ U ′ × RA′+ , where U
and U ′ are open subsets of some Rn and A and A′ are the sets of local hyperfaces
contained in Ω and Ω′. The sets A and A′ have the same cardinal, namely the
codimension of Ω. Fix a bijection σ : A′ → A.
If t ∈ RA′+ and λ ∈ R∗+A
′
, then let B′t = {i ∈ A′, ti = 0}. The product of the
matrix of σ|B′t by the diagonal matrix consisting of the λi, for i ∈ B′t, is denoted
by mσ,t,λ ; it defines an isomorphism ασ,t,λ through the trivializations induced by
π and π′:
ασ,t,λ : Nπ′−1(u′,t)F (π
′−1(u′, t))
≃−−−−−→ Nπ−1(u,σ(λt))F (π−1(u, σ(λt)))
≃
y ≃
y
R
B′t
+
mσ,t,λ−−−−−→ RB+
4.1. The b-calculus differential structure. Using the notations above, consider
the map
ψσ : U × U ′ × RA′+ × R∗+A
′ → G(X)
(u, u′, t, λ) 7→ (π−1(u, σ(λt)), π′−1(u′, t), ασ,t,λ).
This map is injective, and one thus obtains a C∞ structure on G(X), which
turns it into a Lie groupoid, whose fibers are submanifolds without boundary; it is
amenable.
Definition 5. The groupoid of the b-calculus, Γ1(X) is the union of the connected
components containing the unit of each d-fiber of G(X).
Remark 5. It is instructive to consider the special case when X is a manifold
with connected boundary ∂X and defining function ρ. Then one can prove that
Γ1(X) ≃ {(x, y, λ) ∈ X ×X × R∗+ | ρ(x) = λρ(y)}.
The identification with the b-calculus is obtained by observing that ∂M×∂M×R∗+ ⊂
Γ1(X) and that logλ = log ρ(x)− log ρ(y) if (x, y, λ) ∈ Γ1(X) and x 6∈ ∂M .
4.2. The cusp-calculus and cn-calculi differential structures. Consider a
continuous, strictly increasing map, smooth for t 6= 0, such that
τn :R+ → R+
t 7→

1
e (− log(t))−
1
n if t ∈ (0, 1/e)
0 if t = 0
t if t ≥ 1
If U is an open subset of a Euclidean space, we will also denote by τn : U×RA′+ →
U × RA′+ the map obtained by applying τn to each coordinate of RA
′
+ .
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As above, one can define
ψσ,n : U × U ′ × RA′+ × R∗+A
′ → G(X)
(u, u′, t, λ) 7→ (π−1(u, σ(τn(λt))), π′−1(u′, τn(t)), ασ,t,λ)
which endows G(X) with a new differential structure.
Definition 6. Let n ≥ 2. The groupoid of the cn-calculus, Γn(X), is the union of
the connected components containing the unit of each d-fiber of the groupoid G(X)
endowed with the structure defined by ψσ,n−1 (using τn−1).
Recall that the c2-calculus is also known as the cusp-calculus – see for instance
[21, 28, 31, 33]
Remark 6. When X is a manifold with connected boundary, endowed with a
defining function of the boundary, ρ, then
Γn+1(X) ≃ {(u, v, µ) ∈ X ×X × R |µρ(u)nρ(v)n = ρ(u)n − ρ(v)n}
as smooth manifolds, which can be seen directly from the definition. Moreover, the
structural morphisms of the groupoid Γn+1 become d(u, v, µ) = v, r(u, v, µ) = u,
and (u, v, µ)(v, w, λ) = (u,w, µ + λ). The Lie algebroid of this groupoid is seen to
consist of the vector fields X ∈ Γ(TM) such that X(ρ(x)−n) is a smooth function
on M .
4.3. Comparison of the cn-pseudodifferential calculi. The groupoids defined
above only differ by their differential structures; in fact, they are all homeomorphic.
This is intuitively clear since τn is a homeomorphism (but it is NOT a diffeomor-
phism) which induces a homeomorphism of groupoids. An immediate application
is the fact that the b-calculus and cn-calculi have the same norm closure.
To keep notations simple, we will only consider here the case of a manifold with
boundary. Then by considering a collar neighborhood of the boundary, one gets a
partition
X = X1 ∪X2
with π : X1 ≃ ∂X × [0, 1) and X2 = X \ π−1(∂X × [0, 1/e)); the boundary defining
function used here is
ρ(x) =
{
et if x ∈ X \X2 with π(x) = (u, t)
1 if x ∈ X2
(ρ is not a smooth function on X , but it is smooth on ∂X).
This allows us to define a homeomorphism
Θn+1 : Γ(X)→ Γn+1(X)
(x, y, λ) 7→ (u, v, µ)(17)
with
u =
{
x if x ∈ X2
π−1 ◦ τn ◦ π(x) if x ∈ X \X2
v =
{
y if y ∈ X2
π−1 ◦ τn ◦ π(y) if y ∈ X \X2
µ = log(λ)
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One can check then that µρ(u)nρ(v)n = ρ(u)n− ρ(v)n by considering separately
the following cases:
(a) If x ∈ X\X2 and y ∈ X\X2 then u ∈ X\X2 and v ∈ X\X2, since τn(t) ≤ 1/e
if t ≤ 1/e. Thus if ρ(u) 6= 0, ρ(u)−n = − log(λt) and ρ(v)−n = − log(t), which
implies that ρ(v)−n − ρ(u)−n = log(λ). If ρ(u) = 0, then ρ(v) = 0 and the
equality is trivial.
(b) If x ∈ X \ X2 and y ∈ X2, then u ∈ X \ X2 and v = y ∈ X2. Thus
ρ(u)−n = − log(ρ(x)/e), and ρ(v)−n = 1. But ρ(x) = λρ(y) = λ, so that
ρ(v)−n − ρ(u)−n = log(λ).
(c) If x ∈ X2 and y ∈ X2, then u = x ∈ X2 and v = y ∈ X2. Thus ρ(u) = ρ(v) =
1 and the equality is trivial.
5. Algebras of smooth kernels
In this section we shall study regularizing operators on certain differentiable
groupoids on a manifold with boundary.
Recall that a differentiable groupoid is a continuous family groupoid G such that
the space of units M , as well as the space of arrows G(1) = G, are differentiable
manifolds (possibly with corners), all structural map are differentiable, and the
domain map d : G → M is a submersion of manifolds with corners. Note that
the latter in particular implies that the fibers Gx := d−1(x) are smooth manifolds
without corners that are in general non-compact. Pseudodifferential operators on
differentiable groupoids have been considered in [23, 36], and [38] in more detail.
We shall use now the results of the previous sections to construct an algebra
of regularizing operators that is closed under holomorphic functional calculus and
whose kernels are smooth including on the boundary, for suitable G. This is non-
trivial, in view of the results of [19, 30], where it is proved that this is not possible
for the b-calculus. We begin by formulating the problem more precisely.
Let G → M be a Hausdorff differentiable groupoid on a manifold with corners
M . We want to construct algebras A with the following properties:
(a) Ψ−∞(G) = C∞c (G) ⊂ A ⊂ C∞(G) ∩ C∗(G) and
(b) A is a (possibly non-unital) Ψ∗-algebra.
Definition 7. An algebra A satisfying properties (a) and (b) right above is called
a Ψ∗-algebra of smooth kernels on G.
In [19] it is proved that there is no Ψ∗-algebra of smooth kernels on G = Γ1(M),
where Γ1(M) is the smooth groupoid associated to the b-calculus (see Section 4).
However, we shall now show how to construct algebras of smooth kernels on G, if
G = Γn(M) are the groupoids defining the cn-calculi on a manifold with boundary
M , provided that n ≥ 2 (see Section 3 for the definition of Γn(M)). Some of us
have learned that it is possible to construct algebras of smooth kernels on Γn(M)
from Richard Melrose.
Let I := C˙∞(M ×M) be the space of smooth functions on M ×M that vanish
to infinite order on the boundary (the boundary here is the union of hyperfaces of
M ×M). Then C˙∞(M ×M) is an algebra of smooth kernels, and hence an algebra
of order −∞ pseudodifferential operators on M0 :=M r ∂M .
Moreover, these operators are bounded on L2(M0). We have to note here that
the correct density on M0 for the cn-calculus is, on a tubular neighborhood of ∂M ,
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of the form hx−n|dx||dy|, where x ∈ [0,∞) is a boundary defining function on M
and |dy| is a density on ∂M , and h ∈ C∞(M).
Lemma 8. The space I ⊂ C∗(G) is a non-unital Ψ∗-algebra.
Proof. Let ∆ be the Laplace operator for some compatible metric (i.e. such that
xn∂x has length one). Take T = {∆, x−1}, regarded as unbounded operators on
L2(M), and apply the semi-ideal construction to C∗(Γn(M)) and T. This yields
an algebra J := J−∞(T)∗ satisfying
J ⊂ {T ∈ C∗(Γn(M)) | x−i∆jT∆kx−l is bounded ∀i, j, k, l }.
Clearly, the opposite inclusion is also true by the definition of J−∞(T).
Let Hm(M) be the domain of ∆m/2, if m ≥ 0, or Hm(M) be the dual of
H−m(M), if m is negative. Also, let H−∞(M) = ∪Hm(M) and H∞(M) =
∩Hm(M).
Since every T ∈ J maps H−∞(M) → H∞(M) and J is symmetric, we obtain
that T is a smoothing operator. Thus, T is an operator with integral kernel given by
a smooth function K(x, y). Since x−iK(x, y, x′, y′)x′
−j
also must define a bounded
operator, we see that K vanishes to infinite order at the boundary. Consequently,
J = I, and Corollary 2 completes the proof.
Remark 7. In the proof above, we obtain the same conclusion by considering
T = {x−1, X1, . . . , Xm}, where X1, . . . , Xm ∈ Γ(TM) is a system of generators for
the vector fields corresponding to the cn-calculus, that is, b-vector fields satisfying
Xj(x
−n+1) ∈ C∞(M).
We proceed now to describe the regularizing operators in the cn-calculi on a
manifold with boundary M [23] in a way that is most convenient for our purposes.
Let (A, (‖·‖j)j∈N) be a submultiplicative Fre´chet algebra. Assume there is given
an action α : R → Aut(A) of R by automorphisms on A (so αt ◦ αs = αt+s). If,
for any a ∈ A, the map R ∋ t 7→ αt(a) is smooth and there exist polynomials Pn,
independent of n, such that
‖αt(a)‖n ≤ Pn(|t|)‖a‖n,(18)
then we say that the action of R on A is with polynomial growth. In that case, we
can introduce on the Schwartz space S (R,A) an algebra structure by
f ∗ g(t) =
∫
R
f(s)αs(g(t− s))ds.
Moreover, S (R,A) acquires a family of seminorms ‖ ‖n,i,j,
‖f‖n,i,j =
∫
t∈R
‖ti∂jt f(t)‖ndt,
making it a Fre´chet algebra, that is submultiplicative with respect to an equivalent
system of seminorms that we now define.
First, we can assume that Pn(t) = Cn(1 + t
Mn), for some Cn > 0 and Mn ∈ N.
Then, a direct verification using the binomial expansion of si = (s− t+ t)i and the
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submultiplicativity of the seminorm ‖ ‖n of A shows that
(19) ‖f ∗ g‖n,i,j =
∫
‖ti∂jt
∫
f(s)αs(g(t− s))ds‖ndt
≤ Cn
∑
β+γ=i
Cβi
(‖f‖n,β,0 + ‖f‖n,β+Mn,0)‖g‖n,γ,j.
(Here Cba = a!b!
−1(a− b)!−1 are the binomial coefficients.)
Let us adjoin a unit denoted e to S (R,A) and extend the norms ‖ · ‖n,i,j to
S (R,A)+ :=S (R,A)⊕Ce by ‖(f, λe)‖n,i,j := ‖f‖n,i,j+|λ|. Equation (19) implies
that left multiplication by f onS (R,A)+ is continuous in the norm∑α≤i ‖ · ‖n,α,j.
The corresponding operator norm, |||f |||n,i,j is then submultiplicative, by definition
and satisfies
|||f |||n,i,j ≤ ‖f‖n,i,j +Kn,i,j
∑
l≤i+Mn
‖f‖n,l,0 .
(The first term appears due to the fact that we have adjoined a unit to S (R,A).
Also, Kn,i,j is a constant that is independant of f .) On the other hand,
‖f‖n,i,j = ‖f ∗ e‖n,i,j ≤ |||f |||n,i,j‖e‖n,i,j = |||f |||n,i,j ,
which proves that the families of seminorms ||| · |||n,i,j and ‖ · ‖n,i,j define the same
topology on S (R,A).
Let M be a compact manifold with boundary ∂M . On ∂M × [0,∞) we consider
the vector field Xn = (1 + x
n)−1xn∂x, with x ∈ [0,∞). Our choice of this vector
field is justified by the fact that
Xn(x
−n+1) = (−n+ 1)(1 + xn)−1 ∈ C∞([0,∞)),
and hence it defines a vector field corresponding to the cn-calculus, n ≥ 2. More-
over, this vector field defines, by integration, an action of R on ∂M × ∂M × [0,∞),
which is trivial on ∂M .
Let A := S (∂M × ∂M × [0,∞)), with product
(fg)(m1,m2, t) =
∫
∂M
f(m1,m, t)g(m,m2, t)dm.
Then A is isomorphic, as an algebra, with the complete projective tensor product
Ψ−∞(∂M)⊗π S ([0,∞)).
Lemma 9. Assume n ≥ 2. Then the action of R on A := S (∂M ×∂M × [0,∞))
integrating the action of the vector field Xn = (1 + x
n)−1xn∂x is with polynomial
growth.
Proof. Let S0(R) be the space of classical symbols of order zero on R, with its
natural Fre´chet space structure. Consider the function
fn(x) = (−n+ 1)−1x−n+1 + x : (0,∞)→ R.(20)
Then fn is a bijection such that the induced map
f∗n :S ([0,∞))→
n−2∑
k=0
S−k/(n−1)(R)
is an equivariant map, i.e. the action of R onS (R) being by translation. Moreover
f∗n is an isomorphism onto its image, which consists of the linear combinations of
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symbols that are of order −∞ on the positive semi-axis [0,∞) ⊂ R. In particular,
the image of f∗n is closed.
Since the action of R by translation on Sk(R) is with polynomial growth, the
given action of R on S ([0,∞)) is also with polynomial growth.
Probably the above lemma is the only reason why we have to restrict to n ≥ 2
in order to construct algebras with smooth kernels on the cn-calculus groupoid
Γn(M).
Fix a smooth function φ ∈ C∞([0,∞)), φ(x) = 1 if x is in a certain neighborhood
of 0, φ(x) = 0 if x ≥ 1, and let
A1 = φS (R,A)φ := φS (R,S (∂M × ∂M × [0,∞)))φ,
where A := S (∂M × ∂M × [0,∞)), as in the above lemma. The algebra A1 acts
on L2(∂M × [0,∞)).
Let Γn(M) be the groupoid defining the cn-calculus. Then Ψ
−∞(Γn(M)) iden-
tifies with an algebra of bounded operators on L2(M) (with the canonical induced
measure).
We are ready to prove the following theorem.
Theorem 5. Let M be a compact, smooth manifold with connected boundary.
Then A = A1+I ⊂ C∗(Γn(M)) and is a non-unital Ψ∗-algebra with smooth kernels.
Proof. We shall use the results of the previous sections. First, however, we have
to prove that A := A1 + I is an algebra.
Indeed, by Theorem 3, it is enough to check that A1 ⊂ Ψ∞(T), where T =
{x−1, X0, . . . , Xm} is chosen as in Remark 7. We identify a tubular neighborhood of
∂M with a subset of ∂M × [0,∞). To prove this, we first notice that X0, . . . , Xm ∈
Ψ1(Γn(M)), A1 ⊂ Ψ−∞(Γn(M)),
and hence any product of the form
Xi1 . . . XijaXij+1 . . . Xir
consists of bounded operators. Then, let us write by af the operator of convolution
on ∂M × [0,∞) with the function f ∈ S (R) (the action of R is the one integrating
the vector field Xn = (1 + x
n)−1xn∂x). Also, let us observe that A = S (∂M ×
∂M × [0,∞)) identifies with an algebra of operators on L2(∂M × [0,∞)). Then the
map
S (R)⊗π A ∋ f ⊗ b→ afb ∈S (R,A)
is an isomorphism. We need to check that δ, δ(a) := [x−1, a] maps S (R,A) to
itself. Clearly δ(b) = 0, for any b ∈ A. If f ∈ S (R), then δ(f) ∈ S (R,A).
This proves our claim that S (R,A) is stable with respect to δ. In conclusion,
A1 ∈ Ψ∞(T) and hence A1I + IA1 ⊂ I (see Theorem 3).
The algebra A has a Fre´chet topology induced from the Frechet topologies of
A1 and I. To prove that it is a Ψ
∗-algebra, we thus only need to prove that it
is spectrally invariant. To this end, we shall use the results of Theorem 1. Let
B = C∗(Γn(M)), regarded as a subalgebra of the algebra of bounded operators on
L2(M). Also, let J be the norm closure of xB. Let K be the algebra of compact
operators on L2(∂M). Then B/J ≃ C0(R,K) by standard results on groupoid C∗-
algebras. (This statement can also be extracted from either of [24, 32], by using,
for example the exact sequence associated to the invariant subset ∂M × {0} ⊂
∂M × [0,∞).) Let ϕ : A/I → B/J be the induced morphism. Then the range of
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this morphism is S (R, C∞(∂M × ∂M)) ⊂ B/J ≃ C0(R,K) and hence ϕ is locally
spectral invariant.
Theorem 1 or, more precisely Corollary 1, then shows that A is spectrally invari-
ant. This completes the proof.
We are planning to clarify the relation between our algebra A for the c2-calculus
and the cusp-calculus as defined by Melrose (an exposition can be found in [33]) in
another paper.
6. The Schwartz space of a continuous family groupoid
In this section we define a notion of Schwartz space on a continuous family
groupoid G, i.e. a space of rapidly decreasing functions as well as their derivatives.
This was introduced in [34] in the case of differentiable groupoids. We prove, using
also some methods introduced in [18], that this is a subalgebra of C∗(G), stable
under holomorphic functional calculus.
6.1. The Schwartz convolution algebra. Let G be a Hausdorff, continuous fam-
ily groupoid. Fix a 1-density on A. This will then give rise to a 1-density on each
of the manifolds Gx, and hence to a smooth measure µx on each of Gx. Moreover,
the measures µx are invariant with respect to right translations, and hence they
form a Haar system.
Definition 8. Let µ be the Haar system on G introduced above. A length function
with polynomial growth on G is a continuous function φ : G → R+ such that:
(a) φ(g1g2) ≤ φ(g1) + φ(g2),
(b) ∀g ∈ G, φ(g−1) = φ(g),
(c) φ is proper,
(d) ∃c,N, ∀x ∈ G(0), ∀r ∈ R+, µx(φ−1([0, r]) ≤ c(rN + 1).
The polynomial growth condition ensures that there exists k0 ∈ N and C ∈ R
such that for any k ≥ k0, and for any x ∈ G(0),∫
Gx
1
(1 + φ(g))k
dµx ≤ C.
Let v be a section of the Lie algebroid of G, A(G); such a section defines a
differential operator of order 1 on G. Thus if v1, . . . , vl are sections of A(G), and
if f ∈ C0(G,Ω 12 ), then v1 . . . vk · f · vk+1 . . . vl is a distribution on G. It belongs to
C0(G,Ω 12 ) provided that there exists g ∈ C0(G,Ω 12 ) such that, for any a ∈ C∞,0c (G),
g · a = (v1 . . . vk · f · vk+1 . . . vl) · a.
Definition 9. Let G be a continuous family groupoid and φ be a length function
with polynomial growth on G. Define
S
k,d
(G, φ) = {f ∈ C0(G,Ω 12 ), ∀v1, . . . , vd ∈ C(A(G)), ∀i ≤ d,
v1 . . . vi · f · vi+1 . . . vd ∈ C0(G,Ω 12 )
and sup
g∈G
|v1 . . . vi · f · vi+1 . . . vd(g)|(1 + φ(g))k <∞}.
The Schwartz space of G with respect to φ is
S (G, φ) =
⋂
k,d∈N
S
k,d
(G, φ).
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The space S
k,d
(G, φ) can be endowed with the norm
‖f‖k,d = sup
i≤l≤d
sup
v1,... ,vl∈C(A(G))
‖vj‖≤1
sup
g∈G
|v1 . . . vi · f · vi+1 . . . vl(g)|(1 + φ(g))k.
Remark 8. • If l ≥ k and f ∈ S l,d(G, φ) then f ∈ S k,d(G, φ) and ‖f‖k,d ≤
‖f‖l,d.
• If f ∈ S k,d(G, φ) and k ≥ k0 then for any x ∈ G(0) and any v1, . . . , vl ∈
C(A(G)) (with l ≤ d), one has∫
Gx
|v1 . . . vi · f · vi+1 . . . vl(g)|2 ≤ ‖f‖2k,d
∫
Gx
1
(1 + φ(g))2k
dµx
≤ C‖f‖2k,d
so that v1 . . . vi · f · vi+1 . . . vl ∈ L2(Gx), and ‖v1 . . . vi · f · vi+1 . . . vl‖L2(Gx) ≤√
C‖f‖k,d.
Proposition 6. For any k, d ∈ N, with k such that ∫Gx 1(1+φ(g))k dµx converges
for any x ∈ G(0), S k,d(G, φ) is a dense subalgebra of C∗r (G), and there exists a
constant λk such that ‖ · ‖C∗r (G) ≤ ‖ · ‖k,d.
Proof. If f1, f2 ∈ S k,d(G, φ). Let x = d(g), we then have
|v1 . . . vi · f1 ∗ f2 · vi+1 . . . vl(g)| = |
∫
Gx
v1 . . . vi · f1(gg′−1)f2 · vi+1 . . . vl(g′)|dµx
≤
∫
Gx
φ(g′)≥φ(g)2
|v1 . . . vi · f1(gg′−1)f2 · vi+1 . . . vl(g′)|dµx
+
∫
Gx
φ(gg′−1)≥φ(g)2
|v1 . . . vi · f1(gg′−1)f2 · vi+1 . . . vl(g′)|dµx
≤
∫
Gx
φ(g′)≥φ(g)2
‖f1‖k,d 1
(1 + φ(gg′−1))k
‖f2‖k,d 1
(1 + φ(g′))k
dµx
+
∫
Gx
φ(gg′−1)≥φ(g)2
‖f1‖k,d 1
(1 + φ(gg′−1))k
‖f2‖k,d 1
(1 + φ(g′))k
dµx
≤ 2
k
(1 + φ(g))k
‖f1‖k,d‖f2‖k,d
(∫
Gx
1
(1 + φ(gg′−1))k
+
∫
Gx
1
(1 + φ(g′))k
)
dµx
≤ 2
k+1C
(1 + φ(g))k
‖f1‖k,d‖f2‖k,d
so that
|v1 . . . vi · f1 ∗ f2 · vi+1 . . . vl(g)|(1 + φ(g))k ≤ 2k+1C‖f1‖k,d‖f2‖k,d(21)
which implies that f1 ∗ f2 ∈S k,d(G, φ). Consequently, S k,d(G, φ) is an algebra.
To prove that S
k,d
(G, φ) is a subspace of C∗r (G), we need to show that if f ∈
S
k,d
(G, φ), and for any x ∈ G(0) and ξ ∈ Cc(Gx), one has
‖f ∗ ξ‖L2(Gx) ≤ ‖f‖k,d‖ξ‖L2(Gx)
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up to a constant.
Denote by λk the constant 2
k+1C. Then the Cauchy-Schwarz inequality implies
that
‖fξ‖2L2(Gx) ≤ ‖ξ‖L2(Gx)‖(f∗f)ξ‖L2(Gx).
By induction,
‖fξ‖2n+1L2(Gx) ≤ ‖ξ‖2
n+1−1
L2(Gx)
‖(f∗f)2nξ‖L2(Gx).
But if h ∈ S k,d(G, φ),
‖hξ‖2L2(Gx) =
∫
Gx
(h(gg′
−1
)ξg′)2dµx
≤ ‖h‖2k,d
∫
Gx
(
ξg′
(1 + φ(gg′−1))k
)2dµx
The inequality (21) also gives
‖(f∗f)2n‖k,d ≤ λ2n+1k ‖f2
n+1‖k,d,
so that
‖fξ‖2n+1L2(Gx) ≤ ‖ξ‖2
n+1−1
L2(Gx)
λ2
n+1
k ‖f‖2
n+1
k,d (
∫
Gx
(
ξg′
(1 + φ(gg′−1))k
)2)1/2dµx.
Taking n→∞,
‖fξ‖L2(Gx) ≤ ‖ξ‖L2(Gx)λk‖f‖k,d,
which implies that f ∈ C∗r (G), and ‖f‖C∗r (G) ≤ λk‖f‖k,d.
6.2. The theorem. We are now ready to prove the main result of this section, the
fact that the algebras S (G, π) are closed under holomorphic functional calculus.
Theorem 6. The Schwartz space of G with respect to φ, S (G, φ), is closed under
holomorphic functional calculus in C∗r (G).
Proof. The methods of [18] extend without difficulty to our case.
As above, let k0 be such that
∫
Gx
1
(1+φ(g))k0
converges for any x ∈ G(0).
Lemma 10. If l ≥ k ≥ k0 then S l,d(G, φ) is stable under holomorphic calculus
in S
k,d
(G, φ).
Proof. To prove this, by Lemma 2, we will show that
lim
n→∞
‖fn‖ 1nk,d = limn→∞ ‖f
n‖ 1nl,d.
Indeed, this implies that S
l,d
(G, φ), which is a dense subalgebra of S k,d(G, φ), is
also full.
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Now, as above, we have
|v1 . . . vi · fn · vi+1 . . . vl(g)|
= |
∫
g1...gn=g
(v1 . . . vi · f)(g1)f(g2) . . . f(gn−1)(f · vi+1 . . . vl)(gn)|
≤
n∑
i=1
∫
g1...gn=g
φ(gi)≥
φ(g)
n
|v1 . . . vi · f(g1)||f(g2)| . . . |f(gn−1)||f · vi+1 . . . vl(gn)|
≤
n∑
i=1
‖f‖n−1k,d ‖f‖l,d
∫
g1...gn=g
φ(gi)≥
φ(g)
n
1
(1 + φ(gi))l
∏
j 6=i
1
(1 + φ(gj))k
≤ ‖f‖n−1k,d ‖f‖l,d
1
(1 + φ(g)n )
l
n∑
i=1
∫
g1...gn=g
φ(gi)≥
φ(g)
n
∏
j 6=i
1
(1 + φ(gj))k
As the latter integrals are lower than C,
|fn(g)|(1 + φ(g))l ≤ ‖f‖n−1k,d ‖f‖l,dnl · nC
which gives
‖fn‖ 1nl,d ≤ n
1+l
n C
1
n ‖f‖1− 1nk,d ‖f‖
1
n
l,d
thus
lim
n→∞
‖fn‖ 1nl,d ≤ ‖f‖k,d.
Let’s now apply this inequality to fm, we get
lim
n→∞
‖fmn‖ 1nl,d ≤ ‖fm‖k,d,
so that if m→∞,
lim
n→∞
‖fn‖ 1nl,d = limm,n→∞ ‖f
mn‖ 1mnl,d ≤ limm→∞ ‖f
m‖ 1mk,d.
Because of ‖fm‖k,d ≤ ‖fm‖l,d we get limn→∞ ‖fn‖
1
n
l,d = limn→∞ ‖fn‖
1
n
k,d.
Lemma 11. If k ≥ k0, one has
S
k,d
(G, φ) ∗ C∗(G) ∗S k,d(G, φ) ⊂ S 0,d(G, φ).
Proof. If f1, f2 ∈ S k,d(G, φ) and f ∈ C∗(G), then
|v1 . . . vi ·f1∗f ∗f2 ·vi+1 . . . vl(g)| = |
∫
Gs(g)
(v1 . . . vi ·f1)(gg′−1)(f ∗f2 ·vi+1 . . . vl)(g′)|.
But if we denote by f3 the function g
′ 7→ (v1 . . . vi · f1)(gg′−1), then the Cauchy-
Schwarz inequality gives
|v1 . . . vi · f1 ∗ f ∗ f2 · vi+1 . . . vl(g)| ≤‖f3‖L2(Gs(g))‖f ∗ f2 · vi+1 . . . vl‖L2(Gs(g))
≤C‖f3‖k,d‖f‖C∗r (G)‖f2‖L2(Gs(g))
≤C‖f3‖k,d‖f‖C∗r (G)C‖f2‖k,d,
and hence f1 ∗ f ∗ f2 ∈S 0,d(G, φ).
Lemma 12. If k ≥ k0, then S k,d(G, φ) is stable under holomorphic functional
calculus in C∗r (G).
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Proof. If f ∈S k,d(G, φ), then the lemma 11 implies that
‖fn‖0,d ≤ C2‖f‖k,d‖fn−2‖C∗r (G)‖f‖k,d
thus
lim
n→∞
‖fn‖1/n0,d = limn→∞ ‖f
n‖1/nC∗r (G)
(the inverse inequality is given by Proposition 6). To prove this lemma, it remains
to show that
lim
n→∞
‖fn‖1/n0,d = limn→∞ ‖f
n‖1/nk,d .
If f1, f2 ∈S 2k,d(G, φ), then
|v1 . . . vi · f1 ∗ f2 · vi+1 . . . vl(g)| ≤
∫
Gx
|v1 . . . vi · f1(gg′−1)||f2 · vi+1 . . . vl(g′)|
≤
∫
Gs(g)
φ(gg′−1)≥φ(g)2
‖f1‖2k,d‖f2‖0,d
(1 + φ(gg′−1))k(1 + φ(g))k
+
∫
Gs(g)
φ(g′)≥φ(g)2
‖f1‖0,d‖f2‖2k,d
(1 + φ(g′))k(1 + φ(g))k
≤ C
(1 + φ(g))k
(‖f1‖0,d‖f2‖2k,d + ‖f1‖2k,d‖f2‖0,d)
hence ‖f1f2‖k,d ≤ C(‖f1‖0,d‖f2‖2k,d + ‖f1‖2k,d‖f2‖0,d).
Applying this to f1 = f2 = f , we get
‖f2n‖k,d ≤ 2C‖f‖0,d‖f‖2k,d.
But by Lemma 10,
lim
n→∞
‖fn‖1/n2k,d = limn→∞ ‖f
n‖1/nk,d ,
so that
lim
n→∞
‖fn‖1/nk,d ≤ limn→∞ ‖f
n‖1/n0,d ,
which gives an equality as the opposite inequality comes from the Remark 8.
We are ready now to complete the proof of Theorem 6. The Schwartz space of G
with respect to φ is thus an intersection of subalgebras of C∗r (G) which are stable
under holomorphic functional calculus, hence S (G, φ) is stable under holomorphic
functional calculus in C∗r (G).
Corollary 3. Let G be a continuous family groupoid, and φ be a length function
with polynomial growth. Denote by Ψ0s(G) the sum of Ψ0(G) and of the Schwartz
space of G with respect to φ, S (G, φ). Then Ψ0s(G) is stable under holomorphic
functional calculus.
Moreover, if P ∈ Ψ0s(G) is Fredholm, then it admits a parametrix Q ∈ Ψ0s(G).
Proof.
Let us first show that Ψ0s(G) is an algebra, which amounts to prove that if
k1, k2 ∈ Im,0c (G,G(0)) and f ∈S (G, φ) then k1 ∗ f ∗ k2 ∈S (G, φ).
The Lie algebroid of G being a C∞,0 fiber bundle, it is possible to choose a
set v1, . . . , vN ∈ C(A(G)) such that for any x ∈ G(0), (v1(x), . . . , vn(x)) generates
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TxGx. Now let ∆ =
∑N
i=1 v
2
i . This differential operator is of degree 2 and admits a
parametrix.
If k1, k2 ∈ Im,0c (G,G(0)) then for any l there exist k′1, k′2 ∈ Im−2l,0c (G,G(0)) and
r1, r2 ∈ C∞,0c (G) such that k1 = k′1 ∗ kl∆ + r1, k2 = kl∆ ∗ k′2 + r2. But when
k ∈ I−N−1,0c (G,G(0)), it is given by an absolutely convergent oscillatory integral,
thus it belongs to Cc(G). Hence if l is large enough, k′1 and k′2 belong to S (G).
But
k1 ∗ f ∗ k2 = k′1 ∗ kl∆ ∗ f ∗ kl∆ ∗ k′2 + k′1 ∗ kl∆ ∗ f ∗ r2 + r1 ∗ f ∗ kl∆ ∗ k′2 + r1 ∗ f ∗ r2
so that k1 ∗ f ∗ k2 ∈ S (G) since kl∆ ∗ f ∗ kl∆ ∈S (G) by definition and S (G) is an
algebra.
The first part of this result is then a direct consequence of Theorem 4.
Consider the exact sequence
0→ K → A(G)→ A(G)/K → 0.
If P ∈ Ψ0s(G) is Fredholm, then its image in A(G)/K is invertible, thus, Theorem 1
implies that its inverse lives in Ψ0s(G)/(Ψ0s(G) ∩ K). This shows that there exists a
parametrix in Ψ0s(G).
As P. Piazza has kindly informed us, Schwartz-type spaces seem to be important
also for the questions related to higher-signatures that were considered in [25, 26].
6.3. Schwartz spaces associated to the cn groupoids. The continuous family
groupoids defined in Section 4 can be endowed with length functions in order to
define, for each of them, a Schwartz space, thus to obtain an algebra of pseudodif-
ferential operators closed under holomorphic functional calculus. To keep notations
simple, we only consider here the case of a compact manifold with boundary. In
the case of the b-calculus, we have
Γ(X) = {(x, y, λ) ∈ X ×X × R∗+ , ρ(x) = λρ(y)}.
Define φ(x, y, λ) = | log(λ)|. It was shown in [34] that this defines a length function.
Before considering the case of the cn-calculi, we need an easy lemma:
Lemma 13. Let G and G′ be two homeomorphic continuous family groupoids. Then
any length function with polynomial growth on G induces such a function on G′.
Proof. Denote by f : G′ → G the homeomorphism, and assume that G has a length
function with polynomial growth, φ. Let φ′ = φ ◦ f : G′ → R+. This function is
clearly a length function with polynomial growth, since f is a homeomorphism, and
the Haar system on G′ is induced by that on G.
Recall from Section 4 that there is a homeomorphism Θn : Γ(X) → Γn(X)
where Γ(X) is the groupoid of the b-calculus, and Γn(X) is the groupoid of the
cn-calculus.
Proposition 7. Let φn = φ ◦ Θ−1n . Then φn is a length function. Under the
identification
Γn+1(X) = {(u, v, µ) ∈ X ×X × R, µρ(u)nρ(v)n = ρ(u)n − ρ(v)n},
one gets φn(u, v, µ) = |µ|.
Proof. This is clear since Θn(x, y, λ) = (u, v, log(λ)).
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