Abstract. We show that a compact quantum group all whose irreducible representations have dimension bounded by a fixed constant must be of Kac type, in other words, its Haar measure is a trace. The proof is based on establishing several facts concerning operators related to modular properties of the Haar measure. In particular we study spectrum of these operators and the dimension of some of their eigenspaces in relation to the quantum dimension of the corresponding irreducible representation.
Introduction
Let G be a compact quantum group. It is known that all irreducible representations of G are finite dimensional. We will say that G has representations of bounded degree if the dimensions (in algebraic literature called degrees) of all irreducible representations of G are bounded by some fixed constant. This property appeared recently in the paper [3] in connection with property pTq for discrete quantum groups, where G with representations of bounded degree was termed low. 1 The authors of [3] remark that compact quantum groups with representations of bounded degree exist and provide some examples ([3, Remark 1.6]). In fact examples of such compact quantum groups have been plentiful in non-commutative geometry (see e.g. [6] or [1] ).
Classical groups with representations of bounded degree have been studied already in [8] . It was proved by C.C. Moore in [9] that such groups must bee virtually abelian, i.e. they have an abelian subgroup of finite index. The interest in establishing a quantum analog of this result lead first to a much more mundane question whether a compact quantum group with representations of bounded degree must necessarily be of Kac type (have tracial Haar measure). Quite surprisingly this question turned out to be rather difficult to settle. In this paper we show that indeed a compact quantum group with representations of bounded degree is of Kac type. Compact quantum groups of Kac type are characterized in many ways e.g. in [10, Proposition 1.7.9] , (see also [5, Theorem 3.4] ). The task is carried out by exploiting a number of inequalities between various numerical invariants like the quantum dimension or dimensions of certain eigenspaces of operators naturally associated with representations of quantum groups which are not of Kac type.
All necessary definitions and basic theory of compact quantum groups can be found in the book [10] . We will also follow almost all notational conventions of that book. In particular we refer the reader to [ . For notions related to duality between compact and discrete quantum groups (and discrete quantum groups themselves), apart from [10] we also recommend [14] , [12, Section 3] and [5] .
The paper is organized as follows: in Section 2 we recall certain aspects of the theory of compact quantum groups and introduce some notation needed later on. Section 3 is devoted to establishing sufficient conditions for operators ρ α (see Section 2 and [10] ) have eigenvalues symmetric with respect to the map t Þ Ñ 1 t . In particular we show that such a symmetry statement holds for all irreducible representations of a quantum group with representations of bounded degree. In Section 4 we give a formula for the values of the comultiplication ∆ p G of the discrete quantum group p G dual to G on elements of the standard basis of c 00 p p Gq (cf. [5] ) which we need in the following Section 5 dealing with spectral projections of the operators ρ α . Theorem 5.3 in that section is an important technical tool for establishing our main result. The longest section 6 focuses on the proof of our main theorem 6.3 and finally in the appendix we briefly mention an algebraic characterization of the property of having representations of bounded degree.
Notation
Let G be a compact quantum group. For a finite dimensional unitary representation U P BpH U q b CpGq we will use the symbol ρ U for the unique positive invertible element of MorpU, U cc q such that Trp¨ρ U q " Trp¨ρ U´1 q on EndpU q ([10, Proposition 1.4.4]). Define 
where }¨} t is the usual ℓ t norm on R dim U . Note that one of the defining properties of ρ U implies that }
(2.1) We let Irr G denote the set of equivalence classes of irreducible representations of G. For each α P Irr G we fix a unitary representative U α P α on a Hilbert space H α of dimension n α (i.e. n α " dim U α ). We write ρ α for ρ U α and we fix an orthonormal basis tξ α 1 , . . . , ξ α nα u of H α in which the matrix of ρ α is diagonal with descending eigenvalues. Once the basis is fixed, the corresponding matrix units will be denoted by e α i,j : e α i,j "ˇˇξ
Throughout the paper we will use the constant Throughout the paper we will assume that G is infinite, i.e. dim CpGq "`8 (equivalently Irr G is an infinite set).
Symmetry of eigenvalues
In this section we would like to address the situation when the eigenvalues of ρ α are symmetric in the sense that
(3.1) This need not be the case. Indeed one can construct compact quantum groups with the operator ρ α "prescribed" (at least for the so called fundamental or defining representation). For example, the construction of free quantum unitary as well as free quantum orthogonal groups begins with the choice of an invertible matrix F and the operator ρ U for the fundamental representation is then proportional to pF˚F q J (cf. [10, Example 1.4.2]). It follows that there exists compact quantum groups with irreducible representations for which the symmetry (3.1) does not hold.
Nevertheless there are cases where one can prove (3.1). We start with a simple one. Proof. This is an immediate consequence of [10, Proposition 1.4.7] which says that ρ U α is the transpose of ρ α´1 .
Proposition (3.1) shows for example that for G " SU q p2q we have (3.1) for all α P Irr G. Our second proposition describes another situation where (3.1) holds. To help formulate the statement, for each α P Irr G let P n pαq be the maximal dimension of an irreducible subrepresentation of α J n .
Proposition 3.2. Let α P Irr G and assume the following condition is satisfied:
In the proof we will use standard inequalities for ℓ p norms on R n :
and the following elementary lemma:
Then n " m and a i " b i for i P t1, . . . , nu.
Proof of Proposition 3.2.
Let n P N and β 1 , . . . , β N P Irr G be such that
(we are not assuming the β i 's are pairwise non-equivalent). For each i and t ą 1 we have
where in the third step we used (2.1).
Similarly for any i and t ą 1
Summing these inequalities over i yields
is strictly greater then 1. Setting c to be this number we get 1 ďˆP n pαq c n˙t´1 . Now taking limit n Ñ 8 gives a contradiction in the form 1 ď 0. It follows that we must have d t pαq " d´tpαq for all t ą 1 and hence
Proof. Obviously we have P n pαq ď N G for all α and all n, so if N G ă`8 the condition (3.2) clearly holds for all α P Irr G.
Comultiplication on c 0 p p Gq
The dual quantum group of G is described in detail in [12, Section 3] and we refer to this paper for all the details. Let us only mention that c 0 p p Gq is by definition the C˚-algebra
spans a dense˚-subalgebra in c 0 p p Gq which we will denote c 00 p p Gq. The comultiplication ∆ p G is a morphism of C˚-algebras (in the sense of [16, Section 0]) from c 0 p p Gq to c 0 p p Gq b c 0 p p Gq defined uniquely by the requirement that
where
is the universal bicharacter describing the duality between G and p G (see [12, Section 3] ). In this section we will derive an explicit formula for the value of ∆ p G on elements of the basis (4.1). For this we need to fix certain operators related to decomposition of tensor product of irreducible representations into irreducible representations.
Decompositions of tensor products. For β, γ P Irr G the tensor product U β J U γ is equivalent to a direct sum of U α 1 , . . . , U αn with α 1 , . . . , α n P Irr G determined uniquely up to permutation. Given α P Irr G we let mpα, β J γq be the multiplicity of α in β J γ, i.e. the number of times α appears in the sequence pα 1 , . . . , α n q (this can be zero). Thus we have
be the unitary operator implementing equivalence (4.3). Then
where V pα, β J γ, iq : H α Ñ H β b H γ are isometries with orthogonal ranges. The equivalence (4.3) reads
Let us write out the matrix elements of V pα, β J γ, iq in the fixed bases of the respective Hilbert spaces:
(the range of indices b and c are self-explanatory) or in other words
The coefficients V pα, β J γ, iq b,c a help express the product of matrix elements of two irreducible representations from the collection pU α q αPIrr G as a linear combination of these matrix elements:
Lemma 4.1. For any β, γ P Irr G and any b, b 1 P t1, . . . , n β u, c, c 1 P t1, . . . , n γ u we have
Proof. Let us expand the right hand side of formula (4.4):
On the other hand, the left hand side of (4.4) is Proposition 4.2. For any α P Irr G and any a, a 1 P t1, . . . , n α u we have
Proof. We expand both sides of (4.2). The left hand side is
while by Lemma 4.1 the right hand side is
and the result follows from linear independence of u α a,a 1 α P Irr G, a, a 1 P t1, . . . , n α u ( .
Spectral projections of ρ U operators
For a finite dimensional unitary representation U P BpH U q b CpGq of G and a number t ą 0 let ρ U ptq denote the spectral projection of ρ U corresponding to the subset ttu of R`, i.e. ρ U ptq " χ ttu pρ U q. Similarly let H U ptq denote the range of the projection ρ U ptq. When U " U α for some α P Irr G we will write ρ α ptq and H α ptq as usual. The properties of these spectral projections are summarized in the next proposition.
Proposition 5.1. Let U P BpH U q b CpGq and V P BpH V q b CpGq be finite dimensional unitary representations of G. Then for any t ą 0 we have
Proof. As in Section 2 we let tf z u zPC be the family of Woronowicz characters of G. Applying pid b f n q to both sides of pT b 1qU " V pT b 1q we obtain ÿ (3) and (4) follow from the equalities
Proposition 5.2. For any α, β, γ P Irr G we have mpα, β J γq " mpβ, α J γq " mpγ, β J αq.
Proof. Using [10, Theorem 2.2.6] we obtain:
Theorem 5.3. For any α, β P Irr G and s, t ą 0 we have
Remark 5.4. When G is of Kac type equations (5.2a), (5.2b) reduce to
which can be seen as an obvious equality of dimensions (see Proposition 5.2)
Proof of Theorem 5.3. Let h p

G
be the right Haar measure of p G:
where π α : c 00 p p Gq Ñ BpH α q is the canonical projection (cf. [12, Section 3] ). Note that
for any α P Irr G and a, a 1 P t1, . . . , n α u. Modular properties of h p G are described by operators tρ α u αPIrr G :
Choose α P Irr G and a, a 1 P t1, . . . , n α u. Using (5.3), the formula for ∆ p G given in Proposition 4.2 and (5.4a) we get
and similarly (this time using (5.4b))
If we equate appropriate coefficients in equations (5.5), (5.6) we get
and ÿ
Now let us fix t ą 0, multiply both sides of (5.7) by
D and sum over c, c 1 P t1, . . . , n γ u.
and similarly multiplying both sides of (5.8) by
Let us rewrite the left hand side of (5.9) in the following way:
and similarly with the left hand side of (5.10):
Now the right hand sides of (5.9) and (5.10) are respectively ÿ c,c 1
Combining the above results and using the fact that tξ α 1 , . . . , ξ α nα u is a basis of H α we arrive at ÿ 11) and ÿ
Take arbitrary s ą 0. From Proposition 5.1(3) we know that
on H α pstq, while on H α pstq K we havè ρ β psq b ρ γ ptq˘V pα, β J γ, iq "`ρ β ptq b ρ γ psq˘V pα, β J γ, iq " ρ α pstq " 0. Therefore, we can rewrite equations (5.11) and (5.12) as
which is (5.2) (after exchanging β Ø γ in the first equation).
Bounded degree of representations implies Kac type
Before proceeding with our main result (Theorem 6.3) let us introduce the following useful notation. For a finite dimensional unitary representation U P BpH U q b CpGq we will write ΓpU q for the maximal eigenvalue of ρ U which is also equal to the operator norm of ρ U , i.e. ΓpU q " }ρ U }. As usual, whenever U " U α for α P Irr G we will write Γpαq instead of ΓpU α q (this makes perfect sense, since ΓpU q depends only on equivalence class of U ). The following proposition describes some properties of the map U Þ Ñ ΓpU q:
Proof. Properties (1)- (3) all follow from (5.1).
The next result will be needed in the proof of Theorem 6.3. In what follows, for α, β, γ P Irr G, we will write γ ď α J β if mpγ, α J βq ‰ 0. Proposition 6.2. Let α, β, γ P Irr G be such that γ ď α J β, Γpγq " ΓpαqΓpβq and
Let us note that γ as in Proposition 6.2 always exists. Indeed, the representation U α J U β is equivalent to U γ 1 '¨¨¨' U γn for some γ 1 , . . . , γ n P Irr G (possibly with repetitions). By Proposition (6.1) we have ΓpαqΓpβq " Γpα J βq " max Γpγ 1 q, . . . , Γpγ n q ( , so there must exist γ P Irr G such that γ ď α J β and Γpγq " ΓpαqΓpβq.
Proof of Proposition 6.2. First equality of Theorem 5.3 and the fact that ρ β " pρ β´1 q J implies
Taking norm of both sides of (6.2) and using Propositions 5.1, 5.2, 6.1 we get
Now we are able to prove the main theorem of the paper:
The remainder of this section (apart from Corollary 6.5) will be devoted to the proof of Theorem 6.3. Case N G " 1 is trivial, hence assume that N G ě 2. Assume by contradiction that G is not of Kac type. Then there exists α P Irr G such that Γpαq ą 1.
We now proceed to choose a sequence pα k q kPN of elements of Irr G such that
for every k P N. We will continue to refine our sequence by choosing appropriate subsequences in order to finally arrive at a contradiction. We begin with the following Lemma: Lemma 6.4. Let pk n q nPN be a strictly increasing sequence of natural numbers. Then 1 ď d 1 pα k n`1 q dim H α kn`Γ pα kn qd 1 pα kn q dim H α k n`1`Γ pα k n`1 q˘Γ pαq 2 pkn´1q´2pk n`1´1 q for every n P N.
Proof. Fix n P N. For each k P tk n , . . . , k n`1´1 u representations α k , α k`1 satisfy assumptions of Proposition 6.2. Therefore
where the non-negative integers dpk 0 n , m, jq m P t1, . . . , # Sppρ α qu, j P t1, . . . , tN {2uu By choosing an appropriate subsequence pk n q nPN of pk 0 n q nPN we can arrange that we have dpk n`1 , m, jq ě dpk n , m, jq for all m and a fixed j. It remains to repeat this procedure for all j refining the sequence each time. Having done so, let us keep the notation pk n q nPN for the resulting sequence of natural numbers. We have (the inequality follows from the fact that Γpαq " maxtλ 1 , . . . , λ # Sppραq u). In other words pα kn q nPN satisfies conditions (1)-(3). Now using Lemma 6.4 and properties (1)- (3) of pα kn q nPN we will arrive at a contradiction. Set t " 0 if N is even and t " 1 otherwise. We have Since pk n q nPN is an increasing sequence, clearly tΓpαq 2 pkn´1q´2pk n`1´1 q ď t, n P N. Moreover, for each j P 1, . . . , tN {2u ( and n P N we have 2 pk n`1´1 q`θ k n`1 j`1˘ě 2 pk n`1´1 q ą 2 kn ě 2 pkn´1q θ kn j`2 pkn´1q and hence 2 pkn´1q´2pk n`1´1 q`θ k n`1 j`1˘ă´2 pkn´1q θ kn j . (6.5)
