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Abstract— With the growing technological advances in au-
tonomous driving, the transport industry and research commu-
nity seek to determine the impact that autonomous vehicles (AV)
will have on consumers, as well as identify the different factors
that will influence their use. Most of the research performed
so far relies on laboratory-controlled conditions using driving
simulators, as they offer a safe environment for testing advanced
driving assistance systems (ADAS). In this study we analyze the
behavior of drivers that are placed in control of an automated
vehicle in a real life driving environment. The vehicle is
equipped with advanced autonomy, making driver control of the
vehicle unnecessary in many scenarios, although a driver take
over is possible and sometimes required. In doing so, we aim to
determine the impact of such a system on the driver and their
driving performance. To this end road users’ behavior from
naturalistic driving data is analyzed focusing on awareness and
diagnosis of the road situation. Results showed that the road
features determined the level of visual attention and trust in
the automation. They also showed that the activities performed
during the automation affected the reaction time to take over
the control of the vehicle.
I. INTRODUCTION
There has been a drastic increase in the number of
vehicular systems on the market that rely on some degree
of automation. These advanced driving assistance systems
(ADAS) enhance driver perception and augment the drivers
awareness of the surrounding environment, thereby helping
to increase road safety [1]. However, they are not necessarily
accepted and utilized by all users, reflecting the perceived
trustworthiness of the automation and the skepticism of
drivers. This is why user validation of human-centric tech-
nology is a pressing issue that is of particular interest in
current research.
In high automation, the automated driving system main-
tains control of the vehicle [2] and the driver is not required
to monitor the road [3]. As a consequence, drivers are free to
engage in non-driving tasks [4]. Current prototypes are able
to control braking, acceleration and steering but drivers still
need to monitor the road, as a response from the driver to a
Take Over Request (TOR) is expected.
Today, phones are multi-functional, ubiquitous devices that
are capable of connect with other devices in a variety of
ways. Modern phones have applications that generate the
need for people to check them periodically; so much so that
studies show that a large part of drivers use phones while they
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are driving [5], [6]. This practice is extremely dangerous in
traditional vehicles. However, with the incursion of highly
automated vehicles, drivers will be able to safely deviate
their attention from the road.
Therefore, the advent of autonomous driving represents
an opportunity for increased road safety, as the automation
will make superfluous driver intervention in the control
of the vehicle [7]. However, the majority of autonomous
vehicles currently in operation are used to transport goods or
persons within the boundaries of specific industrial sites. In
this kind of environment human-machine interaction occurs
under relatively controlled conditions and the operators are
familiar with the vehicles and the way they function.
In a real road situation the automation contributes to a
decrease in driving workload and a consequent reduction in
driver situational awareness, which needs to be taken into
account when a vehicle control is expected from the driver.
Therefore, in high automation driving, Driver State Moni-
toring Systems (DSMS) play a crucial role in determining
whether or not the driver is prepared to take control of the
vehicle and to respond to the TOR in the most appropriate
manner [8], [9]. An example of DSMS that is employed in
some vehicles is a signal that is automatically activated if
the driver does not have their hands on the steering wheel
for a certain period of time.
In this work we determine the risks of using mobile phones
in a field test under real driving conditions while the vehicles’
lateral control is managed by the automation. We examine
the impact of the automation on driver behavior and trust
by analyzing gaze direction and frequency, as well as the
reaction time to a TOR, and formulate the following research
question:
Do drivers trust the automated capabilities of the vehicles
when they are performing secondary tasks?
by defining the following hypotheses:
1) Road features (i.e road curves) and secondary tasks do
not affect trust in the automation.
2) The reaction time to take back control of the vehicle
does not depend on the kind of secondary task the
driver is performing during the automation.
The remainder of the paper is organized as follows: the
next section describes related work in the field; section III
details the field test. Section IV presents the method used
to assess the data collected; section V presents the obtained
results; and finally, section VI discusses and concludes the
work.
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II. RELATED WORK
A large number of studies have been performed related
to the monitoring and assessment of drivers in different
situations with the goal of developing systems that optimize
autonomous vehicles. An example is the study in [10] that
focused on creating a system that detected the state of
drowsiness of the driver, as well as pedestrian and surround-
ing vehicles, by using the data acquired through the cameras
of a smart phone. Based on this information the system could
issue a TOR depending on the road situation and the current
state of the driver. In the same line of research, the authors
in [11] acquired data from monitoring the driver and the
environment to determine the driver’s state of situational
awareness using fuzzy logic. In a further work [12], the
architecture of a system that calculated the driver’s state
in a highly automated vehicle was presented. The system
determined whether it was safe to give the driver control of
the vehicle or if the vehicle itself should take care of the
corresponding maneuver.
In most studies different external factors were manipulated
to determine how they affected the state of the driver and
their driving performance. For example, in [13] and [14] a
variety of images or messages were conveyed to the driver
and their cognitive load and stress level were measured
afterward using ECG and ECC signals, respectively.
Warnings regarding road safety such as obstacles on the
street or a failure in the automation system resulted in an
increase of trust [15], [16].
Also related to trust, the works in [17] and [18] studied
the effects of an adaptive cruise control system on a sample
of participants, showing the results that overtrust affected
driving performance negatively.
Furthermore [18] analyzed trust in the automation using
simulated vehicles in platoon mode. Results showed that
the level of trust depended directly on the efficiency of the
vehicle automation.
The existing studies based their data on driver behavior
in real or virtual situations using conventional or virtual
vehicles. Studies on driver behavior in real road situations
that concern automated vehicles are very scarce due to
the complexity and the risk factors that they involve. To
contribute to the field of research we perform in this study
a field test under driving conditions in which drivers’ lateral
control is managed by the automation.
III. FIELD TEST DESCRIPTION
A. Participants
The sample of participants consisted of 15 persons with
valid German driving licenses and varying experience with
lane keeping systems (LKS). Of the 15 volunteers two
participants were discarded because of the noise of their
recorded data.
The remaining participants consisted of 5 females and
8 males with an average age of 28.26 years (SD = 9.05)
and an average driving experience of 10.15 years (SD =
9.05). Table I provides a visualized summary of the sample
characteristics.
TABLE I: Participant distribution regarding sex, age and
driving experience
Sample (8 males, 5 females)
Mean SD
Age 28.26 9.05
Driving Experience 10.15 9.05
LKS Knowledge
None Few Neutral Much Confident
40% 13.3% 26.7% 13.3% 6.7%
B. Test Procedure
The participants had to drive for a certain time period
with an automated lane keeping system activated while
performing several predefined secondary tasks. They were
instructed to accelerate until they reached 60 km/h, at which
time the vehicle’s lane keeping system was activated and the
secondary tasks started. The tasks to be performed forced
them to deviate their eyes from the road and to remove their
hands from the steering wheel.
Prior to the test, they were introduced to the experimental
procedure and instructed to keep the system active until
a TOR was triggered. This take over request occurred 20
seconds after the driver released their hands from the steering
wheel.
A training session was performed before the test so that
the participants could get accustomed to the vehicle and
its system. During the driving experiment each participant
completed three different tasks on the same test track during
a total time of 10 minutes.
At the end, each participant completed a post-task ques-
tionnaire to determine their situational awareness and self-
perceived trust in the system.
C. Secondary Tasks
To assess the impact of the driver assistance system in
a real life situation, the secondary tasks were designed to
replicate everyday actions that usually occur on the road and
are as follows:
• Baseline: LKS activated without any task.
• Visual: Reading a text (aloud) from a smart phone.
• Visual and Manual: Writing a given text on a smart
phone.
Both texts were tongue twisters in the native language
of the participants (German) in order to slightly increase
the mental workload of the task. Figure 1 depicts the test
procedure. Figure 2 shows a participant performing one of
the secondary tasks while the vehicle was controlled by the
lane keeping system.
D. Apparatus and Test Scenario
The test were conducted in a test track using a research
vehicle of the Automotive Technology Manufacturers IAV
GmbH (Figure 3) that was equipped with a a LKS and
other equipment to sense the environment (e.g camera). An
internal camera was additionally available to monitor the
head pose of the participants. The participants carried out the
secondary task on a Samsung S10 plus, which has a 6.4-inch
Fig. 1: Illustration of the driving experiment procedure.
Fig. 2: Participant performing one of the secondary tasks
while the vehicle was controlled by the lane keeping system.
Fig. 3: Vehicle with automated capabilities that was used to
perform the tests.
screen using a QWERTY keyboard, instead of the German
QWERTZ keyboard, to increase the mental workload of the
task.
The scenario chosen to conduct the tests was located in
Germany. This track consists of a closed road with two
lanes (one for each direction), with a slight curvature of
approximately 850 m. For safety reasons, the track was
reserved for these tests, without traffic being involved.
IV. DRIVER ASSESSMENT PROCEDURE
In order to test the hypothesis 1 and the level of trust in
the automation, we focused on participant gaze direction and
frequency, as well as road features since in order to perform
the tasks they needed to deviate the eyes from the road
and focus on the smart phone. To test the hypothesis 2 we
calculated the reaction times necessary to take back control
of the vehicle for both types of secondary task performed
during the automation.
A. Data Acquisition
To this end the following dependent variables were ac-
quired through the external modules of the vehicle (CAN
and camera):
• Eyes on road frequency: Defined as the number of
times drivers deviated their look from the phone screen
to the road.
• Eyes on road average time: The average time that the
participants look at the road.
• Reaction time: Defined as the time it took the partici-
pant to put their hands on the steering wheel from the
moment in which a TOR was triggered.
The data from the sensors installed for these tests was
obtained through a private framework developed by the
company IAV.
B. Data Processing and Analysis
To process and further analyze the obtained data it was
converted to the format of Robotic Operative System 2 (ROS
2).
The data processing was done semi-automatically by pro-
gramming two ROS 2 nodes that subscribe to the camera
and CAN data independently. The node that was connected
to the camera was in charge of showing the recorded images
and from these it was observed when the participant deviated
their gaze from the road and / or phone. The node was in
charge of writing down the times between these two frames,
which were pointed out by the observer through the computer
keyboard.
In relation to the CAN data, it contained the messages that
indicated when the acoustic signal for the TOR occurred
and when the participant had taken control of the vehicle.
Therefore, to determine the driver’s reaction time, it was only
necessary to program a node that would be in charge of
measuring the time between these two messages.
To analyze the dependent variables mentioned above, we
used the SPSS program where the T-student test was done
(a)
(b)
Fig. 4: Results obtained from the data acquired in each test, including: a) results regarding the gaze deviation, eyes-on road
and reaction time depending on the secondary task and b) distraction and reaction time depending on driving experience.
to determine if there is a relationship between the dependent
variables and the secondary task performed.
Furthermore, given that one of the questions asked to the
participants was their previous experience with automated
capabilities in vehicles, we analyzed a potential correlation
between this reported experience and the dependent variables
obtained in the experiments.
Finally, we analyzed the relationship between the fre-
quency of diverting the visual attention from the secondary
task and features of the road, namely a curve.
Subsequently, we performed a Person Chi Square analysis
of the participants post-questionnaire answers in order to ob-
tain a qualitative result of the trust in the systems automated
capabilities. The range of the answers varied between 1 (low)
and 7 (high).
V. RESULTS
The results regarding the drivers behavioral patterns are
illustrated in Table II. It can be observed that there is a
significant statistical relationship between the frequency with
which drivers diverted their gaze and visual attention from
the phone screen to the road and whether they were engaged
in the secondary tasks or not (baseline). The eyes on road
frequency was higher when they were performing the reading
tasks than with the writing task.
With regard to the average time that drivers looked at the
road and diverted their attention from the phone, there is
no statistically significant relationship between the baseline
condition and the reading condition. However, there was
TABLE II: Driver’s behavior depending on the type of
secondary task performed
Metric Baseline Read secondary
task
Write secondary
task
Mean SD Mean SD Mean SD
Eyes on road
frequency
4.769 2.087 2.231 1.640 1.461 0.877
Eyes on road
average time
0.610 0.087 0.641 0.211 0.455 0.154
Reaction
time
0.738 0.138 1.031 0.148 1.206 0.229
T-test (α =0.05)
Metric Baseline vs read
secondary task
Baseline vs write
secondary task
Read secondary
task vs write
secondary task
t(12) p t(12) p t(12) p
Eyes on road
frequency
4.365 0.001** 7.217 0.000** 2.379 0.035*
Eyes on road
average time
-0.481 0.640 2.600 0.025* 2.793 0.017*
Reaction
time
-3.454 0.005** -5.462 0.001** -3.461 0.005**
a statistically significant difference between the baseline
condition or the reading condition and the writing condition.
Drivers diverted their gaze away from the phone for a shorter
period of time when writing on the phone than in the other
cases.
Results regarding the reaction time showed that there is
a statistical significant relationship between this dependent
variable and the task with which the driver was engaged.
The results showed that in most cases the participants
needed longer to take control of the vehicle when they
were writing on a phone than in the other cases, and at the
Fig. 5: Driver’s attention deviation regarding road feature.
TABLE III: Driver’s reported trust regarding each secondary
task
Baseline Read secondary
task
Write secondary
task
Trust 11 6 3
No trust 2 7 10
χ2 test (α =0.05)
Baseline vs Read sec-
ondary task
Baseline vs Write sec-
ondary task
Read secondary task vs
Write secondary task
(1,N=26) p (1,N=26) p (1,N=26) p
4.923 0.0265 9.904 0.001** 4.181 0.0409*
same time a slower reaction time was obtained when reading
than without performing a secondary task under the baseline
condition (See Figure 4a).
Regarding a correlation between the reported experience
with automated systems and the dependent variables obtained
in the experiments, Figure 4b shows that there was no
relationship between the behavior of the drivers in the
tests and the experience with the lane keeping system. The
correlation coefficients obtained were in any case below 0.13
(r ≤ |0.13|).
The results regarding the relationship between a specific
road feature such as curves on the road and the visual
attention deviation from the phone in Figure 5 show an
increase in frequency when drivers approached a curve.
Finally, the level of trust reported by the participants in
the experiment can be seen in the Table III. Results showed
a statistically significant relationship between the perceived
trustworthiness of the automation and the test performed,
as the participants reported higher levels of trust in the
automation under baseline conditions and less under writing
conditions.
Based on the results we can reject the defined hypotheses
1 and 2 and affirm that the type of secondary task and road
features affect trust in the automation and that the reaction
time to take back the control of the vehicle depends on the
kind of secondary task performed during the automation.
VI. CONCLUSION, DISCUSSION AND FUTURE WORK
In this paper we presented a study under real field test
conditions of the impact of automated driving systems on
driver behavior and trust.
We measured visual attention and gaze with respect to
secondary tasks and road features, as well as the reaction
time to a TOR, and concluded that the secondary task
performed by the driver during the automation affected driver
behavior and reaction time.
When the drivers were not engaged in a task, their gaze re-
mained on the road. During secondary tasks, the participants
gaze behavior indicates that they were immersed in their
tasks, especially so for the writing task, and therefore trusting
of the automation and not worried about a potential failure.
It was observed how smart phones make people forget that
they are on the road, the task of writing a text causing one
to have their eyes off road the longest. This may be because
this task requires more concentration to be completed or
involves use of ones hands. However, this objective results
did not correspond with the skepticism that resulted from
the analysis of the qualitative data that showed that as the
task became more complicated, participants reported a lower
level of trust in the lane keeping automation.
In more challenging road conditions, the probands care
less about the secondary task and trust the system less.
Regardless of which secondary task drivers were performing,
in most cases they were diverting their attention to the
road when the vehicle was approaching a curve, implying a
heightened degree of concern about the vehicle system when
handling this type of road feature.
Writing on a phone, distracted the drivers from observing
their environment, demonstrating how unsafe this task is in
traditional vehicles.
The previous experience of some participants with
automated vehicular systems did not affect their behavior.
Future work will focus on using specialized sensors to
monitor drivers, such as eye tracking devices or sensors to
measure stress, as well as external data regarding the driving
scenario and conditions.
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