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INTERPOLATION OF WEIGHTED SOBOLEV SPACES
MICHAEL CWIKEL AND AMIT EINAV
ABSTRACT. In this work we present a newly developed study of the interpo-
lation of weighted Sobolev spaces by the complex method. We show that
in some cases, one can obtain an analogue of the famous Stein-Weiss the-
orem for weighted Lp spaces. We consider an example which gives some
indication that this may not be possible in all cases. Our results apply in
cases which cannot be treated by methods in earlier papers about interpo-
lation of weighted Sobolev spaces. They include, for example, a proof that[
W 1,p
(
R
d ,ω0
)
,W 1,p
(
R
d ,ω1
)]
θ
= W 1,p
(
R
d ,ω1−θ0 ω
θ
1
)
whenever ω0 and ω1
are continuous and their quotient is the exponential of a Lipschitz function.
We alsomention somepossible applications of such interpolation in the study
of convergence in evolution equations.
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1. INTRODUCTION
1.1. Goals and aims. Consider two weighted Sobolev spaces,W s0,p0 (U ,ω0) and
W s1,p1(U ,ω1) on an open subsetU ofR
d . (Precise definitions of these spaces and
of other notions, which are mentioned only in general terms in this subsection,
will be given later). A natural question one can ask oneself is the following:
Question 1. If T is a linear operator which is bounded on bothW s0,p0 (U ,ω0) and
W s1,p1(U ,ω1), does this imply that T is also bounded on various other weighted
Sobolev spacesW s,p (U ,ω)?
For certain choices of U , weight functions ω0, ω1, and s0, s1, p0 and p1 the
answer is known to be affirmative. In most cases, the affirmation of Question
1 is obtained with the explicit, or implicit, help of Alberto Calderón’s complex
interpolation spaces. As in many (but not all) papers dealing with these inter-
polation spaces, we will use Calderón’s notation [A0,A1]θ for them. Thus, so far,
the affirmation of Question 1 comes hand in hand with the affirmation of the
following question:
Question 2. Does the complex interpolation space [W s0,p0 (U ,ω0),W
s1 ,p1(U ,ω1)]θ
coincide withW s,p (U ,ω) for some s, p andω?
Our goal in this work is to investigate Question 2 further, and provide some
new affirmative answers to it - thereby also findingmore cases where Question 1
has an affirmative answer. We consider that our results can be potentially useful
in the study of asymptotic behaviour of solutions of certain evolution equations.
Before continuing, let us recall two previously treated cases of Questions 1
and 2:
The Stein-Weiss Theorem: Suppose that s0 = s0 = 0, i.e., suppose that our two
weighted Sobolev spaces are simply weighted Lp spaces. Then a celebrated re-
sult, often referred to as the Stein-Weiss Theorem, which goes back to the paper
[20] of Eli Stein and Stein’s joint paper [21] with Guido Weiss, gives a positive
answer to Question 1 for all p0 and p1 in [1,∞] and all choices of positive mea-
surable functions ω0 and ω1 on U (and even in a more general setting, when
(U ,dx) is replaced by an arbitrary measure space). More explicitly, in this case,
the operator T is bounded onW 0,p (U ,ω) whenever p andω satisfy
(1.1)
1
p
= 1−θ
p0
+ θ
p1
, and ω
1
p =ω
1−θ
p0
0 ω
θ
p1
1 .
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for some θ ∈ (0,1). This result was obtained before Calderón developed his the-
ory of complex interpolation spaces, but in the light of that theory the Stein-
Weiss Theorem can also be expressed by the formula
(1.2)
[
W 0,p0 (U ,ω0),W
0,p1 (U ,ω1)
]
θ =W 0,p (U ,ω)
which holds isometrically for each θ ∈ (0,1) and for p and ω as in (1.1). (When
p0 = p1 =∞ the weight ω of course cannot be determined from (1.1) but in that
case (1.2) holds for all choices of ω for a trivial reason related to the discussion
below in Remarks 1.1 and 2.8.)
A result of Jörgen Löfström: In his paper [14], among various other results, Löf-
ström gives an affirmative answer to Question 2 in the setting where s0 and s1
can be non-zero. However, the setU must be all of Rd and the powers ω
1/p0
0 and
ω
1/p1
1 of the given weight functions are required to satisfy a special condition
which he calls “polynomial regularity”. With these conditions fulfilled, Löfström
is able to use the Fourier transform and the Mihlin multiplier theorem and to
define the weighted Sobolev spacesW s0,p0
(
R
d ,ω0
)
andW s1,p1
(
R
d ,ω1
)
via prop-
erties of the Fourier transforms of their elements. In this setting Löfströmproves
that
(1.3)
[
W s0 ,p0
(
R
d ,ω0
)
,W s1,p1
(
R
d ,ω1
)]
θ
=W sθ ,p
(
R
d ,ω
)
to within equivalence of norms, for each p0 and p1 ∈ (1,∞) and each θ ∈ (0,1)
where sθ = (1−θ)s0+θs1 and p andω are given by (1.1). Taking into account the
particular different notation and formulation of definitions used by Löfström,
one can see that this result is expressed by the formula (5.3) in Theorem 4 on
page 208 of [14]. An interesting advantage of Löfström’s method is that he can
extend his definition of weighted Sobolev spaces to the case where their orders
of smoothness are not necessarily integers, and in fact he proves his formula
(1.3) in this more general setting.
Of course, in the special case where s0 = s1 = 0, the formula (1.3) becomes the
Stein-Weiss formula (1.2).
In this paper, in contrast to Löfström’s work, we shall only consider the case
s0 = s1 = 1, p0 = p1 = p ∈ [1,∞).
However, making these restrictions gives usmuchmore flexibility in our choices
of the setU and the weight functionsω0 andω1 than is available in [14]. We can
also include the case where p = 1. For a relatively large class of weight functions,
and forU =Rd , we obtain that
(1.4)
[
W 1,p (U ,ω0),W
1,p (U ,ω1)
]
θ =W 1,p (U ,ωθ)
to within equivalence of norms, for all p ∈ [1,∞) and θ ∈ (0,1), where here, and
also in fact throughout this paper,ωθ is theweight function obtained, for each θ,
from whichever weight functions ω0 and ω1 are currently under consideration,
by the formula
(1.5) ωθ =ω1−θ0 ωθ1 .
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Remark 1.1. When p =∞, a case which we have not formally included in our
discussion, the formula (1.4) is an uninteresting triviality (see Remark 2.8 below)
which holds isometrically for all choices of the weight functions ω0 and ω1 (as
can be justified later by part (iv) of Theorem 2.7).
Here is one easily formulated special case of our results, which gives some
indication of the considerable flexibility we have in our choices of the weight
functions ω0 and ω1: When the set U is chosen to be all of R
d , we can prove
that (1.4) holds whenever ω0/ω1 is the exponential of a Lipschitz function and
ω0 and ω1 are continuous. In fact we can make do here with a much weaker
condition than continuity which is satisfied by various functions which are not
even equivalent to continuous functions.
In fact (1.4) is valid not only for U = Rd , but also for a certain collection of
other open sets which satisfy properties whichwe shall specify below. Moreover,
if we consider the natural subspacesW
1,p
0 (U ,ω) of functions inW
1,p (U ,ω) that
can be approximated by a natural class of compactly supported functions, an
analogue of (1.4) for these spaces is valid for an even larger collection of open
setsU .
Our strategy for obtaining (1.4) will be to show that, under somewhat milder
conditions on ω0 andω1 than those imposed in Löfström’s theorem, and for ap-
propriate choices ofU , the interpolation space
[
W 1,p (U ,ω0),W
1,p (U ,ω1)
]
θ sat-
isfies the continuous inclusions
W
p (U ,θ,rω)⊂
[
W 1,p (U ,ω0),W
1,p (U ,ω1)
]
θ ⊂W 1,p(U ,ωθ)
for a certain space W p (U ,θ,rω) which is the intersection ofW
1,p (U ,ωθ) with an
appropriate weighted Lp space. These inclusions may also be of independent
interest. We can then deduce that (1.4) holds under some explicitly formulated
conditions (see Theorem 1.22), which ensure thatW 1,p (U ,ωθ) and W
p (U ,θ,rω)
coincide.
Interestingly enough, we will also present a somewhat intricate example where
these spaces do not coincide, but we cannot exclude the possibility that (1.4)
might still hold for that example.
We are now ready, in the following subsections, to give more explicit and more
detailed formulations of our results and of the definitions of the notions which
play roles in them.
Remark 1.2. There are a number of other papers and books which contain other
interpolation results involving weighted Sobolev spaces (and also sometimes
other related spaces such as weighted Besov spaces and/or weighted Triebel-
Lizorkin spaces) but the results in them do not quite correspond to the kind of
results that we are seeking here. Some of them deal with the real method, rather
than the complex method of interpolation. Some deal with interpolation be-
tween weighted Sobolev spaces and weighted Lp spaces. Also, in some of them,
the definitions of weighted Sobolev spaces differ in some non-trivial way from
the definition that we have chosen to use here. We can refer, for example, to
[5, 7, 8, 9, 10, 15, 16, 17, 18, 19, 22]. Among the many other papers and some
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books which deal with other aspects of weighted Sobolev spaces and some of
their applications we canmention, for example, the works [11, 12, 13] of Kufner,
Kufner-Opic, and Kufner-Sändig.
1.2. The setting of the problem. In what is to follow, d will always be a positive
integer, p will always lie in the interval [1,∞], andU will always denote a non-
empty open subset of Rd . Formost of our results p will be restricted to the range
[1,∞). The letter ω, with or without a subscript, will always denote a weight
function onU , i.e. a Lebesgue measurable functionω :U → (0,∞).
Often the weight functions which are of interest in various applications are con-
tinuous. However, for our results here which establish the formula (1.4) in cer-
tain cases, we will not need the weight functions ω0 and ω1 to be continuous,
nor even equivalent to continuous functions. Instead we will require them to
satisfy a rather weaker condition which we are now about to define. (We will
however needω0/ω1 to have some smoothness properties.)
We will be considering weight functions ω :U → (0,∞) which, like continuous
functions, satisfy
(1.6) 0< inf
x∈K
ω(x)≤ sup
x∈K
ω(x)<∞, for every compact set K ⊂U .
Consequently, it will sometimes be convenient to use the notation
(1.7) m(K ,ω) := inf
x∈K
ω(x), and M (K ,ω) := sup
x∈K
ω(x).
Definition 1.3. A weight function ω : U → (0,∞) on an open subset U of Rd
which satisfies (1.6) will be said to satisfy the compact boundedness condition on
U .
Remark 1.4. A weight function ω satisfying this condition can be very far from
being continuous. As we already intimated above, it can, for example, have the
property that, for every choice of a pair of positive constants C1 and C2 and of
a continuous function f , the inequality C1 f (x) ≤ ω(x) ≤ C2 f (x) cannot hold
for all x ∈ U , not even for almost all x ∈ U . As an example of this, let U =
(0,∞) and letω be theweight function onU defined byω(x)=∑∞n=0nχ(2n,2n+1]+∑∞
n=0n
2χ(2n,+1,2n+2].
Remark 1.5. Wewill have occasions to use the obvious fact that, ifω0 andω1 are
weight functionswhich satisfy the compact boundedness condition on some set
U , then the same is true for every power, product and quotient of these weights,
and in particular for ω1−θ0 ω
θ
1 andω0/ω1.
In the literature there are two standard ways of defining weighted Lp spaces
with respect to a given weight ω. In one of them the weighted space consists of
all functions f for which ω f is in the (unweighted) Lp space. But here we shall
choose the second way, which proceeds by replacing the ambient underlying
measure, in our case Lebesguemeasure dx, with the weighted measureω(x)dx.
In fact we shall need to use weighted Lp spaces of vector valued functions.
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Definition 1.6. Given a weight function ω onU and p ∈ [1,∞), and m ∈ N, we
define the Banach space
Lp
(
U ,ω,Cm
)
=
{
φ :U →Cm |φ is measurable and
∥∥φ∥∥Lp (U ,ω,Cm ) <∞
}
where
∥∥φ∥∥Lp (U ,ω,Cm ) =
(
m∑
i=1
ˆ
U
∣∣φi (x)∣∣pω(x)dx
) 1
p
,
for each φ=
(
φ1, . . . ,φm
)
.
We will sometimes use the abbreviated notation Lp (U ,ω) for Lp(U ,ω,C), i.e.
whenm = 1. We will also use the notation Lp (U ,Cm ) for the “unweighted” case,
whereω is identically 1.
As is customary in such definitions, there is a natural “limiting” extension to
the case where p =∞, which in our context takes the following form:
Definition 1.7. ForU , ω andm as above we define the Banach space
L∞
(
U ,ω,Cm
)
=
{
φ :U →Cm |φ is measurable and
∥∥φ∥∥L∞(U ,ω,Cm ) <∞
}
where ∥∥φ∥∥L∞(U,ω,Cm) = esssupx∈U
(
max
i∈{1,2,...,m}
∣∣φi (x)∣∣
)
for each φ=
(
φ1, . . . ,φm
)
.
Remark 1.8. The consequence of the choice that we made in formulating Defi-
nition 1.6 is that here the weighted L∞ space in fact does not depend on ω and
coincides isometrically with the unweighted space L∞(U ,Cm ) which we shall
occasionally use below. Had we chosen the first way of defining weighted Lp
spaces we would have obtained a more “interesting” space here.
We can now introduce themain spaces that we wish to study.
Definition 1.9. Given an open set U of Rd , a weight function ω on U and p ∈
[1,∞], we define
W 1,p (U ,ω)=
{
φ :U →C |φ has a weak gradient ∇φ onU and
(
φ,∇φ
)
∈ Lp
(
U ,ω,Cd+1
)}
,
where the weak gradient ∇φ (i.e. the vector of its weak first order partial deriva-
tives) is defined in the usual way via the theory of distributions, i.e. for every
ψ ∈C∞c (U ) it satisfies
(1.8)
ˆ
U
∇ψ(x)φ(x)dx =−
ˆ
U
ψ(x)∇φ(x)dx.
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The norm1which we will define onW 1,p (U ,ω) is given by∥∥φ∥∥W 1,p (U ,ω) = ∥∥(φ,∇φ)∥∥Lp(U ,ω,Cd+1) .
Remark 1.10. The requirement thatφ and∇φ satisfy the equation (1.8) in which
the integrals are evidently understood to be Lebesgue integrals, forces both of
these functions to be locally integrable onU (with respect to (unweighted) Lebesgue
measure).
Remark 1.11. In the case where theweight functionω is identically equal to 1 the
aboveweighted Sobolev spaces coincide with their original andmore frequently
studied “unweighted” analogues. We shall occasionally need to use these un-
weighted spaceshere and (analogously towhatwedid for unweightedLp spaces)
we shall use the same notation as above for them, but with ω simply omitted.
Note (cf. Remark 1.8) that, for every weight function ω, W 1,∞(U ,ω) coincides
isometrically with the unweighted Sobolev spaceW 1,∞(U ).
The study of weighted Sobolev spaces is certainly not new. The definition
which we have chosen to use for them here is only one of a number of various
different definitions chosen by authors of the many papers and several books
(alreadymentioned above in §1.1) which deal with weighted Sobolev spaces and
in some cases also give or indicate various applications of them to other topics
in analysis.
Consider the normed spaceW k ,p(Ω,σ) introduced on page 11 of [11] and also,
with slightly different notation, on page 537 of [12]. In the case whereΩ=U and
k = 1 and all the elements of the vector σ= {σα : |α| ≤ 1} are chosen to be ω this
space coincides isometrically with our spaceW 1,p (U ,ω). (In [11] it is assumed
that p ∈ [1,∞) and that the open setΩ is also connected.)
For most of our purposes in this paper we need the weighted Sobolev spaces
with which we are working to be complete. Accordingly, most of our results
here will be formulated subject to the “abstract” requirement that the weighted
Sobolev spaces being considered in them are complete. When seeking to apply
these resultswe can keep inmind that there are various “concrete” conditions on
a weight function ω which are sufficient to ensure thatW 1,p (U ,ω) is complete.
One of these is a condition which appears in Theorem 1.11 of [12, pp. 540–541]
in the case where p > 1. More relevantly for us, and as we shall show below in
Lemma 5.2,W 1,p(U ,ω) is complete wheneverω satisfies the compact bounded-
ness condition. This is a condition which will be imposed anyway, also for other
purposes, on the weight functions appearing in our main theorem 1.16, and in
Theorems 1.20, 1.21 and 1.22 which follow from it.
Remark 1.12. We have not attempted to find examples of p ,U and ω for which
W 1,p(U ,ω) is not complete. However Example 1.12 on pp. 541–543 of [12] shows
explicitly that a certain variant ofW 1,p (U ,ω), where different weight functions
1Of course in this definition, and in Definitions 1.6 and 1.7, we permit ourselves the usual
abuse of terminology where the word “function” really means an equivalence class of functions
which are equal to each other almost everywhere.
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are used for the weighted Lp norms of the function and of its weak first order
partial derivatives, can fail to be complete.
In some of our results we will also be requiring the weighted Sobolev spaces
W 1,p(U ,ω) appearing in them to have the property that each of their elements
can be approximated by a sequence of compactly supported C∞ or Lipschitz
functions. Here too there are concrete conditions onU and ω which suffice to
imply such properties. The interested reader can find more information about
such issues in [11] and [12].
1.3. Main results. As we’ve stated in §1.1, our main goal in this work is to find
settings in which an analogue of the Stein-Weiss theorem holds for weighted
Sobolev spaces, or for suitable substitutes for these spaces.
Inwhat follows, wewill denote by Lipc (U ), or Lipc for short, the space of all Lip-
schitz functions ϕ :U → C with compact support. To avoid any ambiguity here,
we should point out thatϕ ∈ Lipc(U ) means that the closure of
{
x ∈U :ϕ(x) 6= 0
}
in Rd is a compact subset, not only of Rd , but also ofU .
Definition 1.13. Let ω be a weight function such that W 1,p (U ,ω) is a Banach
space, containing Lipc (U ). Define the Banach spaceW
1,p
0 (U ,ω) to be the sub-
space ofW 1,p (U ,ω) equipped with the same norm as that ofW 1,p (U ,ω) which
is the closure of Lipc (U ) with respect to that norm.
In particular we should mention that if ω satisfies the compact boundedness
condition on U then, as we shall show below in Lemma 5.2, W 1,p (U ,ω) has
the two above mentioned properties required to make the above definition of
W
1,p
0 (U ,ω) applicable.
As certain steps in the proof of our main theorem will show, Lipc is a very natu-
ral space to consider for our purposes. In addition, formany choices of the open
setU , the subspace C∞c (U ) of Lipc(U ) can be shown to have the same closure
inW 1,p (U ,ω) norm as that of Lipc (U ).
We will also sometimes need to consider functions which satisfy the following
variant of the Lipschitz condition.
Definition 1.14. A function φ :U → C is said to be locally Lipschitz if, for each
compact subset K ofU , the restriction of φ to K is Lipschitz.
Remark 1.15. It is easy to verify that φ :U → C is locally Lipschitz if and only if
its restriction to the set V is Lipschitz whenever V is an open set whose closure
is a compact subset ofU .
Let us now state our main theorem:
Theorem 1.16. Let ω0 and ω1 be weight functions on U that satisfy the com-
pact boundedness condition (1.6). Assume furthermore that the function rω :U →
(0,∞) defined by
(1.9) rω(x) :=
ω0(x)
ω1(x)
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is locally Lipschitz onU. For each p ∈ [1,∞) and θ ∈ (0,1), let W p (U ,θ,rω) be the
space
W
p (U ,θ,rω)=
{
φ :U →C |φ ∈W 1,p (U ,ωθ) , φ
∣∣∇ log(rω)∣∣ ∈ Lp (U ,ωθ)}
with the norm
(1.10)
∥∥φ∥∥
W p (U ,θ,rω)
=
(∥∥φ∥∥p
W 1,p (U ,ωθ)
+
ˆ
U
∣∣φ(x)∣∣p ∣∣∇ log(rω(x))∣∣p ωθ(x)dx
) 1
p
,
and define W
p
0 (U ,θ,rω) to be the closure of Li pc (U ) in W
p (U ,θ,rω) with respect
to this norm. Then, for every p ∈ [1,∞) and θ ∈ (0,1), we have that
(1.11)
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ ⊂W 1,p (U ,ωθ) ,
and
(1.12) W
p
0 (U ,θ,rω)⊂
[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
.
Moreover, there exists a positive constant Cp which depends only on p, such that,
for every φ ∈W p0 (U ,θ,rω),
(1.13)
∥∥φ∥∥W 1,p (U ,ωθ) ≤ ∥∥φ∥∥[W 1,p (U ,ω0),W 1,p (U ,ω1)]θ ≤Cp ∥∥φ∥∥W p (U ,θ,rω)
Remark 1.17. The exact value of the constant in (1.13) interests us rather less
than the fact that it is independent of our choices of weight functions and θ,
and depends only on p . But we also note that the arguments that will eventually
combine to give us a proof of Theorem 1.16 will also show that the said constant
can be chosen to be
(1.14) Cp =min
β>0
2eβmax
{
1,
eβ
p
√
2βe
}
.
Remark 1.18. From the definition of [A0,A1]θ it is obvious (cf. part (iii) of Theo-
rem 2.7) that[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
⊂
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ .
We can thus combine this inclusion together with (1.11) and (1.12) to obtain one
chain of inclusions.
Although the non-negative functionωθ
∣∣∇ log(rω)∣∣p can assume the value 0, it
will be helpful for us to permit ourselves the following slight abuse of notation:
Definition1.19. Let Lp
(
U ,ωθ
∣∣∇ log (rω)∣∣p)denote the space ofmeasurable func-
tions φ :U →C for which the semi-norm, which we shall denote by
(1.15)
∥∥φ∥∥Lp(U ,ωθ|∇ log(rω)|p) =
(ˆ
Rd
∣∣φ(x)∣∣p ∣∣∇ log(rω(x))∣∣p ωθ(x)dx
) 1
p
,
is finite.
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While Theorem1.16 is quite general, itmight also bedesirable tohave a “cleaner”
version of it which deals only with spaces of the kind “W 1,p” or only with spaces
of the kind “W
1,p
0 ” rather than a mixture of these two kinds. Such versions can
indeedbeobtainedwhen suitable additional conditions are imposedonU and/or
on the weight functions ω0 and ω1. The following two theorems give instances
of this.
Theorem 1.20. Let U, ω0 and ω1 be as in Theorem 1.16. Assume furthermore
that, for some p ∈ [1,∞), whenever φ is an element ofW 1,p0 (U ,ω0)∩W
1,p
0 (U ,ω1)
there exists a sequence
{
φn
}
n∈N of functions in Lipc(U ) which converges to φ in
W 1,p (U ,ω0) or in W
1,p (U ,ω1) and is a bounded sequence in the other space.
Then, as well as the inclusions (1.11) and (1.12), we also have that
(1.16) W
p
0 (U ,θ,rω)⊂
[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
⊂W 1,p0 (U ,ωθ)
for that same value of p and for all θ ∈ (0,1).
Theorem 1.21. Let U, ω0 and ω1 be as in Theorem 1.16. Assume furthermore
that, for some p ∈ [1,∞),
(1.17) W
1,p
0
(
U ,ω j
)
=W 1,p
(
U ,ω j
)
, j = 0,1,
and
(1.18) W
p
0 (U ,θ,rω, )=W p (U ,θ,rω) , θ ∈ (0,1).
Then, as well as the inclusions (1.11) and (1.12), we also have that
(1.19) W p (U ,θ,rω)⊂
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ ⊂W 1,p (U ,ωθ)
for that same value of p and for all θ ∈ (0,1).
In particular if U = Rd and if ω0 and ω1 satisfy the conditions imposed in The-
orem 1.16, then (1.17) and (1.18) both hold for every p ∈ [1,∞) and therefore so
does (1.19).
With the help of Theorems 1.20 and 1.21 we are able to obtain the follow-
ing theoremwhich identifies new conditions which suffice for a Stein-Weiss like
theorem to hold for pairs ofW 1,p spaces:
Theorem 1.22. Let U be a non-empty open subset of Rd and let g :U → R be a
Lipschitz function. Let ω0 andω1 be weight functions onU such that at least one
of them satisfies the compact boundedness condition and
ω0(x)=ω1(x)eg (x).
(i) Then the conditions of Theorem 1.16 are satisfied.
(ii) If U =Rd then
(1.20)
[
W 1,p
(
R
d ,ω0
)
,W 1,p
(
R
d ,ω1
)]
θ
=W 1,p
(
R
d ,ωθ
)
to within equivalence of norms, for every p ∈ [1,∞) and θ ∈ (0,1).
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(iii) If the open set U and the above two weight functions ω0 and ω1 satisfy the
conditions of Theorem 1.20 then[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
=W 1,p0 (U ,ωθ)
to within equivalence of norms, for every p ∈ [1,∞) and θ ∈ (0,1).
(iv) If the number p, the open set U and the above two weight functions ω0 and
ω1 satisfy the conditions of Theorem 1.21 then[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ =W 1,p (U ,ωθ)
to within equivalence of norms, for that value of p and for every θ ∈ (0,1).
1.4. Structure of the paper. In §2 we will recall some basic definitions and facts
about interpolation spaces, and in particular Calderón’s complex interpolation
spaces. In §3 we will show how a generalisation of the Stein-Weiss theorem
easily implies the inclusion of
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ inW
1,p (U ,ωθ) and
we shall also consider the analogous inclusion for the W
1,p
0 spaces. §4 is the
main section of this work. In it we will discuss the more difficult inclusion of
W
p
0 (U ,θ,rω) in
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ, whichwill eventually yield ourmain
result. With the help of some approximation theorems which we will present in
§5, we will prove ourmain theorem and several interesting consequences of it in
§6. In §7 we will discuss further properties of W p (U ,θ,rω), such as the fact that
it can sometimes happen that W p (U ,θ,rω) is strictly smaller thanW
1,p (U ,ωθ).
In the final section §8 we will share some final thoughts about this, and future,
work. These will include a discussion of potential applications to rates of con-
vergence in evolution equations.
There is also an appendix at the end of the paper. It contains some auxiliary
proofs which we felt should not hinder the flow of our presentation in the pre-
ceding sections.
Acknowledgement. A. Einavwould like to thankAntonArnold andTobiasWöhrer
for stimulating discussions about using interpolation theory to estimate rates of
convergence to equilibrium in Fokker-Planck equations, which led him to start
investigating the main problem presented in this work.
2. PRELIMINARIES: INTERPOLATION SPACES AND THE COMPLEX INTERPOLATION
METHOD
This short section has been included for the convenience of those readers
whomay not be familiar with the theory of interpolation spaces, in particular of
those which are generated by the complex interpolationmethod (sometimes re-
ferred to simply as the complexmethod). We briefly recall some basic definitions
and some basic properties of these interpolation spaces. For more information
about this subject we refer the reader to Calderón’s fundamental paper [3] or to
[2] or many other excellent textbooks. The notations and definitions which we
shall use are fairly standard.2
2But note that there are some differences between the notation used in [3] and in [2].
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The basic setting of interpolation theory is a pair of normed vector spaces A0
and A1 which have the property that there exists a Hausdorff topological vector
space A satisfying
A0 ⊂A , A1 ⊂A ,
where the inclusions of A0 and A1 in A are linear and continuous. If A0 and
A1 are also Banach spaces, then it is customary to say that (A0,A1) is a Banach
couple, and also to sometimes use the abbreviated notation A instead of (A0,A1).
Definition 2.1. Let A = (A0,A1) be a Banach couple. A normed vector space A is
called an intermediate space with respect to (A0,A1) if
A0∩ A1 ⊂ A ⊂ A0+ A1
with continuous inclusions, where the norms on A0∩ A1 and A0+ A1 are given
by
‖a‖A0∩A1 =max
(
‖a‖A0 ,‖a‖A1
)
and
‖a‖A0+A1 = inf
{‖a0‖A0+‖a1‖A1 | a0+a1 = a} .
The notation T : (A0,A1)→ (A0,A1) (or T : A→ A for short) is taken tomean that
T is a linear operator whichmaps A0+A1 into itself and also satisfies T (A0)⊂ A0
and T (A1)⊂ A1 and is bounded from A0 into A0 and from A1 into A1.
An intermediate space A is called an interpolation space with respect to (A0,A1)
if it has the additional property that every linear operator T : (A0,A1)→ (A0,A1)
is also a bounded map of A into itself.
We often need to consider amore elaborate version of the previous definition,
for operators which map between the spaces of two possibly different Banach
couples:
Definition 2.2. Let A = (A0,A1) and B = (B0,B1) be Banach couples. The nota-
tion T : (A0,A1)→ (B0,B1) (or T : A→ B for short) is taken to mean that T is a
linear operator which maps A0 + A1 into B0 +B1 and also satisfies T (A0) ⊂ B0
and T (A1) ⊂ B1 and is bounded from A0 into B0 and from A1 into B1. Let A
be an intermediate space with respect to (A0,A1) and let B be an intermedi-
ate space with respect to (B0,B1). Then we say that A and B are relative in-
terpolation spaces with respect to (A0,A1) and (B0,B1) if every linear operator
T : (A0,A1)→ (B0,B1) is a bounded map of A into B .
There are many methods for creating interpolation spaces with respect to a
Banach couple and relative interpolation spaces with respect to a pair of Ba-
nach couples. In our work herewe will only concern ourselves with the so-called
complex method, which was introduced and developed by Calderón in [3], and
which we will now describe.
In what follows we will let S denote the infinite strip {z ∈C | 0≤Rez ≤ 1} in the
complex plane.
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Definition 2.3. Let A = (A0,A1) be a Banach couple of complex Banach spaces.
We defineF (A0,A1), also denoted by F
(
A
)
, to be the space
F
(
A
)
=
{
f :S→A0+ A1 | f is continuous and bounded on S and analytic on int(S)
t→ f ( j + i t ) is a continuous boundedmap of R into A j , for j = 0,1
}
,
and define a norm on F
(
A
)
by
∥∥ f ∥∥
F
(
A
) =max
(
sup
t∈R
∥∥ f (i t )∥∥A0 , sup
t∈R
∥∥ f (1+ i t )∥∥A1
)
.
It can very readily be shown (using e.g., obvious veryminor modifications of the
argument in paragraph 22 of [3, p. 129]) that F
(
A
)
with the above norm is a
Banach space, and we will make use of this fact.
For each given θ ∈ [0,1] we define [A0,A1]θ to be the linear space of all elements
of a ∈ A0 + A1 for which there exists f ∈ F
(
A
)
such that a = f (θ). This space,
when equipped with the norm
‖a‖[A0,A1]θ = inf
{∥∥ f ∥∥
F
(
A
) | f ∈F
(
A
)
, f (θ)= a
}
,
is a Banach space.
The basic and very useful interpolation property of the spaces defined by the
previous definition is expressed by the following theorem of Calderón. (See §4
of [3, p. 115], also e.g., Theorem 4.1.2 of [2, p. 88].)
Theorem2.4. Let A = (A0,A1) andB = (B0,B1) be Banach couples of complex Ba-
nach spaces. Then [A0,A1]θ and [B0,B1]θ are relative interpolation spaces with
respect to A and B for each θ ∈ (0,1). Furthermore, for each linear operator T :
A → B, the norms of T as a operator from A0 to B0, from A1 to B1 and from
[A0,A1]θ to [B0,B1]θ satisfy the inequality
‖T ‖B([A0,A1]θ ,[B0,B1]θ) ≤ ‖T ‖
1−θ
B(A0,B0)
‖T ‖θ
B(A1,B1)
.
Remark 2.5. The above definition, describing the complex method for creating
interpolation spaces, indicates why onemay think of such spaces as ’in between’
spaces. The original spaces A0 and A1 are somehow identified with elements of
F
(
A
)
when restricted to Rez = 0 or Rez = 1. The θ−interpolation space [A0,A1]θ
is identified with elements of F
(
A
)
restricted to the intermediate line Rez = θ.
Remark 2.6. Our definition here of the space F
(
A
)
, which is often, but not al-
ways, the definition chosen to appear in papers about the complex interpolation
method is in fact slightly different from the original definition appearing in [3] in
that we have not required that lim|t |→∞
∥∥ f ( j + i t )∥∥A j = 0 for j ∈ {0,1}. However it
is well known (implicit already in [3] andmentioned e.g. in [4, p. 1007]) and very
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easy to check (by multiplying functions in F (A) by eβ(z−θ)
2
for arbitrarily small
positive β) that this difference does not effect the definition of [A0,A1]θ nor its
norm.
Here are somemore properties of complex interpolation spaces which will be
relevant for our purposes:
Theorem 2.7. Let (A0,A1) be a Banach couple of complex Banach spaces and let
θ be a number in (0,1). Then
(i) A0∩ A1 is a dense subspace of [A0,A1]θ,
and
(ii) each element a of A0∩ A1 satisfies the inequality
(2.1) ‖a‖[A0,A1]θ ≤ ‖a‖1−θA0 ‖a‖
θ
A1
.
(iii) Suppose, furthermore, that, for j ∈ {0,1}, B j is a closed subspace of A j equipped
with the same norm as A j . Then (B0,B1) is a Banach couple, and [B0,B1]θ ⊂
[A0,A1]θ, and each b ∈ [B0,B1]θ satisfies
‖b‖[A0,A1]θ ≤‖b‖[B0,B1]θ .
(iv) If A0 = A1 with equality of norms, then [A0,A1]θ = A0 = A1 with equality of
norms.
For the statement and proof of (i) we refer to page 116 and then pages 132–133
of [3], or to Theorem 4.2.2 and Lemma 4.2.3 of [2, pp. 91–92]. The rather obvi-
ous, immediate and well known proof of (ii) proceeds via the function f (z) =
a/‖a‖1−zA0 ‖a‖
z
A1
which is a norm one element of F (A0,A1). Part (iii) is an im-
mediate consequence of Definition 2.3. Part (iv) is an obvious consequence of
Definition 2.3 and part (i).
Remark 2.8. We note that part (iv) of this theorem combined with Remark 1.11,
justifies the claim made in Remark 1.1.
With the basics of interpolation theory and the complex method in hand, we
can start proving our main theorem.
3. THE SIMPLER INCLUSION
Before beginning our systematic study of the interpolation spaces[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ
we of course need to be sure that
(3.1)
(
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
)
is a Banach couple,
whenwe either assume thatW 1,p (U ,ω0) andW
1,p (U ,ω1) are bothBanach spaces
or impose explicit conditions onU ,ω0 andω1 which guarantee that. In fact (3.1)
holds under such assumptions, because both of the spaces W 1,p (U ,ω0) and
W 1,p (U ,ω1) are continuously embedded in the Banach space L
p (U ,ω) when ω
is chosen to be the weight function ω=min{ω0,ω1}.
Our main theorem, Theorem 1.16, establishes two inclusions. The reader has
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probably already noticed that one of them, (1.11), is actually an obvious and
almost immediate consequence of the Stein-Weiss theorem, or of a slightly gen-
eralised version of it due to Calderón. Nevertheless, we will provide an explicit
proof of that inclusion in this section. We will also consider the case where this
inclusion can be generalised to theW
1,p
0 spaces.
Here is the version that we need of Calderón’s generalization of the Stein-Weiss
theorem.
Theorem 3.1. The formula
(3.2)
[
Lp
(
U ,ω0,C
m
)
,Lp
(
U ,ω1,C
m
)]
θ = Lp
(
U ,ωθ ,C
m
)
,
holds with equality of norms for every m ∈ N, every p ∈ [1,∞), every θ ∈ (0,1),
every open subset U of Rd , and all pairs of weight functions ω0 and ω1 on U,
whenωθ is defined by (1.5).
Remark 3.2. In fact the formula (3.2) is a special case of the isometric formula
(3.3)
[
Lp0 (U ,ω0,C
m),Lp1
(
U ,ω1,C
m
)]
θ = Lpθ
(
U ,ωθ,pθ ,C
m
)
which holds for every p0 and p1 in [1,∞) and each θ ∈ (0,1) when we take pθ
and ωθ,pθ to be the number p and the function ω specified by (1.1). This can be
proved by a straightforward variant of the proof of Theorem 2 in [20]. It can also
be seen to be a very special case of a result3 in [3].
We shall now use this theorem to easily show the aforementioned inclusion,
as well as the associated norm inequality.
Theorem 3.3. Let U be an open subset of Rd and suppose that ω0 and ω1 are
weight functions which both satisfy the compact boundedness condition on U.
Then, for each p ∈ [1,∞), we obtain that
(
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
)
is a Banach
couple and that, for each θ ∈ (0,1), its complex interpolation spaces satisfy[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ ⊂W 1,p (U ,ωθ) ,
and
(3.4)
∥∥φ∥∥W 1,p (U ,ωθ) ≤ ∥∥φ∥∥[W 1,p (U ,ω0),W 1,p (U ,ω1)]θ ,
for every φ ∈
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ .
Proof. In view of Lemma 5.2, W 1,p (U ,ω0) and W
1,p (U ,ω1) are both Banach
spaces, and therefore also, as explained at the beginningof this section,
(
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
)
is a Banach couple.
Define a linear operator
T :W 1,p (U ,ω0)+W 1,p (U ,ω1)→ Lp
(
U ,ω0,C
d+1
)
+Lp
(
U ,ω1C
d+1
)
3It is a special case of the isometric formula [X0(B0),X1(B1)]θ = X 1−θ0 Xθ1
(
[B0,B1]θ
)
which, as
stated as the second part of the result labelled “i)” on p. 125 of [3], holds for all choices of the
Banach couple (B0,B1) whenever X0 and X1 are Banach lattices of measurable functions on the
same underlyingσ-finitemeasure space and X 1−θ0 X
θ
1 has a certain property. That property holds
in our case in view of the Lebesgue Dominated Convergence Theorem.
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by
Tφ :=
(
φ,∇φ
)
.
By the definition ofW 1,p (U ,ω) wehave thatTφ is a norm1map fromW 1,p
(
U ,ω j
)
into Lp
(
U ,ω j ,C
d+1) for j = 0,1. Using the standard interpolation theorem, The-
orem 2.4, and Theorem 3.1, we conclude that
T :
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ→ Lp
(
U ,ωθ ,C
d+1
)
is boundedwith norm less than, or equal to, 1. Thus, ifφ ∈
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ
then
(
φ,∇φ
)
∈ Lp
(
U ,ωθ ,C
d+1), i.e. φ ∈W 1,p (U ,ωθ). Moreover,∥∥φ∥∥W 1,p (U ,ωθ) = ∥∥(φ,∇φ)∥∥Lp(U ,ωθ ,Cd+1) = ∥∥Tφ∥∥Lp(U ,ωθ ,Cd+1)
=
∥∥Tφ∥∥[Lp(U ,ω0,Cd+1),Lp(U ,ω1,Cd+1)]θ ≤ ∥∥φ∥∥[W 1,p (U ,ω0),W 1,p (U .ω1)]θ .
This concludes the proof of this theorem. Thus it also establishes (1.11) and the
left side of the norm inequality (1.13) in the statement of Theorem 1.16. 
Remark 3.4. It should perhaps also be pointed out that the proof of Theorem 3.3
does not require the weight functions ω0 and ω1 to satisfy the compact bound-
edness condition. In fact it suffices if they have any other property which en-
sures thatW 1,p (U ,ω0) andW
1,p (U ,ω1) are both Banach spaces. (For example,
some such properties are considered in the latter part of Lemma 5.2.) Essentially
the same proof as for Theorem 3.3 also shows that, for any p0 and p1 in [1,∞),
if W 1,p0 (U ,ω0) and W
1,p1 (U ,ω1) are both Banach spaces then they satisfy the
norm one inclusion[
W 1,p0 (U ,ω0),W
1,p1 (U ,ω1)
]
θ ⊂W 1,p (U ,ω)
for each θ ∈ (0,1), where p and ω are as in (1.1). This is an immediate conse-
quence of the isometry (3.3). We have not yet considered under what conditions
we can use some version of our approach to obtain the reverse of this inclusion
when p0 6= p1. Such a result would complement the particular case considered
in Formula (5.3) of Theorem 4 of [14, p. 208] in whichU =Rd andω0, ω1 and ωθ
are all required to be so-called polynomially regular weight functions.
We still have one more task in this section, which is to consider under what
conditions we can replace the spacesW 1,p (U ,ω) by their subspacesW
1,p
0 (U ,ω)
in the inclusion (1.11). We do this in the following theorem which will lead us
eventually to Theorem 1.20.
Theorem 3.5. Let U be an open subset of Rd and suppose that ω0 and ω1 are
weight functions which both satisfy the compact boundedness condition on U.
Suppose further that, for some value of p ∈ [1,∞), whenever φ is an element of
W
1,p
0 (U ,ω0)∩W
1,p
0 (U ,ω1), then there exists a sequence
{
φn
}
n∈N of functions in
Lipc(U ) which converges to φ in W
1,p (U ,ω0) or W
1,p (U ,ω1) and is a bounded
sequence in the other space. Then, for that value of p and for each θ ∈ (0,1),[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
⊂W 1,p0 (U ,ωθ)
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and, furthermore,
(3.5)
∥∥φ∥∥
W
1,p
0 (U ,ωθ)
≤
∥∥φ∥∥[
W
1,p
0 (U ,ω0),W
1,p
0 (U ,ω1)
]
θ
for each φ ∈
[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
.
Remark 3.6. We suspect that, given a pair of weight functions ω0 and ω1 which
are known to both satisfy the compact boundedness condition, quite mild ad-
ditional conditions might suffice to ensure that they also satisfy the second hy-
pothesis required in Theorem3.5. Perhaps it is even not necessary to impose any
additional conditions for this to happen. Pending further investigation of this,
we simply point out that this second hypothesis is obviously satisfied whenever
one of the weight functions ω0 and ω1 is dominated by some constant multiple
of the other. In that case there even exists a sequence
{
φn
}
n∈N in Lipc (U ) which
converges to φ in bothW 1,p (U ,ω0) andW
1,p (U ,ω1).
Proof of Theorem 3.5. As pointed out in Remark 1.5, the fact thatω0 andω1 both
satisfy the compact boundedness condition immediately implies that ωθ also
satisfies this condition for each θ ∈ (0,1). Consequently, by Lemma5.2,W 1,p (U ,ω)
is a Banach space which contains Lipc (U ) whenever ω is any one of the weight
functions ω0, ω1 or ωθ. This enables us to defineW
1,p
0 (U ,ω) in accordance with
Definition 1.13 for each of these choices of ω. Then the relevant definitions im-
mediately imply (cf. part (iii) of Theorem 2.7) that
(
W
1,p
0 (U ,ω0),W
1,p
0 (U ,ω1)
)
is
a Banach couple, and that[
W
1,p
0 (U ,ω0),W
1,p
0 (U ,ω1)
]
θ
⊂
[
W 1,p (U ,ω0),W
1,p (U ,ω1)
]
θ
and that
(3.6)
∥∥φ∥∥[W 1,p (U ,ω0),W 1,p (U ,ω1)]θ ≤ ∥∥φ∥∥[W 1,p0 (U ,ω0),W 1,p0 (U ,ω1)]θ .
for each φ ∈
[
W
1,p
0 (U ,ω0),W
1,p
0 (U ,ω1)
]
θ
.
By definition, Lipc(U ) is contained inW
1,p
0 (U ,ω0) and inW
1,p
0 (U ,ω1) and there-
fore also inW
1,p
0 (U ,ω0)∩W
1,p
0 (U ,ω1). This implies (cf. part (i) of Theorem 2.7)
that
Lipc(U )⊂
[
W
1,p
0 (U ,ω0),W
1,p
0 (U ,ω1)
]
θ
.
In view of this inclusion and since we also know that Lipc(U ) is also contained
inW
1,p
0 (U ,ωθ), we are now ready to proceed to our next step of the proof, which
will be to show that the inequality (3.5) holds for every φ ∈ Lipc(U ). By defini-
tion
∥∥φ∥∥
W
1,p
0 (U ,ω)
=
∥∥φ∥∥W 1,p (U ,ω) for such functions φ and this, combined with
the inequality (3.4) of Theorem 3.3 and (3.6), indeed accomplishes this step.
In view of the standard fact recalled in part (i) of Theorem 2.7, we can assert that
W
1,p
0 (U ,ω0)∩W
1,p
0 (U ,ω1) is dense in
[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
. Therefore,
sinceW
1,p
0 (U ,ωθ) is a Banach space, the proof of this theoremwill be complete if
we show that each elementφ inW
1,p
0 (U ,ω0)∩W
1,p
0 (U ,ω1) is also inW
1,p
0 (U ,ωθ)
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and satisfies the inequality (3.5).
Let φ be an arbitrary element of W
1,p
0 (U ,ω0)∩W
1,p
0 (U ,ω1). We keep in mind
that Theorem 3.3 combined with parts (i) and (iii) of Theorem 2.7 guarantee
that φmust also be inW 1,p(U ,ωθ). Now let
{
φn
}
n∈N be a sequence in Lipc(U )
with the properties guaranteed by the hypotheses of the present theorem, so
that at least one of the two numerical sequences
{∥∥φn −φ∥∥W 1,p (U ,ω0)
}
n∈N
and{∥∥φn −φ∥∥W 1,p (U ,ω1)
}
n∈N
converges to 0 and both are bounded. We now use the
result about the complex interpolation method which is recalled in part (ii) and
inequality (2.1) of Theorem 2.7. In our current context the inequality (2.1) be-
comes∥∥φn −φ∥∥[W 1,p0 (U ,ω0),W 1,p0 (U ,ω1)]θ ≤
∥∥φn −φ∥∥1−θW 1,p0 (U ,ω0) ·
∥∥φn −φ∥∥θW 1,p0 (U ,ω1)
=
∥∥φn −φ∥∥1−θW 1,p (U ,ω0) ·∥∥φn −φ∥∥θW 1,p (U ,ω1)
which gives us that
(3.7) lim
n→0
∥∥φ−φn∥∥[W 1,p0 (U ,ω0),W 1,p0 (U ,ω1)]θ = 0,
and therefore also (cf. part (iii) of Theorem2.7) that limn→0
∥∥φ−φn∥∥[W 1,p (U ,ω0),W 1,p (U ,ω1)]θ =
0. This in turn implies, by Theorem 3.3 that
(3.8) lim
n→0
∥∥φ−φn∥∥W 1,p (U ,ωθ) = 0
and therefore φ is not only an element ofW 1,p (U ,ωθ) but also ofW
1,p
0 (U ,ωθ).
So we can deduce from (3.8) and Definition 1.13 that∥∥φ∥∥
W
1,p
0 (U ,ωθ)
=
∥∥φ∥∥W 1,p (U ,ωθ) = limn→0
∥∥φn∥∥W 1,p (U ,ωθ) = limn→0
∥∥φn∥∥W 1,p0 (U ,ωθ) .
Since an earlier step of this proof gives us that each φn satisfies (3.5), the above
limit must be less than or equal to the limit limn→∞
∥∥φn∥∥[W 1,p0 (U ,ω0),W 1,p0 (U ,ω1)]θ
which exists and equals
∥∥φ∥∥[
W
1,p
0 (U ,ω0),W
1,p
0 (U ,ω1)
]
θ
in view of (3.7). Thus we have
shown that our arbitrary element φ ofW
1,p
0 (U ,ω0)∩W
1,p
0 (U ,ω1), as well as be-
ing inW
1,p
0 (U ,ωθ), also satisfies (3.5). As already explained above, this suffices
to complete the proof of our theorem. 
In the next section we will make the significant step towards showing the
other inclusion and inequality of our main theorem. This, however, will not be
as simple.
4. TOWARDS THE DIFFICULT INCLUSION
The goal of this section is to consider the relationship between the two spaces
W
p
0 (U ,θ,rω) and
[
W
1,p
0 (U ,ω0) ,W
1,p
0 (U ,ω1)
]
θ
. We do not find it surprising that
in general we cannot obtain an analogous relationship between the “full” spaces
W
p (U ,θ,rω) and
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ , and canonly dealwith their above
mentioned smaller but “significant” respective subspaces. However, as we have
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mentioned in §1, in many cases these smaller spaces are either everything, or
“big” enough to warrant a theorem on their own.
We begin with a definition which specifies some conditions which may or may
not be satisfied by a given pair of weight functionsω0 andω1. As we shall see, for
most of the results of this section, we will require our weight functions to satisfy
these conditions.
Definition4.1. Wesay that a pair ofweight functions (ω0,ω1) is a (θ,p)−admissible
pair of weight functions on U (or, in short, a (θ,p)−admissible pair) for some
θ ∈ (0,1) and p ∈ [1,∞] if the following holds:
(i) W 1,p (U ,ω0),W
1,p (U ,ω1) andW
1,p (U ,ωθ) are Banach spaces that contain
Lipc (U ).
(ii) The function log(rω(x))= log
(
ω0(x)
ω1(x)
)
is locally Lipschitz onU .
Remark 4.2. In view of the inequality ω1−θ0 ω
θ
1 ≤max{ω0,ω1} it is easy to see that
ifW 1,p(U ,ω0) andW
1,p (U ,ω1) both contain Lipc(U ), then in fact it follows au-
tomatically thatW 1,p (U ,ωθ) also contains Lipc(U ) for every θ ∈ (0,1).
From this point onward, till the end of this section, we will assume that we
are dealing with a given fixed open setU and often we will not mentionU in the
notation that we use.
Remark 4.3. It is simple to observe that if (ω0,ω1) forms a (θ,p)−admissible pair
for some θ ∈ (0,1) and p ∈ [1,∞), then W p (θ,rω) also contains Lipc . (Relevant
definitions, i.e. ofW p (θ,rω) and of rω, appear in the statement of Theorem1.16.)
Indeed, given anyφ ∈ Lipc , we first note that it is contained inW 1,p (ωθ), in view
of condition (i) of Definition 4.1. Then the other requirement for the member-
ship of φ in W p (θ,rω) follows immediately from condition (ii) of the same def-
inition, which ensures that the auxiliary function φ(x)
∣∣∇ log(rω(x))∣∣ is continu-
ous. Since that function also has compact support, it is obviously an element of
Lp (ωθ) as required.
Remark 4.4. In most of our main results in this paper we require ω0 and ω1 to
both satisfy the compact boundedness condition. In viewof Remark 1.5, Lemma
5.2 and Lemma 5.6, this implies that (i) holds for all θ ∈ (0,1) and p ∈ [1,∞).
From this we see that Definition 4.1, and the results in this section which use
it, are somewhat more general than they need to be for obtaining those main
results. But this greater generality may be useful in future investigations where
more general weight functions are considered.
Our main goal in this section is to prove the following result:
Theorem 4.5. Let (ω0,ω1) form a (θ,p)−admissible pair for some θ ∈ (0,1) and
p ∈ [1,∞). Then, we have that
(4.1) W
p
0 (θ,rω)⊂
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
Moreover, there exists a positive constantCp which depends only on p, such that
(4.2)
∥∥φ∥∥[W 1,p (ω0),W 1,p (ω1)]θ ≤Cp ∥∥φ∥∥W p (θ,rω) for every φ ∈W p0 (θ,rω) .
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The proof of Theorem 4.5 has two main parts and will occupy the rest of this
section. In the first part, for each given φ ∈ Lipc , we will construct an element
f φ of F
(
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
)
which satisfies f φ(θ)=φ and also the norm esti-
mates necessary for showing that φ satisfies (4.2). Then, in the second part, we
will extend this construction to elements φ which are in the closure of Lipc in
W
p (θ,rω).
Definition 4.6. Given θ ∈ (0,1), an arbitrary function φ ∈ Lipc and a number
β> 0, we define the function
(4.3) f
φ
β,θ
(x,z)= e
(z−θ)
p
log(rω(x))+β(z−θ)2φ(x), x ∈U , z ∈S.
(Recall, cf. (1.9) that rω denotes the ratio ω0/ω1.) Thus f
φ
β,θ
denotes the map
from S into the space of measurable functions onU , which is such that the im-
age f
φ
β,θ
(z) of each z ∈S is the function of x defined by (4.3).
The reader might be surprised by the inclusion of another parameter β> 0 in
the formula (4.3). This parameter appears in the exponential factor eβ(z−θ)
2
in
the formula for f
φ
β,θ
, and we need that factor in order to control the size of the
f
φ
β,θ
(x,z) as z tends to∞ on the strip S. (The same function eβ(z−θ)2 has a quite
similar role elsewhere, as mentioned in Remark 2.6.) As will be evident in the
course of the proofs of the results presented in this section, β could be chosen
arbitrarily, but we can also note that there is one choice ofβwhichwill minimize
the value that we can obtain for the above mentioned constant.
For convenience, we will often drop the subscripts of β and θ and accordingly
write f φ to denote the function f
φ
β,θ
.
We begin our preparations for achieving the first of the above mentioned main
parts of our proof by recalling a rather standard definition and mentioning an
important theorem which we will use in several places.
Definition 4.7. For each p ∈ [1,∞] and each open subset U of Rd , the space
W
1,p
loc
(U ) consists of all measurable functions f :U → C which have a weak gra-
dient∇ f inU and for which, for every compact subsetK ofU , the functionsχK f
and χK∇ f are elements, respectively, of the (unweighted) spaces Lp (U ) and of
Lp (U ,Cd ).
We remark that it is quite straightforward, but perhaps a little tedious, to
check that a function f :U →C is an element ofW 1,p
loc
(U ) if and only if, for every
open subset V ofU whose closure is a compact subset ofU , the restriction of f
toV is an element ofW 1,p (V ). We refer the interested reader to the appendix for
the proof of this fact.
Theorem 4.8 (Rademacher’s Theorem). LetU be an open set. Then,
(1) a functionφ :U →C is locally Lipschitz if and only if φ ∈W 1,∞
loc
(U ).
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(2) Moreover, if φ is locally Lipschitz on U, then it is differentiable almost
everywhere4and its gradient equals itsweak gradient almost everywhere5.
The proof of this theorem can be obtained from material in Chapter 5 of [6]
(subchapter 5.8.2 b., pages 279-281). Part (1), as pointed out in the remark on p.
280 of [6], can be obtained by an easy adaptation of the arguments of the proof of
Theorem 4 on pp. 279–280. Part (2) is the case p =∞ of Theorem 5 ([6, pp. 280–
281]) combined with Theorem 6 ([6, p. 281]). The alternative characterisation of
W
1,p
loc
(U ) mentioned just after Definition 4.7 is relevant here.
Remark 4.9. When we use Theorem 4.8, it is sometimes helpful to also keep in
mind the very obvious fact that, at every point x ∈U where the pointwise gradi-
ent ∇φ(x) of a locally Lipschitz function φ exists, it satisfies
∣∣∇φ(x)∣∣≤ L where L
is the Lipschitz constant of the restriction ofφ to a bounded open set containing
x.
Lemma 4.10. Let (ω0,ω1) form a (θ,p)−admissible pair for some θ ∈ (0,1) and
p ∈ [1,∞), and let φ ∈ Lipc . Then, for each fixed z ∈ S, we have that f φ(x,z) ∈
Lipc and consequently
(4.4) f φ(·,z) ∈W 1,p0 (ω0)∩W
1,p
0 (ω1)⊂W
1,p
0 (ω0)+W
1,p
0 (ω1).
Before we begin proving this lemma, it is convenient to present a few simple
facts that we will use in the proof of this lemma, as well as in subsequent proofs:
(a) If the function ψ :U → C is locally Lipschitz and has compact support, then
it is Lipschitz on all ofU . This rather standard result is perhaps slightly less
obvious than may seem at first glance. For the sake of completeness, we
include its quite straightforward and short proof in the appendix.
(b) Every Lipschitz function is bounded on every compact set. Therefore every
locally Lipschitz function also has this property.
(c) The pointwise product of two bounded Lipschitz functions is itself also a
bounded Lipschitz function. So, by (b), the pointwise product of two locally
Lipschitz functions is also locally Lipschitz.
(d) The composition of two Lipschitz functions is a Lipschitz function. There-
fore the composition of two locally Lipschitz functions is a locally Lipschitz
function.
(e) A function mapping R to C whose real and imaginary parts have bounded
derivatives on every bounded interval is a locally Lipschitz function.
Proof of Lemma 4.10. Let us define g1 :U → R by g1(x) = log(rω(x)) and define
g2 : R→ C by g2(t ) = e
(z−θ)
p
t+β(z−θ)2 . Then f φ(x,z) = φ(x)g2
(
g1(x)
)
for all x ∈U .
Since φ has compact support so does φ(x)g2
(
g1(x)
)
. So, in view of fact (a) it
suffices to show that φ(x)g2
(
g1(x)
)
is locally Lipschitz, which we will now do
4When we say “almost everywhere” we always mean with respect to d−dimensional Lebesgue
measure.
5This equality is to be understood in the following way: each component of the pointwise
gradient belongs to the equivalence class of the corresponding component of the weak gradient.
22 MICHAEL CWIKEL AND AMIT EINAV
with the help of the other above mentioned obvious facts.
We first use (e) to show that g2 is locally Lipschitz. The (θ,p)−admissibility of
(ω0,ω1) implies that g1 is also locally Lipschitz. So (d) gives us that g2 ◦ g1 is
locally Lipschitz. Finally, since φ is obviously locally Lipschitz, (c) completes the
proof that φ(x)g2
(
g1(x)
)
is locally Lipschitz and therefore also the proof of this
lemma. 
Lemma 4.11. Let (ω0,ω1) form a (θ,p)−admissible pair for some θ ∈ (0,1) and
p ∈ [1,∞), and let φ ∈ Lipc . Then the function f φ is an element of the space
F
(
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
)
.
Proof. For reasons which the reader can quite possibly guess and which anyway
will become apparent later, we begin this proof by establishing some properties
of the functions
(
log(rω(x))
)k
and
(
log(rω(x))
)k
φ(x) for each non-negative inte-
ger k . We first note that the (θ,p)−admissibility of (ω0,ω1), together with facts
(d) and (e) that were stated after Lemma 4.10, ensure that, for each such k , the
function
(
log(rω(x))
)k
is locally Lipschitz. Consequently, using fact (c) and then
fact a, we obtain that
(
log(rω(·))
)k
φ(·) is in Lipc . This in turn implies, again be-
cause (ω0,ω1) is (θ,p)−admissible, that this same function is also an element of
W
1,p
0 (ω0) and ofW
1,p
0 (ω1).
Our next task will be to estimate the norm of this function in each of these
spaces.
The fact that φ has compact support ensures the existence of an open set Vφ
whose closure is a compact subset ofU such that at every point x ∈U \Vφ we
have that φ(x) = 0 and also that the pointwise gradient ∇φ(x) exists and also
equals 0.
We observe that, for j ∈ {0,1},∥∥∥(log(rω(·)))k φ(·)∥∥∥p
Lp(ω j )
=
ˆ
U
∣∣φ(x)∣∣p ∣∣log(rω(x))∣∣pk ω j (x)dx
≤
(
sup
x∈Vφ
∣∣log(rω(x))∣∣
)pk ∥∥φ∥∥p
Lp(ω j )
=Λpk
∥∥φ∥∥p
Lp(ω j )
,
whereΛ denotes the quantity
Λ := sup
x∈Vφ
∣∣log(rω(x))∣∣
which is finite, as the supremum of a Lipschitz function on a bounded set.
Nextweneed tomake somemorepreparations for performing a somewhatmore
elaborate calculation to estimate the size of
∥∥∥∇((log(rω(·)))k φ(·))∥∥∥p
Lp(ω j )
.
We note the following:
• For any a,b ∈R we have that
(4.5) (|a|+ |b|)p ≤ 2p
(
|a|p +|b|p
)
, p ≥ 0.
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• Bypart (2) of Theorem4.8we know that the pointwise gradients∇ log (rω(x))
and∇φ(x) of the locally Lipschitz functions log(rω(x)) andφ(x) both ex-
ist for all x in a certain subsetU# ofU which is such thatU \U# hasmea-
sure 0. We shall let Ξ denote the supremum
(4.6) Ξ := sup
x∈Vφ∩U#
∣∣∇ log (rω(x))∣∣ ,
which is obviously finite (cf. Remark 4.9).
• Furthermore it is also obvious that the pointwise gradient of
(
log(rω(x))
)k
exists and equals k
(
log(rω(x))
)k−1∇ log(rω(x)) for every x ∈U#. As al-
ready observed above, the function
(
log(rω(x))
)k
is locally Lipschitz. So
another application of Rademacher’s theorem tells us that the pointwise
gradient of
(
log(rω(x))
)k
onU# is also its weak gradient onU . Analogous
statements hold for the pointwise and weak gradients of the functions φ
and
(
log(rω(x))
)k
φ(x).
Having made these preparations, we can now see that, for j ∈ {0,1} and for each
k ∈N,∥∥∥∇((log(rω(·)))k φ(·))∥∥∥p
Lp(ω j )
≤ 2p
ˆ
Vφ
∣∣∇φ(x)∣∣p ∣∣log(rω(x))∣∣pk ω j (x)dx
+2pkp
ˆ
Vφ
∣∣φ(x)∣∣p ∣∣∇ log(rω(x))∣∣p ∣∣log(rω(x))∣∣p(k−1)ω j (x)dx
≤ 2pΛp(k−1)
(
Λ
p
∥∥∇φ∥∥p
Lp(ω j )
+kpΞp
∥∥φ∥∥p
Lp(ω j )
)
≤ 2pΛp(k−1)
(
Λ
p +kpΞp
)∥∥φ∥∥p
W 1,p(ω j )
,
and for k = 0 we obviously obtain that∥∥∥∇((log(rω(·)))k φ(·))∥∥∥p
Lp(ω j )
≤
∥∥φ∥∥p
W 1,p(ω j )
.
We already noted above that
(
log(rω(·))
)k
φ(·) ∈W 1,p0 (ω j ) for j = 0,1. Now we
can conclude furthermore, from the preceding estimates, that, for each k ∈N,
∥∥∥(log(rω(·)))k φ(·)∥∥∥
W
1,p
0 (ω j )
=
(∥∥∥(log(rω(·)))k φ(·)∥∥∥p
Lp(ω j )
+
∥∥∥∇((log(rω(·)))k φ(·))∥∥∥p
Lp(ω j )
) 1
p
≤
(
Λ
pk
∥∥φ∥∥p
Lp(ω j )
+2pΛp(k−1)
(
Λ
p +kpΞp
)∥∥φ∥∥p
W 1,p(ω j )
) 1
p
≤
(
2pΛp(k−1)
(
2−pΛp +Λp +kpΞp
)∥∥φ∥∥p
W 1,p(ω j )
) 1
p
≤ 2Λk−1
(
2Λp +kpΞp
)1/p ∥∥φ∥∥W 1,p (ω j ) .
We estimate this last expression, using (4.5) again, but this time with 1p in place
of p , and thus obtain that
(4.7)
∥∥∥(log(rω(·)))k φ(·)∥∥∥
W
1,p
0 (ω j )
≤ 21+
1
pΛ
k−1
(
2
1
pΛ+kΞ
)∥∥φ∥∥W 1,p (ω j ) .
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The analogue of this inequality for k = 0 is just the trivial fact that∥∥φ∥∥
W
1,p
0 (ω j )
=
∥∥φ∥∥W 1,p (ω j ) .
For each N ∈Nwe define the function f φN :S→ Lipc by setting
(4.8) f
φ
N
(x,z)= eβ(z−θ)2
N∑
k=0
(
log(rω(x))
)k
(z−θ)k
pkk !
φ(x).
Here, analogously to the convention adopted inDefinition 4.6, it must be under-
stood that f
φ
N
denotes the map from S into the space of measurable functions
onU , which is such that the image f
φ
N
(z) of each z ∈ S is the function of x de-
fined by (4.8). For each k ∈N∪ {0}, the function
(
log(rω(·))
)k
φ(·) is known to be
an element of Lipc and therefore also of W
1,p
0 (ω0)∩W
1,p
0 (ω0). Also, a simple
calculation shows that the entire function
z 7→ eβ(z−θ)2(z−θ)k
is bounded on S. (Later we will do this calculation in more detail, to find an
explicit bound for the modulus of this function on S.) From these two facts it
is obvious that f
φ
N
indeed maps S into Lipc and, furthermore, that it is an ele-
ment of F (A0,A1), where, throughout this proof, we will take (A0,A1) to be the
Banach couple obtained by setting A0 = A1 =W 1,p0 (ω0)∩W
1,p
0 (ω0) and letting
A0 and A1 be normed by
∥∥ψ∥∥A0 = ∥∥ψ∥∥A1 =max
{∥∥ψ∥∥
W
1,p
0 (ω0)
,
∥∥ψ∥∥
W
1,p
0 (ω1)
}
. Our
next step will be to use the inequalities (4.7) to show that
{
f
φ
N
}
N∈N
is a Cauchy
sequence in F (A0,A1). For that it will clearly suffice to consider the quantity
E (M ,N ) :=
∥∥∥∥∥eβ(z−θ)2
N∑
k=M
(
log(rω(x))
)k
(z−θ)k
pkk !
φ(x)
∥∥∥∥∥
F (A0,A1)
for all integersM andN which satisfy 0≤M ≤N and to show that E (M ,N ) tends
to 0 whenM and N tend to∞.
We see that
E (M ,N )≤
N∑
k=M
∥∥∥∥∥eβ(z−θ)2
(
log(rω(x))
)k
(z−θ)k
pkk !
φ(x)
∥∥∥∥∥
F (A0,A1)
=
N∑
k=M
max
j=0,1
sup
t∈R
∣∣∣eβ(j+i t−θ)2 ( j + i t −θ)k ∣∣∣
pkk !
∥∥∥(log(rω(x)))k φ(x)∥∥∥
A j
.
In view of (4.7) we have that∥∥∥(log(rω(x)))k φ(x)∥∥∥
A0
=
∥∥∥(log(rω(x)))k φ(x)∥∥∥
A1
≤ 21+
1
pΛ
k−1
(
2
1
pΛ+kΞ
)
max
j∈{0,1}
∥∥φ∥∥W 1,p(ω j )
for all k ∈N. The analogue of this for k = 0 is simply and obviously∥∥φ∥∥A0 = ∥∥φ∥∥Ai = maxj∈{0,1}
∥∥φ∥∥W 1,p(ω j )
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We also have, for each k ∈N, that
(4.9)
max
j=0,1
sup
t∈R
∣∣∣eβ(j+i t−θ)2 ( j + i t −θ)k ∣∣∣
≤ sup
t≥0
eβ(1−t
2) (1+ t2) k2 = e2β sup
t≥0
e−β(1+t
2) (1+ t2) k2
= e2β sup
y≥1
e−βy
2
yk ,
and a simple computation shows that
(4.10) max
y≥0
yke−βy
2 =
(
k
2βe
) k
2
for each k > 0.
These preceding inequalities show that
E (M ,N )≤ max
j∈{0,1}
∥∥φ∥∥W 1,p(ω j )
N∑
k=M
γk
where, for each k ∈N,
γk =
21+
1
pΛ
k−1
(
2
1
pΛ+kΞ
)
pkk !
(
k
2βe
) k
2
e2β,
and for k = 0, since max j=0,1 supt∈R
∣∣∣eβ(j+i t−θ)2∣∣∣≤ eβ,
γ0 = eβ.
For each k ∈Nwe have that
γk+1
γk
= Λ
p(k +1) ·
(
2
1
pΛ+ (k +1)Ξ
)
(
2
1
pΛ+kΞ
) · 1√
2βe
·
(
k +1
k
) k
2 p
k +1
= Λ
p
√
2βe
·
(
2
1
pΛ+ (k +1)Ξ
)
(
2
1
pΛ+kΞ
) ·(1+ 1
k
) k
2 1p
k +1
,
from which it is clear that limk→∞
γk+1
γk
= 0. This shows that the positive term
series
∑∞
k=0γk is convergent and this implies that E (M ,N ) indeed has the be-
haviour required to show that
{
f
φ
N
}
N∈N
is a Cauchy sequence inF (A0,A1). There-
fore
{
f
φ
N
}
N∈N
converges in F (A0,A1) norm to an element g ∈ F (A0,A1). In
our setting, where A0 and A1 are the same space with the same norm, each ele-
ment h ∈F (A0,A1) is a continuous bounded A0 valued function on S which is
analytic in the interior of S. Therefore an obvious extension of the Phragmen-
Lindelöf theorem to Banach space valued analytic functions shows that
‖h(z)‖A0 ≤ sup
ζ∈∂S
‖h(ζ)‖A0 = ‖h‖F (A0,A1)
26 MICHAEL CWIKEL AND AMIT EINAV
for each z ∈S. In particular, this means that, for each fixed z ∈S, g (z) ∈ A0 and
(4.11) lim
N→∞
∥∥∥ f φN (z)− g (z)
∥∥∥
A0
= 0.
Since g (z) is an element of A0 and therefore a measurable function, or rather
an equivalence class of measurable functions onU , it will be convenient to let
g (x,z) denote the value of g (z) at each (or almost every) point x of U . It fol-
lows from (4.11) that, for each fixed z ∈ S the sequence
{
f
φ
N (z)
}
N∈N
converges
to g (z) also in Lp (ω) when ω is either one of the weight functions ω0 and ω1. By
standard results, a norm convergent sequence in any (weighted or unweighted)
Lp space must have a subsequence which converges pointwise at almost every
point of the underlying measure space. So there exists a subset Uz of U pos-
sibly depending on z, and an unbounded subsequence {Nk}k∈N of positive in-
tegers, also possibly depending on z, such that U \Uz has measure zero and
g (x,z)= limk→∞ f φNk (x,z) for all x ∈Uz .
But, from the formula (4.8) we see that the “whole” sequence
{
f
φ
N (x,z)
}
N∈N
con-
verges pointwise for every x ∈U and that its pointwise limit is
e
(z−θ)
p
log(rω(x))+β(z−θ)2φ(x)= f φ
β,θ
(x,z).
This shows that f φ(x,z) = g (x,z) for every x ∈Uz which means that f φ(z) and
g (z) are the same element ofW
1,p
0 (ω0)∩W
1,p
0 (ω1) for each z ∈S. Consequently
f φ coincides with g and is therefore an element of F (A0,A1). Since A0 is con-
tinuously embedded inW
1,p
0 (ω0) and A1 is continuously embedded inW
1,p
0 (ω1)
it follows that F (A0,A1) is continuously embedded in F
(
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
)
and this completes our proof of Lemma 4.11. 
Remark 4.12. Note that the fact f φ(z) and g (z) are the sameelement ofW
1,p
0 (ω0)∩
W
1,p
0 (ω1) for each z ∈S provides an alternative proof of the inclusion (4.4).
As well as showing that f φ is an element of F
(
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
)
, Lemma
4.11, via its proof, also provides the means to obtain a expression which is an
upper bound for
∥∥ f φ∥∥
F
(
W
1,p
0 (ω0),W
1,p
0 (ω1)
). But that very complicated expression6
is not useful for our needs here. Instead we need the upper bound which will be
provided by the next result:
Proposition 4.13. Let (ω0,ω1) form a (θ,p)−admissible pair for some θ ∈ (0,1)
and p ∈ [1,∞), and let φ be an element of Lipc .
Then the element f
φ
β,θ
of F
(
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
)
defined by (4.3) satisfies
(4.12)
∥∥∥ f φ
β,θ
∥∥∥
F
(
W
1,p
0 (ω0),W
1,p
0 (ω1)
) ≤ 2eβmax
{
1,
eβ
p
√
2βe
}∥∥φ∥∥
W p (θ,rω)
.
6It depends in quite complicated ways on φ, β, p, ω0 and ω1 including dependence on ex-
pressions involving the set Vφ and the numbers Λ and Ξ which themselves have complicated
dependence on φ, ω0 andω1.
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Consequently, we also obtain that
(4.13)
∥∥φ∥∥[
W
1,p
0 (ω0),W
1,p
0 (ω1)
]
θ
≤Cp
∥∥φ∥∥
W p (θ,rω)
for every φ ∈ Lipc ,
for a positive constant Cp depending only on p , which can be chosen to be de-
fined as in (1.14).
Remark 4.14. In the statement of Proposition 4.13 we have used the notation
f
φ
β,θ
instead of its abbreviated variant f φ, and we will sometimes also do this in
the following proof of this proposition, in some places where it is necessary to
emphasise the dependence of this element on the parameter β.
Proof of Proposition 4.13. We first notice that∣∣ f φ(x,z)∣∣= rω(x) Rez−θp eβ((Rez−θ)2−(Imz)2) ∣∣φ(x)∣∣ .
Then we recall that, as shown just before (4.6) in the proof of Lemma 4.11, there
exists a setU# (which of course depends on our given function φ ∈ Lipc) which
is almost all ofU and consists of all points x for which the pointwise gradients
of log(rω(x)) and of φ(x) both exist. It obviously follows that, at every point x in
this same setU# and for each fixed z ∈S, the pointwise gradient with respect to
x of f φ(x,z) exists and equals
∇x f φ(x,z)= e
(z−θ)
p
log(rω(x))+β(z−θ)2
(
∇xφ(x)+
z−θ
p
φ(x)∇x log(rω(x))
)
,
and therefore also∣∣∇x f φ(x,z)∣∣= rω(x) Rez−θp eβ((Rez−θ)2−(Imz)2)
∣∣∣∣∇xφ(x)+ z−θp φ(x)∇x log(rω(x))
∣∣∣∣ .
Since φ ∈ Lipc , Lemma 4.10 ensures that we also have f φ (·,z) ∈ Lipc . Therefore,
by (2) of Theorem 4.8, the weak gradients of each of the functions φ and f φ(·,z)
exist and coincide almost everywhere with their respective pointwise gradients.
We will need to use this fact because the norms appearing in (4.12) are defined
via weak gradients, rather than pointwise gradients.
We will also need to use the fact that, for all x ∈U and j ∈ {0,1},
rω(x)
j−θω j (x)=
(
ω0(x)
ω1(x)
) j−θ
ω j (x)=ωθ(x).
We compute
∥∥ f φ(·, j + i t )∥∥p
Lp(ω j ) =
ˆ
U
rω(x)
j−θepβ
(
( j−θ)2−t 2
) ∣∣φ(x)∣∣pω j (x)dx
=
ˆ
U
e
pβ
(
( j−θ)2−t 2
) ∣∣φ(x)∣∣p ωθ(x)dx ≤ epβ∥∥φ∥∥pLp (ωθ) .
Then we also see that the weak gradients of f φ(·,z) and of φ satisfy
∥∥∇x f φ(·, j + i t )∥∥pLp(ω j ) =
ˆ
U
rω(x)
j−θepβ
(
( j−θ)2−t 2
) ∣∣∣∣∇xφ(x)+ z−θp φ(x)∇x log(rω(x))
∣∣∣∣p ω j (x)dx
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=
ˆ
U
e
pβ
(
( j−θ)2−t 2
) ∣∣∣∣∇xφ(x)+ z−θp φ(x)∇x log(rω(x))
∣∣∣∣p ωθ(x)dx
which, by (4.5), does not exceed
(4.14)
2p
ˆ
U
e
pβ
(
( j−θ)2−t 2
)

∣∣∇xφ(x)∣∣p +
((
j −θ
)2+ t2) p2
pp
∣∣φ(x)∣∣p ∣∣∇x log(rω(x))∣∣p

ωθ(x)dx.
In turn, in order to estimate this expression we use the fact that
∣∣ j −θ∣∣ ≤ 1, for
one of its terms. For the other term we recall and use the calculations of (4.9)
and (4.10) which together, when k = 1, give us that
e
β
(
( j−θ)2−t 2
) ((
j −θ
)2+ t2) 12 ≤ ( 1
2βe
) 1
2
e2β.
These considerations enable us to deduce that the expression (4.14) is domi-
nated by
2pepβ
∥∥∇xφ∥∥pLp (ωθ)+2p e
2pβ(
2βe
) p
2 pp
∥∥φ∥∥p
Lp(ωθ|∇ log(rω)|p) .
We conclude that∥∥ f φ∥∥
F
(
W
1,p
0 (ω0),W
1,p
0 (ω1)
) = sup
t∈R
(∥∥ f φ(·, i t )∥∥
W
1,p
0 (ω0)
,
∥∥ f φ(·,1+ i t )∥∥
W
1,p
0 (ω1)
)
≤

epβ∥∥φ∥∥p
Lp (ωθ)
+2pepβ
∥∥∇xφ∥∥pLp (ωθ)+2p e
2pβ(
2βe
) p
2 pp
∥∥φ∥∥p
Lp(ωθ|∇ log(rω)|p)


1
p
≤

2pepβ ∥∥φ∥∥p
W 1,p (ωθ)
+2p e
2pβ(
2βe
) p
2 pp
∥∥φ∥∥p
Lp(ωθ|∇ log(rω)|p)


1
p
.
Recalling the notation introduced in (1.10), we see that the preceeding ex-
pression is dominated by
max

2pepβ,2p e
2pβ(
2βe
) p
2 pp




1
p ∥∥φ∥∥
W p (θ,rω)
= 2eβmax
{
1,
eβ
p
√
2βe
}∥∥φ∥∥
W p (θ,rω)
.
This establishes (4.12). Since f
φ
β,θ
(x,θ)=φ(x), we conclude thatφ ∈
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
with
∥∥φ∥∥[
W
1,p
0 (ω0),W
1,p
0 (ω1)
]
θ
≤
∥∥∥ f φ
β,θ
∥∥∥
F
(
W
1,p
0 (ω0),W
1,p
0 (ω1)
). Combining this inequality
with (4.12) and taking the infimum over all values of β in the interval (0,∞), (an
infimumwhich is obviously attained) establishes (4.13) whenCp is the constant
defined in (1.14). This completes the proof of the proposition. 
We are finally ready to present the proof of Theorem 4.5. In fact nearly all of
the tools needed for the proof have already been developed by the preceding
results of this section. It remains only to use an approximation argument to
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extend the result which we already have obtained for functions in Lipc to all
functions in W
p
0 (θ,rω).
Proof of Theorem 4.5. Let φ be an arbitrary function in the space W
p
0 (θ,rω). In
viewof the definition of this space, there exists a sequence of functions
{
φn
}
n∈N ∈
Lipc such that ∥∥φ−φn∥∥W p (θ,rω) −→n→∞ 0.
Since Lipc ⊂
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
and since, in view of (4.13),∥∥φn−φm∥∥[W 1,p0 (ω0),W 1,p0 (ω1)]θ ≤Cp
∥∥φn −φm∥∥W p (θ,rω) −→n,m→∞ 0,
wefind that
{
φn
}
n∈N is a Cauchy sequence in
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
. As
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
is a Banach space we conclude that there exists g ∈
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
such
that ∥∥φn − g∥∥[W 1,p0 (ω0),W 1,p0 (ω1)]θ −→n→∞ 0.
The relevant definitions immediately imply7 (cf. part (iii) of Theorem 2.7) that[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
⊂
[
W 1,p (ω0) ,W
1,p (ω1)
]
θ ,
and
‖·‖[W 1,p (ω0),W 1,p (ω1)]θ ≤ ‖·‖
[
W
1,p
0 (ω0),W
1,p
0 (ω1)
]
θ
.
According to Theorem 3.3, g ∈W 1,p (ωθ), and∥∥φn − g∥∥W 1,p (ωθ) ≤ ∥∥φn− g∥∥[W 1,p (ω0),W 1,p (ω1)]θ
≤
∥∥φn− g∥∥[W 1,p0 (ω0),W 1,p0 (ω1)]θ −→n→∞ 0.
Therefore
{
φn
}
n∈N converges to g in W
1,p (ωθ). However, since
{
φn
}
n∈N con-
verges to φ in W
p
0 (θ,rω) it must also converge to φ inW
1,p (ωθ). AsW
1,p (ωθ) is
a Banach space due to the (θ,p)−admissibility of the pair (ω0,ω1), we conclude
that g = φ. Thus φ is an element of
[
W
1,p
0 (ω0) ,W
1,p
0 (ω1)
]
θ
and
{
φn
}
n∈N con-
verges to it in the norm of this space.
To complete this proof it remains only to observe that inequality (4.2) follows
immediately from the facts that
lim
n→∞
∥∥φn∥∥[W 1,p0 (ω0),W 1,p0 (ω1)]θ =
∥∥φ∥∥[
W
1,p
0 (ω0),W
1,p
0 (ω1)
]
θ
and
lim
n→∞
∥∥φn∥∥W p (θ,rω) = ∥∥φ∥∥W p (θ,rω) ,
together with (4.13). 
7In fact we already took note of and used this simple fact while proving Theorem 3.5.
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5. APPROXIMATION THEOREMS
Theorems 3.3 and 4.5 are the principal ingredients that we require for proving
our main theorem, Theorem 1.16, as well as for most of the proof of Theorem
1.21. As further preparation for these tasks, we require some approximation re-
sults that will allow us to show that the conditions imposed in Theorems 1.16
and 1.21 in fact also suffice to ensure that Lipc
(
R
d
)
and even also C∞c
(
R
d
)
are
dense inW 1,p
(
R
d ,ω
)
and also in W p
(
R
d ,θ,rω
)
.
These approximation results are the focus of this section, with the following as
our main goal:
Theorem 5.1. Letω0 andω1 be weight functions that satisfy the compact bound-
edness condition on Rd . Assume in addition that the function rω(x) defined in
(1.9) is locally Lipschitz on Rd . Then, for each p ∈ [1,∞),
(5.1) W 1,p
(
R
d ,ω j
)
=W 1,p0
(
R
d ,ω j
)
for j ∈ {0,1}
and
(5.2) W p
(
R
d ,θ,rω
)
=W p0
(
R
d ,θ,rω
)
for each θ ∈ (0,1).
The proof of Theorem 5.1 relies on several approximation results, which we
will establish via a series of lemmas. We start by showing that the spaceW 1,p (U ,ω)
has two important properties whenever ω satisfies the compact boundedness
condition.
Lemma 5.2. Let U be an open subset of Rd , let p ∈ [1.∞) and let ω be a weight
function which satisfies the compact boundedness condition onU. Then
(i) W 1,p (U ,ω) is a Banach space,
and
(ii) W 1,p (U ,ω) is contained inW
1,p
loc
(U ).
In fact these two properties also hold if our hypothesis on the weight functionω is
replaced by the weaker requirement that
(5.3) inf
x∈K
ω(x)> 0 for every compact subset K of U .
Furthermore, in order to obtain that (i) holds, it suffices to assume that ω only
satisfies an even weaker condition, namely that
(5.4)
1
ω1/p
χK ∈ Lp
′
(U ) for every compact subset K of U .
where, as usual, 1/p+1/p ′ = 1.
Remark 5.3. For p =∞ the spaceW 1,∞(U ,ω) has both of the properties (i) and
(ii) in the statement of Lemma 5.2 for all choices of the weight function ω. This
is simply because, as already pointed out in Remark 1.11,W 1,∞(U ,ω) coincides
isometrically with the unweighted space W 1,∞(U ), for which (ii) is a triviality
and (i) is a standard result. (Cf. e.g., Theorem 2 of [6, p. 249].)
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Remark 5.4. In fact, one can also deduce that W 1,p (ω) is a Banach space for
p ∈ (1,∞) from Theorem 1.11 of [12]. For p > 1 the condition (5.4) is just a refor-
mulation of the condition ω ∈Bp(Ω) introduced in Definition 1.4 on page 538 of
[12] with Ω in the role of our setU . So part (i) of this lemma and our proof of
it are very closely related to the statement and proof of Theorem 1.11 of [12, pp.
540–541]. Here, unlike in that theorem, we also deal with the case where p = 1
and we can observe that the condition (5.4), when p = 1, would be the natural
substitute for the condition ω ∈ Bp(Ω) of [12] and in fact is exactly the same as
(5.3).
Proof of Lemma 5.2. One should keep inmind thatwe are adopting the frequently
used convention that, for each point a of Cd , |a| denotes the ℓ2 normof a. Since
the ℓ2 and ℓp norms are equivalent on Cd we have, for every f ∈ Lp (U ,ω,Cd ),
that
(5.5) r
∥∥f ∥∥Lp (U ,ω,Cd ) ≤ ∥∥∣∣ f ∣∣∥∥Lp (U ,ω) =
(ˆ
U
∣∣ f (x)∣∣p ω(x)dx)1/p ≤R ∥∥f ∥∥Lp (U ,ω,Cd )
for some constants r and R depending only on d and p .
Using Hölder’s inequality and then (5.5), for each f ∈ Lp
(
U ,ω,Cd
)
, for each
compact subset K of U and for each g ∈ L∞(U ) which vanishes on U \K we
obtain that∣∣∣∣
ˆ
U
f (x)g (x)dx
∣∣∣∣≤
ˆ
U
∣∣ f (x)∣∣ ∣∣g (x)∣∣dx ≤ ∥∥g∥∥L∞(U )
ˆ
U
∣∣f (x)∣∣χK (x)dx
≤
∥∥g∥∥L∞(U )∥∥∣∣ f ∣∣ω1/p∥∥Lp (U )
∥∥∥∥ χKω1/p
∥∥∥∥
Lp
′ (U )
=
∥∥g∥∥L∞(U )∥∥∣∣ f ∣∣∥∥Lp (U ,ω)
∥∥∥∥ χKω1/p
∥∥∥∥
Lp
′ (U )
≤R
∥∥g∥∥L∞(U )∥∥f ∥∥Lp (U ,ω,Cd )
∥∥∥∥ χKω1/p
∥∥∥∥
Lp
′ (U )
(5.6)
Then, by quite similar reasoning, for K as above, but when the function f is in
L∞
(
U ,Cd
)
and vanishes onU \K andwhen g is an arbitrary element of Lp (U ,ω),
we have that∣∣∣∣
ˆ
U
f (x)g (x)dx
∣∣∣∣≤
ˆ
U
∣∣ f (x)∣∣ ∣∣g (x)∣∣dx ≤pd ∥∥ f ∥∥L∞(U ,ω)
ˆ
U
∣∣g (x)∣∣χK (x)dx
≤
p
d
∥∥f ∥∥L∞(U ,ω)∥∥g∥∥Lp (U ,ω)
∥∥∥∥ χKω1/p
∥∥∥∥
Lp
′ (U )
.(5.7)
After these preparations we turn to showing that (i) holds: Since ω is measur-
able and strictly positive and since
∥∥φ∥∥Lp (U ,ω) ≤ ∥∥φ∥∥W 1,p (U ,ω), it is obvious that
‖·‖W 1,p (ω) is a norm. Now let
{
φn
}
n∈N be an arbitraryCauchy sequence inW
1,p (U ,ω).
This obviously implies that
{
φn
}
n∈N is also a Cauchy sequence in L
p (U ,ω) and
that
{
∇φn
}
n∈N is a Cauchy sequence in L
p (U ,ω,Cd ). SinceLp (U ,ω) andLp (U ,ω,Cd )
are both Banach spaces, these sequences
{
φn
}
n∈N and
{
∇φn
}
n∈N converge re-
spectively, in the norms of these spaces, to an element φ ∈ Lp (U ,ω) and an ele-
ment ξ ∈ Lp (U ,ω,Cd ). Therefore, in order to show thatW 1,p (U ,ω) is complete,
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it remains only to show that ξ is the weak gradient of φ onU .
Letψ be an arbitrary function in C∞c (U ) and let Kψ denote a compact subset of
U on whichψ is supported. We claim that
(5.8) lim
n→∞
ˆ
U
ψ(x)
(
∇φn(x)−ξ(x)
)
dx = 0.
and also that
(5.9) lim
n→∞
ˆ
U
∇ψ(x)
(
φ(x)−φn (x)
)
dx = 0
We shall obtain these two formulae with the help of the inequalities (5.6) and
(5.7). We shall choose K in both of these inequalities to be Kψ. If we require
ω to satisfy the compact boundedness condition or if we merely make do with
requiring one of the weaker variants (5.3) and (5.4) of this condition, we will ob-
tain that the quantity
∥∥∥ χKψ
ω1/p
∥∥∥
Lp
′ (U )
is finite. We use this fact and substitute f (x)=
∇φn(x)−ξ(x) and g (x) = ψ(x) in (5.6). Since limn→∞
∥∥∇φn −ξ∥∥Lp(U ,ω,Cd ) = 0,
this gives us (5.8). Then we substitute f (x) = ∇ψ(x) and g (x) = φ(x)−φn(x) in
(5.7). Since limn→∞
∥∥φ−φn∥∥Lp (U ,ω) = 0, this gives us (5.9).
Using (5.8) and then (5.9), we see thatˆ
U
∇ψ(x)φ(x)dx = lim
n→∞
ˆ
U
∇ψ(x)φn (x)dx
=− lim
n→∞
ˆ
U
ψ(x)∇φn(x)dx
=−
ˆ
U
ψ(x)ξ(x)dx
for eachψ ∈C∞c (U ). This shows that ξ is indeed theweak gradient ofφ onU and
completes the proof of part (i) of the lemma, also when ω only satisfies (5.3) or
(5.4).
We now turn our attention to part (ii). Here our hypothesis on ω is either that it
satisfies the compact boundedness condition, or merely one “half” of that con-
dition, namely (5.3).
For each compact subset K ofU and each φ ∈W 1,p (U ,ω) we have, recalling the
notation introduced in (1.7), that∥∥χKφ∥∥pLp (U )+∥∥χK∇φ∥∥pLp(U ,Cd ) ≤ 1m(K ,ω)p
(∥∥χKφ∥∥pLp (U ,ω)+∥∥χK∇φ∥∥pLp(U ,ω,Cd )
)
≤ 1
m(K ,ω)p
(∥∥φ∥∥p
Lp (U ,ω)+
∥∥∇φ∥∥p
Lp(U ,ω,Cd )
)
= 1
m(K ,ω)p
∥∥φ∥∥p
W 1,p (U ,ω)
.
This establishes the inclusion claimed in part (ii), and therefore completes the
proof of the lemma. 
Remark 5.5. In the formulations of several of the following results of this section
we will find it convenient to require the relevant weight function to satisfy the
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compact boundedness condition, even though, just as for the preceding lemma,
some of these results hold under weaker hypotheses.
Lemma 5.6. Let ω be a weight function that satisfies the compact boundedness
condition on an open setU. Then Lipc (U )⊂W 1,p (U ,ω) for each p ∈ [1,∞].
Proof. RecallingRademacher’s theorem, Theorem4.8, we know that ifφ ∈ Lipc (U )
then it is inW 1,∞
loc
(U ), and therefore has a weak gradient∇φ onU . Obviously (cf.
Remark 4.9) ∇φ ∈ L∞(U ,Cd ) and
∥∥∇φ∥∥L∞(U ,Cd ) is bounded by the Lipschitz con-
stant of φ. Also φ, like every other compactly supported Lipschitz function, is
bounded. This completes the proof in the case where p =∞.
To deal with the case p ∈ [1,∞), we note that φ and ∇φ both vanish almost ev-
erywhere onU \suppφ, and that the Lebesguemeasure of suppφ is finite. Then,
using the notation of (1.7), and once more the boundedness of φ we conclude
that ˆ
U
∣∣φ(x)∣∣pω(x)dx ≤ ∥∥φ∥∥p
L∞(U )
∣∣suppφ∣∣M (suppφ,ω)<∞8
and ˆ
U
∣∣∇φ(x)∣∣pω(x)dx ≤ ∥∥∇φ∥∥p
L∞(U ,Cd )
∣∣suppφ∣∣M (suppφ,ω)<∞.
This shows that φ ∈W 1,p (U ,ω) also for p ∈ [1,∞), completing the proof. 
Lemma 5.7. Let ω be a weight function that satisfies the compact boundedness
condition on an open setU. Then, given p ∈ [1,∞), and functionsφ ∈W 1,p (U ,ω)
and ξ :U →C such that ξ is Lipschitz onU, we have that their pointwise product
φξ has a weak gradient which can be expressed in terms of the weak gradients of
φ and ξ by the formula
∇
(
φξ
)
(x)= ξ(x)∇φ(x)+φ(x)∇ξ(x) for almost every x ∈U .
Proof. Muchas in theproof of the previous lemma, we know, due toRademacher’s
Theorem and Remark 4.9, that ξ ∈W 1,∞
loc
(U ) (and in fact ξ ∈W 1,∞ (U )), and con-
sequently ξ ∈W 1,r
loc
(U ) for every r ≥ 1. We also note that, due to Lemma 5.2,
φ ∈W 1,p
loc
(U ). Letψbe an arbitrary function inC∞c (U ) and letKψ = suppψ. Stan-
dard approximation theorems which are used in the theory of Sobolev spaces
(see for example Theorem 1 of [6, pp. 250-251] and its proof, which is based on
Theorem 6 of [6, pp. 630-631]) enable us to find an open set V containing Kψ,
whose closure is compact and contained inU , and functions ξn :U → C whose
restrictions to V are inC∞ (V ) and which satisfy
(5.10) lim
n→∞
ˆ
V
|ξn(x)−ξ(x)|q dx = 0
and
(5.11) lim
n→∞
ˆ
V
|∇ξn(x)−∇ξ(x)|q dx = 0.
8Here (and also elsewhere) we use the standard notation |E | for the d−dimensional Lebesgue
measure of any measurable subset E of Rd .
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where q is the Hölder conjugate of p . Since ψ(x)ξn(x) ∈C∞c (U ) for each n ∈ N
we see thatˆ
U
φ(x)ξn(x)∇ψ(x)dx =
ˆ
U
φ(x)∇
(
ψ(x)ξn(x)
)
dx−
ˆ
U
φ(x)ψ(x)∇ξn (x)dx
=−
ˆ
U
ψ(x)
(
ξn(x)∇φ(x)+φ(x)∇ξn (x)
)
dx.
We recall that ψ and ∇ψ both vanish on U \V . Therefore, in all the integrals
in the preceding calculation, we can replace the domain of integrationU by V .
Sinceφ ∈W 1,p
loc
(U ) (due to (ii) of Lemma 5.2), we also observe thatφ∇ψ andψ∇φ
are both elements of Lp (U ,Cd ) andψφ ∈ Lp (U ). So we can use (5.10), (5.11) and
Hölder’s inequality to pass to the limit in the preceding calculation and thus to
obtain thatˆ
U
φ(x)ξ(x)∇ψ(x)dx =−
ˆ
U
ψ(x)
(
ξ(x)∇φ(x)+φ(x)∇ξ(x)
)
dx.
Since this holds for everyψ ∈C∞c (U ), the proof is complete. 
From this point onward, till the end of this section, we will only deal with the
case where U = Rd , and, accordingly, we shall usually remove any mention of
the underlying set (namely Rd ) from our notation.
Note that in the following lemmawewill be permitting a function ρ which seems
to be playing the role of a weight function to possibly also take the value 0. So,
analogously to the conventions adopted in Definition 1.19 and in (1.15), it may
happen that Lp (ρ) and ‖·‖Lp (ρ) have to be understood to be, respectively, a semi-
normed space and the semi-norm on that space.
Lemma5.8. Let ρ :Rd → [0,∞) andφ :Rd →C be arbitrarymeasurable functions
which satisfy ˆ
Rd
∣∣φ(x)∣∣p ρ(x)dx <∞,
for some p ∈ [1,∞). For each n ∈N define the function ξn :Rd → [0,∞) by
(5.12) ξn(x)=


1 |x| <n
2− |x|n n < |x| < 2n
0 |x| ≥ 2n
Then,
(i) ξn ∈ Lipc
(
R
d
)
with Lipschitz constant 1n , and at almost every point x ∈ Rd
the d-dimensional ℓpnorm of its weak gradient satisfies
(5.13) ‖∇ξn(x)‖ℓp ≤
d
1
p
n
.
(ii) φξn ∈ Lp
(
ρ
)
and
(5.14)
ˆ
Rd
∣∣φ(x)ξn(x)−φ(x)∣∣p ρ(x)dx −→
n→∞ 0.
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Proof. For part (i) the fact that ξn is in Lipc
(
R
d
)
with Lipschitz constant 1n is
immediate. It is also obvious that, at each point x ∈ Rd such that |x| 6= n and
|x| 6= 2n, the pointwise gradient ∇ξn(x) exists and equals either 0 or − xn|x| .
This gives us (5.13) since every x ∈Rd satisfies
‖x‖ℓp ≤ d
1
p ‖x‖ℓ∞ .
For part (ii) we note that
∣∣φ(x)ξn(x)∣∣ ≤ ∣∣φ(x)∣∣ which ensures that φξn ∈ Lp(ρ).
We also have ∣∣φ(x)ξn(x)−φ(x)∣∣p = ∣∣φ(x)∣∣p |1−ξn(x)|p ≤ ∣∣φ(x)∣∣p
for all n ∈ N and for almost every x ∈ Rd . Since
∣∣φ∣∣p ρ ∈ L1 and since φ(x)ξn(x)
converges pointwise to φ(x) we obtain (5.14) as a consequence of the Domi-
nated Convergence Theorem. 
Lemma 5.9. Let ν be a weight function that satisfies the compact boundedness
condition and let ξn be as in (5.12). Then, for each p ∈ [1,∞) and for every φ ∈
W 1,p (ν), we have that φξn ∈W 1,p (ν) and
(5.15)
∥∥φ−φξn∥∥W 1,p (ν) −→n→∞ 0.
Proof. Our hypothesis on ν enables us to use Lemma 5.7 and so we see that φξn
has a weak gradient on Rd , which is given by
ξn(x)∇φ(x)+φ(x)∇ξn (x).
Since ξn and ∇ξn are bounded, for each fixed n, and since φ ∈W 1,p (ν) we see
thatφξn ∈ Lp (ν) and∇
(
φξn
)
∈ Lp
(
ν,Cd
)
. This implies thatφξn ∈W 1,p (ν). More-
over, with the help of (5.13), we have that∥∥∇φ−∇(φξn)∥∥Lp(ν,Cd) ≤ ∥∥∇φ−ξn∇φ∥∥Lp(ν,Cd)+∥∥φ∇ξn∥∥Lp(ν,Cd )
≤
(ˆ
Rd
|1−ξn (x)|p
∣∣∇φ(x)∣∣p
ℓp
ν(x)dx
) 1
p
+ d
1
p
n
∥∥φ∥∥Lp (ν) .
So, as in the proof of part (ii) of Lemma 5.8, the Dominated Convergence Theo-
rem obviously provides what is needed to show that
lim
n→∞
∥∥∇φ−∇(φξn)∥∥Lp(ν,Cd) = 0.
And of course Lemma 5.8 also gives us that
lim
n→∞
∥∥φ−φξn∥∥Lp (ν) = 0.
These two conditions show that (5.15) holds, and thus complete the proof of the
present lemma. 
A very useful feature of Lemmas 5.8 and 5.9 is the fact that the approximating
sequence in the relevant semi-normed weighted Lp space or weighted Sobolev
space is always constructed in the same way, regardless of which p or weight
function we use! This fact immediately proves the following obvious extension
of these two lemmas which will be essential for us when we seek to approxi-
mate functions in the normed spaceW p (θ,rω), precisely because its norm is the
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sum of the (semi-)norms of two differently weighted spaces. As in Lemma 5.8
andDefinition 1.19, here again we will encounter non-negative functions acting
essentially as weights. This time there will be a finite collection of possibly dif-
ferent non-negative functions ρβ and semi-normed spaces L
qβ (ρβ) associated
with them.
Lemma 5.10. Let ν1, . . . ,ν j be weight functions that satisfy the compact bound-
edness condition, and let ρ1, . . . ,ρk be arbitrary non-negative measurable func-
tions. Given j +k exponents p1, ...,p j ,q1, ....,qk in [1,∞), we let X be the linear
space X =
(⋂ j
α=1W
1,pα (να)
)
∩
(⋂k
β=1L
qβ
(
ρβ
))
equipped with the norm
∥∥φ∥∥X :=
j∑
α=1
∥∥φ∥∥W 1,pα (να)+
k∑
β=1
∥∥φ∥∥Lqβ(ρβ) .
For each n ∈N, let ξn be the function defined by (5.12). Then, for every φ ∈ X , the
functionφξn is also in X and
lim
n→∞
∥∥φ−φξn∥∥X = 0.
Now that we know how to approximate functions of interest to us by com-
pactly supported functions, our next step will be to approximate those approxi-
mating functions in turn by smoother functions, not merely Lipschitz functions
but even elements of C∞c
(
R
d
)
. An essential ingredient for doing this is the fol-
lowing standard result:
Lemma 5.11. Let η ∈ C∞c
(
R
d
)
be a given non-negative function which is sup-
ported in B1(0) and satisfies
´
Rd
η(x)dx = 1. For p ∈ [1,∞) let φ be a given func-
tion in Lp
(
R
d
)
that is compactly supported. Define:
φn(x) := nd
ˆ
Rd
η
(
n(x− y)
)
φ(y)d y = ηn ∗φ(x),
where ηn(x)= ndη(nx). Then
(i) φn ∈C∞c
(
R
d
)
and is supported in Dn =
{
x ∈Rd | dist
(
x,suppφ
)
≤ 1n
}
.
(ii) φn converges to φ in L
p
(
R
d
)
.
(iii) If in additionφ ∈W 1,p
(
R
d
)
we have that φn ∈W 1,p
(
R
d
)
and
lim
n→∞
∥∥φ−φn∥∥W 1,p(Rd ) = 0.
We refer to standard textbooks for the standard proof 9 of this result.
We will now obtain a variant of Lemma 5.10 as our next step towards proving
our principal result in this section, Theorem 5.1. This variant will be stated in
much greater generality than we need for our immediate purposes here - but
that comes at no extra cost in the proof. That greater generality may well turn
out to be useful in future extensions of this research.
9For example, it is a straightforward variant of the proof of Theorem 6 of [6, p. 630]. See rele-
vantmaterial on pp. 629-631 of [6] and also, for example, on pp. 148-149 of [23].
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Theorem 5.12. Let X be the normed space introduced in Lemma 5.10 and sup-
pose that each of the weight functions ν1, . . . ,ν j appearing in its definition sat-
isfies the compact boundedness condition. Suppose also that each of the non-
negative measurable functions ρ1, . . . ,ρk appearing in its definition is bounded
from above on every compact set and that
(5.16) max
{
q1, ....,qk
}
≤max
{
p1, ...,p j
}
.
ThenC∞c (R
d ) is a dense subspace of X .
Proof. The inclusion C∞c (R
d )⊂ X follows immediately from the fact that all the
functions ν1, . . . ,ν j and ρ1, . . . ,ρk are bounded above on every compact set.
Let φ be an arbitrary compactly supported element of X and let φn = ηn ∗φ for
each n ∈ N, where the functions ηn are as specified in Lemma 5.11. Then, by
Lemma 5.11, all of the functions φn are in C
∞
c (R
d ) and they and their gradients
vanish on the complement of the compact set D1 =
{
x ∈Rd : dist(x, suppφ)≤ 2
}
.
Furthermore, our hypotheses ensure that the supremum
M := sup
x∈D1
{
max
α∈{1,..., j },β∈{1,...,k}
{
να(x),ρβ(x)
}}
is finite. This enables us to use the inequalities
(5.17)
∥∥φ−φn∥∥Lqβ (ρβ) ≤M
1
qβ
∥∥φ−φn∥∥Lqβ (Rd )
and
(5.18)
∥∥φ−φn∥∥W 1,pα (να) ≤M 1pα ∥∥φ−φn∥∥W 1,pα (Rd )
which hold for all n ∈N, α ∈ {1, ..., j } and β ∈ {1, ...,k}.
The fact that infx∈D1 να(x)> 0 ensures thatφ ∈W 1,pα
(
R
d
)
and therefore also φ ∈
Lpα (Rd ) for eachα∈
{
1, ..., j
}
. Consequently, in viewof (5.16), Hölder’s inequality
and the fact that the support of φ is compact, we also have that φ ∈ Lqβ (Rd ) for
each β ∈ {1, ..,k}. The membership of φ in all of these unweighted Lp spaces
permits us to use Lemma 5.11 to obtain that the right sides of (5.17) and (5.18)
tend to 0 as n tends to∞ for all α ∈ {1, ..., j } and β ∈ {1, ...,k}. Consequently we
also have that
lim
n→∞
∥∥φ−φn∥∥X = 0.
This shows that every compactly supported element in X can be approximated
in X norm by a sequence of functions in C∞c
(
R
d
)
. Since we already know from
Lemma 5.10 that every element in X can be approximated in X norm by a se-
quence of compactly supported functions in X , this completes the proof of the
theorem. 
We are now ready to prove Theorem 5.1:
Proof of Theorem 5.1. Weshall in fact prove a stronger result, namely thatC∞c (R
d )
is dense in each of the spaces W 1,p
(
R
d ,ω0
)
, W 1,p
(
R
d ,ω1
)
and W p
(
R
d ,θ,rω
)
.
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This of course will imply (5.1) and (5.2), since C∞c
(
R
d
)
⊂ Lipc
(
R
d
)
. We begin by
applying Theorem 5.12 in the special case where
j = k = 1, p1 = q1 = p, ν1 =ωm , ρ1 = 0
and wherem = 0 orm = 1. In this case the theorem shows thatC∞c
(
R
d
)
is dense
in X =W 1,p
(
R
d ,ωm
)
. This establishes (5.1).
It remains to prove (5.2). We start by recalling (cf. Remark 1.5) that if ω0 and ω1
satisfy the compact boundedness condition, then obviously so do ωθ =ω1−θ0 ωθ1
and rω. As rω is locally Lipschitz, we use Rademacher’s theorem to conclude that
it is differentiable almost everywhere with essentially bounded gradient on each
compact set. Consequently, due to the strict positivity of rω, the function logrω
is also differentiable almost everywhere and its gradient, given by
∇ log(rω(x))=
∇rω(x)
rω(x)
,
is also essentially bounded on each compact set.
We summarise the above:
• ωθ satisfies the compact boundedness condition.
• ωθ
∣∣∇ log (rω)∣∣p is essentially bounded from above on every compact set.
These two properties are exactly what we need to enable us to apply Theorem
5.12 once more, where this time we choose j = k = 1, p1 = q1 = p , ν1 = ωθ and
ρ1 = ωθ
∣∣∇ logrω∣∣p . These choices make X coincide with W p (θ,ωθ) to within
equivalence of norms, and so the density of C∞c (R
d ) in X , which is again guar-
anteed by Theorem 5.12, establishes (5.2) and therefore completes the proof of
the theorem. 
In all of our results in this section from Lemma 5.8 onwards we have been
dealing only with the case where the underlying open set U is all of Rd . But
let us conclude this section with the following remark about the possibility of
extending our approximation theorems to the case where U is a proper open
subset of Rd :
Remark 5.13. As the reader may have noticed from the various steps leading to
the proof of Theorem 5.12, the twomain ingredients which we used to show the
theorem were the fact that we can approximate a function inW 1,p
(
R
d ,ω
)
by a
compactly supported function and Lemma 5.11. As a more general version of
Lemma 5.11 can be shown to be valid for any open setU ⊂Rd instead of Rd (see
e.g. [6] pp. 629-631), we see that if the open set U and the weight function ω
are such that any φ ∈W 1,p (U ,ω) can be approximated by compactly supported
functions, then we will have that
W
1,p
0 (U ,ω)=W 1,p (U ,ω) , W
p
0 (U ,θ,rω)=W p (U ,θ,rω) ,
and also thatC∞c (U ) is dense inW
1,p (U ,ω) and in W p (U ,θ,rω).
This raises the question of what properties ofU and ω might suffice to ensure
that compactly supported functions are dense inW 1,p (U ,ω). It would seem that
this density property will hold if ω(x) is required to tend to 0 sufficiently rapidly
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when x approaches the boundary of U . Thus it might be natural to consider
this question for weight functions which depend solely on the distance to the
boundary, such as those which appear in theweighted Sobolev spaces discussed
on pages 17-20 of [11].
6. PROOFS OF THE MAIN THEOREM, AND OF ITS MAIN CONSEQUENCES
In this short section we pool all the resources that we have developed in Sec-
tions §3, §4 and §5 to prove our main theorem, Theorem 1.16 and its main con-
sequences: Theorems 1.20, 1.21 and 1.22.
Proof of Theorem 1.16. Using Theorem 3.3 we obtain the inclusion (1.11) and
one side of the inequality (1.13). To complete the proof it remains to establish
the inclusion (1.12) and the other side of (1.13). We start doing this by observ-
ing that, since ω0, ω1, and therefore obviously also ωθ , each satisfy the compact
boundedness condition (cf. Remark 1.5), we can apply Lemma 5.2 and Lemma
5.6 to obtain that
(1) For every p ∈ [1,∞), each of the spaces W 1,p (ω0), W 1,p (ω1) and also
W 1,p (ωθ), for every θ ∈ (0,1), is a Banach space that contains Lipc .
One of the hypotheses of Theorem 1.16 is that rω is locally Lipschitz onU . The
strict positivity of rω therefore implies that
(2) The function logrω is locally Lipschitz onU .
The above two conditions (1) and (2) tell us (cf. Definition 4.1) that the pair
(ω0,ω1) is
(
θ,p
)
−admissible for every θ ∈ (0,1) and p ∈ [1,∞). This permits us to
invoke Theorem 4.5, which applies to any open subsetU of Rd and whose con-
clusions (4.1) and (4.2) are exactly the abovementioned inclusion and inequality
which are required to complete the proof of Theorem 1.16. 
Proof of Theorem 1.20. The first of the two inclusions in (1.16) has already been
established as part of the proof of Theorem 1.16. The additional condition im-
posed in Theorem 1.20 for some p ∈ [1,∞) is exactly what is required to enable
Theorem 3.5 to be applied in order to establish the second inclusion in (1.16) for
that value of p and for all θ ∈ (0,1). 
Proof of Theorem 1.21. Theproof of Theorem1.16 shows that the inclusions (1.11)
and (1.12) hold also here. So, to prove the first part of Theorem 1.21 we simply
substitute (1.17) and (1.18) in (1.11) and (1.12) to obtain (1.19). To prove the sec-
ond part of the theorem, in which it is assumed thatU = Rd , we simply apply
Theorem 5.1 to give us that (1.17) and (1.18) both hold for all p ∈ [1,∞). 
Proof of Theorem 1.22. Since g (x) is continuous and the exponential function
is continuous and strictly positive, we conclude that if ω1 (or ω0) satisfies the
compact boundedness condition, then so does ω0 (or ω1). Next, we note that
rω(x)= eg (x),
which implies, as g (x) is Lipschitz and the exponential function is C1 on R, that
rω(x) is locally Lipschitz. Thus we have shown that the conditions of Theorem
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1.16 are satisfied, as claimed in part (i) of Theorem 1.22. We next show part (ii),
namely that (1.20) holds to within equivalence of normswhenU =Rd . Theorem
1.16 (or even simply Theorem 3.3) gives us “half” of (1.20), i.e. the inclusion “⊂”
and the corresponding norm inequality. So we only need to show that
W 1,p
(
R
d ,ωθ
)
⊂
[
W 1,p
(
R
d ,ω0
)
,W 1,p
(
R
d ,ω1
)]
θ
and to obtain the reverse norm inequality corresponding to this reverse inclu-
sion. In view of (1.12) and of Theorem 1.16 and Theorem 5.1 we can in turn
reduce this task to showing that the inclusion
(6.1) W 1,p
(
R
d ,ωθ
)
⊂W p
(
R
d ,θ,rω
)
holds and is continuous.
For any given element φ ∈W 1,p (ωθ) we see that
∥∥φ∥∥p
Lp(ωθ|∇ log(rω)|p) =
ˆ
U
∣∣φ(x)∣∣p ∣∣∇g (x)∣∣p ωθ(x)dx
≤
∥∥∇g∥∥p
L∞
∥∥φ∥∥p
Lp (ωθ)
.
This implies that φ is automatically in W p (θ,rω) and
(6.2)
∥∥φ∥∥
W p (θ,rω)
=
(∥∥φ∥∥p
W 1,p (ωθ)
+
∥∥φ∥∥p
Lp(ωθ|∇ log(rω)|p)
) 1
p
≤
(
1+
∥∥∇g∥∥pL∞) 1p ∥∥φ∥∥W 1,p (ωθ) .
This establishes (6.1) and the required associatednorm inequality and thus takes
care of part (ii). (In fact (6.2) also shows that the three norms appearing in (1.13)
are equivalent to each other.) Finally we establish the remaining parts (iii) and
(iv) of Theorem 1.22 by using exactly the same considerations, together with
Theorems 1.20 and 1.21. 
In the last two sections of the paper we will discuss additional topics related
to our study, including an example of whenW p (θ,rω) is notW
1,p (ωθ), and some
potential applications and open problems.
7. MORE ABOUT THE SPACE W p (θ,rω)
In this section we will discuss two more properties of the space W p (θ,rω).
Namely, we will answer the following two questions:
Question 3. Is it possible for W p (θ,rω) to not beW
1,p (ωθ)?
Question 4. Can we find a smaller, yet “big enough”, subspace of W p (θ,rω) that
will allow us to only consider the weight ωθ?
Our answerswill give usmore information about the space
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ.
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7.1. CanW p (θ,rω) be smaller thanW
1,p (ωθ)? We consider it very unlikely that
the Stein-Weiss like formula (1.4) could hold for all choices of the set U and
weight functionsω0 andω1. Here we shall begin some attempts towards finding
a counterexample.
One might expect that whenU has a very complicated structure or when some
or all of the hypotheses of Theorem 1.16 do not hold, this could prevent (1.4)
from holding. But the examples which we are about to present hint that maybe
(1.4) can fail even whenU is simply all of Rd and the abovementioned hypothe-
ses do hold.
From this point onwards we will takeU to be Rd and remove almost all mention
of the underlying set from our notation.
As can be seen from (1.19) in Theorem 1.21, a sufficient condition for obtaining
a Stein-Weiss like theoremwhenU =Rd is that
W
p (θ,rω)=W 1,p (ωθ)
and indeed (since obviously W p (θ,rω) ⊂W 1,p (ωθ)) this condition is effectively
what we have used in the proof of Theorem 1.22. (Cf. (6.1).) So a natural first
step in searching for the abovementioned counterexample is to look for pairs of
weight functions for which
(7.1) W p (θ,rω)⊂6=W
1,p (ωθ) .
We shall describe such pairs. In fact, for each choice of θ ∈ (0,1), we will find
such a pair which satisfies the hypotheses of Theorem 1.16. But we should em-
phasize that at this stage we do not knowwhether these weight functions, which
satisfy (7.1), will also turn out to provide a counterexample to (1.4). To simplify
the discussion we shallmake dowith presenting explicit formulas for ourweight
functions only in the case p = 1. However it is not difficult to modify our exam-
ples so that they apply when p ∈ (1,∞).
Let us start by stating the relevant properties that a function, say φ, which is in
W 1,p (ωθ) but not in W
p (θ,rω) must have: Since φ ∈W 1,p (ωθ) we have that φ
has a weak gradient on Rd and
(7.2)
ˆ
Rd
∣∣φ(x)∣∣p ωθ(x)dx <∞,
ˆ
Rd
∣∣∇φ(x)∣∣p ωθ(x)dx <∞.
On the other hand, since φ 6∈W p (θ,rω) we must have that
(7.3)
ˆ
Rd
∣∣φ(x)∣∣p ∣∣∇ log(rω(x))∣∣pωθ(x)dx =∞.
We shall simply choose φ ≡ 1. Then the gradient condition in (7.2) is automat-
ically satisfied, and conditions (7.2) and (7.3) become the following two condi-
tions on ω0 andω1:
(7.4) ωθ ∈ L1
(
R
d
)
,
ˆ
Rd
∣∣∣∣∇ log
(
ω0(x)
ω1(x)
)∣∣∣∣p ωθ(x)dx =∞.
Let us simplify things further by also choosing ω0 ≡ 1. In this case
ωθ(x)=ω1(x)θ ,
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and we can see that showing that there is a weight function ωθ which satisfies
(7.4) in this case is equivalent to finding a weight functionω (which will play the
role of ωθ) such that:
(7.5)
ˆ
Rd
ω(x)dx <∞,
ˆ
Rd
|∇ω(x)|p ω(x)1−pdx =∞.
It is clear that finding such a function ω will in fact show that (7.4) can be sat-
isfied for every choice of θ ∈ (0,1) and for the particular value of p appearing in
both (7.5) and (7.4).
At this stage we shall specialise to the case p = 1. In this case (7.5) is simply the
statement thatω is a function in L1
(
R
d
)
whose gradient is not in L1
(
R
d ,Cd
)
. For
various obvious examples of integrable functionsωwhich have somemonotone
decay at infinity (for example, like the reciprocal of a polynomial, or of an expo-
nential) it turns out that (7.5) does not hold. However, as we shall now see, if
we modify such a function by adding a term which oscillates rapidly near in-
finity and is suitably bounded, then the resulting function ω does satisfy (7.5):
Consider the strictly positiveC1 function
(7.6)
ω(x)= 1(
1+|x|2
)α
(
1+sin
(
|x|β
)
+ 1
1+|x|2
)
= 1(
1+|x|2
)α
(
1+ 1
1+|x|2
)
+ sin
(|x|β)(
1+|x|2
)α .
We shall now show that one can easily choose positive numbers α and β for
which ω will satisfy (7.5) for p = 1. In fact, a similar computation shows that for
any p ∈ (1,∞), one can find an α and a β for which (7.6) will satisfy (7.5).
Clearly, if α> d2 thenω(x) ∈ L1
(
R
d
)
since
ω(x)≤ 3(
1+|x|2
)α .
Next, as
∇ω(x)= −2α(
1+|x|2
)α+1
(
1+ 1
1+|x|2
)
x− 2x(
1+|x|2
)α+2
− 2αsin
(|x|β)(
1+|x|2
)α+1 x+ β |x|
β−2cos
(|x|β)(
1+|x|2
)α x
and ∣∣∣∣∣ 1(1+|x|2)α+1
(
1+ 1
1+|x|2
)
x
∣∣∣∣∣≤ 1(1+|x|2)α ,∣∣∣∣∣ 2x(1+|x|2)α+2
∣∣∣∣∣≤ 1(1+|x|2)α+1
and ∣∣∣∣∣ sin
(
|x|β
)
(
1+|x|2
)α+1 x
∣∣∣∣∣≤ 1(1+|x|2)α ,
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we see that if α> d2 then ∇ω ∈ L1
(
R
d ,Cd
)
if and only if
Iα,β :=
ˆ
Rd
∣∣∣∣∣ |x|
β−2cos
(
|x|β
)
(
1+|x|2
)α x
∣∣∣∣∣dx <∞.
We now compute
Iα,β =
ˆ
Rd
|x|β−1
∣∣cos(|x|β)∣∣(
1+|x|2
)α dx
=
∣∣∣Sd−1∣∣∣ˆ ∞
0
rβ+d−2
∣∣cos(rβ)∣∣(
1+ r 2
)α dr ≥
∣∣Sd−1∣∣
2α
ˆ ∞
1
rβ+d−2−2α
∣∣∣cos(rβ)∣∣∣dr
=
y=rβ
∣∣Sd−1∣∣
2αβ
ˆ ∞
1
y
d−1−2α
β
∣∣cos(y)∣∣dr
If, for example, we choose α= d and β = d +1, then this last integral is infinite.
Since we then also haveα> d2 as required in the previous part of this discussion,
this completes our proof that (7.1) can hold for p = 1 and for every θ ∈ (0,1) for
suitable choices of weight functions.
Remark 7.1. As we already mentioned, there exist other examples of pairs of
weight functions which satisfy (7.1) for p ∈ (1,∞). Some of them nevertheless
also satisfy (1.4). We refer the reader to the appendix where we give an example
of a pair of weight functions (even in C∞
(
R
d
)
) which in fact satisfies both (7.1)
and (1.4) for every p ∈ [1,∞) and θ ∈ (0,1).
7.2. A simpler subspaceof
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ. Themain result of this
paper shows that, under relatively mild conditions, the interpolation space[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ
lies between W 1,p (U ,ωθ) and a smaller subspace W
p (U ,θ,rω), which can be
expressed asW 1,p (U ,ωθ)∩X (with an appropriate norm) where X is the semi-
normed weighted space Lp
(
U ,ωθ
∣∣∇ logrω∣∣p) (see Definition 1.19).
For some applications, such as those which we will shortly discuss in 8.2, it will
be convenient to find a more simply defined space X , which is embedded con-
tinuously in X . Such a space will therefore yield the chain of inclusions
W 1,p (U ,ωθ)∩X ⊂
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ ⊂W 1,p (U ,ωθ) .
A simpleX to choose, if possible, would be a standardweighted Lebesgue space
with respect to the weight functionωθ alone. We shall now discuss one possible
way which can enable us to choose an X of this kind, however with an expo-
nent larger than p . It requires us to impose one more condition on our weight
functions.
Definition7.2. Letω0 andω1 beweight functions on anopen subsetU ofR
d and
let ωθ and rω be as defined throughout this paper (by (1.5) and (1.9)). Suppose
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that logrω has a weak gradient onU . For each q ∈ [1,∞) and each θ ∈ [0,1] let
M
(
U ,θ,rω,q
)
be the quantity
(7.7) M
(
U ,θ,rω,q
)
:=
(ˆ
U
∣∣∇ log(rω(x))∣∣q ωθ(x)dx
) 1
q
.
(Note that here θmay also equal 0 or 1.) We will often use the abbreviated nota-
tionM
(
θ,q
)
forM
(
U ,θ,rω,q
)
.
Lemma 7.3. Let U, ω0, ω1, ωθ and rω have the properties stated in Definition
7.2. Suppose, furthermore, that there exist q ∈ (p,∞) and θ ∈ (0,1) for which
M
(
θ,q
)
<∞. Then, in terms of the notation of Definition 1.19, we have that
L
qp
q−p (U ,ωθ)⊂ Lp
(
U ,ωθ
∣∣∇ log(rω)∣∣p)
and
(7.8) ‖·‖Lp(U ,ωθ|∇ log(rω)|p) ≤M
(
θ,q
)‖·‖
L
qp
q−p (U ,ωθ)
for these values of q and θ.
Proof. Using Hölder’s inequality with the exponent
q
p
we find thatˆ
U
∣∣φ(x)∣∣p ∣∣∇ log(rω(x))∣∣p ωθ(x)dx
≤
(ˆ
U
∣∣∇ log(rω(x))∣∣q ωθ(x)dx
) p
q
(ˆ
U
∣∣φ(x)∣∣ pqq−p ωθ(x)dx
) q−p
q
.
This proves both the inclusion and (7.8). 
With this in hand we can deduce the following:
Theorem 7.4. Let ω0 and ω1 be a pair of weight functions on U that satisfy the
compact boundedness condition. Assume furthermore that
rω(x)=
ω0(x)
ω1(x)
is locally Lipschitz on U, and that U, ω0 and ω1 are such that the conditions of
Theorem 1.21 hold. Then, if M
(
θ,q
)
, defined by (7.7), is finite for some q > p, we
have that
W 1,p (U ,ωθ)∩L
qp
q−p (U ,ωθ)⊂
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ .
Moreover, there exists a constant Cp > 0 which depends only on p, such that for
any φ ∈W 1,p (U ,ωθ)∩L
qp
q−p (U ,ωθ),∥∥φ∥∥ [W 1,p (U ,ω0),W 1,p (U ,ω1)]θ
≤Cp
(∥∥φ∥∥p
W 1,p (U ,ωθ)
+M
(
θ,q
)p ∥∥φ∥∥p
L
qp
q−p (U ,ωθ)
) 1
p(7.9)
Proof. This theorem is an immediate consequence of Theorem 1.21 and Lemma
7.3. The inequality (7.9) follows immediately from (1.13) of Theorem 1.16 and
(7.8). 
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Obviously, a modification of the above theorem can be made to accommo-
date the more general case of Theorem 1.16 when we start considering appro-
priate closures.
We conclude this subsection, and section, with the following remark:
Remark 7.5. A simple application of Hölder’s inequality shows that if M
(
0,q
)
andM
(
1,q
)
are finite then
M
(
θ,q
)
≤M
(
0,q
)1−θ
M
(
1,q
)θ <∞ for every θ ∈ (0,1).
8. FINAL REMARKS
In this last section of our work, we reflect on possible generalisations of our
main results via notions of equivalence of weight functions, and possible appli-
cations to evolution equations. Then, finally, we discuss some further possibili-
ties for research related to the issue of interpolation of weighted Sobolev spaces.
8.1. Equivalence of weights. As our main results of this work depend strongly
on the underlying weights of our respective spaces, one natural question can
arise:
Question 5. Can one change theweight under consideration to a ’better one’ (i.e.
suitable for our theorems) without changing the underlying Sobolev space?
The answer to that is in the affirmative - in the obvious case when one deals
with equivalent weights.
Definition 8.1. Adopting standard terminology, we say that two strictly positive
measurable functions ω and η are equivalent, if there exists a constant A > 0
such that
A−1η(x)≤ω(x)≤ Aη(x).
It is immediate to check that if ω0 and ω1 satisfy the compact boundedness
condition, and are equivalent, respectively, to η0 and η1, then the latter func-
tions also satisfy the same condition. Moreover, W 1,p (ω) andW 1,p
(
η
)
are iso-
morphic to each other for equivalent weights. (Remark 1.4 has some relevance
in this context.)
Accordingly, one can immediately state and almost immediately prove more
general versions of our main theorem and its main consequences, in which the
weight functionsω0 andω1 are requiredmerely to be equivalent to other weight
functions which satisfy the requirements in the current statements of those the-
orems.
8.2. Possibleapplications to evolutionequations. Many linear evolution equa-
tions of the form
(8.1) ∂t f (t ,x)=L ( f )(t ,x)
give rise to an evolution semigroup, {T (t )}t≥0, which acts smoothly on several
spaces simultaneously. Moreover, in fields such as parabolic PDEs and kinetic
theory, one frequently encounters evolution semigroups whose action on the
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initial datum of the problem produces functions which have increased smooth-
ness, decay and integrability (hypercontractivity). One good example of semi-
groups with such behaviour are the so-called Markov semigroups. We refer the
reader to [1] for more information on the subject.
Inmany cases, one is interested in the decay, or convergence to equilibrium as t
tends to∞, of the solution at time t of (8.1) with respect to an appropriate norm,
such as ‖·‖W 1,p(Rd ,ω).
Under suitable hypotheses, Theorem 1.21, together with observations that we
made in §7.2, allows us to interpolate rates of decay/convergence between two
different weighted Sobolev spaces to an intermediate space of the same kind.
More explicitly, if we know that for a given semigroup {T (t )}t≥0 the solution to
(8.1) decays or converges to an equilibrium at rates that are given by the norms
of T (t ) on appropriate subspaces of bothW 1,p (U ,ω0) andW
1,p (U ,ω1), then it
may be possible to deduce analogous information about the norm of T (t ) on a
suitable subspace ofW 1,p (U ,ωθ), for θ ∈ (0,1).
We shall now give one example of a setting where this can be done. Here we as-
sume that the norms of T (t ) decay to zero. The underlying open set for all of the
spaces is to be understood to be Rd .
Theorem 8.2. Let (ω0,ω1) be a pair of weight functions that satisfy the compact
boundedness condition on Rd , and such that rω, defined by (1.9), is locally Lips-
chitz on Rd . Consider a semigroup of operators {T (t )}t>0 such that, for some fixed
p ∈ [1,∞),
(8.2) T (t ) :
(
W 1,p (ω0) ,W
1,p (ω1)
)
→
(
W 1,p (ω0) ,W
1,p (ω1)
)
for each t > 0.
Assume furthermore that there exist q ∈ (p,∞), θ ∈ (0,1), t0 > 0 and a class of
initial data G such that for every g ∈G
T (t0)g ∈W 1,p (ωθ)∩L
qp
q−p (ωθ) .
Suppose furthermore that M
(
θ,q
)
, defined in (7.7), is finite for these values of θ
and q. Then we have, for every g ∈G and t > t0, that T (t )g ∈W 1,p (ωθ) and also
that ∥∥T (t )g∥∥W 1,p (ωθ) ≤C ‖T (t − t0)‖1−θB(W 1,p (ω0)) ‖T (t − t0)‖θB(W 1,p (ω1))(∥∥T (t0)g∥∥W 1,p (ωθ)+M (θ,q)∥∥T (t0)g∥∥L qpq−p (ωθ)
)
where the constantC depends only on p.
Proof. We start by noting that, due to Theorem 7.4, for each g ∈G we have that
T (t0)g ∈
[
W 1,p (ω0) ,W
1,p (ω1)
]
θ .
Recalling Theorem 3.3 and the semigroup property
T (t )=T (t − t0)T (t0)
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which holds for every t ≥ t0, we see that for each g ∈ G and t > t0 we have that
T (t )g ∈
[
W 1,p (ω0) ,W
1,p (ω1)
]
θ ⊂W 1,p (ωθ). Furthermore, using this and (3.4)
together with (8.2) and Theorem 2.4, we obtain that∥∥T (t )g∥∥W 1,p (ωθ) ≤ ∥∥T (t )g∥∥[W 1,p (ω0),W 1,p (ω1)]θ = ∥∥T (t − t0)(T (t0)g )∥∥[W 1,p (ω0),W 1,p (ω1)]θ
≤ ‖T (t − t0)‖1−θB(W 1,p (ω0)) ‖T (t − t0)‖
θ
B(W 1,p (ω1))
∥∥T (t0)g∥∥[W 1,p (ω0),W 1,p (ω1)]θ .
Using (7.9) yields the inequality required to complete the proof of this theorem.

8.3. Future research and open problems. We feel excited about future possi-
bilities in continuing to try and understand whether or not one can obtain a
Stein-Weiss like theorem for weighted Sobolev spaces under more general hy-
potheses on the underlying set and the weight functions. In particular, some of
the problems which we think are worth investigating are the following:
Question. Can one find an open setU and weights ω0 and ω1 on it for which
W
p (U ,θ,rω)⊂6=
[
W 1,p (U ,ω0) ,W
1,p (U ,ω1)
]
θ?
Question. Can one find necessary and sufficient conditions under which
W
1,p
0 (U ,ω)=W 1,p (U ,ω) and W
p
0 (U ,θ,rω)=W p (U ,θ,rω)?
Let us mention that pages 550-554 of [12] contain a discussion of the closure
of C∞c (U ) (there denoted by C
∞
0 (U )) in various weighted Sobolev spaces. A dif-
ferent but somewhat related topic is considered on pages 43-49 of [11].
Question. Can one obtain similar results to Theorems 1.16, 1.20, 1.21 and 1.22
for weighted homogeneous Sobolev spaces W˙ 1,p (U ,ω) (i.e. where we only con-
sider the norm of the weak gradient)?
(The answer is evidently yes for each p ∈ [1,∞) in the very special case where
d = 1 andU =R and both of the weight functions satisfy the compact bounded-
ness condition. In that case the maps φ 7→φ′ and its inverseψ 7→
´ x
0 ψ(t )dt give
us an isometric identification between the two couples(
W˙ 1,p (R,ω0) ,W˙
1,p (R,ω1)
)
and
(
Lp (R,ω0) ,L
p (R,ω1)
)
and so we can apply the “classical” Stein-Weiss theorem. Amore detailed expla-
nation can be found in the appendix.)
We are confident that more can be done (and asked), and will be done in the
next few years.
APPENDIX A. ADDITIONAL PROOFS
In this appendix we include some additional proofs that we felt would hinder
the flow of the main body of the paper.
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A.1. An alternative characterization of the space W
1,p
loc
(U ). In this part of the
appendix we will provide some rather straightforward arguments which can be
used to justify the following claim, made immediately after Definition 4.7:
Claim A.1. f ∈W 1,p
loc
(U ) if and only if, for every open subset V ofU whose clo-
sure is a compact subset ofU , the restriction of f toV is an element ofW 1,p (V ).
In order to prove this claim, we require the following notation: For a given
open setU , and each n ∈Nwe define the open set
Un = {x ∈U |dist(x,∂U )> 1/n}∩Bn(0)
(where Bn(0) is the open ball of radius n in R
d centred at the origin). The closure
ofUn is contained inU and in Bn(0) and is therefore a compact subset ofU .
Proof of Claim A.1. Suppose that the function f :U → C has the property that,
for each n ∈ N, its restriction fn := f
∣∣
Un
toUn has a weak gradient on Un . Let
us denote this weak gradient by gn . We do not yet need to suppose also that
fn ∈W 1,p (Un ) but later, when we do, we will also be able to assert that gn ∈
Lp (Un ,C
d ).
Due to the uniqueness of the weak gradient, and the fact thatUn ⊂Un1 ⊂U for
all n1 > n, we see that if n1 > n we have that gn1 |Un = gn . For each n ∈ N let
vn :U → Cd be the function which coincides with gn on Un and equals~0 on
U \Un . Thus we have that
(A.1)
vn1(x)= gn1(x)= gn1(x)
∣∣
Un
= gn(x)= vn(x)
for all x ∈Un and all n1 > n and all n ∈N.
This shows that, for each fixed n ∈N, the pointwise limit limk→∞ vk(x) exists for
all x ∈Un . SinceU =
⋃
n∈NUn this in turn implies that this same pointwise limit
limk→∞ vk(x) exists for all x ∈U and so we can define a new function g :U →Cd
by setting
g (x) := lim
k→∞
vk(x) for all x ∈U .
In view of (A.1) we have that, for each n ∈N,
(A.2) g (x)= gn(x) for all x ∈Un
We will now show that f has a weak gradient onU and that g is that gradient.
Given an arbitraryφ ∈C∞c (U ) let K be a compact set contained inU such thatφ
and therefore also ∇φ both vanish onU \K . There exists n ∈N such that K ⊂Un ,
and therefore the restriction of φ toUn is inC
∞
c (Un ). We also have that
(A.3) φ(x)= 0 and ∇φ(x)=~0 for all x ∈U \Un .
Consequently, using (A.3), then the definitions of fn and gn and then (A.2) and
then (A.3) again, we obtain thatˆ
U
f ∇φdx =
ˆ
Un
f ∇φdx =
ˆ
Un
fn∇φdx =−
ˆ
Un
φgndx
=−
ˆ
Un
φgdx =−
ˆ
U
φgdx.
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Since the preceding argument holds for every φ ∈C∞c (U ), this shows that g in-
deed is the (necessarily unique) weak gradient of f onU .
Suppose now that f has the property that, for every open subsetV ofU such that
V is a compact subset ofU , the restriction of f to V is an element ofW 1,p (V ).
Then the preceding argument shows that f has a weak gradient ∇ f onU which
equals the function g obtained above. Furthermore, the functions fn and gn de-
fined as above now satisfy fn ∈W 1,p (Un) and gn ∈ Lp (Un ,Cd ) and they coincide
with the restrictions of f andof g respectively to the setUn . ThuswehaveχUn f ∈
Lp (U ) and χUn∇ f ∈ Lp (U ,Cd ). Let K be an arbitrary compact subset ofU . For
some n ∈ N we have that K ⊂Un and so χK f ∈ Lp (U ) and χK∇ f ∈ Lp (U ,Cd ).
This shows that f ∈W 1,p
loc
(U ).
We now prove the reverse implication.
Suppose that f ∈W 1,p
loc
(U ) and that∇ f denotes its weak gradient onU . Let V be
an arbitrary open subset ofU whose closure K :=V is a compact subset ofU .
Let g = f
∣∣
V and let ∇g denote the Cd -valued function defined only on V which
is the weak gradient of g on V . The fact that f ∈W 1,p
loc
(U ) implies that χK f and
χK∇ f are elements, respectively of Lp (U ) and Lp (U ,Cd ). The restriction of χK f
to V must of course equal g . Furthermore, by the definition of weak gradients
and by their uniqueness, the restriction to V of χK∇ f must equal ∇g . The fact
that f ∈W 1,p
loc
(U ) implies thatχK f andχK∇ f are elements, respectively of Lp (U )
and Lp (U ,Cd ). Therefore g and∇g are in Lp (V ) and Lp (V ,Cd ) respectively.
In other words g ∈W 1,p(V ), and this completes our proof of Claim A.1. 
A.2. From locally Lipschitz to globally Lipschitz - A proof of Fact (a). In this
part of the appendix we will prove the following claim, which was formulated as
the fact (a) just after the statement of Lemma 4.10:
Claim A.2. If the function ψ :U → C is locally Lipschitz and has compact sup-
port, then it is Lipschitz on all ofU .
Proof. Suppose that ψ : U → C is locally Lipschitz and has compact support.
Then there exists a compact subset K ofU such that ψ vanishes onU \K . The
number δ := dist(K ,Rd \U ) is strictly positive and we let K1 be the set
K1 =
{
x ∈Rd : dist(x,K )≤ δ
2
}
.
Obviously K1 ⊂U . The compactness of K implies thatK1 is closed and bounded
and therefore also compact. Our hypotheses on ψ and the compactness of K1
ensure that the quantities
C1 := sup
{∣∣ψ(x)−ψ(y)∣∣∣∣x− y∣∣ : x, y ∈K1, x 6= y
}
and
C2 := sup
{∣∣ψ(x)∣∣ : x ∈K1}
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are both finite. To complete the proof we will show that
(A.4)
∣∣ψ(x)−ψ(y)∣∣≤ ∣∣x− y∣∣max{C1, 2C2
δ
}
for every x and y inU . The left side of (A.4) equals 0 whenever x and y are both
inU \K1 and it is bounded by C1
∣∣x− y∣∣ whenever x and y are both in K1. Thus
we only need to consider what happens when x ∈K1 and y ∈U \K1.
• If x ∉ K then we again have
∣∣ψ(x)−ψ(y)∣∣= 0.
• If x ∈ K then
∣∣x− y∣∣> δ/2 and so
∣∣ψ(x)−ψ(y)∣∣= ∣∣ψ(x)∣∣≤C2 = 2C2
δ
· δ
2
≤ 2C2
δ
∣∣x− y∣∣ .
We conclude that (A.4) indeed holds for all x and y inU and our proof is com-
plete. 
A.3. A Stein-Weiss like theorem in the case where rω is not Lipschitz. In this
subsection of the appendix we will focus on showing that there exist weight
functions, ω0 and ω1, for which one can obtain a Stein-Weiss like theorem, (i.e.
for which (1.4) is valid) even though rω, defined in (1.9), is not Lipschitz. This
will show that Theorem 1.22 gives a sufficient yet not necessary condition for
obtaining such a result.
Our starting point for finding such an example is the following simple lemma:
LemmaA.3. Let ρ0 and ρ1 beweight functions onR
d which satisfy the hypotheses
of Theorem 1.22. (In particular this implies that the function log
(
ρ0
ρ1
)
is Lipschitz
on Rd .) Let ω1 be a weight function on R
d which satisfies
(A.5) cρ1(x)≤ω1(x)≤Cρ1(x) for all x ∈Rd
for two positive constants c and C. If we set ω0 =ρ0, then we have that[
W 1,p
(
R
d ,ω0
)
,W 1,p
(
R
d ,ω1
)]
θ
=W 1,p
(
R
d ,ωθ
)
to within equivalence of norms.
Proof. This is an immediate consequence of Theorem 1.22 combined with the
observations made in Subsection 8.1. 
Lemma A.3 gives us a possible approach for constructing our desired exam-
ple: We start with a pair of weights that satisfy our Stein-Weiss like theorem,
Theorem 1.22, andmodify one of the weights in a way that keeps the newweight
equivalent to the original weight, but violates the Lipschitz condition on rω. We
shall do that now.
Consider the weight functions ρ0 ≡ 1 and ρ1(x)= e−
p
1+|x|2 . It is obvious that ρ0
and ρ1 both satisfy the compact boundedness condition and that
log
(
ρ0(x)
ρ1(x)
)
=
√
1+|x|2
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is Lipschitz on Rd . Thus, we conclude that ρ0 and ρ1 satisfy the conditions of
Theorem 1.22.
Now, let ω1 be the function
ω1(x)= e−
p
1+|x|2−sin
(
e |x|
2
)
.
Clearly ω1 satisfies (A.5) with c = 1/e andC = e .
Since rω =ω0/ω1 = 1/ω1 we see that
∇ log(rω(x))=∇
(√
1+|x|2+sin
(
e |x|
2
))
= x√
1+|x|2
+2xe |x|2 cos
(
e |x|
2
)
.
The above is unbounded on Rd , which gives us the example we needed.
In fact, one can domore with this example. One can even use it to show that this
pair of weight functions has the property that:
W
p
(
R
d ,θ,rω
)
is strictly smaller thanW 1,p
(
R
d ,ωθ
)
for every p ∈ [1,∞) and θ ∈ (0,1).
We leave the proof of this claim to the reader.
This example also leads us naturally to ask:
Question. Can one find weight functions ω0 and ω1 on R
d , that are not equiv-
alent to weights that satisfy the conditions of Theorem 1.22 but for which we
nevertheless have (1.4)?
We’d like to conclude this subsection by noting that a theme common to this
example and the one presented in Subsection 7.1 is that they both use weight
functions which are the product of a “well behaved” function with a highly os-
cillatory but bounded function.
A.4. A comment about homogeneous weighted Sobolev spaces of univariate
functions. In this last subsection we will show that, when the open setU is R,
one can easily obtain a Stein-Weiss like theorem for the homogeneous weighted
Sobolev spaces, W˙ 1,p(R,ω), as a direct consequence of the regular Stein-Weiss
theorem (as we claimed at the end of Subsection 8.3).
We start with a definition
Definition A.4. For each weight function ω : R→ (0,∞) and each p ∈ [1,∞] let
W˙ 1,p(R,ω) be the space of equivalence classes modulo constants of measurable
functions f : R→ C which have a weak derivative f ′ in Lp (R,ω). This space is
normed by
∥∥ f ∥∥W˙ 1,p (R,ω) = ∥∥ f ′∥∥Lp (R,ω).
Suppose that ω satisfies the compact boundedness condition, or at least that
it satisfies the weaker condition (5.4) which we used in Lemma 5.2. Then every
function g in Lp (R,ω) is locally integrable and therefore the function
G(x) :=
ˆ x
0
g (t )dt
is defined for all x ∈ R and is absolutely continuous on every bounded inter-
val. Moreover, its pointwise derivative G ′ exists almost everywhere and coin-
cides with g almost everywhere. The fact that g is also the weak derivative of G
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is immediate due to the fact that we are on R andG is absolutely continuous.
From all the above we see that the map T defined by
T g (x)=
ˆ x
0
g (t )dt
is a continuous linear map from Lp (R,ω) onto W˙ 1,p (R,ω). The inversemapping
of W˙ 1,p(R,ω) onto Lp (R,ω) is of course simply the derivative map D defined by
D f = f ′. It is also clear that T and D are both isometries. Since Lp (R,ω) is
complete, we conclude that W˙ 1,p (R,ω) is complete for all weight functions ω
which satisfy (5.4).
Now, given p0 and p1 in [1,∞) and weight functions ω0 and ω1 on R which
both satisfy the compact boundedness condition (as we saw, we can also make
dowith somewhatweaker assumptions), we see that
(
W˙ 1,p0 (R,ω1) ,W˙
1,p1 (R,ω1)
)
is a Banach couple. We use Theorem 2.4 to obtain that the operators T and D
satisfy
T :
[
Lp0 (R,ω0) ,L
p1 (R,ω1)
]
θ→
[
W˙ 1,p0 (R,ω1),W˙
1,p1 (R,ω1)
]
θ
and
D :
[
W˙ 1,p0 (R,ω1),W˙
1,p1 (R,ω1)
]
θ→
[
Lp0 (R,ω0) ,L
p1 (R,ω1)
]
θ ,
with norms that do not exceed 1.
Since the weight functionωθ,pθ defined by (1.1) also has the compact bounded-
ness property, we see thatT andD are also isometries, respectively, of Lpθ
(
R,ωθ,pθ
)
onto W˙ 1,pθ
(
R,ωθ,pθ
)
and of W˙ 1,pθ
(
R,ωθ,pθ
)
onto Lpθ
(
R,ωθ,pθ
)
. Combining these
facts with the formula (3.3) shows that[
W˙ 1,p0 (R,ω1) ,W˙
1,p1 (R,ω1)
]
θ = W˙ 1,pθ
(
R,ωθ,pθ
)
,
with equality of norms.
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