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Abstract
Millimeter-wave (mmWave) communications plays an important role for future cellular networks
because of the vast amount of spectrum available in the underutilized mmWave frequency bands. To
overcome the huge free space omnidirectional path loss in those frequency bands, the deployment of a
very large number of antenna elements at the base station is crucial. The complexity, power consumption
and costs resulting from the large number of antenna elements can be reduced by limiting the number
of RF chains. This leads to hybrid precoding and combining, which, in contrast to the traditional fully
digital precoding and combining, moves a part of the signal processing from the digital to the analog
domain. This paper proposes new algorithms for the design of hybrid precoders and combiners in a
multiuser scenario. The algorithms are based on the previously proposed Linear Successive Allocation
method developed for the traditional fully digital version. It successively allocates data streams to users
and suppresses the respective interstream interference in two stages, which perfectly matches the hybrid
architecture. Furthermore, a low-complexity version is developed by exploiting the typical structure of
mmWave channels. The good performance of the proposed method and its low-complexity version is
demonstrated by simulation results.
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2I. INTRODUCTION
The vast amount of spectrum available in the underutilized mmWave frequency bands is
considered as one of the key enablers for the demanded tremendous increase in the capacity of
future cellular networks. Therefore, mmWave communications plays an important role for future
cellular networks [1]–[6]. One of the main challenges of exploiting the spectrum in the mmWave
frequency bands is the high free space omnidirectional path loss in those frequency bands [1]–
[3], [5], [6]. This problem can be overcome by the deployment of a very large number of antenna
elements at the base station (BS) known as massive MIMO [7]–[10], which leads to large antenna
gains [2], [9]. Due to those large antenna gains, more energy can be transmitted and received
through narrower directed beams, which can compensate for the high free space omnidirectional
path loss [2]. Therefore, massive MIMO makes the communication in the underutilized mmWave
frequency bands viable and thus can increase the amount of usable spectrum. In addition, the
large antenna gains used for beamforming makes massive MIMO one of the most promising
methods for increasing the spectral efficiency of future cellular networks [9], [11]. However,
the main drawbacks of massive MIMO are the high complexity, power consumption, and costs
resulting from the large number of antenna elements.
Traditional precoding at the BS is performed digitally in the baseband. After the digital signal
processing in the baseband, which modifies both the amplitude and the phase of the complex-
valued data symbols, the processed signals are passed through RF chains consisting of digital-to-
analog converters, mixers and power amplifiers to obtain the RF signals that are transmitted by
the BS antenna elements at the carrier frequency [12], [13]. This, however, requires a dedicated
RF chain for each of the many BS antenna elements. Therefore, one possibility of reducing the
complexity, power consumption and costs resulting from the large number of antenna elements
is reducing the number of RF chains, which can be connected to the BS antenna elements via a
network of phase shifters [13]–[15]. This leads to hybrid precoding, where a part of the signal
processing at the BS is still performed in the digital domain at baseband in front of the RF
chains and the other part in the analog domain by the network of phase shifters between the
RF chains and the BS antenna elements at the carrier frequency. As a consequence, the hybrid
precoder consists of a digital precoder and an analog precoder, which has constant-modulus
entries since we assume a fully-connected phase shifter network and only the phase can be
modified by the phase shifters. In the design of hybrid precoders this special structure has to be
3taken into account.
Several works deal with the design of hybrid precoders for single-user mmWave systems.
In [14], e.g., the optimal fully digital precoder is approximated by a precoder that consists of
an analog and a digital precoder. By exploiting the spatially sparse structure of the mmWave
channels and restricting the columns of the analog precoder to be from a dictionary of array
response vectors naturally having constant-modulus entries, the approximation by means of
hybrid precoding is formulated as a sparse recovery problem, which is solved by an algorithm
based on the sparse recovery Orthogonal Matching Pursuit (OMP) method from compressed
sensing (CS). In order to avoid the restriction to the dictionary of array response vectors
and the high computational complexity in case of high-resolution dictionaries, a dictionary-
free algorithm for approximating the optimal fully digital precoder by the hybrid precoder is
proposed in [16]. Assuming that the optimal equalizer is used by the MS, the authors of [17]
suggest to iteratively determine the analog precoder for the BS and, given the already designed
analog precoder, to determine subsequently the optimal digital precoder. The analog precoder
is determined iteratively by sequentially updating each element of the analog precoder while
keeping all other elements fixed. A similar procedure is applied afterwards to design the analog
and digital equalizer for the MS.
Due to the large number of antenna elements, the BS can serve several MSs in the same time-
frequency resource by spatial multiplexing [9]. Therefore, hybrid precoding solutions are urgently
required for such multiuser scenarios. In [17], an algorithm for the design of hybrid precoders
in a multiuser MISO scenario, where the BS serves several single-antenna MSs, is proposed
in addition to that for the single-user case mentioned before. Similarly to the single-user case,
the analog precoder is determined iteratively for a fixed digital precoder. For a fixed analog
precoder, the digital precoder is determined by zero-forcing, which suppresses the multiuser
interference, and a power allocation such that the power constraint is fulfilled. The alternation
between designing the analog and the digital units eventually results in a multiuser hybrid
precoder. By contrast, the authors of [13] suggest to simply match the analog precoder to the
channel from the BS to the single-antenna MSs by normalizing all elements of its Hermitian
to the same modulus and keeping only their phases, and to suppress the occurring multiuser
interference by the digital precoder performing low-dimensional zero-forcing precoding. For a
multiuser scenario, where each MS has one RF chain but possibly several antenna elements,
a two-stage algorithm designing the hybrid precoder for the BS and the analog equalizers for
4the MSs is presented in [18] and [19]. In the first stage of this algorithm, called Two-Stage
Multi-User Hybrid Precoders Algorithm (2SMUHPA), the desired signal power for each MS
is maximized by choosing the columns of the analog precoder and the analog equalizers from
sets of array response vectors while neglecting the resulting multiuser interference, which is
suppressed in the second stage by the digital precoder.
In this paper, we propose a new multiuser hybrid precoding method for the general setting,
where each MS receives an arbitrary number of data streams up to the number of its RF
chains. The new scheme is based on the Linear Successive Allocation (LISA) method previously
proposed for the fully digital precoding in multiuser MIMO systems (see [20]–[22]). The LISA
method is a linear version of the earlier proposed Successive Encoding and Successive Allocation
Method (SESAM) [23], [24], that combines the successive allocation of data streams to MSs
with a successive encoding technique based on the coding technique with known interference
introduced in [25]. Its excellent properties have been demonstrated in measurement campaigns
[26], [27] and later confirmed by means of large system analysis results in [28], [29]. LISA
successively allocates data streams to the MSs, and determines the precoders and equalizers for
those data streams, which circumvents the high computational complexity of the direct sum rate
maximization while maintaining the performance of state-of-the-art methods for achieving high
sum rates in multiuser MIMO systems.
Our contributions are as follows:
(1) We show that the previously proposed LISA method ideally matches the requirements
of the hybrid precoding architecture. In contrast to all state-of-the-art techniques, where the
decomposition into an analog and digital part must be enforced by an artificial decomposition
of the fully digital precoding solutions or by iterative design rules of the respective parts, the
proposed method includes the decomposition step as an inherent feature.
(2) By a simple elementwise normalization of an intermediate solution of LISA to obtain the
analog precoder (first stage) and the construction of a successive digital precoder (second stage)
to suppress the remaining interference, the new Hybrid LISA (H-LISA) method for multiuser
hybrid precoding is proposed.
(3) Furthermore, by exploiting the typical geometric nature of the channel matrices for mmWave
channels, we present a new low-complexity version of the proposed methods that clearly out-
performs state-of-the-art methods in terms of achievable sum rate, while keeping the numerical
complexity at a similar level.
5The paper is organized as follows. In Sec. II, the considered system model is introduced. After
reviewing the 2SMUHPA, Sec. III describes how the hybrid version can be obtained from LISA,
while Sec. IV deals with reducing the computational complexity of both, LISA and H-LISA.
In Sec. V, H-LISA is modified for analog processing at the MSs. Numerical results for the
comparison of the proposed solutions are presented in Sec. VI and Sec. VII finally concludes
the paper.
We use the following notation throughout this paper: The absolute value and the phase of a
complex valued scalar a are written as |a| and arg (a), respectively. Bold lower and upper case
letters denote vectors and matrices, respectively. The ‖·‖2 is the Euclidean norm of a vector,
while (·)H represents the Hermitian of a vector or a matrix, and [·]i,j , tr (·), and det (·) are the
element in the i-th row and the j-th column of a matrix, its trace, and determinant, respectively.
The diag (·) operator sets all off-diagonal elements of a matrix to 0, whereas diag (a1, a2, . . . , aN)
is the diagonal matrix whose diagonal elements are a1, a2, . . . , aN . The N-dimensional identity
matrix is written as IN , and span {·}, null {·}, and (·)⊥ denote the span, the nullspace, and
the orthogonal complement, respectively. a ∼ CN (m,R) is a vector following the circularly
symmetric complex multivariate Gaussian distribution with mean m and covariance matrix R,
and E [·] is the expectation.
II. SYSTEM MODEL
In the downlink, the BS equipped with NBS transmit antenna elements communicates to K
MSs k ∈ {1, 2, . . . , K}, each of which has NMS ≤ NBS receive antenna elements. As depicted
in Fig. 1, the BS forms the transmitted signal vector x =
∑K
k=1P ksk ∈ CNBS from the vectors
sk ∈ Cdk consisting of the data symbols to be transmitted to the MSs by using the precoders
P k ∈ CNBS×dk . The dk elements of sk ∼ CN (0, Idk) are the data symbols intended for the kth
MS, where dk ≤ NMS is the number of its data streams. Since hybrid precoding is applied at
the BS with NRF < NBS RF chains, the total number of data streams d =
∑K
k=1 dk ≤ NRF is
limited by the number of RF chains and the precoder P k has the special structure
P k = P AP D,k, (1)
where P D,k ∈ CNRF×dk is the digital precoder for the kth MS and P A ∈ CNBS×NRF is the analog
precoder implemented by phase shifters. Each phase shifter connects one of the NRF RF chains
with one of the NBS BS antenna elements and allows only adjustments of the phase. As a
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Fig. 1. System model.
consequence, the analog precoder is the same for all K MSs and is restricted to have constant-
modulus entries [19]. More specifically, P A ∈ PNBS×NRF with P =
{
p ∈ C : |p| = 1√
NBS
}
. Since
only the total average transmit power P is available, the precoders P k have to fulfill the total
power constraint E
[‖x‖22] =∑Kk=1 tr (P kP Hk ) ≤ P .
Adopting a narrowband block-fading channel model, the received signal vector yk ∈ CNMS of
the kth MS reads as yk = Hkx + ηk, where the channel matrix Hk ∈ CNMS×NBS characterizes
the channel between the BS and the kth MS, and the noise vector ηk ∼ CN (0, INMS) reflects the
noise corrupting the received signal. Due to the high free space omnidirectional path loss and
signal attenuation in the mmWave frequency bands, the scattering is limited [1] such that there
might be only a small number of paths over which the signals from the BS can reach the kth
MS. This allows to use a geometric channel model, where the channel matrix is of the special
form [19]
Hk =
√
NBSNMS
Lk
Lk∑
ℓ=1
αk,ℓaMS
(
φMSk,ℓ , θ
MS
k,ℓ
)
aHBS
(
φBSk,ℓ, θ
BS
k,ℓ
)
. (2)
Here, Lk denotes the number of paths between the BS and the k
th MS while the ℓth path is charac-
terized by the complex path gain αk,ℓ ∼ CN (0, 1), the azimuth and elevation angle of departure
(AoD) φBSk,ℓ and θ
BS
k,ℓ at the BS as well as the azimuth and elevation angle of arrival (AoA) φ
MS
k,ℓ and
θMSk,ℓ at the MS. The vectors aMS(φ
MS
k,ℓ , θ
MS
k,ℓ ) and aBS(φ
BS
k,ℓ, θ
BS
k,ℓ) are the array response vectors of
the antenna arrays deployed at the MS and BS, respectively. For an interelement spacing of half
the carrier wavelength, the azimuth angle φ and the elevation angle θ, the array response vector
of an M ×N uniform planar array (UPA) with totally MN ∈ {NBS, NMS} antenna elements is
7equal to aUPA (φ, θ) =
1√
MN
[
1, . . . , ejπ(m sinφ sin θ+n cos θ), . . . , ejπ((M−1) sinφ sin θ+(N−1) cos θ)
]T
with
m ∈ {0, 1, . . . ,M − 1} and n ∈ {0, 1, . . . , N − 1} [14].
By applying the equalizer Gk ∈ CNMS×dk to the received signal vector yk, the kth MS obtains
the signal
sˆk = G
H
kHk
K∑
j=1
P jsj +G
H
k ηk. (3)
III. DETERMINATION OF PRECODERS AND EQUALIZERS
We would like to determine the hybrid precoders P k with the special structure in (1) and the
equalizers Gk such that the sum rate
Rsum =
K∑
k=1
log2
det
(
GHkGk +G
H
kHk
K∑
j=1
P jP
H
j H
H
kGk
)
det

GHkGk +GHkHk K∑
j=1
j 6=k
P jP
H
j H
H
kGk


(4)
of all K MSs becomes maximum and the total average power constraint is fulfilled. So, we aim
at solving the constrained optimization problem
max
{P k,Gk}Kk=1
Rsum s.t.
K∑
k=1
tr
(
P kP
H
k
) ≤ P, P k = P AP D,k,
P A ∈ PNBS×NRF , P D,k ∈ CNRF×dk , Gk ∈ CNMS×dk ∀k.
(5)
If the total number of receive antenna elements KNMS is larger than the number of RF chains
NRF, which limits the total number of data streams d, not all MSs can receive the maximum
number of data streams NMS. So, the number of RF chains NRF can be expected to be the
bottleneck of the system as illustrated in Fig. 2.
NRF NBS KNMS
Fig. 2. Illustration of the bottleneck of the system.
The optimal allocation of the data streams to the MSs, which determines the number of data
streams dk for the individual MSs, becomes a combinatorial problem involving an exhaustive
8search. Even if the data stream allocation is fixed, the direct solution of (5) is computationally
intractable because of the non-concavity of the objective function and the non-convex constraints
on the analog precoder resulting from the phase shifters.
A. Two-Stage Multi-User Hybrid Precoders Algorithm (2SMUHPA)
The algorithm proposed in [18] and [19] circumvents the direct solution of (5) by following
a heuristic approach and is restricted to the special case, where there is exactly one data stream
per MS and RF chain such that NRF = K = d. In this case, the input and output vectors of the
system model, sk and sˆk, become scalars sk and sˆk, respectively, while the precoders P k reduce
to vectors pk = P ApD,k ∈ CNBS consisting of an analog precoding matrix P A and a digital
precoding vector pD,k ∈ CNRF , and the equalizers Gk to vectors gk ∈ CNMS . As a consequence,
the processed received symbol for the data symbol sk of the k
th data stream intended for the kth
MS can be written as
sˆk = g
H
kHkP ApD,ksk +
K∑
j=1
j 6=k
gHkHkP ApD,jsj + g
H
k ηk, (6)
which follows from (3). In addition to P A =
[
pA,1,pA,2, . . . ,pA,K
]
, the equalizers gk shall be
implemented by phase shifters in the analog domain, too. In order to fulfill the constraints result-
ing from the analog processing, the column pA,k of the analog precoder P A and the equalizer gk
are selected from beamsteering codebooks PA,k consisting of array response vectors of the form
aBS (φ, θ) and Gk consisting of array response vectors of the form aMS (φ, θ), respectively. An
overview of the algorithm, which is called Two-Stage Multi-User Hybrid Precoders Algorithm
(2SMUHPA), is given in Algorithm 1.
The algorithm, which is called Two-Stage Multi-User Hybrid Precoders Algorithm (2SMUHPA)
consists of two stages. In the first stage, the desired signal power for each user k is maximized
while neglecting the multiuser or interstream interference
∑K
j=1,j 6=k g
H
kHkP ApD,jsj in (6) to
obtain the analog equalizers and columns of the analog precoder P A. The column pA,k of the
analog precoder P A and the analog equalizer gk for the MS k are chosen to be the array response
vectors aBS(φ
BS
k,ℓ, θ
BS
k,ℓ) and aMS(φ
MS
k,ℓ , θ
MS
k,ℓ ) corresponding to the strongest path between the BS and
the MS k with the largest magnitude of the complex path gain αk,ℓ in order to try to maximize
the desired signal power for the MS k. In the second stage, the interference neglected so far
is suppressed by exploiting the remaining degrees of freedom, namely, the digital precoders.
9Algorithm 1 Two-Stage Multi-User Hybrid Precoders Algorithm (2SMUHPA)
Input: {Hk}Kk=1, P , {Gk}Kk=1, {PA,k}Kk=1
1 Stage 1:
2 for k = 1, 2, . . . , K do
3
{
gk,pA,k
}
= argmax
g∈Gk,pA∈PA,k
∣∣gHHkpA∣∣
4 P A =
[
pA,1,pA,2, . . . ,pA,K
]
5 Stage 2:
6 Hˆ =


gH1H1P A
gH2H2P A
...
gHKHKP A

, Γ =
P
K
IK , Λ =
[
diag
((
P AHˆ
−1)H
P AHˆ
−1
)]− 1
2
7 P D =
[
pD,1,pD,2, . . . ,pD,K
]
= Hˆ
−1
ΛΓ
1
2
8 for k = 1, 2, . . . , K do
9 P k = P ApD,k, Gk = gk
Output: {P k}Kk=1, {Gk}Kk=1
The digital precoder pD,j of the j
th data stream for the j th MS must lie in the nullspace of the
effective channels gHkHkP A of all other data streams, i.e., pD,j ∈ null
{
gHkHkP A
}
, j 6= k, such
that the interference is suppressed, i.e.,
∑K
j=1,j 6=k g
H
kHkP ApD,jsj = 0. To this end, all effective
channels are collected in the composite channel matrix
Hˆ =


gH1H1P A
gH2H2P A
...
gHKHKP A

 ∈ C
K×K (7)
and the digital precoder P D =
[
pD,1,pD,2, . . . ,pD,K
]
, whose columns are the individual digital
precoders pD,k, is determined by
P D = Hˆ
−1
ΛΓ
1
2 . (8)
Here, the diagonal matrix Λ =
[
diag
((
P AHˆ
−1)H
P AHˆ
−1
)]− 1
2
normalizes the columns
of P AHˆ
−1
to unit norm and Γ is a diagonal power loading matrix. As a consequence, the
composite channel is diagonalized and decomposes to K scalar interference-free subchannels,
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whose channel gains are the diagonal elements of Λ, whereas the diagonal elements of Γ are the
powers given to those scalar subchannels. In [18] and [19], the available total average transmit
power P is distributed equally among the K subchannels and equal power P/K is given to all
of them such that Γ = P
K
IK . Although not considered in [18] and [19], the optimal powers can
be determined by waterfilling. Waterfilling might allocate zero power to the scalar subchannel
of a MS, which effectively does not get a data stream then. As a consequence, each MS gets
at most 1 data stream in contrast to the original version of the 2SMUHPA without waterfilling,
where each MS receives exactly 1 data stream. Finally, pk = P ApD,k form the hybrid precoders
P k and gk the analog equalizers Gk.
B. Linear Successive Allocation (LISA)
Linear Successive Allocation (LISA) previously developed for the traditional fully digital
precoding is an algorithm that circumvents the exhaustive search required if not all MSs can
receive the maximum number of data streams NMS. It avoids the high computational complexity
of directly solving the non-convex sum-rate maximization problem (5) by successively allocating
data streams to the MSs and determining the precoders and equalizers for those data streams
respectively [21]. In contrast to the 2SMUHPA, it is not restricted to the special case of at most
1 data stream per MS. Similarly to the 2SMUHPA, it is also based on two stages for suppressing
the interstream interference solely by means of linear signal processing, which perfectly matches
the requirements for the analog and digital part of the hybrid precoding architecture. Therefore,
we propose to use LISA for hybrid precoding and adapt it to the constraints resulting from the
analog processing. In the following, the main characteristics of LISA are described.
The function π : {1, 2, . . . , d} → {1, 2, . . . , K} , i 7→ π (i) keeps track of the successive
allocation of the data streams to the MSs, i.e., π (i) indicates to which MS the ith data stream
is allocated and dk,i denotes the number of data streams that have been allocated to the MS k
after the ith allocation step. Therefore, the data symbol ti of the i
th data stream is an element
of the input signal vector sπ(i) and the corresponding precoder pi of the i
th data stream forms
a column of the precoder P π(i) (cf. Fig. 1). Furthermore, the processed received symbol tˆi of
the ith data stream is an element of the output signal vector sˆπ(i) of the system model and the
corresponding equalizer gi of the i
th data stream forms a column of the equalizer Gπ(i). With
this, it follows from (3) that tˆi = g
H
i Hπ(i)
∑d
j=1 pjtj +g
H
i ηπ(i). This converts the representation
of the system model in Fig. 1 to the alternative scalar representation in Fig. 3, where the inputs
11
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Fig. 3. System model for LISA.
and outputs refer to the d =
∑K
k=1 dk data symbols of the individual data streams. Similarly to
(6), the processed received symbol for the data symbol ti can be written as
tˆi = g
H
i Hπ(i)piti +
d∑
j=1
j 6=i
gHi Hπ(i)pjtj + g
H
i ηπ(i). (9)
For the ith data stream, the interference from all other data streams j 6= i can be split into
the interference from the previously allocated data streams j < i and the interference from the
successively allocated data streams j > i. In order to suppress any interstream interference, the
precoder pj of the j
th data stream must lie in the nullspace of the effective channels gHi Hπ(i)
of all other data streams, i.e., pj ∈ null
{
gHi Hπ(i)
}
, j 6= i.
LISA takes two stages for finding those precoders and suppressing the interference. In the
first step, it determines an auxiliary precoder qj for each data stream j which takes into account
the nullspace constraint of the effective channels of the previously allocated data streams i <
j, i.e., qj ∈ null
{
gHi Hπ(i)
}j−1
i=1
, such that, for each data stream, only the interference from
the successively allocated data streams is suppressed. Given the auxiliary precoders qj , LISA
determines the precoders pj for each data stream j in the second stage of the method, such
that eventually each precoder pj lies in the nullspace of all other effective channels, i.e., pj ∈
null
{
gHi Hπ(i)
}
, i 6= j, and, for each data stream, the interference from all other data streams
is suppressed. As a consequence, the expression for the processed received symbol tˆi in (9)
simplifies to
tˆi = g
H
i Hπ(i)piti + g
H
i ηπ(i) (10)
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Fig. 4. Scalar interference-free subchannels produced by LISA.
and the system model depicted in Fig. 3 decomposes to d scalar interference-free subchannels
for the d data streams shown in Fig. 4. The ith scalar interference-free subchannel has the
overall channel gain
∣∣gHi Hπ(i)pi∣∣ = √γiλi, which can be split into the square root of the power
γi = ‖pi‖22 allocated to this subchannel and the actual subchannel gain λi =
∣∣gHi Hπ(i)pi∣∣ /‖pi‖2.
As gHi Hπ(i)piti ∼ CN (0, γiλ2i ) and assuming gHi ηπ(i) ∼ CN (0, 1) by a respective normalization
of the equalizers gi, the rate of the i
th scalar subchannel is given by Ri = log2 (1 + γiλ
2
i ). In
the following, the successive nature of LISA and its two stages are outlined in greater detail.
1) First Stage of LISA: When allocating the ith data stream, the previously determined
assignments π (j) of data streams j < i and their respective equalizers gj and precoders qj
remain fixed and the MS π (i) is selected with respect to (11). The unit-norm equalizer gi
and the unit-norm precoder qi for the i
th data stream are chosen such that the gain of the
corresponding scalar subchannel within the nullspace of the effective channels of the previously
allocated data streams j < i, null
{
gHj Hπ(j)
}i−1
j=1
, is maximal, i.e.,
{π (i) , gi, qi} = argmax
k∈{1,2,...,K}
g∈CNMS ,q∈CNBS
∣∣gHHkq∣∣ s.t. q ∈ null {gHj Hπ(j)}i−1j=1 , ‖g‖2 = ‖q‖2 = 1,
(11)
where null
{
gHj Hπ(j)
}i−1
j=1
is replaced by CNBS for i = 1.
Introducing the orthogonal projector T i+1 = T i − qiqHi onto null
{
gHj Hπ(j)
}i
j=1
with T 1 =
INBS , the selection rule in (11) can be rewritten as
{π (i) , gi, qi} = argmax
k∈{1,2,...,K}
g∈CNMS ,q∈CNBS
∣∣gHHkT iq∣∣ s.t. ‖g‖2 = ‖q‖2 = 1, (12)
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Fig. 5. Illustration of how LISA determines the equalizers gi and the precoders qi for the allocation of 3 data streams i = 1, 2, 3.
with qi =
(
gHi Hπ(i)T i
)H
/
∥∥gHi Hπ(i)T i∥∥2. The latter obviously represents a Gram-Schmidt pro-
cess, which computes orthonormal basis vectors
{
qj
}i
j=1
for the span of the vectors
{
HHπ(j)gj
}i
j=1
.
In essence, the MS π (i), to which the ith data stream is allocated, is the MS k with the largest
maximum singular value of its projected channel matrix and the equalizer gi and the precoder qi
are the corresponding left and right singular vectors. Hence, the maximal value of the objective
is the maximum singular value σmax,i of Hπ(i)T i. The successive steps of LISA are illustrated
in Fig. 5 for the allocation of three data streams i = 1, 2, 3.
In a further interpretation of the first stage of LISA, the auxiliary precoders qj of the first
i data streams j = 1, 2, . . . , i can be interpreted as elements of the orthogonal factor of the
LQ-decomposition of the composite channel matrix, i.e., Hcomp,iQi = Li with
Hcomp,i =


gH1Hπ(1)
gH2Hπ(2)
...
gHi Hπ(i)

 ∈ C
i×NBS and Qi =
[
q1 q2 . . . qi
]
∈ CNBS×i. (13)
After the completion of the first step, the product of the composite channel matrix Hcomp,d
containing the effective channels gHi Hπ(i) of all d data streams i = 1, 2, . . . , d and the matrix
Qd containing the precoders qj of all d data streams j = 1, 2, . . . , d is a lower triangular matrix
Hcomp,dQd = Ld such that the elements g
H
i Hπ(i)qj , j > i, above the main diagonal are 0 and,
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for each data stream i, only the interference from the successively allocated data streams j > i
is suppressed.
2) Second Stage of LISA: The nested structure of nullspaces generated during the first step of
LISA, which subsequent precoders must be element of, inherently guarantees that data streams
which are allocated later do not interfere with earlier allocated data streams. On the other hand,
due to the greedy nature of the method, earlier assigned precoders cannot take into account their
interference to later allocated data streams. Consequently, in order to suppress also the remaining
interference from the previously allocated data streams j < i for each data stream i, the effective
precoder
P eff,i =
[
p1 p2 . . . pi
]
∈ CNBS×i, (14)
whose columns are the precoders pj of the first i data streams j = 1, 2, . . . , i, is determined as
P eff,i = QiL
−1
i ΛiΓ
1
2
i . (15)
Here, the diagonal matrix Λi = diag (λi,1, λi,2, . . . , λi,i) =
[
diag
((
L−1i
)H
L−1i
)]− 1
2
normalizes
the columns ofQiL
−1
i to unit norm and Γ i = diag (γi,1, γi,2, . . . , γi,i) is a diagonal power loading
matrix. This choice of the effective precoder P eff,i ensures that the product of the composite
channel matrix Hcomp,i and P eff,i is the diagonal matrix
Hcomp,iP eff,i = ΛiΓ
1
2
i . (16)
The rate of the j th scalar subchannel after allocating the ith data stream is given by Ri,j =
log2
(
1 + γi,jλ
2
i,j
)
and the sum rate after allocating the ith data stream reads Rsum,i =
∑i
j=1Ri,j .
Given the subchannel gains {λi,j}ij=1, the optimal power values
{γi,j}ij=1 = argmax
{γj}ij=1
i∑
j=1
log2
(
1 + γjλ
2
i,j
)
s.t.
i∑
j=1
γj ≤ P, γj ≥ 0 ∀j, (17)
which are maximizing the sum rate Rsum,i while fulfilling the power constraint, are determined
by waterfilling. In [21], it is shown that the whole procedure of selecting MSs, equalizers and
precoders maximizes a lower bound for the sum rate Rsum,i.
Increasing the number of allocated data streams obviously imposes more zero-forcing con-
straints to be taken into account in the second stage of LISA. Those additional zero-forcing
constraints might lead to a decrease in the channel gains of the eventually scalar interference-free
subchannels, which in turn might even reduce the sum rate. Therefore, the successive allocation
of data streams is only continued, if allocating a further data stream actually increases the
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overall sum rate, i.e., Rsum,i > Rsum,i−1. Otherwise, the successive allocation of the data streams
is stopped and the allocation of the ith data stream is undone. The total number of data streams
d that can be allocated is limited by the number of RF chains NRF at the BS, which is equal to
the number of antenna elements in case of fully digital precoding.
LISA for the traditional fully digital precoding is summarized in Algorithm 2. The choice
of the effective precoder P eff,i containing the precoders pj of the first i allocated data streams
j = 1, 2, . . . , i according to (15), ensures that, in the end, after allocating the last data stream d,
the product of the composite channel matrix Hcomp,d containing the effective channels g
H
i Hπ(i)
of all d data streams i = 1, 2, . . . , d and the effective precoder
P eff,d = QdL
−1
d ΛdΓ
1
2
d (18)
containing the precoders pj of all d data streams j = 1, 2, . . . , d is the diagonal matrixH comp,dP eff,d =
ΛdΓ
1
2
d such that its off-diagonal elements g
H
i Hπ(i)pj , j 6= i, are 0 and, for each data stream
i, the interference from all other data streams j 6= i is suppressed. Finally, the channel is
diagonalized and decomposed into d scalar interference-free subchannels, whose channel gains
are the diagonal elements of Λd whereas the diagonal elements of Γ d are the powers given to
them.
Remark: The two-stage LISA algorithm is clearly establishing a standard zero-forcing precoder
solution if the number of transmitter antenna elements is equal to or even larger than the total
number of receiver antenna elements of MSs, since in such cases the zero-forcing precoder
is unique up to a precoder component in the nullspace of the composite channel of all MSs.
However, in the opposite case of less degrees of freedom at the transmitter, which is clearly
met by the multiuser scenario in mmWave communications due to the rather limited number of
RF chains at the transmitter side, i.e., NRF < KNMS, a user allocation step is required prior to
the deployment of any zero-forcing structure. To this end, a subset of at most NRF MSs must
been selected to which the limited number of data streams shall be assigned, which essentially
resembles a combinatorial problem. Multiple assignments of data streams to the same MS can
be desirable. The proposed LISA method solves both problems simultaneously. Although the
inherent greedy search technique is of a heuristical nature, its excellent performance has been
substantiated in previous publications, e.g., by relating the LISA solution to nontrivial lower
bounds of the maximally achievable sum rate, cf. [21], and by the derivation of generalized
results based on a large system analysis, cf. [28], [29].
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A more intuitive understanding of the benefit of the two-stage nature of LISA can be gained by
assuming the second stage of LISA replaced by a dirty-paper coding (DPC) technique, cf. [23],
[24]. In this case, the effective precoders are aligned with the successively derived right singular
vectors of the first stage. Applying them to the composite channel of the selected MSs results in
a lower-triangular structure, which is a prerequisite for any successive interference cancellation
method and is also known to be beneficial for DPC. Since LISA cannot rely on DPC, the
residual interference between the established data streams must be cancelled by an additional
zero-forcing step, this is the second stage of LISA. However, the thoroughly constructed lower-
triangular structure in the first stage obviously reduces the residual interference such that LISA
still shows an excellent performance after the second stage.
C. LISA for Hybrid Precoding (H-LISA)
For hybrid precoding, the precoders P k for the MSs k = 1, 2, . . . , K have to have the special
structure in (1). Since the precoder pi of the i
th data stream is an element of the precoder
P π(i) for the MS π (i), to which the i
th data stream is allocated, pi inherits the special structure
pi = P ApD,i from P π(i) = P AP D,π(i), where pD,i is an element of P D,π(i). Consequently, the
effective precoder P eff,d, whose columns are the precoders pi of all d data streams, has to be of
the factored form
P eff,d = P AP D, (19)
where P A is the analog precoder and P D =
[
pD,1,pD,2, . . . ,pD,d
] ∈ CNRF×d the digital precoder,
whose columns are the digital precoders pD,i of the individual data streams. The effective
precoder P eff,d determined by LISA naturally has the factored form given in (18), which stems
from the two stages taken by LISA for suppressing the interstream interference and perfectly
matches the hybrid analog and digital architecture. In the first step, the composite channel
matrixHcomp,d is reduced to the lower triangular matrixHcomp,dQd = Ld by multiplying it with
the matrix Qd, which, for each data stream, suppresses the interference from the successively
allocated data streams. In the second step, the resulting lower triangular matrix Ld from the first
step is transformed into the diagonal matrix LdL
−1
d ΛdΓ
1
2
d = ΛdΓ
1
2
d by multiplying it with its
inverse L−1d , the diagonal normalization matrix Λd and the principal square root of the diagonal
power loading matrix Γ d, which, for each data stream, suppresses the remaining interference
from the previously allocated data streams and thus the interference from all other data streams.
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Algorithm 2 Linear Successive Allocation (LISA)
Input: {Hk}Kk=1, NRF, P
1 Initialize: d = NRF, Rsum,0 = 0, P k = [ ] ∀k, Gk = [ ] ∀k, T 1 = INBS
2 for i = 1, 2, . . . , d do
3 {π (i) , gi, qi} = argmax
k∈{1,2,...,K},g∈CNMS ,q∈CNBS
∣∣gHHkT iq∣∣ s.t. ‖g‖2 = ‖q‖2 = 1
4 Hcomp,i =


gH1Hπ(1)
gH2Hπ(2)
...
gHi Hπ(i)

, Qi =
[
q1 q2 . . . qi
]
, Li =Hcomp,iQi
5 Λi = diag (λi,1, λi,2, . . . , λi,i) =
[
diag
((
L−1i
)H
L−1i
)]− 1
2
6 {γi,j}ij=1 = argmax
{γj}ij=1
i∑
j=1
log2
(
1 + γjλ
2
i,j
)
s.t.
i∑
j=1
γj ≤ P, γj ≥ 0 ∀j
7 Rsum,i =
i∑
j=1
log2
(
1 + γi,jλ
2
i,j
)
8 if Rsum,i > Rsum,i−1 then
9 Γ i = diag (γi,1, γi,2, . . . , γi,i), P eff,i =
[
p1 p2 . . . pi
]
= QiL
−1
i ΛiΓ
1
2
i
10 T i+1 = T i − qiqHi
11 else
12 d = i− 1
13 break
14 for i = 1, 2, . . . , d do
15 P π(i) =
[
P π(i) pi
]
, Gπ(i) =
[
Gπ(i) gi
]
Output: {P k}Kk=1, {Gk}Kk=1
Although the effective precoder P eff,d obtained by LISA naturally has the factored form in (18),
it cannot be implemented directly by the hybrid architecture, since the matrix Qd corresponding
to the analog precoder P A of the hybrid precoder given in (19) does generally not have constant-
modulus entries and cannot be implemented entirely by phase shifters in the analog domain. In
order to ensure that the effective precoder P eff,d found by LISA can be implemented by the
hybrid architecture, the matrix Qd is approximated by the analog precoder P A, which keeps
only the phases of its entries. More specifically, the element [P A]m,n of the matrix P A in the
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mth row and nth column is obtained from the element [Qd]m,n of the matrix Qd in the m
th row
and nth column as
[P A]m,n =
1√
NBS
exp
(
j arg
(
[Qd]m,n
))
. (20)
In other words, the derived precoding matrix Qd is projected onto the feasible set of possible
implementations of the analog precoder which is strictly constrained to a network of phase
shifters. The prefactor 1√
NBS
accounts for a normalization of the respective analog precoding
unit. In a realistic implementation case, the prefactor will depend on the choice of the respective
power amplifier that drives the analog network of the precoding architecture.
In the first step of H-LISA, for each data stream, it is tried to suppress the interference from
the successively allocated data streams by multiplying the composite channel matrix Hcomp,d
with the analog precoder P A instead of Qd to obtain Hcomp,dP A = LdQ
H
dP A. However, due to
the imperfection of P A, the lower-triangular structure will be slightly destroyed. Consequently,
the second step of H-LISA considers the distortion of the lower-triangular structure and the
suppression of the interstream interference accordingly, i.e., the resulting matrix LdQ
H
dP A is
zero forced by applying
(
LdQ
H
dP A
)−1
, which forms the digital part of the hybrid precoder,
followed by the diagonal normalization matrix Λd and the principal square root of a diagonal
power loading matrix Γ d. The two stages for suppressing the whole interstream interference
eventually results in the effective precoder
P eff,d = P A
(
LdQ
H
dP A
)−1
ΛdΓ
1
2
d , (21)
where the diagonal matrix Λd =
[
diag
((
P A
(
LdQ
H
dP A
)−1)H
P A
(
LdQ
H
dP A
)−1)]− 12
normal-
izes the columns of P A
(
LdQ
H
dP A
)−1
to unit norm. This again ensures that Hcomp,dP eff,d =
ΛdΓ
1
2
d , such that the channel is diagonalized and decomposed into d scalar interference-free
subchannels, whose channel gains are the diagonal elements of Λd. The diagonal elements of
Γ d are the powers allocated to those scalar subchannels and, given the subchannel gains, can be
determined by waterfilling to maximize the sum rate while fulfilling the power constraint. Now,
the effective precoder P eff,d in (21) has exactly the same structure as the hybrid precoder in (19),
where the digital precoder is given by P D =
(
LdQ
H
dP A
)−1
ΛdΓ
1
2
d , and can be implemented by
the hybrid architecture. With the simple approximation by the matrix with constant-modulus
entries in (20), the two stages taken by LISA for suppressing the interstream interference have
been mapped to the analog and digital domain of hybrid precoding. The resulting new method
for designing the hybrid precoders is called H-LISA.
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Since the number of RF chains NRF is smaller than the number of BS antenna elements NBS
in case of hybrid precoding, the total number of data streams d that can be allocated to the MSs
is limited by the number of RF chains NRF rather than the number of BS antenna elements NBS,
i.e., d ≤ NRF < NBS. Hence, the successive allocation of the data streams has to be stopped
after allocating the data stream NRF at the latest. However, it might be stopped already before
the maximum number of data streams NRF is reached, i.e., d < NRF, if there is no further
increase in the sum rate when allocating a further data stream. In this case, the analog precoder
P A ∈ CNBS×d and the digital precoder P D ∈ Cd×d obtained by H-LISA have d < NRF columns
and rows, respectively. This means that, effectively, only d out of the NRF available RF chains
are used since each column of P A and each row of P D is dedicated to one RF chain.
In order to extend LISA described by Algorithm 2 to H-LISA, the lines from Algorithm 3
have to be inserted between the lines 13 and 14.
Algorithm 3 Extension of LISA to H-LISA
for m = 1, 2, . . . , NBS do
for n = 1, 2, . . . , d do
[P A]m,n =
1√
NBS
exp
(
j arg
(
[Qd]m,n
))
Λd = diag (λd,1, λd,2, . . . , λd,d) =
[
diag
((
P A
(
LdQ
H
dP A
)−1)H
P A
(
LdQ
H
dP A
)−1)]− 12
{γd,j}dj=1 = argmax
{γj}dj=1
d∑
j=1
log2
(
1 + γjλ
2
d,j
)
s.t.
d∑
j=1
γj ≤ P, γj ≥ 0 ∀j
Γ d = diag (γd,1, γd,2, . . . , γd,d), P eff,d =
[
p1 p2 . . . pd
]
= P A
(
LdQ
H
dP A
)−1
ΛdΓ
1
2
d
IV. LOW-COMPLEXITY VERSION OF LISA AND H-LISA
For each allocation of a data stream, and the determination of the corresponding equalizer
and precoder according to (12), the SVDs or at least the maximum singular values and the
corresponding singular vectors of the K projected channel matricesHkT i have to be computed,
which still results in large computational complexity. Therefore, we propose a low-complexity
version of LISA, which circumvents the computation of the SVDs by exploiting the special
structure of the channel matrices Hk in (2) according to the geometric channel model used for
the mmWave channels.
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Since the equalizers of the data streams are corresponding to the left singular vectors of the
projected channel matrices, cf. (12), all successively assigned equalizers of data streams allocated
to the same MS are inherently orthogonal, i.e., the equalizer gi of the i
th data stream allocated
to the MS π (i) lies in the nullspace of the row vectors gHj of the data streams j < i previously
allocated to the same MS π (j) = π (i), i.e., gi ∈ null
{
gHj : j = 1, 2, . . . , i− 1 ∧ π (j) = π (i)
}
.
In order to maintain this property also in more general cases, e.g., the following derivation
of a low-complex version of LISA and H-LISA, the optimization problem is rewritten by
adding an additional constraint. To this end, the projector Sk,i ∈ CNMS×NMS onto the nullspace
null
{
gHj : j = 1, 2, . . . , i− 1 ∧ π (j) = k
}
is introduced, such that (12) can be equivalently stated
as
{π (i) , gi, qi} = argmax
k∈{1,2,...,K}
g∈CNMS ,q∈CNBS
∣∣gHSk,iHkT iq∣∣ s.t. ‖g‖2 = ‖q‖2 = 1. (22)
Similarly to T i, the projectors Sk,i for the different MSs k = 1, 2, . . . , K can be computed
recursively, starting at Sk,1 = INMS:
Sk,i+1 =


Sk,i − gigHi , k = π (i)
Sk,i, k 6= π (i) .
(23)
Now, applying the special structure of the channel matrixHk according to the geometric channel
model for mmWave channels in (2), the projected channel matrix Sk,iHkT i in the objective of
the optimization problem (22) results in Sk,iHkT i = Sk,i
√
NBSNMS
Lk
∑Lk
ℓ=1 αk,ℓaMS
(
φMSk,ℓ , θ
MS
k,ℓ
)
×aHBS
(
φBSk,ℓ, θ
BS
k,ℓ
)
T i. It can be reformulated as
Sk,iHkT i =
Lk∑
ℓ=1
αk,ℓ,iaMS,k,ℓ,ia
H
BS,k,ℓ,i, (24)
where
aBS,k,ℓ,i =
T iaBS
(
φBSk,ℓ, θ
BS
k,ℓ
)∥∥T iaBS (φBSk,ℓ, θBSk,ℓ)∥∥2 (25)
is the normalized array response vector aBS
(
φBSk,ℓ, θ
BS
k,ℓ
)
at the BS for the ℓth path to the kth MS
projected onto the nullspace of the effective channels gHj Hπ(j) of the previously allocated data
streams j < i, and likewise
aMS,k,ℓ,i =
Sk,iaMS
(
φMSk,ℓ , θ
MS
k,ℓ
)∥∥Sk,iaMS (φMSk,ℓ , θMSk,ℓ )∥∥2 (26)
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is the normalized array response vector aMS
(
φMSk,ℓ , θ
MS
k,ℓ
)
at the kth MS for the ℓth path from the
BS projected onto the nullspace of the row vectors gHj of the data streams j < i previously
allocated to the same MS k. The additional factor
αk,ℓ,i =
√
NBSNMS
Lk
αk,ℓ
∥∥Sk,iaMS (φMSk,ℓ , θMSk,ℓ )∥∥2 ∥∥T iaBS (φBSk,ℓ, θBSk,ℓ)∥∥2
weights the outer product of the projected array response vectors aMS,k,ℓ,i and aBS,k,ℓ,i for the
MS k and the path ℓ.
In order to avoid solving the optimization problem (22) by computing the maximum singular
values and the corresponding left and right singular vectors of the K projected channel matrices
Sk,iHkT i, their special structure is exploited.
To this end, the optimization problem (22) is replaced by
{π (i) , ℓ (i)} = argmax
k∈{1,2,...,K},ℓ∈{1,2,...,Lk}
|αk,ℓ,i| , (27)
gi = aMS,π(i),ℓ(i),i,
qi =
T iH
H
π(i)gi∥∥T iHHπ(i)gi∥∥2 ,
i.e., by choosing π (i) and ℓ (i) corresponding to the kth MS and its ℓth path with the largest weight
factor αk,ℓ,i, by defining the equalizer gi as the projected array response vector aMS,π(i),ℓ(i),i and
matching the precoder qi to the equalizer gi as in the original version of LISA. This ensures
that the precoder qi of the i
th data stream again lies in the nullspace of the effective channels
gHj Hπ(j) of the previously allocated data streams j < i, null
{
gHj Hπ(j)
}i−1
j=1
, and the product of
the composite channel matrix Hcomp,i and the matrix Qi, whose orthonormal columns are the
precoders qj of the first i data streams j = 1, 2, . . . , i, is again a lower triangular matrix Li,
such that for each data stream the interference from the successively allocated data streams is
suppressed.
The low-complexity version of LISA is summarized in Algorithm 4. Again, the lines from
Algorithm 3 can be inserted between the lines 21 and 22 in order to obtain a low-complexity
version of H-LISA. It should be noted that these low-complexity algorithms use the geometric
parameters of the channels, i.e., the complex path gains αk,ℓ, the azimuth and elevation angles of
departure φBSk,ℓ and θ
BS
k,ℓ as well as the azimuth and elevation angles of arrival φ
MS
k,ℓ and θ
MS
k,ℓ , rather
than the channel matrices Hk as inputs. Therefore, during channel estimation, those geometric
parameters of the channels are to be estimated.
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Algorithm 4 Low-Complexity LISA
Input: NBS, NMS, NRF, P , {αk,ℓ},
{
φBSk,ℓ
}
,
{
θBSk,ℓ
}
,
{
φMSk,ℓ
}
,
{
θMSk,ℓ
}
, k = 1, . . . , K, ℓ = 1, . . . , Lk
1 Initialize: d = NRF, Rsum,0 = 0, P k = [ ] ∀k, Gk = [ ] ∀k, T 1 = INBS , Sk,1 = INMS ∀k
2 for k = 1, 2, . . . , K do
3 Hk =
√
NBSNMS
Lk
Lk∑
ℓ=1
αk,ℓaMS
(
φMSk,ℓ , θ
MS
k,ℓ
)
aHBS
(
φBSk,ℓ, θ
BS
k,ℓ
)
4 for i = 1, 2, . . . , d do
5 {π (i) , ℓ (i)} = argmax
k∈{1,2,...,K}
ℓ∈{1,2,...,Lk}
∣∣∣∣∣
√
NBSNMS
Lk
αk,ℓ
∥∥Sk,iaMS (φMSk,ℓ , θMSk,ℓ )∥∥2 ∥∥T iaBS (φBSk,ℓ, θBSk,ℓ)∥∥2
∣∣∣∣∣
6 gi =
Sπ(i),iaMS
(
φMS
π(i),ℓ(i)
,θMS
π(i),ℓ(i)
)
∥∥∥Sπ(i),iaMS
(
φMS
π(i),ℓ(i)
,θMS
π(i),ℓ(i)
)∥∥∥
2
, qi =
T iH
H
π(i)gi
‖T iHHπ(i)gi‖2
, Hcomp,i =


gH1Hπ(1)
gH2Hπ(2)
...
gHi Hπ(i)


7 Qi =
[
q1 q2 . . . qi
]
, Li =Hcomp,iQi
8 Λi = diag (λi,1, λi,2, . . . , λi,i) =
[
diag
((
L−1i
)H
L−1i
)]− 1
2
9 {γi,j}ij=1 = argmax
{γj}ij=1
i∑
j=1
log2
(
1 + γjλ
2
i,j
)
s.t.
i∑
j=1
γj ≤ P, γj ≥ 0 ∀j
10 Rsum,i =
i∑
j=1
log2
(
1 + γi,jλ
2
i,j
)
11 if Rsum,i > Rsum,i−1 then
12 Γ i = diag (γi,1, γi,2, . . . , γi,i), P eff,i =
[
p1 p2 . . . pi
]
= QiL
−1
i ΛiΓ
1
2
i
13 T i+1 = T i − qiqHi
14 for k = 1, 2, . . . , K do
15 if k = π (i) then
16 Sk,i+1 = Sk,i − gigHi
17 else
18 Sk,i+1 = Sk,i
19 else
20 d = i− 1
21 break
22 for i = 1, 2, . . . , d do
23 P π(i) =
[
P π(i) pi
]
, Gπ(i) =
[
Gπ(i) gi
]
Output: {P k}Kk=1, {Gk}Kk=1
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TABLE I
COMPUTATIONAL COMPLEXITY
operations H-LISA Low-Complexity H-LISA 2SMUHPA
composite channel matrices O
(
KdNBSN
2
MS
)
O (KLdNBS) O (KNBS (K +NMS))
projections O (KdNBSNMS) O (KLdNBS) –
zero-forcing O
(
d2NBS
)
O
(
d2NBS
)
O
(
K2NBS
)
total O
(
KdNBSN
2
MS
)
O (KLdNBS) O (KNBS (K +NMS))
Table I finally summarizes the order of numerical complexity of the major computational
steps of each of the discussed multiuser hybrid precoding methods, i.e., the construction of the
composite channel matrix, the performed projections and the zero-forcing. The computational
complexity of LISA and H-LISA is clearly dominated by successively computing the SVDs of the
K projected channel matricesHkT i in order to construct the composite channel matrixHcomp,i.
For the low-complexity version of LISA and H-LISA, we assume that the number of paths
between the BS and each MS is L, which is typically small for mmWave channels in contrast
to the number of antenna elements deployed at the BS. The numerical complexity is effectively
dominated by the computation of the weights αk,ℓ,i for all k = 1, 2, . . . , K, ℓ = 1, 2, . . . , L and
i = 1, 2, . . . , d. These weights are important for assigning the ith data stream to the MS k and
the path ℓ according to (27). The smallest order of numerical complexity can be stated for the
2SMUHPA, where the construction of the composite channel matrix Hˆ is the most demanding
computational step.
V. MODIFICATION OF H-LISA FOR ANALOG PROCESSING AT MSS
So far, it has been assumed that the MSs have as many RF chains as antenna elements and the
whole signal processing takes place in the digital domain. Following the same reasoning as for the
reduction of complexity, power consumption and costs at the BS by reducing the number of RF
chains, each MS is now equipped with NMSRF < NMS RF chains, where each RF chain is connected
with each antenna element via a phase shifter. The equalizer Gk ∈ CNMS×dk is implemented by
the resulting network of phase shifters between the NMSRF RF chains limiting the number of data
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streams dk and the NMS antenna elements in the analog domain such that dk ≤ NMSRF and each
element of Gk has to fulfill the constant-modulus constraint
∣∣∣[Gk]m,n∣∣∣ = 1√NMS .
The following slight modification of H-LISA and its low-complexity version ensures that those
requirements are met. First, all MSs to which NMSRF data streams have already been allocated
are excluded from the allocation of a further data stream. More specifically, the set of all MSs
k, i.e., {1, 2, . . . , K}, from which the MS π (i) for the ith data stream is selected in line 3
of Algorithm 2 and line 5 of Algorithm 4, is restricted to the set of MSs k whose current
number of data streams dk,i−1 is less than NMSRF , i.e.,
{
k ∈ {1, 2, . . . , K} : dk,i−1 < NMSRF
}
, such
that dk ≤ NMSRF . Second, the equalizer gi for the ith data stream, which has been found in line 3 of
Algorithm 2 and line 6 of Algorithm 4, is set to its simple approximation g′i ∈ CNMS , whose mth
element is given by [g′i]m =
1√
NMS
exp (j arg ([gi]m)). Similarly to the approximation of Qd by
the analog precoder P A in (20), it keeps only the phases of all entries and normalizes them to the
same modulus 1√
NMS
such that, in the end, the equalizers Gk formed from those equalizers gi of
the individual data streams fulfill the constant-modulus constraint
∣∣∣[Gk]m,n∣∣∣ = 1√NMS . Although
this projection onto the feasible set of possible implementations of the analog equalizer would
typically require a hybrid architecture with a subsequent digital part, we refrain from any digital
postprocessing by shifting the necessary correction of the non-ideal analog part at the MS to a
respective adaptation of the precoders at the transmitter, in other words, the precoders take over
the digital postprocessing at the MSs taking into account the approximated equalizers g′i.
VI. NUMERICAL RESULTS
In order to evaluate the performance of the methods for hybrid precoding described in the
previous section, we have conducted some simulations, whose numerical results are presented
in this section.
For the simulations, a system consisting of K = 8 MSs equipped with NMS-element UPAs
and a BS, which is equipped with an 8× 8 UPA (NBS = 64) and NRF = 8 RF chains supporting
up to 8 data streams, is considered. The channel matrices Hk have the special structure in (2)
according to the adopted geometric channel model. It is assumed that there are L paths between
the BS and each MS, i.e., Lk = L ∀k. The azimuth angles of arrival and departure φMSk,ℓ and φBSk,ℓ
are selected uniformly at random from the interval [0◦, 360◦] while the elevation angles of arrival
and departure θMSk,ℓ and θ
BS
k,ℓ are selected uniformly at random from the interval [−90◦, 90◦]. The
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average sum rate obtained in 1000 Monte Carlo runs according to (4) serves as performance
measure and the SNR is defined as SNR = P .
In addition, the average sum rate achieved by the hybrid precoding methods is also compared
to that achieved by LISA and its low-complexity version for fully digital precoding, and to the
capacity of the MIMO broadcast channel between the BS and the MSs. Although LISA and its
low-complexity version for fully digital precoding do not have to fulfill the constant-modulus
constraints resulting from the analog processing, they are also restricted to allocate at most 8 data
streams as their hybrid counterparts for a fair comparison. The average maximum sum capacity
achievable with dirty-paper coding (DPC), which is an upper bound on the average sum rate, is
computed with sum power iterative waterfilling proposed in [30].
In Fig. 6, the average sum rate is plotted over the SNR for single-antenna MSs (NMS = 1)
and single- and multipath channels (L ∈ {1, 3}). The 2SMUHPA with waterfilling performs
better than its original version without waterfilling. LISA performs better than the 2SMUHPA
with waterfilling and comes close to the capacity. For single-path channels, the simple heuristic
approximation by the matrix with constant-modulus entries in H-LISA does not lead to a
significant performance degradation, and the absolute values of the complex path gains αk,1
are the maximum singular values of the channel matrices Hk and the array response vectors are
scaled versions of the corresponding singular vectors such that there is no difference between
the original and low-complexity versions of LISA and H-LISA, i.e., orange and green curves
in Fig. 6a are matching completely. At an SNR of 0 dB, the average sum rate is approximately
18 and 16 bits per channel use for the 2SMUHPA with and without waterfilling, respectively.
LISA, H-LISA and their low-complexity versions, however, achieve an average sum rate of
approximately 20 bits per channel use, which is only slightly smaller than the capacity of
approximately 21 bits per channel use. If there are multiple paths between the BS and each MS,
the performance gap between the two versions of the 2SMUHPA and the four versions of LISA
becomes larger as can be seen in Fig. 6b. The reason for the correspondence between increasing
gains and the growing number of propagation paths lies in the nature of the 2SMUHPA, which, in
contrast to the proposed methods, selects the analog beamforming based on the array response
vectors corresponding to the paths between the BS and MS irrespective of any interference
that might occur. On the contrary, LISA exploits the increased number of degrees of freedom
corresponding to the growing number of propagation paths already within the analog part for
maximizing the effective transmission gains subject to the desired interference suppression. This
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Fig. 6. Average Sum Rate vs. SNR for NBS = 64, NMS = 1, NRF = 8, K = 8, L ∈ {1, 3}.
explains the slight degradation of the conventional 2-stage hybrid precoding even in case of a
single propagation path. The average sum rate of LISA is still close to the capacity. However,
the simple approximation by the matrix with constant-modulus entries in H-LISA leads to a
larger performance degradation. The low-complexity versions of LISA and H-LISA achieve
almost the same average sum rate as LISA and H-LISA, respectively. The 2SMUHPA with
and without waterfilling achieves an average sum rate of approximately 13 and 12 bits per
channel use, respectively, at an SNR of 0 dB. With approximately 19 bits per channel use,
the average sum rate of the two versions of H-LISA is much larger. The average sum rate of
the two versions of LISA is approximately 20.5 bits per channel use and close to the capacity
of approximately 22 bits per channel use. Moreover, the distribution of the effective channel
gains of H-LISA shows that the heuristic approximation by the matrix with constant-modulus
entries in the first step of H-LISA largely preserves the large gains of LISA, which makes it a
promising method for hybrid precoding. The effective channel gains of the scalar interference-
free subchannels are illustrated by the histogram in Fig. 7 at an SNR of 0 dB. All methods
achieve the maximal slope of the capacity curve at high SNR (degrees of freedom) which is
equal to min(NRF, K ×NMS, K × L) = 8.
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In Fig. 8, we now consider MSs with two antenna elements each. For this scenario, the
average sum rate achievable with Block-Diagonalization (BD) is included. The method has been
proposed for the traditional fully digital precoding in [31]. As in [32], we assume that each
MS receives either no or the maximum number of data streams, i.e., NMS = 2, such that the
maximum number of MSs that can be simultaneously supported by BD is Kˆ = NRF
NMS
= 4. An
exhaustive search over all possible sets of 1 ≤ i ≤ Kˆ MSs is performed, where BD is applied
for each of those sets, to select the BD solution with the largest sum rate in the end. The so
obtained average sum rate of BD is significantly smaller than that of the LISA-based methods
especially at high SNR. At an SNR of 0 dB, the average sum rate of approximately 26 bits
per channel use achieved by LISA and its low-complexity version, and the average sum rate
of approximately 25 bits per channel use achieved by H-LISA and its low-complexity version
are much larger than the average sum rate of approximately 18 bits per channel use achieved
by the 2SMUHPA with or without waterfilling and BD, and smaller than the channel capacity
of approximately 29 bits per channel use at an SNR of 0 dB. The increasing performance gap
between the 2SMUHPA and LISA is due to the almost optimal greedy selection process of LISA
which decides how many data streams are allocated to which MS. LISA typically distributes
the number of data streams non-uniformly over the set of active MSs in contrast to the standard
hybrid precoding method. The larger gap between all curves and the channel capacity is due to
the limited number of RF chains (NRF = 8) at the BS, which limits the maximal slope of the
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rate curves at high SNR (degrees of freedom), in contrast to the increased degrees of freedom
in the unrestricted case of the capacity curve (min(NBS, K ×NMS, K × L) = 16).
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Fig. 8. Average Sum Rate vs. SNR for NBS = 64, NMS = 2, NRF = 8, K = 8, L = 3.
A drastic increase of the number of antenna elements at the MS is eventually presented in
Fig. 9, where the average sum rate is plotted over the SNR for MSs equipped with 4× 4 UPAs
(NMS = 16) taking into account a fully digital processing architecture and L = 3. There is again
a significant performance gap between the two versions of the 2SMUHPA and the four versions
of LISA. Furthermore, it is noteworthy that the versions of H-LISA for analog processing at
the MSs with NMSRF = 2 RF chains perform only slightly worse than their counterparts for
the fully digital processing at the MSs. At an SNR of 0 dB, the 2SMUHPA with and without
waterfilling achieves approximately 39 bits per channel use, H-LISA, its low-complexity version,
their versions for analog processing at the MSs as well as the low-complexity version of LISA
approximately 48 bits per channel use and LISA approximately 49 bits per channel use while the
capacity is approximately 65 bits per channel use. The gap between all curves and the channel
capacity at high SNR is now huge, since the degrees of freedom in the unrestricted case of the
capacity curve have dramatically grown (min(NBS, K×NMS, K×L) = 24), whereas the number
of RF chains is unchanged.
VII. CONCLUSION
In this paper, we have proposed new multiuser hybrid precoding algorithms for mmWave
communications, where a part of the signal processing at the BS serving multiple users is
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performed in the analog domain by phase shifters and the other part in the digital domain. They
are based on the algorithm LISA developed for the traditional fully digital precoding. LISA
successively allocates data streams to the MSs, and determines the precoders and equalizers
for those data streams, which circumvents the high computational complexity of the direct sum
rate maximization. The two stages taken by LISA for suppressing the interstream interference
perfectly match the hybrid architecture since it naturally leads to a precoder of a factored form.
Using a simple approximation of the first factor for suppressing a part of the interference by a
matrix with constant-modulus entries, which can be implemented by phase shifters in the analog
domain, in the first step and adapting the second factor for suppressing the remaining interference,
which can be implemented in the digital domain, in the second step, we have mapped the two
stages of the interference suppression in LISA to the analog and digital domain. This results in
a new algorithm for multiuser hybrid precoding, namely, H-LISA. Since this algorithm still has
a considerable computational complexity due to the computation of singular values and vectors
inherited from LISA, we have developed a low-complexity version of both LISA and H-LISA
by exploiting the special structure of the channel matrices for mmWave channels according to
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the adopted geometric channel model, which does not require the computation of singular values
and vectors anymore.
The presented numerical results obtained by simulations demonstrate that the simple approx-
imation by the matrix with constant-modulus entries and the complexity reduction lead only to
a slight performance degradation such that both H-LISA and its low-complexity version show
excellent performance close to the fully digital version. In view of all numerical results, it can
be concluded that the proposed algorithms based on LISA are promising methods for hybrid
precoding in multiuser mmWave communication systems.
A couple of aspects have not been taken into account in this work and remain subject to further
research. First of all, the discussed methods would appropriate channel estimation techniques
to acquire the required channel state information (CSI) at the BS and the MSs, which is not
discussed in this manuscript. Futhermore, the proposed solutions in this work are purely based
on a single carrier perspective. The extension to wideband systems, e.g., multicarrier systems,
remains subject to future research, since simple extensions of narrowband hybrid beamforming
solutions are generally not trivial, due to the fixed nature of the analog beamformer for the entire
bandwidth.
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