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A Robust Continuous Time Fixed Lag Smoother for Nonlinear
Uncertain Systems
Obaid Ur Rehman and Ian R. Petersen,
Abstract— This paper presents a robust fixed lag smoother
for a class of nonlinear uncertain systems. A unified scheme,
which combines a nonlinear robust estimator with a stable fixed
lag smoother, is presented to improve the error covariance of
the estimation. The robust fixed lag smoother is based on the use
of Integral Quadratic Constraints and minimax LQG control.
The state estimator uses a copy of the system nonlinearity
in the estimator and combines an approximate model of the
delayed states to produce a smoothed signal. In order to see
the effectiveness of the method, it is applied to a quantum
optical phase estimation problem. Results show significant
improvement in the error covariance of the estimator using
fixed lag smoother in the presence of nonlinear uncertainty.
I. INTRODUCTION
The determination of estimate using past and future data
is termed a smoothing problem and has been extensively
studied in the literature [1], [2], [3]. It is proved in the early
literature that the smoothing process improves the estimation
of a Kalman-Bucy filter and thus may be used in variety
of applications. Fixed lag smoothing a smoothing technique
used where it is desired to calculate state estimate at a
fixed time lag δ behind the current measurement. That is,
a smoothed state estimate, xˆ(t|t + δ) is desired at time t,
given data up to time t+ δ. Such smoothers are very useful
in the applications where some delay or latency between
measurement and the estimation process can be tolerated.
The design of a continuous time fixed lag smoother with
optimum performance presents a significant challenge due to
the presence of delay which means that asymptotic stability
cannot be guaranteed. In order to solve instability issue
Chirarattananon and Anderson presented an approach in
[4] which can produce an asymptotically stable suboptimal
smoother under some conditions.
The suboptimal smoothing problem is a two-stage filtering
problem where a standard Kalman filter (Kalman-Bucy filter)
is first designed and then it is followed by a smoother which
produces smoothed estimates of the system [4]. However,
this scheme can be combined to form a unified scheme for
both filter and smoother design. Since a unified scheme can
be developed for a fixed lag smoother problem, a logical
extension of this problem is to replace the Kalman-Bucy
filter with a robust filter which gives robust performance in
the presence of uncertainty. In this paper, we present a unified
scheme which combines a nonlinear robust filter with fixed-
lag suboptimal smoother and produce an asymptotically
stable filter in the presence of nonlinear uncertainty. The
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nonlinear robust filter scheme used in this paper is similar
to the one presented in [5]. However, here we use the
infinite horizon case. This approach provides a systematic
methodology for constructing a robust nonlinear estimator
for a class of uncertain nonlinear systems using a copy
of the nonlinearity in the nonlinear estimator design. This
approach is based on the minimax LQG theory [6] and
uses Integral Quadratic Constraints (IQCs) to characterize
the nonlinearities in the system. This robust filter is very
useful and its effectiveness is revealed in its application to a
phase estimation problem for a quantum optical system. In
the phase estimation problem, the robust filter is required to
handle the measurement nonlinearity in an effective way and
simulation results show that the robust filter works better than
the standard Kalman filter. The design of a robust filter for
the optical system is presented in [7] and shows significant
advantage over a standard Kalman filter.
In this paper, we extend the work of [5] for the infinite
horizon case by including a fixed lag smoother similar to
the one used in [4] and apply the scheme to a quantum
optical phase estimation problem (see Fig. 1). The main
contributions of this paper are as follows:
• Design of an infinite horizon continuous time stable
robust fixed lag smoother for a nonlinear uncertain
system.
• Application of the scheme to an adaptive phase estima-
tion problem for a quantum optical system.
The paper is organized as follows. Section II presents a
description of the class of uncertain systems considered in
this paper. The development of a fixed lag smoother for
the system is presented in Section III. The relevant phase
estimation problem is solved in Section IV and the paper is
concluded in Section V.
II. SYSTEM DEFINITION
Let us consider a system on certain probability space
driven by the noise input W (·) as follows (see also [5]):
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Fig. 1: Nonlinear system with nonlinear fixed lag smoother.
dx(t) = Ax(t)dt + [
g∑
i=1
B¯1iµi(t) +
k∑
s=1
B1sξs(t)]dt
+B1dW (t); x(0) = x0,
w(t) = C0x(t);
ζ1(t) = C1,1x(t);
.
.
.
ζk(t) = C1,kx(t);
ν1(t) = C¯1,1x(t);
.
.
.
νg(t) = C¯1,gx(t);
dy(t) = C2x(t)dt + [
g∑
i=1
D¯21,iµi(t)
+
k∑
s=1
D21,sξs(t)]dt+D21dW (t); y(0) = 0,
(1)
where x(t) ∈ ℜn¯ is the state, w(t) ∈ ℜm is the estimated
output, ζ1(t) ∈ ℜh1 , · · · , ζk(t) ∈ ℜhk are the uncertainty
outputs, ν1(t) ∈ ℜh1 , · · · , νg(t) ∈ ℜ are the nonlinearity
outputs, ξ1(t) ∈ ℜr1 , · · · , ξk(t) ∈ ℜrk are the uncertainty
inputs, ν1(t) ∈ ℜ, · · · , νg(t) ∈ ℜ are nonlinearity inputs,
and y(t) ∈ ℜl is the measured output.
The nonlinearity inputs are related to the nonlinearity
outputs by the following nonlinear relations
µi(t) = ψi(νi(t)) ∀i = 1, 2, · · · , g, (2)
where the nonlinear functions ψi(·) are such that ψi(0) = 0
and satisfy the following global Lipschitz conditions:
|ψi(νi(t))− ψi(νi(t))|µi(t) ≤ βi|ν1 − ν2| (3)
for all ν1, ν2 and for all i = 1, 2, · · · , g. The uncertainty in
the system is described by the following Stochastic Integral
Quadratic Constraint.
E
∫ ∞
0
‖ξs(t)‖2dt ≤ E[
∫ ∞
0
‖ζs(t)‖2dt+ x(0)TSsx(0)].
(4)
Definition 1: An uncertainty is an admissible uncertainty
for the system (1), (2) if given any strong solution to the
system (1), (2) then for all s = 1, · · · , k and Ss are given
positive-definite matrices and ‖ · ‖ denotes the standard
Euclidean norm.
III. SUBOPTIMAL FIXED LAG SMOOTHER DESIGN
In this section, we present the development of a fixed
lag smoother for the system defined in (1). Let us define
the filtered state estimate xˆf (t|t) of x(t) and the fixed-lag
smoothed estimate xˆs as follows:
xˆf (t|t) = E[x(t)|y(τ), t0 ≥ τ < t]
xˆs(t|t+ δ) = E[x(t)|y(τ), t0 ≥ τ < t+ δ]
(5)
In order to delay the estimated signal an approximate model
for a delay δ is required to be augmented with the system (1).
The approximation of the delay by a linear finite dimensional
system is given as follows:
x˙a(t) = Faxa +Gaw(t)
wa(t) = Haxa + Jaw(t)
(6)
where xa(t) ∈ ℜna . Also, Fa, Ga, Ha and Ja are chosen
such that (6) approximates the actual delay operator and the
approximate system remains asymptotically stable (see [4]).
Let us combine (1) and (6) to form an augmented system
which represents a new system where signal w(t) is delayed
by δ.
dxp(t) = Apxp(t)dt + [
g∑
i=1
B¯p1iµi(t) +
k∑
s=1
Bp1sξs(t)]dt
+Bp1dW (t);
w(t) = Cp0xp(t);
ζ1(t) = Cp1,1xp(t);
.
.
.
ζk(t) = Cp1,kxp(t);
ν1(t) = C¯p1,1xp(t);
.
.
.
νg(t) = C¯p1,gxp(t);
dy(t) = Cp2xp(t)dt+ [
g∑
i=1
D¯21,iµi(t)
+
k∑
s=1
D21,sξs(t)]dt +D21dW (t); y(0) = 0,
(7)
where xp(t) ∈ ℜn (n = n¯+ na) and
Ap =
[
A 0
GaCo Fa
]
, xp(t) =
[
x(t)
xa(t)
]
,
B¯p1i =
[
B¯p1i
0
]
, B¯p1s =
[
B¯p1s
0
]
Bp1 =
[
Bp1
0
]
, Cp2 =
[
C2 0
]
, Cpo =
[
Co 0
]
Cp1,k =
[
C1,k 0
]
C¯p1,g =
[
C¯1,g 0
]
Note that measurement equation remains same. The delayed
signal wa(t) which is need to be estimated is written as
follows:
wa(t) = Caxd (8)
where Ca = [JaCo Ha]. The model (6) delays the signal
w(t) by amount of δ as follows:
wa(t+ δ) ≈ w(t), (9)
The optimum filtered estimate of wa(t + δ) is an approxi-
mation of the fixed-lag smoothed estimate of w(t); i.e.
wˆa(t+ δ) = wˆ(t|t+ δ) (10)
Note that the augmentation of the delay in (7) does not affect
the signal w(t) and the measurement y. This augmentation
is only an artifact to solve the smoothing problem under
consideration. The nonlinear dynamic state estimator with
smoother chosen for the system (7) is as follows:
dxˆ(t) = (Acxˆ(t) +
g∑
i=1
G¯ciµ˜i(t))dt
+Bcdy; xˆ(0) = xˆ0,
ν˜1(t) = K¯c1xˆ(t);
.
.
.
ν˜g(t) = K¯cgxˆ(t);
wˆ(t) = Ccxˆ(t),
(11)
where
µ˜i(t) = ψi(ν˜i(t)) for i = 1, 2, · · · , g. (12)
The nonlinear dynamic estimator (11) is designed such that
it provides an upper bound on the following cost functional:
J(wˆ(·)) = E[1
2
∫ ∞
0
‖wˆa(t|t+ δ)− wa(t)‖2dt
]
. (13)
The problem of smoothed state estimation is to use the
system (11) to find a state estimate for the system (7) by
considering the cost functional (13). This problem can be
transformed to a linear control problem for the system (7)
with repeated nonlinearities by using the following compact
form of the estimator (11).
dxˆp(t) = Acxˆp(t)dt+ B˜cdy˜(t),
u˜(t) = C˜cxˆp(t),
(14)
where
y˜(t)
△
=


y(t)
µ˜1(t)
.
.
.
µ˜g(t)

 ; u˜(t)
△
=


wˆ(t)
ν˜1(t)
.
.
.
ν˜g(t)

 ;
B˜c
△
=
[
Bc G¯c1 · · · G¯cg
]
; C˜c
△
=


Cc
K¯c1
.
.
.
K¯cg

 .
The main idea here is to characterize the repeated nonlin-
earities (2) and (12) by certain IQCs. The condition (3) for
both (2) and (12) imply that the following IQCs are satisfied
(see [5] for details):
E
∫ ∞
0
[µi(t)− µ˜i(t)]2dt
≤ E[
∫ ∞
0
β2i [νi − ν˜(t)]2dt+ x(0)TS1ix(0)],
(15)
E
∫ ∞
0
[µi(t)]
2dt
≤ E[
∫ ∞
0
β2i [νi]
2dt+ x(0)TS2ix(0)],
(16)
E
∫ ∞
0
[µ˜i(t)]
2dt
≤ E[
∫ ∞
0
β2i [ν˜(t)]
2dt+ x(0)TS3ix(0)]
(17)
for all i = 1, · · · , g. Here the S¯1i, S¯2i, S¯3i are any positive
definite matrices.
The system (7) can be written in a compact form as
follows:
dxp(t) = [Apxp(t) + B˜1ξ˜(t)]dt +Bp1dW (t);
w(t) = Cp0xp(t);
ζ˜(t) = C˜1xp(t) + D˜12u˜(t);
dy˜(t) = [C˜2xp(t) + D˜21ξ˜(t)]dt + D¯21dW (t),
(18)
where
ξ˜(t) =


ξ˜1(t)
.
.
.
ξ˜k+2g(t)

 △=


ξ1(t)
.
.
.
ξk(t)
µ1(t)
.
.
.
µg(t)
µ˜1(t)
.
.
.
µ˜g(t)


;
ζ˜(t) =


ζ˜1(t)
.
.
.
ζ˜k+2g(t)

 △=


ζ1(t)
.
.
.
ζk(t)
µ1(t)
.
.
.
µg(t)
ν˜1(t)
.
.
.
ν˜g(t)


;
B˜1 =
[
Bp1,1 · · · Bp1,k B¯p1,1 · · · B¯p1,g 0n×g
]
;
C˜1 =


Cp1,1
.
.
.
Cp1,k
C¯p1,1
.
.
.
C¯p1,g
0g×n


; D˜12 =


0h1×m 0h1×g
.
.
.
.
.
.
0hk×m 0hk×g
01×m 01×g
.
.
.
.
.
.
01×m 01×g
0g×m Ig×g


;
C˜2 =
[
Cp2
0g×n
]
; D¯21 =
[
D21
0g×(h+g) J21
]
;
D˜21 =
[
D21,1 · · · D21,k D¯21,1 · · · D¯21,g 0l×g
0g×r1 · · · 0g×rk 0g×1 · · · 0g×1 Ig×g
]
.
Also h =
∑k
i=1 hi, r =
∑k
i=1 ri, p = h+2g and J21 is any
suitable matrix satisfying J21 > 0. Considering these new
variables, the IQCs (4), (15), (16), and (17) can be written
as follows:
E
∫
∞
0
ξ˜
T (t)M˜(λ)ξ˜(t)dt ≤ E[
∫
∞
0
ζ˜
T (t)N˜ ζ˜(t) + x(0)T S˜ix(0)]
(19)
for all λ = [λ1 λ2, · · · , λk˜]T ∈ ℜk˜ where k˜ = k+3g. Also,
M˜(λ) =
∑k˜
i=1 = λiMi ≥ 0 and N˜(λ) =
∑k˜
i=1 = λiNi ≥
0 where Mi = mTi mi ≥ 0, Ni = nTi ni ≥ 0 and S˜i are
positive-definite matrices.
The constraint on the M˜(λ) is defined as follows:
λ ∈ Γ˜ : M˜(λ)−1 ≥ JJT ∀t, (20)
where Γ˜ = {λ ∈ ℜk˜ : λi ≥ 0 ∀iM˜(λ) > 0}.
Assumption 1: There exists a square matrix function J
such that we can write[
Bp1
D¯21
]
=
[
B˜1
D˜21
]
J. (21)
Assumption 2: There exist a constant d0 > 0 such that
D¯21D¯
T
21 = D˜21JJ
T D˜T21 ≥ d0I (22)
for all t.
Assumption 3: There exist a constant τ¯ > 0 such that the
following conditions hold:
1) The algebraic Riccati equation
(Ap − B˜1M˜(λ)−1D˜T21E−1λ C˜2)TY
+ Y (Ap − B˜1M˜(λ)−1D˜T21E−1λ C˜2)
− Y (C˜T2 E−1λ C˜2 −
1
τ¯
Rτ¯ ,λ)Y + B˜1M˜(λ)
−1B˜T1
− B˜1M˜(λ)−1D˜T21E−1λ D˜21M˜(λ)−1B˜T1 = 0
(23)
has a symmetric positive definite solution.
2) The algebraic Riccati equation
XAp +A
T
pX + (Rτ¯ ,λ − Γτ¯ ,λ)−1ΓTτ¯,λ
+
1
τ¯
XB˜1M˜(λ)
−1B˜T1 X = 0
(24)
has a symmetric nonnegative definite solution.
3) and
ρ(Y X) < τ¯ (25)
where ρ(·) denotes the spectral radius of a matrix and
Rτ¯ ,λ = C
T
p0Cp0 + τ¯ C˜
T
1 N˜(λ)C˜1,
Gτ¯ ,λ =
[
Im×m 0m×g
0g×m 0g×g
]
+ τ¯ D˜T12N˜(λ)D˜12,
Γτ¯ ,λ
△
= −[CTp0 0n×g] + τ¯ C˜T1 N˜(λ)D˜12.
Also, M˜(λ) =
∑k¯
i=1 λiMi ≥ 0 where λ =
[λ1 λ2 · · ·λk˜]T ∈ ℜk˜.
If all the given assumptions are satisfied then filter and
smoother gain are calculated as follows:
B˜c = (Y C˜
T
2 + B˜1M˜(λ)
−1D˜T21)E
−1
λ ; (26)
The gain B˜c consists of two components of gains. The first
component is the nonlinear robust filter gain of size n¯ × g
and other component is the smoother gain of size na × g.
The remaining parameters in (14) can be determined using
the following relations (see [6]):
Ac = A+
1
τ¯
Y Rτ¯ ,λ − (Y C˜T2 + B˜1M˜(λ)−1D˜T21)E−1λ C˜2
− 1
τ¯
Y Γτ¯ ,λG
−1
τ¯ ,λΓ
T
τ¯,λ(I −
1
τ¯
Y X)−1;
C˜c = −G−1τ¯ ,λΓTτ¯,λ[I −
1
τ¯
Y X ]−1.
(27)
The corresponding guaranteed cost bound is given by the
following relation.
Vτ¯ =
1
2
tr[Y Rτ¯ ,λ + (Y C˜
T
2 + B˜1M˜(λ)
−1D˜T21)E
−1
λ
× (C˜2Y + D˜21M˜(λ)−1B˜T1 )×X(I −
1
τ¯
Y X)−1].
(28)
A. Error covariance
Let us define the error covariance of the suboptimal
smoothed estimate as follows:
Psa(t|t+ δ) = E {[wˆa(t+ δ)− w(t)][wˆa(t+ δ)− w(t)]}
(29)
In order to find Psa(t|t + δ) it is required to write closed
loop system using (7) and (14). The uncertainty input can
be written as ξ˜ = ∆ζ˜ where |∆| ≤ 1.
dxp(t) = [Apxp(t) + B˜1[∆(C˜1xp(t) + D˜12u˜(t))]]dt
+Bp1dW (t);
(30)
dxp(t) = [(Ap + B˜1∆C˜1)xp(t) + B˜1∆D˜12C˜cxˆp]dt
+Bp1dW (t);
(31)
Also, (14) can be written as follows:
dxˆp(t) = [Acxˆp(t) + B˜c(C˜2xp(t) + D˜21ξ˜(t))]dt+ B˜cD¯21(t)]dW (t)
dxˆp(t) = [Acxˆp(t) + B˜cC˜2xp(t) + B˜cD˜21∆(C˜1xp(t)
+ D˜12C˜cxˆp(t))]dt+ B˜cD¯21(t)dW (t),
(32)
Fig. 2: Adaptive homodyne system with a robust nonlinear
filter.
and finally,
dxˆp = [(Ac + B˜cD˜21∆D˜12C˜c)xˆp
+ (B˜cC˜2 + B˜cD˜21∆C˜1)xp(t)]dt + B˜cD¯21(t)dW (t)
(33)
The augmented closed loop system is given below.
dX = AXdt+BdW, (34)
where
dX =
[
dxp(t)
dxˆp(t)
]
, X =
[
xp(t)
xˆp(t)
]
,
A =
[
Ap + B˜1∆C˜1 B˜1∆D˜12C˜c
B˜cC˜2 + B˜cD˜21∆C˜1 Ac + B˜cD˜21∆D˜12C˜c
]
,
B =
[
[Bp1 0]
B˜cD¯21
]
.
The error covariance (29) can be expanded to yield following
relation:
Psa(t|t+ δ) = [Cpo 0]P(t, t)[Cpo 0]′
− [0 Ca]P(t+ δ, t)[Cpo 0]′ − [Cpo 0]P(t+ δ, t)[0 Ca]′
+ [0 Ca]P(t+ δ, t+ δ)[0 Ca]
′,
(35)
where P(t, τ) = E[X(t)X(τ)] is the steady state error
covariance matrix which can be obtained by using following
Lyapunov equation for the stationary system:
AP(t, t) +P(t, t)A′ +BB′ = 0. (36)
Also, P(t+δ, t) = Φ(δ)P(t, t) and P(t+δ, t+δ) = P(t, t),
where Φ(δ) is transition matrix associated with (34):
Φ(δ) = eAδ. (37)
Fig. 3: Sector bound.
IV. EXAMPLE
In this section, the scheme developed above for the fixed
lag smoother is applied to a phase estimation problem for
a quantum optical system. This example is taken from [8]
where an adaptive homodyne technique is applied to estimate
the phase by linearizing the system. Later in another work
[9], it is shown that the error covariance of this phase
estimation error can be improved by using a linear robust
filter in the feedback loop (see Fig. 2). In our previous work
[10], we suggested a nonlinear robust filter, which shows
significant improvement over the linear filter. This is due
to the fact that a nonlinear uncertainty is present in the
measurement and a nonlinear robust filter effectively deals
with the nonlinearity in the system. Here, in this example,
we show that by using the unified scheme for nonlinear fixed
lag smoothing presented in Section III, the error covariance
improves significantly. The governing equation for this sys-
tem can be written in the form of a stochastic differential
equation as follows:
dφ(t) = −λφ(t)dt+√κdV (t). (38)
where dV (t) is a Wiener increment satisfying (dV )2 = dt.
The photon current for a continuous coherent input beam is
given by
I(t)dt = 2Re(αe−iΦ(t))dt+ dW (t), (39)
where Φ(t) = φˆ + pi/2 is the phase of the local oscillator,
and dW (t) is a Wiener increment independent of dV (t). The
homodyne photocurrent is given by the following relation:
I(t)dt = 2|α| sin[φ− φˆ(t)]dt + dW (t). (40)
A. Uncertainty Modelling
The measurement equation (40) of the optical system is a
nonlinear equation. However, we can approximate the model
(38), (40) with a linear system having a sector bounded
nonlinear uncertainty. Let us define µ1 := φ−u where u = φˆ
is the controller/estimator output and y = f(µ1). Hence, we
can write (40) using the following relation (see Fig. 3):
I(t)dt = 2α(f(µ1) + βµ1)dt+ dW (t), (41)
where β is the slope of the tangent on the curve at µ1 = 0.
Also,
I(t)dt = [2α(f(µ1) + 2αβ(φ(t) − u(t))]dt+ dW (t)
I(t) + 2αβu(t) = 2αf(µ1) + 2αβφ(t) +W (t)
(42)
and
y˜(t) = 2αf(µ1) + 2αβφ(t) +W (t)
y˜(t)
2αβ
= φ(t) +
f(µ1)
β
+
1
2αβ
W (t)
(43)
where y˜ = I(t) + 2αβu(t). Finally we can write a linear
system model with sector bounded uncertainty as follows:
φ˙ = −λφ(t)dt +√κv(t),
y¯(t) = φ(t) +
f(µ1)
β
+
1
2αβ
W (t),
(44)
where y¯(t) = y˜(t)2αβ We assume that the sector is defined by
the region γ (see Fig. 3)
γ =
1−m
2
,
where m is the slope of the lowest boundary of the sector.
Also, f2(µ1) ≤ γ2µ21.
Let us assume that f˜(µ1) = f(µ1)γ. Then (44) can be
written as
φ˙ = −λφ(t)dt+√κdv(t),
y¯(t) = φ(t) + γ
f˜(µ1)
β
+
1
2αβ
W (t).
(45)
B. Smoother design
The uncertainty model of the original system under con-
sideration in (45) can be written in the form (1) as follows:
dφ(t) = −λφ(t)d(t) + [0× f˜(µ1)(t)
+
√
κ∆1ζ1]dt+ [
√
κ 0]dW (t),
ν1(t) = γ2αφ(t),
ζ1 = 0× φ(t),
y¯(t) = φ(t) + 2αγ
f˜(µ1)
2αβ
+
1
2αβ
W (t),
(46)
where ∆1 represents the uncertainty in system parameters.
However, in this example, we only consider uncertainty in
measurment Therefore, ∆1 = 0. The measurement uncer-
tainty f˜(µ1) satisfies the IQC (4). A comparison of the above
model with (1) gives the following model parameters:
A = −λ, B¯11 = 0, B11 =
√
κ,B1 = [
√
κ 0 0],
C2 = 1, D¯21,1 =
1
2αβ
,
D21,1 = 0, D21 = [0
1
2αβ
], C¯1,1 = γ2α, C1,1 = 0,
g = 1, k = 1.
The values of the system parameters are given in Table I.
The augmented system model parameters in (7) using second
TABLE I: Parameters values for the optical system.
λ 9.14× 103 rad/s γ 0.4
κ 40000 rad/s α 1162 s−1
β 1
order Pade approximation of the delay δ = 3.1µ sec can be
obtained as follows:
Ap =

 −9.14× 10
3 0 0
2048 −1.94 × 106 −1.19× 106
0 1.048 × 106 0

 ,
Bp1 =

 200 00 0
0 0

 , Bp1i =

 2000
0

 , B¯p1i =

 00
0

 ,
Cp0 =

 10
0


T
, Cp1,1 =

 00
0


T
, C¯p1,1 =

 929.60
0


T
,
Cp2 =
[
1 0 0
]
.
(47)
Considering the above model parameters, the matrices
defined in (18) are given as follows:
B˜1 =

 200 0 00 0 0
0 0 0

 , C˜1 =

 0 0 0929.6 0 0
0 0 0

 ,
D˜12 =

 0 00 0
0 1

 , C˜2 =
[
1 0 0
0 0 0
]
, D˜21 = D¯21
D¯21 =
[
0 4× 10−4 0
0 0 1
]
, h = 1, r = 1, p = 3, k˜ = 4.
(48)
For the above definition of the model, assumptions (1) and
(2) are satisfied for J(t) = I and 0 < d0 ≤ 1. From the
definition of the IQC (19) we have
Mλ(λ) =

 λ1 0 00 λ2 + λ3 −λ2
0 −λ2 λ2 + λ4


and its inverse is given by
M−1 =


1
λ1
0 0
0 λ2+λ4
λ3λ4+λ2(λ3+λ4)
λ2
λ3λ4+λ2(λ3+λ4)
0 λ2
λ3λ4+λ2(λ3+λ4)
λ2+λ3
λ3λ4+λ2(λ3+λ4)

 .
The constraints on λi for i = 1, 2, 3, 4 due to (20) are given
below:
λ1 > 0, λ2 > 0, λ3 > 0, λ4 > 0, 0 < λ1 ≤ 1,
0 < λ2 + λ3 ≤ 1, 0 < λ2 + λ4 ≤ 1,
(1− λ2 − λ3)(1 − λ2 − λ4)− λ22 ≥ 0.
For the values of the parameters given in Table I, the
minimum value of the bound (28) obtained using an ‘Interior-
point’ numerical optimization method is Vτ = 0.15 at τ¯ =
1.13 × 10−6 and the values of the λi for i = 1, 2, 3, 4 are
obtained as follows:
λ1 = 0.9727, λ2 = 0.4831, λ3 = 0.0015, λ4 = 0.0014.
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Fig. 4: Error covariance with uncertainty variation.
The estimator parameters in (27) are calculated as follows:
Ac =

 −4.58× 10
5
−0.09 −7.14
1.93× 103 −1.93× 106 −1.19× 106
−550.1 1.0486 × 106 −0.01

 ,
B˜c =

 4.45 × 10
5
−190.97
120.98 −0.052
545.41 −0.233

 ,
C˜c =
[
1.02 4.21× 10−7 3.23× 10−5
944.68 3.9× 10−4 0.0299
]
.
(49)
C. Closed loop simulation
In this paper, simulations with both linear and nonlinear
uncertainties have been performed for ∆ varying from 0
to −1. The linear simulation gives an insight into the
behavior of the error covariance of the system with varying
uncertainty. Linear simulation also enables comparison of
the nonlinear guaranteed cost filter (NGCF) with the robust
smoother of this paper for different values of uncertainty.
Since the nature of the uncertainty in the given system is
actually nonlinear therefore, a Monte-Carlo simulation using
Simulink has also been performed for the closed loop system
and result is presented in the section.
D. Linear Simulation
A linear simulation with uncertainty has been performed
for the closed loop system with and without the smoother.
For this example, the matrix ∆ is defined as follows:
∆ =

 ∆1 0 00 ∆2 0
0 0 ∆2

 , (50)
where ∆2 represents the uncertainty in measurements. Error
covariance for the system with smoother is calculated using
(35). Solid blue line in Fig. 4 represents the error covariance
of the nonlinear guaranteed cost filter (NGCF) and red bro-
ken line represents the error covariance of robust smoother.
Also, ∆2 = 0 means zero uncertainty and ∆2 = −1
represents maximum uncertainty for which the estimator
has been designed; i.e. γ = 0.4. It is obvious that as
the uncertainty increases, the error covariance increases for
both filter and smoother. However the error covariance of
smoother is much less than the NGCF and also less sensitive
to the uncertainty.
Remark 1: The uncertainty region lies below the nominal
value of β = 1 (see Fig. 3). Therefore ∆2 can only vary
between 0 and −1.
E. Nonlinear simulation
Since the original model of the system is nonlinear, a
nonlinear simulation has also been performed. A nonlinear
Monte-Carlo simulation has been performed by collecting
error samples during 50, 000 runs using Simulink. The
nonlinear uncertainty is of the form sin(φ)−φ. The samples
have been collected by running the simulation for a fixed
time interval of 1 msec with sample time of 0.01 µ sec and
with randomly generated noise signals. The error signal is
collected at the end of the simulation. The error covariance
for the simulation with the robust smoother is found to
be 0.0605. In the case of nonlinear uncertainty a similar
simulation with the NGCF in the feedback loop yields an
error covariance of 0.1031 which is 41% larger than the error
covariance obtained using the robust smoother.
V. CONCLUSION
In this paper the problem of nonlinear robust fixed lag
smoothing has been considered for an uncertain system.
The scheme proposed in this paper extends the design of
a nonlinear guaranteed cost filter by using a continuous time
fixed lag smoother. The scheme uses an uncertainty model
for the system and provides a nonlinear robust smoother by
considering a copy of nonlinear uncertainty in the estima-
tor/smoother. The scheme is applied to a phase estimation
problem of a quantum optical system. Simulation results with
both linear and nonlinear simulations show that the robust
smoother scheme improves the error covariance significantly
and works better than the corresponding robust filter. Further
research will be directed toward implementing the scheme on
real hardware and performing experiments.
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