Abstract Using time dependent Lyapunov functions, we prove pointwise upper bounds for the heat kernels of some nonautonomous Kolmogorov operators with possibly unbounded drift and diffusion coefficients and a possibly unbounded potential term.
introduction
We consider nonautonomous evolution equations
∂ t u(t, x) = A (t)u(t, x), (t, x)
where the time dependent operators A (t) are defined on smooth functions ϕ by We write A 0 (t) for the operator A (t)+V(t). Throughout this article, we will always assume that the following hypothesis on the coefficients are satisfied. We summarize Hypothesis 1(4)- (5) saying that Z (resp. Z 0 ) is a Lyapunov function for the operators A and η∆ + F · ∇ x − V (resp. for the operators A 0 and η∆ + F · ∇ x ).
Hypothesis 1 The coefficients q i j
Clearly, 5 implies 4. However, for applications it will be important to differentiate between Z and Z 0 .
The previous assumptions guarantee that, for any f ∈ C b (R d ), the Cauchy problem (1) admits a unique solution u ∈ C b ( 
Moreover, there exists an evolution family (G(t, s)) (t,s)∈D ⊂ L (C b (R d )), where D = {(t, s) ∈ [0, 1] 2 : t ≥ s}, which governs Equation (1), i.e., u(t, x) = (G(t, s) f )(x). Here and throughout the paper, the index "b" stands for boundedness.
By [2, Proposition 3 
.1], the operators G(t, s) are given by Green kernels g(t, s, ·, ·), i.e., we have G(t, s) f (x) =
Our aim is to prove estimates for the Green kernel g. Similar results as we present here have been obtained in [10, 11, 12, 13] for autonomous equations without potential term. The case of autonomous equations with potential term was treated in [1, 8, 9] . Recently, generalizing techniques from [4] to the parabolic situation, the authors of the present article extended these results also to nonautonomous equations and, even more importantly, allowed also unbounded diffusion coefficients, see [7] . In this article, we extend the results of [7] to also allow potential terms in the equation.
Applying our main abstract result (Theorem 6) in a concrete situation, we obtain the following result. In its formulation, for s ≥ 0, we use the notation |x| s * to denote a smooth version of the s-th power of the absolute value function, i.e., |x| s * = |x| s whenever |x| ≥ 1 and the map x → |x| s * is twice continuously differentiable in R d . This is done to meet the differentiability requirement in Hypothesis 1(1), 3 and 5 and also later differentiability requirements. If s = 0 or s > 1 we can choose |x| s * = |x| s for any x ∈ R d as this is already twice continuously differentiable. Theorem 2. Let k > d + 2, m, r ≥ 0 and p > 1 be given with p > m − 1 and r > m − 2. We consider the (time independent) operator A (t) ≡ A , defined on smooth functions ϕ by
Then we have the following estimates for the associated Green kernel g: 
Here, C is a positive constant.
These bounds should be compared to the ones in [1, Example 3.3] , where the case m = 0 was considered. We would like to note that in Theorem 2 we have restricted ourselves to the autonomous situation so that one can compare the results with those in [1] . Genuinely nonautonomous examples can easily be constructed along the lines of [7, Section 5] .
Time dependent Lyapunov functions
In this section we introduce time dependent Lyapunov functions and prove that they are integrable with respect to the measures g t,s (x, dy) := g(t, s, x, y)dy, where g(t, s, ·, ·) is the Green kernel associated to the evolution operator G(t, s), see (2) , and
To do so, it is important to have information about the derivative of G(t, s) f with respect to s. We have the following result, taken from [2, Lemma 3.4] . Here and in the rest of the paper, the index "c" stands for compactly supported. 
We note that in the case where V ≡ 0 part (2) 
Consequently, for such a function ϕ we have that
As a consequence of formula (4) and [3, Corollary 3 .11] we get the following result. We now introduce time dependent Lyapunov functions.
and
on R d , for every s ∈ (0,t).
Sometimes, we will say that W is a time dependent Lyapunov function with respect to h to emphasize the dependence on h. 
It thus follows immediately from domination that W (s) is integrable with respect to g t,s (x, dy).
We now fix a sequence of functions
For a positive constant function, we have by Lemma 1(2) that
Combining this with Equation (4), it follows that
for any x ∈ R d , since G(t, s) preserves positivity and the condition ψ ′′ n ≤ 0 implies that yψ ′ n (y) − ψ n (y) ≤ 0 for any y ≥ 0.
We next want to let r ↑ t. We fix an increasing sequence (r k ) ⊂ (s,t), converging to t as k → ∞. By monotone convergence, we clearly have
where
denotes the open ball centered at 0 with radius R, and the right-hand side of (10) converges to zero as R → ∞. Hence, the set of measures
Taking into account that W n (r k ) is uniformly bounded and converges locally uniformly to W n (t) as k → ∞, it is easy to see that
Thus, letting r ↑ t in (9), we find that
Since each operator G(t, σ ) preserves positivity, we can use monotone convergence to let n → ∞ in (11), obtaining
This inequality yields (7). Indeed, the function Φ, defined by
is continuous on [s,t] and increasing since its weak derivative is nonnegative by (12) . Hence Φ(s) ≤ Φ(t), from which (7) follows at once if we take again (12) into account. ⊓ ⊔ Let us illustrate this in the situation of Theorem 2.
Proposition 2. Consider the (time independent) operator A (t) ≡ A , defined by
where m, r ≥ 0 and p > 1. Moreover, assume one of the following situations: Proof. In the computations below, we assume that |x| ≥ 1 so that |x| s * = |x| s for s ≥ 0. At the cost of slightly larger constants, these estimates can be extended to all of R d . We omit the details which can be obtained as in the proof of [7, Lemma 5.2] (1) By direct computations, we see that
The highest power of |x| appearing in the first term is |x| m+2β −2 which, in case (i) is exactly |x| p−1+β , in case (ii) it is exactly |x| r . In both cases, the highest power in the square brackets has a negative coefficient in front, namely δ β − 1. Thus lim |x|→∞ A Z(x) = −∞. It now follows from the continuity of (2) is immediate from the definition of W so that it only remains to verify condition (3) .
A computation shows that
where in the last inequality we took into account that εβ (t − s) α < 1.
To further estimate ∂ s W (s) − A W (s), we first assume that β + m − 2 ≥ 0. This condition is satisfied under condition (i) and also under condition (ii) provided that m + r > 2. We set C := (δ − ε)β 2 /α − 1 β +m−2 and distinguish two cases.
In this case (δ − ε)β 2 (t − s)|x| β +m−2 ≥ α so that the first summand in (14) is nonnegative. Replacing C with a larger constant if necessary, we can -as in the proof of part (1) -ensure that also the second summand is positive so that overall ∂ s W (s) − A W (s) ≥ 0 in this case.
In this case, we start again from Estimate (13) . We drop the terms involving −|x| p−1+β and |x| r and, using that |x| ≥ 1, estimate further as follows:
Note that h ∈ L 1 (0,t) since α − 1 − β m+β −2 > −1 by assumption. Suppose now that m + β − 2 ≤ 0, so that |x| m+β −2 ≤ 1 for |x| ≥ 1. Taking again into account that εβ (t − s) α < 1 and dropping the term involving |x| r , we derive from (13) that
for any |x| ≥ 1. We can now argue as above taking C = (α + 2β )/β 1 p−1 and distinguishing the cases |x| ≥ C(t − s)
for any s ∈ (0,t), |x| ≥ 1, and h ∈ L 1 ((0,t)) due to the condition on α.
We have thus proved (5) 
where g is the Green kernel associated with A , and
We also make an additional assumption about the parabolic equation governed by the operators A 0 without potential term. Hypothesis 1(5) guarantees that the Cauchy problem (1) with A being replaced by A 0 admits a unique solution u ∈ C b (Q(s, 1)) ∩ C 1,2 (Q(s, 1)) for any f ∈ C b (R d ). The associated evolution operator admits a Green kernel which we denote by g 0 . In the following lemma, we will deal with the space H p,1 (Q(a, b) ) of all functions in W (Q(a, b) )) ′ , where 1/p + 1/p ′ = 1. We refer the reader to [5, 10] for more details on these spaces. Here, we just prove the following result which is crucial in the proof of Theorem 4 (cf. [10, Lemma 7.2]). (Q(a, b) ) and locally uniformly in Q(a, b), and ∂ t u n converges to ∂ t u weakly * in (W 0,1
smooth functions such that u n tends to u in W
Proof. We split the proof in two steps: first we prove the statement with Q(a, b) being replaced with R d+1 and, then, using this result we complete the proof.
Step 1. Let ϑ ∈ C ∞ c (R) be a smooth function such that ϑ ≡ 1 in (−1, 1) and ϑ ≡ 0 in R \ (−2, 2). For any σ > 0, any t ∈ R and any x ∈ R d , set ϑ σ (t, x) = ϑ (|t|/σ )ϑ (|x|/σ ). Next, we define the function u n ∈ C ∞ c (R d+1 ) by setting
for any (t, x) ∈ R d+1 and any n ∈ N. Clearly, u n converges to u in W 0,1 p (R d+1 ) and locally uniformly in R d+1 .
Let us fix a function ψ ∈ W 0,1
Applying the Fubini-Tonelli theorem and taking into account that ϑ 1/n (r, z) = ϑ 1/n (−r, −z) for any (r, z) ∈ R d+1 , we easily deduce that ∂ t u n , ψ = ∂ t u, ψ n for any n ∈ N, where ψ n = n d+1 ϑ 1/n ⋆ (ϑ n ψ) and ·, · denotes the duality pairing of W 0,1
Step 2. Let us now consider the general case. We extend
, by symmetry, first with respect to t = b and then with respect to t = a. The so obtained function v belongs to 
′ . To that end fix ϕ ∈ C ∞ c (Q(3a − 2b, 2b − a)) and observe that
where the function , b) ) and denote by ϕ the null extension of ϕ to the whole of R d+1 . Clearly, ϕ belongs to W 0,1 
This completes the proof. ⊓ ⊔ Lemma 4. Let 0 ≤ a < b < t and x ∈ R d . Moreover, assume that g 0 (t, ·, x, ·) ∈ L ∞ (Q(a, b) ). Then, g(t, ·, x, ·) ∈ C b (Q(a, b) ). Moreover, if for some q > 1 we have Γ 1 (q, x, a, b) < ∞ and Γ 2 (q, x, a, b) ,b) ) for all p ∈ (1, q) and any a <ã <b < b.
Proof. By the maximum principle, g(t, ·, x, ·) ≤ g 0 (t, ·, x, ·) almost surely. Hence, (Q(a, b) ). The continuity of the function g(t, ·, x, ·) follows from Lemma 2. To infer that g(t, ·, x, ·) belongs to H p,1 (Q(ã,b) ), for anyã andb as in the statement of the lemma, we want to use [10, Lemma 3.2] (see also [7, Lemma 3.2] for the nonautonomous situation). We note that the proof of that lemma remains valid for operators with potential term, provided that both Γ 1 (q, x, a, b) < ∞ and
We next establish the kernel estimates. To that end, we use time-dependent Lyapunov functions. We make the following assumptions. 
Hypothesis 3 Fix
Having fixed t and x, we write ρ(s, y) := g(t, s, x, y) to simplify notation. We can now prove the main result of this section. 
Proof. We first assume that the weight function w, along with its first order partial derivatives is bounded. It follows from Hypothesis 3(2)(i) and (vi) that
as a consequence of Proposition 1. Moreover, using Hypothesis 3(2)(vii) instead, it follows that
We thus infer from Lemma 4 that
We writeρ := ϑ k 2 ρ and note that wρ ∈ H p,1 (Q (a 1 , b 1 ) ) for all p ∈ (1, k 2 ), since w and its derivatives are bounded. Thus with some standard computations involving integration by parts we derive from (17) that 1 , b 1 ) ). We now want to apply [7, Theorem 3.7] to the function u = wρ and infer that there exists a constant C, depending only on η, d and k (but not on Q ∞ ), such that
where for p ∈ [1, ∞) we denote by f p the usual L p -norm of the function f :
Note that a major tool in the proof of that theorem is the formula 
However, formula (19) is satisfied also in the case p ≤ d + 2, which is our situation, if we additionally assume that v ∈ C b (Q(a 1 , b 1 )) (which follows from Lemma 4). Its proof can be obtained arguing as in [7, Lemma 3.6] taking Lemma 3 into account, with slight and straightforward changes. Once formula (19) is established, the proof of (18) follows the same lines as in [7, Theorem 3.7] with no changes.
We now estimate the terms in the right-hand side of (18), using part (2) of Hypothesis 3. We have 
Let us write
M k := b 1 a 1 ζ W k (s, x) ds andM := sup s∈(a 1 ,b 1 ) ζ 1 (s, x
The case of general diffusion coefficients
We now remove the additional boundedness assumption imposed in Section 3. We do this by approximating general diffusion coefficients with bounded ones, taking advantage of the fact that the constant C 1 obtained in Theorem 4 does not depend on the supremum norm of the diffusion coefficients. More precisely, we approximate the diffusion matrix Q as follows. Given a function ϕ ∈ C ∞ c (R) such that ϕ ≡ 1 in
where δ i j is the Kronecker delta, and define the operators A n (s) by
We collect some properties of the approximating operators, omitting the easy proof. It follows that the parabolic equation (1) with A replaced with A n is wellposed and the solution is given through an evolution family (G n (r, s)) 0≤s≤r≤t . Moreover, for s < r the operator G n (r, s) is given by a Green kernel g n (r, s, ·, ·). We write A 0 n := A n + V and denote the Green kernel associated to the operators A 0 n by g 0 n . We make the following assumptions. , b) ). In order to prove kernel estimates for the Green kernel g, we apply Theorem 4 to the operators A n and then let n → ∞. To do so, we have to show that the operators A n satisfy Hypothesis 3. Proof. Since part (1) is obvious and part (3) follows directly from part (3) in Hypothesis 5, we only need to check part (2) of Hypothesis 3. Here, the estimates (i), (iv), (vi) and (vii) are obvious, as they do not depend on the diffusion coefficients. Let us next note that
Lemma 5. Each operator
This gives (ii) for Q n . As for (iii), we have
It remains to check (v). We note that
As |tϕ ′ (t)| ≤ 2, it follows that
This finishes the proof. ⊓ ⊔
We shall need the following convergence result for the Green kernels. 
where |B(0, R)| denotes the Lebesgue measure of the ball B(0, R). We first note that, as a consequence of Equation (8) (which is also valid if G is replaced with G n since Z is also a Lyapunov function for A n ), the integrals R d Z(y)g n (t, s, x, y) dy are uniformly bounded. Arguing as in the proof of (10), it is easy to check that the measures {g n (t, s, x, y) dy : s ∈ [0,t]} are tight. Therefore, the last two terms in (23) can be bounded by any given ε > 0 if R is chosen large enough. Since ρ n → ρ locally uniformly, given R, also the first term in (23) can be bounded by ε if n is large enough. Thus, altogether ζ j,n → ζ j uniformly on [a 0 , b 0 ]. This finishes the proof. ⊓ ⊔
Proof of Theorem 2
Let us come back to the example from Theorem 2. We start by observing that the same computations as in the proof of Proposition 2 show that the function Z 0 (x) = exp(δ |x| p+1−m *
) is a Lyapunov function for both the operators A 0 and η∆ x − F · ∇ x . To obtain estimates for the Green kernel associated with the operator A , we want to apply Theorem 6. We assume that we are in the situation of Proposition 2 and pick 0 < ε 0 < ε 1 < ε 2 < δ , where δ < 1/β , and α > Let us check the conditions of Theorem 6. As a consequence of Proposition 2, W 1 and W 2 are time dependent Lyapunov functions which obviously satisfy W 1 ≤ W 2 ≤ Z 1−σ for suitable σ , where Z(y) := exp(δ |y| β * ). We have to verify that with this choice of w,W 1 and W 2 Hypothesis 5 is satisfied. As before, we make only computations assuming that |x| ≥ 1, omitting the details concerning the neighborhood of the origin.
We now fix arbitrary a 0 , b 0 ∈ (0,t) with a 0 < b 0 . Note that w(s, y) −2 ∂ s w(s, y) = −ε 0 α(t − s) α−1 |y| β e −ε 0 (t−s) α |y| β . This is clearly bounded. Similarly, one sees that w −2 ∇ y w is bounded.
Let us now turn to part (2) To bound this expression, we note that for τ, γ, z > 0, we have
Thus, the right-hand side of (24) can be estimated by a constant times (t − s)
Therefore, if p ≥ if r + m ≤ 2, where, again, C is a positive constant independent of t and s. This finishes the proof of Theorem 2.
