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Resumen
Este trabajo de fin de grado presenta un controlador de corriente aplicado a con-
vertidores de electro´nica de potencia trifa´sicos en fuente de tensio´n (VSC, voltage source
converter) conectados a la red ele´ctrica realizado con la teor´ıa de cuantitativa de reali-
mentacio´n, QFT. Esta te´cnica permite realizar controladores robustos maximizando las
prestaciones de los mismos, aunque esta orientada al seguimiento de sen˜ales constantes
(DC), en este trabajado se ha aplicado a referencias sinusoidales (AC). Los resultados
obtenidos tanto en simulacio´n como en las pruebas realizadas sobre un convertidor real
han sido satisfactorios.
Palabras clave: QFT, Control VSC trifa´sicos, Control AC, Resonador, Filtro L.
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Abstract
This project presents the design of the current control loop of a three-phase, voltage
source power electronic converter (VSC) connected to the grid by applying the Quantita-
tive Feedback Theory. This technique allows us to do robust controllers maximizing their
perfomance for a certain previously known uncertainty. In this work it has been designed
to achieve sine-wave reference tracking. The achieved simulation and experimental results
verify the theoretical development.
Keywords: QFT, three-phases Control VSC , Control AC, Resonator, Filter L.
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Resumen Extendido
Este trabajo de fin de grado presenta un controlador de corriente aplicado a con-
vertidores de electro´nica de potencia trifa´sicos conectados a la red ele´ctrica realizado con
la teor´ıa de cuantitativa de realimentacio´n, QFT. El tipo de convertidor electro´nico de
potencia que se considerara´ en este trabajo seguira´ la topolog´ıa Voltage-Source Converter
trifa´sico con filtro L.
Se utilizara un modelo VSC promediado y linealizado para poder aplicar el desarrollo
de Laplace y por lo tanto poder utilizar la te´cnica de disen˜o QFT.
Pra´cticamente todos los componentes electro´nicos (resistencias, inductancias, con-
densadores...) tienen una incertidumbre en su valor debida a la variacio´n de la tempe-
ratura y otros aspectos, a su vez la impedancia equivalente de linea de la red tiene una
incertidumbre importante asociada que se traslada a una incertidumbre en la inductancia
equivalente de linea. Esta variabilidad puede llegar a inestabilizar el controlador y es por
ello que es necesario realizar un control robusto. Sin embargo, la te´cnica QFT, debido a
sus particularidades, permite hacer un controlador robusto pero de mejores caracter´ısticas
que el resultante de otras te´cnicas cla´sicas y modernas. Adicionalmente ofrece ventajas de
cara´cter pra´ctico, como la posibilidad de controlar plantas sin modelo expl´ıcito.
La te´cnica QFT ha estado tradicionalmente ligada al control de referencias constan-
tes, aqu´ı se propone utilizarla para seguir referencias sinusoidales.
En este tipo de aplicacio´n trabajar con especificaciones DC significa tener que hacer
una transformacio´n a ejes estacionarios dq de las variables a tratar, pero existen varias
limitaciones en este sistema de referencia. Por ejemplo, si la red no esta balanceada,
aparecen armo´nicos dif´ıcilmente filtrables en edq.
Por otro lado, trabajar con especificaciones AC significa tener que hacer una trans-
formacio´n a ejes estacionarios αβ con las ventajas que ello supone, como poder realizar
el control teniendo tanto secuencia negativa en la red (eacb) como positiva (eabc), adema´s
al no existir acoplamiento entre canales si la red no esta balanceada lo u´nico que se ve
modificada es la amplitud y desfase de las sen˜ales red, eαβ , pero no aparecen armo´nicos
indeseados . Es por ello que, sera necesario traspasar las especificaciones de DC a AC.
Los resultados obtenidos tanto en simulacio´n como en las pruebas realizadas so-
bre un convertidor real han sido muy satisfactorios. El controlador tiene un tiempo de
establecimiento que ronda un cuarto del periodo de red (60Hz) en el peor de los casos.
Palabras clave: QFT, Control VSC trifa´sicos, Control AC, Resonador, Filtro L.
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Lista de acro´nimos
QFT Quantitative Feedback Theory
MF Margen de fase
MG Margen de ganancia
FT Funcio´n de transferencia
TFG Trabajo de fin de grado
DC Corriente continua
AC Corriente alterna
VSC Voltage-Source Converter
NC Carta de Nichols
PLL Phase-locked loop
ZOH Manetenedor de orden cero
VVEE Variables de estado
DSP Procesador digital de sen˜ales
FPGA Field Programmable Gate Array
PCC Punto de conexio´n comu´n
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Lista de s´ımbolos
L(s) Funcio´n en lazo abierto en el dominio s
H(s) Funcio´n de realimentacio´n en el dominio s
S(s) Funcio´n de sensibilidad en el dominio s
Si(s) Funcio´n de sensibilidad de perturbacio´n en el dominio s
T (s) Funcio´n de sensibilidad complementaria en el dominio s
P (s) Planta en el dominio s
C(s) Controlador gene´rico en el dominio s
F (s) Prefiltro en el dominio s
U Entrada de nuestro sistema
D Perturbacio´n a la entrada de la planta
D1 Perturbacio´n a la salida de la planta
BS(s) Contornos de estabilidad
BD(s) Contornos de respuesta ante una perturbacio´n
BR(s) Contornos de tracking
BO(s) Contornos resultante de la composicio´n
Y Salida de la planta
Ref Referencia, entrada del prefiltro
wp Frecuencia de cruce de fase
wc Frecuencia de cruce de ganancia o cross-over
ts Tiempo de establecimiento
ξ Coeficiente de amortiguamiento
Mp Ma´ximo sobreimpulso ante un escalo´n unitario
< Parte real
L Transformada de Laplace
< Parte real
fsw Frecuencia de conmutacio´n
fs Frecuencia de muestreo
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Cap´ıtulo 1
Introduccio´n
1.1. Introduccio´n
La generacio´n de electricidad mediante energ´ıas renovables ha experimentado un as-
censo exponencial en estos u´ltimos an˜os, por la falta de sensibilidad con el medioambiente
y la escasez de materias primas para generar electricidad mediante me´todos tradicionales
como los combustibles fo´siles o nucleares. Segu´n fuentes oficiales [CIE, ] en Espan˜a la
potencia instalada en energ´ıa eo´lica ha pasado de 10.028 MW en el an˜o 2005 a 22.796
MW en el an˜o 2013 mientras que la potencia instalada en energ´ıa solar fotovoltaica ha
pasado de 58 MW en el an˜o 2005 a 4.517 MW en el an˜o 2012 tal y como se puede ver
en la Fig. 1.1 . La implantacio´n y desarrollo del resto de energ´ıas renovables tambie´n ha
aumentado significativamente en estos u´ltimos an˜os.
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Figura 1.1: Aumento en la potencia instalada en MW de sistemas eo´licos y solares
fotovoltaicos en Espan˜a entre el an˜o 2005 y 2012 segu´n el Centro de Investigaciones
Energe´ticas, Medioambientales y Tecnolo´gicas, CIEMAT.
Una de las partes fundamentales de los sistemas de generacio´n mediante energ´ıas
renovables anteriormente citados son los convertidores de electro´nica de potencia, tanto
su control como la electro´nica que se llevan asociada. Pero su aplicacio´n no solo se que-
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da en este a´mbito, si no que tambie´n se utilizan en fuentes de alimentacio´n, inversores,
rectificadores o en el control de motores ele´ctricos, entre otras.
Teniendo en cuenta esta situacio´n energe´tica y potencial tanto industrial como eco-
no´mico de los convertidores de potencia, es necesario seguir investigando en su control.
1.2. Planteamiento
Este trabajo de fin de grado presenta una propuesta de proyecto de investigacio´n
orientada al control de convertidores de electro´nica de potencia trifa´sicos conectados a
la red ele´ctrica. El tipo de convertidor electro´nico de potencia que se considerara´ en
este trabajo seguira´ la topolog´ıa Voltage-Source Converter (Fig. 1.2), en adelante VSC,
trifa´sicos [Mohan and Undeland, 2007].
+
+
+
Red eléctrica
Figura 1.2: Convertidor VSC trifa´sico.
Ma´s espec´ıficamente se realizara el control de corriente de este tipo de convertidores
utilizando la teor´ıa cuantitativa de realimentacio´n (QFT) [Horowitz, 1982] [Sidi, 2001]
y as´ı poder explorar las capacidades que esta ofrece. Esta topolog´ıa tiene las siguientes
caracter´ısticas:
Control bidireccional: La energ´ıa puede fluir del lado DC al lado AC o viceversa. Si
se asocian dos convertidores VSC se obtiene una topolog´ıa back-to-back, es decir,
un covertidor AC-AC.
Se puede controlar la potencia activa y reactiva inyectada o consumida por la red.
Es posible configurar el factor de potencia.
El diagrama general de control de este tipo de problemas se muestra en la Fig. 1.3,
aunque este TFG esta orientado a crear un control de corriente como ya se ha adelantado
anteriormente.
Una de las cuestiones ma´s importantes, es elegir el tipo de filtro que se conecta a
la red (Fig.1.3) pues con el se atenu´an en mayor o menor medida y mayor o menor coste
econo´mico los efectos producidos por conmutacio´n PWM. En este caso, se ha utilizado un
filtro L puesto que es sencillo y con un coste elevado se pueden obtener buenos resultados.
Existen otro tipo de filtros como el LCL o LC con sus ventajas e inconvenientes.
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Figura 1.3: Diagrama general de control de un VSC conectado a la red.
Se utilizara un modelo VSC promediado y linealizado para poder aplicar el desarrollo
de Laplace y por lo tanto poder utilizar la te´cnica de disen˜o QFT.
Pra´cticamente todos los componentes electro´nicos (resistencias, inductancias, con-
densadores...) tienen una incertidumbre en su valor debida a la variacio´n de la tempe-
ratura y otros aspectos, a su vez la impedancia equivalente de linea de la red tiene una
incertidumbre importante asociada que se traslada a una incertidumbre en la inductancia
equivalente de linea. Esta variabilidad puede llegar a inestabilizar el controlador y es por
ello que es necesario realizar un control robusto. Sin embargo, la te´cnica QFT, debido
a sus particularidades, permite hacer un controlador robusto pero de mejores
caracter´ısticas que el resultante de otras te´cnicas cla´sicas y modernas. Adicional-
mente ofrece ventajas de cara´cter pra´ctico, como la posibilidad de controlar plantas sin
modelo expl´ıcito.
La te´cnica QFT ha estado tradicionalmente ligada al control de referencias constan-
tes, aqu´ı se propone utilizarla para seguir referencias sinusoidales.
En este tipo de aplicacio´n trabajar con especificaciones DC significa tener que hacer
una transformacio´n a ejes estacionarios dq [Krause et al., 2013] de las variables a tratar,
pero existen varias limitaciones en este sistema de referencia. Por ejemplo, si la red no
esta balanceada, aparecen armo´nicos dif´ıcilmente filtrables en edq.
Por otro lado, trabajar con especificaciones AC significa tener que hacer una trans-
formacio´n a ejes estacionarios αβ con las ventajas que ello supone, como poder realizar
el control teniendo tanto secuencia negativa en la red (eacb) como positiva (eabc), adema´s
al no existir acoplamiento entre canales si la red no esta balanceada lo u´nico que se ve
modificada es la amplitud y desfase de las sen˜ales red, eαβ , pero no aparecen armo´nicos
indeseados . Es por ello que, sera necesario traspasar las especificaciones de DC a AC.
Otro de los problemas que se encuentran es la implimentacio´n del controlador sobre
un convertidor real. Es por ello que es necesario realizar el controlador en tiempo discreto
para as´ı poderlo programar en una plataforma FPGA-DSP que sera´ la encargada de
actuar, generando la sen˜al PWM del convertidor.
1.3. Objetivos
Los objetivos de este trabajo de fin de grado son, esencialmente, los siguientes:
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1. Realizar un disen˜o sobre una planta real basado en la herramienta QFT y por lo
tanto validar dicha herramienta sobre plantas con incertidumbre en sus para´metros.
2. Profundizar en el funcionamiento de los convertidores (VSC) conectados a la red
ele´ctrica.
3. Obtener una visio´n ma´s profunda en el campo del disen˜o de controladores, basado
en el conformado de lazo, sensibilidad y sensibilidad complementaria.
4. Realizar un disen˜o basado en referencias, perturbaciones AC y no DC y por lo tanto
validar esta te´cnica para un control AC.
1.4. Organizacio´n de la memoria
Este proyecto se organiza en las siguientes partes:
Memoria: Se trata de la parte fundamental de este trabajo y consta de los siguientes
cap´ıtulos:
 Cap´ıtulo 1: Introduccio´n. En este cap´ıtulo se exponen los objetivos y plan-
teamiento del problema abordado.
 Cap´ıtulo 2: Estudio teo´rico. En este cap´ıtulo se realiza el estudio dina´mico
de la planta, de la te´cnica QFT y de la especificaciones para referencias AC.
 Cap´ıtulo 3: Disen˜o del controlador en tiempo discreto. En este cap´ıtulo se
realiza el desarrollo fundamental del proyecto, definiendo las especificaciones
sobre la planta, analizando la planta controlada y no controlada y otros aspectos
de intere´s.
 Cap´ıtulo 4: Verificacio´n del controlador. En este cap´ıtulo se exponen los re-
sultados obtenidos, tanto en simulacio´n como en la planta real que se deriven.
 Cap´ıtulo 5: Conclusiones y l´ıneas futuras. En este cap´ıtulo se exponen las
conclusiones de este trabajo as´ı como las posibles l´ıneas futuras que se plantean
a partir del mismo.
Presupuesto: En este cap´ıtulo se desarrolla el presupuesto tanto material como
inmaterial del proyecto.
Anexos: En este cap´ıtulo se exponen los diferentes co´digos y funciones de intere´s
utilizadas.
Bibliograf´ıa: En este cap´ıtulo se citan las fuentes bibliogra´ficas consultadas.
Cap´ıtulo 2
Fundamentos Teo´ricos
Se va a realizar un desarrollo teo´rico de los diferentes temas relacionados con este
TFG. En primer lugar, se realiza una introduccio´n a la rectificacio´n activa basada en
la topolog´ıa VSC. En segundo lugar, se realiza una revisio´n de otras te´cnicas de disen˜o
cla´sicas. En tercer lugar, se realiza un estudio pormenorizado de la te´cnica cla´sica QFT.
En cuarto lugar, se realiza un resumen del disen˜o de controladores en tiempo discreto. Y
por u´ltimo, se realiza un pequen˜o estudio de las especificaciones moduladas (transcripcio´n
de especificaciones DC a especificaciones AC).
2.1. Introduccio´n a la Rectificacio´n Activa basada en
la Topolog´ıa VSC
2.1.1. Introduccio´n
La rectificacio´n activa basada en la topolog´ıa VSC, control AC/DC, tiene una am-
plia casu´ıstica, adema´s nos encontramos con varios lazos de control para conseguir una
solucio´n final. Este control se fundamenta en un balance energe´tico que se da en ambos
lados del convertidor. El balance entre la potencia que se consume de la red, pS(t), y la
consumida por el lado DC, pDC(t), rigen el funcionamiento del sistema. Sin embargo en
te´rminos instanta´neos esto no es as´ı por el efecto del condensador. Aunque, se cumple que
pS(t)=pDC(t) siendo pDC(t) = pO(t) +
dwC(t)
dt
, es decir, la potencia instanta´nea consumida
de la red es igual a la potencia instanta´nea consumida por la carga, pO(t), y la variacio´n
de energ´ıa almacenada por el condensador, dwC(t)
dt
. En te´rminos medios, si no hay perdidas
y se esta en re´gimen estacionario, como es el caso, PS=PO, esta es la idea fundamental
del balance energe´tico que se produce.
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Figura 2.1: Balance energe´tico, rectificacio´n activa basada en un VSC trifa´sico.
Siguiendo el criterio de signos de la Fig. 2.1, si ia, ib e ic son positivas el convertidor
estara´ funcionando como un rectificador trifa´sico (AC/DC), por el contrario si ia, ib e ic
son negativas el convertidor estara´ funcionando como un inversor trifa´sico (DC/AC). Es
importante tener esto en cuenta porque se controlan dichas corrientes de red.
Se va a realizar una secuencia de sucesos para comprender mejor este funcionamiento.
Si la potencia que se consume de la red, PS, aumenta, la potencia consumida por la carga,
PO, no aumenta instanta´neamente aunque transitoriamente pS(t) > pO(t). La variacio´n
que sufre la energ´ıa almacenada por el condensador, ∆wC , es mayor que cero, porque el
aumento en la potencia de la red se acumula en el condensador hasta que la carga lo
empieza a consumir, provocando un aumento en la tensio´n de la carga, VO.
∆wC = PS − PO = 1
2
C∆V 2O > 0
Al aumentar la tensio´n de la carga, VO, aumenta la potencia consumida por ella en
te´rminos medios. Finalmente, el sistema vuelve al equilibrio donde PS = PO.
Si la potencia que se consume de la red PS, disminuye, la potencia consumida por
la carga, PO, no disminuye instanta´neamente aunque transitoriamente pS(t) < pO(t). La
variacio´n que sufre la energ´ıa almacenada por el condensador, ∆wC , es menor que cero
porque disminuye la carga almacenada en el condensador, lo que provoca una disminucio´n
en la tensio´n de la carga, VO.
∆wC = PS − PO = 1
2
C∆V 2O < 0
Al disminuir la tensio´n de la carga, VO, disminuye la potencia consumida por ella
en te´rminos medios, PO. Finalmente, el sistema vuelve al equilibrio donde PS = PO.
Por lo tanto, el control primario de este rectificador se lleva a cabo mediante el
control de PS y PO. Teniendo en cuenta que:
PO =
V 2O
RL
pS(t) = iavan + ibvbn + icvcn
Se tienen, dos niveles de control uno externo donde se regulara PO, y por lo
tanto se controlara VO, y otro interno donde se regulara PS y por lo tanto se controlara
iabc puesto que vabcn se consideran localmente fijas.
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En definitiva, la estructura del sistema de control que se seguira´ se muestra en la
Fig. 2.2, se desglosaran los diferentes bloques que la componen. Aunque, antes de nada,
se deben representar las variables trifa´sicas en otro/s sistema de coordenadas que no es el
habitual para obtener ciertas ventajas tal y como propone [Krause et al., 2013].
Modulador
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referencias
+-
+
+
+
+
+
Sync
+
-
Nivel Externo Nivel Interno
Figura 2.2: Estructura fundamental de control de un VSC trifa´sico balanceado con filtro
tipo L conectado a la red.
2.1.2. Representacio´n de variables trifa´sicas
Cuando se controla o analizan ciertos sistemas trifa´sicos se pueden tratar las mag-
nitudes trifa´sicas como un vector de tres dimensiones. Donde f puede representar tensio´n,
corriente, acoplamiento inductivo, carga ele´ctrica, etc.
fabc = [fa, fb, fc] ∈ R3
En ciertas aplicaciones se consiguen ventajas al realizar un cambio en el sistema de
coordenadas de dichas magnitudes. Como por ejemplo:
Ma´quinas rotativas: as´ıncronas, s´ıncronas, etc.
Circuitos estacioniarios: rectificadores e inversores PWM y otro tipo de circui-
tos.
Existen dos cambios de sistemas de referencia de intere´s en esta aplicacio´n, o pasar a
un sistema de coordenadas sincron´ıas dq o pasar a un sistema de coordenadas estacionarias
αβ. Cada uno tiene sus ventajas y sus inconvenientes, aunque en ambos casos se logra
reducir el nu´mero de componentes a tratar pasando de tres (abc) a dos, puesto que estamos
en una red a tres hilos sin neutro y una de las variables es combinacio´n lineal de las otras
dos.
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Figura 2.3: Diferentes sistemas de coordenadas ejes abc, ejes estacionarios αβ y ejes
s´ıncronos dq.
El sistema de referencia s´ıncrono dq, pasa de tener tres ejes a dos ejes que giran a
una frecuencia θ. En este tipo de aplicaciones dicha frecuencia es la de la red; se puede
ver mejor este concepto en la Fig. 2.3. La principal ventaja que se obtiene es que las
sen˜ales sinusoidales pasan a ser constantes pudie´ndose aplicar toda la teor´ıa de control
DC conocida.
fdq = Kfabc (2.1)
fabc = K
−1fdq (2.2)
Las matrices de transformacio´n, K y K−1, que se exponen en (2.1) y en (2.2) son
las siguientes:
K = k
[
cos(θ) cos(θ − 2pi
3
) cos(θ + 2pi
3
)
− sin(θ) − sin(θ − 2pi
3
) − sin(θ + 2pi
3
)
]
K−1 = k−1
 cos(θ) − sin(θ)cos(θ − 2pi
3
) − sin(θ − 2pi
3
)
cos(θ + 2pi
3
) − sin(θ + 2pi
3
)

El sistema de referencia estacionarias αβ, pasa de tener tres ejes a dos ejes que no
giran, se puede ver mejor este concepto en la Fig. 2.3. Realizar el cambio de sistemas de
coordenadas a ejes αβ tiene ciertas ventajas con respecto a realizar el cambio de sistemas
de coordenadas a ejes dq y son los siguientes:
Trabajar en coordenadas s´ıncronas dq no permite controlar tanto la secuencia de
red positiva, eabc, como la secuencia de red negativa eacb con el mismo controlador.
Al no existir acoplamiento entre canales si la red no esta balanceada lo u´nico que se
ve modificada es la amplitud y desfase de las sen˜ales red, eαβ. Mientras que en ejes
dq, en la red, edq, aparece un segundo armo´nico.
No es imprescindible, aunque si recomendable en ciertas aplicaciones, hacer una
monitorizacio´n de la red.
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fαβ = Kfabc (2.3)
fabc = K
−1fαβ (2.4)
Las matrices de transformacio´n, K y K−1, se exponen en (2.3) y en (2.4) son las
mismas que se utilizan para cambiar del sistema de abc al sistema dq pero con θ igual a
0.
K = k
[
cos(θ) cos(θ − 2pi
3
) cos(θ + 2pi
3
)
− sin(θ) − sin(θ − 2pi
3
) − sin(θ + 2pi
3
)
]
=
[
1 −1
2
−1
2
0
√
3
2
−
√
3
2
]
K−1 = k−1
 cos(θ) − sin(θ)cos(θ − 2pi
3
) − sin(θ − 2pi
3
)
cos(θ + 2pi
3
) − sin(θ + 2pi
3
)
 =
 1 0−1
2
√
3
2
−1
2
−
√
3
2

La seleccio´n de la constante k dependera´ de si queremos una transformacio´n inva-
riante en amplitud o potencia, se usa esta u´ltima:
Transformacio´n invariante en potencia =⇒ pabc = pαβ =⇒ k =
√
2
3
(k−1 =
√
2
3
)
Transformacio´n invariante en amplitud =⇒ pabc = 32pαβ =⇒ k = 23 (k−1 = 1)
2.1.3. Modelado de circuitos estacionarios en ejes αβ
Al realizar un cambio de sistema de referencia, el modelo de la red puede cambiar
tanto en sus dimensiones como en su dina´mica. Es necesario conocer cua´l es el modelo
equivalente en el nuevo sistema de referencia para poder disen˜ar y poder analizar. Se
comienza estudiando un circuito trifa´sico resistivo puro.vavb
vc
 =
R 0 00 R 0
0 0 R
 ∗
iaib
ic

vabc = R ∗ iabc
vαβ = KR ∗ iabc; aplicando (2.3)
vαβ = KRK
−1 ∗ iαβ; aplicando (2.4)
KRK−1 = Rαβ
Si R es una matriz diagonal con todos sus elementos iguales entonces Rabc=Rαβ y
por lo tanto se obtiene el circuito equivalente que se muestra en la Fig. 2.4.
Un circuito trifa´sico inductivo es de mayor complejidad, se cumple la siguiente
ecuacio´n diferencial.
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Figura 2.4: Circuito resistivo equivalente en coordenadas estacionarias αβ.
vabc =
d
dt
λabc; siendo λ el acomplamiento inductivo
vαβ = K
d
dt
λabc; aplicando (2.3)
vαβ = K
d
dt
[K−1 ∗ λαβ]; aplicando (2.4)
vαβ = K
dK−1
dt
∗ λαβ︸ ︷︷ ︸
0
+KK−1
dλαβ
dt
=
dλαβ
dt
; aplicando la regla de la cadena
En este sistema de coordenadas, se simplifica puesto que K es una matriz de cons-
tantes, y por lo tanto su derivada es nula, en el caso de trabajar en ejes dq esto no ser´ıa
as´ı. Por otro lado, si el circuito inductivo es lineal como el de la Fig 2.2, el acoplamiento
se puede expresar de la siguiente manera:
λabc = L ∗ iabc −→ λαβ = KLK−1iαβ; KLK−1 = Lαβ
Si L es una matriz diagonal con todos sus elementos iguales entonces Labc=Lαβ y por
lo tanto se cumplira que vαβ = L
d
dt
iαβ y resultando el circuito equivalente que se muestra
en la Fig. 2.5. A diferencia con lo que ocurre en sistema de coordenadas dq no existe
acoplamiento entre canales.
+ -
+ -
+ -
+ -
+ -
Figura 2.5: Circuito inductivo equivalente en coordenadas estacionarias αβ.
2.1.4. Lazo interno: Control de corriente
Uno de los objetivos del proyecto es crear un controlador de corriente, por lo tanto,
es este lazo el principal. Teniendo en cuenta que el modelo promediado del VSC es el que
se muestra en la Fig.3.1.
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+
PWM signal
+
-+
+ +
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+
Figura 2.6: VSC promediado
No es dif´ıcil demostrar operando que vNn no afecta a la corriente por tratarse de un
sistema a tres hilos.
vNn =
1
3
(ea + eb + ec − vAN − vBN − vCN)
[
vα
vβ
]
= K
vAnvBn
vCn
 = K
vAN + vNnvBN + vNn
vCN + vNn
 = K
vANvBN
vCN
+K
vNnvNn
vNn

︸ ︷︷ ︸
0
= K
vANvBN
vCN

El modelo equivalente en ejes αβ del circuito RL se hace teniendo en cuenta los
conceptos expuestos en la seccio´n anterior y se puede ver en la Fig. 3.2.
+
+
+
+
-
-
+
+
Figura 2.7: VSC promediado en ejes αβ y planta considerada en el lazo interno de
corriente.
Adema´s se puede deducir la expresio´n de la planta, puesto que eα y eβ (tensiones
de red) se pueden considerar perturbaciones. Es importante tener en cuenta este criterio
de signos. Si las corrientes son positivas, el convertidor trabajara como inversor y si son
negativas como rectificador.
iα
vα
(s) =
1
sL+R
iβ
vβ
(s) =
1
sL+R
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Para disen˜ar el controlador CAC(s) se debe preparar, pre-compensando, la planta
eliminando las perturbaciones de red (si se trabajara en ejes dq se deber´ıan eliminar
tambie´n los acoplos entre canales). Cabe resaltar que se disen˜an dos controladores iguales,
uno por cada canal. El esquema de regulacio´n se muestra en la Fig. 3.3.
+-+
+
Controlador
Pre-compensado
+
-
Figura 2.8: Esquema del control de corriente con pre-compensacio´n de la tensio´n de
red, feedforward.
El disen˜o de CAC(s) es el objetivo principal de este TFG.
2.1.5. Lazo externo: Control de tensio´n
Aunque en este trabajo no se implementara el lazo externo, es importante tenerlo en
cuenta. El modelado de la planta se basa en un balance energe´tico, tal como se muestra
en la Fig. 2.9, puesto que no se suponen perdidas PI = PO.
+
-
+
+
+
Figura 2.9: Balance de potencias en un VSC trifa´sico conectado a la red.
A su vez, pO(t), se puede plantear en funcio´n de la potencia entregada a la carga,
pRL(t), ma´s la variacio´n de energ´ıa almacenada por capacidad, wC(t) .
pO(t) = pRL(t) +
d
dt
wC(t) =
v2O
RL
+
d
dt
v2O
2C
Pero, esta ecuacio´n es una ecuacio´n diferencial no lineal debida a v2O, por lo que es
necesario hacer un cambio de variable u = v2O.
pO(t) =
u
RL
+
d
dt
u
2C
L−→ PO(s) = U(s)
RL
+ s
U(s)
2C
De la expresio´n anterior se puede sacar el modelo equivalente de la planta DC que
sera el expuesto en la Fig. 2.10.
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Figura 2.10: Modelo equivalente lineal de la planta que se utilizara para el control de
tensio´n.
Por lo tanto la expresio´n de la planta que se utilizara para el control de tensio´n sera:
U(s)
PO(s)
=
2RL
2 + sCRL
Aunque PO no es una variable de actuacio´n directa, se puede pasar como referencia
del lazo de corriente, pudiendo as´ı actuar. El esquema de control que se tiene en cuenta se
muestra en la Fig. 2.11. Como restriccio´n se tiene que el controlador de tensio´n, CDC(s),
tiene que ser, como mı´nimo, diez veces ma´s lento en te´rminos de ancho de banda, que el
controlador de corriente, CAC(s), para que este u´ltimo vea una tensio´n constante.
+
-
Figura 2.11: Esquema de control de tensio´n.
Para pasar la actuacio´n en potencia a la referencia de corriente del controlador de
corriente, se utiliza la teor´ıa de potencia instanta´nea, [Akagi, 2007]. Como se muestra en
el esquema de la Fig. 2.12 , la idea es que al meter en un bloque operacional la tensio´n de
red,eabc, la consigna de potencia activa del lazo externo, PO, y una consigna de potencia
reactiva, QO, se puedan extraer las referencias de corriente, i
∗
α e i
∗
β. En ciertas aplicaciones
se utiliza la sincronizacio´n con la red para generar dichas referencias, pero no es el caso.
Control de
Potencia
Figura 2.12: Esquema del control de potencia utilizado para generar las referencias de
corriente utilizadas en el lazo interno.
Este control de potencia, basado en la teor´ıa de potencia instanta´nea, se fundamenta
en las siguientes expresiones.
s = iαeα + iβeβ + (iαeβ − iβeα)j = p+ qj
p = iαeα + iβeβ
q = iαeβ − iβeα
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Resolviendo el sistema anterior, dos ecuaciones con dos inco´gnitas, se obtiene que
las referencias de corriente son las siguientes:
i∗α =
eαp+ eβq
e2α + e
2
β
i∗β =
eβp− eαq
e2α + e
2
β
2.1.6. Sincronizacio´n con la red ele´ctrica, bloque Sync
Cuando se trabaja en ejes αβ puede ser interesante realizar una sincronizacio´n con
la red en ciertas aplicaciones, para generar las referencias de corriente del lazo interno y
realizar un arranque suave, pues es necesario conocer el estado de la red para poder en-
gancharse con ella. En el caso de este proyecto, solamente se ha realizado la sincornizacio´n
para poder realizar un arranque suave del convertidor.
Sin embargo, si se trabajara en ejes dq la sincronizacio´n con la red es obligatoria por
la propia definicio´n de este sistema de coordenadas. Los objetivos de esta sincronizacio´n
son los siguientes:
Dadas las medidas de las sen˜ales de red, contaminadas con ruido,recuperar la mag-
nitud y fase(θ=wt) del armo´nico fundamental.
La sincronizacion se debe de realizar en el mı´nimo tiempo posible.
La recuperacio´n de la sen˜al se debe de dar con la mı´nima distorsio´n posible.
Sinc.
trifásica
Figura 2.13: Sincronizacio´n trifa´sica
La sincronizacio´n se lograra mediante un bucle enganchado en fase, PLL. El esquema
que se sigue se puede ver en la Fig. 2.14. Donde cada bloque hace lo siguiente:
Detector de fase: Dispositivo no lineal que genera una salida proporcional a la dife-
rencia de fases de las sen˜ales de entrada.
Filtro de lazo: Filtro paso-bajo que elimina ruido y componentes alternas diferencias
de la fundamental. Filtro de bajo orden, controlador PI.
Oscilador controlado por tensio´n: Dispositivo no lineal que produce una oscilacio´n
cuya frecuencia es proporcional a la tensio´n de entrada.
Para realizar el PLL trifa´sico se debe trabajar en ejes dq obligatoriamente. El es-
quema de control es el que se ve en la Fig. 2.15, se debe dar una frecuencia de referencia
para que el PLL pueda converger.
El disen˜o del controlador, PI, es sencillo, se debe an˜adir un integrador para seguir
frecuencia y una constante para seguir fase. El ancho de banda dependera´ del primer
armo´nico no deseado que se quiere filtrar, que sera en principio el 5º armo´nico de red.
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Detector
fase
Filtro 
paso-bajo
Oscilador
controlado
por tensión
Figura 2.14: Esquema intuitivo de la funcio´n de un PLL.
+- +
Figura 2.15: Esquema de control, PLL trifa´sico.
2.2. Revisio´n de Otras Te´cnicas Cla´sicas de Disen˜o
2.2.1. Introduccio´n
Aunque este TFG esta orientado a la utilizacio´n/investigacio´n de la te´cnica QFT,
su utilizacio´n implica el conocimiento de las te´cnicas ma´s cla´sicas de disen˜o en el dominio
de la frecuencia.
En esta seccio´n se habla del criterio de estabilidad de Nyquist, de los criterios de
estabilidad relativa, margen de fase y de ganancia y de la importancia de la funcio´n de
sensibilidad, S(s). El objetivo de estas te´cnicas es el conformado de la funcio´n de lazo
abierto, L(s). Siendo esta funcio´n igual a la funcio´n de transferencia del controlador, C(s)
por la funcio´n de transferencia de la planta, P (s).
L(s) = C(s)P (s)
En esta seccio´n se tiene en cuenta el diagrama de bloques que se muestra en la
Fig. 2.16. Siendo la funcio´n de transferencia de la realimentacio´n, H(s), la entrada del
sistema completo, U(s), el error, E(s), la perturbacio´n que se agrega a la entrada de
la planta, D(s), la perturbacio´n que se agrega a la salida de la planta, D1(s) y por
u´ltimo siendo la salida del sistema completo, Y (s). Cabe resaltar que, a partir de ahora
se considerara la realimentacio´n como unitaria (H(s) = 1) y que s = jw.
+
-
+ + ++
Figura 2.16: Esquema de control considerado.
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2.2.2. Criterio de estabilidad de Nyquist
El criterio de estabilidad de Nyquist [Ogata, 2009] se fundamenta en el diagrama
de Nyquist y establece un criterio basado en la relacio´n entre el nu´mero de rodeos que se
producen en el punto -1, polos inestables en lazo abierto y cerrado. Se tendra´ estabilidad
cuando todas las ra´ıces de la ecuacio´n caracter´ıstica este´n en el semiplano izquierdo s.
L(jw)H(jw)︸ ︷︷ ︸
1
+1 = 0 −→ L(jw) = −1
Este criterio de estabilidad se puede expresar como Z = N + P , donde cada te´rmino
significa lo siguiente:
Z: cantidad de ceros de 1+L(jw) en el semiplano derecho de s, para que sea estable
el sistema Z tiene que ser igual a 0.
N : cantidad de rodeos que se le da al -1, si el rodeo se realizada en el sentido horario
de las agujas del reloj lo considera positivo, si este rodeo se realiza en el sentido
antihorario de las agujas del reloj se considera negativo.
P : cantidad de polos de L(jw), en el semiplano derecho de s.
Para aumentar la claridad, se va a ilustrar este criterio con un ejemplo. Sea la funcio´n
de lazo:
L(s) =
10(s+ 3)
s(s− 1) (2.5)
-1
Figura 2.17: Diagrama de Nyquist del ejemplo ilustrativo con L(s) igual a (2.5).
Tal y se puede observar hay un polo (+1) en el semiplano derecho s por lo que
P = 1.P ero en la Fig. 2.17 se ve como hay un rodeo antihorario sobre el punto -1 por lo
que N = −1. En definitiva, Z = 0 y por lo tanto el sistema sera estable en lazo cerrado.
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2.2.3. Margen de fase y de ganancia
Los margenes de estabilidad relativa, margen de fase, MF, y margen de ganancia,
MG, permiten medir la proximidad a la inestabilidad.
El margen de ganancia se emplea para indicar la cercan´ıa de la interseccio´n del eje
real negativo hecho por la traza de Nyquist de L(jw) al punto -1. Cuanto mayor sea el
MG mayor sera´ esta distancia y por lo tanto el sistema sera ma´s estable. Otra definicio´n
es, el margen de ganancia es la cantidad de ganancia que se puede an˜adir al lazo antes de
que el sistema en lazo cerrado se vuelva inestable.
-1
Cruce de 
ganancia
Cruce de 
fase
Margen de
fase
Figura 2.18: Margen de fase y de ganancia sobre el diagrama de Nyquist.
Por lo tanto, la expresio´n del MG es la siguiente:
MG = −20log|L(jwp)|dB −→ ∠L(jwp) = −180
La representacio´n gra´fica de lo citado anteriormente se puede ver en la Fig. 2.18. En
ese caso sencillo, si el cruce de fase se da a la derecha del punto -1 MG>0, si se da a la
izquierda MG<0.
Por otro lado,el margen de fase se define como el a´ngulo en grados que la traza
L(jw) debe de rotar alrededor del origen, para que el cruce de ganancia pase por el punto
-1.
Por lo tanto, la expresio´n del MF es la siguiente:
MF = 180 + ∠L(jwc) −→ |L(jwc)| = 0dB
La representacio´n gra´fica de lo citado anteriormente se puede ver en la Fig. 2.18.
Si se debe de rotar en sentido horario el cruce de ganancia para que llegue hasta el
eje real negativo, entonces MF>0, si se debe de rotar en sentido antihorario MF<0.
Adema´s, el margen de fase da una idea del sobreimpulso del sistema en lazo cerrado, a
mayor MF menor sobreimpulso se tiene. Y, en general MF bajos se asocian con sistemas
subamortiguados.
Para que el sistema sea estable tanto el margen de fase como el de ganancia(en dB)
han de ser positivos. Aunque un margen de ganancia y de fase elevados no siempre son
un indicativo de robustez como se puede ver en la Fig. 2.19.
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d d
Figura 2.19: Situacio´n en la que teniendo dos sistemas con el mismo MF y MG se
tiene una robustez diferente. Siendo el primero de ellos ma´s robusto que el segundo.
2.2.4. Funciones de transferencia en lazo cerrado
Las funciones de sensibilidad condensan la informacio´n esencial sobre el desempen˜o
del sistema, incluyendo seguimiento de referencias, efecto de las perturbaciones en cual-
quier punto, todo ello tanto desde el punto de vista esta´tico (bajas frecuencias) como
desde el punto de vista dina´mico (altas frecuencias) [Doyle et al., 2013]. Siguiendo la no-
menclatura de la Fig. 2.16 y aplicando el principio de superposicio´n se puede deducir
que:
T (s) =
Y (s)
U(s)
=
C(s)P (s)
1 + C(s)P (s)
=
L(s)
1 + L(s)
S(s) =
Y (s)
D(s)
=
1
1 + C(s)P (s)
=
1
1 + L(s)
Si(s) =
Y (s)
D1(s)
=
P (s)
1 + C(s)P (s)
=
P (s)
1 + L(s)
= S(s)P (s)
La funcio´n de transferencia de la planta, P (s), no se puede modificar puesto que viene
impuesta por la aplicacio´n. Por otro lado, T (s), funcio´n de sensibilidad complementaria,
representa el comportamiento de la salida del sistema con respecto a la entrada del mismo.
Suele aportar, esencialmente, la informacio´n de seguimiento, tracking.
S(s), la funcio´n de sensibilidad, representa el comportamiento de la salida del sis-
tema con respecto a la perturbacio´n que se da a la salida del mismo. Suele condensar la
informacio´n ma´s relevante en lo que respecta a la respuesta del sistema ante cualquier
perturbacio´n. Es por ello, que muchas veces se definen especificaciones sobre ella para
realizar el controlador.
Si(s), la funcio´n de sensibilidad de perturbacio´n, representa el comportamiento de
la salida del sistema con respecto a la perturbacio´n que se da a la entrada de la planta.
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Realmente, al depender de la funcio´n de sensibilidad no se puede disen˜ar directamente.
L(s), la funcio´n de lazo o funcio´n de lazo abierto, representa el comportamiento de
la salida del sistema con respecto a la entrada si no se tuviera realimentacio´n, como se ha
comentado anteriormente esta es la funcio´n fundamental pues es la que se disen˜a.
La relacio´n que existe entre la funcio´n de sensibilidad y la funcio´n de sensibilidad
complementaria, T (s) + S(s) = 1, demuestra que las diferentes funciones de sensibilidad
no pueden ser disen˜adas por separado. Por lo que el disen˜o de C(s) tiene sus limitaciones,
requiriendo a menudo soluciones de compromiso.
Una buena funcio´n T (s) para seguimiento de referencias constantes, tiene el bode
asociado que se muestra en la Fig. 2.20 de tal forma que se seguira´n perfectamente refe-
rencias hasta una frecuencia determinada, primer ancho de banda, (wBT ). El sobreimpulso
que se ve, se debe a Mp mientras no sea muy alto es asumible.
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Figura 2.20: Magnitud en el diagrama de Bode, T (s)
A su vez, se puede observar el diagrama de Bode asociado a la funcio´n de lazo L(s)
en la Fig. 2.21; donde se muestra el ancho de banda ma´s importante determinado
por la frecuencia de cross-over (wc). Este es el que determina la velocidad del seguimiento
de referencias del sistema. Tambie´n interesa que la ca´ıda con la que lleva a (wc) sea de
-20db/dec.
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Figura 2.21: Magnitud en el diagrama de Bode, L(s)
Puesto que las perturbaciones que se dan a la entrada de la planta, D(s), y a la salida
del sistema, D1(s), se ven multiplicadas por la funcio´n de sensibilidad S(s), interesa que
esta sea lo ma´s baja posible (idealmente -∞) hasta una frecuencia determinada (wB),
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para as´ı poder filtrar las perturbaciones que se encuentre antes de wB. Se puede ver un
ejemplo en la Fig. 2.22.
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Figura 2.22: Magnitud en el diagrama de Bode, S(s).
Como ya se ha adelantado, la robustez es muy importante y el mayor indicativo es
la funcio´n de sensibilidad S(s). El ma´ximo valor de la funcio´n de sensibilidad, h,
es el inverso de la mı´nima distancia, d, al punto -1 en el diagrama de Nyquist,
es decir, cuanto mayor sea este valor menos robusto sera el sistema porque la distancia al
-1 sera menor.
d =
1
h
Este concepto es mejor indicativo de robustez que el margen de fase y de ganancia,
viendo la Fig. 2.19 se puede concluir que el ma´ximo valor de S(s) sera mayor en el sistema
”poco robusto”que en el sistema ”muy robusto”.
Se han enumerado tres anchos de banda, normalmente cuando se habla de ancho
de banda se refiere a wBT , aunque cuando se disen˜a se refiere a wc puesto que es el se
controla en la funcio´n de lazo. En cualquier caso, existe la siguiente relacio´n:
wB < wc < wBT
2.3. Te´cnica Cla´sica QFT
2.3.1. Introduccio´n
La QFT es una herramienta de disen˜o de controladores, desarrollada por Isaac Ho-
rowitz en los an˜os ochenta [Horowitz, 1982][Sidi, 2001], que aporta al disen˜ador una visio´n
simultanea del conformado de la funcio´n de lazo y su efecto sobre las funciones de sensi-
bilidad o sensibilidad complementaria. Dicha herramienta ha seguido desarrolla´ndose tal
y como se ve en el libro [Houpis et al., 2005], el cual ha sido utilizado como base teo´rica
de este TFG.
A su vez, el Control and Energy Systems Center ha realizado una toolbox para el
programa Matlab, [CES, ], con el fin de poder agilizar la labor de disen˜o empleando dicha
te´cnica. Ba´sicamente esta aplicacio´n traspasa las especificaciones de tracking, estabilidad
etc a la Carta de Nichols, NC, teniendo en cuenta la incertidumbre asociada a la planta
que se este tratando.
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Goza de una indudable reputacio´n como me´todo de disen˜o efectivo para aplicaciones
pra´cticas, aunque su aplicacio´n en el control de convertidores de potencia parece limitarse
a aplicaciones DC/DC, uno de los objetivos de este proyecto es ver si esta te´cnica se
puede adaptar a aplicaciones DC/AC y AC/DC. Cabe resaltar que el esquema de control
supuesto a partir de ahora es el que se muestra en la Fig. 2.23. .
+
-
+ + ++
Figura 2.23: Esquema de control considerado para explicar la te´cnica de control QFT.
La u´nica diferencia que existe entre el esquema de control de la Fig. 2.23 y el de la
Fig. 2.16 es el prefiltro existente en el primer caso, F (s).
2.3.2. Carta de Nichols
La te´cnica QFT se fundamenta en la utilizacio´n de la carta de Nichols para disen˜ar
controladores [Sidi, 2001]. El principal beneficio con respecto a otras representaciones, co-
mo el diagrama de Bode o Nyquist, es la visio´n simultanea del conformado de la funcio´n
de lazo, L(s), y su efecto sobre la funcio´n de sensibilidad, S(s), o sensibilidad complemen-
taria, T (s).
En la carta Nichols se representa la funcio´n en lazo abierto, tanto en mo´dulo como
la fase, sobre las curvas que representan el mo´dulo de la funcio´n de sensibilidad comple-
mentaria, normalmente, o el mo´dulo de la funcio´n de sensibilidad.
Suponer que se tiene una planta con incertidumbre tal y como se muestra en color
rojo en Fig. 2.24. y se quiere lograr que tenga seguimiento de referencias constantes,
adema´s se especifica que el ma´ximo valor de T (s) sea igual a 6dB y que el sistema en lazo
cerrado sea estable. Para lograr los objetivos, se debe obtener que la planta controlada,
funcio´n de lazo abierto sea, aproximadamente, la que se muestra en color verde en la
Fig. 2.24. Se disen˜a an˜adiendo redes t´ıpicas como ceros, polos, resonadores etc.
Se observa que cuando w −→ 0 la ganancia de la funcio´n de sensibilidad complemen-
taria es cero, lo que indica que la ganancia de la funcio´n de lazo abierto tiende a infinito y
por lo tanto se siguen referencias constantes, adema´s el sistema es estable con un margen
de ganancia igual a y un margen de fase igual a 65º. Por otro lado, como mucho el ma´ximo
valor de T (s) es de 6dB y este se produce en la frecuencia wp.
La carta de Nichols resultante con la plantilla sobre |S(s)|, es similar a la de la
Fig. 2.24. Suele resultar u´til conjugar ambas plantillas, para as´ı tener una visio´n aun ma´s
general del conformado del controlador.
Cuando se tiene incertidumbre en un planta, el modulo y la fase para una frecuencia
determinada no toma un valor u´nico, si no que tiene valores infinitos, este hecho lleva a
definir el termino template.
Los templates de la planta indican como varia la planta, en modulo y fase, para
cada una de las frecuencias. Por ejemplo, en la Fig. 2.25 se puede ver esta variando en
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Figura 2.24: Ejemplo de disen˜o en la carta de Nichols para referencias constantes, con
plantilla sobre |T (s)|.
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ejes cartesianos, suponiendo que la planta tiene una incertidumbre en dos para´metros, k
y a.
a
k
A
D C
B
kmin=1
kmáx=10
amin=1 amáx=5
Región de la planta
debida a la incertidumbre
Figura 2.25: Template de la planta para una frecuencia determinada en ejes
cartesianos.
La toolbox que se utiliza en este proyecto realiza dichos templates automa´ticamente
para cada frecuencia de estudio.
2.3.3. Especificaciones de estabilidad relativa
La estabilidad se define con el margen de ganancia y de fase. Se debe definir un
margen de fase mı´nimo (en º) y un margen de ganancia mı´nimo (en dB) que se quiere que
tenga el sistema.
Se define el margen de ganancia, MG, en te´rminos de |T (jw)|max = µ, para wp donde
∠L(jwp)= -180º. Entonces:
|T (jw)| =
∣∣∣∣ −L(jwp)1− L(jwp)
∣∣∣∣ = L(jwp)1− L(jwp)
Si L(jwp) es real, que de hecho lo es, entonces:
MG = 1 +
1
|T (jw)|
MG ≥ 1 + 1|T (jw)|max = 1 +
1
µ
Operando en escala logar´ıtmica se obtiene la expresio´n final:
MG(dB) ≥ 20log(1 + 1
µ
) (2.6)
Se define el margen de fase, MF, en te´rminos de |T (jw)|max = µ, para wc donde
|L(jwc)|=0dB. Entonces:
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T =
ejθw
1 + ejθw
=
1
1 + e−jθw
; θ = ∠L(jwc)
Teniendo en cuenta que MF + θ = 180, se puede expresar que:
|T |2 = 1
2(1 + cosθ)
=
1
2(1− cos(MF )) =
1
4sen2(MF/2)
Sustituyendo |T (jw)| = µ se obtiene la expresio´n final:
MF (rad/s) ≥ 2arcosen( 1
2µ
) (2.7)
Se ilustra lo explicado con uno ejemplo. Se quiere un MG ≥ 5dB y un MF ≥ 50,
operando (2.6) el ma´ximo valor de |T (s)| es igual a 1.43dB, tal y como se muestra en
Fig. 2.26.
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Figura 2.26: Estabilidad relativa trasladada a la carta de Nichols con plantilla sobre
|T (s)|. Donde |T (s)|max no debe ser superior a 1.43dB.
Por lo tanto, 1.43dB sera el ma´ximo valor de la funcio´n de sensibilidad complementa-
ria, ninguna de las plantas (controladas) deben pasar por dentro de la curva representada
en la Fig. 2.26, logrando as´ı el objetivo, pues ninguna de ellas tendra´ |T (s)| ≥ 1,43dB.
Otra opcio´n ser´ıa escribir los margenes de estabilidad relativa en funcio´n del ma´ximo
valor de la funcio´n de sensibilidad, |S(s)|max, esto ser´ıa mas u´til dado que es un mejor
indicativo de la robustez del sistema que |T (s)|max. Sin embargo, la toolbox utilizada no
deja implementar esta opcio´n.
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2.3.4. Especificaciones de tracking DC
Para especificar el comportamiento ante un cambio de referencia de tipo escalo´n,
DC, se realizan dos respuestas ficticias que representan los l´ımites deseados de cualquier
respuesta del sistema tal y como se puede ver en la Fig. 2.27.
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Figura 2.27: Respuesta ante un escalo´n unitario, u(s), de un sistema imaginario, Ti(s)
que se encuentra entre dos respuestas ante la misma referencia que representan los
l´ımites deseados de la misma.
Es decir, todas las plantas(controladas) debidas a la incertidumbre en los para´metros
de la misma han de estar entre un l´ımite superior y un l´ımite inferior. Estos l´ımites se
modelan con dos funciones de transferencia, la superior, TRu(s), sera ma´s exigente que la
inferior, TRl(s). Por lo que se determina que:
TRl(s) ≤
∣∣∣F (s) C(s)P (s)1+C(s)P (s) ∣∣∣ ≤ TRu(s)
Para conformar TRu(s) se le suele dejar que la respuesta tenga un sobreimpulso,
Mp, sobre una referencia del tipo escalo´n unitario, tambie´n se define el tiempo de esta-
blecimiento, tsu, ambos para´metros dependera´n de la aplicacio´n en cuestio´n. La primera
aproximacio´n es un sistema de segundo orden con polos complejos conjugados:
TRu(s) =
w2n
s2 + 2ξwns+ w2n
tsu =
4
ξw2n
; ξ = f(Mp)
Con esta funcio´n de transferencia se cumple con las especificaciones de disen˜o, sin
embargo es interesante que se abra a altas frecuencias para permitir ma´s variabilidad
en las diferentes plantas que se producen debido a la incertidumbre en sus para´metros,
de hecho en la pra´ctica sucede as´ı. Por ello, se an˜ade un cero por lo menos una de´cada
despue´s de <[−ξwn ± wn
√
ξ2 − 1], quedando la siguiente expresio´n definitiva:
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TRu(s) =
(w
2
n
a
)(s+ a)
s2 + 2ξwns+ w2n
(2.8)
Para conformar TRl(s) se suele hacer que la respuesta ante un escalo´n sea cr´ıtica-
mente amortiguada o sobreamortiguada, tambie´n se define el tiempo de establecimiento
(tsl) que sera algo menor, o el mismo, al establecido en TRu(s). La primera aproximacio´n
es un sistema de segundo orden con dos polos iguales y reales:
TRl(s) =
σ2
(s+ σ)2
tsl =
4
σD
; σ > σD
Por la misma razo´n que la expuesta anteriormente se debe abrir la funcio´n de trans-
ferencia a altas frecuencias. Por lo que se an˜ade un polo por lo menos una de´cada despue´s
de |σ|, quedando la siguiente expresio´n definitiva:
TRl(s) =
σ2σ2
(s+ σ)2(s+ σ2)
(2.9)
Se va a ilustrar esta especificacio´n de tracking sobre un ejemplo. Se quiere modelar
un control de tracking TR(s) = Y (s)/U(s) que cumpla con:
TRu(s): Mp = 1,2,tsu = 2s
TRl(s): Mp = sobreamortiguado, tsl = 2s
Siguiendo las expresiones 2.13 y 2.9, se obtiene que:
TRu(s) =
0,945s+ 18,9
s2 + 4s+ 18,9
TRl(s) =
428,8
s3 + 42s2 + 257,3s+ 428,8
Los diagramas de Bode asociados a las anteriores funciones de transferencia son los
que se muestran en la Fig. 2.28 y las respuestas ante un escalo´n unitario se muestran en
la Fig. 2.29. Como vemos, se cumple con las especificaciones.
Hay veces que es necesario conformar un prefiltro, F (s) para terminar de cumplar las
especificaciones de tracking, es decir, para que todas las plantas debidas a la incertidumbre
queden entre TRu(s) y de TRl(s) definitivamente. El disen˜o suele ser sencillo, dado que esta
especificacio´n se cumple, esencialmente, al conformar el controlador C(s).
2.3.5. Especificaciones ante perturbaciones DC
Es necesario especificar como va a responder el sistema ante una perturbacio´n a la
entrada de la planta tipo escalo´n, D, o ante una perturbacio´n a la salida del sistema tipo
escalo´n, D1. En el primer caso se debe de dar la especificacio´n en forma de la funcio´n de
sensibilidad de perturbacio´n, Si(s) y en el segundo caso se debe dar la especificacio´n en
forma de la funcio´n de sensibilidad, S(s).
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Figura 2.28: Diagramas de Bode, de TRu(s) y de TRl(s) donde a altas frecuencias se
permite mayor variabilidad de la planta.
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Figura 2.29: Respuesta ante un escalo´n unitario, u(s), de TRu(s) y de TRl(s) con el
mismo tiempo de establecimiento, 2s, pero con un coeficiente de amortiguamiento
diferente.
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Para conformar ambas funciones se puede utilizar la siguiente expresio´n, aunque se
expresara en forma en funcio´n de Si(s), por ejemplo, para que resulte el desarrollo ma´s
sencillo.
Si(s) =
Y (s)
D(s)
=
s(s+ g)
(s+ g)2 + h2
(2.10)
Para calcular g y h, valores de la expresio´n (2.10), se indica como ha de ser la
respuesta ante dicha perturbacio´n. De tal forma, que hay una parte exponencial que regula
la ca´ıda y una parte sinusoidal que regula la resonancia de la ca´ıda. Suele interesar que
la oscilacio´n sea pequen˜a, h pequen˜a para que no suba el ma´ximo valor de la sensibilidad
S(s).
y(t) = e(−gt)cos(ht) (2.11)
Se suele especificar que el valor de la salida ante dicha perturbacio´n menor o igual
a un l´ımite,αp para un tiempo determinado , de tal forma:
|y(t)| ≤ αp
Se va a ver el funcionamiento de esta especificacio´n con un ejemplo. Se quiere que
ante una perturbacio´n de tipo escalo´n unitario la salida sea |y(t)| ≤ 0,01 para t ≥ 60ms.
Haciendo uso de las expresiones 2.11 y 2.10 obtenemos la siguiente funcio´n de transferen-
cia.
Si(s) =
s(s+ 70)
(s+ 70)2 + 182
Es decir, g es igual a 70 y que h es igual a 18 rad/s. Podemos ver la respuesta en la
Fig. 2.30,la oscilacio´n es nula porque la frecuencia no llega a 3 Hz.
Adema´s, existen mu´ltiples funciones de transferencia que cumplen con las especifi-
caciones, como por ejemplo:
S ′i(s) =
s(s+ 58,4)
(s+ 58,4)2 + 40002
Es decir, g es igual a 58.4 y que h es igual a 4000 rad/s. Se puede ver la respuesta
en la Fig.2.31, que la oscilacio´n es muy grande porque la frecuencia es de 636 Hz. Esta
respuesta es claramente peor a la anterior.
2.3.6. Conformado del controlador C(s): Composicio´n de Bounds
Las especificaciones de tracking, BR(s), respuesta ante una perturbacio´n, BD(s), y
especificaciones de estabilidad relativa, BS(s), conforman diferentes Bounds, o contornos
en la carta de Nichols. Por hacer ma´s sencilla la explicacio´n, se van a obviar los bounds
de estabilidad, BS(s), adema´s suelen ser los menos restrictivos en la mayor´ıa de las apli-
caciones.
Ma´s espec´ıficamente, lo que importa es la interseccio´n entre BD(s) y BR(s) puesto
que as´ı se obtienen los bounds ma´s restrictivos, los ma´s exteriores. Esta composicio´n,
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Figura 2.30: Respuesta ante una perturbacio´n tipo escalo´n unitario, con h=18 rad/s y
tiempo de atenuacio´n de 60 ms, Si(s).
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Figura 2.31: Respuesta ante una perturbacio´n tipo escalo´n unitario, con h=4000 rad/s
y tiempo de atenuacio´n de 60 ms, S ′i(s).
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Figura 2.32: Composicio´n de bounds abiertos. Dando como resultado BO(s).
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Figura 2.33: Composicio´n de bounds cerrados. Dando como resultado BO(s).
BO(s), es la que se usa para disen˜ar el controlador. Se puede ver con dos ejemplos mos-
trados en la Fig. 2.32 y la Fig. 2.33 .
La toolbox ya indica cual es el punto de restrictivo de cada template de la planta,
para todas las frecuencias a estudio. Estos puntos, unidos al BO(s) correspondiente
para cada una de las frecuencias a estudio permiten conformar el controlador.
Si BO(s) correspondiente a una frecuencia wX es abierto tal y como se ve en la
Fig. 2.32, el valor en mo´dulo y fase de la planta controlada para wX debe de quedar por
encima de dicho BO(s). Si BO(s) correspondiente a una frecuencia wY es cerrado tal y
como se ve en la Fig. 2.33, el valor en mo´dulo y fase de la planta controlada para wY debe
de quedar por fuera de dicho BO(s).
Cabe resaltar que si el bound tiene un contorno liso, el valor del modulo a dicha
frecuencia debe quedar por encima. Mientras que si el contorno es punteado el valor del
modulo a dicha frecuencia debe quedar por debajo.
Teniendo en cuenta lo anterior el disen˜o puede efectuarse siguendo los procedimien-
tos cla´sicos tales como an˜adir polos, ceros, ganancia... para lograr el objetivo en cada
frecuencia. Se realiza un pequen˜o ejemplo, en la Fig. 2.34 se ve la planta sin controlar y
en la Fig. 2.35 se ve la planta ya controlada.
2.4. Disen˜o del controlador en tiempo discreto
2.4.1. Introduccio´n
Sin duda alguna, tener un controlador discreto es muy importante puesto que per-
mite implementarlo sobre una plataforma real. El esquema de control es el de la Fig. 2.36.
En sentido estricto, no se realiza un mantenedor de orden cero, ZOH, si no que
se realiza un modulador PWM. Pero que en la pra´ctica, esta aceptada la aproximacio´n
porque si no el modelo resultante es demasiado complejo.
Los pasos que se siguen para conformar el controlador,C(z), en tiempo discreto se
pueden ver en la Fig. 2.37, todos estos pasos se desglosan a continuacio´n.
Esta forma de abordar el problema tiene unas claras ventajas: al realizar el con-
trolador en el dominio w, se pueden utilizar te´cnicas de disen˜o en tiempo continuo, dado
que las te´cnicas de disen˜o en tiempo discreto no esta´n tan desarrolladas. Pero se tiene
que tener en cuenta que ahora la planta tiene, adema´s, la dina´mica de un retardo y la
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Figura 2.34: Planta sin controlar en la carta de Nichols para dos frecuencias
determinadas,wx e wy.
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Figura 2.36: Esquema de control discreto considerado.
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Figura 2.37: Esquema de disen˜o de un controlador discreto
dina´mica del ZOH. La u´nica diferente existentes entre las especificaciones en el dominio
s y en el dominio w, es una limitacio´n que aparece en el ancho de banda.
2.4.2. Preparacio´n de la planta P’(w)
Como se ha comentado antes, se tiene que trabajar la planta, P (s), para poder
realizar el controlador discreto. Para an˜adirle la dina´mica del mantenedor de orden cero,
simplemente debemos de pasar P (s) a discreto utilizando dicho me´todo obteniendo P (z).
Para an˜adir la dina´mica de un retraso en el periodo de muestreo, simplemente se debe
multiplicar P (z) ∗ z−1, obteniendo as´ı P ′(z). Solamente se an˜ade un retardo porque se
trabaja a nivel hardware, si no, habr´ıa que an˜adir mas retardos.
Por u´ltimo, se transforma del dominio z al dominio w con la transformacio´n bilineal
o aproximacio´n de Tustin, obteniendo as´ı P ′(w).
z =
2 + Tsw
2− Tsw ; siendo Ts el periodo de muestreo
Con la planta preparada ya se puede trabajar co´modamente en tiempo continuo.
Esta hibridacio´n es realmente interesante puesto que permite trabajar con funciones de
transferencias con dina´micas propias del tiempo de discreto y con funciones de transfe-
rencia puramente continuas.
2.4.3. Conformado del controlador C(z). Especificaciones en el
dominio w
Las especificaciones en el dominio s son las mismas que se tienen en el dominio w,
pero existe una clara limitacio´n en el ancho de banda. Por un lado se tiene un retardo, y
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por el otro el ZOH an˜ade un cero de fase no mı´nima, siendo esto u´ltimo lo ma´s restrictivo.
Por lo tanto el ma´ximo ancho de banda que posible es:
wc =
|z|
2
; Siendo |z| el mo´dulo del cero de fase no mı´nima ma´s restrictivo, ma´s pequen˜o.
Una vez realizado el controlador en el dominio w, C(w), es muy sencillo pasarlo a
discreto, C(z), se debe de usar la transformacio´n bilineal inversa.
w =
2
Ts
z − 1
z + 1
; siendo Ts el periodo de muestreo
2.5. Especificaciones Moduladas
La referencia utilizada para pasar especificaciones de DC a AC es [Zmood, 2003],
en el se explica exhaustivamente este tema, sobretodo en el capitulo 3 (Single Phase
Lineal Regulation). Se puede concluir que solamente se debe realizar el siguiente cambio
de variable para modular una funcio´n de transferencia a una frecuencia w.
HAC(s) = HDC(
s2 + w2
2s
) (2.12)
Se realiza un ejemplo de modulacio´n, donde se pasare una especificacio´n de tracking
para referencias DC a una especificacio´n para una referencia sinusoidal de 10 Hz. Teniendo
en cuenta que se quiere un Mp de 1.3, ξ = 0, 35, sobre un escalo´n unitario y un tiempo de
establecimiento de 2 s.
Teniendo en cuenta la expresio´n explicada anteriormente:
TR(s) =
(w
2
n
a
)(s+ a)
s2 + 2ξwns+ w2n
(2.13)
Se obtiene que:
TR(s) =
40s+ 50
5s2 + 32s+ 50
Haciendo el cambio que se propone en la expresio´n 2.12 con w = 20pirad/s se obtiene
lo siguiente:
TRAC(s) =
3,89 ∗ 1026s3 + 9,67 ∗ 1026s2 + 1,52 ∗ 1030s
2,41 ∗ 1025s4 + 3,09 ∗ 1026s3 + 1,91 ∗ 1030s2 + 1,22 ∗ 1029s+ 3,76 ∗ 1032
Aplicando un escalo´n unitario sobre TR(s) y una sinusoidal de amplitud uno con
una frecuencia de 10 Hz sobre TRAC(s), se pueden ver los resultados en la Fig. 2.38 ,
tambie´n se puede ver el diagrama de Bode asociados a ambas funciones de transferencia
en la Fig. 2.39.
Los resultados son lo´gicos, por un lado la sen˜al sinuoidal se establece en 2s siendo
envuelta por la sen˜al DC y por otro lado, se ve en el diagrama de Bode de TRAC(s) que
solo seguiremos referencias de 10 Hz (20pi rad/s) con error nulo.
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Figura 2.38: Respuesta ante un escalo´n unitario de TR(s) (azul) y de una sinusoidal de
10Hz de TRAC(s) (magenta). Comparacio´n entre la respuesta sin modular y la respuesta
modulada.
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Figura 2.39: Diagrama de Bode de TR(s) (azul) y de TRAC(s) (verde). Comparacio´n
entre la respuesta sin modular y la respuesta modulada.
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2.6. Conclusiones
Todos los conceptos expuestos anteriormente son, en esencia, los que se usan en el
desarrollo de este proyecto. Siendo necesario, desarrollar, investigar la te´cnica QFT en
aplicaciones con especificaciones AC.

Cap´ıtulo 3
Disen˜o del Controlador en Tiempo
Discreto
En este cap´ıtulo se incluye la descripcio´n del desarrollo del trabajo, disen˜o del contro-
lador de corriente en tiempo discreto. El cap´ıtulo se estructura en los siguientes apartados:
1. Ana´lisis de la planta.
2. Ana´lisis del feedforward imperfecto
3. Objetivos y especificaciones.
4. Disen˜o razonado.
5. Ana´lisis de la planta controlada.
6. Controlador discreto en VVEE.
7. Aspectos relacionados con la implementacio´n en la plataforma.
3.1. Ana´lisis de la planta
Tal como se ha comentado, este TFG esta orientado al control de corriente (nivel
interno) de un convertidor VSC trifa´sico conectado a la red. Todo el desarrollo teo´rico se
realiza en la seccio´n 2.1. En esta seccio´n se exponen los conceptos ma´s relevantes de la
aplicacio´n.
El controlador se disen˜al en tiempo discreto, para as´ı poder realizar pruebas y ex-
perimentos sobre la planta real. El controlador se implementa mediante un DSP y este
trabaja en tiempo discreto.
3.1.1. Planta en el dominio s, continuo
Como se ha comentado anteriormente, este es el lazo principal en el que se centra
este trabajo final de grado y por ello se debe prestar especial atencio´n en su desarrollo.
Teniendo en cuenta que el modelo promediado del VSC es el que se muestra en la Fig.3.1.
No es dif´ıcil demostrar que vNn no afecta a la corriente por tratarse de un sistema
a tres hilos.
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Figura 3.1: VSC promediado
vNn =
1
3
(ea + eb + ec − vAN − vBN − vCN)
[
vα
vβ
]
= K
vAnvBn
vCn
 = K
vAN + vNnvBN + vNn
vCN + vNn
 = K
vANvBN
vCN
+K
vNnvNn
vNn
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0
= K
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
El modelo equivalente en ejes αβ del circuito RL se hace teniendo en cuenta los
conceptos expuestos en la seccio´n anterior y se puede ver en la figura 3.2.
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Figura 3.2: VSC promediado en ejes αβ y planta considerada en el lazo interno de
corriente.
Adema´s se puede deducir la expresio´n de la planta, puesto que eα y eβ (tensiones
de red) se pueden considerar perturbaciones. Es importante tener en cuenta este criterio
de signos. Si las corrientes son positivas, el convertidor trabajara como inversor y si son
negativas como rectificador.
iα
vα
(s) =
1
sL+R
iβ
vβ
(s) =
1
sL+R
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Para disen˜ar el controlador CAC(s) se debe preparar, pre-compensando, la planta
eliminando las perturbaciones de red (si se trabajara en ejes dq se deber´ıan eliminar
tambie´n los acoplos entre canales). Cabe resaltar que se disen˜an dos controladores iguales,
uno por cada canal. El esquema de regulacio´n se muestra en la figura 3.3.
+-+
+
Controlador
Pre-compensado
+
-
Figura 3.3: Esquema del control de corriente con pre-compensacio´n de la tensio´n de
red, feedforward.
Podr´ıa interesar normalizar la planta para que la actuacio´n varie´ entre ±1,aunque
no se hara´ en este trabajo. Si se opta por ello, realmente el modelo de la planta que ser´ıa
el siguiente:
iα
vα
(s) =
VDC/2
sL+R
iβ
vβ
(s) =
VDC/2
sL+R
El esquema de control, con pre-compensacio´n, si se trabajara con la planta norma-
lizada que realizar´ıa se muestra en la Fig. 3.4.
+-+
+
Controlador
Pre-compensado
+
-
Figura 3.4: Esquema control de corriente con la planta normalizada.
En cualquier caso, se trata de una planta de orden uno (filtro L). En este caso,
los valores nume´ricos de los componentes son los siguientes. Cabe resaltar que el u´nico
para´metro que se ha supuesto que tiene incertidumbre es la inductancia L, con una distri-
bucio´n de probabilidad uniforme. Al no conocerse exactamente la impedancia equivalente
de linea de la red, esta se traslada a una incertidumbre en la inductancia del filtro L.
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VDC = 700 V
R = 47,4 mΩ
L ∈ [5,1 y 6,8] mH
eabc = 120Vrms a 60Hz
3.1.2. Planta en el dominio z, discreto y w
Como se ha comentado en la seccio´n 2.4, se debe pasar la planta a tiempo discre-
to an˜adiendo las dina´micas de un retardo y del ZOH para as´ı poder disen˜ar el nuevo
controlador en el dominio w. Este procedimiento se muestra en la Fig. 3.5.
Disctretización
MétodouZOH
Retardo
z-1
Seutransformaualudominio
wuconulauAproximaciónudeuTustin
Plantauenu"continuo"
perouconudinámicaudel
ZOHuyuretardo
Figura 3.5: Planta en los diferentes dominios.
Es importante tener en cuenta la funcio´n de transferencia en el dominio s de un
mantenedor de orden cero es:
ZOH(s) =
1− esTs
s
Desarrollando las diferentes transformaciones y ca´lculos:
P (z) =Z
[
1− esTs
s
· 1
Ls+R
]
=
1
L
(1− z−1)Z
[
1
s+R/L
]
=
(1− e−RTsL )
R(z − e−RTsL )
P ′(z) =P (z) · z−1 = (1− e
−RTs
L )
Rz(z − e−RTsL )
Se transforma P ′(z) a P ′(w) realizando la transformada inversa de Tustin z = 2+Tsw
2−Tsw .
P ′(w) =
1
R
· T
2
s (e
RTs
L − 1)w2 + 4Ts(1− eRTsL )w + 4(eRTsL )− 4
T 2s (1 + e
RTs
L )w2 + 4Ts(e
RTs
L )w + 4(e
RTs
L )− 4
La nueva planta, P ′(w), tiene dos ceros iguales de fase no mı´nima, lo cual an˜ade una
limitacio´n en el ancho de banda del sistema. Estos ceros de fase no mı´nima, se encuentran
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en +104 rad/s para todo el rango de valores de la inductancia L. Se puede comprobar en
la figura Fig. 3.6 que la u´nica diferencia entre P (s) y P ′(w) , para L=6.8 mH, son los
ceros de fase no mı´nima que an˜ade el ZOH y el retardo.
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Figura 3.6: Diagrama de Bode de P’(w) y de P(s) para L=6.8 mH, donde se aprecia
que la u´nica diferencia entre ambas plantas son los ceros de fase no mı´nima.
La variabilidad de P’(w) en fase es bastante pequen˜a siendo como ma´ximo 10º a
bajas frecuencias y pra´cticamente nula para el resto de frecuencias. Por otro lado, la
variabilidad en cuanto a ganancia se refiere es pra´cticamente constante, excepto a bajas
frecuencias, y de 2.5 dB tal y como se muestra en la Fig. 3.7. Esto se traduce en una serie
de templates que se muestran en la Fig. 3.8 y son usados para el disen˜o del controlador.
El punto ma´s restrictivo para cada frecuencia es el que menos ganancia tiene, son los
marcados por una x en la figura 3.8 .
3.2. Ana´lisis del feedforward imperfecto
Para poder formular correctamente las especificaciones, ma´s concretamente la res-
puesta ante una perturbacio´n a la entrada de la planta, se tiene que ver el efecto que
produce un feedforward imperfecto (pre-compensacio´n imperfecta). Esta se produce por-
que la sen˜al con la que se realiza la pre-compensacio´n se ve afectada por medio retardo
producido por el ZOH y por un retardo completo debido a la computacio´n. Es decir, la
sen˜al estara´ retardada 3Ts
2
con respecto a la red, siendo Ts el periodo de muestreo. En la
Fig. 3.9 se muestra este retraso.
Este retraso produce una compensacio´n imperfecta, haciendo que se produzca una
perturbacio´n aunque de menor magnitud que si no se hubiera pre-compensado. Esta per-
turbacio´n sera de mayor amplitud conforme aumente el contenido en armo´nicos de la sen˜al
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Figura 3.7: Diagrama de Bode que representa la variabilidad de P’(w) en funcio´n de la
inductancia, L.
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Figura 3.8: Templates de P’(w) en la carta de Nichols para unas frecuencias
determinadas en funcio´n de la inductancia, L.
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Figura 3.9: Retardo en el feedforward de 3Ts
2
.
de red. Por ejemplo, en la Fig. 3.10 se puede ver la diferencia entre ambas sen˜ales si la red
es ideal mientras que en la Fig. 3.11 se puede ver la diferencia entre ambas sen˜ales si la
red tiene un quinto armo´nico de amplitud una quinta parte con respecto al fundamental.
Solo se muestra el canal a el resto son ana´logos.
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Figura 3.10: Efecto del feedforward imperfecto cuando la red es ideal.
Que exista diferencia con la red ideal no es importante para el re´gimen permanente,
aunque si que lo es en re´gimen transitorio, puesto que a 60Hz tendremos seguimiento
perfecto y dara´ igual la magnitud de la perturbacio´n que se tenga. Sin embargo, ante
un quinto armo´nico en la sen˜al de red si que es interesante ver la diferencia con datos.
Utilizando la herramienta ”FFT Analisys” de Matlab se puede comprobar que el feedfor-
ward atenu´a un 50 % la amplitud de dicho armo´nico, pasando de 34Vpico a 18Vpico, si el
feedforward fuera perfecto lo atenuar´ıa un 100 %.
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Figura 3.11: Efecto del feedforward imperfecto cuando la red presenta un quinto
armo´nico de magnitud igual a una quinta parte del fundamental.
3.3. Objetivos y especificaciones
El principal objetivo del controlador es seguir perfectamente, con error nulo, referen-
cias sinusoidales de 60 Hz. La toolbox que se utiliza para disen˜ar permite definir diferentes
especificaciones para diferente frecuencias, antes de 60 Hz se definen especificaciones de
respuesta ante una perturbacio´n, para 60 Hz se definen especificaciones de tracking y para
despue´s de 60 Hz se definen especificaciones de estabilidad. Las especificaciones de esta-
bilidad, realmente esta´n definidas para todas las frecuencias pero no suelen ser las ma´s
restrictivas, excepto a partir de 70 Hz donde no existen otro tipo de especificaciones.
El objetivo es hacer el controlador lo ma´s ra´pido posible teniendo en cuenta las
especificaciones que se citan a continuacio´n, la limitacio´n en ancho de banda dada por los
ceros de fase no mı´nima y la incertidumbre que presenta la planta.
3.3.1. Especificacio´n de robustez, estabilidad relativa
Esta te´cnica permite definir el ma´ximo valor de la funcio´n de sensibilidad, la robus-
tez, que sin duda aporta ma´s informacio´n que el margen de fase y de ganancia. En este
caso, definimos el valor a 6dB. Para ello utilizamos la opcio´n de la toolbox ”Defined by
user” que nos permite definir cualquier tipo de especificacio´n de la siguiente manera:
A(s) +B(s)G(s)
C(s) +D(s)G(s)
=
1
1 + P (s)G(s)
= S(s) ≤ 6dB
Sin embargo, esa opcio´n no funciona correctamente en la toolbox por lo que se debe
buscar una transcripcio´n entre la funcio´n de sensibilidad complementaria, que si deja
imponer su ma´ximo valor, y la funcio´n de sensibilidad. Mediante me´todos anal´ıticos, se
ha visto que en este caso imponer que T (s) ≤ 3dB es lo similar a imponer que S(s) ≤
6dB, esto equivale a tener como poco un MG de 4.6dB y una MF de 42º. Con imponer
esta condicio´n en la opcio´n ”Stability specs” la toolbox calcula los diferentes bounds de
estabilidad para las diferentes frecuencias, BS(s).
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3.3.2. Especificacio´n de tracking
Las especificaciones de tracking son las ma´s importantes, primero se definira´n en
DC con (2.9) y (2.13) para tener un sentido ma´s claro de lo que se esta haciendo y luego
se modularan con (2.12).
Se desea modelar un control de tracking TR(s) = Y (s)/U(s) que cumpla con:
TRu(s): Mp = 1,2, tsu = 2 ms
TRl(s): Mp = sobreamortiguado, tsl = 12 ms
Se eligen estos tiempos porque 12ms son 3/4 del periodo de la sen˜al de red y 2ms son
aproximadamente 1/10 del periodo de la sen˜al de red, es decir, como mucho debe tardar
en establecerse tres cuartas partes del periodo de red. Se obtiene que:
TRu(s) =
1891s+ 3,78 · 107
2s2 + 8000s+ 3,78 · 107
TRl(s) =
1,66 · 109
s3 + 6600s2 + 6,35 · 106s+ 1,66 · 109
Bu(s) = TRu−AC(s) =
3,06 · 1035s3 + 1,22 · 1040s2 + 4,36 · 1040s
1,62 · 1032s4 + 1,29 · 1036s3 + 1,23 · 1040s2 + 1,84 · 1041s2 + 3,27 · 1042
Bl(s) = TRl−AC(s) =
5,4 · 1041s3
4,05 · 1031s6 + 5,25 · 1035s5 + 1,04 · 1039s4 + 6,92 · 1041s3 + 1,49 · 1044s2 + 1,08 · 1046s+ 1,16 · 1047
El diagrama de Bode de Bu y Bl se muestran en la Fig. 3.12 al igual que su respuesta
ante una sen˜al sinusoidal de 60Hz se muestra en la Fig. 3.13 .
Con imponer estas funciones de transferencia en la opcio´n ”Reference tracking” la
toolbox calcula los diferentes bounds de tracking para las diferentes frecuencias, BR(s).
3.3.3. Especificacio´n ante perturbaciones
Las perturbaciones que agregan a la salida de la planta del tipo DC suelen ser
problema´ticas (no provienen de la red), tal y como se ha visto en cap´ıtulos anteriores el
efecto de este tipo de perturbaciones viene determinado directamente por la funcio´n de
sensibilidad. Es por ello que hasta 50 Hz la funcio´n de sensibilidad como poco debe de
valer -3dB para atenuarlas ligeramente dado que suelen ser el orden de mV.
Este valor se define para un rango de frecuencias desde 0 hasta 50Hz y se realiza
con la opcio´n de la toolbox ”Output disturbance rejection ”, generando as´ı los diferentes
bounds bounds de esta especificacio´n, BD(s).
Las perturbaciones de la red, no tienen mucha influencia por el feedforward, que
a ser imperfecto, reduce el valor de los armo´nicos en mayor o menor medida. Por ello,
no definiremos esta especificacio´n como tal. Adema´s tambie´n influye que el modulo de la
planta para esas frecuencias es inferior a 0 dB, por lo que esta por si sola ya los atenu´a.
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Figura 3.12: Diagrama de Bode de los ma´rgenes de tracking en la aplicacio´n de
estudio.
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Figura 3.13: Ma´rgenes de respuesta al tracking ante una referencia sinusoidal de 60Hz
y amplitud 1.
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3.4. Disen˜o Razonado en el Dominio w
En este disen˜o que hay tener dos cuestiones en cuenta, fundamentalmente. En primer
lugar puesto que queremos seguir perfectamente referencias sinusoidales a 60Hz, siguiendo
el principio de modelado interno, se debe an˜adir un resonador a dicha frecuencia :
Resonador(s) =
1
s2 + (2pif)2
Por otro lado, hay una clara limitacio´n en el ancho de banda por los ceros de fase no
mı´nima, este no podra´ estar por encima de la mitad de la frecuencia de dichos ceros. Es
decir, el ancho de banda como mucho sera de 5000 rad/s , 800 Hz. Para que la robustez
no se resienta, la frecuencia de cross-over de disen˜o debe estar en torno a 2000 rad/s.
A bajas frecuencias, los bounds ma´s restrictivos son los de respuesta ante una per-
turbacio´n a la salida de la planta. Cerca de la resonancia son los bounds de tracking y
a altas frecuencias son los de estabilidad y robustez. Ba´sicamente la interseccio´n de los
bounds, BO(s) para los cuales se disen˜a el controlador, son los anteriormente citados tal
y como se pueden observar en la Fig. 3.14.
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Figura 3.14: Bounds resultantes de la composicio´n, BO(s), para los cuales se disen˜a.
Cabe recordar que el punto mas restrictivo de cada frecuencia debe estar por fuera
de su bound correspondiente, si este es ”so´lido” debe estar por encima y si es ”rayado”
debe estar por debajo.
La carta de Nichols de la funcio´n en lazo abierto sin controlar, sobre la funcio´n de
sensibilidad complementaria T(w) se muestra en la Fig. 3.15. Los pasos para realizar el
controlador se detallan a continuacio´n:
1. Se an˜ade un resonador puro a 60 Hz para seguir perfectamente referencias a esa
frecuencia. El resultado se puede ver en la Fig. 3.16.
Res(w) =
1
w2 + (376,991)2
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Figura 3.15: Diagrama de Nichols en lazo abierto de la planta sin controlar.
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Figura 3.16: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 1.
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2. Para la wc = 2000rad/s se tienen -300º de fase, por lo que hay aumentarle la fase
por lo menos hasta -120º, an˜adiendo dos ceros en 10rad/s ,ademas as´ı se aumenta
la ganancia a bajas frecuencias para cumplir con las especificaciones. El resultado
se puede ver en la Fig. 3.17.
R(w) =
w2
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Figura 3.17: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 2.
3. Se an˜ade un polo despue´s de la resonancia, a 70 Hz (440rad/s) y un cero a 1105
rad/s, para empezar a acercar wc a 0 dB. El resultado se puede ver en la Fig. 3.18.
C(w) =
w
1105
+ 1
P (w) =
1
w
440
+ 1
4. Se baja la ganancia para lograr que wc corte definitivamente con 0dB. El resultado
se puede ver en la Fig. 3.19.
5. Se an˜ade una red lead-lag en torno a 350 rad/s para aumentar ligeramente la fase
de las frecuencias de tracking y que queden entre ”los huecos” de los bounds y as´ı
poder exprimir al ma´ximo esta te´cnica. El resultado se puede ver en la Fig. 3.20.
Lead− Lag(w) =
w
174
+ 1
w
702
+ 1
84 Disen˜o del Controlador en Tiempo Discreto
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Nichols plot
O
pe
n-
lo
op
 g
ai
n 
(d
B)
-350 -300 -250 -200 -150 -100 -50 0
-20
0
20
40
60
80
100
O
pe
n-
lo
op
 g
ai
n 
(d
B)
Open-loop phase (deg)
Figura 3.18: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 3.
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Figura 3.19: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 4.
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Figura 3.20: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 5.
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Figura 3.21: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 6.
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6. Se modifican ligeramente todas las redes, as´ı como la ganancia para terminar de
cumplir con las especificaciones. El resultado se puede ver en la Fig. 3.21.
7. Ahora mismo se tienen cuatro ceros y cuatro polos, es necesario insertar un polo a
alta frecuencia, por ejemplo a 150 kHz para que el grado relativo del controlador
sea 1 y por lo tanto sea causal. El resultado se puede ver en la Fig. 3.22.
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Figura 3.22: Diagrama de Nichols en lazo abierto de la planta controlada tras el paso 7.
Puesto que importa mucho lo que ocurra cerca de la resonancia de 60 Hz se va a hacer
un zoom antes y despue´s de la misma. Se pueden ver en la Fig. 3.23 y 3.24 respectivamente.
Se cumple en todos las frecuencias las especificaciones de tracking excepto en 370 rad/s
(bound negro), sin embargo, es probable que la toolbox no represente bien las ganancias
cuando tienden a infinito.
El controlador resultante es de orden cinco, puesto que hay cinco polos y se muestra
a continuacio´n:
C(w) =
2,451 · 10−10s4 + 3,291 · 10−7s3 + 6,719 · 10−5s2 + 3,182 · 10−3s+ 3,073 · 10−2
2,302 · 10−16s5 + 2,225 · 10−11s4 + 2,556 · 10−8s3 + 1,02 · 10−5s2 + 3,628 · 10−3 + 1
Por u´ltimo se pasa al dominio discreto el controlador utilizando la transformacio´n
bilineal de Tustin z = 2+Tsw
2−Tsw .
C(z) =
11,01z5 − 30,32z4 + 16,71z3 + 21,91z2 − 27,72z + 8,409
z5 − 2,799z4 + 1,656z3 + 1,861z2 − 2,493z + 0,7748
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Figura 3.23: Zoom del diagrama de Nichols en lazo abierto de la planta controlada
antes de la resonancia.
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Figura 3.24: Zoom del diagrama de Nichols en lazo abierto de la planta controlada
despue´s de la resonancia.
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3.5. Ana´lisis de la planta controlada en el dominio w
y z
Se va a analizar la planta controlada en te´rminos de la funcio´n en lazo abierto, la
funcio´n de sensbilidad, la funcio´n de sensbilidad complementaria y la funcio´n de sensibili-
dad ante perturbacio´n. Se analiza en el dominio w, continuo porque los conceptos e ideas
se entienden mejor que si se hiciera en el dominio z, discreto.
El diagrama de Bode de todas las funciones en lazo abierto, incluidos los correspon-
dientes a los ma´rgenes de tracking, se muestran entre 50 y 70 Hz en la Fig. 3.25. Se puede
observar una representacio´n ma´s global en la Fig. 3.26, donde para el peor caso (L=6.8
mH) el ancho de banda ronda los 1800 rad/s tal y como lo indicaba la carta de Nichols y
en el mejor de los casos (L=5.1mH) el ancho de banda ronda los 2100 rad/s.
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Figura 3.25: Diagrama de Bode de la variabilidad de la funcio´n en lazo abierto L(w)
entre 50-70 Hz en funcio´n de la inductancia.
Para entender mejor la respuesta ante una perturbacio´n a la entrada de la plan-
ta(tensio´n de red) se muestra la Fig. 3.27. A partir del resonador, se tiene que como poco
atenuaremos cualquier perturbacio´n -20dB, es decir, un 90 %.
Para entender mejor la respuesta ante una perturbacio´n a la salida de la planta se
muestra la Fig. 3.28 y la robustez se muestra la Fig. 3.29. El ma´ximo valor de la funcio´n
de sensibilidad sera de 5 dB lo cual es una buena robustez ya que se suele considerar 6
dB como l´ımite y cumple con la especificacio´n impuesta de robustez.
Tambie´n es interesante observar la variabilidad de la funcio´n de sensibilidad com-
plementaria, T (w), en la Fig. 3.30, pues es la que liga directamente la entrada del sistema
con la salida del mismo. Haciendo zoom se demuestra que se cumple la especificacio´n de
estabilidad relativa pues en ningu´n caso el ma´ximo valor superar los 3dB, se queda en
algo ma´s de 2dB en el peor de los casos tal y como se ve en la Fig. 3.31.
En definitiva, se cumple con todas las especificaciones impuestas en el disen˜o.
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Figura 3.26: Diagrama de Bode de la variabilidad de la funcio´n en lazo abierto L(w) en
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Figura 3.28: Diagrama de Bode de S(w) en funcio´n de la inductancia.
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Figura 3.30: Diagrama de Bode de T(w) en funcio´n de la inductancia.
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3.6. Controlador discreto en VVEE
Una vez se ha disen˜ado el controlador en el dominio z (discreto) es necesario pasarlo
a variables de estado por dos cuestiones fundamentales. La plataforma sobre la cual se
trabaja en el convertidor real, trabaja con controlados en vvee. Adema´s, para poder si-
mular un arranque suave se debe poder poner condiciones iniciales a los estados, y esto no
se puede realizar teniendo una representacio´n en funciones de transferencia. El esquema
de control que seguiremos es el que se muestra en la Fig. 3.32.
+
+ +
+
Figura 3.32: Esquema de control discreto en VVEE considerado.
La Fig. 3.32 representa la siguiente expresio´n:
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k)
Se pasa el controlador a variables de estado utilizando Matlab indicando que escoja
el mı´nimo nu´mero de estados, puesto que hay infinitas soluciones. De este proceso salen
las matrices A,B,C y D las cuales usaremos ma´s adelante.
Sin embargo, estas matrices representan un sistema SISO, por ejemplo para el canal
α, tal como lo muestra la Fig.3.33.
SISO- - MIMO
Figura 3.33: Diferente entre el sistema SISO y MIMO consideros.
Con el fin de lograr una expresio´n ma´s compacta y poder programar de manera ma´s
co´moda el controlador se transforman estas matrices para tener un sistema MIMO como
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el que se muestra en la Fig. 3.33, con seis entradas y dos salidas tal que:
x(k + 1) =

x1α(k + 1)
x2α(k + 1)
x3α(k + 1)
x4α(k + 1)
x5α(k + 1)
x1β(k + 1)
x2β(k + 1)
x3β(k + 1)
x4β(k + 1)
x5β(k + 1)

x(k) =

x1α(k)
x2α(k)
x3α(k)
x4α(k)
x5α(k)
x1β(k)
x2β(k)
x3β(k)
x4β(k)
x5β(k)

u(k) =

i∗α(k)
iα(k)
eα(k)
i∗β(k)
iβ(k)
eβ(k)
 y(k) =
[
vα(k)
vβ(k)
]
Teniendo en cuenta que la entrada del sistema SISO por canal era la diferencia de
corrientes (i∗− i) y que las salidas del sistema MIMO eran las mismas que las del sistema
SISO pero suma´ndoles las sen˜ales de red (feedforward), es fa´cil deducir las matrices ”totales
y compactas” del sistema MIMO.
AT =
[
A′ 0
0 A′
]
︸ ︷︷ ︸
10x10
BT =
[
B′ 0
0 B′
]
︸ ︷︷ ︸
10x6
CT =
[
C ′ 0
0 C ′
]
︸ ︷︷ ︸
2x10
DT =
[
D′ 0
0 D′
]
︸ ︷︷ ︸
2x6
Cabe resaltar que los ceros que aparecen en las matrices anteriores son ceros matri-
ciales de la dimensio´n que corresponda, a su vez, el resto de elementos son los siguientes:
A′ = [A]︸︷︷︸
5x5
B′ =
[
B −B 0]︸ ︷︷ ︸
5x3
C ′ = [C]︸︷︷︸
1x5
D′ =
[
D −D I]︸ ︷︷ ︸
1x3
Tambie´n es necesario, conocer los estados iniciales y las salidas iniciales, relacionados
con el arranque suave, para poder implementar el controlador en la aplicacio´n real. En
este caso:
x(0) = 1,0 · 103

1,492
0,902
0,153
−3,812
−7,792
−7,916
−7,995
−4,015

y(0) =
[
207,660
0
]
3.7. Aspectos relacionados con la implementacio´n en
la plataforma
Para poder realizar un control sobre un convertidor de potencia real, se debe imple-
mentar el controlador en un DSP que es el encargado de realizar todas las operaciones
nume´ricas pertinentes. Por otro lado se tiene una FPGA en el nivel superior que se encarga
de interrumpir al DSP, generar las sen˜ales de puerta, realizar las medidas etc.
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Para dicha implementacio´n hay que generar un co´digo en C y realizar un arranque
suave como se comentara a continuacio´n. Es importante que el controlador este
realizado para una planta no normalizada para poder implementarlo, al no haber
normalizado la planta no se tiene este problema.
3.7.1. Arranque suave
Es vital realizar un arranque suave del convertidor para que las corrientes por las
bobinas en el momento inicial no sean elevadas y salten las protecciones del mismo.
Para realizar un arranque suave hay que tener dos aspectos en cuenta. En primer
lugar, no es dif´ıcil observar en la Fig. 3.34 que si eα(0)=vα(0) la corriente por la bobina
en el canal α sera nula, esto es extrapolable al canal β. A su vez, es necesario establecer
unas condiciones iniciales en los estados porque si no al inicio x(0) valdr´ıa cero y tampoco
se calcular´ıa correctamente x(1).
+ ++ +
Figura 3.34: VSC promediado en ejes αβ
El momento en el cual se empieza a controlar las referencias de corriente son cero,
eα =
√
3 ·120 Vpico y eβ = 0 Vpico, recordar que eα esta sincronizado en fase con ea y que eβ
esta retrasada pi/2 con respecto eα para una secuencia de red positiva, abc. Para calcular
x(0) se deben simular las condiciones de arranque con Matlab, es decir, estar sin carga
y que las tensiones de red cumplan los requisitos establecidos anteriormente (cualquier
mu´ltiplo de 1/60). Yendo a Tools/Control Design/Lineal Analisys/ Take Snapshot se
puede hacer una captura habiendo transcurrido cinco periodos de la sen˜al de red, por
ejemplo, de todos los elementos que tienen memoria como pueden ser los estados.
De esta manera se consiguen las matrices x(0) e y y(0), condiciones iniciales para
el arranque suave del apartado 3.4. Se vera en simulacio´n que la corriente por el canal α
pasa de tener un pico de unos 8A a no tener pico y que la corriente por el canal β pasa
de tener un pico de unos 2A a tener un pico de 0.2A. Sin duda, esto es vital para poder
implementar bien el controlador en el DSP.
3.7.2. Generacio´n automa´tica de co´digo
El co´digo en lenguaje C lo se genera con una funcio´n de Matlab realizada por Jorge
Pe´rez Morales. Simplemente se tiene que pasar como argumento las matrices ”totales”(AT ,
BT , CT y DT ) as´ı como los valores iniciales de los estados, x(0), los valores iniciales de
la salida del controlador, y(0) y otros para´metros de menos intere´s como el nombre de
los archivos .c y .h as´ı como la versio´n de los mismos. Es importante que el orden de las
entradas al controlador sean las mismas en el co´digo que en las matrices, tambie´n se debe
prestar especial atencio´n al criterio de signos. De esta manera se generan dos archivos
uno con extensio´n .h y otro con extensio´n .c que sera´n los encargados de controlar el
convertidor. Esta funcio´n de incluye en el Ape´ndice A.
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3.8. Conclusiones
El ana´lisis de la planta controlada, es decir, del controlador presenta resultados
teo´ricos correctos por lo que se puede pasar a su verificacio´n. De esta manera, se vera su
comportamiento experimental y por lo tanto se podra´n extraer conclusiones del mismo.

Cap´ıtulo 4
Verificacio´n del Disen˜o
Sin duda alguna comprobar como funciona el controlador es una tarea importante e
interesante puesto que permite ver la calidad del mismo. Para ello, se han realizado varios
experimentos t´ıpicos en simulacio´n, con Matlab/Simulink, y otros sobre la plataforma real
”Semikron Converter 1” que se dispone en el laboratorio.
La estructura ba´sica del convertidor ”Semikron Converter 1” se puede ver en la
Fig. 4.1, donde se indican los componentes fundamentales del mismo.
Condensadores y bobinas
del filtro de red
Condensadores desconectados
Acometida de la red
Contactores
Condensadores DC
Sensores
Ventilador
Figura 4.1: Semikron Converter 1. Se indican sus partes fundamentales.
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4.1. Simulaciones
Antes de poder realizar experimentos sobre la planta real, es necesario hacerlos
sobre una planta simulada. Se han realizado simulaciones con el DC-BUS controlado
externamente, con una fuente de tensio´n ideal de 700V en el lado DC, para ver de forma
aislada la respuesta del controlador de corriente y el arranque. Tambie´n se han realizado
pruebas con el DC-BUS controlado internamente para as´ı poder comparar estos resultados
con los resultados obtenidos en la experimentacio´n. Los para´metros utilizados para las
simulaciones aparecen detallados en la tabla 4.1.
eabc 120 V
w1 2pi60
L 5,95 mH
R 47,4 mΩ
V ∗DC 700 V
CDC 4,7 mF
RDC1 117 Ω
RDC2 470 Ω
Tsw 400 µs
Ts 200 µs
Tabla 4.1: Caracter´ısticas de la simulacio´n.
4.1.1. Arranque con DC-BUS controlado externamente
Se va a analizar la diferencia entre un arranque suave, con las condiciones citadas
en la subseccio´n 3.7.1., y un arranque no suave. El resultado de la primera simulacio´n se
puede ver en la Fig. 4.2 y el de la segunda simulacio´n se puede ver en la Fig. 4.3 .
Los resultados son evidentes, ambas corrientes en el arranque suave son pra´ctica-
mente nulas mientras que en el arranque no suave iα tiene un pico de 8 A e iβ tiene un
pico de 2 A. Este hecho se ve muy bien en la actuacio´n, como se ve vα tiene llega a 350 V
cuando deber´ıa de ser igual que eα para tener una corriente nula en la bobina.
4.1.2. Respuesta ante un cambio de referencia de corriente con
DC-BUS controlado externamente
Se realiza un cambio de referencia tanto en amplitud como en fase en el canal α, la
respuesta del controlador de corriente se muestra en la Fig. 4.4 .
El resultado es correcto puesto que el tiempo de establecimiento es de aproximada-
mente 5 ms es decir, menos de medio periodo de red. Un cambio tanto en fase como en
amplitud de la referencia es lo que ma´s se le puede exigir al controlador, por lo tanto no
tiene sentido hacer simulaciones menos exigentes, en cuanto a tracking se refiere, dado
que los resultados sera´n positivos.
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Figura 4.2: Simulacio´n: Arranque suave en ejes αβ
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Figura 4.3: Simulacio´n: Arranque no suave en ejes αβ
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Figura 4.4: Simulacio´n: Respuesta ante un cambio de fase y de amplitud en la
corriente de referencia del canal α.
4.1.3. Respuesta ante un quinto armo´nico en la tensio´n de red
con DC-BUS controlado externamente
Se an˜ade un quinto armo´nico en la sen˜al de red, de amplitud igual a un quinto con
respecto a la fundamental, para ver si el controlador es capaz de filtrarlo, el resultado se
muestra en la Fig. 4.5 .
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Figura 4.5: Simulacio´n: Respuesta ante un quinto armo´nico en la tensio´n de red en
ejes αβ.
Utilizando la herramienta ”FFT Analisys” de Matlab se obtiene que la amplitud del
quinto armo´nico de corriente es aproximadamente 1.8 Apico. El valor de P
′(w)S(w) para
300 Hz es de -20 dB, como se ha visto en la seccio´n 3.2. la perturbacio´n (quinto armo´nico)
que entra tiene una amplitud de 18 Vpico (Fig. 3.11). Por lo tanto, se puede concluir que
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el sistema controlado debe atenuar un 90 % la sen˜al de entrada y de hecho la atenu´a ese
valor.
4.1.4. Respuesta ante un cambio de potencia reactiva
Poder compensar la potencia reactiva haciendo que la carga tenga un cara´cter ca-
pacitivo o inductivo es importante , para as´ı poder modificar el factor de potencia en
el punto de conexio´n comu´n, PCC. Estas simulaciones se han realizado manteniendo la
potencia activa constante a 1.05 kW. Los resultados se muestran en la Fig. 4.6 y en la
Fig. 4.7 .
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
-200
-100
0
100
200
Actuación
V
ol
ta
ge
(V
)
vα
vβ
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
-200
-100
0
100
200
Tensiónmdemred
V
ol
ta
ge
(V
)
eα
eβ
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
-20
0
20
Trackingmdemcorrientes
C
ur
re
nt
(A
)
Time(s)
i*α
i*β
iα
iβ
Figura 4.6: Simulacio´n: Comportamiento capacitivo de la carga en ejes αβ.
Si, la corriente esta adelantada con respecto a la fase el comportamiento de la carga
sera capacitivo siendo la tensio´n de red ma´s pequen˜a que la actuacio´n tal y como se puede
ver en la Fig. 4.6. Esto implica que “se esta enviando” potencia reactiva a la red.
Si la corriente esta retrasada con respecto a la red el comportamiento de la carga
sera inductivo, siendo la tensio´n de red ma´s grande que la actuacio´n tal y como se puede
ver en la Fig. 4.7 . Esto implica que “se esta consumiendo” potencia reactiva a la red. En
ejes abc se ver´ıan unos resultados iguales a nivel conceptual.
4.1.5. Respuesta ante un cambio de carga, cambio de potencia
activa
Se realiza un cambio de potencia de 0 kW a 4.2 kW, y por lo tanto pasamos de
no tener carga a tener una carga de 117Ω, los resultados se pueden ver en la Fig. 4.8 y
Fig. 4.9 .
En este caso, se mezclan dos efectos, por un lado el transitorio del control de tensio´n
y por otro lado el control de corriente. Se observa que al exigir potencia por parte de la
carga, las referencias de corriente van aumentando lentamente debido a que el controlador
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Figura 4.7: Simulacio´n: Comportamiento inductivo de la carga en ejes αβ.
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Figura 4.8: Simulacio´n: Respuesta ante un cambio de potencia activa de 0 kW a 4.2
kW en ejes αβ.
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Figura 4.9: Simulacio´n: Respuesta ante un cambio de potencia activa de 0 kW a 4.2
kW en ejes abc.
de tensio´n es lento. Por lo tanto, el control de corriente sigue perfectamente las referencias
y no existe apenas transitorio. Por esta razo´n, la actuacio´n no sufre ningu´n pico.
Las corrientes iabc y la tensio´n de red eabc esta´n en fase, puesto que se esta consu-
miendo potencia activa unicamente.
4.1.6. Respuesta ante un hueco equilibrado en la tensio´n de red
La tensio´n de red sufre una ca´ıda de un 75 % en todas las fases de una duracio´n de
10 periodos de la sen˜al de red, con potencia activa constante (1.05 kW), se pueden ver los
resultados en las Fig. 4.10 y Fig. 4.11 .
Al ser la potencia constante y caer la tensio´n se deben aumentar las referencias de
corriente y por lo tanto la corriente puesto que el seguimiento es bastante ra´pido. Se puede
observar que el seguimiento de i∗β se realiza peor, esto se debe a que en el momento que
se produce el hueco de tensio´n iβ esta bajando, aun as´ı se establece en aproximadamente
1/4 del periodo de red, lo cual es bastante ra´pido. Cuando la tensio´n de red vuelve a su
estado inicial, ocurre una situacio´n ana´loga a la anterior.
Las medidas en ejes abc son ana´logas a los resultados obtenidos en ejes αβ.
Los picos de tensio´n de la actuacio´n se deben a que el cambio inicial que se produce
en la corriente es relativamente brusco, es necesario para compensar el hueco de tensio´n.
A la hora de hacer esta prueba en la planta real se debera´ hacerlo a potencia baja, porque
el valor de pico de la corriente esta limitada a 30 A y podr´ıan saltar las protecciones.
4.2. Experimentos sobre la planta real
Los experimentos se han realizado con el convertidor ”Semikronconverter1”que se
dispone en el laboratorio. Estos experimentos se han realizado con el DC-BUS controlado,
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Figura 4.10: Simulacio´n: Respuesta ante un hueco de tensio´n equilibrado del 75 % en
ejes αβ
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Figura 4.11: Simulacio´n: Respuesta ante un hueco de tensio´n equilibrado del 75 % en
ejes abc.
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donde el controlador externo ha sido realizado por Jorge Pe´rez Morales. Las caracter´ısticas
nominales del convertidor se adjuntan en la tabla 4.2.
S 17,5 kVA
eabc 120 V
w1 2pi60
L 5,1 mH
R 47,4 mΩ
V ∗DC 700 V
CDC 4,7 mF
RDC1 117 Ω
RDC2 470 Ω
Tsw 400 µs
Ts 200 µs
Tabla 4.2: Caracter´ısticas nominales Semikron Converter 1.
A su vez, se pueden observar dos tipos de capturas de datos. Por un lado capturas
obtenidas directamente por el osciloscopio y por otro lado se obtienen datos a trave´s de los
diferentes sensores del convertidor que pueden ser tratados por programas tipo Matlab.
Los resultados obtenidos se detallan a continuacio´n, se ha intentado que las pruebas
experimentales sean lo ma´s parecidas a las pruebas realizadas en simulacio´n.
Cabe resaltar, que para todas las pruebas se ha utilizado una secuencia de red
positiva (eabc) y para la u´ltima prueba una secuencia de red negativa (eacb). De esta
forma, se puede ver una clara ventaja de trabajar en ejes αβ con respecto a trabajar
en ejes dq. El controlador de corriente funciona perfectamente con secuencia negativa en
la sen˜al de red, sin embargo en ejes dq no funcionaria. Aunque en el caso del arranque
suave si que influye la secuencia de la red aunque se este trabajando en αβ, puesto que
las condiciones iniciales supuestas a la hora de generar los estados iniciales, x(0), y la
actuacio´n inicial, y(0) son diferentes.
4.2.1. Arranque
El arranque es una maniobra cr´ıtica, antes de empezar a controlar se carga el DC-
BUS a la tensio´n ma´xima de rectificacio´n que de el puente de diodos en este caso
√
3 ·√
2 ·120 V . Una vez realizada la precarga, se sube el DC-BUS hasta su valor de referencia
de 700V, los resultados se pueden ver en la Fig. 4.12 y Fig. 4.13 .
El arranque que se produce es bastante suave por dos razones. Como se ha visto en
la simulacio´n imponer unas condiciones iniciales a los estados y actuacio´n del controlador
de corriente hace que el pico inicial sea pequen˜o. A su vez, al tener un saturador y un
anti-windup en el control de tensio´n hace que las referencias de corriente no sean muy
elevadas y no salten las protecciones del controlador.
Una vez cargado el DC-BUS con el valor final, al no tener carga las corrientes
deber´ıan de ser cero. Sin embargo, esto no ocurre as´ı porque existen resistencias para´sitas,
inductancias para´sitas y otros aspectos que no se tienen en cuenta.
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Figura 4.12: Experimentacio´n: Arranque en ejes αβ.
Figura 4.13: Experimentacio´n: Arranque en ejes abc.
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4.2.2. Respuesta ante un cambio de potencia reactiva
Estas pruebas se han realizado a potencia activa constante de 1.05 kW, los resultados
se muestran en las Fig. 4.14 , Fig. 4.15 y Fig. 4.16 .
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Figura 4.14: Experimentacio´n: Comportamiento capacitivo de la carga en ejes αβ.
Si la corriente esta adelantada con respecto a la red el comportamiento de la carga
sera capacitivo siendo la tensio´n de red ma´s pequen˜a que la actuacio´n tal y como se puede
ver en la Fig. 4.14. Esto implica que “se esta enviando” potencia reactiva a la red.
Si la corriente esta retrasada con respecto a la red el comportamiento de la carga
sera inductivo, siendo la tensio´n de red ma´s grande que la actuacio´n tal y como se puede
ver en la Fig. 4.15 .Esto implica que “se esta consumiendo” potencia reactiva a la red.
4.2.3. Respuesta ante un cambio de carga, cambio de potencia
activa
Se realiza un cambio de potencia de 0 kW a 4.2 kW, y por lo tanto se pasa de no
tener carga a tener una carga de 117 Ω, los resultados se pueden ver en la Fig. 4.17 y
Fig. 4.18 .
En este caso, se mezclan dos efectos, por un lado el transitorio del control de tensio´n
y por otro lado el control de corriente. Se observa que al exigir potencia por parte de la
carga, las referencias de corriente van aumentando lentamente debido a que el controlador
de tensio´n es lento. Por lo tanto, el control de corriente sigue perfectamente las referencias
y no existe apenas transitorio. Por esta razo´n, la actuacio´n no sufre ningu´n pico.
Las corrientes iabc y la tensio´n de red eabc esta´n en fase, puesto que se esta consu-
miendo potencia activa unicamente.
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Figura 4.15: Experimentacio´n: Comportamiento inductivo de la carga en ejes αβ.
Figura 4.16: Experimentacio´n: Respuesta ante diferentes cambios de potencia reactiva
abc.
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Figura 4.17: Experimentacio´n: Respuesta ante un cambio de potencia activa de 0 kW a
4.2 kW en ejes αβ .
Figura 4.18: Experimentacio´n: Respuesta ante un cambio de potencia activa de 0 kW a
4.2 kW en ejes abc.
110 Verificacio´n del Disen˜o
4.2.4. Respuesta ante un quinto armo´nico en la tensio´n de red
Ahora la tensio´n de red tiene un quinto armo´nico de amplitud igual a una quinta
parte de la fundamental en todas sus fases, este hecho suele ser recurrente en tensiones
”reales” de red. Los resultados se muestran en las Fig. 4.19 y Fig. 4.20 .
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Figura 4.19: Experimentacio´n: Respuesta ante un quinto armo´nico en la red en ejes αβ.
En este caso, realmente no se ve bien si el controlador de corriente es capaz de filtrar
ese quinto armo´nico dado que el control de tensio´n no es capaz de filtrarlo y por eso las
referencias de corriente no son sinusoidales. Aunque estas referencias si que son seguidas
correctamente por el controlador.
4.2.5. Respuesta ante un hueco equilibrado en la tensio´n de red.
Secuencia negativa
La tensio´n de red sufre una ca´ıda de un 75 % en todas las fases de una duracio´n
de 0.15 s con potencia activa constante (1.05 kW), se pueden ver los resultados en las
Fig. 4.21 y Fig. 4.22 .
Al ser la potencia constante y caer la tensio´n se deben aumentar las referencias de
corriente y por lo tanto la corriente puesto que el seguimiento es bastante bueno. Se puede
observar que el seguimiento de i∗β se realiza peor, esto se debe a que en el momento que
se produce el hueco de tensio´n iβ esta bajando aun as´ı se establece en aproximadamente
1/4 del periodo de red, lo cual es bastante ra´pido. Cuando la tensio´n de red vuelve a su
estado inicial, ocurre una situacio´n ana´loga a la anterior.
Las medidas tomadas por el osciloscopio en ejes abc son ana´logas a los resultados
obtenidos en ejes αβ.
Los picos de tensio´n de la actuacio´n se deben a que el cambio inicial que se produce
en la corriente es relativamente brusco, es necesario para compensar el hueco de tensio´n.
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Figura 4.20: Experimentacio´n: Respuesta ante un quinto armo´nico en la red en ejes
abc.
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Figura 4.21: Experimentacio´n: Respuesta ante un hueco de tensio´n equilibrado del 75 %
en ejes αβ con secuencia negativa en la tensio´n de red, aabc.
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Figura 4.22: Experimentacio´n: Respuesta ante un hueco de tensio´n equilibrado del 75 %
en ejes abccon secuencia negativa en la tensio´n de red, aabc.
Es importante destacar, que aunque se tenga una secuencia negativa en la sen˜al de
red, eβ adelantada con respecto a eα, el controlador de corriente (y tensio´n) funcionan
correctamente.
4.3. Conclusiones
Se puede concluir, que los resultados tanto experimentales como en simula-
cio´n son satisfactorios y que utilizar la te´cnica de control QFT es interesante para este
tipo de aplicaciones. Adema´s, que concuerden,mayoritariamente, ambos tipos de resulta-
dos es positivo porque se puede validar el proceso de simulacio´n.
Cap´ıtulo 5
Conclusiones y L´ıneas Futuras
5.1. Conclusiones
Se puede concluir, principalmente, que los resultados tanto experimentales co-
mo en simulacio´n son satisfactorios y que utilizar la te´cnica de control QFT es intere-
sante para este tipo de aplicaciones. Adema´s, que concuerden,mayoritariamente, ambos
tipos de resultados es positivo porque se puede validar el proceso de simulacio´n.
A lo largo del trabajo hemos tenido ciertas dificultades con la toolbox QFTCT dado
que, aunque conceptualmente sea interesante tiene varios errores en su programacio´n que
no permiten trabajar co´modamente. Pese a que se pueden definir en ella especificaciones
diferentes a las t´ıpicas con la opcio´n ”Defined by user”, luego no se traspasan bien a la
ventana de disen˜o haciendo inu´til esta opcio´n. Tampoco se cree que esta herramienta
sea capaz de transcribir correctamente las especificaciones con resonadores, puesto que
cuando la pendiente tiende a infinito los contornos resultantes no son correctos, indicando
incluso que en la funcio´n de lazo se necesita ganancias bajas en la frecuencia de segui-
miento de 60Hz. La definicio´n de la planta tambie´n es bastante imprecisa, puesto que
no trabaja correctamente con incertidumbres precisas en los para´metros, redondeando su
variabilidad en muchas ocasiones y por lo tanto dando como resultado templates erro´neos.
En definitiva, habra´ que buscar otra toolbox de caracter´ısticas similares pero sin tantos
fallos.
El traspaso de especificaciones DC a especificaciones AC tambie´n ha tenido sus
peculiaridades. Ciertamente la tesis [Zmood, 2003] ha sido de gran ayuda para realizar
las especificaciones de seguimiento del controlador, puesto que si se ha encontrado una
transcripcio´n y respuesta clara en el tiempo de establecimiento y sobreimpulso de las
diferentes referencias sinusoidales. Sin embargo, en lo que se refiere a especificaciones
ante perturbaciones no nos ha sido de ayuda, teniendo que buscar otros me´todos para
realizarlas.
5.2. L´ıneas futuras
Dados los buenos resultados obtenido se pueden plantear varias l´ıneas de trabajo
futuras para seguir investigando los beneficios de la te´cnica QFT.
En primer lugar, se podr´ıa mejorar la respuesta que tiene el controlador ante per-
turbaciones de la sen˜al de red, como un quinto armo´nico. Para ello, habr´ıa que aumentar
la ganancia del controlador, y por tanto la ganancia de la funcio´n en lazo abierto, a las
frecuencias donde se den los armo´nicos que se quieren filtrar.
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En segundo lugar, ser´ıa interesante realizar tambie´n el controlador de tensio´n con la
te´cnica QFT para mejorar las prestaciones de dicho controlador y por lo tanto del sistema
en su conjunto.
En tercer lugar, se podr´ıa realizar este mismo proyecto pero aplicado a una topolog´ıa
tipo LCL como filtro de red. Este filtro tiene varias ventajas con respecto al L, la principal
es que se logra una mayor atenuacio´n de los armo´nicos producidos por la conmutacio´n
PWM con un menor coste econo´mico dado que las bobinas necesarias son ma´s pequen˜as.
En cuarto lugar, explorar las posibilidades de esta te´cnica en el control de admitancia
a la entrada del convertidor, tema fundamental de la tesis que esta realizando Jorge Pe´rez
Morales, podr´ıa llegar a ser u´til dado que la te´cnica H∞ da como resultado controladores
muy robustos, pero lentos y de mucho orden. El orden de un controlador es importante,
dado que cuantos ma´s estados se tenga ma´s lento sera el procesamiento de la FPGA-DSP.
En resumen, las posibilidades que se abren ahora son muchas y todas ellas con una
aplicacio´n industrial importante.
Parte V
PRESUPUESTO
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Presupuesto
A continuacio´n de estima el importe de la ejecucio´n del proyecto. Para ello se reali-
zara´ un estudio dividido en diversos apartados, en los cuales se agrupan los gastos segu´n
origen.
1. Coste de los materiales
En este apartado se engloba el precio de los diversos equipos empleados para desa-
rrollar el presente trabajo. Describiendo tanto el precio de la parte hardware como el de
la parte software . Por u´ltimo, se hara un pequen˜o resumen del conjunto de material de
oficina utilizado en la realizacio´n del proyecto.
Recursos hardware.
Concepto Valor
Osciloscopio Yokogawa DL 750 4.610 e
Fuente programable AC Pacific Smartsource 345 AMX 50.000 e
Convertidor Semikron Converter 1 6.000 e
Placa FPGA Spartan XC35S00E ma´s perife´ricos 310 e
DSP TM320C671x-0 150 e
PC Intel Core i-7 699 e
Total 61.769 e
Recursos software.
Concepto Valor
Licencia Matlab 5.995 e
Licencia Windows 7 Professional 64-bit 39,99 e
Total 6.034,99 e
Recursos oficina.
Concepto Valor
Material fungible (papel, repuestos, ...) 60 e
Material no fungible 30 e
Total 90 e
Llegados a este punto, se puede realizar el ca´lculo final del coste que suponen el
conjunto de todos los materiales:
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Concepto Valor
Coste material hardware 61.769 e
Coste material software 6.034,99 e
Coste material de oficina 90 e
Total 67.893,99 e
El coste total de los materiales asciende a sesenta y siete mil ochocientos no-
venta y tres con noventa y nueve euros.
2. Coste de la mano de obra
La realizacio´n de este proyecto ha sido llevada a cabo por las siguientes personas:
Un gradudado en ingenier´ıa electro´nica y automa´tica industrial. Redactor y director
del proyecto.
Concepto Valor
Coste por hora 44,50 e/hora
Total de horas empleadas 220 horas
Total 9.790 e
Un mecano´grafo. Encargado del mecanografiado del proyecto.
Concepto Valor
Coste por hora 20,50 e/hora
Total de horas empleadas 80 horas
Total 1.640 e
El coste total de la mano de obra asciende a once mil cuatrocientos treinta
euros.
3. Presupuesto de ejecucio´n de material
Es la suma total de los importes del coste material y de la mano de obra.
Concepto Valor
Coste total del material 67.893,99 e
Coste total de la mano de obra 11.430 e
Total 79.323,99 e
El presupuesto total de ejecucio´n material asciende a la cantidad de setenta y
nueve mil trescientos veintitre´s con noventa y nueve euros. En este caso, el proyecto
tendra´ una coste total de noventa y cinco mil novecientos ochenta y dos euros
(95.982 e) teniendo una carga impositiva del 21 % por el IVA.
Parte VI
ANEXOS
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Ape´ndice A
Funcio´n: generate qft cont
function generate_qft_cont(A_K, B_K, C_K, D_K, X_K_0, Y_K_0, nombre_archivo,
version)
nombre_archivo_c = sprintf('%s.c', nombre_archivo);
nombre_archivo_h = sprintf('%s.h', nombre_archivo);
tipo_dato='float';
funcion_multiplicacion='matrix_mul_vector';
%Formato para definicion de matrices
formato_inter=' %18.16f,';
formato_final=' %18.16f};';
formato_final_define=' %18.16f}';
%% Archivo C
hora=clock;
f1=fopen(nombre_archivo_c,'w');
%%Cabecera
fprintf(f1,'/*\n * QFT Controller. Jose Manuel del Toro.\n');
fprintf(f1,' * Automatically generated by generate_hinf_cont.m on:
%d-%d-%d %d:%2d\n', hora(3),hora(2),hora(1),hora(4),hora(5));
fprintf(f1,' * Version del controlador: %s*/\n', version);
fprintf(f1,'\n');
fprintf(f1,'#include <stdio.h>\n');
fprintf(f1,'#include <stdlib.h>\n');
fprintf(f1,'#include <csl.h>\n');
fprintf(f1,'#include <csl_irq.h>\n');
fprintf(f1,'#include <math.h>\n');
fprintf(f1,'#include <log.h>\n');
fprintf(f1,'#include <std.h>\n');
fprintf(f1,'#include "vectorialControllerVsc1.h"\n');
fprintf(f1,'#include "generaldefs.h"\n');
fprintf(f1,'#include "%s"\n',nombre_archivo_h);
fprintf(f1,'#include "states.h"\n');%Define estados del controlador
fprintf(f1,'#include "matrix_operations.h"\n');
fprintf(f1,'#include "protocol.h"//Para tener los indices de las consignas\n');
fprintf(f1,'\n');
fprintf(f1,'#include "sineCosineTable.h"\n');
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%%Defines de dimensiones
size_B_K=size(B_K);
size_D_K=size(D_K);
n_states_K=size_B_K(1);
n_inputs_K=size_B_K(2);
n_outputs_K=size_D_K(1);
% Comprobacion por seguridad
if (size_B_K(2)~= size_D_K(2))
fprintf(f1,'ERROR EN LOS DATOS\n\n');
return;
end
%%Variables globales (Vectores de estado)
%Vector X_K inicial
fprintf(f1,'\n');
fprintf(f1,'\n');
fprintf(f1, 'static float X_K[%d]={',n_states_K);
for row=[1:n_states_K]
if (row==n_states_K)
fprintf(f1,formato_final,X_K_0(row));
else
fprintf(f1,formato_inter,X_K_0(row));
end
end
fprintf(f1,'\n');
fprintf(f1, 'float x_init[%d]={',n_states_K);
for row=[1:n_states_K]
if (row==n_states_K)
fprintf(f1,formato_final,X_K_0(row));
else
fprintf(f1,formato_inter,X_K_0(row));
end
end
fprintf(f1,'\n');
%Vector Y_K inicial
fprintf(f1,'\n');
fprintf(f1,'\n');
fprintf(f1,'//%s u_ab0[%d]={',tipo_dato,2);
for row=[1:2]
if (row==2)
fprintf(f1,formato_final,Y_K_0(row));
else
fprintf(f1,formato_inter,Y_K_0(row));
end
end
fprintf(f1,'\n');
% Matriz A_K
fprintf(f1,'\n');
fprintf(f1, '%s A_K[%d]={\n',tipo_dato,n_states_K^2);
for row=[1:n_states_K]
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for col=[1:n_states_K]
if (row==n_states_K && col==n_states_K)
fprintf(f1,formato_final,A_K(row,col));
else
fprintf(f1,formato_inter,A_K(row,col));
end
end
fprintf(f1,'\n');
end
%Matrix B_K
fprintf(f1,'\n');
fprintf(f1,'\n');
fprintf(f1, '%s B_K[%d]={\n',tipo_dato,n_states_K*n_inputs_K);
for row=[1:n_states_K]
for col=[1:n_inputs_K]
if (row==n_states_K && col==n_inputs_K)
fprintf(f1,formato_final,B_K(row,col));
else
fprintf(f1,formato_inter,B_K(row,col));
end
end
fprintf(f1,'\n');
end
%Matrix C_K
fprintf(f1,'\n');
fprintf(f1,'\n');
fprintf(f1, '%s C_K[%d]={\n',tipo_dato,n_outputs_K*n_states_K);
for row=[1:n_outputs_K]
for col=[1:n_states_K]
if (row==n_outputs_K && col==n_states_K)
fprintf(f1,formato_final,C_K(row,col));
else
fprintf(f1,formato_inter,C_K(row,col));
end
end
fprintf(f1,'\n');
end
%Matrix D_K
fprintf(f1,'\n');
fprintf(f1,'\n');
fprintf(f1, '%s D_K[%d]={\n',tipo_dato,n_outputs_K*n_inputs_K);
for row=[1:n_outputs_K]
for col=[1:n_inputs_K]
if (row==n_outputs_K && col==n_inputs_K)
fprintf(f1,formato_final,D_K(row,col));
else
fprintf(f1,formato_inter,D_K(row,col));
end
end
fprintf(f1,'\n');
end
fprintf(f1,'\n');
fprintf(f1,'%s U_K[N_INPUTS_K_HINF];\n',tipo_dato);
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fprintf(f1,'%s Y_K[N_OUTPUTS_K_HINF];\n',tipo_dato);
fprintf(f1,'%s Y_K_pre_1[N_OUTPUTS_K_HINF];\n',tipo_dato);
fprintf(f1,'%s Y_K_pre_2[N_OUTPUTS_K_HINF];\n',tipo_dato);
fprintf(f1,'%s X_K_pre_1[N_STATES_K_HINF];\n',tipo_dato);
fprintf(f1,'%s X_K_pre_2[N_STATES_K_HINF];\n',tipo_dato);
%Empieza la funcion
fprintf(f1,'\n');
fprintf(f1,'void hinf(Vsc1Struct * vsc1)\n');
fprintf(f1,'{\n');
fprintf(f1,' int i;\n');
fprintf(f1,' float ia;float ib;float ic;\n');
fprintf(f1,'\n');
fprintf(f1,' // Transformacion corriente medida abc-->ab\n');
fprintf(f1,' ia = vsc1->dat[I2A];\n');
fprintf(f1,' ib = vsc1->dat[I2B];\n');
fprintf(f1,' ic = vsc1->dat[I2C];\n');
fprintf(f1,' abc2alphaBeta(ia,ib,ic,vsc1->iab);\n');
fprintf(f1,'\n');
fprintf(f1,' /*\n');
fprintf(f1,' * Asignar entradas al controlador
[vs(ab);i_ref(ab);i(ab)]\n');
fprintf(f1,' */\n');
fprintf(f1,' U_K[0]=-vsc1->iab_ref[0];\n');
fprintf(f1,' U_K[1]=vsc1->iab[0];\n');
fprintf(f1,' U_K[2]=vsc1->dat[EALPHA];\n');
fprintf(f1,' U_K[3]=-vsc1->iab_ref[1];\n');
fprintf(f1,' U_K[4]=vsc1->iab[1];\n');
fprintf(f1,' U_K[5]=vsc1->dat[EBETA];\n');
fprintf(f1,'\n');
fprintf(f1,' /*\n');
fprintf(f1,' * FASE DE CALCULO DE VECTORES DE SALIDA\n');
fprintf(f1,' */\n');
fprintf(f1,' // Y_K=C_K*X_K + D_K*U_K\n');
fprintf(f1,' matrix_mul_vector(C_K,
N_OUTPUTS_K_HINF,N_STATES_K_HINF, X_K,Y_K_pre_1);\n');
fprintf(f1,' matrix_mul_vector(D_K,
N_OUTPUTS_K_HINF,N_INPUTS_K_HINF, U_K,Y_K_pre_2);\n');
fprintf(f1,' for (i=0;i<N_OUTPUTS_K_HINF;i++)\n');
fprintf(f1,' Y_K[i]=Y_K_pre_1[i]+Y_K_pre_2[i];\n');
fprintf(f1,' vsc1->uab[0]=Y_K[0];\n');
fprintf(f1,' vsc1->uab[1]=Y_K[1];\n');
fprintf(f1,'\n');
fprintf(f1,' /*\n');
fprintf(f1,' * FASE DE CALCULO DE VECTORES DE ESTADOS PARA k+1\n');
fprintf(f1,' */\n');
fprintf(f1,' //X_[k+1]=A_K*X_K + B_K*U_K\n');
fprintf(f1,' matrix_mul_vector(A_K,N_STATES_K_HINF,
N_STATES_K_HINF, X_K,X_K_pre_1);\n');
fprintf(f1,' matrix_mul_vector(B_K,N_STATES_K_HINF,
N_INPUTS_K_HINF, U_K,X_K_pre_2);\n');
fprintf(f1,' for (i=0;i<N_STATES_K_HINF;i++)\n');
fprintf(f1,' X_K[i]=X_K_pre_1[i]+X_K_pre_2[i];\n');
fprintf(f1,' }\n');
fprintf(f1,'\n');
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fprintf(f1,'\n');
fprintf(f1,'void hinf_reset(float * dat)\n');
fprintf(f1,'{\n');
fprintf(f1,'int i=0;\n');
fprintf(f1,'\n');
fprintf(f1,'for (i=0;i<N_STATES_K_HINF;i++)\n');
fprintf(f1,' X_K[i]=x_init[i];\n');
fprintf(f1,'}\n');
fclose(f1);
%% Archivo H
hora=clock;
f2=fopen(nombre_archivo_h,'w');
fprintf(f2,'/*\n * Archivo H de QFT controller. Jose Manuel del Toro.\n');
fprintf(f2,' * Automatically generated by generate_hinf_cont.m on:
%d-%d-%d %d:%2d\n', hora(3),hora(2),hora(1),hora(4),hora(5));
fprintf(f2,' * Version del controlador: %s*/\n', version);
fprintf(f2,'\n');
fprintf(f2,'#ifndef _HINF_SIM_H_\n');
fprintf(f2,'#define _HINF_SIM_H_\n');
fprintf(f2,'#endif\n');
fprintf(f2,'\n');
fprintf(f2,'#define N_STATES_K_HINF %d\n',n_states_K);
fprintf(f2,'#define N_INPUTS_K_HINF %d\n',n_inputs_K);
fprintf(f2,'#define N_OUTPUTS_K_HINF %d\n',n_outputs_K);
fprintf(f2,'\n');
fprintf(f2,'\n');
fprintf(f2,'void hinf(Vsc1Struct * vsc1);\n');
fprintf(f2,'void lazo_externo(Vsc1Struct * vsc1);\n');
fprintf(f2,'void calculo_irefab(Vsc1Struct * vsc1);\n');
fprintf(f2,'void hinf_reset(float * dat);\n');
fprintf(f2,'void lazo_externo_reset(float * dat);\n');
fclose(f2);
126 Funcio´n: generate qft cont
Ape´ndice B
Co´digo: qft.c
*
* QFT Controller. Jose Manuel del Toro.
* Automatically generated by generate_qft_cont.m on: 30-6-2015 17:19
* Version del controlador: Funciona 1.0*/
#include <stdio.h>
#include <stdlib.h>
#include <csl.h>
#include <csl_irq.h>
#include <math.h>
#include <log.h>
#include <std.h>
#include "vectorialControllerVsc1.h"
#include "generaldefs.h"
#include "QFT.h"
#include "states.h"
#include "matrix_operations.h"
#include "protocol.h" //Para tener los indices de las consignas
#include "sineCosineTable.h"
static float X_K[10]={ 1322.9400718599916, 2074.3459937814405, 1491.9504647378328,
902.00114952380648, 153.93272548459674, -3812.3569446183292, -7792.216825090497,
-7916.0451756439652, -7995.5572824222618, -4015.1266448479337};
float x_init[10]={ 1322.9400718599916, 2074.3459937814405, 1491.95046473783280,
902.00114952380648, 153.93272548459674, -3812.3569446183292,
-7792.216825090497, -7916.0451756439652, -7995.5572824222618, -4015.1266448479337};
float A_K[100]={
1.2794815604912850, 0.6243544600887510, -0.8760240788596903, -0.19103125206668,
0.6042882757546642, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 2.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 1.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
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0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
1.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.5000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 1.2794815604912850,
0.6243544600887510, -0.8760240788596903, -0.1910312520666896, 0.60428827575466,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 2.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
1.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 1.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.5000000000000000, 0.0000000000000000};
float B_K[60]={
8.0000000000000000, -8.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, -0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, -0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, -0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, -0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 8.0000000000000000, -8.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
-0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, -0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
-0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, -0.0000000000000000, 0.0000000000000000};
float C_K[20]={
-1.3153773568265095, 1.3692390153721288, 0.0251932099566829, -1.5349417693873804,
1.5927084318367506, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, -1.3153773568265095,
1.3692390153721288, 0.0251932099566829, -1.5349417693873804, 1.5927084318367506};
float D_K[12]={
19.8924032904883640, -19.8924032904883640, 1.0000000000000000, 0.0000000000000000,
0.0000000000000000, 0.0000000000000000, 0.0000000000000000, 0.0000000000000000,
0.0000000000000000, 19.8924032904883640, -19.8924032904883640, 1.0000000000000000};
float U_K[N_INPUTS_K_HINF];
float Y_K[N_OUTPUTS_K_HINF];
float Y_K_pre_1[N_OUTPUTS_K_HINF];
float Y_K_pre_2[N_OUTPUTS_K_HINF];
float X_K_pre_1[N_STATES_K_HINF];
float X_K_pre_2[N_STATES_K_HINF];
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void hinf(Vsc1Struct * vsc1)
{
int i;
float ia;float ib;float ic;
// Transformacion corriente medida abc-->ab
ia = vsc1->dat[I2A];
ib = vsc1->dat[I2B];
ic = vsc1->dat[I2C];
abc2alphaBeta(ia,ib,ic,vsc1->iab);
/*
* Asignar entradas al controlador [vs(ab);i_ref(ab);i(ab)]
*/
U_K[0]=-vsc1->iab_ref[0];
U_K[1]=vsc1->iab[0];
U_K[2]=vsc1->dat[EALPHA];
U_K[3]=-vsc1->iab_ref[1];
U_K[4]=vsc1->iab[1];
U_K[5]=vsc1->dat[EBETA];
/*
* FASE DE CALCULO DE VECTORES DE SALIDA
*/
// Y_K=C_K*X_K + D_K*U_K
matrix_mul_vector(C_K, N_OUTPUTS_K_HINF,N_STATES_K_HINF, X_K,Y_K_pre_1);
matrix_mul_vector(D_K, N_OUTPUTS_K_HINF,N_INPUTS_K_HINF, U_K,Y_K_pre_2);
for (i=0;i<N_OUTPUTS_K_HINF;i++)
Y_K[i]=Y_K_pre_1[i]+Y_K_pre_2[i];
vsc1->uab[0]=Y_K[0];
vsc1->uab[1]=Y_K[1];
/*
* FASE DE CALCULO DE VECTORES DE ESTADOS PARA k+1
*/
//X_[k+1]=A_K*X_K + B_K*U_K
matrix_mul_vector(A_K,N_STATES_K_HINF, N_STATES_K_HINF, X_K,X_K_pre_1);
matrix_mul_vector(B_K,N_STATES_K_HINF, N_INPUTS_K_HINF, U_K,X_K_pre_2);
for (i=0;i<N_STATES_K_HINF;i++)
X_K[i]=X_K_pre_1[i]+X_K_pre_2[i];
}
void hinf_reset(float * dat)
{
int i=0;
for (i=0;i<N_STATES_K_HINF;i++)
X_K[i]=x_init[i];
}
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Ape´ndice C
Co´digo: qft.h
/*
* Archivo H de QFT controller. Jose Manuel del Toro.
* Automatically generated by generate_qft_cont.m on: 30-6-2015 17:19
* Version del controlador: Funciona 1.0*/
#ifndef _HINF_SIM_H_
#define _HINF_SIM_H_
#endif
#define N_STATES_K_HINF 10
#define N_INPUTS_K_HINF 6
#define N_OUTPUTS_K_HINF 2
void hinf(Vsc1Struct * vsc1);
void lazo_externo(Vsc1Struct * vsc1);
void calculo_irefab(Vsc1Struct * vsc1);
void hinf_reset(float * dat);
void lazo_externo_reset(float * dat);
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