The high incidence and prevalence of chronic kidney disease (CKD), often caused by late diagnoses, is a critical public health problem, especially in developing countries such as Brazil. CKD treatment therapies, such as dialysis and kidney transplantation, increase the morbidity and mortality rates, besides the public health costs. This study analyses the usage of machine learning techniques to assist in the early diagnosis of CKD in developing countries. Qualitative and quantitative comparative analyses are, respectively, conducted using a systematic literature review and an experiment with machine learning techniques, with the k-fold cross-validation method based on the Weka software and a CKD dataset. These analyses enable a discussion on the suitability of machine learning techniques for screening for CKD risk, focusing on low-income and hard-to-reach settings of developing countries, due to the specific problems faced by them, e.g., inadequate primary health care. The study results show that the J48 decision tree is a suitable machine learning technique for such screening in developing countries, due to the easy interpretation of its classification results, with 95.00% accuracy, reaching a nearly perfect agreement with an experienced nephrologist's opinion. Conversely, random forest, naive Bayes, support vector machine, multilayer perceptron, and k-nearest neighbor techniques, respectively, yield 93.33%, 88.33%, 76.66%, 75.00%, and 71.67% accuracy, presenting at least moderate agreement with the nephrologist, at the cost of a more difficult interpretation of the classification results.
I. INTRODUCTION
Chronic kidney disease (CKD) is a world public health problem characterized by permanent kidney damage [1] . A wellaccepted CKD screening test is the glomerular filtration rate (GFR), measuring the kidney to estimate its function status regarding the glomerulus, i.e., the blood-filtering unit of the nephron.
Kidney disease improving global outcomes (KDIGO) and the national kidney foundation are examples of global The associate editor coordinating the review of this manuscript and approving it for publication was Larbi Boubchir . nonprofit organizations developing and implementing CKD guidelines. The composite ranking for the CKD risk evaluation of the KDIGO CKD ''evolution not revolution'' guideline [2] describes six stages and three albuminuria categories (albumin-to-creatinine ratio(ACR)) used together to classify the CKD risk as low, moderate, high, or very high. This ranking is well-accepted in nephrologist communities worldwide. In practice, nephrologist evaluations are usually directed by such guidelines along with a more complete set of CKD attributes.
Considering KDIGO [2] , the national institute for health and care excellence [3] , and kidney disease outcomes quality VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ initiative (KDOQI) [4] guidelines, four biomarkers, i.e., creatinine, urea, potassium, and albuminuria, are also considered useful tests for identifying CKD. In addition, CKD progression is influenced by other chronic diseases, such as hypertension and diabetes mellitus (DM), which need to be monitored to prevent the worsening of the patient's health status [5] . However, even with well-known biomarkers and risk factors, CKD is usually diagnosed when the patient is in the last stages of the disease, in most cases, requiring dialysis and kidney transplantation. Late diagnosis is a critical problem, especially in large developing countries such as Brazil, which usually suffer from precarious primary health care in specific settings, e.g., hard-to-reach and rural settings. In this study, developing countries stand for low-and middle-income regions, while developed countries are high-income regions, such as the USA.
A. SIGNIFICANCE OF CKD EARLY DIAGNOSIS
Considering the case of Brazil, in 2009, approximately 10% of adults were aware of having some kidney damage, while approximately 70% remained undiagnosed [6] . In 2010, approximately 500-650 people per million were facing dialysis and kidney transplantation [7] . In 2016, according to the Brazilian chronic dialysis survey, the number of patients under dialysis was 122,825, representing a growth of 31,000 individuals compared to the previous 5 years [8] . According to the findings of a more recent dialysis survey [9] , the prevalence and incidence rates of patients under dialysis were identified to be 610 and 194 per million people, respectively, in 2017. In addition, the Brazilian Ministry of Health reported that the costs, including transplantation and procedures, increased from approximately 720 million Brazilian real (i.e., approximately 190 million United States dollars (USD)) in 2008 to 1.3 billion Brazilian real (i.e., approximately 343 million USD) in 2015 [10] .
Therefore, in the case of Brazil, CKD incidence and prevalence is clearly still an ongoing public health problem. Unfortunately, high CKD incidence and prevalence is common in most developing countries, increasing morbidity and mortality rates and the cost of public health care. For example, in other developing countries, such as India, Bangladesh, Pakistan, Nepal, Bhutan, Sri Lanka, and Afghanistan, CKD has affected a large part of the young and middle-aged population [11] . CKD early diagnosis is even harder for people who live in remote and hard-to-reach settings, due to the precarious primary care available. Diagnosing CKD in its early stages of development can play a relevant role in helping decrease morbidity and mortality rates, as well as public health costs, in developing countries.
B. SIGNIFICANCE OF COMPUTER-AIDED DIAGNOSES
Unfortunately, as previously mentioned, developing countries suffer from a lack of primary care physicians or precarious primary health care, especially in hard-to-reach and rural settings. Computer-aided CKD early diagnoses may assist primary care physicians in reaching parts of the population that live in such hard-to-reach and rural settings, considering the current widespread mobile technology and Internet connectivity. For example, in Brazil, approximately 1.4 devices per person have Internet connectivity [12] . Moreover, CKD diagnoses assisted by software systems may improve confidence in clinical evaluations, which would help address the problem of low-quality primary health care in developing countries [13] .
Software systems have been developed to assist physicians during CKD monitoring and diagnosis. For example, CKD-Go 1 is a web application (app) to help users verify their kidney function by inputting their ACR and GFR. eGFR, 2 a native app, works as a GFR calculator and is available for Android and iOS. The eGFR calculator estimates the user's GFR by using Cockcroft-Gault [14] , modification of diet in renal disease (MDRD) [15] , chronic kidney disease epidemiology collaboration [16] , and Schwartz [17] equations. The Renal Disease Assistant App 3 allows users to record the results of laboratory tests and visualize their kidney function. Finally, the MultCare Android app provides features to help users conduct self-monitoring of their CKD risk in developing countries, based on medical guidelines [18] .
Machine learning-related techniques have also been applied to empower software systems to monitor and diagnose chronic diseases [19] . For example, Topuz et al. [20] applied a Bayesian belief network algorithm to predict graft survival in kidney transplantation. Jahantigh et al. [21] applied fuzzy logic to design an expert system to diagnose kidney diseases. Neves et al. [22] applied artificial neural networks (ANNs) to identify acute kidney injury and CKD. Polat et al. [23] applied the support vector machine (SVM) technique and the two-feature selection method wrapper and filter to identify CKD in its early stages.
The present study focuses on a suitability analysis of machine learning techniques, discussing how software systems can be used to assist in CKD's early diagnosis in developing countries, due to the specific problems faced by these populations, such as inadequate primary health care. Accordingly, this study is guided by two main questions (MQs). ing countries. To the best of our knowledge, so far, no studies have addressed the usage of machine learning techniques for CKD diagnosis from the perspective of specific problems in developing countries.
II. METHODS
Qualitative and quantitative comparative analyses were, respectively, conducted using an SLR and an experiment with machine learning techniques, using the Weka software and a CKD dataset.
A. SYSTEMATIC REVIEW
The Start software was used to define the SLR protocol and conduct a revision considering three phases: (1) research questions (RQs), (2) search processes, and (3) inclusion and exclusion criteria. The protocol was structured based on the SLR guidelines in software engineering proposed by Kitchenham and Charters [24] and Wohlin [25] .
1) PROTOCOL
The main objective of this SRL is to identify the most adequate machine learning technique to assist in CKD diagnoses. Therefore, the main RQ is ''What is the most adequate machine learning technique for CKD diagnoses?'' This main RQ raised three more secondary RQs.
• RQ 1.1: What are the machine learning techniques currently applied to CKD diagnoses?
• RQ 1.2: What are the attributes currently considered when using machine learning techniques for CKD diagnoses?
• RQ 1.3: What is the machine learning technique with the highest performance level in the CKD diagnosis in general applications?
Eight keywords were defined to search for papers aiming to answer the RQs: chronic kidney disease, computer-aided, software system, software, system, machine learning,medical diagnosis, and diagnosis. The following search string guided the initial search: chronic kidney disease ∧ (computer-aided ∨ software system∨ software
In addition, two general selection criteria were defined: (1) the papers were peer-reviewed and (2) English was the language used to write the paper. The IEEE Xplore Library, ACM Digital Library, Scopus, and PubMed databases were used to conduct the initial searches based on the general selection criteria and inclusion and exclusion criteria. Table 1 describes the three inclusion criteria and five exclusion criteria defined for SLR. The search focused on experimental studies presenting quantitative results. To improve the initial search, SLR was conducted with assistance from the backward snowballing technique and a manual search based on Google Scholar . Finally, the SLR protocol comprised nine data extraction fields to guide the response to the main and secondary RQs. More specifically, these extraction fields included e., 2005-2019), source of the paper (i.e., IEEE Xplore Digital Library, ACM Digital Library, Scopus, or PubMed), research type (i.e., empirical, experimental, laboratory, or field research), research method (i.e., quantitative or qualitative), machine learning technique, attributes, dataset, and publication type (i.e., conference or journal/magazine). Figure 1 presents an overview of the SLR approach integrating the SLR guideline proposed by Kitchenham and Charters [24] and the snowballing technique guideline proposed by Wohlin [25] . In the first step of the review, the SLR was conducted based on databases and manual searches, resulting in 30 papers ( Figure 2 ). After reading the titles and abstracts of the 30 papers and applying the exclusion criteria, 15 papers were accepted, 12 papers were rejected, and 3 papers were identified as duplicates. The second step involved data extraction considering the publication date, search source, research aims, research method, techniques, classification results, attributes, database, and publication type. In this step, only 1 paper was rejected, resulting in 14 accepted papers. In the third step, the researchers read all papers, analyzing the exclusion criteria, which resulted in remaining 13 accepted papers. In the fourth step, to improve confidence in the search results, the backward snowballing approach was applied to improve the initial results, including 25 additional papers based on reference searches from the 13 initially accepted papers, by reading their titles. In this step, the inclusion criteria were applied to decide the initial set of papers, i.e., 25 accepted papers. Then, the abstracts of these papers were analyzed to apply the exclusion criteria, resulting in 14 accepted papers. The final data extraction was performed using 27 papers.
2) RESULTS
Given the 27 accepted papers, the highest frequency of publication by year was 2016 with 8 papers, followed by 2017 with 5 papers, 2015 with 4 papers, 2013 with 2 papers, 2018 with 2 papers, 2010 with 1 paper, 2012 with 1 paper, and 2019 with 1 paper. The frequency of publication by year decreased from 8 papers to 1 paper between 2016 and 2019. Less than 50% of papers were published in journals, i.e., 9 papers, only 3 have been published in journals with impact factor.
A decreasing interest in the development of studies applying machine learning techniques in CKD diagnosis can be observed from the search results. This is attributable to the fact that the reported studies together covered the performance analysis of most known machine learning techniques, as addressed in the next paragraphs. Most of the studies used the same 24 attributes (or their subset) from the University of California Irvine (UCI) machine learning repository, i.e., 18 from the 27 accepted papers [23] , [26] - [42] . However, these existing studies have some limitations, which indicate at least one research gap: lack of a comparative analysis of machine learning techniques considering specific characteristics of developing countries, such as high levels of poverty and hard-to-reach settings.
Of the 27 papers, only 1 addressed the usage of machine learning to assist CKD diagnosis considering the specific case of developing countries, focusing on the Chinese population [43] . Although considering a developing country, the authors presented an approach to estimate GFR, aiming to replace equations such as MDRD. Therefore, none of the papers focused on studying the implications of specific characteristics faced to conduct a complete CKD diagnosis in developing countries when applying machine learning techniques.
In addition, most of the studies did not consider the costs associated with the usage of attributes required to conduct CKD diagnoses. The high levels of poverty in developing countries require a low-cost approach in CKD diagnosis, analyzing the minimum set of CKD attributes well accepted by the nephrologists' community. Only one of the accepted papers discussed the costs of the CKD attributes during diagnoses using machine learning [42] . Salekin and Stankovic [42] shows that using the 24 CKD attributes of the UCI database costs approximately $451.36 USD, while the usage of 5 CKD attributes costs approximately $45.05 USD and presents a similar performance with the same classifiers. Clearly, the first scenario ($451.36 USD) is not feasible for low-income populations. However, the paper does not discuss whether the chosen attributes are commonly used in clinical practice by primary care physicians who evaluate low-income populations.
None of the papers discussed the interpretation of results of the machine learning techniques by primary care physicians. This is a critical subject to be considered in developing countries due to the need for a final evaluation of the patient status, which is usually conducted by non-specialized physicians who work in hard-to-reach and rural settings. Physicians usually feel more confident in automated evaluation results provided by software systems when it is possible to easily interpret and confirm the results before a final diagnosis [44] .
The machine learning techniques reported in the 27 accepted research studies, focusing on CKD diagnoses, include ANN; SVM; naive Bayes (NB); linear discriminant analysis; k-nearest neighbor (KNN); decision tree; random subspace, adaptive boosting; REPTree; BFTree; J48 decision tree; logistic regression; decision table; conjunctive rules; wide and deep learning; XGBoost; bagging; extra trees; gradient boosting; random forest (RF); non-temporal, stachedtemporal, and multitask-temporal approaches; sequential minimal optimization; instance-based learner; soft independent modeling of class analogy; and simple logistic. Most of the studies used some type of ANN, i.e., 13 of the 27 accepted studies, followed by SVM with 12 studies; NB appeared in 8 studies, tree-based techniques in 7 studies, KNN in 6 studies, and ensemble-based machine learning and logistic regression in 4 studies. The remaining techniques reported by the papers was only used by, at most, one or two studies. b: ADDRESSING RQ 1.2 The dataset with the largest number of attributes used to identify CKD comprised age, blood pressure, specific gravity, albumin, sugar, red blood cells, pus cells, pus cell clumps, bacteria, blood glucose, urea, creatinine, sodium, potassium, hemoglobin, packed cell volume, white blood cell count, red blood cell count, hypertension, DM, coronary artery disease, appetite, pedal edema, and anemia. The minimum sets of attributes comprised of ultrasonic kidney images or GFR values. Other datasets included attributes such as the body mass index, family history, associated kidney diseases, primary risk factors, secondary risk factors, obesity, polymer chain reaction, cholesterol, height, weight, hematuria, proteinuria, serum ferritin, calcium, total protein, and phosphorus.
The NB, RF, bagging/J48 decision tree, and the random subspace/J48 decision tree methods presented the highest accuracy (100%) when analyzing 24 CKD-related attributes from the UCI Machine Learning Repository [36] - [38] . Considering the same 24 attributes, the multilayer perceptron (MLP) technique had an accuracy of 99.75% [39] , while the SVM and AdaBoost techniques had an accuracy of 99% [40] , [41] . The RF technique reached an accuracy of 99.8% when using 23 CKD attributes [42] . The decision tree technique achieved an accuracy of 92.2% using 15 attributes [45] . The accuracy of SVM was still high with just 12 attributes, i.e., 98.5% [23] . The accuracy reached 95.1% when applying the ANN technique with 11 attributes [46] . The backpropagation network had an accuracy of 94.75% when using 10 attributes [47] , while SVM had an accuracy of 76.32% when using 5 attributes [48] . Using only 1 attribute, e.g., an ultrasound image, SVM had an accuracy of 93.82%. Table 2 summarizes the results from RQ 1.2 and RQ 1.3, showing that the performance of the machine learning technique usually depends on the number of attributes used during CKD classification.
d: ADDRESSING THE MAIN RQ
Therefore, given the responses provided for RQ 1.1, RQ 1.2, and RQ 1.3, it is not possible to state which machine learning technique is the most adequate for CKD diagnoses without considering the number and type of available attributes; that is, the response to the main RQ depends on the context related to the CKD diagnosis. For example, the NB, RF, bagging/J48 decision tree, and random subspace method/J48 decision tree machine learning techniques appear to achieve the best results when several attributes are available for CKD diagnosis. The SLR results are further discussed in Section III.
B. MACHINE LEARNING EXPERIMENT
An experiment focusing on CKD diagnoses in developing countries was conducted to improve the analysis and assist in addressing the research gap identified by the systematic review. Based on a previous study [18] , the experiment considered a dataset containing subjects diagnosed or not diagnosed with CKD, collected from the University Hospital Prof. Alberto Antunes located at the Federal University of Alagoas (UFAL), Brazil. The learning techniques comprised a subset of the techniques identified when answering RQ1.1, i.e., RF, NB, J48 decision tree, KNN, SVM, and MLP neural network, were used to classify the CKD risk. This subset of machine learning techniques was also selected according to the RQ1.3 response.
1) DATASET
The dataset attributes were primarily chosen based on medical guidelines widely accepted by the general nephrologists community, specifically, the KDIGO guideline [2] , the national institute for health and care excellence guideline [49] , and the KDOQI guideline [4] . In addition, a set of Brazilian nephrologists was interviewed to confirm the relevance of the preselected attributes in the context of developing countries. The final set of CKD attributes focusing on developing countries included hypertension, DM, creatinine, urea, albuminuria, age, gender, and GFR. A sample of the dataset used to conduct the classifications is shown in Table 3 and comprises a subset of the total attributes identified by RQ1.2 response. In Table 3 , Present stands for the existence of DM and/or hypertension, while Absent stands for the non-existence of DM and hypertension. Each ID of the table is associated with a subject in the CKD dataset.
The medical data (60 real-world medical records) were collected from physical medical records of adult subjects (age ≥ 18) under the treatment of University Hospital Prof. Alberto Antunes of the UFAL, Brazil. The data collection from medical records maintained in a non-electronic format at the hospital was approved by the Brazilian ethics committee of UFAL, and conducted between 2015 and 2016. The dataset comprises 16 subjects with no kidney damage, 14 subjects diagnosed only with CKD, and 30 subjects diagnosed with CKD, hypertension, and/or DM. In general, the sample included subjects with ages between 31 and 79 years; approximately 94.5% of the subjects were diagnosed with hypertension and 58.82% were diagnosed with DM.
2) PROCEDURE
The k-fold cross-validation method (with k = 10) was used to evaluate the classifiers based on 114 records, including 60 real-world and 54 augmented data. k-fold cross-validation was done, and data augmentation was only performed in the training set for each of the 10 folds [50] . Thus, the total number, for each training and testing sets, comprised of 108 and 6 records, respectively. Samples were augmented by duplicating real-world medical records and carefully modifying the attributes, i.e., increasing each CKD biomarker by 0.5. The validity of the augmented data was verified by a nephrologist with more than 30 years of experience with CKD treatment and diagnosis in developing countries, who analyzed each record regarding the proper risk classification. The 60 real-world medical records were also evaluated by the experienced nephrologist. A sample of the risk evaluations is presented in the last column of Table 3 . Two less-experienced nephrologists also evaluated the 60 realworld medical records as part of the experiment. The nephrologists classified the subjects considering the low risk, moderate risk, high risk, and very high risk classes according to the KDIGO CKD ''evolution not revolution'' guideline [2] and the available attributes. The training step was conducted based on the CKD risk evaluations provided by the most-experienced nephrologist. Once the training step was concluded, the data were used for the risk classification, i.e., the testing step. The training and testing steps were conducted using the k-fold cross-validation method by applying the J48 decision tree, RF, NB, SVM, MLP, and KNN algorithms with the Weka software.
The evaluation procedure used in this study is summarized in Figure 3 . First, the machine learning algorithms and training set were used to generate the learning models using the Weka software. Then, the testing set was provided to the J48 decision tree, RF, NB, SVM, MLP, and KNN classifiers, and the results were compared with the opinions of the three nephrologists who evaluated the medical records and provided their conclusions concerning the health situations of the subjects considering their risk of developing CKD. The classification of the most-experienced nephrologist was compared with the results of the machine learning classifiers by using the following performance metrics [51] . • Precision (P): the ratio between the total instances of a class and the total classified instances.
• Precision-recall curve (PRC) area: the ratio between P and sensitivity (i.e., TP rate).
• Receiver operating characteristic (ROC) area: the ratio between specificity (i.e., true negatives correctly identified) and sensitivity.
• Cohen's kappa (k) statistic: the level of concordance between the independent judges. Moreover, the classification results of the two less experienced nephrologists were compared to the machine learning classifiers using Cohen's kappa statistic to measure the agreement between these independent observers. Cohen's kappa statistic was measured using the Epidat 4.11 software by calculating the gross agreement and the kappa concordance index with 95% confidence intervals without adjusting for the bias and prevalence. The analysis considers the following k indices: k < 0, no agreement; k between 0 and 0.19, poor agreement; k between 0.20 and 0.39, low agreement; k between 0.40 and 0.59, moderate agreement; k between 0.60 and 0.79, substantial agreement; and k between 0.80 and 1, nearly perfect agreement. Finally, the results of the classifiers were also compared to the combined opinions of the three nephrologists. These last two comparisons aimed to conduct further discussion on the usage of the classifiers in the context of developing countries.
3) DATA ANALYSIS
Five iterations of 10-fold cross-validation were conducted for each classifier using the CKD dataset, showing stability. The models showed to be stable because the surrogate models yield the same prediction for the same input data. Table 4 shows the results of mean value of the performance metrics used to compare the classifications of the most-experienced nephrologist and the machine learning algorithms based on the hypertension, DM, creatinine, urea, albuminuria, age, gender, and GFR attributes. More specifically, the CCI, ICI, MAE, RMSE, TP rate, FP rate, P, ROC area, and PRC performance metrics were applied. The machine learning classifiers with the best performance were J48 and RF with 95.00% and 93.33% for CCI (i.e., a total of 57 and 56 instances). The J48 decision tree presented a precision of 0.97, ROC area of 0.96, PRC area of 0.94, FP rate of 0.01, and mean and absolute errors of 0.09 and 0.03, while RF presented precision of 0.99, ROC area of 0.99, PRC area of 0.97, FP rate of 0.01, and mean and absolute errors of 0.17 and 0.09. The J48 decision tree and RF were followed by NB (CCI = 88.3%, i.e., 53 instances), SVM (CCI = 76.66%, i.e., 46 instances), MLP (CCI = 75.00%, i.e., 45 instances), and KNN (CCI = 71.67%, i.e., 43 instances). Therefore, even though NB, SVM, MLP, and KNN presented some ICI, the percentage was low, when compared to the J48 decision tree and RF classifiers. Table 5 illustrates the kappa results obtained by comparing the opinion of the most-experienced nephrologist to that of the machine learning classifiers. K was calculated for each class of CKD risk: low risk, moderate risk, high risk, and very high risk. SVM, MLP, and KNN presented the least amount of k concordance with the experienced nephrologist, i.e., moderate agreement with k = 0.5807, k = 0.5418, and k = 0.5112, respectively; followed by NB (0.8170), RF (k = 0.8950), and J48 decision tree (k = 0.9221), which had nearly perfect agreement with the most-experienced nephrologist. For all classifiers, the very high risk class had the most negative impact on decreasing the k values. For example, according to the evaluation sample presented in Table 3 (last column), the RF classifier disagreed with the most-experienced nephrologist in the evaluation of the patient identified with ID 7, stating a moderate VOLUME 8, 2020 TABLE 6. Quality evaluation results for the classifiers and the two less-experienced nephrologists using the kappa statistic. risk instead of very high risk. The low risk class and high risk class presented the highest levels of agreement.
To improve the discussion related to the experiment conducted in this study, the results of the machine learning classifiers, trained based on the opinion of the most-experienced nephrologist, were compared to the opinion of two less-experienced nephrologists using Cohen's kappa statistic. Table 6 presents the kappa results of the machine learning classifiers and the evaluation of the two nephrologists. K was also calculated for the low risk, moderate risk, high risk, and very high risk classes. Moreover, a global kappa is presented for each machine learning classifier. The J48 decision tree, RF, NB, SVM, MLP, and KNN classifiers obtained global kappa values of 0.4619, 0.4743, 0.4443, 0.4365, 0.4028, and 0.4105, respectively. As expected, the performance of the classifiers decreased, showing moderate agreement with the two nephrologists. The moderate risk and very high risk classes contributed significantly to decreasing the global kappa values, with some of the classifiers showing poor, low, or no agreement with the less-experienced nephrologists. The low risk class presented the highest levels of agreement.
Finally, Table 7 presents a complete comparison, considering the results of the classifiers and the opinions of the three nephrologists. As expected, the k values clearly increase when the most-experienced nephrologist is included in the comparisons. The J48 decision tree classifier presented a global kappa of 0.5578, while the RF, NB, SVM, MLP, and KNN classifiers presented 0.5884, 0.5425, 0.4877, 0.4706, and 0.4646. However, in this comparison, the agreement between the J48 decision tree, RF, NB, SVM, MLP, and KNN classifiers and the nephrologists continued to be moderate. Moreover, as in the previous comparison, the moderate risk and very high risk classes contributed significantly to decreasing the global kappa values. The low risk class presented the highest levels of agreement, followed by the high risk class.
III. DISCUSSION
The SLR results indicated that the choice of machine learning technique and CKD attributes depends on the context of the application. In general, studies have focused on the classification of CKD and non-CKD subjects. The analysis of the classification results during the SLR demonstrated that, usually, a greater number of attributes leads to better performance for the machine learning classifiers. The need for several CKD biomarkers to conduct classifications increases the cost for users to benefit from computer-aided diagnoses. The high cost is a critical problem for developing countries that face high rates of poverty, as well as high morbidity and mortality rates of individuals with CKD.
Even though one study reported high accuracy using only one CKD attribute [52] , this classification requires temporal data from electronic health records (EHRs), i.e., considerable GFR records collected over years of monitoring. The availability of EHRs is not realistic in most developing countries, especially in hard-to-reach and rural settings. In such regions, many medical records are still written on paper and kept in physical storage due to the limited available budget. Moreover, some developing countries, such as Brazil, are very large, making EHRs availability problematic. Other studies consider a CKD classification based on ultrasound images and machine learning algorithms [53] , [54] . To use ultrasound images, the availability of ultrasound machines needs to be sufficient to cover settings with high incidences of CKD, including hard-to-reach and rural settings. However, this is also not the current reality in developing countries.
Therefore, even though several published studies on CKD classification consider a broad range of machine learning techniques and attributes, so far, it is not clear what is the most adequate approach to deal with CKD in developing countries. The systematic review and machine learning experiment presented in this study complement the state of the art considering the specific case of CKD risk classification in developing countries. The usage of well-accepted guidelines and the opinion of a nephrologist with more than 30 years of experience in treating CKD patients in developing countries to select the attributes and train the classifiers is a trustworthy approach, enabling a focused discussion on the specific problems related to computer-aided CKD diagnoses in developing countries.
The experimental results indicate that a high level of accuracy can be achieved by most classifiers by using the hypertension, DM, creatinine, urea, albuminuria (based on the ACR), age, gender, and GFR (answering MQ 2). During monitoring, assuming the previous evaluation of DM, a user of a computer-aided solution based on the J48 decision tree, RF, NB, SVM, MLP, and KNN classifiers, only needs to periodically conduct two blood tests: creatinine and urea. Conversely, albuminuria is measured using a urine test, while GFR can be calculated with the Cockcroft-Gault equation [14] , commonly applied in developing countries based on creatinine, gender, age, and weight. Therefore, the classifications based on the machine learning algorithms only require users to spend financial resources with two blood tests and one urine test.
Even with an FP rate greater than zero in the six classifiers, three classifiers still presented moderate agreement (0.40 ≥ k ≤ 0.59) with the experienced nephrologist, i.e., SVM, MLP, and KNN, while the J48 decision tree, RF, and NB presented nearly perfect agreement (0.80 ≥ k ≤ 1). Therefore, the low risk, moderate risk, high risk, and very high risk classes can enable an early referral of a person with CKD risk to a nephrologist for a more detailed clinical evaluation. SVM, MLP, and KNN exhibited the lowest performance when classifying the CKD risk based on the dataset. In other studies, SVM, MLP, and KNN showed high levels of accuracy when using, e.g., 24 attributes.
In addition, when the two less-experienced nephrologists treating CKD patients in developing countries were considered during the comparisons, the J48 decision tree, RF, and NF decreased the agreement from nearly perfect levels to moderate levels, while SVM, KNN, and MLP continued presenting moderate levels of agreement. This is attributed to the fact that there was some discordance between the two less-experienced nephrologists and the most-experienced one. However, the opinion of the most-experienced nephrologist appeared to be more reliable due to the expert's large number of years in treating CKD patients in developing countries, along with their teaching and research experience during the same period.
When the three nephrologists were considered during the comparisons, the performance of the classifications increased again, showing that, in general, the J48 decision tree, RF, NB, SVM, MLP, and KNN classifiers present nearly the same moderate agreement with the nephrologists. The J48 decision tree almost reached a substantial agreement with the nephrologists with a global kappa of 0.5578. Only the low risk class presented substantial agreement for the J48 decision tree, RF, NB, and KNN classifiers, indicating k = 0.7215, k = 0.7384, k = 0.6828, and k = 0.6164, respectively. Increasing the number of judges also increases the confidence in the evaluation, showing, in most cases, at least moderate agreement between the machine learning classifiers and the nephrologists who work in real-world situations in developing countries. The most relevant result presented in this study is the comparison of the classifiers with the most-experienced nephrologist; however, the other comparisons improve the confidence in the experiment by showing different evaluation scenarios. The discordance between the three interviewed nephrologists also indicates the relevance of using solutions for the computer-aided early diagnosis of CKD in developing countries to assist less-experienced nephrologists in their decision-making. For example, for the sample of the dataset presented in Table 3 , the two less-experienced nephrologists disagreed with the most-experienced nephrologist in the risk analysis of the patient with ID 2, stating a high risk instead of moderate risk, and those with ID 4 and 6, stating high risk instead of moderate risk, while only one less-experienced nephrologist disagreed with the most-experienced nephrologist in the evaluation of patient with ID 7, stating only high risk instead of very high risk.
Given MQ 1, the results suggest that J48 decision tree and RF are the most adequate machine learning techniques in the context of developing countries, showing 95.00% and 93.33% accuracy when using the CKD dataset summarized in Table 3 , followed by NB with 88.33%, SVM with 76.66%, MLP with 75.00%, and KNN with 71.67%. For example, SVM and MLP disagreed with the most-experienced nephrologist, stating low risk instead of moderate risk for patients with ID 2 and ID 4. KNN also disagreed with the most-experienced nephrologist, stating high risk instead of moderate risk for patient with ID 2. For patient with ID 6, SVM and KNN disagreed with the most-experienced nephrologist, also stating low risk instead of moderate risk, while J48 decision tree, NB, SVM, and MLP disagreed with the most-experienced nephrologist, stating moderate risk instead of very high risk for patient with ID 7. Considering the complete set of evaluations, 23 classifications provided low risk instead of moderate risk. This is a critical problem because a patient is usually referred to a nephrologist when there is a moderate or higher risk; therefore, the underestimation of the risk situation of a patient may result in late CKD diagnosis. The J48 decision tree and RF were responsible for none of the 23 underestimations. Conversely, 6 classifications provided low risk instead of high risk, J48 decision tree and RF also being responsible for none of them, while 5 classifications presented moderate risk instead of low risk (RF, MLP, and KNN), 3 classifications presented high risk instead of low risk (NB and KNN), and 2 presented low risk instead of very high risk (SVM and KNN). Therefore, the J48 decision tree relates to none of the total 39 critical misleading classifications, followed by RF with 1. The remaining misleading classifications were less harmful because they still resulted in the referral of the patient under evaluation, and even slightly overestimated/underestimated the risk.
In clinical practice, the results of RF, NB, SVM, MLP, and KNN classifiers are usually not as easy to interpret as those of the J48 decision tree. For example, the classification with RF used 8 random trees for each fold to reach 93.33% accuracy. The easy interpretation of CKD risk analyses by nephrologists and primary care physicians who need to conduct further examinations to confirm the clinical situation of a patient is a critical factor for the re-use of the classification results. In the last several years, the medical community has become concerned with the interpretation of classification results provided by machine learning techniques [44] .
The usage of easy-to-interpret machine learning techniques may increase the confidence of physicians in developing countries regarding computer-aided CKD risk classifications, also increasing the reusability of the results. false negative risk classification may lead to a late diagnosis of CKD, increasing the progression of the disease and the probability of dialysis and kidney transplantation.
IV. LIMITATIONS TO VALIDITY
There are some limitations to the validity of the study results. For example, the dataset size may be considered small; however, there are no publicly available datasets presenting CKD risk evaluations of subjects considering well-accepted medical guidelines and nephrologists with experience in developing countries. The nephrologists were required to analyze each subject, which is a time-consuming task, even for only 60 subjects. Moreover, the dataset size required data augmentation by modifying values of the CKD biomarkers to improve confidence in the classifications. Even though the augmented data may include a bias, this task was conducted carefully, ensuring that the simulated subjects remained in the same class of CKD risk. To improve confidence, the k-fold cross-validation method was used to conduct the experiment, and an experienced nephrologist analyzed the validity of the augmented data (used only in the training set). Therefore, the augmented data did not negatively impact the testing phase of the machine learning classifiers.
V. CONCLUSION
In the context of developing countries, the costs resulting from the usage of software to assist in CKD diagnoses needs to be as low as possible, especially in hard-to-reach and rural settings. The number of CKD attributes used during CKD risk classifications impacts the cost of usage and the performance of the classifiers. The machine learning techniques present different levels of accuracy for the CKD diagnosis depending on the number of attributes considered during the classification. In this study, the J48 decision tree and RF exhibited the best performance using the CKD dataset, comprising of hypertension, DM, creatinine, urea, albuminuria, age, gender, and GFR attributes. These attributes are commonly used by nephrologists to diagnose CKD in developing countries. Nevertheless, the RF machine learning technique usually conducts more complex evaluations, making the interpretation of the classification results by physicians difficult. The application of algorithms (interpreters) is required to interpret the results before presenting them to primary care physicians. Conversely, the J48 decision tree addresses the interpretation problem still presenting nearly perfect agreement with an experienced nephrologist who has treated CKD patients in developing countries for more than 30 years. In addition, critical misleading classifications are not presented by the J48 decision tree classifier when evaluating the CKD dataset subjects. ALVARO . He has experience in computer science, focusing on artificial intelligence and agent-based software engineering. It is mainly active in the following subjects are knowledge and reasoning representation, machine learning and data mining, custom recommendation systems, intelligent tutoring systems, artificial intelligence in education, and software repository mining. He has coordinated and participated in several research projects funded by funding agencies. He has been a journal reviewer and has participated in national and international conference program committees. He was a General Co-Chair of the 19th Brazilian Symposium on Artificial Intelligence, SBIA2008. He was a General Coordinator of the Brazilian Symposium on Informatics in Education, SBIE2000. He has had partnerships with international researchers in USA, Canada, Portugal, Spain, France, and Germany. 
