SUPPLEMENTARY METHODS

Probabilistic mixed graphical models used in this paper
Probabilistic graphical models (PGMs) are a robust way to represent the dependencies and conditional dependencies in the data and they can also be used to build predictive models. Until recently, PGMs could learn graphs only if all data were the same type (continuous, discrete). We developed MGM-FCI-MAX (1) , an extension of standard PGMs that allows for the analysis of datasets with mixed data types, and used it to learn the informative features for lung cancer identification from multi-scale data (demographics, CT scans, etc.). MGM-FCI-MAX works in two steps. First, it calculates the undirected graph, which is equivalent to partial correlation or graphical lasso for mixed data types. We do so by modeling the likelihood of all variables in a composite model (Equation 1). In this equation, refers to one of continuous variables, and refers to one of categorical variables.
-. is the linear coefficient between two continuous variables, -5 is a vector of coefficients that represents the interaction between each category of A and -, and 85 is a matrix of coefficients between pairs of categorical variables: 5 , 8 . To ensure a sparse graph and avoid overfitting we use separate regularization parameters for each type of edge ( CC , DD , CD for edges between two continuous, two discrete or a continuous and discrete variables) (Equation 2):
Here, M (Θ) refers to the negative log-likelihood of the model, which we minimize using a proximal gradient approach as the original authors did. In addition, to optimize the λ parameters of the model, we use the StEPS procedure proposed before (2).
The second step of MGM-FCI-MAX consists of orienting edges considering that unmeasured confounders (latent variables) might influence the variables in the dataset. This is an important improvement, especially for analysis of clinical datasets, because most of them are expected to have many unmeasured relevant variables due to technical inability to measure them or lack of knowledge of their importance in this disease. MGM-FCI-MAX is more accurate than other methods, and it has demonstrated usefulness in biomedical data (3).
The output of the algorithm is a graphical causal model where edges have three possible endpoints. An edge of the form ("AàB") suggests that B is not a cause of A (">" means not a cause), and A is a cause of B ("-" means cause). An edge ("A<-->B") suggests that neither A nor B is a cause of the other, that is, a latent variable causes both. Finally, an edge of the form ("Ao-oB") suggests that both endpoints are inconclusive from the data. We note that in high dimensional datasets (small sample size, large number of variables) all these algorithms are not as accurate in inferring the causal orientation as they are in inferring the presence of an edge(4). 
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SUPPLEMENTARY TABLE S3. The features included in the MGM-FCI-MAX Markov blanket
around "cancer status" in each of the 10X cross-validation rounds.
Cross Validation Round
Vessel Number
Number of Nodules Years quit
Nodule Location 
