Abstract-In vitreoretinal surgery, membrane peeling is a prototypical task where a layer of fibrous tissue is delaminated off the retina with a micro-forceps by applying very fine forces that are mostly imperceptible to the surgeon. Previously, we developed sensitized ophthalmic surgery tools based on fiber Bragg grating strain sensors, which were shown to precisely detect forces at the instrument's tip in two degrees of freedom perpendicular to the tool axis. This paper presents a new design that employs an additional sensor to capture also the tensile force along the tool axis. The grasping functionality is provided via a compact motorized unit. To compute forces, we investigate two distinct fitting methods: a linear regression and a nonlinear fitting based on second-order Bernstein polynomials. We carry out experiments to test the repeatability of sensor outputs, calibrate the sensor, and validate its performance. Results demonstrate sensor wavelength repeatability within 2 pm. Although the linear method provides sufficient accuracy in measuring transverse forces, in the axial direction, it produces a root mean square (rms) error over 3 mN even for a confined magnitude and direction of forces. On the other hand, the nonlinear method provides a more consistent and accurate measurement of both the transverse and axial forces for the entire force range (0-25 mN). Validation, including random samples, shows that our tool with the nonlinear force computation method can predict 3-D forces with an rms error under 0.15 mN in the transverse plane and within 2 mN accuracy in the axial direction.
3-DOF Force-Sensing Motorized Micro-Forceps
for Robot-Assisted Vitreoretinal Surgery challenging component to the surgical treatment of advanced diabetic retinopathy [4] . It also plays an important role in treating macular pucker [5] , prevalent in 3.8% of the population aged 45-84 [6] , as well as macular holes [7] , affecting approximately 0.3% of Americans over 50 [8] .
Arguably the most technically demanding field of ophthalmic surgery, vitreoretinal practice has faced significant challenges due to present technical and human limitations. Epiretinal membrane surgery is the most common vitreoretinal surgery performed, over 0.5 million times annually, as reported by the Centers of Medicare and Medicaid Services [9] . The procedure involves the dissection of a thin (micron-scale) fibrocellular tissue adherent to the inner surface of the retina, which requires first inserting the surgical tool tip to a desired depth for lifting the membrane edge without harming the underlying retina. After grasping the membrane edge using mostly a micro-forceps tool, the surgeon pulls the membrane away from the retinal surface very slowly trying to avoid deleterious force transfer to the retina. Excessive peeling forces can damage retinal vasculature [10] and cause serious complications such as iatrogenic retinal breaks [11] , vitreous hemorrhage [12] and subretinal hemorrhage [13] , leading to potentially irreversible damage and loss of vision. Prior work has found that iatrogenic retinal breaks, not related to the sclerotomy, occur in as many as 9.6%-10.7% of cases, and may result in retinal detachments in 1.7%-1.8% of cases [14] , [15] . The problem is exacerbated by the fact that in the majority of instrument-to-tissue contact events in retinal microsurgery, the forces involved are below the tactile perception threshold of the surgeon. Among these forces, 75% were shown to be less than 7.5 mN in porcine cadaver eyes and only 19% of events with this force magnitude can be felt by surgeons [16] . Currently, the knowledge, and hence skill, to apply appropriate peeling forces is acquired mostly through visual substitution and is qualitatively conveyed from expert surgeons to trainees. Continual quantitative monitoring of tool-tissue interaction forces via a sensitized instrument is essential to inform the operator and limit applied forces to a safe level either manually through auditory feedback or via robotic assistance [17] .
Robotic systems for microsurgical accuracy enhancement have been a topic of extensive research during the past 20 years [18] . During this time, various teleoperated [19] - [21] , [29] , cooperatively-controlled [22] , [23] and handheld [24] - [28] , [40] , [57] robotic devices have been proposed with the common goal of suppressing involuntary motion components, such as the physiological hand tremor of the surgeon. These systems were shown to improve the tool manipulation accuracy in studies using artificial phantoms and animal models, and therefore posed the potential to facilitate the safety and performance of the surgery. However, it was not until recently that any of these systems appeared in an actual retinal microsurgery. The world's first robotassisted eye surgery was performed by surgeons at Oxford's John Radcliffe Hospital for a membrane peeling operation in September 2016 using the Preceyes Surgical System, which is a motion-scaling tremor-suppressing teleoperated robot [29] . This was a major step showing the benefits and feasibility of robotic assistance during vitreoretinal surgery. However, despite the accurate tool manipulation capability provided by robotic assistance, the tool-tissue interaction forces in the operating room today still remain unknown and the risk of complications due to injurious peeling forces persist. In addition to robotic assistance, gaining access to tooltissue interaction forces can (1) help in limiting intra-operative peeling forces and preventing retinal injuries, (2) provide a quantitative assessment of differing surgical techniques and an objective evaluation of the surgical performance thereby facilitating much faster surgical training, and (3) help in identifying mechanical properties and accurate modeling of retinal tissues so that the peeling behavior can be realistically rendered on virtual reality based surgical training platforms [30] - [32] .
B. Background
There have been numerous studies proposing various techniques for quantifying tool-tissue interaction forces in microsurgery and minimal invasive surgery (MIS). Semiconductor strain gauges were used as force sensors on robotic microgrippers [33] , though the resulting geometry had an overall length of 17 mm, width of 7.5 mm and thickness of 0.4 mm. Using microelectromechanical-systems-based diffractive optical encoders, a silicon-nitride cell manipulation probe was built providing a micronewton level force sensing [34] . For laparoscopic instruments in MIS, a tri-axial force sensor was developed based on intensity-modulated fiber optic sensing [35] . This sensor had a diameter of 5 mm and provided a force sensing resolution of 0.01 N. Another tri-axial fiber optics based sensor was developed for capturing forces during tissue palpation in MIS with a resolution of 0.02 N [36] . Again for MIS, a 6-degree of freedom (DOF) force-sensing forceps was designed using 6 strain gauges mounted on a Stewart platform producing a force resolution of 0.05 N for transverse loads and 0.25 N for axial loads [37] . For stapedectomy, a force-sensing micro-forceps was developed using fiber Bragg grating (FBG) strain sensors, and was used in combination with a robot to quantify the forces involved in crimping a stapes prosthesis, ranging from 2.4 N to 5.2 N [38] . Based on a monolithic structure flexure and photo-sensors, a compact axial force sensor was developed providing a force resolution of 0.48 N [39] , and was shown to properly work with a handheld robotic device to maintain a fixed contact force (200 and 400 mN) at the tool tip [40] . Recently, by integrating two sets of strain gauges in two orthogonal directions a forcesensing bipolar forceps was developed to quantify axial and planar forces ranging up to 1.20 N during neurosurgical tasks in cadaveric brain experiments [41] .
The force sensing methods in the above studies have several limitations that impede their application to vitreoretinal surgery. In order to measure the very fine peeling forces (typically less than 10 mN with gradual changes, i.e. small pace of generation, to prevent retinal injuries based upon studies using animal models [64] ), sensing instruments with millinewton resolution and accuracy are required. A miniature tri-axial force sensor with sub-millinewton resolution was developed based on strain gauges, which was designed to be mounted on the handle of a microsurgical instrument [42] . However, a handle mounted force sensor is not practical for vitreoretinal surgery, because it would not only measure the tooltissue interaction at the instrument tip, but also be adversely affected by the considerably larger contact forces at the sclerotomy [43] . This necessitates positioning the force sensor proximal to the tool tip inside the eye, which imposes strict dimension constraints as well as biocompatibility, sensitivity and safety requirements, and hence limits the available sensors for this use.
FBG sensors, which are optical fibers that can detect fine changes in strain (less than 1με), have attained a rising interest in various medical applications for shape [66] , force [67] and temperature [68] sensing purposes. They are very small in size (Ø 60-200 μm), inherently safe, biocompatible, sterilizable, relatively inexpensive, and highly sensitive; furthermore, their output is immune from electrostatic and electromagnetic noise. In order to accurately capture tool-tissue forces inside of the eye, we developed a family of force-sensing instruments incorporating FBG strain sensors. We fabricated various types of 2-DOF force-sensing ophthalmic instruments (hook [44] , micro-forceps [45] - [48] ), which were shown to detect tooltissue interaction forces within the transverse plane (F x and F y ) without any adverse effect from tool-sclera contact within a resolution of 0.25 mN. However, these tools did not provide any axial force information (F z ), which may be important in cases of membrane peeling. To alleviate this issue, a 3-DOF force-sensing (F x , F y and F z ) instrument based on Fabry-Pérot interferometry was developed implementing a phase un-wrapping method to extend the sensing range [49] . Despite the sufficient force sensing resolution, the tool was unable to accurately capture forces during rapidly changing force inputs due to the possible phase discontinuity. Using FBGs with a customized flexure at the tool tip, a 3-DOF force-sensing pick instrument was built and tooltissue interaction forces could be described with submillinewton resolution [50] . Nevertheless, this tool does not provide the necessary grasping functionality for membrane peeling, and the implemented force sensing principle is not directly transferable to a micro-forceps due to the required open/close action at the forceps jaws.
In this study, we present a novel motorized force-sensing micro-forceps that can firmly grasp layers and detect both the axial and transverse forces during membrane peeling via its integrated FBG sensors. To the best of our knowledge, this is the first micro-forceps that can sense 3-DOF forces at the tool tip and be potentially used in retinal microsurgery. The main contribution of our study is the calibration procedure and force computation methodology based on FBG sensor readings. In the following sections, we first discuss how a set of FBG sensors can be configured to accurately capture tool-tissue forces while preserving the grasping functionality of the micro-forceps. Sections III describes how the optical information from the FBG sensors can be transformed into force values. We discuss how the sensitized micro-forceps can be correctly calibrated and present an experimental validation study in Section IV. Conclusions are outlined in Section V.
II. DESIGN
The design of our micro-forceps involves (1) an actuation mechanism to open/close the forceps jaws for firmly grasping thin membranous layers and (2) 4 strategically embedded FBG sensors to measure forces about the x, y and z axes of the tool separately. The assigned coordinate system of the forceps is shown in Fig. 1 . The x and y axes form the transverse plane while the z-axis lies along the tool axis. During the grasping action, the jaws elastically deform to move toward each other along the x-axis. After grasping the membrane edge, the tool is moved mostly along its z-axis and x-axis to respectively pull and peel the membrane away from the adherent inner retina surface.
A. Motorized Actuation Mechanism
In vitreoretinal surgery, membrane peeling is often performed either by using a hook or a micro-forceps. Due to the inherent grasping capability, the latter is usually considered safer and preferred by surgeons. It enables easier and more controlled removal of the membrane from the eye with less slippage of the tissue and reduced number of grasping attempts close to the retina surface [53] . Currently a standard tool for this procedure is the disposable micro-forceps by Alcon Inc. (Fort Worth, TX), shown in Fig. 2a . It operates based on a squeezing mechanism [46] . When the tool handle is compressed, the tubular tool shaft is pushed forward, and (a) The standard 23 Gauge disposable micro-forceps by Alcon Inc. vs. the manufactured prototype of our motorized force-sensing microforceps. (b) Close-up view of the distal force-sensing segment. A fine-polished filleted stainless steel piece (23 Gauge trocar) was bonded at the distal end of guide tube, to modify the jaw/guide tube interface so that the reaction force during tool actuation is consistently smaller and its adverse influence on axial FBG sensor is minimal.
squeezes the flexible jaws anchored to the back of the tool handle. When the tool handle is released the spring loaded mechanism pulls the tubular tool shaft back opening the jaws. Due to the moving parts within the mechanism during this actuation, studies have shown significant motion artifact at the tool tip [57] , which limits tool tip positioning accuracy while trying to catch the membrane edge to begin delamination. Furthermore, such mechanical coupling between the tool handle and tip for actuation challenges the integration of the tool with many of the available systems for robot-assisted surgery as it can easily interfere with the operation of the attached robotic system. To address these issues, the design goal in our work has been devising a compact, lightweight and modular unit that can be controlled independently and remotely when necessary regardless of its site of attachment (such as a manual tool handle, a handheld micromanipulator [24] - [28] , [40] or a teleoperated/cooperatively-controlled robot [19] - [23] , [29] ), resulting in the motorized micro-forceps shown in Fig. 1b .
The actuation of our micro-forceps is provided by a compact (28 × 13.2 × 7.5 mm) and lightweight (4.5 g) piezoelectric linear motor (M3-L, New Scale Technologies Inc., Victor, NY) with its embedded driver and encoder providing precise position control. The normally-open compliant jaws are taken out from a standard disposable 23 Gauge micro-forceps (Alcon Inc., Fort Worth, TX). They are passed through a 23 Gauge stainless steel guide tube and firmly anchored to the motor body. The guide tube is attached to the shaft of the linear motor, so that when the motor is actuated, it drives the guide tube up and down along the z-axis, releasing or squeezing (thus opening or closing) the forceps jaws (Fig. 1c) . The parts connecting the guide tube to the motor shaft, housing the motor, anchoring the jaws to the motor body and the lid shielding the mechanism were built using 3D printed Acrylonitrile Butadiene Styrene (ABS). The assembled actuation (Fig. 2b) unit occupies a space of 1.8 × 1.8 × 3.5 mm and weighs approximately 8.9 grams, which is close to the weight of Alcon's 23 Gauge disposable micro-forceps (about 7.9 grams).
B. FBG Sensor Configuration
The exerted forces in membrane peeling are typically along the x-axis of the instrument during delamination and mostly tensile in z-axis while pulling the membrane away from the retina. Experiments in porcine cadaver eyes have shown forces mostly less than 7.5 mN [16] . Measuring these very fine forces without adverse contribution from the sclerotomy requires locating the sensor inside the eye, hence a sensor that (1) can fit through a small incision (Ø≤0.9mm) on the sclera, (2) is sterilizable and biocompatible, and (3) can provide submN accuracy for transverse force measurements and predict the axial load within an accuracy less than 2 mN. Based upon these constraints, our design employs 4 FBG sensors which all have one 3 mm FBG segment with center wavelength of 1545 nm (Technica S.A., Beijing, China).
Following a similar strategy to our previous 2-DOF forcesensing tools [44] - [48] , we fixed 3 lateral FBGs (Ø= 80 μm) evenly around the 23 Gauge guide tube using medical epoxy adhesive (Loctite 4013, Henkel, CT) to capture the transverse forces (F x and F y ) at the tool tip (Fig. 1d) . New in this work is the fourth FBG sensor (Ø=125 μm) added to detect the tensile forces along the tool axis that arise when the membrane is pulled away from the retina. The location of this sensor is critical to maximize axial force sensing accuracy. Our previously developed 3-DOF force-sensing hook tool [50] employed a customized flexure with an axial FBG located in the tool center. Based on this experience, our initial micro-forceps concept hypothesized that centrally locating the axial FBG sensor inside the guide tube at the distal end of jaws (Fig. 1d ) could provide the best decoupling between transverse and axial forces. In this configuration, the sensor lies along the neutral axis for transverse loads. When there are axial pulling forces, the central FBG sensor goes under tension, ideally inducing a linearly increasing Bragg wavelength. Nevertheless, different than the hook tool, this is an actuated tool. As the micro-forceps is opened/closed, varying reaction forces are generated at the interface between the forceps jaws and the guide tube. Our preliminary experiments (applying axial loads varying within 0-25 mN at the tool tip using the setup which will be described in detail under Section IV.A) showed that the frictional and elastic deformation forces generated during tool actuation may significantly degrade the response of the sensor and may hinder the measurement of axial force at the tool tip. As a remedy, we studied an alternative concept, where the forceps jaws are modified by flattening one arm and bonding the axial FBG sensor on the flat arm so that its sensitive region is located out of the guide tube close to the tip [54] . Although this architecture ensured that the axial sensor response is not affected from tool actuation, the asymmetric design complicated the calibration procedure as well as the force decoupling and computation steps. In this work, instead of customizing the jaws, we maintained the axial FBG in the tool center inside the guide tube preserving the axial symmetry of the tool and modified the jaw/guide tube interface by attaching a fine-polished and filleted piece, the introduction section of a standard 23 Gauge trocar with the cannula section trimmed off [63] at the distal end of the guide tube as shown in Fig. 2b . The inner diameter of the trocar fit onto the guide tube, and the flange member at its proximal end was trimmed to fit through a 20 Gauge opening (Ø=0.9 mm). Using medical epoxy adhesive (Loctite 4013, Henkel, CT), it was bonded onto the guide tube such that the flange member of the trocar is at the distal end of the tool and the filleted end of the trocar's hollow bore contacts the jaws for squeezing and closing them. This modification aimed at lowering the frictional forces during the actuation of the tool, preventing the jaws from getting stuck, enabling the applied axial forces to generate sensible strain on the axial FBG with the same sensitivity regardless of the opening state of the jaws. This functionality will be verified through finite element simulations in the next section, and the effect of actuation on the axial FBG response will be experimentally characterized in Section IV.B.
C. Finite Element Analyses
The motorized and encoded actuation provides a highly repeatable response, which enables a consistent correlation between the motor position and the opening between the jaws. In order to identify the kinematics of our tool, we first found the geometric parameters of the jaws taken out from Alcon's disposable 23 Gauge micro-forceps. We used a digital microscope to capture projection images of the jaws, and then used Digimizer (MedCalc Software, Belgium) software to process these images. Resulting geometric parameters are shown in Fig. 3a . Next, we implemented the identified jaw model and the 23 Gauge guide tube in ABAQUS 6.13 (Dassault Systems, USA) software to simulate the opening/closing action of jaws both with and without the trocar at the distal end of the guide tube. The material of jaws and the guide tube were both set as stainless steel, SS316 (Young's modulus = 193 GPa and Poisson ratio = 0.3). The jaws were maintained fixed while an increasing displacement was applied to the proximal end of the guide tube to gradually close the jaws, generating the plots shown in Fig. 3b . According to simulation results, when the jaws are fully open, the forcep tips are about 0.7 mm apart. As the guide tube is driven forward, the jaw opening decays nonlinearly at a decreasing rate without the trocar attachment. When the trocar is used, the jaws close with an almost linear response, at a rate of about 0.48 μm/μm. For full closure, using the trocar requires slightly larger translation of the guide tube, approximately 1400 μm in comparison to the 1240 μm without the trocar; however, this is still within the travel range of the linear actuator (6 mm) and does not correspond to a significant difference in the time it takes to fully close the jaws thanks to the fast response of the actuator (>5mm/s).
Next, we simulated the variation of the strain induced on the axial FBG during the actuation of the forceps. Since the exact value of the friction coefficient at the jaw/guide tube interface is not known, we analyzed the behavior for three different coefficients (C f = 0.4, 0.5 and 0.6) considering typical steel-steel dry contact properties. Results in Fig. 4a show that using the bare guide tube, the strain rises very rapidly initially at a decreasing rate during the first 300 μm of motor actuation. The trocar attachment leads to a more gradual increase in strain. After the jaws are fully closed (motor position reaches 1240 μm without the trocar and 1400 μm with the trocar), driving the motor forward further does not change the jaw opening but squeezes the jaws more, producing higher grasping force, and leading to a rapid rise in strain in all cases. Higher friction coefficients generate greater strain during actuation regardless of the trocar. However, for each value of friction coefficient, the use of trocar clearly lowers the strain level. For instance, for C f = 0.5, without the trocar, full closure of the forceps generates of about 140 μ strains as compared to 98.5 μ strains with the trocar. The actual effect in the Bragg wavelength of the axial sensor will be characterized experimentally in Section IV.B.
In order to monitor the influence of axial forces at the tool tip, we ran additional simulations for the configuration with the trocar attachment. We applied forces at the tip of jaws along the z-axis for various levels of jaw opening. Simulations involved forces ranging from 0 to 25 mN in increments of 5 mN. For each load condition, the motor was moved from 0 (fully open state) to 1400 μm (fully closed state), and the strain on the axial FBG sensor was recorded at each 100 μm step. After subtracting the previously identified actuationinduced strain component for each motor position (Fig. 4a) , we computed and plotted the strain purely due to the applied axial load for each jaw opening. Results in Fig. 4c show that with the modified jaw/guide tube interface, the variation of force-induced strain on the axial FBG is linear for all jaw states (from fully closed to fully open); and the slope of the response remains almost the same regardless of the opening between the forceps jaws.
III. FORCE COMPUTATION ALGORITHM
In order to transform the optical wavelength information from each embedded sensor to axial and transverse force values, we use the force computation algorithm summarized in Fig. 5 . As discussed in Section II, the FBG sensors in our design are bonded to parts that move during the actuation of the forceps, i.e. opening/closing the jaws induces undesired drift in sensor readings. Since the actuation is performed by a precision motor with an integrated encoder, the deformation and resulting reaction forces during actuation are highly repeatable, and the influence on each FBG sensor can be modeled as a function of the motor position [56] . This model accounts for the frictional and elastic deformation forces at the jaw/guide tube interface inducing strain especially on the axial FBG. The effect of actuation on lateral FBGs are presumably minor since the lateral FBGs are mostly sensitive to the transverse deformations, which ideally do not take place assuming perfectly aligned parts and purely linear translation of the guide tube. Furthermore, apart from the material and dimensions of the forceps structure, the model may vary depending upon the medium in which the forceps is being operated (air, water, etc) as the coefficient of friction at the jaw/guide tube interface may change. We will verify these assumptions and identify the actuation influence through experiments in Section IV.B.
During the actual use of the micro-forceps, based on the identified actuation model and sensed motor position, the readings from each FBG sensor are corrected, simply by subtracting the estimated Bragg wavelength shift due to actuation. Although the temperature in patients' eyeballs is fairly constant, FBG sensors are typically very sensitive to temperature changes (approximately 10 pm/°C). Hence, force sensing robustness against small thermal fluctuations is a desired feature. After the actuation effect correction, we cancel out the drift due to thermal changes based on the common mode of lateral FBGs, which tool tip forces from will be further detailed in the remainder of this section. To compute the corrected and temperature compensated sensor readings, we explore the use of two distinct methods: (1) 
where C Fig. 1d) , the terms related to the transverse forces cancel each other as detailed in [44] , resulting in the common mode ( λ mean ) which is a function of the axial force and the temperature change only.
The effect of temperature change and axial force in sensor readings can be eliminated by subtracting the common mode from Bragg wavelength shift of each sensor.
The remaining differential mode of each sensor ( λ diff i ) can then be used in the following equation to compute the transverse forces:
where C tr is a 2×3 coefficient matrix which represents the linear mapping from optical sensor readings to the force domain, and will be found via a calibration procedure in Section IV.D.
2) Axial Force Computation:
In our design, the axial FBG (FBG 4) lies along the tool axis ideally centered inside the guide tube, which would result in an ideal decoupling of transverse and axial loads, i.e. an axial FBG response immune to F x and F y , sensing purely F z . However, due to the very small dimensions and imperfections resulting from tool assembly, this condition is very hard to achieve. Even if the axial FBG is slightly off-centered, besides the elastic strain due to F z , the axial FBG will experience a bending moment due to F x and F y . In addition, excessive off-centered loading at the tool tip may also induce torsion on the axial fiber and deteriorate the FBG response, which we assume will be negligible considering the targeted force range (0-25 mN) and the small tool diameter (0.9 mm). Furthermore, changes in ambient temperature will induce a drift in the measured Bragg wavelength. Assuming all aforementioned sources of strain contribute linearly to the axial sensor reading, the total wavelength shift observed in FBG can be formulated as
where C 
Based upon this hypothesis, by multiplying the common mode of lateral FBGs with a proper coefficient (κ) and subtracting it from λ 4 , the effect of temperature change can be eliminated.
Using the linear relationship previously found for the transverse forces and rearranging the terms, the axial force can be expressed as a linear combination of each sensor's differential mode
where C ax is a 1x4 coefficient vector which will be identified via a calibration procedure in Section IV.D.
B. Nonlinear Method
Due to the very small dimensions and imperfections in tool fabrication, it may not be possible to accurately decouple the effect of axial and lateral loads using a linear model, especially on the axial FBG. We hypothesize that such a linear fitting may perform well only locally, when the transverse forces are much smaller than the axial load, which is hard to guarantee in epiretinal membrane peeling procedure. In order to obtain a global estimate of force, a nonlinear fitting method based on Bernstein polynomials, as demonstrated earlier for a 3-DOF force-sensing pick tool [50] , can be used: 
where c jklm denotes constant coefficients and λ * i denotes the differential mode (thermal drift eliminated response as described by equations (3) and (7)) of each FBG scaled down to [0,1] interval -since Bernstein polynomials exhibit good numerical stability within this range [51] -using the following equation:
b v,n λ * i terms in equation (10) are the Bernstein basis polynomials of order n defined as follows:
In our approach, in order to avoid overfitting with a reasonable sample size, we use a 2 nd order regression by setting n = 2 and defining where B is a 1×81 row vector formed by the product of Bernstein basis polynomials and C Bernstein is a 81×3 constant matrix. The coefficients in C Bernstein can be found by applying known forces (F x , F y and F z ) in various directions at the tool tip, acquiring FBG wavelength data and forming a B vector for each recorded sample, and finding the best fit in the leastsquares sense.
IV. EXPERIMENTS AND RESULTS

A. Setup
Using the setup shown in Fig. 6 , we performed a series of experiments to model the effect of forceps actuation on force sensor readings, examine the repeatability of sensor outputs, identify calibration constants and validate the force computation methods presented in Section III. In order to acquire the Bragg wavelength of each FBG sensor, the setup employed an optical sensing interrogator (sm130-700 from Micron Optics Inc., Atlanta, GA). The force-sensing microforceps was mounted on a rotary stage to adjust the axial orientation (roll angle, α) of the tool. The stage was attached onto a second rotary stage to modify the pitch angle (β) and tilt the tool in the vertical plane. The jaws of the forceps were closed to grasp a thin (∼80 μm thick) layer of tape carrying a wire hook. The wire hook was used to hang aluminum washers and apply varying forces at the tool tip (Fig. 6b) . The washers were weighed by using a precision scale (Sartorius GC2502, Germany) which has a resolution of 1 mg and a repeatability of ±2 mg. The maximum test load was 23.35 mN, and each washer weighed about 4.67 mN. By changing the tool orientation (α and β) and the load hanging at the tip (F load ), various combinations of F x F y and F z were generated as shown in Fig 5c. The resulting forces at the tool tip can be resolved into their x, y and z components using the following formulae:
F y = F load sin α sin β (15)
B. Effect of Actuation
The goal of this experiment was to generate a model for compensating the detrimental effect of grasping motion on the FBG sensors. For this, the linear motor of the micro-forceps was actuated back and forth in discrete steps of 100 μm, and gradually opening/closing the forceps jaws. The jaws were fully closed after the motor was driven about 1400 μm forward from the fully open state, which is consistent with the simulation results previously presented in Fig. 3b . After each 100 μm step, the motor was stopped and the wavelength shifts of the FBG sensors were recorded. The open/close cycle was repeated 3 times, leading to 6 measurements for each sensor at each motor position. Following the identical procedure, the experiment was repeated whilst the tool tip was immersed in water.
Results in Fig. 7 show that the motorized actuation does not induce a detectable change in the output of lateral sensors (FBGs 1, 2 and 3) . However, the Bragg wavelength of the axial sensor (FBG 4) significantly varies depending on the motor position and therefore the opening state of forceps jaws in air and water. The wavelength shift profiles closely follow the axial strain variation trend that was predicted through simulations in Fig. 4b . While operating in air, wavelength shifts up to 167 pm are recorded. These recordings show much better consistency among the 6 measurements taken per each motor position in comparison to our earlier prototype without the trocar attachment [56] . When the test is repeated in water, slightly larger shifts up to 222 pm are observed in the axial FBG output, and the consistency of readings at each motor position is relatively deteriorated. The small change can be attributed to the floating impurities inside water which can get stuck between the jaws and guide tube, and lead to larger reaction forces during actuation. Hence, the model relating wavelength shift to motor encoder readings is dependent also on the properties of the surrounding medium and needs to be experimentally tuned before each operation by opening/closing the forceps several times.
C. Repeatability
This experiment explored the consistency of the FBG sensor readings in response to axial and transverse loads. Forces were applied at the tool tip in 28 different directions by orienting the tool at 4 roll (α) and 7 pitch (β) angles. The roll angle ranged from 0°to 90°with 30°increments while the pitch angle was altered from 0°to 90°in steps of 15°. The magnitude of applied forces varied evenly at 6 levels within 0-23.35 mN. For each direction, the forcing was gradually increased up to 23.35 mN and then decremented back to zero by unloading the washers at the tool tip. The wavelength information from all four FBGs was acquired after the oscillations due to loading/unloading were fully damped out. This cycle was repeated 3 times, generating 6 measurements for each load case. For each measurement, 500 samples were recorded. As an example, Fig. 8a and 8b show the recorded sensor response for purely transverse and axial loading conditions.
The log data involved a total of 168 distinct loading conditions, 1008 measurements and 504,000 samples. To examine the repeatability of each sensor's response, the recorded samples were grouped into 168 subsets so that each subset contained 3000 samples associated with the same loading condition. Within each subset, after identifying the mean Bragg wavelength shift for each FBG sensor, the deviations from the mean value (residuals) were computed. The residuals of all subsets were then combined to obtain the standard deviation for each FBG sensor as a measure of repeatability.
Figs. 8c-e show the probability distribution of the residuals for each FBG sensor. The standard deviations for the lateral FBG sensors (FBG 1, 2 and 3) are 0.47, 0.58 and 0.59 pm, respectively. The axial FBG sensor (FBG 4) exhibits slightly a more variable response with a standard deviation of 1.96 pm. Our optical sensing interrogator has a wavelength repeatability of 1 pm; its wavelength stability is 2 pm typically and 5 pm at maximum. Considering these values, we can conclude that the FBG sensors on our tool provide reliable repeatability that is consistent with the intrinsic properties of our optical sensing interrogator.
D. Calibration
In order to identify the coefficients used in our force computation algorithm, we performed a set of calibration experiments. The goal in our first calibration experiment was to test the hypothesis of linear correlation between the temperature drift in common mode of lateral FBGs and the axial FBG. We recorded the Bragg wavelength variation in each FBG sensor while the tool was exposed to routine changes in room temperature, which involved gradual changes within ±2.5°C. In order to avoid disturbances due to air flow in the room, the setup was maintained inside a plastic box while acquiring data. The test was completed in 4 sessions; each session spanned a 225 minute period during which a measurement was taken in every 15 minutes. In between the sessions, we altered the roll and pitch angles to capture the effect of tool orientation on the thermal drift coefficient, if any.
The results are shown in Fig. 9 , which display the changes in Bragg wavelength of each sensor due to 2 main sources. The larger jumps while moving to the next set of measurements are due to the modified tool orientation, thus the new loading at the tool tip. The rest of the variations within each session are purely due to thermal effects. We observe from Fig. 9a that the lateral FBGs exhibit almost identical sensitivity to thermal changes, whereas the drift in the axial FBG was slightly smaller (Fig. 9b) . For a quantitative comparison of thermal effects, we evaluated the wavelength shift of all four sensors within each session, and computed the common mode of lateral FBGs. The wavelength shift in the axial FBG and the common mode of the lateral FBG sensors revealed a linear correlation with a covariance of 0.94, which verified that our assumption in Section III.A was approximately correct. The corresponding proportionality constant was found to be κ = 0.92 (Fig. 9c) .
Our second calibration experiment was aimed at monitoring the FBG response under various combinations of transverse and axial forces. In order to collect sufficient data with a fine enough sampling grid, we took the measurements recorded in Section IV.C (504,000 samples of log data with 6 levels of forcing in 28 different directions) and performed 4 additional analyses: global linear calibration, local linear calibration, global nonlinear calibration, and local nonlinear calibration.
1) Global Linear Calibration:
After computing the differential mode of each sensor, the linear system of equations described in Section IV.A was formed and solved by using the method of least squares. The resulting coefficient matrix Considering the wavelength resolution of the optical sensing interrogator (1 pm) and the identified coefficient matrix, the linear method produces a transverse force resolution of about 0.14 mN, which is within the initial design target of 0.25 mN. The linear fitting results are shown in Fig. 10a and 10b for F x and F y , respectively. The estimated F x values closely follow the actual forces with a root mean square (rms) error of 0.25 mN and a mean absolute error of 0.18 mN. A similarly accurate estimation is observed for F y up to about 10 mN. However, beyond this level, slight deviations from the actual value are observed, leading to an overall rms error of 0.52 mN and a mean absolute error of 0.36 mN. The sliding contact between the jaws and the guide tube provides firm support along the x-axis of the tool, but not along the y-axis as shown in Fig. 6c . Therefore, large F y forces can deform and dislocate the jaws inside the guide tube, which may change the overall geometry and deteriorate the linearity of the force sensor response. Nevertheless, this is not a major concern in membrane peeling since most of the applied forces lie along x-axis (peeling direction) due to the alignment of jaws, and excessive side loads (F y ) are highly unexpected. The histograms of the residual errors ( Fig. 10e and 10f) show that the probability of errors beyond 1 mN is very low for both F x and F y , which have standard deviations of 0.27 mN and 0.49 mN respectively indicating a good repeatability. Solving the system of equations given by (8), we were not able to identify an adequately accurate fitting to estimate the axial load. The resulting coefficient C ax led to very large errors (an rms error of 8.34 mN, a mean absolute error of 6.19 mN, and a standard deviation of 3.87 mN) especially in the presence of significant transverse loads in addition to axial forces. Fig. 11 shows that the magnitude of errors in axial force computation steeply rises with greater magnitude of transverse forces (both F x and F y ), which suggests that the assumption of modeling the axial FBG response as a linear combination of axial and transverse load effects does not hold globally, as discussed in Section III.
2) Local Linear Calibration: In membrane peeling, forces applied in the transverse plane are mostly along the peeling direction, which corresponds to the x-axis of our tool. Our previous membrane peeling experiments on various types of artificial phantom also support that transverse loads containing large Fy (associated with α > 30°) are not very likely in practical use of the micro-forceps [52] . In an attempt to find a more accurate linear fitting for the axial force, we first analyzed a subset of the calibration data associated with α ≤ 30°. However, limiting α and hence Fy alone did not lead to any significant improvement in axial force sensing accuracy. The rms error in estimated Fz was still 7.08 mN and the mean absolute error was 5.41 mN. Next, we considered a smaller subset limiting both the pitch β ≤ 15°) and roll α ≤ 30°) angles so that both of the transverse force components were constrained ( Fx < 6.04 mN and Fy<3.02 mN), and the applied forces were dominantly axial. For this subset of 72,000 samples, it was possible to obtai C ax = 1.3216 −0.3652 −0.3717 0.7369 mN/pm which indicates an axial force resolution of about 1.32 mN. Fig. 12a illustrates the resulting fit, and the distribution of residuals is shown in Figs. 12c and 12e . Accordingly, the errors are reduced to an rms value of 3.17 mN and a mean absolute value of 2.38 mN. The standard deviation is 3.09 mN, indicating slightly better repeatability. The improved accuracy with this reduced data set verifies our hypothesis on the loss of linearity in the presence of dominant transverse loads. Yet, this method is not feasible for estimating axial forces, not only because the resulting error is still over our accuracy target (2 mN), but also because in membrane peeling a significant portion of the exerted forces are transverse rather than axial, which remains in contrast to the extremely confined workspace of this method.
3) Global Nonlinear Calibration:
Using the entire log data of 504,000 samples, we fit a nonlinear regression model based on 2 nd order Bernstein polynomials to better estimate both the transverse and axial forces. The obtained coefficient vector C Bernstein derives a resolution of 0.074 mN for F x and F y , and 1.85 mN for F z , respectively. The accuracy in computing the transverse forces are slightly better than the linear method with an rms error of 0.15 mN for F x and 0.25 mN for F y . More importantly, the axial force estimation is significantly improved in comparison to the global linear fitting results. The residual error spans approximately ±4.33 mN while the mean absolute error is 3.34 mN. Although the results displayed in Fig. 12 are still unsatisfactory based upon our accuracy criterion (2 mN), they show an important improvement: the nonlinear regression provides a global axial sensing accuracy similar to what could be obtained by the linear fitting only locally.
4) Local Nonlinear Calibration:
Considering that forces associated with large F y forces are not very probable during an actual membrane peeling operation as discussed previously, we repeated our nonlinear calibration method using a reduced dataset (α ≤ 30°), without limiting F x (0-23.35 mN) which is expectedly the dominant force component along the peeling direction but constraining F y below 11.7 mN. This corresponds to a dataset of 252,000 samples with 84 distinct loading conditions. The regression analysis revealed a coefficient vector (C Bernstein ) providing a finer force resolution in comparison to all of the previous fittings: 0.01 mN for F x and F y and 0.38 mN for F z . The resulting force estimates and associated errors are plotted in Fig. 13 . The rms errors are 0.12, 0.07 and 1.76 mN for F x , F y and F z , respectively, which are all sufficiently smaller than our initial design target (0.25 mN for transverse and 2 mN for axial forces). For the axial load, the magnitude of the residual error remains mostly within the ±5 mN envelope across the entire force range as shown in Fig. 13f. Fig. 13g-i illustrates the probability distributions of the residuals, which show that with the local nonlinear calibration errors mostly stay under 0.5 mN for F x and F y , and 5 mN for F z . The standard deviations of errors are 0.12, 0.07 and 1.76 mN respectively, which show significantly better repeatability of readings in comparison to the aforementioned calibration methods. 
E. Validation
For validating the performance of our nonlinear force computation method, we took measurements at loading conditions that were not used during the calibration, still limiting the transverse loads to the range of interest in membrane peeling, i.e. α ≤30°. We investigated if the identified local calibration constants could still accurately predict the applied forces. The validation experiment consisted of forces ranging from 0 mN to 23.35 mN in increments of 4.67 mN while holding the tool at 2 different roll angles (α = 0°, 30°) and 3 different pitch angles (β = 20°, 40°, 70°). Each case was repeated 6 times and 500 samples were collected per case. The data set was further extended by adding 15 more measurements per each roll angle at randomized pitch angles (0°-90°) and forces (0-23.35 mN), producing a total of 66 distinct loading conditions and 123,000 samples.
Using validation dataset, we observed a similar force computation performance to what was obtained with the calibration dataset (Fig. 14) . Our locally fit nonlinear model is able to accurately predict the applied transverse forces within the considered force range, 0-25 mN for F x and 0-11.7 mN for F y . The rms errors are 0.16 mN and 0.07 mN for F x and F y , respectively. The axial forces are captured with an rms error of 1.68 mN, which is satisfactorily smaller than our design target of 2 mN. The standard deviation of errors indicate a force sensing repeatability of 0.15 mN, 0.07 mN and 1.67 mN about x, y and z axes, respectively. These results demonstrate that the 3-DOF force-sensing micro-forceps with the nonlinear force computation method can provide measurements within the desired sensitivity and accuracy.
V. DISCUSSION
Our earlier works demonstrated that the temperature compensation method described in Section III provides robust transverse and axial force measurements against thermal changes for other tools [44] , [50] . In this work, the first set of our calibration experiments explored the thermal influence on each FBG sensor output in response to slow and gradual ambient temperature variation, which revealed similar behavior to that observed in our previous 3-DOF force-sensing pick tool [50] . In case of sudden ambient temperature variations though, such as the instant when the tool is inserted into the eye, whether the linear correlation between the axial sensor response and the common mode of lateral sensors is valid remains controversial. In practice, this issue can be alleviated by rebiasing the force sensor to adapt to the new temperature level right after the tool is placed inside the eyeball. After this time, the expected thermal fluctuations inside the eye will be relatively small and gradual so that our thermal drift method cancelling based on common mode of lateral sensors can be used. There are several potential solutions that can improve the robustness of our force-sensing tool to thermal changes: adding a separate reference FBG [58] , using two different wavelengths [59] , or using different optical modes [60] , [61] . Our future work involves further exploration of these methods for faster and more accurate compensation of thermal drift in our 3-DOF force-sensing micro-forceps.
In order to compute forces from the optical sensor information, we explored the use of a nonlinear fitting based on second order Bernstein polynomials. Increasing the polynomial order may potentially improve the sensing accuracy, especially in the axial direction. However, identifying a higher order polynomial without overfitting requires calibration experiments that capture the FBG sensor outputs for a finer grid of forces. Such extensive dataset is quite challenging to acquire with the presented setup. Furthermore, the manual operation of rotary stages and loading/unloading of washers to modulate the loading induced at the tool tip is prone to human error. However, using a robotic calibration approach similar to [50] , it is possible to collect more samples reliably in a shorter time and identify a more accurate higher order nonlinear force computation model.
In our calibration and validation experiments, the applied forces in the axial direction were always tensile. Therefore, the identified models do not describe the behavior for compressive loads. In addition, the final accuracy and resolution values were obtained for a limited force range of 0-25 mN with minor force component perpendicular to the peeling direction (Fy < 11.7 mN). Although, these may be interpreted as limitations of our approach, they are highly relevant to the actual clinical scenario. In epiretinal membrane peeling, to avoid retinal injuries, the magnitude of forces need to be maintained typically below 10 mN [64] . Also, the membrane is pulled away from the retina surface, which causes axial loads on the micro-forceps tip to be tensile if any. The exerted forces in the transverse plane follow the direction of tool motion, which means they are usually along the opening/closing direction of the jaws (x-axis of our tool). These practical facts support the constraints of our force computation model for epiretinal membrane peeling. Nevertheless, using the same experimental method, the instrument can be calibrated to the desired force domain for a different application as well.
Based on the practically relevant force ranges, using our nonlinear method showed that the rms error in axial force sensing could be lowered under 2 mN. This is a significant improvement on our previously reported results [54] , and is presumably useful for limiting intra-operative forces and preventing retinal injuries in epiretinal membrane peeling. Nevertheless, for our other aims -including quantitative assessment of differing surgical techniques, objective evaluation of the surgical performance and accurate modeling of retinal tissues -our future work aims to further improve the axial sensing accuracy. Some potential methods include using higher order nonlinear models for force computation, and exploring customized sensor architectures that provide better decoupling between axial and transverse forces [62] .
VI. CONCLUSION
In this study, we developed a novel force-sensing microforceps that can capture 3-DOF tool-tissue interaction forces during membrane peeling in vitreoretinal surgery. To the best of our knowledge, this is the first micro-forceps that can sense not only transverse but also the axial forces at the tool tip to be used in vitreoretinal surgery. Main contributions are the calibration procedure and force computation methodology using FBG sensor readings influenced by a mixture of sources, such as thermal changes and tool actuation apart from tool tip forces. In design, the sensitized segment of the instrument was located close to tool apex inside of the eye so that tooltissue interaction forces at the tool tip could be detected without the influence of any other forces along the tool shaft. By strategically embedding 4 FBG sensors on the tool shaft, the decoupling between transverse and axial forces was maximized. The grasping functionality was provided via a compact motorized unit which enabled tool actuation without requiring any mechanically coupled handle mechanism in contrast to the existing standard micro-forceps and ensured a highly repeatable behavior in FBG sensor outputs during actuation. Through experiments inside air and water, we studied the actuation influence on sensor outputs as a function of motor position. The resulting model was later used to cancel out the undesired influence on the sensors due to tool actuation. We carried out experiments to test the repeatability of sensor outputs, calibrate the force sensor and validate its performance. For computation of forces, two distinct methods were explored: a linear regression and a nonlinear fitting based on second-order Bernstein polynomials. Results showed that the FBG sensors provide a highly repeatable output, and the nonlinear force computation approach provides superior accuracy. Based upon the developed calibration and force computation methods, our future studies aim at optimization of the tool structure and fabrication process to improve the force sensing accuracy.
This work modeled and evaluated the force response of our tool based upon static measurements, where samples were acquired after the response of each sensor reached steadystate. Similar to the strategy we followed for our earlier 2-DOF force-sensing tool [65] , we will investigate the dynamic response of our new 3-DOF force-sensing instrument and evaluate its performance in estimating rapidly changing force profiles in future experiments. In addition, the micro-forceps was devised as a modular unit so that it can be easily combined with robotic systems. Our future work aims at integrating our tool with a robotic assistant by combining motion compensation and image-guidance features with various force feedback and force control methods to aid safe grasping and peeling of epiretinal membranes. Upon system integration, we aim to perform feasibility studies initially on artificial membrane peeling phantoms, then on biological membranes, and eventually using ex vivo and in vivo animal models.
