Deep reinforcement learning has great stride in solving challenging motion control tasks. Recently there has been a significant amount of work on methods to exploit the data gathered during training, but less work is done on good methods for generating data to learn from. For continuous actions domains, the typical method for generating exploratory actions is by sampling from a Gaussian distribution centred around the mean of a policy. Although these methods can find an optimal policy, in practise, they do not scale well, and solving environments with many actions dimensions becomes impractical. We consider learning a forward dynamics model to predict the result, (s t+1 ), of taking a particular action, (a), given a specific observation of the state, (s t ). With a model such as this we, can perform what comes more naturally to biological systems that have already collect experience, we perform internal predictions of outcomes and endeavour to try actions we believe have a reasonable chance of success. This method reduces the exploratory action space, increasing learning speed and enables higher quality solutions to difficult problems, such as robotic locomotion.
Efficient action exploration remains a challenge for Rienforcement Learning (RL) in continuous action domains. This concerns what type of distribution should be used to sample exploratory actions from. Commonly, Gaussian distributions have been used in continuous action spaces. Theoretically these distributions allow for algorithms to find an optimal policy. A challenge with using Gaussian distributions for exploration is, as the number of action dimensions increase the probability of randomly generating an action that is better than the current policy decreases exponentially. Recent work has indicated that methods that add local noise might not be enough to explore environments well . Recent works have created methods that model the action distribution better by learning a noise distribution (Fortunato et al., 2017) or processing random Gaussian noise through the policy (Plappert et al., 2017) . However, these methods do not scale well with respect to the number of action dimensions. In practise, we expect that there likely exists better distributions that will focus the sampled actions to areas of the action space that appear more promising.
Here we endeavour to generate exploratory actions that have a greater probability of leading the policy to higher value states. This is done in a model-based way by learning a model of the transition probability of the environmentP (s t+1 |s t , a t , θP ). This model is then used to predict the outcomes of taking a given action in a particular state. Predicted states can then be rated for how well it is believed the policy will perform from that state forth. This method is similar to how a person might use an internal understanding of the result of taking an action and modifying that action to increase the utility (or future discounted reward) of the person's future.
In part, this work is inspired by the Deterministic Policy Gradient (DPG) method (?) where action gradients can be computed for the policy given a value function. However, in practise these gradients are noisy and vary greatly in their magnitude. This makes it challenging to create a stable learning framework. In a manor, we are passing these gradients through the environment as an extra means of validation, and increasing the stability of learning. This work is also motivated by the idea that the large amount of data collected while training an RL policy can be used to more ends. There is a significant amount of data collected related to the environment dynamics. There should exist gains in constructing a model that can interpolate, and maybe even extrapolate these dynamics.
This work is not only motivated by efficient exploration but is a step into the area of mixing modelbased and model-free learning to get the best of both methods. Here we use a model-based method to assist action exploration and model-free methods for exploitation.
RELATED WORK

Reinforcement Learning
The environment in a RL problem is often modelled as an Markov Dynamic Processes (MDP) with a discrete set of states and actions (Sutton and Barto, 1998) . In this work we are focusing on problems with infinite/continuous state and action spaces. Complex motor control tasks have become a popular benchmark in the machine learning literature (Heess et al., 2017) . Many recent RL approaches are based on policy gradient methods (Sutton et al., 2000) where the gradient of the policy with respect to future discounted reward is approximated and used to update the policy. Recent advances in combining policy gradient methods and deep learning have led to impressive results for numerous problems, including Atari games and bipedal motion control (Schulman et al., 2015b; Mnih et al., 2016 Mnih et al., , 2015 Van Hasselt, 2012; Heess et al., 2016; .
Sample Efficient RL While policy gradient methods form a framework for how to update a policy given data, it is still a challenge to generate useful data. Sample efficient RL methods are an important area of research as learning complex policies for biped motion control can take days and physically simulating on robots is time-consuming. Learning can be made more sample efficient by further parameterizing the policy and passing noise through the network as an alternative to adding vanilla Gaussian noise (Plappert et al., 2017; Fortunato et al., 2017) . Other work encourages exploration of the state space that has not yet been seen by the agent (Houthooft et al., 2016 ). There has been success in incorporating model-based methods to generate synthetic data or locally approximate the dynamics (Gu et al., 2016; Mishra et al., 2017; Sutton, 1991) . Two methods are similar to the Model-Based Action Exploration (MBAE) work proposed. Deep Deterministic Policy Gradient (Deep Deterministic Policy Gradient (DDPG)) is a method that directly links the policy and value function, propagating gradients into the policy from the value function (?). Stochastic Value Gradients is a framework for updating a policy given a noisy value . None of these methods use gradients as a method for action exploration.
Model-Based RL is a method that uses structure of the problem to assist learning, typically anything that uses more than a policy or value function is considered model-based RL. Great improvements have been made recently by including some model-based knowledge into the RL problem. By first learning a policy using model-based RL and then training a model-free method to act like the model-based method (Nagabandi et al., 2017) we're able to get significant improvements. There is also interest in learning and using models of the transition dynamics to improve learning (Bansal et al., 2017) . The work in (Mishra et al., 2017) uses model-based policy optimization methods along with very accurate dynamics models to learn good policies. In this work, we learn a model of the dynamics to compute gradients to maximize future discounted reward for action exploration. The dynamics model used in this work does not need to be particularly accurate as the underlying model-free RL algorithm can cope with a noisy action distribution.
FRAMEWORK
In this section we outline the MDP based framework used to describe the Reinforcement learning problem.
MARKOV DYNAMIC PROCESS
An MDP consists of (S, A, R(·), P (·), γ). Here S is the space of all possible state configurations. A is the set of actions available. The reward function R(a, s) determines the reward for taking action a ∈ A in state s ∈ S. The probability of ending up in state s t+1 ∈ S after taking action a in state s is described by the transition dynamics function P (s t+1 |s, a). Lastly, the discount factor γ ∈ (0, 1] controls the planning horizon and gives preference to more immediate rewards. Using a stochastic policy π(a|s) that models the probability of choosing action a given state s, the quality of the policy can be calculated as the expectation over future discounted rewards for the given policy starting in state s 0 and taking action a 0 .
(1)
The actions a t over the trajectory (a 0 , s 0 , . . . , a T , s T ) are determined by the policy π(a t , s t ). The successive state s t+1 is determined by the transition function P (s t+1 |s t , a t ).
POLICY LEARNING
The state-value function V π (s) estimates Eq. 1 starting from state s 0 for the policy π(·).
The action-valued function Q π (s, a) models the future discounted reward for taking action a 0 in state s 0 and following policy π(·) thereafter.
The advantage function is a measure of the benefit of taking action a in state s with respect to the current policy.
The advantage function can then be used as a measure for modifying the policy. The likelihood of actions that have positive advantage should be increased, while the likelihood of actions with negative advantage should be decreased. a * = arg max log π(a|s)A π (s, a)
DEEP REINFORCEMENT LEARNING
While interacting with the environment data is collected, for each action taken, as an experience
Where the current state of the environment is denoted as s i ; the action a i that was selected from the policy; the reward r i received for executing action a i given observation s i ; resulting in the next state s" i . This data can be collected in an experience replay buffer D or used in a single batch update in an on-policy manner.
EXPLORATION
In continuous spaces the stochastic policy π(a|s) is often model by a Gaussian distribution with mean µ(s|θ µ ). The standard deviation can be model by another state dependent σ(s|θ σ ) network or be state independent and sampled from N (0, Σ), where Σ is a covariance matrix with zeros everywhere except the diagonal. While the agent is interacting with the environment, actions can be generated using a combination of these methods.
EXPLOITATION
To learn a value function a deep neural network is trained on data collected from the policy. The loss function used to train the value function (V π (s|θ v )) is the temporal difference error
Using the learned value function as a baseline, the advantage function can be estimated from data. We use Generalized Advantage Estimation (GAE) to estimate the advantage function. With an estimate of the policy gradient, via the advantage, policy updates can be performed to increase the policy's likelihood of selecting actions with higher advantage. θ π ← θ π + α∇ θπ log π(a|s, θ π )A π (s, a, θ v )
3 MODEL-BASED ACTION EXPLORATION
In model-based RL we are trying to solve the same policy parameter optimization as in Eq. 5. Given a reward function r ← R(s, a) that gives the reward r for taking action a in state s. And another function that models the state transition probability P (s t+1 |s, a). Again, the goal is to learn a policy π(a|s, θ π ) that will maximize the future discounted reward.
A diagram of the MBAE method is shown in Figure 1 . With the combination of a transition probability model and a value function an action-valued function is constructed. Using MBAE, gradients for the action can be computed and used for exploration. Figure 1 : Schematic of the Model-Based Action Exploration design. States s are generated from the simulator Sim, the policy produces an action a, s and a are used to predict the next state s t+1 . The gradient is computed back through the value function to give the gradient of the state ∇s t+1 that is then used to compute a gradient that changes the action by ∆a to produce a predicted state with higher value.
LEARNING THE TRANSITION PROBABILITY
While training the policy, the transition probability transition probabilityP (s t+1 |s, a, θP ) modeled with a deep neural network with parameters θP is learned. In Figure 2 an example of learninĝ P (s t+1 |s t , a t , θP ) for a simple 1D line generated from a mixture of sines and cosines (yellow) is shown. In this example a = x and s t = x and s t+1 = y. In this figure the input action gradient with respect to the mean is computed as well and visualized as gray arrows on the model prediction (green). These arrows show a rather good approximation of the line and the direction to move along the predicted line to increase function value. The gray arrows also show the derivative magnitude of the gradient compared to the line slope.
STOCHASTIC MODEL-BASED ACTION EXPLORATION
By having a stochastic transition function the gradients computed from MBAE will not be deterministic. Algorithm 1 shows the method used to compute action gradients when predicted future states are sampled from a distribution.
α a is a learning rate specific to the MBAE method. This exploration method can be incorporated into any RL algorithm as it is a method for producing exploratory actions. To use this method all that is needed, is to learn a value function and a transition probability model alongside the given policy optimization method. The pseudo code for using MBAE is given in Algorithm 2.
DYNA
In practise the successive state distribution produced from MBAE will differ from the environment's true distribution. To compensate for this difference we perform additional training up- Algorithm 1 Compute Action Gradient if Uniform(0, 1) > p then 7: a t ← µ(s t |θ µ ) + N (0, σ(s t )) 8: Update transition probability given {τ j } 20: end while dates on the value function, replacing the successive states in the batch with ones produced from P (·|s t , a t , θP ). This helps the value function better estimate future discounted reward for states produced byP (·|s t , a t , θP ). This method is similar to DYNA (DYNA) (Sutton, 1990 (Sutton, , 1991 , but here we are performing these updates for the purposes of conditioning the value function on the transition dynamics model.
CONNECTIONS TO POLICY GRADIENT METHODS
Action-valued functions can be preferred because they model the effects of taking specific actions and can also implicitly encode the policy. However, performing a value iteration update over the effects of all actions requires computing an optimal action over all possible actions, this is intractable in continuous action spaces.
DPG (Silver et al., 2014a,b) compensates for this issue by linking the value and policy functions together allowing for gradients to be passed from the value function through to the policy. The policy parameters are then updated to increase the action-value function returns. This method has been successful but has stability challenges (Hausknecht and Stone, 2015) . DPG is off-policy and does not include the cost of exploration in its formulation.
More recently Stochastic Value Gradients (SVG) has been proposed as a method to Unify model-free and model-based methods for learning continuous action control policies. The method learns a stochastic policy, value function and stochastic model of the dynamics that are used to estimate policy gradients. While SVG uses a similar model to compute gradients to optimize a policy, here we use this model to generate more informed exploratory actions.
DISCUSSION
The learning process can be further improved by performing an initial training of the forward dynamics model offline. One last challenge introduced by this method is an additional step size for the action gradient magnitude to apply to the policy action, and it may not be trivial to select this step size. However, we found with proper normalization any value less than 1 has worked well.
RESULTS
In this section the method is applied to a number of environments. The method is also used with two different RL learning algorithms. First an off-policy algorithm Continuous Actor Critic Learning Automaton (CACLA) (Van Hasselt, 2012) . That updates the policy mean use MSE to actions that have positive temporal difference. As well as a version of Proximal Policy Optimization (PPO) (Schulman et al., 2017) , which is an on-policy stochastic policy gradient method.
N-DIMENSIONAL PARTICLE
This environment is similar to a continuous action space version of the common grid world problem.
In the grid world problem the agent (blue dot) is trying to reach a target location (red dot), shown in the left of Figure 3a . In this version the agent receives reward for moving closer to its goal (r = ||agent pos − target pos || 2 ). This problem was chosen because it can be extended to an Ndimensional world very easily, which is helpful in evaluating how well the method works as the action-space dimensionality increases Finn et al., 2016) . Figure 3 shows a visualization of a number of components used in MBAE. In Figure 3c the overall direction of the action gradients are shown. In Figure 4a we show some preliminary results comparing the learning curves of using a standard CACLA learning algorithm and an augmented one that uses MBAE for additional action exploration. This learning curves show a significant improvement in learning speed over the standard CACLA algorithm.
The CACLA learning algorithm benefits greatly from using MBAE for action exploration. Not only does the method learn faster the average reward of the final policy is much higher, as seen in Figure 4a . In Figure 4b MBAE is evaluated for the PPO algorithm. Interestingly we find that just using a deterministic version of MBAE that works well for the CACLA algorithm is not effective for the PPO algorithm. Instead we found that PPO needs more stochasticity in its action exploration. We believe this stochasticity helps PPO estimate the policy gradient better, leading to improved policy updates. We also tried pre-training the deterministic transition probability model for PPO. Figure 3 : The figure (a) left is the current layout of the continuous grid world. The agent is blue and target location for the agent is the red dot and the green boxes are obstacles. In (a) right, the current policy if the agent was located at each arrow, and normalizing the action to give the unit direction of the action. The current value at each state is visualized by the colour of the arrows, red being the highest. In (b) the error of the forward dynamics model is visualized as the distance between the successive state predicted and the actual successive states ((s + a) −P (s, a) ). (c) is the unit length action gradient from MBAE. Only the first two dimensions of the state and action are visualized here. This pre-training did not provide noticeable improvement over training the model. It might even be beneficial for PPO to have an initially noisier estimate of the future states to learn from.
2D MOTION IMITATION
In this environment the agent is rewarded for developing a 2D physics-based walking gait. Reward is given for matching an overall desired velocity and for matching a given reference motion. This environment is inspired by and similar to (Peng and van de Panne, 2017). In Figure 5a 5 evaluations are done for this environment and the average is shown. MBAE in most cases learns faster than the standard CACLA algorithm. The use of MBAE also leads to more optimal policies. We show similar data for PPO in Figure 5b . PPO does nto appear to gain as much from MBAE but still learns faster with high value policies. We believe the KL constraints used for PPO, that help the algorithm achieve monotonic increases in value also limit how much the method can learn from good actions.
TRANSITION PROBABILITY NETWORK DESIGN
We have tried many different network designs for the transition probability model. We have found that using a DenseNet (Huang et al., 2017) greatly increases the models accuracy. We have also explored the use of dropout. We use dropout on the input and output layers (as well as the inner layers) to reduce overfitting to any specific parts of the input or output. This makes the gradients passed through the transition probability model less biased.
DISCUSSION
Exploration Action Randomization and Scaling Initially, when learning begins the estimated policy gradient is very flat, making MBAE actions ∼ 0. As learning progresses the estimated policy gradient gets sharper leading to actions produced from MBAE with magnitude >> 1. By using a normalized version of the action gradient, we maintain a reasonably sized explorative action to try, this is similar to the many methods used to normalize gradients between layers for deep learning (Lei Ba et al., 2016; Ioffe and Szegedy, 2015) . With normalized actions, we run a danger of being overly deterministic in action exploration. The application of adding noise to the normalized action length helps compensate for this.
Modelling the transition dynamics stochasticity allows us to generate future states from a distribution, increasing the stochastic nature of the action exploration. In practise, we have found that this distribution tends to shrink leading to only small amounts of noise in the predicted states.
Similarity To Expected Policy Gradients Concurrently with our work a new policy gradient framework called Expected Policy Gradient (EPG) (Ciosek and Whiteson, 2017) has been developed. Part of our method might be equivalent to EPG however, in our case, instead of estimating the transition dynamics via numerical integration we instead learn a model for the transition dynamics. The learned model can then be used to calculate gradients in the action space without having to directly use DPG. A more thorough exploration of these connections is left for future work.
DYNA Analysis One concern could be that the MBAE model is benefiting mostly from the extra training that is being done to the value function. We performed an evaluation by training the MBAE architecture without the use of exploratory actions from MBAE. We found no noticeable affect to the learning speed or final policy quality.
transition probability Model Accuracy Initially, the models do not need to be significantly accurate. They only have to do better than random (Gaussian) sampling. It is important to train the transition probability model while learning. This allows the model to adjust to the changing state distribution observed during training. One great thing about learning the transition probability model while training the policy is that the transition probability model will be most accurate over the state space the policy explores. This makes it more accurate as the policy converges.
MBAE Hyper Parameters
To estimate the policy gradient well and maintain reasonably accurate value function, some Gaussian exploration should still be performed. This helps the value function get a better estimate of the current policy and allows the value function to learn about the different areas of the state space. From empirical analysis, we have found that sampling actions from MBAE with a probability of 0.25 has worked well across multiple environments. The learning progress can be more sensitive to the action learning rate α a . We found with values between 0.1and1 MBAE assisted learning. We used a value of 0.2 for all the experiments in this work.
FUTURE WORK
This method is showing early promises; however, the learning method can suffer from stability issues when the policy becomes unstable. We are currently investigating methods that limit the KL divergence of the policy between updates. These methods are gaining popularity in recent RL methods (Schulman et al., 2015a) . This should reduce the amount the policy shifts from parameter updates, further increasing the stability of learning.
The learning process could be further improved by pre-training the forward dynamics model offline. As well, learning a more complex transition probability model similar to what has been done in (Mishra et al., 2017) could improve the accuracy of the MBAE generated actions. It might also be helpful to learn a model of the reward function as well using a method similar to to supplement the value function predictions. One last challenge introduced by this method is now there is another step size for how much action gradient should be applied to the policy action, and it may not be trivial to select this step size.
