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Abstract
Aggregation of multiple Reinforcement Learning (RL) algorithms is a new and
effective technique to improve the quality of Sequential Decision Making (SDM).
SDM is very common and important in various realistic applications, especially
in automatic control problems. The quality of a SDM depends on (discounted)
long-term rewards rather than the instant rewards. Due to delayed feedback, SDM
tasks are much more difficult to handle than classification problems. Meanwhile, in
many SDM tasks, the feedback about a decision is often in the form of evaluation
rather than instruction. Therefore, supervised learning techniques are not suitable
in these tasks. To tackle these difficulties, RL methods are investigated.
Although many RL algorithms have been developed, none is consistently better
than the others. In addition, the parameters of RL algorithms significantly influence
learning performances. Successful RL applications depend on suitable learning
algorithms and elaborately selected learning parameters, but there is no universal
rule to guide the choice of algorithms and the setting of parameters.
To handle this difficulty, a new multiple RL system - the Aggregated Multiple
Reinforcement Learning System (AMRLS) is developed. In this proposed system,
each RL algorithm (learner) learns individually in a learning module and provides
its output to an intelligent aggregation module. The aggregation module dynami-
cally aggregates these outputs by using some intelligent aggregation methods and
provides a decision of action. Then, all learners take the action and update their
policies individually. The two processes are performed alternatively in each learn-
ing episode. Because of the intelligent and dynamic aggregation, AMRLS has the
ability to deal with dynamic learning problems without the need to search for
the optimal learning algorithm or the optimal values of learning parameters. It is
claimed that several complementary learning algorithms can be integrated in the
AMRLS to improve the learning performance in terms of success rate, robustness,
confidence, redundance, and complementariness.
There are two strategies for learning an optimal policy by using RL methods.
One is based on the Value Function Learning (VFL) strategy, which learns an opti-
mal policy expressed as a value function. The Temporal Difference (TD) methods
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are examples of this strategy and they are called TDRL in this dissertation. The
other strategy is based on the Direct Policy Search (DPS), which directly searches
for the optimal policy in the potential policy space. The Genetic Algorithms (GAs)-
based search algorithms are instances of this strategy and they are named GARL.
Both of the strategies exhibit advantages and disadvantages. A hybrid learning
architecture of GARL and TDRL, HGATDRL, is proposed to combine them to-
gether. HGATDRL uses an off-line GARL approach to learn an initial policy first,
and then updates the policy on-line by using a TDRL approach. This new learning
method enhances the learning ability of RL learners in AMRLS.
The AMRLS framework and HGATDRL method are tested on several SDM
problems, including the maze world problem, pursuit domain problem, cart-pole
balancing system, mountain car problem, and flight control system. The exper-
imental results show that the proposed framework and method can enhance the
learning ability and improve learning performance of a multiple RL system.
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Learning is a principal characteristic of an intelligent agent because learning makes
the agent establish its knowledge by itself rather than relying on the designers.
Developing new learning methods and improving existing learning methods by in-
tegrating several techniques are the goals of machine learning research. This chapter
describes the motivation and methods for improving the learning abilities of Re-
inforcement Learning (RL) algorithms by integrating aggregation technique with
RL.
1.1 Preface
Reinforcement Learning (RL), a type of machine learning, is an efficient method to
make agents learn. Typically, all RL methods are described as procedures for learn-
ing a policy based on numerical reinforcement (rewards or punishments) obtained
through trial-and-error interactions with environments. In RL, an environment is
defined as all the objects outside an agent that is performing the learning, but inter-
acting with the agent. Usually, an environment contains a lot of information, such
as the current state of the agent, the state transitions of the agent when it executes
an action in a state, the instant reward, and the conditions of the learning proce-
dure. The goal of RL is to learn an optimal policy that makes sequential decisions
to maximize a long term discounted reward. Here, a policy is defined as a mapping
1
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from a state set to an action set of a practical problem. In this dissertation, an RL
agent is also called a learner or RL algorithm.
RL learns a policy by interacting with an environment without the need to know
the dynamic model of the environment that is taken under consideration. Further-
more, RL does not need the precise target values for inputs to establish training
data. For many complicated Sequential Decision Making (SDM) tasks in which
neither the model of the environment nor desired actions are clearly described, RL
technique is an efficient method for training an agent to perform the tasks with good
qualities. As a result, RL is often applied to situations in which the knowledge of
the environments is either insufficient or too costly to obtain.
Two different strategies, Value Function Learning (VFL) [45, 84, 92] and Direct
Policy Search (DPS) [11, 60, 96], have been proposed to learn an optimal pol-
icy using reinforcement information. Although most papers about RL adopt the
VFL strategy to learn an optimal policy, in this dissertation both VFL and DPS
strategies are discussed and combined to form a new hybrid RL architecture. For
convenience, sometimes, RL is used to represent the VFL-based RL algorithm in
this dissertation.
Temporal Difference (TD)-learning method is a well-known and efficient RL
method based on VFL strategy. A value function is designed to express the expected
discounted accumulated reward of a state or state-action pair, therefore, an optimal
policy can be easily obtained from the value function. By interacting with an
environment, TD methods receive the instant reward, update the value function
based on the TD-error, a combination of the instant reward and estimated value
of the next state, and construct a policy without needing the dynamic model of
the environment. There is a family of TD-learning algorithms, Actor Critic (AC)
method [9], Q-learning [92], SARSA(λ)-learning [84], to name a few. These RL
algorithms are called TD-based RL (TDRL) algorithms, which are the main RL
algorithms used in this dissertation, and will be explained in Chapter 3.
For DPS, a policy is represented by a set of parameters that are optimized
by searching for the policy space directly, and a structure that combines the pa-
rameters. There are two key elements for DPS. One is the method employed to
parameterize a policy, i.e., determining the explicit representation of a policy. The
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other is the strategy used for optimizing the parameters. Various optimization
methods, including value iteration [84], simulated annealing [20], and evolutionary
algorithms [59] have been proposed to optimize the parameters. Among these meth-
ods, the evolutionary algorithms are the most widely applied [47, 59, 60, 64, 86],
while Genetic Algorithms (GAs), a type of evolutionary algorithms, are particularly
promising [62]. GA-based RL approach updates the fitness function of each policy
with reinforcement information and searches for the optimal policy using evolution
operators such as mutation and crossover. This GA-based RL method, abbreviated
as GARL, is discussed in detail in Chapter 4.
1.2 Motivation
A number of RL algorithms, such as Dyna method [4], Real-time Dynamic Pro-
gramming [10], Actor Critic (AC) [9], SARSA-learning [84], and Q-learning [92],
have been developed. These algorithms are based on different theories and learning
methods and have been successfully applied to various tasks, such as the elevator
dispatching [18], dynamic channel allocation [77], robotic soccer game [69], multi-
link robot [14, 15], mobile robot [25, 45] and helicopter flight control [63]. However,
there is no algorithm that is always superior to other algorithms in handling all
kinds of tasks. Different algorithm possesses diverse advantages and disadvantages.
Empirical results and specific applications confirm that a given learning algorithm
can outperform other algorithms for a certain task or in a certain environment,
but it is impossible to develop one algorithm to achieve the best results in all the
problem domains. One algorithm that performs very well in a few specific appli-
cations may present unacceptable performances in other applications. There is no
universal methodology to guide the choice of learning algorithms.
Even if an algorithm is deliberately selected based on experiments or expe-
rience, the learning performance is significantly influenced by the values of the
learning parameters. There are several important learning parameters, such as the
learning rate, α, eligibility traces factor, λ, and discount factor, γ, in TD-based
RL algorithms, and the population size, chromosome length, and crossover rate in
GA-based RL algorithms. It may take a long time and large computation to find
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the optimal values for the parameters. Meanwhile, the optimal values may lack in
the adaptability to a dynamic environment.
Aggregation of different learning algorithms provides an approach for combining
multiple algorithms to eliminate the weaknesses of them, avoid searching for the
optimal learning algorithm or the optimal values of the learning parameters, and
make use of information more efficiently. A new learning system, the Aggregated
Multiple Reinforcement Learning System (AMRLS), is proposed to aggregate mul-
tiple RL algorithms to improve learning performances. In the AMRLS, a group of
RL algorithms learn to perform a common task. To coordinate these algorithms
and make them work more efficiently, aggregation techniques are introduced to the
system to perform dynamic aggregation.
Although there are convincing evidences that an improved performance can
be achieved by aggregation in a static environment, such as in Multiple Classifier
Systems (MCSs), aggregation in RL field has not been well explored yet. When
aggregation is integrated with RL, it faces several difficulties, including inadequate
history data, limited learning time, and dynamic environment. By adopting some
techniques, for example, the on-line weights learning and weighted aggregation,
AMRLS successfully combines the dynamic RL methods and aggregation techniques
together to improve the learning performances in both dynamic learning procedure
and steady state.
Usually, AMRLS adopts TDRL methods to learn a policy. TDRL methods can
learn a policy on-line to maximize the long term discounted reward. However, these
methods explore the solution space only in one direction at a time and have difficulty
solving RL problems with large solution spaces. In some complicated problems, it is
difficult to learn a policy efficiently with TDRL when the initial values of the value
function are set randomly. If some initial knowledge can be provided to establish
the initial values, learning efficiency can be significantly improved.
GARL, on the other hand, is particularly suitable for solving problems with
a large state and solution space because of its parallel search scheme. Therefore,
GARL can quickly establish a preliminary policy. However, in general, GARL is
an off-line learning scheme as it evolves policies based on large population size and
great generation iterations. The learning procedure of GARL is computationally
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complex; hence, GARL is difficult to apply to real-time control problems.
Obviously, the two RL strategies are complementary rather than exclusive. The
advantages and disadvantages of them motivate people to develop a hybrid learning
architecture to complement the two strategies. A new hybrid RL architecture,
which combines GARL and TDRL, is proposed in this dissertation to join the
strengths of the two strategies together to enhance the learning ability of individual
learners working in the AMRLS. This hybrid architecture of GARL and TDRL is
called HGATDRL which learns a preliminary policy easily using the off-line GARL
scheme and then modifies the policy on-line with TDRL methods. HGATDRL
improves the searching ability in a large state space for the learners that perform
in the AMRLS, so AMRLS can deal with some complicated tasks that are difficult
to handle by TDRL.
1.3 Objective
The objective of this dissertation is to develop a general multiple learning frame-
work for RL to improve learning performance by alternatively performing RL and
aggregation during a learning procedure.
In the proposed multiple learning framework, AMRLS, a number of learning
algorithms (learners), working in an artificial or real environment, learn together
and attempt to perform a common task with a better performance. Aggregation
techniques provide cooperation and coordination among the learning algorithms.
At each time step, the outputs of individual algorithms, which can be in the form
of knowledge, statistical probability, rank of preference, or decision, are aggregated
dynamically to produce a more reasonable, efficient, and reliable decision. It is
anticipated that through the use of the dynamic aggregation technique, this new
learning system will improve the overall learning quality.
Combining the on-line RL algorithms with some sort of improved aggregation
techniques is one of the principal contributions of this dissertation. To achieve ag-
gregation, diversity and similarity of different learning methods must be preserved.
In the proposed AMRLS, each learner adopts one of the RL algorithms described
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in Section 3.3 or the same algorithm with different values of a learning parameter
to learn its policy for achieving the common goal, and then takes the action de-
termined by an aggregation method. The common goal of the different learning
algorithms guarantees similarity, and the different learning scheme of each learner
ensures diversity. Both diversity and similarity establish the foundation for the
aggregation in the AMRLS.
By introducing aggregation to RL, it is expected that AMRLS can work well
without the need of the designers to finetune the learning parameters or choose the
optimal learning algorithm. The AMRLS will be tested in several tasks: the maze
world problem, pursuit domain problem, cart-pole balancing system, mountain car
problem, and flight control system. In order to apply this framework to more
complex tasks, generalization techniques are introduced to the AMRLS.
HGATDRL combines the advantages of GARL and TDRL to improve the learn-
ing ability for RL in a large state space. An experience cloning module is proposed
to connect GARL with TDRL and combine their strengths by converting the learn-
ing results of GARL to the initial values for TDRL. By adopting the experience
cloning module and improving some genetic operations, HGATDRL is expected to
handle some complicated tasks, which are difficult to accomplish with conventional
TDRL methods. The proposed hybrid RL architecture is tested in the flight control
system.
1.4 Contributions
One principal contribution of this dissertation is the development of AMRLS to en-
hance the learning ability and improve the performance of RL algorithms. Another
main contribution is the proposal of a hybrid RL architecture, HGATDRL, to com-
bine the strengths of GARL and TDRL. HGATDRL improves the learning qualities
of the individual learners performing in the AMRLS. The two contributions have
been realized through the following aspects.
• Propose an on-line aggregated multiple reinforcement learning framework,
AMRLS.
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• Develop two aggregation schemes for the AMRLS.
– Aggregation based on heterogeneous learners, that is, different learning
algorithms.
– Aggregation based on homogeneous learners, that is, the same learning
algorithm with different values of the learning parameters.
• Devise the different aggregation styles.
– Aggregation based on knowledge, for example, Q-values
– Aggregation based on statistical probabilities, for example, the Boltz-
mann probability
– Aggregation based on the ranks (preferences) of candidates
– Aggregation based on decisions, for example, actions
– Aggregation based on state information, for example, features
• Improve aggregation effects by introducing the weights, which are obtained
during the dynamic learning procedure, to aggregation methods.
• Improve GARL approaches by modified genetic operations such as crossover
and mutation.
• Propose a hybrid reinforcement learning architecture, HGATDRL, to combine
the strengths of GARL and TDRL.
• Develop an experience cloning module to convert knowledge from GARL to
TDRL.
• Control the complicated altitude system of a Boeing 747 aircraft successfully
by adopting the AMRLS and HGATDRL architectures.
Based on both analyses and experiments of several on-line test environments, the
proposed AMRLS shows a great potential as a new methodology for the research of
multiple learning systems and aggregation. Experimental results also demonstrate




The dissertation consists of six chapters and is organized as follows.
• Chapter 1 presents the introduction of this dissertation;
• Chapter 2 describes the background about this research work, including RL,
generalization, aggregation, and GAs;
• Chapter 3 focuses on the architecture, working procedure, learning algo-
rithms, and aggregation methods of the proposed AMRLS;
• Chapter 4 discusses the GA-based direct policy search RL strategy (GARL)
and proposes a hybrid RL architecture, HGATDRL;
• Chapter 5 applies the proposed framework to several realistic examples to
illustrate the feasibility of the framework;
• Chapter 6 provides several conclusions obtained from experiments and anal-
ysis and suggests the possible directions for future work.
Chapter 2
Background
In this chapter the background about Reinforcement Learning (RL), generalization,
aggregation, and Genetic Algorithms (GAs) is provided. This knowledge is closely
related to the research topic of this dissertation.
2.1 Reinforcement Learning
Sequential Decision Making (SDM) is common and important in the areas of pro-
cess control, industrial manufacturing, robot soccer, financial trading, and game-
playing. In SDM problems, a set of decisions should be made in dynamic envi-
ronments to realize some pre-defined objectives. Establishing a SDM strategy by
learning rather than by the instructions from designers is a difficult and promis-
ing technique. Many techniques and algorithms, such as recurrent neural network,
search-based models, evolutionary computational models, and RL, have been ap-
plied to sequential learning problems [81].
RL [45, 76, 84, 92] is a learning method that can learn an optimal policy to
maximize a type of long term reward without needing to know the dynamics of the
environment with which it interacts. Unlike mathematics-based methods such as
the optimal control, which explicitly solves a set of differential equations, RL does








Figure 2.1: Standard model of RL
learning technique, RL does not need the precise training data for learning. Figure
2.1 represents a standard RL model, which describes the process of RL. At each
discrete time step, the RL agent observes its current state, takes an action in the
environment based on its current policy and state, and receives a numeric reward
or punishment when the agent transits to a new state after it takes the action. If
an action results in a higher reward, that is, a positive reinforcement, the agent will
tend to take the action more in the future, but if an action causes a punishment,
that is, a negative reinforcement, the agent will avoid taking the action in future.
Therefore, RL uses a trial-and-error learning scheme to learn an optimal control
policy that will maximize the discounted sum of expected future rewards (rt). The
reward or punishment is the only scale evaluative feedback given, internally or
externally, to the agent when the agent transits from one state to another.
Most RL approaches are studied within the condition of Markov property, which
is defined as
Pr(st+1 = s
′, rt+1 = r
′|st, at) = Pr(st+1 = s′, rt+1 = r′|s0, a0, s1, a1, . . . , st, at).
Any RL task that satisfies this property is called the Markov Decision Process
(MDP) [12]. If the condition of Markov property is met, the optimal policy for a
given state is the optimal policy for the entire history before the state. In other
words, the Markov property ensures that the choice of action is based only on the
current state.
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There are two great challenges for RL. First, there is no explicit teacher in-
struction that indicates the correct output at each time step. Therefore, an RL
agent should learn its knowledge by itself. Second, the reinforcement information
for RL is delayed, so RL algorithms must solve the temporal credit assignment
problem, that is, must assign credit or blame to all of the states and actions that
resulted in the final outcome of the sequence. To deal with the two challenges, the
trial-and-error strategy and temporal difference technique are developed for RL.
2.1.1 Dynamic Programming, Monte Carlo, and Temporal
Difference Methods
Value function-based RL can be divided into three categories, Dynamic Program-
ming (DP), Monte Carlo (MC) methods, and Temporal Difference (TD) methods,
according to the schemes for updating the value functions [84]. A brief introduction
about the differences among the three categories is given as follow.
Dynamic Programming (DP)
DP is a collection of algorithms that are employed to compute the optimal pol-
icy given a perfect model of the environment as a MDP. DP is a bootstrapping
method that estimates the value of a state based on the estimation of the value







ss′ + γV (s
′)]. (2.1)
V (s) is a value function (V-value) that predicts the long-term (discounted) reward
that an agent can receive when the agent starts from state s and then follows a given
policy. Value iteration or policy iteration algorithms can be adopted to update the
V-value when P ass′ and r
a
ss′ are given [84].
DP algorithms update the value function based only on the environment model
rather than the interactions between the agent and the environment; therefore, DP
algorithms are more like a planning approach than a learning approach. Because
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classical DP algorithms require an exact model of the environment in terms of
the transition probability, P ass′ , reward distribution, r
a
ss′ , and need to update all
the values over the entire state (or state-action) space, they are unsuitable for
realistic tasks. However, DP provides an essential and theoretical foundation for
the understanding of RL.
Monte Carlo (MC) Methods
Unlike the DP algorithms that demand complete knowledge about the environ-
ment, MC algorithms estimate the value functions directly from the experience of
an agent. These algorithms acquire experience, including sample sequences of the
states, actions, and rewards, from real or simulated interactions with the environ-
ment rather than from the dynamic model of the environment.
MC algorithms do not bootstrap. They learn incrementally in an episode-by-
episode sense. Thus, it is only on the completion of an episode that the value
estimates and policies are updated, because only at the terminal state can an agent
receive a reward. This drawback makes it difficult to use MC for practical applica-
tions because if a process is not an episode case, that is, there is no terminal state,
the reward cannot be assigned.
Temporal Difference (TD) Methods
TD learning [83] is a combination of MC and DP. Like MC algorithms, TD algo-
rithms can learn directly from raw experience without any prior knowledge about
the model of an environment. Like DP algorithms, TD algorithms update their es-
timates (value function) based, in part, on the learned estimations of the successor
state or state-action pair, without waiting for the final outcome. Therefore, TD
algorithms rely on bootstrapping to estimate the value functions. For example, the
simplest TD algorithm, TD(0), updates its estimated state value V as
V (st) = V (st) + α[rt+1 + γV (st+1) − V (st)], (2.2)
where V (st) is the value of state st, and state st+1 is the successor state of st
after taking action at in st. The reinforcement information, rt+1, represents the
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immediate reward (or punishment) that the agent receives after taking action at.
Although both DP and TD(0) bootstrap, TD(0) updates the value of only one
state rather than the values of all the states, so TD(0) saves a lot of computation.
Although neither MC nor TD methods need the model of the environment, MC
methods update the policy only at the end of an episode, whereas TD methods
update their policies at each time step by using the instant reward and the expected
value of the next state. Consequently, TD methods work more efficiently than DP
or MC methods.
A TD algorithm can improve its policy in two approaches: on-policy and off-
policy. For the former, the policy learned is the same as the one that the agent
is using. SARSA-learning is an example of on-policy learning. For the latter, the
policy used to generate the behavior (the behavior policy) might not be related
to the estimation policy that is evaluated and improved. Q-learning adopts this
approach. In this dissertation, only TD methods are employed to update the value
function of RL, and they are discussed in detail in Section 3.3.
2.1.2 Direct Policy Search (DPS)-based RL Methods
DPS approaches indicate that a policy can be represented by some parameters and
a structure for using the parameters, and the parameters are optimized by search-
ing a policy space directly. DPS-based RL constructs new policy candidates from
those with the highest fitness values observed. Various optimization algorithms can
be used for searching, such as stochastic hill-climbing, Levin search, genetic algo-
rithms, genetic programming, and success-story algorithm [72]. In this dissertation,
the focus is on genetic algorithms (GAs). The DPS-based RL that involves GAs
technique is called GARL, which is discussed in Section 4.1.
2.1.3 Model-based and Model-free RL
According to the objectives that RL wants to learn, RL can also be divided into
two categories: model-based RL (e.g., DP method) and model-free RL (e.g., MC
and TD). Model-based RL learns a model of the environment, i.e., the transition
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probability, P ass′ , and the reward distribution, r
a
ss′ , by interacting with the environ-
ment and makes decisions based on the model. Model-free RL learns an optimal
policy directly from interacting with the environment without model and makes
decisions based on the policy.
Model-based RL
Model-based RL, called indirect RL, learns a model from experience by computing
the transition probabilities as
P ass′ =
The number of transitions in state-action pair (s, a) → s′
Total number of the transitions in state-action pair (s, a)
.
This information can be used to form a model of an environment. Several model-
based RL algorithms, such as Dyna method [4], Real-time Dynamic Programming
[10], Fuzzy Prioritized Sweeping technique [7], and Bayesian approach [16], have
been proposed to improve the learning efficiency of RL. These algorithms are par-
ticularly useful in problems where computation and memory are not issues, but
the real-world experience is very costly. The advantages of model-based RL are
the combination of learning and planning together and saving the experience for
replaying. However, the computational load is heavy for this method, and the
model might misguide the learning process if the experience obtained to establish
the model is not sufficient or correct enough.
Model-free RL
Model-free RL, on the other hand, learns the values of state-action pair Q(s, a)
directly. This method adapts to the change of environments faster and more easily
than the model-based RL. Nevertheless, this method wastes much real experience.
After learning, an agent knows how to act at any state, but it cannot provide
any other information about the environment. In this dissertation only model-free
RL algorithms are investigated because in simulation environments experience is
obtained easily.
Model-free RL presents two challenges. One is the “temporal-credit assignment
dilemma”, that is, how to assign the credit to each decision in the history according
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to the evaluation of the whole sequence of decisions. Another is the “tradeoff
between exploration and exploitation.” TD-learning and eligibility trace techniques
[84] are used to meet the first challenge, and several soft-max techniques, such as
“ε-greedy” and “Boltzmann exploration” techniques, are adopted to deal with the
second challenge (discussed in Section 2.1.6).
2.1.4 Eligibility Trace and λ
An important improvement of RL is the adoption of the eligibility trace, which
is used as a temporary record of the history of a learning procedure. It is more
reasonable that an action should be rewarded or punished not only with its instant
reward, but also with the future rewards, because the influence of an action may
be delayed for several steps. Surely, the future rewards should be discounted. This
is the view of the “forward eligibility trace” [84]. However, it is very difficult to
compute the “forward eligibility trace” because it needs the rewards in the far
future. For dealing with this problem, a “backward eligibility trace” approach is
proposed. In this approach, when a learner receives a reward, the reward should
not only be assigned to the nearest previous state-action pair, but also to all the
previous state-action pairs by some discounting. With an eligibility trace, a learner
can distribute a reward to previous state-action pairs without remembering the
learning procedure explicitly.
A vector or matrix e(t) is used to express the eligibility trace and is initialized










1 if s = st, a = at;
γλet−1(s, a) otherwise.
(2.4)
The eligibility trace factor, λ (0 ≤ λ ≤ 1), controls the temporal credit assign-
ment to the state-action pairs in the history. For TD(λ), if λ = 0, it is one step TD
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learning, that is, TD(0). If λ = 1, TD methods are equivalent to MC methods. The
parameter λ provides a smooth heuristic interpolation between these two limits. A
family of TD(λ) algorithms can be formed by combining TD methods with the
eligibility trace technique (Section 3.3).
2.1.5 Reward Function
The choice of reward functions significantly affects the learning performance of an
RL system. A reward function should clearly describe the objective to be optimized
and correctly map the behavior of an agent to what the agent is assigned to do
[63]. An incorrect defined reward function may stimulate an agent to obtain higher
rewards rather than to achieve the desired goal. In some cases, the definition of a
reward function is direct and clear. For example, if successful, a positive reward
is given, or if failed, a punishment (negative reward) is provided, and the rewards
are zeros in the other situations. However, in many cases, it is not very clear how
to choose a reward function to meet the requirements of a system’s performances,
especially for dynamic performance.
2.1.6 Action Selection
One of the interesting problems of RL is the tradeoff between exploration and
exploitation during learning. For exploitation, RL algorithms behave optimally
according to the current knowledge, whereas for exploration, RL algorithms ac-
quire new knowledge by taking random actions. Exploitation can avoid the risk
of obtaining very low or even negative rewards, but may miss the opportunity to
obtain larger rewards. On the other hand, exploration can not only produce a more
valuable reward, but also a less valuable reward. Without a balance of exploration
and exploitation, an RL agent cannot learn successfully. As a result, three popu-




• With probability ε, pick an action uniformly at random;
• With probability 1 - ε, choose the greedy action.
However, in stationary problems (that is, a problem in which the parame-
ters do not change with time), continual exploration can lead to suboptimal
results, even if the optimal solution has already been learned. Therefore, ε
should be decreased during the learning.
2. Boltzmann Exploration Technique
This policy chooses action a in state st with a probability based on the state-
action values, that is, the Q-values:








Temperature parameter, T , determines the degree of randomness for action
selecting, thereby balancing exploration and exploitation. The greater T is,
the greater the chance to explore. During the learning procedure, T should
be decreased gradually.
3. Semi-uniform Distribution Technique
This policy chooses action a in state st with the probability,










Pbest balances exploration and exploitation. If Pbest = 0, it is pure random
exploration. If Pbest = 1, it is pure exploitation.
2.1.7 Difficulties of the Current RL Algorithms
Although RL has been applied to various domains successfully, there are still some
difficulties that restrict the applications of RL. The following presents some diffi-
culties related to this research.
Background 18
Parameter Setting
There are several adjustable parameters for TD(λ) algorithms. The main param-
eters are the learning rate, α, eligibility trace decay factor, λ, and discount rate,
γ. Many RL algorithms work well only under the correctly set parameters. Nor-
mally, these parameters are heuristically tuned for a given task. However, tuning
is a time and computation cost job, and the fixed parameters cannot be adapted
to changes of the environment or different learning procedures. More important,
many parameters are related, i.e., the change of one parameter affects the others.
Therefore, parameter setting and tuning is a difficulty for the application of RL.
The Curse of Dimensionality
If a state space contains m state variables, and each variable is discretized into n
values, then the number of states is nm, which is exponentially large in m. To apply
RL algorithms to large-dimensional or continuous problems, several generalization
techniques such as value gradient generalization methods, value function estima-
tion, function approximation with neural network, and support vector machine are
proposed [22]. However, the universal theoretical proofs for the convergence of RL
algorithms with generalization are not available.
Efficiency of Learning
Although TD methods are regarded as on-line learning methods, significant time
is required to establish the value function. It is very risky to apply TD methods
to a real-time control problem if there is no pre-experience about the environment.
How to improve the learning efficiency of TD methods by using experience cloning
or other methods is a research topic to be attended to.
2.2 Generalization and Function Approximation
The conventional RL algorithms express their value function in a table. Each entry
of the table stores the expected return of a state-action pair. One of the disadvan-
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tages of tabular-based RL algorithms is the “curse of dimensionality,” which means
that the size of the Q-value table grows dramatically as the environment becomes
more complicated. Curse of dimensionality makes tabular-based RL algorithms
unsuitable for many practical problems, because not only is much time needed to
calculate the value function, but also much data (information) is required to fill the
table. Another disadvantage of tabular-based RL algorithms is that they do not
permit generalization. Thus, each state or state-action pair must be learned because
there is no way to generalize between states. However, in real applications, the size
of state space is very large and even continuous, and many states are not trained
forever. In order to make RL applicable, generalization is necessary. Generalization
is a technique that enables an agent (learner, algorithm) to give an approximately
correct output for an input state that has not been trained before, as long as some
neighborhoods of the input state have been trained; that is, generalization can use
a finite number of samples from a desired function to construct an approximation
structure or function to represent the desired function as accurately as possible.
Generalization is performed in different ways; fuzzy logic, neural network ap-
proximation, nearest neighbor method, and statistical pattern recognition are sev-
eral efficient methods. In this dissertation, the focus is on two Function Approxi-
mation (FA) methods, linear FA [73] and Cerebellar Model Articulation Controller
(CMAC) [2] methods, which are discussed in detail in following sections.
In FA, the values of states or state-action pairs are not given by a table. Instead,
they are represented as a function of a parameter vector
−→
Θ and the structure of the




F is constructed from the states
in various approaches. The goal of FA is to learn the parameter vector
−→
Θ and the
structure based on a set of training data to express the computational relationship
between the input and output variables. Once such a relationship is learned from
the training data, it can be used for predicting the output values of the previously
untrained states. Typically, the dimension of
−→
F is larger than the dimension of the
state variables, but much smaller than the number of state points. Often, the Mean
Squared Error (MSE) for the approximation V̂ and the desired function value V is
Background 20






W (s)(V (s) − V̂ (s))2, (2.7)
where W (s) is utilized to weight the errors of the different states.
2.2.1 Learning Methods for Function Approximation
To construct an approximation function is to learn a parameter vector to mini-
mize the error in Equation (2.7). The following three methods are used in this
dissertation to learn the parameter vectors.
Gradient-descent Methods
FA is regarded as an example of supervised learning. If the desired output of an
approximation function can be given by TD methods, FA approaches can be used in
RL. As with conventional supervised learning situation, the parameter vector of an
approximation function in RL can be updated by the gradient-descent method. The
information about the gradient of a function specifies a descent direction, so that
the parameters are updated along this direction to minimize the error in Equation
(2.7). Although the gradient-descent method cannot guarantee convergence to the
global optimal point, the results of a FA are often good enough if a reasonable
initial value is chosen. Linear FA (in Section 2.2.2) is an examples of this method.
Memory-based Methods
The approximation functions can also be learned by using memory-based learning
methods [6], or exemplar-based methods [37]. CMAC (in Section 2.2.3) is an exam-
ples of this method. In these methods, the training data is expressed as exemplars
and stored in memories. The output value corresponding to an input state is de-
termined by interpolating the stored exemplars close to the input and combining
them using different weights, which can be obtained by some operations. K-nearest
neighbor algorithm is a popular algorithm to achieve generalization in this case.
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Evolution Methods
If the architecture of the approximation function is determined, the parameters of
the function can be learned by evolution methods, for example, GAs. This method
is very powerful because the architecture of the approximation function can assume
in any form.
2.2.2 Linear Function Approximation
An approximation function can be expressed by the feature vector in forms such as
exponential forms, polynomial expression, or linear combination. The most popular
FA expression is the linear FA, which indicates that the approximation function is








Θ is the parameter vector, which can be optimized by RL, GAs, or other
optimization methods. For the linear FA, the vector
−→
Θ can converge to its global
optimal value.





T · −→Fs =
n∑
i=1
θj(i) · fs(i). j = 1, . . . ,m, (2.9)
where j = 1, . . . ,m denotes that there are m actions to be selected in each state.
Thus, the total number of parameters to be learned should be n · m in this case,
and the parameters are expressed as an n · m matrix. The parameter matrix
−→
Θ




Pj(s)(Q(s, aj) − Q̂(s, aj))2, j = 1, . . . ,m. (2.10)
Using the gradient-descent optimization method for example, parameter matrix






























Figure 2.2: The architecture of CMAC
where
δt = rt+1 + γQ(st+1, ak) − Q(st, aj), (2.12)
and
−→e t = γλ−→e t−1 + F (s); −→e 0 =
−→
0 , (2.13)
where, parameters α, γ, λ are the same as those explained in Section 2.1, and
Q(st, aj) is calculated by Equation (2.9), rather than given by a table.






Θ 2; . . . ;
−→
Θn] is learned, the
outputs of states or state-action pairs can be calculated by the corresponding input
values and the parameter vector or matrix, and then an optimal control policy is
produced based on the outputs.
2.2.3 Cerebellar Model Articulation Controller (CMAC)
Cerebellar Model Articulation Controller (CMAC) method, first introduced by Al-
bus [2], is another popular generalization method and has been proven to be feasible
for RL [17, 51, 82]. Unlike the tile coding method (explained in Section 3.4.9), which
generates generalization by the overlap of tiles, CMAC uses neighbors to generalize.
It is expected that similar states will generate similar optimal actions. In CMAC,
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an input state stimulates not only the Q-value exactly corresponding to the state,
but also all the Q-values of the neighbors of the state. CMAC uses state variables
as an index to store the information into a set of memories (neighbors) rather than
only its own location memory. At the same time, RL learner with CMAC makes
its decision based on the summed Q-values of all the neighbors. With CMAC tech-
nique, a state can share some information with its neighbors, and knowledge can be
obtained even for states that have not been visited. As a result, CMAC possesses
the ability to generalize. At the same time, because multiple states can be mapped
to the same memory by using some hash-coding methods, the number of required
memory cells is smaller than the number of states.
Albus’s CMAC method maps each input (vector) to a set of mn points in concep-
tual memory, Mc. Where mn is the number of the neighbors of an input. Normally,
the size of the conceptual memory, Mc, is very large. A hash-coding [50] method
is adopted to map conceptual memory Mc into physical memory Mp, which is a
one-dimensional memory with size m (shown in Figure 2.2.) Usually, m is much
smaller than the size of the input space, but should be set carefully. An m that is
too small causes a collision that maps more than one input into the same physical
memory and lowers the accuracy of mapping. Therefore, this method is efficient
only when fewer states store their information at each time step. It is helpful that
most control problems belong to this category.
Figure 2.2 depicts the architecture of CMAC. This generalization method is
appropriated for the pitch control system, and the experimental results are discussed
in Section 5.5.1.
2.3 Aggregation
Aggregation is a technique for combining information from multiple sources. This
technique is widely applied in the areas of election, decision-making, operations re-
search, image processing, classification, and automatic control. Several aggregation
methods have been proposed and successfully applied to various areas to improve
the learning qualities such as accuracy, confidence, redundance, complement, ro-
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bustness and fault tolerance. In this section, a brief overview of aggregation is
presented.
2.3.1 Overview of Aggregation
Several aggregation methods, including fuzzy integral [27], Behavior Knowledge
Space (BKS) [36], Decision Templates (DT) [48], mixture of experts [44], and the
Bayes approach [89] have been proposed for Multiple Classifier Systems (MCSs).
However, most of them are data-dependent aggregation approaches [46] and work
well in off-line learning.
MCS is the most active area that adopts aggregation techniques to improve
classification performances. However, MCSs are static decision making processes
and can reuse the training data to analyze the statistical property of data to enhance
aggregation ability. For a dynamic on-line RL algorithm, the method to combine
aggregation techniques poses a new research problem.
To combine aggregation techniques with RL algorithms, some data-independent
decision-based methods are taken into account. The most common decision-based
aggregation techniques are voting and ranking. There are several voting methods
such as maximum, minimum, median, and plurality voting, but the most popular
method is the Majority Voting (MV). When two alternatives are considered, the
one preferred by most voters is selected. The majority rule with two alternatives
possesses the most desirable properties of voting systems. In fact, it is often con-
sidered the best method for preference aggregation [70]. Ranking methods, on the
other hand, sort the decisions of different learners and then choose the decision
with the highest ranking. The Borda Count [32] (BC) method and Instant Runoff
Voting (IRV) method are two examples of the ranking method.
2.3.2 Aggregation Algorithms
Several popular aggregation algorithms, which are examined in this dissertation are
introduced as below.
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1. Average Probability Algorithm
Different algorithms yield different probabilities for an action. The aggrega-






, j = 1, ..., n, (2.14)
where n is the number of actions and m is the number of learners (algorithms).
Then, the aggregation algorithm chooses the action based on the probabilities.
2. Maximal Probability Algorithm
The only difference between this algorithm and the average probability algo-
rithm is the use of the highest probability values, rather than average values,





Pi,j(s), j = 1, ..., n, (2.15)
Then, the aggregation algorithm chooses the action with the ε − greedy or
Boltzmann exploration strategy to maintain the balance of exploration and
exploitation.
3. Majority Voting (MV) Algorithm
Majority voting is one of the oldest strategies for decision making. Different
RL algorithms choose their best actions according to their Q-values or the
probabilities, respectively. Then, this strategy chooses the best action based
on the majority, which means the best action is the one most often chosen by
the different RL algorithms.
If there are m learning algorithms, the majority voting method will give a
correct decision if at least floor(m/2) + 1 learning algorithms give correct
outputs. If each learning algorithm has probability p to make a correct deci-
sion, then the aggregated learning system will have the following probability








pi(1 − p)m−i. (2.16)
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4. Plurality Voting [67]
It is a winner-take-all voting method for decision making. The difference
between this method and the majority voting is that this method chooses an
action based on the most voting, regardless of whether or not the voting is
majority.
5. Borda Count (BC) Algorithm [32]
For any action, a, the Borda count is the sum of the number of actions ranked
below a by each RL algorithm. If Bi(a) is the number of actions ranked below






Then, the action with the largest Borda count will be selected as the aggre-
gated output.
6. Instant Runoff Voting (IRV) Algorithm
IRV is a combination of majority voting and Borda count. If no action is a
majority in the first run of selection, the action with the lowest rank (Borda
count) is eliminated and the second selection of the RL algorithm, for which
the first selection is eliminated, is used for voting. This procedure continues
until one action becomes a majority. Then, this action is selected as the
aggregated output.
7. Weighted Average Probability Algorithm
The use of the weighted average algorithm, rather than a simple average









where wi is the weight for algorithm i at state s.
8. Weighted Majority Voting (WMV) Algorithm
The decision of each learner is weighted by the weights wi, which can be
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obtained by some on-line information. Then, the aggregation algorithm takes
majority voting based on the weighted decisions.
9. Weighted Borda Count (WBC) Algorithm
This algorithm is similar to the WMV, but it makes decision based on the
weighted Borda count.
Determining the weights for aggregation is not very easy. Several researchers
[32, 46, 80, 90] have proposed different methods to automatically determine the
weights. However, these methods depended too much on the designer’s experience
and the characteristics of the objects considered. In RL problems, the weights
should be adapted according to the number of times that one algorithm is selected
previously or according to the number of times that one algorithm succeeds. A
more attractive method is to learn the weights on-line.
2.4 Genetic Algorithms (GAs)
Genetic algorithms (GAs), which belong to Evolutionary Algorithms (EAs), are
very popular and efficient for searching optimal solutions in a large solution space.
In this dissertation, GAs are the key methods used for DPS. Some background
about GAs is provided as follows.
2.4.1 Overview
GAs are evolution-based optimization algorithms whose operations are inspired by
the biological process of evolution [55]. The first GAs appeared in the late 1950s
and early 1960s. These algorithms had been studied by evolutionary biologists who
wanted to use computers to simulate some aspects of natural evolution. Fraser
was one of the researchers who worked most closely with the current concepts of
GAs. The work of Holland and his students, done in the early 1960s, significantly
influenced the field of GAs. Holland first explicitly proposed crossover and other
recombination operators. In 1967, Holland’s student, Bagley, first used the term
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Genetic Algorithm in his dissertation [8]. His algorithm resembles many of the
evolution operations used today, such as selection, crossover, and mutation. In
1975, Holland published his book, Adaptation in Natural and Artificial systems
[33], which is one of the most important books in the area of GAs. Since then, GAs
have become well established soft-computing techniques and have been applied to
a number of problems, and researchers still continue to look for new applications
of GAs.
2.4.2 Working Procedures and Operations of GAs
GAs use a chromosome, an individual of a population pool, to represent a potential
solution of the studied problem. In each episode or generation, each chromosome in
a population pool is updated by genetic operations such as selection, crossover, and
mutation. Finally, some chromosomes are chosen to form a new generation based on
a fitness function, which evaluates the fitness of each chromosome (solution). The
larger the fitness value of a chromosome, the higher the chance the chromosome is
chosen. Typically, there are eight steps in applying GAs.
1. Define a fitness function
2. Represent the potential solutions as chromosomes
3. Initialize the population
4. Produce offspring
• Crossover parents to create offspring
• Mutation of offspring
5. Evaluate the fitness value of each chromosome
6. Select chromosomes with probabilities derived from the fitness value
7. Form a new population from the selected chromosomes






A single RL algorithm is often inadequate to deal with the increasing complex-
ity of realistic tasks and to fulfill the specific requirements for control problems.
Each learning algorithm is established based on certain assumptions; therefore if
some assumptions are not satisfied for a learning algorithm, its learning perfor-
mance may be poor or unacceptable. Aggregation of several learning algorithms
that are based on different learning methods can improve learning performances by
enhancing their advantages and eliminating their disadvantages. In this chapter,
an Aggregated Multiple Reinforcement Learning System (AMRLS) is proposed to
enhance learning ability and improve learning quality. Some TD-based RL algo-
rithms and aggregation methods used in this dissertation are also introduced in this
chapter.
29
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3.1 Multiple Reinforcement Learning Systems
The architecture of multiple RL systems can be roughly classified into two types
[31], RL Individually (RLI) and RL in Group (RLG). For RLI, each learner learns
its policy individually with RL algorithms such as Q-learning, SARSA-learning,
or AC method, and takes other learners as a part of its environment. Although
this architecture is often used in multiagent systems [5, 85, 96], there are two
difficulties. One is computational complexity; due to the increasing number of
learners, the computation load will increase dramatically. The other is the problem
of convergence. Since the environment is no longer stationary, convergence cannot
be guaranteed.
For RLG [39, 40, 41, 93], learners learn together and take actions based on
strategies such as aggregation, coordination, or cooperation. This approach ad-
dresses the convergence problem, “since changes to a learner’s policy are only in
the context of groups and therefore must be coordinated with those of other learn-
ers” [31]. In this case, aggregation or cooperation is necessary for obtaining a more
reasonable output. This is the motivation for proposing the new multiple learning
algorithm architecture described in the next section.
3.2 The Aggregated Multiple Reinforcement Learn-
ing System (AMRLS)
AMRLS is a learning system designed to on-line combine multiple RL algorithms
with aggregation techniques in order to improve learning abilities. AMRLS can
be used as a controller, for example, in the mountain car problem and cart-pole
system [40, 41], or as a solver, in the maze environment [39]. In more general cases,
AMRLS can be used in Multiagent Systems (MASs). In this situation, AMRLS can
enhance the learning ability of each agent, and therefore, improve the performance
of overall system.
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3.2.1 Motivation for Combining Aggregation Techniques
with RL
Although many RL algorithms are successful in various applications, none of these
algorithms is always consistently superior to the others. Thus, it is not easy to
determine which algorithm should be adopted for a given application. Even when a
learning algorithm is chosen based on experience or experimental results, its learn-
ing quality is substantially influenced by the values of its parameters. Ideally, these
parameters should be adaptable to changes in the environment to perform opti-
mally. However, the parameters of all existing RL algorithms are set by designers
based on their experience and experiments. Such a practice is time and effort
consuming and might not guarantee obtaining optimal values. Therefore, in this
dissertation, a novel multiple learning system, AMRLS, is developed to avoid the
search for the best learning algorithm or the optimal learning parameters.
The successful applications of aggregation and fusion techniques in MCSs en-
courage the integration of aggregation methods with dynamic RL procedures. These
applications establish the theoretical and practical motivations for AMRLS. Since
AMRLS is a dynamic learning system, aggregation should be made on-line rather
than at the end of experiments. Moreover, there is not enough memory to record
all the historical data during the learning process; therefore, aggregation should be
made based mainly on the current information rather than the history information.
This dissertation focuses on ways to handle the two problems in order to integrate
aggregation techniques with RL algorithms efficiently.
3.2.2 Architecture and Working Procedures of AMRLS
Figure 3.1 demonstrates the architecture of the proposed AMRLS. Typically, ag-
gregation is reasonable only when the basic elements, for example, the learning
algorithms in AMRLS, are sufficiently diverse but similar. The different learn-
ing algorithms ensure diversity, while the shared goal of the different algorithms
provides similarity; both factors form the foundation for aggregation.
The proposed AMRLS consists of two major modules, a learning module and
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Figure 3.1: AMRLS architecture
an aggregation module. These two modules interact with each other and engage
alternately in a SDM process.
The learning module is in the first level, in which different learners learn their
control policies individually, synchronously or asynchronously, in parallel or in se-
rial. These learners can be heterogeneous, which means that learners adopt different
RL algorithms, or homogeneous, which means that learners use the same RL algo-
rithm but with different values of a certain learning parameter, such as λ or α. At
each time step, every learner makes its decision independently, based on its current
policy and state. Then, each learner submits its decision of the selected action or
the preference of actions to the aggregation module.
Figure 3.2 is the architecture of an RL learner shown in Figure 3.1. In this
architecture, the learning scheme updates the value function based on the input
state, instant reward, new state, and RL method. Basically, the value-function is
represented in a tabular form, but for complicated applications, some generalization
methods are adopted to generalize the value function. The action selector chooses
an action based on the value function and some exploration and exploitation strate-
gies.
The aggregation module is at the second level, where the input information

















Figure 3.2: Architecture of value function-based RL
(knowledge, probabilities, rank, or decisions about the action candidates) from the
learning module is dynamically aggregated with the weights that are learned on-
line. Some information, such as the number of times that each algorithm (learner)
has been selected by the AMRLS, is recorded for weighting the different learners.
According to the types of information provided by the learning module, aggregation
can be performed based on knowledge, such as the Q-values; on statistic informa-
tion, for example, the probabilities for selecting different actions; on some numerical
information, for instance, the ranks of different actions; or on boolean information,
such as the decisions of the selected actions.
After that, the aggregation module sends a final decision of action back to the
learning module. Then, every learner in the learning module takes the action, tran-
sits to a new state, and obtains an instant reward about the action. Subsequently,
each learner updates its policy based on the new state, instant reward, and its
learning algorithm. With the new state and new policy, new outputs of different
learners are provided to the aggregation module again, and a new cycle, called a
step, starts.
In the AMRLS, the two dynamic processes, learning and aggregating, perform
alternatively and are repeated for a number of steps or until several criteria are
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satisfied. The working procedure of AMRLS can be described as follows.
Learning Procedure of AMRLS
Let m = the number of algorithms;
n = the number of action candidates;
Initialize all Qi(s, aj), i = 1, ...,m, j = 1, ..., n;
Repeat (for each episode);
Choose an initial state s0 and a random action a0;
Repeat (for each step of an episode);
(1) In state st, decide action at = AggFunction(Qi(st, at)), i = 1, ...,m;
(2) Take action at and transfer to a new state st+1;
(3) Obtain an instant reward rt+1;
(4) Update Qi(st, at), i = 1, ...,m individually;
(5) st ← st+1.
End
End
Here, AggFunction() is one of the aggregation methods that are described in Section
3.4.4.
3.3 TD-based RL Algorithms Used for AMRLS
TD method is an efficient and popular learning approach for RL. This section
provides a description of several TD-based RL (TDRL) algorithms adopted in this
dissertation.
TD methods estimate, rather than exactly calculate, the value function and use
the TD-error to update the knowledge of learning algorithms. Both the state value,
V-value V (st), and state-action pairs value, Q-value Q(st, at), can be updated with
TD methods. For problems of automatic control, Q(st, at) is preferred to V (st).
Several TD-based RL algorithms adopted in this dissertation are introduced as
follows.
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Actor Critic (AC) Algorithm
The Actor Critic (AC) algorithm [9] is a human-like learning algorithm and is
derived from the policy iteration algorithm, where the policy evaluation acts as a
critic of the actor’s behavior. In AC algorithms, there are two separate components,
the policy structure, called the actor, and the value function estimator, called the
critic. Actor is used to select actions, and critic is used to evaluate the selected
actions. The output of the critic is normally a TD value, which evaluates the
action selected by the actor. Then, the actor updates its policy according to the
TD evaluation.
SARSA-learning Algorithms
SARSA-learning [71], is an on-policy learning algorithm, which attempts to improve
its learning policy (value function) based on the real state-action pair it takes in
the next step. The value function is updated as
Qk(st, at) = Qk−1(st, at) + α[rt+1 + γQk−1(st+1, a) − Qk−1(st, at)]. (3.1)
From Equations (3.1) to (3.7), Q(st, at) implies the Q-value for action at at
state st and is called Q-value function, which is the total discounted reward that
the learning algorithm expects to accumulate when starting in state st, taking
action at, and following the current policy. The parameter α, which varies between
0 and 1, is known as the step-size or learning rate. During learning, α should
be decreased. The parameter γ, which measures how the instant reward rt+1 is
weighted compared with the prediction of future rewards, is the discount factor.
State st+1 is the new state to which the algorithm will transit if it takes action at
at state st. The value function Qk() is the new Q-value after updating, and Qk−1()
is the old Q-value before updating.
Q-learning Algorithm
Q-learning [92], on the other hand, is an off-policy learning algorithm. Off-policy
scheme improves its learning policy not based on the real state-action pair it will
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take in the next step. Q-learning updates its value function by the following com-
putation:
Qk(st, at) = Qk−1(st, at) + α[rt+1 + γ( max
a∈A(st+1)
Qk−1(st+1, a)) − Qk−1(st, at)]. (3.2)
The reason for combining the instant reward rt+1 and the estimated value of
the next state-action pair is to maximize the long term discounted accumulated
rewards. Otherwise, a learner tends to choose an action that produces a high
instant reward but transits the system to a new state with lower Q-value, which is
highly undesirable.
SARSA(λ)-learning Algorithm
SARSA(λ) is also an on-line, on-policy learning algorithm and updates its Q-values
by calculating the following:
Qk(st, at) = Qk−1(st, at)+ αt(rt+1+γQk−1(st+1, at+1)−Qk−1(st, at))et(s, a), (3.3)
where et(s, a) is a type of eligibility trace, which can be by
et(s, a) =
{
γλet−1(s, a) + 1 if s = st, a = at;
γλet−1(s, a) otherwise,
(3.4)
if the accumulating scheme is adopted.
All the symbols and parameters are the same as those of the SARSA-learning
algorithm except that parameter λ is added, which is a factor of eligibility trace,
as aforementioned in the Section 2.1.4. Obviously, the eligibility value of a state
increases each time when the state is visited and decreases exponentially otherwise.
The states that are visited earlier are assigned less credit for the current temporal
difference.
Q(λ)-learning
The Q-values of a Q(λ)-learning algorithm are updated using the eligibility trace
technique. The difference between SARSA(λ)-learning and Q(λ)-learning is that
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Q(λ) adopts an off-policy learning scheme. The Q-value is updated as
Qk(st, at) = Qk−1(st, at)+ αt(rt+1+γ( max
a∈A(st+1)




γλet−1(s, a) + 1 if s = st, a = at;
γλet−1(s, a) otherwise;
0 if non-greedy action taken.
(3.6)
All the symbols and parameters are the same as those in the SARSA(λ)-learning
algorithm. However, the resetting of the eligibility trace e(s, a) is different from that
used in the SARSA(λ)-learning algorithm. At each time step, if a non-greedy action
is really taken, all the e(s, a) values should be reset to zero. The reason for the
resetting scheme for e(s, a) is that Q(λ)-learning updates the Q-value based on
the greedy action, and if the real action is not the greedy one, the history of past
state-action pairs, i.e., the eligibility trace e(s, a), has no influence on further TD
updates.
R-learning Algorithm
Another RL algorithm used in this dissertation is the R-learning algorithm [52, 74,
84], which is an off-policy learning scheme. Unlike the Q(λ)-learning algorithm,
which is also an off-policy learning scheme but it accumulates the discounted re-
wards, the R-learning algorithm calculates the average of the expected reward per
time step under the policy. The Q-values are updated by
Qk(st, at) = Qk−1(st, at) + αtδtet(s, a), (3.7)
where
δt = rt+1 − ρ + max
a∈A(st+1)
Qk−1(st+1, a) − Qk−1(st, at). (3.8)
If




ρ = ρ + β[rt+1 − ρ + max
a∈A(st+1)
Qk−1(st+1, a) − max
a∈A(st)
Qk(st, a)],
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where, ρ is the average reward because it approximates the average expected reward,
and αt, β are scalar step-size parameters. This RL algorithm is called R-learning
“because the state-action values are relative to the average reward under the cur-
rent policy” [84]. Obviously, R-learning maximizes the average reward ρ, which is
independent with any special state.
TD(λ) with Function Approximation
The procedure of TD(λ) with linear FA is summarized as follows:
Algorithm of TD(λ) with linear FA
Initialize: Let parameter matrix Θ(i, j) = 0,−→e (i, j) = 0, i = 1, ..., k, j = 1, ..., n,
where k is the number of candidate actions, and n is the size of feature vector.
Repeat (for each episode);
Choose an initial state st and a random action at.
Transfer state st to feature space Ft.
Repeat (for each step of an episode);
(1) Take action at and transit to a new state st+1;
Transfer state st+1 to feature space Ft+1;
(2) Obtain an instant reward rt+1;
(3) Determine the action at+1 in state st+1;
(4) Calculate the TD error δ = rt+1 + γV (Θ, Ft+1) − V (Θ, Ft);
(5) Update eligibility traces value −→e = λγ−→e + Ft;
(6) Update parameter matrix Θ = Θ + ηδ−→e ;
(7) st = st+1.
End
End
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3.4 Aggregation Strategies for AMRLS
Aggregation is a key procedure in the AMRLS. In a single RL algorithm system,
only the information of the selected action is used for learning. Some informa-
tion, such as the magnitudes of Q-values or the probabilities of different actions,
are discarded. However, discarding of the information may cause poor learning
performance in some cases, for example, in the case when the values of the high-
est probability and the second highest probability of actions are very close. In an
AMRLS, by aggregating multiple learners, various information is used to improve
learning performance. In this section, some aggregation strategies used for the
AMRLS in this dissertation are explained.
3.4.1 Information Types Provided by Individual Learning
Algorithm
Individual learning algorithm in an AMRLS can provide several types of output,
which can be divided into four types.
• Type 1: Decision of the Selected Action
Based on the Q-value of each state-action pair (st, ai) in state st, each in-
dividual learner in the learning module provides its decision of the selected
action to the aggregation module, where a type of aggregation method, for
example, the majority vote method, is adopted to make final decision. A
certain exploration strategy is used to balance exploration and exploitation.
• Type 2: A Vector of Ranks of the Actions
Each individual learner in the learning module provides a vector of ranks of all
action candidates based on its Q-values to the aggregation module, where a
type of aggregation method, for example, the Borda count method, is adopted
to make final decision.
• Type 3: A Vector of Probabilities of the Actions
Each individual learner in the learning module provides a vector of probabil-
ities of all action candidates based on its Q-values and a certain exploration
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strategy to the aggregation module, where a type of aggregation method, for
example, the weighted average method, is adopted to make the final decision.
• Type 4: A Vector of Q-values of the Actions
Each individual learner in the learning module provides a vector of Q-values of
all action candidates to the aggregation module, where a type of aggregation
method, for example, the weighted average method, and a certain exploration
strategy are adopted to make final decision.
Obviously, Type 4 provides more information than Types 1, 2, and 3 for ag-
gregating, and better learning performance is expected in Type 4. However, more
constraints are required for Type 4, for example, homogeneous learning scheme is
necessary for using information of Type 4. The details about the corresponding
aggregation algorithms are described in following sections.
3.4.2 On-line Weights Learning
Although several simple data independent aggregation methods, such as majority
voting, Borda count, instant runoff voting, and average, can be utilized in AMRLS,
some information obtained during the learning should be used to improve the effects
of on-line aggregation. This procedure is called weights learning.
A credit recording algorithm (weights learning) records the strength or weight
of each algorithm. The strength or weight, which measures the effectiveness of a
learning algorithm, is updated incrementally by recording the number of times that
each algorithm has been selected, or by summing up the instant rewards distributed
to each algorithm previously. Here, an algorithm is selected if the decision of this
algorithm is the same as the decision made by AMRLS. At each step, the reward
received by AMRLS is distributed to each algorithm that gives the same decision
as that of AMRLS.
The weights also reflect the degree of confidence for each algorithm. When
voting techniques are used to aggregate different learners, these weights can be
used to weight up different learners. A similar system is the Learning Classifier
Systems (LCS) introduced by Dorigo and Colombetti [23]. In LCS, the strength
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of each classifier (decision rule) is calculated by a TD-like algorithm, the bucket
brigade algorithm, and is used for bidding or resolving conflicts. In this dissertation
weights are learned with the following methods.
• Accumulative method
This method is based on the number of times each learner has be cho-
sen before. Let malg be the number of algorithms (learners) and W =
[w1, w2, . . . , wmalg] be the weight vector.
Initialize W = [1, 1, . . . , 1] and repeat the following updating at each time
step. {
wi = wi + 1 if algorithm i is selected;
wi = wi otherwise.
• Hill climber method
This method is similar to the accumulative method, but it updates the weights
as {
wi = wi + δ (0 < δ < 1) if algorithm i is selected;
wi = wi − δmalg−1 otherwise.
• Performance method
The performance of different algorithm in different learning stages is different.
The weights of each algorithm are changed by simulations.
After the weights W = [w1, . . . , wmalg] are learned, they are distributed to each
algorithm to weight its decision or knowledge. For example, when an aggregation
strategy, AggFunctionProbability() (Section 3.4.4), is used, the probability pi,j of
learning algorithm i for action j is weighted and becomes
pwi,j = wi × pi,j, i = 1, . . . , malg, j = 1, . . . , mact, (3.9)
Where, malg is the number of learning algorithms, mact is the number of action
candidates, and wi is the weight for algorithm i.
In this dissertation, all the aggregation algorithms adopt the weighting scheme,
unless indicated otherwise.
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3.4.3 Improved Majority Voting Method
Majority voting is efficient in the case of two candidates. When three or more
candidates are under consideration, some pre-processes are necessary to convert
the multiple candidates into “two-pairs” at different levels to ensure that in all
situations one of the candidates is preferred by the majority or plurality.
For example, in the flight control system, there are more than two actions
(the angle values of the elevator). Therefore, in each state, the number of action
candidates is more than two. The problem is coped with as follow. First, the
actions are divided into two groups: positive value or negation value, and the
majority voting method or plurality method is employed to choose the preferred
group. Then, the preferred group is separated into two subgroups: large or small,
based on the values of actions, and a preferred subgroup is chosen. The division is
repeated until the preferred action is chosen.
3.4.4 Aggregation Based on Homogeneous Learning
In this dissertation, homogeneous learning algorithms are viewed as the same RL
algorithms with different values for one kind of learning parameter, such as learning
rate, α, or eligibility trace discount rate, λ. For FA, if the similar featurizing
methods are used, they are treated as homogeneous.
For homogeneous learning algorithms, aggregation is performed, not only in
terms of the action (decision), but also of the knowledge (Q-values). Therefore,
there are three possible aggregation functions for homogeneous learning algorithms.
• AggFunctionAction()
Different learning algorithms provide their selected actions. AggFunction-
Action() aggregates these actions and selects the aggregated action. This
function works like below.
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Function of Aggregation Based on the Actions
Obtain the decisions of action from each learner in the learning module;
Calculate the weights of each learner, based on some on-line information;
Weight each action;
Make a decision based on the aggregation algorithms such as WMV and
an exploration strategy;
Return the action.
Although aggregation based on the actions, which belongs to the field of deci-
sion fusion and selection, is the strategy generally more robust to the failures
of individual learners [19], it uses less information provided by RL algorithms.
Usually, this method works well when the selection probabilities of different
actions are similar. In this dissertation, “robustness of a control policy” is
defined as the ability that a control policy learned in a given environment can
still work well when unmeasured noises and disturbances are introduced to the
environment or the environment changes a little. The following aggregation
functions make decision based on richer information.
• AggFunctionProbability()
Each learning algorithm in the learning module indicates the probability of
each action. This information is expressed as a probability matrix
P (s) =

p1,1(s) · · · p1,k(s) · · · p1,mact(s)
· · · · · · · · · · · · · · ·
pl,1(s) · · · pl,k(s) · · · pl,mact(s)
· · · · · · · · · · · · · · ·
pmalg,1(s) · · · pmalg,k(s) · · · pmalg,mact(s)
 , (3.10)
where pl,k(s) means the probability that algorithm l selects action k in state
s. malg and mact are the same as those in Equation (3.9).
The weights of different algorithms are presented as
W = [w1, w2, · · · , wmalg], (3.11)
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then the weighted aggregated probability PW (s) is
PW (s) =
W × P (s)∑malg
i=1 wi
. (3.12)
AggFunctionProbability() calculates these probabilities and chooses a pre-
ferred action based on the probabilities. This function is described as follows.
Function of Aggregation Based on the Probabilities
Obtain the probabilities of different actions provided by each learner in
the learning module;
Calculate the weights of each learner based on some on-line information;
Weight the probabilities;
Select an action based on the probabilities;
Return the action.
This aggregation strategy is normally more reasonable than AggFunctionAc-
tion(). For example, as shown in Table 3.1, there are three learning algo-
rithms and two action candidates at each time step, and each algorithm gives
its probability about the two actions. Obviously, the aggregation results are
different for AggFunctionAction() and AggFunctionProbability(). If each algo-
rithm is assigned the same weigh, AggFunctionProbability() seems providing
more reasonable result than AggFunctionAction() does. AggFunctionProba-
bility() is more efficient when the selected probabilities of different actions are
significantly different.
• AggFunctionRank()
Similar to the AggFunctionProbability(), AggFunctionRank() can select an
action based on the vector of ranks provided by the learning module and the
weights obtained on-line.
• AggFunctionQvalue()
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Table 3.1: Comparing of AggFunctionAction() and AggFunctionProbability()
Probability of Probability of Action selected
action A action B
Learning algorithm 1 0.6 0.4 A
Learning algorithm 2 0.7 0.3 A
Learning algorithm 3 0.1 0.9 B
AggFunctionAction() A
AggFunctionProbability() B
Different learning algorithms own different Q-values at each state, s. Agg-
FunctionQvalue() aggregates these Q-values. This is the most general form
of AMRL because Q-values can be used in many ways.
– Produce Actions
∗ Each algorithm selects an action based on its Q-values. Then, the
case is the same as that in the AggFunctionAction();
∗ If the learners are homogeneous, their Q-values can be weighted,
and the preferred action is selected by using the ε-greedy technique.
– Produce Ranks
Each algorithm ranks its preference of each action based on its Q-values.
Then, the case is the same as in the AggFunctionRank();
– Produce Probabilities
Each algorithm provides the probabilities about each action based on its
Q-values. Then, the case is the same as in the AggFunctionProbability();
Function of Aggregation Based on the Q-values
Obtain the Q-values of each learner in the learning module;
Determine how to use the Q-values;
Choose an aggregation function and choose the preferred action;
Return the action.
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3.4.5 Aggregation Based on Heterogeneous Learning
Heterogeneous means that different learners adopt different learning schemes for
learning. For example, AC, Q-learning, R-learning, and SARSA-learning are het-
erogeneous. Their Q-values are in different scales. When different featurization
methods, for example, the titling methods and normalizing methods, are used,
they are treated as heterogenous. In these cases, the Q-values of different learners
cannot be simply combined to make decisions. Therefore, only the strategies of Ag-
gFunctionAction(), AggFunctionRank(), and AggFunctionProbability() can be used
in this case.
3.4.6 Aggregation Based on Sharing Information
In MASs, learning performance and quality can be improved by cooperating mul-
tiple agents. As explained before, AMRLS is a special example of MASs, and it
can improve learning performance and quality by promoting cooperative learning.
Through cooperation, agents can not only improve their individual performance,
such as, the quality of the solutions and the efficiency in achieving solutions, but
also achieve tasks that cannot be solved by individual agents. Therefore, AMRLS
improves the performance of the whole system.
In this dissertation, information sharing is performed based on following two
aspects.
• Input Information
Learners share their position information and the sensations of the environ-
ment. From this information, learners enlarge their visual field and enhance
their sensor information.
• Knowledge
Learners share their experience or value functions. In this case, knowledge is
updated more than one times at each time step, and the knowledge can be
shared by all learners. With this information, the learning quality and system
performance can be significantly improved.
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The first method is used in the pursuit domain problem (Section 5.2). The
second method is adopted in the cases of aggregation based on different values of
a learning parameter (homogeneous learning), such as the pursuit domain problem
(Section 5.2), cart-pole balancing system (Section 5.3) and mountain car problem
(Section 5.4).
3.4.7 Aggregation Based on Different Values of a Learning
Parameter
This is an example of aggregation based on homogeneous learning. In this example,
different learners use the algorithms with the same learning scheme but different
values of a certain learning parameter.
Several learning parameters, including learning rate, α, eligibility traces factor,
λ, discount rate, γ, and exploration rate, ε, significantly affect learning perfor-
mance. These learning parameters are strongly task and environment dependent.
Typically, these parameters are set based on experiments and experience, but they
are time and computation costly. Many researchers suggest fixing the parameters
or changing the parameters according to a predesigned scheme, for example, to






, T1 = 0.1, T2 = 10
6,
or
αn+1 = αn · r, r < 1,
where, n is the number of steps in an episode. However, the experimental results
in Section 5.4 indicate that these two schemes come with difficulties. First, a larger
or a smaller α causes learning failures, which implies that the decreasing scheme
does not work well. Secondly, the suitable values of α are greatly influenced by
another parameter λ, which should also be optimized. Even if an optimal value of
α is determined by experiment, when the other parameters change, the “optimal
value” is not optimal anymore. Therefore, the fixing scheme is also not feasible.
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The eligibility trace factor, λ, is another parameter that affects RL perfor-
mances. A larger value of λ weights more on the actual return than on the ex-
pected return value predicted by Q-function. A smaller value of λ emphasizes the
prediction of Q-function more. In general, for a stronger dynamic system, a larger
value of λ is preferred, and for a weaker dynamic environment, a smaller value of
λ is more suitable. However, in many practical applications, RL is a kind of “life-
long” learning. It is hard to predict the dynamic characteristics of the environment;
therefore it is impossible to hold an optimal λ value during the entire process of
learning.
Instead of off-line pre-searching for the optimal value of each parameter, AM-
RLS copes with the difficulty by on-line aggregating the outcomes of multiple RL
algorithms. In this aggregation situation, each learning algorithm learns its value
function by using the same RL algorithm, but with different values for one learning
parameter. This is a type of homogeneous learning method, and the aggregation
strategies proposed in Section 3.4.4 can be applied here.
3.4.8 Aggregation Based on Different Learning Algorithms
This is an example of aggregation based on heterogeneous learning. In this example,
different learners use different learning algorithms for learning.
In Section 3.3, a number of RL algorithms are discussed. Although all of them
have been successfully applied to realistic tasks, none have been compared for the
strengths and weakness of each algorithm. In fact, different algorithms exhibit
different learning performances at different learning stages or different tasks (the
experimental results are given in Sections 5.1 and 5.3). Aggregation of different
learning algorithms is based on the learning aspect, i.e., using different basic RL
algorithms. By aggregating different learning algorithms, AMRLS avoids searching
for the optimal learning method. At the same time, because the aggregation is
performed during the whole learning procedure, the weaknesses of the different
learning algorithms at different learning stages are compensated for by the other
algorithms.
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Figure 3.3: A two-dimension grid-like tiling
3.4.9 Aggregation Based on Featurization
Featurization is a critical step for FA. Here, each state, s, is translated into the set
of features expressed in Equation (3.13). The features can be constructed from the
state in many different ways: CMAC, RBF, tiling, and combination of the states, to
name a few. The different featurization methods express the input state in different
forms or with different values. These differences provide a foundation for AMRLS
to aggregate. This aggregation procedure is demonstrated by using the tile coding
method explained below.
Tile coding is a coding method that transfers a state from the input space
to the feature space. Because of the lower computation load, tile coding is well
suited for efficient on-line learning, such as RL. In tile coding, the feature value
of an input state is expressed by the combination of a group of partitions, called
tilings. The size and shape of partition can be arbitrary, large or small, in circles,
grides, log strips, or even irregular. These factors affect the resolution of FA and
determine the ability and nature of the generalization. The simple uniform grid-like
tilings in Figure 3.3 are often used for parting to lower the computation cost. To
produce the overlap, which produces the ability to generalize, each of the tilings
is offset by a random value. The more the overlap of the two states, the stronger
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the generalization relation of the two states. To simplify the computation, binary
expression is used to present the features, in which “1” signifies active and “0”
denotes inactive. With this expression, if there are m tilings, then, at most, only
m elements of the feature vector are active, or “1s”
There are two principle parameters for tile coding: the number of partition Np,
which determines the size of each tile, and the number of tiling Nt, which influences
the overlapping of the tiles. If the number of the input variable is r, then the feature
vector can be expressed as
−→
F s = [fs(1), fs(2), · · · , fs(n)]T , (3.13)
where n = Nt · (Np)r.
The combination of the two parameters determines the resolution of the FA.
The higher the number of tilings, the denser the tiling are and the more accurate
FA is, but the computation costs increase significantly. At the same time, a good
generalization ability does not guarantee a good learning performance.
Different combinations of the two parameters present diverse learning perfor-
mances. Therefore, AMRLS is applied again to improve the learning performance.
In this case, each learner learns with the same learning algorithms and learning
parameters but uses different combinations of parameters Np and Nt. In turn, Np
and Nt present different feature values for the same input state and make differ-
ent decisions on it. AMRLS aggregates the decisions and produces an aggregated
action. The experimental results are presented in Table 5.11 in Section 5.4.
3.5 Summary of AMRLS
AMRLS is a new multiple learning framework based on the dynamic reinforcement
learning, aggregation, and weights learning. By combining the advantages of in-
dividual learners and eliminating their disadvantages, AMRLS improves learning
efficiency and qualities of the whole system.
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3.5.1 Main Elements of AMRLS
AMRLS is summarized as follows.
• Two alternatively dynamic processes
– dynamic reinforcement learning
– dynamic aggregating and on-line weights learning
• Three sources for diversity
– different RL algorithms
– different values of learning parameters
– different input information





• Five key components
– a number of RL learners
– a set of outputs from different RL learners
– a weight-learning algorithm
– a vector of weights for weighing different RL learners
– a type of aggregation method
The above main elements form an aggregated multiple RL system, which can
enhance the learning ability and improve learning performances of the overall sys-
tem.
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3.5.2 Advantages of AMRLS
The advantages of AMRLS are summarized as follows.
• Combine dynamic reinforcement learning and aggregation strategies together;
• Avoid searching for the optimal learning algorithm or the optimal value of
some learning parameters;
• Develop the adaptive ability to a dynamic environment;
• Share information among different learners to improve learning qualities;
• Speed up the dynamic learning process by taking more efficient actions;
• Increase the steady-state learning qualities by smoothing the learning;
• Eliminate the risk of choosing bad actions;
• Provide fault tolerance ability;
• Improve the reliability of the overall system;
• Enhance the robustness of the system.
Chapter 4
An Improved Reinforcement
Learning Method for AMRLS: a
Hybrid RL Architecture
In Chapter 3, AMRLS and several aggregation strategies are proposed to improve
RL performance. However, for many complicated tasks, the Value Function-based
RL algorithms discussed in Chapter 3 do not work well. In order to enhance
the learning ability of the individual learners in AMRLS, a new learning method is
proposed in this chapter. First, an improved GARL algorithm is introduced. Then,
it is applied to two control problems: the cart-pole system and the altitude control
system, to show the advantages of this off-line RL approach. After that, a new
hybrid RL method, HGATDRL, is proposed. By combining GARL with TDRL
algorithms, HGATDRL improves the RL performance.
4.1 An Improved GA-based RL (GARL) Algo-
rithm
GARL is an approach for searching the optimal control policy for an RL problem
by using GAs. When GAs are used for RL problems, the potential solutions are
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the policies and are expressed as chromosomes, which can be modified by genetic
operations such as mutation and crossover. Each element of a chromosome is called
a gene and can be constructed in various forms, for example, a binary value, a
real-value parameter of a function, a rule of a fuzzy system, or an exemplar ex-
pressed with a state-action pair [37]. Although binary chromosomes are the most
popular, a new and more efficient coding method for GAs, real-value GAs (RGAs)
coding method, has been proposed by Davis [21] and has received theoretical sup-
port from Muhlenbein and Schlierkamp-Voosen [61]. Real-value chromosomes have
demonstrated many advantages compared with binary chromosomes. In RGAs, a
chromosome is coded as a finite-length string of real values corresponding to the de-
signed parameters. The real-valued representation is robust, accurate, and efficient
because it is conceptually closest to the real design space. It has been reported
that RGAs outperform binary-value coding GAs in many problems [38, 65]. In this
dissertation, all GARL algorithms use the real-value coding method to construct a
policy.
GAs are thought to be inherently an RL technique, according to the view of
Whitley et al. [97]. They can directly learn decision policies without studying the
model and state space of the environment in advance. The only feedback for GAs is
the fitness values of different potential policies. In many cases, fitness function can
be expressed as the sum of instant rewards, which are used to update the Q-values
of value function-based RL algorithms.
As explained earlier, GARL is an example of DPS-based RL. Different from
TDRL algorithms such as Q(λ)-learning and SARSA(λ)-learning, which try to ob-
tain an approximate value function, for example Q-value function, GARL uses
evolutionary operations to search for potential optimal policies directly without
the need to construct a value function. TD-based RL assigns credit to a state-
action pair (TD(0)) or all the state-action pairs visited (TD(λ)), according to the
instant reward and the expectation value of the next state-action pair. GARL as-
signs credit to each policy by calculating the fitness values of each policy based on
the entire experiment procedure.
Like conventional RL algorithms, GARL does not require prior knowledge and
experience of the objective. The mathematical model is not important anymore.
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The important work is how to define the fitness function and calculate the fitness
values based on simulations. For example, in the altitude control system (in Section
5.5.2), the fitness function is defined as
fitness =
∑
REWARD ∗ (1 − abs(h/hlimit)), (4.1)
where, REWARD is a positive instant reward; function abs gives out the absolute
value of the input; h is the value of perturbation of the altitude, and hlimit is the
limitation of h. Obviously, the smaller the altitude disturbance, the larger the
fitness value. GARL searches for the optimal policy that maximizes the fitness
value.
Although GARL methods have been successfully applied to many realistic tasks,
few papers report the application of GARL in the flight control systems. The
difficulty is the off-line property of GAs. In the rest of this chapter, GARL is
discussed in detail and a hybrid RL method is proposed for building a cart-pole
controller and an altitude controller for an aircraft.
4.1.1 Working Procedures of the Improved GARL Algo-
rithm
The main procedures of GARL are summarized as follows.
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GA-based Reinforcement Learning (GARL)
Initialize: Construct a population pool randomly with a given policy form.
The size of population is Nc (even number);
Repeat until the terminal conditions are satisfied
(1) Couple: Couple the Nc chromosomes randomly into Nc/2 groups.
The two chromosomes in each group are called parents;
(2) For each group
(a) Form a family:
Produce children from parents using crossover() and mutation().
The number of children is Nchildren.
Parents and children form a family;
(b) Evaluate:
Calculate the fitness value of each member of the family by evaluation();
(c) Select:
Select two chromosomes in the family with the highest fitness values;
(d) Replace:
Replace the old parents of the family in the population pool
with the two chromosomes selected;
End each group;
(3) Update all the chromosomes in the population pool,
(4) Start a new generation with the evolutive chromosomes.
End
Figure 4.1 presents the architecture of GARL and shows the working process
of direct policy searching. The GARL algorithm is also called an off-line GARL
module in the following hybrid RL method.
4.1.2 Construction of a Policy
One of the key works of GARL is the construction of a policy (chromosome). Several
methods, such as neural network, fuzzy rules, or a table [60], can be used to form a
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Figure 4.1: Architecture of a GARL algorithm
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chromosome. Two methods, the exemplar-based policy (EBP) and the coefficient-
based policy (CBP), are used in this dissertation.
Exemplar-based Policy (EBP)
The exemplar-based policy (EBP) [37] optimization is introduced as a framework
for DPS. In this framework, a policy has a case-based representation, that is, the
exemplars of state-action pairs. The parameters (the real values of the state-action
pairs) are directly optimized by RGAs.
For EBP, a chromosome is constructed in the following way.
Constructing the Chromosome for EBP-based GARL
Define the ranges, Rlimit, for each state variable;
Determine the number of action candidates Na;
Decide the length of a chromosome, i.e., the number of genes in a chromosome Ng;
Set the number of chromosomes Nc;
Repeat Nc times
Repeat Ng times
Select the state variables uniform randomly within the range Rlimit;
Pick an action randomly from the pool of action candidates and
assign it to the selected state;
Construct an exemplar (s, a) with the values of the state-action pair.
End
End
The number of genes, also called exemplars, Ng, in one chromosome (policy) can
be set as 100, 200, or 400 in experiments. Although more exemplars give a more
correct control policy, the searching requires too much time. In the experiments,
all of these settings give good performances. Ng does not significantly influence the
learning performance because of the construction of the exemplars. Even though
the number of exemplars in one chromosome is not very large, the total number
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 Figure 4.2: Chromosome
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Figure 4.3: Representation of the population in the RGA
of exemplars in the population pool is large enough, and all the exemplars are
evaluated and then selected with probability, which corresponds to the fitness value.
Another parameter for GARL, the number of chromosomes, Nc, in the population
pool, i.e., the population size, is set to be around 50 in experiments.
Figure 4.2 represents a chromosome with length L. It is obvious that the repre-
sentation of a chromosome with real-value pairs outperforms that with binary-value
because the real-value chromosome is shorter in length and is most similar to the
real problems. Figure 4.3 is a representation of the population with the EBP
method.
Coefficient-based Policy (CBP)
Besides the EBP method, it is natural to assume that a control policy can be
constructed as a function of features (obtained from the state variables). If the
coefficients of the function can be learned, the expression of the optimal control
policy can be constructed. In this case, a policy (chromosome) is a set of coefficients
of a function; therefore, this method is called a coefficient-based policy (CBP).
There are two kinds of CBPs used in the dissertation. One is the linear CBP
(LCBP), in which a policy is expressed as the linear combination of features; the
other is the non-linear (polynomial) CBP (PCBP), in which a policy is in the form
of a high order polynomial of features. For example, in the cart-pole system (Section
Genetic Algorithms Based RL (GARL) 60
5.3), there are four state variables: the position of the cart, x, velocity of the cart,
ẋ, angle of the pole, θ, and angle rate of the pole, θ̇. If the state variables are used
instead of features, the policy of LCBP is simply expressed as
sign(k1 · x + k2 · ẋ + k3 · θ + k4 · θ̇), (4.2)
because there are only two action candidates in each state. In this case, a chromo-
some is in the form of [k1, k2, k3, k4].
For PCBP, if a third order polynomial is employed, a policy is expressed as
sign(k0+k1 ·x+k2 ·x2+k3 ·ẋ+k4 ·ẋ2+k5 ·x·ẋ+k6 ·x2 ·ẋ+k7 ·x·ẋ2+k8 ·θ+k9 ·θ2+k10 ·θ̇
+k11 · θ̇2 + k12 · θ · θ̇ + k13 · θ2 · θ̇ + k14 · θ · θ̇2). (4.3)
The corresponding chromosome is [k0, k1, · · · , k13, k14].
4.1.3 Improved Crossover Algorithm
Crossover is a key operation of GAs. Crossover causes individuals to exchange
genetic information. This EBP-based GARL has been inspired by Ikeda [37]. How-
ever, Ikeda used crossover only with a constant selection rate, r, which may cause
some excellent genes to be destroyed by this crossover operation. Two approaches
are proposed to deal with the problem.
1. Both parents and children consist of a family, and all the members of a family
are evaluated and selected using the same criteria;
2. Children get the genes from their parents with different probability, rc, which
is proportional to the fitness values of the parents.
The first approach is applied by the architecture of GARL (Figure 4.1), and the
second approach is adopted in the improved crossover algorithm. Consequently,
the improved GARL method is developed for the sake of preventing excellent chro-
mosomes from being destroyed and speeding up the convergence of GARL.
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To explain the modified crossover() function and the new mutation() function






f ∗ = max(ff , fm), (4.5)
where, f is the average fitness value; f ∗ is the maximal fitness value; ff and fm are
the fitness values of the parents, father and mother, respectively. Therefore, f is
the average fitness of the parents, and f∗ is the larger one of the parents’.
The selected rate, rc, for the crossover is calculated according to the fitness
value, f , of each chromosome. For example, the selected crossover rate, rc, from





Clearly, if the selected crossover rate from the father is rc, the selected crossover
rate from the mother is 1 − rc,
The larger fitness value f implies that the policy owns more good exemplars.
Equation (4.6) implies that the larger the fitness value of a parent, the higher the
rate of the genes to be selected from the parent to form the genes of a child.
Figure 4.4 illustrates the operation of crossover. Here, Pi and Pj are the parents
in one family, and Pc is a child produced by the two parents. If S is assumed to be
a state set, and A is an action set, then a policy P consists of a set of exemplars
(si, ai), where si ∈ S and ai ∈ A.
Figure 4.4 is an example of a multiple-point crossover operation for EBP-based
GARL. Each gene of a child is selected from its parents with the probabilities of r
and 1 − r, respectively, at a random position of the parents’ chromosomes. If any
two exemplars of a child are identical, one of them is removed, and a different one
is chosen again. The algorithm of crossover() function is as follows.


















































Figure 4.4: Crossover operation for two chromosomes using the EBP method
Crossover for the EBP-based GARL
Assign one chromosome as father and the other as mother.
Calculate the crossover rate, rc, of the father using Equation (4.6).
Repeat for each child
Repeat for each gene of a child
Choose an exemplar from parents with probability rc and (1 − rc),
respectively from a random position;




If the CBP method is used for GARL, the crossover operation should be per-
formed in the corresponding positions, indicating that the genes of a child should
come either from the father or from the mother in the same position.
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4.1.4 Improved Mutation Algorithm
The mutation operation encourages exploration of the search space to ensure that
the algorithm escapes from the local optima. Ikeda [37] did not take the mutation
operation. However, the experimental results prove that the mutation operation is
crucial. A mutation algorithm is introduced into the GARL to improve the search
ability.
The mutation rate, rm, inspired by Wu [98] and Hu et al. [35], is defined as,
rm =
{
0.1(f ∗c − f)/(f ∗c − f̄c) if f∗c − f̄c 6= 0 and f∗c − f < f ∗c − f̄c
0.1 otherwise,
(4.7)
where f is the fitness value of a child, and f ∗c , fc are the maximal and average
fitness value of the whole children in the family. Equation (4.7) demonstrates that
if the generation converges to a local optimum, that is, f∗c − f̄c is small, then the
mutation selection rate, rm, increases to avoid the local optimum in the following
generation. At the same time, those chromosomes that have a larger fitness value
will have smaller probabilities to mutate, so that the better chromosomes will be
protected.
How to mutate a gene is an open question. For most binary chromosomes,
mutation is performed by replacing the value in a randomly selected position with
its complement. For real-value chromosomes, mutation can be performed in dif-
ferent ways. For example, in this improved EBP-based GARL, a TD-like method
is applied for mutation. For the CBP-based GARL, the mutation is performed by
changing the value of a randomly selected coefficient with an error of ±5%. The
mutation() function of the EBP-based GARL is expressed as follows.
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Mutation for EBP-based GARL
Repeat for each child
Calculate the mutation rate, rm, using Equation (4.7).
If (mutation should be performed)
Choose an exemplar (sm, am) for mutation randomly;
Take action am in state sm, and transit to a new state s
′
n;
Use the nearest neighbor method to find the exemplar (sn, an)
corresponding to the new state s′n;
Replace am with an.
End
End
4.1.5 Improved Evaluation Algorithm
The evaluation() function, one of the chief functions for GARL, evaluates the fit-
ness value of each chromosome (policy) by testing the policy in a simulation/real
environment. The only information provided by the environment is the evaluations
of actions, i.e., rewards or punishments (reinforcement information). A fitness func-
tion is updated by using the reinforcement information, so this method is called
GARL. The key part of evaluation() function is the definition of a fitness function.
In real applications, it is not easy to define a fitness function. If a fitness function
is chosen poorly or defined imprecisely, the GARL may be unable to find the op-
timal solution to a problem, or may end up providing a wrong solution. In this
dissertation, the improved fitness function expressed in Equation (4.1) or (4.10) is
applied. The procedure of evaluation() function is summarized as follows.
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Evaluation Function for EBP-based GARL
Repeat for each family member (policy)
Choose an initial state: a random start state is supplied to the system
for evaluating a policy;
Repeat until terminal conditions are satisfied
Use the nearest neighbor method to find the exemplar (st, at)
corresponding to the state;
Take action at in state st and transit to a new state st+1.
Replace the old state, st, with the new state, st+1;
Obtain a reward and update the fitness value;
End
Return the fitness value of the policy.
End
4.2 Applications of the Improved GARL
In this section, the improved GARL algorithm is tested in two realistic systems:
the cart-pole system and an altitude control system of an aircraft, by using the
CBP method and EBP method, respectively, to demonstrate the efficiency of the
GARL.
4.2.1 GARL with the Coefficient-based Policy (CBP) for
the Cart-pole Balancing System
The cart-pole system is a famous test bed used in control fields. A detailed descrip-
tion of the cart-pole system is give in the Section 5.3. Here, only the application of
the CBP-based GARL approach is described to demonstrate the design procedure
and the effects of the CBP-based GARL approach.
A very important step in GARL is to design the fitness function. Usually, a
fitness function should be related to the rewards (reinforcement information). In
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this example, a reward is set to be 0.1 for each successful step in a test episode.
Therefore, the fitness function is
fitness = 0.1 · i, (4.8)
where i is the number of successful steps in an episode.
In order to keep the stable point close to zero, i.e., the position of the cart-pole
system is in balance at approximately x = 0, a bonus for the stable state, x, is
proposed to the fitness function. The bonus fb is defined as




where 2.4 is the limitation of variable x.
If the definition of successful control of the cart-pole system is to keep the system




0.1 · 100, 000 + 50(1 − |x/2.4|) if successful;
0.1 · i if failed.
(4.10)
Clearly, the longer the system remains in balance and the nearer the stable position
stays approximately at zero, the larger the fitness value is.
Linear CBP-based GARL
In this case, a policy is defined by using the Linear CBP (LCBP), i.e., a linear
combination of parameters θ(1), θ(2), · · · , θ(n) and states. Actions are obtained
from Equation (4.2). The control policy is trained by the improved GARL described
in Section 4.1. The dynamic performance of the system is graphed in Figure 4.5.
Obviously, the performance is very good because of the fast convergence speed and
small stable values.
Polynomial CBP-based GARL
One of the issues of RL is that the learned policy is sensitive to the initial state
of the experiments. Some of the good policies for a given initial state often do not
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Figure 4.5: Performance of LCBP method for the cart-pole system
work when they are tested with different initial states. The most popular solution
approach is to train a policy for many episodes with different initial states. However,
more time and computation are required for this approach.
In experiments, the Polynomial CBP (PCBP) has been found to be much less
sensitive to the initial states. In the case of PCBP, the method described in Section
4.1.2 is adopted to construct a policy. Therefore, the policy is expressed as a
parameter vector [k0, k1, · · · , k13, k14], and actions are determined by Equation
(4.3).
Figure 4.6 reflects the control performance of PCBP-based GARL. The result
is exciting because of the excellent steady-state values. To evaluate the robustness
of PCBP-based GARL to initial states, 100 initial states were randomly selected
within the range of each state variable. The experimental results summarized in
Table 4.1 are the average of 50 runs. Here, Best means the highest success rate
in 50 runs with 100 random initial states. Similar definitions are given for Worst
and Mean. Whitley et al. have done similar experiments in [96]. Their results are
rewritten in Table 4.1 as AC and GA-100. Although in the Best case, the results
of the PCBP-based GARL are similar to the results of Whitley, in the Worst case,
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c) Performance of the angular velocity
Figure 4.6: Performance of PCBP method for the cart-pole system
the results of PCBP-based GARL are much better than those of Whitley, and the
average performances of the PCBP-based GARL are also better [42].
Further analysis shows that most of the failures in the PCBP-based GARL
experiments are due to choosing initial states too close to the boundaries of the
state variables range. In these cases, there really is no control policy that can keep
the system in balance. If the initial states are restricted within a reasonable range,
the success rate is very high, as the experimental results have proved. Thus the
improved PCBP-based GARL algorithm can deal with the initial state problem
Table 4.1: Performance comparing for 100 random initial states, 5000 time steps
Method Best Worst Mean Std
AC 60 11 30.7 11.6
GA-100 71 4 47.5 14.2
LCBP 56 44 50.1 3.9
PCBP 71 51 61.4 5.2
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Figure 4.7: Performance of an altitude control system using the conventional TDRL
method
very well.
4.2.2 GARL with the Exemplar-based Policy (EBP) for an
Altitude Control System
The EBP-based GARL is tested in an altitude control system of an aircraft (ex-
plained in Section 5.5.2). The experimental results show that this system is very
difficult to control with tabular-based RL algorithms because of the larger state
space and poor exploration efforts, as represented in Figure 4.7.
In a typical RL problem with continuous states and actions, a bad action in a
long sequence of actions affects little on the total reinforcement. In such a case,
Q(s, a1) and Q(s, a2) may be very close, although actions a1, a2 are different in
state s. The smaller the sample time step, the closer the Q-values of different
actions in a state. Therefore, it is difficult to distinguish good actions from bad
ones. This characteristic makes RL algorithms learn slowly in continued and long
sequential tasks. A flight control system (Section 5.5) is a typical large continuous









































































Figure 4.8: Performance of an altitude control system using the EBP-based GARL
method
system; therefore, some special techniques should be developed to design an RL-
based controller for an aircraft that works in a continuous situation.
In the following experiment, a policy is expressed as exemplars in the form of the
state-action pairs, and the initial exemplars are set randomly. The optimal control
policy is learned by the improved GARL algorithm described in Section 4.1. Figure
4.8 shows that the EBP-based GARL algorithm can control the altitude system by
using the policy learned off-line.
4.3 Proposed Experience Cloning Module
For RL, the trial-and-error strategy is adopted to accumulate knowledge, but it
is time consuming and sometimes risky. If some prior knowledge is introduced
to guide the interaction in an environment, a learning can be faster and more
efficient. Prior knowledge can provide some knowledge or experience about the
environment but cannot provide dynamic instructions or evaluation during learning
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procedure. Such knowledge can provide only the initial guideline for learning, and
the guideline might not be correct or enough. Therefore, prior knowledge is useful
only for establishing the initial value for on-line RL algorithms. The procedure
that transfers the prior knowledge learned off-line to the initial value for an on-line
learning algorithm is called experience cloning.
Morales et al. [58] and Ng [63] have employed the cloning technique to establish
the behavior of the environments. In real applications, the prior knowledge can be
obtained in different ways, for example,
• By Knowledge and Experience
This way requires the designers’ background, knowledge, and experience of
specific domains. When there are many variables and the state space is very
large, this method is impractical.
• By Learning
If some suitable initial knowledge can be provided by certain off-line learning
methods, this basic, but limited, knowledge can be used as initial guideline
and then be updated by on-line RL algorithms.
• By Simulating the Actions of Humans
Humans can cope with many tasks but sometimes cannot clearly explain their
decisions or actions. Their actions can be used as the exemplars for a policy.
Therefore, some exemplars acquired from human simulations are adopted as
initial knowledge. However, obtaining the whole of a human’s experience in
a large working space is difficult and expensive.
In this dissertation, the first two methods are relevant for the experiments.
Figure 4.9 portrays the experience cloning module, and it is performed as follows.
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Experience Cloning of EBP-based Reinforcement Learning
Establish a Q-value table Q(S,A) based on the exemplars from GARL
and the action set;
Initialize Q(S,A) ← 0;
Repeat for all the exemplars of the policy
The state of the exemplar is the state of the Q-value table;
The action of the exemplar gives an initial value to correspond
action in the Q-value table.
End
Enlarge the Q-value table by
Test the initial policy and record the procedure, i.e., the state-action pairs;
Extend the Q-value table by adding the records.
Return the Q-value table with the initial values.
4.4 Proposed Hybrid RL (HGATDRL) Method
Although both TDRL and GARL algorithms have been successfully incorporated
to solve some difficult RL problems, only a few studies [59, 60, 87, 96] have di-
rectly compared the two learning approaches. At this point, the question of when
and why the TDRL or GARL method performs better remains open. Since GAs
have multiple offspring, GAs can explore the solution space in multiple directions
simultaneously. If one path turns out to be a dead end, GAs can easily eliminate
it and continue to work in more promising directions. Therefore, GAs have more
opportunities to find the optimal solution in an episode and are particularly well-
suited for solving problems in the space of large solutions due to the parallelism.
Another advantage of GAs is that they work very well in an environment of Par-
tially Observable Markov Decision Process (POMDP) [81]. However, since GAs are
typically off-line algorithms, most real-time tasks cannot be carried out by GAs. In
contrast, TDRL methods, such as SARSA-learning and Q-learning algorithms, can
update their policies on-line, but only explore the solution space in one direction
at a time and are inefficient for solving problems with a large solution space. Here,
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on-line learning refers to learning and updating a policy while adopting the policy
to perform the given task. The differences between the two learning approaches are
summarized in Table 4.2.
Table 4.2: Differences between TDRL and GARL
Policy Information Modification Learning On or Off
Expression Used Scheme Procedure Line
TDRL value function TD error learning in serial on-line
GARL parameters fitness value searching in parallel off-line
In fact, the two RL approaches are by no means mutually exclusive, rather
complementary [87]. Several hybrid approaches, including SAMUEL [29], ALEC-
SYS [23], and NEAT+Q [95], have been proposed. However, most of these hybrid
systems highlight the strengths of GAs that are provided by off-line learning ap-
proaches. In fact, on-line learning is a significant characteristic of RL, and its
importance cannot be overestimated. Inspired by the advantages of TDRL and
GARL algorithms, a hybrid RL architecture, HGATDRL that combines GARL
and TDRL together, is proposed in this dissertation. The idea is that GARL learns
an initial policy off-line, and then, the experienced cloning module transfers the
policy to the initial values for TDRL, and TDRL updates and finetunes the pol-
icy on-line. The objective of this architecture is to enhance the learning ability of
on-line TDRL algorithms by using the initial experience learned by off-line GARL
algorithms.
4.4.1 HGATDRL Method and Architecture
Following are the main learning steps of the HGATDRL method.
1. Learn a policy with the GARL method by searching an optimal policy in a
large policy space;
2. Freeze the policy after it exhibits an acceptable performance;


















Figure 4.9: The HGATDRL architecture
3. Transfer the policy to a TDRL knowledge form with the experience cloning
module;
4. Set the initial values for TDRL with the knowledge;
5. Update the policy on-line by using TDRL algorithms.
Figure 4.9 illustrates that the HGATDRL method consists of three modules,
GARL, experience cloning, and TDRL modules. The off-line GARL module is
displayed in Figure 4.1; the experience cloning module is explained in Section 4.3,
and the on-line TDRL module adopts several TDRL algorithms described in Section
3.3.
Usually, it is difficult to perform the conversion between GARL and TDRL.
EBP establishes a bridge to simplify the conversion. In the EBP method, a policy
is composed of a set of exemplars, that is, state-action pairs. The exemplar-based
policy can be easily converted into the initial values of a state-action table used by
TD algorithms. Consequently, the EBP method is adopted in this dissertation to
construct the policies for GARL.
Figure 4.8 gives the dynamic process under the control of this GARL controller.
It is clear that the altitude can be controlled; although the performance is not very
good. In fact, the GARL controller can be learned more generations to improve
control quality. However, in order to use TDRL to learn the controller on-line later,
only the policy is used as the initial value for TDRL.









































































Figure 4.10: Performance of the altitude control system using HGATDRL
4.4.2 The Performance of the Altitude Control System with
HGATDRL Method
Figure 4.10 provides the dynamic control process of the altitude system by using
the control policy learned with the HGATDRL method developed in Section 4.4.1.
Clearly, the dynamic performance of the altitude is much better than that in Figure
4.8 because it converges faster and with less overshoot. The fitness function used in
the experiment is defined by Equation (4.1). Since the reward function is designed
according to only the information of the altitude, the performances of the other




Although RL algorithms can learn their policies without a model of the environ-
ment, researchers often use a dynamic model of the environment for simulation or
testing the learned policies (controllers). RL is a trial-and-error procedure that
might occasionally produce unacceptable results. It is risky to directly learn a
policy in the real world without any pre-experience or knowledge. Consequently, a
policy is often learned and evaluated in a simulation environment rather than in the
real one directly. Different from model-based design techniques, the simulation for
RL does not require an exact, complicated mathematical model. The accuracy of
the model does not affect the learning results very much. The existence of a model
of environment for simulation does not imply the existence of an exact mathemat-
ical model used for designing a controller or computing the optimal control policy
mathematically.
This chapter presents several popular test-beds to evaluate the proposed AM-
RLS. To explain the experimental results, several terms used in this chapter are
defined as follow.
• Step
A Step means a discrete time point at which an agent should make a decision.
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Figure 5.1: A maze world environment
• Episode
An episode is the period of time from a start state to the state with a pre-
defined terminal condition. An episode contains a number of steps.
• Run
A run is composed of many episodes of learning until some criteria, for ex-
ample, the convergency, are satisfied.
5.1 Maze World Problem
The maze world environment in Figure 5.1 is studied as an abstraction of the real
navigation problem in mobile autonomous robots environments.
5.1.1 Experimental Setup
In this experiment, a robot equipped with three different RL algorithms (learners)
attempts to discover the shortest path from a randomly given initial state to a
given goal state. The view depth of all the learners is 1. The thicker black lines
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are obstacles, which represent walls that the robot cannot see or pass through. At
each location, one of the four actions - moving right, left, up, or down - should be
selected by each algorithm. If a learner selects an action that attempts to make
the robot pass through the obstacles or the borders of the environment, the learner
gives up the action.
Two aggregation strategies, aggregation based on different values of parameter
λ and aggregation based on different learning algorithms, are tested in this example.
In the first case, both Q(λ)-learning and SARSA(λ)-learning algorithms are used
to train the learners. These two learning algorithms provide similar results. To
avoid redundancy, only the results of SARSA(λ)-learning with different λ values
are presented. In the second case, AC(λ), Q(λ)-learning, and SARSA(λ)-learning
algorithms are used by different learners respectively. To compare the “goodness”
of different algorithms, two criteria are suggested. One is the number of average
steps needed to find out the shortest path. The other is the rate at which each
algorithm achieves the optimal policy, that is, finds the shortest path, within a
given number of training episodes.
5.1.2 Results and Discussion
Aggregation Based on Different Values of λ
The results of aggregation based on Weighted Borda Count (WBC) and Weighted
Majority Voting (WMV) with respect to λ1 = 0.01, λ2 = 0.5, and λ3 = 0.8 are
presented in Figures 5.2 and 5.3 in terms of the average number of steps needed to
achieve the goal during the learning procedure. All the results are expressed as the
average of 50 continuous runs. In each run, learning is repeated for 100 episodes
until convergence.
Figure 5.2 (a) gives the number of average steps from the initial state 1 to the
goal state 100. In the beginning, learners have no knowledge about the environment
and need many steps to achieve the goal. It shows that AMRLS learns faster than
any individual algorithm. Figure 5.2 (b) reflects the learning qualities based on
the WBC method after the learning algorithms converge. Obviously, the number
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Initial State: 1   Initial Action: 1
Goal: 100  try−times: 50  Noise:  0.01
lambda:  0.01  0.30  0.80
Average StepsA: 62.31 StdA: 40.96
Average Steps1: 74.02 Std1: 46.43
Average Steps2: 67.77 Std2: 40.43
Average Steps3: 77.08 Std3: 46.68
(a)



















Initial State: 1   Initial Action: 1
Goal: 100  try−times: 50  Noise  0.01
lambda:  0.01  0.30  0.80
Average StepsA: 21.93 StdA:  2.90
Average Steps1: 36.19 Std1: 12.11
Average Steps2: 25.89 Std2:  3.68
Average Steps3: 40.96 Std3: 13.61
(b)
Figure 5.2: Aggregation using the WBC method
Experiments and Simulation Results 80
of average steps needed by AMRLS is less than those needed by the others. Thus,
AMRLS has the best ability to find the optimal path within the restricted training
episodes.
The experimental results are listed in Tables 5.1 and 5.2. Table 5.1 summa-
rizes the average steps and standard deviation of different learning methods after
convergence. In Table 5.1, results are presented in the form as: average number of
steps to the goal/standard deviation of error.
Table 5.1: Results of the average steps
AMRLS λ = 0.01 λ = 0.5 λ = 0.8
WBC 21.9/2.9 36.2/12.1 25.9/3.7 41.0/13.6
WMV 24.6/1.8 35.9/12.6 27.6/5.9 46.4/9.0
Table 5.2: Results of optimization rate
AMRLS λ = 0.01 λ = 0.5 λ = 0.8
WBC 96/3.14 78/9.44 92/3.21 64/6.03
WMV 95/2.51 76/8.15 91/3.18 62/5.98
Table 5.2 provides the rate of finding the shortest path. In this example, each
learning algorithm is trained only 100 episodes. In some episodes, learners cannot
find the shortest path and converge to a sub-optimal path. To calculate the rate
of finding the shortest path, each experiment is repeated 50 runs, and the rate
is obtained based on the average of 50 runs. The results given in Table 5.2 are
presented as: the rate (per cent) of finding the shortest path / standard deviation
of error.
Figure 5.3 shows the learning qualities based on the WMC method after the
learning algorithms converge. Different from the experiment shown in Figure 5.2,
noise is introduced to the experiment. For example, in the episode 40th an obstacle
(noise) is added to the environment at a random position, and the obstacle is
removed after 20 episodes. Figure 5.3 demonstrates that AMRLS adapts to a
dynamic environment quickly.
Experiments and Simulation Results 81

















Initial State: 1   Initial Action: 1
Goal: 100  try−times: 50  Noise:  0.10
lambda:  0.01  0.30  0.80
Average StepsA: 24.59 StdA:  1.81
Average Steps1: 35.94 Std1: 12.56
Average Steps2: 27.62 Std2:  5.91
Average Steps3: 46.39 Std3:  8.97
Figure 5.3: Aggregation using the WMV method
Table 5.3: Results of different learning algorithms with WMV
Method AMRLS AC(λ) Q(λ) SARSA(λ)
Mean Std Mean Std Mean Std Mean Std
Steps (Whole Period) 29.4 7.7 80.2 14.2 43.8 14.7 39.6 14.0
Steps (Stable) 21.4 0.024 20.8 0.088 24.2 0.00 21.7 0.00
CPU-time (second) 1.9 0.25 1.7 1.64 1.1 0.14 0.85 0.10
Aggregation Based on Different Learning Algorithms
In this experiment, each learner adopts one of the three learning methods: AC(λ),
Q(λ)-learning, or SARSA(λ)-learning, with λ = 0.5. The aggregation is still based
on the decisions of the different learners. Only the results of using the WMV
method are given here.
Figure 5.4 signifies the average of the results for 50 runs. Here, one run con-
tains 300 episodes so that each algorithm can converge. Figure 5.4 (a) shows the
procedure from the beginning to the 200th episode, and Figure 5.4 (b) provides
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Figure 5.4: Results of different learning algorithms with WMV for the maze world
the performances of the different algorithms after convergence. Obviously, AMRLS
works much better in the initial stage, as seen in Figure 5.4 (a). The number of steps
needed from the start state to the goal state drops dramatically in the initial stage.
This characteristic demonstrates that AMRLS learns faster than other algorithms
at this stage. In the steady stage (Figure 5.4 (b)), AMRLS is not the best learner,
but is better than Q(λ) and SARSA(λ). AMRLS is not best because in a given
state, the optimal action is no long unique in this example. There are some ties
in optimal action selection. In this case, the current AMRLS just selects an action
randomly. AMRLS needs improvement in this respect. The average performance
over 50 runs is summarized in Table 5.3.
The experimental results also prove that the WMV and WBC methods work
better than the simple MV and BC methods. The following techniques are used to
determine the weights on-line.
• Determine the weights based on the number of times that each algorithm has
been selected before.
• Determine the weights based on the characteristics of different algorithms
during different learning stages.
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Different learning algorithms have different characteristics. For example, AC
algorithm learns much better in the steady stage, but converges slowly. On
the other hand, the SARSA-learning algorithm converges faster in the early
state. Therefore, larger weights are given to SARSA-learning and Q-learning
in the early stages and then weighs AC algorithm more in the steady stage.
In the reset of this dissertation, all the aggregations are based on the weights
obtained on-line.
5.2 Pursuit Domain Problem
A pursuit domain problem consists of a discrete, grid-like environment and two
types of agents: predators and prey. The goal of the predators is to capture the
prey. Each predator receives sensory information about its environment, cooperates
with the other predator, and moves around in the environment to capture the prey.
The pursuit domain problem is a popular example used to study different con-
trol strategies for Multiagent Systems (MASs) [31, 78, 85]. Here, this example is
used to demonstrate that AMRLS can make cooperative learning by sharing and
aggregating some information.
Figure 5.5 shows the environment used in this dissertation. It consists of a grid-
like environment with x · y cells. Each cell owns a distinct position denoted by its
x and y coordinates. The predators and prey have the same limited visual depth
d.
5.2.1 Experimental Setup
The experimental environment can be described as follow. Two predators and one
prey move in a 10 × 10 grid-like environment. Both predators and prey have four
possible actions to choose from: moving up, down, left, and right. If the action that
one agent chooses causes it to bump into the boundary, the agent does not move.
The predators move based on the policy they learned with different RL algorithms,
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Figure 5.5: The pursuit domain world
but the prey moves randomly. Initially, predators and prey are placed randomly in
the environment. A prey is captured when one of the predators moves to the same
cell that is occupied by the prey.
When a prey is captured, the predator or predators involved get a +1 reward;
otherwise, they receive a −0.1 reward for each movement. Each episode ends when
the prey is captured. A run consists of many episodes until the algorithms converge.
Results are averaged over 50 runs because of the random nature of RL.
Two methods are used to code the states in experiments.
1. Relative state [85]
Given that the visual depth of every predator is d, then there are (2d + 1) ×
(2d + 1) cells in the visual depth. If the prey is in the lower and left corner
of the visual field, the position is (−d,−d); if the prey is in the upper and
right corner, the position is (d, d). All the cells beyond the visual depth are
denoted by one special state. The relationship between position and state is
s = x × (2d + 1) + y + (2d × (d + 1) + 1), (5.1)
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where, s is the state, x, y is the relative position of the prey to a predator. If
the prey is on the right of a predator, x is positive; otherwise, x is negative.
If the prey is on the up of a predator, y is positive; otherwise, y is negative.
Therefore, if a predator uses the sensory information obtained by itself, there
are total of (2d+1)×(2d+1)+1 states for this code method. When the state
of another predator is taken into account, there are
(




There are still (2d+1)× (2d+1) cells in the visual field of a predator. Every
cell may be occupied by a prey or not. So, there are 2(2d+1)×(2d+1) different
states.
Compared with the second method, the first one has fewer states. It is more suitable
for the tabular case. However it is hard to generalize because the adjacent state
number may represent a totally different state; on the other, the adjacent state
may have very different state numbers. Here, only the results of the relative state
coding method are given.
5.2.2 Results and Discussion
A baseline performance, in which both predators and prey move randomly, is com-
pared with different learning methods. Figure 5.6 gives the differences and shows
that RL methods take much fewer steps, on average, than the random moving
baseline. If there is no learning, the number of average step to capture the prey is
101.06 and it is random. By contrast, the number of average step for the learnable
agents is 29.86, even though there is no cooperation. This shows that learning can
greatly improve the agents’ ability.
Two cooperation methods, sharing sensation and sharing policies [85] are adopted
to improve learning qualities.
1. Sharing Sensation
Each learner has limited visual depth. If a prey is outside a predator’s visual
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Two hunters and one prey with no cooperation Vs. different sharing methods
Blue: No cooperation
Green: sharing Policy 
Black: Sharing Sentation
Runs: 500






lambda:  0.10 
epsilon:  0.10
Figure 5.6: Results of two predators and one prey randomly moving vs. learning
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field, the predator will move randomly. If there is more than one predator,
they can share their sensations. At each step, predators exchange their sen-
sations and calculate the position of the prey based on the sensations and the
relative position of the predators. By this method, the visual field of every
predator will increase and the number of random moving will reduce. As a
result, the number of average steps to capture of the prey will decrease, too.
2. Sharing Policies
In this experiment, predators are homogeneous and the relative state repre-
sentation method is used to transfer the location to state, so the predators
can use the same decision policy and contribute to update the same policy.
Because in every trial the policy will be update N times (N is the number of
predators in the environment), the policy will converge more quickly.
Figure 5.6 also shows that cooperation can be combined with RL, and the co-
operative performance is better than the individual one. The average numbers of
steps for cooperative methods are less than those of the independent agents. More
importantly, the cooperative methods not only converge faster but also have fewer
steps after the policy converges. Thus, the cooperative learning results are better
than non-cooperative ones. The numbers of steps needed by different cooperation
strategies to capture a prey are shown in Table 5.4.
Table 5.4: The average steps needed by different cooperation strategies
Sharing Sensation Sharing Policies No Cooperation
27.93 23.78 29.86
The Figure 5.6 demonstrates that the cooperation by sharing policy converges
more quickly than by sharing sensation, because the former updates its Q-value
twice in each trial. However, the sharing sensation method needs fewer steps to
capture a prey after convergence because the sharing sensation cooperative method
uses more information (the position of the other predator and its sensation) than
the sharing policy method.
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In this experimental environment, the aggregation technique is applied in two
situations, aggregation of different RL algorithms and aggregation of different co-
operation strategies. The first case is similar to the example of the maze world
problem. Several learners using the same Q(λ)-learning algorithm with different λ
values learn together, and several aggregation methods are adopted to make combi-
nation. Experimental results, the numbers of steps needed by different learners to
capture a prey, are provided in Table 5.5, which supports that AMRLS is superior
to individual learning algorithms.
Table 5.5: Comparison of AMRLS with Q(λ)-learning using different λ values
Method AMRLS λ = 0.1 λ = 0.5 λ = 0.8
MV 23.02 23.52 23.57 70.99
BC 23.87 23.53 23.67 72.44
The second case of this example demonstrates that AMRLS can also be used in
the aggregation of different cooperation strategies. Since cooperation can be com-
bined with RL algorithm, and aggregation of different RL algorithms can improve
the learning performance, it is expected that aggregation of different cooperation
strategies can achieve a better learning performance. Three cooperation strategies,
independent (no cooperation), sharing policy, and sharing sensation are combined
by the MV and BC aggregation techniques separately. Table 5.6 presents the num-
ber of steps needed to capture a prey.
Table 5.6: Comparison of AMRLS with different cooperative strategies
Method AMRLS No Cooperation Sharing Policy Sharing Sensation
MV 23.69 29.76 23.29 27.59
BC 22.31 29.65 23.43 27.33
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5.3 Cart-pole Balancing System
The cart-pole balancing system, shown in Figure 5.7, is a classic testing system used
to evaluate different control strategies. The system is described by the following
second order equations:
θ̈t =






t sinθt − θ̈tcosθt]
m
. (5.3)
The parameters are explained in Table 5.7.
Table 5.7: Parameters of the cart-pole system
x the position of the cart
ẋ the velocity of the cart
θ the angle of the pole
θ̇ the angular velocity of the pole
l the length of the pole = 0.5 m
mp the mass of the pole = 0.1 kg
m the mass of the cart and pole = 1.1 kg
F the magnitude of force = 10 N
g 9.8 m/s2
5.3.1 Experimental Setup
This system is transformed to a discrete domain by using Euler’s method with a
sample rate of 0.02 seconds. Then, the discrete-time equations are simulated, and
the state variables x, ẋ, θ, θ̇ are updated as
ẋ(k + 1) = ẋ(k) + TAU · ẍ(k + 1)
x(k + 1) = x(k) + TAU · ẋ(k + 1)
θ̇(k + 1) = θ̇(k) + TAU · θ̈(k + 1)
θ(k + 1) = θ(k) + TAU · θ̇(k + 1)





Figure 5.7: Cart-pole balancing system
where, TAU is the sample rate.
Many methods have been studied for the cart-pole balancing system. Barton et
al. have proposed an RL method [9]; Hall and Pokorng have used a fuzzy logical
control technique [30]; Absil and Sepulchre have suggested a hybrid control scheme
[1]; Ramamoorthy and Kuipers have applied a qualitative heterogeneous control
method [68]; and Whitley et al. have developed a genetic reinforcement learning
algorithm [96] to control the cart-pole system. In this dissertation, Barton et al.’s
method is extended to a multiple learning algorithms environment. In this situation,
an AMRLS is equipped with three different RL algorithms (for example, AC(λ),
Q(λ), SARSA(λ)), and attempts to keep the pole in balance for more than a given
number of steps. At each state, AMRLS selects one of the two control forces, a
positive or negative unit, to balance the system. The system is dispersed into 162
states [9]. By using some approximation methods, for example, the neural network
method, the environment can be extended from a discrete domain to a continuous
domain. For each training episode, the initial state is θ = 0, θ̇ = 0, x = 0, and
ẋ = 0. If the angle of the pole is smaller than twelve degrees and the position of
the cart is in the given range (-2.4, 2.4), the system is considered to be in balance.
Otherwise, the system is considered to be out of control (fails). Two conditions
are applied to end a run. One is that the pole stays in balance through more
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than 100,000 continuous steps, indicating that the training is successful. The other
is that the number of failures (episodes) exceeds 1,000, which means the training
has failed. If the system remains in balance, the immediate reward is zero, but,
when the system fails, the reward is negative two. To trade-off the exploitation
and exploration of RL, the ε−greedy strategy is adopted. The number of training
episodes, the total training steps, and the CPU-time used for training the controller
are measured to evaluate the performance of each learning algorithm.
The aggregation methods explained in Section 3.4.3 are adopted, and the ag-
gregation is done for two different cases:
• learners with the same learning algorithm but different values for parameter
λ;
• learners with different learning algorithms.
In the first case, both Q(λ)-learning and SARSA(λ)-learning algorithms are
studied, and in the second case, AC(λ)-learning, Q(λ)-learning, and SARSA(λ)-
learning algorithms are examined.
5.3.2 Results and Discussion
Figures 5.8 and 5.9 display the experimental results of aggregation with different
values of parameter λ based on SARSA(λ)-learning and Q(λ)-learning respectively.
The results are given in terms of episodes, steps, and CPU-time for training the
cart-pole system to remain in balance. Clearly, both learning algorithms perform
well. Various combinations of λs are tested, and the results are similar. Only the
results of WBC with λ = 0.1, 0.5, and 0.8 are presented here. Obviously, smaller
training episodes, steps, and CPU-times indicate a better training performance.
It should be mentioned that in Figures 5.8 and 5.9, the algorithm in which λ
= 0.1 cannot successfully train a policy to keep the cart-pole system in balance,
because the number of failures reaches 1,000, which means that the training has
failed. The fact that the training steps and CPU-time of this algorithm are the
least is irrelevant.
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Agg λ1 λ2 λ3
Average Episodes:  408, 1000, 705, 420
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Agg λ1 λ2 λ3
Average Steps (10**6) : 5.5,  Failure, 7.2, 5.3
(b)



















Agg λ1 λ2 λ3
Average CPUtime:  65, failure, 67, 42
(c)
Figure 5.8: Aggregation with different λs using the WBC method and SARSA(λ)-
learning algorithm
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Agg λ1 λ2 λ3
Average Episodes: 409, 1000, 684, 456
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Agg λ1 λ2 λ3
Average Steps (10**6): 6.1, Failure, 11.4, 7.6
(b)



















Agg λ1 λ2 λ3
Average CPUtime: 74, failure, 76, 57
(c)
Figure 5.9: Aggregation with different λs using the WBC method and Q(λ)-learning
algorithm
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Table 5.8: Summary of results with different learning parameters (using WBC
method)
Method AMRLS λ1 = 0.1 λ2 = 0.5 λ3 = 0.8
Mean Std Mean Std Mean Std Mean Std
SARSA(λ) Episode 408 172.2 1000 (failure) 0 705 265.7 420 208.5
Q(λ) Episode 409 200.2 failure 0 684 227.6 456 227.5
SARSA(λ) Step(105) 5.5 3.2 failure 0.3 7.2 4.2 5.3 3.3
Q(λ) Step(105) 6.1 4.5 failure 0.3 11.4 7.5 7.6 5.9
SARSA(λ) CPU-time 65 37.1 failure 2.1 67 45.7 42 21.6
Q(λ) CPU-time 74 43.2 failure 2.1 76 49.6 57 46.9
In addition, Figures 5.8 and 5.9 highlight the advantage of aggregation. The
training procedure of AMRLS is smoother than those of the individual algorithms.
For example, in Figures 5.8 (a) and 5.9 (a), each learning algorithm fails once (the
number of failures is more than 1000), but the AMRLS is consistently successful.
This advantage is very important in some cases because out of control is dangerous
in real applications.
There is a cost, though, for aggregation. Figures 5.8 (c) and 5.9 (c) show more
CPU-time is needed for aggregation. However, Figures 5.8 (c) and 5.9 (c) also
show that the CPU-time used by the AMRLS is only a little longer than that of
each algorithm, but much shorter than the sum of them. Thus, AMRLS is more
efficient than the simple ensemble of the individual algorithms. In the experiments,
the algorithms are learned in serial. If more processors are used, then AMRLS can
perform in parallel. In that case, the training speed of AMRLS might be faster
than that of individual ones.
Table 5.8 lists the performance of AMRLS and the algorithms with different
values of λ in terms of the average and standard deviation of the episodes, steps
and CPU-time. These results are the average of 50 runs.
In the cart-pole experiments, the learners in the first case can be treated as ho-
mogenous, but in the second case, the learners require different algorithms and are,
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(a)














Agg AC Q(λ) SARSA(λ)
Average Steps: 373610, 502000, 651270, 534530
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Agg AC Q(λ) SARSA(λ)
Average CPU Time: 54.82, 34.18, 45.04, 39.79
(c)
Figure 5.10: Aggregation of different learning algorithms using the WMV method
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Table 5.9: Summary of results with different learning algorithms (using WMV
method)
Method AMRLS AC(λ) Q(λ) SARSA(λ)
Mean Std Mean Std Mean Std Mean Std
Episode 237 118.4 159 178.3 452 263.5 421 205.2
Step(105) 3.7 2.1 5.0 5.4 6.5 4.4 5.3 3.6
CPU-time(second) 55 31.3 34 27.9 45 30.3 40 24.0
therefore, heterogenous. Figure 5.10 gives the experimental results of aggregation
with different learning algorithms. Only the results with λ = 0.7 and using WMV
aggregation method are provided here. Figure 5.10 denotes that AMRLS performs
better than the individual algorithms. It requires the fewest learning steps, fewer
episodes, and most important, learns smoothly. The average performances of 50
runs of the second case is summarized in Table 5.9.
5.4 Mountain Car Problem
The mountain car problem is another popular test-bed to evaluate various control
strategies. The task is to drive an underpowered car up a steep mountain slope as
illustrated in Figure 5.11. The RL learner must learn to get momentum from the
left slope and accumulate an initial velocity at the bottom of the mountain. Sutton
and Barto [84] have pointed out that learning parameters α and λ significantly in-
fluence learning performance. The strategy of decreasing the values of parameters
according to certain rules during the learning is unsuccessful because not all the
values of the parameters can guarantee convergency. Sutton and Barto’s exper-
iments also support this conclusion. In this case, aggregation of the parameters
becomes more useful and important.





Figure 5.11: Mountain car problem
5.4.1 Experimental Setup
In this experiment, the tile coding method, which is described in Section 3.4.9, is
applied to convert the continuous state variables to binary features. In the first
and second experiments, the partition number of each variable is 9, and the tiling
number is 10.
There are two state variables in this example, the position of the car, xt, and
the velocity of the car, ẋt. The dynamic equation of the problem is
xt+1 = bound1 [xt + ẋt+1]
ẋt+1 = bound2 [ẋt + 0.001at − 0.0025cos(3xt)],
(5.4)
where bound1 = [−1.2, 0.5], bound2 = [−0.07, 0.07], and at is the possible action,
which can be -1, 0, or 1.
In the experiments, the reward is set to be -1 at each time step except at the
state where xt = 0.5, which means that the car arrives at the top of the mountain.
In this case, the reward is 0, and one episode ends.
5.4.2 Results and Discussion
The first experiment demonstrates the effect of learning parameters α and λ on
the learning performance of the mountain car problem. Sutton and Barto [84]
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Table 5.10: Influence of α, λ on the early learning performance for the mountain
car problem
Steps α = 0.01 α = 0.05 α = 0.1 α = 0.15
λ = 0.3 616.2 286.4 245.3 259.8
λ = 0.5 581.9 262.3 247.8 338.2
λ = 0.8 508.5 254.8 458.6 684.0
λ = 0.95 364.4 295.3 771.6 830.5
showed that with some parameter values, a learner may fail to learn. The same
experiments are conducted in this dissertation with different combinations of the
values of parameters α and λ, and a similar learning performance is observed.
Strens and Moore [79] has pointed out that the control policy of the mountain car
problem can be obtained trivially and the goal achieved finally; therefore, the early
learning performance is chosen to evaluate control policies. The average number of
steps in the first 20 episodes is used to indicate the learning performance, and the
average is based on 50 runs.
Table 5.10 indicates that the number of average steps changes dramatically with
different α, λ combinations. Moreover, it is difficult to find a rule to choose the
values. For a larger λ, a smaller α seems better, but for a smaller λ, a larger α
performs better. Figure 5.12 illustrates the entire learning process of the mountain
car problem with different values for the learning parameters. It is also shown that
although a larger α value results in a good performance during the early procedure,
the steady performance is not good. Therefore, neither larger nor smaller values
always works well.
The choice of a suitable value for learning parameters is time and computation
consuming work, and the values are affected by many factors. In many applications,
α can be changed according to a rule, but in the mountain car problem, both
the smaller and larger α values result in poor learning performance. Therefore,
neither fixed nor changed learning parameter values can produce a good learning
performance. AMRLS can be employed to cope with this problem, as in the second
experiment described here.
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(a) λ = 0.3 (b) λ = 0.5
Figure 5.12: Learning performance with different values of the learning parameters
In the second experiment, aggregations are based on different values of learn-
ing parameters. Here, the results of aggregation based on different λ values are
given. Figure 5.13 presents the learning performances of AMRLS and the individ-
ual learning algorithms with different values of λ. In this experiment, α = 0.01 and
λs = 0.3, 0.5, and 0.8 respectively. This is the worst case shown in Table 5.10. It is
evident that AMRLS is superior to each algorithm, not only in the early stage but
also in the steady stage. The number of average steps taken in the first 20 episodes
reduces to 343.8 (the average value is based on 30 runs), which is far fewer than
those of the individual algorithms of 616.2, 581.9, and 508.5 respectively. Figure
5.13 reflects two more advantages of AMRLS: fast convergency and smooth learning
procedure. AMRLS converges to the steady value at approximately 20 episodes,
but for the individual algorithms, more than 35 episodes are needed. This indi-
cates that AMRLS can learn faster than individual ones. The learning procedure
of AMRLS is smoother than that of individuals, especially in the steady stage.
The third experiment presented here is the aggregation based on different num-
bers and sizes of tile. As mentioned in Section 3.4.9, a tiling method is used to
generate the features from the input states. In this experiment, AMRLS is used to
increase the robustness for the choice of tiling parameters.
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Figure 5.13: Comparing aggregated and individual learning performances
Tiling parameters Np and Nt affect learning performance significantly. Differ-
ent tile coding causes diverse learning performances for RL with different learning
parameters, such as α. AMRLS is applied again to improve the learning quality by
aggregating several learners.
In the experiments, three groups of Nt and Np, (Nt, Np) = (10, 9), (10,5), and
(5,9), are selected respectively. For each learning algorithm, input states should be
converted into features. AMRLS takes action according to the aggregated decision.
Tables 5.11 to 5.13 list the experimental results. The pair (Nt, Np) = (10, 9) refers
to an algorithm that uses tiling parameters Nt = 10 and Np = 9. The experimental
results are the averaged values of 30 runs.
The first column of these tables provides the parameter values used in the
experiments. All RL algorithms are SARSA(λ) algorithms. The second column
indicates the learning ability of an algorithm. The higher success rate implies a
better on-line learning ability. The third column represents the convergence speed.
The fewer the steps, the faster the convergence speed. The Column 4 shows the
performance in the whole procedure.
From the three tables, the following conclusions are drawn.
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Table 5.11: Influence of the partition size on the learning performance for the
mountain car problem with λ = 0.8 and α = 0.01
λ = 0.8 Success Rate Average Steps Average Steps
α = 0.01 in the First in the First in the First
100 Episodes 20 Episodes 100 Episodes
(Nt, Np) = (10, 9) 95 ± 0.9 508 ± 19.0 172 ± 4.6
(Nt, Np) = (10, 5) 98 ± 0.4 211 ± 7.6 102 ± 1.5
(Nt, Np) = (5, 9) 89 ± 1.0 716 ± 17.7 249 ± 7.5
AMRLS 93 ± 0.8 539 ± 33.1 183 ± 9.8
Table 5.12: Influence of the partition size on the learning performance for the
mountain car problem with λ = 0.8 and α = 0.05
λ = 0.8 Success Rate Average Steps Average Steps
α = 0.05 in the First in the First in the First
100 Episodes 20 Episodes 100 Episodes
(Nt, Np) = (10, 9) 98 ± 0.9 273 ± 53.6 125 ± 14.2
(Nt, Np) = (10, 5) 98 ± 0.3 244 ± 19.3 102 ± 11.5
(Nt, Np) = (5, 9) 97 ± 0.7 302 ± 25.1 129 ± 10.3
AMRLS 98 ± 0.8 299 ± 23.0 128 ± 6.5
Table 5.13: Influence of the partition size on the learning performance for the
mountain car problem with λ = 0.8 and α = 0.15
λ = 0.8 Success Rate Average Steps Average Steps
α = 0.15 in the First in the First in the First
100 Episodes 20 Episodes 100 Episodes
(Nt, Np) = (10, 9) 42 ± 15 718 ± 143 705 ± 127
(Nt, Np) = (10, 5) 35 ± 8.9 629 ± 106 754 ± 168
(Nt, Np) = (5, 9) 89 ± 2.1 302 ± 8.1 207 ± 199
AMRLS 75 ± 16 413 ± 149 351 ± 104
Experiments and Simulation Results 102
• Larger partition number Np does not mean a good learning quality. Np = 5
works better than Np = 10, which was used by Sutton and Barto [84], in the
experiments.
• The tiling parameters have significant influences on learning performance,
especially when α is larger (Table 5.13).
• The choice of tiling parameters Nt, Np depends on the setting of learning
parameter α. For example, (Nt, Np) = (10, 5) works best if α = 0.01 (Table
5.11), but performs worst if α = 0.15 (Table 5.13). It is difficult to coordinate
these parameters, especially when the value of α is decreased during the
learning process.
• AMRLS exhibits a good robustness with respect to these parameters. Al-
though AMRLS does not work best in all cases, it is better than the worst.
More importantly, unlike the individual learning algorithm that may work
very well in some situations but may work very poorly in another situation,
AMRLS always works well; therefore, it avoids the risk of performing very
poorly and does not cost time to search for the “optimal” values of tiling
parameters.
5.5 Flight Control Systems
Aircraft in flight exhibit random and unpredictable behavior due to unexpected
disturbances of the atmosphere [3]. Designing automatic aircraft controllers is
a challenging research problem because of the inexact model, high-dimensional
motion equations, noisy and unexpected environment, and scarce knowledge. The
first automatic flight control device in the world was designed by Eimer Sperry and
his son Lawrence Sperry in 1912 to maintain the altitude of flight. Then, in 1914,
Lawrence Sperry demonstrated the automatic flight controller (autopilot) at the
Paris air-show. Since then, autopilots have been developed into Automatic Flight
Control Systems (AFCS), which is used to improve the flight quality and enhance
the stability of aircraft. AFCS can help pilots guide a plane to a destination, reduce
the work load of pilots, and provide a comfortable flight for passengers.






Figure 5.14: Coordinates of an aircraft
Figure 5.14 shows the coordinates of an aircraft. Normally, an aircraft is con-
trolled by three control faces, the elevator, rudder, and ailerons. For fighters, more
control faces are introduced, such as flaps, leading edge slats, and horizontal and
vertical canards.
A Boeing 747 aircraft has been selected as the research object for this disser-
tation. The dynamic model of the aircraft is provided in [13]. To simplify, the
linearized small perturbation equations are discussed, and the performances of the
controller (policy) are analyzed within a given range. The linearized equations of
motion for the Boeing 747 are expressed by eight variables but can be separated
into two fourth-order sets. These two sets represent the perturbations in the longi-
tudinal and lateral motions, respectively. The speed in the direction of axial x, u,
speed in the direction vertical z, w, and pitching (θ, q) motion form the longitudinal
motion, whereas the speed in the direction of axial y, v, rolling (φ, p) and yawing
(r, β) movements form the lateral motion. Although there is a small amount of
coupling between the lateral motion and the longitudinal motion, it is usually ig-
nored. Thus, the motion equations can be treated as two decoupled fourth-order
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sets for designing controllers for an aircraft.
Although a controller can be designed and analyzed based on the linearized
equations, to do so requires a comprehensive understanding of aircraft and control
theory, significant experience in controller design, and the exact dynamic model.
Unfortunately, the real motion equations of aircraft are nonlinear, and the en-
vironment is dynamic and unexpected; therefore, conventional control methods
such as linear feedback control [26], quantitative feedback theory [34], and opti-
mal quadratic control [56] cannot be adopted to design controllers with a good
performance.
Generally, in designing a controller for an aircraft, researchers often face the
following difficulties:
1. A complicated or non-mathematical model
Normally, the model of aircraft is non-linear, high dimensional, strongly cou-
pled, and stochastic. It is difficult to establish a precise mathematical model
for an aircraft. In this case, traditional techniques, such as linear feedback
method, root trace method, adaptive control, and quantitative feedback the-
ory, which need the theoretical model to design a controller, do not work
well.
2. An unpredictable environment
An aircraft often flies in unpredictable environments. Changes of pressure,
gusts of wind, and other disturbances all affect the movement of an aircraft
in unexpected ways. Therefore, an elaborate, predefined, fixed control system
may be worthless in this case. Instead, an online learning algorithm is needed
to learn a control policy in real time.
3. Insufficient training data
For a complex flight control problem, it is impossible to know all the de-
sired behaviors in the whole range of a flight envelop. Therefore, supervised
learning methods cannot be applied in this case.
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4. Incomplete state information
In many cases, state information is incomplete because of a lack of sen-
sors. This is the case of the Partially Observable Markov Decision Process
(POMDP).
The first and second difficulties make the traditional model-based predesign con-
trol methods inefficient for designing an effective AFCS. Researchers have developed
various model-free, on-line parameter adjustment methods to learn a control policy
for controlling aircraft. For example, a neural fuzzy network can use supervised
learning algorithms to learn control policy without the aircraft model [91]. How-
ever, this method needs a great deal of training data that should be complete and
correct. This requirement causes the third difficulty. In aircraft control applica-
tions, detailed and precise training data may be very expensive or even impossible
to obtain. Instead, in most cases, the basic information obtained is only the evalu-
ations of actions. RL is the most promising technique for designing a flight control
system because it does not need a mathematical model or very much training data
and it can learn on-line.
However, conventional tabular-based RL cannot be used to design a high quality
flight control system because of the continuous states and sparse examples. In
this section, first, a pitch controller is designed by using the technique of RL and
CMAC. Then, the proposed hybrid learning method, HGATDRL, is used to design
an altitude control system to keep the altitude of an aircraft constant under an
initial perturbation.
5.5.1 Pitch Control System
Pitch control is a basic control of AFCS. Pitch is defined as a rotation around
the lateral or transverse axis, which is parallel to the wings, and is measured as
the angle between the direction of speed in a vertical plan and the horizontal line.
Changes of pitch are caused by the deflection of the elevator, which rises or lowers
the nose and tail of the aircraft. When the elevator is raised (defined as negative
value), the force of the airflow will push the tail of aircraft down; hence, the nose of
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the aircraft will rise and the altitude of the aircraft will increase. One of the goals
of a pitch control system is to control or help a pilot to control an aircraft to keep
the pitch attitude constant, that is, make the aircraft return to the desired attitude
in a reasonable length of time after a disturbance of the pitch angle, or make the
pitch follow a given command as quickly as possible.
Experimental Setup
As mentioned above, for most aircraft, pitch attitude is controlled mainly by ele-
vator δe. In experiments, a linear longitudinal perturbation equation given in [53]
was used to express a pitch system.














This is a linear perturbation equation, which means that the aircraft flies around
the equilibrium points [α, q, θ]. The variables are explained in Table 5.14. The
units of the state variables [α, q, θ] are rad, rad/second, and rad respectively. In
this example, the pitch system is naturally unstable because it has a free integrator.
For simulation, the corresponding discrete equations can be obtained by using
an Euler method. Therefore,
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Table 5.14: Variables of the pitch control system
Variable Name Definition
α the attack angle the angle between speed and body line (chord line)
θ the pitch angle the angle between speed and horizontal line
q change rate of pitch the change rate of pitch angle










Figure 5.15: Variables of a pitch control system
X(k + 1) = Ẋ · TAU + X(k)
where, TAU is the sample time step and is set as 0.02 second.
In this experiment, action, i.e., the elevator angle, is assigned as discrete values
δe = [−10,−8,−6,−4,−2, 0, 2, 4, 6, 8, 10] · grd,
where grd = π/180.
The limitations of state variables [α, q, θ] are [±15grd, ±0.5grd/sec, ±15grd],
and they are divided into 7 sections, separately. If the absolute value of the pitch
angle is less 1 degree and keeps in the error range for 100 seconds, then the ex-
periment is defined as success. If one of the state variables is out of its limitation,
or in a given time the pitch angle does not come within the given error range, the
experiment is defined as a failure. Both success and failure will end an episode.
In this experiment, the CMAC method, which is explained in Section 2.2.3, is
used to map the input space in order to deal with the problems of large state space
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and generalization. The results using Albus’s CMAC architecture are provided
here. The number of neighbors is selected as 5. To save memory size, a hash
function (or hash-coding) is used to map the conceptual memory C on a physical
memory P .
Hash-coding is a technique for reducing the size of memory needed to store data
when the data is stored in sparse form, i.e., a small amount of data located over
a large memory size. If the data is stored in a sparse memory with size M , and
the data is to be mapped on a small memory with size m, the hash function H(k)
should satisfy
0 ≤ H(K) < m, ∀ 1 ≤ K ≤ M.
There are many methods for forming a hash function. The hash function used





where fix is the function that rounds a value towards to zero. Normally, w is in
the form of 2t, where t is the word size of a computer. F is a free integer, which can
be chosen related to w. When F is chosen to be the nearest integer to sqrt(5)−1
2
w,
the hash function is called the “Fibonacci hash function” [50].
Experimental Results
Figure 5.16 displays the dynamic process of the pitch system under different control
strategies. Figure 5.16 (a) indicates that the pitch system is static stable, since it
can keep the initial values without any control. However, Figure 5.16 (b) indicates
that the system is dynamic unstable because there exists an integrator in the sys-
tem. The dynamic process with random control is given in Figure 5.16 (c), which is
not acceptable. Figure 5.16 (d) presents an example of the dynamic process when
a RL-based controller is applied. SARSA(λ) algorithm is used to learn the control
policy. Figure 5.16 (d) indicates that the dynamic process is much better than
those in Figure 5.16 (a), (b), and (c).
Although an individual RL controller can provide an acceptable dynamic pro-
cess, the performance of the process is greatly affected by the learning parameters
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Pitch Control Simulation with Zero Control [0, 0, 5]










































Pitch Control Simulation with Step Control [0, 0, 5]












































Pitch Control Simulation with Random Control [0, 0, 5]


































Pitch Control Simulation. Learned with SARSA Learning Method, sq = 1, hs = 1
Time(sec)
α
















λ = 0.5  α0 = 8  q0 = 0.2  θ0 = 5
(c) (d)
Figure 5.16: Results of the different control strategies (a) no input, no control (b)
step input, no control (c) random control (d) SARSA(λ)-learning
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Pitch Control, Learned with SARSA(λ) Learning Method
Time(sec)
α
λ = 0.8  α0 = 8  q0 = 0.2  θ0 = 5




















Pitch Control, Learned with Q(λ) Learning Method
Time(sec)
α
λ = 0.8  α0 = 8  q0 = 0.2  θ0 = 5





















Pitch Control, Learned with R−Learning Method
Time(sec)
α
λ = 0.8  α0 = 8  q0 = 0.2  θ0 = 5




















Pitch Control, Aggegated SARSA, Q and R Learning Methods, λ = 0.8, Majority
Time(sec)
α















λ = 0.8  α0 = 8  q0 = 0.2  θ0 = 5
(c) (d)
Figure 5.17: Results of individuals and aggregation with different RL algorithms
(a) SARSA(λ)-learning (b) Q(λ)-learning (c) R-learning (d) AMRLS
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and learning algorithms. As mentioned above, instead of searching and testing the
optimal parameters and algorithms, aggregation technique has been incorporated
to RL methods. Part of the experimental results are given in Figures 5.17 and 5.18.
Figure 5.17 presents the results when AMRLS performs aggregation based on dif-
ferent learning algorithms, SARSA(λ), Q(λ), and R-learning, which is introduced
in Section 3.3. Figure 5.18 gives the results when AMRLS uses different learning
and aggregation methods and aggregates based on different values of λ.
Figure 5.17 compares the dynamic processes of individual RL methods, SARSA(λ),
Q(λ), and R-learning with that of AMRLS. Figure 5.17 (a) and (b) show that the
pitch angle can return to zero, the equilibrium point, under the control of the poli-
cies that are trained using SARSA(λ) or Q(λ) with CMAC method, but it converges
slowly. R-leaning can converge quickly, but unfortunately, it cannot converge to the
equilibrium point (Figure 5.17 (c)). AMRLS gives the best result, which is quickly
enough and the steady state error approaches zero (Figure 5.17 (d)) [43].
Figure 5.18 presents the control processes of AMRLS using different learning
algorithms (SARSA(λ) and Q(λ)) and aggregation methods (WMV and WBC),
and aggregation based on different values of λ. Except in the case of Q(λ)-learning
with the WBC aggregation method, AMRLS gives satisfactory performances.
5.5.2 Altitude Control System
In flying an aircraft, one of the most important tasks of pilots is to hold the altitude
of an aircraft on a specific value. Altitude control is very important to safe flight.
To keep aircraft from colliding, those that fly on an easterly path are required to be
on an odd multiple of 1000 feet and those that are on a westerly path must keep on
an even multiple of 1000 feet. The error of altitude of an aircraft should be less than
one hundred feet. However, holding altitude is boring, especially in long distance
flying. To lessen the work load of pilots and improve the flight performance, aircraft
require an altitude control system or an autopilot. Different from the pitch control
system, which only assists pilots to control attitudes, an altitude control system
can replace pilots for a certain time to control an aircraft. To make passengers
comfortable, the overshoot of the dynamic process should be less than 10%.
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Pitch Control, Using SARSA(λ),  λ = [0.8, 0.5, 0.3], Majority
Time(sec)
α
Λ = [0.8         0.5         0.3],  α0 = 8,  q0 = 0.2,  θ0 = 5




















Pitch Control, Using SARSA(λ),  λ = [0.8, 0.5, 0.3], Borda Count
Time(sec)
α
Λ = [0.8         0.5         0.3],  α0 = 8,  q0 = 0.2,  θ0 = 5





















Pitch Control, Using Q(λ),  λ = [0.8, 0.5, 0.3], Majority
Time(sec)
α
Λ = [0.8         0.5         0.3],  α0 = 8,  q0 = 0.2,  θ0 = 5




















Pitch Control, Using Q(λ),  λ = [0.8, 0.5, 0.3], Borda Count
Time(sec)
α
Λ = [0.8         0.5         0.3  ],  α0 = 8,  q0 = 0.2,  θ0 = 5

















Figure 5.18: Results of aggregation with different learning parameters λ (a)
SARSA(λ) and WMV (b) SARSA(λ) and WBC (c) Q(λ) and WMV (d) Q(λ)
and WBC
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Similar to pitch control, for most aircraft, altitude control is mainly by elevator
δe. A linear longitudinal perturbation equation is give in [26]. It is for a model
of a Boeing 747 aircraft in horizontal flight at a nominal speed U0 = 830ft/sec at
20,000 ft (Mach = 0.8), with a weight of 637,000 lb.
However, altitude control is much more difficult than pitch control. Pitch control
is regarded as a short-term moving mode, which responds quickly to a control
command. The dynamic process is within 10 seconds. Normally, pitch control is
often used as an inner loop for an altitude control system, which is a long-term
moving mode. The dynamic process of an altitude system is about 20 seconds or
more. Therefore, an altitude control problem is a long-delayed reward problem or
long-range dependencies system [81], which is difficult to control. Although RL has
been successfully applied to many real applications, and the aircraft’s altitude can
be controlled by several methods, there is no report about the successful control of
an aircraft’s altitude with on-line RL technique.
To determine altitude changes, the following equation should be added to the
longitudinal equations.
ḣ = Vrefsinθ − wcosθ (5.5)
The correspond linear equation is
ḣ = Vrefθ − w. (5.6)
Therefore, a linear small perturbation dynamic model for the aircraft in the
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The definitions of the variables in Equation (5.7) are provided in Table 5.15.
The unit of u, w is feet/second ; q has the unit rad/second ; θ’s unit is rad, and the
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Table 5.15: Variables of the altitude control system
variable name definition
u forward velocity velocity perturbation in body-axis x direction
w vertical velocity velocity perturbation in body-axis z direction
q change rate of pitch change rate of pitch, about positive body-axis y direction
θ pitch angle pitch angle perturbation from a reference value
h altitude altitude perturbation from a reference value
δe elevator angle the deflection of elevator from a reference value
unit of h is feet. δe, deflection of elevator, is the same as the one in pitch control and
its unit is rad. These units are used in calculation. For display, rad is converted to
degree.
Let X = [u,w, q, θ, h]T , equation (5.7) is simplified as
Ẋ = A · X + B · δe;
Normally, there are two purposes for an altitude control system. One is to
hold the altitude constant, i.e., when there is any perturbation of the altitude, the
control system can diminish the perturbation and make the steady state error as
small as possible. The other is to follow an altitude change command as quickly
and accurately as possible. In this experiment, focus is on the first purpose. In
order to make passengers comfortable, the damping ratio for altitude should be
around 0.5.
Experimental Setup
In the experiments, the action, elevator angle, is assigned as discrete values
δe = [−5,−4,−3,−2,−1.5,−1,−0.5, 0, 0.5, 1, 1.5, 2, 3, 4, 5] · grd (5.8)
where grd = π/180. The limitations of state variables [u, w, q, θ, h] are [100, 100,
10, 20, 300].
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Table 5.16: Division of variable sections
Variable Division Number of section
u [-100,-50), [-50,-10), [-10,0), [0,10), [10,50), [50,100] 6
w [-100,-50), [-50,-10), [-10,0), [0,10), [10,50), [50,100] 6
q [-10,-5), [-5,-2), [-2,0), [0,2), [2,5), [5,10] 6
θ [-20,-10), [-10,-5), [-5,0), [0,5), [5,10), [10,20] 6
h [-300,-200), [-200,-100), [-100,-50), [-50,-20), [-20,-10), [-10,0)
[0,10), [10,20), [20,50), [50,100), [100,200), [200,300] 12
The definition of success in this experiment is that the absolute value of altitude
is fewer than 10 feet and is kept in the range for a given number of time steps. If
one of the state variables is out of its limitation, or in a given time the altitude
cannot be within the given error range, the experiment is defined as a failure.
In the first experiment, the state space is transformed into discrete domain. The
variables u,w, q, θ, h are divided into 6, 6, 6, 6, and 12 sections respectively within
their limiting ranges (shown in Table 5.16).
The dimension of the Q-value table is 15552 × 15 = 233280, which is very
large for tabular-based RL algorithms. Even when the CMAC technique is used to
generalize, the results are not good. In designing the RL scheme for the altitude
control system, the following factors are taken into account.
• State Space Partition
For tabular-based RL algorithms, a state space partition is an important step.
There are five variables in the altitude system. Even if a continuous feedback
technique is used to control the system, it is not easy to design a controller
that performs well in controlling the altitude system. When discrete control
values δe were used for RL, it was very difficult to control the system. Based
on trial-and-error, the above state space partition seems more effective.
• Reward Function
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As mentioned in Section 2.1.5, the design of a reward function has great
influence on learning performance. In the altitude control problem, people
not only want to keep the altitude in a given error range but also want to
drive the altitude to the error range as quickly as possible with an acceptable
performance. One of the rewards is defined as follows:
r =
{
1, if |hnew| < |hold|;
−1, else.
(5.9)
where, |hnew| means the absolute value of the disturbance of altitude in the
new time step, and |hold| is the value in the previous time step.
It seems that the definition of the reward function is reasonable because the
altitude, h, should approach zero. In experiments, an interesting result, shown
in Figure 5.19, is observed.












                                                        Altitude Control Simulation. SARSA Learning, Reward = −k*(abs(h−new)−abs(h−old))































































Figure 5.19: Unexpected responds with an incorrect reward definition
This is not the dynamic performance expected, but it shows the way that
a learning algorithm only wants to enlarge its accumulated rewards rather
than meet the goal. In most of the time steps, the learner decreases the h
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value slowly and obtains the reward in each time step. Then, in one time
step, the learner increases the h value rapidly and is punished by a negative
reward. However, as the learner obtains more rewards than punishment in a
certain time period, it wants to repeat the procedure again and obtain more
rewards. This produces the dynamic process shown in Figure 5.19, which
is poor. Therefore, reward functions should be designed carefully. In the
experiments, the reward function is defined as





if (h × ḣ < 0)
r = r + REWARD1;
else
r = r - REWARD1;
end
if abs(h) < hideal




Because of the larger state space, many state-action pairs were not visited,
even though the exploration rate is increased. Establishing the Q-value table
is very difficult. In order to generalize, a CMAC method was adopted. How-
ever, the weight vector of the CMAC controller is very sparse because of the
sparse table of Q-values. Consequently, the control effect is not good.
The Q-value table is sparse because the altitude system is static stable, which
tends to keep variables constant. Therefore, it is difficult to encourage explo-
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ration only by increasing the ε value of an ε−greedy approach, or increasing
the value of T in Equation (2.5). More efficient exploration strategies should
be used to obtain experience in more state-action pairs. This stimulates the
adoption of GARL methods.
• Initial Q-values
Initial Q-values can be regarded as an off-line teacher who provides the initial
experience for learning algorithms. Initial values can be obtained by
– Knowledge
If h × ḣ < 0, |h| will decrease. Therefore, these states are desired.
– Experience
A positive value of δe will decrease the attack angle α, and lose the lift
force. Therefore, the altitude will decrease. The experience can guide
the setting of initial Q-values.
– Learning
When a system is complicated, such as in the altitude system, the above
two ways to set up the initial Q-values are inefficient. Learning the values
is a more feasible way.
Using initial values is performed by the experience cloning module explained
in Section 4.3. In the experiments, all three ways were used to establish the
initial Q-values, and the last one gives the best results.
Experimental Results
Figure 5.20 provides the dynamic control process of the altitude system by ag-
gregating three HGATDRL algorithms using different λ values: λ1 = 0.8, λ2 =
0.5, λ3 = 0.3. The performances are improved because the steady-state error be-
comes smaller. Compared with the dynamic performances shown in Figure 5.21
(provided by Franklin et al. [26]) that is controlled by the controller designed
based the the classical feedback control theory, the dynamic performances of the
altitude system controlled with HGATDRL algorithms are very good. It should be



































































Figure 5.20: Performance of an altitude control system using aggregation of
SARSA(λ) based on GARL
emphasized that the HGATDRL-based controller is learned by the learning system
itself, but the feedback-based controller should be designed by designers with great
efforts [26].
The robustness of the control policy has been tested in a new system with slight
changes to matrix A.
A =

−0.00643 0.0263 0 −32.2 0
−0.0941 −0.624 761 −196.2 0
−0.000222 −0.00153 −4.41 −12.48 0
0 0 1 0 0
0 −1 0 830 0
 ,
Figure 5.22 provides the dynamic control process of the altitude system. Ob-
viously, the performance is good, too, indicating that the control policy performs
robustly.













































































































































Figure 5.22: Performance of an altitude control system using aggregation of
SARSA(λ) based on GARL, with the changed matrix A
Chapter 6
Conclusion and Future Work
6.1 Conclusion
Improving the learning abilities of Reinforcement Learning (RL) algorithms is a
challenging research topic in the fields of machine learning and automatic control.
One of the main contributions of this dissertation is the proposal of a general and
novel multiple learning framework - the Aggregated Multiple Reinforcement Learn-
ing System (AMRLS), which on-line aggregates several different learning algorithms
or algorithms with the same learning method but different values of a certain learn-
ing parameter. AMRLS consists of two main modules: the learning module and the
aggregation module. These two modules interact with each other at each time step
to form a dynamically aggregated RL procedure. Chapter 3 describes the proposed
framework in detail.
RL algorithms have been successfully applied to various real problems. However,
there is no universal rule to guide the practice of choosing a suitable learning
algorithm and the setting of the values of some learning parameters for a given task.
Usually, this practice can be accomplished based on experiments or experience, but
it is time-consuming and inefficient. With aggregation, AMRLS successfully avoids
the job of presetting parameters and algorithms. Also, AMRLS improves the overall




AMRLS can employ various information for aggregation. For example, it can
aggregate the knowledge (Q-value function), statistical information (the probabil-
ities of different actions), preferences (the ranks of different actions), or decisions
(the selected actions) provided by the learning module. To improve the performance
of AMRLS, several intelligent on-line aggregation strategies have been developed.
For instance, this dissertation proposes a weighting technique to enhance the ef-
fectiveness of aggregation. The weights can be updated automatically during the
learning process, and each learner is emphasized by the weights in aggregation.
Many original experiments are designed and presented in Chapter 5. The ex-
perimental results verify that AMRLS reduces the number of training episodes and
steps, increases the success rate, learns more smoothly, exhibits an improved dy-
namic and static learning performance, improves the confidence of learning, and
ensures the ability of robustness and fault tolerance. It has been confirmed that
AMRLS is a valuable research platform for developing more efficient RL algorithms
[39, 40, 41].
Value Function Learning (VFL) and Direct Policy Search (DPS) are two differ-
ent learning strategies for RL. Many papers have described these two RL strategies,
but they mainly emphasize the advantages of only one strategy. In fact, both strate-
gies exhibit their strengths and weaknesses. In many complicated applications with
large state space, partially observed states, or sparse information, DPS-based RL
algorithms, such as GARL, perform much better than conventional VFL-based RL
algorithms, for example, TDRL. However, GARL is an off-line learning scheme;
therefore, it is not applicable in dynamic environments.
This dissertation improves the GARL used by Ikeda [37] through modifying
the crossover operation, adding a mutation operation, and introducing a bonus
function to the fitness function. The improved GARL algorithm exhibits very
strong learning ability. It can train a high quality controller (policy) to control
some systems that are difficult to handle with conventional RL algorithms. GARL
also exhibits robustness in the choice of initial states. This improved GARL is
tested in the cart-pole system and flight control system. The experiments produce
wonderful results.
This dissertation suggests a hybrid RL architecture of GARL and TDRL, HGAT-
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DRL, which integrates an off-line GARL algorithm with certain on-line TDRL algo-
rithms to combine their strengths. The HGATDRL contains three modules: off-line
GARL module, experience cloning module, and on-line TDRL module. The three
modules work in serial. Due to the efficient parallel search ability, GARL can
provide an acceptable initial policy for HGATDRL. Then, the experience cloning
module converts the policy to the initial values for TDRL algorithms. Finally,
TDRL algorithms on-line update the policy in a dynamic environment.
HGATDRL is tested in the altitude control system of an aircraft to prove its
feasibility. The experimental results show that this method can control the altitude
system that is very difficult to control with conventional RL algorithms. At the
same time, HGATDRL also presents a strong robust property to the initial policy
and an adaptability to the changes of environment.
6.2 Future Work
Although AMRLS has been successfully applied to a number of tasks, its perfor-
mance can be improved further in several directions.
• Develop More Efficient Aggregation Techniques
Only a few aggregation techniques, weighted average, weighted majority vot-
ing, weighted plurality, weighted Borda count, and weighted instant runoff
voting, are employed in this dissertation. The effects of aggregation are good,
but can be improved by adopting new aggregation methods. More aggre-
gation techniques, such as fuzzy integral algorithms or the Bayes approach,
could be studied and modified for AMRLS.
• Learn Adaptive Strategies to Adaptively Aggregate
Different learning algorithms present different performances for different ap-
plications or in different learning stages. In this dissertation, weights are
introduced to evaluate the significance of different algorithms. More efficient
adaptive aggregation strategies should be developed. Although certain pa-
pers [46, 75, 90] provide some useful approaches to adaptive aggregation for
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classification, they cannot be applied directly to RL because it is a dynamic
sequential decisions process. Developing adaptive aggregation strategies by
using RL is a viable research topic for future.
• Enhance the Ability of AMRLS by Cooperation
In this dissertation, AMRLS is only a basic type of Multiagent Systems
(MASs), and the interactions of different learning algorithms are coordinated
by aggregation. It should be easy to extend AMRLS to large MASs. In such
a case, each agent in a MAS will be an AMRLS, that is, an enhanced learner,
and the interactions among different agents can be coordinated by coopera-
tion strategies. Thus, the new system will be more powerful than the original
MAS.
• Enhance the Learning Ability of HGATDRL by Using CBP Method
The experimental results demonstrate that CBP-based GARL performs much
better than EBP-based GARL in many cases. To combine CBP-based GARL
with TDRL requires a new technique for experience cloning. Some experi-
ments have been conducted in the research, but more work needs to be done
to enhance the learning ability of HGATDRL.
• Apply AMRLS to Real-time Applications
All of the experiments in this dissertation have been conducted in simulated
environments. AMRLS should be tested in real-time, noisy, realistic tasks.
• Provide Theoretical Proofs
The conclusions obtained in the dissertation are principally based on experi-
ments. To make more general conclusions, theoretical proofs are required.
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