Non-parametric methods like Nearest neighbor classifier (NNC) and its variants such as k-nearest neighbor classifier (k-NNC) are simple to use and often shows good performance in practice. It stores all training patterns and searches to find k nearest neighbors of the given test pattern. Some fundamental improvements to k-NNC are (i) weighted k-nearest neighbor classifier (wk-NNC) where a weight to each of the neighbors is given and is used in the classification, (ii) to use a bootstrapped training set instead of the given training set, etc. Hamamoto et. al.
I. INTRODUCTION
Pattern classification deals with developing a model or method which classifies the given query data item in to one of predefined classes. A data item in most of the cases is a vector of feature values and is called a pattern. Training set is a set of patterns where for each pattern we know its class. The model or method to do pattern classification is developed by using the training set. There are various pattern classification methods, like, the Bayes classifier, nearest neighbor classifier, Perceptron, multi-layer Perceptron, support vector machines, etc [2] . There is no the best classifier suitable for all domains (except in a very rare situation where one has the complete probability structure of the problem like known class conditional densities, apriori probabilities etc., in which case the Bayes classifier is the best). A classifier which performs well with image data (like classifying a hand written character) may not perform well to recognize a speaker based on his/her speech. For details refer to "No Free Lunch Theorem" given by Wolpert [3] , [2] . So, each classifier has its own value and is applicable in some domains. Nearest neighbor based classifier, even-though was first invented in 1950s [4] , [5] , it is still in active research areas. This is partly because there are still improvements over the basic method and other improvements which reduces space and time requirements.
Nearest neighbor classifier (NNC) and its variants like knearest neighbor classifier (k-NNC) are simple to use and often shows good performance [6] , [7] , [8] , [9] . It is shown that when infinite number of training patterns are available, k-NNC is equivalent to the Bayes classifier and the error of NNC is less than twice the Bayes error [2] . Performance of k-NNC or NNC with a larger training set is better than that with a smaller training set. It has no significant design (training) phase (except like finding k value in case of k-NNC), hence it is highly adoptive to dynamically varying data-sets. Hence NNC or k-NNC or its variants are suitable to work with data mining applications where training data-sets are large.
Two prominent problems with nearest neighbor based classifiers are (i) the space requirement, which is O(n) where n is the number of training patterns, and (ii) its classification time is also O(n). That is, one needs to store the entire training set and search it to classify a given pattern. The space requirement problem can be solved to some extent by prototype selection [10] , [11] , [9] , or by reducing the dimensionality by using feature selection and extraction methods [2] , or by using a compact representation of the training data like PC-tree [12] , FP-tree [13] , CF-tree [14] , etc., or by using some editing techniques [7] that reduce the training set size without affecting the performance much. The classification time requirement problem can be solved by finding an index over the training set, like R-Tree index [15] .
Two fundamental improvements over k-NNC are, (i) weighted k-nearest neighbor classifier(wk-NNC) [16] , where a weight for each training pattern is assigned and is used in the classification, and (ii) generating an artificial training set by applying a bootstrapping method and to use the bootstrapped training set in the place of the original training set. Bootstrap method given by Hamamoto [1] is shown to work well with nearest neighbor based classifiers. Any of these methods can be coupled with any space reduction and or with any of the indexing methods. There exists in Literature another bootstrap method used for k-NNC by Vijaya Saradhi et al. [17] where two methods called REST and MREST are given which basically reduces the training set size, but does not improve the performance. Hence this is only a space reduction technique.
The present paper proposes a novel and fundamental improvement over k-NNC called k-nearest neighbor mean classifier (k-NNMC). k-NNMC finds k nearest neighbors for each class of training patterns separately, and finds means for each of these k neighbors (class-wise). Classification is done according to the nearest mean pattern. Experimental studies are done using several standard data-sets where it is shown that the proposed classifier performs better than k-NNC, wk-NNC and k-NNC using Hamamoto's bootstrapped training set. Further, the proposed method is suitable for parallel implementations and also can be coupled with any indexing and space reduction methods easily. It is a suitable method to be used in data mining applications.
The rest of the paper is organized as follows. Section II describes Notation and definitions used throughout the paper. Section III describes about NNC, k-NNC and wk-NNC. Section IV deals with the proposed classifier, viz., the k-nearest neighbor mean classifier (k-NNMC). Section V gives some of the empirical results and finally Section VI gives some of the conclusions along with a few future directions of research.
II. NOTATION AND DEFINITIONS
) Set of Classes: Ω = {ω 1 , ω 2 , . . . , ω c } is the set of classes. We say that the class label of a pattern X is ω i to mean the same thing as X belongs to class ω i .
5) Set of Training Patterns (Training Set): X =
{(X 1 , l 1 ), (X 2 , l 2 ), . . . , (X n , l n )} is the set of all training patterns available by using which the classifier can be found. Here, each of X i , for 1 ≤ i ≤ n is a pattern and l i is the class to which it belongs. So, l i ∈ Ω. X j is the sub-set of training patterns for which for each pattern its class label is ω j . Here,
6) Set of Test Patterns (Test Set): This is an independently
drawn data-set from the same source as the training set and is denoted by Y. For each pattern in Y we know its actual class label. 7) Distance Function: Distance measure used is the Euclidean distance. Between two patterns, X = (x 1 , . . . , x d ) T and Y = (y 1 , . . . , y d ) T the distance is
It is a function f : D → Ω. This function is found by using the training set. 9) Loss Function: For a pattern Y , let its actual class be ω Y . Then the loss incurred by the classifier for the
This loss function is traditionally called 0-1 loss function. This is used to measure the performance of the classifier over the test set. 10) Classification Accuracy (CA): This is the accuracy of the classifier over the test set. This is normally measured as a percentage. That is, CA is the percentage of patterns in the test set that are correctly classified by the classifier. Which is
III. NEAREST NEIGHBORS BASED CLASSIFIERS
The nearest neighbor classifier (NNC) assigns a class to the given test pattern which is the class of its nearest neighbor in the training set according to the distance function. Let Y ∈ Y be the test pattern. Let X N ∈ X be a pattern such that dist(X N , Y ) ≤ dist(X, Y ) for all X ∈ X . Then we say X N is a nearest neighbor. X N need not be unique. There can be more than one pattern in the training set which are at equal distance from Y . Let the class of X N be ω N . Then the class assigned to the test pattern Y is ω N . In case, if there are several patterns qualifying to be X N then a tie occurs. Ties are broken arbitrarily. Let the actual class label of Y which is available with the test set be ω Y . Then, if ω N = ω Y , we say that the pattern Y is correctly classified, otherwise we say it is wrongly classified.
The k-nearest neighbor classifier (k-NNC) where k is an integer such that k ≥ 1 is a generalization over NNC. k nearest neighbors for the given test pattern Y are found in the training set. The class information of the each of the k nearest neighbors is preserved. Let the k nearest neighbors along with their class information be {(X 1 , l 1 ), (X 2 , l 2 ), . . . , (X k , l k )} where the class to which the training pattern X 1 belongs is l 1 , the class to which X 2 belongs is l 2 , and so on. Then the class label assigned to Y is according the majority voting among the labels l 1 , l 2 , . . . , l k . That is, for example, assume k = 7, let the class labels of the 7 nearest neighbors be ω 2 , ω 1 , ω 2 , ω 2 , ω 2 , ω 3 , ω 3 . Then, since ω 2 is occurring 4 times, where as ω 3 occurred for 2 times and ω 1 occurred for 1 time, the majority vote winner is ω 2 . Hence the class label assigned to the test pattern Y is ω 2 . If there are more than two majority vote winners then a tie occurs. Ties are broken arbitrarily.
The weighted k-nearest neighbor classifier (wk-NNC) which is also known as the modified k-nearest neighbor classifier [16] is an improvement over k-NNC. This is achieved by giving weights to each of the k nearest neighbors. Let w i = (h k − h i )/(h k − h 1 ) be the weight for the i th nearest neighbor for 1 ≤ i ≤ k, where h i is the distance of i th nearest neighbor from the test pattern. That is, h i = dist(Y, X i ). Total weight for each class is found by summing up the weights of nearest neighbors belonging to that class. If there are no nearest neighbors for a particular class, then the total weight assigned to that class is 0. Now, the test pattern is assigned to the class which has maximum total weight. k-NNC can be seen as a special case of wk-NNC where weights for all k nearest neighbors is equal to 1.
Another improvement found in the Literature is to generate an artificial training set from the given training set. Then k-NNC or NNC uses the artificial training set instead of the originally given training set. This process of generating a new training set from the given training set is often known as bootstrapping. A Bootstrapping method given by Hamamoto et al., [1] generates bootstrap samples (artificial samples) by locally combining original training samples. For a given original training pattern, it first finds r nearest neighbors within the class of the given pattern and then finds a weighted average of these neighbors. Let X be a training pattern and let X 1 , . . . , X r be its r nearest neighbors in its class. Then
is the bootstrapped pattern generated for X. Either all patterns in the original set are considered or else a random sample is taken with replacement for generating bootstrapped patterns. The weights w i are either chosen to be equal for all i (equal to 1/r) or else randomly assigned a value (such that r i=1 w i = 1). So, four different techniques for generating bootstrapped training sets are given. Out of these four methods, it is shown that considering all training patterns by giving equal weight to the r neighbors is best. So, this method is used for our comparative study. Experimentally it is shown that NNC with bootstrap samples outperforms conventional k-NNC in most of the cases.
It is worth noting that there is no theoretical explanation which proves the superiority of wk-NNC or k-NNC which uses the bootstrapped data-set.
IV. K-NEAREST NEIGHBOR MEAN CLASSIFIER (K-NNMC)
This section describes the proposed improvements to k-NNC called k-nearest neighbor mean classifier(k-NNMC). The proposed improvement is orthogonal to the space reduction techniques and classification time reduction techniques. Any of the space reduction, as well as classification time reduction techniques can be applied along with the proposed improvements. Similarly these improvements are independent of the bootstrap methods.
k-NNMC works with each class of training patterns separately. For each class of training patters X i , for 1 ≤ i ≤ c, it finds k nearest neighbors of the test pattern. Let these k nearest neighbors for class ω i be X k i = {X 1 , X 2 , . . . , X k }. Let the mean (centroid) of these k nearest neighbors be M i . Like wise, this process is done for each class of training patterns, i.e., i is varied from 1 to c. We get M = {M 1 , M 2 , . . . , M c }. If M j which is in M is at minimum distance from Y , then the class assigned to Y is ω j . Ties are broken arbitrarily. Algorithm 1 describes this. Figure 1 shows for a two class problem the 3 nearest neighbors for each of the class. The dimensionality, i.e., d = 2. Patterns from class ω 1 are shown with '*', and patterns from ω 2 are shown with 'o'. 'Y' is the test pattern. Observe that NNC will assign class ω 2 to the test pattern. k-NNC with Fig. 1 . For a two class problem showing 3 nearest neighbors for each class k = 3 will assign class ω 1 to the test pattern. wk-NNC will assign class ω 2 . k-NNMC will assign class ω 2 , since M 2 is closer than M 1 .
Algorithm 1 can be easily implemented in a parallel form. We require one machine to find k nearest neighbors of Y for each class of training patterns. This can be done in parallel for c classes. Each machine will find mean of its k nearest neighbors and the mean's distance from Y . This distance is communicated and pooled at a machine which will find the nearest among these c distances. Finally the co-ordinating machine will classify Y according to the nearest mean. The time taken for doing classification can be reduced by a factor of c (of course, communication overheads need to be taken in to account). Also index building structures or space reduction techniques when it is limited only to a class of training patterns, it will be efficient. So the proposed method is suitable to work with large training sets and therefore is suitable for data mining applications.
V. EXPERIMENTAL STUDY
This section describes the experimental studies performed. We performed experiments with five different datasets, viz., OCR, WINE, THYROID, PENDIGITS and HANDWRITTEN-SYMBOLS. Except the OCR and HANDWRITTEN-SYMBOLS data-sets, all others are from the UCI Machine Learning Repository [18] . OCR data-set is also used in [19] , [12] , [20] . For OCR, THYROID and PENDIGITS data-sets, the training and test sets are separately available. For the WINE data-set 100 patterns are chosen randomly as the training patterns and the remaining as the test patterns. For HANDWRITTEN-SYMBOLS data-set, sixteen hand-drawn symbols, as shown in Figure 2 are used. Ten different persons are asked to draw each symbol for ten times. So, a total of 1600 hand-drawn symbols database is created. Each symbol's coordinates are collected by drawing it on a 512 × 512 writing pad. 400 randomly chosen symbols (out of 1600 symbols) are separated by doing sampling without replacement, and is used as the test set. Remaining 1200 symbols constitutes the training set. Zernike moments [21] of order 8 are used to represent each symbol after doing normalization against scale and translation as described in [22] .
The properties of the data-sets are given in Table I . All the data-sets have only numeric valued features. The OCR data-set has binary discrete features, while the others have continuous valued features. Except OCR and HANDWRITTEN-SYMBOLS data-sets all other data-sets are normalized to have zero mean and unit variance for each feature. Table 2 compares classification accuracies obtained for various classifiers. Classifiers compared are NNC, k-NNC, wk-NNC, k-NNC using Hamamoto's bootstrapping (k-NNC(HBS)) and the proposed classifier k-NNMC. The parameters like k value and r value (used in Hamamoto's bootstrapping) are found by employing a 3-fold cross validation [2] .
From the presented results, it is observed that the proposed k-NNMC performs consistently better than the other related classifiers.
VI. CONCLUSIONS AND FUTURE WORK
The paper presented a novel fundamental improvement to the well known k-nearest neighbor classifier. It finds k nearest neighbors for each class of training patterns separately and then finds mean of these k nearest neighbors class-wise. The class assigned is that for which the distance of the mean pattern is minimum with the test pattern. The proposed method can be easily implemented in parallel form and can be easily integrated with any space reduction or indexing structure.
Future work is to give a theoretical explanation which formally proves why the proposed method is working well. Error can be divided in to bias and variance. An analysis which compares bias and variance for each classifier can give a better insight in understanding why a particular classifier is doing well when compared with other related classifiers.
