We have built the liquid crystal phase diagram of several binary mixtures of freely rotating hard spherocylinders employing a second-order virial density functional theory with Parsons scaling, suitably generalized to deal with mixtures and smectic phases. The components have the same diameter and aspect ratio of moderate value, typical of many mesogens. Attention has been paid to smectic-smectic demixing and the types of arrangement that rods can adopt in layered phases. Results are shown to depend on the aspect ratio of the individual components and on the ratio of their lengths. Smectic phases are seen not to easily mix together at sufficiently high pressures. Layered phases where the longer rods are the majority component have a smectic-A structure. In the opposite case, a smectic-A 2 phase is obtained where the shorter particles populate the layers and the longer ones prefer to stay parallel to the latter in the interlayer region.
I. INTRODUCTION
Since the work of Onsager in the late 1940s, 1 we know that excluded-volume interactions alone can explain the occurrence of the Isotropic ͑I͒-Nematic ͑N͒ transition in long rigid molecules. In particular, hard spherocylinders ͑HSC͒, i.e., cylinders of length L and diameter D capped at both ends with a hemisphere of the same diameter ͑see Fig. 1͒ do exhibit orientational order and the Onsager theory can explain such a transition in terms of excluded-volume interactions. The Onsager theory can be interpreted as a virial expansion truncated at second order. The reason for its success is that, as argued by Onsager, in the limit of large aspect ratio, ϭL/D, the reduced higher-order virial coefficients of HSCs tend to zero. However, although the Onsager theory is exact in the limit →ϱ, it cannot be applied to systems of HSCs with aspect ratios typical in real thermotropic and lyotropic mesogens, which is on the order of 1-10. The reason for the failure is that the fundamental assumption of Onsager theory, that is the neglect of virial coefficients of order higher than two, is no longer valid for the above length-to-breadth ratios, 2 as confirmed by theoretical calculations. 3 The fact that HSCs with realistic values of do not obey Onsager theory does not imply that excluded volume interactions are not responsible for the occurrence of phase transitions in real mesogenic materials. Indeed, computer simulation studies have shown that hard particles with realistic anisotropic shapes do give rise to the most common liquid crystalline phases. 4 Thus, the results of numerical experiments have, in turn, stimulated the search for generalizations of the Onsager theory that can generate anisotropic fluid phases in more realistic conditions. As far as the I -N phase transition is concerned, a simple yet accurate theory is that based on the decoupling approximation of Parsons 5 and applied to HSCs by Lee. 6 It consists of a resummation of the virial expansion where only the second-order virial coefficient is calculated exactly while successive ones are approximated by a mapping onto a reference system of hard spheres of the same packing fraction, assuming the latter obey the CarnahanStarling equation of state. 7 The success of Parsons-Lee theory in predicting coexistence densities in good agreement with computer simulation data 6 motivated Somoza and Tarazona to propose a generalization to inhomogeneous systems by making use of the weighted-density approximation. The Somoza-Tarazona theory has been successfully applied to both parallel and freely rotating HSCs [8] [9] [10] and a slightly modified version 11 improves the predictions when compared to more recent computer simulation data. 12 Onsager and Parsons-Lee theories have been also extended to mixtures of hard rods. Most of the work has been concentrated on homogeneous binary systems. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] By varying length and diameter ratios, many interesting results have been obtained. Apart from the usual I -N phase transition, accompanied by a fractionation effect, reentrant phenomena, I -I, N -N coexistences, I -I -N, and I -N -N triple points have been observed.
In contrast, smectic ͑S͒ phases in binary mixtures have received minor attention up to now. Apart from general considerations about their occurrence, 26 [27] [28] [29] [30] Many aspects still deserve to be examined. They include: the effect of partial orientational order, the calculations of binodal points and the validity of secondorder virial density functional theories when applied to inhomogeneous systems such as smectics. In this respect, we observe that Parsons-Lee theory provides not only a good description of the thermodynamics of the I -N phase transition, but also reasonable values of N -S coexistence properties in pure HSCs ͑see Table I͒ . Therefore, although a more complete study using more elaborated density-functional theories 8 -11,31-35 ͑still to be fully developed for mixtures͒ would be needed, an extension of Parsons-Lee theory could be a route worth to be followed in a first attempt to map liquid crystal phase diagrams of freely rotating HSC mixtures. Preliminary calculations along this line have appeared in the literature 36 and this paper is their follow up. In Sec. II the second-order virial density-functional theory with a Parsons-Lee density prefactor is extended to deal with smectic phases and mixtures. This theory has been used to compute the liquid crystal phase diagram of binary mixtures of HSCs. The details of such calculations are shown in Sec. III. In particular, we have considered several binary systems of HSCs with equal diameter, D 1 ϭD 2 ϭD and different lengths, L 1 and L 2 , with L 2 ϾL 1 ; the values of L i (iϭ1,2) have been chosen among the set ͕3.5,5.0,7.0,10.0͖. From the latter set, pairs of particles were selected, with the condition that the quantity qϭL 2 /L 1 be such that 1Ͻqр2. Thus, five liquid crystal phase diagrams have been calculated, which are presented and discussed in Sec. IV. Finally, Sec. V contains the summary of our results and comments on possible further studies.
II. THEORY
The Helmholtz free energy of a system composed of N particles in a volume V at a temperature T is customarily split in two parts:
The first is the ideal term, known exactly; the second, the excess term, arises from interparticle interactions. The above Helmholtz free energy is considered to be a functional of the singlet density function. The equilibrium properties of the system follow by minimizing an appropriate approximation for the exact ͑unknown͒ functional. For rigid particles, introducing the singlet density function ͑r,⍀͒ ͑which gives the average number density of particles in the laboratory frame at a position r and with an orientation defined by ⍀͒, the ideal configurational free energy in a one-component system reads ␤F id ϭ ͵ ͵ dr d⍀ ͑r,⍀ ͓͒ln ͑r,⍀ ͒Ϫ1͔,
͑2͒
with ␤ϭ1/k B T and k B the Boltzmann constant.
As far as the excess free energy is concerned, Onsager demonstrated 1 that, for a homogeneous system of infinitely long hard rods,
where 0 ϭN/V is the mean density, f (⍀) is the orientational distribution function and ͑⍀,⍀Ј͒ is the excluded volume. Equation ͑3͒ can be interpreted as a virial expansion of the excess free energy truncated at the second-order level. For a finite shape anisotropy parameter , it was argued 2 and confirmed by calculations 3 that Eq. ͑3͒ provides a good approximation for Ͼ100; however, although it should produce qualitatively reliable results for shorter particles ͑ϳ50͒, it is invalid for Ͻ10.
The Parsons' approach 5 considerably improves Onsager theory in the prediction of I -N coexistence data. In practice, it consists of substituting the factor 1/2 in Eq. ͑3͒ with a density prefactor ⌿( 0 ):
͑4͒
Later, Lee 6 used the Carnahan and Starling ͑CS͒ expression for hard spheres 7 to approximate the prefactor
with 0 ϭ 0 v 0 the packing fraction, and v 0 the volume of the particle considered. Thus, Eq. ͑4͒ reduces to Eq. ͑3͒, and to the CS approximation for the excess free energy of a hardsphere fluid, in the respective appropriate limits. The density functional theory obtained setting together Eqs. ͑2͒, ͑4͒, and ͑5͒ is known as Parsons-Lee ͑PL͒ theory. PL theory, in turn, is amenable to further generalizations. The first deals with inhomogeneous systems such as smectics, and reads
where M (rЈϪr,⍀,⍀Ј) is minus the two-body Mayer function which, for hard particles, takes the value of unity if the particles overlap and zero otherwise. The application of Eq. ͑6͒ to smectic phases may be justified by the reasonable coexistence data for the I -S or N -S phase transitions obtained in pure HSC systems ͑see Table I for a comparison with simulations and also Refs. 37 and 38͒, not to mention the performance of Onsager theory in qualitatively reproducing many features of smectic phenomenology. [39] [40] [41] The second straightforward generalization is to mixtures. In a -component system the ideal free energy is
In turn, a possible extension of Eq. ͑6͒ to multicomponent systems is provided by the expression
x i and v i being the mole fraction and the particle volume of the ith component.
We have applied the free energy density functional theory obtained by summing Eqs. ͑7͒ and ͑8͒ to compute the liquid crystal phase diagram of several binary ͑ϭ2͒ mixtures of HSCs of different length and equal diameter. The phase diagrams include isotropic, nematic, and smectic phases of different structure. The technical details of these calculations are presented in the next section.
III. COMPUTATIONAL DETAILS
The most general phases considered in this work are of smectic type. Let us take z as the direction along which the one-dimensional positional order is present and call ␦ the smectic period. Then Eqs. ͑7͒ and ͑8͒ become
͑11͒
with Rϭ(xЈϪx,yЈϪy), ϭzЈϪz, and i (z,⍀) normalized such that
Without any loss of generality, the number density functions can be written as
with the following normalization conditions:
͑15͒
The above factorization leads to
the orientational entropy of uniaxial particles, and
which plays the role of an effective pair potential. Next, we make the following approximation. We take f i (z,⍀)ϭ f i (⍀), i.e., positional and orientational variables are assumed to be decoupled; this is true only for nematic phases. Although there is evidence that, for smectic phases, this is not the case, 41 it was shown that the ͑computationally very convenient͒ approximation of decoupling positional and orientational variables does not sensibly affect the location of the N -S phase transition. 11 Furthermore, we adopt the parametrizations of the singlet density functions described in the following. i (z) is assumed to have the form
with
͑21͒
In turn, since we deal with uniaxial particles such as HSCs, the orientational distribution function, f i (⍀), is taken as
is the second-order Legendre polynomial. It is worth to notice that Eqs. ͑20͒ and ͑22͒ are the probability density functions as deduced from the minimum of the free-energy functional, provided one considers, as the only macroscopic order parameters, the smectic order parameter
and the nematic order parameter
͑25͒
Equation ͑24͒ provides a one-to-one correspondence between i and i , just as Eq. ͑25͒ does between ␥ i and i . In principle, it appears a matter of choice to select which member of every couple acts as a parameter in the corresponding distribution function. However, for our practical implementation, it turns out that i and i constitute the better choice. ͓This implies that ϭ͑͒ and ␥ϭ␥͑͒; the latter function is shown in Fig. 2 .͔ In particular, the parametrization of the orientational distribution function has further implications: ͑i͒ The orientational entropy becomes a function of the nematic order parameter: S or () is calculated, once for all, at 300 values of , equally spaced in the interval ͓Ϫ ͑ii͒ The effective pair potential becomes a function of i and j ͑besides ͒, i.e., ␣ i j (, i , j ). Let us comment on how this quantity is evaluated. First of all, we make the following approximation:
which proves to be accurate whenever both particles point along a similar direction. Also, from the computational point of view, it is a very convenient approximation. The quantity ␣ i j (,) may be computed in two ways. The first consists in expanding in a Fourier series,
with (LϩD) i j ϭ(L i ϩD i ϩL j ϩD j )/2. The coefficients, a i j,n (), are computed, once for all, at 300 points in and interpolated as necessary. The second method exploits the overlap criterion between two HSCs. The core of this calculation is the integral
͑28͒
which is interpreted as the area obtained by cutting the excluded volume of two HSCs, i and j, with orientations ⍀ and ⍀Ј, by a plane perpendicular to z and at a distance from its center ͑where one of the particles is supposed to lie͒. Once calculated, A i j (,⍀,⍀Ј) is averaged over the orientational distribution function to get ␣ i j (,). The latter is stored at the values of necessary for the further spatial integrations and at the 300 points defined previously. For a given value of , the function is approximated by interpolation over as necessary. In Fig. 4 
The limits of the second spatial integral in Eq. ͑30͒ take account of the fact that outside the interval defined by these limits the function ␣ i j (,) is zero. When dealing with mixtures, it is convenient to pass to the Gibbs ensemble. The Gibbs free energy per particle is written as
where we have introduced the reduced units f *ϭ␤( f id ϩ f ex )D 3 , P*ϭ␤ PD 3 , and 0 *ϭ 0 D 3 . For all binary mixtures studied, we have minimized the function g* with respect to the set of parameters
keeping fixed the mole fraction, x 2 , and the pressure, P*; we have done this at several points in the (x 2 , P*) plane. We have considered the isotropic, nematic, and smectic branches. In particular, we have distinguished between smectic-A phases ͑S͒ having 1 and 2 of the same sign, and smectic-A 2 phases (S 2 ) characterized by values of 1 and 2 with opposite signs. See Fig. 5 for a schematic representation of the different smectic structures found in our calculations.
IV. RESULTS AND DISCUSSION
We have investigated the liquid crystal phase diagrams of the following binary mixtures: The first three binary systems are characterized by a ratio qϭL 2 /L 1 Ӎ1.4 whereas qϭ2 for the last two mixtures. The aspect ratios chosen are typical of many mesogens and q is such that nematic-nematic demixing has been avoided. 23 In Fig. 6 the phase diagram of system ͑I͒ is shown. Three phases are exhibited: an isotropic ͑I͒ phase at low pressures; a nematic ͑N͒ phase, stable in a small region in the ( P*,x 3.5 ) plane spanning from a pure system consisting only of the long component, to a system with a high fraction of short particles; and a smectic-A ͑S͒ phase, present in the upper part of the phase diagram. As far as the I -N phase transition is concerned, the shorter particles are the majority component in the I phase at the phase boundaries, while the N phase is richer in long particles. This feature has already been discussed in previous work ͑note that the pure HSCs system with L/Dϭ3.5 does not give rise to a nematic phase, in agreement with Monte Carlo simulations͒. Moreover, in the N phase the longer particles have a larger value of the orientational order parameter: for instance, at P*ϭ2.0 and x 3.5 ϭ0.5, ϭ0.640 for particles with L/Dϭ3.5, while ϭ0.813
for the other component. An analogous fractionation phenomenon is observed also for the N -S phase transition, with particles with L/Dϭ5.0 being more abundant in the layered phase. No other smectic structures nor smectic-smectic demixing have been observed in this binary system. In Fig. 7 density, smectic order parameters, smectic period, and nematic order parameters are shown as a function of composition for the pressure P*ϭ3.0. We note that the density, *, increases monotonically with the addition of particles of lower aspect ratio, while the distance between layers, ␦, decreases ͑this behavior is to be taken with caution since our densityfunctional theory is not sufficiently nonlocal and therefore it is not expected to give accurate results for the smectic period ␦͒. The smectic order parameter shows a somewhat curious behavior: that of particles with L/Dϭ3.5 decreases up to x 3.5 ϳ0.8, but from that point it rises rather steeply; in contrast, for particles with L/Dϭ5.0, is basically constant up to x 3.5 ϳ0.5 and then decreases monotonically. The nematic order parameter of longer particles decreases with the addition of the other component. However, the addition of particles with L/Dϭ5.0 to a smectic phase of particles with L/Dϭ3.5 first causes a descent of the nematic order parameter of the majority component but then induces a higher alignment of particles with lower aspect ratio. An interesting feature of the phase diagram ͑I͒ is the presence of a S -N -I triple point ͑see the inset of Fig. 6͒ . It is predicted to occur at P SNI * Ӎ2.882, with the three coexisting phases having the following compositions: x I Ӎ0.983, x N Ӎ0.963, x S Ӎ0.962.
The next binary mixtures investigated, ͑II͒ and ͑III͒, are composed of particles with diameter D and aspect ratio equal to 7.0, mixed, respectively, with shorter particles (L/D ϭ5.0) and longer particles (L/Dϭ10.0). The phase diagrams of these systems are plotted in Fig. 8 and in Fig. 9 , respectively. Note the qualitatively similar shape of the two phase diagrams. In both cases, the two components have a nematic phase when in pure form. On increasing pressure, the sequence of phases observed is isotropic, nematic, and smectic-A, and these three phases can be found in the whole range of composition. The I -N phase transition follows the same trend as discussed previously by other authors. When the smectic phase is included, two are the novel features worth to be noticed. The first is the appearance of an azeotropic point along the N -S coexistence region. It is located at a pressure P*ϭ1.643 and composition x 5.0 ϭ0.860 for system ͑II͒ and at a pressure P*ϭ1.060 and composition x 7.0 ϭ0.795 for system ͑III͒. The other feature concerns the smectic-smectic segregation observed at higher pressures. While smectic phases are completely mixed in a wide range of pressures, at P*ϭ2.995 and x 5.0 ϭ0.817, for system ͑II͒, and at P*ϭ1.480 and x 5.0 ϭ0.905 for system ͑III͒, a critical point arises. The layered structure segregates in two smectic-A phases, in one of which particles with larger aspect ratio are in significant majority. At the highest pressures, the phase equilibrium establishes between a basically pure smectic phase formed by particles with lower aspect ratio and a smectic phase where the two components have a more or less similar mole fraction.
The last two mixtures considered, ͑IV͒ and ͑V͒, have an associated ratio qϭ2. Their liquid crystal phase diagrams are plotted in Figs. 10 and 11 , respectively. As far as the isotropic-nematic phase transition is concerned, we recognize the peculiar shape of the phase boundaries already discussed in the literature, found when the two components have a sufficiently large q ratio. Such a shape of the I -N coexistence region implies the possibility to observe a reentrant phenomenon in a range of composition. For instance, if we consider the system ͑V͒ at a composition x 5.0 ϭ0.55, starting from an appropriate pressure, deep in the nematic region, say P*ϭ1.0, and decreasing it, we firstly reach the I -N coexistence region, where the system separates into two homogeneous phases: the nematic, richer in longer particles and the isotropic, richer in shorter particles, and whose respective abundance is determined by the lever rule. Then a single nematic phase is re-observed in a small range of pressures. A further decrease of P* makes the system to phase separate once again. Finally, a completely mixed isotropic phase is found at lower pressure. The range of composition where such a behavior can be observed is reduced in the case of system ͑IV͒ since at larger value of x 3.5 the N -I phase transition is preempted by a S -I one. This has the further implication that a S-N-I triple point arises at a pressure P SNI * ϭ1.550 and composition ͑in mole fraction of shorter particles͒ x S ϭ0.132, x N ϭ0.520 and x I ϭ0.901. A second triple point is exhibited by system ͑IV͒; it is found at P*Ӎ2.900 and it involves a smectic A phase with a composition x 3.5 Ӎ0.120 and the two pure phases formed by particles with L/Dϭ3.5 in equilibrium at that pressure: another smectic A phase and the isotropic phase. It is of interest to note that an addition of particles with aspect ratio equal to 7.0 to a smectic phase made of particles of L/Dϭ3.5 stabilizes a smectic A 2 phase, whose arrangement is that schematically indicated in Fig. 5͑c͒ . The same behavior is observed in system ͑V͒ at higher pressures, where the addition of particles with L/Dϭ10.0 to a smectic-A phase of particles with aspect ratio equal to 5.0 produces a layered phase where the longer particles arrange parallel to the director in the interstitials between two layers mostly populated by shorter HSCs ͓see Fig. 5͑c͔͒ . Such a kind of smectic A 2 may be in equilibrium with a smectic-A phase ͓Fig. 5͑a͔͒ rich in longer particles. In Fig. 12 we show the one-dimensional positional distribution function of the two components in these two smectic phases at the composition x 5.0 ϭ0.01 and x 5.0 ϭ0.99. Moreover, in Fig. 13 we show the behavior of parameter for both components at a pressure P*ϭ2.00 together with the value of the smectic period as a function of composition as obtained from the minimization of the Gibbs free energy. We note that the 's corresponding to values of composition where HSCs with L/Dϭ10.0 are the majority component share the same sign ͓smectic-A phase of type Fig.  5͑a͔͒ and the smectic period decreases with the addition of shorter particles. On the other hand, corresponding to values of composition such that particles with L/Dϭ5.0 are more abundant, we observe that the two 's have opposite sign and, also in this case, ␦ decreases as longer HSCs are added to the S 2 phase. Roughly at the center of the plots in Fig. 13 dotted curves are presented corresponding to a S 2 phase of the type shown in Fig. 5͑b͒ . These curves correspond to a minimum of the Gibbs free energy for that value of composition. However this S 2 phase is only mechanically stable. Our calculations indeed predict that it should phase separate into a smectic-A phase rich in longer HSCs and a S 2 phase of the type shown in Fig. 5͑c͒ .
At lower pressure, the addition of longer particles to the S 2 phase causes a transition to a nematic phase. We note that the N -S 2 transition occurs with a very small change in mole fraction but, as is the case in a pure sample of HSCs with L/Dϭ5.0, the transition is certainly of first order. The transition terminates at a S -N -S 2 triple point located at P* Ӎ1.640 and x S Ӎ0.193, x N ϭx S 2 Ӎ0.850.
We cannot say at present if this behavior is real or it is an artifact caused by the theory and/or its implementation. The most severe approximation made in this work is the complete decoupling of positional and orientational degrees of freedom. We know that from a structural point of view it is incorrect. 41 The decoupling approximation is also considered to be responsible for the arising of a tricritical point in pure HSCs with the increase of aspect ratio. This seems to be ruled out by the simulation of Ref. 42 the N -S transition is of first order also in the limit →ϱ. However, it was also shown that for moderate aspect ratios, as those considered here, the decoupling approximation does not alter the nature and location of the N -S transition for pure HSCs. 11 Also, the decoupling approximation should not be very much in error for highly ordered layered phases such as smectic-A phases. Further work is certainly needed to address this point and, in general, to assess the quality of the PL theory as applied to smectic phases.
Another question not addressed by the present theory is the appearance of other inhomogeneous phases, such as columnar and crystal. There is some evidence that polydispersity should favor the onset of columnar-phase stability against the smectic phase in systems of perfectly aligned rods. 43, 44 We do not believe, however, that columnar phases are stable in the binary systems so far considered and in the pressure ranges explored, because the HSCs are freely rotating and this more realistic feature tends to destabilize columnar order. Anyway, phase transitions between liquid-crystal phases could be preempted by a transition to crystalline phases at sufficiently high pressure. However, the stability of crystalline phases in mixtures is expected to be somehow penalized due to packing contraints. Also, a smectic-crystal phase transition has been obtained in simulations of pure HSCs for values of aspect ratio which cover the whole range.
12 By comparing these values with those found in our calculations for the N -S transition, we can say that there should be regions in the composition-pressure plane where the smectic phases observed in this work may be stable.
V. CONCLUSIONS
By suitably generalizing a second-order virial densityfunctional theory, with Parsons scaling, we have calculated the liquid-crystal phase diagrams of several binary mixtures of hard spherocylinders, of the same diameter and different lengths, with moderate individual aspect and length ratios. Besides the homogenous ͑isotropic and nematic͒ phases, we have paid particular attention to smectic phases; our predictions in this respect can be regarded as the main genuine contribution of this work. The results depend not only on the length ratio but also on the aspect ratio of both components. In general, we have seen that smectic phases do not easily mixed together. When the length ratio is relatively small a smectic-A-smectic-A phase transition occurs at sufficiently high pressure, with an associated critical point. One smectic-A is sensibly richer in shorter particles; on the contrary, it seems that the solubility of shorter particles in smectic-A phases made of more elongated HSCs is larger. The smectic-A phase made of short HSC transforms into a microsegregated layered smectic or ''interstitial'' smectic-A 2 phase when the aspect ratio of the longer particles is further increased. In such a phase, a small fraction of long rods occupy the regions between two neighboring layers mostly populated by the shorter HSCs. Both kinds of particles align along the same direction.
Several are the directions along which this work can be extended and improved. First, the second-order virial DFT presented here could be used to study other binary mixtures of HSCs. In particular, interesting phenomena might be observed in binary systems complementary to those considered here, i.e., mixtures of HSCs with the same length and different diameter. Another interesting binary system is that formed by hard rods and hard spheres. It is known that spheres can even make smectic phases more stable and it would be of interest to investigate how such a phenomenon depends on the ratios of geometrical quantities identifying a binary mixture of this kind. From a more fundamental point of view, second-order virial DFT has to be improved to deal with columnar and crystalline phases. To this end a DFT approximation based on the weighted density approximation could provide a route to achieve this goal. Finally, comparison of theoretical results with simulations ͑or experiments͒ would provide a test of both the theory and its implementation. In particular, it would be worth performing a simulation study on the structure of smectic phases of bidisperse hard spherocylinders and the nature of their transition to a homogeneous phase. Some of the projects outlined above are in progress by the same authors.
