We present the results of a program to monitor the four-image gravitational lens B1608+656 with the VLA. The system was observed over a seven month period from 1996 October to 1997 May. The 64 epochs of observation have an average spacing of 3.6 d. The light curves of the four images of the background source show that the flux density of the background source has varied at the ∼5% level. We measure time delays in the system based on common features that are seen in all four light curves. The three independent time delays in the system are found to be ∆t BA = 31±7 d, ∆t BC = 36±7 d, and ∆t BD = 76 +9 −10 d at 95% confidence. The uncertainties on the time delays are determined by Monte Carlo simulations which use fake light curves that have the characteristics of the observed light curves. This is the first gravitational lens system for which three independent time delays have been measured. A companion paper presents a mass model for the lensing galaxy which correctly reproduces the observed image positions, flux density ratios, and time delay ratios. The last condition is crucial for determining H 0 with a four-image lens. We combine the time delays with the model to obtain a value for the Hubble constant of H 0 = 59 +8 −7 km s −1 Mpc −1 at 95% confidence (statistical) for (Ω M , Ω Λ ) = (1, 0). In addition, there is an estimated systematic uncertainty of ±15 km s −1 Mpc −1 from uncertainties in modeling the radial mass profiles of the lensing galaxies. The value of H 0 presented in this paper is comparable to recent measurements of H 0 from the gravitational lenses 0957+561, PG 1115+080, B0218+357, and PKS 1830−211.
+9
−10 d at 95% confidence. The uncertainties on the time delays are determined by Monte Carlo simulations which use fake light curves that have the characteristics of the observed light curves. This is the first gravitational lens system for which three independent time delays have been measured. A companion paper presents a mass model for the lensing galaxy which correctly reproduces the observed image positions, flux density ratios, and time delay ratios. The last condition is crucial for determining H 0 with a four-image lens. We combine the time delays with the model to obtain a value for the Hubble constant of H 0 = 59 +8 −7 km s −1 Mpc −1 at 95% confidence (statistical) for (Ω M , Ω Λ ) = (1, 0). In addition, there is an estimated systematic uncertainty of ±15 km s −1 Mpc −1 from uncertainties in modeling the radial mass profiles of the lensing galaxies. The value of H 0 presented in this paper is comparable to recent measurements of H 0 from the gravitational lenses 0957+561, PG 1115+080, B0218+357, and PKS 1830−211.
Subject headings: distance scale -galaxies: individual (B1608+656) -gravitational lensing
Introduction
Even before the discovery of the first gravitational lens system, a technique for using gravitational lenses to measure the distance scale of the universe had been developed (Refsdal 1964) . The technique requires a lens system in which multiple images of the background source are formed. A "map" of the geodesics along which the light travels to form the images is constructed and used to predict the differences in light travel times along the geodesics. If the background source is variable, these time delays can be measured as each image varies in turn. The ratios between the observed and predicted delays give the Hubble constant in the assumed world model (Ω M , Ω Λ ). The use of gravitational lenses for determining H 0 has major advantages over traditional "distance ladder" approaches. First, the technique gives a direct estimate of H 0 at cosmological distances, where the effects of peculiar velocities are minimal. Second, this measurement of H 0 is obtained in one step, without the propagation of errors inherent in the distance ladder approach.
With the discovery that the "double quasar" 0957+561 A,B was a lens system (Walsh et al. 1979) , the effort to use lenses to measure H 0 began in earnest. For many years the effort was hindered by both the paucity of known lens systems and the difficulty in measuring time delays in the systems. In fact, an unambiguous time delay has only recently been measured in 0957+561 in spite of over ten years of intensive monitoring (Kundić et al. 1995; Kundić et al. 1997; Oscoz et al. 1997; Haarsma et al. 1999 ). Another of the earliest known lenses, PG 1115+080 (Weymann et al. 1980) , has also just produced measurable time delays (Schechter et al. 1997 ). However, we may have entered a new era for time delay measurements from gravitational lenses. One reason for this is the accelerated rate of discovery of new lenses from systematic radio surveys. The Jodrell-VLA Astrometric Survey (JVAS; Patnaik et al. 1992; Browne et al. 1998; Wilkinson et al. 1998 ) has produced 6 new lenses, and time delays have been measured for one of them (B0218357; Biggs et al. 1999) . The ongoing Cosmic Lens All-Sky Survey (CLASS; Myers et al. 1999 ) has found 12 new lenses since it began in 1994. This paper reports the first measurement of time delays from a CLASS lens.
The CLASS project is a large search for gravitational lenses with the VLA, with an explicit goal of finding lens systems which can be used to measure H 0 . The gravitational lens B1608+656 (RA: 16 09 13.956, Dec: +65 32 28.971, J2000) was observed in the first phase of CLASS and was immediately recognized as a lens system. The radio discovery image shows four unresolved components in a typical lens geometry see Fig. 1 for a map of the system). The system was also discovered in a search for gigahertz-peaked spectrum sources and was found to be the lensed core of a classical radio double source (Snellen et al. 1995) . Further investigations of the system have provided data crucial for using the system for measuring H 0 . We have measured the lens redshift (z ℓ = 0.630; Myers et al. 1995) and source redshift (z s = 1.394; Fassnacht et al. 1996) . Optical and infrared observations taken with the Hubble Space Telescope reveal that the background source is being lensed by a pair of possibly merging galaxies (Jackson et al. 1997) . The positions of the lensing galaxies relative to the lensed images are important constraints on models of the lensing potential (Koopmans & Fassnacht 1999 ; hereafter Paper 2). The HST images also show arcs due to the lensing of stellar emission from the background source. These arcs could be used as further constraints of the lens model.
Flat-spectrum cores of radio galaxies such as the lensed object in B1608+656 are often variable. To test for variability in the B1608+656 background source, we made several observations of the system with the VLA, separated by time-scales of months. These data showed that the flux density of the background source varied by up to 15%. The variability makes B1608+656 an excellent candidate for a dedicated monitoring program to determine time delays. This paper presents the results of VLA monitoring from October 1996 to May 1997. These observations have resulted in the measurement of the three independent time delays in the B1608+656 system and a subsequent determination of H 0 . The Hubble constant is expressed as H 0 = 100 h km s −1 Mpc −1 . Throughout this paper we assume (Ω M , Ω Λ ) = (1, 0). The effect of varying the cosmological model is treated in Paper 2.
Observations
We observed B1608+656 between 1996 October 10 and 1997 May 09, during which time the VLA was in the A, BnA, and B configurations. The 64 epochs were separated, on average, by 3.6 d. The obser-vations were carried out at 8.5 GHz, giving angular resolutions ranging from 0.
′′ 25 to 0. ′′ 7 in the different array configurations. The observations are summarized in Table 1 . The typical observation is 60 min long and includes scans on B1608+656, a flux calibrator (3C 286 or 3C 48), a phase calibrator (1642+689) chosen from the VLA calibrator list (Perley & Taylor 1999) , and two secondary flux calibrators (1634+627 and 1633+741). The secondary flux calibrators are nearby steep-spectrum sources that are not expected to vary over the time-scales of the observations. We observe these sources to determine corrections for errors in the absolute flux calibration from epoch to epoch. The basic observing pattern is:
• 1642+689 (1 min on source)
• 1634+627 (1 min on source)
• B1608+656 (4-6 min on source)
• 1633+741 (2 min on source)
A typical 60 min observation begins with a 9 -10 min scan (including slew time) on the flux calibrator, contains three repetitions of the basic pattern on B1608+656, and ends with scans on 1642+689 (1 min) and the flux calibrator again (∼3 min). For the few observations that are 30 min or 90 min in length, the number of repetitions of the basic pattern is altered.
Data Reduction

Calibration
The data reduction is separated into two major steps, calibration and mapping. The data for each epoch are calibrated using standard routines in the NRAO data reduction package AIPS. Before calibration, the data quality for all sources is assessed and bad points are flagged with the EDITA and TVFLG tasks. Both of the flux calibrators are heavily resolved by the VLA in A configuration at 8.5 GHz. Hence, we cannot treat the calibrators as point sources without limiting the number of baselines that can be used to calculate phase and gain solutions. In order to increase the number of baselines available for the calculations, we create models of 3C 286 and 3C 48 that incorporate the extended emission from the sources. We combine observations from several epochs with the DBCON task in AIPS. The resulting data sets have excellent (u, v)-plane coverage, from which we can make high dynamic-range maps. The mapping, which is performed in the DIFMAP package (Shepherd 1997) , consists of alternating iterations of CLEANing (Högbom 1974) and self-calibration. The final lists of CLEAN components are read back into AIPS and serve as the calibrator models.
The procedures for the phase calibrator are simpler because the emission from 1642+689 is dominated by an unresolved component. Thus, the assumption that 1642+689 is a point source leads to adequate phase and gain solutions. These calibration solutions are applied to the B1608+656, 1633+741, and 1634+627 data.
Source Maps
We map the data and determine flux densities using the DIFMAP package. We do not expect to see any structural changes over the course of the observations; only changes in flux densities should be observed. To treat the data from each epoch in a uniform fashion and to shorten the mapping procedure, we create models of the observed source structures from high dynamic-range maps. For epochs with noisy data, these models are needed to fix the locations of the regions of low surface brightness emission, which otherwise would not be well-constrained by the data.
To make the high dynamic-range maps of each source, we combine 13 high-quality data sets from A and B configuration observations with the DBCON task. The combined data sets, which have excellent (u, v) coverage, are then mapped in DIFMAP. All the maps are made with natural weighting. The secondary flux calibrators, which have significant emission from extended structures, are mapped by using an iterative cycle of CLEANing and self-calibration. Both phase and amplitude self-calibration are used. The models for these sources consist of the final lists of CLEAN components. The emission from B1608+656 is dominated by the four unresolved images of the background source (Fig. 1) . Hence, instead of CLEANing the data, we assign point-source model components to the four images of the background source. We then use the DIFMAP modelfit function, which varies the component positions and flux densities to obtain the best fit to the (u, v)-plane visibilities. The model fitting iterations are alternated with phase and amplitude self-calibration. In later rounds of the model fitting, several nearby weak sources are seen in the residual maps. These sources are included in the model for the last few iterations of the model fitting. The nearby sources can be seen in Fig. 2 ; their locations and flux densities are listed in Table 2 . The first step in the mapping procedure at each epoch is to read in the data and perform a phaseonly self-calibration against the model of the source. This procedure aligns the phase center of the observation with that of the model and eliminates the need for many early steps of cleaning and self-calibration. After this point, the procedures used for B1608+656 differ from those used for the secondary flux calibrators, as discussed below.
B1608+656
For each epoch, we determine the flux densities of the four lensed images in the B1608+656 system as follows. After the initial phase self-calibration step, the model described in the previous section is varied to find the best fit to the (u, v)-plane visibilities for that epoch. The component positions are held fixed and only the flux densities are allowed to vary. After several iterations of model fitting, another phase selfcalibration is performed against the new model and more iterations of the model fitting are performed. At this point, the component flux densities and the RMS noise in the residual map are recorded in a log file (the "phasecal" data set). We then perform an overall gain calibration on the data, getting one gain correction per antenna for the observation. Typical gain corrections are on the order of 1 -2%. Another round of model fitting is performed and the final component flux densities and RMS noise in the residual map are recorded in the log file (the "gscale" data set). We record the two separate data sets in case the gain calibration introduces any errors which may bias the subsequent analysis. All subsequent analysis is performed on both data sets and no significant differences are seen in the results.
Secondary Flux Calibrators
The steep-spectrum secondary flux-density calibrators contain significant extended emission and should not vary over the course of the observations. We expect that any observed variations in flux density are due to errors in the absolute flux calibration, and as such can be expressed as an overall scaling of the model CLEAN component flux densities. That is, Fig. 1 .-Map of B1608+656 from observation on 1996 November 18. The contours are (−3, 3, 6, 12, 24, 48, 96, 192, 384, 768) times the RMS noise level of 0.035 mJy/beam. The map is made by fitting point source components to the (u, v) data and restoring with a 0.
′′ 33×0. ′′ 23 restoring beam. , showing the lens system and nearby radio sources. The object labelled "1608" consists of the four components shown in Fig. 1 . Objects "N" and "S" correspond to the northern and southern radio lobes of B1608+656 seen in low frequency maps (Snellen et al. 1995) .
the CLEAN component flux densities should not vary with respect to each other. The task of finding the overall flux density of these sources is thus simplified into finding the scale factor (µ) that, when multiplied by the component flux densities, gives the best fit to the data. To find the best-fit scaling for each data set, we create 11 scaled model files, based on the CLEANcomponent models described above. The 11 files have µ ranging from 0.9 to 1.1 in steps of 0.02. Each of the scaled models is compared to the (u, v)-plane visibilities and a reduced χ 2 goodness-of-fit value is returned. We then fit a parabola to the points in the reduced-χ 2 curve and find the value of µ which corresponds to the minimum reduced χ 2 . This scaling gives the total flux density of the source at that epoch.
Light Curve Editing
Moore & Hewitt (1997), in their analysis of the 15 GHz light curves of the gravitational lens MG 0414+0534, developed objective criteria to flag questionable data. They deleted from their light curves all points associated with observations with the following conditions: the telescope elevations were less than 30
• , the wind speed was greater than 10 m/s, or there was precipitation. We have noted all epochs satisfying their criteria in the "Comments" column of Table 1 . However, we are able to include many of these points in our analysis because observations at 8.5 GHz are less sensitive to the observing conditions than are observations taken at 15 GHz. As such, we have only ex-cluded epochs for which the data are severely affected by the observing conditions. This assessment is made by examining the light curves of the secondary calibrator sources. All epochs for which the flux densities of the calibrators deviate by more than 15% from the mean value are deleted. Only two days are deleted after the application of this criterion: 376 and 382 (MJD−50000). Note that epoch 376 satisfies two of the flagging criteria defined by Moore & Hewitt. At epoch 382, the system temperatures for all of the telescopes were in the range 100 -200 K, as compared to the 30 -50 K system temperatures measured for all other epochs. These high system temperatures may have resulted from the fact the subreflectors of several of the antennas had frozen prior to the observation and had just thawed. The signal-to-noise ratio of the maps for epoch 382 were so low that no useful information could be extracted from them. The final edited light curves contain 62 epochs, with an average spacing of 3. 
Secondary Flux Calibration and Final Light Curves
The normalized light curves of the secondary flux calibrators are shown in Fig. 3 . As expected for nonvariable sources, the light curves are close to constant. The scatter about the mean is small, with the exception of a few outlying points. All of these outlier points are due to bad observing conditions. The five worst points, for example, occur on days 390, 402, 427, 474, and 532, all of which experienced high winds, precipitation, or both (Table 1) . Because of these outliers, the formal calculation of σ overestimates the width of the error distribution. Consequently, we have estimated σ using the interquartile range (IQR), which is less affected by the outliers. For a Gaussian distribution, σ = 0.741 * IQR. For the secondary flux calibrators, we obtain σ = 0.7% and σ = 1.1% for 1634+627 and 1633+741, respectively. Gaussian distributions with these values of σ are reasonable fits to the data (see Fig. 3 ).
The light curves of the two secondary flux calibrators track each other extremely well, suggesting that the observed variations are due to errors in the absolute flux calibration of the data rather than any intrinsic variability of the sources. Because of this, we can use the light curves of the secondary flux calibrators to remove residual flux calibration errors in the B1608+656 component light curves. We create a calibration correction curve by first normalizing the light curves of the secondary flux calibrators and then averaging the two normalized fluxes at each epoch. We then apply the secondary flux calibration by dividing the B1608+656 component light curves by the calibration correction curve. The correction is effective in reducing the scatter in the B1608+656 light curves, as can be seen by comparing Fig. 4 to Fig. 5 . The corrected component light curves are listed in Table 3 . An electronic version of the light curve table may also be obtained from http://www.nrao.edu/~cfassnac/1608flux.tab.
The errors on the final flux densities in Table 3 are a combination of additive and multiplicative terms. The additive uncertainty is well-approximated by the RMS noise in the residual map at the end of the model-fitting. The multiplicative term is indicative of how well the model-fitting procedure is able to find the "true" total flux density of a source. We estimate this error by calculating the ratio of the flux densities of 1634+627 and 1633+741, which we expect not to vary with respect to each other. The flux density ratio is not affected by errors in the absolute flux calibration, so any scatter in the ratio can be attributed to errors in the model fitting procedure. From the scatter in the flux density ratio, we estimate the fractional error in the component flux densities to be 0.9%; the product of the component flux densities and this value gives the multiplicative uncertainty. The final errors on the flux densities are a combination in quadrature of the additive and multiplicative terms. For the three brightest components (A, B, and C), the multiplicative terms dominate; for component D the multiplicative and additive terms are comparable.
The flux density of a lensed image of the background source is µ i S ν , where S ν is the true flux density of the background source and µ i is the magnification associated with the i th (unresolved) image. Similarly, the lensed images will vary by µ i dS ν if the flux density of the background source changes by an amount dS ν . Hence, any variations in the B1608+656 component light curves that are due to variations in the background source must have the same fractional amplitudes in all four curves. A, B, C, and D, respectively. All four light curves show variations in flux density at the ∼5% level, and there are common features that can be seen in each. Each light curve shows a rise of ∼5% in flux density, followed by a plateau lasting ∼20 d and then a drop of ∼4%.
Determination of Time Delays
Models of the B1608+656 system predict that, if the background source is variable, the lensed images will vary in the order B → A → C → D Paper 2) . This is, in fact, the behavior seen in the B1608+656 light curves. In order to determine time delays between component B and the other three components, we have used three statistical methods: (1) smoothing and χ 2 minimization, (2) smoothing and cross-correlation, and (3) dispersion analysis (Pelt et al. 1994 (Pelt et al. , 1996 (Pelt et al. , 1998 . The methods are discussed below. All of the analysis has been performed on both the "phasecal" and "gscale" data sets ( §3.2.1). No significant differences in the results are seen, so we present only the results from the "gscale" set in the subsequent discussion.
Methods Using Smoothing/Interpolation
The first two methods of determining the time delays from the B1608+656 light curves require that the observed data be transferred onto a regular grid. Some previous determinations of time delays (e.g., Kundić et al. 1997; Biggs et al. 1999 ) have accomplished this transfer by linear interpolation of the data. However, the flux density variations seen in the B1608+656 images are small compared to the noise in the curves; therefore, linear interpolation can amplify noise spikes. In contrast, smoothing reduces the effects of noise compared to the true variations, if the variations have typical time-scales significantly longer than the sampling interval. We smooth and re-sample the data by calculating the weighted mean of points within a smoothing window that is moved from the beginning to the end of the observations in regular steps. The step size is set to one day.
We smooth each light curve with several different functions to avoid biasing the results by our choice of weighting function or window size. For completeness, we also include the results obtained from interpolating the data by piecewise linear interpolation. We use the following smoothing schemes: (1) boxcar-weighted mean, (2) triangle-weighted mean, (3) Gaussian-weighted mean, (4) boxcar-weighted mean with a variable-width smoothing window, and (5) triangle-weighted mean with a variable-width window. In the last two schemes, the width of the smoothing window is varied such that the same number of points are always included in the window. We use 3, 5, and 7 point windows for these methods. For the fixed-width window schemes, we smooth with window widths of 5, 10, and 15 d. The Gaussian smoothing scheme uses values of σ equal to 3, 5, and 7 d. In addition to multiplying by the value of the smoothing function, the data points are also variance-weighted. Thus, the overall weighting on a point at t = t i which is being used to calculate a weighted mean at t = t k is:
where g(t) is the value of the smoothing function (e.g., g(t) = 1 for boxcar smoothing), σ i is the uncertainty on the flux density at t = t i (calculated in §3.4), and the sum is over the points used to calculate the mean. The variance of the weighted mean y at t = t k in the smoothed curve then becomes
and σ y,k is taken as the uncertainty in the smoothed flux density at that step.
χ 2 Minimization
For the χ 2 minimization technique, we compare two light curves, one of which is designated the "control" curve and the other of which is designated the "comparison" curve. Both curves are smoothed, and then the comparison curve is multiplied by a scale factor µ so that its mean flux density is comparable to that of the control curve. After this scaling, the comparison curve is shifted in time by an amount τ with respect to the control curve. We form a grid of (µ, τ ) pairs and calculate the χ 2 statistic at each grid point. The step size for τ used in the grid is 1 d and the minimum and maximum shifts are set to ±114 d, i.e., half of the total length of the observations. The amplitude scale factors are set as percentages of the scale factor µ 0 that equalizes the mean flux densities of the two curves being compared. The scale factors used in the grid range from 0.9µ 0 to 1.1µ 0 , in steps of 0.001µ 0 .
One result of the smoothing and interpolation performed on the input light curves is that the points in the interpolated curves are no longer independent. When computing the reduced χ 2 statistic we estimate an effective number of independent points, N ef f , in the overlapping region between the shifted and unshifted curves. This quantity is set to the number of points that would have been present in the overlapping region if the original light curves had been regularly sampled at the average spacing of 3.7 d. This simplifying assumption should not significantly affect the quantity in which we are interested, which is the location of the minimum on the χ 2 surface. In fact, the χ 2 -minimization method finds delays that match closely those found from the completely noninterpolative dispersion method ( §4.2), indicating the robustness of the delays determined from this method.
We repeat the χ 2 minimization three times, once for each independent pair of light curves. The component B light curve is always taken as the control curve. In the three repetitions of the χ 2 minimization, the comparison curves are A, C, and D, respectively. The minimum delay is found by fitting a parabola to the points at the minimum of the gridded χ 2 curve. Table 4 summarizes the results. Typical goodness-of-fit curves for the three pairs of light curves are shown in Figure 6 .
Cross-correlation
For the cross-correlation calculations the component B light curve is once again taken as the control curve. Before the cross-correlations are performed, both the comparison and control curves are smoothed and then divided by their mean values over the observations. The normalization by the mean value puts the fractional variations in the light curves at the same level. The cross-correlation functions are computed in the time domain, with the value at each lag calculated in the standard fashion:
where s 2 jk is the covariance defined by
and N is the number of overlapping points (e.g., Bevington 1969) . Note that in x ij or σ ij , the first sub- 
where the means are weighted means,
The cross-correlation calculations are repeated for all of the smoothing functions described in §4.1. In all cases, clear peaks in the cross-correlation curves are seen. Typical curves are shown in Fig. 7 . The lags at which the peak correlation coefficients occur are given in Table 4 . The average displacement between the cross-correlation and χ 2 minimization lags for each pair of curves is less than one day.
Dispersion Analysis
The dispersion analysis methods presented by Pelt et al. (1994 Pelt et al. ( , 1996 Pelt et al. ( , 1998 do not involve any interpolation of the component light curves. These methods thus have the advantage of avoiding effects introduced by the interpolation and smoothing associated with the methods discussed in §4.1. The dispersion analysis begins with the construction of a composite curve C k (t k ) from two input light curves A i and B j . Curve A i is not modified, while curve B j is scaled by a flux density ratio µ and shifted in time by a delay τ , i.e. (Pelt et al. 1996) . We have used a grid of (µ, τ ) pairs to construct the C k curves. Aside from changing the spacing on the delay axis to 0.5 d, the grid limits and spacings are the same as those used in the χ 2 minimization analysis presented in §4.1.1. The internal dispersion in each curve is calculated, and the grid point associated with the minimum dispersion is recorded. In our analysis of the B1608+656 light curves we calculate dispersions using the nonparametric D 2 2 and the one-parameter D 2 4,2 statistics, where the notation is taken from Pelt et al. (1996;  note that these statistics are called D calculated using only immediately adjacent points in the composite curve, with the caveat that a pair of points only contributes to the dispersion if the two points are from different input curves. The D 2 4,2 dispersion is similar, but uses all pairs of points that lie within a time range δ of each other. For a detailed description of these estimates, see Pelt et al. (1996) . Table 6 gives the results for the D 2 2 analysis and the D 2 4,2 analysis with several values of the δ parameter. The results do not depend strongly on the value of δ and are consistent within the errors ( §5.2) with the results from the χ 2 minimization and crosscorrelation analyses. The dispersion spectra plotted in Fig. 8 are cuts through the (µ, τ ) grid at a value of µ corresponding to the minimum dispersion.
Time Delays
There is some scatter in the results presented in Tables 4 and 6 , which is not surprising considering the low levels of variation and sparse sampling of the light curves. However, the scatter is small compared with both the length of the time delays and the uncertainties in the delays that we find from the Monte Carlo simulations in §5.2. For each of the three methods used to find the delays (χ 2 minimization, crosscorrelation, and dispersion analysis), we take the median values of the delays in Tables 4 and 6. The three median values for each delay are then averaged to obtain ∆t BA = 31 d, ∆t BC = 36 d, and ∆t BD = 76 d. The median flux density ratios, computed in a similar manner, are found to be S A /S B = 2.0418, S C /S B = 1.0376, and S D /S B = 0.3512. We shift the light curves by the mean delays and normalize them using the mean flux density ratios to create a composite light curve of the background source (Fig. 9) . A composite curve constructed from the smoothed and interpolated component light curves is shown in Fig. 10 .
Monte Carlo Simulations
Significance of Light Curve Correlations
The variations seen in the B1608+656 light curves are not large, either in a fractional or absolute sense, compared to what has been seen in other lens systems. The fractional variations seen in B0218357, 0957+561, and PG 1115+080 are all two to three times larger than those seen in B1608+656 (Biggs et al. 1999; Kundić et al. 1995 Kundić et al. ,1997 Schechter et al. 1997) , and PKS 1830−211 shows 50% variations in flux density (although the time delay measurement is based on smaller variations; Lovell et al. 1998) . A sceptic might argue that the correlations between the B1608+656 light curves are not significant and could be duplicated by any set of light curves containing random scatter about a constant value.
In theory, the value of the correlation coefficient can be used to assess the significance of the correlation. With the coefficient, r calculated as described in §4.1.2, the probability of obtaining a value ≥ r from two uncorrelated curves of Gaussian-distributed random variables is
where
and ν = N − 2 (e.g., Bevington 1969) . However, the smoothing and interpolation performed on the sparsely sampled B1608+656 light curves makes the interpretation of the significance of the value of r complicated. The difficulty lies in assessing the number of independent points in the curves at each lag. Monte Carlo simulations show that the number of independent points cannot be estimated simply as the width of the overlap region divided by the width of the smoothing window (i.e., the number of smoothing windows in the overlap region). This calculation underestimates the number of independent points in the region. Because it is difficult to determine the significance of the correlation analytically, we perform Monte Carlo simulations to find the significance empirically. In the simulations, we calculate correlations between light curves consisting of randomly distributed data. To create random light curves with the same distribution of flux densities as seen in the data, we simply randomize the time series for the component light curves while preserving the flux densities at their measured values. By randomizing the times at which the flux densities are measured, we destroy any possible correlations between the curves. Each light curve is randomized independently to avoid correlations at zero lag which are associated with measurement errors.
The simulations are conducted with 3000 sets of randomized curves. Each set of light curves is processed in the manner described in §4.1.2 and produces three sets of correlation curves (B-A, B-C, and B-D). All values of the correlation coefficient are recorded. The distributions of the cross-correlation values obtained from the 10 d boxcar smoothing scheme are shown in Fig. 11 . The empirical probabilities of obtaining at least the observed peak values, which are indicated by the vertical dashed lines in the figure, from uncorrelated curves are all low, with P (|r| ≥ |r A |) = 2.8 × 10 −4 , P (|r| ≥ |r C |) = 4.3 × 10 −3 , and P (|r| ≥ |r D |) < 1.5 × 10 −6 . It is even more unlikely that three pairs of randomized curves could produce three such anomalously high cross-correlation peaks. There can thus be no significant doubt that the correlations we measure are real.
Uncertainties in Time Delays and Flux Density Ratios
The time delay measurement uncertainties contribute directly to the error budget for measuring H 0 with a gravitational lens. In particular, the fractional uncertainties in the time delays contribute a matching fractional uncertainty in H 0 , i.e.,
We estimate the uncertainties in the time delays by performing Monte Carlo simulations of the observations. In the simulations we assign time delays between the pairs of light curves and then see how well we can recover the input delays. We also use the simulations to estimate the uncertainties in the flux density ratios, which are necessary for modeling the lensing potential (Paper 2). We produce fake curves with the same characteristics as our real data by smoothing the composite light curve (Fig. 9 ) with a 10 d boxcar filter. This normalized and smoothed curve is the master light curve for the simulations, representing the assumed true behavior of the background source. The offsets between the points of the composite curve and the master curve are distributed as a zero-mean Gaussian with σ = 0.014. Note that this is a fractional value since all of the light curves have been normalized to create the master light curve. The Gaussian distribution is used to generate the random offsets for the simulations. The appropriate rescaling of the random offsets is achieved through Equation 11. We note that smoothing procedure used in constructing the master curve destroys information on possible short-timescale variations. Thus, if such short-term variations do exist, their effects will be attributed to measurement and calibration errors in this method. However, given the low level of variability of the background source during the observations and the sparse sampling, it is difficult to distinguish any possible short-term variations from measurement error. Thus, we accept σ = 0.014 as an indication of the measurement error, but with the caveat that the uncertainties in the time delays derived from the Monte Carlo simulations described below may be over-estimated.
For each round of the simulation we generate four sparsely-sampled fake light curves. The flux density for component j at a time t i in the fake curves is given by:
where S 0 (t) is the normalized master flux density, the R j are the input flux density ratios (2.0418, 1.000, 1.0376, and 0.3512), the ∆t j are the input time delays (31 d, 0 d, 36 d, and 76 d), and n ij is the random offset. The four curves are sampled with the pattern used in the observations (see Table 1 ). The flux density error at each point in the sparsely-sampled curves is set to the observed flux density error for that epoch (see §3.4).
The fake curves are processed in the manner described in §4. The best-fit time delays and flux density ratios for each simulation are recorded. Histograms of typical distributions of time delays from 10,000 repetitions of the above procedure are shown in Fig. 12 . The distributions are non-Gaussian, both in the shape of the peak of the distribution and in the long tail of outliers at negative delays. Thus, we determine the confidence limits by finding the range of delays inside which 95% of the simulation results lie, rather than fitting a Gaussian to the distribution. The limits are chosen such that the minimum range of delays that encloses both the median value and 95% of the simulation results is found. The results for the χ 2 minimization and cross-correlation techniques are given in Table 7 . We conservatively take the broader distribution in each case as our estimate of the 95% confidence contours. Thus, we estimate the time delays to be ∆t BA = 31 ± 7 d, ∆t BC = 36 ± 7 d, and ∆t BD = 76 +9 −10 d at 95% confidence. We have also run Monte Carlo simulations in which the sampling pattern is varied, following the method used in Biggs et al. (1999) . The distributions of time delays do not differ significantly from those presented above. 
Discussion
The goal of monitoring a gravitational lens system is to measure time delays that can then be combined with a model of the lensing potential to produce a measurement of H 0 . We have been successful in measuring the three independent time delays in the B1608+656 system. Paper 2 presents a model for the B1608+656 system. The model is based on the time delays and flux density ratios presented here, and on positions from VLBA ) and HST observations of the system (Jackson et al. 1997) . The lensing potential contains contributions from the two lensing objects seen in HST images of the system (Jackson et al. 1997) , each of which is modeled as an elliptical isothermal mass distribution. The effects of varying the positions of the lensing galaxies, of changing the nature of the lensing galaxy cores (singular or non-singular), and of departing from an isothermal profile are all explored. The best-fit model is obtained through a simulated annealing process. It correctly reproduces the positions and flux density ratios of the lensed images (with the exception of the D/A flux density ratio). Most importantly, the predicted time delay ratios match the observed time delay ratios to within 1%. Although the individual time delays depend on the Hubble constant (∆t i ∝ h −1 ), the time delay ratios have no H 0 dependence. Thus, the model for any lens system with more than two images must correctly reproduce the observed time delay ratios if it is to be used in the determination of H 0 . In this sense, gravitational lenses which produce more than two images can put stronger constraints on lens models than can two image lenses, as long as the time delays can be measured.
The B1608+656 system is the first four-image lens for which the three independent time delays have been measured and a model correctly reproduces the time delay ratios. The best-fit isothermal model from Paper 2 predicts time delays of ∆t BA = 18.0 h −1 d, ∆t BC = 21.4 h −1 d, and ∆t BD = 44.9 h −1 d. Combining these predicted values with the observed time delays gives three individual determinations of H 0 : (H 0 ) BA = 58.1, (H 0 ) BC = 59.4, and (H 0 ) BD = 59.1 km s −1 Mpc −1 . We combine these by calculating a weighted mean of (H 0 ) 1608 = 59.0 km s −1 Mpc −1 , where the weights are derived from the uncertainties in the time delays from §5.2. Note that the B-D value dominates the mean since it has the smallest fractional uncertainty. In order to estimate the uncertainty on (H 0 ) 1608 , we use the results of the MonteCarlo simulation presented in §5.2. The distribution of time delays from the simulations are converted into distributions of H 0 by dividing the predicted delays from the Paper 2 model by the simulation results. The resulting H 0 distributions from the B-A, B-C, and B-D delays are combined into an overall distribution, which is shown in Fig. 13 . The confidence limits are estimated by finding the ranges that enclose 68, 90, and 95% of the data. The resulting 95% confidence limits are (H 0 ) 1608 = 59 +8 −7 km s −1 Mpc −1 . These confidence limits are very close to the statistical 95% limits derived from the lens model, which includes H 0 as a model parameter (59 +7 −6 km s −1 Mpc −1 ; Paper 2).
The above estimates of the uncertainties in the determination of H 0 have not included the systematic effects from the choice of the radial mass profile in the lens modeling. The estimated systematic error is ±15km s −1 Mpc −1 (Paper 2). It may be possible to reduce this error by modeling the extended lensed stellar emission from the background source, as has been done with the radio Einstein ring MG 1654+1346 (Kochanek 1995) . This modeling approach is being conducted by Surpi & Blandford (private communication) .
Summary
We have presented the results of an intensive program of monitoring the four-image lens system B1608+656 with the VLA. The component light curves show ∼5% variations in flux density from which we have measured the three independent time delays in this system: ∆t BA = 31 ± 7 d, ∆t BC = 36 ± 7 d, and ∆t BD = 76 +9 −10 d. These time delays are combined with the mass model of the lens presented in Paper 2 to give H 0 = 59 +8 −7 km s −1 Mpc −1 at 95% confidence (statistical) ±15 km s −1 Mpc −1 (systematic). The statistical uncertainties represent the 95% confidence interval. The statistical uncertainties in the time delays can be reduced if a stronger variation in the background source is observed, while the systematic uncertainties may be reduced through the inclusion of the lensed extended emission in the lens modeling process. Our previous observations have shown that the background source in this system has varied by as much as 15% in the past, so we are conducting another program of monitoring. If a stronger variation is detected in the new data, the uncertainties on the time delays will be reduced and the accuracy of the measurement of H 0 with this system will be improved.
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