Abstract. Linearity analysis determines which variables depend on which other variables and whether the dependence is linear or nonlinear. One of the many applications of this analysis is determining whether a loop involves only linear loop-carried dependences and therefore the adjoint of the loop may be reversed and fused with the computation of the original function. This paper specifies the data-flow equations that compute linearity analysis. In addition, the paper describes using linearity analysis with array dependence analysis to determine whether a loop-carried dependence is linear or nonlinear.
Introduction
Many automatic differentiation and optimization algorithms can benefit from linearity analysis. Linearity analysis determines whether the dependence between two variables is nonexistent, linear, or nonlinear. A variable is said to be linearly dependent on another if all of the dependences along all of the dependence chains are induced by linear or affine functions (addition, subtraction, or multiplication by a constant). A variable is nonlinearly dependent on another if a nonlinear operator (multiplication, division, transcendental functions, etc.) induces any of the dependences along any of the dependence chains.
One application of linearity analysis is the optimization of derivative code generated by automatic differentiation (AD) via the reverse mode. AD is a technique for transforming a subprogram that computes some function into one that computes the function and its derivatives. AD works by combining rules for differentiating the intrinsic functions and elementary operators of a given programming language with the chain rule of differential calculus. One strategy, referred to as the forward mode, is to compute partials as the intrinsic functions are evaluated and to combine the partials as they are computed. For example, AD via the forward mode transforms the loop in Figure 1 into the code in Figure 2 . This code would need to be executed N times, with appropriate initialization of variable d x, to compute the derivatives of f with respect to all N elements of array x. The reverse mode of AD results in less computation in the derivative code when the number of input variables greatly exceeds the number of output variables. Figure 3 shows the derivative code after applying the reverse mode. Hascoet et al. [6] observed that the forward computation and adjoint accumulation can be fused if the original loop is parallelizable. In fact, a weaker condition suffices: the two computations can be fused whenever there are no loop-carried, nonlinear dependences. The example in Figure 1 includes only one loop-carried dependence and the dependence is linear; therefore, the adjoint loop may be reversed and fused with the original loop as shown in Figure 4 .
Such transformations can result in significant performance improvements and storage savings, by eliminating the need to store or recompute overwritten intermediate quantities such as variable a. Data dependence analysis [2, 4, 17, 13 ] is used to determine whether a loop is parallelizable. Precise dependence analysis techniques can determine which variables are involved in a loop-carried dependence. In the example of Figure 1 , such techniques can determine that there is a loop-carried dependence involving the variable f and itself. In this paper, we present a technique for determining if the loop carried dependence is linear or nonlinear.
We present a data-flow formulation for linearity analysis. Linearity analysis determines which variables depend linearly or nonlinearly on which other variables. The result of the analysis is a determination of the non-existence or existence of a dependence between all pairs of variables in a program and the nature of the dependences if it exists. Determining if a loop-carried dependence is linear only requires checking whether the dependence between the variables involved in the loop-carried dependence is linear. For the example in Figure 1 , the analysis summarizes the dependences between variables as shown in Table 1 .
Formulation of Linearity Analysis as a Data-flow Analysis
Linearity analysis can be formulated as a forward data-flow analysis [10] . Dataflow analysis involves representing the subroutine to be analyzed as a control flow graph, such as the one shown in Figure 6 for the code in Figure 5 . A control flow Fig. 3 . Example loop after reverse mode automatic differentiation. Notice that the temporary variable a must be promoted to an array to store results needed in the reverse loop. is which variables are dependent on which other variables and whether that dependence is linear or nonlinear, which we refer to as the dependence class. The analysis assigns each ordered pair of variables a value from the lattice shown in Figure 7 . For example, in the statement x = 3*z + y**2 + w/(v*v),
x has an linear dependence on z ( x, z , linear ), a nonlinear dependence on y ( x, y , nonlinear ), a nonlinear dependence on w ( x, w , nonlinear ), and a nonlinear dependence on v ( x, v , nonlinear ). The DEP S set is defined in Table 2 , where k represents an integer constant value or variable, v and w represent variables in the set of all variables V , anyop represents any operation, and power represents the power operation.
| v1 = v2 and v1, class1 ∈ DEP S(e1) and v2, class2 ∈ DEP S(e2)} ∪ { v, nonlinear) | v, class ∈ DEP S(e1) and v / ∈ DEP S(e2) } ∪ { v, nonlinear) | v, class ∈ DEP S(e2) and v / ∈ DEP S(e1) } e1 power 1 { v, (linear class) | v, class ∈ DEP S(e1) e1 power k { v, (nonlinear class1) | v, class ∈ DEP S(e1)} Table 2 . Definition of the DEP S set for each expression.
The worst-case complexity of linearity analysis is O(N 4 (E + V )), where N is the number of variables, E is the number of edges in the control-flow graph, and V is the number of nodes in the control flow graph. Each pair of variables has a lattice value associated with it, and there are N 2 pairs. Each lattice value may be lowered at most twice; therefore, the graph may be visited 2 * N 2 times. The size of the graph is E + V . When each node is visited, the computation may apply meet and transfer operations to each variable pair, O(N 2 ).
Detecting Nonlinear Loop Carried Dependences
Data dependence analysis provides information about which variable references are involved in loop-carried dependences. If a particular variable is involved in a loop-carried dependence, and the variable depends on itself nonlinearly based on the results of linearity analysis, then the loop may involve a nonlinear loop carried dependence.
Limitations
As formulated, linearity analysis is incapable of determining that the loop shown in Figure 8 One can prove that there are no nonlinear, loop-carried dependences if the data-flow analysis is done on a use-by-use basis. This approach could be much more expensive than basic linearity analysis. In order to achieve higher precision at a reasonable cost, while reusing as much analysis as possible, a closer coupling between linearity analysis and data-dependence analysis may be required.
Other Applications
Linearity analysis is also useful for a sort of "predictive slicing." In a so-called "pure" derivative computation [8] , one wants to compute only the derivatives of a function and not the function itself. However, by default AD produces code that computes both the function and its derivatives. A primary reason is that many of the intermediate function values are required to compute derivatives. However, when it can be determined that the dependent variables depend only linearly on an intermediate function value, then that intermediate value is not needed in the derivative computation. Therefore, the generated derivative code may omit the computation of these intermediates. This is equivalent to generating the derivative code, then performing a backward slice [16] from the derivative variables. Figure 9 illustrates the use of predictive slicing on the example of Figure 1 . The dependent variables f and g depend nonlinearly only on a and x; therefore, b, c, f, and g don't need to be computed and even the value of independent variable y is not needed.
Linearity analysis can be combined with array data flow analysis to identify functions f (x) : R n → R that can be decomposed into the form:
where each F i is a function of only a few elements of the vector x. Such a function is said to be partially separable. The Jacobian of F (x) : R n → R m is sparse and this sparsity can be exploited using compression techniques [1] . The gradient of f is the sum of the rows of this Jacobian. Thus, gradients of partially separable functions can be computed efficiently using the forward mode.
Linearity analysis is also directly useful in numerical optimization. Optimization algorithms distinguish between linear and nonlinear constraints in order to reduce the cost of derivative evaluations (the derivatives of linear constraints are constant), to reduce the problem size via preprocessing, and to improve the performance of the optimization algorithm. Experimental results from Gould and Toint [5] indicate that preprocessing of the linear and bound constraints reduces the number of constraints by 19% and the total time to solution by 11% on average. Combined with the added savings from fewer constraint evaluations, derivative evaluations, and faster convergence, the savings can be substantial. Preliminary experiments indicate that when all constraints can be identified as linear, savings of 50% or more are possible.
Related Work
Karr [9] and Cousot [3] determine linear equalities and linear inequalities between variables. The focus for such techniques is to find program invariants for use with automated reasoning tools. More recent research [12, 14] discovers a subset of nonlinear relationships, polynomial relationships of bounded degree. None of these techniques distinguishes between a nonlinear dependence and a lack of dependence. Therefore, they are not suitable for the types of program optimization we have described. To-be-recorded (TBR) analysis [7] identifies the set of variables that are needed for derivative computation and thus must be recorded if overwritten. This analysis is similar to linearity analysis, but includes index variables, excludes variables that are never overwritten, and does not identify pairwise dependence. Linearity analysis can be readily extended to polynomial degree analysis. We have also extended polynomial degree analysis to a restricted form of rationality analysis. Polynomial degree analysis and rationality analysis have applications in code validation [11] .
Conclusions and Future Work
We have presented a formal data-flow formulation for linearity analysis. Linearity analysis has several applications in automatic differentiation and numerical optimization. In addition to the applications already discussed, linearity and polynomial degree analysis have applications in code derivative-free optimization, nonlinear partial differential equations, and uncertainty quantification. We are implementing linearity and polynomial degree analysis in the OpenAnalysis framework [15] to provide compiler infrastructure-independent analysis. We are investigating ways to tightly couple linearity analysis with dependence analysis to address the limitations discussed in Section 2.2.
