Extremal decomposition problems for p-harmonic radius by Kalmykov, Sergei & Prilepkina, Elena
Extremal decomposition problems for
p-harmonic radius
Sergei Kalmykov, Elena Prilepkina
November 9, 2018
Abstract
We extend classical results by Lavrent’ev and Kufarev concerning the
product of the conformal radii of planar non-overlapping domains. We
also extend relatively recent results for the case of domains in the n-
dimensional Euclidean space, n ≥ 3, with conformal radii replaced by
harmonic ones. Namely, we get analogues of these results in n-dimensional
Euclidean space in terms of p-harmonic radius. The proofs are based
on technique of modulii of curve families and dissymmetrization of such
families.
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1 Introduction
Extremal decomposition problems are due to well-known Lavrentiev’s inequality
r(a1, D1) · r(a2, D2) ≤ |a1 − a2|2 (1)
where r(a1, D1) and r(a2, D2) are conformal (inner) radii of planar disjoint do-
mains, ai ∈ Di, i ∈ 1, 2. The conformal radius plays an important role in
geometric function theory. Its generalization to higher dimensional domains is
known as p-harmonic radius introduced by Levitski˘i in [1]. For p = 2 we deal
with harmonic radius which has various applications to partial differential equa-
tions (see, for example, [2]). The applications of the extremal decomposition
problems to analytic functions are numerous including distortion theorem, coeffi-
cient inequalities, polynomial inequalities and other similar problems. Therefore
it is desirable to extend extremal decomposition problems to higher-dimensional
domains. In this paper we are going to obtain inequalities of a similar type as 1)
for the p-harmonic radius.
Note that, for planar domains, the inequality (1) was generalized in several
directions. The notion of Robin radius (the inner radius is a particular case
of it) was introduced in papers by V.N. Dubinin and his students (see [3] and
references therein). Some extremal decomposition problems for Robin radius
were considered there as well. The approach used there was essentially based
on the fact that the sum of harmonic functions is again a harmonic function.
In Rn, the sum of p-harmonic functions is not a p-harmonic function in general.
So it was possible only to obtain similar results for harmonic radius in [4] and
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for 2-harmonic Robin radius in [5]. In [6], W. Wang considered the n-harmonic
radius and extended the method of the harmonic transplantation to that of the
n-harmonic transplantation.
G.V. Kuz’mina, A.Yu. Solynin, E.G. Emel’yanov, A. Vasiliev, Ch. Pom-
merenke used a different approach to study extremal decomposition problems,
namely, their technique was based on the method of extremal metric (see for
example [7, 8, 9, 10, 11] and references therein).
In this paper, we also use the technique of moduli of curve families to prove
theorems on extremal decomposition for the p-harmonic radius. To formulate
our results, we need some definitions and notation.
Throughout the paper Rn denotes the n-dimensional Euclidean space con-
sisting of points x = (x1, . . . , xn), n ≥ 2, y = (y1, . . . , yn) ∈ Rn, < x, y >=∑n
i=1 xiyi is the inner product of x and y, and |x| =
√
x21 + · · ·+ x2n is the
length of a vector x ∈ Rn. For a ball and hypersphere, we introduce the follow-
ing notation: B(a, r) = {x ∈ Rn : |a−x| < r}, S(a, r) = {x ∈ Rn : |a−x| = r},
a ∈ Rn, respectively. For τ ∈ R and a ∈ Rn \ {0}, we denote by L(a, τ) = {x ∈
Rn :< x, a >= τ} a hyperplane perpendicular to the vector a. In what follows,
we need the cylindrical coordinates [ρ, θ, x′] of a point x = (x1, ..., xn) ∈ Rn,
n ≥ 2, connected with the initial coordinates by the formulas: x1 = ρ cos θ,
x2 = ρ sin θ, x′ = (x3, x4, . . . , xn).
By the rotation by an angle β, we understand the transformation: [ρ, θ, x′] 7→
[ρ, θ + β, x′].
If p > 1 then the p-Laplacian is defined as
∆pu = −div(|∇u|p−2∇u),
on Rn for u ∈ C2(Rn). For the potential theory for the p-Laplacian, we refer
to [12] and references therein. Let D be a domain in Rn, x0 ∈ D (x0 6= ∞),
δ(x0) be Dirac delta measure or function at the point x0, ωn be the volume of
the n-dimensional unit ball in Rn. It is known that, in the domain D with a
regular boundary, there exists a generalized solution uD(x, x0) ∈ C1,α(D\{x0}),
α > 0, of the following Dirichlet problem{ −∆pu = nωnδ(x0)
u = 0 on ∂D.
The function uD(x, x0) is called p-harmonic Green function of the domain D
with a pole at the point x0.
If we introduce the notation
µp(t) =
{
− log(t), p = n,
1
γ t
−γ , where γ = n−pp−1 , p 6= n,
for t > 0 then we get from the results of [13] that the difference
hp(x, x0) = uD(x, x0)− µp(|x− x0|)
belongs to the class L∞(D). The quantity Rp(x0, D) ≥ 0, such that
lim
x→x0
hp(x, x0) = −µp(Rp(x0, D)),
2
is called the inner p-harmonic radius of the domain D at the point x0 [1, 13].
For a domain D with not smooth boundary by the inner p-harmonic radius at
a point x0 ∈ D, we will call the quantity
Rp(x0, D) = supRp(x0, D
′),
where the supremum is taken over all domains with smooth boundaries and
such that D′ ⊂ D. In what follows, we will call the quantity Rp(x0, D) simply
p-harmonic radius if p 6= 2 and harmonic radius if p = 2.
Non-linearity of p-harmonic functions and the fact that the set of conformal
mappings in spaces of dimension greater than 2 is much more restricted than
in the planar case make calculations of p-harmonic radii of extremal domains
complicated. In the case when p = n, we may apply Möbius transformations.
It is easy to see that the mapping
f(x) = − a|a| +
2|a|(x+ a)
|x+ a|2
maps a point a ∈ Rn to the origin and the hyperplane L(a, 0) onto the hyper-
shpere S(0, 1). According to [6, formula (2.21)] we get
Rn(a,B
∗) = Rn(0, B(0, 1))/|f ′(a)| = |a− a˜| , (2)
where |f ′(a)| := |detDf(a)|1/n, B∗ is the half-space containing the point a and
with the boundary L(a, 0). By a˜ we denote a point symmetric to a with respect
to the mentioned hyperplane ∂B∗.
Note that if a function y = f(x) conformally maps a domain B ⊂ Rn onto
a domain B˜ ⊂ Rn and y0 = f(x0), x0 ∈ B, then we have [2, p. 196]
R2(B˜, y0) = |f ′(x0)|R2(B, x0). (3)
Using the symmetry principle for harmonic functions, it is not difficult to see [4]
that the harmonic radius of the dihedral angle B∗2k =
{
x = [ρ, θ, x′] : |θ| < pi2k
}
at the point x0 = [t, 0, 0] is
R2(B
∗
2k, x0) =
(
2k−1∑
l=1
(−1)l−1|x0 − xl|2−n
) 1
2−n
, (4)
where xl = [t, pil/k, 0], l = 1, . . . , 2k − 1, k = 1, 2, . . . .
Other special cases of calculation of p-harmonic radii that we do not use
here can be found in the following papers [2], [6].
2 Statements of main results
If we consider the function µ2(t) = − log(t) as the fundamental solution of the
Laplace equation then the inequality (1) can be written in the following form
log r(a1, D1) + log r(a2, D2) ≤ 2|a1 − a2|,
or equivalently
µ2(r(a1, D1)) + µ2(r(a2, D2)) ≥ µ2(r(a1, D∗1)) + µ2(r(a2, D∗2)), (5)
3
where D∗1 and D∗2 are half-planes with a common boundary L∗ such that the
points a1, a2 are symmetric with respect to L∗. As a corollary of the following
theorem we show that Lavrentiev’s inequality remains true for p-harmonic radii
of non-overlapping domains in the Eucledean space.
Theorem 1. Let G be a domain symmetric with respect to a hyperplane L,
a1 ∈ G, a2 ∈ G, and let points a1, a2 (a1 6= a2) be symmetric with respect to
L as well. Then for any non-overlapping domains D1 ⊂ G, D2 ⊂ G such that
a1 ∈ D1, a2 ∈ D2, we have
µp(Rp(a1, D1)) + µp(Rp(a2, D2))
≥ µp(Rp(a1, D∗1)) + µp(Rp(a2, D∗2)),
where D∗1 and D∗2 are domains obtained by division of the G by hyperplane L,
i.e. D∗1 and D∗2 are non-overlapping symmetric to each other with respect to L
domains and such that D∗1 ∪D∗2 = G \ L.
Corollary 1. Let a1, a2 be arbitrary points in Rn, D1, D2 be non-overlapping
domains in Rn, ai ∈ Di, i = 1, 2. Then
µp(Rp(a1, D1)) + µp(Rp(a2, D2))
≥ µp(Rp(a1, D∗1)) + µp(Rp(a2, D∗2)) = 2µp(Rp(a1, D∗1)),
where D∗1 and D∗2 are half-spaces with common boundary L∗ such that the points
a1 and a2 are symmetric with respect to L∗. In particular, for p = n by (2) we
obtain Lavrentiev’s inequality
Rn(a1, D1) ·Rn(a2, D2) ≤ |a1 − a2|2.
Theorem 1 also allows us to extend well-known Kufarev’s inequality con-
cerning the product of inner radii of subdomains of the unit disk [3, Section
6] to the case of n-harmonic radius. Let a1, a2 be arbitrary points of the ball
B(0, 1), a1 6= 0. The inversion y = f1(x) = a+ r2(x− a)/|x− a|2 with param-
eters a = a1/|a1|2, r2 = |a|2 − 1, preserves the ball B(0, 1) and maps the point
a1 to the origin. The second inversion z = f2(y) = b + ρ2(y − b)/|y − b|2 with
parameters
b =
1 +
√
1− |f1(a2)|2
|f1(a2)|2 f1(a2), ρ
2 = |b|2 − 1,
preserves B(0, 1) and maps the points 0 and f1(a2) to a pair of symmetric points
with respect to the origin. Therefore, the composition
ψa1,a2(x) = f2(f1(x)) (6)
preserves the unit ball and maps the points a1 and a2 to some symmetric points
c and −c respectively. If a1 = 0 then f1(x) = x. Denote by C(a1, a2) the image
of hyperplane < c, x >= 0 under the mapping ψ−1a1,a2 . It is clear that C(a1, a2)
is a "hypersphere" (either a hyperplane or hypersphere) which is orthogonal to
the sphere S(0, 1) and lies between the points a1 and a2.
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Figure 1: Example of exteremal decompositions
Corollary 2. Let a1, a2 be arbitrary points in B(0, 1), D1, D2 be non-overlapping
domains in B(0, 1), ai ∈ Di, i = 1, 2. Then
Rn(a1, D1)Rn(a2, D2) ≤ Rn(a1, D∗1)Rn(a2, D∗2))
where D∗1 and D∗2 are domains obtained by division of the ball B(0, 1) by "hy-
persphere" C(a1, a2).
An analogue of Kufarev’s inequality for p = 2, n ≥ 3 was obtained in [4,
Theorem 3]. According to this result, the quantity
−R2(a1, D1)2−n −R2(a2, D2)2−n
attains its maximum when D1 and D2 are subdomains of the unit ball that are
described by the following inequalities
Dl = {x ∈ B(0, 1) :
2∑
k=1
(−1)k+l (|x− ak|2−n − ||ak|x− ak/|ak||2−n) > 0}, l = 1, 2.
Figure 1 depicts the section of the domains Dl, l = 1, 2, by the plane
(x1, x2, 0, 0) for the case of n = 4, p = 2 with a1 = (1/2, 0, 0, 0) and a2 =
(1/3, 0, 0, 0). Also this figure shows the extremal decomposition from Corol-
lary 2 for p = n = 4. The problem of obtaining an analogue of Kufarev’s
theorem for arbitrary p > 1 is interesting and still open.
By applying (3) to the harmonic radius, we conclude that the extreme con-
figuration of Corollary 2 is preserved for the quantity(|ψ′a1,a2(a1)|R2(a1, D1))2−n + (|ψ′a1,a2(a2)|R2(a2, D2))2−n ,
where ψa1,a2(x) is defined by (6).
Corollary 3. Let a1, a2 be arbitrary points in B(0, 1), D1, D2 be non-overlapping
domains in B(0, 1), ai ∈ Di, i = 1, 2. Then(|ψ′a1,a2(a1)|R2(a1, D1))2−n + (|ψ′a1,a2(a2)|R2(a2, D2))2−n ≥(|ψ′a1,a2(a1)|R2(a1, D∗1))2−n + (|ψ′a1,a2(a2)|R2(a2, D∗2))2−n ,
where D∗1 and D∗2 are domains obtained by division of the ball B(0, 1) by "hy-
persphere" C(a1, a2).
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In the following theorem we solve the problem on extremal decomposition of
a ring or cylinder with free poles belonging to a circle. For harmonic radius, this
theorem is proved in [4, Theorem 4]. Common features of the proof also remain,
although we had to extend the technique of p-modules of curves families.
Theorem 2. Let G be either a ring K(ρ1, ρ2) = {x ∈ Rn : ρ1 < |x| < ρ2} or
a cylinder Z(ρ1, ρ2) = {[ρ, θ, x′] ∈ Rn : ρ1 < ρ < ρ2}, m ≥ 1, 0 ≤ ρ1 ≤ ρ2 ≤
∞. Then, for any points al lying on the circle O(ρ0) = {[ρ, θ, x′] : ρ = ρ0},
ρ1 < ρ0 < ρ2 and any non-overlapping domains Dl, Dl ⊂ G, al ∈ Dl, l =
0, 1, . . . ,m− 1, we have
m−1∑
l=0
µp(Rp(al, Dl)) ≥
m−1∑
l=0
µp(Rp(a
∗
l , D
∗
l )) = mµp(Rp(a
∗
0, D
∗
0)).
Here
a∗l =
[
ρ0,
2pil
m
, 0
]
and D∗l = G ∩
{
[ρ, θ, x′] :
pi(2l − 1)
m
< θ <
pi(2l + 1)
m
}
.
In particular, if m = 2k, ρ1 = 0, ρ2 =∞ by (4) we have the inequality [4]
2k−1∑
l=0
R2(al, Dl)
2−n ≥ m
2k−1∑
l=1
(−1)l+1|a∗0 − a∗l |2−n.
In the case m = 2, ρ1 = 0, ρ2 = ∞ we obtain Theorem 1 with the additional
condition that the midpoint of the segment [a1, a2] does not belong to the union
D1 ∪D2.
Note that Theorem 2 is formulated for a ring or cylinder but the proof pre-
sented below can be easily extended to any domain G invariant under arbitrary
rotations.
3 Background results
Here we mean by a "curve" a Borel set γ ∈ Rn with s(γ) > 0, where s(γ)
is one-dimensional Hausdorf measure. We need it, for example, to apply later
a dissymmetrization transformation that in a general case breaks a curve. If
we want to emphasize that a curve is understood in a standard sense as a
homeomorphic image of a segment or circle we will call it continuous curve.
Also, when we say that a curve joins two sets A and B in G we mean that this
curve is continuous and has a representation γ : [a, b] → Rn such that one of
the of the end-points γ(a), γ(b) belongs to A and the other to B, and γ(t) ∈ G
for a < t < b.
Let Γ be a family of curves in Rn. Then the p-modulus of the curve family
is the following quantity
Mp(Γ) = inf
ˆ
Rn
ρpdx,
where the inf is taken over all Borel functions ρ : Rn → [0,∞], such that the
inequality
´
γ
ρds ≥ 1 holds for every curve γ ∈ Γ. Functions ρ that satisfy the
mentioned above conditions are called admissible for the curve family Γ and the
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set of all such functions is denoted by AdmΓ. In the case of a family of con-
tinuous curves above the notion of the p-modulus coincides with the traditional
notion of p-modulus of families of curves.
B. Levitski˘i in [1, Theorem 1] showed a connection of the p-harmonic radius
with the p-capacity. Taking into account the equality the p-capacity between
the p-modulus of a corresponding curve family (see [14]) we can also define
p-harmonic radius with the help of the following identity
− µp(Rp(a,D)) = λnMp(t, a,D) 11−p − µp(t) + o(1), t→ 0, (7)
whereMp(t, a,D) is the p-modulus of the curve family Γ(t, a,D), which consists
of all curves joining the hypersphere S(a, t) and ∂D in D, λn = (nωn)
1
p−1 , ωn-is
the volume of the ball B(0, 1).
List here some basic properties of the p-modulus (see for example [15]):
1) If Γ1 ⊂ Γ2 then Mp(Γ1) ≤Mp(Γ2).
2) Mp (∪∞i=1Γi) ≤
∑∞
i=1Mp(Γi).
3) If Γ2 is longer than Γ1 which means that each curve γ ∈ Γ2 has a subcurve
belonging to Γ1, then Mp(Γ1) ≥Mp(Γ2).
4) If Γ1,Γ2, . . . are separated and Γi is longer than Γ, i = 1, 2, . . . then
Mp(Γ) ≥
∑∞
i=1Mp(Γi). (Curves families Γ1,Γ2, . . . are called separated if there
exist disjoint Borel sets Ei in Rn such that if γ ∈ Γi then
´
γ
χids = 0, where χi
is the characteristic function of Rn \ Ei).
5) If Γ1,Γ2, . . . are separated curves families and Γ is longer than Γi, i =
1, 2, . . . , then Mp(Γ)1/(1−p) ≥
∑∞
i=1Mp(Γi)
1/(1−p).
Lemma 1. Let L be an arbitrary hyperplane and Γ consist of curves γ such that
the intersection γ∩L has positive one-dimensional Hausdorf measure (s(γ ∩ L) > 0).
Then
Mp(Γ) = 0.
Proof. Let Γk = {γ ∈ Γ : s(γ ∩ L) > 1/k, k is positive integer}. In this case,
Γ = ∪∞k=1Γk. It is easy to verify that the function
ρ(x) =
{
1/k, x ∈ L,
0, x /∈ L,
is admissible for Γk and
´
Rn ρ
pdx = 0. Then by the definition of the p-modulus
Mp(Γk) = 0. By property 2, Mp(Γ) = 0. The lemma is proved.
Now for m ≥ 1, we put
N∗k =
{
[ρ, θ, x′] ∈ Rn, pik
m
≤ θ ≤ pi(k + 1)
m
}
, k = 0, 1, . . . , 2m− 1,
and
L∗k =
{
[ρ, θ, x′] ∈ Rn : θ = pik
m
}
, k = 0, . . . , 2m− 1.
We denote by Φ the group of symmetries in Rn consisting of the superposi-
tions of the reflections in hyperplanes containing L∗l , l = 0, . . . , 2m− 1.
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Lemma 2. Let m ≥ 1, Γ∗0 be a family of curves γ∗0 lying in N∗0 and let φk(x)
denote the reflection in a hyperplane containing L∗k. Let γ
∗
k = φk(γ
∗
k−1), k =
1, . . . , 2m−1, and γ∗ = ∪2m−1k=0 γ∗k be a curve symmetric with respect to the group
Φ and consisting of 2m reflections of γ∗0 , Γ∗ be the family of curves γ∗. Then
Mp(Γ
∗) = (2m)1−pMp(Γ∗0).
Proof. According to lemma 1 we may assume that the family Γ∗0 consists of the
curves γ∗0 such that
s(γ∗0 ∩ L∗0 ∩ L∗1) = 0,
where s is one-dimensional Hausdorf measure. Let
IntN∗k =
{
[ρ, θ, x′] :
pik
m
< θ <
pi(k + 1)
m
}
, k = 0, 1, . . . , 2m− 1,
be the interior of the angle N∗k . Denote by fk(z) the mapping from IntN
∗
0 onto
IntN∗k constructed by the following formula
f0(z) = z and fk(z) = ϕk(fk−1(z)), k = 1, . . . , 2m− 1.
Let ρ∗0 ∈ AdmΓ∗0. Then, for the function
ρ(z) =
{
ρ∗0(f
−1
k (z)), z ∈ IntN∗k ,
0, z ∈ ∪2m−1k=0 L∗k
we have ˆ
γ∗
ρds =
2m−1∑
k=0
ˆ
γ∗k
ρds = 2m
ˆ
γ∗0
ρ∗0ds ≥ 2m,
hence
ρ
2m
∈ AdmΓ∗. In view of
ˆ
Rn
ρpdµ = 2m
ˆ
N∗0
(ρ∗0)
pdµ,
we get
(2m)1−p
ˆ
N∗0
(ρ∗0)
pdµ =
ˆ
Rn
ρp
(2m)p
dµ ≥Mp(Γ∗).
If we take an infimum then we get
(2m)1−pMp(Γ∗0) ≥Mp(Γ∗).
Now we are going to show the reverse inequality. Let ρ ∈ AdmΓ∗. We
construct a function ρ∗0(z) by the formula
ρ∗0(z) =
2m−1∑
k=0
ρ(fk(z)), z ∈ IntN∗0 .
Then
ˆ
γ∗0
ρ∗0ds =
2m−1∑
k=0
ˆ
γ∗0
ρ(fk(z))ds =
2m−1∑
k=0
ˆ
γ∗k
ρds =
ˆ
γ∗
ρds ≥ 1.
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Hence
Mp(Γ
∗
0) ≤
ˆ
N∗0
(ρ∗0)
pdµ =
ˆ
N∗0
(
2m−1∑
k=0
ρ(fk(z))
)p
dµ
≤ (2m)p−1
2m−1∑
k=0
ˆ
N∗0
(ρ(fk(z)))
pdµ
= (2m)p−1
2m−1∑
k=0
ˆ
N∗k
ρpdµ = (2m)p−1
ˆ
Rn
ρpdµ.
To get the second line here we have applied the following inequality for the mean
values (
tp0 + t
p
1 + · · ·+ tp2m−1
2m
) 1
p
≥ t0 + t1 + · · ·+ t2m−1
2m
,
where p > 1 and tj ≥ 0, j = 0, . . . , 2m− 1, are non-negative numbers.
Taking an infimum over ρ we get
Mp(Γ
∗
0) ≤ (2m)p−1Mp(Γ∗).
Lemma is proved.
Now we are going to use the dissymmertrization (see [16, p. 32]). We
introduce a symmetric structure {Pl}Nl=1 in R
n
as a collection of closed angles
Pl = {[ρ, θ, x′] : θl1 ≤ θ ≤ θl2}, l = 1, . . . , N , satisfying the conditions:
aP )
N⋃
l=1
Pl = R
n
,
N∑
l=1
(θl2 − θl1) = 2pi,
bP ) {φ(Pl)}Nl=1 = {Pl}Nl=1 for any isometry φ ∈ Φ.
Recall that the rotation by an angle β is the transformation: [ρ, θ, x′] 7→
[ρ, θ + β, x′]. We call a collection of rotations {αl}Nl=1 the dissymmetrization of
the symmetric structure {Pl}Nl=1 if the images Sl = αl(Pl) satisfy the following
conditions:
aS)
N⋃
l=1
Sl = R
n
,
bS) for every non-empty intersection Sl ∩ Sp, l, p = 1, . . . , N , there exists
an isometry φ ∈ Φ such that φ(α−1l (Sl ∩ Sp)) = α−1p (Sl ∩ Sp).
Let A be an arbitrary subset of Rn. We introduce the notation
DisA =
N⋃
k=1
αl(A ∩ Pl).
We also need the following lemma originally proved by Dubinin in the planar
case (see for example [3, Lemma 4.2]).
Lemma 3. Let m ≥ 1, 0 ≤ θ0 < θ1 < . . . < θm−1 < 2pi, θm = θ0 + 2pi, Λl =
{[ρ, θ, x′] ∈ Rn : θ = θl} and Λ∗l = {[ρ, θ, x′] ∈ Rn : θ = 2pil/m}, l = 0, ...,m.
Then there exists a symmetric structure {Pk}Nk=1, N ≥ m, and a dissymmetriza-
tion {αk}Nk=1 such that DisΛ∗l = Λl, l = 0, . . . ,m− 1.
The proof of this lemma practically does not differ from the one in the planar
case, so we omit it. In the following lemma we show that dissymmetrization
preserves the module of a curve family.
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Figure 2: Families Γ1 and Γ∗
Lemma 4. If Γ is a curve family in Rn and DisΓ = {Disγ : γ ∈ Γ} is the result
of the dissymmetrization of the family Γ then
Mp(Γ) = Mp(DisΓ).
Proof. Let {Pl}Nl=1 be a symmetric structure and {αl}Nl=1 be its dissymmetriza-
tion, αl(Pl) = Sl. According to Lemma 1, we can assume that the curves family
Γ consists of curves γ satisfying the condition s
(∪Nl=1(∂Pl ∩ γ)) = 0. Hence DisΓ
consists of curves Disγ satisfying the similar condition s
(∪Nl=1(∂Sl ∩Disγ)) = 0.
Denote by IntPl the set Pl \ ∂Pl and by IntSl the set Sl \ ∂Sl.
If ρ is an admissible function for the curve family Γ then
ρ˜(x) =
{
ρ(α−1l x), x ∈ IntSl, l = 1, . . . , N,
0, x ∈ ∪Nl=1(∂Sl),
is admissible for DisΓ. Indeed, for Disγ ∈ DisΓ we get
ˆ
Disγ
ρ˜ds =
N∑
l=1
ˆ
Disγ∩IntSl
ρ˜ds =
N∑
l=1
ˆ
γ∩IntPl
ρ˜ds ≥ 1.
It is easy to see that
ˆ
Rn
ρ˜pdx =
N∑
l=1
ˆ
IntSl
ρ˜pdx =
N∑
l=1
ˆ
IntPl
ρpdx =
ˆ
Rn
ρpdx.
By the definition of the p-modulus, we get
Mp(DisΓ) ≤
ˆ
Rn
ρpdx.
Taking an infimum over all admissible functions ρ we get Mp(DisΓ) ≤Mp(Γ).
Similarly, any admissible for the curve family DisΓ function ρ˜(x) induces an
admissible for Γ function ρ(x), moreover, again
´
Rn ρ˜
pdx =
´
Rn ρ
pdx. Therefore
Mp(Γ) ≤Mp(DisΓ). Lemma is proved.
4 Proofs
Proof of theorem 1. As above, Γ(t, a,D) denotes the family of all curves
joining S(a, t) and ∂D in D. Let Γ1 = Γ(t, a1, D∗1), Γ∗ = {γ ∪ γ∗ : γ ∈
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Figure 3: Arbitrary and extremal configurations (m = 3)
Γ1, γ
∗ is a reflection of γ in L} (see Figure 2). Consider a curve γ˜ ∈ Γ∗ gener-
ated by a curve γ ∈ Γ1. Assume that γ joins a point a ∈ S(a1, t) with a point
b ∈ ∂D∗1 . There are only two possibilities: either b ∈ G ∩ L or b ∈ ∂G. In the
first case γ˜ is a continuous curve that joins S(a1, t) with S(a2, t) in the set G.
Hence, there is a subcurve of γ˜ that joins S(a1, t) and ∂D1. In the second case
(when γ joins S(a1, t) and ∂G), we have either the curve γ itself joins S(a1, t)
with ∂D1 or there is a point of intersection γ ∩ ∂D1. In both these cases there
exists a subcurve of γ ⊂ γ˜ that joins S(a1, t) and ∂D1. It means that in any
case there exists a subcurve of γ˜ joining S(a1, t) and ∂D1. Therefore Γ∗ is
longer than Γ(t, a1, D1). Similarly Γ∗ is longer than Γ(t, a2, D2). By Lemma 2,
Mp(Γ
∗) = 21−pMp(Γ1) (m = 1), and by property 5,
Mp(Γ
∗)
1
1−p ≥Mp(Γ(t, a1, D1)) 11−p +Mp(Γ(t, a2, D2)) 11−p
or, equivalently,
2Mp(Γ1)
1
1−p ≥Mp(Γ(t, a1, D1)) 11−p +Mp(Γ(t, a2, D2)) 11−p .
Multiplying by λn and subtract 2µp(t), we get
2(λnMp(Γ1)− µp(t)) ≥
2∑
i=1
(λnMp(t, ai, Di)− µp(t)),
taking a limit as t→ 0, we obtain by (7)
−2µp(Rp(a1, D∗1)) ≥ −µp(Rp(a1, D1))− µp(Rp(a2, D2)).
The theorem is proved.
Proof of theorem 2. Introduce the following notation
al = [ρ0, θl, 0], 0 ≤ θl < 2pi, Λl = {[ρ, θ, x′] : θ = θl}, l = 0, . . . ,m− 1.
Without loss of generality we will assume that θ0 < θ1 < θ2 < · · · < θm−1. Let
T+l = {[ρ, θ, x′] : θl ≤ θ ≤ θl+1}, T−l = {[ρ, θ, x′] : θl−1 ≤ θ ≤ θl}
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for l = 1, . . . ,m− 1, and
T+0 = {[ρ, θ, x′] : θ0 ≤ θ ≤ θ1}, T−0 = {[ρ, θ, x′] : θm−1 ≤ θ ≤ θ0 + 2pi}.
S+(al, t) = S(al, t) ∩ T+l , S−(al, t) = S(al, t) ∩ T−l ,
l = 0, . . . ,m− 1. Moreover, let
Λ∗l = {[ρ, θ, x′] ∈ Rn : θ = 2pil/m}, l = 0, ...,m,
and, as above,
L∗k =
{
[ρ, θ, x′] ∈ Rn : θ = pik
m
}
, k = 0, . . . , 2m− 1,
N∗k =
{
[ρ, θ, x′] ∈ Rn : pik
m
≤ θ ≤ pi(k + 1)
m
}
, k = 0, 1, . . . , 2m− 1.
Arbitrary and extremal configurations are depicted on Figure 3 for m = 3.
Denote by Γ∗0 the family of all continuous curves γ∗0 from Γ(t, a∗0, D∗0) that join
S(a∗0, t) ∩ N∗0 with the boundary ∂D∗0 in the set N∗0 and s(γ∗0 ∩ L∗0) = 0. Let
Γ+l (Γ
−
l ) be families of all continuous curves γ
+
l (γ
−
l ) from Γ(t, al, Dl) joining
S+(al, t) (S−(al, t)) with ∂Dl in T+l (T
−
l ) and s(γ
+
l ∩ Λl) = 0, (s(γ−l ∩ Λl) =
0). By lemma 3, if t is small enough, there is a dissymmetrization "moving"
Λ∗l (a
∗
l ∈ Λ∗l ) to Λl such that DisS(a∗l , t) = S(al, t), l = 0, . . .m − 1. Such
dissymmetrization is depicted on Figure 4.
As in Lemma 2, we construct a family Γ∗ by 2m reflections of each curve
γ∗0 ∈ Γ∗0. Show that DisΓ∗ is longer than Γ+0 .
Let γ∗ ∈ Γ∗ be a curve generated by a continuous curve γ∗0 ∈ Γ∗0. If γ∗0 joins
S(a∗0, t) with ∂G we supply it by a curve γ1 ⊂ ∂G such that γ∗0 ∪γ1 joins S(a∗0, t)
and L∗1 in P ∗0 . Note, that if γ∗0 joins S(a∗0, t) with L∗1 then this construction is
superfluous. Then we connect a point z ∈ γ∗0 ∩ S(a∗0, t) with L∗0 by a curve
γ2 ⊂ S(a∗0, t).
Let γ˜∗0 = γ1 ∪ γ∗0 ∪ γ2. Similarly as in Lemma 2, we construct γ˜∗ for the
curve γ˜∗0 . The continuous curve γ˜∗ joins successively the hyperspheres S(a∗l , t),
l = 0, . . . ,m− 1 so that the upper hemihypersphere S+(a∗l , t) is connected with
the lower hemihypersphere S−(a∗l+1, t) (a
∗
m = a
∗
0). Since the symmetry of γ˜∗
taking into account the property bS of dissymmetrization we get that the curve
Disγ˜∗ contains a continuous curve joining the hemihyperspheres S+(a0, t) and
S−(a1, t) in T+0 . By the conditions of the theorem, D0 contains the ball B(a0, t),
D1 contains B(a1, t) and D0 ∩D1 = ∅. Therefore there is a subcurve γ ⊂ Disγ˜∗
joining S+(a0, t) and ∂D0 in the set T+0 . Let b0 be a point from S
+(a0, t) ∩ γ
and b1 ∈ γ ∩ ∂D0 be the closest point to b0 of ∂D0 on γ. Then the part of
γ between b0 and b1 contains a continuous curve joining ∂D0 and S+(a0, t) in
D0 \ B(a0, t). This curve is a subcurve of Disγ∗ and belongs to Γ+0 . Therefore,
DisΓ∗ is longer than Γ+0 .
Similarly, DisΓ∗ is longer than Γ+l and Γ
−
l for all l = 0, . . . ,m − 1. The
families Γ+l and Γ
−
l are separated. By property 5, Lemma 4 and Lemma 2, we
get the following inequality(
(2m)1−pMp(Γ∗0)
) 1
1−p = Mp(Γ
∗)
1
1−p = Mp(DisΓ
∗)
1
1−p
12
aa
a1
0
2
.
.
.
*
*
*
L
L
L
L
L
L
00
=Λ**
1*2*
=Λ1*
3*
4
* Λ*=
2
5
*
D
D
D
1*
0*
2*
.
a
a
a
T
T
-
+D
D
D
.
.
G
Λ
Λ
Λ
0
0
0
0
0
1
1
1
2
2
2
Figure 4: Dissymmetrization
≥
m−1∑
l=0
(
Mp(Γ
+
l )
1
1−p +Mp(Γ
−
l )
1
1−p
)
.
On the other hand, Γ+l and Γ
−
l both are longer than Γ(t, xl, Dl). By property 4,
Mp(Γ(t, al, Dl)) ≥Mp(Γ+l ) +Mp(Γ−l ).
If d < 0, u ≥ 0, v ≥ 0, then the following inequality for means(
ud + vd
2
) 1
d
≤ u+ v
2
holds, or equivalently
ud + vd ≥ 21−d(u+ v)d.
Applying this inequality for d = 11−p we get
2mMp(Γ
∗
0)
1
1−p ≥
m−1∑
l=0
(
Mp(Γ
+
l ) +Mp(Γ
−
l )
) 1
1−p 21−
1
1−p ≥
21−
1
1−p
m−1∑
l=0
Mp(Γ(t, al, Dl))
1
1−p .
It can be rewritten in the following form
m(2Mp(Γ
∗
0))
1
1−p ≥
m−1∑
l=0
Mp(Γ(t, al, Dl))
1
1−p .
By the principle of symmetry [17, Lemma 5.20, p. 55] taking into account
Lemma 1, we get
2Mp(Γ
∗
0) = Mp(Γ(t, a
∗
0, D
∗
0)).
Therefore,
mMp(Γ(t, a
∗
0, D
∗
0))
1
1−p ≥
m−1∑
l=0
Mp(Γ(t, al, Dl)).
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We multiply this inequality by λn and subtract mµp(t)
m
(
λnMp(Γt(a
∗
0, D
∗
0)
1
1−p )− µp(t)
)
≥
m−1∑
l=0
(
λnMp(Γ(t, al, Dl))
1
1−p − µp(t)
)
.
Taking a limit as t→ 0 we obtain
−mµp(Rp(a∗0, D∗0)) ≥ −
m−1∑
l=0
µp(Rp(al, Dl)).
Theorem is proved.
This work has been supported by the Russian Science Foundation under
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