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A PHASE TRANSITION FOR REPEATED AVERAGES
SOURAV CHATTERJEE, PERSI DIACONIS, ALLAN SLY, AND LINGFU ZHANG
Abstract. Let x1, . . . , xn be a fixed sequence of real numbers. At each
stage, pick two indices I and J uniformly at random and replace xI ,
xJ by (xI + xJ)/2, (xI + xJ)/2. Clearly all the coordinates converge to
(x1 + · · · + xn)/n. We determine the rate of convergence, establishing a
sharp“cutoff’ transition answering a question of Jean Bourgain.
1. Introduction
Around 1980, Jean Bourgain asked one of us (personal communication
to P. D.) the question in the abstract. It recently resurfaced via a question
in quantum computing (thanks to Ramis Movassagh). We record some
convergence theorems.
Fix x0 = (x0,1, . . . , x0,n) ∈ Rn and define a Markov chain as follows: given
xk, pick two distinct coordinates I and J uniformly at random, and replace
both xk,I and xk,J by (xk,I+xk,J)/2, keeping all other coordinates the same,
to obtain xk+1.
Let x0 =
1
n
∑n
i=1 x0,i. We study the rate of convergence of xk to the
vector (x0, . . . , x0). The expected L
2 norm can be computed exactly. In
Section 2 we show that
E(
n∑
i=1
(xk,i − x0)2) = (1− 1
n− 1)
k
n∑
i=1
(x0,i − x0)2 (1.1)
giving convergence in L2 for k  n. Convergence in L1, however, happens in
time of order n log n. The majority of the paper is devoted to the question
of establishing that this transition occurs with cutoff and determining its
location and window.
We will mostly focus on the initial condition x0 = (1, 0, . . . , 0) where all
of the mass is concentrated on a single entry. We denote the L1 distance
from convergence by T (k) =
∑n
i=1 |xk,i−x0|. An immediate consequence of
equation (1.1) is that for k = n log n+ cn with c > 0 we have that
E(T (k)) ≤ e−c/2,
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Figure 1. Graph of T (k) against k/n, with n = 107 and
x0 = (1, 0, . . . , 0).
giving L1 convergence shortly after n log n. On the other hand, a simple
counting argument shows that for k = (12 − )n log n there are only o(n)
number of non-zero entries and hence T (k) = 2− o(1).
It is natural to ask whether either 12n log n or n log n gives the cutoff
location. In fact we establish that cutoff occurs strictly in between and that
the leading order constant is 12 log 2 .
Theorem 1.1. For x0 = (1, 0, . . . , 0), in probability as n→∞ we have
T (θn log n)→ 2
for any θ < 12 log 2 , and
T (θn log n)→ 0,
for any θ > 12 log 2 .
As we will explain in Section 1.2 the time 12n log2 n corresponds to the
time at which a size biased co-ordinate of xk is O(1/n). Given that there is a
sharp transition, it is natural to ask, how sharp? In the following theorem we
show that the window is order n
√
log n and characterise the descent of T (k)
in terms of the cumulative distribution function of the standard normal.
Theorem 1.2. Let Φ : R → [0, 1] be the cumulative distribution function
of the standard normal distribution N (0, 1). For x0 = (1, 0, . . . , 0), and any
a ∈ R, as n → ∞ we have T (bn(log2(n) + a
√
log2(n))/2c) → 2Φ(−a) in
probability.
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In a first version of this paper, we proved that the mixing time was be-
tween 12n log n and n log n. To try to determine things we ran a simulation
with n = 107. Figure 1 shows the result. It is not clear from these numerics
if there is a cut off or not. Our results show the cutoff window is unusually
large, making it very difficult to see from simulation.
Finally one might wonder if xk is ultimately exactly equal to the constant
vector (x0, x0, . . . , x0). We show that for every choice of x0 if and only if n
is a power of 2.
Overview of this paper. Section 1.1 contains a literature review pointing
out occurrences of repeated averaging processes in economics, game theory,
actuarial science and mathematics. An outline of the proof is in Section 1.2.
The proof itself is in Section 2 which gives additional results-in L2, and a
necessary and sufficient condition for repeated averages to become constant
is a finite number of steps.
1.1. Background. Bourgain asked this question because of the second au-
thor’s previous work on the random transpositions Markov chain. This
evolves on the symmetric group Sn by repeatedly picking I, J uniformly
at random and transposing these two labels in the current permutation. In
joint work with Shahshahani [11], we showed 12n log n steps are necessary
and sufficient for convergence to the uniform distribution in both L1 and L2.
Map the symmetric group into the set of n × n doubly stochastic matrices
by sending (i, j) to the matrix
mab =

1
2 if (a, b) = (i, i), (j, j), (i, j), (j, i),
1 if a = b 6= i or j,
0 otherwise.
The successive images of the random transformations are exactly our aver-
aging operators.
It seemed difficult to transform the results for the random transpositions
walk into useful results for random averages. It is worth noting that very
sharp refinements have recently been proved for transpositions; sharp nu-
merical bounds like
‖Q∗k − U‖TV ≤ 2e−c for k = 1
2
n(log n+ c)
are in [22] (where Q∗k is the law of walk after k steps, U is the uniform
distribution on Sn, and TV is the total variation norm) and even the limit-
ing shape of the error is now understood [27]. Good results for random
k-cycles [6] suggest results for averaging over larger random sets which
should be accessible with present techniques. Finally, the ‘shape’ of the
non-randomness for random transpositions if shuffling only O(n) steps is of
current interest because of its connection to spatial random permutations
and the ‘exchange process’ of mathematical physics (see [4, 24]).
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The L2 convergence of a more general version of our repeated averaging
process was studied by Aldous and Lanoue [2] a few years ago. Aldous and
Lanoue worked on an edge weighted graph with numbers at the vertices. At
each step, an edge is picked with probability proportional to its weight and
the two numbers on the vertices of the edge are replaced by their average.
The ‘random transpositions’ version of this process was treated in [10].
Related processes, under the name of gossip algorithms, have been studied
by Shah [25]. Such processes are also known as distributed consensus algo-
rithms [20]. The Deffuant model from the sociology literature is a closely
related model where averaging takes place only if the two values differ by less
than a specified threshold [3, 13, 17]. Acemog˘lu et al. [1] analyze a model
where some agents have fixed opinions and other agents update according
to an averaging process.
When x0 lies in the positive orthant, the behavior of T (k) has an amusing
interpretation in terms of a toy model of reduction in wealth inequality
in a socialist regime. Suppose that there are n individuals (or entities)
in the population, and the coordinates of xk denote the wealths of these
n individuals at time k. The socialist regime tries to redistribute wealth
by picking two individuals uniformly at random at each time point, and
making them equally distribute their wealths among themselves. This is our
repeated averaging process. It is not hard to show that at time k, 12T (k)
is the amount of wealth that remains to be redistributed to attain perfect
equality. This is actually a well-known measure of wealth inequality in the
economics literature, known as the Hoover index [16] or Schutz index [23].
What our results show is that if we start from the initial configuration
where one individual has all the wealth, then for a long time this index
of inequality does not decrease to any appreciable degree, and then starts
decreasing gradually to zero. On the other hand, if we start from a wealth
distribution where the wealth of the wealthiest individual is comparable to
the average wealth, then the Hoover index decreases much faster, as shown
by the following calculation. Suppose that the total wealth is 1 (so that the
average wealth is 1/n), and the maximum wealth is C/n for some C ≥ 1.
Then by the results stated before,
E(T (k)) ≤ E
[(
n
n∑
i=1
(xk,i − x0)2
)1/2]
≤
[
nE
( n∑
i=1
(xk,i − x0)2
)]1/2
≤ √n
(
1− 1
n− 1
)k/2( n∑
i=1
(x0,i − x0)2
)1/2
≤ √ne−k/2n
(
C
n
n∑
i=1
|x0,i − x0|
)1/2
≤
√
Ce−k/2n.
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Figure 2. Graph of T (k) against k/n, with n = 107 and
half the coordinates of x0 equal to 2/n and the remaining
half equal to 0.
A numerical example of this second scenario is shown in Figure 2.
Iterated local averages have a long tradition in the actuarial literature
going back to Charles Peirce and de Forest. See [9] for a survey. Replac-
ing ‘averages of 3’ by ‘median of 3’ gives the ‘3RSSH smoother’. William
Feller [12, p. 333, p. 425] studies repeated averages for examples of the
renewal theorem and Markov chains. An interesting literature on getting
experts to reach consensus is surveyed and developed by Chatterjee and
Seneta [7]. Finally, our work can be set in the space of random walk on the
semigroup of doubly stochastic matrices [15]. This subject does not seem to
focus on the rates of convergence. The present paper suggests there is much
to do.
One mathematical use of iterated averages appears in summability the-
ory [14]. Let x1, x2, . . . be a real sequence. Let c
1
n(x) =
1
n(x1 + · · · + xn)
— the first Cesaro average — and let ck+1n (x) =
1
n(c
k
1(x) + · · · ckn(x)). Often
xn is 1 or 0 as n ∈ A or not, where A ⊆ {1, 2, . . .}. If lim c1n(x) exists this
assigns a density to A. For k ≥ 1, it can be shown that if {ck+1n (x)}∞n=1 has
a limit then {ckn(x)}∞n=1 has a limit. However, lim inf ckn(x) is increasing in
k and lim sup ckn(x) is decreasing in k. If these meet as k → ∞, {xn}∞n=1 is
called H∞ summable. The sequence
xn =
{
1 if lead digit of n is 1,
0 otherwise
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is not ck summable for any k but has H∞ density log10(2) = 0.301.... For
proofs and references see [8].
The repeated averaging process has an interesting connection with Schur
convexity. The majorization partial order on Rn is defined as follows. Call
x = (x1, . . . , xn)  (y1, . . . , yn) = y if
∑k
i=1 x(i) ≤
∑k
i=1 y(i) for all 1 ≤ k ≤
n, where x(1) ≥ x(2) ≥ · · · ≥ x(n) is a decreasing rearrangement of x1, . . . , xn
and y(1) ≥ y(2) ≥ · · · ≥ y(n) is a decreasing rearrangement of y1, . . . , yn. If
all the entries are nonnegative and sum to s, the largest vector is (s, 0, . . . , 0)
and the smallest vector is (s/n, s/n, . . . , s/n). An encyclopedic treatise on
majorization is in [19]. A function f : Rn → R is called Schur convex if x  y
implies f(x) ≤ f(y). It is easy to see that a symmetric convex function is
Schur convex and that one moves down in the order by replacing xi, xj by
(xi + xj)/2, (xi + xj)/2. Therefore the relevance for the present paper is
clear: each step of the Markov chain moves down in the order. Moreover,
for any symmetric convex function f , f(xk+1) ≤ f(xk) for all k. Thus, for
instance,
∑n
i=1 |xk,i|p is monotone decreasing in k for any p ≥ 1.
The repeated averaging process has similarities with two familiar Markov
chains. The first is the Kac walk — a toy model for the Boltzmann equation
that is widely studied in the physics and probability literatures. The walk
proceeds on the unit sphere Sn−1 = {x ∈ Rn : ∑ni=1 x2i = 1}. From x ∈ Sn−1,
choose distinct I and J uniformly at random and replace xI and xJ by
xI cos θ + xJ sin θ and −xI sin θ + xJ cos θ, with θ chosen uniformly from
[0, 2pi). This is a surrogate for “random particles collide and exchange energy
at random”. This Markov chain has a uniform stationary distribution on
Sn−1. Following a long series of improvements, the current best results on
the rate of convergence of this walk are due to Pillai and Smith [21]. They
show that order n log n steps are necessary and sufficient for mixing in total
variation distance (indeed, 12n log n is not enough and 200n log n is enough).
Aside from differences in state space and dynamics, the Kac walk has a
uniform stationary distribution while repeated averaging is absorbing at a
single point.
The second Markov chain that is similar to repeated averaging is the
Gibbs sampler for the uniform distribution on the simplex ∆n−1 = {x ∈
Rn : xi ≥ 0 ∀i, x1 + · · · + xn = 1}. The explicit description of this chain
is as follows. From x ∈ ∆n−1, choose I and J uniformly at random and
replace xI , xJ by x
′
I , x
′
J , with x
′
I chosen uniformly from [0, xI + xJ ] and
x′J = xI +xJ−x′I . Settling a conjecture of Aldous, Aaron Smith [26] showed
that order n log n steps are necessary and sufficient for convergence in total
variation. Cutoff remains an open problem.
1.2. Proof Sketch. The proof of the expected L2 distance in equation (1.1)
is given by a direct computation in Proposition 2.1. One might wonder why
this does not give the sharp L1 upper bound. The reason is that at time
(1−)n log2 n a small fraction of the co-ordinates which have o(1) of the total
mass have large enough values that they give the dominant contribution
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to the L2 norm while making a negligible contribution to the L1 norm.
A similar phenomena happens when analysing the mixing time of random
walks on random graphs such as random d-regular and Erdos-Renyi random
graphs where standard spectral methods overestimate the mixing time. It is
from this analogy to random walks that our proof of Theorems 1.1 and 1.2
draws inspiration.
Let us explain this further in the case of random d-regular graphs where at
time dd−2 logd−1 n the random walk has L
1 cutoff [18]. By the locally treelike
nature of the graph, the walk can be coupled with a random walk on a d
regular tree up to time (1− o(1)) dd−2 logd−1 n. This is the time at which the
walk reaches the diameter of the graph logd−1 n. There is, however, a large
deviation event that the walk does not move as far away from the root and
that it only travels (1 − δ) logd−1 n. Since the distance from the starting
location is a biased random walk, one can check that the probability of this
event is roughly e−cδ2 logn. There are n1−δ vertices at distance (1−δ) logd−1 n
so the transition probability to a such vertex n−1+δ−cδ2+o(1). Their total
contribution to the L2 norm is thus n1−δ(nδ−cδ2+o(1))2n−1 = nδ−2cδ2+o(1).
For small positive δ this diverges and so the contribution from this rare
event blows up the L2 norm.
The above observation suggest that one should study the walk conditional
that it travels the typical distance from the origin. This approach was
introduced in [5] to prove cutoff on the Erdos-Renyi random graph from
almost all starting points. At the typical mixing time, it was shown that
the distribution at time (1 − o(1))tmix could be coupled to one with L∞
distance no(1) from the stationary distribution. This gives an L2 bound of
no(1) and using the spectral gap this can be reduced to o(1) with a further
time o(log n) establishing cutoff.
The repeated averaging process can be treated in a similar two step ap-
proach. Just as the random walk on the random graphs initially can be
coupled with a random walk on a tree, the repeated averaging process can
initially be coupled with a fragmentation process where particles split ex-
actly in two at rate 1/n. We will make this coupling even more explicit
by Poissonizing the repeated averaging process, randomizing the number of
particles. The cutoff location is not when the number of particles becomes
order n but when most of the mass is in particles of size n−1+o(1). This
involves taking a size biased approach to the analysis.
We will now sketch how we carry out this analysis. We imagine that the
initial mass of 1 actually consists of a pile of 2Hn individual particles each
of mass 2−Hn where 2Hn = n1−o(1). When an averaging occurs we split
the pile of particles in two. When a single particle is to be split or when
two non-zero piles are to be averaged we instead discard all these particles.
Hence a particle is in at most Hn averagings. At time (
1
2 − o(1))n log2 n
we show that most particles are in piles of at most no(1) by tracking how
many averagings a given particle has participated in. At this time particles
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in bigger piles are then also discarded and we show that only a negligible
fraction of the particles are discarded.
If we take the final set of particles we get a weight vector wt whose max-
imal value is bounded by n−1+o(1) and whose L1 distance to xt is o(1). The
argument is then completed by applying the L2 analysis to the vector wt
with its L2 norm becoming o(1/
√
n) in additional time o(log n) giving an
L1 distance of o(1) and establishing the upper bound of Theorem 1.1. The
lower bound on T (k) can be recovered directly from the fragmentation pro-
cess as before time 12n log2 n most of the mass is in piles of size much larger
than n−1.
Our actual analysis is a little more complicated in order to establish the
cutoff window and Theorem 1.2. Essentially we split particles in groups
according to when their pile becomes small and apply L2 separately to each.
The number of averagings that a particle has participated in is Poisson and
so its fluctuations are given by the Central Limit Theorem. This explains
the CDF in the statement of Theorem 1.2.
1.3. Acknowledgments. We thank David Aldous, Laurent Miclo, Evita
Nestoridi and Perla Sousi for comments. Our revival of this project stems
from a quantum computing question of Ramis Movassagh — roughly, to
develop a convergence result with
[
1
2
1
2
1
2
1
2
]
replaced by the parallel quantum
spin operator — we hope to develop this in joint work with him. Finally,
we acknowledge the great, late Jean Bourgain. He sent us a typed draft of
a preliminary manuscript. Alas, 30 years later, this proved difficult to find.
We will be grateful if a copy can be located.
2. Proofs
Define a Markov chain {xk}∞k=0 as in Section 1. It is not difficult to see
that without loss of generality, we can assume x0 = 0. We will work under
this assumption throughout this section.
2.1. Decay of expected L2 distance. For each k, let
S(k) :=
n∑
i=1
x2k,i.
Let Fk be the σ-algebra generated by the history up to time k.
Proposition 2.1. For any k ≥ 0,
E(S(k + 1)|Fk) =
(
1− 1
n− 1
)
S(k).
Proof. For any i, the probability that it is one of the chosen coordinates is
2/n. If it is chosen, then the other coordinate is uniformly chosen among
A PHASE TRANSITION FOR REPEATED AVERAGES 9
the remaining coordinates. Therefore
E(x2k+1,i|Fk) =
(
1− 2
n
)
x2k,i +
2
n(n− 1)
∑
1≤j≤n, j 6=i
(
xk,i + xk,j
2
)2
=
(
1− 2
n
)
x2k,i +
1
2n
x2k,i +
1
2n(n− 1)
∑
1≤j≤n, j 6=i
(x2k,j + 2xk,ixk,j).
Since
∑n
i=1 xk,i = 0, we have ∑
1≤j≤n, j 6=i
xk,j = −xk,i.
Thus, we get the further simplification
E(x2k+1,i|Fk)
=
(
1− 2
n
+
1
2n
− 1
n(n− 1)
)
x2k,i +
1
2n(n− 1)
∑
1≤j≤n, j 6=i
x2k,j
=
(
1− 2
n
+
1
2n
− 1
n(n− 1) −
1
2n(n− 1)
)
x2k,i +
1
2n(n− 1)S(k)
=
(
1− 3
2(n− 1)
)
x2k,i +
1
2n(n− 1)S(k).
Summing over i, we get the required identity. 
Corollary 2.2. Let τ := 1 − 1n−1 . Then E(S(k)) = τkS(0). Moreover,
limS(k)/τk exists and is finite almost surely.
Proof. The claim E(S(k)) = τkS(0) is immediate by Proposition 2.1 and
induction. Proposition 2.1 also shows that Mk := S(k)/τ
k is a nonnegative
martingale, and so its limit exists and is finite almost surely. 
Incidentally, the argument works for more general methods of averaging.
For example, if xI and xJ are replaced by θxI + θxJ and θxI + θxJ , where
0 < θ < 1 and θ = 1− θ, Proposition 2.1 becomes
E(S(k + 1)|Fk) =
(
1− 4θθ
n− 1
)
S(k).
Corollary 2.2 shows that S(k) is small when k/n 1.
2.2. Cutoff in decay of L1 distance. Let us now investigate the decay of
the L1 norm of xk. For each k, let
T (k) :=
n∑
i=1
|xk,i|.
Throughout this subsection we assume that the starting state is x0 = (1 −
1
n ,− 1n , . . . ,− 1n). In Theorems 1.1 and 1.2 we claim that the “cutoff phe-
nomenon” holds for the decay of T (k), around k = 12n log2(n) with cutoff
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window of order of n
√
log(n). Note that T (k) is decreasing in k and so
Theorem 1.2 implies Theorem 1.1.
It will be more convenient for the proof to work in continuous time R+
instead and so we introduce a rate 1 Poisson clock on R+, so that when
the clock rings at time t we uniformly choose two different coordinates and
replace them by their average. This is equivalent to giving each pair of
coordinates an independent Poisson clock with rate
(
n
2
)−1
, for the times
at which the pairs are averaged. For any time t ∈ R+, we denote x′t =
(x′t,1, · · · , x′t,n), T ′(t) and S′(t) to be the corresponding quantities for the
continuous time model. Similarly to the discrete case, T ′(t) and S′(t) are
decreasing in t and analogously to Proposition 2.1 we have that for s < t,
E(S′(t)|Fs) = exp
(
− t− s
n− 1
)
S′(s). (2.1)
The following theorem is the continuous time version of Theorem 1.2.
Theorem 2.3. Take Φ : R→ [0, 1] as in Theorem 1.2. For any a ∈ R, as
n→∞ we have T ′(n(log2(n) + a
√
log2(n))/2)→ 2Φ(−a) in probability.
It is not hard to see that Theorem 1.2 and Theorem 2.3 are equivalent,
due to concentration of Poisson random variables, and the fact that T (k)
decreases in k.
For the convenience of notations, for the rest of this section we denote
tn(a) := n(log2(n) + a
√
log2(n))/2.
Now we prove Theorem 2.3. To analyze the evolution of x′t, we couple it
to a simpler repeated averaging process.
Definition 2.4. We define wt = (wt,1, · · · , wt,n), for t ∈ R+ coupled with
the process x′t as follows. We let w0 = (1, 0, · · · , 0), and let it evolve by
repeated averages using the the same Poisson point processes as x′t. In
addition, at any time t, if wt,i and wt,j are chosen to average, with both
wt,i, wt,j > 0, we replace both wt,i and wt,j by zero. Furthermore, if wt,i <
2− log2(n)+(log2(n))1/3, we also replace wt,i by zero.
Under this construction, by induction in time we always have that wt,i ≤
x′t,i +
1
n , and each nonzero wt,i is a (non-positive) integer power of 2. We
define pt,i ∈ Z≥0 such that wt,i = 2−pt,i , if wt,i 6= 0; otherwise we let
pt,i = ∞. To analyze this wt process, we further define another process
called the ‘particle model’.
Definition 2.5. Let Hn := blog2(n)− (log2(n))1/3c. Consider 2Hn particles
indexed by u ∈ {1, . . . , 2Hn}. Let {et,u} be the label of particle u at time t
as they evolve over time, and take values in {0, 1, . . . , n}. We set e0,u = 1
for all u ∈ {1, · · · , 2Hn} as the initial values. Location 0 will correspond
to a graveyard site for removed particles. We further denote Pt,i := {u :
et,u = i}. Then these sets {Pt,i}t∈R+,0≤i≤n encode the same information as
{et,u}t∈R+,1≤u≤2Hn .
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Given the same Poisson clocks as in the repeated averaging process we
define the evolution of the particles according to them, to ensure that there is
always |Pt,i| = 2Hnwt,i. Suppose at time t the clock rings for edge (i, j), then
we apply a ‘splitting’ in the particle model as follows. If {|Pt−,i|, |Pt−,j |} =
{2L, 0}, for some L ∈ Z+, we uniformly randomly divide the particles such
that half remain and the other half move to the other location giving |Pt,i| =
|Pt,j | = L.
In all other cases, i.e. both |Pt−,i|, |Pt−,j | are positive, or one of them
is one, the particles are discarded to location 0 and we have that |Pt,i| =
|Pt,j | = 0.
By induction we always have that |Pt,i| is power of 2, so it is odd only
when it equals 1. Moreover, the coupling with the repeated averaging process
satisfies |Pt,i| = 2Hnwt,i. Using this particle model, we prove the following
‘weighted estimate’ on the process wt.
Proposition 2.6. Take a ∈ R and δ ≥ 0, then we have as n→∞,
n∑
i=1
wtn(a),i1[ptn(a),i ≤ log2(n)− δ
√
log2(n)]→ Φ(−a− δ)
in probability.
We set up some further notations before the proof.
For each 1 ≤ u ≤ 2Hn and t ∈ R+, let αt,u ∈ {0, 1, . . . ,Hn + 1} be the
number of times 0 < t′ < t, where the pair (et′,u, j) is chosen to average,
for some j 6= et′,u, 1 ≤ j ≤ n, and wt′,j = 0; and let βt,u ∈ {0, 1} be the
number of times t′ < t, where the pair (et′,u, j) is chosen to average, for
some j 6= et′,u, 1 ≤ j ≤ n, and wt′,j > 0.
From the above definitions, if βt,u = 1 or αt,u = Hn + 1, we have et,u = 0;
otherwise we have et,u > 0, and pt,et,u = αt,u.
Lemma 2.7. As n → ∞, we have P[βtn(a),u = 1] → 0 uniformly for each
u ∈ Z+.
Proof. At any time 0 < t′ < tn(a) we have |{j : wt′,j > 0}| ≤ 2Hn , so
P[βtn(a),u = 1] ≤ 1− exp
(
−2Hntn(a)
(
n
2
)−1)
< 2Hntn(a)
(
n
2
)−1
.
By 2Hn = 2blog2(n)−(log2(n))1/3c ≤ n2−(log2(n))1/3 , and the definition of tn(a),
we have that limn→∞ 2Hntn(a)
(
n
2
)−1
= 0. 
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Proof of Proposition 2.6. Using the particle model, and the definitions above,
we have
n∑
i=1
wtn(a),i1[ptn(a),i ≤ log2(n)− δ
√
log2(n)]
=2−Hn
2Hn∑
u=1
1[etn(a),u 6= 0, ptn(a),etn(a),u ≤ log2(n)− δ
√
log2(n)]
=2−Hn
2Hn∑
u=1
1[βt,u = 0]1[αtn(a),n ≤ log2(n)− δ
√
log2(n), Hn].
By Lemma 2.7, it suffices to show that
2−Hn
Hn∑
u=1
1[αtn(a),n ≤ log2(n)− δ
√
log2(n), Hn]→ Φ(−a− δ) (2.2)
in probability. We will show that its expectation converges to the desired
values, and its variance decays to zero.
We consider the distribution of αtn(a),u and αtn(a),u′ , for some 1 ≤ u <
u′ ≤ 2Hn . At any time 0 < t′ < tn(a), the number of empty sites satisfies
n − 2Hn ≤ |{j : wt′,j = 0}| ≤ n. This means that conditioned on βtn(a),u =
βtn(a),u′ = 0, at any time 0 ≤ t′ ≤ tn(a), αt′,u and αt′,u′ grow with rate
between (n− 2Hn)(n2)−1 and n(n2)−1, unless they equal Hn + 1.
To study the joint law of αtn(a),u and αtn(a),u′ , we let
tc := inf{t ∈ R+ : et,u 6= et,u′} ∪ {tn(a)}.
Conditioned on βtn(a),u = βtn(a),u′ = 0, for any tc < t
′ < tn(a), we must have
that et′,u 6= et′,u′ , unless αt′,u = αt′,u′ = Hn + 1 and et′,u = et′,u′ = 0. Thus
conditioned on βtn(a),u = βtn(a),u′ = 0, we can couple the joint distribution
of αtn(a),u − αtc,u, αtn(a),u′ − αtc,u′ with some α, α′, such that
α ≤ αtn(a),u − αtc,u and α′ ≤ αtn(a),u′ − αtc,u′ , (2.3)
where α and α′ are independent Poiss
(
(n− 2Hn)(tn(a)− tc)
(
n
2
)−1)
upper
truncated by Hn + 1. We can also couple the joint distribution of αtn(a),u−
αtc,u, αtn(a),u′ − αtc,u′ with some α, α′, such that
α ≥ αtn(a),u − αtc,u and α′ ≥ αtn(a),u′ − αtc,u′ , (2.4)
where α and α′ are independent Poiss
(
n(tn(a)− tc)
(
n
2
)−1)
upper truncated
by Hn + 1.
Next we control tc. We show that as n → ∞, P[tc > n(log2(n))1/3] → 0
uniformly in u, u′. Indeed, at any time t′, if et′,u = et′,u′ is chosen to average
with some j such that wt′,j = 0, then with probability ≥ 12 , eu is going
to be different from eu′ . Thus eu and eu′ become different at rate lower
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bounded by 12(n− 2Hn)
(
n
2
)−1
, and this implies that P[tc > n(log2(n))1/3] ≤
exp
(
−12(n− 2Hn)
(
n
2
)−1
n(log2(n))
1/3
)
, which decays to zero as n→∞.
At the same time, given tc, the law of αtc,u = αtc,u′ is stochastically
dominated by Poiss
(
ntc
(
n
2
)−1)
+ 1. Thus we have that
αtc,u√
log2(n)
→ 0 (2.5)
in probability, uniformly in u, u′.
From the law of α, α′, and the estimate on tc, we have
α−log2(n)−a
√
log2(n)√
log2(n)
,
α′−log2(n)−a
√
log2(n)√
log2(n)
jointly converge in law to two independent standard
Gaussian random variables, each upper truncated by −a; and the same is
true for
α−log2(n)−a
√
log2(n)√
log2(n)
and
α′−log2(n)−a
√
log2(n)√
log2(n)
. By (2.3), (2.4), and
(2.5), we have
αtn(a),u−log2(n)−a
√
log2(n)√
log2(n)
and
αtn(a),u′−log2(n)−a
√
log2(n)√
log2(n)
also
jointly converge in law to two independent standard Gaussian random vari-
ables, each upper truncated by −a. Thus as n → ∞, for δ > 0, uniformly
in u, u′ we have
P[αtn(a),u ≤ log2(n)− δ
√
log2(n)]→ Φ(−a− δ),
P[αtn(a),u′ ≤ log2(n)− δ
√
log2(n)]→ Φ(−a− δ),
P[αtn(a),u, αtn(a),u′ ≤ log2(n)− δ
√
log2(n)]→ Φ(−a− δ)2.
For the case where δ = 0, we also have that
P[α = Hn + 1],P[α′ = Hn + 1],P[α = Hn + 1],P[α′ = Hn + 1]→ 1−Φ(−a),
P[α = α′ = Hn + 1],P[α = α′ = Hn + 1]→ (1− Φ(−a))2,
so
P[αtn(a),u = Hn + 1],P[αtn(a),u′ = Hn + 1]→ 1− Φ(−a),
P[αtn(a),u = αtn(a),u′ = Hn + 1]→ (1− Φ(−a))2.
Thus for either δ > 0 or δ = 0, we have
P[αtn(a),u ≤ log2(n)− δ
√
log2(n), Hn]→ Φ(−a− δ),
P[αtn(a),u, αtn(a),u′ ≤ log2(n)− δ
√
log2(n), Hn]→ Φ(−a− δ)2,
uniformly in u, u′. By summing over u and u, u′, we have
E
[
2−Hn
Hn∑
u=1
1[αtn(a),u ≤ log2(n)− δ
√
log2(n), Hn]
]
→ Φ(−a− δ),
E
(2−Hn Hn∑
u=1
1[αtn(a),u ≤ log2(n)− δ
√
log2(n), Hn]
)2→ Φ(−a− δ)2.
These imply (2.2), so our conclusion follows. 
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From this we immediately get one side of Theorem 2.3.
Corollary 2.8. For any η > 0, we have
lim
n→∞P[T
′(tn(a)) > 2Φ(−a)− η] = 1.
Proof. From the construction of wt, for any 1 ≤ i ≤ n we have x′tn(a),i+ 1n ≥
wtn(a),i, and we have either wtn(a),i = 0, or wtn(a),i ≥ 2− log2(n)+(log2(n))
1/3
>
1
n . Thus we have
T ′(tn(a)) = 2
n∑
i=1
(x′tn(a),i)
+ ≥ 2
n∑
i=1
wtn(a),i −
2
n
|{1 ≤ i ≤ n : wtn(a),i 6= 0}|.
Since 0 ≤ |{1 ≤ i ≤ n : wtn(a),i = 0}| ≤ 2Hn , the first term converges
to zero as n → ∞. For the second term, by Proposition 2.6 it converges to
Φ(−a) in probability which completes the corollary. 
For the other side of Theorem 2.3, we need to bound
∑
i:wtn(a),i=0
|xtn(a),i|.
To do this, we split the process xt into ones with fast-decaying L1 norm.
Definition 2.9. Given δ > 0 and m ∈ Z+. Define a sequence of time
tn,1, . . . , tn,m as tn,k := tn(a− δ(m−k+4)2 ). For each 1 ≤ u ≤ 2Hn, we define
ku := min{1 ≤ k ≤ m : etn,k,u 6= 0, ptn,k,etn,k,u > log2(n)−δ
√
log2(n)}∪{∞}.
For each 1 ≤ k ≤ m, we define a repeated averaging process {x(k)t }t≥tn,k
as following. We let
x
(k)
tn,k,i
:= 2−Hn |{1 ≤ u ≤ 2Hn : ku = k, etn,k,u = i}|,
and since times tn,k, we let x
(k)
t evolve using the same averaging pairs as x
′
t.
We also denote x(k) := 1n
∑n
i=1 x
(k)
tn,k,i
.
From these definition we have the following results.
Lemma 2.10. We have x
(k)
tn,k,i
< 2
δ
√
log2(n)
n .
Proof. From the definition above, if ptn,k,i ≤ log2(n) − δ
√
log2(n), then
for any u with etn,k,u = i we must have ku 6= k, so we have x(k)tn,k,i = 0.
Otherwise, since we have x
(k)
tn,k,i
≤ 2−Hn |Ptn,k,i| = wtn,k,i = 2−ptn,k,i , our
conclusion follows as well. 
Lemma 2.11. Almost surely we have
x′t,i +
1
n
≥
∑
k:tn,k≤t
x
(k)
t,i + 2
−Hn |{1 ≤ u ≤ 2Hn : tn,ku > t, et,u = i}|, (2.6)
where we assume that tn,∞ =∞.
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Proof. Denote the right hand side by Zt,i. First note that at times tn,k
the right hand side does not change since almost surely there are no clock
rings and the extra term x
(k)
t,i in the sum is exactly compensated for by the
decrease in the second term from particles with ku = k.
We establish the lemma by considering the evolution of the averaging
process. If the clock rings for (i, j) at time t the pair (x′t−,i +
1
n , x
′
t−,j +
1
n) is
replaced with
x′t−,i+x
′
t−,j
2 +
1
n at i and j. The right hand side also undergoes
an averaging but sometimes when particles collide or are singletons. In any
cases we have that
Zt,i ≤ Zt−,i + Zt−,j
2
≤ x
′
t−,i + x
′
t−,j
2
+
1
n
= x′t,i +
1
n
Thus by induction we have that (2.6) holds. 
Lemma 2.12. Given any η ∈ R+ and a ∈ R, we can take δ small enough,
then m large enough, so that P
[∑m
k=1
∑n
i=1 x
(k)
tn,k,i
< 1− Φ(−a)− η
]
→ 0
as n→∞.
Proof. From the definition we have
m∑
k=1
n∑
i=1
x
(k)
tn,k,i
= 2−Hn |{1 ≤ u ≤ 2Hn : ku 6=∞}|.
For any 1 ≤ u ≤ 2Hn , pt,et,u in non-decreasing in t before et,u = 0; and if
et,u = 0, for any t
′ > t there is also et′,u = 0. Thus if ku =∞, we must have
one of the following cases
• Either etn,1,u = 0;
• Or etn,m,u 6= 0 and ptn,m,etn,m,u ≤ log2(n)− δ
√
log2(n);
• Or for some 1 ≤ k ≤ m − 1 we have that ptn,k,etn,k,u ≤ log2(n) −
δ
√
log2(n) and etn,k+1,u = 0.
By Proposition 2.6,
2−Hn
2Hn∑
u=1
1[etn,1,u = 0]→ 1− Φ
(
−a+ δ(m+ 3)
2
)
(2.7)
in probability, and
2−Hn
2Hn∑
u=1
1[etn,m,u 6= 0, ptn,m,etn,m,u ≤ log2(n)− δ
√
log2(n)]→ Φ(−a+ 2δ)
(2.8)
in probability.
Now we take 1 ≤ k ≤ m− 1 and estimate
2−Hn
2Hn∑
u=1
1[etn,k,u 6= 0, ptn,k,etn,k,u ≤ log2(n)− δ
√
log2(n), etn,k+1,u = 0].
(2.9)
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For each u we have
1[etn,k,u 6= 0, ptn,k,etn,k,u ≤ log2(n)− δ
√
log2(n), etn,k+1,u = 0]
≤1[βtn,k+1,u = 1]
+ 1[βtn,k+1,u = 0, αtn,k,u ≤ log2(n)− δ
√
log2(n), αtn,k+1,u = Hn + 1].
By Lemma 2.7 we have 1[βtn,k+1,u = 1] → 0 uniformly in u. Also, con-
ditioned on βtn,k+1,u = 0, we have that αtn,k+1,u − αtn,k,u is dominated
by Poiss
(
n(tn,k+1 − tn,k)
(
n
2
)−1)
= Poiss
(
n2
√
log2(n)δ
4
(
n
2
)−1)
. This implies
that P[αtn,k+1,u − αtn,k,u ≥ δ
√
log2(n) − (log2(n))1/3] → 0 as n → ∞, uni-
formly in u. Thus (2.9) decays to zero in probability as n→∞.
Summing over 1 ≤ k ≤ m− 1, and using (2.7) and (2.8), for any  > 0 we
have
P
[
m∑
k=1
n∑
i=1
x
(k)
tn,k,i
< Φ
(
−a+ δ(m+ 3)
2
)
− Φ(−a+ 2δ)− 
]
→ 0.
By choosing  < η, taking δ small, then m large, we have Φ
(
−a+ δ(m+3)2
)
−
Φ(−a+ 2δ)−  > 1− Φ(−a)− η, and our conclusion follows. 
Proof of Theorem 2.3. According to Corollary 2.8, it suffices to show that
for any η > 0, we have limn→∞ P[T ′(tn(a)) > 2Φ(−a) + η] = 0.
We have
T ′(tn(a)) =
n∑
i=1
|x′tn(a),i|
≤
n∑
i=1
∣∣∣∣∣x′tn(a),i +
m∑
k=1
x(k) − x(k)tn(a),i
∣∣∣∣∣+
m∑
k=1
|x(k)tn(a),i − x
(k)|.
For each 1 ≤ i ≤ n, by (2.6) we denote ri := x′tn(a),i + 1n −
∑m
k=1 x
(k)
tn(a),i
≥ 0,
and
r :=
1
n
n∑
i=1
ri =
1
n
n∑
i=1
x′tn(a),i +
1
n
−
m∑
k=1
x
(k)
tn(a),i
=
1
n
−
m∑
k=1
x(k).
Then we have
n∑
i=1
∣∣∣∣∣x′tn(a),i +
m∑
k=1
x(k) − x(k)tn(a),i
∣∣∣∣∣ =
n∑
i=1
|ri − r|
≤ 2
n∑
i=1
ri = 2− 2
m∑
k=1
n∑
i=1
x
(k)
tn(a),i
.
By Lemma 2.12, if we take δ small enough then m large enough, the right
hand side is asymptotically bounded by 2Φ(−a) + η2 .
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For any 1 ≤ k ≤ m, by the continuous time version of Proposition 2.1,
(2.1), we have
n∑
i=1
E[|x(k)tn(a),i − x
(k)| | x(k)tn,k ]
≤
√√√√n n∑
i=1
E[(x(k)tn(a),i − x(k))2 | x
(k)
tn,k
]
=
√√√√n exp(− tn(a)− tn,k
n− 1
) n∑
i=1
(x
(k)
tn,k,i
− x(k))2
≤
√√√√exp(−δn√log2(n)
n− 1
)
2δ
√
log2(n)
n∑
i=1
x
(k)
tn,k,i
,
where in the last inequality, we used tn(a)−tn,k ≥ tn(a)−tn,m = δn
√
log2(n),
and Lemma 2.10. Now summing over k we get
m∑
k=1
n∑
i=1
E[|x(k)tn(a),i − x
(k)|]
≤
√√√√exp(−δn√log2(n)
n− 1
)
2δ
√
log2(n)
√√√√mE[ m∑
k=1
n∑
i=1
x
(k)
tn,k,i
]
≤
√√√√exp(−δn√log2(n)
n− 1
)
2δ
√
log2(n)m.
Here we used
∑m
k=1
∑n
i=1 x
(k)
tn,k,i
=
∑m
k=1
∑n
i=1 x
(k)
tn(a),i
≤∑ni=1 x′tn(a),i+ 1n = 1
in the last inequality. For any fixed δ and m, as n→∞ the above converges
to zero. This implies that
∑m
k=1
∑n
i=1 |x(k)tn(a),i − x(k)| → 0 in probability.
Thus asymptotically T ′(tn(a)) is bounded by 2Φ(−a) +η in probability. 
2.3. An exact result for finite termination. One can also ask whether
T (k) eventually attains the value 0. Of course, this is trivially true if the
initial vector is zero. But in general this is impossible unless n is a power of
2.
Proposition 2.13. Suppose that n is not a power of 2. Then there is a
vector x0 such that if xk is defined as above, then xk 6= 0 for all k.
Proof. Let x0 = (1 − 1n ,− 1n , . . . ,− 1n). We claim that for any k and any i,
xk,i equals m/2
l − 1/n for some nonnegative integers m and l where m is
odd. This is true for k = 0 by definition. Suppose that this holds for some k.
To produce xk+1, suppose that we choose two coordinates i and j. Suppose
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that xk,i = m/2
l − 1/n and xk,j = m′/2l′ − 1/n. Without loss of generality,
suppose that l ≥ l′. Then
xk+1,i = xk+1,j =
1
2
(
m
2l
+
m′
2l′
)
− 1
n
=
m+ 2l−l′m′
2l+1
− 1
n
.
If l > l′, then m+ 2l−l′m′ is odd and our claim is proved. If l = l′, then the
above expression reduces to m′′/2l − 1/n, where m′′ = (m + m′)/2. Since
m′′ = 2jr for some j and some odd r, this expression becomes r/2l−j − 1/n.
Note that l−j ≥ 0, because otherwise xk+1,i would be greater than 1, which
is impossible because we are always averaging quantities that are in [−1, 1].
This completes the induction step. This also completes the proof of the
lemma, because a quantity like m/2l− 1/n, where m is odd, cannot be zero
unless n is a power of 2. 
On the other hand, if n is a power of 2, then xk eventually becomes zero
for any starting state.
Proposition 2.14. If n is a power of 2, then with probability 1, xk = 0 for
all large enough k.
Proof. If n is a power of 2, then it is easy to see that there is a particular
sequence of steps that produces the vector of all 0’s starting from any x0.
For example, consider the case n = 4. We can first average coordinates 1 and
2, and then 3 and 4, and then 1 and 3 and then 1 and 4, which will render
all coordinates equal and hence zero. The scheme for n equal to a general
power of 2 is similar: we do averages so that coordinates in successive blocks
of size 2l become equal, for l = 1, 2, . . ., until all coordinates become equal.
Note that this scheme has nothing to do with the initial state.
Since the above scheme has a fixed number of steps, it occurs sooner or
later as we go along. Thus, sooner or later, xk = 0. 
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