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1. Introduction
In this paper we consider a class of elliptic partial differential equations of the form
Pu = ∇2u + λ f (u) = 0, in Ω, (1)
subject to linear boundary condition of Dirichlet, Neumann or Robin type
B(u) = r(x), on ∂Ω. (2)
Here Ω is a bounded domain, ∂Ω is the boundary of Ω , ∇2 denotes the Laplacian operator which depends on Ω , and
λ  0 is the associated eigenvalue. This equation appears in various applications in the physical sciences and engineering,
see [7,8,10]. The method of upper and lower solutions is considered to be one of the effective tools in studying the above
system. It can be used to study the existence, uniqueness or multiplicity of solutions, see [11] for intensive literature.
Amann in [4] has derived necessary and suﬃcient conditions for the existence of a non-negative solution for the problem.
Also, in [5] he proved the existence of three solutions for certain nonlinear equation in presence of two pairs of upper
and lower solutions. Al-Refai in [1] has considered a well-known problem in combustion theory. He proved the existence
of a non-negative solution and derived a suﬃcient condition for the uniqueness. Analytical upper and lower solutions are
obtained by solving linear elliptic equations, and then these bounds are improved using new algorithm. Sharp analytical
upper and lower bounds for the extinction and ignition limits have been obtained for the same problem in [2]. Similar
arguments have been applied for a class of nonlocal problems in [3], and analytical bounds have been obtained for the
critical (blow up) parameter. In a recent work, De Coster et al. [9] have proved the existence of solutions for the problem
in nonsmooth domains in the presence of upper and lower solutions without ordering. If the upper and lower solutions are
close to each other then they give us good information about the solution. However, this is not the case. Therefore, different
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partial differential equations which are more easier than solving the original problem, but yet require numerical solutions.
In this paper we derive two algorithms to obtain polynomial sequences of upper and lower solutions. These upper and
lower solutions are obtained analytically and have closed forms.
In the next section, we present some new results and then use them to derive two algorithms for obtaining sequences
of upper and lower solutions. In Section 3, we apply the new algorithms for two applications and present the results in the
three geometries, slab, circular cylinder and unit sphere. We ﬁnally write some concluding remarks in Section 4.
2. Sequences of upper and lower solutions
We have the following deﬁnition of upper and lower solutions for the problem in (1)–(2), see [11].
Deﬁnition 1. A function v ∈ C2(Ω) is called an upper solution for (1)–(2) if it satisﬁes the differential inequality
P v = ∇2v + λ f (v) 0, in Ω,
with
B(v) r(x), on ∂Ω.
Analogously, w ∈ C2(Ω) is called a lower solution if it satisﬁes the reversed inequalities.
In addition, if w  v in Ω , we say that w and v are ordered lower and upper solutions. The existence of upper and
lower solutions without ordering is not suﬃcient to guarantee the existence of solution for the problem. In [6] Amann
constructed non-ordered upper and lower solutions for an eigenvalue problem which has no solution.
In the following we present some results that will help us in deriving a decreasing sequence of upper solutions and
an increasing sequence of lower solutions. We assume that an ordered upper and lower solutions v and w have been
constructed. Depending on the problem, the upper and lower solutions (bounds) can be obtained using different approaches;
polynomial bounds, eigenfunction expansion bounds or by linearizing the nonlinear term in the problem, see [1,2,12]. Here
we are interested in obtaining polynomial sequences of upper and lower solutions (bounds), since these bounds are easily
computed and have closed forms as we will see later. We deﬁne the set [w, v] = {u ∈ C2(Ω): w  u  v}. We have
Lemma 1. Consider the elliptic equation described in (1)–(2) and let h(1)(θ) and g(1)(θ) be two decreasing functions in [w, v] with
h(1)(θ) f (θ) g(1)(θ). Let S(1) and T (1) be such that
∇2S(1) + λh(1)(v) = 0, in Ω, (3)
B
(
S(1)
)
 r(x), on ∂Ω, (4)
∇2T (1) + λg(1)(w) = 0, in Ω, (5)
B
(
T (1)
)
 r(x), on ∂Ω. (6)
If w  S(1) and T (1)  v in Ω , then we have
1. S(1), T (1) ∈ [w, v], and
2. S(1)  T (1) an ordered lower and upper solutions, respectively.
Proof. 1. It suﬃces to show that S(1)  v and T (1)  w in Ω . We prove that S(1)  v in Ω , and similar statements can be
applied to show that T (1)  w . We have constructed v to be an upper solution for u and so it satisﬁes
P v = ∇2v + λ f (v) 0, in Ω, (7)
B(v) r(x), on ∂Ω. (8)
Subtracting Eq. (3) from Eq. (7) we have
∇2(v − S(1))+ λ( f (v) − h(1)(v)) 0
or
∇2(S(1) − v) λ( f (v) − h(1)(v)) 0.
Let q = S(1) − v , then q satisﬁes ∇2q 0, in Ω , and
B(q) = B(S(1) − v)= B(S(1))− B(v) 0, on ∂Ω.
By applying simple Maximum Principle we have q 0 and that S(1)  v , in Ω .
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Using the above result and the fact that h(1) is decreasing, we have
P S(1) = ∇2S(1) + λ f (S(1))∇2S(1) + λh(1)(S(1))∇2S(1) + λh(1)(v) = 0,
which together with B(S(1)) 0, on ∂Ω , proves that S(1) is a lower solution.
To show that S(1)  T (1) in Ω , subtract Eq. (5) from Eq. (3) to have
∇2(S(1) − T (1))+ λ(h(1)(v) − g(1)(w))= 0,
or
∇2(S(1) − T (1))= λ(g(1)(w) − h(1)(v))
 λ
(
g(1)(w) − g(1)(w)) 0,
which together with B(S(1) − T (1)) 0, on ∂Ω , proves that S(1) − T (1)  0, in Ω . 
Lemma 2. Consider the elliptic equation described in (1)–(2). Let h(2)(θ) and g(2)(θ) be two decreasing functions in [w, v] with
h(1)(θ) h(2)(θ) f (θ) g(2)(θ) g(1)(θ).
Let S(2) and T (2) be such that
∇2S(2) + λh(2)(v) = 0, in Ω, (9)
B
(
S(2)
)= B(S(1)) r(x), on ∂Ω, (10)
∇2T (2) + λg(2)(w) = 0, in Ω, (11)
B
(
T (2)
)= B(T (1)) r(x), on ∂Ω. (12)
Then we have
S(1)  S(2)  T (2)  T (1), in Ω.
Proof. First we show that S(1)  S(2) in Ω . Subtracting Eq. (9) from Eq. (3) we have
∇2(S(1) − S(2))+ λ(h(1)(v) − h(2)(v))= 0,
or
∇2(S(1) − S(2)) λ(h(2)(v) − h(1)(v)) 0, in Ω,
which together with B(S(1) − S(2)) = 0, on ∂Ω , proves that S(1) − S(2)  0 in, Ω , and the result is obtained.
Similar arguments can be applied to show that T (2)  T (1) in Ω . Applying Lemma 1 we have S(2), T (2) ∈ [w, v] and
S(2)  T (2) in Ω . 
Using Lemmas 1 and 2 and induction arguments we reach the following result:
Theorem 1. Consider the elliptic equation described in (1)–(2). Let h(k)(θ) and g(k)(θ), k = 1,2,3, . . . be decreasing functions in
[w, v] with
h(1)(θ) h(2)(θ) · · · h(k)(θ) · · · f (θ) · · · g(k)(θ) · · · g(2)(θ) g(1)(θ).
Let S(k) and T (k) , k 1 be such that
∇2S(k) + λh(k)(v) = 0, in Ω, (13)
B
(
S(k)
)= B(S(k−1))= · · · = B(S(1)) r(x), on ∂Ω, (14)
∇2T (k) + λg(k)(w) = 0, in Ω, (15)
B
(
T (k)
)= B(T (k−1))= · · · = B(T (1)) r(x), on ∂Ω. (16)
Then we have two sequences S(k) , T (k) , k = 1,2,3, . . . of lower and upper solutions with S(1)  S(2)  · · · S(k)  · · · T (k)  · · ·
T (2)  T (1) . Moreover, S(k) and T (k) converge to S and T , respectively, with S  T in Ω .
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quence T (k) is monotone decreasing sequence which is bounded below by S(1) , and hence convergent. Also, S(k) is conver-
gent since it is monotone increasing sequence and bounded above by T (1) . Since S(k)  u  T (k) , we have S  u  T and
S  T , where u is the exact solution of (1)–(2). 
From the above results one can derive several sequences of upper and lower solutions, depending on the initial lower and
upper solutions w and v , and on the choice of the functions h(k)(θ) and g(k)(θ). Here we are concerned with the polynomial
bounds which can be obtained analytically and have closed forms. Therefore, we choose our sequences of functions h(k)(θ)
and g(k)(θ) to be polynomials. In the following we present two polynomials algorithms:
1. Algorithm 1: we start with w and v and generates S(k) and T (k) , k = 1,2,3, . . . .
2. Algorithm 2: we start with w and v and generates S(1) and T (1) . Since [S(1), T (1)] ⊆ [w, v] and hence all the required
conditions are satisﬁed, we use the modiﬁed lower and upper solutions S(1) and T (1) to obtain S(2) and T (2) . In general,
we use S(k−1) and T (k−1) to obtain S(k) and T (k) .
3. Applications
Example 1. We consider
∇2u + e−u = 0, in Ω,
with homogeneous boundary condition of Dirichlet type.
We will discuss the problem in the three geometries, slab, circular cylinder and unit sphere. For the slab geometry we
have
u′′ + e−u = 0, Ω = [0,1],
with
u(0) = u(1) = 0.
We start with upper and lower solutions to be polynomials of degree 2, satisfying the same boundary conditions of u. We
have v = c1(x− x2) and w = c2(x− x2). Since 0 x− x2  14 in Ω , we have
P v = −2c1 + e−c1(x−x2) −2c1 + 1,
and
Pw = −2c2 + e−c2(x−x2) −2c2 + e− 14 c2 .
By choosing c1 = 12 and c2 to be the unique solution of c = 12 e−
1
4 c , we have v and w are upper and lower solutions, and
[w, v] ⊆ [0, 18 ]. Note that the value of c2 = 0.44712 . . . . We use Taylor series expansion for f (u) = e−u to determine the
sequences h(i)(u) and g(i)(u), i  1. We have
Proposition 1. Let h(i)(u) =∑2i−1n=0 (−1)nunn! , and g(i)(u) =∑2in=0 (−1)nunn! , i  1. Then
1. h(i)(u) e−u  g(i)(u) in [w, v], and
2. h(i)(u), g(i)(u) are decreasing on [w, v].
Proof. 1. From the Taylor series expansion of f (u) = e−u we have
e−u = h(i)(u) + e
ξ1u2i
(2i)! = g
(i)(u) − e
ξ2u2i+1
(2i + 1)! ,
for some ξ1, ξ2 ∈ [w, v] ⊆ [0, 18 ], and the result follows.
2. We show ddu (h
(i)(u)) and ddu (g
(i)(u)) are negative in [w, v]. We have
d
du
(
h(i)(u)
)=
2i−1∑
n=0
(−1)nnun−1
n! = −
2i−2∑
n=0
(−1)nun
n!
= −e−u + e
−ξu2i−1
(2i − 1)! , for some 0< ξ <
1
8
,
< −e− 18 + (
1
8 )
2i−1
< −e− 18 + 1 < 0,(2i − 1)! 8
406 M. Al-Refai et al. / J. Math. Anal. Appl. 374 (2011) 402–411Fig. 1. On the left the upper and lower solutions v and w and on the right the upper and lower solutions T (1) and S(1) for the slab geometry.
and
d
du
(
g(i)(u)
)=
2i∑
n=0
(−1)nnun−1
n! = −
2i−1∑
n=0
(−1)nun
n!
= −e−u − e
−ηu2i
(2i)! < 0, for some 0< η <
1
8
. 
To modify the bounds v and w using Algorithm 1, we start with h(1)(u) = 1− u, and g(1)(u) = 1− u + 12u2. Let T (1) be
the solution of
(
T (1)
)′′ + g(1)(w) = 0, in Ω,
or
(
T (1)
)′′ + 1− w + 1
2
w2 = 0, in Ω,
or
(
T (1)
)′′ + 1− c2(x− x2)+ 1
2
(
c2
(
x− x2))2 = 0, in Ω,
with
T (1)(0) = T (1)(1) = 0, on ∂Ω.
Then,
T (1) = −1
2
x2 + c2
(
x3
6
− x
4
12
)
− c
2
2
2
(
x4
12
− x
5
10
+ x
6
30
)
+ Ax, (17)
where A = 12 − c212 +
c22
120 , and c2 = 0.44712 . . . . Let S(1) be the solution of
(
S(1)
)′′ + h(1)(v) = (S(1))′′ + 1− v = (S(1))′′ + 1+ 1
2
(
x− x2)= 0, in Ω,
with
S(1)(0) = S(1)(1) = 0, on ∂Ω.
Hence,
S(1) = − x
2
2
+ 1
2
(
x3
6
− x
4
12
)
+ 11
24
x. (18)
One can verify that w  S(1) and T (1)  v in Ω , and hence by applying Lemma 1 we have S(1)  u  T (1) in Ω . Fig. 1
on the left depicts the upper and lower solutions v and w , and on the right the modiﬁed upper and lower solutions T (1)
and S(1) . It is important to mention that the improved upper and lower solutions T (1) and S(1) are obtained in closed forms
by solving linear differential equations, and similarly the subsequent upper and lower solutions are also obtained in closed
forms. To have more accurate bounds we take h(2)(u) = 1 − u + u22 − u
3
3! and g
(2)(u) = 1 − u + u22 − u
3
3! + u
4
4! . Applying the
same procedures for S(1) and T (1) we have
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8
2688
+ x
7
672
− x
6
160
+ 13x
5
960
− 5x
4
96
+ x
3
12
− x
2
2
+ 6187x
13440
,
and
T (2) = c2
4x10
2160
+ c2
4x9
432
+
(
− c2
4
224
− c2
3
336
)
x8 +
(
c24
252
+ c2
3
84
)
x7 +
(
− c2
4
720
− c2
3
60
− c2
2
60
)
x6 +
(
c23
120
+ c2
2
20
)
x5
+
(
−c2
2
24
− c2
12
)
x4 + c2x
3
6
− x
2
2
+
(
c24
30240
− c2
3
1680
+ c2
2
120
− c2
12
+ 1
2
)
x.
The upper and lower solutions T (3) and S(3) are obtained by applying the same procedures with h(3)(u) = 1−u+ u22 − u
3
3! +
u4
4! − u
5
5! , and g
(3)(u) = 1− u + u22 − u
3
3! + u
4
4! − u
5
5! + u
6
6! . We have
S(3) = − x
12
506880
+ x
11
84480
− x
10
17280
+ 5x
9
27648
− 29x
8
43008
+ 281x
7
161280
− 73x
6
11520
+ 13x
5
960
− 5x
4
96
+ x
3
12
− x
2
2
+ 9800251x
21288960
,
and
T (3) = − c2
6x14
131040
+ c2
6x13
18720
+
(
− c2
6
6336
− c2
5
15840
)
x12 +
(
c26
3960
+ c2
5
2640
)
x11 +
(
− c2
6
4320
− c2
5
1080
− c2
4
2160
)
x10
+
(
c26
8640
+ c2
5
864
+ c2
4
432
)
x9 +
(
− c2
6
40320
− c2
5
1344
− c2
4
224
− c2
3
336
)
x8 +
(
c25
5040
+ c2
4
252
+ c2
3
84
)
x7
+
(
− c2
4
720
− c2
3
60
− c2
2
60
)
x6 +
(
c23
120
+ c2
2
20
)
x5 +
(
−c2
2
24
− c2
12
)
x4 + c2x
3
6
− x
2
2
+
(
c26
17297280
− c2
5
665280
+ c2
4
30240
− c2
3
1680
+ c2
2
120
− c2
12
+ 1
2
)
x.
We deﬁne the bound of error
E(i) = ∥∥T (i) − S(i)∥∥2 =
∫
Ω
(
T (i) − S(i))2 dΩ,
for i = 0,1,2, . . . , where E(0) = ‖v − w‖2. The ﬁrst line of Table 1, presents the error bounds E(i) for i = 0,1,2 and 3. One
can see that the error decreases with n, but the bounds don’t improve much after n = 2. This is because of ﬁxing the initial
upper and lower solutions v and w . In order for the sequences T (n) and S(n) to converge faster, and to have more accurate
bounds, it is recommended not to keep the initial upper and lower solutions v and w , and to apply Algorithm 2. So, we
use T (1) and S(1) given in (17), (18) with h(2) and g(2) to obtain the modiﬁed upper and lower solutions T (2)m and S
(2)
m . We
have
S(2)m = − c2
6x20
492480000
+ c2
6x19
49248000
+
(
− 23c2
6
264384000
− c2
5
26438400
)
x18 +
(
c26
4896000
+ c2
5
2937600
)
x17
+
(
− 23c2
6
82944000
− 13c2
5
10368000
− 11c2
4
20736000
)
x16
+
(
c26
4838400
+ 43c2
5
18144000
+ Ac2
4
1512000
+ 71c2
4
18144000
)
x15
+
(
− c2
6
15095808
− 29c2
5
12579840
− Ac2
4
218400
− 29c2
4
2419200
− 41c2
3
9434880
)
x14
+
(
c25
1078272
+ 7Ac2
4
561600
+ 17c2
4
842400
+ Ac2
3
112320
+ 7c2
3
269568
)
x13
+
(
− Ac2
4
63360
− 511c2
4
22809600
− Ac2
3
19008
− 73c2
3
1140480
− c2
2
34560
)
x12
+
(
Ac24 + c2
4
+ 17Ac2
3
+ 29c2
3
+ 17Ac2
2
+ 19c2
2 )
x11
126720 52800 158400 285120 158400 158400
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The error E(i) , i = 0,1,2,3 for the slab, spherical and cylindrical geometries. Only the ﬁrst line presents the error bounds obtained by Algorithm 1.
E(0) E(1) E(2) E(3)
Slab 0.932098× 10−4 1.89433× 10−6 7.80084× 10−7 7.7916× 10−7
0.932098× 10−4 1.89433× 10−6 1.60695× 10−8 1.35363× 10−10
Spherical 0.267406× 10−3 5.82781× 10−6 4.90529× 10−8 4.06228× 10−10
Cylindrical 0.117813× 10−2 0.681938× 10−4 1.47739× 10−6 3.15526× 10−8
+
(
− c2
4
103680
− Ac2
3
12960
− 17c2
3
129600
− A
2c22
10800
− 7Ac2
2
16200
− 23c2
2
86400
− c2
8640
)
x10
+
(
c23
10368
+ A
2c22
2880
+ 37Ac2
2
51840
+ 7c2
2
12960
+ Ac2
1728
+ c2
3456
)
x9
+
(
−c2
2A2
2688
− c2A
2
1344
− c2
2A
1120
− c2A
672
− 37c2
2
40320
− c2
1344
− 1
2688
)
x8
+
(
c2A2
504
+ c2
2A
1008
+ c2A
504
+ A
336
+ c2
2
840
+ c2
504
)
x7 +
(
− A
2
120
− c2A
180
− c2
2
720
− c2
360
− 1
240
)
x6
+
(
A3
120
+ A
40
+ c2
120
)
x5 +
(
− A
2
24
− 1
24
)
x4 + Ax
3
6
− x
2
2
+
(
48661c26
36569594880000
− 151c2
5
3701376000
− 3Ac2
4
4576000
+ 31817c2
4
20756736000
+ 251Ac2
3
18532800
− 12767c2
3
518918400
+ 71A
2c22
604800
− 9743Ac2
2
19958400
+ 29983c2
2
39916800
− 5A
2c2
4032
+ 271Ac2
60480
− 281c2
40320
− A
3
120
+ A
2
20
− 109A
560
+ 2447
4480
)
x,
and
T (2)m = − x
18
2436562944
+ x
17
270729216
− x
16
26542080
+ 13x
15
59719680
− 227x
14
181149696
+ 17x
13
3234816
− 11195x
12
525533184
+ 277x
11
4055040
− 1283x
10
5971968
+ 78875x
9
143327232
− 11813x
8
7962624
+ 22367x
7
6967296
− 2064049x
6
238878720
+ 27251x
5
1658880
− 697x
4
13824
+ 11x
3
144
− x
2
2
+ 67381788919x
145178542080
.
We then use T (2)m and S
(2)
m with h
(3) and g(3) to obtain S(3)m and T
(3)
m . The second line of Table 1, presents the error
bounds ‖T (i)m − S(i)m ‖. One can see that the solutions obtained by Algorithm 2 are more accurate and after 3 iterations we
reach a very accurate bounds.
For the spherical geometry we have
urr + 2
r
ur + e−u = 0, 0< r < 1,
u(1) = ur(0) = 0.
The initial upper and lower solutions are v = 16 (1 − r2) and w = c(1 − r2), where c = 0.144275 is the unique solution of
6c = e−c . With the same choice of h(1)(u) and g(1)(u) as for the slab geometry, we have
T (1)(r) = 1
420
(−5c2r6 + 21c2r4 − 21cr4 − 35c2r2 + 70cr2 − 70r2 + 19c2 − 49c + 70),
and
S(1)(r) = 1
360
(−3r4 − 50r2 + 53).
One can verify that w  S(1) and T (1)  v in Ω , and hence S(1)  u  T (1) in Ω . We apply Algorithm 2, to obtain T (i)m
and S(i)m for m = 1,2,3. Fig. 2 on the left depicts the initial upper and lower solutions v and w , and on the right the ﬁrst
modiﬁed upper and lower solutions T (1)(r) and S(1)(r), and the errors are presented in Table 1. It can be seen that the
sequences of upper and lower solutions converge to each other, and at n = 3 we achieved a very accurate bounds with
E = 4.06228× 10−10.
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Fig. 3. S(1)(r) − w(r), r ∈ [0,1], for c˜ = 0.203888 on the left and for c˜ = 0.203 on the right.
For the cylindrical geometry we have
urr + 1
r
ur + e−u = 0, 0< r < 1,
u(1) = ur(0) = 0.
The initial upper and lower solutions are v = 14 (1 − r2) and w = c˜(1 − r2), where c˜ = 0.203888 is the unique solution of
4c = e−c . With the same choice of h(1)(u) and g(1)(u) as for the slab and spherical geometries, we have
T (1)(r) = 1
72
c˜2r6 + 1
144
(
9c˜2 − 9c˜)r4 + 1
144
(−18c˜2 + 36c˜ − 36)r2 + 1
144
(
11c˜2 − 27c˜ + 36),
and
S(1)(r) = − r
4
64
− 3r
2
16
+ 13
64
.
Fig. 3 on the left depicts s(1) − w in Ω . One can see that w is not less than S(1) in Ω , and we therefore, choose c˜ = 0.203.
At this value w is still a lower solution and w  S(1) in Ω , as shown on the right of Fig. 3. Fig. 4 on the left depicts the
initial upper and lower solutions v and w , and on the right the ﬁrst modiﬁed upper and lower solutions T (1) and S(1) .
The error bounds presented in Table 1, indicate the convergence of the two sequences.
Example 2. Consider the eigenvalue problem
Pu = u′′ + λ cos(u) = 0, Ω = [0,1],
with
u(0) = 0, u(1) = 1.
We start with upper and lower solutions to be polynomials of degree 2, that satisfy the same boundary conditions of u.
We have v = c1x2 + (1− c1)x and w = c2x2 + (1− c2)x. Now, by choosing c1 = − λ2 and c2 = λ2 we have
P v = 2c1 + λ cos(v) 2c1 + λ = 0,
and
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Fig. 5. On the left the upper and lower solutions v and w , and on the right the upper and lower solutions T (1) and S(1) .
Table 2
The error bounds E(i) obtained by Algorithm 2, for i = 0,1,2,3.
i 0 1 2 3
E(i) 0.133333 0.629733× 10−3 2.13657× 10−6 6.90025× 10−9
Pw = 2c2 + λ cos(w) 2c2 − λ = 0,
and an initial upper and lower solutions are obtained. One can verify that
[w, v] =
{ [0,1] if λ 2,
[− λ8 − 12λ + 12 , λ8 + 12λ + 12 ] if λ > 2.
From the Taylor series expansion of cos(u) =∑∞k=0(−1)k u2k(2k)! , we choose h(1)(u) = 1 − u22 , h(2)(u) = 1 − u22 + u44! − u66! ,
g(1)(u) = 1 and g(2)(u) = 1− u22 + u
4
4! . One can verify that these functions are decreasing on [0,1] and then Algorithm 2 can
be used to obtain modiﬁed bounds for λ 2. Fig. 5 depicts the initial and modiﬁed bounds for λ = 2, and Table 2 presents
the error bounds. It can be seen that after only three iterations a very accurate bounds are achieved. We recall here that
some of the above functions are not decreasing on [w, v] for λ > 2. Hence, one has to think about different approach to
obtain these functions or modify the algorithm, which is left for a future work.
4. Concluding remarks
We have applied comparison arguments to study a class of nonlinear elliptic equations. We squezed the nonlinear term
f (u) between two decreasing polynomial sequences h(k)(u)  f (u)  g(k)(u), and derived two convergent sequences of
upper and lower solutions. We have proved that the sequence of upper solution is decreasing and the sequence of lower
solution is increasing. We then have presented two algorithms to obtain polynomial sequences of upper and lower solutions.
The terms of the two sequences are obtained in closed forms and they have the advantage that we can compute more terms
until the desired accuracy is achieved. The eﬃciency of the new algorithms is proven through discussing several applications.
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