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Abstract
Two main approaches to enhance urban pluvial ﬂood prediction were developed
and tested in this research: (1) short-term rainfall forecast based on rain gauge
networks, and (2) customisation of urban drainage models to improve hydraulic
simulation speed. Rain gauges and level gauges were installed in the Coimbra
(Portugal) and Redbridge (UK) catchment areas. The collected data was used
to test and validate the approaches developed.
When radar data is not available urban pluvial ﬂooding forecasting can be based
on networks of rain gauges. Improvements were made in the Support Vector
Machine (SVM) technique to extrapolate rainfall time series. These improve-
ments are: enhancing SVM prediction using Singular Spectrum Analysis (SSA)
for pre-processing data; combining SSA and SVM with a statistical analysis that
gives stochastic results. A method that integrates the SVM and Cascade-based
downscaling techniques was also developed to carry out high-resolution (5-min)
precipitation forecasting with longer lead time. Tests carried out with histor-
ical data showed that the new stochastic approach was useful for estimating the
level of conﬁdence of the rainfall forecast. The integration of the cascade method
demonstrates the possibility of generating high-resolution rainfall forecasts with
longer lead time. Tests carried out with the collected data showed that water
level in sewers can be predicted: 30 minutes in advance (in Coimbra), and 45
minutes in advance (in Redbridge).
A method for simplifying 1D1D networks is presented that increases computa-
tional speed while maintaining good accuracy. A new hybrid model concept was
developed which combines 1D1D and 1D2D approaches in the same model to
achieve a balance between runtime and accuracy. While the 1D2D model runs
in about 45 minutes in Redbridge, the 1D1D and the hybrid models both run
in less than 5 minutes, making this new model suitable for ﬂood forecasting.
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Chapter 1
Introduction
1.1 Context
Flood risk management is becoming a key factor in the design of modern urban
settlements. The science and engineering dealing with river and coastal ﬂooding
has grown enormously, so that today we have sophisticated and reliable tools for
forecasting ﬂuvial and coastal ﬂooding. However, in recent years, urban pluvial
ﬂooding, which did not attract much attention in the past, has been occurring
with increasing frequency all over the world. Consequently ﬂood management
policy across Europe has changed. The European Union presented a Directive
on the Assessment and Management of Flood Risk in 2007. The Directive covers
all sources of ﬂooding, including coastal, urban, groundwater ﬂoods as well as
river ﬂoods.
In 2007 the UK suﬀered extensive ﬂoods and the government requested a com-
prehensive review of these events and a report on lessons learned. According to
the review carried out by Pitt (2008): Perhaps the most signiﬁcant feature of
last summer's events was the high proportion of surface water ﬂooding compared
with ﬂooding from rivers. (...) There are no warnings for this type of ﬂooding,
which can occur very rapidly, and people, including the response organizations,
were not well prepared.
The increasing frequency and severity of these ﬂoods has several origins. There
has been an increasing in the intensity of rainfall of up 40% in some areas and
consequently in the number of extreme events. In addition, changes in land use
towards urban development tend to reduce surface permeability; denser cities
have several advantages but they may not be optimal from the point of view of
ﬂooding. Urban areas are typically increasing paved areas at a rate of between
16
Chapter 1. Introduction
1.1. Context
0.25% and 2.5% per annum; existing drainage infrastructure cannot cope with
such changes, leading to a signiﬁcant increase in the frequency of small ﬂood
events and substantial increases in devastation from extreme events.
Urban ﬂood management is a complex problem and it is primarily of local
nature. It is diﬃcult for central government authorities to handle it eﬀectively,
and too complex for local authorities to develop human resources (expertise)
to deal with it, powerful methodologies and appropriate tools. Flood warnings
are usually too general and so are unsuitable for urban pluvial ﬂood prediction
applications: urban surface water ﬂooding occurs at a small scale and is aﬀected
by the local topography, the drainage infrastructure and the built urban envir-
onment. The events that cause this type of ﬂooding are characterised by rapid
onset, localised and high-intensity precipitation.
Although signiﬁcant breakthroughs in advanced pluvial ﬂood modelling pro-
cesses have been made recently, there is a profound need to further enhance
the predictive capabilities of these models by addressing both short-term rain-
fall prediction and surface ﬂood prediction. With the recent developments in
weather radar technologies, terrain surface representation and the dual-drainage
modelling concept, the potential now exists to develop real-time rainfall ﬂood
prediction tools for urban ﬂooding. However, such tools require computer mod-
els capable of predicting pluvial ﬂooding with suﬃcient speed to permit success-
ful operational responses. According to the Flood Risk Management Research
Consortium 2 (FRMRC2, 2007), there is a need for fully integrated clouds-
to-catchment-to-coast concept and that can serve as a framework for the next
generation of urban ﬂood models.
Timely awareness of what is forthcoming in the case of extreme events is of
paramount importance in urban ﬂooding. The main goal of the urban ﬂood
forecast is to know the impact of the rainfall event on the drainage system
and on the aﬀected surface area. It is necessary to know where the water will
enter into the sewer system and where the sewer becomes surcharged and water
returns to the surface remaining there. The safety of the population depends on
the ﬂood location, ﬂood depth, duration and ﬂow velocity; with this information
it is possible to identify vulnerable ﬂood areas and estimate the time available
to evacuate and/or protect property before ﬂooding starts. However, if alerts
and warnings are sent to people and the prediction is not conﬁrmed, i.e., the
ﬂood does not happen, then after two or three false alarms there is a tendency
to ignore warnings and as a result the alert of an actual ﬂood situation may not
generate an appropriate response. Emergency management services therefore
need reliable information and early prediction.
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1.2 Aims and objectives
Urban pluvial ﬂood forecasting is a growing concern for local authorities whose
task is to minimise ﬂood damage to society. Flood forecasting deals with two
subjects: short-term rainfall forecasting and surface ﬂood forecasting, both of
which present several challenges to the scientiﬁc community. The hypothesis of
this PhD research is:
The inundation extent, depth and the peak time of urban pluvial
ﬂooding can be predicted with accuracy and suﬃcient time to suc-
cessfully trigger operational and non structural responses in the case
of an extreme rainfall event.
The objective of this PhD research is to develop and improve urban pluvial ﬂood
forecasting methodologies, enabling short- and near real-time ﬂood prediction.
This overall objective will be achieved by addressing the following detailed ob-
jectives:
1. Developing a novel approach for rainfall prediction with the use of syn-
chronized dense raingauges networks to mimic radar images in small urban
catchments.
2. Reducing simulation time by improving the procedures for simpliﬁcation
of 1D/1D urban drainage networks.
3. Improving the reliability of modelling by better coverage of ﬂood vulner-
able areas, contributing to the integration of models with diﬀerent spatial
resolutions.
4. Testing the developed methodologies in two case studies.
1.3 Methodology and originality of the work
To achieve the above objectives, new methodologies have been developed and
contributions have been made in two main areas:
1. Flood forecast based on networks of a small number of raingauges (Chapter
3).
This new methodology is based on improvements to the traditional Support Vec-
tor Machine (SVM) (Vapnik, 1995) prediction technique for short-term events.
The main contributions are:
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 improvement of rainfall forecast by pre-processing short term rainfall data
with singular spectrum analysis (SSA) followed by Support Vector Ma-
chine (SVM) application (section 3.2);
 development of a new stochastic SSA+SVM methodology (section 3.2);
 development of a new SSA+SVM methodology enhanced with a temporal
downscaling technique (section 3.2).
 full synergy to integrate these methodologies for data series extrapola-
tion techniques with interpolation techniques that allow the generation of
forecasted rain-ﬁelds (section 3.3).
2. Customisation of dual-drainage networks (Chapter 4)
Reliable ﬂood forecasting results requires hydraulic models capable of estimating
pluvial ﬂooding fast enough to enable successful operational responses. This
customisation of drainage networks was carried out to increase computational
speed in the following ways:
 development of simpliﬁed versions of 1D1D drainage networks. In this
work a two-step methodology was developed for 1D1D model simpliﬁcation
(section 4.3).
 development of a new hybrid model which combines 1D1D and 1D2D
approaches to take advantage of the beneﬁts and overcome the drawbacks
of each approach. This hybrid model provides fast hydraulic simulations
with 2D results in the most vulnerable areas (section 4.4) .
The proposed methodologies were tested using real data from two experimental
sites: Coimbra, Portugal and the London Borough of Redbridge, United King-
dom.
1.4 Thesis outline
Chapter 2 presents a literature review on several issues related to urban drain-
age, rainfall data, rainfall forecasting, overland ﬂow, urban ﬂoods and ﬂood
forecasting.
Chapter 3 provides a detailed description of the case studies and experimental
setup.
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Chapter 4 focuses on rainfall forecasting. It describes the new techniques de-
veloped for rainfall and ﬂood forecast based on raingauge networks. The ap-
plication of the developed methodologies to the cases studies are presented in
order to validate the methodologies.
Chapter 5 deals with the customisation of drainage networks. The methodology
for simpliﬁcation of 1D1D networks and the hybrid model are explained and
presented. The developed methodologies are applied to the case studies to
demonstrate their speed and accuracy.
A summary of the conclusions and future developments is presented in Chapter
6.
Appendix 1 shows the calibration of the hydraulic networks and Appendix 3
shows the list of publications of the author during this research.
1.5 Case studies
All methodologies developed were tested in two locations; Coimbra in Portugal
and the London Borough of Redbridge in United Kingdom.
In both places an experimental setup was established in order to generate data
to calibrate and validate the methodologies developed. The following section
has a brief description and justiﬁcation of the case studies.
1.5.1 Zona Central catchment in Coimbra, Portugal
The Portuguese city of Coimbra is a medium size city that experienced several
urban ﬂoods recently. One of the most aﬀected areas is shown in Figure 1.1.
The catchment has a total area of approximately 1.5 km2 and discharges into
the Coselhas stream. The area where the main ﬂood problems occur is highly
urbanised and has approximately 0.9 km2. The sewer system is 34.8 km long,
of which 29 km are combined sewers and only 1.2 km are for storm water.
1.5.2 Cranbrook catchment in the London Borough of Red-
bridge, United Kingdom
The Cranbrook catchment is located within the London Borough of Redbridge
(situated on the north-east part of Greater London). The Cranbrook catchment
is predominantly urban and has a drainage area of approximately 900 hectares;
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(a) Flood in Coimbra at 09/06/2006 (b) Flood in Coimbra at 28/09/2006
Figure 1.1: Recent ﬂoods in Zona Central, Coimbra.
the main water course is about 5.75 km long, of which 5.69 km are piped or
culverted. According to the Environmental Agency (2006), this area has a rapid
response to rainfall, which is typical of densely urbanised catchments overlying
London clay. Furthermore, this area has experienced several pluvial, ﬂuvial and
coincidental ﬂooding events in the past, with the most recent events being in
2000 and 2009, when hundreds of properties were ﬂooded (Figure 1.2). These
ﬂood events are relatively well documented and have been used for development
of advanced ﬂood prediction methodologies.
(a) (b)
Figure 1.2: Recent ﬂoods in Cranbrook catchment, Redbridge.
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Literature Review
This chapter presents a review of literature about urban pluvial ﬂood modelling
and relevant subjects for this research.
The hydraulic concepts associated with rainfall and urban drainage modelling
are described and analysed. Flood forecasting methodologies are also presented
and their requirements discussed. This review identiﬁes the gaps in current
knowledge, which form the key research questions for this study.
2.1 Urban pluvial ﬂooding
In British Standard EN 752 `ﬂooding' is deﬁned as a `condition where wastewater
and/or surface water escapes from or cannot enter a drain or sewer system and
either remains on the surface or enters in buildings'. The term `surcharge'
is described as a `condition in which wastewater and/or surface water is held
under pressure within a gravity drain or sewer system, but does not escape to
the surface to cause ﬂooding'.
Surface water ﬂooding is described as ﬂooding occurring in extreme rainfall
conditions with consequent incapacity of the water to drain quickly enough,
thus forming ponds of water (Pitt, 2008). Water coming out of drains at other
locations may also form ponds. Many factors aﬀect the likelihood of surface
water ﬂooding. Pitt (2008) considers the most important factors to be: i)
intensity of rainfall; ii) location of the rainfall; iii) capacity and condition of the
sewerage and drainage system; iv) type of surface material; v) saturation (or
soil moisture deﬁcit) of the ground; vi) lack of capacity or blockage.
Rain falling over a catchment can encounter either an impervious or a pervious
area. On a pervious area, sub-surface is inﬁltrated by some water and the
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remainder is surface runoﬀ. Surface runoﬀ and possibly inﬁltrated water will
eventually join a watercourse or a receiving water body. In contrast, water
falling over an impervious area will become almost entirely runoﬀ. Urban areas
are deﬁned as areas of concentrated human activity and are characterised by
wide impervious areas and man-made watercourses. Consequently, there are
increased runoﬀ volumes and ﬂows that can result in ﬂooding, watercourse and
habitat destruction.
Modiﬁcations of the landscape induced by human activity are associated with
an increase in runoﬀ volumes, peak ﬂow rates and a reduction of the time needed
for ﬂows to reach their maximum. Thus, urban areas are more vulnerable to
ﬂooding aﬀecting all land use activities. Implementation of structural as well as
non-structural measures is crucial to protect property and lives from ﬂooding.
2.2 The impacts of urban pluvial ﬂooding on so-
ciety
As mentioned above, urban pluvial ﬂooding is caused by intense rainfall, which
exceeds the capacity of the installed drainage system. This type of ﬂooding is
typically localised and happens very quickly after the rain has fallen, making it
diﬃcult to give any warning. For this reason, the strategies used in this type of
ﬂooding are diﬀerent from the ones used in river or coastal ﬂooding.
Urban ﬂooding consequences vary between minor damage, such as water enter-
ing the basements of a few houses, to major events, such as inundation of large
urban areas. Most of the problems experienced in modern industrialised cities
are due to insuﬃcient capacity of the sewer systems during heavy rainstorms.
Damage from urban ﬂooding can be divided into direct, indirect and social
damage (Konig et al., 2002) and its perception varies from person to person.
Direct damage includes the material damages that have been caused by the
ﬂood. Examples of direct damage are erosion of road constructions, landslides
and damage on urban infrastructures like electricity, water supply, gas pipelines,
the drainage system itself, damage of private goods and loss of human and
animal lives. Except for these ones, this type of damage can be repaired or
replaced most of the time.
Indirect damage occurs during the ﬂood and may persist for a period of time
afterwards. It does not include the material damages referred before and it may
aﬀect other people besides the ones involved in the direct damages. It includes
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side eﬀects caused by the general disruption of services originated by the ﬂood,
such as administrative and labour costs.
Social consequences are a long term result of the severity and frequency of ﬂood-
ing. These consequences have a psychological character which is not tangible to
exact deﬁnition and identiﬁcation. It is known that when a city experiences fre-
quent and severe ﬂoods, the social well-being is aﬀected, local economy decreases
and regional development is restrained.
The degree of ﬂood hazard depends on factors such as water depth and velocity
and the duration of the ﬂood and its load (sediment, salts, sewage, and chem-
icals). A high ﬂood water depth is not only a risk to individuals but can also
hinder rescue eﬀorts, making evacuation unsafe for both the evacuee and the
emergency services (Pitt, 2008).
Figure 2.1 shows approximate hazard thresholds for depth and velocity: people
and cars can be washed away in approximately 0.5 metres of fast-ﬂowing wa-
ter; buildings and other obstructions create turbulent scour eﬀects and many
structures start to fail at velocities of 2 m/s.
Figure 2.1: Approximate ﬂood hazard thresholds (Smith and Petley, 2009)
The major cause of tangible ﬂood losses is physical damage to property, espe-
cially in urban areas. Even though climate change is likely to play an increas-
ingly important role in the future, most observers share the opinion that the cur-
rent increase of losses is mainly due to a more intensive land use. Urbanisation
transforms hydrological systems and poses growing risks through progressive
ﬂoodplain invasion and higher property wealth (Smith and Petley, 2009).
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The magnitude and frequency of ﬂoods are increased by urbanisation in at least
four ways (Smith and Petley, 2009): i) the creation of highly impermeable sur-
faces, such as roofs and roads, limits water inﬁltration so that a larger proportion
of storm rainfall presents as runoﬀ ; ii) hydraulically smooth urban surfaces ac-
count for a faster water delivery to the channel service through a dense network
of surface drains and underground sewers, with consequent increased speed of
ﬂood onset; iii) the modiﬁcation of water courses reduces its carrying capacity,
which increases the number of times that high ﬂows overtop the banks; iv) in-
adequate storm-water drainage following building construction is a major cause
of urban ﬂooding.
2.3 Rainfall data for urban drainage modelling
2.3.1 Introduction
The standard approach of urban drainage numerical models is still to assume a
gauge representative for a large area, often the whole catchment, and thereby as-
suming uniform rainfall. It is also common to use data from a raingauge several
kilometres away if there are no other gauges within the catchment. This may
only lead to small errors in the case of a large frontal rainfall system, but in the
case of local convective rainfall (thunder showers), which are often responsible
for urban pluvial ﬂooding, this approach rarely provides good results (Pedersen,
2009). The eﬀect of the spatial variation in rainfall patterns is believed to result
in rather higher than lower runoﬀ results (Einfalt et al., 2005) and therefore,
these variations should be taken into account.
The spatial distribution of rainfall is one important source of uncertainty in
urban drainage modelling and an issue in the veriﬁcation/calibration of mod-
els. In fact, rainfall is known to vary signiﬁcantly between raingauge locations.
Pedersen et al. (2008) showed that within a 2 km from the gauge return peri-
ods ranging from 1 year to more than 70 years could be found. This indicates
that within a small area the return periods can vary signiﬁcantly (Einfalt et al.,
2005).
According to Schilling (1991), ideally long rainfall data series (e.g. 20 years
or more) with 1  5 min time resolution, 1 km2 spatial resolution, and time
synchronisation errors below 1 min should be available for urban drainage mod-
elling. These values are in accordance with Berne et al. (2004). Einfalt (2005)
presented a chart (Figure 2.2) with a more general rainfall data resolution re-
quirements.
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Figure 2.2: Rainfall data resolution requirements (Einfalt, 2005)
Berne et al. (2004) proposed a relationship between the size of the catchment
(surface S in ha) and the temporal resolution required (∆t in min.):∆t =
0.75S0.3. They also proposed a relationship between the temporal and the
spatial (∆r in m) resolution of rainfall measurements required for urban hydro-
logy: ∆r = 1.5
√
∆t . If rainfall is measured using networks of raingauges, the
spatial resolution corresponds to the mean inter-distance between two gauges.
Raingauges and radars are commonly used for measurement of rainfall at catch-
ment scales Cole and Moore (2008). The following section presents current re-
search and discusses the advantages and disadvantages of each of these 2 types
of sensors.
2.3.2 Raingauges
2.3.2.1 General characteristics of raingauges
The automatic tipping bucket raingauge is probably the most common type of
automatic recording gauge. Raingauges are relatively cheap, easy to maintain
and provide a direct and suitably accurate estimate of rainfall at a point over the
ground surface. Raingauge measurements are widely used as ground truth for
radar rainfall calibration (and/or adjustment)(Einfalt et al., 2004). Moreover,
in most design and modelling practices, point rainfall of one raingauge is used
as uniform input over the catchment.
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The major drawback of raingauge data lies in its deﬁcient capacity of character-
ising the spatial variation of rainfall structures. Jensen and Pedersen (2005) not
only demonstrated the high variability of the spatial structure of rainfall ﬁelds,
but also indicated that in order to eﬀectively describe the spatial structures a
very dense raingauge network is required (at least one raingauge site for each
100 Ö 100 m2 area), which is seldom available in most areas. Therefore, many
studies have been conducted, aiming to generate spatial structures of precipita-
tion through interpolating point rainfall estimates at a speciﬁc time step over a
given area (Tabios and Salas, 1985; Syed et al., 2003; Vischel et al., 2011). The
associated results are however very sensitive to the number of raingauges in the
network and the interpolation techniques used (Looper and Vieux, 2012). In
addition, as compared to radar observations, the temporal continuity of interpol-
ated rainfall ﬁelds between successive time steps is insuﬃcient, which indicates
its deﬁcient capacity to characterise the evolution of spatial structures of rainfall
ﬁelds.
To summarise, raingauges provide reliable and cheap point rainfall time series
records but lack the ability to satisfactorily describe the spatial structures of
rainfall ﬁelds. The following section provides a short description of the most
widely used spatial interpolation techniques, which are applied with the aim of
reproducing the spatial structure of rain ﬁelds.
2.3.2.2 Interpolation techniques
Interpolation techniques can be either global or local. Global techniques cal-
culate predictions using the entire dataset, whereas local techniques use only
few points. Some common techniques are Thiessen Polygons, Inverse Distance
Weight, Polynomial Interpolation and Kriging (Tabios and Salas, 1985; Todini,
2001a; Todini et al., 2001; Nicolau, 2002). Most of the methods of interpolation
are based on a weighted combination of a set of point measurements and diﬀer
in the way the weights are established.
Let xj and yj be the coordinates of a point j in two dimensional space and
uj a function of xj and yj , it is the observed process at x sampling points,
j = 1, 2, ..., n. An estimate of the process u0 at any point with coordinates x0
and y0 can be represented by a weighted linear combination of the observed
values:
uo =
n∑
j=1
wjuj (2.1)
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where wj is the weight of sampling point j. Equation 2.1 is the general form of
the interpolation functions. The diﬀerent interpolation techniques diﬀer only in
the way in which the weights wj are evaluated.
Thiessen Polygon
This is one of the simplest and most used interpolation methods. Each point in
the catchment receives the value of the closest raingauge. Therefore, in 2.1 , the
closest point has a coeﬃcient wj of 1 while the others have 0. The limitations
of this method are related with the spatial distribution of rainfall.
Inverse Distance Interpolation
The Inverse Distance Interpolation method weights every grid point according
to its distance from the sample point. Among the most spread techniques of
this category is the one in which weights are proportional to the inverse of the
squared distance between an observed value and an estimate.
In general, in these interpolation techniques the weight associated is deﬁned in
Equation 2.2:
wj =
1
dpj
(2.2)
where wj is the weight of sampling point j, dj is the distance of sampling point
j and p the power distance. The power distance p causes the closer observations
to receive a higher weight and vice versa
These models (using functions based on the inverse of distance) have some
drawbacks, such as: the weighting factor may introduce small errors if there
is not a good understanding of the phenomenon or the resulting surface; the
weighting system is easily aﬀected by irregular observation point distributions
(i.e. cluster points should have an equal weight); it is diﬃcult to deﬁne a
minimum distance to determine redundant observations beyond this distance;
most of these methods behave like smoothing functions and do not perform well
when interpolating extreme values.
Polynomial Interpolation In this technique a global equation is ﬁtted to the
study area using an algebraic or trigonometric polynomial function. Equation
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2.3 shows the general form of the polynomial equation :
u0 =
m∑
k=1
akφk(x0, y0) (2.3)
where u0 is the interpolated value at any point (x0, y0), ak is the kth polynomial
coeﬃcient, φk(x0, y0) the kth monomial in terms of x0 and y0 coordinates and m
is the total number of monomials determined from the degree of the polynomial
function. In order to express equation 2.3 in the form of equation 2.1, there
are two approaches: Least Squares and Lagrange. Least Squares provides an
estimate of u0 for processes having a trend surface characteristic. Lagrange is
an exact interpolation technique.
Kriging
A number of geostatistical techniques are known under the designation of Kri-
ging. This set of methods includes a family of exact interpolation methods.
This allows the computation of a measure of the error associated to the estima-
tion and to determine the conﬁdence interval for the overall estimation. Kriging
methods aim to achieve the best linear estimation function, from linear combin-
ations of the phenomenon observations. Observations are weighted in function
of its distance to the location of the point to estimate. The linear combination
of observations must minimise the variance of estimation errors.
Depending on the stochastic properties of the random ﬁeld, diﬀerent types of
kriging apply. The type of Kriging determines the linear constraint on the
weights wi implied by the unbiasedness condition; i.e. the linear constraint, and
hence the method for calculating the weights, depends upon the type of Kriging.
Simple Kriging assumes that the expected value of the random function u is
constant and known for all the spatial domain; Ordinary Kriging assumes that
the expected value of the random function u is constant in the local neighbour-
hood of each estimation point; Universal Kriging ﬁts a linear or higher-order
trend in the (x, y) coordinates of the data points.
The Kriging estimator is given by a linear combination (Equations 2.4 and 2.5)
:
u0 =
n∑
j=1
wjuj (2.4)
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n∑
i=1
wi = 1 (2.5)
The weights are obtained by minimising the variance (Equation 2.6)
σ2 = var
u0 − n∑
j=1
wjuj
 (2.6)
When it is minimised, subject to the unbiasedness condition, the results is
presented in equation 2.7 :
σ2 = 2
n∑
j=1
wjγ (d0j) + λ (2.7)
Kriging interpolation requires the estimation of the variogram γ and λ is the
approximation error. Considering homogeneous and isotropic variograms for
describing the spatial characteristics of the process, a number of variograms
have been suggested in the literature (Equations 2.8 to 2.12):
linear model
γ (d) = ωd (2.8)
polynomial model
γ (d) = ωdα, 0 < α < 2 (2.9)
exponential model
γ (d) = ω
[
1− e−αd] , α > 0 (2.10)
gaussian model
γ (d) = ω
[
1− e−αd2
]
, α > 0 (2.11)
spherical model

γ (d) =
1
2
ω
3d
α
−
(
d
α
)3 , d 6 α
γ (d) = ω, d > α
(2.12)
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where ω and α are constants and d is the distance between two points.
2.3.3 Weather radar
The use of radar data in hydrology is increasing in recent decades, as it can
lead to a better estimation of the spatial variability of rainfall. However, be-
cause of their measurement principle, radar data are more diﬃcult to evaluate
than raingauge measurements (Einfalt et al., 2005). Radar measures rainfall
indirectly through electromagnetic waves reﬂected by raindrops. Diﬀerent from
raingauges, radars sample the raindrops three dimensionally in the atmosphere.
Although their volume data properties allow radars to provide a better spatial
coverage for hydrological areas, radar data are liable to other errors, due to the
indirect character of the measurement, to the distance of the measurement from
the ground and to the sampling volume (Einfalt et al., 2004).
According to The Met Oﬃce (2007), the main advantages of weather radar are:
 Detailed, instantaneous and integrated rainfall rates
 Rainfall estimates over a wide area
 Information in near-real time
 Information in remote land areas and over adjacent seas
 Location of frontal and convective (shower) precipitation
 Monitoring movement and development of precipitation areas
 Short-range forecasts made by extrapolation
 Data can be assimilated into numerical weather prediction models
The disadvantages are:
 Display does not show rainfall actually at the surface
 Display also shows non-meteorological echoes
 Estimates liable to error due to technical and meteorological related causes
Radar data can be distinguished in diﬀerent ways: according to the radar wave
length, the measured physical entities, the measurement interval, the basic pixel
size, the number of measured planes (sampling strategy) and the modiﬁcations
applied to the radar data (error corrections, adjustment).
The characteristics of weather radar are strongly inﬂuenced by their wave length.
Three separate wave lengths are currently assigned to radar-hydrometrics: 3-
3.5 cm (X-band), 5-5.5 cm (C-band), and 10-10.5 cm (S-band). The shorter the
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wavelength, the higher the sensitivity to attenuation by strong rainfall intensit-
ies, the lower the measurement radius, but the better the recognition of ground
clutter. The most common weather radars send and receive microwaves at one
polarisation but the use of dual polarisation radars is increasing signiﬁcantly in
recent years.
2.3.4 Rainfall data requirements summary
Rainfall is the main input for hydraulic urban pluvial ﬂood models and the
uncertainty associated to it dominates the overall uncertainty in the modelling
(Golding, 2009a). Usually the rainfall events which generate pluvial ﬂooding
are associated with thunderstorms of high intensity and great spatial variability
(Collier, 2009; Golding, 2009a; Vieux and Imgarten, 2012) which has a signiﬁcant
impact on the modelling of urban pluvial ﬂooding (Tabios and Salas, 1985).
Consequently, several authors have pointed out the need of high rainfall data
resolution for urban drainage modelling.
As stated before, raingauges and radars are commonly used for measurement
of rainfall at catchment scales (Cole and Moore, 2008). Raingauges provide ac-
curate point rainfall estimates near the ground surface, while radars can survey
large areas and can capture the spatial variability of the rainfall. However, the
accuracy of radar measurements is in general insuﬃcient, particularly in the
case of extreme rainfall magnitudes (Einfalt et al., 2005; Harrison et al., 2009).
Raingauges lack of spatial distribution is commonly minimised with spatial in-
terpolation of raingauges data (Tabios and Salas, 1985; Vieux and Imgarten,
2012). The bias between radar estimates and the coincidental raingauge meas-
urements can be improved by adjusting radar and raingauges data referred as
re-calibration, combination or merging (Einfalt et al., 2004; Todini, 2001b;
Harrison et al., 2009).
2.4 Modelling approaches in urban drainage
2.4.1 Introduction
The basic elements of an urban storm water model are: (i) rainfall-runoﬀ mod-
elling, i.e. generation of surface and sub-surface runoﬀ from precipitation excess
and (ii) transport modelling, deﬁned as routing of ﬂows through the storm wa-
ter infrastructure, such as open channels, pipe networks and storages (Figure
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2.3). The spatial and temporal distribution of precipitation is usually provided
externally to a storm water model; it simply constitutes the input to the model.
Figure 2.3: Overview of processes incorporated in a storm water model (adapted
from Zoppou (2001)).
The movement of water through the urban catchment is simulated by hydro-
logic or hydraulic components to various degrees of complexity. Urban areas
require generally more complex models than rural areas. They must include
supplementary factors such as gutters, streets, sewers, overﬂows, surcharging,
closed conduits under pressure, storm water drainage networks, culverts, open
channels, roof top storage, open and natural watercourses and storages (Zoppou,
2001).
Modelling approaches can be empirical, conceptual, or physically-based, whether
a stochastic or deterministic approach is used for model input or parameter spe-
ciﬁcation. In physically based models, water movement over the surface and in
the sewers is modelled by solving the appropriate approximation of mass and mo-
mentum conservation equations. This enables simulating the features of urban
areas more realistically. The main advantage of physically based approaches is
that once the model has been calibrated, any changes in physical characteristics
of the catchment (e.g. increased imperviousness due to urbanization), change of
network topology, or addition / modiﬁcation of pipes can be reliably described
by updating the sub-catchment or network characteristics, but without the need
for re-calibration of surface run-oﬀ and/or hydraulic model parameters, as would
be necessary with conceptual models (Maksimovic et al., 2009).
Hydraulic physically-based models solve the full or a simpliﬁed approximation of
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the mass and momentum conservation equations to obtain realistic results and
analytical solutions are available for the governing equations in very simple prob-
lems. However, to solve real life (more complex) problems, numerical schemes
are needed. Numerical schemes such as ﬁnite diﬀerence, ﬁnite element or the
method of characteristics can be used. The most commonly used approach for
solving the mass and momentum conservations equations is the ﬁnite diﬀerence
approach, which can be implemented either as an implicit or explicit scheme.
In explicit schemes, a single unknown value can be written in terms of known
values. These schemes are conditionally stable under the Courant-Friedrichs-
Lewy condition which sets a limit on the maximum allowable time step. In
implicit schemes, the unknown is not isolated. The major advantage of implicit
schemes is that they are unconditionally stable and as a result there should be
no restriction on the computational time step that can be used in the model.
However,implicit schemes are usually more numerically demanding.
In the following sections, the mass and momentum conservation equations for
free surface ﬂow conditions, which are the basis of the hydraulic component of
urban pluvial ﬂood models, are described. Current techniques used in urban
drainage modelling are presented as well as the current urban drainage models
available.
2.4.2 Free surface ﬂow equations
Hydraulic (surface) ﬂow modelling is generally based upon conservation laws of
ﬂuid ﬂow expressed in the NavierStokes equations. The fact that in surface
ﬂow the vertical dimension is much smaller than typical horizontal scale allows
a simpliﬁed representation, the so-called `shallow water ﬂow equations' or Saint-
Venant equations.
The conservative form of the one-dimensional continuity and momentum equa-
tions can be written as
∂A
∂t
+
∂Q
∂x
= 0 (2.13)
1
A
∂Q
∂t︸ ︷︷ ︸
local acceleration
+
1
A
∂
∂x
(
Q2
A
)
︸ ︷︷ ︸
convective acceleration
+ g
∂h
∂x︸︷︷︸
pressure
= g
 S0︸︷︷︸
bed slope
− Sf︸︷︷︸
friction slope

(2.14)
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Where A and Q and are the cross-sectional area and the ﬂow, x and t are the
longitudinal direction and time, h is the ﬂow depth, S0 is the bed slope, Sf
is the friction slope in the direction x and g is the acceleration due to gravity.
Equation 2.13 states that the variation of mass along time must equal the bal-
ance of water entering and leaving the system. In order to include inﬂows, a
value is given instead of the zero on the right hand side of the equation. The
momentum equation 2.14 is a mathematical expression for the conservation of
momentum within a slice of the channel. It simply states that the rate of change
in momentum within a slice of the channel is equal to the sum of forces acting
on the slice. It is the momentum equation that determines the velocity or speed
of the ﬂuid through a slice of the channel.
In the case of the shallow water wave equations, depending on the ﬂow con-
ditions, information can propagate both upstream and downstream. This is
important because downstream obstructions will inﬂuence the ﬂow upstream.
This inﬂuence can only be simulated if there is an interaction of information
travelling both upstream and downstream of the obstruction to the ﬂow.
Approximate models
Due to the relative magnitude of the terms in the momentum equation, some
of these are neglected to produce approximations to the shallow water wave
equations. In addition, the relative computational eﬀort required to solve the
full shallow water wave equations is greater than the one required to solve its
simpliﬁed forms (Maksimovic, 1996).
Two well known and extensively used, simpliﬁed versions of the shallow water
wave equations are the kinematic and the diﬀusion wave equations.
Table 2.1 gives an overview of some characteristics of the various approximations
of the Saint-Venant equations.
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Kinematic
wave ap-
proximation
Diﬀusive
wave ap-
proximation
Dynamic
wave (Full
Saint-Venant
equations)
Account for downstream
backwater eﬀects and
ﬂow reversal
No Yes Yes
Attenuation of ﬂood
waves
No Yes Yes
Account for ﬂow
acceleration
No No Yes
Table 2.1: Overview of some characteristics of various approximations of the
Saint-Venant equations (Adeyemo, 2007).
The data required for the solution of the shallow water wave equations includes
cross-sectional information, roughness coeﬃcients, boundary conditions and any
internal structures. For some catchments, this information may not be available.
Generally, approximations to the shallow water wave equations will require less
demanding data requirements (Zoppou, 2001).
2.4.2.1 Urban drainage models
Traditional sewer systems are networks of conduits and manholes. Surcharge
occurs in the presence of a closed conduit, which instead of acting as an open
channel, as would normally happen, becomes full and acts as a conduit under
pressure (Zoppou, 2001) (Figure 2.4). In these cases, the water will rise above
the ground level if pressure is suﬃcient, creating an overﬂow where the excess
volume of ﬂow becomes surface runoﬀ. Water from the pipe system may ﬂow to
the streets through a manhole when ﬂooding takes place and, conversely, surface
ﬂooding water in the street system can ﬂow through the manholes to the pipe
system when water in the pipe system is drained.
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Figure 2.4: Stages of sewer surcharge (Schmitt et al., 2004)
Most of the traditional urban drainage models store ﬂood water from the under-
ground system in a virtual reservoir when surcharge water from a pipe system
ﬂows into the street system, and the stored volume returns to the pipe once the
system resumes free surface ﬂow (Figure 2.5).
(a) (b) (c)
Figure 2.5: Traditional approaches when water reaches the surface a) water
is lost b)water is stored and returns later to the system c) virtual reservoir
(Wallingford Software 2009)
An important development was achieved by Djordjevic et al. (1991) who cre-
ated a method to simultaneously solve storm sewer and street ﬂows equations.
They used the diﬀusive wave approximation of the full Saint-Venant equations
to model both ﬂow phases. Their work highlights the fact that the ﬂows in the
storm sewers can be signiﬁcantly aﬀected if excess volumes are allowed to ﬂow
along the street, instead of being stored in ﬁctitious basins, above the surchar-
ging manhole.
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Maksimovic and Prodanovic (2001)concluded for the need of a new methodo-
logy for simulating the storage of surface ﬂooding on the street system, instead
of using a virtual reservoir approach at each computational nodal point on the
surface. Through the application of GIS features such as a DEM and a simula-
tion module, modelling of the real storage and routing of surface ﬂooding would
be accomplished.
Dual drainage concept
The need to correctly predict the extent of a ﬂood led to the development
of the dual drainage concept. The concept was introduced in the eighties in
North America and consists in an urban drainage through both a minor system
(drainage sewer network, including the manholes and the inlet connections) and
a major system (above ground ﬂood pathways, natural and man-made, including
both open and culverted watercourses) (Figure 2.6). The integrated use of these
two sub-systems is referred to as dual drainage Djordjevic et al. (2005).
The major system is often modelled by either one-dimensional (1D) or two-
dimensional (2D) models. The way in which the surface network is discretised
as a 1D model is by considering the domain as a set of nodes connected by links
(Nasello and Tucciarelli, 2005). The nodes represent the channel junctions,
ponds or crossings, connected by links, mainly the open channels. In 2D models
the domain is discretised as a coordinate system of nodes (i.e. grid of points or
mesh), where each point on the grid is represented by spatial coordinates (X, Y,
Z). Regarding the man-made pathways of an urban mesh, 1D models constitute
a good approximation provided the ﬂow on the surface remains within the street
proﬁle (Mark et al., 2004). However, if the ﬂow overtops the curb levels, 2D
models are the preferred choice. While the minor system is designed to carry
the runoﬀ from a storm of 210 year return frequency, the surface system is
designed to deal with events of 25100 year return frequency (Schmitt et al.,
2004).
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Figure 2.6: Idealised surface and storm sewer ﬂow components in dual drainage
systems (Djordjevic et al., 1999).
The minor system in urban ﬂooding has been modelled exclusively by 1D models
given the preferential direction of the ﬂow along the longitudinal pipe axis. If
the water level remains lower than the pipe crown, then the water ﬂow inside
the pipe remains free-surface. However, if the water level reaches the pipe
crown, the water ﬂow will become pressurised, and then it is possible to have
both types of ﬂows occurring at the same time. To account for this type of
ﬂow shift, the Preissmann slot concept (Preissmann, 1961) is adopted in most
models (Butler and Davies, 2011)(e.g. MOUSE, XPSWMM, PCSWMM and
InfoWorks). The Preissmann slot concept permits the modelling of free-surface
ﬂows and allows the Saint-Venant equations (valid for free surface ﬂow) to be
applied to pressurized ﬂow (Figure 2.7) .
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Figure 2.7: Preissmann slot (Preissmann, 1961)
An integrated model is said to exist whenever a model links a major to a minor
system by elements which allow the ﬂow transfer between both systems in a
synchronised manner. This type of models can be further classiﬁed into partially
and fully integrated. In fully integrated models, the same time step is used to
couple the two systems and a time step limiter is generally applied in order to
ensure stability (e.g. Courant condition). In contrast, in the partially integrated
approach both models run separately and the ﬂow exchange is only done at
speciﬁc time steps (synchronisation) (Schmitt et al., 2004; Chen et al., 2007).
Conservation of energy and continuity are used by most models. Matching
both water levels in both systems subtracted from any local losses and kinetic
energy allows for energy conservation. The conservation of momentum is seldom
applied due to the diﬃculty in transferring momentum from a vertical direction
to a horizontal and vice-versa.
Figure 2.8 shows the interactions in various stages in modelling approaches for
a ﬂooded urban drainage system.
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Figure 2.8: Interactions between various stages in the modelling approach for a
ﬂooded urban drainage system (Mark et al., 2004).
According to Allitt et al. (2009) one of the main problems of 1D1D models
(i.e. 1D model of the sewer network coupled with a 1D model of the surface) is
visualisation: diﬃculty of presenting the results in a manner in which they are
easily understood. One potential solution for this are the ﬂood compartments
of Infoworks. 1D1D models should only be trusted when the nature of surface
ﬂow is essentially one-dimensional, i.e. where there is little uncertainly about
drainage routes and where the ﬂow outside larger ponds is mostly limited to the
road width. This situation is sometimes referred to as conveyance ﬂooding
and is more likely to occur in areas with steeper topography and would result
in relatively high ﬂow velocities.
Two dimensional models involve a lower degree of averaging of fundamental
hydraulic equations than 1D models, therefore the former can be considered
as a more realistic description of ﬂow conditions. This is particularly the case
when surface ﬂows are not limited to well-deﬁned routes along roads or surface
channels and when ﬂooding is mainly a ponding process with relatively slow
water movement. 1D2D modelling is also the best choice when it comes to
extreme events when most of the urban surface is covered with excessive ﬂood
depths. 1D1D models are less time consuming than 1D2D models which make
the more reliable for ﬂood forecasting.
According to Blanksby et al. (2007) and Allitt et al. (2009) it seems appropriate
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to combine diﬀerent approaches such that diﬀerent parts of the catchment are
simulated by combining elements of 1D, 1D-1D and 1D-2D techniques within a
single model (Figure 2.9).
Figure 2.9: Conceptualisation of Integrated Urban Drainage Model Blanksby
et al. (2007)
According to Blanksby et al. (2007) there are four basic types of urban drainage
model: i) Simple models; ii)1D drainage system models of pipes and channels;
iii) Integrated 1D surface and drainage system models; and iv) linked 2D sur-
face and 1D drainage system models. In the Pitt Report (2008), the following
models were used: i) Topographic index analysis: a basic terrain model with no
rainfall input. As there is no correlation between the model's outputs and areas
of known ﬂooding, it has few practical applications. ii) 2D overland routing of a
uniform rainfall event: the model does not allow for diﬀerences in rainfall, and
presumes there are uniform capacity to drain water independently of the area
being considered. It could be used for high level analysis but substantially over-
estimates the extent of ﬂooding. iii) Decoupled sewer model and 1D overland
routing: the model takes account of the eﬀect of drainage by using a detailed
sewerage network model. It is the most precise method of identifying properties
on water company registers but underestimates the spatial extent of ﬂooding;
iv) Decoupled sewer model and 2D overland routing: the model includes 2D
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surface runoﬀ data and detailed sewerage network data, but excludes the as-
sessment of below-ground ﬂooding mechanisms. It produces a more precise
estimate of the spatial extent of ﬂooding but fails to identify some properties
on water company registers; v) Coupled sewer model and 2D overland routing:
the model combines surface runoﬀ data, detailed sewerage network data and a
full 2D model of above-ground ﬂooding.
2.4.2.2 Existing Flood Models
In the previous section the shallow water equations, also known as Saint Venant
equations, were presented. They are based on the mathematical conservation
laws for mass and momentum, both in 1D and 2D; they are considered the most
reliable models for free surface ﬂow. Examples of commercial packages that use
these equations for surface water modelling are Infoworks, Mike Flood, Tuﬂow
and Sobek.
Several authors have presented research works carried out with these packages
and other softwares. For example Vaes et al. (2004), Gutierrez-Andres et al.
(2008) and Leitao (2009) used the 1D1D model INFOWORKS CS for overland
ﬂow paths modelling and ﬂood mapping whilst Leandro (2008) used 1D1D ver-
sion of SIPSON ((Djordjevic et al., 1999)). Two dimensional models to simulate
surface runoﬀ have been integrated into urban drainage models by several au-
thors, including MOUSE-MIKE 21 which integrates sewer model MOUSE with
the 2D MIKE 21 (Carr and Smith, 2006), Sobek Urban which combines 1D
model SOBEK Flow and 2D Delft FLS (Bolle et al., 2006), TUFLOW (Phillips
et al., 2005) and SIPSON-UIM (Chen et al., 2007).
In these works several recommendations have been made for modellers: pipe
slopes were recognised as a potential cause of numerical problems, and the need
to limit small water depths because there was a loss of accuracy in the surface
network for high velocities (Vaes et al., 2004); Lhomme et al. (2006) point out
that the distribution of ﬂows at crossroads and the disregarding of backwater
eﬀects were major source of errors in the 1D models of the surface; Chen et al.
(2007), Leandro (2008) and Bolle et al. (2006) showed the need to correctly
model the ﬂow between the surface and the sewer system.
The use of these models has been increasing (Krupka et al., 2007) but their
application to real-world problems is limited by computer requirements. In fact,
one of the main problems of the models based on the shallow water equations is
the time required to run hydraulic simulations (Pender and Liu, 2011). When
inundation over very large areas requires to be simulated, these models can take
very long time.
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Although there are several new developments in hardware and software (e.g.
parallel computing) that can help to improve simulation time, there are new
types of alternative models, called rapid ﬂood models based on storage cells
(Figure 2.10). Storage cell code models the ﬂoodplain as a series of discrete
basins, using simple relations such as the Manning equation, to calculate the
ﬂow between cells. These models are not physically based, but keep many
of the advantages of full two-dimensional schemes, with a reduction in terms
of computational cost. However these models have some disadvantages: the
propagation speed of the inundation front over the ﬂoodplain has been shown
to be highly dependent on the model grid scale and insensitive to ﬂoodplain
friction (Hunter et al., 2006); ﬂood water velocity cannot be predicted and; the
same volume of water with diﬀerent inﬂow hydrographs will produce the same
ﬁnal ﬂood extent (Pender and Liu, 2011).
Figure 2.10: Storage cell procedure scheme (Bates, 2012)
Some examples of this type of model are LISFLOOD-FP (Horritt and Bates,
2002), Cellular Automata (CA) (Guo et al., 2007), Rapid Flood Spreading
Model (RFSM) (Lhomme et al., 2009), Flowroute (Butler et al., 2009). Re-
cently Pender and Liu (2011) presented a new RFSM that accounts for the rate
of ﬂood inﬂow, and the prediction of maximum velocity within each ﬂoodplain
cell.
Lhomme et al. (2009) compared RFSM with Tuﬂow: while Tuﬂow needs some
hours to run some events, the RFSM only needed a few seconds, with a minimum
depth deviation. Similar results were obtained by Fewtrell et al. (2009) and
Asselman et al. (2009).
2.4.3 Automatic Overland Flow Delineation (AOFD)
Maksimovic et al. (2009) presented a recent progress in modelling of overland
ﬂow in urban environment caused by pluvial ﬂooding. The concept adopted in
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the work was based on the GIS centred analysis of a conditioned DTM and
DEM, crucial for identiﬁcation of ﬂood vulnerable areas (mainly ponds), so that
the features of the catchment can be derived and the geometric characteristics
of the preferential paths determined. The AOFD (Automatic Overland Flow
Delineation) tool uses a new methodology to generate a model of the overland
ﬂow. The tool automatically creates the overland ﬂow network to enable its
interaction with the sewer drainage system.
The tool consists of several GIS routines that analyse and quantify the surface
overland ﬂow network of urban catchments based on input data e.g. master
map, elevations, sewer network. The outputs were designed to give an additional
surface pathways' network in order to improve the accuracy of the simulation
model of urban ﬂooding. The analysis can be divided in four main steps: (i)
ponds' delineation; (ii) pathways delineation; (iii) pathways geometry; and (iv)
generation of input ﬁles for urban drainage models.
The methodology developed searches the entire DTM and seeks and identiﬁes
the local low points. Based on the DTM, the pond boundary for each low
point is delineated and the natural exit point is identiﬁed as the termination
critera. The exit point acts as the starting point for the ﬂood pathway over the
catchment surface.
Starting at the natural exit points of the identiﬁed ponds or surcharged man-
holes, the analysis determines pathways by preferential ﬂow directions based on
terrain slope, taking into account the presence of buildings and other features
that are included in the DEM (Figure 2.11).
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Figure 2.11: Types of surface pathways calculated from the DEM (Maksimovic
et al, 2009)
According to Maksimovic et al.(2009), the types of surface pathways generated
by the AOFD tool are:
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 from pond to downstream pond via pond link;
 from pond to downstream manhole or gully;
 from pond out of the catchment;
 spillway between two mutually connected ponds;
 from surcharged manhole to downstream manhole;
 from manhole to downstream pond, and
 from surcharged manhole to the outlet of the catchment.
After the creation of the overland network, the data can be easily imported
into a hydraulic simulation software like InfoWorks CS or SIPSON. Figure 2.12
shows a ﬂow chart of the steps required to generate the 1D1D model.
Figure 2.12: Application of IC GIS-based tool to generate overland pathways.
Example with Infoworks (adapted from (Adeyemo, 2007)).
2.4.4 Summary of modelling approaches in urban drain-
age
After the presentation of the mass and momentum conservation equations for
free surface ﬂow conditions, the current techniques used in urban drainage mod-
elling were presented as well as the current urban drainage models available.
There are two main types of models: physically-based and rapid ﬂood models
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Physically based models represent all physical processes approaches using math-
ematical models and are accepted as the most correct and reliable models, how-
ever their application to real-world problems is limited by computer require-
ments. When inundation over very large areas requires to be simulated, 2D
overland simulations can take very long time.
Although there are several new developments in hardware and software that can
improve simulation time, there are other models called rapid ﬂood models based
on storage cells that can be used. These models reduce the simulation time but
are not physically based. Consequently the main disadvantages are that the
propagation speed of the inundation front over the ﬂoodplain has been shown
to be highly dependent on the model grid scale and; the ﬂood water velocity
cannot be predicted .
2.5 Flood Forecasting
Intense rainfall may result in localised surface ﬂooding in urban areas, and
overﬂowing rivers. In exceptional years, some of these extreme rainfall events
can result in catastrophic ﬂoods (Golding, 2009a). According to Pitt (2008),
science and engineering are crucial to understanding ﬂood risk and they are
important to ensure a smooth adaptation to climate change. The UK 2007
summer's ﬂoods demonstrated that the UK has come a long way in terms of
weather forecasting and ﬂood prediction, however, it also highlighted the need
for improved forecasting and management of urban pluvial ﬂooding.
The UK has a great understanding of the risk of ﬂooding from rivers and coasts.
The Environment Agency has well-developed maps and models to assess and pre-
dict this risk, however, information regarding surface water ﬂood risk is limited.
The weather forecasts and the warnings given during the June 2007 ﬂoods were
both less accurate than those for July. This was due to the type of the weather
system that caused the extreme rainfall during June and because surface water
was a signiﬁcant proportion of the ﬂooding.
Pitt (2008) believe there must be an improvement in the quality of ﬂood warn-
ings, and considers that insuﬃcient information is oﬀered currently for rapid
response catchments and for surface water ﬂooding. The same author identi-
ﬁed several aspects of the ﬂood forecasting and warning service that needed
improvement. These included: (1) improved rainfall forecasts; (2) better river
ﬂood models; (3) development of surface water ﬂood models ; (4) a joint fore-
casting, modelling and warning centre for all sources of ﬂooding; (5) long lead
time warnings for infrastructure operators; (6) low probability warnings to in-
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crease preparation times for emergency responders; (7) joint warnings of severe
weather and ﬂooding; (8) personalisation of public warnings.
The most common way of forecasting ﬂoods is by forecasting the rainfall ﬁrst
and then applying this as input to ﬂood models. The following sections provide
an overview of rainfall forecast techniques, presentation of current quantitative
forecast systems and their connection with hydrology.
2.5.1 Rainfall Forecast
Reliability of urban pluvial ﬂood forecasting largely depends on the accuracy of
rainfall forecasts (Golding, 2009b). The rainfall events that cause this type of
ﬂooding however are of small scale and high intensity and consequently highly
unpredictable. Raingauge and radar are two sensors that are most ready for
rainfall estimation over catchment scales (Cole and Moore, 2008); however,
based upon the operational radar-raingauge networks, the applicability (i.e.,
achievable accuracy and resolution) for urban hydrological uses is insuﬃcient.
For very short lead times, quantitative precipitation forecasting can be achieved
using extrapolation of consecutive times (e.g. using Support Vector Machines
(SVM) (Gupta et al., 2009), Artiﬁcial Neural Networks (ANN) (Hung et al.,
2008), Auto-Regressive Moving Average (ARMA) models (Burlando et al., 1993).
Behind the ANN and SVM methods stands the concept of the learning model.
Several authors obtained good results with the application of SVM: Dibike et al.
(2001) demonstrated the capability of SVM in hydrological prediction for mod-
elling the rainfall-runoﬀ process and found that the SVM produced better pre-
diction of runoﬀ on test data when compared to the ANN model; Gupta et al.
(2009) applied SVM to forecast rainfall with a lead time from 15 to 30 min by
integrating and analysing the rainfall data of three consecutive years in Mumbai.
The concept of extrapolating radar echoes as a basis for short-period forecasts
of precipitation and the use of computers to extrapolate radar echoes began in
the early 1960s (Fox and Wilson, 2005). According to Wilson et al. (2004), a
single ﬁeld-wide extrapolation vector may be adequate to capture the observed
movement in small domains, but for large, or for events involving marked, diﬀer-
ential motion of rain areas multiple vectors are likely to produce better guidance.
This author suggests that maybe in the future the best method for improving
thunderstorm nowcasting will be by combining several approaches such as ex-
trapolation, statistical, numerical weather prediction and heuristic techniques.
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2.5.1.1 Extrapolation in time techniques
According to Fox and Wilson (2005), the improvement in extrapolation tech-
niques has been a result of improved methodologies and computing techniques.
However, the schemes themselves have remained intrinsically linear and determ-
inistic and they have perhaps come close to their limit of applicability.
Since the earliest work on the derivation of precipitation motion from temporal
sequences of radar echoes three main approaches to precipitation nowcasting by
radar echo extrapolation have evolved (Pierce et al., 2004; Mecklenburg et al.,
2002):
1) Pattern matching approaches: These attempts to establish the motion of an
entire ﬁeld or its component rain areas by cross correlation. Cross correlation is
used to determine the overall motion of radar echoes. Similar patterns of radar
echoes are detected by comparing tracking areas in consecutive scans. The best
ﬁt between the tracking areas is found by optimising the correlation coeﬃcient.
The distance between the tracking area and the time lag of the scans determines
the displacement vector (Shaw, 1983; Diskin, 1987; Niemczynowicz, 1987).
2) Centroid tracking approaches: This is the most common approach to feature
tracking, deriving the displacement vector between consecutive radar scans from
the distance of the mass centres of two corresponding radar echoes. The centres
are assumed to be representative for individual convective cells or storms. Thus,
the mass centroid method provides detailed information about cell tracks and
characteristics (Brémaud and Pointin, 1993; Cote and Tatnall, 1995).
3) Wind advection approaches: A further approach to advect radar echoes is
using winds from the steering level, which can be provided by NWP (numerical
weather prediction) outputs or Doppler radar measurements (Andersson and
Ivarsson, 1991).
DHI developed a tracking algorithm providing a short term rainfall forecast
method. It is based on an extrapolation of the derived movement vector ﬁeld of
the last two images at least 5 minutes apart. Velocities are estimated by dividing
the image into nine sub-images and then estimating the correlation between each
sub-images and the last valid images. The estimated vector between to echoes
is a movement vector which can be translated to a velocity vector because the
time diﬀerence between the two images is known. Only precipitation echoes are
used to estimate the two velocity vectors, one for each direction for each pixel
(Pedersen, 2009).
Upton (2002)presented two methods of forecasting using raingauges. For raingauge
networks, it is normally assumed that the entire storm (possibly with many
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separate evolving and decaying cells) is moving with the same velocity. With
increasing time displacements, the maximum of the space-time autocorrelation
function reduces and its location travels along a path that is a consequence of
the storm's velocity. One approach to storm tracking is therefore to estimate
the space-time auto-correlation function at each of a sequence of time shifts. At
each time point, an estimate is made either of the position of the maximum, or
of a related quantity such as the centre of gravity of a correlation contour. How-
ever, this approach often does not work well when there are several storm cells.
The second approach to storm tracking relies on identifying, for each gauge,
the time of occurrence of some signiﬁcant feature or event (such as the time of
onset of a storm, or the time of peak rain rate). Since the path of a storm is
unlikely to be directly along the line joining two gauges, at least three gauges
are needed in order to obtain a velocity estimate. Each triplet of gauges gives
rise to a separate velocity estimate. Using neighbouring gauge triplets helps to
avoid mistaken lag estimates that might result from an analysis of the rainfall
patterns at gauges that had experienced diﬀerent sub-storms.
2.5.1.2 Quantitative Precipitation Forecast systems
Advances in the development and use of available products such as Numer-
ical Weather Prediction (NWP), Quantitative Precipitation Estimation (QPE),
Quantitative Precipitation Forecasting (QPF), Medium Range Weather Fore-
casting (MRWF), as well as the application of Ensemble prediction techniques,
constitute important opportunities to improve the lead-time and increase the
reliability of ﬂood prediction and warnings.
The World Weather Research Programme (WWRP)  Forecast Demonstration
Project taking place during the Sydney Olympics 2000 aimed to test a number
of nowcasting systems in an operational environment. The investigated now-
casting techniques comprised the SCIT (National Severe Storms Laboratory)
and TITAN algorithm, SPROG (Bureau of Meteorology, Australia), the U.K.
Met Oﬃce NIMROD and GANDOLF systems, the NCAR Auto-nowcaster and
CARDS (Environment Canada) (Mecklenburg et al., 2002).
To Wilson et al. (2004) the main deﬁciencies in the convective storm nowcasting
systems are caused by missing time and space stability information and their
failure to include orographic inﬂuences on the storm evolution. The success of
forecasting storm growth and decay depends on the knowledge of the location
and characteristics of the boundary layer convergence lines, since they determine
where storm initiation, growth and dissipation is most likely to take place. The
only system of the above mentioned that makes use of observed and extrapolated
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boundaries was the Auto-nowcaster, whereas systems like NIMROD depend on
outputs from numerical models and their ability to forecast e.g. sea-breeze
fronts. For extrapolating the storm motion with steering level winds the diﬀerent
heights of convective storms have to be considered by using the layer the storm
is embedded in.
Pierce et al. (2004) used the S-PROG system in stochastic mode to generate
an ensemble of nowcast precipitation ﬁelds that are then fed into a hydrological
model. This produces a suite of forecast hydrographs, which not only indicates
the `best-guess' streamﬂow proﬁle but also show a range of results, giving an
indication of the possible variety of ﬂow scenarios.
Bowler et al. (2004) have merged extrapolation forecasts with downscaled NWP
forecasts. The MetUM is a type of Numerical Weather Prediction (NWP) mod-
els, which are in general implemented by solving a set of equations of ﬂuid
dynamics and thermodynamics to estimate the future state of the atmosphere.
The modelling scales mainly range from synoptic 1000 km grid to mesoscale
5 km to several hundred km grid). The MetUM model can provide weather
forecasts with up to a 2-3 day lead time; however, it focuses on global- and
country-scale weather forecast, so it cannot provide accurate enough weather
forecasts for urban ﬂood forecasting use. In order to obtain reliable rainfall
forecasts that are more suitable for urban hydrological and hydraulic uses, the
STEPS (Short Term Ensemble Prediction System), a very short-range rainfall
nowcasting technique, was jointly developed by the Met Oﬃce and the Aus-
tralian Bureau of Meteorology. The operational Met Oﬃce STEPS model un-
dertakes up to 1 km and 5/15 min rainfall nowcasting with 3/6 hr lead time
by merging high-resolution (4 km) MetUM forecasts with extrapolated radar
rainfall estimates in real time (Pierce, 2009) . The concept behind the STEPS
indicates the approach to high-resolution rainfall forecasting with the suﬃcient
lead time, that is, the integration of rainfall forecasting/modelling over multiple
spatial/temporal scales.
2.5.2 Linking QPF with hydrology
Hydrologists have developed several rainfall forecasting methods. The most dir-
ect approaches use an extrapolation of intensity and motion of radar echoes, or of
structured echoes such as rain cells identiﬁed in radar images. In order to consid-
erably increase the forecasting period, other approaches utilise knowledge-based
nowcasting methods like statistical relations between observation and forecas-
ted consequence, neural network models, measures of meteorological parameters,
radar-derived information about the vertically integrated liquid water content,
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and simpliﬁed microphysics models of the hydrometers (Einfalt et al., 2004).
The use of numerical models has also been explored, and a promising devel-
opment currently resides in the continuous assimilation of weather radar data
within meteorological models of new generation at very high spatial and tem-
poral resolution. But if these models give the hope to be able to forecast the
development of dangerous phenomena, they will not make possible the forecast
of the exact location of development of the intense rain cell which will cause an
extreme threat to a part of an agglomeration.
The more convective the rain event, the shorter the forecasting lead time (Einfalt
et al., 2004). This is contrary to the requirements of urban drainage management
where alerts and control are needed in particular for strong small scale events.
So, according to Einfalt et al. (2004), the main diﬃculties in quantitative urban
rainfall forecasting originate in: the need to have an accurate measurement or
forecast of the total rainfall to provide an accurate ﬂood forecast; in case of
storm event, the strong variability of rainfall and the short life cycle of the
intense rain cells; the small size of certain urban catchments which gives them
a nearly punctual character compared to the resolution of the radar images; the
fast and strong sensitivity of the response of these very small urbanized basins
to the variations of precipitations, and thus to the errors of forecast.
Einfalt et al. (2004) showed that in the case of small and homogeneous rainfall
it was possible to envisage with a good reliability QPF for a period extending
beyond 1.5 hr on urban catchments of few square kilometres, with a very good
forecast of the total depth of rainfall during this period. In basins of a few
square kilometres, the reliability of the QPF strongly decreased after 1015 min
from the issue of the forecast. The authors attributed this eﬀect to the rapid
evolution of the intense rain cells. To overlap this (the limits of QPF for storm
events), some sewage network operators have developed alternative strategies:
association of a risk for the sewage network based on the real time recognition
of a type of rain and on pre-deﬁned scenarios of management.
While the input of radar-based nowcast QPF has been conducted for a number
of years, recent advances show how new QPF products can aid hydrologists by
moving away from a strictly deterministic streamﬂow forecast based on a simil-
arly deterministic QPF. Pierce et al. (2004) employed S-PROG in a stochastic
mode and inputted the resultant ensemble QPF into a hydrological model. The
experiment reported used a hydrological model of a catchment in England, and
demonstrated how distributional streamﬂow forecasts can be generated from
ensemble short-period QPF. However, the ensemble only represents a sample of
the possible outcomes and gives the hydrologist a representation of the range
of outcomes rather than a quantitative measure of the uncertainty on the mean
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forecast, or the likelihood of an extreme ﬂow occurring.
2.5.3 Uncertainty and error propagation in ﬂood forecast-
ing
Generation of ﬂow forecasts using rainfall inputs to hydrological models has
been developed over many years. Unfortunately, large errors in input data can
occur and depend on the available sources of information, such as raingauges,
radar and high resolution Numerical Weather Prediction (NWP) models.
Carpenter and Georgakakos (2006) used a parsimonious model for spatially cor-
related radar-rainfall errors with radar-pixel error variance that depends on the
magnitude of the observed rainfall. They concluded that the ensemble ﬂow range
depends on the sub-catchment scale with a well-deﬁned log-linear relationship.
Achleitner et al. (2008) studied the impact of uncertainties on the ﬁnal evalu-
ation of a deﬁned objective function. Two important conclusions were reached:
i) the uncertainty in the forecasted precipitation exceeds by far the associated
uncertainty in ﬂow predictions and ii) a forecast horizon of more than 90 minutes
introduces intolerable uncertainties in ﬂow predictions.
According to Moulin et al. (2009), rainfall estimation errors are one of the most
important sources of uncertainties aﬀecting the accuracy of rainfall-runoﬀ simu-
lations. The major conclusion of these authors is that rainfall-runoﬀ simulations
will probably remain uncertain even in an optimal scenario: good quality and
long datasets, intensive eﬀort for rainfall-runoﬀ model selection and calibration.
A large part of the rainfall-runoﬀ simulation errors can hardly be reduced, be-
cause rainfall estimation uncertainties limit radically the possible accuracy of
rainfall-runoﬀ simulations in the ﬁeld. Operational forecasting services should
be aware of this limit to use the ER models eﬃciently and to evaluate these
uncertainties in real time, if possible, to provide conﬁdence intervals along with
their traditional deterministic forecasts.
Ensemble or Monte Carlo forecasts are now widely applied in meteorological
forecasting and according to Moulin et al. (2009), they are also useful to hy-
drologists. The error scenario simulation model developed could help building
such ensemble forecasts when mean rainfall amounts are estimated through a
raingauge network. According to these authors the same type of model has not
yet been developed for quantitative radar estimations settings.
Liguori et al. (2011) show that the blending of radar and NWP forecasts provides
extended lead time for ﬂow forecasts, however the low accuracy of the NWP
model in predicting rainfall at the relatively small spatial scale of the urban
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catchment aﬀects the accuracy of ﬂow predictions, however, Werner and Cran-
ston (2009) demonstrated that although the rainfall predictions provided by
Nimrod are uncertain and sometimes biased, there is a considerable advantage
in their use for ﬂood forecasting.
2.5.4 Urban ﬂood forecast systems
According to Henonin et al. (2010) the urban ﬂood forecast systems can be
divided in 4 types:
A) Real-time ﬂood forecast based only on rainfall information and empirical
scenarios. This type only uses a rainfall forecast as input for selection of empir-
ical scenarios. The scenarios are based on records of historical events and key
people knowledge, emergency services experience, and others. Good scenarios
depend on the data assessment. This kind of system can be diﬃcult to update
and there are a risk of loss of knowledge and know-how.
B) Real-time ﬂood forecast based on rainfall information and pre-simulated
scenarios. These systems use a rainfall forecast as input for simulated scenario
selection. The scenarios are not empirical, involving collected data and hydraulic
simulations. These systems require the update of the scenarios in case of major
change in the catchment and the proper setup for scenarios.
C) Real-time ﬂood forecast based on real-time data assimilation. These systems
use a rainfall forecast as input for an online modelling system. A hydrological
model is connected to a hydraulic model and warnings are issued when ﬂooding
is forecasted. The quality of the ﬂood forecast depends on the quality of the
rainfall forecast and in the update of the model in case of major changes.
D) Real-time ﬂood forecast with active feedback to the drainage system oper-
ation. Based on forecasting, this type of system involves real time control of
the network devices. The setup of procedures to ensure that the system will be
eﬃcient and safe is the main issue.
2.5.5 Summary of ﬂood forecasting
In this section a general overview about the current rainfall and ﬂood forecasting
systems is presented
In urban ﬂood forecast the small temporal and spatial scales are very important
for accurate and reliable forecasts. Most raingauges and radar techniques rely on
the use of mathematics techniques to extrapolate time series and make rainfall
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predictions. However to obtain longer lead times, it is necessary to merge several
types of data, including NWP. However these sources of data do not have the
necessary resolution for urban pluvial forecasting and it can aﬀect the quality
of the prediction and consequently reduce the quality of predicted ﬂows.
2.6 Summary
This chapter presented relevant work in the ﬁeld of urban pluvial ﬂood mod-
elling and forecasting, which sets the starting point of this research. The ﬁrst
part of this chapter described the rainfall requirements for urban modelling and
forecasting. The second part presents the hydraulic models and the third part
deals with rainfall and ﬂood forecasting.
Rainfall is the main input for hydraulic urban pluvial ﬂood models. As stated
before, raingauges and radars are commonly used for measurement of rainfall at
catchment scales. Raingauges provide accurate point rainfall estimates near the
ground surface, while radars can survey large areas and can capture the spatial
variability of the rainfall.
The second part presents the hydraulic models. The main focus of this work
is the 1D1D and 1D2D physically based models. Given that pluvial ﬂooding
happens quickly, it is essential to have hydraulic models capable of estimating
these events fast enough, so that longer lead time is available and operational
responses can be timely triggered in order to minimise damage and vulnerability.
Although the sophisticated 1D2D models are very detailed and accurate, their
run-time is too long for real-time applications . On the contrary, 1D1D models
are fast and therefore more suitable for real-time purposes. In conclusion, for
real time forecasting the 1D2D models are not yet suitable, so better 1D1D or
new models that integrate diﬀerent resolutions/methods are required.
Urban ﬂood forecasting is diﬀerent from other types of ﬂooding (river and ﬂu-
vial). Urban ﬂoods are very quick and localised events, so strategies to increase
the forecasting lead time are necessary. On the other hand, urban drainage
requires ﬁne scale rainfall data for modelling and forecasting. While radar data
gives a spatial distribution of the rainfall, raingauges give local ground level
measurements. It is stressed that raingauges are still the most reliable and
cheap method to measure the rainfall and it is the only data source available
in many countries. Raingauges cannot produce the spatial variability but inter-
polation methods help to overcome this. This means that it is not possible to
rely only on radar data for rainfall forecasting, but it is also necessary to includ
strategies with raingauge networks.
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The new methodologies developed and the improvements carried out in this
thesis were tested using real urban catchments in order to evaluate their ap-
plicability. Two real catchments were used: Zona Central catchment, in Coim-
bra, Portugal and Cranbrook catchment, London Borough of Redbridge, United
Kingdom. Their choice was based on history of reported ﬂood events and also
data availability.
The experiemental site located in Coimbra was monitored with 3 raingauges
and 4 level gauges. The experimental site located in the London borough of
Redbridge is still being monitored. The monitoring programme includes rain-
fall measurements using a raingauge network, open channel, sewer and river
level measurements. In this catchment all equipment has wireless data commu-
nication in real time.
A description of the experimental sites used to carry out the full-scale testing
of the proposed work is presented. The experimental campaigns are presented
and the construction of the hydraulic models are also detailed in this chapter.
3.1 Zona Central Catchment, Coimbra, Portugal
The Portuguese city of Coimbra is a medium size city that experienced several
urban ﬂoods recently. One of the most aﬀected areas is shown in Figure 3.1.
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Figure 3.1: Zona Central Catchment. The blue circle highlights the most critical
area.
The catchment studied herein has a total area of approximately 1.5 km2 and
discharges in the Coselhas stream. The area where the main ﬂood problems
occur is highly urbanised and has approximately 0.9 km2. The sewer system is
34.8 km long; 29 km are of the combined type and only 1.2 km are for storm
water only. The time of concentration of the catchment is estimated to be 45
minutes.
3.1.1 Experimental setup
A ﬂow survey was carried out in the catchments between March 2010 and May
2011 in order to monitor rainfall and sewage ﬂows in the drainage system of
this catchment. Three raingauges and four level gauges were installed in order
to analyse the applicability of the developed tools on the hydraulic behaviour
of the drainage system during dry and wet weather periods, which is one of the
objectives of the PhD research programme.
Preliminary investigations, which included visits to potential locations to in-
stall raingauges and ﬂow gauges, were conducted to get an initial insight into
the system characteristics in terms of hydraulic conditions, and also to detect
potential problems installing rainfall and level gauges. The chosen locations are
presented in Figure 3.2.
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Figure 3.2: Raingauges and levelgauges locations.
3.1.1.1 Raingauges
Three tipping bucket raingauges, model Rain-O-Matic Professional connected
to a HOBO Pendant Event Data Logger (Figure 3.3), were installed within the
catchments. The objective was to gather precipitation data as accurately as
possible to study the rainfall spatial variability in a small urban catchments
and assure a continuous data logging of rainfall in the case that one of the rain
gauges failed to record the rainfall data. The locations of the rain gauges were
selected to reduce possible interferences from nearby obstacles, and to assure
that the equipment was not vandalised. One rain gauge was installed on the
roof top of José Falcão High School (Figure 3.4a), in a private house in Guerra
Junqueiro Street (Figure3.4b) and a third one in Department of Mathematics
of University of Coimbra (Figure 3.4c).
The raingauges have a resolution of 0.2mm with a maximum capacity of 12
pulses per minute (2.4 mm/min). The raingauges dataloggers were set to record
the instant of each pulse.
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Figure 3.3: Raingauge, datalogger and PC connection interface
(a) Raingauge at José Fal-
cão High School.
(b) Raingauge at Guerra
Junqueiro Street.
(c) Raingauge at Depart-
ment of Mathematics, UC.
Figure 3.4: Installed raingauges.
3.1.1.2 Levelgauges
Four levelgauges Solinst Model 3001 Levelogger Junior (Figure 3.5a) and one
Solinst Model 3001 Barologger Gold were installed. Three levelgauges were
installed in the sewer system (República Square, Avenida and Mercado - Figure
3.6) and one levelgauges was installed in the street gutter (Figure 3.8).
The Solinst Model 3001 Levelogger Junior combines a datalogger, temperature
sensor and pressure transducer. It has a non-volatile memory, with a capacity
of 32000 sets of temperature and water level data points. Readings are linear
at a user-deﬁned interval between 0.5 second to 99 hours (2 minutes was used).
Accuracy is 0.1% Full Scale, with a lifetime factory calibration. The level gauges
in the sewer had a long cable connected to the manhole cover that enabled an
easy access to the datalogger data (Figure 3.7).
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The Barologger is a Levelogger with a small range of 1.5 meters, which is ad-
equate to monitor the ﬂuctuations that occur in barometric pressure. The
Barologger's readings are used to barometrically compensate Levelogger read-
ings. Typically, Barologger readings range from 30 to 100 centimetres when the
Barologger is programmed with its operating altitude.
The levelgauges were installed away from obstacles and sewer network structures
that can change the ﬂow regime. In República Square and Mercado it was
installed in the middle of the sewer (approximately the same distance from the
upstream and downstream manhole). In Avenida it was installed in the sewer,
near the manhole, due to the small diameter. Table 3.1 shows the geometry of
the sewer locations. Due to the solids transport in the sewer, the levelgauges
was not installed in the bottom of the sewer. As consequence, only water level
higher than a threshold was measured.
(a) Solinst Model 3001 Levelogger Junior. (b) Cable to connect to PC.
Figure 3.5: Solinst Junior levelgauge and connection to PC.
(a) Levelgauge apparatus. (b) Levelgauge in sewer.
Figure 3.6: Levelgauge apparatus in sewer.
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(a) (b)
Figure 3.7: Levelgauge cable in the manhole cover for easy access.
(a) (b)
Figure 3.8: Levelgauge in the surface
Location Geometry
República Square φ1300
Avenida Egg 900×600
Mercado φ1700
Table 3.1: Levelgauges location and geometry of the sewer.
3.2 Cranbrook Catchment, London Borough of
Redbridge, United Kingdom
The Cranbrook catchment is located within the London Borough of Redbridge
(situated on the north-east part of Greater London) (Figure 3.9). It was selected
because it has experienced several pluvial and ﬂuvial ﬂooding events during
the past decade, which are relatively well documented and can be used for
development of advanced ﬂood prediction methodologies.
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The drainage area of this catchment is approximately 910 hectares. The main
water course is about 5.75 km long, of which 5.69 km are piped or culverted.
The only (short) open channel sections are located within Valentines Park. The
catchment is predominantly urban with two oﬀ line lakes, a couple of parks,
playing ﬁelds and a golf course.
The Cranbrook is a tributary of the Roding River and, in turn, the Roding River
is a tributary of the river Thames. The Roding River constitutes a boundary
condition for the overland and sewer networks of the Cranbrook catchment,
given that the water levels in the Roding River (when at high stage) aﬀect the
capacity of the sewers and open channels of the Cranbrook catchment. For this
reason, in this project it is important to analyse both, the Cranbrook and the
Roding River catchments. However, given that the project is focused on the
Cranbrook catchment, the Roding River catchment can be analysed at a large
scale (ﬂuvial ﬂood modelling), whereas the Cranbrook one needs to be analysed
at the street and property level scale, in order to produce accurate pluvial urban
ﬂood models for this area.
Figure 3.9: River Roding Catchment
3.2.1 Experimental setup
A real-time accessible monitoring network has been installed and operated in the
Cranbrook catchment since April 2010 in order to monitor rainfall and sewage
ﬂows in the drainage system of this catchment.
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Preliminary investigations, which included visits to potential locations to in-
stall raingauges and ﬂow gauges, were conducted to get an initial insight into
the system characteristics in terms of hydraulic conditions, and also to detect
potential problems installing rainfall and level gauges. The chosen locations are
presented in Figure 3.10.
Figure 3.10: Experimental Setup
3.2.1.1 Raingauges
Three tipping bucket rain gauges (model ARG 100), with real time 1-2 min data
sampling frequency (GPRS Neon metering model) have been installed. These
rain gauges are installed in the roof tops of 3 high schools of Redbridge (Beal
High School, Chadwell Heath Foundation School and Ursuline High School)
(Figure 3.11). The raingauges have a resolution of 0.2mm with a maximum
capacity of 12 pulses per minute (2.4 mm/min).
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(a) Beal High School (b) Ursuline High School (c) Chadwell High School
Figure 3.11: Raingauges
3.2.1.2 Levelgauges
Four pressure sensors with real time frequency 5-10 min (GPRS Neon meter-
ing model) have been installed: Two Impress Sensors LMP307 are installed in
sewers. The LMP307 is a submersible level transmitter based on hydrostatic
pressure measurement. The intrinsically safe version with a depth range from 0
to 4 m was used (Figure 3.12); Two Impress Sensors SDI-12L (hydrostatic sub-
mersible level transmitter with a depth range from 0 to 150 m) were installed:
one sensor for water depth measurement in open channels that ﬂows through
Valentines Park; one pressure sensor for River Roding level (Figure 3.13).
(a) Levelgauge sensor before installation (b) Levelgauge sensor in the sewer
Figure 3.12: Levelgauge sensors
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(a) Levelgauge in an open channel. (b) Location of river water level
Figure 3.13: Open channel measurements
3.3 Hydraulic Models
All sewer network models are made up of nodes and conduits. Given that in
these elements the ﬂow direction is very well deﬁned and the section within
each conduit is constant, 1 dimensional (1D) models can be used to represent
its behaviour. In Coimbra case study, the sewer data was obtained from AC,
Águas de Coimbra, EMM. The DTM used for this work has 1 metre horizontal
resolution and 10/15 cm vertical resolution (Figure 3.14). In Cranbrook case
study, he sewer data was obtained from Thames Water. The DTM used for this
work has 1 metre horizontal resolution and 10/15 cm vertical resolution (Figure
3.15).
Figure 3.14: DTM and sewer system
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Figure 3.15: Cranbrook network
In both case studies, two models were setup: 1D2D and 1D1D.
In the 1D2D model, the surface network was modelled as a 2-dimensional (2D)
surface using a mesh of triangular elements. In the 1D1D model, the surface net-
work was modelled as a 1-dimensional (1D) system made up of ponds (modelled
as storage nodes) and pathways (modelled as conduits with speciﬁc geometry
computed from the DTM).
The 2D mesh is generated using the Shewchuk Triangle meshing functionality of
Infoworks CS. Heights at the vertices of the generated mesh elements are calcu-
lated by interpolation from the DTM. In order for meshing to be carried out, a
bounding polygon must be deﬁned (this generally corresponds to the catchment
boundary). Furthermore, voids (i.e. regions that will not be meshed, such as
buildings), break lines and areas of varying roughness and mesh resolution were
also deﬁned.
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The 1D model of the surface was produced from the same set of 1 m resolution
LiDAR data. The Automatic Overland Flow Delineation AOFD tool was used
to create the 1D model of the overland network. Based on the DTM of the area,
the AOFD tool generates the overland network model and quantiﬁes hydraulic
parameters for simulation of pluvial urban ﬂooding. The output of the AOFD
tool is a series of shapeﬁles, which can be imported into InfoWorks CS in order
to create the 1D model of the surface.
Both types of surface models (1D and 2D) can be coupled with the model of the
sewer network, thus originating a dual drainage model. The connection between
the two systems (i.e. overland and sewer network) takes place at the manholes,
gullies or inlets. Both models were setup and the hydraulic simulations run in
Infoworks CS v10.5.
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This chapter presents a methodology for ﬂood forecasting based upon a network
of a small number of raingauges. The proposed methodology combines the
techniques of time series prediction and (spatial) interpolation to predict spatial-
temporal rainfall estimates using point rainfall information. These forecasts are
then used as inputs for the subsequent hydraulic modelling to implement short-
term pluvial ﬂood forecasting over urban areas.
The ordinary Support Vector Machine (SVM) is used in this work to conduct
the time series prediction since it has been widely used in the prediction of hy-
drological processes. In general the method performed well even for sub-hourly
(15- and 30-min temporal resolution) time series prediction. However, some pre-
liminary tests conducted in this work depicted that the ordinary SVM fails to
satisfactorily capture the peak rainfall when the temporal resolution goes down
to 5 min. This time scale is required in order to produce reliable ﬂood forecasts
over urban areas. To improve the applicability of the SVM model to urban-scale
(i.e. 5-min) rainfall time series prediction, a pre-processing technique, named
Singular Spectrum Analysis (SSA), is ﬁrstly employed in this work and further
improved and evolved into a new pre-processing technique, called Stochastic
Singular Spectrum Analysis (Stoc SSA). The existing and new pre-processing
techniques in synergy with the SVM (respectively denoted SSA+SVM and Stoc
SVM) are tested in this work, particularly on their applicability to urban rainfall
and ﬂood forecasting.
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4.1 Context
The reliability of urban pluvial ﬂood forecasting largely depends on the accuracy
of rainfall forecasts (Golding, 2009a). The rainfall events that cause this type of
ﬂooding however are of small scale and high intensity and consequently highly
unpredictable. In addition, due to the characteristics of urban catchments, i.e.,
of small size and high proportion of impervious area, the hydraulic outputs are
very sensitive to not only the total volume of rainfall but also its spatial and
temporal variations (Tsonis and Austin, 1981; Syed et al., 2003; Vieux and Be-
dient, 2004; Smith et al., 2007). It is therefore crucial to provide reliable spatial
and temporal rainfall information for urban pluvial ﬂood forecasting. Met-
eorological radar has been widely used for urban hydrological applications in
order to provide spatial and temporal rainfall measurements and consequently
improve the predictability of the operational urban ﬂood forecasting systems
(Einfalt et al., 2004). However, the accuracy of radar rainfall data is still insuf-
ﬁcient, particularly in capturing the local, extreme rainfall volumes, which are
highly demanded for urban pluvial ﬂood forecasting (Einfalt et al., 2005; Jensen
and Pedersen, 2005). Moreover, a network of radars, covering whole country
area, is not aﬀordable for most countries; raingauges are the most reliable and
only accessible rainfall sensors, which however can provide only point rainfall
information. To provide spatial and temporal rainfall estimates, based upon
raingauges only, is therefore a very challenging issue. Many studies have been
conducted, aiming to synthesise the spatial structures of rainfall based upon
point rainfall information in synergy with interpolation techniques (Tabios and
Salas, 1985; Syed et al., 2003; Vischel et al., 2011). The associated results show
that it is possible to generate reliable spatial and temporal rainfall estimates
based upon raingauge data only; but it has been concluded that the reliability
of rainfall estimates largely depends on the density of raingauge networks and
the accuracy of time series prediction. This work in particular focuses on the
improvement of high-resolution short-term rainfall time series prediction at an
individual raingauge site and further combines it with interpolation techniques.
In the following, the background of SVM and its applications to short-term time
series prediction are ﬁrstly introduced. Then, a detailed review of the theories
of SVM, SSA and Stoc SVM is given. This is followed by a test of SVM and its
combination with SSA and Stoc SVM to show the deﬁciencies of current SVM
for 5-min rainfall time series prediction and the improvements made applying
SSA and the new Stoc SSA technique. In addition, further applications of the
new techniques (i.e. to combine with temporal downscaling techniques) and the
new methodology (i.e. to apply to urban ﬂood forecasting) will be demonstrated
in Coimbra (Portugal) and Cranbrook (UK) case studies.
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4.2 SVM-based rainfall time series prediction
4.2.1 Introduction
Several authors have obtained interesting results for forecasting rainfall using
the SVM (Support Vector Machine) technique. Dibike et al. (2001) showed that
SVM can be used in hydrological prediction to model rainfall-runoﬀ processes
and found that the SVM provided a better prediction of runoﬀ than the ANN
(Artiﬁcial Neural Network) model. Gupta and Nikam (2009) used SVM to
forecast rainfall with a lead time from 15 min to 30 min by integrating and
analysing the rain gauge data of three consecutive years from Mumbai.
SVM is a learning technique from the ﬁeld of machine learning and is used for
both classiﬁcation and regression analysis. One advantage of SVMs over ANNs
is that while an ANN can have multiple local minima, the solution to an SVM
is global and unique. On the other hand, ANNs use empirical risk minimization
while SVMs use structural risk minimization, which makes it possible to solve
the overﬁtting problem by balancing the model's complexity against its success
at ﬁtting the training data (Burges, 1998).
The applicability of the SVM model to urban-scale rainfall time series predic-
tion was improved by ﬁrst employing a pre-processing technique called Singular
Spectrum Analysis (SSA). Sivapragasam et al. (2001) showed that signiﬁcant im-
provement in daily rainfall forecasting can be achieved by suitable pre-processing
with SSA. SSA is a non-parametric technique that is based on principles of mul-
tivariate statistics and is used in the analysis of time series. According to these
authors the prediction accuracy may be better when the learning machine is
presented with all the components of the spectrum analysis because the in-
put vectors are linear functions of the original attributes (SVM separates data
according to feature vectors and SSA separates according to the trend).
Despite the improvement obtained a new pre-processing technique was de-
veloped based on the SSA, called Stochastic Singular Spectrum Analysis (Stoc
SSA). The existing and new pre-processing techniques in synergy with the SVM
make up the new forecasting technique called Stoc SVM.
Sections 4.2.2 and 4.2.3 describe the basic mathematical formulation of SVM
and SSA respectively. Sections 4.2.4 and 4.2.5 present the new developments.
Section 4.2.4 explains how the SVM and SSA techniques are combined and
applied and section 4.2.5 explains how to generate stochastic results based on
SVM. Section 4.2.6 presents the combination of the previous techniques with
a temporal downscaling method. This made it possible to use the previous
techniques with larger time steps (15 min), thus decreasing the variability of
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the time series, but downscaling is used to obtain 5 min data, based on the 15
min data forecast. The results obtained are then presented and discussed.
It should be noted that free software called SVM light developed by Joachims
(1999, 2002) was used for the SVM time series prediction. The SSA was per-
formed using a Matlab routine developed by Alonso et al. (2005).
4.2.2 Support Vector Machine (SVM)
The SVM is an AI (Artiﬁcial Intelligent)-based learning method that was de-
veloped with an objective to solve pattern recognition and classiﬁcation prob-
lems which have been further extended to solve non-linear regression estimation
problems and have been successfully applied to solve forecasting problems in
many ﬁelds (Hong, 2008). The SVM leads to a unique and global solution be-
cause of its formulation, which employs a structural risk minimization (SRM)
principal as opposed to an empirical risk minimization (ERM) principal, em-
ployed by conventional neural networks (Dibike et al., 2001). The SRM places
an upper bound on the expected risk, as opposed to an ERM, which minimizes
the error on the training data only. It is this diﬀerence that equips SVM with
a great ability to generalize compared to ANN (Gupta and Nikam, 2009). The
SVM has been applied to quantitative short-term rainfall and hydrological fore-
casting. For example, Dibike et al. (2001) demonstrated the capability of SVM
in hydrological prediction for modelling rainfall runoﬀ processes and found that
the SVM provided better prediction of runoﬀ on testing data as compared to
the ANN model. Gupta and Nikam (2009) applied the SVM to forecast rainfall
with a lead time from 15 min to 30 min (but just one time step) by integrating
and analysing the raingauge data of three consecutive years in Mumbai. These
results demonstrated the SVM's potential to synthesise the complex patterns of
non-linear geophysical processes; however, they also indicate that the SVM is
incapable of well producing the patterns of time series at ﬁner resolutions, such
as 5 min.
In the development of approaches to dealing with ill-posed problems in classi-
ﬁcation, Vapnik (1995) introduced the concept of structural risk minimization
founded on statistical learning theory. In this section, support vector regression
(SVM) are brieﬂy described. More theoretical detail and eﬃcient computa-
tional implementations can be found in the works of Vapnik (1995) and Sato
et al. (2008).
Consider xi, a k-dimensional real valued vector and yi a real number (i = 1, ...N).
The main idea of a support vector non-linear regression (SVR) is to estimate a
function f (xi), f : <k→ <, such that
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yi = f (xi) + εi (4.1)
εi are random errors with mean zero and variance σ2, the space of xi is the
input space. = is a high-dimensional space called the feature space, which is an
extension of input space considering the non-linearities and interactions. The
function f (xi) can be written as:
f (xi) = 〈w; Φ(xi)〉+ b (4.2)
being Φ a function from the input space to the feature space, Φ : <k → = and
w ∈ =.
An estimate for w can be obtained by minimizing the structural risk Rstruct (w),
deﬁned as the sum of the empirical risk of a functional Remp (f, w) and a com-
plexity quantity. The structural risk is minimized focusing a balance between
the residual error and the ﬂatness of w. Thus, SVR balances the residuals
variance and the ﬂexibility of the estimated curve, preventing from over ﬁtting
problems.
Rstruct(w) = Remp(w) +
‖w‖2
2
=
N∑
i=1
C (f(xi)− yi) +
‖w‖2
2
(4.3)
C is a cost function for the errors. Moreover, the vector w can be written as a
linear combination of the data,
w =
N∑
i=1
(
α− α∗j
)
Φ (xi) (4.4)
α and α∗j are the solutions in dual space, that satisfy
f (x) =
N∑
i=!
(
α− α∗j
)
k (xj , x) + b (4.5)
and k (xl, xm) : = → < is called the kernel function, satisfying k (xl, xm) =
〈Φ (xl) ; Φ (xm)〉.
Kernel functions not only incorporate non-linearities, they have the additional
advantage that the function Φ does not need to be explicitly estimated. A
linear kernel was used in this work, thereby reducing the model to a linear
multiple regression model. However, in contrast to a least-squares approach,
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which minimizes the empirical risk, the coeﬃcients are estimated considering
the cost function and the structural risk (Sato et al., 2008).
Measuring predictability Support vector regression is used in time series
analysis to forecast future observations based on p observed past values (a non-
linear autoregressive model of order p). Consider a time series yt(t = 1, 2, ...T )
observed at T time points. The aim is to estimate a function f that
yˆt [h] = f (yt−1, yt−2, ..., yt−p) (4.6)
where yˆt [h] is the prediction h steps ahead. SVR methods are applied to estim-
ate the function f , using yt as response variable and the set x = (yt−1, yt−2, ..., yt−p)
as the feature vector. The model order p may be automatically selected as the
one that minimizes the variance of leave-one-out cross-validation residuals. An
illustrative diagram of SVR application for estimating univariate time series
models is shown in 4.1
Figure 4.1: Diagram of time series prediction using SVR (Sato et al., 2008)
Application The process to implement time series prediction using SVM in-
cludes two stages: training and forecasting. In the training stage, the rela-
tion between predictors and preditants is constructed using part of historical
raingauge data. The predictors could be some geophysical parameters that cor-
relate closely with the predictants; for example, to predict rainfall volumes, the
predictors could be temperature, wind speed, past rainfall volumes and amongst
others. In the forecasting stage, the trained relation will be tested and evaluated
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using historical data that are used in the training step.
In this study, the past rainfall rates are used as predictors to predict future
rainfall rates because it is observed that between rainfall volumes in a high-
resolution rainfall time series the correlation is in general very high. Based
upon trial-and-error tests as well as preliminary auto-correlation analyses, a
length 4 moving window is employed, which is composed of 3 predictors and
1 predictant (see Figure 4.2). This means that the forecasted rainfall volume
will be derived from the previous three observations. This moving window then
slides one time step forward (the dotted-line window in Figure 4.2) and repeats
the same procedure. The diﬀerence of the moving window between the training
and forecasting stages lies in that in the training stage both predictors and pre-
dictant are known; whilst in the forecasting stage the predictant is unknown. In
addition, when the moving window slides to the next time step, in the forecast-
ing stage the predictant at the previous time step becomes one of the predictors
at current time step. It is therefore expected that the accuracy of time series
prediction will decrease when moving-window keeps moving forward, and the
number of time steps that the moving window slides forward can be used to
evaluate the predictability (in terms of lead time) of the time series prediction
models.
Figure 4.2: Schematic of the sliding-window for time series prediction using
SVM
Based on the works developed by Vapnik (1995), Joachims (1999, 2002) de-
veloped SVM light a free software. The regression module of the SVM light is
used in this work to carry out the time series prediction.
4.2.3 Singular Spectrum Analysis (SSA)
Sivapragasam et al. (2001) showed that Singular Spectrum analysis (SSA) can
be used for pre-processing data. SSA is a novel non-parametric technique used
in the analysis of time series and based upon principles of multivariate statistics.
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Its usefulness has been proven in the analysis of climatic, meteorological and
geophysical time series (Alonso et al., 2005).
In this work SSA is used for smoothing, which means representing the series as
a sum of two series where the ﬁrst one is a `smooth approximation' of it and
the second one is the residuals or noises (i.e. original series = smoothed series
+ residuals). In ﬁgure 4.3 it is shown a rainfall data series, and its associated
smoothed data (also called 1st frequency) series and residuals (also called 2nd
frequency).
Figure 4.3: Rainfall data series, smoothed series and residuals.
Basic SSA technique performs four steps (Golyandina et al., 2001). At the
embedding step the one-dimensional series is represented as a multidimensional
series in which dimension is called the window length. The multidimensional
time series is a sequence of vectors that form the trajectory matrix. The second
step is the singular value decomposition (SVD) of the trajectory matrix into
a sum of rank-one bi-orthogonal matrices. Afterwards is the grouping step. It
splits the matrices, computed at the SVD step, into several groups and summing
the matrices within each group. The result of the step is a representation of
the trajectory matrix as a sum of several resultant matrices. The fourth step
is the diagonal averaging and transfers each resultant matrix into a time series,
which is an additive component of the initial series. It is a linear operation and
maps the trajectory matrix of the initial series into the initial series itself. A
decomposition of the initial series into several additive components. According
to Alonso et al. (2005), the above description may be stated in formal terms as
follows:
Step 1: Embedding
The embedding procedure maps the original time series to a sequence of multi-
dimensional lagged vectors.
Consider the time series F = (f0, f1, ...fN−1) with length N representing the
noisy signal. L is the window length, with 1 < L < N and L an integer. Each
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column Xj of the Hankel matrix is Xj = (fj−1, fj , ...fj+L−2)
T , j = 1, 2, ...,K,
where K = N − L + 1 is the number of columns, representing the diﬀerent
possible positions of the window. The matrix X = [X1, X2, ..., XK ] is a Hankel
matrix because all elements in diagonal i + j = constant are equal. It is also
called as the trajectory matrix.
Step 2: Singular Value Decomposition (SVD) of the trajectory matrix
The trajectory matrix may be expressed as the summation of d rank one ele-
mentary matricesX = E1+...+Ed where d is the number of non-zero eigenvalues
of the L × L matrix S = X.XT . The elementary matrices are Ei =
√
λiUiV
T
i
(i = 1, ..., d), where λ1, ..., λd are the non-zero eigenvalues of S, in decreasing
order, U1, ..., Ud are the corresponding eigenvectors, and vectors Vi are obtained
from Vi = XT .Ui/
√
λi, i = 1, ..., d.
The norm of elementary matrix Ei equals
√
λi. The contribution of the ﬁrst
matrices to the norm of X is much higher than the contribution of the last
matrices, so these last matrices represent noise in the signal. The plot of the
eigenvalues in decreasing order is called the singular spectrum. The result of
this step is the singular value decomposition (SVD) of the trajectory matrix.
Step 3: Grouping
The purpose of the grouping step is separation of the additive components of
time series.
It consists of approximating matrixX by the summation of the ﬁrst r elementary
matrices. According to Alonso et al., (2005) the matrix X is approximated by
X ' E1 + E2 + ...+ Er.
Step 4: Reconstruction (diagonal averaging)
In this step each matrix of the grouped decomposition is transformed into a new
series of length N .
The approximated matrix described above is no longer a Hankel matrix. How-
ever an approximated time series may be obtained by taking the average of
the diagonals. According to Alonso et al. (2005) it may be more practical to
carry out this averaging for each elementary matrix independently in order to
obtain time series that represent the diﬀerent components of the behaviour of
the original time series.
Consider Y as one of the elementary matrices Ei. Its elements are yij , 1 6 i 6 L,
1 6 j 6 K. The time series g0, ..., gN−1 (principal component) corresponding
to this elementary matrix is given by
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gk =

1
k + 1
k+1∑
m=1
ym,k−m+2 for 0 6 k < L∗ − 1
1
L∗
L∗∑
m=1
ym,k−m+2 for L∗ − 1 6 k < K∗
1
N − k
N−K∗+1∑
m=k−K∗
ym,k−m+2 for K∗ 6 k < N
(4.7)
where L∗ = min(L,K), and K∗ = max(L,K). The smoothed time series is
obtained by adding the ﬁrst r principal components.
Selection of SSA parameters The application of the SSA algorithm re-
quires selecting the values of the window length L, and the number r of principal
components to be retained in the step 3.
According to Alonso et al., (2005), there are no general rules for selecting the
values of parameters L and r and this author add a few remarks about the
window length:
(1) The SVD performed on matrices obtained with a window length L is equi-
valent to that performed on matrices obtained with the complementary window
lengthK = N−L+1. So increasing the window length above half the time series
length would reproduce results already tested with shorter window lengths.
(2) The longer the window, the more detailed the decomposition
In conclusion, these 2 statements indicate that the best detailed decomposition
is obtained with L ' N/2.
(3) However a large window length may mix noise and certain components in
the case of time series with a complex structure. Consequently diﬀerent window
lengths should be tested, starting with L ' N/2 , and proceeding downwards.
Based on preliminary tests, and analysing the available data, this work employs
window length of L = 3.
4.2.4 Combined application of SVM and SSA: SSA + SVM
As explained before, the SSA can be used to extract tendencies and harmonic
components in meteorological and geophysical time series, such as rainfall data
series (Figure 4.4).
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Figure 4.4: Flowchart of the application of SVM and SSA
The SSA+SVM methodology starts with the decomposition of the rainfall data
series in 2 data sets: the smoothed series (also called the 1st frequency) and the
residuals (also called 2nd frequency). Afterwards, the SVM is applied to each
data series separately and both data series are added at the end.
In the work reported in this thesis the traditional SVM and SSA techniques were
used separately: SSA is used to extract the components of the spectrum analysis
and SVM is used for pattern recognition and forecasting. SVM separates data
according to feature vectors and SSA separates according to the trend; however,
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the similarity between some equations in both methods suggests a possible fully
integrated SSA and SVM technique, making it a new family of SVM methods.
4.2.5 Stochastic SSA in synergy with SVM: Stoc SVM
After the ﬁrst the application of SSA+SVM technique, it can be seen in the
results section (4.2.7) that SVM predicts very well the smooth series (1st fre-
quency), but the overall prediction is not totally satisfying, which means that
the problem is the prediction of the 2nd frequency (Figure 4.5).
Figure 4.5: Flowchart of the stochastic SSA in synergy with SVM
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The SVM technique is not very eﬃcient to predict very irregular patterns as
the residuals. Consequently a new approach was developed here to improve
the ability to characterise the residuals; this is identiﬁed as the key to conduct
better time series prediction in the high resolution.
The approach is summarised as follows: ﬁrst, the decomposition of the time
series is carried out using the ordinary SSA, producing a smoothed series and
its associated residuals. Unlike the SSA+SVM approach which uses SVM to
conduct the forecast of both 1st and 2nd frequencies, the new approach only
uses SVM to predict the 1st frequency, which is smoother and easier to be
predicted. Second, the 2nd frequency (i.e. the residuals) is characterised by a
statistical analysis.
For the statistical analysis of the residuals, the instant of the peaks of all 2nd
frequencies of all rainfall events selected for training the prediction model are
ﬁrstly forced to coincide. Then, the mean and the standard deviation of the
residual values at each coincided instant is calculated. The means and standard
deviations constitute the characteristic curves. These curves create a band to
envelop the residuals. The value of the residuals at each coincided time step can
be stochastically sampled from a Gaussian distribution subject to the associated
mean and standard deviation. This is therefore named the Stochastic SSA (Stoc
SSA) and its combination with the SVM is called the Stoc SVM. In the following
context, the characteristic curves are deﬁned as the average of the residuals at
each instant (c1), average plus one standard deviation of the residuals (c2), and
average plus two standard deviations of the residuals (c3).
After analysing the residuals, the next step is to sum the smoothed series forecast
with the characteristic curves: the peak of the characteristic curve is added at
the same time as the peak of the smoothed series (the smoothed series allows
to know if a extreme event will occur and to localise the peak time). Finally,
a stochastic approach is obtained and an envelope for the forecast results is
created. The observed data should be between the smoothed series plus the c1
and smoothed series plus c3. Figure 4.6 shows and example of the historical
residual data and its characteristic curves.
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Figure 4.6: Residuals series and characteristic curves.
It is worth mentioning that with the result of the smoothed series (1st frequency)
prediction it is then possible to identify the magnitude and peak time of the
rainfall event. In this methodology, the peak time of the second frequency should
coincide with the peak time of the 1st frequency as can be seen in Figure 4.7.
Figure 4.7: Peak time prediction in Stochastic SVM technique
4.2.6 SVM enhanced with time series downscaling
The cascade-downscaling methods are developed based upon the investigation
of the scale-invariant behaviour of complex non-linear processes. The cascade is
a single process to generate ﬁne-scale data by subdividing a unit set into smal-
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ler and smaller subsets according to a ﬁxed set of contracting (fragmentation)
ratios (S in Figure 4.8) and at the same time subdividing the associated unit
measure by another set of contracting ratios (W in Figure 4.8). Many eﬀorts
have been made to characterise these ratios and to apply them to spatially- or
temporally-distributed rainfall downscaling in the literature (Over and Gupta,
1996; Deidda et al., 1999; Onof et al., 2005; Onof and Arnbjerg-Nielsen, 2009;
Pathirana et al., 2003; Wang et al., 2010), among which random cascade meth-
ods are the mainstream and have been widely developed. The general idea
is to construct rainfall generators based upon analysing statistical features (or
probability distributions) of W. The associated parameters of generators can be
empirically estimated from historical rainfall observations. For example, Onof
et al. (2005), referring to the derivation in Deidda et al. (1999), used a log-
Poisson cascade to disaggregate hourly rainfall sequences to 5-min. The results
showed that speciﬁc statistics were satisfactorily reproduced, which is crucial for
the uses of the corresponding hydrological modelling (e.g., ground runoﬀ and
sewer network simulation).
Log-Poisson Cascade Methods
Log-Poisson cascade, which has been widely used to disaggregate hourly precip-
itation to sub-hourly (Deidda et al., 1999; Onof et al., 2005; Onof and Arnbjerg-
Nielsen, 2009). This approach has been employed in this work to downscale the
coarser forecasts by SVM to 5-min. The associated generator is formed as,
W = AβN (4.8)
where N is a log-Poisson distributed random variable, and A and β are two para-
meters that can be identiﬁed by ﬁtting the observed structure function (K(q)),
which is empirically plotted based upon scale invariance of historical raingauge
observations. An scaling investigation of the observed rainfall data was carried
out over the time scales ranging from 5 to 120 min , which shows that, within the
investigating temporal range, scale invariance is well observed. The observed
K(q) curve then can be substituted into the relation of the theoretical structure
function (K(q)) and the Log-Poisson generator (W ), expressed as:
K(q) = −log2E[W q] = −C q(1− β) + β
q − 1
ln2
(4.9)
the associated parameters (βand C) for the generator then are derived, where
q is a real value. The parameter A in Eq. (8) can be further obtained using
A = eC(1−β).
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In this study, the Cascade computer programme for disaggregation is used (Onof
and Arnbjerg-Nielsen, 2009), in which the key parameters β and C are optimally
solved by minimising the diﬀerence of the observed and the theoretical structure
functions for a certain range of q . The optimally-derived theoretical (log-
Poisson) K(q) curve can be plotted and the associated parameters β and C are
respectively 0.263 and 0.519 (A thus equals 1.466). A very good ﬁt can be seen
using log-Poisson distribution (see Figure 4.18), particularly for q ≥ 1.0. These
parameters are then substituted into Eq. (9) to construct the rainfall generator
to produce 5-min precipitation for this work. Figure 4.8 presents a conceptual
schematic of a cascade process
Figure 4.8: Conceptual schematic of a cascade process, where a coarser volume
in a speciﬁc scale is repeatedly subdivided into numbers of sub-volumes accord-
ing to certain time-scale (set) and intensity (measure) fragmentation ratios (S
and W) (Wang et al., 2011).
Since it is possible to derive the downscaling parameter, the downscaling method
can be applied to any forecasted rainfall data series (Figure 4.9)
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Figure 4.9: Downscaling
4.2.7 Results
To test the methodologies developed for rainfall data series extrapolation, some
examples are presented in the following sections.
Firstly, the SVM, SSA plus SVM, and stochastic SVM are compared and dis-
cussed. Afterwards, the improvement with the cascade method is tested.
4.2.7.1 Rainfall data set
Coimbra meteorological station is located at the Geophysical Institute of Uni-
versity of Coimbra and was installed in 1864. The daily charts from 1935 to 2005
were recently digitalized. The dataset was digitalized by INAG, the Portuguese
Water Institute, using the SIFDIA program that allows one minute discretiza-
tion (Carvalho et al., 2008). In this work, approximately 70 years of continuous
data was used. The inter-event interval used was 6 hours and the minimum
event depth was 0.2mm. The events chosen have a return period higher than 2
years for average intensity during 30, 45 or 60 minutes. In conclusion, 84 events
with 5 minutes (with the real 5min peak) time step were selected.
The SVM based method involves 2 steps: training and testing (prediction). Of
84 historical events, 80 were used to train our model and 4 were chosen for
testing in sections 4.2.7.2 and 4.2.7.3. This arrangement was based upon the
sensitivity test (using a synthetic case study) conducted before the prediction
model was built. This test showed that the reliability of SVM prediction is
largely dependent on the number of training samples. As seen in Figure 4.10,
by increasing the number of training samples from 39 (left) to 51 (centre) and
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ﬁnally to 986 (right), the quality of the forecast provided by SVM models is
greatly improved.
Figure 4.10: Eﬀect of training sample number on forecasting. Left: 39 samples;
middle: 51 samples; right: 986 samples.
However, only 84 historical events in total could be identiﬁed for our study. In
order to maximise the robustness of the SVMmodel to conduct a better forecast,
80 events were chosen to train the SVM model and 4 events were used to validate
(test) the capability of the prediction model. These 4 events were used to test
the model over a range of diﬀerent conditions: the 09-04-1946 event has a very
high return period; the 23-05-2004 and 31-01-1955 events have a lower return
period with similar peak values but the 23-05-2004 event is a more sudden event,
and the 25-10-2010 event has 2 peaks. In other words, these events represent a
variety of patterns (or conditions). This is actually a compromise imposed by
the limited number of available events.
There are three sound reasons for having conﬁdence in the robustness of the
study: all 84 events are extreme events with the same scheme; the 4 events used
for testing try to represent diﬀerent conditions and good results were obtained
in the tests (using historical data and using data collected in the case studies).
4.2.7.2 Rainfall forecast
In this section three events have been tested. The 09-04-1946 event has a very
high return period; the 23-05-2004 and 31-01-1955 events have a lower return
period with similar peak values but the 23-05-2004 event is a more sudden event.
Figure 4.11 presents the rainfall events and their return period for diﬀerent
durations.
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(a)
(b)
Figure 4.11: a) Rainfall events tested and b) Return period of selected rainfall
events
In Figure 4.12, Figure 4.13 and Figure 4.14 the hyetographs for the diﬀerent
techniques are presented for each event. In each graph rainfall prediction start-
ing with a forecasting starting time (fst) of 5 minutes prior to the peak to 25
minutes before the peak is presented. The developed schemes where applied.
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(a) Rainfall prediction using SVM
(b) Rainfall prediction using SSA plus SVM
(c) Rainfall prediction using Stochastic SVM with character-
istic curve c1
(d) Rainfall prediction using Stochastic SVM with character-
istic curve c2
Figure 4.12: Rainfall prediction of 31/01/1955 event with the diﬀerent tech-
niques
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(a) Rainfall prediction using SVM
(b) Rainfall prediction using SSA plus SVM
(c) Rainfall prediction using Stochastic SVM with character-
istic curve c1
(d) Rainfall prediction using Stochastic SVM with character-
istic curve c2
Figure 4.13: Rainfall prediction of 23/05/2004 event with the diﬀerent tech-
niques
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(a) Rainfall prediction using SVM
(b) Rainfall prediction using SSA plus SVM
(c) Rainfall prediction using Stochastic SVM with character-
istic curve c1
(d) Rainfall prediction using Stochastic SVM with character-
istic curve c2
Figure 4.14: Rainfall prediction of 09/04/1946 event with the diﬀerent tech-
niques
89
Chapter 4. Flood Forecasting based on raingauges networks
4.2. SVM-based rainfall time series prediction
Figures 4.15, 4.16 and 4.17 show the prediction of the 1st frequency of the same
rainfall events.
Figure 4.15: Rainfall prediction of the 1st frequency using SVM (23/05/2004
event)
Figure 4.16: Rainfall prediction of the 1st frequency using SVM (31/01/1955
event)
Figure 4.17: Rainfall prediction of the 1st frequency using SVM (09/04/1946
event)
From the previous ﬁgures, it can be seen that the SVM technique highly under-
estimates the rainfall event.
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The forecast of the smooth series is good and doing the rainfall forecast of the
smoothed series and residuals separately, the results are not yet satisfactory but
better than the traditional SVM approach.
Using the stochastic approach described previously, the results show a very good
agreement between observed data and the forecasted data. It can be seen that
some peaks are predicted 5, or more minutes before or after the time they really
happen.
In order to better analyse these results, some statistics analysis was done. Two
important factors were analysed: the peak value error and the trend of the
prediction (using the correlation)
peakerror =
forecast− observed
observed
(4.10)
correlation(X,Y ) =
∑
(x− x) (y − y)√∑
(x− x)2∑ (y − y)2 (4.11)
The high sensitivity of the correlation to the hyetograph timing can be seen as
a limitation. Indeed if a hyetograph is modelled with a shape similar to the
observed hyetograph but slightly delayed in time, despite an obvious skill of
the interpolation to correctly predict the rainfall intensities, the correlation will
produce low values because of the time-lag between prediction and observation.
In order to evaluate the modelling of the hyetograph shapes independently of
the timing, the best correlation without time lag or with a time lag of ±10min,
±5min was chosen.
Table 4.1 shows the peak error and Table 4.2 the correlation of the forecasted
results, against the observed results. The results show that the SSA+SVM
performs better than the traditional SVM. The results obtained by the forecast
of the smoothed series are also better than the SSA+SVM approach, which
means that the problem is in the forecast of the residuals. This was the main
motivation to make a diﬀerent approach to the residual forecast. The obtained
results are even better than the previous methodologies, both in peak error and
correlation.
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techniq. obs.
value
fst:
-5m
fst:
-10m
fst:
-15m
fst:
-20m
fst:
-25m
event
aver.
techn.
aver.
SVM
X 70.5 -0.80 -0.80 -0.80 -0.80 -0.78 -0.796
-0.802Y 72.0 -0.81 -0.78 -0.77 -0.79 -0.80 -0.790
Z 123.6 -0.70 -0.75 -0.88 -0.88 -0.88 -0.819
SSA +
SVM
X 70.5 -0.68 -0.69 -0.69 -0.66 -0.61 -0.666
-0.664Y 72.0 -0.71 -0.66 -0.63 -0.63 -0.63 -0.653
Z 123.6 -0.48 -0.54 -0.79 -0.78 -0.77 -0.672
Stoc
SVM c1
X 70.5 -0.20 -0.21 -0.21 -0.18 -0.14 -0.190
-0.258Y 72.0 -0.24 -0.20 -0.17 -0.17 -0.16 -0.188
Z 123.6 -0.20 -0.27 -0.51 -0.51 -0.50 -0.397
Stoc
SVM c2
X 70.5 0.12 0.10 0.11 0.13 0.18 0.129
0.008Y 72.0 0.07 0.11 0.14 0.15 0.15 0.124
Z 123.6 -0.09 -0.08 -0.33 -0.32 -0.32 -0.239
Smooth
series
(Freq 1)
X 38.2 -0.38 -0.40 -0.40 -0.34 -0.26 -0.36
-0.36Y 40.63 -0.46 -0.39 -0.33 -0.33 -0.32 -0.37
Z 64.1 -0.03 -0.10 -0.57 -0.56 -0.55 -0.36
Table 4.1: Peak errors with diﬀerent forecast start times (fst). Event X -
(31/01/1955); Event Y - (23/05/2004); Event Z - (09/04/1946).
techniq. fst:
-5m
fst:
-10m
fst:
-15m
fst:
-20m
fst:
-25m
event
average
techn.
aver.
SVM
X 0.41 0.42 0.43 0.19 -0.09 0.27
0.58Y 0.45 0.54 0.48 0.64 0.59 0.54
Z 0.90 0.73 0.84 0.78 0.84 0.82
SSA +
SVM
X 0.47 0.67 0.50 0.56 0.64 0.57
0.65Y 0.53 0.75 0.71 0.60 0.57 0.63
Z 0.79 0.77 0.79 0.77 0.63 0.75
Stoc
SVM c1
X 0.25 0.34 0.92 0.94 0.95 0.68
0.82Y 0.96 0.92 0.93 0.92 0.92 0.93
Z 0.88 0.91 0.81 0.79 0.84 0.85
Stoc
SVM c2
X 0.24 0.31 0.95 0.95 0.95 0.68
0.83Y 0.97 0.95 0.96 0.94 0.94 0.95
Z 0.91 0.90 0.84 0.80 0.84 0.86
freq 1
X 0.51 0.96 0.96 0.99 0.98 0.88
0.93Y 0.99 0.94 0.90 0.89 0.91 0.92
Z 0.99 0.97 0.99 0.98 0.98 0.98
Table 4.2: Correlations with diﬀerent forecast start times (fst). Event X -
(31/01/1955); Event Y - (23/05/2004); Event Z - (09/04/1946)
4.2.7.3 Rainfall forecast enhanced with cascade method
The previous section showed results for extreme events with one peak, however,
sometimes several peaks occur in a small time interval. In this case the use of a
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larger time step can be a better option. This section presents the application to
a two peak event (25-10-2006) the developed methodologies with a 5 min step
and 15 min steps enhanced with a Log-Poisson cascade method.
The Log-Poisson distributed rainfall generator used herein is constructed based
upon the parameters obtained from the scaling analyses process. An evaluation
of using this generator to synthesise 5-min precipitation respectively from 15
min rainfall observations is carried out (Figure 4.18). Good syntheses can be
observed. These results depict that the Log-Poisson distributed generator is an
appropriate tool with promising abilities to reproduce the complex patterns of
5-min rainfall in this events.
(a) (b)
Figure 4.18: a) Log-log plot of moment as a function of time-scale between 120
min and 5 min for 0.0 ≤ q ≤ 5.0; b) The observed and theoretical (log-Poisson)
K(q) curves, respectively drawn by the grey dashed and the dark solid lines.
Figure 4.19 shows the ability of the cascade method to downscale the 15 minutes
observed data to a 5 minutes data.
Figure 4.20 presents the results of the developed methodologies using 5 min
time step, 15 min time step and 15 min time step enhanced with the cascade
method to generate 5 min time step data.
Figure 4.19: Example of 5 minutes observed data vs 15 minutes observed data
(downscaled to 5 minutes)
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(a) Rainfall prediction using SVM plus SVM
(5min data)
(b) Rainfall prediction using SVM plus SVM
(15 min data)
(c) Rainfall prediction using SVM plus SVM
enhanced with downscaling (15 to 5min data)
(d) Rainfall prediction using Stoc SVM (c1)
(5min data)
(e) Rainfall prediction using Stoc SVM (c1)
(15min data)
(f) Rainfall prediction using Stoc SVM (c1)
enhanced with downscaling (15min data to 5
min data)
Figure 4.20: Rainfall prediction of 25-10-2006 event
The use of a larger time step overlap the 2 peak problem, however 15 min data
is to course to urban drainage. The use of a combination of SVM techniques
with a cascade method allows to have rainfall data at a ﬁner-resolution rain-
fall prediction. The results also show that, although the log-Poisson cascade
methods enable well reproducing the pattern of 5-min rainfall time series, the
predictability of this blend mainly relies on the accuracy of 15 min rainfall pre-
diction.
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4.3 Methodology for ﬂood forecasting based on
raingauge network
Based on the previous ﬁndings, a methodology for urban ﬂood forecast based
on raingauge networks was developed in this work (Figure 4.22). The rainfall
forecast is done using a SSA+SVM methodology and/or Stochastic SVM for
each raingauge. Using an interpolation technique the rain-ﬁelds are generated
(see Figure 4.21) and then using in the 1D1D hydraulic model a ﬂood forecast
is done.
Figure 4.21: Rainfall forecast and generation of rain ﬁelds.
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Figure 4.22: Flowchart of the methodology for ﬂood forecasting based on
raingauges networks
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4.3.1 Interpolation technique and generation of rain-ﬁelds
As stated before the major disadvantage of raingauge measurements is the lack
of detailed spatial information of rainfall. It is therefore crucial to have at least
a few raingauges at appropriate distance to the catchment in analysis and to
reproduce the spatial variability of real rain ﬁelds based on individual rain gauge
sites. Interpolation techniques are a possible solution to reproducing the spatial
and temporal variability of rain ﬁelds. In this work, the inverse distance weight
was used.
Let xj and yj be the coordinates of a point j in two dimensional space and uj a
function (in this case, rainfall intensity) of xjand yj , it is the observed process
at x sampling points, j = 1, 2, ..., n. An estimate of the process u0 at any point
with coordinates x0andy0can be represented by a weighted linear combination
of the observed values
uo =
n∑
j=1
wjuj (4.12)
As stated before, the Inverse Distance Interpolation method weights every grid
point according to its distance from the sample point. The weight associated,
was deﬁned as:
wj =
1
dj
(4.13)
For more details, see Chapter 2.
4.3.2 Application to Coimbra case study
In Coimbra case study (Figure 4.23) the monitoring campaign recorded a high
rainfall event in 08-10-2010. Using the data of this event, the complete meth-
odology for urban ﬂood forecast based on a network of raingauges was tested.
Results showed that, with this methodology it was possible to predict the water
level in sewers 30 minutes in advance. Figure 4.24 presents the rainfall recorded
in each of the 3 raingauges used.
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Figure 4.23: Zona Central Catchment in Coimbra, Portugal.
Figure 4.24: Rainfall recorded in 3 raingauges on the 8/10/2010 event in Coim-
bra
Figure 4.25 shows the interpolation of three consecutive rain-ﬁelds based on
the forecast result of the 3 raingauges (forecast start time: 17h10min) and the
resulting spatial interpolation.
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(a) (b) (c)
Figure 4.25: Three consecutive rain-ﬁelds based on the forecast result of the 3
raingauges (forecast start time: 17h10min) and the resulting spatial interpola-
tion for the 08/10/2010 event
Figure 4.26a and 4.26b show the average of the rainfall recorded in the 3
raingauges and the forecasted rainfall (average of 3 raingauges) with diﬀerent
forecast start time (fst).
Figures 4.27 show the simulated water level in 2 diﬀerent locations (P. República
and Mercado) using the rainfall input (rain-ﬁelds) of diﬀerent forecasts.
(a) Rainfall (SSA+SVM) (average of raingauges)
(b) Rainfall (Stoc SVM c1) (average of raingauges)
Figure 4.26: Rainfall recorded and predicted on the 08/10/2010
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(a) Water level in Républica Square (b) Water level in Mercado
Figure 4.27: Water levels simulated and predicted at 8/10/2010
With the SSA+SVM rainfall the water level results diﬀerence between the peak
value in the pipes is less than 3 cm with 30 minutes in advance; however the
hydrographs show a smoother curve for the simulations with forecasted data.
This happens because the rainfall prediction is also smoother than the observed
data. Nevertheless, in terms of ﬂood prediction, the most important variable
is water level. With the Stochastic SVM it was predicted the water level with
30 minutes in advance but the water level is higher than using SSA+SVM.
It is more secure but can also indicate potential false alarms. However this
higher values happens for the average rainfall prediction, which indicates that
the water level should be in the lower part of the envelope generated by the
forecasted data (note that this event was note extreme, but it was one of the
biggest recorded during the monitoring period).
It is worth noting that the hydraulic simulation is deterministic. Only one
hydraulic output is obtained for each rainfall input. The stochastic behaviour
is obtained because if the rainfall input is deﬁned by the lower boundary (Stoc
SVM c1); the lower boundary of the ﬂood depth and extension is also obtained.
Higher values of ﬂood depth and extent are obtained with Stoc SVM c2 or Stoc
SVM c3, to deﬁne the upper part of the `envelope' for rainfall and ﬂood depth
and extent.
4.3.3 Application to London case study
In Cranbrook case study (Figure 4.28) the monitoring campaign recorded a
high rainfall event in 14-01-2011. Using the data of this event, the complete
methodology for urban ﬂood forecast based on a network of raingauges was
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tested. Figure 4.29 presents the rainfall recorded in each of the 3 raingauges
used.
The data set used to train the models was from Greenwich meteorological sta-
tion, where ﬁve minutes the data is available from 21/02/1987 to 21/07/2011.
To separate events, a inter-event interval of 6 hours and the minimum event
depth of 0.2mm was used Dunkerley, 2008. The events chosen have a return
period higher than 2 years for average intensity during of 45, 60 or 75 minutes.
In conclusion, 15 events with 5 minutes time step were selected.
Figure 4.28: Cranbrook catchment
Figure 4.29: Rainfall recorded in 3 raingauges on the 14/01/2011 event
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Figure 4.30 shows the interpolation of three consecutive rain-ﬁelds based on the
forecast result of the 3 raingauges and the resulting spatial interpolation.
Figure 4.30: Three consecutive rain-ﬁelds based on 3 raingauges and spatial
interpolation
Figure 4.31 shows the rainfall recorded in the 3 raingauges and the forecasted
rainfall .
Figures 4.32a and 4.32b show the simulated water level in 2 diﬀerent locations
(P. República, and Mercado) using the rainfall input (rain-ﬁelds) with a forecast
at 16h30min.
Figure 4.31: Recorded and forecasted rainfall on the 14-01-2011.
(a) Water level in pipe 1455.1 (upstream) (b) Water level in Cranbrook sewer (critical
area)
Figure 4.32: Water level simulated and predicted on the 14-01-2011
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The methodology was tested against observed data and it was possible to predict
the water level with 45 minutes in advance. This result showed that it is possible
to have a ﬂood alert system based in a network of raingauges.
4.4 Conclusions
This chapter presented a methodology for ﬂood forecast based upon a network of
a small number of raingauges where the cloud tracking is not taken into account.
The developed methodology is based upon short-term time series prediction and
the spatial interpolation techniques.
A new application of SVM technique was applied to short-term and very high
resolution (i.e. 5-min) rainfall forecasting (i.e. SSA+SVM) and show a good
capacity to forecast rainfall events. In order to improve this combination's
ability to capture storm peaks, a completely new methodology was developed,
called Stoc SVM. This method extends the ordinary SSA technique by applying
a statistical analysis to the residuals to allow a better ability to capture the peaks
and the trend of rainfall events. A combination of the previous methodologies
with a downscaling method enable the use of coarser time steps and therefore
longer forecasting lead time.
These methods were found to improve the traditional SVM technique for fore-
casting short term rainfall events, but all procedures based on SVM are highly
dependent on the historical data records, and a large number of training ex-
amples are necessary. Studies with new locations, diﬀerent rainfall patterns and
diﬀerent data sets should be carried out to test the robustness of the method
developed. The quality of the forecast should also be tested using, for example,
a four-cell contingency table: a) number of correct hits (rainfall events success-
fully predicted), b) number of misses, c) number of false alarms and d) number
of hits for correctly forecasting no rain. Another limitation of the methodology
are the extremely sudden events, which are not possible to predict without cloud
tracking.
Two catchments, respectively in Coimbra (Portugal) and Cranbrook (London,
UK), were employed to test the proposed methodology. Measured data was
collected during this research which was applied to test and validate the meth-
odology. The results showed that in both catchments, it is possible to predict
the water level with the 5-min temporal resolution with a 30 to 45 min lead
time. This lead time is suﬃcient to trigger some alarms and has the potential
to signiﬁcantly decrease the loss caused by ﬂoods.
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The hydraulic simulations are deterministic so only one hydraulic output is ob-
tained for each rainfall input. The stochastic behaviour of the ﬂood prediction
is related to the stochastic behaviour of the rainfall prediction. For each rainfall
`band' predicted, a ﬂood depth and extent is also obtained. The stochastic beha-
viour is obtained because if the rainfall input is deﬁned by the lower boundary
(Stoc SVM c1) the lower boundary of the ﬂood depth and extent is also ob-
tained. Higher values of ﬂood depth and extent are obtained with Stoc SVM c2
or Stoc SVM c3, to deﬁne the upper part of the `envelope' for rainfall and ﬂood
depth and extent.
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This chapter presents hydraulic modelling techniques to improve the simulation
speed of dual drainage networks.
A new methodology to simplify 1D1D drainage networks, based in a two step
procedure is presented.
Another technique developed and applied to improve the 1D2D drainage net-
works simulation speed is based on hybrid models. These models combine a 1D
overland network in some parts of the catchment and 2D network in the most
critical areas.
5.1 Introduction
The main goal of the urban ﬂood forecast process is to know the impact of the
rainfall event on the drainage system. It is necessary to know if the water enters
into the sewer system or remains on the surface and where the sewer becomes
surcharged and water returns to the surface. If water returns to or stays on
the surface, the safety of the population depends on the ﬂood location, depth,
duration and ﬂow velocity. With all these criteria it is then possible to identify
the vulnerable ﬂood areas and estimate the time that people have available
before ﬂooding starts.
In order to predict ﬂash ﬂood events, response of ﬂood forecasting systems has to
be fast. In general, a ﬂood forecasting system can be divided into diﬀerent steps:
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(i) the systems start with rainfall prediction and ﬂow data collection procedures
followed by data correction, if needed. Before any decision to minimise ﬂood
damage is taken, hydraulic behaviour simulations of the drainage system should
be conducted. These steps need to be carried out in a short period of time.
Given that pluvial ﬂooding happens quickly, it is essential to have hydraulic
models capable of estimating these events fast enough, so that longer lead time
is available and operational responses can be timely triggered in order to min-
imise damage and vulnerability. Although sophisticated 1D2D models are very
detailed and accurate, their run-time is too long for detailed real-time applica-
tions (Leitao et al., 2010). On the contrary, 1D1D models are fast and therefore
more suitable for real-time purposes, however, they are, in some cases, less
detailed and accurate (Allitt et al., 2009).
5.2 Dual drainage, 1D1D and 1D2D models
In order to reliably model urban pluvial ﬂooding, it is necessary to realistically
represent the urban fabric in its complexity, taking into account the local topo-
graphy and the interactions between the overland and sewer networks, as well
as the boundary conditions that determine the performance of the system. This
thesis focuses on physically based models and takes into account the interaction
between the overland (surface) and the sewer network.
Most of the urban drainage physically-based models consider ﬂow inside sewer
systems correctly, but not taking into account overland ﬂows appropriately,
especially if sewer pipes become surcharged. The Dual Drainage concept Djord-
jevic et al. (2005) is accepted as an accurate urban drainage simulation concept
during extreme rainfall events. This concept can be implemented in either two
diﬀerent approaches: a 1D1D (1D sewer system network linked with a 1D over-
land ﬂow network) (Figure 5.1) approach in which the surface ﬂow is represented
by a 1D ﬂow network, or a 1D2D (1D sewer system network coupled with a 2D
surface to represent terrain) (Figure 5.2).
Both types of surface models (1D and 2D) can be coupled with the model of the
sewer network, thus originating a dual drainage model. The connection between
the two systems (i.e. overland and sewer network) takes place at the manholes,
gullies or inlets. Both models were setup and the hydraulic simulations run in
Infoworks CS.
The Automatic Overland Flow Delineation (AOFD) methodology developed
by Maksimovic et al. (2009) to delineate 1D overland ﬂow networks requires
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small computational resources and limited eﬀort to set up a 1D1D dual drain-
age model, and is used to generate the 1D overland ﬂow networks used in this
study. In current commercial urban drainage models, such as Mike Urban/Flood
(DHI) or Infoworks CS (Innovize) the trend is to represent the overland ﬂow
network by a 2D model. This type of approach has its own advantages when
compared to a 1D1D approach, such as good visualisation of results, but com-
putational resources required are considerable and simulation time is normally
long, depending on the size of the catchment and resolution of the 2D surface
(i.e. number of mesh elements).
Figure 5.1: Example of the 1D1D model output
Figure 5.2: Example of the 1D2D model output
In this thesis, the 2D mesh is generated using the Shewchuk Triangle meshing
functionality. Heights at the vertices of the generated mesh elements are calcu-
lated by interpolation from the DTM. In order for meshing to be carried out, a
bounding polygon must be deﬁned (this generally corresponds to the catchment
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boundary). Furthermore, voids (i.e. regions that will not be meshed, such as
buildings), break lines and areas of varying roughness and mesh resolution are
also deﬁned.
The 1D model of the surface was produced from a set of 1 metre resolution
LiDAR data . The Automatic Overland Flow Delineation  AOFD tool was
used to create the 1D model of the overland network. Based on the DTM of
the area, the AOFD tool generates the overland network model and quantiﬁes
hydraulic parameters for simulation of pluvial urban ﬂooding. The output of
the AOFD tool is a series of shapeﬁles, which can be imported into InfoWorks
CS in order to create the 1D model of the surface.
5.3 1D1D simpliﬁed models
Network simpliﬁcation can sometimes be helpful to reduce data collection and
simulation time, or to overcome limitations of the model by using complex
parts of the network as simpler equivalent elements. The extent of simpliﬁcation
should be compatible with the required model detail and its ﬁnal purpose deﬁned
by the objectives of the study (WaPUG, 2002). There are several techniques for
simplifying network topology, often called skeletonisation. The most common
automated skeletonisation techniques are called pruning and merging.
5.3.1 Traditional simpliﬁcation
The traditional network simpliﬁcation techniques are pruning and merging. The
pruning technique consists of the exclusion of peripheral model links and their
upstream nodes. These links have often small diameter or length and there-
fore their inﬂuence in the results is considered small. Pruning is based on the
characteristics of the links, such as diameter or length (Figure 5.3).
(a) (b)
Figure 5.3: Simpliﬁcation technique: Pruning: a) before pruning; b) after one
pruning iteration (Haested Methods 2002)
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The merging technique groups a number of similar consecutive model links based
on their attributes. The merging is also based on the attributes of the links.
The merging technique is often based on model links cross-section (diameter),
slope of model links, etc. (Figure 5.4) .
(a) (b)
Figure 5.4: Simpliﬁcation technique: Merging: a) before merging; b) after mer-
ging (Haested Methods, 2002)
When conduits or pathways are removed some manholes and some overland
ponds are also removed. This implies that some storage capacity in the model
is lost. Using Infoworks CS, it is possible to compensate the storage capacity
of manholes according to WAPUG user note 15 (Chapman, 1996). When some
nodes are removed, sub catchments belonging to the removed nodes have to be
assigned to other nodes. Figures 5.5 and 5.6 schematically present the process
of reassigment of a subcatchment belonging to a removed node to a downstream
node.
Figure 5.5: Sub catchment assigment using pruning technique
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Figure 5.6: Sub catchment assigment using merging technique
In this thesis the simpliﬁcations were ﬁrstly applied to the sewer network con-
nected to the overland network (1D1D). The pruning technique was applied to
generate the 1D1D pruned network, (1D1D)p, and then the network was it-
self simpliﬁed with the merging technique to generate the 1D1D pruned and
merged network, (1D1D)pm. The level of simpliﬁcation achieved was not com-
pletely satisfactory and a diﬀerent strategy, a two step simpliﬁcation process,
was developed.
5.3.2 Two-step simpliﬁcation
The AOFD tool automatically creates the overland ﬂow network to enable its
interaction with the sewer system. The methodology developed searches the
entire DTM and identiﬁes the local low points. Based on the DTM, the pond
boundary for each low point is delineated and the natural exit point is identi-
ﬁed as the pond delineation termination criterion. The exit point acts as the
starting point for the ﬂood pathway over the catchment surface. Starting at the
natural exit points of the identiﬁed ponds or surcharged manholes, the analysis
determines pathways by preferential ﬂow directions based on terrain slope, tak-
ing into account the presence of buildings and other features that are included in
the DEM. According to Maksimovic et al. (2009), the types of surface pathways
generated by the AOFD are: from pond to downstream pond via pond link;
from pond to downstream manhole or gully; from pond out of the catchment;
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spillway between two mutually connected ponds; from surcharged manhole to
downstream manhole; from manhole to downstream pond; and from surcharged
manhole to the outlet of the catchment. The previous list shows that the gen-
eration of the overland network is highly dependent on the sewer system. It
can be seen in Figure 5.7 how the overland network is connected to the sewer
network.
Figure 5.7: Example of links between the sewer system and overland network
(sewer network is represented in green and the overland network is represented
in dark red).
The second strategy to achieve a better level of network simpliﬁcation is di-
vided into two steps. The ﬁrst step consists of simplifying the sewer network
only. Then the overland ﬂow network is created with the AOFD and a simpler
overland network is generated (same pond, but less pathways).
Three diﬀerent networks can be created using this second strategy: i) The
pruned sewer system linked with complete overland network created from the
pruned sewer network 1Dp/1D; ii) The merged sewer system and complete over-
land network and generated from the merged sewer network 1Dm/1D; iii) The
pruned and merged sewer system and complete overland network created with
this simpliﬁed network 1Dpm/1D.
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(a) Flowchart of
the traditional sim-
pliﬁcation process
(b) Flow chart of the two-step sim-
pliﬁcation process
Figure 5.8: Simpliﬁcation procedures
5.3.3 Application of simpliﬁcation techniques
To test and validate the simpliﬁcation techniques developed in this thesis the
Vale das Flores catchment was used. It is located in Coimbra, Portugal (Figure
5.9). It has a total area of 220 ha and is highly urbanized. The sewer network
is 25367m long, with 823 conduits and 821 nodes.
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Figure 5.9: Vale das Flores catchment, Coimbra, Portugal
The model simpliﬁcations were carried out starting with the 1D1D model and
applying the pruning and merging tools available in Infoworks CS. The pruning
criteria used were diameter less or equal than 300mm and length less or equal
than 10 metres. If the diameter of sewers or pathway width diﬀerence of con-
secutive pipes or pathways was less or equal than 100 mm, the elements were
merged. Figure 5.10 shows the sewer system of the catchment and Figures 5.11
to 5.13 show their simpliﬁcations.
Figure 5.10: 1D sewer model (1D) of Vale das Flores catchment
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Figure 5.11: 1D sewer model pruned (1Dp) of Vale das Flores catchment
Figure 5.12: 1D sewer model merged (1Dm) of of Vale das Flores catchment
Figure 5.13: 1D sewer model pruned and merged (1Dpm) of Vale das Flores
catchment
Figures 5.14 to 5.16 show the drainage network of the catchment and its sim-
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pliﬁcations.
Figure 5.14: 1D1D drainage networks of Vale das Flores catchment. Complete
1D1D model (1D1D)
Figure 5.15: 1D1D drainage networks of Vale das Flores catchment. 1D1D
model pruned and merged together ((1D1D)pm) in red. Removed elements in
black
Table 5.1 presents the number and type of nodes of 1D networks and the re-
duction achieved related to the 1D network. In Table 5.2 the number and type
of nodes of the diﬀerent 1D1D networks and the reduction calculated based on
the comparison to the 1D1D network is presented
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Figure 5.16: 1D1D drainage networks of Vale das Flores catchment. Sewer
system pruned and merged and complete overland model (1Dpm/1D) in green.
Removed elements in black
Network Sewer nodes Outfalls Breaks Ponds Total Reduction
(%)
Reduction
(abs values)
1D 821 1 0 0 821 -
1Dp 426 1 0 0 426 -48% -395
1Dm 340 1 0 0 340 -59% -481
1Dpm 135 1 0 0 135 -84% -686
Table 5.1: Number and type of nodes of 1D networks
Network Sewer nodes Outfalls Breaks Ponds Total Reduction
(%)
Reduction
(abs values)
1D1D 821 26 116 960 1923 - -
(1D1D)p 803 19 116 589 1527 -21% -396
(1D1D)pm 773 19 115 470 1377 -28% -546
1Dp/1D 426 20 129 960 1535 -20% -388
1Dm/1D 340 22 147 960 1469 -24% -454
1Dpm/1D 135 21 159 960 1275 -34% -648
Table 5.2: Number and type of nodes of 1D1D networks
Table 5.3 shows the number of conduits of 1D networks and the reduction related
to the 1D1D network. Table 5.4 presents the number of conduits and pathways
of 1D1D networks and the reduction related to the 1D1D network. In Tables
5.1 to 5.4 one can see that applying the simpliﬁcation techniques to the sewer
network separately from the overland network a greater reduction of elements
can be obtained. Creating the overland network using the same criteria but
using diﬀerent sewer networks the number of ponds remains constant, but the
number of break points increases when the number of nodes from the sewer
network decreases. The reduction of conduits and pathways is also bigger if the
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simpliﬁcation techniques are applied in two steps, as presented above.
Network Conduits Pathways Total Reduction
(%)
Reduction
(abs value)
1D 823 0 823 - -
1Dp 427 0 427 -48% -396
1Dm 342 0 342 -58% -481
1Dpm 136 0 136 -83% -687
Table 5.3: Number and type of conduits and pathways of 1D networks
Network Conduits Pathways Total Reduction
(%)
Reduction
(abs value)
1D1D 823 1751 2574 - -
(1D1D) p 803 1360 2163 -16% -411
(1D1D) pm 773 1240 2013 -22% -561
1Dp/1D 427 1445 1872 -27% -702
1Dm/1D 342 1360 1702 -34% -872
1Dpm/1D 136 1222 1358 -47% -1216
Table 5.4: Number and type of conduits and pathways of 1D1D networks
One of the problems in removing ponds is the reduction storage capacity of
overland networks, which has direct impact in ﬂow. In the Table 5.5, the storage
volume of the ponds for the 1D1D networks is presented. It can be seen that the
reduction of nodes and conduits in the sewer network does not aﬀect the storage
volume of the overland network. Applying the simpliﬁcation techniques on the
sewer network, a bigger reduction of elements is obtained with a similar storage
capacity. Despite the fact that the length of the network does not aﬀect the
simulation time, the length of the drainage networks is shown in Tables 5.6 and
5.7. The length of the overland network is always similar, however the sewer
network may have a considerable reduction, due to the simpliﬁcation criteria
used.
Storage volume (m3) Reduction (%)
1D1D 92589 -
(1D1D) p 35026 -62%
(1D1D) pm 31724 -66%
1Dp/1D 92589 0%
1Dm/1D 92589 0%
1Dpm/1D 92589 0%
Table 5.5: Overland storage volume of 1D1D networks
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Total Sewer Overland
1D 25367 25367 0
1Dp 15166 15166 0
1Dm 25367 25367 0
1Dpm 15166 15166 0
Table 5.6: Length of 1D networks
Total Sewer Overland Total length
reduc-
tion(%)
Overland
length
reduction
(%)
1D1D 65165 25367 39799 - -
(1D1D) p 63555 24765 38791 -2% -3%
(1D1D) pm 63555 24765 38791 -2% -3%
1Dp/1D 53483 15166 38317 -18% -4%
1Dm/1D 64772 25367 39404 -1% -1%
1Dpm/1D 53798 15166 38631 -17% -3%
Table 5.7: Length of 1D1D networks
Figures 5.17 and 5.18 show the results of hydraulic simulation in one main pipe,
near the outfall node.
Figure 5.17: Water level depth in the channel before the outfall
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Figure 5.18: Flow in the channel before the outfall
Table 5.8 presents the simulation times and their diﬀerences (computer with
2.6GHz dual core processor with 4Gb RAM).
model simulation time (s) diﬀerence
1D1D 193
(1D1D) pm 122 -71s (-37%)
1Dpm1D 89 -104s (-54%)
Table 5.8: Simulation time of 1D1D complete and simpliﬁed networks
Results obtained showed that with the new two-step strategy to simplify the
hydraulic network it is possible to reduce signiﬁcantly the simulation time main-
taining very similar hydraulic results. This is explained because creating over-
land networks using the same criteria but diﬀerent sewer networks does not aﬀect
the number of ponds. The reduction of conduits and pathways is also greater
if the simpliﬁcation techniques (pruning and merging) are applied in two steps.
The reduction of nodes and conduits in the sewer network does not aﬀect the
storage volume of the overland network. By applying the simpliﬁcation tech-
niques to the sewer network separately, a bigger reduction of network elements
is obtained and the reduced storage capacity is similar when the networks are
simpliﬁed in one or two steps.
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5.4 Hybrid models
This section presents the developments and achievements obtained in this PhD
research in terms of hybrid models. They are a new type of models in which
the 1D1D and the 1D2D approaches are combined together in order to take
advantage of their beneﬁts and overcome their drawbacks. The 1D1D model
is applied in the majority of the catchment, whereas 1D2D model is applied in
areas where critical ﬂooding often occurs. Traditionally if the 2D domain does
not extend to all the study area the information in the overland network is lost.
With the hybrid models it is possible to have overland network information in
the whole catchment. The hybrid model developed in this study is a physically
based model, consisting of 1D overland network in the large majority of the
catchment areas and a 2D overland network in the catchment most ﬂood aﬀected
areas.
5.4.1 Advantages and disadvantages of 1D1D and 1D2D
models
To show the advantages and disadvantages of the current dual drainage models,
a case-study area is chosen to compare the models. It is a downstream catchment
of the Alcântara catchment (Lisbon, Portugal), it has an area of approximately
100ha and around 14 000 inhabitants. In terms of terrain morphology, the
catchment can be divided in two distinct areas. The upstream part of the
catchment is relatively steep in drainage terms but the downstream part of the
catchment is almost ﬂat. Flood events have been historically reported in the
downstream part of the catchment; the last one was reported in February 2008
creating major problems in the city life (e.g. traﬃc disruption) and causing
signiﬁcant property damages. The sewer system has 154 manholes, 174 sewer
pipes, two ﬂap valves, two combined sewer overﬂows and two main discharges
to the Tagus estuary.
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Figure 5.19: Alcântara catchment (Lisbon, Portugal)
Three rainfall events were used to assess the inﬂuence of network simpliﬁcations
in simulation time and in the quality of the simulation results. The three events,
called storm A, storm B and storm C are historical events recorded during the
ﬁrst six months of 2008 (storm A on 18th February; storm B on 7th April and
storm C on 17th April). As presented in Table 5.9, the most intense rainfall is
storm A which corresponds to a storm with a return period of around 250 years.
The less intense storm is storm B, which did not cause ﬂooding in the catchment,
but has caused some elements of the sewer network to become surcharged.
max. intensity (mm/hh) duration (min) time to peak
Storm A 120 780 4:30 am
Storm B 90 420 5:15 pm
Storm C 102 1020 10:26 pm
Table 5.9: Summary of the characteristics of the rainfall events in Alcântara
catchment (Lisbon, Portugal)
1D1D model The 1D1D model was created by employing the storage nodes
and overland ﬂow paths delineated using the AOFD methodology. A LiDAR
(Light Detection And Ranging) DEM with cell size 1x1m and vertical accuracy
of approximately 0.15m was used in the delineation. The cross-sections of the
overland ﬂow paths were conﬁned to open trapezoidal channels. The 1D1D
model was then set up by coupling the sewer network and the 1D overland ﬂow
network.
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1D2D model The 1D2D model used in this study was created using the
Infoworks CS 2D module. The model comprises a 1D sewer network linked to
a 2D surface which represents the terrain. The 2D surface was generated from
the same LiDAR DEM used to generate the 1D overland ﬂow network of the
1D1D model. The 2D mesh (surface) resolution was created with the following
parameters: 1000m2 maximum triangle area and 250m2 minimum mesh element
area.
Simulation time As mentioned earlier, the simulation time is a crucial factor
in urban ﬂood forecasting systems. The results of the comparison of simulation
time using the models considered in this section, are presented in Table 5.10 (a
computer with 2.6GHz dual core processor with 4Gb RAM). It is shown that
the 1D2D model takes signiﬁcantly more time to run for all three storms.
Storm A Storm B Storm C
Dur. (s) Dif. (%) Dur. (s) Dif. (%) Dur. (s) Dif. (%)
1D1D 131 - 45 - 109 -
1D2D 1196 +813 248 +451 685 +528
Table 5.10: Simulation time and comparison of their simulation time in Al-
cântara catchment (Lisbon, Portugal).
The long simulation time taken by the 1D2D model has showed that this type
of models are not suitable for ﬂood forecasting applications with the computa-
tional resources currently available (despite of the relatively small size of the
catchment). An interesting ﬁnding was the variation of the simulation time
reduction with the variation of the storm intensity.
Although the sophisticated 1D2D models are very detailed and accurate, their
run-time can be too long for real-time applications (Leitão et al., 2010). On the
contrary, 1D1D models are fast, however, in some cases they are less detailed
and accurate.
The table below summarises the main diﬀerences between the 1D1D and the
1D2D pluvial ﬂood models.
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1D  1D MODELS 1D  2D MODELS
Models
Structure
1D model of the sewer
network + 1D model of the
overland network
1D model of the sewer
network + 2D model of the
overland network
Detail and
accuracy
Accurate representation of
the hydraulic processes that
take place during pluvial
ﬂood events, except where
the ﬂow is multi-directional.
Accurate representation of
the hydraulic processes that
take place during pluvial
ﬂood events. Greater detail
in the representation of
ﬂood extent.
Computational
time
Very short, suitable for
real-time forecasting
applications.
Very long. Not suitable for
real-time forecasting
applications.
Visualization
of results
Poor, hard to understand
for the general public
Good, easy to understand
for the general public
Table 5.11: Comparison between 1D1D and 1D2D models
This section presented the advantages and disadvantages of 1D1D and 1D2D
models. It is clear that in some areas and events it is necessary to have 2D
models on the surface, however the time needed to run is not suitable for real
time proposes. A new type of model that combines simulation speed and 2D
quality results is needed and it was the main motivation for the development of
the hybrid models.
5.4.2 Hybrid model setup
This section sets out the procedure developed in this thesis to setup a hybrid
model, which can be used to overcome the drawbacks of the 1D1D and 1D2D
models identiﬁed in the previous section. Four basic steps are involved: iden-
tiﬁcation of most vulnerable areas; generation of 1D1D network; generation of
1D2D network, and linkage of the two networks (Figure 5.20). Once the most
vulnerable areas are identiﬁed the 1D2D network is set up in these areas and
the 1D1D network is setup in the other areas. A hybrid model is obtained by
connecting the two networks.
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Figure 5.20: General methodology to generate hybrid models
After the overland network was generated with AOFD it was imported into a
commercial software package (Infoworks CS was used here) to provide a dual
drainage network and be able to run hydraulic simulations. These software
packages were used to: generate the 1D1D network; identify the most vulnerable
area; remove the overland elements inside the most vulnerable area; link up the
1D and 2D overland networks and generate the 2D mesh (Figure 5.21).
Figure 5.21: Steps to generate the hybrid model.
The setup process of a hybrid model is explained by referring to the following
elements: manhole, pond, sewer, overland pathway, 2D mesh and most vulner-
able area polygon (Figure 5.22)
Figure 5.22: Networks elements.
Generation of 1D1D drainage network. The ﬁrst step is the generation
of the 1D1D drainage network. The 1D1D model is created by employing the
storage nodes and overland ﬂow paths delineated using the AOFD procedure.
The 1D1D model is then set up by coupling the sewer network and the 1D
overland ﬂow network (Figure 5.23). The advantage of generating the full 1D1D
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network is that it ensures that no important pathway is lost and it enables a
better selection of the border of the most vulnerable area. Note that the AOFD
starts all pathways in ponds and manholes, so if there are ponds that are missing
(because they are inside the 2D area) there are no pathways to connect the 1D
and 2D overland networks.
Figure 5.23: Generation of 1D1D drainage network.
Identiﬁcation of the most vulnerable area and 2D boundary. The most
vulnerable area and areas prone to ﬂooding can be identiﬁed in several ways:
population common knowledge and inquiries; using previous data records, and
the 1D1D or 1D2D hydraulic simulation results. The 2D boundary was selected
manually and its location should be decided by the modeller in order to select
the area that they think is worth studying with 2D resolution. The boundary
should not cross ponds and potential wet cells because in that case some water
volume may be lost or unrealistic restrictions on the ﬂow may appear. This may
happen because the water ﬂows from the 1D1D network to the 1D2D network
along pathways and the 2D boundary is a border that works as a vertical wall or
loose the water that reaches it, depending on the software used. In the author's
opinion the 2D boundary should intersect as few pathways as possible in order
to minimize the interaction between the two models (Figure 5.24) but there
must be pathways that transport water.
Figure 5.24: Identiﬁcation of the most vulnerable area.
Removal of 1D overland elements inside the most vulnerable area.
Having deﬁned the 2D boundary, the nodes and pathways of the 1D overland
network can be removed, because the overland network will be a 2D mesh. The
pathway that intersects the 2D boundary can be pruned at the boundary, but
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some preliminary tests showed that the pathway that intersects the boundary
and the immediate node (upstream or downstream, according to the ﬂow direc-
tion) should be kept, because it will be the element that allows the interaction
between the two models. The advantage of keeping the last node inside the 2D
boundary is that it enables the water to spread in all directions according to
the terrain characteristics, with the 2D mesh and the 2D boundary providing
any restrictions on the ﬂow.
Figure 5.25: Removal of 1D overland elements inside the most vulnerable area.
Linkage between 1D and 2D overland networks. The two overland net-
works can be connected at the ﬁrst node inside 2D boundary. The water should
be able to travel from the 1D pathway to the 2D mesh, and from the 2D mesh
to the 1D pathway. That link can be achieved with a 2D outfall (Infoworks fea-
ture) since, according to the Infoworks CS manual, the 2D Outfall is an `Outfall
node from which ﬂow is discharged to a 2D meshed area. Flow from the 2D
area may also enter the 1D model via this node'. So the ﬁrst pond inside the 2D
area should be replaced by a 2D outfall to enable water exchange between the
two overland networks (Figure 5.26). The pathways keep all geometric charac-
teristics and the new 2D outfall should be at the level of the terrain (or slightly
higher, if numerical instability of the simulation occurs).
Figure 5.26: Linkage between 1D and 2D overland networks.
Figure 5.27 shows the interactions between the 1D overland network and the 2D
mesh. The transition between the 1D and 2D overland ﬂow networks occurs at
the downstream node of the 1D overland pathway that crosses the 2D boundary.
The water goes from the 1D overland network to the 2D mesh and vice-versa
through a 2D outfall (Infoworks CS feature).
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Figure 5.27: Interaction between the 1D1D network and 1D2D network in a
hybrid model
Generation of 2D mesh The missing step, which may be done after deﬁning
the 2D boundary, is the generation of the 2D mesh, which enables the hydraulic
simulations through a 2D domain.
Figure 5.28: Generation of 2D mesh.
5.5 Hybrid model application
Two case studies are used to test the hybrid model concept: Zona Central
catchment, Coimbra, Portugal and Cranbrook catchment, Redbridge borough
of London, UK. Allitt et al. (2009) distinguish two types of urban ﬂoods: con-
veyance ﬂooding happens in areas with steeper topography where the ﬂooding
is usually shallow, with a relatively wide path (e.g. a road width) and with
high velocities; ponding ﬂooding happens when the topography ﬂattens and
in these cases the water accumulates in ponds and signiﬁcant depths of ﬂood-
ing can result. These type of ﬂooding happens in Zona Central, a small urban
catchment (1.5 km2) with a very steep topography and ﬂooding occurs when
the topography ﬂattens (see Appendix 1). Cranbrook catchment has an area of
9 km2, very ﬂat topography (see Appendix 2) and mainly ponding ﬂooding
occurs in this case.
The main goal of this section is to show the potential of hybrid models to produce
2D results in the most vulnerable areas with a much smaller simulation time.
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No special algorithm for calibration of the two models were used. A computer
with 2.6 GHz dual core processor and 4Gb RAM was used.
5.5.1 Coimbra case study
One of the case studies used for testing the performance of the diﬀerent hydraulic
models is the Zona Central catchment in Coimbra (Figure 5.29) (For details see
Appendix I).
Three diﬀerent models and three designed rainfall events were used in this study:
1D1D, Hybrid model and 1D2D. The analysis of the results is focused on sim-
ulation time required to run the simulations and on the quality of the results
obtained.
Figure 5.29: Coimbra catchment
Table 5.12 presents the simulation times for two design rainfall events, with
duration of 60 min and return period of 100 years and 200 years. As expected
the 1D1D model is the faster and the 1D2D the slowest, however in this case
study the running time of the 1D2D model is acceptable for ﬂood forecast.
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event duration model
simulation time
[hh:mm:ss]
diﬀerence to
1D1D
100 yr
return
period
250 min
1D1D
Hybrid
1D2D
00:02:41
00:03:35
00:05:13
+34%
+94%
500 yr
return
period
250 min
1D1D
Hybrid
1D2D
00:02:26
00:04:02
00:08:17
+66%
+240%
Table 5.12: Simulation time for Zona Central catchment (Coimbra, Portugal)
Figures 5.30 to 5.31 show the water depth in the most vulnerable area using the
hybrid model and the 1D2D model.
(a) Water depth (m) and ﬂood extension - Hy-
brid model (tr=500years)
(b) Water depth (m) and ﬂood extension -
1D2D model (tr=500 years)
Figure 5.30: Water depth in the most vulnerable area of Zona Central Catch-
ment (Coimbra, Portugal )
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(a) Hybrid model (tr=100 years) (b) 1D2D model (tr=100 years)
Figure 5.31: Detail of water depth (m) in the most aﬀected area (Praça 8 de
Maio) in Zona Central catchment
As stated before, in this case study the 1D1D model was the fastest and the
1D2D model the slowest. The hybrid model run in a intermediate time, closer
to the 1D1D model for both 100 and 500 years return period rainfall. Due to
the catchment size and the wet overland areas, the run time of 5 minutes for a
100 years return period rainfall shows that in this case the 1D2D model can be
used for ﬂood forecast, and consequently, the advantages of the hybrid model
are not so evident. The ﬂood extension is slightly bigger in the 1D2D model but
the areas with higher water depths are well identiﬁed by both models. Coimbra
case study has some particularities: it has a very steep topography, which means
that the surface water goes through the streets (streets working has channels).
Consequently, the water behaviour is mainly 1D and localized, as can be seen
in Figure 5.32.
On the other hand, the ﬂood problem of this catchment occurs because the
overland ﬂow has high velocities and the water cannot enter the sewer system.
This is also easier of modelling with a 1D1D model: in this type of model it is
possible to assign sub-catchments to every node (manholes and ponds), so, as in
real cases, the water is on the surface, goes to the sewer system and eventually
returns to the surface. In the 1D2D model, the sub catchment is assigned to
manholes, so the system needs to surcharge to have water in the surface. In
this case study, the calibration of the inlets can highly increase the quality of
simulation results.
This case study shows that in some case studies 1D2D models can be fast enough
for ﬂood forecast. It also highlights the importance of inlet calibration in order
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to have all models presenting the same results. It is also shown that the hybrid
model runs faster that the 1D2D model, close to the 1D1D simulation time.
Next section presents the Redbridge case, where the advantages of the hybrid
models are more evident.
Figure 5.32: Surface water (1D2D model)
5.5.2 Redbridge case study
The second case study used for testing the performance of the diﬀerent hydraulic
models is the Cranbrook catchment. (For details see Appendix II).
Three diﬀerent models and three designed rainfall events (Flood Estimation
Handbook) were used in this thesis. As in Coimbra case study, the analysis of
the results is focused on simulation time required to run the simulations and
quality of the results obtained.
Figure 5.33 shows the Cranbrook catchment, with its most vulnerable area,
where the 2D mesh will be applied. To analyse the results, a pipe upstream and
another downstream the 2D area were chosen (pipe 1455.1 and pipe 463.1) and
a area that ﬂoods, but it is not inside the most critical area. The 2D irregular
mesh was generated by Infoworks CS, using the same criteria for both hybrid
and 1D2D models. Note that the size of the mesh is mainly conditioned by the
size of the streets and space between buildings.
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Figure 5.33: Cranbrook catchment
Table 5.13 shows the simulation time for several diﬀerent rainfalls. As can
be seen, the great advantage of 1D1D models is the time required to run a
simulation. As expected the 1D1D is much faster than the 1D2D; nevertheless,
the hybrid model is also very fast. In the hybrid model and 1D2D model the
simulation time increases with the return period of the rainfall event. The 1D1D
is also sensitive to the return period of the rainfall (because of the amount of
the water in the system), but in this case, the number of iterations necessary in
each node to calculation is a more important factor.
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event duration model
simulation time
[hh:mm:ss]
diﬀerence to
1D1D
30 yr return
period 300 min
1D1D
Hybrid
1D2D
00:03:46
00:03:41
00:42:53
-2%
+1038%
100 yr
return
period
300 min
1D1D
Hybrid
1D2D
00:03:20
00:04:25
00:53:55
+33%
+1517%
200 yr
return
period
300 min
1D1D
Hybrid
1D2D
00:02:56
00:04:39
00:56:04
+58%
+1811%
Table 5.13: Simulation time of 1D1D, 1D2D and hybrid models
Figures 5.34 to 5.35 show the water level and the ﬂow in pipe 1455.1 for the
100 and 200 years return period (tr) rainfall events, in the upstream part of the
catchment.
(a) depth (b) ﬂow
Figure 5.34: Water depth and ﬂow in pipe 1455.1 (upstream pipe) (tr=100)
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(a) depth (b) ﬂow
Figure 5.35: Water depth and ﬂow in pipe 1455.1 (upstream pipe) (tr200)
Figure 5.36 shows the inﬂow from the overland network into the sewer network.
This emphasises the need of having an overland network all over the study area.
(a) Inﬂow for a return period of 100 years (b) Inﬂow for a return period of 200 years
Figure 5.36: Inﬂow from the overland network to the sewer system (nodes 1431
and 1434)
Figure 5.37 shows the pond delineation of the 1D1D model. Figures 5.38 to 5.41
show the water depths in the hybrid model and 1D2D model water depth for
the 100 and 200 years return period rainfall events.
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Figure 5.37: 1D1D model pond delineation in the most vulnerable area
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Figure 5.38: Hybrid model - Water depth (m) and ﬂood extension results in the
most vulnerable area (tr=100)
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Figure 5.39: 1D2D model - Water depth (m) and ﬂood extension results in the
most vulnerable area(tr=100)
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Figure 5.40: Hybrid model - Water depth (m) and ﬂood extension results in the
most vulnerable area (tr=200)
138
Chapter 5. Customisation of drainage networks
5.5. Hybrid model application
Figure 5.41: 1D2D model - Water depth (m) and ﬂood extension results in the
most vulnerable area (tr=200)
Figure 5.42 shows the maximum water depth in the 2D mesh.
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(a) Water level (tr=100 years) (b) Water level (tr=200 years)
Figure 5.42: Maximum water level in the 2D mesh
Figures 5.43 to 5.44 show the water level and ﬂow in pipe 463.1 (downstream
the 2D area).
(a) depth (b) ﬂow
Figure 5.43: Water depth and ﬂow in pipe 463.1 (downstream node) (tr=100)
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(a) depth (b) ﬂow
Figure 5.44: Water depth and ﬂow in the pipe 463.1 (downstream node)(tr=200)
Simulation results showed that the hybrid model produces hydraulic results very
similar to the 1D2D with simulation time close to 1D1D.
Figures 5.34 to 5.35 show that the hybrid models and 1D2D models results are
similar in an upstream pipe either in depth, ﬂow and time to peak.
Figure 5.36 shows the inﬂow from the overland network into the sewer network.
The ﬁgure shows the total inﬂow in two manholes that are located very close to
each other. In fact, the results for each one are diﬀerent in both models, but as
can be seen in the ﬁgures the total inﬂow is very similar. This happens because
both manholes are very close to each other and the 1D1D model deﬁnes one
weir for each manhole. These results show the advantage of having an overland
network all over the study area.
Figures 5.37 to 5.41 show the water depths in the hybrid model and 1D2D model
for the 100 and 200 years return period rainfall events. It can be seen that the
ﬂood extent and depth are very similar in both models for both rainfall events.
Figure 5.42 shows the maximum water depth in the 2D mesh, which shows a
good agreement in maximum value but a small delay in the 1D2D model. In
Figures 5.38 and 5.40, in the top left corner, it can be seen the eﬀect of the
water that comes from the 1D1D part, which is very similar to the one obtained
with the 1D2D model. Figure 5.37 shows the pond delineation of the 1D1D
model, that matches the ﬂood extent obtained in both hybrid and 1D2D model.
One known drawback of the 1D1D model happens when there are many ponds
inside ponds (Leitão et al, 2009): for low water level, there are small ponds,
but when water level rises, the number of ponds decreases and some of them
become part of bigger ponds connected by weirs. This process still needs to be
studied in detail, but the hybrid model can overlap this problem.
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Figures 5.43 to 5.44 show the water level and ﬂow in pipe 463.1 (downstream
the 2D area). The water depth obtained using the hybrid and 1D2D models
is very similar, nevertheless, the diﬀerence between the ﬂow obtained using the
two models is even smaller.
5.6 Conclusions
Eﬃcient ﬂood forecasting models need to predict ﬂood depth and extent in a
short time after the start of the storm or acquisition of the ﬁrst set of rainfall
measurements. A way to reduce the simulation time is simplifying the networks
used to simulate the ﬂood conditions. In this study, two diﬀerent strategies to
simplify urban drainage networks were developed and tested: simplifying the
sewer network and the overland network together has shown to be less eﬃcient
when compared to doing it in two steps. The reason for this relies on the fact
that the two networks are highly connected. Applying the simpliﬁcation tech-
niques on the sewer network separately from the overland network, a greater
reduction of elements was obtained. Creating overland networks using the same
criteria (pond volume and depth) but diﬀerent sewer networks does not aﬀect
the number of ponds, however the number of break points increases when the
number of nodes from the sewer network decreases. This happens because if
there are less manholes, there will be more pathways intersections. The reduc-
tion of conduits and pathways is also greater if the simpliﬁcation techniques are
applied in two steps.
The reduction of nodes and conduits in the sewer network does not aﬀect the
storage volume of the overland network. Applying the simpliﬁcation techniques
on the sewer network ﬁrst, a bigger reduction of network elements is obtained
and the storage capacity reduced is similar when the networks are simpliﬁed in
one or two steps.
It was also found that the results produced using the simpliﬁed networks when
compared with the results obtained using the 1D1D model are in good agreement
in terms of peak times. However, the simpliﬁed network results have shown
slightly higher ﬂows and water depths. These higher values can be explained
with the loss of some ponds during the simpliﬁcation process and consequently
with the loss of the associated storage volume. In order to overcome some of
these problems a new methodology to take into account the storage volume of
the overland ﬂow network was developed.
The catchment used in this study is small and therefore simulation times of the
1D1D model were not very long even if the non-simpliﬁed model is used. The
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results obtained and presented can however indicate that in bigger catchments,
a reduction of simulation time could be essential if one aims to predict ﬂood
depth and extent in near real-time, i.e. within 15 minutes.
The 1D2D model is more detailed and in some cases more accurate than 1D1D
(Mark et al, 2004). However the simulation time is not suitable for real time
ﬂood forecasting. In order to resolve this drawback a new type of model was
presented; it combines the catchment 1D overland network with 2D overland
meshes allowing 2D simulation results in the most ﬂood critical areas. The
simulation time is fast when compared with the 1D2D model and no information
is lost in other areas that also ﬂood.
Two case studies were used: Coimbra and Redbridge. Coimbra case study is a
small catchment with very steep topography. The 1D2D model runs in about
5 minutes, which can make it suitable for ﬂood forecasting. On the other hand
the steep topography makes diﬃcult the calibration of the models without a
proper algorithm. However, the hybrid model showed ability to delineate the
ﬂood extend and water depth faster than the 1D2D, similar than the 1D1D
model simulation time.
The beneﬁts of using a hybrid model become clear when modelling the Cran-
brook catchment. The 1D1D and the hybrid model run in less than 5 minutes
and the 1D2D runs in about 50 minutes. In terms of hydraulic results, the
hybrid model showed a very good agreement in ﬂood extension and water depth
with the 1D2D model results. It was shown the eﬀect of the water that comes
from the 1D1D part, which is very similar to the one obtained with the 1D2D
model. The pond delineation of the 1D1D model matches with the ﬂood extend
obtained in both hybrid and 1D2D model and the hybrid model showed able to
solve the ponds inside ponds (Leitão et al, 2009).
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This chapter initially summarises the achievements and main conclusions de-
rived from the results obtained in this research. Afterwards, some research gaps
are pointed out and potential topics for future research are discussed.
6.1 Overview
Urban pluvial ﬂood forecasting is a growing concern for local authorities and
urban communities in general. The time scales of ﬂuvial and coastal ﬂooding
make it possible to respond to ﬂood warnings in good time, but the surface
water ﬂooding caused by intense local storms occurs on smaller temporal and
spatial scales, making modelling and forecasting this type of ﬂooding diﬀerent
from coastal and ﬂuvial ﬂooding. To properly manage urban pluvial ﬂood events
both short-term rainfall and surface ﬂood prediction must be improved, and the
work carried out for this PhD is a contribution in this direction.
In this context, the research contributes towards enhanced predictive capabil-
ity of urban pluvial ﬂooding. The relevant literature is reviewed in Chapter
2, covering several issues related to urban drainage (e.g. rainfall data, rainfall
forecasting, overland ﬂow, urban ﬂood modelling and forecasting). Chapter 3
presents the case studies and the monitoring programme carried out for this re-
search. Chapters 4 and 5 describe the new tools that were developed, which can
be divided into two main categories: (1) short-term rainfall forecast based upon
raingauge networks, and (2) customisation of urban drainage models, including
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the simpliﬁcation of 1D1D models and creation of hybrid models that combine
1D and 2D models of the surface. The developed tools were tested in two case
studies: a catchment of the city of Coimbra (Portugal) and a catchment of the
London Borough of Redbridge (UK). The main ﬁndings of this research are
summarised and discussed below, after which some potential topics for future
research are discussed.
6.2 Urban pluvial ﬂood forecasting based on rain
gauge networks
Urban pluvial ﬂooding forecasting based on networks of raingauges can be a
cheap and easy way to implement ﬂood forecasting systems in places where radar
data is not available. Some attempts have been made (e.g. Mumbai (Gupta and
Nikam, 2009)) to predict rainfall in urban areas using only raingauge networks
but the accuracy and lead time of the resulting forecast were not completely
satisfactory.
An approach for urban pluvial ﬂood forecasting based upon networks of a
small number of raingauges has been presented in this thesis. When only few
raingauges are available, cloud tracking is not possible, so the proposed proced-
ure is based on the extrapolation of short term rainfall time series combined
with spatial interpolation. Short term rainfall data has some particular charac-
teristics, given that the rainfall event is short and highly variable in time. New
applications of the SVM (support vector machine) technique were developed
for the temporal extrapolation of short term rainfall data: data pre-processing
with SSA (Singular Spectrum Analysis) with subsequent application of the SVM
technique; stochastic SVM approach, and enhancement of SVM with temporal
downscaling methods.
The tests carried out using historical data showed the enhancement of SVM pre-
diction of short term rainfall events using singular spectrum analysis (SSA) for
pre-processing the data and the new SSA and SVM combination, together with
a statistical analysis gives stochastic results and shows a better peak prediction
and trend and proved to be useful for estimating the level of conﬁdence of the
rainfall forecast. To obtain longer lead times and overcome the double-peak
problem the above-mentioned techniques were combined with a downscaling
method. This combination made it possible to use larger time steps, which
decreases the cumulative error of the time step and smooths the time series.
The proposed time series forecasting techniques were combined with spatial
interpolation methods. The resulting rain ﬁelds provide an estimation of the
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spatial distribution of the future rainfall. The proposed method was tested using
real data collected at two experimental sites which were deployed as part of this
research. In both case studies (i.e. Coimbra, Portugal, and Cranbrook, UK) it
was possible to predict the water level 30 to 45 min in advance. This was done
by forecasting the rainfall with 15 to 25 min lead time and applying it into the
ﬂood models, in which the water takes some time to reach the areas likely to be
ﬂooded. This interval provides an opportunity to trigger alarms and actions and
thus signiﬁcantly decreases ﬂood impacts (assuming that emergency protocols
are well deﬁned).
6.3 Customisation of drainage network models
Flood forecasting models must predict ﬂood depths and ﬂooded area or extent
in a short time in order to enable longer lead times. Hardware and software
have a key role in simulation speed, but hydraulic modellers can also reduce the
simulation time by customising drainage network models. Runtime were reduced
and longer lead times therefore achieved through two strategies: simplifying
1D1D models and combining 1D1D and 1D2D approaches in the same model.
Traditional simpliﬁcation of 1D network models consists of removing dead-end
small links (and the associated nodes) and merging similar ones, thus reducing
the total number of elements. A new method for simplifying 1D models is pro-
posed which consists of a two-step process. The new two-step procedure proved
to be more eﬃcient that the traditional 1 step one, achieving a greater reduction
of elements and maintaining the storage volume of the overland network. As
a consequence, the hydraulic results obtained with the new method are better
than those obtained with the traditional one.
The second customisation strategy developed in this work involves the combin-
ation of 1D and 2D models of the surface. In general, it is accepted that 1D2D
models are more detailed and in some cases more accurate than the 1D1D ones.
1D1D models work well when the nature of the surface ﬂow is essentially one-
dimensional (e.g. when roads work as channels). 2D overland models can be
considered a more realistic description of overland ﬂow conditions because they
allow multi-directional ﬂow. Visualisation of results is also better in 2D over-
land models. However, the simulation time of 1D2D models was shown to be
much longer than that of 1D1D models and the runtime of the former make
them unsuitable for real time ﬂood forecasting. A new type of model was de-
veloped to solve this diﬃculty; it combines a 1D model and a 2D model of the
overland network. This made it possible to have 2D models for the most critical
146
Chapter 6. Conclusions and further research
6.4. Further potential research
areas, whereas the rest of the overland network is modelled in 1D. These new
models are hybrids. The new model was tested in the Coimbra and Cranbrook
(Redbridge) case studies.
The Coimbra case study is a small catchment with very steep topography. The
1D2D model runs in about 5 minutes (for a simulation event of 250 minutes),
which may be suitable for ﬂood forecast. But the Cranbrook catchment is 6
times bigger than Coimbra's and the 1D2D model here runs in about 50 minutes
(for a simulation event of 300 minutes), which is not suitable for forecasting
urban pluvial ﬂooding. In contrast, the 1D1D and the hybrid models run in less
than 5 minutes (using an Intel core i7 @ 2.67 GHz and 4Gb of RAM). Hence the
hybrid model is much faster than the 1D2D one and its runtime is similar to that
of the 1D1D model; this makes the hybrid model suitable for ﬂood forecasting.
In terms of hydraulic results, the hybrid model is in good agreement with the
1D2D model; both models have a very similar ﬂood extent.
6.4 Further potential research
This research constitutes a contribution towards advanced urban pluvial ﬂood
forecast. Despite the achievements presented in this thesis, there is still room
for further developments in aspects related with: (i) rainfall forecast based on
raingauge networks (ii) improvement of dual drainage hydraulic models (both
1D1D and 1D2D); (iii) ﬁeld testing of overland ﬂow systems; and (iv) ﬂood
forecasting methodologies. Each of these topics are further described below:
6.4.1 Future work required in short term rainfall forecast
based on raingauges networks
The rainfall forecast developed in this work is based on the extrapolation of
rainfall time series. The rainfall extrapolation methodology is carried out in
three steps: pre-processing of data; application of an artiﬁcial intelligence fore-
casting method; statistical analysis of the second frequency generated by the
spectral analysis. These three steps make up the general framework of the
proposed methodology. However, this same framework can be used for test-
ing combinations of diﬀerent artiﬁcial intelligence forecasting algorithms (e.g.
neural networks), spectral analysis methods (e.g. Fast Fourier Transform), and
methods for statistical analysis of the second frequency (e.g. extreme values
statistics).
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In order to improve the lead time of the rainfall prediction, it could be possible
to use data from diﬀerent raingauges taking into account the spatial depend-
ence that exists between the patterns of rainfall data of neighbouring gauging
locations.
Moreover, the artiﬁcial intelligence methods could incorporate data from other
sources available that also have inﬂuence on rainfall (e.g. humidity and wind).
When numerical weather prediction and radar data are available, the time series
extrapolation could be combined with that information.
Another aspect that should be studied is the quality of rainfall forecasts. Ac-
cording to Mecklenburg et al. (2002) a common approach to evaluate the quality
of the forecast is by using a four-cell contingency table including: a) number of
correct hits (successfully predicted the rainfall events), b) number of misses, c)
number of false alarms and d) number of hits for forecasting no rain correctly.
There are other SVM families (eg. least squares support vector machine LS-
SVM, smooth support vector machine, SSVVM) and the similarity between
some equations in both methods suggests that a new family of SVM methods
based on SSA may be possible.
6.4.2 Future work required in urban drainage modelling
The 1D1D models can reproduce a ﬂood event accurately and the AOFD tool
can produce good 1D models of the overland network. These models proved to
be an option for ﬂood forecast, but some aspects could be improved: in reality,
ponds can have several exit points, but the AOFD tool can only generate one.
Another point that should be improved is the small ponds enclosed within larger
ponds: other neighbouring ponds are connected to the lower small pond inside
the big one, but sometimes they are far away from it, so it should go to a closer
pond instead.
With regard to the hybrid models, these proved to be a reliable and eﬃcient
alternative to 1D2D models. Methods for calibration of these models should be
developed, including the calibration of the elements that connect the 1D and
2D overland networks. Moreover, the fast technological advances in electronics
will very likely enable the use of bigger 2D areas within the hybrid models. As
technology advances, the setup of hybrid models should be constantly revised in
order to keep the best balance possible between simulation time and accuracy.
Lastly, a weak point of 1D models of the surface is the visualisation of results.
Graphic tools that enable a good visualisation of results, easy to understand for
technical and non-technical audiences should be developed. This could further
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enhance the developed hybrid models (as better visualisation would be available
for those areas which are not modelled in 2D).
6.4.3 Further work required in ﬁeld testing and calibra-
tion of overland ﬂow systems
Urban drainage models are commonly calibrated using measurements only in
sewers, however, when dual drainage models are used, model calibration should
be extended to the overland ﬂow system as well. Measurements of overland ﬂow
together with measurements within the sewer system would allow improved cal-
ibration of the whole model, which would result in enhanced model performance.
The measurement of overland ﬂow represents additional challenges given that
the overland ﬂow is not as frequent as sewer ﬂow, the overland network is not as
well deﬁned as the sewer network, increasing the uncertainty, and the measuring
devices could be vandalised given that they would be located on the surface. In
spite of these diﬃculties, it is essential to establish a methodology for measure-
ment of overland ﬂow and improved calibration of dual-drainage models.
6.4.4 Further work required in urban pluvial ﬂood fore-
casting
Flood forecasting comprises four basic steps: observations, short term rainfall
forecast, short term ﬂood forecast and emergency management. A platform that
connects all these components, enabling automatic predictions and visualisation
of results would constitute a major contribution towards improved management
of ﬂood events.
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Appendix A
Calibration of hydraulic
models
A.1 Calibration of Coimbra model
Rainfall data were recorded during from March 2010 to May 2011 consecutively
without loss of data, except the raingauge in the Department of Mathematics
between 24 November of 2010 and 21 January 2011. The measurement of ﬂow
in sewers has several challenges due to the particularities of diﬀerent locations,
namely gross solids and high velocities.
The calibration process of the the models was based on the rainfall values recor-
ded during the ﬁeld experiment and on the water depth undertaken for the same
period of time in the sewer system. The rainfall events were selected and the
hydraulic simulation results were compared with the measurements obtained in
Mercado and República Square. During period of the ﬁeld campaign there was
not any extreme event, there is no water level records in the overland level-
gauge. Due material solid transport and garbage on Avenida sewer, the water
measurements were not considered.
Three events have records in República Square and Mercado (16/02/2011, 13/02/2011
and 29/01/2011) Figure A.1to Figure A.4 . One event (08/10/2010) has records
in República Square (Figure A.5).
160
Chapter A. Calibration of hydraulic models
Figure A.1: Water level in Mercado in 16/02/2011
Figure A.2: Water level in República Square in 16/02/2011
Figure A.3: Water level in Mercado in 13/02/2011
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Figure A.4: Water level in República Square in 13/02/2011
Figure A.5: Water level in República Square in 08/10/2010
During the survey period there was no records of a ﬂood event in this area,
however there are pictures and rainfall records of a ﬂood event in 09/06/2006.
The pictures were used to calibrate the overland network (Figure A.6 to Figure
A.9)
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Figure A.6: 8 de Maio Square in 09/06/2006. a) Photo of the ﬂood event; b)
1D pond delineation; c) 2D results
Figure A.7: Water depth in Pentagonal (upstream pipe of 8 de Maio Square) in
9/06/2006
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Figure A.8: Water depth in a pond in 8 de Maio Square in 09/06/2006
Figure A.9: Water depth in 8 de Maio Square in 09/06/2006
A.2 Calibration of Cranbrook model
The calibration process of the the models was based on the rainfall values recor-
ded during the ﬁeld experiment and on the water depth undertaken for the same
period of time. The rainfall events were selected and the hydraulic simulation
results were compared with the measurements obtained in Valentine Sewer. The
level gauge on the Cranbrook sewer was not properly ﬁx and due the hydraulic
conditions and solid transport the results of Valentine open channel were not
considered. This problems were detected and it will be repaired for future works.
During the period of the ﬁeld campaign there was not any extreme event and
no ﬂood event occurred.
Three events have been selected for calibration: 23/08/2010, 2-3 /10/2010 and
17 and 18/01/2011) Figure A.10 to Figure A.12.
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Figure A.10: Cranbrook sewer water level in 2-10-2010
Figure A.11: Cranbrook Sewer water level in 17-01-2011
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Figure A.12: Cranbrook Sewer water level in 23-08-2010
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List of publications
Awards and scholarships
 2011 Winner of the international award The Poul Harremoës Award for
Best Urban Drainage Paper by a Young Author, organised by the IWA
/ IAHR Joint Committee on Urban Drainage (JCUD), at the 12th Inter-
national Conference on Urban Drainage (ICUD).
Figure B.1: The 2011 Poul Harremoës Award
 2011 Award of a British Hydrological Society (BHS) Travel Grant.
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