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vRÉSUMÉ
Cette thèse porte sur l’étude du problème de la commande avec contraintes des systèmes
linéaires continus à retards. Deux approches dans la littérature se sont données à développer
des méthodes adéquates pour examiner la stabilité et contribuer à des procédures et outils de
stabilisation. La première, considère l’effet de la saturation, tandis que la deuxième approche,
basée sur la théorie d’invariance positive, repose principalement sur la conception d’une loi
de contrôle non saturante ayant un comportement linéaire dans le domaine des contraintes.
Des résultats concernant l’application du concept d’invariance positive à la stabilisation des
systèmes à retards soumis à des contraintes ont été développés, mais restent restrictifs, de
fait qu’ils sont indépendants du retard, un paramètre essentiel du système.
On développe alors, dans la première partie de cette thèse des conditions nécessaires et suffi-
santes dépendantes du retard afin de garantir l’invariance positive de domaine des contraintes
par rapport aux trajectoires de systèmes autonomes à retard. Ce résultat repose sur la trans-
formation de premier ordre, basée sur la formule de Newton-Leibniz, de système original
à retard discret, en un système à retard distribué. Une fonction de Lyapunov-Razumikhin
associée au système à retard distribué garantissant la stabilité asymptotique dépendante de
retard de système original est proposée.
L’objectif principal visé dans la deuxième partie de cette thèse est d’appliquer le résultat
du concept d’invariance positive dépendante du retard au problème de la commande sous
contraintes, dissymétriques ainsi que symétriques, des systèmes à retards. Ainsi des conditions
permettant la synthèse d’un régulateur par retour d’état stabilisant le système en boucle
fermée en présence des contraintes, sont données. Ces conditions permettent de formuler
un algorithme basé sur des schémas de Programmation Non Linéaire (NLP), ayant pour
objectif la détermination du régulateur stabilisant le système en boucle fermée avec une
borne maximale du retard. En effet la loi de retour d’état calculée assure, d’une part, la
stabilité asymptotique de système sans retard, et d’autre part, la maintenir pour une valeur
d’une borne maximale de retard, tout en respectant les contraintes : c’est la loi de commande
sous contraint robuste vis à vis le retard. Les résultats obtenus sont intéressants et plus
généraux que ceux développés dans la littérature.
La troisième partie de cette thèse montre, pour la première fois à notre connaissance, que les
observateurs intervalles, en appliquant le concept d’invariance positive, peuvent apporter des
réponses intéressantes au problème de la commande sous contraintes des systèmes linéaires à
retards, variable dans le temps. L’originalité de notre démarche consiste à proposer une tech-
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nique de synthèse des deux gains d’observateurs intervalles majorant et minorant en résolvant
un système d’équations matricielle de Sylvester. Des conditions assurent la positivité et la
stabilité d’erreurs d’observation intervalle sont données. La loi de commande sous contraintes
est alors construite à partir des états des bornes inférieur et supérieur de l’observateur inter-
valle. L’application de concept d’invariance positive sera porté donc sur le système augmenté
formé par la dynamique de système original et celle des erreurs minorant et majorant d’obser-
vations intervalle. Par un choix judicieux d’une fonction de Lyapunov-Krasovskii, on propose
des conditions garantissant la stabilité asymptotique de système en boucle fermée tout en
respectant les contraintes imposées sur la commande. En effet ces conditions assurent, d’une
part, l’existence d’un plus grand domaine(ellipsoïde), inclus dans l’ensemble des commandes
admissibles, positivement invariant par rapport aux trajectoires de système augmenté et,
garantissent, d’autre part, la stabilité asymptotique en boucle fermée de système augmenté
pour une borne maximale de retard. La synthèse de la loi de commande est donnée finalement
par un algorithme de calculs, basé sur la technique de l’inégalité matricielle linéaire (LMI).
Les résultats obtenus montrent une belle performance de design de la loi de commande sous
contraintes des systèmes linéaires à retards, variable dans le temps.
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ABSTRACT
In this thesis, the stabilization problem of linear continuous-time delay system with con-
strainted control is studied. There are two main approaches in the literature dealing with
the problem of performance and stability of dynamical constrained control systems. The first
one considers the effect of saturation while guaranteeing asymptotic stability. The second
one, so-called positive invariance approach, is based on the design of the control law which
works inside a region of linear behavior where saturations do not occur. Most of the works
related to positive invariance concept have been developed for time delay systems with con-
strained control, but remain so restrictive, given that they are independent of delay, which
is an essential parameter of the system.
In the first part of this thesis, the necessary and sufficient algebraic conditions with de-
lay dependence allowing to obtain the largest positively invariant set of delay system are
given. The results can include information on the size of delay, and therefore, can be de-
lay dependence positively invariant conditions. Based on the Newton-Leibniz formula, these
results use a transformation form an original system with discrete delay to a system with
distributed delay. A Lyapunov-Razumikhin function for system with distributed delay, in
order to guarantee the asymptotic stability of the original system is proposed.
The second part of this thesis, is to apply the concept of the delay dependent positive
invariance to the robust regulator problem of continuous time delay system with symmetric
and non-symmetric constraints. In fact the synthesis of state-feedback controllers is solved
based on delay-dependent positively invariant set of system in closed-loop. We first obtain
the necessary and sufficient algebraic conditions with delay dependence allowing to obtain
the largest positively invariant set of delay systems, then we convert the constrained control
problem into a Non-Linear Programming (NLP) problem with delay the objective function
to be maximized. Indeed the control is firstly chosen in order to stabilize the closed loop
system, free of delay, then to guarantee the asymptotic stability of the closed loop system
with delay-dependence.
To the best of our knowledge, it is the first time, that the output stabilization problem for
time-varying delay systems with constrained control based on the interval observer tech-
nique by using the dependent delay positive invariance concept is studied. Hence, first both
matrices observer gain, the lower and the upper, are obtained by solving a Sylvester’s ma-
trix equation. Second, the interval observer is developed and guaranteed the positivity of
the upper and lower observations errors. The design of the controller for given lower and
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upper observer respectively, which dependent on the states of interval observer system is
developed. By a reasonable choice of a Lyapunov-Krasovskii functional, we propose the
conditions that guarantee the asymptotic stability of closed loop system respecting control
constraints. However these conditions, provide, first the existence of the largest ellipsoid that
is positively invariant set with respect to augmented closed-loop system and also included in
the set of admissible controls. Second, they guarantee the depend delay asymptotic stability
of the augmented closed-loop system. Finally an LMI algorithm is proposed to compute the
stabilizing control laws for time-varying delay systems with constraints. The results show a
good performance design of constrained control for time-varying delay systems.
ix
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1CHAPITRE 1 INTRODUCTION
La synthèse de lois de commande pour des systèmes dynamiques linéaires sans prendre en
compte explicitement les contraintes, entraîne une dégradation de performances du système
et peut même déstabiliser le processus considéré. En effet, ces contraintes sont inévitables,
elles sont dû soit à la limitation physique inhérente de système à comportement linéaire, soit
au domaine de validité de la linéarisation du système non linéaire. Un organe du système est
faiblement dimensionné limitant ainsi l’énergie disponible pour la commande. En pratique
les actionneurs et les capteurs sont bien des exemples des limitations physiques. Donc dès
l’étape de la modélisation du système et de la conception de la commande, l’ingénieur est
dans l’obligation de prendre en compte des contraintes liées à l’amplitude du contrôle et/ou
d’états du système. Une façon simple de garantir le respect de ces contraintes est de forcer
toutes les trajectoires du système à appartenir au domaine des contraintes et d’y rester, c’est
le concept d’invariance positive.
Vue l’effet indésirable que peut causer le retard sur les systèmes dynamiques, plusieurs re-
cherches se sont données à développer des méthodes adéquates pour examiner la stabilité
et contribuer à des procédures et outils de stabilisation. Le retard a été toujours considéré
comme un des problèmes les plus difficiles rencontrés dans la commande des systèmes. Sa
présence a une influence considérable sur le comportement d’un système en boucle fermée et
peut même être l’origine d’instabilité.
En effet dans les années 90, l’application du concept d’invariance positive à l’étude de la com-
mande avec contraintes pour les systèmes continus à retard a été faite (voir Hmamed et al.,
1995). La méthode repose principalement sur la détermination d’une loi de contrôle linéaire
garantissant l’invariance positive et la stabilité asymptotique du domaine de contraintes préa-
lablement choisi. Par conséquent, le concept d’invariance positive est étroitement lié à celui
des fonctions de Lyapunov(fonctionnelle de Lyapunov-Krasovskii ; fonction de Lyapunov-
Razumikhin). Cette approche présente toutefois quelques limitations importantes. Premiè-
rement, la faisabilité du problème est liée au choix adéquat du domaine. Deuxièmement, la
conception de la loi de commande est indépendante du retard, paramètre essentiel du sys-
tème. En dépit de son importance pratique, le problème d’invariance positive dépendante du
retard n’a fait l’objet jusqu’à présent que d’un nombre très limité d’études. Cela s’explique
sans doute par la complexité des systèmes à retards classés dans la catégorie des systèmes de
2dimension infini et le manque d’outils suffisamment adéquats pour les résoudre.
Néanmoins, dans la plupart des applications réelles, l’état du système dynamique n’est pas
entièrement accessible à la mesure. Dans ce cas, seule une loi de commande dépendant de
l’état estimé, déduit généralement à partir des mesures d’entrée et de sortie, peut être utili-
sée. Il s’agit d’une loi de commande par retour de sortie, réalisée à partir d’un observateur.
Récemment, une approche basée sur la structure de Lunberger appelée observateur intervalle,
composé de deux observateurs inférieur et supérieur a été développée pour des systèmes li-
néaires et non linéaires à temps discret et continue (voir Moisan et al., 2009; Bernard and
Gouzé, 2004; Tarek et al., 2012). L’idée est de choisir des gains d’observateurs afin d’imposer
à l’erreur d’observation une dynamique positive (généralement, on parle d’un système d’er-
reur coopératif) (voir Gouzé et al., 2000). Cette technique a été appliquée par (Mazenc. et al.,
2012a,b; Efimov. et al., 2013a) pour l’étude et l’analyse de certaines classes d’observateurs
pour les systèmes linéaires continus et discrets avec retard. Le concept d’observateur inter-
valle a été aussi utilisé pour résoudre le problème de la stabilisation des systèmes linéaires
à retard variable dans le temps et bornés (voir Polyakov et al., 2013). Sauf que dans toutes
ces études, les contraintes physiques ou/et de sécurité de cette classe des systèmes n’ont pas
été prises en considération. Ce qui nous oriente, dans la deuxième partie de cette thèse, vers
l’étude de la stabilisation des systèmes linéaires continus à retard inconnu variable dans le
temps, par retour de sortie saturé basé sur la technique d’observateur intervalle.
Notre travail, se veut alors une contribution à la synthèse d’une loi de commande avec
contraintes stabilisante pour des systèmes linéaires continus à retards. Dans un premier temps
une loi de retour d’état a été déterminée afin de rendre le système en boucle fermée asymp-
totiquement stable dépendante de retard. Lorsque l’état du système n’est pas entièrement
accessible, une loi de commande par retour de sortie basée sur l’observateur intervalle a été
développée. Notre approche se base principalement sur le concept d’invariance positive dé-
pendante de retard.
Notre principal objectif est de donner des conditions d’invariance positive et de stabilité
asymptotique dépendantes de retard du domaine lié aux contraintes par rapport aux tra-
jectoires des systèmes à retards. Ces conditions permettent d’élaborer la loi de commande
stabilisante du système en boucle fermée tout en respectant les contraintes.
31.1 Problèmatique
En générale, lors de la conception de lois de commande (design) d’un système asservi, nous
cherchons toujours à assurer à celui-ci certaines performances souhaitées. L’approximation
par des modèles linéaires a permis l’obtention des résultats pratiques qu’on estiment suffi-
sants, il n’en va plus de même aujourd’hui où le souci de performances devient de plus en
plus exigeant. En effet, un système physique n’est jamais rigoureusement linéaire, mais il est
possible de le considérer comme tel si l’amplitude d’entrée (commande) est comprise dans
certaines limites définissant le domaine de linéarité du système. Donc, ne pas prendre en
compte ces contraintes lors de la synthèse de lois de contrôle, entraîne la dégradation de
performances, voire même la déstabilisation du système.
À l’étude de ce problème, se rajoute donc l’étude des systèmes linéaires à retards afin de
se rapprocher suffisamment de la réalité physique. La question principale de cette thèse est
donc la suivante :
Peut-on garantir l’existence d’une loi de commande soumise à des contraintes stabilisant les
systèmes linéaires dépendants de retards ?.
Afin d’éclaircir d’avantage, nous allons formaliser notre problème dans un contexte mathé-
matique qui nous servira par la suite dans la discussion de notre thèse.
1.1.1 Synthèse de retour d’état
Nous nous intéressons dans un premier temps au problème de synthèse de retour d’état avec
contrainte des systèmes linéaires continus à retard décrits par :
x˙(t) = Ax(t) + Adx(t− h) +Bu(t), t > 0; x(θ) = φ(θ), θ ∈ [−h, 0]. (1.1)
où x(t) ∈ Rn et u(t) ∈ Rm représentent respectivement le vecteur d’état instantané, supposé
complètement accessible à la mesure, et le vecteur de commande du système. Soient A,Ad ∈
Rn×n deux matrices réelles d’états constantes, la matrice réelle constante liée à la commande
est donnée par B ∈ Rn×m. Soit h > 0 est le retard du système et la condition initial φ(θ) est
définie sur l’intervalle −h ≤ θ ≤ 0.
La commande u est sous contraintes telle que :
u ∈ ∆ ⊂ Rm; m ≤ n (1.2)
4où ∆ est un ensemble des commandes admissibles défini par :
∆ =
{
u ∈ Rm/− q2 ≤ u ≤ q1, q1, q2 ∈ IntRm+
}
(1.3)
Les matrices A,Ad et B sont supposées vérifier la condition suivante :
(A+ Ad, B) est stabilisable (1.4)
La loi de contrôle par retour d’état statique est donnée par :
u(t) = Fx(t), F ∈ Rm×n, avec rangF = m (1.5)
Le système en boucle fermée, pour cette loi de commande, est décrit par l’équation dynamique
suivante :
x˙(t) = (A+BF )x(t) + Adx(t− h), t > 0 (1.6)
Le problème consiste alors à déterminer une loi de commande u(t) rendant le système
en boucle fermée asymptotiquement stable dépendante du retard tout en respectant les
contraintes (1.3). Cela revient à trouver la matrice de gain F qui, d’une part, assure la sta-
bilité asymptotique du système (1.6) sans retard, c’est-à-dire,tous les Re(λi(A+Ad +BF ))
sont strictement négatifs pour tous i = 1, . . . ,m et, d’autre part, garantit pour une valeur
d’une borne maximale de retard hmax, la stabilité asymptotique du système (1.6), dite la
stabilité asymptotique dépendante de retard, c’est à dire, pour tout Re(s) positif et pour un
retard positif fixe, h > 0, le det(sIn − A− Ade−sh −BF ) est toujours non nul.
1.1.2 Synthèse de retour de sortie
Dans ce cas, nous considérons la synthèse des lois de commande sous contraintes par retour
de sortie pour des systèmes dynamiques continus à retard décrits par :
x˙(t) = Ax(t) + Adx(t− h(t)) +Bu(t), y(t) = Cx(t), t > 0 (1.7)
où y ∈ Rp représente la sortie. C ∈ Rp×n est une matrice connue constante. h(t) est un retard
inconnu, cette fois-ci, variable dans le temps, mais borné :
0 ≤ h(t) ≤ hm, h˙(t) ≤ µ < 1 (1.8)
5La condition initiale de système (1.7) à l’instant t0 est donné par :
x(t0 + θ) = φ(θ) for θ ∈ [−hm, 0], (1.9)
où φ(.) ∈ Cnhm . Nous supposons que l’ensemble des conditions initiales, x(t0 + θ) noté x0, du
système (1.7) est borné :
x0 ≤ x0 ≤ x0 (1.10)
dont x0, x0 ∈ Cnhm sont respectivement des conditions initiales de l’observateur supérieur et
inférieur régie par le système dynamique suivant :
x˙(t) = (A− LC)x(t) + Adx(t− h(t)) +Bu(t) + LCx(t)x˙(t) = (A− LC)x(t) + Adx(t− h(t)) +Bu(t) + LCx(t), (1.11)
Avec L et L deux gains d’observateur intervalle (1.11) qui ne sont pas forcement les mêmes.
Leurs synthèses dépendent à un certain nombre de propriétés de stabilité et de positivité des
erreurs d’observabilité majorant et minorant de système (1.11) définies respectivement par
e(t) = x(t) − x(t) et e(t) = x(t) − x(t) . L’observateur (1.11) est alors dit intervalle si pour
tout t > 0, l’inégalité x(t) ≤ x(t) ≤ x(t) est toujours vraie sachant que le domaine d’état
initial vérifiant auparavant la condition (1.10). Donc les gains L et L sont choisis tels que la
dynamique de système des erreurs :
(
e˙(t)
e˙(t)
)
=
A− LC 0
0 A− LC
(e(t)
e(t)
)
+
Ad 0
0 Ad
(e(t− h(t))
e(t− h(t))
)
, (1.12)
est positive et asymptotiquement stable, ceci, ne peut être réalisable que si les trois conditions
suivantes sont satisfaites :
· La matrice Ad est positive ;
· (A− LC) et (A− LC) sont deux matrices Metzler ;
· (A− LC + Ad) et (A− LC + Ad) sont matrices Hurwitz ;
On note que la première et la deuxième conditions garantissent la positivité de système
(1.12) tandis que la troisième assure sa stabilité asymptotique pour un intervalle de retard
[0, hmax[, (voir le principe de continuité, Niculescu, 2001). Notons que selon la structure
des matrices Ad, (A − LC) et (A − LC), les matrices (A − LC + Ad) et (A − LC + Ad)
ne sont pas seulement des matrices Hurwitz, mais se sont aussi Metzler. Le choix de gains
sera donc difficile, voire impossible, pour satisfaire toutes ces conditions, et surtout si les
6deux gains ne sont pas identiques, c’est l’un des problèmes que l’on va résoudre dans cette
thèse : En procédant par un changement de variable qui projette le système original (1.7)
dans une nouvelle base et par conséquent un nouveau observateur intervalle (voir Tarek et al.,
2012), qui nous facilite respectivement le calcul des gains L et L. Cette technique est basée
sur la résolution d’un système d’équations matriciel de Sylvester (Yu-Peng Qiao and Cheng,
2010). La loi de commande u peut être alors construite en fonction des bornes supérieure et
inférieure (x, x) de l’observateur intervalle (1.11). On pose u sous la forme suivante :
u(t) = F1x(t) + F2x(t),
= (F1 + F2)x(t) + F1e(t)− F2e(t)
(1.13)
Dans un soucis de simplicité de l’exposé, nous supposerons que la loi de commande u satisfait
des contraintes symétriques, cela revient à dire que u ∈ ∆ avec q1 = q2 = umax (∆ est donné
par (1.2)). L’ensemble des commandes admissibles dans l’espace des états
( x
e
e
)
sera donc
représenté sous forme :
D(F1, F2) =
{(
x e e
)T ∈ R3n : ∣∣∣((F1 + F2 F1 − F2)(x e e)T)
i
∣∣∣ ≤ umax i , i = 1, . . . ,m}
(1.14)
Les hypothèses structurelles suivantes sont requises :
H1 : Condition (1.10) ;
H2 : Condition (1.4) ;
H3 : (A+ Ad, C) est observable.
Si on veut que le système (1.7) en boucle fermée soit asymptotiquement stable dépendante
de retard sans que notre loi de commande (1.13) viole les contraintes symétriques imposées
par (1.14), il suffit alors d’appliquer le concept d’invariance positive, utilisé dans la section
précédente, mais cette fois-ci pour la synthèse d’une loi de commande u par retour de sortie.
Le problème revient à déterminer le couple de gain (F1, F2) pour que d’une part, le domaine
D(F1, F2) soit positivement invariant par rapport aux trajectoires de système augmenté en
boucle fermé définit par :
x˙(t)
e˙(t)
e˙(t)
 =

A+B(F1 + F2) BF1 −BF2
0 A− LC 0
0 0 A− LC


x(t)
e(t)
e(t)
+

Ad 0 0
0 Ad 0
0 0 Ad


x(t− h(t))
e(t− h(t))
e(t− h(t))
 .
(1.15)
D’autre part, le système (1.15) demeure asymptotiquement stable pour une borne maximale
7de retard hmax(c’est-à-dire qu’au premier lieu, le couple de gain (F1, F2) calculé, stabilise le
système original en boucle fermée (1.15) sans retard et par la suite assure sa stabilité, pour
un intervalle [0, hmax[).
D(F1, F2) est un domaine symetrique et contient l’origine à son intérieur. Il est alors, toujours
possible de l’approximer par une ellipsoïde D(P ) ⊃ {0}, engendrée par une fonction de
Lyapunov telle que :
D(P ) =
{(
x e e
)T ∈ R3n : (x e e)TP( xe
e
)
≤ 1
}
⊂ D(F1, F2), (1.16)
avec P une matrice réelle symétrique DP. Une très bonne approximation nous oblige de
trouver un plus grand domaine D(P ) positivement invariant par apport aux trajectoires de
système (1.15).
En effet, après avoir déterminer le système intervalle (1.11) de système original (1.7) et
calculer le couple de gain (L, L), la solution de notre problème consiste alors à trouver une
loi de contrôle u (1.13), une matrice P définie positive et un retard maximale hmax tels que :
1. Le système en boucle fermé est asymptotiquement stable pour tout retard h(t) défini
sur l’intervalle [0, hmax[ ;
2. D(P ) ⊂ D(F1, F2) ;
3. D(P ) est positivement invariant dépendant de retard par apport aux trajectoires de
système en boucle fermé (1.15) ;
4. D(P ) est maximal.
1.2 Objectifs de recherches
L’objectif de cette thèse est de développer des techniques de régulation des systèmes linéaires
continus à retards ayant des contraintes sur l’entrée en utilisant le concept d’invariance posi-
tive dépendante de retard. Afin de résoudre le problème de la commande sous contraintes par
retour de sortie pour des systèmes dynamique à retard variable dans le temps, nous proposons
la possibilité d’appliquer le concept d’observateur intervalle pour le système original et par
la suite développer des techniques liées au calcul de couple de gain d’observateur intervalle
ainsi que des méthodes d’optimisation relatives à la synthèse de la loi de commande soumis
aux contraintes.
81.2.1 Objectifs spécifiques
– Déterminer des conditions d’existence d’invariance positive dépendante de retard, pour des
systèmes à retards ayant des contraintes sur les états ;
– Déterminer des conditions de stabilité asymptotique dépendante de retard, pour les sys-
tèmes à retards ayant des contraintes ;
– Appliquer le concept d’invariance positive dépendante de retard aux systèmes non auto-
nomes ;
– Montrer l’existence d’une loi de commande contrainte stabilisante pour des systèmes à
retards en boucle fermée ;
– Appliquer le concept d’observateur intervalle aux systèmes à retard variable dans le temps
ayant des contraintes sur l’entrée ;
– Développer une méthode pour la synthèse de couple de gain d’observateur (inférieur et
supérieur) ;
– Implémenter une technique d’optimisation pour calculer le retard maximum et la loi de
commande contrainte garantissant la stabilité asymptotique dépendante de retard du sys-
tème en boucle fermée.
1.3 Hypothèses
– L’invariance positive dépendante de retard repose sur la transformation de premier ordre
du système original : En utilisant la formule de Newton-Leibniz (voir Hale and Lunel,
1993) ;
– Des conditions relient les paramètres (essentiellement les bornes supérieures) d’un ensemble
donné et ceux du système considéré (y compris le retard) garantissent l’invariance positive
dépendante de retard ;
– L’invariance positive dépendante de retard de l’ensemble de lois de commande pour les
systèmes en boucle fermé à retards, oblige le contrôle à respecter les contraintes ;
– La synthèse de couple de gain d’observateur intervalle est assurée par la positivité et la
stabilité asymptotique de la dynamique d’erreurs d’observateurs inférieure et supérieure
du système original ;
– L’existence d’un ensemble positivement invariant, inclus dans le domaine des commandes
admissibles, par rapport aux trajectoires du système augmenté régit par le vecteur d’état(
x e e
)T
.
9CHAPITRE 2 REVUE DE LA LITTÉRATURE
Dans ce chapitre, nous allons présenter différents résultats rencontrés dans la littérature
s’avèrant nécessaires et fondamentaux dans la réalisation de notre étude. À la lumière de ces
outils et techniques, nous avons été inspiré dans la formulation de nos hypothèses. Cette re-
cherche bibliographique nous a aidé tout au long de nos travaux à élaborer une méthodologie
à suivre pour répondre à notre problématique et réaliser nos objectifs escomptés. Sans oublier
les travaux réalisés dans le cas des systèmes continus sans retards qui nous ont été toujours
une source d’inspiration constante et permanente. Nous introduisons alors, quelques concepts
usuels tels que stabilité (stabilité asymptotique), fonctions de Lyapunov-Razumikhin, fonc-
tionnelles de Layapunov-Krasovskii et d’autres moins classiques tels que l’invariance positive
et observabilité intervalle. Nous n’exposerons pas toute la théorie associée à la modélisation
des systèmes à retards ni à l’existence et l’unicité de leurs solutions.
Contrairement aux systèmes dynamiques ordinaires, modélisés en général par l’équation ma-
thématique x˙(t) = f(t, x(t)) , dont l’évolution de leurs états x est déterminée à partir de
la valeur de leurs variables à l’instant présent t. Celle des systèmes à retards dépend de la
valeur des états passées x(t− h), h > 0. Dans ce cas, il est nécessaire d’initialiser une partie
de l’historique du système pour connaître son évolution. Les systèmes ordinaires (systèmes
sans retards) ne sont en pratique que des modèles simplifiés des systèmes à retards.
On retrouve ce type de systèmes dans plusieurs domaines tels que : mécanique, mécanique
des fluides, chimique, biologique, transport, communication et électrique. Nous allons donner
l’exemple classique de la douche chaude, le plus connue dans la littérature (voir Zhong, 2006)
afin de montrer le comportement et le modèle physique de ce type de systèmes.
Le modèle est alors décrit par :
x˙(t) = −kx(t− h)
avec l’état x(t) est l’écart entre la température d’eau au niveau des manettes à régler et la
température réelle de celle qu’on ressent, le retard h = l
v
, l est la distance entre les deux
niveaux et v la vitesse d’eau dans les tuyau qui est considérée constante. Nous remarquons
que le comportement du système change selon la valeur k, considérée ici comme régulateur,
et aussi selon celle du retard h. Mais dans ce cas la valeur du retard h est supposée constante.
Quoique le modèle de ce système est simple, sa résolution nécessite une connaissance d’un
état initial sur tout le segment [−h, 0]. La solution du système décrit plus haut, est basée
sur la méthode dite « step by step » introduite par (Bellman and Cooke, 1963; El’sgol’ts
and Norkin, 1973). Cette technique a été aussi utilisée pour la démonstration de la partie
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suffisante du théorème 4.4.1.
Il est à noter que la convergence de la trajectoire vers le point d’équilibre (xe = 0) de ce
système dépend du paramètre régulateur k et du retard h. Dans notre exemple, le retard est
considéré comme un paramètre fixe h = 0.8 et on fait varier celui de k, voir figures (2.1) et
(2.2). Le système est stable dans le premier cas (k = 1.6), par contre, il ne l’est pas dans le
second (k = 2). Ce qui nous amène au concept de stabilité des systèmes à retards, qui va
être brièvement rappelé dans les paragraphes suivants.
Figure 2.1 Écart de température pour k = 1.6. (réalisé par un programme développé dans le
cadre de cette thèse)
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Figure 2.2 Écart de température pour k = 2. (réalisé par un programme développé dans le
cadre de cette thèse)
2.1 Stabilité des systèmes à retards
Dans cette section, nous allons donner quelques résultats de bases relatifs à la stabilité (sta-
bilité asymptotique) des systèmes à retards pour deux approches explorées plus ou moins
parallèlement, une fréquentielle et l’autre temporelle.
2.1.1 Approche fréquentielle
Considérons le modèle du système linéaire continu à retard suivant :
x˙(t) = Ax(t) + Adx(t− h) t > 0x(θ) = φ(θ) θ ∈ [−h, 0] (2.1)
où x(t) ∈ Rn est le vecteur d’état instantané. A,Ad ∈ Rn×n deux matrices réelles d’état
constantes. Le retard est défini par h > 0 et finalement la condition initial φ(θ) est définie
sur l’intervalle −h ≤ θ ≤ 0.
L’équation caractéristique du système est donnée par :
P (λ) = det
(
λIn − A− Ade−λh
)
= 0 (2.2)
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avec P (λ) est le polynôme caractéristique. On dit que le système (2.1) est asymptotiquement
stable (voir Diekmann et al., 1995) si et seulement si :
P (λ) 6= 0, pour Re(λ) ≥ 0, ∀λ ∈ C (2.3)
En d’autres termes si toutes les racines du polynôme caractéristique se trouvent dans la partie
gauche du plan complexe, le système est asymptotiquement stable. Si la relation (2.3) est
vérifiée, pour tout h > 0, on dit que le système est asymptotiquement stable indépendant de
retard. En fait, pour bien mettre en évidence ces deux concepts de stabilité dépendante et
indépendante du retard, nous allons revenir à notre exemple précédent, en fixant cette fois
ci la valeur k = 1.6 et on fait varier la valeur de retard. Pour h = 0.8, toutes les racines
de l’équation caractéristique se trouvent dans la partie gauche du plan complexe, le système
est alors asymptotiquement stable voir figure (2.3) (ce qui est conforme au résultat trouvé
plus haut voir figure (2.1)). Pour h = 1.8, deux racines conjuguées λ = 0.2428 ± j1.004
de l’équation (2.2) se trouvent en dehors du plan complexe gauche, il est suffisant alors de
conclure que le système est instable voir figure (2.4). La technique utilisée pour tracer les
spectres se base sur l’approche de discrétisation développée par D. Breda et al (voir Loiseau
et al., 2009).
Figure 2.3 Système asymptotiquement stable pour h = 0.8.(L’entier positif N est le paramètre
de discrétisation donné par D.Breda et al (voir Loiseau et al., 2009))
En général, dans le cas temporel, le concept de stabilité (stabilité asymptotique) est souvent
lié à la seconde méthode de Lyapunov. Nous allons donc aborder des résultats qui sont les
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Figure 2.4 Système instable pour h = 1.8. (L’entier positif N est le paramètre de discrétisation
donné par D.Breda et al (voir Loiseau et al., 2009))
plus couramment utilisés et qui nous serviront de base pour futurs travaux développés.
2.1.2 Approche temporelle
Deux extensions à la seconde méthode de Lyapunov ont été développées pour l’étude de
stabilité et stabilisation des systèmes à retards : La méthode de Layapunov-Krasovskii qui
utilise des fonctionnelles de Lyapunov et la méthode de Lyapunov-Razumikhin qui emploie
des fonctions classiques.
Approche par fonctions de Razumikhin
Dans cette approche, la stabilité de système à retard se base sur la vérification de la décrois-
sance d’une fonction de Lyapunov V (x(t)) classique, utilisée pour les équations différentielles
ordinaires. Cela revient à vérifier que V˙ (x(t)) ≤ 0 le long de toutes les trajectoires de système
(2.1).
Theorem 2.1.1 (Kolmanovskii and Myshkis (1999)). Soient u,v et w : R+ → R+ des
fonctions croissantes, telles que : u(θ) et v(θ) soient strictement positives pour θ > 0. S’il
existe une fonction continue V : R× Rn+ → R+ telle que :
– a) u(‖φ(0)‖) ≤ V (t, φ) ≤ v(‖φ‖) ,
– b) V˙ (t, φ) ≤ −w(‖φ(0)‖) pour toutes les trajectoires de (2.1) vérifiant :
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V (t+ θ, φ(t+ θ)) ≤ V (t, φ(t)), ∀θ ∈ [−h, 0], (2.4)
alors la solution nulle de (2.1) est US.
Sous les mêmes hypothèses et s’il existe une fonction p : R+ → R+ strictement croissante
avec p(θ) > 0 pour tout θ > 0, de plus si w(θ) > 0, pour θ > 0 telle que :
– c) V˙ (t, φ) ≤ −w(‖φ(0)‖) pour toutes les trajectoires de (2.1) vérifiant :
V (t+ θ, φ(t+ θ)) ≤ p
(
V (t, φ(t))
)
, ∀θ ∈ [−h, 0] (2.5)
alors la solution nulle de (2.1) est UAS et la fonction V est appelée fonction de Lyapunov-
Razumikhin.
Dans le sens physique, la fonction V est considérée comme une quantité d’énergie interne d’un
système dynamique. À l’équilibre (phase statique) elle doit être minimum. Nous donnons,
dans ce qui suit, un exemple de trois fonctions de Lyapunov-Razumikhin souvent utilisées
dans la synthèse de stabilité pour des systèmes continus à retards (voir Cao et al., 2002) et
(Dambrine et al., 1995a). La première fonction est la plus usuelle de forme :
V1(x(t)) = xT (t)Px(t), P une matrice réelle symétrique DP
Les deux autres moins utilisées sont données respectivement par :
V2 = qT |x|, q un vecteur positif
V3 = max
i
|xi|
qi
, q un vecteur positif
Comme dans le cas des systèmes ordinaires (sans retards) (voir Burgat and Cheganca.J.,
1985), on peut aussi, dans le cas des systèmes à retards, lier ces fonctions à des domaines de
stabilité qui sont en général donnés par :
Di =
{
x ∈ Rn, Vi(x) ≤ ci, ci scalaire positif
}
; i = 1, 2, 3 (2.6)
Il est facile de constater que, ces différents ensembles sont respectivement ellipsoïdaux et pa-
rallélépipédiques, en plus symétriques. Pour mieux illustrer ces formes, nous allons présenter
dans R2 les exemples suivants :
L’ensemble D1 associé à la fonction V1 figure (2.5) est donné par :
D1 =
{
x ∈ R2, x21 +
x22
2 ≤ 1
}
, P =
1 0
0 0.5

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Les domaines D2 et D3 associés aux fonctions V2 et V3 respectivement figure (2.6) sont
Figure 2.5 Domaine D1 symétrique ellipsoïdal associé à V1, avec c1 = 1
données par :
D2 =
{
x ∈ R2, 2|x1|+ 2.6|x2| ≤ 1
}
, q =
(
2
2.6
)
D3 =
{
x ∈ R2, max
( |x1|
1 ;
|x2|
0.45
)
≤ 1
}
, q =
(
1
0.45
)
En fait, plusieurs études ont montré qu’un ensemble engendré par une fonction de Lyapunov
contenant l’origine à son intérieure est un domaine positivement invariant stable (asympto-
tiquement stable). La notion d’invariance positive joue un rôle très important dans l’analyse
de stabilité et dans la régulation des systèmes dynamiques, de sorte que le problème de la
commande est étudié à partir des propriétés de stabilité. L’idée de base de ce concept est
de restreindre les états du système à un ensemble et que ses trajectoires ne le quitteront pas
quel que soit le temps t > 0. Nous allons donner dans ce qui suit des résultats préliminaires
d’invariance positive.
Approche par fonctionnelles de Krasovskii
Par contre pour cette approche, l’étude de stabilité des systèmes à retard se base sur la
détermination d’une fonctionnelle V (x(t)) définie positive dont sa dérivée est négative le long
des trajectoires de système (2.1). Cette approche conduit à des résultats moins conservatifs
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Figure 2.6 D2 et D3 sont respectivement de forme losange et rectangulaire associés à V2 et à
V3 avec c1 = c2 = 1
que ceux donnés par la première. Généralement cette fonctionnelle est donnée sous la forme
suivante (voir Wu et al., 2010) :
V (x(t)) = xT (t)Px(t) +
∫ t
t−h
xT (s)Qx(s)ds+
∫ 0
−h
∫ t
t+θ
x˙T (s)Rx˙(s)dsdθ, (2.7)
avec P ,Q et R sont des matrices réelles symétriques DP. Plusieurs auteurs (voir Richard,
2003) ont développé leur analyse en simplifiant (2.7) par la fonctionnelle suivante :
V (x(t)) = xT (t)Px(t) +
∫ t
t−h
xT (s)Qx(s)ds (2.8)
En utilisant alors, la fonctionnelle de Lyapunov-Krasovkii (2.8), le système (2.1) est AS (voir
Richard, 2003) s’il existe des matrices P ,Q et R symétrique DP sachant que :
ATP + PA+ PAdQ−1ATdP +Q+R = 0. (2.9)
Cette équation matricielle algébrique de Riccati est équivalente à l’inégalité matricielle li-
néaire (LMI) suivante : ATP + PA+Q PAd
ATdP −Q
 < 0 (2.10)
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2.2 Propriétés et applications d’invariance positive pour les systèmes à retards
Dans cette section, on présente quelques résultats développés dans la littérature, (voir Hennet
and Tarbouriech, 1997; Hmamed et al., 1995; Dambrine et al., 1995b; Klai et al., 1994),
concernant le concept d’invariance positive pour les systèmes à retards, quoiqu’ils ne sont
pas nombreux en comparaison avec ceux réservés aux systèmes sans retards.
Definition 2.2.1 (Hmamed et al. (1995)). Un sous ensemble D ⊆ Rn est positivement
invariant par rapport aux trajectoires du système (2.1) si pour chaque condition initial φ(s) ∈
D
(
s ∈ [t0 − h, t0]
)
, la solution x(t, t0, φ) ∈ D, ∀t > t0.
En effet, cette définition n’est autre qu’une extension directe de celle de Lasalle (1976). D’une
manière très simple et comme nous l’avons vu, l’idée est de déterminer un ensemble des états
initiaux d’un système dynamique à retards sachant que son évolution demeure et y reste quel
que soit le temps t > 0. Nous donnons l’exemple illustratif suivant :
Exemple 5.1 Considérons le système étudié par Louisell (2001) :
A =
 0 1
−4 −1
 ;Ad =
0 0
2 1
 (2.11)
son point d’équilibre xe = (0, 0) et soit le domaine D1 =
{
x ∈ R2, x21 + x
2
2
2 ≤ 1
}
engendré
par la fonction V1 décrite précédemment.
La figure (2.7) montre que le domaine D1 est positivement invariant. D’autre part toutes les
trajectoires du système, initiées dans D1 (condition initial φ ∈ D1) tendent asymptotique-
ment vers l’origine (point d’équilibre). Il est alors un ensemble asymptotiquement stable au
sens de Lyapunov puisque le point d’équilibre est à l’intérieure du D1. Le système (4.6.2) est
résolu pour un retard choisi h = 1.2.
Il est à noter que dans la littérature, on trouve plusieurs conditions d’invariance qui sont
essentiellement équivalentes à celles données dans cette thèse. Une condition nécessaire et
suffisante indépendante de retard d’invariance positive pour le système à retard est donnée
par Dambrine et al. (1995b), elle se base sur la vérification d’une inégalité vectorielle entre
les paramètres du système et ceux du domaine.
Theorem 2.2.2. Le domaine D(In, q1, q2) =
{
φ ∈ C(Rn) : ∀s ∈ [−h, 0], −q2 ≤ φ(s) ≤ q1
}
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Figure 2.7 Domaine D1 positivement invariant et asymptotiquement stable (réalisé par un
programme développé dans le cadre de cette thèse)
est positivement invariant par rapport aux trajectoires du système (2.1) si et seulement si :
A1 A2
A2 A1
+
A+d A−d
A−d A
+
d
(q1
q2
)
≤ 0 (2.12)
avec q1, q2 ∈ Int(Rn+) et C(Rn) l’ensemble des fonctions continues de [−h, 0] dans Rn
Une des applications de ce théorème réside dans l’analyse et la synthèse des systèmes incer-
tains en déterminant la marge nécessaire et suffisante de paramètres perturbés garantissant
la robustesse vis à vis l’invariance positive, appelée « robust positive invariance » en anglais,
(voir Blanchini, 1999).
Par ailleurs l’extension de ce concept est facilement obtenue pour les systèmes à retards en
présence d’une entrée u. En effet, dans les années 90 le problème de la commande contrainte
pour les systèmes à retards a été étudié ( Hennet and Tarbouriech (1997) ; Hmamed et al.
(1995)). La méthode repose sur la détermination d’une loi de contrôle linéaire garantissant
l’invariance positive et la stabilité asymptotique du polyèdre préalablement fixé.
Commentaires
– Cette approche reste limitée du fait que la faisabilité du problème est liée au choix adéquat
du domaine ;
– La structure des pôles (nombre infini) des systèmes à retards (systèmes de dimension
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infinie) rend l’application de la méthode de placement des pôles pour ce genre de problème
très difficile et complexe ;
– Elle est conservatrice puisque le retard n’intervient pas.
En présence d’une entrée u ∈ Rm, le système autonome (2.1) devient :
x˙(t) = Ax(t) + Adx(t− h) +Bu(t) (2.13)
avec la loi de retour d’état u(t) = Fx(t) ∈ D(F, q1, q2) =
{
x ∈ Rm, −q2 ≤ Fx ≤ q1
}
,
q1, q2 ∈ Int(Rm+ ) et rang(F ) = m ≤ n.
Nous allons présenter la technique développée par Hmamed et al. (1995). Elle a été utilisée
dans la synthèse de la loi de commande u = Fx sous contrainte stabilisant le système (2.13)
en boucle fermée indépendamment du retard. On se limite au cas où la matrice A liée à l’état
x(t) possédant n − m valeurs propres stables. Les étapes suivantes résument la technique
utilisée par ces auteurs :
Étape.1 Si la matrice A possède m valeurs propres instables, on va à l’étape suivante ;
Étape.2 Calcul du gain F pour que la matrice en boucle fermé A+BF soit Hurwitz (stable) ;
Étape.3 Si rang
(
FA
F
)
= rang
(
FAd
F
)
= m, on va à l’étape suivante, sinon on va à l’étape
2 et on recalcule la matrice F ;
Étape.4 Calcul des matrices H et G tel que :F (A+BF ) = HF et FAd = GF
Étape.5 Si la condition
H1 H2
H2 H1
+
G+ G−
G− G+
(q1
q2
)
≤ 0 est vérifiée alors le système
en boucle fermée est AS et le domaine D(F, q1, q2) est PI, sinon, on va à l’étape 4 et
on recalcule les matrices H et G .
Dans le cas où la matrice A ne possède pas m valeurs propres instables, les auteurs ont utilisé
une autre méthode appelée « technique d’augmentation » que ne nous présentons pas dans
cette thèse.
L’exemple de simulation suivant traité par les mêmes auteurs nous montre bien, que le ré-
gulateur F trouvé par cette technique et qui s’articule sur le concept d’invariance positive,
stabilise le système sans que la commande viole ses contraintes imposées au préalable voir
figure 2.8 (cette figure est tracée pour quatre conditions initiales φ ∈ D(F, q1, q2) arbitraire-
ment choisies) .
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Figure 2.8 Domaine D(F, q1, q2) positivement invariant et le système en boucle fermée est
asymptotiquement stable. Les solutions du système en boucle fermée sont données pour h = 1.
(réalisé par un programme développé dans le cadre de cette thèse)
Exemple 5.2 Soit le système (2.13) décrit par :
A =
−0.57 0.93
−0.46 0.82
 ;Ad =
−0.0803 −0.0398
0 −0.1
 ;B = ( 10.1
)
(2.14)
La contrainte imposée au départ sur l’entrée u est : −5 ≤ u ≤ 4.
Le gain F =
(
−6.092 12.315
)
et les matrices H et G sont respectivement données par −4.5
et −0.0803 (voir Hmamed et al., 1995). H et G sont des scalaires puisque la dimension du
contrôle u est m = 1. La figure 2.9 présente l’évolution de la commande u au cours de temps
t.
2.3 Observateurs intervalles
Dans cette section, nous présentons le concept d’observateurs intervalles, récemment déve-
loppé, pour l’estimation des systèmes dynamiques linéaire. Ce concept est basé sur le contexte
d’erreurs inconnues mais bornées (voir Gouzé et al., 2000). Les deux dynamiques des états
estimés, majorant et minorant, du système original sont souvent données par des observateurs
classiques du type Luenberger. L’objectif est de garantir, le long du temps, un encadrement
de la trajectoire de l’état de système par les deux bornes, inférieure et supérieure, des états
estimés. On cherche finalement un bon estimateur qui tends vers l’état du système original.
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Figure 2.9 Commande sous contrainte −5 ≤ u ≤ 4 (Réalisé par un programme développé
dans le cadre de cette thèse. Condition initial φ =
(
1.8594
0.4854
)
∈ D(F, q1, q2) et retard h = 1)
Pour expliquer les étapes de la construction d’un observateur intervalle, nous allons traiter
par la suite, un cas simple (voir Gouzé et al., 2000) qui a été développé pour des systèmes
sans retard décrits par :
x˙(t) = Ax(t) + ψ(t, y(t)), y(t) = Cx(t), (2.15)
où A ∈ Rn×n, C ∈ Rp×n, y ∈ Rp représente la sortie et la fonction ψ : R+ × Rp → Rn
est une fonction non-linéaire par rapport à y sachant qu’ils existent deux fonctions ψ, ψ :
R+ × Rp → Rn, mesurables telles que :
ψ(t, y) ≤ ψ(t, y) ≤ ψ(t, y), pour tout (t, y) ∈ R+ × Rp (2.16)
L’observateur intervalle associé aux système (2.15) donné par (Gouzé et al., 2000) est de la
forme : x˙(t) = Ax(t) + ψ(t, y(t)) + L(y(t)− Cx(t)x˙(t) = Ax(t) + ψ(t, y(t)) + L(y(t)− Cx(t) (2.17)
Notons bien que la construction de cette dynamique (2.17) nécessite quatre hypothèses :
Hypothèse 1. Condition (2.16) ;
Hypothèse 2. (A,C) est détectable ;
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Hypothèse 3. (A− LC) est Metzler ;
Hypothèse 4. x(t0) ≤ x(t0) ≤ x(t0).
Le système (2.17) est dite observateur intervalle pour le système (2.15) si la dynamique d’er-
reurs d’observation (e(t), e(t))T est positive
(
e(t) = x(t)− x(t), e(t) = x(t)− x(t)
)
. D’après
Gouzé et al. (2000) la dynamique de l’erreur d’observation supérieure et celle d’observation
inférieure sont données par :
(
e˙(t)
e˙(t)
)
=
A− LC 0
0 A− LC
(e(t)
e(t)
)
+
(
b(t)
b(t)
)
, (2.18)
avec b(t) = ψ(t) − ψ(t) et b(t) = ψ(t) − ψ(t). Or selon, l’hypothèse 1 le vecteur
(
b(t)
b(t)
)
est
positif et d’après l’hypothèse 3 et l’hypothèse 4, le vecteur d’erreurs (e(t), e(t))T est toujours
positifs pour tout t > 0. Cela implique que la relation x(t) ≤ x(t) ≤ x(t) est remplie, ∀t > t0.
En fin, la convergence d’observateur intervalle (2.17) est assurée par le théorème suivant :
Theorem 2.3.1 ( Gouzé et al. (2000)). s’il existe L tel que A−LC soit une matrice Metzler
et stable et s’il existe un vecteur B positif constant tel que b(t) ≤ B, alors l’erreur total
e(t) = e(t) − e(t) converge asymptotiquement vers une valeur emax inférieure (terme par
terme), avec :
b(t) = ψ(t, y(t))− ψ(t, y(t)),
emax(t) = −(A− LC)−1B.
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CHAPITRE 3 ORGANISATION GÉNÉRALE
Après l’introduction qui définie la problématique, les hypothèses et les objectifs, le chapitre 1
traite le cadre théorique et présente une revue assez pertinente sur la stabilité dépendante et
indépendante des systèmes continues à retard. Des conditions nécessaires et suffisantes d’in-
variance positive indépendantes de retard sont présentés. Une technique de synthèse de la loi
de commande par retour d’état est revue. Des travaux concernant le concept d’observabilité
intervalle pour des systèmes dynamiques sans retard, ainsi que des méthodes de synthèse sont
proposés. Cette thèse est présentée suivant une approche par article. Ainsi, les deux chapitres
qui précédent la conclusion et les annexes présentent les articles soumis à des publications
avec comité de lecture dans le cadre de cette recherche. Un article présenté à la conférence,
mis en annexe C, est un résultat de travail effectué dans le développement des deux articles
de revues cités précédemment.
Le présent chapitre, expose la méthodologie de recherche et l’organisation générale de cette
thèse. Le lien entre les articles qui constituent le corps de l’ensemble de ce travail est présenté.
La cohérence de ces articles par rapport aux objectifs de cette recherche est discutée.
Le chapitre 4, présente le premier article intitulé ” Robust Constrained Control of Linear
Continuous-Time Delay System : Non-Linear Optimization Approach ” est soumis pour pu-
blication au journal International Journal of Robust and Nonlinear Control. Dans cet article,
nous avons étudié le problème de la stabilisation robuste pour les systèmes linéaires continus
à retard discret constant dans le temps soumis à des contraintes. La synthèse de la loi de re-
tour d’état est basée sur le concept d’invariance positive dépendante de retard. Une condition
suffisante garantit la stabilité asymptotique robuste de système à retard en boucle fermée
est donnée. La complexité de la résolution des équations matricielles avec des contraintes
de formes d’inégalités vectorielles non-linéaires en déterminant un régulateur sous contrainte
stabilisant le système avec un retard maximum nous a obligé de convertir ce problème en un
problème du programmation non-linéaire. La procédure pour calculer la loi de retour d’état
robuste sous contrainte est donnée par un algorithme.
La validation de notre approche est faite pour deux exemples, le premier traite le cas d’un
polyhèdre non borné (la dimension de vecteur d’entrée et inférieure à celle de vecteur d’état).
Dans le deuxième exemple, le polyhédrale est choisi borné, c’est le cas où les deux vecteurs
ont la même dimension. Les résultats montrent la stabilité de système en boucle fermée pour
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un retard maximum, sans que la loi de commande viole ses contraintes, ce qui appuie bien
notre approche proposée pour la résolution de problème de régulation robuste des systèmes
à retard sous contraintes.
Mais généralement, dans le cas pratique, l’état de système n’est pas entièrement accessible
à la mesure. La commande dépend alors d’un état estimé, qu’on peut construire à partir
des mesures d’entrée et de sortie. C’est une loi de commande par retour de sortie calculée à
partir d’un observateur. D’autre part, le retard dans la plupart des applications réelles est un
paramètre inconnu et variable dans le temps. Cela nous pousse à étudier le problème de la
stabilisation des systèmes à retard, inconnu variable dans le temps, par retour de sortie sous
contraintes basé sur la technique d’observateur intervalle tout en utilisant le concept d’inva-
riance positive développé dans le chapitre précédent. Nous avons étudié ce problème dans le
chapitre 5, qui est l’objet de notre deuxième article intitulé ”Constrained Interval Observer-
based Control for linear Continuous Time-Varying Delay Systems ” soumis pour publication
au journal IEEE Transactions on Automatic Control. Cet article décrit la deuxième partie
des travaux planifiés pour cette thèse. Des conditions d’existence d’observateur intervalle as-
socié au système à retard variable dans le temps sont données. Un algorithme lié au calcul
de couple de gain d’observateur intervalle est établi. Une fonction de Lyapunov Krasovskii
assurant la stabilité asymptotique de système en boucle fermée est proposée. Finalement
la synthèse d’une loi de commande est donnée, un autre algorithme résumant la procédure
de calcul de gain de contrôleur en se basant sur la technique de LMI est développé. Pour
la simulation de notre approche, un exemple numérique est proposé. Les résultats obtenus
montrent une belle performance de design de la loi de commande, sous contraintes, par retour
de sortie basé sur l’observateur intervalle proposée dans cette thèse.
En annexe C, une condition nécessaire et suffisante d’invariance positive dépendante de re-
tard, pour des systèmes linéaires continus à retard ayant des contraintes sur les états est
donnée. La transformation de système à retard discret, système original, en un système à
retard distribué en utilisant la formule de Newton-Leibniz permet de rendre cette condition
moins restrictive que celle donnée dans la littérature. Un autre objectif de cet article était la
détermination d’un intervalle maximale du retard pour que les trajectoires de système origi-
nal initialisées dans l’ensemble des contraintes y restent et ne le quitteront jamais. Pour bien
montrer l’effet de retard sur l’invariance positive des systèmes linéaires continus à retard, un
exemple numérique est donnée.
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CHAPITRE 4 ARTICLE 1 : Robust Constrained Control of Linear
Continuous-Time Delay System : Non-Linear Optimization Approach
H. Bensalah and L. Baron
Department of Mechanical Engineering, École Polytechnique de Montréal QC H3C 3A7,
Canada
Submitted for publication to ” International Journal of Robust and Nonlinear Control”, 6
January 2014
4.1 abstract
In this paper, the robust stabilization problem of linear continuous-time delay system with
constrainted control is studied. The synthesis of state-feedback controllers is solved based
on delay-dependent positively invariant set of system in closed-loop. We first obtain the
necessary and sufficient algebraic conditions with delay dependence allowing to obtain the
largest positively invariant set of delay systems, then we convert the constrained control
problem into a non-linear optimization problem. Numerical examples are given to illustrate
this approach.
keywords
Robust contrained stabilization ; non-linear constrained optimization problem ; positive inva-
riance ; delay systems.
4.2 Introduction
Motivated by many practical problems, especially in the field of dynamic systems subject to
constraints, the positive invariance approach have played a crucial role in analysis and syn-
thesis of both discrete-time and continuous-time linear systems (see Khalil, 2002; Blanchini,
1999, and the references therein). Recently, it was shown that this approach can be exploited
to obtain an explicit characterization of global switching behaviors of piecewise affine systems
(Shen, 2012) and extended to the study of saturated singular switching systems (Benzaouia,
2012). A main problem inherent to constrained control systems is the possible presence of
delay. It is well known that delay may cause undesirable behaviors to closed-loop systems,
like instability and oscillation (Mahmoud, 2010; Niculescu, 2001). Indeed, this problem has
26
been an active area of research in control engineering for many years (Hmamed et al., 1995;
Cao et al., 2002; Yakoubi and Chitour, 2007; Dambrine et al., 1995b). However, only a few
works were interested in robust linear constrained regulation problem of continuous-time de-
lay systems, while tacking into account the size of the delay (Hmamed, 2000; Dambrine et al.,
1995a). Moreover, no methodology was introduced for finding the state feedback control law
for this class of systems. Based on positive invariance concept, a technique that offers a
solution to the latter problem is investigated here.
In this paper, robust constrained control of delay system problem is converted to non-linear
optimization problem. By using delay-dependent positively invariant sets of continuous-time
delay system, it becomes possible to obtain the control gain of linear feedback control law by
solving a minimization problem.
This paper is structured as follows. In section 4.3, we define the positive invariance and give
some preliminary results. In section 4.4, we derive necessary and sufficient algebraic conditions
with delay dependence for a polyhedral set to be positively invariant of linear continuous-
time delay system, a sufficient condition of delay stability is also given. The synthesis of
robust stabilizing state feedback controller respecting control constraints is then presented
in section 4.5. Finally two examples are provided to demonstrate the effectiveness of the
proposed approach.
Notation : If M denotes a matrix of Rn×n and x, y vectors of Rn then : M+ (respectively
M− ) is the matrix whose components are given by M+ij = max(Mij, 0) (respectively M−ij =
max(−Mij, 0) ), M1 (respectively M2 ) is the matrix whose components are given by Mii if
i = j and M+ij if i 6= j (respectively 0 if i = j and M−ij if i 6= j ), |M | is the matrix whose
components are given by |Mij|, for i, j = 1, . . . , n, and λi(M) is an eigenvalue of M . In is
the identity matrix of Rn×n. x ≤ y if xi ≤ yi, for i = 1, . . . , n, ∂D is the boundary of the set
D and IntD is the interior of set D.
4.3 Preliminary results
In this section, we present some definitions and useful results for the sequel. Consider the
following linear continuous-time delay system
z˙(t) = Hz(t) +Gz(t− τ), for t > 0z(θ) = φ(θ), for θ ∈ [−τ, 0] (4.1)
where z ∈ Rm ; τ > 0 is an unknown time delay and H,G ∈ Rm×m. It is assumed that for
any continuous function φ bounded and measurable, the time delay system (4.1) has unique
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solution denoted by z(t, φ).
Definition 4.3.1. A set D of Rm is said to be positively invariant for motions of system
(4.1), if for every φ(θ) ∈ D (θ ∈ [−τ, 0]), the motion z(t, φ) ∈ D, for every t > 0.
Let us define the candidate invariant set by the following
D(Im, r1, r2) =
{
z ∈ Rm | −r2 ≤ z ≤ r1
}
(4.2)
with r1 and r2 being m dimensional real vectors with positive components.
By using the Newton-Leibniz formula (Hale and Lunel, 1993), we have
z(t− τ) = z(t)−
∫ 0
−τ
z˙(t+ s)ds
= z(t)−
∫ 0
−τ
[
Hz(t+ s) +Gz(t− τ + s)
]
ds
(4.3)
Using (4.3), the original system (4.1) can be rewritten as
z˙(t) = (H +G)z(t)− G
∫ 0
−τ
[
Hz(t+ s) +Gz(t− τ + s)
]
ds (4.4a)
under arbitrary continuous initial condition
z(θ) = ψ(θ), θ ∈ [−2τ, 0]. (4.4b)
It is noteworthy that the solution of the system with discrete delay (4.1) is also the solution
of system with distributed delay (4.4), and the asymptotic stability of the system (4.4) can
guarantee the asymptotic stability of the original system (4.1) (see Hale and Lunel, 1993;
Niculescu, 2001). For the sake of simplicity and without loss of generality, the system with
distributed delay is now used to obtain the stability or, in this case, the positive invariant
conditions for the original system with discrete delay (or point-wise delay) (4.1).
The polyhedral set D(In, r1, r2) can be written as a set defined as
D(I2m, r) =
{
y ∈ R2m | y ≤ r; r =
(
r1
r2
)}
, (4.5)
where y(t) =
(
z(t)
−z(t)
)
. Therefore, the following proposition is straightforward.
Proposition 4.3.2. The positive invariance of polyhedral set D(Im, r1, r2) for system (4.4)
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is equivalent to the positive invariance of the set D(I2m, r) for the system defined by
y˙(t) = M˜y(t) +
∫ 0
−τ
[
Q˜y(t+ s) + R˜y(t− τ + s)
]
ds. (4.6a)
under arbitrary continuous initial condition
y(θ) =
(
ψ(θ)
−ψ(θ)
)
, θ ∈ [−2τ, 0]. (4.6b)
with
M = H +G (4.7a)
Q = GH (4.7b)
R = G2 (4.7c)
where M˜ , Q˜ and R˜ are such that
M˜ =
M1 M2
M2 M1
 , Q˜ =
Q− Q+
Q+ Q−
 and R˜ =
R− R+
R+ R−
 . (4.7d)
Proof 1. By increasing the size of system (4.4) and observing that M = M1 −M2, Q =
Q+−Q− and R = R+−R− the associated system to polyhedral set D(Im, r1, r2) can be defined
by (4.6). Since the set D(Im, r1, r2) can be written as (4.5), then the proof is completed.
Remark 4.3.3. The matrix M˜ is Metzler, since its off diagonal components are nonnegative
(Ait-Rami and Tadeo, 2007), and both matrices Q˜ and R˜ are nonnegative (Haddad and
Chelleboina, 2005). In this case, the system (4.6) can be seen as a positive system for any
nonnegative initial condition 0 ≤ y(θ) ≤ r, θ ∈ [−2τ, 0] (Kaczorek, 2006).
4.4 Delay dependence positively invariant and stability conditions
4.4.1 Delay-dependent asymmetrical positively invariant set
A necessary and sufficient condition for the non-symmetrical domain D(Im, r1, r2) to be
positively invariant for original system (4.1) with delay dependence is herein proposed.
Theorem 4.4.1. The polyhedral set D(Im, r1, r2) defined by (4.2) is a delay-dependent posi-
tively invariant set for system (4.1) if and only if the following condition holds
(
M˜ + τ
(
Q˜+ R˜
))
r ≤ 0 (4.8)
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where M˜, Q˜, R˜ are given in (4.7d), and r =
(
r1
r2
)
.
Proof 2. Necessity : We show this by contradiction. Suppose D(Im, r1, r2) is positively inva-
riant for system (4.1) but (4.8) does not hold, then there exists i ∈ [1, m] such that
Miir
i
1 +
m∑
j=1
j 6=i
(
M+ij r
j
1 +M−ij r
j
2
)
+ τ
m∑
j=1
((
Q−ij +R−ij
)
rj1 +
(
Q+ij +R+ij
)
rj2
)
> 0 (4.9a)
Consider the particular states zp(t), zp(t+ s) and zp(t− τ + s) ∈ ∂D(Im, r1, r2) (−τ ≤ s ≤ 0)
such that
zp(t) =

ri1, for j = i
rj1, if Mij > 0 for j 6= i
−rj2, if Mij < 0 for j 6= i
0, if Mij = 0
, zp(t+ s) =

rj1, if Qij < 0
rj2, if Qij > 0 j = 1, . . . ,m
0, if Qij = 0
and
zp(t− τ + s) =

rj1, if Rij < 0
rj2, if Rij > 0 j = 1, . . . ,m
0, if Rij = 0
(4.9b)
By using the system (4.4), the derivative of ith component of particular vector zp(t), ∀t > 0,
can satisfy the following
z˙pi(t) = Miiri1 +
m∑
j=1
j 6=i
(
M+ij r
j
1 +M−ij r
j
2
)
+ τ
m∑
j=1
((
Q−ij +R−ij
)
rj1 +
(
Q+ij +R+ij
)
rj2
)
> 0
this implies that for all scalar ε > 0, zpi(t + ε) > zpi(t). Hence zpi(t + ε) /∈ D(Im, r1, r2), a
contradiction.
Sufficiency : It is shown in proposition C.0.2, that system (4.6) is associated to set D(Im, r1, r2).
It follows from Lagrange’s formula that the solution of (4.6) is given by
y(t) = eM˜ty(0) +
∫ t
0
eM˜(t−θ)
(∫ 0
−τ
(
Q˜y(θ + s) + R˜y(θ + s− τ
)
ds
)
dθ; t > 0.
where M˜ , Q˜ and R˜ are given by (4.7d). If we consider y(s) ≤ r for s ∈ [−2τ, 0], then in same
way found in (El’sgol’ts and Norkin, 1973) and (Hmamed et al., 1995), we obtain y(t) ≤ r
on the intervals [0, 2τ ], [2τ, 4τ ], . . .
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If there exist a vector ρ > 0 such that r1 = r2 = ρ, then the asymmetric set D(Im, r1, r2) can
be transformed to symmetric set D(Im, ρ, ρ) such that
D(Im, ρ, ρ) =
{
z ∈ Rm | −ρ ≤ z ≤ ρ, ρ > 0
}
Thus symmetrical case can be easily deduced and the following corollary is given by
Corollary 4.4.2. The polyhedral set D(Im, ρ, ρ) is a delay-dependent positively invariant set
for system (4.1) if and only if the following condition holds
(
M + τ
(
|Q|+ |R|
))
ρ ≤ 0 (4.10)
where M is the matrix whose components are given by Mii if i = j and |Mij| if i 6= j
Proof 3. By observing again that M = M1 +M2, |Q| = Q+ +Q−, and |R| = R+ +R−, the
condition (4.8) becomes the condition (4.10), proving our result.
Remark 4.4.3. When delay time τ = 0, the condition (4.8) becomes equal to M˜r ≤ 0, where
M = H +G. The result of positive invariance of the polyhedral set D(Im, r1, r2) with respect
to continuous system without delay is obviously obtained (Benzaouia and Hmamed, 1993).
4.4.2 Delay-dependent stability condition
Corollary 4.4.4. If there exist a nonnegative vector q ∈ R2m such that :(
M˜ + τ
(
Q˜+ R˜
))
q < 0 (4.11)
then system (4.1) is asymptotically stable with M˜ , Q˜ and R˜, are given as in proposition C.0.2
Proof 4. See appendix A.
Let us pre-multiply the inequality (4.11) by qT , which gives
qT
(
M˜ + τ
(
Q˜+ R˜
))
q < 0 (4.12)
Hence, in symmetrical case the inequality (4.12) can be easily written as
qT
(
M + τ
(
|Q|+ |R|
))
q < 0 (4.13)
this implies that a matrix K = M + τ
(
|Q| + |R|
)
is negative-definite that is all real part
of the eigenvalues of the matrix K are negative. This is a delay-dependent asymptotic sta-
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bility criteria given by theorem 2 in (Goubet-Bartholoméus et al., 1997) in the case of no
disturbance delay system and without decomposing the delayed matrix G defined in system
(4.1).
4.5 Constrained regulator of unknown delay differential system
In this section, we apply the main result of the previous section for controlling the differential
non-autonomous system, that is
x˙(t) = Ax(t) + Adx(t− τ) +Bu(t), for t > 0x(θ) = φ(θ), for θ ∈ [−τ, 0] (4.14)
where x ∈ Rn ; τ > 0 is an unknown time delay, A,Ad ∈ Rn×n, B ∈ Rn×m and u ∈ ∆ ⊂ Rm
is the constrained control, such that :
∆ =
{
u ∈ Rm | −r2 ≤ u ≤ r1, r1, r2 ∈ Rm+
}
(4.15)
When a linear memoryless state feedback
u(t) = Fx(t), F ∈ Rm×n, with rank(F ) = m ≤ n (4.16)
is applied to the non-autonomous system, the resulting closed-loop system reads
x˙(t) = (A+BF )x(t) + Adx(t− τ) (4.17)
Assumption 4.5.1. The pair (A+ Ad, B) is stabilizable.
Now, the problem becomes how to design a matrix F such that
1. the closed-loop time-delay system (4.17) is robustly asymptotically stable for all 0 <
τ ≤ τmax ;
2. the delay-dependent positively invariant set with respect to closed-loop system is the
largest ;
3. the control constraints (4.15) is respected.
Remark 4.5.2. (i) Generally the form of the feedback law (4.15, 4.16) can be presented in
two possible cases : The first one, is where the saturation takes effect, while the second
one is where the controller works in region of linear behavior, without any saturation.
In this paper, only the linear model is considered.
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(ii) The above assumption, which is equivalent to the stabilization of the system (4.17)
without time-delay, is necessary for the existence of a stabilizing linear memoryless
state feedback law.
On the continuity properties with respect to the delay parameter (Niculescu, 2001), the
matrix F is firstly chosen in order to stabilize the system (4.17) free of delay, τ = 0, by virtue
the second part of remark (4.5.2), namely,
Re(λi(A+ Ad +BF )) < 0, i = 1, . . . , n (4.18)
then to guarantee the asymptotic stability of the system with delay-dependence, the stability
is ensured for a delay-interval of the form [0, τmax), such as
det(sIn − A− Ade−sτ −BF ) 6= 0, Re(s) ≥ 0, τ fixed (4.19)
At the same time, the choice of this robust asymptotically stable control law of unconstrained
closed-loop system (4.17) has to be satisfied (4.15). This is only possible if for every φ(s) ∈
D(F, r1, r2) (s ∈ [−τ, 0]), the motion x(t, φ) ∈ D(F, r1, r2), ∀t > 0, where
D(F, r1, r2) =
{
x ∈ Rn | −r2 ≤ Fx ≤ r1
}
(4.20)
with r1 and r2 being m dimensional real vectors with positive components. So, one way to
solve this problem is to give a necessary and sufficient conditions under which the asymmetri-
cal polyhedral set (4.20) is delay-dependent positively invariant for system (4.17). However,
under assumption (4.16), positive invariance of D(F, r1, r2) with respect to system (4.17) can
be characterized as follows.
Proposition 4.5.3. The polyhedral set (4.20) is delay-dependent positively invariant for
system (4.17) if and only if there exist two square matrices H and G in Rm×m, such that
F
(
A+BF
)
= HF (4.21a)
FAd = GF (4.21b)
and (
M˜ + τ
(
Q˜+ R˜
))
r ≤ 0 (4.21c)
where matrices M˜, Q˜, R˜ and vector r are given in theorem 4.4.1.
Proof 5. Let us use theorem 4.4.1 and the change in state z(t) = Fx(t) , the proof follows
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along similar lines of the proof given by (Hmamed et al., 1995) and here the details are
omitted.
Applying now proposition 4.5.3, we obtain the following theorem.
Theorem 4.5.4. The closed-loop system (4.17) and (4.15,4.16) with assumption 4.5.1 is
robustly asymptotically stable for every φ(θ) ∈ D(F, r1, r2), θ ∈ [−τ, 0] if there exist matrices
H, G in Rm×m and a scalar δ > 0, such that
F
(
A+BF
)
= HF (4.22a)
FAd = GF (4.22b)
and (
M˜ + τ
(
Q˜+ R˜
))
r ≤ −δr (4.22c)
Proof 6. According to (4.22c) and using the same proof given in corollary 4.4.4, one can
deduce
D+(V (x(t)) ≤ −δV (x(t)) (4.23)
where D+(V (x(t)) and V (x(t)) are defined by (A.4) and (A.1), respectively. The rest of the
proof is readily obtained from proposition 4.5.3. This competes the proof.
The application of the theorem 4.5.4 to solve the robust constrained control, only requires the
existence of a maximum delay guaranteed the asymptotic stability of closed loop system and
a feasible solution F satisfying all relations of theorem 4.5.4. The problem can be seen as an
optimization problem of both linear and non linear constrained. Therefore, we construct the
following Non-Linear Programming (NLP) with τ the objective function to be maximized.
max(τ) (4.24a)
subject to
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−τ < 0 (4.24b)
−δ < 0 (4.24c)
F
(
A+BF
)
= HF (4.24d)
FAd = GF (4.24e)(
M˜ + τ
(
Q˜+ R˜
))
r ≤ −δr (4.24f)
Re(λi(A+ Ad +BF )) < 0, i = 1, . . . , n (4.24g)
There are many numerical algorithms for solving the NLP problem, such as Lagrange mul-
tipliers technique, interior point method and so on (see Economou et al. (1994) and the
references therein). In many cases, the main difficulty of this problem lies in identifying
the feasible region where the constraints are satisfied. However, in this section a non-linear
programming approach is proposed to solve (4.21a), (4.21b) and (4.21c).
Algorithm 1 parametric procedure to find a robust constrained state feedback law
1: Choose a matrix G in Rm×m according to (4.27).
2: Compute the parametric solution F of equation (4.25)
3: F ← vec(F ) = ∑li=1 αivi
4: Solve the algebraic equation (4.24d)
5: H ← FAF T
(
FF T
)−1
+ FB B rank(F ) = m
6: for a given vector α =
(
α1, . . . , αl
)
6= 0 do
7: M˜ ←M ← H +G ;
8: Q˜← Q← GH ;
9: R˜← R← G2 ;
10: Check the feasibility of Π
11: Π =
{
(τ, δ, α) ∈ R+ × R+ × Rn | (4.24f), (4.24g)
}
12: if Π is feasible then
13: return The maximal time delay τmax, the scalar δ
14: and the vector α B F is obtained
15: else
16: Change the vector α
17: end if
18: end for
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Non-Linear Programming Technique
It is worth noting that (4.24e) is equivalent to
S vec(F ) = 0 (4.25)
where S =
(
ATd ⊗ Im − In ⊗G
)
, ⊗ denotes for the Kronecker product and vec(F ) is vector
valued function of matrix F defined as vec(F ) =
(
F11 F21 . . . Fm1 . . . F1n F2n . . . Fmn
)T
. The
solution F of system (4.25) can easily be obtained by finding a basis
(
v1, v2, . . . , vl
)
for the
null subspace of the matrix S, kerS, that is for all a scalar αi 6= 0, i = 1 . . . l
vec(F ) =
l∑
i=1
αivi, l = dim(kerS) (4.26)
Remark 4.5.5. (i) The equation (4.25) have a nontrivial solution if and only if (Neude-
cker, 1969)
λi(Ad)− λj(G) = 0 for some i and j (4.27)
(ii) The solution (4.26) is not unique, so the matrix F is selected by choosing the vector
α =
(
α1, . . . , αl
)
.
Hence, by choosing a matrix G satisfying (4.27), by virtue the above remark, solution (4.26)
is straightforward to obtain from equation (4.25). Note that matrix F is full rank and FF T
is invertible, solve the equality (4.24d) giving matrix H such as
H = FAF T
(
FF T
)−1
+ FB (4.28)
The NLP can be solved whenever it is possible to find (τ, α, δ) such that all conditions
(4.24b)–(4.24g) are satisfied. This numerical procedure discussed above is summarized in
algorithm 1 which is implemented in MATLAB with the fmincon function from Optimization
Toolbox (Coleman et al., 1999).
4.6 Examples
In order to apply the results of theorem 4.5.4, two examples are considered in this section
to show the effectiveness of the proposed method. The first one deals with the case where
polyhedral set D(F, r1, r2) (4.20) is a unbounded set (m < n). The second one aims the
bounded set case, when m = n, this is in general the practical case.
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4.6.1 Unbounded case(m < n)
Let us consider the following system :
A =
−0.57 0.93
−0.46 0.82
 , Ad =
−0.0803 −0.0398
0 −0.1
 and B =
 1
0.1
 (4.29)
with constrained control as −1.6 ≤ u ≤ 1.6.
The two eigenvalues of
(
A + Ad
)
are given by λ1 = −0.21 and λ2 = 0.2797. Note that
λ2 > 0, therefore the open-loop system without delay is unstable. We address the problem of
finding a state feedback controller for stabilizing the closed-loop system with free delay and
guaranteeing stability of the above system such that the constrained control is satisfied. Let
us choose G = −0.0803 satisfying (4.27). Compute the solution of (4.25), the state feedback
F is given by :
F =
(
− 0.4436α1 0.8962α1
)
(4.30)
Note that in this case α = α1 6= 0 is a scalar and by solving (4.24d) we find H as
H = 0.3596− 0.354α1 (4.31)
At this step, we properly set the NLP problem. We obtain the largest bound of time delay
for which the system is robustly asymptotically stable satisfying the constrained control. By
applying algorithm 1, we find the feasibility of the conditions (4.24b) to (4.24g) with following
upper bound τmax ≤ 8.4438 and α1 = 0.9740. The control law is obtained according the above
results stabilizing the closed-loop system without delay
u(t) = −0.4327x1(t) + 0.874x2(t) (4.32)
The eigenvalues of the closed-loop system with free delay are λ1 = −0.2099 and λ2 = −0.0656.
Obviously, as shown in Fig.4.1, the stability is guaranteed for the closed-loop system with
delay within the constraints.
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D(F, r1, r2)
?
Figure 4.1 State trajectories of system (4.29) in closed-loop are obtained for τ = τmax = 8.4438
with random initial values emanating from D(F, r1, r2)( r1 = r2 = 1.6). D(F, r1, r2) is an
unbounded positively invariant set.
4.6.2 Bounded case(m = n)
Now, we simulate the following third order system
A =

−4.9524 2.2280 0
−0.0252 −2.5464 0
0 0 −1
 , Ad =

−2.3 1 1
0 −1 1
0 0 1.5
 and B =

1 1 0
0.1 1 0
1 1 −1
 .
(4.33)
The control satisfy the following constraints
−r2 ≤ u ≤ r1
with
r1 =
(
0.0031 5.25 14.4
)T
and r2 =
(
0.0031 5.25 8.72
)T
.
Note that the open system without delay is unstable, its eigenvalues are
λ1 = −7.2303, λ2 = −3.5685, λ3 = 0.5000
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If we choose matrix G satisfying (4.27) as
G =

−1 0 0
0 1.5 0
0 0 −2.3
 ,
the parametric solution of (4.25) is given as
F =

0 −0.9285α1 0.3714α1
0 0 −α2
−0.7917α3 0.609α3 0.048α3

Through the same technical developed for the unbounded case, we find the upper bound of
delay τmax ≤ 0.2529 and the vector α =
(
−0.0014 2.3367 1.0121
)
corresponding to matrix
H given by
H =

−2.5654 0.0011 0
−2.337 −3.3363 0
−239.9906 −0.1643 −4.9325

Finally, the asymptotic stability and the constrained control are guaranteed, see Fig.4.2 for
the evolution of the states of the closed-loop system
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D(F, r1, r2)@R
Figure 4.2 State trajectories of system (4.33) in closed-loop are obtained for τ = τmax = 0.2529
with initial values emanating from the vertices of the setD(F, r1, r2).D(F, r1, r2) is a bounded
positively invariant set.
4.7 Conclusion
In this paper, the necessary and sufficient algebraic conditions with delay dependence for a
given polyhedral set to be positively invariant for linear continuous-time delay system are es-
tablished. The robust constrained control of such system is studied. State feedback controller
of linear constrained system is designed by solving a non-linear optimization problem under
non linear equality and inequality constraints. An algorithm is given allowing the computa-
tion of such controller.
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5.1 abstract
The output stabilization problem for time-varying delay systems with constrained control
is studied. First, by a coordinates transformation, an interval state observer is designed.
Both matrices observer gain, the lower and the upper, are obtained by solving a Sylvester’s
matrix equation. Second, the interval observer allows to design a linear controller providing a
novel delay-dependent conditions to guarantee at the same time the asymptotic stability and
the constraints. the control design procedure is based on Linear Matrix Inequalities (LMI).
Numerical example is given to illustrate this approach.
keywords
Time-varying delay systems, actuator saturation, output feedback, interval observers, LMI.
5.2 Introduction
In practical applications, it is well known that, the control limitation is present in almost all
physical systems and the state variables of the dynamical systems are often not all accessible.
However, if this limitation is ignored or not treated carefully in the design, the stability
of closed loop system and its performance cannot be guaranteed, even for linear systems
Tarbouriech. et al. (2011). In order to avoid these undesirable behaviors, some considerable
research has been carried out on the control of linear systems subject to input constraints,
with or without time delay, see for example, Blanchini (1999) and references therein. Hence
there are two main approaches in the literature dealing with the problem of performance
and stability of dynamical constrained control systems. The first one considers the effect of
saturation while guaranteeing asymptotic stability Galeani et al. (2009). The second one,
so-called positive invariance approach, is based on the design of the control law which works
41
inside a region of linear behavior where saturations do not occur Benzaouia and Hmamed
(1993).
On the other hand, time-varying delay systems constitute a special class of dynamical sys-
tems, they are abundant in nature, frequently encountered in mechanic, robotic, engineering,
chemical and economic systems, see for example, Richard (2003), Wu et al. (2010). Time-
varying delay is often lead to instability or performance degradation of corresponding systems.
For this reason, in the last few years a considerable attention has been devoted to the time
varying delay systems with input constraint.
Most of the works related to positive invariance concept have been developed for time delay
systems with constrained control. In Hmamed et al. (1995) and Hennet and Tarbouriech
(1997), the regulator problem of continuous time delay system with symmetric and non-
symmetric constrained control has been formulated and solved, where the synthesis of state
feedback has been handled. Since the state of the system is often not fully available for
measurement, output feedback has to be pursued, which is the general standard case in most
practical problems. Thus, many works found in the literature have dealt with the output
feedback constrained control Benzaouia et al. (2010); Xu et al. (2012). It is worth stressing
that this problem has been recognized as a hard problem and is still one the open problems
in control theory Blanchini and Miani (2008), Benzaouia (2012).
Motivated by the above discussion, we deal with the problem of dynamic output feedback
for unknown time-varying delay systems subject to actuator saturations. The major aim of
this paper is to design an interval state observer for a given time-varying delay system with
constrained control. The interval observer approach is recently developed and applied in many
works, see for example Gouzé et al. (2000); Rapaport and Gouzé (2003); Tarek et al. (2012);
Mazenc and Bernard (2011); Efimov. et al. (2013a), and Polyakov et al. (2013). This technique
evaluates at any time lower and upper estimates of the system state, provided that bounds
on the initial conditions are known Tarek et al. (2012). With those properties, the closed-loop
stabilization can be guaranteed Rapaport and Harmand (2002). This paper also presents, once
the information provided by the interval observer, the novel delay-dependent conditions for
designing linear controller with saturation constraints, thus ensuring asymptotic stabilization
for time varying delay systems. By constructing a Lyapunov-Krasovskii functional with linear
matrix inequalities (LMIs) techniques, the bound of time delay to stabilize the system have
been established. To the best of author’s knowledge, there are really few literature about
output stabilization problem for dynamical systems with actuator saturations using interval
observer technique, not to mention the case of time-varying delay.
This paper is organized as follows. The problem statement and some preliminaries are given
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in Section 5.3. The interval observer for time-varying delay systems is formulated in Section
5.4 with an algorithm to compute the upper and lower observer gains, which is based on a
system of Sylvester matrix equation. The controller design is proposed in Section 5.5 with an
algorithm to estimate the maximum admissible delay to keep the stabilization of the system.
Finally, a numerical example is given in Section 5.6 to demonstrate the effectiveness of the
proposed approach.
Notation : Let M and N be two matrices of Rn×n and x, y two vectors of Rn. Then :
M+ (respectively M−) is the matrix whose components are given by M+ij = max(Mij, 0)
(respectively M−ij = max(−Mij, 0)). Moreover, |M | is the matrix, whose components are
given by |Mij|, for i, j = 1, . . . , n, and λi(M) is an eigenvalue of M . In is the identity matrix
of Rn×n. When M and N are symmetric, the notation M  N (resp., M  N), means that
M −N is positive semidefinite (resp., positive definite). The symbol ? stands for symmetric
block in matrix inequalities. MT and diag(M) denote respectively, the transpose and the
diagonal of M . x ≤ y if xi ≤ yi, for i = 1, . . . , n, ∂D is the boundary of the set D and
IntD is the interior of the set D. Cnhm = C([−hm, 0], Rn) is the set of continuous maps from
[−hm, 0] into Rn.
5.3 Problem statement and preliminary results
Consider the following state-space linear system with time-varying delays :

x˙(t) = Ax(t) + Adx(t− h(t)) +Bu(t),
t>0,
y(t) = Cx(t),
(5.1)
where x ∈ Rn, u ∈ Rm , y ∈ Rp are, respectively the system state, the control input and the
measured output. Moreover A,Ad ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n are known real constant
matrices and h(t) is the unknown time varying delay, but bounded by :
0 ≤ h(t) ≤ hm h˙(t) ≤ µ < 1 (5.2)
The initial conditions of system (5.1) is given by :
x(t0 + θ) = φ(θ) for θ ∈ [−hm, 0], (5.3)
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where φ(.) ∈ Cnhm is a vector of differentiable functions of initial values, and u is the constrai-
ned control satisfying
u ∈ Ω = {u ∈ Rm : |ui| ≤ umax i , i = 1, . . . ,m} ⊂ Rm (5.4)
For the sake of simplicity, x(t0 + θ) will be denoted as x0 in the sequel, and we assume that
the set of admissible initial conditions of system (5.1) is bounded and known such that
x0 ≤ x0 ≤ x0 (5.5)
where x0, x0 ∈ Cnhm .
The following assumption is needed throughout the paper.
Assumption 5.3.1. The pair (A + Ad, B) is controlable and the pair (A + Ad, C) is
observable.
Assumption 5.3.1, which is equivalent to the stabilization of the system (5.1–5.5) without
delay, is a necessary condition for the existence of a linear stabilizing dynamic output feedback
control law for the system (5.1–5.5). Consequently, we address the following stabilization
problem : Design a control law such that the system (5.1–5.3) is stabilized for all initial values
satisfying the relation (5.5) while respecting the control input constraint (5.4). This problem
is solved in two steps. First, design an interval observer for system (5.1–5.5)(see section 5.4),
second we propose a method to design a control law for a given interval observers(see section
5.5).
Now, we recall some standard definitions of delayed systems, which will be useful the fore-
going analysis and construction of the interval observer for system (5.1–5.5)(see for example
Kaczorek (2006), Benzaouia et al. (2010), Efimov. et al. (2013a), et Ait-Rami et al. (2007)).
Definition 5.3.2. A real square matrix A is called a positive matrix if all its elements are
nonnegative, that is Aij ≥ 0.
Definition 5.3.3. A real square matrix A is called a Metzler matrix if all its off-diagonal
elements are nonnegative, that is Aij ≥ 0, for i 6= j.
Definition 5.3.4. Consider the following delay system :
χ˙(t) = f(t, χ(t), χ(t− h(t))), (5.6)
with an initial condition φ(θ) ∈ Cnhm. The system (5.6) is said to be positive if for every initial
condition φ(θ) ≥ 0, θ ∈ [−hm 0], the solution χ(t) of (5.6) is positive, for all t ≥ 0.
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Definition 5.3.5. An interval observer for system (5.1–5.5) is a pair of lower and upper
estimation {x(t), x(t)} of the state x(t) such that
x(t) ≤ x(t) ≤ x(t) for all t > 0. (5.7)
5.4 Interval observer design
In this section, an interval observer is designed for time-varying delay system based on co-
ordinate transformation of system (5.1). It has been shown in recent works for linear and
nonlinear systems without delay Tarek et al. (2012), Mazenc and Bernard (2011) that by in-
troducing the change of variables, the interval observer can be developed and guaranteed the
positivity of the upper and lower observations errors. A full interval observer is developed of
this paper. It is noteworthy that this result can be easily extended to reduced-order interval
observer. For system (5.1), there exist a non-singular matrix M ∈ Rn×n such that
z = M−1x, (5.8)
Then from (5.8) the interval observer for system (5.1–5.5) is designed as follows
z˙(t) = (A˜− L˜C˜)z(t) + A˜dz(t− h(t)) + B˜u(t) + L˜C˜z(t)z˙(t) = (A˜− L˜C˜)z(t) + A˜dz(t− h(t)) + B˜u(t) + L˜C˜z(t), (5.9)
where A˜ = M−1AM, A˜d = M−1AdM, B˜ = M−1B, ; C˜ = CM, and L˜ = M−1L, L˜ =
M−1L, with L, L ∈ Rn×p are the observed gains to be determined. The initial conditions
of (5.9) is given by z(t+ θ) ∈ Cnhm and z(t+ θ) ∈ Cnhm , for all θ ∈ [−hm 0], which are denoted,
respectively, by z0 and z0.
Remark 5.4.1. It is noteworthy that in the new coordinates defined above, system (5.1) can
be presented as follows
z˙(t) = A˜z(t) + A˜dz(t− h(t)) + B˜u(t), y(t) = C˜z(t), t > 0, (5.10)
with the initial condition given by z(t0 + θ) ∈ Cnhm, for all θ ∈ [−hm 0], denoted by z0.
Proposition 5.4.2. Assume that (5.5) and assumption 5.3.1 hold, and for all z0, z0, z0 ∈
Cnhm the constraint z0 ≤ z0 ≤ z0 is satisfied. If there exist L, L ∈ Rn×p and a non-singular
matrix M ∈ Rn×n such that the following are true :
1. A˜d is positive ;
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2. A˜− L˜C˜ and A˜− L˜C˜ are Metzler ;
3. (A˜− L˜C˜ + A˜d) and (A˜− L˜C˜ + A˜d) are Hurwitz ;
then for any control law u ∈ Ω ⊂ Rm, we have z(t) ≤ z(t) ≤ z(t) for t > 0, with each state
z(t) and z(t) of observer (5.9) converges to z(t) that is given by (5.8), where x(t) is solution
of (5.1). Furthermore, the interval estimation of x(t) is given by :
x(t) = M
+z(t)−M−z(t)
x(t) = M+z(t)−M−z(t),
(5.11)
Proof 7. Consider the upper and lower observation errors of (5.9) defined by
e(t) = z(t)− z(t), (5.12a)
e(t) = z(t)− z(t), (5.12b)
then it follows from (5.10) and (5.9) that the augmented dynamic error system can be des-
cribed by
e˙(t) =
A˜− L˜C˜ 0
0 A˜− L˜C˜
 e(t) +
A˜d 0
0 A˜d
 e(t− h(t)), (5.13a)
where
e(t) =
(
e(t)
e(t)
)
. (5.13b)
Since, for any L, L ∈ Rn×p and non-singular matrix M ∈ Rn×n such that A˜− L˜C˜, A˜− L˜C˜
are Metzler and A˜d is positive together with the constraint z0 ≤ z0 ≤ z0, which implies e0 ≥ 0(
i.e.e(t0 + θ) ≥ 0 for θ ∈ [−hm, 0]
)
, it follows that from (Haddad and Chelleboina, 2004)
system (5.13) is always positive. Namely for any nonnegative initial condition e0 ≥ 0, the
solution e(t) ≥ 0 for all t > 0, which is equivalent to z(t) ≤ z(t) ≤ z(t) for t > 0. Note
that as in (Ait-Rami et al., 2007), the system (5.13) is asymptotically stable if and only if
(A˜ − L˜C˜ + A˜d) and (A˜ − L˜C˜ + A˜d) are Hurwitz with A˜d is positive. This implies that e(t)
converges to zero, so we have z(t) tends z(t), and z(t) tends z(t) as t → ∞. As in (Tarek
et al., 2012) and (Bensalah and Baron, submited for publication 2014), by observing that
M = M+ −M− and |M | = M+ + M−, and substituting (5.8) into z(t) ≤ z(t) ≤ z(t) we
obtain
M+z(t)−M−z(t) ≤ x(t) ≤M+z(t)−M−z(t), (5.14)
From (5.14), we have (5.11), which completes the proof.
46
Remark 5.4.3. When matrix A˜d is positive, the following hold.
– If A˜− L˜C˜ and A˜− L˜C˜ are both Metzler, then (A˜− L˜C˜ + A˜d) and (A˜− L˜C˜ + A˜d) are also
Metzler ;
– As shown in Ait-Rami et al. (2007), if (A˜− L˜C˜+A˜d) is Hurwitz, then there exist a positive
vector ρ ∈ Rn such that (A˜− L˜C˜+ A˜d)ρ < 0. Since A˜d is positive, therefore (A˜− L˜C˜)ρ < 0
and hence, (A˜− L˜C˜) is Hurwitz. Similarly, it can also be shown that (A˜− L˜C˜) is Hurwitz ;
– According to assumption 5.3.1 an appropriate selection of the matrices L and L can assign
a real part negative eigenvalues to matrices (A−LC+Ad) and (A−LC+Ad), respectively.
The key part of proposition 5.4.2 is to show that augmented observer error system (5.13) is
positive and asymptotically stable simultaneously. A natural question is : how to find a non
singular matrixM , and a both gain matrices (L, L) guaranteeing the stability of (A˜−L˜C˜+A˜d)
and (A˜− L˜C˜+ A˜d) respectively, also send Ad to a positive matrix A˜d and map (A−LC) and
(A−LC) to Metzler matrices (A˜− L˜C˜) and (A˜− L˜C˜), respectively ?. This problem has been
recognized by several authors as a very challenging problem, and has not been fully resolved
Efimov. et al. (2013a). In this section, we show how this difficulty can be resolved by taking
the same approach as in Polyakov et al. (2013), where a Sylvester equation is resolved. The
main new feature in our method is based on the computation of both observe gain L and L
matrices, unlike as in Polyakov et al. (2013). In order to show our technique, let us use two
Metzler and Hurwitz matrices R and R, respectively, such that
R = M−1(A− LC + Ad)M, (5.15a)
R = M−1(A− LC + Ad)M. (5.15b)
It is straightforward to see that (5.15) can be rewritten as system of Sylvester matrix equation
(Yu-Peng Qiao and Cheng, 2010), that is if we consider N = M−1, Q = M−1L and Q =
M−1L, then (5.14) becomes
RN −N(A+ Ad) +QC = 0, (5.16a)
RN −N(A+ Ad) +QC = 0. (5.16b)
This construction appears also in Polyakov et al. (2013), but with only one equation. It
amounts to the fact that, the authors have assumed in Polyakov et al. (2013) that the upper
observer gain L is equal to the lower observer gain L, which is obviously very particular
case. Here, we deal with both the upper and lower observer design, and the computation of
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observer gain matrices is implemented. Let us first observer that (5.16) is equivalent to
S

η
q
q
 = 0, (5.17)
where S =
−In ⊗ AT0 +R⊗ In In ⊗ CT 0
−In ⊗ AT0 +R⊗ In 0 In ⊗ CT
, with A0 = A + Ad, η = vec(N),
q = vec(Q), and q = vec(Q). Let ⊗ denotes the Kronecker product and vec(.) is vector valued
function of any matrix (.), that is η =
(
N11, . . . , N1n, . . . , Nnn
)T
, q =
(
q11, . . . , q1n, . . . , qnn
)T
,
and q =
(
q11, . . . , q1n, . . . , qnn
)T
. According to assumption 5.3.1 and from Neudecker (1969)
and Tarek et al. (2012), we can solve equation (5.17) by finding a basis of kerS, the null
subspace of the matrix S, such that for every element αi of a real numbers, we have
(η q q)T =
l∑
i=1
αiβi, l= dim(kerS) (5.18)
where βi is an element of the basis of kerS. Finally, it is obvious that the proposition 5.4.2
can supply an algorithm 2 to compute effectively the observer gain matrices L and L and
the non-singular matrix M that is related to coordinate transformation.
The result of proposition 5.4.2 means that the observer (5.9) is similar to the observer in the
original coordinates defined by :
x˙(t) = (A− LC)x(t) + Adx(t− h(t)) +Bu(t) + LCx(t)x˙(t) = (A− LC)x(t) + Adx(t− h(t)) +Bu(t) + LCx(t), (5.19)
and if all their conditions are satisfied then under the relation (5.5), we have x(t) ≤ x(t) ≤
x(t) for all t > 0. Note that a similar interval observer has been given in Efimov. et al. (2014)
in a different context.
Remark 5.4.4. – From (5.15) there are several degrees of freedom in the selection of R and
R such that both are Metzler and Hurwitz matrices. This lends many possibilities to pick
the desired pole associated to the interval observer ;
– The initial conditions of interval observer (5.9) can be easily handled. In fact from (5.11),
we obtain the following relation
z0 = |M−1|x0, with z0 = −z0 (5.20)
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5.5 Controller design
As shown in (Efimov. et al., 2013b), we consider the design of the controller for given a
lower L and a upper L observer respectively, which dependent on the interval observer in the
coordinates z and z such that :
u(t) = F1z(t) + F2z(t), (5.21)
where the matrices F1 and F2 ∈ Rm×n are to be found. It is easy to observe that, the input
u(t) can be written in the coordinates z, e and e as the following equation
u(t) = Kξ, K = (F1 + F2 F1 − F2), ξ =

z
e
e
 , (5.22)
where the state z ∈ Rn is defined by (5.8) and the observer error e are e are given by (5.12).
Before going to the design of the controller, it is worth noting that inside the domain D(K)
define as :
D(K) =
{
ξ ∈ R3n : |(Kξ)i| ≤ umax i , i = 1, . . . ,m
}
(5.23)
the controller input remains unsaturated at all times ∀t ≥ t0, and the augmented closed-loop
system is defined by the following linear model :
ξ˙(t) = (Aˆ+ BˆK)ξ(t) + Aˆdξ(t− h(t)), (5.24a)
with initial conditions given as
ξ(t0 + θ) =
(
z(t0 + θ) e(t0 + θ) e(t0 + θ)
)T ∈ C3nhm ,
for all θ ∈ [−hm 0], where ξ(t0 + θ) is denoted by ξ0 and
Aˆ =

A˜ 0 0
0 A˜− L˜C˜ 0
0 0 A˜− L˜C˜
 , Aˆd =

A˜d 0 0
0 A˜d 0
0 0 A˜d
 and Bˆ =

B˜
0
0
 . (5.24b)
Now, we consider an ellipsoid D(P ) such that for a positive definite symmetric matrix P ∈
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R3n×3n, we have
D(P ) =
{
ξ ∈ R3n : ξTPξ ≤ 1
}
⊂ D(K) (5.25)
It is apparent that if the set D(P ) (5.25) is positively invariant with respect to the closed-loop
system (5.24), and provided a Lyapunov-Krasovskii functional such that its time derivative
along the trajectories of (5.24) is negative then for every initial values ξ0 ∈ C3nhm in the given
convex sets Ξ0 ⊂ D(P ) we have, beside the convergence to the origin of all the trajectories
of (5.24), the control constraints (5.4) are also satisfied. The set of initial conditions Ξ0 is
considered as a polyhedral set described by its vertices
Ξ0 = conv {ϑ1, . . . , ϑr} , ϑj ∈ R3n (5.26)
Remark 5.5.1. Note that the set of eigenvalues of upper triangular matrix (Aˆ+ Aˆd+BˆK) is
the union of all poles of matrices (A˜+ A˜d+ B˜(F1 +F2)), (A˜+ A˜d− L˜C˜), and (A˜+ A˜d− L˜C˜),
respectively. Since in the section 5.4, the observers gain L˜ and L˜ have been designed such
that the observer errors (5.13) to be positive and stable, the stability of system (5.24) without
delay is defined only by matrix (A˜+ A˜d + B˜(F1 + F2)).
Now, the sufficient conditions that guarantee the asymptotic stability of system (5.1–5.5)
with the control u(t) defined as (5.21) are presented as theorem 5.5.2. This achieve our main
objective of computing a stabilizing controller, namely F1 and F2.
Theorem 5.5.2. If there exist matrices W = W T  0, T = T T  0, X33 = XT33  0,
X11, X12, X13, X22, X23 ∈ R3n×3n, Y1, Y2 ∈ Rm×n, V ∈ Rm×m, and X1 = XT1  0 ∈ Rn×n
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satisfying the following conditions :
X11 X12 X13
? X22 X23
? ? X33
  0, (5.27a)
X −X33  0, (5.27b)
Π11 Π12 Π13
? Π22 Π23
? ? Π33
 ≺ 0, (5.27c)
X Y T
? V
  0, (5.27d)
Vii − u2maxi < 0, i = 1, . . . ,m (5.27e)X ϑj
? 1
  0, j = 1, . . . , r (5.27f)
where
Π11 = XAˆT + AˆX + BˆY + Y T BˆT + hmX11 +XT13 +X13 +W,
Π12 = AˆdX + hmX12 −X13 +XT13,
Π13 = hmXAˆT + hmY T BˆT ,
Π22 = −(1− µ)W + hmX22 −XT23 −X23,
Π23 = hmXAˆTd ,
Π33 = −hmT,
X = diag(X1, X1, X1),
Y = (Y1 + Y2 Y1 − Y2),
then the system (5.1–5.5) under the control law (5.21) is asymptotically stable, and the cor-
responding gain matrices are given by :
F1 = Y1X−11 , (5.28a)
F2 = Y2X−11 , (5.28b)
while the states z and z of the observer (5.9) tend to z ass given by (5.8).
Proof 8. See appendix B
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It is noteworthy that the condition (5.27c) of theorem 5.5.2 is not an LMI but rather a
bilinear matrix inequality (BMI) in the decision variables hm, Xij, (i, j = 1, 2), X, T and Y .
An easy way to get around this problem is to fix the parameter hm. However, choosing an
arbitrary hm does not lead to the best result. In fact, if we scale the size of the set of initial
conditions Ξ0 by a factor d > 0, and find the maximum value dmax for which appropriate
matrices W , T , Xij, (i, j = 1, 2, 3), Y1, Y2, V , and X1 can be found such that all conditions of
theorem 5.5.2 are met and d Ξ0 ⊂ D(P ), then it is possible to obtain a convergent solution
to the problem. We therefore solve the following convex optimization problem :
max d (5.29a)
subject to X dϑj
? 1
 0, j = 1, . . . , r (5.29b)
(5.27a− 5.27e) of theorem 5.5.2 (5.29c)
Algorithm 3 is proposed to seek for a feasible solution of the conditions in theorem 5.5.2. Note
that, it is not difficult to see that value dmax ≥ 1 is needed to fulfill the relation Ξ0 ⊂ D(P )
Gomes da Silva Jr. and Tarbouriech (2001).
Remark 5.5.3. Since the gain matrices F1 = αF and F2 = (1 − α)F , with 0 ≤ α ≤ 1
and F ∈ Rm×n, the control law, defined by (5.21), can be rewritten in the particular form
u = F zˆ(t) Efimov. et al. (2013a), where zˆ(t) = 1/2(z(t) + z(t)), in this case the length of a
scalar α is a half. With a simple manipulation, the last equation can be easily reformulated
in the form zˆ(t) = z(t) + 1/2(e(t)− e(t)), hence many results used respectively the center zˆ(t)
and the radius 1/2(e(t)−e(t)) of interval estimated to study the convergence and the stability
of the observer error Gouzé et al. (2000).
According to remark 5.4.4 and some results published before Doyle and G.Stein (1979),
we choose the minimum interval observer eigenvalues two times faster than the dynamic of
closed-loop system. We shall do this by assigning the poles of matrix (A˜+ A˜d + B˜(F1 + F2))
in a suitable region of the intersection to the two half complex plan, Re(λi) < −ρ2 and
Re(λi) > −ρ1, i = 1, . . . , n, respectively, where ρ1, ρ2 are two real positive and λi is the
eigenvalue of the above matrix. This last means that the optimization problem (5.29) is solved
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by adding the following constraints Chilali and Gahinet (1996)
X1(A˜+ A˜d)T + (A˜+ A˜d)X1 + B˜Y1 + Y T1 B˜T + B˜Y2 + Y T2 B˜T + 2ρ2X1 ≺ 0; (5.30a)
X1(A˜+ A˜d)T + (A˜+ A˜d)X1 + B˜Y1 + Y T1 B˜T + B˜Y2 + Y T2 B˜T + 2ρ1X1  0. (5.30b)
The LMI (5.30) is based on the continuity properties with respect to the delay parameter
(Niculescu, 2001). In fact, the gain matrix K, (or the matrices F1 and F2) is firstly chosen in
order to stabilize the matrix (Aˆ + Aˆd + BˆK) of the closed loop system (5.24) free of delay,
h(t) = 0, such that all poles of matrix (A˜ + A˜d + B˜(F1 + F2)) lie in a suitable region as
defined above, namely −ρ1 < Re(λi) < −ρ2, thereafter to guarantee the asymptotic stability
of the system with delay-dependence, the stability is ensured for a delay-interval of the form
[0, hmax), such that the inclusion relation
d Ξ0 ⊂ D(P ) ⊂ D(K) (5.31)
holds.
5.6 Example
Let consider the following system
A =
−4.2 1
0 −1
 , Ad =
1 1
0 0
 , B =
0
1
 , C =
1
0
 , (5.32)
with constrained control |u| ≤ 4. The set of possible initial conditions is bounded and known
such that for θ ∈ [−hm 0], φ(θ) ∈ {φ ∈ C([−hm, 0], R2) : |φi| ≤ 1, i = 1, 2}. The suitable
region is chosen such that ρ1 = 3 and ρ2 = 0.5332. Firstly, we apply algorithm 2 in order to
design the interval observer L and L. By choosing the matrices R and R such that
R =
−0.95 2.1
1.7 −5.49
 , R =
−0.95 2.1
2.73 −9.49
 , (5.33)
and solving the Sylvester matrix equation (5.15) we obtain the transition matrix :
M =
 18.4668 −71.7107
−19.5044 21.1744
 , (5.34)
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Algorithm 2 procedure to compute the observer gain matrices L and L
1: Given two Metzler and Hurwitz matrices R and R
2: Compute the parametric solution (η q q) of equation (5.17)
3: for a given vector α =
(
α1, . . . , αl
)
6= 0 do
4: M−1 ← N ;
5: L← Q ;
6: L← Q ;
7: Check the conditions of proposition 5.4.2
8: if A˜d is positive and both matrices (A˜− L˜C˜) and (A˜− L˜C˜) are Metzeler then
9: return
10: α
11: else
12: Change the vector α
13: end if
14: end for
Algorithm 3 procedure to find d that maximizes h
1: for a given (umaxi , ϑj)(i = 1, . . . ,m, j = 1, . . . , r, ) and a sufficiently small value hm = hm0
to have a feasible solution for (5.27) do
2: solve conditions (5.29–5.30)
3: return d = dmax ;
4: if dmax ≥ 1 then
5: hm0 = hm0 + ε, and go to line 2 ; (ε is a constant step size of hm)
6: else
7: Stop. the maximal time delay hmax and dmax are obtained
8: end if
9: end for
and
Q =
 0.0879
−0.0086
 , Q =
 0.0879
−0.0643
 . (5.35)
This leads to
L =
 2.2388
−1.8966
 and L =
 6.2365
−3.0770
 . (5.36)
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D(P )
@R
Ξ0
6
Figure 5.1 The projection of the positive invariant ellipsoid D(P ) and the set of admissible
initial conditions Ξ0 on z-plan.
The following matrices
A˜− L˜C˜ =
−0.9717 1.0373
1.6799 −6.4682
 , A˜d =
0.0217 1.0626
0.02 0.9782

and A˜− L˜C˜ =
−0.9717 1.0373
2.7099 −10.4682
 ,
(5.37)
satisfy, respectively all conditions of Proposition 5.4.2. In this case, dim(KerS) = 1 and
α1 = −0.1609, where the real number α1 can be chosen arbitrary. In the second step, we apply
the algorithm 3 proposed in section 5.5 to solve LMIs (5.29–5.30). Using the Yalmip, with
Sedumi.1-3 for Matlab, we obtain the maximum upper bound of the delay hm = 0.7010, and
the state feedback gain matrices F1 = (−5.5669 15.6070), and F2 = (−5.5430 15.5789).
From (5.20) and (5.12), the convex set of initial values Ξ0 for the augmented system (5.24)
can be chosen as :
Ξ0 =


z
e
e
 ∈ C6hm : |z0| ≤ z0, 0 ≤
(
e0
e0
)
≤ 2
(
z0
z0
) ,
where z0 = (0.0922 0.0377)T . The largest domain of admissible initial state entirely contai-
ned into the ellipsoid D(P ) (5.25) is obtained with an optimal values dmax = 1.2982 and the
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positive definite matrix P associate to D(P ) as follows :
P =

18.8909 ? 0 0 0 0
−39.8752 98.65 0 0 0 0
0 0 18.8909 ? 0 0
0 0 −39.8752 98.65 0 0
0 0 0 0 18.8909 ?
0 0 0 0 −39.8752 98.65

.
The projection of the corresponding sets polyhedron Ξ0 and the ellipsoid D(P ), respectively,
in the z-plane is illustrated in Fig.5.1,while Fig.5.2 depicts the states trajectories for system
(5.1–5.5) with the control (5.21) for different initial values emanating from the set of admis-
sible initial conditions [x0 x0]. Apparently, all trajectories converge to the origin, and the
control constraints |u| ≤ 4 are satisfied. Figures 3 and 4 depict the time response of the state
variables and the control signal for a particular condition initial φ(θ) = [−0.62 0.92]T , 0 ≤
θ ≤ hm, they show better performance for the constrained interval observer-based control
scheme proposed in this paper.
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Figure 5.2 State trajectories of system (5.32) in closed-loop are obtained for h = hmax =
0.7010 with initial values emanating from a specified set of admissible initial conditions
[x0 x0].
Figure 5.3 Evolution of state trajectories
of system (5.32) for an initial condition
φ(θ) = [−0.62 0.92]T with a maximum
delay of hmax = 0.7010.
Figure 5.4 Control signal for an initial
condition φ(θ) = [−0.62 0.92]T with a
maximum delay of hmax = 0.7010.
5.7 Conclusion
In this paper, we deal with asymptotic stability of closed-loop time-varying delay systems with
output feedback subject to actuator saturations. Based on the interval observer technique, a
novel delay-dependent sufficient conditions of asymptotic stability is then established. The
upper and lower observers gain require solving a system of Sylvester matrix equation. Further,
by applying the Lyapunov-Krasovskii functional, an LMI algorithm was proposed in order to
compute the stabilizing control laws for time-varying delay systems with constrained. Finally,
a numerical example was provided in order to illustrate the effectiveness of the proposed
methodology.
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CHAPITRE 6 DISCUSSION GÉNÉRALE
Cette thèse traite le problème de la commande avec contraintes des systèmes linéaires conti-
nus à retards. En effet le problème de la commande soumis à des contraintes des systèmes
dynamiques est toujours considéré comme l’un des problèmes les plus difficiles et complexes
dans la théorie de la commande. Designer une loi de commande sans prendre en compte
des contraintes liées à l’amplitude du contrôle et/ou d’états du système, entraîne une dé-
gradation des performances du système et peut même déstabiliser le processus considéré.
Deux approches dans la littérature ont été développées pour répondre à cette problématique.
La première, considère l’effet de la saturation tout en garantissant la stabilité asymptotique
du système en boucle fermée. Tandis que la deuxième approche est basée sur la conception
d’une loi de commande qui fonctionne à l’intérieure d’un domaine complètement linéaire où
la saturation ne se produit pas. L’idée de base consiste à forcer toutes les trajectoires du
système en boucle fermée à appartenir au domaine des contraintes et d’y rester pour une
quelconque conditions initiales prise dans ce domaine, c’est le principe d’invariance positive,
utilisé dans cette thèse. Cette technique permet la synthèse d’une loi de commande imposant
l’invariance positive et la stabilité asymptotique du domaine définie dans l’espace d’états par
les contraintes.
En dépit de son importance pratique, le concept d’invariance positive appliqué aux systèmes
à retard n’a fait l’objet jusqu’à présent que d’un nombre très limité d’études. La condition
pour que le domaine des contraintes soit positivement invariant par rapport aux trajectoires
de systèmes à retard en boucle fermée reste toujours restrictive, de fait qu’elle est indépen-
dante de retard, un paramètre essentiel du système. Nous avons alors proposé, dans cette
thèse, une condition moins conservatrice, en introduisant des nouvelles variables de décision.
En effet une transformation de première ordre, du système à retard discret, système origi-
nal, le cas de notre modèle, en un système à retard distribué, nous a offert des degrés de
liberté supplémentaires aux critères à tester. L’application de résultats d’invariance positive
dépendante de retard au problème de la commande avec contraintes des systèmes à retard,
nous a aidé à synthétiser une loi de retour d’état robuste, qui permet de stabiliser, avec un
retard maximum, le système original en boucle fermée tout en respectant les contraintes.
La complexité de la résolution des équations matricielles et des inégalités vectorielles non
linéaires nous oblige à convertir ce problème en un problème du programmation non-linéaire
NLP. La réponse à cette question se trouve dans le premier l’article. Une technique d’opti-
misation implémentée permet de calculer le retard maximum ainsi que la loi de commande
58
correspondante.
En pratique, il est intéressant d’étudier la stabilisation des systèmes dynamiques par retour
de sorties avec contraintes. La loi de la commande est calculée à partir d’états estimés. En
effet, la détermination d’une erreur bornée d’un observateur est un problème fondamental
pour l’application de la technique de la loi de retour d’état, basée sur la théorie d’invariance
positive, au système dynamique où son état n’est pas accessible à la mesure. Le deuxième
article répond à cette question. La technique d’observateur intervalle pour le système dyna-
mique continu à retard variable dans le temps, est développée. Ce concept est basé sur le
contexte d’erreurs inconnues mais bornées. Après avoir synthétisé les gains d’observateurs,
le désign de la loi de retour d’état est alors déterminé par les deux états estimés du système
considéré. Par un choix adéquat d’une fonction de Lyapunov-krasovskii, la commande assure
la stabilité asymptotique du système tout en respectant les contraintes imposées.
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CHAPITRE 7 CONCLUSION ET PERSPECTIVES
Ce travail présente des contributions originales pour la résolution de problème de la com-
mande avec contraintes des systèmes linéaires continus à retards. Ainsi trois principaux ré-
sultats ont été développés dans cette thèse. Le premier est centré sur le développement des
conditions nécessaires et suffisantes dépendantes de retard d’invariance positive des domaines
polyhédraux, symétriques ainsi que dissymétriques, par rapport aux trajectoires de système
autonome. L’invariance positive dépendante de retard repose sur la transformation de premier
ordre du système original à retard discret en système à retard distribué. Le deuxième résultat
est l’application du concept d’invariance positive au système dynamique sous contraintes non
autonome à retard discret. En effet, une condition suffisante d’existence d’une loi de retour
d’état garantissant la stabilité asymptotique robuste de système en boucle fermée tout en
respectant les contraintes est donnée. Un algorithme calculant la commande sous contraintes
stabilisant le système en boucle fermée avec un retard maximum est implémenté. Les résultats
obtenus sont intéressants et plus général que ceux développés dans la littérature.
Le troisième résultat est la synthèse de la loi de commande sous contraintes pour des systèmes
linéaires continus à retard, inconnu et variable dans le temps, mais borné, dont les états ne
sont pas tous accessibles à la mesure. La commande par retour de sortie est calculée à partir
d’un observateur intervalle, en se basant sur le concept d’invariance positive dépendante de
retard. Des conditions garantissant la positivité de la dynamique d’erreurs d’observabilité
sont données, ainsi le système d’observabilité intervalle associé au système original est pro-
posé. Un algorithme lié au calcul des gains majorant et minorant d’observateur intervalle est
implémenté. En suite, la synthèse de la loi de commande assurant la stabilité asymptotique
de système en boucle fermée en respectant les contraintes est proposée. Un autre algorithme
pour le calcul de gain de contrôleur en se basant sur la technique de LMI est développé.
Ainsi, les contributions de cette thèse se résument par les points suivant :
· Une méthode originale de résolution de l’équation matricielle algébrique non linéaire sous
contraintes assurant l’invariance positive des domaines polyhédraux pour des systèmes
linéaires continus à retard ;
· Une procédure originale de calcul de la loi de retour d’état et de retard maximal associé,
basée sur la programmation non linéaire NLP ;
· Une technique originale de calcul des gains d’observateur intervalle, axé sur la résolution
de système d’équation matricielle de Sylvester ;
· Un algorithme original de synthèse de la loi de la commande par retour de sortie, pour des
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classes des systèmes à retard inconnues, variable dans le temps, basé sur la technique de
LMI.
Il est à noter que la plus part des résultats développés dans cette thèse peuvent être ré-établis
sous une forme plus générale en étudiant les systèmes dynamiques à retards multiples.
Travaux futurs
Le sujet de recherche que nous avons abordé est loin d’être épuisé et il reste encore beaucoup
des points à soulever et à développer. Étant donné que les perturbations ont un effet indési-
rable sur la performance et la stabilité des systèmes dynamiques, on peut poser la question
suivante : quelles sont les grandeurs des perturbations agissant aussi bien sur les états ins-
tantanés que retardés que le système non perturbé peut tolérer sans détériorer sa stabilité ?
Ainsi, pour un travail futur on suggère l’étude de la stabilisation avec contraintes des sys-
tèmes incertains avec retard, en utilisant la même méthodologie qu’elle a été développée dans
cette thèse. Le future travail sera focalisé sur la commande sous contraintes des systèmes à
retards en présence d’incertitudes paramétriques bornées. C’est une classe dont les matrices
du système ne sont pas connues exactement, mais appartiennent à une famille de matrices
dont on connait les matrices bornes.
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ANNEXE A PROOF Of COROLLARY 4.4.4
Consider the positive definite function
V (z(t)) = max
1≤i≤n
( |zi(t)|
ξi
)
, ξi > 0 (A.1)
It suffices to show that V (z(t)) is Lyapunov-Razumikhin function for system (4.4), in order
to guarantee the asymptotic stability of original system (4.1) Hale (1977). Now decomposing
vector q =
(
q1
q2
)
, q1, q2 ∈ IntRm+ and using equations (4.7a-4.7c), the condition (4.11) given
in corollary 4.4.4 can be rewritten as
(
M1 + τ
(
Q− +R−
))
q1 +
(
M2 + τ
(
Q+ +R+
))
q2 < 0(
M2 + τ
(
Q+ +R+
))
q1 +
(
M1 + τ
(
Q− +R−
))
q2 < 0
(A.2)
It is easy to verify that
M = M1 +M2, |Q| = Q+ +Q−, and |R| = R+ +R−
Adding the two inequalities of (A.2) and substituting the above matrices, the condition (4.11)
becomes as (
M + τ
(
|Q|+ |R|
))
ξ < 0, ξ = (q1 + q2) (A.3)
The upper right-hand derivative of V (z(t)) with respect to (4.4) is defined as
D+(V (z(t)) = lim
→0+
sup 1

(
V (z(t+ ))− V (z(t)
)
= lim
→0+
sup 1

∆
(
V (z)
) (A.4)
where
∆
(
V (z)
)
=
(
V
([
Im + M
]
z(t)− 
∫ 0
−τ
[
Qz(t+ s) +Rz(t− τ + s)
]
ds
)
− V (z(t))
)
(A.5)
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It follows that
∆(V (z) ≤ max
1≤i≤m
(((|P |ξ)i
ξi
− 1
)
V (z(t)) +

ξi
∫ 0
−τ
(
(|Q|ξ)iV (x(t+ s)) + (|R|ξ)iV (x(t− τ + s))
)
ds
)
(A.6)
where
P = Im + M ;
V (z(t+ s)) = max
1≤i≤n
( |zi(t+ s)|
ξi
)
;
V (z(t− τ + s)) = max
1≤i≤n
( |zi(t− τ + s)|
ξi
)
It is worth noting that in the vicinity of zero, |P | = Im+ M is hold, when → 0+. Following
Razumikhin’s theorem Hale (1977)
(
V (z(s)) ≤ V (z(t)), t− 2τ ≤ s ≤ t
)
and substituting
|P | into (A.6), we may have
D+(V (z(t)) ≤ max
1≤i≤n
(((M + τ(|Q|+ |R|))ξ)
i
ξi
V (z(t))
)
this implies if (4.11) is satisfies then D+(V (z(t)) < 0, so V (z(t)) is Lyapunov-Razumikhin
function for system (4.4). Thus the system (4.1) is asymptotically stable with delay de-
pendent.
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ANNEXE B PROOF OF THE THEOREM 5.5.2
Consider the Lyapunov-Krasovski functional defined as :
V (ξ(t)) = V1(ξ(t)) + V2(ξ(t)) + V3(ξ(t)), (B.1a)
where
V1(ξ(t)) = ξT (t)Pξ(t), (B.1b)
V2(ξ(t)) =
∫ t
t−h(t)
ξT (s)Wξ(s)ds, (B.1c)
V3(ξ(t)) =
∫ 0
−hm
∫ t
t+θ
ξ˙T (s)Gξ˙(s)dsdθ, (B.1d)
with
P = P T  0, W = W T  0 and, G = GT  0.
The time derivative of V along the trajectories of system (5.24) is given by :
V˙1 = ξT (t)
(
(Aˆ+ BˆK)TP + P (Aˆ+ BˆK)
)
ξ(t) + ξT (t)PAˆdξ(t− h(t)) + ξT (t− h(t))PAˆdT ξ(t),
(B.2)
V˙2 ≤ ξT (t)Wξ(t)− ξT (t− h(t))
(
1− µ
)
Wξ(t− h(t)), (B.3)
V˙3 ≤ hmξ˙T (t)Gξ˙(t)−
∫ t
t−h(t)
ξ˙T (s)Gξ˙(s)ds, (B.4)
Now, we apply the same techniques used in Liu (2009), and hence, we drive
V˙ ≤

ξ(t)
ξ(t− h(t))
ξ˙(t)

Θ 0
0 X33 −G


ξ(t)
ξ(t− h(t))
ξ˙(t)
 (B.5)
with
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Θ =
Ω11 Ω12
? Ω22
 ,
Ω11 = (Aˆ+ BˆK)TP + P (Aˆ+ BˆK) + hmX11 +X
T
13 +X13 +W + hm(Aˆ+ BˆK)TG(Aˆ+ BˆK),
Ω12 = PAˆd + hmX12 −X13 +XT13 + hm(Aˆ+ BˆK)TGAˆd,
Ω22 = −(1− µ)W + hmX22 −XT23 −X23 + Aˆd
T
hmGAˆd,
X ij = PXijP, i, j = 1, 2, 3,
It becomes clear that if Θ and X33 − G are negative semidefinite matrices, such that LIMs
(5.27a) and (5.27b) hold, then the time derivate of the functional V along the trajectories of
system (5.24) is negative. It is noteworthy that Θ ≺ 0 is equivalent by Schur complement to
Ω ≺ 0, where it is given by (B.6) :
Ω =

Ω11 Ω12 Ω13
? Ω22 Ω23
? ? Ω33
 , (B.6)
and
Ω11 = (Aˆ+ BˆK)TP + P (Aˆ+ BˆK) + hmX11 +X
T
13
+ X13 +W,
Ω12 = PAˆd + hmX12 −X13 +XT13,
Ω13 = hm(Aˆ+ BˆK)TG,
Ω22 = −(1− µ)W + hmX22 −XT23 −X23,
Ω23 = hmAˆd
T
G,
Ω33 = −hmG.
Then, we introduce the following change of variables :
P = X−1, W = X−1WX−1, G = T−1,
Y = KX,
and multiply (B.6) by diag(X, X, T ), on the left-hand side and on the right-hand side,
respectively, we obtained the inequality (5.27c). LMIs (5.27d) and (5.27e) guarantee that
ellipsoid D(P ) given by (5.25) is contained in the polyhedral D(k) with K = Y X−1 Boyd
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et al. (1994). Since Y = (Y1 + Y2 Y1 − Y2) and X = diag(X1, X1, X1) and K =
(F1 +F2 F1 −F2), it follows that F1 = Y1X−11 and F2 = Y2X−11 . Using a related result of
Lens and Adamy (2008), the LMI (5.27f) ensures that Ξ0 is fully contained in the ellipsoid
D(P ).
Therefore, from (5.27c) it follows that the ellipsoid D(P ) is positive invariant, contractive,
set with respect to (5.24). Since Ξ0 ⊂ D(P ), the asymptotic converge to the origin of all
trajectories of (5.24) emanating from Ξ0 is guaranteed. Hence, the limit z(t)→ 0 equivalently
x(t)→ 0 and the limits e→ 0
(
e→ 0
)
implies z(t)→ z(t)
(
z(t)→ z(t)
)
.
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abstract
In this paper, we apply the concept of positive invariance to continuous-time delay linear
systems. Necessary and sufficient algebraic conditions with delay dependence allowing to
obtain the largest positively invariant set of delay system are given. The results can include
information on the size of delay, and therefore, can be delay dependence positively invariant
conditions. A numerical example is given to illustrate theoretical developments.
keywords
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1 Introduction
Motivated by many practical problems, especially in the case of dynamic systems subject to
constraints, the positively invariant sets have played a crucial role in synthesis and analysis
of both linear discrete-time and continuous-time systems see Khalil (2002); Blanchini (1999).
Recently, it was shown that the positive invariance property can be exploited to obtain an
explicit characterization of global switching behaviors of piecewise affine systems Shen (2012).
In the literature, there are several results involving application of the concept of positive
invariance to linear discrete-time and continuous-time systems see Blanchini (1999) and the
references therein. To our knowledge, almost all these works are developed for dynamical
systems which possesses no time delay, which is seldom the case in industrial applications.
In particular, some delay-independent positively invariant set conditions have been proposed
for linear delay system Hmamed (2000); Hennet and Tarbouriech (1997); Dambrine et al.
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(1995b). Delay-dependent positively invariant set conditions for continuous-time and discrete-
time delay system have also been developed respectively by Dambrine et al. (1995a) and
Hmamed (2000).
In the sequel, we will be concerned essentially with linear continuous-time delay system
described by state space equation (4.1). We study the positive invariance property of the
polyhedral set such that
D(In, r1, r2) =
{
x ∈ Rn | −r2 ≤ x ≤ r1
}
(C.1)
with r1 and r2 being n dimensional real vectors with positive components.
The paper is structured as follows. In section C.3, we define the positive invariance and
give some preliminary results. In section C.4, we derive necessary and sufficient algebraic
conditions with delay dependence for polyhedral set D(In, r1, r2) to be positively invariant of
linear continuous-time delay system.
Notation : If A denotes a matrix of Rn×n and x, y vectors of Rn then : A+ (respectively
A− ) is the matrix whose components are given by A+ij = max(Aij, 0) (respectively A−ij =
max(−Aij, 0) ), A1 (respectively A2 ) is the matrix whose components are given by Aii if
i = j and A+ij if i 6= j (respectively 0 if i = j and A−ij if i 6= j ), and |A| is the matrix whose
components are given by |Aij|, for i, j = 1, . . . , n. In is the identity matrix Rn×n. x ≤ y if
xi ≤ yi, for i = 1, . . . , n and ∂D is the boundary of the set D.
2 Preliminary results
In this section, we present some definitions and useful results for the sequel. Consider the
following linear continuous-time delay system
x˙(t) = Ax(t) + Adx(t− τ), for t > 0x(θ) = φ(θ), for θ ∈ [−τ, 0] (C.2)
where x ∈ Rn ; τ > 0 is the time delay and A,Ad ∈ Rn×n. It is assumed that for any
continuous function φ bounded and measurable, the time delay system (C.2) has unique
solution denoted by x(t, φ).
Definition C.0.1. A set D of Rn is said to be positively invariant for motions of system
(C.2), if for every φ(s) ∈ D (s ∈ [−τ, 0]), the motion x(t, φ) ∈ D, for every t > 0.
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By using the Newton-Leibniz formula Hale and Lunel (1993), we have
x(t− τ) = x(t)−
∫ 0
−τ
x˙(t+ s)ds
= x(t)−
∫ 0
−τ
[
Ax(t+ s) + Adx(t− τ + s)
]
ds
This equation together with (C.2), the original system can be rewritten as
x˙(t) = (A+ Ad)x(t)− Ad
∫ 0
−τ
[
Ax(t+ s) + Adx(t− τ + s)
]
ds (C.3)
under arbitrary continuous initial condition
x(θ) = ψ(θ), θ ∈ [−2τ, 0]. (C.4)
It is noteworthy that the solution of the system with discrete delay (C.2) is also the solution
of system with distributed delay (C.3–C.4), and the asymptotic stability of the system (C.3–
C.4) can guarantee the asymptotic stability of the original system (C.2), see Hale and Lunel
(1993) and Niculescu (2001). For the sake of simplicity, the system with distributed delay
is used to obtain the stability or, in the case of this paper, the positive invariant conditions
for the system with discrete delay. The polyhedral set D(In, r1, r2) can be written as a set
defined as
D(I2n, r) =
{
y ∈ R2n | y ≤ r; r =
(
r1
r2
)}
(C.5)
where y(t) =
(
x(t)
−x(t)
)
. Therefore, the following proposition is straightforward.
Proposition C.0.2. The positive invariance of polyhedral set D(In, r1, r2) for system (C.3–
C.4) is equivalent to the positive invariance of the set D(I2n, r) for system defined by
y˙(t) = M˜y(t) +
∫ 0
−τ
[
Q˜y(t+ s) + R˜y(t− τ + s)
]
ds. (C.6)
under arbitrary continuous initial condition
y(θ) =
(
ψ(θ)
−ψ(θ)
)
, θ ∈ [−2τ, 0] (C.7)
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with
M = A+ Ad (C.8a)
Q = AdA (C.8b)
R = A2d (C.8c)
where M˜ , Q˜ and R˜ are such that
M˜ =
M1 M2
M2 M1
 , Q˜ =
Q− Q+
Q+ Q−
 and R˜ =
R− R+
R+ R−
 . (C.9)
Démonstration. By increasing the size of system (C.3–C.4) and observing thatM = M1−M2,
Q = Q+ − Q− and R = R+ − R− the associated system to polyhedral set D(In, r1, r2) can
be defined by (C.6–C.7). Since the set D(In, r1, r2) can be written as (C.5), then we obtain
our result.
Remark C.0.3. The matrix M˜ is Metzler, since its off diagonal components are nonnegative
Ait-Rami and Tadeo (2007), and both matrices Q˜ and R˜ are nonnegative Haddad and Chelle-
boina (2005). In this case the system (C.6) can be seen as positive system for any nonnegative
initial condition 0 ≤ y(θ) ≤ r, θ ∈ [−2τ, 0] Kaczorek (2006).
3 Delay dependence positively invariant conditions
A necessary and sufficient condition for the non-symmetrical domain D(In, r1, r2) to be po-
sitively invariant for original system (C.2) with delay dependence is herein proposed.
Theorem C.0.4. The polyhedral set D(In, r1, r2) defined by (C.1) is a delay-dependent po-
sitively invariant set for system (C.2) if and only if the following condition holds
(
M˜ + τ
(
Q˜+ R˜
))
r ≤ 0 (C.10)
where M˜, Q˜, R˜ are given in (C.9), and r =
(
r1
r2
)
Proof. Necessity : We show this by contradiction. Suppose D(In, r1, r2) is positively invariant
for system (C.2) but (C.10) does not hold, then there exists i ∈ [1, n] such that
Miir
i
1 +
n∑
j=1
j 6=i
(
M+ij r
j
1 +M−ij r
j
2
)
+ τ
n∑
j=1
((
Q−ij +R−ij
)
rj1 +
(
Q+ij +R+ij
)
rj2
)
> 0 (C.11)
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Consider the particular states xp(t), xp(t+ s) and xp(t− τ + s) ∈ ∂D(In, r1, r2) (−τ ≤ s ≤ 0)
such that
xp(t) =

ri1, for j = i
rj1, if Mij > 0 for j 6= i
−rj2, if Mij < 0 for j 6= i
0, if Mij = 0
, xp(t+s) =

rj1, if Qij < 0
rj2, if Qij > 0 j = 1, . . . ,m
0, if Qij = 0
and
xp(t− τ + s)

rj1, if Rij < 0
rj2, if Rij > 0 j = 1, . . . ,m
0, if Rij = 0
(C.12)
By using the system (C.3–C.4), the derivative of the ith component of particular vector
xp(t), ∀t > 0, can satisfy the following
x˙pi(t) = Miiri1 +
n∑
j=1
j 6=i
(
M+ij r
j
1 +M−ij r
j
2
)
+ τ
n∑
j=1
((
Q−ij +R−ij
)
rj1 +
(
Q+ij +R+ij
)
rj2
)
> 0
this implies that for all scalar ε > 0, xpi(t + ε) > xpi(t). Hence xpi(t + ε) /∈ D(In, r1, r2), a
contradiction.
Sufficiency : It is shown in proposition C.0.2, that system (C.6) is associated to setD(In, r1, r2).
It follows from Lagrange’s formula that the solution of (C.6) is given by
y(t) = eM˜ty(0) +
∫ t
0
eM˜(t−θ)
(∫ 0
−τ
(
Q˜y(θ + s) + R˜y(θ + s− τ
)
ds
)
dθ; t > 0.
where M˜ , Q˜ and R˜ are given by (C.9). If we consider y(s) ≤ r for s ∈ [−2τ, 0], then in same
way found in El’sgol’ts and Norkin (1973) and Hmamed et al. (1995), we obtain y(t) ≤ r on
the intervals [0, 2τ ], [2τ, 4τ ], . . .
If there exist a vector ρ > 0 such that r1 = r2 = ρ, then the asymmetric set D(In, r1, r2) can
be transformed to symmetric set D(In, ρ, ρ) such that
D(In, ρ, ρ) =
{
x ∈ Rn | −ρ ≤ x ≤ ρ, ρ > 0
}
Thus symmetrical case can be easily deduced and the following corollary.
Corollary C.0.5. The polyhedral set D(In, ρ, ρ) is a delay-dependent positively invariant set
76
for system (C.2) if and only if the following condition hold
(
M + τ
(
|Q|+ |R|
))
ρ ≤ 0 (C.13)
where M is the matrix whose components are given by Mii if i = j and |Mij| if i 6= j
Démonstration. By observing again thatM = M1+M2, |Q| = Q++Q−, and |R| = R++R−,
the condition (C.10) becomes the condition (C.13), proving our result.
Remark C.0.6. When delay time τ = 0, the condition (C.10) becomes equal to M˜r ≤ 0,
where M = A + Ad. The result of positive invariance of the polyhedral set D(In, r1, r2) with
respect to continuous system without delay is obviously obtained Benzaouia and Hmamed
(1993).
4 Example of rectangular constraint set
Consider the following dynamical system, for all positive times (t > 0)

x˙1(t) = −x1(t)− 12x2(t)
x˙2(t) =
1
2x1(t)− 2x2(t)−
1
4x1(t− τ)−
1
4x2(t− τ)
. (C.14)
and assume that its state variables are subject to the constraints
−0.75 ≤ x1 ≤ 1.5 (C.15a)
−0.1 ≤ x2 ≤ 0.6 (C.15b)
Such constraints form a rectangle represented by the bounded polyhedron set D(I2, r1, r2),
where r1 =
(
1.5
0.6
)
and r2 =
(
0.75
0.1
)
as shown in figures C.1 and C.2. It is positively invariant
of system (C.14) if the interval of delay τ fulfills the condition
(
M˜ + τ
(
Q˜ + R˜
))
r ≤ 0.
We find that 0 ≤ τ ≤ 1.331. If we take as initial states φ ∈ D(I2, r1, r2), the resultant tra-
jectory (figure C.1) does not violate the constraints. Alternatively, the trajectory of system
(C.14) starting from D(I2, r1, r2) for τ = 1.431 6∈ [0 1.331], as show in figure C.2, violates the
constraints. The set D(I2, r1, r2) is not positively invariant with respect to system (C.14) for
τ = 1.431.
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D(I2, r1, r2)
6
Figure C.1 The invariant polyhedron set for initial different states φ ∈ D(I2, r1, r2). The
trajectories starting from set are given for τ = τmax = 1.331.
D(I2, r1, r2)
6
The trajectory violates the constraints -
Figure C.2D(I2, r1, r2) is not positively invariant for delay τ = 1.431. The trajectories starting
from set are given for three initials conditions φ.
Obviously, we believe that these results find application to constrained regulator problem of
linear continuous time delay systems while taking into account the delay parameter.
78
5 Conclusion
In this paper, the positive invariance of constrained continuous-time systems with delay
is studied. Necessary and sufficient algebraic conditions with delay dependence for a given
polyhedral set to be positively invariant with respect to motions of linear continuous-time
delay system are established. The case of symmetrical constrained is easily obtained. The
link of results given between systems with and without delay is established. Finally the delay
dependent condition presented in this paper is shown to be a generalization of theorem 2-2
given in Hmamed et al. (1995).
