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Abstract
Fake news detection is a challenging task
aiming to reduce human time and effort
to check the truthfulness of news. Auto-
mated approaches to combat fake news,
however, are limited by the lack of la-
beled benchmark datasets, especially in
languages other than English. Moreover,
many publicly available corpora have spe-
cific limitations that make them difficult to
use. To address this problem, our contri-
bution is threefold. First, we propose a
new, publicly available German topic re-
lated corpus for fake news detection. To
the best of our knowledge, this is the first
corpus of its kind. In this regard, we devel-
oped a pipeline for crawling similar news
articles. As our third contribution, we con-
duct different learning experiments to de-
tect fake news. The best performance was
achieved using sentence level embeddings
from SBERT in combination with a Bi-
LSTM (κ=0.88).
1 Introduction
In a speech to the parliament, the German Chan-
cellor Angela Merkel drew attention to the need
for governments to combat bots, internet trolls and
fake news1, saying they harm political discussion
and can increase the power of populist extremism.
Besides tarnishing the media sectors by swaying
the public opinion and manipulating millions of
people, fake news possess the power to push the
stock price down, can crush reputations of corpo-
rations and topple political figures.
Most authors define fake news as intentionally
and verifiable false information written to mislead
1https://www.independent.co.uk/news/
world/europe/angela-merkel-fake-news-
german-elections-donald-trump-
a7439641.html
readers (Giachanou et al., 2019a; Horne and Adali,
2017; Shu et al., 2017; Gimpel et al., 2020). Such
news are created for a variety of purposes, includ-
ing financial and political gain (Shu et al., 2017).
The fake news articles used in this paper can be
assigned to the news category propaganda as the
authors seek to present parts of the facts, distort
their relations and provide false conclusions to
make the reader believe a certain political or so-
cial agenda (Rashkin et al., 2017; Vogel and Jiang,
2019). However, it is important to note that the at-
tempt to invalidate what is true can be both willing
and unwilling as well as intended and unintended.
In the case of propaganda fake news, we assume
that the authors mistakenly belief the content to be
true and the main purpose is not to intentionally
mislead the readers. Thus, we define the term fake
news as a journalistic publication which contains
misinformation that is spread via print or online
media. The content can be produced to deceive
the readers from a biased or misinformed perspec-
tive. The process of producing false information
can be thereby both intentional and unintentional.
Manually determining the veracity of fake news
is a challenging and costly task, usually requir-
ing domain expertise and a careful analysis of
claims. PolitiFact2, for example, takes three edi-
tors to judge whether a piece of news is true or not.
New search directions on how technologies can
contribute to facilitate the process of classification
have been pursued. Nevertheless, machine learn-
ing approaches to combat fake news are limited by
the lack of reliable labeled benchmark datasets, es-
pecially in languages other than English. A useful
first step towards identifying fake news articles or
finding controversies in texts is to understand what
other news agencies do report about the same in-
cidents. Therefore, in this paper, we investigate
the topic of fake news detection for the German
language. Our contribution is threefold. First, we
2https://www.politifact.com
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introduce a new, publicly available topic related
German fake news corpus CTRFakeNC 3. To the best
of our knowledge, this is the first corpus of its
kind. Regarding our second contribution, we first
collected manually corresponding true news to ev-
ery given fake news from the GermanFakeNC4
corpus CGFN . We then examined different docu-
ment similarity approaches. LDA in combination
with JensenShannon divergence [LDA+JSD] out-
performed all other techniques. In order to aug-
ment the data, three major online newspapers were
crawled by matching the named entities and key-
words of each fake news article. Named entities
are particularly suitable to compare the content of
news, as they answer partly the five journalistic
“W’s” - Who? What? When? Where? and Why?
After the crawling process with keyword extrac-
tion, [LDA+JSD] was applied for computing the
similarity between two pairs of documents. Exper-
iments show that our proposed similarity detection
pipeline is able to obtain similar documents with
consistent topics. Regarding our third contribu-
tion, we used CTRFakeNC to train different machine
learning models to detect fake news. The best per-
formance was achieved by applying sentence level
embeddings from SBERT based on the pre-trained
German BERT model in combination with a Bi-
LSTM (Cohen’s Kappa κ = 0.88).
The paper is organized as follows: Af-
ter a review of related work, Section 3 de-
tails the construction of the publicly available
CTRFakeNC corpus. Section 4 outlines the pipeline
to automatically crawl topic related news with
similarity detection techniques from the web. In
Section 5, we introduce the fake news classifi-
cation techniques and demonstrate that good re-
sults on detecting potentially misleading informa-
tion can be achieved. The last Section 6 concludes
this paper.
2 Related Work
Datasets proposed for fake news detection have
usually specific limitations that make them chal-
lenging to use. BuzzFeedNews5 consists of Face-
book posts rather than news articles collected from
9 news agencies. Potthast et al. (2018) enriched
3The dataset will be published online after the review process.
4GermanFakeNC
https://doi.org/10.5281/zenodo.3375714
5BuzzFeedNews
https://github.com/BuzzFeedNews/2016-10-
facebook-fact-check
the dataset by adding the linked articles to the
dataset. LIAR6 is a recent benchmark dataset
for fake news detection (Wang, 2017) contain-
ing mostly short statements, rather than the en-
tire news content. Additionally, the claims were
collected from different speakers and not news
publishers, and may contain statements which are
not fake news. Fever (Thorne et al., 2018) is
similar to LIAR containing claims generated from
Wikipedia labeled as “Supported, Refuted or Not
Enough Info”. BS Detector7 is collected from a
browser extension by searching the web from a list
of links of unreliable domains. The news have not
been validated by human experts. Pe´rez-Rosas et
al. (2018) build a comparable corpora by collect-
ing legitimate news from mainstream news web-
sites (like ABCNews, CNN or Bloomberg) cover-
ing six domains (like sports and politics). To en-
sure the veracity of the news they were manually
fact-checked by cross-referencing the information
among different sources. The fake versions of the
true news were generated by using Amazon Me-
chanical Turk (AMT). However, the falsifications
are just imitations of fake news written by AMT
workers’ and do not reflect real-world fake news.
Additionally, the articles are shorter then the true
news. The second corpus proposed by the authors
consists of celebrity news. The two datasets were
used to train a linear SVM classifier. Using five-
fold cross-validation, the authors report an Accu-
racy of 0.74 by training the model on different fea-
tures such as n-grams, punctuation, readability in-
dex, psycholinguistic and syntax related features.
In a recent study Giachanou et al. (2019b)
proposed EmoCred, a neural network architec-
ture which examines the role of emotional sig-
nals in credibility assessment. EmoCred is based
on LSTM and takes as features word embeddings
generated from fake statements and additionally a
vector of emotional signals. The authors observed
that EmoCred outperformed the LSTM baseline
trained only on the text showing that emotional
signals improve the performance of the model.
Zhu et al. (2013a) used LDA to build a compa-
rable bilingual corpora. The goal was to predict
the topical structure of documents in different lan-
guages rather than a direct translation. The main
steps involved to measure the topic distribution of
6LIAR https://www.cs.ucsb.edu/william/
data/liardataset.zip
7BS Detector
https://www.kaggle.com/mrisdal/fake-news
the documents were: using TF-IDF to enhance the
topic discrepancies among different documents,
and calculating the similarity between the distri-
butions using cosine similarity. The experiments
were conducted on two datasets with document
pairs in Chinese and English. The news texts cor-
pus and the bilingual Wikipedia entry pairs were
then merged together to train the LDA model. The
experimental results showed that the matching al-
gorithm is superior to existing algorithms.
3 Data Augmentation
To create the ground truth for our task, we use
the German fake news corpus GermanFakeNC8
(CGFN ) released by Vogel and Jiang (2019). Ev-
ery article in the corpus was fact-checked claim-
by-claim with reports from authoritative sources
such as statements from police authorities, scien-
tific studies or legal texts. CGFN contains 490 news
texts which were retrieved from 39 German alter-
native online media sources9. The news were col-
lected between December 2015 and March 2018.
Most of the articles are based on true information,
but are mixed with false claims to make the reader
believe a certain political or social agenda. Ac-
cording to Rashkin et al. (2017) this type of text is
also known as propaganda.
We obtained from the authors their sources of
verification and used the false statements to search
the web for corresponding articles, which confirm
the claims made by the authoritative sources. The
ground truth of trustworthy news was obtained
from a variety of German online news websites
such as Frankfurter Allgemeine Zeitung, Berliner
Zeitung or Die Welt 10. Other sources were fact-
finder websites11 or press portals, which inform
the general public and especially journalists about
statements, denials or events (for instance crimes
reported by the police press office)12. Up to six
true news per fake article were collected.
By searching various online sources, we were
able to match 234 (out of 490) fake news with the
corresponding true news. There are several rea-
8Available at
https://doi.org/10.5281/zenodo.3375714
9E.g. www.allesroger.at,
www.compact-online.de or
www.rapefugees.net
10www.faz.net/aktuell/,
www.berliner-zeitung.de/, www.welt.de/
11https://www.tagesschau.de/thema/
faktenfinder/index.html
12The dataset will be published online after the review process.
sons why no valid press release can be found for
some fake news:
• Some false claims refer to wrong statistics
(“Statistics Austria assumes 175,000 immi-
grants per year”) and can be verified by a
federal statistical office rather than a news ar-
ticle.
• No crimes were committed, so neither the po-
lice nor the media could report about it.
• False allegations that can neither be con-
firmed nor revised, for instance because the
police investigations are still ongoing.
• Misquotations (for instance of legal texts) or
wrong translations (e.g. wrong citation: “In
the name of Allah, the Almighty, the Merci-
ful”, correct citation: “In the name of Allah,
most Gracious, most Merciful”).
In total, we retrieved 315 true news articles cover-
ing 234 falsifications. Legal texts, statistics, ency-
clopedias or scientific articles were not considered
because they represent a different text type than
the news texts our research is based on.
4 Data Augmentation with Similarity
Detection Techniques
Depending upon the problem, getting a precisely
fit for a classifier may require large datasets. How-
ever, in many cases, labeled data is scarce and
costly to obtain. Data augmentation is a common
strategy for handling scarce data situations (Wong
et al., 2016) for example by synthesizing new data
from existing training data. Data augmentation
techniques often involve deleting words, replac-
ing them with synonyms or changing the word or-
der (Wei and Zou, 2019). Recent advances in text
generation are opening new ways to address this
task (Radford et al., 2018). However, the aim of
this work was to generate a reliable dataset cov-
ering real world scenarios. To enlarge CGFN , we
developed a pipeline to automatically collect as
many related news articles from the web as pos-
sible. The resulted skew in the dataset are intrinsic
to the problem as the majority of news on the web
are based on facts and not on misinformation. As
Chawla et al. (2004) pointed out, the problem of
imbalanced data is prevalent in applications like
fraud and intrusion detection.
Fake Statement Source of Verification True News
“Mass media cover up of
a Muslim terror attack on
church.”
According to a police spokesper-
son, investigations are con-
ducted, but there are no indica-
tions of a Muslim terror attack.
Rhein-Neckar-Zeitung: “Fire in the
bell tower of the Hildegard church.
The police are looking for two suspects
[...].”
Mannheimer Morgen: “Arson at the
steeple of the Mannheim St. Hildegard
church - witnesses wanted.”
Table 1: Excerpt from the True News Corpus CTRFakeNC
4.1 Similarity Detection Approaches
To automatically collect related articles, we
trained and evaluated different semantic similarity
approaches, namely:
• Word Embeddings + Cosine Similarity
[WED + Cosine]
• BERT13 + Cosine Similarity [BERT + Co-
sine]
• Latent Dirichlet Allocation (LDA) + Jensen-
Shannon divergence [LDA + JSD]
• Google’s Universal Sentence Encoder + Co-
sine Distance [USE + CoDis]
The fake news and their corresponding true news
presented in Chapter 3 were used to train and
evaluate the proposed similarity techniques (on a
70/30 train test split). For each fake news, the
dataset contains up to six true news. The goal
of the algorithms was to place similar objects in a
common cluster and dissimilar objects in distinct
clusters. One popular notion of clusters is that
the groups exhibit small distances between clus-
ter members. Therefore, each technique applies a
distance metric to calculate the relatedness among
the documents.
Evaluating the quality of the outcomes of clus-
tering algorithms is a necessary, yet challenging
task, for which a large number of evaluation tech-
niques have been proposed. The most popular
clustering evaluation measures are: Purity, Inverse
Purity, and their harmonic mean F1-Score. How-
ever, as Amig et al. (2009) showed, BCubed is
the sole measure to fulfill all four clustering condi-
tions (Homogeneity, Completeness, Rag Bag and
Clusters size versus quantity).
BCubed builds on the traditional Information
Retrieval triad of evaluation measures Precision,
13Hugging Face’ German pretrained Transformer Architecture
Recall and F1-measure and was originally defined
as an algorithm by Bagga and Baldwin (1998).
Amig et al. (2009) later described it in terms
of a function. Two objects (o and o′) are cor-
rectly related if they (1) share the same category
in the ground truth L(o) and (2) if they are cor-
rectly clustered by the algorithm C(o) (Amig et
al., 2009):
Correct Relation(o, o′) ={
1 if f L(o) = L(o′)⇐⇒ C(o) = C(o′)
0 otherwise
BCubed metric estimates the Precision and Recall
associated with each object or item in the distribu-
tion. Precision and Recall are formally calculated
as:
Precision BCubed =
Avgo[Avgo′.C(o)=C(o′)[Correct Relation(o, o′)]]
Recall BCubed =
Avgo[Avgo′.L(o)=L(o′)[Correct Relation(o, o′)]]
The BCubed Recall is calculated by taking an ob-
ject (o) and calculating the proportion of all ob-
jects of the same category in the cluster in rela-
tion to the total number of these objects in all clus-
ters. Precision measures the proportion of correct
objects in one cluster in comparison to the total
number of objects in the same cluster. The overall
BCubed Recall and Precision are the averaged Re-
call and Precision of all objects in the distribution.
F1-Score is the harmonic mean between Precision
and Recall.
As up to six semantically similar true news were
retrieved for each fake news, the performance of
the four similarity detection approaches was eval-
uated on detecting the top nmost similar true news
given a fake news article. The detected top n
objects (excluding the fake news) form a cluster.
Since Recall calculates the number of true posi-
tives (TP) in a cluster, we consider Recall suitable
to measure the homogeneity and completeness of
the cluster. The number of clusters and categories
is predetermined, hence BCubed Recall was mod-
ified as follows:
Modified BCubed Recall = Avgo[Correct Relation(o, o′)]
Precision, on the other hand, calculates how many
objects in the same cluster belong to its category.
This measure is not suitable for our task as the top
n objects in a cluster are determined a priori. Table
2 lists the performance results of the different sim-
ilarity approaches where TP (True Positive) refers
to a cluster if all true news with respect to a given
fake news were detected. FN (False Negative) was
assigned if none of the true news were grouped in
the top n cluster. Figure 1 illustrates the calcula-
tion.
Fake
News 1
FN
TP
FN
TP
TP
TP
Fake
News 2
FN
FN
TP
TP
TP
FN
Recall (o) = 
4
6
Recall (o) = 
3
5
Figure 1: Modified BCubed Recall calculation
with top 6 most similar true news given a fake
news
The value Par (Partially) is provided for the pur-
pose of clarification and was assigned to clusters
where just a part of the true news were rightly clus-
tered in the top n. R denotes the modified BCubed
Recall.
Considering the top 6 most similar news articles
in a cluster, the best performance was achieved by
using spaCy’s German pre-trained BERT embed-
ding vectors in combination with the cosine simi-
larity (R = 0.43). By clustering the top 10 most
similar documents, LDA in combination with the
JensenShannon divergence [LDA + JSD] outper-
formed all similarity metrics (R = 0.86) while
[BERT + Cosine] improved slightly (R = 0.49).
For further investigations and to build comparable
corpora, we have therefore chosen [LDA + JSD].
LDA is a generative probabilistic model that rep-
resents the latent topics of a document as a Dirich-
let distribution with a K14-dimensional variable
14The number of requested latent topics to be extracted from
the training corpus.
(Zhu et al., 2013b). Each document is consid-
ered as a distribution of different topics. And each
topic is considered as a mixture over various topic
probabilities and distribution of words (Blei et al.,
2003).
We experimented with a variety of latent topic
numbers K. The best results were achieved by
acknowledging each document as a unique topic
(in a total K = 234) from a range of 78 to 234.
α and β are hyperparameters affecting sparsity
of the per-document topic distribution (α) and per
topic word-distribution (β). As news articles of-
ten only discuss one specific topic (or at least a
few topics), it is usually the case that α < 1.
The topic-word density parameter β determines
the distribution of words per topic. The lower β,
the less words per topic are considered. We used
the default values for both parameters (1/K) which
means each article consists of few topics and each
topic consists of few words.
LDA is a bag-of-words model. Very frequent
and rare words do not contribute to general top-
ics and can impede the performance. Therefore,
stopwords were removed by employing NLTK.
During preprocessing the text was also cleaned of
URLs, email addresses and punctuation. After to-
kenisation, the words were lemmatized to reduce
the vocabulary size. The remaining 20,000 most
common tokens (out of 55,221) were applied in
the modeling approach. Sixteen training passes
through the corpus with 300 documents (chunk-
size) each were performed through the training
process.
To calculate the similarity between documents,
we employed the Jensen-Shannon divergence
(JSD) which is a way to quantify the difference
(or similarity) between two probability distribu-
tions. JSD is based on the Kullback-Leibler
(KL) divergence and is calculated by taking the
square root of the JensenShannon distance (Endres
and Schindelin, 2003; Lin, 1991). The smaller
JSD, the more similar two documents are. For
two discrete distributions P and Q, the Jensen-
Shannon distance is defined as:
JSD(P ||Q) =√
1
2DKL(P ||M) + 12DKL(Q||M),
where M = 12(P + Q), and DKL(P ||Q) =∑
i
P (i)log P (i)Q(i) is the Kullback-Leibler divergence
(Tong and Zhang, 2016). The KL divergence is
used to calculate a normalized score that is sym-
Similarity Approach Evaluation
Top 6 Top 8 Top 10
TP FN Par R TP FN Par R TP FN Par R
[WED + Cosine] 68 154 12 0.32 73 149 12 0.34 75 146 13 0.35
[BERT + Cosine] 94 127 13 0.43 104 117 13 0.47 109 113 12 0.49
[LDA + JSD] 18 205 11 0.10 35 181 18 0.19 193 28 13 0.86
[USE + CoDis] 6 225 3 0.03 6 223 5 0.04 6 221 7 0.04
Table 2: Evaluation of the Similarity Detection Techniques
metrical, which means that the divergence of P
from Q is the same as Q from P .
Calculating the JSD of the topic distributions
of a given fake news to the top 10 most match-
ing true news, the similarity of the TP ranges be-
tween 0.17 (min.) and 0.98 (max.). The main
transform used to obtain a similarity s from a dis-
tance d bounded by 1 is: s = 1 − d (Deza and
Deza, 2009). As a similarity function requires the
definition of a threshold (θ) value in order to de-
cide whether two different data instances match
(dos Santos et al., 2011), we calculated the val-
ues of Precision and Recall for a range of thresh-
olds to estimate the quality of the Jensen-Shannon
divergence. The values are plotted in a Precision-
Recall-curve (PR) (Figure 2) where each point is
a threshold represented by a confusion matrix (TP,
TN, FP, FN). The PR-curve is suitable for our sim-
ilarity approach as it is an effective diagnostic for
imbalanced binary classification models (He and
Ma, 2013; dos Santos et al., 2011) and thus fo-
cuses on the minority class. Additionally, neither
specificity nor true negatives are relevant for our
approach (as the cluster size is determined a pri-
ori). A threshold in a PR-curve is suitable when
it maximizes both Recall and Precision (dos San-
tos et al., 2011). Similarly, the point on the PR
curve closest to the top right corner (1,1) can be
used to determine the threshold since it represents
a perfect classification when Precision and Recall
are 100% (Liu et al., 2005). Table 3 provides for
every threshold the values of the confusion ma-
trix as well as the metrics Precision and Recall.
The shortest distance to the upper-right corner of
0.74 was used to determine the semantic similarity
threshold, which in our case is 0.36.
4.2 Data Augmentation by Crawling Related
True News Articles
The process of parsing relevant news from on-
line media was performed in three steps. First,
named entities such as names of persons and or-
ganizations were extracted from each fake news
text. Additionally, keywords were selected with
RAKE15 (Rapid Automatic Keyword Extraction),
a language-independent method for keywords and
phrase extraction. RAKE uses stopwords as de-
limiters to partition the document into candidate
keywords. The score for the keyword candidates
is computed based on the degree and frequency
of word vertices in the graph. One-third of the
top keywords in the graph are considered as key-
words reduced by the hyperparameters: maximum
length of words and minimum characters per key-
word (in our case 2 and 3 respectively). The ex-
tracted named entities and the keywords gener-
ated by RAKE were used to parse through the
online search engine of the selected online news-
papers. If the news article contained at least
five randomly selected keywords, the news article
was scraped from the webpage and filtered by the
trained [LDA + JSD].
The initially trained LDA model from Section
4.1 was retrained to capture the content of all fake
news. That means, K has been adjusted to 490.
All other hyperparameters were adopted from the
initially trained model. Articles with a similarity
score above θ = 0.36 were accepted as related
articles for the final dataset. Figure 3 shows the
pipeline for obtaining related news articles from
the web.
As conventional topic model techniques like LDA
and PLSA (Probabilistic Latent Semantic Analy-
sis) do not perform well on short texts, news ar-
ticles with less than 2,000 characters16 were ig-
nored. Xiaohui et al. (2013) showed that topic
models suffer from severe data sparsity in short
documents as the occurrences of words in short
documents play less discriminative role compared
15https://pypi.org/project/rake-nltk
16Equivalent to the approximately average length of a German
news article of 400 words
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Figure 2: PR-Curve for the Jensen-Shannon Simi-
larity Divergence marking the shortest distance
θ TP FP FN P R Dist.
0.2 269 2048 46 0.12 0.85 0.90
0.3 213 482 102 0.31 0.68 0.77
0.35 166 226 149 0.42 0.53 0.75
0.36 159 200 156 0.44 0.51 0.74
0.37 148 175 167 0.46 0.47 0.76
0.38 142 155 173 0.48 0.45 0.76
0.39 134 129 181 0.51 0.43 0.76
0.4 125 111 190 0.53 0.40 0.76
Table 3: Recall, Precision and Distance values at
different thresholds (θ)
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Figure 3: Similarity Detection Pipeline
to lengthy documents.
For crawling, we selected three German na-
tional daily newspapers: Sddeutsche Zeitung17,
Zeit Online18 and Frankfurter Rundschau19. We
consider these newspapers reliable news sources
as Potthast et al. (2018) showed that none of
the manually fact-checked articles from main-
stream online sources were completely false. Just
0.97% of the analysed texts comprised some fac-
tual claims which were not completely true. We
have accepted this deviation in our corpus.
After scraping the press releases from the
web by applying keywords and named entity ex-
traction, a total of 14,694 news articles could
be obtained. CTRFakeNC shrunk to the size of
1,399 texts after applying the similarity technique
[LDA + JSD].
Initially, for 234 fake news articles 315 true
news could be retrieved manually from the web
(see Chapter 3). Applying the similarity detection
pipeline, we could parse for 217 false articles a to-
tal of 1,399 reliable news. The implication is that
various sources should be considered in order to
find more relevant articles. We also found out that
17https://www.sueddeutsche.de/
18https://www.zeit.de/
19https://www.fr.de/
not every mainstream news source is suitable to
find related news texts as we could not find any
related news by crawling the Frankfurter Rund-
schau. We assume that the focus on what is re-
ported depends on the newspaper. Some falsifi-
cations in CGFN refer to local events that are not
covered in major national newspapers. Other fal-
sifications refer to events that never happened and
therefore cannot be debunked. Nevertheless, for
about half of the verified false news we could au-
tomatically find at least one related news article.
5 Fake News Detection Methodology
The fake news problem is considered as a classifi-
cation problem by predicting whether a news de-
rives from a reliable source or contains some sort
of misinformation. The created CTRFakeNC corpus
consists of a total of 2,204 topic related news
texts of which 1,714 were collected from reliable
sources (315 manually and 1,399 automatically)
and 490 were verified as fake news. In our exper-
iments, we tested different classifiers of which we
report the best performing. To compare the per-
formance of our models, we employ the ESRC ap-
proach proposed by Jiang et al. (2019) as a base-
line. The system is based on ELMo sentence rep-
resentation in combinations with a CNN for pre-
dicting hyperpartisan news. Hyperpartisan relates
to news which are extremely biased by taking an
extreme left-wing or right-wing standpoint. Jiang
et al. took first place in SemEval-2019 (Task 4)
and outperformed all other models with an Accu-
racy of 0.82. Testing ESRC on our data by apply-
ing a pre-trained ELMo model for German20, we
attained a strong baseline with a Balanced Accu-
racy of 0.93 and Cohen’s Kappa (κ) of 0.85.
The baseline was used to compare our proposed
methods. For both approaches, we used SBERT21,
a modification of the pre-trained BERT to gen-
erate semantically meaningful sentence embed-
dings. Initially, SBERT uses a provided BERT
model and maps the tokens in a sentence to the
output embeddings from BERT. The next layer
performs mean-pooling to give fixed-sized sen-
tence vectors (Reimers and Gurevych, 2019). The
sentence embeddings were used to train a CNN
and Bi-LSTM recurrent neural network. We se-
lected German BERT22, as it has achieved state-
of-the-art performance on multiple benchmarks
(Devlin et al., 2019). We did not perform any pre-
processing on the news texts as BERT word repre-
sentations are learned from character-based units.
We split the corpus in the ratio 60/40 for training
and testing. The training set was used to fine-tune
the models using 10-fold cross-validation.
For the implementation of the CNN and Bi-
LSTM we used the python package Keras. The
architecture of the CNN consists of five convo-
lutional layers (128 filters with the kernel sizes
[2, 3, 4, 5, 6]) each followed by a dropout layer
(0.3). After each convolutional layer, a global
max-pooling layer was applied with batch normal-
ization (momentum=0.7) and a ReLU activation
function. The output dense layer predicts the out-
put with a sigmoid activation function.
The Bi-LSTM architecture feeds the sentence
embeddings to the bidirectional LSTM at their re-
spective time step. The Bi-LSTM with 100 units
is followed by a TimeDistributed layer wrapping
a fully connected dense layer with 100 outputs
and a ReLU activation function. Dropout of 0.5
was added between the layers. After flattening,
the final time step output is then connected to two
dense layers23, the last with a sigmoid activation
20Using the AllenNLP library
21https://github.com/UKPLab/sentence-
transformers
22https://github.com/dbmdz/berts
23The first dense layer with 100 outputs uses a ReLU
function for binary classification. Finally, we em-
ployed binary cross-entropy as loss function and
the Adam weight optimizer for both models. We
set the number of training epochs to be 30. To
avoid overfitting early stopping is applied when
the validation loss saturates for 5 epochs.
Table 4 summarizes the results obtained from
the baseline and the proposed classifiers. Since
our dataset does not contain an even distribution
of the two classes, we conducted the evaluation
using the confusion matrix and the performance
measures Balanced Accuracy (BAcc.) and Cohen’s
Kappa (κ). The best performance was achieved by
applying [SBERT + Bi-LSTM] (κ=0.88) outper-
forming the baseline by 3%. Our experiments sug-
gest that there are indeed differences between fake
news and the content of legitimate mainstream
news.
6 Conclusion
In this paper, we investigated the topic of fake
news detection for the German language. First,
we introduced a new, publicly available topic re-
lated German fake news corpus CTRFakeNC . To the
best of our knowledge, this is the first corpus of its
kind. To augment the prior manually annotated
data, a pipeline was build to measure the relat-
edness of two documents based on the similarity
of the two representations. The goal was to col-
lect as many related news articles from the web
as possible. Three major online newspapers were
crawled by matching the named entities and key-
words of a given fake news article. Additionally,
we examined different document similarity meth-
ods. LDA in combination with JensenShannon
divergence outperformed all other techniques and
was applied as a last step in the pipeline to deter-
mine how similar two pieces of texts are. Experi-
ments show that the proposed similarity detection
pipeline is able to obtain similar documents with a
consistent topic concordance.
However, for some fake news no valid press re-
lease can be found. One reason is that not enough
sources were used. For this reason, we plan to
expand the crawled news websites in the future,
as some falsifications refer to local events that are
not covered in major national newspapers. On the
other hand, some falsifications refer to events that
never happened and therefore cannot be debunked.
For these reasons, not every fake news can be dis-
activation function
Approach Confusion Matrix Performance Measure
TP TN FP FN P R BAcc. κ
[ELMo + CNN] 176 660 26 20 0.97 0.96 0.93 0.85
[SBERT + CNN] 167 674 12 29 0.96 0.98 0.92 0.86
[SBERT + Bi-LSTM] 176 670 16 20 0.97 0.98 0.94 0.88
Table 4: Evaluation results of the fake news detection approaches with the metrics
Precision (P), Recall (R), Balanced Accuracy (BAcc.) and Cohen’s Kappa (κ)
proved. Nevertheless, for about half of the veri-
fied false news we could automatically find in total
1,399 news articles. In the future, we want to use
our semantic similarity pipeline to augment data
for other topic domains, for example by creating a
dataset consisting of news articles with respect to
the global coronavirus (Covid-19) pandemic.
After the corpus construction, we additionally
trained different machine learning models with the
ability to distinguish between reliable and fake
news. The best performance was achieved by ap-
plying sentence level embeddings from SBERT in
combination with a Bi-LSTM (κ=0.88), outper-
forming the baseline model.
In the future, we plan to extend our model by
using topic related features. Finally, we plan to
explore the effectiveness of ensemble neural net-
works. As research in this field is underrepre-
sented for the German language, we hope that our
approach will stimulate the progress in fake news
detection and facilitate the creation of comparable
corpora for different domains.
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