Abstract. In this paper we give a convergence analysis of a two-level additive Schwarz method in which the coarse mesh basis is constructed with aggregation, a method common in algebraic multigrid. This coarse mesh does not need geometric information about the subdomains and can readily be used on unstructured spatial meshes. We illustrate the performance with several computational examples.
where l is a linear functional on V , and V is an appropriate function space. In our examples the problems will be second order with Dirichlet or Neumann boundary conditions and V H 1 ( ). We take approximating spaces of continuous functions V h V . The approximating problem at level h is to find u h 2 V h such that a(u h ; v) = l(v) for all v 2 V h :
The problem, (1.2) , is equivalent to a linear system Au h = f (1.3) on V h where a(u; v) = (Au; v) for all u; v 2 V h . Here ( ; ) is the L 2 ( ) inner product.
Schwarz preconditioners are designed to accelerate Krylov space iterative methods for the solution of (1.3).
One-level Method.
We begin with the one-level additive Schwarz preconditioner. We divide into subdomains f i g J i=1 with an overlap width of at least and assume that S J i=1 j = . Let R j be the restriction map from an element of V h to the subspace V j of V h with support on j . Let ?1 0 R 0 to the one-level preconditioner. HereÃ 0 is an approximation of A 0 . We let V H denote the space of coarse mesh basis functions. If the coarse mesh restriction map R 0 and the coarse mesh operator A 0 are well designed, the condition number of MA is significantly reduced.
One way to define a coarse mesh problem is to discretize the continuous problem on a coarser mesh. There are a few difficulties associated with forming the coarse problem this way. For unstructured meshes, such as the ones considered in [8] [9] [10] , the interpolation operators between the fine mesh and the coarse mesh are difficult to define. Second, a coarse mesh must be generated, stored, and parallelized. Finally, the PDE must be discretized and recomputed on the coarse mesh.
Alternatively, the discretization of the coarse mesh operator may be defined in terms of the existing fine mesh discretization. A Galerkin or variational coarse grid correction uses the fine grid matrix to obtain the coarse grid operator as A 0 = R 0 AR T 0 , where R 0 is the interpolation operator to the coarse mesh function space, and R T 0 is the restriction operator. Methods that obtain the coarse mesh matrix by using the fine mesh matrix are called nested or multilevel methods [18] . If the coarse mesh basis functions are obtained from the fine mesh basis functions, then the coarse mesh space V H is contained in the fine grid space V h .
We use the aggregation-based basis from [8] [9] [10] in this paper, where one coarse mesh basis function is defined for each subdomain as the sum of the fine mesh basis functions for that subdomain.
To set the notation that we will need in x 2, let the expansion of a function u 2 V h in the finite element basis be
where the i 's are the basis functions for the fine mesh, and a function u C 2 V H can be represented on the coarse mesh space as
where the K 's are the finite element basis functions for the coarse mesh space. Since V H V h , K can be written as
The index K represents the subdomain number. For our coarse mesh basis functions, the value of R Kj is either 0 or 1. If the fine mesh basis function j is contained in subdomain K, then R Kj = 1; otherwise, R Kj = 0.
Further expanding the representation of u C gives
Thus R T is the operator which interpolates from the coarse mesh to the fine mesh. Any function on the coarse mesh can be represented solely in terms of the already existing fine mesh functions, making the formulation of a separate coarse mesh unnecessary.
Condition Estimate.
In Assumption 1.1 we make precise the idea that H is the characteristic diameter of a subdomain. In Assumption 1.2 we make precise the overlap between the subdomains and the properties of the coarse mesh basis functions. ASSUMPTION 1.1. then there is C > 0, independent of H and h such that (MA) C!(1 + (H=h) 2 ):
2. Convergence Theory. We base our analysis on the result from [23, 24] . 
where, for 1 i; j J, " ij = 0 if 
Our estimate for K 0 will be based on (2.4). The value of K 1 is an indicator of the number of subdomains that contain any given point in ; we assume our partition is such that K 1 = O(1). We solve the subdomain problems exactly in our numerical results, so ! = 1 in x 3. Thus our condition number estimate is based on the estimate of K 0 , which we obtain using Lemmas 2.2 and 2.3. Our analysis uses some of the techniques developed in [1] , but we do not smooth the coarse mesh basis. Our estimates in Lemma 2.2 are thus different from those in [1] .
We define the coarse mesh operator Q : V h ! V H by
where u 2 V h . Using the Cauchy-Schwarz inequality and Assumption 1.1 we get
The value of K 0 depends on the bound of the energy of Qu and on the L 2 bound of the error in the coarse mesh operator, i.e., u ? Qu. These bounds are provided in Lemma 2.2.
Here, as in the remainder of this section, C is a constant that is independent of H and h. C 
The estimates above are for the set B around the edge of the domain. We complete the proof by making similar estimates in int .
Let u E be an extension of u such that u E = u on and
Let 
We use This and (2.8) imply (2.6). We complete the proof of (2.5) by combining (2.9) with the estimate
This completes the proof. Proof. Define I h to be the fine mesh operator I h : C ! V h by
where f i g n i=1 is the finite element basis on the fine mesh, and fx i g n i=1 are the fine mesh nodal points. Let u be partitioned such that u 0 = Qu and u i = I h ( i (u ? Qu)) ;
where f i g is a partition of unity such that i (x) = 1 for x 2 int i , i = 0 for x 6 2 i , and jr i j 1 . Clearly, by construction,
The standard arguments [18] 
we complete the proof of Theorem 1.1.
3. Numerical Results.
Laplace Equation.
In this section we consider the simple test problem r 2 u = 0
on the unit square 0; 1] 0; 1] with zero Dirichlet boundary conditions. In both x 3.1.1 and 3.1.2
we use the function identically equal to one on the mesh as the initial iterate for a preconditioned conjugate gradient iteration. We terminated the iterations when the residual had been reduced by a factor of 10 ?4 .
We obtained similar results using GMRES [17] , Bi-CGSTAB [20] , and TFQMR [7] in the tests.
Finite Difference Discretizations with Overlap.
The experiments in this section were designed to measure the effects of overlap. We let h = 2 ?m be the scale of the fine mesh and let the overlap o be the is the nearest integer larger than 2 m o 1 + o 0
where o 1 is the overlap that depends on the physical domain, and o 0 is the overlap that is a constant number of gridlines. The grid is an n n mesh where n = 2 m + o. In this way we can subdivide the region into 4 p subdomains, each of size m m, where m = 2 m?p + o ? 1:
The scale H of the subdomains is 2 ?p . We considered overlaps of 1 (o 0 = 1; o 1 = 0) and 1% (o 0 = 0; o 1 = :01). We discretized with five point differences and use the function identically one on the mesh as the initial iterate. We used the MATLAB software associated with [12] for these experiments and used bilinear coarse mesh basis functions. These do not form a partition of unity as a piecewise linear set would and were used to illustrate the flexibility of the preconditioner.
In Table 3 .1 we tabulate the number of conjugate gradient iterations needed for termination
for several values of h and H, with an overlap of 1 and 1%. As the theory predicts, the iteration count is constant as h and H are reduced simultaneously for the overlap of 1 and declines as H is reduced with the overlap of 1%. Table 3 .2 we report similar results for a piecewise linear finite element discretization of (3.1). The overlap in this computation was minimal. where is the pressure head, is volume fraction of the wetting phase, and k r is the relative permeability of the wetting phase. The remaining terms are scalar coefficients given in Table 3 . where m = 1 ? 1=n. These functions are derived from the van Genuchten [21] and Mualem [16] empirical relations among pressure, saturation, and relative permeability. The semidiscrete system was integrated in time over [0, 0.0149 days] by applying the fixed leading coefficient backward difference formulas of orders one to five [2, 11] . Order and step-size were selected via local truncation error estimates, and the local truncation error tolerance was set to 10= x 2 .
At a given step, t n+1 , the application of the integration method yielded a nonlinear system of the form, F t n+1 ; n+1 ; g( n+1 )] = G( n+1 ) = 0 where g(y) is a the backward difference formula for @ =@t. We solved the nonlinear system with an inexact Newton iteration that terminated when the 2-norm of the nonlinear residual was reduced by a factor of 10 ?5 .
At each Newton iteration we obtained the Newton step, m+1 , by solving the linear system, with scaled, preconditioned, BiCGstab. The scaling was obtained from the integration method's weighted root mean squared norm. Such a scaling would, in real applications, allow termination of the linear iteration according to tolerances specified by the integration scheme in real applications; however, for this test we iterated until the 2-norm of the true linear residual was reduced by a 
