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Projections of the cross-polytope and related isotropic
measures
Grigory Ivanov1
Abstract. We study properties of the volume of projections of the n-dimensional cross-
polytope ♦n = {x ∈ Rn | |x1| + · · · + |xn| 6 1} onto k-dimensional subspaces. We prove
that the projection of ♦n onto a k-dimensional coordinate subspace has the maximum possible
volume for k = 2, 3, which is the analogue of Vaaler’s theorem for cubes. We obtain the exact
lower bound on the volume of such a projection onto a two-dimensional plane and the exact
upper bound on the volume of the cross section of the hypercube by a two-dimensional plane.
Also, we show that there exist local maxima which are not the global ones for the volume of
a projection of ♦n onto a k-dimensional subspace for any n > k > 2. In the last section, we
discuss how our results can be reformulated with the use of isotropic measures and show that
our approach can be used for study of similar problems.
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1. Introduction
The standard cross-polytope ♦n in Rn is the convex hull of the vectors of the standard basis
(ei)
n
1 of R
n and the centrally symmetric to them vectors (−ei)n1 . The cross-polytope is the dual
(polar) body for the standard cube n = [−1, 1]n. In this paper we study lower and upper
bounds on the volume of a projection of ♦n onto a k-dimensional subspace, that is, we study
extremizers of
(1.1) F (Hk) = vol (♦
n|Hk) ,
where Hk is a k-dimensional subspace of R
n and ♦n|Hk denotes the projection of ♦n onto Hk.
By the duality arguments, this problem can be considered as the dual problem for finding
extremizers of
F2(Hk) = vol (
n ∩Hk) ,
whose global extrema are reasonably well-studied
(1.2) volk 6 vol (n ∩Hk) 6 min
{(n
k
) k
2
, 2
n−k
2
}
volk,
where the left-hand side inequality is due to J. Vaaler [19] and it is optimal for all n > k > 1;
and the right-hand side is due to K. Ball [2] and it is optimal whenever k|n or 2k > n (that is,
the optimal constants are not known only when 2k < n and k ∤ n). To get a rather complete
survey on cross sections of the cube with the proofs of these inequalities, we refer the reader to
the first chapter of Zong’s book [20]. Very interesting generalization of the Vaaler result was
made by M. Meyer and A. Pajor [16] and a new proof of Vaaler’s inequality in terms of waists
was given in [1] recently.
As for the optimal constants, they are mostly unknown. For example, the following conjec-
ture can be considered as an analogue (or the dual conjecture) for Vaaler’s inequality.
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2Conjecture 1.1. The volume of the projection of the n-dimensional cross-polytope ♦n onto
a k-dimensional subspace is at most the volume of the k-dimensional cross-polytope, i.e.
vol(♦n|Hk) 6 2kk! . The bound is attained only on coordinate subspaces.
The only known results here are that the conjecture is true in the hyperplane case k = n−1
(see [4]), which is quite simple (since the projections of the surface of the cross-polytope onto
a hyperplane covers the projection of the cross-polytope twice almost everywhere) and in the
two-dimensional case [7]. Also, P. Filliman proved that this conjecture is true for k = 3 and
n 6 6. The deep generalization of the hyperplane case for the volume of a projection of the
ℓnp balls was given by A. Naor and F. Barthe [6]. We show that this Conjecture is true in
lower-dimensional cases.
Theorem 1.2. Conjecture 1.1 is true for k = 2, 3.
As for Ball’s inequalities, the only known optimal Hk are such that the projections of the
cube on them are the affine cubes. In [10], the author proved that all optimal subspaces have
this property whenever k | n in the right-hand side of (1.2). We think that we have nice
candidates for the optimal subspaces and constants in the Ball’s inequalities. Let C(n, k)2
k
be the maximum volume of a cross section of n by a k-dimensional subspace Hk such that
n ∩Hk is an affine cube.
Conjecture 1.3. The maximum volume of a cross section of n by a k-dimensional subspace
Hk is attained on subspaces such that 
n∩Hk is an affine cube, i.e. vol (n ∩Hk) 6 C(n, k)2k.
And we can formulate the dual statements for projections of ♦n. Let C♦(n, k)
2k
k!
be the
minimum volume of a projection of the ♦n onto a k-dimensional subspace Hk such that ♦
n|Hk
is an affine cross-polytope.
Conjecture 1.4. The minimum volume of a projection of ♦n onto a k-dimensional subspace Hk
is attained on subspaces such that ♦n|Hk is an affine cross-polytope, i.e. vol(♦n|Hk) > C♦(n, k)2kk! .
It is not hard to prove that
(1.3) C(n, k) =
1
C♦(n, k)
=
(⌈n
k
⌉)n−k⌊nk⌋ (⌊n
k
⌋)k−(n−k⌊nk ⌋)
,
and that these constants are attained on the same subspaces. For completeness, we give a proof
of (1.3) and give a complete description of a k-dimensional subspace Hk on which constants
C(n, k) and C♦(n, k) are attained in Lemma 4.5.
We shall notice that K. Ball proved that the constant in Conjecture 1.3 is optimal whenever
k|n or 2k > n, F. Barthe [5] proved the constant in Conjecture 1.4 is optimal whenever k|n
and, due to F. Barthe and A. Naor [6], it is optimal in the hyperplane case k = n − 1. In [10,
Theorem 1.5], the author proved that the last two conjectures are true in case k|n. In the rest,
we can, alas, give only a partial answer to Conjectures 1.3, 1.4 in the most simple case.
Theorem 1.5. Conjectures 1.3 and 1.4 are true for k = 2.
It is well-known that any centrally symmetric polytope is an affine image of the high-
dimensional cross-polytope or an affine image of a cross section of the high-dimensional cube.
This means that we can reformulate our conjectures in terms of the uniform bounds on the
volume of a centrally symmetric polytope in Rk.We formulate the proper inequalities in Section
3 after some preliminaries and explanations.
The paper is organized as follows: After presenting our notation and basic definitions, we
reformulate the problems in terms of the polytopes generated by projections of vectors of an
orthonormal basis in Section 2. Then we explain our approach in Section 3. In Section 4, we
simplify the structure of local extremizers of 1.1. Then, after some geometric constructions,
we give a geometrical necessary condition for Hk to be a local maximizer of (1.1). Using these
results, we prove Theorems 1.5 and 1.2 in Section 6. Then, we show that there exist local
3and non-global maximizers of 1.1. And the last Section is devoted to a more general setting,
we explain how our problems are related to isotropic measures and how one can use the same
approach in similar problems.
2. Defintions and Preliminaries
We use ♦n to denote an n-dimensional cross-polytope {x|
n∑
1
|x[i]| 6 1} in Rn. Here and
throughout the paper x[i] stands for i-th coordinate of a vector x. As usual, {ei}n1 is the
standard orthonormal basis of Rn. We use 〈p, x〉 to denote the value of a linear functional p at
a vector x.
Throughout the paperHk will be a k-dimensional subspace of R
n. For a convex bodyK ⊂ Rn
and a k-dimensional subspace Hk of R
n we denote by K ∩ Hk and K|Hk the section of K by
Hk and the orthogonal projection of K onto Hk, respectively. For a k-dimensional subspace
Hk of R
n and a convex body K ⊂ Hk we denote by volK the k-dimensional volume of K. We
consider only n > k > 2.
First of all, it is convenient to identify a projection of the cross-polytope with a convex
polytope in Rk. Let vi = Pei, where P is the projection onto Hk. Clearly,
♦n|Hk = co{±v1, . . . ,±vn}.
That means that a projection of ♦n is determined by the set of vectors (vi)
n
1 , which are the
projections of the orthogonal basis. To deal with those vectors we introduce several definitions
following [10], [11].
Definition 2.1. We will say that some vectors (wi)
n
1 ⊂ H give a unit decomposition in a vector
space H if
(2.1)
(
n∑
1
wi ⊗ wi
)∣∣∣∣∣
H
= IH ,
where IH is the identity operator in H and A|H is the restriction of an operator A onto H.
In the following Lemma we understand Rk ⊂ Rn as the subspace of vectors, whose last n−k
coordinates are zero. For convenience, we will consider (wi)
n
1 ⊂ Rk ⊂ Rn to be k-dimensional
vectors.
Lemma 2.2. The following assertions are equivalent:
(1) the vectors (wi)
n
1 ⊂ Rk give a unit decomposition in Rk;
(2) there exists an orthonormal basis {f1, . . . , fn} of Rn such that wi is the orthogonal
projection of fi onto R
k, for any i ∈ [n];
(3) Lin{w1, . . . , wn} = Rk and the Gram matrix Γ of vectors {w1, . . . , wn} ⊂ Rk is the
matrix of a projection operator from Rn onto the linear hull of the rows of the matrix
M = (w1, . . . , wn).
(4) the k × n matrix M = (w1, . . . , wn) is a sub-matrix of an orthogonal matrix of order n.
This Lemma was proven in [10, Lemma 2.1].
Definition 2.3. A set of n vectors in Rk which span Rk is called an (n, k)-frame. If the vectors
of an (n, k)-frame S give a unit decomposition, we say that S is an (n, k)-uframe. We use
Ω(n, k) to denote the set of all (n, k)-uframes.
Definition 2.4. We will say that the set S = {w1, . . . , wn} of n vectors of Rk generates
(1) a set co{±w1, · · · ,±wn}, which we call a projection of the cross-polytope generated by
S. We use ♦n|S to denote this set.
(2) a matrix
∑
i∈[n]
wi ⊗ wi. We use AS to denote this matrix.
(3) a subspace HSk ⊂ Rn which is the linear hull of the rows of the k×n matrix (w1, . . . , wn).
4The simple Lemma 2.2 from linear algebra allows us to identify vectors (vi)
n
1 ⊂ Hk with a
set of vectors in Rk, which give a unit decomposition. To be more precise, there is an isometric
isomorphism between any k-dimensional subspace Hk ⊂ Rn and Rk. Thus, the projections
♦n|Hk correspond to ♦n|S, where S is the (n, k)-uframe corresponding to this isometry. Vice
versa, given an (n, k)-uframe S = {w1, . . . , wn} the assertion (3) of Lemma 2.2 gives the proper
Hk, and this is exactly H
S
k defined in Definition 2.4 (it is a k-dimensional space in case S is an
(n, k)-frame). Therefore, the global extrema of (1.1) and the global extrema of
(2.2) F (S) = vol(♦n|S), where S ∈ Ω(n, k)
are the same. Moreover, the local extrema and the local extremizers in both problems coincide.
A nice geometric way of endowing a Grassmann manifold with a metric is to use a largest
principal angle between two k-dimensional subspaces (and this is exactly the Hausdorff distance
between the unit circles in these subspaces). Also, we may consider the natural metric on the
Grassmanian of k-dimensional subspaces of Rn (the Grassmanian is a homogeneous manifold).
As shown in Neretin’s paper [18], this metric is the square root of the sum of squares of all
principal angles. Therefore, the two metrics are equivalent. We can consider a set of all (n, k)-
frames as a open set of Rnk equipped with the metric of Rnk. Clearly, detBS is a continuous
function of S in this metric. Hence, BSS is a continuous function on the set of all (n, k)-frames,
and one can see that a sufficiently small neighbourhood in Ω(n, k) of an (n, k)-uframe S is the
image of the proper neighbourhood of S in the set of all (n, k)-frames under the mapping BS.
Any element Hk of the Grassmanian can be obtained as a proper H
S
k (not in a unique way), and
the Hausdorff distance depends smoothly on S. Combining this with the previous observation,
we get that a small enough neighbourhood of an (n, k)-uframe S is homeomorphic to the proper
neighbourhood of HSk in the Grassmanian, and the latter covers all of the Grassmanian. But
this means that the local extrema are the same for the both problems.
3. Perturbations of frames
Our main idea is to transform given (n, k)-uframe S to a new one S ′; and in case S gives
an (local) extremum of (2.2) we get the inequality for vol(♦n|S) and vol(♦n|S ′). Let us explain
this approach.
The first observation is that we can transform any (n, k)-frame S = {v1, . . . , vn} to an (n, k)-
uframe S ′ using a linear transformation L : S ′ = LS = {Lv1, . . . , Lvn}, or, equivalently, any
non-degenerate centrally symmetric polytope in Rk is an affine image of a projection of a high
dimension cross-polytope.
For an (n, k)-frame S = {v1, . . . , wn}, by definition put
BS = A
− 1
2
S =

∑
i∈[n]
vi ⊗ vi


− 1
2
.
The operator BS is well-defined as the condition LinS = R
k implies that AS is a strictly positive
operator. Clearly, BS maps any (n, k)-frame S to the (n, k)-uframe:
n∑
i=1
BSvi ⊗ BSvi = BS
(
n∑
i=1
vi ⊗ vi
)
BTS = BSASBS = Ik.
This means that our conjectures can be rewritten in the following way.
Conjecture 3.1. Let S = {v1, . . . , vn} be an (n, k)-frame and by definition put P = co{±v1, . . . ,±vn}
and Q = ∩n1{x ∈ Rk | |〈x, vi〉| 6 1}. Then
C♦(n, k) vol♦
k 6
volP
detBS
6 vol♦k; volk 6 volQ · detBS 6 C(n, k) volk.
5Then, in order to obtain properties of extremizers, we will consider a composition of two
transformations:
(3.1) S
T−→ S˜ BS˜−→ S ′,
where T will be chosen in a specific way and BS˜ just maps S˜ = T (S) to a new (n, k)-uframe
S ′, for example
PSfrag replacements v T : v → 0 BS˜
Figure 1. Here we map one vector to zero.
Finally, it is easy to write an inequality on the volumes of ♦n|S and ♦n|S ′ :
Lemma 3.2. The maximum (or minimum) in (2.2) is attained on an (n, k)-uframe S = {v1, . . . , vn}
iff the following inequality holds for an arbitrary (n, k)-frame S˜
(3.2)
vol(♦n|S˜)
vol(♦n|S) 6
√
detAS˜ (or >).
Proof.
As mentioned above, BS˜S˜ is an (n, k)-uframe, and clearly, vol(♦
n|BS˜S˜) = detBS˜ vol(♦n|S˜).
The (n, k)-uframe S is a maximizer iff vol(♦n|BS˜S˜) 6 vol(♦n|S) for an arbitrary (n, k)-frame
S˜. Using these observations and the definition of BS, we have
vol(♦n|S˜)
vol(♦n|S) =
1
detBS˜
vol(♦n|BS˜S˜)
vol(♦n|S) 6
1
detBS˜
=
√
detAS˜.

Choosing a proper simple transformation T, we may calculate the left-hand side of (3.2)
in some geometric terms. We consider several simple transformations: Scaling one or several
vectors, moving one vector to the origin, mapping one vector to another. On the other hand,
the determinant in the right-hand side of (3.2) can be calculated for the mentioned above
transformations. In particular, the following first-order approximation of the determinant was
obtained by the author in [11, Corollary 6.1].
Lemma 3.3. For an arbitrary (n, k)-uframe S the following identity holds
√
detAS′ = 1 +
n∑
i=1
ti〈xi, vi〉+ o
(√
t21 + . . .+ t
2
n
)
,
where S ′ is obtained from S by the substitution vi → vi + tixi, i ∈ [n].
Also, since the composition of projections from Rn onto Rk and from Rk onto a subspace
H ⊂ Rk is a projection, we have.
Lemma 3.4. Let H be a supspace of Rk and P be the orthogonal projection onto H, let
S = {v1, . . . , vn} be an (n, k)-uframe. Then the vectors {Pv1, . . . , P vn} give a unit decom-
position in H.
64. Reduction of the problems
For a positive integer n, we refer to the set {1, 2, . . . , n} as [n]. The set of all ℓ-element
subsets (or ℓ-tuple) of a set M ⊂ [n] is denoted by (M
ℓ
)
.
On the other hand, we may consider the matrix AS as the matrix of a positive definite
operator and choose the most convenient orthonormal basis. For example, let M = Ik ± v ⊗ v.
Then
(4.1) detM = 1± |v|2.
Indeed, it is sufficient to consider M in an orthonormal basis of Rk in which the first basis
vector is collinear to v. Also, we will often use the identity
(4.2) trAS =
n∑
1
|vi|2 = k
for an (n, k)-uframe S = {v1, . . . , vn}.
By definition put S \ i is the set (vj)j 6=ij∈[n] for an (n, k)-frame S = {v1, . . . , vn},
Lemma 4.1. Let S ′ be a set of vectors obtained from an (n, k)-uframe S = {v1, . . . , vn} by
substitution vi → vi + tx, where t ∈ R, x ∈ Rk and a fixed index i. If |vi| < 1, then
(4.3) detBS′ =
√
1 + |BS\ivi|2
1 + |BS\iv|2 .
Proof.
Since |vi| < 1, we have that AS\i = I − vi ⊗ vi is a positive definite matrix. Hence, BS\i > 0.
Applying the affine transformation BS\i to S ′, we get a new (n, k)-frame S˜ = {v′1, · · · , v′n},
where v′j = BS\ivj, j ∈ [n] \ i, and v′i = BS\iv. By the definition of BS, we have that AS˜\i = Ik
and AS˜ = Ik + v
′
i ⊗ v′i. Hence, by (4.1), we get detAS˜ = 1 + |v′i|2 = 1 + |BS\iv|2.
By the same arguments,
detABS\iS = 1 + |BS\ivi|2.
As detAS = 1, we obtain
detBS′ =
1√
detAS′
=
√
detAS
detAS′
=
√
detABS\iS
detABS\iS′
=
√
1 + |BS\ivi|2
1 + |BS\iv|2 .

Using results from the previous section, we can simplify a configuration of extremizers for
(2.2).
The straightforward consequence of the following lemma is that if S = {v1, . . . , vn} is a
(local) maximizer for (2.2) then the non-zero elements of {±v1, . . . ,±vn} are pairwise distinct
vertices of ♦n|S.
Lemma 4.2. Let S = {v1, · · · , vn} be an (n, k)-uframe such that vi ∈ ♦n−1|(S \ i). Let S˜ be an
(n, k)-frame obtained from S by substitution vi → 0. By definition put S ′ = BS˜S˜. Then
vol(♦n|S) 6 vol(♦n|S ′),
and equality holds iff vi = 0.
Proof.
Indeed, we have that ♦n|S = ♦n|S˜ and, obviously, BS˜ > BS = I (moreover, the equality holds
iff vi = 0). Therefore,
vol(♦n|S ′) = detBS˜ vol(♦n|S˜) > vol(♦n|S˜) = vol(♦n|S).

7Moreover, we can change vi in a continuous way vi → (1 − λ)vi, where λ ∈ [0, 1], while
increasing the volume of ♦n|S ′.
Using the same arguments and (4.3), we get
Corollary 4.3. Let S˜ be an (n, k)-frame obtained from S by substitution vi → v. If |vi| < 1,
|BS\ivi| 6 |BS\iv| and ♦n|S˜ ⊂ ♦n|S, then for an (n, k)-uframe S = BS˜S˜, we have
vol(♦n|S ′) 6 vol(♦n|S).
Equality holds iff |BS\ivi| = |BS\iv| and ♦n|S˜ = ♦n|S.
Now we are ready to prove some simple properties of extremizers for (2.2). Let us start with
the minimizers.
Lemma 4.4. If min
S∈Ω(n,k)
vol (♦n|S) is attained on S = {v1, . . . , vn}, then
(1) all vectors |vi| are vertices of ♦n|S;
(2) |vj| 6
√
2|vi|, for any i, j ∈ [n];
(3) at most ⌊n
k
⌋+ 1 vectors of S may be collinear.
Proof.
1) Suppose vector vi is not a vertex of ♦
n|S. Then vi is a convex combination of some other
vectors of S and −S. The same is true for BS\ivi and BS\iS. Therefore, by the triangle inequal-
ity, we have that |vi| < 1 and there exists j ∈ [n] such that |BS\ivi| < |BS\ivj |. Let S˜ be an
(n, k)-frame obtained from S by substitution vi → vj. We have that |vi| < 1, |BS\ivi| < |BS\iv|
and ♦n|S˜ ⊂ ♦n|S, Applying Corollary 4.3 for the (n, k)-uframe S, we get a new (n, k)-uframe
S ′ such that vol (♦n|S ′) < vol (♦n|S) . This contradicts to the initial choice of S.
2) If |vi| > 1√2 , there is nothing to prove. Assume |vi| < 1√2 and |vj| >
√
2|vi| for a fixed j ∈ [n].
Let S˜ be an (n, k)-frame obtained from S by substitution vi → vj .
Clearly, 0 < AS\i 6 AS = Ik and, consequently, BS\i > Ik. Therefore,
∣∣BS\ivj∣∣ > |vj|. It
easy to see that the affine map BS\i just scales the space in the direction vi with the coefficient
1√
1−|vi|2
. That is, BS\ivi =
vi√
1−|vi|2
. One can see that∣∣∣∣∣ vi√1− |vi|2
∣∣∣∣∣ 6
√
2|vi| < |vj| 6
∣∣BS\ivj∣∣ .
Using the same arguments as above, we get that vol (♦n|S ′) < vol (♦n|S) , where S ′ = BS˜S˜
This completes the proof of the second assertion of the lemma.
3) Assume the contrary. Let the vectors v1, · · · , vd be collinear, where d > ⌊nk ⌋ + 2. By the
assertion (1), we can assume that v1 = · · · = vd. Consider the affine transformation BS\1.
We have that BS\1v1 = · · · = BS\1vd and that the vectors BS\1v2, · · · , BS\1vn give a unit
decomposition in Rk. Applying Lemma 2.2, we get
|BS\1v2|2 + · · ·+ |BS\1vd|2 6 1.
Therefore, |BS\1v1| = |BS\1v2| 6
√
1
d−1 . Again, since the vectors BS\1v2, · · · , BS\1vn give a unit
decomposition and by Lemma 2.2, there exists j ∈ [n] such that
|BS\1vj | >
√
k
n− 1 >
√
k
n
>
√
1
d− 1 > |BS\1v1|.
Let S˜ be an (n, k)-frame obtained from S by substitution v1 → vj and S ′ = BS˜S˜. Using the
same arguments as above, we get that vol (♦n|S ′) < vol (♦n|S) . This contradicts the initial
choice of S.
8
And again, in all assertions of this lemma we can transform S to S ′ in a continuous way
while decreasing the volume in a monotonic way. And now, we are ready to describe all Hk
such that C♦(n, k) is attained.
Lemma 4.5. The constants C♦(n, k) and C(n, k) are given by (1.3) and they are attained on
the same subspaces. All such subpspaces are given by the following rule:
(1) we partition [n] in k sets such that the cardinalities of any two sets differ in one at most;
(2) let set {i1, . . . , iℓ} be one of the sets of partition. Then, choosing arbitrary signs, we
write the system of linear equations
±x[i1] = . . . = ±x[iℓ];
(3) our subspace is the solution of the system of all equations written for each set of the
partition on the step (2).
Proof.
By the duality argument, ♦n|Hk is an affine cross-polytope iff n ∩ Hk is an affine cube.
Therefore, vol (♦n|Hk) ·vol (n ∩Hk) = vol♦k ·volk in case ♦n|Hk is an affine cross-polytope.
Hence, the first claim is proven.
Let Hk be such that C♦(n, k) is attained and let {±a1, . . . ,±ak} be the vertices of ♦n|Hk.
By the first assertion of Lemma 4.4, we have that the projections vi of the vectors ei are the
vertices ♦n|Hk, i.e. vi coincides with ±aj for a proper sign and j ∈ [k]. Or, equivalently, we
partition [n] in k sets and Hk is the solution of a proper system of linear equations constructed
as in (2) and (3), except we have not proved that (1) holds yet. Let us prove this assertion.
Let di vectors of the standard basis project onto a pair ±ai. Identifying Hk with Rk and using
Lemma 2.2, we conclude that ai and aj are orthogonal whenever i 6= j. Therefore, |ai|2 = 1di
and
(4.4) vol (♦n|Hk) = 2
k
k!
1√
d1 · . . . · dk
.
Suppose di > dj +2 for some i, j ∈ [k]. Then di · dj 6 (di− 1)(dj +1). By this and by (4.4), we
show that (1) holds.
It is easy to see that there are exactly n−k⌊n
k
⌋
of di’s equal
⌈
n
k
⌉
and all others k−(n− k⌊n
k
⌋)
are equal to
⌊
n
k
⌋
. That is, C♦(n, k) is given by (1.3). This completes the proof.

The simple Lemma 4.2 allows us to bound efficiently n for a maximizer of (2.2).
Lemma 4.6. Denote V (n, k) = max
S∈Ω(n,k)
vol (♦n|S). Then V (n, k) 6 V (k3, k).
Proof.
Let us show that V (n, k) > 2
k
V (n− 1, k− 1). Indeed, consider an (n− 1, k− 1)-uframe S1 such
that vol (♦n−1|S1) = V (n− 1, k − 1). Adding ek to S1, we obtain a new (n, k)-uframe, lets call
it S. Obviously, vol (♦n|S) = 2
k
vol (♦n−1|S1) . The needed inequality is proven.
Let S = {v1, . . . , vn} be an (n, k)-uframe such that vol (♦n|S) = V (n, k), and let n > k3. By
Lemma 4.2, we conclude that all vectors of S are non-zero vectors (otherwise we can omit them
and decrease n). Since
n∑
1
|vi|2 = k, there exists i such that |vi| 6
√
k
n
. By Lemma 3.4, the
projections of {v1, . . . , vn} onto the hyperplane H i perpendicular to vi give a unit decomposition
in Hi. As vi projects at zero, we may consider all others projections as an (n−1, k−1)-uframe,
which we denote S1. On the other hand, we have
V (n, k) = vol (♦n|S) 6 2|vi| vol
(
♦n−1|S1
)
<
2
k
V (n− 1, k − 1).
9We come to a contradiction.

5. Geometric constructions and properties of maximizers
As mentioned above, to use of Lemma 3.2, we need to understand the geometry behind
left-hand side of (3.2). For this purpose we introduce the following definitions.
Let {±v1, . . . ,±vn} be a set of pairwise distinct vectors and the vertex set of a centrally
symmetric polytope P.
We use F(v) to denote the set of facets of P incident to its vertex v. Then we define a star
of the vertex v of P as follows
NP (v) =
⋃
F∈F(v),F∈F(−v)
co{F, 0}.
By definition put QP (v) = P \NP (v) and RP (v) = co{±vi|vi 6= ±v}, we call these sets a belt
and a rest of the vertex v in P, respectively.
PSfrag replacements
v v v
QP (v)NP (v) RP (v)
Figure 2. The star, the belt and the rest of vertex v for the regular hexagon P .
By symmetry, NP (v) = NP (−v) , QP (v) = QP (−v) and RP (v) = RP (−v).
Also, for any vertex v of P we have
(5.1) volP = volQP (v) + volNP (v);
and
(5.2) volNP (v) > 0.
By definition put Pλ(v) = co{R(v),±λv}. The idea behind this notation is that we will
slightly scale one vertex of the projection of the cross-polytope and will write the first-order
necessary condition for such a transformation of a uframe.
Lemma 5.1. Let v be a vertex of P . Then volPλ(v) is a convex function on λ and there exists
small enough ε such that
(5.3) volPλ(v) = volQP (v) + λ volNP (v),
for λ ∈ [1, 1 + ε].
Proof.
By symmetry, we assume that λ > 0. All affine hyperplanes containing facets of RP (v) divides
a line {tv | t ∈ R} in several intervals. The function volPλ(v) is linear on each interval. Clearly,
we can only increase the slope of the linear functions while increase λ. This means that we
have proven the convexity of the function.
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For small enough positive ε the interval (v, (1 + ε)v] belongs to one of the above mentioned
intervals. It is easy to see that for each facet F incident to the vertex v the volume of co{F, λv, 0}
is λ vol co{F, 0} for λ > 1. By the choice of ε and by construction, we see that
volPλ(v) = volQP (v) +
∑
F∈F(v),F∈F(−v)
vol(co{F, λv, 0}) = volQP (v) + λ volNP (v).
This completes the proof.

As soon as the function volPλ(v) is linear in some open neighborhood of 1, we can write a
first-order necessary condition for mazimizers and minimizers for (2.2). Moreover, this is the
main observation in our proof of Theorem 1.5. Unfortunately, the function volPλ(v) is not
linear in some open neighborhood of 1 in a general case, for example, see the corresponding
polytopes for 3-dimensional cube in Figure 3. One can show that this function is linear in some
neighborhood of 1 if and only if all facets incident to v are simplices.
Figure 3. Scaling the corresponding opposite vertices of the cube along the
green line, we obtain different combinatorial structure and linear coefficients.
Lemma 5.2. ∑
i∈[n]
volN(vi)
volP
> k.
The bound is tight iff P is a simplicial polytope.
Proof.
Let F be a facet of P with f vertices. Then the ratio vol(co{F,0})
volP
is a summand of exactly f
ratios volN(v)
volP
. Since f > k, we have that∑
i∈[n]
volN(vi)
volP
> k
∑
F∈FP
vol(co{F, 0})
volP
= k
volP
volP
= k,
where FP is the set of all facets of P. Obviously, we have equality here only iff P is a simplicial
polytope.
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
Now we are ready to prove a geometric necessary condition for (2.2).
Theorem 5.3. Let a S = {v1, . . . , vn} be an (n, k)-uframe such that a local maximum of (2.2)
is attained on S. Then ♦n|S is a simplicial polytope and for every vertex v of ♦n|S we have
that |v|2 = volN(♦n|S)(v)
vol(♦n|S) .
Proof.
Denote P = ♦n|S. Let vi ∈ S be a vertex of P. Let S˜ be an (n, k)-frame obtained from S by
substitution vi → vi + tvi. Substituting identities given by Lemma 3.3 and Lemma 5.1 into
inequality (3.2), we get
1 + t|vi|2 + o(t) > volQP (vi) + (1 + t) volNP (vi)
volP
= 1 + t
volNP (vi)
volP
,
for a sufficiently small positive t. From this, we obtain that |vi|2 > volNP (vi)volP . By Lemma 4.2, we
have that all non-zero elements of {±v1, . . . ,±vn} are pairwise distinct vertices of P. Therefore,
by (4.2), we have
k =
∑
i∈[n]|vi 6=0
|vi|2 >
∑
i∈[n]|vi 6=0
volNP (vi)
volP
.
And finally, by Lemma 5.2, the right-hand side is at least k and it is k if and only if P is a
simplicial polytope. Therefore, all inequalities are tight. This completes the proof.

Theorem 5.3 implies that in case of local maximum we can slightly perturb all vectors of
a uframe (for a sufficiently small perturbation the images of zero vectors of S remain in the
interior and don’t affect the volume). Moreover, we can use all proper transformations described
in Section 3, which, along with Lemma 3.2, give us some geometric restriction for the uframe
to give a local maximum.
6. Proofs of Theorem 1.5 and Theorem 1.2
Proof of Theorem 1.5. It is sufficient to prove the lower bound for the volume of a projection
of the cross-polytope. Since the dual problem for the cube is a direct consequence of the two-
dimensional Mahler inequality [15].
Let us show that the assertion of Conjecture 1.4 is true for k = 2. The main observation is
that polygons are simplicial polytopes. Therefore, we can use identity 5.3 for the projection.
Let S = {v1, · · · , vn} be an (n, k)-uframe such that vol (♦n|S) is the global minimum of (2.2).
Denote P = ♦n|S and let v be a vertex of P. Clearly, v ∈ {±v1, · · · ,±vn}, and, by Corollary
4.3, we know that {±v1, · · · ,±vn} are vertices of P. Let exactly d pairs ±v1, . . . ,±vd coincide
with ±v. Let S˜ be an (n, k)-frame obtained from S by substitution vi → (1+ t)vi, where i ∈ [d]
and t ∈ (−ε, ε) for a sufficiently small ε. That is, we do not change a combinatorial type of P.
Using identities (4.1), (5.3) and Lemma 3.2, we obtain
1 + t
volNP (v)
volP (v)
>
√
1 + (2t+ t2)d|v|2.
Since t ∈ (−ε, ε), the linear part in t on the both sides of the inequality coincide, and, as
the quadratic part is only in the right-hand side, the coefficient at t2 on the right must be
non-positive. This coefficient is
C =
(d|v|2)2 − d|v|2
2
.
Since S is an (n, k)-frame and by Lemma 2.2, we have that d|v|2 ∈ (0, 1]. Therefore, C 6 0 if
and only if d|v|2 = 1. Again, by Lemma 2.2, this implies that 〈vj, v〉 = 0 for j > d, and, by
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(4.2), P has only two pairs of centrally symmetric vertices. Or, equivalently, P is a rhombus.
The optimal constant in this case was found in Lemma 4.5.

Actually, we used only that S is a local minimum to prove that ♦n|S is a rhombus in The-
orem 1.5. This means that all local minima are attained on rhombus. But the maximization
problem is more sophisticated in this sense.
Proof of Theorem 1.2. The main idea is to use substitution v → 0 for an appropriately
chosen vector v of a maximizer. Such a transformation is not continuous, and, as will be
shown in the next section, we cannot transform an arbitrary (n, k)-uframe to obtain the global
maximum while increasing the volume of the generated projection of the cross-polytope in a
monotonic way.
So, let S = {v1, · · · , vn} be an (n, k)-uframe such that the global maximum of (2.2) is
attained on it, and denote P = ♦n|S. By Lemma 4.2, we assume that {±v1, . . . ,±vn} are
pairwise distinct vertices of P. Choose a vertex v of P such that |v| < 1 (if |vi| = 1 for all i ∈ [n]
then, by Lemma 2.2, n = k and vectors of S form an orthonormal basis, and P is the standard
cross-polytope). Let t ∈ (0, 1) such that tv is on the boundary of the set RP (v) (if t = 0 then
|v| = 1). Then, the theorem follows from the inequality
(6.1)
1
2
>
x
1 + x
> t >
x√
n− 1√1− x2 ,
where x =
√
1− |v|2 ∈ (0, 1). Before proving this inequality, let us complete the proof using it.
As a straightforward consequence, we obtain the following chain of equivalent inequalities:
x
1 + x
>
x√
n− 1√1− x2 ⇔
1− x
1 + x
>
1
n− 1 ⇔ 1−
2
n
> x.
By identity (4.2) , x can be chosen such that x >
√
1− k
n
. Substituting this in the last inequality,
we obtain
1− 4
n
+
4
n2
> 1− k
n
⇔ k > 4− 4
n
.
Finally, if k = 2, n > 3 and if k = 3, n > 4 we are done. As mentioned in the Introduction, the
hyperplane case (in particular, k = 3 and n = 4) was proven by K. Ball in [4].
Let us prove inequality (6.1). We assume v = v1. Let S˜ be an (n, k)-frame obtained from S
by substitution v1 → 0. Then, by (4.1) and by Lemma 3.2, we obtain
(6.2)
√
1− |v2| >
vol
(
♦n|S˜
)
volP
.
But ♦n|S˜ is precisely RP (v). The rest of v in P is the union of the two internally disjoint sets
(1) the belt QP (v), which, by Theorem 1.5, has the volume (1− |v|2) volP ;
(2) the intersection of the rest and the star of the vertex v; this set contains tv, and,
therefore, its volume is at least t volNP (v), which is, by Theoren 1.5, t|v|2 volP .
Returning to inequality (6.2), we obtain
√
1− |v|2 > (1− |v|2) + t|v|2 ⇔
√
1− |v|2 − (1− |v|2)
|v|2 > t ⇔
x
1 + x
> t.
Let H be the supporting hyperplane to RP (v) at tv and ℓ be its orthogonal complement.
Then, by Lemma 3.4, the projections {v′1, . . . , v′n} of vectors of S onto ℓ give a unit decomposi-
tion in ℓ, hence
∑
i∈[n]
|v′i|2 = 1. On the other hand, the projection of v has the length at most |v|
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and the projections of all others have the length at most t|v|. This means that we have proven
inequality |v|2 + (n− 1)t2|v|2 > 1, or, equivalently,
t >
x√
n− 1√1− x2 .
This completes the proof of inequality (6.1) and the proof of the theorem.

7. Local maxima
Lemma 7.1. Let W = {w1, w2, w3} be an (3, 2)-uframe such that ♦n|W is the regular hexagon.
Then W is the local maximum of (2.2).
Proof.
Let Ω ⊂ Ω(3, 2) be a set of all (3, 2)-uframes S = {v1, v2, v3} such that all three vectors v1, v2, v3
are on the boundary of ♦n|S. It is a closed set. Hence, there exists the global maximum of (2.2)
on Ω. Let it be attained on an (3, 2)-uframe S = {v1, v2, v3}.
We begin with excluding the degenerate case when the generated projection of a cross-
polytope is a parallelogram, we assume v3 ∈ [v1, v2]. Then the vector v3 is perpendicular to
the segment [v1, v2], otherwise we increase the volume and decrease the determinant in (3.2)
slightly rotating v3. Choosing v3 as a direction of the first orthonormal basis of the plane and
using the assertion (4) of Lemma 2.2, we obtain that
S =
(
1/
√
3, 1/
√
3, 1/
√
3
±1/√2, ∓1/√2, 0
)
.
Clearly, vol (♦n|S) < vol (♦n|W ) .
Now, let ♦n|S be a hexagon, see notation in Figure 4.
PSfrag replacements
v3v2
v1
A1
A2A3
A4
A5 A6
O
Figure 4. Illustration for Lemma 7.1.
In this case S is in the interior of Ω, and, therefore, we can perturb S slightly and use Lemma
3.2:
(1) Performing again a small enough rotation of v3, we obtain that v3 ⊥ [v1, v2].
(2) Using a substitution v1 → v1 + tv2, v2 → v2 − tv1 and inequality (3.2), we get that the
triangles OA1A2 and OA2A3 have the same area.
Therefore, A5A2 is a median and an altitude of the triangle A1A3A5, hence it is an isosceles
triangle. By the symmetry, the triangles A1A3A5 and A2A4A6 are equilateral and O is their
common center. We conclude that ♦n|S is a regular hexagon. This completes the proof.
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
Again, by Lemma 4.2, we can add zero vectors to W and a new (n, 2)-uframe remains a local
maximum of (2.2). Moreover, for a given local maximum for Ω(n, k) we can construct a new
local maximum for Ω(n + 1, k + 1).
Lemma 7.2. Let S ⊂ Ω(n, k) give a local maximum of (2.2). Consider S1 obtained from S as
follows
• considering the standard embedding Rk ⊂ Rk+1, we extend all vectors of S by adding
zero in the last (k + 1)-st coordinate;
• add ek+1.
Then S1 ⊂ Ω(n+ 1, k + 1) and it gives a local maximum of (2.2) for Ω(n + 1, k + 1).
Proof.
By Theorem 5.3, ♦n|S is a simplicial polytope. Hence, we can subdivide it into non-overlapping
simplices of the type co{F, 0}, where F is a facet of ♦n|S. Then S1 is a simplicial polytope as
well, and simplices co{F, 0,±ek+1} subdivide ♦n+1|S1. Let S ′1 = {v1, . . . , vn+1} ⊂ Ω(n+1, k+1)
be a sufficiently small perturbation of S1 (where vn+1 is a perturbation of ek+1) and H
⊥ be
the orthogonal complement to vn+1 in R
k+1. Denote by P⊥ the projector onto H⊥. Then, by
linearity and since ♦n+1|S ′1 and ♦n+1|S1 have the same combinatorial structure, we have
vol
(
♦n+1|S ′1
)
=
∑
(vol co{F, 0, vn+1}+ vol co{F, 0,−vn+1}) =∑
(vol co{P⊥F, 0, vn+1}+ vol co{P⊥F, 0,−vn+1}) = vol
(
♦n+1|S2
)
,
where the summations are over all (k−1)-dimensional faces of ♦n+1|S ′1 generated by the vectors
{±v1, . . . ,±vn} and S2 = {P⊥v1, . . . , P⊥vn, vn+1}.
By Lemma 3.4, S3 = {P⊥v1, . . . , P⊥vn} give a unit decomposition in H⊥ and it can be
considered as a sufficiently small perturbation of S. Therefore, by the choice of S, we have
vol
(
♦n+1|S ′1
)
= vol
(
♦n+1|S2
)
=
2
k + 1
|vn+1| vol (♦n|S3) 6 2
k + 1
vol (♦n|S) = vol (♦n+1|S1) .
That is, S1 gives a local maximum.

Summarizing, we have just proved.
Theorem 7.3. For any n > k > 2 there exists a local and not the global maximum of (2.2).
Therefore, it is not sufficient to use only a necessary condition of local maximum (for example,
Theorem 5.3) in order to prove Conjecture 1.1. Our approach in a lower dimensional case is to
map one vector to the origin, and it works for k = 2, 3. We don’t know whether our approach
works in a higher dimensional case. The following questions remain open: can we delete one
(or even several) vertex, transform to a new uframe (using the scheme S → S˜ → S ′) and
increase the volume for an arbitrary polytope in Rn? Is it true that the maximum volume of
the projection with 2ℓ vertices is a decreasing function of ℓ?
8. Isotropic measures
If µ is a finite Borel measure on Rk, then supp(µ) will denote its support. Recall that a
finite Borel measure µ on Rk is said to be isotropic if∫
Rk
v ⊗ v µ(dv) = Ik.
Usually, isotropic measures with support on the unit sphere are considered. Such measures
appear naturally in John’s condition for the unique ellipsoid of maximal volume in a convex
body. Let us recall John’s well-known result [12].
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Theorem 8.1 (F. John). The Euclidean unit ball Ek is the ellipsoid of maximal volume con-
tained in a convex body K ∈ Rk iff Ek ⊂ K and, for some n > k, there are Euclidean unit
vectors (ui)
n
1 , on the boundary of K, and positive numbers (ci)
n
1 for which
(1)
n∑
1
ciui = 0;
(2)
n∑
1
ciui ⊗ ui = Ik, the identity on Rk.
Identity (2) is called John’s condition. One can see that John’s condition says that the measure
µ(x) =
n∑
1
ci δui(x)
is an isotropic measure. Using this observation and his version of the Brascamb–Lieb inequality,
Keith Ball [2] found tight upper bounds on the volume of a cross section of n-dimensional cube,
and, in [3], he established the celebrated reverse isoperimetric inequality. Isotropic measures
are closely related and studied in the context of the isotropic constant conjecture [17], Kannan-
Lova´sz-Simonovits conjecture [13], the thin shell conjecture and etc. To get more information
about isotropic measures and related problems, we refer the reader to [9].
We consider finite Borel isotropic measures in which all points of the support have the unit
mass, i.e., µ(x) =
n∑
1
δvi(x), where the vectors {v1, . . . , vn} satisfy
(8.1)
n∑
1
vi ⊗ vi = Ik,
i.e., they give a unit decomposition in Rk.
Clearly, if unit vectors (ui)
n
1 and positive numbers (ci)
n
1 satisfy John’s condition (or, equiv-
alently, µ1(x) =
n∑
1
ci δui(x) is an isotropic measure) then the vectors vi =
√
ciui, for i ∈ [n],
give a unit decomposition in Rk (or, equivalently, µ2(x) =
n∑
1
ci δui(x) is an isotropic measure).
And the inverse statement holds, if vectors {v1, . . . , vn} give a unit decomposition in Rk then
the vectors
ui =
vi
|vi| for i ∈ [n] such that |vi| 6= 0
satisfy John’s condition.
In addition, we allow some vectors of {v1, . . . , vn} to coincide. Considering this general-
ization, Lemma 2.2 gives a complete geometric description of a property of a set of vec-
tors {v1, . . . , vn} to be such that µ(x) =
n∑
1
δvi(x) is an isotropic measure. More precisely,
µ(x) =
n∑
1
δvi(x) is an isotropic measure if and only if the vectors {v1, . . . , vn} are projections
of some orthonormal basis of Rn onto Rk.
We think that there are some advantages of this approach (to consider the unit masses and
the support inside the unit ball):
• By Lemma 2.2, we have a simple geometric description of such measures.
• By the properties of BS, we have an explicit expression how to transform a given non-
degenerate finite measure to an isotropic measure with unit masses.
• By Lemma 3.4, an orthogonal projections of such a measure is still an isotropic measure
with the unit masses.
• By Lemma 3.2, we have the first order approximation of the corresponding determinants,
which allows us to write a necessary condition for different problems similar to (1.1).
16
For example, the author used the same approach to study of the maximizers of the
projections of a cube In = [0, 1]n in [11]. We formalize this observation below.
Let us explain for what kind of problems we can use the same approach. The main obser-
vation here is that we only use the fact that the volume is a positive homogeneous function:
vol T (K) = | detT | volK in Lemma 3.2. So, let Ψ be a function from the set of all (n, k)-frames
to R+ such that Ψ(T (S)) = | det T | · Ψ(S) for any (n, k)-uframe S and linear transformation
T. Then we can rewrite the inequality from Lemma 3.2 in the following way:
(8.2)
Ψ(S˜)
max
Ω(n,k)
Ψ(S)
6
√
detAS˜ .
Using the same arguments as in Section 2, we may consider Ψ|Ω(n,k) to be the function
on the Grassmanian of all k-dimensional subspaces of Rn. For example, Ψ|Ω(n,k) can be the
volume of the projection of the standard cross-polytope, a cube In = [0, 1]n, the standard
simplex co{0, e1, . . . , en} on a k-dimensional subspace or, even, 1/vol ([−1, 1]n ∩Hk) for a k-
dimensional subspace Hk. We have to notice that F. Filliman used a very similar approach in
[8], but his studies did not involve geometry, which gives us our necessary conditions. However,
having a first order approximation for the determinant in the right-hand side of (8.2), we may
get more information about local maximizers for Ψ. For example, by subdifferential calculus,
we have
Corollary 8.2. If Ψ is a convex function in some neighborhood of its local mazimizer
S ∈ Ω(n, k) then Ψ is a differentiable function at S and the first derivative can be found
from the coincidence of the linear parts in (8.2).
We use this observation in this paper in a implicit way, and the author used it for the
projections of a cube In = [0, 1]n in [11]. Actually, the local convexity of Ψ is a rather typical
situation when we consider the volume of the projection of a polytope in Rn onto a k-dimensional
subspace, as the latter is piecewise linear on the corresponding Grassmanian by Theorem 1 in
[8].
Remark 8.3. As the identity has the largest determinant among all positive-definite operators
with the trace equals k, we may consider bigger set of frames than Ω(n, k) when we study
the maxima and the maximizers of Ψ. More formally, we use Λ(n, k) to denote the set of all
(n, k)-frame S = {v1, . . . , vn} such that
n∑
i=1
|vi|2 = k. Then
max
S∈Ω(n,k)
Ψ(S) = max
S∈Λ(n,k)
Ψ(S).
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