Second, all user interaction is based on simple sketches and scribbles. To search for an image part, users only need to enter a few rough feature lines of that part.
Overall, synthesizing novel imagery with our system requires only two simple interaction steps:
1. Sketch outlines depicting the desired scene element. 2. Select the best-matching result.
Users repeat these steps until the scene contains all the desired elements (see Figure 1 ).
The Challenges in Creating Photosketcher
Photosketcher is based on a previous system we designed (see the "Related Work in Synthesizing Composite Images" sidebar). Creating it involved two major technical challenges.
Sketch-Based Search
The first challenge was finding images that resemble the user's sketch. Searching image collections is itself a problem, and queries using sketched feature lines as input are an even bigger problem. Because a sketch contains less detail than a photograph, a larger variety of images can be matched, and the search will be less precise.
So, we identified four desirable properties for a search engine that uses sketched feature lines as input. First, the search should be reasonably precise (even with sparse input) and give matches perceptually similar to the sketch. Second, it should be invariant to the sketch's absolute position on the canvas so that users can search for parts of images Photosketcher synthesizes novel images, using only sparse user sketches as input. Whereas all photo sketch systems aim to synthesize realistic novel photographs, Photosketcher is the first to interactively work with large collections of untagged images.
without regard to an element's absolute position in the original image. Third, it should tolerate local and global deformations so that sketches don't need to exactly depict the photographed objects' outlines and proportions. Finally, it should be fast, yielding interactive retrieval rates even on large collections.
To achieve these goals, we based our search on a bag-of-features (BoF) approach, a popular technique for example-based image retrieval. (For more on BoF, see the related sidebar.) BoF outperforms other approaches and, because it uses local features, is translation invariant and tolerant against local and global deformations. To obtain fast retrieval rates, we employ inverted indexes, a well-proven technique from text retrieval that easily handles huge collections.
Composing Images
The second challenge was forming a realistic image from the search results. This is difficult because humans are sensitive to artifacts arising from a naïve composite. If the parts differ in texture, color, or illumination, a visible seam around the composition destroys the illusion of a realistic image. We address this by hiding the seam in less noticeable regions using graph-cut optimization.
The retrieved parts might also have a different perspective, making the composite image appear distorted. We don't try to fix this algorithmically but rather rely on the sheer amount of data available in today's image collections. As the number of images in a collection increases, the probability that it contains an element with a matching perspective increases. Rather than forcing users to accept an automatic composite (which might or might not fit their intention), we start from an automatically generated composite. Photosketcher's scribblebased interface gives users options for interactively improving the automatically generated seam.
Novice users can quickly generate compound images using the system. Its power stems from exploiting the vast number of existing images, which offsets obvious search and composition deficits.
Sketching
Using only text queries to query the database would be too imprecise, and example-based querying isn't an option because the required examples typically aren't at hand. Sketching feature lines is a natural, simple way to quickly communicate the mental concept of a shape. Additionally, Photosketcher uses only information in the images themselves rather than using additional metadata (such as keywords), so it works on arbitrary image collections. We allow only binary sketches-feature lines don't carry color information. (We initially experimented with colored strokes, but users had difficulty exploiting this additional input dimension.)
One loop of Photosketcher image generation comprises three steps:
1. Sketch and retrieve. Users sketch binary outlines to define the desired shape of the content. We use this sketch to query a large image collection. The query produces a small set of pictures with similar structures. 2. Transform and select. After choosing a query result, users draw a closed boundary around the desired part. This defines an initial selection, which the user then translates and scales until the element is in the right position. 3. Extract and composite. Using a stroke-based interface, users iteratively refine the composition by drawing scribbles to indicate additions or deletions.
Once the element is merged into one image, the user sketches the next desired object or part. This loop repeats until the user is satisfied with the result. Figure 2 illustrates this workflow. Users can select an initial background image using an initial sketchand-retrieve step before the compositing loop begins.
Because the input device is a Cintix UX21 touchsensitive monitor, users can sketch their queries naturally, as if using pen and paper.
Searching
As we mentioned before, Photosketcher uses a BoF approach for sketch-based retrieval, which we accelerate using inverted indices. In particular, we use an approach that generalizes BoF searching for sketch-based image retrieval and therefore fulfills our requirements. 
Edge Extraction
Preprocessing extracts the edge and contour information from the photographs in the image collection. This offline process occurs only once for each photo. Ideally, the resulting edge images would be perceptually very close to user sketches and retain only those edges that users are likely to sketch. This problem is difficult; we resort to the standard approach of extracting Canny edges from the images.
Sampling
We perform random sampling in image space, using 500 random samples per sketch or edge image. We don't apply interest-point detection because the sketches are typically sparse and have few detectable interest points. We also don't apply scale-space detection in the sketch space, although this could be an interesting direction for future G raphcut textures introduced the first approach for synthesizing novel texture images by copying irregularly shaped parts (optimized using graph cuts) from multiple source textures. 1 The following systems use a variant of this technique to avoid visible seams in the final composite image or texture.
Aseem Agarwala and his colleagues introduced a framework for interactive digital photomontage (IDP).
2 Given a stack of photographs and image objectives that encode the properties desired in the final composite, IDP optimizes graph cuts to find a composite that best fulfills all objectives.
Graphcut textures and IDP inspired the compositing stage in Photosketcher (see the main article); the main difference lies in the types of images they use to form the composite. In both graphcut textures and IDP, the source images are closely related and depict the same scene or object with slightly different properties (such as depth of field, face expression, or illumination). Photosketcher typically selects parts from a large number of unrelated images; this makes compositing them into a seamless result image more difficult.
Carsten Rother and his colleagues devised AutoCollage, which creates a convincing collage by automatically assembling representative elements from a set of unrelated images. 3 AutoCollage formulates the collage as a set of optimization problems, which include ■ automatically selecting the regions of interest from the input images, ■ tightly packing the extracted regions into a collage such that important areas such as faces remain visible, and ■ making the seams between the collage elements visually undisturbing.
AutoCollage is similar to Photosketcher in that it assembles unrelated image content into a final result image. However, whereas AutoCollage produces a tightly packed collage of image elements, we aim to generate a realistic image that optimally would be indistinguishable from a real photograph. Matthew Johnson and his colleagues presented semantic photo synthesis, which synthesizes photographs (rather than collages) from parts of existing images. 4 Users create an image semantically similar to the desired one by placing text labels on a canvas. Those labels indicate the desired part's category and rough position.
Photo Clip Art lets users insert new objects-such as cars or humans-into existing photographs. 5 Unlike the other systems we describe here, it doesn't modify inserted objects. Instead, users choose from objects that already have the required properties (such as lighting, perspective, and resolution). If such objects exist, the resulting composite images are extremely convincing. The main difference between Photo Clip Art and Photosketcher, therefore, lies in the image data required. Whereas Photo Clip Art relies on a medium-sized collection of images that contains presegmented and annotated object instances, Photosketcher relies on the variety that comes with a much larger image collection (without any metadata).
Tao Chen and his colleagues developed Sketch2Photo, in which a text-labeled sketch indicating the desired picture's layout serves as input. 6 Using this input, Sketch2Photo performs an initial keyword search on large online image collections (such as Google Images). For each element, Sketch2Photo filters the resulting set of pictures to retain only the images that are easy to automatically composite. It then pastes them at the location indicated by the textlabeled sketch. The main difference from Photosketcher is that Sketch2Photo doesn't perform purely visual searches. Each user-drawn object must be annotated with a keyword; the system then performs a classic text-based search. Also, Sketch2Photo isn't interactive and might require hours to synthesize novel images, whereas Photosketcher provides interactive output such that users can edit and modify pictures in real time.
Johnson and his colleagues proposed CG2Real for cases in which a computer-generated rendition of the desired scene already exists. CG2Real replaces a CG image with parts of images from a large image collection. 7 The resulting composite image is structurally similar to the original CG image but seems more realistic.
Related Work in Synthesizing Composite Images
research. We discard all sample points that would result in extraction of an empty feature.
Feature Representation
We use the best-performing feature representation from some of our previous research: the sketch histogram of oriented gradients descriptor. 3 It's essentially a representation of the local image region as a histogram of oriented gradients. We use 4 × 4 spatial bins and eight orientational bins. This makes the descriptor very similar to the scale-invariant feature transform (SIFT) descriptor, except that we don't store information about edge direction. (Binary sketches don't contain information about edge direction; we therefore only store edge orientation information from 0 to π.) Also, the gradient magnitude is a constant for edges or sketch lines.
Learning a Visual Vocabulary
Given a training set of local features, we learn a visual vocabulary by performing standard k-means clustering. The resulting cluster centers (which are simply averages of all features in the cluster) make up the visual vocabulary. Each entry in the visual vocabulary is called a visual word.
We create our training set of local features by randomly sampling one million local features from all collection images. This approach ensures that the visual vocabulary comes from a wide variety of images and therefore is general enough to handle arbitrary user sketches. We use k = 1,000 clusters.
Building an Inverted Index
Given the visual vocabulary, we quantize each local feature to its nearest visual word (as measured using the standard Euclidean distance metric). As is standard for BoF approaches, we build an inverted index that maps a visual word to a list of images containing that word.
Sketch-Based Querying
Given a user sketch, Photosketcher retrieves similar images in four steps: 1. Sample and extract local features. 2. Quantize features against the visual vocabulary. 3. Look up the images in the inverted index that have at least one visual word in common with the sketch. 4. Rank those images using TF-IDF (term frequencyinverse document frequency) weights. 3, 4 The most expensive step is quantization; we speed this up by performing it for all features in parallel.
Compositing
Assuming the system has found a reasonably matching image S for a user sketch, the last step is to progressively assemble objects underlying the sketch with the existing background image B. The difficulty in this compositing step lies in finding a trade-off between two conflicting requirements:
■ segmenting the semantically relevant content from the queried image (it would be visually disturbing to cut away parts of the object a user wants to paste into the final image), and ■ creating a perceptually plausible compositionone that introduces no visible artifacts along the seams.
In Photosketcher, users specify semantically important regions using scribbles: initially, they roughly trace the desired object's border. This partitions S into three regions: the desired region, ΩD, which must come from S; the undesired region, ΩU, which doesn't come from S; and the boundary region, ΩB, for which we're not sure yet whether its pixels belong to ΩD or ΩU (see Figure 3a) .
Our job now is to search for a seam in ΩB that produces an optimal composition. Once Photosketcher finds an initial composition (which typically isn't yet perfect), users can add small scribbles to progressively correct errors in the initial result. Two types of scribbles are available for that task. One constrains its underlying pixels to be included in ΩD; the other constrains its underlying pixels to come from ΩU. Several image segmentation approaches use a similar procedure. Our approach differs in that it takes the second requirement into account when computing the segmentation of S.
Overall, our compositing algorithm comprises three steps. First, given the user scribbles, we learn Gaussian mixture models (GMMs), which we use to predict whether pixels in ΩB should belong to ΩD or ΩU. Second, given the predictions, we use graph cuts to find a binary segmentation of S that produces an optimal composite image. Third, we perform a blending that smoothes any remaining luminance differences along the seam between S and B.
Gaussian Mixture Model
A GMM is a parametric representation of an arbitrary dimensional probability density function as a linear combination of Gaussians. In Photosketcher, we learn two GMMs that represent models of the desired and undesired parts of S. Intuitively, the idea is that we have two models of S: for each pixel n ∈ S, they give us the probability (actually, the probability density) that n should be in the composite image.
The scribbles define a trimap, partitioning S into the three disjunct regions we mentioned earlier: one that should definitely be in the composite image, one that should definitely not be, and one that's undetermined. The main idea is to learn models of the color distribution in those regions, given the trimap. We learn a model of the desired region by sampling pixels from ΩD. Similarly, we learn a model for the undesired regions by sampling from ΩU. This lets us make a prediction about the pixels in ΩB.
A typical bag-of-features (BoF) 1 image retrieval system has four main components. The first is sampling in image (scale) space, which defines local pixel coordinates from which the system extracts features. Often, it's important to make detection of those coordinates repeatable. In a transformed version of the original image (a rigid or perspective transformation, different lighting, and so on), the sampler should be able to primarily detect corresponding coordinates.
The second is feature extraction and representation. Given a local coordinate, the system extracts a feature representing the image content within a small local window around that coordinate. The feature should be distinctive; that is, perceptually different local regions should result in clearly discernable features.
The third is quantization of local features to speed up retrieval and achieve invariance to small local deformations. Quantization yields a visual vocabulary containing between 1,000 and 250,000 words, depending on the application. A (sparse) histogram of word occurrences represents each image.
The fourth is search using inverted indexes. An inverted index is typically constructed offline and maps a visual word to the list of images in which that word appears. This can significantly speed up the search because it will consider only images that have at least one visual word in common with the query image. 
The Bag-of-Features Approach
We define a probability density function modeled as a linear combination of k Gaussians as
where wi represents mixture weights that sum to one, Σwi = 1, and µ and Σ denote the mean vector and covariance matrix of a multivariate Gaussian, defined as
We define a GMM's unknown parameters (which we must estimate) as Θ = [(w1, µ1, Σ1), …, (wk, µk, Σk)]. In Photosketcher we work on 3D pixel values in the L*a*b* color space (that is, M = 3) such that the Euclidean distance between L*a*b* triplets corresponds closely to their perceptual distance. We randomly sample 4,000 samples from both ΩD and ΩU and use them to learn the two GMMs' parameters. We use k = 5 Gaussian components for each model and perform standard expectation maximization 5 
to estimate ΘD,U. We denote the learned model of the desired image part as PD(n|ΘD) and the model of the undesired part as PU(n|ΘU). (In the remainder of this article, we write PD(n) as a shorthand for PD(n|ΘD).)
Finally, we can predict for any unknown pixel (x ∈ SΩ B ) whether it belongs to ΩD or ΩU. We do this simply by plugging x into Equation 1, given ΘD and ΘU. Figures 3b and 3c visualize such a prediction's results.
Graph Cuts
Finding those regions in S that yield a semantically and visually plausible composition is a binarypixel-labeling problem. We assign each pixel n ∈ S a label ln ∈ {0, 1} that describes whether n should come from the source image, S (ln = 0), or the background image, B (ln = 1), to form an optimal composite image.
Our task is to find a labeling that's a good compromise between the requirements we mentioned earlier. We do this by minimizing the cost function
E(S, B) = Ed(S) + λEs(S, B).
(
This function consists of two terms: Ed, which is typically called the data term, and Es, which is typically called the smoothness term. It's a function of all pixels in image S and encodes our first requirement of including all semantically relevant object parts. Intuitively, Ed(S) should return a low value if all important parts are included in the composition and a high value if semantically important parts are missing. Es(S, B) is a function of the pixels of both S and B and encodes the second requirement (that the seams should run through regions where they produce the fewest artifacts). Again, this should return high values for visible seams and low values otherwise. More specifically, we define the first term as
where PD,U(n) is the probability (density) of n belonging to ΩD and ΩU, respectively (see Equation 1 ). Because we later perform additional blending in the gradient domain, we use the cost function that James Hays and Alexei Efros proposed for this problem as our second term, Es. 1 To simplify our notation, we first define a single-channel intermediate image, I, that encodes the sum of the squared differences between S and B-that is, the pixel-wise squared Euclidean distance between S and B. Let {n, m} ∈ Nn(I) denote the four pairs of We efficiently find a labeling that minimizes Equation 2 using graph cuts. 6 More specifically, we define a graph G = (V, E), where V is the set of vertices corresponding to the pixels in S plus two additional terminal nodes, the source and the sink.
We define the edges in G to correspond to the 4-connectivity of the image and, for each node, two edges to the terminal nodes. We associate each edge with a weight computed from n m . Associated with each edge to the source and sink nodes are the weights lnPD(n) and lnPU(n), respectively (see Equation 3 ). To incorporate the user constraints coming from the scribbles, we replace the weights for edges to the source by ∞ if n is in ΩD, and similarly for the edges to the sink if n is in ΩU.
Using graph cuts helps us compute the minimum cut in G, which in turn gives us a labeling that minimizes Equation 2.
Blending
To further reduce visible seams that might result from pasting the resulting region onto the canvas, we perform additional blending. In Photosketcher, users have three options for blending the selected object into the existing image.
The first is to directly copy pixels labeled as foreground to the background (see Figure 4a ). This simple option is extremely fast and performs astonishingly well in many cases, especially when the seam can be hidden in highly textured regions of the background image.
The second option is feathering, which alphablends pixels within a certain small band of k pixels along the seam (see Figure 4b) .
The third is poisson blending, which composites an image in the gradient domain instead of directly in the spatial domain (see Figure 4c) . 7 Working in the gradient domain retains the pasted pixels' relative luminance but adapts the absolute luminance to that of the background luminance along the seam. This option can be helpful if the foreground and background are similarly textured along the seam but are illuminated differently.
Following our previous notation and Patrick Pérez and his colleagues' notation, 7 we use Ω to denote the region in S labeled zero (Ω = ΩF). We use ∂Ω to denote the boundary of Ω. SΩ defines the set of actual pixel values of S lying in Ω.
We now wish to find a set of unknown, optimized pixel values, SΩ , that have similar gradients (in a least-squares sense) as the pixels in SΩ.
We also want to minimize color offsets along ∂Ω that would otherwise be visually disturbing. This problem is commonly formulated as a quadratic optimization problem: The resulting system matrix is symmetric and positive definite, which means we can efficiently solve for SΩ by computing a Cholesky decomposition of the system matrix and performing back-substitution. We reuse the decomposition for all color channels and only recompute the decomposition if Ω changes.
Results
Our experiments with Photosketcher have demon- strated the intuitiveness of using simple outlines to query the database and using scribbles during compositing.
The Image Collection and Preprocessing
We used a collection of 1.5 million images downloaded from Flickr. Each image had a resolution of 1,024 × 768 pixels and was in JPEG format. The complete collection took approximately 400 Gbytes of disk space. Computing descriptors, learning the visual vocabulary, and computing the inverted indexes took approximately 24 hours on a modern eight-core machine (all steps being parallelized and fully utilizing all the cores). We extracted 500 random samples from each image and used a vocabulary of 1,000 visual words.
Evaluating Sketch-Based Retrieval
Using a set of 20 typical user sketches, we automatically generated the top 36 matches for each sketch. (Photosketcher's GUI showed all 36 matches.) Showing a sketch along with the corresponding retrieval result, we asked seven users (including two of the authors) to give binary relevance ratings, determining whether a result is a good match. On average, the participants considered 29.1 percent of the images good matches. Different participants considered different images to be relevant. Whereas participant 1 was strict and considered only 9.2 percent of the images relevant, participant 7 considered 52.9 percent relevant (see Figure 5a ). (The authors were participants 4 and 5.) Also, retrieval quality clearly depends on the input sketches. Whereas sketch 9 generated 57.9 percent relevant matches, sketch 10 generated only 4.4 percent (see Figure 5b) .
Those numbers show that there's room for improved precision (as we expected). They also tell us that the displayed matches included several relevant ones, which users typically quickly spotted and selected. Additionally, because our system is interactive, users could simply modify their sketches to retrieve new results if no match was satisfying-an important option that our evaluation numbers didn't reflect.
Interactivity
One key aspect in Photosketcher's design is the interactivity of all the pipeline steps (resketching to find better matches, optimizing a cut using scribbles, and choosing a blending method to hide seams). All these steps provided interactive response times. Sketch-based search had response times typically below 500 ms; iterative compositing took between approximately 250 milliseconds and 1 second. Table 1 lists more detailed response times.
Reusing previous solutions can accelerate both GMM training (learning ΘD,U from ΩD,U) and graph cuts. The idea is that an additional scribble typically encodes only local constraints and therefore should evoke mostly local changes in the new solution. In this case, we don't expect the model to change much, and we start GMM training from the previously learned ΘD,U. Typically, the GMM converges to the new solution after only a few iterations. 
Digital-Content Authoring
Compositing Figure 6 shows several compositing results. Training our GMMs from L*a*b* color triplets worked slightly better than using RGB triplets, probably owing to the uniform color space. The GMMs (using only pixel data for training) often successfully make predictions about large, smooth regions. However, the predictions often fail at those regions' borders. Borders often have a different color distribution (typically darker) than their adjacent regions. So, a GMM can't predict those borders correctly if corresponding training data isn't available.
Any imperfections in the images returned from the search will adversely affect compositing. When searching for an object with a given shape, Photosketcher doesn't consider the background around that object. A matching background texture and color are crucial, though, to achieve good results with Poisson blending. Similarly, aligning and snapping the selected image objects to the current background would be useful.
Discussion
Overall, compositing is difficult because users often try to merge dissimilar images. Photosketcher's compositing relies heavily on GMMs. If their prediction is incorrect, the graph-cut stage will use this incorrect data as a prior, and the resulting seam won't be optimal. Our GMMs normally have five components; however, customized automatic selection could be desirable. If an image contains large, smooth areas, fewer components would be appropriate, whereas image areas containing detail and a variety of colors might require more than five components. We've found that learning full covariance matrices is possible in an interactive setting using a reasonable num- ber of training samples (4,000 in our case), unlike with GrabCut. 8 Our system (purposely) doesn't automatically filter out search results that are hard to composite (as programs such as Sketch2Photo 9 do). Interactivity is key. Because all pipeline steps are interactive, our strategy is to give complete control to our users. They decide whether to use automatic segmentation, perform further manual work, or select another image.
Although we don't require metadata for the images, constructing a search index during offline precomputation along with a nearest-neighbor search during retrieval can be a sort of automatic tagging. Ideally, the descriptors for our images in a high-dimensional feature space would form semantically related clusters. Our current retrieval stage frequently fails to respect semantic resemblance.
Failure happened mostly in three situations. In the first, the image collection contained no semantically related objects. It's difficult to determine whether the desired image wasn't in the collection or whether the sketch-based image retrieval step was the limiting factor. However, Photosketcher almost always matched geometric similarity.
In the second situation, abstract sketches with a specific semantic meaning attached to them-such as stick figures-didn't provide meaningful query results. Photosketcher measures only the geometric similarities between a sketch and a result.
In the third situation, background textures didn't match or the lighting of a part was too different from the existing image. So, in that case, Photosketcher had problems creating convincing results.
A possible direction for further research in sketch-based retrieval could involve perceptual gradient orientations. People perceive long structures in a given direction as more important, even if unstructured gradients define another direction in the same area (for example, tree root contours versus grass direction). Canny edge detection has problems in such cases; we believe that generating high-quality line drawings from an image collection is essential for successful sketchbased retrieval. We're also interested in extending sketch-based retrieval systems to handle abstract or symbolic sketches and more semantic information.
The system's dependence on the collection's content can cause difficulties. Our collection contains few objects in a simple frontal view (such as the front of a house or the side of a car). However, most users sketch objects from these viewpoints. So, they'll find that only a few images match their sketch because no objects in the collection have the same silhouette as the sketch. Making a system return images perspectively projected from a simple frontal view might help boost sketchbased retrieval performance tremendously.
A final direction for future research would be to consider the existing image when searching for additional elements. Theoretically, Photosketcher could do this by additionally ranking the objects according to the estimated composite quality. Photo Clip Art takes this approach.
10 This would be difficult in Photosketcher because its image collection is much larger and it doesn't presegment images into objects from which it could precompute the desired properties. 
