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Abstract
Nuclear oil well logging tools utilizing radioisotope sources of photons are used ubiqui-
tously in oilfields throughout the world. Because of safety and security concerns, there is
renewed interest in shifting to electronically-switchable accelerator sources. Investigation
of accelerator sources opens up the opportunity to study higher-energy sources. In this
thesis, sources with a 10 MeV endpoint are examined, a several-fold increase over tradi-
tional techniques.
The properties of high-energy photon transport are investigated for potential new or im-
proved well logging measurements. Two obvious processes available with a high-energy
photon source are pair production and photoneutron emission. A new measurement of
formation density is proposed based on the annihilation radiation produced after the pair
production of high-energy source photons in the rock formation. With a detector spacing
of 55 cm, this measurement exhibits a sensitivity to density with a dynamic range of 10
across a typical range of formation density (2.0 - 3.0 g/cc), the same as traditional meas-
urements.
Increases in depth of investigation for these measurements can substantially improve the
sampling of the formation and thus the quality and relevance of the measurement. Being
distributed in angle and space throughout the formation, a measurement based on anni-
hilation photons exhibits a greater depth of investigation than traditional methods. For a
detector spacing of 39 cm (equivalent to a typical spacing for one detector in traditional
approaches), this measurement has a depth of investigation of 8.0 cm while the traditional
measurement has a depth of investigation of 3.6 cm. For the 55 cm spacing, this depth is
increased to 9.4 cm. Concerns remain for how to implement an accelerator source in
which energy spectroscopy, essential for identifying an annihilation peak, is possible.
Because pair production also depends on formation lithology, the effects of chemical
composition on annihilation photon flux are small (<20 %) for the studied geometry. Ad-
ditionally, lithology measurements based on attenuation at high energies show too small
an effect to be likely to produce a useful measurement. Photoneutron production cross
sections at this energy are too small to obtain a measurement based on this process.
Thesis Supervisor: Richard C. Lanza
Title: Senior Research Scientist in Nuclear Science and Engineering
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1 Introduction
Radiation and nuclear techniques, owing to the penetrating nature of ionizing ra-
diation and the wealth of knowledge about radiation interactions, form the basis of
myriad valuable oil well logging tools. When combined with other approaches, be
they based on seismic, acoustic, electrical, or other principles, a petrophysicist can
draw inferences about the geological properties of an oil field. This information is
vital to the development of these resources, for they answer questions regarding
the value of oil-producing assets. Before developing an oilfield, a petrophysicist
must procure as many relevant details as possible, including the location of any
hydrocarbons present, the identity of these hydrocarbons, and their producibility
(the ease with which they can be removed from a formation) in order to effectively
and efficiently utilize these resources (Ellis & Singer, 2007). Because radiation in-
teracts with matter in well-characterized ways, tools that take advantage of the in-
teractions of ionizing radiation (specifically photons and neutrons) with rock for-
mations can provide measurements of geological parameters of interest to petro-
leum engineers.
1.1 Radiation and nuclear methods in oil well logging
Several types of radiation and nuclear logging tools are available. In all of these,
measurements are taken in an oil well as a function of depth resulting in a linear
trace describing a vertical profile of the tool response throughout the formation.
There exist tools that passively detect radiation energy spectra that can be used to
infer what radioisotopes are present in the nearby rock. Because certain radioiso-
topes are more abundant in some types of formations than others are, this infor-
mation contributes to determining what types of rock are likely to be present at this
depth. Other tools actively probe the formation with radiation from a source, such
as a radioisotope, accelerator or other radiation-producing device. Given a source
emitting particles of a known type, intensity and energy spectrum into the rock,
and detecting the radiation that returns to the borehole, inferences can be drawn
about those formation properties (such as density; lithology, or rock type; and hy-
drogen content) that govern the interaction of the source radiation with the rock
formation. This type of logging measurement will help quantify those properties in
the regions of the formation in which the incident radiation interacted.
In some cases, the set of active tools can pose safety hazards and security concerns,
as the radiation emitted by radiation-producing devices and materials can be dele-
terious to human health. Additionally, radioisotopes used in these tools are poten-
tial targets of terrorists who may desire to produce a radiological dispersal device
after procuring a large amount of radioactive material (National Research Coun-
cil, 2008).
1.2 Active photon-based logging tools
This study will examine one proposed substitute to the photon logging methods
that typically use a cesium-137 radiation source (Cobalt-60 sources have also been
used historically). In these methods, known as gamma-gamma logging, a tool con-
taining several curies of cesium-137 emits photons into the rock formation and de-
tects the photons that return into the borehole. The cesium-137 source used in
these devices can pose important hazards too.
While in 2008 the National Academies' Nuclear and Radiation Studies Board did
not consider replacement of cesium- 137 sources for well logging to be a priority (in
contrast to high activity americium-beryllium sources used in neutron well log-
ging), this could change in the future and it is incumbent upon the users of this
technology to investigate the feasibility of alternatives. Additionally, the cesium-
137 used in oil well logging tools is sometimes vitrified, while the cesium sources of
greatest concern in other applications are of a higher activity and in the form of a
cesium chloride powder. Consequently, cesium-137 from this kind of logging tool
is less easily dispersible, further ameliorating the safety and security concerns for
these instruments (National Research Council, 2008). Moreover, practical substi-
tutes for gamma-gamma logging that lack a radioisotope source of photons, or
chemical source as it is known in the industry, do not yet exist.
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Figure 1-1: Comparison of energy spectra of various photon sources
including cesium-137 (blue), cobalt-60 (green), and hypothetical electron
linac with 10 MeV endpoint (red). All intensities are given with arbitrary
units and relative intensity between sources is not meaningful.
Alternative technologies that have been proposed include electron accelerators,
which would produce a bremsstrahlung spectrum of photons that could be di-
rected into the rock formation. The cesium-137 used in traditional tools continu-
ously emits monoenergetic 662 keV photons owing to the natural instability of the
isotope. In contrast, a primary advantage of an accelerator source over a chemical
source is that an accelerator contains no radioactive material and can be turned on
or off by the operator, thus alleviating the health and security hazards associated
with the transport and use of several curies of radioactive material. In principle, a
linear accelerator could produce photons of at least the energy of cesium-137-
derived photons, albeit with a bremsstrahlung energy spectrum in which most of
the photons produced are of lower energy than the spectrum endpoint. While the
energy of the photons emitted by radioisotopes is dictated by nature, the energy of
the photons from an accelerator is limited by engineering constraints, and it is easy
to imagine an accelerator with endpoint energy different, perhaps higher, than
that emitted by available radioisotopes. A comparison of the energy spectra from
typical radioisotopes used in this application and a hypothetical electron accelera-
tor with a 10 MeV endpoint is given in Figure 1-1.
1.3 Thesis objectives
Pursuing a high-energy (- 10 MeV) accelerator photon source may result in bene-
fits additional to a photon source that can be turned on or off. New photon inter-
action processes unavailable with cesium-137 processes such as electron-positron
pair production or photoneutron production might lead to new logging measure-
ments unavailable with existing tools. Additionally, photon interaction cross sec-
tions generally fall as photon energy increases. Consequently, photons from an ac-
celerator with a high-energy endpoint can penetrate more deeply into the rock
formation and may return yielding a greater depth of investigation than traditional
tools.
This thesis will examine the physics and properties of radiation transport for a hy-
pothetical high-energy photon source in the well logging context. In particular, this
thesis will examine whether such a novel source may introduce opportunities for
new logging measurements to replace or augment traditional ones. Using model-
ing methods, in particular the Monte Carlo radiation transport code MCNP, and
other numerical methods, the properties of high-energy photons in a well logging
context will be examined and discussed. In Chapter 2, the principles, capabilities,
and limitations of traditional photon logging approaches will be reviewed along
with existing literature on the viability of accelerator photon sources for oil well
logging. In Chapter 3, one promising candidate for a new density measurement
will be examined and characterized. This will be followed in Chapter 4 by a dis-
cussion of the failings of unpromising measurements including a lithology (rock
type) measurement based on pair production and the use of photoneutrons, which
begin to appear with photon energies above several MeV. Finally in Chapter 5,
the remaining challenges of the foregoing discussion and next steps will be pro-
posed.
2 Traditional Photon Logging Approaches
Traditional gamma-gamma logging is a process in which photons are emitted con-
tinuously into a rock formation and returning scattered photons are detected by
the logging tool. At a series of depths, the tool response is recorded. The result is a
trace of the corresponding measurement in an oil well along its depth, which when
combined with other measurements and contextual information can yield insight
into some of the questions of petroleum geologists described in Section 1.1. This
technique is sufficiently valuable that essentially every oil well in the world is
measured with a gamma-gamma logging instrument.
2.1 Principles of traditional photon logging methods
A primary purpose of these tools is to serve as one measure of determining forma-
tion density and lithology, or rock type e.g. sandstone, dolomite, etc. A given type
of rock, if it fills the entire formation space, should have a known rock or "matrix"
density corresponding to that rock type. Along with the formation density (also ob-
tained with the tool), the formation porosity, which is the main parameter of inter-
est in these tools, can be inferred. Porosity is a measure of how much space is
available in the formation for fluids, which may include water, natural gas or crude
oil. When combined with other measured properties from other logging methods,
this feature can be used to draw insights into the value and developmental poten-
tial of an oil well (Ellis and Singer, 2007).
Photons are especially useful for well logging and related applications for two rea-
sons: (1) photons penetrate into the rock formation and return to the borehole, and
(2) a population of photons that has interacted in rock can provide information
about the formation with which it interacted. Users of photon-based logging tools
take advantage of the known properties of radiation interactions in matter to draw
inferences about the geological properties of a formation under study. For oil well
logging, the degree to which photons interact depends most importantly on photon
energy, electron density, and average atomic number of the atoms in the rock
formation. The latter two quantities are properties of the rock formation and lead
mation. The latter two quantities are properties of the rock formation and lead to
an estimate of formation porosity as discussed later in this chapter.
Several generations of gamma-gamma logging tools have been used over the past
several decades, and an example of one appears in Figure 2-1 as it might be de-
ployed in a borehole environment. All active photon-logging tools contain a pho-
ton source, traditionally a photon-emitting radioisotope such as cesium-137 or co-
balt-60, heavily shielded in the direction of the tool (typically with tungsten or lead
or other heavy metal). Separated by fixed spacings on the order of several inches,
two or more photon detectors are placed on the tool in the direction of the bore-
hole axis. Multiple detectors are necessary to compensate for material not repre-
sentative of the rock formation that may exist between the tool and the formation.
This intervening material can consist of mud and drilling fluid in logging-while-
drilling contexts or mudcake and casing in pre-existing wells. Additionally, bore-
hole rugosity (roughness of the borehole wall) or invasion of drilling fluid into gas-
filled formations can interfere with formation measurements. These interfering as-
pects of the borehole environment can corrupt the tool response. The process by
which compensation for these effects is accomplished is discussed in Section 3.5.
During operation of the tool, photons are emitted by the chemical source in the
tool isotropically. Photons emitted in the direction of the borehole axis are de-
signed to be absorbed by shielding in the tool. Photons entering the formation
typically interact via Compton scattering, a process in which energy is lost depend-
ing on the angle of scatter (discussed further in Section 3.1.3). For a cesium-137
photon of energy 662 keV, the typical mean free path in rock (for example, sand-
stone at 2.5 g/cc) is approximately 15 cm (NIST, 2009). The mean free path gen-
erally decreases with down scattering in energy, and most observed photons will be
scattered multiple times before reaching a detector. Photons seen at any of the de-
tectors are photons that have entered the formation and scattered back into the
borehole and the detector where they deposit their energy. The recorded photon
count rate at a given depth in the well will vary, depending on formation proper-
ties of petrophysical significance such as formation density and lithology. A quali-
tative example of a detected spectrum normalized for density is given in Figure
2-2. Increased photoelectric absorption at lower energies (below 100 keV) is asso-
ciated with a higher average Z formation. Lithology is essentially identical with the
chemical composition of the rock so a measure of average Z is also a measure of
lithology. Increases in formation density P are reflected in a decrease of the overall
height of the entire energy spectrum, a variation not pictured in the figure.
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Figure 2-1: Sketch of a representative gamma-gamma logging tool (Ellis and
Singer, 2007)
For traditional gamma-gamma logging approaches, the energy spectrum of the
photons visible to a detector in the logging tool is well approximated by an equilib-
rium spectrum where photons are born at a particular source energy, scattered
down in energy through Compton scattering and ultimately absorbed by photoe-
lectric absorption. These two interaction modes, Compton scattering and photoe-
lectric absorption, exhibit cross sections that vary with photon energy, and each
process dominates in respective parts of the energy spectrum. Additionally, be-
cause these processes depend to different degrees on formation density P and aver-
age atomic number Z, the shape of the energy spectrum in the relevant regions
can shed light on the values of both these properties.
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Figure 2-2: Representative detected energy spectra normalised for forma-
tion density (Ellis & Singer, 2007)
Figure 2-3 depicts the energies at which each mode of photon interaction domi-
nates. The region of interest for Z is Z < 20 for rock formations. At low energies
(< 100 keV), photoelectric absorption is most significant; and at moderate energies
(200 keV - 600 keV), Compton scattering dominates. At higher energies (> 1
MeV), pair production dominates. This latter interaction mode is unimportant for
traditional gamma-gamma logging because cesium-137 photons are born at 662
keV and no energy up scattering processes exist for these photons. Thus, no pho-
tons with energies high enough to undergo pair production will appear. It will be
shown in Chapter 3 that for a high-energy photon source, the subject of this thesis,
pair production is significant and provides a basis for a possible novel density log.
The photon interaction cross sections for pair production and photoelectric ab-
sorption do depend significantly on atomic number Z, and this relationship be-
comes important with formations containing high Z impurities or when environ-
mental effects introduce high Z materials such as barite into the vicinity of the tool.
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Figure 2-3: Dominant modes of photon interaction by photon energy and
absorber atomic number and relevant regimes for logging (Knoll, 2000)
Within the regions of the energy spectrum where a single mode of interaction
clearly dominates the physics, the relative photon population in that region can
provide a measure for the degree to which that interaction has occurred. This
quantity will depend on the value of the corresponding cross section in the rock,
which in turn depends on P and Z through the relations that follow.
The Compton scattering cross section M varies as
/Ac - P.
The photoelectric absorption cross section -r varies as
,r ' p Z 3.6
The pair production cross section Ih~ (for photons above 1.022 MeV) varies as
A, -- PZ.
For energy regions where one photon interaction process dominates, the number
of photons in that range can serve to quantify the formation properties that the
relevant cross section depends upon.
For example, Compton scattering dominates at a few hundred keV, so the total
number of photons in that energy range at the detector can indicate how much
Compton scattering has taken place in the formation i.e. a lower photon popula-
tion at high energies indicates more photons have been scattered. This is useful be-
cause the macroscopic cross section for Compton scattering is proportional to the
formation density as given above. Detected photon flux 0 attenuates exponentially
with source-to-detector spacing x, formation density P and total mass absorption
coefficient I as:
" e-APX
and at a few hundred keV,
Then, the count rate in a high-energy window can serve as a measure of formation
density.
At low energies, photoelectric absorption dominates as the photoelectric cross sec-
tion varies roughly as E - 3 "' 5 for photon energy E. The photoelectric cross section
also depends linearly on density and approximately as Z 3.6 for atomic number Z
as given above. Then, when attenuation is only due to photoelectric absorption,
detected photon flux 4 varies with P and Z as above. Consequently, the height of
the detected energy spectrum below a few tens of keV serves as a measurement of
photoelectric absorption, which depends on P and Z. Because a measurement of P
can be obtained independently of Z using the Compton scattering window, Z
alone can then be obtained from the photoelectric measurement.
Formation porosity 4 is then obtained through the relationship:
Pb - Pma
Pf - pma
where Pma is the rock matrix density, Pf is the pore-filling fluid density and Pb is
the measured bulk density. This relationship is simply a linear scaling of the meas-
ured bulk density (Ellis & Singer, 2007). Pf can be inferred from other logging
measurements in addition to knowledge of the well context. Also, Pma is informed
by lithology measurements along with other logging data and contextual evidence.
Formation porosity 4, the parameter of gamma-gamma logging interest, is readily
obtained from determining these densities.
The depth profiles of the tool response and the inferred value of these features
(density, lithology, porosity, etc.) are combined with traces of many other tool re-
sponses to draw conclusions about the geological properties describing the well and
nearby formation.
2.2 Relevant limitations of existing gamma-gamma logging methods
While the above technique is well accepted (and deservedly so given its effective-
ness), there are limitations that narrow the scope of contexts in which it can be
used. In particular, the limited depth of investigation of existing methods makes
many zones within wells immeasurable using the technique described in the prior
section.
Taking a hypothetical two-detector device as an example gamma-gamma logging
instrument, Figure 2-4 shows the relative sensitivity of the tool to a small region of
rock at a given depth into the formation and distance along the tool. As defined
here, this region effectively constitutes an annular ring with the borehole axis as its
center. Visible in the figure are two peaks: one near the detector and the other
near the photon source. These regions contribute most to the density inferred from
the tool response. Figure 2-5 shows, as a function of radial depth, the cumulative
sensitivity of one detector in the tool to density within the formation up to that
depth from the borehole surface. These values are obtained at each depth by inte-
grating the sensitivity map along the tool length. The calculation of this curve,
known as aJ-function, is further described in Section 3.4. The depth of investiga-
tion for a detector in a tool can be obtained from the J-function by finding the dis-
tance at which the J-function has the relevant value. If the sensitivity chosen to de-
fine depth of investigation is 0.5, then we can infer from Figure 2-5 that this hypo-
thetical device has a depth of investigation of 3.6 cm.*
0.5
1
Figure 2-4: Sensitivity map for a hypothetical two-detector density logging
device (Ellis, 2008)
It is evident that the density response depends on at most a few inches of formation
along the length of the well. However, a well may produce oil obtained from a
* It is often the case that a figure other than the 0.5 point is used when discussing the
depth for a tool. Often, the 0.9 or higher figures may be chosen. Because of this arbitrary
definition, the depth of investigation for these tools may be quoted in the industry as a few
inches while for the purposes of this thesis, the depth is estimated as a few centimeters.
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formation perhaps miles in extent. Thus, the data obtained in this manner are rep-
resentative of only a very minute fraction of the entire formation. As drilling is an
expensive process, adding additional wells to better sample an oil-producing region
is impractical, and well-development decisions must be based in part on this lim-
ited information.
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Figure 2-5: J-function for hypothetical two-detector density logging device
(Zhou, 2008)
Additionally, environmental effects and borehole rugosity may interfere with this
measurement. An example cross section of a well perpendicular to the borehole
axis is given in Figure 2-6. Here, not only is the wall roughness apparent but also
are fissures in the rock at the borehole surface. These may appear when tectonic
stresses relax during the drilling process and can be over an inch in depth and
many feet in vertical extent. If a tool measures across one of these features, a den-
sity measurement can be useless, as the tool response will be determined by what-
ever is filling the open space in the fissure and will not be representative of the
rock. Also, in gas-filled regions, the pressure of the drilling process can force fluid
into the formation resulting in an overestimation of formation density. Further-
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more, mudcake produced after drilling will fall between the tool and rock, resulting
in standoff with intervening material that is a markedly different composition from
the formation under study.
Figure 2-6: Example cross section through borehole (Ellis, 2008)
Some of these effects can be compensated for through the coordinated use of mul-
tiple detectors at different spacings, a process further described in Section 3.5;
however, any additional depth gained by new tools could greatly improve the in-
formative value of this measurement in light of these contextual challenges.
2.3 Prior studies of accelerator sources of photons for oil well logging
The use of accelerator sources with endpoint energies up to 2-3 MeV as an alter-
native to the methods described in Section 2.1 was previously studied in the 1980's
for an oil well logging context (Becker, et al., 1987; Boyce, et al., 1986; King et al.,
1987). For many of the reasons described in Section 2.2, accelerator sources of
photons presented a potential opportunity to alleviate some of the risks and haz-
ards associated with traditional radioisotope sources.
The accelerator developed for these studies comprised a commercial electron linac
that was modified to extract an electron beam that was directed with a bending
magnet to a target on the tool. A sketch of the tool design is given in Figure 2-7.
Bremsstrahlung x-rays produced by the stopping of electrons in this target exhib-
ited a particular angular distribution that allowed the emitted photons to be di-
rected into the formation. It was found that the intensity of photons returning to
one of several detectors in the tool could serve as a reliable indicator of formation
density comparable in precision and accuracy to traditional radioisotope sources
(Boyce et al., 1986). Lower detected photon intensities indicated less Compton
scattering and, consequently, a lower formation bulk density; the opposite was true
for higher photon intensities.
Figure 2-7: Sketch of experimental electron linac tool (Becker et al., 1987)
Several advantages could be identified for this approach. The benefits included
higher photon energies which allowed greater penetration of photons into the for-
mation. However, higher energies also required a greater source-to-detector sepa-
ration to maintain the dynamic range of the measurement (a factor of 10 over
formations between 2.0 and 3.0 g/cc), owing to the reduced photon interaction
cross sections. This linac tool could also achieve higher photon intensities than that
of a traditional tool using a radioactive source, which is limited by safety considera-
tions to 1-2 curies because a radioisotope cannot be turned off as an electrically-
switchable accelerator can. These higher intensities facilitated improved photon
energy deposition statistics in a shorter time. Furthermore, the narrower angular
distribution of photons allowed most of the photons produced to be emitted into
the formation away from the tool; in a traditional tool, a radioactive source emits
photons isotropically and the photon source must be collimated.
Disadvantages included the impracticality of photon energy spectroscopy, which is
essential in traditional gamma-gamma logging for differentiating low- and high-
energy photons. As described in Section 2.1, low-energy photons contain both
density and lithology information due to photoelectric interactions while higher-
energy photons contain only density information as they interact overwhelmingly
through Compton scattering. To make the measurements described above, indi-
vidual photons must be distinguishable to the detector instrumentation. Because of
a linac source's low duty factor and consequently high photon production rate,
photons are emitted within very short succession of one another. As the time be-
tween photon events in this context is less than the resolving time of conventional
detectors (typically inorganic scintillators such as NaI), it is not practical to dis-
criminate individual photons and obtain a count rate. Rather, the density meas-
urement from a linac requires a measure of total energy deposition.
This is problematic for a density measurement because such a measurement must
exclude low-energy photons that interact through photoelectric absorption, which
depends on both P and Z. Higher-energy photons interact primarily through
Compton scattering and consequently provide information about P alone. To
minimize the contribution of low-energy photons to the energy deposition meas-
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urement, the x-rays entering the detector are filtered so most x-rays below 100 keV
are absorbed before reaching the detector (Becker, et al., 1987).
Additionally, a linac photon source is subject to power conversion instabilities
causing variations in the incident electron beam current. A workable tool must be
able to distinguish changes in tool response due to varying formation density from
changes due to fluctuations in beam power. By normalizing formation density sen-
sor response to beam current, a stable and reproducible density measurement was
shown to still be attainable (King et al, 1987).
This device and experimental arrangement was also demonstrated to be able to
achieve density compensation with multiple detectors for tool standoff. This ap-
proach will be described later as applied to the subject of this thesis in Section 3.5.
With density compensation, in experimental arrangements this linac tool could
achieve logging speeds up to 3600 feet per hour with acquired data of comparable
precision to lower speeds (King et al., 1987).
Because of the experimental approaches available at the time, bremsstrahlung
photons that interact primarily through Compton scattering dominated the ob-
served photon signal. Photons with energies above 1.022 MeV also interact
through pair production, and in this process, 511 keV annihilation photons are
also produced. Through the experimental methods of studies described in this sec-
tion, annihilation photons would not be expected to be measurable above the
bremsstrahlung background. Also, the comparatively low endpoint energies used
in these studies (2-3 MeV for prior studies versus 10 MeV in the subject of this the-
sis) resulted in a photon population with low pair production cross sections and
thus a small pair production rate, which also contributed to the difficulty of observ-
ing pair production and annihilation.
Consequently, the question of whether measurements based on the pair produc-
tion interaction can provide useful well-logging information has not been com-
pletely addressed. This interaction is unavailable in chemical source tools, for they
rely on photons below the pair production energy threshold. Because modeling
methods and tools have improved substantially since these studies (Becker, et al.,
1987; Boyce, et al., 1986; King et al., 1987), this thesis focuses on examining,
through numerical modeling, the effects of pair production and annihilation on the
physics of high-energy photon transport in rock.
3 A Proposed New Density Measurement Based on
Annihilation Radiation after Pair Production
One major result of this study is the identification of a physical basis for a possible
new measurement of formation density, the relevance of which is described in Sec-
tion 2.1, using a high-energy photon source. The annihilation photon flux seen in
the detector after electron-positron pair production by high-energy source photons
is exponentially related to formation density. Importantly, this measurement also
exhibits a larger depth of investigation than traditional methods, alleviating some
of the concerns described in Section 2.2. Evidence for the above conclusions will
be provided in this chapter after a description of the modeling approach chosen for
this study.
3.1 Monte Carlo modeling approach
Unless otherwise described, all modeling in this thesis was performed using one
modern version of the radiation transport code MCNP, either MCNP5 (X-5
Monte Carlo Team, 2003) or MCNPX (Waters, 2003). These simulations were
performed on individual processing units from one of two high-performance com-
puting clusters: either a Microway Linux comprising 79 nodes each with two sin-
gle-core Intel Xeon processors or an SGI Altix ICE 8200 having 24 nodes each
with two quad-core Intel Xeon processors. No calculations were performed using
parallel implementations of MCNP across more than one node.
MCNP is a numerical code that separately tracks an arbitrary number of histories
of individual particles through a geometry described by shapes and materials sup-
plied by the user. Particles are born following a distribution of parameters given by
the user that may include source particle type, energy, position, direction of mo-
tion, etc. Values for a specific particle history are chosen with a Monte Carlo algo-
rithm that uses random numbers to representatively sample the source distribu-
tions input by the user. For a single particle, the distance between collisions along a
particle track is also sampled from a distribution described by the probability of
interaction of the particle with the medium it is traversing. These probabilities are
calculated from a library of cross section data and, for some high-energy interac-
tions, by one of several physics models implemented separately and coupled with
the code. Similarly, at a specific collision, the type of interaction can be sampled
from the relative magnitude of each applicable interaction cross section. Produc-
tion and transport of secondary particles is also modeled by holding the secondary
particle's starting parameters in memory until the current particle's history is com-
pleted, a process known as banking. The secondary particle is then tracked sepa-
rately as part of the history. Essentially all details of the particle history that require
sampling of many possibilities from a distribution are determined in this manner
(X-5 Monte Carlo Team, 2003). The full set of values that the particle history pa-
rameters can take in the simulation include not only position and velocity but also
energy, time, etc. The possible range of values for these features comprises the full
problem space for the simulation. Because of the computational intractability of
the large problem space, stochastic Monte Carlo methods are often preferred to
other deterministic methods for modeling radiation transport.
The results of each history are recorded at any of a number of user-specified tallies
that track specified contributions from each history which can include particle flux,
current, or energy deposition among others. In the well logging context (and in this
study), these tallies typically represent particle fluxes in detector regions. The re-
sults from secondary particle tracks are added to the original particle tally values.
After a chosen number of histories, or, alternatively, a specified amount of com-
puter time, the results for each tally are summed over all histories and normalized
per source particle.
Owing to the fact that only a small fraction of the entire problem space is relevant
to this context and the random nature of the Monte Carlo algorithm, the calcula-
tions described here have made extensive use of several variance reduction meth-
ods including not only the MCNP defaults (such as implicit capture*) but also
weight windows. Particle weights increase or decrease the contribution of an indi-
vidual particle to a tally; unless specified otherwise, source particles begin a history
with weight unity. In the weight window method, the code splits or randomly ter-
minates particles that enter user-defined regions of the problem space (in geome-
try, energy or time) that contribute comparatively much or comparatively little,
respectively, to the given problem. The weight window parameters are chosen ei-
ther by the user or through a weight-window generator, which through an iterative
process determines an appropriate range of particle weights for each region in the
problem space based on the relative contributions of particles in that region to a
given tally. More precisely, for each user-defined region of the problem space, a
minimum weight value is chosen based on the contribution of tracks through that
region to the tally score during the prior iteration. Particles entering a region with
weight below the given minimum are randomly killed, and particles with weight
above the maximum, a specified multiple of the minimum, are split. Correspond-
ing adjustments to particle weights make up for the relative biasing so that the re-
sulting particle track has a weight between the minimum and maximum values for
that region. Because of the appropriate weight adjustments, the resulting tally val-
ues (specifically the tally means across many histories) are unchanged. If weight
windows are chosen effectively, the variance is reduced. In general, this process
makes more efficient use of processing resources such that the Monte Carlo algo-
rithm is biased to invest more computing time sampling the regions of the problem
space that contribute most to the question under study (X-5 Monte Carlo Team,
2003).
* Under implicit capture, no particle histories are terminated through absorption when
other interactions are possible. Instead, at a collision where absorption may occur, the
particle history continues with a weight (particle weights are explained below) that is re-
duced by the ratio of the cross section for all interactions other than absorption to the to-
tal interaction cross section. Particle histories are killed when the particle reaches a mini-
mum cutoff energy, 1 keV for photons (X-5 Monte Carlo Team, 2003).
3.1.1 Modeling borehole geometry
An idealized borehole geometry was implemented in MCNP to simulate the oil
well logging context for use with the calculations described in this and subsequent
chapters. A representation of this geometry is illustrated in Figure 3-1. This image
was rendered using the MCNP geometry and track data visualization package
Moritz (van Riper, 2004).
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Figure 3-1: Borehole geometry implemented in MCNP
The space is filled with a sphere of radius 100 cm comprising silicon with a density
of 2.5 g/cc (unless otherwise stated); particles are killed (or escape) at the sphere
boundary, which is not pictured in the figure. True sandstone would be SiO 2 but
simplifying to use only silicon makes little difference for photon transport at these
energies where interactions mainly depend on electron density. Representing the
borehole inside the rock is an empty (void) cylinder that is 16 cm across. From a
point in the borehole, a monoenergetic source emits 10 MeV photons into the
formation in a "pencil beam" at an angle of 45 degrees from the borehole axis.
Above the photon source is a shielding region. This region contains no material.
Instead, in order to simulate an ideal shield, all particles entering this region are
terminated. Heavy materials that would likely be used in real shielding (such as
lead or tungsten) also would have nonzero photoneutron production cross sections
(the effects of which are discussed in Section 4.3), and these have been left out by
using a void region of zero importance. Above the shielding region are one or
more detector regions separated by additional escape (shielding) regions. Flux tal-
lies are one measure of tracks entering the detector regions. The result of these tal-
lies is the magnitude of the simulated particle flux in the detector region calculated
using a track-length estimate in which the sum of the total track lengths (multiplied
by the particle weight) are averaged over the region volume. The track-length es-
timate is physically given by:
v = J dE dV dsN(7 , E,t)
where v is the volume-averaged particle flux, E is the particle energy, V is the
cell volume, ds is the infinitesimal track length, and N is the particle density func-
tion. This quantity is estimated in the code as:
where W is the weight, and T is the length of particle track 1 (X-5 Monte Carlo
Team, 2003). Other methods exist for estimating flux in MCNP but the above is
the one chosen for this study.
The detector regions are separated from the photon source by a specified source-
to-detector spacing. For most calculations in this study, this spacing is 55 cm,
which is the required spacing to obtain the desired dynamic range (demonstrated
in Section 3.3) of the annihilation photon density measurement examined in this
chapter. Simulations of the flux seen at detector regions with other spacings are
described with the corresponding calculations.
Example photons are depicted schematically by white tracks in Figure 3-1. Pho-
tons enter the formation and interact primarily through Compton scattering but,
as will be seen below, photons also significantly undergo photoelectric absorption
(after down-scattering in energy) and pair production. In these simulations, no
photons entering detector regions do so through the shielding (escape) region but
rather all must enter the formation and scatter back into the detector region or
their secondary particles must do so.
It is also evident in this geometry why variance reduction techniques (described in
Section 3.1) are necessary for efficient calculations. A realistic unbiased sampling
of photon tracks, an analog simulation, would include photons that enter the for-
mation but scatter away from the tool and will not contribute to the flux tally in
the detector regions; in fact, these tracks dominate an analog sampling of particle
histories but are unimportant to flux tallies at the detector. With weight windows,
particles entering those regions of space away from the borehole are randomly
killed and particles entering regions closer to the borehole, and detector regions in
particular, are split with weight adjustments as appropriate. While most photons in
reality would not reach the detectors, most histories tracked in the simulation do
reach the detector region, making the calculation more efficient.
The precise weight windows for this process were obtained through iterated use of
the MCNP weight window generator for the detector tally of interest. One exam-
ple of space-based weight windows is given in Figure 3-2; the relative minimum
weights for various geometry regions are specified by hue from low minimum
weights in red to high minimum weights in blue. One should note that the geome-
try in this figure is not identical to the geometry in Figure 3-1. It can be seen that
no weights are given for particles far from the source because in this iteration few
histories entered those regions. Regions to the immediate lower right of the source
path have weight windows with a low (red) minimum as these photons are moving
away from the detector region and contribute less to the detector flux tally. Re-
gions close to the detector have a high (blue) minimum as these photons contribute
significantly.
Variations in the above geometry specification are described with the correspond-
ing calculations below.
Figure 3-2: Example weight window mesh minimum weight values overlaid
on borehole geometry for one iteration
3.1.2 Some limitations from simulating an idealized borehole geometry
It is evident that the idealized geometry illustrated in Figure 3-1 and described in
Section 3.1.1 bears little resemblance to the schematic of a real tool pictured in
Figure 2-1. This idealized approach was chosen to help isolate the physics of pho-
ton transport through rock in a borehole geometry for this study while mitigating
the effects of tool geometry and the borehole environment. These issues can be
added for study in later calculations. For example, the issues associated with tool
standoff are discussed in Section 3.5. However, there are still consequences to the
idealization that must be taken into account when interpreting the results of these
simulations.
In particular, the photon source used in this context would very likely be an accel-
erator source and as a result would not have a monoenergetic energy distribution.
Only radioisotope sources are capable of providing photons of a single energy,
however no radioisotopes are available for well logging that emit photons above a
few MeV. Electron accelerator sources provide a spectrum of photons originating
in the bremsstrahlung radiation emitted by electrons as they slow while interacting
in a target material. This energy spectrum is continuous between photon energies
of zero and the incident electron energy. For calculations in this study using a
monoenergetic source, the contribution of lower-energy photons is ignored al-
though these photons make up the vast majority of photons in a bremsstrahlung
spectrum. This approach will help make clear the utility of high-energy photon
physics for novel measurement possibilities but a more accurate simulation must
include a realistic energy spectrum. As high-energy photon sources for oil well log-
ging do not yet exist, any simulated choice of a particular bremsstrahlung energy
spectrum would be largely speculative.
Additionally, the geometry of the detectors and source are very unrealistic. Both
the source and detectors in real tools are appropriately collimated to optimize the
effectiveness of the density measurement. The source in these models is limited to
a single direction in a narrow pencil-beam. A real photon source will have an an-
gular distribution that depends on the shape of the target and incident electron
beam. The detectors will occupy only a fraction of the borehole space rather than
the entire width. Also, because the shielding regions fill the entire borehole, the de-
tectors are effectively collimated such that photons that have the largest tracks
through the detector regions are those that originate deeper in the formation than
others and enter at angles close to perpendicular to the borehole wall. This may
lead to an overestimation of the depth of investigation, and this issue is considered
in Section 3.5.
Moreover, the physical quantities given by a flux tally represent the photon popu-
lation entering that detector and not the expected detector response, which could
be substantially degraded in energy resolution depending on the choice of detector
material and type. The annihilation photons appear in a narrow peak in the en-
ergy spectrum, which in a real detector pulse height spectrum will appear in a pho-
ton peak and Compton plateau superimposed on the rest of the photon spectrum.
A real detector, assuming energy spectroscopy can be achieved with an accelerator
source, would not see the photon population as a single peak but instead as a pulse
height spectrum resulting from the interaction of photons in the detector. The con-
sequences of real detector response for the proposed density measurement are dis-
cussed in Section 3.7.
3.1.3 Important features and properties of an idealized detector region en-
ergy spectrum
The above limitations notwithstanding, in this section are described the features
and properties of the simulated photon energy spectrum at a detector region and
the corresponding implications for a new density measurement. One example of
an energy spectrum at a detector is pictured in Figure 3-3.
This figure gives a log-log scale representation of the photon flux in a detector re-
gion 55 cm from the photon source normalized per source particle. The values in
this figure were calculated by the MCNP code over a number of energy bins for
the borehole geometry described in Section 3.1.1 and pictured in Figure 3-1. The
lowest energy bin includes photons with energies up to 100 keV so the effects of
photoelectric absorption on the energy spectrum are not visible as they were in
Figure 2-2 for the traditional gamma-gamma logging approaches. Compton scat-
tering dominates the region of the energy spectrum from 100 keV up to approxi-
mately 1 MeV. From the discussion in Section 2.1 we expect (and it turns out to be
the case) that the logarithm of the number of photons in this energy region scales
linearly with density P owing to the exponential attenuation of the incident photon
beam. Above 1.022 MeV, pair production becomes increasingly significant, and
attenuation here will depend on both P and Z.* The effects of P on the photon
transport are considered in this chapter. The effects of Z are discussed in Chapter
4.
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Figure 3-3: Simulated photon energy spectrum at the detector region
Importantly, the photon flux above 1 MeV at the detector falls very quickly with
increasing energy. This result is due to the angular dependence of Compton scat-
tering, an elastic interaction of a photon with an electron in which the photon im-
parts energy to the electron, and the photon is scattered with a lower energy (see
Figure 3-4).
* There is one important difference between the effects of formation Z on the detected
energy spectrum via pair production and via photoelectric absorption. Because there is
only down scattering in energy, differences in photoelectric absorption due to formation
Z have no effect on the portion of the energy spectrum where Compton scattering is
dominant as this latter region is higher in energy. However, where pair production is
dominant at the high-energy end of the spectrum, any differential attenuation from pair
production will be maintained in lower energy parts of the spectrum as unabsorbed pho-
tons down scatter to energies where Compton scattering is dominant. That is to say, for-
mations with the same density but different Z may still see a difference in the number of
photons in the Compton-dominant window because of differential attenuation at higher
energies. This issue will be further discussed in Section 4.2.
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Figure 3-4: Schematic of Compton scattering interaction (Turner, 1995)
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Figure 3-5: Polar plot of relative number of photons scattered in a given di-
rection (Knoll, 2000)
Momentum, of course, must be conserved in this process so when a photon with
an energy much higher than the rest mass energy of an electron (511 keV) scatters,
most scattering occurs at low angles with an angular differential cross section de-
scribed by the Klein-Nishina relation:
do 1 2 (1+C8(I + 2(1 -Cs20)
= L 1 + (1 - cos) 1 + 0[1 + a(1- cos)]
where ro is the classical electron radius, a is the ratio of the photon energy to the
electron rest mass, and 0 is the angle of photon scatter. The angular distribution
for Compton scattering by a photon with energy 10 MeV, the source photon en-
ergy for these calculations, compared to several other energies is shown in Figure
3-5.
Consequently, most scattering events occur at small angles for these source pho-
tons. Additionally, the photon loses relatively little energy at each of these small
angle scattering events. After entering the formation, relatively few photons scatter
at angles high enough or a sufficient number of times to return to the borehole
where they would reach the detector region. Accordingly, there is decreasing pho-
ton intensity at the high-energy end of the spectrum. As described by Figure 3-1, in
most calculations, the "shooting angle," the angle from the borehole axis in which
photons enter the formation, has a value of 45 degrees. The detector energy spec-
tra at a detector spacing of 55 cm resulting from varying this angle are pictured in
Figure 3-6.
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Figure 3-6: Variation of detector energy spectrum with shooting angle
For lower shooting angles, photons entering the formation need scatter at a corre-
spondingly smaller angle to return to the borehole detector region. As a result,
photons of higher energy are more likely to reach the detector. For a shooting an-
gle of 10 degrees, photons with energies as high as 6-7 MeV reach the detector
with an intensity within an order of magnitude of lower energy photons. Photons
of this energy were not at all visible for a shooting angle of 45 degrees. Similarly,
energy spectra for increasing source energies normalized by source energy at a
shooting angle of 45 degrees are pictured in Figure 3-7. Because photons that scat-
ter at the same angle but from a higher energy lose comparatively more energy,
photons of higher source energy lose a larger fraction of the high-energy portion of
the energy spectrum as seen from the detector.
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Figure 3-7: Variation of detector energy spectrum with source energy at a
shooting angle of 45 degrees
Returning to Figure 3-3, because of the kinematics of Compton scattering by high-
energy photons, between 700 keV and 2 MeV, the photon flux decreases by three
orders of magnitude at an increasing rate with energy increasing. Because of the
rapid fall in intensity above 1 MeV, the flux magnitudes of the energy bins near
the source endpoint of 10 MeV are not pictured. Part of the reason mentioned in
Section 1.2 for investigating high-energy photon sources was that some of the in-
teractions available at high energies might introduce new information for poten-
tially novel photon measurements; unfortunately, the geometry of the well logging
context results in the loss of all information that would be available from the high-
energy end of the spectrum. In particular, the region of the spectrum most sensi-
tive to high-energy interactions such as pair production does not reach the detec-
tor.
Fortuitously, the loss of the pair production information in the high-energy end of
the spectrum is mitigated by another aspect of the same process. One important
feature of the energy spectrum in Figure 3-3 that has not yet been discussed is the
peak seen around 511 keV. This peak is due to annihilation photons created after
pair production by high-energy photons in the formation.
3.2 Transport of annihilation radiation
A schematic representation of photons in the borehole geometry undergoing anni-
hilation during their history is given in Figure 3-8. Here, photons enter the forma-
tion at a given angle, scatter primarily at small angles resulting in their remaining
at high energies. While they still have an energy greater than 1.022 MeV, the pho-
tons may disappear in the vicinity of an atomic nucleus through pair production.
Photons that are not eliminated through pair production will continue scattering
throughout the formation losing energy until they are stopped in the formation by
photoelectric absorption; this latter process is not pictured.
After electron-positron pair production, the electron recombines with a nearby
atom (a range dependent on photon energy) but the positron binds to another elec-
tron forming a positronium atom. The positronium atom quickly annihilates by
emitting typically two 511 keV photons with the disappearance of both the elec-
tron and the positron. Though these photons are emitted at nearly 180 degrees
relative to each other, there is no angular preference for the overall orientation,
and many annihilation photons will be emitted in the direction of the borehole.
Some of these will enter the detector region creating the visible annihilation peak.
These photons contain information about the pair production undergone by the
high-energy photons in the formation.
Figure 3-8: Diagram of photons undergoing pair production in the borehole
geometry
As revealed by the dependence of the pair production cross section on density and
atomic number shown in Section 2.1, the annihilation peak magnitude can be ex-
pected to vary with those formation properties. It will be shown in this chapter that
the annihilation peak does depend significantly on formation density and in Sec-
tion 4.1 comparatively weakly on atomic number. This is certainly not the case for
traditional measurements where the tool response at low energies varies substan-
tially with atomic number, forming the basis for the lithology measurement de-
scribed in Section 2.1. The difference is due to the nature of the photon transport
processes. In the case of traditional methods, photons interact many times in the
formation before reaching the detector, and the energy spectrum in this case is
well-approximated by an equilibrium spectrum (Bertozzi et al., 1981). The pho-
tons in the annihilation peak, however, are not the result of multiple scattering. In-
stead, most of these photons have histories that are the result of essentially two
transmissions: (1) of the 10 MeV source photon between the source and the site of
pair production and annihilation, and (2) of the 511 keV annihilation photon be-
tween the site of annihilation and the detector. A comparison of these two trans-
port processes is given in Figure 3-9.
Traditional multiple scattering Transmission with pair production
transport
Figure 3-9: Transport physics comparison between traditional methods
(left) and the proposed one (right)
It is also noteworthy that the geometry of this process is somewhat improved from
traditional methods. Rather than relying on the multiply scattered photons that
must go from the tool into the formation and return, a measurement based on pair
production entails a source that emits high-energy photons into the formation
which disappear and produce annihilation photons. These annihilation photons
originate throughout the formation and form an effective distributed source. As
will be shown in Section 3.4, this feature will be the basis for an increased depth of
investigation for the density measurement based on annihilation photon flux.
To justify the inferences drawn above, it is important to identify where physically
in the formation the photons in the annihilation peak come from. Specifically, it is
useful to know what portion of the geometry their histories traverse. A depiction of
particle tracks from an analog MCNP simulation is given in Figure 3-10. In both
images, the borehole geometry is given with empty borehole regions in translucent
blue, shielding (escape) regions in green, and the formation transparent. Particle
tracks have been superimposed on this geometry, colored by photon energy: high-
energy photons (> 520 keV) have black tracks and low-energy photons (< 520 keV)
have red tracks. Black tracks are either source photons or source photons that have
scattered at small enough angles to still have more than 520 keV in energy. Red
tracks are mainly annihilation photons or source photons scattered at high angles.
It is straightforward to identify which red tracks are annihilation photons because
they originate at black tracks and are accompanied by an additional red track
emitted in the opposite direction; these annihilation photons dominate the visible
red tracks.
All successful histories Only successful histories with
pair production
Figure 3-10: Visualization of photon tracks for histories resulting in a detec-
tor contribution
In the left figure, all histories with photons that contribute to the flux tally in the
nearest detector (55 cm source-to-detector spacing) are pictured. In the right fig-
ure, only those histories that include pair production at some point in the history
are given. The basis for the increase in depth of investigation alluded to previously
and shown explicitly below in Section 3.4 is evident. In the left figure, most pho-
tons that reach the detector pass through the formation relatively closely (within a
few cm) to the borehole. On the other hand, in the right figure, most of the pho-
tons with pair production come from several centimeters deeper in the formation.
The difference in depth for the two contributions is due to two issues of geometry
and radiation interactions. First, the 10 MeV source photons that contribute the
most annihilation photons will be those that scatter at the smallest angles and re-
main at high energy with a high pair production cross section. These tend to inter-
act deep in the formation but near the incident "pencil beam" path. In contrast,
the annihilation photons at 511 keV that contribute most will be those with the
least distance in the formation to traverse to reach the detector. These interactions
will tend to be shallow. The competition of these two effects results in histories
where pair production and annihilation occur at a moderate depth in the forma-
tion where source photons still have sufficiently high energy to produce annihila-
tion radiation, yet the annihilation photons have relatively little distance to go to
reach the detector. This results in the spatial distribution of contributing particle
tracks visible in the right figure in Figure 3-10. These photons are several centime-
ters deeper in the formation on average than the entire set of photons from the left
figure.
It is important to note that deeply-penetrating source photons dominate the anni-
hilation peak measurement only with a directed source. On the other hand, with
an isotropic source, the dominant contributor will be shallow-angle source photons
that undergo pair production very near the detector. These photons would exhibit
a depth limited by the small angle of incidence relative to the borehole axis. Simi-
larly, a directed source with an angle shallow enough that the source photons do
not reach deeply in the formation will result in annihilation events that also occur
at small depths in the formation. As a result, to expect a higher depth of investiga-
tion from annihilation radiation, the high-energy source must have a narrow angu-
lar distribution around a high shooting angle, though not so high that the count
rates are too small at the detector region for a useful measurement. The specific
choices will depend on the engineering constraints of a realistic source and detec-
tor tool arrangement. As mentioned previously, calculations in this study will use a
pencil-beam source at 45 degrees from the borehole axis, unless otherwise de-
scribed.
3.3 Dynamic range of annihilation peak measurement
The basis of the proposed density measurement is the observed relationship be-
tween the formation bulk density and the flux in the annihilation photon peak in
the detector region. For this physical property to make an effective measurement,
there must be sufficient dynamic range over realistic formation densities such that
it is possible to obtain a precision adequate for the well logging context. The tradi-
tional gamma-gamma logging method described in Section 2.1 has a dynamic
range of 10 over a typical range of 2.0-3.0 g/c (Ellis, 2008). Typically, in field ap-
plications, density logging devices have a resolution of 0.01 g/cc.
It is important to note that the annihilation photon flux will also depend on the
pair production cross section for the incident 10 MeV photons. As shown in Sec-
tion 2.1, the pair production attenuation coefficient depends on Z in addition to P.
However, the majority of the attenuation of the incident photons at 10 MeV* (and
even more so of the annihilation photons at 511 keV) is due to Compton scattering
and depends only on the formation density. Thus, it can be expected that the an-
nihilation photon flux will mainly be a measure of density. It will be confirmed in
Section 4.1 that the contribution of Z to the annihilation peak magnitude over a
realistic range of lithology types is small relative to the contribution of P.
The photon transport process for annihilation photons produced after pair pro-
duction of high-energy photons is passably described by a pair of transmissions
through the formation. To a first approximation, the dynamic range for the flux in
this type of transport will depend on several parameters: the total photon mass ab-
* A continuous bremsstrahlung spectrum will also comprise photons with cross sections
that are dominated by Compton scattering.
sorption coefficient A at 511 keV and at 10 MeV (and lower energies if the annihi-
lation photon is scattered before reaching the detector or in a bremsstrahlung spec-
trum), the density P of the formation, and the source-to-detector spacing x as given
below:
o re-,-P X
with photon flux at a given depth b, incident photon flux 'o. The cross sections
are dictated by nature, and the density is given by the well logging context. The
source-to-detector spacing, however, can be chosen by the designer of the tool.
This latter quantity can be varied as necessary during the engineering of the in-
strument. There is a trade-off though; because of the attenuation of the photons
through the formation, there is a substantial reduction in flux with greater source-
to-detector spacing. In addition, the photons can be scattered through a greater
distance and over a larger solid angle because of the greater path lengths between
collisions. These issues will require optimization to arrive at an appropriate tool
design. Incidentally, there is also an effect of detector spacing on depth of investi-
gation that will be discussed in Section 3.4.
A plot of the change in annihilation photon flux at several detector spacings is
given in Figure 3-11. The corresponding flux values are given in Table 3-1. The
plotted values are the photon flux magnitudes normalized per source particle at
three different formation densities. These fluxes are the sum of the photon flux for
photon energies in a window between 510 keV and 512 keV in order to include
the unattenuated annihilation photons, which are born at 511 keV. It is clear from
the spectrum in Figure 3-3 that most of these photons are annihilation photons in
the photopeak although there also some photons from the Compton background
of multiply scattered high-energy photons. The contribution of annihilation pho-
topeak photons in this energy bin is about fifteen times the contribution from
Compton photons. The relative contribution of annihilation photons increases for
shorter detector spacings. The fluxes in Figure 3-11 are given for three different
detector spacings. The 55 cm spacing is the spacing that reproduces the dynamic
range of traditional methods, and the reasons for this choice will be discussed be-
low. The 39 cm and 14 cm spacings are representative of the typical long and
short detector spacings, respectively, for a typical conventional two-detector
gamma-gamma logging tool. The fluxes are given at three representative forma-
tion densities, all silicon (the results for more realistic sandstone, SiO 2, are similar).
It is evident from the data in this figure that the variation of the logarithm of the
flux is close to linear in at least two of the three parameters mentioned above: for-
mation density and detector spacing. Also, for the dynamic range between 2.0 and
3.0 g/cc to reach 10 in this geometry, the detector spacing must be as large as 55
cm. This also supports the observation that the attenuation of annihilation flux is
adequately approximated by the product of the exponential attenuation of the in-
cident photon flux along the detector spacing and the exponential attenuation of
the annihilation photons from their site of production into the formation. Of
course, there will be a distribution of path lengths for both of these processes but
the typical attenuation for a given history can be very roughly estimated by choos-
ing representative path lengths: 40 cm for the incident 10 MeV photons and 25 cm
for the annihilation photons. The photon mass attenuation coefficient at 10 MeV
in sandstone is 0.02462 cm 2/g and at 511 keV is 0.08748 cm 2/g. Then, the ratio
between attenuation in a formation of 2.0 g/cc (neglecting backscatter, energy
down scattering, buildup, etc.) and one of 3.0 g/cc will be:
e - 0 . 0 2 4 6 2 *4 0 2. 0  * e - 0 .0 8 7 4 7 8 *2 5 2 .0
e-0.02462"403.0 * e-- 0 .08 7 4 7 8*
2 5 3
.0
This result significantly overestimates the factor of 10 seen in the Monte Carlo re-
sults given by the black line in Figure 3-11. Much of this may be due to the sub-
stantial forward bias of the 10 MeV photons scattering described in Section 3.1.3.
This scattering would be liberally included as removal in the above back-of-the-
envelope calculation. But, this calculation still indicates that a value of 10 is the
right order of magnitude for the ratio at this spacing. This result is also consistent
with the hypothesis that smaller cross sections of high-energy photons will pene-
trate a greater distance into the formation than traditional lower-energy tech-
niques.
Table 3-1: Detector region annihilation window photon flux (in
particles/cm2/sec/source particle) for varying detector spacing and
formation density (with corresponding dynamic range between 2.0 and 3.0
g/cc)
2. 0 g/cc 2.5 /cc 3. 0 g/cc Dynamic Range
55 cm 1.84*10-9 + 4.30*10-10 1.27*10-10 + 14.7 ± 0.3
0.02*10-9 0.06*10-10 0.02*10-10
39 cm 2.82*10-8 + 9.05*10-9 + 2.59*10-9 + 10.9 ± 0.9
0.13*10-8 0.50*10-9 0.18*10 -9
14 cm 4.90*10-6 + 3.20*10-6 + 2.06*10-6 + 2.38 ± 0.03
0.03*10-6 0.02*10-6 0.02*10.6
By examining the variation of detector photon flux with formation density for an
unrealistic range, it is possible to examine how the properties of the deviation from
linearity differ between the annihilation photon measurement and the original
multiply scattered approach. In Figure 3-12, the flux seen at the detector for a set
of detector spacings and source energies is given.
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Figure 3-11: Variation of detector flux in annihilation photon window for
several detector spacings
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Figure 3-12: Variation of detected photon flux for several source and detec-
tor arrangements over a wider than realistic range of formation density
Here, the 55 cm spacing data with the 10 MeV source has been expanded over a
wider range of formation densities as the blue points. The red points give the result
for the total flux at the same spacing but with a 662 keV source, like the cesium-
137 sources used in existing logging approaches described in Section 2.1. The
black points give the results for a spacing of 39 cm, which is more representative of
the long spacing in two-detector gamma-gamma logging devices. The shape of this
curve is close to linear when the formation is dense enough that the transport
physics is dominated by attenuation. As a result, detector flux decreases with in-
creasing density as photons are scattered out of the incident beam. This higher
density range happens to include the range of realistic densities of 2.0-3.0 g/cc. As
the formation density decreases, attenuation becomes less important and single-
scattering events become prominent. In the very low-density range below 0.5 g/cc,
flux increases with increasing density because the Compton scattering cross section
also increases. Because scattering events a r relatively rare, attenuation does not
accumulate with increasing density. Instead, scattering of photons out of the for-
mation and back to the detector becomes more frequent. Because these contribu-
tions are opposite in dependence on density, there is a maximum between the low-
and high-density regions in the curve relating formation density and detected flux.
All these features are visible with both the traditional and the high-energy sources
but several differences in the dynamic response between the two exist that shed
light on the differences in the photon transport process. The most salient feature is
the overall magnitude of these curves. Each measure of flux is normalized per
source particle. The annihilation photons exhibit the smallest magnitude because
the energy window in which photons are counted is very narrow (2 keV wide)
while the entire spectrum is counted for the 662 keV source. For the 662 keV
source, the 55 cm spacing exhibits a smaller flux than the 39 cm spacing because
more attenuation due to scattering and absorption occurs in the latter. Also, the
depth at which the maximum flux is attained is several tenths of a centimeter
smaller for the 10 MeV source than for the 662 keV source. This is due to the
wider angular distribution of the annihilation photons produced in the formation
than the multiply scattered photons; fewer pair production events are necessary to
produce the same contribution to the detector while several scattering events are
necessary for 662 keV photons to return to the detector. The greater spacing gives
additional opportunity for the photons to backscatter into the detector and hence
the flux maximum occurs at a smaller density for the 55 cm spacing than for the
39 cm spacing for the 662 keV source. The most interesting difference between the
annihilation photon and traditional responses is that for realistic density ranges the
annihilation photon response exhibits a point of inflection and becomes slightly
concave up. This does not occur (at least not as high in density as 3.5 g/cc) for the
662 keV source. This may have to do with the fact that the production sites of an-
nihilation photons are distributed throughout the formation and so density thick-
ness has a decreasing effect at increasing distances as annihilation photons are
produced more densely and widely spaced throughout the formation. In the tradi-
tional measurement, all photons originate at the source and scatter relatively
closely to the borehole.
This section has reviewed and documented the linear dependence of the logarithm
of the detected flux of annihilation photons on formation density. It is possible to
reproduce the dynamic range of traditional density measurements, though at
larger spacings due to the smaller cross sections. Specifically, with a 2 keV wide
energy window and this geometry, a source-to-detector spacing of 55 cm is com-
fortably more than sufficient to reproduce the traditional dynamic range of 10. A
bremsstrahlung source with an energy spectrum that goes as 1/E will result in an
annihilation radiation measurement exhibiting a similar dynamic range. The par-
ticular resulting dynamic range is highly dependent on the choice of energy win-
dow and the energy resolution of a real detector. Detector and source collimation
and effects of realistic pulse height spectra in detectors may also affect this result. It
was mentioned in Section 1.3 that the small interaction cross section of higher-
energy photons may contribute to an increased depth of investigation. This issue
will be discussed in the following section.
3.4 Depth of investigation of annihilation peak measurement
The dynamic range of the annihilation peak measurement suggests that this fea-
ture of the radiation transport is predictably sensitive to formation density but in
characterizing its potential effectiveness, it is important to identify where in the
formation this response is coming from. If the response is influenced mainly by re-
gions very close to the surface, then this measurement will be more vulnerable to
the environmental and other effects described in Section 2.2. If, on the other hand,
the annihilation peak response is influenced by regions deeper in the formation,
the measurement will be relatively insensitive to environmental effects. If this latter
condition turns out to be the case, the increased depth of investigation would be a
major advantage of a density measurement based on annihilation photons. This
property can be quantified as the depth of investigation as described in Section
2.2. To review, the depth of investigation is the radial depth at which a given frac-
tion (arbitrarily chosen as 0.5 for this study) of the contribution to the logarithm of
the observed flux is attained.
It is evident from the particle tracks visualized in Figure 3-10 that for the annihila-
tion photon histories, the particle tracks traverse regions much more deeply than
other histories without pair production. It is also the case that these tracks are
much deeper than those made by photon histories with lower-energy traditional
measurements. These tracks will contain information from deeper in the formation
than the others will. As indicated previously, the smaller photon interaction cross
sections at higher energies also contribute to this greater penetration depth of the
source photons.
3.4.1 Depth of investigation modeling approaches
Two methods have been used in this study to characterize the depth of investiga-
tion of the annihilation photon measurement: these approaches will be referred to
as density invasion and perturbation. In density invasion (pictured in Figure 3-13),
the formation is separated by a boundary of varying radius into two concentric re-
gions of differing density, one having density 2.0 g/cc and the other 3.0 g/cc. For
each possible boundary radius, the logarithm of the flux seen at the detector region
is plotted after a separate calculation for each invasion boundary depth. For the
case when the inner region is 3.0 g/cc and the outer region is 2.0 g/cc, a maxi-
mum flux will be seen when the boundary is at the borehole (when the entire for-
mation has density 2.0 g/cc). A minimum flux will be seen when the boundary is
deeper in the formation (when effectively the entire formation has density 3.0
g/cc). For intermediate density invasion boundaries, the modeled detector region
flux will also take on intermediate values. These log-flux values are then linearly
scaled such that the value when the invasion boundary is at the borehole surface is
zero (representing zero contribution to the detected flux of the degenerate inner
formation region). The log-flux value for when the invasion boundary is very deep
in the formation is scaled to unity (representing total contribution to the detected
flux of the inner formation region with the outer region degenerate).
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Figure 3-13: Schematic of density invasion depth of investigation modeling
approach
These data are plotted for chosen invasion boundary radii and interpolated using a
piecewise cubic Hermite interpolation algorithm. The depth of the invasion
boundary at which the scaled log-flux value reaches the specified value of 0.5 is the
depth of investigation for the corresponding detector arrangement. This radius is
the depth at which half of the contribution to the logarithm of the annihilation
peak flux is contributed from the density invasion approach.
An advantage of the density invasion approach is that it directly simulates each de-
tector and formation density arrangement and needs to make no assumptions
about the linearity of the formation density response. Because of this feature, this
first approach is quite flexible though computationally cumbersome because a
separate transport simulation must be carried out for each invasion boundary
depth.
The second approach, the perturbation method, alleviates this latter issue though
it is effective only if the logarithm of the flux response to density throughout the
formation is linear. This approach uses the perturbation feature in MCNP, and
particle transport is carried out only once for a representative problem geometry.
In this case, the simulation is carried out for a formation density of 2.5 g/cc and
the tallies of the prior section are taken as before. In addition, however, the forma-
tion is divided up into many annular cells each with a particular radial depth r and
azimuthal distance z along the tool integrated over all angles. At each cell, the per-
turbation estimates the sensitivity of the detector region flux tally to small changes
in density at a given cell. This estimate is accomplished without carrying out any
additional transport by estimating through a differential operator approach the
relative change in the contribution of each track already transported through the
cell to the detector region tally for the specified small change in density (McKin-
ney, 1996). *
More specifically, for a given change AP in cell formation density, there is a corre-
sponding change in the flux AO at the detector region. If this change is estimated
to first-order, then AOk goes as:
where t4/,P*AP is given as the result to the perturbation approach for each an-
nular cell. This approach is effective for sufficiently small changes AP in density. It
can be determined whether this approximation is valid by also calculating the sec-
* The perturbation feature in MCNP is much more general than this as perturbations can
be used not only for changes in cell density but also cell material or particle reaction
types.
ond-order contribution with the perturbation feature and ensuring that its value is
much smaller than the first-order contribution.
It is important to note that, like the density invasion approach, it is not the varia-
tion in flux that constitutes the density measurement but rather the change in the
logarithm of the flux due to the exponential attenuation of the photon transport
described in Section 2.1. Consequently, the quantity that must be obtained is not
AO but rather A(In q) so that:
A(ln I) n Ap
Op
1 a
Thus, it is unnecessary to calculate the perturbation result separately for the loga-
rithmic measure because it is proportional to the quantity 19/0ap, which is ob-
tained as described above. The 4b in the denominator of the first term in the prod-
uct of the last line of the above calculation is the detector flux tally mean and is a
single constant for each simulation. It will be seen below that these values for
D(ln 0) will be linearly scaled as above when estimating a depth of investigation so
in these computations, the 0 term can be safely ignored. The final result, then, for
each cell is a value O/(9P* P that is obtained directly from the perturbation fea-
ture of MCNP.
A two-dimensional sensitivity map of the formation can be obtained by plotting
the perturbation result for each cell along for the cell's depth r into the formation
and distance z along the tool. An example sensitivity map for a formation of silicon
with density 2.5 g/cc and a detector spacing of 55 cm is given in Figure 3-14. The
perturbation is to a density of 2.4 g/cc. The flux tally contribution that these per-
turbation estimates are based on is the annihilation peak window in the detector
region. The total second-order contribution was small
contribution and so only first-order terms were included.
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Figure 3-14: Example sensitivity map of annihilation photon window re-
sponse from perturbation calculation
Each square in the map represents the contribution from an annular region of a
given depth in the formation and distance along the tool. This map is similar to the
sensitivity map given for a hypothetical traditional two-detector density logging
device in Figure 2-4. However, there is only one peak near the detector region; the
peak near the source that is present in the sensitivity map is not here in the annihi-
lation photon sensitivity map. This is not due to the difference in photon transport
where annihilation photons are produced because other regions of the detected
energy spectrum show a similar result. This result may be due to the fact that the
source is not distributed in angle but rather falls in a pencil-beam and so only a
single set of identical tracks near the source makes similar contributions. Another
more likely possibility is that photons in these regions that have histories that later
contribute to the detector are of the highest energy and thus have the smallest
cross sections. Because of these small cross sections, these photons will interact
weakly at this point in the formation, and tracks in this region will be relatively in-
sensitive to small changes in density. In contrast, photons that return to the regions
of the formation near the detector region are much reduced in energy exhibiting
higher interaction cross sections and consequently increased relative sensitivity.
The J-function described in Section 2.2 can be obtained from the sensitivity map
by integrating along the tool length for each radial depth. Then, the J-function
value for a particular depth is the cumulative contribution of the integrated values
up to that radius. These values will be proportional to the perturbation AP in for-
mation density, and they must be scaled between zero and unity just as was done
for the density invasion approach. The J-function from this sensitivity map is
shown in Figure 3-15. The depth of investigation is taken as the depth at which the
J-function reaches 0.5; for this geometry, the depth of investigation of the annihila-
tion photon measurement is 9.44 +/- 0.12 cm. A comparison of the results of the
perturbation approach and the density invasion approach for this geometry will be
discussed below.
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Figure 3-15: J-function for annihilation photon window
The perturbation approach described above is computationally less intensive than
the density invasion approach but to the extent that the density sensitivity of the
detector region in flux is nonlinear with each region of the formation, the pertur-
bation estimate will be incorrect. This weakness does not occur with the density
invasion approach where transport for varying depths is calculated directly.
3.4.2 Depth of investigation modeling comparisons
These two modeling approaches must be compared to see if they give the same re-
sults. The most likely cause of a discrepancy in the results would be the failure of
the assumption of linearity in the perturbation approach. This assumption requires
that a given region of formation will have approximately the same effect on the
logarithm of the incident flux regardless of where it appears along the photon
track. This is justified by the fact that the change in flux varies exponentially with
the formation density and thickness as described in Section 2.1 for traditional
methods. It is evident from this relationship that for any changes in the distribution
of the rock density with depth in the formation (as long as the density thickness
remains the same), the resulting exponent is simply a sum of these contributions
along the particle track. The order in which these contributions are made is unim-
portant; that is to say, the relationship of formation density to incident photon in-
tensity is linear. Consequently, if the two depth of investigation modeling ap-
proaches give the same result, this provides evidence that the annihilation photon
measurement is at least approximately linear with formation density, and that the
first-order perturbation modeling approach is valid for this geometry.
A comparison of the J-functions for the above geometry with different modeling
approaches is given in Figure 3-16. The blue curve and data points are the results
from the perturbation approach in a formation with a density of 2.5 g/cc. The red
points are from a density invasion approach where the formation inside the density
boundary has a density of 2.0 g/cc. The black points are from a density invasion
approach with an inner density of 3.0 g/cc.
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Figure 3-16: Comparison ofJ-functions derived from several modeling ap-
proaches
All three give the same result within error for the depth of investigation although
the density invasion results for this case show greater variance. As the density inva-
sion approach can be used more generally as discussed above, these results suggest
that the perturbation approach is sufficient to make effective depth of investigation
estimates for this geometry. Also, interestingly, it does not appear to be important
for the density invasion approach what the particular densities are on either side of
the invasion boundary. When the boundary is deep in the formation, the calcula-
tion with a 2.0 g/cc inner density should exhibit a high detector region flux and
the calculation with a 3.0 g/cc inner density should exhibit a low detector region
flux. The linear scaling will invert the results for the latter case such that the trends
for the two models match. The result is three statistically indistinguishable J-
functions; this outcome further supports the hypothesis that the annihilation pho-
ton flux measurement is linear with formation density. A nonlinear relationship
would have resulted in different J-functions for the two density invasion calcula-
tions. The similarity between the J-functions from the density invasion calculations
and the perturbation calculations also supports the validity of the approximations
made in estimating the first-order perturbation contributions derived in Section
3.4.1.
All depth of investigation estimates for the result of the study will use the perturba-
tion approach to estimate depth of investigation as described here unless an excep-
tion is noted.
3.4.3 Depth of investigation modeling parameter dependencies
As indicated previously, for a 2.5 g/cc formation the estimated depth of investiga-
tion is approximately 9-10 cm at a 55 cm detector spacing. If the effect of density
on the logarithm of the detected flux were truly linear, this result should not
change with variations in the formation parameters. Of course, the actual relation-
ship is not completely linear with density because of the limitations discussed
above. Consequently, a formation with a dense region near the borehole surface
will exhibit a depth of investigation smaller than a formation with a less dense re-
gion near the borehole surface. In traditional measurements, this quantity is small
and ignored in the interpretation of porosity logging results. The magnitude of this
nonlinearity and its effects on the proposed measurement must be quantified.
One approach to accomplishing this is to expand the perturbation calculations to a
wider range of formation densities. In Figure 3-17 are shown J-functions calculated
using the perturbation approach described above for formations with bulk density
varying between 1.5 and 3.5 g/cc, a somewhat wider than realistic range. If the
relationship between density and detected photon flux were truly linear, these
curves should overlap. However, they do not; dense formations show shallower
depths of investigation than less dense formations. Additionally, the detected pho-
ton flux is smaller for denser formations and so the variance in the calculated J-
functions is larger for these formations. The density invasion method (depicted in
Figure 3-13) results line up in the middle of this range of J-functions because the
choice of 2.0 g/cc and 3.0 g/cc falls near the 2.5 g/cc perturbation response.
The implication of these data is that the relationship between formation density
and detector annihilation photon flux is not completely linear. If the assumption of
linearity does not quite hold, the perturbation approach used in these estimates
may be inaccurate though these results suggest that this deviation is small. In this
case, the perturbation approach is sufficient to observe the nonlinearity because in
each case the entire formation varies uniformly in density. Consequently, the pho-
ton histories encounter only one formation density and there is no effect of the
nonlinearity in the order in which each photon enters each density region. In
geometries where the formation does vary in density, the nonlinearity would be
relevant and this aspect ought to be taken into account in evaluating radiation
transport results obtained with this approach. One example of the importance of
the nonlinearity is in the presence of formation casing (discussed in Section 3.6) in
which photons will alternately traverse regions of steel, cement and formation.
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Figure 3-17: J-functions for varying formation density using perturbation
approach
The depth of investigation for the annihilation photon measurement seen in these
well logging borehole geometries can be obtained by observing the radial depth at
which each J-function reaches a relative sensitivity of 0.5. As mentioned previ-
ously, this is the point where fifty percent of the difference of the logarithm of the
detected flux due to variations in formation density far from and near to the bore-
hole surface. A plot of how the depth of investigation varies with formation density
is given in Figure 3-18 for the annihilation photon window over a formation den-
sity variation between 1.5 g/cc and 3.5 g/cc. These depths occur only with a pho-
ton source directed in a pencil beam at 45 degrees off the borehole axis into the
formation with a monoenergetic spectrum. With a bremsstrahlung spectrum, the
results are similar, and these are discussed later in this section with Figure 3-26.
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Figure 3-18: Depth of investigation from annihilation photon window for
formations of varying density
Here, the depth varies over several centimeters even for a realistic formation den-
sity range. This variation is not taken into account in traditional photon well log-
ging implementations because it is assumed to be small. To determine how much
this issue is due to the annihilation photons and the choice of the appropriate en-
ergy window, the variation in depth of investigation with density for several meas-
urements is given in Figure 3-19. The depth of investigation values are given in
Table 3-2.
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Figure 3-19: Depth of investigation for varying formation density for several
tool parameters
In this figure, the variation in depth of investigation with density of the high-
energy source and annihilation photon window with the requisite dynamic range
of 10 (implying a detector separation of 55 cm) is given in the blue data points;
these are the same data represented in Figure 3-18. The red points represent the
variation in the same source but with a 39 cm spacing, equivalent to the long de-
tector spacing for a hypothetical two-detector tool. The black points are the results
for a 662 keV (cesium-137) source and for an energy window that includes the en-
tire photon energy spectrum. It is evident from the figure that the variation in
depth of investigation with formation density, as measured by the magnitude of the
slope of the curve, is five times greater for the proposed annihilation photon den-
sity measurement as for the traditional measurement. The increase in detector
spacing can account for some of this change because the 39 cm spacing exhibits a
depth of investigation dependence half the value of the 55 cm spacing. However,
this is still roughly twice the variation seen for the traditional measurement. It is
clear that the depth of the annihilation photon measurement has an inherently
larger sensitivity to formation density than the traditional measurement does. It is
reasonable to ignore the change in depth of investigation in applications of the tra-
ditional measurement because for realistic formation densities, the depth of inves-
tigation for the tool varies less than a centimeter. This is not expected to be the
case for an annihilation photon-based density measurement. Part of the difference
between the traditional and high-energy measurements may be due to the fact that
traditional methods utilize most of the energy spectrum above the photoelectric-
dominated region; the implications of differing the spectrum windowing are dis-
cussed with Figure 3-20 and Figure 3-21.
Table 3-2: Depth of investigation for several tool parameters and formation
densities
Density 1.5 g/cc 2.0 g/cc 2.5 g/cc 3.0 g/cc 3.5 g/cc
10 MeVsource, 55 cm 12.38 ± 11.11 ± 9.44 ± 8.18 + 8.14 +
spacing, annihilation flux 0.08 cm 0.08 cm 0.12 cm 0.12 cm 0.39 cm
10 MeVsource, 39 cm 9.07 ± 8.72 ± 8.13 ± 7.50 ± 6.77 ±
spacing, annihilation flux 0.02 cm 0.04 cm 0.04 cm 0.06 cm 0.05 cm
662 keVsource, 39 cm 4.91 ± 4.59 ± 4.29 ± 4.02 ± 3.83 ±
spacing, totalflux 0.01 cm 0.01 cm 0.01 cm 0.01 cm 0.03 cm
Additionally, much of this increase in depth of investigation is particular to the an-
nihilation photon energy window, here taken between 510 and 512 keV. A com-
parison of the calculated depths of investigation for other energy windows is given
below. The depths for an energy window between 512 and 514 keV, which will be
referred to as the Compton window, is given in Figure 3-20. This is meant to re-
flect the depth of investigation for a measurement based on the flux in a window at
a point in the Compton background equivalent to the annihilation peak but ex-
cluding both the annihilation photons and those annihilation photons that may
have down scattered in energy. Additionally, in Figure 3-21, the variation of depth
of investigation with density is given for a high-energy (photons with an energy
greater than 514 keV) window analogous to the high-energy window for tradi-
tional density logging but excluding the annihilation photons.
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Figure 3-20: Variation of depth of investigation with formation density of
Compton backgrond energy window (512 - 514 keV)
In the case of the high-energy window, the depth of investigation is between 5.5
and 6.5 cm for realistic density regions. For the Compton window, the depth of
investigation is slightly larger, between 7 and 8 cm. These results are still much
larger than the typical depth for traditional density logging measurements of 3-4
cm, likely owing to the higher-source energy, but not quite as large as the depth of
the annihilation photon measurement. It seems that because the high-energy (10
MeV) photons exhibit smaller total interaction cross sections than the low-energy
(662 kev) photons of traditional measurements, all energy windows given a high-
energy source exhibit an increased depth of investigation for a density measure-
ment. However, the annihilation peak sits on top of the Compton background and
is due to photons undergoing a distinctly different transport history, described in
Section 3.2. This allows a measurement based on the annihilation peak to uniquely
exhibit a more greatly increased depth. This supports the suggestion that the dis-
tributed and deeper distribution of the annihilation photons in the formation con-
tributes to a newly increased depth of investigation. The differences in J-functions
of the annihilation (510 keV < E < 512 keV), Compton (512 < E< 514 keV), and
high energy (E > 514 keV) windows for a 39 cm detector spacing are given in
Figure 3-23.
Interestingly, for the higher energy windows, the trend with density appears to be
opposite that which was seen for the annihilation photon window. In the Compton
and high-energy windows, depth of investigation paradoxically increases with for-
mation density. For the Compton window, this increase is small and comparable
in magnitude to the unsystematic error of the Monte Carlo sampling but for the
high-energy window, the trend is significant.
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Figure 3-21: Variation of depth of investigation with formation density of
high-energy window (> 514 keV)
Also, it will be shown below that the increased depth is not simply due to the dif-
ferences in geometry. In the data above, a J-function was calculated using an
MCNP model of a hypothetical traditional two-detector tool whereas the high-
energy data was for the idealized geometry described in Section 3.1.1. It was sug-
gested earlier that the idealization of the geometry (and particularly the collimation
of the detector regions) might overstate the depth of investigation calculated in this
manner. The depth of investigation for formations with the idealized geometry,
but with a 662 keV source, for varying formation density is given in Figure 3-22.
These data are analogous to those in Figure 3-19 but without the realistic tool ge-
ometry. The depths for the low-energy source idealized geometry measurement
are about 1 cm larger for each formation density than those for the more realistic
tool geometry. This is likely due to the increased collimation of the detectors in the
idealized geometry; because these detectors fill the entire borehole they will re-
spond more greatly to photons coming from deeply in the formation. Still, they are
much smaller than the increased depths seen for the annihilation photon meas-
urements.
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Figure 3-22: Variation of depth of investigation with formation density for
traditional measurement with idealized geometry
Additionally, the depth of investigation for the annihilation photon measurement
varies with source shooting angle. The depths calculated above were for a geome-
try where all photons were emitted in the formation at an angle of 45 degrees.
Varying the source angle into the formation has an important impact on the depth
of investigation. The basis for the increased depth of investigation for the annihila-
tion photon measurement is that annihilation sites are introduced deeply and dis-
tributed throughout the formation. The effect of angle on the photon transport
and its implied effects on depth of investigation were discussed qualitatively in Sec-
tion 3.2. The results of varying the angle between 10 and 80 degrees in a forma-
tion of density 2.5 g/cc and a 55 cm detector spacing are given in Figure 3-24.
From small angles (where the photons are emitted close to parallel to the borehole
axis) to about 45 degrees, the depth of investigation increases steadily. Above this
angle, however, increases in angle do not lead to additional depth. At higher an-
gles (when photons are emitted perpendicular to the borehole axis), not only is the
depth not increased but also the count rate of photons reaching the detector region
is substantially reduced. Photons that are emitted nearly parallel to the borehole
axis do not reach deeply enough in the formation by the time they reach the azi-
muthal distance of the detector spacing to result in pair production and annihila-
tion photons distributed sufficiently deeply in the formation. At higher angles, too
few annihilation events result in photons reaching the detector region to support
an effective measurement. The marginal benefit to depth of investigation from in-
creases in angle seems to disappear above 45 degrees.
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Figure 3-23: J-functions for 39 cm detector spacing for high, annihilation
and Compton energy windows
Also, the source energy has an important effect on depth of investigation. As en-
ergy increases, photons penetrate more deeply with smaller total cross section and
the pair production cross section increases. Then, at higher source energies more
annihilation photons are produced resulting in a greater contribution of annihila-
tion photons over Compton background to the measurement. As expected, and
shown in Figure 3-25, depth of investigation for the annihilation photon window
increases with increasing energy though at a slower rate above about 6 MeV. At 1
MeV, the source energy lies below the pair production threshold and the depth of
investigation approaches that which was seen for the traditional measurement and
is equivalent to what would be seen for the Compton window with a high-energy
source.
Of course, a real high-energy source would not be monoenergetic as these simula-
tions are but rather would likely be a bremsstrahlung spectrum from an accelerator
source. As shown for a hypothetical source in Figure 1-1, most photons will be
produced at the low-energy end of the spectrum. Because depth of investigation
varies with source energy, a more realistic energy spectrum source might be ex-
pected to have a different depth of investigation than calculated for the monoener-
getic source. The dependence of the depth of investigation on source energy de-
scribed above suggests that the depth of investigation for a bremsstrahlung source
would be reduced relative to the monoenergetic source. The relationship between
depth of investigation and formation density for a bremsstrahlung spectrum with a
10 MeV endpoint is given in Figure 3-26. This curve exhibits a range of depths
similar to the monoenergetic source, albeit with smaller photon counting rates and
greater variance per source particle. Even though more photons are produced at
lower energies, the greater abundance of annihilation photons produced near the
energy endpoint results in a depth of investigation profile that is still similar to the
monoenergetic source.
The depth of investigation seen for the annihilation photon density measurement
shows much wider variation with both formation and source properties than was
seen with traditional photon density measurements. A real tool based on this
physical process will require additional optimization of these many features over
realistic borehole environments and tool designs.
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Figure 3-26: Variation of depth of investigation of annihilation photon
measurement with bremsstrahlung source
3.5 Density compensation
As has been alluded to previously, real tools require density compensation with
multiple detectors in order to make reliable density measurements. Because of the
wide variation in borehole environments, tool standoff and other drilling effects,
two different logging measurements recording the same tool response may not be
associated with the same formation density even within a single well, to say noth-
ing across different oilfields. Consequently, in real logging tools a second detector
(or more) at a shorter spacing is used to estimate and reduce the contribution of
material very near the tool; this intervening material is likely to be any of the envi-
ronmental effects described in Section 2.2 that will interfere with a true formation
measurement.
3.5.1 Principles of density compensation
The basis for the density compensation of multiple detectors is that the depth of
investigation for a given detector will depend on the detector spacing. As was seen
for one example in Figure 3-19, long source-to-detector spacings generally result in
larger depths of investigation.* Therefore, a detector close to the radiation source
should tend to be sensitive to regions of space near the tool.
Given two detectors, one near the source at a short detector spacing and one far at
a long detector spacing, the short spacing detector will detect photons that have
not penetrated deeply into the formation while the long spacing detector will count
both those photons that have penetrated deeply and those that have not. It is feasi-
ble to use the response from the short spacing detector to compensate for the ef-
fects of the density of non-formation material close to the tool.t It will be shown
below that in general there is a relationship between the short and long spacing
detector responses that can be used to infer the true density deep in the formation.
The particular choices of short and long spacings will depend on the properties of
the tool and underlying measurement. A qualitative schematic of the relative
depths of investigation for long and short spacing detectors is given in Figure 3-27.
Figure 3-27: Schematic of particle tracks for detectors of differing source-to-
detector spacing
* It is also possible that multiple detector spacings or multiple source angles could lead to
a radial profiling method in which detector or source parameters are varied over multiple
measurements to produce measurements for a selected depth in the formation (Botto,2007).
t An additional constraint for effective density compensation is that the standoff or inter-
vening material be equal in thickness and composition at both the radiation source and
detector. This compensation scheme will not be effective if there is variation in any of
these properties on the scale of the tool length.
As explained in Section 2.1, it is known that the logarithm of the detector flux var-
ies linearly with the product of formation density and detector spacing, and this
variation is shown for the high-energy case in Figure 3-11. The slope of this curve
can be known for a particular spacing, and it can be shown that for relatively thin
layers of mud, mudcake or standoff, this slope also varies with changes in the den-
sity or thickness of the intervening material between the tool and the formation.
With changes in intervening material thickness, the flux response with density piv-
ots around the point where the formation density is equal to the intervening mate-
rial density as shown in Figure 3-28.
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Figure 3-28: Effect of mudcake or other intervening material on formation
density response
In general, the density estimated from the long spacing detector response is taken
to be the initial density estimate, and the short spacing is a correction to this esti-
mate such that:
Pb = PLS + Ap,
where Pb is the average bulk density of the formation, PLS is the density implied
by the long-spacing detector measurement, and Ap is the correction factor to this
density to obtain the true formation density. It remains to estimate the Ap term.
Typically, a linear correction is used, so this term is proportional to the implied
density contrast between the formation and the intervening mud or mudcake den-
sity such that:
AP r C(PLS - PSS)
= Pb = PLS + C(PLS - PSS),
where C is a constant of proportionality and Pss is the density implied by the
short-spacing detector response. The constant can be estimated by observing the
relationship between long-spacing detector responses for several modeled forma-
tion-mud density contrasts. By calculating the J-functions for two detectors at dif-
ferent spacings for a given tool and formation geometry, it is possible to estimate
an appropriate compensation factor to make the measurement relatively insensi-
tive to regions near the tool. These J-functions must then be scaled between the
implied densities for formations of interest so that 100 percent of the sensitivity
represents a maximum-density value, e.g. 3.0 g/cc, and 0 percent of the sensitivity
represents a minimum density value, e.g. 2.0 g/cc. The above method is effectively
a way to use the perturbation approach for modeling depth of investigation to
simulate an invasion of a high-density formation by a low-density medium or vice
versa. An appropriate compensation factor C can then be chosen to limit detector
sensitivity near the tool. The J-functions for the long and short spacing detectors
for a hypothetical two-detector tool like the one described in Section 2.1 are given
in Figure 3-29. The long spacing detector is at 39 cm in this model and the short
spacing detector is at 14 cm.
Because this model is for a traditional source and logging window, the depth of in-
vestigation for each detector is relatively shallow. The depths of investigation for
the long- and short-spacing detectors are 4.658 +/- 0.005 cm and 1.944 +/- 0.002
cm, respectively. For each depth into the formation and corresponding implied
density value, the appropriate correction factor is the difference between the im-
plied density from the long spacing detector and the maximum density value.
These can be plotted against one another in what is called a normalized spine-and-
ribs plot*; the result for this hypothetical two-detector tool is given in Figure 3-30.
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Figure 3-29:J-functions for long (39 cm), short (14 cm), and compensated
detector responses for a traditional density measurement
These points correspond to the various depths in the J-functions. The point at the
origin represents a depth of 0 cm into the formation or at the formation-borehole
interface. Increases in depth initially go from here to the upper right. Eventually,
at a point related to the depths of investigation for the involved detectors, this
curve becomes double-valued as the density contrast and correction factors recon-
verge near the maximum density. This occurs at the depth when the short spacing
detector becomes relatively insensitive to the formation and is consequently unable
to compensate effectively. The appropriate correction factor is then the slope of a
linear fit to these points between the origin and when the curve becomes to turn
around to eventually become double-valued. For the traditional case, this curve is
given by the line drawn in Figure 3-30. A compensated J-function using this cor-
rection factor is given in Figure 3-29. Now, this measurement has a sensitivity pro-
* A spine-and-ribs plot is simply the long spacing detector response plotted against the
short spacing detector response; an example is given in Figure 3-39.
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file that would suggest a depth of investigation of 6.420 +/- 0.008 cm. Whether
the depth of investigation is truly increased through this compensation is less im-
portant than the additional observation that no sensitivity accumulates in the com-
pensated curve until a few centimeters into the formation. This result suggests that
this compensated measurement will be only negligibly affected by changes in for-
mation density within the first two centimeters. If this space is filled with drilling
fluid, mud or represents tool standoff (so troublesome in Section 2.2), these features
will not ruin the density measurement.
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Figure 3-30: Normalized spine-and-ribs plot for a hypothetical traditional
two-detector density logging device with 39 and 14 cm detector spacings
These density compensation methods have been proven for traditional photon
density logging approaches described in Section 2.1, and the rest of this section will
discuss its application to a new proposed high-energy measurement.
3.5.2 Density compensation for a high-energy measurement
In the proposed annihilation photon density measurement with a high-energy
source, the same approach can be taken with the annihilation photon window
measurement to compensate for the effects of density in regions of space near the
tool in which environmental effects dominate the contribution to the signal. Here,
multiple detectors can be seen for this model. The particular choices of detector
spacing are most important in evaluating the effectiveness of this approach. In
Figure 3-31, a normalized spine-and-ribs plot is given for the annihilation photon
window with a 10 MeV source and detector spacings of 55 and 14 cm for the near
and far spacings. The corresponding J-functions are given in Figure 3-32. The
points in Figure 3-31 and Figure 3-32 correspond with each other such that the
point at the lower left represents the compensation at 0 cm, the next point along
the line represents a depth of 5 cm and so on. The same is true of Figure 3-33 and
Figure 3-34 below.
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Figure 3-31: Normalized spine-and-ribs plot for the annihilation photon
density measurement with 55 and 14 cm detector spacings
Here, like for the traditional approach, the measurement becomes insensitive to
regions in the formation within several centimeters, and the implied depth of in-
vestigation from the compensated J-function extends out to about 15 cm. It might
be implied that this would be further improved with a longer short detector spac-
ing. Figure 3-33 and Figure 3-34 show the spine-and-ribs plot and J-functions, re-
spectively, with a short detector spacing of 39 cm.
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Figure 3-32:J-functions for long (55 cm), short (14 cm), and compensated
detector responses for annihilation photon density measurement
In this case, the apparent depth of investigation reaches about 20 cm. It is impor-
tant to note, though, that the compensation relies on the difference in response be-
tween the short and long spacing detectors. Consequently, when the short spacing
approaches 55 cm the difference in response comes closer to the precision of the
measurement and the compensation will be increasingly unreliable.*
The challenge for density compensation will include sufficient count rates for dis-
tinguishing the long spacing response from the short spacing response with a small
annihilation photon window. All of the above calculations were for a uniform for-
mation. A more realistic evaluation of the effectiveness of density compensation for
annihilation photons from a high-energy source would include regions with varia-
tions that are more typical in density like what may be encountered in a real for-
mation.
* A short spacing only slightly smaller than the long spacing would give a result showing
density compensation and an extremely large implied depth of investigation but it wouldbe preposterous to conclude that in this case the measurement actually compensates out
so far.
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Figure 3-33: Normalized spine-and-ribs plot for the annihilation photon
density measurement with 55 and 39 cm detector spacings
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Figure 3-34:J-functions for long (55 cm), short (39 cm), and compensated
detector responses for annihilation photon density measurement
3.6 Casing
In existing oil wells that have long since been drilled, the borehole is stabilized with
casing. This casing may consist of a steel shell surrounded by cement. This casing
will lie between the formation and any logging instrument lowered into the well for
measurements. In many situations (including traditional photon density logging),
the presence of casing makes a measurement impossible, and so wells drilled and
cased before a given tool was made available cannot generally be measured with
that novel tool. In many long-existing wells, casing has been put in place before
modern logging tools became available and so no measurements exist for these
wells. For other wells produced historically, measurements have been lost or were
never taken in the first place, and the presence of casing now limits the use of exist-
ing techniques to obtain this information.
3.6.1 Casing modeling
In Figure 3-35, an idealized MCNP borehole and formation model with casing is
given. This model is identical to that described in Figure 3-1 with the addition of
cylindrical layers to represent casing. The steel is represented as a 0.5 inch thick
shell of iron with a density of 7.87 g/cc and the cement is represented as a 1 inch
thick shell of concrete with density 2.4 g/cc. While the steel layer of casing is typi-
cally a standardized pipe size, the intervening cement can vary between one and
three inches even within the same well.
Figure 3-35: Casing implementation in MCNP geometry
3.6.2 An aside on choosing borehole geometry parameters
Several choices can be made as to whether the casing is modeled to take up space
that was occupied by the formation or space that was void in the borehole. It is
important to model whether the particular choices of these parameters affect the
calculated detector responses. The effects of these parameters on the annihilation
photon flux dynamic range are illustrated in Figure 3-36 for the traditional density
measurement and in Figure 3-37 for the annihilation measurement. Changes in
detector thickness have also been included for comparison.
aE --e- w casai
--- No casen (narow borehAe)
--- No casng (wtde boreho)
- No casng (cobmated detector)
B 9 - - Old Gometry (39 cm spacng)
U -7-
) 
-
8 2 22 24 26 28 3 32
Density (glcc)
Figure 3-36: Effects of casing and geometry parameters on dynamic range of
a traditional density measurement
The dynamic range of the measurement is given with casing in the blue line. The
flux response seen is still linear with formation density but the overall flux is re-
duced as expected due to absorption and scattering in the casing. Several sets of
points are given without casing. The narrow borehole data (black) is where the cas-
ing takes up space formerly void in the borehole. The wide borehole data (purple)
is where the casing takes up space formerly occupied by the formation. The colli-
mated detector data (green) is for a detector region 2 cm across in the direction of
the borehole axis; the other data include a detector region 4 cm across. The old
geometry points (red) are for a formation with no casing with a detector spacing of
39 cm.
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Figure 3-37: Effects of casing and geometry parameters on dynamic range of
the annihilation photon density measurement
Interestingly, these data suggest that the changes in dynamic range and overall flux
are dominated by the choice of detector spacing, and the other geometry parame-
ters (detector region thickness, borehole width, etc.) are much less important. This
is promising for the implementation of a new measurement because these latter
parameters vary greatly between and within oil wells and the detector spacing is
chosen by design. Also, it seems that the casing reduces the dynamic range more
greatly for the annihilation photon measurement than for the traditional meas-
urement. However, though not pictured in these figures, the depth of investigation
is more greatly reduced for the traditional measurement than for the annihilation
photon measurement. The annihilation measurement is reduced by 0.9 cm while
the low-energy measurement is reduced by 1.8 cm, a reduction that is not only a
change in absolute magnitude twice as great but also a relative reduction by a fac-
tor of four.
It is likely that the depth of investigation is less affected by the presence of casing
for the annihilation photon measurement because the 511 keV photons need only
penetrate the casing once (while the 10 MeV source photons with their small cross
sections easily penetrate the casing). In contrast, the cesium-137 photons at 662
keV not only have to pass through the casing twice but spend most of their time in
regions near the tool (as seen in Figure 3-9) and are more greatly absorbed in the
steel shell as they scatter down in energy before reaching the detector.
3.6.3 Density compensation with casing
To measure formation density through casing, compensation may be accom-
plished using the multiple detector compensation described above in Section 3.5.
To examine the effectiveness of this approach for the annihilation radiation density
measurement, the detector response in the annihilation peak was modeled in the
casing geometry of Section 3.6.1 for several detector spacings. The choice of detec-
tor spacing must be chosen such that the responses of the two detectors are suffi-
ciently different to distinguish the influence of the density of material near the
borehole, which may include cement and steel casing, from material farther from
the borehole, which would represent mainly the rock formation. Each detector will
exhibit a different depth of investigation dependent primarily on the spacing of the
detector from the source. By choosing spacings in which the short spacing detector
is most sensitive to regions occupied by non-formation intervening material and
the long spacing detector is most sensitive to the formation, density compensation
through casing might be achieved.
The steel shell is modeled to include only iron. Iron has a much higher atomic
number, 26, than the materials in the rock formation, and it is also roughly three
times as dense. Consequently, the iron shell is very absorbing. To examine the ef-
fects of compensation with better statistics in the model (and more reasonable cal-
culation times), the iron shell has been eliminated from the consideration below.
Because this is an incomplete representation of a casing environment, the effects of
the iron shell on the modeled results will be considered afterwards. Concrete ex-
hibits a density, 2.4 g/cc, that is in the range of formation densities typically en-
countered in rock formations so the effects of this intervening layer will not sharply
limit the intensity of detected annihilation radiation, and simulation fluxes will be
comparable across casing definitions.
The long-spacing detector for all the results below is situated at a 55 cm spacing
from the photon source. At this spacing, the dynamic range of annihilation peak
magnitude response is a factor of 10 between formations of density 2.0 g/cc and
3.0 g/cc as shown in Section 3.3. Shorter spacings will exhibit a smaller dynamic
range. A normalized spine-and-ribs plot of the results of compensation for layers of
cement of varying thicknesses in front of a silicon formation with a density of 2.5
g/cc and a tool with detector spacings at 55 cm and 20 cm is given in Figure 3-38.
This plot is analogous to that seen in Figure 3-30 for the traditional measurement
compensation simulation but now applied to the annihilation radiation measure-
ment with the high-energy source in a borehole surrounded by layers of cement.
0.15 L
D 0.5" concrete
0.1 0 1.0" concrete
. 1.5" concrete I  O0
0.05- 0 0
0ep Od
-0.05
0
-0.15 -
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15
Ps - Ps
Figure 3-38: Normalized spine-and-ribs plot for annihilation photon meas-
urement in formations with densities between 2.0 and 3.0 g/ce for cement
casings of varying thicknesses for detector spacings of 55 and 20 cm
In the above plot, the compensation terms Ap (vertical axis) do lie on a linear
trend relating the difference in apparent density of the detector responses (horizon-
tal axis). However, this relationship is relatively steep in that a change in the differ-
ence between the apparent densities from each detector implies a correction of
similar size. For effective density compensation in traditional measurements, this
slope is substantially more shallow so that a large change in the difference in ap-
parent density (the error signal) is associated with a smaller correction term. The
above plot is normalized by the counting rate and apparent density relationship.
The lack of robustness of the scheme with these two detector spacings is further
revealed by a log-log plot of the two counting rates, given in Figure 3-39.
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Figure 3-39: Spine-and-ribs plot for annihilation photon measurement in
formations with densities between 2.0 and 3.0 g/cc for cement casings of
varying thicknesses and detector spacings of 55 and 20 cm
In this figure, the detector responses are not normalized for density, and it is clear
how difficult it would be to create a measurement with this range of detector re-
sponses. The black squares form the "spine" of the short- and long-spacing detec-
tor response curve. Introduction of cement shells of various thicknesses results in
the appearance of "ribs," which contain those detector responses with the same
formation density but different cement thicknesses. With a 20 cm short spacing,
the ribs come off the spine at a relatively small angle such that given detector
counting statistics, it would be difficult to distinguish movement along a rib from
movement along the spine. Equivalently, it would be difficult with this choice of
detector spacings to distinguish variation in casing thickness from variation in for-
mation density. Both trends lie nearly atop one another because the depth of inves-
tigation of the detector at a spacing of 20 cm is large enough to still be relatively
insensitive to material density in regions near the formation where the cement lies.
A better scheme requires a shorter detector spacing.
An equivalent plot for detector spacings at 55 cm and 10 cm is given in Figure
3-40 for a normalized spine-and-ribs plot and in Figure 3-41 for a regular spine-
and-ribs plot.
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Figure 3-40: Normalized spine-and-ribs plot for annihilation photon meas-
urement in formations with densities between 2.0 and 3.0 g/cc for cement
casings of varying thicknesses for detector spacings of 55 and 10 cm
In the spine-and-ribs plot of Figure 3-41 with a 10 cm counting rate, the ribs no
longer lie on top of the spine. That is, the relative change in counting rates at the
short and long spacing detectors is sufficiently different that variations in formation
density can be distinguished from changes in cement thickness. On the other hand,
the relative sensitivity of the 10 cm detector spacing to formation density is much
smaller than the 20 cm detector. Because the detector spacing is smaller, photon
histories contributing to the 10 cm detector penetrate less deeply into the forma-
tion than those entering the 20 cm detector.
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Figure 3-41: Spine-and-ribs plot for annihilation photon measurement in
formations with densities between 2.0 and 3.0 g/cc for cement casings of
varying thicknesses and detector spacings of 55 and 10 cm
From the normalized plot in Figure 3-40, it is evident that the correction terms'
relationship to the implied density from the two detectors is still close to linear as
with the 20 cm short spacing. More importantly, the slope of the trend is smaller
by a factor of four. As pointed out above, it is best to have as shallow a slope as
possible because a given difference in apparent density to a correction four times
smaller. Thus, this density compensation arrangement with a 10 cm short spacing
may be more successful in practice.
Because the above results suggest there is still sensitivity to formation density
through 1.5 inches of cement, the calculation is extended to 3 inches of cement, a
thickness impossible to measure through with traditional density logging methods.
A spine-and-ribs plot is given in Figure 3-42 with the addition of results for 3
inches of cement with detector spacings at 55 cm and 10 cm, and the normalized
plot is given in Figure 3-43.
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Figure 3-42: Spine-and-ribs plot for annihilation photon measurement in
formations with densities between 2.0 and 3.0 g/cc for cement casings of
varying thicknesses and detector spacings of 55 and 10 cm
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Figure 3-43: Normalized spine-and-ribs plot for annihilation photon meas-
urement in formations with densities between 2.0 and 3.0 g/cc for cement
casings of varying thicknesses for detector spacings of 55 and 10 cm
In the normalized plot of Figure 3-43, it is clear that the 3 inch thick cement points
do not lie on the linear trend of the thinner cement layers. This result suggests that
a linear density compensation scheme as described in Section 3.5.1 will not be ef-
fective through 3 inches of cement. However, an explanation and a possible means
of ameliorating this difficulty are evident in the spine-and-ribs plot of Figure 3-42.
In general, increasing formation density will result in a reduction of detector flux
because more source photons are attenuated before reaching the detector region.
Another contribution is from photon histories in which a single scattering event
takes places at a certain depth in the formation. For these histories, an increase in
formation density will result in a higher counting rate at the detector because the
Compton scattering cross section increases with increasing density. That is to say,
more photons are scattered from the formation back into the detector without be-
ing removed; this is opposite to the trend that usually occurs in more average den-
sity formations at long detector spacings. The effects of this latter term dominate
the results for 3 inches of cement at the short detector spacing because for this de-
tector, increases in formation density result in a decreasing counting rate. The
counting rate for the long spacing detector exhibits the former trend with forma-
tion density.
In the limiting case of infinitely thick cement, the detector response will approach
the response for a formation with a density equal to the cement density. Although
at 3 inches of cement, the "ribs" are moving away from the "spine," they do so at a
decreasing rate and eventually will return to the "spine" at the 2.4 g/cc detector
response. Because of this deviation from the linear behavior of the "ribs" for thin-
ner cement layers, the correction terms for three inches of cement lie away from
the line connecting the others.
It should be noted that the results in the above figures are for the annihilation pho-
ton window detector response. Additionally because with 3 inches of cement the
short detector counting rate increases with increasing formation density, the de-
tected photons are mainly due to single-event histories. Unlike traditional meas-
urements in which the single event is a Compton scattering interaction, in this an-
nihilation photon measurement the single event is a pair production and positron
annihilation event. For thinner cement layers, the relationship between counting
rate and formation density for the long spacing detector remains typical in that in-
creases in formation density result in lower counting rates, reflecting the multiple
scattering of the incident photons. However, after 3 inches of cement, enough pho-
tons are removed that the effect of an increase in formation density is to increase
the pair production cross section and also the detector annihilation photon flux.
The evidence for this explanation for the trend is supported by the J-function for
the 10 cm detector given in Figure 3-44. The redJ-function is due to the annihila-
tion photon window. It is clear that rather than smoothly varying from zero to
unity, the J-function first overcompensates, implying that small increases in forma-
tion density near the borehole result in increases in detector counting rate. This
feature is known to be due to single-event histories and well established for tradi-
tional methods. Because increases in density increase the interaction cross section,
changes in formation density in these regions contribute opposite to that which oc-
curs deeper in the formation. This behavior is captured by the J-function, which
overcompensates at shallow depths. Up to the J-function maximum of approxi-
mately 3.5 cm into the formation, an increase in formation density increases the
interaction cross section resulting in additional counts at the detector. Past this
depth, increases in formation density result in decreases in detector counting rate
because more photons are removed. This is consistent with the observation that
cement thicknesses up to 1.5 inches, which is only slightly above 3.5 cm, exhibit a
trend where formation density decreases the detector counting rate while with a
cement thickness of 3 inches, which is far past the maximum at 3.5 cm, the trend is
opposite.
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Figure 3-44: J-function for 10 can spacing detector in several energy windows
Even though a linear compensation will not work for the 3 inch cement thickness,
a more complex scheme might because in the spine-and-ribs plot of Figure 3-42
these results for 3 inches of cement lie on ribs separate from the other cement
thickness responses. It is still possible to distinguish the changes in counting rates
due to the 3 inches of cement from the variation in formation density. Incidentally,
the variation in counting rate from 2.0 g/cc to 3.0 g/cc for 3 inches of cement is
less at the long spacing detector than for the other cement thicknesses. It appears
that this variation will become progressively smaller for larger cement thicknesses
until the long spacing detector has no sensitivity to formation density at all. From
the J-functions in Figure 3-15, this might occur in excess of 10 cm into the forma-
tion.
Typical casings have steel shells approximately 0.5 inches thick surrounded by ce-
ment of varying thickness. Results from calculations with steel shells for spacings at
55 cm and 10 cm are given in Figure 3-45 and Figure 3-46 as spine-and-ribs and
normalized plots, respectively.
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Figure 3-45: Spine-and-ribs plot for annihilation photon measurement in
formations with densities between 2.0 and 3.0 g/cc for casings with a 0.5
inch shell and cement casings of varying thicknesses and detector spacings
of 55 and 10 cm
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Figure 3-46: Normalized spine-and-ribs plot for annihilation photon meas-
urement in formations with densities between 2.0 and 3.0 g/ce for casings
with a 0.5 inch shell and cement casings of varying thicknesses and detector
spacings of 55 and 10 cm
While the counting rates are lower with the addition of a 0.5 inch layer of iron to
represent steel, the relationship between counting rate and formation density per-
sists, and there appears to still be some sensitivity after a full casing of both 0.5
inches of steel and 1.5 inches of cement. From the above work without an iron
shell, it can be inferred that density compensation may be effective with realistic
casings having cement thicknesses as high as 2.5 inches.
This result suggests that density compensation through realistic casing may be
achievable with the density measurement based on annihilation radiation pro-
posed in this chapter. If such a tool could be created based on this process with
density compensation of this effectiveness, this development would constitute a
major improvement to the capabilities of gamma-gamma density logging devices.
3.7 Limitations of proposed density measurement
The above discussion about the proposed new density measurement considers the
photons entering the detector region without regard for the mechanism in which
they were detected. Of course, the capabilities of the detectors and instrumentation
will have a very important effect on the opportunities for implementing a tool
based on the pair production and annihilation process.
First, the reason that energy spectroscopy is possible for traditional measurements
is that for radioisotope sources with activities in the range of several curies, pho-
tons enter the detector region at a small enough rate that the instrumentation can
resolve pulses from individual photons and measure the energy of each as it ar-
rives. In tools based on accelerators with low duty factors, such as the previously
studied high-energy photon source proposed in Section 2.3, the source photons are
emitted in a very short time interval, and so annihilation photons reaching the de-
tector would arrive over such a short time that it is not possible to obtain the en-
ergy of each independently. A typical detector would respond with a single pulse
due to the interaction of all the photons at once. With such a radiation source, it is
not possible to measure an energy spectrum; only total energy deposition can be
obtained, which will depend on the entire energy spectrum. As seen in Section 3.4
for energy windows outside the annihilation radiation window, the depth of inves-
tigation is substantially reduced. For a measurement that relies on a broad energy
window on the high-energy side of the spectrum, low-energy photons can be fil-
tered out, and it is possible to make an effective measurement using only energy
deposition.*
However, the annihilation photon peak measurement relies on a very narrow en-
ergy window that exhibits a uniquely improved depth of investigation for a density
measurement. Thus, energy spectroscopy would be necessary for a measurement
that is based specifically on the annihilation photons. It is not obvious how a
pulsed accelerator photon source could be effectively used in this way, and a high-
energy source that exhibits a higher duty factor is likely necessary.
Additionally, the effects of the interactions of those photons in the detector on an
observed pulse height spectrum have been ignored. That is to say, what has been
* In fact this is precisely what was done in the previous studies described in Section 2.3.
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used to evaluate a hypothetical measurement is not a detected pulse height spec-
trum but rather the population of photons at each energy entering the detector re-
gion. The choice of detector type and material will considerably affect the ob-
served energy spectrum. Most of the annihilation photons that appear in the detec-
tor region in the photopeak will interact through a number of mechanisms in the
detector and be distributed in a pulse height spectrum throughout the photopeak
and Compton plateau. Furthermore, the energy resolution of the detector may
limit the visibility of the annihilation peak. An example of the energy spectrum at a
detector region for a silicon formation with a density of 2.0 g/cc with the parame-
ters of the model in Figure 3-1 is given in Figure 3-47. A pulse height spectrum
that would be acquired by a Nal detector in the detector region of the model is
given in Figure 3-48.
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Figure 3-47: Energy spectrum of photons entering detector region
Because of the low energy resolution of the NaI detector, the annihilation peak
visible in Figure 3-48 barely rises above the Compton background. Formations
with a density of 3.0 g/cc exhibit no pulse height spectrum features at all near 511
keV. Taking a measurement using only those photons in a photopeak in this spec-
trum would not show the characteristic increase in depth of investigation, and it is
likely that high-resolution detectors (capable of resolving energies approximately
10 keV in width) that can function in a borehole environment (with high tempera-
ture and pressure) will be necessary for this measurement.
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Figure 3-48: Modeled Nal detector pulse height spectrum
Although NaI may be an inadequate detector material, others exist and it is impor-
tant to estimate the engineering requirements for implementing a tool based on the
annihilation radiation density measurement described in this chapter. The exact
requirements will depend on an optimization of source and detector features,
which will depend on the technologies available at the time of development, but
with some assumptions a back-of-the-envelope calculation can be used to draw
some inferences about the necessary capabilities of such a device.
In the calculation below, a bremsstrahlung source is assumed like that discussed
briefly in Section 4.2.3 with an energy spectrum that goes as 1/E in a pencil-beam
at 45 degrees. The silicon formation has a density of 2.5 g/cc, and the detector re-
gion is assumed to be occupied by LaBrs. Current density logging tools can meas-
ure with a density resolution of 0.01 g/cc (Roscoe, 2009). To reproduce this with
the annihilation radiation measurement in this geometry, assuming Poisson statis-
tics for a 10 keV window around the annihilation peak, the source must emit a to-
tal of about 4* 1013 photons. Because a pulse height spectrum must be generated,
the detector must be able to resolve a 10 keV wide peak. Using conventional scin-
tillators such as NaI, this measurement would be further unfeasible because the
resolving time of a few hundred nanoseconds for NaI would result in a measure-
ment requiring 1-2 minutes of counting time, even with a 100 percent duty factor.
With other detectors such as the lanthanum halides (lanthanum bromide being the
one used in this calculation) with pulse resolving times on the order of tens of
nanoseconds, the required measurement time becomes about 3 seconds, though
with a duty factor of 100 percent.
It may be possible to improve this measurement with a more complex detector col-
limation or filtration measurement. The detector could be collimated to accept
overall fewer photons though a larger fraction of those coming from deeper in the
formation. Because the majority of the photons contributing the detector are low
in energy, filtering may remove many of the pulses allowing for a more intense
source with a lower duty factor.
4 Less Promising Uses for High-Energy Photon
Sources for Well Logging Applications
Of course, the interaction of high-energy photons in the formation will depend on
properties other than formation density (such as lithology), and it is important to
consider these effects not only for their impact on existing measurements but also
for whether they can form a basis for new measurements themselves. It will be
shown that the effects of lithology on the annihilation photon peak are small. Also,
a measurement based on differential attenuation due to pair production, analogous
to the traditional photoelectric lithology measurement, is unlikely to be useful as
the magnitude of this effect is also limited.
An additional process that is introduced at higher photon energies is photoneutron
production in which the photon is absorbed by a nucleus leaving it in an excited
state, which then emits one or more neutrons. If the incident photon energy ex-
ceeds the first neutron separation energy for the isotope, a neutron may be emitted
from the nucleus. The implications of this process for oil well logging with photon
sources of this energy will be discussed below.
4.1 Effects of formation lithology on the annihilation peak
Considering first the effects of lithology on the annihilation peak, it is clear that the
differences in the probability of a photon undergoing pair production while trav-
ersing the formation, and consequent annihilation radiation flux, will be deter-
mined in part by variations in atomic number Z among formations. As shown in
Section 2.1, the pair production cross section varies with formation lithology be-
cause of the linear factor of Z. Because the discussion in Chapter 3 considered the
annihilation photon peak magnitude as a density measurement, it is important to
consider the differences in this quantity when the measurement is made across
formations of varying lithology. Because the pair production cross section increases
with increasing average formation Z, the annihilation peak flux will be expected to
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be larger for formations of higher average Z* even for formations having the same
density P. If this effect is significant and not compensated for in interpreting the
pair production measurement, the bulk density for a formation of high Z lithology,
such as limestone, might be overestimated relative to a formation of smaller Z,
such as sandstone.
It turns out that this effect is quite small relative to the dynamic range of the den-
sity measurement across realistic formations. Typical formations exhibit average Z
between 11 and 15 (Ellis, 2007). For a formation density of 2.5 g/cc with Z's of 11,
13, and 15, the trend in flux in a high energy window (E > 533 keV) is given in
Figure 4-1 and for the annihilation photopeak in Figure 4-2. It is clear that the
high-energy window shows decreasing flux with increasing Z. This feature is due
to the increase in attenuation due to pair production at higher formation Z. How-
ever, even for spacings comparable to the density measurement discussion, the
overall effect is small (just above a factor of 0.3 at a spacing of 58 cm).
Further, the variation with formation Z of the annihilation peak flux is indistin-
guishable from flat. This suggests that at the large detector spacing suggested for
the density measurement there is a very limited effect of Z. This is surprising given
the fact that the pair production cross section does depend to first order on Z. The
explanation is that the annihilation peak intensity is due to three factors: (1) the
pair production cross section at the site of interaction, (2) the attenuation of the
source photons from the source to the site of interaction, and (3) the attenuation of
annihilation photons from the site of interaction to the detector in the borehole
tool. It turns out that, at this spacing, the effects of attenuation (2) and (3) ap-
* Additionally, the average Z for a measurement based on pair production will have to be
a different Z from that for photoelectric absorption. In traditional gamma-gamma lithol-
ogy measurements, the average Z is weighted not by the abundance of the formation's
constituent elements but rather by the photoelectric absorption cross section averaged
over the photoelectric energy window. Because the photoelectric absorption cross section
has a substantially different dependence on Z than the pair production cross section, the
range of average Z's in realistic formation materials will be different for a measurement
based on pair production than that for annihilation photons.
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proximately cancel out the effects of increased annihilation radiation (1) after pair
production.
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Figure 4-1: High-energy window photon flux in detector region with forma-
tions of varying Z and for varying detector spacing and a density of 2.5 g/cc
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Figure 4-2: Annihilation peak photon flux in detector region with formations
of varying Z and for varying detector spacing and a density of 2.5 g/cc
At shorter spacings (< 25 cm), where the effects of attenuation are reduced and
more annihilation photons reach the detector, a trend does appear. The photon
flux at the detector region in the same high-energy window as above but with
shorter spacings is given in Figure 4-3. The annihilation peak flux for shorter spac-
ings is also given in Figure 4-4.
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Figure 4-3: High-energy window photon flux in detector region with forma-
tions of varying Z and for shorter detector spacings and a density of 2.5 g/cc
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Figure 4-4: Annihilation peak photon flux in detector region with formations
of varying Z and for shorter detector spacings and a density of 2.5 g/cc
It is evident that the increases in flux in both windows with increasing Z is much
more consistent with the original prediction that was based only on the depend-
ence of the pair production cross section on Z described in Section 2.1. This is rea-
sonable because, at this spacing, the effects of the change in the pair production
cross section across formations of varying Z dominate the effects of the attenuation
of both source and annihilation photons. The overall magnitude of this change
though is still small, about 20 percent at a spacing of 17 cm. This suggests that for
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the change in attenuation across formations of different Z to make an effective
lithology measurement, detector spacings must be small; however, with short de-
tector spacings the shielding of a high-energy photon source becomes increasingly
challenging. The mean free path of photons through a tungsten shield is 1.1 cm
but most of this interaction is due to Compton scattering and because of the high
forward bias of Compton scattering at this energy described in Section 3.2, most of
these photons will still penetrate the shield. Another measure of absorption in a
shield, the mean distance between photoelectric absorptions, is 140 cm in tung-
sten.* The details of how much shielding would be necessary for a real high-energy
photon source will depend on the inherent collimation and angular distribution of
the particular accelerator source.
The Z dependence of the annihilation photopeak is weak across a realistic forma-
tion lithology range and so it does not appear that this would make an effective
lithology measurement. For the same reason, it is unlikely the variation in Z across
formations would interfere with a measurement only of density. Of course, because
Z is only varying from 11 to 15 and pair production cross section is linear in Z, it
would not be expected that the dependence of the annihilation peak intensity
could be larger than approximately forty percent. However, in applications other
than well logging in which high Z materials are of greater interest or abundance,
the use of the annihilation peak as an indicator of material Z may be more useful.
4.2 Effects of formation lithology on high-energy region of spectrum
In traditional well logging, the differential attenuation due to photoelectric absorp-
tion in formations of varying Z forms the basis for a gamma-gamma lithology
measurement; this process is described in Section 2.1. It has been suggested that an
analogous measurement of lithology could be created with a high-energy photon
source based on the differential attenuation due to pair production (Botto, 2007).
* Of course, because of the rapid down scattering in energy of photons scattering in the
shield, this distance grossly overestimates the actual path length of photons in such a
shield.
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Such a tool would emit photons into the formation where they are first attenuated
through pair production and Compton scattering. Because the pair production
cross section decreases with decreasing energy, scattering photons lose energy and
are less likely to be removed through pair production until the source photons
downscatter in energy below the pair production threshold of 1.022 MeV. Below
this energy, the photons stop undergoing pair production and will be attenuated
mainly due to Compton scattering. Because pair production depends on Z and
Compton scattering does not, any effects of Z on the photon transport will stop
accumulating. Between the source photon energy, 10 MeV in this study, and 1.022
MeV, photons will be absorbed through pair production and in formations of dif-
fering lithology, the flux seen at a detector will vary. It is expected that formations
of higher Z will result in decreased flux at high energies.
As discussed in Section 3.2, Compton scattering for photons at 10 MeV is very
highly forward-biased, and in a borehole geometry few high-energy photons return
to the detector region in the borehole. Because of this effect, it is difficult to study
the formation responses at the high-energy end of the spectrum by directly simu-
lating the borehole environment, as most of these photons are lost upon returning
to the detector region in the borehole. Instead, in this section, the effects of forma-
tion lithology on the high-energy portion of the spectrum will be examined with
photon transport calculations that ignore the effects of geometry. Obviously, the
effects demonstrated here would only be useful for a well logging application if this
difficulty in obtaining information from the high-energy end of the spectrum were
overcome. The annihilation photon measurement of density discussed in Chapter
3 is one such approach.
Two approaches are followed here to examine the differential attenuation due to
pair production in the high-energy region of the photon spectrum neglecting the
effects of the borehole geometry: (1) using MCNP in a large (though not infinite)
medium with isotropic uniformly distributed monoenergetic (10 MeV) sources to
minimize the effects of geometry and (2) using an energy group approximation that
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completely excludes geometrical considerations and represents an infinite medium
isotropic in geometry with monoenergetic uniformly distributed sources. This lat-
ter approach will be referred to in the rest of this chapter as the IMUDS problem
for isotropic monoenergetic uniformly distributed sources. This latter approach
closely follows prior studies discussed in Section 4.2.2 (Bertozzi et al., 1981; Botto,
T., 2007).
If the IMUDS energy group approximation is valid and the effects of the boundary
condition at the sphere's edge in the MCNP calculation are small, these two calcu-
lations should give equivalent results for the photon energy spectrum. This spec-
trum should be for a photon population at equilibrium with photons born at a
source energy, scattered down in energy until terminated via pair production or
photoelectric absorption. Annihilation photons will also be produced after pair
production; these are included in the MCNP calculation but ignored in the
IMUDS calculation. Because this section examines the high-energy end of the
spectrum (E > 1.022 MeV) and there is only down scattering in energy, the effects
of the 511 keV annihilation radiation are irrelevant.
4.2.1 MCNP calculation
With regard to the MCNP geometry, the isotropic geometry is modeled as a uni-
form sphere 100 cm in radius with a specified atomic number Z with a density of
2.5 g/cc. Throughout this sphere, 10 MeV photons are born with a uniform angu-
lar distribution. Photons scatter throughout the volume losing energy until they are
absorbed through pair production or the photoelectric effect or they are termi-
nated upon reaching the geometry boundary. Because of this latter effect, photon
fluxes calculated near the sphere's boundary may be distorted by the loss of pho-
tons at the boundary. To minimize the effect of the boundary condition at the
sphere edge, this study will only examine the photon spectrum far from this region,
namely at the center of the sphere. A schematic of the geometry for this calculation
is given in Figure 4-5.
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The energy spectra analyzed are counted over a 10 cm sphere centered at the ge-
ometry origin. The photon energy spectrum is estimated in two ways: (1) by taking
the average flux within the sphere (using a track-length estimate) and (2) by taking
the flux crossing the sphere boundary. Because these two estimates give the same
results, it can be inferred that the effects of the outer sphere boundary condition
are unimportant at this distance inside the geometry. The former results are shown
in Section 4.2.3 (specifically Figure 4-6) for formations with Z of 11, 13, and 15. In
a borehole geometry, the MCNP calculation results in a greatly suppressed high-
energy portion of the spectrum, and the information present in this part of the
spectrum is not obtainable.
(not to scale)
void
100 cm
Figure 4-5: Schematic of MCNP geometry to approximate isotropic medium
4.2.2 IMUDS calculation
In addition to the Monte Carlo calculation described above, the expected photon
spectrum are also calculated using an energy group approximation referred to as
the IMUDS problem. To perform this calculation, it is important to note that for a
photon population at equilibrium, the number of photons entering an arbitrarily
defined energy region will be equal to the number of photons removed from that
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group. This can be represented at each energy group E by the following approxi-
mation (neglecting the appearance of annihilation photons*):
[cu(E) + iir(E) + p.(E)ITk(E) P
Ei= Eo dc (E E) (E)AE
Pt(E)dE
Ei=E
Here, the left side of the approximation is the number of photons due to removal
interactions in the energy group near energy E, with macroscopic Compton scat-
tering cross section Ae, and the photoelectric and pair production cross sections Pr
and 1#, respectively. All these cross sections depend on the energy E of the given
energy group. The photon flux within the energy group around energy E after k
scatters is given by 'k (E). The above approximation only holds for k > 1. The
product of the sum of the cross sections and the photon flux represents the removal
rate of photons from this energy group.
On the right side of this approximation, photons enter this energy group through
Compton scattering from high-energy groups; this contribution must be summed
over all energy groups higher in energy than E up to the source energy E 0o. This
factor is represented by the summation term over the product of the (k - 1)-th
scattered spectrum and the differential Compton cross section dic(E, Ei) for scat-
tering from each higher energy group around Ei to the given energy group near
E. The extra ce terms on the right side of the approximation normalize the sum-
mation to be unitless. The product of these terms with the width AE of this
* Annihilation photons could be included by adding a term on the right side of the equa-
tion that is only nonzero for the energy group containing 511 keV and representing an
additional term in the sum equal to the pair production cross section in the ith energy
group. For this study, these photons can be safely neglected because this discussion will
only examine the high-energy end of the spectrum well above 511 keV. In the physics
included in this model, photons only scatter down in energy. Thus, photons appearing at
511 keV will not affect the properties of the energy spectrum at energies greater than 511
keV.
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higher energy group around Ei gives the rate of entry of photons to the energy
group around E from the energy group around Ei. Summing over these groups
gives the total rate of entry of photons into the energy group around E.
Again, the introduction of 511 keV annihilation photons is neglected because these
do not affect the energy range of interest. The resulting approximation gives the
relationship between the kth and (k - 1 )-th scattered spectrum:
(Ec(E) E o dic(E E)k-1(E)aE
lc(E) + ir(E) + ,(E) E=E tc(E)dEEi=E
The equilibrium spectrum will be obtained by summing over all kth scattered
spectra. If instead of representing these relationships algebraically, the kth scat-
tered energy spectrum Tk is represented as a vector with one element for each en-
ergy group, then the above equation can be represented as the product of three
matrices A, C, and P:
Aj = (E-1 
- E)jij,
(" - 1 dpc (E,,Ej)
CIl.c(E) dE
and P = 6ijd ic(Ei) + pI(Ei)+ ,&(E)
Then, the original equilibrium equation becomes:
4k = PCA, *1-.
For a monoenergetic source, the initial spectrum Wo is all zero entries except for
an arbitrary nonzero factor in the highest energy entry. By induction, the kth scat-
tered spectrum is given by:
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k = (PCA)kTI0 .
As pointed out previously, the equilibrium spectrum I will be the sum over all kth
scattered spectra such that:
= = TI O +>9E k =
k=O k=1
00 00
TO + E PCA k-I= 0 +-PCAZE 1 =
k=1 k=1
= T + PCA Y Tk = L'0o + PCA,
k=O
= =T = (I - PCA)-1 ,
where I is the identity matrix. The resulting equilibrium spectrum is readily calcu-
lated from the above definitions of the matrix terms (Bertozzi et al., 1981).
An important distinction between the IMUDS and the MCNP calculation is that
the former is deterministic whereas the latter is stochastic in that it relies on ran-
dom numbers to sample the physical distributions involved. The MCNP calcula-
tion uses a phase space that includes particle positions, velocities, etc. Even though
the MCNP geometry is simple, the range over which the problem extends is so
large that a deterministic calculation would not be practical. Because the IMUDS
calculation only examines particle transport over energy (a one-dimensional
parameter), the calculation remains simple even when treated deterministically.
The energy transport for the set of all energy bins is a linear transformation readily
calculated as the product of the above matrices.
The advantages of the MCNP calculation over the IMUDS calculation is that
MCNP maintains most of the features of the particle transport and makes essen-
tially no approximations to the energies at which photons can take in the calcula-
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tion. The IMUDS calculation treats photons within an energy group as all having
the same cross section representative of a single energy within that group. For pho-
ton interactionas, this is unimportant as the cross sections included have no reso-
nances or other unsmooth or discontinuous features in their variation with particle
energy. The IMUDS calculation, though, makes no approximations to geometry
as it ignores geometry, while the MCNP calculation contains an artificial boundary
condition where the particles are not followed after reaching the edge of the
sphere. It will be shown that these relative advantages and disadvantages are un-
important to the calculated spectra and both calculations give essentially the same
result.
4.2.3 Results for both calculations
The resulting spectrum from both calculations is given in Figure 4-6 on a log-log
scale for formations of varying Z. Because MCNP results are normalized by source
particle, these data must be scaled linearly to the magnitude of the starting flux in
the IMUDS calculation. The MCNP results are given as squares and the IMUDS
results are given as lines. In the left figure, which covers most of the energy spec-
trum, the results agree well at high energies (E > 1 MeV). Because the MCNP en-
ergies are grouped coarsely at low energies and MCNP integrates between energy
bin boundaries, any agreement would not be evident at lower energies (E < 1
MeV). The region of visible agreement is expanded in the right figure.
Several spectrum features are visible in the figures. There is a clear and statistically
significant dependence on formation Z particularly at the high-energy end of the
spectrum (see right figure) though it is much weaker than the dependence on Z
familiar at low energies with traditional measurements. Because this dependence is
so weak and the dynamic range so small, it is difficult to imagine a useful meas-
urement even if geometry were favorable. Because a true high-energy photon
source would likely be an accelerator emitting a bremsstrahlung energy spectrum
(modeled as an initial flux varying with increasing energy as 1/E), a
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bremsstrahlung source has also been modeled in the IMUDS calculation. This
source gives a worse dynamic range as seen in Figure 4-7. In the bremsstrahlung
spectrum, there is less separation associated with formation Z near the source en-
ergy endpoint. There is substantial separation due to Z at the low-energy end of
the spectrum where photoelectric absorption dominates the interaction; this fea-
ture is analogous to the traditional lithology measurement.
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Figure 4-6: MCNP (squares) and IMUDS (lines) calculated photon spectra
over the entire energy spectrum (left) and high-energy window (right) for
formations of varying Z with 10 MeV monoenergetic source
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Figure 4-7: MCNP (squares) and IMUDS (lines) calculated photon spectra
over the entire energy spectrum (left) and high-energy window (right) for
formations of varying Z with bremsstrahlung source of 10 MeV endpoint
An additional difference between the transport of photons with traditional meth-
ods and with a high-energy source that was alluded to in Section 3.1.3 suggests
that a measurement based on pair production is not quite analogous to the photoe-
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lectric measurement of traditional methods. With traditional methods, differential
attenuation due to formation Z only occurs at low energies due to photoelectric
absorption. Because photons only down scatter in energy, the differences due to Z
do not affect a measurement based on differential Compton scattering due to for-
mation density P, and it is possible to measure P completely independently. How-
ever, differential attenuation due to Z occurs at high energies with a source energy
above the pair production threshold. Any accumulated difference at high energies
is maintained after down scattering to moderate energies even when the pair pro-
duction cross section falls to zero and interactions are dominated by Compton
scattering. Thus, a Compton measurement with a high-energy source can be ex-
pected to have a small dependence on formation Z due to the differential attenua-
tion due to Z at high energies even though the interaction at the relevant energy
no longer depends on Z.
Other features of the photon transport physics are also evident in the calculated
energy spectra. Even with this coarse energy binning, the annihilation peak is visi-
ble in the Monte Carlo results near 511 keV (though barely with the
bremsstrahlung source); because annihilation photons were not included in the
IMUDS calculation, this peak does not appear in the IMUDS spectrum. Visible
only in the IMUDS calculation is a small edge in the spectrum just below 200 keV.
This edge represents the smallest energy a source 10 MeV photon can scatter to in
a single event with an electron. The value of the spectrum energy where this edge
appears is the amount of energy retained by 10 MeV photon Compton scattered
at 180 degrees. This Compton backscatter edge is a counterpart to the Compton
edge in a detector pulse height spectrum; it appears at lower energies here because
this is the energy remaining as part of the photon population and not absorbed in
the detector region.
It was observed earlier in Section 3.2 that information present in the high-energy
(E > 1 MeV) portion of the photon energy spectrum would not be likely to be re-
coverable in well logging applications because of the borehole well logging geome-
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try. Because of the sensitivity of the pair production cross section to Z, it was ex-
pected that high-energy photons would be differentially attenuated in formations
of different Z. It is evident from the results in this section that even if the geometry
were favorable, there is insufficient dynamic range in the pair production process
over the range of Z seen in real rock formations to support a lithology measure-
ment.
4.3 Photoneutron production for well logging applications
High-energy photons may also undergo reactions that produce neutrons, a process
known as photoneutron emission that will be described below. For comparison, a
brief summary of current uses of neutron sources in well logging are described here
first. This section will then examine the applicability of a high-energy photon
source to measurements based on the neutrons that may result.
4.3.1 Traditional neutron measurements
Both historically and with current neutron devices using an americium-beryllium
neutron source or accelerator source, high-energy (up to several MeV) or epither-
mal neutrons are emitted into the formation, and mainly thermal neutrons are de-
tected. The first measurement developed using a neutron source appeared in the
1950's and was a measurement based on the dependence of neutron counting rate
in the tool on the slowing-down length of the material in the formation (Ellis,
2007). Because neutrons slow down most effectively in the presence of abundant
hydrogen nuclei, changes in the average slowing-down length in the formation will
be most responsive to the hydrogen content of the formation. For well logging in
porous formations, this hydrogen may be due to the presence of water, hydrocar-
bons or other hydrogen-containing fluids. As these hydrogenous materials are of-
ten the substances responsible for filling up space not occupied by rock in forma-
tions, the slowing-down length of the formation is directly related to the formation
porosity (Ellis, 1990). As with photon logging techniques, corrections in neutron
measurements, of course, must accommodate many environmental and formation
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effects including consequences of variations in atomic composition in different
lithologies, the presence of hydroxyls in shale zones, and the presence of porosity
filled by gas, among others (Ellis, 2007).
Other neutron tools have been developed based on pulsed sources of neutrons in
which the measured change in neutron count rate with time provides a basis for
other geological properties. The die-away time of a thermal neutron tool response
is primarily related to the water saturation of a formation because of the large cap-
ture cross section of chlorine in brine. Also, photons may be produced in the for-
mation after interactions of the neutrons with the isotopes in the formation. Inelas-
tic scattering of the source neutrons from nuclei in the formation will result in the
emission of characteristic secondary photons (due to nuclear de-excitation after
inelastic scattering) that will be sensitive to elemental composition. Additionally,
neutron capture results in the emission of characteristic capture photons up to
hundreds of microseconds after a burst of neutrons from the source has time to
thermalize mainly through elastic scattering in the formation (Thermal neutrons
exhibit higher capture cross sections than higher-energy neutrons). After interact-
ing in the formation and tool, the presence of individual elements will result in a
spectrum of gamma rays. By decomposing the linear combination of elemental re-
sponses, the spectrum of gamma rays provides an opportunity for elemental spec-
troscopy to determine the composition and relative abundances of elements mak-
ing up the formation (Ellis et al., 1987).
These reactions will provide evidence for the composition of the formation yielding
insight into carbon/oxygen ratios (which can distinguish water from hydrocar-
bons), lithology, and other formation properties of relevance to well logging.
4.3.2 Photoneutron emission in well logging with a 10 MeV photon source
In the context of a high-energy photon source as discussed in this thesis, photons
with energies greater than the first neutron separation energy of any isotopes in the
medium they are traversing may induce the emission of photoneutrons. In this
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process, a photon is absorbed by the nucleus or scattered inelastically, exciting the
nucleus. The nucleus can relax through several processes one of which is the emis-
sion of a neutron, referred to as a photoneutron. For interactions in which the
photon energy is below the neutron separation energy for that isotope, the photo-
neutron emission process is not energetically allowed and no neutrons can be cre-
ated. If these photoneutrons are produced abundantly, they may provide a basis
for new measurements of formation properties.
At the photon source energy under study in this thesis (- 10 MeV), photoneutron
cross sections are still small (if not zero) for many of the isotopes likely to be present
in the formation, and so too few photoneutrons are likely to be produced in the
formation. Other isotopes that are rarer but associated with properties of interest
to well logging in the formation may have larger photoneutron cross sections. For
example, vanadium is associated with the presence of bitumen (Herron, 2008). A
list of isotopes and their photoneutron cross sections at or near the relevant energy
of 10 MeV is given in Appendix A in Table A-1. The first set of isotopes (H, C, O)
includes those likely to be present in fluids in porous regions of the rock formation
due to the presence of water or hydrocarbons. Most of the other isotopes are those
commonly comprising the rock matrix or impurities. The last few heavy isotopes
(W, Pb) are elements that are likely to be present in the tool as photon shielding.
Isotopes comprising most of the formation have no photoneutron emission cross
section. Other rarer isotopes do have nonzero photoneutron emission cross sec-
tions but these are small and the relative abundance of the relevant isotopes or
their abundance in realistic formations makes it unlikely that a 10 MeV source
would produce sufficient neutrons to produce a measurement. With a
bremsstrahlung source of photons from an accelerator with 10 MeV endpoint, the
neutron yield would be worse as most photons would fall below the neutron sepa-
ration energy of many of these isotopes with nonzero cross sections.
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4.3.3 Photoneutrons produced in the tool
As observed in Table A-1, many of the high Z materials that are not present in the
formation but rather near the source as part of the tool source shielding, have
among the highest photoneutron emission cross sections (though interestingly not
the smallest neutron separation energies). Rather than being used as shields, this
material could be used as a target for the photon beam produced as
bremsstrahlung from an accelerator source. Some of those photons interacting in
the target above the neutron separation energy of the target material will result in
the emission of photoneutrons. Depending on the tool geometry, these neutrons
could be emitted into the formation where they would interact; neutrons or secon-
dary particles such as photons that return to the tool could be detected containing
information about formation properties of interest. The spectrum of neutrons en-
tering the formation might be designed to reproduce many of the traditional neu-
tron logging methods described above in Section 4.3.1. The result would be a
novel well logging neutron source though it is not evident what the benefits would
be of this type of neutron source over existing ones.
4.3.4 Implications of photoneutron uses
Because photoneutron emission cross sections for the isotopes present in the well
logging context are small at 10 MeV, it is unlikely that a photon source in this
range could be utilized for a measurement based on photoneutrons produced in
the formation or as a novel neutron source.
Although the photoneutrons are not likely to be sufficiently abundant to constitute
a novel or improved measurement unless a photon source far above 10 MeV in
energy becomes available, this fact also indicates that photoneutrons will not be
produced to distort the measurements discussed in Chapter 3. It can be assumed
with some confidence that any detected pulses are due to the interactions of pho-
tons rather than neutrons. If neutrons were produced in abundance, these may in-
teract in the tool detectors, which would disrupt a measurement based on photons.
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5 Summary and Conclusions
The problem examined through numerical modeling in this thesis has been
whether the development of new high-energy electron accelerator photon sources
could lead to new well logging measurements based on the unique characteristics
of the interactions and transport of photons at this energy. Traditional low-energy
well logging tools based on radioisotope sources of photons are established and
proven approaches to measuring formation lithology and density (which is used to
infer porosity).
A new measurement of formation density has been identified based on the annihi-
lation radiation following pair production of high-energy photons in the formation.
These annihilation photons constitute a virtual source of moderate energy (511
keV) photons distributed throughout the formation. In a borehole geometry, the
magnitude of the annihilation peak intensity in a detector region varies with for-
mation density. The logarithm of the annihilation photopeak flux magnitude de-
pends close to linearly on formation density; to obtain a dynamic range across a
realistic range of formation densities comparable to traditional methods, a detector
spacing of half a meter is required. It is not possible to use a detector at this spac-
ing with traditional radioisotope sources because of safety constraints with the high
activity source; an accelerator source of high enough intensity, however, could be
used instead for this application.
A primary advantage of this proposed measurement is that due to the nature of the
photon transport in the pair production and positron annihilation process, this
measurement leads to an increased depth of investigation over traditional meth-
ods. Additionally, rather than requiring the examination of an arbitrary energy
window in a detected pulse height spectrum, this measurement relies on identifying
a specific feature, the annihilation photopeak. Thus, this measurement would not
be expected to be sensitive to drift in energy calibration in a real tool. Also, this
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proposed measurement appears relatively insensitive to changes in formation
lithology.
Several other measurements conceivable with a high-energy photon source do not
seem possible in the well logging context. As mentioned previously, the annihila-
tion photopeak, at the spacing useful for density logging, carries negligible infor-
mation about the lithology of the formation. A measurement with smaller detector
spacing may give an indication of lithology but the magnitude of the variation is
small. Because of the well logging geometry, the high-energy portion of the spec-
trum near the source endpoint energy does not contribute to the detected spec-
trum in the borehole. This is the region that might be sensitive to changes in
lithology due to the pair production cross section's dependence on Z. Even when
geometry effects are neglected, the change in integrated flux at high energies has a
small dependence on average formation Z for the ranges of average Z encoun-
tered in typical formations.
Challenges remain in evaluating the usefulness of the proposed density measure-
ment. Experimental validation may be difficult due to the high energy resolution
required to identify the annihilation peak amidst a strong background of
bremsstrahlung photons. No high-energy photon sources are proven at this energy
though some study with lower energy (2-3 MeV) accelerator sources has been per-
formed in the past without examining annihilation radiation. The reason that this
feature is readily identifiable in simulations is that detector effects on the photon
energy spectrum can be ignored in a model.
The development of a high-energy photon source is also presently unavailable, and
this thesis proposes one novel use to justify investigating such a source. This source
would likely take the form of an electron accelerator, which would emit a
bremsstrahlung spectrum of photons rather than the monoenergetic source pri-
marily studied in the calculations in this thesis. Additionally, because this meas-
urement relies on identifying a feature, the annihilation peak, within the photon
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energy spectrum, the proposed approach would most readily be accomplished
through obtaining a pulse height spectrum from the tool detector. Without a very
clever system of filtering or signal processing, it is unlikely a recording of total en-
ergy deposition would contain enough information to draw inferences from the
annihilation peak. A pulse height spectrum would not be obtainable with a pulsed
accelerator or one with a low duty factor. Instead, it would be necessary to have a
continuous photon source or a source in which photon count rates at the detector
are small enough for the instrumentation to resolve detector pulses from individual
photons.
Additionally, the detector in a tool based on the proposed measurement must have
high-energy resolution to identify the narrow, which for an energy window 2 keV
wide may only be 2-3 times as large in magnitude as the Compton and
bremsstrahlung background. It has been shown that a NaI detector would be in-
adequate to accomplish this measurement. Other semiconductor-based devices
may be more effective.
Photoneutron cross sections are not high enough at the energies considered or the
abundances of isotopes with low photoneutron production thresholds are too low
for this process to lead to a new measurement. With the likely use of an accelerator
source of photons, it might be imagined more fancifully that the direction in angle
in the tool could be altered to comprise different measurements sensitive to varying
depths in the formation leading to a possible method for radial profiling.
Experimental measurements ought to be conducted to further examine the useful-
ness and capability of this proposed density measurement.
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Appendix A Photoneutron Cross Sections
Table A-1: Photoneutron cross sections at 10 MeV and neutron separation
energies for isotopes of well logging interest (Exfor, 2009)
Isotope Natural Neutron Photoneutron
Abundance Separation Energy emission
(isotopic) cross section
H-2 0.015% 2.2 MeV 1.4 mb
C-12 98.89% 18.7 MeV 0
C-13 1.11% 4.95 MeV 1.2 mb
0-16 99.76% 15.66 MeV 0
0-17 0.038% 4.14 MeV 0.8 mb
0-18 0.2% 8.04 MeV 5.0 mb
Si-28 92.23% 17.18 MeV 0
Si-29 4.67% 8.47 MeV 2.0 mb
Si-30 3.10% 10.6 MeV 0
Mg-24 79% 16.5 MeV 0
Mg-25 10% 7.3 MeV 1.9 mb
Mg-26 11% 11.1 MeV 0
A1-27 100% 13.1 MeV 0
Ti-46 8.25% 13.2 MeV 0
Ti-47 7.44% 8.9 MeV NA
Ti-48 73.72% 11.6 MeV 0
Ti-49 5.41% 8.1 MeV NA
Ti-50 5.18% 10.9 MeV 0
Ca-40 97% 15.6 MeV 0
Ca-44 2.00% 11.1 MeV 0
Gd-155 14.80% 6.44 MeV NA
Gd-156 20.47% 8.54 MeV NA
Gd-157 15.65% 6.4 MeV NA
Gd-158 24.84% 8.0 MeV NA
123
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Gd-160 21.86% 7.5 MeV 70 mb
V-51 99.75% 11.1 MeV 0
Ba-134 2.42% 9.47 MeV NA
Ba-135 6.59% 6.97 MeV NA
Ba-136 7.85% 9.1 MeV NA
Ba-137 11.23% 6.9 MeV NA
Ba-138 71.70% 8.6 MeV 37 mb
Ba (natural) NA NA 40 mb
W-183 14.30% 6.2 MeV NA
W-184 30.60% 7.4 MeV 100 mb
W-186 28.40% 7.2 MeV 100 mb
Pb-204 1.40% 8.4 MeV NA
Pb-206 24.10% 8.1 MeV 140 mb
Pb-207 22.10% 6.7 MeV 130 mb
Pb-208 52.40% 7.4 MeV 130 mb
