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Abstract 
Chemical depletion of polar stratospheric ozone occurring during periods of en-
hanced reactive chlorine concentration in the winter and spring is investigated 
using both models and observations. A computationally-cheap and easily ini-
tialised photochemical model utilising CIO measurements from the Microwave 
Limb Sounder (MLS) on the Upper Atmosphere Research Satellite is developed. 
With this model, ozone destruction rates within the polar vortices due to the CIO 
+ ClO, CIO + BrO and CIO + 0 catalytic cycles are evaluated. The method 
involves calculating local reactive chlorine concentrations from individual CIO re-
trievals, and then inferring the diurnal cycle of CIO from a quadratic expression 
using the relevant kinetic parameters. In test integrations this simple method is 
shown to give good agreement with more detailed calculations, but its speed of 
operation and the ease with which the CIO measurements are assimilated make 
it highly suited to dealing with the large amounts of data generated by MLS. 
Application of the method to the 1992-1993 Arctic and 1993 Antarctic winters 
yields maximum vortex-averaged ozone loss rates at 465 K potential temperature 
of -1% per day in both hemispheres. Time-integrated ozone destruction in the 
Arctic is less mainly because the duration of temperatures sufficiently low to sus-
tain polar stratospheric clouds (PSCs) is shorter, and hence enhanced reactive 
chlorine concentrations are less persistent. The estimated chemical destruction 
on isentropic surfaces in the lower stratosphere is broadly similar to the observed 
change in ozone distribution, implying that the ozone change is dominated by 
chemical destruction, with dynamics playing a lesser role. 
An Antarctic winter-vortex is simulated in a chemical general circulation model 
(GCM) for the months of August and September. Chemical and dynamical im-
pacts on the ozone change in the model are resolved by contrasting the temporal 
evolution of the 'chemical' ozone field with that of an inert tracer having the 
same initial distribution. It is found that the model results are consistent with 
the MLS-based chemistry-only calculations in indicating that there is very little 
dynamical replenishment of ozone on isentropic surfaces lying below 500 K. At 
higher altitudes the model implies a somewhat greater role for transport than 
does the chemistry-only analysis. Lagrangian trajectory calculations show ozone 
enrichment at these upper levels to be due to a combination of inflow of middle 
latitude air across the vortex boundary in the mid-stratosphere and rapid dia-
batic descent of ozone-rich air within the vortex itself. During the earlier part 
of the integration the 0CM chemical simulation gives a reactive chlorine distri-
bution similar to that inferred from the MLS CIO measurements, but later in 
the run the absence of a representation of denitrification caused by sedimentation 
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The focus of this thesis is the halogen-catalysed, chemical destruction of strato-
spheric ozone occurring in the winter polar vortices. The principal investigation 
involved i) the development of a methodology for utilising recently available satel-
lite measurements of ClO to infer ozone destruction rates, and ii) the interpreta-
tion of the results so obtained in the light of observations and model studies. 
Chapters 1 and 2 comprise a review of the the existing literature, presenting 
the necessary background to the original work. Chapter 1 introduces some funda-
mental atmospheric concepts, and reports well-established theory concerning the 
chemical and dynamical factors controlling the global ozone distribution. Chapter 
2 describes more recent research, beginning with the discovery of the Antarctic 
ozone hole and, insofar as is possible, briefly outlining the present understand-
ing of polar ozone loss. Potential future impacts on atmospheric ozone are also 
touched upon, and some possible consequences of ozone reduction are discussed. 
Chapters 3, 4 and 5 present original research on the topic of polar ozone 
depletion. In Chapter 3 a simple chemical model for calculating ozone loss rates 
from CIO measurements made by the MLS satellite-instrument is developed, and 
its accuracy assessed. The application of this method to real data is described in 
Chapter 4, followed by a discussion of the implications of the results. Chapter 5 
details a simulation of the Antarctic vortex in a general circulation model with full 
chemistry, and considers the results in relation to those derived from observations. 
The final chapter brings together and reviews all the results obtained, and 
suggests some potentially fruitful directions for future research. 
xiii 
Chapter 1 
Ozone in the Earth's Atmosphere 
1.1 The Earth's Atmosphere 
The atmosphere of the Earth is a thin layer of gases and aerosols enveloping the 
planet's surface. It has a total mass of around 5 x 1018  kg, some 99.999% of 
which lies below an altitude of 100 km. The vertical distribution of the gaseous 
components is determined by a balance between their gravitational attraction 
towards the Earth's surface and a vertical pressure gradient force which resists the 
compression. As a result, the density and pressure of gas falls off approximately 




1 1 Z 
kT/mg 	
(1.1) 
where p, po, z and m are the pressure, surface pressure, altitude and molecular 
mass respectively. T is temperature, g is the acceleration due to gravity and k is 
Boltzmann's constant. This condition of hydrostatic balance provides an excellent 
approximation for the vertical dependence of pressure in the real atmosphere. The 
quantity kT/mg represents the characteristic distance over which the pressure 
drops by a factor 1/e and is called the scale height. It would appear from the 
hydrostatic equation that each atmospheric constituent should have a different 
scale height depending on its particular molecular mass, but, in practice, virtually 
the whole atmosphere behaves as though it were composed of a single species of 
relative molecular mass (Mr) = 28.8. This homogeneity is a consequence of mixing 
due to fluid motions. Mixing on a macroscale by convection, turbulence or small 
eddies does not discriminate according to molecular mass, so it redistributes the 
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Figure 1.1: Middle latitude mean temperature profile. Based on U. S. Standard 
Atmosphere [1976]. 
chemical species that gravity is tending to separate by molecular-scale diffusion. 
Only at the very top of the atmosphere, where the mean free path for molecular 
motions is relatively long and the bulk mixing is weak, is a separation on the basis 
of Mr observed. 
In an atmosphere of constant temperature the scale height would be invariant 
with altitude, but this is not the case for the real atmosphere where the vertical 
temperature profile, shown in Figure 1.1, provides a convenient means for iden-
tifying different atmospheric regions. The region nearest the surface where the 
temperature generally decreases with height is known as the troposphere. The 
troposphere accounts for more than 80% of the mass and virtually all the water 
vapour, clouds and precipitation in the atmosphere. It is characterised by rather 
strong vertical mixing: individual molecules can traverse its entire depth in a 
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storm [Wallace and Hobbs, 19771. At the tropopause (altitude ri10 km at the 
pole; 16 km at the equator), the temperature stabilises then starts to increase 
with height through the region called the stratosphere. The temperature struc-
ture of the stratosphere with colder air underlying warmer air means that vertical 
mixing is suppressed, giving timescales of years for transport from bottom to 
top. The troposphere and stratosphere together contain 99.9% of the total at-
mospheric mass. Above the stratopause (altitude 48 km) lies the mesosphere, 
where, like the troposphere, temperature decreases with height. The mesosphere, 
though, is strongly stable with respect to vertical motions, albeit less so than the 
stratosphere. 
1.2 Constituents of the Atmosphere 
The original atmosphere of the Earth was a remnant of the primordial solar neb-
ula from which the planet formed some 4600 million years ago, but this primary 
atmosphere was soon lost to be replaced by one of secondary origin. Intense so-
lar heating of the Earth caused by impact of infalling bodies on the unprotected 
surface, together with decay of short lived radioactive elements, led to the dissoci-
ation of minerals containing bound water (11 2 0) and carbon dioxide (CO 2 ), as well 
as to the degassing of physically trapped gases. Almost all the H 2 0 condensed to 
form the oceans, and the bulk of the CO 2  formed carbonates in sedimentary rocks, 
leaving the outgassed nitrogen (N 2 ) to accumulate and become the most abun-
dant species in the atmosphere. The amount of oxygen (02) in the pre-biological 
palaeoatmosphere was very small. Only after life had evolved in the sea or other 
bodies of water and photosynthesis had begun to release oxygen from CO2  did it 
enter the atmosphere in significant quantities. 
The major constituents of the present atmosphere and their relative abun-
dances are shown in Table 1.1. Nitrogen and oxygen in an approximate 4:1 ratio 
account for about 98% of the atmosphere, with 1120, Argon and CO 2 constituting 
almost all the remainder. There are, however, many other gases present in 'trace' 
quantities of around a thousandth of a percent or less. The more abundant of 
these gases are included in Table 1.1, but there are a multitude of others. The 
biochemical and geophysical importance of some of the trace gases is much greater 
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Constituent 	 Percentage Composition 
Major and Minor Gases 
Nitrogen (N 2 ) 	 78.1 
Oxygen (02) 20.9 
Argon (Ar) 	 0.93 
Carbon dioxide (CO 2 ) 	0.034 
Trace Gases 
Neon (Ne) 1.8 x iO 
Helium (He) 5.2 x 10" 
Methane (CH 4 ) 1.7 x iO 
Ozone (0 3 ) ' s.' 1 x iO 
Krypton (Kr) 1 x 10" 
Hydrogen (11 2 ) 5 x iO 
Nitrous oxide (N 2 0) 3.3 x iO 
Carbon monoxide (CO) 1 x iO 
Table 1.1: The fractional presences of the the most abundant species in the current 
atmosphere. Values are given as a fraction of the dry atmosphere; water vapour 
is present in variable abundances up to about 4%. From Levine [1985]. 
than their relatively low concentrations would suggest. This is particularly true 
of ozone and a number of other trace gases which control the abundance of ozone. 
1.3 The Importance of Ozone 
Ozone (03 ) is the triatomic allotrope of oxygen. Overall, it constitutes a few tenths 
of a part per million of the entire atmosphere, but rather than being found in a 
constant fractional abundance, ozone concentrations are very strongly dependent 
on altitude. Figure 1.2 presents a typical ozone altitude profile in units of both 
number density and mixing ratio (fractional composition). About 90% of all the 
atmospheric ozone resides in the stratosphere. The mixing ratio peaks sharply, 
and the bulk of the ozone may be pictured as being contained in an ozone layer 
about 20 km thick and centred on an altitude of around 25-30 km where peak 
fractional abundances approach 10 parts per million by volume (ppmv). 
Several factors contribute to the importance of ozone in the atmosphere. Per-
haps the outstanding feature is the relationship between the absorption spectrum 
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Figure 1.2: Variation of atmospheric ozone concentration with altitude, expressed 
in absolute number density and as a relative mixing ratio. From U. K. Strato-
spheric Ozone Review Group [1988]. 
of ozone and the protection of living systems from the full intensity of solar ul-
traviolet (uv) radiation. Animal and plant cells are damaged by radiation of 
wavelength shorter than about 290 nm, and while major components of the atmo-
sphere, particularly oxygen molecules, filter out wavelengths of less than 230 nm, 
at longer wavelengths in the uv band ozone is the only species capable of atten-
uating the incoming radiation. Ozone has an unusually strong absorption at the 
critical wavelengths between 230 and 290 nm, so it is a highly effective filter de-
spite its relatively low concentration. Thus it was only after ozone had appeared 
in the atmosphere (along with the oxygen) that primitive life-forms could emerge 
from the protection of the sea to colonise the land. The role of ozone in partially 
blocking uv wavelengths in the range 290-320 nm is also important because this 
radiation is biologically active, and prolonged exposure to it has been connected 
with the development of skin cancers in susceptible individuals. 
The intensity of uv radiation reaching the Earth's surface is determined by the 
'ozone column', i.e. the total amount of ozone per unit area in the whole depth 
of the atmosphere. This is often expressed in Dobson Units (DU) where 1 DU is 
the thickness in units of hundredths of a millimeter that the ozone column would 
occupy at standard temperature and pressure (273 K; 1 atm). The ozone column 
varies widely from place to place and season to season, but a measurement of 
around 300 DU would be typical. 
Another important consequence of the presence of ozone in the atmosphere 
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is the local heating which results when ozone absorbs ultraviolet, and to a lesser 
extent visible and infra-red, light from the sun. This heating from above is re-
sponsible for the inverted temperature gradient of stratosphere, and it provides a 
significant energy source for driving the circulation of the middle atmosphere and 
forcing tides in the mesosphere. 
Ozone's strong absorption at 9.6 im means that in the troposphere it acts 
as a greenhouse gas absorbing terrestrial infra-red radiation that would otherwise 
escape directly to space. This provides a heat source for the lower atmosphere, so 
an increase in tropospheric ozone could potentially contribute to global warming. 
1.4 Ozone Chemistry in the Stratosphere 
Ozone is very endothermic (enthalpy of formation +142 kJ mol'), and is thus 
a rather unstable molecule. Its capacity for reaction with a number of other 
stratospheric constituents leads to quite complex chemical behavior; the essential 
features are set out below. 
1.4.1 Formation 
Ozone is produced in the stratosphere by the action of ultra-violet light with 
wavelength less than 243 nm on oxygen molecules, which then photodissociate to 
form free oxygen atoms (0). These react with further oxygen molecules to form 
ozone. 
(R1.1) 	 02 +hv—*0+0 
(111.2) 	 O+O 2 +M—O3 +M 
(M is any third molecule, almost always N 2 or 02) 
The most important electronic transitions leading to photodissociation of 02 are 
the Herzberg system, which results in a weak absorption from 185 to 242 nm and 
the Schumann Runge system. This latter comprises a banded structure from 175 
to 200 nm and a continuum from 137 to 175 nm. 
Ozone itself is photodissociated by both uv and visible light: 
(R1.3) 	 03+ hv -f 02+0 
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Reactions (R1.2) and (R1.3) rapidly interconvert 0 3 and 0, so these two species 
are collectively known as odd oxygen. Reaction (R1.3) becomes faster with 
increasing altitude while reaction (R1.2) becomes slower, so atomic oxygen is 
favoured at higher altitudes and ozone at lower ones. In the lower and middle 
stratosphere, ozone accounts for more than 99% of odd oxygen. The rate of ozone 
formation in this region may thus be equated with rate of 0 atom formation, 
which is twice the rate of 02 photolysis in reaction (R1.1). Above about 42 km 
diurnal changes in concentration become increasingly pronounced as ozone is pho-
todissociated during the day and reformed at night. 
By human standards the amount of solar energy consumed in atmospheric 
ozone production is vast: an average power expenditure of around 2 x 1013  W 
is required to maintain the present global ozone amount of the order of several 
thousand megatonnes. This, though, represents only a small fraction of the total 
solar energy reaching the Earth. 
1.4.2 The Ozone Layer 
A layer-like vertical profile is expected for any species such as ozone whose concen-
tration depends on a photochemical production rate in an atmosphere of varying 
optical density. This is because the rate of energy deposition by solar radiation 
varies with altitude, peaking at a height which is independent of the intensity of 
the radiation, but is strongly dependent on the atmospheric medium, the solar 
zenith angle and the wavelength of the radiation. The mathematical function 
which describes the shape of such a layer is called a Chapman function after 
S. Chapman [1930] who first discussed the formation of layers in this way. For 
radiation of wavelength 220 nm from an overhead sun, the altitude of maximum 
absorption by molecular oxygen - and thus the altitude of maximum ozone pro-
duction rate - is predicted at about 35 km. Increasing zenith angles lead to a 
decrease in the magnitude of the maximum and an increase in its altitude. As 
will be discussed in Section 1.5, owing to atmospheric motions the ozone layer is 
actually centred at a somewhat lower height. 
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1.4.3 Ozone Destruction 
In the original oxygen-only, ozone chemistry scheme proposed by Chapman [1930], 
the only reactions leading to a net removal of odd oxygen were 
(R1.4) 	 O+O+M—*02 +M 
(R1.5) 	 0+03 	)202 
but as improved laboratory measurements of the reaction rate coefficients became 
available it was revealed that reaction (R1.4) is insignificant in the stratosphere, 
and reaction (R1.5) is too slow to account on its own for the observed abundances 
of atmospheric ozone. An additional loss process for ozone is needed. At first sight 
no trace constituent in the atmosphere could be responsible because the store of 
the species involved would be rapidly exhausted. However, attention turned to an 
idea originated by Bates and Nicolet [1950] that trace constituents can participate 
in catalytic cycles and thus facilitate a chemical change without themselves being 
consumed. In this way, ozone abundances of the order of a few ppmv could be 
controlled by species present in mixing ratios of only a few parts per billion by 
volume (ppbv). 
The essence of catalytic schemes for loss of odd oxygen is the provision of a 
more efficient route for reactions (R1.4) and (R1.5). A chain mechanism that 
achieves the same result as (R1.5) can be represented by the pair of reactions 
(R1.6) 	 X+03 	XO-l-0 2 
(R1.7) 	 XO+O—X-J-O 2 
Net 	 O+03—'202 
The reactive species X is regenerated in the second reaction of the pair, so its 
participation in the cycle does not reduce its abundance, and a single molecule 
can go through the cycle an unlimited number of times until it is removed by 
another reaction. Rates of the catalytic destruction of ozone may exceed those of 
the direct route either because the concentration of species X, [X], exceeds [0], or 
because the rate constant for reaction (R1.6) exceeds that for reaction (R1.5). In 
fact, the rather large activation energy for (R1.5) does often favour the indirect 
route at stratospheric temperatures. 
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Figure 1.3: Fractions of ozone loss rates due to O,, HO,, NO and CIO,, chemical 
cycles, relative to the total loss rate. From Isaksen and Stordal [1986]. 
Several species have been suggested for the catalytic species X. The most 
important of these for the natural stratosphere are X = H or OH, X = NO and X 
= Cl: the corresponding catalytic cycles are said to involve HO N , NO x and ClOy 
compounds. Figure 1.3 shows the relative contributions to ozone destruction as 
a function of height for the HON, NO x and CIO,, cycles and for the oxygen only 
reactions. It is apparent that all the catalytic cycles make a major contribution 
to the destruction of odd oxygen. NO cycles dominate in the middle to lower 
stratosphere and HO, cycles dominate higher up. Near the tropopause virtually 
all the ozone loss is due to the cycle 
(R1.8) 	 011+03 -i H02 +02 
(R1.9) 	 H02 + 03 -+ OH + 202 
Net 	 203 -f 302 
Unlike almost all the other cycles, this cycle does not involve oxygen atoms, so it 
is relatively efficient at low altitudes where [0] is small. 
The cycles obtained by substituting H, OH, NO and Cl for X in reactions 
(R1.6) and (R1.7) are the simplest examples of catalytic chemical schemes oc-
curring in the atmosphere, but to quantitatively account for the natural ozone 
balance, a multitude of more complex cycles involving these and other species 
have to be considered. In particular, it must be noted that the various families 
are not isolated: members of one family can react with members of another. This 
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makes predicting the effect on the ozone amount of a change in the abundance 
of one family very complicated. For instance, model calculations show less ozone 
destruction when NO and CIO,, are both present than occurs when Cl0 is alone 
[Hudson, 1981]. 
1.4.4 Null Cycles, Reservoirs and Sinks 
In competition with the catalytic cycles which destroy ozone, other so-called null 
cycles can interconvert the X and X0 species without removing odd oxygen. An 
example of a null cycle is 
(R1.10) 	 NO +03 -i NO2 +02 
(RI. 11) 	 NO 2 +hv—*NO+O 
Net 03 +hv—*0 2 +0 
This cycle has no effect on the odd oxygen concentration, but that fraction of the 
NOx concentration which is tied up in the null cycle is unavailable to the ozone 
consuming cycles. Such competitive processes abound in stratospheric chemistry. 
Of particular importance are reactions which give rise to relatively long lived 
products. For instance 
(R1.12) 	 NO3+ NO 2 + M -p N2 05 + M 
N2 05 is rather unreactive in the stratosphere. Ultimately, it thermally or photo-
chemically decomposes back to NO2  and NO3 , so its formation does not constitute 
a permanent removal of odd nitrogen. On the other hand, it does behave as an 
unreactive reservoir of NO containing 5 to 10% of the total NO budget. Similar 
reservoir species exist for the other ozone-controlling families. Reservoirs con-
taining members of more than one family such as C1ONO 2 and HONO 2 are of 
particular interest since they couple the different cycles. The reservoir species are 
of very great importance in ozone chemistry. They act to divert potentially cat-
alytic species from reactive to inactive forms, but the compounds remain available 
to liberate reactive catalysts. The assumed rates of production and destruction 
of the various reservoirs have a large effect on a priori estimates of ozone concen-
trations in the atmosphere. 
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The ultimate removal of reactive chemicals from the stratosphere occurs by 
chemical conversion to unreactive compounds such as HCl and HNO 3. These sink 
molecules are sufficiently stable that a significant fraction of them pass out of the 
stratosphere across the tropopause without undergoing further reaction. In the 
troposphere the species dissolve in water and are rained out. By definition, the 
sink compounds have a long chemical lifetime in the stratosphere, and at any one 
time a large proportion of the potentially reactive atoms is bound up in this form. 
1.5 Global Ozone Distribution 
1.5.1 The Significance of Transport 
An observed, zonally (i.e. longitudinally) averaged altitude-latitude distribution 
of ozone for northern hemisphere spring is shown in Figure 1.4, while Figure 1.5 
shows the calculated rate of ozone production for the same day. Comparison of 
the two figures reveals that the highest ozone-formation rates are not coincident 
with the highest ozone concentrations. Photolysis of 02 is fastest near the equa-
tor while ozone concentrations are at a maximum near the spring pole. At the 
equator the ozone layer is centred on about 25 km, where the formation rate is 
negligible, while the production reaches a maximum at 40 km. Near the poles the 
maximum production rate is displaced to higher altitudes, but the largest ozone 
concentrations are found at lower altitudes, and there is a marked north-south 
asymmetry. Differences in the local ozone destruction rates are insufficient to ex-
plain these anomalies [Wayne, 1991], so clearly atmospheric transport processes 
are of great importance in redistributing stratospheric ozone. 
Transport processes can influence the global distribution of ozone only if the 
chemical lifetime of the ozone is comparable to or greater than the time taken 
for the transport to occur. Seasonal changes and north-south reversals in the 
ozone concentration indicate that the transport timescale of interest must be 3-4 
months. In this context, the most useful measure of the chemical lifetime is the 
time taken to replace the ozone in a given air parcel, i.e. the ozone concentration 
divided by the local rate of formation. The photochemical timescale reaches the 
critical limit of 3-4 months lowest(-20 km) in the atmosphere near the equator 
and highest (~! 40 km) at high latitudes in winter. At altitudes higher than these 
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Figure 1.4: Latitude-altitude section of ozone concentration (zonally averaged) 
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Figure 1.5: Latitude-altitude section of the rate (zonally averaged) of ozone for-
mation from the photolysis of 02 in units of molecule cm -3 s. From Johnston 
[1975]. 
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most of the ozone must be produced locally, but at lower altitudes it can survive 
long-range transport. Therefore to explain the distribution of ozone it is necessary 
to consider large-scale atmospheric dynamics. 
1.5.2 The Mean Circulation 
Observational and theoretical studies [e.g. Callis et al. 1987; Rosenfield et al. 
1987] have revealed the existence of a systematic, highly-persistent, global-scale, 
mean mass circulation in the stratosphere and mesosphere. Figure 1.6 shows 
a modern estimate of the circulation for January 1979 which is thought to be 
broadly typical of other northern hemisphere winters, although on a quantitative 
level there is considerable inter-annual variability in the strength and shape of the 
circulation, especially in the winter stratosphere. The heavy dashed line extending 
above Figure 1.6 is schematic only, and indicates the qualitative sense of the 
mesospheric circulation. This mean circulation of the middle atmosphere is a 
crucial factor in the vertical advective transport of chemical substances including 
ozone. 
Figure 1.7 is a time-latitude section showing the seasonal variation of column 
ozone based on measurements from the 1960s. The maximum column amounts 
are found near the North Pole in April and around 60°S in October. Minima 
occur in the equatorial regions in all seasons. These observations are explained by 
the pattern of mass flow shown in Figure 1.6. The upwelling branch of the mean 
circulation in the tropics along with the strong persistently poleward- downward 
sense in the lower stratosphere during winter transports ozone away from the pho-
tochemically active equatorial regions where most of it is formed, into the high 
latitude lower stratosphere where the concentrations gradually build up through-
out the winter to produce a springtime maximum. Transport of ozone into the 
extra-tropical lower-stratosphere by the general circulation is balanced on average 
by loss of ozone into the troposphere. Cross- tropopause transport is believed to 
be dominated by folding of the tropopause in the extra-tropics caused by interac-
tion between developing cyclonic storms and the upper tropospheric jet stream. 
Stratospheric air can also enter the troposphere in the region of cut-off lows. 
Whichever the mechanism, exchange is not a continuous process but occurs in 
discrete events. 
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Figure 1.6: Mass transport streamlines of the global-scale mean circulation for 
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Figure 1.7: The observed ozone column (in DU) as a function of latitude and 
season. From Diitsch [1971]. 
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1.6 Atmospheric Dynamics 
1.6.1 Basics 
The dynamics of the stratosphere and mesosphere have frequently been interpreted 
using the theory of wave - mean-flow interaction. In the absence of eddy motions 
the zonal mean temperature of the middle atmosphere would relax to a radiatively 
determined state in which, except for a small time-lag due to thermal inertia, 
the temperature would correspond to an annually varying radiative equilibrium 
following the annual cycle in solar heating. Neglecting small effects of the annual 
cycle, the circulation in such a system would consist only of a zonal-mean zonal 
flow, there would be no meridional or vertical circulation and no stratosphere-
troposphere exchange [Holton, 1992]. The global mean circulation arises from the 
systematic, irreversible transport of angular momentum by certain fluid-dynamical 
wave motions that disturb the mean state. The two most important types of wave 
are those known as internal gravity waves and Rossby waves. Before discussing 
these wave types in more detail it is convenient to introduce some fundamental 
concepts of atmospheric dynamics. 
Potential Temperature 
The potential temperature 0 is defined as the temperature that a parcel of dry 
air at temperature, T, and, pressure, p, would have were it compressed adiabati-
cally, i.e. reversibly with no heat exchanged with the surroundings, to a standard 
pressure, p 3 , usually taken as 1000 hPa. It is given by the relationship known as 
Poisson's equation: 
0 = 	 (1.2) 
R is the gas constant, and C the specific heat capacity at constant pressure. 
Every air parcel has a unique value of potential temperature, and this value is 
conserved for adiabatic motion. In addition, it can be shown that the entropy s 
of an air parcel is given by 
= Cln0 + const 	 (1.3) 
so that atmospheric surfaces of constant potential temperature are also surfaces 
of constant entropy. 
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Adiabatic Lapse Rate 
A relationship between the lapse rate of temperature, i.e. the rate of change of 
temperature with respect to height, and the rate of change of potential temper-
ature with height can be obtained from expression (1.2). Using the hydrostatic 
equation and the ideal gas law p = pRT (where p is density) to simplify the result 
gives 	
TOO OT 	g 	
(1.4) 
For an atmosphere in which the potential temperature is constant with respect to 
height the lapse rate is thus 
dT =  g_  rd - -  - = dz 	Cp 
Td is called the dry adiabatic lapse rate and is approximately constant throughout 
the atmosphere. 
Static Stability 
If potential temperature is a function of height, the atmospheric lapse rate, F 
DT/Oz, will differ from the adiabatic lapse rate and 
TOO 
o i9z (1.6) 
If F < Ed so that 0 increases with height, an air parcel that undergoes an 
adiabatic displacement from its equilibrium level will be positively buoyant when 
displaced downward and negatively buoyant when displaced upward. The result 
is that a vertically displaced parcel will tend to return to its equilibrium level. 
Under such conditions the atmosphere is said to be statically stable or stably 
stratified. 
Adiabatic oscillations of a fluid parcel about its equilibrium level in a stably 
stratified atmosphere are referred to as buoyancy oscillations. The characteristic 
frequency N of such oscillations, often called the Brunt Vãisãlã frequency, is given 
by 
gdOI 	'.. 0.5 
0dz 
	 (1.7) 
On the synoptic scale the atmosphere is always stably stratified because any 
unstable regions that develop are quickly stabilised by convective overturning. 
(1.5) 
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Potential Vorticity 
The concept of potential vorticity (PV) is one of the most important in atmo-
spheric dynamics. It was first presented by Rossb1j [1940] in a barotropic version 
where the atmosphere is represented as a homogeneous incompressible fluid, but 
the most accurate and general version for a fluid such as the middle atmosphere 
was given by Ertel [1942]. Ertel's version of the PV (Q) using three dimensional 




Ca is the absolute vorticity vector, a microscopic measure of the rotation in a fluid. 
Ca = M + (, where f2 is the Earth's angular velocity, and C is the relative vorticity 
vector given by C = V x u, with u the air velocity relative to the Earth and V 
the three-dimensional gradient operator with respect to geometrical position. 
Because of the atmosphere's stable stratification, VO is usually directed nearly 
vertically, so Q is primarily a function of the component of the spin about the 
vertical. A number of alternative forms of the potential vorticity equation can be 
obtained, but they all share the property of being, in some sense, a measure of 
the ratio of the vertical component of the absolute vorticity of an air parcel to the 
parcel's effective depth. The absolute vorticity increases when VO is decreased 
by adiabatic vertical motion and vice versa, with the result that Q is conserved 
following adiabatic frictionless motion (Ertel's theorem). This conservation is a 
key property of the potential vorticity, and is a powerful constraint on the large-
scale motions of the atmosphere. 
1.6.2 Internal Gravity Waves 
As described in Section 1.6.1, when the atmosphere is stably stratified, a fluid 
parcel displaced vertically will undergo buoyancy oscillations: waves which arise 
directly from this buoyancy restoring force are known as internal gravity waves. 
These waves are an important mechanism for transporting energy and momentum 
from the troposphere to the mesosphere, and are believed to be responsible for 
driving the mesospheric branch of the mean circulation. They have the property 
that the group velocity is perpendicular to the direction of phase propagation, 
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which implies that energy propagates parallel to the wave crests and troughs. 
Waves generated in the troposphere can carry energy upwards many scale heights 
into the upper atmosphere even though individual fluid parcel oscillations may 
be confined to vertical distances much less than a kilometre. Propagation from 
troposphere to mesosphere occurs on timescales of the order of hours. 
Internal gravity waves are activated by vertical undulations of potential tem-
perature surfaces in the atmosphere which can arise for a number of reasons, some 
of which are discussed below. 
Topography 
When air flows over a mountain range, air parcels are displaced alternately up-
wards and downwards from their equilibrium position and thus undergo buoyancy 
oscillations as they move across the ridges (assuming static stability). This in-
duces waves which are stationary relative to the ground. For mean wind speed u, 
and wavenumber k ( = 27r/(induced wavelength i.e. the distance between ridges)), 
the forcing frequency is uk. It can be shown that when uk> N, the Brunt Viisä1ã 
frequency, there is no vertical propagation [Holton, 1992]. The formation of verti-
cally propagating topographic waves is thus favoured by widely spaced ridges and 
comparatively weak flow. 
Convection 
Tropospheric air moving rapidly upwards because of convective forces can deliver 
a pulse to the overlying air causing it to oscillate. The condition for vertical 
propagation is that c/c < N where c is the horizontal phase speed. The typical 
horizontal convection scale is < 30 km and N is r.0.01 in the troposphere, so 
waves generated by this mechanism have phase speed < 	m 
Shear Instability 
It is thought probable that gravity waves can be generated by atmospheric insta- 
bilities arising in regions of high wind shear associated with the tropospheric jet. 
Such waves would have phase speed close to the speed of the jet, i.e. -.40 m 
1.6 Atmospheric Dynamics 	 19 
1.6.3 Rossby (Planetary) Waves 
The predominant eddy motions in the stratosphere are vertically propagating, 
quasi-stationary, planetary or 'Rossby' waves. These waves are confined to the 
winter stratosphere, where they are thought to have a dominant influence on the 
mean circulation. Whereas internal gravity waves involve small-scale, relatively 
fast, vertical displacements of isentropic surfaces, Rossby waves are characterised 
by large-scale, relatively-slow, nearly horizontal displacements of air parcels along 
isentropic surfaces on time scales of days. The restoring mechanism is potential 
vorti city- conserving, horizontal motion which owes its existence to the isentropic 
gradient of PV. In qualitative terms, whenever air parcels are displaced back and 
forwards across such a gradient, the resulting PV anomalies induce velocities a 
quarter of a wavelength out of phase with the displacements, giving oscillatory 
behaviour and hence wave propagation [McIntyre, 1992]. The sense of the wave 
propagation relative to the mean zonal flow (the intrinsic phase propagation) is 
always westwards along the undulating PV contours, and the phase speed increases 
with wavelength. Horizontal displacements are of the order of 1000 km or more 
with typical disturbance velocities of tens of metres per second. Vertical velocities 
are relatively tiny, and the rate of upward propagation slow in comparison with 
gravity waves. 
Free propagating Rossby modes are only rather weakly excited in the atmo-
sphere, but forced stationary modes are of primary importance for understanding 
the mean circulation pattern. Such modes may be generated by longitudinally-
dependent, diabatic heating patterns such as occur at land-sea boundaries or by 
flow over topography. Since the intrinsic phase propagation must be westward, it 
follows that stationary Rossby waves can exist only for westerly mean zonal flows. 
1.6.4 Wave Dissipation and Eddy Transport 
Wave Breaking 
Atmospheric waves transport momentum through the atmosphere between regions 
of wave generation and regions of wave dissipation. The last stage of the process, 
the momentum flux deposition, occurs when the waves break and momentum 
is transferred to the mean flow. The defining property of wave breaking can be 
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Figure 1.8: Meridional cross section of longitudinally averaged zonal wind in ms -1 
at the time of the solstices. Positive zonal winds indicate flow from west to east. 
From Wallace and Hobbs [1977]. 
taken to be the irreversible deformation of those contours that would otherwise be 
undulated reversibly by the wave's restoring mechanism. Turbulence generated by 
wave breaking plays an important role in the mixing and transport of atmospheric 
constituents [McIntyre, 1992]. 
Breaking gravity waves tend 
to generate 3-D turbulence 
to deform isentropic surfaces irreversibly 
to rearrange entropy and chemicals downgradient in the vertical 
Breaking Rossby waves tend 
to generate 2-D, stratification constrained turbulence 
to cause irreversible deformation of PV contours on isentropic surfaces 
to rearrange PV and chemicals downgradient along the same isentropes 
Both types of wave are given to breaking at, or just below, so-called critical lev -
els where their intrinsic phase speeds are close to zero, i.e. where their absolute 
phase speed is close to the speed of the zonal wind. This means that stationary 
waves cannot propagate through regions where there is no mean flow. A latitude-
altitude section of the zonal mean-flow is shown in Figure 1.8. In the summer 
hemisphere, easterlies in the stratosphere overlie westerlies in the troposphere, 
effectively blocking stationary waves generated in the troposphere from reaching 
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the stratosphere. The consequent absence of Rossby waves in the summer strato-
sphere is believed to be a major cause of the summer-winter asymmetry seen in 
Figure 1.6. Similarly, the selective filtering of gravity waves with different phase 
speeds explains why the mean flow is in the opposite direction with respect to 
the pole in the summer and winter mesosphere. Gravity waves which reach the 
mesosphere without encountering a critical level break when the density becomes 
too low to support the wave. 
An additional requirement for vertically-propagating stationary Rossby waves 
is that ü <i3/(k2 + 12 ) ,  where 3 = df/dy i.e. the variation of the Coriolis param-
eter (f = 2Q sin y) with latitude (y), and k and 1 are the zonal and meridional 
wave numbers [Charney and Drazin, 19611. Thus these waves can propagate only 
in westerly winds weaker than a critical value that depends on their horizontal 
scale. As the wavelength decreases, the size of the propagation 'window' also de-
creases, partly explaining why it is mainly the largest scale waves (wave numbers 
1, 2 or 3) that reach the wintertime middle stratosphere and higher [Andrews et 
al., 1987]. 
Transport Barriers 
Breaking Rossby waves are believed to be the primary mechanism for large-scale, 
latitudinal eddy advective transport in the atmosphere. The presence of a strong 
quasi-horizontal PV gradient on an isentropic surface inhibits this transport mech-
anism and leads to a kind of sideways stratification that is key to many large-scale 
atmospheric processes. The inhibition arises because a narrow band of high PV 
gradient is associated with a powerful Rossby restoring force, and, as a conse-
quence, displays a resilience or quasi-elasticity making it resistant to the irre-
versible deformation required for wave breaking [Juckes, 1989]. To the extent 
that Ertel's theorem holds, the band of strong gradient is also a material en-
tity, and the result is that it tends to act as a flexible barrier to eddy advective 
transport. A sub-polar 'PV-barrier' of this nature is the principal cause of the 
relative isolation of the air within the winter polar vortices (Sections 2.1.2 and 
4.4.2). (The strong horizontal wind shear at the vortex edge also plays an im-
portant role in preventing the barrier being breached at small scales [Juckes and 
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McIntyre, 1987].) 
Observations [e.g. Clough et al., 1985] confirm the theoretical prediction [e.g. 
Stewartson, 1978] that Rossby wave breaking should be concentrated between 
the subpole and the subtropics of the winter hemisphere. This region has been 
likened to a gigantic 'surf-zone' in which planetary waves are breaking most, if 
not all, of the time [McIntyre and Palmer, 1983]. The resultant quasi-horizontal 
mixing leads to a broad middle latitude band characterised by weak meridional 
gradients of PV and chemical mixing ratios. The tight PV gradient at the vortex 
edge coincides with the interface between the well-mixed surf-zone and the less 
well-mixed polar atmosphere. 
Chapter 2 
The Threat to Stratospheric 
Ozone 
2.1 Source of the Threat 
The importance of stratospheric ozone has long been realised, and for several 
decades it has been the subject of careful monitoring both by ground-based instru-
ments and, more recently, by instruments mounted on Earth-orbiting satellites. 
The first indication of a significant change in ozone abundance came with the 
discovery of the Antarctic 'ozone hole' in 1985. Farman et al. [1985] showed that 
since the mid 1970s the ozone column over Antarctica during the southern hemi-
sphere late winter and early spring had been diminishing from year to year, and 
by 1984 it was down by about a factor of 2 (Figure 2.1). This discovery sparked a 
sudden upsurge in research activity, which soon established that the major ozone 
deficiency was located in the lower stratosphere. There was much debate over 
the probable cause of the decline, and several competing theories were advanced, 
but it is now generally accepted that the root cause of the ozone depletion is 
the increasing atmospheric burden of halogen atoms, particularly chlorine, result-
ing from anthropogenic release of chloro-fluorocarbons (CFCs) and brominated 
chloro-fluorocarbons (halons) [WMO, 1992a]. These stable, non-toxic chemicals 
have many industrial and domestic applications, for example, CFCs are used in 
refrigeration systems and halons in fire retardants, but ultimately they tend to be 
released into the atmosphere. The tropospheric mixing ratios of two compounds 
in particular, CFC-11 (CFC1 3) and CFC-12 (CF 2 C12 ) have been building up over 
the past few decades at rates between about 4 and 6 percent per year [Cunnold et 
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Figure re 2.1: Mean and extreme daily values of column ozone over Halley Bay, 
Antarctica, 1957-73 (hatched) with mean daily values for 1980-1984 (solid line) 
and daily values for 1985 (crosses). Units are milli-atm cm. (1 m atm cm = 
1 DU). From U. K. Stratospheric Ozone Review Group [1988]. 
al., 1983a, b]. As a result, by the mid 1980s the chlorine content of the atmosphere 
had risen to about 2.5 ppbv compared with the natural level of 0.6 ppbv, which 
is largely due to the oceanic release of CH 3 C1 [WMO, 19901. 
2.1.1 Halocarbons in the Atmosphere 
The chemical stability that makes CFCs and halons convenient for industrial use 
means that they are not chemically broken down in the troposphere, and because 
they're highly insoluble in water neither are they rained out. The only place in 
the atmosphere where CFCs are significantly removed is in the stratosphere at 
heights above about 25 km, where energetic ultra-violet photons can break their 
strong molecular bonds. The free chlorine and bromine atoms released into the 
stratosphere are then available to participate in ozone-destroying cycles involving 
CIO and BrO molecules, and the consequent enhanced rate of ozone loss disrupts 
the chemical equilibrium of ozone, reducing its natural abundance. Although 
the total stratospheric bromine amount is between 1 and 2 orders of magnitude 
smaller than that of chlorine, cycles involving bromine tend to be energetically 
favoured, so they can still have a significant relative impact on the ozone. 
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CFC lifetimes in the atmosphere are largely determined by the rate at which 
air from the troposphere recirculates through the stratosphere. This is a relatively 
slow process. Tropospheric air enters the stratosphere in the tropics by mecha-
nisms associated with cumulonimbus convection, but once above the tropopause, 
the timescale for an air parcel to rise through the stratosphere is of the order of 
2 years, and it will be several years before it re-enters the troposphere [Callis et 
al., 1987; U. Schmidt, 1991]. In effect, the troposphere acts as a large well-mixed 
reservoir of whose total mass only per year circulates high enough for CFCs 
to be photolysed. The result is that typical lifetimes of CFCs and halons are of 
the order of a century. 
2.1.2 The Antarctic Ozone Hole 
The potential danger of CFC emissions was first pointed out by Molina and Row-
land [1974], whereupon models with detailed gas-phase chemistry were used to 
predict the likely impact on stratospheric ozone. The initial predictions were sub-
ject to frequent revision as the photochemical kinetic data were refined, but finally 
it was estimated that column integrated ozone decreases of around 5 to 7% would 
be reached after about 100 years [Wuebbles et at., 1983]. This, while recognised 
as a problem, did not give rise to real concern. The discovery of the massive 
ozone depletion over Antarctica was therefore totally unexpected. Farman et at. 
[1985] had noted that the ozone decrease they observed was temporally correlated 
with the increase in atmospheric chlorine loading, but initially it was not widely 
accepted that chlorine chemistry could be the cause of the depletion. The two 
main dissenting theories were the solar cycle theory [Callis and Natarajan, 1986] 
and the dynamical theory [Mahiman and Fels, 1986]. The solar cycle theory held 
that the ozone was being destroyed by enhanced concentrations of reactive nitro-
gen compounds produced during periods of intense solar activity. The dynamical 
theory rested on the possibility that solar heating in the very cold Antarctic re-
gion was drawing ozone-poor air upwards from the troposphere. However, further 
investigation revealed that neither of these two theories was viable [Mount et at., 
1987; Hofmann et at., 19881. Firm evidence that the depletion was due to chlorine 
came from simultaneous aircraft measurements of CIO and ozone [Anderson et at., 
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Figure 2.2: The observed variation of CIO and 0 3 across the edge of the Antarctic 
ozone hole on September 16, 1987. From Anderson et al. [1989a]. 
suddenly went down, CIO abundances suddenly went up (Figure 2.2). But this 
experiment posed another problem: the CIO concentrations measured were much 
higher than any chemical models allowed. Standard theory predicted that, at any 
one time, the vast majority of chlorine molecules in the lower stratosphere should 
be bound up in the stable and non ozone-hostile compounds hydrochloric acid 
(HC1) and chlorine nitrate (C1ONO 2). Little more than 1%, less than 0.1 ppbv, 
should be present in the reactive, i.e. ozone-destroying, CIO form. Anderson et 
al. [1989a], however, had measured CIO abundances in excess of 1 ppbv. 
The explanation turned out to be associated with the extreme meteorological 
conditions of the winter polar stratosphere. As darkness spreads over the win-
ter polar cap, the stratosphere cools rapidly and a large temperature difference 
is established between the polar and middle latitudes. This steep temperature 
gradient is accompanied by rapid, westerly, circumpolar flow and the formation 
of a relatively isolated polar vortex with a core of very cold air [Andrews et al., 
1987]. The Antarctic vortex is some 10-20 K colder than that of the Arctic in the 
same seasons because the smoother topography of the southern hemisphere gives 
rise to fewer wave disturbances of sufficient magnitude to breech the PV barrier 
at the vortex edge (Section 1.6.4) and mix warm middle latitude air into the cold 
vortex air. It had long been recognised that the very low temperatures of the 
vortices could lead to the formation of polar stratospheric clouds (PSCs), and it 
2.2 Chemistry of the Polar Vortex 	 27 
was now suggested that heterogeneous chemical reactions on the surface of these 
clouds could convert chlorine from HCl and C1ONO 2 into more reactive forms 
[Solomon el al., 1986b]. This was soon confirmed by laboratory studies [Tolbert 
et al., 19871. 
2.2 Chemistry of the Polar Vortex 
2.2.1 PSCs and Heterogeneous Chemistry 
Polar stratospheric clouds are observed during winter and early spring between 
about 12 and 24 km in the Antarctic and between about 16 and 24 km in the 
Arctic [Poole and Pitts, 1994]. The clouds are classified into two broad categories 
according to the nature of the particles of which they are chiefly composed, but 
the various particle types represent different stages of the same growth process 
[WMO, 1995]. As temperatures fall towards the frost point, liquid aerosol particles 
composed primarily of sulphuric acid (H2SO4)  and 1120 increasingly take up nitric 
acid (HNO3). If the particles freeze then most of the 11NO 3 becomes bound in 
the hydrated compounds nitric acid dihydrate (NAD) and nitric acid trihydrate 
(NAT). Liquid or frozen particles that contain appreciable 11NO 3 at temperatures 
above the frost point are termed Type I PSCs. Below the frost point, Type 
II PSCs are formed as the condensation of 1120 predominates in the continued 
growth of the particles. Types I and II clouds can form at temperatures below 
about 195 and 188 K respectively; the precise temperature threshold for formation 
is sensitive inter alia to the vapour pressure of 1120 and HNO 3 . From theoretical 
considerations, Type I clouds are thought to account for perhaps 80-90% of all 
cloud sightings [Turco et al., 19891, but identifying the composition and phase of 
observed clouds is still a developing area of research. 
The most important heterogeneous reactions occurring on the surfaces of these 
clouds to have been identified to date are [WMO, 1992a] 
(R2.1) 110() + C1ONO 2 (g) 	C12 (g) + HNO3() 
(R2.2) H20(,)+ C1ONO2(g) 	'S HOC1(g) + HNO3() 
(R2.3) 11Cl() + N20 5 (g) 	C1NO 2 (g) + HNO3() 
(R2.4) H20(.)+ N205(g) -4 2HNO3() 
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(R2.5) 	 HCl() + HOC1(g) + Cl g) + H2O() 
(the subscript (c) indicates the condensed phase, and (g) the gaseous phase.) 
The reaction products HOC1, C1NO 2 and C12 are readily photolysed by sunlight 
to yield Cl atoms, which react rapidly with ozone to give CIO. Thus the net effect 
of these reactions is to release chlorine from the HC1 and C1ONO 2 reservoirs into 
the reactive form, and, conversely, to sequester nitrogen in the unreactive HNO 3 
sink. Air which has been processed in this way is therefore characterised by high 
levels of reactive chlorine and low levels of reactive nitrogen. Polar atmospheres 
with this anomalous chemical composition are said to be chemically perturbed. 
Because the processing occurs only within the polar vortex and there is limited 
mixing of air across the boundary, large gradients of CIO [Waters et al., 1993a] 
and NO 2 [Noxon, 1979] can develop near the vortex edge. 
The size of PSC particles is such that they can sediment at a significant rate, 
removing their constituent chemicals from the stratosphere. Complete removal of 
nitrogen compounds (denitrification) and significant dehydration can occur in re-
gions where Type II clouds are prevalent. The large particle size of these water/ice 
clouds causes them to have a high sedimentation rate [Turco et al., 19891, and as 
they fall out of the stratosphere the nitric acid and water contained within them 
is permanently removed. Regions where Type I PSCs predominate will tend to be 
denoxified, that is depleted in reactive nitrogen without showing a great deal of 
denitrification or dehydration. Fahey et al. [1990] have observed a greater degree 
of denitrification and dehydration in the Antarctic vortex than in the Arctic, con-
sistent with the greater prevalence of Type II PSCs in the former. This can have 
major implications for the chemical recovery of the two vortices in late winter 
and spring because the principal route by which chlorine is deactivated is via the 
reaction 
(R2.6) 	 CIO + NO 2 + M -) C1ONO2 + M 
and the main source of the NO 2 in the post-perturbed vortex is photolysis of 
gaseous HNO 3 released from evaporating PSCs. Thus in a denitrified vortex the 
rate at which reactive chlorine is removed - and the ozone loss terminated - 
may be limited by the available nitric acid. 
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2.2.2 Ozone Destruction 
Very high CIO abundances ascribed to heterogeneous processing on PSCs have 
been observed in the lower stratosphere of both the Antarctic and Arctic vor-
tices, with peak CIO abundances suggesting that almost all the inorganic chlorine 
has been converted into reactive forms [Waters et al., 1993a, b]. In this highly 
perturbed state, ozone loss can be very rapid because catalytic cycles involving 
inter-halogen reactions, which under normal circumstances are not important, in-
crease in rate non-linearly with chlorine concentration to become the dominant 
loss mechanisms. The greater total depletion in the Antarctic vortex is mainly 
a consequence of the sub-PSC temperatures persisting longer into the spring in 
the southern hemisphere. The principal ozone-destroying catalytic cycles involve 
photolysis reactions, so they cannot proceed in the absence of sunlight. During 
the mid-winter, although the vortices may contain high reactive chlorine concen-
trations, and thus be primed for ozone destruction, most of their volume lies in 
the darkness of the polar-night. A slight ozone loss around the fringe of the vor-
tex is all that may be possible. It is only as daylight returns in the late winter 
that extensive depletion can begin. But the return of daylight coincides with the 
warming of the vortex that eventually leads to evaporation of the PSCs, ceasing 
the heterogeneous processing and releasing the NO 2 required for chlorine deac-
tivation. It is in the time interval between the end of the polar-night and the 
deactivation of chlorine that the major ozone loss occurs. In the Arctic this pe-
riod is usually short, but in the Antarctic there may be a period of a month or 
more when sunlight and sub-PSC temperatures co-exist, and even after tempera-
tures rise above the PSC threshold, chlorine deactivation may be further delayed 
by the denitrified state of the vortex. 
Nevertheless, although in no way comparable to the Antarctic loss, in recent 
years significant reductions in lower stratospheric ozone have been observed in 
the Arctic vortex [e.g. Browell et al., 1993; Manney et al., 1994a]. Calculations 
of chemical destruction based on CIO measurements from aircraft are broadly 
consistent with the observed loss [Salawitch et al., 1993]. Ozone depletion in the 
Arctic is of particular concern because distortion of the vortex by large-scale wave 
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events can place the depleted atmosphere over highly-populated, sub-polar land 
masses. 
2.3 Vortex Containment and Export to Middle 
Latitudes 
Knowledge of the extent to which chemically-processed air is contained within 
the winter polar vortex is the key to interpreting the budgets of ozone and other 
trace constituents at high latitudes, and to assessing the impact of vortex air 
on middle latitudes. Proffitt et al. [1990] have reported that observations of 
tracer distributions in the Arctic suggest a large scale transport of air through the 
vortex, with air from middle latitudes entering the vortex, descending through 
the PSC region then passing out the bottom to return to mid-latitudes with 
its chemical composition substantially altered. This has become known as the 
flowing processor hypothesis. If a large flow through the location of ozone loss 
within the vortex does exist, then the photochemical loss rates required to explain 
the observed depletion must be substantially larger than in an isolated vortex 
[Anderson et al., 1991]. Also, the export from the vortex of processed air with a 
high reactive chlorine content may lead to substantial in situ ozone loss when this 
air mixes with ozone-rich middle latitude air [Brune et al., 1991]. Quantifying the 
vortex outflow has proved rather difficult [Randel, 1993], but while some studies 
have supported the flowing processor hypothesis [e.g. Tuck et al., 1992, 1993], the 
weight of evidence seems to be in favour of only a limited flow into and out of 
the deep vortex in the winter season [e.g. Pierce and Fairlie 1993; Waugh et al. 
1994]. 
24 Recent Ozone Trends 
The atmospheric burden of chlorine continues to rise, and presently stands at 
t3.5 ppbv [Gunson et al., 1994], i.e. approximately 1 ppbv higher than in 1985 
when the ozone hole was discovered in Antarctica. It is of interest to examine to 
what extent this increase is reflected in the recent interannual variations in ozone 
amounts. 
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2.4.1 Natural Influences 
When searching for evidence of an anthropogenic impact on long term ozone 
trends several natural influences which contribute to ozone variability must be 
taken into consideration. Briefly, the influences thought to be of most importance 
are [WMO, 1992a]. 
Solar Cycle 
The 11 year solar cycle has an effect on stratospheric ozone amounts. Both theo-
retical calculations and observations [Stolarski et al., 1990] show a 1 to 2% peak-
to-peak variation in total ozone. Most of the variation is thought to occur in the 
upper stratosphere. 
Energetic Particles 
Every few years a burst of solar activity gives rise to a 'solar proton event', causing 
a flux of high energy protons to enter the Earth's atmosphere at latitudes pole-
ward of about 600.  This flux leads to enhanced concentrations of HO, and NO, 
which can destroy ozone. A particularly large event occurred in August 1972, and 
corresponded with a 15% reduction in ozone at around 40 km [Wayne, 1991]. 
Relativistic electron precipitations (REPs) originating from the solar wind 
have been predicted to contribute substantially to the odd nitrogen budget and, 
thereby, the ozone budget of the stratosphere [Callis et al., 1991a, b]. However, 
an investigation by Aikin [1992] found no ozone destruction caused by REPs. Fur-
ther work [Gaines et al., 19951 determined that the largest measured relativistic 
electron flux precipitating in the atmosphere between October 1991 and July 1994 
added only about 0.5 to 1% of the global annual source of odd nitrogen to the 
stratosphere and mesosphere. The actual importance of REPs in regulating the 
ozone concentration is thus not yet well understood. 
Quasi-Biennial Oscillation 
In the equatorial stratosphere, zonally symmetric easterly and westerly wind 
regimes alternate regularly with periods varying from about 24 to 30 months. 
This phenomenon is known as the quasi-biennial oscillation (QBO). There is a 
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clear QBO signal in total ozone data at the equator with magnitude of about 4 to 
5% peak-to-peak [Bojkov, 1987]. Ozone profile variations as a function of altitude 
are much larger. Changes in atmospheric transport from the equator can propa-
gate the effect to middle latitudes, and an apparent correlation between the phase 
of the QBO and the depth of the Antarctic ozone hole has been found [Angell, 
1993]. 
El Niño-Southern Oscillation 
The El Nifio-Southern Oscillation (ENSO) is an irregular interannual variation 
in surface wind-stress and ocean circulation pattern in the equatorial Pacific. A 
relationship of total ozone to ENSO has been suggested. Tropical column ozone 
data show 3 to 4% variations which correlate with the oscillations [Zerefos et 
al., 1992], and it has been postulated that higher latitudes can also be affected 
[Bojkov, 1987]. 
Volcanic Eruptions 
Explosive volcanic eruptions are a sporadic and unpredictable potential pertur-
bation of ozone. Huge volumes of sulphuric acid particles can be injected into the 
stratosphere in a time-period of days or weeks, increasing manyfold the natural 
sulphate aerosol background present throughout the stratosphere. Heterogeneous 
reactions similar to those occurring on PSCs can take place on the aerosol par-
ticles [Tolbert et al., 1988], but the aerosols present much less surface area than 
the PSCs, and reaction rates are correspondingly lower. Chemical processing on 
aerosols is therefore slow but prolonged, as opposed to the acute processing on 
the polar clouds. As well as the potential for in situ global ozone loss directly 
due to reactive chlorine produced on the aerosol particles, the degree to which 
polar air has been subject to pre-processing prior to the formation of PSCs affects 
the abundances of various species (particularly N 2 05 ) at the onset of winter, and 
hence the chemical development within the polar vortex [Rodriguez et at., 1989]. 
In addition to the chemical effect, a large aerosol increase in the lower stratosphere 
can effect stratospheric temperatures with a consequent impact on the dynamical 
re-distribution of ozone. 
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2.4.2 Antarctic Ozone Trend 
The drastic decline since the late 1970s of the total ozone over Antarctica during 
the austral spring season is the most dramatic evidence of anthropogenic influence. 
For seven of the eight years up to and including 1994, severe ozone depletion has 
been observed in September/ October with ozone columns down to 30-40% of 
the pre-ozone hole averages [Bojkov, 1994; Jones and Shanklin, 1995]. During 
1992 and 1993, Antarctic ozone abundances were exceptionally low with local 
ozone content in the 14-18 km altitude layer almost completely removed in some 
regions. The lowest column ozone values observed anywhere on Earth theretofore 
of .110 DU were recorded in October 1992, only for these record lows to be 
surpassed in October 1993, when columns below 100 DU were recorded for the 
first time. The ozone holes (column values less than 220 DU) of these two years 
also covered a particularly large area of the Earth's surface, attaining a maximum 
size of approximately 24 million km  at the end of September 1992, and an almost 
equal size in September 1993. On two days in both 1992 and 1993 the ozone hole 
extended over the southern tip of South America. 
2.4.3 Global Ozone Trend 
From 1970 to 1993, ozone in the northern middle latitudes (40 - 50°N) showed a 
significant negative trend in all seasons. The decline was approximately 4.5% per 
decade in winter/spring and slightly less than 2% per decade in summer/autumn. 
Data are fewer in the Arctic but they show a decrease which is slightly greater 
[Bojkov, 1994]. The decline is stronger over the last 15 years up to and including 
1994 than during the earlier years, being about 6% per decade for winter/spring 
and 3% for summer/autumn [WMO, 1995]. The winter/spring seasons of 1991/92 
and 1992/93 had the lowest northern hemisphere ozone values recorded since reg-
ular data gathering began in 1957 [NOAA, 1992, 1993a]; over the greater part 
of Europe and North America from middle latitudes up to the Arctic circle, the 
monthly-averaged ozone deficiency ranged from 10-25%. While these record low 
values represent a significant decrease, they were seldom below 240 DU: an ozone 
hole has not yet appeared over the Arctic. In the southern hemisphere middle 
latitudes, the ozone decline is only slightly stronger than in the northern hemi- 
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Figure 2.3: Ozone amount (in DU) for the area-weighted 70°S to 70°N average, 
computed at seasonal maxima and minima for the period 1979 to 1993. From 
Herman and Larko [1994]. 
sphere. The tropical belt shows a loss of about 1% per decade, but this is not 
statistically significant [Bojkov, 1994]. 
Figure 2.3 shows the global average total ozone change between 70°N and 70°S 
for the years 1978 to 1993. During this period global ozone has decreased by about 
3-4% per decade [Herman and Larko, 19941. Over the same time, tropospheric 
ozone is thought to have increased by about 10% per decade [Bojkov, 1994], but 
because only about 10% of the ozone resides in the troposphere, the effect of this 
increase on the total column is outweighed by the stratospheric decline. Global 
ozone in the latter half of 1992 and the early part of 1993 was at unprecedentedly 
low values [Gleason et al., 1993]. This is thought to be due, at least in part, 
to enhanced heterogeneous processing following the eruption of Mt. Pinatubo in 
the Phillipines in June 1991 which injected -20 Mtonnes of SO 2 into the strato-
sphere. Of course, the potential for this natural increase in aerosol to affect the 
ozone is greatly exaggerated by the artificially high chlorine content of the present 
stratosphere. 
2.5 Future Chlorine and Bromine Loading 
Following the development of CFC compounds in 1930, their annual production 
rate rose rapidly to reach an all-time high of 4.74 x 1018  kg in 1974 [Wayne, 1991]. 
In this year, concern about the effect on ozone was expressed, and legislation was 
passed in the USA forbidding certain uses of CFCs, so that by 1981 production 
was 20% less than in 1974. A much more wide-ranging control was embodied 
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Figure 2.4: Stratospheric chlorine projected through the next century, given the 
controls on halocarbons proposed under various international agreements. From 
WMO [1992b]. 
in the Montreal Protocol of 1987, which was established after chlorine had been 
proven to be a threat to the stratosphere, but before the cause of the ozone 
hole was discovered. Each party to the protocol agreed to freeze and then reduce 
according to a fixed timetable, production and consumption of the five most widely 
used CFCs, and also to freeze production and consumption of the halons. This 
agreement was strengthened in 1990 in London and again in Copenhagen in 1992 
as the magnitude of the threat to the ozone layer became more apparent. Figure 
2.4 shows the total amount of chlorine in the stratosphere plotted over a 150 year 
period with projections forward for the various future scenarios. Plots for bromine 
show a similar general shape [WMO, 1992a]. Even with complete adherence to the 
protocols, the stratospheric chlorine loading is going to continue to increase for 
some time to come, probably peaking somewhere between 4 and 5 ppbv around 
the turn of the century. The chlorine level at which the ozone hole is generally 
thought to form is about 2 ppbv, and the chlorine will remain above that level 
for close to 100 years. If CFC production were ceased forthwith, tropospheric 
chlorine would continue to increase for several years because of escape of existing 
CFCs, and this chlorine would take some years to reach the stratosphere, so no 
matter what is done the problem will persist for many years into the future. In 
reality, it is evident that the threat to the ozone layer is going to remain for at 
least the first half of the next century, and is going to be particularly acute in the 
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next decade or so while the stratospheric chlorine is near its peak. 
2.6 Other Anthropogenic Effects on Ozone 
Although the industrial release of halocarbons is undoubtedly the major anthro-
pogenic threat to atmospheric ozone, some other human activities may have a 
lesser impact. The most significant of these are mentioned below. 
2.6.1 Aircraft 
High temperature combustion in air produces NO from reaction of atmospheric 
N2 and 02 and also the combustion products CO 2 , CO and H2 0. Injection of 
these species, particularly N0, into the atmosphere can affect ozone amounts. 
Subsonic aircraft emit the bulk of their exhaust products into the upper tropo-
sphere, and since ozone production in the current troposphere is believed to be 
NO,,-limited, the effect is to increase the ozone concentration. Preliminary model 
results indicate that the current subsonic fleet produces upper tropospheric ozone 
increases of up to about 10%, maximising at the latitudes of the North Atlantic 
flight corridor around 40°N [WMO, 1995]. The relatively slight emission in the 
stratosphere is not found to have a significant impact on the ozone there. 
Analysis of the likely impact of a projected fleet of 500 supersonic aircraft 
flying in the stratosphere in the year 2015 leads to estimates of column ozone 
reductions in the northern hemisphere of 0.3% to 1.8%. This is the combined 
effect of a slight ozone increase in the troposphere and upper stratosphere and a 
slight decrease at higher levels in the stratosphere [WMO, 1995]. 
2.6.2 Rockets and Space Shuttle 
Attention has focussed on the potential reductions in ozone produced by chlorine 
compounds from solid fuel rockets such as NASA's space shuttle and the European 
Space Agency's (ESA) Ariane. Within a few kilometers of the exhaust trails of the 
rockets, local ozone may be depleted by as much as 80% at some heights [Karol 
et al., 1991.], but ozone recovery is rapid; over 99% is predicted to be restored 
within 24 hours. Steady-state model computations based on ESA and NASA 
launch scenarios, forecast each to increase stratospheric chlorine by a maximum 
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of 10 pptv in the northern middle and high latitudes [Prather et al., 1990; Pyle 
and Jones, 1991]. Corresponding decreases in column ozone are computed to be 
less than 0.1%. 
2.6.3 Agricultural Nitrous Oxide 
Nitrous oxide (N20)  from the troposphere is the principal source of stratospheric 
N0, so its perturbation could effect ozone abundances. Intensive use of fertilisers 
can lead to increased N 2 0 production in the troposphere via the release of nitro-
gen fixed artificially in the manufacture of the fertiliser. According to 2-D model 
calculations, response of ozone to a uniform increase of N 2 0 is greatest near the 
poles, with maximum depletion at altitudes between 20 and 30 km [Kinnison et 
al., 1988]. Depletions are only partially balanced by tropospheric increases con-
centrated in the equatorial zones. A doubling of N 2 0 concentrations is predicted 
to give a global ozone depletion of between 9 and 16%. 
2.7 Biological Consequences of Ozone Depletion 
A major consequence of stratospheric ozone depletion is an increase in solar uv 
radiation received at the Earth's surface. Such an increase could have deleterious 
effects both on human beings and on other animal and plant species. Enhanced uv 
intensity has been measured in the southern hemisphere during episodes of ozone 
depletion [Frederick and Alberts, 1991], but an accurate estimation of the biolog-
ical impact of ozone reduction requires more detailed knowledge of the ozone-uv 
relationship, based on long-term accurate uv measurements which are not yet 
available [WMO, 19951. An erythemal Radiative Amplification Factor (i.e. the 
uv increase to ozone depletion ratio, spectrally weighted for relative biological ef-
fect) of 1.1 to 1.2 has been estimated independently from observations and models 
[McKenzie et al., 1991; UNEP, 1991]. The largest enhancements of surface uv are 
associated with the Antarctic ozone hole where springtime biologically active uv 
irradiances have been observed to double compared with non-depleted conditions, 
and the irradiance in October can exceed that at the summer solstice [Lubin et 
al., 1989]. Noon readings of biologically weighted uv doses at Palmer Station, 
Antarctica (64 0 ) in late October 1993 exceeded the summer maximum recorded 
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in the same year at San Diego (32 0N) [WMO, 19951. This poses a significant 
threat to indigenous organisms adapted to polar conditions, and the productivity 
of phytoplankton in the marginal ice zone around Antarctica has been observed 
to decrease by 10% when the ozone hole is overhead [Smith et al., 1992]. Also, 
intrusions of ozone poor air from Antarctica to middle latitudes can significantly 
increase uv exposure there. 
As far as the impact on humankind is concerned, ozone depletions at tropical 
and middle latitudes are of greatest importance. It has been estimated that 
a sustained 10% ozone reduction would lead to between 1.6 and 1.75 million 
additional cases of cataract and in excess of 300,000 additional cases of non-
melanoma skin cancer world-wide [UNEP, 1991]. Some evidence of an upward 
trend in middle-latitude uv between 1989 and 1993 linked to a downward trend 
in ozone has been found in measurements at Toronto (44°S) [Kerr and McElroy, 
1993], but the statistical significance of these results has been disputed [Michaels 
et al., 1994]. Ultraviolet irradiances at the tropics are particularly sensitive to 
ozone depletion because the uv levels there are already large. Estimates indicate 
that a 10% decrease in ozone near the equator would lead to a uv increase greater 
than the total uv at middle latitudes [WMO, 1992a]. 
2.8 Ozone and Climate 
Ozone concentrations both locally and globally are highly sensitive to atmospheric 
temperature, but ozone is itself a radiatively active gas, so changes in its abun-
dance can feed back on temperature, with the result that the interaction of ozone 
and climate is very complex. Increasing atmospheric concentrations of the 'green-
house' gases CO 2 , N 2 0, CH4 and the CFCs, which cause global warming of the 
troposphere have the effect of cooling the stratosphere by increasing the net heat 
lost to space from this region. Considering only gas-phase chemistry, a tempera-
ture decrease in the stratosphere is converted to an increase in ozone concentration 
because the reactions which destroy ozone are slowed down. Column ozone in-
creases of about 5% are predicted for a doubling of the atmospheric CO 2 content 
[I.saksen et al., 1980]. However, stratospheric cooling carries with it the possibility 
of more frequent and widespread occurrence of PSCs, which may produce very 
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rapid ozone depletion through heterogeneous chemistry. In an idealised numerical 
simulation, doubling the CO 2 concentration leads to the formation of an Arctic 
ozone hole comparable to that observed over Antarctica [Austin et al., 19921. Cur-
rent models are not of sufficient sophistication to confidently predict the net effect 
of a global temperature change on ozone levels. 
The physical effects of ozone reduction in the lower stratosphere are an increase 
in the shortwave, and a decrease in the long wave, irradiance of the surface-
troposphere system along with a tendency to cool the lower stratosphere. The 
latter effect amplifies the long wave influences, and a significant cooling of the 
troposphere can result. Models predict that if the radiatively-forced lower strato-
spheric temperature changes are fully realised, then the ozone-loss induced cooling 
of the troposphere in the middle to high latitudes could more than offset the CFC 
induced heating, and could be a significant fraction of the total greenhouse forcing 
[WMO, 1992a]. 
Chapter 3 
A Model for Estimating Chemical 
Ozone Destruction from UARS 
MLS Measurements of CIO 
3.1 Introduction 
The key role played by ozone in the biosphere-atmosphere interaction means that 
the recent apparent anthropogenic decrease in its stratospheric abundance is a 
matter of great current concern. Consequently, research into the problem is ongo-
ing on a number of different fronts. The remainder of this thesis is concentrated on 
an investigation of the halogen-catalysed, chemical destruction of ozone occurring 
at high latitudes during the winter and early spring. In the present chapter a ded-
icated model for exploiting recently available satellite measurements of CIO and 
03  to estimate the rate of ozone destruction within the polar vortices is presented. 
It is not possible to ascertain the extent to which ozone is being chemically 
destroyed in the stratosphere simply by looking at measurements taken at the 
same location some time apart because the transport of ozone by atmospheric 
processes is continually changing its distribution. Even the dramatic reductions 
in Antarctic ozone observed during the springs of recent years were initially at-
tributed to transport phenomena by some investigators (see Solomon [1990] for 
review). While it is now accepted that significant ozone destruction through cat-
alytic cycles involving chemicals of man-made origin is occurring within the polar 
vortices [WMO, 1992a], quantifying the loss by resolving chemical and dynami-
cal effects is still fraught with difficulty, particularly in the northern hemisphere 
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where the less severe destruction may be overwhelmed by the natural dynamical 
variability. 
One approach to the problem is to relate the ozone measurements to a physical 
or chemical coordinate that is conserved during atmospheric transport. A com-
monly used coordinate in this context is nitrous oxide (N 2 0), a chemical which is 
virtually inert in the winter polar stratosphere. It is deduced that in the absence 
of significant ozone destruction, air parcels at high latitudes with the same N 2 0 
mixing ratios should have very similar ozone mixing ratios. Deviation from this 
behaviour is taken as an indication of rapid ozone loss associated with the anoma-
lous chemistry of the polar vortex [Proffitt et al, 1990]. The precise interpretation 
of the observations is, however, rather dependent on assumptions made about the 
meteorology of the polar stratosphere, and, in particular, the transport history of 
the relevant air parcels [McIntyre, 1992]. 
Another approach is to calculate expected ozone destruction directly from at-
mospheric measurements of the ozone depleting chemicals (primarily CIO). Hith-
erto, such studies have had to rely either on measurements from ground based 
instruments, which give limited spatial resolution, or on aircraft measurements, 
which are limited both in duration and geographical range [e.g. Murphy, 19911. 
Now, however, the Microwave Limb Sounder (MLS) satellite-instrument is pro-
viding the first global dataset of CIO measurements, and thus presents a unique 
opportunity to perform a planetary-scale analysis of the impact of chlorine chem-
istry on polar ozone over extended periods during the winter and spring based on 
continually updated CIO amounts. 
3.2 Methodology 
Detailed photochemical models incorporating all the chemical reactions known 
to be of significance in the atmosphere are very computationally intensive. The 
reason being that the time-constants of the individual reactions (i.e. the e-folding 
lifetimes of the reactants) vary widely, ranging from microseconds to months. As 
a result, the prognostic equations for the individual species concentrations consti-
tute a stiff system of differential equations whose integration by explicit numerical 
techniques requires a very short integration timestep. A method for easing this 
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limitation commonly used in chemical models is the family technique described by 
Turco and Whitten [1974]. This involves assigning many of the chemical species 
into groups or 'families', in which the members are rapidly interconverted, but 
are only slowly converted to species outside the family. The equation governing 
the total family concentration is more stable than the equations for the individual 
members, and hence it may be solved using larger timesteps. At the end of each 
timestep, the family can be re-partitioned into its constituent species by assuming 
that the species are all in photochemical equilibrium with each other. However, 
even with this approximation, running full photochemical models with global cov-
erage for weeks or months is still probitively demanding of computer resources. 
A further difficulty in using full chemical models to infer chemical processes from 
satellite data is that only a small subset of the species within the model will be 
measured by the satellite, so a large number of assumptions and approximations 
about the concentration of other species are required to initialise the model. Also, 
once the model is running it is not easy to assimilate later measurements of the 
retrieved species without disrupting the balance in the concentrations of the mod-
elled chemical constituents. A very sophisticated four-dimensional Lagrangian 
scheme for assimilating satellite measurements into a chemical model has recently 
been constructed [Fisher and Lary, 1995], but it is very computationally expensive 
and hence not well suited for routine analyses. 
The development of a simplified photochemical model specifically for calcu-
lating polar ozone destruction rates from MLS measurements of CIO is described 
below. By virtue of being both computationally-cheap and easily initialised, this 
simple model largely eliminates the difficulties outlined above. 
3.3 Standard Model for Comparison 
In the course of devising and testing the new model there was a frequent need 
for comparison with an existing 'standard' chemical model. A version of the 
1-D model of Fabian et al. [1982] updated to include more recently identified 
reactions was used for this purpose. This diurnally-varying model calculates the 
concentration of chemical constituents as a function of time and height at a given 
latitude. In its standard configuration it can be run at any one of a fixed set of 
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latitudes extending from one pole to the other with a step size of 7r/19 radians, 
r95° In the vertical the model goes from the surface to 95 km with a resolution 
of half a pressure scale-height, i.e. 0.5 in ln(P/P 0 ), where P is pressure and P. is 
surface pressure, or approximately 3.5 km. No transport terms of any kind, neither 
advective nor diffusive, are included, but all levels are radiatively coupled so that 
a diurnally varying ozone column is used in the calculation of the photolysis rates. 
Initial concentrations of chemical constituents are taken from the output of the 
day-averaged model of Kinnersley and Harwood [1993]. 
The reactions included in the photochemical scheme are shown in Tables 3.1 
(chemical) and 3.2 (photodissociation); all the most important known reactions 
in the chemistry of ozone and the ozone-destroying catalysts are represented. 
Longer-lived species are calculated individually from the expressions for time rate 
of change, while the more transient species are grouped into families. Integration 
is by the Numerical Algorithm Group (NAG) routine 'D02EAF' implementing 
variable step, variable order, backward differentiation formulae [Hall and Watt, 
1976]; this is an accurate though relatively expensive scheme. The basic integra-
tion time-step, i.e. the frequency with which the photolysis rates are calculated 
and the families re-partitioned, is five minutes, but the integration scheme deter-
mines its own substep within this period. 
3.4 The Satellite Data 
The MLS instrument [Barath et al., 1993] was launched in September 1991 aboard 
the Upper Atmosphere Research Satellite. It sounds an area of the atmosphere, 
with full zonal coverage, from 34° on one side of the equator to 80° on the other, 
the hemisphere of high latitude coverage alternating every 36 days, a 'UARS 
month'. Primary retrievals are CIO, H20,03,  temperature and pressure. CIO is 
measured by the 205 GHz radiometer, and values are retrieved at eight pressures 
given by P = loglo(N) hPa where N = 2, 1, 1 1 , Around 1300 profiles are 
recorded each day, distributed between the day and night sides of the orbit. The 
vertical resolution of the measurements is '.'5 km and the horizontal resolution 
along the line of sight '-400 km. Measurements are not degraded by stratospheric 
clouds or aerosol. Noise uncertainties for individual CIO retrievals in the lower 
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Chemical Reaction Chemical Reaction 
O+0+M—+02+M CIO + CIO +M—*C1202+M 
O+O2 +M—O3+M C10 2 +M—Cl+02+M 
0+03 -* 202 C12 02 + M - CIO + CIO + M 
O( 1 D)+N2 —*O+N2 CFCl3 -}-O( 1 D)----  CIO +2Cl 
O( 1 D)+02 —+0+02 CF2 C12 +0(1 D)—+  CIO +C1 
O(I D) + H20 -+ 20H Cl +03 -' ClO +02 
O( 1 D)+CH4 —+CH3+0H ClO+O—+Cl+02 
0('D)-i-H 2 ----*H+OH CIO +NO—+Cl+NO2 
011+0 	)H+02 Cl+CH4 —+CH3+HC1 
H+02 +M—+1102+M Cl+110 2 —*02+HC1 
H02 +0—+OH+02 HC1+OH—+H20+Cl 
OH +03 	1102+02 CIO + NO2 + M -+ C1ONO2 + M 
H+03 -+ 011+02 C1ONO 2 +0 -+ ClO + NO3 
OH+H02—+H20+O2 CIO +H02—+HOC1+02 
OH + OH -+ H20 +0 HOC1 + OH —+1120+ CIO 
1102+ H0 2 -+ 11202+02 HOC1 +0 - OH + CIO 
11 2 02 +OH—+H20+H02 BrO+ CIO —+Br+C102 
OH+CH4 —+CH3+H20 BrO+ CIO —*Br+OC1O 
OH-j-CO----+CO 2 +H BrO+ CIO —+BrC1+O2 
H0 2 +03 —+OH+202 BrO+NO 2 +M—+BrONO2+M 
NO2 +03 -+ 02+ NO3 Br +03 -+ BrO +02 
NO2+0—+NO+02 
NO+03—+NO2+02 
HNO 3 + OH -+ H2 0 + NO3 
NO2 +011+M—+HNO3+M 
NO+H02 —+NO 2 +OH 
NO2 +110 2 + M -* H02 NO 2 + M 
H02 NO2 + M —+1102+ NO2 + M 




NO2 + NO 3 + M -+ N2 05 + M 
N2 05 +M -+ NO2 +NO3 + M 
N205+0 —+2NO2+02 
NO3 + NO -+ 2NO 2  
Table 3.1: Chemical reactions included in the 1-D model. 




03+hv -* 0( 1 D)+02 
H20+hv -* H+OH 
H202+ hv —*2011 
HNO3 +hv—*NO 2 +OJ-J 
N205+ hv -* NO3+ NO 2 
NO+hv —*N+0 
NO 2 -J-hv--*NO+O 
NO3 +hv—*NO+02 
NO3+hv—*NO2+0 
11N04  + hv —*1102+ NO 2 
HOC1+hv—* OH+C1 
C1ONO 2  + hv -* Cl + NO3 
CFC13  + hv -* 3C1 
CF2 C12 + hv -* 2C1 
C1202+ hv -* C10 2 + Cl 
OC1O+hv—* C1O+O 
BrC1+hv -* Br+Cl 
BrONO 2 + hv -* BrO + NO2 
Table 3.2: Photodissociatjon reactions included in the 1-D model. 
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stratosphere are around 0.4 ppbv [Waters et al., 19951, which together with the 
pronounced diurnal variation exhibited by this species (minimum at night) im-
plies that meaningful individual measurements of CIO can be obtained only from 
illuminated regions containing concentrations considerably enhanced above the 
normal background of less than 0.1 ppbv. Such regions are found within the win-
ter/spring polar vortices [Waters et al., 1993a], but the requirement for daylight 
restricts the useful data to a maximum of one vertical profile of CIO per day at 
any one location. The local times of the measurements vary with latitude and 
from day-to-day; but, because the precession of the satellite is relatively slow, on 
any given day the local times of all the daylight retrievals at a particular latitude 
differ by not more than -'20 minutes. 
3.5 Estimation of Ozone Loss 
Since the identification by Molina and Rowland [1974] of the key catalytic cycle 
linking chioro-fluorocarbon release to middle and low-latitude ozone depletion: 
Cycle 1 
(R3.1a) 	 Cl +03 -* ClO +02 
(R3.lb) 	 CIO + 0 - Cl + 02 	 (kib) 
Net 	 03+0 	202 
a multitude of other ozone-destroying cycles involving halogen species have been 
postulated, but studies [e.g. Anderson et al., 1989b; McKenna et al., 1990] have 
indicated that within chemically perturbed polar vortices containing enhanced 
reactive chlorine, the two of most importance are 
Cycle 2 [Molina and Molina, 19871 
(R3.2a) 	 CIO + CIO + M C1 2 02 + M 	(k2a) 
(R3.2b) 	 C1202+ hv -p C10 2 + Cl 
(113.2c) 	 C10 2 + M -p Cl +02+ M 
(113.2d) 	2 x (Cl + 0 3 -* CIO + 02) 
Net 	 203 -p 302 
48 	3. A Model for Estimating Ozone Destruction from MLS CIO 
and 
Cycle 3 [McElroy et al., 1986] 
(R3.3a) 	 BrO + CIO -* Br + C10 2 	(k3a ) 
(R3.3b) 	 C102 + M -* Cl +02+ M 
(R3.3c) 	 Br+03 —*BrO+02 
(R3.3d) 	 Cl +03 - ClO +02 
Net 	 203 -p 30 
Cycle 3 can also be initialised by a more minor reaction channel of CIO and BrO 
(R3.3e) 	 BrO + CIO -p BrC1 + 02 	(k3e ) 
(R3.3f) 	 BrC1 + hv - Cl + Br 
Cycles 1, 2 and 3 collectively, are thought to account for almost all the polar 
ozone destruction, so these are the cycles incorporated into the simplified model 
for treating the MLS data. Since the applicable MLS dataset consists of only a 
single measurement of CIO per day at any one point in the atmosphere, the total 
local ozone depletion for the day must be inferred from this one observation. The 
methods used for the three separate catalytic cycles are now given, beginning with 
cycle 2. (In what follows, J, refers to the photodissociation rate coefficient for 
species X in the corresponding reaction listed above and k is the rate coefficient 
for the reaction with the (k s ) label on the right hand side; —k is the rate coefficient 
for the reverse (right to left) reaction.) 
3.5.1 Cycle 2 Ozone Loss 
When the inequality Jc1202 >> k_2a[M] is satisfied, then the rate determining 
step of cycle 2 is (R3.2a), i.e. the overall rate of the cycle is effectively equal 
to the rate of this reaction. In the lower stratosphere, this condition is satis-
fied during the daylight hours where the temperature is below about 200 K. At 
higher temperatures, k_2 a is sufficiently large that reaction (-113.2a), the thermal 
decomposition of the dimer, C1 2 02 , back to CIO, which short-circuits the cycle 
and causes no ozone destruction, competes significantly with the photodissocia-
tion reaction (R3.2b) required to continue the cycle. The rate of reaction (R3.2a) 
can therefore not be used as a ubiquitously reliable indicator of the overall rate. 
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However, (R3.2c) and (R3.2d) the two reactions subsequent to the photodissoci-
ation are always very rapid relative to the preceding reactions so, irrespective of 
temperature, the rate of formation of C10 2 is effectively equal to the rate of the 
cycle as a whole. Thus allowing for the fact that each completed cycle results in 
the loss of two molecules of ozone, the instantaneous rate of ozone loss due to 
cycle 2 can be expressed as 
—d[03] 
dt 	
= 2 J12 02 [C12021 
In the daylight polar vortex the photolysis of C1 2 02 is sufficiently fast that C1 2 0 2 
and CIO can be assumed to be in photochemical equilibrium, and the right hand 
side of equation (3.1) is then equal to twice the rate of reaction (R3.2a) multiplied 
by the factor (J020200202 + k_2a[M1)1. Salawitch et at. [1993] used this latter 
expression to infer chemical loss due to this cycle. 
The ozone loss over one day, —L0 3(24I), is given by the integral of 3.1, i.e. 
Eise
set 
LO3(245) = 2 Jc12o2[Cl202]dt (3.2) 
The integration need be performed only over the daylight period because the cycle, 
requiring a photolysis reaction, cannot proceed at night. 
In non-chemically perturbed regions where the CIO concentration is not en-
hanced, its diurnal variation is due mainly to interchange with C1ONO 2 via the 
reactions 
(R3.4) 	 CIO + NO2 + M - C1ONO 2 + M 
(R3.5) 	 C1ONO 2 + hv —p ClO + NO2 
but for perturbed vortex regions characterised by high CIO and low NO 2 con-
centrations the diurnal variations of CIO and C1 2 02 are due almost entirely to 
inter-conversion between themselves via the reactions shown in cycle 2. So in 
order to evaluate expression (3.2) at the location of a ClO measurement, the di-
urnal cycles of the two species must be inferred from this one measurement. This 
is done in two stages: firstly, the MLS CIO measurement is used to infer the local 
total reactive chlorine for that day, then on the assumption that the total reactive 
(3.1) 
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chlorine is constant throughout the day, CIO and C1 2 02 amounts appropriate to 
different times are inferred. The details are as follows. 
As already remarked, very shortly after sunrise, J12o2  becomes sufficiently 
large that the the steady-state treatment can be applied to the dimer concen-





 Jc12 02 + k_2a 
Now k2a and k_2a can be calculated at the local temperature (available from US 
National Meteorological Center analysis [Finger et al., 1993]), and Ji2o2  can be 
evaluated for the solar zenith angle appropriate to the time of measurement taking 
into account the ozone column observed by MLS. Thus [C1202]  at the measurement 
time can be estimated. 
The total reactive chlorine, Cl*, can now be calculated from 
[C1*] = [CIO] + 2[C12 02 ] 	 (3.4) 
Having found Cl*, we need to find how CIO varies through the daylight hours. 
Substituting (3.3) into (3.4) leads to the quadratic expression [Rodriguez et al., 
1989] 
2k2a[M] 	
[CO] 2  + [CIO] - [C1*] = 0 	 (3.5) 
Jc12 02 + k_2a[M] 
Putting values of J01202  calculated at suitable time intervals through the day into 
(3.5), and assuming that Cl*  doesn't vary significantly over one daylight period, a 
series of values for [CIO] are obtained. These can be converted into [C1 202] from 
expression (3.4), allowing the integration of (3.2) to obtain a value for the local 
daily ozone loss due to the dimer cycle. 
In summary, calculating Cl*  from an MLS CIO retrieval, leads to the diurnal 
variations of CIO and Cl 2 02 and hence the rate of ozone loss due to cycle 2 at any 
given time of day; repeating this procedure for each suitable satellite measurement 
of CIO allows global maps of daily ozone destruction to be produced. 
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3.5.2 Cycle 1 Ozone Loss 
During the day, cycle 1 is rate limited by reaction (R3.1b), so the daily ozone 
destruction by this cycle can be expressed as 
p sunset 
- 103(24hrs ) = 2 I 	klb[ClO][O]dt 
Jsunrise 
In the winter stratosphere, the rate of formation of oxygen atoms from photolysis 
of diatomic oxygen is negligible, and the concentration of 0 is controlled by the 
photodissociation and recombination reactions [Anderson et al., 1989b] 
(R3.6) 	 03+hv—'0+02 
(R3.7) 	 0+02+M —* 03+M 	 (k7 ) 
such that in the steady state 
— Jo3 [03] 
[0] 
— k7 [0 2][M] 
(3.7) 
Ozone is measured by MLS at the same locations as CIO, and shows little daily 
variation in the lower stratosphere, so the diurnal cycle of 0 at the points for which 
the CIO cycle has been inferred can be obtained from (3.7) simply by calculating 
the J03 cycle. Expression (3.6) can then be evaluated. 
3.5.3 Cycle 3 Ozone Loss 
The expression for daily ozone loss due to cycle 3, analogous to (3.2) and (3.6) is 
set 
- 03(24s) = 2 I sun  (k,,,+ k3e )[ClO][BrO]dt 	 (3.8) 
unrise 
While it is not possible to evaluate this expression rigorously in the absence of 
measurements of BrO or another bromine species simultaneous to those of CIO, 
an approximate solution can be obtained, as explained below. 
The chemistry of bromine in the atmosphere is somewhat similar to that of 
chlorine, but the reactivity of bromine compounds both with other species and 
towards photolysis, tends to be somewhat greater than that of the equivalent 
chlorine compounds because bromine atoms generally form less strong molecu-
lar bonds. Unlike chlorine, there are no known efficient reservoirs or sinks for 
(3.6) 
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atmospheric bromine: HBr and BrONO 2 are both rather rapidly photolysed 
[Wayne, 1991]. As a consequence, bromine chemistry largely consists of rapid 
cycling between fairly short lived species. The absence of sink compounds means 
that heterogeneous chemistry is thought to be relatively unimportant for bromine, 
but reactions on PSCs can have an indirect effect on bromine chemistry by alter-
ing the chemical environment, i.e. the concentration of non-bromine species with 
which the bromine compounds can react. 
The partitioning of bromine among various species was investigated in two runs 
of the 1-1) model, one with typical 'unperturbed' conditions, and one with reactive 
chlorine enhanced to '2.0 ppbv and NO 2 reduced by a factor of 3, to simulate air 
which has been heterogeneously processed. It can be seen from Figure 3.1 that 
for both runs the dominant form of bromine during the day is BrO, but in the 
unperturbed case the night-time reservoir of bromine is BrONO 2 , and very little 
BrC1 is formed, while for the post-processed conditions the situation is reversed 
with virtually all the bromine in the form of BrC1 at night. BrC1 is very readily 
photolysed, and in chemically perturbed atmospheres photochemical equilibrium 
is established soon after sunrise, with the inorganic bromine partitioned almost 
wholly between BrCl and BrO. The equilibrium concentration of BrC1 is given by 




Thus the equilibrium concentration of BrO is 
- [BrO + BrC1] 
[BrO] - 1 




Because JBrC1 >> k3e[C 1 O] during virtually all the hours of daylight, the BrO 
concentration remains fairly constant over the whole day. 
If the [BrO + BrC1] term in expression (3.10) is given a value consistent with 
the estimated total inorganic bromine in the stratosphere, then a series of JBrC1 
values calculated through the day at the position of the CIO measurement can 
be used in conjunction with the estimated diurnal cycle of CIO to obtain the 
similar cycle for BrO. An approximate value for the daily ozone loss can thus be 
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Figure 3.1: Partitioning of inorganic bromine within the 1-D model for 'standard' 
and post heterogeneous-processing, perturbed (enhanced CIO, depleted NO 2 ) con-
ditions. Results are shown for 55 days after winter solstice at 600  latitude; tem-
perature = 190 K and pressure = 50 hPa. 
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obtained from expression (3.8). The diurnal cycles of BrO given by this steady-
state treatment are very similar to those obtained from the 1-D model for the 
perturbed chemical conditions (shown in Figure 3.1) A quantitative comparison 
is described in Section 3.7. BrO cycles inferred from expression 3.10 for less 
highly-processed regions where there is more NO 2 and less CIO will overestimate 
the daily integral of [BrO] and hence the ozone loss due to cycle 3, but in these 
regions the ozone destruction rate will be low. Therefore the greatest fractional 
error in the estimated ozone loss occurs where the absolute loss is least. 
Because bromine species are present in the atmosphere in very low concentra-
tions they are difficult to detect. The limited range of available measurements of 
bromine species in the stratosphere indicates a total bromine level of about 10 to 
20 pptv [Traub et at., 1992], and for this work a value of 12 pptv for [BrO + BrC1] 
was adopted. Daylight BrO concentrations calculated for regions of enhanced re-
active chlorine from (3.10) using this figure are in agreement with the 8 ± 2 pptv 
measured by Toohey et at. [1990] at 470 K in the chemically perturbed Arctic 
vortex. 
3.6 Validation of Method 
The above procedures rely inter alia on obtaining an accurate value of the total 
reactive chlorine at the place of measurement from the retrieved CIO concentra-
tion, which in turn depends on the validity of the assumption that the dimer is in 
equilibrium with the CIO at the measurement time. To investigate the conditions 
under which this approximation is reasonable, some runs of the 1-D model in 
which the Cl2 02 concentration is calculated individually without any equilibrium 
assumption have been carried out, and the actual concentration of C1 2  02 within 
this model at each 5 minute timestep compared with the steady-state amount im-
plied by equation (3.3) from the model CIO concentration. All rate constants and 
photolysis cross sections used come from DeMore et at. [1992], with the exception 
of the BrC1 cross-sections which were provided by R. A. Cox (private communica-
tion). C12 02 cross sections for wavelengths greater than 360 nm were taken from 
Burkholder et al. [1990]. 
It can be seen from Figure 3.2 that just after sunrise and just before sunset, 
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Figure 3.2: Ratio of the actual (.-.-'3 ppbv) Cl*([CIO] + 2[C1 2 02 1) within a 1-D 
model incorporating full chemistry and calculating C1 2 02 individually (explicit 
Cl*), to the Cl* obtained at each 5 minute model timestep by adding the model 
CIO concentration to twice the steady-state concentration of C1 2 02 inferred from 
this CIO concentration (eqm. Cl*). Results are shown for 500,  65° and 75 0 latitude, 
55 days after winter solstice; temperature = 190 K and pressure = 50 hPa. 
when the Jc1202  value is changing rapidly, the reactive chlorine calculated from 
(3.3) by assuming equilibrium is a gross under- and over-estimate respectively of 
the time-dependent value from the 1-D model, but for the remainder of the day 
when the rate of change of Jc1202  is slower, the steady-state approximation holds 
well, and an accurate value for total reactive chlorine is obtained. The duration 
of the periods when the steady-state treatment can be applied decreases as one 
moves polewards. Depending on the time of year, it may be that at very high 
latitudes there is no time interval where the assumption holds, but when this is 
the case the daylength at these latitudes is so short that little ozone destruction 
will be taking place. After examining a number of model runs it was established 
empirically that, at the high latitudes likely to lie within the vortex, the horizontal 
region of the graph centred around noon correlated well with the period in which 
Jc12 02 was changing by less than 10% between the 5 minute timesteps. Based 
on this finding, a method was devised for determining whether an acceptable Cl* 
estimate is possible from a given MLS CIO measurement: J1202  is calculated 
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Figure 3.3: a: The minimum and maximum absolute latitudes between 45° and the 
pole at which the calculation could be performed on each day of a typical UARS 
month (August 11 to September 16, 1993). All daylight MLS CIO measurements 
between these latitudes could be used - see text for explanation. b: The number 
of suitable measurements on each day of the UARS month. 
the two values differ by more than 10% then that measurement is discarded on 
the grounds that no realistic value of [C1 2 02] can be obtained from it. In effect, 
this means discarding all measurements polewards or equatorwards of a particular 
latitude, but on most days almost all MLS retrievals within the polar vortex are 
retained. Figure 3.3 shows how the the width of the latitude band containing the 
suitable measurements varies over a typical UARS month. 
Having established that a good estimate of Cl*  can be made at the time of 
measurement (within the constraints of the accuracy of the CIO measurement 
and kinetic parameters), the accuracy of the assumption that this value does not 
change significantly over the daylight period for which it is being used to solve the 
quadratic must be considered. The fastest gas-phase reactions which can impact 
the Cl*  amount are (R3.4) and (R3.5). The two possibilities are photolysis of 
C1ONO 2 to release additional CIO along with NO 2 , or the loss of CIO through 
reaction with NO2  which may be produced from the photolysis of 11NO 3 . However, 
the time-constants for the photolysis of C1ONO 2 and HNO3 are much longer than a 
day, and it was confirmed using the 1-D model that, even if there is a considerable 
concentration of either or both of them present, the rate of release of CIO or NO 2 
is insufficient to significantly alter the CIO concentration relative to the enhanced 
concentrations already present. In contrast, some heterogeneous reactions are 
fast enough to release a large amount of chlorine from C1ONO 2 or HC1 in a single 
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day, but this rapid processing occurs, in the main, fairly early on in the vortex 
development. The greatest ozone loss occurs in the late winter and early spring as 
the insolation increases, and since by this time the minimum vortex temperatures 
will be past, the bulk of the processing will already have occurred, and the most 
likely change in Cl*is a slow decrease as evaporating PSCs release NO 2 . The 
absence of much short term variability in Cl*  is evident in the fields inferred from 
MLS measurements on successive days (Chapter 4). 
Given that a correct value for the total reactive chlorine has been obtained 
and the value remains essentially constant for the day in question, it is necessary 
to know how accurately the diurnal cycles of CIO and C1 2 02 can be reproduced 
by solving the quadratic expression. To examine this, the 1-D model was ini-
tialised with a representative amount of reactive chlorine, and the diurnal cycle 
of CIO within the model compared with the cycle obtained simply by solving the 
quadratic at 15-minute intervals using the noon value of ([CIO] + 2[C1 2 02]) from 
the model. (The diurnal cycles of C1 2 02  bear a direct complementary relationship 
to those obtained for CIO.) Figure 3.4 shows the results obtained at two differ-
ent latitudes and heights. The variation estimated by the quadratic method is 
symmetrical about noon, reflecting the fact that the inferred time series of [CIO] 
is dependent only on the variation of J1202 through the day. This simplifica-
tion is not inherent in the model, but the agreement is generally very good for 
the daylight period. The small separations of the two plots around dawn and 
dusk correspond to the times when the J1202 value is changing faster than the 
system can come to equilibrium, meaning the equilibrium value implied by the 
quadratic differs from the time-dependent value calculated by the model. These 
discrepancies are relatively unimportant to the daily loss obtained by integrating 
expressions (3.2), (3.6) and (3.8) because the bulk of the ozone loss is occurring 
in the middle of the day where [CIO] is highest and the agreement is excellent. 
The large discrepancy in evidence after sunset is due to the fact that at this time 
the reaction moving the system towards equilibrium by reducing [CIO] and raising 
[C1202 ] is the self reaction of the monomer which is relatively slow, and becomes 
increasingly so as the CIO concentration falls. With regard to the ozone loss cal-
culation, however, what happens after sunset is irrelevant because no integration 
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Figure 3.4: Comparison of diurnal plots of CIO obtained from the full 1-D model 
(unbroken line) at 600 and 750  latitude, 20 and 50 hPa, with those obtained by 
solving the quadratic expression at 15-minute intervals using the noon value of Cl* 
from the model (dashed line). Results are shown for 55 days after winter solstice; 
temperature = 190 K. 
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3.7 Quantitative Comparison 
The fundamental criterion determining the credibility of the ozone loss estimated 
by the simplified method is the accuracy with which the daily integrated amounts 
of ClO, 0 and BrO are determined. Table 3.3 shows these quantities calculated 
by the simplified model from expressions (3.5), (3.7) and (3.10) for a selection of 
latitudes, pressures and noon CIO concentrations, compared with those obtained 
from the 1-D model for the same conditions. (The Cl*  amount in the full model 
was allowed to vary, but the value used to solve the quadratic remained fixed 
at the noon value.) The model runs were performed with a diurnal solar cycle 
equivalent to February 15 in the north or August 15 in the south. The agreement 
between the daily integrals obtained by the different methods is very good for 
all three species. In all the tests performed the quadratic expression gives an 
integrated CIO amount which is between zero and 2% less than that given by the 
model. This discrepancy is due mainly to the period just before sunset when the 
time-dependent [CIO] in the 1-D model is falling less quickly than is the estimated 
steady-state amount. The discrepancy decreases with increasing Cl*because the 
more CIO there is present prior to sunset the faster the time-dependent value 
falls, i.e. the system is more nearly in equilibrium. Similarly, the discrepancy 
at 100 hPa is less than at the other pressures because the loss of CIO is faster 
at the higher pressure. The differences in the BrO integrals are slightly larger 
than those for CIO; daily integrated BrO amounts from the simplified method 
being around 3-5% greater than those from the 1-D model. This is probably 
a consequence of the assumption in the former treatment that all the inorganic 
bromine is present as BrO or BrC1, whereas in the full model there will be some 
BrONO 2  present. As the reactive chlorine concentration rises, BrC1 is increasingly 
favoured over BrONO 2 , and the agreement between the two models improves. In 
the case of oxygen atoms, there seems to be a tendency for the simplified treatment 
to underestimate the daily integral of [0] where the insolation is greatest (lower 
latitude and lowest pressure), perhaps because the diurnal variation of 03 which 
is not represented in the simplified model (the 0 3  amount being fixed at the noon 
concentration from the 1-D model) is having a slight influence in the 1-D model. 
The discrepancy, however, is always very small (~: 2%). 

















60 100 1.0 2.3 2.8x104 -0.12 261 3.9 2.7 2.2 
60 50 1.0 1.1 3.1x104 -1.74 353 2.8 58.4 0.5 
60 50 2.0 2.6 6.2x104 -0.47 299 3.7 57.8 0.1 
60 50 2.5 3.5 7.8x104 -0.3 278 4.1 57.4 0.4 
60 20 1.0 1.0 3.0x104 -1.8 379 4.2 224 -1.9 
60 20 2.0 2.1 6.3x104 -0.4 344 3.25 223 -1.6 
60 20 2.5 2.7 7.9x104 -0.1 327 3.7 223 -1.4 
70 100 1.0 2.9 2.4x104 -0.15 212 4.0 1.8 2.0 
70 50 1.0 1.1 2.8x104 -1.7 305 3.5 42.2 0.13 
70 50 2.0 2.8 5.5x104 -0.6 256 4.2 42.0 0.61 
70 50 2.5 3.8 6.9x104 -0.4 237 4.5 41.5 0.9 
70 20 1.0 1.0 3.0x104 -2.2 334 3.9 160 -0.5 
70 20 2.0 2.2 5.8x10 4 -0.6 299 3.7 159 -0.2 
70 20 2.5 2.8 7.3x104 -0.4 283 4.1 159 -0.3 
Table 3.3: Daily integrated amounts of CIO, BrO and 0 obtained from the full 
1-D model (1-D) and the simplified model (simp.), for a variety of pressures, 
latitudes and noon CIO mixing ratios. The values shown in the 'simp.' columns 
are the percentage differences between the results obtained by the two models, 
i.e. {(simp. - 1-D)/1-D} x 100. Calculations are for a diurnal solar illumination 
cycle corresponding to 55 days after winter solstice. Temperature = 190 K. 
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Noon 	 Ozone loss ppbv/day 
Lat. 	P 	CIO cycle 1 	cycle 2 	cycle 3 
deg. hPa ppbv 	1-D simp.% 	1-D simp.% 1-D simp% 
60 	100 	1.0 0.8 	2.4 53.9 	0.1 	18 	3.5 
60 50 1.0 6.7 -1.3 10.0 -6.5 9.6 1.3 
60 50 2.0 13.4 0.2 39.8 -1.9 16.4 3.5 
60 50 2.5 16.7 0.6 61.9 -1.2 19.1 4.2 
60 20 1.0 14.9 -3.0 3.9 -15 6.1 2.3 
60 20 2.0 30.9 -1.2 15.7 -6.2 11.4 3.6 
60 20 2.5 39.0 -1.0 24.7 -4.4 13.6 4.2 
70 100 1.0 0.5 2.4 46.2 0.14 14.3 3.5 
70 50 1.0 4.9 -0.2 9.3 -5.8 8.5 1.74 
70 50 2.0 9.8 0.9 35.3 -1.8 14.0 3.7 
70 50 2.5 12.1 1.3 54.5 -1.1 16.1 4.3 
70 20 1.0 11.6 -1.2 4.1 -14 5.8 2.2 
70 20 2.0 23.1 0.3 15.2 -6.3 10.2 3.8 
70 20 2.5 28.8 0.5 23.3 -4.5 12.0 4.5 
Table 3.4: The ozone loss due to cycles 1 (fk[C1O][O]dt), 2 (fJci 2 o2 [C1202]dt) 
and 3 (fk[C1O][BrO]dt) obtained from the 1-D and simplified models. The values 
shown in the simp. column are the percentage differences between the results 
obtained by the two models, i.e. {(simp. - 1-D)/1-D}x 100. Model conditions 
are as described in caption to Table 3.3. 
The impact of these differences on the calculated ozone loss is shown in Table 
3.4 which compares the destruction calculated by the two methods for each of 
the three catalytic cycles. As might be expected given the close agreement for 
the species integrals, the daily ozone loss rates obtained from the different models 
are also very similar, although in this case the discrepancies are noticeably larger. 
This is not surprising given that the calculated loss rates depend on the products 
of species concentrations, so any differences in the instantaneous concentrations 
will also be multiplied. The most significant disparities, underestimates in excess 
of 10% for cycle 2 loss from the simpler model, occur at the lowest pressure 
(20 hPa) for low Cl* amounts, which is also where the largest differences in the 
integrated CIO amount occur, but a given fractional error in the integrated CIO 
translates into a bigger fractional error in the loss rate at this pressure than 
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it does lower down. This may be a consequence of the different shapes of the 
diurnal CIO variations at the different pressures. For a given Cl* amount the CIO 
concentration shows less diurnal variation at lower pressures because a smaller 
amount of C1 2 02 is formed at night. This means that at 20 hPa the ozone loss 
rate around sunset (when the largest discrepancy arises) is a greater fraction of 
the ozone loss rate around noon (when the agreement is very good) than it is at 
50 hPa. Thus the sunset difference will lead to a greater percentage error in the 
daily ozone loss at the lower pressure. A similar argument applies to the CIO 
concentrations themselves, but the effect is magnified in the cycle 2 loss rates 
because of their quadratic dependence on [CIO]. Comparing the cycle 2 ozone 
losses calculated for different noon CIO mixing ratios at the same latitude and 
pressure shows that the daily destruction is almost directly proportional to the 
square of the noon CIO amount. Further tests showed that there is a similar 
approximately quadratic relationship between the total daily ozone loss and the 
CIO abundance sampled at any time during the day. 
Overall, the ozone loss calculated for each cycle by the simplified model corn-
pares well with the results from the more detailed calculation, and at 50 hPa 
and below, where the bulk of the ozone loss occurs, the agreement is excellent. 
As a test of how well the ozone loss obtained by integrating the rates of the 
rate-determining steps of cycles 1, 2 and 3 within the 1-D model agrees with the 
actual ozone destruction in the same model, the sum of the losses calculated for 
the three cycles was compared with the net ozone change in the model over a 24 
hour period of integration. The test was performed for each of the 1-D model 
runs described in Tables 3.3 and 3.4 and for equivalent runs a month later in the 
season (i.e. March 15 in the north or September 15 in the south). It was found 
that in all cases the loss calculated for cycles 1, 2 and 3 combined, exceeded the 
change in the model ozone by between 2 and 5% of the modelled ozone change. 
A slight disparity in the results is not surprising since the rate-determining-step 
approach relies on the approximation that the system is in chemical equilibrium 
at all times, and it does not allow for reactions which terminate the cycles by re-
moving reactive catalysts or for competing null cycles. In fact, the overestimate of 
the loss due to each cycle is actually slightly greater than the 2-5% quoted above, 
but the overestimate is partially offset by chemical loss occurring in the model 
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through other minor cycles such as the one initialised by the CIO + 1102 reaction 
(Section 5.5.5). Nevertheless, it seems that under conditions of enhanced reactive 
chlorine, the ozone loss calculated by considering only the rate-determining steps 
of cycles 1, 2 and 3 is a good approximation to the total loss occurring via known 
reaction mechanisms. This means that the simplified model can be applied to 
the MLS data with some confidence that meaningful information concerning the 
vortex-chemistry will be generated. 
3.8 Sensitivity to Kinetic Parameters 
The previous section dealt with how the results obtained from the simplified model 
compared with those from a full model using the same photochemical data. This 
section examines the sensitivity of the results to the photochemical data used. 
Overall uncertainties in the simplified calculations taking into account the possible 
errors in the MLS measurements are considered in Chapter 4. 
Both the reactive chlorine amount inferred from a given CIO measurement and 
the calculated ozone destruction are dependent on the kinetic parameters used. 
The two coefficients of most importance in this regard are k2 a and Jci2 02 . Definite 
error limits have been assigned to the value of k2 a  at a given temperature [De-
More et al., 19921, but it is more difficult to assess the accuracy of the calculated 
Jc12 02  values since they depend on several factors, and vary in a non-linear way 
with the assumed magnitude of the C1 2 02 absorption cross sections. Kawa et al. 
[1992] have inferred an uncertainty of ±30% in Jc112o2  based on experimental un-
certainties in the absorption cross sections. Allowing for additional uncertainties 
in the radiative transfer calculation, an error limit of ±40% in Jc12o2  is taken as 
a first order approximation. A more detailed analysis of the possible error would 
probably reveal a dependence on the solar zenith angle. 
Table 3.5 shows the effect of varying k2 and J1202  within their error limits on 
the implied total reactive chlorine and estimated daily ozone destruction due to 
cycle 2. Equation (3.3) signifies that the amount of C1 2 02 in equilibrium with a 
given amount of CIO is directly proportional to k2a,  therefore the reactive chlorine 
([CIO] + 2[C12021) implied by a CIO measurement has a less than proportionate 
relationship with k2a , the fractional change in Cl*  produced by a given change in 
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k2a 	 Jc12 02 	Cl*ppbv 0 3 loss ppbv/day 
1 	_1 	 in-13 	I 1rec - •'A 	 'st ) X IU 	 d 
kmjn=krec - 53% Jstd —18% —51% 
kmax krec + 98% Jstd +34% +91% 
krec Jtd+40% —10% +2% 
krec Jstd - 40% +23% —2% 
kniin Jstd - 40% 7% —52% 
kmin J8td+40% —23% +50% 
kmax Jstd - 40% +79% +87% 
kmax Jstd + 40% +14%' +94% 
Table 3.5: The effect of varying k2 a and Jc1202  on the implied reactive chlorine 
and daily cycle 2 0 3 loss predicted by the simplified method for a measurement 
of 1.8 ppbv CIO at noon. Rows 2 to 9 show the percentage difference between the 
standard values shown in row 1 and the values obtained with the altered kinetic 
data, i.e. {(altered-standard)/standard} X 100. krec is the recommended value of 
k2a from DeMore et al. [1992]. kmjn and kmax are the minimum and maximum 
values of k2a  obtained by setting all the determining parameters to the extremes 
of their error limits. Jstd  indicates standard J1202  values calculated using DeMore 
et al. [1992] plus Burkholder et al. [1990] cross sections. Jc1202  was altered from 
its standard values by calculating it as normal at each timestep then increasing or 
decreasing it by 40% before feeding it into the calculation. Calculation performed 
at 65° for a day 55 days after winter solstice; temperature = 190 K, pressure = 
50 hPa. 
k2a depending on the relative amounts of CIO and C1 2 02 . The cycle 2 ozone loss 
varies almost directly with k2 a because this cycle is largely rate-limited by reaction 
(113.2a), whose rate is directly proportional to k2 a , and a similar diurnal cycle of 
CIO is derived from a given CIO measurement whatever value of k2 a is used. 
When thermal decomposition of the dimer is unimportant, as it usually is, the 
steady-state amount of C1 2 02 implied by equation (3.3) is inversely proportional to 
Jc12 02 . It follows that the calculated ozone loss due to cycle 2 is almost insensitive 
to changes in the value of Jc1202  (provided  Jc12 02 >> k_2a) because the product 
Jc1202[Cl202] is unaffected. Altering J1202  and k2a will also have an indirect effect 
on the rates of the other two cycles via the change induced in the diurnal cycle 
of CIO, but the consequent impact on the overall ozone loss is slight because the 
majority of the loss is caused by cycle 2. 
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In all the calculations described above, a quantum yield of 1 is assumed for 
the formation of C10 2 + Cl from the photolysis of C1 202 . Although there is ex-
perimental evidence to support this [Cox and Hayman, 19881, it cannot be ruled 
out that there may be a second photolysis channel. If the products of this al-
ternative channel did not lead to ozone destruction, then expression (3.2) for 
cycle 2 ozone loss would have to be multiplied by the quantum yield of C10 2 
+ Cl. (The quantum yield being less than or equal to 1.) The implied reac-
tive chlorine would remain unchanged. The existence of an additional chemical 
reaction removing the dimer in competition with photolysis and rendering the 
cycle null, would reduce both the estimated steady-state [C1 2 02] and the ozone 
loss by a factor (k* + Jci 2 o2 )/Jci2 o2  (neglecting thermal decomposition), where k* 
is the unimolecular rate constant of the unknown reaction, i.e. reaction rate = 
k*[C12 02 ]. 
3.9 Summary 
The procedure described for calculating ozone loss from CIO measurements gives 
good agreement with more rigorous model calculations but is computationally 
cheap, and so is well suited for dealing with the large quantities of data generated 
by satellite instruments. A further advantage is the ease with which the CIO 
measurements can be assimilated, and the calculation performed, without the 
problems of initialising a full photochemical model. Application of the method to 
ClO fields generated by MLS will allow an analysis of the chemical destruction 
of ozone within the polar vortex to be performed for time periods in excess of 
a month, with the important chemical parameters being continually updated in 
accordance with the observational data. Thus vortex-wide trends in the chemical 
destruction of ozone in the lower stratosphere can be estimated without the need to 
assume relationships between chemical species and dynamical parameters which 
may be necessary to extend the temporal and spatial extent of chemical data 
collected from aircraft. 
Chapter 4 
Chlorine Chemistry and Ozone 
Destruction in the 1992-1993 
Arctic and 1993 Antarctic Polar 
Vortices 
4.1 Introduction 
This chapter comprises an analysis of MLS observations of an Arctic and Antarctic 
winter vortex, with a view to characterising the important chemical processes 
which ultimately lead to polar ozone depletion, and to highlighting any inter-
hemispheric differences in the vortex chemistry. To these ends, extensive use is 
made of the procedure for calculating total reactive chlorine and ozone loss rates 
described in the previous chapter. The winters studied are 1992-1993 (north) 
and 1993 (south). These winters were selected because the MLS instrument was 
viewing the two hemispheres on similar seasonal dates while the vortices were 
chemically primed for ozone destruction. As far as is possible given the temporal 
gaps in the observations, the complete sequence of events following the formation 
of the vortex will be followed, from initial chlorine activation as the temperature 
drops, through the late winter/early spring period of maximum ozone destruction, 
up to chlorine deactivation and eventual vortex break-up. 
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4.2 Overview of Data and Analysis 
Data 
MLS 'Version 3' CIO and ozone data were used for this study. With this processing 
software, the individual CIO and 0 3 retrievals at 46, 21 and 10 hPa have precisions 
of around 0.4 ppbv and 0.2 ppmv respectively. The absolute accuracies of the 
retrievals are estimated at 15-20% for both species [Froidevaux et at., 1995; Waters 
et al., 1995]. The effect of known minor errors in the Version 3 CIO data [Waters 
et at., 1995] was reduced by adjusting the 22 and 46 hPa polar vortex enhanced 
CIO values as follows before using them in the calculations. 
All values were multiplied by a scaling factor varying quadratically from unity 
at zero CIO to 0.92 at +1.8 ppbv CIO. This corrects for slight non-linearities not 
represented in the Version 3 retrieval. 
CIO retrievals within the Antarctic vortex were reduced by 0.2 ppbv to account 
for bias errors which occur under the conditions of depleted gas phase HNO 3 
typical of the southern vortex. The bias errors arise because HNO 3 molecules 
have a slight effect on the CIO signal and the climatological 11NO 3 concentrations 
used by the retrieval algorithm tend to be an overestimate of the true abundance. 
Subsequent to the completion of this work, an additional scaling error of 8% 
was discovered in the Version 3 CIO data; see Waters et at. [1995] for validation of 
the MLS CIO measurements, and detailed description of the Version 3 uncertain-
ties and errors. All temperatures used in the analysis apart from those used for 
the calculation of potential vorticity came from the U.S. National Meteorological 
Center (NMC) [Finger et at., 1993]. 
Analysis 
The ozone loss calculation was carried out for each suitable measurement of CIO 
on the 100, 46, 21 and 10 hPa pressure levels poleward of 40° latitude (on most 
days this equated to around 200 measurements at each pressure), and the results 
interpolated on to the 465, 520, 585 and 655 K isentropic surfaces. At polar 
vortex temperatures these surfaces are located in the lower stratosphere between 
—19 and r.s27 km. Owing to the non-linearities not accounted for in the retrieval, 
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there is a rather large uncertainty in the 100 hPa CIO when 46 and/or 22 hPa CIO 
is greatly enhanced. Because of this fact, calculation results were not interpolated 
onto an isentrope lying close to 100 hPa. Ozone destruction was calculated at 
this pressure merely to allow interpolation to the 465 K isentropic surface where 
it lay below 46 hPa. Inside the vortices, this surface always lies much closer to 
46 than to 100 hPa, so the value at the latter pressure carries little weight in the 
interpolation. 
Error Estimation 
When applying the quadratic method to the MLS data, the 0.4 ppbv instrument 
noise in the CIO measurements engenders a potentially large error in the calcula-
tions for individual CIO retrievals. This is particularly true for the calculation of 
equilibrium [C12021 and the ozone loss due to cycle 2 because they both have a 
quadratic dependence on the CIO concentration. These random errors can, how-
ever, be reduced by taking averages of results for separate retrievals. The noise 
uncertainty is expected to fall in proportion to i//N, where N is the number of 
values averaged. On a typical UARS day the calculation is performed for in ex-
cess of 100 measurements within the vortex on each pressure level, so random CIO 
errors can be neglected in the calculation of uncertainties in the average loss rate. 
The noise can on occasion lead to negative CIO values being retrieved even from 
regions of enhanced reactive chlorine. Simply ignoring the contribution of these 
negative values to the average ozone destruction would bias the result towards too 
great a loss, so a non-physical treatment was applied whereby the ozone destruc-
tion implied by the absolute value of the each CIO retrieval was calculated, and 
then this loss associated with the sign of the retrieved amount before calculating 
the average destruction. 
Photolysis rates used here were calculated without multiple scattering, and 
with an assumed surface albedo of zero. They are consequently underestimated 
by up to about 40%, depending on solar zenith angle, compared to a more detailed 
calculation including multiple scattering and albedo effects. A recent study [Huder 
and DeMore, 19951 has obtained C1202 cross sections which give Jc1202  values in 
the polar vortex around 40-50% smaller than those obtained from the DeMore et 
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at. [1992] plus Burkholder et at. [1990] cross sections used in this work. The Jc12 o2 
values we have used generally lie somewhere between the values given by more 
rigorous calculations using these latter cross sections and those from Huder and 
DeMore [1995]. However, as explained in Section 3.8, when thermal dissociation 
of the dimer is unimportant, as it usually is wherever Cl* is significantly enhanced 
(because the temperature is relatively low), the calculated ozone loss due to cycle 
2 is almost insensitive to the Cl 2 02 absorption cross sections used. This is because 
although the calculated Jc1202  changes, the steady-state [C1 202 ] adjusts to keep 
the product J012 02 [C12021  the same. 
The ozone loss calculated for cycle 2 is approximately proportional to k2a[ClO] 
where [ClO] r is the retrieved CIO amount. (k 2a and the other rate coefficients men-
tioned below are defined in Chapter 3.) Given the corrected CIO values used in 
this work (which remove a portion of the systematic uncertainties), the estimated 
remaining CIO uncertainty is of order 10% (not including the known +8% scaling 
error). The uncertainty in k2 a is around 25% (L. Froidevaux private communi-
cation). Using the formula a0310ss/0310ss = root-sum-square of crk 2a/k2a and 
x aClO/ClO)(the latter term arising from the [CIO] contribution), leads to 
about 30% uncertainty in the ozone loss rate. Nickolaisen et al. [1994] have de-
rived an expression for k2 a which at polar vortex temperatures gives values about 
20% lower than those of DeMore et at. [1992]; this result has led to an updated 
recommendation in DeMore et at. [1994]. Use of these lower values would reduce 
the cycle 2 ozone loss (and the [C1 2 02] at the measurement time) here calculated 
by around 20%; also, the ozone loss rate uncertainty would then be about 25%. 
The uncertainty in the cycle 3 ozone loss rate is determined by the accuracy 
with which [BrO], [CIO] and (k3a + k3e) are known. Tests with the 1-D model 
have shown that varying the total bromine amount within the accepted limits has 
a negligible effect on the daytime concentrations of CIO and C1 2 02 . This confirms 
the assumption inherent in the simplified model that the BrO concentration im-
plied by equation (3.10), and hence the estimated ozone loss from cycle 3, vary 
linearly with the assumed [BrO + BrC1] amount, while the loss from cycles 1 and 2 
is independent of this quantity. Assuming a possible range of 10-18 pptv for [BrO 
+ BrC1], then the uncertainty in [BrO] obtained from (3.10) using [BrO + BrCl] 
= 12 pptv is of order +50%/-25%. The uncertainties in k3a and k3 e are around 
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15%, so the overall root-sum-square uncertainty in the Na + k3e)[Cl0][BrOI term 
for cycle 3 ozone loss is approximately +55%/-30%. 
Cycle 1: based on the accuracies of the MLS 03 measurements and the kinetic 
parameters used in evaluating equation (3.7), the uncertainty in [0] is around 
25%, which along with the 10% uncertainties in both [CIO] and kib leads to an 
uncertainty of '-30% in the ozone loss rate due to this cycle. 
As stated previously, an additional error of +8% was discovered in CIO data 
used in this study, correction for this error would reduce the calculated ozone loss 
due to cycle 2 by -.15% and the cycles 1 and 3 loss by The uncertainty in 
the estimated total ozone destruction due to cycles 1, 2 and 3 combined is close 
to the uncertainty in the cycle 2 calculation because this cycle accounts for the 
bulk of the loss. 
4.3 Activation of Chlorine 
4.3.1 PSCs and Heterogeneous Processing 
Before presenting actual observations of enhanced reactive chlorine concentrations, 
some general points about the expected relationship between the occurrence and 
location of PSCs and the appearance of enhanced Cl*  will be discussed. 
PSCs and Temperature 
The heterogeneous release of chlorine from HC1 and C1ONO 2 into the reactive 
forms - principally CIO and C1202 - on the surface of PSCs is the crucial ini-
tiation stage of the ozone depletion process, and the timing and extent of this 
activation is the key in determining the subsequent chemistry of the vortex. The 
detailed microphysics of PSC formation and the dependence on factors such as 
temperature, H 2 0 vapour pressure and availability of nucleation sites have yet 
to be fully elucidated, but a frequently used simplification is to assume the for-
mation of a Type I cloud wherever the temperature falls below 195 K. The pri-
mary chlorine-containing products of the heterogeneous reactions, C1 2 , HOC! and 
C1NO2 are converted into reactive chlorine only after exposure to sunlight, so the 
appearance of enhanced CIO concentrations is expected in air which has received 
illumination subsequent to experiencing temperatures below about 195 K. 
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Significance of PSC Location 
Heterogeneous reactions on the surface of PSCs are relatively fast, with time 
constants ranging from minutes to hours [Tabazadeh and Turco, 1993]. It follows 
that air does not have to be in contact with a cloud for very long for its chemical 
constitution to be considerably changed. This can have important implications for 
the extent of chlorine activation, particularly in the Arctic vortex, which generally 
has a much smaller volume of air at sub-PSC temperatures than the corresponding 
Antarctic vortex. If PSCs occupy only a small fraction of the vortex then their 
location becomes crucial in determining the rate of chlorine activation. Even 
single clouds located near the vortex boundary in the region of strong winds will 
experience a large through-flow of air, and can process a large fraction of the air 
within the vortex in only a few days [Lefevre et al., 1991]. Thus the volume of 
processed air can far exceed the volume of any clouds which may be present. In the 
Antarctic with its relatively symmetrical vortex and coherent concentric airflow, 
it generally holds that the further from the pole a cloud is located the closer it 
will be to the vortex edge, and the more air it will process in any given time. 
The same does not necessarily apply for the Arctic, where strong wave activity 
can lead to the vortex being much more distorted and irregular, and even clouds 
located directly over the pole may experience a rapid through-flow of air. 
4.3.2 Observations 
CIO and Cl* 
As explained in the previous chapter, observing the build up of reactive chlorine 
in the MLS measurements of ClO is complicated by the diurnal variation of CIO 
caused by its interchange with the other reactive chlorine species C1 202 . This 
has the effect that measurements of CIO taken at different local times or on 
different days are not directly comparable. In order to circumvent this problem 
it is necessary to account for the 'hidden' reactive chlorine present in the dimer 
form by calculating the steady-state amount of C1202  associated with the CIO 
measurements. An example of how the inferred Cl*  (CIO + 2C12 02 ) relates to the 
daytime CIO measurements is shown in Figure 4.1 for the southern polar regions 
on September 3, 1993. Not surprisingly, at all potential temperature (0) levels, 
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Figure 4.1: Polar stereographic maps of daytime MLS CIO at 465, 520 and 585 K 
on September 3, 1993, along with the inferred reactive chlorine Cl* (CIO + 2C1 2 0 2 ) 
and the ratio C1O/Cl*. Note the reversed grey scale for ClO/Cl*. The plot area 
is from the South Pole to 40°S. 
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the area of enhanced Cl* has a size and shape very similar to the area of enhanced 
CIO. The most notable feature of the figure is that the Cl* inferred from a given 
CIO measurement declines sharply with height, and at 585 K the ratio C1O/Cl is 
always greater than 0.9, meaning that during the day very little C1 202 is present at 
585 K and above. This is a consequence of the rate of the 3-body reaction forming 
the dimer decreasing with height while the rate of dimer photolysis increases with 
height. The precise ClO/Ci" ratio implied by a CIO measurement at a given 
height is dependent upon the the temperature and the solar zenith angle at the 
time of measurement, but Figure 4.1 gives an approximate indication of the ratio 
at the various heights during the late winter. Additional maps of CIO and the 
associated Cl*  at 465 K in the Arctic and Antarctic vortices can be seen in Figures 
4.7 and 4.8. 
The 465 and 520 K CIO maps in Figure 4.1 show small patches of high CIO 
detached from the main vortex, with some patches occurring as far equatorwards 
as the edge of the plot at 40 0S. In order to examine how these patches of enhanced 
CIO relate to the locations of the MLS measurements, an enlarged map of the 
daytime CIO at 465 K is reproduced in Figure 4.2 with the measurement locations 
indicated by filled circles. It can be seen that most of the isolated patches are 
associated with only a single CIO retrieval and none of them overlap more than two 
retrievals. This is consistent with these extra-vortex enhanced CIO areas being 
artefacts due to noise in the CIO measurements. Because the MLS measurement 
locations in the middle latitudes are widely spaced in longitude, a single high 
CIO measurement can lead to an apparently large area of enhanced CIO when 
the measurements are interpolated to produce a map. In a detailed analysis of 
MLS CIO measurements from January 1992, Schoeberl et al. [1993] confirmed that 
occasional highly elevated CIO appearing outside the polar vortex was statistically 
consistent with the measurement noise. 
Development of Cl' 
The development of the inferred Cl' fields during the 1992-1993 northern and 
1993 southern winters is now discussed. At the beginning of the north-viewing 
period of the MLS instrument commencing on December 4, 1992, the recorded 
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Figure 4.2: A polar stereographic map of the daytime ClO field at 465 K on 
September 3, 1993. The locations of the daytime MLS CIO retrievals are marked 
with filled circles. Plot area is from the South Pole to 40 0 S. 
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temperature on the 465 K 0-surface was nowhere below the assumed 195 K PSC 
threshold, but some patches of slightly enhanced Cl*  were present (Figure 4.3). 
These could be due to measurement noise, but, given the somewhat arbitrary 
choice of the 195 K threshold temperature and the ±3 K estimated uncertainty in 
the NMC temperature measurements, it is not unlikely that some heterogeneous 
chemical processing may have occurred. At 520 K the temperatures are lower than 
at 465 K, consistent with the temperature falling faster in the upper stratosphere 
due to the shorter radiative time constants there. It is notable that the largest 
patch of enhanced Cl*  at 465 K coincides with the lowest temperatures at 520 K 
which suggests that this patch may indeed be the result of some heterogeneous 
processing. Despite the 520 K surface having a considerable area with temperature 
below 195 K, there is less inferred reactive chlorine on this surface than on the 
465 K surface suggesting, little if any processing has taken place at this level. 
During the days around the solstice, very few daylight measurements of CIO 
were taken, making it difficult to infer accurate amounts of Cl*,  but by January 4, 
towards the end of the viewing period, temperatures below 195 K have appeared at 
465 K, and Cl*  has increased somewhat, indicating that heterogeneous processing 
has been occurring. Enhanced reactive chlorine remains almost absent at 520 K 
despite the low temperatures. On return to north viewing on February 10, the 
size of the sub-195 K area at 0 = 465 K has increased slightly, and there is now an 
extensive and clearly defined vortex region containing elevated Cl* amounts. The 
195 K temperature contour is located within this enhanced region, but it encloses 
only a fraction of the total vortex area. Enhanced Cl*  values at 520 K show that 
processing has now occurred at this height, but the Cl*  amounts remain lower 
than at 465 K. 
The temperatures and Cl*  for similar seasonal dates in the southern winter 
of 1993 are shown in Figure 4.4. Temperatures on the 465 K isentropic surface 
are below the 195 K PSC threshold by June 1, and there is already some reactive 
chlorine present indicating that a degree of chemical processing has occurred. At 
520 K the area below 195 K temperature is slightly larger than at 465 K, but 
there is less reactive chlorine at the upper level. By July 2 a large region with 
elevated Cl*  has appeared at both levels, indicating that rapid chemical processing 
has been occurring in the period around the solstice. When the satellite returns 
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Figure 4.3: Polar stereographic maps of Cl*  inferred from MLS measurements of 
CIO; contours shown are 1, 2 and 3 ppbv. The inner circle marks the polemost 
latitude at which the calculation could be performed. The dotted lines are the 
188 and 195 K temperature contours. Plot area is from the North Pole to 45 0 N. 
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to south viewing on August 11 the size of the enhanced regions has increased 
further, and there are extensive areas at both levels with Cl*  values in excess of 
3 ppbv, implying that within these regions almost all the stratospheric chlorine 
(abundance 3.44 ± 0.30 ppbv [Gunson et al. 1994]) is in reactive form. This leaves 
'no room' for the chlorine expected to be present in organic forms and unavailable 
for heterogeneous activation. When compared with the MLS sampling pattern 
shown in Figure 4.2, the size of the regions with Cl*  greater than 3 ppbv would 
appear to preclude instrument noise as an explanation of their origin. Waters et 
al. [1995] give a detailed discussion of the occurrence and implication of these 
large MLS CIO retrievals in the polar vortices, and they conclude that more work 
may be needed to account for effects of the MLS vertical resolution on the total 
chlorine to be inferred from the CIO measurements. 
The general development of temperatures within the two vortices seen here, 
with temperatures falling below the PSC threshold much earlier in the south, 
and the Antarctic vortex temperatures being around 10 K lower than the Arctic 
temperatures, is similar to that reported by Manney and Zurek [1993] for 1991-
92. This agreement is consistent with the findings of O'Neill and Pope [1990] who 
report much less interannual variability in the vortices during the early winter 
than in the late winter and spring, and it suggests that the vortex behaviour seen 
here is probably fairly typical of other years. 
The lack of a straightforward correlation between temperature and reactive 
chlorine production, which is especially apparent in the north, where Cl*  appears 
earlier at 465 K despite the temperature being lower at 520 K, emphasises the 
complexity of the processes involved in stratospheric cloud formation and hetero-
geneous chemistry, and underlines the dangers inherent in making oversimplified 
assumptions. PSC climatology from the stratospheric and mesospheric sounder, 
SAM II, [Poole and Pitts, 1994] shows the most frequent cloud sightings in both 
hemispheres to be located at or below 20 km, supporting the inference drawn 
here from the appearance of enhanced reactive chlorine, that cloud formation at 
this level is favoured over formation at higher altitudes even though temperatures 
may be lower higher up. From thermodynamic considerations, the temperatures 
at which HNO 3 and 112 0 vapour begin to condense are expected to increase as 
the external pressure increases. The results obtained here are consistent with this, 
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Figure 4.4: Polar stereographic maps of Cl*  inferred from MLS measurements of 
CIO; contours shown are 1, 2 and 3 ppbv. The inner circle marks the polemost 
latitude at which the calculation could be performed. The dotted lines are the 
188 and 195 K temperature contours. Plot area is from the South Pole to 45°S. 
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and they suggest that the pressure difference between the 465 K (e46 hPa) and 
520 K ('-31 hPa) levels is having a marked effect on the relationship between 
temperature and PSC formation. It is thus important that both temperature and 
pressure should be considered when attempting to indirectly infer the presence of 
PSCs. The climatology has the fraction of the vortex at 18 km occupied by PSCs 
building up on a timescale of months to reach a maximum of 0.6 in the Antarctic 
in August and 0.1 in the Arctic in February. A gradual increase in PSC frequency 
may help to explain the steady increase in Cl*  described here despite the short 
time constants of the heterogeneous reactions. Even within regions with a tem-
perature everywhere below the PSC threshold, the Cl*  shows a definite structure 
which may be suggestive of a non-uniform occurrence of PSCs within this area. 
The ability of MLS to detect the variation in Cl*amounts over the vortex area is 
important for the subsequent calculation of ozone destruction, and is in contrast 
to some aircraft-based studies which have postulated a homogeneous distribution 
of reactive chlorine within the vortex [e.g. Salawitch et al., 1993]. 
PSC Type 
A potentially important distinction between the two hemispheres is the degree to 
which the formation of Type II water/ice PSCs is possible. The more frequent 
the formation of this type of cloud and the earlier in the winter they appear, the 
greater will be the extent of the dehydration and denitrification of the stratosphere 
brought about by cloud-particle sedimentation. The degree of denitrification can 
have a large impact on the rate at which chlorine is deactivated in the spring 
because the deactivation occurs via the reaction of CIO with NO 2 released from 
the photolysis of HNO 3 as the sunlight returns; if the lower-stratospheric HNO 3 
is severely depleted, then there may be a significant delay between the spring rise 
in temperature and the removal of the enhanced CIO. During this 'time-window' 
ozone destruction rates may be very high because of the intense insolation and 
extended daylength. 
Although the rates of the individual heterogeneous reactions show different 
sensitivities to the cloud surface on which they are occurring, all are faster on Type 
11 PSCs [Tabazadeh and Turco, 1993]. However, because the chlorine activation 
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process can proceed to completion on either type on a relatively short timescale, it 
is not feasible to look for a difference in the chemical signatures of the processing 
depending on cloud type, solely with the measurements available from MLS. Given 
the stated uncertainties in relating temperature directly to cloud formation, it is 
therefore not possible to make any detailed statements about the occurrence of 
the different cloud types in the two vortices. It can, though, be noted that in the 
north the first detection of temperatures below 188 K (the estimated threshold 
for formation of type II clouds) is a small area at 520 . K on February 10, whereas 
in the south, by July 2, i.e. over a month earlier in the season, a substantial area 
of the vortex is below this temperature at both 465 and 520 K. 
4.4 Inferred Ozone Destruction 
4.4.1 Onset and Duration 
The sum of the daily ozone destruction calculated by the quadratic method (de-
scribed in Chapter 3) for all three catalytic cycles on the latter two days depicted 
in Figures 4.3 and 4.4 is shown in Figures 4.5 (north) and 4.6 (south). In the 
North at 465 K, a small loss of ozone is estimated on the earlier day (January 4) 
associated with patches of enhanced Cl*  lying at relatively low latitudes. The 
maximum Cl* is located towards the pole where the daylength on this date is 
too short for much destruction to occur. At 520 K, there is no enhanced Cl* 
far removed from the pole, so the estimated loss is very low, nowhere exceeding 
10 ppbv/day. By February 10 an obvious 'chemical vortex' where large ozone 
losses are calculated has developed at both altitudes, and on this date the loss is 
highly correlated with the Cl* amount, the sensitivity to this parameter overriding 
other latitudinal dependencies such as daylength and photolysis rates. 
In the South the vortex shape can be discerned in the pattern of the estimated 
loss on July 2, and more significant destruction is estimated than for the equivalent 
date in the north. On August lithe ozone loss shows a similar spatial distribution 
to that on the earlier day, but the calculated destruction is now much greater. As 
the Cl*  does not show a commensurate increase over this period, the increase in 
the destruction is probably largely due to the greater insolation. 
It is difficult from these observations to evaluate how much ozone destruction 
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Figure 4.5: Polar stereographic maps of daily ozone loss rate at 465 and 520 K 
calculated from MLS CIO measurements on January 4 and February 10, 1993. 
Plot area is from the North Pole to 45 0N. No suitable measurements were available 
from the blank region around the pole. 
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Figure 4.6: Polar stereographic maps of daily ozone loss rate at 465 and 520 K 
calculated from MLS CIO measurements on July 2 and August 11, 1993. Plot 
area is from the South Pole to 45 0S. No suitable measurements were available 
from the blank region around the pole. 
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has taken place in the intervening periods when the satellite observations are not 
available. But in the north, where little chlorine activation was in evidence at the 
beginning of the period, it is unlikely that much destruction has taken place prior 
to February 10 relative to that which occurs later. Even in the South, where the 
loss seems to be limited more by the insolation than by the Cl*  concentration, the 
daylength increases with date faster towards the end of the 'dataless' period than 
at the beginning, so the average daily loss will be weighted towards that occurring 
at the start of the period, and hence is again likely to be small compared to the 
destruction occurring subsequent to the satellite's return to south viewing on 
August 11. 
Figures 4.7 (north) and 4.8 (south) show CIO, and the estimated Cl*  and total 
daily ozone loss at 465 K for some selected days from the UARS months beginning 
on February 10 and August 11, when ozone destruction is well underway. The 
difference in the dynamical behavior of the northern and southern vortices as 
defined by the region of enhanced Cl* is clear. The Antarctic vortex always 
retains an approximately circular shape with the centre roughly located over the 
pole, while the shape of the Arctic vortex is much more irregular, and shows 
more day-to-day variability. The existence of a transport barrier inhibiting the 
mixing of intra- and extra-vortex air can readily be inferred from the compact 
and well-defined shape of the chemically-perturbed air-mass, with almost all the 
enhanced Cl*  contained polewards of a narrow region of very high gradient. Local 
daily ozone depletions of up to '-80 ppbv (2.5%) in the north and '-p90 ppbv 
(3.0%) in the south are calculated on these days but the maximum loss rates are 
confined to a small fraction of the vortex area. The distortion of the northern 
vortex can on occasion place high reactive chlorine concentrations at relatively 
low latitudes where the strong illumination enhances the rate of ozone loss. On 
some days patches of enhanced Cl*  can be seen detaching from the vortex edge, 
but the reactive chlorine in such patches diminishes rapidly and does not appear 
to cause any sustained ozone loss at lower latitudes. The isolated apparent Cl*  and 
ozone loss maxima which occasionally appear spontaneously outside the vortex 
are almost certainly attributable to measurement noise, and cannot be taken as 
indicative of middle latitude ozone depletion. 
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Figure 4.7: Polar stereographic maps of daytime MLS CIO fields and the Cl*  and 
daily ozone loss inferred therefrom at 465 K, for a selection of days in early 1993. 
The plot area is from the North Pole to 45 0N. No suitable measurements were 









86 	4. Chlorine and Ozone in an Arctic and Antarctic Vortex 
0.3 0.8 0.9 	1.2 	1.5 	1.8 
	
0.5 	1.0 	1.5 	2.0 2.5 	3.0 
	
10 	20 	30 	40 	50 	80 
CIO (ppbv) Cl *  (ppbv) 03 Loss (ppbv/day) 
Figure 4.8: Polar stereographic maps of daytime MLS CIO fields and the Cl* and 
daily ozone loss inferred therefrom at 465 K, for a selection of days during the 
southern winter of 1993. The plot area is from the South Pole to 45 0S. No suitable 
measurements were available for the blank region around the pole. 
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near the end of the UARS month, albeit it has shrunk slightly from its maximum 
size, with the perimeter of the high Cl*  concentrations having moved towards the 
pole. By February 26 the area of enhanced reactive chlorine in the north is starting 
to fragment and the maximum Cl* mixing ratios have fallen. This is a sign that the 
vortex is in the early stages of 'break-up' with rising temperatures and increasing 
dynamical activity. Manney et al. [1994b] have identified strong stratospheric 
warmings in late February and early March leading to the final warming. 
4.4.2 The Concept of Isentropic Vortex Averages 
In the polar stratosphere, and particularly within the winter polar vortex, the 
general circulation drives an average downward flux of air which is associated 
with diabatic (radiative) cooling. Where the air is descending it is being pow-
erfully compressed and is tending to warm adiabatically. The consequent rise 
in temperature can make the air positively buoyant and initiate upward motion. 
However, the strong stable stratification of the stratosphere imposes a powerful 
restoring force in response to vertical adiabatic motion, and although relatively 
rapid and large adiabatic vertical displacements can occur, they are temporary 
and reversible. By definition, entropy is conserved during adiabatic transport, and 
hence air parcels undergoing such transport must remain on the same potential 
temperature surface. It follows that if air within the vortex is isolated from the 
exterior, then these adiabatic motions alone, while they may change the distribu-
tion of a chemical species on a potential temperature surface, cannot change the 
total mass of the chemical within the vortex between two neighbouring isentropic 
surfaces. This implies that the average isentropic mixing ratio of the chemical, 
weighted by a factor — g' (ôp/OO) to allow for changes in the air density between 
the surfaces, is also unchanged. Compared with the pervasive adiabatic transport, 
mixing of chemical constituents across isentropic surfaces is a sporadic and inter-
mittent process [McIntyre, 1992], so in the absence of chemistry the isentropic 
mixing ratios of species averaged over the vortex area can be nearly conserved on 
a timescale of weeks. Thus by looking at these averages the effect of chemistry 
can to an extent be seen in isolation from the dynamics. 
In such a calculation, the criterion used to define the vortex edge plays a critical 
role. Ideally, there would be a physical parameter delineating a precise boundary 
88 	4. Chlorine and Ozone in an Arctic and Antarctic Vortex 
across which no exchange of air occurs, but polewards and equatorwards of which 
the air moves relatively freely. In practice, the situation is less clear-cut, with 
the vortex edge being a rather subtle concept, subject to different interpretations 
depending on the matter under investigation. While much air can unambiguously 
be said to be either inside or outside the vortex, there exists a region of finite 
meridional extent between polar and middle latitudes over which the transition 
occurs, and no single criterion can definitively locate the boundary within this 
region. It is thus necessary to select a suitable compromise. Four definitions of 
the vortex edge have evolved [WMO, 1995]: i) the location of maximum wind 
speed in the circumpolar jet stream, ii) the region of highest potential vorticity 
gradient, iii) an empirically determined kinematic boundary, and iv) the chemical 
edge where a sharp gradient in the mixing ratio of certain chemical species occurs. 
Potential vorticity is a continuous quantity used to describe the fluid flow, and 
is closely related to the transport of atmospheric tracers. As was explained in 
Section 1.6.4, there is an inhibition to eddy advective transport across a tight PV 
gradient. Therefore for the purpose of defining a barrier to material transport, 
a suitable PV contour lying within the region of strong gradient is the most 
appropriate choice. Plotting Cl* along with some PV contours (calculated from 
UKMO winds and temperatures [Swinbank and O'Neill, 1994] for the northern 
and southern vortex on a day when the Cl*  is near its peak (Figure 4.9) shows 
how, at various 0-levels, the vortex as defined by chemical or PV gradient has a 
very similar size and shape. 
4.4.3 Vortex-Averaged Ozone Loss 
The estimated chemical loss of vortex-averaged ozone for seasonally equivalent 
northern (February 10 to March 19, 1993) and southern (August 11 to Septem-
ber 16, 1993) UARS months is illustrated in Figures 4.10a and 4.10b. The figures 
show the way the mixing ratio of ozone averaged over the entire vortex on isen-
tropic surfaces would change were the calculated chemical destruction the only 
factor effecting its abundance, i.e. in the absence of diabatic or cross-boundary 
transport. Also shown are the observed ozone trend and (4.10c and 4.10d) the 
inferred Cl* averaged in the same way. All averages were computed with density 
weighting. The PV contours used to define the vortex boundary on each isentrope 
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4.4 Inferred Ozone Destruction 
Figure 4.9: Polar stereographic maps of Cl*  along with some PV contours at 
465, 520 and 585 K for a northern (left hand maps) and southern vortex. Light 
shading indicates high Cl*; the PV contours are shown in white. The Cl*  and PV 
contours intervals are evenly spaced and are the same in the north and south at 
each height, but they vary with height. The PV contour labels (negative in the 
south) are scaled x iO K m 2 kg-1 sL. Plot area is from the pole to 40°. 
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are given in the figure caption. For the most part of both months, the latitudi-
nal band containing the suitable CIO measurements extended from 40° to near 
800 , but on a few consecutive days around the middle of each viewing period (see 
figure caption) the local times of the measurements allowed the calculation to be 
performed in only a very narrow latitude range, so the results for these days were 
filled in by interpolation from the adjoining days. As already discussed (Section 
4.2), the ozone loss calculations used an expression for k2 a taken from DeMore et 
al. [1992]; use of the k2 a expression from DeMore et al. [1994] would give results 
towards the low ozone-loss end of the error bars on the figure. 
In both vortices, the greatest ozone loss in terms of mixing ratio is calculated 
at 465 K, and the next most at 520 K with the destruction at the upper two 
0-levels being somewhat less. Therefore, since the conversion of mixing ratios into 
concentration is proportional to pressure, the total number of ozone molecules 
lost, and the impact on the ozone column is dominated by what is occurring 
at the lower levels. Over the UARS month, the estimated ozone destruction at 
465 K is 0.7 ppmv (24%) in the north and r1.1 ppmv (47%) in the south. 
Calculations based on aircraft measurements by Salawitch et al. [1993], Proffitt 
et al. [1993] and Browell et al. [1993] lead to a chemical loss of vortex ozone 
of 15-20% at this 0-level over the whole of the Arctic winter/spring of 1991-92; 
however, the duration of sub-PSC temperatures during that season was shorter 
than in 1992-93 [Manney et al., 1994a], and although highly enhanced reactive 
chlorine was present, it declined rapidly after the beginning of February. Depleted 
gas phase HNO3 suggestive of the presence of PSCs was observed in the northern 
vortex in late February 1993 [Santee et al., 19951, and, as can be seen from Figure 
4.10, vortex-averaged Cl* at 465 K remained above 1 ppbv until near the end 
of February. Consequently, ozone destruction was more prolonged in this year 
than in 1992. Also, the longer daylength later in the year increases the daily 
ozone destruction enhancing the additional loss. Thus the persistence of PSCs 
and enhanced reactive chlorine for 4 weeks longer in 1992-93 compared with 
1991-92 may have more than doubled the net chemical ozone loss, emphasising 
the sensitivity to natural variability in the meteorological conditions. 
Temperatures during the southern winter of 1993 were fairly typical of previous 
years [NOAA, 1993b], with vortex temperatures below 195 K, and hence enhanced 
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Figure 4.10: a+ b: Time series of MLS ozone observations averaged over the vortex on 0-
surfaces, with latitude and density weighting (unbroken line), and the ozone change estimated 
from chemistry alone, obtained by subtracting the estimated loss integrated up to each day 
from the ozone present on the first day of the period (dashed line). The vortex boundary at 
0= 465, 520, 585, 655 K was defined by the PV contours of (±) 2.5, 4.0, 8.0 and 11 x iO 
Km 2   kg' s respectively. Error bars are weighted for the fractional contribution of each cycle 
to the ozone loss. c + d: Vortex-averaged Cl*  on the same isentropes inferred from MLS CIO 
measurements. The values on days 17-19 (north) and 16-19 (south) were found by interpolation 
from the adjoining days (see text). e + f: Minimum temperature on an isentropic surface within 
the vortex. g + h: Fractional area of isentropic surface within the vortex with temperature 
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Cl*, being present throughout the satellite viewing-period ending in mid Septem-
ber. The rate of ozone destruction on the 465 K surface at the beginning of this 
period was similar to that occurring on the same seasonal dates in the north, but, 
unlike in the north, the rate did not decline towards the end of the period and 
consequently the total ozone destruction was greater by ppmv. Expected 
continuing loss in the south after September 16 when the satellite switches to 
north viewing will further increase the excess ozone depletion over that which 
has occurred in the north. The estimated vortex-averaged loss rates at 465 K of 
per day for the Antarctic vortex are in general agreement with calculations 
for previous years constrained by more limited CIO observations from aircraft 
[Solomon, 1990; Anderson et al., 1991]. While the peak Cl*  amount at 465 K is 
similar in the two hemispheres, at 520 and 585 K there is a greater enhancement 
in the south, and a greater ozone destruction rate is estimated at these heights in 
this hemisphere. 
Figures 4.1Oe to 4.1Oh show the minimum vortex temperatures and the fraction 
of the vortex below 195 K (F 195 ) at 0 = 465 and 520 K. The strong anti-correlation 
between temperature and Cl* at these altitudes is striking. In particular, the 
sharp rise in temperature in the Arctic between days 12 and 13 is matched by an 
almost equally sharp decline in Cl*.  The absence of a significant time-lag between 
the two events suggests that the high Arctic Cl*  values were being maintained 
only by rapid heterogeneous processing, and there was ample NO 2 available to 
sequester the CIO in C1ONO 2 when the processing ceased. As expected, after 
day 14 in the north (February 24) when the whole vortex at 9 = 465 and 520 K 
has temperature greater than 195 K, the Cl*  trend continues steadily downward, 
although it is noticeable that after the initial plunge the rate of decline is slower, 
perhaps due to the immediate supply of NO 2 having been exhausted. 
In the south, the gradual increase in temperature over the UARS month is 
accompanied by a similarly steady decrease in reactive chlorine. At 465 K, the 
correlation between F 195 and Cl*  is particularly remarkable. Both remain fairly 
constant for the first few days, then show a pronounced decline up to about day 20, 
before increasing for a few days then decreasing again. As in the north, this rapid 
response of Cl*  to temperature fluctuations suggests the relatively short timescales 
of the processes controlling the reactive chlorine. When the satellite returned to 
4.4 Inferred Ozone Destruction 	 93 
south-viewing towards the end of October, the Antarctic vortex temperatures had 
risen above the PSC-threshold and the enhanced reactive chlorine had dissipated. 
4.4.4 Comparison of Chemically-Estimated and Observed 
Ozone Loss 
In addition to chemistry, dynamical effects may also have an effect on the vortex-
averaged ozone over the timescale of a month. At high latitudes, the mixing ratio 
of ozone peaks in the mid-stratosphere at around 35 km, and a positive correlation 
between ozone abundance and 0 in the lower stratosphere can be seen in Figure 
4.10. Thus downward transport across isentropic surfaces associated with diabatic 
cooling would be expected to increase ozone in this region. Horizontal transport 
can also affect vortex averages if air is moved across the defined vortex boundary. 
Below '-'550 K (-'21 km) there is less ozone at middle to low latitudes than inside 
the vortices, so vortex ozone could be decreased by air entering the vortex from 
lower latitudes. Above -550 K the latitudinal gradient of ozone is reversed, and 
vortex averages are increased by inflow of air. Within the vortex itself the air 
around the boundary is often relatively ozone rich; erosion of this air would have 
the effect of decreasing the vortex-averaged ozone amount. 
Figures 4. 10a and 4. 10b show that, notwithstanding the day-to-day fluctuation 
in the ozone amount, the observed ozone trends and the trends calculated on 
chemical grounds alone are generally similar. The displacement of the observations 
and estimates at 465 K in both hemispheres is due to disparities occurring in only 
the first few days plotted; after these days both lines show a similar downward 
slope. Only at 655 K in the north, where the calculated destruction is very small, 
is there a persistent trend of observations with respect to calculations, with the 
measured ozone increasing slightly over the UARS month. This would suggest that 
in the vortex-averaged sense the ozone change in the lower stratosphere during the 
period examined is dominated by chemical processes, with dynamical effects being 
less important. At 465 and 520 K, the average calculated daily ozone losses are 
0.7% and 0.3% respectively in the north and 1.3% and 0.6% in the south. These 
results are broadly in agreement with those of Manney et al. [1995] who inferred 
chemical ozone loss by comparing observations with dynamical calculations. In 
the 1992-1993 Arctic vortex over a 30-day sub-period of that studied here, Manney 
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et al. [1995] find 0.5%/day chemical destruction at 465 K and 0.4%/day at 520 K, 
only 25-30% of which is masked by dynamical enrichment. These destruction rates 
are not directly comparable with those obtained from this present study because 
of differences in the algorithms used to calculate the vortex-averages (Manney et 
al. [1995] used a different criterion for the vortex boundary, and did not include 
density weighting), but when averaged over the same 30-day period the estimated 
rates are more similar. The loss rate at 465 K is greater when averaged over 
the whole UARS month because the shorter period does not include the first few 
days of the month when Cl*  was highest and the estimated loss rate greatest. In 
the late-winter Antarctic vortex of 1992, Manney et al. [1995] deduce 1.5%/day 
destruction at 465 K and 1.0%/day at 520 K, with no significant dynamical effect. 
They do find ozone enrichment via diabatic, i.e. cross isentropic, descent masking 
half of the Antarctic chemical depletion at 585 K and nearly all of it at 655 K. 
The close agreement at these upper levels obtained here for the Antarctic 1993 
vortex between calculated ozone loss from chemistry and observed changes may 
argue against a significant role for dynamical enrichment. Differences could exist 
versus 1992 simply because of the different year being considered, although such 
large differences in transport effects may be unexpected. More detailed studies 
of the uncertainties both in models and data, for the different calculations (those 
done here and the type performed by Manney et al. [1995]) would be required 
to fully understand the significance of these differences in estimates of chemical 
destruction of ozone. (A GCM model study allowing dynamical and chemical 
ozone changes to be measured separately will be described in Chapter 5.) The 
large ozone destruction calculated at the lower 0-levels in the north between mid-
February and mid-March 1993 supports the conclusions drawn by Manney et al. 
[1994a] from observations of long lived tracers, that the ozone decrease measured 
during this time can not be explained by transport effects and must be evidence 
of chemical ozone depletion. 
405 Contribution of Individual Cycles 
Figure 4.11 shows the estimated vortex-averaged ozone loss rates due to each of 
the three catalytic cycles on the four 0-surfaces. On the lower two surfaces, cycle 
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Figure 4.11: Time series from February 10 to March 18, 1993 (north) and Au-
gust 11 to September 16, 1993 (south) of vortex-averaged daily ozone destruction 
rates for cycles 1, 2 and 3 at 465, 520, 585 and 655 K. Error bars reflect the 
uncertainty estimates described in the text. Values for days 17-19 (north) and 
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2 is dominant whenever significant ozone depletion is occurring, the rate of this 
cycle falling below that of the other two only at 520 K in the north after the Cl* 
has considerably declined from its peak mixing ratio. The rate of cycle 2 relative 
to that of cycles 1 and 3 increases with decreasing height because the rapidity 
of the 3-body reaction forming C1 2 02 is very sensitive to pressure. At 465 K 
while the Cl* remains enhanced, cycle 2 accounts for -'70% of the total loss with 
cycle 3 contributing '20%, and cycle 1 '10%. The comparative contribution of 
the dimer cycle falls with decreasing Cl* because of its quadratic dependence on 
the CIO concentration. At 585 K all three cycles make an approximately equal 
contribution to the total loss, and at 655 K cycle 1 becomes dominant. This 
is because the mixing ratio of oxygen atoms being strongly dependent on the 
solar illumination rises rapidly with height. The dependence on illumination also 
explains why for a given 0-level and Cl*  concentration the rate of cycle 1 is greater 
at the end of the UARS month than at the beginning. 
Figure 4.12 shows the total number of ozone molecules per unit volume of the 
vortex estimated to have been destroyed on each isentrope over the UARS month, 
as a fraction of the number destroyed at 465 K. The contribution of the individual 
cycles is indicated by the shading. It is the absolute loss of ozone molecules 
which is most important both in terms of the uv irradiance of the Earth's surface 
below the depleted region and in the context of the global downward trend in 
stratospheric ozone. In these units, the predominance of the destruction at 465 K 
is emphasised, the loss at this height being almost twice as great as the loss at 
the other 0-levels combined. Even cycle 1 which contributes '.'10% of the loss at 
465 K and "-80% at 655 K destroys more ozone molecules per unit volume at the 
former height. 
4.6 PV as a Coordinate 
Ertel's theorem states that for adiabatic processes during which no frictional or 
other nonconservative forces act, PV is materially conserved or 'advected', i.e. its 
value following an air parcel remains constant like the mixing ratio of an inert 
tracer that is simply being carried with the flow. This, along with the fact that 
PV on an isentropic surface is almost monotonic in latitude allows the potential 
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Figure 4.12: The number of ozone molecules per unit volume of the vortex de-
stroyed on the 465, 520, 585 and 655 K isentropes over the periods February 10 
to March 18, 1993 (north) and August 11 to September 16, 1993 (south) as a 
fraction of the number destroyed at 465 K. 
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vorticity to be used as a quasi- Lagrangi an, latitudinal coordinate [Schoeberl et 
al., 1989]. Averaging mixing ratios on isentropes around PV contours eliminates 
adiabatic transport effects, and reveals information about the meridional structure 
of the influence of diabatic and chemical processes. This is more useful than taking 
zonal means which obscure details of the flow and can average together values from 
inside and outside the vortex. 
Time series of the Cl*  amount and estimated total daily ozone loss at 465 K 
averaged around PV contours are shown in Figure 4.13. In both the Arctic and 
Antarctic, the area of high Cl* values shrinks back towards the pole during the 
UARS month, but the effect is more pronounced in the north, where, even at the 
highest latitudes (highest PV values), Cl*  shows a sharp decline beginning around 
the middle of the viewing period. The gradient of the ozone loss rate with respect 
to PV is slightly less than that of the Cl*  because the longer daylength at the 
lower latitudes increases the destruction for a given Cl*  amount. Similarly, it can 
be seen in the south that in the PV region where the reactive chlorine diminishes 
with time, the ozone loss declines less rapidly owing to the increasing illumination. 
Figure 4.14 shows similar PV-averaged time series for the observed ozone and 
the ozone values expected if the estimated chemical loss were the only factor 
impacting them. In the Antarctic, the chemical calculation reproduces the obser-
vations very closely, with the same ozone reduction pattern of maximum depletion 
near the pole decreasing towards the vortex edge apparent in both plots. Over 
the whole PV range, the observed ozone decrease is slightly less than that cal-
culated to arise from chemistry alone. The loss observed in the Arctic shows 
less variation with PV than in the Antarctic, as does the calculated loss, but 
here there is a greater discrepancy between the computed and the observed loss. 
The difference at the higher PV values is outside the estimated uncertainty of 
the calculation, and the overall structure of the estimated chemical loss is not so 
clearly discernible in the observations. This is probably a consequence of a greater 
motion across isentropes in the Arctic, where diabatic effects are expected to be 
more important [Schoeberl ci al., 19921, though it is also possible that there is 
greater horizontal mixing on scales not resolved by the MLS measurements inside 
the more dynamically-active northern vortex. Further work would be required to 
to fully characterise the cause of the different agreement between computed and 
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Figure 4.13: PV versus time cross sections of Cl* mixing ratios (top) and in-
ferred ozone destruction rates (bottom) averaged around PV contours on the 
465 K potential temperature surface. The time periods shown are February 10 to 
March 18, 1993 (north) and August 11 to September 16, 1993 (south). For the 
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Figure 4.14: PV versus time cross sections of ozone computed from chemistry 
alone (top) and the MLS ozone observations (bottom) averaged around PV con-
tours at 465 K. The chemically computed ozone on a given day was obtained by 
integrating the PV-averaged ozone destruction (shown in Figure 4.13) from day 
zero up to that day, and subtracting the result from the observed ozone on day 
zero averaged around the same PV contour. The time periods shown are Febru-
ary 10 to March 18, 1993 (north) and August 11 to September 16, 1993 (south). 
For the southern hemisphere the y-axis is —PV. 
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observed ozone loss in the two hemispheres. 
4.6.1 PV in the Vertical 
Although PV values increase with altitude, the vertical gradient has no particular 
significance, and it is convenient to scale the PV at each height by. dividing it 
by the standard atmosphere value of the static stability, ÔO/'9p, [Baldwin and 
Holton, 1988]. With this scaling, PV on isentropic surfaces has a similar range 
of values throughout the stratosphere, and the value representative of the vortex 
edge changes little with height. 
Figure 4.15 shows the time-average Cl*amount and the ozone change over 
the two UARS months as a function of potential temperature and PV. Although 
maximum Cl*abundances were similar in both hemispheres, the time average is 
less in the Arctic because the Cl*  declined towards the end of the period. This is 
reflected in the ozone reduction which is considerably greater in the Antarctic. It 
appears from the plots that the greater enhancement of Cl*  at higher altitudes in 
the south than in the north previously noted in the vortex averages is principally 
due to differences at the highest PV values. In the Antarctic, the ozone change is 
highly correlated with the Cl*  gradient with respect to both PV and 0, but in the 
Arctic the greatest ozone change occurs at lower PV and higher altitude than the 
Cl*maximum. Again this can probably be attributed to the greater role played 
by diabatic transport processes in the Arctic. 
Similar plots of ozone change in the Arctic vortex of 1979, when the atmo-
spheric chlorine amount was too low to greatly affect the ozone amount, show 
an increase within the vortex throughout the lower stratosphere [Mauncy et al., 
1994a]. This is the behaviour expected for no chemical loss, and reinforces the be-
lief that what is seen for the periods studied here is a consequence of the chemical 
destruction of ozone. 
4.7 Summary, and Implications for Future Years 
Comparison of the ozone destruction rates estimated from MLS ClO measure- 
ments in the 1993 Arctic and Antarctic vortices with the co-located 0 3 retrievals 
provides a stringent test of the chemistry inherent in the calculation. At 465 K in 
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Figure 4.15: Time-averaged Cl* (top) and the change in ozone mixing ratio (bot-
tom) over a UARS month during a northern (left hand plots) and southern winter. 
PV is scaled in 'vorticity units' (s-i). The dotted contour on the bottom plots 
corresponds to zero ozone change.The dashed white line indicates PV values typ-
ical of the vortex edge. For the southern hemisphere the y-axis is -PV. 
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the south, where transport effects might be expected to have a small impact 
relative to the chemistry, good agreement is found between observations and 
chemically-based estimates of both the vortex-averaged ozone loss and its spa-
tial distribution. This suggests the utility of the method and that the transport 
effects are indeed small. It therefore lends confidence to the results of the chemical 
calculations for the north where dynamics clearly play a larger relative role in the 
observed ozone change. In fact, the results for the Arctic do appear qualitatively 
consistent with the expected transport processes. The calculations show that to-
wards the bottom of the Arctic vortex, despite there being only small regions cold 
enough for PSC formation, chlorine can be sufficiently activated to give vortex-
averaged ozone loss rates similar to those in the Antarctic where PSCs are much 
more widespread. While the reactive chlorine remained enhanced, the estimated 
loss on the 465 K surface was per day in both the northern and southern 
winter/spring vortices of 1993, the greater time-integrated loss in the south being 
due mainly to the longer persistence of low temperatures and enhanced Cl*  in this 
hemisphere. 
Prediction of ozone loss in future years is hampered by the large interannual 
and intra-annual variability of the conditions which may influence loss rates. For 
instance, during 1993, the year examined here, stratospheric aerosol loadings were 
still significantly enhanced in the aftermath of the Mt. Pinatubo eruption in 
1991. The variables of greatest significance in determining polar ozone loss are 
the spatial and temporal extent of low temperatures and the duration of the 
vortex into the spring season. In general, the variability in the Arctic is greater 
than in the Antarctic owing to more vigorous wave activity. Although the 1992-
1993 northern winter was relatively cold, it was not unprecedentedly so, and in 
previous years sub-PSC temperatures have been known to persist until as late as 
mid-March [NOAA, 1993a], i.e. about 3 weeks longer than in 1992-1993. The 
re-occurrence of such a cold winter in the next decade or so would be likely to 
result in a total ozone destruction at some 0-levels comparable to that which 
has been regularly seen in the south. Since the warming of the vortex in early 
spring which eventually leads to its breaking up is due mainly to absorption of 
radiation by ozone, the possibility of a positive feedback exists with the vortex 
persisting longer the more ozone is destroyed. A narrower vertical range of intense 
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loss in the north than in the south, such as was seen here, might, however, limit 
the impact on the ozone column. Also, there is a rapid increase in ozone in 
the Arctic mid-stratosphere during early spring compared with a much smaller 
increase in the Antarctic [Manney et al., 1993]. Higher altitudes thus contribute 
more significantly to the column in the Arctic helping to mask any decrease in 
lower stratospheric ozone. 
Given the comparatively slight interannual variability in the meteorology of 
the southern winter, it seems likely the pattern of ozone destruction seen here is 
fairly representative of the chemistry which has given rise to the Antarctic ozone 
holes of recent years. The results suggest that at present the ozone destruction 
is limited by the available stratospheric chlorine since almost all this chlorine is 
in reactive form during the critical late-winter/early-spring period. This would 
imply that the ozone destruction may increase yet further as the atmospheric 
chlorine loading climbs towards its peak at around the turn of the century. 
Chapter 5 
A General Circulation Model 
Study of Antarctic Ozone 
Depletion 
5.1 Introduction 
The preceding chapter described observationally-based calculations of the influ-
ence of chemistry on the ozone abundance within a northern and southern polar 
vortex, and the results suggested that, particularly in the Antarctic, intense ozone 
destruction in the lower stratosphere can outweigh dynamical redistribution of 
ozone for considerable periods of time. However, while chemical and transport 
processes can to an extent be inferred from observations of atmospheric con-
stituents, their individual contributions to the evolution of the observed fields 
can not be entirely resolved in this way. It is appropriate, then, to turn to a 
chemical-transport model to further investigate the relative impacts of chemistry 
and atmospheric motions on the ozone distribution inside the vortices. 
Numerical models are an important tool in the effort to improve our under-
standing of the atmosphere, and, depending on the purpose for which they are 
designed, their complexity can vary enormously. As we have seen, models suit-
able for investigating a particular process in isolation from the atmosphere as a 
whole can be very simple, but the complete simulation of the radiative-chemical-
dynamical behaviour of an atmosphere requires a highly sophisticated 3-1) model. 
Large-scale atmospheric motions can be fully described by a relatively small num-
ber of hydrodynamic and thermodynamic equations; depending on the formula- 
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tion, as few as five equations operating on a field of five variables may suffice. 
Models which solve these equations to simulate the dynamical behaviour of a 
whole atmosphere are known as general circulation models (GCMs). Essentially 
two classes of model are used; categorised according to the form of the basic equa-
tions with which they deal: primitive equation or quasi-geostrophic [Brasseur and 
Solomon, 1986]. Although the number of equations to be treated is small, they are 
highly non-linear and cannot be solved analytically; as a consequence numerical 
techniques, which are extremely demanding of computer resources, must be used. 
Even in GCMs not all the relevant processes can be modelled in complete detail 
and a number of simplifications have to be applied. Physical processes such as 
water change of state, and exchange of heat between the ocean and the atmosphere 
are very complex and must be parameterised in some way. Similarly, some very 
small scale processes such as cumulus convection which are too small to be resolved 
by the model grid can have an important impact on the larger-scale motions, 
and parameterisations must be included to account for them. These limitations 
notwithstanding, GCMs can be a valuable aid in interpreting observations, since, 
unlike observed fields, model fields are completely known. Moreover, once some 
confidence has been gained in the 'truth' of the model simulations by comparison 
with observations, they can be used to forecast future atmospheric developments 
under different scenarios. 
5.2 Experimental Design 
The aim of this study was to examine the relative contributions of chemistry and 
dynamics to variations in the ozone abundance and distribution within the south-
ern winter vortex, and to ascertain if the modelled transport processes, specifically 
the cross isentropic transport of ozone, are consistent with the close agreement 
between the chemical loss estimated from MLS CIO measurements and the ob-
served changes in ozone mixing ratios in the 1993 Antarctic vortex. No attempt 
was made to model the specific atmospheric conditions of the 1993 southern vor-
tex because, while it is possible to initialise the model with observed winds, the 
modelled fields diverge rather quickly from the real atmosphere, and after a few 
days the relationship is lost. Rather, the intention was to simulate a 'representa- 
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tive' vortex. The Antarctic vortex is more suitable than the Arctic for a study of 
this nature because the dynamical effects are not so complex in the south and the 
degree of interannual variability is less, making comparison between model and 
observations more straightforward. 
The principal element of the experiment involved running a 0CM for the 
months of August and September and comparing the behaviour at high latitudes 
of an ozone tracer subject to chemical change with that of a passive tracer given the 
same initial field. Since the two tracers undergo the same transport, differences in 
their evolution during the course of the run can be due only to chemistry. However, 
as the run proceeds and the distribution of the two tracers becomes significantly 
different, the amount of each tracer transported by the same advective process may 
no longer be the same. To allow for this effect several passive tracers were used, 
initialised at different stages of the the run with the 'chemical' ozone distribution 
then current. Also, in order that only chemistry occurring within the polar vortex 
should cause divergence of the chemically-active and passive ozone-like tracers, 
the 'passive' tracers were in fact given the same chemical tendency as the ozone 
in all regions outside the lower vortex (Section 5.4.3). 
To assist in diagnosing dynamical processes in the model, two additional pas-
sive tracers were included in the run, one with initial field set equal to the potential 
temperature (0) and the other with initial field set equal to the PV. Because the 
distributions of these tracers show large gradients in the vertical and horizontal 
respectively, they are useful in identifying motion in these dimensions. As a fur-
ther aid to elucidating transport processes, a number of particle trajectories were 
also calculated (Section 5.4.3). 
5.3 Selection of Model 
At the time this study was performed, two versions of GCM were available for the 
experiment. Each version had certain advantages and disadvantages, and it was 
necessary to decide which was the more appropriate for the study at hand. The 
two models were the UK Universities Global Atmospheric Modelling Programme 
(UGAMP) General Circulation Model (UGCM) and the Extended UGCM (EU-
GCM). Although derived from a common source and having many features in 
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common, these models do differ in several significant respects, the most fun-
damental difference being their vertical ranges. The UGCM has its top level 
at 10 hPa, i.e. around the middle of the stratosphere, whereas the EUGCM 
is a full troposphere-stratosphere-mesosphere model with its upper boundary at 
0.0017 hPa. The atmospheric region of greatest relevance to the intended study 
is the portion of the vortex where the maximum ozone destruction takes place. 
This lies below 10 hPa, so is within the domain of the UGCM, but the question 
arises whether this region can be accurately modelled for a timespan of weeks or 
months without considering processes occurring higher in the atmosphere. On 
the other hand, while the EUGCM provides a more complete representation of 
the atmosphere, its use with full chemistry incurs a large overhead in terms of the 
computing resources required, limiting the number and duration of integrations 
which can be carried out. Prior to the main experiment, some preliminary runs 
were performed to determine which model version, the EUGCM or UGCM, was 
more suitable for the planned investigation. Before discussing these integrations, 
a brief description of the models is given below. Many features of the UGCM 
are common to the EUCCM, so the former is described first, followed by a brief 
discussion of the points where the EUGCM differs. 
5.3.1 The UGCM 
The UGCM is a full 3-1) primitive equation model based on cycle 27 of the Eu-
ropean Centre for Medium-Range Weather forecasts (ECMWF) model [Tibaldi 
et at., 1990]. The primitive equations are expressed in terms of vorticity, diver-
gence, temperature, specific humidity and log surface pressure. It is a 'spectral' 
model using the standard spectral transform technique for horizontal advection, 
with the behaviour of the prognostic variables represented by a truncated series 
of spherical harmonics [Simmons et al., 1989]. This technique has the advantages 
of being formally accurate, coping well near the poles and allowing straightfor-
ward implementation of the semi-implicit time stepping scheme of Hoskins and 
Simmons [1975]. In all the UGCM and EUGCM integrations described hereafter, 
the horizontal resolution was T21; i.e. isotropic or 'triangular' truncation at total 
wave number 21, retaining the first 21 spectral coefficients. This corresponds ap-
proximately to a resolution of 50  by 50 in latitude and longitude. Contributions 
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to tendencies from parameterisation schemes are calculated in physical space on 
a grid of 64 longitude by 32 (Gaussian) latitude points and then transformed to 
spectral space. In the vertical the model has 19 levels extending from the surface 
to -30 km; the resolution in the stratosphere is rather course with levels at ap-
proximately 10, 30, 50, 75, 100 and 140 hPa. A hybrid sigma/pressure coordinate 
system is used, where sigma = pressure/surface pressure. This combines the ad-
vantages of sigma coordinates in the troposphere where isobars may intersect the 
Earth's surface, with the simplicity of pressure coordinates higher up. Because 
the variables are stored at fixed latitudes and longitudes and at pressures which 
vary little in time, the UGCM is essentially an Eulerian model, but a Lagrangian 
perspective can be added by the inclusion of trajectory calculations. Annual cycle 
runs are made by varying the solar zenith angle and using monthly climatology 
data for deep soil temperature and moisture and sea surface temperatures. The 
Earth's orography is spectrally fitted and smoothed before being included as a 
boundary condition in the model. The principal model parameterisation schemes 
are described below. 
Radiation 
The UGCM radiation scheme is the tropospheric scheme developed by Morcrette 
[1990] used with seasonally varying climatological ozone profiles. Clear sky long-
wave fluxes are evaluated with an emissivity method, and shortwave fluxes com-
puted using a photon path distribution method to separate the contributions of 
the scattering and absorption processes to the radiative transfer. In the longwave 
clouds are introduced as grey bodies with a longwave emissivity depending on the 
cloud liquid-water path. Cloud shortwave radiative parameters are optical thick-
ness and single scattering albedo, which have been fitted to in-situ measurements 
of stratocumulus clouds. 
Convection 
The parameterisation of deep, precipitating convection in the troposphere is based 
on the principles of Kuo [1974], in which the heating and and moistening by cu- 
mulus clouds are related to the local moisture supply from large-scale convergence 
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of moisture and surface evaporation. Shallow cumulus convection is treated in the 
manner described by Tiedtke et al. [1988]. 
Vertical Advection 
Vertical advection of momentum, temperature, moisture and tracers in the UGCM 
is represented by the total variation diminishing scheme described by Thub urn 
[1993]. This flux limited scheme eliminates the characteristic undershoot and 
overshot errors given by traditional 2nd order centred difference schemes at lo-
cations where there are sharp changes in the vertical gradient of an advected 
quantity. 
Gravity Wave Scheme 
The UGCM incorporates a gravity wave scheme based on the work of Palmer et 
al. [1986] which includes in each column an orographically forced wave packet 
with zero horizontal phase speed. Although a much simplified representation of 
the true situation, this scheme has been shown to significantly improve simulation 
of the atmosphere by, for example, alleviating a systematic westerly bias in the 
circulation. 
5.3.2 The EUGCM 
The EUGCM was developed from the UCCM to provide a resource for middle 
atmosphere modelling. It extends from the the surface to approximately 90 km, 
with 47 vertical levels and a vertical resolution in the middle atmosphere of be-
tween 2 and 3 km (somewhat finer than the UGCM). The EUOCM dynamics are 
the same as those of the UGCM, but some physical processes in the UGCM such 
as deep convection which are irrelevant in the middle atmosphere are switched 
off above a certain level. For other physical processes which occur in both the 
troposphere and middle atmosphere, the schemes developed for the troposphere 
have to be replaced or modified in the middle atmosphere. The principle examples 
are the radiation and gravity wave schemes (below). 
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MIDRAD Radiation Scheme 
The Morcrette scheme used in the UGCM is not suitable for use throughout the 
middle atmosphere because, for example, transition from collision broadening to 
Doppler broadening in the thermal infra-red which occurs in the mid stratosphere 
is not represented, nor is absorption of shortwave radiation by 02 which becomes 
important above the middle stratosphere. The EUGCM therefore includes an 
additional radiation scheme designed solely for use in the middle atmosphere - 
the MIDRAD scheme [Shine, 19871. This scheme includes short wave heating 
due to ozone and diatomic oxygen, and long wave heating due to carbon dioxide, 
ozone and water vapour. A Curtis matrix method is used for the ozone and carbon 
dioxide long wave heating. The MIDRAD scheme is merged with the tropospheric 
scheme by taking linear combinations of the heating rates produced by the two 
schemes over several model levels above the tropopause. 
EUGCM Gravity Wave Scheme 
Including the UGCM gravity wave scheme, with its single orographic wave, in 
the EUGCM leads to a better representation of the middle atmosphere than no 
gravity wave scheme at all; for instance, it serves to close the westerly jet in the 
middle atmosphere and to separate the tropospheric and stratospheric jets in the 
northern winter. The simple scheme does, though, have several limitations. The 
main drawback is that the waves of zero phase speed encounter critical levels in the 
tropics and in the summer hemisphere and are effectively blocked from reaching 
higher levels in the middle atmosphere. The consequent absence of drag due to 
breaking waves in the tropical and summer mesosphere leads to large errors in 
the meridional circulation and the temperature and zonal wind fields. In reality, 
gravity waves with a wide spectrum of phase speeds have been observed in the 
middle atmosphere and are believed to be generated by a number of mechanisms 
(Section 1.6.2). To account for this, the EUGCM uses a modified version of the 
UGCM scheme which allows the user to include an arbitrary number of non- 
orographic waves and to specify the source-level, direction, phase speed and the 
amplitude of the upward momentum flux for each wave separately. 
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5.3.3 Test Integrations 
Parallel runs of the EUGCM and UGCM were used to ascertain if the dynamical 
processes within the two models differed sufficiently for there to be a significant 
divergence of tracer fields over the time-scale of interest. The models were run 
without chemistry for 20 days, each starting from the same initial conditions 
corresponding to August 15 (the UGCM initial conditions were a subset of those 
from the EUGCM). Both runs included one passive tracer initialised with the 
potential temperature field (referred to hereafter as the 0-like tracer), and another 
initialised with a representative ozone field. Also, a number of particle trajectory 
calculations were started from equivalent locations in each model run. In addition, 
the EUGCM run included two passive tracers which were given a constant field 
above, and a zero field below, two different pressure levels situated higher than the 
top level of the UGCM. For consistency with the UGCM, the EUGCM integration 
included only the single orographic gravity wave in each column. 
Figures 5.1a and 5.1b present isentropic zonal-mean, latitude-altitude sections 
of the 0-like tracer from day 20 of each run. The vertical section shown corre-
sponds approximately to the region of the stratosphere between the tropopause 
and the top of the UGCM. As one would expect, the general features of the two 
plots are similar, showing descent at high latitudes, especially in the winter hemi-
sphere, relative to the tropics. However, it does appear that, in both models, the 
initial stratospheric temperatures were slightly too warm for the configurations 
of these current runs, as even in the tropics the 0-like tracer has descended rela-
tive to the potential temperature contours, indicating that the air has diabatically 
cooled during the twenty days of integration. Notwithstanding this overall cooling 
trend in both models, some differences between their behaviours are in evidence, 
particularly at the highest 0-levels, where the polar descent is more pronounced 
in the EUGCM, and ascent in the equatorial zone slightly greater in the UGCM. 
The fact that the largest discrepancies between the two models are manifest near 
the top of the UGCM suggests that this model is probably not able to properly 
represent the atmosphere so close to its lid at 10 hPa. As a more direct com-
parison of transport processes in the different models, the trajectories of parcels 
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Figure 5.1: a + b: Isentropic zonal-mean, latitude-altitude sections of the 0-like 
tracer after 20 days of integration of the EUGCM (a) and UGCM (b). c: From 
day 20 of the EUGCM run - an isobaric zonal-mean, latitude-altitude section of 
a passive tracer which initially had a uniform positive field above 10 hPa and a 
zero field below. d: As 'c' but for a tracer initialised only above 1 hPa. 
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model were followed over the course of the run. The potential temperatures of 
equivalent parcels in the Antarctic region did show the same basic trend in both 
models, consistent with them being subject to similar large-scale dynamics, but 
their paths were somewhat displaced and small-scale events peculiar to one model 
or the other were not infrequent. 
Figures 5.1c and 5.1d are plots from day 20 of the EUGCM run showing the 
final distribution of the two tracers whose initial distributions were non-zero only 
above 10 and 1 hPa. It can be seen that in the extended model there has been 
considerable influx of air into the lower winter vortex from levels above the top of 
the UGCM, emphasising the limitations of the 'smaller' model. 
The critical criterion determining the choice of model is the effect of any in-
consistencies between them on the transport and re-distribution of ozone. The 
difference in the final fields of the passive ozone-like tracers from the two runs are 
illustrated in Figure 5.2 in the form of a polar stereographic map on the 465 K 
surface. Near the fringe of the polar vortex, differences of up to ±0.5 ppmv, 
i.e about 20% of the ozone mixing ratio, occur. These are significant inequalities, 
given that the ultimate aim of the experiment is to compare a passive ozone tracer 
and an ozone tracer subject to chemistry, which are expected to diverge at a max-
imum rate not much greater than 1% per day. The manner in which the sign of 
the disparity oscillates around a latitude circle suggests that differing planetary 
waves in the two models may be the cause of these large discrepancies. 
All the differences outlined above, along with the realisation that the dispari-
ties noted in the 20-day runs must become more pronounced over a longer period, 
led to the conclusion that the extended model should be used for the main exper-
iment, notwithstanding its computational expense. 
5.4 Details of the Main EUGCM Run 
5.4.1 Gravity Wave Configuration 
Because the object of the experiment is to investigate the relative contribution 
of chemistry and dynamics to ozone change, it is important that the transport 
processes affecting the ozone distribution should be accurately modelled. In the 
well-contained southern polar vortex, the dominant transport process is the gen- 
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Figure 5.2: Polar stereographic map of the 465 K distribution of a passive ozone-
like tracer after 20 days integration of the EUGCM, minus the distribution of the 
same tracer after 20 days integration of the UGCM. The initial tracer field was 
identical in the two models. Units are ppbv. Plot area is from the South Pole to 
30°S. 
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eral downward air-flow associated with the mean circulation. Vortex temperature 
is a good indicator of this descent rate because the temperature is largely gov -
erned by a balance between radiative cooling and adiabatic heating caused by 
compression of descending air. For this reason it is desirable to configure the 
model to have the temperature in the Antarctic vortex as realistic as possible. 
The vortex temperature is also important in its own right because of its effect on 
chemical reaction rates, some of which are highly sensitive to changes of only a 
few Kelvin. This is particularly true of the heterogeneous reactions, which can 
occur only when the temperature has fallen below a threshold value allowing the 
formation of polar stratospheric clouds. Traditionally, 3-D stratospheric models 
underestimate polar temperatures ('cold-pole'), evidently due to a lack of dynamic 
activity [Mahiman and Umscheid, 1987]. This leaves the model atmosphere too 
close to radiative equilibrium and leads to weak estimates of wintertime descent, 
resulting in a more isolated polar vortex. Observations suggest that the southern 
vortex is closer to radiative equilibrium than the northern vortex, but still not so 
close as is often simulated. 
An important factor influencing the temperatures in the EUGCM, and one 
which is amenable to 'tuning', is the gravity wave specification. A number of pre-
vious runs of the model with different treatments of gravity waves were examined, 
including one with no explicit waves, but with all-pervasive Rayleigh friction caus-
ing the zonal wind to linearly relax back towards zero. The best run on the basis of 
agreement between the modelled winter polar temperatures and the climatological 
values was one which included, in addition to the orographically forced gravity 
waves, sixteen other waves each with momentum flux 0.5 x 10 N m 2 , launched 
from 250 hPa. Waves with phase speed 10 m s 1 and 20 m s were directed at 
angles of 00,  45°, 90°, 135°, 180°, 225°, 270° and 315° measured anticlockwise 
from eastward. Figure 5.3 shows zonal-mean temperature from a September day 
of this run, along with the September climatology from Fleming et al. [1990]. 
The temperatures near the southern pole are in fairly close agreement, as are the 
vertical and horizontal extent of the region of lowest temperatures in the lower 
stratospheric vortex, with the minimum temperatures located just above 100 hPa 
in both cases. Further analysis of this model run revealed that at various pres-
sures the horizontal areas cold enough for PSCs to form were quite realistic and 
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Figure 5.3: top: September-average of the zonal-mean temperature from a EU-
GCM run with the gravity wave configuration adopted for the experiment. (The 
run began in the preceding January.) bottom: CIRA temperature climatology for 
September from Fleming et al. [1990]. Contour interval = 5 K. 
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Individual Species Families 
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Table 5.1: Chemically active species in the EUGCM photochemical scheme. 
the shape and size of the vortex as indicated by potential vorticity contours was 
not unreasonable. The gravity wave specification outlined above was therefore 
adopted for the experiment. 
5.4.2 Photochemical Scheme 
The gas-phase photochemical scheme used in the UGAMP GCMs is a fairly com-
prehensive package containing some 70 chemical and photochemical reactions 
[Lary, 1991]. Chemical change is calculated for 20 species, some of which are 
grouped into families as shown in Table 5.1. Continuity equations are solved for 
each family or individual species apart from the HO,, family which is very short 
lived and is assumed to be in photochemical equilibrium at all times. With the 
exception of HO,, which is not transported, families are advected as a whole by 
the model winds rather than separate transport terms being calculated for each 
member. In addition to the time-varying species, the long lived constituents H 2 O, 
11202, CO and C11 4  are given a fixed zonal-mean distribution. Photolysis rates are 
calculated using a photochemical radiative transfer model which includes a treat-
ment of multiple scattering and an assumed meri dionally- varying surface albedo. 
A standard middle latitude ozone profile is used in the calculation of optical depth. 
Photodissociation coefficients (J values) are calculated for solar zenith angles up 
to 960 . All reaction rate parameters and absorption cross sections used in the 
chemical scheme are taken from DeMore et al. [1992]. The expressions for chem-
ical rate of change are integrated by an Euler Backwards implicit timestepping 
scheme [Stott and Harwood, 1993]; the chemical timestep varies from 30 seconds 
during sunset and sunrise to 15 minutes at night. 
As well as the gas-phase reactions, the model also includes a very simple 
5.4 Details of the Main EUGCM Run 	 119 
representation of heterogeneous reactions on PSCs. The reactions 
(R5.1) 	 HC1() + C1ONO 2 (g) -i C12(g) + HNO3() 
(115.2) 	 H2O() + C1ONO2(g) -4 HOC1(g) + HNO3() 
(115.3) 	 1120(C) + N205(g) -4 2HNO3() 
are turned on at constant rate wherever the model temperature falls below 195 K 
and the reactant concentrations are non-zero. Thus no account is taken of the 
partial pressures of water vapour or nitric acid in deciding the likelihood of PSC 
formation and no distinction is made between the surface chemistry of Types I and 
II clouds. The C12  produced by reaction (R5.1) is assumed to dissociate immedi-
ately to produce Cl. Because the model has no treatment of solid phase nitric acid, 
the nitric acid product of reactions (115.1), (115.2) and (115.3) is, unrealistically, 
put straight into the gas phase where it is immediately available for photolysis. A 
corollary of this is that the model has no representation of cloud sedimentation, 
which is thought to be responsible for the observed denitrification of the win-
ter Antarctic atmosphere. Although heterogeneous reactions on sulphate aerosols 
are not included in the model itself, the chemical initial conditions come from a 
model which does include these reactions (Section 5.4.3). Aerosol chemistry is 
expected to be relatively unimportant inside the Antarctic vortex during the time 
of the model run because the heterogeneous reactions which occur on the sulphate 
particles proceed much more rapidly on the surface of PSCs. 
Bromine Chemistry 
The photochemical scheme described above does not contain any bromine reac-
tions. Including these reactions in a GCM is troublesome because bromine species 
tend to have rather short lifetimes meaning that their proper treatment requires 
small chemical timesteps which are computationally expensive. Nevertheless, as 
has been discussed in Chapter 4, the BrO + CIO catalytic cycle can have a 
significant impact on polar ozone loss rates. In the light of this, a chemical pa-
rameterisation for dealing with bromine chemistry was developed specifically for 
this experiment. The parameterisation allows the ozone destruction due to BrO 
+ CIO to be calculated outside the models standard photochemical package and 
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stored for 'ofiEline' diagnosis. It has no effect on the chemical tendencies calcu-
lated during the actual model run. The approach taken is rather similar to that 
described for the BrO + CIO cycle in Chapter 3, but because the model contains 
the concentrations of chemical species which are not available from the MLS ob-
servations, fewer assumptions are required and the validity of the treatment is not 
dependent on the CIO concentration being greatly enhanced. 
With regard to the partitioning of bromine reactions among the various com-
pounds, the most important reactions are thought to be [Solomon et al., 1989] 
(R5.4) BrO + CIO - C102+ Br  
(R5.5) BrO + CIO - BrC1 +02  
(R5.6) BrO + CIO -* OClO + Br 
(R5.7) BrC1 + hv - Br + Cl 
(R5.8) BrO + NO 2  + M -p BrONO 2 + M (k8 ) 
(115.9) BrONO 2 + hv -+ BrO + NO2 
(R5.10) Br +0 3 -p BrO +02 (k10 ) 
Other species such as HBr and HOBr are believed to contain only a small fraction 
of the total bromine amount. Reactions (R5.4) to (R5.10) are sufficiently fast 
during the daytime that photochemical equilibrium is a reasonable approximation 
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These can be re-arranged to give 
[BrC1] - k 5 [CIO] 
(5.4) 
[BrO] - JBrC1 
[BrONO 2] - k8 [NO 2][M] 
[BrO] - JBrONO2 	
(5.5) 
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[Br] - k4 + k5[C10] 	
(5.6) 
[BrO] - 	k10 [03 ] 
[Br0} - 
- [Br] + [BrC1] + [BrONO 2] ± [BrO] 	
(5.7) 
 1 + RBrC1 + RBr + RBrONO2 
where Rx [X]/[Br0]8. 
[NO 2], [CIO] and [0 3] are all available at each model timestep as is the temper-
ature, so by calculating JBrC1  and JBrONO2  for each daylight gridpoint, [BrO] and 
hence f[C1O][Br0]dt where t is the chemical timestep can be evaluated. (A value 
of 12 pptv was assumed for the sum of the mixing ratios of the bromine species.) 
By summing the results for all the daylight timesteps over a 24 hour period, the 
daily ozone loss due to the CIO + BrO cycle was calculated throughout the model 
run at each grid location in the Antarctic stratosphere (but not added to the 
chemical tendency). Bromine species are present in such low amounts that their 
inclusion in the photochemical scheme would be expected to have little effect on 
the abundances of the other ozone-destroying species. Therefore subtracting the 
integrated ozone loss calculated for the BrO cycle up to any time during the run 
from the modelled ozone field at that same time should give a reasonable approx-
imation of the field expected were the bromine reactions fully incorporated in the 
photochemical scheme. Also, because the EUGCM's radiation scheme does not 
use the modelled ozone field, the system's dynamics are unaffected by the extent 
of the chemical ozone loss, so would not be changed were the bromine catalysed 
destruction included in the model tendencies. 
5.4.3 Model Initialisation 
Dynamics 
The EUGCM was initialised with dynamical fields for mid June taken from a 
previous run of the EUGCM which had itself been initialised from the ECMWF 
meteorological analysis for 12 GMT January 15, 1987. The model was then run 
for 6 weeks without chemistry to bring the data up to the desired starting date 
of August 1. This period of integration ensured that the dynamical fields were 
balanced and the effects of the differences between the current model configuration 
and that of the previous run were 'forgotten' before the start of the experiment. 
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Chemistry 
The initialisation of the chemical fields is an important factor in determining 
the quality of a 3-D chemical simulation. The species in the EUGCM were ini-
tialised with fields taken from the 2-1) model of Kinnersley and Harwood [1993]. 
Rather than initialising with simple zonal-mean fields, an attempt was made to 
capture the azonality of the polar vortex by using an initialisation method based 
on 'equivalent' latitude and potential temperature coordinates [Lary et al., 1995]. 
Equivalent latitude 0e  is a normalised version of the potential vorticity, calculated 
by considering the area enclosed by a given PV contour on a given 0-surface. The 
qe assigned to any point on this contour is the latitude of the latitude circle which 
encloses the same area as the PV contour. Zonal-mean fields of equivalent latitude 
and potential temperature were calculated from the 2-1) model temperature field, 
and these were used to map the constituent mixing ratios onto the 3-1) model grid 
using q and 0 at each point. Thus the model fields were constrained to follow the 
morphology of the polar vortex. The use of equivalent latitude as a coordinate 
ensures that the range of values is the same (900  to —900 ) in both the initial data 
and the reconstructed field. This would not necessarily be true for PV itself. 
The above method of initialising tracer fields is most suitable for the longer-
lived constituents whose concentrations are controlled mainly by atmospheric mo-
tions; for more reactive species chemistry also plays an important role. If the 
temperature and radiation fields for the situation from which the 3-D model is 
to be started are significantly different from those of the 2-1) model, then the 
initial partitioning of the shorter lived species will be inappropriate. A further 
chemical balancing step was thus performed. This comprised a 1-day 'chemistry 
only' integration of the 3-1) model with no transport, which allowed the reactive 
constituents to come into equilibrium with the initial meteorological conditions. 
Passive Tracers and Trajectories 
In addition to the chemical tracers, three passive tracers were included in the 
model's initial data. Two of these were initialised with their respective 'mixing 
ratios' equal to the value of PV and 0 at each gridpoint over the whole model 
domain. The third passive tracer was given the same field as the model ozone 




















(, D, T, q, ln(p) 
Hybrid a, p  47 levels up to 90 km, resoln 2-3 km 
Flux limited scheme [Thuburn, 1993] 
Spectral, triangular truncation at T21 
Semi-implicit, 15 minute timestep 
Kuo [1974] 
Troposphere [Morcrette, 1990] 
Middle atmosphere MIDRAD [Shine, 1987] 
1 orographic per column plus 16 non-orographic 
Palmer et al. [1986] 
EUGCM fields 
Lary [1991] 
Implicit [Stott and Harwood, 1994] 
variable timestep 30-900s 
qe, 0 from 2-D model [Kinnersley and Harwood, 19941 
PV-like, 0-like and 0 3-like 
900 
August 1 to September 29 
Table 5.2: Summary of model configuration and integration. 
after the chemical balancing step had been performed. While ozone has a rel-
atively long lifetime in the polar vortex and so is not expected to show a large 
initial adjustment, this ensured that there would be no abrupt divergence of the 
two tracers at the start of the run simply because the ozone was not initially in 
photochemical equilibrium. As mentioned earlier, in order to highlight chemical 
process occurring within the Antarctic vortex, the passive ozone-like tracer was 
actually inert only in the lower and middle stratosphere at high southern latitudes, 
elsewhere (above 8 hPa and northwards of 45 0 S) it was given the same chemical 
tendency as the ozone. Similar partially inert tracers were introduced at 9-day 
intervals during the run with the ozone distribution then current. 
Nine hundred particle trajectories were calculated during the run. The parti-
cles were initially located on the 100, 50, 20, 10, 5.0, 2.0, 1.0, 0.5, 0.2, and 0.1 hPa 
pressure surfaces at -40°, -50°, -60°, -70 0 and -80° latitude, spaced by 20 0 in 
longitude. The full details of the final model integration are summarised in Table 
5.2. 
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5.5 Results 
5.5.1 Chlorine Chemistry 
Polar stereographic maps of the southern hemisphere temperature and potential 
vórticity on the first day of the run at 0 = 465 K are presented in Figure 5.4. 
The polar vortex is easily discernible, its boundary well defined by the relatively 
narrow band of strongest PV gradient. An extensive area around the centre of the 
vortex has temperature below 195 K, the threshold at which PSCs are assumed 
to be present and the model's heterogeneous reactions switched on. Therefore 
these reactions are crucial to the ongoing chlorine and nitrogen chemistry. Figure 
5.5 is a zonal-mean time-latitude section on the 465 K surface showing how the 
temperature and CIO. (Cl + CIO + 2Cl 2 02 ) fields develop over the course of the 
run. As the integration proceeds, the 195 K temperature contour moves gradually 
towards the pole, but an extensive region within which heterogeneous reactions 
can occur is always present. The initial C1O, concentrations taken from the 2-1) 
model are already somewhat enhanced, but the CIO,, continues to increase over the 
initial period of the run reaching a maximum of '-3 ppbv around days 20 to 25. At 
this time, virtually all the inorganic chlorine in the lower vortex is in reactive form, 
and the concentrations of the reservoir species HC1 and C1ONO 2 have fallen very 
close to zero. A zonal-mean profile of CIO,, from day 20 is presented in Figure 
5.6. This shows ClO, near the southern pole significantly enhanced between 
about 350 and 750 K, with the maximum occurring at the highest latitudes near 
520 K. The greatest equatorwards spread of the enhanced values is at slightly lower 
potential temperatures. This distribution is not dissimilar to that derived from 
MLS Antarctic CIO observations as shown, for example, in Figure 4.15 in Chapter 
4, and it suggests that the simple treatment of PSC chemistry in the model is, 
at the least, reproducing the main features of the chlorine activation process. 
Thus the perturbed chemical environment as represented in the model should be 
sufficiently close to reality to allow some meaningful insights into the behavior of 
ozone within the Antarctic vortex. However, it can be seen from Figure 5.5 that 
after day 20, ClO, begins to decline at the lower latitudes, while continuing to 
increase for a few days nearer the pole before starting to decline there also. This 
deactivation of chlorine occurring while sub-PS C temperatures are still widespread 
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Figure 5.4: Polar stereographic maps of the temperature (K) and PV (10-6 
Km2 kg- ' s') fields at 465 K potential temperature on August 1, the first day of 
the integration. Plot area is from the South Pole to 25°S. 
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Figure 5.5: Zonal-mean, time-latitude sections of CIO. (CIO + C1 2 0 2 + Cl) 
(ppbv) and temperature (K) on the 465 K potential temperature surface. The 
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Figure 5.6: Zonal-mean, latitude-altitude section of CIO,, (ppbv) on August 20 
(day 20 of the run). 
is connected with the increasing solar illumination, and it highlights a deficiency in 
the model's PSC scheme. Figure 5.7 shows the time series of (gaseous) nitric acid 
(11NO 3) equivalent to that shown for CIO,, in Figure 5.5. The HNO 3 concentration 
displays a time variation similar to that of the CIO,,, reaching a maximum around 
the middle of the run and then declining towards the end. In the real atmosphere, 
the HNO 3  produced by the heterogeneous reactions would be largely in the solid 
state, and would remain so until the temperature rose sufficiently to cause the 
PSCs to evaporate. The rate of photolysis of HNO 3 would therefore be limited 
more by the vortex temperature than by the available illumination. In the model, 
where the 11NO 3  is treated as a gas at all times, this temperature dependence is not 
represented, and the HNO 3  begins to fall through photolysis at an unrealistically 
early date. So although the model simulation would appear to be adequate up 
until the time when the insolation becomes significant, it must be considered to be 
somewhat less satisfactory thereafter. The effect of the HNO 3 photolysis is shown 
in Figure 5.8, a plot of chlorine nitrate (C1ONO 2 ) at 0 = 465 K from day 21 of 
the run. High values of C1ONO 2  are in evidence near the edge of the vortex as the 
NO 2  liberated from the photodissociation of HNO 3 combines with CIO to form 
C1ONO 2 . The vortex interior is nearly empty of C1ONO 2 at this time because 
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Figure 5.7: Zonal-mean, time-latitude section of nitric acid (ppbv) on the 465 K 
potential temperature surface. The time period shown is from August 1 to Septem-
ber 29. 













Figure 5.8: Polar stereographic map of the 465 K mixing ratio of modelled C1ONO 2 
on August 21 (day 21 of the run) showing a pronounced 'collar'. Plot area is from 
the South Pole to 40'S. 
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next few days (not shown) the ring of C1ONO 2 thickens as its inward edge moves 
towards the pole. This chlorine nitrate 'collar' is a well known feature which has 
frequently appeared in satellite observations, but its manifestation in the model 
is somewhat premature for the reasons explained above. 
5.5.2 Ozone Change 
Figure 5.9 shows a zonal-mean, time-latitude section of ozone on the 465 K isen-
tropic surface. (Strictly, the model output is 0, (03 + 0), but in the lower 
stratosphere virtually all the odd oxygen is present as 0 3 .) Close to the pole, 
the zonal-mean ozone mixing ratio has gone down by about 0.5 ppmv ('20%) 
between the start and end dates of the integration. Given the enhanced reactive 
chlorine present in this region, a decrease of this order might be expected from 
chemical destruction. However, at slightly less southerly latitudes equatorwards 
of about 700 the ozone abundance remains essentially constant even though ele-
vated Cl0 amounts implying chemical loss have been present for most of the run 
at these latitudes also. An explanation for these observations can be obtained 
by looking at the equivalent time-section for the passive ozone-like tracer, which 
is also shown in Figure 5.9. At the highest latitudes, where the ozone shows a 
pronounced decrease, the passive tracer amount shows little change, but slightly 
further equatorwards where the ozone has remained almost constant, the passive 
tracer amount has increased by around 0.5 ppmv. These findings suggest that 
while the chemical destruction occurring close to the pole is manifest in the evolv-
ing ozone distribution, a significant destruction at slightly lower latitudes is being 
concealed by a dynamical enrichment process. 
Figure 5.10a shows a polar stereographic view at 465 K potential temperature 
of the ozone present on day 50 of the run minus the ozone present on day zero, i.e. 
the figure shows the ozone change over the first 50 days of the integration. The 
thick black line marks the position of the —2.5 x iO Km 2 kg' s potential vor-
ticity contour on a day from around the middle of this period (day 22). Although 
the PV field evolves during the run, the general size and shape of the vortex 
remains fairly constant throughout, so this contour gives an indication of the ap-
proximate location of the vortex boundary. The ozone change over the 50 days 
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Figure 5.9: Zonal-mean time-latitude sections of ozone (ppmv) (top) and the 
passive ozone-like tracer (bottom) on the 465 K potential temperature surface. 
The time period shown is from August 1 to September 29. 
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Figure 5.10: a: Ozone on day 50 of the run minus ozone on day zero. b: Ozone 
on day 50 minus passive ozone-like tracer on day 50. C: Passive ozone-like tracer 
on day 50 minus the same tracer on day zero. All maps are polar stratospheric 
projections at 465 K potential temperature, units are ppmv. The plot region is 
from the South Pole to 45°S. 
Cl 
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mean; in the central core of the vortex the ozone has everywhere gone down by 
amounts up to 1 ppmv, whereas towards the vortex boundary there is an almost 
complete band of increased ozone. This highly structured ozone change strongly 
suggests that the ozone amount is being affected by factors, both chemical and 
dynamical, with a non-random spatial distribution. To elucidate these processes 
further it is useful to, so far as is possible, separate the effects of the chemistry 
and dynamics. Figure 5.10b shows the ozone at 0 = 465 K on day 50 minus 
the passive tracer amount on the same day. Because the ozone and the passive 
tracer fields were given identical initial distributions, they will have experienced 
the same transport by the model's advection scheme, and any differences in their 
distributions developing during the run can be due only to chemical change, to 
which the ozone is subject but the passive tracer is not. This is strictly true at the 
beginning of the run, but as the run progresses and the fields of the passive and 
chemical tracers are no longer exactly the same, there exists the possibility, that 
as well as the chemistry, differing advection of the two tracers may be playing a 
role in the further divergence of their distributions. As was explained earlier, an 
attempt was made to minimise this effect by arranging for the passive tracer to 
actually be passive only in the middle and lower stratosphere of the polar vortex 
where the unusual 'ozone hole' chemistry takes place. This ensured that any air 
entering this region from higher altitudes or more equatorwards latitudes, where 
the chemical lifetime of ozone is shorter and its abundance can change rapidly, 
would still have the same mixing ratio of the two tracers. As a further precaution, 
new passive tracers were introduced throughout the integration at 9-day intervals 
with fields identical to the ozone field at that time. All these passive tracers thus 
had fields somewhat different one from another. Analysis revealed that the fur-
ther divergence of the distribution of the passive tracers due to their differential 
transport was very slight compared to their rate of divergence from the chemical 
tracer. Therefore it is reasonable to ascribe the difference in the fields of the 
chemical and the original passive tracer at any stage of the run almost wholly to 
the effects of chemistry. 
The quantity plotted in Figure 5.10b is thus, to a good approximation, the 
chemical change of ozone which has occurred during the history of each of the 
individual air parcels whose final positions are as plotted on the figure. With 
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the dynamical effects removed a much simpler pattern of ozone change emerges. 
Chemical destruction of ozone has occurred over the whole vortex region, decreas-
ing fairly gradually from the centre to the edge. This distribution of ozone loss 
is very similar to the distribution of CIO,, averaged over the whole model inte-
gration, and thus is consistent with chlorine-catalysed destruction of ozone. It is 
noteworthy that almost all the small scale features present in Figure 5.10a are 
absent from Figure 5.10b indicating that these features are dynamical rather than 
chemical phenomena. The dynamical effect on the ozone at 0 = 465 K is shown 
in isolation in Figure 5.10c which is a plot of the passive tracer on day 50 minus 
the passive tracer on day zero. Apart from in two smallish areas, the amount of 
passive tracer within the vortex has increased over the course of the run. The in-
crease shows a small maximum very close to the pole, but elsewhere in the central 
area of the vortex is relatively slight, whereas around the vortex edge there is a 
band of greater increase which closely coincides with the region where the 'active' 
ozone has increased despite an apparent chemical loss. 
All these results taken together, indicate that there is a persistent and system-
atic transport regime within the model which is tending to replenish the ozone lost 
through chemistry in the lower vortex, and the greatest replenishment is occurring 
near the vortex boundary. One obvious candidate for the dynamical enrichment 
process is diabatic descent bringing relatively ozone-rich air down from higher 
altitudes. This process along with other transport effects is investigated in the 
next section. 
5.5.3 Ozone Transport 
Changes in the distribution of the passive tracer given the same initial field as 
the potential temperature (hereafter referred to as the 0-like tracer) can be used 
as a simple measure of the diabatic descent of air in the model. Because air 
parcels stay on the same isentrope during adiabatic transport, a change in the 
distribution of this tracer with respect to the 0-surfaces must be due to diabatic 
motion. Figure 5.11 is a map of the 0-like tracer at 465 K potential temperature 
on day 50 with 465 units subtracted from the tracer amount at each grid point. 
By definition, the tracer had on day zero a value of 465 everywhere on the 465 K 
surface, so the map shows the change in tracer amount between day zero and 
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Figure 5.11: Polar stereographic map on the 465 K surface of the 0-like tracer on 
day 50 of the integration minus the same tracer on day zero. A positive value 
indicates diabatic descent. Plot area is from the South Pole to 30°S. 
day 50. A positive value indicates that the air on the isentrope has descended 
from a higher 0-level, and a negative value that it has risen from below. It can 
be seen from the figure that descent has occurred over the whole vortex in a 
very radially symmetric pattern; the height from which the air has descended 
decreasing in a series of concentric rings from near the vortex centre to the vortex 
edge. This evidence of a general downward movement of vortex air during the 
model run, suggests that diabatic cooling (i.e. cross- isentropic descent) must be 
at least partially responsible for the non-chemical change of the ozone amount on 
isentropic surfaces. But, at first sight, the pattern of descent does not seem to 
tally with the observed increase in concentration of the passive ozone-like tracer 
on the 465 K surface (Figure 5.10). This latter shows a slight latitudinal gradient 
in the reverse direction to the latitudinal gradient of the descent, implying that 
the greatest ozone enrichment has occurred towards the vortex edge away from the 
maximum descent rates. It must, though, be borne in mind that descent does not 
not translate directly into ozone enrichment - the vertical gradient of ozone must 
also be taken into account when converting a given descent of air into a vertical 
ozone fluence (the fluence being the time-integral of the flux, i.e. the number of 
ozone molecules passing through unit area in the horizontal plane in a given time). 
136 	 5. A GCM Study of Antarctic Ozone Depletion 
Ozone zonal mean 












.-qO -R 	-77 -70 - 	-7 -0 -dq -7 - 
Latitude 
Figure 5.12: An isentropic zonal-mean, latitude-altitude section of the modelled 
ozone on August 20 (day 20 of the integration). 
Quantitatively, the ozone fluence is given by the expression (0)fz.t, where (0) is 
the time-mean net diabatic cooling rate, x is the ozone mixing ratio and At is the 
time interval. An isentropic zonal-mean profile of ozone is shown in Figure 5.12. 
This profile is taken from day 20 of the model run, but it is representative of the 
ozone field throughout the integration. The vertical spacing of the ozone contours 
is much smaller around the edge of the vortex (60°-70°) than near the pole, where 
there is little vertical ozone gradient, so it follows that descent corresponding to a 
given potential temperature change will have a greater effect on the ozone amount 
at the vortex edge than at the centre. 
Figure 5.13a is a zonal-mean, latitude-altitude section of the 9-like tracer on 
day 50, showing how the pattern of maximum descent at the vortex centre di-
minishing towards the edge is repeated at all altitudes in the lower portion of the 
vortex. In order to assess to what extent the the descent implied by this figure can 
alone account for the observed dynamical ozone change, the initial ozone field has 
been advected to obtain the field resulting from imposing this amount of descent 
upon it. It should be noted that in all the plots in Figure 5.13 the abscissa is not 
geographical latitude but equivalent latitude. When comparing tracer fields sep-
arated in time by as much as 50 days, there is the danger that the size and shape 
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Figure 5.13: a: Isentropic zonal-mean, equivalent latitude-altitude section of the 0-
like tracer on day 50 of the integration. b: The difference between the zonal-mean 
ozone field obtained by vertically advecting the initial ozone field by the amount 
implied by 'a', and the initial ozone field. This is equivalent to the change in the 
ozone field implied by descent alone, i.e. in the absence of horizontal motion and 
chemical effects. c: The difference between the zonal-mean ozone field obtained 
by vertically advecting the initial ozone field by the amount implied by 'a', and 
the passive ozone-like tracer field from day 50. This gives an indication of the 
contribution of horizontal motion to the change in the distribution of the passive 
tracer. 
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on the basis of their geographical coordinates will produce spurious results due to 
differencing tracer values from locations which on one day were inside the vortex 
and on the other day outside. It has, though, been reported that the Antarctic 
vortex boundary can be defined by the same range of equivalent latitude contours 
(600_700 ) for a considerable length of time [Lary et al., 1995]; hence using this 
coordinate helps to ensure that the tracer abundances being compared between 
the two days are from similar locations with respect to the vortex. Equivalent lat-
itude is more useful than PV itself for this purpose because it has the same range 
on all days whereas the range of PV values can change considerably in a 50 day 
period. Moreover, there is the further advantage that the equivalent latitude of 
the vortex boundary does not vary greatly with height, making the tracer profiles 
simpler to interpret. 
In performing the interpolation, it is assumed that all the air parcels have 
descended parallel to the equivalent latitude contours. This simplification is nec-
essary because, while the value of the 0-like tracer in Figure 5.13a shows the 
potential temperature from which the air on any 0-surface originated, it gives no 
information about any horizontal motion which may have taken place. Another 
limitation is that because the interpolation is performed in the zonal mean, lo-
caused variations in the ozone fluence will not be captured, but when averaged 
over the whole run both the descent and the ozone distribution are fairly symmet-
ric with respect to latitude, so the zonal-mean perspective should be a reasonable 
representation. 
The difference between the ozone field obtained from the interpolation and the 
initial ozone distribution is shown in Figure 5.13b. This is equivalent to the ozone 
change that would occur were the vertical motion diagnosed from the 0-like tracer 
the only transport in the model. It can be seen that the downward interpolation 
has increased the ozone throughout the section of vortex shown, although between 
about 600 and 650 K at the highest latitudes, where the vertical ozone gradient 
is very weak, there is only a very small increase. Lower down, below 500 K the 
altitude-dependent increase is similar at all latitudes within the vortex despite 
there having been more descent near the pole. This is broadly consistent with 
the horizontal pattern of enrichment on the 465 K surface seen in Figure 5.10c. 
Figure 5.13c shows the difference between the vertically advected field and the 
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actual passive tracer field from day 50. It thus gives an indication of the impact 
of horizontal motion (which is neglected in the vertical interpolation) on the ozone 
field. Around the boundary of the lower vortex, there is close agreement between 
the advected and the actual day 50 field, i.e. the difference is close to zero, but 
elsewhere there are significant differences. This is not surprising given that the 
horizontal motion, must be playing a part in changing the tracer distribution, and 
imposing all the descent which has occurred over the 50 days onto the ozone field 
on day zero is unrealistic because the vertical gradient will itself evolve as the run 
proceeds. Nevertheless, the exercise does serve to illustrate the balance between 
descent rates and ozone gradient on the rate of dynamical ozone enrichment. 
Because the initial distribution of the passive PV-like tracer included in the 
run was virtually monotonic with latitude, vertically interpolating this field in the 
same way as done for ozone and comparing the result with the final model PV 
field indicates the meridional direction of any horizontal motion which has taken 
place. This comparison (not shown) revealed a general poleward motion over 
the whole vortex area above 400 K. The influence of this motion on the ozone 
distribution is evidenced by the correlation between the difference in the final and 
vertically advected ozone fields and the horizontal ozone gradient. In particular, 
the large difference near the vortex edge at and above 560 K is consistent with the 
poleward motion of air through the strong positive pole-to-equator ozone gradient 
in this region. Similarly, below 500 K where the horizontal ozone gradient is very 
weak, almost all the change in ozone which has taken place is accounted for by 
the vertical interpolation. 
While differencing fields from the beginning and end of the run may reveal the 
persistent transport trends operating in the model, more transient effects will not 
be illuminated. Two such classes of events of particular importance are vortex 
intrusions and extrusions. The extent to which air from the vortex can escape to 
middle latitudes is of critical importance to understanding middle-latitude ozone 
depletion and is currently a very active area of research. The erosion of air from the 
vortex edge depends on rather small-scale processes which cannot be adequately 
modelled at the T21 resolution used in this experiment. But it can be noted in 
passing that during the integration, filaments of air were frequently peeled away 
from the lower-vortex edge. This is exemplified in Figure 5.14 which shows tongues 












Figure 5.14: Polar stereographic map of ozone (ppmv) at 465 K on August 13 
(day 13 of integration) showing filaments of air being peeled from the vortex 
edge. 
of air being extruded from the vortex on August 13. In contrast, no significant 
entrainment of lower latitude air into the vortex core was seen during the run. 
Descent Rates 
The average descent rate over the first 50 days of the run implied by Figure 
5.11 for air finishing on the 465 K isentrope, ranges from 0.4 K per day for air 
around the edge of the vortex to 0.8 K per day for air near the vortex centre. 
Rates of descent within the Antarctic vortex derived from observational studies 
[e.g. Loewenstein et al., 1989; Schoeberl et al., 19921 and calculated with radiative 
models [e.g. Schoeberl et al., 1992; Manney et al., 1994c] tend to be slightly 
smaller than these values, and most studies have found that in the late-winter, 
lower stratosphere the greatest descent rates usually occur near the edge of the 
vortex owing to the maximum net diabatic cooling being found away from the 
vortex centre in a region of higher temperatures [Sutton, 19941. The results of 
Manney et al., [1994c] who found descent near 465 K peaking at about 0.4 K per 
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day just poleward of the polar jet are fairly typical. It is noteworthy, though, that 
there is considerable interannual variability in the measured descent rates and 
that the location of the maximum descent rate varies with time, being sometimes 
greatest near the vortex edge and sometimes greatest near the centre. In fact, the 
magnitude and distribution of the descent rates obtained from this present study 
are similar to those reported by Manney et al. [1994c] for the lower stratosphere 
of the early-winter 1993 Antarctic vortex. Manney et al. [1994c] also find that 
above 800 K the maximum rate of descent is always in the centre. 
Unfortunately diabatic heating rates are not available as a diagnostic option 
from the EUGCM used in this study, so it is not possible to analyse how the 
heating rates within the model relate to the descent as inferred from the 0-like 
tracer, but it is likely that they would give a similar result. Descent rates at 
the vortex edge are enhanced during periods of planetary-wave activity, and it 
may be that a lack of these large-scale waves in the model atmosphere during the 
experiment (see below), favoured descent in the vortex centre. 
An important issue is whether the dynamical replenishment of ozone via de-
scent occurs at an approximately steady rate, or whether it is a more intermittent 
process, occurring mainly in episodic bursts of relatively short duration. Again 
the degree of wave activity in the model is highly relevant to this question. This 
has a direct influence on the descent rates because wave transience tends to warm 
the polar air away from radiative equilibrium leading to radiative (diabatic) cool-
ing, mainly in the infra-red. In some instances this can cause the temperature 
of the polar stratosphere to rise dramatically over the space of only a few days. 
Such an event is known as a sudden stratospheric warming. The most extreme 
cases, designated major warmings, are observed in the northern hemisphere about 
every second winter [Andrews et al., 19871 and are defined by a reversal at or be-
low 10 hPa, of the usual negative zonal-mean temperature gradient between 60 0 
latitude and the pole, and a switch of the zonal-mean zonal wind from westerly 
to easterly. Although a major warming has yet to be observed in the southern 
hemisphere, minor warmings, where the polar temperature rises but there is no 
reversal of the flow, are yearly occurrences in both hemispheres and ultimately 
are responsible for the spring break up of the polar vortex. Both major and 
minor warmings are associated with planetary-wave disturbances [Holton, 1992], 
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Figure 5.15: Zonal-mean, time-latitude section of the 0-like tracer (minus 465 
units) on the 465 K potential temperature surface. The time period shown is 
from August 1 to September 19. 
but similar events on a smaller scale can probably also be induced by gravity-
wave phenomena. The time-latitude section of zonal-mean temperature already 
discussed (Figure 5.5) shows that no major warming occurred during the model 
integration, the temperature at 465 K rising only gradually towards the end of 
the run and a strong, positive pole-to-mid-latitude temperature gradient being 
always present. Inspection of similar plots for higher 0-levels confirms that the 
same conditions obtained throughout the lower stratosphere. In order to show 
how these conditions are reflected in the descent rates, a zonal-mean times series 
of the 0-like tracer on the 465 K isentrope has been plotted in Figure 5.15, again 
with 465 subtracted from the tracer amount. 
Figure 5.15 reveals that in the core of the vortex, the descent has continued 
unabated throughout the run, but further equatorwards the descent has slowed, 
and at the lowest latitudes ceased, prior to day 50. The regular spacing of the 
contours in the early part of the run indicates that in the zonal-mean sense the 
descent is occurring at a fairly constant rate, and where it slows down it does so 
fairly gradually. This is consistent with the absence of short-lived features from 
the temperature field. In producing the plot the model output was sampled every 
18 hours, so even quite transient events should be detectable. If anything, there 






around the vortex edge than in the centre, which would be consistent with the 
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greater wave activity in the former region. Similar time sections at individual 
longitudes are not readily available from the model, but it is likely that they 
would show somewhat more day-to-day variability than the zonal mean, although 
Figure 5.11, the polar-stereographic plot showing the total change in the 0-like 
tracer on the 465 K surface, suggests that, overall, the descent is fairly zonal. 
5.5.4 Vortex Averages 
As previously stated, the object of the experiment was not to try and reproduce 
the exact conditions of the 1993 Antarctic vortex as described in Chapter 4, but 
rather to analyse the chemical and dynamical processes impacting the ozone in 
a 'typical' southern vortex. Nevertheless, it is interesting to examine how, in 
general terms, the results from the model compare with the results inferred from 
the MLS observations. While the dynamical state of the model is similar to that of 
the observed 1993 vortex insofar as they are both dominated by the characteristic 
strong, relatively symmetrical, westerly circumpolar flow, on a more detailed level 
the local conditions will be significantly different. Therefore one does not expect 
to see individual events or small scale features common to both the model and the 
observations. It is thus most appropriate to perform the comparison on a more 
global scale, and for this purpose vortex-averaged quantities will be used. 
Figure 5.16 shows time-series of the vortex-averaged, isentropic model ozone, 
along with the trends which would be produced by chemistry alone. These plots 
are similar to those already shown in Chapter 4 as derived from the MLS measure-
ments, and a similar algorithm was used to calculate the vortex-averages. (The 
MLS-based results for the south are reproduced here for comparison.) However, 
the plots derived from the model differ from those founded on observations in 
two important respects. Firstly, because there is no measurement uncertainty 
associated with the model data, all the features present must be representative 
of real processes occurring in the model; as a consequence, the modelled fields 
are noticeably smoother than their observed counterparts. Secondly, the model 
chemical loss indicated by the dashed line is not merely a best estimate of the 
ozone destruction by the most important chemical cycles, based on the observa-
tions of two species (CIO and 0 3 ), but is the actual chemical tendency from all 
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Figure 5.16: Time series of vortex-averaged ozone and CIO,, on isentropic sur-
faces from the model integration and from the MLS observations of the 1993 
Antarctic vortex. The observed/modelled ozone trend is shown along with the 
trend due to chemistry alone. This latter is completely known in the model, 
but for the observations it is estimated from the CIO measurements. The vor-
tex boundary at 420, 465, 520 and 585 K was defined by the PV contour of 
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that the separation of the dashed and solid lines in the model plots must there-
fore correspond exactly to the the the dynamical influence on the vortex-averaged 
ozone. 
It is apparent from Figure 5.16 that, particularly at 465 and 520 K, the ozone 
destruction occurring in the model is considerably less than is inferred from the 
MLS observations of the 1993 winter. One factor contributing to this difference is 
lack of bromine reactions in the model chemical scheme, but looking at the reactive 
chlorine plots in Figure 5.16 it can be seen, also, that the ClO, is more enhanced 
in the observations than in the model. Within the model, the vortex-averaged 
Cl* peaks at approximately 1 ppbv on each of the 465, 520 and 585 K surfaces, 
whereas in the observations there is a decided decrease in Cl*  with height over 
this region, and the peak value at 465 K exceeds 1.6 ppbv. The lack of vertical 
gradient in the modelled Cl* is a symptom of the activation of the heterogeneous 
reactions depending only on temperature, with no representation of the fact that 
the appearance of PSCs is more likely at the lower 0-levels. The modelled Cl* 
does, though, start to decline from the top down, owing to a combination of 
the temperature beginning to rise earlier at the upper levels and the photolysis 
of HNO3  being faster there. Despite the large disparity of the chemical losses 
at 465 K, the model and the observations do agree that there is not a great 
deal of dynamical ozone enrichment at this height. Over the 60 days of the 
model run the vortex-averaged ozone amount has remained almost unchanged, 
implying that the enrichment over this period has been approximately equal to 
the chemical destruction of just over 0.3 ppmv. The calculations based on the 
CIO measurements return a chemical ozone loss of 1.1 ppmv over only 36 days, so 
the close agreement between the observed and chemically estimated ozone loss is 
consistent with the amount of enrichment seen in the model. The model results 
on the 420 K isentrope, which cannot be analysed with the current MLS CIO 
retrievals, are quite similar to those obtained at 465 K. However, at 520 and 
565 K, where again the observational based analysis implies no great role for 
dynamics, the model results suggest a significant dynamical enrichment, with the 
vortex-averaged ozone showing a sustained increase despite the ongoing chemical 
loss. The implied dynamical increase is 0.6 ppmv at 520 K and 0.9 ppmv at 585 K. 
The increase in dynamical enrichment with height is consistent with the fact that 
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both the rate of diabatic cooling and the strength of the vertical ozone gradient 
at the latitudes around the vortex edge (which dominate the vortex average) also 
increase with height in this altitude range. The trend in the vortex-average of 
the 0-like tracer (not shown) indicates that the air on the 520 K surface at the 
end of the run has descended by some 55 K during the integration and the air on 
the 585 K surface by some 100 K. This descent on its own is sufficient to give an 
ozone enrichment of the order of that which is observed, but it is noteworthy also 
that the strength of the vortex at the upper levels had diminished somewhat by 
the end of the simulation, the minimum PV values having risen by about 20% of 
their original values, and patches of relatively high ozone inside the vortex, at 520 
and 585 K (not shown) indicate there has been some ingression of middle latitude 
air. The minimum PV values at 520 K and below were effectively unchanged 
throughout the integration. 
The contrasting results inferred from the model and the observations for the 
influence of transport on the ozone distribution at the upper levels cannot be due 
solely, or even principally, to errors in chemical calculation based on the MLS 
CIO retrievals. If the ozone at 585 K in the 1993 Antarctic vortex were being 
replenished at the rate of -0.4% per day as it is in the model, then the observed 
decrease in the vortex-averaged ozone would require a chemical ozone loss rate 
of almost 1% per day which is untenably large at this height. The conclusion 
therefore must be that the transport regime in the model is in some respect 
fundamentally different to that of the 1993 vortex; the most likely inconsistencies 
being too great a rate of diabatic descent in the model, or an overly porous 
vortex boundary. The evident dissimilarities in the dynamics of the simulated and 
observed vortices preclude making any firm assertions regarding the credibility of 
the vortex dynamics implied by the MLS-based chemical analysis, and hence the 
credibility of the chemical calculations themselves. However, any changes to the 
model which reduced the ozone enrichment rate in the middle and upper vortex 
would be unlikely to increase this same rate lower down, so the relatively slight 
ozone enrichment found at 420 and 465 K may perhaps be taken as a robust result, 
supporting the results of the chemical calculations at these heights. 
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5.5.5 Catalytic Cycles and Ozone Loss Rates 
Since the concentrations of all chemical species are available at each model timestep, 
the instantaneous rates of individual catalytic cycles can be calculated to give their 
contribution to the overall ozone loss. Of the three cycles discussed in the previous 
chapters, the rates of cycle 1 (CIO + 0) and cycle 2 (CIO + CIO) can be ob-
tained directly by evaluating the respective expressions 2k[ClO][0] and 2J[C1 2 02 ], 
where k and J are the relevant rate and photolysis coefficients. The offline calcu-
lation of the cycle 3 (BrO + CIO) rate has already been described. In addition 
to these three major cycles, knowing the abundance of all the species allows more 
minor cycles to be considered also. The most important of these as identified by 
Anderson et al. [1989b] is 
Cycle 4 
(R5.11) 	 CIO +1102 -* HOC1 +0 2 	(k11 ) 
(R5.12) 	 HOC1 + hv - OH + Cl 
(R5.13) 	 Cl +03 -p C1O +02 
(115.14) 	 011+03 	H02+02 
Net 	 203 	302 
This cycle is rate limited by the CIO + H0 2 step [Anderson et al., 1989b], so its 
rate is given by k 11 [ClO][11O2]. Figure 5.17 shows the ozone loss due to each of 
the cycles 1 to 4 as a function of pressure and latitude on day 20, i.e. around 
the time when the reactive chlorine was highest. Cycles 2, 3 and 4 all show a 
maximum at around 50 hPa, the height at which the CIO peaks, but the greatest 
ozone loss occurs equatorwards of the CIO maximum (which is located near the 
pole) owing to the longer daylength at the lower latitudes. The maximum total 
ozone loss rate of 35 ppbv occurring at '-65°S is due to the CIO + CIO, CIO 
+ BrO, CIO + 0 and CIO + 1102 cycles in the approximate ratio 5:2:1:1. The 
dominance of cycle 2 under the model conditions is slightly less than was inferred 
from the MLS observations because the model reactive chlorine concentration is 
not quite so high. The peak in the cycle 4 ozone destruction is at a slightly lower 
latitude than that of cycles 2 and 3, and there is a second lesser maximum, higher 
up and nearer the equator, coincident with the peak 1102 concentrations. The 
distribution of the ozone loss due to cycle 1 (CIO + 0) reflects the fact that the 
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Figure 5.17: Isobaric, zonal-mean, latitude-altitude sections of the rate of ozone 
loss (ppbv per day) due to the CIO + 0, CIO + CIO, CIO + BrO and CIO + 
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Figure 5.18: Zonal-mean ozone loss at 70°S and 50 hPa due to the C10 + 0, CIO 
+ CIO, CIO + BrO and CIO + 1102 catalytic cycles integrated over the whole 
model run. The time period shown is from August 1 to September 29. 
rate of this cycle is limited less by the CIO abundance than by the oxygen atom 
concentration, so the loss shows the same vertical and latitudinal dependence as 
the insolation. A slight peak in the cycle 1 loss does occur around the top of the 
vortex region containing enhanced CIO, but a much greater loss occurs outside 
the vortex. The daily ozone destruction of over 1 ppmv attributed to this cycle 
in the middle latitudes, middle stratosphere is balanced by an equally fast rate 
of ozone production from 02 photolysis, and is a reflection of the rapid turnover 
(short lifetime) of ozone in this part of the atmosphere. 
Figure 5.18 shows the zonal-mean ozone loss due to each of the four cycles at 
50 hPa and 70 0S integrated over the whole model run. Overall, cycle 2 accounts for 
slightly less than 50% of the total ozone destruction; the other cycles, particularly 
CIO + BrO, increasing in relative importance during the latter half of the run 
after the reactive chlorine has started to decline. The quadratic dependence of 
the cycle 2 loss rate on the CIO concentration makes it very sensitive to the 
CIO amount, so were there a treatment of denitrification in the model allowing 
the enhanced CIO,, to persist for longer, cycle 2 would be expected to make a 
greater contribution to the time-integrated loss. At 50 hPa, cycles 1 and 4 are of 
approximately equal importance, but neither makes a very significant contribution 
to the total loss. At greater heights cycle 1 will be the more important of the two. 
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5.5.6 Particle Trajectories 
The analysis of particle trajectories calculated during the simulation provides a 
complementary view to that obtained from the tracer studies. A useful feature of 
the trajectory calculations is that insofar as it is reasonable to interpolate model 
wind fields between the grid points, particle motions can be tracked at resolutions 
much finer than that of the modelled fields. This is particularly useful for fol-
lowing synoptic and sub-synoptic features of the polar vortex, and for studying 
cross-boundary transport, but, of course, the notion of a 0-1) particle is an ideal-
isation, and cannot represent the distortion by shear and strain to which a real 
air mass is subject. Another drawback is that as particles disperse, wide gaps can 
develop between them. One solution to this second problem is the use of space 
filling trajectories, which involves packing the region of interest with some tens 
of thousands of closely packed particles, thereby limiting the size of any spaces 
which may develop. However, the calculation of so many trajectories is demand-
ing of computer time, and is precluded in a run which also includes chemistry. 
Nevertheless, the 900 particles included in this experiment are sufficient to give 
an indication of the mass flow characteristics in and around the Antarctic vortex. 
Figure 5.19 shows the position of the particles as a function of pressure and 
latitude at 10-day intervals between day 0 and day 50 of the run. The most 
striking feature of the plots is the rapid descent near the winter pole of particles 
from the mesosphere (P <'1 hPa) into the stratosphere. By day 50, almost all the 
particles initially located in the mesosphere polewards of about 60 0 S have passed 
into the upper stratosphere and mixed with the particles originally located there. 
This rapid downward advection of mesospheric air has been observed in previous 
model studies, and has been shown to be consistent with satellite observations of 
long-lived tracers in the polar vortices [Fisher et al., 1993]. Despite the seemingly 
rapid mixing in the upper stratosphere, the particles in the lower stratosphere 
below about 20 hPa remain comparatively undisturbed, and the original horizontal 
alignment is relatively intact on day 50 with little mixing of particles between the 
layers. 
The vertical motion of the particles in pressure coordinates does not equate to 
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Figure 5.19: Pressure versus latitude cross sections of particle positions at 10-day 
intervals during the model run starting on August 1. Particles are colour coded 
according to their initial pressure as indicated on the first plot (where each dot 
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Figure 5.20: The rate of change of potential temperature averaged over August 30 
and 31 of particles lying in the 0-ranges 450-550 K (diamonds), 600-700 K (dots) 
and 750-850 K (crosses). A negative value indicates descent. Particles are plotted 
at the latitude they occupied in the middle of the 2-day period. 
sary to look at the potential temperature of the particles. Figure 5.20 presents the 
rate of change of potential temperature averaged over a 2-day period around the 
middle of the run for all the particles lying in the 0-ranges 450-550, 600-700 and 
750-850 K. At the higher latitudes the general motion is overwhelmingly down-
ward, but there is a wide spread in the descent rates of the individual particles, 
and while a general tendency for the descent to increase with 0 can be discerned, 
some particles in the lowest 0 range have descended further than some in the 
highest. 
In order to extract some overall trends from the rather chaotic picture pre-
sented in Figure 5.20, the average descent rates of all the particles polewards of 
600 S in each of the three 0-ranges were calculated at various stages of the run. The 
results are given in Table 5.3. The average descent rate in each 0-range remains 
fairly constant over the period of the integration, and there is no obvious trend 
with time; the greatest relative variability occurs at the lowest 0 values where 
the descent is slowest. As with the tracer calculations, this Lagrangian approach 
gives descent rates which are somewhat higher than those given by most diabatic 




0 -1.3 -3.6 -7.7 
10 -0.9 -3.3 -6.6 
20 -1.2 -5.3 -9.0 
30 -1.6 -4.3 -7.5 
40 -0.7 -1.8 -5.6 
50 -0.7 -2.6 -7.1 
60 -0.3 -2.2 -7.4 
Table 5.3: Average rate of change of potential temperature (K per day) of all 
particles polewards of 60°S lying in the specified 0-ranges. Results are given at 
10-day intervals. The descent rate of each individual particle was averaged over 
the 48 hour period comprising the stated day and the day after. 
calculations, for instance Manney et al. [1994c] find descent rates in the Antarctic 
vortex of about 3 K per day at 800 K compared with the e...i7  K per day found here. 
This would appear to confirm that the model as configured for this experiment 
has a systematic tendency to overestimate descent rates in the polar vortex. The 
explanation for the too-rapid descent probably lies in the gravity wave parame-
terisation. Averaging the descent over the whole run experienced by all particles 
finishing in the 0-range 450-500 K in 10-degree latitude bins gives 17, 25 and 33 K 
respectively for particles finishing in the 60-70°S, 70-80°S and 80-90°S latitude 
bands. This finding of maximum descent near the pole is again consistent with 
the tracer results, and it indicates that the model is at least self-consistent as 
regards the Eulerian and Lagrangian calculations. 
In addition to the vertical movement of polar vortex air, knowledge of the 
horizontal motion and, in particular, the transport of material across the vortex 
boundary is also important in characterising the chemical-dynamical influences on 
the polar ozone distribution. Figure 5.21 shows separately the latitude-longitude 
coordinates of all particles in the 0-ranges 400-650 K and 900-1400 K at 15-
day intervals throughout the integration. The particles are coloured according 
to whether they were initially located inside or outside the vortex boundary as 
defined by the 'scaled' (divided by standard atmosphere value of 0010p (Section 
4.6.1)) PV contour of 1.2 s calculated for the middle of the 0-range. At the lower 
0-levels there is very little evidence of cross boundary transport; by day 60 only 











Figure 5.21: Polar stereographic maps showing the positions of all particles in the 
9-ranges 400-650 K and 900-1400 K at 15-day intervals. Particles are coloured 
according to whether they were initially inside or outside the 'scaled' PV contour 
of 1.2 s_ I  calculated for the middle of the 9-range. This PV contour is shown on 
the plots. 
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have passed inwards. The intra-vortex particles form a very discrete mass whose 
shape follows that of the PV contour, while the extra-vortex particles disperse 
rather widely but without entering the vortex. The evidence therefore points to a 
very isolated vortex in the lower stratosphere. At the upper 0-levels the situation 
is very different, and by as early as day 15 a considerable number of particles 
have crossed into the vortex. This inward flow continues throughout the run so 
that by day 60 the air in the vortex interior would appear to consist of a well-
mixed combination of air originating from both inside and outside the vortex. 
The particle flow does, though, seem to be predominantly in one direction with 
few particles passing out of the vortex to lower latitudes. 
Taken together, the particle-trajectory calculations reveal a polar vortex char-
acterised by rapid descent of high latitude air from the mesosphere into the upper 
stratosphere, along with significant horizontal influx of air from middle latitudes in 
the middle and upper stratosphere. The lowermost portion of the vortex appears 
to be much more isolated with very little exchange of air across the boundary 
and with no significant vertical mixing taking place. However, while following the 
movement of individual particles and taking averages of all those in a particular 
atmospheric region does help to reveal general trends in air motion, the number 
of particles included in this run is not really sufficient to give statistically sound 
results or to illuminate events occurring on the smallest spatial scales. A much 
larger number of particles would be required to fully constrain the mass flow in 
and around the polar vortex, and would allow application of more sophisticated 
techniques, such as representing air masses by ensembles of particles. 
5.6 Summary 
The object of this chapter was to investigate the chemical and dynamical influ-
ences on the ozone distribution in a three-dimensional simulation of an Antarctic 
polar vortex, and to examine how the model results related to vortex processes 
inferred from satellite observations. The model was run for the months of August 
and September and, apart from underestimating the vertical gradient of ClO, 
because of the simplified treatment of PSC reactions, seemed to give a satisfac-
tory representation of lower-vortex chemistry up until about the end of August. 
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After this time the absence of denitrification in the model led to a premature 
deactivation of chlorine through reaction with NO 2 released from nitric acid pho-
tolysis. While the reactive chlorine remained enhanced, the chemical ozone loss, 
due mainly to the dimer cycle, occurred at a rate similar to that inferred from 
the MLS measurements of CIO in the 1993 southern vortex (Chapter 4), but the 
total loss over the integration period was unrealistically low because of the early 
decline of the CIO,,. Seen in isolation from the dynamics, ozone destruction at 
465 K occurred over the whole vortex area declining smoothly and monotonically 
from the centre to the vortex edge in a spatial pattern similar to that of the re-
active chlorine distribution. When the chemical and dynamical effects are seen 
in combination the ozone field evolves in a much less ordered manner with more 
small scale features introduced, and the ozone amount around the edge of the vor-
tex increases slightly despite the chemical loss. The relative effect of transport is, 
of course, somewhat exaggerated in the model run because of the underestimated 
chemical depletion. Almost all the dynamical change on the 465 K surface is due 
to diabatic descent of relatively ozone-rich air from higher 0-levels, but whereas 
the descent peaks strongly in the centre of the vortex, the ozone replenishment is 
much less latitudinally dependent and actually maximises near the vortex edge. 
This is because the vertical ozone gradient is greatest at the edge and the down-
ward ozone transport is proportional to both the descent rate and the vertical 
gradient. The descent rates in the model are somewhat higher than have been 
found in other studies, probably because the gravity wave configuration chosen to 
give the most realistic temperatures (which are important for the chemistry) has 
overcome the usual 'cold pole' problem by producing too much descent. 
Comparing the chemical and dynamical impact on the vortex-averaged ozone 
on various isentropic surfaces in the lower stratosphere shows that, despite the 
perhaps overly-fast diabatic descent, the dynamical ozone change at 420 and 465 K 
is considerably smaller than the chemical change occurring while the reactive 
chlorine remains enhanced. This is in agreement with MLS-based calculations. 
However, at higher 0-levels, (520 K and above), the model produces a greater 
dynamical change than is inferred from the MLS observations. The dynamical 
change in the model appears to be due to a combination of inflow of ozone-
rich air from middle latitudes across the mid-stratospheric vortex boundary and 
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diabatic descent within the vortex itself. A persistent influx of air into the middle 
stratosphere vortex is indicated by the particle trajectory calculations, but these 
same calculations also suggest that in the lower stratosphere the vortex is much 
more isolated. 
As a whole, the model results emphasise the complexity of the ozone behaviour 
in the polar stratosphere and the difficulty in characterising this behaviour from 
observations alone, and resolving chemical and dynamical effects. Unfortunately, 
there are too many uncertainties associated with the model simulation to make 
any definitive statement about the credibility of the analyses of MLS observations 
contained in Chapter 4. In particular, the treatment of gravity waves in the model 
may not have been ideal, and any adjustment to reduce the descent rates could 
have far-reaching consequences on the model dynamics as a whole. Nevertheless, 
despite the rapid descent and the porous middle level vortex boundary, the model 
results are consistent with the conclusions drawn from the MLS-based analysis 
that ozone change in the lowermost stratosphere of the 1993 Antarctic vortex was 
dominated by chemistry rather than dynamics. 
Chapter 6 
Conclusions 
6.1 Review of Principal Results 
The aim of this work has been to investigate ozone depletion in the winter polar 
vortices, and, in particular, to assess the rate of chemical destruction in the lower 
stratosphere during periods of enhanced reactive chlorine concentration. For this 
purpose several different studies were performed. In one, a computationally-cheap 
and easily initialised, photochemical model utilising UARS MLS measurements 
of CIO to calculate ozone destruction rates within the polar vortices due to the 
CIO + CIO, CIO + BrO and CIO + 0 catalytic cycles was developed. A number 
of test integrations showed this simple model to give very similar results to more 
detailed calculations, but its speed of operation and the ease with which the CIO 
measurements are assimilated make it highly suited to dealing with the several 
hundred measurements of CIO recorded daily by MLS in the lower vortex. Also, 
the small number of parameters in the model allows for easy testing of the sen-
sitivity of the results to the photochemical coefficients used and to the measured 
CIO amount. It was found that the calculated ozone loss is approximately directly 
proportional to the rate constant for the reaction CIO + CIO + M -i C12 02 + M 
and to the square of the retrieved CIO concentration. At typical polar vortex tem-
peratures the calculated loss is almost insensitive to the C1 202 photo dissociation 
coefficient - the least precisely known of the kinetic parameters. These results 
imply that the greatest source of error in the calculations probably lies in the CIO 
data (which are subject to revision as improved retrieval software is developed). 
Application of the model to MLS measurements of the 1992-1993 Arctic and 
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1993 Antarctic vortices has shown that by shortly after mid-winter there existed, 
at both poles, large areas in which almost all the inorganic chlorine at 465 K was 
converted into reactive forms. The vortices were thus primed for ozone destruction 
as sunlight returned after the polar night. It was also noted that there was no 
simple correspondence between temperature and the appearance of enhanced re-
active chlorine; high Cl*  concentrations appeared earlier and covered a wider area 
at 465 K than at 520 K despite temperatures being lower at the latter height. 
In both the Arctic and Antarctic, the vortex-averaged Cl*  declined monotoni-
cally from the 465 K to the 655 K potential temperature surface. At 465 K the 
peak vortex-averaged Cl*  values were similar in the two hemispheres, but at 520 
and 585 K there was significantly more Cl*  in the south. During the late-winter 
while Cl*  remained enhanced, the estimated vortex-averaged ozone loss rate on the 
465 K surface was -1% per day in both vortices, with localised losses of up to —4% 
per day. The time-integrated ozone destruction in the north was less mainly, it 
appeared, because the duration of sub-PSC temperatures and consequent elevated 
reactive chlorine concentrations was shorter. In both hemispheres the isentropic 
vortex-average ozone trend calculated from chemistry alone agreed closely with 
the observed trend at all 0-levels (except 655 K in the north). On examining the 
trend in the ozone averaged around PV contours at 465 K, it was found that in 
the Antarctic the results of the chemical calculation closely matched the observed 
ozone-reduction pattern of maximum depletion near the pole, decreasing towards 
the vortex edge. In the Arctic the calculated and observed loss both showed a 
weaker gradient with respect to PV, but the overall structure of the observed loss 
was not so similar to that given by the calculations. Furthermore, unlike in the 
Antarctic, the Arctic ozone reduction over an MLS viewing period as a function 
of PV and altitude did not closely resemble the distribution of the Cl*  averaged 
over the same period. When the minimum temperatures in the Arctic vortex rose 
above the PSC threshold, the Cl* declined almost immediately indicating that 
there was an ample supply of NO 2 available for the chlorine deactivation process. 
The major chlorine deactivation in the Antarctic occurred while MLS was viewing 
the other hemisphere, and thus could not be observed. 
As a complement to the MLS-based analysis, the southern winter-vortex was 
simulated in the EUGCM general circulation model for the months of August 
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and September - the time of most rapid ozone loss. This allowed a compari-
son between the modelled transport processes and those indirectly implied by the 
chemistry-only calculations using the MLS CIO measurements. The EUGCM run 
included a detailed gas-phase chemistry along with a simple parameterisation of 
heterogeneous reactions. A principal element of the experiment was to compare 
the evolution of the modelled ozone field with that of the field of an inert tracer 
having the same initial distribution, and thereby to glean information of the rela-
tive contributions of chemistry and dynamics to ozone change within the Antarctic 
vortex. It was found that for the earlier part of the run, up until about the end 
of August, the reactive chlorine concentrations, and hence the ozone loss rate, at 
465 K was in reasonable agreement with the observations, but at higher 0-levels, 
up to about 650 K, the reactive chlorine was significantly greater in the model, 
probably because the simple temperature criterion used to infer the presence of 
PSCs led to an overestimate of heterogeneous processing at these upper levels. 
Later in the integration, as the insolation increased, the model Cl*  declined pre-
maturely owing to the lack of a representation of denoxification and denitrification 
processes. 
In the lowermost region of the stratosphere, below about 500 K, diabatic de-
scent had a relatively small impact on the vortex-averaged ozone in the EUGCM, 
causing an ozone enrichment of only a few tenths of a ppmv over the 2-month 
period. This is consistent with the MLS-based findings that the ozone change 
in this region is dominated by chemistry while the Cl*  remains enhanced. How-
ever, between 520 and 655 K the dynamical ozone change in the model was much 
greater than was inferred from the MLS observations. The large ozone increase 
was apparently due to a combination of inflow of ozone-rich air from middle lati-
tudes and rapid diabatic descent. Although there was no attempt to simulate the 
specific dynamical conditions of the observed southern vortex, the magnitude of 
the difference between the MLS and model results at these upper levels is sur-
prising, and may point to deficiencies in the modelled dynamics. Nevertheless, 
an interesting feature of the model results was that the region of greatest ozone 
replenishment on the 465 K isentropic surface did not coincide with the region of 
greatest diabatic descent; the latter peaked near the pole, while the former peaked 





The MLS study has indicated that in the Arctic and Antarctic vortices examined, 
essentially all the inorganic chlorine at some 0-levels had been converted into reac-
tive forms prior to the onset of rapid ozone loss when insolation increased in late 
winter. This means that for some period of time during these winters, the ozone 
loss rate was limited not by the extent of heterogeneous chemical processing but 
by the total stratospheric chlorine (and bromine) loading. (The dominant ozone 
destroying cycles do not become rate limited by the ozone concentration itself un-
til virtually all the ozone has been removed.) The chlorine and bromine loading 
will continue to increase over the next few years, so it is to be expected that, all 
things being equal, there would be a concomitant (non-linear) increase in ozone 
destruction over these years. However, the large interannual variations shown by 
the factors controlling ozone depletion, and the interdependence of these same 
factors make forecasting future ozone depletion very difficult. Probably the most 
important variable is the vortex temperature during winter and early spring. As 
we have seen, an earlier dissipation of sub-PSC temperatures in the north appears 
to be one of the primary reasons why net chemical ozone destruction in the Arc-
tic is not so great as in the Antarctic. Stratospheric temperatures in the Arctic 
during winter can vary widely from one year to the next, and an unusually cold 
season occurring in the next few years when halogen loading is around its peak 
might lead to unprecedentedly high ozone depletion in the northern hemisphere. 
This inference is reinforced by the suggestion from the analysis of MLS obser-
vations performed here that reactive chlorine can be enhanced vortex-wide while 
only a small fraction of the vortex is below 195 K. Moreover, lower minimum tem-
peratures during an Arctic winter could lead to a greater denitrification through 
sedimentation of Type II PSCs, which would further delay the deactivation of 
chlorine after the remaining PSCs have evaporated. The ozone loss could be fur-
ther increased if the spring temperature rise caused by the absorption of sunlight 
by ozone was delayed because the ozone concentration was abnormally low. Ex-
ternal perturbations to the system such as a major volcanic eruption could also 
have unpredictable effects on polar processes (and those elsewhere) via a variety 
of mechanisms such as changing the stratospheric temperature and dynamics or 
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providing additional nucleation sites for the formation of PSCs. 
The similarity in both the Arctic and Antarctic between the observed vortex-
averaged isentropic ozone trend and the trend chemically estimated from the CIO 
measurements means that if the chemical calculation is correct, then the dynam-
ical influence on the ozone change must be small relative to the chemical effects. 
That the chemical calculation is, indeed, correct to a reasonable degree of accuracy 
is strongly suggested by the close correspondence between the spatial structure 
of the computed and observed loss at 465 K in the Antarctic - where transport 
effects might be expected to have a small impact. The lesser similarity between 
the spatial structures of the computed and observed loss in the Arctic is probably 
a consequence of greater cross-isentropic motion and unresolved horizontal mix-
ing inside the more dynamically active northern vortex. The results would thus 
indicate that the three cycles incorporated in the model used here - which have 
previously been identified as the principal mechanisms for ozone loss [WMO, 1995] 
- really do account for the bulk of the destruction. However, the remaining un-
certainties in the CIO data and in the kinetic parameters preclude the calculation 
of chemical loss with a high degree of precision. Additionally, independent knowl-
edge of the dynamical processes is required to fully appreciate the implications 
of the results of a comparison between observed and chemically-estimated ozone 
loss. The GCM model run performed in this study was designed to go someway 
toward meeting this need. 
It is useful to look at the relevant phenomena in a general circulation model 
which includes chemistry because the model fields are completely known, and the 
chemical and dynamical processes can be unambiguously resolved. This is an 
advantage over the observational studies where the relative influences have to be 
inferred from measurements of their combined effect. However, model results are 
illuminating only insofar as they are an accurate simulation of processes occurring 
in the real atmosphere, so while models may be of assistance in interpreting the 
observations, there must also be a flow of information in the reverse direction 
with the models being refined in the light of observations. We have seen, for 
instance, that the simple PSC parameterisation used in the EUGCM run described 
here is not adequate to simulate the altitude-dependent development of enhanced 
reactive chlorine seen in the MLS CIO measurements. This highlights an asset of 
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the simplified chemical model, which by assimilating actual CIO measurements 
obviates the need to simulate the highly complex PSC processes. 
The limitations of the EUGCM's PSC scheme notwithstanding, it is still in-
teresting to compare the evolution of the observed and modelled ozone fields, 
especially as the prime reason for running the model was to examine dynamical 
processes (which are independent of the model chemistry). The contrast between 
the large dynamical enrichment of vortex-ozone in the model at and above 520 K, 
and the apparently slight role for dynamics at these heights inferred from the 
MLS-based study has already been remarked upon. The disparity is too large to 
be explained fully by errors in the chemical calculation, and must be largely as-
cribed to a major difference in the dynamical states of the modelled and observed 
vortices. Descent rates in the model inferred from the passive tracer fields and 
from trajectory calculations are higher than those generally derived from other 
studies, and an overestimation of descent would be consistent with the large ozone 
enrichment seen in this model study. Overly-strong descent may well be a conse-
quence of the gravity wave parameterisation used in the run - the treatment of 
drag exerted by unresolved breaking gravity waves is one of the major unknowns 
in middle atmosphere modelling. The wave configuration used in the EUGCM 
run was that found to give the most realistic vortex temperatures, but it may be 
that these were achieved at the expense of a good dynamical simulation. Careful 
analysis of some runs with alternative gravity wave configurations would be re-
quired to establish if this is, in fact, the case. While it is dangerous to dismiss the 
model results out of hand, they cannot be taken as necessarily (or even probably) 
indicating a problem with the MLS study. Moreover, despite the discrepancies at 
the upper levels, the EUCCM results do support the implication from the MLS-
based chemical calculations that at 465 K the dynamical effect on the ozone is 
relatively small. This lends confidence to the MLS-based calculation performed at 
this level (where the bulk of the ozone loss occurs) because it is unlikely that any 
change to the EUOCM which reduced the descent at the upper levels, bringing it 
more into line with other studies, would increase the descent, and hence the ozone 
replenishment, lower down. 
Ultimately, the primary issue of interest is the behaviour of the ozone in the 
real atmosphere, where only the combined impact of chemistry and dynamics 
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can ever be directly observed. It is thus important that we continue to refine 
our understanding of both of these influences. Indeed, a complementary relation-
ship exists between our knowledge of chemical and transport phenomena because 
an improved apprehension of one, necessarily facilitates our apprehension of the 
other. 
6.3 Future Work 
The whole subject of stratospheric ozone is a very active area of research, and it is 
being studied by a variety of methods both theoretical and empirical. A summary 
of the current state of knowledge and an overview of the most recent findings can 
be found in WMO [1995]. Set out below are a few suggested investigations which 
are directly related to, and a natural extension of, the work presented in this 
thesis. 
New Data 
Efforts to improve the quality of data retrieved from MLS are continually ongo-
ing and a reprocessed CIO dataset will shortly be released. Since the ozone loss 
calculated by the simple model is highly sensitive to the retrieved CIO amount, it 
is important that calculations be performed with the latest data as they become 
available. Moreover, some of the key kinetic parameters may be subject to some 
future refinement. Currently, the data imply reactive chlorine amounts over large 
areas of the vortex which are close to the total inorganic chlorine in the strato-
sphere. It will be of interest to ascertain if these high values persist with the 
new data, and if they can be shown to be consistent with measurements of other 
chlorine species such as HCl and C1ONO 2 . 
Interannual Variability 
The comparison presented here of the ozone loss processes in the Arctic and 
Antarctic vortices is based on observations of only one northern and one southern 
winter season. Repeating the analysis for more winters would reveal the relative 
interannual variability of the relevant processes in the two hemispheres. It would 
also shed some light on whether temperature alone is a reliable indicator of the 
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extent and duration of enhanced reactive chlorine concentrations and rapid ozone 
loss. This is important because, for the winters studied, it appeared that at 
465 K, time-integrated ozone destruction in the north was less primarily because 
the duration of sub-PSC temperatures was shorter. If a relatively straightforward 
relationship between the longevity of the low temperatures and the total ozone loss 
is found, then it would strengthen the inference that acute northern hemisphere 
ozone loss might be expected if an atypically (but not unprecedentedly) cold winter 
were to occur in the next few years. Looking at other years would also allow one 
to investigate whether the removal of the excess stratospheric aerosol injected by 
the Mt. Pinatubo eruption had any discernible effect on the activation of chlorine 
in the vortices. 
It is anticipated that stratospheric chlorine loading will reach its peak shortly 
before the turn of the century and then start to decline [WMO, 19951. There 
will thus be considerable interest in the next decade or two in ascertaining if 
this decline can indeed be demonstrated and if the ozone layer is recovering as a 
consequence. 
Trajectory Calculations 
As has been discussed at some length, an important step in verifying the ozone loss 
calculated from the MLS measurements is to compare the inferred chemical loss 
with the observed change in the ozone field. But, because at present the chemical 
calculations are performed at fixed locations, the effect of transport on the ozone 
distribution is not taken into account, and it is difficult to decide whether dispar-
ities in the chemically calculated and observed ozone field are due to errors in the 
method or to transport. A useful development of the method would be to initialise 
a particle within a trajectory model at the location of each MLS measurement, 
and then perform the calculation along the particle trajectory driven by observed 
winds. In this way an ozone field which takes into account both the chemistry 
and dynamics could be reconstructed. This would be much more readily com-
parable with the observed ozone field and would help in establishing the relative 
contributions of chemistry and dynamics to ozone change in the vortices. The 
trajectory technique would also allow calculations based on several days worth of 
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MLS data to be combined to obtain a higher resolution picture of the chemical 
ozone destruction. A further advantage is that the ozone loss could be followed 
along any trajectories which pass out of the polar vortex, giving some insight into 
the extent of any in situ ozone loss at middle latitudes associated with CIO rich 
air escaping from the vortex. 
Improved GCM and Chemical/Transport Study 
We have seen that the chemical and dynamical process of the Antarctic vortex 
simulated in the EUGCM differed in some notable respects from those of the 
observed southern vortex. On the chemical side, there was an obvious failing 
of the model's PSC scheme, attesting to the need for a more rigorous criterion 
than a simple temperature threshold to infer the presence of a PSC and activate 
the appropriate heterogeneous reactions. Also, a proper treatment of frozen 1120 
and 11NO3 , including a representation of the sedimentation of cloud particles, 
is required. The development of an improved scheme does, though, rely upon a 
fundamental understanding of the microphysics and and thermodynamics of polar 
stratospheric clouds - a relatively new area of research. 
Despite the shortcomings of the EUGCM chemical scheme, the major limita-
tion to using the GCM study as an aid for interpreting the MLS-based results 
is that it is not known in detail how closely the model dynamics matched those 
of the real Antarctic vortex during the observed period. This difficulty could be 
significantly reduced by repeating the study in a chemical/ transport model forced 
by assimilated winds (such as those from the U. K. Met. Office). There would 
then be some confidence that the model dynamical fields were a good approxi-
mation to those actually obtaining while the observations were made. Thus the 
ozone transport occurring in the model could be taken as being near the 'truth', 
allowing a more direct evaluation of the results from the chemical calculations 
using the MLS CIO measurements. 
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