, p. 101-102.
As the quote suggests from a Schumpeterian perspective heterogeneity in sectoral growth patterns should be considered a rather general and persistent characteristic of the process of economic growth. Harberger (1998) has provided empirical evidence for the uneven distribution of growth across industries. Some early studies on the dynamics of inter-sectoral structural change have combined the differential patterns of real cost reduction and productivity growth explored by Harberger with Engel's law stating that the income elasticity of demand for different types of commodities changes as over time income increases.
Differential demand developments play a very prominent role for the heterogeneous development of industries in the pioneering empirical study by Svennilson (1954) or the multisectoral growth models advanced by Pasinetti (1981; 1993) . In recent times this aspect has been ignored in most contributions on structural change. 1 The question this paper addresses therefore is to what extent sectoral patterns of growth do depend on differential developments in productivity growth and demand growth.
We devise an approach to identify both changes in sectoral productivity and demand growth from aggregate industry data, and explore their relative importance for sectoral output and employment growth. For this purpose we use structural vector autoregressive models (SVARs) with long-run restrictions. Based on the cumulated effects demand and productivity shocks have on sectoral output growth we devise a classification of industries.
We also analyze whether the arrival of shocks to the growth of productivity and demand shocks is synchronous across sectors. We analyze then the robustness of the results obtained from a longitudinal analysis using dynamic panel methods for all industries. The paper is organized as follows. In Section 2 we discuss identification issues. In Section 3 we briefly review the data and discuss the specification and the estimation procedure. In Section 4 we present our results. The last section we discuss our results and provide directions for further research.
1 Notable exceptions are for instance Echevarria (1997) and Kongsamut et al. (2001) . See Silva and Teixeira (2008) for a comprehensive literature review F o r P e e r R e v i e w -3 -2 Theory and econometric strategy Pasinetti (1981; 1993) has proposed a formal model of unbalanced growth where structural change is driven by two growth processes: the growth of productivity in each industry and the growth of demand in each industry. Both growth rates change as a consequences of learning processes. Shifts of productivity over time reflect technical change. Industry specific changes in the rate of demand growth reflect behavioral variations by agents who adapt their consumption as news about new products and changes in income arrive (see also Browning and Crossley, 2001) . Therefore, industries expand or decline not only in dependence of the ability of firms to increase productivity growth through real cost reduction (e.g. process or organizational innovations), but also if they are able to capture a higher share of the demand for domestic products (e.g. through product innovations). In a related paper (Hölzl and Reinstaller, 2007) we show how sector specific SVARs can be specified and the long-run restrictions identified from Pasinetti's model. Here we restrict ourselves to summarize the main assumptions:
• Sectoral productivity growth and sectoral demand growth follow two distinct stationary stochastic processes. Unforeseen changes will show as 'innovations' or shocks to the rate of change of sectoral labor coefficients and sectoral consumption coefficients.
• In each sector there is a fixed-coefficient production technique selected from a set of alternative fixed-coefficient technologies (Pasinetti, 1981; Basu, 1996) .
• In order to identify the SVAR model with long run restrictions we assume that the shocks to the growth rate of demand have no permanent effect on the growth rate of productivity.
• As observed labor productivity in a sector fluctuates pro-cyclically due to variations in the degree of capacity utilization (Basu, 1996) we need to control for business cycle fluctuations.
• If industries are small as compared to the aggregate economy a weighted combination of all productivity shocks outside a specific industry will correlate with the sectoral productivity shock. In order to identify the genuine sectoral productivity shock, we control for this "imported productivity"
Based on these assumptions we specify the sectoral structural VAR models (SVAR) with long run restrictions from which structural productivity and demand shocks are obtained (Blanchard and Quah, 1989) for each sector. 2 If both sector productivity and demand series are I(1) the data vector in the empirical model is given by
,t i h ∆ where 2 The dynamic analysis in this paper is thus distinct from approaches that track changes in input-output coefficients (technological change) and changes and composition of final demand (see e.g. Korres (1996) , Andreoso-O'Callaghan and Yue (2002) Ψ is the parameter matrix of the influence of the exogenous variables
on the endogenous variables over horizon s. The exogenous variables are the contemporaneous business cycle and the aggregate productivity shock. Finally,
e , is the vector of the reduced form disturbances of the VAR. If the VAR(p) is stable, then a related VMA( ∞ ) representation exists and is given by 3 Using total hours worked in the place of employment allows accounting for e effects of labor hoarding and other manifestations of labor market rigidities, as well as changes in capacity, that do not influence productivity. Galí (1999) has first proposed this approach in the realm of business cycle research. It has been applied at the sector level by Kiley (1996) . Alexius and Carlsson (2005) show that this method allows identifying productivity shocks accurately. The data are yearly data for Austrian manufacturing and cover the period 1971-1995. The labor productivity series is from the ISIS database of Statistics Austria. Labor productivity is an index of real production per hour worked. The index of total worked hours is derived from the productivity and the real production value also taken from the ISIS database. Sectoral employment data and gross production value were all taken from the Industrial Statistics of Statistics Austria. Hours worked was obtained from Biffl (2000) . GDP was taken from the International Financial Statistics (IMF). The list of industries included in the study and their id number used throughout this paper as well as some summary statistics of the series used in our analysis are given in Table 1 . The table also shows that the structure of Austrian manufacturing has considerably changed over the period of observation. 
Specification tests and estimation procedure
We first had to establish the order of integration of the time series used in the SVARs. As unit root tests have in general low power and our data consist of pooled time series we use panel unit root tests that have been proposed as a more powerful alternative to unit root tests on single time series. We use three different tests: The Levin-Lin-Chu test (Levin et al., 2002) , the Im-Pesaran-Shin test (Im et al., 2003) and the Pesaran test (Pesaran, 2007) . The test proposed by Im, Pesaran and Shin (IPS) allows for heterogeneous panels and the unit root test is based on the average of the individual ADF unit root tests computed from each single time series.
The null hypothesis is that each individual time series contains a unit root while the alternative allows for some but not all of the individual series to have unit roots. The Levin, Lin and Chu test assumes that the AR coefficients for unit roots in particular are assumed to be the same across cross-sections. The null hypothesis is that each individual time series contains a unit root against the homogenous alternative that each time series is stationary. One major criticism of both these tests is that they require cross-sectional independence. To meet this criticism Pesaran's test relaxes this requirement. It is based on augmenting the ADF regression with the lagged cross-sectional mean and its first-difference to capture cross-sectional dependence.
Analogous to the IPS test, the Pesaran test is consistent under the alternative that only a fraction of the series is stationary. The results of the unit root tests with a constant are given in Table 2 . The hypothesis of a unit-root cannot be rejected for log productivity and log hours As the results of the unit root tests show that both series used in our analysis are integrated of the same order we need to carry out cointegration tests. We used four different panel cointegration tests: Pedroni's (1999; 2004) group rho and the group t tests, as well as Westerlund's (2005) group mean variance ratio and panel variance ratio statistics, which are all residual based. The null hypothesis is no cointegration. The pooled panel test has the alternative that the first order serial correlation coefficients are identical and not equal to 1 for all industries. The group tests test against the alternative that the first order serial correlation coefficients are heterogeneous across industries but not equal to one. We calculated the residuals using OLS. The results reported in Table 3 suggest that the null of no cointegration, cannot be rejected. This is consistent with unreported results for cointegration tests carried out for the individual sectoral time series. The results imply that we should use series in first differences in the sectoral VAR models and that no error correction is needed. We have used different information criteria and likelihood ratio tests to determine the optimal lag order for the panel unit root, the cointegration tests and the VARs. In general these tests seemed to favor models with lags for the endogenous variables ranging between one and four and lags for the exogenous variables with up to two lags. For, both for panel unit root and the panel cointegration tests it made no difference whether we used optimal lags or only one lag. However, as the series are short order selection criteria have very low power in indicating the exact lag order (Lütkepohl, 2005, p. 153 ) . For this reason we rely on a heuristic argument for the lag selection for the VARs. The data have yearly frequency and the series are short. This makes a parsimonious model more appealing, and therefore we use a model with one lag for the endogenous variables and no lag for the exogenous variables for each sector in order to determine the productivity and demand shocks from its residuals. We have also run models with one lag of the exogenous variable, but results were almost identical.
In estimating the sectoral SVARs we proceed as follows: In a first step we extract productivity and demand shocks for the Austrian economy following the SVAR approach developed by Galí (1999) . A number of contributions have provide robust evidence that the aggregate demand or non-technology shocks attained with his approach match business cycle shocks closely (Francis and Ramey, 2005; Galí, 2004) . In the second step we use then the recovered aggregate demand shocks as control variable in the sectoral VARs, such that the resulting 
Impulse response analysis and patterns in response
In order to study the factors driving the growth of sectoral output we computed the cumulated impulse-response functions for the growth rates of productivity and hours worked to a one standard deviation innovation for ten periods. The cumulated responses are then summed up to establish the cumulated impact of productivity and demand shocks on sectoral output growth. As the productivity is I(1) in all industries a one standard deviation productivity shock has ceteris paribus always a permanent and for all industries positive effect on productivity growth. The same holds true for the effect of a demand shock on the growth of hours worked. It has a permanent and positive effect as hours worked are also I(1) for all industries. Therefore, differences in sectoral development patterns depend on the combined effect of productivity and demand shocks on sectoral output growth. As the response patterns are heterogeneous across industries we classify them according to the effect shocks to the growth of productivity and demand have on sectoral output growth.
Table 4 about here.
There are five logically possible and economically meaningful combinations of how the different growth rates may react to productivity and demand shocks. The first four columns in Table 4 summarize them. For pattern 1 the cumulated effect of a productivity shock on productivity growth is lower than its negative effect on the growth of hours worked.
Consequently, the joint effect on output growth is negative. Pattern 2 corresponds to the patterns postulated by Galí (1999) and Francis and Ramey (2005) for the aggregate economy. Here productivity shocks have a negative effect on the growth rate of hours worked, but a positive effect on output growth. In pattern 3 the cumulated effects of the productivity shock on the growth rate of productivity and hours worked sum up to a zero impact on output growth. In pattern 4 a productivity shock has no effect on the growth of hours worked and clearly a positive effect on output growth and in pattern 5 it increases the growth rate of hours worked and has a positive effect on output growth. Labor inputs, productivity and output growth are positively correlated.
We have carried out a hierarchical cluster analysis using the point estimates of the cumulated sectoral impulse response to a shock after ten periods to develop our taxonomy.
We have applied the angular separation measure to calculate the similarity of responses across sectors and computed the clusters with the complete linkage algorithm (Gordon, 1999, p. 21; p.78) . The resulting classification of industries is stable with respect to the use of the alternative minimum sum of squares cluster algorithm. Four out of the five possible classes were identified using our data. The last column of Table 4 shows to which class each industry is attributed. The cluster analysis has identified the petroleum industry (id 2) and the chemical industry (id 5) as outliers. Their impulse responses match pattern 4 where hours worked respond neutrally to a productivity shock with an overall positive impact on output growth.
However, the size of the cumulated effects is much higher and therefore the cluster analysis identifies these industries as a group on its own. Figure 1 summarizes the relative importance of productivity and demand shocks for output growth in each of the four classes identified with the cluster analysis. The box plots show the cumulated values of the point estimates of the sectoral impulse response functions on which the cluster analysis has been performed. The general characteristics of the identified industry groups matching patterns 1 and 3 are that productivity shocks do not lead to an output expansion. Group 1 contains mostly declining industries. In these two groups expanding demand is the main cause for changes to the sectoral rate of output growth. In group 1 productivity shocks even lead to a permanent decline in the sectoral output growth rate. As the cumulated effect on productivity growth is positive, changes in productivity favor the reduction of labor input. Productivity improvements in these groups seem therefore to favor cut employment. The same holds true also for group 3, even though the cumulated effect of productivity shocks on hours are not as pronounced as in group 1 so that the joint effect of a productivity shock on productivity and demand growth on the rate of output growth is almost neutral. The general characteristics of the industries in the groups matching pattern 2 and 4 is that productivity improvements increase the sectoral rate of output growth. In these sectors productivity and demand shocks are potential sources of output growth.
Figure1 about here
If we compare the results of this innovation accounting exercise in Table 4 with Table 1 we see that more than half of the industries grouped under pattern 1 were declining industries, such as the mining (id 1), the leather producing (id 12) and the leather processing (id 13) industry. For all the industries in this group a productivity improvement has contractionary effects. A shock to the rate of productivity growth reduces the demand for labor more than it -9 -increases the growth of output. This is most likely due to rationalization and downsizing of activities. Productivity increases in these industries translate into lower costs, and if the industry was not shrinking then output growth was mostly driven by an expanding demand. The industries in group three consists of two industries that have experienced an above average increase in real output (electrical equipment id 19, paper processing id 7), and one that has shrunk over the observation period (stone & ceramics id 3). In these industries the observed expansion or contraction of real output as shown in Table 1 was exclusively driven by demand changes. To summarize, in the industries in groups 1 and 3 productivity improvements translated into cost reductions through their effect on employment, but where overall real output growth or contraction was driven by a demand expansion.
The picture is different for the industries grouped under patterns 2 and 4. All industries in these groups except for one have experienced substantial growth in real output over the observed period. In the industries in group 2 productivity shocks reduce ceteris paribus labor inputs.
However, the total effect of a productivity shock is to increase output growth. Hence, they over-compensate the negative effect a reduction of labor input would have on output growth. In group 4 on the other hand the effect on labor input is on average zero, and a productivity shock therefore translates directly into a positive effect on output growth. In these two groups both demand innovations and productivity improvements drive output growth. This implies that in these industries potentially negative effects of the sectoral demand shrinking in the long run, can be (partly) o set by productivity improvements.
Overall, the classification exercise in this section shows that the transmission mechanisms of productivity and demand shocks into sectoral output are different across sectors, and that both changes in demand as well as changes in sectoral productivity have to be taken into account in order to better understand what drives the long-run development of industries.
Principal component analysis
In the previous section we classified industries in terms of their estimated response to productivity and demand shocks. In this section we want to verify to what extent the shocks are synchronized across industry groups. We use principal components analysis (PCA) as tool of analysis (Jackson, 1991) . In case shocks are synchronous across industries and within industries we should be able to identify two or three principal components that explain a large fraction of the variation in the data. This would not be the case if heterogeneity over time and across industries was high.
Productivity shocks
The results for the PCA on productivity shocks are summarized in Table 5 .
The first principal component accounts for 24.33% of the correlation of productivity shocks across industries. It reflects a common structural effect on productivity growth. However, there is a larger number of industries (seven out of nineteen) for which this first component does not explain much of the variation. Component c2 suggests a contrasting pattern of innovations in productivity between the food and tobacco (11) and the machinery and steel construction industries (16) on the one side and the chemical (5) and the leather processing industries (12), foundries (14), the nonmetal (15), the transportation equipment (17) and the iron and metal products (18) industries on the other side. The patterns of innovation in these two contrasting subgroups reflect a positive correlation within the two groups and a negative correlation between the groups, but it is not clear what may be the cause for this as the two groups are composed of quite heterogeneous industries. Similar difficulties of interpretation arise for the remaining components. Productivity shocks vary unevenly across sectors suggesting that innovationpossibility frontiers that shape productivity growth are largely industry-specific.
Demand shocks
The results for the PCA on demand shocks are displayed in Table 6 . Almost all industries (except mining, petroleum and leather processing) share one principal component c1, which accounts for 38.17% of the correlation of demand shocks across industries and between twenty and more than eighty percent of the correlation in the shocks to the growth rate of hours worked in each industry. This is surprising given that we have controlled for the aggregate effects in the sectoral demand shocks. This suggests that sector specific demand developments are less idiosyncratic than productivity shocks. The first component is likely to capture the shift from demand for manufacturing goods to services, which is related to the general effect of income growth. Exceptions are mining (for which the component explains just slightly more than 10%), the oil and refinery, the leather producing and the leather processing industries. General changes in demand affect all sectors, but some industries decline while others grow. This is a possible interpretation of components c2 and c3. The second component seems to reflect the contrasting development between some intermediate industries related to basic good production (1, 2) and the consumer good sector (11, 12, 13, 21) on the one hand and some intermediate and capital goods industries on the other hand (3, 6, 14, and 18).
Component c3 is related to component c2 and captures the contrast between some sectors growing above industry average (11, 19) and others growing below the industry average (14, 15, 21) . All remaining components are difficult to interpret and are likely to reflect industry specific variation. To sum up, the timing of productivity and demand shocks as well as their direction are very unsystematic across sectors. This is especially the case for productivity shocks. Demand shocks seem to be more systematic across industries. This implies that despite its importance for sectoral output growth technical progress is much more industry-specific, whereas changes in the rate of growth of sectoral demand are more systematic across sectors and over time.
The impact of productivity and demand shocks on Austrian manufacturing industries
The following regression analysis has the goal of providing a robustness test of the results of the impulse-response analysis and the sectoral classification we derived in Section 4.1. In order to do so we use standard industry groupings (capital, intermediate and consumer goods industries) to study the heterogeneity of responses as well as the groupings based on the typology of responses presented in Table 4 . We go further and account also for the influence of aggregate productivity and demand shocks. According to Galí(1999; 2004) aggregate demand shocks should capture primarily the influence of the business cycle, while aggregate productivity shocks should be interpreted as aggregate non-cyclical labor productivity improvements. In fact, aggregate labor productivity shocks are nothing else than a weighted sum of all sectoral technology shocks that have a permanent influence on aggregate labor productivity. We estimate the following equation: Tables 7 and 8 . The second test is the LM test proposed by Baltagi and Li (1995) . The test statistic is distributed as 2 1 χ and reported in the row headed LMar in Table 7 Table 7 presents the regression results for the pooled manufacturing sector and the three industry groupings for employment and output growth. Table 8 reports the results using the industry grouping identified by the impulse response analysis earlier in this paper (see Table 4 ).
The four sector groupings are of different size: Pattern 1 contains 5 industries, Pattern 2 contains 5 industries and patterns 3 and 4 contain 3 and 4 industries, respectively. Two industries were not considered. The mining industry was excluded because it is no true manufacturing industry and the oil and petroleum industry because it is an outlier. All coefficients reported in Table 7 and 8 are linear combinations of contemporaneous and of once lagged shocks.
Table 7 and 8 about here.
Let us first consider first employment growth equations listed in columns 2 to 5 in Table 7 .
Industry-specific productivity shocks are as expected negatively associated with employment growth. The coefficient is statistically significant at the 1% level for manufacturing as a whole and the three industry groupings. Industry-specific demand shocks (DS) are as expected uniformly positively associated with employment growth. The association is significant for all industry groupings. Aggregate productivity (APS) and aggregate demand shocks (ADS) are both positively associated with employment growth. The effect of ADS and APS is approximately of the same magnitude for the capital goods and the intermediate goods sectors, while the coefficients on APS is more then double of the size of the ADS coefficient for the consumer goods sector. For the output growth equations reported in columns 6 -8 in Table 7 , we found that industry-specific demand shocks (DS) are again as expected uniformly positive and highly correlated with the growth rate of production. The association between demand shocks and the growth rate of the gross production value is highest for the capital goods industries but highly significant also for the intermediate and the consumer goods 5 For those equations where the autocorrelation tests provided conflicting information we also ran regression without correcting for autocorrelation. The results (not reported here) were in the rage of the results in Tables 7 and 8 and those obtained by using the bias corrected fixed effect estimator. Also for consumer goods industries and the overall manufacturing sectors there is no statistically significant association between productivity shocks and output growth. Industryspecific demand shocks lead to quite homogeneous responses while productivity shocks lead to heterogeneous responses across industries groupings with regard to output growth. This can easily be explained on the basis that positive demand shocks lead to more demand, while the effect of productivity shocks is not that clear cut. The effect of productivity shocks on the growth rate of output depends on the price elasticity of demand and by implication on the market structure. With a price-inelastic demand a reduction of prices through industry competition can even lead to negative effects on the gross production value. APS and ADS are positive for the industries as a whole and for all industries. They are also significant with the exception of APS in the intermediate goods industries.
Let us next turn to the regression analysis of the classification identified by the impulse response analysis presented earlier in this paper. Here we group the sectors into four different groups based on the impulse response analysis as reported in Table 4 . Let us first consider the sectoral productivity shocks (PS) and the sectoral demand shocks (DS). As expected we find that sectoral demand shocks are positively related to both employment growth and output growth. For PS (industry-specific productivity shocks) we find that the results confirm our impulse-response analysis. In line with the results reported in Table 4 we find for pattern 1 a negative effect of productivity shocks on both employment growth and output growth, for pattern 2 we report a negative coefficient in the employment growth equation and a positive coefficient for output growth. Pattern 3 is characterized by a negative coefficient for PS in the employment growth equation and an insignificant coefficient in the output growth equation. The results for pattern 4 confirm the results in Table 4 . The main difference between the results for standard industry groupings and our classification is that we are able to obtain clear cut results for the sectoral productivity growth. For the standard industry groupings in Table 7 we obtain in general a negative coefficient of PS in the employment growth equations and an insignificant or positive coefficient for the output equations, while the results in Table 8 suggest that one can say much more on the relationship between productivity shocks and employment and output growth. As pattern 1 can be interpreted to contain primarily declining industries and pattern 4 to contain primarily expanding industries, and we find that the effect of PS is quite different for these two industries groupings, we take this as indication that PS has a different impact on growing and declining industries. This is likely to be related to the price elasticity of demand. With a price-inelastic demand competition can lead to a negative effect on the gross production value, if the reduction of price is larger than the increase of quantities sold. This story is likely to hold for pattern 1. The sectors in pattern 4, on the other hand, are likely to be characterized by a price-sensitive demand that compensates for the labour saving effects of the technology shocks. industries. This can be considered as evidence for a positive cumulative effect of labor productivity growth. Own productivity increases lead to a reduction of employment, while labor productivity improvements in other sectors lead to an increase of employment. The magnitude of the coefficient on aggregate productivity shocks is at first surprisingly high, but can be explained on the basis of our method of calculating sectoral productivity shocks. We orthogonalize sectoral shocks to aggregate shocks, therefore all improvements related to inputs, especially materials should show up in the aggregate productivity shocks if these inputs lead to labor productivity improvements in more than one sector. This mirrors also the findings of productivity studies that use the KLEMS framework that inputs from other industries (materials, energy) are important drivers of sectoral productivity growth (e.g. Jorgenson et al. 1987 ).
The positive association of aggregate demand shocks mirrors business cycle influences. It is interesting to see that the coefficient of ADS is much larger for capital goods industries (sectoral typology) than for the intermediate goods and the consumer goods industries. This seems to mirror the conventional wisdom that investment plays an important role in business cycles. However, it should be noted that the coefficient on APS for the capital goods sector is of comparable magnitude as the other sectors. Moreover, the results in Table 8 suggest that this may related to the fact that most of the capital intensive industries are also sectors that fit into pattern 4 -thus they are expanding sectors in Austrian manufacturing. Table 9 and 10 about here.
In order to check the robustness of our results we employed also a dynamic fixed effect specification: x' is the vector of industry specific productivity and demand shocks and t z' is the vector of aggregate productivity and demand shocks. The error term consists of an industry components ηi and an idiosyncratic term, it ν . As it is well known that the dynamic fixed effect estimator is biased, we use the bias corrected version of the fixed effect estimator as proposed by Kiviet (1995) . In particular, we use the bias correction procedure proposed by Bruno (2005) . The use of this estimator is suggested by the Monte Carlo results obtained by Judson and Owen (1999) for panels with a small cross-sectional and a small time dimension. Their results are encouraging insofar, as they found that the bias on the dependent variables is reduced substantially. As we use this estimator primarily as robustness check for the signs and magnitudes of the 1 β and 2 β this is important for our interpretation of the results. The results are in Tables 9 and 10 
Concluding remarks
The aim of this paper was to analyze the impact innovations in productivity and demand have on output growth and employment in the Austrian manufacturing industry using a SVAR approach with long run restrictions. We have devised a classification of industries based on the cumulated effects demand and productivity shocks have on sectoral output growth. Four out of five possible patterns are found in the data. This shows that changes to the rate of productivity growth are not equally important for all industries. For some, demand changes seem to be more important than productivity growth.
After controlling for aggregate effects we find that productivity shocks do not correlate very strongly across sectors, and common factors do explain only a rather limited fraction of this correlation. Demand shocks, on the other hand, present a more systematic picture, even after controlling for aggregate effects. A principal components analysis on the industry- -16 -specific shocks shows that productivity shocks are much more heterogeneous than demand shocks. Industry-specific demand shocks share a large first principal component indicating that demand shocks synchronize to a much higher degree across sectors than productivity shocks even though they are orthogonal to the aggregate demand shock. The second finding of this paper is therefore that productivity developments are largely industry-specific, while sectoral demand is more related to secular economy-wide patterns of income development and changes in preferences.
The robustness of our classification was confirmed by a panel regression analysis. In the panel regressions we included also aggregate labor productivity and demand shocks. Aggregate demand shocks showed uniformly a positive influence. More surprisingly also aggregate productivity shocks had a positive influence on most sectors. This result can be considered as evidence for a positive Schumpeterian effect of labor productivity growth, as it suggests that technical change in other sectors of the economy has a positive effect on the employment performance in manufacturing industries. For most of the sectors we find that own permanent labor productivity increases lead to a reduction of employment, while permanent labor productivity improvements that affect all sectors have a positive effect on sectoral employment.
Further research is clearly needed. In order to study whether or not our results are driven by the specificities of manufacturing industries in general and Austrian manufacturing in particular, the analysis should be expanded to include the service sector and a larger set of countries.
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Graphs by groups Table 4 . PS= productivity shock, DS= demand shock, P= productivity, H= hours, Y= output growth. Industries 2 and 5 are omitted. Box plots for the industry groupings as identified by the cluster analysis. The numbers on top of each plot correspond to the numbering of patterns in Table 4 . PS= productivity shock, DS= demand shock, P= productivity, H= hours, Y= output growth. Industries 2 and 5 are omitted. 139x101mm (600 x 600 DPI) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
