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Bridging Grain Boundary Dynamics And Microstructure Evolution 
Abstract 
Many materials of scientific and industrial interest are polycrystalline in nature. That is, they are 
composed of microscopic crystalline grains, delineated by grain boundaries (GBs). The properties and 
utility of these materials are highly sensitive to the microstructure, composed of GBs and other defects. 
This presents both an opportunity and a challenge; one may tune the properties of a material by altering 
the microstructure, but these properties will change if the microstructure subsequently evolves. Typically, 
it does. Grain growth (the increase in mean grain size over time) is a cornerstone problem in Materials 
Science; the classic solution, the analogy of a coarsening soap film, has stood for decades. However, it is 
now understood that GBs migrate via the nucleation and migration of disconnections, step defects with 
dislocation character. Disconnections induce shear as GBs migrate, leading to stress generation and 
potentially grain growth stagnation. Similarly, GB triple junctions (TJ) migrate by the reaction of 
disconnections exchanged between them and their constituent GBs. This is only possible with special 
combinations of disconnections, such that the GBs continuously meet along the TJ line and the total 
Burgers vector cancels. How have classical grain growth theories been successful despite neglecting 
these considerations? 
In this thesis, the disconnection theory will be placed in context and rationalized with MD grain growth 
observations. It will be shown that disconnection-mediated GB migration leads to stagnation, but that this 
can be overcome if GBs can nucleate multiple disconnection varieties. A kinetic model of multi-mode GB 
migration will be presented; it captures the full range of migration behavior observed in MD. The analysis 
will extend to TJ migration, which is also facilitated by multi-mode GB migration. When multiple modes 
are unavailable, TJs may emit crystal defects (e.g., dislocations and twins) to assist migration. This 
results in a rich and complex microstructure; after forming, twins may interact and form new composite 
twin junction structures. These will also be examined. Finally, one of the gaps in disconnection theory is a 
knowledge of energy barriers for disconnection nucleation and migration. These are difficult to measure 
and are only known for certain disconnection modes of selected GBs. To address this, a machine learning 
method probing atomic-level rearrangements will be presented. This method characterizes an atomic-
level structural quantity, Softness, measuring the likelihood of local atomic rearrangement. This technique 
was originally developed for the analysis of disordered materials, but is here applied to polycrystals. This 
may be a useful tool for studying the atomic dynamics of GBs and determining representative energy 
barriers for the refinement of disconnection models. 
This work, in sum, aims to extend the science of grain boundary kinetics from idealized, domesticated 
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ABSTRACT
BRIDGING GRAIN BOUNDARY DYNAMICS AND MICROSTRUCTURE
EVOLUTION
Spencer L. Thomas
Dr. David J. Srolovitz
Many materials of scientific and industrial interest are polycrystalline in nature. That is,
they are composed of microscopic crystalline grains, delineated by grain boundaries (GBs).
The properties and utility of these materials are highly sensitive to the microstructure, com-
posed of GBs and other defects. This presents both an opportunity and a challenge; one
may tune the properties of a material by altering the microstructure, but these properties
will change if the microstructure subsequently evolves. Typically, it does. Grain growth
(the increase in mean grain size over time) is a cornerstone problem in Materials Science; the
classic solution, the analogy of a coarsening soap film, has stood for decades. However, it is
now understood that GBs migrate via the nucleation and migration of disconnections, step
defects with dislocation character. Disconnections induce shear as GBs migrate, leading to
stress generation and potentially grain growth stagnation. Similarly, GB triple junctions
(TJ) migrate by the reaction of disconnections exchanged between them and their con-
stituent GBs. This is only possible with special combinations of disconnections, such that
the GBs continuously meet along the TJ line and the total Burgers vector cancels. How
have classical grain growth theories been successful despite neglecting these considerations?
In this thesis, the disconnection theory will be placed in context and rationalized with MD
grain growth observations. It will be shown that disconnection-mediated GB migration leads
to stagnation, but that this can be overcome if GBs can nucleate multiple disconnection
varieties. A kinetic model of multi-mode GB migration will be presented; it captures the
full range of migration behavior observed in MD. The analysis will extend to TJ migration,
which is also facilitated by multi-mode GB migration. When multiple modes are unavailable,
TJs may emit crystal defects (e.g., dislocations and twins) to assist migration. This results
in a rich and complex microstructure; after forming, twins may interact and form new
composite twin junction structures. These will also be examined. Finally, one of the gaps
in disconnection theory is a knowledge of energy barriers for disconnection nucleation and
migration. These are difficult to measure and are only known for certain disconnection
modes of selected GBs. To address this, a machine learning method probing atomic-level
rearrangements will be presented. This method characterizes an atomic-level structural
quantity, Softness, measuring the likelihood of local atomic rearrangement. This technique
was originally developed for the analysis of disordered materials, but is here applied to
polycrystals. This may be a useful tool for studying the atomic dynamics of GBs and
determining representative energy barriers for the refinement of disconnection models.
This work, in sum, aims to extend the science of grain boundary kinetics from idealized,
domesticated grain boundaries to a full theory of grain boundaries in the wild.
v
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and limt  Ḣ t©Ḣ for the two-mode model as a function of tem-
perature. t

is the time constant introduced in Eq. 3.7. . . . . . . 42
FIGURE 3.3 : MD results and fit curves for the shear coupling factor for selected
GBs under both an applied stress and a chemical potential jump
between grains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
FIGURE 3.4 : Dependence of β on the magnitude of driving force with fits to the
third-order expansion for β in each case. . . . . . . . . . . . . . . 47
xi
FIGURE 4.1 : Cross-section of a 1200 K MD polycrystal grain growth simulation,
comparing microstructures at 400 ps (blue) and 2400 ps (red) after
initial relaxation. FCC-structure atoms (as determined by common
neighbor analysis [57]) are not shown. Coherent twin boundaries
are highlighted in a lighter shade and black rectangles indicate
dislocations. Triple junctions that are nearly stationary relative to
the microstructure are circled. The visualization was performed
using OVITO [229]. . . . . . . . . . . . . . . . . . . . . . . . . . . 53
FIGURE 4.2 : 5 nm thick cross-sections from the MD polycrystal grain growth
simulation shown in Fig. 4.1. FCC atoms (common neighbor anal-
ysis) are not shown and the remaining atoms are colored by cen-
trosymmetry [123]. The white lines depict the simulation cell bound-
aries. The inset diagrams are schematic representations of the mi-
crostructure (lines are GBs; roman numerals label grains) - a pair
of partial dislocations (red) separated by a stacking fault (gray) is
emitted from the I/II/IV TJ that migrates up and left. . . . . . . 55
FIGURE 4.3 : Cross section from a polycrystalline MD grain growth simulation.
A TJ (circled) migrates up and to the right, leaving behind multiple
parallel coherent twin boundaries (thin yellow lines). . . . . . . . 56
FIGURE 4.4 : (Lower left) Time series of a 1200 K tricrystal MD simulation. The
FCC atoms were removed and the remaining atoms were colored by
time after initial relaxation. The atoms on the surface of the cylin-
drical simulation cell (black) were held fixed, pinning GBs (1) and
(2) at the simulation cell perimeter. This simulation is represented
by the red open circles in Fig. 4.5. The GBs and TJs migrate such
that the TJ is at position z t. Replacing the actual GB profile
with straight lines from points (2) and (3) to the TJ, the TJ angle
φ t is related to the TJ position z t as per Eq. 4.3, as indicated
in the schematic (upper right). . . . . . . . . . . . . . . . . . . . . 58
FIGURE 4.5 : a Triple junction angle φ as a function of time for a variety of tem-
peratures with different initial φ
 1
. The colors indicate simulation
temperature and the symbol types indicate initial triple junction
angles φ 0. b and c Early time (initial 1.0 ns) behavior of the triple





(indicated by the black dashed lines), respectively.
Since the GBs are nearly flat during the migration (see Fig. 4.4),
φ t is approximately equal to the dihedral angle Θ 1. . . . . . . 59
FIGURE 4.6 : Stress accumulation at a migrating triple junction from a tricrystal
MD simulation performed at 800K with an initial TJ angle φ 0  
134
`
. The red lines in a2 (5.0 ns from initial) indicate the GB and
TJ positions in a1 (0.2 ns from initial). b1 and b2 show shear stress
σxy. There is some visible stress in b2 due to the initial relaxation.
These images are taken from the corresponding simulation depicted
in Fig. 4.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
xii
FIGURE 4.7 : Time series of a tricrystal simulation with free surfaces around the
circumference of the cylinder, performed at 1200 K. Bulk atoms
(determined by Common Neighbor Analysis) were removed. This
simulation is represented by red closed circles in Fig. 4.8. . . . . . 61
FIGURE 4.8 : φ 1 and TJ position vs time over multiple free-surface tricrystal
simulations. Series in this plot with the same symbols as those in
Fig. 5 of the primary text correspond to the same initial configu-
ration. The black diamonds indicate grain annihilation. . . . . . 62
FIGURE 4.9 : a Time series of an embedded loop simulation at 800 K. After the
GBs facet, the microstructure is stationary for a period of time,
then suddenly migrates rapidly. b TJ position vs time for multiple
simulations at different temperatures. Series with the same color
are from simulations performed at the same temperature. The Xs
at the bottom show the time τ that the TJ crossed the dotted
line at the corresponding temperature. c Arrhenius plot of ln τ0©τ ,
where τ0   1 ns and τ is the time after initial relaxation that the
TJ passes the dotted line in b, averaged over 6 simulations at each
temperature. This plot gives an activation energy of 0.57eV .02eV. 63
FIGURE 4.10 :Relationship between TJ velocity v
TJ
and GB velocities v
 i
, show-
ing GB normals n
 i
, GB tangents t
 i
, and dihedral angles Θ
 i
.
The initial GB positions are shown as dotted black lines, the final
positions as solid black lines. . . . . . . . . . . . . . . . . . . . . . 65
FIGURE 4.11 :Triple junction migration (same geometry as Fig. 4.4) via the con-
tinuum model (i.e., φ t) for comparison with the MD simulation
results (Fig. 4.5). Unlike in the MD simulation the radius of the
simulation cell R  . . . . . . . . . . . . . . . . . . . . . . . . . 73
FIGURE 5.1 : (a) A sample continuum grain growth simulation microstructure.
(b) The same microstructure populated with atoms - the initial
configuration for an annealing simulation. (c) cross-section of mi-
crostructure after initial relaxation (d) cross-section after a 2.5 ns
anneal at 0.85Tm. The atoms in this, and subsequent atomic struc-
tures, are assigned a color based upon the centrosymmetry param-
eter. The straight yellow lines in the cross sections are traces of
CTBs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
FIGURE 5.2 : A schematic illustration of a microstructure with different types of
twin and twin/grain boundary junctions (labeled with Greek let-
ters). Heavy black lines represent symmetric tilt grain boundaries
(the GB bicrystallography is labeled). Red lines represent CTBs.
Blue lines represent {111} planes. . . . . . . . . . . . . . . . . . . 82
FIGURE 5.3 : Observations of different types of twin junctions observed in the
MD grain growth simulations. The labels are as shown in Fig. 5.2. 84
FIGURE 5.4 : Formation of a penta-twin by the collision of two CTBs taken from
a polycrystal anneal. . . . . . . . . . . . . . . . . . . . . . . . . . 85
xiii
FIGURE 5.5 : Schematic of penta-twin formation by the collision of two CTBs
(red) at a migrating grain boundary (black). . . . . . . . . . . . . 86
FIGURE 5.6 : Schematic illustrating the conditions under which penta-twin for-
mation occurs by the collision of two CTBs (solid red) at a migrat-
ing grain boundary (solid black). The red dashed lines indicate
the location where three additional CTBs will form after the GB
propagates further downward. . . . . . . . . . . . . . . . . . . . . 87
FIGURE 5.7 : Formation of a penta-twin by the (near) collision of three CTBs.
The boundaries do not all perfectly align with a common junction
so a split-core penta-twin is formed instead. . . . . . . . . . . . . 88
FIGURE 5.8 : Schematic illustration of penta-twin formation by the (near) colli-
sion of three CTBs (red) at a migrating grain boundary (black),
followed by perfection of the penta-twin junction by propagation of
a step along one CTB (purple). The yellow line represents the grain
boundary segment between the twin junctions that is removed by
the step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
FIGURE 5.9 : Schematic of β junction formation by the collision of two CTBs
(red) at a migrating grain boundary (black). The collision results
in a new GB (blue). . . . . . . . . . . . . . . . . . . . . . . . . . . 90
FIGURE 5.10 :Schematic of γ junction formation by the collision of three CTBs
(red) at a migrating grain boundary (black). The collision results
in a new GB (blue). (b) shows how a defected γ junction can be
repaired by the propagation of steps (purple) along a CTB (note
that the GB indicated in yellow has a different misorientation than
that in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
FIGURE 5.11 :a) Before and b) after a controlled collision of three CTBs, demon-
strating the formation of a penta-twin. The additional CTBs (be-
yond the three near the center) to keep the simulation cell periodic.
Colors are assigned according to the centro-symmetry parameter. 92
FIGURE 5.12 :A cylindrical sample of radius R with a) a GB displaced d from
the center, b) the same GB with a β junction centered on the axis,
and c) the same GB with a penta-twin centered on the axis and
accompanying disclinations. The black triangles represent positive
(pointing up) and negative (pointing down) disclinations. . . . . . 98
FIGURE 5.13 :Integration results for  2π©µU d, ν as a function of d2ω2 for dif-
ferent values of ν, plotted against associated linear fits. Inset: Λ,
determined from the linear fits; Λ  .597, a constant with respect
to ν. U d, ν is given in Eq. 5.7. . . . . . . . . . . . . . . . . . . . 100
FIGURE 5.14 :A GB heavily distorted by the pinning influence of a twin junction
of type δ. Taken from a polycrystal anneal. . . . . . . . . . . . . . 102
xiv
FIGURE A.1 : Schematic representation of the tricrystal and embedded loop sim-
ulation crystallography. Black lines indicate initial GB profiles.
Red dotted lines indicate the inclination of one set of symmetric
inclinations for the 3 GBs; blue dotted lines indicate the inclina-
tion of an alternative set of symmetric inclinations for GBs  2 and 3, relevant to the embedded loop simulations (labeled 1b and 3b,




Many materials of scientific and industrial interest, particularly metals and ceramics, are
polycrystalline. That is, they are composed of microscopic crystalline grains, each with a
different lattice orientation. The interfaces between grains are known as grain boundaries
(GBs). Polycrystals generally contain other defects as well, among them vacancies, intersti-
tials, and dislocations. Altogether, the GBs and other defects form the defect microstruc-
ture. This microstructure influences nearly every material property, including strength,
ductility, creep rate, fatigue strength, diffusivity, thermal and electrical resistivity, mag-
netoresistance, the critical current density for superconductivity, radiation tolerance, and
corrosion susceptibility [232]. One may engineer the microstructure to tune a material for
desired properties. However, the defect microstructure is generally out of equilibrium and
evolves over time. For this reason, it is not enough to engineer a desired microstructure
through material processing. One must also understand how it evolves.
Nanocrystalline materials, polycrystals with a mean grain size less than 100 nm, exhibit
many remarkable properties, the most well known of which is enhanced strength. The Hall-
Petch relationship [85, 187] states that material strength is related to mean grain size by
the empirical expression
σ0   σi  k©ÓD, (1.1)
where σ0 is the yield stress, D is the mean (linear) grain size, and σi and k are typically
fitting parameters. It arises chiefly because grain boundaries impede the nucleation and mo-
tion of dislocations; the more grain boundaries, the more difficult it is to initiate and prop-
agate plastic deformation [132]. Even without the myriad other virtues of nanocrystalline
materials, the Hall-Petch relationship is an obvious motivation to create such materials.
However, it is not so simple. There is also the inverse hall-petch relationship; at the limit
of extremely fine grain size, material strength actually decreases with decreasing grain size
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[65, 33]. There is also generally a trade-off between strength and ductility [132]. This trend
is confounded by contributions from coupled GB migration and GB sliding [250, 140, 210].
It has also been shown that the bimodal distribution of grain sizes produced by abnormal
grain growth can enhance ductility [257, 263, 139, 63, 64]; simple grain size engineering
provides a very large parameter space with which to optimize materials, as well as many
potential pitfalls. Additionally, some special GBs (e.g., coherent twin boundaries) not only
block lattice dislocations but also slow dislocation propagation along the GBs as well; in-
troduction of such special GBs can enhance material strength without significant loss of
ductility [148].
Nanocrystalline materials have gained popularity in recent years as better means to syn-
thesize them have been developed [60, 59, 55]. It has been shown that one can not only
manipulate grain size and solute content for desired properties [129], but also to directly
control grain structure (GB engineering) [259, 258]). Careful control of solute concentra-
tion has also been proven to be effective for locally controlling grain size, making it possible
to pattern materials in this manner [52]. However, these materials are typically unstable.
The mean grain size in a polycrystal generally grows over time, a phenomenon known as
grain growth. Naturally, this is an impediment to using any materials, the virtues of which
are controlled by grain size. Grain growth is one of the cornerstone problems in Materials
Science and Engineering and few topics have garnered more attention.
Grain growth occurs because GBs have interfacial energy. Grain growth reduces the total
GB area and thus total excess GB energy. This is the core of the capillarity picture of grain
growth [99, 152, 225]; a GB will migrate toward its center of curvature with a velocity v
given by the expression
v  Mγκ, (1.2)
where γ is the GB energy, κ is the sum of the two principle curvatures, and M is a mobility
term [99]. While anisotropic extensions exist [77, 1, 106, 121, 245, 81, 167], this is the core
idea of the conventional grain growth paradigm. It follows from this expression that the
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0  kt, (1.3)
where d0 is an initial grain size and t is time. k is a temperature dependent constant given
by an arrhenius expression
k   k0e
Q©kBT , (1.4)
where Q is an activation energy for GB mobility, T is temperature, and k0 is some constant.
This has been the prevailing model of grain growth for decades (and has been generalized
to three dimensions as well as arbitrary dimensionality [152], though there has also long
been an awareness that this model is incomplete. Grain growth can also be driven by
other means, such as crystal defect annihilation [202, 214], surface energy [238], and stress
[173, 75, 207, 133].
Typically, the 1©2 growth exponent in Eq. 1.3 is only an idealization; real microstructures
tend to grow with a smaller exponent and only tend toward 1©2 at high temperature [80].
Ideal grain growth theory also implies that regardless of the initial microstructure, a poly-
crystal will evolve until the distribution of grain sizes reaches a log-normal distribution,
then continue to evolve self-similarly [177, 237, 238, 184, 185]. However, once again, real
grain growth microstructures tend only to do this at high temperature if at all. There is
substantial evidence that grain growth tends to stagnate at large grain size [24]. This has
been attributed to thermal grooving [176], Zener particle pinning [223], and solute drag
[26, 41], but has also been reproduced simply by including populations of highly mobile
GBs along with much slower GBs [104].
The self-similarity of grain size distributions is also often not realized. Abnormal grain
growth is a well-documented phenomenon in which some grains grow substantially relative
to others [220, 199, 200]. Some explanations for abnormal grain growth unequal solute
pinning [163, 107], and grain rotation [91, 246]. Abnormal grain growth has also been
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attributed to unequal driving forces on GBs owing to grain and GB-specific effects, among
them variations in GB mobility [203] and the build up of internal stresses inside grains
[239]. Monte carlo simulations show that normal grain growth microstructures are robust
to perturbations in the distribution (for example, introducing an abnormally large grain and
allowing the microstructure to evolve), unless there is a driving force that favors certain
grain orientations (e.g., surface energy differences in a thin film columnar microstructure)
[227, 79]. This implies that pure curvature models are generally inadequate to explain
abnormal grain growth unless the abnormal grains are directly favored (unlikely under
most circumstances).
All of the above points to key deficiencies in the classical model of grain growth and has
driven the development of more sophisticated models. This has been facilitated in no small
part by advances in experimental and computational techniques. It is now possible to
simulate entire grain growth microstructures using molecular dynamics [93]. MD grain
growth exhibits many features of real grain growth, such as grain rotation [90, 216, 255],
defect generation [153, 243, 118], and abnormal grain growth [227, 107]. Accompanying
these MD advancements, there has been a proliferation of other continuum techniques
[208, 78, 66, 105, 274], enabling the control of different factors and the probing of their
influence on grain growth. Meanwhile, improving techniques in in-situ microscopy enable
unprecedented experimental and simulation overlap.
Advancing simulation techniques have also yielded insights into the nature of individual
GBs. It is possible to conduct large surveys of grain boundary properties and behaviors[181,
182, 108, 109]. Such studies show that GBs are a remarkably diverse family of defects,
particularly in how they migrate. Typically, GB migration has been modeled as a thermally
activated process [72], but there is now substantial simulation evidence that GB migration
can be athermal or antithermal (i.e., a negative activation energy) [160, 181, 109, 39]. GBs
can also exhibit shear-coupled migration (the coupling between GB migration and shear
across the GB plane) [67, 100, 194, 10, 101, 262, 29, 27, 254, 120, 125, 197, 195, 87, 230].
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This last detail is suggestive of certain observations made in grain growth studies.
Stress has been shown not only to accelerate the pace of grain growth [207, 133] and promote
abnormal grain growth [63, 140], but also anomalously drive certain specific GBs [140]. It
has been well known for many decades that shear stresses can directly induce GB migration,
but only in recent years has the ubiquity of this phenomenon across GBs of all kinds
(including high-angle, asymmetric, and mixed tilt-twist GBs) been properly understood
in terms of the underlying mechanisms of migration. This physics of GB migration, the
disconnection theory, has become more complete in recent years and its implications for GB
migration may be at the heart of abnormal grain growth, grain rotation, defect generation,
and grain growth stagnation.
1.2. Disconnection Theory
Many GBs can be driven to migrate via an applied shear stress. This behavior is reversible;
an opposite shear can induce migration in the opposite direction. The converse is also true;
a migrating shear-coupled GB will induce transverse displacement of one grain with respect
to the other. The ratio of GB velocity Ḣ to transverse displacement rate Ḃ is known as the
shear coupling factor β   Ḃ©Ḣ (see Fig. 1.1) [27]. β is generally regarded as a GB property,
determined by the misorientation and inclination of the GB. At high temperature, shear-
coupling generally tends to vanish; under an applied stress, most GBs are more prone to
sliding than migration (β  ) and migrating GBs tend not to induce large displacements
(β   0), more in line with “normal” GB migration. These three cases are shown in Fig. 1.1.
Shear coupling was first observed experimentally by Li [141] and Bainbridge [8] and was
initially used as evidence for the existence of dislocations; if low-angle tilt GBs are arrays
of dislocations, then shear-coupling can be explained as a Peach-Koehler force on those
dislocations. However, shear-coupling in high-angle GBs (which cannot be described by
such an array) has also been reported in experiments [261, 260, 262, 71, 218], ab initio
calculations [170, 171, 172, 86] and atomistic simulations [37, 219, 209, 240, 108], suggesting
that shear-coupling is a more general GB phenomenon [29, 69], albeit one still related to the
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Figure 1.1: Schematic representation of GB migration with and without shear-coupled
migration, as well as GB sliding. The red vertical line is a fiducial mark that represents
displacement fields in the material.
dislocation content of GBs [198, 69]. While it may seem intuitively obvious for low-angle
tilt GBs consisting of arrays of glissile edge dislocations, shear-coupled migration is less
obvious for high-angle GBs. Cahn et al. [28] showed that the Frank-Bilby equation, giving
the theoretical dislocation content of a GB [61, 17, 16] can be used to predict shear-coupling
even for high-angle GBs, where individual dislocations cannot be resolved. While this was
consistent with the data, it did not explain why this was true.
The disconnection mechanism was first described by Bollmann [18], Ashby [6], and Hirth and
Balluffi [100] in the 1970s. A disconnection is a GB step with a height hi and a dislocation
Burgers vector bi at its core. For each GB, there is an infinite set of possible disconnection
modes rbi, hix determined by the crystal structure and the relative orientations of the grains
meeting at the GB [194, 82, 128]. The shear-coupling factor β   Ḃ©Ḣ can be related to
the ratio βi   bi©hi for disconnection mode i (while bi is a vector quantity, it is generally
parallel to a symmetric tilt inclination of the GB and is often used interchangeably with
the scalar quantity bi, where sign indicates direction). The effective β and GB mobility
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represent thermal averages over the available disconnection modes [120, 197, 196, 234, 87].
The apparent vanishing of shear-coupling at high temperature occurs due to the nucle-
ation of multiple disconnection types with different signs of βi. The connection between
disconnections, GB migration, and shear-coupling was thoroughtly established via theory
[254, 125, 197, 195], simulations [114, 175, 191, 192] and transmission electron microscopy
(TEM) observations [162, 161, 193, 196, 174, 48]. The existence of multiple disconnection
modes in a single GB was further observed by Rajabzadeh et al. [196]. Even though the
disconnection model formalism assumes rational sigma GBs, disconnection coalescence has
been identified as a primary GB migration mechanism in irrational tilt GBs [19]. While
much of the focus has been on metals, disconnections have also been observed in ceramics
[138, 96, 97, 228]. Finally, there are many older observations that can be retroactively un-
derstood in terms of the modern disconnection theory [11, 122, 53]. At this point, there is
little room for doubt that the disconnection mechanism is an essential part of the migration
of all GBs. This follows directly from crystallography.
Grain boundaries are usually classified according to their five macroscopic degrees of freedom
(namely, the GB misorientation and inclination). However, the energy of the GB is also a
function of the relative lattice origins of the two grains and the GB position. Local energy
minima with respect to these so-called microscopic degrees of freedom are the origin of
stable and metastable GB complexions [201, 30, 88, 89], but they also bear implications for
GB migration. A GB migrating continuously would fluctuate wildly in energy, potentially a
tremendous barrier to migration. A GB could maintain a low-energy structure as long as it
migrates solely by steps of CSL-spacing size (which represent a symmetry with respect to GB
position), but such a step can often be prohibitively large. However, if one grain translates
with respect to the other by a DSC vector, a low energy configuration can be maintained
with a significantly smaller step (see Fig. 1.2). This lattice translation is equivalent to the
GB step having a dislocation burgers vector equivalent to the DSC vector. This combined
step-dislocation defect is a disconnection. The allowed Burgers vectors bi correspond to
DSC vectors and for each Burgers vector, there is an infinite set of corresponding step
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Figure 1.2: Demonstration of the relationship between the CSL, DSC lattice, and shear-
coupled GB migration. a We start with a square lattice and paint the top half blue and
the bottom half green. b The two regions are symmetrically rotated and interpenetrated.
c This results in a lattice of coincident sites (the CSL, white). d Displacing the blue atoms
by the red arrow creates a new CSL. e The set of such vectors constitutes the DSC lattice
(red). f A line is drawn through a set of CSL points (as the CSL points can represent any
set of lattice points, not necessarily atoms, there is no loss of generality here). g Green
atoms above the line and blue atoms below the line are removed to create a GB. This GB
has a characteristic structure, shown by the white kites. g A GB with identical structure
can be created by moving the line by a CSL distance. h Shifting the blue atoms by a DSC
vector permits a GB of the same structure with a much smaller change in GB position.
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heights hi separated by CSL spacings (see Fig. 1.3).
The ratio bi©hi for a given disconnection mode gives a shear coupling factor βi for that
mode and shear-coupling is observed when one mode dominates the migration of the GB.
GB sliding is mediated by disconnections with zero step-height (or by disconnections with
alternating sign of βi). Similarly, a GB may migrate without shear-coupling via disconnec-
tions with zero burgers vector (or, again, by disconnections with alternating sign βi). The
implications of this model are profound; even neglecting shear-coupling (as has been done
for nearly a century), the model implies that GB migration is not a monolithic thermally ac-
tivated process. Instead, it is an ensemble of such processes, each differently sensitive to an
applied driving force. One would expect some GBs to exhibit Arrhenius mobility, but others
to show athermal and antithermal mobility (as has been documented [160, 181, 109, 39]),
as well as different mobilities under different driving forces [35].
As with grain growth, tremendous progress has been made in the past several decades in the
theory of disconnections and GB migration, but far less has been made to actually bridge
the two. Not only is there a near complete absence of grain growth literature addressing
the implications of disconnections, but also nearly all disconnection literature focuses on
bicrystal arrangements. Shear-coupling observed during the migration of flat GBs in isola-
tion [29, 27, 254, 120, 125, 197, 195, 196, 87, 230] and grain rotation observed in shrinking
cylindrical grains [29, 151, 246, 255, 142] can reveal the fundamental mechanics of the GBs
themselves, but comparatively less is known about how disconnection action influences and
is influenced by an evolving polycrystalline microstructure [143, 142]. It will be shown
in this thesis that not only does the deeper mechanistic picture unify seemingly disparate
questions in grain growth (e.g., grain boundary migration and triple junction migration),
but also grants insight to how they relate to other features of grain growth, such as GB slid-
ing, grain rotation, annealing twinning (and other defect generation), and abnormal grain
growth.
This work would be incomplete without a nod to the substantial progress made in funda-
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Figure 1.3: Demonstration of the disconnection Burgers vector and multiple disconnection
modes for a GB. a We start with a symmetric tilt GB as constructed in Fig. 1.2. b A
segment of the GB can migrate while preserving structure by forming a pair of steps of CSL
height. c Shifting the region of atoms in red by a DSC vector permits a smaller pair of
steps. These steps are now dislocation-like. d This shift is also consistent with a significantly
smaller step. If the step and burgers vector are sufficiently small, this mechanism may be
more kinetically accessible than larger pure steps or smooth migration.
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mental grain boundary theory by my colleague, Jian Han. Much of the research presented
in this dissertation is an endeavor to reconcile the advancements made in disconnection
theory and GB kinetics in general (to which he has made substantial contributions) with
the realities of microstructural evolution. The seminal work in his line of inquiry, Grain
Boundary Kinetics: A Unified Approach [87], is a complete treatise on GB kinetics. My
contributions to this work are largely reflected in my own publications, which are discussed
directly here. As such, this work is not presented in detail in this dissertation. However,
Grain Boundary Kinetics: A Unified Approach and the work leading up to it provide an
indispensable context to the work that is presented here.
1.3. Thesis Overview
This thesis represents a body of work that probes the relationship between grain boundary
kinetics and microstructure evolution.
Chapter 2 of this thesis will address how shear coupling affects GB migration during grain
growth. Bicrystal MD simulations [188] of migrating grain boundaries can exhibit very large
atomic displacements as the two grains translate past each other. Such large displacements
are impossible in a polycrystal because the atoms in one grain are constrained by the
surrounding grains. Moreover, if each GB is driving displacements in different directions,
one would expect internal stresses to develop as the GBs compete with each other. These
stresses would push back on the GBs, arresting grain growth. Naturally, this cannot be the
complete story because grain growth occurs and GBs do indeed migrate large distances. MD
simulations of simplified columnar polycrystals show that some GBs do stagnate under these
conditions, while others do not. Stresses accumulate within stagnated grains (as expected),
but shrinking grains also rotate, mirroring observations from 3D polycrystal simulations.
The behaviors observed are understood by the analogy of a clamped bicrystal, one with
fixed ends that inhibit shear-coupling. In these cases, GB migration is facilitated by the
nucleation of multiple different disconnection modes. This mode-switching is necessary for
GB migration in a polycrystal.
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Chapter 3 presents a kinetic model for multiple-mode GB migration. This is a rate theory
that describes the nucleation of different disconnections in a periodic bicrystal; the result
is an Onsager-like relationship between GB migration driving forces (stress and otherwise),
shear-coupling, and GB migration. The model shows that bicrystals with free surfaces (like
much of the simulation literature), which exhibit large-scale shear-coupling, are a special
case of GB migration and do not necessarily reflect how GBs behave in a polycrystal.
It also shows that many properties of GB migration such as mobility and shear-coupling
are dependent on the kind of driving force on the GB as well as its magnitude. This
is substantiated with MD results. Disconnection-mediated migration places constraints
on microstructure evolution, but also grants (some) GBs the flexibility to overcome these
constraints.
Chapter 4 of this thesis will discuss the other dominant microstructural feature that evolves
during grain growth - triple junctions (TJs). Normally, TJs are thought to migrate to
maintain equilibrium dihedral angles, balancing surface tension and GB torque. As GBs
migrate, these angles change, forcing TJs to migrate along with them. However, the discon-
nection model imposes constraints on TJ motion. First, all three GBs composing a triple
junction must meet along the triple line. This is a trivial consideration if the GBs migrate
smoothly, but if GB motion is mediated by finite-sized steps, then only certain combina-
tions of disconnections satisfy this condition. Second, the disconnection Burgers vectors
do not simply vanish when disconnections meet at the TJ. If the Burgers vectors supplied
by each GB do not cancel, a residual Burgers vector will accumulate. This Burgers vector
would repel further disconnections and stagnate the TJ. Barring very special GBs, TJ mi-
gration is possible only if the constituent GBs nucleate multiple disconnection types or if
there is some accommodation mechanism. The TJ may emit dislocations into the lattice
to dissipate the accumulating vector or generate twins to relax the stress. MD simulations
of TJ migration will be presented that are consistent with this framework. A continuum
model of GB and TJ migration with multiple disconnection modes is also presented. This
model behaves consistently with the MD observations and reinforces the deeper conclusion
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that TJ mobility and GB mobility are both intertwined, as both are ultimately limited by
disconnection nucleation and migration.
Chapter 5 of this thesis will discuss an observed class of defect structure, the twin junc-
tion. An entire family of twin junctions (multiple coherent twin boundaries and a GB or
5 coherent twin boundaries intersecting along a common line) are observed in polycrystal
MD simulations. These structures form naturally when GBs migrate amid a high density of
coherent twin boundaries. When two non-parallel coherent twin boundaries intersecting a
common GB intersect by the migration of that GB, two misoriented regions of crystal will
come into contact. Some defect structure must delineate these two grains. The misorien-
tation can be accounted for by the addition of a new GB, some combination of a GB and
new coherent twin boundaries, or by the formation of a five-fold twin. However, in FCC
materials, the angle between non-parallel twins is arccos 1©3  70.53`, less than the 72`
required to evenly divide 360
`
. The five-fold twin must therefore have a disclination at its
core. Disclinations are rare in nature, as the energy of disclination scales with R
2
, where
R is the size of the system. This is not a problem in nanoparticles and nanowires, where
R is small and five-fold twins are common, but such structures have also been observed in
nanocrystalline metals, both in experiment [20] and simulation [31]. Grain boundaries can
screen disclination stress fields, permitting five-fold twins in nanocrystalline metals where
the GB concentration is large. MD simulations will be presented, substantiating the forma-
tion mechanism. The energetics of these structures and their relative formation frequency
will be examined, as will be the influence they have on grain growth.
Chapter 6 of this thesis will discuss a machine learning method for probing atomic-level
GB dynamics. The softness parameter [212] was developed as a means to predict shear-
transition zones (likely yielding sites) [135] in disordered materials and examine the relation-
ship between local structure and yielding in materials for which the language of symmetry
and defects used for crystalline materials breaks down. This method was trained to operate
on GBs (which are ordered [251, 233, 89], but have some glassy properties [268, 110, 88]) in
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polycrystal MD simulations. Statistical analysis of the softness parameter in these simula-
tions shows a well-defined energy barrier for atomic rearrangements. In particular, softness
appears strongly related to rearrangement entropy and is highly variable from GB to GB.
This is potentially a useful tool to probe different GBs and predict diffusion and discon-
nection kinetics, especially as the slow kinetics of diffusion are often inaccessible to MD.
As of now, calculating energy barriers for disconnections in GBs is a painstaking process,
necessarily performed in idealized bicrystal configurations. Such a method could prove a
useful tool for examining general trends of disconnection kinetics across all of the GBs in a
microstructure.
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CHAPTER 2 Shear Coupled Migration and Grain Growth Stagnation
This chapter was adapted from Reconciling grain growth and shear-coupled grain boundary
migration [234]. S.L.T. performed and analyzed the computer simulations. S.L.T., K.C.,
J.H., D.J.S. and P.K.P. constructed the theoretical model. D.J.S. provided the overall design
of this research project.
The conventional theory of capillarity-driven grain growth is simply grain boundary (GB)
curvature flow [99], in which each GB segment migrates toward its center of mean curvature
with a velocity
v  Mγκ, (2.1)
where M is a temperature-dependent mobility, γ is the GB energy, and κ is the GB mean
curvature. In the general case, the prefactor of the curvature depends on the five macro-
scopic properties that describe GB bicrystallography. However, even such generalized curva-
ture flow grain growth models fail to explain many common observations from grain growth
experiments and simulations, such as stress-assisted grain growth [140, 173, 117, 269], grain
rotation [151, 216, 117], GB sliding [140, 250, 210], and abnormal grain growth [220, 199].
Previously, variation in GB mobility (with respect to GB orientation, inclination, composi-
tion, etc.) has been proposed as a potential driver of abnormal grain growth [203] and grain
rotation [91, 246]. Solutes/impurities provide a drag on GB migration [26] and may even
stabilize nanocrystalline microstructures either by kinetic pinning [126] or thermodynamic
stabilization [241], and may influence abnormal grain growth [227, 126]. However, it is our
conjecture that many deviations from conventional curvature-driven boundary migration
may be attributed to the intrinsic mechanisms by which GBs migrate.
Observations that shear stress can drive GB migration - an effect not addressed by con-
ventional GB migration models - originate over a half-century ago [141, 8]. Conversely, in
such shear-coupled migration [27], GB migration can induce the translation of one grain
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with respect to the other. Reversing the sign of shear reverses the direction of migration
and vice-versa. Shear-coupled GB migration is generally characterized by the temperature-





Observations of shear-coupling in high-angle GBs have been reported in experiments [261,
260, 262, 71], ab initio calculations [170, 172, 86] and atomistic simulations [37, 219, 209,
108]. Shear-coupling was identified as a general GB property [29] related to the dislocation
content of GBs [198, 82]. While it may seem intuitively obvious for low-angle tilt GBs
consisting of arrays of glissile edge dislocations, shear-coupled migration is less obvious
for high-angle GBs. Cahn et al. [28] showed that total dislocation content of the GB
[61, 17, 16] can be used to predict shear-coupling even for high-angle GBs, where individual
dislocations are not easily resolved. Recent theoretical predictions [125, 197, 195, 254]
and transmission electron microscopy (TEM) observations [174] connected shear-coupling
directly to a disconnection mechanism of GB migration [101]. A disconnection is a line
defect that lies within a GB and is characterized by a Burgers vector and step-height, the
allowed values of which depend on the macroscopic geometric parameters describing the
GB (grain misorientation and GB plane inclination). The shear-coupling parameter β is
related to the Burgers vector and step-height associated with the disconnections.
While most of the modeling and theory literature focuses on the behavior of individual,
flat grain boundaries, the motion of GBs within a polycrystal is inevitably constrained by
other grains and GB junctions. It is in such polycrystalline systems (where GB migration
matters) that many unconventional effects are observed in experiment and simulation. For
example, grain rotation [151, 216, 226] may be related to the misorientation-dependence of
GB energy [91, 95, 246] or grain coalescence [54, 144, 168, 93], but it may also be a natural
consequence of shear-coupling [29]. Twinning, commonly observed in many close-packed
materials, is a deformation mechanism that is often observed to occur during grain growth.
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Such deformation and annealing twinning may share a common mechanism if grain growth
is accompanied by stress generation associated with shear-coupling. Finally, we note that
the application of stress has been shown to accelerate grain growth [140]. This too is not
described by curvature flow models, but may also be rationalized in terms of shear-coupling.
Here, we examine the effect that constraints present in all polycrystalline materials have
on shear-coupled GB migration and develop a predictive understanding of the interaction
between shear-coupling and grain growth that reconciles the many unconventional grain
growth phenomena outlined above. This new understanding carries deeper implications to
grain growth theory; the disconnection model suggests that stress generation, grain rotation,
defect formation, and abnormal grain growth should all be general features of grain growth,
but it also introduces a degree of flexibility that facilitates superficially conventional grain
growth behavior.
2.1. Atomistic Simulation of Polycrystal Grain Growth
We performed a series of MD simulations of grain growth in nanocrystalline Ni to identify
essential features of microstructure evolution. The initial microstructure was created by
generating a steady-state curvature-flow microstructure [137], assigning grain orientations
at random, and populating each grain with atoms in an FCC structure with the corre-
sponding orientation (see [235] for more details of this procedure). This was done instead
of using the more common voronoi tesselation, which produces flat GBs, unrealistic TJ
angles, and grain size distributions inconsistent with normal grain growth microstructures
[156]. The simulation cell had an edge length W  400Å and the simulation consisted of
approximately 5,000,000 atoms. After the initial configuration was generated, atoms were
removed which were closer than 60% the equilibrium 0 K nearest neighbor distance and the
atomic configuration was relaxed at T   0 K. Finally, the system was annealed for 100 ps at
300 K and then relaxed again. This approach was used to remove any artifacts of the pro-
cess that generated the initial configuration and separate phenomena associated with grain
growth from those related to relaxing the as-constructed, high-energy GB structures. The
polycrystal was then annealed in an NPT ensemble (Nosé-Hoover thermostat) at 0.85Tm
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and zero external stress. A cross section from one such simulation is presented in Fig. 2.1.
Significant grain growth occurs during the 2.5 ns simulation; the mean linear grain size
`  W©N1©3 (where N is the number of grains and W is the simulation cell width) increases
from 61Å to 126Å. A substantial number of defects, including vacancies, dislocations, and
twins, also form during these simulations. Most of these defects form during grain growth
rather than in the initial relaxation; this implies that defect generation is a consequence
of GB migration in the polycrystal. Dislocation and twin formation and propagation are
widely associated with large stresses and generally serve as a stress-relaxation mechanism.
In particular, we observe the formation of sets of parallel twins in the wake of migrating
triple junctions (TJs). TJs impede free shear displacements at the ends of a migrating,
shear-coupled GB and hence are sites of severe stress concentration. Twinning near such
migrating GBs may relax these stresses.
Figure 2.1: Cross-section of a three-dimensional MD grain growth simulation cell. a, Initial
relaxation (see Methods). b, The same cross-section following a 2.5 ns anneal at 0.85Tm.
Atom colors are assigned based on centrosymmetry. The white circles indicate disloca-
tions, white squares identify vacancies and thin yellow lines show twins formed during grain
growth.
Direct measurements of stress (Fig. 2.2a) in the polycrystalline simulations reinforce this
stress-generation argument. Some grains exhibit large internal stresses while others show
only small or zero stresses. As shear stresses within the grains are very small prior to grain
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growth, this stress generation must be associated with GB migration. GB migration is also
accompanied by grain rotation (see Fig. 2.2b). While grain rotation is sometimes attributed
to torque on the grains associated with the misorientation-dependence of GB energy [91, 95]
or with grain coalescence [54, 144, 168, 93], no grain coalescence or disappearance occurs
in the vicinity of the rotating grains in Fig. 2.2 during the time-span in the displacement
vector plots. Lattice rotation is ubiquitous in these simulations, implying that it is a general
feature of grain growth.
Figure 2.2: A small region of an xy cross section of the simulation shown in Fig. 2.1 at
1.25 ns. a, σxy showing large accumulations of stress (dark blue and dark red regions)
inside grains. Stresses along GBs reflect the local GB structure and are not pertinent to
this discussion. b, Displacement vectors depicting the motion of atoms between 1.0 ns and
1.25 ns after initial relaxation. Red and blue lines indicate GB positions at 1.0 and 1.25
ns. Yellow and green lines indicate coherent twin boundaries and stacking faults. Lattice
rotations (cyclic displacement vector patterns) and translation (large regions of parallel
displacement vectors) are both apparent. Atoms with very large displacements (such as
where the GB migrated) were removed for clarity.
The stress generation and lattice rotation observed in the grain growth simulation could be
induced by shear-coupled GB migration. Most shear-coupling studies focus on flat GBs of
infinite extent (or in periodic systems). However, GBs in a polycrystal are finite; each grain
is delimited by multiple grains and each GB is delimited by GB triple junctions (TJs).
Little is known about the effects of such constraints on the evolution of a polycrystal.
Shear displacement across a GB plane will be limited by these TJs; a disconnection cannot
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propagate from one GB to another because each GB bicrystallography has a unique set
of disconnections. This implies that shear-coupling along a GB of finite length necessarily
generates stress at the TJs. How can a GB migrate large distances if it is shear-coupled and
generates stress at the TJs proportional to its migration distance? Clearly, GB migration
during grain growth corresponds neither to conventional curvature-driven migration nor to
ideal shear-coupling.
Polycrystalline MD simulations hint at what is missing in conventional grain growth models.
However, such simulations are too complex for detailed analysis of what is occurring in every
grain, every GB, and every TJ. Instead, we turn to a simpler, idealized microstructure that
exhibits many features of polycrystalline grain growth, but is more amenable to detailed
analysis.
2.2. Idealized Polycrystalline Microstructure
We construct a simple, idealized three-dimensional (3D) microstructure with just a few
grains and a small set of grain boundaries, as shown in Fig. 2.3a. Table 2.1 gives the lattice
orientations of each grain with grain labels correspond to those given in Fig. 2.3a. Grains
that share a label in Fig. 2.3a are periodic duplicates. With reference to Fig. 2.3a, x̂ is the
horizontal direction, ŷ is vertical, and ẑ is normal to the plane of Fig. 2.3a. Grains A and
B have the same lattice orientation, but are bounded by different GBs. Table 2.2 gives the
mobility and shear coupling factor β of each grain, as measured in bicrystal simulations.
Grains in Idealized Microstructure
Label x̂ ŷ ẑ
A 2 1̄ 1̄ 0 1 1̄ 1 1 1
B 2 1̄ 1̄ 0 1 1̄ 1 1 1
C 23 2̄2 1̄ 7 8 1̄5 1 1 1
D 2̄2 23 1̄ 8̄ 7̄ 15 1 1 1
Table 2.1: Crystallographic directions of grains A, B, C, and D relative to the x̂, ŷ and ẑ
directions of the simulation cell.
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Figure 2.3: Time Evolution of the columnar 3D microstructure. a, Initial microstructure
with grain and GB labels. The dashed red line indicates the periodic simulation cell.
Crystallographic details are provided in 2.1. b-d, Evolution of the microstructure in (a).
The time evolution of the idealized microstructure is shown in Fig. 2.3. The central four-
sided grain (B in Fig. 2.3a) shrinks and disappears, while the outer square grains (A) do not.
This is inconsistent with conventional grain growth theory, which implies that for such 2D






Mγ n6 [252, 178]. While a three-dimensional version of the von
Neumann-Mullins relation exists [152], this two-dimensional form applies here because the
grains are columnar. All four-sided (n   4) grains should shrink at the same rate, provided
all of the surrounding GBs have identical Ms and γs. Table 2.2 shows that this is true
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Grain Boundaries in Idealized Microstructure
Label GB Character θ γ (J/m
2
) M m/(GPa s) β
1 Σ39111 23 2̄2 1̄© 2 1̄ 1̄ 32.2` 1.58 113 0.23
2 Σ13111 8 7 1̄5© 0 1̄ 1 27.8` 1.56 130 0.29
3 Σ13111 2̄2 23 1̄© 2 1̄ 1̄ 27.8` 1.60 115 0.23
4 Σ39111 7̄ 8̄ 15© 0 1̄ 1 32.2` 1.56 117 0.28
Table 2.2: GB label, character (Σ, boundary planes, misorientation angle θ) and properties
γ (at 0 K), mobility M (at 1200 K), and shear coupling parameter β (at 1200 K) for the
grain boundaries in Fig. 2.3a.
to within 15% for both Grains A and B. However, Grain B shrinks and disappears while
Grain A changes very little during the simulation. Therefore, capillarity is an insufficient
description of microstructure evolution, even in this simple case.
Most of the main features (stress generation, lattice rotation) that occur in the general
microstructure (Fig. 2.1) are reproduced in the simple microstructure (Fig. 2.3) (no dis-
locations or twins are formed, but dislocation slip and twinning occur predominantly on
{111} planes in FCC metals and the [111] direction is along the axes of each columnar grain,
so this is unsurprising). Figure 2.4 shows that Grain A (which does not shrink) develops a
large shear stress, but rotates little, while the stress in grain B (which does shrink) is small
and the rotation is significant. Conventional grain growth theory cannot account for the
observed lattice rotation, stress generation, or arrested GB migration, but shear-coupling
may. (Note that while a misorientation-dependent grain boundary energy could produce
a torque that may rotate a grain, this would require long-range material transport and
would likely not be observable during the time-scale of the molecular dynamics simulation
in Fig. 2.4.) Lattice rotation may result from shear-coupling when all of the GBs bounding
a grain have the same coupling sense (e.g., clockwise); this depends on the signs of the
coupling parameters β for each GB. Meanwhile, if the shear-coupled displacements are not
of the same sense, no rotation will occur and a shear stress must develop during GB migra-
tion. If this stress is large enough, it can produce an elastic driving force for GB migration
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Figure 2.4: Stress generation and lattice rotation in the idealized microstructure.
a, σxy, b, grain rotation, and c, displacement vectors from 5.5 ns into the evolution of the
idealized microstructure. There is a large positive stress accumulation in Grain A and lattice
rotation in Grain B. Displacement vectors are scaled by a factor of 20 for visual clarity and
grain labeling in c is consistent with Fig. 2.3a. The white box in b denotes the viewing
boundaries in c. Displacement vectors for atoms with very large displacements (such as
those through which a GB has migrated) were removed for clarity. The rotation in b was
calculated as the curl of the displacement field depicted in c.
in the direction opposite that of capillarity. Hence, GB migration will slow or stagnate. In
the next section, we examine these observations through investigation of individual GBs.
2.3. Shear-Coupled Bicrystal Simulations.
Shear-coupled migration is illustrated in Fig. 2.5 for a Ni bicrystal that is periodic in the
direction parallel to the symmetric tilt GB (Σ39 111 θ   32.2`) and free at the top and
bottom of the MD simulation cell. The simulation cell had dimensions 1, 914 Å72 Å18 Å
in the directions perpendicular to the GB (L), parallel to the GB (w) and perpendicular
to the plane of Fig. 2.5. The driving force in these simulations is a chemical potential
difference between the two grains of magnitude ψ   8.0meVÅ
3
imposed by a synthetic
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driving force potential [116]. The simulation was performed using the same EAM nickel
potential as the grain growth simulations [164] under a Nosé-Hoover thermostat at 300 K.
As the GB migrates, it creates a shear displacement, which is visualized via the fiducial line




Figure 2.5: Shear-coupling in a symmetric tilt GB with free ends. Time sequence depicting
shear-coupling in a Σ39 111 θ   32.2` symmetric-tilt GB for a difference in energy density
between the two crystals [116] ψ   8.0 meV Å
3
at 300 K with free top and bottom
surfaces. The blue horizontal and red vertical lines are the GB position and fiducial mark
(red atoms), respectively. As the GB migrates, the upper grain shifts right. Two periods
of the simulation cell are shown in the horizontal direction and the free top and bottom
surfaces are outside the sections of the simulation cell shown.
Shear-coupling can be understood in terms of the nucleation and motion of disconnections
along the GB [125, 197, 195, 254, 87]. The glide of a disconnection with Burgers vector b
(the component of b parallel to the GB plane) and step-height h shifts the two crystals by b
parallel to the GB and displaces the GB (normal to itself) by h. Microscopically, the shear-
coupling factor associated with disconnection i is βi   bi©hi. For any particular GB,  b, h
is not unique; there is a series of possible disconnections r bi, hjx for each GB determined
by bicrystallography. [128]. We distinguish between a macroscopic value of β, which is
temperature-dependent and reflects the observed shear-coupling behavior (i.e., β   Ḃ©Ḣ)
and those associated with a particular disconnection r bi, hjx, βi. At low temperature,
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the expected value of β corresponds to the disconnection mode r bi, hjx with the lowest
nucleation barrier under the current driving force (denoted i   0), β   β0 [102, 125, 87].
Figure 2.6: Shear-coupling in a symmetric tilt GB with fixed ends. a-c, Time sequence of
a bicrystal simulation identical to that in Fig. 2.5 except that the top and bottom surface of
the simulation cell are fixed (do not translate). d, Shear stress τ and GB position H from
the same simulation, compared with Eqs. 2.11 (theoretical stress) and 2.13 (theoretical GB
position) from the single-mode migration model, using measured values of mobility, β, and
ψ. The overshoot of the simulation data versus the theoretical prediction is associated with
the elastic response of the large simulation cell.
Figure 2.6 depicts a simulation of a clamped bicrystal. The initial atomic configuration,
temperature, driving force, and simulation dimensions are identical as those of the simula-
25
tion depicted in Fig. 2.5, but the top and bottom ends of the simulation cell are held fixed
(rather than free). Under these conditions, the GB migrates a short distance, then arrests.
Figure 2.6d shows the GB position (with respect to the center of the cell) and shear stress
versus time for this simulation. As the upper and lower edges of the simulation cell cannot
freely translate, a shear stress accumulates due to shear-coupled GB migration. This results
in an elastic driving force that opposes migration. For an energy density difference between
two grains ψ, the total driving force tends to zero at a critical stress τc   ψ©β. This can
be understood in terms of a simple elastic model.
2.4. Elastic Model of GB Stagnation
Figure 2.7: Schematic representation of the elastic model.
We construct a simple elastic model to describe grain boundary stagnation as observed in
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the constrained shear-coupling case shown in Fig. 2.6. In Fig. 2.7d, we consider the lateral
displacement field ux y, t with respect to the reference configuration (Fig. 2.7a). The GB
migrates from H0   H amid a macroscopic displacement gradient tan γ:
ux y, t  
~
y tan γ y $ H0
y tan γ   y H0β H0 $ y $ H
y tan γ   H H0β y % H,
(2.3)
where β   B© H H0 (see Fig. 2.7). Since β is constant, this definition is equivalent to
Ḃ©Ḣ. The lateral displacement at the top of the cell (Fig. 2.7d) is
D t   ux L, t   Lγ  β H H0, (2.4)
where we have made the small strain approximation tan γ  γ. In the absence of body forces
and for an isotropic elastic bicrystal, τ is constant throughout the bicrystal. Equilibrium
and compatibility demand that at the GB (H t) [56],
compatility  `u̇xf  Ḣ d∂ux∂y j   0 (2.5)
equilibrium  `τf   0, (2.6)
where `gf denotes the jump in a function g across the GB. Substituting τ   Gγ (where G
is the shear modulus),
Ḋ t   L
G
τ̇ t  βḢ. (2.7)
The elastic driving force fEl on the GB is
fEl   d∂ux∂y j τ   βτ. (2.8)
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If the GB velocity is proportional to the driving force (over-damped motion/linear response),
then
Ḣ  M ψ  βτ, (2.9)
where M is the GB mobility and ψ   ψ2  ψ1 includes any other contributions to the
driving force (e.g. energy density difference between the two grains). For constant ψ, we
can combine Eqs. 2.7 and 2.9:
Ḋ t   L
G
τ̇ t M βψ  β2τ. (2.10)
For the special case where the disconnections are perfect steps (bi   0), such that β   0,
then Ḣ   Mψ and Ḋ    L©Gτ̇ . GB migration is then decoupled from τ and D. In the
remainder of the discussion, we implicitly assume that β j 0 (although this case presents no
problem). We now consider two cases: (1) stress-controlled migration and (2) displacement-
controlled migration.
Fixed Stress, τ   τ
0
: First, we consider a constant stress or traction applied at the ends
of the sample. From Eqs. 2.9 and 2.10, Ḋ   M βψ  β2τ0 and Ḣ   M ψ  βτ0.
The GB migrates toward the top of the cell and the top of the cell displaces (relative to
the bottom) at a constant rate. The condition τ
0
  0 corresponds to the unconstrained
bicrystal (Fig. 2.5); here, Ḣ   Mψ and Ḋ   βMψ, reflecting a commonly-used synthetic
driving force/shear-coupled migration simulation approach [108].
Fixed displacement rate, Ḋ   Ḋ
0
: Many studies of shear-coupled GB migration incorporate
a fixed displacement rate Ḋ [27]. To model this, we rewrite Eq. 2.10 as τ̇    G©LḊ0 












 eGMβ2L t. (2.11)
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M τ0β  ψ  Ḋ0
Mβ
 eGMβ2L t (2.12)
H t   H0  Ḋ0β t  LGβ2 τ0β  ψ  Ḋ
0
Mβ
  eGMβ2L t  1 (2.13)

















If the displacement is fixed (Ḋ   Ḋ
0
) and there is no driving force (ψ   0) or initial stress
(τ
0
= 0), we recover the simulation method of Cahn et al. [27]:
τ t   Ḋ0
Mβ2






1  eGMβ2L t
 , (2.16)
which converges to a steady state stress and GB velocity at late times.































The GB travels a finite distance before stopping with a steady-state stress, consistent with
the observations in Fig. 2.6. The theoretical curves (solid, colored lines) in Fig. 2.6 were
not fits, but rather direct plots of Eqs. 2.13 and 2.11. Here, we have used independently-
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measured values of β, G, M , and L. The values of β and the GB mobility M , were computed
directly from MD simulations, while the shear modulus G   103 GPa was determined for
the relevant crystallographic orientation from the elastic constants provided in the reference
for the potential [164]. Aside from some initial underdamping and evidence of phonon
vibrations in the material, the resulting theoretical curves match the MD simulation in
Fig. 2.6 almost exactly.
While these simulations focus on the migration of single flat GBs, they emulate one of
the constraints that occurs in real microstructures; one grain cannot freely translate with
respect to the other because of the presence of surrounding grains. While the restriction
in the case of the polycrystal is associated with the surrounding grains in the polycrystal,
the fixed-end bicrystal simulations provide a simple analog. However, unlike in the fixed-
end bicrystal simulations where GB migration stops, many GBs in polycrystals are able to
migrate long distances. To examine this apparent contradiction, we consider the migration
of another GB under similar constraints.
Figure 2.8 shows the migration of a Σ13 111 θ   27.8` symmetric tilt GB under the same
fixed-end constraints as in Fig. 2.6. The GB initially migrates with β   0.50. However,
instead of stagnating, this GB switches the coupling parameter sign (a change in the sign
of the fiducial line slope) to β   0.58 and continues to migrate. It migrates with this new
coupling sense for a finite distance, then switches back to the initial coupling parameter.
This results in the zig-zag pattern in the fiducial mark in Fig. 2.8. Figure 2.8f shows that
the stress initially builds as the GB migrates, then relaxes when β switches signs. Rather
than stagnating, this switch-back mechanism enables the GB to continue migrating. Note
that the average stress is non-zero during this “steady” migration. We can understand the
observations from the idealized microstructure (Fig. 2.3) in terms of this switching behavior.
2.5. Idealized Polycrystalline Microstructure Revisited
We can apply our observations thus far to the idealized microstructure simulation in Fig. 2.3.
Unlike the GBs in Figs. 2.6 and 2.8, the relevant GBs in the idealized microstructure simula-
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Figure 2.8: a-e, Time sequence of a Σ13 111  34̄1 symmetric tilt GB under the same
constraint conditions as Fig. 2.6. The temperature was 600K and the driving force was 13.8
meV Å
3
. Unlike Fig. 2.6, the GB does not stagnate, but instead continues migrating. The
zig-zag pattern in the fiducial mark indicates repeated changes in shear-coupling mode. f,
GB position and shear stress τ versus time for this simulation, indicating continuous GB
migration and oscillating stress. Alphabetical labeling in f indicates the corresponding time
in a-e.
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tion are asymmetric-tilt boundaries. The migration mechanisms of asymmetric tilt GBs are
more complicated than those of symmetric tilt GBs and the details of how they will behave
under general conditions is still an active subject of study [242, 243, 83]. However, we can
still apply the same types of bicrystal simulations (free and/or constrained) to qualitatively
infer whether their behavior under constraint is consistent with our observations in Fig. 2.3.
Figure 2.9: GB migration in unconstrained bicrystal simulations of the GBs in the idealized
microstructure.
We characterized each of the GBs in the idealized microstructure (Fig. 2.3a) using bicrystal
simulations. GB energies were computed by relaxing the atomistic configuration at 0 K,
sampling over 100 relative displacements of the two lattices. The reported energy is the
minimum with respect to local minimization and shifting one grain with respect to the other
along the x̂ (tangent to the GB plane, normal to the tilt axis) and ẑ (the tilt axis, also tangent
to the GB plane) directions. GB migration and shear-coupling behavior under a driving
force were measured in bicrystal simulations under both free and fixed-end conditions. These
simulations were performed under similar conditions as the previous bicrystal simulations,
but the temperature was 0.85Tm (the same temperature as the simulation in Fig. 2.3) and




In Fig. 2.9, the GB position H and shear stress τ are given as a function of time for each
of the GBs in the idealized microstructure. Under the applied driving force, all four GBs
migrate at a constant velocity until they reach the bottom of the simulation cell. In this
time, there is no accumulation of stress. In Fig. 2.10, the shear displacement B is plotted
over the GB position H; the slope of these lines is equivalent to the inverse shear-coupling
parameter β
1
. Even at this high temperature, all four GBs exhibit conventional shear-
coupling. These simulations were used to determine the GB mobilities and β values given
in Table2.2.
Figure 2.10: B plotted against H from the same simulations as Fig. 2.9. The slopes of these
curves correspond to the measured value of β
1
for each GB.
In Fig. 2.11, τ and H are plotted as a function of time for fixed-end simulations of the
GBs in the idealized microstructure. GBs 1-3, shown in Figs. 2.11a-c, accumulate stress
and stagnate, similar to Fig. 2.6. This implies a large gap between the lowest-Ei mode and
the lowest-Ei mode of opposite sign and explains why Grain A in Fig. 2.3 does not shrink.
However, GB 4 migrates to the bottom of the simulation cell and exhibits an oscillatory
stress, similar to that observed in Fig. 2.8. This shear-coupling switch-back facilitates GB
migration and enables Grain B to shrink. It should not be concluded that GBs 1-3 will
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permanently stagnate. Instead, it is expected that the applied constraints will substantially
slow GB migration relative to the free-end simulations in Fig. 2.9. Motion of GB 3 should
still generate stress, which can be relaxed by grain rotation when GB 4 migrates by the
appropriate coupling mode. Ultimately, this enables Grain B to shrink where Grain A does
not.
Figure 2.11: Shear stress τ and GB position H for the GBs labeled in Fig. 2.3. Simula-
tions were performed under fixed-end conditions. The dimensions of each simulation were
approximately 500  250  25Å
Figure 2.12a shows the direction of GB migration (assuming Grains A and B shrink due to
capillarity) and sense of β, as well as the expected rotation/stress-generation of each grain
in the ideal microstructure, based on Fig. 2.10. Figure 2.12b shows the same results based
on the actual simulation observations from Fig. 2.4. The sense of the shear stress that
develops in Grain A (Fig. 2.4a) is consistent with the signs of β as measured from Fig. 2.10
(cf. Figs. 2.12a and 2.12b). The stress accumulation (Fig. 2.4a) and GB stagnation (Fig. 2.3)
can be considered by analogy with the arrested GB migration in Fig. 2.6. However, these
same measurements suggest (Fig. 2.12a) that Grain B should also become stressed. The
observed rotations in Grains B and C imply that the GB that separates them (GB 4) is
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Figure 2.12: Idealized Microstructure Predicted and Observed Behavior. a, Predicted shear-
coupling sense (arrows parallel to each GB), stress (grain shading), and rotation (circular
arrows) according to bicrystal simulations for the idealized microstructure. b, Same as in a,
but based on the actual microstructure evolution simulations (Fig. 2.4). Red arrows denote
behavior in b that contradicts the predictions in a. Red and blue shading denote shear
stress of opposite sign.
migrating with a coupling mode of sign opposite to that implied by Fig.2.10. It is reasonable
to conclude that GB 4 is at least partially migrating via a secondary coupling mode that
facilitates grain rotation, as expected from the observation in Fig. 2.11.
Grain boundary migration, outside the special case of a bicrystal with free surfaces, must
necessarily be limited by the ability of a GB to nucleate multiple disconnection modes. It
is insufficient to consider a single GB mobility intrinsic to the GB, just as it is insufficient
to consider one coupling factor for a GB. Ultimately, GB migration is mediated by many
coupling modes operating in concert. The elastic model presented above was sufficient to
represent the one-mode migration seen in Figs. 2.5 and 2.6. To fully capture the breadth
of GB behavior, a more sophisticated model is necessary. In the next chapter, a complete
rate theory of GB migration in terms of multiple disconnection modes is constructed. This
model can account for the observations in 2.8 and offers what is likely the standard case
for GB migration in polycrystals. It also implies that GB mobility and shear coupling are
both sensitive to the particular driving forces on the GB.
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CHAPTER 3 Multi Mode Grain Boundary Kinetics
This chapter was adapted in part from Reconciling grain growth and shear-coupled grain
boundary migration [234] and Grain boundary Shear Coupling is Not a Grain Boundary
Property by Kongtao Chen et al. [35]. Sections based on Chen et al. are indicated. In [234],
S.L.T. performed and analyzed the computer simulations. S.L.T., K.C., J.H., D.J.S. and
P.K.P. constructed the theoretical model. D.J.S. provided the overall design of this research
project. In [35], K.C., J.H., S.L.T., and D.J.S. designed the research, K.C. performed the
MD simulations and data analysis. K.C. and S.L.T. developed the theoretical model.
The elastic model in the previous chapter is sufficient to describe the dynamics of the
clamped bicrystal system when only one disconnection mode is active. This also yields in-
sights into what must occur in polycrystals, namely that grain growth is impossible without
the mode-switching behavior observed in Fig. 2.8. However, this model is insufficient to
describe the mode-switching behavior itself; a more sophisticated model that captures the
full grain boundary kinetics is necessary. In this chapter, such a model is constructed and
its implications are examined.
3.1. The Kinetic Model
We consider a bicrystal of width w under periodic boundary conditions in the direction
tangent to the GB. For each GB, there is an infinite set of possible disconnections, each
characterized by a Burgers vector bi and GB step hi. If the GB is symmetric, bi is tangent to
the GB and will be referred interchangeably as a vector or scalar quantity with sign denoting
direction. A disconnection pair consists of two disconnections of opposite sign; swapping the
positions of the disconnections is identical to swapping the signs. This system is depicted
in Fig. 3.1. When such a pair forms, the two disconnections may either move toward one
another and annihilate (resulting in no GB migration) or separate until they annihilate
with their partners’ images across the periodic boundary, resulting in GB migration (see
Fig. 3.1).
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Figure 3.1: Schematic of the nucleation model. A pair of disconnections forms spontaneously
on an initially flat GB. If the disconnections move inward (red), the GB does not migrate.
If the disconnections move toward the periodic boundary (blue), the GB migrates. The
nucleation rate is the annihilation rate of disconnection pairs across the periodic boundary.
There is a self-energy independent of disconnection separation associated with the formation
of the disconnection cores and steps. There is also an energy of interaction between the
disconnections (which includes contributions from periodic neighbors). In the absence of
an external driving force, the energy of the disconnection pair exhibits a maximum at a
separation δ   w©2 (note that the pair will annihilate at δ   0 or w due to the periodic
boundary conditions). At this separation, the total energy is
Ei   2γS¶hi¶  G2π 11  ν b2i ln sin πδ0w 
 . (3.1)
Here, the first term is the excess energy associated with the GB step and the second accounts
for the dislocation core energy and energy required to separate the disconnections. ν is the
Poisson ratio of the material, w is the length of the GB (periodic unit cell), and δ0 is the
dislocation core radius. An external stress τ provides a Peach-Koehler driving force [186]
on the dislocation component of the disconnections, while a difference in energy-density
between the two grains acts as a driving force on the step component of the disconnections.
These two driving forces add fi   w bτ  ψh©2 to the energy Ei, above. This model is
similar to that of King et al. [128, 89]. We implicitly assume Ei and fi are normalized by
the thickness of the bicrystal.
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In this disconnection model, we assume that nucleation occurs infrequently compared with
the time it takes for a disconnection pair to self-annihilate or migrate to the edge of the
periodic cell (where it annihilates and moves the GB). The two primary consequences of
this assumption are that (a) there is never more than one disconnection pair on the GB at
a time and (b) we can approximate the GB migration rate in terms of the disconnection
nucleation rate, neglecting the time required for disconnection migration. This is reasonable
if the periodic cell is narrow (which is true for the simulations presented in this study) or
the nucleation rate on a large GB is sufficiently small. It is expected that on larger GBs,
one must instead consider annihilation rates between formed pairs and a mean field density
of disconnections.
The nucleation rate of a disconnection pair of type i is proportional to e
 Eifi©kBT . To
extract GB migration and disconnection-mediated shear, it is prudent now to consider
separately the shear rate Ḃ as a flux of Burgers vector across the GB and the GB migration
rate Ḣ as a flux of steps across the GB (even though these steps and Burgers vectors are
the same defect). Disconnection pairs come in equal, opposite sets  bi, hi (this is the
equivalent of swapping a step up and a step down). We can write Ḃ and Ḣ in terms of the
nucleation rates of all disconnection pair types as follows:
Ḃ   ω=
i




hi eEifikBT  eEifikBT 
 , (3.3)
where ω is an attempt frequency and the macroscopic shear-coupling parameter is β  
Ḃ©Ḣ. If one disconnection mode (i   0) dominates (E0 8 Ei for i j 0 or T   0), then
β   β0   b0©h0. This is single-mode coupling.


































kBT    K21τ K22ψ, (3.5)
where Kij may be viewed as Onsager coefficients and K12   K21 (we confirmed that Ḃ
and Ḣ are near linear functions of ψ via independent simulations [108]). These results, in
principle, include the effects of all possible disconnections and describe the full temperature-
dependent behavior of any GB.
While the summands in K11 and K22 are positive-definite (b
2
i % 0 and h
2
i % 0), those in K12
are not. We therefore expect the diagonal terms to dominate at high temperature, as K12 is
a summation over positive and negative terms. In this limit, for stress-driven GB migration
(ψ   0, τ j 0) β   Ḃ©Ḣ  , corresponding to perfect sliding. For migration driven by an
energy density difference between two grains (τ   0, ψ j 0), β   0, corresponding to GB
migration with zero net shear deformation. The explicit temperature-dependence of K11,
K22, and K12 using known values of  bi, hi for a Σ13 001  510 symmetric tilt GB and
material properties for the Ni potential used above [164] is shown in Figs. 3.2a-b. These
trends may be considered generic for all GBs.
We now consider GB migration under stress-controlled and displacement-controlled condi-
tions for the multi-mode case. Referring to Fig. 2.7d, we note that
Ḃ   Ḋ   L©Gτ̇ , (3.6)
where Ḃ depends on temperature, stress, ψ, simulation dimensions, and includes all possible
disconnections.
Fixed Stress, τ   τ
0
: For fixed stress, Eqs. 3.4-3.6 imply Ḋ   K11τ
0
 K12ψ and Ḣ  
K12τ
0
K22ψ. This resembles the single-mode case; the GB migrates and the top of the
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cell translates, both at constant velocity. However, if the off-diagonal term K12 vanishes
at high temperature, either perfect sliding (for ψ   0, τ j 0) or GB migration without
shear-coupling (for τ   0, ψ j 0) occurs. This multi-mode analysis explains why β is a
function of temperature and driving force; this is in contrast to conventional (single mode)
shear-coupling for which β is constant.
Fixed displacement rate, Ḋ   Ḋ
0
: This final case corresponds to Fig. 2.8. Here, the dis-
tinction between single-mode and multi-mode migration becomes even more important; as
the stress evolves, so does the relationship between Ḋ and Ḣ. Combining Eqs. 3.4-3.6 and










1  et©t	 , (3.7)
where t

  L© GK11. If Ḋ0   0 and τ0   0 (Fig. 2.8),
H t   ψ K22  K212K11 t  LG K12K11










  K22  K212K11ψ
H t   K22  K212K11 t  LG K12K11

2ψ.
Rather than stagnating, the GB will migrate at a constant rate at late times.
At high temperature, the terms containing K12 vanish and the boundary migrates at a con-
stant velocity Ḣ   K22ψ with no stress accumulation. Here, K22 describes the conventional
mobility of the GB. Note here that K22 is not an Arrhenius term, but instead a summation
over Arrhenius terms. As such, this model implies that grain boundary mobility should only
be described by an Arrhenius expression if one disconnection mode dominates. There have
been observations of athermal and antithermal GB mobility in the past [160, 181, 109, 39],
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and these are perfectly consistent with this model. Even if alternative explanations for this
phenomenon are valid, one should expect this, as GB mobility isn’t truly a thermally acti-
vated process, but instead an ensemble of thermally activated processes, each with different
barriers and each affected differently by different driving forces.





















Even when the GB appears to stagnate at low (finite) temperature, there will be a small,
constant velocity. However, Fig. 3.2 suggests that this velocity will be extremely small. We
associate this velocity with the rare nucleation of a disconnection pair with a high barrier.
The general case is difficult to address analytically, but we can examine a case where migra-
tion is controlled by two types of disconnections  b0, h0 and  b1, h1 (i.e., an intermediate
temperature). For example, consider a GB for which b0   b, h0   b, E0   E, b1   b, h1   b,
and E1   2E. The dimensionless quantities τ©τ0 , H©H0 , and Ḣ©Ḣ (where Ḣ   K22ψ,
the velocity when τ   0) are independent of ω, ψ, the system dimensions, and the specific
choice of b, depending only on the relative values of bi, hi, Ei, and T . The time evolution
of τ©τ0 and H©H0 for various temperatures is given in Figs. 3.2c-d and the steady-state
values τ
©τ0 and Ḣ©Ḣ as a function of temperature are given in Fig. 3.2e. There is a





As temperature and (by extension) the  b1, h1 nucleation rate increases, τ decreases and
Ḣ increases.
We now apply the disconnection model directly to the GBs simulated in Figs. 2.6 and 2.8.
The barriers (Eq. 3.1) depend on the spacing between nuclei (w in the limit of a narrow,
periodic simulation) and material properties. For this purpose, we use the shear modulus
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Figure 3.2: Results of the multi-mode kinetic model. a, Temperature dependence of the
Onsager Coefficients Kij for the Σ13 001  510 symmetric tilt GB in Ni, b, the ratios
K12©K11 and K12©K22 using Eq. 3.1. c, τ t©τ0 and d, H t©H0 as a function of time
for various temperatures in the two-mode model. e, limt  τ t©τ0 and limt  Ḣ t©Ḣ
for the two-mode model as a function of temperature. t

is the time constant introduced
in Eq. 3.7.
G   91.93 GPa and the isotropic Poisson’s ratio ν   0.28 (following the procedure of Hill
[98] given the anisotropic elastic constants [164]). We calculated GB energies of 1.64J©m2
and 1.79J©m2 for the Σ13 and Σ39 GBs, respectively. In all cases, the dislocation core
radius was assumed to be of the same magnitude as the Burgers vector. These values were
used to infer the most favorable coupling modes of each GB. Similarly, a GB energy of
1.59J©m2 was calculated for the Σ13001 510 symmetric tilt GB in Figs. 3.2a and 3.2b.
Figures 3.2c-e are independent of material properties.
For the simulations in Figs. 2.6 and 2.8, we can infer the dominant coupling modes for each
GB based on the analyses of [128] and [125] (and using the material properties as above).
For the Σ39 GB in the arrested case (Fig. 2.6), the disconnection modes correspond to
b   2
Ó
3nadsc and h    6n39jadsc, where n and j are integers and adsc  a0© 2Ó78, where
a0 is the lattice constant. The two disconnections  bi, hi with the smallest Ei corresponding
to  n, j    1, 1 and  2, 2. Both modes correspond to the same β   1©Ó3  0.58
even though they correspond to different Ei. Since both modes have the same sign of
βi, activation of both would not relax the stress accumulation and even higher Ei modes
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would be necessary to facilitate further migration. On the other hand, for the Σ13 GB
(which exhibits switch-back behavior), the allowed disconnections modes correspond to
b   6nadsc and h    6Ó3n 13Ó3jadsc. Those with the smallest Eis correspond to  n, j  
 1, 1 and  1,1. In this case, the Ei gap is much smaller than in the Σ39 GB case
and the corresponding modes have βi values of opposite sign; i.e., β   1©Ó3  0.58 and
β   6© 7Ó3  0.50, respectively. This explains why the Σ13 GB readily migrates by
alternating between two disconnection modes while the Σ39 GB stagnates.
Neither curvature flow nor ideal shear-coupling completely describe the general nature of
GB migration. However, the disconnection model of GB migration is able to explain both
GB stagnation and the observed switch-back behavior (as well as everything in between).
The main difference between the Σ13 and Σ39 GBs in Figs. 2.6 and 2.8 is the availability of
disconnection modes with relatively low Ei and βi values of opposite sign to the lowest-Ei
mode. This enables the Σ13 to access a coupling mode that relaxes stresses generated by
the first coupling mode and facilitates long-distance GB migration. Figures 3.2c-e show
that while some mode switching may occur at any temperature, the degree to which mode
switching for each particular GB is important depends on temperature. These results
clearly demonstrate that even a very simple two-mode model is capable of describing this
rich behavior.
The disconnection model of GB migration, incorporating the effects of constraints endemic
to all microstructures, allows us to understand the microstructure evolution in Fig. 2.3. This
is significant because initial analysis suggested a wide range of previously puzzling events
(GB migration stagnation, grain rotation, stress accumulation, and the different behaviors
of two grains with identical grain shape). Analysis of the migration of an GB in a real
microstructure is possible, but the complexity of general GBs and microstructures makes
this formidable for an entire microstructure.
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3.2. Driving Force Dependence on GB Migration
The following was adapted from work [35] performed primarily by my colleague Kongtao
Chen, to which I was a contributing author. He was the primary researcher, while I con-
tributed to the design of the project, interpretation of the results, and writing of the paper.
There is a more fundamental implication of multi-mode GB kinetics, which manifests most
notably in Eqs. 3.4 and 3.5. If we take the limiting cases, τ   0 or ψ   0, we have the
following expressions for pure driving forces:
Ḃ·τ 0   K12ψ Ḃ·ψ 0   K11τ (3.8)
Ḣ·τ 0   K22ψ, Ḣ·ψ 0   K12τ, (3.9)
β¶τ 0   K12©K22 β¶ψ 0   K11©K12. (3.10)
Already, it is clear that the shear coupling behavior is sensitive not just to temperature
(captured in the Kij terms), but also the nature of the driving force on the boundary.
This would be a signature of disconnection-mediated migration, one that is easy to test.
It may also be suitable for inferring the barriers for disconnection nucleation (the available
disconnection modes are determined by crystallography and the likely dominant modes can
be inferred to be those with small Burgers vectors and step heights).
My colleague, Kongtao Chen, performed MD simulations to examine this exactly. These
simulations were performed in a bicrystal configuration using an EAM Cu potential ([4]).
In the stress-controlled simulations, the systems were constructed with periodic boundary
conditions in all directions and the simulations were performed using an NPT ensemble
(Nosé-Hoover thermostat). In the simulations with a chemical potential jump, there are
free surfaces on the top and bottom (parallel to the GB). The chemical potential jump
was imposed using a synthetic driving force potential [116]. Figure 3.3 shows results for
ln 1  ½β½ (this particular expression was simply chosen to neatly fit all the data on one
plot) from these simulations as well as fit curves. For these fits, it was assumed that two
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with C and D as fit parameters. This expression was substituted into β   Ḃ©Ḣ (see Eqs. 3.4
and 3.5). The preferred coupling modes and the fit parameters are given in Table 3.3.


















































































Table 3.3: Fitting parameters C and D in Eq. 3.11 for the data in Fig. 3.3. γ is the GB
energy for this potential at 0 K [4]. bi, hi, and βi are the Burgers vector, step height, and
coupling factor of the disconnection mode with the i
th
lowest barrier (as per Eq. 3.11). D
and γ are in J/m
2
and C is in GPa. b1, b2, h1, and h2 are in cubic lattice constant units
(a0   0.36 nm). F identifies the driving force type.
There are two standout observations to be made from Fig. 3.3. First, the  510 GB shows a
very different temperature dependence depending on the driving force, evident in the split of
the fit curve. This is not necessarily surprising, as at high temperature one already expects
an increase in sliding behavior if a stress is applied [27], or decreased shear-coupling when
a GB is driven to migrate [108]. However, the  310 GB shows entirely different shear-
coupling even at low temperature. This makes sense if the influence of the driving force on
the total nucleation barrier is great enough to tip the balance between disconnection modes.
The shear-coupling behavior (and mobility) are not just sensitive to the variety of the
driving force applied, but also the magnitude of that driving force. Figure 3.4 shows results
of a similar set of simulations at constant temperature and at different magnitudes of
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Figure 3.3: MD results and fit curves for the shear coupling factor for selected GBs under
both an applied stress and a chemical potential jump between grains.
shear stress and chemical potential jump, respectively. Larger stresses result in a larger
value of β (more sliding) and larger chemical potential jumps yield a smaller value of β
(less observed shear-coupling). This is consistent with the idea that a larger driving force
promotes disconnection modes that strongly couple to that driving force (large bi for large
stress, large hi for large ψ) or enables modes of different signs of βi so long that they couple
to the strong driving force (e.g., sliding via the nucleation of disconnection modes that have
opposite sign of hi, but have a bi in the direction that relaxes the applied stress).
















(a) Variation with τ (b) Variation with ψ
Figure 3.4: Dependence of β on the magnitude of driving force with fits to the third-order
expansion for β in each case.
This can be expanded to third order in bτ©kBT 8 1 to β   Cττ2  βτ0 or to third order in

















































































0 , and β
ψ
0 as fit parameters. This implies that shear-coupling should only really be
independent of driving force at the limit of low temperature and small driving force, wherein
one disconnection mode dominates and the affect of the driving force on mode selection is
sufficiently small relative to the difference in nucleation barriers Ei between modes.
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3.3. Discussion
The results presented above suggest that shear-coupling is an intrinsic behavior of grain
boundary migration. The present results are strong support for the speculation that this
statement is true for all grain boundaries under all conditions and it is simply a consequence
of the underlying mechanism by which GBs migrate. This should apply at low temperatures,
where shear-coupling is obvious, and at high temperatures, even when GBs appear to slide.
It is important when GB migration leads to stress generation and when it does not. It is not
surprising, therefore, that shear-coupling can lead to complex effects during grain growth in
a polycrystal and that grain rotation, stress generation (and potentially defect generation),
and grain growth stagnation are all inter-related and dependent on shear-coupling and dis-
connection mode selection. This suggests a much richer grain boundary dynamics/kinetics
than is commonly assumed in conventional curvature-driven GB migration. This richness is
in addition to that arising via non-disconnection related phenomena, such as grain bound-
ary torque, crystal plasticity (and its interaction with GBs), and grain boundary diffusional
accommodation, each of which may occur on separate time and length scales.
Real microstructures necessarily imply (at least) two types of constraints on GB migration
and shear-coupling. First, two grains cannot simply shear relative to one another within a
microstructure without severe mechanical consequences (stress generation). Second, since
grain boundaries are necessarily delimited by triple (and higher order) junctions, shear-
coupling must generate stress at these junctions. Hence, constraint plays a major role in
shear-coupled GB migration and, in turn, grain growth.
While shear-coupling necessarily implies significant stress generation, nature endows mi-
crostructures with a myriad of possibilities for relieving the stress associated with GB
migration. These include extrinsic mechanisms such as twinning and dislocation gener-
ation (and more generally plasticity within the grains) - as observed in our simulations
(Fig. 4.1b). It also includes intrinsic mechanisms, largely associated with the availability of
multiple disconnection modes - nature’s choice of which depends on the stresses generated
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and temperature. If the stresses get too large and no relaxation mechanism is available,
such coupling and constraints can lead to the cessation of GB migration.
These observations also motivate the need to reconsider the notion of grain boundary mobil-
ity. GB migration is not a monolithic thermally-activated process, but rather an aggregate
of thermally-activated disconnection nucleation and migration events. As disconnection se-
lection and nucleation are sensitive to the environment (e.g., stress and other driving forces)
in which a GB migrates, so too the GB mobility varies not only between GBs but for a
given GB as it migrates within the material.
While the constraint associated with neighboring grains may be less pronounced in mi-
crostructures with large average grain sizes, grain boundaries must also migrate further to
achieve the same fractional increase in grain size. The development of stresses associated
with shear-coupling will, therefore, be essentially grain-size independent. This is not true
of stress-relaxation mechanisms. It is our expectation that the macroscale effects of stress-
coupling will be more important with decreasing grain size - where operative relaxation
mechanisms are more limited. We also note that even in a microstructure with a large
mean grain size, GBs bounding smaller grains will behave differently from those bounding
larger ones.
We note that grain boundaries themselves have degrees of freedom that are not associated
with disconnections at all. These include the large range of metastable structures associated
with grain boundaries [88], as well as compositional degrees of freedom which may modify
disconnection dynamics.
Ultimately, the conventional theory of grain growth is expected to still be functional on the
macroscopic scale - largely because of stress relaxation effects (e.g., at high temperature,
GBs may effectively slide with relatively little shear-coupling). On the other hand, the
conventional assumption that GB mobility is only a function of macroscopic GB bicrystal-
lography is particularly simplistic. Conventional grain growth theory must be viewed as a
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simplistic model that does not account for the fact that real materials are crystalline and
crystallinity imposes constraints on how GBs move. Simply put, polycrystals are not soap
froths, even though that analogy has served us in good standing for over a half century
[224].
The present work examines some of the implications of crystal structure on the evolution of
polycrystalline microstructures. Of course, this falls within the framework of a wide-range of
work on GB migration and shear-coupling in recent years. However, it should be viewed as
an initial discussion with many implicit assumptions and approximations. The present work
has also shown the considerable complexity in trying to apply our present understanding of
grain boundary migration to polycrystalline systems. This complexity is enormous (given
the 5 macroscopic degrees of freedom of GB macro-crystallography, the interconnectedness
of GB networks, the presence of triple and higher order junctions, GB metastability, etc.).
The challenge is to take this type of microscopic mechanistic theory and deduce an effective
equation of motion that can be applied to predict overall GB migration while retaining
only the essential ingredients (approximating those that have little macroscopic effect).
Borrowing (liberally) from Einstein: “grain boundary dynamics should be made as simple
as possible, but no simpler” (e.g., see [215]).
This disconnection description of GB migration in an evolving microstructure could lay
the foundation for a more complete model of microstructural evolution. However, it only
covers half the microstructure. Inevitably, GBs must terminate at triple junctions and the
flux of disconnections across a migrating GB must flow into these triple junctions. The
finite step size of these disconnections as well as the Burgers vector content present new
questions about triple junction migration. The finite step size places constraints on how
triple junctions may migrate and the Burgers vectors of these disconnections do not simply
vanish. How do triple junctions migrate in this context? This shall be addressed in the
next chapter.
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CHAPTER 4 Disconnection Model of Triple Junction Migration
This chapter was adapted from A Disconnection Description of Triple Junction Migra-
tion [236]. S.L.T. and D.J.S. designed the research, performed the MD simulations, and
performed the theoretical analysis. C.W. and Y.X. designed the continuum model and per-
formed the continuum simulations and contributed to the interpretation of the results.
As has been stated previously, grain growth has long been described as motion by mean
curvature (i.e., curvature flow) [99, 152, 225]; grain boundaries (GBs) migrate toward their
center of curvature, reducing the total GB area and energy. Triple junctions (TJs; lines
along which three GBs meet), in turn, migrate to balance the surface tensions (and torques)
exerted by the constituent GBs [94, 127] leading to a set of equilibrium dihedral angles. As
GBs migrate, the TJs migrate to maintain these angles; the whole microstructure evolves
via this tandem motion. This theory rests on the assumption that TJs can migrate much
faster than GBs [76, 70, 73]. However, substantial experimental [76, 189, 157] and atomistic
simulation [247] evidence demonstrates that this is often not true. Finite TJ mobility causes
TJ drag, which leads to dynamic TJ dihedral angles that differ from their thermodynamic
values [47, 247, 70, 73, 74]. When the grain size is sufficiently small, grain growth is
controlled by TJ drag rather than curvature flow [76, 70, 131, 40, 74]. While mechanistic
models of GB migration have gained prominence [67, 100, 194, 10, 101, 262], particularly
in the past decade [29, 27, 69, 218, 254, 120, 125, 197, 195, 87, 230], mechanistic models for
TJ migration are only just being established [270].
Just as GBs migrate via the nucleation and migration of disconnections (grain boundary
steps with a characteristic height hi and Burgers vector bi, TJ migration is also associ-
ated with disconnection motion (i.e., the flux of disconnections into/out of TJ along their
constituent GBs). The finite step height and Burgers vector of these disconnections con-
strains TJ motion. A TJ can only migrate such that all three GBs remain connected at
the TJ; this leads to a zero displacement incompletion condition associated with the flux
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of steps [221, 270]. Since disconnections also carry Burgers vectors, the flux of discon-
nections into/out of TJs can lead to Burgers vector accumulation (as Burgers vector is a
conserved quantity). Since there is a long-range stress field associated with a Burgers vec-
tor, this accumulation can create a back stress on the disconnections on the GBs, leading
to disconnections being repelled from the TJ and possibly to TJ stagnation.
Nonetheless, experiments do show that grain growth routinely occurs and consequently
that triple junctions do migrate. The implication is that TJs may accommodate these con-
straints either through disconnection dynamics within the GB network or by some form of
bulk plasticity (dislocation emission/absorption, twinning, etc.). The conditions outlined
above can only be satisfied within the GB network by requiring that the GBs conspire to
produce the necessary disconnections to eliminate the net flux of Burgers vector into the
TJ. This is, in general, not possible with single disconnection modes on each GB [87]. More
commonly, this can occur by the constituent GBs contributing (or the TJs emitting) dis-
connections with multiple coupling modes. The ability to access multiple coupling modes
is temperature-dependent and different for each GB; GBs with disconnections of disparate
activation energies imply extremely slow TJ motion and highly temperature-sensitive mi-
gration kinetics. If the net zero Burgers vector flux condition at the TJ cannot be met then
some form of plasticity must operate to dissipate the accumulated Burgers vector; such lat-
tice dislocation emission into the surrounding grains has been observed both in experiment
[92, 38, 145] and simulation [249]). Another possibility is the relaxation of the TJ stress
via twinning; both MD simulations [250, 156, 235] and experiments [147] show that coher-
ent twin boundaries may form at TJs during microstructural evolution (in the absence of
external stress). While the origin of annealing twins remains a topic of considerable debate
[62, 23, 49, 67, 153, 58, 118], these observations suggest that annealing twins may be a
natural outcome of and may facilitate TJ migration.
In this chapter, results will be presented from MD simulations of polycrystalline grain
growth that elucidate the connection between TJ migration and grain boundary migra-
52
tion in terms of the underlying disconnection dynamics. Based on these observations, we
construct a disconnection-mediated TJ migration model that is consistent with disconnec-
tion dynamics-controlled GB migration. Finally, we implement this mechanistic model in a
continuum framework suitable for large-scale microstructure evolution simulations.
4.1. Grain Growth
Figure 4.1: Cross-section of a 1200 K MD polycrystal grain growth simulation, comparing
microstructures at 400 ps (blue) and 2400 ps (red) after initial relaxation. FCC-structure
atoms (as determined by common neighbor analysis [57]) are not shown. Coherent twin
boundaries are highlighted in a lighter shade and black rectangles indicate dislocations.
Triple junctions that are nearly stationary relative to the microstructure are circled. The
visualization was performed using OVITO [229].
As discussed above, normal grain growth is widely described as capillarity-driven GB mo-
tion, where each point on a GB migrates toward its local center of curvature with velocity
v  MGγκ, (4.1)
where γ, κ and MG are the GB energy (per area), mean curvature and GB mobility at this
point on the GB [99]. Triple junctions, in turn, migrate to maintain a set of equilibrium



















is the dihedral angle opposite the GB with interfacial energy γ
 i
. If triple
junctions can move sufficiently rapidly to remain in equilibrium with respect to the GBs,
then the microstructure evolves by pure curvature flow with fixed angle junctions. This
type of motion may be viewed as a two-step process whereby (i) GBs migrate in accordance
with Eq. 4.1 thereby pulling the TJs out of equilibrium and (ii) the migration of the TJs
to restore the equilibrium angles (if GBs have an inclination-dependent energy, new terms
arise that account for the torque on GBs at TJs). Experimental [47, 189, 157, 40] and
simulation [247] observations show that TJs do indeed have finite mobility, as indicated
by steady-state dihedral angles of migrating TJs that differ from their equilibrium values
[47, 247, 70, 73, 74].
Atomistic simulation permits an examination of grain growth free of any of the normal
grain growth theory assumptions described above. We performed MD simulations of poly-
crystalline EAM nickel [164] in an NPT ensemble (Nosè-Hoover thermostat) at 1200 K
( 0.85Tm) under zero external stress. The initial microstructure was created by generating
a steady-state curvature-flow microstructure [137], assigning grain orientations at random,
and populating each grain with, atoms in an FCC structure with the corresponding orienta-
tion (see [235] for more details). This was done instead of using the more common voronoi
tessellation, which produces flat GBs, unrealistic TJ angles, and grain size distributions
inconsistent with normal grain growth microstructures [156]. A cross-section of one such
simulation is depicted in Fig. 4.1, which compares the microstructure between two simu-
lation times. Over this 2 ns timespan, the mean linear grain size (i.e.,  V ©N1©3 where
V is the system volume and N is the number of grains) increases from 40Å to 140 Å. It
is apparent from this figure that while some triple junctions migrate significantly, others
do not. Grain growth is also accompanied by the formation of many defects in the grain
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Figure 4.2: 5 nm thick cross-sections from the MD polycrystal grain growth simulation
shown in Fig. 4.1. FCC atoms (common neighbor analysis) are not shown and the remaining
atoms are colored by centrosymmetry [123]. The white lines depict the simulation cell
boundaries. The inset diagrams are schematic representations of the microstructure (lines
are GBs; roman numerals label grains) - a pair of partial dislocations (red) separated by a
stacking fault (gray) is emitted from the I/II/IV TJ that migrates up and left.
interiors, including dislocations and coherent twin boundaries.
Figure 4.2 shows finite-thickness cross-sections from the same MD simulation along with
corresponding schematic illustrations. Here, a migrating TJ emits a pair of partial dislo-
cations. All dislocations in this simulation (that are not part of low-angle tilt GBs) are
emitted from TJs or GBs. The direct emission of dislocations from triple junctions has also
been observed experimentally [92, 249, 38, 145]. Figure 4.3 shows a migrating TJ leaving
behind a set of closely-spaced coherent twin boundaries. As with dislocations, nearly all
of the twin boundaries that did not form during the initial relaxation of the GB network,
formed at triple junctions during grain growth. While twinning at TJs has been proposed as
a mechanism for relaxing the total energy of the GB network [147], this does not explain the
successive twinning during TJ motion/grain growth observed here. It is possible, however,
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that twin formation may relax internal stresses (as has already been suggested to explain
successive deformation twinning in the vicinity of two GBs [113]). This begs the question:
what is the origin of these internal stresses?
(a) 600 ps (b) 800 ps
(c) 1000 ps (d) 1400 ps
Figure 4.3: Cross section from a polycrystalline MD grain growth simulation. A TJ (circled)
migrates up and to the right, leaving behind multiple parallel coherent twin boundaries (thin
yellow lines).
4.2. TJ Migration Simulations
While the MD simulations of polycrystal grain growth faithfully represent TJs and GBs
as they occur in the “wild” (i.e., in a polycrystal) without the need for all of the sim-
plifying assumptions made in grain growth theories, the complexity of the polycrystalline
microstructure confounds attempts to draw precise conclusions on how TJs move. We
therefore perform two sets of MD simulations in more “tame” circumstances, where TJ
kinetics may be more directly probed. The first employs a tricrystal configuration, where
the microstructure relaxes from an initial, non-equilibrium geometry toward equilibrium via
coupled GB and TJ migration. The second set consists of a single, initially elongated grain
spanning an otherwise flat GB; for a sufficiently elongated grain this will lead to steady-
56
state TJ migration as long as the grain width is small compared with the TJ separation
(according to a curvature flow model, Eq. 4.1). Similar geometries were employed both in
experiment [47, 157] and atomistic simulations studies of the TJ drag effect [247, 248].
In the tricrystal simulations (see Fig. 4.4), a cylindrical simulation cell (radium R  37.5
nm) was divided into three grains, all sharing a common [210] axis parallel to the TJ line
which initially lies along the cylinder axis. The vertical GB, labeled  1, is a symmetric
tilt GB (Σ9, 96.38
`
misorientation). The other GBs, labeled  2 and  3, are also initially
symmetric tilt GBs (Σ15, 48.19
`
misorientation) - see Appendix A for more detail. The
ends of GBs (1), (2), and (3) were fixed on the perimeter of the cylindrical simulation cell by
fixing the atomic positions in a thin shell along the circumference. The system inside this
shell then evolves via molecular dynamics in an NPT ensemble with zero stress along the
axial direction. Multiple simulations were performed, varying both simulation temperature
(at 800, 1000 and 1200 K) and pinning point ((2) and (3)) locations.
Triple junction dihedral angles are difficult to measure reliably in an MD simulation because
of the discreteness of the lattice and thermal fluctuations. Therefore, we directly measure an
effect dihedral/TJ angle φ t and TJ location z t from the triangle formed by the pinning
points ((2) and (3)) and the TJ, as shown schematically in the upper right of Fig. 4.4. The
triple junction angle φ t and the TJ position z t & 0 are related through
tan  φ t
2






where φ 0 is the initial TJ angle (its initial position is along the cylinder axis, z 0   0) that
also describes the location of the pinning points. If the GBs are nearly flat as they migrate




The time evolution of φ is shown in Fig. 4.5a at the highest temperature, 1200 K. At this
temperature, the TJ migrates slower as time passes, asymptotic at late time to φ   100`
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Figure 4.4: (Lower left) Time series of a 1200 K tricrystal MD simulation. The FCC atoms
were removed and the remaining atoms were colored by time after initial relaxation. The
atoms on the surface of the cylindrical simulation cell (black) were held fixed, pinning GBs
(1) and (2) at the simulation cell perimeter. This simulation is represented by the red open
circles in Fig. 4.5. The GBs and TJs migrate such that the TJ is at position z t. Replacing
the actual GB profile with straight lines from points (2) and (3) to the TJ, the TJ angle
φ t is related to the TJ position z t as per Eq. 4.3, as indicated in the schematic (upper
right).
(achieved during the 12 ns simulations) for all initial angle TJ angles (i.e., location of the
pinning points (2) and (3)). The fact that the TJs in all simulations at this temperature
converge to the same angle suggests that the TJ reaches equilibrium, φ    Θ 1. On
the other hand, at the intermediate (1000 K) and lowest (800 K) simulation temperatures,
the TJ moves slowly and continues to move at the end of the 12 ns simulation time. This
suggests that equilibrium has yet to be achieved. This is supported by the observation that
simulations starting with different initial TJ angles φ 0 do not achieve the same values
by the end of the simulation. However, φ t moves toward the same value for different
initial conditions, even if they do not reach it within the simulation time when T $ 1200
K. Figures 4.5b and 4.5c show the details of migration during the initial nanosecond for
several simulations. At the very earliest times, the TJs all move at comparable rates for all
temperatures; at low temperatures, the TJ subsequently stagnates to the velocity seen at
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Figure 4.5: a Triple junction angle φ as a function of time for a variety of temperatures
with different initial φ
 1
. The colors indicate simulation temperature and the symbol types
indicate initial triple junction angles φ 0. b and c Early time (initial 1.0 ns) behavior of




(indicated by the black dashed lines), respectively. Since the GBs are nearly flat during the
migration (see Fig. 4.4), φ t is approximately equal to the dihedral angle Θ 1.
long times.
Figure 4.6a shows the higher resolution image of the region around the TJ from the 800
K, φ 0   134` simulation at 0.2 ns and 5 ns. In this case, the TJ is moving very slowly.
In Fig. 4.6a we see that the TJ is not symmetric and that a disconnection that is initially
present on the GB in the lower left moves into the TJ, shifts the GB in the lower left
downward and displaces the TJ (toward the right). This is a unit step of the disconnection
mediated TJ migration. Figure 4.6b shows the shear stress field near the TJ for the same two
configurations. The very fine scale features in Fig. 4.6b1 are associated with the structure
of the GB itself. Note that when the disconnection in Fig. 4.6b1 moves into the TJ in Fig.
4.6b2, the stress field around the TJ changes dramatically on a scale large compared with
the stress features of the GBs themselves. Analysis of the stress field around the TJ after
disconnection absorption shows that this stress is associated with the net addition of the
disconnection Burgers vector. This observation suggests that disconnection flux into the
TJ both conserves Burgers vector and builds the TJ stress field.
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Figure 4.6: Stress accumulation at a migrating triple junction from a tricrystal MD simu-
lation performed at 800K with an initial TJ angle φ 0   134`. The red lines in a2 (5.0
ns from initial) indicate the GB and TJ positions in a1 (0.2 ns from initial). b1 and b2
show shear stress σxy. There is some visible stress in b2 due to the initial relaxation. These
images are taken from the corresponding simulation depicted in Fig. 4.4.
Pinning the ends of the GBs requires fixing the positions of the atoms along the circum-
ference of the circle. If the surfaces are free, the GBs can freely migrate to lower the total
energy and the triple junction kinetics no longer limit the evolving dihedral angles. How-
ever, with this restriction in place, there will be an interaction between shear-coupled GB
migration and this fixed shell of atoms, which has already been shown to be an impedi-
ment to GB migration [234]. Unfortunately, there is no way to avoid this problem in MD
simulation. For completeness, we performed an additional set of MD tricrystal simulations,
identical to the previous set, but with free surfaces around the circumference. One such
simulation is shown in Fig. 4.7 (analogous to Fig. 4.4). The evolution in this simulation is
dominated by the motion of the GB ends as well as the faceting of the GB to the left. There
are many degrees of freedom for the microstructure; even if the TJ cannot quickly migrate
when it is close to equilibrium, the free motion of the GBs can still reduce the total energy.
The results of these simulations are given in Fig. 4.8 (analogous to Fig. 4.5). With the




Figure 4.7: Time series of a tricrystal simulation with free surfaces around the circumfer-
ence of the cylinder, performed at 1200 K. Bulk atoms (determined by Common Neighbor
Analysis) were removed. This simulation is represented by red closed circles in Fig. 4.8.
TJ position, so the TJ position over time is also given. These results are more difficult
to interpret. At lower temperatures, the TJ is typically stagnant, though φ
 1
evolves
via the motion of the GB ends. At high temperature, the TJ migrates a long distance
in two cases. In both of these cases (as shown in Fig. 4.8), the GBs migrate upward
until the TJ has extreme dihedral angles, then drag the TJ with them until the upper
grains annihilate (represented by black diamonds). If the TJ angle is initially small (the
open-circle cases), the TJ migrates a short distance to a particular set of dihedral angles,
independent of temperature. Presumably, this position represents a unique balance between
the GB energies, GB torques, and the difference in surface energy across the GB ends, a
local minimum that does not exist when the GB ends are fixed. That difference in surface
energy across the GB is a dominant driving force in these simulations, confounding any
conclusions about TJ kinetics.
We now turn to the motion of the elongated grain embedded into the bicrystal simulations.
Figure 4.9a shows a time series of one of the embedded loop simulations. These simulations
are reminiscent of simulations performed by Upmanyu et al. [247, 248]; however, unlike
those simulations, these are fully 3D, are performed over a range of temperatures, and
focus on a high-angle tilt GB in place of a low-angle GB for GB
 1
. In these simulations,
periodic boundary conditions are applied in the y and z directions with free surfaces in the
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(a) φ
 1 (b) TJ Position
Figure 4.8: φ 1 and TJ position vs time over multiple free-surface tricrystal simulations.
Series in this plot with the same symbols as those in Fig. 5 of the primary text correspond
to the same initial configuration. The black diamonds indicate grain annihilation.
x direction. Over the course of the simulation, GBs  2 and  3 facet; the system remains
in this state for an extended period of time. Eventually, the upper TJs suddenly and very
rapidly migrates, annihilating the central grain. Repeating this simulation under exactly
the same conditions (except different initial velocities) and for a wide range of temperatures
demonstrates that this result is repeatable; see Figure 4.9b where we plot the y coordinate
of the upper TJ versus the logarithm of the time. At the highest temperature (1200 K),
the waiting period is very short ( 0.3 ns); it grows quickly with decreasing temperature. In
most simulations, once the upper TJ starts to migrate, it does so smoothly. In all cases,
GBs  2 and  3 strongly facet and these faceted GBs do not migrate inward prior to TJ
migration. We do not report the results for the few cases (6 out of 40) in which either the
lower TJ migrates first or both began migrating simultaneously.
The motion of the TJ appears to depend on two timescales - one that characterizes the
wait or stagnation time for the TJ to start moving and the other associated with the
finite TJ migration velocity. Once the TJ begins migrating, the grain shrinks and the
capillarity driving force for migration increases (hence, the TJ accelerates). At this point,
the evolution becomes complex, consisting of simultaneous inward motion of the two TJs as
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Figure 4.9: a Time series of an embedded loop simulation at 800 K. After the GBs facet,
the microstructure is stationary for a period of time, then suddenly migrates rapidly. b TJ
position vs time for multiple simulations at different temperatures. Series with the same
color are from simulations performed at the same temperature. The Xs at the bottom
show the time τ that the TJ crossed the dotted line at the corresponding temperature. c
Arrhenius plot of ln τ0©τ , where τ0   1 ns and τ is the time after initial relaxation that the
TJ passes the dotted line in b, averaged over 6 simulations at each temperature. This plot
gives an activation energy of 0.57eV  .02eV.
well as changes in the facet sizes of the vertical GBs. We can quantify the time before the
TJ begins migrating by a wait time τ ; we measure this from the time of the initial relaxation
(faceting) to the time the TJ passes a particular point (i.e., the dotted line in Fig. 4.9b). τ
was averaged over 8 simulations at the same temperature. Figure 4.9c shows an Arrhenius
plot of τ versus inverse temperature (τ0   1 ns). The fact that these data fall on a straight
line demonstrate that the wait time for the initiation of TJ migration is thermally activated
with an activation barrier of approximately 0.57 eV. Since the time scale associated with
the actual TJ migration is short, this estimate is insensitive to the choice of the dotted line
in Fig. 4.9b. The magnitude of this activation barrier is comparable to nudged elastic band
calculations of disconnection nucleation barriers [197, 44]. The wait time for TJ motion is
63
long compared with the migration time, suggesting that the initial disconnection nucleation
may be long compared with subsequent nucleation; perhaps this indicates a change in how
disconnection nucleation occurs (e.g., heterogeneously rather than homogeneously).
The polycrystal simulations and TJ kinetics simulations yield a number of important ob-
servations. Triple junctions are the source of many defects that form during grain growth,
among them dislocations and twins. Some triple junctions migrate much more readily than
others. At high temperatures, TJs appear to migrate consistent with conventional the-
ory (smoothly until they reach a consistent set of equilibrium dihedral angles). At low
temperature, TJs may migrate a short distance and stagnate. This stagnation may be asso-
ciated with the stresses generated by disconnection adsorption. Stagnated TJs can migrate,
but the process that facilitates this migration appears to be thermally-activated and much
slower than the initial and subsequent TJ migration. We now examine these observations
in light of a disconnection dynamics approach.
4.3. Theory
Grain boundaries migrate via the nucleation and motion of GB step defects known as dis-
connections (see [87]) which are characterized by a step-height hi and Burgers vector bi.
The set of all possible disconnection modes rbi, hix is determined by the bicrystallography
(specifically the displacement shift complete, DSC, lattice [18]). For each bi, there is a set
of hi separated by translation vectors in the coincident site lattice, CSL. At low tempera-
tures, and when large shear deformations may occur, many GBs strongly favor a particular
disconnection mode. This is the origin of shear-coupled GB migration - the dominant dis-
connection mode determines the shear-coupling factor βi   bi©hi. Since GBs migrate via
disconnections, it follows that triple junctions must migrate via the flux of disconnections
from and into their constituent GBs. The finite step-size and Burgers vector of these discon-
nections implies constraints on TJ migration that can explain many of the observations from
our MD simulations. The first constraint is the zero displacement incompletion condition
[221, 270].
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Figure 4.10: Relationship between TJ velocity v
TJ





, GB tangents t
 i
, and dihedral angles Θ
 i
. The initial GB positions are
shown as dotted black lines, the final positions as solid black lines.
The zero displacement incompletion follows from the requirement that TJs may only migrate
such that they all meet along the TJ line. As per Fig. 4.10, it follows from geometry that if
a TJ migrates normal to itself with a velocity v
TJ
, each GB must migrate with a velocity
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sin α 2  α 3  v 2 sin α 2  α 3.











sin α 3  α 1  v 3 sin α 2  α 1 (4.8)











sin α 1  α 2   v 1 sin α 3  α 2. (4.9)
Finally, adding these expressions together yields















= v i sin Θ i   0 (4.10)
If the GB velocity is given by the flux of disconnections J
 i





= J  ih i sin Θ i   0, (4.11)
where Θ
 i
is the dihedral angle opposite GB
 i
. This condition holds for a TJ in two
dimensions (or any cross-section of a TJ normal to the TJ line in three dimensions). The















where εijk is the permutation operator and t
 i
is a unit vector aligned with the plane of
GB  i, pointing toward the TJ. Normally, this condition is simply a description of how TJ
and GB motion are related. However, the introduction of finite-size steps turns this into a
condition on TJ motion.
When disconnections flow into a TJ, satisfying the zero displacement incompletion condi-
tion, the disconnection step content annihilates, moving the TJ. However, the disconnection
Burgers vectors do not simply vanish; the total Burgers vector is conserved. This implies
that in all but very special cases, the net result of disconnection mediated TJ motion is
the accumulation of Burgers vector at the TJ. However, as the residual Burgers vectors
accumulate, the resulting stress fields will repel subsequent disconnections, stagnating TJ
migration. Long distance TJ migration is only possible if there is no accumulation of stress,









This equation represents three conditions on the three variables J
 i
. Combined with the
zero displacement incompletion condition, the system is overdetermined - there are more
equations than variables and valid solutions exist only for (very) special cases (e.g., pure
step disconnections, disconnections with parallel Burgers vectors, etc.). However, since
experiments and MD simulations show that triple junctions do migrate long distances,
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something else must happen; several mechanisms can facilitate triple junction migration,
either by adding degrees of freedom or by relaxing the resulting stresses.
Bicrystallography permits a discrete, infinite set of disconnection modes to any GBs. While
GB migration favors disconnection modes with low nucleation/migration barriers, each
disconnection mode responds differently to driving forces on the boundary. A GB can
switch to secondary modes under a given set of driving forces (e.g., when there are competing
driving forces for migration [234]). Secondary-mode nucleation is associated with GB sliding
as well as GB migration without shear-coupling, but it may also facilitate TJ migration. If
GB
 i











j   0, (4.14)
where the summation on j represents all disconnection modes of each GB. This modification
adds many degrees of freedom for TJ migration, and the conditions of TJ migration are
easily satisfied. TJ migration by this means implies that TJs may migrate rapidly at first
(by the primary mode), then accumulate stress and stagnate, after which their migration
is controlled by the formation of secondary disconnections. At high temperature, when
the population of secondary disconnections is larger, stagnation is easily overcome. This is
consistent with the GB simulations in Section 4.2. However, the same simulations showed
that GB migration may stagnate at low temperature; this is associated with the large
energetic penalties associated with forming secondary mode disconnections. This explains
the TJ stagnation observed in the 800 K GB simulations.
As described above and seen in the polycrystal simulations Figs. 4.1-4.3, stresses can be
relaxed during microstructure evolution by dislocation and twin emission from GBs and



















Lm denotes fluxes and Burgers vectors of lattice dislocations, respectively.
With the additional degrees of freedom provided by lattice dislocation flux, TJ migration
may occur without new disconnection mode activation. Likewise, sequential twinning at
TJs may be a deformation process [42] that relaxes the accumulating internal stress.
Dislocation emission is only a viable accommodation mechanism if the slip planes in the
crystal are suitably oriented to dissipate the accumulated Burgers vector. Coherent twin
boundaries form on a restricted set of lattice planes and so may only assist TJ migration for
particular lattice orientations and migration directions. At low temperatures, there should
be a vast disparity in TJ mobilities depending on the availability of secondary disconnection
modes, and this disparity should vanish at high temperature (depending on the relative
difficulty of forming/moving secondary mode disconnections). More fundamentally, this
implies that disconnection kinetics determine not just GB mobility, but TJ mobility as
well. Ultimately, a unified picture will emerge for disconnection-mediated microstructure
evolution. In the next section, we build a continuum description of microstructure evolution
accounting for GB and TJ migration within the context of disconnection motion.
4.4. Continuum Model
Zhang et al. [270] developed an equation of motion for the evolution of GB profiles based
on a single mode disconnection model. In this model, the disconnection density is a contin-
uous variable and the dynamics accounts for both disconnection nucleation and migration.
We extend this method to consider both the essential multiple disconnection modes and
disconnection-mediated TJ motion. The profile of GB
 i
is described by z
 i
, which mea-








j  ¶ρ ij ¶h ij  2η ij , (4.16)
where z
 i
,t denotes the derivative of z
 i
with respect to time. v
 i
j is the glide velocity of
j
th




j is the background thermal density of disconnections
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(scaled by step height) and
v
 i
j  Md  σ  τ b ij Ψh ij  γz,xxh ij  . (4.17)
where Md is a disconnection mobility, σ is the contribution to stress from other disconnec-
tions, and τ is any external stress. The  σ  τ b ij term represents an appropriate sum-
mation over stress and Burgers vector components as per the Peach-Koehler force [186]. In
the limit that the GB is close to a symmetric inclination, such that b
 i
j lies parallel to the
GB plane, then we can consider the shear stresses resolved along the GB plane σ and τ , as
well as the scalar b
 i










j © kBT , (4.18)
where a is an atomic spacing, and E
 i
j is half the disconnection pair formation energy [270].






, which meet at a triple junction
P   x0. Each GB
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2 $ 0 (β1 and β2 have opposite sign). The change in total energy
due to TJ motion has contributions from both the disconnection step and Burgers vector.
The driving force on TJ motion is described by the the variation of energy associated with








where MTJ is the TJ mobility, γ
 i
is the GB energy, and t
 i
is the tangential unit vector
along GB
 i
. vTJ   0 defines the equilibrium angles in Eq. 4.2. TJ motion is achieved by
the exchange of disconnections between the TJ and its constituent GBs. Not all nucleated
disconnection pairs can contribute to TJ motion due to the zero displacement incompletion
condition as well as the condition that no Burgers vector accumulates.
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where bTJ is the Burgers vector at the TJ. When a net Burgers vector is present, the TJ
will tend to absorb nearby disconnections that cancel this accumulated Burgers vector and
reduce the ½ bTJ ½2 energy contribution. This cancellation happens very quickly and, in
the continuum limit, we may assume that the zero accumulated Burgers vector condition
bTJ   0 holds during TJ motion.
The problem of TJ migration then reduces to the optimization problem (where MTJ ' 0)


























2   vTJ   n
 i
(4.24)






Here, Eqs. 4.23 and 4.24 refer to the zero Burgers vector accumulation and zero displacement
incompletion conditions, while Eq. 4.25 implies that the step flux is triggered by the surface
tensions and is limited by the thermal density of disconnections. Use of the maximal TJ
velocity is consistent with the assumption that the evolution is overdamped.
71
Focusing now on the TJ migration case of Fig. 4.4, the symmetry of the problem implies that







































































i   ¶bji ¶.
Equation 4.27 highlights a fundamental aspect of this analysis; the dynamics that occur at
the triple junction during disconnection annihilation are very fast relative to the kinetics
of disconnection nucleation and migration (otherwise the TJ would not be able to migrate
rapidly in Fig. 4.9). If secondary mode nucleation is the limiting factor for TJ migration,
then Eq. 4.27 implies a connection between TJ and GB mobility, both manifestations of the
more fundamental disconnection nucleation terms ηi and mobilityMd (likely more important
at low temperature).
Simulations were performed using this continuum model; each GB was given the same set
of disconnection modes. b
 i
1   b, b
 i
2   b, h
 i
1   h, h
 i
2   2h, where b and h are given by





2   0.6 eV. The symmetric inclinations for the GBs were chosen to be identical
to the ones in the tricrystal MD simulations. Due to symmetry, the GB
 2
modes do not
influence TJ migration in the continuum simulation, so that choice is irrelevant. The 0.6
eV nucleation barrier for mode 2 was chosen to match the energy barrier calculated in
Fig. 4.9c. The 0.3 eV barrier was chosen to be suitably smaller than mode 2 (this was
not based on MD data). The consequences of these choices are captured completely in
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Figure 4.11: Triple junction migration (same geometry as Fig. 4.4) via the continuum
model (i.e., φ t) for comparison with the MD simulation results (Fig. 4.5). Unlike in the
MD simulation the radius of the simulation cell R  .
Eq. 4.27. The qualitative behavior is insensitive to the particular choice of these barriers.
To investigate quantitative behavior in detail, we require calculations of the nucleation and
migration barriers for disconnection modes, which is beyond the scope of this thesis.
Figure 4.11 shows the results of a continuum model tricrystal simulation (same geometry




2 for each GB are 0.3
eV and 0.6 eV, respectively. The trends here are in excellent agreement with the MD
simulation results in Fig. 4.5. At high temperature, the TJs rapidly migrate until they




here where we assumed that
the GB energies are isotropic). At lower temperature, the migration is significantly slower,
limited by the barrier to secondary disconnection nucleation (expressed via the η
 i
2 terms).
While the MD simulations show that TJ stagnation is possible at low temperature in the
course of a finite time simulation, given sufficient time for secondary disconnection modes to
activate, these too, should approach equilibrium. In the continuum model, which implicitly
assumes statistical averaging, this is manifested simply as very slow kinetics (approach to
equilibrium).
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The advantages of the continuum simulation approach over molecular dynamics are twofold.
First, it provides a direct connection between the theory and the microstructure evolution
that is not accessible to MD because of assumptions required on simulation cell geometry
and simulation timescale. Second, it highlights the fundamental conclusion that TJ mobility
is governed by the the same kinetics as GB mobility by geometric necessity.
4.5. Discussion
TJ migration follows from GB migration; ultimately, TJs migrate via the reaction of GB
disconnections along the TJ line. Disconnections determine how and how fast TJs migrate.
Specifically, a TJ may only migrate if disconnections annihilate in appropriate ratios that
preserve the connectivity of GBs along the TJ line and do not accumulate significant resid-
ual Burgers vector. This condition cannot, in general, be met if each GB only migrates
by a single disconnection mode. If only single disconnection modes are available on the
GBs meeting at a TJ, such a TJ should migrate a small distance, accumulate stress, and
stagnate. However, all GBs have access to multiple disconnection modes. Since secondary
disconnection modes are necessary (in most cases) for continued TJ migration, TJ motion
will be slow if the formation/motion of such secondary modes is difficult. This means that
while GBs in bicrystals may move via single disconnection modes, such single-mode domi-
nance is rare in the wild (i.e., polycrystalline materials). We also note that since the relative
ease of nucleating different disconnection modes varies dramatically from GB to GB, TJ
are also expected to show considerable anisotropy in their mobilities. As noted by Holm
and Foiles [104], a minority of slow GBs may lead to grain growth stagnation (so too for
TJs). This may play a significant role in abnormal grain growth.
While the present results point to the mechanism by which GB and TJ motion are coupled,
the results presented here also point to an important coupling between microstructure
evolution and the mechanical response of a material. While the temperature-dependent
shear coupling of GB migration and strain [234] associated with disconnection motion can
produce significant stresses in constrained bicrystals, this effect may both be magnified
and ameliorated in polycrystal microstructure evolution. Disconnection pile-up at triple
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junctions can produce significant back stresses (within a grain this leads to back stress
strengtheninrry, thesig). However, such disconnection pile-ups can be relaxed by emission
of dislocations or twins into grain interiors. This pile-up mechanism at TJs may be one of
the dominant mechanisms for emission of defects into the lattice in nanocrystalline materials
[92, 38, 145, 249].
Finally, we note that while a disconnection picture of grain boundary and triple junction
dynamics appears to add complexity to how we view microstructure evolution, it is through
examination of detailed mechanisms and reducing these to physically-based, mechanism-
specific continuum models, as we propose here, that we learn how to systematically sim-
plify our understanding of GB dynamics while retaining the important features that affect
microstructure evolution. This repeats a refrain from the previous chapter: “everything
should be made as simple as possible, but not simpler” [215].
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CHAPTER 5 Twin Junctions in Nanocrystalline Nickel
This chapter was adapted from When twins collide: Twin junctions in nanocrystalline nickel
[235]. S.L.T. and D.J.S. designed this research, performed and analyzed the computer sim-
ulations, and performed the theoretical analysis. A.H.K. provided geometrical analyses and
interpretation of the structures, and contributed to the interpretation of the processes that
produced them.
Twin boundaries (TBs) or “twins” are a type of crystalline defect, a grain boundary that sep-
arates two grains with a special symmetry relationship. In FCC metals, CTBs are typically
the lowest-energy grain boundary (GB); they are Σ3 symmetric tilt GBs corresponding to a
60
`
rotation about a 111 axis. Twins are “coherent” only if they lie on a r111x plane. Us-
ing the standard FCC notation in which r111x planes have an ABCABC stacking sequence,
a CTB can be represented as ABCBA (the vertical line indicates the CTB location). CTBs
are atomically sharp, tend to be nearly atomically flat, do not disrupt the normal FCC
nearest neighbor bonding geometry, and migrate via the propagation of steps. High CTB
densities may lead to large strength enhancements in NC metals [273, 15, 149, 266, 183].
While twins are observed in bulk materials, they occur with a higher frequency in nanoscale
materials. These twins often occur in configurations unique to these materials. For example,
fivefold twins or “penta-twins” have been observed in nanowires [271, 264], nanoparticles
[2, 155, 5], and nanocrystalline (NC) metals (polycrystals with nanometer-scale grains)
[253, 180], but are only rarely seen in bulk or coarse-grained materials [256]. Penta-twins in
face centered cubic (FCC) metals consist of five coherent twin boundaries (CTBs) meeting
at a line parallel to their common 110 axis. The rarity of penta-twins in bulk materials
and their high frequency in nanoparticles and nanowires may be attributed to their wedge
disclination character, which produces a strain energy that grows with sample size R as
R
2
. In the present study, we catalog and determine the mechanism by which twin junctions
(including penta-twins) form during grain growth in NC FCC metals (Ni).
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Twinning is generally classified into two categories, deformation and annealing twinning,
based on the conditions under which twins form. Deformation twinning is a common mode
of plastic deformation in NC metals with low stacking fault energy [273, 21]. Annealing
twins usually form absent an applied stress; several mechanisms for this have been proposed.
Jin et al. [118] suggest that annealing twins form chiefly as part of the recrystallization
process. Farkas et al. [58] observed twin formation during grain growth. Most evidence
suggests three primary avenues for post-recrystallization twinning. The growth-accident
mechanism implies twin formation when the perfect ABCABC r111x plane sequence is, as
the name suggests, accidentally violated during crystal formation [49, 67, 153]. Annealing
twins can also form when two grains, misoriented according to a twin relation, come into
contact via grain growth [23]. Finally, a twin may form by decomposing one GB into another
plus a twin if doing so reduces the total energy [62, 68, 115].
As discussed above, penta-twins have been observed to form in several classes of nanocrys-
talline metals; including electrodeposited nickel [84], ball-milled NC metals [111, 146], and
materials processed using high-pressure torsion [3]. Zhu et al. [272] proposed a mechanism
by which penta-twins form in NC materials by sequential twin formation, where twins of a
penta-twin form one after another from the coalescence of stacking faults under the influence
of a large, time-varying stress. Bringa et al. [20] reported penta-twin formation in molec-
ular dynamics (MD) simulations of NC copper in the absence of external stresses. They
proposed a mechanism, similar to that of Zhu et al. [272], but where the large stresses were
associated with localized internal stress arising from the presence of GBs. More recently,
Cao et al. [32] observed penta-twin formation in annealing experiments in the absence of an
applied stress. In their MD simulations, they noted several different penta-twin formation
mechanisms depending on initial microstructures. They observe that, given the right initial
conditions, partial dislocation generation and migration can rotate grains and transform
general GBs into twins or combinations of twins and other grain boundaries. However, no
general formation mechanism was established.
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Evidence suggests that penta-twins that form under the influence of large stresses do so by
sequential twin addition; this often results in highly non-uniform angles between CTBs in
the penta-twin [272, 20]. On the other hand, electron microscopy observations by Huang
et al. [112] show little variation in twin junction angles at penta-twins (maximum angular
difference of  2.5
`
). They concluded that this implies that the constituent CTBs simulta-
neously join to form penta-twins rather than being added sequentially. These earlier studies
can be divided into (1) experimental observations of penta-twins after they were formed and
(2) atomistic simulations of multi-twin junctions performed for either very specific junction
geometries or where the number of penta-twins observed was very small. Unfortunately, it
was not possible to directly observe penta-twin formation in-situ during the experiments;
hence, the operative formation mechanisms were by necessity speculative. Although the
simulation studies lead to the identification of penta-twin formation mechanisms, the num-
ber of such mechanisms was nearly as diverse as the set of observations themselves (e.g.,
see [32]).
Our goal is to monitor the formation of a large set of twin junctions during grain growth,
catalog them, and clarify the mechanisms by which each class of twin junctions form.
Included among these junctions, we especially focus on penta-twins to clarify how they
form and why they form preferentially in nanomaterials. To this end, we perform large
scale MD studies of grain growth in an FCC NC metal and observed the formation of a
large number of twin junctions (including penta-twins ) without any external stresses. These
simulations demonstrate that there is a relatively small number of different classes of CTB
junctions and penta-twin formation is a common occurrence in CTB-forming materials in
the presence of GB migration. Our analysis clarifies the relative abundances of different
CTB junctions, answers why penta-twins are common in NC materials, and examines the
influence of CTB junctions on GB migration.
5.1. Simulation Methods
Large-scale MD simulations of an evolving nanocrystalline nickel microstructure were per-
formed at an elevated temperature to study twin junction formation during annealing. In
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these simulations, the interactions between Ni atoms were described using an EAM poten-
tial [164] and the simulations were performed using the LAMMPS MD simulation software
[188]. The melting point for this potential, Tm   1590 K, was determined using the phase
coexistence method [190]. The stacking fault energy is 125 mJ/m
2
(in line with experimen-




, as compared to
the experimental 43 mJ/m
2
) [164]. The discrepancy in CTB energy is negligible compared
with its value relative to all other relevant GB energies.
The simulations were performed using cubic cells of edge length L  40 nm and initial mean
grain size L  4.5 nm; periodic boundary conditions were applied (D   L©N1©3, where N
is the number of grains in the simulation cell). The initial microstructures were generated
using a continuum grain growth simulation method [137] (Fig. 5.1a); the commonly used
voronoi tessellation approach to generating “polycrystalline” microstructures yields (i) grain
size distributions that differ greatly from those seen in grain growth [156], (ii) perfectly
flat GBs and (iii) unrealistic triple junction angles. The computational cost of this grain
growth method is negligible relative to that of the MD annealing simulations. Once the
microstructure was obtained, each grain was populated with atoms arranged in a perfect
FCC crystal of randomly-chosen orientation. Atoms significantly closer to one another than
the equilibrium 0K nearest neighbor distance were removed.
Each initial atomic configuration was first relaxed at T   0 K using a conjugate gradient
energy minimization. The sample was then annealed for 100 ps at 300 K using MD and
relaxed again. This approach was used to remove any artifacts of the process that generated
the initial configuration (see Fig. 5.1c). Note that during the relaxation step, a small number
of twins are formed (none are present in the as-constructed structure), presumably due to
partial dislocation formation and propagation to relieve high local stresses. After this
“pre-run” was complete, each structure was annealed in an NPT ensemble (Nosè-Hoover
thermostat) for 2.5 ns with zero external stress at 1350 K, which corresponds to  0.85Tm for
this potential (see Fig. 5.1d). The simulation time was chosen to be long enough to observe
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significant grain growth, but short enough to avoid individual grains growing to span the
simulation cell. The temperature was chosen to be as high as possible to maximize grain
growth rates without GB melting. This annealing procedure leads to substantial grain
growth. Figs. 5.1c and 5.1d indicate the formation of many CTBs and CTB junctions,
including penta-twins (e.g. the top-center of Fig. 5.1d), accompanying GB migration.
(a) (b)
(c) (d)
Figure 5.1: (a) A sample continuum grain growth simulation microstructure. (b) The same
microstructure populated with atoms - the initial configuration for an annealing simulation.
(c) cross-section of microstructure after initial relaxation (d) cross-section after a 2.5 ns
anneal at 0.85Tm. The atoms in this, and subsequent atomic structures, are assigned a
color based upon the centrosymmetry parameter. The straight yellow lines in the cross
sections are traces of CTBs.
As the anneals proceeded, atomic configurations from the simulations were stored at regular
time intervals and independently quenched (at a rate of  3K/ps followed by an energy min-
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imization) for analysis. These simulations were analyzed on the basis of several parameters,
including atomic-level stress, centrosymmetry parameter, and energy density. All visualiza-
tion was performed using the OVITO atomic visualization software [229]. Additional MD
simulations were performed to equilibrate ideal grain boundaries and determine their T   0
K energies. Several other ideal configurations were also examined by determine penta-twin
energies and test penta-twin formation hypotheses.
The polycrystal annealing simulations were performed on pure samples, whereas in experi-
mental studies, impurities/solutes are always present. This implies that grain growth in the
simulations occurs at a much higher rate (lower activation energy for GB migration) than in
most experiments where solute drag/segregation is inevitable (with a correspondingly much
higher activation energy for GB migration). The difference in kinetics between simulations
and experiments may affect the degree to which local equilibrium is obtained in the two
cases.
5.2. Coherent Twin Boundaries, Junctions and Penta-Twins
Before discussing CTB junction formation in detail, we digress to review several crystal-
lographic, geometric, and energetic features of CTBs, CTB junctions and the disclination
character of penta-twins that will be useful in our analysis. In FCC metals, coherent twin
boundaries (CTBs) lie on r111x planes and correspond to a 60` or 120` twist about the
111 axis normal to their planes. The geometry of the FCC lattice implies that CTBs
(r111x planes) may be parallel to one another or may intersect along 110 directions at
angles of θA   cos
1 1©3  70.53` or θB   cos1 1©3  109.47` (see Fig. 5.2). Since each
CTB rotates the crystal by 2π©6   60`, a pair of parallel CTBs rotates it by 2π©3   120`,
which corresponds to the three-fold rotational symmetry of an FCC crystal about 111.
This 60
`
twist about 111 used to create the CTB is identical to a θA (symmetric) tilt
about 110.
Because CTBs have energies that are much smaller than typical GBs, it is possible to lower
the energy of some high energy GBs by decomposing them into other (lower energy) GB
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with a different misorientation plus a CTB or, conversely, for a high energy GB to combine
with a pre-existing CTB to lower the energy of the system. To set the energy scale, we note
that for the nickel potential used in this study, the energy of another high symmetry GB,
the Σ5 310 symmetric tilt GB is 1469 mJ/m2 compared to a CTB energy of 63 mJ/m2.
While CTBs have very low energy, there is a large energy penalty to rotate the twin off of
the r111x plane (i.e., non-coherent twist boundaries have high energy). As a result, CTBs
tend to be flat and nearly immobile (of course, flat boundaries can migrate by propagation
of partial dislocations/disconnections or steps along the boundary plane). Hence, while
a polycrystalline microstructure may evolve via GB curvature-driven growth (capillarity),
CTBs more commonly either extend or retract (e.g., by motion of their terminus at a GB)
rather than migrate.
Figure 5.2: A schematic illustration of a microstructure with different types of twin and
twin/grain boundary junctions (labeled with Greek letters). Heavy black lines represent
symmetric tilt grain boundaries (the GB bicrystallography is labeled). Red lines represent
CTBs. Blue lines represent {111} planes.
It is possible for two non-parallel CTBs to meet and terminate along 110 within a grain
interior. However, this would imply a very large distortion of the crystal, corresponding
to a lattice rotation of π  2θA or 2θB  π (both equal  38.94
`
). The elastic energy
associated with such a large lattice distortion would be prohibitive. On the other hand, if
five, non-parallel CTBs were to meet along a common 110 direction to form a penta-twin,
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the associated lattice distortion would be relatively small (see junction α in Fig. 5.2 - the
lattice distortion is not shown). Because θA is close to 2π©5   72`, the penta-twin lattice
distortion rotation is ω   2π  5θA  7.356
`
). This lattice rotation is a violation of the
rotational symmetry of the crystal lattice. Such a symmetry violation represents a defect
in the crystal; a wedge disclination. For our purposes, we can think of a wedge disclination
formed by removing a wedge of angle ω from a cylinder and deforming it to bring the faces
of the wedge into contact to enforce compatibility. The disclination is a line defect at the
wedge apex. Clearly, all junctions of CTBs have disclination character and because ω is
smallest for the penta-twin, the elastic penalty for producing a penta-twin is far smaller
than for any other junction between CTBs.
The energy (per unit length) of a wedge disclination UW diverges with the size of the system
in which it is embedded. However, this energy is finite if the disclination is confined within
a finite material. The classic example of this is the wedge disclination in a cylinder - which
can be directly applied to the case of nanowires. In the isotropic elastic limit, a wedge
disclination of strength ω in a cylindrical elastic body of radius R and height l has the
following stresses and elastic energy [50]:
















, disclinations are very high energy defects when the cylinder has a large radius. In
a solid, disclinations can screen one another; hence, we can view R as a screening length.
In a polycrystal, the elastic energy can be greatly reduced if the grain boundaries can slide
(i.e., are surface that can support no shear). Hence, while penta-twins may have very
high energy in bulk materials, in nanocrystalline materials (with slipping GBs) or nano-
particles/wires this energy can be viewed as the size of the grain or size of the particle/wire.





Figure 5.3: Observations of different types of twin junctions observed in the MD grain
growth simulations. The labels are as shown in Fig. 5.2.
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(a) (b) (c)
Figure 5.4: Formation of a penta-twin by the collision of two CTBs taken from a polycrystal
anneal.
5.3. Observations From Grain Growth Simulations
During a 2.5 ns anneal at 0.85 Tm, the mean grain size grows from  4.5 nm to  9.0
nm, i.e., the mean grain volume grows by nearly one order of magnitude (see Fig. 5.1). A
wide range of defects form spontaneously during grain growth, including vacancies, stacking
faults, twins, and dislocations. As seen in Fig. 5.1b, large numbers number of CTBs also
form during grain growth. Sometimes, a single CTB will form; such isolated CTBs typically
form by splitting off from a GB, changing the misorientation across the GB. This occurs
presumably because the energy of the original grain boundary is higher than the combined
energy of the CTB and the new GB (recall that compared with most GBs the CTB energy
is negligible). We also note, however, that local stresses may play an important role. In
some cases, the twins form as part of an array of parallel CTBs spaced as little as 0.5 nm
apart (see e.g., the grain on the left side near the mid-line of Fig. 5.1c).
While the formation of such a CTB array may arise as a result of growth accidents behind
a migrating grain boundary, we consistently observe such arrays behind migrating triple
junctions. The preferential formation of CTBs at triple lines is consistent with recent
experimental observations of Lin et al. [147], but while they present a convincing energy
argument for single-CTB formation, it does not explain the multiple twin formation we
observe. We suspect that this is a potential accomodation mechanism for accumulated
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stress or Burgers vector at the TJ due to the disconnection mechanism by which GBs
migrate (see Chapter 4 for details). Whatever the mechanism, this process means that the
CTB concentration is not only high, but also nonuniform - there are many twins in some
grains and comparatively few in others.
Significant GB migration in a microstructure with a high density of CTBs leads to other
phenomena. While individual CTBs within a grain may be parallel to one another, it is
three times more likely that they will be inclined with respect to each other. If two non-
parallel CTBs intersect a common GB that migrates toward their line of intersection, they
may collide. Such collisions happen frequently in these MD anneals. Such a collision must
end in one of two ways. If the GB has insufficient driving force to continue migrating, it
will be pinned by the (two GB - two twin) junction (see below). However, if the driving
force for GB migration is sufficiently large (this is the more common case), it will continue
to migrate. It then leaves a twin junction inside the growing grain. There is a diverse,
but finite family of such line junctions. All such line junctions lie along a 110 direction
and are illustrated in Fig. 5.2. There is only one such multiple-CTB junctions that also
does not also incorporate a GB; namely, the penta-twin (labeled α in Fig. 5.2). There
are five additional multiple CTB junctions that also incorporate a GB (labeled β, γ, δ, ε
and ζ in Fig. 5.2). All such junctions are observed during the course of the grain growth
MD simulations; Fig. 5.3 shows examples of each. Many of these structures have also been
documented in large networks, forming during strain-engineered recrystallization [12]. We
note that the penta-twin commonly forms, despite having wedge disclination character.
(a) (b) (c)
Figure 5.5: Schematic of penta-twin formation by the collision of two CTBs (red) at a
migrating grain boundary (black).
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5.4. Penta-twin Formation
The nature of MD simulations allows us to trace any junction backward in time to establish
the means by which it formed. Each penta-twin observed was formed by essentially the same
mechanism; an example of this from the annealing simulations is shown in Fig. 5.4. Two non-
parallel CTBs (making an angle θA  70.5
`
with respect to one another) in the same grain
intersect a single migrating GB (i.e., 2 two-GB/CTB triple junctions), as seen in Fig. 5.4(a).
As the GB migrates, the two CTBs (or two triple junctions) collide, temporarily creating a 2-
CTB/two-GB quadra-junction (Fig. 5.4(b)). For the grain boundary to continue migrating
away from this junction, the system must accommodate the difference in orientation in the
grain containing the twins. This can be accomplished by adding three new twins, leading to
the formation of a penta-twin behind the escaping GB, as seen in Fig. 5.4(c). This scenario
is illustrated in the schematic in Fig. 5.5.
(a) (b)
Figure 5.6: Schematic illustrating the conditions under which penta-twin formation occurs
by the collision of two CTBs (solid red) at a migrating grain boundary (solid black). The
red dashed lines indicate the location where three additional CTBs will form after the GB
propagates further downward.
Not every CTB collision at a migrating GB (Fig. 5.5) produces a penta-twin. This can be
understood by reference to Fig. 5.6(a). In order to form the three additional CTBs necessary
to create the penta-twin, the new CTBs must lie in the grain that is being consumed by the
motion of the GB (as indicated by the dashed lines in Fig. 5.6(a)). Using the notation in
this figure, a penta-twin can be formed provided that 0 $ φ1 $ θA and 0 $ φ2 $ θA. Since




Figure 5.7: Formation of a penta-twin by the (near) collision of three CTBs. The boundaries
do not all perfectly align with a common junction so a split-core penta-twin is formed
instead.
that φ1  φ2  θA  π. This leads to the simpler, approximate condition for penta-twin
formation from the motion of a GB intersecting two CTBs, θA % φ1 % π  2θA (of course,
the same condition applies for φ2 but the two statements are equivalent).
In addition to the two CTB penta-twin formation mechanism (Fig. 5.5), a penta-twin can
also form when three non-parallel CTBs meet at a single migrating GB. This is seen in
the MD annealing simulations in Fig. 5.7 and in simplified form in the schematic illustra-
tion in Fig. 5.8. As the GB migrates, typically two CTBs collide first to form a junction
(see Fig. 5.8(b)), then, as the GB migrates a short distance further the other CTB joins
(Fig. 5.8(c)). When the GB migrates past this CTB junction, two additional twins form,
completing the penta-twin. While the third CTB could exactly meet the initial two CTB
junction, this would be a rare coincidence; typically, there is some offset (see Figs. 5.8(b)-




Figure 5.8: Schematic illustration of penta-twin formation by the (near) collision of three
CTBs (red) at a migrating grain boundary (black), followed by perfection of the penta-twin
junction by propagation of a step along one CTB (purple). The yellow line represents the
grain boundary segment between the twin junctions that is removed by the step.
all CTBs meet along a single 110 line junction. Note that the split penta-twin junction
core has wedge disclination dipole character. However, if the third CTB only misses the
two CTB junction by a small distance, it can be made perfect by the propagation of one or
more steps (partial dislocations, or TB disconnections) along one of the CTBs, as illustrated
in Figs. 5.8(d)-(f). Such perfection of the penta-twin core may be aided by the long range
elastic field associated with the wedge disclination dipole.
Just as in the two CTB case, not all 3-CTB collisions produce penta-twins. Referring to the
schematic in Fig. 5.6(b), we see that the new CTBs (dashed lines in the schematic) must
lie in the grain being consumed by the motion of the GB. This condition can be written as
0 $ φ1 $ θA and 0 $ φ2 $ θA. We could rewrite the condition for the case of a nearly flat
GB, but this assumption is inconsistent with the simulation results in Fig. 5.7. In the case
of a locally flat GB, this condition should be met by construction and is only observed to fail
in cases of extreme boundary curvature, such as the boundary of a grain being annihilated
by grain growth.
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5.5. Multiple CTB-GB Junctions
In addition to the junctions of five CTBs (penta-twins) discussed above, we also observed
several other types of CTB junctions, as summarized in Fig. 5.2. For the case of CTBs
meeting at angle θA, these junctions include two or three CTBs in conjunction with a grain
boundary (junctions β and γ). For the case of CTBs meeting at angle θB, these junctions
include two, three or four CTBs plus a grain boundary (junctions δ, ε and ζ).
To understand why such multiple CTB/GB junctions form, we first return to the case where
two non-parallel CTBs intersect a migrating GB (we ignore the penta-twin formation case
here). For the GB to continue to migrate, a new GB must form, as shown schematically
in Fig. 5.9. This explains the formations of junctions β and δ in Fig. 5.2 where we see a
junction of two CTBs and a GB (the two cases differ in the angles between the CTBs; θA
and θB, respectively). The GB must be present to account for the different orientations of
the two grains brought into contact at the two CTB junction. It is, in principle, possible for
the GB to pull away from the two CTB junction in Fig. 5.9b without forming an additional
GB as in Fig. 5.9c, but this would require the formation of a very strong disclination dipole
(ω   2π  θA or 2π  θB) with a concomitantly high elastic energy. Hence, formation of
multiple CTB-GB junctions are inevitable. Both cases β and δ (Fig. 5.2) result in the
formation of a GB with a misorientation Σ9 38.94
`110. If these GBs are symmetric with
respect to the two CTBs meeting at the junction, their boundary planes will be r221x and
r114x, respectively.
(a) (b) (c)
Figure 5.9: Schematic of β junction formation by the collision of two CTBs (red) at a
migrating grain boundary (black). The collision results in a new GB (blue).
The ζ junction in Fig. 5.2 is closely related to the δ junction; it forms when two CTBs at
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(a) (b) (c)
Figure 5.10: Schematic of γ junction formation by the collision of three CTBs (red) at a
migrating grain boundary (black). The collision results in a new GB (blue). (b) shows how
a defected γ junction can be repaired by the propagation of steps (purple) along a CTB
(note that the GB indicated in yellow has a different misorientation than that in blue.
an angle θB meet at a moving GB. The more complex ζ junction forms simply because the
Σ9 38.94
`r221x110 GB energy in the δ junction is nearly 200 mJ/m2 higher than the GB
energy in the ζ case even when the energies of the two extra CTBs, as shown in Table 5.4.
Hence, when the GB triple junction pulls away from the two CTB junction (see Fig. 5.9),
the Σ9 38.94
`110 that forms, quickly decomposes into a Σ9 27.27`110 and two CTBs.
Just as penta-twins can form where two (Fig. 5.5) or three CTBs (Fig. 5.8) meet at a
migrating GB, so too can two or three CTBs meeting at a migrating GB produce a multiple
CTB/GB junction. While we discussed the case of two CTBs above with respect to junctions
β and δ (and ζ), we now turn to the three CTB cases. This case, shown schematically in
Fig. 5.10 for the γ junction, is nearly identical to the two CTB case (Fig. 5.9). In this case,
however, since three CTBs meet at the junction, the resultant GB is a Σ27 rather than
a Σ9 GB. The same process that led to the formation of the γ junction (θA) applies to
the ε junction (θB), except that since 2θB % π, the migrating boundary must be strongly
curved. Since the two CTB or three CTB θA junction cases can result in the formation of
penta-twins, the condition to form the two CTB or three CTB θA/GB junctions (β and
γ) correspond to the failure to satisfy the penta-twin formation conditions, as described in
Sec. 5.4 and Fig. 5.6.
In order to validate the junction formation mechanisms deduced from the polycrystal sim-
ulations discussed in this section, we performed an additional set of simulations where we
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isolated the junction formation conditions (multiple CTBs and a moving GB) from the
additional complexities associated with the full polycrystalline microstructure.
5.6. Controlled Penta-Twin Formation Simulations
(a)
(b)
Figure 5.11: a) Before and b) after a controlled collision of three CTBs, demonstrating
the formation of a penta-twin. The additional CTBs (beyond the three near the center)
to keep the simulation cell periodic. Colors are assigned according to the centro-symmetry
parameter.
The observations of CTB junctions thus far were drawn from molecular dynamics (MD)
simulations of evolving three-dimensional grain growth microstructures. In particular, we
identified such junctions by making sequential two-dimensional cross-sections of the three-
dimensional simulations. Given the three-dimensional nature of these microstructures it is
not always possible to deduce the effects of microstructural features above or below each
cross-section. For example, a new GB may appear in a cross-section either through a com-
plex triple-junction reaction or simply via GB migration in a direction with a component
normal to the cross-section plane. In order to ensure that the CTB junction formation
mechanisms described above are indeed correct, we performed an additional set of simu-
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lations where the GBs and/or CTBs are all perpendicular to the plane of view. In these
simulations, we constructed simulation cells in which two or three CTBs impinged on a
single GB that was driven to migrate past the position where the CTBs met the GB.
Like the polycrystal simulations, the controlled collision simulations were performed using
the LAMMPS simulation software [188]. While GB migration can be driven through curva-
ture, strain energy, shear stresses or other means, here we drive the GB to migrate via an
orientation-dependent chemical potential, using the method of Janssens, et al. [116]. This
potential imparts an extra energy term to each atom, which is a function of the orientation
of the lattice in its neighborhood, determined by nearest neighbor positions. This energy
term directly imparts an additional driving force on a GB and can drive the migration of
even flat GBs.
One such simulation is illustrated in Fig. 5.11. Initially, three CTBs, inclined relative to
each other by angle θA, impinge on a common GB - see the three CTBs near the center of
Fig. 5.11 impinging on the lower (colored) GB. The lower GB is driven to migrate downward
in this figure, forcing them to collide with each other. (Note that the additional CTBs and
GB seen are added simply to preserve the periodic nature of the simulation cell.) The
MD simulations are run for 1.5 ns in an NPT ensemble at 1200K with zero external stress.
During this GB migration a penta-twin forms and retards the motion of the migrating GB
leading to its evolution from flat to highly curved near the penta-twin. This is caused by the
back-force on the migrating GB associated with its separation from the penta-twin. These
results also show how the penta-twin retards subsequent GB migration.
5.7. Junction Frequencies
As shown in Fig. 5.3, all of the junctions shown schematically in Fig. 5.2 are observed to form
during the polycrystal annealing (grain growth) simulations. The frequencies with which
the different junctions form during these simulations vary widely, as shown in Table 5.4.
Specifically, the α, β, and δ junctions occur more frequently than γ, ε, and ζ junctions. (We












α CTB (No GB) 63 θA 5 25
β Σ9 38.94
`r114x110 1090 θA 2 50
γ Σ27 31.59
`r115x110 1143 θA 3 8
δ Σ9 38.94
`r221x110 1396 θB 2 49
ε Σ27 31.59
`r115x110 1143 θB 3 7
ζ Σ9 27.27
`r447x110 1099 θB 4 5
Pin - - θB 2 20
Table 5.4: Catalog of the six types of junctions shown in Fig. 5.2, the GB that symmetrically
closes the gap between the CTBs, the GB energy, the angle at which the CTBs meet θ, the
number of CTBs that are part of the junctions and the number of each junction observed
at an annealing time of 2 ns in five simulation runs (with the same initial and final grain
sizes - see Sec. 5.1). The final row shows the special case, labeled ‘pin’, of two GBs meeting
a CTB junction (not shown in Fig. 5.2) that occurs when a migrating GB is unable to pull
away from a two CTB junction.
to have a short lifespan; if the GB migrates in either direction, it is likely to impinge upon
one of the CTBs and transforming it into an ε junction.) This is not surprising since the
former are junctions that are generated by the intersection of two CTBs with a migrating
GB, the latter are all cases requiring three CTBs intersecting the same migrating GB and
the probability of a double collision is much higher than a triple collision. We observe
 6.5 times as many junctions formed from 2-CTB collisions than 3-CTB collisions. While
we might expect even a larger ratio than this given how rare 3-CTB collisions should be,
propagation of a kink down a CTB can bring that CTB into contact with another CTB
junction (see Fig. 5.10b) leading to the formation of a 3-CTB/GB junction; e.g., this can
transform β into γ junctions or δ into ε junctions.
Both α (penta-twins) and β junctions occur primarily from 2-CTB collisions, yet penta-
twins are observed much less frequently than β junctions in the polycrystal simulations
(see Table 5.4). This can be understood by consideration of the 2-CTB collision penta-
twin formation condition described in Sec. 5.4; namely, π  2θA $ φ1 $ θA (see Fig. 5.6).
Considering that φ1 lies in the range 0 $ φ1 $ π  θA, the fraction of 2-CTB junction cases
that form penta-twins should be  π  θA©θA   π  2θA   31.6%. We should expect
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the ratio of the frequencies of β junctions to penta-twins to be  1  0.316©0.316   2.16.
Simulations (Table 5.4) show this ratio to be 2.0. This small (7.5%) discrepancy may be
associated with statistical sampling error and the fact that some penta-twins form from
3-CTB collisions.
We expect that, of the 2-CTB collisions, collisions with angles θA and θB should occur
with the same frequency. Therefore, if we assume that penta-twins occur primarily due to
2-CTB collisions (i.e., we exclude the rare 3-CTB collisions) and that 2-CTB θB collisions
primarily from δ and ζ junctions, we expect the ratio between the sum of the δ and ζ
junction frequencies and the sum of the α and β junction frequencies to be approximately
equal. In simulations, the actual ratio is 0.72. However, this fails to account for cases
in which a two-CTB collision at angle θB fails to form a junction. This is the dominant
form of CTB-GB pinning, as will be discussed in Sec. 5.8. There are 20 observed cases
of persistent junctions of two CTBs angled at θB intersecting two GBs (the ‘pin’ case in
Table 5.4). These junctions are not observed to be persistent in the θA case. Accounting
for these junctions, the ratio is 0.99, which matches expectations.
We can deduce the energy of different junctions by considering the sum of the energies of
all CTBs and a GB that meet at a junction. Imagine drawing a circle centered around an
ideal junction from which all CTBs and GBs radiate outward. The total boundary energy
in the circle is proportional to the circle radius and the sum of the energy of all of the
boundaries radiating out of the junction. The relevant GB and CTB energies are given





while the penta-twin is only 0.32 J/m
2
(note, here we neglect the junction core energies and
return to elastic energy effects below). On the other hand, the frequency of penta-twins is
much smaller than that of β and δ junctions. Clearly, the relative frequencies of occurrence
of the different junctions is not determined by their energetics. Rather, as described above,
these relative frequencies are determined by the junction formation mechanisms; i.e., the
frequencies of occurrence are determined by kinematics not thermodynamics. Note that
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the penta-twins have wedge disclination character and therefore have an associated elastic
energy that should be accounted for in this analysis. However, as discussed below in Sec 5.8,
this contribution is very small in grains of the size range sampled in the simulations.
5.8. Twin Junction Energy
The simulations presented above demonstrate that penta-twins form frequently during grain
growth in nanocrystalline materials prone to twin formation. This is a surprising result since
penta-twins have wedge disclination character (disclination strength ω   2π5θA   7.356
`
)
and the elastic energies of disclinations (per unit length) diverge with sample size as R
2
[205].
While in finite nanoscale materials, such as nanowires and nanoparticles, penta-twins have
been observed [103, 271, 264, 2, 155, 5], penta-twins are rarely observed in macroscopic
materials (with the exception of highly deformed metals [256]). The penta-twin energy (per
unit length parallel to the junction) in, for example, a nanowire, scales with nanowire radius
R as
UD    5γCTBR  UW    5γT R Dω2R2©8. (5.2)
We note, however, that this nanowire solution is not directly applicable to nanocrystalline
materials, where the sample is very large even though the grain size is on the nanoscale.
In order to examine the twin junction thermodynamics in a nanocrystalline material we
consider three cases, shown in Fig. 5.12; a single GB, a β junction and a penta-twin (along
with its associated wedge disclination) as they are formed through GB migration. The
difference in energy (per unit length) between the case of a β junction with a GB and that
without the junction (Figs. 5.12 b and a) is:
∆Uβ   2γCTBR  γGBd, (5.3)
where γGB refers to the energy (per area) of the GB that extends from the junction to the
migrating GB. This equation shows that energy of the system increases in proportion to
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the junction/migrating GB separation. For a penta-twin, the equivalent analysis yields:





2W is the elastic energy, d is the separation between the penta-twin and the GB,
cd is the total length of all of the CTBs that extend from the penta-twin to the GB, and
c   1  2© cos 2π©5  7.5.
In order to analyze the penta-twin elastic energy (Fig. 5.12c), we first recall how the penta-
twin forms: a two CTB junction forms through the migration of a GB upon which the
two CTBs impinge, the further migration of which generates three new CTBs converting
the two CTB junction into a penta-twin (see Fig. 5.5). The penta-twin is an ω   7.356
`
wedge disclination. However, we can think of that disclination as being created by cutting
out a wedge of opening angle ω   7.356
`
the apex of which is at the penta-twin and the
base of which is the migrating GB. When this wedge is closed-up to create the disclination
(imagine sliding along the GB), the penta-twin is not a single wedge disclination but a
wedge disclination dipole, where one disclination sits at the penta-twin and its opposite
sits at the GB, a distance d away, as shown in Fig. 5.12c. This means that the elastic
field associated with a penta-twin in a small grain has wedge disclination dipole character,
rather than single wedge disclination character. Therefore, the very large (divergent) energy
of a disclination in an elastic medium is effectively screened by its opposite counterpart at
the GB.
There is one other consideration that determines the energy of a penta-twin - the GB that
neighbors it. One could consider a continuity of traction and displacement across the GB
(the so-called welded interface condition). There is a growing body of work, however, that
suggests that grmmetry ain boundaries easily slide on the nanometer scale at temperatures
as low as room temperature [134, 6, 250] and that most GBs slide at sufficiently high
temperature. This sliding is equivalent to the motion of disconnections with zero step
height or disconnections with the appropriate Burgers vector and alternating step heights
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(a) (b) (c)
Figure 5.12: A cylindrical sample of radius R with a) a GB displaced d from the center, b)
the same GB with a β junction centered on the axis, and c) the same GB with a penta-twin
centered on the axis and accompanying disclinations. The black triangles represent positive
(pointing up) and negative (pointing down) disclinations.
(see the previous chapters). We note that while grain boundary sliding may be limited
by GB triple junctions, mass transport via Coble creep can relax this constraint; grain
rotation rates mediated by this process scale with grain size as L
4
[91]. Hence, GB sliding
should be especially effective in nanocrystalline materials. Whatever the mechanism, GBs
can effectively screen the stress fields of a disclination and all twin junctions formed by the
proposed mechanism do so in close proximity to GBs. The welded GB and the sliding GB
represent bounds on penta-twin energy, and are examined below.
5.8.1. Disclination Elasticity
Yu and Sanday [267] determined elastic solutions for a disclination in the proximity of a
bi-material interface. They reduced the problem to two limiting cases, one in which the
interface between the materials is welded (i.e., continuity of tractions and displacements)
and one in which the interface is frictionless (i.e., continuity in normal tractions and zero
tangential/shear tractions). As GBs may or may not slide, depending on their bicrsytal-
lography and temperature in nanocrystalline metals [134, 6, 250], these limiting cases are
both relevant to the discussion here, as they present upper and lower bounds to the energy
associated with the formation of the disclination dipole required for penta-twin formation.
A disclination near a GB is a special case of the Yu and Sanday solutions in which both
materials have identical elastic properties. We develop a wedge disclination dipole solution
by superposition of the stress/strain fields for a wedge disclination distance d from the GB
and an additional wedge disclination of equal and opposite strength placed at the GB at the
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position closest to the original disclination. The resulting stress/strain fields are complex,
but were integrated to determine the total strain energy of the wedge disclination dipoles
via numerical integration using Mathematica 10.3 with a local adaptive Gauss-Kronrod
quadrature method. The integrations were repeated as a function of disclination spacing d,
the disclination strength ω, and D   µ©2π 1  ν, where µ is the shear modulus and ν is
the Poisson ratio. The solution to a disclination dipole near a welded boundary is identical
to that of a wedge disclination dipole in an infinite medium. The total strain energy (per






 3 , (5.5)
where R is the integration limit. Even in this case, the divergence is weak, scaling logarith-
mically with the integration limit. Unsurprisingly, this result resembles the classic solution
for an edge dislocation [204, 179] with Burgers vector dω. Combining this disclination dipole
result with that from Eq. 5.4 to obtain the energy of a penta-twin near a non-slipping or
welded GB, we find
∆U
w







 3 . (5.6)
Interestingly, the penta-twin energy has both a term that is linear in d, like for the β
junction, plus an additional term that scales as d
2
.
In the case of a frictionless GB, the total strain energy converges. The results are well fit
by the expression
U d, ν   ΛDω2d2   Λ µ
2π 1  νω2d2, (5.7)
and a total penta-twin energy
∆U
w
D¬    2R  cdγCTBR  ΛDω2d2, (5.8)
where Λ is a constant determined from the numerical integration; Λ  0.597. While this
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Figure 5.13: Integration results for  2π©µU d, ν as a function of d2ω2 for different values of
ν, plotted against associated linear fits. Inset: Λ, determined from the linear fits; Λ  .597,
a constant with respect to ν. U d, ν is given in Eq. 5.7.
appears suggestive of a rational form 3©5, this is not an exact result; the numerical inte-
gration was performed with a tolerance set to the working precision of 10
10
. Calculations
performed for different ν, d, and D all gave the same result, as shown in Fig. 5.13. Note,
that like in the welded GB case, the penta-twin near a slipping GB has terms that are






Comparing the energies of a β junction (Eq. 5.3) with that of the penta-twin (Eqs. 5.6 or
5.8) near a GB shows that the penta-twin is lower energy than the β junction for d $ d





is between 1.3 and 3.7 nm (for Ni, where we assumed that
R  9 nm, the mean grain diameter at the end of each simulation), depending on whether
the GB can or cannot slide.
5.9. Influence of Twin Junctions on Grain Growth
Examination of the MD grain growth simulation results show that CTB junctions tend to
slow GB migration/grain growth. We can understand this on the basis of the interaction
between a junction and the migrating GB from which it formed. In the β  ζ junction
cases, the junctions contain 2-4 CTBs and a new GB, as discussed above. The motion of
the migrating GB extends the new GB that radiates from the CTB junction. Since the
energy of the new GB is finite (and positive), extending this GB costs energy, and that the
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total GB energy (product of the GB area and the GB energy/area) is proportional to the
distance between the CTB junction and the migrating GB, d. Hence, the retarding force on
the migrating GB is a constant (independent of the spacing between the migrating GB and
the junction) and is roughly proportional to the energy of the GB radiating out from the
junction. We can estimate the influence of this extra GB in two dimensions by reference to




Mγ n  6, (5.9)
where Ȧ is the rate of change of grain area, M is the (isotropic) GB mobility and γ is its
isotropic energy, and n is the number of grain sides/triple junctions. Adding an extra triple
junction yields a change in the rate at which the grain shrinks of
Ȧ n  1  Ȧ n
Ȧ n   1 n  6 (5.10)
or Ȧ    π©3Mγ n  5, cf. Eq. 5.9. This is a significant change. In three dimensions,
a similar effect is expected but complicated by the fact that the extension of the von
Neumann-Mullins law to three dimensions is not purely topological [152].
Unlike the other CTB junctions, a penta-twin does not introduce a GB radiating from the
junction to the migrating GB. However, the penta-twin effect on grain growth is potentially
stronger than that of the β  ζ junctions. We recall that the energy of the penta-twin in
Eqs. 5.6 and 5.8 has both a term linear in d and one proportional to d
2
. The retarding force
that the penta-twin junction exerts on the migrating GB is proportional to the separation
d between the junction and the GB. Hence, penta-twins are spring-like in how they pull
the GB back toward the junction - the greater the separation, the larger the retarding
force. This means that migrating grain boundaries can never escape the penta-twin. In the
MD simulations, we observe a tendency for penta-twins (α junctions) to be closer to the
GBs from which they form then are the other CTB junctions (which tend to be at random
locations inside grains). This may be associated with the spring-like retarding force that
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only penta-twins exert on migrating boundaries. However, our statistics are not sufficient
to draw any strong conclusions here.
Figure 5.14: A GB heavily distorted by the pinning influence of a twin junction of type δ.
Taken from a polycrystal anneal.
We note that in the non-penta-twin (β  ζ) junction cases, the formation of the GB at the
CTB junction as the original GB migrates away (e.g., see Fig. 5.9c) also retards GB motion.
The larger the energy of the GB that is part of the junction, the greater the retarding force.
In some cases, the retarding force is too large for the migrating GB to pull away from
the junction, leaving a junction of two CTBs and two GBs (labeled “Pin” in Table 5.4)
and shown in Fig. 5.14. We observe pinning only in the cases where CTBs meet at θB
and never at θA. The most common such case is the δ junction. The GB associated with
the δ junction has a much higher energy than any of the other GBs (see Table 5.4). This
allows us to understand the relative frequencies of the two types (θA and θB) of 2-CTB
collision junctions observed junction frequencies reported in Table 5.4. While we should
expect that θA CTB collisions occur with equal frequency as the θB collisions (based on
geometry). 2-CTB collisions at the angle θA (α/penta-twin or β junctions) occur 75 times
in the simulations (see Table 5.4). On the other hand, 2-CTB collisions at the angle θB
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(δ and ζ junctions) occur 54 times. However, if we include the θB “Pin” junctions (20
observations), θB junctions is 74. Hence, we see that retarding forces play an important
role in the distribution of junction frequencies.
5.10. Conclusions
We presented the results of a series of large-scale molecular dynamics simulations of grain
growth in nanocrystalline nickel. Examination of the evolving microstructure shows that
grain growth is accompanied by frequent coherent twin boundary (CTB) generation. The
CTBs typically extend across entire grains. Hence, when grain boundaries migrate, CTBs
collide and junctions between 2-4 CTBs and grain boundaries readily occur. We catalog
all possible such junctions, showed examples of each from the grain growth simulations
and deduce the mechanisms by which each type of junction occurs. Based upon simple
geometric ideas, we predict the relative frequencies of the different junctions and compare
these with data obtained from the simulations.
One particularly interesting class of CTB junctions is the five-fold twin junction; i.e., penta-
twin. Penta-twins are rare in materials of large grain size, but common in nanowires and
nanoparticles because penta-twins necessarily have wedge-disclination character; the elastic
energy of a disclination grows as the square of the sample size. In this context, however,
penta-twins (like the other CTB junctions) form by GB migration; the elastic energy of
a penta-twin in this case scales like that of a wedge-disclination dipole. This energy is
dominated by a term proportional to the square of the spacing between penta-twin and
grain boundary and depends only very weakly on sample size. Hence, the penta-twin energy
is relatively small in nanocrystalline materials and penta-twins readily occur.
All CTB junctions significantly retard continued GB migration/grain growth. For the most
common case, where the CTB junctions incorporate a GB, such junctions provide a retard-
ing force that is independent of the distance between junction and migrating boundary.
We analyzed the effect of this retardation on grain growth on the basis of the classical
von Neumann-Mullins description of grain size evolution. Penta-twins, on the other hand,
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retard GB migration via a force that increases linearly with CTB junction - migrating GB
separation. Hence, penta-twins can have a particularly pronounced effect on grain growth
in nanocrystalline materials.
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CHAPTER 6 Machine Learning Determination of Grain Boundary Dy-
namics
This chapter was adapted from Machine learning determination of atomic dynamics at
grain boundaries, by Tristan A. Sharp et al. [217]. T.A.S., E.D.C., S.S.S., D.J.S., and
A.J.L. designed research; T.A.S. and S.L.T. performed research; T.A.S., S.L.T., and A.J.L.
contributed new reagents/analytic tools; T.A.S. and E.D.C. analyzed data; T.A.S., S.L.T.,
D.J.S., and A.J.L. wrote the paper.
The previous chapters dealt with the dynamics at work during microstructural evolution.
In all of this analysis, a crucial missing component is the actual microscopic kinetics at the
boundaries themselves. These kinetics ultimately come down to atomic rearrangements,
which can be understood as atoms overcoming energy barriers to change neighbors or their
mean position. These rearrangements are responsible for GB migration (disconnection
nucleation and migration), enhanced GB diffusion, GB sliding, the emission/absorption of
lattice dislocations, and point defect sink behavior.
There have been some efforts to quantify the actual energy barriers associated with discon-
nection nucleation and migration, mostly nudged elastic band calculations for individual
disconnections [197, 44]. These studies represent important progress in our understanding
of GB migration, but these methods are computationally intensive, require one to choose
individual boundaries and make certain discretionary choices about migration mechanisms.
Ultimately, they must be applied to bicrystal rearrangements, which are not necessarily
representative of GB migration in a microstructure (as stated in previous chapters). It is
therefore also valuable to develop agnostic methods that can characterize full microstruc-
tures with minimal assumptions and pre-judgments. To this end, machine learning methods
may be promising, not just for characterization but also for extracting useful physics.
Assessing the atomic-scale dynamics of GBs from their structure in realistic polycrystalline
materials is inherently complicated. This complexity is associated with both the highly
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degenerate nature of GB structures [233, 251, 88] as well as the interconnected nature of
the GB network within polycrystalline microstructures (e.g., associated with GB junctions,
compatibility, etc). The ensemble of possible configurations produces a nearly continuous
spectrum of energies and a correspondingly large set of local structures [88]. The atomic
structure at the GB exhibits some order imparted by the contiguous grains, but also becomes
trapped in metastable minima in a complex energy landscape reminiscent of that of a
glass [268, 110, 88]. This suggests that methods appropriate for glass dynamics may be
fruitful for understanding the dynamics internal to GBs in polycrystals.
Previously, it has been shown that low-frequency quasilocalized vibrational modes can be
used to identify atoms that are likely to rearrange in both glasses [154, 213] and GBs [206].
Here, we push the analogy between GBs and glasses further by using a machine learning
analysis, originally developed to study atomic rearrangements in glasses, to characterize
the local atomic rearrangements in molecular dynamics (MD) simulations of polycrystalline
solids. The rearrangements occur as atoms thermally fluctuate over local barriers between
metastable sites. On long time scales, asymmetries in these dynamics give rise to kinetic
phenomena such as GB migration, creep, and defect emission, but here we consider the
individual atomic rearrangements within the GB.
As defect microstructures are often spatially extended, it is not clear that atomic rear-
rangements can be characterized in terms of only local structural information at the atomic
scale. Here we demonstrate that structural information within a few atomic diameters is
indeed sufficient to predict these atomic-scale rearrangements and characterize particles in
terms of a single continuous scalar variable, called “softness”. Softness which captures the
relevant properties of the local atomic environment. Remarkably, we find that particles of
a given softness are characterized by a well-defined common energy barrier to rearrange-
ments in polycrystals, just as was previously discovered for glassy liquids [212]. Thus, our
results translate into a spatial map of the energy barriers to rearrangements. Our findings
suggest that it is possible to characterize much GB dynamical behavior using only local,
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Figure 6.1: A small region of a cross-section through the three-dimensional polycrystalline
aluminum microstructure at T   463 K as visualized by (a) common neighbor analysis and
(b) a Voronoi topology analysis [156]. Grain interiors are locally FCC (white atoms), while
stacking faults and twin boundaries are visible as locally hexagonal close-packed (HCP)
structures (red atoms), and atoms within general GBs are neither FCC nor HCP (blue
atoms). Positions are averaged over a 0.1 ps window. (c) Same atoms colored by their
instantaneous value of phop (Å
2
) as indicated by the color bar. (d) Same atoms colored
according to their softness, as indicated by the color bar.
atomic-scale structural information.
Methods
Large-scale molecular dynamics simulations [188] of nanocrystalline aluminum are per-
formed as in Ref. [235], producing a network of interacting GBs. The geometry is initialized
using a random (Poisson point process) Voronoi tesselation and curvature-flow grain growth
algorithm [137, 156]. This method is chosen because Voronoi-Poisson microstructures ex-
hibit grain size distributions and grain shapes (e.g., flat GBs with unrealistic GB junction
angles) that differ greatly from those seen in grain growth [156]. After the microstructure is
created in this manner, each grain is populated with atoms in a face-centered cubic (FCC)
lattice with nominal nearest-neighbor distance d  2.8 Å, where the orientation of the lat-
tice in each grain was chosen at random. In each simulation there are roughly 4 million
atoms constituting approximately 550 grains with 6000 grain boundaries.
The simulations were performed using an EAM aluminum potential [158] with a melting
temperature of Tm   926K. The structure was relaxed, annealed at 300K and zero pres-
sure with a Nosé-Hoover thermostat[188], then relaxed again. This was done to eliminate
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Figure 6.2: The distribution of softness, S, within grain interiors and at GBs. The interiors
are distinguished from GBs on the basis of their Voronoi topologies. About 89% of atoms
are in an FCC environment. (Inset) The probability to rearrange, PR, rises monotonically
with softness, S, over several orders of magnitude for all temperatures.
any artificially high-energy GB structures and other artifacts of the initial microstructure.
Simulations then proceeded at fixed temperature for at least 130 ps, then continue for an
additional 10 ps within a zero pressure NPT ensemble during which the atomic trajectories
are stored for analysis. The atomic positions are averaged over 0.1 ps intervals to reduce
the highest frequency atomic vibrations. All data and code are archived and available upon
request. The microstructure of the simulated nanocrystalline aluminum can be visualized
using an adaptive common neighbor analysis [229] (CNA, Fig. 6.1 (a)) or Voronoi topol-
ogy analysis [156, 136] (VoroTop, Fig. 6.1 (b)) to distinguish grains from GBs. Both CNA
and VoroTop assess local crystalline structure around an atom using the relative positions
of the atom’s neighbors. CNA defines neighbors as those atoms within a cutoff distance
somewhat larger than d and compares which neighbors are shared between atoms. Lists of
shared neighbors are then compared to those generated from ideal crystalline lattices. In
contrast, VoroTop does not impose a cut-off distance, but analyzes the atomic Voronoi cell
structure to determine similarity to cells from perturbed crystalline lattices. This method
more readily identifies crystalline environments, recognizing 89% of atoms in the simula-
tion in Fig. 6.1 as FCC, compared to 78% by CNA. The VoroTop analysis is also much
more robust against thermal fluctuations, so that the identified GB regions do not grow
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significantly with temperature, up to 0.8 Tm.
Our aim is to characterize the propensity for an atom to rearrange. We follow a procedure
designed for glassy systems [46, 212, 45, 211] that uses a support vector machine (SVM) [34]
(a supervised machine learning technique) to identify correlations between the local struc-
ture around each atom and its rearrangements. Complete details of the Support Vector
Machine method are given in Appendix Section B.1. A descriptor, or fingerprint, of the
local structure around each atom is calculated by evaluating a set of so-called structure
functions [13]. Structure functions are functions of the relative positions of the atoms out
to a cutoff distance d0   5.0 Å from a central atom, about twice the interatomic spacing.
We use two types of structure functions to ensure that different atomic environments lead
to different fingerprints [14, 13]. The first type depends on the radial distribution of neigh-
bors from the central atom, whereas the second type encodes the distribution of triangles of
varying angles formed by the central atom with pairs of neighbors. (The complete functions
are given in Appendix Section B.2.)
Next, we identify which atoms rearrange over the course of the dynamical simulation. For
this, we use a standard atom-based quantity, phop t [124, 222]; phop t becomes large
when the atom moves a large distance compared with the atomic vibration amplitude (see
Appendix Section B.1). Examination of Fig. 6.1(c) shows that phop is only large at the
GBs (marked as red or blue atoms in Figs. 6.1(a) and (b)). Rearrangements, are defined
as events that exceed the threshold phop % pc   1.0 Å
2
. There is also considerable variation
within and between GBs; although 22% of the atoms are in disordered environments in our
microstructure according to CNA, at any instant fewer than 0.06% of atoms are rearranging
and only 0.5% of the atoms have phop % 0.5 Å
2
.
To correlate rearrangements to atomic environments, we construct a training set for the
supervised machine learning algorithm. We choose atoms to put into the training set based
on whether they arrange within a 200 fs window (we label these yi   1) or do not rearrange
over a much longer time (1.8 ps) period (we label these yi   1).
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The local structural environment around any atom is described as a point in a high-
dimensional space in which each orthogonal axis corresponds to possible values of a different
structure function. The SVM identifies the hyperplane in this space that best separates the
two groups of atoms in the training set (generalized linear regression). We find that 96%
of atoms with yi   1 fall on what we define as the “positive” side of the hyperplane, and
90% of the atoms with yi   1 fall on the other (“negative”) side of the hyperplane. This
justifies using a hyperplane rather than a more general surface to separate the two groups.
Results
Linking structure and dynamics
For any atom, the point characterizing its local structural environment can then be com-
pared to the hyperplane in structure-function space. The signed normal distance from the
point to the hyperplane defines the value of the “softness,” S [212]. Figure 6.1(d) shows
the system with each atom colored according to its softness. Atoms with large positive
softness (red) tend to lie in GBs, while those with large negative softness (blue) lie within
the grain interiors, as expected. In Appendix Section B.3, we show that softness is partially
correlated with other structural quantities such as free atomic volume, but that softness is
considerably more predictive of whether atoms rearrange.
We note several interesting features in Fig. 6.1 associated with the considerable variation in
softness along the GBs in the system. Comparing Fig. 6.1(a) with 6.1(d), we see that the GB
above the label (1) has low softness relative to the other GBs in the system. Examination
of the structure of that GB demonstrates that it is a large-angle twist GB lying along a
close-packed {111} plane. Such a GB provides only very localized distortions to the crystal
structure of the grains, and few atomic rearrangements occur there.
At label (2), the viewing plane is nearly co-planar with the GB, showing both structural and
dynamic heterogeneity within the GB. The position in the microstructure labeled (3) shows
the intersection of a coherent twin boundary with a more general GB. The twin boundary
is no softer than the grain interior. Its intersection with the GB, however, changes the
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GB character (misorientation) and the resulting softness such that the segment of the GB
above the intersection with the twin boundary is significantly softer than the segment of
the GB just below the intersection. A lattice vacancy is seen near label (4) in Fig. 6.1;
it is softer than the surrounding lattice but not as soft as many of the GB sites. This is
consistent with earlier work that analyzed vibrational modes and found that vacancies were
more mechanically stable than GBs [36]. Indeed, we find vacancies have softness S  0.
Figure 6.2 puts these results into context. Here we decompose the distribution of softness
from the polycrystalline system into contributions from the grain interiors (i.e., FCC regions
as determined by the Voronoi topology analysis) and all other regions. The least soft atoms
are FCC while the softest are associated with defects. Softness is more homogeneous in the
grain interiors than in the regions that VoroTop defines as disordered (mostly GBs). The
softest atoms tend to lie near the center of the GBs. In both regions, the distribution shifts
slightly with temperature, reflecting a shift in the distribution of local atomic configurations
due to thermal distortions of the crystalline grains as well as an increase in the effective GB
thickness.
Although we used only a binary classification to define the hyperplane, the magnitude of
the softness is predictive of dynamics. We establish this by studying the probability that an
atom rearranges, PR S, defined as the time average of the fraction of atoms in the system
with a given S with phop % pc. Figure 6.2 (inset) shows that the fraction of atoms with a
given S which will rearrange, PR S, is a strongly increasing function of softness S. PR S
increases monotonically with S, and S   1 atoms are more than 100 times more likely to
rearrange than S   1 atoms. At large S, PR S saturates as the fraction of hopping atoms
cannot exceed 1.
Extracting the energy barriers of atomic rearrangements
In earlier work on glassy systems, it was discovered that the probability that an atom
rearranges, PR S, is Arrhenius for each value of S [212, 211, 231], implying a well-defined
energy barrier associated with rearrangements, ∆E S. We therefore study the temperature
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dependence of PR S. Figure 6.3 shows that the temperature dependence of PR S is indeed
well-described as Arrhenius at temperatures T $ 0.8 Tm, showing that softness reflects the
energy barrier for an atom to rearrange.
The Arrhenius form implies that the probability to rearrange can be written
PR S   eΣ Se∆E S©kBT . (6.1)
Figure 6.4 indicates that the effective energy barriers decrease slightly with softness, chang-
ing by less than a factor of two over the observed range of softness. The magnitude of the
energy barrier is consistent with nudged-elastic band calculations of structural transitions
between specific metastable states in bicrystals using the same interatomic potential em-
ployed here [22]. The dominant energy barriers, of order 100 meV, are large compared with
applied elastic stress (the yield stress of Al is  10 MPa or 1 meV). This shows that these
atomic rearrangements will be largely thermally activated, applied stresses have only little
effect, and suggests that asymmetries in transition rates underlie stress-driven microstruc-
ture evolution.
Changing softness has much more of an effect on the prefactor in the Arrhenius relationship,
Σ, than it does on the barrier ∆E (see Eq. 6.1 and Fig. 6.3). For a thermally-activated
process, Σ can be viewed as a generalized attempt frequency, or alternatively as an entropic
contribution to the free energy barrier. The increase of Σ with softness suggests that soft
atoms have more directions for rearrangement or more paths that can take them to the
transition state. This is in contrast to bulk glasses which found that both ∆E and Σ
decreased with increasing S. We therefore see that the reason that softer atoms are more
likely to rearrange in grain boundaries is that they are the ones with slightly lower energy
barriers and substantially increased Σ.
We consider the origin of this difference from bulk glasses. In polycrystals, and unlike in bulk
glasses, there are crystalline grains that restrict the rearrangements. Atoms in the crystalline
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Figure 6.3: The probability of rearrangement exhibits Arrhenius behavior at temperatures
below 0.80 Tm. Fits to the lower four temperatures are shown as dashed lines.
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grain mostly cannot participate in rearrangements due to the large potential energy barrier
to move them significantly. With fewer atoms able to participate, the number of possible
rearrangement trajectories (and Σ) is reduced. Appendix Section B.3 shows explicitly that
low softness (S  0) atoms are also in the most crystal-like neighborhoods, as indicated by
Voronoi volume, radial symmetry, and potential energy. These crystalline neighborhoods
evidently restrict Σ sufficiently to have a large impact on the GB dynamics, leading to
low-Σ, low-S atoms.
The best fit lines in Fig. 6.3 indicate no common intersection point. This implies that there
is no one temperature at which rearrangement dynamics become independent of softness, or
local structure. This contrasts with the behavior of glassy systems, which display a common
intersection point [212] at what is known as the onset temperature. This temperature
marks the onset of features associated with supercooled liquids, such as non-exponential
relaxation, a non-Arrhenius dependence of the relaxation time on temperature and kinetic
heterogeneities. The fact that there is no indication of an onset temperature for this system
indicates that GBs, despite exhibiting some glass-like properties [268] also exhibit behavior
that is very unlike glasses, possibly because GBs are ultimately ordered structures, albeit
ones with a considerably complex energy landscape.
Analysis of SVM
We next analyze which structure functions (SFs) are most responsible for the softness of the
atom. Recall that the structural quantities we use to characterize the local environment of
each atom fall into two classes; radial SFs depend only the radial distribution of atoms from
the central atom, and angular SFs additionally depend on the angles formed with pairs of
neighboring atoms around the central atom. In bulk glasses, angular SFs were unimportant
compared to the radial SFs, and in fact softness was almost entirely attributable to the
number of neighboring atoms at the distances of the first peak and valley of the pair cor-
relation function of the material, g r[212]. In grain boundaries, one may expect increased
importance of angular SFs since they are sensitive to the relative orientations of the lattices,
ie the crystallography of the grain boundary.
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Figure 6.4: The extracted energy barrier scaled by the thermal energy at the melting
temperature, ∆E©kBTm (blue), and Σ (black) extracted from the rearrangement probability
(Eq. 6.1). Inset: ∆E vs. S. The energy barrier varies slightly with S while Σ increases
strongly with S.
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To connect with studies on bulk glasses, we exclude crystalline atoms from the training set
using CNA, although we find that this does not significantly change the relative importance
of most structure functions. Excluding crystalline atoms does however decrease the fraction
of training set atoms which are accurately classified from 93% to 79%, since now the SVM
discriminates solely between disordered atoms.
We use recursive feature elimination (RFE) to determine the important features. In RFE,
the SVM is first trained using all SFs. Then the SF that contributes least weight to the
hyper-plane is identified and eliminated. Training is repeated, iteratively identifying and
eliminating the least important SF, simplifying the fingerprint while attempting to retain
the highest accuracy.
Figure 6.5 shows the decrease in accuracy as the number M of SFs decreases. The color
of the symbol indicates the class of the least-significant SF which then becomes eliminated.
All radial functions are eliminated quickly (red hollow circles), decreasing accuracy fa only
slightly to 77%. Of 72 total features, the last 47 features to be eliminated (and therefore,
the top 47 most important quantities) are all angular functions. This is in stark contrast to
bulk glasses, where all of the angular functions could be eliminated entirely with less than
a 2% cost in accuracy[212]. 14 angular functions are sufficient to retain 77% accuracy, and
accuracy remains near 69% using the sole SF identified as most important. The increased
importance of angular information here may seem natural given the role of the degree and
relative orientation of the nearby crystallinity in allowing rearrangements. The contribution
of each specific SF to softness is quantified in the Appendix Section B.2. The properties of
the specific structures that lead to rearrangements should be explored further.
6.1. Diffusion of atoms within a GB
The rearrangements identified above are at the root of all dynamic GB phenomena. In
pure systems, the two GB behaviors that come to mind are diffusion and GB migration.
The importance of understanding GB migration kinetics has been argued in many of the













Figure 6.5: Recursive feature elimination determination of the most important structure
functions. The fraction of training set atoms which are accurately classified, fa, decreases
as structure functions are eliminated. The color of the symbol shows whether the least
important SF - which then gets eliminated - is a radial SF (red hollow circle) or angular SF
(blue solid circle).
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pure systems is strongly associated with GB creep, an important deformation and stress
relaxation mechanism [43, 25, 6, 91, 265]. In alloy systems, the enhanced diffusion of
solute along GBs is an essential or dominant mechanism for bulk diffusion [7, 9, 165]. This
diffusion is also essential for GB migration as well as impurities are well known to impede
GB migration - often, GB migration is limited by the diffusion rate of such impurities
[26, 150, 169, 159, 51, 126, 130, 241, 119]. It has also been noted that this enhanced
diffusion is sensitive to the properties of individual grain boundaries [244, 165].
Once again, studies of individual boundaries are confounded because many of the methods
used to study individual boundaries are not necessarily representative of GBs in actual
microstructures. It is therefore prudent to develop methods that can be deployed on full
microstructures and survey large numbers of GBs in an environment representative of actual
grain growth and with minimal assumptions. This method has not yet been trained to
distinguish between rearrangements associated with diffusion (one would expect a constant,
smooth distribution of such rearrangements) and those associated with migration (where
one would expect large collective rearrangements occurring sporadically). Presented here is
an early examination of the correlation between softness and GB diffusion.
To quantify diffusion and softness in individual GBs, we first assigns IDs to all crystalline
grains in the sample. For this purpose, we consider crystalline grain atoms to be those
atoms that are further away than 3.0 Å of GBs (CNA-non-crystalline atoms). Clusters of
these atoms are identified as individual grains. Next, we find atoms that are not part of any
grain, but are within 9 Å of exactly two grains. These atoms are typically a quasi-planar
collection of disordered atoms which may roughly be referred to as a single GB. The number
of atoms in a GB reach on the order of 10,000 atoms, and GBs smaller than 40 atoms are
excluded from the analysis.
The diffusion rate of atoms within each GB is plotted against the mean softness S of each
GB in Fig. 6.6. Atomic diffusion increases approximately exponentially with softness of the
GB. Note that the spatial structure of softness, which can indicate for example the presence
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Figure 6.6: The diffusion of atoms within a GB increases with its mean softness. The mean
squared displacement (MSD) rate of GB atoms during a 10 psec simulation at T   694K is
plotted vs the spatially-averaged softness of the GB.
of high-diffusivity paths within the GB, is not considered in this analysis of mean softness.
Nonetheless, the mean softness of the GB approximately determines the atomic diffusion.
Discussion
In summary, we have used machine learning to introduce a structural quantity, softness,
that is strongly correlated with the dynamics of atomic rearrangements in grain boundaries.
Correlations between local structure and rearrangements are so strong in these nanocrys-
talline metals that over 96% of the observed atomic rearrangements correspond to atoms
for which S % 0. The only information that enters the machine learning is provided by the
training set, chosen to represent atomic environments just about to rearrange and those
that do not rearrange. A binary classification on this training set yields a remarkably rich
lode of information. Softness can distinguish between certain GBs where rearrangements
are imminent from those which are markedly static and can reveal differences even within
a given GB. It also gives information about the energy landscape of the system, providing
both the typical energy barriers and the attempt frequencies for atoms to rearrange - based
solely on the their local structural environments. Such information is computationally ex-
pensive via existing methods. Interestingly, we show (see Appendix Section B.3) that while
softness correlates to some degree with other structural parameters that identify defects in
crystals, it is remarkably superior in identifying which defects/local environments are active
in GB dynamics.
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Our conclusion that the variation of entropy plays a central role in the atomic rearrange-
ments at GBs is reminiscent of prior observations about nanoconfined viscous fluids. Specifi-
cally, in Refs. [166], it was found that the total thermodynamic entropy of the confined fluid
1
closely reflects the rate of structural relaxation. The atoms in GBs are somewhat analogous
to a confined fluid, noting that the complicated confinement in GBs is due to structured sur-
faces of crystalline grains which can themselves rearrange and the configurations are not in
equilibrium. Our approach attempts to infer the local contributions to the entropy that are
involved in the rearrangements. The observation from Fig. 6.4 that structures which tend
to rearrange more frequently are associated with higher entropy constitutes a local version
of the statement that the entropy underlies the relaxations. However, the characteristic
local energy barrier additionally emerges from our analysis of atomic dynamics.
Our approach shows that focusing on the dynamics at the atomic scale can serve as a viable
alternative to the classification of environments based on the rich and complex zoology
of crystallographically-allowed defects. This approach, successfully applied originally to
glasses, [212, 211] suggests that it is possible to construct a single framework to describe
atomic-scale dynamics in systems with varying degrees of order/disorder. At the very least,
this approach is complementary to existing methods that strive to relate dynamic materials
phenomena to the underlying structure of their hosts. More optimistically, we note that the
larger-scale dynamics are dictated by the interplay of softness with atomic rearrangements–
while softness predicts the propensity to rearrange, a rearrangement alters local structure
and hence softness. Understanding this interplay is the first step towards constructing
a theory of plasticity that has the potential to span the entire gamut of materials from
crystalline to glassy.
1
Specifically the excess entropy, the entropy above that of an ideal gas at the same density and temper-
ature.
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CHAPTER 7 Final Remarks
The work presented in this thesis represents a bridge between recent advancements in the
theories of grain boundary migration and microstructural evolution. Grain boundaries mi-
grate via the nucleation and flux of step-dislocation defects called disconnections. The
dislocation content implies that there should be stress generation and, consequently, the
stagnation of grain boundaries and triple junctions. A closer examination of MD grain
growth simulations reveals that all of these things do indeed happen. Shear-coupled mi-
gration can also induce grain rotation and the stresses induced by GB migration and the
Burgers vector accumulation at triple junctions can also spur defect generation. These de-
fects can go on to influence grain growth as well. The final question to answer is where
these developments fit in the grander scheme.
With an eye to the past, this work can be seen as explaining the unreasonable effectiveness
of grain growth theory. The curvature flow model was developed with no knowledge of how
GBs actually migrate. Now that we understand the micromechanics of grain growth, it
seems at first glance that they should make grain growth nearly impossible. Nevertheless,
grains grow. Generally speaking, GB and TJ mobilies have long been considered a funda-
mental GB property that governs the rapidity of grain growth. This is not so; instead, it
is the flexibility of GBs to nucleate multiple different disconnection modes at the heart of
both GB and TJ migration. This is a more subtle quantity to measure, something that
has only been done for precious few GBs. A general method for measuring this property
across many GBs quickly would prove invaluable for refining grain growth models. Perhaps
methods like the one presented in Ch. 6 can be used to measure these barriers, which can
then be fed into microstructure evolution models like the one presented in Ch. 4, but that
remains to be seen.
With an eye to the future, a complete mechanistic model of microstructural evolution is
visible on the horizon. Such a model could unify not only GB migration and grain growth,
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but crystal plasticity as well. After all, nanocrystalline materials are strong by virtue of
the interaction between dislocations and grain boundaries. There is a risk of introducing
overwhelming and unnecessary complexity; however, as was noted in Ch. 4, many appar-
ently distinct features of grain growth (such as GB migration, TJ migration, dislocation
propagation, and defect generation) are actually shadows of something more fundamentally
united. A more complete picture could prove a valuable tool and, paired with developing
materials processing techniques, usher in a new family of designer materials.
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APPENDIX A Triple Junction Simulation Details
This section provides details of the MD simulations presented in Ch. 4. The Σ value, tilt
axis, misorientation, and disconnection modes of each GB in the tricrystal and embedded
loop simulations are given in Table A.1 (with labels consistent with Fig. A.1). The TJ in
the tricrystal simulation has an identical set of lattice orientations as the upper TJ in the
embedded loop simulations. In these simulations, the upper GB (labeled  1) has a vertical









. These symmetric inclinations are represented by dotted red lines. Each of these
GBs has another symmetric inclination (that is distinct from the original), orthogonal to
the primary symmetric inclinations of interest. This additional set of symmetric inclination
is represented by dotted blue lines in Fig. A.1.
(a) Tricystal (b) Embedded loop
Figure A.1: Schematic representation of the tricrystal and embedded loop simulation crys-
tallography. Black lines indicate initial GB profiles. Red dotted lines indicate the inclination
of one set of symmetric inclinations for the 3 GBs; blue dotted lines indicate the inclina-
tion of an alternative set of symmetric inclinations for GBs  2 and  3, relevant to the
embedded loop simulations (labeled 1b and 3b, respectively). Labels correspond to those
in Table A.1.
The misorientation and Σ value are independent of inclination, but there are distinct dis-
connection modes associated with each of the symmetric inclinations. The additional in-
clinations  1b and  3b are included due to the faceting observed in the embedded loop
simulations, but those inclinations do not contribute significantly to the migration of the
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Table A.1: All possible disconnection modes for the 3 GBs in the tricrystal and embedded
loop simulations. Any combination of integers i and j represent a disconnection mode
permitted by crystallography. a0 is the lattice parameter. β was measured at 800K under
a synthetic driving force of 0.05 eV/atom [116]. Mobility was measured at 800K under a
synthetic driving force over a range of 0.05 eV/atom to 0.15 eV/atom and shows linear
response over this range in all cases. The sign of β is defined in a frame in which the GB
normals indicated in Fig. A.1b are pointing upward. β % 0 when upward migration of the
GB pushes the top grain to the right in this frame.
GB Σ Tilt Axis Misorientation bi hij β Mobility






 i  9j 0.18 173.4 m/s GPa1
2 15 210 48.1897`  a0Ó
6
 i a0 52Ó30 i  3j 0.26 107.5 m/s GPa1
3 15 210 48.1897` a0Ó
6
 i a0 52Ó30 i  3j 0.26 107.5 m/s GPa1
2b 15 210 48.1897` a0Õ 130 i a0 12Ó6 i  3j 0.16 44.7 m/s GPa1
3b 15 210 48.1897` -a0Õ 130 i a0 12Ó6 i  3j 0.16 44.7 m/s GPa1
TJ in either case. β values were measured via bicrystal simulation under constant stress;
these values and the suspected corresponding disconnection modes are given in Table A.1.
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APPENDIX B Machine Learning Examination of Grain Boundary Dy-
namics: Model Details
In this appendix are details of the Machine Learning method for examining grain boundary
dynamics, as well as an investigation of the correlation between the Softness parameter and
other local quantities.
B.1. Support Vector Machine
We use a support vector machine [34] (SVM) to reduce the high-dimensionality of atomic
configurations into a binary classification of the atoms’ likelihood to rearrange. We then
introduce a continuous, signed, scalar quantity, softness, based on the binary classification.
The method was developed in previous work [46, 45, 212] for application to glassy systems.
First, the positions of all the atoms surrounding a given atom i are reduced to a set of M
structure function values, as discussed in the main text. We use the structure functions [14]
Riα  =
j
exp  dij  µα2© 2σ20, Aiβ  =
j,k
 1  λβcosθijkζβfijfjkfki, (B.1)
fij   exp ηβd2ijcos πd2ij©d0  1. (B.2)
A radial structure function Riα encodes information about the number of neighbors at
different distances from the atom i. An angular structure function Aiβ encodes the local
structure using functions of the angles and perimeters of triangles that can be formed with
atom i and pairs of its neighboring atoms. dij is the distance between atoms i and j, and θijk
is the angle formed with the vector from atom i to k. The sums extend over neighboring
atoms of i out to a cutoff distance of d0. Parameter values vary with α and β and are
provided in Table B.2; we use M   72 structure functions, consisting of 18 radial structure
functions (α   r1, 2, . . . 18x) and 54 angular structure functions (β   r1, 2, . . . 54x).
SVM is a supervised machine learning method. This means that data in the training set
are labeled; in our case, the atomic structures are labeled as belonging to one of two groups
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α 1, 2, 3, . . . 12, 13, 14, . . . 17, 18
µα (Å) 2.6, 2.7, 2.8, . . . 3.7, 3.8, 4.0, . . . 4.6, 4.8
β 1, 2, . . . 27, 28, 29, . . . 54
ηβ (Å
2




, . . . 0.025
ζβ 0.1, 0.2, . . . 2.7, 0.1, 0.2, . . . 2.7
λβ 1, 1, . . . 1,1,1, . . .  1
Table B.2: Parameter values used in the structure functions. µα varies approximately from
the nearest neighbor spacing, d   2.8 Å, to the cutoff distance, d0   5 Å, and σ0   0.25 Å.
ηβ and ζβ span a range near 1.0 and are included twice, once with λβ   1 and once with
λβ   1.
based on whether they will rearrange. We choose these atomic structures from simulations
conducted at T   Tm©2. The first subset consists of atomic structures that are about to
undergo a rearrangement, while the second subset consists of atomic structures that are in
a long period without rearrangements.
To identify atoms for these two training subsets, we follow previous work [212] using an
indicator function, phop t¬ [124, 222]:
phop t¬   Õ r  rB2A r  rA2B. (B.3)
Here, the trajectory r t of an atom is averaged over the first half (A) of a moving time
window, producing rA. The moving time window has duration tR and is centered at t¬.
We choose tR©2 to be 200 fs based on an analysis of typical atomic trajectories showing a
crossover from ballistic to caged motion on this timescale.
To calculate phop, we evaluate  r rA2B, which is the mean squared distance from the
position during the second half (B) of the time window to the position rA. phop is the time-
symmetrized version of this quantity. Fig. B.1 illustrates that phop identifies rearrangements.
An atomic trajectory is shown in Fig. B.1(a) and the corresponding phop value is shown in
Fig. B.1(b). phop shows that the atom has undergone a large displacement, indicative of
a rearrangement. We consider a clear rearrangement to occur if phop exceeds a threshold
pc   1.0Å
2



























































Figure B.1: (a-c) A sample trajectory illustrates the indicator function phop and the quantity
softness. (a) The displacement of an atom near a grain boundary remains low for several
picoseconds before hopping to a new location. (b) This is accentuated in the plot of phop.
Analysis of the mean-squared-displacement of trajectories such as these motivates the choice
of the phop parameters (the high and low thresholds, pc and pc©2, indicated by dashed lines,
and the window time tR   400 fsec) though results are insensitive to these cutoffs. (c) The
distribution of distances diffused by atoms during a full simulation (10 psec) shows that
phop discriminates between those atoms that can move a significant distance and those that
cannot. Atoms that are never detected to hop, i.e. atoms for which phop never exceeds
pc©2, (solid back) generally remain localized; 87% of these atoms end up within 0.4Å of
their initial position. Atoms that hop one time (dotted blue) (phop exceeds pc©2 exactly one
time during the simulation), two times (dashed green), or four times (dashed-dotted red)
diffuse greater distances. Note that a hop does not necessarily result in the atom moving
a significant distance in the end, because atoms can commonly rearrange to a metastable
configuration and rearrange back within the time tR if nearby atoms do not also happen to
rearrange. The percentage of atoms that remain within 0.4 Å of their initial position is 54%
for atoms that hop once, 48% for atoms that hop twice, and 36% that hop three times. (d)
The softness of the atom, (with 900-fsec boxcar smoothing to reduce fluctuations) increases
before the hop.
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somewhat arbitrary, and we have confirmed that the results are insensitive to a 50% increase
or decrease in this threshold. Fig. B.1(c) shows the distribution of distances diffused by
atoms during the simulation. Atoms with zero detected rearrangements generally do not
diffuse significant distances. Atoms with one detected rearrangement sometimes end up
back at their initial position; this is usually due to a first hop followed by a second hop back
within 200 fsec and so is only identified as a single rearrangement. However, if other nearby
atoms themselves rearrange and impede a hop back, or the new rearranged configuration is
sufficiently stable, then the atom remains at the new location. Additional rearrangements
may propagate the atoms diffusively to greater distances.
Specifically, an atom at time t is eligible for the first group of the training set if its phop
exceeds the threshold pc at t  tR©2. The second group in the training set was selected
by first identifying which atoms do not exceed a low threshold pq   pc©2 over a long time
interval ' tq. These long quiescent intervals are exhibited by most atoms in grain interiors,
away from defects, as well as many atoms in the grain boundary. Atoms in the middle of
a quiescent interval are eligible for the second group of the training set. From plotting of
trajectories like that shown in Fig. B.1, we see that phop usually remains less than 0.5 Å
2
for long intervals. We therefore choose pq   0.5Å
2
. We use tR   400 fs and tq   1.8 ps, but
find that our results are insensitive to these choices.
We choose N   10, 000 atoms from among the eligible atoms for each subset. This represents
a small fraction of the eligible atoms. Those in the first subset are assigned a label yi   1
while those in the second subset are assigned yi   1. To train the SVM, we first introduce
an orthogonal axis for each of the M structure functions so that the local environment of
each atom i is represented as a point in this M -dimensional space. The values from each
structure function are shifted to a mean of zero and scaled to have unit variance. We then
construct the hyperplane w   x  b   0 that best separates yi   1 atoms from yi   1
atoms. This is the hyperplane that minimizes <2Ni 1 max  0, 1  yi     w   xi  b - that is, it
minimizes the penalty of having atoms on the incorrect side of the hyperplane. This is a
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generalization of linear regression.
Thereafter, the SVM may be used as a binary classifier; we refer to the side of the hyperplane
that contains predominantly atoms with yi   1 as the “soft” side, and to the other side
of the hyperplane, with atoms that predominantly have yi   1, as the “not soft” side.
To check the prediction accuracy of the hyperplane, we conducted cross-validation with 10
folds. In other words, we divided our training set into 10 equal subsets, each containing
equal numbers of atoms with yi   1. We then constructed a hyperplane from 9 of the 10
subsets and computed the fraction of yi   1 atoms in the remaining subset that lie on the
soft side of the hyperplane, and the fraction of yi   1 atoms that lie on the not-soft side.
Finally, we averaged these fractions over the all of the 10 possible choices of the 9 subsets
chosen for constructing the hyperplane. We find that 96% of atoms with yi   1 lie on the
soft side of the hyperplane, while 90% of atoms with yi   1 lie on the non-soft side of the
hyperplane. Thus, the hyperplane distinguishes effectively between yi   1.
Fig. B.2 shows how the cross-validation success rate varies with the SVM and structure
function parameters. The overall cross-validation accuracy becomes somewhat insensitive
to the training set size already byN   100, with a steady slight increase for yi   1 atoms. We
also tested training on only specific subsets of atoms of the polycrystal, though this had only
a trivial effect on the results. Specifically, training only on grain boundary atoms (CNA-
crystalline atoms removed) resulted in a hyperplane nearly parallel to the original. This
shows that the training set includes enough atomic configurations, and focusing training
on atoms in the grain boundary alone does not improve the identified hyperplane. The
position of the hyperplane shifts along the normal direction when only grain boundary
atoms are included because the training set no longer includes atoms in FCC grains that
never rearrange.
Once we have the hyperplane, we calculate the structure functions for each atom in our
simulations and locate the position of each atom’s local structural environment as a point
in the M -dimensional space of structure functions. We define the distance from the point
129
101 102 103 104






























3 4 5 6
















Figure B.2: Cross validation with 10 folds shows greater than 90% accuracy when the SVM
is used as a binary classifier. Prediction accuracy is slightly higher for atoms with yi   1
(black circles) than for atoms with yi   1 (blue squares). Plots vary training set size N ,
quiescent time tq, and distance cutoff of the structure functions d0. When not varied, the
values are N   10, 000, tq   1800, and d0   5 Å.
corresponding to atom i to the hyperplane as the magnitude of the“softness” Si of atom i.
The sign of Si tells us which side of the hyperplane the point lies on; if the point lies on the
soft side then Si % 0, and if it lies on the not-soft side then Si $ 0.
Fig. B.1(d) shows the softness of the example atom as a function of time during the atom’s
trajectory. The softness is larger shortly before a hop occurs. After a hop the atom is in a
more stable environment and the softness becomes negative. The local atomic environment
slowly becomes soft again over the course of several picoseconds. The evolution of softness
with time was studied statistically in the context of bulk 3D glasses[212, 45] in previous
work.
B.2. Determination of most important structure functions
We investigate which structure functions (SFs) are connected to likelihood to rearrange.
In this section the training sets (N   10, 000) are composed only of non-crystalline (CNA)
atoms to focus solely on grain boundary atoms.
We train the SVM using a single SF to find the fraction of the training set labels (yi) that
can be correctly identified on the basis of that SF alone. We first consider radial SFs,
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Riα, defined above, which are approximately proportional to the number of atoms at radial
distance µα. Figure B.3 shows fa, the fraction of training set atoms that are accurately
classified, from considering only one radial SF, centered at distance µα   r. The number
of neighbors at the first peak of the radial distribution function, g r, is most informative,
allowing 60% accuracy. The sign of the hyper-plane weight is negative, meaning that having
fewer neighbors at that distance will increase softness. We note that this is consistent with
other evidence mentioned in the main text that low-softness atoms have more crystalline
neighbors.
The number of atomic neighbors at a valley of g r is also informative, allowing prediction
with 56% accuracy. The sign of the hyper-plane weight is positive here; softness increases
with the number of atoms. The presence of atoms at a valley of g r indicates an atypi-
cal environment and increased likelihood to rearrange as was observed previously in bulk
glasses[212].
We next consider SFs Aiβ that depend on the angles formed with pairs of neighbors around
the central atom. While less easily interpretable, these SFs encode angular information
beyond the radial distribution of neighbors. These SFs were found to be relatively unim-
portant in bulk glasses[212]. In GBs, in contrast, Fig. 5(b) and (c) show that almost all
angular SFs are much more predictive than radial SFs. Fig. 5(b) shows that a single angu-
lar SF can yield up to 71% accuracy. Almost any angular SF (50 of the 54 used) produces
accuracy % 60%, and is therefore more linked to softness than any radial SF.
The importance of the angular SFs is confirmed also in Fig 5(c) using recursive feature
elimination (RFE). RFE uses all SFs and iteratively eliminates the SF corresponding to the
component of the weight w with smallest magnitude, targeting a smaller fingerprint of the
highest accuracy. As the number M of SFs decreases, all radial SFs are eliminated rapidly
(red circles), decreasing accuracy only from 79% to 77%. Only angular SFs (blue circles)
remain as the final M   47 SFs. For completeness, Fig 5(c) also shows fa from training
with only radial SFs and only angular SFs. Using many radial SFs (light red) increases fa,
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Figure B.3: The contribution of specific structural features to softness can be seen by how
strongly each structural descriptor function (SF) discriminates particles that will rearrange
from those that will not. (a) Plotted is the accuracy fa (small red circles) with which
the SVM, trained with a single radial SF centered at µα   r, identifies which GB atoms
will rearrange. The radial distribution function, g r of the GB atoms is also plotted.
(b) Plotted is the accuracy (small blue circles) from training with a single angular SF of
specified ID. (c) The decrease in accuracy during RFE is shown. The color of the symbol
shows whether the least important SF - which then gets eliminated - is a radial SF (red) or
angular SF (blue). Large circles show RFE using all SFs of both types, while small circles
show RFE begun exclusively with only the radial or angular SFs.
showing that many radial SFs together start to capture similar information, but fa using
angular SFs (light blue) remains greater. Since angular SFs were relatively unimportant in
studies on bulk glasses[212], we conclude that the explicit angular information contained in
angular structure functions has greater utility for predicting rearrangements in GBs than
in bulk glasses.
B.3. Correlations of softness with other local quantities
Many local quantities have been used to describe the environment surrounding an atom.
Fig. B.4 shows the correlations between softness Si of an atom i and some of the most
common local quantities used, such as the volume of the Voronoi cell for atom i, its potential
energy, and its centrosymmetry (defined below). As observed before in 3D bulk glasses [45],
there are strong correlations between softness and other local quantities that have been
found to correlate with likelihood to rearrange. In our system, Fig. B.4(a) shows that
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Figure B.4: Shown is the distribution of atoms with a particular softness and (a) Voronoi
volume, (b) potential energy and (c) centrosymmetry. Soft atoms are generally in less
symmetric environments, with higher energy, with a Voronoi volume that differs from that
of the FCC crystal. The color denotes the value of the log of the normalized density function.
Voronoi volume greater than 19 Å
3
are essentially all soft. Likewise, the potential energy
of atom i is positively correlated with its softness, though there remains large spread for a
given energy value (see Fig. B.4(b)).
Centro-symmetry is a standard quantity used to characterize local structure around an
atom [229, 188]. First, the Nn   12 atoms nearest to atom i are identified. Next, all
Nn Nn  1©2 possible pairings of those atoms are considered. For each pairing  j, j ¬,
the squared magnitude of the vector sum of the positions relative to atom i is computed:
Ui,j,j ¬   ¶uij  uij ¬¶2. Note that Ui,j,j ¬ is small when atoms j and j ¬ are nearly opposite the




where the sum occurs over the Nn©2 smallest Ui,j,j ¬ values. Clearly, CS vanishes for every
atom in the perfect FCC crystal, since 6 opposing pairs of atoms surround the center atom.
Fig. B.4(c) shows that the low-CS atoms atoms are also the least soft (recall that the
CNA-identified FCC atoms are removed from the analysis).
The utility of each quantity to predicting rearrangements is related to how strongly that
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Figure B.5: Softness is more predictive of likelihood to rearrange than other investigated
quantities. For an atom in a grain boundary in the simulation, the probability that the
atom will rearrange, PR, is plotted vs. the atom’s percentile rank in terms of the value of its
softness (blue). Similar curves are PR vs. potential energy (black), centro-symmetry (red),
and Voronoi volume deviation (green). For a quantity that is unrelated to rearrangements,
atoms in each bin would be equally likely to rearrange (dashed line); quantities that are most
predictive of rearrangements most strongly separate atoms by their likelihood to rearrange,
i.e. have the greatest slope. The mean slope over the majority of particles is characterized
by the value of Q (Eq. B.4) which is the ratio of PR at 1 standard deviation (large circles)
from the mean (small circle).
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quantity distinguishes atoms which often rearrange from those that rarely rearrange. If
a quantity X is unrelated to rearrangements, then the probability that a particular atom
will rearrange is independent of its value of X. On the other hand, if the quantity X is
positively correlated with rearrangements, then PR will be somewhat higher for atoms with
large values of X than for small values of X. Following Ref [45], for any candidate quantity
X that is continuous, we consider atoms one standard deviation (σX) above and below the
mean value (µX) and define the metric
QX  
PR X   µX  σX
PR X   µX  σX (B.4)
To focus on grain boundary dynamics, we filter out CNA-identified FCC atoms, so µX and
σX are the mean and standard deviation of X values of atoms at the grain boundaries.
Higher values of QX indicate that X is a better predictor of the propensity to rearrange.
We find that for this system, Q   75 for softness, Q   6.5 for the Voronoi volume deviation
(i.e. the magnitude of the difference of the volume from the average volume), Q   18 for
local atomic potential energy, and Q   53 for centro-symmetry. This indicates that softness
is considerably more predictive of rearrangements. Note also that the correlation of softness
with CS is not noticeably stronger than for the Voronoi volume and potential energy. One
cannot rely on the existence of a correlation with softness to quantify the ability of any
given quantity to predict rearrangements.
These results are not sensitive to the choice of evaluating Q at one standard deviation above
and below the mean. This is apparent from Fig. B.5, where PR is plotted as a function of
each of the quantities. So that different quantities may be compared, the horizontal axis
of X values has been mapped into the range 0 to 100% by sorting the atoms in the order
of their value of X. Softness is steepest; compared to CS, softness produces a PR which is
lower (by a factor of about 5.0 at the 20th-percentile) for low values and higher (by a factor
of up to 2.1, above the 94th-percentile) at high values where most rearrangements occur.
Circles indicate the location of one standard deviation above and below the mean value of
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Figure B.6: The probability of rear-
rangement, PR, vs. inverse fraction of
the melting temperature, Tm©T , for par-
ticular centro-symmetry (CS) values. CS
values range from 3.2 (bottom curve) to
13.6 (top curve), with spacings of 0.8.












Figure B.7: The probability of rear-
rangement, PR, vs. inverse fraction of the
melting temperature, Tm©T , for partic-
ular potential energy values. PE values
range from -3.35 eV (bottom curve) to -
3.08 eV (top curve), with spacings of 30
m eV.
X, so that the vertical separation between them on the logarithmic scale indicates the value
of Q. Clearly, softness most strongly separates atoms that are likely to rearrange at the
high end from those that are unlikely to rearrange at the low end.
Although softness is more predictive of high- and low-likelihood to rearrange, PR rises
significantly for all considered quantities in this system. For instance, the large value of Q
for centro-symmetry, and its correlation with softness, suggests that centro-symmetry may
be used as a proxy for softness.
Indeed, since CS and potential energy are easier to calculate than softness, we have explored
the possibility that the former quantities could be used to extract approximate information
about the energy barriers. Fig. B.6 shows that PR CS, T , the probability to rearrange
for atoms of a given CS value, produces approximately Arrhenius behavior over a range
of CS values. Similarly, Fig. B.7 shows that PR PE, T , the probability to rearrange for
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Figure B.8: Energy barrier and Σ, as ex-
tracted from atoms of a particular soft-
ness (black circles) and extracted from
atoms of a particular CS value (blue
squares). We simultaneously plot the av-
erage value of CS within a bin on the top
axis and the average value of softness for
the same atoms on the lower axis.
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Figure B.9: Energy barrier and Σ, ex-
tracted from atoms of particular soft-
ness (black circles) and extracted from
atoms of a particular potential energy
(blue squares). We simultaneously plot
the average value of PE within a bin on
the top axis and the average value of soft-
ness for the same atoms on the lower axis.
atoms of a given PE value, produces approximately Arrhenius behavior over a range of PE
values. The greater linearity on these axes in Fig. 3 in the main text indicates the superior
predictive accuracy of softness for extracting energy barriers. However, if one insists on
fitting the curves to Arrhenius behavior, the resulting best-fit ∆E and Σ parameters (main
text, Eq. 1) are reasonably similar for atoms binned by softness, CS, and PE, as shown in
Figs. B.8 and B.9, giving greater confidence in the results for CS and PE.
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[13] A. P. Bartók, R. Kondor, and G. Csányi. On representing chemical environments.
Phys. Rev. B, 87:184115, May 2013.
[14] J. Behler and M. Parrinello. Generalized neural-network representation of high-
dimensional potential-energy surfaces. Phys. Rev. Lett., 98:146401, Apr 2007.
138
[15] J. Bezares, S. Jiao, Y. Liu, D. Bufford, L. Lu, X. Zhang, Y. Kulkarni, and R. J. Asaro.
Indentation of nanotwinned FCC metals: Implications for nanotwin stability. Acta
Materialia, 60(11):4623 – 4635, 2012.
[16] B. Bilby. Continuum distributions of dislocations. Progress in Solid Mechanics, 1,
1960.
[17] B. A. Bilby. Types of dislocation source. In Report of Bristol Conference on Defects
in Crystalline Solids, pages 124–133. The Physical Soc. Bristol 1954, London, 1955.
[18] W. Bollmann. General geometrical theory of crystalline interfaces. In Crystal Defects
and Crystalline Interfaces, pages 143–185. Springer, 1970.
[19] M. Bowers, C. Ophus, A. Gautam, F. Lançon, and U. Dahmen. Step coalescence
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