In this paper, Bayesian and non-Bayesian estimators have been obtained for two generalized exponential populations under joint type II censored scheme, which generalize results of Balakrishnan and Rasouli (2008) and Shafay et al. (2013) . The maximum likelihood estimators (MLEs) of the parameters and Bayes estimators have been developed under squared error loss function as well as under LINEX loss function. Moreover, approximate confidence region are also discussed and compared with two Bootstrap confidence regions. Also the MLE and three confidence intervals for the stress-strength parameter () R P Y X  are explored. A numerical illustration for these new results is given.
Introduction
Recently a new distribution, named as generalized exponential (GE) distribution or exponentiated exponential distribution was introduced and studied quite extensively by Gupta and Kundu. 1999; 200la; 2001b; 2002 . The two parameters of an exponentiated exponential distribution represent the shape and the scale parameter like a gamma distribution or a Weibull distribution. The density function varies significantly depending of the shape parameter. It is observed that it has lots of properties which are quite similar to those of a gamma distribution but it has an explicit expression of the distribution function or the survival function like a Weibull distribution.
The two-parameter GE distribution has the following distribution function;     Then, under the joint Type-II censoring scheme, the observable data consist of ( , ) ZW , where Balakrishnan and Rasouli (2008) developed likelihood inference for the parameters of two exponential populations under joint type-II censoring. They developed inferential methods based on maximum likelihood estimates (MLE) and compared their performance with those based on some other approaches such as Bootstrap. Shafay et al. (2013) derived the Bayesian inference for the unknown parameters of two exponential populations under joint type II censoring they developed with the use of squared-error, linear-exponential and general entropy loss functions. The problem of predicting the future failure times, both point and interval prediction, based on the observed joint type-II censored data is obtained; see also Rasouli and Balakrishnan (2010) 
Maximum Likelihood Estimators
Suppose that the two populations are GE distribution with distribution function; 
where 
1
Using the asymptotic normality of the MLEs, we can express the approximate 
Bootstrap Confidence Intervals
In this section, we present several bootstrap methods to construct confidence intervals for 

, viz., Studentized-t interval (Boot-t) and Percentile interval (Boot-p) (see Efron (1982) and Efron and Tibshirani (1994) for details).
a) Bootstrap Percentile Interval Procedure (Boot-p)
The bootstrap percentile method defines the lower and upper bounds of the confidence intervals just using the 100 2th 
b) Studentized-t Interval Procedure (Boot-t)
The Boot-t confidence intervals estimators are computed according to the following steps:
(1-2) Same as the steps 1-2 in (a). 
In section 6, we will have a simulation study in order to evaluate the performance of the three confidence intervals. 
Here all the hyper parameters k a and k b are assumed to be known and non-negative.
Combining (6) with equation (3) and using Bayes theorem, the joint posterior density function of 1 2 1 ,,    and 2  can be written as:
Therefore, the Bayes estimator of any function of 1 2 1 ,,    and 2  , say 
B data
Under a LINEX loss function the Bayes estimate of a function 
where
Equations (4), (5), (7) and (8) are hard to obtain. An iterative procedure is applied to solve these equations numerically.
Estimation of the stress-strength reliability () R P Y X 
In this section, we consider the problem of estimating reliability in the stress strength model when the strength of a unit or a system, X, has cumulative distribution function 1 
()

Fx
and the stress subject to it, Y, has cumulative distribution function 2 ()
Fy.
The main purpose of this section is the focus on the inference on () R P Y X  , where, X and Y are independent generalized exponential random variables under joint type II censoring scheme. The maximum likelihood estimation and confidence intervals using asymptotic distribution and two parametric bootstrap resampling methods for parameter R are explored.
If X is the strength of a system which is subjected to a stress Y, then R is a measure of system performance, the system fails if at any time the applied stress is greater than its strength, The estimation of R is very common in the statistical literature. For example, Tong (1974 Tong ( , 1975 Tong ( and 1977 , where X and Y are two independent but not identically general location-scale distributed random variables under the joint progressively type-II right censoring scheme. 
Maximum Likelihood Estimation of Reliability
By using the MLEs (4), can be obtained the MLE of R (invariance property) as
which can be solved by using an iterative numerical method.
Interval Estimation for R
In this sub section, we propose different methods of constructing confidence intervals for R. The first method is based on the asymptotic distribution of R . Other methods are based on two parametric bootstrap methods: the percentile bootstrap (Boot-p) and bootstrap-t methods (Boot-t ). 
Numerical Illustration
It clear that, there are no explicit solutions for obtaining new estimators in both nonBayesian and Bayesian approaches. Therefore artificial data, numerical solution and computer facilities are needed. The main object of this section is to illustrate numerically most of the new theoretical result obtained in the previous two sections.
Illustrative Example
We consider two samples of size m = n = 10 each from Nelson's data (1982), (groups 3 and 5 in 
Monte Carlo Simulation
A simulation study was conducted in order to evaluate the performance of MLEs and also all the confidence intervals discussed in the preceding sections. ) using approximate, Boot-t and Boot-p methods (with N-Boot as 1000) and the corresponding coverage probabilities. We computed the Bayesian estimates of From table 6 we observe that the Bayesian estimates under the SE and LINEX loss functions and their ERs. In tables 7-10, the coverage probabilities and the average widths of 95% CIs 
Conclusions
In this paper, the MLEs and Bayesian estimation based on the SE and LINEX loss functions for the unknown parameters of two Generalized exponential distributions has been discussed based on a joint type-II censored sample. We obtained the MLEs of the parameters and found corresponding Fisher information matrix. Also, we studied three approximate methods, Asymptotic Normality, Bootstrap-t and Parametric Bootstrap percentile procedures for constructing intervals for the parameters. The MLEs and the Bayesian estimates have then been compared through a Monte Carlo simulation study and a numerical example has also been presented to illustrate all the inferential results established here. The computational results show that the Bayesian estimation based on the SE, and LINEX loss functions is more precise than the MLEs estimation. Also, the ERs and MSE of all the estimates decrease with increasing r even when the sample sizes m and n are small. We assessed the performance of the mentioned three confidence intervals. According to the simulation study, when the sample sizes of two populations, n and m, and the total number of failures r, are large, the estimators' biases are small and the confidence intervals have desirable coverage probabilities. Also, we observed that the approximate better than the two bootstrap methods often perform as well as each other. Finally, the estimation of the stress strength parameter () R P Y X  has been considered.
