come to demand flexible sensory-based "intelligent" behavior. The single robot has given way to multiple robots cooperating in three-dimensional dynamic environments which allow them to accomplish complex and intricate tasks. Because of the complex nature of the tasks performed, centralized control is no longer practical; workcells have become centers of distributed computing. This motivates the need for an interprocess communication (IPC) facility which would integrate the individual elements both within and between workcells. A survey of IPC is presented in the context of distributed robotics. To make the survey more meaningful, it is introduced by some remarks about general approaches to communication within a distributed computing environment. A discussion,of the main IPC design issues for distributed robotics is included.
I. INTRODUCTION
I N THIS PAPER, we present a discussion of interprocess communication (IPC) in the context of distributed robotics. After a short introduction, an overview is presented of various synchronous and asynchronous approaches, including remote procedure call, dialogue, mail, and shared memory implementations. This is followed by a review of the Open Systems Interconnect (OSI) model of the International Standards Organization (ISO). We then present a definition for distributed robotics, identify some key design issues for interprocess communication, and summarize the efforts in the published literature. A final discussion attempts to highlight key advantages and disadvantages of each approach and what their suitable contexts might be.
Commercial robots were first introduced by Plannet Corporation in 1959. They were programmable devices, controlled by limit switches and cams, and capable of performing simple "pick-and-place'' tasks. The development of robotic units employing servo systems for general path control was led by Unimation Incorporated during the 1960's. Commercial robot controllers based on digital computers were realized in the early 1970's, with the introduction of T3 by CincinnatiMilicron Corporation [ 13. This provided a convenient means of integrating external digital and analog-based equipment to the controller, allowing a wider variety of tasks to be performed within the robot workcell. Manuscript received November 11, 1985; revised January 8, 1987 . This work was supported in part by the National Science and Engineering Research Council of Canada (NSERC), le Fonds pour la During the 1980's, workcells have evolved to include enormously varied and complex multicomputer configurations. The single robot has given way to multiple robots, cooperating in three-dimensional dynamic environments which allow them to accomplish complex and intricate tasks [ 2 ] . Intelligent computer-based peripherals, such as vision systems, are being employed for tracking moving objects [3] and motion coordination of multiple robots [4] . Sophisticated sensing devices, such as lasers and acoustic, ultrasonic, strain, and pressure sensors, are being incorporated for proximity determination [ 5 ] . Controllers for lighting, motorized stages, and end effector tools are frequently components of state-ofthe-art workcells [6]. Motion planning and adaptive control are essential to these complex configurations; custom expert systems have been employed to coordinate the various elements [7] .
Because of the complex nature of the tasks performed, centralized control is no longer practical. The role of the robot controller as the nucleus of the workcell has been superceded, with control now distributed amongst many elements. The robot controller has become simply another peripheral device.
Workcells have become centers of distributed computing, networks of many devices.
Inherent in the increased complexity of the robotic workcell is the need for interprocess communication standards which integrate individual elements both within and between workcells. In general, the robotics community has been slow in proposing and implementing robotic workcell communication standards. This might be attributed to the complex nature of the subject and its wide range of applications. There are as many "standards" as there are robot manufacturers. Communication remains largely vendor-dependent; both hardware and software interfaces are frequently unique for each individual element. This uniqueness incurs high costs to the end user when interfacing elements from different vendors. Incompatibility and installation problems can sometimes be circumvented by purchasing all equipment from a single vendor. Frequently though, each system must reflect a particular set of device requirements which are not met by a single manufacturer. In addition, some end users prefer to avoid single sourcing and purchase workcell elements from different vendors. Even if a manufacturer were to meet all the device requirements, their products may not be the most cost effective. In the next section, we will review some of the approaches to interprocess communication from the general perspective of distributed computing environments. 
A . Distributed Systems
A distributed computer system is a collection of processing elements which are physically interconnected, controlled by system-wide resource managers, and capable of executing application processes in a coordinated manner. Coordination is accomplished through communication and synchronization of the processes associated with each processing element. Factors which have influenced the development of distributed systems include performance, processing throughput, flexibility, reliability, resource sharing, decentralization, and growth potential [SI.
Interprocess communication is a complex issue and can mean different things in different contexts. For example, sending or receiving an interrupt can be considered to be a primitive kind of IPC. Tn the same way, a flag or a semaphore is a way of "sharing" information among processes competing for a single resource. Another simple kind of IPC is sharing a variable or file among multiple processes.
Ordinarily, however, when we speak about IPC, we are concerned with more sophisticated information sharing wherein the mechanism of information transfer does not restrict the nature of the information itself. For example, a message-passing system need make no assumption about the content of a particular message exchanged between two processes. In fact, there is no need to assume that the destination process is even ready to read it.
No unique approach exists to communication or synchronization. This problem is a result of the wide variety of hardware and software configurations which are possible. The type of communication implemented is usually dependent on the amount of coupling present, that is, the degree to which the system's processors share resources. The two extremes of processor coupling are tight and loose.
A tightly coupled distributed computer system is characterized by its reliance on shared memory as an intermediary with no facility for direct message transfer between processes, a single common operating system which coordinates and synchronizes interactions between processors, some degree of resource sharing, and processing power divided equally among the system's autonomous processors [9] . Such systems have been built around concurrent programming languages such as Concurrent Pascal [lo] and Modula [ll] , which were developed for programs executing on a single processor and communicating through shared variables. This is in contrast to loosely coupled systems whose processors communicate without the benefit of shared memory. Loosely coupled systems are composed of autonomous computers which employ message-based mechanisms which are effected in accordance with network communication protocols and must, therefore, contend with such issues as network access, communication protocols, and remote procedures. These systems are often controlled by distributed operating environments which incorporate communication interfaces such as that provided by Berkeley UNIX [12] . The early context of this work was data transfer over long-haul networks. It has since evolved toward distributed systems and local area networks (LAN's). Both concurrent and distributed environments seek to hide communication details from the user, making remote operations resemble local ones.
B. Synchronous and Asynchronous Communication
Interprocess communication can be classified as either synchronous or asynchronous. A synchronous protocol is one whose communication primitives employ blocking techniques to regulate the flow of traffic. A primitive is said to be blocking if once a message has been transmitted, the source process is suspended until an acknowledgment has been received from the destination. This is analogous to the function call implementation of most programming languages. Blocking techniques are most often used for command/response or queryjstatus signaling [ 
131,
Blocking protocols have their advantages as well as their disadvantages. Since only one message can be in transit at a given time in a synchronous system, extensive message queuing at both the source or destination is not necessary, affording simplicity in its implementation. However, blocking protocols can be inefficient in that they restrict parallel processing. When a process sends a message, it must wait until the entire message has been transmitted and the remote process has acknowledged its receipt. Since distributed components are not always in close proximity, the time to transfer the message could be significant. Time-out features must be included in the send and receive primitives to prevent indefinite blocking should the destination program be unable to respond. Programming languages such as ADA [14] support a "disconnect" mechanism that allows the programmer to control the acknowledgment delay.
I ) Remote Procedure Call:
Another model of synchronous message passing is the remote procedure call (RPC) [ 151, [16] . The RPC model allows user programs to invoke "remote" procedures in a manner which is similar to that for local procedure call models. When invoking the local procedure call, the caller places arguments in a procedure call buffer, control is passed to the procedure, and then eventually returned to the calling procedure. At that point, return parameters are extracted from the procedure call buffer. With the remote model, RPC services manage message passing to and from user processes by incorporating dedicated "slave" servers that perform specialized IPC services for "master" user programs. The user therefore avoids direct use of the lowlevel system primitives for communication. An RPC is like most system function calls: invocation blocks the user program until the procedure returns, as shown in Fig. 1 . This decreases the power of the computing environment somewhat by removing the possibility of concurrent sendedreceiver activities. Despite this shortcoming, RPC allows the user to approach distributed programming in a very simple way.
As discussed by Andrews and Schneider [17] , one can also Synchronous protocols are suitable for tightly coupled distributed programming environments, but are often excessively restrictive in loosely coupled concurrent environments. Additional flexibility can be provided by asynchronous or message-passing protocols [ 191. Under asynchronous protocols the sending process does not have to wait for the receiving process to acknowledge the message; suspension of programs pending acknowledgment of transmitted messages is, therefore, not required. However, this might necessitate the queuing of message transmissions. The extra complexity can be buried deep within the operating system or hidden from the user through the use of dedicated servers. Nonetheless, asynchronous IPC tends to demand a higher level of programming sophistication from the user than synchronous IPC. For example, the user must anticipate the possible blocking of transmissions at the source or destination.
2) Dialogue: The simplest model of asynchronous user/ server interaction is dialogue, whereby the user "requests" services which are "granted" by the server. This model differs from the remote procedure call in that a mastedslave relationship is not established, and thus the server may not always be available. Of course, the dialogue model presupposes a facility for reliably sending and receiving messages. In general, we find two kinds of message-passing services: the datagram and the virtual circuit. Datagram services are connectionless; a connection is established temporarily, only for the duration of the message transmission. Following transmission, the communication link is broken. Datagram message delivery is not guaranteed to be sequenced in the correct order, reliable, or unduplicated. This is sometimes called "transaction-oriented" communication, because each datagram represents a complete and independent transaction.
In contrast are virtual circuit services, which maintain the communication link until the user decides to terminate it. Stream sockets provide reliable flow-controlled full duplex data transmission over virtual circuits. Each transmission is acknowledged by its recipient. In the event that an acknowledgment is not .returned to the source within a fixed time-out period, the transmission is automatically repeated; thus message delivery is guaranteed. This requires that transmissions must be buffered at the source and that complicated error detection and recovery protocols must be in place. The associated overhead results in a slower service than that provided by datagrams. Virtual circuit communication services are sometimes referred to as "end-to-end" or "connection oriented' ' .
C. Mail and Shared-Memory Systems
Another user/server model of asynchronous communication is the mail service. This service represents a general class of IPC models that are frequently encountered in tightly coupled systems which have multiple processors utilizing shared memory [20] . Programs exchange information in the form of mail messages which are sent to and retrieved from assigned mailboxes in common memory, as illustrated in Fig. 2 . Associated with each processor is a send and a receive mailbox which resides in a bank of common memory; that is, memory which is shared by all processors on the system. A . process sends a message to a local server which transfers it to the appropriate receive mailbox. The destination processor is signaled when the message has been deposited. It responds by issuing a receive command to a local server which then fetches the message.
Mailing can appear to be very responsive, but it actually involves significant operating system overhead. Messages must be stored, recipients of messages must be notified, lists of unread messages must be updated, and undelivered mail must be archived. Some systems also packetize messages, and this can also represent significant overhead. Most mail systems do not permit on-the-fly creation and deletion of mailboxes; since the mailbox configuration is static, it becomes difficult to dynamically add processes within the computing environment. From the process viewpoint, waiting for a particular message might involve reading the headers of numerous irrelevant messages until the desired one can be located.
Ordinarily, mail systems are implemented via shared memory. Given the discussion in the previous paragraph, we can think of mail as an extension of shared variables. Thus it makes sense to examine the problems typically associated with shared memory, such as contention. Typically, only one processor can access the common memory at any one time, and this can become a bottleneck when there are many cooperating processes. The use of multiport memory simply transfers the problem from the processes to the memory itself. The contention problem is further aggravated because the common memory must be accessed both when depositing and retrieving the message. Thus shared memory tends to restrict the number of processors which can be effectively supported within a single computing environment.
Shared-memory systems that are implemented in loosely coupled network systems impose a significant strain on the network in addition to higher operating system and computing overhead than that of bus-oriented systems. An example of a shared-memory network system based on XENIX has been discussed by Devarakonda et al. ~ [2 I] . The implementation mechanism parallels that of the bus systems but there is the additional burden of message packetization, error detection, and correction that is inherent to the network transport protocols.
One of the major problems with tightly coupled communication systems is their lack of compatibility with other systems; they are often based on custon IPC designs that serve to meet the needs of specific applications. A working group of the IEEE has recently undertaken the task of developing an interprocessor communication standard for backplane bus systems [22] . The P1296 standard's proposed objectives include a processor-independent 32-bit synchronous parallel bus specification which is oriented towards multiple heterogeneous processor modules; the design will be intended for general-purpose applications and will include a message passing coprocessor which integrates the bus interface and the message-passing protocol to optimize performance. The bandwidth of this bus is 32 Mbytesls, which is faster than the bus access time of most microprocessors available today. This future standard has potential applications in the design of robot controllers and workcell peripheral devices.
Rather than attempting to satisfy different needs with a single IPC mechanism, Intel's real-time operating system iRMX offers three types of "exchange management": mail, "regions, " and semaphores [23] . Mail is ordinarily used to support arbitrary interprocess communication which involves sharing of data. However, when several processes must closely share the same data, a region can be used to regulate access to those shared data. Regions can also be used for mutual exclusion. Simpler still are semaphores, which are typically used for synchronization and resource allocation.
D. Layered Communication Standards
Layering serves to decompose the mechanism of communication into smaller subtasks. Each layer provides services to the layer above and below it, in a way which is independent of how the services are performed. This permits the independent implementation of each layer, thus making it possible to integrate products from different vendors. By classifying communication services into standardized layers, modifications can also be made to one layer, for example, to improve efficiency or speed, without affecting the operation of other layers.
The layered approach does have its shortcomings. Detractors warn of excessive communication overhead and point to functions, such as flow control and error detection, which are duplicated at some layers [24] . High-level protocols must sometimes undo the error recovery of lower levels, as, for example, when a file must be completely retransmitted due to corruption within the outgoing buffer of the source after successful transmission [25] . If the probability of this type of error is large compared to the probability of bit error in transmission, then it can be argued that the extra overhead to guarantee message delivery is not necessary.
Opponents to layering believe that better performance can be achieved by building IPC into a distributed operating system which is supported by special software resident on each host; the software is sometimes bundled as separate "servers"' or simply incorporated into the kernel itself. The actual exchange of messages, usually of fixed length, is carried out using a simple data link layer or network datagram protocol. Others have added more sophistication to this basic service by providing explicit management of virtual circuits. User processes obtain IPC services by sending system requests to the kernel over a link which was dedicated to that process when it was first created. The underlying network service guarantees delivery of all messages.
As a rule, all the designs described thus far ignore the actual contents of messages. However, some designs provide different types of communication services for different kinds of messages. For example, a distributed system might offer datagrams, virtual circuits, and a special "expedited" service for high-priority messages. In addition, the message type could dictate whether synchronous or asynchronous protocols are employed. Some designs automatically provide different IPC services on the basis of message type [26] . Rather than leaving the selection of the IPC mechanism to the user, a set of message types is provided, and each one is passed in a different way.
I ) The Open System Interconnect Basic Reference Model:
The International Standards Organization has proposed a hierarchical' communications framework, called the open system interconnect (OSI) basic reference model, which partitions the tasks involved in communication over a computer network into seven logical layers. The OS1 reference model provides a framework for connecting open systems (an open system is one for which standards are published), and allows system components from different manufacturers to be interconnected. Protocols describing the function of each layer have also been specified. The result of this development is a strong desire to standardize an industry that is rapidly expanding. Standardization makes communication more productive by providing a stable hardware and software model.
The OS1 basic reference model is a strong contender to become the standard hierarchical communication framework [27] . The OS1 model originated in Europe where it quickly gained widespread acceptance. In North America however, IBM's System Network Architecture [28] has been the accepted standard because it provided a means for integrating IBM's mainframe computer products.
The OS1 model breaks the major functions involved in communicating between two systems into an orderly sequence of seven layers [29] . Standards specify the services and protocols of each layer. The basic reference model, defined by IS0 7498 and adopted in 1984, is shown in Fig. 3 .
The physical layer is the lowest level of the reference model. It specifies the electrical and mechanical aspects of the communication hardware as well as the functional control of the data circuits. This layer activates, maintains, and deactivates the physical connection. The data-link layer establishes, maintains, and releases data links. It also performs point-topoint error and flow control of frames. The network layer is responsible for network routing, switching, segmenting, blocking, error recovery, and flow control of packets. It is in this layer that the network traffic is managed by either relaying data up to an application process or down along a physical network path. The transport layer furnishes the base for highlevel protocols by effecting data transfer and end-to-end reliability control. This layer provides various communication services to the session layer, multiplexes messages over logical connections, and segments data for the network layer. The session layer establishes and terminates logical links between processes and manages the dialogue over those links. An important function of this layer is to synchronize data between the application processes. The presentation layer is responsible for the interpretation and manipulation of structured data. It ensures that data are converted to a form that the system can understand. This could include data encryption or conversion of data to device-dependent codes. The highest level of the reference model is the application layer. It is intended for user application and management functions, such as file transfers, virtual file systems, and virtual terminal emulators. Note that user programs are not considered part of this layer; they reside immediately above it.
Numerous layered communication architectures have been proposed in an attempt to address the problem of standardization of interprocess communication. Several standards, including IBM's Systems Network Architecture (SNA), the US Department of Defense's ARPAnet, CCITT's packet switching protocols such as the X.25, and the IEEE's 802 local area network standards, have been compared by Voelcker [30] . The communication framework for the SNA and ARPAnet standards specify more or less the same functions but are partitioned differently; the X.25 protocol specifies the network, data link, and physical layers, while the IEEE 802 protocols specify only the data link and physical layers.
INTERPROCESS COMMUNICATION AND DISTRIBUTED ROBOTICS
A manufacturing workcell typically consists of one or more robots, computerized numerical control (CNC) machines, For the following survey we chose to define distributed robotics as a collection of elements and their dedicated controllers in geographic proximity which interact as peers, each supporting the same communication primitives. By this definition we mean to exclude the interactions between a simple sensor and a joint controller, between peer joint controllers, and between a joint controller and its robot master controller, to concentrate on workcell-level interactions such as those between a robot controller and a sensing system controller.
Of course, one would expect that the nature of the information exchanged would be very different, as would their time scales. While closed-loop servoing of a joint controller must be performed on the order of milliseconds, most robot tasks execute on the order of seconds. We can also say that, in general, information to be shared at the workcell level takes the form of short synchronizing messages and operates on the time scale of seconds [32] . Because closely cooperating processes typically reside on the same host, they can transfer information more quickly. In general, the following can be identified as important factors when evaluating interprocess communication for distributed robotics.
Time: As discussed earlier, different workcell processes operate on different time scales. Thus the type of IPC must reflect this. However, a second issue is related to the workcell itself the time saved through concurrency, i.e., different processes executing on parallel processors (controllers), must not be lost to unnecessary communication overhead such as packetizing, complex address decoding, or error c.orrection encoding.
Flexibility: Since workcells are often reconfigured, it is important that new equipment can be integrated easily and in a consistent way. The model of communication should also complement the modular nature of the workcell.
Ease of use:
The communication interface should consist of a small number of easy-to-use functions which do not vary from one workcell element to another. The user should be shielded from all the low-level aspects of the IPC mechanism.
However, given a particular application, other factors such as cost and reliability might be equally important. In fact, it is precisely this great diversity in applications which .makes it hard to generalize about IPC in the robotics domain. Nonetheless, three basic approaches can be identified. We begin with a discussion of programming language approaches to robotic IPC, followed by system developments aimed at network systems, and end with a review of backplane bus systems.
Where possible, we have tried to include some measure of the time complexity of each design. However, for both network and backplane bus systems, timing measurements are very much dependent on secondary issues, such as the resident operating system and the programming language used for the implementation.
A . Programming Language Approaches to IPC in Robot Workcells
Most programming languages developed for robotic manufacturing applications fail to address the twin issues of communication within workcells and communication between workcells [33], [34] . This makes interfacing the necessary intelligent sensor and actuator systems of the workcells very difficult. Until recently, most commercial robot controllers provided only very primitive communication facilities, such as parallel and serial ports which served as interfaces for binary input/output, a display terminal, and perhaps a teach pendant, and no host controller interface [35] , [36] .
This situation has become inadequate for two main reasons. As programming tasks become more complex, a need exists for a richer programming environment than that which is provided by the native robot controller. Second, the need for more flexible or intelligent behavior has meant the incorporation of the robot itself into a larger framework under the control of other hosts. These systems are usually called robotic
workcells.
The simplest solution to the problem has been the development of special software to link an external host computer to the robot controller through its terminal port. This enables robot software to be developed on an external host and then downloaded to the robot's controller via an RS-232 or remote control link. Examples of wireless links based on infrared frequency shift key signaling have been presented by Dwivedi [37] and Pearson and Green [38] .
Alternatively, more complex designs with varying degrees of supervisory ability have been implemented, based on dedicated host controller links. For example, terminal emulation programs which send commands from a host computer to the robot controller in the robot's native language have been described by Carayannis [39] and Michaud [40] . These programs serve to make the robot an integral part of the distributed environment and also make it possible to program the robot, using cross-development facilities, in languages other than the native one of the controller. An advantage of working on an external host system is the availability of powerful debugging and simulation facilities. Some designs have sought to bypass the native programming environment entirely by directly controlling the joint servos. A set of process-level communication and synchronization primitives for an integrated multirobot system has been described by Shin and Epstein 1411. Five categories of industrial processes are identified: independent, loosely coupled, tightly coupled, serialized motion, and work coupled; specific communication strategies are developed for each. Each process manages a set of tasks, a task being the smallest element of control activity. Independent processes can simply send state update messages to tasks they have in common.
With loosely coupled processes, the actions of one depends upon the other. Thus they must query each other, or a common task, for state information. Tight& coupled processes use a mastedslave control approach; the slave always acts in accordance to the master and returns a status message after each directive. In serialized motion processes, one or more processes must sometimes be performed before another can begin. Communication is used for synchronization and event signaling. Finally, with work coupled processes each one must maintain a state description of all the others; once a process completes a task, it must broadcast the state change and then wait until all state descriptions have been updated before resuming execution.
A modular command language for industrial robots, called LMAC, provides message passing facilities for communication and synchronization of processes in a multirobot industrial system [42] . To provide the communication between processors, a LAN is structured as a four-layer hierarchy: network, transport, session, and application. LMAC has been implemented on a set of LSI/1 1 's using the programming language Pascal.
A dialect of Pascal with new IPC primitives for robot programming has been described by Baird et al. [43] . The target workcell consists of a single PDPI11 control computer linked to two robots and two vision systems via RS-232 serial lines. Communication between the controller and a device is modeled as an asynchronous series of commands and replies. There are also language primitives to allocate and deallocate the devices. The actual IPC within the controller is based on the message-passing primitives provided by the DEC's RSX operating system. Programming of robot-based manufacturing cells using ADA has been discussed by Volz et al. [44] . They identifl issues concerning the software aspects of robot cell control and how ADA addresses these issues. Included in their discussion is ADA's ability to manage large complex software systems, the efficiency of code produced for real-time applications, multitasking, interprocess communication and task synchronization, portability, and program debugging in a real-time environment. Unfortunately, a demonstration of these principles has yet to appear in the literature.
In [45] a three-level control hierarchy for the telerobot research program at the Jet Propulsion Laboratory is described, consisting of an "AI" level, a "task" level, and then control "modules" such as robot controllers. The authors describe a partial implementation of the task level in ADA for a VAX/VMS environment. A distributed run-time ADA package called DARP, which extends communication and task synchronization across machine boundaries, is currently under development [46] .
Instead of extending a base language, one can also construct a procedure library to perform specialized services. One example of this is RCCL, a library of C functions for robot programming [47] , [48] . A servo program resident in the kernel of the supervisory host delivers setpoints to the individual joint controllers at prescribed intervals. Motion requests from the user program are queued for execution and then translated into joint motions. The robot controller is linked to the host by a buffered high-speed parallel link. The controllers typically exchange information every 28 ms.
Finally, we review two commercially available second generation robot ,programming languages which have recently been developed. These designs attempt to present a truly integrated system-level design. IBM's AML/2 [49] has been integrated into their 7575 modular robotic system. A research version of AML/2, called AML/X [50] , runs under UNIX, is implemented in C, and supports object-oriented programming. The commercial system employs a model 310 computer for sensing and control and has separate manipulator and servo power modules. The control computer supports up to eight asynchronous serial ports that can be used to interface to host systems. Host communications are based on a subset of the EIA 1393-A Manufacturing Message Service. Unimation's VAL I1 [51] provides extended facilities for network communication and sensor interfacing. The robot controller has a port dedicated to supervisory control over a LAN. An additional high-speed serial port can be used to provide online modifications to the planned path of the robot from an external computer. When the "external alter" mode is active, the system sends messages to the external computer once every control cycle to enquire if changes should be made to the planned path. VAL I11 is expected to be released in late 1987. It is reportedly compatible with such networks as MAP, SECS 111, and Intel's Bit Bus and has facilities to integrate a highspeed vision system [52] .
B. Network Oriented Approaches to IPC in Robot Workcells
A session layer for a LAN intended for robotic manufacturing cells has been described by Bruno et al. [53] . MODIAC consists of clusters of 28001 microprocessors linked by a high-speed serial bus. A distributed operating system called MODUSK [54] manages activities within each cluster through shared memory. A virtual network operating system is planned for intercluster process coordination.
An IPC programming environment based on an Ethernet 11551 LAN of host computers operating under the UNIX 4.2BSD operating system and encompassing multiple robots, vision systems, and other sensing and positioning peripherals has been described by Gauthier [56] and Gauthier et al. [57] .
The environment is based on the virtual circuit services of TCP/IP, an end-to-end communication protocol which guarantees message delivery via selective retransmission and timeout. In this scheme, each host incorporates a communication server that acts as an intermediary in passing messages between processes residing on any host. The communication services are presented to the user in terms of logical endpoints and channels that are accessed through a set of high-level communication primitives. Users connect to these endpoints to,communicate with a peripheral device or host. From a base bandwidth of the order of 10 Mbits/s, the combination of TCP/ IP and UNIX reduces the average data transfer on the Ethernet to the order of 100 kbits/s [58] .
The concept of an activity controller for a multiple robot workcell has been developed by Maimon and Nof [59] . The activity controller serves to sequence as well as synchronize the actions of multiple robots sharing tasks and auxiliary devices, such as feeders, in an assembly workcell. One application is presented [60] where two robots and auxiliary IEEE JOURNAL OF ROBOTICS AND AUTOMATION, VOL. RA-3, NO. 6, DECEMBER 1987 devices execute asynchronous concurrent tasks; both robots are controlled from a VAX 11/780 host computer running UNIX and are programmed in C. A network for distributed robotics, based on three host computer systems linked by an Ethernet LAN, has been described by Goldwasser [6] and Goldwasser and Bajcsy [61] . An expert system resides on each host and is responsible for vision, control, or haptic functions. The haptic expert provides an interface to a robot equipped with a sophisticated articulated hand. The hand consists of three fingers, each with two joints and three tactile pads. For each finger, separate processors are used to drive the joints and process tactile information. Communication among the experts is hierarchical. Each level can issue orders to experts on the level below and pass responses back to the one immediately above. A facility also exists for high-priority message passing.
In the context of LAN oriented developmerits, a network interface designed for supervisory control associated with Unimation's VAL I1 robot controller has been described by Shimano et al. [51] . The interface has three layers: the ''bottom, " which performs physical input/output, the "middle," which serves to multiplex multiple messages for transmission over a single link, and the "top," which associates logical addresses with input/output devices. These layers do not directly map onto the OS1 reference model; for example, the bottom layer is a combination of physical and data-link layers.
A layered approach to networking within a robotics environment based on the OS1 model has been described by Faro and Messina [62] , [63] . Within a workcell, they suggest a simplified message-passing facility based on shared memory. A transport layer is maintained for associating devices with addresses, and a session layer is proposed to provide highlevel communication services such as opening and closing of channels and managing data transfer over the channels. A single host within each workcell is designated "master" and serves as a gateway to the supernet which is based on redundant buses. Overall, three kinds of modules are identified to support robot cooperation within and between workcells: one for message passing, one for remote job execution, and one for file management. Of the three, only the message-passing module would be required everywhere.
The concept of networking workcells within a factory to create a factory area network (FAN) is explored by Holland [ a ] . The author identifies a hierarchy of communication needs which parallel the hierarchy of devices within the factory. At level 1, the device level, messages are exchanged over dedicated point-to-point links for binary sensing and servo control. At level 2 messages are used for synchronization and data exchange between device controllers. Ethernet LAN's are employed at the physical level to effect message transfer. At level 3, the workcell level, message passing is in response to operator commands such as production monitoring and data logging. Finally, at level 4 we are concerned with factory-wide data processing.
One example of a FAN is Allen-Bradley's distributed network architecture. A single data highway or LAN links distributed devices on the shop floor such as computerized numerical control and robot stations, and gateways are used to tie networks of supervisory subsystems to the data highway. A flexible manufacturing workcell based on Allen-Bradley equipment has been described by Hanlon and Weston [65] . Two programmable controllers are used to manage a robot arm and a CNC machine, and they are linked by a data highway. However, the data highway is used for more than communication within the workcell; a remote file server and a network supervisory station are also connected. The LAN is a highspeed baseband serial bus with a contention-based protocol. When a station on the net desires to transmit, it must wait until the current network master has transmitted all of its messages. All active stations are then polled; mastership of the net is granted to the one with the highest priority which has something to transmit. In fact, the polling is done twice: first all high-priority stations are polled and then stations with "normal' ' priority. Most manufacturers of flexible automation still provide proprietary solutions to the communications problem, but this situation is changing. One example of a proposed robot communication standard based on the OS1 model is the manufacturing automation protocol (MAP) [66] , [67] , spearheaded by General Motors. The MAP specification represents the first attempt at a concerted effort on an international basis by major industries acting in conjunction with professional societies to establish protocol profiles for automated manufacturing networks and to test and evaluate them in practical applications. The proposal appears to have gained considerable momentum, and its adoption as a robotic communications standard is expected in the near future. MAP is a layered communication standard for linking distributed elements within a factory. The MAP specification is based on the communication structure defined by the OS1 layered architecture.
MAP is rapidly becoming a de facto standard in factory automation and has already gained widespread endorsement. MAP'S physical transport system utilizes the IEEE's tokenpassing-bus network standard, although the Honeywell Plant Management System [68] uses an Ethernet. Eventually, MAP will incorporate all seven layers of the OS1 model. A pilot implementation which links 200 data acquisition units monitoring 10 000 sensors at the General Motors car assembly plant in Oshawa, ON, has been described by Storoshchuk and Szabados [69] .
The token-passing-bus media access control is also used by IBM's SNA standard and is favoured over Ethernet in industrial applications as it is better suited to real-time applications. The token-passing-bus protocol controls when an element can have access to the network. This is based on a predefined order which is established to correspond to realtime events in the manufacturing process. This is in contrast to Ethernet, which relies on collision detection with randomized backoff, that is, all parties wait a random amount of time after a collision to resolve network contention. Ethernet is not capable of message prioritizing and is generally better suited to applications where real-time performance is not required.
Despite MAP, Ethernet is still a very popular LAN technology. For example, many manufacturers of automatic test equipment (ATE) have developed Ethernet compatible networks to link programming, testing, and repair stations [70] . In a distributed robot system for assembly described by Barthes [71] , a vision system, a robot arm, and a planning module communicate via message passing over an Ethernet LAN.
A distributed approach to complex robot systems based on message passing has been described by Harmon et al. [72] ,
[73]; the target problem domains are an experimental autonomous vehicle and an automated welding workcell. The authors define three classes of subsystems: sensors, which translate 'raw data into symbolic information, controllers, which translate symbolic plans into commands, and knowledge bases, which "reason" about symbolic information and prepare plans. These subsystems are connected by a LAN in a bus topology and interact by passing messages with specific formats.
One of the most ambitious integration testbeds is the automated manufacturing research facility (AMRF) [32] , [74] of the (US) National Bureau of Standards. Distinct control processes communicate via a mail facility in conjunction with a dedicated process called the ''mailbox manager. " Each process-has a separate mailbox with a unique name. When a message is "mailed, " the mailbox manager retrieves it from a standard "interchange, " translates the destination name into host and process identification, and then dispatches the, message to the appropriate destination. Only the mailbox manager can create and delete mailboxes. A standard set of primitives define the interaction between the manager and the user processes. Although "logically" linked by this mail facility, the control processes actually reside on separate hosts linked by a common broadcast network. Each host appears as a distinct "node" on the network. Processes on the same host communicate via shared memory managed by the local operating system.
C. Backplane Bus Oriented Approaches to IPC in Robot Workcells
In contrast to loosely coupled networks are tightly coupled multiprocessor common bus systems. Although this is a common control architecture for robot control, the following examples describe distributed workcell systems in keeping with our definition of distributed robotics. A distributed computing environment for robotics is under development at Bell Laboratories [75] . A real-time multiprocessor operating system called Megalos provides users with a distributed programming environment for developing, running, and debugging application programs. The system hardware includes provisions for up to 12 Motorola 68000 Multibus-based computers connected to a UNIX based DEC VAX host. The Multibus systems are connected via an 80M bit per second parallel bus called S/NET [76] . Megdos exhibits communication latencies on the order of 100 ms.
A log-loading robot crane has been described in which a set of three 68000 microcomputer modules are configured as a sensor processing unit, a coordination unit, and a servo processing unit [77] . They are linked by a VME bus and communicate via shared memory, The coordination unit serves to reconcile the sensory information with the desired goal state. The servo unit is the heart of the system, and it supervises the robot crane, a sensory subsystem, and the man/ machine interface. The sensory subsystem is a daisy chain of sensors, each having a single chip microcomputer interface [78] . The link to the servo unit is a high-speed RS-232 serial line. The design of another multimicrocomputer network for generalized robotics control, consisting of four 68000 microprocessors, has been described by Plessmann [79] . Data exchange between nodes takes place at the data-link level over a custom parallel bus. Synchronization is performed via an interrupt scheme.
Another example is the CHORUS system, developed at the National Research Council of Canada [80] , which is based on 68 000 single board computers sharing a MULTIBUS. Communication is via message-passing primitives supplied by the HARMONY operating system [81] . An application has been described by Elgazzar [82] which locates, recognizes, and then inserts regularly shaped blocks into matching holes. The robot application task on one host and the vision application task on another host communicate for mutual synchronization and exchange. of information.
In this context of tightly coupled systems, we also mention a project at Carnegie-Mellon University to develop an autonomous land vehicle 11831. A set of slave processors dedicated to drive-train control and sensing systems for sonar, cameras, and proximity devices are linked to expert modules resident in a central processor. The experts share information via shared memory, but communication between a slave and its master is via message passing. This is managed by a small real-time kernel resident in each processor.
An industrial workcell for intelligent assembly has been described by Stauffer [84] . One robot acts as a material feeder for two others which weld pads on ignition modules. A vision system is used to accurately locate the pads for welding. The material handling robot acts as the master; it communicates with the welding robots via 8-bit parallel ports and with the vision system via a serial port.
A simple robotics testbed for small-scale laboratory experiments has been described by Wainwright and Moss [85] . The direction and speed of each robot joint servo is controlled by pulsewidth modulation using a custom robot controller. Communication between the controller and the supervisory host is over an 8-bit parallelled bus.
Another small-scale testbed consisting of two robot arms with separate controllers and a master controller with a voice recognition front end has been described by Chen et al. [86] .
The master passes messages to the two arms via dedicated serial lines to their controllers.
An experimental testbed for coordinated robot and vision work, which has been described by Makhlin [87] , is based on a Westinghouse vision system and an Olivetti robot with two arms. Communication between the two LSI/11 based systems is via high-speed DMA message transfers. Extensions to the Olivetti robot programming language SIGLA to support vision related commands is also described.
A testbed at the Jet Propulsion Laboratory for generalized bilateral control of two robot arms has been described by Bejczy and Lee [88] . Each robot is controlled by a set of three National Semiconductor microcomputers which communicate with each othEr over a shared parallel bus. A tightly coupled three-level hierarchical network of 16 8086-based microcomputers has been described by Alford and Belyeu [89] for the coordinated control of two PUMA arms.
The multiarm coordination computer transmits new p3sition commands to each robot via high-speed block transfers to intermediaries called prediction computers. The prediction computers use a simple handshaking protocol to issue new setpoints to the robots' joint controllers.
IV. DISCUSSION
In the context of distributed robotics, the right kind of IPC should solve two problems. It should provide a uniform way for cooperating processes to synchronize and exchange data; it should make it possible to link equipment from different vendors by hiding vendor-dependent aspects of the communication from the applications programmer.
Earlier in this paper, the following factors were identified for evaluating IPC in the context of distributed robotics: time, flexibility, and ease of use. It is obvious that interprocess communication in a distributed environment is complicated by the number of different modes of communication that can be considered. In general, we can say that RPC and messagepassing designs predominate in loosely coupled systems. Backplane budshared memory and mail are more suitable in tightly coupled environments.
When examining the user process interface to IPC, the programming language approach seems needlessly restrictive. Rather than extending a base language or inventing a new one with IPC primitives, it seems wiser to favor a network operating system orientation; each host should incorporate some kind of communication server to provide the IPC primitives independent of the programming language of the user processes. In this way a robot process written in the native language of the robot controller could easily communicate with perhaps an expert system written in an AI programming language. This would also facilitate the addition of new workcell elements requiring vendor-specific programming languages.
Like most of the designs surveyed, we favor message passing over more restrictive alternatives such as RPC or mail. RPC is conceptually simpler for the workcell programmer since it hides concurrency; the calling process is blocked until the remote procedure terminates. Mail is also simple but may involve unnecessary overhead associated with storing and deleting messages, updating unread message lists, signaling associated processes, etc. In a sense, message passing is a lowlevel mechanism and is, therefore, more general since the particular semantics can be tailored to the application.
Distributed systems employ different types of communication depending on their architecture. In general, tightly coupled systems offer higher rates of communication but at the expense of a less flexible system. However, the cooperating hosts (controllers) must be in geographic proximity, especially for backplane bus systems. Thus backplane bus systems tend to be limited to the distributed control of a single workcell element, such as a multijoint robot. This is especially true if information must be rapidly exchanged; for example, robot controllerijoint controller dialogue typically occurs on the order of milliseconds. In these cases the lower bandwidth of network alternatives makes them unsuitable.
However, backplane bus systems have certain limitations. Usually, an upper limit exists to the number of hosts which can be linked by a backplane bus, and products from different vendors do not always share the same backplane design. However, the development of certain standards such as the VMEbus and Multibus by microprocessor vendors has made this problem less severe. As VLSI continues to push down the cost of computing, it makes more and more sense to put intelligence out in the field beside the physical devices and then network them. Since the amount of information exchanged at the workcell level tends to be small, primarily for synchronization, and on the time scale of seconds, the high bandwidth offered by the backplane bus is not always required.
Some of these same considerations apply to mail or message-passing systems based on shared memory. Again, it seems wisest to confine memory management to a dedicated server to simplify the IPC user process interface.
The layered framework adopted by the IS0 provides a highly desirable architecture for communication in a loosely coupled distributed processing environment. It is generally accepted that a hierarchical layered architecture is desirable when the programming environment is constantly evolving; layering makes it convenient to experiment with different levels of the implementation. However, functions at one level are sometimes duplicated or undone by another level, and this can make the overhead associated with layering unacceptable.
V. SUMMARY
Although the need to standardize communication mechanisms is apparent, reaction from the robotics industry has been slow and limited. A survey of relevant work suggests that few attempts have been made; the survey presented was more a review of published research activities than industrial efforts.
Each of the approaches presented satisfies a particular aspect of interprocess communication in a distributed robotics environment. Depending on the system requirements, one has the choice of a programming language versus an operating system approach complimented with either a loosely coupled network system or a tightly coupled multiprocessor system. In general, a loosely coupled system such as a LAN offers greater flexibility. However, some elements in the workcell must work together in a tightly coupled way, perhaps requiring specific kinds of IPC to meet special constraints on speed and reliability. As we have seen, backplane bus systems are more appropriate in these situations. Since it is desirable to present a simple and uniform programming interface which would hide the underlying aspects of communication, selecting the appropriate IPC approach is often difficult.
The task of designing and implementing a suitable IPC facility for a distributed robotics application is not easy. However, once such a facility is in place, even more complex issues present themselves, namely planning workcell activities and coordinating the corresponding workcell processes. These topics are the subject of other research [90] .
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