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Résumé – Le problème traité est celui de la séparation aveugle d’un mélange convolutif multi-entrées/multi-sorties de sources mutuellement
indépendantes. Le cadre général considéré est celui de sources non nécessairement i.i.d., l’accent étant mis sur les méthodes séquentielles de
séparation.
Plus précisément, ce travail s’intéresse à la prise en compte, dans le modèle de mélange et dans les critères de séparation, de la présence d’un
bruit additif sur les capteurs. L’étude que nous réalisons justifie et illustre le fait qu’une simple soustraction des cumulants du bruit, ici supposés
connus, permet d’améliorer la qualité d’estimation du système séparant.
Abstract – The topic which is addressed here concerns the blind separation of a multi-input/multi-output convolutive mixture of mutually
independent sources. The considered framework includes the case of non necessarily i.i.d. sources, emphasis being put on iterative source
separation methods (i.e. the sources are extracted one by one).
More precisely, this work shows how to take into account the presence of an additive noise, both in the model and in the design of separation
criteria. Our study justifies and illustrates that the estimation of the inverse of the mixing system can be improved by simply subtracting the
cumulants of the noise.
1 Introduction
Depuis plusieurs années, la séparation de sources est un su-
jet de recherche particulièrement actif. Cet engouement peut
s’expliquer par le large spectre d’applications envisageables ;
on peut notamment citer les télécommunications, l’acoustique,
la sismique, le domaine biomédical, . . . Le cadre aveugle est ici
considéré, lequel offre l’avantage de ne requérir que des hypo-
thèses faibles sur le mélange : en dehors de sa structure géné-
rale, souvent supposée linéaire, aucun paramètre de ce dernier
n’est supposé connu.
Compte tenu de l’intérêt applicatif, on peut s’étonner que
le cas de données bruitées n’ait donné lieu qu’à des contribu-
tions peu nombreuses mais récentes [3, 10], témoignant d’une
attention nouvelle et accrue dédiée à ce cas. Nous souhaitons
ici faire le point sur la situation en mettant l’accent sur les mé-
langes convolutifs multi-entrées / multi-sorties altérés par un
bruit additif sur les capteurs.
Depuis plusieurs années, des méthodes efficaces existent
pour la séparation des mélanges linéaires instantanés de sources
[5, 2]. Le cas des mélanges convolutifs demeure en revanche
plus difficile. Les directions principalement explorées ont été
les suivantes. Généralisant les contrastes introduits pour les
mélanges instantanés, des méthodes de séparation conjointes
ont été proposées [6, 9]. Leur inconvénient réside à la fois
dans l’existence de maxima locaux parasites et dans la néces-
sité d’un préblanchiment temporel qui est délicat. D’autre part,
des approches fréquentielles ont également prouvé leur vali-
dité dans le cas des sources i.i.d. [1], malgré certaines difficul-
tés d’estimation statistique. Enfin, des approches séquentielles
de reconstruction des sources ont été proposées. La plus popu-
laire d’entre elles, la déflation [11, 13], consiste à extraire les
sources une par une ; après chaque reconstruction, la contribu-
tion sur les observations de la source récupérée est soustraite
par une méthode de moindres carrés. Le procédé est répété jus-
qu’à l’extraction de la dernière source Il existe par ailleurs des
méthodes séquentielles qu’on peut qualifier de hiérarchiques
[12] où les sources précédemment extraites sont utilisées afin
de contraindre l’espace de recherche des sources suivantes [8,
4].
Nous souhaitons, dans le cas bruité, étudier plus particuliè-
rement les méthodes séquentielles de séparation, dont l’effi-
cacité est reconnue quand le bruit est négligé. En contrepar-
tie, ces techniques présentent des phénomènes d’accumulation
d’erreurs au fur et à mesure des extractions, ce qui fournit une
motivation supplémentaire à l’étude de l’influence du bruit.
2 Formulation du problème
2.1 Modèle
Considérons un signal vectoriel à temps discret (s(n))n∈Z,
dont les composantes (s1(n))n∈Z, . . . , (sN (n))n∈Z sont appe-
lées signaux sources. Le modèle d’un mélange convolutif de





M(k)s(n− k) + b(n) ,M[z]s(n) + b(n) (1)
où (b(n))n∈Z , ((b1(n))n∈Z, . . . , (bQ(n)n∈Z))T correspond
à un bruit additif et (M(k))k∈Z est la réponse impulsionnelle
d’un filtre multivarié appelé filtre de mélange. Conformément à
l’équation (1), nous désignons parM[z] =∑n∈ZM(n)z−n la
transformée en z d’un filtre (ici, filtre multivarié de mélange) et
par M[z]s(n) la sortie du filtre excité par le signal (s(n))n∈Z.
Le but de la séparation de source consiste en la détermination





reconstitue au mieux les sources. Dans le cadre aveugle dans
lesquel nous nous plaçons, les sources sont inobservables et au-
cune connaissance supplémentaire n’est disponible sur le filtre
de mélange. Les hypothèses suivantes sont supposées satis-
faites :
A.1 Stationnarité des sources et non nullité de leurs auto-
cumulants d’ordre quatre. La fonction d’autocorrélation
de chacune des sources est définie positive et notée res-
pectivement (γi(k))k∈Z, i ∈ {1, . . . , N}.
A.2 Indépendance mutuelle des sources (s1(n))n∈Z, . . . ,
(sN (n))n∈Z.
A.3 Inversibilité à gauche du filtre M[z] (ce qui implique en
particulier Q ≥ N ).
Dans le cas non bruité, les hypothèses A.1 à A.3 garantissent
qu’il est possible de reconstituer les sources à une permutation
et un filtrage scalaire près, càd qu’il est possible de détermi-
ner W[z] tel que le filtre global G[z] , W[z]M[z] s’écrive
Pdiag(h1[z], . . . , hN [z]), oùP est une matrice de permutation
et les hi[z], i ∈ {1, . . . , N} sont des filtres scalaires. Ces der-
niers se réduisent à des retards dans le cas de sources tempo-
rellement indépendantes et identiquement distribuées (i.i.d.).
2.2 Hypothèses sur le bruit
Les méthodes de séparation que nous abordons sont basées
sur des cumulants d’ordre supérieur et l’hypothèse gaussienne
est souvent prétextée pour éliminer ou négliger l’influence du
bruit : il convient cependant de ne pas oublier que, même dans
ce cas favorable, les statistiques d’ordre deux interviennent
sous forme de contraintes et peuvent être perturbées par le bruit.
Nous supposerons ici :
A.4 Le bruit est stationnaire, centré et indépendant des sour-
ces. De plus, ses statistiques d’ordre 2 et 4 sont connues.
2.3 But et notations
Compte tenu de la présence de bruit, une reconstruction par-
faite des sources est impossible malgré l’hypothèse A.3. Aussi,
nous nous concentrons sur le problème de l’estimation d’un in-
verse W[z] du système de mélange.
Les méthodes séquentielles de séparation que nous considé-
rons extraient les sources une par une, càd qu’elles déterminent
successivement les sorties globales (yi(n))n∈Z pour i variant
de 1 à N . Ceci revient à chercher successivement les lignes
correspondantes du filtre séparateur, ou encore les lignes du
filtre global. Pour alléger les notations, à l’étape i, nous notons
simplement g[z] et w[z] les ième lignes en cours de recherche
des filtres G[z] et W[z]. Le signal scalaire y(n) est également
la ième sortie correspondante. Par ailleurs, nous aurons besoin,















3 Extraction d’une source
Nous considérons d’abord l’obtention de la sortie y(n) du
séparateur, par exemple lors de la première étape d’extraction.




où C4{.} désigne l’auto-cumulant d’ordre quatre, est une fonc-
tion de contraste [11]. Plus précisément, sa maximisation mène
à un filtre ligne global g[z] n’ayant qu’une unique composante
non identiquement nulle.
Des résultats théoriques similaires s’appliquent dans le cas
bruité à condition d’introduire les termes correctifs nécessaires.





fournit un filtre n’ayant qu’une composante non nulle. Or, en
utilisant l’hypothèse A.4, un calcul immédiat donne :
E{|y(n)|2} = ‖g‖2 + E{|w[z]b(n)|2} (7)
C4{y(n)} = C4{g[z]s(n)}+C4{w[z]b(n)}. (8)






















Cum{xj1(n− k1), x∗j2(n− k2), xj3(n− k3), x∗j4(n− k4)}
− Cum{bj1(n− k1), b∗j2(n− k2), bj3(n− k3), b∗j4(n− k4)}
)
(10)
on constate que la solution proposée revient à soustraire la co-
variance (resp. quadricovariance) du bruit de la matrice de co-
variance (resp. quadricovariance) du vecteur des observations
(x(n))n∈Z. Evidemment, pour un bruit gaussien, seule la cor-
rection (9) est nécessaire.
TAB. 1 – Valeur médiane sur 1000 réalisations du critère ISI1 (mélange de 3 sources sur 4 capteurs, filtre de longeur 3, 10000
échantillons).
σb 0.6 0.5 0.4 0.3 0.2 0.1
ISI1, bruit «soustrait» 0.0088 0.0074 0.0057 0.0050 0.0050 0.0047
ISI1, bruit ignoré 0.0242 0.0193 0.0144 0.0105 0.0076 0.0051



























FIG. 1 – Répartition des valeurs du critère ISI1 obtenues sur
1000 réalisations (mélange de 2 sources sur 4 capteurs, filtre
de longueur 3, 10000 échantillons).
4 Extraction séquentielle des sources
4.1 Déflation
L’extraction séquentielle des sources se fonde explicitement
sur l’exploitation de statistiques d’ordre deux. Ainsi, l’appro-
che par déflation utilise la sortie (y(n))n∈Z du séparateur ob-
tenue à l’étape précédente pour soustraire la contribution de
la source correspondante dans le mélange. Plus précisément, il
s’agit de déterminer par moindres carrés un filtre ajusté t[z] =
(t1[z], . . . , tQ[z])T de taille Q × 1. Sous réserve que l’étape
précédente ait permis la détermination d’un filtre ligne w[z]
extrayant exactement une source, par exemple la première, on
a w[z]M[z] = (h1[z], 0, . . . , 0)). Il est alors possible d’écrire,
en utilisant (1) ainsi que l’indépendance mutuelle des sources
et celle du bruit :





L’annulation de la contribution de la première source sur les
capteur est obtenue à condition que, pour tout i ∈ {1, . . . , Q},
le filtre Mi1[z] − ti[z]h1[z] soit identiquement nul. Par consé-
quent, le filtre ajusté t[z] peut être obtenu comme résultant
de la minimisation du membre de droite de l’équation (11).
Dans le cas non bruité, ceci se réduit à la minimisation de
E{|xi(n)− ti[z]y(n)|2}. En présence de bruit, le critère d’op-
timisation reste du même type, mais où la corrélation du bruit
doit être soustraite de celle des observations. Ceci revient à mi-
nimiser, pour tout i ∈ {1, . . . , Q}, le critère quadratique :
E{|xi(n)− ti[z]y(n)|2} − E{|ti[z]w[z]b(n)|2}
+ 2<{E{b∗i (n)ti[z]w[z]b(n)}}. (12)
Enfin, il est important de noter que le retour de prédiction de
l’étape de déflation introduit un filtrage du bruit sur les capteurs
par le filtre I−t[z]w[z]. Dans la pratique, il convient, à chaque
étape, de prendre en compte les modifications des caractéris-
tiques statistiques du bruit que cela entraîne.
TAB. 2 – Valeur médiane sur 500 réalisations du critère ISI
obtenu par une méthode de déflation (3 sources, 4 capteurs,
10000 échantillons, σb = 0.3).



























Bruit "soustrait", extraction 1
Bruit "soustrait", extraction 2
Bruit ignore, extraction 1
Bruit ignore, extraction 2
FIG. 2 – Répartition des valeurs des critères ISI (i = 1, 2) obte-
nues sur 1000 réalisations (mélange de 2 sources sur 3 capteurs,
filtre de longueur 3, 10000 échantillons, σb = 0.3).
4.2 Méthode hiérarchique par décorrélation
Les résultats précédents s’adaptent aux approches hiérarchi-
ques qui visent la décorrélation spatiale des sorties du sépara-
teur. Il a été démontré [4] qu’il est possible, au lieu d’effectuer
une soustraction de déflation, de contraindre la recherche des
lignes successives du séparateur de sorte que les sorties soient
mutuellement décorrélées. Cette décorrélation se traduit sur la
ligne du filtre séparateur que l’on cherche en une contrainte
quadratique dans laquelle intervient l’autocorrélation du vec-
teur d’observation (x(n))n∈Z. L’insertion du bruit dans le mo-
dèle permet, au travers de calculs analogues au cas précédent,
de constater que la contrainte idéale souhaitée est obtenue en
soustrayant la corrélation du bruit à celle du vecteur d’observa-
tion.
5 Résultats
Les performances de l’estimation du système inverse ont été
évaluées sur la base d’un critère d’interférences entre symboles,
qui s’écrit pour la ième (1 ≤ i ≤ N ) ligne du filtre global :
ISIi ,
∑
j,k |Gij(k)|2 −maxj,k |Gij(k)|2
maxj,k |Gij(k)|2 (13)
Les sources considérées étaient réelles du type PAM4 et le bruit
additif était gaussien, décorrélé, de variance σ2b sur chaque cap-
teur. Le tableau 1 compare les résultats obtenus pour l’extrac-
tion de la première source lorsque le bruit est pris en compte
ou ignoré. La répartition des valeurs du critère ISI1 obtenues
au cours des réalisations est donnée pour deux niveaux de bruit
différents sur la figure 1. On constate que la méthode proposée
permet d’améliorer l’estimation de l’inverse du filtre de mé-
lange, ce qui s’avère d’autant plus utile que la puissance de
bruit est importante.
Enfin, l’extraction successive des sources avec prise en com-
pte du bruit est illustrée dans le cadre de la déflation. Le tableau
2 fournit les valeurs du critère de séparation lors de l’extraction
successive de trois sources. La figure 2 indique la répartition
sur l’ensemble des réalisations des valeurs des critères de sé-
paration dans le cas d’un mélange de deux sources sur trois
capteurs. Nous constatons à nouveau l’intérêt de la prise en
compte du bruit. En parallèle, nous pouvons noter une dégra-
dation des résultats au fur et à mesure des extractions, due à
l’accumulation d’erreurs propre aux méthodes séquentielles.
6 Conclusion
Nous avons dans cet article illustré l’effet du bruit dans les
méthodes aveugles de séparation de sources basées sur l’emploi
du kurtosis. La plupart du temps négligé, l’influence du bruit
dans les statistiques d’ordre 2 et 4 a ici été prise en compte
dans le but d’une amélioration de l’estimation de l’inverse du
système de mélange.
Un autre problème serait de minimiser l’erreur quadratique
moyenne entre chaque source et son estimée respective. Il est
intéressant, à ce propos, de noter que l’utilisation du filtre in-
verse obtenu par la méthode présentée n’est a priori pas la solu-
tion la plus efficace. En effet, le bruit se répercute sur chacune
des estimées avec une varianceE{|Wi:[z]b(n)|2} qui n’est pas
explicitement contrôlée. Néanmoins, il a été observé que l’éga-
lisation par des critères de module constant présente de bonnes
performances en terme d’estimation linéaire en moyenne qua-
dratique. Des résultats théoriques [15, 14, 7] concernant le com-
portement des algorithmes de ce type invitent à penser qu’il
conviendrait d’utiliser des méthodes d’estimation non-linéaire
afin d’obtenir de meilleurs résultats.
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