











Declaro  que  el  presente  Proyecto  de  Graduación  ha  sido  realizado  enteramente  por  mi 
persona,  utilizando  y  aplicando  literatura  referente  al  tema  e  introduciendo  conocimientos 
propios. 










Este proyecto es una solución basada en investigación y aplicación de la robótica y la visión por 
computadora. Consiste en el análisis de objetos por medio de sus características visuales y la 
selección  de  los mismos  para  ser  ubicado  en  posiciones  establecidas  para  categorías  según 
esas  características,  todo esto  con un  sistema  robótico automático.  Se pretende mejorar  los 







































































agroindustria,  esto  se  refleja  en  nuestras  exportaciones  anuales,  unos  pocos  productos 
relacionados a este  sector productivo  representó un 18% de  las  exportaciones  totales  en al 
año 2006, tendencia que no ha variado en los años posteriores. 
En la tabla 1.1, se tiene un mercado que involucra el aproximado de 23.2 % de la exportación 
total  para  el  país,  que  produjo  en  ese  entonces  un  ingreso  de más  de  setecientos  ochenta 
millones de dólares. 
Tabla 1.1  Principales productos de exportación para el año 2006 [19] 
Numero  Subpartida  Descripción  Valor (US$)  Porcentaje 
3  80300  Bananas o plátanos, frescos o secos  312,609,193.00  9.30% 
5  80430  Piñas tropicales (ananás), frescas o secas  214,758,869.00  6.40% 
6  90111  Café sin tostar y sin descafeinar  116,438,363.00  3.50% 
15  80719  Melones frescos  54,871,432.00  1.60% 
19  060310  Flores y capullos frescos  34,416,948.00  1.00% 
28  071490  Las demás raíces y tubérculos  21,603,089.00  0.60% 
24  71410  Raíces de yuca  25,470,038.00  0.80% 
Total  780,167,932.00  23.20% 
Analizando  cada  rubro,  se  deduce  una  evidente  relación  en  los  procesos  involucrados,  una 
etapa de selección de productos, ya sea para utilizar la mejor materia prima posible, como es 
el  caso  de  aceite  de  palma,  o  para  clasificar  la  calidad  de  los  productos  de  exportación 
basándose en los estándares internacionales. Se tiene en común además que esta clasificación 
tiene  que  ver  con  las  características  externas  del  producto,  tales  como  color,  apariencia 
externa de la cáscara, tamaño, diámetro, entre otras.
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El  principal  problema  que  se  atiende  con  este  proyecto  es  el  error  en  la  selección  de  los 
productos y  la subjetividad de los trabajadores a cargo de esta tarea, la cual es generada por 
diferentes factores. Por ejemplo el  cansancio, desgano, enfermedad visual, etc. 
Esto  provoca,  sin  duda  alguna, pérdidas monetarias, ya  que  sea  por  la  poca  exactitud  en  la 
calidad  del  producto  final,  o  el  error  en  la  calificación  de  calidad  de  un  embarque  para 
exportación. 
Al  no  haberse  hecho  un  estudio  del  impacto  directo  que  este  problema  genera  en  las 
diferentes empresas involucradas, no se puede hablar de cifras exactas de un incremento de 
ganancias, ya que en esto intervienen otros factores, como la competencia, las capacidades de 
negociación,  entre  otras.  Pero  lo  que  sí  se  puede  afirmar,  es  que  en  parte  del  proceso  de 
producción se reducirán las pérdidas que generaban una errónea elección, ya sea de materia 
prima o de producto final, y su valoración. Al disminuir estas pérdidas se reducen los costos de 
operación  de  las  empresas  y  una  mejor  calidad,  por  lo  que  se  le  ofrece  una  margen  de 




Al  identificarse  el  factor  humano  como  un  inicio  del  problema  se  elimina  el  mismo  en  el 
proceso de selección de objetos. Esta selección se continúa realizando por medio de un análisis 
automático de las características visuales, tales como tamaño, forma, colores, áreas. 
Aunque  el  ser  humano  no  participe  directamente  en  esta  parte  del  proceso  se  le 
brinda la capacidad de tomar decisiones en todo momento; como por ejemplo adecuación de 
los parámetros de comparación o velocidad del sistema, por ejemplo, lo cual se logra con una 
interfaz, fácil de utilizar, para que tenga la capacidad de tomar las medidas correctas cuando el 
algoritmo se vea limitado a hacerlo. 
Se opta por utilizar diferentes herramientas tecnológicas que faciliten y optimicen el proceso 
expuesto anteriormente, se recurrirá por tanto a los siguientes conceptos: 
i.  Obtención de imágenes digitales por medio de cámaras de video 
ii.  Análisis computacional de imágenes digitales 





de  que  se  deben  identificar  procesos  pequeños  e  individuales  y  que  la  suma  de  todos  nos 
permita llegar a una solución adecuada, tal y como se muestra en la figura 1.1. 
Figura 1.1  Diagrama de bloques de solución general 
Estas  se  ampliarán  con mayor  detalle  durante  el  desarrollo  de  este  documento,  pero  cabe 
destacar algunos requerimientos del sistema: 
1.  La cantidad de objetos que se analizan por ciclo son 3. 






en  el  proceso  de  selección  de  objetos  sin  la  necesidad  de  un  operario  en el 
puesto de trabajo. 
2.2  Objetivo general 
Desarrollar  un  sistema  en  robótica  el  cual  seleccione  objetos  de  manera 
automática basándose en las características visuales de los mismos. 
2.3  Objetivos específicos 
















Además  las  diferentes  maneras  de  programación  del  brazo  robot  se  tomo  del  libro 
Fundamentos de robótica, del autor Barrientos. 
Se  baso  en  el  manual  de  usuarios  de  la  herramienta  de  programación  Matlab,  el  cual 
contiene  bibliotecas  especializadas  en  la  obtención  de  imágenes  digitales  y  su 





La  visión  humana  es  la  capacidad  de  captar  la  luz  de  nuestro  medio  ambiente  e 
interpretarla  en  formas,  colores,  texturas,  tamaños,  distancias,  en  fin,  todas  las 
características visuales del mismo, tal herramienta es indispensable para la mayoría de los 
seres vivientes para su supervivencia. Este complejo proceso, denominado sistema visual, 
no se ha podido descifrar en toda su capacidad, es decir, los procesos que el cerebro realiza 
para distinguir entre objetos, reconocerlos y diferenciarlos. 
El primer órgano que entra en acción, cuando percibimos nuestro entorno por medio 










realizar  tareas  humanas,  desarrollarlas  con  precisión  y  ocuparse  repetidamente  en  una 









un  eje  alrededor  del  cual  dos  miembros  giran.  El  brazo  está  capacitado  para  realizar 







Para  la  programación  de  brazo  robot  se  debe  tener  en  consideración  los  siguientes 
aspectos: 
·  Control  cinemático  del  brazo  robot:  Establece  cuales  son  las  trayectorias  que  debe 
seguir cada articulación del brazo para que la herramienta llegue a un punto específico 
y  con  una  orientación  definida.  Interviene  el  estudio  del modelo  cinemático  directo 
por medio del algoritmo de Denavit‐Hartenberg y el estudio de la cinemática indirecta 
[20]. 
·  Control dinámico del brazo robot: Realiza  la  tarea de que  las  trayectorias  reales que 
sigue  cada  articulación  sean  lo  más  parecidas  a  las  trayectorias  planteadas  por  el 
control cinemático.
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·  Programación  gestual:  es  en  la  cual  el  programador  guía  físicamente  al  robot  para 
enseñarle la manera de ejecutar la tarea, el robot guarda las posiciones y movimientos 
y luego los repite. 
·  Programación  textual:  es  cuando  el  programador  realiza  la  descripción  de  tareas 
utilizando  un  lenguaje  de  programación,  los  cuales  especifican  las  acciones  que  el 
mismo debe tomar. 
·  Programación  implícita:  La  programación  implícita,  en  la  cual  el  programador 



























































valores entre 0 y 1, por lo que visualmente se tiene una gama de valores que rondan 




































La  visión  por  computadora  también  es  conocida  como  visión  artificial,  y  el  propósito 














a)  Seguridad: Reconocimientos de patrones faciales, Video vigilancia. 
b)  Control de calidad: Medición y selección de objetos 
c)  Control Automático 
d)  Ciencias y tecnología: Biología, Matemáticas, Inteligencia Artificial. 
Es por  lo tanto  la aplicación de  la visión por computadora una gama amplia de aplicaciones, 






Se  realizo  un  estudio  de  los  factores  que  son  determinantes  para  la  exportación  de  ciertos 
productos,  especialmente  los  relacionados  con  la  agroindustria,  identificando  así  patrones 
comunes en  los diferentes procesos. Al obtener el  factor en  común se obtiene una variable, 
que  al  mejorarla,  se  optimiza  la  calidad  de  los  bienes  a  importar  obteniendo  mejores 
calificaciones de los estándares por aprobar. 
La  información  es  obtenida  de  organizaciones mundiales  que  establecen  los  estándares  de 
calidad  para  la  agroindustria,  y  por  supuesto,  de  los  países  extranjeros  para  los  cuales  los 
productores costarricenses se exportan, por ejemplo Estados Unidos de América o Panamá. 
4.2  Evaluación de las alternativas de solución 
Se  propusieron  dos  alternativas  para  la  solución,  cuya  diferencia  radica  en  la  manera  de 
obtener la información de los objetos: 













5.1  Proceso  de  análisis  y  acierto  de  utilizar  la  visión  por  computadora  como  mejor 
solución 
Se plantean dos posibles soluciones, las cuales se describen a continuación. 




característica del objeto, esto es, un sensor para determinar la posición, otro para establecer el 
color, otro sensor para medir el tamaño. Lo que hace que esta solución tenga limitaciones para 
realizar futuras mejoras, o sea, el sistema es una solución cerrada, ya que la implementación 
de mejoras resulta complicada en este sistema rígido, debido a sus limitaciones de hardware. 
La segunda solución se basa en Visión por Computadora y la utilización del brazo robot, la cual 
utiliza pocos elementos de hardware, simplemente una cámara de bajo costo y una PC, la cual 
se utiliza una ya existente en el  lugar donde se  realiza  la  investigación, disminuyendo así  los 
costos. 
Tiene  la  ventaja  de  poder  implementarse  en  cualquier  lugar  sin  tener  una  inversión 
alta,  además  de  ser  una  solución  abierta,  teniendo  la  capacidad  de  mejoras,  adición  de 
módulos, y actualizaciones. 
Otro punto a favor es que la solución requiere de solo un dispositivo para analizar al 


















Para  esta  etapa  se  basa,  en  su  totalidad,  en  la  herramienta  de  programación  y 
algoritmos matemáticos Matlab, ya que este es  lo suficientemente poderoso y amplio en su 
gama  de  soluciones  para  satisfacer  las  necesidades  del  problema,  además  de  tener  la 





·  Una  computadora  personal:  que  contiene  la  interfaz  del  usuario,  los  algoritmos  de 











1.  El  operador  selecciona  por medio  de  una  interfaz  cuales  objetos  serán  ubicados  en 
respectivas posiciones finales, dependiendo de sus características visuales. 
2.  Se obtiene la imagen digital de los objetos a analizar 










Figura 5.3  Diagrama de Interface de usuario 
Figura 5.4  Interface de usuario y control de los procesos 
Es importante destacar que el operador es el encargado de iniciar el proceso y establecer los 





los  casos  en  que  los  las  características  visuales  de  los  objetos  no  corresponda  a  ninguna 
posición final.
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imagen,  estos  claramente  no  pertenecen  en  sí  a  esta  parte  de  la  solución,  aunque 




A  continuación  se  explica  cada  uno  de  los  bloques  del  proceso  de  análisis  de  imágenes 
digitales. 
Bloque B1: 
En seguida de obtener el video, se selecciona la imagen de muestra en formato digital, 
esta  imagen  es  tratada  con  diferentes  filtros  con  el  fin  de  disminuir  el  ruido  y  mejorar  la 
calidad  de  la  misma  ya  que  la  calidad  de  la  cámara  utilizada  es  muy  baja,  en  cuanto  a 
definición,    lo  cual  produce  efectos  nocivos en  el  análisis  de  imágenes  digitales,  pero  al  ser 
mejorada los algoritmos subsiguientes tienden a arrojar mejores resultados. 
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El procedimiento de filtro de orden se fundamenta en la estadística de orden, la cual 
opera  en  la  vecindad  de  un  píxel  (  conocida  también  como  ventana)  y  organiza  todos  los 
píxeles de  la  ventana en orden  secuencial,  según  sus niveles de gris  f1  ≤  f2 ≤  f3 ≤ … ≤  fn2, 
donde f1,f2, f3, fn2 son valores de Intensidad 
El filtro de la mediana, el cual pretende que el valor del píxel transformado obtenga un 
































































































Luego  se  identifica píxel  por píxel mediante  los diferentes  colores que presentan,  es 
decir  que  los  píxeles  con  un  valor  común  pertenecen  a  un mismo objeto,  esto  teniendo  en 
cuenta  los valores de sus píxeles vecinos. Además se agrega a esta etapa la identificación de 
los  bordes  de  los  mismos  objetos,  los  cuales  se  identifican  por  el  cambio  brusco  de  una 
vecindad de píxeles en con cierta orientación semejante. Para ser específico se aplica la primer 
derivada, cuando esta presenta cambios de signo significa que se presenta en un borde. 
Así  que  el  proceso  ha  identificado  el  primer  color  que  existe  en  la  imagen  crea  una 
máscara,  la  cual  es  una  réplica  de  los  píxeles  que  tengan  un  valor  igual  o  similar  al  color 
identificado, al enmascarar la imagen original se crea una tercer imagen que solo contiene los 
objetos de ese color. Así se realiza sucesivamente con los dos objetos restantes. 
Como  ejemplo  de  este  algoritmo  se  tiene  la  siguiente  figura,  donde  se  tiene  una 
imagen  compuesta por  tres objetos,  un  rectángulo  rojo,  un  círculo amarillo  y  un  rectángulo 
verde. Se crea una imagen máscara del objeto que se desea conservar, se aplica la máscara y 




























































































































que  convierte  a  un  0  lógico  todos  los  píxeles  que  pertenecen  al  fondo  (conocido  como 
background)  y  en  un  1  lógico  a  todos  los  píxeles  que  pertenecen  al  objeto.  Se  procede  a 
































Y esta manera se obtiene la posición exacta de los objetos dentro de la misma imagen. 
Tamaño: 
Utilizando las imágenes binarias, descritas en la ecuación 5.15 y representadas por la 





























Forma:  Los  objetos  de  estudio  son  figuras  geométricas  básicas:  Triangulo,  Cuadrado, 
Rectángulo y Círculo.
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Teniendo una relación entre el cuadrado de mayor tamaño que es contenido dentro de 

































Se  representa  lo  descrito  por  medio  de  figura  5.9,  en  la  cual  se  observan  las  diferentes 
posibilidades de  los tamaños que pueden tener  los objetos si el posible cuadrado  interno es 
del mismo tamaño para todos los objetos.
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La  comparación  de  los  resultados  obtenidos  en  el  bloque  B2  es  crucial  para  definir  si  los 
mismos  están  dentro  de  los  parámetros  que  se  esperan.  Por  ejemplo  en  este  proyecto  se 




Por  ende  se  tiene  en  el  bloque  C  de  la  figura  5.3  una  pequeña  base  de  datos  con 
márgenes en que se manejan los resultados. 
Luego de comparar todos los resultado de las características visuales de cada objeto se 
tiene  una  respuesta  binaria,  Verdadero  o  Falso,  si  es  Verdadero  eso  indica  que  todos  los 
resultados están dentro de  los parámetros correctos, si es Falso indica que  los resultados no 
son  confiables  o  que  algún  proceso  no  se  concluyó  con  éxito,  entonces  retorna  al  bloque 

































5.  secuencia  de  movimientos  para  ubicarse  en  la  posición  inicial  de  búsqueda  de 
objetos 
6.  Se reitera para los otros objetos restantes. 
La  programación  del  brazo  robot  se  realizó  mediante  la  programación  textual  y  la 
programación  implícita,  donde  la  programación  textual  se  realizó  la  descripción  de  tareas 
utilizando un lenguaje de programación, los cuales especifican las acciones que el mismo debe 
tomar,  esto  quiere  decir  que  se  llevo  articulación  por  articulación  hasta  las  posiciones 
deseadas  y  las mismas  fueron  grabadas  en memoria,  luego  por medio  de  la  programación 
implícita se entregan ordenes sin necesidad de especificar detalladamente los procedimientos, 
por  ejemplo  ordenarle  al  robot  que  vaya  de  la  posición  1  a  la  posición  2,  al  conocerlas,  el 






En  este  apartado  se  presentan  los  principales  resultados  obtenidos  en  el  desarrollo  de  este 
proyecto, entre los más destacados se tiene el comportamiento de los datos de forma, tamaño 
y color de los objetos, definidos como las características visuales de los mismos. 
Adicionalmente  se  presenta  un  ejemplo  de  las  imágenes  obtenidas  en  el  proceso  de 


























































































comparar  los  resultados obtenidos en el  proceso. A continuación  tenemos  la  figura 6.5,  que 
nos muestra  los valores del coeficiente del área del objeto entre el valor del área del mayor 





































Luego  se  intenta  mejorar  la  imagen  del  fenómeno  denominado  “Salt&Pepper”,  el  cual  es 















La  utilización  de  la  herramienta MATLAB  y  sus  bibliotecas  hizo  que  este  proyecto  integrará 




El  procesamiento de  la  imagen se basa en la aplicación de  filtros a la misma,  la cual  resulta 
interesante ver el comportamiento de diferentes valores para el filtro, ya que para filtros bajos 
se iba perdiendo el detalle de los contornos de los objetos y el siguiente proceso de separación 
de objetos resultaba erróneo, así que se procedió en la búsqueda de los parámetros que mejor 
se ajustarán a la calidad de imagen resultado de la cámara, para que el resultado fuera preciso 
para que el  siguiente proceso de  separación de objetos  resultara  correcto.  La  separación de 
objetos  se basó en el  principio de que  los objetos en  la  imagen  tienen un  color diferente  y 
fondo en común oscuro y resultó posible debido a las diferencias entre la fuerza del descriptor 






Para  la  identificación  de  las  características  visuales  se  aplicaron  principios  básicos  de  la 








definido  se  trabaja  en  valor  de  la  tonalidad,  debido  a  los  colores  que  se  utilizan  para  este 
proyecto, objetos de color rojo, amarillo y verde, estos presentan diferente tonalidad uno de 
otro, además de que se determinaron los patrones de la saturación y la luminosidad del color 
de  los  objetos.  Para  verificar  este  dato  se  toma  una  muestra  en  el  centro  del  objeto  y  se 
adquieren estos tres datos por separados, luego se comparan con el patrón de referencia para
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determinar qué  color es  el  objeto.  Lamentablemente en este  caso no  se  tiene una garantía 
como en los casos anteriores, ya que el cambio de la luz ambiente varia los datos del objeto en 
el  espacio  HSV,  esto  se  probó  con  luz  natural,  luz  artificial  tipo  blanca,  luz  artificial 
incandescente,  luz difuminada,  resultando valores diferentes en todos  los casos. Por ende  la 
referencia variable para cada caso condujo a la conclusión de que el cambio de niveles y tipos 
de  luz  afectaban  directamente  el  comportamiento  de  los  colores.  Para  minimizar  estos 
problemas se tiene un lazo de realimentación el cual compara resultados y  los verifica, si  los 
datos obtenidos están fuera de los resultados esperados el proceso se repite. La característica 
del  color  fue  la  que  causó  la  necesidad  de  utilizar  retroalimentación  al  reconocimiento  de 
patrones  en  todos  los  casos  dados,  ya  que  los  resultados  no  estaban  dentro  de  los  rangos 
posibles,  por  ejemplo  de  cada  10  veces  que  se  realizaron  pruebas,  se  necesitó  corregir  y 
realizar nuevamente el proceso en una ocasión. 
La  identificación  de  la  posición  de  los  objetos  se  limitó  a  dejar  un  registro  que  relaciona  el 
número de objeto (Objeto1, Objeto 2, Objeto 3) con la posición final correspondiente, que en 
este caso se tienen 4 posiciones disponibles. 
















La  utilización  de  un  sistema  de  visión  por  computadora  en  este  caso  tiene  ventaja  en  las 
capacidades  de  análisis  de  posición  y  características  visuales  de  los  sistemas  que  utilizan 
sensores  de  otra  naturaleza,  esto  debido  a  que  las  herramientas  de  cotejo  de  imágenes  y 
obtención de datos tienen un potencial en muchos aspectos, y las opciones de incrementar la 
capacidad  de  exploración  son  factibles,  por  ejemplo  la  opción  de  añadir  el  estudio  de  las 
texturas, el seguimiento de objetos móviles, entre otros. 
La  utilización  de  una  herramienta matemática,  y  computacional  brinda  opciones  de 
crecimiento y mejoramiento. Esto extiende los alcances de esta aplicación, al llevarlo a un nivel 
de  uso  remoto,  generando  aplicaciones  en  ambientes  donde  resulte  dañino  para  el  ser 
humano. De esta manera existe una nueva aplicación de esta solución. 
Las  capacidades  del  brazo  robótico,  con    grados  de  libertad,  sobrepasa  las  capacidades  de 








este  tipo  de  proyectos  académicos.  La  comunicación  entre  la  cámara  y  la  herramienta  de 
adquisición de datos del programa Matlab se realizó sin problemas y el rango de transmisión 
de datos se trabajo con 30 fps, pero cabe destacar que el existió en la implementación retraso 
de  la  señal  con  respecto  a  la  imagen  real  en  cuanto  a  la  visualización  en  el  monitor  del 
operario,  dato  que  se  tiene  que  tomar  en  cuenta  para  la  continuación  del  desarrollo  del 
mismo. Así la obtención del video de entrada puede mejorar si se utiliza una herramienta con 
mejor  definición,  es  decir  una  video  cámara  con  más  cantidad  de  píxeles  por  toma, 









































































































6.  El  botón  de  STOP  detiene  el  brazo  robot,  utilizado  en  situaciones  de 
emergencia 
B.  Establecer  las posiciones iniciales de  los objetos y  las  finales, grabándolas en la memoria 
del brazo robot: 
a.  Dar clic al botón de INICIO para establecer las posiciones del robot 
C.  Iniciar el proceso de captura de imágenes dando clic en el botón de inicio de muestra 
D.  Establecer  las  características  visuales de  los objetos por posición,  se debe  tener mínimo 
una característica para las posiciones,  las cuales deben de ser de la misma categoría, por 
ejemplo  se  debe  definir  para  todas  las  posiciones  un  dato  para  el  color,  esta  puede 
repetirse,  si  solo  si,  existe  una  segunda  característica  que  haga  la  diferencia  entre  las 
posiciones
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Por ejemplo: 
·  Posición 1: Cuadrados 
·  Posición 2: Cuadrados y Rojos 
·  Posición 3: Rectángulos, Amarillos y pequeños 
E.  Obtener la muestra de los objetos
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F.  Iniciar el análisis de la muestra 
G.  Y para finalizar el ciclo, ordenar los objetos en las posiciones establecidas dando clic en el 
botón con el mismo nombre. 
H.  Volver a tomar la imagen de muestra. Si las posiciones tienen las mismas características 
omitir dicho paso.
