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Abstract

In the interest of mitigating high launch costs, small satellites are often chosen as
secondary payloads during launch operations. Their lower mission importance dictates stringent restrictions on the propulsion systems which can be implemented as
they cannot contain combustible or toxic agents; a common solution to this problem is implementation of micronozzles with cold-gas propellants in order to generate
thrust. The present research explores the efficacy of leveraging microwave-assisted
decomposition of a ’green’ chemical blowing agent, namely Azodicarbonamide, as
a propellant for use in a microthruster. The thermal evolution of a heterogeneous
ferromagnetic-doped propellant is analyzed numerically using COMSOL Multiphysics
in a microwave cavity. Simulation results utilizing and effective medium approximation are then compared against experimental decomposition times for various particle loading percentages using a conventional 2.45GHz multi-mode microwave and the
decomposition timescale is assessed for microthruster implementation. Finally, the
sensitivity of the model to material dielectric properties is considered and analyzed.
Initial thermal modeling showed a promising heating timescale, though experimental results demonstrated a larger time scale than useful in existing micropropulsion
concepts. The system demonstrates promising capability for green, non-combustible
pre-pressurization but does not meet thruster implementation requirements; this may
change due to the rapidly evolving field of microwave-heating, particularly where heterogeneous ferromagnetically-doped mixtures are concerned.
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Chapter 1
Introduction
1.1

Motivation

Satellite and space systems are driven by a need for miniaturization, efficiency, and
robustness. Modern space missions leverage these characteristics for both complex
formation flying systems and satellite constellations such as Iridium. NASA, defense
agencies, and private institutions have all recently put priority on development of
micro-propulsion systems which are capable of meeting these stringent mission requirements. Insofar as micro-propulsion is concerned, there is a need to develop
systems which can generating thrust in the range of 10µN – 10N required for positional and rotational control on board the aforementioned platforms. While conventional heating systems—those such as resistance based methods—have been more
thoroughly explored in a variety of applications, the efficacy of a microwave assisted
heat system for propellant breakdown represents a relatively unexplored area of study.
There does not exist a sufficient body of research necessary to characterize whether
implementation of a microwave-assisted heating mechanism in microthruster designs
1

for small satellites is feasible; to that end, this study concerns itself with assessing
in a preliminary manner the efficacy of implementing such a heating system. This
exploration will be modeled and then assessed through two step procedure which
includes; first, a preliminary thermal numerical model constructed which can determine the timeline of heating within the proposed propellant mixture; second, the
actual heating rates are determined using a multimode cavity microwave and tested
for agreement with the numerical results. The combination of these experimental and
numerical studies will provide an initial understanding of the limitations of such a
propulsion system wherein it can then be assessed for potential propulsive applications.
To the best of the author’s knowledge, there does not exist any substantial work
on the subject of ferromagnetically-doped propellants for decomposition through microwave irradiation. The interest in development of such a propellant system is twofold. Foremost, there is an observable volumetric heat profile development(i.e. heat
originates in the center of the sample) during microwave heating which may mitigate
decomposition homogeneity issues currently inhibiting development of microthrusters
utilizing solid chemical blowing agents at UVM; such issues are touched upon in a
recent paper by Romero-Diaz et al.1 which examines nozzle performance of Azodicarbonamide. In summary, conventional temperatures fall off with distance from the
source, while microwaves are able to penetrate the sample and thus generate the
largest temperatures at the center of the material being irradiated. Propellant heating with conventional means, such as in the existing mesoscale prototype, is limited
by an effective area of contact. Due to heat loss with the surroundings when the reaction is initiated through a burn-wire system, the heating development is not uniform

2

Figure 1.1: Unreacted chemical blowing agent visible in the thruster. The heating coil is
visible in the center of the cavity as is the aluminum packaging.1

enough to fully catalyze the reaction; the unreacted propellant around the chamber
edges, depicted in Fig. 1.1, represents an efficiency inhibit on the design which the
proposed heating solution could mitigate. In addition, there does not exist any substantial research on the assessment of Azodicarbonamide or similar chemical blowing
agents for use within propulsion applications, to say nothing of the microwave heating
of Azodicarbonamide or similar substances.
Despite the potential benefits though, there are many uncertainties introduced
by microwave power addition methods, due largely to the uncharacterized materials
being utilized within the propellant. Across both industry and academia, microwave
material characterization is typically studied only in application to particular materials or processes; therefore, limited data is available by which to assess the heating
efficiency for chemical blowing powders in microwave. Making use of available data
where possible, this study aims to characterize the proposed heating system’s efficaciousness for a micro-propulsion application by resolving propellant breakdown
3

Figure 1.2: Cross-section of the nozzle used in Romero-Diaz et al. with heating coil (2)
placement; the rupture disk (3) and o-rings (4) are also depicted.1

under microwave irradiation. Problems of a partially defined nature lend themselves
naturally to numerical simulations as they are capable of providing approximate system characteristics, such as expected order of magnitude which promotes heuristic
solutions, rather than experimental resolution as construction of a rigorous physical
setup is a non-trivial and expensive endeavor—forgoing the measurement challenges
typically associated with microwave cavities which necessitate precise setup and calibration. Rather, this study focuses primarily on numerical assessment of the potential
for propellant heating by utilizing COMSOL Multiphysics Heat Transfer and Radio
Frequency Modules.
The potential applications of microwave heating for propellants, particularly for
use on small satellites, is expected to become increasingly efficient as development
of solid-state microwave applicators becomes more advanced and resulting packages
more compact. Despite the large body of work relating to characterizing microwavematerial interactions, there is a lack of studies examining these unique phenomenon in
fields outside other than material processing and biological applications. The present
work hopes to provide a precursory exploration on the efficacy of such a system, to

4

the extent that micro-propulsion of small satellites is concerned.

1.2

State of the Art

In this section, the current state of microwave heating of powdered and metal-doped
materials is reviewed and explored. Seminal papers exploring the mechanisms and
modeling of microwave heating methods are analyzed and their connection to the
proposed decomposition scheme is probed. Following this, other exploratory methods
of microwave heating, such as beamed energy addition, which have been previously
studied are compared with the proposed system.

1.2.1

Microwave Heating

Given the number and variety of relevant industrial processes and potential applications in various fields, providing an exhaustive description on the subject of microwave
heating is not straightforward. For these reasons, the present work does not strive to
provide a strenuous analysis of microwave heating fundamentals; rather, this introduction provides the reader with a brief account of the various seminal papers which
triggered the increased interest in microwave heating. While it is true that microwave
heating demonstrates utility within space mission design, particularly for propulsive
application, it demonstrates favorable and more prolific implementation in a slew of
other fields such as industrial processing or medical treatment. A review on the current state of microwave heating technology behooves any numerical modeling, here the
discussion is restricted to only those aspects of microwave heating which remain within
the scope of the present work. Research into microwave-material interactions—more
5

specifically, the treatment of microwaves with metals and conductive powders—is a
rapidly evolving field, many aspects of which are still only partially understood. For
a more comprehensive review on microwave heating history, the interested reader is
referred to a report by Sun et al..2
The complex interactions between the electric and magnetic fields, coupled with
their heavy dependence upon both material dielectric properties and temperature,
representing both intensive and extensive system properties, are the primary parameters affecting microwave heating within a material. Until the early 2000’s, much
of microwave-matter interaction was attributed solely to the dielectric heating effect
which arises due to electric dipole presence and net polarization in certain materials under applied fields; it is then determined by interaction with the electric field
component of the wave, and does not represent the associated magnetic losses within
certain materials. Rustum and Cheng first published the startling realization that
the magnetic field may play an important part of heating of certain materials, namely
conductive metals and metal powders heated in a multi-mode cavity.3,4 During this
study they subjected samples consisting of metal and ceramics to a combined electric and magnetic field via microwave irradiation. They found that almost all of the
mixtures heated more rapidly than observed in only an electric field, suggesting that
a magnetic heating mechanism is present within the samples. In a follow-up study,
they observed radically different heating rates through isolation of the field components via single-mode resonator. By testing a variety of metal powders in standing
electric and magnetic waves, they were able to affirm heating originates in metals due
dominantly to magnetic field interactions;5 these experiments suggested that eddy
current effects were the largest contributor to magnetic heating in metal powders.

6

While they make no connections to particle size and heating rate, a high dependence
upon material dielectric properties was suggested. These studies set the stage for
a plethora of research which followed over the next decade into the specific heating
pathways and physics.
These results were not only interesting, but surprising at the time because it
was generally understood that microwaves cannot penetrate bulk metals owing to
shallow penetration depth. It was not considered, however, that these effects may
differ drastically on the micro-scale. Following up on Roy’s publication, Ma et al.
designed a single mode microwave applicator and tested the absorption characteristics of copper powders subjected to isolated E and H fields. The results showed
that the copper powders heated more effectively in magnetic fields than in electric
fields; they attributed this discrepancy to the rapid change in material conductivity,
permeability and permittivity observed when samples were located in H field maxima.6 The researchers further elucidated that the large variation of these properties
with temperature was not observed when heated conventionally—that is to say, they
attribute these effects as unique to magnetic induction heating. Moreover, they observed that the standing H waves provided comprehensive, often called volumetric,
heating profile development within samples, though they noted initial heating rate
was highly dependent upon the particle size. For smaller particles, rapid heating
was observed from an electric field, yet particles larger than the skin depth displayed
more rapid heating within magnetic fields. One suggested mechanism for the change
of heating rates was attributed to the deviation in material properties to changing
temperature. It was also noted that effective particle volume could be increased due
to local cluster sintering in metal compacts, an effect which would hinder penetra-

7

tion of the microwave power. Many studies have since concerned themselves with
determination and characterization of the magnetic and electric effects responsible
for heat generation within specific conductive and dielectric materials on the micro
and nano-scale. Focus over the next few paragraphs is on the efforts to resolve the
pathways of heating within these metal powders, an area which drew much attention
following these papers.
Magnetic induction effects arise due to material interaction with the magnetic field
through three predominant pathways: eddy current loss, hysteresis loss, and residual
losses. Eddy current losses arise within conductive and semi-conductive materials due
to relative motion of charge carriers within the material, specifically within the presence of a changing magnetic field. Despite their location close to the material surface
owing to the shallow penetration depth of most conductive materials, eddy current
heating is a large contributor to the overall heating of metals.7 The hysteresis effect is
observed exclusively in ferro-magnetic materials as a consequence of the irreversible
magnetization occurring in presence of a changing magnetic field. As the field shifts
in time, the magnetic dipoles attempt to realign with it, generating some amount
of frictional heat in the process; this heat is generally taken as the area under the
B-H curve. Finally, there is also some contribution to the heating due to the effects
of residual losses; these losses, arising from magnetic domain and dipole resonance,
is present in an alternating magnetic field. In particular, this phenomenon arises
due to the limited relaxation time associated with domain realignment, consequently
resonance can occur. By combining these different methods of heat generation, it is
possible to heat metals and metallic powders more effectively; indeed, marked improvements in efficiency and heating time have been demonstrated in the fields of
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alloy processing,2 rubber processing,8 and combustion synthesis.9 Understanding of
these phenomenon is not complete, though, and construction of theory and models
to describe and quantify them more completely has been, and continues to be, the
subject of many papers.2
It is well known that material property dependence plays a critical role in the
resulting heat generation within conductors and dielectrics, as noted by Ma et al..6
While there has not been much historical research into microwave-material interaction, there does exist a substantial body of work characterizing the dielectric properties of non-homogeneous media. In 2005, Rybakov and Semenov examined the
dependence of dielectric properties in conductive metal powders to the presence of
an oxide layer on the particle surface. In order to quantify the effect this layer has
on the dielectric response of a material, they applied a previously developed effective
medium theory(EMT) to the oxide-shell problem assuming spherical inclusions of
metallic core, dielectric shell, and surrounding gas matrix.14 Within this model, they
were able to confirm theoretically that the presence of oxide shells is responsible for an
increase in dissipated power in conducting metal particles, providing the framework
necessary for a more rigorous examination of the dependence of material dielectric
properties under microwave irradiation in later publications.
Buschelnikov et al. extended the oxide layer study by testing various species of
metal powder in a multi-mode cavity at 2.45GHz; they found that the highest heating rates were observed within powders of iron (Fe) which was supported by the
Effective medium theories used in this particular study were developed by Bergman in order
to describe the observed disconnect between some materials macroscopic and microscopic properties
in relation to dielectric media.10 Models used vary across studies, spanning from Maxwell-Garnet
mixing to Lichtenecker’s Mixing,11 but EMT has shown good experimental agreement for small
loadings.6,12,13

9

increased ferromagnetic effects observed.12 They suggest that ferromagnetic particles
may present a more desirable inclusion for enhancement of microwave heating in a
receiving medium. Finally, they concluded that the presence of an oxide layer on
some metals can have a profound effect on resulting microwave penetration depth
by increasing wave reflection and thus limiting the energy penetration to the internal metallic core due to the dielectric oxide shell. Leveraging the EMT utilized by
Rybakov and Semenov, researchers in this paper correlated experimental results to
theoretical equations and found acceptable agreement between the numerical simulations and theoretical calculations.
Going off the results of Buchelnikov which indicated enhanced heating in ferromagnetic particles, Hotta et al. performed studies on magnetite samples (Fe3 O4 )
in a multi-mode microwave applicator, analyzing various particle sizes and relative
densities; they attempted to characterize the imaginary permeability of the powder
in order to more accurately resolve optimal frequency bands for heating.15 By assessing a few different particle sizes in the range of 100µm to 0.1µm they were able
to draw a handful of crucial conclusions regarding ferromagnetic particle heating.
Most notably, they found that dielectric loss is independent of frequencies lower than
ca. 8GHz within these particles, Conversely, the magnetic loss was highly dependent
upon the applied frequency. These results suggest some tunability for the absorption
of ferromagnetic particles depending on the frequency utilized. Ultimately, they attributed heating variation to a strict dependence of the imaginary permeability to the
frequency of both E and H fields within the sample. Moreover, they found that iron
particles within the size range examined exhibited a heating maximum at 2.45GHz
frequency—the same result that many previous works had found—indicating an op-
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timum size regime for conducting particles may exist at this frequency. Aside from
noting the inverse relationship between particle size and the optimal heating frequency, which follows from a shifting penetration depth, the research does not make
any definitive conclusions regarding particle size dependence of the samples. Rather,
they note that the heating effects of particles above ca.

3GHz falls off and thus

2.45GHz appears to be an optimal heating frequency for maximizing penetration and
absorption of microwaves. Concluding, they add that imaginary permeability appears
to be the critical factor driving magnetic susceptibility of ferromagnetic materials in
microwave. They note, however, that optimal heating will be observed by maximizing
both the magnetic heating and electric heating.
Applications of microwave heating are widespread within the sintering and material processing fields. In fact, much of the available research examines only applications of microwave heating insofar as a particular material is concerned. Put another
way: generalization of the theory is not yet complete. Numerous obstacles inhibit
progress in full determination of microwave heating processes; many researchers quote
the lack of material dielectric data as the dominate source of complexity insofar as
characterization of microwave susceptibility is concerned.6,15,12 Though microwave
heating optimization remains an area of active study, other facets of the phenomenon
lack understanding, including the low-temperature dependence of material dielectric
properties.2 Some research attempting to explain low-temperature heating of magnetite has been performed, though this it remains an area of active research for
temperatures within the range of 0-200o Celsius. In one study, Amini et al. examined
the effect of particle size on imaginary permeability for iron samples of various sizes
below the Curie temperature.16 Two formal conclusions were drawn from this exam-
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ination; first, the heating is independent of particle size at low temperature; second,
larger particles heat better in E fields than H fields, owing to a low penetration depth
which correlates to an increased electrical conductivity in the sample. This study, and
others like it further support the potential benefits of magnetic heating over electric
heating—this is the case, at least, where certain conducting particles such as iron
oxide are concerned.
Despite the widespread interest in microwave heating, there still exists limited
research outside of particular medical and industrial heating applications of the technology due to the many associated barriers concerning study of these phenomenon.
This paper seeks to assess the benefit and utility of adoption for a micro-propulsive
application, therefore bridging an existing gap in the research, by exploring novel
and unique applications for an area of ongoing research within microwave heating of
conductive and magnetic particles. The novel material combination suggested in this
study as a propellant-fuel mixture could provide a reasonable catalyst matrix for implementation of microwave heating as an ignition source. In order to understand more
clearly the limitations of such a system, and subsequently assess the possible benefits
of a microwave heating approach to propulsion, these final paragraphs summarize
some previous research into focused microwave energy addition for use in propulsive
technology.

1.2.2

Beamed Energy Addition

Microwave energy addition has been considered within the field of space systems for
some time, though under a variety of circumstances and for a range of applications.
The first proposal came from Konstantin Tsiolkovsky—presenter of the rocket equa12

tion. In his 1924 book on spaceflight, Tsiolkovsky proposed a beamed-energy method
in which microwaves were directed at a launch vehicle from a ground station and
energy transfers to the launch vehicle during flight.17 Though he did not specify the
method of energy input or absorption, citing rather that due to the limitations on
current magnetron technology which was still in the very early stages, he estimated
that the required ground-based system would require a parabolic dish on the order of 12km in diameter. Therefore, he concluded that technological advancement
would be required to make the concept feasible. Later, in 1959, Willinski proposed
a beamed energy concept in which the beamed power would be directed added to
the propellant which could then be expanded through a nozzle to generate thrust.18
While Willinski focused mainly on upper-atmosphere applications of this concept due
to issues with wave diffraction and atmospheric interference, he suggested that the
structural components of the craft could themselves be receiving antennas for the
beamed power, if properly designed; this exact methodology was adopted within the
Lightcraft architecture proposed more recently by Myrabo in the 1980’s.19 The design
originally leveraged laser-induced energy transfer due to bremsstrahlung radiation effects† when the beam impacted specially designed spacecraft thrust surface. This
technology was based largely on laser wavelengths, but as laser development lagged
that of microwaves in the realms of scaling and time-average power levels, the design
was altered for microwave energy beaming.
Owning to this historical microwave research, there has been a more recent interest in development of microwave lens and focusing apertures for long-distance energy
beaming. While these systems do not apply directly to the present work, they never†

In short, the EM radiation induced as charged particles pass by another charged particle and
subsequently either accelerates or decelerates.
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theless reflect the previous forays in microwave energy transfer research and technological development. For example, Ketsdever et al. recently examined beamed energy
propulsion within a solid rocket motor and found that thrust could be increased by
1.5% for 100MHz frequency and 15% for 1GHz input frequencies.20 Their design proposes use of a ground station for beaming the energy to the rocket as it climbs in
altitude. The power is transfered to the propellant directly in the nozzle as it expands through the alumina particles within the exhaust. Transfer of the heat from
microwaves to the alumina particles then subsequently to the expanding flow causes
a temperature increase which allows for further expansion of the flow and therefore
more energy is translated into thrust. Although there are high power requirements
for a relatively small thrust production increase, the technology demonstrates that
energy addition through microwave beaming to the rocket was indeed achievable. Obviously, the required power levels on the order of megawatts is practical only on the
scale of a ground-bases facility;in-situ small satellite propulsion systems would require
much smaller power requirements on the order of 10-100 watts, though the growing
interest in these concepts does highlight the requirement for a more in-depth analysis
of microwave energy addition applications and their expected potentials insofar as
compact propulsion systems are concerned.

1.3

Present Study

The present work aims to expand upon existing literature by providing a preliminary
analysis of microwave-assisted heating in a novel ferromagnetically-doped propellant,
keeping it’s application to low impulse-bit microthrusters in primary focus. To that

14

Figure 1.3: Breakdown of Azodicarbonamide (ADC) into radicals and subsequent chemical byproducts. The continued chain reaction occurring due to exothermic release during
decomposition is detailed as well.21

end, this study can be viewed as an extension of the research performed at UVM
by Romero-Diaz et al..[1] Through assessing the efficaciousness of ferromagnetic propellant doping, the present study hopes to expand the breadth of future microwaveassisted heating applications in aerospace, specifically concerning micropropulsion im15

plementations. Due to the complex nature of the underlying physics—to say nothing
of the misunderstood and often uncharacterized phenomenon taking place in such a
study—certain critical assumptions are made in order to make use of existing models.
The study follows a two step process by which efficacy is assessed: (1) a preliminary
temperature profile and heating rates during multi-mode microwave irradiation of
composite mixture containing a chemical blowing agent doped with ferromagnetic
particles is assessed through numerical simulation within COMSOL Multiphysics; (2)
experimental decomposition rates are determined for various ferromagnetically particle loadings using a 2.45GHz multimode microwave and agreement of the numerical
model is assessed.
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Chapter 2
Methods and Procedures
2.1

Numerical Model

Construction of the numerical model is performed using COMSOL Multi-physics software, an implicit finite element solver. The simulation is constructed such that the
sample is placed at the magnetic field maximum inside a standard dimension multimode cavity. Material parameters are determined from published sources when
possible; however, due to limited dielectric data on Azodicarbonamide, some approximations are made. Namely, values of low-moisture content flour are substituted and
confirmed to be appropriate within the applied frequency range, based on data from
El-Lawindy et al..22 Solving is approached in a one-way coupled manner where the
steady state electric and magnetic field is solved then utilized within a transient heat
transfer simulation.
Due to the limited equipment available within our facility for characterizing the
dielectric properties of matter, instead the derived material values from various published sources are utilized within the simulation. Moreover, the numerical solution is
17

obtained within COMSOL over a parametric sweep which includes a variety of particle loadings for a single frequency and domain geometry. The sample is solved with
inclusion of the containing crucible so as to reflect the experimental setup detailed in
later sections as closely as possible. The variance due to assumptions made is finally
explored in a sensitivity study.

2.1.1

Governing Equations

Solving the electromagnetic field distribution within the cavity and resultant thermal
heating is a nontrivial problem which naturally lends itself to numerical simulation.
It is necessary to approach the simulation from a theoretical perspective if one hopes
to comprehend the results, therefore we will examine the equations governing electromagnetic heating in conductors and break down their implementation within COMSOL. Classic electrodynamic theory dictates that the material properties—namely
µÕÕ , ‘ÕÕ , and ‡—determine thermal heating effects as they directly characterize the
microwave absorption and energy dissipation. Beginning with the fundamental electrodynamics equations, as determined by Maxwell, given in standard form by:

Ò·E=

ﬂ
Á0

Ò·B=0

(2.1.1)
(2.1.2)

Ò◊E=≠

ˆB
ˆt
A

Ò ◊ B = µ0 J + Á 0
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(2.1.3)
ˆE
ˆt

B

(2.1.4)

The first two equations relate the spacial distribution of the electric field to that
of the magnetic field, while the second pair of equations relates the time rate of
change of the fields to one another. This equation system cannot be solved without
imposing some constraints upon the system in the form of boundary conditions. Prior
to doing so, one must determine the appropriate constitutive relationships which link
the material properties within each medium to the internal wave propagation. The
conductivity, ‡ is related to the current density J, while the magnetic field is related
by the permeability, µ, to the magnetization H, and finally, the permittivity, Á,
relates the electric field to the electric displacement field D. Formally, these are
mathematically expressed for a homogeneous and isotropic material as:

D = ‘0 ‘r E

(2.1.5)

B = µ0 µr H

(2.1.6)

J = ‡E

(2.1.7)

Where the r subscript denotes the relative value within medium and the constants
Á0 and µ0 are the vacuum permittivity and permeability constants, respectively. Nonlinearity in these terms can be introduced by making the material properties dependent upon the temperature of the sample and/or letting them be functions of the
fields themselves, (i.e. let µ = µ(E, H, J)), though non-linearity is neglected in the
numerical model due to the limited data on the material properties of utilized materials and the increased computational cost imposed by it’s inclusion. This assumption
is validated by the relatively low temperature variation of these properties within the
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materials under question—experiencing only a maximum variation of 220K at which
point decomposition of the blowing agent is triggered.
It is well known that power generated by electromagnetic irradiation can be derived from the Poynting vector, which represents the direction of propagation for the
two orthogonal electromagnetic waves. The Poynting vector is defined simply by the
cross product of the waves then. It is given the label S and defined then as:

S=E◊H

(2.1.8)

such that the direction of propagation is orthogonal to both waves. The heat
generated is commonly extracted by taking the real part of the divergence of S,
therefore one may write:

Qgen = Re{Ò · S} =

È
1Ë
(‡ + Ê‘ÕÕ )|E|2 + ÊµÕÕ |H|2
2

(2.1.9)

This equation highlights the three dominant modes of heat generation due to
electromagnetic excitement; individually they are referred to as Joule heating (‡),
dielectric heating (‘ÕÕ ), and/or magnetic heating (µÕÕ ), and their dependence upon
material properties are determined by the associated terms within Eq. (2.1.9).
The resistive heating phenomenon—interchangeably referred to as Joule or Ohmic
heating—arises from current induction within a medium. This induction of current
correlates to some heating loss due to the intrinsic resistance of the medium under
irradiation. Joule heating is resolved as the first term in Eq. (2.1.9) or explicitly, one
may express it as the product:
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1
Qres = ‡(T )|E|2
2

(2.1.10)

From which one can see the resistive heating is proportional to the electric conductivity, the value of which varies with temperature, indeed sometimes dramatically.
The induced joule heating occurs in the outermost shell of the particle and is often
assumed negligible at a depth greater than 1/e which is often called the penetration
depth. In particular, this phenomenon arises due to the addition of EM energy at the
particle surface which in turn induces motion in charge carriers, their motion then
generates a corresponding current in the material (called the eddy current). For the
sake of simplicity, and due to limited material data for the substances under examination, this study considers the electric conductivity of the materials examined to
be constant within the temperature range of interest. While there is no notable data
regarding the conductivity of ADC, one may confirm the validity of this assumption
for iron oxide. Examining the data gathered by Tannhauser23 , shown in Fig. 2.1, a
change in electric conductivity less than one order of magnitude is observed over the
temperature range of 300K-1000K; this range far exceeds the highest desired temperature for this study which does not concern itself with temperatures in excess of the
decomposition temperature ca. 550K.
Additional volumetric heating effects in conductive particles can be attributed
to the dielectric response of the material from the incident EM waves. For example,
dielectric heating will occur due to the reorientation of electric dipoles in the material.
This use of microwave heating is the most common; it can be seen operating on water
molecules in food placed inside a conventional microwave oven. As the molecular
structure produces a polarity on the molecule, they are subsequently readily affected
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Figure 2.1: Electrical conductivity data for various oxide phases over a large temperature
change. Negligible variance in ‡ is observed over the applicable temperature range of ca.
290–550K23

by incident microwaves. The polar molecules will attempt to align with the changing
EM field (EM waves) which results in thermal energy increase due to friction with
neighboring water molecules. The dielectric heating component can be extracted
explicitly from Eq. (2.1.9) as the term associated with the dielectric constant.
1
Qdiel = Ê‘ÕÕ |E|2
2

(2.1.11)

The two common loss mechanisms for non-magnetic materials are dielectric (dipo22

lar) and conduction losses; while dipolar losses dominate in dielectrics, conduction
losses dominate in magnetic or high conductivity materials. Magnetic materials such
as ferromagnetic particles experience additional losses such as hysteresis loss, making
them an optimal choice for targeted heating applications. Extracting the magnetic
heating term from Eq. (2.1.9) shows that the magnetic heating takes on a form similar
to that of the dielectric heating described by Eq. (2.1.11).
1
Qmag = ÊµÕÕ |H|2
2

(2.1.12)

However, the dependence is due only to the applied field and the material’s imaginary permeability, µÕÕ , and therefore represents an additional source of generated
power when compared with standard dielectric heating. In order to determine the
rate of expected heating within the sample, it will be approximated that the heating losses to the environment are due only to convection at the sample top, sides,
and bottom within the simulation, and that they are negligible due to the enclosed
operating space of the microwave cavity. The general time dependant heat equation
within an immobile solid, as modeled by Fourier, states that the conduction losses
correlate to the material thermal conductivity and specific heat capacity as:

Cp

ˆT
= Ò · (kÒT ) + Qgen
ˆt

(2.1.13)

Which describes the thermal profile within the sample as a function of space and
time, related by the materials thermal conductivity, k, and the material’s specific
heat capacity at constant pressure, Cp . The induced electric heat within the sample
is considered by adding the generation heat, Qgen , to the right hand side of the
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conduction equation. The conduction equation, often called Fourier’s law, is directly
imposed within COMSOL by adding the Heat Transfer physics to the simulation. The
coupling between the electric and thermal problems is assigned implicitly. Though
the coupling is, by default, two-way in nature, a one way coupling can be achieved
by removing the temperature dependence of the material dielectric properties.

2.1.2

Numerical Methods

In order to solve the problem, a finite element method is imposed over the three
dimensional domain within COMSOL and a grid is constructed through which one
may mesh the domain. COMSOL utilizes implicit methods to solve the equation
describing electric response over the mesh and thus the solution at each time step
is derived from the current time step and the desired later time step to a certain
tolerance. The finite element method (FEM) is used to break down the original
geometry into smaller volume elements. Each of these resultant elements is then
resolved by rectifying the boundary conditions, where prescribed, and the initial
conditions by taking an iterative approach. Knowing the initial conditions and the
boundary values, while also posing the problem in a solvable manner, a solution can
in general be extrapolated up to an arbitrary time from the starting condition.
In this model, the solver is made to utilize a geometric multigrid (GMG) methodology in order to solve over the domain; within this framework, the system is decomposed into a system of equations of form Ax = b, where A represents the sparse
system matrix, b is the initial vector of known values (determined from the boundary
and initial conditions), and x is the desired solution. This problem is further simplified
by generating multiple, increasingly coarse grids over the domain and formulating the
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mapping rules between these grids simultaneously. After preconditioning the given
vectors, the system can be solved at the coarsest level using a simple iterative approach. This solution is retroactively mapped to more fine grids. While this method
is powerful for solving complicated systems through an iterative approach, it still demands a suitable initial guess from which to propagate the solution forward in time,
as well as appropriately defined boundary conditions.
Use of the GMG follows a simple pathway in which the initial fine mesh is run
through the preconditioner, which serves to deconstruct the system through a successive over-relaxation(SOR) of the matrix. Through the SOR process, the given matrix
is broken down into three separate matrices: a purely diagonal matrix, D, a lower
triangular matrix, L, and an upper triangular matrix U; the addition of these matrices will once more generate the original matrix, A. The simplified matrices are then
restricted to coarser meshes successively, where they are finally solved on the lowest
level using a direct PARADISO approach. Using the low level solution, the resultant
matrix can be prolongated, post-smoothing the residuals across higher level meshes
until the result is returned in terms of the original fine mesh. A notable advantage
to this technique is the computation cost savings for complex PDE problems, where
one can restrict direct solutions to a coarse mesh, thus limiting the total necessary
computing time for each iteration and parameter sweep.
Solutions to the system require the appropriate initial and boundary conditions,
which are determined using an effective medium approximation over the constituent
materials composing the sample. Such an approach is necessary due to the variation of
electric properties in the sample with iron loading; an analytic function is generated
which describes the effective properties of the composite medium in terms of the
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weight loading of iron so as to mitigate the variational effects due to material variety
within the sample. A more extensive methodology based in the effective medium
approach is described in detail below.
Effective Medium Approximation
Before one may make use of the aforementioned coupled equations, and thereby
Eq. (2.1.9), one must first characterize the materials under test and their dielectric properties. Following the work of Buchelnikov et al. and Rybakov12,13 , this study
leverages the effective medium approximation in order to determine the composite
material’s dielectric properties.
Due to the composite nature of the propellant—consisting of ferromagnetic conductors and dielectric matrix—an effective medium approximation is required in order to resolve the relative permittivity and permeability of the mixture. For the case
of spherical conductors with an oxide layer, assuming particle sizes remain uniform
throughout the volume, Buchelnikov12 developed a model EMT which characterizes
the dielectric properties of the resulting medium; making use of their expression, one
can find Áef f , the relative permittivity of a composite consisting of dielectric layers
surrounding conducting particles, with gas inclusions. The expression is given by:

„’

A

B

Á2 [3Á1 + (’ ≠ 1)(Á1 + 2Á2 )] ≠ Áef f [3Á2 + (’ ≠ 1)(Á1 + 2Á2 )]
2–Áef f + —Áef f
A
B
Ág ≠ Áef f
+(1 ≠ „’)
=0
Ág + 2Áef f

(2.1.14)

where the „ denotes the volume fraction of metal within the effective medium,
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‘1 describes the metal particle dielectric properties, Á2 denotes the dielectric shell
properties, and Ág denotes the matrix of suspension which is typically a gas. For this
study, it is assumed that the process is carried out in vacuum; we therefore allow
the gas inclusions to represent ADC properties at STP. Additionally, –, —, and ’ are
constants which are determined by the relative dimensions of the particles.
3
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l=

R2 ≠ R1
R1

R2
’=
R1

= (1 + l)3

– = (’ ≠ 1)Á1 + (2’ + 1)Á2 ,

— = (2 + ’)Á1 + 2(’ ≠ 1)Á2

This theory takes into account the presence of multiple distinct materials by
including the volume fractions and individual dielectric properties. As a result, a
homogeneous effective medium can be constructed which provides for a less computationally intensive problem. One sees that in the limit of R1 æ 0, corresponding
to (1/’ æ 0), the mixture consists of two different dielectric spheres; conversely, as
R2 æ R1 , (’ æ 1), the mixture consists of purely metallic and dielectric spheres,

which is the relevant case for this work. Although microscale electromagnetic effects
are not considered within this architecture, rather the composite medium is effectively
assumed a continuum during analysis, these effects are considered negligible within
the scope of the present work. The model can then be reduced to a two particle system to include ADC and iron oxide, ignoring the presence of oxide shells that might
be present for pure metallic particles, reducing the equation to just:
A

Áp ≠ Áef f
„
Áp + 2Áef f

B

A

Ám ≠ Áef f
+ (1 ≠ „)
Ám + 2Áef f
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B

=0

(2.1.15)

where we allow Ám denote ADC and Áp the iron oxide particles. Moreover, it can
be assumed that Fe3 O4 does not exhibit oxide shell formation, though the interested
reader is referred to the work of Rybakov and Semenov13 .
Clearly, resolution of the effective medium is possible only when the inclusion
materials are fully characterized, electrically speaking. While there have been innumerable and rigorous attempts made to determine these properties for magnetite
particles of various sizes, there exists—to the author’s best knowledge—almost no
notable research regarding the dielectric properties of pure chemical blowing agents.
Determination of dielectric properties for blowing agents is almost entirely empirical,
and moreover there are a limited number of studies concerning ADC usage within
the realm of electronics. Of the studies which document dielectric properties of ADC,
many concern themselves with the resulting foam and not the pure chemical blowing
agents themselves.
Foamed composite conductivity measurements under strain loads, for example,
were performed by El-Lawindy et al., determining that foams experienced a decreased
permittivity due to increased concentration of ADC, which suggests that ADC acts
somewhat microwave transparent.24,22 Their study examines a foam structure composed of 12.5% ADC at the largest loading—much larger amounts are used within
the present work, where as much as 95% of the mixture is ADC. A large amount
of uncertainty could be introduced by using these parameters as material properties,
if only due to the large disparity in loading of ADC. In the absence of any other
relevant data and without the instrumentation required to properly characterize dielectric behavior of pure ADC, the author nevertheless proceeds to make use of the
values determined by Lawindy et al. and values of material properties for similarly
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Table 2.1: Relevant material properties for the materials within the simulation. Data from
Hotta et al.15 , Lawindy24 , Honeywell25 , and Carson26 .

Material
ﬂ [kg/m3 ]
Ár
µr
Iron Oxide (Fe3 O4 )
5100
10-3j 2-1.5j
ADC (C2 H4 N4 O2 )
2.65
1.6
1

k [W/m · K]
≠5
0.0423 ≠ T ú 1.37
Ë Èú 10
0.00120873 + T K1 ú 10≠5

formulated organic powders such as dry flour from Honeywell25 , or thermal conductivity‡ which are summarized in Table 2.1. It would be beneficial for a future study to
provide a rigorous examination of the dielectric properties of the pure ADC blowing
agent, or to experimentally determine these properties, if the proper instrumentation
is available.

2.2

Experimental Setup

Within this section, the experimental setup is explained at a high level before diving
into the methodology employed in the experimentation. The simplifying assumptions
utilized during experimentation are explored, as well as their possible shortcomings,
insofar as measurement and modeling accuracy is concerned.

2.2.1

Experimental Overview

Experimental resolution of the heating rates is performed in order to confirm the validity of the numerical model. To that end, experimental setup is similar in geometry
to the numerical simulation and sample dimensions are consistent. The inputs to
the numerical model are all derived from the proposed experimental setup so as to
‡

Data on the thermal conductivity of particulate organic foods with porosity > 25% shows that
a values should not exceed 0.3 W/m.K; therefore, 0.3 W/m.K is used as an upper bound on the
thermal conductivity value.26
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be as indicative as possible of the actual case. Under a lack of lab-grade microwave
sources and focusing equipment, a standard commercial multi-mode microwave cavity
is utilized for heating. The lack of a lab grade microwave cavity setup precludes the
use in-situ measurement devices, therefore temperature is assessed exclusively at the
known decomposition temperature of the Azodicarbonamide.

2.2.2

Experimental Methods

The experimental procedure follows a straightforward methodology. Known weights
of magnetite with particle size 5µm, are measured and combined with Azodicarbonamide of average particle size 5µm, sourced from Accucell. Weights are confirmed
using the Ohaus Scout balance with precision of .001g. Specific weight loadings are
recorded by percentage and the combined materials are ground using a pestle and
mortar to break apart any clumps until a homogeneous powder is produced. A spread
of weight loading values are then placed inside of a high-alumina ceramic crucible at
the center of the microwave cavity, one at a time. A diagram depicting the general
setup of the experiment is shown in Fig. 2.2.
Once ready to begin the experiment, the microwave cavity is sealed with the
sample inside, and 1kW input power is applied to the sample until decomposition can
be visually confirmed through the observation window—this decomposition is easily
noticed by the stream of gas and particulate generated from the crucible through the
microwave window. After decomposition is triggered, the total time of power input
is recorded; the temperature at this stage is known within the sample as the 220o C
decomposition temperature. This decomposition process is allowed to continue until
visually complete—once more assessed visually using the apparent gas generation—
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Figure 2.2: A diagram depicting the expeimental setup: the crucible contains a CBA and
iron oxide mixture which is placed in the center of the microwave cavity.

then the sample is removed from the cavity and re-weighed. The final mass is once
again recorded so that decomposition completeness can be assessed. This process is
repeated for five samples at loading values from 5% to 20% iron, in increments of 2.5%.
Samples of total weight between three and five grams are examined at each loading
value. The results are then averaged for each loading value, in order to mitigate
experimental inaccuracies in either the loading or homogeneity of the sample.
Both the iron powder and Azodicarbonamide could be assumed to have zero percent moisture content, though due to the natural humidity of the experimental setup,
which is simply exposed to the ambient conditions, there will be some deviation from
this baseline. The fluctuation of these values from day-to-day during the experimental
procedures corresponds to the ambient conditions. Characterization of the ambient
conditions each day an experiment is performed can be cumbersome, rather this study
opts to assess a ceiling value for moisture content by determining the heating rate
for samples which contain a fixed 50% weight of water incorporated at each loading
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value. The inclusion of water produces an upper limit with which one can assess
the effects of moisture content on the samples; plotted results will be referenced to
understand if water content acts to limit or enhance the reaction.
Wet samples are prepared following an identical procedure to that of the dry samples, though a final step is added to the procedure. A fixed weight of water is added
to the samples in order to contain 50% moisture content by weight for each loading
and recorded exactly as above. The heating rates are recorded in a similar fashion,
and the results are tabulated alongside the dry results for data processing. Theoretically, the saturated samples will heat more rapidly than their dry counterparts due
to increased dielectric heat generation within the samples with water presence which
follows from the higher polarity of the water molecules.
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Chapter 3
Results
3.1

Numerical Modeling

The following sections describe the construction and methodology behind the numerical model and corresponding simulation. First, the employed effective medium model
is described and it’s implications for material properties are demonstrated over the
loading spectrum. Next, the geometry and critical assumptions for the simulation
are discussed and explored, particularly how they affect the simulated results. Then,
the experimental results are compared with the simulated results; data agreement is
discussed as well in order to determine simulated accuracy in light of the assumptions
employed. Finally, a sensitivity study is performed in order to understand the impact
utilizing approximated material parameters in the simulation may have on the results.
Numerical mesh summary statistics are presented in Fig. 3.1.
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Figure 3.1: Mesh statistics used within the numerical simulation.

3.1.1

Effective Medium Model

A preliminary thermal analysis was performed using COMSOL Multiphysics in which
an effective medium was constructed and analyzed within a constant power input
multi-mode microwave cavity. Within this model, it was assumed that the material
dielectric properties do not significantly change within the temperature range of interest; ADC/K decomposes at 220o C, thus power input after this temperature is
unnecessary. As discussed in Chapter 1, due to limited availability of data and insufficient instrumentation, material properties within the study are defined from the
available sources to the best resolution available.
Two materials are mixed within the proposed propellant composite: magnetite,
and Azodicarbonamide. Iron oxide—also known as magnetite, chemical composition Fe3 O4 —is characterized using dielectric properties determined for powder with
particle size within the range of 30-62µm from Hotta et al..15 There exists a wide
variation in dielectric properties of magnetite resulting from altered size, shape, and
purity; as such, a simple and widespread form of the powder is chosen. Iron oxide
has a wide range of resolved dielectric properties, but there is a lack of data avail-
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able on the complex dielectric properties for Azodicarbonamide, ADZ/C, chemical
formula C2 H4 N4 O2 . Thus, scarcity necessitated use of a substitutive material; to
that end, data from another organic powder was utilized, flour25 with chemical formula C6 H10 O5 . Comparison to the recorded dielectric data for a lightly AZD-loaded
foam24 was used as a benchmark for resultant order of magnitude. The relevant
material properties employed in the simulation are summarized in 2.1.
Utilizing the constituent properties, the effective mixing model proposed by Rybakov and Semenov13 is then utilized for calculating the effective dielectric properties
of the resulting composite. The results of this calculation are presented in Fig. 3.3. It
is important to note: only the region up to 30% loading—equivalent to a 0.3 particle
loading fraction—is utilized within the present study, however the entire plot is shown
in Fig. 3.3 for demonstration of the observed variation in material properties over the
full spectrum of loadings. Only dilute mixtures are of interest in this case study. Low
loadings are desirable for their increased propulsive efficiency as propellant mass is
lost with increasing loadings of non-reactive iron oxide.

3.1.2

Heating Model Construction

The model geometry is depicted in Fig. 3.4. The waveguide and cavity dimensions
are determined by the microwave wavelength so as to facilitate standing wave generation, i.e. the cavity and waveguide dimensions are all full and quarter wavelengths,
respectively, where ⁄ = c/2.45 GHz. The full-form wave equations are solved over
the cavity domain by asserting the proper boundary conditions. In this model, the
cavity walls are chosen as infinite impedance boundaries so as to fully absorb the incident microwaves. The waveguide is chosen as a perfect conductor with the properties
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Figure 3.2: A diagram depicting the structure of the simulation. The electromagnetic simulation is solved first, while the thermal simulation follows; both are solved using material
properties determined from the effective medium theory.

36

Figure 3.3: Dielectric permittivity and permeability of the mixed ADC/K and Fe3 O4 composite for various iron oxide particle loading percentages. Note that as „ æ 0 there is little
absorption of microwave energy as µÕÕ æ 0, conversely as „ æ 1 the properties approach
that of pure Fe3 O4 .
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of copper, facilitating wave propagation along the rectangular cross-section length.
The input boundary at the waveguide is set to a constant power port with 1kW input power at 2.45 GHz frequency. The cavity is assumed to be filled with air at
atmospheric pressure and the initial temperature is set to 293.5K.
Material properties are defined according to the effective mixture determined in
Fig. 3.3, where a variable loading is utilized within the simulations. Sample dimensions was modeled on the crucible utilized in experiments, wherein the internal
geometry has a diameter of 38mm and a height of 35mm. For these simulations a
transient solution is desired, though a steady-state solution of the field distribution
is solved first. In order to determine the theoretical maximum heating one can expect, the sample was placed in the center of the cavity where an H-field maximum
exists to observe the most optimal heating rate. This can be confirmed by solving
only the electromagnetic portion of the simulation and visualizing the resultant field
contribution as the vector norm, as seen in Fig. 3.7a. The structure including the simulation steps and material property dependencies is shown compactly by the diagram
in Fig. 3.2.
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(a) XY-plane solid geometry.

(b) Isometric wireframe geometry.
Figure 3.4: The geometry of the cavity, waveguide, and sample used within the initial electrothermal simulation. The medium surrounding the sample is air.
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(a) Cavity E-field magnitude with crucible inclusion.

(b) Cavity H-field magnitude with crucible inclusion.
Figure 3.5: Distribution of electric field and magnetic field magnitude throughout the simulation cavity with inclusion of the crucible. The crucible consists of alumina oxide ceramic
a 1.5mm thickness on the sides and bottom surface.

Utilizing the finite-gradient residual solver (FMGRES) within COMSOL’s RF
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Module, the field distribution is solved within the cavity at t = 0 and the resulting
spatial distribution of both the electric and magnetic fields are shown in Figures 3.6
– 3.8. This solution is utilized as the initial condition for the transient study step.
During this study the energy transfer to the sample due to electromagnetic effects is
resolved, the sample temperature is updated, and this solution is propagated forward
in time. The author notes, it is assumed that independence of material properties on
temperature holds during this study—that is to say, the physics are one-way coupled
and material property change due to both frequency and temperature are disregarded
within the present study. In reality these properties will vary slightly due to both
temperature and applied frequency, though these effects are not expected to affect the
final conclusions regarding preliminary determination of the heating capability at low
temperature ranges. A rigorous examination including nonlinearities during heating
would be necessary before implementation of any thruster system, though, as these
may limit heating efficiency and reduce nozzle performance; therefore resolution of
these effects constitutes a possible extension of this study for future research.
Following the frequency-dependent electric and magnetic field solution, a time
dependent temperature solution is calculated throughout the cavity by treating the
sample as a mixed composite and the surrounding space as air. The total solution time
examined is 500s. This length is chosen so as to allow the appropriate development
time for the lower loadings to reach a homogeneous internal temperature of 220 o C
at which decomposition occurs. The temperature development is plotted in Fig. 3.9.
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(a) Cavity E-field magnitude.

(b) Cavity E-field magnitude with crucible inclusion.

Figure 3.6: Distribution of electric field field magnitude throughout the simulation cavity.
The cavity is designed to produce a maximum H field at the center location where the sample
is to be placed. Figure (a) depicts the uniform sample geometry, while figure (b) includes a
surrounding alumina oxide layer with thickness of 1.5mm.
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(a) Cavity H-field magnitude.

(b) Cavity H-field magnitude with crucible inclusion.
Figure 3.7: Distribution of magnetic field magnitude throughout the simulation cavity. The
cavity is designed to produce a maximum H field at the center location where the sample is
to be placed. Figure (a) depicts the uniform sample geometry, while figure (b) includes a
surrounding alumina oxide layer with thickness of 1.5mm.
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(a) Cavity H-field magnitude within sample close-up.

(b) Cavity H-field magnitude with crucible inclusion close-up.
Figure 3.8: Distribution of electric field and magnetic field magnitude throughout the simulation cavity close-up. The cavity is designed to produce a maximum H field at the center
location where the sample is to be placed. Figure (a) depicts the uniform sample geometry,
while figure (b) includes a surrounding alumina oxide layer with thickness of 1.5mm.
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In order to assess the effects of the alumina-oxide crucible on heating, a separate
simulation was run with a layer thickness of 1.5mm around the sample sides and
bottom while the material within those domains is assigned as alumina with ‘ = 10,
µ = 1, and ‡ = 10≠14 [1/( ·cm)].27 Alumina Oxide acts as a dielectric insulator,
though it is expected not to effect the magnetic penetration due to it’s low and strictly

real permeability. Moreover, being open to convection only on the top surface, there
should be an observable increase in temperature within the sample, as less heat is
lost to convective surface loses around the sample sides and bottom. Inclusion of
the crucible within the simulation indeed lowers the heating time required, which is
clear when comparing Fig. 3.10 and Fig. 3.9. One sees that the heating becomes
increasingly non-linear within the crucible, likely due to heat containment by the
crucible walls, where temperature increases by as much as 40o Celsius in some loading
cases. Attenuation of the EM field is not apparent in the field distributions across the
sample or cavity; as shown in Figures 3.6, 3.7, and 3.8, the cavity profile itself remains
relatively unchanged. Another noticeable variance occurring due to the introduction
of a crucible is the discontinuity which manifests at the air-crucible interface where
a more pronounced thermal gradient is seen with respect to the spatial coordinate at
higher loadings.
The sample heat distribution is then substantially altered by including the alumina
crucible in the simulation. While this does affect the distribution of the thermal
energy within the sample during the simulation, the overall temperature increase is
not drastically altered as can be seen when Fig. 3.9 and Fig. 3.10 are compared.
Alteration of the heating profile suggests that the alumina crucible has some effect
on the heating dissipation and trapping, but not one so significant that the effects
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must be considered further within this study as they do not significantly hinder the
ability to heat the sample. The crucible could potentially limit the homogeneity
of the heating due to temperature variance within the sample, but this effect was
not observed during experimental heating. Rather, the exothermic nature of the
Azodicarbonamide breakdown suggests that the sample will supply additional heat
energy once any part of the sample has reached decomposition. Coupled with the
microwave energy addition, the heating homogeneity will be only negligibly impacted.
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Figure 3.9: Sample temperature after 100 seconds of simulated heating plotted for a variety
of loadings. A dotted line depicts the decomposition threshold, while the local temperature
is plotted from waveguide center through sample in the +x direction.

Figure 3.10: Sample temperature with alumina crucible inclusion after 100 seconds of simulated heating plotted for a variety of loadings. A dotted line depicts the decomposition
threshold, while the local temperature is plotted from waveguide center through sample in the
+x direction.
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Additionally, a variety of iron oxide loadings were examined using the developed
COMSOL heating model. Composites containing loadings from 5 % weight up to
30% weight of iron oxide were examined, in order to assess fidelity between the experimental case and the simulated results. The heating rates were resolved for this
study by utilizing the crucible model depicted in Fig. 3.5 and a variable loading concentration, „, which directly drives the material dielectric disparity in the composite,
as delineated by Eq. (2.1.14). By analyzing the evolution of the heating rate and
thermal energy distribution at each loading value using the simulation, the accuracy
of the simulation at high and low concentrations can be assessed. The results show
an appropriate evolution of temperature with increasing weight loading of magnetite
within the composite as expected; moreover, they also display a varying thermal landscape within the sample as the heating time increases–this phenomenon follows from
the shifting penetration depth of the sample as the microwave-absorbent iron oxide
displaces more of the transparent Azodicarbonamide within the composite mixture.

3.2

Experimental Testing

Physical testing was performed using a standard commercial multi-mode microwave
(Panasonic NE-1054F Microwave), power set at 1kW input. Samples were placed
within a 99.5% high-purity alumina crucible which is assumed to have a negligible
effect on microwave penetration into the sample. Various weights loadings were prepared using a Ohaus Scout SPX Balance (Model SPX223), the mixture was prepared
in a pestle and mortar to break apart the conglomerated blowing powder and ensure even distribution of iron oxide throughout the sample. Samples of various total
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weights were then tested by placing the packed crucible in the center of the multimode cavity. Samples were irradiated at constant 1kW input power for a maximum
of 10 minutes—higher timescales are outside the interest of this research, and were
therefore disregarded. Power input was halted when visible decomposition was triggered, and the samples were allowed to react without power input for a further 30s to
ensure that the exothermic reaction was completed. Finally, the samples were then
removed from the cavity and weighed once more in order to assess the total weight
loss of each sample. Trials were performed at various loading increments five times
each, and results are averaged across each case with error bars denoting the standard
deviation.
The collected data is depicted in Fig. 3.11; averaged values over each loading are
then presented in Fig. 3.12, which is curve fitted with a power-law function showing strong correlation. One observes a monotonically decreasing heating time for
increased iron oxide loading, as expected by the theory, though the rate of decomposition time decrease decays exponentially and asymptotes after roughly 20% weight
loading. Intuitively, this behavior is expected as the iron oxide begins to limit microwave penetration into the sample after some critical loading percentage, instead
inhibiting the sample from homogeneous heating. One observes a rapid decrease in
reaction time with just slight inclusions of iron (ca. 5%–15% loading percentage)
which demonstrates that the particles do indeed significantly increase heat generation within the sample. Moreover, there is a clear advantage to ferromagnetic particle
doping as the heat generation is internal; this is more apparent when examining the
temperature profile across the chamber diagonal at various time steps, depicted in
Fig. 3.9 which was determined with the simulated results. The percentage loss of
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Figure 3.11: Decomposition times observed during microwave heating of ADC/K and iron
oxide composite mixtures containing various Fe3 O4 loadings by weight percentage. Experiments were performed for total sample weights varying between 1-5g.

Azodicarbonamide mass is plotted for each point in Fig. 3.13
As expected, the temperature on the leading sample edge is lower than the trailing
edge, owning to some absorption of the waves as they propagate through the sample,
as well as to the more homogeneous field distribution as the fields establish within the
cavity; moreover, the center temperature is higher than either edge, further validating
that heating is volumetric in nature within the conductive, composite medium. At
further times the disparity between leading and trailing edge temperatures remains
somewhat constant. If the non-linear dependence of the material dielectric properties
upon temperature were resolved and accounted for in this simulation, the observed
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Figure 3.12: Averaged decomposition times observed during microwave heating of ADC/K
and iron oxide composite mixtures containing various Fe3 O4 loadings by weight percentage.
Total sample weights vary between 1-5g.

edge disparity would become more pronounced at higher sample temperatures due to
the variance in material properties and corresponding microwave intensity difference
across the sample.

3.3

Data Agreement

Data agreement is assessed by comparing the data retrieved through COMSOL simulations and the experimentally collected data. Numerous assumptions are employed
in order to simplify the simulated problem, but these assumptions come at a detriment
to accuracy of the simulation results. Then again, while some deviation is expected,
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Figure 3.13: Percentage of total AZD mass decomposed by heating. Assessment is performed
using the initial and final weights of the sample neglecting the weight of included iron as it
is assumed constant.

an accurate simulation will reflect a high degree of correlation between the simulated
and experimental results. As a first-pass study, a nominal deviation of no more than
15% is determined to be an acceptable level of fidelity for this efficacy study. Data
plotting of the experimental results is accomplished by using Python and associated
scientific data analysis packages such as scipy, numpy, etc.; numerical simulations
results are plotted natively in COMSOL by using the built-in Results node.
Simulated heating rates at the higher end of the particle loading spectrum are
expected to be further from the experimental mean heating time (EMHT). This
follows from the effective medium approximation; it will break down at higher loading
concentrations as the EMA most accurately describes dilute mixtures. Moreover, due
to the different types of EMA which could be employed, the data agreement can be
assessed using multiple mixture models—so long as those models can be implemented
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Figure 3.14: Volume-averaged temperature within the sample shown over the 500s simulation, loadings from 5% to 20%.

within the COMSOL simulation environment.
A parametric analysis is performed utilizing the EMA for dilute mixtures over
loading concentrations ranging from 5% weight up to 30% weight. After 500 seconds
of simulation is run for each loading type at constant power input, the volume average
temperature within the sample at each time-step is calculated within COMSOL and
extracted for each loading value. These values provide a conservative estimate of the
temperature of the sample as time progresses; it should be noted that due to the nonlinearities observable in Fig. 3.10, decomposition may occur earlier due to localized
heating effects. This is further supported by the variance between localized temperature and volume average temperature within the sample, sometimes as high as 40o C
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Figure 3.15: Volume-averaged heating times to decomposition compared against experimental heating times for the full loading range explored in the study.

under higher loadings, which could trigger decomposition and subsequent exothermic
reaction in the CBA earlier. Plotting the volume-average against simulation time,
presented in Fig. 3.14, the relationship between heating and loading can be deduced.
In addition, the simulated heat time required to reach a volume average temperature
of 220o C—corresponding to the decomposition temperature of Azodicarbonamide is
plotted against the average experimental heating time to decomposition in Fig. 3.15.
The overall trend in the data indicates a high amount of agreement between the
experiment and the simulation, with the largest error being observed for a 7.5% loading. Discrepancy between the two values at this loading can be attributed to the large
variation in heating times apparent at lower loadings for the experimental data. While
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the exact source of the error is not apparent, the data presented in 3.12 shows that at
lower loadings a higher uncertainty is introduced in the heating time. This suggests
that the effect of including iron oxide in the mixture, particularly those lower loadings, can exacerbate the discontinuity in the mixture. That is to say, more extreme
variation may be introduced by the variations in material properties which present
in an inhomogeneous mixture with different dispersion landscapes; wide changes in
material dielectric properties across the experimental sample volume could be generated by inhomogeneous mixing, for example. If inadequately homogenized, the
corresponding total heating time would also fluctuate accordingly across the various
samples.

3.4

Sensitivity

A brief assessment of the simulated result sensitivity to material parameters mixing
is achieved by performing a parameteric analysis of the material parameters. The
absorption characteristics of the composite medium is studied at +/- 5% the base
values utilized in the above studies and the results are plotted. Azodicarbonamide
material properties utilized within the study are uncertain values. This is due largely
to the poor availability of material property data for this substance, but also due to a
general lack of microwave characterization of chemical blowing agents. The variance
in material properties is performed by allowing a total 5% variation in the microwave
absorption of Azodicarbonamide which has base properties recorded in Table 2.1.
The values utilized for the sensitivity study are recorded in Table 2.
Comparing the new simulated results against the control case illustrates the rel-
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Table 3.1: Modified properties for the materials in the simulation. Original data from Hotta
et al.15 , Lawindy24 , Honeywell25 , and Carson26 .

Material
Iron Oxide
ADC

ﬂ [kg/m3 ]
Ár
µr
k [W/m · K]
5100
(10 ≠ 3j) (2 ≠ 1.5j)
0.0423 ≠ T ú 1.37
ú 10≠5
Ë È
1650
(2.65)
1
0.00120873 + T K1 ú 10≠5

Figure 3.16: Sensitivity of the simulation to dielectric property variation in the host matrix.
Azodicaronamide properties are adjusted by +/ ≠ 10% and plotted against the experimental
results.

atively small deviations caused by material property fluctuations; noticeably, the
deviations between experimental data and simulated data is more extreme at lower
loadings. This suggests that a large gradient induced in the resulting composite
medium properties when near zero amounts of iron oxide is added to the host medium
is causing the deviation at lower loadings, while further addition of iron oxide causes
a less drastic alteration in the resulting medium properties and thereby heating.
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Chapter 4
Conclusions & Future Work
Stringent requirements are outlined for Cubesat platforms in order to allow these secondary payloads to be launch efficiently and safely. As the popularity of the Cubesat
platform grows, so does the risk for primary payloads; the result is an increasing
demand for safe, reliable and non-combustible propellant systems for use as an ondemand propulsive system for such Cubesat architectures. Azodicarbonamide has
been explored as a viable propellant for such a propulsive system, though the realized
designs are often limited be heating penetration into the propellant medium. This
study examined a possible alternative form of heat addition for efficacy. While this
study showed that the proposed microwave heating method is not reflective of a viable instantaneous propulsive platform, the reduction in heating rate demonstrated
that the propellant doping method does significantly reduce the decomposition time
of the propellant; it therefore has the potential to act as a pre-pressurization system
with which the reacted propellant can be safely ejected by using a valve. This decomposition can be completed after launch, which preserves the non-combustibility
of the propellant.
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Analysis of the heating rate for various concentrations of iron oxide doping, which
included both an experimental and a simulated study, demonstrates that fairly high
fidelity can be observed between the two cases using a simplified model of the material
properties. Deviation between the experimental and simulated cases remains minimal
over the entire loading spectrum, which indicates that the mixing model implemented
is capable of predicting the decomposition temperature of the mixture over the same
range with reasonable confidence. The largest sources of error in the model originate
due to the lack of well-resolved material dielectric property data for the proposed
propellant, Azodicarbonamide.
The model and the experiments reasonably agree, though the simulated model
allows for some additional insight into the heating development in the sample, as
observed in Fig. 3.9 and Fig. 3.10. The variable between these two plots, highlights
the absorption of microwave power in the sample and the dissipation of the total power
available as the microwaves penetrate into the propellant medium. The leading edge
experiences lower temperatures, this suggests that the microwave power is dissipated
into the medium and thus less power is available to be transfered to the leading
edge of the sample as the standing field is established within the cavity. The effect
becomes more pronounced by including the crucible within the simulation; the heat
dissipation is limited, thus temperature gradients between the sample and surrounding
air becomes more pronounced. Moreover, the non-linear thermal landscape observed
within the sample during heating seen in 3.10, suggest that the current simulation
may be conservative. In utilizing a volumetric average of the sample temperature
as the indicator for decomposition, the localized pressure and temperature effects
manifested by the decomposition reaction are inherently neglected. The simulation
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results suggest that these effects could play a significant role in both dropping heating
times and increasing reaction homogeneity, thereby maximizing design efficiency in
any system utilizing an Azodicarbonamide or CBA-based propellant.
In general, it is clear that propellant doping with iron oxide in the presence of
microwave irradiation presents a viable method of heating, though the results suggest
that a more refined study, which uses precise material dielectric properties, would be
necessary to further justify the system for propulsive applications. A sensitivity study
performed for the material dielectric properties demonstrated that fairly low variation
is introduced by altering the material properties. It is important to note that due
to the lack of any dielectric data for Azodicarbonamide, this represents the largest
possible source of error in the results and therefore the highest value target for future
research. Additionally, other large limiting factors to the systems implementation
include the high power input required, as well as the high loadings required to reduce
total power consumption while still achieving complete thermal decomposition.
As the field of microwave heating is still in the premature stages, this method of
heating represents a novel and interesting method of triggering propellant breakdown.
The discovery of new pathways for heat generation through metal doping, as well as
the penetrative aspects of microwave heating represent promising avenues for the
development of satellite propulsive systems. In order to realize the true potential of
such a system, it will first be necessary to more completely characterize the materials
under test dielectrically. This preliminary efficacy study has demonstrated that such
a system is feasible and that with the proper tuning of materials, a pre-pressurization
of the system could be implemented within the experimental and simulated heating
timescale which is desirable for propulsive applications for small satellites.
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4.1

Future Research

While this study demonstrates that significant heating time reduction is possible in
the propellant mixture by adding iron oxide particles, there are many areas which
could be refined for more accurate resolution of the efficiency associated with such a
design. Errors introduced into the work originate largely due to the lack of resolved
dielectric data on Azodicarbonamide, determination of these properties over the range
of temperatures up to AZD decomposition represents another area for future research.
The accuracy of the simulated model is evident when compared with the experimental
data set, where the two agree closely, but the deviation in heated development can be
seen at higher and lower loadings of iron oxide, see Fig. 3.15 for a graphical breakdown.
The models deviation is more pronounced at lower loadings, suggesting that the
dielectric properties of pure AZD are not well defined in the simulation. Performing
a sensitivity study of the results demonstrated that a conservative estimate of AZD
dielectric properties was implemented; this is apparent as decreasing the values in
the study by ten percent shows a better agreement with the experimental results at
lower loadings.
In addition to refining the material properties estimates used in this study, another
area which could be fruitful for future work includes assessment of the effects that
magnetite particle size and shape may have on the heating time reduction. As discussed in the prior art, many recent studies have focused on tuning heating improvements in microwave by altering the standard spherical particle shape—such as that
implemented in this study—to various dimensions of cylindrical or cuboid shapes.15
These effects have been proven to improve heating in certain instances, but such as60

sessments were outside the scope of the present work. Having proven that meaningful
heating time reduction can be achieved within the chemical blowing agent, the next
step for future work would be to optimize the heating by tuning material properties
due to size and shape in the doping agent magnetite.
Finally, this work represents a preliminary analysis of the efficacy of utilizing
microwave heating for chemical blowing agent breakdown in a propellant mixture.
As such, the microwave utilized in this study was not optimized for focused heating
application; a standard multi-mode cavity was used. As mentioned in a number
of the seminal studies, particularly in works by Rustum Roy and Jiping Cheng, a
more focused application of microwave energy may represent a more efficient means
of raising the temperature.5 They observed the greatest heating increases during
application of focused magnetic waves in a single-mode applicator. Exploration into
the effects of focused heating for use in this propellant heating scheme is therefore
warranted as the ultimate goal is to increase design power and weight efficiency.
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