We study a nonlinear wave equation on the two-dimensional sphere with a blowing-up nonlinearity. The existence and uniqueness of a local regular solution are established. Also, the behavior of the solutions is examined. We show that a large class of solutions to the initial value problem quench in finite time. 
INTRODUCTION
In this paper we consider an initial value problem on the two-dimensional sphere S ≡ S 2 . Specifically, we study u tt − u = G u (1.1)
where is the Laplace-Beltrami operator on the sphere and throughout the paper G is a function that satisfies the structural conditions
G is monotone increasing, G is convex and lim
A typical example of such a function is G u = a 1 − u −β + b, where a β > 0 and b ≥ 0.
The analogue of (1.1) and (1.2) in one-space dimension on the interval 0 L has been studied by Chang and Levine [5] , where the local weak 405 0022-247X/02 $35.00 solvability was established. Moreover, in [5] , the authors obtained the necessary conditions on G that force the solution to quench or not to quench in finite time. (See the definition of quenching of solutions in Section 4.) Later, Smith [21] investigated the same problem in bounded domains in n , n = 1 2 3, with Dirichlet boundary conditions. Various problems that involve quenching of solutions to parabolic and hyperbolic equations have been extensively studied by many authors. For instance, see [4, 5, 8, 12-15, 20, 21] , and at the same time, we apologize for any omitted references.
Motivated by the work of Chang and Levine [5] and others (see, e.g., [8, 12, 20, 21] ) and the fact that there has not been much work done for hyperbolic equations on compact manifolds without boundaries (cf. [11] ), we prove in this article that the initial value problem (1.1) and (1.2) has a unique local strong solution. Moreover, we show that this solution must quench in finite time whenever the average initial velocity is non-negative. In this case, there are no global solutions to (1.1) and (1.2). We also show that whenever the nonlinearity is bounded away from zero, then all local solutions quench in finite time, regardless of the behavior of the initial data. This result leads us to believe that the initial value problem (1.1) and (1.2) either does not admit any global strong solutions, or such solutions are very difficult to establish. Therefore, the question of the global solvability of (1.1) and (1.2) is not addressed in this article.
The plan for this paper is as follows. In Section 2, we present the technical assumptions, definitions, and notation that are necessary for the remaining sections of the paper. Section 3 is devoted to the local solvability of the problem. In Section 4, we study the behavior of the solution and present some results on quenching of solutions.
PRELIMINARIES
The main purpose of this section is to introduce the technical definitions and notations that are needed in the paper. For the sake of completeness and clarity, we begin with a quick review of some geometric aspects of the two-dimensional sphere. Naturally, we consider the spherical coordinate system x 1 x 2 ≡ θ φ on S, where θ ∈ 0 π is the latitude and φ ∈ 0 2π is the longitude. Let n = sin x 1 cos x 2 sin x 1 sin x 2 cos x 1 be the outward normal vector to S in 3 . Then, the vectors n 1 = ∂ n/∂x 1 and n 2 = ∂ n/∂x 2 form a basis for TS, the tangent space to S. For each ξ ∈ TS we shall write ξ = ξ i , where ξ = ξ 1 n 1 + ξ 2 n 2 . The Riemannian metric of the sphere with respect to this parameterization is given by
The inverse of g ij is denoted by g ij ; i.e., g ij g jk = δ k i (here and later we use Einstein's convention for summation over successive indices). The inner product on TS is given by
To every vector ξ = ξ i ∈ TS we assign the covectorξ = ξ i , wherẽ ξ i = g ij ξ j , and to each covector η = η i we assign the vectorη = η j , whereη j = g ji η i . If f ∈ C ∞ S then we define its gradient ∇f in C ∞ TS by
For every u = u i ∈ C ∞ TS we define its covariant derivative by
kj is the Christoffel symbol given by
The Laplacian of a scalar function f ∈ C ∞ S is defined by
Let the space L p S be the standard L p -Lebesgue space on S, and let the space H p S be the standard Sobolev space on S (cf. Adams [1] and Aubin [2] ). The inner products for L 2 S and L 2 TS are given by
where dS = sin θ dθ dφ (the Lebesgue measure on S).
, and f u = G u + u. Now, (1.1) and (1.2) can be cast as follows:
The following are well-known facts that concern the operator A (cf. [3, 7, 18, 19] Throughout the paper we shall use the following notation: Let X and Y be Banach spaces. We write X → Y if X is continuously imbedded in Y . More precisely, the natural injection i X → Y is continuous and we identify X with the subspace i X of Y . We denote by X Y the space of all continuous linear operators from X to Y .
EXISTENCE OF LOCAL SOLUTIONS
In this section we establish the existence of a local regular solution to (2.1) and (2.2). We accomplish this by inverting (2.1) and (2.2) into an integral equation that can be solved in an appropriate space. In order to be able to do so, some preliminary work is needed.
Since A is positive and self-adjoint, the fractional powers A s of A can be constructed by means of spectral calculus and are well defined on their respective domains for all s ∈ . Also, the standard sine and cosine operators associated with A;
where S t = A −1/2 sin A 1/2 t and C t = cos A 1/2 t are defined as
The following lemma is well known (cf. [9, 10] ). Its proof (which is omitted) is easily obtained from the definitions of the sine and cosine operators.
Let us begin by considering a regularized version of (2.1). Let 0 < δ < 1/2 be fixed. We define
and G δ u is defined on the interval 1 − 2δ 1 − δ in such a way that
and G δ is uniformly Lipschitz continuous on . Let g u = G δ u + u. Then, the regularized version of (2.1) and (2.2) is given by
For a moment, let us consider the linear version of (2.1) and (2.2); that is
where u 0 ∈ H s , u 1 ∈ H s−1 , and w ∈ L 2 0 T H s−1 is independent of u, 3/2 < s ≤ 2. By using the variation of constants formula, one has
It follows easily from Lemma 1 that u ∈ C 0 0 T H s . Moreover,
and
for almost all t ∈ 0 T and for every ψ ∈ H 1 S . Of course, in (3.10) denotes the standard pairing of H −1 S and H 1 S . By using the regularity of u t , one has
for all ψ ∈ H 1 and almost all t ∈ 0 T . Therefore u tt t ∈ H −1 , and
By virtue of (3.10), the solvability of (3.4) and (3.5) reduces to finding a function u with sup 0≤t≤T u t C 0 S ≤ 1 − 2δ, and u solves the integral equations u t = C t u 0 + S t u 1 + t 0 S t − τ g u τ dτ (3.11) and
for t ∈ 0 T . At this end we say that u is a regular solution to the initial value problem (1.1) and (1.2) on 0 T , if u ∈ C 0 0 T H s , u ∈ C 0 0 T H s−1 , with 3/2 < s ≤ 2, sup 0≤t≤T u t C 0 S ≤ 1 − 2δ, and u satisfies the integral equations (3.11) and (3.12) for t ∈ 0 T . In the case when s = 2, then u is said to be a strong solution. Proof. Let 2 − s . Since 3/2 < s ≤ 2, we have the imbeddings
Then, by Hölder's inequality, the mean value theorem, and the imbedding W 1 q S → C 0 S we have
Thus, the mapping u → g u from W 1 q S into W 1 p S is Lipschitz continuous on bounded sets. Hence, the lemma follows from the compositions
We now have the tools to establish the existence and uniqueness of a regular solution to (2.1) and (2.2). We shall use the contraction mapping principle in a suitable setting to solve the integral equation
Let and δ ∈ 0 1/3 be such that 2δ < . Let g u = G δ u + u be defined as in (3.4) and let 3/2 < s ≤ 2. For a > 0 we define
Thanks to the imbedding H s → C 0 S , we can choose (and fix) a > 0 small enough so that
Let X = C 0 0 T X 1 be endowed with the norm u X = sup 0≤t≤T u t H s . Let u 0 u 1 ∈ H s × H s−1 , and set U 0 t = C t u 0 + S t u 1 . By Lemma 1, U 0 ∈ C 0 0 T H s . We assume that the initial data u 0 u 1 is sufficiently small, so that
for all t ∈ 0 T . Thus, U 0 ∈ X.
Define the operator K as
For η > 0 let
We shall now show that for a sufficiently small T > 0, the mapping u → Ku is a contraction from X η into itself. To see that K X η → X η , let u ∈ X η . Thanks to Lemmas 1 and 2, we have
Since u ∈ X η , then it follows that K maps X η into X η , provided that T > 0 is sufficiently small. Now let u v ∈ X η . Then, for all t ∈ 0 T , we have
So, for a sufficiently small T > 0, the mapping u → Ku is a contraction from X η into X η . Hence, K has a unique fixed point u ∈ X η and u satisfies (3.11). The fact that u t satisfies (3.12) is immediate. Moreover, it follows from (3.12) that u ∈ C 0 0 T H −1 , and if s = 2 it follows that u ∈ C 0 0 T L 2 . So we have proven the following theorem. 
and sup 0<t<T u t C 0 S ≤ 1 − . Moreover if < , this solution may be continued to the interval 0 T + T for a sufficiently small T > 0 and with sup 0<t<T +T u t C 0 S ≤ 1 − .
QUENCHING
In this section we shall derive some results concerning the behavior of solutions to (1.1) and (1.2). Let u be a solution to the initial value problem (1.1) and (1.2) defined on (the largest interval) 0 T in the sense of Theorem 3. In particular, u ∈ C 2 0 T H −1 . If T = ∞, then we say that u is a global solution. If T < ∞, then we say u is a non-global solution. If there exists a point x 0 ∈ S such that lim t→T − u x 0 t = 1, then we say that u quenches at time T . In this section we show that a large class of solutions to (1.1) and (1.2) cannot be global and must quench in finite time. 
Therefore, for all ψ ∈ H 1 S , 0 ≤ t < T , one has
It should be noted here that the smallness assumption on the initial data in Theorem 3 implies that α < 1. Now, it follows from (4.2) (with ψ = 1) that F t exists for 0 ≤ t < T and
Therefore, F t exists on 0 T and F t = 1 4π S G u x t dS. Since G is convex, then by Jensen's inequality, one has
for 0 ≤ t < T . Therefore, F is increasing on 0 T and we have F t ≥ F 0 = β for 0 ≤ t < T . Now, we can state our main theorem in this section. Proof. (i) Suppose β ≥ 0. Then, it follows from (4.5) that F t ≥ 0. Therefore,
Since F t ≥ G F t on 0 T and G is increasing on −∞ 1 , then
This implies that
where G α > 0 and β ≥ 0. Now, if u does not quench in finite time, then u x t < 1, for all 0 < t < ∞ and for all x ∈ S. So, F t = 1 4π S u x t dS < 1 for all t > 0. This contradicts (4.10). Now, since
Hence, (4.6) follows. We now prove (4.7). Since F t ≥ 0, then
It follows from (4.12) that
Integration from 0 to t yields
Since is an increasing function, we have
A final integration from 0 to T gives (ii) Suppose that G u ≥ c > 0 for all u ∈ −∞ 1 . Since F t ≥ G F t on 0 T , then F t ≥ c > 0, 0 ≤ t < T . Therefore, F t ≥ 1/2ct 2 + βt + α 0 ≤ t < T (4.17)
Now, if u does not quench in finite time, then F t = If the Poincaré inequality, u L 2 ≤ constant ∇u L 2 , holds for all u ∈ L 2 S (which of course is not valid for the sphere), then one can utilize the energy identity above to show that all solutions to (1.1) and (1.2) must quench in either finite or infinite time, depending on whether the integral 1 0 G η dη < ∞ or = ∞
