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ABSTRACT

Mallios, Stavros, Ph.D., Computer Engineering Ph.D. program, Wright State University,
2018. Virtual Doctor: An Intelligent Human-Computer Dialogue System for Quick
Response to People in Need.

One of the challenges of our society is the existence of chronic-related conditions
and diseases among the elderly and people at risk. Apart from the welfare of people, a
significant impact of this phenomenon is the accumulation of high financial costs for both
individuals and health care systems. In order to address this issue and to reduce its effects,
many efforts have been made towards preventing, identifying in early stages and, generally,
managing chronic-related medical conditions and diseases. As a result, there has been a
keen research and market interest in health monitoring devices during the past few decades.
Nevertheless, despite the progress in the field of health monitoring, these devices are still
unable to measure certain symptoms with sensors.
A feasible solution to the aforementioned problem comes from the area of humanmachine interaction. However, although human-machine interaction devices have
advanced recently, they are still far from replacing the human from the interaction loop.
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Their major drawback is that they cannot reliably and efficiently respond to human
requests, since they mainly behave as “answering machines”. Moreover, the majority of
these systems fail to take certain human factors, such as one’s emotional condition, into
consideration.
In response to this need, we propose a Virtual Doctor system that is able to measure
a patient’s pathological data and also competently extract their non-measurable symptoms
by incorporating an intelligent human-computer dialogue system that is modeled with
Stochastic Petri Nets. In addition to this, the dialogue system will also be able to take
human communication factors, such as the patient’s emotional condition, as well as other
resources, such as their medical history, into account. Therefore, the ultimate goal of the
general system is health monitoring, quick and reliable prognosis of a human’s health
condition, real-time response to critical situations and, generally, the life improvement for
certain categories of people in need.

iv

TABLE OF CONTENTS
1

2

Introduction ............................................................................................................... 1
1.1

Motivation....................................................................................................................... 1

1.2

A Brief Overview of the Overall System ...................................................................... 5

1.3

Outline............................................................................................................................. 7

An Overview of the General Virtual Doctor System .............................................. 9
2.1

The General Architecture Scheme ............................................................................... 9

2.2

The Human Subject ..................................................................................................... 11

2.3

The Medical Center ..................................................................................................... 11

2.4

The Virtual Doctor ....................................................................................................... 13

2.5

The Overall Procedure ................................................................................................ 15

2.6

Secure Health Information Exchange ........................................................................ 17

2.6.1

Compression-Hiding-Encryption ....................................................................... 19

2.6.2

Biometrics Authentication-Authorization ......................................................... 21

2.7

3

Conclusions ................................................................................................................... 23

A Literature Review on Human-Computer Dialogue Systems ........................... 24
3.1

Introduction .................................................................................................................. 24

3.2

Classification of Systems and Methodologies ............................................................ 28

3.2.1

Answering Systems .............................................................................................. 29

3.2.2

Semi-Dialogue Systems ........................................................................................ 38
v

3.2.3

4

3.3

Evaluation of Systems and Methodologies................................................................. 50

3.4

Conclusions ................................................................................................................... 60

The Virtual Doctor Dialogue System ..................................................................... 62
4.1

Introduction .................................................................................................................. 62

4.2

Characteristics of the VDr Dialogue System ............................................................. 63

4.2.1

Domain .................................................................................................................. 65

4.2.2

Use of Natural Language ..................................................................................... 68

4.2.3

Dialogue Initiative ................................................................................................ 69

4.2.4

Flexibility .............................................................................................................. 70

4.2.5

Error Recovery..................................................................................................... 71

4.2.6

Learning Capability ............................................................................................. 72

4.3

Components of the VDr Dialogue System.................................................................. 73

4.3.1

Natural Language Understanding ...................................................................... 75

4.3.2

Dialogue Manager ................................................................................................ 78

4.3.3

Knowledge Base ................................................................................................... 80

4.3.4

Response Generation ........................................................................................... 81

4.4

5

Full-Dialogue Systems.......................................................................................... 44

Summary....................................................................................................................... 82

Emotion Recognition in the Virtual Doctor Dialogue System ............................. 84
5.1

Introduction .................................................................................................................. 84

5.2

Emotions: Classification and Intensity ...................................................................... 87

5.2.1

Classification of Emotions ................................................................................... 87

5.2.2

Intensity of Emotions ........................................................................................... 89

5.3

Emotion Recognition ................................................................................................... 89

5.4

Emotion Recognition Datasets: A Literature Review ............................................... 91

5.5

Developing an Emotion Recognition Dataset ............................................................ 95
vi

6

5.5.1

Modifying the AFINN Dataset ............................................................................ 95

5.5.2

Emotion Intensity Dataset ................................................................................... 97

5.6

Emotion Recognition Algorithm ................................................................................. 98

5.7

Results ......................................................................................................................... 101

5.8

Conclusions ................................................................................................................. 106

The Formal Model of the Virtual Doctor Dialogue System ............................... 107
6.1

Introduction ................................................................................................................ 107

6.2

VDr-Patient Interaction Model................................................................................. 109

6.3

SPN Model – Graphical Representation .................................................................. 112

6.4

Token Values and SPN Markings............................................................................. 121

6.5

SPN Model – Formal Definition ............................................................................... 130

6.6

Summary..................................................................................................................... 154

7

Rule-Based Learning ............................................................................................. 155

8

Results ..................................................................................................................... 167

9

8.1

Interaction Scenarios ................................................................................................. 167

8.2

Summary..................................................................................................................... 175

Conclusions............................................................................................................. 177
9.1

Summary of the Dissertation .................................................................................... 177

9.2

Research Contributions ............................................................................................. 179

9.3

Limitations and Future Work................................................................................... 180

REFERENCES .............................................................................................................. 182

vii

LIST OF FIGURES
Figure 1-1: Measurable and non-measurable symptoms and their extraction. ................... 3
Figure 2-1: The general architecture scheme of the VDr system. ...................................... 9
Figure 2-2: The basic information and functions that are incorporated by the medical
center. ................................................................................................................................ 12
Figure 2-3: The interaction between the human subject and VDr nodes. ......................... 14
Figure 2-4: A general overview of the VDr system’s procedures. ................................... 16
Figure 2-5: The compression-hiding-encryption scheme. ................................................ 20
Figure 2-6: The biometrics authentication and authorization scheme. ............................. 22
Figure 3-1: The general architecture of a dialogue system. .............................................. 27
Figure 3-2: The proposed classification scheme of dialogue systems. ............................. 29
Figure 3-3: Maturity scores of the reviewed dialogue systems. ....................................... 56
Figure 3-4: Maturity scores of the reviewed answering systems. ..................................... 56
Figure 3-5: Maturity scores of the reviewed semi-dialogue systems. .............................. 57
Figure 3-6: Maturity scores of the reviewed full-dialogue systems. ................................ 57
Figure 3-7: Arithmetic mean and mode of each evaluation feature.................................. 59
Figure 5-1: Robert Plutchik’s “wheel of emotions”. Courtesy of Wikipedia. .................. 88
Figure 5-2: An overview of the modified AFINN dataset. ............................................... 97
Figure 5-3: An overview of the emotion intensity dataset. ............................................... 98
Figure 5-4: Emotion recognition in the patient’s input text. ............................................. 99
viii

Figure 5-5: Results of emotion recognition in the VDr dialogue system. ...................... 103
Figure 5-6: An example of the interaction between the VDr and a patient. ................... 104
Figure 5-7: The emotional condition of the patient during the interaction example that is
depicted in Figure 5-6. .................................................................................................... 105
Figure 6-1: An overview of the Wickens’ human information processing model. ........ 109
Figure 6-2: An overview of the VDr-patient interaction model. .................................... 110
Figure 6-3: The SPN model of the VDr dialogue system. .............................................. 114
Figure 6-4: A description of the places, the resources and the transitions of the SPN model
of the VDr dialogue system. ........................................................................................... 115
Figure 6-5: Token colors for different patient utterances in the SPN graph of the VDr
dialogue system. .............................................................................................................. 122
Figure 6-6: Selection of a dialogue place, based on two different statements that are made
by the patient, in the SPN graph of the VDr dialogue system. ....................................... 124
Figure 6-7: Selection of a dialogue place, based on the patient’s statement and their medical
history, in the SPN graph of the VDr dialogue system. .................................................. 127
Figure 7-1: An overview of the rule-based system that is incorporated in the VDr dialogue
system. ............................................................................................................................ 158
Figure 8-1: Interaction scenario I. ................................................................................... 168
Figure 8-2: Interaction scenario II. ................................................................................. 169
Figure 8-3: Interaction scenario III. ................................................................................ 170
Figure 8-4: Interaction scenario IV. ................................................................................ 171
Figure 8-5: Interaction scenario V. ................................................................................. 173

ix

LIST OF TABLES
Table 3-1: Overview of the reviewed answering systems. ............................................... 38
Table 3-2: Overview of the reviewed semi-dialogue systems. ......................................... 44
Table 3-3: Overview of the reviewed full-dialogue systems. ........................................... 48
Table 3-4: Overview of the reviewed dialogue systems. .................................................. 49
Table 3-5: Evaluation features. ......................................................................................... 50
Table 3-6: Evaluation scores of the reviewed dialogue systems. ..................................... 52
Table 3-7: Feature weights................................................................................................ 53
Table 3-8: Maturity scores of the reviewed dialogue systems. ......................................... 55
Table 3-9: Arithmetic mean and mode of each evaluation feature. .................................. 59
Table 4-1: Examples of labels that are assigned by the natural language understanding
component of the VDr dialogue system............................................................................ 77
Table 5-1: An overview of the reviewed emotion recognition datasets. .......................... 94
Table 5-2: Results of emotion recognition in the VDr dialogue system......................... 102

x

ACKNOWLEDGMENTS
I would like to express my gratitude to Dr. Nikolaos Bourbakis for giving me the
opportunity to work on this exciting topic. During my journey towards the completion of
this dissertation, Dr. Bourbakis has been a mentor and has given me his constant support,
without which, this journey would have been impossible. In addition to this, his guidance,
patience and advice have provided me with invaluable lessons for my professional career
and personal life.
I would also like to thank the members of my doctoral committee, Dr. Soon Chung,
Dr. Yong Pei and Dr. Larry Lawhorne. Their constructive criticism and their suggestions
have made a positive contribution to this work. Furthermore, I would like to thank my
colleagues and friends Anargyros Angeleas, Zacharias Hasparis, Spyridon Manganas,
Konstantinos Michalopoulos, Iosif Papadakis-Ktistakis, Adamantia Psarologou, Giorgia
Rematska, Anna Trikalinou, Michail Tsakalakis and Athanasios Tsitsoulis, for the
collaboration and the good times we had during the past four years.
Finally, I would like to thank my family who, although thousands of miles away,
have always been there for me. My parents Dimitrios and Vasiliki, my siblings Georgia
and Dimitris and my uncles Georgios and Adonis have given me their unconditional love,
their encouragement and their support throughout my whole life, to which I am grateful.
Last but not least, I would like to thank my wife Leah for her support during the last few
months of this journey.
xi

To my parents Dimitrios and Vasiliki,
for all their sacrifices and endless love.

xii

1
Introduction
1.1 Motivation
One of the major challenges for our society is the large and ever-increasing number
of people whose health condition needs to be continuously monitored. This group of people
includes the elderly, people suffering from disabilities or chronic related diseases, patients
in rehabilitation and people who live in rural areas, far from medical centers and hospitals.
Therefore, there is a need for real-time monitoring of people’s health condition, easy and
fast access to their medical history, quick diagnosis, early detection of changes in patients’
health patterns, as well as possible prevention of emergency situations. Moreover, the
prevention of critical situations is always better and more preferable than their treatment,
since healthcare costs can be extremely high for patients, medical providers and
government entities. Additionally, hospital visits and doctor appointments, as well as
possible long delays during these visits, can be particularly time-consuming and
unbearable, especially for the elderly and people with severe health conditions. All in all,
these situations consist a challenge to the wellbeing and the financial sustainability of both
the individual and society as a whole.
1

As a result, during the past few decades, there has been a growing research and
market interest in the general field of health monitoring and health information exchange
[1]. This interest is indicated by numerous systems and prototypes that have been and are
still being developed in order to monitor the health status of the elderly, patients in
rehabilitation, people with disabilities and other groups of people that are in a critical
situation [2]. Furthermore, Artificial Intelligence has had a significant impact in the area,
as many tools and decision support mechanisms are incorporated in health monitoring
systems. In general, a plethora of systems that, among others, include wearable health
monitoring systems that employ sensors in order to measure the patients’ physiological
data, as well as systems that are based on intelligent agents that incorporate decision
mechanisms, have been developed in the recent years. A thorough review of related
systems is presented by Pantelopoulos and Bourbakis in [1] and [2]. Finally, a lot of
research projects are related to and aim to overcome various obstacles that arise during the
extraction and the transmission of health information. For instance, since health data
include sensitive and private information, several research projects aim to resolve security
and communication issues that may occur during the exchange of health information
between wearable mobile devices, hospitals or health centers, medical databases, etc.
Nevertheless, even though there have been marvelous developments in the area of
health monitoring and health information exchange, wearable devices and health
monitoring systems have a major drawback, which still constitutes an open problem in this
area. More specifically, there are certain pathological symptoms that cannot yet be
measured with sensors or be rated quantitatively. These symptoms include, but are not
limited to, headaches, dizziness, fatigue and other non-measurable symptoms that denote
2

possible pains, body conditions, consciousness status, etc. Yet, the extraction of these nonmeasurable symptoms, which is the main focus of this dissertation, is important when a
diagnosis regarding the health status of a patient is performed. Figure 1-1 [3] provides an
illustration of several well-known and common measurable and non-measurable
symptoms, with the latter of them being depicted between the red brackets.

Figure 1-1: Measurable and non-measurable symptoms and their extraction.
As it can be seen in Figure 1-1, many physiological parameters and physical
conditions may comprise and/or may be characterized by various measurable and/or nonmeasurable parameters. As a consequence, the existence, or the measurement, and the
extraction of these measurable and non-measurable parameters may lead to the detection
of a measurable or non-measurable symptom. More specifically, by evaluating a
measurable parameter, such as the heart rate of a patient, a measurable symptom, such as
a heart rate arrhythmia (tachycardia/brachycardia) may be detected. On the other hand, the
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existence and the extraction of a non-measurable symptom, such as a headache, is
equivalent to the identification of a non-measurable parameter, namely, a possible pain.
Therefore, it may be inferred that whether a physiological symptom is measurable
or not, its recognition is important and necessary when a diagnosis regarding a patient’s
health condition is performed. In the case that this diagnosis is performed by a physician,
the patient’s measurable symptoms are recognized and measured by utilizing various
medical devices. These may range from simple and easy, even for an individual, to use
devices, such as a thermometer, to complex devices and advanced monitoring methods,
such as an electroencephalogram (EEG). As far as the non-measurable symptoms are
concerned, they may be extracted through the verbal communication and the human
interaction between the patient and the physician, since no other means that could perform
this process are available yet.
In contrast to everyday scenarios where the diagnosis of a patient’s health condition
is performed by a physician, health monitoring systems utilize various sensors that are
capable of capturing, processing and extracting a plethora of the patient’s vital signals, and,
subsequently, measuring their physiological parameters and possibly recognizing the
patient’s non-measurable symptoms. However, the available sensor technology is not
capable of capturing the patient’s non-measurable symptoms yet.
As a consequence, a feasible solution to the problem of the extraction of nonmeasurable symptoms comes from the area of human-computer interaction (HCI). In a
manner that is analogous to the interaction between a physician and a patient, a HCI system
could communicate with the patient and extract their non-measurable symptoms.
4

Nevertheless, the majority of systems that have already been developed to address this
issue ([4], [5]) mainly act as health diagnostic tools, where patients can select a number of
symptoms from a list of available ones. Furthermore, most HCI systems behave as
“answering machines”, rather than systems that are able to support a full dialogue with a
human. All in all, although these systems are able to capture a wide variety of symptoms
and answer questions that a patient may have, they are not able to conduct a natural, humanlike dialogue with a patient and to imitate the physician-patient interaction, and, thus, they
do not completely or efficiently respond to human requests.

1.2 A Brief Overview of the Overall System
This dissertation presents a Virtual Doctor (VDr) system for first and real-time
response to people with critical health conditions. The VDr system continuously monitors
the patient’s health by incorporating a wearable health monitoring system, which has
previously been presented in [6]. Thus, the VDr system is able to measure the physiological
data of a patient, identify changes in their health patterns, detect emergency situations
immediately and also provide a first prognosis regarding the patient’s health condition.
However, this wearable health monitoring device, and, consequently, the VDr system, is
still not able to capture a patient’s non-measurable symptoms.
In response to this, the main focus of this dissertation is the VDr dialogue system:
an intelligent human-computer dialogue system for quick response to people in need. The
proposed HCI system is modeled with Stochastic Petri Nets (SPNs) and is capable of
extracting a patient’s non-measurable symptoms in a natural, efficient and reliable way.
Most importantly, aside from interacting with a patient in a human-like manner and
5

identifying their non-measurable symptoms, the VDr dialogue system also takes human
factors during its communication with a patient into consideration. More specifically, the
system can recognize the emotional condition of the patient, detect any possible changes
in their emotional condition and, subsequently, use this information during the later stages
of its interaction with the patient. Moreover, the VDr dialogue system also utilizes the
medical history of the patient, in order to conduct a more personalized dialogue with a
patient, in a way that resembles the communication between two humans. Finally, the VDr
system, as a whole, can use the patient’s current measurable and non-measurable
symptoms, the patient’s medical history and other information, such as the patient’s
medication, to produce a reliable prognosis regarding the patient’s health status. This
prognosis is then transmitted to and may be confirmed by a responsible physician, that
results to a verified diagnosis and, potentially, to the execution of any further actions.
Nevertheless, it should be pointed out that the development of a system that would
be able to diagnose every health condition and to detect any possible emergency situation
would be a tremendously demanding and arduous task, which would also require the
assistance and involvement of specialized health practitioners and medical experts. Instead,
our goal is to propose a system that would efficiently handle a specific area of health
conditions, while it would maintain its scalability and expandability, with the future
intention of addressing issues that are related to other health conditions. Therefore, the area
that was selected as our main focus for the proposed VDr system is cardiovascular diseases,
while retaining the ability to expand the system in order to include other health conditions,
as well.
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Finally, it is also important, and it should be clarified, that the proposed system is
not intended to replace or decrease the physician’s involvement in the process of
diagnosing, maintaining or restoring a human’s health condition. On the contrary, our
motivation and aspiration is the development of a system that would be helpful to
physicians and medical experts, in general, and that it could provide them with a quick and
reliable first prognosis of the patient’s health status, as well as with easy and fast access to
other resources, such as the patient’s medical history. Despite all the ambitious attempts
and progress in the area of artificial intelligence that target to the development of an
intelligent system that would monitor and diagnose a patient’s health condition, the medical
doctor is still considered to be the one who should make the final decisions.

1.3 Outline
In the following paragraphs the proposed VDr system is presented. More
specifically, Chapter 2 presents the description of the general VDr system and covers the
general architecture, the major nodes and the procedures that are performed by it.
Moreover, two methodologies that are used in order to ensure the secure health information
exchange and the security and privacy of sensitive health data are included. Chapter 3
presents a literature review that was conducted on dialogue systems, with the intention of
detecting their weak points and indicating the challenges in their development. Chapter 4
provides the description of the VDr dialogue system that is part of the general VDr system
and interacts with the patient in order to retrieve their non-measurable symptoms.
Furthermore, its main characteristics and components are also presented in Chapter 4.
Afterwards, Chapter 5 presents the emotion recognition process in the VDr dialogue
7

system, along with a brief literature review of datasets that are used for lexical emotion
recognition. Subsequently, the formal model of the VDr dialogue system with the use of
SPNs is presented in Chapter 6. A rule-based system that is incorporated in the VDr
dialogue system and offers it learning capabilities is presented in Chapter 7. Next, Chapter
8 provides some results of the dialogue between patients and the VDr dialogue system
during various interaction scenarios. Finally, a summary of this dissertation and its
contributions, as well as its limitations and the related future word are presented in Chapter
9.

8

2
An Overview of the General
Virtual Doctor System
2.1 The General Architecture Scheme
In this chapter, an overview of the general VDr system, which is also described in
[7], is presented. The overall goal of the general VDr system is to monitor the patient’s
health condition, to conduct regular checkups with them and to be able to provide a quick
and reliable prognosis regarding their health status.

Seen as a whole, the overall

architecture of the VDr system consists of three major nodes, the human subject (or
patient), the medical center and the VDr system itself. These nodes communicate and
exchange information with each other, as it is presented in Figure 2-1.

Human Subject
(Patient)

Medical
Center

Virtual
Doctor

Figure 2-1: The general architecture scheme of the VDr system.
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According to Figure 2-1, the overall architecture scheme of the general VDr
systems consists of three major nodes. The first of these nodes is the human subject or, in
other words, the patient whose health condition is being monitored. This node resembles
the extraction of the physiological data of the patient, which include both their measurable
and non-measurable symptoms. On the other side of the architecture scheme is the VDr
system itself. This node is responsible for the extraction of both the measurable and nonmeasurable symptoms of the patient. More specifically, a wearable health monitoring
device that is used by the patient obtains the patient’s measurable symptoms and then
transmits them to the VDr system. Furthermore, the patient’s non-measurable symptoms
are acquired through the interaction between the patient and the VDr intelligent dialogue
system, which is part of the general VDr system. Lastly, a medical center (or hospital) is
the intermediate node of the architecture scheme. Apart from providing the infrastructure
and handling the communication between the human subject and the VDr system, the
medical center also holds a lot of other information and is responsible for a series of
operations that will be described subsequently.
Additionally, it should be noted that a medical center can be responsible for many
patients and exchange information with multiple VDr’s, too. In fact, one possible
classification for the various VDr’s could be based on their specialization on different
health conditions and diseases. However, for the purpose of simplifying the prototype’s
general architecture scheme and making it more readable, there are only one VDr and one
human subject nodes presented in Figure 2-1.
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2.2 The Human Subject
In the human subject node, a wearable health monitoring system that comprises
various biosensors, and which has been described in detail in [6], is used in order to provide
the patient’s measurable physiological data. These are data with specific numeric values
that correspond to several measurable parameters, such as the patient’s blood pressure, or
values that are based on the morphology of a biosignal, like the electrocardiogram (ECG).
Moreover, through the HCI between the patient and the VDr dialogue system, the patient’s
non-measurable symptoms, which may include, among other symptoms, headaches,
stomach aches, etc., are obtained. The received data, after having been digitally processed,
are validated in order to verify that they correspond to actual physiological parameters, and
are eventually used to provide a reliable prognosis regarding the human subject’s health
condition.

2.3 The Medical Center
A medical center, hospital, or, in general, any other health center, is the
intermediate node of the architecture scheme of the general VDr system. This node is
responsible for providing both the hardware and software infrastructure, so that the general
VDr system is able operate. It is responsible for handling the communication between the
patients and the various VDr’s and for providing the adequate number of communication
channels, depending on the number of patients and network traffic. By using multiple
communication channels, the chances of collisions can be decreased and, respectively, the
chance that the transmitted data reach their destination is increased [8].
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In addition to handling the communication and the information exchange between
the patients and the VDr’s, the medical center also holds various information, which is
organized in different databases, and encompasses several functions that can be utilized
during or after the process of making a prognosis, respectively. An illustration of the
information and the functions for which the medical center is responsible is presented in
Figure 2-2.

Medical
History

State of
The Art

Pharmacies

Medical
Center

Medication

Hospital
Admission

Ambulance
Call

Figure 2-2: The basic information and functions that are incorporated by the medical
center.
As it is illustrated in Figure 2-2, the medical center holds a lot of information that
is organized in different databases. In this context, the following modules are defined.


The patients’ medical history is stored in a database in order to be easily and
quickly accessible by the medical doctors. Whenever it is possible, along with
the patients’ history, the medical history of their direct relatives, such as parents,
siblings and grandparents, is stored, too. This would provide the medical doctor
12

with a better understanding and insight of a patient’s family medical history, as
well as of any genetic conditions and hereditary diseases.


The state of the art database includes various records about new medication,
techniques and findings in the medical field. Besides, it is a lot easier to update
a database with new medical advancements, than it is for a medical doctor to
separately search for all this information.



A database with stored pharmacies can be used in order to provide quick
information to the patients about pharmacies in their local area.



The medication database includes treatments for known diseases and
pathological situations.



The hospital admission function is executed in the event that the VDr detects a
pathological condition and the medical doctor confirms it and suggests the
hospitalization of the patient.



Similarly to the hospital admission, the ambulance call function is executed if
the patient is in an emergency situation.

The scheme depicted in Figure 2-2 provides some basic information and functions
described previously. Nevertheless, it is possible that an actual implementation of the VDr
system would integrate more information and functions, depending on the needs and
requirements of each particular case.

2.4 The Virtual Doctor
The VDr node of the architecture scheme that is illustrated in Figure 2-1 is the node
that is responsible for the prognosis of the patient’s health status. For this purpose, the
13

patient’s measurable physiological data, such as the blood pressure, the respiration rate and
the patient’s electrocardiogram, which are acquired by a number of body sensors that are
used on the human subject node of the system, are securely and wirelessly transmitted to
the VDr [9]. However, apart from these measurable biosignals, several other symptoms
that cannot yet be measured by any available body sensor may be obtained by the patient.
These symptoms, which may, among other symptoms, include headaches, stomach aches
and dizziness, are acquired by the VDr dialogue system, which is part of the general VDr
system and is the main focus of this dissertation. More specifically, these symptoms
become available during the HCI between the patient and the VDr dialogue system,
through a series of questions and responses that are exchanged between the two involved
parties. An illustration of the interaction between the patient and the VDr system, which is
accomplished by the VDr dialogue system, is presented in Figure 2-3.

Measurable
Parameters

Wearable Health
Monitoring
Device

Human Subject
(Patient)

Non-measurable
Parameters

Measurable
Symptoms

Virtual
Doctor

Virtual Doctor
Dialogue System

Non-measurable
Symptoms

Figure 2-3: The interaction between the human subject and VDr nodes.
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As it is depicted in Figure 2-3, the VDr system receives both the measurable and
non-measurable symptoms, through the secure transmission of the data that is obtained by
the wearable health monitoring device and the HCI between the human subject and the
VDr dialogue system, respectively. Although it is not illustrated in Figure 2-3, the VDr
system also has access to the resources and the functions that are stored in the medical
center node, which were presented in Figure 2-2. By using all this information, the VDr is
then able to come up with a fast and reliable prognosis regarding the patient’s health
condition. Furthermore, in the case of an emergency situation, the VDr is able to call an
ambulance or ask for the patient to be admitted to a hospital. Finally, it is important to
mention that the prognosis that is provided by the VDr should be confirmed by a physician,
who also has access to the rest of the resources that are available to the VDr system.

2.5 The Overall Procedure
An illustration of the overall procedure that is performed by the general VDr system
is provided in Figure 2-4.
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Figure 2-4: A general overview of the VDr system’s procedures.
According to the procedure that is illustrated in Figure 2-4, the prognosis process
begins after receiving the patient’s measurable and non-measurable symptoms from the
wearable health monitoring system and the VDr dialogue system, respectively.
Subsequently, the set of symptoms that has obtained by the VDr is used along with the
patient’s medical history in order to come up with a fast and reliable prognosis. One
possible way to carry out this process is by modeling the measurable and non-measurable
symptoms as words of the Prognosis language. The Prognosis language, which has been
introduced in [3], is a fuzzy formal language that is used to represent the received data,
whether they are measurable symptoms or not, with the use of the same alphabet, in order
to describe the current health status of the patient. The fuzzy nature of the Prognosis
language is justified by the fact that symptoms are fuzzy in nature [10], [11]; one could
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have high fever or really high fever; having a headache is also a fuzzy health state, as it is
a non-measurable symptom. After a prognosis is provided by the VDr system, it becomes
available to a physician, who is responsible for the corresponding patient, and may confirm
it. As a result, a verified diagnosis is produced, which is then used to update the patient’s
medical history.

2.6 Secure Health Information Exchange
An important aspect in the design and development of health data related tools and
systems is the challenges that such a system needs to face and the requirements it would
have to meet, in order for it to be considered mature enough to be a final market product.
References [2] and [12] provide an extended list of requirements for related systems and
tools. Among these challenges and requirements, one of the most considerable ones is the
secure transmission of the patient’s health data, which are regarded to be sensitive and
private. In fact, there is a big number of people disinclined to the use of such systems, as
they do not feel that their private and sensitive information will be transmitted to and be
available only to the competent institution, e.g. their medical doctor. Potential
communication problems should also be addressed to ensure the fast and reliable
transmission of data.
Security and privacy are two major issues in information exchange and, therefore,
they attract considerable attention by researchers and developers. The most common
security threats in information exchange include attempts to access valuable information,
cause damage to system resources, modify parts of the system and insert false data [13]. In

17

this context, security methods need to be applied in the data, the network, the databases
and other resources of the system [13].
In health information exchange, ensuring the security and privacy of the data that
are exchanged by the involved parties is even more significant, due to the nature of the
transmitted data. Whether the data that are being transmitted are medical records, health
data, such as the patients’ pathological symptoms, patients’ medical history or other
personal information, it is crucial to secure these data and protect the patients’ privacy.
Besides, these data include private and sensitive information that should not be available
to non-qualified parties under any circumstances. In fact, the possibility that the patients’
sensitive and private data will become available to ineligible parties causes the patients to
be concerned about such systems and, sometimes, reluctant to use them.
In order to protect the privacy of the patients and their sensitive and personal
information, four basic principles have been discussed in related projects and are taken into
consideration for the VDr general system; anonymity, pseudonymity, unlinkability and
unobservability. More specifically, the transmitted data are considered anonymous if they
cannot be associated with a particular individual [14], while they are regarded to be
pseudonymous when a pseudonym is used as the identification of the data set [15].
Additionally, unlinkability is the state where two sets of data are not related from the
attacker’s point of view more than they were related before the attack [15]. Finally, data
are considered unobservable when they cannot be distinguished from other sets of data
[15].
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With respect to the general VDr system, there are two main types of information
exchange during the interaction between the human subject and the VDr; between the
human subject node and the medical center and between the medical center and the VDr.
Thus, there are two schemes presented below to ensure the secure exchange of health
information between the nodes of the system.

2.6.1 Compression-Hiding-Encryption
The compression-hiding-encryption scheme, which is presented in detail in [13], is
performed on the human subject node of the architecture scheme of the general VDr system
and it can be used in wearable health monitoring systems for the transmission of biosignals.
It is based on the SCAN methodology, which is a 2-dimensional spatial accessing method
that can represent and easily generate a large number of scanning paths [16]. The SCAN
methodology has proven to be a very useful method for compression, data hiding and
encryption, as it can be applied to images, videos, or any other kind of files, since all kinds
of files could be represented as 2-dimensional arrays. Thus, applying the SCAN
methodology offers lossless compression, robust data hiding and strong encryption [17],
[18], [19].
More specifically, when SCAN-based compression is applied to a 2-dimensional
file, which can be seen as an image that is comprised of pixels, the file is first partitioned
in blocks. Then, each block is scanned with various scan paths and its pixel values are
predicted. After this, the algorithm computes the number of bits that are needed to encode
each scan path and, finally, it chooses the scan path that minimizes the number of prediction
errors and the number of encoding bits [13], [16]. As for the SCAN-based data hiding, the
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first step involves the identification of complex regions of the original file, which are then
rearranged by using the SCAN methodology. Afterwards, the secret data that need to be
transmitted along with the original file are embedded in the complex regions and a random
order is determined by a secret SCAN key [13], [16]. Lastly, the SCAN-based encryption
permutes the pixels of the image, which are the contents of the original file, replaces the
pixel values and produces an iterated product cipher [13], [16].
As a whole, the overview of the SCAN-based compression, data hiding and
encryption is illustrated in Figure 2-5.
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Message

Compression

Data Hiding

Compressed
file

File with
hidden
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Encryption

Compressed and
encrypted file with
hidden message

Figure 2-5: The compression-hiding-encryption scheme.
The compression of data is really important when transmitting and/or storing these
data. The fact that lossless compression can be achieved by this method is not only
desirable, but critical and required, too, due to the importance of the transmitted medical
data. Information hiding is an important technique since it provides the capability of
embedding secret data to another file, in a way that they are unobservable by anyone
without the embedding key. Lastly, the encryption of the transmitted data ensures that the
data will not be readable to non-qualified parties that do not have the encryption key.
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One of the advantages of this methodology is its capability to transmit text, audio
and video combined in one medium, by treating text and audio signals as 2D arrays [16].
In the same way, it is possible to use the presented methodology in order to transmit the
pathological symptoms that are obtained by the human subject node of the system. Starting
from the original file, whether it is a video, image, audio, text file or the patient’s
symptoms, lossless compression is performed on it. Then, the data hiding technique
incorporates a message to the compressed file; this message could be the patients’ personal
information or medical history. Finally, the original file including the hidden message is
encrypted and transmitted to the medical center and then to the VDr.
Conclusively, this methodology provides a robust solution to the problem of
sending sensitive and private information from the human subject node of the system to
the medical center. Various types of files can be supported and the sensitive information
can be embedded in these files. The encryption of the compressed file that includes the
hidden message before transmitting it to the medical center makes it unreadable to
unauthorized parties and, hence, increases the security levels of the system. Lastly, it
should be mentioned that the reverse procedure is followed after the transmitted data is
received, in order to access the original transmitted files.

2.6.2 Biometrics Authentication-Authorization
An authentication and authorization methodology [13] is performed on the VDr
node of the proposed system, in order for the authorized party, meaning the medical doctor,
to gain access to the system and decrypt the received information. This methodology uses
the medical doctor’s biometrics and performs fingerprint, iris [20], and voice recognition.
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By taking into consideration three different biometrics, the security of the system is
dramatically increased, as it would be too difficult, if not impossible, for a malicious user
to acquire all these three biometrics.
The biometrics recognition and matching algorithms, which will be incorporated in
our system, are presented in detail in [13]. An illustration of the biometrics authentication
and authorization scheme is provided in Figure 2-6.
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Encrypted
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Combined
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Decryption
Patient’s
health data
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Figure 2-6: The biometrics authentication and authorization scheme.
As it is depicted in Figure 2-6, the medical doctor, or any other authorized party,
uses his/her biometrics in order to gain access to the VDr node of the system. After the
biometrics are received from the system, they are digitally processed and their features are
extracted, using pattern recognition algorithms. The combined biometrics are then tested
against the authorized party’s stored biometrics. After a successful matching, the
authorized user receives the encrypted health data, which have been transmitted by the
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human subject node. These data are decrypted and the patient’s health data become
available to the medical doctor.

2.7 Conclusions
In the previous paragraphs of this chapter, the overall architecture scheme and the
procedures of the general VDr system are presented, as well as some methodologies that
guarantee the security and privacy of the transmitted health data. The proposed VDr system
incorporates a wearable health monitoring system to acquire a patient’s measurable
symptoms, as well as a dialogue system for the interaction between the patient and the
VDr, with the intention of acquiring the patient’s non-measurable symptoms. Moreover, a
medical center, which is the intermediate node of the system, provides the infrastructure
and a plethora of related information and functions that are necessary during the whole
process. After being acquired by the system, the patient’s measurable and non-measurable
symptoms are used in order to come up with a reliable prognosis.
Finally, it is important to clarify at this point that the main focus of this dissertation
is the modeling and the development of the VDr dialogue system that interacts with the
patient and obtains their non-measurable symptoms. However, it is important to provide
the background and the operations of the general VDr system, in order for the reader to
better understand the overall process and the usefulness of the proposed dialogue system.
Based on this, the description of the development, the modeling and the research that was
conducted regarding the VDr dialogue systems is presented in the following paragraphs.
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3
A Literature Review on
Human-Computer Dialogue
Systems
3.1 Introduction
As it has been mentioned previously, the main focus of this dissertation is the
modeling and development of VDr dialogue system that will obtain the non-measurable
symptoms of a patient whose health condition is being monitored. Therefore, a HCI system
that will be conducting human-like dialogue between the VDr system and a patient is the
topic of this research. As a result, a literature review on human-computer dialogue systems
and related technologies is presented in this chapter.
A dialogue is defined as a verbal or written conversation between two or more
people or groups of people, with the intention to share and exchange information, to
investigate different aspects of a subject, or to resolve an argument. Its definition is mainly
related to and based on the Socratic method [21], which is named after the ancient Greek
philosopher Socrates.
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Over the past few years, and due to developments in some computer science fields,
such as Artificial Intelligence, a dialogue may be conducted between a person and a
computer. As a result of this development, a new type of HCI systems has emerged and
has been the subject of keen interest: dialogue systems. Dialogue systems, which are also
known as conversational systems or conversational agents, are computer systems that aim
to communicate with humans in a consistent and articulate manner. In order to achieve this
communication, they may support one or more input and output modalities, such as text,
speech, facial expressions and gestures [22]. Moreover, dialogue systems can be
incorporated into smart phones, web browsers, cars, robots and other computer systems,
and they can be utilized in various applications, such as social interaction, robotic services,
health monitoring, education, etc.
Dialogue systems have been highly utilized in recent years and they have become
so popular that most people nowadays have already encountered a dialogue system [23].
More specifically, the majority of people are familiar with systems such as Google Now
and Siri, which have been developed by Google and Apple Inc., respectively, and are
incorporated into widely used smart phones. These systems, however, mainly operate as
answering machines and personal assistants and are able to provide information,
recommendations, web search results and other services to their users [24]. Nevertheless,
apart from their huge commercial success, dialogue systems have also attracted an
immense research interest, which is evident by several prototypes that have been developed
as part of numerous academic research endeavors in the field of human-computer dialogue
systems.

25

Since our research efforts for the VDr system will be based on a new, advanced and
intelligent dialogue system, we provide here the main components of such a system. Thus,
although there are several architectures for dialogue systems, their main components are
the following:


Automatic speech recognition: the user’s input is automatically recognized and
transformed into text. This component can be omitted if the user’s input is
provided in written form.



Natural language understanding: the input is converted to a form that is
intelligible by the computer system.



Dialogue manager: it is the most fundamental component of a dialogue system,
as it analyzes the received input, maintains the dialogue history, selects the
dialogue strategy and controls the flow of the dialogue.



Knowledge base: stored information that is used by the dialogue manager and
may include generic and domain-specific information.



Response generator: the component that generates the output that will be
provided to the user.



Text-to-speech synthesizer: it converts the output that is generated by the
response generator to a speech form.

In order to provide a better understanding of the components of a dialogue system,
Figure 3-1 illustrates their general architecture.
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Figure 3-1: The general architecture of a dialogue system.
As it is illustrated in Figure 3-1, a user’s utterance is received by the automatic
speech recognition component of the dialogue system and is then converted by the natural
language understanding component of the dialogue system to a form that is intelligible by
the system. Subsequently, the dialogue manager analyzes the received input, maintains the
dialogue history, selects the dialogue strategy and controls the overall flow of the dialogue.
These processes are performed in cooperation with the knowledge base component of the
system, which stores generic and domain-specific information that is used by the dialogue
manager. Afterwards, a response is generated and then converted to speech by the response
generator and the text-to-speech synthesizer, respectively.
In this chapter, the recent developments on dialogue systems and methodologies
that are used in dialogue systems are reviewed. In paragraph 3.2, a classification scheme
for dialogue systems is proposed, which results to the categorization of the reviewed
systems into three major classes. This classification is followed by the synopses of several
systems and methodologies that have been developed in recent years and that have been
reviewed for this survey. Paragraph 3.3 presents the evaluation methodology that was
27

performed for this literature review, as well as the results of this evaluation and an analysis
of these results. Finally, some conclusions and observations follow in paragraph 3.4.

3.2 Classification of Systems and Methodologies
In order to classify dialogue systems, different schemes may be followed.
Therefore, dialogue systems can be classified based on their application field (robotic
services, education, etc.), the modalities that they support (text-based, spoken dialogue
systems), the approach that is used for their dialogue manager and other aspects of their
design and operation. For instance, a classification that is presented in [25] categorizes
dialogue systems as finite state-based systems, frame-based systems and agent-based
systems.
However, one of the most important aspects of dialogue systems is the level of
interaction that they allow between the human and the computer. Ideally, a dialogue system
should imitate the human-human dialogue, with the intention of giving its users the
impression that they interact with another human being, instead of a machine. This
desirable feature provides a system with the ability to demonstrate a behavior that cannot
be distinguished from that of a human, and it is the focus of the Turing test [26]. Thus, for
our classification scheme, we consider the dialogue freedom that the reviewed systems
allow, and, therefore, we classify them as answering systems, semi-dialogue systems and
full-dialogue systems. More specifically, answering systems include systems that one of
the involved parties, either the user or the system, asks questions and the other one answers
them, as well as systems that the user will ask for a service that the system will subsequently
provide. Full-dialogue systems, on the other hand, allow for a more natural, human-like
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dialogue, where both the user and the system can take the initiative during the interaction,
ask questions and change the sequence of the dialogue. Finally, semi-dialogue systems are
an intermediate class; they can support dialogue, but on a small scale, unlike full-dialogue
systems. Particularly, the system could associate the information received from the user
with information that has already been received during previous interaction turns, but only
within the small context of the current conversation. The proposed classification scheme is
illustrated in Figure 3-2.

Dialogue
Systems

Answering
Systems

Semi-dialogue
Systems

Full-dialogue
Systems

Figure 3-2: The proposed classification scheme of dialogue systems.
In the following paragraphs, the systems that were reviewed for this survey are
presented.

3.2.1 Answering Systems
Answering systems offer the minimum amount of dialogue freedom. They are
considered to be dialogue systems in which only one of the involved parties asks questions
and the other one replies. Therefore, either the user asks questions and the system replies,
or the system asks questions and the user replies. Furthermore, systems in which the user
asks for a service that the system then provides, are also regarded as answering systems.
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The reviewed systems and methodologies that belong to the class of answering systems are
presented in the following paragraphs.
Mantena et al. [27], [28] present the development of Mandi Information System, a
telephone-based conversational system, which provides farmers in India with information
regarding the prices of agricultural products that are sold in nearby markets, using the
Telugu language. The dialogue manager of the Mandi Information System is modeled as a
finite state machine that requires three inputs from the user (product, market and district).
In the first version of the Mandi Information System [27], the users need to confirm each
one of their answers. In order to minimize the number of confirmations, the authors used
multiple automatic speech recognition decoders in [28]; a confirmation is avoided when a
user utterance is recognized as the same input by the majority of the automatic speech
recognition decoders. Two different sets of speech data were used to train the system. The
first one, referred to as Mandi data, includes user utterances of the names of products,
markets and districts, while the second one includes continuous speech data collected from
a news domain.
The goal of [29] is the design of an agent-based model and its implementation as a
dialogue system to be used by a conversational geographic information system (GIS), in
order to achieve a friendlier interaction between a human and a GIS. The idea behind the
creation of the model (PlanGraph) is that the user and the GIS share a common plan, the
SharedPlan, which includes the common goal of the user-GIS interaction and is set by the
user, and all the simpler tasks that the system has to follow in order to help the user. Thus,
upon receiving the user’s input, the system interprets the input, produces and executes the
SharedPlan and responds to the user. On the other hand, GeoDialogue is the implemented
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prototype that is built based on the PlanGraph model. Its most important module is the
dialogue control, as it includes the PlanGraph, which decomposes complex actions to
simpler tasks, and the reasoning engine, that controls the dialogue flow. The system also
takes into consideration the mental states for each action and the attention focus of the
system agent. During the interaction, the dialogue agent moves the attention focus to
different agents of the system and the map is updated by including more geographical
information, based on the user’s preferences.
Motivated by the increased interest in online streaming services and, most
importantly, the issues arising in database search results, the authors of [30] describe a new
content-driven search methodology. More specifically, they are interested in the
application of conditional random fields (CRFs), a statistical modeling method, to dialogue
systems for natural language understanding. Their prototype, which is called
MovieBrowser, is a web-based conversational movie search system that uses CRFs and
semi-CRFs to process natural language queries and retrieve the appropriate results. After
receiving a spoken query from the user, MovieBrowser recognizes it and applies CRF
labeling. Then, the recognized labeled movie genres are substituted by a broader set of
terms. This is due to a data sparsity problem that can be observed in the field of movies.
The authors use models, such as Latent Dirichlet Allocation, to expand the limited list of
used movie genres to a more general collection of related terms. They also use the Lucene
search engine and perform metaphone-based database search to avoid errors caused by
misspellings. Then, the database search is executed and the results are presented to the user,
both verbally and graphically.
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Hsieh et al. [31] present the design of an assistive dialogue agent that supports
various input and output modalities and that can be used in smart homes to assist the elderly
or people with disabilities. In order to model their approach, the authors use PASSI
(Process for Agent Societies Specification and Implementation), a methodology that is
used to design multi-agent systems. Furthermore, they include a dialogue agent PAC model
with the intention of establishing a complete dialogue agent requirements modeling
(DARM) methodology. The DARM methodology is constituted by the dialogue agent
requirements model, the dialogue agent society model and the dialogue agent PAC model,
and provides a description of the way by which the system is modeled. It receives the initial
requirements of the system, distributes different functionalities to different agents and
decomposes them to simpler tasks that need to be performed by each one of the dialogue
agents. Finally, the graphical user interface is divided into more than one sub-interfaces,
each of which is responsible for the role of a dialogue agent, and organized as a hierarchy.
As a prototype, the authors designed a dialogue agent for a patient with a spinal cord injury
and allowed him to use a Morse code based computer access device and subsequently, to
control home appliances, make phone calls and send text messages.
The purpose of [32] is to present a dialogue system that is incorporated to an
intelligent robot, the operation of which is modeled with finite state machines. In particular,
the robot remains idle until a command is received from the user. After recognizing the
command, the dialogue manager determines the next state of the robot, by taking into
consideration the present state of the finite state machine, as well as the voice command.
Apart from the main finite state machine, sub-finite state machine modules are used and
correspond to each one of the robotic services. Thus, the robot is able to provide
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information regarding the weather or the news, navigate in an area, move its arms and reply
to the human.
The authors of [33] present a call routing application that attempts to provide
assistance to callers with hardware and software-related problems, by recognizing the
problem and dispatching it to a human operator. The calls that are made to the system are
directed to a VoiceXML platform, which is organized as a web system. Therefore, every
component of the DS can also be organized as a web service and is connected to a database
that stores the system’s state. During spoken language understanding, two operations are
executed simultaneously. The first is concept tagging, during which a number of spoken
language understanding hypotheses are produced, described as concepts of a domainspecific ontology and then ranked by a classifier to select the one with the lowest error rate.
The second operation is call-type classification, during which a classifier is used to
recognize the type of problem that the user deals with. Then, the dialogue manager, which
follows the information state approach, receives the information about the current dialogue
and determines subsequent steps, such as requesting additional information from the user,
asking for confirmation, etc.
Similarly to [27] and [28], the authors of [34] present a telephone-based dialogue
system that enables farmers to access the prices of agricultural products that are sold in
Indian districts, using the Assamese language. To access a product’s price, the user is
required to provide the name of the product and the district in which it is sold. If one of
these is not recognized, then the system will require that information again, or it may follow
a different path in the dialogue flow. Moreover, three parallel decoders are used to
recognize the user’s utterances. Based on whether these decoders agree with each other or
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not, the users may need to confirm their utterance, repeat it, or not take any action at all.
Lastly, the authors have clustered the speech test data based on their similarity, so that the
speech recognition module uses the recognition model that is the most similar to the user’s
utterances, in order to maximize the recognition rate.
A hybrid dialogue management architecture is presented in [35]. More specifically,
the authors have developed a multi-agent system that combines a rule-based and a modelbased strategy for the dialogue management. The system is also able to change the dialogue
policy between the aforementioned strategies at the execution time. In order to support this
approach, the JADE framework is used. The system components, including the modules
for speech recognition, speech synthesis and grammars, are built as agents that
communicate with a generic agent. Among these agents, a JESS and a POMDP agent are
included. The JESS agent corresponds to the JESS rules for the rule-based strategy of the
dialogue management. According to this approach, the facts that derive from the speech
recognizer are combined with rules and result to a conclusion after a triggering event. On
the other hand, the POMDP agent models a partially observable Markov decision process
that corresponds to the model-based strategy. According to this model, the system states
are hidden, similarly to Hidden Markov models, and its state’s probability is estimated
based on the current observations.
The description of a multimodal interaction between a robot and humans is
provided in [36]. In particular, the authors present a robot that could operate as an assistant
to humans in an unfamiliar environment, such as a shopping mall. The robot is able to
perform face detection using the AdaBoost algorithm and to detect the presence of people
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around it. Then, it greets them in natural language and, upon the user’s request, it can offer
its services, such as accompanying a customer to a store.
Similarly to the work presented in [36], the authors of [37] present MIDAS, an
information kiosk that allows multimodal human-computer interaction. MIDAS, which
supports face detection, speech recognition, speech and visual synthesis for an
anthropomorphic avatar and a graphical user interface, has been installed in the halls of a
research institute, where visitors and employees can request information regarding the
institute’s facilities and staff. Its deployment was constituted of three stages. Regarding the
first two stages, a speech corpus was collected and was subsequently used to train acoustic
models based on Hidden Markov models, while in the third stage, the system was able to
operate independently.
Contrary to rule-based approaches, the authors of [38] present a statistical semantic
interpretation model, which can be used in dialogue systems and applications where the
semantic concepts are not obvious or well-defined. In order to exhibit their methodology,
they apply it to a conversational movie search system, although it could be used in other
domains, too. According to their approach, utterances are mapped to particular
characteristics of a domain, such as movie genres. Therefore, in order to perform this
classification, the authors use three different types of features. The first set of features is
based on semantic parsing. With the use of semi-Markov CRFs, they calculate the
probability that an utterance is related to a specific label. For this method, two types of
features are used; dictionary-based and pattern-based features. Additionally, by following
a constrained tree clustering approach, they use features that are based on the similarity
between an utterance and an unstructured text, like a movie plot. Finally, by using
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supervised language models on pre-labeled documents, they calculate the likelihood for
every utterance and acquire the third set of features.
Niusha, the first Persian speech-enabled interactive voice response (IVR) platform
is described in [39]. It is created based on the VoiceXML standard and it enables the
development of IVR systems that could be applied in various domains. The main
components of the platform are similar to the ones that are met in the majority of dialogue
systems. More specifically, its speech recognition uses the Nevisa engine, which is a
speech recognition system for the Persian language, its dialogue manager is designed as a
finite state machine, while the speech synthesizer uses acoustic Hidden Markov models
trained with Persian phonemes. The platform’s architecture is constituted by four
components. The Niusha gateway is the main component and it includes all the individual
units, as well as their connections. The designer is a graphic tool for modeling scenarios
that will subsequently be used for a new IVR system. Finally, the simulator is used to verify
the appropriate operation of a new scenario, and the Niusha TAPI wrapper is designed for
telephony cards.
A hybrid approach for human understanding in human-computer interaction is
presented in [40]. More specifically, the dialogue manager of the proposed system is based
on the use of both Hidden Markov models and neuro-fuzzy models for understanding
human utterances. During the training of the Hidden Markov models, groups of words with
a certain meaning are clustered as Hidden Markov models states. Then, the probabilities
for the transition between states, which correspond to sequences of words, are calculated.
Similarly, during the training of the neuro-fuzzy models, membership degrees for words
are calculated and stored in a database. Finally, during the understanding process, the user
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queries are analyzed by both approaches serially and the results are passed to a decisionmaking component to be addressed properly.
Along with the aforementioned methodologies, we present here four well-known
commercial systems, with the intention to provide a better understanding of our evaluation
methodology. Google Now is an intelligent personal assistant developed by Google [41].
Among other services, Google Now can operate as an answering system to provide
information, recommendations and other services to its users, and it uses the humming bird
algorithm for voice recognition and web search [24]. Siri is an intelligent personal assistant
that is developed by Apple Inc. [42]. It can also be used as an answering system and the
services that it provides are similar to the ones provided by Google Now. Cortana is another
intelligent personal assistant, which was developed by Microsoft for Windows 10 and other
platforms [43]. Similarly to Google Now and Siri, Cortana can also operate as an answering
system to provide information, using the Bing search engine. Finally, Watson is a question
answering system that is able to answer questions in natural language, and is developed by
IBM’s DeepQA project [44]. The system was built to compete against humans in the
American TV show Jeopardy, and it did by winning the first-place prize. Since then,
DeepQA research efforts have been focused on deploying different algorithms to advance
the field of QA [45]. Nowadays, Watson is also used to retrieve and combine knowledge
and medical information that would help in cancer research by institutions such as the
University of Texas MD Anderson Cancer Center and Memorial Sloan Kettering Cancer
Center.
In order to summarize all of the methodologies and systems that belong to the class
of answering systems, an overview of them is provided in Table 3-1.
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Table 3-1: Overview of the reviewed answering systems.
System
[reference]
M1 [27], [28]
M2 [29]
M4 [30]
M5 [31]
M7 [32]
M13 [33]
M14 [34]
M16 [35]
M22 [36]

System
[reference]

Brief Description
Mandi Information System:
accessing agricultural
commodity prices
GeoDialogue: conversational
agent for a GIS
MovieBrowser: conversational
movie search dialogue system
Multimodal assistive
conversational agent for smart
homes
A dialogue system for
intelligent service robots
LUNA: a dialogue system for a
call routing application
Accessing agricultural
commodity prices
Hybrid dialogue management
system
Multimodal human-robot
interaction

Brief Description

M23 [37]

MIDAS: intelligent
information kiosk

M24 [38]

Semantic interpretation model

M25 [39]

Niusha: Persian speech-enabled
IVR platform

M26 [40]

A hybrid approach for human
understanding

M27 [41], [24]

Google Now

M28 [42]

Siri

M29 [43]

Cortana

M30 [44], [45]

Watson

3.2.2 Semi-Dialogue Systems
Semi-dialogue systems offer a medium amount of dialogue freedom; they offer
more dialogue freedom than answering systems, and less dialogue freedom than fulldialogue systems. They are regarded to be an intermediate class and are able to associate
information that is received from the user with information that has already been received
during previous interaction turns, but only within the small context of the current
conversation. The reviewed systems and methodologies that belong to the class of semidialogue systems are presented subsequently.
The development of CARDIAC, a prototype for a conversational system that
monitors the health condition of patients with chronic heart related diseases, is the subject
38

of [46]. CARDIAC uses natural language and holds frequent dialogue sessions with the
user in order to gather information related to their health status. The system is based on the
TRIPS dialogue architecture and includes domain-specific task models for the healthrelated concepts. More specifically, apart from the topic-independent grammars and
language models that correspond to generic conversation, some topic-specific grammars
and language models that correspond to health-related topics have been incorporated. In
addition, the speech recognition module can switch language models dynamically during
the interaction with the patient. As for the dialogue manager, after receiving the parser’s
output, it produces different hypotheses regarding the users’ utterances and chooses the
more appropriate one in collaboration with the conversational agent. In the case that the
user’s utterance cannot be recognized, the system re-asks the question and abandons the
current tasks after it has failed to understand the user’s response a number of times. Finally,
the conversational agent, which is in charge of the system’s general behavior, supports
over-answering and user initiative by taking into consideration the whole user’s response
and by adding it to the system’s knowledge base.
The authors of [47] study the behavior of a robot when speech recognition and
synthesis are added to it. In the initial implementation speech components are not included
and the interaction between the user and the robot is only conducted through text. With the
intention of improving the robot’s performance, the authors use a speech engine and
examine the new behavior of the robot. When speech synthesis is added, the robot produces
monologues to describe its movements. Moreover, when speech recognition is added, the
user-robot interaction is further enhanced. The user can control both the movement of the
robot, as well as the amount of talking produced by the robot. On the other hand, the robot
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can ask the user questions to find out their goals. Finally, the authors use Wikipedia as a
domain to demonstrate the conversational interaction between the user and the robot. The
user can pick a topic and the robot will provide information acquired from a relevant article,
while, at the same time, by utilizing Wikipedia’s structure, the robot can suggest new topics
for discussion.
The purpose of the RITEL project [48] is to associate a question answering system
with a dialogue system to provide information on any subject. Meanwhile, the system aims
to handle problems such as using an open-domain, performing in real-time and combining
data from several sources. Another important aspect is that the system takes all the previous
interaction into consideration and uses that information as part of the context of the current
dialogue. After the user’s input has been recognized, some of the user’s utterances are
marked as specific entities and are rewritten as regular expressions. Then, the dialogue
manager analyzes these expressions, taking into account the context of the dialogue,
searches in databases for relevant information, forms the answer that will be given to the
user and selects a policy for the answer. Two different policies may be followed, depending
on whether the user’s question is answerable or not. Thus, the answer may include the
information that the user desires, or may notify the user that, although their request has
been identified, more information is needed to come up with an answer.
The PARLANCE system, which is described in [49], is a spoken dialogue system
used for interactive search. In its demonstration prototype, the PARLANCE system is used
to search for restaurants in San Francisco. The system is able to follow a natural, humanlike dialogue with the user, which is verified by its capacity for incremental interaction and
immediate system responses to user utterances. Although the system architecture follows
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that of a spoken dialogue system, some alterations may be detected. In particular, during
speech recognition and language understanding, each utterance is associated to one output.
However, a second pass may be needed if an utterance is not recognized, during which
several interpretations are generated, each with its own probability. Furthermore, the
interaction manager, which produces the system responses after the user’s input has been
provided and recognized, includes a micro-turn component that allows for natural
interaction, such as user interruptions.
A dialogue system that combines concepts from human-computer interaction and
information retrieval is presented in [50]. More specifically, this particular conversational
system uses natural language to receive user queries and retrieve the appropriate
information. According to the proposed methodology, a lexical parser is combined with a
semantic disambiguation system to produce a lexico-semantic information retrieval
module. This module generates one or more potential interpretations for each user query.
Then, a semantic matching similarity process is followed to calculate a similarity score
between the given query and its interpretations. Subsequently, the system may ask for any
missing information or may require a different formulation of the user query if the latter
was incomplete or unidentifiable, respectively. This service is provided through a chatbased user interface that receives queries in a text form and also produces text responses in
natural language. Finally, to demonstrate their work, the authors present a university web
portal created with their proposed methodology as a prototype.
A novel characteristic of dialogue systems is presented by Hung et al. in [51]. More
specifically, the authors use methods from the context-based reasoning paradigm to
develop a dialogue system that is able to conduct dialogue with a user in a natural way. In
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order to simulate real-life interaction, where humans use only a segment of their intellect
and can change their goals during conversation, the authors propose the application of
context-based methods for knowledge and goal management. Their approach for
knowledge management is revolved around contextualized knowledge, where the whole
knowledge base of the system is tagged and the dialogue manager uses only the information
that is related to the current context of the conversation. This knowledge base includes
domain-specific knowledge, which could be provided manually by a specialist,
conversational knowledge, which includes some basic knowledge to hold a conversation,
and user-profile knowledge, which involves personalized knowledge for each user. As for
goal management, their framework consists of goal recognition, achieved by an inference
engine, goal bookkeeping, which holds a stack of the recognized goals, and context
topology, which responds to each user- or agent-driven goal.
The authors of [52] describe a dialogue system, which is the subject of the
NIMITEK project, that is able to recognize and classify the emotions of a user. For
demonstration, their prototype assists users while they solve the Tower of Hanoi puzzle.
The proposed interaction system is multimodal, since it can receive speech and facial
expressions as the user input. Based on the audio and video signals, as well as the textual
form of the user utterances, the system can recognize and classify the user’s emotion into
two categories, neutral or negative. For the emotion classification, the authors follow two
approaches based on trained Hidden Markov models. The first approach is similar to that
of identifying a speaker from a list of known speakers. The alternative approach involves
phoneme level analysis, where the complete set of phonemes is modeled for neutral and
anger emotion by training three emitting state Hidden Markov models. Moreover, the
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system takes into consideration the previous interaction and detects the intentions of the
users. Subsequently, based on the recognized commands, the emotion and the intention of
the users, it supports them in solving the puzzle.
Lemaignan et al. [53] present the DIALOGS module architecture, a tool that
processes natural language user utterances and converts them to OWL statements that can
be processed by a robot. Their approach includes a 3D model of the environment in which
the robot operates, a representation of the robot’s perspective of the environment and a
dialogue processing mechanism. After receiving and parsing the user’s utterances, the
DIALOGS module converts the input to OWL statements that can be processed by the
robot. The architecture also includes an ontology server, which is the knowledge base of
the robot, as well as a local library, which maps verbs to actions that can be performed by
the robot. This enables the robot to perform different tasks and disambiguate similar objects
by asking the user to identify a particular object, by taking into account the previous
dialogue, or by considering its own and the user’s perspective of the environment.
To summarize the previously presented systems and methodologies, an overview
of the reviewed semi-dialogue systems is provided in Table 3-2.
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Table 3-2: Overview of the reviewed semi-dialogue systems.
System
[reference]
M6 [46]
M8 [47]
M10 [48]
M12 [49]
M17 [50]
M19 [51]
M20 [52]
M21 [53]

Brief Description
CARDIAC: a dialogue system for health monitoring
Emergent verbal robot behavior
Ritel: open-domain dialogue system
PARLANCE: a dialogue system for interactive search
Chat-based dialogue system for information retrieval
Context-based dialogue management system
NIMITEK: emotion classification dialogue system
DIALOGS: module for human-robot interaction

3.2.3 Full-Dialogue Systems
Full-dialogue systems are the dialogue systems that are our area of interest. They
offer the maximum amount of dialogue freedom, by allowing a more natural, human-like
dialogue. More specifically, a real full-dialogue system should demonstrate a behavior that
cannot be distinguished from that of human-human interaction. In full-dialogue systems
the interaction between the involved parties is conducted on equal terms, and both the user
and the system are able to take the initiative during the interaction, ask and/or answer
questions, and change the sequence of the dialogue. The reviewed systems and
methodologies that belong to the class of full-dialogue systems are presented in the
following paragraphs.
The SimCoach project that is presented in [54] seeks to provide support to humans
who suffer from psychological issues related to military deployment. This is achieved by
incorporating virtual humans who can interact with actual humans in natural language, in
order to encourage them to seek further treatment, if needed. The dialogue policy that is
followed by the system is that of a forward-looking reward seeking agent that allows
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complex dialogue interaction, with the intention of supporting user initiative and, at the
same time, enhancing the system’s decision-making. During the interaction with the user,
a local network of sub-dialogues that include pre-conditions, effects, goals and reward
values is designed by the system. Then FLoReS, which is the dialogue manager, calculates
the highest expected reward for the best sub-dialogue sequence that can be followed at any
given point. FLoReS also keeps information regarding the current state of the dialogue,
inference rules that allow new knowledge to be added, an event handling system to update
the information state and operators, which signify local dialogue structures.
References [55] and [56] present BEETLE II, a dialogue system that can be used in
tutoring. The system includes lectures, exercises and a simulator for experiments and its
current implementation offers a basic electricity and electronics course to inexperienced
students. Its novel design allows BEETLE II to address some limitations of tutorial
systems, by generating dynamic responses to user’s utterances, instead of using fixed
responses. Another important aspect of this system is the tutorial planner. By taking into
consideration the student’s performance and some other factors, the system can follow one
or more strategies during the tutoring process. More specifically, the system may
recommend some material for additional study, provide hints to a user who cannot find the
answer to a question, etc. As for the dialogue manager, it only accepts complete answers
as correct, but may assist the student in forming the correct answer by providing hints or
indicating any errors. Finally, the experimental evaluation that is provided by the authors
in [55] and [56] suggests that BEETLE II can indeed be used as a tutorial system, but may
also contribute as a tool for research in natural language processing and dialogue systems.
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The authors of [57] present a dialogue system in the form of an embodied
conversational agent, which is able to conduct a generic conversation about the user’s day
at work, in a natural, human-like way. The system can support user’s initiative, acquire
information by asking questions, empathize with the user and offer advice, while at the
same time is able to handle long turns of speech from the user or produce long terms of
speech itself. Moreover, the system interface includes an anthropomorphic avatar, which
can generate facial expressions and gestures, as well as an analysis of the user’s emotions
at any given point. More specifically, after acquiring the user input, two processing loops
are followed; the short (or feedback) loop and the long loop. The short loop is responsible
for the generation of immediate verbal and non-verbal reactions, while the long loop
responds after processing the whole user input and by engaging to further conversation.
Finally, the system is able to adapt to user interruptions and to continue, terminate or
change the course of the dialogue.
Banchs et al. [58] present IRIS, a chat-oriented dialogue system that belongs to
example-based dialogue systems and responds to user utterances by selecting an
appropriate response from a database of dialogues. IRIS is based on the vector space model
and follows a dual approach, by forming a vector representation of the current user
utterance and a vector representation of the current dialogue and by comparing them to
previous utterance and dialogue vector representations that are stored in the database. The
system architecture includes a dialogue initiation module that allows IRIS to welcome a
returning user or introduce itself to a new user. Then, the interaction is controlled by the
dialogue manager. After each user utterance, the vector representations are produced, and
a response is generated by comparing the similarity scores between new and stored vector
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representations and selecting the most appropriate one. This policy also allows the system
to request and learn the meaning of new terms. Furthermore, the user can contribute to the
response generation by approving or disapproving the system’s latest response. Finally, in
its current implementation, the system uses movie scripts to populate the vocabulary and
dialogues database.
The developers of the Metalogue project [59] intend to create a multimodal
dialogue system that will be able to interact with its users in a human-like way, by taking
advantage of its input and output modes. The Metalogue system’s dialogue manager will
have the capability to form and follow different dialogue strategies, by including a model
that is based on metacognitive skills and is implemented in ACT-R. By monitoring the
course of the interaction, the dialogue manager will be able to find out the user’s goals and
then, to develop plans in order to accomplish these goals, as well as to adjust its behavior.
The system architecture consists of three levels. The bottom level involves the input and
output modalities of the system, which include speech, gestures, facial and body
expressions, etc. The middle level is an interface that allows developers to create their own
applications, while the top level is meant to be employed by the end users who will be able
to provide feedback and improve the system’s overall behavior.
To summarize the reviewed systems and methodologies that belong to the class of
full-dialogue systems, an overview of them is provided in Table 3-3.
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Table 3-3: Overview of the reviewed full-dialogue systems.
System
[reference]
M3 [54]
M9 [55], [56]
M11 [57]
M15 [58]
M18 [59]

Brief Description
SimCoach: conversational dialogue system for healthcare
BEETLE II: tutoring dialogue system
A generic prototype about people’s day at work
IRIS: chat-based dialogue system
Metalogue: multimodal dialogue system

In the previous paragraphs, the systems and methodologies that were reviewed as
part of this literature review were presented. A synopsis of these systems, as well as the
class in which each of them belongs to, is provided in Table 3-4.
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Table 3-4: Overview of the reviewed dialogue systems.
System
[reference]
M1 [27], [28]

Class
AS

M2 [29]

AS

M3 [54]

FDS

M4 [30]

AS

M5 [31]

AS

M6 [46]

SDS

M7 [32]

AS

M8 [47]

SDS

M9 [55], [56]

FDS

M10 [48]

SDS

System
[reference]

Brief Description
Mandi Information
System: accessing
agricultural commodity
prices
GeoDialogue:
conversational agent
for a GIS
SimCoach:
conversational
dialogue system for
healthcare
MovieBrowser:
conversational movie
search dialogue system
Multimodal assistive
conversational agent
for smart homes
CARDIAC: a dialogue
system for health
monitoring
A dialogue system for
intelligent service
robots
Emergent verbal robot
behavior
BEETLE II: tutoring
dialogue system
Ritel: open-domain
dialogue system

Class

Brief Description

AS

Hybrid dialogue
management system

M17 [50]

SDS

Chat-based dialogue
system for information
retrieval

M18 [59]

FDS

Metalogue: multimodal
dialogue system

M19 [51]

SDS

Context-based dialogue
management system

M16 [35]

M20 [52]

SDS

M21 [53]

SDS

M22 [36]

AS

M23 [37]

AS

M24 [38]

AS

M25 [39]

AS

NIMITEK: emotion
classification dialogue
system
DIALOGS: module for
human-robot
interaction
Multimodal humanrobot interaction
MIDAS: intelligent
information kiosk
Semantic interpretation
model
Niusha: Persian
speech-enabled IVR
platform

A generic prototype
A hybrid approach for
about people’s day at
M26 [40]
AS
human understanding
work
PARLANCE: a
M12 [49]
SDS dialogue system for
M27 [41], [24]
AS Google Now
interactive search
LUNA: a dialogue
M13 [33]
AS system for a call
M28 [42]
AS Siri
routing application
Accessing agricultural
M14 [34]
AS
M29 [43]
AS Cortana
commodity prices
IRIS: chat-based
M15 [58]
FDS
M30 [44], [45]
AS Watson
dialogue system
AS: Answering Systems, SDS: Semi-dialogue Systems, FDS: Full-dialogue Systems
M11 [57]

FDS
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3.3 Evaluation of Systems and Methodologies
In this section, the evaluation of the methodologies that were presented previously
is provided. In order to conduct this evaluation, a number of features were selected. These
features are presented in Table 3-5.
Table 3-5: Evaluation features.
Feature
Speech recognition
and synthesis (F1)
Multimodal I/O
support (F2)
Adaptability to user’s
needs (F3)
Human-like dialogue
capability (F4)
Learning capability
(F5)
Friendliness (F6)
Originality (F7)
Model complexity
(F8)
Availability (F9)
Prototype (F10)
Released product
(F11)
Robustness (F12)
Correctness and
reliability (F13)
Scalability (F14)

Description
The methodology is able to recognize and to generate speech
as input and output, respectively.
The methodology can support several input and output
modalities.
The methodology supports user-initiative at the beginning of
or during the interaction.
The dialogue resembles the natural course of a dialogue
between humans.
The methodology is able to learn different concepts from the
interaction with the user.
The methodology is user-friendly.
A novel methodology.
The complexity of the methodology.
The ability to obtain and/or to implement the methodology
based on the description that is provided.
The methodology has been implemented at the experimental
stage [60].
The methodology has been implemented as a commercial
product [60].
The methodology’s ability to cope with incorrect input.
The methodology produces correct and accurate results.
The methodology’s ability to be used for other applications, in
new environments, etc.

The selection of the features that are depicted in Table 3-5 was based on the
characteristics that a dialogue system must meet, in order for it to be considered mature
enough for real-life scenarios. More specifically, general features that correspond to some
properties that are desirable for any computer system, like robustness (F12) and scalability
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(F14) are among the ones that were selected. Moreover, a computer system should also
comply with certain requirements that are anticipated by the end-users, if it is to be used in
everyday life. For example, a system should be able to adapt to the needs of the user, as
well as to be user-friendly. Hence, features like adaptability to user’s needs (F3) and
friendliness (F6) were selected, respectively. Furthermore, since the reviewed systems are
dialogue systems, a number of features was selected to correspond to the nature and the
appropriate qualities of these systems. For instance, the ability to recognize and synthesize
speech, as well as to produce human-like dialogue, are among the desirable traits of a
dialogue system. Thus, features like speech recognition and synthesis (F1) and human-like
dialogue capability (F4) were also selected for the evaluation process. Additionally,
features such as originality (F7) and model complexity (F8) were chosen to highlight the
importance of some design parameters to the developers of a dialogue system. Finally, in
order to demonstrate the development stage of a reviewed system, prototype (F10) and
released product (F11) were also among the selected evaluation features.
In order to conduct the evaluation of the methodologies that are presented in Table
3-4, a score between 1 and 5 was assigned for each methodology and each one of the
features that are presented in Table 3-5. A score equal to 5 means that a methodology
performs very well for that specific feature, while a score equal to 1 means the exact
opposite. For example, a methodology that is assigned a score equal to 5 for robustness
(F12) is more robust than one that is assigned a score equal to 3 for that same feature.
However, the reverse approach was followed for model complexity (F8), since a less
complex model would be preferred to a more complex one that performs the exact same
tasks. Therefore, a score equal to 1 indicates a very complex methodology, while a score
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equal to 5 is an indication of a simpler model. Lastly, a score equal to 1 was given if there
was not enough information regarding a feature for a methodology. An illustration of the
scores that were assigned for each methodology is provided in Table 3-6.
Table 3-6: Evaluation scores of the reviewed dialogue systems.
Reviewed
Systems
M1 [27], [28]
M2 [29]
M3 [54]
M4 [30]
M5 [31]
M6 [46]
M7 [32]
M8 [47]
M9 [55], [56]
M10 [48]
M11 [57]
M12 [49]
M13 [33]
M14 [34]
M15 [58]
M16 [35]
M17 [50]
M18 [59]
M19 [51]
M20 [52]
M21 [53]
M22 [36]
M23 [37]
M24 [38]
M25 [39]
M26 [40]
M27 [41], [24]
M28 [42]
M29 [43]
M30 [44], [45]

F1
5
5
3
5
3
5
5
5
1
5
5
5
5
5
5
5
1
5
5
5
5
5
5
5
5
5
5
5
5
5

F2
1
2
4
2
4
2
2
3
1
1
4
1
1
1
1
1
1
5
1
5
4
5
5
1
1
1
3
3
3
3

F3
1
2
5
2
2
4
2
3
3
2
5
5
2
1
5
1
2
1
3
2
2
2
2
2
2
2
2
2
2
2

F4
2
2
5
3
4
4
1
2
4
4
5
4
3
2
5
1
3
1
4
2
2
2
2
3
1
1
3
3
3
4

F5
1
1
1
1
1
1
1
1
2
1
1
1
1
1
3
1
1
1
1
1
2
1
1
1
1
1
2
2
1
5

Evaluation Scores
F6 F7 F8 F9
1
1
5
4
2
3
3
4
5
3
3
1
3
2
4
2
4
3
2
4
2
2
3
3
2
1
5
3
2
2
5
2
4
2
4
3
2
2
4
4
5
4
3
2
2
3
2
3
2
2
4
3
1
2
5
4
2
3
3
4
1
4
2
4
2
4
2
3
1
4
1
2
2
2
3
2
3
3
4
3
2
3
3
4
4
1
3
1
4
2
3
3
1
3
3
5
2
2
5
4
1
4
3
4
3
3
1
5
3
4
1
3
3
2
1
4
3
5
1
2

F10 F11 F12 F13 F14
5
1
3
4
3
5
1
1
2
1
5
1
1
2
5
5
1
3
3
3
5
1
1
2
4
5
1
5
3
5
5
1
2
2
3
5
1
1
1
3
5
1
4
2
5
5
1
4
2
3
5
1
1
2
4
5
1
3
2
3
5
1
1
2
3
5
1
4
4
3
5
1
3
1
2
5
1
1
1
3
5
1
4
2
3
1
1
1
1
4
5
1
1
2
3
5
1
3
5
3
5
5
3
2
4
5
1
1
1
4
5
1
1
4
4
5
1
1
4
3
5
1
1
1
3
5
1
1
4
3
5
5
4
3
5
5
5
4
4
5
5
5
3
3
4
5
5
5
5
5

In addition to the scores that were assigned for each feature and each methodology,
and with the aim to indicate the perspective of the involved parties in the use and the
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development of dialogue systems, i.e., the user and the developer, a weight was assigned
to each feature. These weights reveal the significance that every feature has for the user
and the developer and are illustrated in Table 3-7.
Table 3-7: Feature weights.
Feature
Speech recognition and
synthesis (F1)
Multimodal I/O
support (F2)
Adaptability to user’s
needs (F3)
Human-like dialogue
capability (F4)
Learning capability
(F5)
Friendliness (F6)
Originality (F7)
Model complexity (F8)
Availability (F9)
Prototype (F10)
Released product (F11)
Robustness (F12)
Correctness and
reliability (F13)
Scalability (F14)

User

Weights
Developer

Average

5

4

4.5

5

4

4.5

5

3

4

5

4

4.5

5

4

4.5

5
1
1
2
3
5
5

3
5
5
4
5
5
5

4
3
3
3
4
5
5

5

5

5

4

5

4.5

As it can be observed in Table 3-7, two weights between 1 and 5 were assigned to
each one of the evaluation features. The first of these weights corresponds to the
significance of a feature to the user of the system, while the second one indicates its
importance to the developer of the system; an average weight was also calculated for each
feature. For each one of the evaluation features, a weight that is equal to 5 indicates that
the related feature is of great importance to the corresponding involved party, while a
weight equal to 1 indicates the opposite. Thus, originality (F7), for example, is really
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important to the developers of a system, as they are interested in presenting a novel
methodology. On the contrary, the users of a system are mostly interested in its
performance and it is insignificant to them whether the methodology in which this system
is based is novel or not.
The final step of this evaluation is the production of a maturity score for each one
of the reviewed systems and methodologies that were presented previously. In order to
produce this maturity score, both the scores that were assigned to each one of the reviewed
dialogue systems and the feature weights, which were presented in Table 3-7, need to be
taken into consideration. Therefore, the maturity score was calculated using the following
equation, similarly to [1].

𝑀 =

∑

(3-1)

∑

In equation (3-1), Mi indicates the maturity score for methodology i, wj represents
the weight for feature j and fij the score that was assigned for methodology i and feature j.
Since there are three weights for each one of the evaluation features, taking into
consideration the user’s, the developer’s and the average perspective, there are three
maturity scores produced, based on each one of the aforementioned perspectives. The
calculated maturity scores are illustrated in Table 3-8.
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Table 3-8: Maturity scores of the reviewed dialogue systems.
Reviewed
Systems
M1 [27], [28]
M2 [29]
M3 [54]
M4 [30]
M5 [31]
M6 [46]
M7 [32]
M8 [47]
M9 [55], [56]
M10 [48]
M11 [57]
M12 [49]
M13 [33]
M14 [34]
M15 [58]
M16 [35]
M17 [50]
M18 [59]
M19 [51]
M20 [52]
M21 [53]
M22 [36]
M23 [37]
M24 [38]
M25 [39]
M26 [40]
M27 [41], [24]
M28 [42]
M29 [43]
M30 [44], [45]

Maturity Score, based on
the perspective of:
User
Developer
Average
2.43
2.75
2.6
2.2
2.43
2.32
3.18
3.05
3.11
2.71
2.82
2.77
2.75
2.82
2.79
3.23
3.25
3.24
2.3
2.54
2.43
2.38
2.57
2.48
2.8
2.95
2.88
2.7
2.9
2.8
3.34
3.25
3.29
2.82
2.82
2.82
2.3
2.52
2.42
2.54
2.92
2.74
2.98
3
2.99
1.89
2.28
2.09
2.21
2.51
2.37
2.02
2.08
2.05
2.43
2.49
2.46
3.13
3.26
3.2
3.21
3.36
3.29
2.63
2.52
2.57
2.98
2.98
2.98
2.46
2.77
2.62
2.09
2.46
2.28
2.27
2.66
2.47
3.55
3.56
3.56
3.59
3.59
3.59
3.25
3.18
3.21
4.11
4.03
4.07

With the intention of providing a graphical illustration of the maturity scores that
are presented in Table 3-8, the final results for the maturity evaluation for each
methodology are also depicted in Figure 3-3. These results are also presented separately
for answering, semi-dialogue and full-dialogue systems in Figures 3-4, 3-5 and 3-6,
respectively.
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Figure 3-3: Maturity scores of the reviewed dialogue systems.

Figure 3-4: Maturity scores of the reviewed answering systems.
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Figure 3-5: Maturity scores of the reviewed semi-dialogue systems.

Figure 3-6: Maturity scores of the reviewed full-dialogue systems.
Table 3-8 and Figures 3-3, 3-4, 3-5 and 3-6 illustrate the maturity scores that were
obtained for the reviewed dialogue systems. In particular, there are three maturity scores
for each system; the first two are based on the user’s and the developer’s perspective,
respectively, while the third one is the average maturity score.
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As it can be observed in Table 3-8 and in Figures 3-3, 3-4, 3-5 and 3-6, none of the
reviewed dialogue systems obtained a maturity score close to the maximum one, which is
equal to 5. However, there are some systems that reached a relatively high score. These
mainly include the four commercial answering systems that were presented in paragraph
3.2.1, as well as a small number of research prototypes that also reached a score close to
the maximum attained one. Therefore, it can be inferred that the majority of the mature
dialogue systems are commercial products. Nonetheless, as it has been mentioned
previously, these systems belong to the class of answering systems, indicating that there is
still a scarcity of, and accordingly, a need for mature full-dialogue systems.
Furthermore, by examining the evaluation results, it can be inferred that there are
systems that are more mature based on the user’s perspective but, at the same time, less
mature according to the developer’s perspective. This is due to the fact that the users and
the developers consider different features to be more important than others. For instance,
while developers are interested in presenting a novel methodology, users are more
fascinated by a user-friendly system. As a result, there are systems that obtained a high
user maturity score and, at the same time, a low developer maturity score, or vice versa.
This is an indication of the fact that the number of mature dialogue systems, which fulfill
the requirements that are desirable by both their users and their developers, is still
insufficient.
Finally, some of the low maturity scores can also be justified by the fact that several
dialogue systems obtained really low scores for specific features. In order to demonstrate
this fact, the arithmetic mean and the mode of each evaluation feature, for all of the
reviewed dialogue systems, are presented in Table 3-9 and in Figure 3-7.
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Table 3-9: Arithmetic mean and mode of each evaluation feature.
Feature
Speech recognition and synthesis (F1)
Multimodal I/O support (F2)
Adaptability to user’s needs (F3)
Human-like dialogue capability (F4)
Learning capability (F5)
Friendliness (F6)
Originality (F7)
Model complexity (F8)
Availability (F9)
Prototype (F10)
Released product (F11)
Robustness (F12)
Correctness and reliability (F13)
Scalability (F14)

Arithmetic
Mean
4.6
2.4
2.43
2.83
1.33
2.47
2.7
3.03
3.17
4.87
1.67
2.37
2.53
3.53

Mode
5
1
2
2
1
2
2
3
4
5
1
1
2
3

Figure 3-7: Arithmetic mean and mode of each evaluation feature.
Based on the results that are illustrated in Table 3-9 and in Figure 3-7, it can be
inferred that the reviewed dialogue systems failed to obtain a high score in some evaluation
features, which indicates some of their weaknesses. More specifically, the majority of the
reviewed dialogue systems obtained a score below 2.5 for multimodal I/O support (F2),
adaptability to user’s needs (F3) and friendliness (F6), which shows that they are not
capable of supporting multiple input and output modalities, and adapting to the user’s
needs, while, at the same time, they are not considered to be very user-friendly. Moreover,
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the average score for human-like dialogue capability (F4) is slightly above 2.5, while most
of the reviewed dialogue systems obtained a score equal to 2 for that particular feature.
This proves that the majority of the reviewed dialogue systems do not produce a humanlike dialogue. Furthermore, the average score for learning capability (F5) was 1.33, while
only 20% of the reviewed dialogue systems obtained a score higher than 1, and only one
of them achieved the highest possible score. Therefore, it is safe to conclude that one of
the greatest weaknesses of the reviewed dialogue systems is their ability to learn different
concepts from their interaction with the user. Additionally, the acquired scores for
robustness (F12) and correctness and reliability (F13) were approximate to 2.5, with a
mode equal to 1 and 2, respectively. As a result, most of the reviewed dialogue systems do
not appear to be able to either cope with incorrect input, or to produce correct and accurate
results. Finally, the low score that was acquired for released product (F11) indicates that
the majority of the reviewed dialogue systems are still in the development stage and have
not yet been released as commercial products. All in all, the results that were presented
previously are an indication of the limitations, the challenges, as well as the future research
efforts that need to take place in the development of human-computer dialogue systems.

3.4 Conclusions
In the previous paragraphs, a review and a classification scheme for dialogue
systems were presented. As a result of this literature review, there were three classes of
dialogue systems proposed, including answering, semi-dialogue and full-dialogue systems.
Subsequently, the reviewed systems and methodologies were evaluated according to the
user’s and the developer’s perspective. Nevertheless, the motivation for this evaluation was
60

not to compare each methodology with the rest of them, but rather to indicate some weak
points and disadvantages in their development. Through this process, a number of issues
and challenges that need to be unraveled were designated, so that dialogue systems can
actually become useful and suitable for real-life scenarios. All things considered, the
survey that was presented in the previous paragraphs suggests that the field of humancomputer dialogue systems is still an area open for further research efforts.
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4
The Virtual Doctor
Dialogue System
4.1 Introduction
Dialogue systems, which are also known as conversational systems or
conversational agents, are a new type of HCI systems that has arisen and has been the
subject of keen research and market interest over the past few decades. These systems are
computer systems that interact with humans by using a variety of input and output
modalities, and they can be integrated into various other computer systems and devices.
As it was mentioned in the literature review of human-computer dialogue systems
that was presented in Chapter 3, dialogue systems have had a huge commercial success,
which is evident by the popularity of systems such as Google Now and Siri. Furthermore,
numerous prototypes have been developed as part of research efforts in the area of dialogue
systems and HCI. For instance, the SimCoach project incorporates anthropomorphic
avatars to interact with and provide support to humans who suffer from a psychological
burden [54]. BEETLE II, on the other hand, includes lectures and exercises that can be
used for educational purposes [55], while a telephone-based dialogue system that provides
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farmers in India with information regarding the prices of agricultural products is presented
in [27]. Therefore, it could be inferred that a variety of human-computer dialogue systems
have been are still being developed to cover a wide spectrum of applications.
This dissertation focuses on the modeling and the development of an intelligent
human-computer dialogue system that will be part of the general VDr system that has been
presented previously. As it has already been mentioned, the general VDr system’s goal is
to extract a patient’s measurable and non-measurable pathological symptoms and,
subsequently, provide a reliable diagnosis to the patient’s physician. In order to achieve
this goal, a wearable health monitoring device is used to measure the patient’s measurable
pathological parameters and to provide their measurable pathological symptoms. However,
the patient’s non-measurable symptoms are also required for the prognosis process, since
they are essential to the health condition of a human and they could be an indication of
potential pathological conditions. Thus, a VDr human-computer dialogue system has been
proposed and developed as part of the general VDr system to address this issue.
The rest of this chapter provides a description of the characteristics and the
components of both the implemented VDr dialogue system, as well as of dialogue systems,
in general.

4.2 Characteristics of the VDr Dialogue System
Human-computer dialogue systems, which, in this dissertation, are also simply
referred to as dialogue systems, can cover a wide variety of applications. The spectrum of
their application ranges from noncomplex systems that can carry out simple tasks, to more
sophisticated systems that are able to accomplish more complicated functions. For
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example, the service that allows people to access their voicemail on their mobile phones
can be considered to be a simple dialogue system, in which the user makes trivial choices
by pressing, clicking or tapping the appropriate digits to listen to their messages. On the
other hand, systems like Siri or the Alpha 2 humanoid robot [61] are able to follow verbal
instructions and to complete more intricate tasks. All in all, human-computer dialogue
systems can be as simple or complex as their applications and the projects they are used
for.
However, as there are more advancements that are attained in the field of artificial
intelligence and other related areas of computer science, and, at the same time, as life
becomes more fast-paced and demanding, and more needs arise in people’s everyday life,
there is a requirement for human-computer dialogue systems that would be able to achieve
more and to perform better. Hence, along with the traditional characteristics of dialogue
systems, new features are now required of them, with the ultimate goal of reaching a level
of human-computer interaction that would be similar, if not identical, to the interaction
between humans. This requirement has led to the development of the so-called natural
dialogue systems, which, in the literature review that is included in this dissertation, are
also referred to as full-dialogue systems, due to their ability to participate in a human-like
dialogue with a user, rather than simply answering or asking questions.
Various efforts that follow different methodologies have been made towards
developing dialogue systems that allow for a natural, unrestrained, human-like dialogue.
Reference [57], for example, follows a rule-based approach and presents a dialogue system
that is able to detect feelings, offer advice and generate facial expressions and gestures. An
alternative approach is followed by the authors of [62], who employ the dialogue game
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framework to manage the behavior of a conversational agent. Furthermore, a dialogue
system that is based on the vector space model framework to select appropriate responses
to user utterances is presented in [58]. Nevertheless, despite the plethora of different
methods that have been employed in the development of dialogue systems, the issue of
developing a system that is able to replicate a natural, human-like dialogue is still an area
open for further research efforts.
The following paragraphs present the major characteristics of the VDr dialogue
system, with more emphasis given on the ones that characterize a natural dialogue or fulldialogue system. Although several features of dialogue systems were presented in their
literature review in Chapter 3, the following ones focus on the dialogue that can be
conducted between a human and a dialogue system, rather than a dialogue system in its
entirety.

4.2.1 Domain
Human-computer dialogue systems, and, especially natural dialogue or fulldialogue systems, can be distinguished in two major categories, based on their purpose.
More specifically, dialogue systems can be categorized as goal-oriented, which are also
known as transactional, and conversational systems. Goal-oriented dialogue systems serve
a specific purpose that their user needs to accomplish through their interaction with the
system. For example, they could make the prices of products accessible to a user, give them
information regarding the weather, help them book a flight ticket, or provide other services
such as those that were presented in the literature review in Chapter 3. The majority of
dialogue systems belong in this category. On the other hand, conversational dialogue
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systems do not have a particular goal, but, instead, they engage in conversation with a
human user, without being required to provide a specific service. For instance, ELIZA [63]
and A.L.I.C.E. (Artificial Linguistic Internet Computer Entity) [64] are two dialogue
systems that are classified as conversational dialogue systems.
Goal-oriented dialogue systems can be further classified based on their domain.
More specifically, closed-domain dialogue systems operate within the limits of a wellspecified domain. An indication of these systems are dialogue systems that provide weather
information, but they are not able to provide any other information outside of their domain.
In contrast to closed-domain dialogue systems, open-domain systems include more data
and are capable of extracting information regarding several different topics.
As far as the VDr dialogue system is concerned, it is a goal-driven, closed-domain
dialogue system with aspects of an open-domain dialogue system. However, although the
VDr dialogue system is a goal-oriented system, it is different compared to other goaloriented dialogue systems, in that the goal is dynamic and is not exclusively defined at the
beginning of the interaction between the user (patient) and the system. More specifically,
goal-oriented systems have a particular goal when a user is interacting with them. For
instance, a dialogue system that helps the user to book a ticket requires certain information,
such as the destination, the date and time of the trip, etc. Contrary to this, the VDr dialogue
system’s goal is to obtain the non-measurable symptoms of a patient. These symptoms
might include possible pains, fatigue, or other non-measurable symptoms who are very
different in nature compared to each other. For example, a pain can be characterized by its
location, its severity and its duration, while fatigue is not characterized by a specific
location. In addition to this, when the interaction between the VDr dialogue system and the
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patient begins, the system is not aware of whether the patient has any pathological
symptoms or not. Therefore, the system needs to determine the existence of any symptoms
before it attempts to identify them.
On the other hand, the VDr dialogue system operates within a closed-domain that
includes health related information. Yet, this domain is very broad and could include
information regarding the patient’s medication, their medical history, etc. Within the
context of this dissertation, the proposed VDr dialogue system is centered around
cardiovascular diseases and, consequently, focuses on non-measurable symptoms that are
related to these pathological conditions. However, one of the advantages of our model is
its scalability, as it may be extended to accommodate other types of medical conditions.
Furthermore, the system is able to participate in a limited, but, at the same time,
open, dialogue with the patient, outside of the scope of solely obtaining the patient’s nonmeasurable symptoms, by taking into account the anthropocentric aspects of the interaction
between a physician and a patient. This is achieved by the inclusion of trust-gain questions
that do not contribute to the accomplishment of the system’s goal, but their intention is to
gain the patient’s trust and make them feel like they are talking to an actual physician. This
feature is vital when it comes to the exchange of medical information, since it is rather
important that the patient trusts the system enough to provide their personal and sensitive
information. In fact, many people are reluctant to use a wearable health monitoring system,
since they believe that their private information is not secured. Moreover, patients,
especially among the elderly, do not trust relevant systems to diagnose their health status.
It becomes obvious then, that gaining the patients’ trust is very significant to the
development of the VDr dialogue system. In our case, this is achieved by the system’s
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capability to participate in simple, everyday dialogue scenarios that a physician would
possibly use to make the patient feel more comfortable. An indication of this is the system
making a comment such as “it is a lovely day today, isn’t it?”, etc. In addition to this, the
VDr dialogue system can recognize the emotional condition of a patient and respond
according to it. A description of the emotion recognition process in the VDr dialogue
system will be presented in Chapter 5.
All in all, the VDr dialogue system is a goal-driven, closed-domain dialogue
system, with limited aspects of an open-domain, that, however, has certain differences
compared to other goal-oriented, closed-domain dialogue systems.

4.2.2 Use of Natural Language
Although the title “human-computer dialogue systems” includes the word
“dialogue”, there are many systems in which the interaction between the human and the
system is not conducted in natural language. An indication of this is systems that require
the user to pick an item from a list or a menu, instead of receiving some input in natural
language. Nevertheless, the use of natural language is preferable and among the
characteristics that a natural dialogue system should have. It should be also mentioned that
the majority of modern dialogue systems have already adopted this approach.
The VDr dialogue system supports the use of natural language, since the input that
is received by the patient and the output that is provided to them during their interaction is
in natural language. Moreover, although the current implementation of the system supports
written input and output, it would be possible and relatively easy to expand the capabilities
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of the system into supporting verbal input and output with the integration of automatic
speech recognition and speech synthesis components.

4.2.3 Dialogue Initiative
The initiative that is supported by a dialogue system determines which one of the
involved parties, the system itself or the user, is able to guide the dialogue and direct it
according to their design or their preferences and needs, respectively. According to the
literature review that was presented in Chapter 3, the initiative of a dialogue system is also
an indication of the level of freedom that the user is allowed to have when they are
interacting with a dialogue system and is the criterion according to which a dialogue system
is classified as an answering, a semi-dialogue or a full-dialogue system.
In this context, a dialogue system can be classified as a system-initiative, a userinitiative, or a mixed-initiative system. In system-initiative dialogue systems the system
has complete control of the dialogue, the dialogue flow is predefined and the user cannot
divert from it [23]. On the other hand, in user-initiative systems the user makes all the
decisions and controls the dialogue flow, while the system only responds to the user’s
needs. Contrary to the two aforementioned approaches, mixed-initiative dialogue systems
provide both the involved parties the freedom to change the dialogue flow [65], [66].
Taking all the information that was presented previously into consideration, the
VDr dialogue system is a mixed-initiative dialogue system, with the system itself being
able to dictate the flow of the dialogue and to direct it towards its goal when necessary,
though. In particular, since the goal of the VDr dialogue system is to obtain the patient’s
non-measurable symptoms, the system takes the initiative and directs the dialogue towards
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achieving this goal, by asking relevant questions to the patient. However, the patient is also
free to take the initiative and, thus, to change the flow of the dialogue, by asking questions
that may be answered by the system, depending on whether the system has the appropriate
knowledge to answer them or not. Nevertheless, although the VDr dialogue system belongs
to the class of mixed-initiative dialogue systems, the system always encourages the patient
to stay on the subject and it directs the patient towards the completion of its ultimate goal.
In fact, this behavior is also exhibited by physicians when they interact with their patients.
Although a patient is always free to make comments, to ask questions and to change the
conversation topic, the physician is the one who eventually determines the flow of the
dialogue, by directing it towards the goal of their interaction.

4.2.4 Flexibility
Another important characteristic of natural dialogue systems is their flexibility and
capability to understand and handle information that was not required or expected at a
particular moment. In real life, people are familiar with the concept of telling or being told
something that was not consistent with their current conversation or changing the subject
of a dialogue. For example, during a conversation about politics, one of the interlocutors
may ask the other one a question that is related to another subject, such as economics. In
addition to this, people may ask a question when they have a dialogue with someone and
receive more information than they were expecting. For instance, when someone asks a
question like “did you go anywhere this weekend?”, then a “yes” or “no” answer would
suffice. Yet, someone might give a response like “yes, I went to Columbus and I had a
great time”, which would not require the first person to ask the second about the destination
of their trip.
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In a similar manner, it is preferable and required from natural dialogue systems to
exhibit the flexibility that can occur in dialogues between humans. Given that the VDr
dialogue system is a mixed-initiative dialogue system, it is capable of handling irrelevant
utterances from the patient, as well as giving them the flexibility to ask questions during
the dialogue. Moreover, another characteristic of the implemented system is its ability to
handle cases of over-answering or over-informativeness. These terms refer to the cases
when the user of a dialogue system provides more information than what they were asked
to give. An indication of this is when the system asks the patient whether they feel any pain
or not. Instead of simply giving a “yes” or “no” response, the patient’s answer could be of
the form “I have a headache since last night”, thus providing the exact symptom, its
location and the beginning of the symptom. In such a case, the VDr dialogue system can
handle this over-information, by avoiding asking the patient about the location of their pain
and the beginning of the symptom, as it would have done otherwise. Finally, the VDr
dialogue system is flexible enough in cases that the patient provides a vague utterance. For
instance, a patient may keep repeating that they feel bad, instead of giving any further
information regarding their symptoms. In such a case, the VDr dialogue system would not
repeat the same question but it would inform the patient and then ask a similar question. In
the case that this new approach would also fail, then the system would start asking specific
questions about the existence of symptoms, their location and so forth.

4.2.5 Error Recovery
Similarly to the flexibility that a natural dialogue system should exhibit, it should
also be able to handle cases when an erroneous input is provided to it, a characteristic that
is also known as error recovery. More specifically, a dialogue system might not be able to
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understand and, subsequently, process the input that is provided to it by the user. This case
is more apparent in closed-domain dialogue systems, in which the dialogue domain is more
well-specified than in open-domain dialogue systems, but, at the same time, more limited.
Thus, there could be many cases when the dialogue system might not be able to understand
its input, but consider it an error, instead. For this reason, a natural dialogue system should
be able to handle these cases by asking the user to clarify their answer or to provide an
alternative utterance.
The VDr dialogue system also supports error recovery, by assigning a label to
utterances that are not recognized by the system. In these cases, the system informs the
patient that their response was not understood, and repeats the question that it had
previously asked, or asks the patient to alter their response.

4.2.6 Learning Capability
Finally, an advanced human-computer dialogue system should have learning
capabilities. This capability could be exhibited in various ways, which include, but are not
limited to, the system learning some information and using it when interacting with the
same user in the future, or adapting its behavior in order to better match a user’s needs,
requirements and preferences.
In the case of the VDr dialogue system, its learning capability is exhibited by the
system’s ability to learn the patient’s medical history through its interaction with them, and
by using this new information in future dialogue sessions with the same patient. A detailed
description of the VDr dialogue system’s learning capability is provided in chapter 7.
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All things considered, the VDr dialogue system has certain features that promote it
to the family of natural dialogue systems, as it is able to exhibit, up to a certain point, a
behavior similar to that of a physician interacting with a patient, and to participate in a
human-like dialogue with them.

4.3 Components of the VDr Dialogue System
In order to develop a human-computer dialogue system, several approaches might
be followed, often based on the system’s functions and its area of application.
Traditionally, dialogue systems’ architecture is similar to the one that was presented in
Chapter 3 and that is illustrated in Figure 3-1. Nevertheless, various other techniques might
be used when developing a dialogue system.
A.L.I.C.E. (Artificial Linguistic Internet Computer Entity), which is also known as
Alicebot or Alice [64], [67], is a natural dialogue system that interacts with users in natural
language. It is considered to be one of the strongest dialogue systems of its kind and,
although its computer nature is relatively obvious, it has won the Loebner Prize on several
occasions [64]. The development of this program was based on the Artificial Intelligence
Markup Language (AIML) [68], which is an XML type of language for the creation of
dialogue systems and conversational agents. Specifically, A.L.I.C.E. matches the input that
is provided by the user against a plethora of templates and selects an appropriate response.
Another architecture that is used for the development of human-computer dialogue
systems is the application of machine learning and deep learning technologies in this field.
Especially deep learning technologies have accumulated great research interest over the
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last few years and, as a consequence, much research has been and is still being done for its
utilization in human-computer dialogue systems.
Nevertheless, the traditional approach that was presented previously is still
followed in the development of various dialogue systems. The main reason for this is that
it offers a complete infrastructure for the development of a dialogue system and the
understanding of the user’s input in natural language. On the contrary, although dialogue
systems that are developed with the use of a markup language, such as AIML, are able to
interact with a user and to provide responses to a wide variety of user inputs, they fail to
genuinely understand the input that is provided to them. This is due to the fact that such
systems match the given input against several templates in order to select a response, rather
than actually understand it and, accordingly, select a response. On the other hand, deep
learning technologies might indicate the future in the development of human-computer
dialogue systems, but they are still an open research area. The biggest challenge in the
development of deep learning dialogue systems is that they require millions of data to
sufficiently train a system. Furthermore, although such a system might be trained and attain
a relatively low error, its output responses often contain syntax errors, or do not make
sense.
For the development of the VDr dialogue system, the traditional approach was
followed, since it was indicated to be the most appropriate one, mainly due to the
disadvantages of other approaches. To be more specific, the idea of an AIML-based
approach was rejected, since there was a need for real understanding of the patient’s
utterances. In addition to this, a deep learning approach was not followed, either, due to
the lack of related data and the technology’s incapability of producing rational and
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syntactically correct responses. Especially the latter of the two aforementioned
shortcomings was considered to be a major one, as the implemented VDr dialogue system
imitates the behavior of a physician and, as such, it should provide correct, logical and
consistent responses.
The following paragraphs present the approach that was followed for the
development of each component of the VDr dialogue system. As it has been mentioned
previously, the current version of the system supports written, instead of spoken, input and
output modalities. Therefore, the automatic speech recognition and speech synthesis
components have been omitted, although they could be integrated in a future version of the
system.

4.3.1 Natural Language Understanding
Natural language understanding is a topic of natural language processing and
artificial intelligence that deals with the comprehension of natural language input by a
computer system [69]. Such a task is tremendously demanding and, thus, natural language
understanding is considered to be an AI-hard problem [70].
Based on the design and the development of a human-computer dialogue system,
the natural language understanding component of a system may be omitted. As it was
presented in the previous paragraphs, there are dialogue systems that produce responses
without actually comprehending the user’s input, but rather by matching it against certain
templates. An indication of these systems are systems that are created with AIML.
Moreover, several dialogue systems that employ deep learning technologies use statistical
techniques to produce responses, instead of responding after understanding the user’s input.
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It should, however, be mentioned here that machine learning and deep learning
technologies are also used for natural language understanding, by training a system with
millions of data records.
The natural language understanding component is vital to the operation of dialogue
systems that are designed based on the architecture that was presented in Figure 3-1, as it
translates the natural language input that is provided by the user to a form that is intelligible
by a computer system. In order to achieve this operation, a natural language understanding
component requires a lexicon of the language that is being processed, a parser, which
transforms the input data to a data structure, and a grammar, which contains the rules that
should be followed during this transformation [69]. Nowadays, there are several systems
that can accomplish these tasks available.
The natural language understanding component of the VDr dialogue system utilizes
the Natural Language Toolkit (NLTK), which is a program for natural language processing
of the English language, that is written in the Python programming language [71].
However, although the NLTK provides its users with the ability to work with the Python
programming language, it requires them to build their own grammar for natural language
understanding. This issue can be addressed by the integration and utilization of the Stanford
Parser, which does not require its users to build their own grammar. Instead of this, the
Stanford Parser may process any given sentence and return its structural components.
Furthermore, apart from recognizing the structural components of a sentence, such as the
verb, the subject and the object, the Stanford Parser may also retrieve the universal
dependencies among them. This is very advantageous since the universal dependencies, a
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detailed description of which is available in [72] and [73], indicate the relations between
the structural components of a sentence.
As is has already been discussed in this dissertation, the VDr dialogue system
focuses on obtaining a patient’s non-measurable symptoms. In this context, the majority of
the input that is provided by the patient who uses the system is related to body and mind
conditions, as well as their different characteristics. Thus, after the natural language
understanding component of the VDr dialogue system recognizes the given input, a label
is assigned to it, in order to be used by the dialogue manager of the system. An illustration
of the labels that are assigned by the natural language understanding component of the VDr
dialogue system is presented in Table 4-1.
Table 4-1: Examples of labels that are assigned by the natural language understanding
component of the VDr dialogue system.
Label
ReceivedSymptom
ReceivedLocation
ReceivedSeverity

PositiveResponse

NegativeResponse
ReceivedSymptom,
ReceivedSymptomStart
ReceivedSymptomA,
ReceivedSymptomB
















Example
“I have a headache.”
“My stomach hurts.”
“I feel nauseous.”
“In my head.”
“My arm.”
“It is so bad.”
“It hurts a lot.”
“Not very much.”
“Yes.”
“I did.”
“I think I have.”
“Definitely not.”
“I haven’t”.
“I don’t think so.”



“My head hurts since last night.”



“I feel nauseous and tired.”
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Table 4-1 depicts a small number of labels that are assigned by the natural language
understanding component of the VDr dialogue system. As it can be seen in Table 4-1, the
label that is assigned to a sentence corresponds to its meaning. For example, the natural
language understanding component of the VDr dialogue system recognizes the meaning of
the sentence “I have a headache” and assigns the appropriate label to that. These labels will
subsequently be used by the dialogue manager component of the system to direct the
dialogue flow to the appropriate place.
However, by extracting and utilizing the universal dependencies among the
structural components of the given input, as it was mentioned previously, the system’s
capability of handling over-informativeness and over-answering is facilitated. This
becomes apparent in Table 4-1, when an input such as “My head hurts since last night” is
given. In this case, the system recognizes the received symptom, as well as the beginning
of that symptom. Therefore, by taking advantage of the universal dependencies among the
components of a given sentence, more information can be extracted for it.

4.3.2 Dialogue Manager
Among the components of a human-computer dialogue system, the dialogue
manager is the most important one, as it is the component of the dialogue system that
controls the flow of the dialogue between the system and its user. The operations that are
executed by the dialogue manager include the selection of a response, the request for some
information or clarification regarding the user’s input, informing the user regarding a
failure to understand their input, and many more, depending on the application of the
overall dialogue system.
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Several approaches can be used for the design of the dialogue manager of a dialogue
system, with some of them being presented in [23] and [25]. These may include finitestate-based, frame-based, plan-based and information state approaches. Finite-state-based
approaches represent the dialogue flow as a finite state machine and, thus, these systems
offer minimal flexibility to their user. Frame-based approaches require certain fields, also
referred to as frames, to be completed during the interaction between the dialogue system
and a user, and they offer more flexibility than finite-state-based ones. Plan-based
approaches represent the dialogue goal as a plan that needs to be accomplished. Therefore,
during their interaction with the user several sub-plans are executed in order to fulfill the
ultimate goal of the system. Finally, information state approaches are more complex, but,
at the same time, more flexible than the aforementioned approaches. A detailed description
of the information state approach to dialogue management is presented in [74].
The dialogue manager of the VDr dialogue system, as well as the dialogue system
as a whole, are modeled with the use of Stochastic Petri Nets (SPNs). SPNs consist of
places and transitions, the graphical representation of which resembles a finite state system.
However, a number of rules are also integrated in the system, giving it the flexibility to
change the dialogue flow and direct it towards the completion of its goal. As it has been
previously mentioned, the ultimate goal of the VDr dialogue system is to acquire the nonmeasurable symptoms of a patient. During each dialogue round, the strategy that is selected
by the dialogue manager of the system is the one that leads to the completion of this goal,
based on the current state of the dialogue and the information that has already been received
by the user. Hence, the dialogue manager of the VDr dialogue system follows a hybrid
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approach, with its general philosophy being that of a plan-based approach, that can also be
represented by an SPN with an integrated rule-based system.
A thorough and detailed description of the SPN formal model and the integrated
rule-based system of the VDr dialogue system is presented in Chapter 6 and Chapter 7,
respectively.

4.3.3 Knowledge Base
The knowledge base of a dialogue system is responsible for storing the knowledge
that is needed and utilized by the dialogue system, according to its domain. Therefore,
closed-domain systems include information that is related to their domain, while opendomain systems may have access to several databases and resources.
Since the VDr dialogue system aims to the acquisition of a patient’s nonmeasurable symptoms, with the main focus being cardiovascular diseases, the information
that is included in the system is centered around these conditions. Additionally, the
knowledge base of the VDr dialogue system includes information regarding the patients
who are the users of the system. This information may include personal information, such
as their name and date of birth, as well as information related to their medical history. Thus,
the symptoms that have been obtained by the system during past dialogue sessions with the
patients are stored in the system’s knowledge base, along with other related information,
such as the medication that a patient may be taking. Nevertheless, since the implemented
version of the VDr dialogue system is a prototype, instead of a final product, the knowledge
base of the system could be expanded to store more information, based on the requirements
that such a system might have.
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4.3.4 Response Generation
The final stage during a dialogue round between a user and a dialogue system, in
the case that speech synthesis is not supported by the system, is the generation of the
response that will be given to the patient. Based on their response generation approach,
human-computer dialogue systems can be classified as retrieval-based or generative
systems. Retrieval-based systems use a set of pre-defined responses and select an
appropriate response based on the input that is given by the user and the current state of
the dialogue. Generative systems, on the other hand, do not depend on pre-defined
responses, but generate a new response during each dialogue round. In most cases,
generative systems rely on a machine learning technique to produce a response.
While these two approaches are very different when compared to each other, both
have advantages and disadvantages. Retrieval-based systems are able to produce correct
and consistent responses that do not include any grammatical or syntactic mistakes, but are
unable to respond to cases that they have not met before. Contrary to retrieval-based
systems, generative systems are able to handle unseen cases, but their responses might not
be so rational, or might include syntactic errors.
Apart from their advantages and disadvantages, some other factors need also to be
taken into consideration when selecting the approach for the response generation
component of a system. The domain of a system might indicate the appropriate choice;
closed-domain systems have specific goals and support a limited number of possible inputs
and outputs, while open-domain systems may need to respond to various cases. Moreover,
the length of the interaction between the system and a user might indicate the right choice
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for its response generation component. Systems that conduct a brief dialogue with the user
are not usually required to respond to many different cases. In contrast, a generative
approach might be more appropriate for systems that are able to hold a long conversation
with a user.
As far as the VDr dialogue system is concerned, it follows a retrieval-based
approach for its response generation component. The VDr dialogue systems operates
within a closed domain and it has a specific goal during its interaction with a patient.
Furthermore, although the user-patient has the freedom to change the flow of the dialogue,
the system needs to adhere to the ultimate goal of the interaction. Lastly, the interaction
between the patient and the VDr dialogue system is, in most cases, short and does not last
for many dialogue rounds. As a result, a retrieval-based approach seems to be appropriate
for the VDr dialogue system. Yet, the system includes several alternatives for the responses
that it produces at any point, in order to achieve some diversity in its response generation.

4.4 Summary
In this chapter, the main characteristics and components of the VDr dialogue system
were presented. The VDr dialogue system is a dialogue system that operates within a closed
domain with aspects of an open domain. It supports natural language input and output,
mixed-initiative that provides a certain level of flexibility to the patient that uses the system
and is able to recover from errors and unseen cases. Most importantly, the system has
learning capabilities that allow it to learn the patient’s medical history and adapt its
behavior accordingly.

82

Moreover, the dialogue manager, as well as the overall VDr dialogue system, are
modeled with SPNs, following mostly a plan-based approach, that is achieved by an
integrated rule-based system. Its natural language understanding component is based on
the NLTK and the Stanford Parser and takes advantage of the universal dependencies.
Finally, it is a retrieval-based system, the knowledge base of which focuses on
cardiovascular diseases and the patient’s medical history.
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5
Emotion Recognition in the
Virtual Doctor Dialogue
System
5.1 Introduction
One of the most important aspects of the interaction between two or more people
is their emotional condition during this interaction. This is due to the fact that the emotions
of a speaker may provide valuable information regarding the nature of their communication
with other people. First of all, one’s emotions may be an indication of their attitude towards
their interlocutors, the type of their relationship, the level of familiarity between them and,
possibly, the amount of respect they have for each other. Moreover, a speaker’s emotions
are a way of expressing one’s reaction to a statement made by another person, or to some
information that has been revealed to them. Furthermore, in addition to demonstrating
one’s perspective on a particular issue, such as whether they agree with someone on a
certain matter or not, a speaker’s emotions may also indicate the extent to which they agree
with their interlocutors, as well as their willingness to consent and correspond to something
that has been suggested by another person. Last but not least, the emotional condition of a
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speaker could provide an insight into their motivations, their intentions and their future
actions.
Apart from its importance to the interaction between two or more people, one’s
emotional condition is also essential to their body condition and can be considerably related
to their health status and their general well-being. This can be demonstrated by a number
of health problems that are associated with the emotional condition of a patient and may
have a psychological cause. For instance, a lot of people suffer from stomach aches when
they feel stressed about something. Additionally, the emotional condition of a patient could
affect their healing process, as it is demonstrated by the study presented in [75]. According
to the results of this study, wound healing was slower for people that were in an unhappy
marriage and lived in a high-hostile family environment, compared to people that were
happily married. Another indication of the connection between someone’s emotional and
health condition is the psychological phenomenon that is known as the placebo effect.
According to this phenomenon, a patient’s health condition may improve due to their
expectations rather than receiving actual medical treatment [76]. Although the placebo
effect is still a subject of scientific research [77], there are physicians who argue that the
use of placebos could indeed contribute to a patient’s treatment [78]. Finally, a patient’s
emotional condition could be related to their perspective towards their health condition.
More specifically, trust is a key ingredient to the relationship between a physician and a
patient, as a trusting patient would be more willing to disclose their personal information
and come to an agreement with their physician regarding their health diagnosis or their
medication [79].
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For all of the aforementioned reasons, it becomes apparent that a speaker’s
emotional condition is indeed significant to the communication between two or more
involved parties, especially in the case that one of them is a patient or someone whose
health condition needs to be monitored. This conclusion could also apply to humancomputer dialogue systems and, thus, it establishes the need for an emotion analysis and
recognition component to the VDr dialogue system. The role of this component in the VDr
dialogue system would be threefold. First of all, to recognize the emotions of the patient
whose health condition is being monitored, in order to inform the patient’s physician or
health care center and provide them with the patient’s overall health condition, which also
includes their pathological symptoms. Second, by recognizing the emotional condition of
a patient, the system would be able to produce appropriate responses, with the intention of
making the patient feel more secure and comfortable during their interaction with the VDr
dialogue system. Finally, by detecting particular emotional patterns, the system may
generate specific suggestions to the patient. For example, in the case that the patient
exhibits high levels of anxiety and stress, then the VDr dialogue system could suggest to
the patient to try to calm down or to seek for a suitable form of medication.
The rest of this chapter is organized as follows. Paragraph 5-2 presents the
classification of emotions, as well as their intensity dimension, while paragraph 5-3
explains how emotion recognition is performed by humans and by computer systems. A
brief literature review on sets of data that are used for emotion recognition is presented in
paragraph 5-4, while paragraph 5-5 describes the datasets that were developed for emotion
recognition in the VDr dialogue system. Paragraph 5-6 presents the emotion recognition
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algorithm that was developed for the VDr dialogue system, while its results are presented
in Paragraph 5-7. Lastly, this chapter is concluded in Paragraph 5-8.

5.2 Emotions: Classification and Intensity
In this paragraph a classification of emotions will be presented. The simplest
approach to emotion classification distinguishes between positive and negative emotions.
Thus, happiness and love, for example, are classified as positive emotions, whereas fear
and anger are classified as negative emotions. Nevertheless, three characteristics are
generally defined for emotions: valence, arousal and dominance, which represent the
pleasantness, the intensity of emotion and the level of control that a stimulus creates [80].
Among these, valence and arousal are the most important ones, as they indicate the
approach to emotion classification that is presented subsequently.

5.2.1 Classification of Emotions
Although there are many different cultures across the world, and even though
people have different experiences, there seems to be a common ground in the expression
of emotions. In fact, the results of the study by Ekman and Friesen that is presented in [81]
support the claim that emotions and characteristics of facial expressions are universal,
including people from different cultures, or even societies that have not yet developed the
use of writing. Moreover, according to Paul Ekman’s research, there are six basic emotions
that people can express and that they match their facial expressions, and these include
anger, disgust, fear, happiness, sadness and surprise [82]. This list of emotions was later
revisited by Paul Ekman, by adding eleven extra emotions, which, however, do not
necessarily correspond to specific facial expressions [83].
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In addition to and based on Paul Ekman’s research, Robert Plutchik developed the
“wheel of emotions”, which is depicted in Figure 5-1, and argued that there are eight basic
emotions that can be grouped in pairs of opposite emotions [84].

Figure 5-1: Robert Plutchik’s “wheel of emotions”. Courtesy of Wikipedia.
As it is illustrated in Figure 5-1, Robert Plutchik suggested that there are eight basic
positive and negative emotions, which can also be paired as opposite couples. More
specifically, Plutchik’s “wheel of emotions” includes joy, trust, anticipation and anger, as
opposed to sadness, disgust, surprise and fear, respectively. Furthermore, it can be inferred
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that there are some secondary emotions, each of which derives from the union of two of
the basic emotions. These secondary emotions are depicted in the blank spaces between
the basic emotions and include optimism, love, submission, awe, disapproval, remorse,
contempt and aggressiveness.
Lastly, another classification scheme of human emotions is presented in [85] and
[86]. According to these studies, emotions can be represented as a tree-structured list,
which includes six primary emotions, as well as the secondary and tertiary emotions that
each of the basic ones incudes.

5.2.2 Intensity of Emotions
One of the concepts that is illustrated in Plutchik’s “wheel of emotions” is the
intensity dimension, an idea that was first introduced by Harold Schlosberg [84].
According to this theory, apart from their classification in different types, emotions can
also be distinguished based on their intensity. As it is depicted in Figure 5-1, there is an
intensity dimension for each one of the basic emotions. For instance, anger has two
additional intensity levels, annoyance and rage, with the former of these being a less intense
form of anger, and the latter one being a more intense form of it. In a similar manner, each
one of the eight basic emotions that were proposed by Robert Plutchik has a less intense
and a more intense form, which are depicted as outer and inner sectors in the “wheel of
emotions” in Figure 5-1.

5.3 Emotion Recognition
Emotion recognition is the process of identifying human emotions [87]. This is a
process that is done automatically by humans, but is also performed by computer systems,
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as there are several methodologies that have been developed in this field [87]. In either one
of these cases, both humans and computer systems are usually based on the facial
expressions and/or the tone of the voice of a speaker to recognize their emotions. For
example, the authors of [88] present a methodology for extracting and recognizing facial
expressions from static images, and then associating them with the human’s emotional
state. Additionally, two different studies on emotion recognition from speech signals are
presented in [89] and [90].
However, in many cases humans try to detect the emotional status of their
interlocutor by analyzing their choice of words, apart from their facial expressions and their
voice tone. Similarly to humans, textual data are used by several computational
methodologies in order to detect human emotions. For instance, a methodology for
automatic emotion recognition from text is presented in [91], while the authors of [92]
present a methodology for emotion detection in social networks. Generally, the most
common methodologies to achieve lexical emotion recognition include searching for
specific words and phrases in a text, using natural language understanding to extract the
meaning of a sentence, using large sets of data to train a neural network, or any
combinations of the aforementioned methodologies.
In the current version of the VDr dialogue system the interaction between the
patient and the VDr is conducted in textual form. Therefore, emotion recognition cannot
be based either on the facial expressions or the voice tone of the patients, since these
modalities are not supported yet. However, lexical emotion analysis and recognition is
supported by analyzing the text input of the patient, searching for and detecting specific
words and phrases and matching them to the corresponding emotions. Hence, an emotion
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recognition dataset and a corresponding algorithm, which will be presented in the following
paragraphs, are needed, in order to perform lexical emotion recognition in the VDr dialogue
system.

5.4 Emotion Recognition Datasets: A Literature Review
In this paragraph a brief literature review on existing datasets that are used for
lexical emotion recognition are presented. Although this review does not cover the entirety
of the existing datasets, it includes sets of data that could be used for a variety of
applications and it provides the reader with a general overview of the developments in this
area.
AFINN, which is developed by Finn Årup Nielsen of the Technical University of
Denmark, is a set of English words and phrases that are rated for valence with an integer
value between minus five (-5) and plus five (+5), which corresponds to the negative or
positive pleasantness, respectively, that each one of the rated words evokes [93], [94].
SentiWordNet is a lexical resource for opinion mining, which is developed by the
Institute of Information Science and Technologies of the Italian National Research
Council, that assigns three scores for positivity, negativity and objectivity to each one of
its entries [95]. A detailed description of this dataset can be found in [96] and [97].
Another resource that could be used for emotion recognition and sentiment analysis
is the Opinion Lexicon (or Sentiment Lexicon), which is developed by the Department of
Computer Science of the University of Illinois at Chicago, and that includes two sets of
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English words, one with positive and one with negative meaning [98]. This resource has
been part of an on-going project that is first presented in [99].
EmoBank is a large-scale text dataset that includes sentences that have been
annotated with both the emotion that is expressed by the writer, and the emotion that is
perceived by the reader, according to the valence-arousal-dominance scheme. This dataset
was developed by the JULIE Lab of Jena University and is presented in [100] and [101].
The National Research Council Canada (NRC) has developed the NRC WordEmotion Association Lexicon (EmoLex), which is a list of English words and their
association with eight basic emotions, which are presented in Plutchik’s “wheel of
emotion”, and two sentiments (positive and negative) [102], [103]. Other versions of the
dataset are also available in other languages, with each one of them including a different
number of words.
Another dataset, which was developed as part of the International Survey on
Emotion Antecedents and Reactions (ISEAR) project by the Swiss Center for Affective
Sciences is the ISEAR Databank. This is a set of data including situations and experiences
for seven major emotions (joy, fear, anger, sadness, disgust, shame and guilt) that was
collected from both psychologists and non-psychologists [104].
The Center for the Study of Emotion and Attention of the University of Florida has
also developed two sets of data, the Affective Norms for English Words (ANEW) [105]
and the Affective Norms for English Text (ANET) [106]. These datasets provide normative
ratings of emotion, in terms of pleasure, arousal and dominance, for a large number of
English words and brief English texts, respectively.
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The following two studies come from the field of social networks. More
specifically, the authors of [107] present a dataset of social media (Facebook) posts that
are rated based on the emotion they represent (valence) and the intensity of that emotion
(arousal). Additionally, the work that is presented in [108] and [109] classifies social media
(Twitter) posts based on the emotion they express (as positive or negative) and on their
objectivity.
Finally, the Loughran and McDonald Financial Sentiment Dictionary includes a
collection of word lists from the accounting and financial domain, in order to accurately
classify common words in financial texts that might be incorrectly recognized as negative
terms for other domains [110].
All in all, numerous collections of words, phrases and texts that could be used for
lexical emotion recognition can be found in the literature, while several of these datasets
are designed for emotion and sentiment analysis and recognition in social media. The
review that was previously presented provides a synopsis of related datasets and their
applications, and an overview of them is displayed in Table 5-1.
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Table 5-1: An overview of the reviewed emotion recognition datasets.
Dataset
AFINN [93], [94]
SentiWordNet [95],
[96], [97]
Opinion Lexicon (or
Sentiment Lexicon)
[98], [99]
EmoBank [100],
[101]

•
•
•
•
•
•
•
•
•
•

NRC Word-Emotion
Association Lexicon
(EmoLex) [102],
[103]

•
•
•
•

ISEAR Databank
[104]
ANEW [105]
ANET [106]
Valence and Arousal
in Facebook Posts
[107]
Twitter Data
Annotated for Spam
and Sentiment
Analysis [108], [109]

•
•
•
•
•

A list of Facebook posts including 2895 entries.
Rated for valence and arousal.

•

Collection of posts on Twitter, classified into 4
categories.
Hashtags are used to identify whether a tweet is
positive or negative.
An application of a general sentiment word list to
accounting and finance topics.
Custom lists of positive and negative words, specific
to the accounting and financial domain.
Additional word lists try to measure the notion of
imprecision (uncertainty) and potential legal problem
situations (litigiousness).

•
•

Loughran and
McDonald Financial
Sentiment Dictionary
[110]

Brief Description
A list including 2477 English words and phrases.
Rated for valence between -5 (negative) and +5
(positive).
A lexical resource for opinion mining.
3 scores for positivity, negativity and objectivity are
assigned to each entry.
Two sets of English words (around 6800 entries), one
with positive and one with negative meaning.
Used for opinion and/or sentiment rating.
A large-scale text corpus including 10k sentences.
Annotated with emotion according to the valencearousal-dominance scheme.
Each sentence is annotated according to both the
emotion that is expressed by the writer, and the
emotion perceived by the reader.
Lists of words and their association with 8 basic
emotions and 2 sentiments.
Emotion association score: not associated, weakly,
moderately, or strongly associated.
Sentiment association score: 0 (not associated) or 1
(associated).
Current version includes words in 40 different
languages (14182 words in English).
A set of data including 7666 entries with situations
and experiences for 7 major emotions.
Data collected from both psychologists and nonpsychologists.
A large number of English words rated in terms of
pleasure, arousal and dominance.
A large number of brief English texts rated in terms of
pleasure, arousal and dominance.

•
•
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5.5 Developing an Emotion Recognition Dataset
5.5.1 Modifying the AFINN Dataset
In order to integrate an emotion recognition mechanism with the VDr dialogue
system, an appropriate dataset needs to be developed. Our approach is based on the AFINN
dataset that was presented in paragraph 5-4 and is a modified version of it. As it was
mentioned previously, the AFINN dataset includes 2477 English words and phrases that
are rated for valence between minus five (-5) and plus five (+5), based on the pleasantness
that each of these entries evokes. However, this dataset includes words that are not
exclusively related to emotions. More specifically, the entries of the AFINN dataset are
only classified as positive or negative, but are not categorized based on specific emotions.
For example, although the entries “fraud”, “novel” and “spam” of the AFINN dataset can
evoke a positive or negative sentiment, they do not express a particular emotion, such as
the eight basic emotions that are illustrated in Plutchik’s “wheel of emotion” in Figure 51.
On the contrary, during the interaction between the VDr and the patient in our
dialogue system, we are mostly interested in recognizing the actual emotions of a patient,
rather than their sentiments regarding various situations. Particularly, there is a need to
associate the text input of a patient with the emotion that it evokes. Thus, we modified the
AFINN dataset by removing words and phrases that are not exclusively related to an
emotion, such as the word “novel” that was mentioned previously. Additionally, a number
of relevant words that were missing from the original dataset, such as the word “happily”,
were added to the modified version of the AFINN dataset. Furthermore, it is necessary to
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associate each word with the arousal of the emotion that it represents. This is important in
order to recognize the intensity of the emotion that a word corresponds to. For instance,
both “feeling glad” and “feeling thrilled” indicate that the speaker is happy, but the latter
expression shows a higher level of happiness compared to the former one. Hence, each
word of the modified dataset was assigned a score that corresponds to its intensity level.
As a result, the modified version of the AFINN dataset that is used for emotion
recognition in the VDr system is comprised of 348 words that are classified into eight
categories that correspond to the eight basic emotions that are included in the Plutchik’s
“wheel of emotion” (anger, anticipation, disgust, fear, joy, sadness, surprise, trust).
Moreover, each of these words is rated with an integer between one (1) and five (5) based
on the intensity of the corresponding emotion that it evokes. Specifically, a lower value
indicates lower intensity, while a higher value indicates higher intensity. A small sample
of the dataset that was developed is illustrated in Figure 5-2.
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Figure 5-2: An overview of the modified AFINN dataset.

5.5.2 Emotion Intensity Dataset
As it was presented in the previous paragraph, the entries of the emotion recognition
dataset that was developed are rated according to the intensity of the emotion that they
correspond to. However, there are specific words that might change the intensity of the
emotion of a word. For example, the phrase “very happy” increases the intensity of
happiness that the word “happy” indicates. On the other hand, “not angry” eliminates the
existence of anger that the word “angry” expresses.
Therefore, apart from the emotion recognition dataset, a smaller dataset was also
developed to further capture the notion of the intensity of emotions. This dataset consists
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of 46 words, which are rated with an integer between minus one (-1) and two (2) to capture
their intensity level. A small sample of this dataset is depicted in Figure 5-3.

Figure 5-3: An overview of the emotion intensity dataset.

5.6 Emotion Recognition Algorithm
The emotion recognition algorithm that was developed for the VDr dialogue system
analyzes the input that is given by the patient and recognizes their emotional condition.
The patient’s emotional condition is represented as a tuple of eight elements, each of which
corresponds to one of the eight basic emotions that are included in Plutchik’s “wheel of
emotion”. Thus, the emotion recognition process is accomplished by assigning a value to
each one of the tuple’s elements, according to the analysis of the patient’s input text.
More specifically, the patient’s input text is checked against the emotion
recognition dataset to detect the existence of any “emotion words”, or, in other words, any
entries of the emotion recognition dataset, in the sentence. Upon locating an “emotion
word” in the patient’s input text, its five preceding words are checked to detect any
“intensity words”, which are the entries of the emotion intensity dataset.
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The choice to search for “intensity words” among the “emotion word’s” five
preceding words was made after examining a variety of sentences that could be used by a
patient during their interaction with the VDr. Usually, one or more intensity words would
be located among the “emotion word’s” three preceding words. However, there were
several examples when an “intensity word” would be located even further, but always
within the “emotion word’s” five preceding words. On the other hand, this algorithm
searches for “intensity words” only among an “emotion word’s” preceding words, and not
among its subsequent words. The reason for selecting this approach was that an alternative
approach, where the algorithm would search for “intensity words” both before and after an
“emotion word”, would increase the algorithm’s complexity. More specifically, if there
were more than one “emotion words” included in a sentence, it would be extremely
complex, if not impossible, to indicate the “emotion word” that a set of “intensity words”
corresponds to. In addition to this, there were very few sentences, among the ones that were
examined, that pertain to this case.
A visual representation of the algorithm that analyzes the patient’s input text and
searches for “emotion” and “intensity words” is illustrated in Figure 5-4.

int_wordsa

emo_worda

...

int_wordsb

emo_wordb

sentence

Figure 5-4: Emotion recognition in the patient’s input text.
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Figure 5-4 provides an illustration of a sentence, with the terms int_words i and
emo_wordsi corresponding to the “intensity” and “emotion words”, respectively, that are
detected in a sentence.
The previous paragraphs describe the approach that we follow to analyze the
patient’s input text and to search for and detect “emotion” and “intensity words”. Since,
the “emotion words” that are detected in a sentence correspond to one or more emotions,
the values of these emotions need to be computed. This is accomplished by calculating the
product of the weights of all the “intensity words” of an “emotion word”, and then by
multiplying this product with the intensity of that “emotion word”. The result of this
calculation provides the value of the emotion that a particular “emotion word” corresponds
to. For example, according to the datasets that have been developed and the samples of the
datasets that are illustrated in Figure 5-2 and 5-3, the expression “not nervous” returns the
value −1 × 1 = −1 for fear, while the expression “very pleased” returns the value
1.5 × 2 = 3 for joy.
Nevertheless, there is a possibility that two or more “emotion words” are included
in a sentence. In this case, if these words correspond to the same emotion, then their values
are added to provide the overall value of that emotion. If, on the other hand, two or more
“emotion words” that correspond to different emotions are included in a sentence, then
more than one emotions may be inferred from that sentence. As it was mentioned in the
beginning of this paragraph, the emotional condition of the patient is defined as a tuple of
eight elements, which correspond to the eight basic emotions. Thus, the union of these
emotions is provided as a tuple of values, each of which corresponds to a different emotion.
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To conclude, a mathematical formula that describes the computation of the emotional
condition of the patient was defined, and it is presented in Equation 5-1.
Emotion = ⋃

∏

int_words × emo_word

(5-1)

According to Equation 5-1, the overall emotion that can be inferred from a sentence
is the union of all the emotions that correspond to every “emotion word” that is included
in a sentence. Moreover, each of these emotions is the product of the weights of all the
“intensity words” that correspond to an “emotion word”, multiplied with the intensity of
that “emotion word”.

5.7 Results
A Python program was developed to perform emotion recognition in the VDr
dialogue system. This program uses the NLTK and it was used for a number of sentences
to recognize the emotion that each of these sentences corresponds to. The results are
presented in Table 5-2.
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Table 5-2: Results of emotion recognition in the VDr dialogue system.

Input Text

Trust

Joy

Sadness

Disgust

Surprise

Fear

Anger

Anticipation

Emotions

“I am mad.”
“I am very mad.”
“I am mad and
angry.”
“I am mad and
disappointed.”
“I'm very happy
today.”
“I'm thrilled!”
“The pain is bad.”
“The pain is terrible.”
“I'm very impressed!”
“I don't think it is very
nice.”
“I wish!”
“I'm not happy, I'm
angry.”
“I'm neither angry,
nor sad.”
“I am very mad and
sad. It is very
terrible.”

-

-

-

-

-

-

3
4.5

-

-

-

-

-

-

-

6

-

-

-

2

-

-

-

3

-

-

3

-

-

-

-

-

-

-

4
-

-

2
-

4.5

5
-

-

-

-1.5

-

-

-

-

-

-

-

-

-

-

-

-

-

-

3

-

-2

-

-

-

-

3

-

-

-

-1

-

-

-

-3

-

-

-

1

-

-

7.5

4.5

-

The results that are presented in Table 5-2 provide an overview of the emotion
recognition component of the VDr dialogue system. As it can be inferred from these results,
the program analyzes each sentence, recognizes the emotion(s) that it corresponds to and
returns a value for this (these) emotion(s). In order to provide a better illustration of these
results, a number of the sentences that are presented in Table 5-2 are selected and a
graphical representation of their emotion recognition results is depicted in Figure 5-5.
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Figure 5-5: Results of emotion recognition in the VDr dialogue system.
The sentences that are presented in Figure 5-5 were selected because they express
similar emotions, and hence, the reader may spot how the use of synonymous words could
affect the emotion recognition results. More specifically, Figure 5-5(a) illustrates four
sentences that express some type of anger, but the intensity of anger is different in each
case, due to the words that have been selected in each sentence. In addition to this, the last
of these sentences also expresses some type of sadness (disappointment), and that emotion
is also recognized by the VDr dialogue system. Figure 5-5(b) provides another indication
of how synonymous words may express the same emotion, which in this case is joy, but
with a different intensity. Lastly, Figure 5-5(c) shows how our emotion recognition
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program is able to recognize the absence of an emotion, which is demonstrated by a
negative value for the emotion’s intensity. Moreover, it exhibits how emotion recognition
can be performed in more than one sentences in the patient’s input text.
Apart from the results that were presented previously, a very brief example of the
interaction between the VDr and a patient is provided, followed by the emotion recognition
results regarding this interaction. This provides the reader with a better understanding of
how the emotional condition of the patient is constantly updated and how it affects the
progress of the interaction between the VDr and the patient. The example of the interaction
between the VDr and a patient is illustrated in Figure 5-6.

Figure 5-6: An example of the interaction between the VDr and a patient.
As it can be seen in the example of the short interaction between the VDr and the
patient that is depicted in Figure 5-6, the VDr asks the patient a series of questions, retrieves
a pathological symptom, which is a headache, and suggests a solution to the patient. Apart
from this, the VDr dialogue system also performs emotion recognition of the patient’s input
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text. This process is performed every time the patient provides some input and, thus, the
emotional condition of the patient is constantly updated. The results of the emotion
recognition during the interaction between the VDr and the patient that is depicted in Figure
5-6 are illustrated in Figure 5-7.

Figure 5-7: The emotional condition of the patient during the interaction example that is
depicted in Figure 5-6.
As it was mentioned previously, the emotional condition of the patient is updated
after recognizing each one of the patient’s inputs. As it can be inferred from Figure 5-7,
the main emotion that is expressed by the patient and is recognized by the VDr dialogue
system during this interaction is fear. Specifically, the intensity of fear is increased during
this interaction, since the patient keeps expressing relevant emotions. Furthermore, the
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results that are illustrated in Figure 5-7 also indicate that, although several emotions are
detected during this interaction, fear is the most dominant one.

5.8 Conclusions
In the previous paragraphs of this chapter, the emotion recognition algorithm that
was developed as part of the VDr dialogue system was presented. After providing a short
literature review of relevant studies and datasets that are used for emotion recognition, the
dataset that was developed for our system, which is a modified version of the AFINN
dataset, was presented. Moreover, we showed the significance of the intensity of emotions,
as well as how this concept is captured in our system. Lastly, our emotion recognition
algorithm was presented, followed by some results that demonstrate how this procedure is
performed in the VDr dialogue system.
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6
The Formal Model of the
Virtual Doctor Dialogue
System
6.1 Introduction
This chapter presents the formal model that is proposed for the VDr dialogue
system. When designing a system, it is important to develop a model of the system for
several reasons. First of all, a model could facilitate the study of a system, establish that it
has the anticipated characteristics and confirm that it performs as expected. Second, it may
detect any possible errors that could occur during the operation or the use of the actual
system, as well as the locations of and the reasons for these errors. Furthermore, a model
could enable the simulation of a system, which is particularly advantageous for complex
systems, for systems that are difficult to implement due to limited resources, or for systems
that perform crucial operations and their testing would be too risky without prior
confirmation of their proper functioning. Lastly, a system’s performance can be estimated
by developing its model and by simulating its behavior. Therefore, and for all the reasons
that were presented previously in this paragraph, it can be inferred that, just as in the case
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of other systems, it is important to develop and present a model for the VDr dialogue
system.
The problem of formally modeling HCI systems with mathematical models is not
a new one. Similar work has already been done with applications in different areas. For
example, [111] presents a stochastic model known as Markov decision process for dialogue
systems, used for learning dialogue strategies. The authors of that article also present some
examples of dialogues with trained systems with application to an online flight information
system. Reference [112] also presents an approach for the specification of human-machine
dialogue for interactive control applications. In that article, the authors use Interpreted Petri
Nets to model the human-machine dialogue. Lastly, [113] describes an approach to humanmachine dialogue systems for the development of interactive games.
The main goal of the VDr dialogue system is to extract a patient’s non-measurable
symptoms via human-computer interaction in natural language. During this interaction the
VDr dialogue system processes the information that is provided by the user, as well as
other pieces of information that are available from other resources. Then, it proceeds with
the communication between the patient and the VDr, in order to achieve the dialogue
system’s ultimate goal. Hence, apart from human-computer interaction and natural
language understanding, the VDr dialogue system also supports information processing
and decision-making. Therefore, a human-computer interaction model, hereinafter referred
to as the VDr-patient interaction model, that would be suitable for the modeling of the VDr
dialogue system should describe the processing of information and the selection and
execution of actions in the system accurately, and, at the same time, encompass all the
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aspects of the communication between a human patient and the VDr, as they were
presented previously.

6.2 VDr-Patient Interaction Model
Taking all the aforementioned facts into consideration, the human-computer
interaction model that is proposed for the VDr dialogue system and that is presented in this
chapter is partially inspired by and based on the human information processing model,
which was adopted by Wickens [114]. An overview of the Wickens’ model is presented in
Figure 6-1.

Figure 6-1: An overview of the Wickens’ human information processing model.
The model that is illustrated in Figure 6-1 is used for information processing and
decision-making. This model represents the way that humans process information when
they use an information system, as well as the way in which they interact with the system
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itself and the environment around them. Moreover, the Wickens’ model indicates how
humans divide their attention resources among processing the received information and the
knowledge that is stored in their memory, making a decision and selecting a response, and,
finally, executing their decision, during their interaction with an information system.
All things considered, the processes that are incorporated in the VDr dialogue
system present some basic similarities with the ones that comprise the Wickens’ human
information processing model, and which are illustrated in Figure 6-1. Thus, the VDrpatient interaction model is presented in Figure 6-2.
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Figure 6-2: An overview of the VDr-patient interaction model.
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Dialogue’s
Next State

As it can be seen in Figure 6-2, the human-computer interaction model of the VDr
dialogue system supports the natural language understanding, information processing and
decision-making operations that are performed during the interaction between a patient and
the system. By comparing the two models that are illustrated in Figure 6-1 and Figure 6-2,
it becomes obvious that the VDr-patient interaction model bears certain resemblance to the
Wickens’ human information processing model. More specifically, the information
processing and decision-making procedure in the VDr dialogue system during the
interaction with a human patient starts after an utterance is received by the patient. Then,
the natural language understanding component of the dialogue system transforms this
utterance into a form of data that is meaningful to and intelligible by the computer system.
During this conversion, the current state and the history of the dialogue are taken into
consideration, along with the emotional condition of the patient. This is due to the fact that
the same utterance could be interpreted differently in different stages of the dialogue.
Additionally, the past stages of the dialogue, the past utterances of the patient and their
emotional condition are taken into account during the processing of a user utterance.
Subsequently, the meaning of a user utterance can be characterized as providing
information regarding a symptom or other information, which may include questions asked
by the patient, too. Furthermore, the model takes advantage of the working and the longterm medical history of the patient. Similarly to the working and the long-term memory
components that are included in the Wickens’ human information processing model, the
medical history of the patient, which is used by the VDr dialogue system, is distinguished
in working and long-term medical history. Specifically, the working medical history of a
patient includes the symptoms that have been acquired during the current interaction
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between the VDr and the patient, while the long-term medical history includes symptoms
that have been obtained in previous sessions, as well as symptoms that were known before
the patient’s initial interaction with the dialogue system. In either case, the medical history
of a patient includes both their measurable symptoms, which are acquired by biosensors,
and their non-measurable symptoms, which are extracted through the interaction between
the patient and the VDr dialogue system in natural language. Nonetheless, the two
components communicate, and, at the end of an interaction session, the long-term medical
history is updated with the information that is temporarily stored in the working medical
history during the current session. The two last steps in the VDr-patient interaction model
is to select a response that will be given to the patient and to determine the next state of the
dialogue. Afterwards, the user may provide another utterance and the process that was
presented previously is repeated, until the dialogue between the VDr dialogue system and
the human patient is completed.

6.3 SPN Model – Graphical Representation
The VDr-patient interaction model that was presented in the previous paragraphs
provides a general overview of the interaction, the information processing and the decisionmaking in the VDr dialogue system, during the communication between a patient and the
system. With respect to the VDr-patient interaction model, a more detailed model of the
dialogue system is presented in the following paragraphs, with the intention of offering a
comprehensive description of the procedures that take place during the interaction between
a patient and the VDr dialogue system, as well as the resources that are incorporated and
utilized by the system. While several approaches have been proposed for modeling
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dialogue systems, our approach for the VDr dialogue system is based on Stochastic Petri
Nets (SPNs).
SPNs are suitable for modeling discrete-event systems, in which discrete events are
associated with a state of the system and compete to trigger a transition that will determine
the next state of the system. In these systems, events are considered to be discrete, as the
stochastic state transitions occur only at an increasing sequence of random times [115].
Moreover, SPNs are valuable for modeling, simulating and analyzing the performance of
complex stochastic systems, and they offer a graphical representation of the model, which
also facilitates the study and the examination of the system that is modeled [115].
In our case, the VDr dialogue system can be considered a discrete-event system,
since the system requests only one specific piece of information at any given time, while,
at the same time, the input that is provided by a patient is processed as discrete segments
of information. Moreover, the transitions between different states of the dialogue are
stochastic state transitions, as the firing of an enabled transition depends on a probability
that is based on the patient’s utterance. Furthermore, the transitions in the VDr dialogue
system also occur in an increasing sequence; sequential transitions between states of the
dialogue occur from the beginning to the completion of the dialogue between the patient
and the VDr system. Finally, the occurrence of transitions at random times is exhibited by
receiving input utterances, which could activate certain transitions, at any point during a
dialogue session. All things considered, based on the facts that were presented previously,
it becomes apparent that the VDr dialogue system can be modeled as a discrete-event
system with stochastic state transitions by using SPNs. A graphical representation of the
SPN model of the VDr dialogue system is depicted in Figure 6-3, followed by a description
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of the places, the resources and the transitions of the SPN model, which is illustrated in
Figure 6-4.
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Figure 6-3: The SPN model of the VDr dialogue system.
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Figure 6-4: A description of the places, the resources and the transitions of the SPN
model of the VDr dialogue system.
The SPN graph that is illustrated in Figure 6-3 is the graphical representation of the
model of the VDr dialogue system and it incorporates all the processes that are included in
the patient-VDr interaction. At this point, and before presenting the SPN in detail, it is
important to clarify that in addition to the places and transitions, which are traditionally
included in an SPN, the SPN that is illustrated in Figure 6-3 includes some other resources,
too. These resources are incorporated in the SPN as they can provide specific information,
which could be depicted as tokens in the different markings of the SPN graph.
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As far as the interaction between the VDr dialogue system and a patient is
concerned, every dialogue round between the VDr and the patient begins after a user
utterance is received by the patient (t0). After this utterance has been received, a token is
generated in place p0. Since a user input is always needed in order for a dialogue round to
begin, the marking of the SPN model of the VDr dialogue system that is illustrated in
Figure 6-3 has a token assigned to place p0. However, the received user utterance is raw
data and needs to be converted to a form that is intelligible by the computer system. This
is a process that is handled by the natural language understanding component of the
dialogue system and is depicted as transition t1. As a result, the patient’s utterance is
divided into smaller fragments, with each one of them indicating a different piece of
information. These fragments of information are accumulated in place p 1 and they could
correspond either to a statement or to a question that may have been made or asked by the
patient, respectively. Since the user utterance may include one or more statements and
questions, the firing of transition t1 can accumulate one or more tokens in place p1.
Subsequently, the set of statements and questions is divided and each of its elements is
classified as a statement (p2) or a question (p3). Additionally, whether it is the beginning of
the dialogue between a patient and the VDr or not, a state is always defined for the dialogue.
To denote this fact, a token is included in place p4, which represents the current dialogue
place, in the SPN marking that is illustrated in Figure 6-3.
After one or more tokens are generated in places p 2 and/or p3, and since a token is
already included in place p4, transitions t4, t5 and t6 may become enabled and fire. The firing
of these transitions marks the beginning of several operations that are performed by the
VDr dialogue system and that are graphically represented in the SPN model in Figure 6-3.
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More specifically, during each dialogue round, the statements and the questions that have
been made or asked by the patient are used to update the dialogue history, which is
illustrated as resource r0. This operation is demonstrated by the generation of one or more
tokens in resource r0. Subsequently, the firing of transition t7 makes the dialogue history
available to other operations that are performed by the VDr dialogue system. Furthermore,
the statements made by the patient may provide their non-measurable symptoms, or some
of their characteristics. For this reason, the patient’s statements (p 2) are used along with the
patient’s medical history (r2) and the current state of the dialogue (p4) to recognize the
patient’s medical condition (p7). Once the patient’s medical condition has been recognized,
transition t11 fires to update the patient’s current medical condition (p8). Then, transition t12
uses the current medical condition of the patient to update their medical history (r 2).
Afterwards, the patient’s medical history, which may also include any newly acquired
symptoms, becomes accessible to other functions of the VDr dialogue system through the
firing of transition t13.
Another aspect of the interaction between the VDr dialogue system and a patient is
the patient’s current emotional condition, which corresponds to place p 6 in the SPN model
in Figure 6-3. As it can be seen in Figure 6-3, a token is included in place p 6 to indicate
that the patient’s emotional condition has already been set. More specifically, at the
beginning of the dialogue between the VDr and a patient, the patient’s emotional condition
is initialized with zero values for each one of the eight basic emotions. On the other hand,
at the beginning of a new dialogue round, the patient’s emotional condition has already
been calculated based on the patient’s previous utterances. In either one of these cases, the
VDr dialogue system performs emotion recognition (p5) by taking into consideration the
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patient’s utterance (p0), an emotion recognition dataset (r1), the dialogue history (r0), and
the patient’s current emotional condition (p6). Among these resources, the emotion
recognition dataset is obtained through transition t 8 and is used to recognize the emotion
that is implied by the patient’s utterance, whereas the dialogue history is used to detect if
an utterance has been repeated several times during the dialogue session. This is rather
important as it could hint the patient’s annoyance or fear regarding a situation or their
medical condition. Lastly, the current emotional condition of the patient is also required,
because the emotional condition of the patient is updated and not reset during each dialogue
round. By utilizing the aforementioned resources and after the emotion that is implied by
the patient’s utterance is recognized (p5), transition t9 fires to update the patient’s current
emotional condition (p6), which becomes available to other operations through transition
t10.
In order for the dialogue between a patient and the VDr dialogue system to proceed
to a new round, after an utterance has been given by the patient, the dialogue system needs
to determine how it will respond to the information that it has received. In particular, the
dialogue system needs to address the patient’s statements and/or to answer their questions.
In both cases, some information is required for the system to proceed to the next steps.
Thus, places p9 and p10 indicate the acquisition of all the required information for the
selection of a dialogue and an answer place, respectively. This information includes the
dialogue system’s knowledge base (r3, available through transition t14), the dialogue history
(r0, available through transition t7), the patient’s medical history (r2, available through
transition t13) and the patient’s current emotional condition (p6, available through transition
t10). This information is significant for selecting both a dialogue and an answer place for
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various reasons. More specifically, the knowledge base of the system includes information
that could be useful to determine the next place of the dialogue or to answer a patient’s
question. The dialogue history could be used to indicate whether an utterance has been
given by the patient in past dialogue rounds or not, as well as to provide any information
that has been made available in previous dialogue rounds. The patient’s medical history is
valuable for making the patient’s symptoms available, in order to indicate any health
patterns or to assist the system in answering the patient’s questions regarding their health
status. Also, the patient’s emotional condition is utilized to provide more personalized
responses to the patient, based on their current emotional condition. Furthermore, the set
of statements p2 and the set of questions p3 are available to places p9 and p10 through
transitions t4 and t5, respectively, too. Finally, the current place of the dialogue (p4,
available through transition t6) and the dialogue places probabilities (r4, available through
transition t15) are among the data that are required for the selection of the next dialogue
place. In particular, the current place of the dialogue might be necessary to indicate its next
place, whereas the dialogue places probabilities, which may also be indicated and
determined by the integrated rule-based system, need to be available, so that only one of
them is selected in the case that there is a conflict between them.
After the data that are required for the selection of a dialogue and/or an answer
place have been obtained, one or more of the transitions dt 0, dt1, …, dtn and/or one or more
of the transitions at0, at1, …, atm may become enabled, fire and create a token in their output
places, which are the places dp0, dp1, …, dpn and ap0, ap1, …, apm, respectively. These
places resemble the dialogue and answer places and correspond to the states of the dialogue
and to the answers to the patient’s questions, respectively. In other words, these places
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include the statements that the VDr may make, the questions that it might ask the patient,
and the answers to the patient’s questions. Additionally, these places also include
statements and answers to indicate that the VDr has not understood the patient’s statements
or that it is not able to answer their questions. Nonetheless, if any of these places are
selected, their corresponding transitions, which include ds 0, ds1, …, dsn for places dp0, dp1,
…, dpn, and as0, as1, …, asm for places ap0, ap1, …, apm, will become enabled and then fire.
The firing of any of these transitions will generate a token to place p 11 and/or p12, which
corresponds to the next dialogue place and to the selected answer to the patient’s question,
respectively.
The final part of a dialogue round takes place after the next dialogue place and/or
the answer(s) to the patient’s question(s) have been selected and have become available
through transitions t16 and t17, respectively. Then, these items are combined (p13) to
synthesize a response that will be given to the patient (t18). Furthermore, the dialogue’s
current place may be updated with a new dialogue place, while the dialogue history is
updated with the new dialogue places and the answers to the patient’s questions. Finally,
the response by the VDr dialogue system is given to the patient (pp), who then may provide
a new input (t0), which will result to the beginning of a new dialogue round.
The previous paragraphs provide a description of the SPN model of the VDr
dialogue system. More specifically, the procedures that are executed during the interaction
between the VDr system and a patient are presented, along with the places, the resources
and the transitions that are included in the SPN. However, a more precise description of
the way that the next dialogue places and the answers to the patients’ questions are selected,
will be provided in the following paragraphs.
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6.4 Token Values and SPN Markings
As it was mentioned in the previous paragraphs, a token is assigned to place p 0 in
the marking of the SPN model that is depicted in Figure 6-3. This token resembles the
beginning of the dialogue, or of a dialogue round, between a patient and the VDr dialogue
system. As it was presented previously, transition t 1 removes the token from place p0 and
creates one or more tokens in place p1. Each of these tokens will be subsequently consumed
by either transition t2 or t3 and will be generated in place p2 or p3, respectively. Moreover,
these tokens correspond to the labels of the meanings that can be inferred from the user
utterance and that could include both their statements and their questions. For example, if
the patient who is interacting with the VDr dialogue system provides the utterance “I feel
good”, then the natural language understanding component of the VDr dialogue system
will return the <feel_good> label for this utterance. Therefore, since several meanings can
be inferred from the patients’ utterances, the tokens that are generated to places p 2 and p3
should correspond to the labels of these meanings. In other words, these tokens should have
a value so that they are distinct from each other. In a similar manner as the tokens that are
generated in places p2 and p3, tokens that are included or generated in other places and
resources of the SPN model of the VDr dialogue system may correspond to a particular
meaning or serve a unique function. Consequently, the tokens that are generated in various
places and resources of the SPN model should have a specific value, which would allow
them to be distinguished from other tokens that could be generated in the same or in another
place or resource. For instance, the token that is generated in place p 6 should be
accompanied by a value that corresponds to the emotional condition of the patient at a
particular moment.
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In order to achieve this differentiation among the tokens that can be generated in
the places of the SPN model of the VDr dialogue system and that could be illustrated in
the various markings of the SPN graph, the concept of the token color is borrowed from
Colored Petri Nets (CPNs). CPNs are an extension of Petri Nets that, while maintaining all
the basic properties of Petri Nets, they also allow the distinction between tokens. This
property is facilitated by having a data value, which is called token color, attached to the
tokens of the network. Moreover, tokens with different values are illustrated by different
colors in an SPN marking, which allows them to be graphically distinguished from each
other. Therefore, this additional property of CPNs provides a data value to the tokens that
are included in an SPN marking, but also helps the reader to better understand an SPN
marking. An illustration of this is provided in Figure 6-5.
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Figure 6-5: Token colors for different patient utterances in the SPN graph of the VDr
dialogue system.
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Figure 6-5 presents an example that provides a better understanding of the token
values to the reader. In this example, the token values that correspond to the patient’s
utterances are depicted. More specifically, Figure 6-5a shows a token in place p 0, which
represents the user utterance. This is raw input data that has not been processed yet, and
thus, it can be represented by a single black token. Subsequently, the token of place p 0 will
be consumed by transition t1, which will then generate a number of tokens in place p1. This
step, however, has been omitted in Figure 6-5, with the intention of making Figure 6-5
shorter and more readable. Nevertheless, for every patient utterance, the tokens that are
generated in place p1 include the ones that are generated and illustrated in places p2 and p3.
As for Figure 6-5b, it shows a single red token in place p2. In this case, the user utterance
was the phrase “I don’t feel good”, which corresponds to a statement with the
<not_feel_good> label, and that is illustrated as a red token. However, the patient could
provide more information, such as in Figure 6-5c. In this particular example the patient has
provided the utterance “I don’t feel good, my head hurts”, which includes two different
statements with different meanings. Thus, two tokens with different colors are generated
in place p2. Lastly, apart from statements, the user utterance could also include a question,
as in Figure 6-5d. In such a case, apart from the tokens that correspond to the patient’s
statements, one or more tokens are generated in place p 3 in order to represent the patient’s
questions.
Similarly to the examples that are depicted in Figure 6-5 and that were presented
previously, Figure 6-6 illustrates another example of the token values in SPN markings. In
this example the majority of the places, the transitions and the resources that are included
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in the SPN model of the VDr dialogue system have been omitted, so that the figure is more
readable.
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Figure 6-6: Selection of a dialogue place, based on two different statements that are
made by the patient, in the SPN graph of the VDr dialogue system.
Figure 6-6 is an illustrative example of the way that a response is produced in the
VDr dialogue system. In this example, different markings of the SPN graph, which
correspond to the different states of the system, are depicted, along with the values of the
tokens that are included in these SPN markings. To begin with, the token that is in place p 4
in Figure 6-6a denotes the current dialogue place and, more specifically, that the VDr has
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asked the patient how they feel. Furthermore, place p2 contains two tokens with different
values, which signify that the patient has provided an utterance that included two different
statements. In this case, the patient has provided the utterance “I don’t feel good, my head
hurts”, as it was also illustrated in Figure 6-5c, which resulted in two tokens with different
values in place p2. Subsequently, transitions t4, t6 and t15 fire and result to a new SPN
marking that is presented in Figure 6-6b. The firing of these transitions consumes the
tokens that are included in their input places and generates the same tokens in place p 9. It
should also be mentioned that if every place and resource of the SPN model of the VDr
dialogue system was depicted in Figure 6-6, then more tokens could be generated in place
p9. Among these tokens, two were not depicted in Figure 6-6a and they have been generated
from resource r4. These tokens correspond to the probabilities of the dialogue places that
may be selected, based on the patient’s statements. In the example that is presented in
Figure 6-6, the two statements that have been given by the patient would result to two
different responses, in the case that only one of them was provided by the patient. More
specifically, when the VDr asks the patient about how they feel, if the patient replies that
they do not feel well, then the VDr will ask for more precise information (dp b). On the
other hand, if the patient replies that they have a headache, then the VDr will ask about the
duration of that symptom (dpa). In this case, and since the patient has provided both
statements, resource r4, which includes the probabilities of the dialogue places, will
determine the response of the VDr. In particular, between the two aforementioned
responses, the latter one has a higher probability, and, thus, dialogue place dp a is selected
as the VDr’s response. This selection is illustrated by the firing of transition dt a and by the
generation of a token in dialogue place dpa, as it is presented in Figure 6-6c. Lastly, as it is
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shown in Figure 6-6d, transition dsa fires, consumes the token from place dpa and creates a
token in p11. This marking denotes that a new dialogue place and a response have been
selected, and a new dialogue round may begin soon.
Finally, one last example of the token values in SPN markings is presented in Figure
6-7. As in the example that was illustrated in Figure 6-6, the majority of the places, the
resources and the transitions of the SPN graph have been omitted, so that the figure is more
readable and presentable.
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Figure 6-7: Selection of a dialogue place, based on the patient’s statement and their
medical history, in the SPN graph of the VDr dialogue system.
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The example that is presented in Figure 6-7 is a graphic demonstration of the VDr
dialogue system’s ability to learn the patient’s symptoms, update their medical history and
use them in future interactions with the same patient. In this example, different markings
of the SPN graph are depicted, which correspond to the different states of the system during
the aforementioned process. Additionally, the values of the tokens that are included in these
SPN markings are illustrated in Figure 6-7. More specifically, a token is in place p 4 in
Figure 6-7a, which, like in Figure 6-6a, denotes that the VDr has asked the patient how
they feel. Furthermore, place p2 contains one token that signifies that the patient has
provided an utterance. In this case, the patient has provided the utterance “I feel good”.
Then, as it is illustrated in Figure 6-7b, transitions t 4, t6 and t13 fire, use the tokens that are
included in their input places and resources (p2, p4 and r2, respectively), and generate three
tokens in places p7 and p9. The tokens that are included in place p7, which include the
patient’s statement, the current dialogue place and one of the patient’s past symptoms
(headache), will be used to recognize the patient’s current medical condition. The
recognition of the patient’s medical condition is denoted by the firing of transition t 11 and
the creation of a token in place p8, as it is illustrated in Figure 6-7c. Specifically, since the
patient has indicated that they feel good, the token in place p8 signifies the absence of
pathological symptoms. However, one could notice that although transition t 11 fires in
Figure 6-7c, none of the transitions dti, i=0, 1, …, n, has fired. This is due to a delay that is
assigned to transitions dti, i=0, 1, …, n, and transitions atj, j=0, 1, …, m, with the intention
of generating every necessary token in places p9 and p10, before selecting a dialogue and/or
an answer place. In other words, several processes, such as the recognition of the patient’s
emotional and medical condition need to be completed, before selecting a response that
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will be given to the patient. For this reason, these delays are introduced to the
aforementioned transitions. Subsequently, as it is shown in Figure 6-7d, all necessary
tokens have been accumulated in place p9. Based on the values of these tokens, one of the
transitions dti, i=0, 1, …, n, will fire. In Figure 6-7, and with the purpose of making the
graph more readable, only two of these transitions are illustrated. Nevertheless, one of them
will fire and will generate a token in its corresponding place dp i, i=0, 1, …, n, as it is
depicted in Figure 6-7e. As it is presented in Figure 6-7e, the patient may have stated that
they feel good, but the VDr dialogue system uses the patient’s medical history to confirm
that the patient feels fine and that a recent symptom (headache) has passed and that is no
longer present. In other words, it is apparent that the response from the VDr dialogue
system is not solely based on the patient’s utterance, but also on their medical history.
Therefore, the VDr dialogue system is able to learn the patients’ symptoms during its
interaction with them, to update their medical history and to use the patients’ medical
history in its future interactions with them. Lastly, the SPN marking that is shown in Figure
6-7f, denotes that a new dialogue place and a response have been selected, and a new
dialogue round may begin shortly.
All things considered, the previous paragraphs present the SPN model of the VDr
dialogue system, as well as some examples to facilitate the comprehension of the different
markings of the SPN graph and the values of the tokens that are incorporated in these SPN
markings. Although only a few cases were presented, the interactions between all the
transitions and the places and resources of the SPN graph are generally conducted in a
similar way as in the examples that were presented previously. As it can be inferred from
these results, the information processing in the SPN model of the VDr dialogue system
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generates various tokens in the places and resources of the SPN graph, whereas the
interaction between these tokens in the input places of the SPN’s transitions indicates the
decision-making in the VDr dialogue system. Therefore, apart from the places and the
transitions, which are the traditional elements of an SPN, the resources that are included in
the SPN model of the VDr dialogue system are also important parts of this model, since
they can store and/or generate tokens. Furthermore, the token values are also substantial,
as these values and the interactions between them determine the progress and the outcome
of the dialogue between the VDr and a patient.

6.5 SPN Model – Formal Definition
As it has already been mentioned, the VDr dialogue system is modeled as an SPN,
which also incorporates the color concept of CPNs. The graphical representation of this
SPN model, the token values and some SPN markings were presented in the previous
paragraphs. In this chapter, the formal definition of the SPN model will be presented.
With respect to the formal definitions of SPNs and CPNs, to the graphical
representation and the description of the SPN model that was presented previously, as well
as to the requirements and the particular features of the VDr dialogue system, the proposed
SPN model of the VDr dialogue system is formally defined as the tuple 𝑁 =
(𝑃, 𝑇, 𝑅, 𝐴, 𝑀 , 𝛴, 𝐶, 𝛬), where:



𝑃=
𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑝 , 𝑑𝑝 , 𝑑𝑝 , … , 𝑑𝑝 , 𝑎𝑝 , 𝑎𝑝 , … , 𝑎𝑝
is a set of places.
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𝑇 = {𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑡 , 𝑑𝑡 , 𝑑𝑡 , … , 𝑑𝑡 ,
𝑑𝑠 , 𝑑𝑠 , … , 𝑑𝑠 , 𝑎𝑡 , 𝑎𝑡 , … , 𝑎𝑡 , 𝑎𝑠 , 𝑎𝑠 , … , 𝑎𝑠 } is a set of transitions.



𝑅 = {𝑟 , 𝑟 , 𝑟 , 𝑟 , 𝑟 } is a set of resources.



𝐴 is a set of arcs.



𝑀 is the initial marking.



𝛴 is a set of color sets.



𝐶 is a color function.



𝛬 is a set of firing probabilities.
More specifically, 𝑃 is the set of places of the SPN model of the VDr dialogue

system, which is illustrated in Figure 3, and that correspond to the different states of the
system. 𝑇 is the set of transitions of the SPN model that correspond to operations that are
performed during the interaction of the VDr dialogue system with a patient. 𝑅 is a set of
resources that are included in the SPN model and that make certain information, such as
the patient’s medical history or the dialogue history, available during the interaction
between the VDr and a patient. A detailed description of the three aforementioned sets is
provided in Figure 6-4, as well as in the paragraphs that follow Figure 6-4.
Furthermore, 𝐴 is the set of arcs that connect the places and the resources with the
transitions of the SPN model. However, only some of the SPN’s places and resources are
among the input and the output places and resources of a transition, for every transition
that is included in the SPN model of the VDr dialogue system. Thus, it can be inferred that
𝐴 ⊂ (𝑃 × 𝑇) ∪ (𝑅 × 𝑇) ∪ (𝑇 × 𝑃) ∪ (𝑇 × 𝑅) and |𝐴| < |𝑃| × |𝑇| + |𝑅| × |𝑇| + |𝑇| ×
|𝑃| + |𝑇| × |𝑅|. In addition, set 𝐴 can be represented as a matrix of size (|𝑃| + |𝑅|) × |𝑇|.
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This means that the number of rows of this matrix is equal to the sum of the number of
places and resources of the SPN model, while the number of its columns is equal to the
number of transitions that are included in the SPN model of the VDr dialogue system. The
formal definition of set 𝐴 is 𝐴 = 𝐴 − 𝐴 , whereas the matrices 𝐴 and 𝐴 are defined as:
𝐴 [𝑢, 𝑡] = weight(𝑡, 𝑢), 𝑢 ∈ 𝑃 ∪ 𝑅, 𝑡 ∈ 𝑇, and
𝐴 [𝑢, 𝑡] = weight(𝑢, 𝑡), 𝑢 ∈ 𝑃 ∪ 𝑅, 𝑡 ∈ 𝑇.
In other words, each element of 𝐴 is equal to the weight of the arc that connects a
transition with its output place or resource, while each element of 𝐴 is equal to the weight
of the arc that connects a transition with its input place or resource. As for the weights of
the arcs of the SPN model, they indicate the number of tokens that are removed from an
input place or resource to fire a transition, or the number of tokens that are generated in an
output place or resource, after the firing of a transition. Thus, the matrices 𝐴 , 𝐴 and 𝐴
are defined as:
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As it can be seen in the matrices that are presented above, there are several arcs
whose weights have been marked as 𝑣 , 𝑖 ∈ ℤ, 𝑖 ∈ [1, 14]. This is due to the fact that these
weights are unknown, or they cannot be defined. For example, the weight of the arc that
connects transition t1 with its output place p1 is unknown, because there could be several
statements and/or questions included in the patient’s utterance, and, therefore, the number
of tokens that will be generated in place p1 after transition t0 fires cannot be defined.
However, some rules that apply to these weights are the following:


𝑣 ≥ 0, ∀ 𝑖 ∈ {2,3,4,5,7,9,10,11}
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𝑣 ≥ 1, 𝑣 = 𝑣 + 𝑣



𝑣 =𝑣 +𝑣 +2



𝑣 =𝑣 +𝑣 +1



𝑣

=𝑣 +𝑣 +𝑣 +𝑣

+𝑣



𝑣

=𝑣 +𝑣 +𝑣 +𝑣

+1



𝑣

∈ {1,2}

+2

In order to provide a better understanding of the matrix 𝐴 and its values, an example
is presented here. More specifically, the row of matrix 𝐴 that corresponds to place p1 has
three values, 𝑣 for column t1, -1 for column t2 and -1 for column t3. This means that when
transition t1 fires, it generates 𝑣 tokens in place p1, which indicates the total number of
statements and questions that are included in the patient’s utterance. This number is equal
to the sum of 𝑣 and 𝑣 , which correspond to the number of the patient’s statements and
the number of the patient’s questions. Moreover, when either one of transitions t 2 or t3 fires,
one token is removed from place p1. This fact demonstrates the process of classifying each
piece of information that is given by the patient as a statement or a question.
As for the initial marking of the SPN, 𝑀 , it is illustrated in Figure 6-3. 𝑀
necessarily includes three tokens, each being in one of the places p 0, p4 and p6. In particular,
the first of these tokens denotes that an utterance has been given by the patient, which,
subsequently, signifies the beginning of the dialogue, or a dialogue round, between the
patient and the VDr dialogue system. Additionally, the second one of the aforementioned
tokens indicates that whether it is the beginning of the dialogue between the patient and
the VDr dialogue system or not, a state is always defined for the dialogue. Lastly, the token
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that is included in place p6 indicates the patient’s emotional condition, which is either
calculated based on the patient’s utterances during previous dialogue rounds or initialized
with zero values for each one of the eight basic emotions at the beginning of the dialogue
between the VDr and the patient. Nevertheless, the initial marking 𝑀 may also include an
unspecified number of tokens in each one of the SPN’s resources. More specifically, r 0
could contain one or more tokens in the case that the dialogue history is not empty and
there has been some previous interaction between the VDr and the patient. Moreover, one
or more tokens may be included in resource r2 to indicate that the system has stored some
or all of the patient’s past symptoms. Lastly, resources r1, r3 and r4 always contain some
data, and, therefore, an undefined number of tokens is included in these resources.
Apart from its graphical representation, which is presented in Figure 6-3, the initial
marking 𝑀 , or any other marking of the SPN, can also be defined as a vector of length
|𝑃| + |𝑅|, with each one of its elements being equal to the number of tokens that is included
in the corresponding place or resource of the SPN. The formal definition of the initial
marking 𝑀 as a vector is:
𝑀 =
𝑝
1

𝑝
0

𝑝
0

𝑝
0

𝑝
1

𝑝
0

𝑝
1

𝑝
0

𝑝
0

𝑝
0

𝑝
0

𝑝
0

𝑝
0

𝑝
0

𝑝
0

𝑑𝑝
0

𝑎𝑝
0

𝑟
≥0

𝑟
𝑟
>0 ≥0

𝑟
𝑟
>0 >0

𝑖 = 0,1, … , 𝑛, 𝑗 = 0,1, … , 𝑚
In the vector that is presented above, only one dialogue place and one answer place
are included, in order to make the vector representation of the initial marking 𝑀 more
readable. Also, since the exact number of tokens that may be stored in the SPN’s resources
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is undefined, an indication of their number is included in the vector representation of the
initial marking 𝑀 .
One important feature of the SPN model that is proposed for the VDr dialogue
system is its ability to show the way in which information is being processed by the system,
as well as the way in which decisions are made, during the interaction between the VDr
and a patient. These two processes can be represented in the SPN model by the tokens that
are generated in the model’s places and resources, after a transition fires. Moreover, the
firing of transitions, the removal of tokens from the transitions’ input places and resources,
and the generation of tokens in the transitions’ output places and resources can be
illustrated as various markings of the proposed SPN model. According to the definition of
Petri Nets, if the current marking 𝑀 and the set of arcs 𝐴 of an SPN are defined, as in our
case, the SPN marking 𝑀

, which corresponds to the next state of the system, can be

calculated as:
𝑀

= 𝑀 + 𝐴𝜎, 𝑘 = 0,1,2, …

(6-1)

In Equation 6-1, 𝜎 is a vector of size |𝑇|, whose values are all equal to 0, except for
the value that corresponds to the transition that fires and that is equal to 1. Thus, by
knowing the initial marking 𝑀 , marking 𝑀 , which results after the firing of transition t1,
can be calculated as:
𝑀 = 𝑀 + 𝐴[0

1

0 …

0]

(6-2)

In a similar manner, since the initial marking 𝑀 is defined, every subsequent SPN
marking can be calculated by applying the aforementioned formula.
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Another element of the tuple that constitutes the formal definition of the VDr
dialogue system’s SPN model is the set 𝛴, which is a set of color sets. While different types
of values can be assigned to the SPN’s tokens, an SPN place, and, in our case, a resource,
include tokens of a certain type of values. This type is called color set of the place or the
resource, whilst the set 𝛴 contains all the individual color sets of the SPN. In other words,
the set 𝛴 contains several sets, one for each place and each resource of the SPN. These sets
are called color sets, and each of them contains the type of tokens that can be included in
the corresponding place or resource. Moreover, 𝐶 is a color function that maps places and
resources from the sets 𝑃 and 𝑅, respectively, to color sets in the set 𝛴.
In the SPN model of the VDr dialogue system tokens represent segments of
information, while the different markings of the SPN show the information flow in the
system. This information can be of several types and, thus, there are different types of
values for the tokens that can be included to a place or resource of the SPN. More
specifically, place p0 may contain one single token that corresponds to raw data, which is
text that is given by the patient but has not been processed by the system yet. After this
utterance is processed by the natural language understanding component of the dialogue
system, a list of statements and questions is created, based on the utterance that has been
received by the patient. This list contains one or more pieces of information, which could
be statements and/or questions. In particular, after the natural language understanding
component of the VDr dialogue system converts the user’s input to a form that is
intelligible by the dialogue system, this input is given a label which denotes the meaning
of the user utterance. This applies to both statements and questions that are made or asked,
respectively, by the patient. Nonetheless, if the patient’s utterance is not comprehensible
139

by the system, a specific label is assigned to the corresponding statement or question to
indicate this case. All in all, place p1 can include one or more tokens, each of which
corresponds to a patient’s statement or question, accompanied by the label of that statement
or question. Thus, the color set of place p1 contains a 2-tuple that includes a statement made
or a question asked by the patient and the label that is assigned to that statement or question
by the natural language understanding component of the VDr dialogue system.
Subsequently, the list of statements and questions is divided into two lists, one for the
patient’s statements (place p2) and one for their questions (place p3). As a consequence, the
color set of place p2 contains a 2-tuple that includes a statement and the label that is
assigned to that statement, while the color set of place p 3 contains a question and its label.
During the dialogue between the VDr dialogue system and a patient, place p 4
includes one single token that signifies the current dialogue place. Therefore, the dialogue
place can be considered a type that constitutes the color set of p 4.
Resource r1 and places p5 and p6 are responsible for carrying out the recognition of
the patient’s emotional condition, which is one of the operations that are performed by the
VDr dialogue system. Specifically, resource r1 is an emotion recognition dataset that
contains records of specific words and phrases, the emotion that they correspond to and the
value of that emotion. Thus, the values of the tokens that are stored and generated from
resource r1 and, subsequently, the color set of r1 is a triad that contains a word or phrase,
which may be included in the patient’s utterance, the type of the emotion that this word or
phrase corresponds to and the intensity of this emotion. Furthermore, place p 5 corresponds
to the emotion recognition process. Since various information is needed for the recognition
of the patient’s emotional condition, several tokens can be generated in place p 5. These
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tokens come from places p0 and p6, and resources r0 and r1. Thus, the color set of p5
integrates the color sets of p0, p6, r0 and r1. Lastly, a single token is generated in place p6,
to indicate the emotional condition of the patient. Based on the definition of the emotion
recognition in the VDr dialogue system, this token and, consequently, the color set of place
p6 is a tuple of eight elements, each of which is a pair that includes one of the eight basic
emotions and the value of the recognized intensity for that emotion.
Place p7 corresponds to the recognition of the medical condition of the patient,
which is extracted from their verbal communication with the VDr dialogue system, but by
also taking the patient’s medical history into consideration. Specifically, the information
that is required for the recognition of the patient’s medical condition includes the patient’s
statements, the current dialogue place and the medical history of the patient. Thus, the
tokens that are generated in place p7 originate from places p2 and p4 and from resource r2,
and, consequently, the color set of p7 incorporates the color sets of p2, p4 and r2. After the
medical condition of the patient has been recognized, one or more tokens are generated in
place p8, the values of which correspond to the patient’s current non-measurable symptoms
and their characteristics. Therefore, the color set of p 8 is a tuple of elements, the values of
which correspond to a symptom’s characteristics, such as its location, its severity, its
duration, etc. Moreover, since resource r2 denotes the patient’s medical history, the tokens
that are stored in or generated from r2 have the same representation as the ones that are
generated in place p8. Hence, the color set of resource r2 is the same as the color set of place
p8 .
Resource r0 is responsible for storing the dialogue history, which includes the
patient’s statements and questions, and thus, the color set of r 0 comprises the color sets of
141

p2 and p3. Additionally, the dialogue history of the system can include and generate the
selected dialogue and/or answer places. Hence, r0 can also include and generate tokens that
are generated in places p11 and p12, or, in other words, the color set of r0 also contains the
color sets of p11 and p12, which will be presented subsequently.
Among the resources that contain information that is utilized by the VDr dialogue
system are the resources r3 and r4. Resource r3 resembles the VDr dialogue system’s
knowledge base and may contain different types of data that can be accessed and used by
the system. This information may be organized in various ways, including, but not limited
to, pairs of items and values, lists of items, tuples including an item and two or more values,
etc. Thus, the values of the tokens that are generated from resource r 3 and denote the
information that is stored in the system’s knowledge base could be represented in any of
the aforementioned ways. As a consequence, the color set of r3 could contain many
different types, including any of the previously mentioned ones. Furthermore, resource r 4
provides the probabilities of the dialogue places, in the case that there are conflicts between
them and only one of them needs to be selected. In addition to this, the probabilities that
are included in resource r4 might arise from the rule-based system that is integrated in the
VDr dialogue system. Hence, the color set of r4 is a pair consisting of a dialogue place
accompanied by its probability.
During every dialogue round, and after an utterance has been provided by the
patient, the dialogue system selects a response that will be given to the patient. This could
either be a response to one of the patient’s statements, or an answer to one of their
questions. In terms of the SPN modeling, the process of choosing a response is equivalent
to selecting a dialogue and/or an answer place. In both cases, this process begins by
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gathering the required data, a task that is performed by places p9 and p10 for dialogue and
answer places, respectively. More specifically, the data that is required in order to select
the next dialogue place includes the patient’s statements (p2), the current dialogue place
(p4), the information that is stored in the knowledge base (r3), the dialogue places
probabilities (r4), the dialogue history (r0), the patient’s medical history (r2) and the
patient’s current emotional condition (p6). Therefore, the color set of p9 contains the color
sets of p2, p4, r3, r4, r0, r2 and p6. On the other hand, the information that is necessary to
select an answer place consists of the patient’s questions (p 3), the knowledge base (r3), the
dialogue history (r0), the patient’s medical history (r2) and the patient’s current emotional
condition (p6). Thus, the color set of p10 contains the color sets of p3, r3, r0, r2 and p6.
After all the required tokens have been accumulated to places p9 and p10, transitions
dt0, dt1, …, dtn and at0, at1, …, atm will become enabled and one of them may fire. This
way, a token will be generated in the transition’s output place dp 0, dp1, …, dpn and ap0,
ap1, …, apm, which is equivalent to selecting a dialogue and answer place, respectively.
This token does not have a special value, as it solely denotes that the corresponding
dialogue or answer place has been selected and, thus, the token’s value could be specified
as a select flag. Consequently, the color sets of dialogue places dp0, dp1, …, dpn and the
color sets of answer places ap0, ap1, …, apm include this select flag. Afterwards, one of the
transitions ds0, ds1, …, dsn and as0, as1, …, asm will become enabled, based on the dialogue
and answer place that has been selected, respectively. The firing of any of these transitions
generates a token in their output place, which is p 11 for dialogue places and p12 for answer
places. The value of this token includes the selected dialogue or answer place, accompanied
by the corresponding response. As a result, the color sets of places p 11 and p12 are two pairs,
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the former of which consists of the selected dialogue place along with the response that
corresponds to this place, whereas the latter consists of the selected answer place along
with the response that corresponds to this place.
When a dialogue and/or an answer place have been selected by the VDr dialogue
system, either one or both transitions t16 and t17 become enabled and may fire. The firing
of these transitions generates one or two tokens in place p 13, which corresponds to the
synthesis of the response that will be given to the patient. As a consequence, the color set
of p13 is a response, which is of text type. Additionally, both transitions t 16 and t17 update
the dialogue history with the selected dialogue and answer places, while transition t 16 also
updates the dialogue’s current place.
Finally, the VDr’s response is given to the patient, who could then provide another
utterance and start a new dialogue round. This process and, simultaneously, the state during
which the VDr dialogue system is awaiting an utterance from the patient, is indicated by
the generation of a token in place pp. This token does not need to have a particular value
and could simply be a flag that signifies that the system is awaiting an input from the
patient. Therefore, the color set of place p p is this input flag.
In the previous paragraphs, the color sets of each place and resource of the SPN
model of the VDr dialogue system were presented. The formal definition of these sets is
provided below:


𝛴

= {text}



𝛴

=𝛴



𝛴

= {(statement, label)}

+𝛴

= {(statement, label), (question, label)}
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𝛴

= {(question, label)}



𝛴

= {dialogue_place}



𝛴

=𝛴

+𝛴

+𝛴 +𝛴 =

text, emotion , intensity , emotion , intensity , … , emotion , intensity

,

(word/phrase, emotion, intensity), (statement, label), (question, label),
(dialogue_place, response), (answer_place, response)}


𝛴

=



𝛴

=𝛴

emotion , intensity , emotion , intensity , … , emotion , intensity
+𝛴

+ 𝛴 = {(statement, label), dialogue_place,

(symptom_location, symptom_severity, symptom_duration, …)}


𝛴

= {(symptom_location, symptom_severity, symptom_duration, …)}



𝛴

=𝛴

+𝛴

+𝛴

+ 𝛴 + 𝛴 + 𝛴 + 𝛴 = {(statement, label), dialogue_place,

emotion , intensity , emotion , intensity , … , emotion , intensity

,

(symptom_location, symptom_severity, symptom_duration, …), (statement, label),
(question, label), (dialogue_place, response), (answer_place, response), item,
(item, value), (item, value , value ), (item , item ), … , (dialogue_place, probability)}


𝛴

=𝛴

+𝛴

+ 𝛴 + 𝛴 + 𝛴 = {(question, label),

emotion , intensity , emotion , intensity , … , emotion , intensity

,

(symptom_location, symptom_severity, symptom_duration, …), (statement, label),
(question, label), (dialogue_place, response), (answer_place, response), item,
(item, value), (item, value , value ), (item , item ), … }


𝛴

= {(dialogue_place, response)}



𝛴

= {(answer_place, response)}



𝛴

= {text}
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𝛴



𝛴

= {select_flag}, 𝑖 = 0,1, … , 𝑛



𝛴

= {select_flag}, 𝑖 = 0,1, … , 𝑚



𝛴 =𝛴

= {input_flag}

+𝛴

+𝛴

+𝛴

=

{(statement, label), (question, label), (dialogue_place, response), (answer_place, response)}


𝛴 = {(word/phrase, emotion, intensity)}



𝛴 =𝛴



𝛴 = {item, (item, value), (item, value , value ), (item , item ), … }



𝛴 = {(dialogue_place, probability)}

= {(symptom_location, symptom_severity, symptom_duration, …)}

Moreover, 𝛴 is the set of color sets of the SPN model’s places and resources. Thus,
𝛴 contains all the aforementioned color sets and it is defined as:
𝛴=⋃

𝛴 +𝛴

+⋃

𝛴 +𝛴

+𝛴

, 𝑘 = 0,1, … , 𝑛, 𝑙 = 0,1, … , 𝑚

(6-3)

Furthermore, color function 𝐶: 𝑃 ∪ 𝑅 → 𝛴 maps the places and the resources of the
SPN, which are included in sets 𝑃 and 𝑅, respectively, to the color sets in set 𝛴. Based on
the definition of the individual sets that comprise set 𝛴, and the description of the way that
each place and resource is mapped to the appropriate color set, which was provided in the
previous paragraphs, the formal definition of the color function 𝐶 is:
𝐶(𝑢) = 𝛴 , 𝑢 ∈ 𝑃 ∪ 𝑅

(6-4)

Finally, the last element of the tuple that constitutes the formal definition of the
SPN model of the VDr dialogue system is a set of firing probabilities. Each of these
probabilities corresponds to one of the SPN’s transitions, making the size of set 𝛬 equal to
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the size of set 𝑇, and it is a measure of the probability that the corresponding transition will
fire. In order for a transition of an SPN to fire, it first needs to be enabled, or, in other
words, the required number of tokens should be included in its input place(s). However,
there are cases where one or more transitions may be enabled, but only one of them will
fire. In such cases, it is important to define a set of firing probabilities, so that the transition
that will eventually fire can be determined.
As far as the SPN model of the VDr dialogue system is concerned, as it can be seen
in Figure 6-3, most transitions are not in conflict with other transitions of the SPN. This is
due to the fact that their input places are not the input places of other transitions and, thus,
if these transitions become enabled, they will fire. More specifically, the abovementioned
fact applies to transitions tk, k=1, 4, 5, …, 18, dsi, i=0, 1, …, n, and asj, j=0, 1, …, m. In
terms of their firing probabilities 𝜆, 𝜆 ∈ 𝛬, it can be inferred that:
𝜆(𝑡 ) = 𝜆(𝑑𝑠 ) = 𝜆 𝑎𝑠

= 1, 𝑘 = 1,4,5, … ,18, 𝑖 = 0,1, … , 𝑛, 𝑗 = 0,1, … , 𝑚

(6-5)

Furthermore, transition t0 fires when an utterance is given by the patient at the
beginning of the dialogue or a dialogue round during the interaction between the patient
and the VDr dialogue system. Thus, transition t 0 either fires or does not fire, based on
whether the patient has provided an utterance or not. As a result, and since it is impossible
to determine if the patient will provide an utterance until they do, the firing probability
𝜆(𝑡 ) is either equal to zero or to one, or, in other words:
𝜆(𝑡 ) = {0,1}

(6-6)

Moreover, the firing of transitions t2 and t3 is based on whether the token that
enables these transitions corresponds to a statement or a question. To be more specific, if
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the token that is consumed from input place p1 corresponds to a statement that was made
by the patient, then transition t2 will fire. Otherwise, if the token that is consumed from
input place p1 corresponds to a question that was asked by the patient, transition t 3 will fire.
Therefore, it can be inferred that the firings of transitions t2 and t3 are mutually exclusive.
As for their firing probabilities 𝜆(𝑡 ) and 𝜆(𝑡 ), it can be written that:
𝜆(𝑡 ) = 1 − 𝜆(𝑡 )
𝜆(𝑡 ) = 1 and 𝜆(𝑡 ) = 0
or
and
and
𝜆(𝑡 ) = 1 and 𝜆(𝑡 ) = 0
𝜆(𝑡 ) = 1 − 𝜆(𝑡 )

(6-7)

Nevertheless, it should be mentioned that during the interaction between the VDr
and a patient, and when the VDr attempts to gather the required information in order to
extract the patient’s non-measurable symptoms, the probability that the patient will provide
a statement is higher than the probability that they will ask a question. This assumption
could be taken into consideration during the simulation of the VDr dialogue system, and
the values of the firing probabilities 𝜆(𝑡 ) and 𝜆(𝑡 ) could be set accordingly.
Apart from the transitions that were mentioned previously, transitions dt i, i=0, 1,
…, n, and atj, j=0, 1, …, m, are also incorporated in the SPN model of the VDr dialogue
system that is depicted in Figure 6-3. These transitions are responsible for selecting a
dialogue and an answer place, respectively, after an utterance has been given by the patient.
Moreover, the probability that one of the transitions dt i, i=0, 1, …, n, and atj, j=0, 1, …, m,
will fire depends on several factors, which are represented by the tokens that are
accumulated in places p9 and p10, respectively. As a result, the firing of a transition dti, i=0,
1, …, n, or a transition atj, j=0, 1, …, m, is determined by the values of the tokens that
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several other transitions generate in their output places p 9 and p10, respectively, as well as
the combinations of these token values.
More specifically, the selection of a dialogue place dpi, i=0, 1, …, n, depends on a
number of places and resources that include the patient’s statement (p 2), the current
dialogue place (p4), the patient’s current emotional condition (p6), the dialogue history (r0),
the patient’s medical history (r2), the knowledge base (r3) and the dialogue places
probabilities (r4). These places and resources are the input places of transitions t 4, t6, t10, t7,
t13, t14 and t15, respectively, which, in turn, have place p9 as their output place. Thus, the
aforementioned transitions will generate a number of tokens in place p 9, the values of which
tokens can make some of the transitions dti, i=0, 1, …, n, enabled. Then, a firing probability
𝜆(𝑑𝑡 ) is calculated for each one of the enabled transitions dt i, i=0, 1, …, n, which results
to the firing of the transition that has the highest firing probability assigned to it. Finally,
in the case that the firing probabilities of two or more transitions are equal, which would
result to the selection of two or more dialogue places, then the dialogue places probabilities
will determine the transition that will fire and the dialogue place that will be selected. Based
on all this information, the firing probability 𝜆(𝑑𝑡 ) is defined and calculated as:
𝜆(𝑑𝑡 ) = 𝜆

𝑥

∈𝑋

𝑥

,

∩ 𝑥

=𝑋

,

∩ 𝑥
=𝑋

,

=𝑋
∩ 𝑥

,

∩ 𝑥
∈𝑋

,

∈𝑋
∩ 𝑥

,

∩ 𝑥
∈𝑋

,

∈𝑋

,

∪

𝑥

, 𝑖 = 0,1, … , 𝑛

∈𝑋

,

∩
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As it can be seen in the equation that represents the calculation of firing probability
𝜆(𝑑𝑡 ), which is presented above, various sets are included in it that correspond to:


𝑥

∈𝑋

,

: the statement 𝑥

statements 𝑋

,

that is given by the patient belongs to a set of

that could activate 𝑑𝑡 (𝑋 ).
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𝑥

=𝑋

,

: the current emotional condition of the patient 𝑥

is equal to an

emotional condition that could activate 𝑑𝑡 (𝑋 ).


𝑥 ∈𝑋

,

: the dialogue history 𝑥 includes records that belong to a set of dialogue

history records 𝑋


𝑥 ∈𝑋

,

: the patient’s medical history 𝑥 includes records that belong to a set of

medical records 𝑋


𝑥

∈𝑋

that could activate 𝑑𝑡 (𝑋 ).

,

,

,

∩ 𝑥

that could activate 𝑑𝑡 (𝑋 ).
=𝑋

to a set of statements 𝑋
dialogue place 𝑋

,

,

,

: the statement 𝑥

that is given by the patient belongs

that, if the current dialogue place 𝑥

is equal to a certain

, 𝑑𝑡 could be activated (𝑋 ).

All in all, the firing probability 𝜆(𝑑𝑡 ) of transition dti, i=0, 1, …, n, is based either
on the patient’s statement, or on the patient’s statement combined with the current dialogue
place, and it is also determined by the patient’s current emotional condition, the patient’s
medical history and the dialogue history. This distinction is made because some statements
could activate a certain response, while others would need to be combined with the current
dialogue place in order to activate a response. For example, the answer “yes” would need
to be accompanied by the question that the VDr has asked (current dialogue place), in order
to determine the dialogue place that will be selected subsequently. Additionally, the
knowledge base and the dialogue places probabilities have been omitted from this equation,
since they do not provide any probabilities, but, instead, they provide some tokens, the
values of which can determine whether a transition can be enabled or not.
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In the list that is presented previously, a symbol is included for each of the sets that
are incorporated in the formal definition of firing probability 𝜆(𝑑𝑡 ). If these sets are
replaced by their corresponding symbols, then:
𝜆(𝑑𝑡 ) = 𝜆([𝑋 ∩ 𝑋 ∩ 𝑋 ∩ 𝑋 ] ∪ [𝑋 ∩ 𝑋 ∩ 𝑋 ∩ 𝑋 ]) = 𝜆([𝑋 ∩ 𝑋 ] ∪ [𝑋 ∩ 𝑋 ]) =
𝜆(𝑋 ∩ 𝑋 ) + 𝜆(𝑋 ∩ 𝑋 ) − 𝜆(𝑋 ∩ 𝑋 ∩ 𝑋 ∩ 𝑋 ) = 𝜆(𝑋 ∩ 𝑋 ) + 𝜆(𝑋 ∩ 𝑋 ) −

(6-9)

𝜆(𝑋 ∩ 𝑋 ∩ 𝑋 ), 𝑖 = 0,1, … , 𝑛, 𝑋 = 𝑋 ∩ 𝑋 ∩ 𝑋

On the other hand, the selection of an answer place apj, j=0, 1, …, m, depends on a
number of places and resources that include the patient’s question (p3), the patient’s current
emotional condition (p6), the dialogue history (r0), the patient’s medical history (r2) and the
knowledge base (r3). These places and resources are the input places of transitions t 5, t10,
t7, t13 and t14, respectively, which, in turn, have place p10 as their output place. Hence, the
aforementioned transitions t5, t10, t7, t13 and t14 will generate a number of tokens in place
p10, the values of which tokens can make some of the transitions at j, j=0, 1, …, m, enabled.
Then, a firing probability 𝜆 𝑎𝑡

is calculated for each one of the enabled transitions atj,

j=0, 1, …, m, which results to the firing of the transition that has the highest firing
probability assigned to it. Based on all this information, the firing probability 𝜆 𝑎𝑡

is

defined and calculated as:
𝜆 𝑎𝑡

=𝜆 𝑥

∈𝑋

,

∩ 𝑥

=𝑋

,

∩ 𝑥

∈𝑋

,

∩ 𝑥 ∈𝑋

,

, 𝑗 = 0,1, … , 𝑚 (6-10)

In the equation that represents the calculation of firing probability 𝜆 𝑎𝑡 , various
sets are included, for which:
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𝑥
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,
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𝑥

=𝑋

,

,

that is asked by the patient belongs to a set of

that could activate 𝑎𝑡 (𝑋 ).
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is equal to an

emotional condition that could activate 𝑎𝑡 (𝑋 ).


𝑥 ∈𝑋

,

: the dialogue history 𝑥 includes records that belong to a set of dialogue

history records 𝑋


𝑥 ∈𝑋

,

that could activate 𝑎𝑡 (𝑋 ).

,

: the patient’s medical history 𝑥 includes records that belong to a set of

medical records 𝑋

,

that could activate 𝑎𝑡 (𝑋 ).

As a consequence, the firing probability 𝜆 𝑎𝑡

of transition atj, j=0, 1, …, m, is

based on the patient’s question, the patient’s current emotional condition, the patient’s
medical history and the dialogue history. Moreover, the knowledge base has been omitted
from this equation, since it does not provide any probabilities, but, instead, it provides
tokens, the values of which can determine whether a transition can be enabled or not.
In the list that is presented previously, a symbol is included for each of the sets that
are incorporated in the formal definition of firing probability 𝜆 𝑎𝑡 . If these sets are
replaced by their corresponding symbols, then:
𝜆 𝑎𝑡

= 𝜆(𝑋 ∩ 𝑋 ∩ 𝑋 ∩ 𝑋 ), 𝑗 = 0,1, … , 𝑚

(6-11)

All things considered, the firing probabilities 𝜆(𝑑𝑡 ), 𝑖 = 0,1, … , 𝑛, and 𝜆 𝑎𝑡 , 𝑗 =
0,1, … , 𝑚, which, along with firing probabilities 𝜆(𝑡 ), 𝑘 = 0,1, … ,18, 𝜆(𝑑𝑠 ), 𝑖 =
0,1, … , 𝑛, and 𝜆 𝑎𝑠 , 𝑗 = 0,1, … , 𝑚, constitute the set 𝛬 of the SPN’s firing probabilities,
were presented in the previous paragraphs. These firing probabilities are very advantageous
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during the simulation of the SPN model of the VDr dialogue system, since they could show
the selection of dialogue and answer places, and the progress of the dialogue between the
VDr and a patient, when they are combined with the rest of the SPN model’s elements.
Furthermore, during the simulation of the operation of the VDr dialogue system, the firing
probabilities and the probabilities of the sets that are incorporated in them could be set
based on a particular patient. For instance, if a patient is known to have headaches
regularly, the corresponding statement and the corresponding records in the patient’s
medical history and in the dialogue history could be given specific values, in order to
indicate this case. Consequently, the firing probability of the corresponding transition
would have a higher value, making the appropriate dialogue place more likely to be
selected.
Finally, it should be mentioned that the sets that were presented in the previous
paragraphs and that they represent the elements of the tuple of the VDr dialogue system’s
SPN model are finite sets. Although the patient could provide any utterance they desire,
which would result in an infinite set of statements and questions that are given by the
patient, there is a finite set of statements and questions that the system, in its present form,
is able to interpret and handle. As for the unknown statements and questions, they are given
a specific label, so that, even though the system cannot understand this information, it is
still able to handle it and continue its interaction with the patient. Therefore, the set of color
sets 𝛴, as well as the rest of the elements of the SPN’s definition are finite sets, which,
however, could be expanded, and give the VDr dialogue system the ability to handle more
cases during its interaction with a patient.
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6.6 Summary
Chapter 6 presented the formal modeling of the VDr dialogue system that is the
main focus of this dissertation. The interaction between the VDr dialogue system and the
patient was modeled with a VDr-patient interaction model that is based on Wickens’ human
information processing model. The purpose of this model is to provide a better
understanding of the interaction between the VDr dialogue system and the patient, as well
as the integration of other components in the system, such as the patient’s medical history.
Afterwards, the modeling of the VDr dialogue system with the use of SPNs was presented.
This SPN model incorporates the token color concept, which is a feature of CPNs.
Furthermore, the graphical representation of the SPN model of the VDr dialogue system
was provided, along with some simulation examples, with the intention of facilitating the
understanding of the token color utilization and the different SPN markings. Finally, the
formal definition of the SPN model of the VDr dialogue system was presented.
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7
Rule-Based Learning
One important feature of the VDr dialogue system and its proposed model is the
system’s capability to learn the patient’s medical history and adapt its behavior based on
newly recognized patterns and requirements. As it has been mentioned in the previous
paragraphs, the VDr system incorporates a resource that is responsible for storing the
patient’s medical history and that could be initialized with the symptoms that a patient may
have before the patient’s initial interaction with the VDr dialogue system. This operation,
of course, would need to be performed by an expert, such as the patient’s physician.
However, during the interaction between the patient and the VDr dialogue system in natural
language, the system is able to extract the patient’s non-measurable pathological
symptoms, which are subsequently used to update their medical history. This operation is
repeated during every interaction between the system and the patient, and, thus, the
patient’s medical history may constantly be updated with recently acquired symptoms.
Nevertheless, the process of storing new symptoms in the patient’s medical history
is not sufficient to demonstrate the system’s learning capability. Therefore, apart from
learning newly acquired pathological symptoms by extracting them through humancomputer interaction in natural language and by storing them to the patient’s medical
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history, the VDr system should also be able to use these symptoms and adapt its behavior
when interacting with a patient. In order for this task to be completed, the VDr system
should be able to handle new information, to relate it to the information that is already
stored in the system and to adjust its performance and its operations, based on the new data.
More specifically, when the VDr dialogue system interacts with a patient, it should adapt
its behavior based on the already acquired patient’s non-measurable symptoms and produce
responses that demonstrate its capability to learn the patient’s medical history.
Additionally, the system should also combine non-measurable symptoms with measurable
symptoms that are obtained by biosensors and produce a diagnosis regarding the medical
condition of a patient.
All things considered, the VDr dialogue system should incorporate a component
that is able to learn the patient’s medical history and use this knowledge during its
interaction with that patient. While there are various architectures that could be used in
order to accomplish this objective, a rule-based system is integrated in the VDr dialogue
system to achieve the function of learning the patient’s pathological symptoms.
Rule-based systems are used in artificial intelligence applications to store and
manipulate domain-specific information with the intention of representing knowledge and
solving problems in designated areas. Thus, they may be used in a wide variety of
situations, such as assisting experts to make decisions in cases that are related to their field
of expertise, identifying a certain condition based on a number of observations, or selecting
a strategy to investigate and solve a complicated problem. For example, a rule-based
system could help a physician to make a diagnosis regarding a patient’s health condition
based on a collection of symptoms, while another rule-based system could explore a set of
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destinations and indicate the shortest path that connects them, which, in graph theory, is
also known as the route inspection problem, the postman tour or the Chinese postman
problem [116].
Generally, a traditional rule-based system consists of four components [117]:


A knowledge base that includes a set of rules, which are specified for the domain
in which this rule-based system will be used.



An inference engine that takes the input and the set of rules into consideration, and
then produces an output or makes a decision. This process comprises three steps,
which are the following:
o First, the left-hand sides of the rules are matched against the input and the
contents of a working memory.
o Afterwards, a rule, for which the conditions on its left-hand side are
satisfied, is selected.
o Finally, the action that is produced by the selected rule is executed.



A working memory.



A user interface that could receive the input.
As a result, the rule-based system that is incorporated in the VDr dialogue system

should also include the four basic components that were mentioned previously. An
illustration of this system is provided in Figure 7-1.
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Figure 7-1: An overview of the rule-based system that is incorporated in the VDr
dialogue system.
As it is illustrated in Figure 7-1, the user, who is the patient that interacts with the
VDr dialogue system, provides some input through the user interface in natural language.
This input is stored in the temporary working memory of the system and may include
information related to the patient’s symptoms or their medical condition, in general.
Furthermore, a list of rules that demonstrate the system’s ability to learn the patient’s
medical history and to adapt its behavior is also part of the rule-based system. This list of
rules could be stored in the VDr dialogue system’s knowledge base, which includes other
useful information, as well. Moreover, the rule-based system also includes and utilizes the
resources in which the patient’s medical history and the dialogue history are stored in.
These resources contain the patient’s past non-measurable and measurable symptoms and
the input that has been given by the patient in previous dialogue rounds, respectively.
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Subsequently, the system’s inference engine matches the left-hand sides of the inference
rules against the input that is provided by the patient, the information that is stored in the
patient’s medical history and the contents of the dialogue history. Afterwards, the inference
engine investigates the list of rules to indicate if the conditions on the left-hand side of any
of the rules are satisfied. In the case that the conditions of a rule are satisfied, the
corresponding rule is selected and the actions that are produced by it are executed,
generating a specific output.
Among the components that constitute the rule-based system of the VDr dialogue
system and that are depicted in Figure 7-1, the user interface, the user input, the patient’s
medical history and the dialogue history have already been described in previous chapters.
Thus, a description of the inference engine and the list of rules needs to be provided. As
far as the inference engine is concerned, its operation has already been mentioned. In
particular, the functions that are performed by the inference engine is the matching of the
rules against the input and the other resources that are included in the system, the selection
of a rule the conditions of which are satisfied, and the execution of the action that is
produced by the selected rule. Therefore, a description of the list of rules needs to be
provided.
In general, the rules that are incorporated in the rule-based system of the VDr
dialogue system have a specific pattern. More specifically, the left-hand side of each of
these rules includes a set of conditions that, if satisfied, the action that is indicated on the
right-hand side of the rule is produced. The size of the set of the conditions for a rule could
be one or more, depending on the action that this rule corresponds to. Furthermore, the
conditions that are specified for a rule could interact with each other in several ways. For
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instance, the left-hand side of a rule may require two or more conditions to be met, in order
for the rule’s set of conditions to be satisfied. On the other hand, a rule may require that an
event is true, while another event is false. All things considered, the events that are among
a rule’s conditions can be joined without overlap to constitute a larger set, could be
mutually exclusive, or, generally, they could be related with each other through various
operators. Therefore, the following formula is provided in order to formally represent a
rule.
condition ∗ condition ∗ … ∗ condition → output

(7-1)

The abovementioned formula includes 𝑛 conditions on the left-hand side that are
related with the ∗ operator. In this formula, 𝑛 conditions are included to demonstrate that
the number of conditions that need to be satisfied for a rule is an integer that is equal to or
larger than one. Moreover, the ∗ operator is used in formula 7-1 only as a symbol that
represents various operators that could be used in its place, such as the ∧ (logical and)
operator, the ∨ (logical or) operator, the ¬ (not) operator, etc.
According to the description that was provided in the previous paragraphs, the
conditions on the left-hand side of the system’s rules include events that arise from the
system’s input, the patient’s medical history and the dialogue history. As for the output of
these rules, it should be kept in mind that the decisions that are made by the VDr dialogue
system are related to the selection of a dialogue place or, in other words, a response that
will be given to the patient. Thus, the output of the rules and the inference engine of the
rule-based system indicate a dialogue place that will be selected during the interaction
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between the VDr dialogue system and a patient. Consequently, an indication of the form
of the rules of the rule-based system is presented below.
input ∧ patient_medical_history → dialogue_place
⎧
input ∧ dialogue_history → dialogue_place
⎪
input ∧ patient_medical_history ∧ dialogue_history → dialogue_place
⎨
⎪
input ∧ input → dialogue_place
⎩
…

(7-2)

As it can be seen in the formal definition of the rules of the rule-based system, there
are several categories in which a rule could belong in, some of which are depicted in this
definition. For example, the output of a rule could be a combination of the input and the
medical history of the patient, a combination of the input and the dialogue history, and so
on. More specifically, some instances of the rules that have been implemented for the VDr
dialogue system are presented subsequently, followed by a brief description for each one
of them.


(¬current_symptom) ∧ (¬old_symptom) → 𝑑𝑝
This rule corresponds to the case that the interaction between the patient and the

VDr dialogue system did not provide any new symptoms and, moreover, there were no
symptoms found in the patient’s medical history. As a result, if these conditions were
satisfied, then the dialogue place that would be selected would confirm that the patient
is feeling well and that they do not suffer from any pathological symptoms. For
example, the system could ask the patient a question such as “So, is everything alright,
then?”.


current_symptom ∧ (¬old_symptom) → 𝑑𝑝
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In this case, a symptom has been detected during the interaction between the VDr
dialogue system and the patient. However, there are not any other symptoms included
in the patient’s medical history. Thus, if this rule is selected and executed, the VDr
dialogue system will continue the interaction by taking the current symptom into
consideration, asking the patient a question regarding the characteristics of that
symptom, such as “How long have you had this symptom for?”.


(¬current_symptom) ∧ old_symptom → 𝑑𝑝
This rule is a demonstration of the situation that there are no symptoms extracted

via the patient-VDr interaction, but an older symptom is found in the patient’s medical
history. As a result, the VDr dialogue system may ask a question regarding the
existence of the old symptom. An example of this could be the question “So, is the old
symptom gone?”.


current_symptom ∧ old_symptom → 𝑑𝑝
If the conditions of the aforementioned rule are satisfied, then it can be inferred that

a specific symptom has been detected during the VDr-patient interaction, but that same
symptom is also found among the patient’s recent symptoms in their medical history.
Therefore, the VDr dialogue system will search for the suggestion that it had given to
the patient in their past interaction and then, it will ask the patient a question related to
that. An indication of this case could be a question similar to “You had the same
symptom recently. Did you take your medicine like I had told you to do?”.


current_symptom ∧ old_symptom → 𝑑𝑝 , 𝑑𝑝
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This rule is similar to the previous one, however, the newly detected symptom is
different than the recent one that is stored in the patient’s medical history. In this case,
the VDr dialogue system will proceed with its interaction with the patient as it would
normally do, by asking the patient a question regarding the new symptom’s
characteristics. For example, it could ask the patient “How long have you had this
symptom for?”. Nevertheless, after the interaction regarding the current symptom is
finished, the system could ask a question that is related to the older symptom, such as
“So is the old symptom gone?”.


(¬old_symptom_gone) ∧ (¬taken_medicine) → 𝑑𝑝
In this case, a recent symptom has been found in the patient’s medical history and,

after the system has asked the patient whether the symptom has gone away or not, the
patient has replied that they still have that particular symptom. Furthermore, the patient
has also indicated that they have not taken the medication, as the system had suggested
during the past interaction. Therefore, after this rule is selected and executed, the VDr
dialogue system will suggest that the patient takes their medication, just as it had
suggested in the past. An example of this could be the response “Ok, you should take
your medication like I had told you to do.”.


(¬old_symptom_gone) ∧ taken_medicine → 𝑑𝑝
This rule is similar to the previous one, with the exception that the patient has taken

the medication that the VDr dialogue system had suggested regarding that symptom.
This means that although the patient had taken some medicine, they still have that
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symptom. Therefore, the system will provide some other approach, by giving a
response like “I see. Ok, I will send you a referral for a medical examination, then.”.


non_measurable_symptom ∧ measurable_symptom → 𝑑𝑝
Finally, the last example that is presented in this chapter indicates the case where

two different symptoms have been detected by the VDr system. More precisely, one of
the detected symptoms is a non-measurable symptom, which can be extracted via the
VDr-patient interaction in natural language. On the other hand, the other symptom is a
measurable symptom that has been obtained by the system’s biosensors and that is
stored in the patient’s medical history. If the conditions of such a rule are satisfied, then
the VDr system performs a diagnosis regarding the medical condition of the patient and
may provide an appropriate suggestion. For example, if the detected symptoms include
high heart rate (tachycardia) and chest pain, then the VDr dialogue system could
provide a response such as “It seems that you might have a heart arrhythmia. I will
schedule an appointment for you to see your doctor and I will let you know as soon as
possible.”.
The examples that were presented previously provide an illustration of the list of
rules that are included in the rule-based system, as well as the way that the inference engine
would match them against various information that is received from or stored in the VDr
system. Nevertheless, the rule-based system could include a larger list of rules, which may
also be further expanded, so that the system would be capable of handling more cases.
As far as the formal model of the VDr dialogue system is concerned, it can be
inferred that the operation of the rule-based system that is illustrated in Figure 7-1, as well
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as the application of the rules during the VDr-patient interaction are consistent with the
SPN model that was presented previously. More specifically, the output that is produced
by the inference engine may indicate the response that will be given to the patient by the
VDr dialogue system, which is equivalent to the selection of an SPN dialogue place. Apart
from the list of rules that are included in the system’s knowledge base and their selection
by the inference engine, the output of the rule-based system is also based on the input that
is given by the patient, the patient’s medical history, their emotional condition and the
dialogue history. As it has been mentioned in Chapter 6, which presents the formal model
of the VDr dialogue system, the patient’s input, the patient’s medical history, their
emotional condition and the dialogue history are represented as tokens in the SPN model
of the dialogue system. Besides, the patient’s input, their medical history, their emotional
condition and the dialogue history are among the resources that could enable a dialogue
place transition, while the selection of a dialogue place in the SPN graph is based on the
corresponding firing probabilities of the enabled dialogue place transitions. Furthermore,
the patient’s input, their medical history, their emotional condition and the dialogue history
may satisfy the conditions on the left-hand side of a rule, which would result to the selection
of that rule and the execution of the action that is produced by it. Therefore, the system’s
rules and their selection by the inference engine correspond to the dialogue place transitions
and the firing probabilities of these transitions. As a conclusion, it becomes obvious that
the rule-based system is in accordance with the SPN model that has been proposed for the
VDr dialogue system.
All things considered, this chapter presents a rule-based system that is incorporated
by the VDr dialogue system. This system includes a list of rules, the conditions of which,
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if satisfied, may produce a specific output. More specifically, the rule-based system takes
the patient’s input, the patient’s medical history, their emotional condition and the dialogue
history into consideration and matches them against the aforementioned list of rules. As a
consequence, an output is produced, which may indicate the dialogue place that will be
selected subsequently, or, in other words, the response that will be given to the patient by
the VDr dialogue system. Nevertheless, since some of the information that is used derives
from the patient’s medical history, the application of the system’s rules indicates the
system’s ability to adjust its actions according to the patient’s medical history.
Furthermore, apart from its learning capability, the rule-based system that was presented
in this chapter also exhibits a level of personalization. This is due to the fact that several
responses that may be produced by the dialogue system depend on the patient’s medical
history and, thus, the VDr-patient interaction is centered around the unique traits of each
patient. Therefore, the rule-based system is capable of manipulating the information that is
included in the dialogue system, learning the patient’s medical history and adapting its
behavior based on newly recognized patterns.
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8
Results
The previous chapters of this dissertation presented, among other information, the
VDr dialogue system, its modeling and its main components and characteristics.
Throughout these chapters, several examples were provided, in order to facilitate the
understanding of the integration of all the different components of the VDr dialogue
system, as well as the various aspects of the interaction between a patient and the VDr
dialogue system.

8.1 Interaction Scenarios
This chapter presents the results of the communication between the VDr dialogue
system and several (fictional) patients. These results are examples of dialogues between
the system and patients, with the intention of providing an illustration of the characteristics
and the aspects of the HCI between a patient and the VDr dialogue system. Therefore, the
execution, presentation and description of different scenarios will facilitate the
understanding of the aforementioned concepts by the reader.
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Interaction Scenario I
In this case, the patient whose health condition is being monitored by the VDr

system and who interacts with the VDr dialogue system does not have any pathological
symptoms. An illustration of this dialogue is presented in Figure 8-1.
- VDr:
- Megan:
- VDr:
- Megan:
- VDr:
- Megan:
- VDr:
- Megan:
- VDr:

Hello Megan!
hi, who is this?
You are talking to Dr. Smith. How are you doing?
I'm doing well!
Everything is alright then?
yes, everything is alright.
Can I help you with anything else?
I don't think so
I'm glad to hear that everything is ok! Goodbye Megan! Have a nice evening!

Figure 8-1: Interaction scenario I.
As it was mentioned previously, the patient whose name is Megan feels fine and
does not have any pathological symptoms. The same conclusion can be inferred from
Figure 8-1, which illustrates a pretty straightforward and short conversation. Since, the
patient feels fine, the interaction is completed after a few dialogue rounds. Moreover, the
VDr dialogue system’s capability to answer a question about its identity is indicated in this
scenario.


Interaction Scenario II
This scenario presents the interaction between a patient who has a little headache

and the VDr dialogue system. The results are depicted in Figure 8-2.
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- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:

Hi Jonathon!
hello
How are you?
i'm ok, how are you?
Not too bad! Thanks for asking. So everything is alright?
Actually, i think my head hurts.
I thought you were feeling fine... Are you in pain after all?
yes, i think i have a headache
How long has your head been hurting for?
since last night
Have you been working a lot lately?
yes, i work very long hours
That's probably why. Is the pain consistent?
i'm not sure
Does your head hurt a lot?
not really
That doesn't sound really bad. Do you have any other symptoms?
no, that's all
Don't worry about it, Jonathon, it’s just a headache. I will just send you a prescription
for some medication very soon, and it will make you feel better. Is there anything else
you need at the moment?
- Jonathon: no, i'm fine
- VDr:
Alright, Jonathon, I'll check on you later. Don't worry, everything is fine for now!
Bye Jonathon! Have a good evening!

Figure 8-2: Interaction scenario II.
In this interaction scenario the patient, Jonathon, has a little headache. First of all,
the VDr dialogue system’s capability to answer a generic question by, at the same time,
exhibiting a polite behavior, is illustrated in Figure 8-2. Moreover, the patient indicates that
he feels good at first, but then mentions something about having a headache. The VDr
dialogue systems detects this inconsistency and asks the patient to confirm his symptom.
Then it starts asking question about this particular symptom, such as its severity and a
possible explanation for it. After receiving all this information, it asks the patient to provide
any other symptoms. Since there is only one symptom that is not very intense and that
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possibly has an explanation, the VDr dialogue system reassures Jonathon that he is fine
and informs him that he will be sent a prescription for some medication.
At this point, it should be mentioned that the concept of medication is out of the
scope of this dissertation. Instead, some possible suggestions are given to the patients that
interact with the VDr dialogue system, which may include medication, rest, a physical
examination, and so forth. Nevertheless, by making these suggestions the system does not
intend to provide actual and correct recommendation as a physician would, but to exhibit
the physician’s behavior.


Interaction Scenario III
A returning patient is the concept that is presented in this interaction scenario. The

results of the interaction between the patient and the VDr dialogue system are depicted in
Figure 8-3.

- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:

Hello Jonathon!
Hi!
How are you doing?
I'm doing great!
You seem to be in a good mood, Jonathon! Now tell me... You weren't doing that
well last time we talked. Specifically, you had a little headache. Do you feel better
now?
- Jonathon: yes, everything is fine
- VDr:
That's great! Is there anything else you need?
- Jonathon: No, thanks
- VDr:
I'm glad to hear that everything is ok! Goodbye Jonathon! Have a nice evening!

Figure 8-3: Interaction scenario III.
In this case a returning patient is interacting with the VDr dialogue system. More
specifically, Jonathon, who was the patient to have a little headache in interaction scenario
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II, returns to indicate that he is now feeling fine. As it can be seen in Figure 8-3, the VDr
dialogue system was able to learn the patient’s old symptom and has adapted its behavior
during this interaction session. This becomes more obvious by comparing the results that
are presented in Figure 8-3 with the ones the were previously presented in Figure 8-1.
Although in both cases the patients were feeling well, the VDr dialogue system behaves
differently, as in the second case the patient had a symptom in his recent medical history.


Interaction Scenario IV
This interaction scenario is similar to interaction scenario III and it is illustrated in

Figure 8-4.

- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:
- Jonathon:
- VDr:

Hey Jonathon!
Good afternoon!
How do you feel today?
I don't know
You're not sure? Please tell me... How are you doing?
I guess i don't feel that great
You weren't feeling very well last time we talked either. In fact, you had a dull
headache. Do you still have the same symptoms as last time?
yes but it is worse
I had instructed you to take some medication. Did you do that?
i did
And that didn't help?
no, i feel terrible
Hmm... I'm sorry to hear that, Jonathon. In this case, I will schedule a check-up
for you soon. Is there anything else I could help you with at the moment?
No, goodbye
Goodbye Jonathon! Have a good evening!

Figure 8-4: Interaction scenario IV.
As it can be seen in Figure 8-4, Jonathon, who was the patient to have a little
headache in interaction scenario II, is also the subject of interaction scenario IV. However,
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contrary to interaction scenario III, this time Jonathon still has a headache that is worse
than last time. As it is illustrated in Figure 8-4, the patient indicates that he doesn’t feel
well but, at first, does not specify the exact symptom. However, the VDr dialogue system
that is able to learn the patient’s medical history, asks the patient if the problem is the same
as last time. Since that is the case, the VDr dialogue system then asks the patient if he
followed the system’s instructions. In this case, Jonathon took the medicine that the VDr
dialogue system prescribed him, but that didn’t help him. Therefore, the system detects that
the patient feels worse, even though he took the medication, it schedules a check-up for the
patient. Thus, it can be inferred that the VDr dialogue system learns the patient’s medical
history and accordingly adapts its behavior, but, at the same time, it exhibits a similar
behavior when it comes to other concepts, such as the medication.


Interaction Scenario V
Apart from providing an example of the HCI between the VDr dialogue system and

a patient, where the system is able to extract the patient’s non-measurable symptoms, this
interaction scenario also exhibits the system’s capability of recognizing the emotional
condition of the patient and of modifying its behavior according to it. The results of
interaction scenario V are illustrated in Figure 8-5.
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- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:
- Andreas:
- VDr:

Hello Andreas!
hi
How are you?
i don't feel good
You seemed fine last time we talked. What seems to be the problem?
i feel bad
Do you feel any pain?
my chest hurts and I feel tired
How long has your chest been hurting?
for a few days
Is the pain continuous or periodic?
it comes and goes
Does it hurt a lot?
it is awful, it is killing me
I know you don't like what's going on at the moment, Andreas. I want you to know
that I am aware of it and I will try and help you with your problem. Please tell me
now… How bad is the pain, on a scale from 1 to 10?
9
I'm sorry to hear that you're feeling that bad, Andreas. You also said something about
being tired, right? Have you been sleeping well lately?
not really
Are you stressed about anything?
yes, I am stressed about work
I see… That might be the reason for not sleeping well, then. Let me tell you, being
stressed won’t make anything better… If you’d like, I could send you some instructions
for stress management later. Let me also ask you… Do you have any nausea?
aahhh…
I'm afraid I don't know what you mean. Do you feel nauseous?
i don't
Do you feel any swelling in your arms or legs?
I don’t have any other symptoms
Since you're in so much pain, I'll send you a prescription for some medication right
away, and I will also schedule a medical examination for you. Is there anything else
you need right now?
Am I going to be ok?
Yes, Andreas, just follow my instructions and everything will be ok. Is there anything
else I could help you with?
no, I’m good
Alright, Andreas, we'll talk again later. You don't need to worry, we'll take good care
of you. Everything will be alright. It was nice talking to you Andreas! Have a good
night!

Figure 8-5: Interaction scenario V.
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The first thing that could be inferred from examining the interaction results that are
presented in Figure 8-5 is that the VDr dialogue system recognizes that the current patient
is a returning patient who has feeling well last time they talked, though. Furthermore, it
can be noticed that the patient, Andreas, has mentioned that he doesn’t feel well, but he
hasn’t indicated what the issue is. Hence, the system starts asking questions until a
symptom is found. That symptom is a chest pain that the patient, Andreas is suffering from.
However, the patient also indicates that he feels tired. As it can be seen in Figure 8-5, after
receiving the patient’s symptoms, the VDr dialogue system starts processing the first of
them and asks questions about the patient’s chest pain. Moreover, it can be noticed that
expressions with a specific meaning, such as “it comes and goes”, are recognized by the
VDr dialogue system to have a special meaning. In this case, the system understands that
this response is analogous to the patient saying that their pain is periodic and thus, it does
not ask for any clarifications. Subsequently, after being asked about the intensity of his
pain, Andreas mentions that the pain “is awful” and that “it is killing” him. These utterances
are recognized by the emotion recognition component of the VDr dialogue system and are
an indication of the patient’s distress, worry and, possibly, fear regarding their health
condition. As a consequence, before continuing the conversation with the patient, the VDr
dialogue system acknowledges his emotional condition and, once more, tries to reassure
him that it will help him. Also, since the patient has indicated that his pain is very intense,
the system asks him to clarify that, by determining the level of the pain on the scale from
one (1) to ten (10). This is a technique that is used by physicians and is also adopted by the
VDr dialogue system. Afterwards, since the patient has once again indicated a very intense
level of pain (9), the VDr dialogue system produces an utterance to show that is shares the
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patient’s distress with him. Then, the VDr dialogue system asks the patient questions about
his second symptom, which is him feeling tired. The patient indicates that he feels tired
and that he doesn’t sleep well due to feeling stressed, and the system tries to comfort him.
Additionally, since the patient has mentioned that his symptom is chest pain, the VDr
dialogue systems requests to know if he is also suffering from other pathological symptoms
that are related to chest pain and that could indicate an emergency situation. Therefore, it
asks the patient if he feel nauseous or if his legs or arms are swollen, symptoms that, when
combined with chest pain, could be an indication of a heart-related emergency situation.
During this interaction, the patient also provides the utterance “aahhh” that the systems
does not understand. In such a case, the VDr dialogue system informs the patient about it
and, then, repeats its last question. Moreover, when the patient clearly states that he doesn’t
have any other symptoms, the VDr dialogue systems stops its attempt to determine the
existence of other symptoms. Finally, since the patient’s symptoms were identified, the
VDr dialogue system suggests some medication. Nevertheless, since one of the symptoms
is intense chest pain, which could be a harmful symptom, the system also schedules a
physical for the patient. According to a physician, that might not be the best
recommendation that an actual medical doctor would make in such a case, but, as it was
mentioned previously, this is not the focus of the implemented VDr dialogue system or of
this dissertation.

8.2 Summary
Several examples of the HCI between the VDr dialogue system and a patient were
presented in this chapter. During these examples, the VDr dialogue system attempts to
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determine the existence of any symptoms and, if this is the case, it tries to identify them.
Furthermore, the examples that were previously illustrated exhibited some other concepts
that are integrated in the VDr dialogue system. Thus, the reader was provided with cases
when the system recognized the emotional condition of the patient and responded
accordingly, or with cases that showed the learning capabilities of the VDr dialogue system
when they interact with a returning patient. In addition to these, the system’s ability to
recognize the relation between particular symptoms was illustrated.
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9
Conclusions
9.1 Summary of the Dissertation
This dissertation presented an intelligent human-computer VDr dialogue system
that is part of the general VDr system. The main focus of this dialogue system is to detect
and identify possible non-measurable pathological symptoms, which are mainly related to
cardiovascular diseases, through its interaction with a patient in natural language.
The first part of this dissertation was to present the overall architecture of the
general VDr system. In its entirety, the general VDr system obtains both the measurable
and non-measurable symptoms of a patient, by utilizing a wearable health monitoring
device and the VDr dialogue system, respectively. Subsequently, it provides a fast and
reliable prognosis regarding the patient’s health condition, which is then reviewed and can
be confirmed by a physician. Thus, the components that comprise the overall architecture
of the VDr dialogue system were presented.
As far as the VDr dialogue system is concerned, its study began with a literature
review on human-computer dialogue systems. Several research prototypes and market
products that have been developed recently and they belong in the area of human-computer
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dialogue systems were reviewed and classified as answering, semi-dialogue or fulldialogue systems, based on the level of freedom that they allow during their interaction
with a user. Furthermore, an evaluation methodology was used in order to quantitatively
evaluate the reviewed systems, with the intention of indicating their weaknesses and
identifying the challenges in the development of human-computer dialogue systems.
Afterwards, the main characteristics and components of the VDr dialogue system
were discussed. The VDr dialogue system is a goal-driven, mixed-initiative dialogue
system that supports the use of natural language and that operates within a closed-domain
by, also, incorporating aspects of an open-domain dialogue system. Moreover, it has
learning, error recovery and over-answering handling capabilities that are exhibited during
its interaction with a human user, while it is also capable of taking certain factors of human
communication, such as the patient’s emotional condition, into consideration. As for its
dialogue manager, it follows a hybrid approach by representing the goal of the system with
a plan and by transitioning the dialogue flow to different places of the dialogue towards
the accomplishment of its goal.
Next, the emotion recognition component of the VDr dialogue system was
presented. More specifically, this chapter provided a brief study on related methodologies
and datasets, the algorithm that was designed for emotion recognition in the VDr dialogue
system and its results.
Subsequently, the formal modeling of the VDr dialogue system with SPNs was
presented. Both the graphical representation and the formal definition of this model were
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provided, along with some graphical simulation results, followed by the rule-based learning
system that is incorporated in the VDr dialogue system.
Finally, a number of interaction scenarios between a (fictional) patient and the VDr
dialogue system were presented. These scenarios illustrate the dialogue between the patient
and the system in different cases and, at the same time, they indicate several features of the
system, such as its learning capabilities, its emotion recognition support, its friendliness,
flexibility, and adaptability, and so forth.

9.2 Research Contributions
This dissertation studied the problem of obtaining a patient’s non-measurable
symptoms through HCI between a patient and a VDr dialogue system in natural language.
The following contributions were made towards this dissertation’s goal:


A literature review of human-computer dialogue systems, their classification based
on the level of dialogue freedom they offer and their evaluation with a maturity
metric.



The formal modeling of the VDr dialogue system with SPNs to graphically
represent the system, to simulate its operations and to estimate its performance.



The development of a goal-driven, mixed-initiative human-computer dialogue
system that is able to acquire a patient’s non-measurable symptoms by interacting
with them in natural language.



The integration of learning capabilities and human communication aspects in the
developed VDr dialogue system with the intention of imitating the behavior of a
physician during their interaction with a patient. Specifically, the incorporation of
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a rule-based system and an emotion recognition component that are able to readjust
the VDr dialogue system’s behavior, based on the patient’s medical history and
emotional condition, respectively.
Furthermore, as part of this dissertation, a series of publications were produced, and
this work was presented in notable conferences:


S. Mallios and N. Bourbakis, "A virtual doctor prototype for quick diagnosis and
secure health information exchange," IISA 2014, The 5th International Conference
on Information, Intelligence, Systems and Applications, Chania, 2014, pp. 260-265.



S. Mallios and N. Bourbakis, "A dialogue monitoring scheme for a virtual doctor,"
2015 National Aerospace and Electronics Conference (NAECON), Dayton, OH,
2015, pp. 249-253.



S. Mallios and N. Bourbakis, "A survey on human machine dialogue systems,"
2016 7th International Conference on Information, Intelligence, Systems &
Applications (IISA), Chalkidiki, 2016, pp. 1-7.



S. Mallios and N. Bourbakis, "An Intelligent SPN Dialogue Model for Extracting
Non-Measurable Pathological Symptoms," 2016 IEEE 28th International
Conference on Tools with Artificial Intelligence (ICTAI), San Jose, CA, 2016, pp.
758-765.

9.3 Limitations and Future Work
The current implementation of the VDr dialogue system is focused on
cardiovascular diseases and their related symptoms. Therefore, the system could be
expanded in order to respond to a bigger number of health conditions and to extract a wider
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range of non-measurable symptoms. Additionally, by upgrading the knowledge base of the
VDr dialogue system by incorporating the knowledge of medical experts, the system would
be able to provide consistent recommendations and to respond to health-related questions.
Another extension of our current work is the expansion of the natural language
understanding component of the VDr dialogue system. Since the development of this
component was not the main focus of our work, it could be redesigned or just expanded, in
order for the system to be able to understand more user utterances, and, simultaneously, to
handle more interaction scenarios.
Moreover, another extension of our current work is to combine the non-measurable
and the measurable symptoms of a patient, which are obtained by the VDr dialogue system
and a wearable health monitoring device, respectively, and implement a diagnosis
mechanism. This mechanism could be based on the Prognosis fuzzy formal language,
which has been introduced previously [3]. Finally, a machine learning methodology, such
as a neural network, could be trained with health data that are acquired from a patient and
are represented as words of the Prognosis language, giving the system the ability to monitor
a patient’s current health condition, to detect possible threatening situations and to extract
features and new health patterns over a longer period of time.

181

REFERENCES

[1] A. Pantelopoulos and N. Bourbakis, “A survey on wearable biosensor systems for
health monitoring,” in Engineering in Medicine and Biology Society, 2008. EMBS
2008. 30th Annual International Conference of the IEEE, 2008, pp. 4887–4890.
[2] A. Pantelopoulos and N. G. Bourbakis, “A Survey on Wearable Sensor-Based
Systems for Health Monitoring and Prognosis,” IEEE Trans. Syst. Man Cybern. Part
C Appl. Rev., vol. 40, no. 1, pp. 1–12, Jan. 2010.
[3] A. Pantelopoulos and N. G. Bourbakis, “Prognosis —A Wearable Health-Monitoring
System for People at Risk: Methodology and Modeling,” IEEE Trans. Inf. Technol.
Biomed., vol. 14, no. 3, pp. 613–621, May 2010.
[4] “HealthTap launches Dr. A.I.— Meet your new, personal AI-powered physician.”
[Online].

Available:

https://medium.com/@HealthTap/dr-a-i-80b4cf06be30.

[Accessed: 13-Apr-2018].
[5] “Your.MD - Health Guide and Symptom Checker.” [Online]. Available:
https://www.your.md/. [Accessed: 13-Apr-2018].
[6] A. A. Pantelopoulos, “Prognosis: A Wearable System for Health Monitoring of
People at Risk,” 2010.
[7] S. Mallios and N. Bourbakis, “A virtual doctor prototype for quick diagnosis and
secure health information exchange,” in Information, Intelligence, Systems and
Applications, IISA 2014, The 5th International Conference on, 2014, pp. 260–265.

[8] B. Johny and A. Anpalagan, “Body Area Sensor Networks: Requirements,
Operations, and Challenges,” IEEE Potentials, vol. 33, no. 2, pp. 21–25, Mar. 2014.
[9] A. Pantelopoulos and N. Bourbakis, “A Health Prognosis Wearable System with
Learning Capabilities Using NNs,” 2009, pp. 243–247.
[10] K. Sadegh-Zadeh, “Fuzzy Health, Illness, and Disease,” J. Med. Philos., vol. 25, no.
5, pp. 605–638, Oct. 2000.
[11] R. Seising, “From vagueness in medical thought to the foundations of fuzzy reasoning
in medical diagnosis,” Artif. Intell. Med., vol. 38, no. 3, pp. 237–256, Nov. 2006.
[12] Y. Meng, H.-K. Choi, and H.-C. Kim, “Exploring the user requirements for wearable
healthcare systems,” in E-health Networking Applications and Services (Healthcom),
2011 13th IEEE International Conference on, 2011, pp. 74–77.
[13] N. Bourbakis, A. Pantelopoulos, R. Kannavara, and K. S. Nikita, “Security and
Privacy in Biomedical Telemetry: Mobile Health Platform for Secure Information
Exchange,” in Handbook of Biomedical Telemetry, John Wiley & Sons, Inc., 2014,
pp. 382–418.
[14] R. Clarke, “Anonymous, Pseudonymous and Identified Transactions: The Spectrum
of Choice,” in User Identification & Privacy Protection, Stockholm, 1999.
[15] A. Pfitzmann and M. Hansen, “A terminology for talking about privacy by data
minimization:

Anonymity,

unlinkability,

undetectability,

unobservability,

pseudonymity, and identity management,” 2010.
[16] N. Bourbakis and A. Dollas, “SCAN-based compression-encryption-hiding for video
on demand,” IEEE Multimed., vol. 10, no. 3, pp. 79–87, Sep. 2003.

[17] S. S. Maniccam and N. Bourbakis, “Lossless compression and information hiding in
images,” Pattern Recognit., vol. 37, no. 3, pp. 475–486, Mar. 2004.
[18] S. S. Maniccam and N. G. Bourbakis, “Lossless image compression and encryption
using SCAN,” Pattern Recognit., vol. 34, no. 6, pp. 1229–1245, Jun. 2001.
[19] S. S. Maniccam and N. G. Bourbakis, “SCAN based lossless image compression and
encryption,” in Information Intelligence and Systems, 1999. Proceedings. 1999
International Conference on, 1999, pp. 490–499.
[20] R. Kannavara and N. Bourbakis, “Iris biometric authentication based on local global
graphs: An FPGA implementation,” in 2009 IEEE Symposium on Computational
Intelligence for Security and Defense Applications, 2009, pp. 1–7.
[21] “Dialogue - Wikipedia.” [Online]. Available: https://en.wikipedia.org/wiki/Dialogue.
[Accessed: 14-Apr-2018].
[22] “Dialog

system

-

Wikipedia.”

[Online].

Available:

https://en.wikipedia.org/wiki/Dialog_system. [Accessed: 14-Apr-2018].
[23] M. M. Berg, “Modelling of Natural Dialogues in the Context of Speech-based
Information and Control Systems,” 2014.
[24] R. Vishnupriya and T. Devi, “Speech Recognition Tools for Mobile Phone - A
Comparative Study,” 2014, pp. 426–430.
[25] S. Arora, K. Batra, and S. Singh, “Dialogue System: A Brief Review,” ArXiv Prepr.
ArXiv13064134, 2013.
[26] “Turing

test

-

Wikipedia.”

[Online].

https://en.wikipedia.org/wiki/Turing_test. [Accessed: 14-Apr-2018].

184

Available:

[27] G. V. Mantena, S. Rajendran, B. Rambabu, S. V. Gangashetty, B. Yegnanarayana,
and K. Prahallad, “A speech-based conversation system for accessing agriculture
commodity prices in Indian languages,” in Hands-free Speech Communication and
Microphone Arrays (HSCMA), 2011 Joint Workshop on, 2011, pp. 153–154.
[28] G. V. Mantena, S. Rajendran, S. V. Gangashetty, B. Yegnanarayana, and K.
Prahallad, “Development of a spoken dialogue system for accessing agricultural
information in Telugu,” in Proceedings of ICON-2011, 9th International Conference
on Natural Language Processing, 2011.
[29] H. Wang, G. Cai, and A. M. MacEachren, “GeoDialogue: A Software Agent Enabling
Collaborative Dialogues between a User and a Conversational GIS,” 2008, pp. 357–
360.
[30] J. Liu, S. Cyphers, P. Pasupat, I. McGraw, and J. Glass, “A conversational movie
search system based on conditional random fields,” in Thirteenth Annual Conference
of the International Speech Communication Association, 2012.
[31] M.-C. Hsieh, W.-S. Hung, S.-W. Lin, and C.-H. Luo, “Designing an Assistive Dialog
Agent for a Case of Spinal Cord Injury,” 2009, pp. 67–72.
[32] C. Lee, Y.-S. Cha, and T.-Y. Kuc, “Implementation of dialogue system for intelligent
service robots,” in Control, Automation and Systems, 2008. ICCAS 2008.
International Conference on, 2008, pp. 2038–2042.
[33] M. Dinarelli, E. A. Stepanov, S. Varges, and G. Riccardi, “The luna spoken dialogue
system: Beyond utterance classification,” in Acoustics Speech and Signal Processing
(ICASSP), 2010 IEEE International Conference on, 2010, pp. 5366–5369.

185

[34] S. Shahnawazuddin, D. Thotappa, B. D. Sarma, A. Deka, S. R. M. Prasanna, and R.
Sinha, “Assamese spoken query system to access the price of agricultural
commodities,” in Communications (NCC), 2013 National Conference on, 2013, pp.
1–5.
[35] E. Friedman-Hill, Jess in action: rule-based systems in Java. Greenwich, CT:
Manning, 2003.
[36] V. Y. Budkov, M. V. Prischepa, A. L. Ronzhin, and A. A. Karpov, “Multimodal
human-robot interaction,” in Ultra Modern Telecommunications and Control Systems
and Workshops (ICUMT), 2010 International Congress on, 2010, pp. 485–488.
[37] A. Karpov, A. Ronzhin, I. Kipyatkova, A. Ronzhin, and L. Akarun, “Multimodal
Human Computer Interaction with MIDAS Intelligent Infokiosk,” 2010, pp. 3862–
3865.
[38] A. Celikyilmaz, D. Hakkani-Tür, and G. Tur, “Statistical semantic interpretation
modeling for spoken language understanding with enriched semantic features,” in
Spoken Language Technology Workshop (SLT), 2012 IEEE, 2012, pp. 216–221.
[39] M. H. Bokaei et al., “Niusha, the first Persian speech-enabled IVR platform,” in
Telecommunications (IST), 2010 5th International Symposium on, 2010, pp. 591–595.
[40] K. Aida-zade, S. Rustamov, E. Mustafayev, and N. Aliyeva, “Human-computer
dialogue understanding hybrid system,” in 2012 International Symposium on
Innovations in Intelligent Systems and Applications, 2012, pp. 1–5.
[41] “Google

Now

-

Wikipedia.”

[Online].

https://en.wikipedia.org/wiki/Google_Now. [Accessed: 14-Apr-2018].

186

Available:

[42] “Siri

-

Wikipedia.”

[Online].

Available:

https://en.wikipedia.org/wiki/Siri.

[Accessed: 14-Apr-2018].
[43] “Cortana - Wikipedia.” [Online]. Available: https://en.wikipedia.org/wiki/Cortana.
[Accessed: 14-Apr-2018].
[44] “Watson

(computer)

-

Wikipedia.”

[Online].

Available:

https://en.wikipedia.org/wiki/Watson_(computer). [Accessed: 14-Apr-2018].
[45] D. Ferrucci et al., “Building Watson: An overview of the DeepQA project,” AI Mag.,
vol. 31, no. 3, pp. 59–79, 2010.
[46] L. Galescu, J. Allen, G. Ferguson, J. Quinn, and M. Swift, “Speech recognition in a
dialog system for patient health monitoring,” in Bioinformatics and Biomedicine
Workshop, 2009. BIBMW 2009. IEEE International Conference on, 2009, pp. 302–
307.
[47] K. Jokinen and G. Wilcock, “Emergent verbal behaviour in human-robot interaction,”
in Cognitive Infocommunications (CogInfoCom), 2011 2nd International Conference
on, 2011, pp. 1–4.
[48] O. Galibert, G. Illouz, and S. Rosset, “Ritel: an open-domain, human-computer dialog
system,” in Ninth European Conference on Speech Communication and Technology,
2005.
[49] H. Hastie et al., “Demonstration of the PARLANCE system: a data-driven
incremental, spoken dialogue system for interactive search,” in Proceedings of the
SIGDIAL 2013 Conference, 2013, pp. 154–156.
[50] V. D. Lecce, M. Calabrese, D. Soldo, and A. Quarto, “Dialogue-oriented interface for
linguistic human-computer interaction: A chat-based application,” in 2010 IEEE
187

International Conference on Virtual Environments, Human-Computer Interfaces and
Measurement Systems, 2010, pp. 103–108.
[51] V. Hung, A. Gonzalez, and R. DeMara, “Towards a Context-Based Dialog
Management Layer for Expert Systems,” 2009, pp. 60–65.
[52] B. Vlasenko and A. Wendemuth, “Heading toward to the natural way of humanmachine interaction: the NIMITEK project,” in Multimedia and Expo, 2009. ICME
2009. IEEE International Conference on, 2009, pp. 950–953.
[53] S. Lemaignan, R. Ros, R. Alami, and M. Beetz, “What are you talking about?
grounding dialogue in a perspective-aware robotic architecture,” in RO-MAN, 2011
IEEE, 2011, pp. 107–112.
[54] F. Morbini, E. Forbell, D. DeVault, K. Sagae, D. R. Traum, and A. A. Rizzo, “A
mixed-initiative conversational dialogue system for healthcare,” in Proceedings of
the 13th Annual Meeting of the Special Interest Group on Discourse and Dialogue,
2012, pp. 137–139.
[55] M. O. Dzikovska, J. D. Moore, N. Steinhauser, G. Campbell, E. Farrow, and C. B.
Callaway, “Beetle II: a system for tutoring and computational linguistics
experimentation,” in Proceedings of the ACL 2010 System Demonstrations, 2010, pp.
13–18.
[56] M. O. Dzikovska, A. Isard, P. Bell, J. D. Moore, N. Steinhauser, and G. Campbell,
“BEETLE II: an adaptable tutorial dialogue system,” in Proceedings of the SIGDIAL
2011 Conference, 2011, pp. 338–340.

188

[57] M. Cavazza et al., “‘How was your day?’: an affective companion ECA prototype,”
in Proceedings of the 11th Annual Meeting of the Special Interest Group on Discourse
and Dialogue, 2010, pp. 277–280.
[58] R. E. Banchs and H. Li, “IRIS: a chat-oriented dialogue system based on the vector
space model,” in Proceedings of the ACL 2012 System Demonstrations, 2012, pp. 37–
42.
[59] J. Alexandersson et al., “Metalogue: A Multiperspective Multimodal Dialogue
System with Metacognitive Abilities for Highly Adaptive and Flexible Dialogue
Management,” 2014, pp. 365–368.
[60] M. T. Mills, “Natural Language Document and Event Association Using Stochastic
Petri Net Modeling,” 2013.
[61] “Alpha 2, a Humanoid Robot With Social Skills, Is Now on Indiegogo - IEEE
Spectrum.” [Online]. Available: https://spectrum.ieee.org/automaton/robotics/homerobots/ubtech-alpha-2-humanoid-robot. [Accessed: 15-Apr-2018].
[62] G. D. Duplessis, A. Pauchet, N. Chaignaud, and J.-P. Kotowicz, “A Conventional
Dialogue Model Based on Empirically Specified Dialogue Games,” 2015, pp. 997–
1004.
[63] J. Weizenbaum, Computer power and human reason: from judgment to calculation.
San Francisco: W. H. Freeman, 1976.
[64] “Artificial Linguistic Internet Computer Entity - Wikipedia.” [Online]. Available:
https://en.wikipedia.org/wiki/Artificial_Linguistic_Internet_Computer_Entity.
[Accessed: 15-Apr-2018].

189

[65] D. G. Bobrow, R. M. Kaplan, M. Kay, D. A. Norman, H. Thompson, and T.
Winograd, “GUS, A Frame-Driven Dia|og System,” p. 19.
[66] M. Walker and S. Whittaker, “Mixed initiative in dialogue: an investigation into
discourse segmentation,” 1990, pp. 70–78.
[67] “Alice – Tell Stories. Build Games. Learn to Program.” [Online]. Available:
https://www.alice.org/. [Accessed: 15-Apr-2018].
[68] “AIML - Wikipedia.” [Online]. Available: https://en.wikipedia.org/wiki/AIML.
[Accessed: 15-Apr-2018].
[69] “Natural

language

understanding

-

Wikipedia.”

[Online].

Available:

https://en.wikipedia.org/wiki/Natural_language_understanding. [Accessed: 15-Apr2018].
[70] R. V. Yampolskiy, “Turing Test as a Defining Feature of AI-Completeness,” in
Artificial Intelligence, Evolutionary Computing and Metaheuristics, vol. 427, X.-S.
Yang, Ed. Berlin, Heidelberg: Springer Berlin Heidelberg, 2013, pp. 3–17.
[71] S. Bird, “Natural Language Processing with Python,” p. 504.
[72] S. Schuster and C. D. Manning, “Enhanced English Universal Dependencies: An
Improved Representation for Natural Language Understanding Tasks,” p. 8.
[73] J. Nivre, J. Hajicˇ, C. D. M. Ryan, M. S. Petrov, S. P. N. Silveira, and R. T. D. Zeman,
“Universal Dependencies v1: A Multilingual Treebank Collection,” p. 8.
[74] D. R. Traum and S. Larsson, “The Information State Approach to Dialogue
Management,” in Current and New Directions in Discourse and Dialogue, Springer,
Dordrecht, 2003, pp. 325–353.

190

[75] J. K. Kiecolt-Glaser et al., “Hostile Marital Interactions, Proinflammatory Cytokine
Production, and Wound Healing,” Arch. Gen. Psychiatry, vol. 62, no. 12, p. 1377,
Dec. 2005.
[76] “Placebo,” Wikipedia. 15-Apr-2018.
[77] M. E. Wechsler et al., “Active Albuterol or Placebo, Sham Acupuncture, or No
Intervention in Asthma,” N. Engl. J. Med., vol. 365, no. 2, pp. 119–126, Jul. 2011.
[78] R. Sherman and J. Hickner, “Academic Physicians Use Placebos in Clinical Practice
and Believe in the Mind–Body Connection,” J. Gen. Intern. Med., vol. 23, no. 1, pp.
7–10, Jan. 2008.
[79] S. D. Goold and M. Lipkin, “The Doctor–Patient Relationship,” J. Gen. Intern. Med.,
vol. 14, no. Suppl 1, pp. S26–S33, Jan. 1999.
[80] A. B. Warriner, V. Kuperman, and M. Brysbaert, “Norms of valence, arousal, and
dominance for 13,915 English lemmas,” Behav. Res. Methods, vol. 45, no. 4, pp.
1191–1207, Dec. 2013.
[81] P. Ekman and W. V. Friesen, “Constants across cultures in the face and emotion.,” J.
Pers. Soc. Psychol., vol. 17, no. 2, pp. 124–129, 1971.
[82] S. H and el, “Classification of Emotions,” The Emotion Machine, 24-May-2011.
[Online].

Available:

http://www.theemotionmachine.com/classification-of-

emotions/. [Accessed: 16-Apr-2018].
[83] T. Dalgleish and M. J. Power, Eds., Handbook of cognition and emotion. Chichester,
England ; New York: Wiley, 1999.
[84] R. Plutchik, “The Nature of Emotions,” Am. Sci., vol. 89, no. 4, p. 344, 2001.

191

[85] P. Shaver, J. Schwartz, D. Kirson, and C. O’Connor, “Emotion knowledge: Further
exploration of a prototype approach.,” J. Pers. Soc. Psychol., vol. 52, no. 6, pp. 1061–
1086, 1987.
[86] W. G. Parrott, Ed., Emotions in social psychology: essential readings. Philadelphia:
Psychology Press, 2001.
[87] “Emotion recognition,” Wikipedia. 23-Feb-2018.
[88] P. Kakumanu and N. Bourbakis, “A local-global graph approach for facial expression
recognition,” in Tools with Artificial Intelligence, 2006. ICTAI’06. 18th IEEE
International Conference on, 2006, pp. 685–692.
[89] V.

A.

Petrushin,

“EMOTION

RECOGNITION

IN

SPEECH

SIGNAL:

EXPERIMENTAL STUDY, DEVELOPMENT, AND APPLICATION,” p. 5.
[90] S. Yacoub and B. Lin, “Recognition of Emotions in Interactive Voice Response
Systems,” p. 5.
[91] C.-H. Wu, Z.-J. Chuang, and Y.-C. Lin, “Emotion Recognition from Text Using
Semantic Labels and Separable Mixture Models,” vol. 5, no. 2, pp. 165–183, Jun.
2006.
[92] A. Kanavos, I. Perikos, I. Hatzilygeroudis, and A. Tsakalidis, “Emotional community
detection in social networks,” Comput. Electr. Eng., vol. 65, pp. 449–460, Jan. 2018.
[93] “AFINN.”

[Online].

Available:

http://www2.imm.dtu.dk/pubdb/views/publication_details.php?id=6010. [Accessed:
16-Apr-2018].
[94] F. Å. Nielsen, “A new ANEW: Evaluation of a word list for sentiment analysis in
microblogs,” ArXiv11032903 Cs, Mar. 2011.
192

[95] “SentiWordNet.” [Online]. Available: http://sentiwordnet.isti.cnr.it/. [Accessed: 16Apr-2018].
[96] A. Esuli and F. Sebastiani, “SENTIWORDNET: A Publicly Available Lexical
Resource for Opinion Mining,” p. 6.
[97] S. Baccianella, A. Esuli, and F. Sebastiani, “SENTIWORDNET 3.0: An Enhanced
Lexical Resource for Sentiment Analysis and Opinion Mining,” p. 5.
[98] “Opinion Mining, Sentiment Analysis, Opinion Extraction.” [Online]. Available:
https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html.

[Accessed:

16-Apr-

2018].
[99] M. Hu and B. Liu, “Mining and Summarizing Customer Reviews,” p. 10.
[100] S. Buechel and U. Hahn, “EmoBank: Studying the Impact of Annotation
Perspective and Representation Format on Dimensional Emotion Analysis,” in
Proceedings of the 15th Conference of the European Chapter of the Association for
Computational Linguistics: Volume 2, Short Papers, Valencia, Spain, 2017, pp. 578–
585.
[101] S. Buechel and U. Hahn, “Readers vs. Writers vs. Texts: Coping with Different
Perspectives of Text Understanding in Emotion Annotation,” 2017, pp. 1–12.
[102] S. M. Mohammad and P. D. Turney, “Crowdsourcing a Word-Emotion Association
Lexicon,” ArXiv13086297 Cs, Aug. 2013.
[103] S. M. Mohammad and P. D. Turney, “Emotions Evoked by Common Words and
Phrases: Using Mechanical Turk to Create an Emotion Lexicon,” p. 9.

193

[104] K. R. Scherer and H. G. Wallbott, “Evidence for universality and cultural variation
of differential emotion response patterning,” J. Pers. Soc. Psychol., vol. 66, no. 2, pp.
310–328, Feb. 1994.
[105] M. M. Bradley and P. J. Lang, “Affective norms for English words (ANEW):
Stimuli, instruction manual and affective ratings. Technical report C-1,” The Center
for Research in Psychophysiology, University of Florida, Gainesville, FL, 1999.
[106] M. M. Bradley and P. J. Lang, “Affective Norms for English Text (ANET):
Affective ratings of text and instruction manual. (Tech. Rep. No. D-1),” University
of Florida, Gainesville, FL, 2007.
[107] D. Preoţiuc-Pietro et al., “Modelling Valence and Arousal in Facebook posts,”
2016, pp. 9–15.
[108] S. Mukherjee, A. Malu, B. A.R., and P. Bhattacharyya, “TwiSent: a multistage
system for analyzing sentiment in twitter,” 2012, p. 2531.
[109] S. Mukherjee and P. Bhattacharyya, “Sentiment Analysis in Twitter with
Lightweight Discourse Analysis,” p. 18.
[110] T. Loughran and B. Mcdonald, “When Is a Liability Not a Liability? Textual
Analysis, Dictionaries, and 10-Ks,” J. Finance, vol. 66, no. 1, pp. 35–65, Feb. 2011.
[111] E. Levin, R. Pieraccini, and W. Eckert, “A stochastic model of human-machine
interaction for learning dialog strategies,” IEEE Trans. Speech Audio Process., vol.
8, no. 1, pp. 11–23, 2000.
[112] F. Moussa, M. Riahi, C. Kolski, and M. Moalla, “Interpreted Petri Nets used for
human-machine dialogue,” Integr. Comput.-Aided Eng., vol. 9, no. 1, pp. 87–98, Jan.
2002.
194

[113] V. Petukhova et al., “The DBOX corpus collection of spoken human-human and
human-machine dialogues,” in Proceedings of the Ninth International Conference on
Language Resources and Evaluation (LREC" 14), 2014.
[114] Wickens Christopher D. and Carswell C. Melody, “Information Processing,”
Handb. Hum. Factors Ergon., Feb. 2006.
[115] P. J. Haas, Stochastic Petri nets: modelling, stability, simulation. New York:
Springer, 2002.
[116] “Route inspection problem,” Wikipedia. 19-Oct-2017.
[117] “Rule-based system,” Wikipedia. 03-May-2017.

195

COPYRIGHT BY
STAVROS MALLIOS
2018

