It is well-known that the remaining term of any n-point interpolatory quadrature rule such as Gauss-Legendre quadrature formula depends on at least an n-order derivative of the integrand function, which is of no use if the integrand is not smooth enough and requires a lot of differentiation for large n. In this paper, by defining a specific linear kernel, we resolve this problem and obtain new bounds for the error of Gauss-Legendre quadrature rules. The advantage of the obtained bounds is that they do not depend on the norms of the integrand function. Some illustrative examples are given in this direction.
Introduction
A general n-point quadrature formula is denoted by 
where {x k,n } n k=1
and {w k,n } n k=1
are respectively nodes and weight coefficients and R n [ f ] is the corresponding error [2, 9] . Let Π d be the set of algebraic polynomials of degree at most d. The quadrature formula (1) has degree of exactness d if for every p ∈ Π d we have R n [p] = 0. In addition, if R n [p] 0 for some Π d+1 , formula (1) has precise degree of exactness d. The convergence order of quadrature rule (1) depends on the smoothness of the function f as well as on its degree of exactness. It is well known that for given mutually different nodes {x k,n } n k=1
we can always achieve a degree of exactness d = n − 1 by interpolating at these nodes and integrating the interpolated polynomial instead of f . Namely, taking the node polynomial
by integrating the Lagrange interpolation formula
f (x k,n )L(x; x k,n ) + r n ( f ; x), where L(x; x k,n ) = Ψ n (x) Ψ n (x k,n )(x − x k,n ) (k = 1, 2, ..., n),
we obtain (1), with
x − x k,n dx (k = 1, 2, ..., n), and
It is clear that if f ∈ Π n−1 then r n ( f ; x) = 0 and therefore R n [ f ] = 0. Quadrature formulae obtained in this way are known as interpolatory [9, 16] . A main problem in an n-point interpolatory quadrature is that the remaining term depends on at least an n-order derivative of the integrand function which is of no use if the integrand is not smooth enough and requires a lot of differentiation and calculation for large n. Hence, many authors prefer to use other techniques including lower order derivatives [1, 3, 4, 6, 17, 23] . For example, if only f ∈ C 1 [a, b] , then the error term would strongly tend to zero for a large class of quadrature rules [5, 7] . One of the important cases of interpolatory quadratures is the Gauss-Legendre formula which can be constructed via Hermite interpolation [16] . As we pointed out, since the remaining term of this formula depends on a high 2n-order derivative of the integrand function [22] , many people have used other techniques e.g. [8, 10, [19] [20] [21] . In [11] , Gautschi and Varga used the contour integral representation of the remainder term for analytic integrands. Hunter in [12] improved the results of [11] giving a sharper inequality. However, a main concern in their technique is that, in most cases, it is hard to obtain the explicit forms of the bounds due to much complexity [18, p. 803] . In this paper, we consider a new approach to estimate the error term of any arbitrary interpolatory quadrature, including Gauss-Legendre rule, which is based on defining a linear generating kernel and the known values of the nodes and weight coefficients when the first derivative of the integrand function is bounded between two real functions. In other words, by defining a specific linear kernel we obtain a unified error bound for any interpolatory quadrature rule and consider the Gauss-Legendre quadrature as a special case in this direction. The advantage of linear kernels is that one can easily and explicitly compute the values L 1 -norm, L ∞ -norm and also their maximum and minimum. In the next section, we describe some notations and integral inequalities, which are related to results of this paper. We also study the general properties of a linear kernel in a parametric form. In section 2, we prove three main theorems by which one can estimate the residue of an interpolatory quadrature rule, independent of the integrand function and its derivatives. Finally in section 3, the results of the presented theorems are employed on two particular cases of Gauss-Legendre rules for n = 2, 3. 
Preliminaries and Notations
Let A = (a 1 , a 2 , ... , a m ) and H = (h 1 , h 2 , ... , h m−1 ), where α < h 1 < h 2 < ... < h m−1 < β, be two real sequences.
The following piecewise continuous function is known as a linear generating kernel on the interval [α, β]
The main advantage of the kernel (2) is that its L 1 -norm, L ∞ -norm and its maximum and minimum are explicitly computable on [α, β] as follows And by noting this general fact that
Finally the maximum and minimum of the kernel (2) can be computed in the forms
Error bounds for interpolatory quadrature rules
Let us consider the error functional of an interpolatory quadrature as
where a < x 1,n < x 2,n < ... < x n,n < b and {w n,k } n k=0
are solutions of the linear system
and then define a particular case of the linear kernel (2) on [a, b] as
From (6), the following identity can be directly verified
Theorem 2.
, then by noting the elements of the kernel (6), the error functional (4) can be bounded as
with x 0,n = a, x n+1,n = b and
Proof. By referring to relation (4) and the identity (7) first we have
Also, the assumption α(t) ≤ f (t) ≤ β(t) gives
Hence, from (8) and (9) one can conclude that
, {w k,n } n k=1
After re-arranging (10) we eventually obtain
is a straightforward condition in theorem 2.1, sometimes one might not be able to easily obtain both bounds of α(x) and β(x) for f . In this case, we can make use of two analogue theorems. The first one would be helpful when f is unbounded from above and the second one would be helpful when f is unbounded from below.
where
, with x 0,n = a, x n+1,n = b and
After re-arranging (12), the main inequality (11) will be derived.
After re-arranging (14), the main inequality (13) will be derived.
Remark 2.5.
Recently in [15] we have applied the results of theorems 2.1, 2.3 and 2.4 for all closed and open Newton-Cotes quadrature rules, see also [13, 14] . For the closed type of Newton-Cotes formulae residue
where h = b−a n and {w i,n } n i=0
we defined a particular case of the linear kernel (2) on [a, b] as
And for the residue of the open type of Newton-Cotes formulae
Remark 2.6. An important advantage in all theorems 2.1, 2.3 and 2.4 is that necessary computations for obtaining the bounds {m
and {M
are just in terms of the two functions α(x), β(x) not in terms of f and its derivatives while other works ( [1] [2] [3] [4] [5] [6] [7] , [17, 23] ) contain a variety of norms ( like || f || 1 ,|| f || 2 and || f || ∞ ), which are rather difficult to calculate.
Error bounds for Gauss-Legendre quadrature rules
One of the important cases in interpolatory quadrature rules is the Gauss-Legendre quadrature formula which can be constructed via Hermit interpolation [16] . The Legendre polynomials
orthogonal with respect to the constant weight function have n real and distinct zeros {x k,n } n k=1
with increasing order on [−1, 1]. The general form of Gauss-Legendre quadrature is denoted by
In [22] it is pointed out that the error in (15) is unsuitable in practice as the derivative of order 2n may be difficult to calculate and the actual error may be much less than a bound established by a high derivative of fixed order 2n. By noting (15) , the linear kernel corresponding to Gauss-Legendre quadratures takes the form
In this section, we consider the results of theorems 2.1, 2.3 and 2.4 for two and three point Gauss-Legendre rules.
Example 3.1. Error bounds for two point Gauss-Legendre rule.
For n = 2, the residue of 2-point Gauss-Legendre formula is as
and replacing its values in (16) gives the corresponding linear kernel as
Hence, by applying theorem 2.1 for (17) we obtain 
and applying theorem 2.3 for (17) we get
. Finally applying theorem 3 for (17) yields
Example 3.2. Error bounds for three point Gauss-Legendre rule.
For n = 3, the residue of 3-point Gauss-Legendre formula is as 
