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Résumé
Les serveurs Internet sont des logiiels qui présentent des aratéristiques partiulières
ar ils doivent répondre aux demandes d'un grand nombre de lients distants, supporter
l'évolution du nombre de lients qui peut être brusque et importante et être robuste ar ils
ne doivent jamais s'arrêter.
Les modèles de onurrene permettent d'entrelaer les traitements d'un grand nombre
de lients. Leur variété tient à l'utilisation de onepts de programmation diérents (en-
trées/sorties, proessus) et aux divergenes d'organisation du ode, ependant auun onsen-
sus ne se dégage sur un meilleur modèle. Pour s'abstraire du modèle de onurrene, je
propose dans ette thèse un modèle de développement de serveurs Internet. Il produit auto-
matiquement par génération le ode onurrent.
Les outils de vériation formelle permettent d'aroître la sûreté des logiiels. Toutefois,
il est néessaire de fournir un modèle simple du logiiel pour rendre possible la vériation.
Le modèle de développement de serveurs que je propose est utilisé pour générer automati-
quement le serveur et son modèle formel. Ce qui permet d'augmenter la sûreté du modèle
vis-à-vis de l'appliation qu'il modélise.
Enn omme la leture/déodage d'une requête liente dépend du modèle de onurrene
je propose d'utiliser Tatoo un générateur d'analyseur syntaxique. Tatoo s'abstrait de e
problème et automatise le développement du déodage. Des analyseurs indépendants du
type des E/S sont générés en fontion du protoole.
Ces ontributions ont donné lieu à une implantation et intégration dans Saburo une  fa-
brique  de serveurs Internet en Java.
Mots lés : Serveurs Internet, modèle de onurrene, modèle de développement, analyseur




Internet servers are softwares with spei features. Indeed, they answer requests of wide
and distant lients, support the ustomer evolution and must be robust as they never stop.
The onurreny models allow to interleave the statements of wide ustomers. Dierent
onepts of programming (inputs / outputs and proess) and various organizations of ode
imply a large panel of models. However, no general agreement frees on a better model. To
abstrat the onurreny model, I propose a development model of Internet servers. My
model produes automatially onurreny ode using a generation approah.
Model hekers allow to inrease the software safety. Nevertheless, it is neessary to provide
a simple model of software to hek it. I propose to use my development model of servers in
order to generate the server automatially and its formal model. This allows to inrease the
model safety in relation with the appliation whih it models.
Finally, as the request parsing depends on the onurreny model, I propose to use
Tatoo, a parser generator. Tatoo abstrats himself from this dependeny and automatizes
the development of parsing. Independent parsers of the I/O type are generated aording to
the protool.
These ontributions rise to an implementation in Saburo, an Internet servers fatory in
Java.
Keywords : Internet servers, onurreny model, software engineering, ompiler, formal
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1.
Introdution et motivation
L'explosion d'Internet durant ette dernière déennie est marquée par le déploiement sur
une grande éhelle d'un très grand nombre de servies [27℄. Pas seulement dominés par des
sites Web au ontenu statique, les servies Internet sont maintenant aussi divers que des
sites marhands en ligne (Amazon), des messageries instantanées (MiroSoft Network Mes-
senger), du partage pair-à-pair de hiers (Bittorent), de la diusion de ontenu multimédia
(radio en ligne) ou enn, de l'hébergement d'appliations (Appliation Servie Provider).
Contrairement aux sites à ontenu statique, es nouveaux types de servies ont reours à des
aluls signiatifs té serveur ainsi qu'à d'importantes opérations d'entrées / sorties (E/S)
pour répondre à la requête d'un lient. De plus pour délivrer es nouveaux servies, d'autres
systèmes sont requis pour stoker des données (bases de données), aélérer les transations
(ahes), assurer la ondentialité des données (servies d'authentiation) ou enn, faili-
ter l'aès, la onguration et l'utilisation de es servies (interfaes Web). Parallèlement,
es nouveaux servies doivent aussi faire fae à l'augmentation importante des utilisateurs
d'Internet en étant robustes, 'est-à-dire exempts de  omportements non désirés , et en
agissant orretement aux demandes de es très nombreux lients, qui sont potentiellement
des millions !
Les servies Internet sont devenus de plus en plus importants aussi bien pour les indus-
triels que pour les partiuliers. Ainsi, les industriels utilisent des appliations Internet pour
le ommere en ligne (e-ommere), la gestion des haînes de prodution ou elle des res-
soures humaines (andidatures en ligne). De même, beauoup de partiuliers onsidèrent la
messagerie életronique et les aès au Web omme devenus indispensables. Cette  dépen-
dane  met en exergue les propriétés de disponibilité, de montée en harge et de apaité à
supporter longtemps des harges importantes des diérents servies Internet. En eet, er-
tains sites très populaires présentent, lors des pis d'aès, des ralentissements importants
et dérangeants pour leurs utilisateurs. Ainsi en 2001, durant une semaine, le servie MSN
(MiroSoft Network) a subi des ralentissements onséquents qui ont entraîné des déonne-
tions intempestives du servie de messagerie instantanée [110℄.
Plus le nombre de personnes onnetées à Internet ontinuera à roître, plus les servies
15
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Internet devront avoir des omportements exemplaires et robustes fae aux variations fré-
quentes et brusques de la harge.
Ainsi parmi les servies les plus populaires, les sites d'information en ligne sont sujets, en
fontion de leurs ontenus et de l'atualité, à de très fortes variations du nombre de visiteurs
pouvant parfois atteindre des fateurs d'ordre 20 en quelques minutes [64℄.
Les servies Internet sont fournis par des serveurs logiiels qui tentent de satisfaire les
demandes des diérents lients. Le développement d'un serveur Internet doit don prendre
en ompte e problème sans préédent qu'est le support d'un grand nombre d'utilisateurs
aédant simultanément à un seul servie. En plus de ette onurrene massive, le dévelop-
pement d'un serveur Internet doit tenter de résoudre les problèmes de robustesse fae à la
harge, d'hébergement sur des mahines hétérogènes, de génération de ontenu dynamique
ou enn, d'évolution des fontionnalités fournies. De plus, les modèles de onurrene vont
avoir des oûts plus ou moins importants en ressoures. Par exemple, un serveur Internet
peut être utilisé pour ongurer un pda ou répondre aux requêtes de milliers de lients sur
une mahine multi-proesseurs. Les ressoures disponibles et utilisées vont alors être extrê-
mement variables. Pour toutes es raisons, le développement d'un serveur Internet n'est pas
simple et requiert beauoup d'investissement humain et nanier.
1.1 Problématique
Tehniquement, les diérentes ations (onnexions, reherhes, aluls, et.) onurrentes
eetuées sur un serveur Internet vont se traduire invariablement par des opérations d'E/S
sur des interfaes réseaux et sur le disque dur ainsi que des aluls sur la mahine d'héber-
gement. An d'entrelaer les traitements (E/S et aluls) des diérentes requêtes lientes
onurrentes, on utilise traditionnellement des proessus ou des proessus légers. Cepen-
dant, ette approhe implique un oût important en terme d'empreinte mémoire, en temps
d'ordonnanement ou en nombre de basules du proesseur entre les diérents proessus à
exéuter [1, 41, 85℄. Pratiquement, on peut remarquer une baisse des performanes des ser-
veurs Internet qui utilisent un modèle réant et attribuant un proessus léger par onnexion
entrante (voir Fig. 1.1). Dans e modèle, plus le nombre de lients va augmenter et plus le
nombre de proessus légers va augmenter. Jusqu'à un ertain seuil les performanes de es
serveurs vont roître mais, passer e seuil. . .
Une autre approhe onsiste à utiliser des E/S non bloquantes mais, e type d'E/S est
diile à utiliser ar il est néessaire de gérer manuellement la sauvegarde des ontextes [1,
11, 12, 41℄. De plus, il existe atuellement plusieurs arhitetures matérielles possibles : (i)
mahines mono-proesseur, (ii) mahines multi-proesseurs, (iii) lusters, (iv) pda, et. ainsi
que plusieurs tehniques d'entrelaements des traitements de requêtes onurrentes, appelées
modèles de onurrene. Pratiquement, les modèles de onurrene vont avoir des oûts plus
ou moins importants en ressoures. Ainsi, un serveur Internet peut être utilisé pour on-
gurer un pda via une onnexion réseau ou tenter de répondre aux requêtes de milliers de






















Fig. 1.1  Variation des performanes en fontion du nombre de proessus légers.
lients sur une mahine multi-proesseurs. Les ressoures disponibles vont alors être extrême-
ment diverses et le serveur Internet devra s'adapter aux besoins des lients et aux ressoures
disponibles. Pour haune des arhitetures matérielles existantes, il existe un modèle de
onurrene donné permettant d'exhiber les meilleures performanes possibles et qui répond
exatement aux demandes du développeur. Comme les serveurs Internet sont hébergés sur
des mahines hétérogènes, il est don néessaire d'adapter le plus failement et rapidemment
possible le modèle de onurrene en fontion de l'arhiteture matérielle sous-jaente an
de satisfaire le maximum de lient en un minimum de temps et les besoins du développeur.
Cependant, la plupart des travaux de reherhe sur les serveurs Internet se foalise sur
l'optimisation des performanes [12, 86, 88, 114℄. Du fait des nombreuses optimisations de
ode, de l'imbriation de la partie  métier  et des diérentes préoupations (dont la
onurrene) le ode soure des serveurs Internet est diilement lisible, maintenable et évo-
lutif. C'est pourquoi pour adapter le modèle de onurrene à haque arhiteture matérielle
sous-jaente, il est néessaire de redévelopper de  bout en bout  le même serveur Internet.
Il y a don un véritable manque de rationalisation en temps et en oût de développement de
e type d'appliation [109, 111℄.
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1.2 Contribution
Durant ma thèse de dotorat, j'ai tenté de résoudre le problème de rationalisation du
développement des serveurs Internet en proposant une arhiteture de  fabrique  de serveurs
Internet. Par extension naturelle ela permet également d'augmenter la sûreté des serveurs
ainsi produits.
1.2.1 Saburo, une fabrique de serveurs Internet
L'idée entrale développée durant ma thèse de dotorat est l'appliation du prinipe de
séparation des préoupations [50℄ pour failiter le développement de serveurs Internet.
Pour atteindre e but, j'ai tout d'abord herhé à identier les prinipales aratéristiques
de développement de haque modèle de onurrene existant. Pour se faire, j'ai proposé
une lassiation des modèles de onurrene (voir Fig. 1.2 et setion 2.3) pour en failiter
l'étude [69℄. Il existe d'autres lassiations des modèles de onurrene [1, 86, 114℄, mais
elle que je propose est plus simple et se base sur deux ritères que je onsidère omme
prépondérants dans la spéiation d'un modèle de onurrene :
• le type d'E/S (bloquantes ou non-bloquantes) ;
• l'utilisation des proessus (un seul proessus, oopération ou ompétition).
En eet, l'utilisation de es ritères m'a permis de m'abstraire de toutes les variantes


























Fig. 1.2  Classiation des modèles de onurrene
Puis en étudiant diérentes implantations [7, 86, 109, 114℄ de es modèles de onurrene,
j'ai réussi à extraire des  patrons de oneption  de onurrene pour haun de es modèles
(voir setion 3.1.2). En eet, j'ai remarqué que le ode  métier  du serveur ne va pas
dépendre du modèle de onurrene hoisi ontrairement à la struture du ode, du mode
des E/S et de l'utilisation des proessus [68, 70℄.
Dénition 1.1 Patron de oneption
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Les patrons de oneption dérivent des solutions standards pour répondre à des problèmes
d'arhiteture et de oneption des logiiels.
J'ai ensuite proposé un modèle de spéiation de serveurs Internet qui me permet de






Fig. 1.3  Graphe de synhronisation et de ommuniation d'un serveur HTTP
Ce graphe représente l'ensemble des opérations de synhronisation présent dans le serveur
Internet à développer. Les n÷uds, appelés stage en référene à l'arhiteture SEDA [109℄
(Staged Event-Driven Arhiteture), vont représenter une suite d'instrutions fournissant un
traitement fondamental du serveur (E/S sur une onnexion réseau, aueil d'un nouveau
lient, et.). Les deux aratéristiques très importantes de es bouts de ode sont :
• l'absene de toute synhronisation (représentée par le graphe) ;
• une seule opération d'E/S possible dans le ode d'un stage.
Enn à l'aide des générateurs de ode qui sont fournis par ma  fabrique  et qui gé-
nérent le ode dépendant du modèle de onurrene hoisi, je suis apable de tisser le ode
 métier , ii les stages, et le ode onurrent pour obtenir un serveur Internet pleinement
fontionnel [68, 70℄. L'opération de tissage a pour but d'entrelaer automatiquement le ode
métier et le ode de onurrene dans le but de produire le serveur.
L'originalité de mon approhe est qu'à partir d'une spéiation délarative de la stru-
ture d'un serveur Internet je suis apable de générer le ode soure d'un  aspet  global
d'un serveur Internet : son modèle de onurrene. Cette approhe similaire à la programma-
tion par aspets, spéique à mes besoins, a le mérite d'être mise en ÷uvre très simplement,
par une extension naturelle du patron de oneption visiteur [37℄ (mes générateurs) sur
la spéiation abstraite du serveur Internet (le graphe orienté, les stages et le modèle de
onurrene). Plus prosaïquement et vue l'absene de onsensus sur le meilleur modèle de
onurrene [11, 41, 85℄, son intérêt est de passer très failement et de manière transparente
d'un modèle de onurrene à un autre en fontion des besoins et de la plateforme. Elle ore
une diminution du temps de développement et permet aux développeurs de se onsarer à
l'enrihissement du servie fourni, à l'ajout de fontionnalités ou à l'amélioration de la sû-
reté du serveur. Elle permet aussi d'éviter un grand nombre d'erreurs de programmation et
d'améliorer la sûreté des serveurs Internet ainsi obtenus ar le ode onurrent, traditionnel-
lement sujet à de nombreux omportements non désirés, est produit automatiquement. De
plus, le ode obtenu par génération est un ode dédié qui ore de meilleures performanes
qu'un ode générique. Enn, mon approhe est évolutive ar, par simple ajout de générateurs,
il est possible de prendre en ompte de nouveaux ouples arhitetures matérielles - modèles
de onurrenes.
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J'ai illustré ma méthode de développement en réalisant un prototype de  fabrique  de
serveurs Internet en Java, nommé Saburo [68, 70, 71℄ (présentée dans la setion 3.2). Saburo
est une bibliothèque Java qui permet de délarer le graphe de spéiation et les stages
d'un serveur Internet. Elle permet aussi de fournir des lasses d'enapsulation permettant de
simplier l'utilisation de l'API NIO [104℄ qui fournit des E/S bloquantes et non bloquantes
mais qui est omplexe d'utilisation. Elle ore des générateurs de ode pour les diérents
modèles de onurrene que j'ai dénis préédemment (voir Fig. 1.2) ainsi que quelques
stages de base réutilisables  sur étagères . Enn, elle fournit une interfae XML (eXtensible
Markup Language) basée sur l'outils Ant [6℄ pour simplier la spéiation et la génération
automatique d'un serveur Internet.
1.2.2 Vériation automatique de serveurs Internet
An d'augmenter la sûreté d'une appliation, il existe des outils de vériation automa-
tique, appelés model hekers. Cependant, leur utilisation reste bien souvent antonnée au
monde aadémique ou aux appliations industrielles sensibles (logiiel de gestion du ÷ur
des entrales nuléaires d'EDF par exemple) du fait d'un formalisme perçu omme diile.
De plus, lors de la vériation automatique d'un système, es méthodes vont réaliser une
exploration exhaustive, i.e. ombinatoire, de tous les états de la représentation formelle de
elui-i pour tester et déverminer toutes les situations possibles.
Plus le système va être omplexe et plus le nombre d'états de sa représentation formelle
va être important !
Pour résoudre e problème d'explosion du nombre d'états, il est néessaire d'érire une
abstration d'un programme pour qu'il soit failement vériable par un outil de vériation
automatique.
L'ériture d'une bonne abstration est importante et diile ar il est néessaire de réali-
ser un ompromis entre le nombre d'états dans l'abstration et l'intérêt des résultats obtenus
lors de la vériation. En partiulier l'abstration doit être sûre vis-à-vis des propriétés à
vérier, 'est-à-dire que la présene d'une erreur dans le programme original doit également
être retrouvée dans l'abstration. Atuellement, l'abstration est souvent spéiée à la main
e qui peut introduire un biais entre le modèle et l'appliation qu'il modélise, i.e. l'abstration




Fig. 1.4  Abstration spéiée manuellement
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Je pense qu'il est préférable que l'abstration soit obtenue automatiquement à partir du
système à vérier pour garantir la sûreté de l'abstration vis-à-vis de l'appliation.
Il existe des logiiels générant automatiquement des abstrations sûres (voir Fig. 1.5)
pour n'importe quel programme C ou Java [4, 28, 44℄. Ces approhes générales néessitent
de spéier formellement des règles d'extration de l'abstration en fontion des diérentes





Fig. 1.5  Abstration obtenue automatiquement à partir de l'appliation
Je pense que devoir spéiier formellement es diérentes règles nuit à l'utilisation de
tels outils !
Plus généralement, je pense que proposer des générateurs d'abstrations spéiques à
des domaines préis, tels les serveurs Internet [71℄, les appliations distribuées [57℄ ou les
interfaes graphiques [14℄, évite la spéiation des propriétés que l'on souhaite vérier ar
elles dépendent la plupart du temps du domaine, simplie le développement des générateurs
et améliore la sûreté des abstrations vis-à-vis du système.
C'est pourquoi, j'ai réutilisé le graphe de spéiation d'un serveur Internet (voir se-
tion 1.2.1) ainsi que les modèles de onurrene omme langage d'entrée d'un générateur
automatique d'abstration sûre. Le ode des diérents stages n'est pas néessaire pour obte-
nir l'abstration du serveur Internet ar l'ensemble des opérations de synhronisation et de
ommuniation présentes dans un serveur Internet sont modélisées via e graphe de spéi-
ation. Ces informations vont être susantes pour la vériation des propriétés prinipales
d'un serveur Internet que sont :
• l'absene d'interbloage ;
• l'atteignabilité de tous les états du système.
Similairement à la génération automatique du serveur, la génération automatique d'abs-
tration sûre va utiliser des  patrons de oneption  assoiés à haque modèle de onur-
rene. Ces patrons de oneption vont permettre de modéliser les intérations entre les stages
ainsi que le type d'utilisation des proessus dans l'abstration. Enn, il faut noter que l'abs-
tration et le serveur Internet fontionnel sont obtenus automatiquement à partir d'une
même spéiation (voir Fig. 1.6).
Cette approhe permet d'obtenir automatiquement les abstrations sans avoir à spéier
les propriétés à vérier mais, pour aroître la sûreté de l'appliation, il est possible d'ajouter
des propriétés supplémentaires à vérier, sous forme de formules de logique temporelle. La






Fig. 1.6  Abstration et appliation obtenues automatiquement d'une unique spéiation
sûreté de l'abstration vis-à-vis de l'appliation qu'elle modélise est garantie par les dié-
rents générateurs que je fournis. Enn, ette approhe desendante [14, 57, 71℄ permet de
simplier onsidérablement le développement des générateurs d'abstration omparativement
à des méthodes asendantes [4, 28, 44℄. En eet, le langage d'entrée, dans mon as le graphe
de spéiation du serveur et le modèle de onurrene, est extrêmement simple omparati-
vement à un langage de programmation omplet tel que le C ou le Java.
J'ai illustré ette méthode d'obtention automatique d'abstration sûre pour les serveurs
Internet développés à l'aide de Saburo en fournissant des générateurs d'abstration sûre vers
le langage Promela [71℄, langage d'entrée du model heker SPIN [47℄.
1.2.3 Génération automatique de l'analyse syntaxique
Lors du développement d'un serveur HTTP (HyperText Transfer Protool) simple, je me
suis rendu ompte que l'implantation de la phase de déodage des requêtes lientes était
longue, fastidieuse, sans réelle diulté tehnique (le plus dur étant de respeter srupuleu-
sement le langage de ommuniation entre le serveur et les lients) et surtout extrêmement
répétitive !
De plus selon le type des E/S, non bloquantes ou bloquantes, le ode se diérenie
par la sauvegarde ou non du ontexte du déodage de la requête. En eet, les E/S non
bloquantes se basent sur l'enregistrement de bouts de ode qui sont exéutés lorsque survient
l'événement d'E/S qui les intéresse. Par exemple, si un événement de leture se produit, le
leteur enregistré pour et événement va être réveillé et reevoir le ot de données provenant
de l'interfae d'E/S. Si le ot de données se tarit, deux as se présentent :
• soit la n du ot, marquée expliitement, est atteinte et le leteur assoié est désenre-
gistré ;
• soit il est mis en sommeil en attendant d'être réveillé lorsque de nouvelles données
seront disponibles.
Par exemple lors de la leture d'un mot w, le leteur peut être arrêté à un préxe pw de
e mot ar la suite du mot w n'est pas disponible. Après une période d'attente tw, le leteur
est réveillé ar un fateur fw du mot w est nouvellement disponible (voir Fig. 1.7).
Inversement, dans le as d'E/S bloquantes, la routine de leture va extraire les données
de l'interfae d'E/S. Lorsque le ot de données se tarit, deux as se présentent :
• soit la n du ot est atteinte et l'instrution de leture peut fermer l'interfae d'E/S ;




Fig. 1.7  Leture non-bloquante d'un mot w
• soit elle attend ativement que de nouvelles données soient disponibles.
Par exemple lors de la leture du mot w, le leteur peut être arrêté à un préxe pw de
e mot ar la suite du mot w n'est pas disponible. Pendant une période d'attente tw, le







Fig. 1.8  Leture bloquante d'un mot w
Comme la prinipale motivation de ma thèse est de fournir une méthode et des outils qui
permettent de passer très failement et de manière transparente d'un modèle de onurrene
à un autre et que j'ai aratérisé les modèles de onurrene en fontion du type de leurs
E/S et de leur gestion des proessus (setion 1.2.1). Il m'est don néessaire, pour répondre
à mon objetif, de proposer une méthode qui permette de s'abstraire du type des E/S uti-
lisées par le modèle de onurrene. De plus en s'insrivant dans l'idée d'une fabrique de
serveur Internet, je vais utiliser des outils de génération automatique de ode soure pour
automatiser le développement du déodage des requêtes lientes [22℄.
Pour se faire, je me suis basé sur l'ensemble des règles et des proédures à respeter
pour émettre ou reevoir des informations sur le réseau et qui dénissent le protoole de
ommuniation. De même que pour les langues naturelles, un protoole de ommuniation
va être déni par un ditionnaire, une grammaire et une sémantique :
• le ditionnaire est l'ensemble des mots du langage. Les mots sont des séquenes de
symboles hoisis sur un alphabet ;
• la grammaire dénit les règles de syntaxe du protoole 'est-à-dire, les règles qui per-
mettent de onstruire des énonés orrets. Elle est normative ;
• la sémantique donne un sens aux énonés onstruits via la grammaire mais, dans le
as d'un protoole de ommuniation, elle représente les ations à eetuer en fontion
de la requête d'un lient.
A partir des desriptions formelles du ditionnaire et de la grammaire d'un protoole de
ommuniation, standardisées sous forme de RFC (Request For Comments), et à l'aide de
Tatoo, un générateur d'analyseur syntaxique [23℄, j'ai pu obtenir automatiquement le ode
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analysant les requêtes lientes [22℄. Tatoo, ontrairement aux prinipaux générateurs d'ana-
lyseurs syntaxiques atuels [36, 60, 90℄, permet de générer automatiquement des analyseurs
lexiaux et syntaxiques ompatibles ave des E/S bloquantes et non bloquantes.
J'ai déjà souligné l'intérêt prinipal de ette approhe qui est l'adaptation automatique de
la phase de déodage des requêtes lientes au type des E/S (bloquantes ou non bloquantes) et
don au modèle de onurrene. Elle ore aussi une diminution du temps de développement
e qui permet d'augmenter la produtivité des développeurs. Elle permet d'éviter des erreurs
de programmation dues à des erreurs humaines lors du développement de es portions de
ode e qui augmente la sûreté du serveur Internet ainsi produit.
Dans le but d'illustrer ette approhe, j'ai spéié les prinipales aratéristiques nées-
saire aux analyseurs syntaxiques que l'on souhaite embarquer au sein de serveurs Internet.
Ces besoins (ompatibles ave des E/S bloquantes et non bloquantes, gestion mémoire, et.)
ont guidé la réalisation d'un générateur d'analyseurs syntaxique nommé Tatoo [23℄ ar au-
un générateur d'analyseurs atuel ne répondait à es ontraintes partiulières. J'ai ensuite
réalisé l'assoiation de Saburo et Tatoo [22℄ et j'ai développé un serveur HTTP simple (voir
setion 5.3.2) qui me permet de montrer la faisabilité de ma méthode de développement et
de ette assoiation.
1.2.4 Une ontribution à la programmation générative
Outre la rationalisation du développement de serveurs Internet et l'amélioration de la
sûreté de es appliations via la génération automatique de ode et l'intégration d'outils de
model heking, l'intérêt de tous es travaux est de donner une illustration de la program-
mation générative pour une famille d'appliations bien partiulière, les serveurs Internet. En
ela, je rejoins [89℄ et je fournis un exemple, via Saburo, de fabrique d'appliations qui est
l'idée forte de ette approhe pour la prodution d'appliations ouvertes et évolutives.
1.2.4.1 Fabrique de logiiels
Je suis onvainu que pour assurer une meilleure évolution et surêté lors du développe-
ment de logiiels, il est essentiel qu'une grande partie des appliations soit produite automa-
tiquement via des générateurs de ode. Ces générateurs de ode vont systématiser l'appli-
ation, pour une même famille de logiiels, de patrons de oneption ou de préoupations
orthogonales à l'appliation de base, telle que la persistane ou la onurrene. Cette ap-
prohe de programmation générative va hanger l'appliation des patrons de oneption qui,
traditionnellement, est laissée à l'interprétation des développeurs et dont l'implantation est
eetuée a posteriori, 'est-à-dire lors du développement de l'appliation. Ii, les divers pa-
trons de oneption néessaires à une famille d'appliations vont être identiés à l'avane
et appliqués automatiquement par les générateurs de ode. Cette approhe permet au déve-
loppeur de se onsarer exlusivement aux parties  métiers  de son appliation. De plus,
la maintenane et l'évolution des appliations sont grandement failitées ar les générateurs
vont produire les parties des appliations les plus sensibles aux évolutions tehnologiques.
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Il sut de les modier pour prendre en ompte de nouvelles évolutions ou demandes dans
toutes les appliations qu'ils ont produites.
1.2.4.2 Modèles dédiés par opposition à modèles génériques
Je suis persuadé de l'intérêt d'une approhe par famille d'appliations, plutt qu'une
approhe basée sur la notion de modèle générique telle que les tehnologies par omposants
EJB (Enterprise JavaBeans) ou enore l'approhe UML (Unied Modelling Language). En
eet omme d'autres travaux [15, 89℄, il me semble préférable de dénir un modèle adapté au
 ÷ur de métier  sous-jaent ar il s'abstrait des aspets tehniques ou implantatoires pour
mieux identier les notions spéiques assoiées à la famille d'appliations, 'est-à-dire à un
métier partiulier. Saburo est un exemple de ette approhe dédié aux serveurs Internet. Plus
généralement, je pense que les modèles doivent être abstraits, 'est-à-dire indépendants de
toutes tehnologies, et dédiés à des domaines partiuliers plutt qu'à des modèles génériques
universels. En eet, répondre aux évolutions tehnologiques et aux demandes des utilisateurs
très rapidement devient un véritable dé que les modèles universels peuvent diilement
relever.
1.2.4.3 Séparation des préoupations
Enn, je suis onvainu que l'approhe par séparation des préoupations est une idée
prépondérante pour le futur du développement de logiiels. L'intérêt de ette approhe vient
d'une idée fondamentale en informatique qui est le développement inrémental d'une applia-
tion, i.e. par étapes suessives. La programmation par aspets a donné les moyens d'une telle
approhe et a répondu aux besoins d'intégration de fontionnalités non prévues initialement,
de retours fréquents entre la phase d'implantation et la phase de spéiation, de mainte-
nane des appliations, de modiations suessives et enn, de rédution de la omplexité
des appliations et de leurs environnements d'exéution. Tout ela explique le suès de ette
nouvelle thématique qu'est la programmation par séparation des préoupations, dont la
programmation par aspets est l'une des solutions. Je pense que la dénition de préoupa-
tions de plus en plus omplexes ainsi que le problème de réutilisation d'une préoupation
dans un autre modèle néessitera le reours à l'ingénierie dirigée par des modèles.
1.3 Organisation du manusrit
La suite de e manusrit se déompose en trois grandes parties. Tout d'abord, je vais pré-
senter Saburo, ma  fabrique  de serveurs Internet, ainsi qu'un exemple de son utilisation
via le développement d'un serveur HTTP simple. Puis, je vais présenter deux extensions à
Saburo permettant d'aroître la sûreté des serveurs Internet produits. La première extension
est la proposition d'une méthode desendante de génération automatique d'abstration sûre
de serveurs Internet développés à l'aide de Saburo. La seonde extension est l'intégration
de Tatoo, un générateur d'analyseur syntaxique [23℄, à Saburo, an de générer automati-
quement la phase de déodage des requêtes d'un lient. Enn, je vais détailler les aspets
tehniques pour développer un serveur Internet performant en Java. Je vais les appliquer
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dans un générateur de ode de Saburo an de montrer que l'on peut obtenir un serveur très
performant. Je vais enn omparer e serveur à d'autres serveurs pour valider pratiquement
mon approhe.
Le hapitre 2 présente les proessus et les proessus légers onepts de base de la onurrene
au sein des systèmes informatiques. En eet, dans de nombreuses appliations, des ativités
multiples ont lieu simultanément et es deux modèles oneptuels ont été introduits an de
failiter le partage du proesseur, le développement et le  déverminage  de e parallè-
lisme logiiel. Une autre motivation à l'introdution des proessus est la nature bloquante
de ertaines des ativités d'une appliation (par exemple, la leture sur une onnexion ré-
seau). Lorsqu'une telle ativité se produit au sein d'un proessus, le proesseur peut alors
être attribué à un autre proessus et son utilisation sera ainsi optimisée dans une applia-
tion. Néanmoins, il est maintenant de plus en plus ourant que la leture et l'ériture sur
les interfaes d'E/S soient des opérations non bloquantes. C'est pourquoi je vais présenter
les diérents modèles d'E/S existants atuellement. Enn, je donnerai une lassiation des
diérents modèles de onurrene en fontion de deux ritères que je trouve prépondérants :
(i) le type des E/S et (ii) l'utilisation des proessus.
Le hapitre 3 présente mon modèle de développement de serveurs Internet ainsi qu'un proto-
type Java nommé Saburo. Saburo tente de répondre pratiquement à de nouvelles exigenes
provenant, pour la plupart, de ontraintes liées : (i) au temps de développement, (ii) à son
nanement, (iii) aux disparités de onnaissanes des diérents utilisateurs ainsi (iv) qu'aux
néessités d'adaptation rapide aux besoins du marhé et des matériels. Cependant, du fait
de nombreuses optimisations de ode, de l'imbriation de la partie  métier  et du modèle
de onurrene, le ode soure des serveurs Internet est diilement lisible, maintenable et
évolutif. Dans un premier temps, je vais présenter un modèle de développement de serveurs
Internet qui est basé sur la notion de fabrique de logiiels et de séparation des préoupations.
Je vais aussi dérire suintement des onepts et tehniques qui sont intégrés dans Saburo
à diérents niveaux. Je vais ensuite présenter Saburo, un prototype Java. Enn dans le but
d'illustrer l'utilisation de Saburo, je vais détailler le développement d'un serveur HTTP.
Le hapitre 4 dérit l'exploitation de mon modèle de développement pour extraire automati-
quement un modèle formel d'un serveur Internet, via une méthode desendante. Après avoir
présenté les prinipes généraux des models hekers, je vais dérire une méthode d'extration
de modèle formel. Cette extration se fait à partir de mon modèle de développement. L'in-
tégration des méthodes de vériation formelle diretement dans le yle de développement
est un dé important ar elles permettent d'aroître fortement la sûreté de l'appliation
et d'en failiter le déverminage. Cependant, es outils restent antonnés à des utilisations
pontuelles, du fait d'un formalisme onsidéré omme diile. L'un des prinipaux intérêts
de ette approhe est d'obtenir automatiquement et failement le modèle formel d'un ser-
veur Internet. Enn, l'illustration de la faisabilité de ette approhe est réalisée via l'exemple
d'extration de mon modèle de développement vers le langage Promela, langage d'entrée du
model heker SPIN [47℄.
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Le hapitre 5 présente les détails de l'intégration de Tatoo, un générateur d'analyseur syn-
taxique, à mon outil Saburo. Après quelques rappels des notions prinipales de ompilation,
e hapitre dérit les aratéristiques prinipales que doivent présenter les analyseurs syn-
taxiques à embarquer dans des serveurs Internet. Je vais présenter Tatoo, un générateur
d'analyseurs syntaxiques dédié à ette problèmatique d'embarquement dans des appliations
performantes à longue durée de vie ainsi que son intégration dans Saburo. Les prinipaux
avantages de ette approhe est d'automatiser le développement du déodage des requêtes
lientes. Mais aussi, d'aroître l'abstration du ode développé par l'utilisateur vis-à-vis des
modèles de onurrene. En eet, selon le type d'E/S et don du modèle de onurrene, la
phase d'analyse des requêtes lientes va, ou ne vas pas, sauvegarder le ontexte du déodage
d'une requête. Tatoo, à la diérene des prinipaux générateurs d'analyseurs syntaxiques
atuels, permet d'obtenir des analyseurs qui sont totalement ompatibles ave les E/S blo-
quantes et non-bloquantes. Enn, l'illustration de la faisabilité de ette méthode est réalisée
par le développement d'un serveur HTTP simple.
Le hapitre 6 présente un ertain nombre de onsidérations tehniques utiles pour le dé-
veloppement d'un serveur Internet performant en Java. Je vais montrer pratiquement que
l'assoiation de Saburo et Tatoo ne nuit en auun as aux performanes des serveurs déve-
loppés. Pour se faire je vais omparer les performanes de mon serveur HTTP obtenu par
mon approhe ave elles d'autres serveurs HTTP performants [7, 81, 102, 107℄.
Enn, le hapitre 7 donne une onlusion sur l'ensemble de es travaux et inlut un ertain
nombre de perspetives pour de futurs travaux.
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Première partie
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Dans de nombreuses appliations, des ativités multiples ont lieu simultanément. Ainsi
dans le as partiulier d'un serveur Internet, elui-i va tenter de répondre aux requêtes
envoyées par ses lients. Une première solution est de développer le serveur sans utiliser de
méanismes partiuliers pour répondre à ette onurrene. Le serveur va alors réupérer
une requête, l'examiner et la mener à son terme avant de passer à la suivante. Cependant,
ertaines opérations peuvent être bloquantes, par exemple la leture sur une onnexion ré-
seau ou sur un disque dur. Ainsi pendant qu'il attend une réponse du disque, le serveur va
être innoupé, 'est-à-dire qu'il ne va traiter auune autre opération et don auune autre
requête entrante !
Des méanismes doivent être mis en plae pour traiter  en même temps  le maximum
de lients. Plus exatement, il est néessaire de proposer des outils permettant de maximiser
le taux d'oupation du proesseur.
C'est pourquoi des modèles oneptuels, basés sur la notion de proessus séquentiels ont
été introduits an de failiter la oneption, la programmation et le déverminage d'appli-
ations onurrentes. Ainsi en déomposant une appliation en plusieurs proessus légers
séquentiels qui vont s'exéuter quasiment en parallèle, il est possible de traiter plusieurs
tâhes  en même temps  et la programmation d'appliation onurrente devient beauoup
plus simple. En eet, au lieu de penser en termes d'interruptions, de timers ou de hange-
ments de ontexte, il est possible de raisonner en termes de proessus parallèles.
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Dans e ontexte préis, un serveur Internet va être onstitué de plusieurs proessus
séquentiels réalisant la même boule de traitement. Un proessus, dédié, va réupérer une
nouvelle requête et la transmettre à un proessus de traitement. Celui-i va examiner la re-
quête puis la mener à son terme avant de passer à une autre. Pendant qu'il attend la réponse
du disque, le proessus de traitement va être bloqué, 'est-à-dire qu'il ne va réaliser auun
traitement. Mais durant ette période d'attente, le proesseur va être attribué à un autre
proessus de traitement par le système d'exploitation sous-jaent. Cette  basule  permet
de traiter un nombre bien supérieur de requêtes omparativement à la première solution
présentée.
Cependant, il existe une autre méthode qui exploite les appels systèmes d'E/S non blo-
quants. Lorsqu'une requête arrive, le seul et unique proessus séquentiel en plae l'examine.
Si elle-i peut être lue diretement tout va bien. Dans le as ontraire, l'opération d'enre-
gistrement de la leture sur la onnexion est délenhée et le serveur va :
• onserver l'état de la requête en ours pour ette tâhe ;
• restaurer l'état d'une requête préédente si de nouvelles données sont disponibles, ré-
upérer les informations adéquates et ontinuer de traiter ette requête.
Dans e modèle de oneption, le modèle de  proessus séquentiel  présenté préédem-
ment est perdu. En eet, l'état du traitement doit être expliitement enregistré et restauré
à haque fois que le serveur basule d'une requête à une autre. Ce modèle de oneption
fait intervenir une mahine à nombre d'états nie ar haque traitement possède un état
enregistré dans lequel il existe un jeu d'événements suseptibles de se produire qui permet
de passer d'un état à un autre.
Dans e hapitre, je vais ommener par présenter les proessus et les proessus légers qui
sont les onepts de base de la onurrene au sein des systèmes informatiques atuels. Une
lassiation des diérents modèles d'E/S existants va ensuite être établie et dérite. Enn en
onjuguant un modèle d'utilisation des proessus et un modèle d'E/S, il est possible d'obtenir
diérents  modèles de onurrene . C'est pourquoi la n de e hapitre sera dédiée à
une lassiation et une desription des prinipaux modèles de onurrene atuellement
existants [69℄.
2.1 Méanismes de onurrene
Bien qu'exéutant des programmes utilisateurs, les systèmes d'exploitation atuels sont
apables d'eetuer  en même temps  des letures sur le disque, d'aher du texte à
l'éran ou de reevoir des données d'une onnexion réseau. Néanmoins, haque proesseur
matériel ne va rééllement exéuter qu'une seule tâhe à la fois. C'est pourquoi et an de
donner l'impression de simultanéité dans l'exéution des diérentes tâhes de l'utilisateur
et du système d'exploitation, le proesseur va mélanger l'exéution de plusieurs instrutions
de diérents programmes. Ainsi, haque tâhe va utiliser le proesseur pendant un laps de
temps donné. Une fois e laps de temps terminé, le proesseur va réaliser, sous la diretion
d'un programme d'ordonnanement de tâhes, une basule pour exéuter les instrutions
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d'un autre programme.
Cependant, il est diile de onevoir et de  déverminer  plusieurs tâhes en paral-
lèle du fait d'un indéterminisme dans leur ordre d'exéution. C'est-à-dire que l'on ne sait ni
omment, ni dans quel ordre les opérations des diérentes tâhes vont s'exéuter et théori-
quement toutes les ombinaisons sont possibles ! C'est pourquoi, les onepteurs de systèmes
d'exploitation ont introduit des modèles oneptuels reposant sur la notion de  proessus
séquentiels  an de failiter la oneption, la programmation et le  déverminage  de e
parallélisme logiiel.
2.1.1 Les proessus
Dans le modèle de proessus, toutes les appliations, et parfois même le système d'ex-
ploitation, vont être représentés par des proessus séquentiels. Un proessus séquentiel ou
proessus va orrespondre au ot d'exéution du programme aompagné de ses valeurs de
registres et de variables. Ainsi, un proessus va oneptuellement avoir son propre proes-
seur. En réalité, le proesseur physique va régulièrement  basuler  d'un proessus à un
autre. La méthode de basule, 'est-à-dire le hoix du moment où arrêter un proessus pour
en servir un autre, est appelé ordonnanement.
Il existe de nombreux algorithmes d'ordonnanement qui ont été onçus pour tenter
d'équilibrer les demandes onurrentes, garantir l'eaité du système dans son ensemble et
l'équité entre les proessus. Ces algorithmes se divisent en deux atégories :
• non-préemptifs : l'ordonnaneur va séletionner un proessus, puis le laisser s'exéuter
jusqu'à e qu'il bloque, soit sur une E/S, soit en attente d'un autre proessus ou qu'il
libère volontairement le proesseur.
• préemptifs : l'ordonnaneur va séletionner un proessus et le laisser s'exéuter pen-
dant un délai déterminé, un quantum de temps. Si le proessus est toujours en ours
d'exéution à l'issue de e délai, il est suspendu, et l'ordonnaneur séletionne un autre
proessus à exéuter.
Bien qu'un proessus soit une entité totalement indépendante, il arrive régulièrement
que ertains proessus soient bloqués en attente d'entrées non disponibles (voir Fig. 2.1).
En eet, un proessus peut générer une sortie utilisée en entrée par un autre proessus. Il
se peut également qu'un proessus prêt à s'exéuter soit interrompu ar l'ordonnaneur à









Fig. 2.1  Les diérents états d'un proessus
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Les diérents états que peut prendre un proessus sont (voir Fig. 2.1) :
• les états prêt et en ours d'exéution qui sont analogues. Mais dans le premier as, le
proesseur est provisoirement indisponible ;
• l'état bloqué qui est diérent des deux préédents ar le proessus ne peut s'exéuter
même si le proesseur est libre.
Les transitions entre les états, i.e. la basule d'un état à un autre, sont (voir Fig. 2.1) :
• la transition 1 qui se produit lorsqu'un proessus ne peut plus poursuivre son exéution,
'est-à-dire qu'il lui manque une entrée ou une ressoure pour ontinuer ;
• la transition 2 qui intervient lorsque l'ordonnaneur onsidère qu'il est temps d'attri-
buer le proesseur à un autre proessus ;
• la transition 3 qui est réalisée lorsque l'ordonnaneur souhaite attribuer le proesseur
au proessus ;
• enn, la transition 4 qui se produit lorsque l'entrée ou la ressoure manquante du
proessus est disponible. Si auun proessus n'est en ours d'exéution, la transition
3 est réalisée, i.e. l'ordonnaneur va attribuer le proesseur au proessus. Dans le as
ontraire, le proessus va être en état prêt et don attendre son tour pour être traité
par le proesseur.
2.1.2 Les proessus légers
Traditionnellement, haque proessus va posséder son propre espae d'adressage et un
ot d'exéution unique. Dans ertaines situations, il est ependant souhaitable de pouvoir
disposer de plusieurs ots d'exéutions qui s'exéutent quasiment en parrallèle et qui se
partagent des données dans le même espae d'adressage. Ainsi en onsidérant les proessus
omme la onjontion de deux onepts diérents : (i) un moyen de regrouper des ressoures
et (ii) un ot d'exéution, il est possible d'élaborer un nouveau onept de onurrene qui
permet d'exéuter plusieurs ots d'exéution dans un même proessus.
Un ot d'exéution, néessairement exéuté dans un proessus, va être le regroupement
d'un ompteur ordinal qui eetue le suivi des instrutions, de registres qui ontiennent les
variables de travail et d'une pile qui ontient l'historique d'exéution. Coneptuellement, on
peut don dire qu'un ot d'exéution est omparable à un proessus, mis à part que les
ots d'exéutions partagent un même espae d'adressage, des hiers ouverts et d'autres
ressoures tandis que les proessus partagent la mémoire physique, les disques, et. (voir
Fig. 2.2). Puisque les ots d'exéutions partagent un ertain nombre de propriétés de pro-
essus, ils sont souvent qualiés de proessus légers. A l'instar des proessus traditionnels, les
proessus légers vont aussi se retrouver dans les mêmes états et utiliser les mêmes basules
d'un état à un autre (voir Fig. 2.1).
En partageant un même espae d'adressage, les proessus légers vont se partager les
mêmes variables globales, aéder aux mêmes adresses mémoires, lire, érire et même eaer
des données d'un autre proessus léger. En eet, et à la diérene des proessus, les proessus
légers appartiennent à la même appliation qui les a réés dans le but de les faire oopérer
étroitement et ativement à une même tâhe. Cependant, un proessus léger va toujours





Fig. 2.2  Diérene entre proessus et proessus légers
posséder sa propre pile d'exéution pour représenter son historique d'exéution. Cette pile
d'exéution va être diérente entre les proessus légers d'un même proessus ar elle ontient
les frames de haque proédure invoquée et non terminée. Ce partage du même espae
d'adressage pose un ertain nombre de problèmes :
• Que se passe-t-il si un proessus léger ferme un hier alors qu'un autre est enore en
train de le lire ?
• Supposons maintenant qu'un proessus léger a remarqué que la mémoire allait man-
quer. Il en alloue alors davantage. Un basulement entre proessus légers se produit et
le nouveau proessus léger, ayant fait la même observation, se met lui aussi à allouer
de la mémoire. . .
Bien d'autres ompliations sont induites par le modèle de proessus légers !
En onlusion, onevoir une appliation ave plusieurs proessus légers néessite une
oneption soignée et rééhie qui est indispensable à son bon fontionnement et qui permet
d'éviter de nombreux  omportements erratiques  diilement reprodutibles.
Remarque : Dans la suite de e manusrit, je ne ferai plus la distintion entre proessus
et proessus légers et j'utiliserai le terme générique de proessus. En eet, je onsidère les
deux omme identiques pour les sujets de onurrene et de gestion de la harge qui vont
plus partiulièrement m'intéresser.
2.1.3 La ommuniation interproessus
Bien souvent, il est néessaire de faire oopérer des proessus an de résoudre une tâhe
donnée en fournissant des méanismes de ommuniation inter-proessus. Ces méanismes
doivent prendre en ompte les problèmes de passage d'informations entre proessus, d'assurer
l'absene de onits lors d'aès onurrents sur une même donnée ou enn de séquençage
des proessus, 'est-à-dire faire attendre un proessus qui a besoin des résultats d'un autre
proessus.
Ainsi, le fait que deux proessus puissent lire et érire simultanément des données par-
tagées va bien souvent entraîner des  omportements erratiques  à l'exéution d'une ap-
pliation. Dans le but de résoudre e problème, il existe une méthode naturelle, appelée
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exlusion mutuelle, qui onsiste à garantir à un proessus aédant à une donnée qu'auun
autre proessus ne puisse lui aussi y aèder. La partie du programme à partir de laquelle
on aède à es données partagées est appelée setion ritique.
Mettre en ÷uvre l'exlusion mutuelle est une question de oneption majeure de tout
système d'exploitation et quatre propriétés doivent être prises en ompte lors de sa onep-
tion :
1. deux proessus ne peuvent jamais se trouver simultanément dans une même setion
ritique ;
2. auune supposition ne doit être faite quant à la vitesse et au nombre de proessus
utilisés par une appliation ;
3. auun proessus s'exéutant à l'intérieur d'une setion ritique ne doit bloquer d'autres
proessus ;
4. enn, auun proessus ne doit attendre indéniment l'aès à une setion ritique.
Il existe deux grandes tehniques de mise en ÷uvre de l'exlusion mutuelle. La première
utilise des attentes atives naturellement onsommatries de temps proesseur [92℄, tandis
que la seonde utilise des attentes passives. Dans le as d'attente passive, les solutions pro-
posées (sémaphores [32℄ et moniteurs [42℄) vont utiliser des méanismes de mise en sommeil
des proessus en attente d'aès à une setion ritique. Lorsque la setion ritique est  relâ-
hée  l'un des proessus en attente va être hoisi aléatoirement, via un méanisme de ourse
aux données, par le système pour qu'il puisse aéder à ette setion ritique. L'ensemble
des opérations de vériation, de modiation et éventuellement de mise en sommeil vont
systématiquement être eetuées dans le adre d'une ation atomique unique et indivisible.
Cependant, les sémaphores et moniteurs ont été développés pour résoudre le problème
de l'exlusion mutuelle sur un ou plusieurs proesseurs ayant tous aès à une mémoire om-
mune. Mais dans un système distribué omposé de plusieurs proesseurs haun disposant
de sa propre mémoire et onnetés en réseau loal, es primitives deviennent inappliables !
Pour résoudre e problème, il est néessaire d'utiliser une autre méthode, l'éhange de
messages. Cette méthode de ommuniation interproessus va utiliser une proédure pour
envoyer un message vers une destination donnée et une seonde pour reevoir un message
d'une soure donnée. En l'absene de message disponible, le réepteur peut se bloquer jusqu'à
e qu'un nouveau message arrive ou bien retourner immédiatement un ode d'erreur. Les
systèmes d'éhange de messages posent de nombreux problèmes que l'on ne renontre pas
ave les sémaphores ou les moniteurs. En eet, les messages peuvent être perdus par le
réseau et pour se prémunir ontre es pertes, un système d'ausé de réeption doit être
mis en ÷uvre. Un autre problème est la gestion du nommage et de l'authentiation sans
ambiguïté des diérents proessus du système distribué an d'en garantir la séurité.
Remarque : Contrairement aux proessus  lourds , les proessus légers peuvent aisément
s'éhanger des informations ar ils partagent le même espae d'adressage. Cependant, les
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problèmes d'exlusion mutuelle et de séquençage sont observables dans le as des proessus
légers et les solutions sont aussi appliables aux proessus légers.
2.2 Diérents types d'E/S
La plupart des appliations informatiques réalisent des opérations de leture ou d'ériture
sur un disque dur ou une onnexion réseau. Plus partiulièrement, les serveurs Internet sont
des appliations très partiulières ar la quasi totalité de leurs traitements sont des opérations
d'E/S. Atuellement, il existe deux modèles d'E/S diéreniés par la nature bloquante ou
non bloquante de leur traitement.
2.2.1 Les E/S bloquantes
Dans e modèle d'E/S, les appliations réalisent des E/S qui vont bloquer l'appliation.
Plus préisemment, l'appliation va bloquer tant que l'E/S n'est pas terminée. Deux as se
présentent :
• soit les données sont transférées ;
• soit il y a une erreur d'E/S.
L'appliation appelante va ainsi se trouver dans l'état bloqué (voir Fig. 2.1), 'est-à-
dire qu'elle ne va pas onsommer de temps proesseur et va attendre d'être réveillée par
l'ordonnaneur quand les données sont disponibles sur l'interfae d'E/S, i.e. le disque dur ou





Fig. 2.3  Les E/S bloquantes
Le omportement de e modèle d'E/S est bien onnu, ar il est ertainement le modèle
le plus ouramment utilisé dans les systèmes d'exploitation atuels. En eet, lorsque l'ap-
pliation réalise un appel système d'E/S, elle va bloquer et basuler en mode noyau. L'E/S
est alors initiée sur une interfae donnée. Une fois les données physiquement lues, elles sont
déplaées dans le tampon de données de l'espae utilisateur, l'appliation est réveillée et peut
ontinuer à s'exéuter.
2.2.2 Les E/S non bloquantes
Dans e modèle d'E/S, les appliations sont apables de  hevauher  le traitement
des diérentes E/S. Lors d'un appel à une proédure d'E/S, elui-i va immédiatement
retourner en indiquant que l'opération a été orretement initiée. L'appliation va pouvoir
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réaliser d'autres traitements tandis que l'opération d'E/S se poursuit en  arrière-plan . Dès
que des données sont disponibles sur l'interfae, un signal est généré signalant à l'appliation













Fig. 2.4  Les E/S non bloquantes
La apaité de hevauher les traitements et les E/S dans un même proessus exploite
la diérene de vitesse de traitement du proessus et la vitesse de traitement des E/S beau-
oup plus lentes. Le proesseur peut ainsi réaliser d'autres tâhes, ou dans le as de serveurs
Internet, traiter les E/S qui sont déjà terminées et en initier de nouvelles. Ce modèle d'E/S
est don extrêmement intéressant et performant dans le as de serveurs Internet !
Il est néessaire de mettre en plae des méanismes pour réupérer le signal indiquant
que des donnèes sont disponibles sur une interfae. Ce méanisme de multiplexage des E/S
est mis en plae à l'aide d'une proédure telle que poll sur System V ou selet sur BSD Unix.
La séletion va surveiller l'ativité de toutes les interfaes d'E/S (hiers ou onnexions
réseaux). Si une ativité se produit pour une interfae d'E/S alors l'appliation va lire ou
érire les données ou une partie de elles-i pour ette interfae d'E/S.
2.3 Modèles de onurrene
Les serveurs Internet doivent faire fae à une onurrene massive en répondant aux dif-
férents lients en un minimum de temps et être robuste fae à des montées en harge très
brusques et très variables. De plus, ils vont onsommés plus ou moins de ressoures ar un
serveur Internet peut être utilisé pour ongurer un pda ou répondre aux requêtes de mil-
liers de lients sur une mahine multi-proesseurs. Pour répondre à es problématiques, il
existe atuellement plusieurs tehniques de multiplexage de diérentes ativités au sein d'une
même appliation, appelées modèles de onurrene, qui vont être plus ou moins eaes
selon l'arhiteture matérielle sous-jaente.
Fournir une lassiation de es modèles de onurrene pour en failiter l'étude n'est
pas une nouvelle idée [1, 86, 114℄. La lassiation présentée ii (voir Fig. 2.5) est néanmoins
beauoup plus simple et se base sur deux ritères que je onsidère omme prépondérants
dans la spéiation d'un modèle de onurrene [69℄ :
• le type d'E/S (bloquantes ou non bloquantes) ;
• l'utilisation des proessus (un seul proessus, oopération ou ompétition).


























Fig. 2.5  Taxonomie des modèles de onurrene
La ompétition entre proessus apparaît lorsque plusieurs proessus réalisent le même
ode et onourent pour le traitement des données. Inversement, la oopération se produit
lorsque plusieurs proessus oopérent en vue de réaliser une tâhe donnée. Ainsi, es pro-
essus vont réaliser un travail diérent, ommuniquer en se partageant des ressoures et se
synhroniser pour éviter des interbloages.
L'utilisation de es deux ritères permet de s'abstraire de toutes les variantes implanta-
toires ou optimisantes de haun de es modèles telle que l'utilisation de vivier de proessus
ou l'absene de support des E/S non bloquantes pour les disques durs de ertains systèmes
d'exploitation [86℄.
2.3.1 Arhiteture itérative
L'arhiteture itérative utilise un seul proessus et des E/S bloquantes pour traiter plu-
sieurs requêtes (voir Fig. 2.6). Ainsi avant d'aepter une nouvelle requête, ette arhiteture
va nir l'ensemble des traitements requis par la requête préédente. Elle utilise un tampon
de requêtes dédié qui respete la politique de gestion de le, i.e. premier arrivé, premier
servi.
read servie write
Fig. 2.6  L'arhiteture itérative
Cette arhiteture ne présente pas de omportement onurrent ar il n'y pas d'entre-
laement du traitement de plusieurs requêtes. Néanmoins, elle est vraiment très simple à
programmer et peut être utilisée dans le as de serveur utilisé sporadiquement.
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2.3.2 L'arhiteture Single-Proess Event-Driven (SPED)
L'arhiteture SPED [86℄ utilise un seul proessus pour traiter plusieurs requêtes et va




Fig. 2.7  L'arhiteture SPED
Dans ette arhiteture, une appliation est représentée omme une mahine à états -
nie. Le traitement d'une requête va orrespondre au hemin suivi dans la mahine à états
nie par la requête. La requête sera servie lorsqu'un état de n valide est atteint, i.e. soit
une erreur soit une réponse. Un état va orrespondre à une séquene d'instrutions et être
assoié à un événement d'E/S partiulier, tel qu'un événement de leture ou d'ériture. Lors-
qu'un événement d'E/S se produit, il est séletionné et l'état assoié à et événement va être
exéuté pour la requête en ours. Grâe à l'utilisation d'E/S non bloquantes, l'arhiteture
SPED va entrelaer le traitement de plusieurs requêtes.
Cependant, ette arhiteture est diile à implanter et beauoup de systèmes d'ex-
ploitation ou d'implantations d'E/S non bloquantes ne fournissent pas le support dans le
as des aès disques [86℄. C'est pourquoi, la variante AMPED (Asymmetri Multi-Proess
Event-Driven) a été proposée. Cette arhiteture va utiliser un vivier de proessus d'E/S qui
permet de simuler le omportement non bloquant des aès disques.
2.3.3 L'arhiteture multi-proessus
L'arhiteture multi-proessus [62℄ utilise plusieurs proessus exéutant les mêmes trai-
tements et des E/S bloquantes (voir Fig. 2.8).
read servie write
Fig. 2.8  L'arhiteture multi-proessus
Dans ette arhiteture, haque requête liente va être attribuée à un proessus réalisant
l'ensemble des traitements du serveur. Comme plusieurs proessus peuvent être utilisés et
ordonnanés sur les arhitetures modernes, e modèle de onurrene va pouvoir traiter
plusieurs requêtes lientes  en même temps . La gestion des traitements du disque, des
onnexions réseaux et du proesseur de haque proessus est réalisée par le système d'ex-
ploitation et e, de façon transparente pour l'utilisateur.
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Il existe plusieurs méthodes de gestion des proessus dont la plus naturelle est la réation
d'un nouveau proessus pour haque requête liente. Cependant, le temps de réation d'un
proessus (ou d'un proessus léger) est oûteux et il est peu performant d'adopter ette
approhe. Une autre méthode est d'utiliser un vivier de proessus qui permettra d'amortir
le temps de réation des proessus au démarrage du serveur en empruntant et relâhant  à
la demande  des proessus de e vivier lors de l'exéution du serveur. Cependant, ette
approhe a l'inonvénient d'utiliser en permanene des ressoures (stokage en mémoire du
vivier de proessus) même si le serveur n'a auune ativité.
2.3.4 L'arhiteture multi-SPED
L'arhiteture multi-SPED ou symétrique SPED [69, 88℄ est une extension naturelle du
modèle SPED. Cette arhiteture utilise plusieurs proessus et des E/S non bloquantes (voir
Fig. 2.9). Contrairement à l'approhe N-opie [116℄ qui utilise une même adresse mais des
ports diérents pour haque proessus, l'arhiteture mSPED va utiliser la même adresse et






Fig. 2.9  L'arhiteture multi-SPED
Dans ette arhiteture, haque proessus est un serveur pleinement fontionnel de type
SPED. Cependant lorsque l'un des proessus bloque, par exemple sur une E/S disque, ette
arhiteture a la possibilité de hanger de proessus ourant et d'en exéuter un autre. Ainsi
sur une arhiteture mono-proesseur, lorsqu'un serveur Internet de type SPED bloque, le
modèle mSPED va pouvoir exéuter un autre proessus et ainsi utiliser pleinement le pro-
esseur.
Diérentes tehniques, similaires aux méthodes d'ordonnanement des arhitetures multi-
proesseurs (tourniquet, prime, et.), peuvent être utilisées an d'attribuer une requête
liente à un proessus de type SPED.
2.3.5 L'arhiteture pipeline
L'arhiteture pipeline utilise plusieurs proessus oopérants et des E/S bloquantes an
de traiter plusieurs requêtes en même temps [62, 109, 114℄. Similairement à SPED, ette
arhiteture exploite la modélisation sous forme de mahine à états nie des diérentes
étapes néessaires au traitement d'une requête (voir Fig. 2.10).
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read servie write
Fig. 2.10  L'arhiteture pipeline
Un état de ette mahine va orrespondre à une unité fondamentale de traitement exéu-
tée dans un proessus. Les diérents proessus vont s'éhanger des informations via des les
loales. Un proessus va ainsi traiter haun des événements présents dans sa le d'entrée
et produire de nouveaux événements représentant le(s) résultat(s) de son exéution qu'il
plaera dans les les de ses suesseurs. Cette arhiteture se omporte exatement omme
le pipeline présent dans la miroarhiteure d'un proesseur [3℄.
L'un des problèmes majeurs de ette arhiteture est le ontrle automatique de la sur-
harge du serveur, par rejet d'événements en entrée de haque état ar les les sont bornées.
En eet, haque état va prendre des déisions loales et indépendantes des autres. Cette
automatisation peut entraîner des diultés lors du développement des ouhes appliatives
de protooles de ommuniation ar un lient peut ontinuer à dialoguer ave un serveur
ayant rejeté ertains de ses événements. Un seond problème vient du non respet de l'ordre
des événements qui augmente la omplexité du développement de l'appliation.
2.3.6 L'arhiteture Staged Event-Driven (SEDA)
Cette arhiteture, du nom d'une de ses implantations [109℄, utilise plusieurs proessus
oopérants et des E/S non-bloquantes [62, 109, 114℄. Contrairement à l'arhiteture pipeline,
haque proessus va être apable de traiter plusieurs requêtes lientes en même temps (voir
Fig. 2.10).
Remarque : Il existe diérentes variantes aux deux arhitetures présentées i-dessus,
l'une des plus naturelles est sans auun doute d'utiliser plusieurs proessus pour réaliser un
même traitement fondamental [109, 114℄.
2.4 En onlusion. . .
Atuellement, il existe plusieurs tehniques pour mettre en ÷uvre la onurrene au sein
des appliations. J'ai aratérisé es tehniques selon (i) l'utilisation des proessus et (ii) le
type d'E/S utilisée (bloquante ou non bloquante). Ainsi, il existe deux utilisations majeures
des proessus. On parle de ompétition entre proessus lorsque l'ensemble des proessus réa-
lisent les mêmes traitements et onourrent pour traiter les données entrantes. Inversement,
on parle de oopération entre proessus lorsqu'ils réalisent des tâhes distints et s'éhangent
des informations en vue de traiter les données entrantes. Dans le as des E/S, le mode non
bloquant néessite de gérer la sauvegarde manuelle du ontexte de leture. Ce qui n'est pas
néessaire dans le as d'E/S bloquante ar, on est assuré de réupérer l'ensemble des données
à lire lorsque les instrutions de leture sont terminées. Pratiquement, les arhitetures non
bloquantes sont très sensibles au nombre maximum de desripteurs utilisés en même temps
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sur le serveur (voir 6.3). Chaun des modèles de onurrene va présenter des avantages et
des inonvénients résumés par le tableau suivant :
Modèle de onurrene Avantages Inonvénients
Itératif Coût faible en ressoures Pas de onurrene
Coût faible développement
SPED Coût faible en ressoures Très dur à développer
Performant Limite physique
(nombre de desripteurs)
Multi-proessus légers Faile à développer Risque d'interbloages
Performant Limite physique
(nombre de proessus légers)
MSPED Très performant Extrêmement dur à développer
Bonne gestion de la harge Risque d'interbloages
Pipeline Bonne gestion de la harge Risque d'interbloages
Appliation distribuée Nombre de lients en onurrene
naturellement borné par la taille du pipeline
E/S bloquante
SEDA Bonne gestion de la harge Risque d'interbloages
Appliation distribuée Limite physique
naturellement (nombre de desripteurs)
Dur à développer
Lors du développement d'une appliation, le modèle de onurrene va (i) fortement
struturer le ode de elle-i et (ii) onsommer plus ou moins de ressoures systèmes. Ainsi,
passer d'un modèle à un autre va bien souvent néessiter le redéveloppement de  bout en
bout  de l'appliation pour un nouveau modèle de onurrene. Il y a don un véritable
manque de rationalisation en temps et en oût de développement des appliations onur-
rentes. De plus, pour haune des arhitetures matérielles existantes, il existe un modèle
de onurrene qui permet d'optimiser les deux ritères que sont : (i) les performanes de
l'appliation et (ii) la onsommation de ressoures.
Est-il possible de fournir une méthode de développement aompagnée d'outils pour passer
simplement et rapidement d'un modèle de onurrene à un autre sans modier le ode  mé-
tier  d'une appliation ?
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onlusion. . . 44
3.
Saburo, un outil de développement de
serveurs Internet
Sommaire
3.1 Un modèle de développement . . . . . . . . . . . . . . . . . . . . 46
3.2 Saburo, un outil de développement de serveurs Internet . . . . 60
3.3 Développement d'un serveur HTTP ave Saburo . . . . . . . . 71
3.4 En onlusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Atuellement, la qualité d'un logiiel est une préoupation prépondérante lors de son
développement. Ainsi, son absene de  omportements non désirés , son évolution vers de
nouvelles fontionnalités, sa souplesse d'utilisation ou son exéution sur une très grande va-
riété d'arhitetures matérielles de façon répartie ou distribuée sont des ritères importants
à tout bon logiiel. De plus, la pression du marhé impose des temps de développement plus
ourts et des oûts plus faibles aux industriels.
L'informatique est ainsi passée d'une ère  artisanale  à une véritable ère  indus-
trielle  ave d'importants souis de rationalisation !
Ces évolutions ont et vont ontinuer à bouleverser la manière de onevoir un logiiel.
C'est pourquoi, il devient de plus en plus diile de développer une solution logiielle de
 bout en bout  sans avoir à utiliser des omposants fournis  sur étagères  par d'autres
partenaires. De plus, pour failiter la ommuniation entre les diérents ateurs, les tehno-
logies propriétaires disparaissent progressivement et laissent plae à des tehnologies stan-
dardisées par des onsortiums, le W3C (World Wide Web Consortium) [112℄ ou l'OMG
(Objet Management Group) [83℄. Ces nouvelles exigenes vis-à-vis des logiiels proviennent
de ontraintes liées au temps de développement, à son nanement, aux disparités de onnais-
sanes des diérents utilisateurs ainsi qu'aux néessités d'adaptations rapides aux besoins
du marhé. Enn, les logiiels doivent aussi orir une onvivialité d'utilisation et de ongu-
ration par le biais d'interfaes utilisateur interatives, une failité d'utilisation qui néessite
peu de ompétenes informatiques, une adaptabilité rapide à leur environnement qui s'appuie
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sur une implantation exible et modulaire et une ommuniation aisée entre ses omposants
ou ave des appliations externes via un format d'éhange standardisé.
Je pense que es nouvelles ontraintes doivent être prises en ompte lors du développe-
ment d'un serveur Internet. Cependant, la plupart des développeurs de serveurs se foalisent
sur l'optimisation des performanes [12, 86, 88, 114℄. Ainsi du fait des nombreuses optimisa-
tions de ode, de l'imbriation de la partie  métier  et des diérentes préoupations, dont
la onurrene, le ode soure des serveurs Internet est diilement lisible, maintenable et
évolutif. Ce qui va  à ontre ourant  des nouvelles préoupations du proessus de déve-
loppement !
D'un point de vue oneption, le modèle de développement abordé dans Saburo est très
similaire à l'approhe hoisie dans Darwin/Regis [73℄. Ainsi, Darwin est un langage de on-
guration utilisé pour dénir des ompositions hiérarhiques de omposants interonnetés.
Les abstrations prinipales gérées par Darwin sont des omposants et des servies qui spéi-
ent les interations entre omposants. Darwin est omplété par Regis [72℄, un environnement
de programmation qui permet le développement et l'exéution de programmes distribués. De
même que Saburo, la struture des programmes est séparée entre la partie ommuniation
et la partie alul. Ainsi, les éléments sont ombinés pour former les programmes distribués.
Contrairement à Saburo, Darwin n'a pas été onçu pour la vériation automatique et n'abs-
trait pas la partie onurrene d'une appliation.
Dans e hapitre, je vais présenter mon modèle de développement de serveurs Internet
qui est basé sur la notion de fabrique de logiiels [89℄. Du fait de l'intégration à diérents
niveaux des onepts et tehniques qui tentent de répondre aux nouvelles ontraintes de dé-
veloppement, je vais ommener par les dérire suintement. Puis, je vais présenter Saburo,
un prototype en Java de mon modèle de développement. Enn pour illustrer l'utilisation de
Saburo, je vais détailler le développement d'un serveur HTTP simple.
3.1 Un modèle de développement
La dernière déennie a vu se poursuivre l'aroissement exponentiel de la omplexité des
logiiels informatiques. Pour réduire ette omplexité, de nouvelles tehniques sont apparues
visant à minimiser simultanément les oûts de développement et le temps de mise sur le
marhé des nouveaux logiiels. L'une des solutions les plus simples est d'utiliser la modéli-
sation pour essayer de maîtriser ette omplexité, tant pour produire le logiiel que pour le
valider. Au sens large du terme, la modélisation est l'utilisation d'une représentation simpli-
ée d'un aspet de la réalité pour un objetif donné. En informatique, la modélisation peut
être vue omme la séparation des diérents besoins fontionnels et préoupations extra-
fontionnelles (séurité, abilité, eaité, performane, exibilité, et.) issus des exigenes
du logiiel. La oneption du logiiel onsiste alors à fusionner ou tisser des solutions à es
diérentes préoupations ave le ode  métier .
Ce proessus n'est en auun as nouveau et bien que l'on utilise de nouveaux noms,
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es ativités d'abstration - modélisation et oneption - tissage existent depuis toujours.
Cependant dans la plupart des as, les modèles et les solutions de oneptions restent im-
pliites, ou tout au moins informels et sont appliqués manuellement. Dans ette setion, je
vais présenter un modèle de développement qui, à partir d'une desription indépendante du
modèle de onurrene, permet de produire automatiquement un serveur Internet pleinement
fontionnel.
3.1.1 Préliminaires
L'appliation de nouveaux onepts (enapsulation, polymorphisme, héritage ou mas-
quage d'informations) qui sont propies à la modularité, la réutilisabilité et l'extensibilité
du ode soure a été grandement failitée par les langages de programmation par objets. Ces
langages ont même tellement bien répondu aux diérentes attentes des développeurs qu'il
est diilement envisageable atuellement d'obtenir une modularité, une réutilisabilité et
une extensibilité du ode soure sans les utiliser.
Cependant, e style de programmation a prinipalement introduit une relation  ver-
tiale  entre les lasses et apparaît de plus en plus insusant pour prendre en ompte
des préoupations qui seraient  transversales  entre elles-i. C'est pourquoi, les prin-
ipales avanées en arhiteture et ingénierie logiielle onernent maintenant la dénition
de nouveaux outils, par exemple la programmation par aspets [17℄ ou la programmation
par omposants [76℄, pour pallier au problème de transversalité des préoupations et sys-
tématiser l'appliation de l'un des plus importants onepts du développement logiiel : la
séparation des préoupations [50℄.
3.1.1.1 La séparation des préoupations
Le prinipe de séparation des préoupations est de répondre, pour l'essentiel, aux pro-
blèmes de mise en ÷uvre simple et rapide de nouvelles fontionnalités (séurité, répartition,
temps réel, et.) au sein des appliations.
Dénition 3.1 Séparation des préoupations
Les parties d'un système qui orrespondent à des domaines et des responsabilités diérents
doivent être spéiés séparément et omposables automatiquement.
Une préoupation va orrespondre systématiquement à un domaine d'expertise préis
et présenter des responsabilités bien identiées dans un logiiel. Les besoins en terme de
répartition, de dynamiité, de omposition des logiiels sont de plus en plus onséquents et
l'implantation des diérentes préoupations devient une opération de plus en plus omplexe,
e qui néessite l'appel à des experts. Pour permettre la foalisation sur une unique préou-
pation de es experts et une plus grande réutilisation du travail eetué, il est néessaire de
pouvoir les spéier et les implanter séparément. La oneption d'un logiiel est alors plus
failement maîtrisée ar l'impat des évolutions d'une partie d'un logiiel sur les autres est
ainsi fortement limité.
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Cependant l'introdution de e lien faible entre les diérentes préoupations et le ode
 métier  d'un logiiel néessite un méanisme, dépendant de la tehnique de séparation,
qui permet de faire la omposition entre les diérentes parties d'un système en vue de le
rendre ohérent [50℄.
Enn, pour appliquer orretement e prinipe de séparation des préoupations et don
proposer des outils permettant de systématiser et failiter son appliation, trois questions
primordiales doivent être soulevées :
1. Comment identier les diérentes préoupations présentes au sein d'une appliation ?
2. De quelle manière peut-on spéier séparément les diérentes préoupations ainsi
détetées ?
3. Enn, omment les omposer en vue d'obtenir un système omplet ?
3.1.1.2 La programmation par aspets
L'une des tehniques permettant de mettre en ÷uvre le prinipe de séparation des pré-
oupations est la programmation par aspets [17℄ dont l'implantation la plus onnue est
AspetJ [9℄. L'idée de la programmation par aspets est de gérer, de manière modulaire, les
préoupations en les séparant du ode de base. C'est une tehnique dite non invasive.
En eet, les aspets introduisent un déoupage transversal et la omposition repose sur
des points d'entrelaement des portions de ode soure. Parmi les aspets souvent traités nous
trouvons la gestion de l'authentiation, l'arhivage des données (persistane), l'appliation
de patrons de oneption, et.
Rendre un point dupliable ave AspetJ
La lasse Point dénit un point géométrique en oordonnées retangulaires ainsi que des
opérations simples pour déplaer un point. L'implantation proposée de la lasse Point est mi-
nimale. Elle est intégralement dédiée à la gestion d'un point. C'est-à-dire qu'il n'y a auune
méthode pour omparer, dupliquer, et. un point.
publi lass Point {
proteted double x = 0 ;
proteted double y = 0 ;
publi double getX() {
return x ;
}
publi double getY() {
return y ;
}
publi void set(double newX, double newY) {
x = newX ;
y = newY ;
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}
publi void oset(double deltaX, double deltaY) {
x = x + deltaX ;
y = y + deltaY ;
}
}
L'aspet que je souhaite implanter va réaliser la dupliation d'un point e qui orrespond
à l'implantation de l'interfae Cloneable en Java. L'aspet va délarer qu'un Point implante l'in-
terfae Cloneable.
publi aspet CloneablePoint {
delare parents : Point implements Cloneable ;
. . .
}
Il spéie aussi l'implantation de la méthode lone() qui implante eetivement ette dupli-
ation.
publi aspet CloneablePoint {
delare parents : Point implements Cloneable ;




En Java, toutes les lasses héritent par défaut de la méthode lone de la lasse Objet mais,
un objet n'est réellement dupliable que s'il implante l'interfae Cloneable. Fréquement, les ob-
jets néessitent plus qu'une simple opie physique (opie bit à bit) et le développeur aura
la harge d'implanter orretement ette dupliation. La méthode lone de la lasse Objet ne
réalise qu'une opie physique d'un objet !
Sur l'exemple présenté i-dessus, il apparait très lairement qu'un aspet est ajouté a
posteriori à une lasse et e, de manière non invasive. Il est don très faile, ar sans mo-
diation direte, d'étendre le ode  métier  d'un logiiel par simple ajout de nouvelles
fontionnalités. Néanmoins, ette tehnique soulève quelques questions :
1. Où tisser les aspets ?
2. Comment omposer plusieurs aspets ?
3. Quelle tehnique d'implantation hoisir ?
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Remarque : Cette dernière question peut être résolue en utilisant la transformation de
programme, la réexivité ou la génération de ode adapté.
3.1.1.3 La programmation par omposants
Une seonde limitation à l'approhe par objets est sa granularité très ne qui est peu
adaptée aux systèmes omplexes. Pour répondre à e problème, un nouveau onept a été
introduit : le omposant [76, 106℄. Un omposant va enapsuler plusieurs objets pour propo-
ser un servie  métier  et lui assoier, le plus failement possible, du ode non-fontionnel
(persistane ou une politique de séurité). De plus ette approhe permet de déployer et ré-
partir failement une appliation. La ommuniation entre omposants se fait alors par des
onnexions réseaux. Enn, il est possible de onstruire une appliation omplète par simple
assemblage de omposants fournis  sur étagères  e qui permet de réduire les oûts et les
temps de développement.
Il existe atuellement quatre prinipaux modèles de omposants :
• les EJBs (Enterprise Java Beans) de Sun [101, 105℄ ;
• CCM (CORBA Component Model) de l'OMG [108℄ ;
• l'assoiation DCOM (Distributed Component Objet Model) et .NET de Mirosoft [78℄ ;
• enn, les web servies du W3C [113℄.
Bien que la réation d'appliations par simple assemblage de omposants attire de nom-
breux industriels, il reste enore de nombreuses interrogations :
1. Comment faire ommuniquer des omposants issus de modèles diérents ?
2. Comment déouvrir les omposants ayant les servies souhaités ?
3. Comment rendre adaptable les omposants ?
3.1.1.4 L'ingénierie dirigée par un modèle
Les nouvelles ontraintes imposées aux logiiels ont aussi été prises en ompte lors de
leur spéiation ave l'apparition de nouvelles méthodes d'analyse et de oneption. Ces
méthodes, dont la plus élèbre est UML (Unied Modelling Language) [84℄ de l'OMG, vont
utiliser des modèles pour spéier, assembler et visualiser un logiiel omplexe mais aussi,
pour produire automatiquement la trame de son ode soure.
Plus réemment, l'OMG a introduit une nouvelle approhe d'ériture de spéiations et
de développement d'appliation, nommée MDA (Model-Driven Arhiteture) [15℄. L'idée en-
trale de l'approhe MDA est l'élaboration de modèles indépendants de toute plate-forme ou
tehnologie, nommés PIM (Platform Independent Model), qui sont ensuite transformés vers
un ou plusieurs modèles dépendants de plates-formes spéiques, nommés PSM (Platform
Spei Model). Le passage d'un PIM vers un ou plusieurs PSMs va s'eetuer via des règles
de transformation implantées à l'aide de générateurs (voir Fig. 3.1 et setion 3.1.1.5 sur la
programmation par génération).








































Fig. 3.1  L'approhe Model-Driven Arhiteture
L'approhe MDA permet une séparation laire entre : (i) la partie  métier  d'un logiiel
et (ii) la partie tehnologie ible. Elle ore aussi une plus grande pérennité et portabilité
de la partie  métier  ar elle-i est omplètement indépendante de toute tehnologie.
Enn, elle permet de faire évoluer très simplement une appliation en modiant seulement
les générateurs.
3.1.1.5 La programmation par  génération 
L'utilisation des logiiels a permis d'automatiser un ertain nombre de tâhes dont le
développement de logiiels. L'automatisation de la prodution de logiiels permet non seule-
ment, une rédution du temps et des oûts de développement mais aussi, l'augmentation de
la qualité des logiiels et la suppression d'un ertain nombre d'erreurs. De plus, les oûts et
la diulté de maintenane des logiiels sont aussi réduits grâe à ette automatisation. Ce-
pendant, la génération automatique et intégrale d'un système appliatif ne peut être réalisée
failement et ela semble peu probable dans un futur prohe.
Problématique
Ces onsidérations ne sont pas nouvelles ar la programmation par objet néessite un plus
haut degré d'abstration mais, elle ne permet pas une automatisation du développement. Les
patrons de oneption [37℄ sont devenus des standards de fato pour un très grand nombre
de développeurs mais, ils sont utilisés a posteriori, i.e. lors de la phase de développement,
et leur mise en ÷uvre est laissée à la harge du développeur. L'idée fondamentale de la
programmation automatisée est donnée par la itation suivante [29℄ :
 Si on peut omposer manuellement les omposants, il est possible d'automatiser e pro-
essus. 
Le terme programmation générative est survenue pour la première fois en 1996 et a fait
l'objet du livre [30℄.
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Prinipe
La programmation générative est un nouveau paradigme du développement de logiiel.
Elle ne rivalise ni ave les paradigmes présentés auparavant ni ave la programmation orien-
tée objet mais, les omplète. En plus de l'automatisation du développement de logiiels, le
prinipe fondamental de la programmation générative est la prise de onsiene de l'existene
de familles de logiiels. En eet, le développement onventionnel néessite de développer des
omposants ou des systèmes entièrement même s'ils présentent des aratéristiques sem-
blables. Au ontraire, les prinipes de programmation générative supposent qu'il est possible
de produire automatiquement les membres d'une même famille. Cette génération est réalisée
sur la base d'un modèle ommun nommé modèle ommun de génération qui est onstitué de
trois éléments :
1. une méthode pour spéier les membres d'une famille ;
2. des modules qui permettent la réation de haque membre ;
3. le savoir-faire de onguration pour transrire les spéiations en implantation.
La modélisation et la spéiation des familles sont réalisées à l'aide de tehniques omme
l'ingénierie de domaine, la modélisation des omportements et les langages spéiques à un
domaine (Domain Spei Language).
La oneption des modules et l'implémentation des ongurations, 'est-à-dire la trans-
ription des spéiations en logiiels et omposants exigent des outils de générations adé-
quats.
Outils de génération
La tâhe prinipale d'un outil de génération ou générateur est de traduire la spéiation
de haut niveau dans un format de niveau plus bas. Les ompilateurs sont l'exemple le plus
onnu de générateur. Il existe diérents types de générateur :
• les générateurs spéialisés sont dédiés à des tâhes très partiulières (générateurs d'in-
terfae graphique utilisateur, transformateurs de spéiation UML, pré-ompilateurs
DBMS  DataBase Management System). Ces générateurs vont travailler eaement
dans leur domaine de responsabilité mais du fait de leur spéialisation, ils ne sont pas
exibles et ne peuvent pas être adaptés à d'autres tâhes ;
• les générateurs  à faire soi même  ont une exibilité importante ar il faut spéier
des maros ou patrons dans les ompilateurs eux-mêmes. Cependant, es générateurs
n'ont pas de réelle  intelligene  individuelle. Il y a don un gros oût de développe-
ment à l'usage ;
• les ombinaisons des deux prinipes préédents onsistent en une partie prédéterminée
et spéialisée pour des fontions de base et ils peuvent être étendus par l'utilisateur à
l'aide de maros ou de patrons.
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3.1.2 Proposition de  patrons de oneption  de onurrene
Les investigations initiales sur les modèles de onurrene présentées dans le hapitre 2
ont montré qu'il était néessaire de proposer des méthodes systématiques an de failiter
le développement des appliations onurrentes et plus préisémment les serveurs Internet.
C'est pourquoi, je vais proposer dans ette setion un  patron de oneption de onur-
rene  pour haque modèle présenté dans la setion 2.3.
Un patron de oneption est déni omme la spéiation d'une solution réurrente à un
problème standard [37℄. Les patrons de oneption dénis ii seront, par la suite, utilisés dans
un modèle de développement permettant de générer automatiquement des serveurs Internet
à partir d'une spéiation indépendante de tout modèle de onurrene 3.1.3.
3.1.2.1 Dénitions préliminaires
Je vais dénir par servie la suite d'instrutions qu'un serveur Internet doit réaliser pour
répondre à une requête émise par un lient. Un servie va être onstitué d'une suite d'opé-
rations de haut niveau, que je vais appeller stages en référene à l'arhiteture SEDA [109℄.
Les stages peuvent être des instrutions de alul, des opérations d'E/S, et.
Par exemple pour répondre aux requêtes de ses lients, un serveur HTTP (voir Fig. 3.2)
va devoir aepter et établir une nouvelle onnexion réseau ave haque lient. Puis, après
avoir lu et déoder la requête entrante, il va herher à servir ette requête. Il va ensuite






Fig. 3.2  Le servie HTTP et ses diérents stages
L'intérêt de déouper un servie en plusieurs stages est de distinguer très failement :
1. le ode fontionnel du servie ;
2. le ode lié au modèle de onurrene utilisé.
En eet, les modèles de onurrene (voir setion 2.3) sont aratérisés par des tehnolo-
gies diérentes (le type des E/S et l'utilisation des proessus). Ainsi lors du développement
d'un serveur Internet, le ode fontionnel ne va jamais hanger mais, la struture et l'or-
ganisation de l'implantation de haun des modèles de onurrene vont être radialement
diérentes d'un modèle à un autre !
La struture du ode va ainsi orrespondre au patron de oneption assoié au modèle de
onurrene. Les modèles de onurrene vont s'exprimer selon la méthode d'enapsulation
des stages dans les proessus légers : (i) tous les stages s'exéutent-ils dans un seul proes-
sus ? (ii) Dans plusieurs proessus ? (iii) Coopérent-ils ou onourrent-ils ?, leur méthode
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d'interonnetion : (i) les loales, (ii) appels de fontion ou (iii) onnexions réseau et enn,
selon le type des E/S : (i) bloquantes ou (ii) non bloquantes.
Je vais maintenant détailler les diérents patrons de oneption des modèles de onur-
rene pris en ompte par mon approhe.
3.1.2.2 Arhiteture itérative
Cette arhiteture utilise un seul proessus léger dans lequel les stages sont exéutés
séquentiellement. Les stages vont être onnetés entre eux via des appels de méthodes et les
E/S utilisées dans ette arhiteture sont bloquantes.
3.1.2.3 Arhiteture SPED
Les diérents stages d'un servie sont exéutés dans un seul proessus léger et sont
onnetés via des appels de méthode. Contrairement à l'arhiteture préédente, les E/S
utilisées sont non bloquantes. Il est don néessaire de mettre en plae un méanisme per-
mettant d'assoier à un événement d'E/S, un stage donné. De plus, les stages peuvent être
issus d'un déoupage logique d'un servie. Un événement donné peut don être assoié à un
sous-graphe, i.e. une suession de stages.
3.1.2.4 Arhiteture multi-proessus légers
Cette arhiteture utilise plusieurs proessus légers dans lesquels les stages vont être
exéutés séquentiellement. L'ensemble de es proessus va réaliser exatement les mêmes
traitements ! Cependant un méanisme doit être fourni pour attribuer une tâhe à un pro-
essus de traitement. Les stages vont être onnetés entre eux via des appels de méthodes
et les E/S utilisées dans ette arhiteture sont bloquantes.
3.1.2.5 Arhiteture multi-SPED
Cette arhiteture est omposée de plusieurs proessus légers, haun utilisant l'arhi-
teture SPED. L'ensemble des proessus vont réaliser exatement les mêmes traitements.
Similairement à l'arhiteture multi-proessus, un proessus dédié va aepter un nouveau
lient et transmettre à un proessus de traitement la requête liente. Le méanisme de trans-
mission peut s'inspirer de eux utilisés pour l'ordonnanement des tâhes d'un proesseur.
3.1.2.6 Arhiteture Pipeline
Cette arhiteture utilise plusieurs proessus légers, haun ayant en harge d'exéuter un
stage. An de ommuniquer entre eux, les stages vont utiliser des les loales pour s'éhanger
des informations. Les E/S utilisées dans ette arhiteture sont bloquantes.
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3.1.2.7 Arhiteture SEDA
Les diérents stages d'un servie vont être exéutés dans un proessus légers propre.
Dans le but de ommuniquer entre eux, les stages vont utiliser des les loales. Les E/S
sont synhrones e qui implique la mise en plae d'un méanisme permettant d'assoier à un
événement d'E/S le stage à exéuter.
3.1.3 Desription de mon modèle de développement de serveurs
Internet
La prise en ompte des nouvelles approhes de développement néessite un hangement
radial dans la façon d'appréhender la oneption et le développement d'appliations. C'est
pourquoi, je me suis foalisé sur la proposition d'une nouvelle méthodologie de développement
de serveurs Internet qui intégre à diérents niveaux des approhes similaires à (i) l'ingénierie
dirigée par un modèle (MDA), (ii) la programmation par aspets et (iii) la programmation
par omposants.
3.1.3.1 Problématique
Du fait de nombreuses optimisations de ode, de l'imbriation de la partie  métier  et
des diérentes préoupations, dont la onurrene, le ode soure des serveurs Internet est
diilement lisible, maintenable et évolutif. De plus, les modèles de onurrene vont avoir
des oûts plus ou moins importants en ressoures. Ainsi, un serveur Internet peut être utilisé
pour ongurer un pda via une onnexion réseau ou tenter de répondre aux requêtes de mil-
liers de lients sur une mahine multi-proesseurs. Les ressoures disponibles vont alors être
extrêmement diverses et le serveur Internet devra s'adapter aux besoins du développeur et
aux ressoures disponibles. An de s'adapter à l'arhiteture matérielle sous-jaente et vue
l'absene de onsensus sur le meilleur modèle de onurrene [11, 41, 85℄, il est néessaire de
redévelopper de  bout en bout  le même serveur Internet pour un autre modèle de onur-
rene. C'est pourquoi, je pense qu'il est néessaire de proposer une méthode permettant de
passer très failement et de manière transparente d'un modèle de onurrene à un autre.
Le hoix du modèle de spéiation dans une approhe d'ingénierie dirigée par un modèle
est déterminant !
En eet, il doit être simple pour failiter son utilisation et susament expressif pour
dérire des propriétés évoluées d'un système omplexe. De plus, je pense qu'utiliser des lan-
gages existants en proposant des bibliothèques ou des extensions simples au langage permet
d'aroître enore plus failement la diusion et l'utilisation de es outils.
3.1.3.2 Desription
L'utilisation des onepts prohe de eux de l'ingénierie dirigée par un modèle m'a permis,
à partir d'une spéiation unique de serveurs Internet, de générer automatiquement le
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serveur Internet fontionnel mais aussi son modèle formel, vérié par un model heker, en






































Fig. 3.3  Proessus de développement
Pour se faire, j'ai proposé un modèle de spéiation de serveurs Internet qui va être
onstitué de trois parties spéiées par le développeur [68, 70℄ :
1. un graphe orienté qui représente l'ensemble des opérations de synhronisation ;
2. les n÷uds du graphe (appellés stages) qui fournissent le ode métier ;
3. le modèle de onurrene qui permet de générer le ode fontionnel.
Un stage va représenter l'ensemble des instrutions qui fournissent un traitement fonda-
mental du serveur Internet (leture sur une soket réseau, aeptation d'un nouveau lient,
alul, et.). Un stage va :
1. Réaliser au plus une opération d'E/S.
2. Ne ontenir auune opération de synhronisation ou de onurrene.
La phase de génération impose ette hypothèse très forte sur l'absene d'opérations de
synhronisation ou de onurrene au sein des stages !
En eet, les opérations de synhronisation sont représentées par le graphe et la onur-
rene par le modèle de onurrene hoisi par le développeur. Ce onept de graphe bloquant
a déjà été utilisé pour l'ordonnanement, à l'exéution, des proessus légers [12℄. Il existe
d'autres travaux qui utilisent un  graphe de ommuniation  pour développer des applia-
tions Java onurrentes [13℄ ou un  automate d'E/S  pour le développement d'appliations
distribuées [38℄. Le graphe de spéiation de Saburo est une ombinaison de es approhes.
Le ode fontionnel, généré selon un modèle de onurrene hoisi par le développeur va
réaliser le lien entre les diérents stages par des appels de fontions, des les loales ou des
onnexions réseaux. Il va aussi permettre de spéier la manière d'utiliser les proessus dans
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l'appliation et le type des E/S.
L'utilisation des prinipes de la programmation par omposants m'a permis de fournir,
lors de la spéiation des diérents stages, un méanisme pour les réutiliser. Ils sont fournis
par des bibliothèques. La ommuniation entre les diérents stages va être spéiée par des
interfaes Java qu'il peut être néessaire d'adapter. Pour réaliser ette adaptation, j'utilise
le prinipe d'héritage fourni par les langages de programmation objet.
L'ensemble de es méanismes permet de onstruire un serveur Internet omplet par
simple assemblage de stages e qui permet de réduire les oûts et les temps de développement.
3.1.3.3 Les appliations omme réseaux de stages
Dans mon modèle de développement une appliation est onstruite omme un réseau de
stages. Les stages vont être onnetés via des les loales, des appels de fontions ou des
onnexions réseau selon le modèle de onurrene utilisé.
Ce réseau de stages peut être onstruit :
• statiquement : tous les stages et leurs onnexions sont onnus au moment de la om-
pilation ou du hargement de l'appliation ;
• dynamiquement : les stages peuvent être ajoutés, modiés et supprimés lors de l'exé-
ution de l'appliation.
Les deux approhes présentent des avantages et des inonvénients. Ainsi la onstrution
statique d'un réseau permet au développeur de vérier, à l'aide d'outils dédiés, la orretion
de la struture du graphe, en répondant à la question :
Est-e que les types des événements générés par un stage sont traités par un ou des stages
qui sont en aval de elui-i ?
De plus, la onstrution statique permet des optimisations à la ompilation :
• rédution du hemin entre deux stages ;
• assoiation de deux stages en un ;
• et.
La onstrution dynamique de réseau permet une plus grande exibilité dans la onep-
tion d'une appliation ar il est possible d'ajouter de nouveaux stages dans un système selon
les besoins. Par exemple, si une fontionnalité est rarement appelée, le stage orrespondant
peut être réer à la demande.
Dans les appliations performantes et à longue durée de vie, il est extrêmement important
d'avoir une gestion très ne de la mémoire. Lorsqu'un objet n'est plus utilisé, elui-i doit être
libéré. Dans mon as, l'objet sera rendu à un vivier d'objets qui permet d'amortir le oût de la
réation. Il est extrémement intéressant de pouvoir aluler automatiquement le yle de vie
d'un objet pour déharger le programmeur de ette tâhe. Ce méanisme est parfaitement
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assimilable au ramasse miettes du langage Java. Ii, le yle de vie va orrespondre à un
sous-graphe. Ce sous-graphe va ommener du stage où l'objet est emprunté à son vivier
jusqu'au stage ou il devra être relâhé pour optimiser l'utilisation de la mémoire. Le graphe
de stage permet de aluler le yle de vie d'un objet. En eet, les stages vont se passer des
informations entre eux. Si un objet n'est plus utilisé par la suite, il n'est tout simplement
plus transmis aux stages en aval. Le alul du yle de vie d'un objet est réalisé en inversant
le graphe. On parours le graphe inversé en maintenant une table des objets libérés. Si un
objet du stage ourant n'a pas enore été libéré, on le libére et on met à jour la table des
objets libérés.
Contraintes sur le graphe
Similairement aux règles de oneption de iruit életrique [63℄, je vais dénir un ensemble
de ontraintes sur mon graphe de synhronisation et de ommuniation :
• orientation : le graphe onserve une seule orientation, d'une soure vers une destina-
tion. Les boules et les branhes retours sont possibles d'un onsommateur vers un
produteur. On obtient ainsi un graphe diret de ot de données.
• ommuniation : les méthodes et le format de messages de ommuniation sont générés
automatiquement et sont spéiques aux omposants.
• onnexion : les stages maintiennent une onnexion xe, 'est-à-dire que les produteurs
ne peuvent envoyer des messages que vers leurs onsommateurs onnus. Les onsom-
mateurs peuvent être ajoutés dynamiquement. La onnexion est typiquement gérée en
onservant les référenes diretes entre les produteurs et les onsommateurs. Cette
onnexion peut aussi être fournie via un anal partagé (une le par exemple).
• protoole de transfert : tous les messages portent une information mais omme un stage
transmet une information mutable, il ne doit plus manipuler ette information. Dans
mon modèle, le protoole de transfert est basé sur l'opération push.
En tenant ompte de es ontraintes, on obtient diérents types de stages.
Diérents types de stage





Fig. 3.4  Le stage s1 est un stage initial.





Fig. 3.5  Le stage s2 est un stage nal.
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Un stage défaut reçoit des événements d'un seul prédéesseur et émet des événements vers






Fig. 3.6  Le stage s2 est un stage défaut.
Un stage olleteur reçoit des événements de plusieurs prédéesseurs et les retransmet vers






Fig. 3.7  Le stage s3 est un stage olleteur.
Un stage ombineur va bloquer tant qu'il ne peut pas assoier ensemble un événement de






Fig. 3.8  Le stage s3 est un stage ombineur.
Un stage routeur va retransmettre tout les événements obéissant à un prédiat donné vers






Fig. 3.9  Le stage s2 est un stage routeur.







Fig. 3.10  Le stage s2 est un stage multiasteur.
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3.2 Saburo, un outil de développement de serveurs Inter-
net
Pour illustrer l'utilisation de mon modèle de développement, j'ai implanté Saburo un pro-
totype en Java. Saburo est une  fabrique de serveurs Internet  qui fournit des interfaes,
des lasses et des annotations permettant d'implanter des stages, de les onneter dans un
réseau, de gérer la onguration des serveurs ainsi que quelques stages de base réutilisables.
De plus, Saburo fournit une bibliothèque de gestion des E/S non bloquantes qui est basée
sur les E/S sorties fournies par le langage Java. Ces lasses d'enapsulation permettent d'en
failiter l'utilisation en restreignant l'API disponible à e ontexte partiulier. Dans ette
setion, je vais détailler la oneption et l'implantation de Saburo.
La gure 3.11 illustre le prinipe de fontionnement de Saburo et les interations entre le
ode fourni par le développeur, les bibliothèques de Saburo, les générateurs de ode soure
et le ode généré.
3.2.1 Le langage Java
Saburo est entièrement implanté à l'aide du langage de programmation Java [40℄. La déi-
sion d'utiliser e langage au lieu d'utiliser un  langage système  (langage C [56℄ ou langage
C++ [100℄) est motivé par une très grande portabilité de Java, par la gestion automatique
de la mémoire (ramasse-miettes [54℄) et par la sûreté du typage. En eet, le résultat de
la ompilation d'un programme Java est un ode intermédiaire appelé byteode. Ce dernier
est indépendant de la plate-forme matérielle et logiielle (que l'on soit sur un Pentium, un
PowerPC, un Spar ou sur un Alpha, sous Windows, MaOS, Solaris ou Linux, et.). Cette
indépendane garantit la portabilité des appliations érites en Java.
En général, le byteode n'est pas diretement exéuté par un proesseur physique. Aussi,
une ouhe logiielle est introduite entre e byteode et la mahine hte sur laquelle l'exéution
doit se dérouler. Cette ouhe logiielle est appelée mahine virtuelle Java. Sa prinipale
fontion est d'exéuter les séquenes d'instrutions de byteode. La sémantique de haque
instrution de byteode est dérite dans la spéiation de la mahine virtuelle Java fournie
par Sun [66℄. Un programme Java n'est ompilé qu'une fois pour toutes mais son byteode
peut être exéuté sur n'importe quel système ( Write one, run anywhere ), pourvu que
e dernier possède sa propre implantation de mahine virtuelle Java (voir Fig. 3.12).
L'ensemble des aratéristiques du langage Java permet une plus grande robustesse des ap-
pliations développées. De plus, le langage Java permet d'éviter une large lasse de problèmes
ourant en programmation :
• violation des limites d'un tableau ;
• erreurs lors de la libération d'une zone mémoire ;
• utilisation d'un mauvais type ;
• et.



































































Fig. 3.12  Exéution via une mahine virtuelle
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Je onsidère que la sûreté et les bénées en oneption d'appliations induit par le lan-
gage Java (i) programmation objet, (ii) introspetion, (iii) génération de byteode à la volée,
sont des ritères plus important que la perte de performanes a fortiori de plus en plus mi-
nimes.
Cependant, l'un des prinipaux inonvénients du langage Java était l'absene d'E/S asyn-
hrones. Ces E/S permettent notamment d'utiliser un unique proessus et non plus un pro-
essus par onnexion ou par requête. Depuis la version 1.4 du langage, il existe un support
pour de telles E/S [104℄ et la bibliothèque NBIO [109℄ permet d'utiliser les E/S non blo-
quantes pour des versions antérieures à la version 1.4.
3.2.2 Stages et graphe de stages dans Saburo
Dans ette setion, je vais tout d'abord présenter les stages standards fournis par Saburo.
Fournir des stages réutilisables permet aux développeurs d'aélérer le développement de
leurs serveurs Internet. Dans un seond temps, je vais introduire les lasses néessaires à la
spéiation du graphe de stages d'un serveur. Et enn, je vais présenter la génération du
ode dans mon outil.
3.2.2.1 Stages fournis  sur étagère  par Saburo
Chaque stage va implanter une seule méthode handle(...) qui représente les instrutions à
exéuter. Ses paramètres vont être un ontexte, utilisé pour aéder au(x) suesseur(s),
potentiellement un événement d'entrée et/ou un événement de sortie. L'implantation des
diérents événements est générée automatiquement à l'aide du générateur GenEvent. La pré-
sene d'événements d'entrée ou de sortie dépend de la position du stage dans le graphe. Le
ontexte va orrespondre au anal de onnexion entre le stage et son ou ses suesseur(s) et il
peut être généré omme un appel de fontion, une le loale ou une onnexion réseau par le
générateur GenContext. Un stage possédant un ou des suesseur(s) va don utiliser son ontexte
pour leur envoyer le ou les événement(s) de sortie grâe à la méthode dispathToSuessor(. . .).
Saburo fournit trois stages standards aompagnés de leurs événements de ommunia-
tion. Le premier est le stage Aept qui permet d'aepter un lient sur une onnexion serveur.
Initial
Stage
publi lass AeptStage< S extends AeptStageResponse > {
private nal SaburoServerSoket server ;
publi AeptStage(Conguration onguration) throws IOExeption {
server = onguration.getSaburoServerSoket(("aeptStage.SaburoServerSoket")) ;
}
publi nal void handle(StageContext< S > tx, S res) {
SaburoSoket soket ;
if((soket = server.aept()) != null) {
res.setSaburoSoket(soket) ;




An de réer l'objet SaburoServerSoket, il est néessaire d'avoir le nom du serveur et son port.
Ces informations sont spéiées dans un hier de ongurations par le développeur. L'objet
Conguration va lire un hier de onguration et va réer les objets adéquats tel que l'objet
SaburoServerSoket. Le onstruteur de l'objet AeptStage prend en paramètre et objet de on-
guration pour réupérer les informations qui lui sont néessaires, i.e. l'objet SaburoServerSoket.
L'annotation Initial est néessaire ar elle permet d'indiquer à Saburo que le stage aept est
un stage initial. Comme 'est un stage initial, il n'a pas d'événement en entrée e qui permet
de faire des vériations statiques sur la struture du graphe lors de la génération par le
générateur GenMain et ainsi améliorer la sûreté de l'appliation générée.
Le seond stage fourni par Saburo est le stage Read qui permet de lire des données sur une
onnexion liente.
Stage
publi lass ReadStage< Q extends ReadStageRequest, S extends ReadStageResponse > {
publi nal boolean handle(StageContext< S > tx, Q req, S res) {
RequestStream stream = req.getRequestStream() ;
ByteBuer buer = tx.takeByteBuer(res) ;
int n = 0 ;
try {
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Dans e stage la soket est fermée logiquement en leture par la méthode shutdown(), i.e. il
n'y aura plus de leture possible sur la onnexion liente. L'annotation Stage indique que le
stage read reçoit un événement en entrée et en envoie un en sortie vers son suesseur. Ces
informations sont utilisées par les générateurs GenMain et GenContext.
Ce stage est omplètement indépendant du type d'E/S. Dans le as d'E/S bloquantes il
est néessaire d'appeler ette méthode handle() de la façon suivante :
while(read.handle(ontext, in, out)) ;
Dans le as d'E/S non bloquantes le méanisme des séleteurs aura la harge d'appeler
ette méthode.
Remarque : Le ode d'appel à la méthode handle(. . .) est généré automatiquement par les
générateurs GenWrapper, GenMain et GenContext selon le modèle de onurrene.
Enn, le dernier stage fourni par Saburo est le stage Write qui permet d'érire des données
sur une onnexion liente.
Stage
Final
publi lass WriteStage< Q extends WriteStageRequest > {
publi int handle(StageContext< ? > tx, Q req) {
ResponseStream stream = req.getResponseStream() ;
ConurrentLinkedQueue< ByteBuer > buers = req.getByteBuerResponse() ;
if(buers.size() > 0) {
ByteBuer buer = buers.peek() ;






} ath(IOExeption e) {
















Ce stage est un peu plus ompliqué ar on doit prendre en ompte le as non bloquant. En
eet, les données qui sont stokées dans des ByteBuer peuvent ne pas être érites totalement.
Il faut tester e as partiulier. C'est pourquoi, e stage maintient une liste (pour onserver
l'ordre d'ériture) des tampons à érire, emprunte sans le retirer un tampon et essaye de
l'érire. Si le tampon est entièrement érit alors le tampon est retiré de la liste puis libéré,
sinon le tampon est laissé dans la liste pour nir de l'érire à un autre moment.
3.2.2.2 Graphe des stages
Pour la gestion du graphe, j'utilise le prinipe de génération de programme dirigée par
des annotations [91℄. Les stages sont ainsi  marqués  en utilisant les 7 annotations possibles
(Initial, Final, Stage, Router, Multiaster, Combiner, Colletor). Cependant en Java il n'est pas possible d'avoir
de relation d'héritage entre annotations. Ainsi, un stage routeur aura deux annotations. La
première indiquant au gestionnaire de stage que 'est un stage (annotation Stage) et la seonde
qui indique que le stage est un routeur (annotation Router).
La onnexion des stages est ensuite spéiée à la main sous forme de ode Java ou bien à
l'aide d'une tâhe Ant et du générateur GenMain pour automatiser plus failement la onstru-
tion du serveur. Les stages sont onnetés via une implantation de l'interfae StageManager.
Cela permet de rajouter des vériations à la ompilation, par exemple :
1. Existe t-il au moins un stage initial et un stage nal ?
2. Les stages onnetés ensemble sont-ils bien ompatibles ?
3. et.
L'interfae StageManager fournit les méthodes suivantes :
publi interfae StageManager {
publi Iterator< String > initialStages() ;
publi Iterator< String > next(String id) ;
publi Class<? > getStage(String id) ;
publi boolean isInitialStage(String id) ;
publi boolean isFinalStage(String id) ;
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publi void onnet(Class< ? > soure, Class<? > sink) ;
publi void onnet(Class< ? > soure, String soureName, Class< ? > sink, String sinkName) ;
}
La méthode initialStages() permet de réupérer l'ensemble des stages initiaux d'un graphe.
Cela permet d'initier le parours du graphe lors de la génération du ode dépendant du
modèle de onurrene (lors de la génération des ontextes ave GenContext et des wrappers
ave GenWrapper). La méthode next() permet de réupérer les suesseurs du stage que l'on
donne en paramètre. A haque stage est assoiée une lé unique qui permet de réupérer la
lasse d'implantation du stage pour appliquer des opérations d'introspetion (réupérer le
onstruteur, des méthodes, et.). Les deux méthodes onnet() permettent de onneter deux
stages ensemble et de vérier leur ompatibilité.
Evénements de ommuniation
Lors du développement, le développeur va spéier les événements de ommuniation entre
les diérents stages. Ces événements sont spéiés sous forme d'interfaes Java. J'ai hoisi
d'utiliser la onvention de nommage suivante pour es interfaes :
<type><StageName>Event
Le <type> vaut soit Request soit Response et <StageName> orrespond au nom du stage envoyant
l'événement. Par exemple, l'événement ResponseAeptEvent est l'événement sortie du stage Aept.
Ces interfaes vont seulement délarer des méthodes (send() or reeive()) qui sont utilisées
par les stages. Le stage en amont va envoyer des données et le stage en aval va reevoir
des données. L'implantation de es méthodes est générée automatiquement durant la phase
de génération par le générateur GenEvent. Ces méthodes suivent la onvention de nommage
suivante :
<method><StageName><DataType>
Ave <method> qui vaut soit send soit reeive, <StageName> orrespond au nom du stage envoyant
l'événement et DataType orrespond au type des données envoyées ou reçues. Par exemple, la
méthode sendAeptServerSoket() indique que la méthode permet d'envoyer du stage Aept une
ServerSoket.
Ces interfaes sont ensuite fournies en entrée au générateur d'événements (GenEvent). Ce
générateur va produire une unique implantation de toutes es interfaes. Cela permet au pro-
essus de génération de hoisir la meilleure implémentation des événements selon le modèle
de onurrene hoisi (rajouter des informations ou en supprimer).
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Remarque : Ce méanisme permet de libérer le développeur de la réation des événements
et de l'implantation du vivier d'objets qui lui aussi est généré par GenEvent. Une optimisation
des générateurs, qui n'est pas enore implantée, est la détetion des yles de vie des diérents
objets enapsulés par les événements. Cela permet de libérer  au bon moment  les objets
qui ne seront plus utilisés par la suite. Une idée pour déteter e yle de vie est d'inverser
le graphe et de le parourir pour déteter à partir de quel stage un objet n'est plus utilisé.
C'est-à-dire que l'on détete à quel moment il n'y a plus de méthode qui réupére et objet
dans les interfaes d'événements. Déteter leur  réation  orrespond à déteter la méthode
xant et objet dans une interfae d'événement.
3.2.2.3 Utilisation des annotations
Les annotations sont utilisées pour marquer le type du stage selon les patrons dénis
dans la setion 3.1.3.3. Cela me permet de vérier lors du proessus de génération :
1. Qu'il existe au moins un stage initial et un stage nal dans le graphe.
2. Que les objets que j'essaye de onneter ont bien été onçus pour Saburo.
3. que je n'essaye pas de onneter un stage nal (pas de suesseur) à un stage initial
(pas de prédeesseur).
4. et.
Par la suite les annotations vont être utilisées dans le proessus de vériation pour extraire
des informations pertinentes du serveur Internet (plus partiulièrement sur sa struture).
An de modèliser des appliations onurrentes beauoup plus omplexes, les annotations
peuvent être omposées. La omposition se fait en énumérant les annotations que le stage
va respeter. Ainsi si l'on souhaite qu'un stage puisse olleté des événements (annotation
Colleter) et les envoyés vers l'ensemble de ses suesseurs (annotation Multiaster), on le délarera




publi lass ComposeStage<S extends ComposeStageResponse, Q extends ComposeStageRequest > {
}
Le ode adéquat sera ensuite généré par les générateurs :
• GenContext pour l'annotation Multiaster ar le ontexte représente tout les traitements en
aval d'un stage.
• GenWrapper pour l'annotation Colleter ar les  wrappers  représentent tout les traitements
en amont d'un stage.
Remarque : L'annotation Inital (respetivement Final) ne pourra pas être omposée ave les
annotations Colletor et Combiner (respetivement Router et Multiaster).
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3.2.2.4 Générateurs de ode
Saburo fournit un ensemble de générateurs (GenWrapper, GenContext, GenMain et GenEvent) utilisés
pour générer les serveurs Internet en fontion du graphe de spéiation et du modèle de
onurrene hoisi par le développeur.
GenWrapper :
Desription : Ce générateur permet de générer le wrapper de haque stage, i.e l'ensemble
des traitements réalisés en amont du stage.
Entrées : Il prend en entrée un stage et plus partiulièrement son annotation an de
générer du ode d'enapsulation permettant :
• La ombinaison d'événements en entrée.
• La olletion d'événements en entrée.
Sorties : Ce générateur va produire le ode exéuté en amont du stage (appelé wrapper).
GenContext :
Desription : Ce générateur permet de générer le ontexte de haque stage. Le ontexte
est utilisé pour éhanger des informations ave les suesseurs du stage et regroupe l'ensemble
des traitements réalisés en aval du stage.
Entrées : Il prend en entrée un stage, son annotation, le graphe de spéiation du serveur
Internet et le modèle de onurrene. Selon le modèle de onurrene et le graphe, il va
générer le ode permettant de ommuniquer ave les suesseurs du stage. Dans le as d'une
approhe par ompétition, la ommuniation se fait par des appels de fontions. Pour les
approhes par oopération, des les loales sont utilisées. Selon l'annotation du stage, il va
aussi générer du ode d'enapsulation permettant :
• Le routage d'événements en sortie.
• Le multiast d'événements en sortie.
Sorties : Ce générateur va générer le ode exéuté en aval d'un stage (appelé ontexte).
Remarque : A l'aide du wrapper et du ontexte, on peut aluler très failement la latene
d'un stage en utilisant un ompteur initialisé dans le wrapper. Cela permet de déteter les
stages à optimiser.
GenMain :
Desription : Ce générateur va produire la boule prinipale du serveur, les instaniations
d'objets néessaires au serveur, et.
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Entrées : Il prend en entrée le graphe de ommuniation et le modèle de onurrene.
A partir du graphe, il va produire l'instaniation de tous les objets néessaires au serveur
Internet (stages, ontextes, wrappers) en le parourant dans l'ordre inverse. Puis en fontion
du graphe et du modèle de onurrene, il va produire la boule prinipale.
Sortie : Ce générateur permet de produire la fontion main(. . .) du serveur Internet. Cette
fontion va réaliser l'analyse d'un hier de onguration, instanier l'ensemble des stages,
ontextes et wrappers (dans l'ordre inverse du graphe). Puis, elle va exéuter le ode assoié
au modèle de onurrene hoisi par le développeur.
GenEvent :
Desription : Ce générateur permet de produire le ode des événements à partir des
interfaes délaratives spéiées par le développeur et du modèle de onurrene.
Entrées : Il prend en entrée les diérentes interfaes délaratives ainsi que le modèle de
onurrene hoisi par le développeur. Le modèle de onurrene est utile ii ar les diérents
déorateurs des stages (wrapper et/ou ontexte) vont s'éhanger des informations induites
par le modèle de onurrene. Mon but étant de m'abstraire du modèle de onurrene lors
de la spéiation d'un serveur Internet, ses informations d'ordre implantatoire vont être
générées automatiquement.
Sortie : Ce générateur va produire l'implantation des diérentes interfaes délaratives
utilisées pour la ommuniation inter-stages.
La gure 3.13 modèlise les ontextes et les wrappers d'une partie du serveur HTTP généré









Fig. 3.13  Modèlisation d'une partie du ode généré d'un serveur HTTP
Le ode généré peut être en Java ou en byteode. Le byteode est produit à l'aide
d'ASM [20℄. Cette seonde approhe permet de modier  à la volée  un serveur Inter-
net et de rajouter des stages dynamiquement pour fournir un nouveau servie ou enrihir un
servie déjà existant. Dans mon API, les générateurs vont implanter l'interfae Generator :
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publi interfae Generator< I extends AbstratBean, O > {
publi void generate(I input, O output) throws GeneratorExeption ;
}
Cette interfae génére du ode à partir d'informations réunies dans un bean [105℄. Le
bean sert à stoker toutes les informations néessaires à la génération d'un objet (paquetage
utilisé, lasses à importer, événements utilisés par un stage, suesseurs, et.). Le bean est
rempli à partir du graphe et il est utilisé omme point d'entrée du proessus de génération.
Le stage en lui-même n'est pas modié par le proessus de génération. On va lui adjoindre
une lasse d'enapsulation permettant de ommuniquer ave ses suesseurs : le ontexte du
stage. De plus, le proessus de génération va produire la boule prinipale du serveur.
3.2.3 Interfae de programmation de Saburo
Je vais maintenant détailler les lasses qui sont utilisées pour failiter le développement
d'un serveur Internet. Ces lasses sont des implantations de viviers d'objets, de proessus ou
de ahes de hiers.
Viviers d'objets
Dans un serveur Internet, la gestion mémoire est une préoupation extrêmement impor-
tante ar, la réation d'un objet est une opération très oûteuse. Pour éviter ette perte de
temps, il est reommandé de réer les objets au moment de l'initialisation du serveur puis
de les réutiliser en utilisant un méanisme de viviers. Dans Saburo, les objets qui peuvent
être gérés par un vivier implantent l'interfae PoolEntry :
publi interfae PoolEntry {
publi void lear() ;
}
La méthode lear() est utilisée pour réinitialiser un objet lorsqu'il est relâhé dans le vivier.
Les diérents viviers de proessus implantent l'interfae Pool :
publi interfae PoolManager< E extends PoolEntry > {
publi void bak(E entry) ;
publi abstrat E take() ;
}
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La méthode bak() est utilisée pour relâher un objet dans le vivier et la méthode take pour
emprunter un objet au vivier. La réation des objets est assurée par une fabrique qui im-
plantent l'interfae Fatory :
publi interfae Fatory< E extends PoolEntry > {
publi E newInstane() ;
}
La méthode newInstane() permet de réer un objet qui sera ensuite onservé dans un vivier.
Cette méthode est systématiquement appelée lors de l'initialisation du vivier. De plus et
suivant la stratégie du vivier, ette méthode pourra être appelée an d'augmenter le nombre
d'objets présents dans le vivier.
Cahe de hiers
Dans le as d'un serveur HTTP, le lient va demander au serveur des hiers. Le serveur
va devoir lire le hier, puis l'érire dans une onnexion réseau. Ces opérations onsistent à
harger le hier en mémoire (sérialiser le hier) puis de le réérire physiquement (déséria-
liser le hier). Pour  gagner  une étape on peut onserver un hier en mémoire dans un
ahe de hiers. Dans Saburo, les ahes de hiers implantent l'interfae FileCahe :
publi interfae FileCahe {
publi void put(String path) throws IOExeption ;
publi ByteBuer get(String path) ;
publi long getSize(String path) ;
}
Un ahe est implanté omme une table de hahage. La méthode :
• put() sert à onserver dans le ahe le hier qui a le hemin spéié en paramètre ;
• get() permet de réupérer une vue sérialisée en mémoire d'un hier ;
• getSize() permet de réupérer la taille du hier. Cette méthode permet de remplir le
hamp ontent-Length de la réponse du serveur HTTP destinée au lient.
La sérialisation d'un hier se réalise à l'aide de lasse MappedByteBuer qui permet de  mon-
ter  un hier en mémoire.
3.3 Développement d'un serveur HTTP ave Saburo
Je vais maintenant présenter le développement d'un serveur Internet produit à l'aide de
Saburo. Dans un servie Internet, l'une des préoupations prinipales est de répondre à un
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maximum de lients en un minimum de temps mais aussi d'être robuste fae aux montées en
harge importantes. Une seonde préoupation est d'optimiser l'utilisation des ressoures
systèmes en fontion des besoins et de leur disponibilité. En eet, un serveur Internet peut
être utilisé pour ongurer un pda ou répondre aux requêtes de milliers de lients sur une
mahine multi-proesseurs. Les ressoures disponibles et utilisées vont alors être extrême-
ment variables.
Les serveurs HTTP sont typiquement des serveurs Internet qui doivent être robustes fae
aux montées en harge très brusques et la plupart des travaux de reherhe se onsarent
prinipalement à l'optimisation des performanes. Cependant, très peu s'intéressent à la sim-
pliation de leur développement ou à leur adaptation en fontion des ressoures stritement
néessaires ou disponibles. Je vais ainsi dérire le développement d'un serveur HTTP simple
pour illustrer le développement d'une appliation signiative, omplète et réelle.
L'un des intérêts d'étudier les serveurs HTTP est l'existene d'une très grande variété
d'outils permettant de mesurer leurs performanes [5, 45℄ ainsi qu'un grand nombre de résul-
tats publiés omparant les performanes de diérentes arhitetures et/ou serveurs HTTP.
3.3.1 HTTP, un protoole sans état
Un protoole sans état est un protoole qui ne maintient auune relation entre les dif-
férentes requêtes d'un même lient, i.e. les requêtes sont onsidérées omme indépendantes
les unes des autres. Le protoole HTTP (HyperText Transfer Protool) est l'exemple le plus
ourant de protoole sans état. En eet, entre diérentes requêtes, un serveur HTTP ne va
jamais maintenir et réutiliser d'informations (nom d'utilisateur, mot de passe, et.) sur ses
lients.
Lors de la réeption d'une requête, un serveur HTTP va se omporter de la façon suivante :
1. il rée et ative un proessus de traitement ou en réative un (s'il maintient un vivier
de proessus de traitement) pour servir la requête d'un lient ;
2. e proessus traite la requête et génére une réponse qui est envoyée au lient ;
3. le proessus de traitement est tué ou mis en sommeil (s'il y a utilisation d'un vivier de
proessus).
La nature sans état du protoole HTTP implique qu'un proessus de traitement ne doit
jamais être alloué de façon permanente à un lient partiulier. En eet, après avoir traité une
requête, un proessus de traitement va potentiellement servir plusieurs requêtes de lients
distints avant de reevoir une autre requête du lient originel, s'il y en a une. Ainsi, lorsque
le serveur reçoit la requête d'un lient, il n'est pas néessaire de mettre en plae une tehnique
partiulière et oûteuse garantissant l'attribution du même proessus de traitement ayant
déjà traité les requêtes préédentes de e lient.
Remarque : Du fait de la nature sans état du protoole HTTP, un proessus de traite-
ment mis en sommeil doit oublier toutes les informations sur la requête qu'il vient de traiter
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et la réponse qu'il a générée. Ainsi, si la requête suivante d'un même lient est donnée en
traitement à e proessus, il n'aura auun  souvenir  des traitements eetués pour la
requête préédente et respetera la nature sans état du protoole HTTP.
L'absene d'état d'un protoole permet de ne pas limiter le nombre de proessus de trai-
tement à attribuer aux onnexions entrantes. En eet, dans un protoole sans état n'importe
quel proessus de traitement peut être attribué à n'importe quelle requête. A ontrario, dans
le as d'un protoole ave état un proessus va onserver les informations sur une onnexion
tant que elle-i n'est pas fermée. Il ne peut pas être attribuer à une autre onnexion e qui
limite le nombre de proessus de traitement assignable. Comme auune information issue
des ativités préédentes des lients n'est onservée, haque requête est traitée omme une
nouvelle requête et n'est pas onsidérée omme une requête parmi un ot de requêtes.
3.3.2 Développement d'un serveur HTTP
Je vais maintenant présenter le développement d'un serveur HTTP simple. Cet exemple
va permettre d'illustrer entièrement le proessus de développement à l'aide de mon outil
Saburo. Plus préisément, le proessus de développement va être omposé de quatre étapes :
1. la spéiation du graphe de ommuniation/synhronisation ;
2. la spéiation des événements de ommuniation ;
3. le développement des stages ;
4. la phase de génération.
3.3.2.1 Spéiation du serveur HTTP
La première étape du proessus de développement onsiste à déouper le serveur Inter-
net en plusieurs stages. Ce déoupage va dépendre des opérations de ommuniation et de
synhronisation réalisées dans le serveur, mais aussi d'une déomposition logique de l'appli-
ation.
Le serveur HTTP pris en exemple va être omposé de six stages : (i) le stage aept qui
aepte les nouveaux lients et établit les onnexions, (ii) le stage read qui lit les données
reçues sur une onnexion, (iii) le stage deode qui interprète, i.e. désérialise, la requête reçue
d'un lient, (iv) le stage servie qui harge le hier demandé depuis le disque dur du serveur,
si elui-i existe, (v) le stage enode qui ode, i.e. sérialise, la réponse pour le lient, enn
(vi) le stage write qui érit la réponse pour le lient.
Le graphe diret représenté par la gure 3.3.2.1 illustre e déoupage et les interonne-
tions de es six stages.
Ce graphe est spéié par le développeur via le ode Java suivant :
StageManagerImpl manager = new StageManagerImpl() ;
manager.onnet(AeptStage.lass, ReadStage.lass) ;











Ce ode peut être généré automatiquement par GenMain à partir d'une tâhe Ant qui spéie
entre autre les onnexions entre les stages. Un exemple de spéiation du graphe via une
tâhe Ant est donnée page 79.
Remarque : Les stages aept, read et write sont des stages génériques qui sont réutili-
sables par d'autres spéiations de serveurs. Les stages deode, servie et enode sont des
stages spéiques au serveur HTTP.
3.3.2.2 La spéiation des événements de ommuniation
An d'éhanger des données et selon la position du stage dans le graphe, des événements
d'entrée et sortie sont spéiés pour, respetivement, reevoir et envoyer des données. Ces
événements sont spéiés via des interfaes Java. Je vais maintenant illustrer la spéiation
des événements de mon serveur HTTP (voir Fig. 3.3.2.1).
Evénement du stage aept
Une seule interfae pour les événements de sortie.
publi interfae OutputAeptEvent {
publi void setSaburoSoket(SaburoSoket s) ;
}
Le stage aept aepte un lient, établit une nouvelle onnexion liente et envoie le point
d'entrée de ette onnexion (la soket) aux stages read et write.
Remarque : La soket liente est diretement envoyée au stage read (ligne pleine de la
gure 3.15) et indiretement au stage write (ligne pointillée de la gure 3.15).
Evénements du stage read
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Un événement d'entrée et un événement de sortie.
publi interfae InputReadEvent {
publi SaburoSoket getSaburoSoket() ;
}
publi interfae OutputReadEvent {
publi void setRequestByteBuer(ByteBuer b) ;
}
Le stage read lit des données depuis la soket liente. L'API de Saburo fournie pour
la leture et l'ériture de données est basée sur le paquetage java.nio qui fournit des E/S
bloquantes et non bloquantes. Ainsi, la lasse SaburoSoket va fournir des traitements de leture
d'une séquene d'otets stokée dans un ByteBuer depuis une SoketChannel qu'elle enapsule. Le
stage read envoie ensuite le ByteBuer au stage deode.
Evénements du stage deode
Un événement d'entrée et un événement de sortie.
publi interfae InputDeodeEvent {
publi ByteBuer getRequestByteBuer() ;
publi SaburoSoket getSaburoSoket() ;
}
publi interfae OutputDeodeEvent {
publi void setReqMethod(HttpMethod met) ;
publi void setReqUri(URI uri) ;
publi void setReqVersion(Version vers) ;
publi void setReqContentLength(int length) ;
}
Le stage deode reçoit un ByteBuer du stage read. Il va déoder la séquene d'otets an
d'obtenir la requête HTTP du lient. Le but du stage deode est de générer la représentation
logique de la séquene d'otets (la requête) depuis une représentation physique (le ByteBuer).
La gure 3.15 représente la relation entre les stages, les données éhangées entre eux et
le type de représentation des données (physique, omme une séquene d'otets ou logique,
omme une requête ou une réponse HTTP).
Stages restants
Evénements d'entrée et de sortie du stage servie :
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publi interfae InputHttpServieEvent {
publi HttpMethod getRequestMethod() ;
publi URI getRequestUri() ;
publi Version getRequestVersion() ;
publi int getRequestContentLength() ;
}
publi interfae OutputHttpServieEvent {
publi void setResponseVersion(Version v) ;
publi void setResponseCode(StatusCode ) ;
publi void setResponseMsg(StatusMsg m) ;
}
Evénements d'entrée et de sortie du stage enode :
publi interfae InputEnodeEvent {
publi Version getResponseVersion() ;
publi StatusCode getResponseStatusCode() ;
publi StatusMsg getResponseStatusMsg() ;
}




Evénement d'entrée pour le stage write :
publi interfae InputWriteEvent {
publi SaburoSoket getSaburoSoket() ;
publi ByteBuer getResponseByteBuer() ;
}
La gure 3.3.2.3 représente les diérents passages d'informations entre les stages. Ce pas-
sage peut être diret entre deux stages (lignes pleines) ou indiretes (lignes pointillées). Cette
gure montre aussi les diérents niveaux de représentation des données, i.e. données phy-
siques (les otets qui sont lus ou érits) et les données logiques (les objets représentant les















Fig. 3.15  Passage d'informations entre les diérents stages
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3.3.2.3 Spéiation des diérents stages
Une fois que les événements de ommuniation ont été spéiés par le développeur, il va
devoir implanter ses diérents stages qui orrespondent au ode métier de son serveur. Je
rappelle qu'un stage est une suite d'instrutions ave au plus un appel d'E/S, sans auun
blo de synhronisation.
Implantation du stage deode
Ce stage est beauoup plus ompliqué que eux préédemment présentés. Sa méthode
handle(. . .) doit être spéiée par le développeur ar elle dépend du protoole de ommunia-
tion utilisé (ii HTTP).
Stage
publi lass DeodeStage< Q extends DeodeStageRequest, S extends DeodeStageResponse > {
publi nal void handle(StageContext< S > tx, Q req, S res) {










L'événement en entrée du stage deode va fournir un analyseur syntaxique pour déoder
la requête liente. L'analyseur syntaxique est fourni par le développeur et doit tenir ompte
du type des E/S (voir setion 3.3.3). La méthode dispathToSuessor() est appellée lorsque l'on
atteint un marqueur de n d'analyse. Ainsi, dans le as du protoole HTTP version 1.1, il
est possible de mettre e marqueur à la n de la ligne de requête. Ce qui permet d'amorer
la haîne de traitements (réupération du hier dans le ahe, ériture de elui-i, et.) tout
en nissant d'analyser la requête.
Implantation des stages restants
Je vais maintenant dérire suintement les diérents stages restants. Les stages servie
et enode sont spéiés par le développeur ar ils dépendent du serveur. Le stage write est
un stage fourni par Saburo.
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Stage
publi lass HttpServieStage< Q extends HttpServieStageRequest, S extends HttpServieStageResponse > {



















publi lass EnodeStage< Q extends EnodeStageRequest, S extends EnodeStageResponse > {
private nal void writeStatusLine(ByteBuer buer, StageContext< S > tx, Q req, S res) {
int major = req.getVersionResponse().getMajorVersion() ;
int minor = req.getVersionResponse().getMinorVersion() ;















publi nal void handle(StageContext< S > tx, Q req, S res) {
ByteBuer buer = tx.takeByteBuer(null) ;
writeStatusLine(buer, tx, req, res) ;
swith(req.getStatusResponse()) {







3.3.2.4 Génération automatique du ode tehnique
La phase de génération du ode prend en entrée les spéiations préédentes et en
fontion du modèle de onurrene hoisi par le développeur va produire automatiquement
l'implantation des événements (GenEvent), les ontextes (GenContext) et la boule prinipale du
serveur (GenMain). Le modèle de onurrene est hoisi par le développeur parmi les 6 modèles
de onurrene pris en ompte par Saburo. Lors de la génération, il est spéié par une tâhe
ANT de la façon suivante :
<target name="seda" depends="ompile">
<model type="seda" destination="$gen-sr" generatorType="java" mana-
ger="fr.umlv.saburo.ore.impl.StageManagerImpl">
<onnet soure="fr.umlv.saburo.ore.stage.AeptStage" sink="fr.umlv.saburo.ore.stage.ReadStage" />









L'implantation des événements est générée automatiquement à partir des interfaes dé-
nies par le développeur. Cette approhe me permet d'utiliser plus failement des viviers
d'objets et réduit le nombre d'objets réés.
Dans le modèle présenté, un stage ayant un ou plusieurs suesseurs va utiliser son
ontexte an d'envoyer des événements en sortie en utilisant la fontion dispathToSuessor(. . .).
L'implantation du ontexte est basée sur le patron de oneption déorateur [37℄ pour ajou-
ter les ommuniations dans un stage. Pour onnaître la politique de transmission vers les
suesseurs j'utilise des annotations Java spéiées par le développeur en adéquation ave les
types lassiques de stages pris en onsidération par Saburo (initial, nal, default, olleteur,
ombineur, routeur and multiasteur).
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Le ontexte du stage est généré automatiquement par GenContext selon le modèle de onur-
rene en utilisant les règles suivantes :
• si un seul proessus est utilisé pour le traitement d'une requête, les ommuniations
sont réalisées sous forme d'appels de fontions ;
• si plusieurs proessus sont utilisés, les ommuniations sont réalisées par des les loales
et bloquantes ;
• pour des appliations distribuées, les ommuniations sont réalisées via des onnexions
réseaux.
Par exemple, le ontexte du stage read pour le modèle de onurrene SPED est :
publi lass ReadStageContext extends StageContext< GeneratedEvent > {
Override




Dans le as d'un serveur multi proessus légers, le ontexte du stage d'aeptation sera :
publi lass AeptStageContext extends StageContext< GeneratedEvent > {
Override
publi nal void dispathToSuessor(nal GeneratedEvent event) {
new Thread(new Runnable() {




La boule prinipale du serveur est elle aussi générée automatiquement selon le modèle de
onurrene spéié par le développeur. Cette génération est réalisée par GenMain. Ainsi, si le
modèle de onurrene néessite des E/S non bloquantes, la boule prinipale utilise le méa-
nisme de seletion fourni par le langage Java an de déterminer quels traitements doivent être
réalisés. Dans Saburo, j'utilise la lasse SaburoSeletor pour réaliser ette seletion. Cette lasse
d'enapsulation permet de réaliser une séletion sur une le loale et sur des interfaes d'E/S.
La boule prinipale pour le modèle de onurrene SPED est :




Dans un modèle de onurrene utilisant des E/S bloquantes, il est juste néessaire d'appe-





Certains modèles de onurrene utilisent plusieurs proessus légers. Dans e as, les deux
boules i-dessus peuvent être réalisées dans des proessus légers dédiés. Ainsi pour le modèle
de onurrene pipeline on aura e type d'instrutions :
new Thread(new Runnable() {






3.3.3 Problématique du déodage des requêtes lientes
Pour déoder les requêtes lientes, je vais devoir utiliser un analyseur lexial. Cet analy-
seur va me permettre de onvertir le ot des aratères, en haînes de aratères. La première
étape est de spéier les diérents automates qui permettent de reonnaître les mots possibles
du langage, ii les mots utilisables dans une requête HTTP. Par exemple, pour reonnaître
le mot lé GET l'automate est le suivant :
publi lass DFA_Get implements DFA {
private stati int INIT = 0 ;
private stati int AFTER_G = 1 ;
private stati int AFTER_E = 2 ;
private stati int AFTER_T = 3 ;
private int state = INIT ;




publi int step(har a) {
swith (a) {
ase 'G' :
if (state == INIT) {






if (state == AFTER_G) {















publi void reset() {
state = INIT ;
}
}
L'analyseur lexial va ainsi avoir l'ensemble des automates qui permettent de reonnaître
tous les mots d'une requête HTTP. Le proessus d'analyse va être le suivant :
private void proessInput() {
int urrentPosition = startPosition ;
/*
* Tant que l'on a enore au moins un automate qui est atif ('est
* à dire qui peut enore reonnaitre des aratères et que l'on n'est
* pas en n de haine
*/
while(urrentPosition < buer.length && ativeDFA()) {
/* On fait avaner l'ensemble de nos automates en parallèle ! */
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* Si on a un rejet, l'automate n'est plus atif
* et on a sauvegardé potentiellement des postions
* intermèdiaires d'aeption auparavant
*/
ase DFA.REJECT :
ative[i℄ = false ;
break ;
/*
* Si on a une aeptation nal, l'automate n'est plus atif
* et on sauvegarde la position d'aeptation
*/
ase DFA.FINAL_ACCEPT :
ative[i℄ = false ;
/*
* Si on a une simple aeptation, alors on sauvegarde la position
* d'aeptation qui peut être intermèdiaire on reonnait quelque
* hose d'autre par la suite ou nal si on ne reonnait plus rien
* par la suite
*/
ase DFA.ACCEPT :








Ce proessus d'analyse va  faire avaner  en parallèle des ompteurs, i.e. des états, sur
haun des automates de reonnaissane. Lorsque l'on atteint la n du mot (un espae) on
va alors séletionner l'automate qui reonnaît la plus longue haîne. Deux remarques sont à
eetuer :
1. les automates peuvent être produits automatiquement ;
2. seuls les automates hangent en fontion du langage à reonnaître.
De plus, dans le as non bloquant, le proessus d'analyse peut s'interrompre à tout
moment, ar le ot de aratères n'est pas ontinu. Il est don néessaire de sauvegarder
l'état du proessus d'analyse, 'est-à-dire les positions ourantes de haque automate de
reonnaissane. En eet, le proessus qui exéute la reonnaissane lexiale va réaliser une
autre tâhe quand le ot de aratères sera interrompu. Lorsque de nouveaux aratères
seront disponibles, il sera alors néessaire de réinitialiser l'état de la tâhe de reonnaissane.
Cette sauvegarde d'état n'est pas à eetuer dans le as bloquant.
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Remarque : Les automates et les analyseurs sont  embarqués  dans des serveurs Inter-
net. Les serveurs Internet sont des appliations à durée de vie très longue et dont la gestion
mémoire doit être ne. Pour éonomiser de l'espae mémoire, il peut n'y avoir qu'un seul
ensemble d'automates de reonnaissane pour tous les analyseurs.
3.4 En onlusion. . .
Le développement d'appliations repose enore aujourd'hui sur la onstrution de sys-
tèmes monolithiques qui doivent être maintenus et adaptés pour haque évolution même
s'il s'agit de développer des appliations similaires. C'est pourquoi, le développement par
 omposition de omposants et de servies  a été proposé an de répondre à e problème
de rationnalisation du développement d'appliations. Il autorise une déomposition des fon-
tionnalités en entités plus petites et si possibles indépendantes.
J'ai présenté dans e hapitre un outil dédié aux serveurs Internet, qui ore une bonne
illustration de e nouveau style de programmation, les fabriques ou usines d'appliations [89℄.
Cet outil est assimilable à une haîne de prodution et est basé sur trois onepts :
1. un graphe orienté de synhronisation et de ommuniation ;
2. le ode fontionnel du serveur Internet ;
3. et, un modèle de onurrene hoisi par le développeur.
A partir de es trois onepts, je suis apable de omposer automatiquement le serveur
Internet fontionnel. De plus, j'utilise à diérents niveaux de ma fabrique de serveurs des
onepts similaires à (i) la programmation par séparation des préoupations basée sur la
notion de programmation générative [30℄ et (ii) une programmation par  omposants 
simple et indépendante d'une tehnologie à omposants partiulière.
3.4.1 Vériation automatique à l'aide de model hekers
L'approhe que je propose permet une meilleure sûreté des logiiels produits. En eet, elle
permet d'éviter un grand nombre d'erreurs ar le ode onurrent traditionnellement sujet à
de nombreux  omportements non désirés , est produit automatiquement. Elle ore aussi
une failité de portabilité et une prise en ompte rapide de futures évolutions tehnologiques
par simple ajout ou modiation des règles de transformations du modèle de spéiation
vers les serveurs Internet produits. Enn, elle ore une diminution du temps et des oûts
de développement, permet aux développeurs de se onsarer à d'autres fontionnalités du
serveur Internet et néessite moins de onnaissanes tehniques.
Lors du proessus de omposition des serveurs Internet, j'ai onstaté un important besoin
de ontrle et de validation des assemblages. Ainsi, le graphe orienté de synhronisation et
de ommuniation y répond partiellement de  manière délarative  pour les assemblages
prévus tandis que les interfaes de ontrles de mes générateurs tentent d'y répondre de
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 manière programmative . La spéiation sous forme de graphe orienté est partiuliè-
rement bien adaptée à l'appliation d'algèbres de proessus, à une transformation vers un
réseau de petri ou à la transformation vers un langage d'entrée d'un model heker. L'utilisa-
tion de tels outils permettra de renforer de manière très signiative la sûreté des serveurs
Internet produit à l'aide de Saburo. Cependant plus la rihesse du graphe, la omplexité des
diérents stages et des données éhangées seront importantes plus ette démarhe apparaît
omme diile !
Est-il possible de simplier la rihesse des informations que l'on souhaite prendre en
ompte pour une vériation du serveur Internet et ainsi répondre aux besoins de validation
des assemblages et de vériation des serveurs Internet développés à l'aide de Saburo ?
3.4.2 Déodage des requêtes lientes
J'ai illustré l'utilisation de Saburo, un prototype Java de mon outil de développement,
en détaillant le développement d'un serveur HTTP. J'ai montré que l'étape du déodage des
requêtes lientes néessitent de prendre en ompte le type d'E/S utilisé par le modèle de
onurrene. En eet, si les E/S sont non bloquantes, il est alors néessaire de sauvegarder le
ontexte puis de le restaurer à haque fois. Ce qui n'est pas le as pour des E/S bloquantes.
Comme la prinipale motivation de Saburo est de permettre de passer très failement et de
manière transparente d'un modèle à un autre, il est don néessaire de proposer un outil
permettant de s'abstraire du type des E/S.
Quel type d'outil peut on proposer pour s'abstraire du type des E/S et peut-on automatiser
le développement de ette tâhe longue, fastidueuse et peu diile tehniquement ?
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De nombreuses méthodes formelles ont été développées pour permettre la vériation
systématique, et quelque fois automatique, d'un modèle formel et ainsi prouver que le sys-
tème qui respete e dernier vériera ertaines propriétés. La validité du modèle envisagé
pour un système est alors assurée dès le début du développement. Il est largement aepté
que ette approhe permet de produire des logiiels plus sûrs. Elle est maintenant souvent
utilisée pour la prodution d'appliations dans les domaines sensibles.
Il existe atuellement deux grandes méthodes de vériation de logiiels. La première
méthode est la preuve de théorème qui spéie le système et les propriétés à vérier sous
forme de formules d'une logique mathématique. Le système va satisfaire une propriété si
une preuve peut être onstruite depuis les axiomes du système pour ette propriété. Cette
méthode est extrêmement puissante et elle est utilisée pour la vériation de système ri-
tique (vériation du logiiel de gestion du ÷ur d'une entrale nuléaire). Cependant, elle
néessite une grande expertise et est diilement automatisable. La seonde méthode est
le model heking qui permet de vérier automatiquement des propriétés partiulières d'un
système exprimé sous forme de mahine à états nie. Les propriétés à vérier sont expri-
mées, elles aussi, sous forme de mahine à états nie et peuvent être spéiées sous forme de
formules de logique temporelle. En model heking, la vériation onsiste à explorer exhaus-
tivement l'ensemble de l'espae d'états du système. En général, il est néessaire d'en fournir
une abstration an de limiter le nombre d'états à parourir et ainsi éviter l'explosion du
nombre d'états. Cependant, l'utilisation de es méthodes formelles omme les réseaux de
Petri [19, 93, 94, 96℄, les grammaires formelles [48℄, les algèbres de proessus [46, 79, 80℄ ou
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la logique temporelle [25, 61, 74℄ est généralement onsidérée omme diile par la plupart
des développeurs, e qui nuit à leur utilisation. Elles deviennent diiles à utiliser lorsque
la omplexité du système augmente. Leur rle est don souvent antonné à la vériation de
petits systèmes ou à une partie de eux-i.
Je pense que pour failiter la diusion des méthodes de vériation, il est néessaire de
proposer des formalismes simples et spéiques au domaine d'appliation.
En eet, ertaines propriétés ou aratéristiques dans un système d'un domaine donné,
par exemple les interfaes graphiques, vont être diérentes des propriétés ou des aratéris-
tiques d'un système d'un autre domaine, omme les serveurs Internet. Par opposition aux
formalismes introduits par les diérentes méthodes de vériation, la représentation sous
forme de graphe de mon modèle de développement est onsidérée omme un formalisme
simple et largement répandu. De plus, les progès eetués par les outils de vériation au-
tomatique tel que le model heking permet de simplier énormément la vériation et rend
possible la vériation de ertaines propriétés nativement. En eet, l'idée générale du model
heking est de représenter un système sous forme d'une mahine à états nie représentant
tous les omportements possibles de e système. La phase de vériation onsiste à parourir
exhaustivement ette mahine à états nie et à déterminer l'atteignabilité de tous les états
et l'absene d'interboage, 'est-à-dire que tous les états non-terminaux possèdent au moins
un suesseur.
En général, il est néessaire d'érire une abstration du programme pour qu'il soit vé-
riable par un model heker. En eet, le nombre d'états d'un programme, même simple,
est souvent trop grand pour les model hekers atuels ar il est néessaire de modéliser
l'ensemble des valeurs potentielles que peut prendre une donnée. Erire une bonne abstra-
tion est une tâhe importante ar il faut réaliser un ompromis entre le nombre d'états dans
l'abstration et l'intérêt des résultats obtenus lors de la vériation de l'abstration. En
partiulier, l'abstration doit être sûre vis-à-vis des propriétés à vérier. C'est-à-dire que la
présene d'une erreur dans le programme original doit être également trouvée dans l'abs-
tration.
Saburo utilise une approhe desendante, 'est-à-dire que le modèle est généré à partir
d'une meta-spéiation. Ainsi, le modèle d'extration que j'ai utilisé se base sur le graphe
de spéiation d'un serveur Internet ainsi que les modèles de onurrene omme langage
d'entrée. Le ode des diérents stages n'est pas néessaire pour obtenir l'abstration du ser-
veur Internet ar l'ensemble des opérations de synhronisation et de ommuniation présent
dans un serveur Internet est modélisé via e graphe de spéiation. Ces informations vont
être susantes pour la vériation des propriétés prinipales d'un serveur Internet que sont
(i) l'absene d'interbloage et (ii) l'atteignabilité de tous les états du système. Il est très
important de noter que l'abstration et le serveur Internet fontionnel sont obtenus automa-
tiquement à partir d'une seule et unique spéiation. D'autres travaux [43, 58, 82℄ utilisent
une approhe desendante mais ils ne se restreignent pas à un domaine partiulier. Parmi
eux-i, le projet HUGO [59℄ transforme une desription UML en abstration vériable à
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l'aide d'un model heker ou d'une preuve par théorème et génére le ode de l'appliation.
Le modèle UML est vu omme une mahine à états qui ontient des lasses atives (les états),
des transitions, des interations et d'autres ontraintes. Les travaux de Sakharov [98℄ intro-
duisent une spéiation de mahine à états nie en Java. Les transitions de ette mahine
sont étendues en ajoutant des expressions régulières sur les événements et en ajoutant des
opérations de fusions sur les états par exemple.
D'autres outils sont quant à eux basés sur une approhe asendante, i.e. ils extraient le
modèle formel à partir du ode soure. Ces approhes peuvent être appliquées à n'importe
quel programme et doivent généralement répondre au problème de l'explosion du nombre
d'états dans la représentation formelle. Pour le langage Java, l'outil PathFinder [44℄ de la
NASA est un model heker expliite qui analyse le byteode des lasses java diretement
pour déteter les interbloages et la violation d'assertion. Un autre outil, nommé Bandera [28℄
prend en entrée un ode soure Java et une spéiation érite dans le langage bien parti-
ulier de l'outil Bandera et va générer une spéiation dans le langage d'entrée d'un model
heker existant atuellement. Pour le langage C# ou C, Zing [4℄ est un model heker
exible passant bien à l'éhelle pour les appliations onurrentes. Il est onçu omme une
seonde étape à un outil de génération de modèle qui extrait automatiquement des modèles
omportementaux d'appliations onurrentes.
Dans e hapitre, je présente un exemple de génération automatique d'une abstration
sous forme d'une spéiation en Promela. Promela est le langage de spéiation du model
heker SPIN qui est un des outil de model heking très utilisé. La spéiation sous forme
de graphe de mon modèle de développement est bien adaptée à la vériation et se traduit
très simplement en Promela. Atuellement, mon approhe supporte la vériation native, ar
fournie par le model heker SPIN, des propriétés omme l'interbloage ou l'atteignabilité.
Il est possible d'ajouter des formules de logique temporelle pour améliorer les résultats de la
vériation. Par exemple, pour vérier que tous les lients reoivent une réponse valide ou
une erreur du serveur.
4.1 Vériation de logiiels
Un premier objetif de la vériation de logiiels est de s'assurer que la spéiation
sait traiter toutes les ombinaisons d'états et d'événements qui peuvent se produire. Plus
préisemment, étant donné un état du modèle, il doit exister une règle pour traiter tous les
événements suseptibles d'arriver dans et état. Si une règle manque, omme dans le as où
un modèle envoie un message qui n'est jamais onsommé, alors le onepteur a oublié une
situation. L'eet d'une telle erreur peut être un interbloage. La détetion d'interbloage est
l'un des objetifs prinipaux de la vériation.
Un autre but de la vériation est de s'assurer que la spéiation ne ontient pas d'état
qui ne soit pas aessible. De tels états reètent en général des erreurs de oneptions, omme
un état qui peut être atteint uniquement suite à la réeption d'un événement qui n'arrive
jamais.
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Une spéiation qui ne ontient pas d'interbloage et dont tous les états sont aessibles
peut enore ontenir des erreurs logiques, 'est-à-dire qu'elle se omporte diéremment de e
à quoi l'on s'attend d'elle. Par exemple dans le as d'une session d'authenation, la fontion
sémantique de vériation du mot de passe répond toujours positivement.
Mon modèle de développement a été onçu de telle sorte qu'une abstration puisse être
failement déduite de la spéiation originale. L'idée prinipale de ette abstration est de
supprimer toute la partie sémantique des diérents stages, sous réserve qu'elle ne ontient
auun ode de synhronisation, et de ne onserver que la partie ommuniation et synhroni-
sation exprimée par mon graphe de spéiation et le modèle de onurrene. Cei introduit
néessairement une ertaine impréision dans la desription du omportement d'une appli-
ation, permet de restreindre le nombre d'états du système et permet la vériation des
propriétés d'atteignabilité et d'absene d'interbloage qui sont prédominantes dans un ser-
veur Internet.
4.2 Génération automatique d'un modèle formel
Dans ette setion, je vais onstruire progressivement la tradution d'une spéiation
d'un serveur Internet en langage de spéiation d'un model heker. La tradution ainsi
obtenue sera utilisée pour traduire dans mon as d'étude (setion 4.3) la spéiation d'un
serveur Internet vers le langage Promela, langage d'entrée du model heker SPIN. La repré-
sentation, sous forme d'un graphe orienté, que j'ai utilisé pour dérire un serveur Internet
est partiulièrement bien adaptée à sa tradution vers une spéiation d'un model heker.
Je vais présenter dans la setion 4.3, un exemple onret illustrant ette tradution vers le
langage Promela.
4.2.1 Transduteur et transduteur abstrait
Dans le but de dénir préisemment la tradution d'une spéiation d'un serveur In-
ternet en langage de spéiation d'un model heker, une spéiation de mon modèle de
développement est vue omme un transduteur T(G,C) qui traduit une suite d'événements
en entrée en une suite d'événements en sortie. Les événements en sortie vont dépendre du
graphe de spéiation G et du modèle de onurrene C.
Les règles strites de spéiation que j'ai imposées dans mon modèle de développement
permettent d'obtenir failement une abstration d'un système en éliminant la partie séman-
tique des stages tout en onservant les propriétés d'atteignabilité et de onurrene d'un
serveur Internet. En eet, le graphe de spéiation G et son transduteur assoié T(G,C)
orrespondent, par onstrution, à l'énumération de toutes les synhronisations et ommu-
niations entre stages qu'un serveur Internet réalisent pour fournir un servie. Je vais noter
Abst(T(G,C)) le transduteur obtenu en supprimant la partie sémantique des diérents stages
de T(G,C).
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4.2.2 Atteignabilité et interbloage
Un état S ′ est un suesseur d'un état S si S ′ peut être atteint depuis S par une unique
transition. Un état S ′ est atteignable depuis S s'il est un suesseur de S ou s'il est un
suesseur d'un état aessible depuis S. Chaque transduteur a un ensemble d'états initiaux.
On dénit l'atteignabilité Reach(T(G,C)) d'un transduteur T(G,C) omme l'ensemble des états
atteignables depuis les états initiaux. Par onstrution de Abst(T(G,C)), il est faile de voir :
Abst(Reach(T(G,C))) ⊆ Reach(Abst(T(G,C))) (1)
'est-à-dire que l'abstration des états aessibles de T(G,C) est un sous-ensemble des états
aessibles de l'abstration de T(G,C).
Etant donné un transduteur T(G,C), si l'on suppose que toutes les ations sémantiques
des diérents stages se terminent quelles que soient leur valeurs d'entrée et leur ontexte, un
interbloage pour T(G,C) est un état non terminal de T(G,C) qui n'a pas de suesseur. Cette
propriété est vériée ar dans mon modèle de développement, j'impose que les stages n'im-
plantent pas d'opérations de synhronisation sur des informations éhangées entre stages.
En eet, 'est le graphe de spéiation qui modélise toutes les synhronisations et ommu-
niations entre les stages !
L'abstration du transduteur T(G,C) obtenue par la fontion Abst est valide pour la dé-
tetion des interbloages et l'analyse des états aessibles. Plus préisémment, les propriétés
suivantes sont la onséquene de la propriété 1.
Propriété 1 Atteignabilité et absene d'interbloage :
1. pour haque état si de T(G,C), si Abst(si) n'est pas atteignable dans Abst(T(G,C)) alors
si n'est pas atteignable dans T(G,C) ;
2. si Abst(T(G,C)) ne ontient pas d'interbloage, alors T(G,C) ne ontient pas d'interblo-
age.
Ces propriétés montrent que l'abstration proposée est sûre. Toutefois, la vériation sur
la version abstraite peut trouver des faux positifs, 'est-à-dire des erreurs qui n'existent que
dans l'abstration. Plus généralement, les inverses des propriétés préédentes peuvent ne pas
être vraies. Par exemple, dans le as d'un stage de type routeur, une branhe peut ne pas
être aessible ar le prédiat de routage est toujours faux. Par ontre, lors de la transdu-
tion, les prédiats de routage sont généralement remplaés par de simples alternatives non
déterministes pour limiter l'espae de reherhe, e qui ontredit la première propriété.
4.2.3 Transdution nie et innie
Souvent, le transduteur Abst(T(G,C)) est ni et l'abstration peut alors être vériée ave
les méthodes onventionnelles de model heking. De plus, pour les serveurs Internet, le
nombre d'états du transduteur Abst(T(G,C)) est en général assez faible et très en-dessous
des limites des outils de model heking. Par exemple, le transduteur orrespondant à la
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modélisation du serveur HTTP a quelques dizaines d'états. Exeptionnellement, e nombre
peut dépasser la vingtaine d'états et les model hekers atuels travaillent généralement sur
plus d'une entaine d'états.
Cependant, pour ertains modèles de onurrene, le transduteur Abst(T(G,C)) n'est pas
ni. En eet, le nombre de proessus légers réés par le modèle n'est pas toujours borné. Par
exemple, si le développeur d'un serveur Internet veut réer autant de proessus légers qu'il
le désire et don qu'il n'utilise pas de vivier de proessus légers. Dans e as, le transduteur
Abst(T(G,C)) est non borné et ne peut pas être vérié par les tehniques lassiques de model
heking !
An de vérier des systèmes non bornés, je vais introduire une nouvelle approximation
aux spéiations de serveurs Internet en xant une borne supérieure N au nombre de
proessus légers qui peuvent être réés. J'obtiens ainsi une approximation nie en nombre
d'états du transduteur, notée AbstN (T(G,C)) et e transduteur peut être vérié par lesmodel
hekers lassique, si la borne N n'est pas trop grande. Un grand nombre de résultats de
vériation obtenus sur AbstN (T(G,C)) peuvent être généralisés à Abst(T(G,C)), puis à T(G,C).
En partiulier, les propriétés suivantes sont vraies :
Propriété 2 Transduteur borné, atteignabilité et absene d'interbloage :
Soit Abst(T(G,C)) un transduteur non borné.
1. si un état si est atteignable dans AbstN (T(G,C)), alors il est atteignable dans Abst(T(G,C)) ;
2. s'il y a un interbloage dans AbstN (T(G,C)), alors il y a aussi un interbloage dans
Abst(T(G,C)).
Cependant, es propriétés ne donnent auune garantie sur la généralisation des résul-
tats de vériation obtenus sur l'abstration AbstN (T(G,C)), qui a un nombre ni d'états,
pour la version non bornée Abst(T(G,C)). AbstN (T(G,C)) est don une abstration non sûre de
Abst(T(G,C)). Par exemple, si un interbloage apparaît dans Abst(T(G,C)) lorsque le nombre
de proessus légers réés est supérieur à k > 0, alors il ne sera pas possible de déteter et
interbloage dans AbstN (T(G,C)) si N < k.
Dans la pratique, soit le système n'est pas valide pour des petites valeurs de N , soit il est
valide quelle que soit la valeur de N . Ainsi, même pour de petites valeurs de N , il est possible
d'augmenter la onane dans la spéiation. De plus, ela permet éventuellement de dé-
teter des erreurs dans la spéiation même si les résultats ne peuvent pas être généralisés
automatiquement.
Cette transdution nie, obtenue par ranement, va être utilisée pour traduire ma spéi-
ation de serveurs Internet vers le langage Promela, langage d'entrée de SPIN.
4.3 Un exemple onret, tradution vers le langage Pro-
mela
Les notations et les résultats présentés dans les setions préédentes ont été implantés
dans Saburo, mon outil de développement de serveurs Internet en Java. Ce prototype dé-
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veloppé en Java, est un  ompilateur  prenant en entrée une spéiation d'un serveur
Internet sous forme de graphe et un modèle de onurrene an de générer en sortie un mo-
dèle formel en Promela, langage de spéiation du model heker SPIN [47℄. Comme tout
ompilateur, il est possible de hanger la partie de génération de ode, an de produire une
spéiation pour d'autres model hekers, tel que NuSMV [24℄ ou TSMV [75℄.
4.3.1 Le langage Promela
Le langage Promela (PROtool MEta LAnguage) est un langage de spéiation de sys-
tèmes asynhrones. Ce qui en d'autres termes veut dire que e langage permet la desription
de systèmes onurrents, omme les protooles de ommuniation. Il autorise la réation
dynamique de proessus. La ommuniation entre es diérents proessus peut se faire en
partageant les variables globales ou alors en utilisant des anaux de ommuniation. On peut
ainsi simuler des ommuniations synhrones ou asynhrones. En Promela, il n'y a pas de
diérene entre les instrutions et les onditions. Une instrution ne peut être passée que si
elle est exéutable, une ondition que si elle est vraie. Sinon le proessus est bloqué jusqu'à
e que la ondition devienne vraie.
Promela est un langage impératif qui ressemble au langage C agrémenté de quelques
primitives de ommuniation. Pour ommuniquer, les proessus peuvent utiliser des anaux
de ommuniation FIFO, prendre rendez-vous ou utiliser des variables partagées. Un pro-
gramme Promela est une liste de délarations de proessus, de anaux et des variables.
Délaration de variables
On indique le type (bit, byte, short ou int), le nom de la variable et optionnellement sa
valeur initiale.
bool b1 = false, b2 = false ; bit k = 0 ;
Les variables de type tableau sont délarées omme en C, par exemple :
bit porteouverte[3℄ ;
Délaration de anaux
On l'introduit par le mot lé han, suivi du nom du anal et optionnellement de la longueur
du FIFO et du type des messages qui irulent. Par exemple :
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han Ouvreporte = [0℄ of { byte, bit } ;
han Transfert = [2℄ of { bit, short, han } ;
Ouvreporte est un anal synhrone, ar sa longueur est 0, e qui orrespond à un rendez-vous.
Sur e anal irulent des messages ayant une partie byte et une partie bit. Transfert est un anal
asynhrone, ar il peut stoker (au plus) deux messages. Sur e anal irulent des messages
omposés de trois parties. La première bit, la seonde de type short et la dernière de type han.
Délaration de proessus
La forme la plus simple de délaration de proessus est :
protype nom ( paramètres_formels ) {
instrutions
}
Un proessus est instanié en utilisant l'instrution run :
run nom ( paramètres )
Ainsi, par exemple :
protype P (bit i) {
. . .
}
protype porte (byte i) { . . .
}
protype asenseur () {
. . .
}
Opérations sur les anaux
Sur un anal on peut envoyer (opération ! ) ou reevoir (opération ? ) des messages. Par
exemple :




La fontion eval fore l'égalité des valeurs reçues ave etage, la variable etage n'est pas
hangée.
Expressions
Une expression peut être utilisée omme une instrution si elle ne fait pas des eets de
bord (opérations  et ++ de C). Dans e as, elle est exéutable quand sa valeur devient
vraie (par le hangement des valeurs des variables partagées). Par exemple :
(a == b) ;
est équivalent à :
while (a != b) skip ;
Instrution init
L'exéution du système ommene par le proessus init ('est la fontion main de Pro-
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L'exéution d'une séquene d'instrutions préxée par atomi est rendue indivisible, 'est-
à-dire sans l'entrelaement des ations des autres proessus. Par exemple :
atomi {




Une branhe de l'instrution if est exéutable si la première instrution de la branhe,
appelée aussi garde, est vraie. L'instrution if bloque jusqu'à e qu'une branhe devienne
exéutable. Si plusieurs branhes sont exéutables, alors l'une d'entre elles est hoisie arbi-
trairement (non-déterminisme).
L'exemple suivant inrémente ou dérémente la valeur de ount une fois.
if
: : ount = ount + 1
: : ount = ount - 1

Instrution do
Cette instrution est similaire à l'instrution if, sauf que l'instrution est exéutée et puis
la séletion est répétée jusqu'à l'exéution d'une instrution break.
protype asenseur () {
show byte etage = 1 ;
do
: : (etage != 3) ->
etage++ ;
: : (etage != 1) ->
etage ;
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4.3.2 Génération automatique d'un modèle de serveur Internet en
Promela
Promela modélise une appliation en utilisant le prinipe de système événementiel. Le
graphe qui modélise les ommuniations et les synhronisations entre les stages d'un serveur
Internet est un système événementiel. Les ommuniations entre le serveur et les lients font
aussi partie d'un système événementiel.
4.3.2.1 Modélisation des événements
Les évéments utilisés pour la ommuniation entre les stages ainsi que pour la ommu-
niation ave les lients sont modélisés en utilisant des valeurs symboliques. Cei permet de
s'abstraire d'une valeur spéique et rend les noms des onstantes disponibles à l'implanta-
tion, et permet un meilleur retour d'erreur pour le développeur.
Par exemple pour le serveur Internet on aura les événements suivants :
mtype = REQUEST, RESPONSE, CLOSE, NULL ;
mtype = OP_ACCEPT, OK_ACCEPT, NO_ACCEPT ;
mtype = OP_READ, OK_READ, NO_READ ;
mtype = OP_WRITE, OK_WRITE, NO_WRITE ;
. . .
La onvention de nommage respete la règle suivante :
<type>_<operation>
Ave, type qui peut prendre OP, OK ou bien NO omme valeur. Ces valeurs représentent
respetivement si le système demande une ation ou reçoit une réponse de elui-i. operation
orrespond à l'ation réalisée par le stage.
4.3.2.2 Modélisation de la soket serveur
La soket serveur qui attend les onnexions lientes est modélisée omme un anal qui
peut stoker MAX_MESSAGE messages. En fontion du modèle de onurrene, la taille du
tampon est xé à 0 an de forer la synhronisation durant l'éhange de message ou possède
une taille supérieure à 0 pour permettre l'éhange de message asynhrone.
4.3.2.3 Modélisation des sokets lientes
La soket liente, le point de ommuniation entre un lient et le serveur est modélisée à
l'aide de deux anaux de ommuniation. En eet, le lient et le serveur ont le même om-
portement de produteur et de onsommateur d'événements. Il est don néessaire d'utiliser
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deux anaux. Le serveur va lire dans l'un des deux anaux et érire dans l'autre. Le lient
aura le omportement inverse, i.e. il érira dans le premier anal et lira dans le seond.
han s_read ;
han s_write ;
Le premier anal s_read est envoyé par le lient au serveur au moment de la onnexion. Le
serveur va l'utiliser pour lire des événements provenant du lient. Le seond anal s_write est
envoyé par le serveur au lient au moment de l'aeptation de elui-i. Le serveur l'utilise
pour envoyer des événements au lient.
4.3.2.4 Modélisation des E/S
An de modéliser les onnexions des lients et les erreurs potentielles du serveur ou des
lients, les ommuniations sont modélisées à l'aide de traitement non déterministe. L'ajout
de es traitements non déterministes dans une spéiation augmente l'espae du nombre
d'états à explorer par le model heker. Cette augmentation de la mémoire peut être de
l'ordre d'un fateur deux [47℄. Cependant, grâe à la méthode d'obtention de l'abstration,
ette augmentation mémoire reste aeptable.
Par exemple, pour modéliser les letures et les erreurs de leture, Saburo ajoute les trai-
tements non déterministes suivants :
if
: : s_write !OK_READ( s_read ) ->
. . .
: : s_write !NO_READ( s_read ) ->
. . .
 ;
4.3.2.5 Modélisation du graphe des stages
Préédemment, j'ai expliqué omment modéliser les événements, les anaux de ommuni-
ation et le modèle d'E/S. Je vais maintenant détailler omment le graphe de ommuniation
et de synhronisation de Saburo est transformé en instrutions Promela.
A partir de la spéiation des stages, Saburo transforme haque stage en utilisant des
patrons Promela orrespondant à son type. Sept types de stages lassiques [63℄ sont pris
en ompte par Saburo (initial, nal, default, olleteur, ombineur, routeur et multiasteur).
Ces diérents types de stage et les instrutions Promela produites par la phase de génération
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sont donnés dans les gures i-dessous. Par la suite, je noterai par c1 le anal utilisé par le
stage s1 pour ommuniquer ave son predeesseur.
Stage initial





s1 : 2 !e1 ;
s2 : 2 ?e1 ;
Fig. 4.1  Le stage s1 est un stage inital.
Le stage s1 ne peut reevoir d'événements, ar 'est un stage initial. Il envoie l'événement
e1 au stage s2 via le anal c2.
Stage nal





s1 : 1 ?e ;
2 !e ;
s2 : 2 ?e ;
Fig. 4.2  Le stage s2 est un stage nal.
Le stage s2 reçoit l'événement e1 du stage s1 via le anal c2 et ne le retransmettra pas
ar 'est un stage nal.
Stage défaut
Un stage default reçoit des évéments d'un seul prédeesseur et les relais vers un seul
suesseur (voir Fig. 4.3).
Le stage s1 envoie l'événement e1 au stage s2 via le anal c2. Le stage s2 va bloquer tant
qu'il n'aura pas reçu l'évément e1. Puis il va le retransmettre au stage s3 via le anal c3.
Stage olleteur






s1 : 2 !e1 ;
s2 : 2 ?e1 ;
3 !e1 ;
s3 : 3 ?e1 ;






s1 : 3 !e1 ;
s2 : 3 !e2 ;
s3 : 3 ?e ;
4 !e ;
s4 : 4 ?e ;
Fig. 4.4  Le stage s3 est un olleteur.
Un stage olleteur reçoit des événements depuis plusieurs préédesseurs et les relaie vers
un seul suesseur (voir Fig. 4.4).
Le stage s1 (respetivement s2) envoie l'événement e1 (respetivement e2) au stage s3 via
le anal c3. Le stage s3 transmet l'événement en entrée à son suesseur s4 via le anal c4.
Stage ombineur
Un stage ombineur va bloquer tant qu'il ne peut pas ombiner un évément provenant de






s1 : 3 !e1 ;
s2 : 3 !e2 ;
s3 :
if
: : 3 ?e1 ->
3 ?e2 ;
4 !(e1, e2) ;
: : 3 ?e2 ->
3 ?e1 ;
4 !(e1, e2) ;
 ;
s4 : 4 ?(e1, e2) ;
Fig. 4.5  Le stage s3 est un ombineur.
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Le stage s1 (respetivement s2) envoie l'événement e1 (respetivement e2) au stage s3 via
le anal c3. Le stage s3 bloque tant qu'il n'a pas reçu au moins un événement de haun de
ses prédeesseurs. Il transmet à son suesseur s4 une  ombinaison  de ses événements en
entrée via le anal c4.
Stage routeur
Un stage routeur va aiguiller tous les événements obéissant à un prédiat vers un suesseur






s1 : 2 !e1 ;
s2 : 2 ?e1 ;
if
: : 3 !e1 → . . . ;
: : 4 !e1 → . . . ;
 ;
Fig. 4.6  le stage s2 est un routeur.
Le stage s2 reçoit via le anal c2 un événement e1 de son prédeesseur s1 et aiguille tous
les événements obéissant à un prédiat donné vers son suesseur s3 via le anal c3 et tous
les autres vers son suesseur s4 via le anal c4.
Remarque : Au lieu d'utiliser une onstrution de type if . . .else . . ., un stage routeur va
avoir un omportement non déterministe grâe aux instrutions Promela adéquates.
Stage multiasteur







s1 : 2 !e1 ;
s2 : 2 ?e1 ;
3 !e1 ;
4 !e1 ;
Fig. 4.7  Le stage s2 est un multiasteur.
Le stage s2 reçoit via le anal c2 un événement e1 de son prédeesseur s1 et retransmet
et événement vers l'ensemble des ses suesseurs.
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Remarques : Comme nous l'avons vu préédemment, le type des stages est spéié par le
développeur en utilisant le méanisme des annotations Java [18℄. Le type est ensuite obtenu
en utilisant les méanismes de réexion fournis par le langage Java [103℄. Les onnexions
entre les stages sont déduites par le parours du graphe spéié par le développeur. Ce
graphe est ontenu dans la lasse StageGraphManager de l'API de Saburo.
Les stages Combineur et Routeur néessitent des annotations ave des arguments pour
dérire leur omportement. Ainsi pour un ombineur, une expression logique en Java est
utilisée pour dérire omment les événements d'entrée doivent être ombinés. L'annotation
pour le stage ombineur donné en exemple i-dessus est :
Combiner(E1 & E2)
Pour un stage routeur, un prédiat doit être utilisé pour aiguiller les événements d'entrée.
L'annotation pour le stage routeur donné en exemple i-dessus est :
Router((E1,s3))
Les instrutions E1 et E2 orrespondent aux interfaes Java des événements e1 et e2. Dans
l'expression logique d'un stage routeur, l'événement E1 est assoié au stage s3 vers lequel il
sera redirigé. Dans le as d'un stage ombineur, il n'est pas néessaire de réaliser l'assoiation
stage-événement ar la onnexion entre les stages sont expliites dans le graphe de spéi-
ation des serveurs. Les événements sont assoiés à ette onnexion via le prototype de la
fontion handle(. . .).
4.3.2.6 Modélisation du modèle de onurrene
La génération des instrutions Promela dépend du modèle de onurrene hoisi par le
développeur. Je vais maintenant détailler la transformation du serveur HTTP utilisant le
modèle de onurrene SPED.
Comme un seul proessus est utilisé dans e modèle, seules les ommuniations internes
sont à spéier. La ommuniation direte des événements n'est pas possible sinon on se re-
trouverait à modéliser le modèle de onurrene itératif. Ainsi, pour permettre de mélanger
les onnexions et les événements d'E/S un anal unique est utilisé pour passer les événe-
ments. Il est unique ar un seul proessus est utilisé.
Pour modéliser l'entrelaement de plusieurs requêtes, un vivier de anaux est déni. Ces
anaux vont être utilisés par le serveur pour modéliser la réeption des événements des lients.
Aepter une nouvelle onnexion liente revient ainsi à extraire un anal de e vivier.
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Le vivier va être modélisé de la façon suivante :
han pool = [MAX_CLIENT℄ of { han } ;
Pour extraire un anal de e vivier, on détermine si le vivier est vide ou non en utilisant
la fontion nempty(). Si tel est le as, l'appel va bloquer tant qu'un anal n'est pas mis à dis-
position dans le vivier. Cependant si le vivier ontient un anal, on va l'extraire en utilisant
l'opération de réeption d'un message du langage Promela. Ces opérations vont être modé-
lisées de la façon suivante :
if
: : nempty( pool ) ->
pool ?s_read ;
 ;
Du point de vue du langage Promela, le modèle SPED est un modèle opératif utilisant
un unique proessus. La boule prinipale du serveur est modélisée par une boule innie
do . . .od ;. Tous les événements de ommuniation internes sont envoyés et reçus dans l'unique
anal. La boule prinipale do . . .od ; loop est marquée omme étant un état terminal valide à
l'aide du marqueur end.
end : do
: : server ?< REQUEST, s_write > ->
: : internal ?OP_ACCEPT( s_write, s_read ) ->
. . .
internal !OP_READ( s_write, s_read ) ;
. . .
: : internal ?OP_READ( s_write, s_read ) ->
. . .
internal !OP_WRITE( s_write, s_read ) ;
. . .
: : internal ?OP_WRITE( s_write, s_read ) ->
. . .
s_write !RESPONSE( s_read ) ;
s_read ?CLOSE( s_write ) ;
goto release ;
od ;
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Le ode omplet de et exemple de modélisation d'un serveur HTTP simple pour le modèle
SPED, ainsi que elui de tous les autres modèles de onurrene pris en ompte par Saburo,
sont donnés dans l'annexe A.
4.3.3 Simulation et vériation en pratique
Le logiiel SPIN (Simple Promela INterpreter) est un outil utilisé pour simuler et vérier
un programme érit en Promela. Le logiiel SPIN omporte essentiellement deux modes :
1. simulation : le système est exéuté pas à pas, e qui permet de se familiariser ave son
omportement.
2. vériation : les états du système sont explorés exhaustivement pour vérier que le
système satisfait bien ertaines propriétés exprimées.
4.3.3.1 Vériation d'un système
Les instrutions Promela obtenues de la transformation sont utilisées omme entrée au
model heker SPIN. Cet outil permet de vérier automatiquement que tous les états sont
atteignables et l'absene d'interbloage de la spéiation sans autre spéiation. Les ré-
sultats de la vériation du modèle SPED du serveur HTTP sont donnés i-dessous :
warning : for p.o. redution to be valid the never laim must be stutter-invariant
(never laims generated from LTL formulae are stutter-invariant)
depth 0 : Claim reahed state 5 (line 164)
(Spin Version 4.2.6  27 Otober 2005)
+ Partial Order Redution
Full statespae searh for :
never laim +
assertion violations + (if within sope of laim)
aeptane yles + (fairness disabled)
invalid end states - (disabled by never laim)
State-vetor 198 byte, depth reahed 191, errors : 0
51946 states, stored
37936 states, mathed
89882 transitions (= stored+mathed)
176 atomi steps
hash onits : 1043 (resolved)
Stats on memory usage (in Megabytes) :
10.701 equivalent memory usage for states (stored*(State-vetor + overhead))
8.598 atual memory usage for states (ompression : 80.35%)
State-vetor as stored = 158 byte + 8 byte overhead
2.097 memory used for hash table (-w19)
0.320 memory used for DFS stak (-m10000)
0.123 other (pro and han staks)
0.099 memory lost to fragmentation
10.916 total atual memory usage
unreahed in protype SpedHttp
line 110, "pan.___", state 67, "-end-"
(1 of 67 states)
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unreahed in protype Client
(0 of 35 states)
unreahed in protype :never :
line 169, "pan.___", state 8, "-end-"
(1 of 8 states)
0.76 real 0.70 user 0.03 sys
Le résultat présenté i-dessus orrespond à la vériation de l'absene d'interbloages
et de l'atteignabilité de l'ensemble des états d'un serveur HTTP basé sur le modèle de
onurrene SPED. On peut voir que le système est représenté par 51946 états reliés par
89882 transitions. La onsommation mémoire est détaillée et environ 11 méga otets sont
utilisés. On peut observer que les états marqués par le mot lef end sont bien les seuls états
terminaux du système.
4.3.3.2 Simulation d'un système
SPIN permet aussi de simuler le omportement d'un système. La gure suivante montre
la trae de la simulation de l'abstration du serveur HTTP utilisant le modèle SPED. Cette
trae est obtenue à l'aide de l'outils XSPIN. On peut voir que les événements sont entrelaés
sur ette trae. En partiulier les opérations de leture et d'ériture de deux lients onnetés
sont entrelaées sur ette trae.
Fig. 4.8  Une partie d'une simulation obtenue à l'aide de l'outil graphique XSPIN
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Les numéros donnés sur la gure orrespondent aux diérents états du système. La èhe
entre le numéro 68 et le numéro 70 indique que le serveur aepte le deuxième lient. La
ommuniation du serveur au seond lient se fait via les anaux 7 et 3. Le anal 7 (respe-
tivement 3) est utilisé par le serveur (respetivement le lient) pour envoyer des messages au
lient 2 (respetivement serveur). On peut voir (message 5 !OP_READ,7,3) que le serveur passe
de l'état d'aeptation à l'état leture pour le lient 2. Le lient 3 a atteint un état nal
valide (numéro 84, boîte jaune) ar il a reçu du serveur le message l'informant d'une erreur
de leture.
4.3.4 Appliation de formules de logique temporelle linéraire
En plus des vériations automatiques de l'atteignabilité de tous les états et de l'absene
d'interbloage, il est possible de rajouter des formules de logique temporelle linéaire (Linear
Temporal Logi. Ces formules peuvent être rajoutées par le développeur via l'interfae SPIN.
Ces formules permettent d'augmenter onsidérablement les bénées de la phase de véria-
tion mais néessite un plus gros eort dans l'apprentissage de ette logique temporelle et de
l'outil SPIN.
En voii quelques exemples
La formule LTL suivante vérie que si un lient est onneté à un serveur, il reçoit obliga-
toirement soit (i) une réponse ou (ii) une erreur. Cette propriété de vivaité doit être vraie
dans les états terminaux du système que l'on modélise. Ces états terminaux vont dépendre
du modèle de onurrene utilisé.
⋄(request == (response + error)) (2)
Cet autre exemple de formule LTL vérie que les lients peuvent toujours se onneter
au serveur. Cette propriété de sûreté doit être vraie dans tous les états du système !
2(len(serverSocket) <= MAX_CLIENT ) (3)
La fontion len est une fontion prédénie du langage Promela. Cette fontion permet de
déterminer le nombre de messages stokés dans un anal.
Ces formules sont ajoutées et vériées sur les instrutions Promela obtenues automati-
quement à l'aide de Saburo.
4.4 En onlusion. . .
L'augmentation de la sûreté d'une appliation est permise par l'utilisation d'outils de vé-
riation automatique, appelésmodel hekers. Néanmoins, leur utilisation est perçue omme
diile. De plus, lors de la vériation automatique d'un système, es méthodes vont réaliser
une exploration exhaustive, i.e. ombinatoire, de tous les états de la représentation formelle
de elui-i. Pour résoudre e problème d'explosion du nombre d'états, il est néessaire d'érire
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une abstration d'un programme pour qu'il soit failement vériable par un outil de véri-
ation automatique.
L'ériture d'une bonne abstration est importante et diile ar il est néessaire de réali-
ser un ompromis entre le nombre d'états dans l'abstration et l'intérêt des résultats obtenus
lors de la vériation. Ainsi la présene d'une erreur dans le programme original doit éga-
lement être retrouvée dans l'abstration (propriété de sûreté). Cependant, l'abstration est
bien souvent spéiée à la main, e qui peut introduire un biais entre le modèle et l'appli-
ation qu'il modélise. Pour éviter e biais, il est préférable que l'abstration soit obtenue
automatiquement à partir du système à vérier. Il existe des logiiels générant automatique-
ment des abstrations sûres pour n'importe quel programme C ou Java [4, 28, 44℄. Mais es
approhes sont trop générales et néessitent de spéier formellement des règles d'extration
de l'abstration en fontion des diérentes propriétés que l'on souhaite vérier. Il est évident
que la spéiation formelle de es diérentes règles d'extration omplexie l'utilisation de
tels outils.
C'est pourquoi j'ai proposé des générateurs d'abstrations qui sont spéiques à un do-
maine préis, les serveurs Internet [71℄. Se foaliser sur un seul domaine permet d'éviter de
spéier les propriétés que l'on souhaite vérier ar elles dépendent bien souvent du domaine,
simplie le développement des générateurs et améliore la sûreté des abstrations vis-à-vis du
système. Ainsi, Saburo applique aux serveurs Internet des onepts similaires à eux déve-
loppés dans VEG [14℄.
Mon approhe desendante et spéique permet d'obtenir automatiquement les abstra-
tions sans avoir à spéier les propriétés à vérier. Pour aroître la sûreté de l'appliation,
il est possible d'ajouter des propriétés supplémentaires à vérier, sous forme de formules
de logiques temporelles. La sûreté de l'abstration vis-à-vis de l'appliation qu'elle modé-
lise est garantie par les diérents générateurs que je fournis. Elle permet aussi de simplier
onsidérablement le développement des générateurs d'abstrations omparativement à es
méthodes [4, 28, 44℄. En eet, le langage d'entrée, dans mon as le graphe de spéiation
du serveur et le modèle de onurrene, est extrêmement simple omparativement à un lan-
gage de programmation omplet tel que le C ou le Java.
Plus pratiquement, dans Saburo la phase de vériation est basée sur le model heker
SPIN [47℄ et j'utilise ii aussi des générateurs pour transformer la spéiation en un modèle
de vériation en Promela. La spéiation est indépendante de tout modèle de onurrene.
Le modèle est hoisi parmi un ensemble prédéni à la phase de génération.
Il existe d'autres modèles heker qui pésentent des aratéristiques diérentes de SPIN.
Est-il possible d'inorporer à Saburo des générateurs de spéiation pour d'autres modèles
heker ?
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Dans un serveur Internet, le déodage des requêtes lientes est une véritable  ligne de
front  entre le serveur et le monde extérieur. C'est pourquoi la sûreté de ette tâhe est une
onsidération ritique pour la séurité du serveur ar tout omportement non désiré peut
entraîner une faille de séurité et l'aès illégal au serveur [95℄. De plus, j'ai illustré préé-
demment que le déodage des requêtes lientes néessite de prendre en ompte le type d'E/S
utilisé par le serveur (voir 3.3.3). En eet si les E/S sont non bloquantes, il est néessaire de
sauvegarder le ontexte du déodage, puis de le restaurer à haque fois, e qui n'est pas le
as pour des E/S bloquantes.
La syntaxe d'un protoole de ommuniation est typiquement spéiée dans une RFC
sous forme d'une suession de règles grammatiales. Ce type de spéiation permet d'ob-
tenir une mahine à états nie qui est implantée de manière peu struturée. Le ode ainsi
obtenu est rarement exempt d'erreurs et diilement maintenable.
Les déodeurs ou analyseurs de messages sont bien souvent onstruits à l'aide de généra-
teurs d'analyseurs omme Ya [53℄. Cependant, es outils ne sont pas onçus pour générer
des analyseurs embarqués dans des serveurs. Il n'y a pas de support du déodage partiel
des messages, pas de prise en ompte des ontraintes partiulières au niveau de la gestion
mémoire, i.e. auune réation à l'exéution, et ils ne prennent en ompte que des E/S blo-
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quantes. C'est pourquoi les analyseurs sont la plupart du temps implantés à la main. Pire,
la omplexité des analyseurs non bloquants est telle qu'ils sont systématiquement implantés
de manière bloquante. Cette situation n'est plus aeptable du faite de la omplexité, du
nombre de nouveaux protooles développés et de la perte potentielle des performanes.
An de permettre de passer très failement et de manière transparente d'un modèle à
un autre, j'ai spéié les prinipales aratéristiques néessaire à un générateur d'analy-
seur syntaxique que je souhaitais inorporer à Saburo. Ces besoins (ompatibles ave des
E/S bloquantes et non bloquantes, gestion mémoire, et.) ont guidé la réalisation d'un gé-
nérateur d'analyseurs syntaxique nommé Tatoo [23℄ ar auun générateur d'analyseurs a-
tuel [36, 60, 90℄ ne répondait à mes ontraintes partiulières. Les aratéristiques de Tatoo
font qu'il est partiulièrement désigné pour que les analyseurs syntaxiques qu'il génére soient
embarqués dans des appliations très performantes et à long yle de vie omme un serveur
Internet. A l'aide d'un langage spéique au domaine propre à Tatoo, je déris la struture
grammatiale des messages d'un protoole. Cette spéiation est ensuite traitée par des
générateurs qui permettent d'obtenir les tables d'analyse du langage que l'on souhaite ana-
lyser. Ces tables sont ensuite inorporées à une appliation à l'aide d'une bibliothèque dédiée.
Il existe d'autres générateurs d'analyseurs syntaxiques tels que DataSript [10℄, Paket-
Type [77℄, PADS [35℄, GAPA [16℄, APG [67℄ et binpa [87℄ qui ont été réemment développés
pour répondre au problème d'augmentation de la omplexité des protooles Internet. Cepen-
dant, es outils ne prennent pas en ompte tous les besoins des appliations réseau en terme
de performane et d'empreinte mémoire. Zebu [21℄ est un langage délaratif, spéique à
un domaine, qui permet de dérire les messages d'un protoole de type HTTP. Zebu utilise
omme entrée une grammaire EBNF étendue par des annotations. Ces annotations indiquent
les hamps de messages qui doivent être stokés dans des strutures de données ainsi que
d'autres informations sémantiques (le type de la valeur, les ontraintes sur les valeurs pos-
sibles et si le hamp est obligatoire ou optionnel). Une spéiation Zebu est traitée par
un ompilateur an de générer le ode de traitement des messages réseaux qui sera ensuite
utilisé dans une appliation. Une autre approhe très similaire est le langage de spéia-
tion MSPL [33℄ (My Simple Protool Language) implanté en Java. MSPL permet de dérire
failement un protoole Internet. Un ompilateur va ensuite utiliser ette desription pour gé-
nérer les ommuniations bas niveau et les parties liées au protoole aussi bien pour le lient
que pour le serveur. Cependant, Zebu et MSPL ne permettent pas de prendre en ompte
l'analyse non bloquante des requêtes et, à l'heure atuelle, ils ne sont pas intégrés dans un
ensemble plus vaste permettant de produire intégralement des serveurs Internet fontionnels.
Dans e hapitre, je vais ommener par faire une brève introdution à la ompilation et
aux méthodes de génération automatique d'analyseurs. Dans une seonde partie, je vais dé-
rire les prinipales aratéristiques que doivent posséder les analyseurs syntaxiques que l'on
souhaite embarquer dans des serveurs Internet. Enn, je vais présenter Tatoo un générateur
d'analyseur onçu pour produire des analyseurs syntaxiques qui seront embarqués au sein
de serveurs. En eet, Tatoo permet d'obtenir automatiquement des analyseurs bloquants et
non bloquants, d'avoir une gestion mémoire dédiée aux appliations à long yle de vie et
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de prendre les évolutions futures d'un langage. Je présenterais l'intégration de Tatoo au sein
de Saburo.
5.1 Introdution à la ompilation
Les prinipes et tehniques utilisés lors du développement d'un ompilateur sont réutili-
sables dans de très nombreux domaines. Ainsi, les grammaires non ontextuelles sont utilisées
pour implanter des systèmes de omposition de textes et de dessins. Je vais utiliser es teh-
niques d'analyse de ode soure an de déoder, dans un serveur Internet, les requêtes émises
par un lient.
5.1.1 Préliminaires
Tout d'abord, un ompilateur (Fig. 5.1) peut être déni simplement :
Dénition 5.1 Un ompilateur est un logiiel qui lit un programme érit dans un langage







Fig. 5.1  Vue simpliée d'un ompilateur
Coneptuellement, on peut distinguer deux grandes étapes dans le proessus de ompila-
tion. L'analyse qui partitionne le programme en ses onstituants et en rée une représentation
intermédiaire. Et, la synthèse qui onstruit le programme ible désiré à partir de ette re-
présentation intermédiaire. Cette seonde étape n'étant d'auune utilité dans mon as. Tout
au long du proessus de transformation, un rle important du ompilateur est de signaler à
son utilisateur la présene d'erreurs dans le programme soure.
5.1.1.1 L'analyse
La phase d'analyse d'un programme soure va être onstituée de trois étapes :
1. l'analyse lexiale qui onstitue des unités lexiales à partir d'un ot de aratères ;
2. l'analyse syntaxique qui regroupe hiérarhiquement les unités lexiales an de former
des phrases ;
3. et enn, l'analyse sémantique qui eetue ertains ontrles pour assurer que l'assem-
blage des onstituants a un sens.
En ompilation, l'analyse sémantique permet de vérier les types des diérentes variables
et leur ompatibilité, qu'un opérande est bien ompatible ave un opérateur, et. Dans mon
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as partiulier d'analyse de requête liente dans un serveur Internet, les erreurs ne seront
que lexiales et syntaxiques et la sémantique va orrespondre à la  désérialisation  d'un
objet représentant la requête liente. La  désérialisation  orrespond au remplissage des
diérents hamps d'un objet. Puis, selon l'ation demandée par le lient, un servie, odé a
posteriori par le développeur, est fourni par le serveur Internet. Ce proessus est don très
éloigné des tehniques d'analyse sémantique lassiques renontrées en ompilation.
5.1.2 L'analyse lexiale
La première étape du proessus d'analyse d'un langage soure, appelée analyse lexiale,
est la leture du ot d'entrée aratère par aratère an de onstituer une suite d'unités









Fig. 5.2  Interations entre l'analyseur lexial et syntaxique
Remarque : L'analyseur lexial est vu omme un sous-programme ou une oroutine de
l'analyseur syntaxique, i.e. il va lire, sur une demande expliite de l'analyseur syntaxique,
les aratères en entrée pour identier une unité lexiale.
Du fait d'une vision très loalisée du programme soure, il est diile de déteter des
erreurs au niveau de l'analyse lexiale. En eet, lors de l'analyse lexiale du programme :
( a == 1)
L'analyseur lexial ne peut pas déterminer s'il s'agit du mot lé if mal orthographié ou d'un
identiateur de fontion non délaré. Du fait de la validité de l'identiateur , l'analyseur
lexial doit don retourner l'unité lexiale d'un identiateur et laisser le soin de traiter ette
erreur éventuelle à une autre phase du ompilateur, l'analyseur syntaxique.
Remarque : Il peut arriver que l'analyseur lexial ne puisse plus ontinuer son analyse, i.e.
auune règle d'unité lexiale ne orrespond au préxe du ot d'entrée. Il est alors néessaire
de mettre en plae des méanismes de réupération sur erreur au niveau de la phase d'analyse
lexiale [2℄.
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5.1.2.1 Pourquoi séparer la phase d'analyse ?
Séparer la phase d'analyse en deux parties, analyse lexiale et analyse syntaxique, permet
une oneption plus simple et plus propre d'un ompilateur. Cela permet aussi d'améliorer
l'eaité d'un ompilateur. En eet, une grande partie du temps de ompilation est dédiée
à la leture du ot d'entrée et à son déoupage en unités lexiales. Il existe diérentes teh-
niques, dont la gestion de tampons de données, qui peuvent être exploitées spéiquement
dans l'analyseur lexial pour optimiser ette phase de leture. Enn, ela permet d'amélio-
rer la portabilité du ompilateur. En eet, le odage des aratères du ot d'entrée ou la
représentation de odages spéiaux d'un langage ne sont traités qu'au niveau de l'analyseur
lexial sans auune impliation dans les autres parties du ompilateur. Il sura de hanger
l'analyseur lexial pour prendre en ompte le hangement du odage des aratères.
5.1.2.2 Constrution d'un analyseur lexial
Bien que oneptuellement moins omplexe que les autres phases de la ompilation, le
temps d'exéution de l'analyse lexiale est un fateur très important lors de la oneption
d'un ompilateur.
L'analyse lexiale est la seule phase d'un ompilateur à lire le programme soure aratère
par aratère !
Atuellement, il existe trois grandes approhes de développement d'un analyseur lexial.
La première est de développer diretement en langage d'assemblage et de gérer expliitement
la leture du ot d'entrée. Une seonde approhe est d'utiliser un langage de programmation
système et d'exploiter les servies d'E/S de e langage an de lire le ot d'entrée. Enn, on
peut utiliser un générateur d'analyseur lexial pour le onevoir automatiquement. Généra-
lement, le générateur d'analyseur lexial va utiliser un ensemble d'expressions régulières qui
vont dérire les règles lexiales de l'analyseur que l'on souhaite produire. De plus, 'est au
générateur de fournir les routines de leture et de mémorisation du ot d'entrée.
Il existe de nombreux générateurs d'analyseurs lexiaux et syntaxiques produisant des
analyseurs dans diérents langages de programmation et ave des fontionnalités plus ou
moins omplexes. Dans la setion 5.2, je vais présenter Tatoo [23℄ l'un de es outils et,
via l'exemple d'un serveur HTTP simplié (setion 5.3.1), je vais montrer omment les
onstruires dans le as d'un serveur Internet.
5.1.3 L'analyse syntaxique
La seonde étape du proessus d'analyse, appelée analyse syntaxique, interagit ave l'ana-
lyseur lexial an d'obtenir une haîne d'unités lexiales et vérie que ette haîne soit bien
engendrée par la grammaire du langage soure (Fig. 5.3).
Une aratéristique très importante d'un analyseur syntaxique est sa apaité à signaler
haque erreur de syntaxe de manière préise et intelligible an de permettre la orretion
du programme soure. En eet, beauoup d'erreurs sont par nature syntaxiques ou sont













Fig. 5.3  Interations entre analyseur syntaxique et son environnement
révélées lorsque le ot d'unités lexiales provenant de l'analyseur lexial ontredit les règles
grammatiales dénissant le langage de programmation. De plus, la préision des méthodes
d'analyse atuelles permet de déteter très eaement la présene d'erreurs syntaxiques
dans les programmes.
Remarque : La détetion préise de la présene d'erreurs sémantiques ou logiques au
moment de la ompilation est une tâhe bien plus diile [2℄.
5.1.3.1 Les grammaires
Dans le but de dérire la struture syntaxique d'un programme ou d'un protoole de
ommuniation, on utilise très souvent des grammaires non ontextuelles ou notation BNF
(Bakus-Naur Form). L'utilisation des grammaires ore de nombreux avantages lors du déve-
loppement d'un ompilateur. En eet, elles orent une syntaxe préise et faile à omprendre
d'un langage ou d'un protoole. De plus pour ertaines lasses de grammaires, il est pos-
sible de onstruire automatiquement des analyseurs syntaxiques eaes et, lors de ette
onstrution, il est possible de déteter automatiquement des ambiguïtés syntaxiques et de
les orriger très rapidemment. Enn, il est plus faile de suivre les évolutions d'un langage
par ette approhe ar il sut d'ajouter, à la grammaire déjà existante, les onstrutions
introduites par la nouvelle version du langage ou du protoole.
Les onstrutions des langages de programmation présentent une struture réursive qui
peut être dénie par une grammaire non ontextuelle. Celle-i est formée de terminaux, de
non-terminaux, d'un axiome et de produtions.
1. les terminaux sont les symboles de base à partir desquels les haînes sont formées ;
2. les non-terminaux sont des variables syntaxiques qui dénissent des ensembles de
haînes aidant à spéier le langage engendré par la grammaire ;
3. l'axiome est un non-terminal partiulier tel que l'ensemble des haînes. Il dénote or-
respond exatement au langage déni par la grammaire ;
4. les produtions spéient la manière dont les terminaux et les non-terminaux peuvent
être ombinés pour former des haînes.
Ainsi, haque prodution va être onstituée d'un non-terminal dit partie gauhe de la
prodution, suivie d'une èhe, suivie d'une haîne formée de terminaux et de non-terminaux
dite partie droite.
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5.1.3.2 Méthode d'analyse syntaxique
Atuellement, trois méthodes générales d'analyse syntaxique sont disernables. Les mé-
thodes universelles Coke-Younger-Kasami [26, 55, 115℄ et la méthode d'Earley [34℄ qui sont
apable d'analyser n'importe quelle grammaire mais elles sont peu eaes (omplexité en
O(n3)). Les méthodes desendantes, i.e. les arbres d'analyse sont onstruits du haut (la ra-
ine) vers le bas (les feuilles). Et enn, les méthodes asendantes pour lesquelles les arbres
d'analyse sont onstruits des feuilles vers la raine. Ces deux dernières méthodes sont les
plus ouramment utilisées en ompilation (omplexité en O(n)) mais ne fontionnent que
pour ertaines lasses de grammaires [2℄.
Il faut noter que les méthodes desendantes et asendantes sont toutes les deux parfaite-
ment réutilisables. Cependant, l'implantation de l'approhe desendante est basée en général
sur des appels réursifs e qui pose problème dans le as d'appel d'E/S bloquant.
5.1.3.3 Table d'analyse syntaxique
Un programme d'analyse repose sur un diagramme de transitions et va essayer de faire
orrespondre des transitions du diagramme ave les symboles de l'entrée et simuler un appel






Fig. 5.4  Fontionnement d'un analyseur syntaxique
En résumé, pour un langage soure donné et une méthode d'analyse (asendante ou des-
endante), la prinipale diulté dans la onstrution d'un analyseur syntaxique va résider
dans l'obtention de tables d'analyse, seule diérene d'un analyseur à un autre.
5.2 Générateur d'analyseurs pour serveurs Internet
Préédemment, j'ai montré que les analyseurs pouvaient être générés automatiquement à
l'aide d'outils dédiés (setion 5.1.2.2). En eet, la prinipale diérene entre deux analyseurs
est leur table d'analyse. Les générateurs d'analyseurs vont produire de manière automatique
es tables à partir d'une desription sous forme de grammaire d'un langage ou d'un protoole
de ommuniation.
Pour embarquer des analyseurs syntaxiques au sein de mon modèle de développement
de serveurs Internet, j'ai dû dénir un ertain nombre de ontraintes. En tout premier lieu,
la prinipale motivation d'utiliser un générateur d'analyseur syntaxique dans Saburo est de
fournir des analyseurs apables de travailler en présene d'E/S non bloquantes (setion 5.2.1).
Une seonde aratéristique, extrêmement intéressante est la prise en ompte de l'enodage
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des aratères (setion 5.2.2) ave un minimum de reopies. Enn, il est néessaire de fournir
une gestion de tampons de données très performante ainsi qu'un faible taux de réation
d'objets à l'exéution (setion 5.2.3). En eet, la grande majorité des instaniations sont
faites à l'initialisation du système et non pas à l'exéution.
5.2.1 Analyse lexiale et syntaxique non bloquante
Les prinipaux générateurs d'analyseurs syntaxiques atuels [36, 60, 90℄ ne fournissent
que des analyseurs lexiaux et syntaxiques ompatibles ave des E/S bloquantes. Ce type
d'analyseurs va extraire les données depuis un ot d'entrées et attendre la disponibilité de






Fig. 5.5  Analyse de texte par  tration  (pull)
Ce omportement d'extration de données va entraîner des périodes d'attente qui sont
atives et bloquantes. Lors de la leture du mot w d'un langage, l'analyseur lexial peut être
arrêté à un préxe pw de e mot ar la suite du mot w n'est pas enore disponible sur le
ot d'entrée. Pendant une période d'attente tw , l'analyseur lexial va attendre ativement






Fig. 5.6  Attente ative des analyseurs
Dans le as d'appliations performantes, e omportement est aeptable si es périodes
d'attente sont de faibles durées (analyse de hiers présents sur un disque dur). Si les don-
nées proviennent d'une onnexion réseau, e omportement n'est plus satisfaisant ar les
périodes d'attente sont alors beauoup trop importantes. C'est pourquoi et an de fournir
une analyse lexiale et syntaxique eae dans le as de onnexions réseau, il est néessaire
de produire du ode réveillant et transmettant les données, quand elles-i sont disponibles,
aux analyseurs lexiaux et syntaxiques.
Dans e type de omportement, le proessus d'analyse est démarré expliitement quand
de nouvelles données sont disponibles et arrêté lorsqu'il n'y a plus de données sur le ot
d'entrée (Fig. 5.7).
Comme les proessus d'analyse lexiale et syntaxique vont être régulièrement démarrés et
arrêtés selon les disponibilités des données sur le ot d'entrée, il est néessaire de onserver un
état an de sauvegarder les traitements en ours. Lors de la leture d'un mot w du langage,
l'analyseur lexial peut être arrêté à un préxe pw de e mot ar la suite du mot w n'est pas






Fig. 5.7  Analyse de texte par  poussée  (push)
enore disponible en entrée. Après une période d'attente tw, l'analyseur lexial sera réveillé




Fig. 5.8  Attente passive des analyseurs
Pratiquement, l'implantation des analyseurs lexiaux et syntaxiques doit être basée prin-
ipalement sur deux méthodes :
1. Une méthode (par exemple, step()) qui est utilisée pour réveiller et transmettre les
aratères et terminaux aux analyseurs.
2. Et une méthode (par exemple, lose()) qui va indiquer la n du proessus d'analyse.
Cependant, il est important de noter que la n du proessus d'analyse ne orrespond
pas obligatoirement à la fermeture de la onnexion lient-serveur. En eet, dans le as du
protoole HTTP, les requêtes peuvent être haînées par le lient. Pour déterminer si la n du
proessus d'analyse est atteinte, il est néessaire de spéier une n valide pour les requêtes
analysées. Une fois ette n atteinte, le proessus d'analyse doit être réinitialisé pour traiter
la requête suivante.
Remarque : Il est possible de simuler le omportement d'extration de données à l'aide




La ondition d'arrêt est la n du ot d'entrée. L'analyseur lexial sera ensuite fermé et
aura la harge de fermer l'analyseur syntaxique.
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5.2.2 Enodage des aratères
Dans le but de fournir le support de plusieurs jeux de aratères, un analyseur syntaxique
peut utiliser le méanisme de ot de aratères fourni par le langage (par exemple, java.io.Reader
en Java). Cependant, il est aussi possible d'enoder les tables lexiales diretement dans le
jeu de aratères du ot d'entrée. Ce méanisme a l'avantage d'éviter les opérations de o-
dage et déodage des aratères à l'exéution et les reopies. Il est don plus eae mais le
jeu de aratères doit être restreint et l'implantation de l'analyseur lexial est fortement liée
à un jeu de aratères partiulier. De plus, la spéiation des intervalles dans les expressions
régulières va elle aussi dépendre de l'enodage (ASCII, Uniode, . . .) des aratères. Cepen-
dant, il est possible d'utiliser es intervalles lorsque les lettres et les hires ne dépendent
pas du jeu de aratères.
Une autre optimisation dépendante du jeu de aratères est l'implantation de l'auto-
mate des règles de l'analyseur lexial. Typiquement, l'implantation des transitions de et
automate utilise la notion d'intervalles de aratères. Dans le as de l'enodage Uniode des
aratères es intervalles ne peuvent pas être diretement implantés sous forme de tableaux.
Des implantations plus eaes de et automate des transitions peuvent être fournies :
1. par des tableaux, lorsque l'ensemble des aratères n'est pas important ;
2. par une suite d'instrutions swith-ase.
La seonde implantation est intéressante quand la plupart des transitions peuvent être
implantées par le as default.
5.2.3 Gestion de la mémoire
L'une des prinipales aratéristiques d'un analyseur syntaxique embarqué est de prévenir
au maximum les réations d'objets durant l'exéution. C'est pourquoi, la quasi totalité des
objets doit être allouée à l'initialisation et auune autre alloation ne doit être réalisée
durant l'exéution, sauf quelques extensions potentielles de la pile d'analyse syntaxique.
Ce omportement est extrêmement important pour permettre d'inorporer les analyseurs
générés dans des appliations performantes et à très longue durée de vie, omme un serveur
Internet. De même, les analyseurs doivent être réutilisables via des viviers d'objets et les
tables partagées pour limiter la onsommation mémoire et le suroût induit par la réation
de nouveaux objets.
5.3 Tatoo, un générateur d'analyseurs dédié
A partir des aratéristiques néessaires pour l'embarquement d'un analyseur au sein
d'un serveur Internet, j'ai étudié les diérents générateurs d'analyseurs syntaxiques en Java
existants [31, 36, 39, 49, 60, 90℄ mais auun ne répondait pas à mes besoins. C'est pourquoi,
j'ai partiipé à l'élaboration des spéiations de Tatoo [23℄ an de pouvoir embarquer dans
un serveur Internet les analyseurs syntaxiques qu'il génére.
121 5. Utilisation d'un générateur d'analyseurs syntaxiques pour l'implantation des protooles
La motivation initiale de Tatoo est de fournir un générateur d'analyseur syntaxique om-
patible ave des E/S non bloquantes [23℄. Les analyseurs syntaxiques générés peuvent être
des analyseurs asendants (LALR, LR ou SLR) ou desendants (LL).
Je vais maintenant présenter Tatoo [23℄ qui, à partir d'un ensemble d'expressions régu-
lières dérivant les unités lexiales, d'une spéiation formelle de la grammaire du langage
et de plusieurs règles sémantiques, est apable de générer automatiquement un analyseur
syntaxique. Puis je vais présenter l'intégration de Tatoo dans Saburo. Je nirais par une
liste non exhaustive de générateurs d'analyseur syntaxique existant atuellement.
5.3.1 Constrution d'un analyseur à l'aide de Tatoo
Je vais maintenant présenter la onstrution d'un analyseur à l'aide de Tatoo pour un
protoole HTTP simplié. Ce proessus est déoupé en plusieurs phases :
1. spéiation des règles d'analyse du langage (ii le protoole HTTP) ;
2. génération automatique des diérents analyseurs (lexial et syntaxique) ;
3. implantation manuelle de la sémantique.
Il est important de noter que ette dernière étape est dépendante du ontexte dans lequel
nous utilisons les analyseurs générés par Tatoo. Dans le ontexte de l'analyse des requêtes
lientes d'un serveur Internet, ette phase va onsister à la  désérialisation  de la requête
en un objet Java.
5.3.1.1 Spéiation des règles d'analyse d'un langage
La spéiation d'un langage est faite sous forme d'un hier EBNF (Extended Bakus-
Naur Form). Ce hier est séparé en une partie lexiale (unités lexiales), une partie syn-
taxique (produtions) et une partie sémantique (lien ave les objets Java sous-jaents).
Grammaire du protoole HTTP
Selon la norme OSI [51℄, l'HyperText Transfer Protool [52℄ est un protoole de niveau
appliation. Il est utilisé pour la transmission et la réupération de douments distribués et
multimédias. Les fontionnalités du protoole HTTP sont, outre la réupération de données,
la possibilité d'eetuer des reherhes, des fontions de remise à jour et d'annotations de do-
uments. Le protoole de ommuniation HTTP est omplètement dérit par une grammaire
non ontextuelle mais, par soui de simpliation, je vais me restreindre à la desription de
la grammaire pour la seule méthode GET.
La requête émise par un lient vers un serveur inlut dans sa première ligne :
1. la méthode appliquée à la ressoure ;
2. l'identiateur de ette ressoure ;
3. la version du protoole utilisée par le lient.
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Dans le but d'assurer une ompatibilité desendante ave la version HTTP/0.9 du protoole,
deux formats de requête sont valides.
Request → SimpleRequest |CompleteRequest
SimpleRequest → GET URI CRLF
CompleteRequest → RequestLine
(Head |RequestHead |EntityHead) ∗ CRLF
[EntityBody ]
Lorsqu'un serveur HTTP reçoit une requête simple, il devra obligatoirement répondre
par une réponse simple. De plus, le protoole stipule qu'un lient apable de reevoir une
réponse omplète ne devra jamais émettre de requête simple.
La ligne de requête ommene par le nom d'une requête, suivie de l'URI de la ressoure,
du numéro de version du protoole utilisé, et se termine par la suite de aratère CRLF. Ces
éléments sont séparés par des espaes et auun CR ni LF n'est autorisé exepté la séquene
nale CRLF.
RequestLine → Method URI Version CRLF
La méthode indiquée en tête de ligne est destinée à être appliquée à l'URI ible. Son nom
est dépendant de la asse des aratères. Dans notre as, nous nous restreignons à la seule
méthode GET, le protoole HTTP dénit d'autres méthodes telle que les méthodes HEAD, POST,
PUT. . .
Method → GET
L'URI visée est l'URI identiant la ressoure réseau à laquelle doit être appliquée la méthode.
URI → AbsoluteURI |AbsolutePath
Le hemin absolu ne doit pas être vide. Si la ressoure se trouve dans la raine, le hemin
spéié devra omporter au moins le aratère slash ('/').
Les messages de requête et de réponse ontiennent généralement une entité dans laquelle
est inluse des éléments de requête ou de réponse. Une entité va être dénie par son en-tête,




| . . .
Le hamp Content-Enoding est utilisé pour ompléter l'information du type de média. Lors-
qu'il est présent, il indique sous quel odage la ressoure est enregistrée.
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Content-Enoding → Content-Enoding :  CodingType CRLF
Le hamp d'en-tête Content-Length indique la taille du orps d'entité, sous la forme d'un
nombre d'otets exprimé en déimal.
Content-Length → Content-Length :  1*DIGIT
Le hamp d'en-tête Content-Type indique le type de média envoyé au réepteur dans le orps
d'entité.
Content-Type → Content-Type :  MediaType
Le orps d'entité (s'il existe) envoyé dans un message de requête ou de réponse HTTP
est dans un format et sous un enodage déni par les hamps d'en-tête d'entité.
EntityBody → OCTET∗
Remarque : Un orps d'entité n'apparaît dans un message de requête que dans la mesure
ou le type de la requête le demande. La présene de e orps est signalée par la présene
d'un hamp Content-Length dans les hamps d'en-tête de la requête.
Grammaire EBNF Tatoo du protoole HTTP
La grammaire EBNF Tatoo va être omposée de plusieurs parties. La première, tokens,
donne l'ensemble des lexèmes reonnu par l'analyseur lexial. La seonde, blanks, spéie les
aratères qui sont automatiquement onsommée par le proessus d'analyse (par exemple
une suession d'espaes). La troisième, starts dénie la ou les prodution(s) initiale(s). Enn,



















start = request+ { start } ;
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request = rstline 'eoln' header* 'eoln' { request } ;
rstline = 'servie' 'url' 'httpslash' 'version' 'dot' 'version' { rstline } ;
header = 'h_key' 'olon' headervalue 'eoln' { header } ;
headervalue = 'h_value' { headervalue } | 'keepalive' { keepalive } ;
5.3.1.2 Génération automatique des analyseurs
Tatoo fournit des générateurs pour produire le ode de n'importe quel type de langage.
En partiulier, il fournit nativement des générateurs pour le langage Java. Les générateurs
de ode Java sont basés sur veloity [8℄ un paquetage d'Apahe qui utilise une approhe
modèle-vue pour la génération de hiers. Les méanismes de Tatoo produisent toutes les
tables néessaires à l'ériture d'un analyseur lexial et syntaxique et les interfaes néessaires
à l'implantation de la sémantique.
La spéiation de la grammaire et des terminaux sous forme d'EBNF va être utilisée
pour :
• la génération automatique d'un  éouteur  d'analyse lexiale,
• l'ensemble des tables d'analyse lexiale et syntaxique,
• les interfaes GrammarEvaluator (voir annexe B.1) et TerminalEvaluator (voir annexe B.2)
Ces deux interfaes sont utilisées pour l'implantation de la sémantique. Le développeur va
spéier manuellement une sémantique partiulière pour les attributs terminaux en donnant
une implantation de ette interfae. Il est ainsi possible de spéier diérentes sémantiques
sans regénérer à haque fois les diérentes lasses d'analyse. De plus, des lasses utilitaires
(Analyzer et AnalyzerBuilder) sont générées an de simplier la onstrution, l'utilisation et le pa-
ramétrage des analyseurs lexiaux et syntaxiques.
5.3.1.3 Implantation de la sémantique
L'implantation de la sémantique dans le as du serveur HTTP simplié orrespond à
l'implantation des deux interfaes générées par Tatoo. Cette implantation va orrespondre
à la sérialisation du ot des lexèmes réupérés lors de la phase d'analyse en un objet Java.
Cet objet, nommé Request, va représenter la requête du lient au serveur. L'implantation de
l'interfae TerminalEvaluator va être la suivante :
publi lass HttpTerminalEvaluator implements TerminalEvaluator< ByteBuer > {
/**
* This method is alled when the rule <ode>get</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/
publi nal Method get(ByteBuer data) {
return Method.GET ;
}
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/**
* This method is alled when the rule <ode>header_key</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/




* This method is alled when the rule <ode>header_value</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/




* This method is alled when the rule <ode>url</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/




* This method is alled when the rule <ode>http09</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/




* This method is alled when the rule <ode>http10</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/




* This method is alled when the rule <ode>http11</ode> is reognized
*
* return the value assoiated with the terminal spawn for the rule
*/
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Cette implantation permet de spéier le omportement de l'analyseur pour haque termi-
nal renontré. Lorsque l'analyseur renontrera le lexème GET, il passera par ette implantation
de l'interfae TerminalEvaluator pour onnaître l'opération à eetuer, ii le retour de la valeur
GET de l'énumération Method. Pour d'autres terminaux, il sera néessaire de onvertir le ot
d'otets en haîne de aratères (la méthode extratString). Tatoo permet ainsi de minimiser les
opérations de onversion et de reopie. Maintenant, il est néessaire de spéier le omporte-
ment sémantique pour les produtions reonnues par l'analyseur. C'est à dire l'implantation
de l'interfae GrammarEvaluator :
publi lass HttpGrammarEvaluator implements GrammarEvaluator {
private Request req ;
publi nal void restart(Request req) {
this.res = res ;
}
/**
* This methods is alled after the redution of the non terminal method
* by the grammar prodution method_get.
*/




* This methods is alled after the redution of the non terminal rstline
* by the grammar prodution rstline.
*/










* This methods is alled after the redution of the non terminal version
* by the grammar prodution version_http09.
*/




* This methods is alled after the redution of the non terminal version
* by the grammar prodution version_http10.
*/




* This methods is alled after the redution of the non terminal version
* by the grammar prodution version_http11.
*/
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publi nal Version version_http11(Version http11) {
return http11 ;
}
publi void header_part(String header_key, String header_value) {
req.setHeader(header_key, header_value) ;
}
publi void endline() {
// do nothing
}




L'objet Request orrespond à la requête du lient sérialisée par le proessus d'analyse. Cette
objet est similaire aux beans Java [105℄ ar il implante seulement des méthodes pour xer et
réupérer des informations. Dans ette implantation, seulement deux méthodes vont réelle-
ment être opérante :
• quand la rédution de la prodution rstline se produit ;
• pour la rédution de la prodution header_part.
L'opération réalisée par es deux méthodes est la sauvegarde d'informations dans l'objet
Request. Mais, omment utiliser toutes es spéiations ?
La solution la plus simple pour utiliser l'analyseur onsiste à appeler une méthode statique
run() de la lasse Analyzer générée par Tatoo. Cependant ette méthode n'est pas assez préise ar
il est impossible de mettre en plae un gestionnaire d'erreurs au niveau lexial ou syntaxique
ar elle utilise des gestionnaires d'erreurs fournis par défaut. Dans le as d'un serveur HTTP
si la requête présente des mots mal orthographiés, i.e. qui ne orrespondent pas aux lexèmes
souhaités, ou des phrases ave des erreurs grammatiales, le serveur doit rejeter la requête
et fermer la onnexion. Les gestionnaires fournis par défaut tentent de faire une reprise sur
erreur en reherhant par exemple, le premier mot orret. Ce qui ne orrespond pas au
omportement souhaité !
5.3.2 Intégration de Tatoo dans un serveur HTTP simplié
La première étape du développement du serveur HTTP est de spéier le graphe des
stages. Je vais réutiliser le même graphe de stage que elui donné dans la setion 3.3. Je
rappelle que les onnexions entre les stages représentent les synhronisations et les ommu-
niations dans le serveur HTTP. Selon son type, un stage peut envoyer (vers son ou ses
suesseurs) et reevoir (de son ou ses prédeesseurs) des événements de ommuniation.
Le serveur HTTP utilisé omme exemple est omposé de six stages (voir setion 5.3.2).
Seul le stage de déodage de la requête liente va être modié par l'utilisation de Tatoo,
modiations que je vais maintenant présenter.






Fig. 5.9  Graphe de onnexion des stages du serveur HTTP
5.3.2.1 Spéiation des événements de ommuniation
An d'éhanger des informations entre les stages et selon leur position dans le graphe, il
est néessaire de spéier des événements d'entrée et de sortie. Ces événements sont utilisés
pour envoyer et reevoir des informations entre les diérents stages. L'intégration de Tatoo
dans le développement du serveur HTTP entraîne la modiation de l'événement d'entrée
du stage de déodage.
L'événement d'entrée du stage de déodage devient :
publi interfae DeodeStageRequest {
publi HttpSaburoLexer getHttpSaburoLexerRequest() ;
publi ByteBuer getByteBuerRequest() ;
}
La lasse HttpSaburoLexer est une lasse d'enapsulation qui permet de simplier l'utilisation
des analyseurs fournis par Tatoo. Cette lasse fournit trois méthodes utilitaires :
1. hasRemaining() qui détermine si le tampon de données sous-jaent ontient enore des
otets.
2. step() : qui traite tous les aratères présents dans le tampon de données ;
3. endOfParsing() qui détermine si on est arrivé à la n du ot ou d'une requête.
La méthode endOfParsing() est très partiulière ar elle dépend en grande partie du pro-
toole utilisé. Ainsi dans le as du protoole HTTP, il est possible d'avoir des onnexions
persistantes, 'est-à-dire que les requêtes sont onsidérées omme appartenant à un ot de
requêtes. Dans e as, le serveur doit traiter une requête, puis passer à la suivante sans fermer
la onnexion. Cependant, omment peut-on savoir si on a ni d'analyser une requête pour
passer à la suivante ? La méthode endOfParsing() est le point d'entrée qui permet de réaliser
e type d'opération. Dans le as du protoole HTTP et de la grammaire donnée préédem-
ment, la méthode endOfParsing va réupèrer l'ensemble des terminaux possibles que l'analyseur
syntaxique peut reonnaître. Puis, déterminer si le seul terminal possible est le double CRLF
marquant la n d'une requête HTTP. Si 'est le as alors on a ni d'analyser la requête.
Cette méthode sera odée de la façon suivante :
publi boolean endOfParsing() {
Set< ? extends TerminalEnum > lookahead = parser.getLookahead() ;
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5.3.2.2 Spéiation du stage de déodage
Je vais maintenant implanter le stage de déodage. Je rappelle qu'un stage est une suite
d'instrutions ave au plus un appel d'E/S et sans auun blo de synhronisation.
Le stage de déodage est implanté de la façon suivante :
Stage
publi lass DeodeStage< Q extends DeodeStageRequest, S extends DeodeStageResponse > {
publi nal void handle(StageContext< S > tx, Q req, S res) {











Le stage de déodage va analyser la requête au fur et à mesure de l'arrivée des aratères
et e tant qu'il reste des aratères dans le tampon de leture. Lorsque l'analyse est terminée
la méthode ompat permet de opier les aratères qui n'ont pas été reonnus en début de
tampon, e qui failitera sa réutilisation. On teste si on est arrivé à la n d'une requête et si
tel est le as, l'objet DeodeStageResponse qui regroupe toutes les informations sérialisées à l'aide
de Tatoo via l'interfae GrammarEvaluator est transmise au(x) suesseur(s) du stage de déodage.
Enn, l'analyseur est réinitialisé pour pouvoir reonnaître une nouvelle requête.
5.3.3 Travaux similaires
Atuellement, il existe un grand nombre de générateurs d'analyseurs érits dans diérents
langages de programmation. Présenter exhaustivement l'ensemble de es outils sortirait om-
plètement du adre de e travail. C'est pourquoi, je vais me restreindre à la présentation des
générateurs d'analyseurs érits en Java et qui produisent des analyseurs en Java.
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Java Compiler Compiler [60℄ est un générateur d'analyseurs syntaxiques desendants
érit en Java et développé par Sun Mirosystems. JavaCC fournit des analyseurs syntaxiques
de type LL(k), 'est-à-dire qu'il est néessaire d'utiliser une fenêtre d'analyse de taille k pour
résoudre les ambiguïtés. Contrairement à Tatoo, la partie sémantique de l'analyseur est di-
retement intégrée dans la spéiation de la grammaire. Ce ouplage fort entre grammaire
et sémantique implique un risque important d'erreurs dans le as de grande grammaire (elle
d'un langage de programmation) et ne permet pas de réutiliser une grammaire indépendam-
ment de sa sémantique.
ANother Tool for Language Reognition [90℄ est aussi un générateur d'analyseurs syn-
taxiques desendants. Similairement à JavaCC, ANTLR fournit des analyseurs syntaxiques
de type LL(k) et la grammaire du langage est étendue par des ations de sémantique. Pour la
onstrution, le parours et la transformation de l'arbre de syntaxe abstrait, ANTLR fournit
un langage spéique au domaine.
JFlex [39℄ et Cup [49℄ sont des implantations en Java de Lex [65℄ et Ya [53℄. JFlex est
un générateur en Java qui réutilise le même format d'expressions régulières que Lex. Cup
génère des analyseurs asendants à partir de grammaires LALR(1) en utilisant une syntaxe
similaire à Ya. De même que JavaCC et ANTLR, Cup étend la grammaire en inluant des
ations de sémantique spéiées en Java.
Sable Compiler Compiler [36℄ est un générateur d'analyseurs desendants à partir de
grammaires LALR(1). Cependant, les onits ne sont pas résolus par l'assoiativité ou la
spéiation de propriétés. Contrairement aux trois générateurs préédents, SableCC ne per-
met pas de spéier de sémantique dans les grammaires mais, va générer l'arbre de syntaxe
abstrait et utiliser le patron de oneption visiteur [37℄ an de spéier une sémantique
donnée. Il y a don une séparation laire entre la spéiation de la grammaire et la partie
sémantique. Cependant, il n'est pas possible de générer un arbre spéique, par exemple un
arbre diérent selon la version du langage, sans devoir reréer un nouvel arbre de syntaxe
abstrait.
Enn, Beaver [31℄ est un générateur d'analyseurs prenant en entrée des grammaires
LALR(1). La motivation première de Beaver est de générer des analyseurs très rapides. De
même que Tatoo, Beaver va générer une table d'analyse syntaxique qui ontient les ations
à réaliser. Les appels de fontions sont basés sur le hoix de la fontion à l'exéution en
fontion du type réel de l'ation. C'est un méanisme de late-binding qui surpasse en temps
d'exéution les implantations traditionnelles de type swith-ase.
Remarque : Auun des générateurs présentés i-dessus ne générent des analyseurs a-
pablent de fontionner en présene d'E/S non bloquantes.
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5.4 En onlusion. . .
Dans un serveur Internet, le déodage des requêtes lientes est l'interfae d'interation
entre le serveur et ses lients. La sûreté et la robustesse de ses traitements sont primordiaux
lors de la oneption d'un serveur. En eet, tout omportement non désiré peut permettre
des aès illégaux au serveur ou empêher de servir orretement un lient. De plus, le dé-
odage des requêtes lientes néessitent de prendre en ompte le type d'E/S utilisées par le
serveur. En eet si les E/S sont non bloquantes, il est néessaire de sauvegarder le ontexte
du déodage, puis de le restaurer à haque fois, e qui n'est pas le as pour des E/S blo-
quantes.
Atuellement, la syntaxe d'un protoole de ommuniation est typiquement spéiée dans
une RFC sous forme d'une suession de règles grammatiales (EBNF). Ce type de spéi-
ation permet d'obtenir une mahine à états nie qui peut être implantée de manière peu
struturée. Le ode obtenu manuellement n'est ni exempt d'erreurs, ni failement mainte-
nable. Cependant à partir d'une grammaire, il est possible de onstruire automatiquement
des analyseurs lexiaux et syntaxiques mais, es analyseurs sont bien souvent onstruits à
l'aide de générateurs qui n'ont pas été onçus pour générer des analyseurs embarqués dans
des serveurs. En eet, les serveurs Internet présentent des ontraintes fortes en terme de
gestion mémoire et de temps d'exéution. C'est pourquoi, les analyseurs embarqués dans les
serveurs Internet sont la plupart du temps implantés à la main. Pire, la omplexité d'ana-
lyseurs non bloquants est telle qu'ils sont systématiquement implantés de manière bloquante !
L'utilisation de Tatoo, un générateur d'analyseur syntaxique [23℄, m'a permis d'obtenir
automatiquement des analyseurs de requêtes lientes [22℄. Tatoo, ontrairement aux prini-
paux générateurs d'analyseurs atuels [36, 60, 90℄, permet de générer automatiquement des
analyseurs qui sont ompatibles ave des E/S bloquantes et non bloquantes. De plus, Tatoo
a été onçu pour générer des analyseurs qui vont être embarqués dans des serveurs Internet
et prend en onsidération les ontraintes de temps d'exéution et de gestion mémoire induits.
Est-il possible de réaliser un logiiel de tests qui permet de simuler des oupures dans les
requêtes avant de mettre en exergue les apaités des analyseurs syntaxiques non bloquants ?
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Les servies Internet sont devenus de plus en plus importants aussi bien pour les indus-
triels que pour les partiuliers. Parmi les servies les plus populaires, les sites d'information
en ligne sont sujets, en fontion de leurs ontenus et de l'atualité, à de très fortes varia-
tions du nombre de visiteurs pouvant parfois atteindre des fateurs d'ordre 20 en quelques
minutes [64℄. Cet exemple illustre les propriétés de disponibilité, de montée en harge et
de apaité à supporter longtemps des harges importantes des servies Internet. Plus teh-
niquement, les servies Internet sont fournis par des serveurs logiiels qui vont tenter de
satisfaire les demandes des diérents lients. Le développement d'un serveur Internet doit
don, en outre, prendre en ompte e problème sans préédent qu'est le support d'un grand
nombre d'utilisateurs aédant simultanément à un seul servie.
Pratiquement, les diérentes ations onurrentes eetuées sur un serveur Internet vont
se traduire par des opérations d'E/S sur des interfaes réseaux et sur le disque dur ainsi que
des aluls sur la mahine d'hébergement. An d'entrelaer les traitements des diérentes
requêtes lientes onurrentes, on utilise traditionnellement des proessus ou des proessus
légers. Cependant, ette approhe implique un oût important en terme d'empreinte mé-
moire, en temps d'ordonnanement ou en nombre de basules du proesseur [1, 41, 85℄. Une
autre approhe onsiste à utiliser des E/S non bloquantes mais, e type d'E/S est diile à
utiliser ar il est néessaire de gérer manuellement la sauvegarde des ontextes [1, 11, 12, 41℄.
Dans e hapitre, je vais ommener par quelques onsidérations tehniques sur les E/S
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bloquantes et non bloquantes du langage Java. Je présenterai ensuite les diérentes mises
en ÷uvre des séleteurs méanisme utilisé dans le as d'E/S non bloquantes en Java. J'ex-
pliquerai notamment omment assoier les séleteurs et les proessus légers au sein d'une
appliation. Enn, pour montrer la faisabilité et l'intérêt de mon approhe, j'ai réalisé des
tests de performane à l'aide de deux outils : (i) ApaheBenh [5℄ et (ii) Httperf [45℄. Ces
outils permettent d'exhiber les performanes  pures  des serveurs HTTP dont la mesure
la plus perutante est le nombre de requêtes traitées en une seonde. Grâe à es tests, je
montre que l'embarquement d'un analyseur au sein d'un serveur HTTP ne nuit pas à ses
performanes.
6.1 Considérations tehniques
Les E/S sont des omposantes disponibles depuis les premières versions de Java. Le pa-
quetage java.io, qui regroupe l'ensemble des lasses de gestion des ots d'otets, est apparu
à la version 1.0 du langage. Quant aux lasses de gestion des ots de aratères, elles sont
apparues à la version 1.1. Celles gérant les onnexions réseaux (soket) sont présentes dans
le paquetage java.net depuis la première version.
L'âge de ses omposants n'est pas signe d'obsolesene mais illustre l'absene de prise en
ompte des problèmes de performane, les E/S non bloquantes notamment. C'est pourquoi
et depuis la version 1.4, Java inlut une nouvelle arhiteture d'E/S et de onnexions réseaux
fondamentalement diérente de l'arhiteture existante [104℄.
6.1.1 Desription des E/S Java
En Java, les ots d'otets ne fournissent qu'une partie des fontionnalités d'E/S nées-
saires au développeur. Ainsi les ots d'otets permettent la leture des données d'un ot
an de réer un tableau d'otets et inversement d'érire dans un ot un tableau d'otets.
Cependant, toutes es opérations sont bloquantes e qui n'est pas toujours souhaitable. Il
est diile de lire plus d'un otet sans utiliser de tampon mémoire. Le paquetage java.io ne
fournit que deux possibilités : (i) utiliser le tampon fourni par les ots  buerisés  ou (ii)
programmer son propre tampon mémoire.
C'est pourquoi, les nouvelles E/S présentes dans le paquetage java.nio ont été proposées an
de répondre à e problème. Pour y remédier, elles fournissent : (i) des tampons mémoires
qui permettent une gestion plus simple et plus performante des manipulations de zones
mémoires (ii) des aès aléatoires plus rapides et (iii) failitent le  mappage  de données
en mémoire [97℄. Dans le but de transférer des données depuis ou en diretion d'un tampon
mémoire, ette nouvelle arhiteture va utiliser le onept de anal qui, va représenter une
soure ou une destination (un hier, une onnexion réseau ou une le) pour les données.
Cependant, un anal va être diérent d'un ot ar les E/S peuvent être aussi bien bloquantes
que non bloquantes. Cependant, seul les anaux héritant de l'interfae SeletableChannel peuvent
être utilisés dans les deux modes.
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6.1.2 Les tampons de données
Le ramasse-miettes de Java déplae les objets en mémoire par des opérations de opie.
Dans la nouvelle arhiteture d'E/S, les tampons de données peuvent être de deux types : (i)
direts et (ii) non direts. Leur diérene prinipale est leur gestion ou non par le ramasse-
miettes. Les tampons de données direts sont alloués dans des zones mémoires qui ne sont
pas gérées par le ramasse-miettes. A ontrario, les tampons de données non direts sont
alloués dans des zones mémoires ontrlées par le ramasse-miettes.
En pratique, les tampons direts néessitent un temps d'alloation supérieur au tampon





















Fig. 6.1  Temps d'alloation des tampons direts en non direts
En eet, dans le as diret les blos de mémoire sont gérés par une liste des blos libres
tandis que dans le as diret es blos mémoires sont gérés par le ramasse-miettes. Cepen-
dant, à partir d'une ertaine limite (65536 otets), les tampons non direts ne vont plus être
alloués au même endroit dans la mémoire du fait de leur taille. Ils vont être positionnés dans
des zones de mémoire très peu olletées par le ramasse-miettes (auun déplaement). Les
blos de es zones mémoires sont gérés par une liste des blos libres omme dans le as des
tampons direts. Cependant, du fait d'une surouhe (le ramasse-miettes) les performanes
sont moins bonnes, e qui explique le temps plus important de l'alloation des tampons non
direts vis-à-vis des tampons direts.
Du fait des temps de réation non négligeable, il est reommandé, lors du développement
d'un serveur Internet, d'utiliser un vivier de tampons de données et e dans les deux as.
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En résumé : Le ontenu d'un tampon diret va résider dans une zone qui n'est pas gérée
par le ramasse-miettes de la mahine virtuelle Java. L'espae alloué pour es tampons ne sera
jamais reopié d'une zone à une autre, améliorant ainsi les performanes d'une appliation
à longue durée de vie.
Cependant, lors de tests pratiques d'un serveur HTTP en exploitation, les performanes
































Fig. 6.2  Performane des diérents types de tampons de données dans un serveur HTTP
Lors d'une leture-ériture les tampons non direts vont être reopiés temporairement
sur la pile. A la n d'une leture, il va don y avoir une reopie des données lues présentes
dans le tampon non diret temporaire vers le tampon non diret que l'on utilise. Dans le as
diret, les appels travaillent diretement sur le tampon. Cependant, les opérations de reopie
sont des opérations diretement optimisées au niveau système d'exploitation. Les opies sur
la pile sont don très eaes. De plus, il semblerait que ertaines optimisations ne soient
pas présentes dans l'implantation des tampon direts atuels.
6.1.3 Les séleteurs
Dans le modèle d'E/S non bloquantes, les appliations sont apables de  hevauher 
le traitement des diérentes E/S. Lors d'un appel à une proédure d'E/S, elui-i va immé-
diatement retourner en indiquant que l'opération a été orretement initiée. L'appliation va
pouvoir réaliser d'autres traitements tandis que l'opération d'E/S se poursuit en  arrière-
plan . Dès que des données sont disponibles sur l'interfae, un signal est généré signalant à
l'appliation qu'elle peut lire des données sur l'interfae en question. Cependant, il est nées-
saire de mettre en plae des méanismes pour réupérer le signal indiquant que des donnèes
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sont disponibles sur une interfae. Ce méanisme de multiplexage des E/S est mis en plae
à l'aide d'une proédure de séletion telle que poll sur System V ou selet sur BSD Unix.
Le méanisme de séletion va surveiller l'ativité de toutes les interfaes d'E/S (hiers ou
onnexions réseaux). Si une ativité se produit pour une interfae d'E/S alors l'appliation
va lire ou érire les données ou une partie de elles-i pour ette interfae d'E/S.
Clés de séletion : En Java, les interfaes d'E/S sont enregistrées auprès d'un séleteur
sous forme de lés de séletion. Pour haque séleteur, il y aura une assoiation lé-interfae
d'E/S qui sera unique. La lé, qui est utilisée en interne par le méanisme de séletion,
permet aussi de spéier les opérations que l'on souhaite eetuer sur une interfae d'E/S
(leture, ériture, et.). De plus, on pourra rajouter à ette assoiation d'autres informations
(tampons de données par exemple) dépendantes de l'appliation.
En théorie, le multiplexage d'E/S permet d'avoir un seul proessus léger qui eetue tout
le travail. En pratique, il n'est pas possible de masquer les temps de latene des E/S disque ou
de tirer partie d'un système multi-proesseurs. En eet, le temps de latene des E/S disque
est dû à l'absene du support d'E/S non-bloquantes sur les hiers par l'API NIO [104℄. En
eet, ertains systèmes d'exploitation n'en fournissent pas le support [86℄. Il est don né-
essaire d'inorporer le méanisme des séleteurs au sein d'appliations possèdant plusieurs
proessus légers.
L'inorporation des séleteurs au sein d'appliations multi-proessus peut être réalisée de
diérentes façons (dans les desriptions i-dessous à un proessus est assoié un séleteur) :
• 1 séleteur : Cette arhiteture utilise un seul proessus de séletion qui eetue tout
le travail (aeptation, leture, et.).
• 1 aepteur et 1 leteur-érivain : Cette arhiteture utilise deux proessus et don deux
séleteurs. Le premier qui eetue l'aeptation des nouveaux lients et le seond qui
réalise les autres opérations (leture, ériture, et.). Il est important de noter que seule
la soket serveur sera enregistrée dans le séleteur d'aeptation. Les sokets lientes
seront quant à elles enregistrées dans le seond séleteur.
• 1 aepteur, N leteurs-érivains : On utilise un seul proessus d'aeptation et plu-
sieurs proessus qui réalisent les autres opérations (leture, ériture, et.). Seule la
soket serveur sera enregistrée dans le séleteur d'aeptation. De plus, il est nées-
saire de mettre en plae un méanisme de répartition du travail entre les diérents
proessus de traitements (tourniquet par exemple).
• 1 aepteur, N leteurs et M érivains : On utilise un proessus d'aeptation et
plusieurs proessus de traitements. Les proessus de traitements vont être divisés équi-
tablement ou non en leteurs et érivains. Les proessus leteurs vont enregistrer les
onnexions lientes pour les opérations de leture et les proessus érivains pour les
opérations d'ériture.
Dans les as présentés i-dessus, les onnexions entrantes sont traitées par un proessus
d'aeptation. Il doit aussi distribuer les événements sur les autres proessus de séletions.
Cependant, dans la première arhiteture, tous les événements d'E/S sont traités par le
6.1.3. Les séleteurs 140
même proessus de séletion. Dans les autres as, le traitement va être délégué à d'autres
proessus de séletion.
Chaune des arhitetures données i-dessus va présenter des avantages et des inonvé-
nients résumés par le tableau suivant :
Arhiteture Avantages Inonvénients
1 séleteur Le plus simple à oder. Problème des E/S non bloquantes
sur le disque dur.
1 aepteur et Simple à oder. Problème des E/S non bloquantes
1 leteur-érivain Limitation faile sur le nombre sur le disque dur.
de lients atifs (séletionnés).
1 aepteur et Performant. Dur à oder.




1 aepteur, Très performant. Extrêmement dur à oder.
N leteurs et Bonne gestion de la harge Risque d'interbloages.
M érivains leteurs-érivains. Passage d'informations ompliquées.
6.1.3.1 Arhiteture 1 aepteur et 1 leteur-érivain
Cette arhiteture utilise deux proessus et don deux séleteurs. Le premier qui eetue
l'aeptation des nouveaux lients et le seond qui réalise les autres opérations (leture,
ériture, et.). Il est important de noter que seule la soket serveur sera enregistrée dans le
séleteur d'aeptation. Les sokets lientes seront quant à elles enregistrées dans le seond
séleteur. Les deux proessus vont utiliser une le bloquante (LinkedBlokingQueue) fournie par
l'API Java pour ommuniquer entre eux. Cette arhiteture doit faire fae à deux problèmes :
1. Minimiser le nombre de lés dans le séleteur leteur-érivain.
2. Supprimer les lients qui sont lents.
Le seond problème permet de meilleure performane du serveur et répond partiellement
au premier problème.
Minimisation du nombre de lés dans le séleteur
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Le problème de minimisation du nombre de lés au sein d'un séleteur est lié à l'existene
d'une borne physique des méanismes de séletion. Cette borne est diretement lié au système
d'exploitation sous jaent. Au dela de e seuil les performanes de l'opération de séletion
vont huter. La première solution est de mettre en attente les lients lorsque ette borne
est atteinte au niveau du séleteur. Cependant ette solution n'est pas aeptable en terme
de performane. Une autre solution est de répartir la harge en utilisant plusieurs proessus
leteurs-érivains qui est l'arhiteture 1 aepteur et N leteurs-érivains (voir 6.1.3.2).
Suppression des lients lents
Les lés de séletion vont représenter des onnexions ouvertes entre le serveur et ses lients
et don des objets utilisés (tampons mémoires, analyseurs syntaxiques, et.). Dans le as de
lients très lents ou déonnetés intempestivement le serveur utilisera des objets  inutile-
ment . Pour optimiser l'utilisation des objets et don optimiser la onsommation mémoire,
il est partiulièrement intéressant de mettre en plae des quantums de temps sur les lés.
Ainsi, si une lé n'a jamais été séletionnée durant ette période, la onnexion peut être fer-
mée et le lient devra se reonneter. De plus supprimer les lients qui sont lents permet de
minimiser le nombre de lés présentes dans un séleteur et répondre, du moins partiellement,
au problème préédent.
Comment mettre en ÷uvre pratiquement la suppression des lients lents ?
Saburo fournit une lasse d'enapsulation permettant de gérer plus failement les séle-
teurs fournis par l'API NIO. De plus, ette lasse permet de prendre en ompte deux niveaux
de séletion possible : (i) séletion sur une le d'événements (méthode performsEvent()) et (ii)
séletion d'événements d'E/S (méthode performsIo(SeletionKey key)). Le méanisme de séletion est
le suivant :
publi void doSelet() throws SeletionExeption {
int numUpdateReadyKeys = seletor.selet(timeout) ;
performsEvent() ;
for(Iterator< SeletionKey > it = seletor.seletedKeys().iterator() ; it.hasNext() ; ) {






La méthode postSelet() permet de mettre en plae des méanismes d'expiration des lés de
séletion. Si une lé n'a pas été séletionnée pendant un quantum de temps donné, elle sera
supprimée de l'ensemble des lés de séletion. Par exemple ette méthode d'expiration peut
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être :
publi void expire(Iterator< SeletionKey > keys) {
if(timeout <= 0L) {
return ;
}
long urrentTime = System.urrentTimeMillis() ;
if(urrentTime < nextKeysExpiration) {
return ;
}
nextKeysExpiration = urrentTime + timeout ;
for( ; keys.hasNext() ; ) {
SeletionKey key = keys.next() ;
if(key.isValid()) {
long expire = (Long)key.attahment() ;
if(urrentTime - expire >= timeout) {
anel(key) ;
} else if(expire + timeout < nextKeysExpiration) {





Ce méanisme est très intéressant pour optimiser les performanes d'un serveur HTTP
ar il permet de rejeter les lients trop lents, les obligeant alors à se reonneter au serveur.
De plus, le serveur ne maintiendra pas les lients qui sont déonnetés intenpestivement.
6.1.3.2 Arhiteture 1 aepteur et N leteurs-érivains
La façon la plus simple de répondre aux problèmes de bloage de tout le serveur lors
d'aès à une base de données ou au disques est d'utiliser un proessus d'aeptation et
plusieurs de traitements. Lorsqu'un lient souhaite se onneter au serveur, le proessus
d'aeptation l'aepte et établit une onnexion. Il transmet ensuite ette onnexion à un
proessus de traitement. Il n'est pas néessaire ii de prendre soin d'annuler toutes lés
ayant trait à ette onnexion dans le séleteur d'aeptation ar il n'y a que la soket serveur
d'enregistrée dans elui-i. De fait il n'est pas néessaire de s'assurer de la synhronisation
des lés ou des séleteurs. Le séleteur présent dans un proessus aura don le omportement
suivant :
1. se bloquer sur le selet() ;
2. en sortir seulement s'il y a des opérations prêtes à être exéutées ;
3. exéuter toutes les opérations qui sont prêtes (aeptation dans un as et leture/ériture
dans l'autre) ;
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4. revenir au selet.
Dans e type d'arhiteture qui orrespond à l'arhiteture MSPED, il est néessaire
d'assurer une bonne distribution du travail entre les threads, j'utilise un simple algorithme
de round-robin pour assigner les onnexions entrantes aux proessus de traitements. Cei
fontionne plutt bien en pratique mais dans ertaines situations, il peut être néessaire
de prendre en onsidération d'autres fateurs tels que l'ativité de haque proessus pour
assurer une meilleure distribution des onnexions pour limiter le nombre de lés présentes
dans un séleteur.
6.1.3.3 Arhiteture M leteurs et N érivains
Cette arhiteture est très omplexe dans l'utilisation des synhronisations. En eet, il y a
beauoup de points d'interation entre les proessus de séletions leteurs et érivains. Ainsi,
les étapes 1 et 2 présentées préédemment peuvent survenir en même temps, e qui rée de
nombreux problèmes de onurrene. Les eetuer dans le même proessus évite beauoup
de problèmes dus au aès onurrent sur une même ressoure. De plus, le ouple séleteur
et lés de séletion assoiées à elui-i n'est pas protégé ontre des aès onurrents. Si
une lé de séletion est modiée par un proessus pendant qu'un autre proessus appelle la
méthode selet(. . .) de son séleteur, une exeption est levée. Ce phénomène arrive souvent
lorsque les proessus onsommateurs ferment les anaux et annulent ainsi indiretement les
lés de séletion orrespondantes. Si une méthode selet(. . .) est appelée à e moment, la lé
de séletion sera annulée de façon impromptue et l'exeption CanelledKeyExeption sera levée. Il
en résulte la règle de simpliation suivante :
Un séleteur, ses lés de séletion et les anaux enregistrés ne doivent jamais être aessibles
par plus d'un proessus à la fois.
Cependant, il est néessaire de passer outre ette règle de simpliation en répondant
aux problèmes suivants :
1. Communiation entre les proessus leteurs et érivains.
2. Fermeture des onnexions.
Communiation entre les proessus leteurs et érivains
La ommuniation entre les proessus leteurs et érivains se fait via des les bloquantes
(LinkedBlokingQueue) fournie par l'API Java. Ces les gérent de manière eae les synhronisa-
tions. C'est pourquoi, un proessus leteur ou érivain devra  séletionner  un événement
sur ette le et réaliser une séletion sur les événements d'E/S. Cependant l'API fournie
par le paquetage java.nio ne permet pas de réaliser es séletions qui s'opèrent à des niveaux
diérents. En eet, les séletions sur la le d'événements sont faites sur des données logiques
tandis que la séletion sur les événements d'E/S est une séletion sur des données physiques.
Il est néessaire de fournir un séleteur plus évolué que elui fournit par l'API pour permettre
ette séletion sur des les et sur les E/S.
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Comment réaliser une séletion sur une le et sur des desripteurs ?
Un séleteur va être onstitué d'une le des événements en entrée et d'un séleteur d'E/S
de l'API nio. Le proessus réalisant l'insertion dans une le va réaliser une opération push
bloquante dans la le. Si la le est pleine, l'opération va bloquer tant qu'au moins un élément
de la le n'a pas été retiré. La suppression d'un élément de la le va être une opération non
bloquante e qui permet de bloquer le proessus onsommateur sur la séletion des E/S.
Mais omment peut on savoir qu'un événement est disponible dans la le ?
Pour le savoir, l'opération push va réveiller le séleteur d'E/S. Le proessus de séletion
va alors retirer l'événement dans la le puis enregistrer des informations portées par et
événement pour une séletion d'E/S.
J'ai implanté un autre méanisme qui utilise la lasse Pipe de l'API java.nio. Une le va être
représentée par l'assoiation d'une le  lassique  et d'un Pipe. Lorsqu'un événement est
mis dans la le, un otet physique va être érit dans le Pipe. Comme le séleteur d'E/S réalise
une séletion sur e Pipe, il sera réveillé et le proessus pourra réupérer la main.
Ce méanisme est très similaire au méanisme qui utilise la méthode wakeup. En eet,
l'implantation de ette méthode utilise une lé dédiée au réveil du séleteur. Lorsque l'on fait
appel à la méthode wakeup, ette lé est positionnée omme étant séletionnable, le séleteur
est don réveillée et le proessus pourra reprendre la main. Cependant, l'opération wakeup est
une opération fournie en interne par l'API. Elle bénéie don d'optimisations qui ne sont
pas disponibles lorsque l'on implante le méanisme à la main à l'aide de la lasse Pipe.
Fermeture des onnexions
Les onnexions réseau lientes doivent pouvoir être fermées de manière asynhrone pour
prendre en ompte le problème d'enregistrement d'une même onnexion dans plusieurs sé-
leteurs. La fermeture des onnexions est basée sur un méanisme asynhrone de fermeture
des onnexions et don d'annulation des lés d'un séleteur. Ainsi, il est néessaire de ne
pas annuler diretement une lé mais plutt d'annuler une opération possible sur une lé.
Si la onnexion est fermée en ériture on informe qu'il n'est plus possible d'érire dans la
onnexion (shutdownOutput()). La onnexion sera réellement fermée quand les deux types pos-
sibles d'opération seront annulées sur la onnexion. Une fois les deux fermetures reçues, la
lé pourra alors être annulée.
Pratiquement, j'utilise deux vues sur une même onnexion. Ces vues vont servir de déo-
rateur [37℄ à la lasse SaburoSoket qui elle-même permet de simplier l'utilisation de la lasse
SoketChannel de l'API NIO en restreignant ertaines méthodes. La première vue est utilisée
pour la leture (RequestStream) et la seonde pour l'ériture (ResponseStream). Le développeur uti-
lise l'une ou l'autre des vues selon ses besoins. La lasse RequestStream ne permet que de lire
des données sur la onnexion réseau, tandis que la lasse ResponseStream ne permet que d'érire
des données. Lorsque l'on ferme l'une ou l'autre des vues, un  signal  est envoyé via la
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méthode shutdownInput (respetivement shutdownOutout) qui indique que la onnexion réseau ne
peut plus lire (respetivement érire). Si les deux vues sont fermées alors la onnexion réseau
sera eetivement fermée.
6.2 Choix du protoole HTTP pour les tests
L'intérêt d'étudier les serveurs HTTP est l'existene d'une très grande variété d'outils
permettant de mesurer leurs performanes [5, 45℄ et d'autres qui sont ommeriaux [99℄. Le
grand nombre de résultats qui sont publiés et qui omparent les performanes de diérentes
arhitetures et/ou serveurs HTTP.
Pour omparer le serveur HTTP développé ave Saburo et Tatoo, je vais prendre en
onsidération le serveur Apahe httpd [7℄ ainsi que 3 autres serveurs Grizzly 1.7 [102℄, Jetty
6.0 [81℄ et Tomat NIO 6.0 [107℄ qui sont développés en Java et qui utilisent l'API NIO [104℄.
Dans ette setion, je vais présenter suintement es serveurs.
6.2.1 Apahe httpd
Apahe httpd [7℄ utilise un vivier de proessus de traitements dont la taille varie dynami-
quement en fontion du nombre de onnexions lientes onurrentes. Chaque proessus traite
un seul lient et réalise l'ensemble des traitements néessaires pour répondre à sa requête.
La taille du vivier de proessus va don limiter le nombre de onnexions qui sont aeptées
simultanément par le serveur. Apahe httpd est implanté en C.
6.2.2 Grizzly 1.7
Grizzly [102℄ est un onneteur HTTP basé sur l'API NIO. Initialement, Grizzly a été
onçu pour travailler au dessus de Coyote le onneteur HTTP d'Apahe Tomat. Cependant
et omme beauoup d'autre onneteur HTTP, sa montée en harge est limitée par le nombre
de proessus disponible et lorsque l'on utilise des onnexions persistantes, il soure énormé-
ment du paradigme d'un proessus par onnexion. C'est pourquoi, la montée en harge est
la plupart du temps limité par le nombre de proessus que peut supporter la plateforme.
Ave l'intégration des NIO dans le JDK 1.4, Grizzly a été initié omme un projet indé-
pendant dont le but était de fournir les meilleurs performanes possibles pour un serveur
HTTP et d'illustrer la faisabilité d'utiliser les NIO pour e même protoole. Grizzly dière
de Coyote ar il permet de ongurer tous les viviers de proessus et supporte surtout les
E/S non bloquantes.
Pour déteter la n d'une requête, Grizzly utilise une mahine à états nie qui analyse
l'information d'en-tête de la longueur du message, e qui permet de prédire la n du ot.
L'aeptation des nouveaux lients est réalisée dans un proessus dédié et les autres le-
tures/éritures utilisent un vivier de proessus. Les séleteurs sont à temps borné e qui
permet de supprimer les requêtes longues et d'améliorer les performanes du serveur. Enn,
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Grizzly herhe toujours à bloquer au minimum les proessus, 'est-à-dire qu'il va tenter,
par exemple, d'érire une donnée dès que elle-i sera initiée. Si l'opération n'a pas réussi
ou n'est pas omplète, alors 'est seulement à e moment-là qu'elle sera enregistrée au sein
d'un séleteur.
Dans le as des onnexions persistantes, le proessus de traitement attribué à une requête
sera relâhé et la onnexion sera enregistrée en vue d'une nouvelle opération de leture. Inver-
sement, dans le as de onnexion non persistante le proessus de traitement et la onnexion
seront relâhés dans les viviers. Cette stratégie permet d'éviter le problème du paradigme
d'un proessus par requête en exploitant la nature sans état du protoole HTTP. Il est ainsi
possible de traiter quelques milliers de lients en utilisant seulement quelques dizaines de
proessus.
6.2.3 Jetty 6
Jetty[81℄ est un serveur HTTP pour des pages statiques et dynamiques. Contrairement à
des solutions séparant le serveur du  onteneur , Jetty embarque le serveur HTTP et l'ap-
pliation HTTP (les servlets) e qui permet d'éviter des suroûts dus aux inter-onnexions
et des ompliations d'implantation.
Jetty 6 est une nouvelle implantation du serveur HTTP Jetty et du onteneur de serv-
let. Contrairement à l'anienne version, il y a une rédution des dépendanes ave d'autres
logiiels et une intégration de diérentes tehnologies dont les NIO.
De nouveaux onneteurs sont fournis qui se basent sur les E/S non bloquantes de Java.
Cette bibliothèque, omme je l'ai déjà souligné auparavant permet d'intégrer des E/S non
bloquantes et des proessus de traitements peuvent être attribués aux requêtes rééllement
atives. Ainsi quand une onnexion n'est plus ative, le proessus peut être rendu au vivier de
proessus et la onnexion est enregistrée au sein d'un séleteur pour déteter que de nouvelles
données arrivent. Ce modèle permet de fournir une montée en harge plus importante du
serveur ar le serveur traitera plus de lients qu'une version basée sur les proessus légers.
6.3 Tests de performane
Cette setion présente une évaluation des performanes de Banzai, mon server HTTP
développé préédemment. Dans Banzai, je me suis partiulièrement foalisé sur les aspets
de (i) robustesse fae à la harge et de (ii) très forte onurrene. Mon but est ii d'évaluer la
faisabilité d'intégrer un analyseur syntaxique au sein d'un serveur HTTP sous des onditions
de harge extrêmes. Les serveurs HTTP forment l'arhétype des appliations qui doivent :
• monter fortement en harge ;
• être robustes fae aux variations très importantes dans le temps de elles-i.
Le prinipal intérêt d'étudier les serveurs HTTP est la grande variété d'outils de tests
(ommeriaux ou non) pour mesurer leur performane et du grand nombre de résultats déjà
147 6. Développement d'un serveur HTTP performant
publiés.
Dans ette setion, je vais présenter l'environnement de tests, ainsi que les deux outils
libres utilisés (i) ApaheBenh [5℄ et (ii) Httperf [45℄. ApaheBenh est un standard de
test de fato. Il existe d'autres standards mais ils sont ommeriaux [99℄. Je vais omparer
les performanes de Banzai ave elles obtenues pour les quatre autres serveurs dérits
préédemment. Ces résultats montrent que l'intégration d'un analyseur syntaxique ne nuit
en auun as aux performanes du serveur HTTP. De plus et bien que Banzai ne présente
pas toutes les fontionnalités des autres serveurs (onteneur de servlet, SSL, et.) les tests
sont eetués dans le ontexte partiulier de harge importante. Ce qui n'entraîne auune
pénalité omparativement aux autres serveurs.
Remarque : Dans les tests suivants, j'utilise seulement un serveur Internet basé sur le
modèle de onurrene SEDA pour les tests (nommé Banzai). En eet, Banzai bénéie
d'un ertain nombre d'optimisations qui n'ont pas été intégrées dans tous les générateurs
de Saburo. Par exemple, lors de l'ériture de la réponse, Banzai va tenter de l'érire sans
passer par le méanisme de séletion. Si l'ériture n'est pas possible ou n'est pas nie alors
la onnexion dans laquelle on souhaite érire sera enregistrée dans un séleteur pour ette
opération d'ériture. L'intérêt de ette optimisation est d'éviter de passer par un séleteur
alors que l'opération est possible. Il y a don un gain de temps ar la séletion n'est pas
eetuée.
6.3.1 Environnement de tests
Toutes les mesures de performanes sont eetuées sur une mahine Pentium IV bi-
proesseur 2.4GHz ave 2GB de mémoire vive. Le système d'exploitation sous-jaent est une
distribution Gentoo ave un noyau Linux 2.6.19. La mahine virtuelle Java est la mahine
virtuelle de Sun, HotSpot version 1.7.0-ea-b24 (orretion de  bugs  dans les séleteurs).
Le lient a exatement la même onguration. Les deux mahines sont onnetées via un
aiguilleur ethernet Gigabit. Bien que ette onguration ne simule en auun as les eets
d'un vrai réseau, mon interêt prinipal est de montrer les performanes et la stabilité du
serveur sous une harge très importante. Tous les tests sont eetués pour des pages Internet
statiques dont la taille varie de 4K à 1M.
6.3.2 ApaheBenh
6.3.2.1 Desription
ApaheBenh [5℄ est un petit outil qui permet de mesurer les performanes de n'importe
quel serveur HTTP. Il a été onçu pour donner une idée des performanes qu'un serveur
HTTP et ses diérentes ongurations peuvent fournir. En partiulier, il montre ombien de
requêtes peuvent être traitées par seonde par le serveur, ainsi que la bande passante et le
temps moyen de traitement d'une requête.
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Cet outil est diretement intégré omme module du serveur web Apahe httpd. Plus
d'informations onernant les options de et outil sont données dans [5℄
6.3.2.2 Variation du nombre de lients
Ce test permet de omparer les performanes des diérents serveurs en fontion du
nombre de lient onnetés en même temps au serveur. La version du protoole HTTP
utilisée ii est la version 1.0. Le hier qui est demandé par les lients est statique et a une





























































Fig. 6.3  Variation du nombre de requêtes par seonde en fontion du nombre de lients.
On remarque globalement que pour mon serveur HTTP Banzai et l'ensemble des serveurs
de omparaison, il y a une augmentation des performanes jusqu'à 16 lients onnetés en
même temps. Les performanes stagnent ensuite jusqu'à environ 2048 lients onnetés en
même temps. Tous les serveurs subissent ensuite une hute de leur performane. Pour les
serveurs utilisant des E/S non bloquantes dont Banzai, ette hute provient d'une limita-
tion système sur le nombre de desripteurs de hiers ouvert en même temps sur le serveur.
L'algorithme de gestion des desripteurs libres semblent perdre en performane à partir de
4096 hiers ouverts en même temps (bien que le serveur puisse en gérer 65536 au maximum).
Conernant le serveur httpd, qui utilise des proessus légers, ses performanes hutent du
fait du trop grand nombre de proessus légers au niveau de l'ordonnaneur et de la onsom-
149 6. Développement d'un serveur HTTP performant
mation mémoire qui devient trop importante.
Conernant les performanes du serveur Jetty, elles-i sont très en deçà des performanes
des autres serveurs non bloquants. Il semblerait que ela soit dû à une mauvaise onguration
du serveur. Je n'ai pas réussi à résoudre e problème n'ayant eu auun retour, malgrè de
nombreuses demandes aux développeurs de e serveur. Banzaï, passé le seuil de 8192 lients,
a une hute importante des performanes ar, ontrairement aux autres serveurs, il maintient
et ouvre toujours les onnexions omme persistantes.
6.3.2.3 Variation de la taille du hier
Ce test permet de omparer les performanes des diérents serveurs en fontion de la
taille du hier envoyé aux lients. La version du protoole HTTP utilisée est là aussi la




























































Fig. 6.4  Variation du nombre de requêtes par seonde en fontion de la taille du hier.
Globalement, on remarque que l'ensemble des performanes des serveurs dont mon serveur
HTTP Banzai suit exatement la même évolution. Ce phénomène vient du fait que plus on
lit ou érit d'informations dans une onnexion réseau ou sur un disque dur et plus le système
va prendre de temps pour le faire. Le test suivant (mirobenhmark) permet d'illustrer e
phénomène. Plus les hiers que l'on érits sont gros et plus on prend de temps pour les
érire (voir Fig. 6.5). Intuitivement, la fontion entre le volume des données à érire et le























Fig. 6.5  Variation des performanes en fontion de la taille du hier




Httperf [45℄ est un outil qui permet de mesurer les performanes des serveurs Internet.
Il fournit diérentes méthodes de ot de requêtes. Le but d'Httperf n'est pas d'implanter
un protoole de tests partiulier mais bien de fournir un outil robuste et performant pour
failiter la onstrution de protoole de tests. Les trois prinipales aratéristiques d'httperf
sont :
1. la robustesse ;
2. le support du protoole HTTP/1.1 ;
3. l'adaptabilité pour ajouter de nouveaux protooles de tests et de mesures de perfor-
mane.
Ma prinipale motivation d'utiliser Httperf est le support de HTTP/1.1 e qui n'est pas
le as d'ApaheBenh. En eet et ontrairement à HTTP/1.0 où la persistane est spéiée
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dans une ligne d'en-tête qui peut-être potentiellement la dernière, le protoole HTTP/1.1
onsidère automatiquement les onnexions omme persistantes. Ainsi en HTTP/1.1 et dans
le as de la méthode GET, on peut répondre dès la n de l'analyse de la première ligne de
la requête. Ce qui améliore les performanes du serveur.
Plus d'informations onernant les options de et outil sont données dans [45℄.
6.3.3.2 Variation du nombre de lients
Ce test permet de omparer les performanes des diérents serveurs en fontion du
nombre de lients onnetés en même temps au serveur. La version du protoole HTTP
utilisée ii est la version 1.1. Le hier qui est demandé par les lients est statique et a une





























































Fig. 6.6  Variation du nombre de requêtes par seonde en fontion du nombre de lients.
Globalement, on remarque que pour l'ensemble des serveurs dont mon serveur HTTP Ban-
zai, les performanes sont relativement stables quelque soit le nombre de lients. L'ensemble
des serveurs subissent là aussi une hute de leur performane pour environ 4096 lients. Dans
e test, on voit que Banzaï exploite parfaitement les aratéristiques du protoole HTTP/1.1
ontrairement aux autres serveurs. Notament, le fait que toutes les onnexions sont persis-
tantes et qu'il n'est don pas néessaire d'analyser toute la requête liente. Jetty ontrai-
rement au test ave ApaheBenh présente ii de meilleures performanes. Ave un hier
de onguration réellement dédié aux performanes, les résultats pour e serveur seraient
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nettement plus probant. Grizzly présente des performanes très en deçà de elles visibles
lors du test ave ApaheBenh. Je pense que ela vient du fait de l'utilisation du protoole
HTTP/1.1 et de l'analyse bloquante des requêtes. Enn, httpd présente de très bonnes per-
formanes, stables ave une hute à partir de 1024 lients due au oût de l'ordonnanement
et de la onsommation mémoire induite par l'utilisation des proessus légers.
6.3.3.3 Variation de la taille du hier
Ce test permet de omparer les performanes des diérents serveurs en fontion de la
taille du hier envoyé aux lients. La version du protoole HTTP utilisée est là aussi la





























































Fig. 6.7  Variation du nombre de requêtes par seonde en fontion de la taille du hier.
On remarque que globalement, l'ensemble des performanes des serveurs dont mon serveur
HTTP Banzai suit exatement la même évolution. Ce phénomène vient du fait que plus on lit
ou érit d'informations dans une onnexion réseau ou sur un disque dur et plus le système va
prendre de temps pour le faire. Contrairement au test ave ApaheBenh, les performanes
vont  s'éraser  plus tardivement. Le protoole HTTP/1.1 a été introduit an d'améliorer
globalement les performanes des serveurs Internet.
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6.4 En onlusion. . .
Obtenir des serveurs Internet performant requiert un long travail d'optimisation. Ces op-
timisations nuisent à la larté du ode et pouvoir les générer automatiquement sans modier
le ode métier d'un serveur Internet est partiulièrement intéressant. Les méanismes d'E/S
et de onurrene fournis par le langage Java peuvent être partiulièrement ardus à mettre
en ÷uvre et à ombiner. L'utilisation de Saburo permet dans un premier temps de masquer
es méanismes diiles d'utilisation et en les générant, évite de nombreux omportements
non désirés (interbloages). De plus dans le as du modèle de onurrene SEDA, Saburo
fournit d'importantes optimisations qui permettent d'obtenir un serveur HTTP performant
(nommé Banzaï). Ces performanes illustrent parfaitement la faisabilité de l'embarquement
d'un analyseur syntaxique au sein d'un serveur HTTP performant.
J'ai réalisé des tests de performane à l'aide de deux outils : (i) ApaheBenh [5℄ et
(ii) Httperf [45℄. Ces outils permettent prinipalement de mettre en avant les performanes
 pures  des serveurs dont la mesure la plus perutante est le nombre de requêtes traitées
en une seonde. Cependant, dans des onditions réelles d'utilisation, les requêtes n'arrivent
pas néessairement les unes à la suite des autres. De plus, ertaines requêtes peuvent être
déoupées. Ces deux logiiels de tests ne permettent pas de modéliser e type de ompor-
tement et l'intérêt d'utiliser des analyseurs non bloquants est justement de ne pas bloquer
un proessus sur la phase d'analyse et de pouvoir traiter une autre requête en attendant la
suite de la ou des requête(s) en ours.
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7.
Conlusion et perspetives
Les servies Internet sont devenus de plus en plus importants aussi bien pour les indus-
triels que pour les partiuliers. Ces servies sont fournis par des serveurs logiiels qui tentent
de satisfaire simultanément les demandes de très nombreux lients. C'est pourquoi le déve-
loppement d'un serveur Internet doit tenir ompte du support simultané d'un grand nombre
d'utilisateurs. En plus de ette onurrene massive, le développement d'un serveur Internet
doit tenter de résoudre les problèmes : (i) de robustesse fae à la harge, (ii) d'hébergement sur
des mahines hétérogènes, (iii) de génération de ontenu dynamique ou enn, (iv) d'évolution
des fontionnalités fournies.
7.1 Rappel de la problématique
Tehniquement, les diérentes ations onurrentes eetuées sur un serveur Internet vont
se traduire par des opérations d'E/S sur des interfaes réseaux et sur le disque dur ainsi que
des aluls sur la mahine d'hébergement. An d'entrelaer les traitements des diérentes
requêtes lientes, on utilise traditionnellement des proessus ou des proessus légers. Cepen-
dant, ette approhe implique un oût important en terme d'empreinte mémoire, en temps
d'ordonnanement ou en nombre de basules du proesseur entre les diérents proessus à
exéuter [1, 41, 85℄. Une autre approhe onsiste à utiliser des E/S non bloquantes mais, e
type d'E/S est extrêmement diile à utiliser ar il est néessaire de gérer manuellement la
sauvegarde des ontextes [1, 11, 12, 41℄.
Il existe atuellement plusieurs arhitetures matérielles possibles : (i) mahines mono-
proesseur, (ii) mahines multi-proesseurs, (iii) lusters, et. ainsi que plusieurs modèles de
onurrene. Les modèles de onurrene sont les tehniques pour mettre en ÷uvre la onur-
rene au sein de es appliations. Je les ai aratérisés selon (i) l'utilisation des proessus
et (ii) le type d'E/S utilisé. De plus, lors du développement d'une appliation le modèle
de onurrene va fortement struturer le ode de elle-i. Pratiquement, les modèles de
onurrene vont avoir des oûts plus ou moins importants en termes de ressoures. Ainsi,
un serveur Internet peut être utilisé pour ongurer un pda via une onnexion réseau ou
tenter de répondre aux requêtes de milliers de lients sur une mahine multi-proesseur.
155
7.2. Contribution 156
Les ressoures disponibles vont alors être extrêmement diverses et le serveur Internet de-
vra s'adapter aux besoins du développeur et aux ressoures disponibles. Pour haune des
arhitetures matérielles existantes, il existe un modèle de onurrene donné permettant
d'exhiber les meilleures performanes possibles et qui répond exatement aux demandes du
développeur. Comme les serveurs Internet sont hébergés sur des mahines hétérogènes, il est
don néessaire d'adapter le plus failement et rapidemment possible le modèle de onur-
rene en fontion de l'arhiteture matérielle sous-jaente an de satisfaire le maximum de
lient en un minimum de temps et les besoins du développeur.
Du fait des nombreuses optimisations de ode, de l'imbriation de la partie  métier 
et des diérentes préoupations (dont la onurrene) le ode soure des serveurs Internet
est diilement lisible, maintenable et évolutif. C'est pourquoi pour adapter le modèle de
onurrene à haque arhiteture matérielle sous-jaente, il est néessaire de redévelopper de
 bout en bout  le même serveur Internet. Il y a don un véritable manque de rationalisation
en temps et en oût de développement [109, 111℄.
7.2 Contribution
J'ai réalisé une plateforme logiielle en Java qui ore une bonne illustration d'un nouveau
style de programmation, les fabriques ou usines d'appliations [89℄. Cette plateforme, qui est
dédiée aux serveurs Internet, est assimilable à une haîne de prodution. Elle est basée sur
trois onepts :
1. un graphe orienté de synhronisation et de ommuniation ;
2. le ode fontionnel du serveur Internet ;
3. un modèle de onurrene hoisi par le développeur.
La ontribution majeure de mon travail est d'assoier un ensemble de fontionnalités
provenant : (i) de la oneption d'appliations, (ii) des ompilateurs, (iii) du développement
d'appliations et (iv) de la vériation formelle. Je ne propose auune nouveauté dans l'une
ou l'autre des tehniques abordées, mais plutt une uniation de es tehniques dans une
unique plateforme logiielle. De plus, l'uniité de la spéiation assure la ohérene entre
l'appliation et son modèle formel.
7.2.1 Génération du ode onurrent des serveurs Internet
A partir de trois onepts ités i-dessus, je suis apable de omposer automatiquement
un serveur Internet pleinement fontionnel. L'approhe que je propose permet une meilleure
sûreté des logiiels produits. Elle permet d'éviter un grand nombre d'erreurs ar le ode
onurrent traditionnellement sujet à de nombreux  omportements non désirés , est pro-
duit automatiquement. Elle ore aussi une grande portabilité et une prise en ompte rapide
de futures évolutions tehnologiques par simple ajout ou modiation des règles de transfor-
mation du modèle de spéiation vers les serveurs Internet produits. Enn, elle ore une
diminution du temps et des oûts de développement, e qui permet aux développeurs de se
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onsarer à d'autres fontionnalités du serveur Internet et néessite moins de onnaissanes
tehniques.
7.2.2 Génération du modèle formel d'un serveur Internet
Enn lors de la omposition des serveurs Internet, j'ai onstaté qu'il y avait un besoin
important en ontrle et en validation des assemblages. Bien que le graphe orienté de syn-
hronisation et de ommuniation y réponde partiellement de  manière délarative  pour
les assemblages prévus et que les interfaes de ontrles de mes générateurs tentent d'y
répondre de  manière programmative . Il est possible d'améliorer enore la sûreté des ser-
veurs produit par Saburo.
J'ai ainsi proposé des générateurs d'abstration sûre spéiques à un domaine préis, les
serveurs Internet [71℄. Me foaliser sur un seul domaine m'a permis : (i) de ne pas avoir à
spéier les propriétés que je souhaite vérier ar elles dépendent bien souvent du domaine,
(ii) simplie le développement des générateurs et (iii) améliore la sûreté des abstrations
vis-à-vis du système. Le modèle d'extration que j'ai utilisé est un modèle desendant, 'est-
à-dire que le modèle est généré à partir d'une meta-spéiation. Il se base sur le graphe de
spéiation d'un serveur Internet et le modèle de onurrene hoisi par le développeur. Le
ode des diérents stages n'est pas néessaire pour obtenir l'abstration du serveur Internet
ar l'ensemble des opérations de synhronisation et de ommuniation présentes dans un
serveur Internet sont modélisées par le graphe de spéiation. Les informations séletionnées
vont être susantes pour la vériation des propriétés prinipales d'un serveur Internet que
sont (i) l'absene d'interbloage et (ii) l'atteignabilité de tous les états du système. Pour
aroître la sûreté de l'appliation, il est possible d'ajouter des propriétés supplémentaires à
vérier, sous forme de formules de logiques temporelles. Pratiquement la phase de vériation
est basée sur le model heker SPIN [47℄.
7.2.3 Génération de l'analyse syntaxique des requêtes lientes
Dans un seond temps je me suis intéressé au problème du déodage des requêtes lientes.
En eet, dans un serveur Internet, le déodage des requêtes est l'interfae d'interation entre
le serveur et ses lients. La sûreté et la robustesse de ses traitements sont primordiaux lors
de la oneption d'un serveur ar tout omportement non désiré peut permettre des aès
illégaux au serveur ou empêher de servir orretement un lient. De plus, le déodage des
requêtes lientes néessite de prendre en ompte le type d'E/S utilisées par le serveur. En
eet si les E/S sont non bloquantes, il est néessaire de sauvegarder le ontexte du déodage,
puis de le restaurer à haque fois, e qui n'est pas le as pour des E/S bloquantes.
C'est pourquoi, j'ai utilisé Tatoo, un générateur d'analyseur syntaxique [23℄, qui m'a per-
mis d'obtenir automatiquement des analyseurs de requêtes lientes [22℄. Tatoo, ontrairement
aux prinipaux générateurs d'analyseurs atuels [36, 60, 90℄, permet de générer automati-
quement des analyseurs qui sont ompatibles ave des E/S bloquantes et non bloquantes.
De plus, Tatoo a été onçu pour générer des analyseurs qui vont être embarqués dans des
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serveurs Internet. Il prend en onsidération les ontraintes de temps d'exéution et de gestion
mémoire induites. J'ai réalisé des tests de performane pour un serveur HTTP qui m'ont
permis de justier pratiquement la faisabilité d'une telle approhe. Ces tests ont été réalisés
dans un ontexte partiulier de harge importante e qui n'entraîne auune pénalité pour les
serveurs les plus omplets.
7.3 Perspetives
Saburo permet de générer automatiquement le ode onurrent des serveurs Internet e
qui permet un gain de temps important en temps et en oût de développement. Cependant,
les serveurs Internet sont des appliations qui doivent être performantes et néessitent don
d'importantes optimisations. Atuellement, es optimisations ne sont pas mises en ÷uvre
dans tous les générateurs que je fournis. Les premiers travaux à eetuer onerneront l'en-
rihissement des générateurs an d'orir pour tous les modèles de onurrene les meilleures
performanes possibles.
Parallèlement, je souhaiterais failiter l'utilisation et la diusion de Saburo en dévelop-
pant un  greon  Elipse qui est une plateforme de développement très largement utilisée.
Conernant les tests de performanes des serveurs Internet, je n'ai atuellement pas trouvé
de logiiels qui permettent de simuler des oupures dans les requêtes qui sont envoyées au
serveur. Je pense que e phénomène permettra de mettre en exergue les apaités des ser-
veurs Internet utilisant des analyseurs syntaxiques non bloquants à supporter un plus grand
nombre de lients que les versions bloquantes.
Le modèle de développement que je propose permet aussi de développer des appliations
réparties. En eet, les onnexions entre les diérents stages vont se faire via des onnexions
réseaux. Je souhaite par la suite développer un peu plus ette thématique d'appliations
réparties. De plus, je pense que la onguration et le déploiement de es appliations sont
deux hoses extrêmement importantes pour failiter et promouvoir l'utilisation de mon outil.
La spéiation sous forme de graphe orienté est partiulièrement bien adaptée : (i) à
l'appliation d'algèbres de proessus, (ii) à une transformation vers un réseau de pétri ou (iii)
à la transformation vers un langage d'entrée d'un model heker. J'ai ommené ave suès
quelques travaux préliminaires qui permettent de transformer le graphe de spéiation de
Saburo vers une expression en pi-alulus. Je souhaite ontinuer dans ette voie et fournir un
support vers d'autres langages de model heker omme Nu-SMV [24℄.
Atuellement, Saburo est un simple générateur de serveurs Internet. Je souhaiterais trans-
former Saburo en un ompilateur de serveurs Internet. En eet et à la diérene d'un généra-
teur, un ompilateur doit signaler à son utilisateur la présene d'erreurs dans le programme
soure. Du fait de l'utilisation du prinipe de tissage il existe une grande diulté à dévermi-
ner une appliation. En eet, il est extrêmement diile de savoir d'ou provient une erreur.
De plus, une erreur peut seulement survenir lors de l'assoiation de deux portions de ode.
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Bien qu'utilisant le onept de tissage, Saburo failite le déverminage par une séparation
laire entre : (i) la partie onurrene vériée à l'aide d'un model heker et (ii) la partie
métier. Dans le modèle de développement que j'ai proposé, la partie métier présente des a-
ratéristiques très partiulières qui empêhent toute interation ave la partie onurrene.
Cependant, il va être néessaire de faire le lien entre : (i) les sorties obtenues à l'aide des
outils de vériation et (ii) le ode en entrée fourni par le développeur. La partie métier,
i.e. les diérents stages, devra elle aussi être vériée dans le but de ertier l'absene de
 omportements non désirés .
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A.
Abstration en Promela d'un serveur
HTTP
A.1 Transription en Promela du modèle itératif
#dene MAX_MESSAGE 10
#dene MAX_CLIENT 5
mtype = { REQUEST, RESPONSE, CLOSE, NULL } ;
mtype = { OP_ACCEPT, OK_ACCEPT, NO_ACCEPT } ;
mtype = { OP_READ, OK_READ, NO_READ } ;
mtype = { OP_DECODE, OK_DECODE, NO_DECODE } ;
mtype = { OP_SERVICE, OK_SERVICE, NO_SERVICE } ;
mtype = { OP_ENCODE, OK_ENCODE, NO_ENCODE } ;
mtype = { OP_WRITE, OK_WRITE, NO_WRITE } ;
han server = [ MAX_MESSAGE ℄ of { mtype, han } ;
ative protype IterativeHttp() {
han lt[ 1 ℄ = [ 0 ℄ of { mtype, han } ;
han lok = [ 1 ℄ of { han } ;




start : atomi {
do
: : i < 1 ->
lok !lt[ i ℄ ;
i++ ;





: : server ?< REQUEST, s_write > ->
if
: : nempty( lok ) ->
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server ?REQUEST( s_write ) ;
lok ?s_read ;
internal !OP_ACCEPT( s_write, s_read ) ;
goto end ;
: : empty( lok ) ->
goto end ;
 ;
: : internal ?OP_ACCEPT( s_write, s_read ) ->
s_write !OK_ACCEPT( s_read ) ;
internal !OP_READ( s_write, s_read ) ;
goto end ;
: : internal ?OP_READ( s_write, s_read ) ->
if
: : s_write !OK_READ( s_read ) ->
if
: : s_read ?OK_READ( s_write ) ->
internal !OP_DECODE( s_write, s_read ) ;
goto end ;
: : s_read ?NO_READ( s_write ) ->
goto release ;
 ;
: : s_write !NO_READ( s_read ) ->
printf("Server IOExeption ! ! !") ;
goto release ;
 ;
: : internal ?OP_DECODE( s_write, s_read ) ->
if
: : internal !OP_SERVICE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_SERVICE( s_write, s_read ) ->
if
: : internal !OP_ENCODE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_ENCODE( s_write, s_read ) ->
if
: : internal !OP_WRITE( s_read ) ->
goto end ;
: : skip ->
171 A. Abstration en Promela d'un serveur HTTP
goto release ;
 ;
: : internal ?OP_WRITE( s_write, s_read ) ->
if
: : s_write !OK_WRITE( s_read ) ->
if
: : s_read ?OK_WRITE( s_write ) ->
s_write !RESPONSE( s_read ) ;
s_read ?CLOSE( s_write ) ;
goto release ;
: : s_read ?NO_WRITE( s_write ) ->
goto release ;
 ; : : s_write !NO_WRITE( s_read ) ->
printf("Server IOExeption ! ! !") ;
goto release ;
 ;
release : lok !s_read ;
od ;
}
A.2 Transription en Promela du modèle SPED
#dene MAX_MESSAGE 10
#dene MAX_CLIENT 5
mtype = { REQUEST, RESPONSE, CLOSE, NULL } ;
mtype = { OP_ACCEPT, OK_ACCEPT, NO_ACCEPT } ;
mtype = { OP_READ, OK_READ, NO_READ } ;
mtype = { OP_DECODE, OK_DECODE, NO_DECODE } ;
mtype = { OP_SERVICE, OK_SERVICE, NO_SERVICE } ;
mtype = { OP_ENCODE, OK_ENCODE, NO_ENCODE } ;
mtype = { OP_WRITE, OK_WRITE, NO_WRITE } ;
han server = [ MAX_MESSAGE ℄ of { mtype, han } ;
ative protype SpedHttp() {
han lt[ MAX_CLIENT ℄ = [ 0 ℄ of { mtype, han } ;
han lok = [ MAX_CLIENT ℄ of { han } ;




start : atomi {
do
: : i < MAX_CLIENT ->
lok !lt[ i ℄ ;
i++ ;
: : else ->
break ;
od ;
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}
end : do
: : server ?< REQUEST, s_write > ->
if
: : nempty( lok ) ->
server ?REQUEST( s_write ) ;
lok ?s_read ;
internal !OP_ACCEPT( s_write, s_read ) ;
goto end ;
: : empty( lok ) ->
goto end ;
 ;
: : internal ?OP_ACCEPT( s_write, s_read ) ->
s_write !OK_ACCEPT( s_read ) ;
internal !OP_READ( s_write, s_read ) ;
goto end ;
: : internal ?OP_READ( s_write, s_read ) ->
if
: : s_write !OK_READ( s_read ) ->
if
: : s_read ?OK_READ( s_write ) ->
internal !OP_DECODE( s_write, s_read ) ;
goto end ;
: : s_read ?NO_READ( s_write ) ->
goto release ;
 ;
: : s_write !NO_READ( s_read ) ->
goto release ;
 ;
: : internal ?OP_DECODE( s_write, s_read ) ->
if
: : internal !OP_SERVICE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_SERVICE( s_write, s_read ) ->
if
: : internal !OP_ENCODE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_ENCODE( s_write, s_read ) ->
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if
: : internal !OP_WRITE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_WRITE( s_write, s_read ) ->
if
: : s_write !OK_WRITE( s_read ) ->
if
: : s_read ?OK_WRITE( s_write ) ->
s_write !RESPONSE( s_read ) ;
s_read ?CLOSE( s_write ) ;
goto release ;
: : s_read ?NO_WRITE( s_write ) ->
goto release ;
 ;
: : s_write !NO_WRITE( s_read ) ->
goto release ;
 ;
release : lok !s_read ;
od ;
}





mtype = { REQUEST, RESPONSE, CLOSE, NULL } ;
mtype = { OP_ACCEPT, OK_ACCEPT, NO_ACCEPT } ;
mtype = { OP_READ, OK_READ, NO_READ } ;
mtype = { OP_DECODE, OK_DECODE, NO_DECODE } ;
mtype = { OP_SERVICE, OK_SERVICE, NO_SERVICE } ;
mtype = { OP_ENCODE, OK_ENCODE, NO_ENCODE } ;
mtype = { OP_WRITE, OK_WRITE, NO_WRITE } ;
han server = [ MAX_MESSAGE ℄ of { mtype, han } ;
han ip = [ MAX_MESSAGE ℄ of { mtype, han } ;
protype HttpAgent( han s_write, s_read ) {
han internal = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
internal !OP_READ( s_write, s_read ) ;
end : do
: : internal ?OP_READ( s_write, s_read ) ->
if
: : s_write !OK_READ( s_read ) ->
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if
: : s_read ?OK_READ( s_write ) ->
internal !OP_DECODE( s_write, s_read ) ;
goto end ;
: : s_read ?NO_READ( s_write ) ->
goto release ;
 ;
: : s_write !NO_READ( s_read ) ->
printf("Server IOExeption ! ! !") ;
goto release ;
 ;
: : internal ?OP_DECODE( s_write, s_read ) ->
if
: : internal !OP_SERVICE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_SERVICE( s_write, s_read ) ->
if
: : internal !OP_ENCODE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_ENCODE( s_write, s_read ) ->
if
: : internal !OP_WRITE( s_read ) ->
goto end ;
: : skip ->
goto release ;
 ;
: : internal ?OP_WRITE( s_write, s_read ) ->
if
: : s_write !OK_WRITE( s_read ) ->
if
: : s_read ?OK_WRITE( s_write ) ->
s_write !RESPONSE( s_read ) ;
s_read ?CLOSE( s_write ) ;
goto release ;
: : s_read ?NO_WRITE( s_write ) ->
goto release ;
 ; : : s_write !NO_WRITE( s_read ) ->




release : ip !RELEASE( s_read ) ;
}
ative protype MultithreadedHttp() {
han lt[ MAX_THREAD ℄ = [ 0 ℄ of { mtype, han } ;
han lok = [ MAX_THREAD ℄ of { han } ;




start : atomi {
do
: : i < MAX_THREAD ->
lok !lt[ i ℄ ;
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i++ ;




: : server ?< REQUEST, s_write > ->
if
: : nempty( lok ) ->
server ?REQUEST( s_write ) ;
lok ?s_read ;
internal !OP_ACCEPT( s_write, s_read ) ;
goto end ;
: : empty( lok ) ->
goto end ;  ;
: : internal ?OP_ACCEPT( s_write, s_read ) ->
s_write !OK_ACCEPT( s_read ) ;
run EhoAgent( s_write, s_read ) ;
goto end ;








mtype = { REQUEST, RESPONSE, CLOSE, NULL } ;
mtype = { OP_ACCEPT, OK_ACCEPT, NO_ACCEPT } ;
mtype = { OP_READ, OK_READ, NO_READ } ;
mtype = { OP_DECODE, OK_DECODE, NO_DECODE } ;
mtype = { OP_SERVICE, OK_SERVICE, NO_SERVICE } ;
mtype = { OP_ENCODE, OK_ENCODE, NO_ENCODE } ;
mtype = { OP_WRITE, OK_WRITE, NO_WRITE } ;
han server = [ MAX_MESSAGE ℄ of { mtype, han } ;
han error = [ MAX_MESSAGE ℄ of { mtype, han } ;
han aeptToRead = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han readToDeode = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han deodeToServie = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han servieToEnode = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han enodeToWrite = [ MAX_MESSAGE ℄ of { mtype, han, han } ;




: : aeptToRead ?OP_READ( s_write, s_read ) ->
if
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: : s_write !OK_READ( s_read ) ->
if
: : s_read ?OK_READ( s_write ) ->
readToDeode !OP_DECODE( s_write, s_read ) ;
goto end ;
: : s_read ?NO_READ( s_write ) ->
goto release ;
 ;
: : s_write !NO_READ( s_read ) ->













: : readToDeode ?OP_DECODE( s_write, s_read ) ->
if
: : deodeToServie !OP_SERVICE( s_read ) ->
goto end ;













: : deodeToServie ?OP_SERVICE( s_write, s_read ) ->
if
: : servieToEnode !OP_ENCODE( s_read ) ->
goto end ;













: : servieToEnode ?OP_ENCODE( s_write, s_read ) ->
if
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: : enodeToWrite !OP_WRITE( s_read ) ->
goto end ;













: : enodeToWrite ?OP_WRITE( s_write, s_read ) ->
if
: : s_write !OK_WRITE( s_read ) ->
if
: : s_read ?OK_WRITE( s_write ) ->
s_write !RESPONSE( s_read ) ;
s_read ?CLOSE( s_write ) ;
goto release ;
: : s_read ?NO_WRITE( s_write ) ->
goto release ;
 ;
: : s_write !NO_WRITE( s_read ) ->









ative protype PipelineHttp() {
han internal = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han lt[ MAX_POOL ℄ = [ 0 ℄ of { mtype, han } ;




start : atomi {
do
: : i < MAX_POOL ->
pool !lt[ i ℄ ;
i++ ;





: : server ?< REQUEST, s_write > ->
if
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: : nempty( pool ) ->
server ?REQUEST( s_write ) ;
pool ?s_read ;
internal !OP_ACCEPT( s_write, s_read ) ;
goto end ;
: : empty( pool ) ->
goto end ;  ;
: : internal ?OP_ACCEPT( s_write, s_read ) ->
s_write !OK_ACCEPT( s_read ) ;
aeptToRead !OP_READ( s_write, s_read ) ;
goto end ;




A.5 Transription en Promela du modèle SEDA
#dene MAX_MESSAGE 10
#dene MAX_CLIENT 5
mtype = { REQUEST, RESPONSE, CLOSE, NULL } ;
mtype = { OP_ACCEPT, OK_ACCEPT, NO_ACCEPT } ;
mtype = { OP_READ, OK_READ, NO_READ } ;
mtype = { OP_DECODE, OK_DECODE, NO_DECODE } ;
mtype = { OP_SERVICE, OK_SERVICE, NO_SERVICE } ;
mtype = { OP_ENCODE, OK_ENCODE, NO_ENCODE } ;
mtype = { OP_WRITE, OK_WRITE, NO_WRITE } ;
han server = [ MAX_MESSAGE ℄ of { mtype, han } ;
han error = [ MAX_MESSAGE ℄ of { mtype, han } ;
han aeptToRead = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han readToDeode = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han deodeToServie = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han servieToEnode = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han enodeToWrite = [ MAX_MESSAGE ℄ of { mtype, han, han } ;




: : aeptToRead ?OP_READ( s_write, s_read ) ->
if
: : s_write !OK_READ( s_read ) ->
if
: : s_read ?OK_READ( s_write ) ->
readToDeode !OP_DECODE( s_write, s_read ) ;
goto end ;
: : s_read ?NO_READ( s_write ) ->
goto release ;
 ;
: : s_write !NO_READ( s_read ) ->
printf("Server IOExeption ! ! !") ;
goto release ;












: : readToDeode ?OP_DECODE( s_write, s_read ) ->
if
: : deodeToServie !OP_SERVICE( s_read ) ->
goto end ;













: : deodeToServie ?OP_SERVICE( s_write, s_read ) ->
if
: : servieToEnode !OP_ENCODE( s_read ) ->
goto end ;













: : servieToEnode ?OP_ENCODE( s_write, s_read ) ->
if
: : enodeToWrite !OP_WRITE( s_read ) ->
goto end ;





error !RELEASE( s_read ) ;
goto end ;
}
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}




: : enodeToWrite ?OP_WRITE( s_write, s_read ) ->
if
: : s_write !OK_WRITE( s_read ) ->
if
: : s_read ?OK_WRITE( s_write ) ->
s_write !RESPONSE( s_read ) ;
s_read ?CLOSE( s_write ) ;
goto release ;
: : s_read ?NO_WRITE( s_write ) ->
goto release ;
 ;
: : s_write !NO_WRITE( s_read ) ->









ative protype SedaHttp() {
han internal = [ MAX_MESSAGE ℄ of { mtype, han, han } ;
han lt[ MAX_CLIENT ℄ = [ 0 ℄ of { mtype, han } ;




start : atomi {
do
: : i < MAX_CLIENT ->
pool !lt[ i ℄ ;
i++ ;





: : server ?< REQUEST, s_write > ->
if
: : nempty( pool ) ->
server ?REQUEST( s_write ) ;
pool ?s_read ;
internal !OP_ACCEPT( s_write, s_read ) ;
goto end ;
: : empty( pool ) ->
goto end ;
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 ;
: : internal ?OP_ACCEPT( s_write, s_read ) ->
s_write !OK_ACCEPT( s_read ) ;
aeptToRead !OP_READ( s_write, s_read ) ;
goto end ;
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B.
Génération de l'analyse syntaxique
B.1 L'interfae GrammarEvaluator
publi interfae GrammarEvaluator {
/**
* This methods is alled after the redution of the non
* terminal request by the grammar prodution request.
*/
publi void request() ;
/**
* This methods is alled after the redution of the non
* terminal rstline by the grammar prodution rstline.
*/
publi void rstline(Method m, String url, Version v) ;
/**
* This methods is alled after the redution of the non
* terminal method by the grammar prodution method_get.
*/
publi Method method_get(Method get) ;
/**
* This methods is alled after the redution of the non
* terminal version by the grammar prodution version_http11.
*/
publi Version version_http11(Version http11) ;
/**
* This methods is alled after the redution of the non
* terminal version by the grammar prodution version_http10.
*/
publi Version version_http10(Version http10) ;
/**
* This methods is alled after the redution of the non
* terminal version by the grammar prodution version_http09.
*/
publi Version version_http09(Version http09) ;
/**
* This methods is alled after the redution of the non
* terminal header_part by the grammar prodution header_part.
*/
publi void header_part(String key, String value) ;
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/**
* This methods is alled after the redution of the non
* terminal endline by the grammar prodution endline.
*/




* param <D> data type passed by the lexer listener.
*/
publi interfae TerminalEvaluator<D> {
/**
* This method is alled when the rule <ode>get</ode> is
* reognized by the lexer.
*/
publi Method get(D data) ;
/**
* This method is alled when the rule <ode>url</ode> is
* reognized by the lexer.
*/
publi String url(D data) ;
/**
* This method is alled when the rule <ode>http11</ode> is
* reognized by the lexer.
*/
publi Version http11(D data) ;
/**
* This method is alled when the rule <ode>http10</ode> is
* reognized by the lexer.
*/
publi Version http10(D data) ;
/**
* This method is alled when the rule <ode>http09</ode> is
* reognized by the lexer.
*/
publi Version http09(D data) ;
/**
* This method is alled when the rule <ode>header_key</ode> is
* reognized by the lexer.
*/
publi String header_key(D data) ;
/**
* This method is alled when the rule <ode>header_value</ode> is
* reognized by the lexer.
*/
publi String header_value(D data) ;
}
