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Metaheuristics are used to find feasible solutions to hard Combinatorial Optimization 
Problems (COPs). Constraint Satisfaction Problems (CSPs) may be formulated as COPs, 
where the objective is to reduce the number of violated constraints to zero. The popular 
puzzle Sudoku is an NP-complete problem that has been used to study the effectiveness 
of metaheuristics in solving CSPs. Applying the Simulated Annealing (SA) metaheuristic 
to Sudoku has been shown to be a successful method to solve CSPs. However, the ‘easy-
hard-easy’ phase-transition behavior frequently attributed to a certain class of CSPs 
makes finding a solution extremely difficult in the hard phase because of the vast search 
space, the small number of solutions and a fitness landscape marked by many plateaus 
and local minima. Two key mechanisms that metaheuristics employ for searching are 
diversification and intensification. Diversification is the method of identifying diverse 
promising regions of the search space and is achieved through the process of 
heating/reheating. Intensification is the method of finding a solution in one of these 
promising regions and is achieved through the process of cooling. The hard phase area of 
the search terrain makes traversal without becoming trapped very challenging. Running 
the best available method - a Constraint Propagation/Depth-First Search algorithm - 
against 30,000 benchmark problem-instances, 20,240 remain unsolved after ten runs at 
one minute per run which we classify as very hard. This dissertation studies the delicate 
balance between diversification and intensification in the search process and offers a 
hybrid SA algorithm to solve very hard instances. The algorithm presents (a) a 
heating/reheating strategy that incorporates the lowest solution cost for diversification; 
(b) a more complex two-stage cooling schedule for faster intensification; (c) Constraint 
Programming (CP) hybridization to reduce the search space and to escape a local 
minimum; (d) a three-way swap, secondary neighborhood operator for a low expense 
method of diversification. These techniques are tested individually and in hybrid 
combinations for a total of 11 strategies, and the effectiveness of each is evaluated by 
percentage solved and average best run-time to solution. In the final analysis, all 
strategies are an improvement on current methods, but the most remarkable results come 
from the application of the “Quick Reset” technique between cooling stages. 
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Chapter 1 
Introduction 
 
 
Problem Statement 
Metaheuristics may be used to find feasible solutions to hard Combinatorial 
Optimization Problems (COPs). Blum & Roli (2003) define metaheuristic as “high level 
strategies for exploring search spaces by using different methods.”  Bianchi, Dorigo, 
Gambardella, & Gutjahr (2009) describe combinatorial optimization problems as 
“problems where the decision space is finite but possibly too big to be enumerated.” 
Constraint Satisfaction Problems (CSPs) can be framed as COPs, where the aim is to 
reduce the number of violated constraints to zero. The very popular puzzle Sudoku is an 
example of an NP-complete problem (Yato & Seta, 2003) that has been used to study the 
effectiveness of metaheuristics in solving CSPs. 
When applying the Simulated Annealing metaheuristic to Sudoku puzzles (Lewis R., 
2007a), the ‘easy-hard-easy’ phase-transition behavior that is common amongst CSPs 
(Smith, 1994) emerges. In one ‘easy-to-solve’ region, problem-instances are loosely 
constrained and therefore have many feasible solutions. In the second ‘easy-to-solve’ 
region, problem-instances are tightly constrained which leads to very few feasible 
solutions. The solutions in this second region have large basins of attraction making them 
easier to solve. The ‘hard-to-solve’ region lies between these two ‘easy-to-solve’ regions; 
and exhibits features that guarantee that the solution will be very challenging to find due 
to (a) the sizable search space; (b) the limited number of solutions; (c) a fitness landscape 
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which contains many plateaus and local minima (Cheeseman, Kanefsky, & Taylor, 
1991). 
Given a partially filled grid of n2 × n2 cells containing integers 1 through to n2, the 
goal of Sudoku is to completely fill the grid bound by the following constraints: 
• Each row of cells contains the integers 1 through to n2 exactly once. 
• Each column of cells contains the integers 1 through to n2 exactly once. 
• Each n × n square of cells contains the integers 1 through to n2 exactly once. 
Sudoku puzzle grids are defined by their order-n. For the subset of Sudoku problem-
instances that are order-3, many but not all of them can be solved using logic-based rules 
alone. This is not surprising because amongst these are the set of order-3 puzzles that are 
specifically engineered for human consumption – they have precisely one solution which 
can be reached by forward chaining logic alone. Since logic-based-only algorithms 
cannot solve all problem-instances, systematic branch-and-bound searches can be 
employed where logical rules fail. 
However, in one example showing the limitations of this approach, Lewis (2007a) 
runs Sudoku Solver by Logic (n.d.) using an order-3, logic-solvable puzzle with all the 3s 
removed as input. Lewis (2007a) demonstrates that a solution can be obtained by this 
branch-and-bound search method, but the tradeoff is a substantially increased execution 
time. Although Sudoku Solver by Logic (n.d.) was not tested using higher order puzzles, 
it is reasonable to conclude that success rates would not increase, nor would execution 
times decrease using order-4 or higher puzzles. 
Lewis (2007a) shows that a simple Simulated Annealing (SA) based approach did 
very well solving order-3 and order-4, logic-solvable puzzles regardless of the difficulty 
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rating. Therefore, the author goes further and applies the algorithm to order-3, order-4 
and order-5 puzzles irrespective of the logic-solvable property or difficulty rating. The 
experimental data for order-4 problem-instances reveals a phase-transition near 𝑝 = 0.45 
where 𝑝 is the proportion of fixed (value given) cells. This characteristic becomes more 
pronounced in the order-5 data. It is during this phase-transition that the solution success 
rate drops significantly, and the solution times increase. 
Norvig (2010) presents an impressive algorithm with straightforward program code 
for a Sudoku solver making use of Constraint Propagation followed by a depth-first 
search. The author shows that it performs exceptionally well, quickly solving one million 
randomly generated order-3 puzzles, but Norvig (2010) does not evaluate the algorithm 
using order-4 or higher puzzles. The program is modified to accept order-4, 5 and 6 
puzzles and to terminate execution after one minute if a solution is not found. Puzzles 
with no solution after one minute are labeled as very hard instances for the corresponding 
order. 
In testing Norvig (2010) using a set of 5000 order-4 puzzles of varied proportions of 
fixed cells (1000 each of 𝑝 = 0.45, 0.50, 0.52, 0.54, 0.56), not unexpectedly, most are 
solved in a fraction of one second and seven are solved in seconds. Only two are 
unsolved after one minute and are thus labeled as very hard instances for order-4. 
In evaluating Norvig’s (2010) technique against order-5 puzzles, 1000 puzzles are 
generated for each hundredth value of 𝑝 in the range 𝑝 = 0.40 to 𝑝 = 0.55 inclusive (i.e. 
𝑝 = 0.40, 0.41, 0.42, … , 0.55) for a total set of 16,000 puzzles. The algorithm does very 
well for 𝑝 = 0.40 through 𝑝 = 0.44 (See Appendix D). In this range, most puzzles are 
solved in under one second, several are solved in seconds and two are labeled as very 
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hard for order-5. However, starting with 𝑝 = 0.45 and continuing through 𝑝 = 0.55, the 
percentage of puzzles taking more than one second to solve - including very hard 
instance puzzles left unsolved after one minute - increases steadily. At 𝑝 = 0.45, there 
are two puzzles labeled as very hard and by 𝑝 = 0.55, approximately 66% of the puzzles 
are considered very hard puzzles instances for order-5. 
Using a smaller sample of 1000 order-6 puzzles at 𝑝 = 0.45, roughly one quarter are 
solved in less than one second, one quarter are solved in seconds and one half are 
considered very hard instances. 
The goal of this dissertation is to improve the solution success rate within the phase-
transition region 𝑝 = 0.45 through 𝑝 = 0.59 for higher order puzzles. The question to be 
answered is: 
• Can an enhanced version of Lewis’s (2007a) technique solve orders 5 and 6 
puzzles that are within the phase-transition region 𝑝 = 0.45 through 𝑝 = 0.59 
and that are classified as very hard? 
Blum & Roli (2003) identify diversification and intensification as the guiding forces 
of behavior in a metaheuristic and describe the relationship as both adversarial and 
cooperative. In citing Mitchell (1998) and Holland (1975), Blum & Roli (2003) state that 
a system confronting an unpredictable environment must continually explore new 
possibilities (diversification) lest it become inflexible, while exploiting areas around 
promising potential solutions (intensification). In a hybrid technique, Lewis (2007b) 
shows that combining Constraint Programming (CP) with Simulated Annealing (SA) is 
more powerful than SA alone. The CP technique in Lewis (2007b) attempts to assign 
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more fixed cells to the solution candidate, and the output of which is then passed to the 
SA routine. 
Therefore, this study will investigate the balance and interplay between 
diversification and intensification in the search process by incorporating into the Lewis 
(2007a) algorithm (a) a more refined reheating strategy for diversification; (b) multiple 
cooling rates for intensification; (c) SA/CP hybridization (logic-based rules) to move to a 
more promising area of the search space; (d) a secondary neighborhood operator to 
slightly increase diversification to get out of a local minimum near the end of the 
algorithm. 
The implementation of the refined reheating strategy and the more sophisticated 
multi-rate cooling strategy will be based upon the work of Abramson, Krishnamoorthy, & 
Dang (1996). Lewis (2007a) suggests and Norvig (2010) shows that if the algorithm is 
presented with a problem-instance in which the proportion of fixed cells is within the 
phase-transitional region, logic-based rules can be applied to navigate to an area of the 
fitness landscape in which the stochastic search method has a higher probability of being 
more successful. The modified algorithm will attempt to escape local minima and 
decrease the time needed to produce a solution. 
The test-bed will consist of Sudoku puzzles of orders 5 and 6 which contain a 
proportion of fixed cells 𝑝 = 0.45 through 𝑝 = 0.59 step by hundredths. Combinations 
of the four improvement strategies listed above will be run against the full set of test 
puzzles and the results will be compared to the Norvig (2010) method. Performance will 
be assessed using the percentage of problem-instances solved and the average best time 
to find a solution.
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Chapter 2 
Review of the Literature 
 
 
Logic, Constraint Programming/Propagation and Search Based Approaches 
Simonis (2005) model Sudoku puzzles as a constraint programming problem using a 
blend of versions of the “alldifferent” constraint – all variable values for a constraint must 
be different (van Hoeve, 2001). Crawford, Aranda, Castro, & Monfroy (2008) investigate 
a mix of variable-selection and value-selection constraints for Sudoku. Lynce & 
Ouaknine (2006) and Weber (2005) show that Sudoku puzzles can be transformed into 
conjunctive normal form and solved using propositional satisfiability techniques. These 
papers show that many order-3 puzzles are quickly solved without the need for searching. 
However, none consider problem-instances that are non-logic-solvable nor higher order. 
Lewis (2007a) discusses a somewhat more advanced algorithm for order-3 puzzles 
utilized by Sudoku Solver by Logic (n.d.), which guesses when no definitive move is 
available and backtracks to a previous state if the guess leads to a dead-end. Again, the 
success of this method relies upon using logic-solvable, lower-order Sudoku puzzles. 
To illustrate these limitations, Lewis (2007a) removes all the 3s from an order-3, 
logic-solvable puzzle and then supplies it to the algorithms of Simonis (2005) and Lynce 
& Ouaknine (2006). Both programs stop with over thirty unfilled cells. Applying this 
same problem-instance to ‘Sudoku Solver by Logic’ yields a solution only after a series 
of guesses and a twenty-fold increase in run-time. 
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In another logic-only approach, Moon, Gunther, & Kupin (2009) use Sinkhorn 
balancing to solve Sudoku puzzles. Sinkhorn balancing is a method to get a doubly 
stochastic matrix – a matrix in which each row and each column sums individually to 1. 
This operation is repeatedly applied to each row and each column in turn until no 
constraints are violated. If this is achieved, then a solution emerges. Moon, Gunther, & 
Kupin (2009) show that orders 3 and 4 Sudoku puzzles can be solved although no 
execution times are given. Even though the algorithm has a very high success rate, the 
authors state that not all puzzles are solved, and a specific example is provided. 
A brute-force technique by Jana, Maji, & Pal (2015) attempts to arrive at a solution to 
a given puzzle by computing all the permutations of missing cell values by columns. The 
authors theorize that the search space can be narrowed by grouping and testing whole 
columns of values instead of placing a value into one cell at a time. The idea is to select 
the column with the most fixed cells (and thus the fewest empty cells), then create a 
permutation tree of value-groups to fill the cells. Each candidate value-group is applied to 
the target column and validated against the Sudoku rules. Candidates are eliminated if a 
rule is violated. One assumption appears to be that at each iteration, no more than one 
valid column value-group will be found since the authors’ stated goal is to find a solution 
without guessing. In the event of a local minimum, backtracking is used. No performance 
data is offered. If testing was conducted, the level of puzzle difficulty used is unclear. 
Additionally, only order-3 puzzles are discussed. 
In an approach which is comparable to Sudoku Solver by Logic (n.d.), Chen & 
Zhengmeng Lei (2008) apply “logical reasoning techniques” - the steps humans would do 
- to solve order-3 Sudoku puzzles. When logic alone will not suffice, the authors use a 
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technique called shaving (Simonis, 2005) to selectively guess at the next move. In the 
Chen & Zhengmeng Lei (2008) implementation of shaving, the cell with the fewest 
number of candidates is selected, and one of the candidate values is chosen at random and 
then is assigned to the cell. With the placement of this value, the candidate lists for all 
empty cells are updated. Logic rules are applied again, and the process continues until a 
solution is found or an impasse is reached. In the latter case, backtracking is used. 
Although it is not clear in the paper’s presentation of the experimental results, it seems 
that the authors’ method solves all 2,500 downloaded puzzles which range from 
“Extreme” down to “Kids” in complexity rating. 
Pesant & Gendreau (1999) formulate Constraint Programming as a network with the 
vertices being the variables and the edges being the constraints that interact with the 
associated variables. The domain values of a variable become the labels on its related 
vertex. The algorithm tries to reduce each domain by eliminating variables that violate a 
constraint. The authors describe these actions as constraint propagation. 
Constraint Propagation is a Constraint Programming refinement method which is 
functionally equivalent to the shaving technique mentioned earlier. In Constraint 
Propagation, as variables are made arc-consistent with each other, variable domain values 
may be eliminated. Any variable domain changes are then propagated through other 
dependent variable domains by verifying the arc-consistency with those variables. This 
process is repeated until all variables are arc-consistent. If all variable domains have one 
value, then a solution has been found. Otherwise, although all variables are arc-
consistent, no more domains can be reduced, and an impasse has been reached. 
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Pesant & Gendreau (1999) apply this design to a version of the Traveling Salesman 
Problem and note that Constraint Propagation might end in a local minimum. Therefore, 
the authors combine Constraint Propagation with a heuristic-driven branch-and-bound 
search method to escape the local minima. 
Soto, Crawford, Galleguillos, Monfroy, & Paredes (2013) join the Constraint 
Propagation AC3 arc-consistency algorithm with the standard version of Tabu search for 
order-3 Sudoku puzzles. AC3 is used as a filtering procedure before employing the Tabu 
search. Testing is limited to only eight order-3 puzzles - three classified as “Easy, three as 
“Medium” and two as “Hard”. The routine has difficulty solving two “Medium” and one 
“Hard” puzzle for 100% of the runs, and execution times are greatly increased for these 
puzzles. When compared to the empirical data to Mantere & Koljonen’s (2007) GA, 
Soto, Crawford, Galleguillos, Monfroy, & Paredes’s (2013) GA performs favorably. 
Mantere & Koljonen (2007) does not solve all the runs for the “Medium” and “Hard” 
puzzles; whereas Soto, Crawford, Galleguillos, Monfroy, & Paredes (2013) solves all 
runs. 
Continuing their research, Soto, Crawford, Galleguillos, Monfroy, & Paredes (2015) 
merge the “alldifferent” constraint and the classic version of Tabu search for 
approximately thirty-six order-3 Sudoku puzzles of “Easy”, “Medium” and “Hard” plus 
Inkala’s (2006) AI Escargot. The authors’ results are compared to Soto, Crawford, 
Galleguillos, Monfroy, & Paredes’s (2013) AC3/Tabu algorithm, Mantere & Koljonen’s 
(2007) GA and Soto, Crawford, Galleguillos, Monfroy, & Paredes’s (2014) cuckoo 
search algorithm. The “alldifferent” constraint filtering mechanism in Soto, Crawford, 
Galleguillos, Monfroy, & Paredes (2015) is considerably more effective at reducing the 
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domain space which translates to a 100% success rate in solving the test puzzles. Soto, 
Crawford, Galleguillos, Monfroy, & Paredes’s (2013) AC3/Tabu algorithm performs 
very well; only struggling on three puzzles. Soto, Crawford, Galleguillos, Monfroy, & 
Paredes’s (2014) cuckoo search algorithm is only able to consistently solve the “Easy” 
puzzles. Mantere & Koljonen’s (2007) GA can only solve three “Easy” puzzles. 
Whereas Pesant & Gendreau (1999) use Constraint Propagation then local search in a 
hybrid approach for the Traveling Salesman Problem, Musliu & Winter (2017) embed 
Constraint Propagation into Iterated Local Search (ILS) to test Sudoku puzzles of orders 
3, 4 and 5. Their idea is to intensify with ILS and then to diversify using CP when the 
ILS lands in a local minimum. 
Musliu & Winter (2017) implement ILS with a similar framework as Lewis’s (2007a) 
Simulated Annealing technique for Sudoku. As compared to Lewis (2007a), Musliu & 
Winter (2017) use the same cost function, which sums the missing values in each row and 
column. Both papers also use the same neighborhood operator, swapping values within a 
square. The noteworthy difference, concerning the neighborhood operators, is Musliu & 
Winter’s (2017) use of memory - a Tabu list. Differing from the SA approach in Lewis 
(2007a) which randomly selects two cells to swap, the heuristic driving the ILS chooses 
the pair of cells that eliminates the most conflicts in the rows and/or the columns that the 
pair is located and swaps them. 
Musliu & Winter (2017) begin the CP process, which is in the form of forward 
chaining, when the search lands in a local minimum. The forward chaining continues 
until (a) a solution is found; (b) a determination that no solution can be found along the 
current search path; (c) the time limit has expired. If no solution is found, the result of 
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this iteration of the CP process is used as the new starting point for the next iteration of 
the local search. 
Musliu & Winter (2017) find that logic-based rules alone (Constraint Programming) 
are the most successful approach for order-3 puzzles but lose effectiveness when the 
puzzle order is increased from 3 to 4 – the search space becomes too large to manage. 
These experimental results are in line with Lewis’s (2007a) findings. At order-4, the 
authors show that their work posts comparable success rates in significantly shorter run-
times to Lewis (2007b) and Machado & Chaimowicz (2011) which are both discussed in 
the section on Simulated Annealing literature. Musliu & Winter (2017) state that Lewis 
(2007b) delivers somewhat better success rates than Machado & Chaimowicz (2011) at 
order-4; therefore, at order-5, Musliu & Winter (2017) only compare their results to 
Lewis (2007b). Musliu & Winter (2017) demonstrate that near the phase transition region 
(𝑝 = 0.4 and 𝑝 = 0.45), their success rates are slightly better than Lewis’s (2007b), 
however in this region, Musliu & Winter’s (2017) run-times are much worse. Outside of 
the phase transition region, Musliu & Winter’s (2017) run-times are markedly better. 
Norvig (2010) presents a very similar implementation to Chen & Zhengmeng Lei 
(2008) by using Constraint Propagation and depth-first search for order-3 Sudoku 
puzzles. If a local minimum is encountered during the Constraint Propagation phase, the 
author chooses the cell with the smallest number of candidate values, places one of the 
candidate values in the cell and restarts the Constraint Propagation procedure. This round 
of arc-consistency checking will terminate either with a solution (all variable domains 
have one value) or the inability to achieve arc-consistency. In this case, the state of the 
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search is returned to the point of the last guess and another candidate value is used as a 
guess in that same cell. 
Norvig (2010) employs rigorous and extensive testing scenarios to solve one million 
randomly generated order-3 puzzles with 𝑝 ≥ 0.21 (the upper bound of 𝑝 is not given) in 
an average time of 0.01 seconds. The test-set also includes eleven puzzles found through 
an Internet search for “hardest sudoku”, and two puzzles created by the Finnish 
mathematician Arto Inkala touted to be some of the most difficult puzzles he has created 
(Mirror, 2012). Norvig’s (2010) results are quite notable, however higher order puzzles 
are not considered. 
Metaheuristic Based Approaches 
Bianchi, Dorigo, Gambardella, & Gutjahr (2009) show that the application of 
metaheuristics (e.g., Ant Colony Optimization (ACO), Evolutionary Computation (EC), 
Simulated Annealing (SA), Tabu Search (TS)) to a class of Stochastic Combinatorial 
Optimization Problems (SCOPs) (e.g., variants of the Vehicle Routing Problem, variants 
of the Traveling Salesman Problem, variants of the Shop Scheduling Problem) are viable 
alternatives to exact methods which will guarantee an optimal solution (e.g., complete 
enumeration). 
Nicolau & Ryan (2006) do not view the problem as simply ‘solving a Sudoku 
puzzle’. Their objective is to devise a GA that will provide a series of operations which, 
when applied to the original puzzle, will lead to a solution. The valid operations are from 
a predefined list of logical steps that a human would use to solve the Sudoku puzzle. 
Their system called Genetic Algorithms using Grammatical Evolution (GAuGE) employs 
a position independent representation which allows for the evolution of both the structure 
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and the contents of the genomic string. The authors state that this trait is helpful to 
finding a solution given the particulars of the Sudoku problem domain. 
The most interesting part of Nicolau & Ryan’s (2006) work is that the authors test 
against Blind Sudoku. As opposed to traditional Sudoku, the effects of the algorithm on 
the Sudoku puzzle as the program progresses are not available to the process. Put another 
way, as the search space is explored, neither the objective function values nor the puzzle 
configuration is exposed to the algorithm. The authors emphasize that the solution also 
provides a means of showing provability. Nicolau & Ryan (2006) test only ten order-3 
puzzles of which two are unsolvable. 
In a technique that mirrors the traits of musicians when they play improvisation called 
Harmony Search (HS), Geem (2007) demonstrates that this metaheuristic can solve an 
order-3 Sudoku puzzle published by Nicolau & Ryan (2006). However, Geem (2007) 
admits the limitations of the algorithm as it got trapped in a local minimum for a “Hard” 
rated puzzle. 
Mantere & Koljonen (2007) apply original GA to order-3 Sudoku puzzles and 
compare their results to other published papers on GA for Sudoku. The authors recognize 
that faster methods exist; two of which are Simonis (2005) and Lynce & Ouaknine 
(2006). Mantere & Koljonen’s (2007) can solve all tested problems unlike Simonis 
(2005), Lynce & Ouaknine (2006) and Nicolau & Ryan (2006). Mantere & Koljonen 
(2007) admit that a direct data comparison to these three studies is not possible as the 
authors could not obtain the same puzzles. The comparisons are made based on difficulty 
rating. 
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Extending the research in Mantere & Koljonen (2007), Mantere & Koljonen (2008) 
include a belief space model to the reinitialization portion of their GA. The authors’ 
belief space scheme stores “near-optimal” solution information; specifically, only 
position values that are originally given or position values that are generated through the 
GA whose fitness value is at worst two - meaning that together, no more than two 
position values are wrong in the associated row and column. If the population undergoes 
a restart, instead of using a random new population, Mantere & Koljonen (2008) attempt 
to transfer the best candidate population forward via a belief space. The authors conclude 
that their addition of some memory in the form of a belief space yields a minor 
performance improvement as compared to the results of Mantere & Koljonen (2007). 
Pacurib, Seno, & Yusiong (2009) claim to have solved AI Escargot which is touted as 
the “most difficult Sudoku puzzle known” (Inkala, 2006) with the Artificial Bee Colony 
(ABC) metaheuristic. The authors also test order-3 Sudoku puzzles ranging from “Easy” 
to “Hard”, however the rating system and number of puzzles are not clear. Pacurib, Seno, 
& Yusiong (2009) show that their method outperforms Mantere & Koljonen’s (2007) 
GA-based method against Inkala’s (2006) AI Escargot with respect to the number of 
cycles needed. 
Moraglio, Togelius, & Lucas (2006) study GA using population-based approaches 
(Hamming space and Swap space crossover operators) and compare them to hill-climber-
based GAs. The results are poor as no methods can solve a “Medium” rated puzzle and 
few solutions are found for “Hard” puzzles. 
Moraglio & Togelius (2007) present the first successful attempt to run a Particle 
Swarm Optimization (PSO) algorithm against a COP in the form of order-3 Sudoku 
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puzzles. The authors post respectable success rate results when three variants of PSO are 
compared to GA and a hill climber, however no execution times are reported. Moraglio & 
Togelius (2007) have done extensive work on GA, so it was not surprising to them when 
the GA did substantially better than any of the PSO versions. 
Hereford & Gerlach (2008) create a variant of classic PSO called Integer PSO 
specifically for discrete optimization problems like order-3 Sudoku puzzles. The solution 
is constructed as a vector of integers. It fared poorly - better than standard PSO but worse 
than EAs. The algorithm having done so badly, the authors focused on why. Hereford & 
Gerlach (2008) surmises that PSO is an ill-fit for this type of problem due to the 
likelihood that high quality solutions are not located near each other. 
Mullaney (2006) reasons that the success of ACO for the Traveling Salesman 
Problem may extend to Sudoku as well. Therefore, the author runs a Tabu Search variant 
and several implementations of ACO against order-3 Sudoku puzzles from the “Top 95 
Hardest Sudokus” (Stertenbrink, n.d.) for comparison. The results are underwhelming as 
only the TS produces solutions. Additionally, it requires about 120 minutes per problem 
and uses much more computing power. Classic ACO only finds solutions for about 20% 
of the problems, and Navigator Assisted ACO (ACO variant) solves about 60% of the 
problems but needs roughly 17 more minutes to finish. Implementation details for 
experimentation are scant. 
In comparing the viability of using SA against order-3 Sudoku puzzles, Jilg & Carter 
(2009) show that among the six metaheuristics chosen - Genetic Algorithm (GA), 
Geometric Particle Swarm Optimization (GPSO), Bee Colony Optimization (BCO), 
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Artificial Immune System (AIS), Simulated Annealing (SA) and Quantum Annealing 
(QA) - that SA is one of the two best approaches. 
Almog (2009) concludes that SA, in the form of Quantum SA, performs better than 
GA alone or a hybrid SA/GA for the order-3 Sudoku puzzle. Traditional SA alone is not 
studied. For assessment sake, the author compares the results of running these three 
metaheuristics using moderate and high complexity puzzles to the results of running a 
logic-only algorithm but using low complexity puzzles. Not surprisingly, the logic-only 
algorithm did much better. Therefore, Almog (2009) compares the QSA algorithm to the 
logic-only algorithm for order-4 Sudoku puzzles. The author states that as the dimension 
and complexity of the Sudoku puzzle increases, that the metaheuristic approach closes 
the performance gap (in terms of run-time to solution) as compared to the logic-only 
algorithm. 
Considering the metaheuristics – EA, ACO, ILS, SA, and TS, Rossi-Doria, et al. 
(2003) conduct a similar study as Jilg & Carter (2009) but for the university course 
timetabling problem. The experimental data is inconclusive with respect to a top 
performer. Though the findings do indicate a potentially fruitful research path in a hybrid 
metaheuristic approach. 
Hybrid Metaheuristic Based Approaches 
Blum & Roli (2008) posit that hybrid metaheuristics, the combining of several 
different metaheuristic components, can be an even more effective and flexible tool than 
any single metaheuristic when the individual metaheuristic components are thoughtfully 
integrated and applied to optimization problems. Blum, Puchinger, Raidl, & Roli (2011) 
state that some of the earliest work on hybrid metaheuristics was done by Pesant & 
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Gendreau (1999) who combine Constraint Propagation with a local search method and is 
discussed in a previous section along with a similar approach by Musliu & Winter 
(2017). 
Prestwich, Taram, Rossi, & Hnich (2015) hybridize Stochastic Constraint 
Programming (SCP) – a form of Constraint Programming (CP) – with a Genetic 
Algorithm (GA) metaheuristic in an attempt to solve Stochastic Constraint Satisfaction 
Problems (SCSPs) – a more complex class of CSPs. The authors represent the problem’s 
set of constraints, decision variables and stochastic variables in what is defined as a 
policy tree where each node is a decision variable value and each arc is a stochastic 
variable value. The goal is to formulate a policy tree where all constraints meet or exceed 
their threshold values in all possible paths which the authors define as a satisfying policy 
tree. This is essentially the problem search space. 
Prestwich, Taram, Rossi, & Hnich (2015) build a satisfying policy tree by 
enumeration and therefore, navigate the entire tree once to construct it. The GA stage is 
used to explore the search space although the authors state that any metaheuristic will 
suffice. Prestwich, Taram, Rossi, & Hnich (2015) demonstrate that their method, called 
Evolved Policies (EP), can outperform some equivalent complete (exact) methods. The 
authors concede that the limitation to their approach is that it is only appropriate for 
problem spaces that are large but controllable, as the method is systematically passing 
through the entire policy tree to calculate the values for the objective function. 
Asif & Baig (2009) mention the work of Mullaney (2006) as Asif & Baig (2009) state 
that there is a dearth of research using EA methods on combinatorial problems like 
Sudoku at the time of their paper. Asif & Baig’s (2009) contributions are to combine 
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ACO and TS in a hybrid algorithm and set an upper bound to the pheromone value of 
each Sudoku cell. The authors’ results show that these modifications increase the number 
of filled cells of order-3 Sudoku puzzles to 76 as compared to Mullaney (2006) whose 
maximum is 72. Unfortunately, no puzzles are solved. 
Ahmed & Alkhamis (2002) join SA with the statistical method Ranking and Selection 
which is a sound technique but for only small, finite search spaces. While the authors’ 
motivation is to guarantee convergence to a global optimum for discrete optimization 
problems, however like Prestwich, Taram, Rossi, & Hnich (2015), the tradeoff is that the 
problem complexity must be reduced. Ahmed & Alkhamis (2002) submit that the 
approach works efficiently on two test cases; an optimization of 20 configurations and an 
inventory optimization problem. 
Yip & Pao (1995) address the Traveling Salesman Problem by using SA to 
complement GA in a method called Guided Evolutionary Simulated Annealing (GESA). 
The Boltzmann probability acceptance criteria in SA is used to select the next generation 
parent if there is no child candidate that is better than its parent. The authors conclude 
that GESA can determine near-optimum solutions while evaluating a minimal number of 
candidate solutions. 
For the timetabling problem, Merlot, Boland, Hughes, & Stuckey (2003) offer a 
hybrid metaheuristic algorithm that contains three phases – Constraint Programming 
(CP), SA, and hill climbing. Instead of starting from a random candidate timetable, the 
authors choose to use CP to arrive at a feasible solution first, then use SA and hill 
climbing to refine the solution. It is their determination that too often pure SA alone fails 
to find a feasible solution, and so this is their reasoning for using CP in this manner. Hill 
19 
 
climbing is employed in case the SA phase becomes trapped in an inferior local 
minimum. Although Merlot, Boland, Hughes, & Stuckey (2003) declare that their method 
compares satisfactorily relative to other methods, due to a lack of experimental data and 
benchmarking, the authors state that superiority of one algorithm over another is 
uncertain. 
In a taxonomy and comparison study of hybrid metaheuristics, Rodriquez, Garcia-
Martinez, & Lozano (2012) find, of the eleven EA/SA hybrid algorithms that are tested, 
that the best results are produced when GA is integrated into the neighborhood operator 
of a master SA process. The two versions of this methodology in the review are the only 
ones to execute faster and to have higher quality solutions than any single SA or GA 
metaheuristic tested. The authors use twenty-seven binary combinatorial optimization 
problems for their testing purposes. 
These hybrid metaheuristic-based approaches suggest that the fundamental idea is to 
prune the search space down to promising regions with one metaheuristic and then to 
discover a solution in the most favorable areas with another metaheuristic; or in the case 
of Merlot, Boland, Hughes, & Stuckey (2003), to utilize a third metaheuristic (hill 
climbing) to include an addition layer of diversification. This dissertation will offer a 
hybrid approach based upon this underlying notion; using both Constraint Programming 
to trim the search landscape to remove zones without potential, and a Modified Simulated 
Annealing methodology to efficiently locate a feasible solution. 
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Literature on Simulated Annealing, Cooling Schedules, and Parameter Setting 
With respect to Sudoku puzzles, where the previously compared papers either do not 
assess the cases of non-logic-solvable and/or higher order puzzles or fall short in their 
outcomes, Lewis (2007a) proposes the use of the metaheuristic - Simulated Annealing 
(SA). 
The Lewis (2007a) methodology views the Sudoku problem-instances as an 
optimization problem and is implemented using (a) a simple representation; (b) a 
neighborhood operator; (c) an evaluation function; (d) the standard SA metaheuristic. 
A direct representation is employed whereby the free (not given) cells are initially 
filled randomly respecting that each square (n × n) must contain the integers 1 to n2 only 
once. 
The neighborhood operator repeatedly chooses two cells to swap values under the 
conditions that both cells are (a) picked randomly; (b) located within the same square; (c) 
free; (d) not the same cell. 
The requirement, that each square (n × n) contain the integers 1 through n2 exactly 
once, is at no point violated due to the data representation and the neighborhood operator 
implementation. Therefore, the cost function needs only to calculate the values for the 
remaining two requirements, which are for the individual rows and columns. The cost 
function counts the number of integers from 1 through n2 not present in each row 
individually and each column individually, and the sum of these values is the total cost.  
A candidate solution with a total cost of zero is a feasible solution. 
Additionally, since at most two rows and two columns are affected by a single swap, 
only those rows and columns that were changed will need to be recalculated instead of 
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the entire candidate solution. Significant calculation time is saved especially regarding 
higher order problem-instances. 
After an application of the neighborhood operator to candidate solution s, the 
neighbor solution s′ becomes the new candidate solution if either: the cost of s′ is less 
than or equal to s, or with the probability calculated by the following equation. 
 ℯ
(
−𝛿
𝓉
)
> 𝑟  (1) 
where r is a randomly generated number between 0 and 1 inclusive, 𝛿 is the increase in 
cost from s to s′ and 𝓉 is the control parameter called temperature. The second acceptance 
criterion allows for small uphill moves if the search process happens to be stuck in a local 
minimum. If s′ does not meet either condition, the move is reset. 
The overall success and expense of the algorithm is highly dependent upon the 
specifics of the cooling schedule which is the expression of intensification. It is important 
to cool gradually to allow the system to stay in thermal equilibrium at each temperature. 
If the system is cooled too rapidly and equilibrium is not maintained, then defects can be 
solidified into the structure (Kirkpatrick, Grelatt, & Vecchi, 1983). Conversely, a cooling 
schedule that guarantees arrival at a global optimum is too slow for practical purposes 
(Blum & Roli, 2003). 
Two types of cooling schedules exist for Standard SA – fixed and adaptive (Varanelli 
& Cohoon, 1999). Fixed cooling schedules decrement the temperature uniformly and 
adaptive cooling statistically links the amount that the temperature is decremented to 
attributes of each Markov chain; for instance, the variance of the cost. Varanelli & 
Cohoon (1999) declare that although adaptive schedules will likely to produce higher 
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quality solutions, it is at the expense of additional computational time. In the seminal 
paper, Kirkpatrick, Grelatt, & Vecchi (1983) present a fixed cooling schedule. 
The initial temperature 𝓉0 should be judicially selected to strike a balance between 
values which are too high and too low. A value for 𝓉0 which is too high will perform an 
unproductive, haphazard search resulting in the excessive run-times. A value for 𝓉0 
which is too low will perform a focused search from the start and thus will be prone to 
getting trapped in local minima. Based upon the work of van Laarhoven & Aarts (1987) 
in the process of metallurgical annealing, Lewis (2007a) calculates 𝓉0 individually for 
each test run as the standard deviation of the cost for a set of sample moves, which should 
ultimately accept approximately 80% of the proposed moves. 
The cooling strategy is implemented in such a way that a new temperature  𝓉𝑖+1 is 
derived by decreasing the current temperature 𝓉𝑖 using the following formula: 
 𝓉𝑖+1 = 𝛼 ⋅ 𝓉𝑖 (2) 
where 𝛼 is a control parameter called the cooling rate and 0 < 𝛼 < 1. As the value of 𝛼 
increases, the temperature decreases at a slower rate. Conversely, as the value of 𝛼 
decreases, the temperature decreases at a faster rate. 
Lewis (2007a) uses homogeneous SA which is defined by a sequence of Markov 
chains. A Markov chain is a series of state transitions where the next state is selected 
based upon the decrease in cost from the current state to the candidate state or a transition 
probability. For homogeneous SA, at each temperature 𝓉 one Markov chain is created 
and 𝓉 is decreased after each Markov chain is consumed. This contrasts with 
inhomogeneous SA in which only one Markov chain is generated and 𝓉 is decreased after 
each state transition (van Laarhoven & Aarts, 1987). Since the choice of the next state is 
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determined solely on the current state and not on the past trajectory, the algorithm is 
considered memoryless (Blum & Roli, 2008). Memory-based methods such as Tabu 
Search as an addition to the SA metaheuristic are acknowledged as an effective 
combination (Blum & Roli, 2003). However, this research will not include this technique. 
A Markov chain length that is well chosen will positively impact the success of the 
algorithm and minimize its cost. Thermal equilibrium is preserved in SA by spending the 
proper length of time at each temperature dictated by the length of the Markov chain.  
More specifically, chains which are too short may not allow for a comprehensive search 
and chains which are too long may result in unnecessarily long execution times. 
Therefore, a Markov chain length that is proportional to the problem-instance size 
provides an opportunity for every pair of free cells to be evaluated at least once per 
Markov chain. Since the problem-instance size is expressed as the number of free cells, 
the Markov chain length was chosen to be: 
 (∑ ∑ 𝑓(𝑟,  𝑐)𝑛𝑐=1
𝑛
𝑟=1 )
2 (3) 
where 𝑓(𝑟,  𝑐) denotes the number of cells in squarer,c that are free. 
After a fixed number of Markov chains are completed with no improvement with 
respect to cost, a restart strategy called a reheat is initiated where 𝓉 is reset to 𝓉0, a new 
initial candidate solution is created, and the process continues. This is the point where 
intensification is abandoned for diversification. It is this oscillation between cooling and 
reheating that is called a non-monotonic scheme (Blum & Roli, 2003). 
When applying this algorithm to newspaper published, order-3 Sudoku puzzles of 
varying difficulty ratings using a set cooling rate of 𝛼 = 0.99, all puzzles were solved in 
approximately half of a second with no reheating necessary. These puzzles may seem to 
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some extent trivial but consider that the search spaces are significant in size at 
approximately 4.4937 ×  1021and the puzzles are purposely created to allow only one 
feasible solution (Huckvale, 2005). 
The experimental results for newspaper published, order-4 puzzles showed that all 
puzzles were solved in 5 to 15 seconds and might require one or two reheats. 
At this point, Lewis (2007a) asks, “What actually does make a problem-instance 
difficult to solve with this particular algorithm?” To answer this question, problem-
instances need to be generated which do not have the logic-solvable property. 
Taking one complete, feasible solution and permuting any of the following will create 
a substantial number of feasible grids for testing: 
1. Columns of squares. 
2. Rows of squares. 
3. Columns of cells within a single column of squares. 
4. Rows of cells within a single row of squares. 
From these grids, cells can be removed based upon a parameter 𝑝 where 0 < 𝑝 < 1 
and a cell is removed from a grid with a probability of 1 − 𝑝. Low values for 𝑝 will give 
instances with a low proportion of fixed cells and high values for 𝑝 will give instances 
with a high proportion of fixed cells. 
For each puzzle type (order-3, order-4 and order-5), Lewis (2007a) generates twenty 
different problem-instances by incrementing the value of 𝑝 from 0 to 1 by .05. In twenty 
runs against each problem-instance, the results were as follows. 
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For order-3 puzzle type, the success rate is 100% and the solution run-times are 
inversely proportional to the proportion of fixed cells. This agrees with the fact that fewer 
fixed (given) cells produce a greater search space and longer Markov chain lengths. 
In reviewing the test data for order-4 and order-5 puzzle types, a change occurs in the 
form of a phase-transition in the region near 𝑝 = 0.45. The success rate drops well below 
100% and solution run-times increase markedly. The reason for the phase-transition in 
this area is two-fold: it is in this range that the search space is somewhat large, but few 
feasible solutions exist; and the fitness landscape contains many plateaus and local 
minima (Cheeseman, Kanefsky, & Taylor, 1991). Additionally, locating feasible 
solutions frequently requires several reheats. 
Lewis (2007a) references the work of Abramson, Krishnamoorthy, & Dang (1996) 
who compare six different cooling and/or reheating schemes for the school timetabling 
problem from which the Lewis (2007a) algorithm may profit. Note that Lewis (2007a) 
uses the original initial temperature for any reheats during a test run. However, 
Abramson, Krishnamoorthy, & Dang (1996) submit that using a reheat temperature that 
incorporates the “best solution quality found to date” is more effective as it allows for the 
escape from local minima. Another suggestion for improvement made by Abramson, 
Krishnamoorthy, & Dang (1996) is to utilize multiple cooling rates at different phases – 
faster cooling rates at higher temperatures and slower cooling rates at lower temperatures. 
The high temperature phase is required to set the super-structure of the solution. 
Therefore, this can also be viewed as attempting to choose the most promising region of 
the search space. The low temperature phase resolves the minute details; which is to say, 
trying to find a solution in the current search space vicinity. Since most of the proposed 
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moves are accepted during the high temperature phase, proceeding through it more 
quickly will allow additional time to be spent in the low temperature phase and thus a 
solution may be produced sooner. 
In Varanelli & Cohoon (1999), the authors demonstrate that substituting the SA 
operations at the higher temperatures with a heuristic then continuing with the SA 
mechanics during the lower temperatures can create the same solution quality while 
dramatically trimming the run-time. In their study of several NP-hard combinatorial 
optimization problems, including the Traveling Salesman Problem, the authors establish 
that for a homogeneous, fixed (classic) cooling schedule, that execution time is decreased 
by one-third on average. 
Referencing the work of Varanelli & Cohoon (1999), Rodriguez-Tello, Hao, & 
Torres-Jimenez (2007) present comparable results as Varanelli & Cohoon (1999) but for 
the Minimum Linear Arrangement problem. Rodriguez-Tello, Hao, & Torres-Jimenez 
(2007) conclude that two-stage SA converges to a solution 24.9% faster than an 
equivalent one-stage SA algorithm. 
In an extension of the research in Lewis (2007a), Lewis (2007b) applies Constraint 
Programming (CP) to an initial Sudoku candidate solution first, then proceeds to the SA 
algorithm in Lewis (2007a). During the CP application, as many cells as possible are 
fixed, reducing the size of the search space. The specific CP implementation techniques 
that the author uses is unclear (e.g. arc-consistency, path-consistency). Lewis (2007b) 
discovers that this CP procedure improves the success rate and run-time in the region 
near 𝑝 = 0.45. 
27 
 
Machado & Chaimowicz (2011) propose two hybrid Constraint Propagation (CP)/SA 
variants based on Lewis (2007a) and produce a study that is nearly identical to Lewis 
(2007b). In one hybrid variant, labeled “Heuristic-2” by the authors, the application of the 
CP AC3 arc-consistency algorithm and PC2 path-consistency algorithm are applied first, 
then Lewis’s (2007a) SA approach. Arc-consistency in this case equates to calculating all 
the possible values for each free cell, and if a cell can be shown to have only one valid 
value then place the value in the cell. Path-consistency in this case equates to identifying 
groups of three dependent cells in which the domains of two cells are the same, and the 
domain of the third cell is the union of the domain of one of the first two cells and one 
additional value. This additional value can be assigned to the third cell. The subtle 
difference between Heuristic-2 and Lewis’s (2007b) method is that CP and SA in 
Heuristic-2 are more loosely coupled. Namely, the output of the CP stage is not fed to the 
SA stage in Machado & Chaimowicz (2011) as it is in Lewis (2007b). In Heuristic-2, 
Machado & Chaimowicz (2011) attempt to first solve a puzzle using CP only, if this fails 
then attempt to find a solution using SA but starting with a randomly populated 
candidate. Heuristic-2 is their most successful combination of CP and SA. 
Machado & Chaimowicz’s (2011) second hybrid variant called “Heuristic-3” does 
couple CP and SA – the results of the CP stage are passed to the SA stage. But the CP 
portion is much less effective than Heuristic-2. This CP phase fills free cells with 
randomly picked values from the set of possible values associated with the cell. The 
empirical results show that additional computation time needed for this stage is not 
profitable. In general, Heuristic-3 solves fewer puzzles than Heuristic-2 and does so in a 
greater amount of time. 
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Chapter 3 
Methodology 
 
 
Methodology Overview 
To meet the goal of the study, the following was included in the Lewis (2007a) 
algorithm: suggestions made by Abramson, Krishnamoorthy, & Dang (1996) concerning 
reheating and cooling strategies; and Lewis’s (2007a) recommendation to incorporate 
logic-based rules. Firstly, the heating/reheating strategy was modified to include the 
current, lowest solution cost. Secondly, the single rate cooling strategy was replaced by a 
more sophisticated two-stage cooling scheme. Thirdly, logic-based rules were applied to 
candidate solutions (a) at the onset of the algorithm to decrease the search space; (b) at 
the change between the first and second cooling stages to navigate out of the phase-
transitional region and to facilitate a “quick reset” strategy. Lastly, if the search process 
was close to finding a solution and became trapped in a local minimum, a three-way swap 
neighborhood operator was used to try to break free. 
Benchmark Problems 
For every combination of orders 5 and 6 over the 15 different proportions of fixed 
cells 𝑝 = 0.45 through 𝑝 = 0.59 step by hundredths, 1,000 Sudoku puzzles were created 
using the Lewis (C++ code) instance generator for a total of 15,000 order-5 puzzles and 
15,000 order-6 puzzles. 
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Since Lewis (C++ code) instance generator uses a complete and valid solved puzzle 
as a starting point and then shuffles the cell values before removing them, there exists at 
least one solution for every test instance used in this research. 
One of the parameters for the instance generator is a random seed integer used to 
select the cells to be swapped in the shuffle operation. To create a wide variety of 
puzzles, each puzzle used a different random seed value chosen from Caldwell’s (2017) 
prime number lists and implemented as follows. For each fixed cell p-value, ten prime 
numbers were selected. Then, ten puzzles were generated from each of these seeds plus 
ten from each seed derived from incrementing by one from the prime number seed. For 
example, for the 1,000 puzzles created for 𝑝 = 0.45, the first set of ten puzzles were 
generated starting with seed value 811, then ten puzzles using seed value 812, and 813, 
and so on until 1,000 puzzles were made. 
For the 30,000 problem-instances, Norvig’s (2010) method was considered the best 
available method and regarded as a control for finding solutions. The maximum time 
executing Norvig’s (2010) algorithm across multiple runs of each instance was used as 
the method of classifying puzzle difficulty for these 30,000 puzzles. For any given run, if 
the overall timer expires, the maximum run-time was recorded. 
In Norvig’s (2010) analysis of the run-times of one million order-3 puzzles, the 
average run-time was 0.01 seconds and 99.95% puzzles took less than 0.1 seconds to 
solve. Since Norvig’s (2010) essay provides no data for comparison for puzzles of orders 
4, 5 or 6, the difficulty rating of the Lewis (C++ code) generated puzzles of orders 5 and 
6 (30,000 problem-instances) was classified as follows. Each problem-instance was run 
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ten times using Norvig’s (2010) method classifying the problem-instances as very hard 
for puzzles with run-times greater than one minute with no solution. 
Of the 15,000 order-5 problem-instances, 6,083 were classified as very hard; and of 
the 15,000 order-6 problem-instances, 14,157 were classified as very hard. These very 
hard puzzles are the test-set by which the strategies put forth in this study were assessed. 
See Appendix D for counts by order by p-value. 
As an aside, an implementation wrinkle occurred when leveling up Norvig’s (2010) 
Python code to accommodate order-5 and order-6 puzzles. With minor modifications to 
handle the increased grid size, Norvig’s (2010) code ran flawlessly for order-4. However, 
at order-5, the Python interpreter threw a “maximum recursion depth exceeded” error. 
This was resolved by increasing the Python recursion limit from 1000 (default) to 1500. 
Overview of the Algorithm 
Lewis (2007a) formulates Sudoku puzzles to be an optimization problem where the 
goal is to minimize the number of constraint violations and to implement a SA method. 
Lewis (2007a) was the foundation of this study’s solution algorithm and is documented in 
Fig. 1 and Tables 1-4 with changes highlighted. The changes to Lewis (2007a) was (a) a 
more refined reheating strategy; (b) multiple cooling rates; (c) logic-based rules; (d) a 
secondary neighborhood operator. 
In another unexpected implementation twist, two variables in the Lewis (2007a) code 
experienced overflow when calculating the standard deviation for order-6 puzzles. In this 
case, the variable types were redefined to a greater capacity. 
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Simulated-Annealing (Grid) 
1. Call Lewis2007bConstraintPropagation 
2. Call InitializeGlobalVariables 
3. Do While Not OutOfTime And Not SolutionFound 
4. Call InitializeRegionalVariables 
5. Do While Not OutOfTime And Not SolutionFound And 
OverallImprovementsMade 
6. Call InitializeMarkovVariables 
7. Do While Not OutOfTime And Not SolutionFound And Not 
EndOfMarkovChain 
8. If Not LocalMinimum Then 
9. Swap two cells 
10. Else 
11. Swap cells three-way 
12. EndIf 
13. Set CurrentCost to CalculateCost(Grid) 
14. If CurrentCost <= BestCost Or Accept Metropolis Criterion Then 
15. Set BestCost to CurrentCost 
16. Else 
17. Undo move 
18. EndIf 
19. If BestCost = 0 Then 
20. Set SolutionFound to True 
21. EndIf 
22. Set MarkovChainCount to MarkovChainCount + 1 
23. If MarkovChainCount = MarkovChainLength Then 
24. Set EndOfMarkovChain to True 
25. EndIf 
26. EndDo 
27. If BestCost >= CostAtMCStart Then 
28. Set BadMarkovChainCount to BadMarkovChainCount + 1 
29. Else 
30. Set BadMarkovChainCount to 0 
31. Endif 
32. If LocalMinimum Then 
33. Set LocalMinimum to False 
34. Set LocalCost to BestCost 
35. Set LocalStagnationCount to 0 
36. Else 
37. If LocalCost – BestCost < 10 Then 
38. Set LocalStagnationCount to LocalStagnationCount + 1 
39. If LocalStagnationCount >= BadMarkovChainCountLimit Then 
40. Set LocalMinimum to True 
41. EndIf 
42. Else 
43. Set LocalCost to BestCost 
44. Set LocalStagnationCount to 0 
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45. EndIf 
46. EndIf 
47. If BadMarkovChainCount >= BadMarkovChainCountLimit And Not 
LocalMinimum Then 
48. Set OverallImprovementsMade to False 
49. EndIf 
50. If Temperature > PhaseTransition Then 
51. Set Temperature to StageOneCoolingRate * Temperature 
52. Else 
53. If Not CoolingThresholdReached Then 
54. Set CoolingThresholdReached to True 
55. Apply “Quick Reset” logic-based rules 
56. EndIf 
57. Set Temperature to StageTwoCoolingRate * Temperature 
58. EndIf 
59. EndDo 
60. If Not SolutionFound Then 
61. Set Grid to OriginalGrid 
62. EndIf 
63. EndDo 
Procedure Lewis2007bConstraintPropagation 
1. Construct a list of possible values for all free cells 
2. Find free cells with one possible value, place value and mark as fixed 
3. Retest Step 1 and Step 2 until none found 
4. Evaluate every row. Find free cells with a possible value that cannot be 
placed in any other free cell in that row, place value and mark as fixed 
5. Retest Step 1, 2 and 4 until none found 
6. Do Step 4 for all columns 
7. Retest Step 1, 2, 4 and 6 until none found 
8. Do Step 4 for all squares 
9. Retest Step 1, 2, 4, 6 and 8 until none found 
Procedure InitializeGlobalVariables 
1. Set BestCost to 1 
2. Set TemperatureFactor to 0.1 
3. Set PhaseTransition to 0.365 
4. Set StageOneCoolingRate to 0.5 
5. Set StageTwoCoolingRate to 0.99 
6. Set BadMarkovChainCountLimit to 30 
7. Set MarkovChainLength to NumOfFree ^ 2 
8. Set OutOfTime to False 
9. Set SolutionFound to False 
10. Set OriginalGrid to Grid 
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Procedure InitializeRegionalVariables 
1. Set OverallImprovementsMade to True 
2. Set LocalMinimum to False 
3. Set CoolingThresholdReached to False 
4. Set Temperature to CalculateInitialTemperature(Grid) 
5. Set BestCost to CalculateCost(Grid) 
6. Set LocalCost to BestCost 
7. Set LocalStagnationCount to 0 
Procedure InitializeMarkovVariables 
1. Set CostAtMCStart to BestCost 
2. Set MarkovChainCount to 0 
3. Set EndOfMarkovChain to False 
4. Set BadMarkovChainCount to 0 
Function CalculateInitialTemperature(Grid) 
1. Randomly fill Grid with an initial solution 
2. Make a series of sample moves 
3. Calculate StandardDeviation of the cost of the sample moves 
4. Set Temperature to TemperatureFactor * BestCost + StandardDeviation 
5. Set Grid to OriginalGrid 
6. Return(Temperature) 
Function CalculateCost(Grid) 
1. Calculate the number of missing values in each row 
2. Calculate the number of missing values in each column 
3. Set Cost to NumMissingValuesRows + NumMissingValuesColumns 
4. Return(Cost) 
Fig. 1  Hybrid SA algorithm - highlighting indicates changes to Lewis (C++ code). 
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InitializeGlobalVariables Procedure 
Line # Variable Explanation 
1 BestCost 
Current lowest objective function value. 
Initialize to 1 to allow TemperatureFactor 
to affect the initial temperature calculation. 
2 TemperatureFactor Initial/reheating factor. Set to 0.1 
3 PhaseTransition 
Temperature demarcation between stage 
one and stage two. Set to 0.365 
4 StageOneCoolingRate Cooling rate during stage one. 
5 StageTwoCoolingRate Cooling rate during stage two. 
6 BadMarkovChainCountLimit 
Number of Markov chains to try with no 
improvement (a lower BestCost) before 
setting OverallImprovementsMade to 
FALSE. Set to 30 
7 MarkovChainLength 
Number of links in a Markov chain. Set to 
Equation 3. 
7 NumOfFree Count of free cells in an input grid. 
8 OutOfTime 
Boolean variable set to TRUE when the 
overall algorithm timer expires. 
9 SolutionFound 
Boolean variable set to TRUE when 
BestCost reaches zero. 
10 OriginalGrid Save the input grid. 
Table 1  Line-level details for the InitializeGlobalVariables procedure. 
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InitializeRegionalVariables Procedure 
Line # Variable Explanation 
1 OverallImprovementsMade 
Boolean variable set to FALSE after 
BadMarkovChainCountLimit number of 
Markov chains does not yield a lower cost 
as compared to the BestCost and the 
secondary neighborhood operator has been 
used as well. Signals for a reheat. Initialize 
to TRUE. 
2 LocalMinimum 
Boolean variable semaphore to signal the 
use of the secondary neighborhood operator 
(three-way swap). Used to make sure 3-W 
swap is only applied once per instance of a 
local minimum. 
3 CoolingThresholdReached 
Boolean variable semaphore to signal the 
application of logic-based rules at the phase 
transition. Used to make sure rules are only 
applied once. 
4 Temperature SA algorithm temperature. 
5 BestCost 
Current lowest objective function value. 
Initialize to the cost of the first candidate 
solution. 
6 LocalCost 
BestCost until an improvement of ten or 
more occurs. 
7 LocalStagnationCount 
Number of Markov chains since the last 
LocalCost improvement. 
Table 2  Line-level details for the InitializeRegionalVariables procedure. 
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InitializeMarkovVariables Procedure 
Line # Variable Explanation 
1 CostAtMCStart 
Set to BestCost at the beginning of a 
Markov chain to be compared to BestCost 
at the end of the Markov chain. Determines 
if an improvement has been made. 
2 MarkovChainCount 
Number of links consumed in the current 
Markov chain. 
3 EndOfMarkovChain 
Boolean variable set to TRUE when all the 
links in the current Markov chain have been 
consumed.  
4 BadMarkovChainCount 
Number of Markov chains tried since an 
improvement has been made. Compare to 
BadMarkovChainCountLimit to set 
OverallImprovementsMade to FALSE. 
Table 3  Line-level details for the InitializeMarkovVariables procedure. 
Simulated-Annealing Procedure 
Line # Explanation 
1 Apply CP to reduce search space. 
8-12 
When the LocalMinimum flag is set because no local improvements are made 
(see next comment), the neighborhood operator is changed from swapping the 
contents of two cells, to a rotating three-way swap of three cells. 
32-46 
Track local improvement rate. After BadMarkovChainCountLimit number of 
Markov chains since an improvement of ten or more, LocalMinimum flag is 
set to TRUE. 
53-56 
At the phase-transition, apply logic-based rules only one time for “Quick 
Reset”. 
57 At the phase-transition, change to a slower cooling rate. 
Table 4  Line-level details for the changes to main Simulated-Annealing procedure. 
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Refined Reheating Strategy 
Abramson, Krishnamoorthy, & Dang (1996) test “reheating as a function of cost”. In 
their design, the reheat temperature is calculated as follows: 
 𝑇𝑁𝑒𝑤 = 𝑃 ⋅ 𝐶(𝑥
𝑏) + 𝑇𝑚𝑠𝑝 (4) 
where 𝑇𝑁𝑒𝑤 is the reset temperature; 𝑇𝑚𝑠𝑝 is the temperature which the maximum 
specific heat occurs; 𝑃 is a constant; and 𝐶(𝑥𝑏) is the current best cost when a local 
minimum is detected. The authors state that it is hard to give guidelines for the value of 𝑃 
because it is problem specific but explain that they use very low values for 𝑃 to keep 
𝑇𝑁𝑒𝑤 from becoming much greater than 𝑇𝑚𝑠𝑝. In preliminary testing of a modified Lewis 
(2007a) algorithm using 0.1, 0.2 and 0.25 for the value of the initial/reheating 
temperature factor 𝑃, comparison shows that the results are mixed indicating a possible 
initial temperature/reheating temperature factor sensitivity. Therefore, going along with 
the suggestion from Abramson, Krishnamoorthy, & Dang (1996) to keep 𝑃 low, 𝑃 = 0.1 
was used. 
The reheat temperature and the initial temperature was set using the following 
method. In equation 5, to calculate the reheat temperature, 𝐶𝑐𝑏 was the current best cost 
when a local minimum was detected and 𝑇𝐼𝑛𝑖𝑡 𝐿𝑒𝑤𝑖𝑠 was the initial temperature as Lewis 
(2007a) derived. To calculate the initial temperature, the current best cost 𝐶𝑐𝑏was set to 1 
and 𝑇𝐼𝑛𝑖𝑡 𝐿𝑒𝑤𝑖𝑠 was the initial temperature as Lewis (2007a) derived. Thus, the 
temperature was calculated as follows: 
 𝑇𝑁𝑒𝑤 = 𝑃 ⋅ 𝐶𝑐𝑏 + 𝑇𝐼𝑛𝑖𝑡 𝐿𝑒𝑤𝑖𝑠 (5) 
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Cooling Strategy 
To implement a two-stage cooling strategy, the specific heat was calculated as 
described in Abramson, Krishnamoorthy, & Dang (1996). The authors state that it is at 
the point when specific heat is maximal that a phase-transition occurs. This is the same 
point that the solution super-structure is set and the process of solving the sub-structures 
begins. The authors also explain that the specific heat is equivalent to the temperature 
when the variance of the cost function is maximal. Preliminary testing results of the 
Lewis (2007a) algorithm using order-5 puzzles indicated a phase-transition near 𝒯𝒸 =
0.365. 𝒯𝒸 is the temperature at which the second stage of the cooling scheme begins. 
Abramson, Krishnamoorthy, & Dang (1996) suggest 𝛼 = 0.5 for the faster cooling 
rate and 𝛽 = 0.9 𝑜𝑟 0.99 for the slower cooling rate. Lewis (2007a) uses a cooling rate of 
0.99, so for consistency in comparison, this study used 𝛽 = 0.99. 
The temperature will be lowered as follows: 
 𝓉𝑖+1 = 𝛼 ⋅ 𝓉𝑖   𝑖𝑓 𝓉𝑖 > 𝒯
𝒸 (6) 
 𝓉𝑖+1 = 𝛽 ⋅ 𝓉𝑖   𝑖𝑓 𝓉𝑖 ≤ 𝒯
𝒸 (7) 
Application of CP Logic-Based Rules – Beginning of Algorithm 
Following Lewis’s (2007a) and Norvig’s (2010) suggestions to use Constraint 
Propagation (CP) to reduce the search space at the beginning of the algorithm with the 
aim of aiding the metaheuristic, the following Lewis (2007b) logic-based rules were 
applied before the SA algorithm was run. 
1. For each free cell in the grid, construct a list of possible values that this cell 
could contain by examining the contents of the cell's row, column, and box. 
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2. If any of these lists contains just one value, then insert this value into the cell, 
mark it as fixed, and go back to Step 1. 
3. Look at each row in turn. If any cell's list in a particular row contains a value 
x that does not occur in any of the other cells' lists on the same row, then 
insert x into this cell, mark the cell as fixed, and go back to Step 1. 
4. Repeat Step 3 for each column and each box. 
5. If we are here, then the procedure cannot fix any further cells, and so end. 
These CP steps were implemented with a programmatic flow difference. Every Step 
makes a complete pass through the grid before repeating a previous Step; as opposed to 
halting the current Step processing and repeating a previous Step immediately after filling 
and fixing a cell. For example, in Step 2 after filling and fixing a cell, Step 1 is not 
executed directly but only after the grid is entirely scanned and any more cells are able to 
be filled. Therefore, Step 3 is not initiated until Step 1 and Step 2 return no changes. If 
any cells are filled and fixed after a full grid scan in Step 3, then Step 1, Step 2 and Step 3 
are repeated in order until no changes are made. Then Step 4 is initiated, and so on until 
no more cells can be filled and fixed through all four Steps. 
Application of Logic-Based Rules – “Quick Reset” Between Cooling Stages 
Expanding on Lewis’s (2007a) and Norvig’s (2010) ideas concerning the use of CP, 
when faced with a challenging fitness landscape characterized by the phase-transition 
region near temperature 𝒯𝒸, logic-based rules were applied to facilitate a quick reset 
strategy. It is near 𝒯𝒸 that the two-stage cooling scheme was switched from stage one to 
stage two – the cooling rate was lowered. Instead of continuing directly into the second 
stage of cooling, an attempt was made to move to more promising terrain in the search 
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space. This was done by generating a new candidate solution from the current candidate 
solution utilizing logic-based rules. 
In implementing the Constraint Propagation strategy, Norvig (2010) uses two rules. 
1. If a cell has only one possible value, then eliminate that value from the cell’s 
peers. (Norvig’s (2010) use of the term peer are the nine cells in a unit. 
Norvig (2010) defines unit as a column, row or box. Box is equivalent to 
square in this paper.) 
2. If a unit has only one possible place for a value, then put the value there. 
However, only rule #2 can be used in this paper’s approach because Norvig (2010) is not 
using a metaheuristic. None of the three Sudoku constraints are violated during Norvig’s 
(2010) algorithm. 
Recall that the constraints of Sudoku dictate that no integer be repeated in any square, 
row or column; and, based upon the Lewis (2007a) implementation, that the 
neighborhood operator used does not violate the constraint placed upon a square. 
Therefore, the constraints were assessed in the following manner to create a new potential 
solution. 
Firstly, if any one or more cells existed that contained the same integer of a fixed cell 
and were in the row or column of that fixed cell, then the cells that contained the 
duplicate value of the fixed cell were cleared (see Fig. 2, 3). If any two or more free cells 
existed that contained the same integer and were in the same row or column, then one of 
these free cells was randomly selected to be kept and the rest of the duplicate free cells 
were cleared (see Fig. 4). 
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Secondly, if any square contains one and only one empty cell, the one valid value 
based upon the square constraint was placed into that cell even if it violated the row or 
column constraints (see Fig. 4). 
Thirdly, any remaining squares with two or more empty cells were ranked by the 
number of empty cells in ascending order. The square with the fewest number of empty 
cells was selected to have its empty cells filled. Ties were broken in the square selection 
process by choosing randomly (see Fig. 5). 
For each empty cell in the selected square, all the possible values were determined 
and placed into the cell’s candidate list. The candidate list for each cell was ranked in 
ascending order based on the number of violations of the row and column constraints. 
The cell that contained the possible value in its candidate list with the fewest violations 
was selected first, and this possible value was used to fill the selected cell. The remaining 
empty cells in the given square were filled in the same way; by selecting the cell with the 
possible value that generated the fewest violations and filling the cell with this possible 
value. In selecting cells to be filled, if there was a tie with respect to the fewest violations, 
then the tie was broken through random selection (see Fig. 5, 6, 7). 
This process was repeated - selecting a square then processing each cell in the square 
- until there were no empty cells in the puzzle. A higher objective function score did not 
necessary indicate a lack of improvement at that point. It could have signified the escape 
from a local minimum. The second stage of cooling started using this new candidate 
solution (see Fig. 7). 
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Fig. 2  Initial solution 
illustrating logic-based rules. 
Fig. 3  Logic-based rules – 
conflicts with fixed cells are 
removed. 
Red denotes fixed cell. 
Green denotes free cell conflicting with fixed cell. 
Light Blue denotes free cell conflicting with free cell. 
  
Col→ 
A B C D E F G H I Score 
Row↓ 
1 1 2 4 1 5 7 6 9 2 2 
2 6 5 9 3 4 2 3 8 7 1 
3 8 7 3 6 8 9 4 1 5 1 
4 4 3 1 6 8 5 4 7 9 1 
5 5 2 6 7 1 9 1 3 2 2 
6 7 9 8 4 3 2 8 6 5 1 
7 2 7 9 7 1 8 8 2 1 4 
8 8 4 6 2 9 3 9 3 4 3 
9 3 1 5 5 6 4 7 5 6 3 
Score 1 2 2 2 2 2 2 1 2 34 
Col→ 
A B C D E F G H I Score 
Row↓ 
1 1 2 4 1 5 7 6 9   
2 6 5  3 4 2 3 8 7  
3  7 3 6 8 9 4 1 5  
4 4 3 1   5  7 9  
5 5  6  1 9 1 3 2  
6 7 9 8 4 3 2 8 6   
7 2  9 7 1  8    
8 8 4 6 2 9 3     
9 3 1   6 4 7 5 6  
Score           
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Fig. 4  Logic-based rules – 
free cell-to-free cell conflicts 
are removed, and one free cell 
is placed at random. Complete 
squares with one and only one 
empty cell. 
Gold denotes free cell placed at random from group of 
conflicts. 
Orange denotes cell filled to complete square. 
Fig. 5  Logic-based rules – 
squares with two empty cells 
are chosen first. Cells are 
filled by values with least 
violations. Select and process 
squares in random order; in 
this example, squares are 
chosen in this order - 7, 3, 
then 4. 
Red denotes fixed cell. 
Gray denotes cell filled in chosen square. 
Col→ 
A B C D E F G H I Score 
Row↓ 
1  2 4 1 5 7 6 9   
2 6 5  3 4 2  8 7  
3  7 3 6 8 9 4 1 5  
4 4 3 1   5  7 9  
5 5     9 1 3 2  
6 7 9 8 4 3   6   
7 2  9 7 1  8    
8 8 4 6 2 9 3     
9 3 1    4 7 5 6  
Score           
Col→ 
A B C D E F G H I Score 
Row↓ 
1  2 4 1 5 7 6 9 3  
2 6 5  3 4 2 2 8 7  
3  7 3 6 8 9 4 1 5  
4 4 3 1   5  7 9  
5 5 6 2   9 1 3 2  
6 7 9 8 4 3   6   
7 2 5 9 7 1  8    
8 8 4 6 2 9 3     
9 3 1 7   4 7 5 6  
Score           
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Fig. 6  Logic-based rules - 
squares with three empty cells 
are filled next. Select and 
process squares in random 
order; in this example, squares 
6, 8, then 1. 
Fig. 7  Logic-based rules - 
squares with five empty cells 
are filled last. Select and 
process squares in random 
order; in this example, squares 
5 then 9. (New candidate 
solution.) 
Red denotes fixed cell. 
Gray denotes cell filled in chosen square. 
  
Col→ 
A B C D E F G H I Score 
Row↓ 
1 9 2 4 1 5 7 6 9 3  
2 6 5 1 3 4 2 2 8 7  
3 8 7 3 6 8 9 4 1 5  
4 4 3 1   5 8 7 9  
5 5 6 2   9 1 3 2  
6 7 9 8 4 3  5 6 4  
7 2 5 9 7 1 6 8    
8 8 4 6 2 9 3     
9 3 1 7 8 5 4 7 5 6  
Score           
Col→ 
A B C D E F G H I Score 
Row↓ 
1 9 2 4 1 5 7 6 9 3 1 
2 6 5 1 3 4 2 2 8 7 1 
3 8 7 3 6 8 9 4 1 5 1 
4 4 3 1 6 2 5 8 7 9 0 
5 5 6 2 7 8 9 1 3 2 1 
6 7 9 8 4 3 1 5 6 4 1 
7 2 5 9 7 1 6 8 4 3 0 
8 8 4 6 2 9 3 9 1 2 2 
9 3 1 7 8 5 4 7 5 6 2 
Score 1 1 1 2 2 1 1 1 2 21 
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Secondary Neighborhood Operator 
When deconstructing and examining an order-5 puzzle which was not solved using 
the refined reheating and two-stage cooling strategies, it can be observed that as the cost 
function value was driven toward zero that the search progression was trapped in a local 
minimum and therefore, the cost cannot reach zero. This struggle to escape the local 
minimum is illustrated both in Fig. 8, where the cost hovers slightly greater than zero as 
the temperature approaches zero, and in Fig. 9 with the radical fluctuations of the cost 
variance as the temperature approaches zero. 
 
Fig. 8  Temperature to cost comparison of an unsolved order-5 puzzle. 
Fig. 9  Temperature to variance of cost comparison of an unsolved order-5 puzzle. 
At this point, the maximum number of Markov chains without an improvement was 
reached - set to 30 chains per Lewis (2007a). A reheat would be initiated. However, to 
further detail the state of the system before the reheat would begin, Fig. 10 shows the 
final candidate solution and upon inspection, it reveals that the value for the objective 
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function did not accurately represent the distance from the candidate solution to a feasible 
solution. More specifically, the objective function value was four which means that there 
were four cell values that were incorrect, and they violated a Sudoku constraint. 
However, there were an additional 85 cell values that were incorrect but did not violate 
any Sudoku constraint. 
 
 319 Fixed 217 Correct Placement 85 Non-Violation Incorrect Placement 4 Violation Incorrect Placement 
Fig. 10  Final candidate solution of an unsolved order-5 puzzle. 
It appears that a lack of sensitivity in the objective function has caused this 
inconsistency and thus has hindered the search process from reaching a feasible solution. 
Therefore, when a local minimum was detected, the neighborhood operator was changed 
to the secondary neighborhood operator to overcome this shortcoming and to attempt to 
move to a location in the search terrain that may produce a viable solution. 
Preliminary testing and examination of data showed that entrapment in a local 
minimum occurred when the objective function value could only decrement (improve) in 
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quantities of less than ten combined with frequent increases (deterioration) in the cost. 
Therefore, ten was the threshold value used to signal that the search was in a local 
minimum, and then the switch was made to the secondary neighborhood operator. In 
other words, if the objective function value did not make an improvement of ten or more 
in 30 or fewer Markov chains, the secondary neighborhood operator was used. 
Fig. 11 plots the cost against the number of Markov chains and exhibits the lack of 
improvement starting at Markov chain 20. Fig. 12 displays an enhancement of the search 
progress from Markov chain 20 through solution arrival at Markov chain 62. Also, Fig. 
12 denotes that the secondary neighborhood operator was used starting at Markov chain 
50, which is the 30-chain threshold at which a reheat would have been done. 
 
Fig. 11  Entire run of an order-5 puzzle solved by CP+2-Stage+3-Way Swap. 
 
Fig. 12  Magnified labeled area of Fig. 11 showing the initiation of the 3-Way Swap. 
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The secondary neighborhood operator is a three-way swap in contrast with the 
primary neighborhood operator which is a single swap. For example, if the contents of 
the three cells that are chosen as input for the neighborhood operator are 1, 2, 3, then after 
the operation, the contents would be 3, 1, 2. The three-way swap can also be considered 
two single swaps – swap the contents of the first and third cells then swap the contents of 
the second and third cells. 
In implementing the secondary neighborhood operator, attention was paid to error 
checking the validity of the third cell chosen in the swap. As in the primary neighborhood 
operator single swap, checks were done to ensure the two cells to be swapped were free 
and different cells but located in the same square. In addition to these checks and to avoid 
an infinite loop, if the random mechanism used to select the three cells could not find a 
valid third cell in 250 iterations, the square was exhaustively scanned to determine if 
there even existed a third cell that met the necessary criteria. If there were only two cells 
and no third cell, then the three-way swap was foregone for this particular operation and 
these two cells were swapped. If one or more third cell candidate(s) existed, then a list 
was kept and then one member of the list was randomly chosen to be the third cell in the 
secondary neighborhood operation. The 250-iteration threshold mentioned above was 
experimentally determined to be a good value that balanced searching thoroughly and 
conserving computational time. 
Performance Evaluation 
Per the Lewis (C++ code) provided “readme” file, the solver program accepts five 
parameters which are (a) the puzzle input file; (b) an integer for the random seed used to 
produce 𝑟 (equation 1); (c) the desired name of the solution time log file; (d) the desired 
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name of the reheat log file; (e) an integer for the run’s time limit in seconds. The 
modified versions of the Lewis (C++ code) do not accept the second parameter which is 
the seed integer. Instead, the programs draw seed integers from a list of prime numbers 
(Caldwell, 2017). The parameters that are used by the programs are (a) each of the 
generated puzzle-instance file names; (b) a unique file name for each time log file; (c) a 
unique file name for each reheat log file; (d) the time limit of one minute for each run. 
During the execution of the solver program, status data is sent to the screen which is 
captured in a log file for the test runs. 
The innovations surrounding heating/reheating, cooling and logic-based rules were 
tested individually and in hybrid combinations and are summarized in Table 5. The 
strategy descriptions are as follows: (a) CP is the preprocessing Constraint Propagation 
suggestions from Lewis (2007b) and Norvig (2010); (b) 2S is two-stage Modified 
Cooling; (c) RH is Modified Reheating; (d) 3W is the three-way swap Secondary 
Neighborhood Operator; (e) QR is the “Quick Reset” technique. Since 3W and QR are 
designed to ameliorate deficiencies of 2S when the accelerated nature of the search speed 
places the process in an unprofitable region of the search space, these techniques are 
coupled with 2S strategy combinations. 
For each strategy combination in Table 5, the Benchmark Problems described in 
Chapter 3 were run ten times each; once against each of the ten seeds selected for that 
fixed cell p-value. The 300 Caldwell (2017) seed values used to generate the 30,000 
problem-instances were shuffled and allocated ten to each of the 15 different proportions 
of fixed cells 𝑝 = 0.45, 0.46, … , 0.59 for both order-5 and order-6. Therefore, the seed 
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integers used to generate the puzzles were different from the seed integers used to solve 
the puzzles. 
The experimental results were analyzed, and the performance was measured by (a) 
number and percentage of puzzles solved; (b) average best run-time to solution. 
Strategy Logic Rules 
Preprocess 
(CP) 
Modified 
Cooling 
(2S) 
Modified 
Reheating 
(RH) 
N-hood 
Operator 
(3W) 
Logic Rules 
Stage Shift 
(QR) 
Norvig (2010) 
Baseline 
YES N/A N/A N/A N/A 
Lewis (2007b) YES NO NO NO NO 
2S NO YES NO NO NO 
RH NO NO YES NO NO 
2S+RH NO YES YES NO NO 
CP+2S YES YES NO NO NO 
CP+RH YES NO YES NO NO 
CP+2S+RH YES YES YES NO NO 
CP+2S+3W YES YES NO YES NO 
CP+2S+QR YES YES NO NO YES 
CP+2S+RH+3W YES YES YES YES NO 
ALL YES YES YES YES YES 
Table 5  Strategy combinations used to evaluate the algorithm performance. 
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Chapter 4 
Results 
 
 
Data Analysis Overview 
These next findings show the advancements achieved in hybridizing the SA 
metaheuristic when evaluated against Norvig’s (2010) algorithm of CP coupled with 
depth-first search; which we have declared to be the best-known method. The following 
discussion also presents the positive effects of using multiple seed values for the 
programming language’s random number generator with respect to diversification. 
As Lewis (2007a), Lewis (2007b) and Norvig (2010) have done, the results have been 
evaluated by reviewing solution success rates and run-times to solution. The experiments 
were run in batches across 120 computers containing the 3.6 GHz Intel i5-6500 
processor, 8 Gb of RAM and Windows 10. The programs were written in C++ using a 
python wrapper for ease of portability. 
As a reminder, puzzles classified as very hard by Norvig (2010) were problem-
instances that could not be solved after one minute of run-time in ten runs on each 
instance. Of the total test set of 30,000 puzzles (15,000 order-5 and 15,000 order-6), 
6,083 order-5 problem-instances and 14,157 order-6 problem-instances were classified as 
very hard. See Appendix D for counts by order by p-value. This test-set was run through 
each of the strategy combinations in Table 5, and the strategy was deemed a success on a 
problem-instance if it found a solution within one minute in at least one of the ten runs. 
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Percentage Solved 
Fig. 13 ranks the percentage of puzzles solved by each of the strategies aggregated 
across order-5 and order-6. Note that if a puzzle was solved more than one time in the ten 
runs, it was only counted once. See Appendix F for percentage solved by strategy by 
order. 
In the ranking of percentage solved, the strategy that combined all the techniques 
(CP+2S+RH+3W+QR) performed significantly better than the next strategy 
(CP+2S+3W) – it solved 37.12% more puzzles. The only other improvement of this 
magnitude was moving up from Lewis CP to 2S+RH – a 34% increase. From 2S+RH up 
to CP+2S+3W (the second ranking strategy), the advances were incremental in the range 
of 0.17% - 10.93% and at an average percentage improvement of 5.83%. 
 
Fig. 13  Solved by strategy – overall percentage. 
It appears that including more techniques did not always translate to more instances 
solved. For example, 2S alone and RH alone each outperformed 2S+RH. There was a 
10.58% increase from 2S+RH (10th) to RH (9th) and an 18.47% increase from 2S+RH 
(10th) to 2S (8th). In another example, consider the levels of improvement between CP+2S 
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and the following strategies that included CP+2S plus one or more other techniques: 
CP+2S+RH (4th) to CP+2S (3rd) is 10.06%; CP+2S+RH+3W (5th) to CP+2S (3rd) is 
11.75%; and CP+2S+QR (7th) to CP+2S (3rd) is 16.34%. Conversely, the increase from 
CP (11th) to CP+2S (3rd) was 104.82% and CP+2S+RH+3W (5th) to 
CP+2S+RH+3W+QR (1st) was 56.79%. This suggests that certain combinations of 
techniques were complementary, and other combinations were adversarial. 
Fig. 14 and Fig. 15 show the solution success rates for order-5 and order-6 
respectively across the p-values. Both strategies that used the quick reset technique 
(CP+2S+RH+3W+QR and CP+2S+QR) had an interesting feature - a relatively flat 
trajectory. Whereas, all other strategies had a greater difference in success percentage at 
the lower/higher end of the p-values as compared to the middle p-values. It is worth 
mentioning that the wide fluctuations in the graphing around 𝑝 = 0.45 − 0.46 for order-5 
were due to the low number of test instances in those categories (2 and 9 puzzles 
respectively). 
 
Fig. 14  Strategy success by p-value – order-5. 
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Fig. 15  Strategy success by p-value – order-6. 
With respect to success rate, CP+2S+RH+3W+QR did very well as compared to the 
other strategies. For order-5, it achieved the best success rate across nearly all p-values 
with the exceptions at 𝑝 = 0.45 where it was unable to solve one of the two total puzzles, 
and at 𝑝 = 0.59 where it ranked third behind CP+2S (2nd) and CP+2S+3W (1st) having 
solved just six fewer puzzles than CP+2S+3W. However, for order-6 at 𝑝 = 0.45 and 
𝑝 = 0.46, CP+2S+RH+3W+QR placed near the bottom of strategies, and at 𝑝 = 0.47 
and 𝑝 = 0.48, it ranked average. Yet, it was in 𝑝 = 0.49 − 0.59 - in some of the most 
challenging search terrain - that the CP+2S+RH+3W+QR strategy combination achieved 
superior results. At 𝑝 = 0.49 and 𝑝 = 0.59, CP+2S+RH+3W+QR had success rates of 
16.85% and 29.22% respectively and dipped to the lowest point of 14.7% at 𝑝 = 0.52. 
Whereas for all other strategies, at 𝑝 = 0.49 the percentages were 1.5% - 6.72%, at 𝑝 =
0.59 the percentages were 3.41% - 9.24%, and through 𝑝 = 0.50 − 0.55, the percentages 
dropped down to 0%-1%. 
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A second strategy that incorporated the quick reset method (CP+2S+QR) presented 
similar trending features to CP+2S+RH+3W+QR in terms of percentage of puzzles 
solved, albeit at lower success rates. Nevertheless, CP+2S+QR had the second highest 
success rates through difficult search terrain – order-5 𝑝 = 0.48 − 0.54 and order-6 𝑝 =
0.50 − 0.59. 
Average Best Run-Time to Solution 
Fig. 16 reports the average best run-times to solution at each p-value for order-5. The 
average best run-times were calculated as follows. From each set of ten runs per 
problem-instance and from those runs that produced a solution, the lowest run-time was 
selected as the best run-time for that problem-instance. The average best run-time for 
each p-value was computed and plotted as the data points. 
Regarding run-times to solution for order-5, the general trend of most strategies was 
finding solutions faster at the beginning and end of the p-values and running more 
slowing at the middle of the span. Also, it can be observed that strategy combinations 
which included two-stage cooling found solutions faster as a result of using fewer 
Markov chains during first half of the search. 
 
Fig. 16  Average best run-time to solution by strategy – order-5. 
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CP+2S+RH+3W+QR ranked highest at every p-value except 𝑝 = 0.59 when 
compared individually to each other strategy. It placed third; 1.22 seconds behind 
CP+2S+3W (1st). CP+2S+RH+3W+QR bested all other strategies lacking the quick reset 
technique by 4.23-12.17 seconds at 𝑝 ≥ 0.47. 
CP+2S+QR presented poor to average results from 𝑝 = 0.45 − 0.47 but did well 
from 𝑝 = 0.48 − 0.55, ranking second. Thereafter, from 𝑝 = 0.56 − 0.59, CP+2S+QR 
diverged from most other strategies with increasing average run-times. 
Fig. 17 condenses all strategies except CP+2S+RH+3W+QR into one plot line and 
reveals how much faster strategy CP+2S+RH+3W+QR found a solution at each p-value 
for order-5.  
 
Fig. 17  Average best run-time to solution CP+2S+RH+3W+QR vs. all others – order-5. 
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Fig. 18  Average best run-time to solution by strategy – order-6. 
Focusing on order-6, the differences between the strategies shown in the plotted data 
of Fig. 18 are quite remarkable. The positive effect of the two-stage cooling is more 
pronounced in 𝑝 = 0.45 − 0.50 as solutions are found ~30 seconds faster than strategy 
combinations that used single stage cooling. As noted earlier, the success rates for all 
order-6 strategies not using quick reset was 0%-1% in 𝑝 = 0.50 − 0.55. This is the 
reason that three strategies are flat at sixty seconds as no puzzles were solved. Most of 
these strategy combinations not only struggled to solve puzzles here but when they did, 
they struggled to do so in less than 40 seconds. On the other hand, the two strategies that 
employed quick reset (CP+2S+RH+3W+QR and CP+2S+QR) posted average best times 
from 3.31-6.99 seconds for 𝑝 = 0.45 − 0.47, and for 𝑝 = 0.48 − 0.59 from 1.3-3.78 
seconds. 
The advancements, related to solution success rate and average best time to solution, 
made by the two strategy combinations that utilized the quick reset technique indicate 
that these methods trimmed the search space and positioned the puzzle in a desirable state 
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prior to intensification. At that point, the algorithm refined the candidate solution and 
quickly found a feasible solution. 
Effect of Random Seed Values on Solution Success 
As discussed in the section Performance Evaluation in Chapter 3 and listed in 
Appendix C, seed values retrieved from Caldwell (2017) were used during the ten 
individual puzzle runs as one means of diversification. The following figures demonstrate 
that (1) any seed value did not dominate over any other seed; (b) no seeds were 
superfluous. 
Fig. 19 illustrates the proportion of puzzles solved by every seed. More precisely, the 
relative sameness in size of each colored block as compared to every other colored block 
in a column illustrates that each seed solved roughly the same number of puzzles as any 
other seed within a p-value. Appendix G reports the proportion of puzzles solved by seed 
for order-6. 
 
Fig. 19  Solved by seed comparison across all strategies – order-5. 
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Fig. 20 shows that if the number of seeds used for order-5 testing is reduced, that the 
number of puzzles solved decreases. Appendix H reports the effect of reducing the 
number of seeds used for order-6 testing. 
 
Fig. 20  Solved by number of seeds across all strategies – order-5. 
Effect of Number of Reheats on Solution Success 
Fig. 21 reports the limits of reheating as a last resort. Across all strategies, orders, p-
values and seeds, if a solution was found then it was found in no more than two reheats 
99.038% of the time. 
 
Fig. 21  Percent of puzzles solved by reheats across all metrics. 
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In a further detailing, Fig. 22 and Fig. 23 show the number of puzzles solved for each 
number of reheats by strategy. Be aware that the number of puzzles solved in Fig. 22 and 
Fig. 23 includes solving a puzzle multiple times for the same strategy – just with a 
different seed. The number of individual puzzles solved was fewer. 
With respect to total number of puzzles solved versus number of individual puzzles 
solved and therefore considering the difference in metrics between Fig. 22 / Fig. 33 and 
Fig. 23 / Fig. 34 (see Appendix E), an intriguing detail emerges. The strategies did not 
rank the same from Fig. 22 to Fig. 33 and Fig. 23 to Fig. 34. 
 
Fig. 22  Number of puzzles solved by reheats by strategies – order-5. 
For order-5, other than slight ranking variations, CP+2S+RH+3W+QR ranked first in 
number of individual puzzles solved (Fig. 33) but ranked third in total puzzles solved 
(Fig. 22), and CP2SQR ranked fourth in number of individual puzzles solved (Fig. 33) 
but ranked tenth (second from last) in total puzzles solved (Fig. 22). 
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For order-6, the results are similar. CP+2S+RH+3W+QR ranked decisively first in 
number of individual puzzles solved (Fig. 34) but ranked sixth in total puzzles solved 
(Fig. 23), and CP+2S+QR ranked eighth in number of individual puzzles solved (Fig. 34) 
but ranked eleventh (last) in total puzzles solved (Fig. 23). 
 
Fig. 23  Number of puzzles solved by reheats by strategies – order-6. 
This significant reduction in comparative ranking indicates that when strategies not 
using the quick reset technique were able to solve a puzzle, those strategies were able to 
solve it multiple times (using the ten different seeds). Meaning that when those strategies 
were unable to solve a puzzle, using different seeds did not help. Put another way, since 
using the quick reset technique solved the most individual puzzles but did not necessarily 
produce the greatest number of total solutions, it appears as though the quick reset 
technique and diversification using different seeds are quite complementary. 
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Another characteristic of Fig. 22 and Fig. 23 is the higher use of reheats by strategies 
that included two-stage cooling. Likely, when the algorithm reached a state where no 
improvements could be made, it did so more quickly than strategies that used a single 
cooling rate; and then initiated a reheat because no other options were available. 
However, as stated earlier, the benefit of reheating with respect to solution success rate is 
greatly diminished after two reheats. 
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Chapter 5 
Conclusions and Recommendations 
 
 
Conclusions 
Combinatorial Optimization Problems (COPs) are characterized by very large search 
spaces – too large to enumerate - with challenging terrain marked by many plateaus and 
local minima, and few solutions. When expressed as a Constraint Satisfaction Problem 
(CSP), hard Combinatorial Optimization Problems (COPs) can be solved using 
metaheuristics. In this research, the NP-complete problem Sudoku was used to test the 
capability of hybridized versions of the Simulated Annealing (SA) metaheuristic in 
finding feasible solutions to CSPs. 
Most order-3 Sudoku puzzles (9×9 grid) that are explicitly designed for human 
enjoyment can be solved by forward chaining logic alone due to the nature of their 
construction. Most of the methods previously discussed can solve this class of puzzle in a 
short amount of time. Additionally, many of these methods can find solutions for order-3 
puzzles ranked in the highest difficult ratings or even some order-4 (16×16 grid) puzzles 
by using deterministic search techniques when logic-only is not effective. However, the 
limitations of these approaches with respect to solvability become evident once they are 
applied to higher order puzzles (order-5 and order-6) in the most difficult classifications 
(proportion of fixed cells 𝑝 = 0.45 − 0.59). At this point, non-deterministic strategies 
such as the SA metaheuristic achieve better results. In this study, since all the tested 
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hybrid SA combinations were able to solve some very hard puzzles, all strategy 
combinations were an improvement upon the best-known method by Norvig (2010). 
Diversification and intensification are forces that hold sway in a non-deterministic 
search process. In metaheuristics, to diversify is to explore new regions of the search 
space and to intensify is to concentrate on a promising area - the goal being to converge 
on a solution as fast as possible. Their interaction can be both adversarial and 
cooperative; and therefore, difficult to decide how long to execute and when to switch 
between them. This research investigated eleven different hybrid SA strategies to identify 
combinations that were most successful. 
The effectiveness of the diversification and intensification properties were increased 
by the inclusion of (a) constraint propagation as logic-based rules at the beginning of the 
algorithm; (b) multiple seeds for the random number generator; (c) a quick reset strategy 
at the cooling stage change; (d) an alternate neighborhood operator (3-way swap); (e) a 
modified heat/reheat mechanism; (f) two-stage cooling. 
The reasons for the improvements are due to (a) trimmed unprofitable areas of the 
search space; (b) forced exploration of different regions; (c) positioned in a more 
promising region (set a more solid super-structure); (d) escaped a local minimum instead 
of incurring the expense of reheating; (e) provided favorable search space placement and 
aided in breaking out of local minima; (f) spending less time during the first part of the 
search which produces a solution more quickly. 
In examining their results, Norvig (2010) speculates that there is a “deadly 
combination of value choices” that if made at the beginning of the search, requires 
considerable computational time for their algorithm to correct. Likely, the overall success 
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of the quick reset strategy in this study was due to its ability to correct these deadly 
combinations when they existed in a candidate solution. However, this success came at 
the cost of an additional ~300 lines of complicated programming code and a loss of a 
certain code elegance. 
Recommendations 
It is not unexpected that the strategies that included both types of logic-based rule 
techniques (CP and QR) performed extremely well since judiciously pruning the search 
space can greatly improve success rates and reduce computational expense. The true 
nature and intricacies of the interactions between the different strategies among the 
groupings merit further research. For example, by eliminating the QR strategy from 
CP+2S+QR, the individual number of puzzles solved increased from 5,328 (CP+2S+QR) 
to 6,197 (CP+2S). But by adding QR back along with RH+3W to CP+2S, the number 
solved grew to 8,696 (CP+2S+ RH+3W+QR). 
So, a general question is why do some strategy groupings work well together, and 
others do not? Why does QR find a diversification “sweet spot” for the most challenging 
terrain but does comparatively poorly in easier terrain? The data suggests that a fruitful 
course of inquiry may be to sample many parts of the search space quickly, then detect 
and reject inferior configurations before switching to intensification. 
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Appendix A 
Puzzle Generator Batch Code 
 
This DOS batch code generates order-5 puzzles by calling “generatorconsole” Lewis 
(C++ code) and using the table of seed values and the file n5root.txt as a complete and 
valid starting solution. For order-6 puzzles, the code is the same except for the table of 
seed values and root file used. 
 
@ECHO OFF 
 
SET /A A=0 
FOR /L %%A IN (1,1,15) DO (CALL :MainRoutine %%A) 
GOTO :EndRoutine 
 
:MainRoutine 
:SetVariables 
 
    IF %1 == 1 ( 
 
        REM ECHO Column 1 
 
        SET PRIME_NUMS[0]=811 
        SET PRIME_NUMS[1]=1153 
        SET PRIME_NUMS[2]=2687 
        SET PRIME_NUMS[3]=3559 
        SET PRIME_NUMS[4]=4289 
        SET PRIME_NUMS[5]=5351 
        SET PRIME_NUMS[6]=6043 
        SET PRIME_NUMS[7]=7793 
        SET PRIME_NUMS[8]=8263 
        SET PRIME_NUMS[9]=9421 
        SET REMOVAL_RATE=0.45 
    ) 
 
    IF %1 == 2 ( 
        REM ECHO Column 2 
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        SET PRIME_NUMS[0]=821 
        SET PRIME_NUMS[1]=1171 
        SET PRIME_NUMS[2]=2693 
        SET PRIME_NUMS[3]=3571 
        SET PRIME_NUMS[4]=4297 
        SET PRIME_NUMS[5]=5381 
        SET PRIME_NUMS[6]=6053 
        SET PRIME_NUMS[7]=7817 
        SET PRIME_NUMS[8]=8273 
        SET PRIME_NUMS[9]=9431 
        SET REMOVAL_RATE=0.46 
    ) 
 
    IF %1 == 3 ( 
        REM ECHO Column 3 
 
        SET PRIME_NUMS[0]=823 
        SET PRIME_NUMS[1]=1181 
        SET PRIME_NUMS[2]=2707 
        SET PRIME_NUMS[3]=3581 
        SET PRIME_NUMS[4]=4327 
        SET PRIME_NUMS[5]=5393 
        SET PRIME_NUMS[6]=6067 
        SET PRIME_NUMS[7]=7829 
        SET PRIME_NUMS[8]=8287 
        SET PRIME_NUMS[9]=9461 
        SET REMOVAL_RATE=0.47 
    ) 
 
    IF %1 == 4 ( 
        REM ECHO Column 4 
 
        SET PRIME_NUMS[0]=839 
        SET PRIME_NUMS[1]=1193 
        SET PRIME_NUMS[2]=2719 
        SET PRIME_NUMS[3]=3593 
        SET PRIME_NUMS[4]=4337 
        SET PRIME_NUMS[5]=5407 
        SET PRIME_NUMS[6]=6079 
        SET PRIME_NUMS[7]=7841 
        SET PRIME_NUMS[8]=8297 
        SET PRIME_NUMS[9]=9473 
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        SET REMOVAL_RATE=0.48 
    ) 
 
    IF %1 == 5 ( 
        REM ECHO Column 5 
 
        SET PRIME_NUMS[0]=853 
        SET PRIME_NUMS[1]=1213 
        SET PRIME_NUMS[2]=2729 
        SET PRIME_NUMS[3]=3607 
        SET PRIME_NUMS[4]=4349 
        SET PRIME_NUMS[5]=5417 
        SET PRIME_NUMS[6]=6089 
        SET PRIME_NUMS[7]=7853 
        SET PRIME_NUMS[8]=8311 
        SET PRIME_NUMS[9]=9491 
        SET REMOVAL_RATE=0.49 
    ) 
 
    IF %1 == 6 ( 
        REM ECHO Column 6 
 
        SET PRIME_NUMS[0]=863 
        SET PRIME_NUMS[1]=1223 
        SET PRIME_NUMS[2]=2741 
        SET PRIME_NUMS[3]=3617 
        SET PRIME_NUMS[4]=4349 
        SET PRIME_NUMS[5]=5417 
        SET PRIME_NUMS[6]=6089 
        SET PRIME_NUMS[7]=7853 
        SET PRIME_NUMS[8]=8311 
        SET PRIME_NUMS[9]=9491 
        SET REMOVAL_RATE=0.50 
    ) 
 
    IF %1 == 7 ( 
        REM ECHO Column 7 
 
        SET PRIME_NUMS[0]=877 
        SET PRIME_NUMS[1]=1237 
        SET PRIME_NUMS[2]=2753 
        SET PRIME_NUMS[3]=3631 
        SET PRIME_NUMS[4]=4363 
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        SET PRIME_NUMS[5]=5431 
        SET PRIME_NUMS[6]=6101 
        SET PRIME_NUMS[7]=7867 
        SET PRIME_NUMS[8]=8329 
        SET PRIME_NUMS[9]=9511 
        SET REMOVAL_RATE=0.51 
    ) 
 
    IF %1 == 8 ( 
        REM ECHO Column 8 
 
        SET PRIME_NUMS[0]=887 
        SET PRIME_NUMS[1]=1249 
        SET PRIME_NUMS[2]=2767 
        SET PRIME_NUMS[3]=3643 
        SET PRIME_NUMS[4]=4373 
        SET PRIME_NUMS[5]=5441 
        SET PRIME_NUMS[6]=6113 
        SET PRIME_NUMS[7]=7877 
        SET PRIME_NUMS[8]=8353 
        SET PRIME_NUMS[9]=9521 
        SET REMOVAL_RATE=0.52 
    ) 
 
    IF %1 == 9 ( 
        REM ECHO Column 9 
 
        SET PRIME_NUMS[0]=907 
        SET PRIME_NUMS[1]=1259 
        SET PRIME_NUMS[2]=2777 
        SET PRIME_NUMS[3]=3659 
        SET PRIME_NUMS[4]=4391 
        SET PRIME_NUMS[5]=5471 
        SET PRIME_NUMS[6]=6131 
        SET PRIME_NUMS[7]=7901 
        SET PRIME_NUMS[8]=8363 
        SET PRIME_NUMS[9]=9533 
        SET REMOVAL_RATE=0.53 
    ) 
 
    IF %1 == 10 ( 
        REM ECHO Column 10 
 
70 
 
        SET PRIME_NUMS[0]=919 
        SET PRIME_NUMS[1]=1277 
        SET PRIME_NUMS[2]=2789 
        SET PRIME_NUMS[3]=3671 
        SET PRIME_NUMS[4]=4421 
        SET PRIME_NUMS[5]=5501 
        SET PRIME_NUMS[6]=6163 
        SET PRIME_NUMS[7]=7933 
        SET PRIME_NUMS[8]=8387 
        SET PRIME_NUMS[9]=9587 
        SET REMOVAL_RATE=0.54 
    ) 
 
    IF %1 == 11 ( 
        REM ECHO Column 11 
 
        SET PRIME_NUMS[0]=10009 
        SET PRIME_NUMS[1]=21569 
        SET PRIME_NUMS[2]=32833 
        SET PRIME_NUMS[3]=43457 
        SET PRIME_NUMS[4]=54449 
        SET PRIME_NUMS[5]=65881 
        SET PRIME_NUMS[6]=76333 
        SET PRIME_NUMS[7]=87869 
        SET PRIME_NUMS[8]=98773 
        SET PRIME_NUMS[9]=100129 
        SET REMOVAL_RATE=0.55 
    ) 
 
    IF %1 == 12 ( 
        REM ECHO Column 12 
 
        SET PRIME_NUMS[0]=10037 
        SET PRIME_NUMS[1]=21587 
        SET PRIME_NUMS[2]=32843 
        SET PRIME_NUMS[3]=43481 
        SET PRIME_NUMS[4]=54469 
        SET PRIME_NUMS[5]=65899 
        SET PRIME_NUMS[6]=76343 
        SET PRIME_NUMS[7]=87881 
        SET PRIME_NUMS[8]=98807 
        SET PRIME_NUMS[9]=100151 
        SET REMOVAL_RATE=0.56 
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    ) 
 
    IF %1 == 13 ( 
        REM ECHO Column 13 
 
        SET PRIME_NUMS[0]=10061 
        SET PRIME_NUMS[1]=21599 
        SET PRIME_NUMS[2]=32869 
        SET PRIME_NUMS[3]=43499 
        SET PRIME_NUMS[4]=54493 
        SET PRIME_NUMS[5]=65921 
        SET PRIME_NUMS[6]=76367 
        SET PRIME_NUMS[7]=87911 
        SET PRIME_NUMS[8]=98837 
        SET PRIME_NUMS[9]=100169 
        SET REMOVAL_RATE=0.57 
    ) 
 
    IF %1 == 14 ( 
        REM ECHO Column 14 
 
        SET PRIME_NUMS[0]=10079 
        SET PRIME_NUMS[1]=21611 
        SET PRIME_NUMS[2]=32887 
        SET PRIME_NUMS[3]=43517 
        SET PRIME_NUMS[4]=54517 
        SET PRIME_NUMS[5]=65951 
        SET PRIME_NUMS[6]=76379 
        SET PRIME_NUMS[7]=87931 
        SET PRIME_NUMS[8]=98849 
        SET PRIME_NUMS[9]=100183 
        SET REMOVAL_RATE=0.58 
    ) 
 
    IF %1 == 15 ( 
        REM ECHO Column 15 
 
        SET PRIME_NUMS[0]=10091 
        SET PRIME_NUMS[1]=21647 
        SET PRIME_NUMS[2]=32909 
        SET PRIME_NUMS[3]=43541 
        SET PRIME_NUMS[4]=54539 
        SET PRIME_NUMS[5]=65963 
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        SET PRIME_NUMS[6]=76403 
        SET PRIME_NUMS[7]=87943 
        SET PRIME_NUMS[8]=98867 
        SET PRIME_NUMS[9]=100193 
        SET REMOVAL_RATE=0.59 
    ) 
 
    SET NUMBER_PRIME=10 
    SET /A X=0 
    SET /A Y=0 
    SET /A Z=1 
    SET ZEROS=000 
    SET SEED=%PRIME_NUMS[0]% 
    SET NUMBER_INNER_LOOP=100 
 
    :InnerLoop 
        REM ECHO InnerLoop 
        IF "%Y%" == "%NUMBER_INNER_LOOP%" GOTO OuterLoop 
 
        IF "%Z%" == "10" ( 
            SET ZEROS=00 
            GOTO GeneratorConsole 
        ) 
        IF "%Z%" == "100" ( 
            SET ZEROS=0 
            GOTO GeneratorConsole 
        ) 
        IF "%Z%" == "1000" ( 
            SET "ZEROS=" 
            GOTO GeneratorConsole 
        ) 
 
    :GeneratorConsole 
        SET Z_STRING=%ZEROS%%Z% 
        generatorconsole n5root.txt n5example%Z_STRING%%REMOVAL_RATE%.txt 
%REMOVAL_RATE% %SEED% 
        SET /A Y+=1 
        CALL SET /A Z=(X*%NUMBER_INNER_LOOP%)+Y+1 
        SET /A SEED+=1 
        GOTO InnerLoop 
 
    :OuterLoop 
        ECHO OuterLoop %X% 
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        SET /A X+=1 
        IF "%X%" == "%NUMBER_PRIME%" GOTO ReleaseVariables 
        CALL SET SEED=%%PRIME_NUMS[%X%]%% 
        SET /A Y=0 
        GOTO InnerLoop 
 
    :ReleaseVariables 
        SET "PRIME_NUMS[0]=" 
        SET "PRIME_NUMS[1]=" 
        SET "PRIME_NUMS[2]=" 
        SET "PRIME_NUMS[3]=" 
        SET "PRIME_NUMS[4]=" 
        SET "PRIME_NUMS[5]=" 
        SET "PRIME_NUMS[6]=" 
        SET "PRIME_NUMS[7]=" 
        SET "PRIME_NUMS[8]=" 
        SET "PRIME_NUMS[9]=" 
        SET "NUMBER_PRIME=" 
        SET "A=" 
        SET "X=" 
        SET "Y=" 
        SET "Z=" 
        SET "ZEROS=" 
        SET "SEED=" 
        SET "NUMBER_INNER_LOOP=" 
        SET "Z_STRING=" 
        SET "REMOVAL_RATE=" 
        EXIT /B 
 
    :EndRoutine 
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Appendix B 
Starting Solutions for Puzzle Generator 
 
 
Fig. 24  Starting solution (n5root.txt) used for test instance creation for order-5 puzzles. 
 
Fig. 25  Starting solution (n6root.txt) used for test instance creation for order-6 puzzles. 
  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5
11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10
16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1
7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6
12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11
17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7
13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12
18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3
9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8
14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13
19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9
15 16 17 18 19 20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14
20 21 22 23 24 25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12
19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7
14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13
20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2
9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8
15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14
21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4
11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5
12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11
18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
24 25 26 27 28 29 30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
30 31 32 33 34 35 36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
36 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
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Appendix C 
Random Seeds 
 
 
Fig. 26  Seed integers used for creating test instances for order-5 puzzles. 
 
Fig. 27  Seed integers used for creating test instances for order-6 puzzles. 
 
Fig. 28  Seed integers used for strategy tests against order-5 puzzles. 
 
Fig. 29  Seed integers used for strategy tests against order-6 puzzles. 
p -value 0.45 0.46 0.47 0.48 0.49 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
Seed 1 811 821 823 839 853 863 877 887 907 919 10009 10037 10061 10079 10091
Seed 2 1153 1171 1181 1193 1213 1223 1237 1249 1259 1277 21569 21587 21599 21611 21647
Seed 3 2687 2693 2707 2719 2729 2741 2753 2767 2777 2789 32833 32843 32869 32887 32909
Seed 4 3559 3571 3581 3593 3607 3617 3631 3643 3659 3671 43457 43481 43499 43517 43541
Seed 5 4289 4297 4327 4337 4349 4363 4373 4391 4409 4421 54449 54469 54493 54517 54539
Seed 6 5351 5381 5393 5407 5417 5431 5441 5471 5483 5501 65881 65899 65921 65951 65963
Seed 7 6043 6053 6067 6079 6089 6101 6113 6131 6143 6163 76333 76343 76367 76379 76403
Seed 8 7793 7817 7829 7841 7853 7867 7877 7901 7919 7933 87869 87881 87911 87931 87943
Seed 9 8263 8273 8287 8297 8311 8329 8353 8363 8377 8387 98773 98807 98837 98849 98867
Seed 10 9421 9431 9461 9473 9491 9511 9521 9533 9547 9587 100129 100151 100169 100183 100193
p -value 0.45 0.46 0.47 0.48 0.49 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
Seed 1 353 367 379 397 409 421 433 449 461 479 10103 10133 10151 10163 10177
Seed 2 1381 1399 1423 1439 1451 1471 1483 1499 1511 1523 22961 22973 22993 23011 23027
Seed 3 2221 2237 2251 2267 2281 2293 2309 2333 2347 2371 31379 31391 31469 31481 31511
Seed 4 3733 3761 3779 3793 3821 3833 3847 3863 3877 3889 46219 46237 46261 46273 46301
Seed 5 4663 4679 4691 4703 4721 4733 4751 4783 4799 4813 58897 58909 58921 58937 58963
Seed 6 5189 5209 5227 5261 5273 5297 5309 5323 5347 5381 63377 63389 63409 63421 63439
Seed 7 6763 6779 6791 6803 6823 6841 6857 6869 6883 6899 74311 74323 74353 74377 74411
Seed 8 7417 7433 7451 7457 7477 7489 7507 7523 7537 7549 85831 85843 85889 85931 85911
Seed 9 8599 8623 8641 8663 8677 8689 8707 8719 8731 8747 97441 97453 97499 97511 97523
Seed 10 9013 9029 9041 9059 9091 9103 9127 9151 9173 9187 100363 100379 100391 100403 100417
p -value 0.45 0.46 0.47 0.48 0.49 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
Seed 1 4349 5501 65963 5417 4409 54517 4337 4421 54539 98867 8311 8387 76403 6089 6163
Seed 2 5441 76343 6053 6113 65881 5351 5431 65899 5381 9431 9521 100151 7817 7877 87881
Seed 3 6143 87931 7841 7919 76367 6067 6131 76379 6079 839 907 10079 8297 8377 98849
Seed 4 87869 8263 8329 98773 87943 7853 7933 7793 7867 1223 21569 1153 9511 100129 9421
Seed 5 98837 9461 9533 100169 8273 8353 98807 8287 8363 2767 32869 2707 887 10061 823
Seed 6 100193 853 919 10091 9473 9547 100183 9491 9587 3671 43541 3607 1277 21647 1213
Seed 7 1171 1237 21587 811 863 10009 821 877 10037 54469 4297 4373 32843 2693 2753
Seed 8 2719 2777 32887 1181 1249 21599 1193 1259 21611 65951 5407 5483 43517 3593 3659
Seed 9 3617 43457 3559 2729 2789 32909 2741 32833 2687 6043 6101 76333 4289 4363 54449
Seed 10 4391 54493 4327 3631 43481 3571 3643 43499 3581 7829 7901 87911 5393 5471 65921
p -value 0.45 0.46 0.47 0.48 0.49 0.50 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59
Seed 1 4783 5381 74323 85931 8599 9041 479 22973 31481 3733 4691 5273 6857 7537 97441
Seed 2 5347 74311 85889 97523 9029 461 22961 31469 46301 4679 5261 6841 7523 8747 100379
Seed 3 6899 85843 97511 9013 449 1523 31391 46273 4663 5227 6823 7507 8731 100363 379
Seed 4 85831 97499 100417 433 1511 31379 46261 58963 5209 6803 7489 8719 9187 367 1439
Seed 5 97453 100403 421 1499 2371 46237 58937 5189 6791 7477 8707 9173 353 1423 2281
Seed 6 100391 409 1483 2347 46219 58921 63439 6779 7457 8689 9151 10177 1399 2267 3833
Seed 7 397 1471 2333 3889 58909 63421 6763 7451 8677 9127 10163 1381 2251 3821 4751
Seed 8 1451 2309 3877 58897 63409 74411 7433 8663 9103 10151 23027 2237 3793 4733 5323
Seed 9 2293 3863 4813 63389 74377 7417 8641 9091 10133 23011 2221 3779 4721 5309 6883
Seed 10 3847 4799 63377 74353 85911 8623 9059 10103 22993 31511 3761 4703 5297 6869 7549
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Appendix D 
Puzzles Classified as Very Hard - Counts 
 
 
Fig. 30  Order-5. 
 
Fig. 31  Order-6. 
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Appendix E 
Solved by Strategy - Counts 
 
 
Fig. 32  Total across order-5 and order-6. 
 
Fig. 33  Order-5. 
 
Fig. 34  Order-6. 
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Appendix F 
Solved by Strategy - Percentage 
 
 
Fig. 35  Order-5. 
 
Fig. 36  Order-6. 
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Appendix G 
All Strategies Solved by Seed – Order-6 
 
     
 
Fig. 37 
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Appendix H 
All Strategies Solved by Number of Seeds – Order-6 
 
 
Fig. 38 
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Appendix I 
Not Solved by Any Strategy 
 
 
Fig. 39  Order-5. 
 
Fig. 40  Order-6.
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