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Resumen
En este trabajo presentamos un planificador continuo que implementa un controlador
para un equipo de futbol de robots. El planificador continuo generaliza el planificador de
orden parcial implementado en Prolog.
1. Introduccio´n
El concepto de controlador en teor´ıa de controles es ide´ntico al de un agente en Inteligencia
Artificial. El trabajo de la Inteligencia Artificial es disen˜ar el programa agente, que implemente
la funcio´n de mapear percepciones a acciones: tomara la percepcio´n actual como entrada desde
los sensores y devolvera´ una accio´n a los efectores o actuadores1.
En general podemos encontrar algunos tipos ba´sicos de programas de agentes que engloban
los principios ba´sicos de los todos los sistemas inteligentes.
Tenemos por un lado los agentes puramente reactivos, los mas simples, que seleccionan
acciones sobre las bases de las percepciones actuales ignorando percepciones del pasado. Estos
agentes reactivos funcionan con reglas de condicio´n-accio´n, y cuando ninguna condicio´n se
cumple tienen una accio´n por defecto. Tienen la ventaja de ser muy simples de programar pero
la gran desventaja de de tener una muy limitada pro-actividad.
Un agente se denomina deliberativo cuando representa su estado interno como una base
de conocimiento y utiliza un sistema deductivo para generar las acciones. Conocer el estado
del ambiente no siempre es suficiente para decidir que se debe hacer. Los agentes orientados
a metas, necesitan alguna informacio´n que describa las situaciones deseables. Estos agentes
implementan bu´squeda o planificacio´n para encontrar secuencias de acciones que lo lleven a
alcanzar la meta deseada.
En algunas situaciones es necesario un agente h´ıbrido, da´ndole la capacidad de que su
comportamiento sea reactivo y pro-activo, descomponiendo su arquitectura en capas, donde
cada capa es un subsistema que trata con cada uno de estos comportamientos, y logra la
interaccio´n entre ellos.
En este trabajo optaremos por otra aproximacio´n. Presentaremos la implementacio´n de un
controlador que a la vez es un planificador continuo. Este controlador, adema´s de su carac-
1en ingle´s, actuators.
ter´ıstica reactiva tiene la capacidad de mantener planes parciales y modificarlos de acuerdo a
la informacio´n variante del entorno logrando un comportamiento pro-activo.
El ambiente donde queremos aprovechar las caracter´ısticas de este controlador es en el
problema del fu´tbol con robots [6].
En las siguiente seccio´n presentamos la planificacio´n continua implementada como una gene-
ralizacio´n de los planificadores de orden parcial Luego mostraremos un ejemplo de este contro-
lador en el ambiente de fu´tbol con robots. Por u´ltimo presentamos las conclusiones, el trabajo
en progreso y el trabajo futuro.
2. Planificacio´n Continua
Planificacio´n esta considerada como una de las a´reas mas importantes en la inteligencia
artificial. El objetivo de un planificador encontrar una secuencia de acciones que lleven a una
solucio´n va´lida a un problema. Es necesario contar con un lenguaje de representacio´n que
sea lo suficientemente expresivo para poder describir el dominio del problema, las acciones y
como estas afectan el ambiente. El ma´s popular de ellos es STRIPS, pero hay variantes mas
expresivas como Planning Domain Description Language o PDDL[2] que intenta ser un esta´ndar
en la representacio´n de este tipo de problemas.
Uno de los planificadores ma´s populares es el de orden parcial[4], que saca ventaja de la
descomposicio´n de un problema en submetas. Tiene un cara´cter incremental, donde el algoritmo
va completando un plan parcial resolviendo sus deficiencias.
El algoritmo[8] comienza con un plan vac´ıo, conteniendo so´lo las acciones Start y Finish.
Start es una accio´n sin precondiciones, para que pueda ser ejecutada inmediatamente, y tiene
como efectos las condiciones que describen el estado inicial del problema. De manera ana´loga
Finish sin efectos y tiene como precondiciones los literales que describen la meta a alcanzar.
Adema´s cada plan tiene un conjunto de restricciones de ordenamiento que establecen que
accio´n debe ejecutarse en antes que otra, sin necesidad de que este inmediatamente antes.
Uno de los principales componentes del algoritmo es el tratamiento de los enlaces causales,
del tipo A
p−→ B, que registra que p es un efecto de la accio´n A necesaria para la accio´n B. Las
precondiciones abiertas son las que au´n no son resueltas por ninguna accio´n. El algoritmo de
planificacio´n intentara´ resolverlas insertando nuevas acciones que las satisfagan sin introducir
conflictos[7].
El ambiente del fu´tbol de robots es sumamente dina´mico provocando que un planificador
cla´sico no resulte satisfactorio debido que los planes correctos se vuelven inconsistentes e ina-
plicables en el momento de su ejecucio´n. Una alternativa es que planificador sea continuo[5],
donde los planes sean artefactos sin terminar que deben evolucionar en un entorno siempre
cambiante.
El Planificador de Orden Parcial es ideal para ser generalizado como un planificador continuo
pues puede ser visto como un algoritmo removedor de fallas, donde las fallas son precondiciones
abiertas y conflictos causales. El planificador continuo adema´s abarca otro tipo de fallas: el
agente puede decidir agregar nuevas metas al estado Finish, puede agregar un enlace causal a
una precondicio´n abierta, eligiendo una nueva accio´n que lo resuelva, puede poner restricciones
en el orden de ejecucio´n de las acciones para evitar los conflictos, puede remover enlaces ya no
soportados en Start previniendo la ejecucio´n de acciones cuyas precondiciones ya son verdaderas.
Adema´s puede remover acciones redundantes en el plan y generar nuevas metas o precondiciones
abiertas. Tambie´n puede ejecutar acciones sin precondiciones abiertas que no tengan otras antes
en el ordenamiento.
Figura 1: Estado Inicial
De esta manera el planificador puede funcionar como el controlador de un agente. En la
seccio´n siguiente ejemplificaremos su funcionamiento.
3. Un Ejemplo de Fu´tbol con Robots
Ejemplificaremos el uso del planificador continuo como controlador de los agentes de un
equipo de fu´tbol con robots.
Algunas de las primitivas dentro de la base de conocimiento que necesitamos para describir
el dominio son:
At(R,X) Verdadero si el jugador R esta´ en la posicio´n X.
HasBall(R) Verdadero si el jugador R tiene la pelota.
IsAt(X,Y ) Verdadero si el objeto X esta´ en la posicio´n Y .
OpponentArea(R) Verdadero si R esta´ en el a´rea del equipo contrario.
Tambie´n tenemos algunos predicados derivados como InReach(R,X), que es Verdadero si
el objeto X esta dentro de la distancia que puede alcanzar pateando el jugador R.
Las acciones que necesitaremos son descriptas por los siguientes esquemas:










EFFECT: HasBall(Robot) ∧ IsAt(Ball,Robot)
).




EFFECT: (¬ HasBall(Robot1) ∧ IsAt(Ball,Robot2))
).
La accio´n de que Robot1 espera un pase de Robot2, y obtiene la pelota.
Accio´n(
CatchPass(Robot1,Robot2),
PRECOND: (IsAt(Ball,Robot1) ∧ InReach(Robot2,Robot1)),
EFFECT: (HasBall(Robot1))
).
El estado inicial de la cancha y los jugadores se muestra en la figura 1
Supongamos que un agente tiene la meta de obtener el estado OpponentGoalArea(B) ∧
HasBall(B) y comienza a planificar para alcanzarla.
El plan se construye de manera incremental, se actualiza en cada ciclo de percepcio´n y
accio´n. Si ninguna accio´n es la mı´nima con sus precondiciones satisfechas el agente devuelve
NoOp como su accio´n y percibe nuevamente. Asumimos en el ejemplo que el agente construye
el plan de la figura 2.
El plan esta´ completo, de acuerdo a e´l el controlador deber´ıa ejecutar las accionesGotoBall(A)
y Goto(B,OpponentArea), pero antes de ejecutar estas acciones, la suerte interviene, y un fac-
tor externo pone la pelota en movimiento y llega hasta la posicio´n del jugador A.
Figura 2: plan inicial
Figura 3: plan despue´s de que una contingencia hace que A reciba la pelota
El agente percibe que la posicio´n de la pelota ha cambiado y se da cuenta que el estado
inicial es distinto. Actualizando su modelo al estado actual. Ahora el enlace causal 2 provisto
por la precondicio´n ¬HasBall(A) ya no es necesaria y es removido del plan junto con la accio´n
GotoBall(A).
El agente saca ventaja de esta situacio´n y los enlaces causales GoToBall(A)
IsAt(Ball,B)−→
CatchPass(B,A) y GoToBall(A)
HasBall(A)−→ Pass(A,B) pueden ser reemplazados por un en-
lace directo desde START a CatchPass(B,A) y Pass(A,B) respectivamente. Extender estos
enlaces causales no provoca ningu´n conflicto.
El nuevo plan se muestra en la figura 3. Supongamos ahora que GoTo(B,OpponentArea)
ya se ejecuto y Pass(A,B) esta´ lista para disparar, entonces puede ser removida del plan y
ejecutarse. Desafortunadamente, el resultado no es el esperado y el jugador falla al intentar el
pase apenas golpeando la pelota haciendo que quede alejada de los dos jugadores.
El nuevo estado mostrado en la figura 4 presenta precondiciones abiertas que tienen que ser
resueltas y, por lo tanto, no puede ejecutar ninguna accio´n. Nuevamente la accio´n Pass(A,B)
satisface la precondicio´n IsAt(Ball, B) y esta accio´n a su vez tiene como precondicio´n abierta
HasBall(A) y se repite el proceso para satisfacerla con la accio´n GoToBall(A). Lo que lleva
al plan de la figura 5
Esta vez la ejecucio´n de todas estas acciones tienen e´xito y se alcanza la meta deseada. A
medida que se ejecutan las acciones y son eliminadas del plan se llega a un estado donde la meta
OpponentArea(B) ∧ HasBall(B) se satisface directamente desde START a FINISH. Entonces
el agente esta´ listo para formular nuevas metas.
2En ingles link causal
Figura 4: plan despue´s de fallar el pase
Figura 5: Antes de intentar otra vez el pase
4. Conclusio´n
Un controlador con las caracter´ısticas mostradas en este trabajo se encuentra en estado
de implementacio´n. Hemos implementado en Prolog el planificador de orden parcial y se lo
esta´ extendiendo a su versio´n continua. Para ello se construyo´ un interprete del lenguaje de
representacio´n PDDL, y se adaptara´ el planificador para que entienda esta representacio´n, y
as´ı poder probar su rendimiento en el ambiente del fu´tbol con robots.
Hemos estado trabajando en la implementacio´n de Rakiduam, un equipo de fu´tbol con
robots, que participo´ en las competencias de CAFR de las ediciones 2006 y 2007 en categor´ıa
simulados[3], y pretende participar en la edicio´n 2008 que se realizara´ en agosto con cede en la
Universidad Nacional del Comahue.
Rakiduam esta implementado en ciao prolog[1]. Es software libre, esta´ liberado con una
licencia GNU GPL y se puede obtener de http://code.google.com/p/rakiduam.
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