Abstract. In this work we show a general construction for transforming any chameleon hash function to a strongly unforgeable one-time signature scheme. Combined with the result of [Bellare and Ristov, PKC 2007], this also implies a general construction of strongly unforgeable one-time signatures from Σ-protocols in the standard model. Our results explain and unify several works in the literature which either use chameleon hash functions or one-time signatures, by showing that several of the constructions in the former category can be interpreted as efficient instantiations of those in the latter. They also imply that any "noticeable" improvement to the efficiency of constructions for chameleon hash functions leads to similar improvements for one-time signatures. This makes such improvements challenging since efficiency of one-time signatures has been studied extensively. We further demonstrate the usefulness of our general construction by studying and optimizing specific instantiations based on the hardness of factoring, the discrete-log problem, and the worst-case lattice-based assumptions. Some of these signature schemes match or improve the efficiency of the best previous constructions or relax the underlying hardness assumptions. Two of the schemes have very fast signing (no exponentiations) which makes them attractive in scenarios where the signer has limited computational resources.
Introduction
One-time signature (OTS) schemes are digital signatures that can be used to sign a single message for each pair of verifiction/signing key. Despite their limited functionality, OTS schemes have found numerous applications. In fact, earlier constructions of standard signature schemes, use one-time signatures as their main component [21, 22, 28, 30] .
OTS schemes are used as building blocks in many cryptographic constructions such as the (i) design of online/offline signature schemes [18] , (ii) design of CCA-secure public key encryption from identity-based encryption [8] , (iii) transformation of standard signature schemes to those with strong unforgeability properties [26, 5] , and (iv) secure composition of multiple encryption schemes [17] .
Finally, OTS schemes are directly employed in networks protocols, for example to authenticate messages in sensor networks [16] or to provide source authentication in multicast and broadcast networks [35] .
The earlier constructions of one-time signatures built such schemes from general assumptions such as the existence of one-way functions [28, 6, 18] . The main drawback of this family of constructions is that they produce very large signatures. In many cases, this has led researchers to search for alternative methods that avoid the use of OTS schemes. The following are just a few instances: IBE to IND-CCA PKE transformations [9, 1] , online/offline signatures [39] , and transformations for strongly unforgeable signatures [40] .
Chameleon hash functions (trapdoor hash functions), in particular, have proven to be an extremely useful tool in such scenarios. Several of the examples we gave above take advantage of chameleon hash functions in their constructions. Roughly speaking, chameleon hash functions [27] are randomized collision-resistant hash functions with the additional property that given a trapdoor, one can efficiently generate collisions. More specifically, each function in the family is associated with a pair of public and private (trapdoor) keys with the following properties (i) anyone who knows the public key can compute the associated hash function, (ii) for those who do not know the trapdoor the function is collision resistant in the usual sense, and (iii) the holder of the trapdoor information can easily find collisions for every input. As described in more detail in Section 4 several constructions of chameleon hash functions based on standard number theoretic assumptions are known [27, 39, 3] . Chameleon hash functions are also closely related to the notion of chameleon commitment schemes originally introduced by Brassard et al. [13] .
Our Contribution
We design a black-box construction for transforming any chameleon hash function to a strongly unforgeable one-time signature scheme. Such a connection between one-time signatures and chameleon hash functions is not surprising. On the contrary, as alluded to earlier, the knowledge of a close relation between the two primitives seems to have been "in the air". For example, in [23] Groth shows how to design a DL-based one-time signature from the pedersen trapdoor commitment. However, it is not clear how to generalize his construction to work for arbitrary trapdoor commitments.
Our work appears to be the first to formally study this relation by designing a black-box transformation from one primitive to another, and exploring new and useful implications of this transformation. Next, we elaborate on these implications:
Unifying and explaining the previous work. Our general construction confirms that the usefulness of chameleon hash functions in replacing OTS schemes is not a coincidence. Particularly, in several instances, constructions in one work can be interpreted as efficient instantiations of those in another. Here is one example:
Starting with the work of Boneh et al. [10] , several works in the literature studied constructions for transforming any standard unforgeable signature scheme to a strongly unforgeable scheme. While Boneh et al.'s construction only works for signature schemes with a special partitioning property, the later works of [26, 40, 5] develop techniques that work for any uf-cma secure signature scheme. The work of [26] and [5] use strongly unforgeable one-time signatures while the work of [40] takes advantage of a chameleon hash function. Our results demonstrate that the construction of [40] can be interpreted as an efficient instantiation of the constructions of [26, 5] .
OTS schemes from identification protocols. It is well-known how to design standard signature schemes from identification schemes in the random oracle model via the fiat-shamir transform [19] . The only analogous result we know of in the standard model is the work of Bellare and Shoup [5] who show a construction of one-time signatures from ID schemes.
When we combine our general construction for OTS with the work of Bellare and Ristov [3] who design chameleon hash functions from three move ID schemes (Σ-protocols), we get a general construction of strongly unforgeable OTS schemes from any Σ-protocol that satisfies natural security requirements. Compared to the work of Bellare and Shoup [5] , our security requirements appear to be more modest. Particularly, while there exist efficient Σ-protocols that satisfy our security requirements under assumptions such as the hardness of factoring or RSA inversion, the same is not known to be true about their work which requires the ID scheme to be secure against concurrent attacks.
When instantiated based on specific identification schemes, our transformation also leads to several constructions of one-time signatures.
New OTS schemes based on standard assumptions. We further study and optimize several instantiations of our general construction based on standard assumptions such as the hardness of factoring integers, the discrete-log problem and the worst-case lattice-based assumptions.
Our new factoring-based construction has a very fast signing algorithm that only involves a modular addition and multiplication. This is a useful property in scenarios where the signing entity is a low-powered device with limited computational resources, while the verification entity has more computational power. This is a common occurrence in sensor networks, MANETS and VANETs. As discussed in detail in Section 4, our construction appears to be the first scheme with such properties, based solely on the hardness of factoring RSA integers.
Our new discrete-log based construction (described in Appendix B also has a very fast signing. It improves the key size compared to the DL-based construction of Bellare and Shoup [5] , and matches the efficiency of the DL-based fail-stop signature of Van Heyst and Pedersen [42] , in almost all respects.
Our new lattice-based construction, has a signature size of O(k log k) where k is the security parameter. Compared to the signature scheme of Lyubashevsky and Micciancio [29] who design OTS schemes based on hard problems on ideal lattices, our signature scheme has the advantage of being based on a potentially weaker assumption, since we do not pose such restrictions on the structure of the lattice. On the other hand, their scheme provides smaller key sizes and a faster signing algorithm. Compared to the recent construction of [15] who design standard signature schemes based on worst-case lattice-based assumptions, our scheme has significantly shorter signatures. The work of Boyen [11] , shows how to improve that by designing a standard signature scheme with signature size comparable to ours, but the verification key size is still significantly longer than that of ours.
Chameleon hash functions from CRHFs?
An interesting open question is whether we can build chameleon hash functions from standard collision-resistant hash functions (CRHFs), and other symmetric-key primitives (e.g. can one use a hash function from the SHA family as the CRHF?). Such a construction has the potential of being significantly more efficient than the existing ones. Our results relate this question to the design of efficient and short OTS schemes based on the same primitives. More specifically, a new construction for chameleon hash functions based on CRHFs, would automatically lead to short (note that chameleon hash functions are compressing) OTS based on the same primitives. Unfortunately, the latter is a long standing open question.
Preliminaries

Collision and Target Collision Resistance
A hash function is a pair H = (K, H). The key generation algorithm K returns a key k, and the deterministic hash algorithm H takes k and an input x to return a hash value y. We say that H is collision-resistant (CR) if for every polynomial-time adversary A, the CR-advantage
of A against H is negligible. Similarly, we say that H is target-collision resistant (TCR) if for every polynomial-time adversary A the TCR-advantage
of A against H is negilgible. This means that the TCR adversary has to commit to an element in the collision before seeing the hash key. As discussed in [4] , TCR has some potential benefits over CR, such as being easier to achieve and allowing for shorter output lengths. In this paper, for the most part we need our hash functions to be target collision resistant. While formally such functions are keyed, for simplicity (and since in practice one often uses non-keyed constructions) we abuse the notation and drop the key for such functions in our constructions.
Chameleon Hash Functions
A family of chameleon hash functions [27] consists of a tuple of three algorithms H = (Gen, h, h −1 ). The key generation algorithm (ek, td)
pair of keys named the evaluation key and the trapdoor key, respectively. The evaluation algorithm h takes the evaluation key ek, a message m ∈ M ek and randomness r ∈ R ek and outputs h(ek, m, r) ∈ Y ek .
Chameleon property. The chameleon property requires that h −1 on inputs the trapdoor key td, messages m, m ′ ∈ M ek and randomness r ∈ R ek , returns
Uniformity property. The uniformity property guarantees that there exists a distribution over R ek , which we denote by D R ek , such that for all m ∈ M ek , the distributions (ek; h(ek, m, r)) and (ek; y) are computationally indistinguishable, where (ek, td)
and y is chosen uniformly from Y ek . We note that for all existing constructions of chameleon hash functions, the uniformity property actually holds statistically.
Collision resistance. Finally, we require that given H and the evaluation key ek, it is hard to compute (m,
. More formally we have:
is negligible for any probabilistic polynomial time adversary A. It is possible to weaken the collision resistance property by only requiring that m ̸ = m ′ . However, all the instantiations of chameleon hash functions we know of possess this stronger property. Furthermore, we need this version of collision resistance in order to achieve signature schemes that are strongly unforgeable.
Security Definitions for Signature Schemes
We introduce the necessary definitions for signatures schemes in Appendix A.
One-time Signatures from Chameleon Hash Functions
In this section we show general constructions of one-time signatures from chameleon hash functions. First we design an efficient one-time signature scheme that is only secure against apriori message attacks. As we will discuss later, it turns out that this level of security is sufficient for a number of applications of one-time signatures in the literature. Then, we show how to enhance the construction to achieve security against adaptively chosen message attacks.
A suf-ama Signature Scheme
We start with a simple construction of a one-time suf-ama signature scheme from a chameleon hash function.
Construction 31 Let H = (Gen, h, h
−1 ) be a family of chameleon hash functions. We construct a one-time suf-ama signature scheme OT S in the following way:
• Key Generation: • Signing: On input message m, compute and return the signature
Choose a uniformly random
• Verification: On input (m, σ), accept if h(ek, m, σ) = z and reject otherwise.
Claim. If H is a family of chameleon hash functions, the OTS scheme described above is a one-time suf-ama signature scheme.
Proof. Let A be the adversary that breaks the OTS scheme in the suf-ama game. Remarks on the proof. Note that since B in the above reduction does not know the trapdoor for the hash function, he can only respond to a signature query for an apriori chosen message (before the verification key is fixed). Also note that the reason we only afford one-time security is that given a collision pair for the hash function, all bets about its collision-resistance in the future are off. In fact, for all existing instantiations of chameleon hash functions, given a collision pair one can easily generate many more collisions. Finally, note that the chameleon property of the hash function did not play a role in the security proof. Instead, it was needed for the functionality it provides, as it is used in the signing algorithm.
Efficiency and optimizations. The signature consists of a single element in R ek . The signing involves one invocation of the h −1 function. As we will see shortly, for a number of instantiations of chameleon hash functions, this leads to very efficient signing that only includes modular addition and multiplications (no exponentiations). The verification requires one evaluation of the chameleon hash function.
The verification key for the above signature scheme consists of the tuple (ek, h(ek, m f , r s ) ). However, we can shorten the verification key via use of a target collision resistant hash function. In other words, given a function T from a family of TCR functions, we can let the verification key be vk = (ek, T (h(ek, m f , r s )) ). It is easy to verify that the above proof of security still goes through without any difficulties. Since h(ek, m f , r s ) is often a group element this simple optimization can lead to a decent improvement in the key size.
Unifying the previous works. The above construction explains and unifies several previous works that use one-times signatures and/or chameleon hash functions. Here we consider two use cases for chameleon hash functions in the literature. The first application is the design of offline/online signature schemes. The earlier work of Even et al. [18] used a one-time signature scheme to design an offline/online signature scheme. It is not hard to show that the notion of security they need for their one-time signature scheme is uf-ama security (not the uf-cma security). The later work of Tauman and Shamir [39] , proposed the use of chameleon hash functions in order to design offline/online signature schemes. Our construction implies that the latter construction can be interpreted as an efficient instantiation of the former.
Another common application of chameleon hash functions is for transforming uf-ama secure signature schemes to uf-cma secure signature schemes (e.g. see [25, 12] ). Again, it is easy to verify that a uf-ama secure one-time signature can also be used for such a transformation, and that the transformations based on chameleon hash functions can be seen as efficient instantiations of the construction of [18] .
A Strongly Unforgeable uf-cma Scheme
Security against apriori message attacks is not sufficient in all applications of one-time signatures. In several instances, such as the design of IND-CCA PKE from IBE schemes [14] or general transformation of uf-cma signature schemes to strongly uf-cma signature schemes [26] , the strong unforgeability and security against chosen message attacks of the OTS scheme seem crucial. Next we show how to enhance the previous construction to design such a signature scheme from chameleon hash functions as well.
Construction 32 Let H = (Gen, h, h
−1 ) be a family of chameleon hash functions as defined in section 2 and T ek,ek ′ : Y ek → M ′ ⊆ M ek ′ be a target collision resistant hash function, where ek and ek ′ are two evaluation keys for the chameleon hash family. We construct a one-time suf-cma signature OT S in the following way:
• Key Generation: 1 , m, r) ), r ′ ) = z 0 . Else, reject.
Claim. If H is a family of chameleon hash functions, and T ek1,ek0 is a TCR hash function, then the OTS scheme described above is a one-time suf-cma secure signature scheme.
Proof. Let A be the adversary that breaks the OTS scheme in the suf-cma game. Then we build an adversary B that breaks the collision resistance of the chameleon hash function H. Let A's signature query and answer be (m, σ = (σ 0 , σ 1 )), and denote the forgery made by A with (m * , σ * = (σ * 0 , σ * 1 )). We divide the proof into two separate parts for two different types of forgers. Note that the two types of forger we consider are complements of each other and therefore partition the space of all possible forgers. Hence, adversary A is a member of exactly one of these two sets. Our adversary B has to randomly guess which type of forger A is going to be. He will be correct with probability 1/2 which leads to a factor of two reduction in tightness of security. 
. If the latter is the case, due to the target collision resistance of T ek1,ek0 , with all but negligible probability we have that z 1 ̸ = z * 1 where It is easy to see that based on the way this type of forgery is defined B can successfully find a collision as long as he simulates A's view (which we showed he can).
Efficiency. We will shortly look at specific instantiations of the above construction based on standard assumptions, but it is useful to evaluate the efficiency of the general construction as well. The signature consists of two elements in R ek . In most instantiations of chameleon hash functions this translates to two elements from the underlying group. The cost of signing a message is two invocations of h −1 . As mentioned earlier, in a number of constructions for chameleon has functions, this translates to simple arithmetic operations and does not include exponentiations. In these cases, signing a message becomes very fast. The verification requires two invocations of the function h. The verification key for the scheme includes two evaluation keys for the chameleon hash function and one element from the range of the chameleon hash. Similar to the construction of previous section, the last element can be shortened by applying a target collision resistant hash function.
Strong OTS from Σ-protocols. Bellare and Ristov [3] design chameleon hash functions based on Σ-protocols that satisfy certain security properties (in the standard model). Combined with our result, this leads to a general transformation of Σ-protocols to strongly unforgeable one-time signature schemes in the standard model:
Theorem 33
There exists an efficient transformation for building suf-cma one-time signature schemes from any Σ-protocol that satisfies strong special soundness and strong HVZK.
We refer the reader to [3] for formal definitions of the above security notions where the authors show that these two requirements are already satisfied by several existing constructions such as the Schnorr [38] and GQ [24] protocols. It is also shown that for Σ-protocols such as Fiat-Shamir [19] , Micali-Shamir [31] , and Okamoto's [32] , one can modify the original constructions to satisfy these properties without affecting the underlying hardness assumption or the efficiency of the original scheme. The one-time signature schemes one derives from several of these protocols are new, and warrant further study. In this paper, however, we focus on constructions that are directly based on the existing chameleon hash functions.
We point out that Bellare and Shoup [5] also show a general transformation for designing strong one-time signature schemes from Σ-protocols, but the security properties they require from the starting protocol appear to be stronger than ours (security against concurrent attacks). Particularly, while one can efficiently instantiate our construction based on the RSA problem or even the hardness of factoring integers, the same is not known about their constructions.
Unifying the previous works. Starting with the work of Boneh et al. [10] , several works in the literature studied constructions for transforming any uf-ama signature scheme to a strongly uf-cma signature scheme. While Boneh et al.'s construction only works for signature schemes with a special partitioning property (a property not possessed by most signature schemes), the later works of [26, 40, 5] develop techniques that work for any uf-ama secure signature scheme. The works of [5] and [26] use a strongly unforgeable one-time signature in their construction while that of [40] takes advantage of a chameleon hash function. Without going into the details of their constructions, we observe that based on our results the latter construction based on a chameleon hash function can be interpreted as an efficient instantiation of the former.
Instantiations based on Standard Assumptions
Our general construction leads to a wide range of new constructions for strongly unforgeable one-time signature schemes. Several of these constructions match or improve the efficiency of the previous constructions based on similar assumptions or relax the underlying hardness assumption. Here, we study the properties of three specific instantiations of our construction based on assumptions such as the discrete-log problem, the hardness of factoring, and lattice-based assumptions.
A Construction based on the Factoring Assumption
Next we describe an instantiation of our general construction based on the hardness of factoring integers. There are multiple constructions of chameleon hash functions based on factoring but we focus on the hash function of Shamir and Tauman [39] , since it leads to a signature scheme with very fast signing (though the verification still requires exponentiation).
• Key Generation:
1. Generate two random safe primes p, q ∈ {0, 1} k/2 and compute n = pq.
Choose at random an element
3. The public key is ek = (n, g) and the trapdoor key is td = (p, q). The evaluation and inversion for the hash function h(ek, ·) :
is defined as:
• Evaluation: On message m ∈ Z n and randomness r ∈ Z λ(n) , compute and return g m||r mod n ∈ Z * n . The concatenation treats m and r as bitstrings where we assume that each r ∈ Z λ(n) is represented using exactly k bits, even if some of the leading bits are zero.
• Inversion: On input messages m, m ′ ∈ Z n and randomness r ∈ Z λ(n) ,
See [39] for a proof that the above construction is a chameleon hash function based on the factoring assumption. An important property of the above construction is that the inversion function only requires one modular addition and a multiplication. Given the above hash function, the strongly unforgeable one-time signature scheme is as follows:
Construction 41
Let T 0 , T 1 be target collision resistant functions, where T 0 maps elements of Z * n0 to bitstrings, and T 1 maps elements of Z * n1 to a subset of Z n0 .
1. Compute n 0 = p 0 q 0 and n 1 = p 1 q 1 where p i , q i are safe primes, for i ∈ {0, 1}.
2. Choose at random elements g 0 ∈ Z * n0 and g 1 ∈ Z * n1 of orders λ(n 0 ) and λ(n 1 ) respectively.
Compute
• Signing: On a message m ∈ Z n , return the signature σ = (σ 0 , σ 1 ) where
• Verification: On a message m and the signature σ = (σ 0 , σ 1 )
3. accept if y ′ = z 0 and reject otherwise.
Efficiency Comparison. The verification key contains two integers, two group elements, and one hash output. The signature consists of two group elements. The signing algorithm consists of two modular additions and two modular multiplications. The verification algorithm includes two exponentiations. Hence, the scheme is desirable in situations where the signer has low computational power, but the verifier does not have such limits. General constructions of OTS schemes lead to secure schemes based on the factoring assumption, however the resulting constructions are impractical. Goldwasser et al. [22] also design a signature scheme from claw-free trapdoor permutations with instantiations based on the factoring assumption. Their signature scheme leads to short signatures, but the signing algorithm requires one exponentiation per bit of the message, which makes the resulting scheme inefficient. A number of works in the literature have studied the design of fail-stop signature schemes based on factoring-related assumptions [7, 33, 36, 41, 37] . However, almost all such constructions rely on assumptions that are stronger than the standard factoring assumption. The only exception is the construction of [7, 33] which is based on the intractability of factoring integers n = pq for p, q with p = q = 3 mod 4 (i.e. Blum integers) and p ̸ = q mod 8. However, it is not known if factoring integers of this special form is as hard as factoring arbitrary RSA integers (see [37] for a more detailed discussion).
Hence, to the best of our knowledge, our construction is the first short OTS based solely on the standard factoring assumption, where the signing algorithm only requires simple arithmetic operations.
More constructions based on factoring-related Assumptions. [3] and [2] design multiple constructions of chameleon hash functions based on factoring and the RSA problem, respectively. When plugged into our general construction, each of these leads to a new strongly unforgeable one-time signature scheme. However, the cost of signing for these schemes is higher than the scheme we described as they involve exponentiation.
A Construction from Lattice-based Assumptions
We briefly describe the lattice-based chameleon hash function of [20, 34] A,B involves simple linear algebra operations. We do not explain the details here but refer the reader to [20, 34] for more information.
The strongly unforgeable one-time signature scheme is then obtained by plugging in the above chameleon hash function in our general construction. Hence we directly move to the analysis of the efficiency for the resulting scheme.
Efficiency and Comparison.
The verification key for the resulting scheme consists of matrices A and B which leads to a key size of O(k 2 log k). The signature contains two elements in R, and hence the signature is of size O(k log k). The signing algorithm requires two invocations of the inversion for the preimage samplable function described above.
Lyubashevsky and Micciancio [29] also design an asymptotically efficient onetime signature based on lattice-based assumptions, but they need to work with lattices with special structure (i.e. ideal lattices). As pointed out by the authors, it is desirable to avoid such extra assumptions while achieving a similar level of efficiency. Our construction removes this extra assumption, while still providing a signature of size O(k log k). However, the verification key and the signing cost for our scheme are larger than theirs.
Recently, Cash et al. [15] designed digital signature schemes based on worstcase lattice-based assumptions in the standard model. However, the signature size in their constructions is in the order of O(k 2 log k). In [11] Boyen improved their result by building a signature scheme with signature size linear in k, while the verification key size is still significantly longer than ours (i.e. cubic in k).
