Abstract-This technical note discusses a contact-force control problem of a one-link flexible arm. This flexible arm includes a Timoshenko beam, and thus we call it the flexible Timoshenko arm. The primary aim is to control the contact force at the contact point. To do so, we first apply our previously proposed force controller, which exponentially stabilizes the closed-loop system of a flexible Euler-Bernoulli arm, to the force-control problem of the flexible Timoshenko arm. We then show that our previously proposed force controller cannot exponentially stabilize the flexible Timoshenko arm. Next, we consider the flexible Timoshenko arm, which is making contact with a soft environment. By utilizing the damping force in the soft environment, as well as the controller, we try to overcome the problem. We then prove the exponential stability of the closedloop system. Finally, we provide simulation results, and consider the validity of our force controller.
I. INTRODUCTION
A flexible arm is a robotic arm with elastic links. The dynamics of the elastic links are expressed by partial differential equations (PDEs), and the dynamics of the actuators, tip load, and others are expressed by ordinary differential equations (ODEs). Thus, the flexible arm is a hybrid PDE-ODE system. For the dynamics of flexible arms, the Timoshenko beam is widely used to represent the dynamics of the elastic links, and we describe such arms as flexible Timoshenko arms. There have been several relevant previous studies of the flexible Timoshenko arm as a hybrid PDE-ODE system [1] - [8] .
These studies mainly focused on vibrations control which is generally insufficient to enable the flexible arm to be used for complex tasks. It is also important to control the contact force that the end-effector of the flexible arm exerts on an object or the environment [9] , [10] . In this technical note, we focus on a force control problem of a one-link flexible Timoshenko arm in infinite dimensional settings.
There have been a few studies of the contact-force control of a flexible arm based on the infinite dimensional model [11] - [18] . These studies [11] - [15] considered the force-control problem for a one-link flexible arm modeled by an EulerBernoulli beam, and asymptotic/exponential stabilizing controllers were proposed. On the other hand, studies have also discussed cooperative tasks [16] - [18] , which are the typical tasks of force control, by multiple flexible arms also modeled by Euler-Bernoulli beams. However, to the best of our knowledge, there has not yet been a research conducted on force control for a flexible Timoshenko arm based on the infinite dimensional model. The Timoshenko beam includes the effects of shear and rotation in the Euler-Bernoulli beam, and thus is a modified model for a non-slender beam and high-frequency response. Therefore, the Timoshenko beam can be used in a wider range of applications than the Euler-Bernoulli beam [19] , [20] . The contact-force control problem of the flexible Timoshenko arm is a challenging and important problem, and thus we deal with it in this technical note.
First, we apply our previously proposed force controller [14] , [17] to the force-control problem of the flexible Timoshenko arm making contact with a rigid environment. Here, our controller was proposed for force-control of a flexible Euler-Bernoulli arm as it made contact with a rigid environment, and the controller exponentially stabilized the closed-loop system. Using this controller, we show that force control of the flexible Timoshenko arm is realized. We note here that there is a controller that exponentially stabilizes the Euler-Bernoulli beam but destabilizes the Timoshenko beam in the case of the vibration-suppression problem (this was not the contact-force control problem; also, in that case, the system was not modeled by the hybrid PDE-ODE but by the PDE model) [21] . However, the controller in this technical note does not create such a problem. In addition, we show that our previous controller asymptotically stabilizes the closed-loop system of the flexible Timoshenko arm but cannot exponentially stabilize it.
To overcome this problem, we consider the contact-force control problem of the flexible Timoshenko arm making contact with a soft environment. By utilizing the damping force of the soft environment, we prove the exponential stability of the closed-loop system using the frequency domain method. From a practical point of view, there are many situations in which the environment is soft rather than rigid, and thus the contact-force control problem in a soft environment is an important one.
This technical note is organized as follows. In Section II, we describe the mathematical model of a one-link flexible Timoshenko arm constrained to a rigid environment. Further, we formulate the contact-force control problem, and introduce our previously proposed force controller. Section III describes the semigroup setting of the system, as well as its asymptotic stability and non-exponential stability. We improve the mathematical model to that of a one-link flexible Timoshenko arm making contact with a soft object, and discuss its semigroup setting in Section IV, then prove its exponential stability in Section V. The simulation results are shown in Section VI. Finally, Section VII presents our conclusions. Fig. 1 shows a constrained one-link flexible Timoshenko arm. One end of the arm is fixed to the rotational motor. The other end makes contact with the surface of a rigid object, and thus the arm has a pinned boundary at the tip, as shown in [22] . The flexible arm rotates in the horizontal plane, and is not affected by the acceleration of gravity. With length l, mass density ρ, cross sectional area A, area moment of inertia I, Young's modulus E, shear modulus G, and shear coefficient κ, the flexible arm satisfies the Timoshenko beam hypothesis.
II. DESCRIPTION OF THE PROBLEM

A. Dynamics of a Constrained Flexible Timoshenko Arm
In Fig. 1 , XY is an absolute coordinate system and xy is a local coordinate system. In addition, xy rotates with the motor. Let J, τ m (t), and θ(t) be the inertia moment, torque, and rotational angle of the motor, respectively. Further, let w(x, t) and φ(x, t) be the transverse displacement of the flexible arm at time t and spatial point x ∈ (0, l), and the rotation of the cross section due to bending deformation, respectively. Note that w(x, t), φ(x, t), and θ(t) are assumed to be small.
The boundary at the tip makes contact with the surface of the rigid object, and thus we obtain the following geometric constraint: Λ ≡ lθ(t) + w(l, t) = 0. The kinetic energy E k and the potential energy E p of the overall system are given by the following:
2 dx, where, ρ 1 = ρA, ρ 2 = ρI, K = κGA, a dot denotes the time derivative, and a prime denotes the partial derivative with respect to x. Here the virtual work is given by δW = τ m (t)δθ(t).
Now we can obtain the following equations of motion by applying Hamilton's principle and the Lagrange multiplier, and using the procedure described in [14] : for x ∈ (0, l) and t ≥ 0
with the algebraic relation
where λ(t) is the Lagrange multiplier and is equivalent to the contact force, which arises in the direction along the normal vector of the constraint surface.
B. Control Objective
To control the contact-force at the tip of the arm, we set the control objective as follows: to construct a controller satisfying
where λ d is the constant desired contact force. At the desired equilibrium point (λ(t) = λ d ,ẇ(x, t) =φ(x, t) =θ(t) = 0), w(x, t) and φ(x, t) become functions of the variable x, and θ(t) becomes constant. Thus, we describe them as w d (x), φ d (x), and θ d , respectively. By substituting these into (1)- (5), we obtain: Based on these considerations, we consider a force controller that realizes the following:
C. Our Previously Proposed Force Controller
To achieve the objectives stated in (8), first we use our previously proposed force controller [14] , [17] 
where the feedback gaink i , i = 1, . . . , 4, is a positive constant. This controller was proposed for the contact-force control of a flexible Euler-Bernoulli arm with a rigid environment. Here, we use this controller for the contact-force control of the flexible Timoshenko arm. In this controller, the first and second terms are for φ(x, t) → φ d (x) andφ(x, t) → 0, and the third and the fourth terms are for
is satisfied in the steady state, then w(x, t) = w d (x) and λ(t) = λ d are satisfied. Thus, the controller (9) has the potential to realize (8) . In previous studies, the controller in [14] had no third and fourth terms, while the controller used in [17] did have the third and the fourth terms. In the case where the controlled system is the flexible Timoshenko arm, we need to introduce the third and the fourth terms for the state space H, defined in (16) , to become a Hilbert space under the inner product (17) .
III. CLOSED-LOOP SYSTEM AND ITS STABILITY
A. Semigroup Setting
Now let us introduce new variables
based on the procedure described in [14] , [17] . Then, the equations of motion become simple, the equilibrium point is moved to its origin, and the closed-loop system can be rewritten as follows: for x ∈ (0, l) and
where
To formulate the closed-loop system in an appropriate Hilbert space, let us introduce the following Hilbert space:
where the space
, and C is the set of complex numbers. In space H, we define the inner product as follows:
It can be shown that H, together with (17), becomes a Hilbert space. In addition, we also define a linear operator A :
with domain
The closed-loop system (11)- (14) can then be written as the following first-order evolution equation on H:
T is the state, and z 0 is the initial value.
B. Properties of the Closed-Loop System
We obtain the following lemmas for the properties of the closed-loop system:
that is, if D > 0, then the operator A generates a C 0 -semigroup of contractions. In addition, the operator A −1 is compact.
Therefore, the spectrum σ(A) of the operator A consists only of the isolated eigenvalues.
Proof: First, we show that the operator A is dissipative. For
This means that the operator A is dissipative. Next, we show that 0 ∈ ρ(A), where ρ(A) is the resolvent set of the operator A. For any givenẑ = (û 1 2 , and η in this equation leads to the following equations:
Now, we integrate the first equation of (23) and substitute it into the second equation of (23) . The obtained equation then yields
, is a constant, which is to be determined by the boundary conditions. Further, from the first equation of (23) and u 2 , we obtain u 1 
Substituting these solutions into the remaining boundary conditions, we get the matrix form
where M ∈ C 3×3 is a matrix and f i , i = 1, 2, 3, is a scalar. A straightforward calculation shows det M = 1/(k 3 l/K + k 1 l 2 + k 3 l 3 /(3EI)) = 0, and thus the coefficient C i , i = 1, 2, 3, can be uniquely determined. The remaining unknowns v 1 , v 2 , and η can be found using u 1 and u 2 . Therefore, we obtain 0 ∈ ρ(A).
As the operator A is dissipative and 0 ∈ ρ(A), we conclude that the operator A generates a C 0 -semigroup of contractions [23] .
Finally, the compactness of the operator A −1 is a direct consequence of Sobolev imbedding [24] .
Let T (t) be a C 0 -semigroup of contractions generated by the operator A. Then, Lemma 1 means that the closed-loop system (20) has a unique solution
Further, y 1 and y 2 ∈ H 2 (0, l) in the solution, and thus the contact force
Lemma 2: We assume that (21) holds. Then, there are no eigenvalues on the imaginary axis.
Proof: Let s ∈ iR, s = 0, and ϕ = (ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 , ϕ 5 ) T ∈ D(A) be an eigenvalue and the corresponding eigenfunction of the operator A, respectively. Note here that we have shown that zero is not an eigenvalue, in Lemma 1. Then, we obtain Re Aϕ, ϕ H = 0, which, together with (22) give ϕ 4 (0) = 0 and k 1 EIϕ 3 (0) − k 3 ϕ 3 (0) = 0. Based on these relations, let us consider the eigenvalue problem Aϕ = sϕ. Eliminating ϕ 2 , ϕ 4 , and ϕ 5 , we obtain the following equations:
The first three equations in (24) give
where a = ρ 1 s 2 /K, b = (ρ 2 s 2 + K)/EI, and c = −K/EI. In addition, μ 1 and μ 2 are roots of the polynomial μ 2 − (a + b + c)μ + ab = 0, and we can show that μ 1 = μ 2 using the same procedure described in [25] . The constant c 1 is determined by the remaining boundary conditions. Now, the functions given by (25) together with the boundary condition ϕ 3 (l) = 0 and the fact μ 1 = μ 2 lead to ϕ 1 (x) = ϕ 3 (x) = 0. This means ϕ = 0, which contradicts the fact that φ is an eigenfunction. Therefore, there are no eigenvalues on the imaginary axis.
For the asymptotic stability of the closed-loop system, we summarize the following theorem:
Theorem 1: If the feedback gain k i , i = 1, . . . , 4, satisfies (21), then the closed-loop system (20) is asymptotically stable.
Proof: From Lemma 1 and 2, we can apply the Arendt-Batty theorem [26] to our system, which concludes that the closedloop system (20) is asymptotically stable.
C. Non-Exponential Stability of the Closed-Loop System
Next, we consider the spectrum analysis and show that the closed-loop system cannot be exponentially stable. Let us consider the eigenvalue problem Aϕ = sϕ, where s ∈ C is an eigenvalue of the operator A, and ϕ = (ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 , ϕ 5 )
T ∈ D(A) is the eigenfunction. Eliminating ϕ 2 , ϕ 4 , and ϕ 5 , we obtain the following equations:
where γ
Here, we are interested in whether the closed-loop system is exponentially stable. We thus study the asymptotic analysis of the eigenvalues with large moduli in the strip Π = {s ∈ C : −α ≤ Re(s) ≤ 0} for some α > 0, as was the case in [27] . For the eigenvalues with large moduli, we obtain the following lemma.
Lemma 3: We assume that γ 2 k 2 EI = 1 and γ 1 = γ 2 . Then, the eigenvalues s n , n = 1, 2, . . ., of the operator A with large moduli in Π have the following two asymptotic branches:
Proof: Let us consider the asymptotic analysis of the eigenvalues using the procedure developed in [28] . First we set
T . Then (26) can be rewritten as follows:
are the matrixes. Now we introduce new variable
and define the following:
We then obtain
In particular, the matrixM (s) can be expanded toM (s) = [28] :
whereΘ(x, s) =Θ 2 (x) +Θ 3 (x)/s + · · · is uniformly bounded, and E(s, x) = diag(e γ 1 sx , e −γ 1 sx , e γ 2 sx , e −γ 2 sx ).
The specific values ofΘ 0 (x),Θ 1 (x),Θ 2 (x), · · · can be derived by substituting (30) into (29), and by using the assumption γ 1 = γ 2 .
A fundamental solution Φ(x) to the original eigenvalue problem is Φ(x) = P (s)Ψ(x). Calculating the characteristic equation while considering this fact leads to
Here, we can solve Δ 1 = 0 using Rouche's theorem [28] and we obtain (27) . On the other hand, using the same procedure, Δ 2 = 0 gives (28) . From these, the spectrum σ(A) is simple, with sufficiently large moduli, and has two asymptotic branches (27) and (28) . In Lemma 3 we assumed that γ 2 k 2 EI = 1 and γ 1 = γ 2 . If we do not assume γ 2 k 2 EI = 1, the asymptotic branch (28) vanishes, and the spectrum σ(A) has only one branch (27) . On the other hand, it is known that the assumption γ 1 = γ 2 holds for physical systems; i.e., the equality γ 1 = γ 2 has no meaning from the physical point of view [29] .
Now we obtain the following theorem for non-exponential stability of the closed-loop system. Theorem 2: If the feedback gain k i , i = 1, . . . , 4, satisfies (21) and γ 1 = γ 2 is satisfied, then the closed-loop system (20) is non-exponentially stable.
Proof: Let T (t) be a C 0 -semigroup of contractions generated by the operator A. For the growth bound of T (t), ω 0 = inf t> 0 log T (t) /t, and the spectral bound of the operator A, s(A) = sup s∈σ (A ) Re(s), it is known that the inequality s(A) ≤ ω 0 always holds [30] . On the other hand, from Lemma 3, s(A) = 0 and the growth bound ω 0 does not become negative. Therefore, the closed-loop system (20) cannot be exponentially stable.
From Theorem 1 and 2, we could show that our previously proposed force controller [14] , [17] realized the force control of the flexible Timoshenko arm constrained to a rigid environment. In addition, the controller asymptotically stabilized the closedloop system, but could not exponentially stabilize it. In contrast to the dynamics of the Euler-Bernoulli beam, the Timoshenko beam has the dynamics of transverse displacement (1) , and the dynamics of the rotation of the cross section (2) . To correspond with these two dynamics, the eigenvalues of the operator A has two asymptotic branches. (Note that there are no eigenvalues by the dynamics of the motor at a place far enough away from the origin.) Although one of the two branches, (28) , is away from the imaginary axis, the remaining branch, (27) , approaches the imaginary axis, and thus the closed-loop system cannot be exponentially stable. Therefore we can declare that the controller (9) is not sufficient to control the dynamics of the transverse displacement and of the rotation of the cross section at the same time. To overcome this problem, we consider the flexible Timoshenko arm making contact with a soft object. By utilizing the damping force of the soft object, as well as the controller, we try to realize the exponential stability of the closed-loop system.
Here, note that there have been many studies about the polynomial stability of Timoshenko beams [8] , [27] ; these, however, focused on the vibration-suppression of the Timoshenko beam, and not on the contact-force control problem of the flexible Timoshenko arm. Although we attempted to show the polynomial stability of the closed-loop system, we could not prove it. We consider this to be a problem for future research. Fig. 2 shows a one-link flexible Timoshenko arm constrained with a soft environment. To represent the soft object, we use the translational spring and damper, and the rotational damper. That is, we assume that one end of the arm is fixed to the control motor, and the other end is connected to the environment through the spring and dampers. The difference between Figs. 1 and 2 is the boundary at the tip of the arm. Since the tip makes contact with the surface of the object through the spring and dampers, the geometric constraint Λ = 0 vanishes. Further, due to the spring and the dampers, we need to consider the potential energy k e [lθ(t) + w(l, t)] 2 /2 and the dissipation energy
IV. FLEXIBLE TIMOSHENKO ARM WITH A SOFT ENVIRONMENT
A. A Flexible Timoshenko Arm With a Soft Environment
where k e , d e , and c e are the spring coefficient of the translational spring, the damping coefficient of the translational damper, and the damping coefficient of the rotational damper, respectively. Using Hamilton's principle and the Rayleigh dissipation function, we arrive at the following equations of motion of the system in Fig. 2 : for x ∈ (0, l) and t ≥ 0
Here, note that the contact force becomes
B. Control Objective
At the desired equilibrium point (λ(t) = λ d ,ẇ(x, t) = φ(x, t) =θ(t) = 0), the static transverse displacement w d (x), static rotation of the cross section φ d (x), and static angle of the motor θ d are related as follows:
(38) Here, θ d is affected by the translational spring.
C. Semigroup Setting
Using the variables (10) and (38), and using the controller (9), the equations of motion under the soft object can be rewritten as follows: for x ∈ (0, l) and t ≥ 0
The differences between the equations of motion (11)- (14) and (39)- (43) are the boundary conditions at x = l. Since the boundary conditions are different, the state space, the inner product, and the operator of the system are slightly altered.
As the state space, we introduce the following Hilbert space:
The state space H 2 , together with (45), becomes a Hilbert space. Further, we also define a linear operator B :
The closed-loop system (39)-(43) can then be written as a first-order evolution equation on H 2 ,
As the properties of the new closed-loop system, we obtain the following lemma:
Lemma 4: If the feedback gain k i , i = 1, . . . , 4, satisfies (21), then the operator B generates a C 0 -semigroup of contractions. Further, the operator B −1 is compact. Therefore, the spectrum σ(B) of the operator B consists only of the isolated eigenvalues.
Proof: We show that the operator B is dissipative. For any
, it follows that:
Hence, the operator B is dissipative. The facts that 0 ∈ ρ(B) and B −1 is compact are straightforward, and we easily obtain them using the same procedure as in Lemma 1; thus we omit them here. From these facts, the proof is completed
V. EXPONENTIAL STABILITY
Although we tried to show the exponential stability of the closed-loop system using the energy-Lyapunov method, we could not find the appropriate Lyapunov functional. Instead, we investigate the exponential stability using the frequency domain method. According to this method, we need to show the following two facts to prove exponential stability [23] :
(ii) lim
Below, we show fact (i) in Lemma 5, and (ii) in Lemma 6. Lemma 5: Assume that the feedback gain k i , i = 1, . . . , 4, satisfies (21) . Then, iR ⊂ ρ(B).
Proof: We have shown that the spectrum σ(B) consists only of the isolated eigenvalues in Lemma 4. Thus, to prove that the imaginary axis belongs to the resolvent set ρ(B), we show that there are no eigenvalues on the imaginary axis.
Let
be an eigenvalue and the eigenfunction of the operator B, respectively, where β ∈ R. Now let us consider the eigenvalue problem Bϕ = sϕ. Here, we have shown that 0 ∈ ρ(B), and thus β = 0. Then, we can obtain Re Bϕ, ϕ H 2 = 0, and this means:
(52) Eliminating ϕ 2 , ϕ 4 , and ϕ 5 in the equation Bϕ = sϕ, and using (52) leads to (24) with ϕ 3 (l) = 0. Therefore, from Lemma 2, the eigenvalue problem Bϕ = sϕ has only a zero solution, and thus the proof is complete.
Lemma 6: Assume that the feedback gain k i , i = 1, . . . , 4, satisfies (21) . Then, (51) holds.
Proof: According to the contradiction argument method [23] , if (51) is false, then there exists a sequence β n ∈ R with β n → ∞, and a sequence z n ∈ D(B) with z n H 2 = 1 such that:
where z = (u 1n , v 1n , u 2n , v 2n , η n ) T , and ϕ n = (ϕ 1n , ϕ 2n , ϕ 3n , ϕ 4n , ϕ 5n )
T . Here, (53) leads to the following:
Now we show the contradictions of z n H 2 =1, i.e., z n H 2 → 0. First, we derive the required estimations for the proof. From (53), we obtain Re (iβ n − B)z n , z n H 2 → 0 and this means
Here, using (57), (59), and (60) leads to
The following are obtained from ϕ n H 2 → 0:
In addition, (62) and (A1) give
From the first equation in (54), the first equation in (55), (60), (62), and the trace theorem, we have
Further, using (58), (60), and (64), we obtain
Next, combining the two equations in (54), multiplying the obtained equation by xu 1n , and integrating it yields
Here, a simple calculation using (57), (63), (64) 
(67) Similarly, if we combine the two equations in (55), multiply the obtained equation by x u 2n , and integrate it, then the calculations using (61), (63), (64), and the boundedness of z n H 2 lead to
By taking the sum of (67) and (68), we obtain
Here, each coefficient is positive, and thus we obtain
(69) In addition, we also obtain the following from the first equations in (54) and (55), and (63) and (69):
Finally, using (61), (64), (69), (70), and noting that
we obtain z n H 2 → 0, and this is the contradiction of z n H 2 = 1. Thus, the claim is proved. Lemma 5 and 6 are summarized in the following theorem for the exponential stability of the closed-loop system (48).
Theorem 3: Assume that the feedback gain k i , i = 1, . . . , 4, satisfies (21) . Then, the closed-loop system (48) is exponentially stable.
Proof: Lemma 5, 6 , and the frequency domain method [23] leads to the exponential stability of the closed-loop system.
VI. SIMULATIONS
We investigate the energy decay of the closed-loop system with both a rigid and a soft environment. To avoid numerical errors, we use the following small parameters in the simulations: ρ 1 = 0. for the soft environment. In Fig. 3(a) , the solid line represents E 2 , and the dotted line E 1 . Both energies converge to zero, and we see that convergence speed in the soft environment is faster than that in the rigid environment. The soft environment has the damping forces of the soft object in addition to the controller, so that the fast convergence speed is expected.
On the other hand, we also carried out numerical simulations to investigate whether the condition (21) is necessary for stability. For this purpose, we consider the same simulation described above in the following four cases: (i) k 1 is changed (we considered four k 1 : k 1 = 2, 1, 0.5, 0.14) while k 2 = 0.1, k 3 = 2, and k 4 = 0.1; (ii) k 2 is changed (four k 2 : k 2 = 0.2, 1, 2, 2.9) while k 1 = 4, k 3 = 2, and k 4 = 0.1; (iii) k 3 is changed (three k 3 : k 3 = 10, 11, 15 for the rigid environment case and k 3 = 11, 15, 22 for the soft environment case) while k 1 = 4, k 2 = 0.1, and k 4 = 0.1; and (iv) k 4 is changed (four k 4 : k 4 = 0.05, 0.01, 0.005, 0.001) while k 1 = 4, k 2 = 0.1, and k 3 = 2. Here, the changing ranges of the gains are set so that k 1 + k 2 D > 0 and D ≤ 0 are satisfied. Here note that k 1 + k 2 D > 0 is required for E 1 and E 2 to be well defined. As an example, we show the results of case (iii) in Fig. 3(b) and (c). Fig. 3(b) shows E 2 and (c) shows E 1 . We can see E 1 diverges when k 3 is larger than 11. On the other hand, E 2 diverges when k 3 is larger than 15. Thus, both cases have stable situation even if we set the feedback gains so that D < 0. In particular, we also confirmed that the soft environment had a slightly wider stable range than the rigid environment. On the other hand, in cases (i) and (iv), the convergence speed of the energy is slow when k 1 and k 4 are small, but the energy does not diverge in either the case of the soft or rigid environment. Further, in case (ii), the convergence speed of the energy is high when k 2 is large; again, the energy does not diverge in either case. Therefore, from this point of view, we could confirm the possibility that stability would be maintained even if the condition (21) does not hold.
VII. CONCLUSION
The aim of this technical note was to realize contact-force control of a one-link flexible Timoshenko arm. To realize this aim, we first applied our previously proposed force controller to the problem of the flexible Timoshenko arm making contact with a rigid environment, and realized force control of a onelink flexible Timoshenko arm. At the same time, we also showed that the closed-loop system could not be exponentially stable. To overcome this problem, we considered the flexible Timoshenko arm making contact with a soft object. By utilizing the damping force of the soft object, as well as the controller, we realized exponential stability of the closed-loop system. Furthermore, we investigated the energy decay of the closed-loop system under the rigid and soft environments, and investigated the differences between these systems. The Timoshenko beam can be used in a wider application than the Euler-Bernoulli beam, and thus its force control is a generally important issue in order for the flexible arm to be useful for more complex tasks.
APPENDIX
We show the following estimate, which is used in the proof of Lemma 6:
for a positive constant γ 1 , where
for (u 1 , u 2 ) ∈ H 1 0 (0, l) × H 1 (0, l). Here, note that the following discussion is also valid for (u 1 , u 2 ) ∈H 
where γ 2 is a positive constant. On the other hand, integrating the equation |u 2 − u 1 | 2 = |u 2 | 2 − 2 Re(u 2 u 1 ) + |u 1 | 2 and using the inequality 2|a| |b| ≤ δ|a| 2 + |b| 2 /δ for a, b ∈ C, δ ∈ R, δ > 0, gives
Therefore, using this estimate and (A4), we obtain
where γ 3 = min{γ 4 , γ 5 }, γ 4 = min{EI/2, k 3 /(2k 1 )}/γ 2 + K(1 − δ)/2, γ 5 = K(1 − 1/δ)/2, and we set 1 < δ < 1 + 2 min {EI/2, k 3 /(2k 1 )} /(Kγ 2 ). Thus, we obtain (A1) by using (A4) and (A5).
