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Abstract—A new frequency switching receiver structure is
proposed for simultaneous wireless information and power trans-
fer in multi-carrier communication systems. Each subcarrier is
switched to either the energy harvesting unit or the information
decoding unit, according to the optimal subcarrier allocation.
To implement the system, one-bit feedback is required for each
subcarrier. Two optimization problems are defined, converted to
binary knapsack problems, and solved using dynamic program-
ming approaches. Upper bounds are obtained using continuous
relaxations. Power allocation is integrated to further increase
the performance. Numerical studies show that the proposed
frequency switching based model is better than existing models
in a wide range of parameters.
Index Terms—RF energy harvesting, simultaneous wireless
information and power transfer (SWIPT), frequency switching,
multi-carrier, OFDM.
I. INTRODUCTION
Simultaneous wireless information and power transfer
(SWIPT) concept, which is recently developed in the liter-
ature, integrates wireless power transfer to communication
technologies [1]. The main goal of SWIPT is to provide energy
to the receiver by means of radio frequency (RF) signals
captured from the transmitter, while transmitting information.
Actually, the process of decoding information and harvesting
energy from the same RF signal simultaneously is not possible
for practical circuits. In [2], time switching (TS) and power
splitting (PS) based practical receiver designs are proposed for
the co-located receivers. In TS designs, the receiver antenna
switches between the energy harvester and the information
decoder according to a time schedule. On the other hand,
in PS designs, the received radio signal is divided into two
signals with desired powers for the energy harvester and the
information decoder. In [3], dynamic PS operation scheme is
proposed for separated and integrated receiver architectures.
In multi-carrier communication (MCC), the available band-
width is divided into a number of narrowband subcarriers
to obtain flat channels and high data rate. Based on nar-
rowband subcarrier structure, MCC is an appropriate tech-
nique for SWIPT systems. In this context, in [4], a dual-
antenna mobile architecture and a framework are presented
for realizing SWIPT in broadband wireless systems. In [5], an
algorithm is proposed to optimize TS and power allocation
jointly for multi-carrier relay network. While these works
exploit frequency diversity in multi-carrier based approaches
Fig. 1. System model for simultaneous wireless information and power
transfer with FS receiver.
to improve the efficiency, they use PS or TS techniques to
share the received signal between the information decoder
and the energy harvester. In [6], in order to exploit frequency
diversity, the subcarrier seperation scheme is proposed in a
multiuser OFDM system. Although the transfer of information
and power on different subcarriers is adopted in [6], the
structure and implementation model of receiver is not given.
Additionally, the maximization of total harvested power under
the channel capacity constraint is not considered.
In this paper, we propose a new receiver structure making
use of frequency switch (FS) to improve the performance
of SWIPT in MCC systems, using one-bit feedback per
subcarrier. We define two different optimization problems,
based on the power and channel capacity requirements of the
system, and convert them to binary knapsack problems that
can be addressed using dynamic programming approaches.
We also provide upper bounds for the achievable information
and power transfer limits. We then optimize transmit power
levels to further improve the performance. Numerical results
are provided and compared with TS and PS based receivers.
II. SYSTEM MODEL AND RECEIVER STRUCTURE
The considered MCC system consists of a transmitter and
a receiver, as illustrated in Fig. 1. The transmitter sends both
information and power in the same multi-carrier symbol to the
receiver that is equipped with both an information decoder and
an energy harvester. Assuming K subcarriers that are non-
ar
X
iv
:1
70
5.
03
36
6v
1 
 [c
s.I
T]
  2
4 M
ar 
20
17
Fig. 2. Internal structure of the proposed frequency switch. Band pass filter
for each subcarrier is denoted by BPF k, k = 1, 2, . . . ,K. Here, SA, ID, and
EH represent subcarrier allocation, information decoder, and energy harvester,
respectively.
overlapping in the frequency spectrum, the received symbol
on the kth subcarrier can be modeled as
Yk =
√
Pt,kHkXk + Zk, k = 1, 2, . . . ,K. (1)
Here, Xk represents the transmitted symbol on the kth subcar-
rier. Zk is the complex additive white Gaussian noise (AWGN)
with zero mean and σ2z variance. Hk is the channel coefficient
affecting the transmitted symbol between the transmitter and
the receiver. We denote the average transmit power on each
subcarrier by Pt,k, and assume that E[|Xk|2] = 1, ∀k. E[·]
represents the expectation operator.
In the proposed FS receiver, we target to utilize each
subcarrier for either information or power transfer. The internal
structure of an examplary frequency switch is shown in Fig.2.
This can be realized as a filterbank [7], [8]. Since it is proven
that energy harvesting is possible in baseband [3], [9], the
frequency switch first performs baseband conversion, then,
after band pass filtering it performs switching of subcarriers
to the information decoder or the energy harvester dynam-
ically, depending on the subcarrier allocation (SA) scheme.
The proposed receiver can be used in filterbank multi-carrier
communication (FBMC) and orthogonal frequency division
multiplexing (OFDM) systems.
In order to optimally allocate subcarriers to information and
power transfer functionalities, we need to consider the channel
capacity and the harvested power. To identify the subcarrier
set to be used for information transfer, the channel capacity
(Ck) of the kth subcarrier can be obtained as
Ck = B log2(1 + |Hk|2γk), (2)
where B is the subcarrier bandwidth and γk represents the
average signal to noise ratio, expressed as γk = Pt,k/σ2z .
The channel capacity is proportional to the square of channel
coefficient, Ck ∝ |Hk|2γk, in dB scale.
On the other hand, to determine the subcarrier set that will
be used for power transfer, we can consider the relationship
between the channel coefficient and the harvested power from
kth subcarrier (Qk) expressed as [3]
Qk = ηk|Hk|2Pt,k, (3)
where ηk is the conversion efficiency of RF signal to direct
current signal for each subcarrier channel. The value of ηk
mainly depends on the design of the energy harvester, which
can be around 0.5 in commercial applications [10]. It can be
seen that the harvested power is also proportional to the square
of channel coefficient, Qk ∝ |Hk|2γk, in linear scale.
In the proposed system, it is assumed that the channel
coefficients are available at the receiver. On the receiver side,
we define an optimization problem and run a SA algorithm.
The outcome of the algorithm, indicating the functionality
of each subcarrier, is fed to both the frequency switch and
to the transmitter using a feedback channel, requiring one-
bit information for each subcarrier. Let S represents the
set of subcarriers to be used for information transfer. Then,
Sc = {1, 2, . . . ,K} \ S becomes the subcarrier set to be used
for power transfer. The corresponding total channel capacity
(CT ) becomes
CT =
∑
k∈S
B log2(1 + |Hk|2γk), (4)
and the total harvested power (QT ) can be calculated as
QT =
∑
k∈Sc
ηk|Hk|2Pt,k. (5)
There is a clear tradeoff in the selection of S and Sc in terms of
the total channel capacity versus the total harvested power. The
channel coefficients and the transmit powers have an important
role on both quantities. Based on these two parameters, it can
be concluded that the performance of the SWIPT system can
be increased in terms of either the channel capacity or the
harvested power, as will be investigated next.
III. SUBCARRIER ALLOCATION
The SA problem, i.e., selection of S (or equivalently Sc),
can significantly affect the performance of the SWIPT system
and can be formulated as an optimization problem. Here, it is
assumed that the transmit powers are equal, Pt,k = Pt,e, ∀k.
We concentrate on two optimization problems: maximizing the
total channel capacity while harvesting a desired amount of
power (P1), and maximizing the total harvested power while
satisfying a minimum channel capacity (P2). Let sk ∈ {0, 1}
be an indicator function, ∀k. sk = 1 indicates that the
subcarrier is allocated for the transmission of information.
Otherwise, i.e. sk = 0, the subcarrier is used for power
transmission. sck, an indicator function for the subcarrier to
be harvested, can be obtained as sck = 1− sk. We can define
vectors of these indicator fuctions as s = [s1, s2, . . . , sK ] and
sc = [sc1, sc2, . . . , scK ]. Note that sc = 1−s, where 1 is a vector
of ones of length K. The indices of ones in s (sc) consitute S
(Sc), respectively.
The first optimization problem, (P1), maximizing the total
channel capacity (CT ) while harvesting a minimum power
(Qmin) can now be stated as
(P1) :
max
s
K∑
k=1
skCk
s.t.
K∑
k=1
sckQk ≥ Qmin,
sk, s
c
k ∈ {0, 1},
sck = 1− sk.
(6)
The second optimization problem, (P2), maximizing the total
harvested power (QT ) while guaranteeing a minimum capacity
(Cmin) can be formulated as
(P2) :
max
sc
K∑
k=1
sckQk
s.t.
K∑
k=1
skCk ≥ Cmin,
sk, s
c
k ∈ {0, 1},
sck = 1− sk.
(7)
A. Dynamic Programming for Optimal Solutions
Dynamic programming breaks the problem down into
smaller problems, and reuses the solution of small problems
stored in the memory to find the optimal solution of the main
optimization problem [11]. In case of SA problems in (P1) and
(P2) dynamic programming can be used to obtain solutions.
Let the parameters of Qth =
∑K
k=1Qk − Qmin and
Cth =
∑K
k=1 Ck − Cmin respectively denote the channel
capacity threshold and the harvested power threshold. (P1)
can be converted to
(P1) :
max
s
K∑
k=1
skCk
s.t.
K∑
k=1
skQk ≤ Qth,
sk ∈ {0, 1},
(8)
and (P2) can be written as
(P2) :
max
sc
K∑
k=1
sckQk
s.t.
K∑
k=1
sckCk ≤ Cth,
sck ∈ {0, 1}.
(9)
We can clearly observe that (8) and (9) become a type of the
binary knapsack problem, a well-known discrete programming
problem [12]. Note that in the binary knapsack problem,
Qk, Ck, Qth, and Cth are positive integers. However, in
our case, although positive, they may not always be integers.
To overcome this limitation, we scale all values with a
proper factor. We also assume that the threshold values in
(8) and (9) are set as Qk ≤ Qth and Ck ≤ Cth, ∀k. Now,
the exact solution of (P1) and (P2) can be obtained using
algorithms based on dynamic programming and branch-and-
bound approach [13]. To determine the optimal solution with
dynamic programming, smaller problems can be formulated
using iterations, and a recursive formulation for the CT (QT )
can be obtained [14]. Finding the optimum solutions is also
possible with the brute-force approach at the expense of high
computational complexity. There are 2K possible subsets of
carriers, so the complexity becomes O(2K), where O(·) is
complexity notation. However, the complexity is reduced to
O(KQth) (for integer values of Qth) in (P1) with dynamic
programming.
B. Performance Bounds
Although a closed form expression is not available for (8) or
(9), we can obtain an upper bound (Cup or Qup) that ensures
CT ≤ Cup or QT ≤ Qup by utilizing continuous relaxation
of the binary knapsack problem [15]. For (P1), the ratios of
the channel capacity to the harvested power can be ordered in
a decreasing manner as
Cl1
Ql1
≥ Cl2
Ql2
≥ · · · ≥ ClK
QlK
, (10)
where li ∈ {1, . . . ,K}. Then, starting with subcarrier index
corresponding to the largest ratio (l1), the subcarrier channels
are chosen for the transmission of information, until the critical
subcarrier (ld1). The critical subcarrier is determined as the
first subcarrier that exceeds the harvested power threshold, and
its index is formally stated as
d1 = min
{
d :
d∑
i=1
Qli > Qth
}
, (11)
where d ∈ {1, . . . ,K}. In case of continuous relaxation, the
optimal solution for sli (sˆli) can be expressed as
sˆli =

1, i = 1, . . . , d1 − 1
1
Qld1
K∑
i=d1
Qli −Qmin, i = d1
0, i = d1 + 1, . . . ,K.
(12)
Hence, the upper bound of the total channel capacity becomes
Cup =
d1−1∑
i=1
Cli +
Cld1
Qld1
(
K∑
i=d1
Qli −Qmin
)
. (13)
Note that the optimal solution of the continuous knapsack
problem is considered as the upper bound for the optimization
problem (P1), where the integer constraint for sli is relaxed.
Applying the same procedure for (P2), by relaxing the
integer constraint for scli , the upper bound of the total harvested
power can be obtained as
Qup =
K∑
i=d2+1
Qli +
Qld2
Cld2
(
d2∑
i=1
Cli − Cmin
)
(14)
for
d2 = min
{
d :
K∑
i=d
Cli > Cth
}
, (15)
where d2 is the index of the critical subcarrier ld2 for (P2)
according to the order in (10).
IV. POWER ALLOCATION
In addition to the SA, it is possible to further increase
the performance of the system model with power allocation
(PA). We optimize each Pt,k value for given subcarrier sets
according to the defined optimization problems. This scheme
is referred to as subcarrier and power allocation (SPA). For
(P1) and (P2), the optimization problems are expressed as
(P3) :
max
Pt,c
CT
s.t.
∑
k∈S
Pt,k ≤ Pc (16)
according to the channel capacity and
(P4) :
max
Pt,q
QT
s.t.
∑
k∈Sc
Pt,k ≤ Pq (17)
according to the harvested power. Here, Pt,c and Pt,q are the
sets of transmit power values for k ∈ S and k ∈ Sc, respec-
tively. Pc and Pq represent the total transmit power allocated to
information transfer subcarriers and power transfer subcarriers,
respectively, Pc = Pt,e
∑K
k=1 sk and Pq = Pt,e
∑K
k=1 s
c
k.
Both of (P3) and (P4) are convex optimization problems.
In order to solve (P3), we define the Lagrange function as
L(Pt, λ) = CT + λ(Pc −
∑
k∈S
Pt,k) (18)
where λ is the Lagrange multiplier. By differentiating the
Lagrange function with respect to Pt,k, we obtain
Pt,k =
(
B
λ ln 2
− σ
2
z
|Hk|2
)+
, (19)
where (x)+ = max(0, x), and Bλ ln 2 is the water level.
The solution of the optimization problem (P4) is to allocate
all transmit power to the subcarrier that ensures the maximum
of ηk|Hk|2 value. It is expressed as
Pt,k =
{
Pq, k = arg max
k
(ηk|Hk|2)
0, otherwise
(20)
In case of limited transmit power value (Pt,max) for each
individual subchannel, a new constraint needs to be added to
(P4) as Pt,k ≤ Pt,max, ∀k. (P4) becomes
(P5) :
max
Pt,q
QT
s.t.
∑
k∈Sc
Pt,k ≤ Pq,
Pt,k ≤ Pt,max,∀k.
(21)
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Fig. 3. Optimal values of channel capacity for TS, PS, FS-SA, FS-SPA
and Cup for SA (Cup-SA) are plotted vs. 1/σ2z based on the optimization
problems (P1) and (P3). PT = 64 and 128 mW.
In that case, (P5) is a linear programming problem and solved
by the interior point method.
The subcarrier powers allocated according to the PA prob-
lems can be used in the SA problems. Moreover, the values
of decision variables calculated as the solutions of SA and
PA problems can be recursively used for both optimization
problems, to obtain a performance closer to the optimal so-
lution. Alternatively, the joint subcarrier and power allocation
can be considered as a future work, although it is possible to
encounter higher computational complexity.
V. NUMERICAL RESULTS
Numerical studies are conducted to demonstrate the per-
formance of the proposed SWIPT system. The results of
optimization approaches are compared with TS and PS based
receivers [2]. Monte Carlo simulations are run for 106 multi-
carrier symbols with K = 32 subcarriers. The parameters are
selected as B = 15 kHz and ηk = 0.5, ∀k. The total transmit
powers are PT = K × Pt,e = 64 and 128 mW. The channel
coefficients are Rayleigh distributed, path loss is not included.
Firstly, we examine the results of (P1) and (P3). The
minimum required power value is taken as Qmin = 12 mW.
For (P1), the transmit power for each subcarrier is constant,
Pt,k = Pt,e = 2 and 4 mW, ∀k. The obtained subcarriers
are used for (P3). The optimal values are calculated for SA
of FS (FS-SA) and SPA of FS (FS-SPA) as well as both TS
and PS based receivers. The channel capacity values versus
the inverse of noise variance are shown in Fig. 3. The total
channel capacity increases, in line with the upper bound in
(13). From the results, it can be seen that at higher (lower)
noise levels FS-SPA(PS) provides superior performance.
Considering (P2) with constant transmit power and (P5)
with Pt,max = 2.4, 4.8 mW and Cmin = 400 kb/s,
the harvested power values shown in Fig. 4 are obtained.
The harvested power increases with the increase of transmit
power. FS-SPA outperforms all other considered techniques.
0 0.5 1 1.5 2 2.5 3 3.5 4
20
30
40
50
60
70
80
1/σ
z
2
 [dB]
(b)
Q 
[m
W
]
 
 
PT=64 mW
PT=128 mW
FS−SPA
PS
Q
up− SA
FS−SA
TS
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Fig. 5. Average numbers of subcarriers allocated for information transfer and
power transfer are plotted vs. 1/σ2z for the optimization problems (P1) in (a)
and (P2) in (b), respectively. PT = 64 and 128 mW.
The average numbers of subcarriers allocated to information
transfer and power transfer are shown in Fig. 5 (a) and
(b), respectively. For (P1), the average number of subcarriers
allocated to information transfer increases slightly with the
decrease of noise variance. For (P2), the average number of
subcarriers allocated to power transfer rises noticeably with
the reduced noise variance, as expected.
VI. CONCLUSION
In this paper, a new receiver structure is proposed to
improve the performance of SWIPT in MCC systems. The
frequency switch in the receiver forwards subcarriers to either
the information decoder or the energy harvester. The optimal
subcarrier selection approaches are developed to maximize the
capacity or the harvested power using dynamic programming.
In addition, the transmit power is optimized to increase the
system performance. For the channel capacity, the proposed
system model performs better than TS and PS based models
particularly at high noise conditions. For the harvested power,
the proposed model outperforms the existing approaches.
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