Abstract. In this article we prove the strict monotonicity of the spectral radius of weakly irreducible nonnegative tensors. As an application, we give a necessary and sufficient condition for an interval hull of tensors to be contained in the set of all strong M-tensors. We also establish some properties of M-tensors. Finally, we consider some problems related to interval hull of positive (semi)definite tensors and P (P 0 )-tensors.
M-tensors. In [10] and [11] interval hull of positive (semi)definite matrices and P (P 0 )-matrices was studied. For each of these classes a necessary and sufficient condition for an interval hull of matrices to be in the class was given. In Section 5, we extend these results to interval hull of positive (semi)definite tensors and P (P 0 )-tensors.
2. Notation, definitions and known results. Let R n (C n ) denote the ndimensional real (complex) vector space. Let R n + (R n ++ ) denote the set of all real n-tuples with nonnegative (positive) entries respectively. Vectors are denoted by lower case letters (x, y, . . . ), matrices by upper case letters (A, B, . . . ) and tensors by calligraphic capital letters (A, B, . . . ). The i th entry of a vector x is denoted by x i , the (i, j) th entry of a matrix A is denoted by A ij and the (i 1 , . . . , i m ) th entry of a tensor A is denoted by A i1...im . For two m-order n-dimensional real tensors A and B, we write A ≤ B if A i1...im ≤ B i1...im for all 1 ≤ i 1 , . . . , i m ≤ n and A < B if A i1...im < B i1...im for all 1 ≤ i 1 , . . . , i m ≤ n. For a subset α of {1, . . . , n}, |α| denotes the number of elements of α.
Definition 2.1. A tensor A is said to be symmetric if its entries are invariant under any permutation of the indices {i 1 , . . . , i m }.
A particular example is the m-order n-dimensional identity tensor, denoted by I = (I i1...im ), defined as follows: . . , i m ∈ α. In [7] , the notion of irreducible tensors was introduced. Definition 2.3. An m-order n-dimensional tensor A = (A i1...im ) is called reducible if there exists a nonempty proper subset α ⊂ {1, . . . , n} such that A i1...im = 0 for all i 1 ∈ α and i 2 , . . . , i m / ∈ α. A tensor A is said to be irreducible if it is not reducible.
In [5] and [6] , the notion of weakly irreducible nonnegative tensors was introduced. With a nonnegative tensor A = (A i1...im ), we associate the nonnegative n × n matrix R(A): R(A) ij = {i2,...,im}∋j A ii2...im . Definition 2.4. A nonnegative tensor A = (A i1...im ) is said to be weakly reducible if R(A) is a reducible matrix. It is weakly irreducible if it is not weakly reducible.
The following result holds: The converse is true only for matrices, and not for higher order tensors. For x ∈ C n and a natural number k, the vector x [k] is the Hadamard power of x, i.e. x
[k] i = x k i for all i. For an m-order n-dimensional tensor A and for a vector x ∈ C n , Ax m−1 is the vector in C n defined by (Ax m−1 ) i = n i2,...,im=1 A ii2...im x i2 · · · x im . Now we recall the definition of eigenvalue of a tensor.
Definition 2.5. If a pair (λ, x) ∈ C × C n \ {0} satisfies the equation
, then λ is called an eigenvalue of A and x is called an eigenvector corresponding to the eigenvalue λ. If (λ, x) ∈ R× R n \ {0}, then λ is called an H-eigenvalue of A.
The spectral radius ρ(A) of a tensor A is defined to be max{|λ| : λ is an eigenvalue of A}.
The following result is an analogue for tensors of a special case of the spectral mapping theorem of matrices. 
The following result deals with the monotonicity of the spectral radius of nonnegative tensors. The following result establishes a relation between the spectral radius of a tensor and its principal subtensors.
The following result is the analogue of the Frobenius normal form of nonnegative matrices to weak irreducible nonnegative tensors.
Proposition 2.7. [6, Theorem 5.7] Let A be an m-order n-dimensional nonnegative tensor. If A is weakly reducible, then there exists a partition {α 1 , . . . , α k } of {1, . . . , n} such that every tensor in {A[α j ] : j ∈ {1, . . . , k}} is weakly irreducible and A ri2...im = 0 for all r ∈ α p , i j ∈ α q for some j ∈ {2, . . . , m} and p > q.
The next result establishes the relation between the spectral radius of a nonnegative tensor and that of its weakly irreducible subtensors considered as in the above theorem.
Proposition 2.8. [6, Theorem 5.8] Let A be an m-order n-dimensional weakly reducible nonnegative, and let {α 1 , . . . , α k } be a partition of {1, . . . , n} determined by
There is an analogue of the Frobenius normal form also for reducible nonnegative tensors. However, there is no result like Proposition 2.8 in that case. We refer to [6, Example 5.5].
3. Weakly irreducible nonnegative tensors. In this section we first recall (Proposition 3.1) a result about the dominant eigenvalue of an irreducible nonnegative tensor. We then prove a similar result for weakly irreducible nonnegative tensors, and use it in Theorem 3.4 to establish a strict monotonicity of the spectral radius of weakly irreducible nonnegative tensors. We can now state and prove the analogue of the above proposition for weakly irreducible nonnegative tensors. 
has at least one zero entry. Now, for i = 1, . . . , n, define the functions f i : R n −→ R as follows:
Let z ≥ y > 0 such that z j = y j for all j ∈ {k + 1, . . . , n} and z j > y j for all j ∈ {1, . . . , k}. Then, we have z i2 · · · z im − y i2 · · · y im > 0 for all i 2 , . . . , i m with at least one i j / ∈ {k + 1, . . . , n}. We claim that f i (z) > f i (y) for some i ∈ {k + 1, · · · , n}. If f i (z) = f i (y) for all i ∈ {k + 1, . . . , n}, then A ii2...im = 0 for all i ∈ {k + 1, . . . , n} and i 2 , . . . , i m with at least one i j / ∈ {k + 1, . . . , n}. Thus R(A) ij = 0 for all i ∈ {k + 1, . . . , n} and j / ∈ {k + 1, . . . , n}. Hence A is weakly reducible, a contradiction. Thus f i (z) > 0 for some i ∈ {k + 1, . . . , n}.
Choose z such that z ∈ B(y, δ) and z ≥ y with z j = y j for all j ∈ {k + 1, . . . , n} and z j > y j for all j ∈ {1, . . . , k}. Without loss of generality assume f k+1 (z) > 0. If we replace y by z, then f i (z) > 0 for all i ∈ {1, . . . , k + 1}, f i (z) ≥ 0 for all i ∈ {k + 2, . . . , n} and z ∈ R n ++ . Thus repeating the process at most (n − k) times, we get that for some In the next theorem we establish a relation between the spectral radius of a weakly irreducible nonnegative tensor and its principal subtensors. .
By the previous lemma,ȳ is the unique (up to scalar multiple) eigenvector of the weakly irreducible tensor A[α]. We may therefore assume thatȳ i = z i for every 1 ≤ i ≤ k. Since A is weakly irreducible, there exist 1 ≤ i ≤ k and i 2 , . . . , i m ∈ {1, . . . , n} at least one of which is greater than k, such that A ii2...im > 0. Thus using this specific i we get that
Now we are ready to prove the strict monotonicity of the spectral radius for weakly irreducible nonnegative tensors. 
Remark 3.1. From Theorem 3.3, it is clear that any nonnegative eigenvector of a weakly irreducible nonnegative tensor corresponding to the spectral radius must be positive.
4. Interval hull of M-tensors. In this section, we first recall the definition of M-tensors. In Theorem 4.1, we prove that a principal subtensor of an M-tensor (a strong M-tensor) is an M-tensor (a strong M-tensor). Then we prove some properties of M-tensors, and use them to prove one of the main results of this section, Theorem 4.3 about the interval hull of strong M-tensors.
We recall the definitions of Z-tensors, M-tensors and strong M-tensors from [4] and [15] .
Definition 4.1. Let A be an m-order n-dimensional tensor. Then A is called a Z-tensor if there exists a nonnegative tensor D and a real number s such that
It is well known that a principal submatrix of an M -matrix (invertible M -matrix) is an M -matrix (invertible M -matrix). In the following theorem we prove the same holds for M-tensors. Since each diagonal entry of a tensor is a principal subtensor, Theorem 4.1 yields a new proof to the following known result.
Corollary 4.1. [4, Propositions 4 and 15] The diagonal entries of an M-tensor (a strong M-tensor) are nonnegative (positive).
The following observation will be used in the study of interval hull of M-tensors. Observation 1. Let A be an M-tensor. If A = tI − E for some t ≥ 0 and E ≥ 0, then ρ(E) ≤ t. If A is a strong M-tensor and A = tI − E for some t ≥ 0 and E ≥ 0, then ρ(E) < t.
Proof. Let A = sI − D with D ≥ 0 and s ≥ ρ(D). Let A = tI − E. If s ≤ t, then A = tI − E = tI − ((t − s)I + D) and (t − s)I + D ≥ 0. Now, it follows from Proposition 2.2 and the nonnegativity of D that (t − s) + ρ(D) = ρ(E) and hence ρ(E) ≤ t. If s ≥ t, then A = sI − ((s − t)I + E) and (s − t)I + E ≥ 0. Again by Proposition 2.2, we have (s − t) + ρ(E) = ρ(D) and hence ρ(E) ≤ t. The proof for a strong M-tensor is similar.
In the next theorem we prove that if a Z-tensor B is greater than or equal to an M-tensor entry-wise, then B is also an M-tensor. A is a symmetric M-tensor (strong M-tensor) , then A + D is also a symmetric M-tensor (strong M-tensor).
In the following theorem we give a sufficient condition for the interior of the interval hull of two tensors to be a subset of the class of strong M-tensors. It is an application of the Frobenius normal form for weakly irreducible nonnegative tensors and the strict monotonicity of the spectral radius of weakly irreducible nonnegative tensors.
Theorem 4.3. Let A and B be two m-order n-dimensional tensors. Suppose that A ≤ B, A is an M-tensor and B is a strong M-tensor. Then C is a strong M-tensor for all C ∈ int(I (A, B) )
Proof.
Let A be an M-tensor and B be a strong M-tensor. If A is a strong M-tensor, then by Theorem 4.2, the elements of I(A, B) are strong M-tensors.
Without loss of generality assume A = tI − D and B = tI − E, t > ρ(E), t = ρ(D) and E, D ≥ 0. Let C ∈ int (I(A, B) ), then C = tI − F such that F ≥ 0. Since A ≤ C and A = C, we have D ≥ F and D = F .
Suppose F is weakly irreducible. Then by Theorem 4.2, C is a strong M-tensor. Suppose F is weakly reducible. Then by Propositions 2.7 and 2.8, there exists a partition {α 1 , . . . , α k } of {1, . . . , n} such that the principal subtensors of F corresponding to α i are weakly irreducible for all i = 1, . . . , n and ρ(F ) = ρ(F [α j ]) for some j. Since ρ(D) = t, by Proposition 2.6 we have
Thus we have that C is a strong M -tensor. Remark 4.1. In the above theorem, the condition that B is a strong M-tensor is necessary. As is evident from the proof, if B is an M-tensor but not a strong M-tensor, then any C ∈ int (I(A, B) ) is an M-tensor, but not a strong M-tensor.
5. Interval hull of P (P 0 )-tensors and Positive (semi) definite tensors. In this section, we establish for each of the following classes positive (semi)definite tensors, P (P 0 )-tensors, a necessary and sufficient condition for an interval hull of tensors to be a subset of the class. We assert that for checking the positive (semi)definiteness of the entire interval hull it is enough to check the positive (semi)definiteness of only finitely many tensors in that interval. Similarly for P (P 0 )-tensors. First we recall the definition of positive (semi)definite tensors.
For an m-order n-dimensional tensor A and a vector x ∈ C, the scalar Ax m is defined to be Ax m = n i1,...,im=1 A i1...im x i1 · · · x im . Definition 5.1 ([8] ). Let A be an m-order n-dimensional tensor. Then A is said to be a positive semidefinite tensor if for any vector x ∈ R n , Ax m ≥ 0, and A is called a positive definite tensor if for any nonzero vector x ∈ R n , Ax m > 0.
From the definition it is clear that, if m is odd, then there is no nontrivial positive semidefinite tensors. Next we recall the definition of P (P 0 )-tensors.
Definition 5.2 ([12]
). Let A be an m-order n-dimensional tensor. Then A is said to be a P -tensor if for any nonzero vector x ∈ R n , x i (Ax m−1 ) i > 0 for some i ∈ {1, . . . , n}, and A is called a P 0 -tensor if for any nonzero vector x ∈ R n , x i (Ax m−1 ) i ≥ 0 for some i ∈ {1, . . . , n} with x i = 0. Let Z = {(z 1 , . . . , z n ) ∈ R n : z i = ±1 for all i ∈ {1, . . . , n}}. For each z = (z 1 , . . . , z n ) ∈ Z we define the matrix D z to be the diagonal matrix with z 1 , . . . , z n as the diagonal entries.
For an interval hull I(A, B), its center and its radius, denoted by I c and ∆, respectively, are defined as follows:
I c = 
For an interval hull of tensors I(A, B) and for each z ∈ Z we define
It is easy to see that I z ∈ I(A, B) for all z ∈ Z.
For a vector x ∈ R n , we define its sign vector z = sgn(x) by
The following result is an extension of [11, Theorem 2.1] to tensors. Theorem 5.1. Let A and B be two m-order n-dimensional tensors and A ≤ B.
Assume that x ∈ R n and z = sgn(x). Then for each C ∈ I(A, B) and each i ∈ {1, . . . , n} we have
Let C ∈ I(A, B) and i ∈ {1, . . . , n}. Then,
Also we have z = sgn(x) and |x i | = z i x i for all i ∈ {1, . . . , n}. Now, 
