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Abstract: This article investigates unsupervised classification techniques
for categorical multivariate data. The study employs multivariate multino-
mial mixture modeling, which is a type of model particularly applicable
to multilocus genotypic data. A model selection procedure is used to si-
multaneously select the number of components and the relevant variables.
A non-asymptotic oracle inequality is obtained, leading to the proposal of
a new penalized maximum likelihood criterion. The selected model proves
to be asymptotically consistent under weak assumptions on the true proba-
bility underlying the observations. The main theoretical result obtained in
this study suggests a penalty function defined to within a multiplicative pa-
rameter. In practice, the data-driven calibration of the penalty function is
made possible by slope heuristics. Based on simulated data, this procedure
is found to improve the performance of the selection procedure with respect
to classical criteria such as BIC and AIC. The new criterion provides an
answer to the question “Which criterion for which sample size?” Examples
of real dataset applications are also provided.
Keywords and phrases: Categorical multivariate data, clustering, mix-
ture models, model selection, penalized likelihood, population genetics,
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1. Introduction
This article investigates unsupervised classification and variable selection in the
context of categorical multivariate data. Considering the frequencies of each
variable’s categories, the underlying population is assumed to be structured
into sub-populations of a certain unknown number K. The possibility exists
that only a subset S of the variables are relevant for clustering purposes. This
subset S may significantly influence the interpretation of results.
Building on Toussile and Gassiat (2009), we consider the modeling problem
of simultaneously selecting K and S in a density estimation framework. A penal-
ized maximum likelihood procedure is used, which also permits us to estimate
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the frequencies of the categories at the same time. Individuals are subsequently
clustered with the maximum a posteriori (MAP) method. Our study offers a
data-driven model selection criterion derived from a new non-asymptotic oracle
inequality.
Clustering of categorical multivariate data is used in many fields such as
social sciences, health, marketing, population genetics, etc. (see for instance
Collins and Lanza, 2010; McCutcheon, 1987; McLachlan and Peel, 2000). The
population genetics specific framework we develop applies to multilocus geno-
typic data. This type of data corresponds to a situation in which each variable
describes the generic variants or alleles of a genetic marker (called a locus).
For diploid organisms, which have one allele from each of their parents, two
unordered alleles are observed at each locus.
We use finite mixture models to investigate clustering in discrete settings,
under the common hypothesis that the variables are conditionally independent
with respect to each component of the mixture. In the literature, such models
are also known as latent class models, which were first introduced by Goodman
(1974). The family of latent class models has proven to be successful in many
practical situations (see for instance Rigouste, Cappe´ and Yvon, 2006).
Various model-based clustering methods for categorical multivariate data
have been proposed in recent years (Celeux and Govaert, 1991; Chen, Forbes
and Francois, 2006; Corander et al., 2008; Pritchard, Stephens and Donnelly,
2000). Several of these papers used a Bayesian approach (for details, see Celeux,
Hurn and Robert, 2000; Rigouste, Cappe´ and Yvon, 2006). Yet, the problem of
variable selection in clustering for categorical multivariate data was first ad-
dressed in Toussile and Gassiat (2009). The simulated data used in their study
suggested that a variable selection procedure could significantly improve clus-
tering and prediction capacities for our intended framework. Furthermore, the
article provided theoretical consistency results for BIC type criteria. Such crite-
ria are, however, known to require large sample sizes to attain their consistency
behavior in discrete settings (see also Nadif and Govaert, 1998).
We adopt an oracle approach to conduct the present study. It is not our aim to
choose the true model M(K0, S0) underlying the data, although our procedure
is found to also perform well in that respect. Instead, it is our intention to
propose a criterion that is designed to minimize a risk function based on the
Kullback-Leibler divergence of the estimated density with respect to the true
density. In this context, “simpler” models are preferable toM(K0, S0), for which
too many parameters may result in estimators that over fit the data. In fact, it is
unnecessary to assume that P0 belongs to one of the competing modelsM(K,S).
The non-asymptotic penalized criterion we propose in this paper is based
on the metric entropy theory and a theorem of Massart (2007). The new cri-
terion leads to a non-asymptotic oracle inequality, which compares the risk of
the selected estimator with the risk of the estimator that is associated with
the (unknown) best model (see Theorem 1 below). A large volume of literature
examines model selection through penalization from a non-asymptotic perspec-
tive. Research in this area is still in development and follows the emergence of
new sophisticated tools of probability, such as concentration and deviation in-
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equalities (see Massart, 2007, and references therein). This kind of approach has
only recently been applied to mixture models; Maugis and Michel (2011a) were
the first to use it for Gaussian mixture models. Our study focused on discrete
variables.
Nevertheless, the obtained penalty function presents certain drawbacks: The
function depends on a multiplicative constant for which sharp upper bounds
are not available, and it leads, in practice, to an over penalization that is even
worse than BIC. We therefore calibrate the constant with the so-called slope
heuristics proposed in Birge´ and Massart (2007). Slope heuristics, although only
fully theoretically validated in the Gaussian homoscedastic and heteroscedastic
regression frameworks (Arlot and Massart, 2009; Birge´ and Massart, 2007), have
been implemented in several other frameworks (see Lebarbier, 2002; Maugis
and Michel, 2011b; Verzelen, 2009; Villers, 2007, for applications in density
estimation, genomics, etc.). The simulations described in Subsection 5 illustrate
that our criterion behaves well with respect to more classical criteria such as
BIC and AIC, both in terms of density estimation (even when n is relatively
small) and true model selection. The criterion can be considered part of the
family of General Information Criteria (see for instance Bai, Rao and Wu, 1999,
whose criterion presents some analogy to slope heuristics).
Section 2 of this paper presents the mixture model framework and the model
selection paradigm. In Section 3 we describe and prove our main result, the or-
acle inequality. Section 4 examines the practical aspect of our procedure, which
was implemented in the stand-alone software MixMoGenD (Mixture Model using
Genotypic Data) that was first introduced in Toussile and Gassiat (2009). Simu-
lated experimental results are presented in Section 5, including a comparison of
our proposed criterion with classical BIC and AIC, considering both the selec-
tion of the true model and the density estimation. Examples of applications to
real datasets can be found in Section 6. Finally, the Appendices contain several
technical results used in the main analysis.
2. Models and methods
2.1. Framework
Consider independent and identically distributed (iid) instances of a multivari-
ate random vector X = (X l)1≤l≤L, where the number of categorical variables
L is potentially large. We investigate two main settings:
1. Each X l is a multinomial variable taking values in {1, . . . , Al}.
2. Each X l consists of a (unordered) set {X l,1, X l,2} of two (possibly equal)
qualitative variables taking their values in the same set {1, . . . , Al}.
Throughout this article, these two settings are referred to as Case 1 and Case 2.
In both cases, numbers denoted by Al are assumed to be known and to satisfy
Al ≥ 2.
Case 1 is generic, whereas Case 2 is more specific to multilocus data. Our
results (presented below) could easily be extended to other kinds of discrete
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models, provided it is possible to compute the metric entropies as described in
Section 3.
The studied sample is assumed to originate from a population structured
into a certain (unknown) number K of sub-populations (clusters), where each
cluster is characterized by a set of category frequencies. The (unobserved) sub-
population an individual comes from is denoted by the variable Z, which takes its
values in the set {1, . . . , k, . . . , K} of the different cluster labels. The distribution
of Z is given by the vector pi = (pik)1≤k≤K , where pik = P (Z = k). Variables
X1, . . . , XL are assumed to be conditionally independent given Z. For Case 2,
the X l,1 and X l,2 states of the lth variable are also assumed to be conditionally
independent given Z. In accordance with these assumptions, the probability
distribution of an observation x = (xl)1≤l≤L in a population k is given in the
following equations:
P (x| Z = k) =
L∏
l=1
P
(
xl|Z = k)
Case 1: P
(
xl|Z = k) = αk,l,xl
Case 2: P
(
xl|Z = k) = (2− 1xl,1=xl,2)αk,l,xl,1αk,l,xl,2 (1)
where αk,l,j is the probability of the modality j associated with the variable
X l in population k. The mixing proportions pik and the probabilities αk,l,j are
treated as parameters.
These assumptions, which are considered classical in latent class model liter-
ature, are known as Linkage Equilibrium (LE) and Hardy-Weinberg Equilibrium
(HWE) in the context of genomics. Such assumptions may seem simplistic be-
cause they disregard the migrations between populations and assume that the
parents of a given individual are taken uniformly at random in the population to
which the individual belongs. Nevertheless, these assumptions have proven use-
ful in describing many population genetic attributes, and they continue to serve
as a base model in the development of more realistic models of microevolution.
Simplified and misspecified models are often preferable to achieve greater pre-
cision with the oracle approach (as explained in the introduction). Use of these
preferred models introduces a modeling bias in order to obtain more robust esti-
mators and classifiers and also leads to a smaller estimation error. In particular,
the introduction of covariances is unlikely to produce better estimates because it
would increase the dimensions of the considered models. This fact also justifies
the following simplification:
It is possible that the structure of interest is contained in only a subset S
of the available variables L; the other variables may be useless and could even
hinder the detection of a reasonable clustering into statistically different popula-
tions. The frequencies of the categories are different in at least two populations
for the variables in S; we refer to them as clustering variables. For the other
variables, the categories are assumed to be equally distributed across the clus-
ters. The simulations performed in Toussile and Gassiat (2009) illustrate the
benefits of this approximation.
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In our case, βl,j denotes the frequency of the category j associated with the
variable X l in the whole population:
βl,j = α1,l,j = · · · = αk,l,j = · · · = αK,l,j for any l /∈ S and 1 ≤ j ≤ Al.
Clearly, S = ∅ if K = 1, otherwise S belongs to P∗(L), which is the set of all
nonempty subsets of {1, . . . , L}.
Summarizing these assumptions, we can express the likelihood of an obser-
vation x = (xl)1≤l≤L:
Case 1: P(K,S,θ)(x) =
[
K∑
k=1
pik
∏
l∈S
αk,l,xl
]
×
∏
l/∈S
βl,xl
Case 2: P(K,S,θ)(x) =
[
K∑
k=1
pik
∏
l∈S
(2− 1xl,1=xl,2)αk,l,xl,1 × αk,l,xl,2
]
×
∏
l/∈S
(2− 1xl,1=xl,2)βl,xl,1βl,xl,2
(2)
where θ = (pi, α, β) is a multidimensional parameter with
α = (αk,l,j)1≤k≤K; l∈S; 1≤j≤Al
β = (βl,j)l/∈S; 1≤j≤Al .
For a given K and S, θ = θ(K,S) ranges in the set
Θ(K,S) = SK−1 ×
[∏
l∈S
SAl−1
]K
×
∏
l/∈S
SAl−1, (3)
where Sr−1 = {p = (p1, p2, . . . , pr) ∈ [0, 1]r :
∑r
j=1 pj = 1} is the (r − 1)-
dimensional simplex.
Then, we consider the collection of all parametric models
M(K,S) =
{
P(K,S,θ) : θ ∈ Θ(K,S)
}
(4)
with (K, S) ∈ C := {(1, ∅)} ∪ (N\{0, 1})×P∗(L). To minimize the use of nota-
tions, we make frequent use of the single index m ∈ C instead of using (K, S).
Each model M(K,S) corresponds to a particular structure situation with
K clusters and a subset S of clustering variables. Inferring K and S presents
a model selection problem in a density estimation framework and also leads
to data clustering through the estimation θ̂ of the parameter θ(K,S) and the
prediction of the class z of an observation x by the MAP method:
ẑ = arg max
1≤k≤K
P(K,S,θ̂) (Z = k|X = x) .
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2.2. Maximum Likelihood Estimation
Our study implements the maximum likelihood estimator (MLE). For each
model M(K,S), the MLE corresponds to the minimum contrast estimator
P̂(K,S) = P(K,S,θ̂) of the log-likelihood contrast
γn (P ) = − 1
n
n∑
i=1
lnP (Xi) . (5)
The Kullback-Leibler divergence KL provides a suitable risk function that
measures the quality of an estimator in a density estimation. However, this
divergence also has disadvantages in the context of a discrete framework; in
fact, the MLE assigns a zero probability to any unobserved categories in the
sample. Consequently, the Kullback-Leibler risk
EP0
[
KL
(
P0, P̂(K,S)
)]
(6)
is infinite. In the following, we therefore consider a slightly different collection
Cε of competing models Mεm coupled with a threshold on the parameters of
ε > 0 :
MεK,S := {PK,S,θ(·)| θ = (pi, α, β) ∈ ΘK,S , αk,l,j ≥ ε and βl,j ≥ ε, ∀k, l, j} .
Such models disqualify probability distributions that assign too low of a proba-
bility (particularly zero) to certain categories. A good choice of ε can result in
the same collection of maximum likelihood estimators with a probability tend-
ing to one, as was demonstrated by a result obtained in (Toussile and Gassiat,
2009, Appendix D): if the true probability P0 of the observations is positive,
then for any (K, S) a real ε = εK,S > 0 exists, such that
−γn
(
P̂(K,S)
)
= sup
P∈MεK,S
{−γn(P )}+ oP0 (1) ,
where P̂(K,S) is the MLE in a non-truncated model.
For the sake of simplicity, Mε(K,S) is also denoted by M(K,S), and P̂(K,S)
represents a minimizer of the contrast γn withinMε(K,S). Additionally, because
we cannot discover more than n clusters from an n-sample, we only consider the
models indexed by (K,S) for which the number of clusters K is smaller than
the sample size n.
Let (K∗, S∗) be a minimizer over (K, S) of the Kullback-Leibler risk (6). The
ideal candidate density P̂(K∗, S∗), or oracle density, is not accessible because it
is dependent on the (unknown) true density P0. The oracle density is used
as a benchmark to quantify the quality of our model selection procedure: the
simulation performed in paragraph 5.2 compares the Kullback-Leibler risk of
the selected estimator P̂(K̂n, Ŝn) with the oracle risk.
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2.3. Model selection through penalization
Minimization of a penalized contrast is a common method to solve model se-
lection problems. The selected model M(K̂n,Ŝn is a minimizer of a penalized
criterion of the form
crit(K,S) = γn
(
P̂(K,S)
)
+ penn(K,S),
in which penn : C → R+ is the penalty function. Eventually, the selected
estimator becomes P̂(K̂n, Ŝn).
The penalty function is designed to avoid over-fit problems. Classical penal-
ties, such as those used in AIC and BIC criteria, are based on model dimen-
sions. In the following, we refer to the number of free parameters
D(K,S) = K − 1 +K
∑
l∈S
(Al − 1) +
∑
l/∈S
(Al − 1) (7)
as the dimension of the modelM(K,S). The penalty functions of AIC and BIC
are respectively defined by
penAIC (m) =
1
n
Dm;
penBIC (m) =
lnn
2n
Dm.
3. New criteria and non-asymptotic risk bounds
3.1. Main result
Our main result provides an oracle inequality for Case 1 and Case 2. This in-
equality links the Hellinger risk EP0 [h
2(P0, P̂(K̂n,Ŝn))] of the selected estimator
to the Kullback-Leibler divergence KL between the true density and each model
in the model collection. Recall that for two probability distributions P and Q,
and given s and t as density functions with respect to a common σ-finite mea-
sure µ, the Hellinger distance between P and Q is the quantity h(P,Q) defined
by
h(P,Q)2 =
∫ (√
s(x)−
√
t(x)
)2
dµ(x). (8)
Unlike KL, which is not a metric, the Hellinger distance h allowed us to take
advantage of the metric properties (metric entropy) of the models. Use of the
metric entropy may be avoided by directly investigating Talagrand’s inequality,
which forms the basis of our study. Such an investigation may then lead to
an oracle inequality directly on the Kullback-Leibler risk (6) and with explicit
constants; this remains to be done in our context. See (Maugis and Michel,
2011a, S 2.2) for more insight regarding this topic.
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Theorem 1. We consider the collection C of the models defined above and a cor-
responding collection of ρ-MLEs
(
P̂(K,S)
)
(K,S)∈C. Thus, for every (K, S) ∈ C,
we obtain
γn
(
P̂(K,S)
) ≤ inf
Q∈M(K,S)
γn(Q) + ρ.
Let Amax = sup1≤l≤LAl, and let ξ be defined by ξ =
4
√
LAmax
2L+1−1 in Case 1 and
ξ = 4
√
LAmax
22L+1−1 in Case 2, and assume ξ ≤ 1.
There exist absolute constants κ and C, such that whenever
penn(K,S) ≥ κ
(
5 +
√
max
(
lnn+ lnL
2
,
ln 2
2
+ lnL
))2
D(K,S)
n
(9)
for every (K, S) ∈ C, then the modelM(K̂n,Ŝn) exists, where (K̂n, Ŝn) minimizes
crit(K,S) = γn
(
P̂(K,S)
)
+ penn(K,S)
over C. Furthermore, whatever the underlying probability P0,
EP0
[
h2
(
P0, P̂(K̂n,Ŝn)
)]
≤ C
(
inf
(K,S)∈C
(
KL
(
P0,M(K,S)
)
+ penn(K, S)
)
+ ρ+
(3/4)L
n
)
where, for every (K, S) ∈ C, KL(P0,M(K,S)) = infQ∈M(K,S) KL(P0, Q).
We use the condition ξ ≤ 1 to avoid more complicated calculations in our
proof. In practice, ξ is very likely to be smaller than 1 (unless L is very small).
Consider the following:
• Theorem 1 is a density estimation result: it quantifies the quality of the pa-
rameter estimation, which defines the mixture density components. How-
ever, it is not easily connected to a classification result.
• The leading term of the penalty for large n is κ lnn2
D(K,S)
n , which is a
BIC type penalty function. Consequently, we can apply Theorem 2 from
Toussile and Gassiat (2009): when the underlying distribution P0 belongs
to one of the competing models, the smallest model (K0, S0) containing
P0 is selected with a probability tending to 1 as n approaches infinity.
• Such a penalty is not surprising in our context; it is, in fact, very similar
to the penalty obtained by Maugis and Michel (2011a) for a Gaussian
mixture framework.
• Sharp estimates of κ are not available. In practice, Theorem 1 is too con-
servative and leads to an over-penalized criterion that is outperformed
by smaller penalties. Therefore, Theorem 1 is mainly used to suggest the
shape of the penalty function
penn(K, S) = λ
D(K,S)
n
(10)
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where the parameter λ is chosen depending on n and the collection C —
but not on (K,S). Slope heuristics (Arlot and Massart, 2009; Birge´ and
Massart, 2007) can be used in practice to calibrate λ. This is done in
Section 4, where we use change-point detection (see Lebarbier, 2002) in
connection with slope heuristics.
• Because h2 is upper bounded by 2, the non-asymptotic feature of Theo-
rem 1 becomes important when n is large enough with respect to D(K,S).
But even with small values of n, the simulations performed in Subsec-
tion 5 show that the penalized criterion that is calibrated by using slope
heuristics maintains good behavior.
3.2. A general tool for model selection
Theorem 1 is obtained from (Massart, 2007, Theorem 7.11), whose research
investigated model selection problems by proposing penalty functions related
to geometrical properties of the models, namely metric entropy with bracketing
for the Hellinger distance.
We examine the following framework: Consider some measurable space (A,A),
and µ as a σ-finite positive measure on A. A collection of models (Mm)m∈C is
given, where each model Mm is a set of probability density functions s with
respect to µ. The following relation permits us to extend the definition of h to
the positive functions s or t, whose integral is finite but not necessarily 1. The
function defined by
√
s(x) =
√
s(x) is denoted by
√
s, and ‖ · ‖2 denotes the
usual norm in L2(µ); then
h(s, t) = ‖√s−√t‖2.
To restate the definition of metric entropy with bracketing, consider some
collection F of measurable functions on A and d as one of the following metrics
on F : h, ‖·‖1, or ‖·‖2. A bracket [l, u] is the collection of all measurable functions
f such that l ≤ f ≤ u. Its d-diameter is the distance d(u, l). Then, for every
positive number ε, N[·](ε, F, d) denotes the minimal number of brackets whose
d-diameter is no larger than ε, which is required to cover F . The d-entropy with
bracketing of F is defined as the logarithm of N[·](ε, F, d) and is denoted by
H[·](ε, F, d).
We assume that for each model Mm the square entropy with bracketing√
H[·](ε,Mm,h) is integrable at 0. Consider some function φm on R+ with the
following properties:
(I). φm is nondecreasing, x 7→ φm(x)/x is nonincreasing on (0,+∞) and for
every σ ∈ R+ and every u ∈Mm∫ σ
0
√
H[·] (x, Sm(u, σ),h)dx ≤ φm(σ),
where Sm(u, σ) = {t ∈Mm : ‖
√
t−√u‖2 ≤ σ}.
(I) is satisfied, in particular with φm(σ) =
∫ σ
0
√
H[·](x,Mm,h)dx.
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Massart (2007) stated a separability condition, which was denoted (M) in the
text, to avoid measurability problems. This condition is easy to verify in our
context and we omit it for greater legibility of the theorem.
Theorem 2. Let X1, . . . , Xn be iid random variables with an unknown den-
sity s with respect to some positive measure µ. Let {Mm}m∈C be some at
most countable collection of models. We consider a corresponding collection
of ρ-MLEs (ŝm)m. Let {xm}m∈C be some family of nonnegative numbers such
that ∑
m∈C
e−xm = Σ <∞,
and for every m ∈ C, considering φm with property (I), define σm as the unique
positive solution of the equation
φm(σ) =
√
nσ2. (11)
Let penn : C → R+ and consider the penalized log-likelihood criterion
crit(m) = γn (ŝm) + penn(m).
Then, some absolute constants κ and C exist, such that whenever
penn(m) ≥ κ
(
σ2m +
xm
n
)
for every m ∈ C,
some random variable m̂ that minimizes crit over C exists. Furthermore, what-
ever the density s,
Es
[
h2 (s, ŝm̂)
] ≤ C ( inf
m∈C
(KL (s,Mm) + penn(m)) + ρ+
Σ
n
)
.
Concerning Theorem 2, Massart (2007) explained that σ2m has the role of a
variance term of ŝm, whereas the weights xm take into account the number of
models m of the same dimension.
3.3. Proof of Theorem 1
In order to apply Theorem 2, we have to compute the metric entropy with
bracketing of each modelM(K,S). This calculation is performed in the following
result for which we provide the proof in Appendix A.
Proposition 1 (Bracketing entropy of a model). Let ηL : R+ → R+ be the
increasing convex function defined by
Case 1: ηL(ε) = (1 + ε)
L+1 − 1,
Case 2: ηL(ε) = (1 + ε)
2L+1 − 1.
For any ε ∈ (0, 1),
H[·]
(
ηL(ε),M(K,S),h
) ≤ D(K,S) ln(1
ε
)
+ C(K,S),
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where
C(K,S) =
1
2
(
ln(2pie)D(K,S) + ln(4pie) (1K≥2 + L+ (K − 1)|S|)
+ 1K≥2 ln(K + 1) +
L∑
l=1
ln(Al + 1) + (K − 1)
∑
l∈S
ln(Al + 1).
) (12)
The technical quantity C(K,S) measures the complexity of a model M(K,S).
The next step establishes an expression for φm. Proof for all subsequent
results is provided in Appendix B.
Proposition 2. For any choice of m = (K, S), the function φm defined on
(0, ηL(1)] by
φm(σ) =
(
2
√
ln 2
√
D(K,S) +
√
C(K,S) −D(K,S) ln η−1L (σ)
)
σ
fulfills (I) for σ ≤ ηL(1).
To avoid more complicated expressions, we do not define φm for σ bigger
than ηL(1). A condition on ξ therefore appears in the following lemma:
Lemma 1. For both Case 1 and Case 2, for all n ≥ 1, if ξ = 4
√
LAmax
ηL(1)
≤ 1 the
solution σm of (11) satisfies σm < ηL(1).
The condition appearing in Lemma 1 is fulfilled unless L is very small, which
is not the case for the usual applications.
We can deduce an upper bound for σm based on Proposition 2 with a similar
reasoning to Maugis and Michel (2011a). First, σm ≤ ηL(1) implies η−1L (σm) ≤
1, and we obtain the lower bound σm ≥ σ˜m, where
σ˜m =
1√
n
(
2
√
ln 2
√
Dm +
√
Cm
)
. (13)
This can be used to get an upper bound
σm ≤ 1√
n
(
2
√
ln 2
√
Dm +
√
Cm −Dm ln η−1L (σ˜m)
)
. (14)
We then choose the weights xm. For values bigger than nσ
2
m, this will change
the shape of the penalty in Theorem 2. We define
xm = (ln 2)Dm.
The following lemma shows that this is a suitable choice.
Lemma 2. For any modelMm, with m ∈ C as above, let xm = (ln 2)Dm. Then∑
m∈C
e−xm ≤ (3/4)L.
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We must lower bound η−1L (σ˜m) to express the penalty function, which is
accomplished in the following lemma.
Lemma 3. Using the preceding notations,
σ2m +
xm
n
≤
(
5 +
√
max
(
lnn+ lnL
2
,
ln 2
2
+ lnL
))2
D(K,S)
n
.
We finally use Theorem 2 to complete the proof of Theorem 1.
4. Practical application
In real datasets, the number Al of all possible modalities for each variable X
l
is not necessarily known. However, the observed number can be used instead.
In fact, the MLE estimator selects a density with null weight on non-observed
alleles. Then, in each model M(K,S), an approximated ML-estimator can be
computed thanks to the Expectation-Maximization (EM) algorithm of Demp-
ster, Lairdsand and Rubin (1977).
We use the same EM strategy as Toussile and Gassiat (2009) to avoid a local
maximization of the likelihood: We run a certain number (15 by default) of
iterations in the EM algorithm from several (10 by default) randomly chosen
parameter points and perform a long EM run of the best candidate in terms of
likelihood.
Two other points that have to be addressed before obtaining the final estima-
tor P̂(K̂n, Ŝn) concern the choice of the penalty function and the sub-collection of
models among which to select the optimal model. These two points are discussed
in Subsections 4.1 and 4.2. Simulations are presented in Subsection 5.
4.1. Slope heuristics and dimension jump
Theorem 1 suggests to use a penalty function of the shape given in equation (10),
where modulo is defined as a multiplicative parameter λ that has to be cali-
brated. Slope heuristics, as presented in Birge´ and Massart (2007) and Arlot
and Massart (2009), provide a practical method to find an optimal penalty
penopt(m) = λoptDm/n. These heuristics are based on the conjecture that a
minimal penalty penmin(m) = λminDm/n exists that is required for the model
selection procedure: when the penalty is smaller than penmin, the selected model
is one of the most complex models, and the risk of the selected estimator is large.
In contrast, when the penalty is larger than penmin, the selected model is con-
siderably less complex. Thus, the optimal penalty is close to twice the minimal
penalty:
penopt (m) ≈ 2λmin
Dm
n
.
An explanation of the heuristics behind this factor 2 can be found in Maugis
and Michel (2011b), for instance. The name “slope heuristics” is derived from
2356 D. Bontemps and W. Toussile
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(b) The biggest jump occurs around 5.10,
but the sliding window selects the more rea-
sonable value λ̂min ≈ 0.9.
Fig 1. Two ways to compute the slope for a simulated sample of 1000 individuals with 8
clustering loci among 10 and 5 populations. Models are explored via the backward-stepwise
method described in Subsection 4.2; the number of clusters K ranges from 1 to 10. The size
of the sliding window is 0.10.
λmin, which is the slope of the linear regression γn(P̂m) ∼ Dm/n for a certain
sub-collection of the most competitive models m. For example, in Figure 1(a)
below, models containing the true one M(K0, S0) exhibit a slope. This exam-
ple also illustrates that slope heuristics are appropriate in our modeling con-
text.
Instead of using linear regression to estimate λmin, we use another method
(generally referred to as the dimension jump method) to detect the biggest
jump on the selected dimension with respect to the candidate values of λ. In
practice, we would assume a reasonable grid λ1 < · · · < λnλ of nλ candidate
estimates of λmin and a sub-collection Cex comprising the most competitive
models. Each λi leads to a selected model m̂i with dimension Dm̂i . If Dm̂i is
plotted as a function of λi, λmin is expected to lie at the position of the biggest
jump.
However, Fig. 1(b) illustrates an important point: in this example the biggest
jump occurs at λ ≈ 5.1, but the optimal value of λmin is around 0.9, which
corresponds to several successive jumps. We propose an improved version of
the dimension jump method of Arlot and Massart (2009) based on a slid-
ing window: on the axis of λ, we consider the sum of all jumps in a slid-
ing window of size h > 0. In Algorithm 1 below, which describes the proce-
dure, nh denotes the number of candidate values of λmin in the sliding win-
dow. We do not claim that this improves slope heuristics per se; we merely
note that the proposed procedure improves the stability of the method in our
simulations. In practice, following repeated trials, we choose a window of size
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Algorithm 1 Penalty Calibration
(
Cex, (λi)i=1,...,nλ , nh
)
for i = 1 to nλ do
m̂i ← arg min
m∈Cex
{γn (Pm) + λiDm/n}
end for
iend ← min arg max
i∈{nh+1,...,nλ}
{
Dm̂i−nh
−Dm̂i
}
iinit ← max
{
j ∈ [iend − nh, iend − 1] , Dm̂j −Dm̂iend = Dm̂iend−nh −Dm̂iend
}
λ̂min ←
λiinit + λiend
2
return λ̂min
h = 0.10.
4.2. Sub-collection of the most competitive models
For a given maximum number of clusters Kmax, the number of competing models
is equal to 1+(Kmax−1)∗ (2L−1). Because this is a very large number in most
situations, it would be very laborious to consider the total number of potentially
applicable models to calibrate the parameter λ. Nevertheless, a sufficient number
of models is necessary to ensure a clear jump in the selected dimension sequence.
We therefore consider the modified backward-stepwise algorithm proposed in
Toussile and Gassiat (2009), which enables us to gather the most competitive
models among all possible S for a given number of clusters K and a given penalty
function penn. This algorithm also offers the possibility to add a complementary
exploration step based on a similarly modified forward strategy: we refer to this
algorithm as explorer(K, penn).
Because the final penalty during the exploration step is unknown, we consider
a reasonable grid 12 = λ1 < · · · < λnλ = lnn containing both penalty functions
associated with AIC and BIC. Each value λi is associated with a penalty func-
tion penλi . We launch explorer(K, penλi) for all values of K in {1, . . . , Kmax}
and for all values of λi of the grid; we then gather the explored models in Cex.
This sub-collection appears to contain the most competitive models and it was
therefore used to calibrate λ.
5. Simulations
Our proposed procedure is implemented in the software MixMoGenD (Mixture
Model for Genotypic Data), which already offers a selection procedure based on
the asymptotic criteria BIC and AIC (Toussile and Gassiat, 2009). Numerical
experiments with simulated datasets are performed to assess the performance of
the new non-asymptotic criterion with respect to BIC, AIC, and the Integrated
Completed Likelihood (ICL) (Biernacki, Celeux and Govaert, 2000).
We set up two series of experiments to simulate multilocus genotypic data
from diploid organisms (Case 2). Consistency behaviors of the competing crite-
ria are then evaluated based on the first series, which examines how the main
2358 D. Bontemps and W. Toussile
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Fig 2. Left: Graph showing the proportion of selected models with Ŝn” containing 1, . . . , 6
with respect to sample size n. Right: Graph showing the proportion of selected models with
K̂n = K0 with respect to sample size n.
features of the true model are retrieved as the sample size increases. The second
series compares the risks of the selected estimators from an oracle perspective.
5.1. Consistency behaviors
We consider a setting of L = 10 variables with 10 categories each. Each dataset
is simulated as a mixture of K0 = 5 populations in equal proportions. The simu-
lation parameters are chosen so that the differentiation between populations, as
measured by a population genetics parameter Fst (a measure of genetic differen-
tiation), decreases with the variable rank. Populations are distinctly separated
for the first 6 variables; for the next 2 variables populations are poorly differenti-
ated; the last 2 variables follow the uniform distribution for all populations. The
complete parameter is available at http://www.math.u-psud.fr/~toussile/.
The overall differentiation occurs in a range considered difficult for clustering
of such data (Latch et al., 2006). We examine different values of the sample
size n in [100, 1000], and 30 datasets are simulated for each value. Results are
summarized in Fig. 2.
We observe similar behaviors of BIC and ICL in these experiments: both
criteria perform poorly for the selection of variables and the classification of
small sample sizes. In fact, Nadif and Govaert (1998) have pointed out that
BIC requires a large sample size to reach its asymptotic behavior in a discrete
framework. The high variability of the dimensions of the competing models,
which cancels the contribution of the entropy term in ICL, may explain the
similar behavior of BIC and ICL. In contrast, AIC and the newly proposed
criterion are most suited to the selection of variables for both small and large
sample sizes. The new criterion also performs well for the selection of the num-
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ber of components for both small and large sample sizes, but AIC overestimates
the number of components for large sample sizes (from n = 400). As expected,
the data-driven calibration of the penalty function globally improves the per-
formance of the selection procedure and consequently provides an answer to the
question “Which penalty for which sample size?”
Small variations in the results obtained for small sample sizes may occur from
one run to another. In fact, the EM algorithm may fail to identify the global
maximum for such sample sizes, in particular for models of larger dimensions.
This is probably the case for some datasets of size n ≤ 300; the number of free
parameters in our simulated model is ≥ 310.
5.2. Oracle performance
As previously mentioned, the new criterion is designed in a density estimation
framework. The following section compares the risks of the selected estimators.
Our simulations consist of 101 datasets with L = 6 variables, 3 categories for
each variable, and K0 = 3 components in equal proportions. The simulation
parameters are chosen in such a way that the differentiation between the com-
ponents is significant for the first 3 variables and very small for the 4th and 5th
variables, whereas the 6th variable follows the uniform distribution for all compo-
nents. Thus, the true model is defined by K0 = 3 and S0 = {1, 2, 3, 4, 5}. The
complete parameter is available at http://www.math.u-psud.fr/~toussile/.
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Fig 3. Box plots of the Kullback risk (estimated with a Monte Carlo procedure) of the selected
estimator. The red line corresponds to the mean (and a 95% confidence interval) of the
smallest risk obtained on competing estimators from each dataset. Cte*Dim denotes the
new criterion with a data-driven calibration of the penalty function.
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Table 1
The p-values of one-sided pairwise Wilcoxon tests comparing the Kullback risks:
on average, the smallest Kullback divergence is linked to the new criterion, followed by the
divergence of AIC
ICL BIC AIC
BIC 2.2e-16
AIC 2.2e-16 4.4e-10
CteDim 2.2e-16 2.2e-16 0.0031
The Kullback risk is estimated using a Monte Carlo procedure for 100 sim-
ulated datasets, each with a sample size of 600. Our results are summarized in
Fig. 3 and Table 1.
Unsurprisingly, concerning the Kullback risk, the least favorable behavior
originates from ICL, followed by BIC. In fact, these criteria are not designed
to retrieve the minimal risk estimator. In addition, ICL and BIC are based on
asymptotic approximations and may require large sample sizes. In contrast, the
new criterion with a data-driven calibration of the penalty function performes
significantly better (see Table 1). As stated previously, both AIC and the new
criterion are designed to find the minimizer of the Kullback risk. Yet, similarly to
BIC and ICL, AIC is based on asymptotic approximations. The new criterion
is designed from a non-asymptotic perspective, which may explain its advantage
over AIC.
6. Application to real data sets
6.1. U.S. Congress voting data
The data set entitled “1984 United States Congressional Voting Records
Database” includes votes of the U.S. House of Representatives Congressmen
on 16 key issues (disability, religion, immigration, army, education, . . . ) iden-
tified by the Congressional Quarterly Almanac (CQA) in Asuncion and New-
man (2007). This data set has n = 435 instances (267 Democrats and 168
Republicans). For each vote, three possible responses are taken into account:
for, against, and abstention. The model selection procedure with calibration of
the penalty function is applied to these data. The maximum number of clus-
ters is set to Kmax = 10. The selected number of clusters is K̂n = 6, and the
selected subset of relevant variables does not include votes on disability and
army issues. The confusion matrix comparing the obtained partition and the
Democrat/Republican bi-partition is given in Table 2. More than 91% of clus-
ters 3 and 4 are Republicans, whereas more than 94% of clusters 1, 5, and 6 are
Democrats. Republicans and Democrats are equally represented in cluster 2.
The subdivision of the two main parties into various tendencies, a common
occurrence in politics, is reflected in these results.
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Table 2
Confusion matrix comparing the obtained clusters with the Democrat/Republican
bi-partition. More than 91% of clusters 3 and 4 are Republicans, whereas more than 94% of
clusters 1, 5 and 6 are Democrats. Cl = Cluster
Cl 1 Cl 2 Cl 3 Cl 4 Cl 5 Cl 6
Republicans 5 8 41 111 0 3
Democrats 86 8 4 7 117 45
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Fig 4. Summary of the penalty calibration for voting data model selection.
6.2. Breeds of chicken
We consider a collection of 27-locus genotypes from 600 individuals representing
20 chicken breeds (30 individuals per breed). These data have been described
in Rosenberg et al. (2001) in the context of a clustering method evaluation
of multilocus genotypes. Of the 27 loci, we consider 15 that have no missing
data. The data illustrate a very common difficulty with biologic datasets: the
dimensions of the considered models are very large with respect to the number
of individuals (note, however, that the dimensions of the competing models are
large because we have 15 variables resulting in 600x2x15 = 18 000 individual
measures). Nevertheless, our procedure resulted in an interesting classification:
17 clusters correspond mostly to the initial breeds, and three of the clusters
contain 2 breeds each. The similarity between the obtained classification and the
breeds as measured by the Rand index is greater than 98%. All loci are selected
to be useful for clustering purposes. In Rosenberg et al. (2001), the authors
found 18 clusters by using the available 27 variables. Their algorithm requires
the user to perform several steps. The clusters they found also corresponded
mostly to the initial breeds.
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the most competitive models from the
voting data: the red line corresponds to
the equation y = λ̂x+ β.
Fig 5. Summary of the penalty calibration for chicken genotype data model selection.
7. Conclusion
We were able to simultaneously select variables and detect the number of pop-
ulations in the specific framework of multivariate multinomial mixtures in our
investigation of model selection via penalization. This led to secondary cluster-
ing. Our main result provides an oracle inequality, conditional on some lower
bound on the penalty function. The weakness of such a result is that the as-
sociated penalized criterion is not directly usable. Nevertheless, it suggests a
shape of the penalty function, which is of the form penn(m) = λDm/n, where
λ = λ (n, C) is a parameter that is dependent on the data and on the col-
lection of the competing models. In practice, λ is calibrated via slope heuris-
tics.
In our simulated experiments, the new criterion with penalty calibration
showed good behaviors regarding the density estimation and the selection of the
true model. It also performed well for both large and reasonably small numbers
of individuals. We are therefore able to answer the question “Which criterion
for with sample size?”
The model dimension grew very rapidly in our modeling scenario. In real
experiments, the number of individuals may be small, and different models with
reduced dimensions may be necessary. Possible models include those that cluster
populations differently for each variable, as well as models that allocate the same
probability to several categories in some clusters.
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Appendix A: Metric entropy with bracketing
We first provide a number of results concerning entropy with bracketing that
serve to prove Proposition 1. These results are mainly adapted from Genoveve
and Wasserman (2000), but several of them were improved or rewritten in a
more general form. These lemmas can be regarded as a toolbox to calculate the
metric entropy with bracketing of complex models using the metric entropy of
simpler elements.
We consider a measurable space (A,A) and µ as a σ-finite positive measure
on A. We consider a model M, which is a set of probability density functions
with respect to µ. All functions considered in the following are positive functions
in L1(µ).
Lemma 4. Let ε > 0. Let [l, u] be a bracket in L1(µ) with an h-diameter less
than ε and containing s, which is a probability density function with respect to µ.
Then ∫
ldµ ≤ 1 ≤
∫
udµ ≤ (1 + ε)2.
Proof. Two inequalities are immediate from l ≤ s ≤ u. The latter uses the
triangle inequality in L2(µ) and the definition of h:∫
udµ =
∫ (√
l +
(√
u−
√
l
))2
dµ
≤
(√∫
ldµ+ h(u, l)
)2
≤ (1 + ε)2.
Lemma 5 (Bracketing entropy of product densities). Let n ≥ 2, and consider
a collection (Ai,Ai, µi)1≤i≤n of measured spaces. For any 1 ≤ i ≤ n, let Mi be
a collection of probability density functions on Ai. Consider the product model
M = {s = ⊗ni=1si;∀1 ≤ i ≤ n, si ∈Mi} .
M contains density functions on A = ∏ni=1Ai with respect to µ = ⊗ni=1µi.
For any sequence of positive numbers (δi)1≤i≤n, if ε ≥
∏n
i=1(1 + δi)− 1, then
H[·] (ε,M,h) ≤
n∑
i=1
H[·] (δi,Mi,h) .
Proof. Let δ > 0. For any 1 ≤ i ≤ n, let [li, ui] be a bracket containing si, with
an h-diameter less than δi. Let l = ⊗ni=1li and u = ⊗ni=1ui. Then, s belongs to
the bracket [l, u], and we can compute its h-diameter as follows:
h(l, u) =
√√√√∫
A
( n∑
j=1
( j−1∏
i=1
√
li
n∏
i=j
√
ui −
j∏
i=1
√
li
n∏
i=j+1
√
ui
))2
dµ
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≤
n∑
j=1
j−1∏
i=1
√∫
Ai
li dµi
n∏
i=j+1
√∫
Ai
ui dµi h(lj , uj)
≤
n∑
j=1
δj
n∏
i=j+1
(1 + δi) =
n∏
j=1
(1 + δj)− 1
thanks to the triangle inequality and Lemma 4 (empty products equal 1).
Let ε ≥ ∏ni=1(1 + δi) − 1. For any 1 ≤ i ≤ n, consider a minimal covering
of Mi with brackets of h-diameter less than δi. The previous process allows us
to build a covering of M with brackets of h-diameter less than ε. Thus, the
minimal cardinality of such a covering satisfies
N[·] (ε,M,h) ≤
n∏
i=1
N[·] (δi,Mi,h) .
Lemma 6 (Bracketing entropy of mixture densities). Let n ≥ 2, and for any
1 ≤ i ≤ n, let Mi be a set of probability density functions, all on the same
measured space (A,A, µ). Consider the set of all mixture densities
M =
{
n∑
i=1
piisi : pi = (pii)1≤i≤n ∈ Sn−1;∀1 ≤ i ≤ n, si ∈Mi
}
.
Then for any δ > 0, η > 0 and ε ≥ δ + η + δη,
H[·] (ε,M,h) ≤ H[·] (δ, Sn−1,h) +
n∑
i=1
H[·] (η,Mi,h) .
Proof. We did not develop the proof because it is identical to (Genoveve and
Wasserman, 2000, proof of Theorem 2). However, by using our Lemma 4 instead
of (Genoveve and Wasserman, 2000, Lemma 3), we obtain
h2(l, u) ≤ η2 (1 + δ)2 + δ2 + 2η δ (1 + δ)
≤ ε2.
The following result merely restates Lemma 2 from Genoveve and Wasserman
(2000):
Lemma 7 (Bracketing entropy of the simplex). Let n ≥ 2 be an integer. Let µ
be the counting measure on {1, . . . , n}. We identify any probability on {1, . . . , n}
with its density s ∈ Sn−1 with respect to µ. Then, if 0 < δ ≤ 1,
H[·] (δ, Sn−1,h) ≤ (n− 1) ln
(
1
δ
)
+
ln 2 + ln(n+ 1) + n ln(2pie)
2
.
In addition, the metric entropy of the collection of all Hardy-Weinberg geno-
type distributions for a given variable is required to examine Case 2.
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Lemma 8 (Bracketing entropy of Hardy-Weinberg genotype distributions).
Suppose that, for some variable l, there exist Al ≥ 2 different states. Let Ωl be the
collection of all genotype distributions following the Hardy-Weinberg model (1).
Then for any ε > 0 and δ ≥ ε (2 + ε),
H[·] (δ,Ωl,h) ≤ H[·] (ε,SAl−1,h) .
Proof. (1) permits to associate a parameter α = (α1, . . . , αAl) ∈ SAl−1 with any
density in Ωl. More generally, for any α ∈ [0, 1]Al , we define a function
dα(x) = (2− 1x1=x2)αx1αx2
on the set of all genotypes x = {x1, x2} on Al states. Consider some ε > 0 and
dα ∈ Ωl. Let [l, u] be some bracket containing α, with an h-diameter less than ε.
Then dα belongs to the bracket [dl, du]. The following calculates its diameter
using Lemma 4:
h2(dl, du) =
Al∑
a=1
(ua − la)2 +
∑
1≤a<b≤Al
(√
2uaub −
√
2lalb
)2
≤
Al∑
a=1
Al∑
b=1
(√
uaub −
√
ualb +
√
ualb −
√
lalb
)2
≤

√√√√ Al∑
a=1
ua
Al∑
b=1
(√
ub −
√
lb
)2
+
√√√√ Al∑
a=1
(√
ua −
√
la
)2 Al∑
b=1
lb
2
≤ ((1 + ε) ε+ ε)2
Thus, h(dl, du) ≤ ε (2 + ε).
Proof of Proposition 1. We built the proof for Case 2. Case 1 is very similar
although it includes the following simplification: we directly obtain SAl−1 instead
of Ωl.
Using (2), we observe that a probability P(K,S)
( · |θ) is the product of two
terms: the first is a mixture density associated to the variables in S, and the
second is a product density on
⊗
l/∈S Ωl associated to the other variables. Let
M denote the collection of all mixtures of K densities in ⊗l∈S Ωl.
We first address the non-clustering variables. Given Lemma 5 and Lemma 8,
for any ε ∈ (0, 1),
H[·]
(
(1 + ε)2(L−|S|) − 1,
⊗
l/∈S
Ωl,h
)
≤
∑
l/∈S
H[·] (ε(2 + ε),Ωl,h)
≤
∑
l/∈S
H[·] (ε,SAl−1,h) .
Correspondingly,
H[·]
(
(1 + ε)2|S| − 1,
⊗
l∈S
Ωl,h
)
≤
∑
l∈S
H[·] (ε, SAl−1,h) .
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Applying Lemma 6, we obtain
H[·]
(
(1 + ε)2|S|+1 − 1,M,h
)
≤ 1K≥2H[·] (ε,SK−1,h) +K
∑
l∈S
H[·] (ε, SAl−1,h) .
Applied to M and ⊗l/∈S Ωl, Lemma 5 gives for any ε ∈ (0, 1),
H[·]
(
ηL(ε),M(K,S),h
)
≤ 1K≥2H[·] (ε, SK−1,h) +K
∑
l∈S
H[·] (ε,SAl−1,h) +
∑
l/∈S
H[·] (ε, SAl−1,h) .
At this stage, only Lemma 7 remains to be applied and the constants must
be computed.
Appendix B: Establishing the penalty
First, some properties of function ηL are necessary. Recall that ηL(ε) = (1 +
ε)L+1 − 1 in Case 1, and ηL(ε) = (1 + ε)2L+1 − 1 in Case 2.
Lemma 9 (Properties of the function ηL). We consider the function ηL defined
in Proposition 1, from R+ into R+. The function ηL is nonnegative, increasing,
and convex. ηL(0) = 0, and η
′
L(0) = L + 1 in Case 1, whereas η
′
L(0) = 2L + 1
in Case 2.
Proof of Proposition 2. Let 0 < σ ≤ ηL(1), and let δ = η−1L (σ). Then, for any
u ∈Mm,∫ σ
0
√
H[·] (x,Mm(u, σ),h)dx
≤
∞∑
j=1
∫ ηL(2−j+1δ)
ηL(2−jδ)
√
H[·] (x,Mm,h)dx
≤
∞∑
j=1
(
ηL
(
2−j+1δ
)− ηL (2−jδ))√Cm −Dm ln δ +Dmj ln 2
≤ ηL(δ)
√
Cm −Dm ln δ
+
√
Dm ln 2
∞∑
j=1
√
j
(
ηL
(
2−j+1δ
)− ηL (2−jδ)) .
The last term of this sum is addressed in the following:
∞∑
j=1
√
j
(
ηL
(
2−j+1δ
)− ηL (2−jδ)) ≤ ∞∑
j=1
j
(
ηL
(
2−j+1δ
)− ηL (2−jδ))
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=
∞∑
k=1
ηL
(
2−k+1δ
)
≤
∞∑
k=1
2−k+1ηL(δ) = 2σ.
So ∫ σ
0
√
H[·] (x,Mm(u, σ),h)dx ≤ φm(σ).
Because ηL is increasing, φm(x)/x is decreasing. To verify that φm is nondecreas-
ing, it is sufficient to prove that the function f(x) = x
√
b− ln η−1L (x) is nonde-
creasing on (0, ηL(1)], where b =
Cm
Dm
. From (12), we get Cm >
ln(2pie)
2 Dm > Dm,
so that b > 1. Calculus gives
f ′(x) =
√
b− ln η−1L (x)−
x
2η−1L (x) η
′
L
(
η−1L (x)
)√
b− ln η−1L (x)
.
Let y ∈ (0, 1]. The function ηL is convex on (0, 1], which entails ηL(y)y η′L(y) ≤ 1.
Thus √
b− ln y f ′ (ηL(y)) ≥ b− ln y − 1/2 > 0.
Proof of Lemma 1. For any σ > 0 such that σ > φm(σ)√
nσ
, we have σ > σm,
because x 7→ φm(x)x is a nonincreasing function. Therefore, to obtain σm =
φm(σm)√
nσm
< ηL(1), it suffices that
√
n > φm(ηL(1))
η2L(1)
.
For all 1 ≤ l ≤ L, Al ≥ 2. Because 12 ln(1 + x) ≤ x − 1 for x ≥ 2, we obtain
the following bounds:
1 + ln(2pi)
2
Dm ≤ Cm ≤
(
2 + ln(2pi) +
ln 2
2
)
Dm. (15)
Conversely, we have
Dm ≤ K LAmax.
Therefore,
φm(ηL(1))
η2L(1)
≤
(
2
√
ln(2) +
√
2 + ln(2pi) + ln(2)/2
)√
Dm
ηL(1)
<
4
√
Dm
ηL(1)
<
4
√
KLAmax
ηL(1)
<
4
√
LAmax
ηL(1)
√
n.
Recall that only models with K ≤ n were considered. Thus, we have σm < ηL(1)
as soon as ξ = 4
√
LAmax
ηL(1)
≤ 1.
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Proof of Lemma 2. We define δ = 1/2, from which e−xm = δDm . Considering
the collection C, we can distinguish two cases: K = 1 and S = ∅, or K ≥ 2 and
S 6= ∅. Thus, using (7),
∑
m∈C
e−xm = δ
∑L
l=1(Al−1)
(
1 +
∑
S 6=∅
∑
K≥2
(
δ1+
∑
l∈S(Al−1)
)K−1)
= δ
∑L
l=1(Al−1)
(
1 +
∑
S 6=∅
δ1+
∑
l∈S(Al−1)
1− δ1+
∑
l∈S(Al−1)
)
≤ δL
(
1 +
δ
1− δ
∑
S 6=∅
δ|S|
)
= δL(1 + δ)L.
Proof of Lemma 3. The function η−1L is nondecreasing and concave, and it is
given by
η−1L (x) =
{
(x+ 1)
1
L+1 − 1 in Case 1,
(x+ 1)
1
2L+1 − 1 in Case 2.
For any 0 ≤ x ≤ ηL(1),
η−1L (x) ≥
η−1L (2)
2
min(x, 2).
However, using (13) and (15), we obtain
σ˜m ≥ C1
√
Dm
n
≥ C1
√
L
n
, (16)
where C1 = 2
√
ln 2 +
√
1+ln(2pi)
2 > 2
√
2. Therefore,
− ln η−1L (σ˜m) ≤ − ln
(
η−1L (2)
2
)
− ln 2 + max
(
0,
1
2
(lnn− lnL− ln 2)
)
.
Consider Case 1. Because ηL is a convex function and η
′
L(0) = L+ 1,
η−1L (2) ≤
2
L+ 1
.
Then,
ηL
(
2
L+ 1
)
=
(
1 +
2
L+ 1
)L+1
− 1 ≤ e2 − 1.
Therefore,
η−1L (2)
2
≥ 2/(L+ 1)
ηL (2/(L+ 1))
≥ 2
(e2 − 1)(L+ 1) .
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Then, considering Case 2 in the same manner, η−1L (2) ≤ 22L+1 , ηL( 22L+1 ) ≤
e2 − 1. This leads to
η−1L (2)
2
≥ 2
(e2 − 1)(2L+ 1) ,
which is valid in both cases.
Therefore,
− ln
(
η−1L (2)
2
)
≤ ln(e2 − 1) + lnL+ ln(5/4)
and
− ln η−1L (σ˜m) ≤ ln(e2 − 1)−
7
2
ln 2 + ln 5 + max
(
1
2
lnn+
1
2
lnL,
ln 2
2
+ lnL
)
.
Using (14), we obtain
σ2m +
xm
n
≤ Dm
n
(2√ln 2 +√2 + ln(2pi) + ln 2
2
− ln η−1L (σ˜m)
)2
+ ln 2

≤ Dm
n
(
3
√
ln 2 +
√
2 + ln(2pi)− 3 ln 2 + ln 5 + ln(e2 − 1)
+
√
max
(
lnn+ lnL
2
,
ln 2
2
+ lnL
))2
≤ Dm
n
(
5 +
√
max
(
lnn+ lnL
2
,
ln 2
2
+ lnL
))2
,
which is the desired result.
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