In this paper, we explore the capabilities of an algorithm for ice type classification. Our main motivation and exemplary application was the recent incident of the research vessel Akademik Shokalskiy, which was trapped in pack ice for about two weeks. Strong winds had driven ice floes into a bay, forming an area of pack ice, blocking the ship's advancement. High-resolution satellite images helped to assess the ice conditions at the location. To extract relevant information automatically from the images, we apply an algorithm that is aimed to generate an ice chart, outlining the different ice type zones such as pack ice, fast ice, open water. The algorithm is based on texture analysis. Textures are selected that allow recognition of different structures in ice. Subsequently, a neural network performs the classification. Since results are output in near real time, the algorithm offers new opportunities for ship routing in ice infested areas.
INTRODUCTION
On December 25, 2013, 74 scientists and tourists were trapped in the Antarctic on board the Russian research vessel Akademik Shokalskiy. Strong winds had driven ice floes into a bay, forming a vast area of pack ice and blocking the ship's advancement. The Chinese icebreaker Xue Long arrived to assist the Akademik Shokalskiy. But it could only get within sight before it also got stuck in the ice. On January 2, 2014, a helicopter was dispatched from the Xue Long to transport the passengers on board the Akademik Shokalskiy to the Australian icebreaker Aurora Australis, standing by in open waters. High-resolution satellite data helped to assess the ice conditions at the location.
In this paper, we present an algorithm that is aimed to generate an ice chart from images acquired by the German radar satellite TerraSAR-X. The algorithm is split up in two steps: In the first step, texture features are extracted from TerraSAR-X images. The extracted texture features allow a more detailed analysis of different structures in ice. In the second step, the texture features are fed into an artificial neural network, which performs the classification of the ice types i.e. pack ice, fast ice, open water. Pack ice class is subdivided into highly and little deformed pack ice, since these deformations are hard to cross, even for icebreakers. Figure 1 outlines the data flow of our algorithm. Tests on TerraSAR-X images taken over the trapped Akademik Shokalskiy show the selected texture features provide a good basis for distinguishing between ice types. 95.3 % of the illuminated area is classified correctly.
TERRASAR-X TEST SCENE
Seeing through clouds and darkness, the radar satellite TerraSAR-X is able to observe the ocean and frozen waters from an altitude of approx. 500 kilometers, providing a swathe width of 30 kilometers. To do this, it emits microwaves that are reflected back to the satellite in a way that depends on the characteristics of the reflecting surface. The technology provides an extremely high resolution of down to three meters. This is crucial, as the ice structure may change greatly over just a few hundred meters. The satellite data provides scientists with a high-resolution Figure 2 ). Maritime ice researchers from the Alfred Wegener Institute and the EOC analyzed the images and passed on their findings to the rescue center in Australia, the Emergency Response Division at the Australian Maritime Safety Authority.
ICE TYPE CLASSIFICATION

Approach and design concepts
Several approaches have been explored in the scientific community in order to classify ice types automatically or semi-automatically from SAR images, listed very comprehensively in [1] . Most are based on the extraction of texture features, particularly gray-level co-occurrence matrices (GLCM features) [1] [2] [3] , wavelet based features [4] and Markov random fields [2] [5] . Because of the reported suitability [2] [3], we use GLCM features in our algorithm.
After texture extraction, one than has to choose whether to use supervised or unsupervised classification. In order to incorporate expert knowledge of the past, we chose supervised classification. For the classification step, we make use of an artificial neural network [6] .
Texture extraction
In our study, we tested a number of moment based and GLCM features: average mean, variance, third moment, fourth moment, log-mean, entropy, homogeneity, contrast, uniformity, and correlation (see formulae in [2] and [7] ). The sliding window is 11x11 pixels with a GLCM displacement vector length of 1 pixel. All four commonly used directions of the displacement vector are used in computations and the respective matrices are combined into one GLCM. The original bit depth of 8 bit was downscaled to a 6 bit gray level image. Since the features which distinguish the ice types are rather coarse, we reduced the resolution of the image by the factor of 6. Another reason for working on lower resolution is computation speed which is pivotal for a near real time service.
By visual inspection of the different feature images generated from TerraSAR-X scenes, we observed a number of similarities (homogeneity and uniformity, entropy and contrast). The most insightful features prove to be logmean, entropy, and homogeneity. In the following, we focus on these three features.
The Figures 3-5 show the GLCM features log-mean, entropy and homogeneity extracted from the TerraSAR-X images in Figure 2 . One can clearly see that the features differ in each ice type zone: In pack ice, high entropy values predominate, while the homogeneity is low. In fast ice, both the entropy and the homogeneity are neither high nor low, but uniform. By contrast with fast ice, the open water zone shows more variations in entropy and homogeneity values. In addition, the log-mean is slightly lower than in fast ice. Pack ice indicates the highest log-mean.
Neural network
For the artificial neural network, we rely on the popular and well-tested FANN library [6] . We use 10 input neurons, two hidden layers with 8 and 9 neurons, respectively. Training procedure is RPROP. The number of output neurons depends on the number of classes. For the scene presented in this paper, we use neurons for each of the following ice types: fast ice, highly deformed pack ice, little deformed pack ice, and open water with high as well as low ice concentration. Land ice was visible in the scene yet was not used in the classification, since it is irrelevant once land masking is applied. FANN output is shown in Figure 6 . As can be seen, it coincides well with the real ice conditions noted in Figure 2 . Only small parts of the images are misclassified: The left margin of the open water zone is classified as fast ice. The fast ice zone is speckled with "ponds" of open water and pack ice in FANN output.
Quantitative evaluation
In order to express the accuracy of the generated ice chart quantitatively, we recorded the number of misclassified pixels and the number of correctly classified pixels (separately for each of the three ice type zone noted in Figure 2 ). Table 1 lists the results. As can be seen, pack ice is recognized most accurately. Here, 97.7 % of the pixels are classified correctly. The whole test scene coincides with the real ice situation for 95.3 % of the illuminated area.
It should be pointed out that the amount of correctly classified pixels is high, as the data used for training the neural network derive from the same image -though only a small part of it (2.7 %) has been selected for training. By generating ice charts from other images without adding new training data, an increase of the misclassified area might be expected. 
Computing time
All data were processed on a 2.7 GHz single core CPU. The computing time for generating the ice chart from one image amounts to approximately 20 minutes, i.e. processing the whole scene depicted in Figure 2 requires 80 minutes in sequencial processing. In future works, we want to carry out parallel processing.
CONCLUSION
In this paper, we have shown first test results of an algorithm for ice type classification using TerraSAR-X images. By the selection of significant texture features, distinct structures in different ice type zones are revealed. An artificial neural network performs the classification and outputs an ice chart, in which different ice type zones are outlined. In our tests, less than five per cent of the illuminated area is misclassified. Therefore, the proposed TerraSAR-X based classification promises powerful assistance for ship routing in Antarctic waters.
In future works, we plan to additionally flesh out some unsupervised classification based on the GLCM features to systematize such hands-on visual inspection.
