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Abstract
We characterize Cauchy data sets leading to vacuum space-times with
vanishing Mars-Simon tensor. This approach provides an algorithmic pro-
cedure to check whether a given initial data set (Σ, hij ,Kij) evolves into
a space-time which is locally isometric to a member of the Kerr-(A)(dS)
family.
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1 Introduction
In part I [14] of this work we have provided an algorithm to check whether
a given vacuum space-time with cosmological constant Λ ∈ R belongs to the
Kerr-NUT-(A)dS family, or, more generally, admits a (possibly complex) Killing
vector field such that the associated Mars-Simon tensor (MST) vanishes. An
issue, which complements these kind of problems, is to derive analog results
from the point of view of an initial value problem. This will be the main object
of this article.
It is generally agreed that a main source of understanding of dynamical black
hole space-times will come from numerical simulations. These make often use of
a 3+1-decomposition of space-time, whence it becomes relevant to gain a better
understanding of the 3+1 features of the Kerr family (cf. [6] and the references
given therein). A 3 + 1-decomposition hides the symmetries of a space-time
unless it is adapted to them. Invariant characterization results are therefore of
particular relevance for such kind of problems.
One would like to know whether a given Cauchy data set generates a devel-
opment which is isometric to a portion of a Kerr or a Kerr-NUT-(A)dS-space-
time. Such a result has been obtained in [7] for the Kerr space-time based on
a 3 + 1-splitting of the MST and its space-time characterization as given in
[9, 10]. However, in view of an algorithmic characterization, it suffers from a
similar drawback as corresponding space-time characterization results obtained
in [9, 10, 12], namely the need to solve PDEs before the results can be ap-
plied: Given vacuum Cauchy data (Σ, hij ,Kij), it is a non-trivial issue to check
whether there exists a scalar function σ and a vector field Y i complementing
them to Killing initial data which generate a space-time with a Killing vector
field.
As for the space-time approach we shall employ the restrictions, coming
from the requirement that the emerging space-time admits a Killing vector field
w.r.t. which the MST vanishes, to show that there is (up to rescaling) at most
one candidate tuple (σ, Y i). That yields an algorithm to check whether a given
set of Cauchy data (Σ, hij ,Kij), solution to the vacuum constraint equations,
emerges into a space-time which admits a KVF w.r.t. which the MST vanishes.
Moreover, it can be extended to provide an algorithm to check whether the
triple (Σ, hij ,Kij) constitutes Kerr-NUT-(A)dS data, by which we mean that
the Cauchy data evolve into a vacuum space-time which is locally isometric to
a member of the Kerr-NUT-(A)dS family. The procedure will be algorithmic
in the sense that, given (Σ, hij ,Kij), only differentiation and computation of
roots is needed without any need to solve differential equations. So far such
an algorithmic test has been given for Schwarzschild data [6], for Kerr-data [4],
and for Petrov type D-data [5].
The paper is organized as follows: In Section 2 we will review definition and
some properties of the MST, a space-time characterization result for the Kerr-
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(A)dS family based on this tensor, as well as the notion of Killing initial data sets
(KIDs). The definition of the MST comes along with a scalar function Q, which
can be defined in several different ways. In Section 3 we analyze the vanishing
of the MST on Cauchy surfaces for different choices of Q and investigate the
equivalence of these choices. In Section 4 we construct candidates for solving
the KID equation and characterize conditions under which these candidates are
in fact KIDs. This way we are led to an algorithmic characterization of Cauchy
data which generate Λ-vacuum space-times which admit a Killing vector field
whose associated MST vanishes, cf. Theorem 4.5. A somewhat shortened version
of Theorem 4.5 reads
Theorem 1.1 Consider Cauchy data (Σ, hij ,Kij) which solve the vacuum con-
straint equations and satisfy
tr(E ·E) 6= 0 , tr(E ·E)− 2
3
Λ2 6= 0 , tr(E ·E)− 1
6
Λ2 6= 0 , tr(E ·E)− 8
3
Λ2 6= 0 ,
where
Eij := R˚ij +KKij −KikKjk − 2
3
Λhij − i˚ǫiklDkKlj ,
and where R˚ij and D denote the Ricci tensor and the Levi-Civita covariant
derivative of hij .
Then the emerging Λ-vacuum space-time admits a non-trivial (possibly com-
plex) KVF such that the associated MST vanishes (at least in some neighborhood
of Σ) if and only if two certain scalars ((4.62) and (4.76), cf. Section 4 for the
details) which depend on E, DE, h and K vanish.
Finally, this result is combined in Section 5 with well-known space-time
characterizations of Kerr-(NUT-)(A)dS to end up with an algorithmic charac-
terization of these space-times in terms of their Cauchy data, Theorem 5.2.
2 Preliminaries
In this section we fix the notation and recall some results which will be relevant
for the subsequent analysis. We will be rather brief here, for more details we
refer the reader to part I [14].
2.1 Mars-Simon tensor and the function Q
Let (M , g) be a smooth 3 + 1-dimensional space-time which admits a Killing
vector field (KVF) X . Let us denote by Cµνσρ its conformal Weyl tensor, while
Fµν := ∇µXν = ∇[µXν] denotes the Killing form. We define the Mars-Simon
tensor (MST) (compare [8] where somewhat different conventions are used) as
Sµνσρ := Cµνσρ +QQµνσρ , (2.1)
where
Qµνσρ := −FµνFσρ + 1
3
F2Iµνσρ , (2.2)
Iµνσρ := 1
4
(gµσgνρ − gµρgνσ + iǫµνσρ) , (2.3)
F2 := FµνFµν , (2.4)
3
and where
Cµνσρ := Cµνσρ + iC⋆µνσρ , (2.5)
Fµν := Fµν + iF ⋆µν , (2.6)
denote the self-dual Weyl tensor and the self dual Killing form, respectively. At
this stage Q : M → C is an arbitrary function on M . The MST is a Weyl field,
i.e. it has all the algebraic symmetries of the Weyl tensor.
Let us address the issue how the function Q is to be chosen. Denote by
χµ := 2X
αFαµ (2.7)
the Ernst 1-form. In a Λ-vacuum space-time it is well-known to be closed.
Thus, at least locally, there exists a scalar field χ, the Ernst potential, such
that χµ = ∇µχ. Note that χ is only defined up to some additive complex
“χ-constant”. We further set
C2 := CµνσρCµνσρ . (2.8)
Supposing that the corresponding denominators are non-zero we have the fol-
lowing natural1 definitions for the function Q [11, 14]
Q0 :=
3
2
F−4FµνFσρCµνσρ , (2.9)
Qev :=
3F2 + 4Λχ± 3
√
F2(F2 + 4Λχ)
χF2 , (2.10)
QF := ±
√
3
2
F−2
√
C2 . (2.11)
QC := κ(C2)5/6
(
±
√
C2 −
√
32
3
Λ
)−2
, κ ∈ C \ {0} . (2.12)
In our setting the square roots will be taken only of nowhere vanishing functions,
so that one can prescribe the choice of square root at one point and extend it
by continuity to the whole manifold, and since no branch point is ever met the
root will be smooth everywhere. The definitions (2.10) and (2.12) both involve
a complex constant which is arbitrary at this stage. The same is true for the
choice of ±.
In [14] we have established the following
Proposition 2.1 Assume that the MST associated to some KVF X vanishes
for some function Q, and that the inequalities
C2 6= 0 , C2 − 32
3
Λ2 6= 0 , (2.13)
hold. Then (2.9), (2.11) and (2.12) are regular everywhere, and there exists a
constant κ ∈ C \ {0} and a choice of ± such that
Q = Q0 = QF = QC . (2.14)
1 “Natural” in the sense that each of these expressions is obtained by requiring a certain
component of the MST to vanish, whence the function Q necessarily needs to coincide with
each of these definitions whenever the MST vanishes, cf. Proposition 2.1 below.
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Assume that, in addition,
C2 − 8
3
Λ2 6= 0 , C2 − 128
3
Λ2 6= 0 (2.15)
hold. Then (2.10) is regular, as well, and there exists an Ernst potential χ, i.e.
a choice of the χ-constant, such that
Q = Q0 = Qev = QF = QC . (2.16)
Remark 2.2 The second condition in (2.13) and the conditions in (2.15) may
be replaced by
±
√
C2−
√
32
3
Λ 6= 0 , ±
√
C2+
√
8
3
Λ 6= 0 , ±
√
C2+
√
128
3
Λ 6= 0 , (2.17)
respectively, and merely need to hold for one sign, depending on the sign which
one needs to take in (2.10)-(2.12) for the MST to vanish.
Proposition 2.1 shows that as long as one is interested in space-times with
vanishing MST the definitions (2.9)-(2.12) of the functions Q are equally good
in the sense that they are all necessary for a space-time to admit a KVF for
which the associated MST vanishes.
In this article we want to analyze the vanishing of the MST in terms of an
initial value problem. To derive sufficient conditions which ensure the existence
of a KVF w.r.t. which the MST vanishes one needs evolution equations for the
MST. More precisely, one would like to have homogeneous equations at hand
which ensure that, given an appropriate set of zero initial data, the zero-solution
is the only one. While it does not seem to be possible to derive such equations
for Q0, QF , and QC , it can be done [8, 11] for Q = Qev:
Proposition 2.3 Consider a smooth 3 + 1-dimensional Λ-vacuum space-time
which admits a KVF and which satisfies (cf. Remark 5.1)
C2 6= 0 , C2 − 32
3
Λ2 6= 0 , C2 − 8
3
Λ2 6= 0 , C2 − 128
3
Λ2 6= 0 . (2.18)
Then the MST with Q = Qev satisfies a regular linear homogeneous symmetric
hyperbolic system of evolution equations,
∇βS(ev)µναβ = −Qev
(
Fαβδµγδνδ − 2
3
FγδIαβµν
)
XλS(ev)γδλ β
−4Λ5QevF
2 + 4Λ
QevF2 + 8Λ QµναβF
−4FγδXλS(ev)γδλ β . (2.19)
Here and henceforth we denote the MST corresponding to the choice Q =
Qev by S(ev)αβµν , the one corresponding to Q = QC by S(C)αβµν , etc. Because of
Proposition 2.1 this distinction is less essential in the setting where the MST
vanishes, whence we will occasionally omit the superscript.
2.2 Space-time characterization results
Our aim is to analyze the implications of the space-time characterization re-
sults for the Kerr-NUT-A(dS) metrics (in particular for vanishing NUT-charge)
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obtained by Mars and Senovilla [12] on a Cauchy problem, and to derive an
analog of [14, Theorem 5.3] for Cauchy data. In paper I [14] we have reviewed
their results. Here, let us just recall a characterization result for the Kerr-A(dS)
metric [14] which is a reformulation of a special case of [12, Theorem 1], and
which is the most important one for our purposes.
To this end we define 4 real-valued functions b1, b2, c and k [12] (we assume
that QF2 − 4Λ is nowhere vanishing),
b2 − ib1 := − 36Q(F
2)5/2
(QF2 − 4Λ)3 , (2.20)
c := −|X |2 − Re
(6F2(QF2 + 2Λ)
(QF2 − 4Λ)2
)
, (2.21)
k :=
∣∣∣ 36F2
(QF2 − 4Λ)2
∣∣∣∇µZ∇µZ − b2Z + cZ2 + Λ
3
Z4 , (2.22)
where
Z := 6Re
( √F2
QF2 − 4Λ
)
. (2.23)
Moreover, we set (because of the assumptions (2.27)-(2.29) below the square
roots will be real)
for Λ = 0: ζ1 :=
√
k
c
, (2.24)
for Λ > 0: ζ1 :=
√
− 3
Λ
c
2
+
√( 3
Λ
c
2
)2
+
3
Λ
k , (2.25)
for Λ < 0: ζ1 :=
√
− 3
Λ
c
2
−
√( 3
Λ
c
2
)2
+
3
Λ
k . (2.26)
Theorem 2.4 (cf. [12]) Let (M , g) be a smooth 3 + 1-dimensional Λ-vacuum
space-time which admits a KVF X such that the associated MST vanishes for
some function Q. Assume that QF2 and QF2−4Λ are not identically zero, and
that Im
( √
F2
QF2−4Λ
)
has non-zero gradient somewhere. Then the functions b1,b2,
c, and k are constant. Assume further that b2 = 0 and that
for Λ = 0: c > 0 (=⇒ k ≥ 0) , (2.27)
for Λ > 0: c > 0 (=⇒ k ≥ 0) or
c ≤ 0 and k > 0 , (2.28)
for Λ < 0: c > 0 and k <
3
|Λ|
c2
4
(=⇒ k ≥ 0) . (2.29)
Then (M , g) is locally isometric to a Kerr-(A)dS space-time with parameters
(Λ,m, a), where
m =
b1
2
(
Λ
3 ζ
2
1 + c
)3/2 , a = ζ1(Λ
3 ζ
2
1 + c
)1/2 . (2.30)
The Schwarzschild-(A)dS limit is obtained for a = 0, equivalently k = 0.
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2.3 Killing initial data sets (KIDs)
In order to define the MST the emerging space-time needs to admit a KVF.
This is ensured by so-called Killing initial data sets (KIDs).
Theorem 2.5 ([2, 3, 13], cf. [1]) Consider the tuple (Σ, hij ,Kij , σ, Y
i), where
(Σ, hij) is a Riemannian 3-manifold, and where Kij, σ and Y
i are a sym-
metric 2-tensor, a scalar function and a vector field on Σ, respectively. Then
there exists an (up to isometries) unique maximal globally hyperbolic space-time
(M , gµν) such that
(i) (M , gµν) solves Einstein’s vacuum field equations Rµν = Λgµν ,
(ii) (M , gµν) contains Σ as a Cauchy surface with hij and Kij being its first
and second fundamental form, and
(iii) (M , gµν) admits a KVF X
µ with (Xt, X i)|Σ = (σ, Y i),
if and only if the vacuum constraint equations
R˚− |K|2 +K2 − 2Λ = 0 , (2.31)
DjKi
j −DiK = 0 , (2.32)
and the KID equations
D(iYj) +Kijσ = 0 , (2.33)
DiDjσ +LYKij − (R˚ij +KKij − 2KikKjk − Λhij)σ = 0 , (2.34)
are fulfilled.
We use˚to denote objects associated to the Riemannian metric hij . D de-
notes the covariant derivative associated to hij .
3 A vanishing MST arising from a space-like
Cauchy problem
Suppose we have been given KIDs, i.e. a tuple (Σ, hij ,Kij , σ, Y
i) which solves
(2.31)-(2.34). We want to extract conditions which characterize the vanishing
of the MST on the initial surface Σ.
3.1 Weyl tensor and Killing form in adapted coordinates
To make computations as simple as possible let us impose certain gauge condi-
tions: We assume that the initial surface Σ has (locally) been given in adapted
coordinates (t, xi) with Σ = {t = 0}, and we further assume a gauge where
gtt = −1 , gti = 0 , ∂tgtµ = 0 , (3.1)
where here and henceforth an overbar means restriction of the corresponding
space-time object to the initial surface Σ. In such a gauge the second funda-
mental form reads
Kij =
1
2
∂tgij , (3.2)
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while the traces of the connection coefficients on the initial surface become
Γttt = Γ
t
ti = Γ
i
tt = 0 , Γ
t
ij = Kij , Γ
i
tj = Kj
i , Γkij = Γ˚
k
ij . (3.3)
The electric and magnetic part of the conformal Weyl tensor are given by
Eij := Ctitj = R˚ij +KKij −KikKjk − 2
3
Λhij , (3.4)
Bij := C
⋆
titj = −ǫ˚iklDkKlj . (3.5)
(Note that the vacuum constraints imply ǫ˚[i
klD|kKl|j] = 0.) It is useful to
introduce the following fields on Σ,
Pi := F ti = Diσ +KijY j + i
2
ǫ˚i
jk
DjYk , (3.6)
Eij := Ctitj = Eij + iBij . (3.7)
Moreover, it is convenient to introduce a notation for the curls of the KVF Y
and the co-vector field P ,
Zi := ǫ˚ijkDjYk , (3.8)
Qi := ǫ˚ijkDjPk . (3.9)
One straightforwardly checks that it follows from the vacuum constraint
equations (2.31)-(2.32) that Eij satisfies the following relations,
hijEij = 0 , DjEij = i˚ǫijkKj lEkl . (3.10)
For the sake of completeness let us collect some more useful formulas which
are obtained by employing the self-duality of the objects under consideration (to
compute the transverse derivative of the self-dual Weyl tensor the contracted
second Bianchi identity has been used),
F ij = −i˚ǫijkPk , (3.11)
Ctijk = −i˚ǫjklEil , Cijkl = −ǫ˚ijpǫ˚klqEpq , (3.12)
∇tCtitj = i˚ǫ(iklD|kEl|j) + 3(K(ikEj)k )˘− 2KEij , (3.13)
∇tCtijk = −i˚ǫjkl∇tCtitl , ∇tCijkl = i˚ǫijpǫ˚klq∇tCtptq , (3.14)
where (.)˘ denotes the trace-free part of the corresponding 2-tensor w.r.t. hij .
3.2 Vanishing of the MST on Σ
Let us compute the trace of the MST on the initial hypersurface Σ. First of all
we observe that
F2|Σ = 4FtiF ti = −4P2 . (3.15)
We further obtain
Qtitj |Σ = −F tiFtj + 1
3
F2Ititj = −(PiPj )˘ . (3.16)
We conclude that
Stitj |Σ = Ctitj +QQtitj = Eij − q(PiPj )˘ , (3.17)
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where we have set
q := Q|Σ . (3.18)
Note that Stitj |Σ encompasses all independent components of the MST. Conse-
quently, the MST vanishes on Σ for some function q if and only if
Eij = q(PiPj )˘ . (3.19)
It follows immediately from the definition of the function Q0 [14] that when-
ever the MST vanishes (in space-time, on some hypersurface, or merely at one
point) the function Q needs to coincide with Q0 there, supposing that F2 6= 0.
In particular, q = Q0|Σ if the MST restricted to Σ vanishes for some function q,
q = Q0|Σ = 3
2
F−4FµνFσρCµνσρ = 24F−4F tiF tjCtitj = 3
2
P−4P iPjEij .
(3.20)
We are thus led to the following result:
Lemma 3.1 Suppose that P2 6= 0. Then a Killing initial data set (Σ, hij ,Kij , σ, Y i)
yields a Λ-vacuum space-time with a KVF such that the associated MST van-
ishes on Σ for some function Q if and only if
Eij = 3
2
P−4PkP lEkl(PiPj )˘ , (3.21)
and in that case q = Q0|Σ.
Remark 3.2 Equation (3.21) is of the same form as the corresponding equation
on I derived in [11]. Note, however, that the tensors Eij and Pi obey different
equations as the corresponding ones in [11], whence PkP lEkl behaves differently,
cf. the considerations below.
3.3 Equivalence of the choices of Q on Σ
In the previous section we made the choice Q = Q0. Here, analog to the
proceeding in [14], our goal is to solve, on Σ, the equation Sαβµν = 0 for the
KVF, and to do that it will be key to choose Q = QC. Moreover, in order to
employ the evolution equations for the MST the choice Q = Qev is essential.
Compared to [14], though, we consider a space-like hypersurface rather than
the full space-time, whence Proposition 2.1 does not apply. A priori it might
e.g. happen that S(ev)αβµν does not vanish on some space-like hypersurface Σ while
S(0)αβµν or S(C)αβµν do. (On the other hand, if S(ev)αβµν vanishes on Σ it follows
from the evolution equations that it also vanishes off Σ, whence it follows from
Proposition 2.1 that S(0)αβµν and S(C)αβµν needs to vanish, as well.) We therefore
aim to make sure that whenever there exists a function Q for which the MST
vanishes on a space-like hypersurface Σ, then Q = Q0 = Qev = QC holds there.
Along the way we will obtain some relations which will be crucial later on.
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First of all we employ the KID equations (2.33)-(2.34) to compute
DiPj ≡ DiDjσ + Y kDiKjk +KjkD(iYk) +KjkD[iYk] +
i
2
DiZj (3.22)
= σ
(
Eij − Λ
3
hij
)
+ ǫ˚iklBj
kY l − 1
2
ǫ˚jklKi
kZ l + i˚ǫjk
lKi
k
Dlσ
+ i˚ǫijkR˚l
kY l + i˚ǫjklR˚i
lY k − 1
2
iR˚ǫ˚ijkY
k︸ ︷︷ ︸
=i˚ǫiklR˚jlY k+
1
2
iR˚ǫ˚ijkY k
(3.23)
= σ
(
Eij − Λ
3
hij
)
+ i˚ǫik
l
(
Ejl − Λ
3
hjl
)
Y k + i˚ǫjklKi
kP l
+
1
2
i(|K|2 −K2)˚ǫijkY k + i˚ǫ[ikl(KKj]kYl −Kj]pKkpYl +Kj]kKlpYp)︸ ︷︷ ︸
=0
+ i˚ǫ(i
kl(KKj)kYl −Kj)pKkpYl −Kj)kKlpYp)︸ ︷︷ ︸
=0
. (3.24)
In particular,
DiP i = −Λσ . (3.25)
From (3.24) we compute
P2DiP2 = 2P2PjDiPj (3.26)
= 2P2
(
σPjEij − i˚ǫiklPjEjkY l − Λ
3
σPi + iΛ
3
ǫ˚ijkPjY k
)
(3.27)
=
(
2A− 2
3
ΛP2
)
(σPi − i˚ǫijkPjY k) , (3.28)
where we have set
A := PkP lEkl . (3.29)
We would like to derive an algebraic relation between A and P2. We use
(3.10), (3.24)-(3.25) and (3.28) to compute the divergence of (3.21) (for P2 6= 0),
0 = Dj(2P4Eij − 3A(PiPj )˘) (3.30)
≡ 4EijP2DjP2 + 2P4DjEij − 3PiPjDjA− 3APjDjPi
−3APiDjPj + P2DiA+ADiP2 (3.31)
= 9σA2P−2Pi + 3
2
iA2P−2ǫ˚ijkPjY k + iΛA˚ǫijkPjY k
+P2DiA− 3PiPjDjA−ADiP2 . (3.32)
Contraction with P i yields with (3.28)
2P2P iDiA = 9σA2 −AP iDiP2 = 7σA2 + 2
3
ΛσAP2 . (3.33)
We insert this into (3.32) to deduce that
P4DiA−AP2DiP2 = A
(3
2
A+ ΛP2
)
(σPi − i˚ǫijkPjY k) . (3.34)
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Combining (3.34) and (3.28) we end up with the equation,(
A− Λ
3
P2
)
P2DiA =
(7
4
A+ Λ
6
P2
)
ADiP2 . (3.35)
For
P2 6= 0 , AP−2 6= 0 , AP−2 + 2
3
Λ 6= 0 , (3.36)
this can be written as
Di logP2 = 4
3
AP−2 − Λ3
AP−2 + 23Λ
Di log(AP−2) (3.37)
= Di log
(AP−2 + 23Λ)2
(AP−2)2/3 . (3.38)
This PDE can be integrated straightforwardly to obtain a relation of the desired
form,
P2 = µ (AP
−2 + 23Λ)
2
(AP−2)2/3 , µ ∈ C \ {0} . (3.39)
This equation holds whenever S(0)αβµν |Σ = 0.
Let us return to the equivalence issue concerning the various choices of Q.
It follows immediately from the computations in [14, Section 3.2] that
QF |Σ = Q0|Σ (3.40)
whenever Sαβµν |Σ = 0. Note for this that Q = QF can be derived algebraically
from Sαβµν = 0 without differentiation.
We employ (3.39) to express F2|Σ in terms of QF2|Σ, and finally in terms
of C2|Σ (we set κ := ∓32/3
√
3
2 µ
−1),
F2|Σ = ±
(2
3
)1/6
κ
−1 (Q0F2 − 4Λ)2
(Q0F2)2/3
(3.41)
(3.40)
= ±
√
3
2
κ
−1(C2)−1/3
(
±
√
C2 −
√
32
3
Λ
)2
. (3.42)
Thus (recall that in our current setting where Sαβµν |Σ = 0, there is no freedom
to choose ±, cf. Propostion 2.1),
QF |Σ = κ(C2)5/6
(
±
√
C2 −
√
32
3
Λ
)−2
= QC |Σ . (3.43)
By (3.15), (3.20) and (3.29) we have
AP−2 = −1
6
Q0F2 , (3.44)
whence (3.36) is equivalent to
QF2|Σ 6= 0 , QF2|Σ − 4Λ 6= 0 (3.45)
⇐⇒ C2|Σ 6= 0 , ±
√
C2|Σ −
√
32
3
Λ 6= 0 , (3.46)
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and (3.41)-(3.43) are well-defined. Note that it depends on the sign in (3.43) for
which the MST vanishes, for which sign (3.46) (and the corresponding conditions
below) need to hold.
In view of Qev let us compute the restriction of the Ernst potential to Σ.
Diχ|Σ = χi = 2XαFαi (3.47)
= 2σPi − 2i˚ǫijkPjY k (3.48)
(3.28)
=
(
AP−2 − Λ
3
)−1
DiP2 , (3.49)
supposing that, in addition to (3.36),
AP−2 − Λ
3
6= 0 . (3.50)
Because of (3.44) this is equivalent to
QF2|Σ + 2Λ 6= 0 ⇐⇒ ±
√
C2|Σ +
√
8
3
Λ 6= 0 . (3.51)
It follows from (3.39) and (3.49) that
Diχ|Σ = µ
(
AP−2 − Λ
3
)−1
Di
((AP−2 + 23Λ)2
(AP−2)2/3
)
(3.52)
= Di
(
4µ
AP−2 − Λ3
(AP−2)2/3
)
(3.53)
= Di
(
4P2 AP
−2 − Λ3
(AP−2 + 23Λ)2
)
, (3.54)
and thus, for an appropriate choice of the χ-constant,
χ|Σ = 4P2
AP−2 − Λ3
(AP−2 + 23Λ)2
(3.44)
= 6F2 Q0F
2 + 2Λ
(Q0F2 − 4Λ)2 . (3.55)
Given χ|Σ and F2|Σ this can be read as a quadratic equation for Q0, and it is
precisely the same equation which is satisfied by Qev [14]. Consequently, one of
its solutions satisfies
Qev|Σ = Q0|Σ (3.56)
for an appropriate choice of the χ-constant. When working with Qev we also
need to require QF2 + 8Λ 6= 0 [14], or, equivalently,
±
√
C2|Σ +
√
128
3
Λ 6= 0 . (3.57)
We have
C2|Σ ≡ CαβµνCαβµν |Σ = 16 E2 , (3.58)
whence, (3.46), and (3.51) & (3.57) are equivalent to
E2|Σ 6= 0 , ±
√
E2|Σ −
√
2
3
Λ 6= 0 , (3.59)
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and
±
√
E2|Σ +
√
1
6
Λ 6= 0 , ±
√
E2|Σ +
√
8
3
Λ 6= 0 . (3.60)
We have established the following lemma which is the Cauchy-surface-equivalent
of Proposition 2.1:
Lemma 3.3 Consider a Killing initial data set, i.e. a tuple (Σ, hij ,Kij , σ, Y
i)
which satisfies the vacuum constraints and the KID equations. Assume that
the restriction to Σ of the MST associated to the KVF X generated by (σ, Y i)
vanishes for some function Q. Assume further that the conditions (3.59) hold.
(i) Then Q0, QF and QC are regular near Σ, and there exists a constant
κ ∈ C \ {0} and a choice of ± such that
Q|Σ = Q0|Σ = QF |Σ = QC |Σ . (3.61)
(ii) Assume that, in addition, the inequalities (3.60) are valid. Then, the
function Qev is regular near Σ as well, and there exists an Ernst potential
χ for Qev such that
Q|Σ = Q0|Σ = Qev|Σ = QF |Σ = QC |Σ . (3.62)
Whenever (3.59)-(3.60) hold, the evolution equations (2.19) for S(ev)αβµν are
regular, at least sufficiently close to Σ, and imply by standard result for sym-
metric hyperbolic systems that the MST vanishes in some neighborhood of Σ:
Corollary 3.4 Let (Σ, hij ,Kij , σ, Y
i) be vacuum KIDs which satisfy (3.59)-
(3.60). The MST of the emerging space-time (M , gµν) associated to the KVF
generated by (σ, Y i) vanishes in some neighborhood of Σ for some function Q if
and only if S(C)αβµν |Σ = 0 (or S(0)αβµν |Σ = 0 or S(F)αβµν |Σ = 0 or S(ev)αβµν |Σ = 0 ).
The main advantage of the equation S(C)αβµν |Σ = 0, as e.g. opposed to S(0)αβµν |Σ =
0, cf. (3.21), is that it can be solved for Pi (supposing that a solution exists after
all).
4 Construction of solutions to the KID equations
4.1 Candidates for solving the KID equations
Similar to the proceeding in [14] we do not want to assume that Killing initial
data (Σ, hij ,Kij , σ, Y
i) have been given but only Cauchy data (Σ, hij ,Kij). In-
deed, it is a grievance of Corollary 3.4 that, given (Σ, hij ,Kij), it is a non-trivial
and non-algorithmic issue to check whether there exists (σ, Y i) complementing
them to Killing initial data. Only then, it is straightforward to check whether
Sµνσρ|Σ = 0 holds. We therefore intend to derive conditions from the equation
Sµνσρ|Σ = 0 which impose restrictions on (σ, Y i). As in the space-time case [14]
it turns out that up to rescaling only one candidate remains.
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4.1.1 Candidate fields
Let us assume for the time being that we have been given a Λ-vacuum space-
time which admits a KVF for which the associated MST vanishes, and which
moreover satisfies F2|Σ 6= 0 and QF2|Σ + 2Λ 6= 0, or, equivalently,
P2 6= 0 , qP2 − Λ
2
6= 0 . (4.1)
We will collect a number of necessary conditions, which need to be satisfied in
any such space-time. Among other things, they will provide candidates for σ
and Y i.
It has been shown in [14] that in vacuum space-times with vanishing MST
and in which the space-time analog of (4.1) holds, the self-dual Killing form Fµν
and the function Q necessarily satisfy the equation2
∇µQ+ 1
4
QF2 + 20Λ
QF2 + 2Λ Q∇µ logF
2 = 0 . (4.2)
For vanishing MST the different choices for Q are equivalent, whence we have
written Q without any subscript. Let us consider its restriction to the initial
surface Σ, where it suffices to take the spatial components into account, and
complement it by (3.19)
Eij − q(PiPj )˘ = 0 , (4.3)
Diq +
1
4
qP2 − 5Λ
qP2 − Λ2
qDi logP2 = 0 . (4.4)
(Alternatively, (4.4) may be obtained by combining (3.20) and (3.37).) For the
computations below, (4.4) will often be needed in the form
Di(qP2) = 3
4
qP2 + Λ
qP2 − Λ2
qDiP2 . (4.5)
Lemma 4.1 Assume that (4.1) and (4.3) hold. Then (4.4) holds if and only if
q = QC|Σ.
Proof: Equation (4.4) is equivalent to
Di log
(
(qP2)−2/3(qP2 + Λ)2
)
= Di logP2 . (4.6)
It follows from (4.3) that qP2 = ∓
√
3
32
√
C2, and, after integration, we deduce
that (4.6) is equivalent to
q = κ(C2)5/6
(
±
√
C2 −
√
32
3
Λ
)−2
= QC |Σ , (4.7)
as claimed. ✷
2 The equation can be integrated to express F2 in terms of QF2. The restriction of this
solution to Σ recovers (3.41).
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Our aim is to derive candidate fields for σ and Y i in terms of Pi and q. Recall
(3.24), whose derivation required the KID equations. With (4.3) it becomes
DiPj = σ
(
qPiPj−1
3
(qP2+Λ)hij
)
+i˚ǫik
l
(
qPjPl−1
3
(qP2+Λ)hjl
)
Y k+i˚ǫjklKi
kP l .
(4.8)
Contraction with Pj yields
DiP2 = 4
3
σ
(
qP2 − Λ
2
)
Pi + 4
3
i˚ǫi
kl
(
qP2 − Λ
2
)
YkPl . (4.9)
Contraction with P i provides an expression for σ,
σ =
3
4
(
qP2 − Λ
2
)−1
P iDi logP2 . (4.10)
An application of ǫ˚pq
i to (4.9) and relabeling indices gives
Y[kPl] =
i
2
σ˚ǫkl
mPm − 3
8
i
(
qP2 − Λ
2
)−1
ǫ˚kl
m
DmP2 . (4.11)
We insert (4.11) into (4.8) to obtain the useful relation
DiPj = 1
3
(qP2 + Λ)
(
i˚ǫijkY
k − σhij
)
+
3
4
qP2
qP2 − Λ2
PjDi logP2 + i˚ǫjklKikP l .
(4.12)
Supposing that
qP2 + Λ 6= 0 , (4.13)
its anti-symmetric part yields an equation which can be solved for Y ,
Yi = −3
2
(
qP2 + Λ
)−1[3
4
i˚ǫi
kl qP2
qP2 − Λ2
PkDl logP2 + iQi +KikPk −KPi
]
.
(4.14)
Whenever a Λ-vacuum space-time with (4.1) and (4.13) admits a KVF such that
the associated MST vanishes, the corresponding KIDs necessarily need to satisfy
(4.10) and (4.14) where (q,Pi) solve (4.3)-(4.4) (cf. Proposition 4.2 below).
We would like to gain some insight under which conditions the candidates
(4.10) and (4.14) for σ and Y i do provide a solution of the KID equations. For
this purpose in turns out to be fruitful to derive a couple of relations between
the co-vector field P and the function q.
Of course, in general, there is no reason why (σ, Y i) should be real. As in
[14] this does not cause any problems, and we can enlarge our space-times of
interest to those which admit a complex KVF whose associated MST vanishes.
4.1.2 Necessary conditions on P
Let us compute the symmetric part of (4.12) which provides a useful relation
satisfied by P which does not involve Y ,
D(iPj) = −
1
3
σ(qP2 + Λ)hij + 3
4
qP2
qP2 − Λ2
P(iDj) logP2 + i˚ǫ(iklKj)kPl . (4.15)
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Two special components will be of particular importance: Its contraction with Pj
PjD(iPj) =
1
6
σ(qP2 − 2Λ)Pi + 3
8
qP2
qP2 − Λ2
DiP2 + i
2
ǫ˚i
jkKj
lPkPl , (4.16)
and its trace
DiP i = −Λσ . (4.17)
4.1.3 Vanishing of the transverse derivative of the MST on Σ
We would like to derive an expression, analog to (4.15), for the anti-symmetric
part of the covariant derivative of P . The anti-symmetric part of (4.12), though,
was used to obtain an expression for the candidate field Y , whence it does not
seem to be usable for this.
Later on we will be interested in initial data (Σ, hij ,Kij) for which we do not
know whether they admit a solution (σ, Y i) of the KID equations. Instead, we
want to assume that we have been given a co-vector field P which solves (4.3).
Then the “MST” Sαβµν vanishes on Σ. The quotation marks are to emphasize
that we do not know whether it is associated to a KVF: First of all, a solution
of the KID equations does not need to exist. And secondly, even if a solution
exists, there is a priori no reason why a solution P of (4.3) should arise from
(σ, Y i) via (3.6). In both cases the “MST” is not the proper one, so a priori
there is no reason to expect that the transverse derivative of the “MST” vanishes
on Σ (which otherwise would follow from the fact that the MST satisfies the
symmetric hyperbolic system (2.19)). For this reason, it seems promising to
analyze the vanishing of the transverse derivative of the MST. Clearly, relations
obtained this way necessarily need to be fulfilled by Cauchy data (Σ, hij ,Kij)
which yield a Λ-vacuum space-time with vanishing MST.
For the computation of ∇tSαβµν |Σ we need to determine the transverse
derivatives of Q and Qαβµν . We assume
qP2 6= 0 , qP2 − Λ
2
6= 0 . (4.18)
In any vacuum space-time with vanishing MST the following relations hold [12],
∇µF2 = 4
3
(QF2 + 2Λ)XαFαµ , (4.19)
∇µFαβ = QXκFκµFαβ + 1
3
(QF2 − 4Λ)XνIαβµν . (4.20)
We employ (4.2) and (4.19) to calculate
∇tQ|Σ = −1
3
(QF2 + 20Λ)QF−2XαFαt (4.21)
=
1
3
(qP2 − 5Λ)qP−2Y kPk . (4.22)
Finally, using (3.13), (4.19) and (4.20) we determine the transverse derivative
of the MST on Σ,
∇tStitj |Σ ≡ ∇tCtitj −∇tQ
(
F tiF tj − F
2
3
Ititj
)
−Q
(
2Ft(i∇|tFt|j) −
∇tF2
3
Ititj
)
= i˚ǫ(i
kl
D|k|Ej)l +K(ikEj)k −KEij + ǫ˚ikpǫ˚j lqKklEpq
+
1
3
q(qP2 + Λ)
(
5P−2Y kPkPiPj − 2P(iYj) − Y kPkhij
)
. (4.23)
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Assume now that the MST vanishes initially, i.e. Sαβµν |Σ = 0, or, equivalently,
that (4.3) holds for a function q = q(xi) which satisfies (4.4). Then
∇tStitj |Σ = i
4
qP2 − 5Λ
qP2 − Λ2
q˚ǫ(i
klPj)PkDl logP2 + iq˚ǫ(iklP|lDk|Pj) + iqP(iQj)
+q˚ǫi
kpǫ˚j
lqKklPpPq + qK(ikPj)Pk − qKPiPj
+
1
3
q(qP2 + Λ)
(
5P−2Y kPkPiPj − 2P(iYj) − Y kPkhij
)
. (4.24)
We plug in the expression (4.14) we derived for Y ,
∇tStitj |Σ = i
4
4qP2 − 5Λ
qP2 − Λ2
q˚ǫ(i
klPj)PkDl logP2 +
i
2
q
(˚
ǫi
klPlD(kPj) + ǫ˚jklPlD(kPi)
)
+
5
2
iq
(
Q(i − P−2PkQkP(i
)
Pj) + q˚ǫikpǫ˚j lqKklPpPq + 2qK(ikPj)Pk
−1
2
q
(
5P−2KklPkPl −K
)
PiPj + 1
2
q
(
KklPkPl −KP2
)
hij . (4.25)
Contracting this with Pj yields
Pj∇tStitj |Σ = iqP2(Qi − P2PkQkPi) + i
4
qP2 − 2Λ
qP2 − Λ2
qP2ǫ˚iklPkDl logP2
+qP2KikPk − qKklPkPlPi . (4.26)
Vanishing of Pj∇tStitj |Σ = 0 requires
Qi−P−2PkQkPi = −1
4
qP2 − 2Λ
qP2 − Λ2
ǫ˚i
klPkDl logP2+iKikPk−iP−2KklPkPlPi ,
(4.27)
which yields the desired relation for the anti-symmetric part of ∇iPj. If one
inserts (4.27) and (4.15) into (4.25), the right-hand side vanishes automatically,
so no additional relation can be extracted from ∇tSαβµν |Σ = 0.
4.1.4 An intermediate result
It follows from (4.3) that
qP2 = ∓
√
3
2
√
E2 , (4.28)
whence our assumptions on qP2,
qP2 6= 0 , qP2 + Λ 6= 0 , qP2 − Λ
2
6= 0 , qP2 − 2Λ 6= 0 . (4.29)
can be expressed in terms of E2, (4.30) below, i.e. in terms of the Cauchy data.
Let us collect the equations we have found in the preceding sections. Taking
also Corollary 3.4 into account we end up with the following
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Proposition 4.2 Consider Cauchy data (Σ, hij ,Kij) which satisfy the vacuum
constraint equations and3
E2 6= 0 , E2 − 1
6
Λ2 6= 0 , E2 − 2
3
Λ2 6= 0 , E2 − 8
3
Λ2 6= 0 . (4.30)
A necessary condition for the emerging Cauchy development to admit a (possibly
complex) KVF X such that the associated MST vanishes is:
(i) There exists a function q : Σ→ C and a co-vector field P such that (4.3),
(4.4), (4.15), and (4.27) hold.
(ii) Xµ|Σ = (σ, Y i) is given by (4.10) and (4.14).
If, in addition to (i)-(ii),
(iii) (σ, Y i) satisfies the KID equations, and
(iv) (σ, Y i) and Pi are related via (3.6),
then the Cauchy development of (Σ, hij ,Kij) admits a KVF X with X
µ|Σ =
(σ, Y i) such that the associated MST vanishes in some neighborhood of Σ.
Proof: The first part follows directly from the considerations above. (iii)-(iv)
guarantee that the tensor Sαβµν , whose vanishing on the Cauchy surface Σ is
ensured by (i), is actually the MST associated to the KVF X generated by
(σ, Y i). The result follows now from Lemma 4.1 and Corollary 3.4. ✷
4.2 The KID equations
Let us analyze to what extent (iii)-(iv) follow from (i)-(ii). We consider Cauchy
data (Σ, hij ,Kij) which satisfy the vacuum constraint equations, (4.1) and
(4.13). Moreover, we assume that there exist a function q : Σ → C and a
co-vector field P such that (4.3), (4.4), (4.15), and (4.27) hold. Finally, we
define a (possibly complex) function σ : Σ → C via (4.10), and a (possibly
complex) vector field Y via (4.14).
Using (4.4) we find that
Dkσ =
3
4
(
qP2−Λ
2
)−1(
P lDkDl logP2+DkP lDl logP2−σ qP
2 + Λ
qP2 − Λ2
qP2Dk logP2
)
.
(4.31)
Differentiating (4.15) yields with (4.4)
DkD(iPj) =
1
4
qP2 + Λ
qP2 − Λ2
(3
2
Λ
qP2 − Λ2
σqP2Dk logP2 −DkP lDl logP2 − P lDkDl logP2
)
hij
− 9
32
Λ
qP2 + Λ
(qP2 − Λ2 )3
qP2P(iDj) logP2Dk logP2 +
3
4
qP2
qP2 − Λ2
P(iDj)Dk logP2
+
3
4
qP2
qP2 − Λ2
DkP(iDj) logP2 + i˚ǫ(ipq
(
PqDkKj)p +Kj)pDkPq
)
. (4.32)
3 A similar comment as in Remark 5.1 applies: It is actually sufficient when the following
conditions are satisfied for one sign ±, depending on the sign for which S(C)
αβγδ
is fulfilled,
E2 6= 0 , ±
√
E2 +
√
1
6
Λ 6= 0 , ±
√
E2 −
√
2
3
Λ 6= 0 , ±
√
E2 +
√
8
3
Λ 6= 0 .
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For the covariant derivative of Y a somewhat lengthy calculation, which makes
use of (4.32), (4.15), and the vacuum constraints, reveals that
DiYj =
3
2
(
qP2 + Λ
)−1[3
4
qP2
qP2 − Λ2
Di logP2
(
Kj
kPk −KPj
)
+i˚ǫj
kl
(
hik(2R˚lmPm − R˚Pl)− 2R˚ilPk + 3
4
qP2
qP2 − Λ2
DkPlDi logP2
+
3
4
1
qP2 − Λ2
(
1 +
3
4
qP2
qP2 − Λ2
+
3
8
Λ
qP2 + Λ
(qP2 − Λ2 )2
)
qP2PkDl logP2Di logP2
−3
4
qP2
qP2 − Λ2
DiPkDl logP2 − 3
4
qP2
qP2 − Λ2
P−2PkDiDlP2 − 2DkD(iPl)
)
−PkDiKjk + PjDiK −KjkDiPk +KDiPj
]
(4.33)
=
3
2
(
qP2 + Λ
)−1[3
4
qP2
qP2 − Λ2
(Kj
kPk −KPj)Di logP2
+
9
16
i
(qP2)2
(qP2 − Λ2 )2
ǫ˚j
klPkDl logP2Di logP2 − 3
2
i
qP2
qP2 − Λ2
ǫ˚j
kl
D(iPk)Dl logP2
+ǫ˚j
klǫ˚i
pqKlpDkPq − 2˚ǫiklBjkPl − ΛKijσ −KikDkPj −KjkDiPk +KDiPj
+2i˚ǫj
klR˚ikPl − i˚ǫijk(2R˚klP l − R˚Pk)
]
−3
4
i
1
qP2 − Λ2
ǫ˚ij
k
(3
2
Λ
qP2 − Λ2
σqP2δkl −DkP l − P lDk
)
Dl logP2 (4.34)
=
3
2
(
qP2 + Λ
)−1[3
4
qP2
qP2 − Λ2
(
Ki
kPjDk logP2 + (KjkPk −KPj)Di logP2
)
+ǫ˚j
klǫ˚i
pqKlp
(
DkPq − 3
4
qP2
qP2 − Λ2
PqDk logP2
)
− 2˚ǫiklBjkPl −KikDkPj
−KjkDiPk +KDiPj + 2i˚ǫjklR˚ikPl − i˚ǫijk(2R˚klP l − R˚Pk)
]
− 3
2
Kijσ
−3
4
i
1
qP2 − Λ2
ǫ˚ij
k
( qP2 + Λ
qP2 − Λ2
σqP2δkl −DkP l − P lDk
)
Dl logP2︸ ︷︷ ︸
=i˚ǫijkDkσ
. (4.35)
Now we are ready to consider the KID equation (2.33). Taking the sym-
metric, part of (4.35) another lengthy calculation shows (we use (4.32), (4.15),
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(4.27), (4.3) and the vacuum constraints),
D(iYj) =
3
2
(
qP2 + Λ
)−1[3
4
qP2
qP2 − Λ2
(
K(i
kPk −KP(i
)
Dj) logP2
−2i˚ǫ(iklR˚j)lPk −
3
2
i
qP2
qP2 − Λ2
ǫ˚(i
kl
D(j)Pk)Dl logP2
+
9
16
i
(qP2)2
(qP2 − Λ2 )2
ǫ˚(i
klPkDj) logP2Dl logP2 − ΛσKij − 2˚ǫ(ipqBj)pPq
+ǫ˚(i
kl ǫ˚j)
pqKlpD(kPq) − 2K(ikD(j)Pk) +KD(iPj)
]
(4.36)
=
3
2
i
(
qP2 + Λ
)−1[
ǫ˚(i
kl
(
Kj)kKlpPp +Kj)pKpkPl −KKj)kPl
)
︸ ︷︷ ︸
=0
+2˚ǫ(i
klEj)kPl
]
− σKij (4.37)
= −σKij . (4.38)
The first KID equation (2.33) is therefore automatically fulfilled in this setting.
Before we analyze the second KID equation, it is useful to focus attention
to another equation first, namely (3.6),
Pi = Diσ +KijY j + i
2
Zi . (4.39)
It ensures that P and (σ, Y ) are related in the right way, so that the “MST”, given
on Σ in terms of P , is actually the proper MST associated to a KVF, namely
the one generated by (σ, Y ). To check it, we determine the anti-symmetric part
of (4.35). With (4.27), (4.31), (4.3) and the vacuum constraints we find
D[iYj] =
3
2
(
qP2 + Λ
)−1[3
4
qP2
qP2 − Λ2
(
K[i
kPj]Dk logP2 − (K[ikP|k| −KP[i)Dj] logP2
)
−ǫ˚[iklǫ˚j]pqKlp
(
D[kPq] −
3
4
qP2
qP2 − Λ2
P[qDk] logP2
)
+K[i
k
Dj]Pk −K[ikD|k|Pj]
+KD[iPj] − 2˚ǫ[iklBj]kPl − 2i˚ǫ[iklR˚j]kPl − i˚ǫijk(2R˚klP l − R˚Pk)
]
+ i˚ǫij
k
Dkσ
=
3
4
1
qP2 − Λ2
(
K[i
kPj]Dk logP2 − PkK[ikDj] logP2 +KP[iDj] logP2
−ǫ˚[iklǫ˚j]pqKlpP[kDq] logP2
)
+
3
2
(
qP2 + Λ
)−1 1
2
(˚
ǫij
pKlp + 2K[i
k ǫ˚j]k
l +Kǫ˚ij
l
)
︸ ︷︷ ︸
=ǫ˚ijpKpl
×
(
P−2PlPmQm + iKlrPr − iP−2KmnPmPnPl
)
+
3
2
(
qP2 + Λ
)−1[
− 2i˚ǫ[ikl(KKj]k −Kj]lKkl −
2
3
Λhj]k)Pl + 2i˚ǫ[iklEj]kPl
−i
(˚
ǫij
k(2R˚klP l − R˚Pk) + 4˚ǫ[iklR˚j]kPl
)
︸ ︷︷ ︸
=ǫ˚ijkR˚Pk
]
+ i˚ǫij
k
Dkσ
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=
3
4
1
qP2 − Λ2
[
K[i
kPj]Dk logP2 − PkK[ikDj] logP2 +KP[iDj] logP2
−ǫ˚[iklǫ˚j]pqKlpP[kDq] logP2 − ǫ˚ijpKplǫ˚lkmPkDm logP2
]
− 3
2
i
(
qP2 + Λ
)−1
×
[
2˚ǫ[i
kl(KKj]k −Kj]mKkm)Pl + ǫ˚ijp[(|K|2 −K2)Pp −Kpl(KlkPk −KPl)]
]
︸ ︷︷ ︸
=0
+i˚ǫij
k(Dkσ − Pk +KklY l) .
Recall our definition (4.14) of Y . With (4.27) it can be written as
Yi = −3
2
i
(
qP2 + Λ
)−1(
P−2PiPkQk + iKikPk − iP−2KklPkPlPi
)
−3
4
i
(
qP2 − Λ
2
)−1
ǫ˚i
klPkDl logP2 − 3
2
(
qP2 + Λ
)−1(
Ki
kPk −KPi
)
.
We insert this into the expression we have derived for D[iYj] to end up with
D[iYj] = i˚ǫij
k(Dkσ − Pk +KklY l) , (4.40)
which is equivalent to (4.39), i.e. P and (σ, Y ) are automatically related to each
other in the desired way. Morover, it follows immediately from (4.40) that for
P2 6= 0 the emerging KVF cannot be trivial on Σ.
Finally, let us devote attention to the second KID equation (2.34). We
differentiate (4.39). Using (4.15), (2.33), (4.3), (4.14), (4.27) yields
DiDjσ = D(iPj) −
i
2
D(iZj) − Y kD(iKj)k −Kk(iDj)Y k (4.41)
= D(iPj) −
i
2
(˚ǫi
kl
DkD(jYl) + ǫ˚j
kl
DkD(iYl)) +
i
2
ǫ˚(i
klR˚j)pklY
p
−Y kD(iKj)k −K(ikDj)Y k (4.42)
= −1
3
σ(qP2 + Λ)hij + 3
4
qP2
qP2 − Λ2
P(iDj) logP2 − iσBij − Y kD(iKj)k
−Kk(iDj)Y k + i˚ǫ(ikl
(
Kj)kPl +Kj)lDkσ + R˚j)kYl
)
(4.43)
= −σ
(
iBij +
1
3
qP2 + Λ
3
hij
)
+
3
4
qP2
qP2 − Λ2
P(iDj) logP2 −LYKij
+K(i
k
D(j)Yk) + i˚ǫ(i
klKj)kKlpY
p + i˚ǫ(i
kl(R˚j)k + iBj)k)Yl (4.44)
= σ
(
R˚ij +KKij − 2KikKjk − Λhij − Eij − 1
3
qP2
)
+
3
4
qP2
qP2 − Λ2
P(iDj) logP2 + i˚ǫ(iklEj)kYl −LYKij
+ i˚ǫ(i
kl
(
Kj)kKl
pYp +Kj)pKk
pYl −KKj)kYl
)
︸ ︷︷ ︸
=0
(4.45)
= σ
(
R˚ij +KKij − 2KikKjk − Λhij
)
−LYKij , (4.46)
i.e. the second KID equation holds automatically, as well.
We are thus led to the following improvement of Proposition 4.2
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Proposition 4.3 Consider Cauchy data (Σ, hij ,Kij) which satisfy the vacuum
constraint equations and (4.30) (cf. footnote 3). The emerging Cauchy develop-
ment admits a (possibly complex) KVF X such that the associated MST vanishes
if and only if there exists a function q : Σ→ C and a co-vector field P such that
(4.3), (4.4), (4.15) and (4.27) hold. In that case Xµ|Σ = (σ, Y i), where σ and
Y i are given by (4.10) and (4.14), respectively, and Xµ|Σ is non-trivial.
4.3 The equations for P revisited
Proposition 4.3 requires the existence of a function q and a co-vector field P
such that, for given Cauchy data (Σ, hij ,Kij) (recall the definition of Eij (3.7),
σ (4.10) and Qi (3.9)),
Eij = q(PiPj )˘ , (4.47)
Diq = −1
4
qP2 − 5Λ
qP2 − Λ2
qDi logP2 , (4.48)
D(iPj) =
3
4
qP2
qP2 − Λ2
P(iDj) logP2 + i˚ǫ(iklKj)kPl −
σ
3
(qP2 + Λ)hij ,(4.49)
Qi = P−2PkQkPi − 1
4
qP2 − 2Λ
qP2 − Λ2
ǫ˚i
klPkDl logP2 + iKikPk
−iP−2KklPkPlPi . (4.50)
In this section we want to analyze to what extent these equations are indepen-
dent of each other, or rather if one of them is implied by the remaining ones.
The most promising starting point is undoubtedly to differentiate (4.47). With
(4.48) we obtain
DkEij+ 1
4
qP2 − 5Λ
qP2 − Λ2
qPiPjDk logP2−2qP(iD|k|Pj)+
1
4
qP2 + Λ
qP2 − Λ2
qhijDkP2 = 0 .
(4.51)
To extract one of the above equations, though, we need to eliminate the deriva-
tive of Eij . For this purpose, recall that the vacuum constraints impose restric-
tions (3.10) on Eij . Taking also (4.47) into account that yields an equation of a
form we are looking for,
DjEij = iq˚ǫijkKjlPkPl . (4.52)
On the other hand, applying hjk to (4.51) yields
DjEij−2qPjD(iPj)−qPiDjPj+
1
4
qP2 − 5Λ
qP2 − Λ2
qPiPjDj logP2+3
4
qP2
qP2 − Λ2
qDiP2 = 0 .
(4.53)
Combined we obtain (recall (4.10) and note that q 6= 0 in our current setting of
Proposition 4.3)
2PjD(iPj)+PiDjPj−
1
3
σ(qP2−5Λ)Pi− 3
4
qP2
qP2 − Λ2
DiP2− i˚ǫijkKj lPkPl = 0 .
(4.54)
We contract this equation with P i to recover (4.17) as the trace of (4.49),
DjPj = −Λσ . (4.55)
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We insert this into (4.54) to recover (4.16) as the contraction of (4.49) with Pj,
PjD(iPj) =
1
6
σ(qP2 − 2Λ)Pi + 3
8
qP2
qP2 − Λ2
DiP2 + i
2
ǫ˚i
jkKj
lPkPl . (4.56)
Let us rewrite (4.56). With (4.10) and the identity PjD(iPj) ≡ 12DiP2 −
1
2 ǫ˚i
jkPjQk we obtain, after contraction with ǫ˚pqi,
2P[pQq] = −
1
3
σ(qP2 − 2Λ)˚ǫpqkPk + 1
4
qP2 − 2Λ
qP2 − Λ2
ǫ˚pq
k
DkP2 − 2iK[pkPq]Pk .
(4.57)
If we contract this equation with Pq we recover (4.50).
By way of summary, the vacuum constraints, (4.47)-(4.48) imply (4.50) and
certain components of (4.49), namely its trace (4.55) and its contraction with
Pj (4.50).
Let us bring (4.49) in a form which takes care of the fact that some of its
components are redundant. For this purpose, set
Aij := P2D(iPj) , (4.58)
and note that (4.55) and (4.10) imply
tr(A) = −ΛσP2 = −3
2
Λ
(
qP2 − Λ
2
)−1
PkP lAkl . (4.59)
On the other hand, we use (4.10) to write (4.56) as
qP4ǫ˚iklPkQl = 2
3
(qP2−2Λ)
(
PkAik−PkP lAklPi
)
−4
3
i
(
qP2−Λ
2
)
P2ǫ˚ijkKj lPlPk .
(4.60)
Finally, we employ (4.59) and (4.60) to rewrite (4.49),
Aij = 3
2
q
qP2 − Λ2
P(iPkAj)k −
1
2
qP2 + Λ
qP2 − Λ2
P−2PkP lAklhij
+
3
4
qP2
qP2 − Λ2
ǫ˚(i
klPj)PkQl + iP2ǫ˚(iklKj)kPl
= 2P−2P(iPkAj)k −
1
2
P−2PkP lAkl
(
P−2PiPj + hij
)
− tr(A)
2
(
P−2PiPj − hij
)
+ i˚ǫ(i
kl
(
P2Kj)k −K|k|mPj)Pm
)
Pl . (4.61)
Conversely, this equation implies (4.49) when using (4.55) and (4.56) (which
in turn follow from (4.47), (4.48), and the vacuum constraints). Its trace and
its contraction with Pj are automatically satisfied, which reflects the fact that
the same is true for the corresponding components of (4.49). Equation (4.61)
therefore has two non-trivial independent components which need to be fulfilled.
One may replace (4.61) by a scalar equation. Since (Σ, hij) is a Riemannian
manifold, such an equation can immediately be obtained: We write all terms
on one side and compute its norm. Proceeding this way we find that (4.61) is
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equivalent to (we set Bi := AijPj, C := AijP iPj , bi := KijPj, c := KijP iPj),
0 = K := P4|A|2 − 2P2|B|2 + 1
2
C2 + P2trA
(
C − 1
2
P2trA
)
+P6
(
2P2|b|2 − P4(|K|2 + 1
2
K2)− 1
2
c
2 −KP2c
)
+2i˚ǫijkP4Pk
(
Bibj − P2AilKjl
)
. (4.62)
4.4 Cauchy data for vacuum space-times with vanishing
MST
It follows from Lemma 3.1 that the conditions (4.47)-(4.48), needed to apply
Proposition 4.3, can be replaced by the condition
Eij − qC(PiPj )˘ = 0 , (4.63)
where
qC := QC|Σ = ±κ˜−2(E2)5/6
(
±
√
E2 −
√
2
3
Λ
)−2
, κ˜ ∈ C \ {0} . (4.64)
One checks that κ˜ 7→ λκ˜, λ ∈ C implies (σ, Y i) 7→ (λσ, λY i). The constant κ˜
therefore provides a gauge freedom which reflects the freedom to choose a scale
of the KVF. It may be set equal to 1.
In this section we discuss the solvability of (4.63). Assume that (3.59) holds.
We deduce from (3.42),
P2 = −1
4
F2|Σ = −
√
3
2
κ˜
2(E2)−1/3
(
±
√
E2 −
√
2
3
Λ
)2
. (4.65)
Let us analyze the vanishing of the MST S(C)αβµν on Σ,4
S(C)αβµν |Σ = 0 ⇐⇒ S(C)titj |Σ = 0 (4.66)
⇐⇒ (PiPj )˘ = ∓κ˜2(E2)−5/6
(
±
√
E2 −
√
2
3
Λ
)2
Eij (4.67)
⇐⇒ PiPj = ∓κ˜2(E2)−5/6
(
±
√
E2 −
√
2
3
Λ
)2(
Eij ±
√
E2
6
hij
)
. (4.68)
Conditions which characterize solvability and uniqueness of equations of a
form such as in (4.68), regarded as equations for Pi, and different approaches
to construct solutions thereof are discussed in paper I [14]. Let us summarize
the results:
(i) A solution exists for at most one choice of ±. It is then uniquely deter-
mined up to a sign.
(ii) A solution exists if and only if
EikEkj ∓
√
E2
6
Eij − E
2
3
hij = 0 . (4.69)
Again, this happens at most for either + or −.
4 We note that (4.65) and (4.68) imply PkPlEklP−2 = ±
√
2
3
E2, and observe that (4.67)
is equivalent (3.21), as one should expect from Lemma 3.3.
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(iii) Let W i be any vector with |(Eij ±√E26 hij)Wj |2 = 1 (its existence is
ensured by E2 6= 0). Then
Pi = i
(3
2
)1/4
κ˜ (E2)−1/6
(
±
√
E2 −
√
2
3
Λ
)(
Eij ±
√
E2
6
hij
)
Wj (4.70)
solves (4.68), supposing that a solution exists, i.e. supposing that (4.69) holds.
Because of (4.69)-(4.70) we have (4.65) and
Qi = i
(3
2
)1/4
κ˜ (E2)−1/6ǫ˚ijk
[1
3
(
±
√
E2 + Λ√
6
)(
EklW l ±
√
E2
6
Wk
)
Dj log E2
+
(
±
√
E2 −
√
2
3
Λ
)
Dj
(
EklW l ±
√
E2
6
Wk
)]
. (4.71)
We employ (4.28) and (4.70)-(4.71) to express σ and Y i (given by (4.10) and
(4.14)) in terms of the Cauchy data and W i,
σ = − 1√
6
(
±
√
E2 −
√
2
3
Λ
)−1
PkDk log E2 (4.72)
= − i
2
(2
3
)1/4
κ˜(E2)−1/6
(
EklWl ±
√
E2
6
Wk
)
Dk log E2 , (4.73)
and
Yi =
√
3
2
(
±
√
E2 −
√
2
3
Λ
)−1[ i
2
ǫ˚i
kl ±
√
E2
±
√
E2 −
√
2
3 Λ
PkDl log E2
+iQi +KikPk −KPi
]
(4.74)
=
(3
2
)3/4
κ˜(E2)−1/6
[
− ǫ˚ijkDj + 1
6
ǫ˚i
jk
Dj log E2 + iKik − iKδik
]
×
(
EklWl ±
√
E2
6
Wk
)
. (4.75)
Remark 4.4 As for (4.61), since (Σ, hij) is a Riemannian manifold, (4.69) can
be replaced by the equation which requires the vanishing of the norm of its
left-hand side,
H := tr(E · E · E · E)∓
√
2
3
√
tr(E · E) tr(E · E · E)− 1
6
(tr(E · E))2 = 0 . (4.76)
We have proven the first main result, which provides an algorithmic char-
acterization of Cauchy data which generate vacuum space-times with vanishing
MST (cf. [14, Theorem 4.8] for the space-time pendant). It brings together all
the results of the previous sections.
Theorem 4.5 Consider Cauchy data (Σ, hij ,Kij) which solve the vacuum con-
straint equations and satisfy (cf. footnote 3)
tr(E ·E) 6= 0 , tr(E ·E)− 2
3
Λ2 6= 0 , tr(E ·E)− 1
6
Λ2 6= 0 , tr(E ·E)− 8
3
Λ2 6= 0 ,
(4.77)
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where
Eij := R˚ij +KKij −KikKjk − 2
3
Λhij − i˚ǫiklDkKlj .
Moreover, let W i be any vector with |(Eij ±√E26 hij)Wj |2 = 1 (which exists),
and set
Pi := i
(3
2
)1/4
κ˜ (E2)−1/6
(
±
√
E2 −
√
2
3
Λ
)(
Eij ±
√
E2
6
hij
)
Wj (4.78)
(the “right” signs are determined by condition (i) below). Then the emerging
Λ-vacuum space-time admits a non-trivial (possibly complex) KVF such that
the associated MST vanishes (at least in some neighborhood of Σ) if and only if
(4.62) and (4.76) hold, i.e.
(i) H(E , h) ≡ tr(E · E · E · E)∓
√
2
3 tr(E · E) tr(E · E · E)− 16 [tr(E · E)]2 = 0, and
(ii) K(E ,DE , h,K) = 0.
In that case the Cauchy data are complemented to Killing initial data via (4.73)
and (4.75).
Remark 4.6 (i) and (ii) may be replaced by their tensor-equivalents (4.69) and
(4.61). Alternatively, they may be combined into one single scalar equation,
L := H2 + K2 = 0 , (4.79)
which depends only on hij , Kij and derivatives thereof.
Corollary 4.7 The function L provides, under the hypotheses (4.77), a mea-
sure for the deviation of Λ-vacuum initial data (Σ, hij ,Kij) to initial data which
admit a (possibly complex) KVF whose associated MST vanishes.
Remark 4.8 The conditions (4.77) only make sure that the evolution equations
for the MST are regular near Σ, whence the vanishing of the MST can merely
be concluded in a corresponding neighborhood. If the KIDs are real, though,
the KVF will be real as well, and the KIDs will generate one of the vacuum
space-times contained in the class of space-times described in [12]. All these
space-times have the property that the MST vanishes everywhere, whence we
conclude that the MST actually vanishes in the whole domain of dependence of
Σ, and not just in some neighborhood of Σ. In fact, one should expect that the
same is true for MSTs associated to complex KVFs.
5 Algorithmic characterization of Cauchy data
for the Kerr-NUT-(A)dS family
5.1 Vanishing of the MST associated to real KIDs and the
Kerr-NUT-(A)dS family
A necessary condition for Cauchy data (Σ, hij ,Kij) to generate a member of the
Kerr-NUT-(A)dS family is that the MST vanishes w.r.t. a KVF which is real.
This will be the case whenever there exists a choice κ˜ ∈ C \ {0} for which the
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Killing initial data σ and Y i, as given by (4.73) and (4.75), are real. In that case
there only remains the freedom to multiply κ˜ with real constants λ ∈ R \ {0}.
Once it is known that the initial data set (Σ, hij ,Kij) leads to a Λ-vacuum
space-time which admits a real KVF w.r.t. which the MST vanishes, the charac-
terization result in [12] (which we have recalled in paper I [14]) can be consulted
to check whether the emerging space-time belongs to the Kerr-NUT-(A)dS fam-
ily. Moreover, that result can be used to compute the Kerr-NUT-(A)dS param-
eters m, a and ℓ from hij and Kij , so that one gains insight which member of
the Kerr-NUT-(A)dS family is generated by (Σ, hij ,Kij). For this we need to
determine the constants b1, b2, c and k (2.20)-(2.22).
Using (4.28), (4.64), and (4.65) we obtain (cf. [14], but note that κ˜ differs
from the one used there)
b1 = 18
(2
3
)1/4
Im(κ˜3) , (5.1)
b2 = −18
(2
3
)1/4
Re(κ˜3) , (5.2)
c = σ2 − |Y |2 ∓ 6Re
(
κ˜
2(E2)1/6
)
−
√
6ΛRe
(
κ˜
2(E2)−1/3
)
, (5.3)
k = 9
(2
3
)1/2
|κ˜2(E2)−1/3|
(
DiZD
iZ − (∇0Z)2
)
− b2Z + cZ2 + Λ
3
Z4 ,(5.4)
where
Z|Σ = 3
(2
3
)1/4
Re
(
κ˜(E2)−1/6
)
, (5.5)
∇0Z|Σ [14]= −3
2
Re
( ∇0F2√
F2(QF2 + 2Λ)
)∣∣∣
Σ
(5.6)
(4.19)
=
(2
3
)1/4
Re
(
κ˜
−1 (E2)1/6
±
√
E2 −
√
2
3Λ
Y iPi
)
. (5.7)
Remark 5.1 The 6th root (E2)1/6 is determined by the requirement that the
Killing initial data (σ, Y ) need to be real.
Since it is of particular physical interest and somewhat easier to analyze, we
devote ourselves henceforth to Kerr-(A)dS family.
5.2 Kerr-(A)dS family
To end up with an algorithmic local characterization result for the Kerr-(A)dS
metrics in terms of Cauchy data we will employ the space-time characterization
Theorem 2.4. We assume that we have been given Cauchy data (Σ, hij ,Kij)
which fulfill all hypotheses of Theorem 4.5. In particular (4.77) implies thatQF2
andQF2−4Λ are not identically zero, as required by Theorem 2.4. Then we sup-
plement the data via (4.10) and (4.14) to Killing initial data (Σ, hij ,Kij , σ, Y
i),
where we assume that there exists a choice of κ˜ ∈ C \ {0} for which σ and Y i
are real (in other words we require (σ, Y i) to be real up to some multiplicative
complex constant).
According to Theorem 2.4 a necessary condition for the Cauchy development
of (Σ, hij ,Kij) to be locally isometric to a Kerr-(A)dS space-time is b2 = 0,
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equivalently Re(κ˜3) = 0. There remains a gauge freedom concerning the choice
of the complex constant κ˜, namely to prescribe its length. It arises from the
freedom to rescale the KVF. One may therefore impose the gauge condition
κ˜ = i . (5.8)
Let us analyze the validity of (4.77) in the KdS-case. In [14] it has been
shown that the Kerr-(A)dS family satisfies
C2 = 96m
2
(r + ia cos θ)6
, (5.9)
and as in [14] we define
√ · in such a way that
√
C2 =
√
96m
(r + ia cos θ)3
(5.10)
(then (4.76) holds with “−”). For m 6= 0 we thus have E2 6= 0 on any Cauchy
surface Σ. In particular (4.77) holds everywhere in the Λ 6= 0-case. Moreover,
observe that that grad(Re[(C2)−1/6]) is nowhere vanishing.
So let us consider the case Λ 6= 0 (and m 6= 0). It has been shown in [14]
that
√
C2 6=
√
32
3 Λ holds if and only if
for a = 0: r =
(
3mΛ−1
)1/3
, (5.11)
for a > 0: θ = π/2 and r =
(
3mΛ−1
)1/3
(5.12)
or
cos θ = ±
(9
8
√
3ma−3Λ−1
)1/3
and r = ∓ a√
3
cos θ .(5.13)
Clearly, the solution (5.13) exists only for 98
√
3ma−3Λ−1 ≤ 1. Moreover,
√
C2 6=
−
√
8
3Λ is equivalent to [14]
for a = 0: r = −(6mΛ−1)1/3 , (5.14)
for a > 0: θ = π/2 and r = −(6mΛ−1)1/3 (5.15)
or
cos θ = ±
(9
4
√
3ma−3Λ−1
)1/3
and r = ± a√
3
cos θ , (5.16)
where (5.16) exists only for 94
√
3ma−3Λ−1 ≤ 1. It remains to consider the last
condition in (4.77):
√
C2 = −
√
128
3
Λ ⇐⇒ 3
2
mΛ−1 = −(r + ia cos θ)3 , (5.17)
happens if and only if
for a = 0: r = −
(3
2
mΛ−1
)1/3
, (5.18)
for a > 0: θ = π/2 and r = −
(3
2
mΛ−1
)1/3
(5.19)
or
cos θ = ±
( 9
16
√
3ma−3Λ−1
)1/3
and r = ± a√
3
cos θ .(5.20)
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The solution (5.20) exists only for 916
√
3ma−3Λ−1 ≤ 1.
To sum it up, for Λ = 0, the conditions (4.77) are satisfied everywhere by the
Kerr family. For Λ 6= 0 and a 6= 0 some of the conditions in (4.77) are violated
on certain {r, θ = const.}-2-surfaces, in the Schwarzschild-(A)de Sitter case on
certain {r = const.}-hypersurfaces. For the latter ones,
g(∂r, ∂r) =
(
1− 2m
r
− Λ
3
r2
)−1
, (5.21)
so for appropriate choices of Λ and m these surfaces will be spacelike. Our
results do not apply on these 3-surfaces.
Finally, we state our second main result:
Theorem 5.2 Consider Cauchy data (Σ, hij ,Kij) which solve the vacuum con-
straint equations and satisfy (cf. footnote 3)
tr(E ·E) 6= 0 , tr(E ·E)− 2
3
Λ2 6= 0 , tr(E ·E)− 1
6
Λ2 6= 0 , tr(E ·E)− 8
3
Λ2 6= 0 ,
where
Eij := R˚ij +KKij −KikKjk − 2
3
Λhij − i˚ǫiklDkKlj ,
and for which Im
( √
F2
QF2−4Λ
)
has non-zero gradient somewhere.
Then the emerging Λ-vacuum space-time is locally isometric to a member of
the Kerr-(A)dS family if and only if (i)-(iv) hold:
(i) tr(E · E · E · E)∓
√
2
3 tr(E · E) tr(E · E · E)− 16 [tr(E · E)]2 = 0.
Let W i be any vector field with |(Eij ±√E26 hij)Wj |2 = 1 (which exists because
tr(E · E) 6= 0 ); then, set
Pi = −
(3
2
)1/4
(E2)−1/6
(
±
√
E2 −
√
2
3
Λ
)(
Eij ±
√
E2
6
hij
)
Wj ,
(the signs are determined by (i)).
(ii) K = 0 (the scalar K has been defined in (4.62) in terms of the Cauchy
data and P)),
(iii) The fields σ and Y are real, where
σ =
1
2
(2
3
)1/4
(E2)−1/6
(
EklWl ±
√
E2
6
Wk
)
Dk log E2 ,
Y i = i
(3
2
)3/4
(E2)−1/6
[
− ǫ˚ijkDj + 1
6
ǫ˚ijkDj log E2 + iKik − iKhik
]
×
(
EklWl ±
√
E2
6
Wk
)
.
(iv) grad(Re[(E2)−1/6]) is not identically zero, and
(v) the constants c and k, given by (5.3)-(5.4) (with (5.8)), satisfy, depending
on the sign of the cosmological constant, (2.27)-(2.29), respectively.
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If (i)-(iv) are fulfilled, the K(A)dS-space-time generated by (Σ, hij ,Kij) has pa-
rameters
m = 9
(2
3
)1/4(Λ
3
ζ21 + c
)−3/2
, a = ζ1
(Λ
3
ζ21 + c
)−1/2
, (5.22)
where ζ1 is given by (2.24)-(2.26). The KVF whose associated MST vanishes
(in Boyer-Lindquist-type coordinates this is a multiple of the ∂t-KVF restricted
to Σ) is then generated by (σ, Y ).
An issue of interest would be to do an analog analysis for the characteristic
initial value problem.
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