Abstract: An efficient decision-making model was developed to select suppliers using multi-layer feed forward neural networks. A set of input functions for supplier selection criteria was defined to create input data for training the model. Both types of criteria, qualitative and quantitative, were considered in the model. Fuzzy techniques were applied to convert qualitative data to quantitative data. Pairwise comparisons matrices were applied for output values and weight assignment. The neural network model structure was designed and tested based on backpropagation. The results of the neural network model indicated that the proper structure of the model had a crucial effect on its performance. The selection of appropriate initial weights, learning rate and momentum were critical in improving the model performance. To prove the capability of the proposed model, suppliers of three products were ranked based on the proposed model and the results were compared with the managers' ranking. The proposed neural network model can use historical data of suppliers to evaluate their performance in the vendor supplier selection decision. The vendor can update the suppliers' database information over time for future decisions.
Introduction
Supplier selection is considered to be one of the most important responsibilities of the purchasing function of management. An organisation's suppliers directly affect the price, quality, delivery and availability of its products -all of which have profound impacts on customer satisfaction (Pearson and Ellram, 1995) . Considering all criteria for supplier selection may make the decision for managers difficult without an appropriate approach. Neural networks are one of the techniques in artificial intelligence that can be a proper method for such decision-making issues.
Neural networks are applicable in a situation in which a relationship between the input variables and output variables exists. A neural network is a powerful data modelling tool that is able to capture and represent complex input/output relationships. Most important applications are considering in the following categories:
• Classification Applications: medical diagnosis, target recognition, charter recognition, fraud detection, speech recognition.
• Function approximation Applications: process modelling, process control, data modelling, machine diagnosis.
• Time series prediction Applications: financial forecasting, bankruptcy prediction, sales forecasting, dynamic system modelling.
• Data mining Applications: clustering, data visualisation, data extraction.
A properly designed neural network can lead the manager to the correct decision. Unfortunately, there is no systematic approach to neural networks model building; and choosing the correct neural networks structure for use is not a trivial problem (Setyawati, 2005) .
A decision model was developed to select suppliers using neural networks in this paper. Backpropagation was used for training the neural network in this model and parameters of the algorithm adjusted so that the search was done to break out of a local optimal and move towards a global solution. A set of input functions for supplier selection criteria was defined to create input data for training the model. Both types of criteria, qualitative and quantitative, used in the model and fuzzy techniques were applied to transform linguistic terms to crisp numbers. To show how the model is applicable, data from a case study in auto industry applied to illustrate all the steps.
Literature review
Khurrum (2003) The focus on neural network modelling for supplier selection is the objective of this paper. A properly designed neural network has a crucial effect on the results. Restructuring the neural networks architecture requires the researcher to identify the correct number of hidden nodes to include in neural networks.
The backpropagation neural networks are the most popular neural networks paradigm used today (Funahashi, 1989) . Wong et al. (1995) found that a large number of studies that used neural networks relied on gradient techniques for network training, typically some variation of backpropagation. Since the inception of backpropagation by Werbos (1993) , researchers have commonly trained neural networks with this gradient technique (Salchenberger et al., 1992) . Although the limitations of gradient search techniques as applied to complex nonlinear optimisation problems such as neural networks are well known, the uses of such techniques have not been limited and have often resulted in inconsistent and unpredictable performance (Curry and Morgan, 1997) . The ability of a neural network to predict outcomes accurately depends upon the selection of proper weights during the neural network training. Due to the complex nature of training neural networks, even simple functions can have very complex error surfaces. Since the nature of backpropagation is to converge locally, it can be demonstrated that solutions are highly dependent upon the initial random draw of weights and model structure. If these initial weights are located on a local grade, which is probable, the backpropagation algorithm will likely become trapped in a local solution that may or may not be the global solution. This local convergence could present serious problems when using neural networks for real-world applications (Sexton and Gupta, 2000) .
Selecting the best neural networks architecture is crucial to the success of neural networks modelling (Hill et al., 1996) . Several design factors, including selection of input variables, architecture of the network and quantity of training data significantly impact the accuracy of neural networks forecast (Denton and Hung, 1996) . It involves the daunting task of constructing a large number of neural network topologies with different structures and parameter values before arriving at an acceptable model (Chen et al., 2001) . There is no optimal formula to determine the appropriate architecture. The main effective factors in neural networks model are as follows:
• number of input nodes
• number of hidden layers
• number of hidden nodes
• weight initialisation
• transfer function
• learning rule
• learning rate
• stopping training.
Number of input nodes may have effect on the neural networks performance. Zhang et al. (2001) studied the effect of input nodes from 1 to 5, hidden nodes and training sample size. The result showed that the number of input nodes has significant importance in comparison to hidden nodes. Hidden nodes can affect the nonlinearity of equations. Hidden layers act as layers of abstraction, pulling features from inputs. Adding hidden layers will increase both the time and the number of training exemplars necessary to train the network properly (Wei et al., 1997) . However, too many hidden layers will cause memorising instead of generalising (Dow and Sietswa, 1991) . One hidden layer is sufficient for most problems. Increasing the number of units in the hidden layer seems beneficial. There have been several proposed rules of thumb to estimate the number of hidden layers and nodes such as:
• the number of hidden nodes is approximately squared root of number of inputs times number of outputs (Hansen et al., 1999) • it is recommended to use 75% of the size of the input node as the size of hidden layers (Wei et al., 1997) • one or two hidden layers typically give the best performance in terms of Mean Squared Error (MSE) (Zhang et al., 2001) .
Weight initialisation affects the convergence time. The time is apart from considering a global or local minimum point. The mostly used initialisation method is random initialisation. The transfer function describes how a neuron's firing rate varies with the input it receives.
After considering the structure of network (input, output, number of hidden layers, etc.), training is started. Training is the process by which the free parameters of the network (i.e. the weights) get optimal values. The network is able to learn from the input and the error (the difference between the output and the desired response). During training, the input and desired data will be repeatedly presented to the network. As the network learns, the error will drop towards zero. Lower error, however, does not always mean a better network as it is possible to overtrain a network.
It has been estimated that 70% of neural networks applications report the implementation of the backpropagation method (Nguyen, 2000) . Backpropagation neural networks have the ability to find an internal representation that enables it to generate the desired output when given the training inputs (Freeman and Skapura, 1992) . The principle of backpropagation neural networks follows: First of all, the network performs a forward pass with the production of error signal for each output neuron. The error signals are then transmitted backward from the output layer to each neuron in the intermediate layer that contribute directly to the output. However, each neuron in the intermediate layer receives only a portion of the total error signal, based roughly on the relative contribution the neuron made to the original output. This process repeats, layer by layer, until each neuron in the network has received an error signal that describes its relative contribution to the total error. Based on the error signal received, connection weights are then updated by each node to cause the network to converge towards a state that allows all the training patterns to be encoded (Freeman and Skapura, 1992) . Backpropagation rule is called Generalised Delta Rule (GDR). The goal of this rule is to find values for all weights in the network that minimise the error function through gradient descent method.
The selection of learning rate is another important factor. Most of the literature suggests that the learning rate in the learning rule be kept as a small number, usually between 0 and 1 (Freeman and Skapura, 1992) . But it may take a long time to train at a small learning rate. One way to increase training speed without increasing instability is to include the effect of past weight change on the current direction of movement in weight space. This produces a kind of momentum in weight space and hence the added term is called the momentum term (Minai and Williams, 1990) .
Cross-validation is a highly recommended criterion for stopping the training of a network. Although highly recommended, it is not required. One will often want to try several networks using just training data in order to see which works best, and then use cross-validation for the final training.
Cross-validation computes the error in a test set at the same time that the network is being trained with the training set. It is known that the MSE will keep decreasing in the training set, but may start to increase in the test set. This happens when the network starts 'memorising' the training patterns. The termination page of the activation control inspector can be used to monitor the cross-validation set error and automatically stop the network when it is not improving.
Designing the model
Designing the input layers and output layer are discussed as follows.
Input functions
Since historical and recent suppliers' data were needed for each individual criterion, a function for each criterion was defined to convert the data into input data for the model. Over time, the vendor can update suppliers' performance based on their contract.
The six factors considered in this research as criteria are delivery, quality, price, transportation cost, technology and Production System (PS). The factors developed for these criteria are presented in the following.
Criteria
Delivery: Quantity and delay in delivery operation are parameters of suppliers' performance, and they affect on the total cost of production. As a result, inventory cost, warehousing cost or disorder in buyer scheduling can be harmful. Therefore, the delivered quantity and on-time delivery are necessary for a good performance for suppliers. The input function applied for delivery is as follows: Since each supplier may have several contracts, the weight for time or delivered quantity can be different for each contract. In other words, different contracts may have different importance (weights) for delivery time or quantity. These weights are obtained by a pairwise comparisons matrix which will be explained later. In the literature, there is no such a complete function for delivery. Wei et al. (1997) used a neural network model for supplier selection but they did not consider the weight for quantity and time of delivery for each individual contract. They presented a simple neural network model without any justification for the model structure and results of the application.
Quality: To measure supplier's quality, two components are considered which are as follows:
• The quality history of supplier, which is the ratio of defective parts to total number of parts for each contract. If a contract had been delivered in different times, for example, at the end of each month for a one-year contract, then the average of this ratio is considered.
• The quality management system of the supplier, quality certificates like ISO, applied quality techniques and tools in supplier's system and system improvement activities are measured based on expert analysis.
The applied input function for quality is as follows:
(1 ) Q w qd w qs
where: Since qs is achieved by expert analysis, the value was in the range of 0-1. Normally, there is a procedure where buyers evaluate the suppliers' quality system; in addition, they periodically audit suppliers' system. The experts evaluate suppliers based on several factors for quality issues such as quality techniques and tools, quality test procedures, quality certificates, system improvement activities, etc. The worst supplier for quality issues has a value near 1 for qs because the quality function values are high for poor suppliers. The weight for this function is achieved by a pairwise comparisons matrix which shows the preference of the managers regarding less defective parts or quality system in the function.
Price: This criterion has a crucial role for management to make a decision. In this paper, discount issues or types of payment together are involved as a final offer price from supplier to buyer. In the following, the applied price function is:
where: P = price function value (applied price) p = the price offered from a supplier Lp = the lowest price offered.
For the supplier with the lowest price, the function value is 1.
Transportation cost: The distance of a supplier from buyer can have a great impact to the total cost. This is a reason why buyers prefer domestic suppliers. The applied transportation cost is:
where: Tc = transportation cost function value (applied transportation cost) tc = supplier transportation cost Ltc = the lowest transportation cost of suppliers.
Technology:
The product technology level (design, functionality, materials and incorporated technologies) of a supplier is a key element used by the buyer (Wei et al., 1997) . Since new markets have strong effects on supplier products and their ability, higher technology can make better quality and capability for changes and customer satisfaction. In this research, the technology input, T, was achieved by expert analysis, which is a qualitative value (low, low to medium, medium, medium to high and high).
Production System (PS): Supplier ability to be flexible for production changes is a positive factor for the buyer to be more flexible and cost-effective. Flexibility of suppliers to produce different products and having a good and satisfactory scheduling system is important for the buyer. PS is achieved by expert analysis, which is a qualitative value (low, low to medium, medium, medium to high and high). Basically, each criterion is an index for each contract with each supplier, so all the data are stored in a database for the next supplier ranking process.
Fuzzy data
Since evaluation results of the technology and PS criteria are the linguistic terms, fuzzy techniques were applied to make a crisp number for the output function. The Chen and Hwang approach (1991) was used to convert the fuzzy linguistic terms into crisp data. The result was a decision matrix which contains only crisp data. This transformation has two steps.
Transforming the linguistic term to fuzzy number: A numerical approximation system is used to systematically convert linguistic terms to their corresponding fuzzy numbers. It contains eight conversion scales. The principle of this system is simply to select a figure that contains all the verbal terms given by the decision-maker and use the fuzzy numbers in that figure to represent the meaning of the verbal terms (Chen and Hwang, 1991) . The verbal terms used in the scales are: U = {excellent, very high, high to very high, high, fairly high, medium, fairly low, low, low to very low, very low, none}
The system does not confine itself to this scale. Rather, the scale can be adjusted to fit the nature of attributes used in a decision problem. If more than one scale is identified, the one with the fewest linguistic terms would be adopted.
Transforming the fuzzy number to crisp number: In the following, it is shown how the crisp number of a fuzzy number M is obtained. Given a maximising set and a minimising set as follows:
The right score of M can be determined using following:
The right score is the intersection of the line y = x and the right side of the number M. The left score of M can be determined using following:
The left score is the intersection of the line y = 1-x and the left side of fuzzy number M. In the following, the total score of M is computed:
Weight calculation
The weight for each criterion is found by making a set of pairwise comparisons among criteria. The general steps for pairwise comparisons matrix section applied in the model are as follows:
1 Making a pairwise comparisons among the criteria to determine the relative importance of criteria
The judgement obtained from a decision-maker based on strength of preference for the pairwise comparisons of two criteria is written as a triangular fuzzy number which is a ijk = (a ijkl , a ijkm , a ijku ), where: Suppose n criteria are being compared, a comparisons matrix is shown in Figure 1 . The matrix of pairwise comparisons is perfectly reciprocal. That means a ijk = 1/a jik . Also the comparison of a criterion to itself is assumed to be 1. When giving numerical values of strength of preferences, the decision-makers are limited to a scale of 1-9. However, they are not restricted to integer numbers and have freedom to select any real number in the range of 1-9. For each pairwise comparison, the decision-makers are required to give three values of strength of preference: a smallest possible value, a most likely value and a highest possible value (Gogus and Boucher, 1998) .
Checking the consistency of the matrix of pairwise comparisons with respect to strong transitivity
Making use of the strong transitivity axiom, consistency of the decision-makers' judgement has to be checked. Since each decision-maker makes judgement individually, the consistency check should be considered separately. If the judgements are not consistent, the decision-maker(s) should revise their judgement (Gogus and Boucher, 1997) . To calculate the consistency of decision-maker judgements, two separate matrices are defined. The first matrix consists of all a ijkm and the second matrix is formed by taking the geometric means of a ijkl and a ijku as follows:
The weight vectors of each matrix are computed to find the consistency ratio. Based on the Saaty' method (Saaty, 1980) , the weight vectors are as follows:
Now for each matrix the largest eigenvalue is computed which is as follows: A is perfectly consistent. Now the consistency index for both matrices is computed in the following:
The consistency ratio is as follows:
Random Index (RI) is the consistency index of a randomly generated reciprocal matrix from the scale of 1 to 9, with forced reciprocally. The random indices for matrices of order 1-15 that are generated using a sample size of 400 are in Table 1 . Saaty (1980) suggested that if a consistency ratio is 0.1 or less, the consistency of the judgement is acceptable for each matrix. If both CR m k and CR g k are greater than 0.1, the decision-maker should revise his/her judgement. If one of them is greater than 0.1, then that one should be reevaluated. 
Checking the possibility of irrationality in the weight vector
The weight vector of an n × n fuzzy pairwise comparisons matrix with k fuzzy numbers for each comparison will not have any irrationalities of the type: normalised lower value > normalised upper value, if the following equations are satisfied (Gogus and Boucher, 1997) :
If the above inequality is not satisfied for any i, then the ith component of the weight vector will have a normalised lower value greater than the normalised upper value.
Computing the weight vector
The weight vector should be computed after the consistency test and the irrational weight vector test. To obtain the weight vector, Van Laarhoven and Pedrycz (1983) and Boender et al. (1989) proposed the following logarithmic regression function which must be minimised:
Minimisation of equation (24) is achieved by taking the partial derivatives of the equation with respect to the variables, which are w il , w im and w iu , for i = 1, …, n. These variables, w il , w im and w iu , are the smallest possible, most likely, and highest possible values of the non-normalised weight value of criterion i. After taking the partial derivative, the three sets of equations are obtained as follows:
By considering the unknowns as l i = ln(w il ), m i = ln(w im ) and u i = ln(w iu ), these sets of linear equations are obtained. Equations (25) and (27) are linearly dependent. Because of dependency among the equations, value of l 1 and m 1 are considered equal to zero. Boender et al. (1989) suggested a normalisation method, which is as follows: 
Output value
The rank of suppliers based on the managers' ranking for 13 products is considered as output. The candidate suppliers for each product are compared based on the preference of managers in a pairwise comparisons matrix.
Case study
The illustrated steps were applied for a case study in auto industry, and data from 57 suppliers of a company were used. These suppliers were producing the products in the same family (plastic parts). The suppliers of 13 out of 16 products were used for training the model, and the model applied for the last three products, N, O and P after training and passing validation techniques for the model. Table 2 shows the candidate suppliers for each product. Table 2 Candidate suppliers for each product A 4, 8, 13, 20 B 22, 26, 29, 4 C 1, 2, 3, 7, 18, 26 D 11, 44, 2, 42, 40 E 10, 19, 23, 3 F 25, 33, 43, 23, 19 G 5, 15, 30, 57 H 12, 28, 34, 54 I 35, 37, 30, 5 J 39, 45, 50, 51, 54 K 9, 22, 17, 36 L 24, 32, 49, 52 M 6, 14, 36, 16 N 21, 27, 41, 31 O 38, 46, 47, 41 P 48, 53, 55, 56 Although the products were in the same family, the price among the candidate suppliers for each individual product was considered as a separate basis for comparison. In other words, the first rank consists of 57 suppliers compared based on all criteria (quality, delivery, etc.) but price. The second rank was for all suppliers of a product compared based on price. The final function was a mix of these two functions and it was used to determine a rank for each supplier.
Products Suppliers

Creating functions
The developed model has two sections: input and output.
Input functions
After applying the supplier data into the input functions (delivery, quality, etc.), the input data were prepared to be used in the model. The following steps illustrated this process.
Finding the weight for qd, qs, dt and dq:
To find the weight for qd and qs in quality function, and dt and dq in delivery function, the following steps in the weight calculation section were applied:
(1) Making pairwise comparisons matrix: The judgement obtained from a decision-maker based on strength of preference for the pairwise comparisons of two criteria was written as a triangular fuzzy number which was a smallest possible value, a most likely value and a highest possible value. For the case study, two managers made the pairwise comparisons for qd, qs, dq and dt. The results are shown in Tables 3 and 4 . (2) Computing the weight vector: The weight vectors are computed after the consistency test and the irrational weight vector. Since qd and qs and, dq and dt are a 2 × 2 matrix, the consistency issues and irrational weight vector were not needed. A MATLAB program was written to minimise the objective function (24) subject to the nonlinear constraints (29) based on the case study data. The results are shown in Tables 5 and 6 . Defuzzyfication of fuzzy numbers: The linguistic terms used for two criteria, technology and PS, were translated to crisp values as input. The method of Chen and Hwang (1991) was applied for defuzzyfication. Based on the linguistic terms used for these two criteria, the Scale 4 of the Chen and Hwang approach was appropriate scale to transform these linguistic terms to crisp values as shown in Figure 2 . The equal crisp number for each linguistic term is shown in Table 7 . After applying the input function and transferring the fuzzy data, the input was ready to be used for training the model.
Table 7
The defuzzyfied fuzzy numbers 
Output
The candidate suppliers for each product were compared based on the preference of managers in a pairwise comparisons matrix. A MATLAB program was written to calculate all the steps for the consistency ratio, the irrationality test and the weight vector calculation section for the all products. For instance, the pairwise comparisons matrix, the consistency check, the irrationality test in the weight vector and weight vector for Product A are shown in Tables 8-11 , respectively.
Table 8 Suppliers pairwise comparisons (Product A) (see online version for colours)
A 8 4 13 20 1 1 1 (2,3,4) (4,5,6) (5,5.5,6) 8 1 1 1 (3,4,5) (3,4,5) (4,5,7) 1 1 1
(1,1.5,2) (2,2.5,3) 4 1 1 1 (1,2,3) (2,3,4) 1 1 1
(1,1.5,2) 13 1 1 1 (2,2.5,3) 20 1 1 1 1 1 1 After following all the steps for making input and output data, training the model was started. A sample of data for training the model is shown in Table 12 . 
Model structure and training with backpropagation
To overcome the drawbacks of backpropagation for training the model, different parameters were manipulated in an effort to find the best configuration. Although it was impossible to work on all possible values of the parameters which could affect the result for the optimal solution, the following designs were applied to NeuroSolutions software version 5 in an effort to obtain an optimal or a good solution:
• Initial weight: The random initial weights considered were at five levels (five random values). Weight initialisation affects on the time of convergence. The time is apart from considering a global or local minimum point. Different starting points were used randomly to enhance the chances of global optimal solution.
• Hidden layers: The numbers of hidden layers considered were at two levels (1 and 2). If the number of hidden layers is increased, the chance of memorising is increased.
• Hidden nodes: The numbers of hidden nodes considered were 2, 4 and 6.
• Transfer functions: The transfer function describes how a neuron's firing rate varies with the input it receives. The transfer functions considered were Sigmoid and Tanh (nonlinear).
• Learning rate: As the learning rate in the learning rule is kept as a small number, usually between 0 and 1, it may take a long time to train the model. A large learning rate trains faster, but there exists the danger of creating saturation. With large learning rates, a network may go through instability during training. The learning rates considered were at three levels (0.1, 0.5 and 1).
• Momentum value: The slowness of convergence can be improved by speeding up the original gradient descent learning, while avoiding local minimal trapping to a certain extent. Momentum can be helpful for training. The momentum values considered were at three levels (0.3, 0.6 and 0.9).
The dataset of the case study was divided into three sections for training the model as follows:
• Training set: To train the model accurately, the extreme (minimum and maximum) values in the population were used in the training set. The size of this set was 70% of the whole data as a rule of thumb in the literature.
• Cross-validation: To stop training the model, a stopping criterion must be met.
The three most common stopping criteria are: reach the number of iterations, meet the output threshold mean square error and cross-validation. Cross-validation is the most powerful of the three since it stops the training at the point of best generalisation (i.e. the performance in the test set) is obtained. To implement crossvalidation here, 15% of the training data was used to see how the trained network performed. The model was trained for a certain number of iterations, 1000 epochs; the weights were frozen and the performance was tested in the validation set. This was repeated until the performance started to degrade in the validation set, and then the training was stopped.
• Test: This set was considered to test the model based on the best weight achieved after training the model. Size of this set was 15% of all the data.
The number of models for training was 36 based on different parameters. Each model was running based on five initial random weights. The epoch number was 10,000. That was the maximum iteration number for training a model to reach the minimum error. The performance of the model based on one hidden layer with the sigmoid transfer function showed the best results. For the best model, the learning rate and momentum values were 0.5 and 0.3, respectively with four hidden nodes. Table 13 shows the detail information about the best run for the best model. The performance of the training for the best model is shown in Table 14 . Each model was run based on five random initial weights (five runs). The network output and desired output for the test set is shown in Figure 3 . These nine exemplars, suppliers, for the test section show the trend of desired output and actual network output. The relation between number of iterations (epoch) and MSE for all five runs is shown in Figure 4 .
Table 13
The detail of the best run for the best model 
Supplier selection
After making the model, the model can be applied for predicting the rank of suppliers. The model can rank each supplier for its history performance based on all criteria except price. To consider price as one of the main criterion for supplier selection, a mixed function was defined to consider price and performance.
where:
F i = a mixed function to make the final rank for supplier i P i = the result of price function for supplier i Ph i = the rank of supplier i based on the performance history after normalisation W pJ = weight to show the importance of the price criterion for Product J in comparison with performance history.
To obtain W pJ , a pairwise comparisons matrix was used based on two managers' rankings as shown in Table 15 . The weight results are shown in Table 16 . 
Conclusions
In this paper, a neural network model was designed and developed for supplier selection based on backpropagation. Since neural networks are applicable in a situation in which a relationship between the input variables and output variables exists, this technique is applicable for the supplier selection. The dilemma is to determine how the managers think about their suppliers' rankings based on a set of criteria. Neural network modelling is a useful technique to find the relation between the input criteria and suppliers' ranking (managers' votes) as output. To build the model, different input functions were used for training the model. Fuzzy techniques for qualitative data and pairwise comparisons matrices for weight issues and output calculation were applied. To overcome potential backpropagation problems, a set of solutions (e.g. several random initial weights) was applied to improve the performance of the network and find a global solution. A case study applied to illustrate all the steps. A mixed function which makes the final rank of suppliers based on the offered price and the model rank applied. Comparison of the ranking results of the suppliers for three products for the proposed model and managers' ranking showed a good performance for the proposed model.
Future research is needed to find the starting weights. A method which can find the good initial weights can be an effective way to obtain a good global solution. A more rigorous exploration of the other global solution techniques like Tabu Search, Simulated Annealing and Ant Colony techniques can be applied to increase the probability of achieving a better solution.
