ABSTRACT Automatic subcortical brain segmentation in a magnetic resonance image (MRI) is crucial to disease diagnosis and various clinical applications. In this paper, we proposed an efficient segmentation method based on atlas registration (AR) and linearized kernel sparse representative classifier (SRC) to segment thalamus, putamen, caudate, pallidum, hippocampus, and amygdala. Many multi-atlas-based segmentation methods (MAS) have been proposed with success. However, the optimization problems in MAS for each voxel cause heavy computational burden. Besides, brain structures in the MR image have the characteristics of small volume, large morphological difference, and blur edge, which make the precise segmentation more difficult. To address these challenges, in the first step of our proposed method, we used AR to estimate subcortical locations in MRI. We constructed a probabilistic atlas for deep structures by AR and then obtained coarse results with initial shapes of structures. Candidate boundary regions were obtained in this stage. Then, in the second step, the kernel SRC was linearized and was applied to refine results around boundaries. The labels of voxels in candidate boundary regions were predicted in this stage, and this refinement was utilized to smooth the boundary. Finally, combining initial shapes and refined boundaries, we obtained a final segmentation of the subcortical brain. The experiments were conducted on IBSR, LPBA40, and SATA MICCAI 2013 challenge datasets. The results showed that our method outperformed other methods including AR, linearized SRC, and deep learning models with mean DSC of 0.843, 0.83, and 0.827, respectively. The time-consumption was relatively lower than the comparison methods. The proposed method has great potential for other segmentation tasks.
I. INTRODUCTION
Human brain is a complex nervous system containing a variety of anatomical structures. Important deep structures inside the cerebral hemisphere include thalamus, putamen, caudate, pallidus, hippocampus and amygdala et al. Some neurodegenerative diseases cause changes in deep brain structures [1] . For example, increased right volume of caudate and reduced volume of corpus callosum indicate autism [2] , and hippocampal volume measurement can provide reliable basis for early diagnosis of Alzheimer's disease [3] , [4] . Magnetic resonance imaging is an effective clinical tool for analyzing
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoxiang Zhang. structures of brain, which provides high-resolution image of soft tissues including brain and nervous system. Therefore, accurate segmentation of deep structures in brain magnetic resonance image (MRI) is an important step for subsequent image analyses and disease diagnoses [5] . Although manual segmentation is an acknowledged method, it is time consuming for an expert to label MRI manually and the manual segmentation results are affected by various factors. Until now, some automatic brain segmentation software, such as FreeSurfer [6] and FIRST [7] , alleviate the burden of manual segmentation, but their accuracy still needs to be improved.
In recent years, automatic brain structure segmentation methods have received widespread attention [8] - [23] , [45] . Among them, multi-atlas-based segmentation method (MAS) is widely studied [15] - [23] . The main idea of MAS is utilizing the priori information in atlas label image to classify target voxel. There are two steps in MAS: image registration and label fusion. Label fusion is the most important step. Nonlocal patch-based method (PBM) [17] and patch reconstruction method [18] - [23] have been paid much attention in recent years. Coupé et al. proposed nonlocal patch-based method for hippocampus and ventricle segmentation [17] . Typical methods with patch reconstruction are sparse representative classifier (SRC) [20] , [21] and dictionary learning (DL) [22] , [23] . Tong et al. [23] improved discriminative dictionary learning method by designing a fixed dictionary for hippocampus segmentation. However, the low contrast between each subcortical structure results in less discrimination of intensity. Considering the nonlinear structure of conventional intensity feature vectors, intensity features are implicitly mapped into high dimensional features by kernel method, which makes classification more accurate. In kernel method, inner product of high dimensional features is replaced by embedding original intensity feature vectors into kernel function. Recently, kernel method has been incorporated in MAS, such as kernel SRC [24] - [27] and kernel dictionary learning [28] - [30] . Van Nguyen et al. [29] expanded dictionary updating algorithm including method of optimal directions (MOD) and KSVD via kernel method. Kernel dictionary learning is applied to brain tumor segmentation [30] . However, after using the kernel trick, the subsequent process meets the problem of calculating the large-scale kernel matrix whose dimension is related to the volume of sample sets. When the number of atlases and the number of training samples increase, the computation of the kernel matrix is timeconsuming. Therefore, kernel-based methods are not widely applicable.
The task of brain structure segmentation is not that trivial, since it cannot be performed based only on image intensities because there is too much overlap between class distributions and structure boundaries are not always strong enough. It is common and efficient to apply postprocessing methods to refine the segmentation results around boundaries [9] , [31] , [32] , [44] . In [44] , a novel coarse-tofine method is proposed to segment brain tissue using two cascade 3D convolutional neural networks. A modified Random Walker based refinement after segmentation has been proposed by Bao and Chung [32] .
In this paper, we proposed a subcortical brain segmentation method based on atlas registration (AR) and linearized kernel sparse representative classifier (LKSRC). The motivation of the proposed method is to address the problems in subcortical brain segmentation, which are caused by the inhomogeneous intensity around structure boundary, meanwhile reduce the time consumption of the whole segmentation process. Firstly, in order to reduce the time consumption of the whole segmentation process, we estimated the locations of each structure based on atlas registration. The central regions of each structure are easy to be distinguished based on the prior knowledge from multi atlas. We avoided to classify each central voxel by optimizing the objective function in MAS, which reduced computational consumption. The candidate boundary region and subcortical structure locations were determined via probabilistic atlas which was obtained based on atlas registration in this stage. Secondly, to address the segmentation challenge caused by the inhomogeneous intensity around structure boundaries, we introduced LKSRC to label the candidate boundary voxels. The intensity vector of boundary voxel lacks discrimination, which hinders the precise segmentation. LKSRC provided an efficient way to capture the nonlinear structure of boundary feature vectors by kernel method. In LKSRC, intensity feature vectors were mapped into discriminative high dimensional feature space. In high dimensional space, features can be better represented linearly. Meanwhile, in LKSRC, there is no need to calculate large-scale kernel matrices in every iteration during the process of optimizing objective functions of sparse representative classifier (SRC). In LKSRC, the first step was to generate a low-rank approximation for the kernel matrix via Nyström method. The second step was the eigen decomposition for the low-rank matrix. Finally, alternative samples were constructed by eigen vectors and were utilized to replace intensity feature vectors in SRC as well as those mapped high dimensional feature vectors in kernel SRC (KSRC). In the whole process, large-scale kernel matrices were calculated only in the process of constructing alternative samples. Compared with naive SRC, LKSRC captured the nonlinear structure of intensity feature vectors, meanwhile reduced time consumption for computing large-scale kernel matrices.
The main contributions of this paper were: 1) An efficient segmentation was proposed in order to address the segmentation problems caused by the inhomogeneous intensity around structure boundary. The effective combination took advantages of both AR and LKSRC. The proposed method speeded up segmentation process without sacrificing segmentation accuracy. 2) In order to reduce the time consumption during the computation of large-scale kernel matrices. Naive kernel SRC was linearized via Nyström method. Replacing implicitly mapped data by alternative samples reduced time consumption of kernel method. Alternative samples showed good discriminative abilities. 3) The proposed method was applied to three datasets including IBSR, SATA MICCAI 2013 challenge dataset and LPBA40 for subcortical brain segmentation. The results on different datasets showed the accuracy and efficiency of our method. The proposed method has great potential for applications in other medical image segmentation tasks.
The rest of the paper was organized as follows. Some preliminaries was illustrated in Section II. The proposed method was described in Section III. Experimental results were shown in Section IV. Discussion and conclusion of the method were given in Section V.
II. PRELIMINARIES
Multi-atlas-based image segmentation can be divided into two stages: image registration and label fusion. Label fusion is the main step. Two kinds of label fusion methods are commonly used. The first one is nonlocal patch-based method (PBM) and the other one is patch reconstructionbased method.
A. NONLOCAL PATCH-BASED LABEL FUSION
In PBM, the nonlocal information of voxels are taken into consideration and atlas feature vectors with different similarities have different weights in label prediction. Sum of squared difference (SSD) is used as the criterion of similarity measurement and the weight is donated as:
where F (x e ) is the feature vector of target voxel x e , P x r,t is the feature vector of the voxel at location t in atlas r. h is the delay parameter calculated by:
After calculating weight w x e , x r,t , the weight voting result v (x e ) of the target voxel x e is denoted as: 
where V e is the search volume of voxel x e as shown in Fig. 1 . N is the number of atlas images. y r,t is the label of voxel at location t in atlas r. The ultimate label y of target voxel x e is 0 or 1, hence the label y e of x e can be written as:
B. PATCH RECONSTRUCTION-BASED LABEL FUSION
The image patch reconstruction-based methods, such as sparse representative classifier (SRC) and dictionary learning (DL), use atlas image patches to linearly represent the target image patch. Then the label of target voxel is assigned as the class with the minimum reconstruction error. In SRC, the training patch library is called predefined dictionary
The target feature vector F (x e ) can be reconstructed as:
where T 0 is the sparsity. The number of nonzero elements in A 0 are less than T 0 . m is the number of atlas feature vectors. q is the dimension of feature vector.
∈ R m is the sparse coefficient. The value of m is related to the search volume. Fig. 1 shows the search volume. m is the total number of voxels in search volumes from every atlas.
Orthogonal matching pursuit (OMP) [38] is commonly used to solve coefficient A 0 . For a target voxel, the reconstruction error is:
where, a l is the sparse coefficient of atlas feature vectors with label l. r l (x e ) is the reconstruction error of x e in class l. C is the class number. The label L of x e is:
The high dimensional predefined dictionary in SRC leads to heavy computational burden. Besides, feature vectors in predefined dictionaries are redundant which hinter better reconstruction. In order to solve above problems, dictionary learning is widely studied. The objective function of discriminative dictionary learning [23] is:
where
is the updated dictionary. d denotes a dictionary atom. b is the dimension of the dictionary atom. k is the number of dictionary atoms. Z ∈ R k is the coefficient. z i is the ith column in Z . T 0 is the sparsity. In binary classification task, each column in H ∈ R 2×m is the label vector of the corresponding atlas voxel and the label vector consists of 0 and 1. The location of 1 corresponds to the label of voxel. W is a classifier with the same dimension with H . W is updated in the same time with D. The objective function of reconstructing the target feature vector x e with D is:
III. THE PROPOSED METHOD
The proposed AR+LKSRC based method contains two stages: atlas registration-based segmentation and LKSRC-based segmentation. In the first stage, AR based segmentation of each subcortical structure was achieved via probabilistic atlas. In the second stage, linearized kernel sparse representative classifier was applied to classify voxels with low probabilities. VOLUME 7, 2019 FIGURE 2. The process of atlas registration and probabilistic atlas construction.
A. ATLAS REGISTRATION-BASED SEGMENTATION
In brain MRI, each structure has a fixed location which plays an important role in voxel classification and image segmentation. In this paper, locations (also known as spatial features) were expressed by probabilistic atlas which was obtained via image registration. The process of image registration and probabilistic atlas construction is shown in Fig. 2 . Let T denote a target image and 
were mapped to T by using B-splines [34] and the deformable field D i was estimated. Then we transformed L i using D i . Finally, the transformed atlas denoted byÃ = Ĩ i ,L i was obtained.Ĩ i is similar with T after transformation and L i is close to the real label image of T . In order to get the probabilistic atlas of target image T ,L i (i = 1, . . . , N ) were summed up as (11) and the probabilistic atlas of T was denoted as P.
Since each element inL i is either 0 or 1, the value of each element in P is within [0, 1]. Probabilistic atlas P contains the spatial prior knowledge provided by atlas A and gives the probability of each target voxel belonging to each structure. If the value of p ∈ P is closer to 1, the corresponding voxel in T has a higher probability of belonging to target.
With different probability thresholds, we delineated different shapes and volumes of targets, as shown in Fig. 3 . In order to obtain coarse segmentation results, we compared distinct probability thresholds. Blue represents true positive. Green and red represent false negative and false positive, respectively. Voxel with probability larger than the set threshold belongs to target. Compared three thresholds 0.3, 0.5, 0.7, it was clear that different thresholds led to different segmentation results. The 0.3 threshold caused over-segmentation, whereas 0.7 threshold caused under-segmentation.
B. LINEARIZED KSRC-BASED SEGMENTATION
It is clear in Fig. 3 that atlas registration-based segmentation is imprecise regardless of the thresholds. Different thresholds leads to different coarse results. LKSRC-based method was utilized to fine-tune segmentation results near boundaries. The overall process of the proposed segmentation strategy based on atlas registration and linearized kernel sparse representative classifier is shown in Fig. 4 . Determined region was obtained via probabilistic atlas in AR based segmentation stage. Lower and upper bounds of probability were p d and p u respectively. Voxels with probabilities lower than p d belong to the determined region. Meanwhile, voxels with probabilities larger than p d and lower than p u belong to the candidate boundary region. In this paper, according to experimental results, p d was set to 0.5 and p u was set to 0.7. Voxels in the candidate region were classified in a fine segmentation stage based on LKSRC. The motivation of introducing linearized kernel method is illustrated below.
Voxels with similar feature vectors are likely to have the same labels. However, the low contrast and low resolution of MRI result in inconsistent and blur boundaries of each structure [8] . The nonlinear similarities between intensities are shown in Fig. 5(a) , which have bad impact on segmentation tasks. It is hard to distinguish labels of each voxel in terms of intensities. Kernel method [35] provides a solution for nonlinear problems. In kernel method, one intensity vector x is transformed into a high dimensional feature space by an implicit nonlinear mapping φ : x → φ (x). After mapping data into a high dimensional feature space, it is easier to distinguish the label of a high dimensional feature φ X j which captures the nonlinear structure of X j , as shown in Fig. 5(b) . In kernel SRC, the objective function is:
The form of φ is unknown, therefore, kernel matrices are introduced to avoid calculating φ directly in objective functions of the sparse representative classifier. The inner product of φ (x 1 ) and φ (x 2 ) can be replaced by a kernel function k:
1) ALTERNATIVE SAMPLE CALCULATION
Kernel orthogonal matching pursuit (KOMP) [29] is commonly adopted to solve the coefficient a in kernel SRC:
where, x is a target feature vector and X is a atlas feature set. K ∈ R m×m is a kernel matrix.
is the element at ath row and dth column in K . k is the kernel function. m is the number of atlas feature vectors. In KOMP, kernel matrices are calculated in each iteration. The scales of kernel matrices are related to the volume of feature set. When the volume is large, kernel method has heavy computational consumption. It is a demanding task to construct the inner product of input samples in objective functions in some cases. Furthermore, frequent calculations of large-scale kernel matrices cause heavy computational burden. In order to solve the above problems, mapped data φ (x) was replaced by alternative sample S in this paper. S can be directly embedded in objective functions to replace φ (x) in KSRC and x in SRC. S can be solved by decomposing the matrix K :
where, K ∈ R m×m is a positive semi-definite matrix. The eigenvalue decomposition of K can be written as K = Q Q T and Q ∈ R m×p . ∈ R p×p is a diagonal matrix containing P eigenvalues of K . Hence, S can be written as follows:
O m 2 p is the time complexity of Q T K . The time complexity of eigenvalue decomposition for a kernel matrix is O m 2 p and the space complexity is O m 2 , which are relatively high. Therefore, Nyström method [33] is introduced to approximate K . The eigenvalue decomposition of the approximative K has lower complexity.
Suppose that c/m is the sample ratio. With different sample methods, the matrix C ∈ R m×c was formed by c columns 
where, (·) † is pseudo-inverse. The eigen decomposition of W was W = V V T and W † = V † V T . The inner product of alternative sample S was:
Therefore, a p dimensional alternative sample can be written as:
where, p ∈ R p×p contains the top p eigen values of W . V p ∈ R c×p is the corresponding eigen vectors. The process of alternative sample calculation is shown in Algorithm 1:
The overall time complexity of Nyström method is O mcp + c 2 p with O (mcp) for V T k C T and O c 2 p for eigen decomposition. It is worth noting that kernel matrices are solved only in the process of alternative sample calculation. Comparing with the naive kernel method where kernel matrices are calculated in each iteration, the proposed linearized kernel method with alternative samples reduced the computational complexity.
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Algorithm 1 The Process of Alternative Sample Calculation
Input: Atlas sample set X , target sample x, sample method, kernel function k, sample ratio c/m Output: Atlas alternative sample set S, target alternative sample x 1. Sample X ∈ R q×m and obtain X R = X R 1 , . . . , X R c ∈ R q×c ; 2. Calculate C atlas = K (X , X R ) by X and X R ; 3. Calculate C t arg et = K (x, X R ) by x and X R ; 4. Calculate W = K (X R , X R ) by X R , and approximate W by W = V V T ; 
2) SPARSE REPRESENTATIVE CLASSIFIER WITH ALTERNATIVE SAMPLE
Alternative sample s contains nonlinear structures in implicitly mapped data φ (x). Therefore, the naive kernel SRC was linearized by replacing φ (x) with s. We embedded alternative sample S in (12) and the new objective function is:
where, s and S are the target alternative sample and atlas alternative sample set in a high dimensional feature space, respectively. (20) can be solved by orthogonal matching pursuit method(OMP), whereas (12) is solve by kernel OMP which is more complicated and time consuming.
IV. EXPERIMENTS AND RESULTS
A. DATASET AND PREPROCESSING
To evaluate the performance of the proposed AR+LKSRC based method, experiments have been conducted on three public datasets: IBSR, SATA MICCAI 2013 challenge dataset [39] and LPBA40 [36] . Detailed information of each dataset are shown in Table 1 . The locations of six subcortical brain structures segmented in this paper are illustrated in Fig. 6 . We took the second subject in IBSR as an example. 3D Slicer was used in this paper for pair-wise registrations between each target image and all atlases. Considering the intensity inconsistency among images, normalization was first conducted in order to retain diagnostic information. The following linear map was used to normalize voxel values before segmentation:
(Z e − min) × 255 max − min (21) whereZ e is the normalized value of voxel e. max and min are maximum and minimum intensities in MRI. In the AR+LKSRC based segmentation framework for subcortical brain segmentation, we used the well-known dice similarity coefficient (DSC) [37] and recall (RC) for evaluation. DSC is one of the most commonly-used overlap-based metrics and is calculated as the ratio between the intersection and union of the segmented volume H and ground truth volume G:
where V (·) is the voxel number. The value of DSC ranges from 0 to 1, with a higher value representing a more accurate segmentation result. RC is calculated as (23) .
B. EXPERIMENTAL RESULTS
We analyzed the effectiveness of the proposed segmentation framework in Table 2 . Only mean DSC and RC of six structures are shown in Table 2 . The average accuracy of atlas registration-based segmentation (AR) is lower than that of the proposed AR+LKSRC based segmentation method. The mislabeled voxels are located near boundaries for AR based segmentation, whereas in the proposed AR+LKSRC method, LKSRC was utilized to classify voxels near boundaries for refinement. The proposed method has the highest DSC and RC value. Segmentation based solely on LKSRC has the heaviest computational burden, because optimization problems need to be solved for every target voxel. By contrast, in atlas registration-based segmentation, there is no need to solve the optimization problems in LKSRC, which leads to minimum time consumption. Also, in the proposed AR+LKSRC based method, only voxels around boundaries were related to optimization problems in LKSRC. Hence, time consumption of AR+LKSRC was lower than that of LKSRC. In general, the proposed AR+LKSRC based method obtained relatively satisfied segmentation results with reasonable time consumption. After AR based segmentation stage, voxels in candidate boundary regions were labeled via LKSRC. Segmentation accuracy of each structure is shown in Table 3 . In order to validate the efficiency of linearized kernel method, segmentation results of AR+SRC measured with DSC are also shown in Table 3 . Among six structures, thalamus and putamen have larger volumes and clear boundaries. Hence, DSC of thalamus and putamen are larger. By contrast, it is hard to label amygdala because of blur boundaries and small volumes. It is clear in Table 3 that LKSRC outperforms SRC on both datasets. Some 3D segmentation results of entire six structures on IBSR are displayed in Fig. 7 . As shown in Fig. 7(a) , atlas registration-based segmentation results are in severe over-segmentation (in red) and undersegmentation (in green)in different regions. After LKSRC was introduced to fine-tune candidate boundary regions, there were less misclassified voxels near boundaries and undersegmentation was alleviated significantly. In Fig. 7(b) and (c) , the difference between SRC and LKSRC in fine segmentation stage can be seen. LKSRC results in less misclassified voxels than SRC. Fig. 8 displays 3D segmentation results for each subcortical structure on IBSR. Each row presents 3D labeled volumes for one selected subcortical structure. (c) , LKSRC performs better than SRC without AR based segmentation. As shown in (d) and (e), the proposed AR+LKSRC based segmentation strategy shows superior performance. In the proposed AR+LKSRC based method, the structural boundaries become smoother and do not suffer from holes and outliers problems.
In recent years, deep learning methods have demonstrated a state-of-the-art performance in brain MRI segmentation [9] - [13] . In this paper, the proposed method is compared with deep learning models including MS-CNN [10] , BrainSegNet [11] , FCNN [12] , M-net [13] and automatic segmentation tools including FIRST [7] and FreeSurfer [6] . The results are shown in Table 4 . DSC values of our method are higher than that of FIRST and FreeSurfer for each structure. The DSC values of the proposed method are comparable to that of deep learning models, especially for thalamus, hippocampus and amygdala. It is worth noting that the proposed method has less time consumption and competitive segmentation accuracy compared with deep learning which needs a large volume of training set and heavy computational complexity to tune parameters.
C. EVALUATION OF PARAMETERS ON AR+LKSRC BASED SEGMENTATION
Among all parameters, the number of atlases and the threshold in AR based segmentation, sample methods and sample ratios as well as kernel functions are crucial to the overall performance of the proposed AR+LKSRC method. Therefore, the influences of these parameters are evaluated via a series of quantitative experiments.
1) THE NUMBER OF ATLASES
The impact of different atlas numbers on the proposed AR+LKSRC based segmentation are shown in Fig. 9 . As the number of atlas N a increased, there is no significant increase in DSC, whereas the time consumption increases significantly. Therefore, a best trade-off between segmentation accuracy and time consumption is achieved when N a = 5.
2) PARAMETERS IN LINEARIZED METHOD
As mentioned in the process of alternative sample calculation, sample methods, sample ratios and kernel functions are factors which influence the segmentation accuracy of LKSRC. To evaluate the impact of each factor, comparative experiments were conducted in this part. The impact of different sample methods (including uniform [33] , coreset [40] , kmeans [41] , diagonal [42] , colnorm [43] ) on the performance of AR+LKSRC is shown in Fig. 10 . DSC of k-means is slightly higher than that of other sample methods, especially uniform, when atlas number is fixed to 5. Fig. 11 shows the impact of different sample ratios on the performance of AR+LKSRC. With the change of sample ratio, the segmentation accuracy increases no more than 2%. The reason leads to this phenomenon is that the volume of training set is large but it involves less information. Reducing the sample number may not cause a decrease in DSC. different kernel functions on segmentation accuracy. We fixed R to 0 and analyzed the influence of σ and d. With larger d comes better segmentation accuracy and σ leads to an opposite trend. It can be seen that gaussian function with σ = 0.3 has the highest DSC.
The computational complexity between SRC, kernel SRC and LKSRC is shown in Fig. 13 . Kernel SRC is the most time-consuming method compared with SRC and LKSRC. LKSRC and SRC spend almost the same time in segmentation. The results shown in Table 3 and Fig. 13 indicate that LKSRC can achieve better segmentation results with low computational complexity. 
3) OTHER APPLICATIONS OF LINEARIZED METHOD
Linearized kernel method in this paper can be utilized not only in SRC, but also in other multi-atlas-based methods such as nonlocal patch-based method (PBM) and dictionary learning (DL). Weights in PBM [17] can be rewritten as (24) and the objective function in DL [23] can be rewritten as (25) . Compared with φ (X ), alternative sample S is easier to be embedded into existing MAS algorithms. Fig. 14 shows the effectiveness of linearized kernel method with other MAS methods. Compared with LKSRC, LKPB and LKDL also achieve good results.
V. DISCUSSION AND CONCLUSION
Main contributions of this paper were: 1) We combined atlas registration and linearized kernel SRC. An AR+LKSRC based segmentation method was proposed to speed up segmentation without sacrificing segmentation accuracy; 2) Kernel SRC was linearized via Nyström method. We replaced implicitly mapped data by alternative samples, which reduces time consumption of kernel method. Alternative samples show good discriminative ability; 3) The proposed method was applied to three datasets including IBSR, SATA MICCAI 2013 challenge dataset and LPBA40 for subcortical brain segmentation. In AR based segmentation stage, probabilistic atlas which was obtained via atlas registration by 3D Slicer contained spatial information of each brain structure. AR based segmentation was constructed based on locations of voxels instead of intensity features. The location information was obtained from the prior knowledge in atlas label images. The values in probabilistic atlases indicated the probabilities of each voxel belonging to each structure. In this paper, atlas number was set to 5 by which the proposed method achieved better results and less time consumption as shown in Fig. 9 . Proper thresholds were set to delineate determined regions and candidate boundary regions. In LKSRC based segmentation stage, only voxels in candidate boundary regions were fine-tuned via LKSRC. The volume of voxels in the whole target region is larger than that in candidate boundary regions. Hence, the proposed framework is more efficient as shown in Table 3 . Because of the fine segmentation, the demand for registration accuracy is decreased, which reduces computational time.
Linearized kernel SRC used in fine segmentation avoids the computation of large-scale kernel matrices whose dimensions are related to the number of input samples. Firstly, the approximation of kernel matrix K was constructed by its sub-matrix. Then, we utilized eigenvectors and eigenvalues of the sub-matrix to compute alternative samples. Finally, input feature samples can be replaced by alternative samples directly. There is no need to compute kernel matrices in every iteration of OMP. In addition, alternative samples capture nonlinear structures in input data and have strong discriminabilities which lead to better sparse representation of signals. LKSRC-based fine segmentation achieves more accurate results comparing with SRC (Table 3) . Several parameters have impact on the performance of LKSRC including the kernel function, sample method and sample ratio ( Fig. 10 11 12) . In this paper, we used k-means sample method with 2 / 3 sample ratio and gaussian function with σ = 0.3. Linearized kernel method can also be used in other multi-atlas-based methods such as nonlocal patch-based method and dictionary learning. Compared with LKSRC, LKPB and LKDL are also effective (Fig. 14) .
In conclusion, we proposed an efficient subcortical brain segmentation method in MRI based on atlas registration and linearized kernel sparse representative classifier. Firstly, we obtained the estimated locations of brain structures according to the prior spatial information provided by probabilistic atlases. Secondly, LKSRC focuses on candidate boundary regions to fine-tune segmentation results near boundaries. With the AR+LKSRC based segmentation strategy, the final segmentation of six brain structures is obtained. The validation experiments were conducted on IBSR, LPBA40 and SATA MICCAI 2013 challenge datasets. We used DSC and RC for evaluation. The results demonstrate that our proposed AR+LKSRC based method outperforms other methods such as LKSRC, AR+SRC and deep learning methods. Our method has great potential for applications in other segmentation tasks.
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