We report data for three experiments that assess the effect on the luminosity function of chromatic adaptation arising from the measurement stimuli. First, we report spectral-sensitivity functions (wavelength range, 510-640 nm) measured by heterochromatic flicker photometry for a luminance range of 25-5000 Td. The data were fitted to a linear combination of cone fundamentals. The data narrowed and the fits deteriorated with an increase in luminance level, which indicates that at high luminances chromatic adaptation that is dependent on the spectral composition of the standard and test lights is a factor in spectral-luminosity determination. Second, we report heterochromatic modulation photometry as measured with two spectral lights at constant time-averaged chromaticity and luminance for luminances from 1.6 to 1300 Td. For a time-averaged chromaticity of 570 nm, the red-green ratio of the photometric match was invariant with luminance. For a timeaveraged chromaticity of 605 nm, the red-green ratio increased by almost 0.3 log unit for a 2-log-unit increase in luminance, which is indicative of chromatic adaptation to the 605-nm chromaticity. Third, we measured flicker increment detection (wavelength range, 510-640 nm) on 570-and 605-nm backgrounds of 25-5000 Td. The data were fitted to a linear combination of cone fundamentals and showed good fits at all luminances. Fits to the 570-nm-background data set showed little variation in the proportions of the cone fundamentals with luminance. Fits to the 605-nm-background data set required an increased weighting of the middlewavelength-sensitive cone with luminance. These three experiments indicate that luminance-dependent variation in the spectral-luminosity function as assessed by flicker techniques is caused primarily by chromatic adaptation to the measurement stimuli.
INTRODUCTION
The concept of the spectral luminous-efficiency function was introduced to relate photometry to radiometry. The luminance of an arbitrary source is its radiance weighted by the spectral-luminosity function and integrated over its spectral output. This definition implies additivity of spectral components. In human vision, photopic spectralsensitivity functions depend on both the choice of stimulus parameters and the psychophysical methodology. Several techniques, however, can be found that show spectral additivity and can serve as the spectral luminousefficiency function for photometry. These methods include heterochromatic flicker photometry (HFP), minimally distinct border, heterochromatic modulation photometry (HMP), constant acuity, and constant flicker detection. ' This paper concerns luminance-dependent linearity of spectral-luminosity functions. Spectral sensitivity as measured by HFP varies with luminance level. 2 As luminance is raised, spectral-sensitivity functions show narrowing, particularly at the long-wavelength end of the spectrum. Spectral sensitivity as measured by another temporal-modulation technique, constant critical flicker frequency (CFF), shows an even more pronounced narrowing. 6 This spectral-narrowing phenomenon is also reflected in shallower slopes for CFF-log I functions for long-wavelength stimuli. 7 8 In a typical measurement of the HFP spectral-sensitivity function, the time-averaged chromaticity varies with wavelength. This has the potential to induce differential adaptation in the cones, a phenomenon termed chromatic adaptation. The end point of flicker-photometric matches at different chromaticities may reflect differential adaptation in the L-and M-cone systems. If a white is used as the standard, then the chromaticities at the HFP match represent the test wavelengths at calorimetric purities of 0.5. Since the HFP spectral-sensitivity function is widely believed to have minimal or no contribution from the S-cone system, the equivalent wavelength for the L-and M-cone systems may be described by a 50:50 mixture of the test wavelength and the monochromatic equivalent of the white on a tritan line. Thus the chromatic equivalent of a 650-nm light matched to a 5000K white standard (monochromatic equivalent, 570 nm) for the Judd Standard Observer 9 is 601 nm. HFP spectral sensitivity is affected by chromatic adaptation.'"' Spectral-sensitivity functions measured at luminance levels sufficient to produce a selective chromatic-adaptation effect will result in distorted spectral-sensitivity functions since chromatic adaptation will vary with wavelength. This effect should be even more pronounced for CFF sensitivities for which the colorimetric purity of the lights in the measurement field is unity.
The goal of the current work was to compare spectral sensitivities measured with three techniques: HFP, HMP, and flicker increment detection. In these studies we used a range of luminances and measured spectralsensitivity functions in the same observers. Our paradigms included traditional ones that do not control the state of chromatic adaptation for different test wavelengths as well as newly derived techniques that maintain adaptation at a fixed chromaticity. The experiments were as follows: (1) We measured HFP spectral-sensitivity functions for the wavelength range of 510-640 nm by using a 570-nm standard as a function of radiance.
(2) We used HMP' 2 to assess the photometric equality of red and green lights as a function of light level. This experimental paradigm permits one to control the chromatic-adaptation variable by fixing the time-averaged chromaticity and luminance and varying the relative modulations of the red and green lights. (3) We measured spectral-sensitivity functions for a wavelength range of 510-640 nm by using a CFF detection paradigm. Our goal in this experiment was to control the state of chromatic adaptation in a CFF procedure. We measured the radiance that was needed for a flicker increment threshold (FIT) on steady backgrounds. Under these conditions the dominant wavelengths of the lights (background plus flickering increments) at the detection threshold varied by only small amounts as the test light changed from 510 to 640 nm. In experiments 2 and 3, chromatic adaptation was fixed at either 570 or 605 nm.
Preliminary reports of some of these data have been published."-5
Materials and Methods
In the three experiments we used slightly different equipment and procedures, and these, together with the main results, are described separately below. The same two observers served in all three experiments. The observers were two of the authors, both color-normal males as defined by the Ishihara and Standard Pseudoisochromatic Plate II tests, the Rayleigh equation on the Neitz-OT anomaloscope, the Moreland equation on the Moreland anomaloscope, and the Farnsworth-Munsell 100-hue test.
Experiment 1
We employed HFP to measure spectral-sensitivity functions at a fixed frequency. Although the effect of luminance level on HFP matches is well documented, we have not encountered any systematic spectral-sensitivity data collected over a several-log-unit range at a fixed temporal frequency. We now report such data over a range of 25-5000 Td. We used a 570-nm standard, which offers a similar ratio of L-to M-cone excitation as the white standards of many previous HFP studies, as well as that used for the time-averaged chromaticity in experiment 2 and the adapting field in experiment 3. With a spectral light used as a standard, the calculation of the dominant wavelength for all test lights that we used is straightforward. For test lights >540 nm, the colorimetric purity of the mixtures is 1.0; thus the metameric equivalents are all on the spectrum locus. be the frequency that permitted HFP measurements over the greatest range of retinal illuminances. With higher frequencies at low luminance levels, the observer perceived no flicker over a broad range of luminance ratios between the two fields and could not make precise settings. With lower frequencies at higher luminance levels, the observer saw flicker continuously and could not judge where the minimum occurred. Energy calibrations for the test wavelengths and for the relative transmission of the neutral-density wedge were performed by using an EG&G photometer/radiometer that was positioned at the eyepiece. The relative spectral output for the different test wavelengths was measured with a laboratory-constructed spectroradiometer.
Equipment

Procedure
The method of adjustment was used. The observers decreased or increased the luminance of the test channel by adjusting the angular position of the neutral-density wedge until minimum flicker or no flicker was perceived. The neutral-density wedge position was recorded at the minimum flicker point. Using the wedge-calibration table and the spectral-energy calibrations, we converted the settings to relative spectral sensitivity for an equalenergy spectrum.
The median of three measurements at each wavelength was taken as the threshold for each experimental condition. Each experimental condition was repeated three times. The mean of the logarithms of the three thresholds was taken as threshold. Data were normalized at 550 nm. Figure 1 shows the relative spectral-sensitivity functions plotted as a function of wavelength. Each data set represents a separate luminance level. Data sets are displaced on the ordinate for clarity.
Results
We fitted the data sets to a linear combination of the Smith-Pokorny long-wavelength-sensitive (L) and middlewavelength-sensitive (M) cone fundamentals by using the equation rms residual of the fits are shown in Table 1 . The scaling constant, k, varied between 0.9 and 1.1. The value of L/(L + M) decreased systematically with luminance increase. For both observers Table 1 shows that the fits are good at low luminances. However, at the higher luminances there are substantial deviations. The data are narrower than the best-fitting combination of L and M fundamentals. For both observers, the rms residual is fairly consistent and small at the lower luminance levels but increases substantially with luminance. At the highest luminance level it approaches a factor of 3 greater than is found at the lower levels. These results suggest selective chromatic adaptation that varies with the test wavelength of high luminances.
Experiment 2
We used HMP to measure the ratio of relative sensitivities to red and green temporal modulation (R/G ratio) as a function of luminance and time-averaged chromaticity. The chromaticities were metameric to monochromatic 570 and 605 nm; the luminance range was 1.6-1300 Td. Pokorny et al. ' 2 described HMP as a new procedure for obtaining flicker-photometric matches. The technique was to fix the luminances [defined by the V(A) of the Judd 9 Standard Observer] of test and standard lights presented in temporal counterphase and to vary the modulation depth of the pair in tandem to obtain a threshold for flicker detection. Pokorny et al. reported data for stimulus conditions in which a green standard was fixed in luminance and one of a series of red luminances was paired with it. Modulation of both the red and the green lights was decreased together until flicker was no longer seen by the observer. Thus the relative modulation amplitude of the red and green lights was varied by a change in the luminance of one of the lights. Here we use a modification of this paradigm in which we held constant the timeaveraged chromaticity by fixing the luminances of the red and green lights. Changing the relative modulations of the two lights accomplished changes in the relative modulation amplitude of the red and green lights.
We used two standard adapting chromaticities: one that should produce little selective chromatic adaptation (570 nm) and one that may produce more chromatic adaptation (605 nm). The 605-nm chromaticity was chosen as representative of the time-averaged chromaticity of conventional HFP experiments when the test wavelength is -650 nm. The choice of 570 nm is a compromise. A shorter wavelength would yield more nearly equal quantal catches for the L and M cones, but, because of the apparatus design (fixed 553-and 636-nm primaries), 570 nm is approximately the shortest dominant wavelength at which sufficient physical modulation can be obtained to permit measurements over a range of retinal illuminances. The underlying assumption in the above analysis is that the L and M cones have identical or closely similar adaptational properties. The relative quantal LIM sensitivities may be calculated from the Smith-Pokorny 8 L-and M-cone fundamentals, normalized to their peaks. For the 570-nm The function relating modulation threshold to redgreen modulation can be fitted with a theoretical template based on the assumption of additivity of luminance contrast. ' 2 When this luminance contrast template is expressed in log-log coordinates, it is shape invariant with both vertical and horizontal translation. In fitting individual data, the vertical scaling factor reflects the observer's sensitivity to luminance modulation, that is, the percentage of luminance modulation that is needed to reach the flicker detection threshold. The horizontal scaling factor reflects the observer's spectral sensitivity relative to the Judd Standard Observer; the scaling factor for an observer with an identical spectral-sensitivity function to the standard observer will be R/G = 1.0 (log R/G = 0), a more red-modulation-sensitive match yields R/G ratios <1.0 (negative log R/G values); more green-modulation-sensitive matches yield ratios >1.0 (positive log R/G values). The templates that were employed in the present experiment have been modified from those described previously' 2 to reflect the relative luminances of the red and green primaries.
Equipment
The equipment has been described elsewhere.' 9 Briefly, the chromatic lights (dominant wavelengths 553 and 636 nm) were produced by light-emitting diodes (LED's).
The LED light outputs, controlled by the density of constant-width pulses from voltage to frequency converters, were highly linear with driver-input voltages. The LED's were under computer control. The modulated LED lights were presented in a Maxwellian-view optical system providing a 2-deg circular field to the observer. The average light level was controlled with calibrated neutral-density filters.
The LED's were set in temporal sine-wave alternation with 100% modulation. We fixed the luminances of both 553-and 636-nm LED's to maintain a constant timeaveraged chromaticity. During each run the timeaveraged chromaticity was metameric to either 570 or 605 nm. Fixing the time-averaged chromaticity at other than the chromaticity obtained when both LED's are both set to 100% modulation reduces the maximal available modulation. This limited the conditions (combinations of frequency and luminance) under which data could be obtained. To change the relative R/G modulation ratio with a fixed time-averaged chromaticity, we varied the relative modulations of counterphase 553-and 636-nm lights. Starting at a given pair of red and green modulations, the observer than decreased the modulation of both lights in tandem until flicker disappeared. Data were collected at three temporal frequencies:
8, 13, and 20 Hz.
Procedure
The equipment was operated by an interactive program written in the PASCAL language. The observer had control of a bidirectional switch that requested an increase or decrease in modulation depth. Each trial began with the alternating stimuli at their maximal modulation, and the stimulus appeared to be flickering, unless by chance one of the ratios precisely matched the observer's luminance match. We employed an adjustment procedure: the observer used the bidirectional switch to control modulation depth. The observer was instructed to hold the switch continuously (decreasing modulation) until flicker disappeared. The observer could move the switch in the other direction (increasing modulation) until flicker reappeared. This process could be continued until the observer reported (by means of a button press) that the modulation was just at threshold.
Data were collected at 1.6, 5, 16, 100, 160, 500, and 1300 Td. For the higher frequencies flicker could not be seen at the lowest luminances; thus data collection began at the lowest of the luminance conditions in which flicker could be seen. Trials for the various R/G modulation ratios were run in random order, with three repetitions per R/G ratio gathered. The median modulation depth for the three trials was taken as threshold. The entire procedure was repeated three times. For the data reported here, for each R/G ratio, the mean of the logarithms of the three modulation thresholds is given. 3 show data for the 570-and 605-nm timeaveraged chromaticities, respectively, at 8, 13, and 20 Hz. The function given by plotting log sensitivity (1/modulation threshold) as a function of log R/G modulation showed a V shape for both observers. We made a template to fit the data based on the luminance contrast available at each R/G ratio to a theoretical average observer (the Judd Observer), which can be expressed as follows:
Results
Figures 2 and
where C is the luminance contrast, Rmax and Rmin are the maximum and minimum luminances of the red primary, Gmax and Gmin are the maximum and minimum luminances of the green primary, and Rav + Gav are the average luminances of the red and green primaries. Equation (2) produces a continuous V shape with a deep minimum. We truncated the template near the minimum point to obtain the fits. 2 We used free horizontal and vertical scaling factors in fitting the template to the data for each observer, luminance, and temporal frequency. The results of these fits are shown as solid curves.
In Fig. 4 we show the minimum of the HMP template (log R/G), which is the observer's equiluminant point for the stimuli, as a function of retinal illuminance for chromaticities that are metameric to 570 and 605 nm. At 570 nm the minimum point of the template was invariant with retinal illuminance. At 605 nm the minimum point of the template shifted to a higher value of log R/G with an increase in luminance. The shift was -0.3 log unit for a 2-log-unit range in retinal illuminance. We interpret this result as being caused by chromatic adaptation to the 605-nm time-averaged chromaticity.
Experiment 3
We used flicker increment detection to measure spectralsensitivity functions on a 570-and a 605-nm background for a criterion-alternation rate. The luminance range for Pokorny et al. luminance of the test light until the flicker was just perceptible. The wedge position at the CFF threshold was stored on disk. The wedge settings at threshold were converted to increment spectral sensitivity by using the calibration tables for the wedge and neutraldensity filters. The median of three measurements at each wavelength was taken as the threshold for each experimental condition. Each experimental condition was repeated three times. The mean of the logarithms of the three thresholds was taken as threshold. The data were expressed as relative sensitivity (i.e., reciprocal relative energy.) Figure 5 shows the relative FIT spectral-sensitivity functions plotted as a function of wavelength for the 570-nm :0_
Results
._ 
Equipment
The equipment was the same as that used in experiment 1. The shutter was set to its open position when FIT measurements were being done to form a steady 570-or 605-nm background.
Procedure
The method of adjustment was used. The observers controlled the neutral-density wedge. The observers decreased or increased the luminance of the test light depending on the initial appearance of the test field. If flicker was perceived, the observer decreased the luminance of the test light until the flicker just disappeared. If a steady field was perceived, the observer increased the Fig. 6 shows data for the 605-nm background. Each data set represents a separate luminance level. Data sets are displaced on the ordinate for clarity in the same format as for Fig. 1 .
We fitted the data sets to a linear combination of L-and M-cone fundamentals, using Eq. (1). As for experiment 1, a least-squares criterion was used to decide on the best fit of model to data. The best fits are shown as solid curves on Figs. 5 and 6, and values for LL + M and the rms residual for the fits are shown in Table 2 . For these fits the scaling constant k (relative sensitivity) decreased systematically with an increase in background level. Parameter LL + M was relatively constant with luminance for the 570-nm background and decreased systematically with luminance for the 605-nm background. For both observers it can be noted that the fits are consistent and good for both backgrounds at all luminances. There was no systematic change in the rms residual of the fits as luminance was increased.
Comparison of HFP and FIT Data. Figure 7 shows the values of L/(L + M) calculated by the fits shown in Figs. 1, 5, and 6 plotted as a function of retinal illuminance. At low illuminance, the values for HFP data and for the FIT data on a 570-nm background are close to 0.7 for the two observers, compared with 0.62 for the Judd Observer. This difference is within the reported range of cone ratios calculated from similar linear fits to moderately low-luminance photopic flicker-photometric data for color-normal male observers. 
(3b)
where L and M are the L-and M-cone FIT's and Lo and Mo are the predicted values at absolute threshold common to both cone types. I is the retinal illuminance of the background, q is the MIL quantal-sensitivity ratio at the background wavelength, and A is an adaptation constant. The two equations were fitted simultaneously with variation of three parameters, Lo, Mo, and Ao. This approach implies that selective adaptation should obey Weber's law.
The amount of differential adaptation should be proportional to the LIM sensitivity ratio at the adapting wavelength. For the 570-nm background, the LIM sensitivity ratio is 1.24:1. Thus we expected and found little differential adaptation. We obtained good fits for both observers by using the three-parameter fit. For the 605-nm background, the LIM quantal-sensitivity ratio is 2.94:1. We expected and obtained differential adaptation of the Land M-cones with increasing luminance. However, the fits were not so good with this background, especially for observer QJ. There is evidence of greater selective adaptation than is predicted by Weber's law with the assumption that the adaptation constant is equivalent for the cone types. Chromatic adaptation greater than that predicted by Weber's law has been noted previously. 0 22
DISCUSSION
The data from the three experiments converge on a single explanation that narrowing of spectral-sensitivity func- 
Table 2. Proportion L/L + M and the rms Residual of the Best-Fitting Linear Combination of L-and M-Cone Spectral Sensitivities for Flicker Increment Detection
Retinal Illuminance J1 This is also true for the high-luminance CFF spectral-sensitivity functions published by Marks and Bornstein. 2 3 When chromatic adaptation is controlled so that it is constant with variation in test wavelength, the spectral-sensitivity functions are well fitted by linear combinations of fundamentals, consistent with independent cone adaptation to the time-averaged spectral composition.
The TVR functions of Fig. 8 show linear behavior (line of zero slope) to considerably higher retinal-illuminance levels than were observed in increment threshold experiments in which the test light is pulsed rather than flickered. This confirms an analysis by van Nes et al. 2 
4
They replotted De Lange's data 25 in a TVR format (Graham  and Hood 26 offer a good discussion of the relation between various data formats) and observed that the retinalilluminance that was associated with the transition into the Weber region increased with flicker frequency. The attribution of spectral narrowing to a cone nonlinearity was first suggested by Ingling et al. 5 These authors suggested that photoreceptor saturation was a possible cause of narrowing. However, it is now known that photoreceptor saturation occurs at rather high levels. 27 28 Multiplicative gain controls appear to be more likely candidates for the cause. Ingling et al. 5 also noted that, while narrowing is a prominent feature of HFP, it is less evident in minimally distinct border measurements.
There have been several attempts to characterize the change in the HFP spectral-sensitivity function with luminance.29-3' These models presume that cone signals add linearly at low luminance levels (VA = aL + bM + cS) but assume a multiplicative form [VA = a(log L) + b(log M) + c(log S)] at high luminances. Our data suggest that this approach provides an incomplete account of the spectral-shape change of the luminosity function with retinal illuminance since it does not recognize the shape alterations resulting from chromatic adaptation to the measurement stimuli that accompany changes in test wavelength.
CONCLUSIONS
1. Conventional HFP measurements showed narrowing with an increase in retinal illuminance for measurements made at a fixed temporal frequency. Further, spectralsensitivity data collected at high luminance levels are not well fitted by linear combinations of cone fundamentals.
2. Measurements made by using HMP and a fixed 570-nm time-averaged chromaticity showed little or no shift of the minimum point with increasing illuminance. Measurements made by using HMP and a fixed 605-nm time-averaged chromaticity showed a shift toward a higher value of log R/G of almost 0.3 log unit over a 2-log-unit range in luminance. These results are similar to data collected by using HMP at a constant time-averaged luminance but with variable chromaticity. 32 3. A CFF technique that uses flicker increment detection on a background gave data that were well fitted by a linear combination of cone fundamentals. With a 570-nm background there was little change in shape of the relative spectral-sensitivity functions as luminance was increased. With a 605-nm background the spectral-sensitivity functions narrowed at long wavelengths, consistent with selective cone adaptation to the background. 4 . We conclude that the narrowing of spectralsensitivity functions with increasing luminance is caused by selective chromatic adaptation. With a conventional HFP measurement, chromatic adaptation varies with the chrromaticity of the light that is being compared with the standard. Thus spectral sensitivities that are measured at moderate and high luminances need not represent linear combinations of cone fundamentals. 
