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This paper underlines the role of directional compactness in the scalarization of graphical
derivatives of set-valued maps taking values in inﬁnite-dimensional spaces. Two main the-
orems are given. The ﬁrst one states the equivalence of contingent epiderivatives and τ w -
contingent epiderivatives for directionally compact maps. The second main result proves
a variational characterization for the contingent epiderivative of stable and directionally
compact maps taking values in general image spaces, extending known results in ﬁnite-
dimensional and reﬂexive Banach spaces. The hypotheses given are minimal as is shown
by means of several examples. Connections of these theorems with other results of the
literature are also provided.
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1. Introduction and preliminaries
Let X , Y be two real normed spaces where Y is partially ordered by a closed convex cone C and let F : X ⇒ Y be a
set-valued map. A natural scalarization of F is given by λ ◦ F : X ⇒ R where λ is an element of the dual space Y ∗ or in
particular of the dual cone C+ . Important problems related to F can be solved by studying these associated scalar maps.
In this work we ﬁnd this situation in the framework of graphical derivatives of set-valued maps [1,13,8,12]. In this case we
deal with contingent derivatives [1], contingent epiderivatives [7] and τ w -contingent epiderivatives [17] which are notions
extending well-known notions from the classical Hadamard directional differentiability theory [6]. Following the notation
given above let us specify in more detail the aim of this paper. In [15] the contingent epiderivative of a set-valued map F
at (x¯, y¯) ∈ graph(F ) and the contingent derivative of the scalarization λ ◦ F were related by the following formula
D(λ ◦ F )(x¯, λ( y¯))(·) =minλ(Dc F (x¯, y¯)(·)) for every λ ∈ Y ∗ (1)
when Y =Rn and F is stable at (x¯, y¯).
As a consequence if in addition C is pointed and F is epidifferentiable at (x¯, y¯), denoting by DF(x¯, y¯) the corresponding
contingent epiderivative, we have
D(λ ◦ F )(x¯, λ( y¯))(·) = λ(DF(x¯, y¯)(·)) for every λ ∈ C+. (2)
Indeed the veriﬁcation of (2) characterizes variationally the existence of DF(x¯, y¯) for the class of stable maps taking
values in ﬁnite-dimensional spaces as was proven in [15, Proposition 4.5]. Independently, in [18, Theorem 3.10] it was
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values in reﬂexive Banach spaces.
In this paper we continue this line of investigation by considering the case when the image space is a general inﬁnite-
dimensional space. In this task, as it is shown throughout this paper, the role of directional compactness and stability
is fundamental. In this sense in Section 2 we prove that contingent epiderivatives and τ w -contingent epiderivatives are
equivalent concepts for directional compact maps (Theorem 2.1). This result is no longer true if the directional compactness
does not hold. In this case both derivatives are totally independent maps even for stable maps taking values in Hilbert spaces
ordered by any of its orthonormal bases (Example 3.2). In Section 3 we prove that the veriﬁcation of (2) also characterizes
the contingent epiderivative DF(x¯, y¯) for stable and directionally compact maps (Theorem 3.2). In this case this result is also
false in general if any of the directional compactness or stability assumptions do not hold (Remark 3.2, Example 3.2).
As we have mentioned, this work underlines the role of directional compactness and stability in the scalarization of the
contingent (epi)derivative of maps taking values in inﬁnite-dimensional spaces. Furthermore it provides a framework for a
deeper analysis on contingent derivatives, contingent epiderivatives and τ w -contingent epiderivatives. Apart from the main
results throughout this paper several examples concerning results from [14,16–18,4] are presented, underlying the necessity
of assuming directional compactness for extending results from ﬁnite-dimensional to inﬁnite-dimensional image spaces. An
example of this situation is found in Section 4, in this case concerning the representation and computation of contingent
epiderivatives. One computation formula presented in [4] is not valid if directional compactness fails (Example 4.1). Instead
it is proven that an equivalent formula holds by considering the τ w -contingent epiderivative (Theorem 4.1).
These results have important implications in practice since they provide the theoretical framework for scalarizing results
established in terms of contingent derivatives taking values in inﬁnite-dimensional spaces. Furthermore they also provide
methods for computing these graphical derivatives. In the ﬁeld of vector and set-valued optimization one can consult results
following this direction in [9,3] for ﬁnite-dimensional spaces and [4] for inﬁnite-dimensional image spaces.
Let us ﬁx the notation we are going to follow in the sequel. Throughout this paper X , Y are real normed spaces
where Y is partially ordered by a closed convex pointed cone C , i.e., −C ∩ C = {0}. We consider the norm and weak
topology, denoting the corresponding convergence by → and →
w
respectively. In this sense by y1 C y2 we denote
y2 − y1 ∈ C . Y ∗ is the dual space of Y and C+ = {λ ∈ Y ∗: λ(c)  0 for every c ∈ C} is the positive dual cone of C .
B( y¯, ) := {y ∈ Y : ‖y − y¯‖ } is the closed ball centered at y¯ ∈ Y with radius   0. In the following let A be a nonempty
subset of Y . By IMinC (A) (resp. IMaxC A) we denote the ideal minimum (resp. ideal maximum) of A with respect to C , i.e.,
IMinC A = {a ∈ A: A ⊂ a + C}, and by infC A (resp. supC ) we denote the inﬁmum (resp. supremum) of A with respect to C ,
i.e., infC A = IMaxC {y ∈ Y : A ⊂ y + C}. By the pointedness of C in case they exist these points are unique, furthermore if
IMinC (A) exists, then infC A exists and infC (A) = IMinC (A).
F : X ⇒ Y denotes a set-valued map where dom(F ) = {x ∈ X : F (x) 	= ∅}, graph(F ) = {(x, y) ∈ X × Y : y ∈ F (x)},
epi(F ) = {(x, y) ∈ X × Y : y ∈ F (x) + C} are the effective domain, the graph and the epigraph of F respectively. Single-
valued maps are denoted by small letters f : X → Y . In general λ ◦ F : X ⇒ R, F + C : X ⇒ Y denote the set-valued maps
λ ◦ F (x) = {λ(y): y ∈ F (x)} (with convention λ(∅) = ∅) and (F + C)(x) = {y+ c: y ∈ F (x), c ∈ C} (with convention ∅+ C = ∅)
respectively.
By T (A,a) we denote the contingent cone to A at a ∈ A, i.e.,
T (A,a) = {u ∈ Y : ∃(tn) ⊂R+ \ {0}, ∃(an) ⊂ A such that an → a, tn(an − a) → u}.
The contingent derivative of F at (x¯, y¯) is the set-valued map Dc F (x¯, y¯) : X⇒ Y such that
graph
(
Dc F (x¯, y¯)
)= T (graph(F ), (x¯, y¯)) (see [1]).
In the case of a single-valued map f we omit the second argument of the point of the graph since it is superﬂuous, in
this sense we will write Dc f (x¯) instead of Dc f (x¯, f (x¯)) and the same convention is followed for the rest of the derivatives.
Deﬁnition 1.1. (See [7].) Let (x¯, y¯) ∈ graph(F ) and L = dom(Dc(F + C)(x¯, y¯)). F is said to be epidifferentiable at (x¯, y¯) if
there exists a single-valued map DF(x¯, y¯) : L → Y called contingent epiderivative of F at (x¯, y¯) whose epigraph coincides
with the contingent cone to the epigraph of F at (x¯, y¯), i.e.,
epi
(
DF(x¯, y¯)
)= T (epi(F ), (x¯, y¯)).
When Y =R, C =R+ we denote D↑F (x¯, y¯) instead of DF(x¯, y¯) in order to underline that this derivative is scalar.
In the same way we have the notion of τ w -contingent derivative and epiderivative by considering a tangent cone based
on the norm and weak topology. Given (xn, yn), (x¯, y¯) ⊂ X × Y , by (xn, yn) →
s,w
(x¯, y¯) we mean xn → x¯, yn →
w
y¯. Considering in
this case A ⊂ X × Y a nonempty set of the product space and (x¯, y¯) ∈ A, the weak contingent cone of A at (x¯, y¯), denoted
by T w(A, (x¯, y¯)), is deﬁned by
T w
(
A, (x¯, y¯)
)= {v = (v1, v2) ∈ X × Y : ∃(tn) ⊂R+ \ {0}, ((xn, yn))⊂ A s.t. (xn, yn) →
s,w
(x¯, y¯),
tn(xn − x¯, yn − y¯) →(v1, v2)
}
.s,w
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graph
(
Dwc F (x¯, y¯)
)= T w(graph(F ), (x¯, y¯)) (see [17]).
The contingent derivative is “contained” in the τ w -contingent derivative in the sense that
graph
(
Dc F (x¯, y¯)
)⊂ graph(Dwc F (x¯, y¯)),
clearly both derivatives coincide when Y is ﬁnite-dimensional.
Remark 1.1. By deﬁnition the τ w -contingent cone T w(A, (x¯, y¯)) is the sequential weak closure of a subset of determined
sequences,
T w
(
A, (x¯, y¯)
)= (τ w × ‖ · ‖)− cl{(tn((xn, yn) − (x¯, y¯))): (tn) ⊂R+ \ {0}, A ⊃ ((xn, yn))→
s,w
(x¯, y¯)
}
,
with respect to the product topology deﬁned by the norm topology in the ﬁrst space and the weak topology in the sec-
ond space. Consequently T w(A, (x¯, y¯)) is sequentially closed with respect to this product topology, i.e., for every sequence
((un, vn)) ⊂ T w(A, (x¯, y¯)) such that (un, vn) →
s,w
(u, v) we have (u, v) ∈ T w(A, (x¯, y¯)). As a consequence Dwc F (x¯, y¯) takes se-
quentially weak closed values.
Deﬁnition 1.2. (See [17].) Let (x¯, y¯) ∈ graph(F ) and Lw = dom(Dwc (F + C)(x¯, y¯)). F is said to be τ w -epidifferentiable at
(x¯, y¯) if there exists a single-valued map Dw F (x¯, y¯) : Lw → Y called the τ w -contingent epiderivative of F at (x¯, y¯) whose
epigraph coincides with the weak contingent cone to the epigraph of F at (x¯, y¯), i.e.,
epi
(
Dw F (x¯, y¯)
)= T w(epi(F ), (x¯, y¯)).
Deﬁnition 1.3. Let M > 0.
• F is said to be stable at (x¯, y¯) ∈ graph(F ) if there exists  > 0 such that
F (x) ⊂ { y¯} + M‖x− x¯‖B(0,1)
for every x ∈ B(x¯, ) ∩ dom(F ).
• F is said to be directionally compact at (x¯, y¯) in the direction u ∈ T (dom(F ), x¯) if for every sequence of positive numbers
(hn) → 0+ and every sequence (un) → u any sequence (vn) with y¯ + hnvn ∈ F (x¯ + hnun) for each n ∈ N contains
a convergent subsequence. If F is directionally compact at (x¯, y¯) for every u ∈ T (dom(F ), x¯), then F is said to be
directionally compact at (x¯, y¯).
The notion of stability considered in this paper implies and is in fact slightly stronger than the one considered in [15,
17,18,4] in order to avoid technicalities which are not relevant. In this sense if F is stable then necessarily F (x¯) = { y¯}. The
following results concerning the relationship between stability and directional compactness are adaptations in this context
of known results (see for example [10,6]). In the interests of the reader some of them are given with detailed proof. The
ﬁrst result is straightforward by the compactness of the closed unit ball in ﬁnite-dimensional spaces.
Proposition 1.1. Let Y be ﬁnite-dimensional. If F is stable at (x¯, y¯), then F is directionally compact at (x¯, y¯).
Proposition 1.2. Let F be directionally compact at (x¯, y¯). For every (xn, yn) ∈ graph(F ) with xn → x¯, then yn → y¯.
Proof. Taking hn = ‖xn − x¯‖1/2, un = (xn − x¯)/hn we have hn → 0+ , un → 0. For vn := (yn − y¯)/hn , by the directional
compactness of F at (x¯, y¯), there is a subsequence (vnk ) converging to an element v , thus ynk − y¯ = hnk vnk →
k
0. Indeed
following this reasoning every subsequence of (yn) has at its turn a convergent subsequence converging to y¯, and this
implies that yn → y¯. 
In general a stable map is not directionally compact (see Example 2.1). Conversely if X is ﬁnite-dimensional it can be
proven that a directionally compact map is stable. In general the existence of a directional compact map not stable is, as
far as we know, an open problem. Anyway in the context of this paper, a map of this kind, directionally compact but not
stable, would not be especially relevant by the following result (in this sense see Remark 3.1).
Proposition 1.3. Let F be directionally compact at (x¯, y¯). The following statements are equivalent:
(i) F is stable at (x¯, y¯).
(ii) Dc F (x¯, y¯)(0) = {0}.
M. Sama / J. Math. Anal. Appl. 372 (2010) 262–272 265Proof. Let us prove (i) ⇒ (ii). Taking any v ∈ Dc F (x¯, y¯)(0), by deﬁnition there exist (tn) ⊂ R+ \ {0}, ((xn, yn)) ⊂ graph(F )
such that (xn, yn) → (x¯, y¯), tn(xn − x¯, yn − y¯) → (0, v). As F is stable we have ‖tn(yn − y¯)‖ M‖tn(xn − x¯)‖ for n big enough,
so taking limits in this last expression ‖v‖ 0 and necessarily v = 0.
For the converse implication suppose on the contrary that F is directionally compact but not stable at (x¯, y¯). In this case
we can ﬁnd a sequence ((xn, yn)) ⊂ graph(F ) with xn 	= 0 such that xn → x¯ and
‖yn − y¯‖/‖xn − x¯‖ → ∞. (3)
Taking hn = ‖yn − y¯‖, un = (xn − x¯)/hn , vn = (yn − y¯)/hn , then hn → 0+ by Proposition 1.2 and un → 0 by (3). By the
directional compactness of F at (x¯, y¯) there exists a subsequence (vnk ) of (vn) converging to an element v ∈ Y . As ‖vn‖ = 1,
v is an element of unit norm belonging to Dc F (x¯, y¯)(0) and this contradicts the hypothesis Dc F (x¯, y¯)(0) = {0}. 
2. Equivalence of contingent and τ w -contingent epiderivatives
In this section the equivalence of contingent and τ w -contingent epiderivatives is proven for directionally compact maps.
Firstly we need the following result.
Proposition 2.1. Let F be directionally compact at (x¯, y¯).
(i) T w(epi(F ), (x¯, y¯)) = T (epi(F ), (x¯, y¯)), so
Dc(F + C)(x¯, y¯) = Dwc (F + C)(x¯, y¯).
(ii) In the same way Dc F (x¯, y¯) = Dwc F (x¯, y¯).
Proof. (i) We only need to prove that
T w
(
epi(F ), (x¯, y¯)
)⊆ T (epi(F ), (x¯, y¯)) (4)
since the contingent cone is always contained in the weak contingent cone. In this way let any (u, v) ∈ T w(epi(F ), (x¯, y¯)),
by deﬁnition there exist (tn) ⊂R+ \ {0}, (cn) ⊂ C , ((xn, yn)) ⊂ graph(F ) such that
(xn, yn + cn) →
s,w
(x¯, y¯), tn(xn − x¯, yn + cn − y¯) →
s,w
(u, v). (5)
F is directionally compact at (x¯, y¯) therefore yn → y¯ (Proposition 1.2) and by the same property we can assume, taking
subsequences if necessary, that the sequence (tn(yn − y¯)) converges in norm to an element v1 ∈ Y , consequently by deﬁni-
tion v1 ∈ Dc F (x¯, y¯)(u). In particular we also have (tn(yn − y¯))→
w
v1 and from this and (5) the sequence (tncn) necessarily
converges weakly to an element c ∈ C and therefore v = v1 + c. Taking into account these facts we deduce
v = v1 + c ∈ Dc F (x¯, y¯)(u) + C ⊂ Dc(F + C)(x¯, y¯)(u).
As we have considered any u ∈ T (dom(F ), x¯) this containment is equivalent to
T w
(
epi(F ), (x¯, y¯)
)⊂ T (epi(F ), (x¯, y¯)).
(ii) The proof is immediate following the same reasoning as in (i) with evident changes. 
Theorem 2.1. Let F be directionally compact at (x¯, y¯). F is epidifferentiable at (x¯, y¯) if and only if F is τ w-epidifferentiable at (x¯, y¯),
in this case both derivatives coincide, i.e.,
DF(x¯, y¯) = Dw F (x¯, y¯).
Proof. By Proposition 2.1
Dc(F + C)(x¯, y¯) = Dwc (F + C)(x¯, y¯),
therefore
IMinC Dc(F + C)(x¯, y¯)(u) = IMinC Dwc (F + C)(x¯, y¯)(u) for every u ∈ T
(
dom(F ), x¯
)
and the proof follows directly from [14, Theorem 3.1] and [17, Theorem 2.8]. 
Consequently if F is directionally compact at (x¯, y¯), then the contingent epiderivative and the τ w -contingent epideriva-
tive coincide. Without this hypothesis contingent and τ w -contingent epiderivatives are totally independent concepts as we
see in the following example.
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its orthonormal bases and (e∗n)n∈N ≡ (〈en, ·〉)n∈N denotes the associated family of biorthogonal functionals. In this framework
we consider the ordering cone determined by this basis, i.e., C = {y ∈ Y : e∗n(y) 0 for every n ∈N}.
Let {h, l, r, t} ⊂ Y . These elements act as parameters in the deﬁnition of a single-valued map f :R+ → Y in the following
way
f (x) =
⎧⎪⎨
⎪⎩
x(h + en) if x= 1/3n, n ∈N,
x(l + en) if x= 1/(3n+ 1), n ∈N,
xr if x= 1/(3n+ 2), n ∈N,
xt elsewhere x ∈R+.
Let us underline the important fact that we are assuming dom( f ) = R+ . For every choice of the parameters the map f
is stable at x¯= 0 since
‖ f (x)‖
|x| max
{‖h‖ + 1,‖l‖ + 1,‖r‖,‖t‖} for all x ∈R+ \ {0}.
Furthermore we also have that for every choice of the parameters the map f is not directionally compact at x¯ = 0 in the
direction v = 1, since for example f (1/3n)/(1/3n) = h+ en does not have any norm convergent subsequence. Therefore f is
not directionally compact at x¯ = 0.
Now let us calculate T (epi( f ), (0,0)). Taking any (u, v) ∈ T (epi( f ), (0,0)), by deﬁnition there exist (tn) ⊂ R+ \ {0},
(xn) ⊂R+ , (cn) ⊂ C such that (xn, f (xn) + cn) → (0,0), tn(xn, f (xn) + cn) → (u, v).
Without loss of generality we may assume the following four cases:
• If (xn) = (1/3n) we have(
tnxn, tnxn(en + h) + tncn
)→ (u, v). (6)
In this case if u = 0, it is obvious from (6) that v ∈ C .
Suppose u > 0, as en →
w
0 by (6) tnxn(en + h) + tncn →
w
uh + c∗ where c∗ = w-lim(tncn). Therefore in case (6) is true, by
coincidence of the norm and weak limit, we have v = uh + c∗ , that is tnxn(en + h) + tncn → uh + c∗ . Equivalently∥∥tnxn(en + h) + tncn − uh − c∗∥∥2 → 0 ⇔ ∥∥tnxnen + (tnxn − u)h + tncn − c∗∥∥2 → 0.
Computing this limit we have
(
t2nx
2
n
)+ (tnxn − u)2‖h‖2 + ∥∥tncn − c∗∥∥2 + 2tnxn(tnxn − u)〈en,h〉 + 2(tnxn)〈en, tncn − c∗〉
+ 2(tnxn − u)
〈
h, tncn − c∗
〉→ 0. (7)
As (tnxn) → u then (t2nx2n) → u2 and (tnxn − u)2‖h‖2 → 0; and since in addition 〈en,h〉 → 0 we also have 2tnxn(tnxn −
u)〈en,h〉 → 0. Recalling tncn →
w
c∗ then 〈h, tncn − c∗〉 → 0 and
2(tnxn − u)
〈
h, tncn − c∗
〉→ 0.
Furthermore 2(tnxn)〈en, c∗〉 → 0. Taking into account all of these facts the limit (7) is equivalent to∥∥tncn − c∗∥∥2 + 2(tnxn)〈en, tncn〉 → −u2. (8)
As tn, xn  0, en, cn ∈ C then 〈en, tncn〉 0 and ‖tncn − c∗‖2 + 2(tnxn)〈en, tncn〉 0 for every n ∈ N, so (8) is an absurd
because we are assuming u > 0 and consequently there are no tangent vectors in this case too.
• If (xn) = (1/(3n + 1)) then necessarily u = 0, v ∈ C by the same reasoning followed in the previous case.
• If (xn) = (1/(3n + 2)), by a direct computation (u, v) ∈ {(u, v): ur C v, u ∈R+}.
• If (xn) /∈ {(1/3n), (1/(3n + 1)), (1/(3n + 2))}, by a direct computation (u, v) ∈ {(u, v): ut C v, u ∈R+}.
Therefore we have proven
T
(
epi( f ), (0,0)
)⊂ {(u, v): u ∈R+, ur C v}∪ {(u, v): u ∈R+, ut C v}.
Indeed the equality holds. In this sense for any c ∈ C , u ∈ R+ we have (u,ur + c) ∈ T (epi( f ), (0,0)) by taking tn =
u(3n+ 2), xn = 1/(3n+ 2), cn = c/[u(3n+ 2)] for u > 0 and tn =
√
3n+ 2, xn = 1/(3n+ 2), cn = c/
√
3n + 2 for u = 0; in the
same way we can prove (u,ut + c) ∈ T (epi( f ), (0,0)).
So T (epi( f ), (0,0)) = {(u, v): u ∈R+, ur C v} ∪ {(u, v): u ∈R+, ut C v} and consequently
Dc( f + C)(0,0)(u) = {v: ur C v} ∪ {v: ut C v} for every u ∈R+. (9)
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order to study the epidifferentiability of f at x¯ = 0 it is enough to study the τ w -contingent derivative Dwc f (0). In this case,
taking (tn) = (3nu), (xn) = (1/3n), then
3nu
(
1
3n
,
1
3n
(h + en)
)
= (u,u(h + en))→
s,w
(u,uh)
as en →
w
0, and so on with the rest of cases, therefore
Dwc f (0)(u) = {uh,ul,ur,ut} for every u ∈R+. (10)
Now let us consider three different situations:
• If h = l = 0, r = t = e1, let us see that the τ w -contingent epiderivative and the contingent epiderivative of f at 0
exist but both maps do not coincide. In this case by (9) we have Dc( f + C)(0)(u) = ue1 + C , thus IMinC Dc( f +
C)(x, f (x))(u) = {ue1}. Therefore by [14, Theorem 3.1] f is epidifferentiable at 0 with
Df (0)(u) = ue1 for every u ∈R+.
On the other hand by (10) Dwc f (0)(u) = {0,ue1}. Y is reﬂexive and f is stable at x¯= 0, therefore by [18, Lemma 3.8]
IMinC D
w
c ( f + C)(0)(u) = IMinC
(
Dwc f (0)(u) + C
)= IMinC Dwc f (0)(u) = IMinC {0,ue1} = 0.
Consequently by [17, Theorem 2.8] f is τ w -epidifferentiable at 0 with
Dw f (0)(u) = 0 for every u ∈R+.
• If h = l = e2, r = t = e1, the map f is not τ w -epidifferentiable at 0. For example Dwc f (0)(1) = {e1, e2} and the ideal
minimum of this subset does not exist, since infC {e1, e2} = 0 /∈ Dwc f (0)(1). On the other hand it is easily checked that
f is epidifferentiable at 0 with Df (0)(u) = ue1 for every u ∈R+ .
• In the same way, assuming h = l = 0, r = e1, t = e2 we have that f is not epidifferentiable at 0, but f is τ w -epidiffer-
entiable at 0 with Dw f (0)(u) = 0 for every u ∈R+ .
In [14] it was studied under what conditions the contingent epiderivative DF(x¯, y¯) and the map ς(·) = IMinC Dc F (x¯, y¯)(·)
are equivalent. This was the case when Y =Rn and F veriﬁes a sort of Lipschitz like continuity at (x¯, y¯) [14, Theorem 4.5],
which is satisﬁed in particular when F is stable at (x¯, y¯). In a general image space by adding that F is directionally compact
at (x¯, y¯) this result was proven in [4, Proposition 2.1]. In this case the directional compactness is essential as we show in
the following example.
Example 2.2. As in Example 2.1 let X =R and let Y be a real separable Hilbert space where (en)n∈N is any of its orthonormal
bases and C is the ordering cone determined by this basis.
Considering {h, l, r, t} ⊂ Y the map f :R+ → Y is deﬁned by
f (x) =
⎧⎪⎨
⎪⎩
x(h − en) if x= 1/3n, n ∈N,
x(l − en) if x= 1/(3n+ 1), n ∈N,
xr if x= 1/(3n+ 2), n ∈N,
xt elsewhere x ∈R+.
As in Example 2.1, for every choice of the parameters the map f is stable but not directionally compact at x¯ = 0.
Let us calculate the contingent derivative Dc f (0). Taking any (u, v) ∈ T (graph( f ), (0,0)), by deﬁnition there exist (tn) ⊂
R+ \ {0}, (xn) ⊂R+ , such that (xn, f (xn)) → (0,0), (un, vn) := tn(xn, f (xn)) → (u, v).
If (xn) ∈ {(1/3n), (1/(3n+ 1))}, as the sequence (en) does not contain any convergent subsequence, then the correspond-
ing sequence (vn) does not contain any convergent subsequence. In order to obtain tangent vectors we must consider
(xn) /∈ {(1/3n), (1/(3n + 1))} and by a direct computation it is straightforward that dom(Dc f (0)) =R+ and
Dc f (0)(u) = {ur,ut} for every u ∈R+.
Now let us calculate T (epi( f ), (0,0)). Taking any (u, v) ∈ T (epi( f ), (0,0)), by deﬁnition there exist (tn) ⊂ R+ \ {0},
(xn) ⊂R+ , (cn) ⊂ C such that (xn, f (xn) + cn) → (0,0), (un, vn) := tn(xn, f (xn) + cn) → (u, v).
Without loss of generality we may consider the following cases:
• If (xn) = (1/3n), then (un, vn) = (tnxn, tnxn(h − en) + tncn) → (u, v). By considering the weak topology since
(tnxnen)→
w
u0 = 0 then (tnxn(h − en) + tncn)→
w
uh + c where c ∈ C . By coincidence of weak and norm limits neces-
sarily v = uh + c and therefore u ∈R+ , uhC v .
• If (xn) = (1/(3n + 1)), then u ∈R+ , ulC v following the same reasoning of the previous case.
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(u, v) ∈ {(u, v): u ∈R+, ur C v}∪ {(u, v): u ∈R+, ut C v}.
Hence, we have proven the containment
T
(
epi( f ), (0,0)
)⊂ {(u,uh), (u,ul), (u,ur), (u,ut): u ∈R+}+ {0} × C .
The equality holds since {(u,uh), (u,ul), (u,ur), (u,ut): u ∈ R+} ⊂ T (epi( f ), (0,0)). For example for any u ∈ R+ taking
tn = u3n, xn = 1/3n, cn = xnen we have ((un, vn)) = ((u,uh)) → (u,uh), and in a similar way for the rest of the points.
Therefore dom(Dc( f + C)(0,0)) =R+ and
Dc( f + C)(0,0)(u) = {uh,ul,ur,ut} + C for every u ∈R+.
In this context the same three different situations considered in Example 2.1 show that Df (0) and the corresponding
map ς are independent concepts. In this way as in [14] we are going to consider that ς is the map from R+ to Y deﬁned
by ς(u) = IMinC Dc f (0)(u), by convention we say that ς exists if its domain is maximal, i.e., dom(ς) =R+ .
• If h = l = 0, r = t = e1, f is epidifferentiable at 0 and ς exists but both maps differ, since
Df (0)(u) = 0, ς(u) = ue1 for every u ∈R+.
This case also illustrates that [2, Proposition 5] (see also [16, Proposition 5.3]) does not hold, since by deﬁnition taking
for example u = 1 we have
Dc( f + C)(0)(1) = Df (0)(u) + C = C 	= e1 + C = ς(1) + C = Dc f (0)(1) + C .
• If h = l = e2, r = t = e1, f is not epidifferentiable at 0, but ς exists with ς(u) = ue1 for every u ∈R+ .
• If h = l = 0, r = e1, t = e2, f is epidifferentiable at 0 with Df (0)(u) = 0 for every u ∈R+ , but ς does not exist.
These examples improve the ones given in [14, Section 4] in the sense that they are given for stable single-valued maps
whereas in [14] the maps were set-valued and stable in general.
3. Variational characterization of the contingent epiderivative
For each u ∈ T (dom(F ), x¯) let (Pu) be the variational system deﬁned by
(Pu)
{
Find y ∈ Y such that λ(y) = D↑(λ ◦ F )
(
x¯, λ( y¯)
)
(u) for any λ ∈ C+.
First of all let us underline the role of stability in the construction of the variational systems (Pu)u∈T (dom(F ),x¯) .
Remark 3.1. The stability of F is essential in this section, without this property we cannot assure that the scalarization map
λ ◦ F is epidifferentiable at (x¯, λ( y¯)) and therefore the construction of the variational systems (Pu)u∈T (dom(F ),x¯) . Let us see
this fact:
Recalling that it is an open problem if a directional compact map is stable, if there exists a map F which is directionally
compact but not stable at (x¯, y¯) by Proposition 1.3 there exists an element 0 	= v ∈ Dc F (x¯, y¯)(0). By the pointedness of C
we can ﬁnd an element λ ∈ C+ such that λ(v) 	= 0. Assuming without loss of generality that λ(v) < 0, on the contrary we
only need to consider the map −F . As Dc F (x¯, y¯) is positive homogeneous R+v ⊂ Dc F (x¯, y¯)(0), therefore
λ
(
Dc F (x¯, y¯)(0)
)=R−⊆Dc(λ ◦ F )(x¯, λ( y¯))(0)
and consequently D↑(λ ◦ F )(x¯, λ( y¯))(0), so D↑(λ ◦ F )(x¯, λ( y¯)), does not exist.
As is mentioned in Section 1 the variational systems (Pu)u∈T (dom(F ),x¯) characterize variationally the contingent epideriva-
tive for stable maps in ﬁnite dimensions and the τ w -contingent epiderivative when Y is a reﬂexive Banach space. As we
see in the following example this is no longer true for a general non-reﬂexive Banach space.
Example 3.1. Let X = R and let Y = 1 be the space of all scalar sequences y = (yi)i∈N ⊂ R satisfying ∑i∈N |yi| < +∞
endowed with its usual norm ‖y‖ = ∑i∈N |yi|. Let us consider (en)n∈N ⊂ Y its standard basis, i.e., en = (0, . . . , n1,0, . . .).
As ordering cone in Y we consider
C = {y = (yi)i∈N ∈ 1: yi  0 for every i ∈N}.
The map f :R+ → Y is deﬁned by
f (x) =
{−xen if x= 1/n,
xe elsewhere in R .1 +
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T w(epi( f ), (0,0)), by deﬁnition there exist (tn) ⊂R+ \{0}, (xn) ⊂R+ , (cn) ⊂ C such that (xn, f (xn)+cn) →
s,w
(0,0), (un, vn) :=
tn(xn, f (xn) + cn) →
s,w
(u, v).
As dom( f ) =R+ , we have T (dom( f ),0) =R+ . If (xn) = (1/n) by deﬁnition vn = − tnen
n
+ tncn →
w
v . Now since
e∗i (vn) = e∗i
(
− tnen
n
+ tncn
)
= e∗i (tncn) 0 for n > i,
then taking limits e∗i (v) = vi  0 for every i ∈ N and therefore, if it exists, necessarily we have v ∈ C . In the same way if
(xn) 	= (1/n) ⊂R+ , then (vn) ⊂ C and we also get v ∈ C . Consequently
Dwc ( f + C)(0,0)(u) ⊂ C for every u ∈R+.
On the other hand, taking tn = nu, xn = 1/n, cn = en/n then vn = 0 converges trivially to 0 and consequently (u,0) ∈
T w(epi( f ), (0,0)), i.e.,
0 ∈ Dwc ( f + C)(0,0)(u) for every u ∈R+.
Consequently 0 = IMinC (Dwc ( f + C)(0,0)(u)) for every u ∈ R+ , therefore by [17, Theorem 2.8] f is τ w -epidifferentiable at
x¯= 0 with
Dw f (0)(u) = IMinC Dw( f + C)(0,0)(u) = 0 for every u ∈R+.
On the other hand let us consider the map λ : 1 → R deﬁne by λ(y) =∑i∈N yi for every y = (yi)i∈N ∈ 1. Clearly λ ∈ C+ ,
so we can consider the scalarization λ ◦ f : 1 → R which is given by λ ◦ f (1/n) = −1/n, λ ◦ f (x) = x elsewhere in R+ . By
a direct computation Dc(λ ◦ f )(0,0)(u) = {−u,u} and
D↑(λ ◦ f )(0)(u) =min Dwc (λ ◦ f )(0)(u) = −u for every u ∈R+.
For u = 1 we have
D↑(λ ◦ f )(0)(1) = −1 	= 0= λ
(
Dw f (0)(1)
)
.
This example shows that [18, Theorem 3.10] does not hold in general for a non-reﬂexive image space Y , and in particular,
since λ(Dw f (0)(1)) =minλ(Dwc f (0)(1)), the formula
D↑(λ ◦ F )
(
x¯, λ( y¯)
)
(·) =minλ(Dwc F (x¯, y¯)(·))
([18, Proposition 3.4]) does not hold in general for a non-reﬂexive image space Y .
In fact doing the same computation we have
Dw( f + C)(0,0) = D( f + C)(0,0),
therefore f is epidifferentiable at 0 with Df (0) = Dw f (0). Consequently this example also shows that [15, Proposition 4.5]
cannot be extended in general for not ﬁnite-dimensional image spaces. Indeed as it is shown in Example 3.2 this result
cannot be extended even for stable maps taking values is Hilbert spaces.
Furthermore, taking into account that (en) has no weakly convergent subsequences, by a direct computation we have
Dwc f (0)(u) = ue1, so in this case
Dwc ( f + C)(0,0)(1) = C 	= e1 + C = Dwc f (0)(1) + C ,
therefore [18, Lemma 3.8] does not hold for non-reﬂexive image spaces.
A positive result can be stated if we assume in addition directional compactness on F . In the sequel we prove that
the variational systems (Pu)u∈T (dom(F ),x¯)characterize the contingent epiderivative of F at (x¯, y¯) for stable and directionally
compact maps. Firstly we need to consider the following facts.
Theorem 3.1. If F is directionally compact and stable at (x¯, y¯), then Dc F (x¯, y¯)(u) is weakly compact for every u ∈ T (dom(F ), x¯).
Proof. Fixing u ∈ T (dom(F ), x¯), for every λ ∈ Y ∗ let Rλ := λ−1([D↑(λ ◦ F )(x¯, λ( y¯)))(u),∞) and Qu := ⋂λ∈Y ∗ Rλ . By
[4, Proposition 2.2] we have Dc F (x¯, y¯)(u) ⊆ Qu , and this subset is nonempty since Dc F (x¯, y¯)(u) 	= ∅ by the directional
compactness of F at (x¯, y¯). Every λ ∈ Y ∗ attains minimun on Qu by [4, Proposition 2.2], therefore, by James’s weak compact-
ness [11, Theorem 2.9.3], is also weakly compact. By Proposition 2.1 Dc F (x¯, y¯)(u) = Dwc F (x¯, y¯)(u), therefore Dc F (x¯, y¯)(u)
is weakly sequentially closed (Remark 1.1) and is contained in a weakly compact subset, this subset is weakly sequentially
compact and therefore weakly compact by Eberlein–Smulian Theorem [11, Theorem 2.8.6]. 
An important corollary of this result is that directional compactness implies that F veriﬁes the WCLBD property at (x¯, y¯)
which was an essential condition in [15] in order to characterize variationally the existence of the contingent epiderivative.
Let us recall ﬁrst this deﬁnition.
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C)(x¯, y¯)) there exists a weakly compact subset Bu ⊂ Dc(F + C)(x¯, y¯)(u) such that
Dc(F + C)(x¯, y¯)(u) ⊂ Bu + C .
Corollary 3.1. If F is directionally compact and stable at (x¯, y¯), then F veriﬁes the WCLBD property at (x¯, y¯).
Proof. As Dwc (F + C)(x¯, y¯)(u) = Dwc F (x¯, y¯)(u) + C by [18, Lemma 3.8], the proof is straightforward by taking Bu =
Dwc F (x¯, y¯)(u). 
Here it is stated the main result of this section.
Theorem 3.2. Assume F is stable and directionally compact at (x¯, y¯). DF(x¯, y¯) exists if and only if each system (Pu) has solution for
any u ∈ T (dom(F ), x¯). Furthermore if it exists, DF(x¯, y¯)(u) is given by the unique solution of (Pu) for any u ∈ T (dom(F ), x¯).
Proof. By [4, Proposition 2.2] and [16, Proposition 5.3]
infλ
(
Dc(F + C)(x¯, y¯)(u)
)= infλ(Dc F (x¯, y¯)(u) + C)=minλ(Dc F (x¯, y¯)(u))= D↑(λ ◦ F )(x¯, λ( y¯))(u),
and therefore the variational system (Pu) is equivalent to
(Qu)
{
Find y ∈ Y s.t. λ(y) = infλ(Dc(F + C)(x¯, y¯)(u)) ∀λ ∈ C+
for every u ∈ T (dom(F ), x¯). Proof follows immediately from this equivalence and the WCLBD property of F at (x¯, y¯) by
applying [15, Theorem 3.4]. 
Taking into account that stability implies directional compactness in ﬁnite-dimensional image spaces (Proposition 1.1),
Theorem 3.2 extends [15, Proposition 4.5] to general inﬁnite-dimensional image spaces. As it is proven in Section 2 con-
tingent epiderivative and τ w -contingent epiderivative coincide when F is directional compact, therefore this result gives a
variational characterization of the τ w -contingent epiderivative for general non-reﬂexive spaces, extending under additional
hypotheses the one given in [18, Theorem 3.10].
The directional compactness is also indispensable in Theorem 3.2 as we show in the following example.
Example 3.2. Let us consider the ﬁrst case given in Example 2.1, i.e., when h = l = 0, r = t = e1. In this case f is stable but
not directionally compact at x¯ = 0, furthermore Df (0)(u) = ue1, Dw f (0)(u) = 0 for every u ∈ R+ . By [18, Theorem 3.10],
Dw f (0)(u) = 0 is the (unique) solution of (Pu) for every u ∈ R+ . As Df (0) 	= Dw f (0), this situation is an example where
at the same time the variational systems are solvable and f is epidifferentiable, but the solution of these systems does not
determine the contingent epiderivative.
In fact this can be checked directly, taking λ = e∗1 ∈ C+ , by [18, Theorem 3.10] we have
D↑(λ ◦ f )(0)(u) = λ
(
Dw f (0)(u)
)= e∗1(0) = 0 for every u ∈R+.
The scalar map λ ◦ f : R+ → R is given by λ ◦ f (1/3n) = λ ◦ f (1/(3n + 1)) = 0 for every n > 1, λ ◦ f (x) = x elsewhere
in R+ . By a direct computation Dc(λ ◦ f )(0)(u) = {0,u} and therefore
D↑(λ ◦ f )(0)(u) =min{u,0} = 0 for every u ∈R+.
On the other hand for u = 1 we have
λ
(
Df (0)(1)
)= e∗1(e1) = 1 	= 0= D↑(λ ◦ f )(0)(1).
Furthermore as f is epidifferentiable at x¯ = 0 and λ ∈ C+ , then λ(Df (0)(u)) =minλ(Dc f (0)(u)) for every u ∈R+ , hence
D↑(λ ◦ f )(0)(1) 	=minλ
(
Dc f (0)(1)
)
,
therefore this example also shows that [4, Proposition 2.2] does not hold without the directional compactness assumption.
4. Computation formulas in spaces with Schauder bases
In this section Y has a shrinking Schauder basis (en)n∈N . We recall that a sequence (en)n∈N is a Schauder basis of Y if for
every y ∈ Y there is a unique sequence of scalars (yn)n∈N ⊂ R such that y =∑∞i=1 yiei . Here, the functionals (e∗n)n∈N ⊂ Y ∗
are the associated biorthogonal functionals of the basis, i.e. e∗i (e j) = 1 when i = j, e∗i (e j) = 0 for i 	= j for every i, j ∈ N.
(ei)i∈N is said to be a shrinking Schauder basis if (e∗n)n∈N spans the whole dual space Y ∗ , equivalently if (e∗n)n∈N is a
Schauder basis of Y ∗ . For a general set-valued map G : X ⇒ Y , the map Gi : X ⇒ R denotes the associated map of scalar
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so we can consider the expansion λ =∑∞i=1 λie∗i , F is stable, directionally compact and epidifferentiable at (x¯, y¯), then
D↑(λ ◦ F )
(
x¯, λ( y¯)
)
(u) =
∞∑
i=1
λiDF
(
x¯, λ( y¯)
)
i(u) for every u ∈ T
(
dom(F ), x¯
)
(11)
by [4, Theorem 2.4]. The proof of that result depends on identity (2) so, as is expected, it does not work without the
directional compactness assumption. Let us see this fact in the following example.
Example 4.1. Assume the same hypotheses of Example 2.1 and let us consider the ﬁrst case, i.e., when h = l = 0, r = t = e1.
In that case f is epidifferentiable at x¯ = 0 with Df (0)(u) = ue1 (Df (0)1(u) = u, Df (0)i(u) = 0, i > 1). Taking λ = e∗1 ∈
C+(λ1 = 1, λi = 0, i > 1) we have seen in Example 3.2 that
D↑(λ ◦ f )(0)(u) = 0 for every u ∈R+.
Clearly in this case the computation formula (11) does not hold, for example taking u = 1
D↑(λ ◦ f )(0)(1) = 0 	= 1=
∞∑
i=1
λi D f (0)i(1).
If the map is merely stable, a computation formula for D↑(λ ◦ F )(x¯, λ( y¯)) can be given in terms of the coeﬃcients of
the τ w -contingent epiderivative following the same techniques as in [4, Theorem 2.4]. Let us underline that reﬂexivity of Y
implies (en)n∈N is shrinking [5, Theorem 3.11], so the expansion λ =∑∞i=1 λie∗i in the next result is meaningful.
Theorem 4.1. Let Y be reﬂexive and λ ∈ C+ . If F is stable and τ w-epidifferentiable at (x¯, y¯), then
D↑(λ ◦ F )
(
x¯, λ( y¯)
)
(u) =
∞∑
i=1
λi D
w F
(
x¯, λ( y¯)
)
i(u) for every u ∈ T
(
dom(F ), x¯
)
.
Proof. Let u ∈ T (dom(F ), x¯). By [18, Theorem 3.10] D↑(λ ◦ F )(x¯, λ( y¯))(u) = λ(Dw F (x¯, y¯)(u)), therefore
D↑(λ ◦ F )
(
x¯, λ( y¯)
)
(u) =
( ∞∑
j=1
λ je
∗
j
)( ∞∑
i=1
Dw F (x¯, y¯)i(u)ei
)
=
∞∑
i=1
λi D
w F (x¯, y¯)i(u)
by the biorthogonality of {ei, e∗i }. 
Let us see that Theorem 4.1 works for the data given in Example 4.1.
Example 4.2. We consider the situation established in Example 4.1. In this case the τ w -contingent derivative of f at 0 is
given by Dw f (0)(u) = 0 (see Example 2.1) so Dw f (x¯)i(u) = 0 for every i ∈N and therefore (recall that λ = e∗1)
D↑(λ ◦ f )(x¯)(u) = 0=
∞∑
i=1
λi D
w f (x¯)i(u) for every u ∈R+.
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