Theory suggests the loss in financing capacity after the failure of a financial intermediary can reduce the value of financial assets. Forced sales of the intermediary's assets could consume liquidity, depressing the liquidation value of the assets of healthy intermediaries and causing contagious runs. This paper investigates these predictions using a new dataset of bank failures during the farm depression just before the Great Depression. Using regulatory impediments to lending across state borders as a means of identification, we find that the reduction in local financing capacity as a result of bank failures reduces the recovery rates on failed assets of nearby banks, depresses local land prices, renders land markets illiquid, and is associated with subsequent financial sector distress among nearby banks. All this suggests a rationale for why bank failures are contagious.
In their seminal paper, Shleifer and Vishny (1992) argue that the sale price of an asset may depart from fundamental value if the best users of the asset are heavily indebted. This departure from fundamental value arises because users may be forced to sell the asset to buyers with money but with less capacity to use the asset well. Since then, there has been an explosion of research on the extent to which real assets are discounted when sold by users.
2 What has been less well studied empirically is the extent to which financial fire sales (see Coval and Stafford (2007) and Shleifer and Vishny (2011) for a comprehensive review) occur -the extent to which financial assets might fetch lower value because there is limited capacity to buy financial assets in the market.
To the extent that financial assets represent promises of payment that can be equally well assessed and enforced by anyone in the market, financial assets should not be prone to fire sales.
But to the extent that buyers need special knowledge or capabilities to assess, or collect on, the asset, the asset may have a limited set of buyers, and fire sales may occur if the buyers have limited financing capacity. Bank assets such as loans may be especially prone to fire sales. In this paper, we study the liquidation value of the financial assets of failed U.S. banks in the run up to the Great Depression to see how the value realized varied with the financing capacity of the market.
The forced sale of real assets can occur because the owner has too little internal equity to be able to roll over maturing debt. A number of papers since Pulvino (1998) have uncovered a discount on real assets when distressed borrowers sell assets to second best users. The discount here may, however, have little to do with the capabilities of the financier or the availability of external finance, and may instead have to do with the drop in fundamental value as the first best users of an asset give up ownership.
Forced sales of financial assets can similarly occur when a lender, such as a bank, does not have the ability to roll over loans (see Acharya, Shin, and Yorulmazer (2011) , Allen and Gale (2000) or Diamond and Rajan (2001) ). One alternative for the bank is to sell its loans to healthier banks. If loans are liquid assets with a large market -if there is no specificity between lender and borrower --there should be no discount from fundamental value in such sales.
Discounts from fundamental value on sold loans can, however, be large if special expertise or knowledge is required to make a loan (see Diamond and Rajan (2001) ) and there is too little financing capacity in the market among those with similar expertise or knowledge to take the loans over. Even if the loan sales market is competitive, the limited cash available with knowledgeable banks for loan purchases puts an upper limit on what can be paid for sold loans.
A shortage of available, knowledgeable liquidity, sometimes termed cash in the market pricing, would ensure that even though the fundamental value of the loans is high, the realized value in a loan sale is lower and depends on available financing capacity (see Allen and Gale (1994) for an early exposition and Allen and Gale (2005) or Brunnermeier and Sannikov (2013) for comprehensive reviews). 3 An alternative possibility when a bank fails is that its solvent borrowers may also be called upon to repay their loans, especially if they have borrowed short term. Clearly, those that have cash and are liquid will be able to repay the full face value of their borrowing easily. In 3 Two alternative views of loan sales have somewhat different implications on the role played by financing capacity. In Sharpe (1990) and Rajan (1992) , the relationship banker is better informed about a borrower than all other financiers. In that case, when the bank fails, there is a discount on its loans, mitigated somewhat by the fact that the bank is forced to sell all loans rather than an adversely selected few (see Gibbons and Katz (1995) ). Note that the financing capacity of loan buyers should have little impact on the "lemons" discount here. Similarly, it may be that all banks other than the failing "relationship" bank have lower ability to collect on transferred loans. Here again, the loans will sell for a discount, but the discount need not be dependent on the aggregate financing capacity of the remaining banks.
contrast, the capacity of illiquid borrowers to repay will depend on their ability to secure new financing from elsewhere. Even though the borrowers may have had the internal equity to continue rolling over loans from the original bank if the latter had adequate financing, once that bank has to recall loans, there may be few financiers that have the same lending skills as the original bank. If so, a number of borrowers may have to go to less capable new lenders and may be able to borrow significantly less. Indeed, loans may dry up and borrower assets may be seized and liquidated (or sold to second-best users at a discount to their value in best use). So if financing capacity is limited, a financially distressed bank may have to force its borrowers to liquidate real assets, with adverse real consequences.
All these possibilities -loan sales, loan refinancing, and asset liquidation -suggest the recovery rate for a failed bank on its assets (that is, its loans) should be affected by the aggregate financing capacity available in the local economy. Furthermore, the depressed value of financial assets can lead to a contagion of bank failures and widespread real effects (see, for example, Allen and Gale (2005) , Bernanke (1983), Detriagache, Dell'Arricia and Rajan (2008), Diamond and Rajan (2005) , and Klingebiel, Kroszner and Laeven (2007) , and Ramcharan, Verani and Vandenheuvel (2012) ).
We analyze data on failures of nationally chartered banks in the period leading up to the Great Depression -between 1920 and 1929 -to examine the impact of changes in local financing capacity on recovery rates. With the onset of the Depression, not only did the number of bank failures mount significantly, but the sources of economic distress were more varied, rendering analysis more difficult. We therefore confine our analysis to the period before the onset of the Depression so that we can collect a fairly comprehensive and detailed dataset on failed banks with a common economic source of distress -agricultural loans gone sour.
To measure financing capacity in the market, we make use of the fact that in the early 20 th century, physical distance helped to render credit markets local. During this period, few farmers had cars or phones. So proximity to the lender was essential. Indeed, even in the late 20 th century, Petersen and Rajan (2002) find that physical proximity was important in determining credit access for small potential borrowers. Operationally then, for a given county, the banks within that county, as well as the banks in proximate counties constitute the local market willing to finance a failed bank's borrowers.
Using the county as the unit of data, we find that the fraction of a failed bank's assets recovered within three years after failure -the three-year recovery rate --is strongly negatively related to subsequent bank failures in that county. Moreover, the relative size of the failed bank in the county seems related to recovery rates -higher the relative size of the failed bank, and thus lower the relative residual financing capacity in surviving banks, lower the subsequent recovery rate.
There are, however, alternative explanations of this finding than the diminution of financing capacity available in the local market; Recovery rates may have been lower in areas with more subsequent failures only because economic conditions were worse in those areas. In other words, poor economic conditions could be an omitted variable that drive both recovery rates and subsequent bank failures. We have included proxies for local economic conditions, most importantly, an annual index for average crop values in that county. However, as with any such endeavor, we cannot be confident that our proxies correct fully for local economic conditions.
Similarly, economic conditions are likely to be really bad if a large (and well diversified) bank fails. It may then not be surprising if the relative size of the failed bank in the county appears to be negatively correlated with subsequent recovery rates. We do therefore correct for the absolute size of the bank, and the effect of relative size still persists, nevertheless our interpretation could be questioned. More generally, any proxy for a loss of local financial capacity is likely also to be a proxy for local distress. It is therefore hard to disentangle the effects of a loss in financing capacity from the effects of an increase in economic distress on recovery values.
Limitations imposed by bank regulation do, however, offer a way of telling the two effects apart. Consider a county surrounded by other counties. Because the local financing market is likely to extend to neighboring counties, the recovery rate on a failed bank's assets is likely to be depressed by the failure of banks in neighboring counties, and hence the loss of local financing capacity. Of course, because economic conditions are likely to be similar in neighboring counties, bank failures there could be a proxy for economic conditions in the county of interest -thus far we have not solved the basic problem of identification.
However, in the 1920s and 1930s, states prohibited out-of-state banks from operating branches in their territories (see, for example, Kroszner and Strahan (1999) We find that bank failures in neighboring in-state counties had a significantly more adverse effect on the recovery rate from a failed bank's assets than bank failures in neighboring out-of-state counties. In addition to depressing recovery rates, the prospect of fire sales should lead to both a fall in current asset prices (as investors anticipate the eventual fire sale) as well as a fall in transaction volume (see Diamond and Rajan (2011) ). We find evidence consistent with this. Finally, we do find that a reduction in local financial capacity does foretell subsequent bank failures, suggesting the financial contagion predicted by the theory.
Of course, given these results, it would be interesting to know whether future bank failures remove financing capacity and cause low recovery rates or whether low recovery rates cause future bank failures, with contagion taking place through low asset prices. Certainly the last result does suggest the latter channel is at work, but the channels are not mutually exclusive.
One piece of evidence suggests the former channel is also at work. Our basic regression includes the share of assets in the bank relative to deposits in the county (in 1920) . This is negatively correlated with the recovery rate, suggesting that relatively large banks consume more of available local financing capacity, and have lower recovery rates. Building on this idea, and our basic identification, we also include the assets in the bank relative to deposits in neighboring counties. Greater assets in a bank relative to bank deposits in neighboring in-state counties should have a negative effect on recovery rates if financing capacity matters, while greater assets in a bank relative to bank deposits in neighboring out-of-state counties should have more limited effect. This is indeed what we find.
Taken together, these findings suggest that the loss of financing capacity can disrupt local asset markets. And they suggest one mechanism through which a real shock might propagate itself through time, as the rapid liquidation of a failed bank's financial assets and the concomitant decline in asset prices engender further bank failures and asset price deflation. The rest of the paper is as follows. In section 1, we describe the historical background and, in section 2, the data; In section 3, we present the main results, and supporting results in sections 4 and 5, after which we conclude.
I. Historical Background
Farm land prices in the United States, and the value of farm output, boomed in the period leading up to 1920. The boom had its roots in strong US growth, but it accelerated as World War I disrupted European agriculture, even while demand in the United States was strong. The
Russian Revolution in 1917 further exacerbated the uncertainty about supply, and intensified the commodity price boom, especially the price of wheat and other grains. The widespread belief was that "…European producers would need a very long time to restore their pre-war agricultural capacity…" (Johnson (1973, p178) ). The national average of farmland values was 68 percent higher in 1920 compared to 1914, and 22 percent higher compared to 1919.
However, European agricultural production resumed faster than expected after the war's sudden end, and desperate for hard currency, the new Russian government soon recommenced wheat and other commodity exports. As a result, agricultural commodity prices plummeted starting in 1920 and declined further during the 1920s (Blattman, Hwang and Williamson (2007) , Yergin (1992) 1917 -1920 (Johnson (1973 , Alston, Grove, and Wheelock (1994) ).
Unfortunately, farmers took on substantial amounts of debt as they expanded acreage in the boom times. Mortgage debt per acre increased 135% from 1910 to 1920, approximately the same rate of increase as the per acre value of the ten leading crops (Alston, Grove, and Wheelock (1994) citing Federal Reserve documents). Credit was widely available, as local banks, as well as life insurance companies, joint stock land banks and Federal land banks competed in some areas to provide credit (Alston (1983a, b) ). Borrowers often only had to put down 10 percent of the amount, obtaining 50 percent from a bank, and getting a second or junior mortgage for the remainder (Johnson (1973) ). Loan repayments were typically bullet payments due only at maturity, so borrowers had to make only interest payments until maturity. And as long as refinancing was easy, borrowers did not worry about principal repayment. The long history of rising land prices gave lenders confidence that they would be able to sell repossessed land easily if the borrower could not pay, so they lent and refinanced willingly. Debt mounted until the collapse in commodity prices put an end to the credit boom.
With borrowers unable to repay, banks started failing. Around 4,500 state chartered banks and 754 national banks were suspended in the period 1921-1929-a time when industry was largely booming. Suspended state banks were generally smaller than national banks, and suspended deposits during this period totaled $30 billion, roughly evenly split between state and national banks. In what follows, we will use both sources of data, the more detailed OCC data for asset recoveries from banks placed into receivership, and the broader coverage of the FDIC data for the total number of suspended banks (state and national) in a county.
For each bank in receivership, the OCC's Annual Report provides information about the bank at the time of failure: capital stock at the time of the bank's organization; the date of organization; the date of failure; deposits at the time of failure; and total assets at the time of failure. Total assets are further decomposed into the value of assets expected to be recovered-"estimated good assets"; those assets of "doubtful value"; and those viewed to be "worthless" by the appointed receivers. In addition, the OCC reports annual information on asset recovery. For each bank, we collected this information on asset recovery over a three year window, beginning in the year of failure. Once a bank's assets have been collected to the extent possible, the bank is considered resolved. 5 Figure 2 contains pages from the report.
Importantly, we know the county in which the failed bank was headquartered. Because banking sector distress was initially driven by falling agricultural prices, we hand collected data from the 1920 Decennial Census on the acreage in each county devoted to five principal crops:
corn, wheat, tobacco, cotton, and grains. Multiplying the share of acres devoted to each crop by the change in the world price of the crop, and then taking the sum of these acreage weighted price changes provides county level variation in the perceived shock to local agricultural fundamentals over the 1920s. systems. The FDIC also provides data on the number of suspended state and national banks, as well as the fraction of deposits in suspended banks, in each county every year. We will use these data as a measure of the loss of local financing capacity.
In Figures 4A and 4B , we plot respectively the number of national bank receiverships each year and the median three year recovery rate for bank assets-the ratio of total assets collected over a three year window after the year of failure divided by total assets at the time of failure. The number of bank receiverships over time is bimodal, with peaks in 1924 and 1927.
The median recovery rate drops sharply as the number of receiverships rise, reaching its nadir around 1924. The recovery rate then rises, as receiverships decline, but plateaus once receiverships spike again in 1927.
In the top panel of Table 2 , we present summary data in 1920 for those counties that had national banks present in 1920, but no national bank suspensions throughout the decade. The bottom panel contains summary data for the subset of counties that experienced at least one national bank suspension in the decade. Across both subsamples, the level of leverage appears similar, as does the local run-up in commodity prices and the subsequent distress in agriculture in the county.
However, consistent with the results in Rajan and Ramcharan (2012) , credit availability, as proxied for by either the log number of banks or banks per capita, at the peak of the boom in 1920, is significantly greater in those areas that also suffered greater banking sector distress. It would seem then that pre-existing local economic conditions, along with the local structure of banking, could matter both for subsequent banking fragility and the evolution of asset recovery rates within in a county, and in what follows, we consider a number of ways to control for these and other potential explanations when assessing the importance of local financial capacity in shaping asset recovery.
III. Main Results

III A. Basic Analysis of Liquidation Values
In this subsection, we document some basic correlations between bank suspensions and asset recovery rates. The dependent variable in our basic regression in Table 3 is the fraction of assets that are recovered in a failed national bank within three years after the bank is placed in receivership. The explanatory variable in column 1, which we include along with state indicators, is the sum of deposits in both state and national banks that are suspended in that county over the same three year window, expressed as a fraction of total deposits within the county in the year of failure.
Note that in what follows, whenever we measure financing capacity (or the loss of financing capacity due to suspensions), we include both state and national banks in the computation, since aggregate bank financing capacity in the county is what matters.
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As predicted, recovery rates are strongly negatively correlated with the share of subsequent failed deposits. As we move from the 50 th to the 75 th percentile in the share of failed deposits, about a 16 percentage point increase, there is a 3.2 percentage point decline in the three year recovery rate. To put these magnitudes in further context, the median three year recovery rate in the sample is 51.7 percent, suggesting that the economic relationship between local financing capacity and asset recovery might be large.
In column 2, we add a number of the failed bank's characteristics that might influence recovery rates. These include the log of the bank's assets (as a measure of absolute bank size), the ratio of the failed bank's assets to total county deposits at the time of failure (as a measure of the relative size of assets that need to be refinanced and, concomitantly, the loss of financing capacity at the time of failure), the bank's capital at the time of set up relative to total assets in the year of failure, as well as the bank's deposit to asset ratio in the year of failure.
Not all of the aforementioned bank level observables are available for each bank, so the sample size in column 2 is lower by about 12 percent. Nevertheless, the negative relationship between suspended deposits in a county over the three year recovery window and the recovery rate of failed banks headquartered in that county remains negative and significant at the one percent level. The theory suggests that relatively large bank failures, with failing bank assets measured relative to total deposits in the county, might overwhelm the financing capacity of a county. These are indeed associated with lower recovery rates. A one standard deviation increase in the ratio of failed bank assets to county deposits is associated with a 0.11 standard deviation decrease in the recovery rate.
We also see that failed banks initially organized with large amounts of capital (relative to assets at the time of failure) tended to have lower recovery rates. This is consistent with our reading of contemporary documents which suggest that capital requirements may have affected bank risk taking incentives. The Economic Policy Commission (1935) observes for example that as the pool of "good business" shrank during the agricultural depression of the 1920s, banks organized with large amounts of capital may have sought lower grade risks in order to generate earnings commensurate with their capital investment.
Thus far, the evidence is consistent with the idea that local financing capacity might feature prominently in shaping recovery rates. But the correlation between recovery rates and subsequent bank failures might also be driven by deteriorating economic fundamentals in the county, as the latter can both depress bank recovery rates and also engender more local bank failures.
In column 3, we attempt to control for some of these fundamentals by including a number of demographic, geographic and economic controls. These controls include the total population in the county; the urban and African-American populations; the number of people between the age of 5-17 years old; the number illiterate; the value of manufacturing added relative to agriculture; the value of crops; the number of farms; the total number of banks in 1920; the area of the county, and the county's distance from key waterways. These variables are observed in 1920 and help measure potentially important pre-existing county characteristics.
Column 3 also includes the commodity index observed both at the time of failure and averaged over the subsequent recovery window. We also include the annual change in imputed state per capita income averaged over the subsequent recovery window. The negative correlation between bank suspensions and asset recovery remains virtually unchanged from column 2. The controls in column 3 may, however, only partially capture economic conditions in a county, and we cannot rule out the possibility that future bank suspensions still continue to proxy for poor economic conditions. We now turn to bank regulations of the era to better identify the role of financing capacity in shaping asset recovery. State laws also typically required the recording of both real estate and chattel mortgages in both the county in which the property was located, as well as in the county of loan origination.
For any bank seeking to originate credit across state lines, these requirements significantly increased origination costs, as seizing collateral in the case of non-repayment, required these often small rural banks to be familiar with judicial practices across state lines, and to retain lawyers able to practice across state lines (The Bankers Encyclopedia, 1920). 9 These regulations made cross-state-border lending more difficult, and provide a relatively powerful test to help distinguish the importance of financing capacity from latent economic fundamentals in shaping asset recovery.
The test builds on the idea that the costs of banking at a distance implies the local lending market for a county includes both in-county banks as well as banks in neighboring counties. Therefore, by examining the difference in the influence of neighboring equidistant instate bank suspensions and neighboring out-of-state bank suspensions on recovery rates, we can identify the effect of a loss in local financial capacity on recovery rates. Furthermore, even within a specific state, the influence of in-state bank suspensions on financing capacity should diminish with distance, as informational and other frictions would be expected to hinder the ability of more distant banks to influence financing capacity in the county of interest.
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In Table 4 column 1, we restrict the sample to those counties within 90 miles of a state border. We then include in the baseline regression (Table 3 , column 3) the suspension rates for banks in neighboring in-state counties within 30 miles of the county, within 30-60 miles, and within 60-90 miles of the county in neighboring out-of-state counties within 30 miles of the county in which the failed bank is headquartered. Throughout the suspension rate is defined as the total value of suspended deposits (both national and state banks) in neighboring counties within the relevant distance increment over the three years after the failure of a given bank 10 The role of distance in shaping lending would be expected to be larger in unit banking versus branching states. In the latter, banks could use branches to more easily supply credit to farmers away from major towns. However, about 80 percent of the failed national banks occurred in unit banking states, and we do not have enough data to examine the effects of differences in branching regulations across states.
divided by total deposits in the banking system over the same area at the beginning of the time period.
The evidence suggests that local financing capacity significantly influences asset recovery. The point estimate on the suspension rate within the county remains large and significant at the one percent level. But the coefficient on the suspension rate in counties up to 30 miles away is only slightly smaller and is significant at the five percent level. This coefficient suggests that a one standard deviation increase in the suspension rate is associated with a 0.14 standard deviation decrease in the recovery rate.
These effects also decay with distance. Neither the coefficients on in-state bank failures in the 30-60 mile or the 60-90 mile increments suggest significant adverse effects on recovery rates. Moreover, the coefficient on the suspension rate in counties up to 30 miles away but across state lines is small, statistically insignificant, and different from the corresponding equidistant instate coefficient at the five percent level (p-value=0.02). These differences across state lines, as well as with distance, are consistent with the idea that the negative relationship between the suspension rate and asset recoveries likely reflects a loss of financing capacity, rather unobserved adverse economic conditions. We replicate the analysis using different border intervals. In column 2, we include instate counties within 80 miles of the failed bank's county, broken into 40 mile increments, while in column 3, we include in-state counties within 100 miles of the border, but in 50 mile increments. Throughout, the point estimate on the bank suspension rate within the reference county remains largest, closely followed by the point estimate on the suspension rate in the nearest in-state distance increment. The negative impact of neighboring county bank suspensions on the recovery rate from the failed bank's assets diminish with distance, and is never large or statistically significant when the neighboring counties are across state borders.
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In what follows, we will use the regression in Table 4 column 3 (counties within 100 miles) as our baseline regression. The regressions for other distances are available from the authors and are not reported to save on space.
We have the one year recovery rate on failed bank assets. While one year may be too short a time to capture the full recovery on assets, we can combine the three year and one year recovery rates to create a panel. The panel structure in turn allows us to use failed bank fixed effects to control non-parametrically for any time invariant bank level unobservables--geography, bank management and local market structure at the time of failure-that might influence asset recovery, and possibly local financing capacity. We again see evidence of local financing capacity in shaping asset recovery, as the adverse effects of the increase in neighboring county bank suspensions between 1 to 3 years period after a bank's failure on the reduction in asset recovery over that period are seen only for suspensions in nearby in-state counties (see Table 5 column 1).
An issue of independent interest is how much the eventual realizations from assets might be a surprise relative to what was anticipated at the time of the bank's failure. We have data on the estimates made by bank examiners of "good" assets at the time of the bank's failure. In Table   5 column 2, the dependent variable is the ratio of the value of assets recovered over the three year window relative to the value of assets estimated "good" at the time of failure, with all columns also including the standard suite of bank, county and state controls. To control for the impact of local banking sector distress on the formation of these asset recovery expectations, we control as well for the suspension rate in the county the year before failure.
From column 2 of Table 5 , nearby in-state suspensions over the three year recovery window appears to lower asset recovery volumes relative to initial expectations. A one standard deviation increase in the suspension rate at the 0-50 mile in-state radius is associated with a 0.17 standard deviation decline in the ratio of recovered assets relative to assets judged "good" at the time of failure. By contrast, the coefficient on suspensions in out-of-state counties is about 2.5 times smaller than its equi-distant in-state counterpart and statistically insignificant. 1920-1923, 1924-1926 and 1927-1929 , averaging the price level in each county in each period.
IV. Land Prices, Land Transactions and Bank Failures
IVA. Land Prices and Transactions
In Table 6 column 1, we report the results from estimating the impact of the ratio of suspended deposits to total deposits in the previous period on the log of the average price of land in each county, where we report the somewhat more conservative standard errors that cluster by both state and time period (Cameron, Gelbach, and Miller (2011) ). We continue to include bank suspensions both in the reference county as well as in nearby in-state and out-of-state counties, computed over various distance increments. We also control for state and time fixed effects, along with the log price of land in the previous period.
There is a large significant negative estimated association between bank suspensions within the county of interest and the log price of land in Table 6 column 1. The coefficient on instate neighboring county suspensions is also large and negative but measured imprecisely. The coefficient on neighboring out-of-state suspensions is small and statistically insignificant. We repeat the analysis in Table 6 column 2 using US Census data on land prices in 1920 and 1930.
These are survey data of land prices, but are available for the full sample of US counties. They thus allow us to estimate coefficients more precisely. The dependent variable in column 2 is the log price per acre of farm land in 1930, and we control for state fixed effects, as well as the log price per acre in 1920 in order to control for any temporary factors that might shape land prices.
The point estimate on in-state bank suspensions located in counties up to 50 miles away is now negative and significant and is about 52% larger in magnitude than the coefficient estimate on suspensions in out-of-state neighboring counties.
A decline in financing capacity is expected to lead to not only a decline in asset prices, but also transaction volumes, as the market becomes less liquid amid expectations of future deflation and a lack of credit availability. We focus in Table 7 column 1 on this prediction. The dependent variable is the log of the number of land market transactions within a county. As in Table 6 column 1, we collapse the decade into three non-overlapping panels. The impact of bank suspensions on transaction volume appears sizeable and again this effect is limited to nearby instate counties. A one standard deviation increase in the ratio of suspended deposits to total deposits in a neighboring in-state county (0-50 miles away) in the previous period is associated with a 0.02 standard deviation decline in the log number of properties transacted in the current period. By contrast, the coefficient on suspensions in similarly distanced out-of-state counties is small, positive, and statistically insignificant.
We also have data on the number of acres transacted, another measure of transaction volume which is less dependent on the size of each transaction. The results in Table 7 column 2, which uses the log number of total acres transacted in a county as the dependent variable, are qualitatively similar to those in Table 7 column 1, but the implied effect of banking sector distress are somewhat larger: a one standard deviation increase in the ratio of suspended deposits to total deposits in a neighboring in-state county (0-50 miles away) in the previous period is associated with a 0.06 standard deviation decline in the log number of properties transacted in the current period
IVB. Bank Failures
Fire sales suggest a channel of contagion. If land prices are depressed because of a loss of financing capacity, it should depress the values of solvent banks, and perhaps lead some of them to fail. This argument would then suggest a positive association between past banking sector distress in a location and subsequent distress within the same location. Moreover, if indeed this positive association reflects a loss of financing capacity and contagion rather than omitted adverse economic shocks, then any positive association between past and current banking sector distress should be considerably smaller across state lines.
In Table 8 the dependent variable is the bank suspension rate computed from the FDIC data, in county i observed annually between 1920 and 1929. In column 1, we include the suspension rate within the county in the previous period, as well as the rate computed among nearby in-state and out-of-state counties. Past nearby in-state bank suspensions appear to be positively associated with current bank suspensions. For example, from column 1, a one standard deviation increase in the bank suspension rate in the previous year among in-state counties located 0-50 miles away is associated with a 0.05 standard deviation increase in the suspension rate in the reference county in the current year. The point estimate on suspensions among out-ofstate counties is not statistically significant, and is much smaller than its in-state counterparts.
V. Financing Capacity or Contagion
Of course, given these results, it would be interesting to know whether future bank failures remove financing capacity and cause low recovery rates or whether low recovery rates cause future bank failures, with contagion taking place through low asset prices -do our results reflect the loss of financing capacity or contagion. One way to gauge the importance of the reduction in financing capacity rests on examining the relationship between the potential supply of aggregate liquidity in the local area at the peak of the boom, in 1920, and the subsequent asset recovery rates for failed banks in the area. Recovery rates are likely to be high in those areas where the size of the bank that subsequently failed is relatively small compared to the initial available financing capacity in the market. In contrast, asset recovery is likely to be considerably lower when the quantity of assets to be liquidated dwarfs the potential aggregate liquidity available from nearby banks in the area. Indeed, recovery rates are likely to be lowest when there are no nearby banks able to purchase the assets of the failed bank.
In Table 9 column 1, the dependent variable is the three year recovery rate. The The evidence in column 1 of Table 9 suggests that asset recovery rates were higher for those failed banks that were small relative to aggregate liquidity in 1920 in the local area. Also, consistent with the idea that these results are not driven by latent economic factors, these effects are large for banking capacity in neighboring (within 50 miles) counties, but do not extend across state borders. The coefficient on relative banking capacity in neighboring out of state counties is 1/6 th the size of the coefficient on neighboring in-state counties at the same distance. Thus available banking capacity to buy failed bank assets does seem to matter, and does affect eventual recovery rates.
VI. Conclusion
Can the loss of financing capacity cause assets to sell at a discount relative to fundamental value? Can it also render asset markets more illiquid? And can these forces lead to contagion, propagating shocks through time. This paper has used a new dataset drawn from the epidemic of national bank failures just before the Great Depression in order to shed light on these questions. Banking regulators of the time liquidated the assets of failed banks as quickly as possible. At the same, state regulations, which limited bank branching across state lines, combined with the transactions costs imposed by distance, helped to segment local banking markets. We then have an almost ideal laboratory to study these questions.
We find evidence that recovery rates among failed banks were significantly lower in areas with more banking sector distress. We also find that local financial sector distress was associated with lower land prices and a decrease in land transactions. We also find evidence that bank suspensions were spatially and temporally correlated, but only within those geographically proximate areas in the same state, suggesting that contagion stemming from the effects of asset liquidation on local land prices might be a key channel in transmitting banking sector distress.
We are, of course, not the first to suggest that financial liquidity matters. However, by tying the decline in recovery rates, asset prices, and transaction volume to a loss in local financing capacity, this paper may provide tentative evidence in favor of theories that emphasize aggregate liquidity, or equivalently, "cash in the market" pricing, as an important source of financial distress and crises. Figure 4A plots the number of national banks placed in receivership by the OCC. Figure 4B shows the box plot of three year recovery rates of national banks. The shaded rectangles represent the interquartile range of recovery rates, while the solid line within the rectangle depicts the median recovery rate. The solid line at the end shows the 1 and 99 percent values, while the dots are extreme observations. The dependent variable in column 1 is the realized asset recovery rate. The panel consists of data both in the year of failure as well as three years after failure. The panel includes bank fixed effects, and allows for state by year fixed effects. In column 2, the dependent variable is the ratio of the value of assets recovered over the three year window relative to the value of assets estimated "good" at the time of failure. Column 2 includes the bank and county level controls from Table 3 , column 3, as well as the suspension rate in the county before the year of failure. Standard errors clustered at state level (in parentheses): *** p<0.01, ** p<0.05, * p<0.1 : 1920-1923, 1924-1926 and 1927-1929 , averaging the price level in each county in each period. Over each period, we also compute the sum of bank suspensions, and divide this sum by the value of deposits at the beginning of the period. Time and state fixed effects are included, and standard errors are clustered across both state and time. Column 2 uses the log price of land observed in the 1930 cross-section from the US Census as the dependent variable. The suspension variables are the sum of suspended deposits over the period 1920-1929 at the relevant geographic unit, divided by deposits in 1920. State fixed effects along with the log price level in 1920 are also included and standard errors are clustered at the state level. *** p<0.01, ** p<0.05, * p<0.1. R-squared 0.783 0.786 The dependent variable in column 1 is the log number of properties transacted in an annual panel of counties located within 100 miles of a state border. The dependent variable in column 2 is the log number of acres transacted in an annual panel of counties, again located within 100 miles of a state border. In both columns, the panel is based on three non overlapping periods : 1920-1923, 1924-1926 and 1927-1929 , taking the sum of the dependent variable in each county in each period. Over each period, we also compute the sum of bank suspensions, and divide this sum by the value of deposits at the beginning of the period, over the relevant distance increment. Time and state fixed effects are included, and standard errors are clustered across both state and time. *** p<0.01, ** p<0.05, * p<0.1. R-squared 0.080 The dependent variable in column 1 is the ratio of suspended deposits in a county, defined as the total value of suspended deposits in a county divided by total deposits the previous year. The data are observed annually from 1920-1929 for an unbalanced panel of 2600 counties located within 100 miles of a state border. State and year fixed effects are included. *** p<0.01, ** p<0.05, * p<0.1. 
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