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Abstract
We present a new algorithm for solving basic parametric constructible or semi-algebraic systems of the
form C = {x ∈ Cn, p1(x) = 0, . . . , ps(x) = 0, f1(x) 6= 0, . . . , fl (x) 6= 0} or S = {x ∈ Rn, p1(x) =
0, . . . , ps(x) = 0, f1(x) > 0, . . . , fl (x) > 0}, where pi , fi ∈ Q[U, X ], U = [U1, . . . ,Ud ] is the set of
parameters and X = [Xd+1, . . . , Xn] the set of unknowns.
If ΠU denotes the canonical projection onto the parameter’s space, solving C or S is reduced to the
computation of submanifolds U ⊂ Cd or U ⊂ Rd such that (Π−1U (U) ∩ C,ΠU ) is an analytic covering of
U (we say that U has the (ΠU , C)-covering property). This guarantees that the cardinality of Π−1U (u) ∩ C
is constant on a neighborhood of u, that Π−1U (U) ∩ C is a finite collection of sheets and that ΠU is a local
diffeomorphism from each of these sheets onto U .
We show that the complement in ΠU (C) (the closure of ΠU (C) for the usual topology of Cn) of the
union of all the open subsets of ΠU (C) which have the (ΠU , C)-covering property is a Zariski closed set
which is called the minimal discriminant variety of C w.r.t. ΠU , denoted as WD . We propose an algorithm
to compute WD efficiently.
The variety WD can then be used to solve the parametric system C (resp. S) as long as one can describe
ΠU (C)\WD (resp.Rd ∩(ΠU (C)\WD)). This can be done by using the critical points method or an “open”
cylindrical algebraic decomposition.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In many applications, the variables occurring in the systems of equations modelling the
problem may be split naturally into two different subsets, the parameters and the unknowns.
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The former usually represent the values which are known when starting a specific computation,
like the fixed lengths or angles in the geometry of a mechanism or the parameters of the model
and the value of the command in control theory. On the other hand the unknowns are (of course)
the unknown values which have to be deduced from the parameters.
We call such a system a parametric system. It may be viewed as describing implicitly the
unknowns as a function of the parameters. This function is usually neither defined everywhere
nor univalued. Thus solving such a system consists in two very different phases. The second
phase (which is usually the only one which is considered) consists in computing the values of
the unknowns for a given value of the parameters.
The first phase is the main subject of this paper. It consists in describing the subsets of the
parameter space where the above function is smooth and has a constant number of different
values (i.e. where it is a covering). This is important for validating the second phase by deciding
when one is close to a singularity. It may also be helpful for optimizing the computation of the
second phase, because of the stability of the behavior in a connected region where the system
defines a covering. Last but not least, it may be the only way of discovering some phenomena
which occur only in a small region of the parameter space, or of proving that some phenomena
may not occur.
In this paper we restrict ourselves to systems involving multivariate polynomial equations and
also inequations (p 6= 0) or inequalities (p > 0), depending on whether one works on the real
or the complex field. Thus the set of the solutions is a basic constructible set or a basic semi-
algebraic set, and it is this set that we need to study in order to design an algorithm to solve the
first phase, which is the main result of the paper.
To describe our results more precisely, we first define the notation which will be used
throughout the paper.
Notation 1. Let us consider the basic semi-algebraic set
S = {x ∈ Rn, p1(x) = 0, . . . , ps(x) = 0, f1(x) > 0, . . . , fl(x) > 0}
and the basic constructible set
C = {x ∈ Cn, p1(x) = 0, . . . , ps(x) = 0, f1(x) 6= 0, . . . , fl(x) 6= 0}
where the pi and the f j are polynomials with rational coefficients. We associate with these sets
the following notation.
• [U, X ] = [U1, . . . ,Ud , Xd+1, . . . , Xn] is the set of indeterminates or variables, in which
U = [U1, . . . ,Ud ] is the set of parameters and X = [Xd+1, . . . , Xn] is the set of unknowns.
• E = {p1, . . . , ps}.
• F = { f1, . . . , fl}.
• For any u ∈ Cd , φu is the specialization map U −→ u.
• ΠU : Cn −→ Cd , defined by ΠU (u1, . . . ud , xd+1, . . . , xn) = (u1, . . . , ud), denotes the
canonical projection on the parameter’s space.
• Given any ideal I we denote by V (I ) ⊂ Cn the associated (algebraic) variety. If a variety is
defined as the zero set of polynomials with coefficients inQ we call it aQ-algebraic variety;
we extend this notation naturally in order to talk aboutQ-irreducible components,Q-Zariski
closure, etc.
• For any constructible set V ⊂ Cn , V denotes its topological closure for the usual topology of
Cn or equivalently (according to Mumford (1976), Theorem 2.33, or Mumford (1988), I.10
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Corollary 1) its C-Zariski closure. Moreover, as all the sets we consider will be proved to be
defined by polynomials with rational coefficients, this will also be the Q-Zariski closure, for
which we use, therefore, the same notation.
As previously mentioned, solving the parametric system defined by S or C may have different
meanings depending on the problem under consideration: counting the number of roots as a
function of the parameters, finding simpler expressions, etc. Independently of the final objective,
one needs, in most cases, to characterize open (preferably connected) subsets in the parameter’s
space over which the number of solutions of the system is constant. In the case where ΠU (C) =
Cd , if U is any open subset in the parameter’s space with this property, it is easy to show that
U may not intersect properly1 some remarkable subsets of ΠU (C), namely ΠU (C)\ΠU (C), the
projection of the singular points, the critical values of ΠU , the parameter values with infinite
fibers, etc. Thus the study of these subsets is fundamental for this characterization
Discriminant varieties
In the next section, we study these subsets in the general complex case and show that their
union, defined as the minimal discriminant variety of C w.r.t. ΠU , isQ-Zariski closed. We show
that the complement in ΠU (C) of the minimal discriminant variety WD is a finite union of δ-
dimensional submanifolds (where δ = dim(ΠU (C)) such that ΠU : C −→ ΠU (C) \ WD is
an analytic cover (and therefore unramified), and conversely that any δ-dimensional submanifold
U ⊂ ΠU (C) covered2 by (ΠU , C) does not meetWD . Informally, this means that the complement
in ΠU (C) of the minimal discriminant variety can be viewed as the projection of the “generic
solutions” of C (the fiber of the projection varies continuously with the parameters and its finite
number of points remains constant under an infinitesimal deformation). Furthermore the minimal
discriminant variety is naturally decomposed as the union of severalQ-Zariski closed sets which
are independently defined. This allows us to split the computation of the discriminant variety into
several independent and easier subtasks.
The minimal discriminant variety is an optimal intrinsic object. In many problems it may
be replaced by any larger Q-Zariski closed subset containing it; the cover property over the
complement in ΠU (C) of the variety is maintained and, therefore, we name such a variety a
discriminant variety of C w.r.t. ΠU .
The computation of a discriminant variety WD can be viewed as preprocessing the system
studied, which splits it into two subsystems (C \Π−1U (WD)) and (C∩Π−1U (WD)). IfWD contains
ΠU (C), the system has infinitely many complex solutions for almost all values of the parameters,
and this is the only information on the system that our theory may provide; this means that
the problem modelled by the system is not well posed. In the other case the solutions of the
first subsystem are “generic” points of C w.r.t. ΠU (the fiber of ΠU which contains the point is
isomorphic to the generic fiber), while the second one is smaller than C in the sense that some of
its components have been replaced by components of smaller dimension or have been removed.
In many applications, the description of the generic solutions is sufficient, since the other
solutions correspond to limit values, without any practical meaning, of the parameters. However,
the non-generic solutions can be studied by applying recursively the same strategy on (C ∩
Π−1U (WD)). This allows us to propose a complete algorithm for all the solutions of a parametric
system. Such a recursive study is not detailed in the present paper, because further work is
1 This means that the intersection is not U itself.
2 This means that ΠU : Π−1U (U) ∩ C −→ U is a cover.
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needed to optimize the algorithms and to remove the embedded components provided by the
computation.
Computing discriminant varieties in the complex case
In Section 3, we introduce an algorithm for computing a (minimal or non-minimal)
discriminant variety in the complex case (C).
At first glance, it seems that it could be directly deduced from the definitions. However,
this would lead to an impractical algorithm. For example, to compute the critical values or the
singular points, the standard method uses the Jacobian criterion and requires an equidimensional
radical ideal. With the known algorithms, the decomposition of the radical of an ideal into
equidimensional components (radical equidimensional decomposition) is dramatically costly,
and thus should be avoided as much as possible.
We have thus designed an adaptative algorithm which takes into account the specificities of
the system and the end-user queries (the minimality of the discriminant variety is not always
needed) to avoid, in most cases, this radical equidimensional decomposition.
These optimizations work especially well on a large class of systems, which contains most
systems coming from applications, the so-called well-behaved systems. They are the systems
which contain as many equations as unknowns and are zero-dimensional and radical for almost
all the values of the parameters. Despite the fact that the ideal of such a system may be neither
radical nor equidimensional, we are able to compute its minimal discriminant variety without
any radical equidimensional decomposition. The well-behaved systems are especially important,
because they are those which may be solved by standard numerical algorithms, like the Newton
method, for the values of the parameters which are not too close to the minimal discriminant
variety.
The real case
Section 4 is devoted to the real case (S). Over the reals, let E be the set of the parameter
values which are not contained in a submanifold covered by (ΠU ,S) of dimension dim(ΠU (S)).
This set is, in general, not an algebraic variety but a semi-algebraic set. Denoting by W ∩Rd the
real part of a discriminant variety W of the associated complex problem (C), we show that either
W ⊃ ΠU (S) or W ∩ Rd has the main property of a real discriminant variety of S, namely its
complement in ΠU (S) is covered by (ΠU ,S)).
In the first case, if W = ΠU (C) our theory extracts no more information on the system.
However, if W 6= ΠU (C), one may restart the computation with the equations of W added to
those of S: this changes C but not S. This case is easily detected by the algorithms which follow.
Usually, the real complement of the discriminant variety is not connected. Thus the
computation of a discriminant variety has to be completed by some information on the connected
components of the complement of the discriminant variety in the real part of ΠU (C). This may
be done by computing at least one point in each component, for example with the algorithms
of Safey El Din and Schost (2003, 2004). Knowing these sample points, it suffices to solve
a zero-dimensional system for each of them to get the various possibilities for the number of
solutions of S. If ΠU (C) 6= Cd , these sample points are not rational nor computed exactly by the
algorithms of Safey El Din and Schost (2003, 2004); this difficulty is overcome by computing
the discriminant variety of ΠU (C) for a convenient projection, which reduces the problem to
computing at least one point per connected component of the complement of a hypersurface and
solving a finite number of zero-dimensional systems with rational coefficients.
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When a more explicit description of these connected components is needed, one has to
decompose them into cells, using for example Cylindrical Algebraic Decomposition (CAD)
(Collins, 1975). However we are only interested in the cells of highest dimension, and it is much
more efficient to use a dedicated variant of the CAD (as in Corvez and Rouillier (2003)). As
this variant computes only the open cells, we call it the open CAD. Its efficiency comes from
two aspects: all sample points to be computed are rational, and the “projection set” is much
smaller because it may be reduced to the leading coefficients, the discriminants and the pairwise
resultants of the set of polynomials to project.
Examples
In Section 5, we describe two applications, in order to show how the discriminant variety may
be used in practice. These examples were first solved by ad hoc methods. It is by abstracting
and generalizing the methods used for these examples (and several others coming from other
applications, such as in Lazard (2001)) that we have obtained the results of the present paper.
They have been included here to illustrate, on non-trivial and practical examples, how to solve
efficiently, with our algorithms, some problems dealing with parametric systems. They have been
chosen because they are difficult to solve with other methods, but sufficiently easy to be computed
again by the reader with publicly available software. In fact, their resolution needs only a few
seconds on a standard laptop and has been used for real time demos in several talks presenting
discriminant varieties.
Discriminant varieties and state of the art
There are several existing algorithms which can be used to solve parametric systems. Most
of them compute implicitly a discriminant variety (usually not a minimal one) or allow it to be
deduced easily.
• Solutions based on triangular sets for systems of equations (see Wang (2001) for a general
overview). A good way to solve parametric systems of equations (F 6= 0) is to decompose
the set of solutions into the finite union of the regular zeros of so-called regular and separable
triangular sets.3
Thus triangular sets provide a quite “simple” description (by means of a list of towers of
field extensions) of the solutions outside the union of the zero sets of the LCX i ( fi ) and the
∂ fi
∂X i
, whose projection on the U -space is a (non-minimal) discriminant variety. The union of
the discriminant varieties of the triangular components of a decomposition and the projections
of the intersections of these components is a discriminant variety, which depends on the type
of decomposition into triangular sets which is computed (Kalkbrenner, Lazard, etc.), on the
choice of the ordering on the variables and on the redundancies of the decomposition (there is
no algorithm to verify that a decomposition into triangular systems is not redundant, without
using Gro¨bner basis computation).
• Rational parametrizations (Schost, 2003). From the point of view of an end-user, a rational
parametrization is certainly the most friendly simplification for a parametric system. It may be
viewed as a particular case of triangular systems: after a generic linear change of variables (or
3 A triangular set is a family of polynomials T = { fd (U1, . . . ,Ud ), fd+1(U1, . . . ,Ud , Xd+1), fd+2(U1, . . . ,Ud ,
Xd+1, Xd+2), . . . , fn(U1, . . . ,Ud , Xd+1, . . . , Xn)}, where some fi may be identically null. A regular zero is a point
of V (T j ) \ V (LC), where LC =
∏n
i=d LCXi ( fi ) and LCXi ( fi ) is the leading coefficient of fi w.r.t. the variable Xi
(see Aubry et al., 1999, for example, for more details and for the definitions of regular and separable).
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equivalently after introducing a new variable T which is a linear combination of the others), a
rational parametrization of the zero set of a parametric system (generically zero-dimensional
of dimension d) has generically the shape4
R =
{
ft (U1, . . . ,Ud , T ) = 0, Xd+1 = gd+1(U1, . . . ,Ud , T )g(U1, . . . ,Ud , T ) , . . . ,
Xn = gn(U1, . . . ,Ud , T )g(U1, . . . ,Ud , T )
}
.
As for triangular sets, such a rational parametrization gives a simple representation of the
solution set of a system of equations outside V ( ft , g LMT ( ft ) ∂ ft∂T ), whose projection on the
parameter’s space is a discriminant variety. This discriminant variety is not minimal in general
since it strongly depends on the choice of T .
• Algorithms using comprehensive Gro¨bner bases (Weispfenning, 1992). A comprehensive
Gro¨bner basis is a set of polynomials which is a Gro¨bner basis for all specializations of
the parameters. Such objects cannot be used directly to obtain the number of solutions
w.r.t. the parameter’s values or to compute a rational parametrization (their basic purpose
is to study specializations without computing many Gro¨bner bases). However there exist
some algorithms exploiting them to extend classical methods for zero-dimensional systems
to the case of consistent parametric systems. For example, counting the roots may be done
by constructing the so-called Hermite quadratic form (with parametric coefficients) and
computing its rank (Weispfenning, 1995); this induces case distinctions depending on the
parameter’s values which are defined by some sets of inequations and equations. These sets
define a discriminant variety but not, in general, a minimal one, since they strongly depend
on the monomial ordering which is used in the Gro¨bner basis computation and on the order
in which some tests are performed (the zero test for the pivot in the reduction of the quadratic
form).
Note: The notion of discriminant ideal, introduced in Manubens and Montes (2006) for
improving the computation of comprehensive Gro¨bner bases, is not related to our notion of
minimal discriminant variety.
• Cylindrical Algebraic Decomposition (CAD, Collins, 1975). Given the polynomials of E and
F , the CAD computes a partition of the ambient space Cn or Rn into cells (homeomorphic
to open cubes of various dimensions) on which these polynomials have constant signs. The
basic algorithm first eliminates variables one after the other (projection step) by computing, at
each step, a discriminant variety, w.r.t. the remaining variables, of the set of equations given
by all the polynomials generated at the preceding step. When eliminating first the unknowns,
one obtains, after n − d steps, a discriminant variety of all the constructible sets which can
be defined by the input polynomials. This discriminant variety is obviously far from being
minimal, in most cases.
Complexity issues
We do not study in this paper the complexity of our algorithm or of the size of its output. The
minimal discriminant variety being an optimal object (at least in the complex case), the study of
4 As for triangular sets, a parametric system may be represented by a rational representation only if it is
equidimensional and if all components project properly on theU -space. Thus, in the general case, one needs to rationally
parametrize all the equidimensional components.
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its complexity is of great interest and will be the subject of other contributions. The starting point
may be found in Grigoriev and Vorobjov (2000): the authors compute the distribution of so-called
vectors of multiplicities of a parametric constructible set w.r.t. to the parameters’ values using
Gro¨bner bases. In short, they compute a partition of the parameter’s space into subsets where
the fibers have a constant (finite) number of points with constant multiplicities. This partition is
given as a union of non-overlapping constructible sets and one can thus easily deduce from this a
(non-minimal) discriminant variety. The results from Grigoriev and Vorobjov (2000) show that if
the degrees of the polynomials of E ∪ F are bounded by D, then the degrees of the polynomials
defining the discriminant variety are bounded by DO(n
2) and, moreover, the running time of the
related algorithm is less than DO(n
2d).
It should be emphasized that the uniqueness of the minimal discriminant variety is essential
for getting good complexity bounds. In fact the size of the discriminant varieties obtained by
the methods of the preceding paragraph is usually dramatically higher than the size of the
minimal discriminant variety, and the computation time is therefore dominated by the implicit
computation of the useless components.
For the case of systems such that s = n and whose specializations are zero-dimensional
and radical for almost all the parameters, Moroz (2006) showed that the minimal discriminant
variety has degree D = (n− d + l)k(n−d+1) and that its computations consumes σO(1)DO(n) bit
operations, σ (resp. k) being the bit-size of the coefficients (resp. the degrees of the polynomials)
appearing in the input.
2. Discriminant varieties in the complex case
We recall first that, if C is a constructible subset of Cn , then C denotes its Zariski closure,
which coincides with its closure for the usual topology (Mumford, 1988). Let us start with a
precise definition of a discriminant variety of C w.r.t. ΠU .
Definition 1. Given the constructible set C = {x ∈ Cn, p1(x) = 0, . . . , ps(x) = 0, f1(x) 6=
0, . . . , fl(x) 6= 0}, let δ be the dimension of ΠU (C) = ΠU (C). An algebraic variety W is a
discriminant variety of C w.r.t. ΠU if and only if:
• W is contained in ΠU (C).
• W = ΠU (C) if and only if Π−1U (u) ∩ C is infinite for almost all u ∈ ΠU (C).
• The connected components U1, . . . ,Uk of ΠU (C) \ W are analytic submanifolds (i.e. non-
singular) of dimension δ5.
• (Π−1U (Ui )
⋂ C,ΠU ) is an analytic covering of Ui , for i = 1, . . . , k.
The property of analytic covering implies that, for each connected component U ,
• there exist a finite set of indexes I and disjoint connected subsets (Vi )i∈I of C such that
Π−1U (U)
⋂ C =⋃i∈I Vi ;
• ΠU is a local diffeomorphism from Vi onto U .
5 If ΠU (C) is irreducible, then ΠU (C) \ W is connected or empty and k = 1 or 0. Moreover, in the important case
where δ = d, this condition is automatically satisfied, sinceΠU (C) \W is an open connected subset ofCd , if not empty.
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For any u /∈ W , the discrete set Π−1U (u)
⋂ C is necessarily finite because C is a constructible set.
Therefore W contains the projection of every component of dimension > δ of C.
If Osd is the projection (image by ΠU ) of the irreducible components of C of dimension < δ,
then it follows immediately from the definitions that Osd is necessarily contained in W .
If O∞ is the set of the u ∈ ΠU (C) such that Π−1U (U)
⋂ C is not compact for any compact
neighborhood U of u, then O∞ ⊂ W . In fact, if U ⊂ ΠU (C) \ W is a compact neighborhood of
a point of ΠU (C) \ W , then Π−1U (U)
⋂ C is compact since the restriction of ΠU on each Vi is a
local diffeomorphism.
Definition 2. We describe as “generalized critical values” of ΠU the union of the critical values
of the restriction of ΠU to the regular locus of C and the projection of the singular locus of C.
If Oc is the set of generalized critical values of ΠU , then Oc is also contained in W , because
the restriction ofΠU to Vi is a local diffeomorphism. One may remark that the generalized critical
values of ΠU on the components of C of dimension 6= δ are contained in Osd ∪ O∞. Thus, one
may restrict Oc to the generalized critical values of the union of the components of dimension δ
of C.
If x ∈ C \ C, then ΠU (x) ∈ W because ΠU is a local diffeomorphism outside W .
Finally, if Wsing is the singular locus of ΠU (C), then, by definition, Wsing ⊂ W . One may
notice that in many applications one has d = δ, which implies that ΠU (C) = Cd and Wsing = ∅.
The following lemma summarizes these properties.
Lemma 1. Let C be a constructible set defined as in Notation 1 and C be its closure in Cn (for
the usual topology or for the Zariski topology). Let us define:
• Osd, the projection of the irreducible components of C of dimension < δ;
• OF (resp. OFi ), the projection of the intersection of C with the hypersurface defined by∏s
i=1 fi = 0 (resp. by fi = 0);
• Osing, the singular locus of ΠU (C).
Then, if W is a discriminant variety of C w.r.t. ΠU , we have Osd ∪ Oc ∪ O∞ ∪ OF ∪Wsing ⊂ W.
We will now show that Osd ∪ Oc ∪ O∞ ∪ OF ∪ Osing is a discriminant variety, and thus the
smallest one. In addition, we will give an algebraic characterization of this smallest discriminant
variety, making possible its computation, described in the next section. Finally, we will show that
this minimal discriminant variety has a dimension smaller than δ = dim(ΠU (C)) if and only if
the projection by ΠU of the union of the irreducible components of dimension > δ of C has a
dimension lower than δ.
We first show that Osing ∪ Osd ∪ Oc ∪ O∞ ∪ OF is aQ-algebraic variety. As we will have to
consider theQ-Zariski closures of these components, we introduce the following notation:
Notation 2. For any set O., we denote by W. itsQ-Zariski closure. For example, Wc will be the
Q-Zariski closure of Oc. Note that we obviously have Wsing = Osing.
A key point is that O∞ = W∞:
Lemma 2. The set O∞ isQ-Zariski closed. More precisely, it is equal to W∞ := pi(CP⋂H∞),
where:
• Pn−d is the projective closure of Cn−d ;
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• CP is the (projective) closure of C in Cd ×Pn−d ;
• H∞ is the hyperplane at infinity in Cd ×Pn−d , i.e.H∞ =
(
Cd ×Pn−d) \ (Cd ×Cn−d);
• pi is the canonical projection from Cd ×Pn−d to Cd .
Proof. According to Cox et al. (1992) (Corollary 10 p. 389), we have ΠU (C) = ΠU (C) =
pi(CP). Since C is the affine part of CP, then
ΠU (C) = W∞ ∪ΠU (C). (1)
According to Mumford (1976), W∞ is a C-algebraic variety, being the projection on the affine
space Cd of a C-variety of Cd × Pn−d . Moreover, it is a Q-variety, being the projection of an
intersection ofQ-varieties.
Let u ∈ ΠU (C). If u /∈ W∞, then according to (1), there exists a compact neighborhood
U ⊂ ΠU (C) of u such that U ∩ W∞ = ∅, and thus Π−1U (U) ∩ C = pi−1(U) ∩ C
P
, viewing
the affine space Cn as an open subspace of the projective space Pn . Since pi is continuous,
Π−1U (U) ∩ C is then compact, which shows that u /∈ O∞ and O∞ ⊂ W∞.
On the other hand, if u belongs toW∞, there exists, by definition ofW∞, an element t ofPn−d
such that (u, t) ∈ CP ∩ H∞. By definition of CP, any neighborhood of (u, t) in Cd × Pn−d
meets C, which implies that the inverse image under ΠU of any compact neighborhood of u
intersects C and is therefore not compact, being different from its closure in Cd × Pn−d . Thus
W∞ ⊂ O∞. 
The sets Osd and Oc are not Zariski closed in general, but they are projections of Q-Zariski
closed subsets of C. Thus Relation (1) implies that Osd \ Osd ⊂ W∞ and Oc \ Oc ⊂ W∞, which
shows the following lemma
Lemma 3. Osd ∪ Oc ∪ O∞ isQ-Zariski closed. More precisely,
Osd ∪ Oc ∪ O∞ = Wsd ∪Wc ∪W∞.
By definition, Wsing, Wsd and Wc are closed subsets of dimension < δ; thus, Osing ∪ Osd ∪
Oc ∪ O∞ is a closed set which is strictly contained in ΠU (C) if and only if W∞ = O∞ is strictly
contained in ΠU (C).
If D is a connected component of C, a polynomial fi ∈ F cannot be identically null on D
(by definition of C). Thus ΠU (V ( fi ) ∩ C) is a strict subset of ΠU (C). Using again (1), we see
that OF is the projection of an algebraic set contained in C and thus (OF \ OF ) ⊂ W∞. Setting
WF = ΠU (V ( fi ) ∩ C), we obtain the following result.
Lemma 4. The set O∞ ∪ OF isQ-Zariski closed and is contained in every discriminant variety
of C. Therefore,
Osing ∪ Osd ∪ Oc ∪ O∞ ∪ OF = Wsing ∪Wsd ∪Wc ∪W∞ ∪WF
is alsoQ-Zariski closed.
According to this lemma, we have defined a Q-algebraic variety which is contained in any
discriminant variety. It remains to show that this object is itself a discriminant variety:
Theorem 1. WD = Osing ∪ Osd ∪ Oc ∪ O∞ ∪ OF = Wsing ∪ Wsd ∪ Wc ∪ W∞ ∪ WF is the
smallest discriminant variety of C w.r.t. ΠU .
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Proof. We have to prove that, ∀u ∈ ΠU (C) \ WD , there exists a submanifold U ⊂ ΠU (C) of
dimension δ containing u and such that (Π−1U (U) ∩ C,ΠU ) is an analytic covering of U .
If W∞ = ΠU (C), then WD = ΠU (C) and the theorem is trivially true. Thus we may suppose
W∞ 6= ΠU (C). In this case, WD is strictly contained in ΠU (C) (the components of WD other
than W∞ have dimension < δ).
By definitionW∞ ⊂ WD , and thusΠ−1U (u)
⋂ C is a non-empty compact set for any u /∈ WD .
It is therefore finite. More generally, by continuity of ΠU , if U is a compact neighborhood of u
in ΠU (C) which does not meet WD , then Π−1U (U)
⋂ C is compact. Since Wsing ⊂ WD , there
always exists a neighborhood U of u contained in ΠU that is a submanifold of dimension δ.
Let u be a point in ΠU (C) \WD and U a compact neighborhood of u such that U⋂WD = ∅.
Let D be a connected component of Π−1U (U)
⋂ C. Since D is compact, if D does not meet
Π−1U (u), we can restrict U to a submanifold U ′ ⊂ U containing u and such that Π−1U (U ′)
⋂D =
∅. Similarly, we can suppose that all the connected components of Π−1U (U)
⋂ C intersect
Π−1U (u). Since u /∈ O∞ ∪ Osd, these components have dimension δ. Since u /∈ Oc, the implicit
functions theorem applies. After having possibly reduced U again, ΠU defines an analytic
isomorphism between U and each of these connected components; thus, (Π−1U (U),ΠU ) is an
analytic covering of U . 
Remark 1. If there is only one unknown x , one equation f and no inequation, it is immediate
that W∞ (resp. Wc) is the hypersurface defined by the leading coefficient (resp. by the
discriminant) of f w.r.t. x . Moreover the minimal discriminant variety is the union of these two
hypersurfaces, i.e. it is defined by the resultant of f and ∂ f/∂x . This shows how the notion
of a discriminant variety is a generalization of the classical discriminant and motivated our
terminology.
3. Algorithms in the complex case
In this section, we propose a general algorithm for computing the minimal discriminant variety
of any basic constructible set.
Given any ideal I ⊂ Q[U, X ] such that V (I ) = C, we will first recall how to compute d, δ, I∩
Q[U ] (Algorithm PREPROCESSING) and how to compute the generators of the ideals IF , I∞ ⊂
Q[U ] such that V (I∞) = W∞ and V (IF ) = WF (Algorithm PROPERNESSDEFECTS) without
any assumption on E .
The computation of the other components of WD (or of any discriminant variety) depends
strongly on the properties of I . Briefly, the computation of Wc, Wsing or Wsd may require
decomposing I into equidimensional and radical components. Such preprocessing is, in practice,
too costly (given the current state of the art) when dealing with large systems and must be avoided
as much as possible.
Notation 3. Let I ⊂ Q[Y ] be an ideal, Y ′ ⊂ Y a subset of the variables, k ≤ #Y ′ a positive
integer. We denote by JackY ′(I ) the ideal generated by all the minors of dimension k of the
Jacobian matrix w.r.t. the Y ′ of any system of generators of I .
We will show that there are only few practical cases where the computation of a decomposition
of I or of its radical is needed and thus we will describe an adaptive algorithm performing such
costly operations only when required by the user or by the properties of the system.
Let us consider, for example, the computation of Wc. If I is prime, Wc is the zero set of
(I + Jacn−δX (I )) ∩Q[U ]. This characterization can be extended to equidimensional and radical
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ideals but not to the general case (consider for example the system P2 = 0 where P is a
non-constant polynomial in Q[U, X ]). For many parametric systems coming from applications,
φu(E) can be numerically solved for almost all u ∈ Rd using simple versions of Newton’s
algorithm. This means in particular that d = δ, s = n − δ and that 〈φu(E)〉 is radical and
zero-dimensional for almost all u ∈ Rd . For this class of systems, 〈E〉 may be not radical nor
equidimensional, but we always have Wsd = Wsing = ∅.
We will show that even when Wc 6⊂ (I + Jacn−δX (I )) ∩ Q[U ], such systems always satisfy
WD = WF ∪ W∞ ∪ V ((I + Jacn−δX (I )) ∩Q[U ])); it is therefore not necessary to decompose
I or to compute its radical. More generally, we will characterize a class of systems for which
WD = WF ∪W∞∪V (I + Jacn−δX (I ))∩Q[U ])∪V (I ∩Q[U ]+ Jacd−δU (I ∩Q[U ])) and propose
an algorithm (Algorithm CORE) that first checks whether a problem belongs to this class and, if
it does, computes directly its minimal discriminant variety.
If this algorithm detects that the problem does not belong to this favorable class, there are
many situations whereW ′ = WF∪W∞∪V ((I+Jacn−δX (I ))∩Q[U ])∪V (I∩Q[U ]+Jacd−δU (I∩
Q[U ])) is a large discriminant variety or a large discriminant variety for which the components
of Wsd are missing. Even in the latter case, this variety may be an acceptable answer: W ′ is then
a discriminant variety of the union of the components of dimension ≥ δ of C. Also, over each
connected open subset of U ⊂
(
ΠU (C) \W ′
)
, the number of solutions is constant for all the
parameters of U that do not belong toWsd (and thus for almost all the parameters of U). For many
applications, this information is sufficient and there is no need to really compute a discriminant
variety. In the problem presented in Section 5.1, for example, the parameters represent the lengths
of some physical components of a robot: because of unavoidable manufacturing errors, it does not
make sense to study the case where they belong exactly to a subvariety of the parameter’s space.
For this reason, we leave to the user of the proposed algorithm this kind of non-mathematical
decision, and the computation is dynamically driven by this information given by the user and
by the (algebraic or geometrical) properties detected at each step.
3.1. Case independent computation (Algorithms PREPROCESSING and PROPERNESSDEFECTS)
Most of the components of the minimal discriminant variety are the Q-Zariski closure of
the projection by ΠU of some algebraic variety V ; if I is an ideal which defines this variety
(V (I ) = V ), then ΠU (V ) = V (I ⋂Q[U ]). If G is a Gro¨bner basis of I for a monomial
ordering which eliminates X , then G
⋂
Q[U ] is a Gro¨bner basis of I ⋂Q[U ], and this is the
simplest way to compute ΠU (V ). In practice, the most efficient monomial ordering is a block
ordering which is the Degree Reverse Lexicographic (DRL) ordering on each block:
Notation 4. Let Y = [U1, . . . ,Ud , Xd+1, . . . , Xn]. If<U (resp.<X ) is an admissible monomial
ordering for the monomials depending on the variables U (resp. X ), then<U,X= (<U , <X ) will
denote the product of orderings such that Ui <U,X X i for Ui ∈ U and X i ∈ X .
For any polynomial g ∈ Q[U, X ], LM<X (g) (resp. LC<X (g)), will denote the (monic) leading
monomial (resp. the leading coefficient) with respect to <X of g viewed as a polynomial in the
variables X with coefficients in Q[U ]. Note that with this notation, LC<X (g) is a polynomial
in U .
According to Cox et al. (1992) we have:
Proposition 1. Let G be a Gro¨bner basis of an ideal I ⊂ Q[U, X ] w.r.t. <U,X ; then G ∩Q[U ]
is a Gro¨bner basis of I ∩Q[U ] w.r.t. <U .
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Let T be a new indeterminate; then V (I ) \ V ( f ) = V ((I + 〈T f − 1〉) ∩ Q[U, X ]). If
G ′ ⊂ Q[U, X, T ] is a Gro¨bner basis of I+〈T f −1〉 with respect to<(U,X),T then G ′∩Q[U, X ]
is a Gro¨bner basis of I : f∞ := (I+〈T f −1〉)∩Q[U, X ]w.r.t.<(U,X). The variety V (I ) \ V ( f )
and the ideal I : f∞ are usually called the saturation (or the localization) of V (I ) and I by f .
These well-known results reduce the computation of the ideals defining C, ΠU (C), WF
and the dimension δ to a few Gro¨bner basis computations for block orderings: The ideal
I such that V (I ) = C is the saturation of 〈E〉 by ∏li=1 fi (or successively by each fi ).
We have ΠU (C) =V (I ∩Q[U ]), and its dimension δ is, in practice, easily deduced from the
corresponding Gro¨bner basis, although this is an NP-complete problem (Cox et al., 1992).
Finally, WF = V ((I + 〈
∏l
i=1 fi 〉) ∩ Q[U ]) or equivalently WF = V ((〈E〉 : (
∏l
i=1 fi )∞ +
〈∏li=1 fi 〉) ∩Q[U ]).
Remark 2. The computation of 〈E〉 : (∏li=1 fi )∞ can sometimes be avoided:
• if (〈E〉 + 〈∏li=1 fi 〉) ∩Q[U ] has dimension < δ: in such a case the irreducible components
of V (〈E〉) that belong to V (∏li=1 fi ) have a projection of dimension < δ and so belong to
Π−1U (Wsd
⋃
W∞);
• if ∏li=1 fi ∈ 〈E〉 (which can easily be tested by testing the equality of the Gro¨bner bases of
〈E〉 and 〈E〉 + 〈∏li=1 fi 〉) then ΠU (C) = ∅ (the system has no solutions).
Algorithm PREPROCESSING, detailed in Section 7, uses the above results to compute δ,
WF , C and ΠU (C) and the latter remark to optimize the computation. Its specification is the
following6:
Algorithm PREPROCESSING
• Input: E,F,U, X
• Output: δ, G,GΠ ,GF such that
. G is a reduced Gro¨bner basis for <U,X such that C ∩ Π−1U (ΠU (C) \ WF ) = V (〈G〉) ∩
Π−1U (ΠU (C) \WF );
. GΠ ,GF are reduced Gro¨bner bases for <U such that V (〈GΠ 〉) = ΠU (C) and V (〈GF 〉) =
WF ;
We are now going to prove that we can represent W∞ as the zeros of a few Gro¨bner bases,
which may be extracted without any further algebraic computation from the basis G which is
output by Algorithm PREPROCESSING.
Theorem 2. Let G be a reduced Gro¨bner basis of any ideal I such that V (I ) = C, w.r.t. a product
ordering<U,X where <X is the degree reverse lexicographic ordering s.t. Xd+1 < · · · < Xn . We
define E∞i = {LC<X (g) | g ∈ G, ∃m ≥ 0,LM<X (g) = Xmi }, and E0 = G
⋂
Q[U ]. Then:
• E0 is a Gro¨bner basis of I ⋂Q[U ] w.r.t. <U and E0 ⊂ E∞i for i = d + 1 . . . n;
• E∞i is a Gro¨bner basis of some ideal I∞i ⊂ Q[U ] w.r.t. <U ;
• W∞ =⋃ni=d+1 V (I∞i ).
6 For easier reading we have reported at the end of the paper the pseudo-code description of the algorithms.
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Proof. The first item follows directly from Proposition 1.
Let p ∈ Q[U, X ]. We say that p is an X -homogeneous polynomial of degree k if p =∑
|α|=k hα(U )Xα . Let T be a new variable. We define the (X, T )-homogenization of p as
being the (X, T )-homogeneous polynomial ph = Q[T,U, X ] of degree degree(p, X) such that
ph(U, X, 1) = p. By extension, if G is a set of polynomials of Q[U, X ], Gh is the set of
(X, T )-homogenizations of the elements of G, and for an ideal I of Q[U, X ], I h is the (X, T )-
homogeneous ideal generated by the (T, X)-homogenizations of polynomials of I . If G is a
Gro¨bner basis of I for <U,X then Gh is a Gro¨bner basis of I h for the ordering <h such that
Uα1Xβ1T γ1 <h Uα2Xβ2T γ2 if and only if (γ1 = γ2 and Uα1Xβ1 <U,X Uα2Xβ2) or (γ1 < γ2).
Moreover we have V (I )P = V (Gh) = V (I h) (Cox et al., 1992, Theorem 4, p. 375).
For the proof, we need to consider the specialization map:
Ψaj :Q[T,U, X ] −→Q[U, X j+1, . . . Xn]
T 7→ 0
Xd+1 7→ 0
...
...
X j−1 7→ 0
X j 7→ 1
The definition of the degree reverse lexicographic ordering makes almost immediate the
following lemma from which the remainder of the proof will be easily deduced.
Lemma 5. Let g ∈ Q[U, X ]; then:
• The ordering w.r.t. <U,X of the monomials in g is the same as the ordering of their images
in Ψaj (g
h), using as a convention that 0 is smaller that any monomial (this implies that the
monomials with a null image are the smallest ones in gh).
• If Ψaj (LM<h (gh)) = 0 then Ψaj (gh) = 0.
• Ψaj (gh) = 0 if and only if LM<U,X (g) depends on {X1, . . . , X j−1}.
• If Ψaj (gh) 6= 0 then Ψaj (gh) ∈ Q[U ] if and only if LM<X (g) is a power of X j .
Moreover, if G is a reduced Gro¨bner basis of the ideal I for the monomial ordering <U,X then
Ψaj (G
h) is a reduced Gro¨bner basis of Ψaj (I
h) for the same ordering.
Proof. The last assertion is an immediate consequence of the first ones: the computations which
prove that G and Ψaj (G
h) are reduced Gro¨bner bases are exactly the same, as they involve only
the ordering and the leading terms of the polynomials involved.
The other assertions are immediate consequences of the definition of the degree reverse
lexicographical ordering. For any set of variables Y = Y1, . . . , Yn it is defined as “Y a11 · · · Y ann <
Y b11 · · · Y bnn if and only if either
∑n
1 ai <
∑n
1 bi or
∑n
1 ai =
∑n
1 bi and there is an index j such
that a j > b j and ∀i < j, ai = bi”. 
Since W∞ = pi(CP⋂H∞), we want to compute the zeros of I h which have a null T -
coordinate and at least a non-zero X -coordinate. Let α = (0, u1, . . . , ud , αd+1, . . . , αn) be such
a zero, and suppose that j is the smallest index such that αi 6= 0. Since the polynomials in I h
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are homogeneous, α is a zero of I h if and only if α′ = (0, u1, . . . , ud , α j+1α j , . . . , αnα j ) is a zero of
Ψaj (I
h), which shows that
W∞ =
n⋃
j=d+1
ΠU (V (〈Ψaj (I h)〉)) =
n⋃
j=d+1
V (〈Ψaj (I h) ∩Q(U )〉)
The above lemma shows that E∞j = Ψaj (Gh)
⋂
Q(U ) is a Gro¨bner basis of the ideal
〈Ψaj (I h)
⋂
Q(U )〉, which proves the second and the third items of the theorem. 
Knowing a Gro¨bner basis of I (the ideal such that V (I ) = C) w.r.t. <U,X , where <U and <X
are degree reverse lexicographic orderings, the computation of the I∞i of Theorem 2 is a simple
extraction, and W∞ is simply the union of the V (I∞i ). The specification of the related algorithm
(detailed in Section 7) is the following:
Algorithm PROPERNESSDEFECTS
• Input: G, U , X where G a reduced Gro¨bner of basis (output from Algorithm
PREPROCESSING) w.r.t <U,X where <U and <X are degree reverse lexicographic orderings;
• Output: G∞i , i = d + 1 . . . n such that
. G∞i is a Gro¨bner basis for <U ;
. W∞ = ∪n−di=0 V (〈G∞i 〉).
3.2. The algorithm CRITICAL
In this section, we consider the ideal I = 〈E〉 : (∏li=1 fi )∞ defining C and study how the
Jacobian criterion allows us to compute Wc and Wsing.
A first remark, which is important for the efficiency of the computation is the equivalence, in
practice, of the Jacobian ideal of I and that of 〈E〉, implied by the following proposition. As I
results from a Gro¨bner basis computation, it usually has a lot more generators than〈E〉. If this
number of generators is N , then Jacn−δU (I ) (see Notation 3) is generated by
( N
n−δ
)
minors, which
may be a lot. It follows that, when applying the results of this section to a computation, Jacn−δU (I )
has to be replaced everywhere by Jacn−δU (E).
Proposition 2. The ideals I + Jacn−δU (I ) and I + Jacn−δU (E) have the same zeros outside
V (
∏l
i=1 fi ).
Proof. The generators of I are linear combinations of elements of E with powers of∏li=1 fi as
denominators. Conversely, the elements of E are linear combinations of I . Therefore the proof
is similar to the classical proof that the ideal I + Jacn−δU (I ) does not depend on the choice of a
system of generators. 
As recalled in the introduction of this section, it is not straightforward to use the Jacobian
criterion to compute the singular locus (or the critical values of a projection like ΠU ) of an
algebraic variety if the defining ideal is not equidimensional and radical. Indeed, Wc may be
smaller than V ((I + Jacn−δX (I )) ∩ Q[U ]]) if the ideal is not equidimensional and larger if it
is not radical. Thus in this subsection, we characterize the cases where Wc and Wsing may be
replaced by V ((I + Jacn−δX (I ))∩Q[U ]) and V ((I ∩Q[U ])+ Jacd−δU (I ∩Q[U ])) to compute a
discriminant variety, minimal or not.
650 D. Lazard, F. Rouillier / Journal of Symbolic Computation 42 (2007) 636–667
The following proposition shows that it is not necessary to compute a complete decomposition
of the ideal into radical and equidimensional components.
Proposition 3. Let I = ∩i1i=1Qi ∩i2i=1 Q′i be a minimal primary decomposition of I where{Qi , i = 1, . . . , i1} are the primary components such that dim(Qi ) = dim(Qi ∩ Q[U ]) = δ,
and let WD = W∞ ∪Wsd ∪Wsing ∪WF ∪Wc be the minimal discriminant variety of C w.r.t. ΠU .
If dim(V ((I + Jacn−δX (I )) ∩Q[U ])) < δ, then
• Qi = √Qi for i = 1, . . . , i1;
• dim(W∞) < δ;
• if J = ∩i1i=1Qi , then WD = W∞ ∪ Wsd ∪ WF ∪ V ((J + Jacn−δX (J )) ∩ Q[U ]) ∪ V ((J ∩
Q[U ])+ Jacd−δU (J ∩Q[U ])) and dim(WD) < δ.
Proof. If Qi 6= √Qi for some i , then Jacn−δX (I ) vanishes on V (Qi ), and thus dim(V ((I +
Jacn−δX (I )) ∩Q[U ])) ≥ δ, which contradicts the hypothesis and proves the first item.
If dim(W∞) = δ, then there exists an index i , 1 6 i 6 i2, such that dim(Q′i ) ≥ δ and
dim(Q′i ∩ Q[U ]) = δ. In that case, the Jacobian matrix w.r.t. X associated with any set of
generators of I has a rank lower than n−δ on V (Q′i ); thus dim(V ((I+Jacn−δX (I ))∩Q[U ])) ≥ δ,
which contradicts the hypothesis and proves the second item.
For any algebraic variety V , we denote by Crit(V) the set of generalized critical points, which
is the union of the singular points of V and of the critical points of ΠU restricted to the regular
locus of V .
If p ∈ Crit(V (I )) and ΠU (p) /∈ (W∞ ∪Wsd), then p ∈ Crit(V (J )). Moreover, since J is
equidimensional and radical, then Crit(J ) = V (J+Jacn−δX (J )) and its dimension is lower than δ.
Thus Wc ∪W∞ ∪Wsd = ΠU (Crit(V (I ))) ∪W∞ ∪Wsd = ΠU (V (J + Jacn−δX (J ))) ∪W∞ ∪
Wsd = W∞ ∪ Wsd ∪ V ((J + Jacn−δX (J )) ∩ Q[U ]). Similarly, one has Wsing ∪ W∞ ∪ Wsd =
W∞ ∪Wsd ∪ V ((J ∩Q[U ])+ Jacn−δX (J ∩Q[U ])) which shows the third item. 
For practical issues, the following corollary is easier to use.
Corollary 1. Using the notation of Proposition 3, if dim(V ((I + Jacn−δX (E))∩Q[U ])) < δ, then
• W ′ = W∞∪Wsd∪WF ∪V ((I + Jacn−δX (E))∩Q[U ])∪V ((I ∩Q[U ])+ Jacd−δU (I ∩Q[U ]))
is a discriminant variety of C w.r.t. ΠU and dim(W ′) < δ;
• if there is no inclusion√Q j ⊂ √Q′i for i = 1, . . . , i2, j = 1, . . . , i1, then W ′ is the minimal
discriminant variety of C w.r.t. ΠU .
Proof. If there is no inclusion
√
Q j ⊂
√
Q′i , then ΠU (V (Q′i )) ⊂ W∞ ∪ Wsd for i = 1, . . . , i2;
this shows the second item, because a point of W ′ \WD belongs necessarily to some V (Q′j ).
By renumbering the indices, we may suppose that an integer i3 exists such that
√
Q′i contains
some
√
Q j if and only if 1 ≤ i ≤ i3. We set Q′ = ∩i3i=1Q′i and Q′′ = ∩i2i=i3+1Q′i . The above
argument shows that I = J ∩Q′∩Q′′ and thusW ′ = WF ∪Wsd∪W∞∪V ((J ∩Q′+Jacn−δX (J ∩
Q′))∩Q[U ])∪ V ((J ∩ Q′ ∩Q[U ])+ Jacd−δU (J ∩ Q′ ∩Q[U ])). Moreover dim(W ′) < δ since
dim(ΠU (V (Q′))) < δ. This shows that W ′ is a discriminant variety. 
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The condition of the second item is not easy to check in general, but it is for a large class of
systems:
Corollary 2. Using the notation of Proposition 3, if E = {p1, . . . , pn−δ} and dim(V ((I +
Jacn−δX (E)) ∩ Q[U ])) < δ, then Wsd = ∅ and W ′ is the minimal discriminant variety of C
w.r.t. ΠU .
Proof. If E = {p1, . . . , pn−δ}, then the minimal primes of 〈E〉 have a dimension no lower
than δ (general form of Krull’s Principal Ideal Theorem (Matsumura, 1989)). As I is obtained
by a saturation, this implies that V (I ) has no irreducible component of dimension < δ.
Thus Wsd = ∅.
It follows from Proposition 3 that it suffices to prove that ΠU (V (Q′′)) ⊂ W∞ (notation of the
proof of Corollary 1). This will be done by showing that any irreducible component of V (Q′′)
is contained in some V (Q′i ) of dimension > δ, or, in other words, that every
√
Q′i with i > i3
contains some
√
Q′j of dimension > δ.
Thus, let us consider Q = Q′i with i > i3. By definition,
√
Q contains a prime ideal of
dimension δ; therefore dim(Q) < δ.
Setting P = √Q, we denote by Q[U, X ]P the localization of Q[U, X ] at P . As the ideal
〈E〉Q[U, X ]P = IQ[U, X ]P 7 is generated by n − δ elements, the height of its isolated primary
components is at most n − δ according to the general form of Krull’s Principal Ideal Theorem
(Matsumura, 1989).
If the height of IQ[U, X ]P is < n − δ, then IQ[U, X ] has a primary component of height
< n − δ (and thus of dimension > δ sinceQ[U, X ] is a Cohen–Macaulay ring) contained in P ,
which shows that V (ΠU (Q)) ⊂ W∞.
Suppose now that the height of IQ[U, X ]P is n− δ. Since IQ[U, X ]P is generated by n− δ
elements (the images of the fi inQ[U, X ]P ) and sinceQ[U, X ]P is a local ring, these elements
form a regular sequence (Theorem 17.4 in Matsumura, 1989). The ring Q[U, X ]P being Cohen–
Macaulay, the ideal IQ[U, X ]P is then purely equidimensional (it does not have any primary
component of height 6= n − δ) and this implies that IQ[U, X ] has no primary component of
height 6= n− δ contained in P , a contradiction because we have supposed that Q, included in P ,
has a dimension< δ and thus a height > n − δ (sinceQ[U, X ] is Cohen–Macaulay). 
Corollaries 1 and 2 show that a key filter is the test on the dimension of V ((I + Jacn−δX (E))∩
Q[U ])). If it is less than δ, one may replace Wc (resp. Wsing) by V ((I + Jacn−δX (E)) ∩ Q[U ])
(resp. V ((I ∩Q[U ])+ Jacd−δU (I ∩Q[U ]))) in two cases which occur very frequently in practice:
if the number of equations is n − δ and if one does not need the minimal discriminant variety or
Wsd. In the other cases, one needs to compute the radical of I (or at least to replace some primary
components by their radical).
The goal of the function CRITICAL, detailed in Section 7, is to compute V ((I + Jacn−δX (E))∩
Q[U ]), which is compulsory for getting its dimension, to compute V ((I ∩Q[U ])+ Jacd−δU (I ∩
Q[U ])) if it makes sense, and to return further information on the selected properties, which will
be used in subsequent computations. For example the output Property= NeedRadicalmeans that
the computation of the radical is needed because dim(V ((I + Jacn−δX (E)) ∩Q[U ]))) = δ.
7 As I is obtained by saturation,
∏l
i=1 fi does not belong to P and is thus invertible in Q[U, X ]P ; this implies the
equality of these ideals.
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The specification of Algorithm CRITICAL, detailed in Section 7, is the following.
Algorithm CRITICAL
• Input: E,G,GΠ , δ,U, X as in Algorithm PREPROCESSING
• Output: Gc, Gsing and Property such that
. Gc and Gsing are reduced Gro¨bner bases for <U
. if Property=Minimal, then WD = W∞ ∪ V (〈Gc〉) ∪ V (〈Gsing〉) ∪ WF is the minimal
discriminant variety of C w.r.t. ΠU (Corollary 2).
. if Property=PartialLarge, then W∞ ∪ Wsd ∪ V (〈Gc〉) ∪ V (〈Gsing〉) ∪ WF has dimension
< δ and is a discriminant variety of C w.r.t. ΠU (Corollary 1).
. if Property=NeedRadical, thenW∞∪Wsd ∪V (〈Gc〉)∪V (〈Gsing〉)∪WF is not a discriminant
variety of C w.r.t. ΠU (if I = 〈G〉, dim(V ((I + Jacn−δX (E)) ∩Q[U ]))) ≥ δ).
3.3. The CORE algorithm
From Algorithms PREPROCESSING and PROPERNESSDEFECTS one knows how to compute
W∞ and WF . Let us explore how to manage the remaining computation by using the output of
Algorithm CRITICAL. If I denotes any ideal such that V (I ) = C, then:
A if dim(V ((I + Jacn−δX (E)) ∩Q[U ])) < δ (if Property6=NeedRadical) two cases may occur:
1 if Property=Minimal, i.e. if #E = n − δ (which means that if I is generated by n − δ
polynomials), one has Wsd = ∅ and Algorithm CRITICAL computes Wc and Wsing
(Corollary 2) and possibly some other unimportant components embedded in W∞.
2 if Property6=PartialLarge, i.e. if #E 6= n − δ (which means that 〈E〉 is not known to be
generated by n − δ polynomials), then Algorithm CRITICAL computes not only Wc and
Wsing, but also other components of dimension < δ which are included in Wsd or not
(Corollary 1). Depending on what is asked by the user,
a if the points ofWsd do not play any role in the application under consideration, one may
stop the computation,
b if a discriminant variety is required, one has to compute Wsd;
c if the minimal discriminant variety is required, some embedded primary components
may have to be removed (Corollary 1), for example by replacing I by its radical; as Wsd
is also needed in this case, one has to compute a radical equidimensional decomposition
and to call the algorithms on each component.
B if dim(V ((I + Jacn−δX (I )) ∩ Q[U ])) = δ (i.e. Property=NeedRadical), i.e. if dim(V ((I +
Jacn−δX (I )) ∩ Q[U ])) = δ, then one needs to replace the primary components Qi ⊂ I ,
i = 1 . . . i1 by their radical and perform again these tests and computations.
The situations [A-1] and [A-2-a] cover most systems coming from applications and do not
require performing any decomposition of I . Since these cases can be detected or checked
dynamically, our strategy consists in betting that we are in one of these situations. This requires,
in particular, extraneous information from the user (especially for the case [A-2-a]). We thus
decompose the general algorithm into two algorithms. The first one, named CORE (detailed in
Section 7), runs straightforwardly Algorithms PREPROCESSING, PROPERNESSDEFECTS and
CRITICAL, independently from the requests of the user. It has the following specification.
Algorithm CORE
• Input: E,F,U, X
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• Output: G,GΠ ,GD,1, . . . ,GD,k and Property such that
. G is a reduced Gro¨bner basis for <U,X where <U and <X are degree reverse lexicographic
orderings;
. (GD,i )i=1...k and GΠ are Gro¨bner bases for <U ;
. if Property=Minimal, then ∪ki=1V (〈GD,i 〉) is the minimal discriminant variety of C w.r.t.
ΠU ;
. if Property=PartialLarge, thenWsd∪ki=1 V (〈GD,i 〉) is a discriminant variety of C w.r.t. ΠU ,
which has the same components of dimension δ, if any, as the minimal one;
. if Property=NeedRadical, thenWsd∪Wc∪Wsing∪ki=1V (〈GD,i 〉) is the minimal discriminant
variety of C w.r.t. ΠU .
In short, the algorithm CORE fully solves the problem in situations [A-1] and [A-2-
a] and returns a comprehensive message (Property=PartialLarge or Property=NeedRadical)
otherwise.
The general algorithm, called DISCVAR, will first run the Algorithm CORE and, if necessary
(situations [A-2-b], [A-2-c] of [B]), will decompose I and do subsequent computations. It is
important to remark that some parts of the discriminant variety are definitively known after
running CORE: this is the case for W∞ ∪ WF and, sometimes, for W∞ ∪ WF ∪ Wc ∪ Wsing
(note that Wsd is always missing when Property6=Minimal).
3.4. The general algorithm
In this section, we describe a general algorithm which computes a discriminant variety in any
case. The global strategy consists in first running Algorithm CORE described in the previous
subsection. Then it uses the user request (minimality or not of the discriminant variety, need
or not of the components of small dimension) and the returned message (Property) to decide
whether the output is sufficient, which is almost always the case for the problems coming from
applications. If not, it proceeds after decomposing the ideal I (at least partially).
The situations where Algorithm CORE is not sufficient are fully described by Corollaries 1
and 2. To continue the computation, one needs to compute the radical for some of the primary
components: those of dimension δ which do not contain any polynomial of Q[U ]) and/or the
projection of the components of dimension < δ. This may obviously be done using classical
algorithms such as those described in Becker and Weispfenning (1993) (primary decomposition
and/or computation of the radical of an ideal). In fact the primary decomposition is not
needed, as a radical equidimensional decomposition (i.e. the decomposition of the radical as
an intersection of equidimensional ideals) is always sufficient. For this the decomposition into
regular and separable triangular sets (Aubry et al., 1999) seems at present to be the most efficient
implemented method.
Most existing algorithms for computing decompositions can be optimized in our case. For
example, the knowledge of an ideal defining W∞ may easily be used to optimize the algorithms
of Gianni et al. (1988) by performing the saturations differently; the computation of the Jacobian
criterion in CORE can also be reused for algorithms like those of Eisenbud et al. (1992). We do
not detail such optimizations here, but prefer to point out the amount of extraneous work which
is needed when decomposing the ideal is required.
In order to keep the description of the algorithms simple, we suppose that we dispose of an
algorithm for equidimensional, radical and irredundant decompositions, defined below (the set of
the minimal primes of an ideal is such a decomposition, but it is usually too fine for our purpose).
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Definition 3. Given an ideal I , a radical equidimensional decomposition of I is a finite set of
equidimensional radical ideals Qi , i = 1, . . . ,m, such that
√
I =⋂mi=1 Ii . The decomposition is
irredundant if none of the Ii is contained in an associated prime of another one, or equivalently
if none of the V (Ii ) contains any component of another one.
We now describe how the minimal discriminant variety may be computed from a radical
equidimensional decomposition.
Proposition 4. Using Notation 1, let
√〈E〉 = ⋂mi=1 Ii be a radical equidimensional
decomposition of 〈E〉. Then⋂mi=1(Ii : (∏li=1 fi )∞) is a radical equidimensional decomposition
of 〈E〉: (∏li=1 fi )∞. If the former is irredundant, the same becomes true for the latter, after
removing the components which are equal to the full ring.
In other words, it is equivalent to decomposing 〈E〉 or the ideal I which is produced by
Algorithm PREPROCESSING.
Proof. This is an immediate consequence of the standard properties of the saturation of ideals,
which commutes with intersections and radical computation. 
Proposition 5. Using the notation of Algorithm PREPROCESSING, let
⋂m
i=1 Ii be a radical
equidimensional decomposition of I . We suppose that it is irredundant in dimension δ, which
means that the components Ii of dimension δ do not share any irreducible component. We
denote by I (i)Π , W
(i)
F , . . . the objects (ideals and varieties, not Gro¨bner bases) associated with
Ii as introduced in the specifications of Algorithms PREPROCESSING, PROPERNESSDEFECTS,
CRITICAL and CORE. We have:
• √IΠ =
⋂m
i=1 I
(i)
Π and ΠU (V (I )) = V (IΠ ) =
⋃m
i=1 V (I
(i)
Π ).
• √IF =
⋂m
i=1
√
I (i)F and WF = V (IF ) =
⋃m
i=1 W
(i)
F .
• W∞ =⋃mi=1 W (i)∞ and W (i)∞ = V (I (i)Π ) if and only if dim(Ii ) > dim(I (i)Π ).
• Wsd is included in the union of those of the V (I (i)Π ) such that dim(Ii ) < δ; the inclusion
becomes an equality if the decomposition is irredundant.
• Let J ⊂ {1, . . . ,m} be the set of indices i such that dim(Ii ) = dim(I (i)Π ) = δ. Then
Wc = W ′ ∪⋃i∈J V ((Ii + Jacn−δX (Ii )) ∩ Q[U ]) ∪⋃i, j∈J,i 6= j V ((Ii + I j ) ∩ Q[U ]) where
W ′ ⊂ W∞ ∪Wsd.
• If δ < d then Wsing = W ′′ ∪ ⋃i∈J V (I (i)Π ∪ Jacd−δU (I (i)Π )) ∪ ⋃i, j∈J,i 6= j V (Ki, j ) where
W ′′ ⊂ W∞ ∪ Wsd and Ki, j is the intersection of the radical equidimensional components
of dimension < δ of I (i)Π + I ( j)Π .
Proof. As I (i)Π = Ii ∩Q[U ], the first item is an immediate consequence of the commutativity of
the intersection. Similarly, I (i)F = (Ii +F)∩Q[U ] and the second item results from the identity√
I + K ⋂√J + K = √(I ∩ J )+ K .
The first part of the third item results immediately from the definitions. If W∞ =
V (I (i)Π ), then almost all fibers of the projection have a positive dimension, which implies the
inequality between the dimensions. Conversely, the inequality implies that one of the irreducible
components of V (Ii ) has a dimension higher than that of I
(i)
Π ; by equidimensionality, this is true
for all the components, and implies that for almost any point of any component of V (I (i)Π ) the
fiber of the projection is infinite, and thus that this component is included in W (i)∞ .
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The assertions concerning Wsd result immediately from the definitions.
For Wc and Wsing, we can ignore the points which belong to ΠU (V (Ii )) for i 6∈ J , since
they belong to W∞ ∪ Wsd. If a point belongs to one unique V (Ii ), i ∈ J , it is a generalized
critical point (i.e. it is critical or singular) for ΠU if and only if it belongs to V (Ii + Jacn−δU (Ii )).
If a point belongs to several V (Ii ), it belongs to the singular locus of V (I ), which proves the
assertion concerning Wc.
Finally, a point which does not belong toW∞∪Wsd belongs to the singular locus ofΠU (V (I )),
either if it is a singular point of some V (I (i)Π ), or if it belongs to two different irreducible
components of ΠU (V (I )) . If these components belong to the same V (I
(i)
Π ), the point belongs to
the singular locus of V (I (i)Π ); thus we may suppose that it belongs to V (I
(i)
Π ) and V (I
( j)
Π ) with
j 6= i ; we may also suppose that it is not contained in any common component of V (I (i)Π ) and
V (I ( j)Π ) (if that was the case, the point would belong to the singular locuses of both V (I
(i)
Π ) and
V (I ( j)Π )). Consequently, it does not belong to the union of the components of dimension δ of
V (I (i)Π + I ( j)Π ) and therefore belongs to V (Ki, j ). Conversely, it is immediate that the points of
V (Ki, j ) belong to the singular locus of ΠU (V (I )). 
Proposition 5 allows us to complete the algorithm to compute the discriminant variety.
For this purpose we call DECOMPOSE a procedure which computes a radical equidimensional
decomposition of an ideal. As removing redundancies is costly and not always implemented
in practice, we make a case distinction depending on the irredundancy of the output of
DECOMPOSE. It should be pointed out that we may suppose that the output of DECOMPOSE is
irredundant only in dimension δ, a condition which is much less costly to verify if triangular sets
are used to decompose. We suppose also that the ideals output by DECOMPOSE are represented
by Gro¨bner bases, but, for conciseness, we describe the operations done on this output as ideal
operations. The specification of the global algorithm (detailed in Section 7) is the following:
Algorithm DISCRVAR
• Input:
. E,F,U, X as in the preceding algorithms.
. Request, which may be set to NeedMinimal if a minimal discriminant variety is requested,
NeedSmallDim if a discriminant variety is requested and Partial if one allows Wsd to be
incomplete.
• Output: GD,1, . . . ,GD,k , Property such that
. GD,i , i = 1, . . . , k are Gro¨bner bases for <U,X
. if Request=NeedMinimal, then⋃ki=1 V (〈GD,i 〉) has to be the minimal discriminant variety
of C w.r.t. ΠU .
. if Request=NeedSmallDim, then ⋃ki=1 V (〈GD,i 〉) has to be a (not necessarily minimal)
discriminant variety of C w.r.t. ΠU ;
. if Request=Partial, then it suffices that Wsd ∪⋃ki=1 V (〈GD,i 〉) is a discriminant variety of
C w.r.t. ΠU .
. Propertymay take the same values as Request, indicating possibly that a stronger result than
asked for has been obtained (for example the user may ask for a non-minimal discriminant
variety and receive the minimal one).
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4. The real case
In this section, we show how our algorithms related to the complex problem (C = {x ∈
Cn, p1(x) = 0, . . . , ps(x) = 0, f1(x) 6= 0, . . . fl(x) 6= 0}) are useful for the real problem
S = {x ∈ Rn, p1(x) = 0, . . . , ps(x) = 0, f1(x) > 0, . . . fl(x) > 0}. In fact, everything we
have presented so far was introduced to solve this real problem, which, in our opinion, may not
be solved efficiently by purely real methods.
This opinion is mainly motivated by the following remarks which make impossible to define
a notion of real discriminant variety which works in all cases.
Firstly, the topological closure of ΠU (S) may differ from its Zariski closure. A very simple
example of this is provided by the system S = {(u, x) ∈ R2, ux − 1 = 0, u > 0}: the closure of
ΠU (S) for the usual topology is {u, u ≥ 0}, which is not Zariski closed.
Secondly, it may happen that the set of the real critical values is a real irreducible curve
having several branches, some of them corresponding to real critical points while others are the
real projections of pairs of complex conjugate critical points. Such a behavior is far from rare;
it has been encountered, for example, in an application in statistics (Lazard, 2004). In such a
situation, one would expect that the minimal real discriminant variety would not contain the real
projection of the non-real branches, i.e. it would be not an algebraic set but a semi-algebraic set.
Finally the Whitney umbrella S = {(u, x1, x2) ∈ R3, ux21 − x22 = 0} has no real discriminant
variety: The projection on the u axis is an analytic covering for u < 0 while it is not for u > 0,
the real fibers being infinite.
Thus the real object which could be an analog of a discriminant variety should be a semi-
algebraic set, not necessarily an algebraic one. Such an object would be too difficult to compute
directly to be of practical help. Thus we do not try to define it precisely and prefer to show
that the (complex) discriminant variety may do the job in most practical cases, as shown by the
following proposition.
Proposition 6. Let S and C be defined as above and W ⊂ Cd be a discriminant variety of C
w.r.t. ΠU . If W 6= ΠU (C), then (ΠU (C) \W )∩Rd has a finite number of connected components
which are real analytic manifolds; if U is such a component, the number of points of S over U is
constant and (Π−1U (U) ∩ S,ΠU ) is a real analytic covering of S if Π−1U (U) ∩ S is not empty.
Proof. (ΠU (C) \ W ) ∩ Rd has a finite number of connected components because it is a semi-
algebraic set (defined by equations and inequations). These components are manifolds because
a connected component of the intersection with the reals of a complex analytic manifold is
a real analytic manifold. Finally, if U ⊂ Rd is one of these connected components, as
(Π−1U (U) ∩ S,ΠU ) is an analytic covering of U and S ⊂ C, then either Π−1U (U) ∩ S = ∅
or (Π−1U (U)∩ S,ΠU ) is an analytic covering of U . In particular, the number of real roots of S is
constant over U . 
Thus the intersection with Rd of a discriminant variety of C is rather close to what should
be a real discriminant variety of S: It satisfies the last two items of Definition 1 if we follow
the convention that the empty set is a covering. The only cases where it is of no help to study
S is when W ⊃ ΠU (S). Even in this case, if W 6= ΠU (C), it may be possible to go further by
adding the equations of W to the definition of S and computing a discriminant variety of the
corresponding new C. We will see below how to proceed for testing this case in practice.
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Final computation in the real case
In the complex case, the complement of a discriminant variety is usually connected, at least
if ΠU (C) is connected, which is the common case to which one may always reduce the problem,
through a decomposition of this variety. Therefore to count the solutions outside the discriminant
variety it suffices to choose randomly a point u and to solve the zero-dimensional resulting
system. To use iterative methods, like homotopy methods, it suffices to start from any value
u and insure that the discriminant variety is not crossed. Thus there is no specific problem for the
“second phase” of the introduction.
On the other hand, in the real case, the usual situation is that the complement (restricted to the
real points) of the discriminant variety has several connected components where the numbers of
roots are not the same.
It follows that the computation of the discriminant variety has to be completed with some
information on these connected components.
Using one point per connected component
The lowest level of information which may be useful consists in providing at least one
sample point in each connected components. Algorithms for this, which have a good theoretical
complexity and are efficient in practice, may be found in Safey El Din and Schost (2003, 2004).
With the output of such an algorithm, the various possibilities for the number of solutions may
be obtained by solving every zero-dimensional system obtained by specializing S at the sample
points produced by these algorithms. If this number is always zero, we know that W ⊃ ΠU (S)
and we have to restart the computation with the equations of the discriminant variety added to E .
The sample points computed by the above algorithms are computed as the zeros of some zero-
dimensional systems. Thus they are usually not rational and are output as rational approximations
or a floating point approximations (this is essentially the same thing, a floating point number
being a rational number). In the case where ΠU (C) = Cd (i.e. δ = d), there is no problem, as the
approximation of a sample point is still a sample point, belonging to the same open component,
if the approximation is accurate enough. Moreover, the computation of the sample points is
easier than in the general case: by enlarging, if needed, the discriminant variety we may suppose
that it is a hypersurface, and there are specific efficient algorithms for finding one point in each
connected component of the complement of a hypersurface.
However, if δ < d , the approximation of a point of ΠU (C) need not belong to ΠU (C). This
makes it impossible to solve the specialized systems directly, but this difficulty may be overcome
by the computation of another discriminant variety, which we describe now.
If δ < d , there exists a projection fromCd toCδ such that the projection of every component
of dimension δ of ΠU (C) has the same dimension δ. In fact, almost all projections have this
property, and usually it suffices to project by eliminating a subset of the variables. If this is
not the case, one has to do a random linear change of coordinates in order that the projection
eliminating the last d − δ variables becomes convenient. One may test easily whether a given
projection is convenient by testing whether the degree of the fiber at a random point is equal to
the degree of ΠU (C).
Now, let Π ′U ′ be this projection and W
′ a discriminant variety of ΠU (C) \ W w.r.t. to it. It is
clear from the definitions and the choices we have made that we have at least one point in each
connected component of (ΠU (C) \ W ) ∩Rd by taking one point in each connected component
of Rδ \ W ′ and, for each such point u′, computing Π ′U ′−1(u′) ∩ ΠU (C) ∩Rd . Then one solves
the zero-dimensional system obtained by specializing S at u′; the U coordinates give the points
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of Π ′U ′
−1
(u′) ∩ ΠU (C) ∩Rd and one deduces easily the number of solutions over each of these
points. One has to solve also the zero-dimensional systems obtained by specializing at u′ the
equations of ΠU (C) in order to detect the real points of Π ′U ′−1(u′) ∩ ΠU (C) which are not the
projections of a real point of C.
Thus in any case, the various possibilities for the number of solutions may be computed by
solving a finite number of zero-dimensional systems with rational coefficients.
Open CAD
In many applications, especially if one wants to use homotopy methods to follow the solutions
along a path, one needs a better description of the connected components than “at least one point
in each of them”. If d = 2 (and partially if d = 3), a drawing is usually the best description of
these components (see below and also Lazard (2004)). In general, the best that the state of the
art can do is to provide a set of disjoint cells (i.e. semi-algebraic sets isomorphic to Rδ), each
contained in some connected component and such that each connected component has the same
closure as the union of the cells it contains.
In the case d = δ, such a set of cells may be obtained (with a rational sample point in each of
them) by taking the open cells of a cylindrical decomposition compatible with the equations of
ΠU (C). It is clear that the Collins CAD (Collins, 1975) computes much more than is needed for
that purpose.
Therefore the strategy proposed in Corvez and Rouillier (2003), called Open CAD, is much
more efficient in several respects. For completeness, we describe it very briefly, without any detail
because this is beyond our scope, devoted to discriminant variety. However, it is worthwhile to
notice that Open CAD may be viewed as an application of the theory of the discriminant variety.
Collins CAD has a projection phase and a reconstruction phase. In the projection phase, one
starts from a set of polynomials in d variables and one computes a set of polynomials in d − 1
variables which contains all the coefficients of the powers of the eliminated variable, all the dis-
criminants and all pairwise resultants w.r.t. this variable, and also all corresponding subresultants;
it contains also the discriminants, resultants and subresultants obtained by replacing by zero one
or several of the leading coefficients of the polynomials. As we are not interested in what hap-
pens on the cells of lower dimension, it suffices to take the discriminant variety of the product of
the polynomials w.r.t. to the same projection, which consists only of the leading coefficients, the
pairwise resultants and the discriminants. This is clearly a dramatic improvement.
In the reconstruction phase, one starts from the cells and the sample points inRd−1 (obtained
recursively). The choice of the projection set of polynomials insures that above a given cell the
zeros of the product of the polynomials in d variables form a finite number of smooth sheets
which do not intersect (cover property), decomposing into cells the cylinder above the cell in
Rd−1. Then the sample points are obtained by specializing the polynomials in d variables at the
sample point inRd−1: they are the roots of the resulting univariate polynomials and one rational
point in each interval they define. In our case we need only the rational points, which leads to a
second dramatic improvement: far fewer cells and no computation with algebraic numbers.
In the case δ < d , the use of a second projection Π ′U ′ allows us, as above, to reduce to an
Open CAD in dimension δ.
Remark 3. In this section we have described how to treat the generic solutions (i.e. outside a
discriminant variety). One may remark that the non-generic solutions lie on S = S ∩ Π−1U (W )
(or C = C ∩ Π−1U (W ) in the complex case) which can theoretically be solved using the same
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Fig. 1.
process. We do not study here in detail such a recursive use of our algorithms for two reasons.
The first one is that it is not useful in most applications. But the main one it that a lot of work is
still needed to get an algorithm which is sufficiently efficient in practice.
Remark 4. It is interesting to note that the ubiquity of the notion of discriminant variety appears
clearly in this section: We have used it to reduce the problem to a situation where the complement
of the discriminant variety is open, to define the open CAD, and to recursively treat what occurs
above the discriminant variety.
5. Examples
In this section we revisit some applications already solved by ad hoc computations. The goal
is to illustrate, on non-trivial and practical examples, how to solve efficiently some problems
dealing with parametric systems by using our algorithms as black boxes. We have chosen some
problems which are difficult for previous methods, but not too difficult, in order that the solutions
may easily be computed by the reader with publicly available software. In both applications we
present, the goal is to compute the number of real roots of a parametric systemw.r.t. the parameter
values.
In both applications the whole computation may be done in a few seconds on a standard
laptop, while we do not know of any other method which gives a similar result in an admissible
amount of computation time. This short computation time has allowed us to use these examples
as real-time demos in several talks presenting the notion of discriminant variety.
5.1. Cuspidal manipulators
We revisit here a computation which has been done previously by an ad hoc method (Corvez
and Rouillier, 2003). An extension of this problem (with one more variable) can be found in
Corvez (2005). The goal was to compute a classification of the 3-revolute-jointed manipulators
(see Fig. 1) based on their cuspidal behavior. This behavior relies on the ability to change posture
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without meeting a singularity. This is equivalent to the existence of a triple root for a polynomial
of degree 4, which depends on the parameters of the manipulator and on the Cartesian coordinates
of the effector. In this problem, the parameters of the manipulator are the parameters and the
coordinates of the effector are the unknowns, which are subject to the constraint (inequalities) of
lying inside the workspace.
The parameters of a cuspidal robot are the three lengths d4, d3 and r2 (thus positive) and
the unknowns are the coordinates x, y, z of the effector and the unknown t = tan(θ1)/2 of the
polynomial of degree 4. As the problem is invariant by a rotation around the z-axis, we may
suppose y = 0 or equivalently replace x and y by r = √x2 + y2. As in Corvez and Rouillier
(2003), we consider here the case d2 = 0, the general case being considered in Corvez (2005).
The equations and inequalities of the problem are
P(t) = at4 + bt3 + ct2 + dt + e = 0, ∂P
∂t
= 0, ∂
2P
∂t2
= 0,
d4 > 0, d3 > 0, r2 > 0
with

a = m5 − m2 + m0
b = −2m3 + 2m1
c = −2m5 + 4m4 + 2m0
d = 2m3 + 2m1
e = m5 + m2 + m0
, and

m0 = −r2 + r22 + (R+1−L)
2
4
m1 = 2r2d4 + (L − R − 1)d4r2
m2 = (L − R − 1)d4d3
m3 = 2r2d3d24
m4 = d24 (r22 + 1)
m5 = d24d23
r2 = x2 + y2
R = r2 + z2
L = d24 + d23 + r22 .
In Corvez and Rouillier (2003), the authors used a particular change of variables and an ad
hoc method based on decompositions into triangular sets to compute a discriminant variety. The
final decomposition of the parameter’s space was obtained using an open cylindrical algebraic
decomposition (Corvez and Rouillier, 2003). Let us show how the method of the present paper
allows us to solve the problem automatically. The example is interesting because of the difficulty
of the computation of the equidimensional decomposition of the system, which, if possible in
practice, would need a lot more computational time than the whole computation that we describe
now, which needs only a few seconds on a standard laptop.
We take E = {P, ∂P
∂t ,
∂2P
∂t2 }, F = {d4, d3, r2}, U = [d4, d3, r2] and X = [t, z, r ]. The system
has dimension 4 but the only component of dimension 4 is embedded in V (d4) ⊂ WF . Thus
Algorithm PREPROCESSING does not need to compute GE,TF or to call itself recursively. Its
output is:
• δ = 3;
• G, the Gro¨bner basis of E for <U,X ;
• GΠ = {};
• GF = {d4} ∪ {d3} ∪ {r2}.
As in most situations, W∞ is easy to compute. On this example, Algorithm PROPERNESSDE-
FECTS returns:
• G∞4 = {1},G∞5 = {r2d4 − d3r2 + r32d4},G∞6 = {1}.
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Since 〈E〉 + Jacn−dX (E) has dimension < d and since the system has 3 equations and depends
on three parameters, then WD = ∪6i=4V (G∞i ) ∪ V ((〈E〉 + Jacn−dX (E)) ∩Q[U ]). The output of
Algorithm CRITICAL is:
• Property=Minimal.
• Gsing = {}.
• Gcrit = {−d24 + r22 + d23 , d24r62 − d44r42 + 2d24r42 + 3d24d23r42 − 2d44r22 + d24r22 − 2d44d23r22 +
3d24d
4
3r
2
2 − d23r22 − d44d43 + d24d23 + d24d63 − 2d24d43 − d44 + 2d44d23 , r82 + 2d23r62 + 2r62 − 2d24r62 +
d44r
4
2 − 4d24r42 − 2d23r42 − 2d24d23r42 + r42 + d43r42 − 2d24r22 + 2d44r22 + 2d24d23r22 + d44 , d23r22 −
d24 + 2d24d3 + d23 − d24d23 − 2d33 + d43 , d23r22 − d24 − 2d24d3 + d23 − d24d23 + 2d33 + d43 }.
Therefore, Algorithm DISCRVAR computes the minimal discriminant variety without any ideal
decomposition and only two Gro¨bner basis computations are needed, for the block ordering<U,X
(G and Gcrit). Removing the polynomials without real roots, our algorithm gives exactly the same
result as the one obtained in Corvez and Rouillier (2003). As in Corvez and Rouillier (2003), one
can easily complete the computation by an open CAD and an algorithm for computing the real
roots of a zero-dimensional system. The projection (obtained after the first CAD projection step)
of the discriminant variety on the space (d3, r2) is drawn in Fig. 2.
Over each open cell (labelled by a pair of integers), there are exactly six sheets of the
discriminant variety, and the following table gives the number of solutions found at a sample
point in each of the cells delimited by these sheets (this number is obtained by solving the
corresponding zero-dimensional systems):
(d3, r2) \ d4 1 2 3 4 5 6 7
(1,1) 0 0 4 4 2 0 0
(1,2) 0 4 4 4 2 0 0
(1,3) 0 4 4 4 2 0 0
(1,4) 0 4 4 2 2 0 0
(1,5) 0 4 4 2 0 0 0
(2,1) 0 0 4 4 2 2 0
(2,2) 0 4 4 4 2 2 0
(2,3) 0 4 4 4 2 2 0
(2,4) 0 4 4 2 2 2 0
(3,1) 0 4 4 4 2 2 4
(3,2) 0 4 4 4 2 2 4
(3,3) 0 4 4 2 2 2 4
(4,1) 0 4 4 4 2 2 4
(4,2) 0 4 4 2 2 2 4
(5,1) 0 4 4 2 2 2 4
We may consider that the problem is completely solved, even if no precise information is
known for parameter values that belong to the discriminant variety: it will anyway be impossible
to construct, in practice, a robot whose parameters belong to a strict closed subset of the
parameter’s space.
5.2. Equi-Cevaline points on triangles
The problem proposed in Yang and Zeng (2000) has been already solved by the authors of
this paper, partially by “hand”. In their article, they asked for a general solver which would be
able to produce their results automatically. In Lazard (2001), one of us gave a complete answer
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Fig. 2. Partition of the parameter space (d3, r2).
and showed how to design a solver to automate finding it. We show now that our algorithm is
such a solver.
The goal is to study the points P of R2 where the three lines passing through P and each of
the three vertices of a given triangle intersect the triangle in three segments of same length. In
the resulting system, the parameters a, b, c represent the lengths of the sides of a triangle ABC ,
l is the common length of the segments and x, y, z are the barycentric coordinates of P:
p1 := (c2 − l2)y2 + (b2 − l2)z2 + (b2 + c2 − a2 − 2l2)yz = 0;
p2 := (a2 − l2)z2 + (c2 − l2)x2 + (c2 + a2 − b2 − 2l2)zx = 0;
p3 := (b2 − l2)x2 + (a2 − l2)y2 + (a2 + b2 − c2 − 2l2)xy = 0;
f1 := x + y + z − 1 = 0;
After substituting x by 1 − y − z, the input of our algorithms is E = {p1, p2, p3}, F =
{a, b, c, a + b − c, b + c − a, c + a − b} (the conditions asserting that the triangle exists),
X = [y, z, l] and U = [a, b, c]. In Lazard (2001), the author defines, in fact, a discriminant
variety determined by the conditions of non-degeneracy of the triangle) and 10 polynomials.
As in the previous application, there is no need for a recursive call of PREPROCESSING, WF is
clearly defined byF , andWsing andWsd are empty. Thus it only remains to computeW∞ andWc.
Our algorithm computes easilyW∞ = V (abc(a+c−b)(a+c+b)(b+a−c)(a−b−c)), which
corresponds exactly to the degeneracy of the triangle. ThenWc is computed in a few seconds and
is defined by a unique polynomial whose 16 irreducible factors (some of them with multiplicity
two) are
{a, b, c, a − b, a + b, a − c, a + c, c + b, c − b, a4 + b4 + c4 − a2b2 − b2c2 − a2c2,
3a4 + 3b4 − 5c4 − 6a2b2 + 2b2c2 + 2a2c2, 3a4 − 5b4 + 3c4 + 2a2b2 + 2b2c2 − 6a2c2,
5a4 − 3b4 − 3c4 − 2a2b2 + 6b2c2 − 2a2c2, a4 + b4 + 5c4 − 2a2c2 − 2b2c2 − 2a2b2,
a4 + 5b4 + c4 − 2a2c2 − 2b2c2 − 2a2b2, 5a4 + b4 + c4 − 2a2c2 − 2b2c2 − 2a2b2}.
By removing the 6 polynomials which have no real zero with a, b and c positive, we obtain the
same 10 polynomials as in Lazard (2001). In other words, our algorithm is an automatic method
for solving the problem.
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It is interesting to note that in the connected components of the complement of this minimal
discriminant variety, not only is the number of solutions constant but so also is the position of the
corresponding points P with respect to the edges of the triangle. This fact that more qualitative
information than the number of solutions is obtained from the discriminant variety seems to be a
rather usual situation which may increase the usefulness of this notion.
6. Conclusion
In this article, we have defined the discriminant variety w.r.t. a given projection of a basic
constructible set C. This discriminant variety describes well the points where the projection is
not regular. We have shown that this object is optimal and easy to compute in most cases. For
real problems, this allows us to compute the number of solutions of a system as a function of the
parameters. This method has been shown to be efficient in terms of computation time (cuspidal
manipulators) as well as in terms of quality of the output (equi-Cevaline points on triangles).
There are several respects in which this work needs to be improved.
First of all, the discriminant variety is computed as a union of several varieties. It appears
that this output is usually redundant: W∞ is produced as a union of n − δ components, while
it is frequently equal to the one which corresponds to the lowest variable; the components of
C of dimension > δ are included in both Wc and W∞ (and also, very frequently, in WF ); if
d > δ, Wc and Wsing share a big component, frequently equal to Wc. It would save a lot of
computation time if one could avoid the computations needed to produce redundant components
and to recognize their redundancy. Also, Wc and especially Wsing are costly to compute because
of the high degree of the Jacobian determinants, so any method avoiding the Jacobian criterion
or decreasing the cost of its computation would be interesting. In summary we need other ways
to compute a discriminant variety, which produce a better decomposition as output. A first result
in this direction appears in Lazard (2006).
In the same way, it appears that the discriminant variety of Π−1U (WD)∩C may be needed, and
that its computation may take strong advantage of the computation done for WD . This needs to
be made more explicit.
Another direction should be to estimate the complexity of our algorithm. As there exist some
algorithms with known complexity which compute a discriminant variety (see Grigoriev and
Vorobjov (2000) for example), we already know that the degree of the minimal discriminant
variety is simply exponential in the number of variables. We also know that the running time of
our algorithm is simply exponential in the number of variables, at least for well-behaved systems,
when using the Gro¨bner engine proposed in Grigoriev and Vorobjov (2000). These bounds have
been improved recently in Moroz (2006) for systems such that s = n and whose specializations
are zero-dimensional and radical for almost all the parameters. To be precise, G. Moroz showed
that the minimal discriminant variety has degree D = (n−d+l)k(n−d+1) and that its computation
consumes σO(1)DO(n) bit operations, σ (resp. k) being the bit-size of the coefficients (resp. the
degree of the polynomials) appearing in the input. The goal is now to get precise bounds with
fewer assumptions.
When the number of parameters increases, the critical step of our algorithm becomes the
computation of the connected components of the complement of the discriminant variety. Some
progress has been made recently in computing at least one point in each connected component
(Safey El Din and Schost, 2003, 2004), but if one needs more information, the only available
practical algorithm is the open CAD, which has a doubly exponential complexity (lower bound)
in the number of parameters. Despite the fact that it is a dramatic improvement with respect to
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the use of the CAD to compute a discriminant variety (doubly exponential in the total number of
variables), it remains a challenge to get a singly exponential algorithm for the whole computation
needed by the resolution of a parametric system.
We have already addressed the problem of computing equidimensional and radical
decompositions for solving the general case. Such a decomposition is needed in some cases
to compute the minimal discriminant variety. It is also needed to remove redundancies in the
discriminant variety. Our experience shows that, when such a decomposition is needed, it is
usually the most costly step, frequently preventing the completion of the computation. Thus, it
is another challenge to design new algorithms for decomposition which are much more efficient,
especially for the partial decomposition we need.
Finally, we have to extend the class of problems which may be solved by computing the
discriminant variety. For example, by choosing conveniently the set of U -variables and applying
recursively our algorithm to S ∩ Π−1U (WD), one may obtain a decomposition of S into smooth
equidimensional semi-algebraic sets. By refining this decomposition one may deduce a cell
decomposition of S (decomposition into semi-algebraic sets isomorphic to some Ri ). The
knowledge of the neighborhood relation between these cells would imply a complete description
of the topology of S. In our opinion, one of the main challenges of our field is designing
an algorithm to do this, which would be practically efficient and have a simply exponential
asymptotic complexity (the two goals are far from being equivalent). We are still far from this
objective for several reasons, mainly because of the use of the CADwhich makes the computation
doubly exponential in the dimension d of S.
7. Algorithms
Algorithm PREPROCESSING
• Input: E,F,U, X
• Output: δ and G,GΠ ,GF such that
. G is a reduced Gro¨bner basis for <U,X such that C ∩ Π−1U (ΠU (C) \ WF ) = V (〈G〉) ∩
Π−1U (ΠU (C) \WF );
. GΠ ,GF are reduced Gro¨bner bases for <U such that V (〈GΠ 〉) = ΠU (C) and V (〈GF 〉)
= WF ;
• Begin
. Compute GE the reduced Gro¨bner basis of E for <U,X
. Extract GE,U = GE ∩Q[U ]
. Compute dE,U , the dimension of GE,U
. Compute GE∩F , the reduced Gro¨bner basis of E ∪ {
∏s
i=1 fi } for <U,X
. if (GE∩F = GE ) then return (δ = −1, G = {1}, GΠ = {1}, GF = {1})
. else
Extract GE∩F ,U = GE∩F ∩Q[U ]
Compute dE∩F ,U , the dimension of GE∩F ,U
if (dE,U = dE∩F ,U ) then
ComputeGE,TF , the reduced Gro¨bner basis of E∪{T (
∏l
i=1 fi )−1} for<T,(U,X)
Extract GE,F = GE,TF ∩Q[X,U ]
return(PREPROCESSING(GE,F ,F,U, X))
else return( δ = dE,U , G = GE , GΠ = GE,U , GF = GE∩F ,U )
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Algorithm PROPERNESSDEFECTS
• Input: GU,X , U , X where GU,X is a reduced Gro¨bner basis w.r.t. <U,X where <U and <X
are degree reverse lexicographic orderings;
• Output: G∞i , i = d + 1 . . . n such that
. G∞i is a Gro¨bner basis for <U
. W∞ = ∪n−di=0 V (G∞i )• Begin
. Set G∞i = GU,X ∩Q[U ] for i = d + 1, . . . , n
. for g ∈ GU,X
if ∃i ∈ [d + 1 . . . n] and ∃k ∈ N? such that LM<X (g) = X ki then G∞i =
G∞i ∪ {LC<X (g)}
. return (G∞i , d + 1 = 1, . . . , n)
Algorithm CRITICAL
• Input: E,G,GΠ , δ,U, X as in Algorithm PREPROCESSING
• Output: Gc, Gsing and Property such that
. Gc and Gsing are reduced Gro¨bner bases for <U
. if Property=Minimal, then WD = W∞ ∪ V (〈Gc〉) ∪ V (〈Gsing〉) ∪ WF is the minimal
discriminant variety of C w.r.t. ΠU (Corollary 2).
. if Property=PartialLarge, then W∞ ∪ Wsd ∪ V (〈Gc〉) ∪ V (〈Gsing〉) ∪ WF has dimension
< δ and is a discriminant variety of C w.r.t. ΠU (Corollary 1).
. if Property=NeedRadical, then W∞ ∪ Wsd ∪ V (〈Gc〉) ∪ V (〈Gsing〉) ∪ WF is not a discri-
minant variety of C w.r.t. ΠU (if I = 〈G〉, dim(V ((I + Jacn−δX (E)) ∩Q[U ]))) ≥ δ).• Begin
. Compute G jac, the reduced Gro¨bner basis of (〈G〉 ∪ {Jacn−δX (E)}) w.r.t. <U,X
. Extract Gc = G jac ∩Q[U ]
. If δ < d then compute Gsing, the reduced Gro¨bner basis of (〈GΠ 〉 ∪ {Jacd−δU (GΠ )}) w.r.t.
<U else set Gsing = {1}
. If dim(〈Gc〉) < δ then
if n − δ = ]E then return(Gc, Gsing, Minimal)
else return(Gc, Gsing, PartialLarge)
. else return(Gc,Gsing, NeedRadical)
Algorithm CORE
• Input: E,F,U, X
• Output: G,GΠ ,GD,1, . . . ,GD,k and Property such that
. G is a reduced Gro¨bner basis for <U,X where <U and <X are degree reverse lexicographic
orderings;
. (GD,i )i=1...k and IΠ are Gro¨bner bases for <U ;
. if Property=Minimal, then ∪ki=1V (〈GD,i 〉) is the minimal discriminant variety of C w.r.t.
ΠU ;
. if Property=PartialLarge, thenWsd∪ki=1 V (〈GD,i 〉) is a discriminant variety of C w.r.t. ΠU ,
which has the same components of dimension δ, if any, as the minimal one;
. if Property=NeedRadical, thenWsd∪Wc∪Wsing∪ki=1V (〈GD,i 〉) is the minimal discriminant
variety of C w.r.t. ΠU .
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• Begin
. δ,G,GΠ ,GF =PREPROCESSING(E,F,U, X )
. if (GΠ = {1}) then return(G, GΠ , δ,1,GΠ , Minimal)
. (G∞i )i=1...n−d =PROPERNESSDEFECTS(G, U , X )
. if G∞i = GΠ for some i in {1, . . . , n − d} then return(G, GΠ , δ,1,GΠ , Minimal)
. Gc,Gsing, Property=CRITICAL(E,G,GΠ , δ,U, X )
. if Property=NeedRadical, then
return(G,GΠ , δ, n − d + 1,GF , (G∞i )i=1...n−d , Property)
. else return(G,GΠ , δ, n − d + 3, IF , (G∞i )i=1...n−d , Gc,Gsing, Property)
Algorithm DISCRVAR
• Input:
. E,F,U, X as in the preceding algorithms
. Request, which may be set toMinimal if a minimal discriminant variety is requested, Large
if a discriminant variety suffices and PartialLarge if one allows Wsd to be incomplete.
• Output: GD,1, . . . ,GD,k , Property such that
. GD,i , i = 1, . . . , k, are Gro¨bner bases for <U,X
. if Request=Minimal, then⋃ki=1 V (〈GD,i 〉) has to be the minimal discriminant variety of C
w.r.t. ΠU .
. if Request=Large, then⋃ki=1 V (〈GD,i 〉) has to be a (not necessarily minimal) discriminant
variety of C w.r.t. ΠU ;
. if Request=PartialLarge, then it suffices that Wsd ∪ ⋃ki=1 V (〈GD,i 〉) is a discriminant
variety of C w.r.t. ΠU .
. Propertymay take the same values as Request, indicating possibly that a stronger result than
asked for has been obtained (for example the user may ask for a non-minimal discriminant
variety but receive the minimal one).
Begin
• G,GΠ , δ, k, (GD,i )i=1,...,k , Property=CORE(E,U, X )
• if Property = Minimal or Request=Property then return ((GD,i )i=1,...,k , Property )
• (Gi )i=1,...,m = DECOMPOSE(G)
• if Property = PartialLarge and Request=Large then
. GD = {GD,i , i = 1, . . . , k}
. for i = 1, . . . ,m do if dim(Gi ) < δ then
G(i)Π = Gi ∩Q[U ]
if dim(G(i)Π ) = dim(Gi ) then GD = GD ∪ {G(i)Π }
. return(ID , Large)
• ID = {GD,i , i = 1, . . . , n − d + 1} (at this stage we have V (GD) = W∞ ∪WF )
• for i = 1, . . . ,m do if dim(Gi ) 6 δ then
. G(i)Π = Gi ∩Q[U ]
. if dim(G(i)Π ) = dim(Gi ) < δ then GD = GD ∪ {G(i)Π }
. if dim(G(i)Π ) = dim(Gi ) = δ then GD = GD ∪ { CRITICAL(Gi ,Gi ,G(i)Π , δ,U, X )}• for i = 1, . . . ,m do for j = i + 1, . . . ,m do
. if δ = dim(Gi ) = dim(G j ) = dim(G(i)Π ) = dim(G( j)Π ) then
GD = GD ∪ {(Gi + G j ) ∩Q[U ]}
if δ < d and G(i)Π 6= G( j)Π then
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(Ki ′)i ′=1,...,m′ = DECOMPOSE (G(i)Π + G( j)Π )
for i ′ = 1, . . . ,m′ do if dim(Ki ′) < δ then GD = GD ∪ {Ki ′}• if DECOMPOSE provides a certified irredundant output
. then Property=Minimal
. else Property = Large
• return(GD , Property)
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