Non-archimedian norms and bounds  by Byers, V.
LINEAR ALGEBRA AND ITS APPLICATIONS 57 
Non-Archimedian Norms and Bounds 
V. BYERSt 
Sir George Willianzs University 
Montreal. Canada 
Communicated by Hans Schwerdtfeger 
Vector and matrix norms are widely used in convergence proofs of 
numerical analysis. In this connection A. S. Householder systematically 
exploits the association of norms with convex bodies (see [7]). Non- 
Archimedian normed spaces have been studied by I. S. Cohen, I. Fleischer, 
A. F. Monna, J.-P. Serre, T. A. Springer, and others. A generalization 
to certain topological spaces over a non-Archimedian valuated field has 
been achieved through the concept of K-convexity introduced by Monna 
[15] (see [22]). The aim of this paper is the application of iterative 
methods of numerical analysis to the solution of systems of linear equations 
over p-adic fields. The investigation, however, is carried out in greater 
generality than is needed for this purpose. 
Unless otherwise indicated, the terminology and notation of [l], [2], 
[3], and [7] will be used throughout. K will always stand for a field with 
a rank one valuation, and W, = {/cc / c( E K*} for the value group of K. 
A non-Archimedian (n.a.) valuation will be described as dense if W, is 
dense in R+. When K is n.a., R = {a E K / ICC < l} will denote the valua- 
tion ring of K. E will stand for a vector space over K. If E is normed, 
WE = N4 10 z x E E} will be called the value set of the norm on E. 
Km and K, will denote, respectively, the space of nz-dimensional column 
vectors and the algebra of m x m matrices over K. The transpose of the 
vector x and the matrix A will be designated by x’ and A’, respectively. 
7 This paper is part of the author’s Ph. D. thesis accepted by McGill University 
in 1967. The author wishes to thank his supervisor, Professor H. Schwerdtfeger. 
for his assistance. 
Linear Algebra and Its Applications 3(1970), 57-77 
Copyright 0 1970 by American Elsevier Publishing Company, Inc. 
58 V. BYERS 
1. PRELIMINARY 
A norm on E is said to be non-Archimedian if it satisfies the strong 
triangle inequality 
11% +yII ~max(llG IIYII) for all x,y~E. 
,4n n.a. norm on E implies an n.a. valuation on K [IZ] but not conversely 
(see [13]). In this connection we have the following results. 
THEOREM 1.1. Each monoto& norm on @ R determines a norm on E. 
Proof. If (ui) is a basis for E, define a map E + @ R by x = 2 Jbyi --f 
(lli/) = 1x1, &E K. Let llxl1 = 11 lxjI/. Then I/ /I is a norm on E. 
Remarks. 1. The Holder norm on @ K of dimension greater than 
one, defined by /I(&) (1 = (2 ljli(p)l’P, 1 ,( $ ,( co, is n.a. if and only if 
K is n.a. and $ = CO. 
2. These results hold for subspaces of K” discussed by Monna [13]. 
3. More generally, let D be a valuated ring (see [9, p. 2921) and M a 
free D-module. Then, with an obvious definition of a module norm (to 
be distinguished, however, from the one used in [18]), the results above 
will hold for M. In fact, let {ui} be a basis for M and { / luui[ I> be an arbitrary 
set of positive reals. Then [j 2 A,zcill = maxltlil l[uili defines a norm on M 
which is n.a. if and only if D is n.a. 
4. If @R is ordered lexicographically, then the function x + 1x1 is 
a non-real-valued norm on M which is n.a. if and only if D is n.a. 
THEOREM 1.2. If N is a closed subspace of an n.a. normed space E, thelt 
11% -+ Nil =~~l(x + nil 
defines an n.a. norm on the quotient space E/N. 
Proof. Clear. 
Remark. Theorem 1.2 is false for normed D-modules. It will hold, 
however, if in its statement norms are replaced by pseudonorms, i.e., if 
one of the conditions in the definition of a norm is weakened to 113Lxjj < 
(/2( IIxI/, 1 ED. A pseudonorm on a vector space E over a field with a 
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nontrivial n.a. valuation is Kiithe’s “F-norm” (see [S, p. 1671) under 
which E is a topological vector space (cf. [16]). 
Examfile. 22 is a closed submodule of Z considered as a normed 
Z-module under diadic valuation. The induced pseudonorm which is 
not a norm on the Z-module Zj2Z is the trivial valuation on the field 
z/22. 
2. R-SUBMODULES OF A VECTOR SPACE 
In this section, unless the contrary is indicated, the valuation of K 
will be nontrivially na. 
We observe that a vector space E over K may be considered as an 
R-module and that every R-submodule of E is an equilibrated set. A 
sphere S in an n.a. normed space E is an R-submodule of E if and only if 
0 ES (cf. [15]). In particular, the unit sphere in E is an R-submodule 
of E. 
The R-submodules of a vector space E are precisely those nonempty 
sets in E which Monna described as having property C and van Tie1 
called K-convex (see [22]). Monna [15] used the term “K-convex” for 
sets of the form x0 + S, where S has property C and x,, is a fixed vector 
in E. He investigated the relationship between these subsets of E and 
n.a. seminorms on E, i.e., real-valued functions @ such that @(AX) = lAjfi(x) 
and $(x + y) < max($(x), p(y)) for all x, y E E, 1 E K. For this purpose 
he chose a definition of a K-convex body in E independent of the topology 
on E (see [16]). When he proved Kolmogorov’s Criterion for n.a. normed 
spaces, however, he adopted a topological definition of boundedness [16]. 
We shall establish a relation between n.a. norms on E and R-submodules 
of E using algebraic concepts only. We shall need the following result 
of Monna [16]. 
LEMMA 2.1. If S is an R-submodule of< E, then, for a, /I E K with 
Ia] > l/zl, aS is an R-submodule of E and aS = aS + b.5. Conversely, 
S c E, 0 E S, and aS = aS -t DS for a, /3 E K with Ial 3 !Bi imply that 
5 is an R-submodule of E. 
LEMMA 2.2. A set S C E is equilibrated if and only if, for a, /3 E K with 
Ial 2 IPI, (a + DISC ES. 
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Proof. Let S be equilibrated and assume u # 0. Then 
(a + 8)s = ~(1 + ~-lp)S C MS. 
Conversely, let I E R and ,U = 1 - 1. Then 
as=(1+#u)Sc1*s=s. 
LEMMA 2.3. If S is an R-submodule of E, then the following statements 
aye equivalent: 
(i) S is absorbant. 
(ii) For each x E E there exists 0 # ,u E K such that x ~p.5. 
(iii) S contains a basis for E. 
Proof. (iii) * (ii). Let {ZQ) C S be a basis for E, x = ~~=, tciui E E, 
and 1% = ma~I~i~~l~~l. 
If Iclk( = 0, then cli = 0 for all i, and x E S = 1 * S. 
If ltikl # 0, then x = Q( c clk-%& with or,-iar, E R for all i. Hence 
x E u,s. 
The remaining implications follow from [3, p. 61. 
DEFINITION. We shall call a set S C E bounded if, for each 0 # x E E, 
there exists a real cc > 0 such that Ax 4 S for all il E K with lill > tc. 
Clearly, every subset of a bounded set is bounded. Furthermore, 
boundedness with respect to any norm on E (possibly Archimedian) implies 
boundedness in the sense above (but not conversely). 
LEMMA 2.4. Let E be an n.a. normed space and S a sphere in E centered 
at the o&gin. Then S is an absorbant and bounded R-submodule of E. 
Proof. Clear. 
COROLLARY. Every R-submodule of E which is contained in a sphere 
and contains a sphere centered at the origin is absorbant and bounded. 
Remark. When a normed space E is infinite-dimensional, an absorbant 
and bounded R-submodule of E need not be contained in a sphere, i.e., 
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it may be unbounded with respect to the norm on E. Nor does it have to 
contain a sphere. In fact, its interior may be empty. 
Example (cf. [22]). Let E = @K be the space of sequences in K 
with a finite number of nonzero terms. If the valuation on K is dense, 
choose p E K such that Ipi > 1; if the valuation is discrete, put p = 7c-i. 
Then 
and 
s, = {(Q, E E 1 luij < jpl-$ i E N} 
are absorbant and bounded R-submodules of E. But S, is unbounded 
and S, has an empty interior with respect to the topology defined on E 
by the na. norm I\(~~)ll~ = maxilcri(. 
THEOREM 2.1. Let S be an absorbant and bounded R-submodule of 
E. Define 11 IIs by lJx/ls = inf,,,,/lj, XE E, ill K. Then: 
(i) (/ /Is is an n.a. norm on E. 
(ii) (x~E1 jlxl(,< l}cSc{x~EI IJxls<l}. 
(iii) If K is discrete, then W, c W, and S = (x E E / J\x\ls < l}. 
Proof. (i) The first norm property is an immediate consequence of 
the boundedness of S, the second is evident, while the strong triangle 
inequality follows from Lemma 2.1. 
For (ii) and (iii) see [15] and [22], respectively. 
Remark. An Archimedian norm on E cannot be defined in the above 
manner by any subset of E. For, if S is to define a norm on E, S must be 
an equilibrated set such that (X + ,6)S = US + /?S for all cc, /? E K. Thus, 
by Lemmas 2.2 and 2.1, S is an R-submodule of E so that any norm 
defined by S will be n.a. 
Every n.a. norm on E determines a unit sphere which is an absorbant 
and bounded R-submodule of E. Conversely, every absorbant and bounded 
R-submodule S of E defines an n.a. norm // IIs on E. If K is discrete, 
then S is the unit sphere for / j )Js. It d oes not follow, however, that, if 
S is the unit sphere for an n.a. norm I/ 11 on E, then IIxlls = lJxjl for all 
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x E E. In fact, we know that this cannot happen in the discrete case 
unless the value set of the norm on E is contained in the value group of 
K. The actual state of affairs resembles closely the situation described 
by Monna for seminorms (see [El). 
LEMMA 2.5. Let 11 I/ b e an n.a. norm 0% E, S the corresponding unit 
sphere, and 11 lIs the norm determined by S. Then: 
(i) If the valuation of K is dense, ljxI/ = llxlls for all x E E. 
(ii) If K is discrete, I?tl JIxJJs < ]Jx]J ,< JjxIIs, XE E. 
(iii) In the discrete case, llxll = IIxIIs for all x E E if and only if the 
value set of 1) /I is contained in the value group of K. 
THEOREM 2.2. Let (( (j b e an n.a. norm on E and M an R-submodule 
of E such that {~EEI~~x~~<~}CMC{XEEI~~X~~~~}. Then M 
determines an n.a. norm on E equivalent to (( /I. In fact, if the valuation 
of K is dense, /IxII~ = llxll f OY a ZZ x E E; if the valuation of K is discrete, 
lj-4 ll4lM G llxll d IIaw 
Proof. The given inclusion relation implies that M is absorbant and 
bounded. The equality in the dense case and the inequality in the discrete 
case now follow from Monna’s results. 
Remark. The equivalence of 11 I/ and 11 IIs in the case of discrete 
valuation (as well as the equality of S and the unit sphere of (( /Is) has 
been mentioned by Fleischer [6]. Serre’s equivalent norm [20] for the 
same case defined by ((x(l’ = inf{(ll E rYK ( I(xI( < [A(} is our (/ (Is. 
We conclude this section with some remarks concerning the case of 
trivial valuation on K. Obviously, the definitions of absorbant and 
bounded sets may be extended to a vector space E over such a field. 
However, since now the R-submodules of E are precisely the subspaces of 
E, the only absorbant R-submodule of E is E itself. Since E is bounded, 
it defines an n.a. norm Ij )IE whose value set is clearly (1). Conversely, 
if E is a normed space with W, = {l}, then E is its own unit sphere and 
l/x// = JIxJIE for all XE E. 
With the help of a concept of Serre [20] these observations may be 
combined with Lemma 2.5 to obtain the following theorem. 
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THEOREM 2.3. Let K be n.a. (trivial valuation permitted) and S the 
z&t sphere for a norm /) )/ on E. Then I\x\\ = IIx\ls for all xeE if and 
only if 11 11 is n.a. and W, C w,, where m, is the closure of W,. 
Remark. The conditions I/ /I = I/ IIs and W, C w, are always 
satisfied when K is Archimedian. 
3. LINEAR TRANSFOR%fATIONS 
Let K be a valuated field, E, and E, normed spaces over K, T a linear 
transformation from E, to E,, and S the unit sphere in E,. The following 
theorem is an exact counterpart of a well-known result for vector spaces 
over R or C (see [21, p. 2191). 
THEOREM 3.1. When the valuation of K is nontrivial the following 
conditions on T are equivalent: 
(i) T is bounded. 
(ii) T is continuous. 
(iii) TS is bounded with respect to the norm on E,. 
Proof. Clearly (i) * (ii). 
(ii) 3 (iii). If TS is unbounded, then for each n E N there exists X, E S 
with //Txl/ > IpI” f or some p E K such that Ipl > 1. If yn = penx,, then 
YVZ -0 as n + o3 while jjTy,jI > 1 f or all n, contradicting the continuity 
of T. 
(iii) * (i). Assume that TS is contained in a sphere of radius c centered 
at the origin. Let 0 f x E E, x E 1.5. Then il-lx E S and IlTxil < clill. 
Hence 1) Txl 1 < c infzEAS JiJ = cJJxJIs, and the required result follows from 
the equivalence of 11 // and // /Is. 
Remarks. Theorem 3.1 is trivially true if WEL = W,% = (1). 
The equivalence of (i) and (ii) was proved by Monna [12] ; that of 
(ii) and (iii) for an n.a. K is essentially a special case of a theorem proved 
by van Tie1 (see [22]). 
Let 97(E,, E,) be the space of bounded linear transformations from 
E, to E,. The norm on a defined by 
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will be called the bound of T. A bound is na. whenever E, is n.a. In 
particular, if E is n.a., then the bounds on %(E, K) and on 93(E) are n.a. 
The latter is an n.a. algebra norm such that W,C Wg (cf. [19, p. 761). 
If K is nontrivial, an equivalent norm on %(E,, E,) is given by 11 T 1 Is = 
suP~iz,,~G-4 If II4 = l141.5 f or all x E E, (trivial K permitted), then 
liTlls = ]lTll for all TEE (cf. [20]). In this case, if E, is complete so 
is 3Y, for the proof in [21, p. 2211) will now apply (cf. [17]). If WE2 is 
discrete in R - (0}, then the valuation of K is nondense [12] and nrC = 
WK, so that II II = II /Is on E, implies that lITI = SU~,;~,~=~]ITXII and 
there exists x,, E E, with 1 lx01 I = 1 such that jITx,/l = IITII. We add that 
3?(E, K) is the space of continuous functionals and g’(E) the algebra of 
continuous operators on E whenever 11 1 I = I I /Is on E. We shall need 
the following readily proved result. 
LEMMA 3.1. Let II II = l/s zJ a norm E. If E 98(E) invertible, 
then determines a on E a bound on g(E) such that, for all 
XEE, TEAM, 
IlXllPS = IIP-‘XII lITlIPs = 
4. NORMED 
An algebra over an na. field may well have an Archimedian norm. 
This cannot happen, however, if the algebra is commutative and its 
norm is multiplicative. In fact, we have a somewhat stronger result: 
THEOREM 4.1. Let A be a commutative algebra over an n.a. K and 
11 I/ a norm on A such that /lx211 = l~x~~2 for all XEA. Then )I )/ is n.a. 
Proof. Let a, b E A with \\a/\ > J/b\/, n EN. Since Imj < 1 for every 
integer m, the terms of the expansion of (a + b)‘” satisfy 
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Hence, for all n EN, 
Ila + bl/ < (2” + l)“2nllalj 
and the result follows on letting YZ -+ 00. 
Remark. I do not know whether this theorem is true for a non- 
commutative algebra. 
Let A be a normed K-algebra, 1 E A, and 1 j1 / 1 = 1 so that W, C W,. 
Let S be the unit sphere in A and G the group of invertible elements of 
A. Define (T: G +R+ by 
c(x) = jlxI[ Ijx-l/l, xeG> 
so that o(x) 3 1 for all XEG. Put 
C = jx~Gjo(x) = l} and I.7 = (xESnGlx-lES}. 
Then C is a subgroup of G and U is a normal subgroup of C. Clearly, 
x = uu, 0 f u E K, u E U implies that x E C, and the converse is true 
if W, = W,. The last condition, however, may be replaced by another. 
THEOREM 4.2. (i) If x E C, then Iill = llxll for every il in the spectrum 
of x. 
(ii) Let x E C have a nonempty spectrum. Then x=uu, OfagK, 
u E U; x E U if and only if the spectrum of x lies on the unit circle in K. 
Proof. Each 3L in the spectrum of x E G satisfies 
Let A be n.a. We observe that now S is an R-subalgebra of A, while 
Q = {XEA 1 llxll < 11 1s an ideal of S. Denoting by W(S) the Jacobson 
radical of S, we obtain the following theorem as an immediate consequence 
of known results (see [4, pp. 75-761, [6, p. 1651, and [lo, p. 571). 
THEOREM 4.3. (i) If x E A and ~~YO xn is convergent, then ~~& xn 
is the inverse of 1 - x and I/(1 - x)-l]1 < max,llxnll. 
(ii) If x EQ n B(S), then ~~zO xn converges to (1 - x)-l ES. In 
fact, (1 - x(x E Q fl W(S)) is a normal subgroup of U. 
(iii) If A is complete, then Q tl W(S) = Q. 
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5. DUALITY IN K” 
We now take E = Km and use the notation of [7] whenever this is 
applicable. An algebra norm on K, is called a matrix norm. Since K, 
may be identified with the algebra of linear operators on Km, every 
vector norm on Km determines a matrix bound defined by 
If K is Archimedian or /I /I n.a. with WKm C mK, we have 
lub(A) = lub,(A) = ;;zi IIAxII. 
.x . 
For every vector norm the bound of a linear functional generated by 
x, defined by 
is a norm on Km. This norm will be called the dual of / 1 ( /. The dual 
norm is n.a. if and only if K is n.a. Thus, as distinct from the situation 
in R”, in general, duality is not an involutory relation. For, if K is n.a., 
(jj )I*)* is n.a. even when 1) 11 is Archimedian. The following propositions 
are evident (cf. [ll]; [7, p. 431). 
G) FYI G Il~II*IIYlI. 
(4 WxY’) = llxll Il~ll*. 
(iii) (x’Ay( < lub(yx’) lub(A). 
(iv) lub,(A) = lub,(A) VA 0 llxjll = ajlxll, Vx, a > 0. 
Here each bound is associated with the corresponding vector norm. 
Remark. It follows from (i) that lIeill Ilell* > 1. Thus, if S and S* 
are the unit spheres for 11 /I and jI II*, respectively, 
ei E S fl S* o lub(e,e,‘) = 1. 
If this condition is fulfilled for all i, then, for all i, j, 
lub(e,ej’) = 1 and /Q( < lub(A). 
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More generally, if I/ 11 is a matrix norm, then, applying (iii) to the bound 
associated with a consistent vector norm, we get 
max ltcijl ,( 1 IAIl max lleiej’ll. 
i,j i,i 
DEFINITION. A matrix B will be called Y-unitary for a norm on K, 
if B E a’, where the script capitals retain the significance of the ordinary 
capitals in Section 4. 
If BE @, then \lBxll = llxll f or every consistent vector norm. Con- 
versely, if B is nonsingular, then I/ Bxl / = 11x1 I Vx implies that B is 
Y-unitary for the associated bound; this condition may be replaced by 
BS = S whenever l\xll = jlx& for all x. 
THEOREM 5.1. Let /I j / be a vector norm such that WK,, C W,. Then 
a nonsingular matrix C is of the form MB, 0 # cc E K, B E 42 for the associated 
matrix bound, if and only if lub(C-rAC) = lub(A) for all A E K,. 
Proof. The conclusion is obvious when C has the required form. To 
prove the converse we note that, by (iv) and Lemma 3.1, for all x E Km, 
llxll = ll~lls = 44CS 
with a = 11~1 for some 0 # IX E K. Hence 
CS = US and U-ICE %. 
LEMMA 5.1. Let (/ I/ be a matrix norm. Suppose that for each matrix 
A there exist vectors x and y z&h j Iyx’I 1 = 1 such that Ix’AyI = /IA / 1. 
Then I/ II is minimal. In fact, I/ 11 is a bound. 
Proof. Let I j I I1 b e a matrix norm such that [IA/I, < llA]I for all A. 
Then for the bound associated with a vector norm consistent with II /II 
we have, by (iii), 
and the result follows. 
It is known that the hypothesis of Lemma 5.1 is satisfied by bounds 
on R, or C, (the results in [7] may be modified to suit). We have thus 
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obtained a different proof for LjubiE’s theorem: A matrix norm on 
R, (or C,) is a bound if and only if it is minimal [ll]. What is the situation 
in K, for an n.a. K? 
DEFINITION (cf. [7, p. 421). The polar of a set SC Km is defined by 
LEMMA 5.2. Let K be n.a. If S # q5, then S’ is an absorbant R-sub- 
module of Km. If S is absorbant, then S’ is bounded. 
Proof. Let ti E S. Then, for x, y E S’ and ii, ,u E R, 
1% +pY)‘ul < max(lJ, Ix’4 liul IY’~) G 1 
so that ilx + py E S’. Since 0 E S’, S’ is an R-submodule of Km. 
Again, let x E Km and x’u = ,u E K. If,u = 0, x E S’ = 1 * S’; otherwise 
x E ,uS’. Thus S’ is absorbant by Lemma 2.3. 
If S is absorbant, then for each 0 # x E Km there exists u E S such 
that x’u # 0. For all 1~ K with lill > I/Ix’zcI, 
I(nx)‘zq = 121 jx’ul > 1, 
so that 1 q! S’ and S’ is bounded. 
Now suppose that S itself is an absorbant and bounded R-module 
and that a norm 11 j Is is defined on Km. Then 
for S’ is the unit sphere for 11 1 I* and the set of values of 1 I j I* is contained 
in w,. If the valuation of K is nondense, then 
and for each x E Km there exists a vector y,, with lly,,[ Is = 1 such that 
Ix’y,, = IIxlls,l/ylls (Section 3). It follows that 
IIYIIS = p$ IX’YIJ 
so that, in this case, duality is an involutory relation. We also have the 
following result (cf. [7]). 
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THEOREM 5.2. Let K be n.a. with a nondense valuation and S an 
absorbant and bounded R-submodule of Km. Then S’ determines an n.a. 
norm on Km such that 
(i’) Ix% G II+ llYll.5 for all x,y~K~. 
Furthermore, for each x E Km there exists a vector y0 # 0 and for each y E K” 
there exists a vector x0 # 0 for which equality is attained in (i’). 
COROLLARY. If the valuation of K is nondense, then for each matrix 
A there exist vectors x and y with lub,(yx’) = 1 such that 
Ix’Ayl = lub,(A) = lub,,(A’). 
The preceding discussion establishes the following theorem. 
THEOREM 5.3. Let K be a valuated field. For a matrix norm on K, 
to be a bound it is sufficient that for each A E K, there exist vectors x and 
y such that 
Ijyx’II = 1 and Ix’Ayj = IIA]]. 
This colzdition is necessary if W, = LvK and the bound is associated with 
a norm on Km for which WKm C W,. 
Remark. It is easy to see that duality must be involutory whenever 
W, C W, = w,. The converse is false (see Section 6). 
6. THE NATURAL NOR&f AND BOUND 
For the remainder of this paper K will be na. 
DEFINITION (cf. [14], [18]). Let E be an m-dimensional n.a. normed 
space over K. A set {xi} c E, 1 < i & k, k < m, is said to be orthogonal 
if for all Ei E K 
Every orthogonal set is linearly independent. 
We shall need the following lemmas (we suppress the proofs). 
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LEMMA 6.1. Let E be an m-dimensional n.a. normed space ovey K with 
an orthogonal basis (q). Then a linear operator T belongs to the group % 
for the bound on S?(E) (Section 4) if and only if (Tq} is an orthogonal 
basis for E such that IjTuili = iluill for all i. 
LEMMA 6.2. Let E, and E, of dimension n and m be n.a. normed 
spaces over K with orthogonal bases {uj} and {vi}, respectively. Then the 
bound of a linear transformation T from E, to E, is given by 
IITII = I”iil I Ivill ~~-p-J 
where (CQ) is the matrix of T with respect to the given bases. 
DEFINITION. Let the unit cube in Km be denoted by N = (X E K” ( /fif < 
1, 1 < i < m}. The natural norm on Km will be defined by 
IIxIIN = max (5& 
1 
By Lemma 6.2, the associated natural bound is given by 
lub,(A) = max Iclijl. 
i,j 
The natural norm is self-dual. For, if llyjlN = 1, then 
]x’Yl < max IEivi( < max 15i( = IEkl, say, 
z z 
and equality is attained for y = ek. It is clear that the conclusions of 
Theorem 5.2 will hold for the natural norm even when K is dense. Thus 
the natural bound is minimal (Lemma 5.1). Theorem 5.3, however, may 
in this case be replaced by a stronger result which is an immediate con- 
sequence of Lemma 6.3. 
LEMMA 6.3. Let 11 I( be an n.a. matrix norm and b = maxi,j(je,ej’l(. 
Then 
b-l lub,(A) < \]A 1) < b lub,(A). 
Proof. Since A = Ci,iqjeiej’, we have 
J/A/I < max jlaiieiej’)) d blub,(A), 
i,j 
and the result follows from the first remark in Section 5. 
Linear Algebra and Its Af$lications 3(1970), 57-77 
NON-ARCHIMEDIAN NORMS AND BOUNDS 71 
THEOREM 6.1. n.a. if and only 
if maxi,j/le,ej’lI = 
Remarks. 1. when K n.a., the associated with 
Archimedian norm = CyE1ltil g’ IS iven by the same formula as in 
the real case (see [5, p. 1081). However, the dual of this norm is /I IIN, 
verifying that duality need not be involutory. Actually, // IIN is the dual 
of every Holder norm on Km. In fact, it is the dual of any norm for which 
jlxll 3 maxil[il for all x and Ile,I/ = 1 for all i. 
2. /I /IN is the only n.a. norm on Km for which ei E S fl S* for all i 
(see Section 5). For, if 1~~1 = max 1~~1, we have 
1% = h’rl d Il4l*IIyll = IIYII < max Ilwll = max hiI. 1 i 
3. If G = diag(y,, y2, . . ., y,), yi # 0, then GN also determines a 
norm and a bound which may be called the g-norm and the g-bound, 
respectively (see [7, p. 451). By Lemma 3.1, 
11x1 IGN = max kltil and lub,,(A) = max ly-l~ijyjl. 
z is3 
It may be shown that the dual of / / jJGN is given by 
(I~l(s-~~ = max (Y&I. 
The next theorem should be compared with a weaker result for complex 
matrices [7, p. 461. 
THEOREM 6.2. Let K be nontrivial and contain all the characteristic 
roots of A. Then there exists an absorbant and bounded R-submodule S 
of Km for which (i) lub,(A) = p(A) if p(A) > 0, (ii) lub,(A) is arbitrarily 
small if p(A) = 0. 
Proof. In view of Lemma 3.1 it is sufficient to consider the Jordan 
canonical form of A and, in fact, only the Jordan block AI + J, where 
il is the characteristic root of A such that 111 = p(A). Let G(E) = 
diag(1, E, e2, . .), where E # 0 and IsI < 121 if il # 0. Then 
G(e)@1 + J)G-l(e) = II + EJ. 
The natural bound of this matrix is equal to I.sl if 2 = 0 and to 12.1 if 1 # 0. 
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COROLLARY. If K is algebraically closed (trivial valuation permitted), 
then every matrix A with p(A) > 0 is of class M. 
The form of (11 + J-l, 2 # 0, allows a strengthening of Theorem 4.2. 
THEOREM 6.3. If all the characteristic roots of A belong to the group 
of units of K, then A is .Y-unitary for an na. bound on K,. 
COROLLARY. Let K be algebraically closed. Then C is of the form aB, 
0 f u E K, B E @ for a bound on K,, if and only if Iii1 = jet for each il 
in the spectrum of C. 
Let Jf denote the unit sphere for the natural bound. Theorem 4.2 
and a simple calculation yield the following equivalence. 
THEOREM 6.4. Let dij be the cofactor of ccij. A matrix A is _N-unitary 
if and only if each YOW and each column of A contains an element u,, such 
that (cI,,( = ma.xi,j(dcijl, /&,/ = max,,j(d,j(, and jcq = j&l = (det A( = 1. 
Lemma 6.1 gives a more interesting result: 
THEOREM 6.5. A matrix is N-unitary if and only if its columns form 
an orthonormal set of vectors with respect to the natural norm. 
Remark. An orthogonal matrix A is J-unitary if and only if 
max,,jlcr,jj = 1. 
We now utilize the normal subgroup of the M-unitary group, defined 
by specializing Theorem 4.3. 
THEOREM 6.6. Let K be complete and A = I - (Bi,) with l/3ij( < 1 
for all i, i. Then A is nonsingular and A-l is of the same form as A. The 
spectra of A and A-l are contained in the grou$ of units of K. 
I. p-ADIC NUMERICAL ANALYSIS 
Let K be complete with respect to a nontrivial valuation. The geometric 
series CtzO Ai converges with respect to an n.a. norm if and only if 
Ai --f 0. Since convergence in K, is equivalent to coordinatewise conver- 
gence, the situation is exactly the same as for real matrices (see [5, p. 1131). 
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Here, too, Ai + 0 if and only if p(A) < 1 in the algebraic closure of K. 
Furthermore, if p(A) < 1, then there exists an na. norm on K, such that 
1 [A / 1 < 1 (Theorem 6.2). In this event I - A is nonsingular and clzO Ai = 
(I - A)-i. On the other hand, since, for an na. norm 11x + y 11 = 
max(ilxilP li~ll) h w enever 11x1 j # 11~ 11, estimates for the rate of convergence 
are now sharper than in the real or complex cases. 
THEOREM 7.1 (cf. [5, p. 1141, [7, p. 541). If IIA // < 1, then 
THEOREM 7.2 (cf. [7, p. 551). Let A be nonsingular and C an approx- 
imation to A-l. Let H = I - AC, jlHll < 1. Then 
IIA-llj = IICII, l(A-l - Cl1 = IICHII, 11C-l -A/l = IIHAll. 
If s = x - x* and Y = As are the error and residual vectors for an 
approximate solution x* of a system of linear equations 
Ax=h, 
then, for consistent vector and matrix norms and for C defined above, 
llsll G IICII llhll. 
In a method of successive approximation for the solution of such a 
system, given an initial approximation x0, a sequence of approximating 
vectors is formed by the recursion formula 
x n+1= %I + CJ,, 
where C,, C,, . . . is a certain sequence of matrices. The process converges 
if 1 IHnil < 1 for all n, where H, = I - C,A. This condition implies that 
ll~n+ill < IIHJ Ilxn+i - x,ll (cf. [7> P. 941). 
In the classical method of successive approximation, C, = I, H, = 
I-A=Hforalln. If lIHIj<l and x,, = h, then x, = cz?YO Hih and 
lisnll = llH”+ihl/ d [IHII”+‘I~hii (cf. [5, P. 1831). 
Again, consider the method of finding the inverse of a nonsingular 
matrix A by means of a sequence (X,) of approximating matrices with 
the recursion formula 
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X n+l = x?G + R,)> 
where R, = I - AX,. If S, = A-r - X, and llRoi/ < 1, we have 
IISnll = IIX&‘II < IlX,il II%?/ (cf. [5, P. 1591). 
Let K = Qp be the field of p-adic numbers with the usual p-adic 
valuation. We shall express the elements of Qp in decimal notation 
[I, p. 361 and note that, for a EQ$ with lalp < 1, the number of zeros 
after the decimal point equals ord a - 1. As vector and matrix norms 
we shall use the natural norm and bound and extend the concept of the 
ordinal function to these norms. We observe that, for any method of 
successive approximation, ord s, - 1, n > n,, gives the number of correct 
decimal places in the approximating vector x, and that a similar statement 
applies to matrices. To fix our ideas we shall take p = 5. 
Example 1. Consider the following system of 5-adic equations: 
1.324444& - 0.02 Es - 0.12 & = 0.43 
- 0.02 5i + 1.404444& - 0.04 I$ = 0.03 
- 0.12 & - 0.04 Es + 1.3044445, = 1.12. 
It will be seen that the coefficient matrix of the system satisfies the 
hypothesis of Theorem 6.6 and is therefore nonsingular. Table 1 presents 
the solution of this system by Gaussian elimination (see [5, p. 1301). 
TABLE I 
SINGLE DIVISION SCHEME 
1.324444 - 0.02 - 0.12 0.43 
- 0.02 1.404444 - 0.04 0.03 
- 0.12 - 0.04 1.304444 1.12 
1 - 0.024244 - 0.140024 0.412310 
1.404014 - 0.042310 0.033341 
- 0.042310 1.342032 1.110133 
1 - 0.041102 0.031231 
1.342421 1.110300 
1 1.322413 
1 0.020241 
1 0.042020 
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This solution is correct to 6 decimal places, for rounding errors do not 
occur in arithmetical operations with p-adic numbers. 
Example 2 (cf. [5, p. 1861). We now solve the system of Example 1 
by the classical method of successive approximation (Table II). We note 
that ord sg = ord H% = 6, ord s6 3 - log, IIHl l’/lhl( = 7. Thus xg and 
x6 must be correct to 5 and 6 decimal places, respectively. A glance at 
the previous result shows that this is indeed the case, 
TABLE II 
METHOD OP SUCCESSIVE APPROXIMATION 
n 
Formula: x,, = 2 HZh 
i=O 
h 
Hh 
H2h 
H3h 
H4h 
Hhh 
H6h 
0.43 0.03 1.12 
0.110040 0.040401 0.201011 
0.043242 0.004023 0.002233 
0.003224 0.000220 0.004044 
0.000000 0.000043 0.000112 
0.000013 0.000003 0.000021 
0.000004 0.000000 0.000000 
x5 0.042021 0.020241 1.322413 
X6 0.042020 0.020241 1.322413 
Example 3. If the coefficient matrix A of Example 1 is inverted by 
Gaussian elimination, we get, to 6 decimal places, 
A-l = C 
1.222321 0.020320 0.113120 
0.020320 1.100110 
0.113120 0.044002 
0.044002 ) . 
1.240130 
Taking as the initial approximation for an iterative solution 
X, = (a_i; %f ;;;i), 
we get 
0.003224 0.000124 0.002404 
R, = - 0.000214 0.000404 0.001323 1 . 
0.002114 0.001204 0.000223 
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Since ord S, > - log,)jX,l] jIR,))2 = 6, 
1.222423 0.020323 0.113124 
X, = 0.020323 1.100114 0.044002 
0.113124 0.044002 1.240130 
is correct to 5 decimal places (cf. [5, p. 1601) 
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