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Abstract
The inspiral of a binary system of compact objects due to gravitational
radiation is investigated using the toy model of two infinitely long lines of
mass moving in a fixed circular orbit. The two Killing fields in the toy model
are used, according to a formalism introduced by Geroch, to describe the
geometry entirely in terms of a set of tensor fields on the two-manifold of
Killing vector orbits. Geroch’s derivation of the Einstein equations in this
formalism is streamlined and generalized. The explicit Einstein equations for
the toy model spacetime are derived in terms of the degrees of freedom which
remain after a particular choice of gauge.
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I. INTRODUCTION
A pair of compact objects (black holes or neutron stars) in binary orbit about one
another is stable in Newtonian gravity. In general relativity, however, the system will emit
gravitational radiation, causing the bodies to spiral in towards one another. The early stages
of this process, where the gravitational interaction is weak everywhere, can be treated with
the post-Newtonian approximation, while the final merger of the objects can be modeled
using supercomputers. In order to determine the waveform in an intermediate phase, where
the rate of energy loss due to gravitational radiation is low, but other strong-field effects may
be important, and also to provide accurate initial data for supercomputer calculations, it is
useful to employ an approximation scheme based on the fact that the orbits are decaying
only slowly. Over some range of time, the physical spacetime should be approximated by a
spacetime in which the orbits do not decay [2].1 For elliptical orbits this spacetime will be
periodic, with the period equal to the orbital period of the objects. If the orbits are circular,
this discrete symmetry becomes a continuous symmetry and the spacetime is stationary.
Finding this spacetime is thus an essentially three-dimensional problem, rather than a four-
dimensional one.
Solving this three-dimensional problem is still numerically intensive, however, so in order
to examine the consequences of this approximation scheme in a computationally simpler
environment, we consider initially a toy model which exhibits an additional translational
symmetry perpendicular to the orbital plane. The desired spacetime then has two Killing
vectors, and we have only a two-dimensional problem.
This, the first in a series of papers on this project, is concerned with formulating the
Einstein equations in the presence of these two Killing symmetries. Paper II [1] examines, in
the simpler model of a non-linear scalar field in 2+1 dimensions, the details of the radiation-
balanced boundary conditions which must be imposed “at infinity” to specify a stationary,
energy-conserving solution to a radiative system. Subsequent papers will apply this method
of radiation balance to the gravitational fields of co-orbiting lines of mass and ultimately to
localized sources, thus removing one at a time the simplifications of scalar field theory and
translational invariance.
In this paper, we describe a toy model for binary inspiral that has such a two-dimensional
symmetry group. The model problem consists of two infinitely long lines of mass (e.g.,
cosmic strings) orbiting one another at fixed angular velocity. Using a formalism introduced
by Geroch [3], we describe the geometry of the toy model spacetime in terms of a set of
tensor fields on the two-dimensional manifold of Killing vector orbits. We also derive explicit
expressions for the Einstein equations for the spacetime in terms of the degrees of freedom
which remain after a particular choice of gauge. Future work will solve these equations
numerically for a reasonable set of boundary conditions.
The plan of this paper is as follows:
In Sec. II, we begin our analysis by describing Minkowski spacetime in a “co-rotating”
1To maintain this equilibrium, the energy lost in gravitational waves is presumably balanced by
gravitational radiation coming in from infinity [1].
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coordinate system corresponding to two co-orbiting cosmic strings. We show that, even for
this simple spacetime, the two Killing vector fields (KVFs) defined by the strings do not
select a preferred coordinate system consisting of two Killing coordinates and two coordinates
on an orthogonal subspace.
In Sec. III, we describe a formalism which can be used to simplify the discussion of
spacetimes with two KVFs, even in the absence of a system of mutually orthogonal Killing
and non-Killing coordinates. The formalism was initially developed by Geroch [3], and
we generalize his derivation of the vacuum Einstein equations by deriving expressions for
different projections of the Einstein tensor. We also show how the various components of
the Einstein tensor are related by the contracted Bianchi identities, and we show explicitly
how to recover the four-geometry from Geroch’s more specialized objects. The discussion
in Sec. III applies to any spacetime with two commuting Killing vector fields; it is not
specialized to the co-rotating cosmic string spacetime considered in the rest of the paper.
In Sec. IV, we return our focus to the co-rotating cosmic string spacetime by discussing
the gauge choices available within Geroch’s formalism. We describe some desirable gauge-
fixings, and we enumerate the independent degrees of freedom which remain.
In Sec. V, we derive explicit expressions for the components of the Einstein tensor in
terms of the independent functions needed to describe the geometry. These equations, when
supplemented by a description of the stress-energy of the cosmic strings and a set of boundary
conditions [1,4], set the stage for a numerical solution of the Einstein equations, which will
be performed in the future.
Finally, in Sec. VI, we summarize the results of our paper and discuss how they will be
used as the starting point for future work.
The first two appendices contain proofs of formulas used in Sec. III: Appendix A con-
tains a proof of the expression (3.20) for the covariant derivative of a Killing vector field, and
Appendix B contains a detailed derivation of the projected components of the Ricci tensor,
which we state in Sec. III. The third and fourth appendices consider ancillary subjects:
Appendix C describes how to obtain from the quantities defined by Geroch the components
of the four-metric in a coordinate basis rather than the non-coordinate one used in the text,
and recovers the normal form given by Petrov [5] as a consequence of a particular coordi-
nate choice. Finally, Appendix D demonstrates the correspondence between the formulas
contained in Sec. III and those given by Geroch in Appendix A of [3], the latter being a
special case of the former.
Note: Throughout this paper, we will follow the sign conventions of [6]. Abstract indices
are denoted by lower case Latin letters a, b, . . . from the beginning of the alphabet, while
spacetime coordinate indices are denoted by lower case Greek letters µ, ν, . . . . The Killing
vectors are labeled by upper case Latin letters A,B, . . . , and the two-dimensional coordinate
indices on the space of orbits of the Killing vectors by lower case Latin letters i, j, . . . from
the middle of the alphabet.
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II. MINKOWSKI SPACETIME IN CO-ROTATING COORDINATES
As mentioned in the previous section, we wish to describe a spacetime which has two
infinitely long cosmic strings2 orbiting one another at a fixed angular velocity Ω. In a numer-
ical determination of the spacetime geometry, one seeks to fix the coordinate (i.e., gauge)
information completely, and thus calculate the minimum number of quantities necessary to
define the geometry. It is desirable, of course, to choose a gauge which takes advantage of
the symmetries of the problem. In this case, those symmetries are described by two KVFs.
One of these, Ka1 , corresponds to the translational invariance along the strings, while the
other, Ka0 , tells us that the spacetime is unchanged if we move forward in time while rotat-
ing about the axis by a proportional amount. The desired coordinate system would seem
to consist of Killing coordinates x0 and x1, supplemented by coordinates x2 and x3 on an
orthogonal subspace. (Indeed, this is what is done [7] in the case of stationary, axisymmet-
ric spacetimes, which also admit two commuting Killing vectors.) However, in the case at
hand, the “co-rotational” Killing vector Ka0 is not surface-forming, and there is no subspace
orthogonal to the Killing vectors. This is illustrated by describing Minkowski spacetime in
coordinates tailored to the symmetries exhibited by co-rotating cosmic strings.
The Minkowski metric gab, written in standard cylindrical polar coordinates (t, z, ρ, φ),
gives rise to the line element
ds2 = gµνdx
µdxν = −dt2 + dz2 + dρ2 + ρ2 dφ2. (2.1)
We can work in a reference frame which rotates with a fixed angular velocity Ω by defining
a “co-rotating” angle
ϕ := φ− Ωt (2.2)
and transforming to coordinates (t, z, ρ, ϕ). In these coordinates the line element takes the
form
ds2 = −dt2 + dz2 + dρ2 + ρ2(dϕ+ Ωdt)2, (2.3)
which can be expanded to yield
ds2 = −(1− Ω2ρ2)dt2 + dz2 + dρ2 + ρ2 dϕ2 + 2Ωρ2dϕ dt. (2.4)
If we limit consideration of the symmetries of the spacetime to those described by the
two commuting KVFs
Ka0 :=
(
∂
∂t
)
ϕ
≡
(
∂
∂t
)
φ
+ Ω
∂
∂φ
; (2.5a)
Ka1 :=
∂
∂z
, (2.5b)
2These are cosmic strings with an actual curvature singularity, and not only a deficit angle. Two
conical singularities surrounded by flat spacetime could scatter gravitationally, but could not orbit
one another.
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we see that t and z are the corresponding Killing coordinates for the metric written in the
form (2.4). The presence of a dϕ dt term in Eq. (2.4) means that the coordinate pairs (t, z)
and (ρ, ϕ) have not split the spacetime into orthogonal subspaces.3 In fact it is impossible
to base such a split on these two Killing vectors, for while Ka1 is clearly surface forming, K
a
0
is not, as calculation of
ǫabcdK0b∇cK0d (2.6)
clearly shows.4 The other Killing vector might save us, if Eq. (2.6) had a vanishing projection
along Ka1 , but since
5
c0 := ǫ
abcdK0aK1b∇cK0d = 2Ω 6= 0, (2.7)
the group of symmetries is not orthogonally transitive and the two-dimensional subspaces of
the tangent space at each point orthogonal to Ka0 and K
a
1 are not integrable.
If the symmetry group were orthogonally transitive, we could define a coordinate system
made of two Killing coordinates {xA|A = 0, 1} and two coordinates {xi|i = 2, 3} on an
orthogonal subspace. In that case, the metric would be block diagonal and defined by two
2× 2 symmetric matrices: (i) the matrix of inner products
λAB := gabK
a
AK
b
B (2.8)
and (ii) the ij-components of the projection tensor6
γab := gab − λABKAaKBb. (2.9)
Examination of the metric (2.4) shows that the matrix of components {gµν} [with respect
to the co-rotating coordinates {xµ} := {xA; xi} = (t, z; ρ, ϕ)] is not block-diagonal, so that
ds2 = gµνdx
µdxν 6= λABdxAdxB + γijdxidxj. (2.10)
However, the quantities {λAB} and γab are still useful in the construction in Sec. III, so we
will examine their form for co-rotating flat spacetime to keep them in mind as an example.
3A division based on the coordinate pairs (t, ϕ) and (ρ, z) does split the spacetime into orthogonal
subspaces. However, although ϕ is a Killing coordinate in Minkowski space, it will not be in the
cosmic string spacetime with which we are concerned, and so such a coordinate splitting is not of
interest to us.
4In the language of differential forms, K0 = −dt + Ωρ2dφ and K0 ∧ dK0 = −2Ωρ dt ∧ dρ ∧ dφ.
Equivalently, ∗(K0 ∧ dK0) = 2Ωdz, where ∗ denotes the duality operator (see, e.g., p. 88 of [7]).
5Again, working with differential forms, K1 = dz and K0 ∧K1 ∧ dK0 = −2Ωρ dt ∧ dz ∧ dρ ∧ dφ.
Equivalently, ∗(K0 ∧K1 ∧ dK0) = c0 = 2Ω.
6{λAB} is the matrix inverse of {λAB}.
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The matrix of inner products is
{λAB} =
( −(1− Ω2ρ2) 0
0 1
)
. (2.11)
The determinant
λ := det{λAB} = −(1 − Ω2ρ2) (2.12)
is less than zero for ρ < 1/Ω, greater than zero for ρ > 1/Ω, and equal to zero for ρ = 1/Ω.
The surface on which Ka0 = (∂/∂t)ϕ is null, defined by ρ = 1/Ω, is known as the “light
cylinder.”7 For ρ < 1/Ω, Ka0 is timelike, while for ρ > 1/Ω, K
a
0 is spacelike.
In terms of {xµ} = (t, z, ρ, ϕ), the projection tensor γab has components
{γµν} =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 ρ2(1− Ω2ρ2)−1

 . (2.13)
As we shall describe in Sec. III, γab can be thought of as a metric on the space S of Killing
vector orbits, whose line element [in terms of the coordinates {xi} := (ρ, ϕ)] is
dΣ2 := γijdx
idxj = dρ2 + ρ2(1− Ω2ρ2)−1 dϕ2. (2.14)
Note that this metric has signature (++) for ρ < 1/Ω, (+−) for ρ > 1/Ω, and is degenerate
for ρ = 1/Ω. The light cylinder ρ = 1/Ω can thus be thought of as a “signature change
surface” in S. The determinant
γ := det{γij} = ρ2(1− Ω2ρ2)−1 (2.15)
diverges when ρ = 1/Ω, which is exactly when the matrix {λAB} becomes non-invertible.
III. SPACETIMES WITH TWO COMMUTING KILLING VECTOR FIELDS
In this section, we describe a general formalism (originally developed by Geroch [3]) that
can be used to simplify the discussion of spacetimes admitting two commuting KVFs, even
in the absence of of a system of mutually orthogonal Killing and non-Killing coordinates. We
present a new derivation of the projected form of the Einstein equations (and the Bianchi
identities which relate various components of the Einstein tensor), and we show how to
reconstruct the original four-geometry, given only the values of certain tensor fields on the
two-dimensional space of Killing vector orbits. The analysis that we give in this section
is completely general. In particular, we do not restrict attention to the case of the two
co-rotating cosmic string spacetime, which we consider in the rest of the paper.
7This is because an object which sat at ρ = 1/Ω, with constant z and ϕ, would be moving at the
speed of light.
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A. Preliminaries
Let (M, gab) be a four-dimensional manifoldM with Lorentzian metric gab, which admits
two commuting Killing vector fields KaA (A = 0, 1). Killing’s equation LKAgab = 0 is
equivalent to
∇aKAb = −∇bKAa , (3.1)
while commutivity of the vector fields [KA, KB]
a = 0 is equivalent to
KbA∇bKaB = KbB∇bKaA . (3.2)
In addition,
RabcdKAa = ∇b∇cKAd , (3.3)
which is valid for any Killing vector. Since we will not assume that the KVFs are orthogonally
transitive (i.e., that the two-dimensional subspaces orthogonal toKa0 and K
a
1 are integrable),
one or both of the quantities
cA := ǫabcdK
a
0K
b
1∇cKdA (3.4)
can be non-zero somewhere in M.
Given gab and K
a
A, we can construct the symmetric matrix of inner products
λAB := gabK
a
AK
b
B . (3.5)
If the determinant
λ := det {λAB} (3.6)
is non-zero, then we can further define a projection tensor
γab := gab − λABKAaKBb , (3.7)
where {λAB} denotes the inverse matrix to {λAB}. γab is orthogonal to the KVFs, and it
can be interpreted as a metric on the two-dimensional space S of Killing vector orbits. In
fact, as shown by Geroch [3], any tensor field T a1···anb1···bm on M that: (i) is orthogonal to
the KVFs
KAa1T
a1···an
b1···bm = 0 , . . . , KAanT
a1···an
b1···bm = 0 ,
Kb1A T
a1···an
b1···bm = 0 , . . . , K
bm
A T
a1···an
b1···bm = 0 ,
(3.8)
and (ii) has vanishing Lie derivatives
LKAT a1···anb1···bm = 0 (3.9)
can be thought of as a tensor field on S. In particular, since
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LKCλAB = 0 and LKCcA = 0 , (3.10)
λAB and cA are scalar fields on S.
The metric-compatible covariant derivative operator Da on S is given by
DaT
b1···bn
c1···cm := γ
d
aγ
b1
e1
· · · γbnenγf1c1 · · · γfmcm∇dT e1···enf1···fm , (3.11)
where T a1···anb1···bm is any tensor field on M satisfying Eqs. (3.8) and (3.9), and the two-
dimensional Levi-Civita tensor ǫab can be written as
ǫab = |λ|−1/2 ǫabcdKc0Kd1 . (3.12)
If we define ǫ in terms of λ and its absolute value via
λ = ǫ |λ| (3.13)
(so that ǫ = 1 corresponds to two spacelike KVFs, and ǫ = −1 to one spacelike and one
timelike KVF), then
ǫabǫac = −ǫδbc . (3.14)
Moreover, if we define a Levi-Civita symbol ǫAB so that ǫ01 = ǫ−1 |λ|−1/2, then Eqs. (3.4)
and (3.12) can be rewritten as
cA =
1
2
ǫ |λ|1/2 ǫabcdǫCDKaCKbD∇cKdA (3.15)
and
ǫab =
1
2
ǫǫabcdǫ
ABKcAK
d
B , (3.16)
respectively, which do not explicitly involve the indices 0 and 1. The presence of |λ|1/2 in
Eq. (3.15) implies that cA transforms as a covariant vector density of weight +1, rather than
as a covariant vector, with respect to the index A. Similarly, the absence of any λ factors
in Eq. (3.16) implies that ǫab carries no density weight.
B. Projected Ricci tensor
Given the definitions of the previous subsection, we are now ready to calculate the
projected components of the four-dimensional Ricci tensor Rbd := R
c
bcd. This is the first
(and most involved) step leading to the projected form of the Einstein equations Gab = 8πTab.
Since
Gab := Rab − 1
2
Rgab , (3.17)
it follows that
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Rab = 8π
(
Tab − 1
2
Tgab
)
, (3.18)
where T := Tabg
ab denotes the trace of the stress-energy tensor. Thus, knowing the projec-
tions
RAB := K
c
AK
d
BRcd (3.19a)
R̂Ab := K
c
Aγ
d
bRcd (3.19b)
R̂ab := γ
c
aγ
d
bRcd (3.19c)
of the Ricci tensor is equivalent to knowing the projections of the left-hand side of the
Einstein equations.
In [3], Geroch derived the projected form of the Einstein equations for vacuum spacetimes
admitting one timelike and one spacelike Killing vector field. In this paper, we extend
Geroch’s derivation in the following ways:
(i) we consider non-vacuum spacetimes by allowing a non-zero stress-energy tensor Tab;
(ii) we allow the KVFs to have either “signature”—i.e., they can both be spacelike
(ǫ = 1), or one can be spacelike and the other timelike (ǫ = −1);
(iii) we take advantage of the index notation to treat both KVFs simultaneously.
In addition, our derivation is somewhat simpler than Geroch’s in the sense that, instead
of introducing the symmetric matrix of twist vectors ωaAB [(A8) of [3]] and their projections
νaAB [(A10) of [3]]
8, we make repeated use of the expression
∇aKAb = −1
2
ǫ−1 |λ|−1/2 ǫab cA − λBCKB[aDb]λCA (3.20)
for the covariant derivative of the KVFs. [The use of Eq. (3.20) greatly simplifies calculations
involving one or two derivatives of the KVFs.] A proof of Eq. (3.20) can be found in
Appendix A.
The projected components of the four-dimensional Ricci tensor are worked out in detail
in Appendix B. The final results, which we simply state here, are
RAB = −1
2
DaDaλAB +
1
4
(λ−1Daλ)DaλAB
−1
4
λABλ
−1(DaλλCD)DaλCD − 1
2
λ−1cAcB; (3.21a)
R̂Ab = −1
2
ǫ−1 |λ|−1/2 ǫbcDccA; (3.21b)
R̂ab = −1
2
λ−1DaDbλ+
1
4
λ−1(Daλλ
AB)(DbλAB)
+
1
4
λ−2(Daλ)(Dbλ) +
1
2
γab(R+ λ−1λABcAcB). (3.21c)
8These quantities are considered in Appendix D for the sake of identifying out results with
Geroch’s.
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C. Trace and trace-free parts of the projected Ricci tensor
For reasons which shall become clearer in Sec. V, it is convenient to split the projected
components RAB and R̂ab of the Ricci tensor into their trace and trace-free parts with respect
to {λAB}, γcd, and the projection operators
PCDAB := δ
C
(Aδ
D
B) −
1
2
λABλ
CD , (3.22a)
P cdab := γ
c
(aγ
d
b) −
1
2
γabγ
cd . (3.22b)
The projection operators satisfy
PCDAB P
EF
CD = P
EF
AB , P
cd
abP
ef
cd = P
ef
ab , (3.23a)
λABPCDAB = P
CD
AB λCD = γ
abP cdab = P
cd
ab γcd = 0 , (3.23b)
P cdabK
a
A = P
cd
abK
b
A = P
cd
abKAc = P
cd
abKAd = 0. (3.23c)
Using these results together with Eqs. (3.21) and (B29), it immediately follows that
PCDAB RCD = P
CD
AB
[
−1
2
DaDaλCD +
1
4
(λ−1Daλ)DaλCD − 1
2
λ−1cCcD
]
; (3.24a)
λABRAB = −1
2
λ−1DaDaλ+
1
4
(λ−1Daλ)λ−1Daλ− 1
2
λ−1λABcAcB; (3.24b)
P cdab R̂cd = P
cd
ab
[
−1
2
λ−1DcDdλ+
1
4
λ−1(Dcλλ
AB)(DdλAB) +
1
4
λ−2(Dcλ)(Ddλ)
]
; (3.24c)
γabR̂ab = −1
2
λ−1DaDaλ+
1
4
λ−1(DaλλAB)(DaλAB) +
1
4
λ−2(Daλ)(Daλ) +R+ λ−1λABcAcB. (3.24d)
D. Contracted Bianchi identities
Of course, all ten Einstein equations implied by Eq. (3.21) are not independent; they are
related by the four contracted Bianchi identities
∇bGab = 0. (3.25)
In this section, we express the various projections of Eq. (3.25) in terms of the projections
GAB := K
c
AK
d
BGcd (3.26a)
ĜAb := K
c
Aγ
d
bGcd (3.26b)
Ĝab := γ
c
aγ
d
bGcd (3.26c)
of the Einstein tensor. Since LKAGab = 0, the symmetric matrix {GAB} of scalar fields, the
pair {ĜAb} of covector fields, and the symmetric tensor field Ĝab all live on the two-manifold
S. This means, in particular, that
10
KaAĜab = K
b
AĜab = K
b
AĜAb = 0 (3.27)
and, due to the vanishing of the Lie derivatives LKCGAB and LKBĜAb,
KcC∇cGAB = 0; (3.28a)
KcC∇cĜAb = −ĜAc∇bKcC . (3.28b)
First, the projection of the contracted Bianchi identity along a Killing vector is given by
0 = KaA∇bGab = ∇b(KaAGab)
= ∇b(ĜAb + λBCKBbGAC) = ∇bĜAb
= DbĜAb + ĜAc∇bγcb = DbĜAb +
1
2
ĜAbλ
−1Dbλ,
(3.29)
where we used Eq. (3.28a), (B3), and the antisymmetry of ∇aKbB in a and b.
Second, the projection orthogonal to both Killing vectors is
0 = γca∇bGcb = γda [∇b(γcdGcb)−Gcb∇bγcd]
= γda[∇b(Ĝdb + λABKBbĜAd) +GcbλABKcA∇bKBd]
= γda[∇bĜdb − λABĜAb∇dKbB + λABGAb∇bKBd]
= γda[∇bĜdb − 2ĜAbλAB∇dKbB] +
1
2
GABDaλ
AB.
(3.30)
The first term in Eq. (3.30) can be written as
γda∇bĜdb = DbĜab + γdaĜdc∇bγcb
= DbĜab +
1
2
Ĝabλ
−1Dbλ, (3.31)
where we again used Eq. (3.30) (B3) to simplify ∇bγcb . Using Eq. (3.20) to replace the second
term gives the result
0 = γca∇bGcb = DbĜab +
1
2
Ĝabλ
−1Dbλ+
1
2
GABDaλ
AB
+ǫ−1 |λ|−1/2 ǫabλABĜAbcB. (3.32)
Defining the linear differential operator
Da = Da + 1
2
(λ−1Daλ)×, (3.33)
the contracted Bianchi identities can thus be written as
DbĜAb = 0; (3.34a)
DbĜab = −1
2
GABDaλ
AB
−ǫ−1 |λ|−1/2 ǫabλABĜAbcB. (3.34b)
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The two relations (3.34a) among the four off-block-diagonal components {GAi} of the
Einstein tensor show why setting those components to zero only allows us to eliminate two
degrees of freedom {cA} from the problem.
The two components of Eq. (3.34b) tell us that only four of the remaining six compo-
nents (the three {GAB} and the three components {Gij} of Ĝab) of the Einstein tensor are
independent. Since Eqs. (3.34a), (3.34b) are algebraic, rather than differential, in the three
projected components {GAB}, Eq. (3.34b) can be solved to give two of those components in
terms of the other eight.9
Also, Eq. (3.34b) can be rewritten, by substituting the form of ĜAb = R̂Ab given by
Eq. (3.21b), as
DbĜab = −1
2
GABDaλ
AB +
1
2
λ−1λABcADacB. (3.35)
E. Recovering the four-geometry
As shown in Sec. IIIA, given a spacetime (M, gab) admitting two commuting KVFs
{KaA}, one can define a number of tensor fields that live on the two-dimensional space S of
Killing vector orbits. In particular, we defined the two-metric γab, the symmetric matrix of
inner products {λAB}, and the two scalar fields {cA}. In this section, we complete our general
discussion of spacetimes admitting two KVFs by doing the converse. That is, we show how to
reconstruct the four-geometry (M, gab) given only {λAB}, {cA}, and the metric components
{γij} of γab with respect to a coordinate system {xi | i = 2, 3} on S. The goal is to: (i)
construct a basis {eaµ |µ = 0, 1, 2, 3} on M; (ii) determine the commutation coefficients of
this basis; (iii) specify the metric components {gµν} of gab with respect to this basis. As we
shall see below, if the scalar fields cA are non-zero, then there is no preferred coordinate basis
on M. (Appendix C describes the freedom in choosing a coordinate basis on M and the
form the metric takes in such a basis.) However, there is always a preferred non-coordinate
basis on M, in terms of which the metric components {gµν} are block-diagonal.
(i) Let {xi | i = 2, 3} be any coordinate system on S, and let {γij} denote the components
of γab with respect to these coordinates—i.e.,
γab = γij(dx
i)a(dx
j)b . (3.36)
Then we can use the two contravariant vectors
eai := γijg
ab(dxj)b (i = 2, 3) (3.37a)
along with the two Killing vector fields
eaA := K
a
A (A = 0, 1) (3.37b)
9This only works if the appropriate derivatives of λAB are non-vanishing. Otherwise, we have two
differential relations among the components of the Einstein tensor.
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to define a basis {eaµ |µ = 0, 1, 2, 3} on M.
Although the Killing vector fields commute with everything (i.e., [eA, eµ]
a = 0), and
[ei, ej ]
a
S := e
b
iDbe
a
j − ebjDbeai = γab [ei, ej]b = 0 , (3.38)
the basis vectors {eai | i = 2, 3} need not commute on M. Thus, {eaµ |µ = 0, 1, 2, 3} is not
necessarily a coordinate basis on M.
(ii) Given a basis {eaµ |µ = 0, 1, 2, 3} on M, the commutation coefficients {Cµνσ} are
defined by
[eµ, eν ]
a =: Cµν
σeaσ . (3.39)
Since, as mentioned in (i),
[eA, eµ]
a = 0 and γab [ei, ej]
b = 0 , (3.40)
it follows that
[ei, ej]
a = Cij
AeaA (3.41)
define the only possible non-vanishing commutation coefficients, which are {CijA}.
To calculate these coefficients, invert Eq. (3.41):
Cij
A = [ei, ej ]
aeAa = [ei, ej ]
agabλ
ABKbB . (3.42)
Since gabe
a
iK
b
B = 0 and ∇aKBb = −∇bKBa, it follows that
[ei, ej]
agabK
b
B = −2eai ebj∇aKAb . (3.43)
Now use Eq. (3.20) to expand ∇aKAb. The final result is
Cij
A = ǫ−1 |λ|−1/2 ǫijλABcB , (3.44)
where
ǫij := e
a
i e
b
jǫab (3.45)
are the components of the Levi-Civita tensor on S. Thus, we see that cA = 0 are the
necessary and sufficient conditions for {eaµ|µ = 0, 1, 2, 3} to be a coordinate basis on M.
(iii) Determining the metric components gµν with respect to the basis {eaµ |µ = 0, 1, 2, 3}
is relatively straightforward. Using the definitions (3.37a) and (3.37b), it follows that
gAB := gabe
a
Ae
b
B = λAB , (3.46a)
giB := gabe
a
i e
b
B = 0 , (3.46b)
gij := gabe
a
i e
b
j = γij , (3.46c)
so the metric components
{gµν} =
( {λAB} 0
0 {γij}
)
. (3.47)
are block diagonal.
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IV. FURTHER GAUGE FIXING
Within the formalism of Sec. III, there are still choices to be made in defining a basis.
There is of course the choice of a basis (coordinate or otherwise) on the two-manifold S,
and we will discuss possible coordinate choices in Sec. IVB. But it is also possible, by
considering linear combinations of the Killing vectors, to describe the same spacetime with
different values for {λAB} and {cA}, as we show in Sec. IVA.
A. Relabeling the Killing vectors
The properties of the vectors {KaA} which allow us to perform the construction of Sec. III
are that they obey Killing’s equation
∇(aKb)A = 0, (4.1a)
and that they commute with one another
KbA∇bKaB −KbB∇bKaA = 0. (4.1b)
If we define a new pair of vectors {KaA′} to be a linear combination of the first two:
KaA′ = LA′
BKaB, (4.2)
then the new set of vectors will also be commuting Killing vectors if and only if
0 = ∇(aKb)A′ = K(aB∇b)LA′B (4.3a)
and
0 = KbA′∇bKaB′ −KbB′∇bKaA′
= KbA′∇bLB′C −KbB′∇bLA′C . (4.3b)
Clearly a sufficient condition is that {LA′B} be constants. It is also straightforward to show
that if neither λAB nor λA′B′ is degenerate, it is also a necessary condition.
10
Under this global GL(2,R) symmetry, λAB transforms as a second-rank covariant tensor,
λ as a scalar density of weight two, and cA as a covariant vector density of weight one:
λA′B′ = LA′
CLB′
DλCD (4.4a)
λ′ = (detL)2λ (4.4b)
c′A′ = (detL)LA′
BcB. (4.4c)
In particular, the value of
10This means that the linear combinations must be constant except on the surfaces of signature
change, and we are not interested in discontinuous transformations.
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I = λ−1λABcAcB (4.5)
at a given point cannot be changed by the transformation (4.2), nor can the sign of λ.
We can use these transformations to bring λAB and cA into a convenient form at one
point in the two-manifold S—i.e., on one of the Killing vector orbits. (In the case of two
equal-mass orbiting cosmic strings, where there is an additional discrete rotational symmetry
which exchanges the strings, a special point is the fixed point of that rotation, which is the
rotational axis.) The desired form depends on the invariant signs of I and λ:
(i) If λ > 0, λAB is positive definite, and thus I must also be positive (or else the
system of KVFs would be orthogonally transitive). We can choose the Killing vectors so
that λAB = δAB at our desired point, and use the residual SO(2) symmetry (which preserves
that form of λAB) to rotate cA so that c1 = 0 and c0 =
√
I.
(ii) As mentioned in (i), λ > 0 and I < 0 is not allowed.
(iii) If λ < 0 we can bring λAB into a Lorentz form λAB = ηAB. If I > 0, we define the
KVFs so that λ00 = −1 and λ11 = 1 at our chosen point, and then use the residual SO(1, 1)
symmetry to set c1 = 0 and c0 =
√
I.
(iv) If λ < 0 and I < 0, we instead define the KVFs so that λ00 = 1 and λ11 = −1 at the
chosen point, and then use the residual SO(1, 1) symmetry to set c1 = 0 and c0 =
√−I .
So, ignoring the special case where I = 0, we always have the freedom to set c1 = 0 at
a point. Note that in the case of a vacuum spacetime, where Eq. (3.21b) tells us that the
{cA} are constants, this means that c1 vanishes everywhere.
B. Coordinate choices on the two-manifold
The description in terms of the two-manifold S of Killing vector orbits has been entirely
coordinate-independent, as emphasized by the use of abstract index notation. Thus we need
to make a choice of coordinates on S to complete the specification of a basis on the four-
manifold M. In vacuum spacetimes with orthogonal transitivity (cA = 0), (3.24b) implies
that
DaDa
√
±λ = 0, (4.6)
so (in the absence of signature change)
√|λ| is a harmonic coordinate on S [7]. Using√|λ|,
along with its harmonic conjugate, leads to a two-metric described only by a single conformal
factor, and effectively reduces the number of degrees of freedom in λAB from three to two.
This is used, for example, to define the ρ and z (Weyl) coordinates in a general stationary,
axisymmetric, vacuum spacetime.
However, in the case at hand, λ does not provide us with a harmonic coordinate, and
thus this method does not work. We can use either a set of conformal coordinates or a set
based on λ, as described in the following sections, but not both.
1. Conformal coordinates
Since any two-manifold is conformally flat, we are of course free to choose coordinates
on S so that the metric is determined only by a single conformal factor Φ(xi):
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TABLE I. Degrees of freedom in the absence of ζ-symmetry. This table enumerates the in-
dependent elements of {cA} and {λAB} and the components {γij} of the two-metric for various
coordinate choices on the two-manifold S of Killing vectors. The fields {cA} become constants in
vacuo, or more generally when the off-block-diagonal components {TAi} of the stress-energy tensor
vanish, so both the cA and total counts are considered separately “w/matter” (actually TAi 6= 0)
and “in vacuo” (actually TAi = 0). The different columns correspond to the λ-based coordinates
described in Sec. IVB 2, the conformal coordinates described in Sec. IVB 1, and, for comparison,
the coordinates which can be defined in vacuum (Tab = 0) spacetimes in the presence of orthogonal
transitivity, which are both λ-based and conformal. (The counting for the geodesic polar coordi-
nates defined in Sec. IVB 3 is the same as for conformal coordinates, with the conformal factor Φ
replaced by the metric component γ33.)
λ-based Conformal Weyla
cA (w/matter) 2 fields c0,c1 2 fields c0,c1 N/A
a
cA (in vacuo) 1 constant c0 1 constant c0 0
λAB 2 fields λ01, λ11 3 fields λ00, λ01, λ11 2 fields λ01, λ11
γij 2 components γ22, γ33 1 conf. fact. Φ 1 conf. fact. Φ
Total w/matter 6 DOF 6 DOF N/Aa
Total in vacuo 4 DOF + 1 param. 4 DOF + 1 param. 3 DOF
aWeyl coordinates, which are λ-based and conformal, are only possible in vacuum spacetimes with
orthogonal transitivity, and are included here for comparison only.
dΣ2 = Φ
[
(dx2)2 − ǫ(dx3)2] . (4.7)
In this case, we would need two fields (constants in vacuo) c0 and c1, to determine the
commutation coefficients for the non-coordinate basis described in Sec. III E, plus three
more fields λ00, λ01 and λ11 to determine the {gAB} block of the metric, plus a single field
Φ to determine the {gij} block of the metric, for a total of six degrees of freedom [four in
vacuo if Eq. (3.21b) are imposed a priori ], as summarized in Table I.
Note, however, that since the form of the flat metric depends on the signature of the two-
manifold S (Euclidean for ǫ < 0 and Lorentzian for ǫ > 0), we would need to use different
coordinate patches on either side of the signature change, and there would be no meaningful
relations between the definitions of Φ on either side.
2. λ-based coordinates
Although
√|λ| is not a harmonic coordinate in our case, we can still reduce the number
of independent components in the metric by basing a coordinate system on it. We set x2 = λ
[in the absence of Eq. (4.6), there is no reason to work with the square root], and choose x3
so that the metric is diagonal, which we can always do in two dimensions.
We expect λ to act as a radial coordinate, since as a geometric quantity it must be
preserved by the discrete rotational symmetry which exchanges the two strings. In particular,
this means that constant-λ surfaces must be closed. [There is also the analogy of co-rotating
flat spacetime (Sec. II), where λ is related to the traditional radial coordinate ρ by Eq. (2.12).]
Because of the choices made in Sec. IVA, we know that λ = −1 at the origin (the fixed
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FIG. 1. Surfaces of constant λ on the two-manifold S and the surfaces orthogonal to those which
are defined to have constant ψ. At the center of rotation, λ = −1; the innermost level surface
is for λ = −0.9, and the λ values increase by 0.1 up to the outermost one, which is λ = 0 (the
light cylinder). The constant-ψ curves which are drawn are ψ = 0 (the positive x-axis), ψ = π/8,
ψ = π/4, ψ = 3π/8, and ψ = π/2 (the positive y-axis). This diagram was made by superposing two
low-mass Levi-Civita cosmic strings (mass-per-unit-length 2C = 0.2 in geometrical units) assumed
to move in Newtonian orbit about one another. (See Sec. IVB3.) The coordinates drawn on the
axes are the Cartesian analogues of polar coordinates ρ and ϕ in which the metric can be written
in the form (4.11). The cosmic strings are located at y = 0, x = ±0.189, and λ becomes a bad
coordinate about 0.02 from each of the strings. It should thus be necessary, in a λ-based coordinate
system, to model the strings with boundary conditions placed at least that far from the strings.
point of the discrete rotational symmetry). And the light cylinder is, by definition, the
surface on which λ = 0. Considering these concentric surfaces of constant λ (Fig. 1) we can
draw surfaces everywhere orthogonal to these, which are surfaces of constant x3 = ψ. If
we call the one passing through one cosmic string ψ = 0 and the one passing through the
other string ψ = π, then ψ is an angular coordinate with period 2π. This coordinate can be
defined so that the discrete symmetry discussed above corresponds to a rotation by π in ψ.
The metric on S can be written in terms of two independent components:
dΣ2 = γ22 dλ
2 + γ33 dψ
2. (4.8)
For example, the two-metric (2.14) for co-rotating flat spacetime can be written in this form
(the ϕ used in Sec. II is the same as the present ψ) with
γ22 =
1
4Ω2(1 + λ)
(4.9a)
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γ33 = −1 + λ
Ω2λ
. (4.9b)
We have not yet completely defined the coordinates on the two-manifold; the labeling of
the constant ψ surfaces is still to be specified. Put another way, we can make a redefinition
ψ′ = f(ψ) which preserves all of the properties thus far discussed of the coordinate system,
so long as f(0) = 0 and f(ψ+π) = f(ψ)+π. An obvious way to finish that specification is to
choose a particular value of λ and decree that equal intervals in ψ sweep out equal distance
along that constant-λ curve, or γ33,ψ = 0 for that value of λ. Given the specifications we
made at the origin in Sec. IVA, the most convenient place to make this definition is in the
limit λ→ −1, assuming that limit exists.
Counting the degrees of freedom needed to specify the metric, we again have two fields
(or constants) c0 and c1; now we only need (say) λ11 and λ01 as functions of λ and ψ to
specify the matrix {λAB}, since we know
λ00 =
λ+ (λ01)
2
λ11
; (4.10)
and finally we need the two diagonal components γ22 and γ33 to specify the metric on S.
Again, we have six independent degrees of freedom, or four if the cA are taken to be constant.
(See Table I.)
3. Geodesic polar coordinates
The use of λ as a coordinate has a number of potential hazards. In addition to a
coordinate singularity at the origin, it may also fail to be monotonic as one moves out
from the origin to infinity. For example, consider the co-rotating spacetime obtained by
superposing two low-mass Levi-Civita cosmic strings [8], each with mass-per-unit length 2C
in gravitational units, where C is a small dimensionless parameter. This spacetime will
not solve Einstein’s equations (it includes only Coulomb effects and not gravitomagnetic
or radiative ones) but it can be written in our formalism. There exist coordinates on the
two-manifold in which the two-metric is
dΣ2 = dρ2 − ρ
2
λ
dϕ2, (4.11)
and in terms of those coordinates, the strings are located at ρ = R and ϕ = 0, π and the
matrix of Killing vector inner products is given by11
{λAB} =
( −[(ρ+ρ−)2C − Ω2ρ2] 0
0 (ρ+ρ−)
−2C
)
, (4.12)
so that λ = −1 + (ρ+ρ−)−2CΩ2ρ2, where ρ± are the Cartesian distances from each string,
whose product is
11Note that if C = 0, this just reduces to (2.11).
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(ρ+ρ−)
2 = (ρ2 +R2)2 − 4R2ρ2 cos2 ϕ. (4.13)
This means that sufficiently close to either of the strings, λ becomes arbitrarily large, pro-
ducing isolated (for small C) regions around the strings which violate the assumption that
λ increases monotonically away from the origin. We may be able to solve this problem by
removing those regions from the two-manifold and modelling the strings by conditions on
the resulting boundaries.
Note that the coordinates ρ and ϕ in which the metric has been written have no such
problems. One way to generalize these coordinates to arbitrary spacetimes would be to
require γ22 ≡ 1 and γ23 ≡ 0 everywhere. This can be achieved, for instance, by defining
polar coordinates at the origin and then requiring constant-ϕ lines12 to be geodesics along
which ρ is an affine parameter, whence the name geodesic polar coordinates. Then, just as
in the case of conformal coordinates, we will need only one function (γ33 or equivalently
−γ33λ/ρ2) to define the two-metric, and three more to define the matrix λAB.
C. An additional discrete symmetry
This section does not actually concern gauge-fixing, but it does describe a way in which
the number of independent degrees of freedom can be further reduced under certain circum-
stances. Consider a transformation which changes the sign of the Killing vector Ka1 and
simultaneously reverses the orientation of the spacetimeM.13 Under such a transformation,
c1, λ01, R01, and {R1i} will change sign, but the other parts of those objects, such as c0,
λ00, λ11, etc., will not. (In general, any object or component will be transformed to (−1)ζ
times itself, where ζ is the number of times 1 appears as an index.) Call this transformation
ζ-reflection.
Now suppose we have a solution to the Einstein equations determined by some stress-
energy distribution and boundary conditions. Note that the auxiliary conditions on λAB and
cA at a single point in S, which we used to define the Killing vector labels, are unchanged by
ζ-reflection (since they set λ01 and c1 to zero at that point). Thus ζ-reflection of our initial
solution must also satisfy the Einstein equations, only with ζ-reflected stress-energy and
boundary conditions. If the stress-energy and boundary conditions are sent into themselves
by ζ-reflection (i.e., if their ζ-odd components all vanish), then we have two solutions to the
same boundary-value problem, which are ζ-reflections of one another. Assuming that the
boundary conditions used are sufficient to specify a unique solution, that means that we are
actually talking about one solution which is taken into itself by ζ-reflection, which means
that the ζ-odd quantity λ01 vanishes everywhere in this case.
14 (See Table II.)
When are the stress-energy and boundary conditions going to be ζ-even? The ζ-odd
parts T01 and T1i of the stress-energy can be though of as energy fluxes and shears along the
string, and setting them to zero would seem to be reasonable. Considering the boundary
conditions at infinity as describing linearized radiation on a cylindrical background [4], and
thinking qualitatively in something like the transverse, traceless gauge describing radiation
12Note that the angular coordinate ϕ in this system will not in general be the same as the ψ
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TABLE II. Degrees of freedom in the presence of ζ-symmetry. This table enumerates the
independent components of the quantities describing the four-geometry, just as in Table I, but
this time after we have assumed that the spacetime is unchanged by the ζ-reflection defined in
Sec. IVC, and so for example λ01 ≡ 0. (The counting for the geodesic polar coordinates defined in
Sec. IVB 3 is the same as for conformal coordinates, with the conformal factor Φ replaced by the
metric component γ33.)
λ-based Conformal Weyla
cA (w/matter) 1 field c0 1 field c0 N/A
a
cA (in vacuo) 1 constant c0 1 constant c0 0
λAB 1 field λ11 2 fields λ00, λ11 1 field λ11
γij 2 components γ22, γ33 1 conf. fact. Φ 1 conf. fact. Φ
Total w/matter 4 DOF 4 DOF N/Aa
Total in vacuo 3 DOF + 1 param. 3 DOF + 1 param. 2 DOF
aSee footnote, table I.
moving radially outward, the “plus” polarization will involve the components hφφ and hzz
of the metric perturbation, which are ζ-even quantities, while the “cross” polarization will
involve the ζ-odd component hzφ. Thus ζ-even boundary values are those which involve
only one polarization.
V. THE DIFFERENTIAL EQUATIONS FOR CO-ROTATING COSMIC STRINGS
A. General considerations
1. Number of degrees of freedom
In a general spacetime, the Einstein equations are ten second-order, non-linear, partial
differential equations for the ten independent metric components, as functions of the four
spacetime coordinates. As described in Sec. IVB, after all of the gauge degrees of freedom
have been fixed out of a two-Killing-vector vacuum spacetime (and ĜAb have been set to
zero a priori), there remain four independent functions of the two coordinates on the two-
dimensional space of Killing vector orbits. There are three Einstein equations involving
GAB (conveniently divided into the two involving the trace-free part P
CD
AB GCD = P
CD
AB RCD
defined in λ-based coordinates.
13Equation (3.12) tells us that changing the sign of one of the Killing vectors must change the
orientation of either M or S.
14The same can be concluded about c1, but if the stress-energy is ζ-even, it is already guaranteed
to be a constant by (3.21b).
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and one involving the trace λABGAB = −γabR̂ab) and three more involving Ĝab (two with
P cdab Ĝcd = P
cd
ab R̂cd and one with γ
abĜab = −λABRAB) for a total of six.15
If the spacetime is assumed to be unchanged by ζ-reflection (see Sec. IVC), there are
only three independent degrees of freedom in the gauge-fixed metric. Since G01 ≡ 0 in that
case, there are only five Einstein equations involving those three functions of two variables.16
2. Order of the equations
An important practical consideration for a numerical solution to the Einstein equations
is their order—i.e., the highest number of derivatives appearing in each equation. The
Einstein equations for a generic spacetime are second-order, but we will see that not all of
the equations enumerated in Sec. VA1 are actually second-order when λ is used as one of
the coordinates. This is because both of the components
Diλ ≡ ∂ix2 = δ2i (5.1)
are constant, and thus second covariant derivatives of λ do not translate into second deriva-
tives of the functions of λ and ψ which define the metric:
DiDjλ = −G2ji, (5.2)
where
Gkij :=
γkl
2
(γil,j + γjl,i − γij,l) (5.3)
is a Christoffel symbol for the metric γab in the {xi} coordinates, and only involves first
derivatives of metric components.
Thus, the only terms in Eq. (3.24) which can involve second derivatives of metric compo-
nents are the scalar curvature (of γab) R and the trace-free (on A and B) part of DaDbλAB.
Defining the notation ∼= to mean “equal up to first (and lower) derivative terms,” we see
that the six Einstein equations divide into three second-order equations involving
PCDAB GCD = P
CD
AB RCD
∼= −1
2
PCDAB D
aDaλCD
∼= −1
2
DaDaλAB (5.4a)
λABGAB = −γabR̂ab ∼= −R (5.4b)
and three first-order equations involving
15The contracted Bianchi identities, considered in Sec. IIID, mean that only four of those six
components are independent. This is discussed further in Sec. VB.
16The “missing” equation is one of the two involving PCDAB GCD = P
CD
AB RCD.
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γabĜab = λ
ABRAB ∼= 0 (5.5a)
P cdab Ĝcd = P
cd
ab R̂cd
∼= 0. (5.5b)
If the spacetime is assumed to be ζ-symmetric, PCD01 RCD vanishes automatically, and
there are only two second-order equations and three first-order ones.
B. Explicit forms
1. λ-based coordinates
To determine the explicit differential equations obeyed by functions defining the metric,
it is convenient to use as the four independent degrees of freedom
X(λ, ψ) := λ01 (5.6a)
Z(λ, ψ) := λ11 (5.6b)
P (λ, ψ) := γ22 (5.6c)
h(λ, ψ) := −λγ33/γ22. (5.6d)
These definitions are chosen in part because they are all non-singular at the light cylinder
λ = 0 in co-rotating flat spacetime [cf. Eq. (4.9)]:
X(λ, ψ) = 0 (5.7a)
Z(λ, ψ) = 1 (5.7b)
P (λ, ψ) = [4Ω2(1 + λ)]−1 (5.7c)
h(λ, ψ) = 4(1 + λ)2. (5.7d)
Also X is a ζ-odd quantity, while the other three are ζ-even.17
Substituting the expressions
λ00 = (λ+X
2)Z−1 (5.8a)
λ01 = X (5.8b)
λ11 = Z (5.8c)
γ22 = P (5.8d)
γ23 = 0 (5.8e)
γ33 = −λ−1hP (5.8f)
c0 ≡ 2Ω (5.8g)
c1 ≡ 0 (5.8h)
17Note that while this does mean X ≡ 0 in a ζ-symmetric spacetime, the non-linearity of the
Einstein equations will couple the ζ-odd and ζ-even parts of the metric.
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into Eqs. (3.24b) and (3.24c), a straightforward but lengthy algebraic calculation gives the
first-order equations
− γabĜab = λABRAB = −1
4
λ−1h−1P−1hλ − 2λ−2ZΩ2 + 1
2
λ−2P−1; (5.9a)
Ĝ23 = R̂23 = −1
2
(1 + λ−1X2)Z−2ZλZψ − 1
2
λ−1XλXψ +
1
2
λ−1Z−1X(ZλXψ + ZψXλ)
+
1
4
λ−1P−1Pψ +
1
4
λ−1Z−1Zψ; (5.9b)
γ22Ĝ22 − γ33Ĝ33 = γ22R̂22 − γ33R̂33
= −1
2
(1 + λ−1X2)P−1Z−2Zλ
2 − 1
2
λ(1 + λ−1X2)h−1P−1Z−2Zψ
2
+λ−1P−1Z−1XZλXλ + h
−1P−1Z−1XZψXψ − 1
2
λ−1P−1Xλ
2
−1
2
h−1P−1Xψ
2 +
1
4
λ−1h−1P−1hλ +
1
2
λ−1P−2Pλ +
1
2
λ−1P−1Z−1Zλ, (5.9c)
where we have defined the shorthand
hλ :=
∂h
∂λ
, Xψψ :=
∂2X
∂ψ2
, etc. (5.10)
The contracted Bianchi identities derived in Sec. IIID mean that two of the second-order
expressions GAB can be written in terms of other components of Gab. Specifically, we can use
Eq. (3.34b) to solve for G00 and G11 as linear combinations of G01, {Gij}, and {Gij,k}. The
explicit forms of those expressions are not needed to solve the Einstein equations (since they
simply show that G00 and G11 vanish identically in a vacuum). However, the corresponding
expressions for T00 and T11 show that those components are completely determined by the
other components of the stress-energy tensor Tab (and their derivatives) due to conservation
of energy.
If the spacetime is assumed to be unchanged by ζ-symmetry (cf. Sec. IVC), then G01 ≡
0 automatically, and the only independent Einstein equations are Gij = 8πTij, with the
components ofGij given by Eq. (5.9). (Note that those expressions are then further simplified
by the condition X ≡ 0.) In that case those three first-order equations, together with an
appropriate choice of boundary conditions, determine the three functions h(λ, ψ), P (λ, ψ),
and Z(λ, ψ).
If ζ-symmetry is not imposed, we have one other independent component of the Einstein
tensor, which we take to be PAB01 GAB = P
AB
01 RAB. Again, a bit of algebra converts Eq. (3.24a)
into
PAB01 GAB = G01 −
1
2
XλABGAB
= −1
2
P−1Xλλ +
1
2
λh−1P−1Xψψ +
1
2
λ−1P−1XXλ
2 − 1
2
h−1P−1XXψ
2
−λ−1P−1Z−1X2ZλXλ − 1
4
h−1P−1hλXλ + h
−1P−1Z−1X2ZψXψ − 1
4
λh−2P−1hψXψ
+
1
2
(1 + λ−1X2)P−1Z−2XZλ
2 − 1
2
λ(1 + λ−1X2)h−1P−1Z−2XZψ
2 +
1
2
λ−1P−1Xλ
23
−1
2
λ−1P−1Z−1XZλ +
1
2
XγabĜab. (5.11)
If the spacetime is not assumed to be ζ-symmetric, the four functions h(λ, ψ), P (λ, ψ),
Z(λ, ψ), and X(λ, ψ) are determined by the three first-order partial differential equations
(PDEs) corresponding to Eq. (5.9) and the second-order PDE coming from Eq. (5.11), along
with an appropriate set of boundary conditions.
2. Geodesic polar coordinates
The convenient degrees of freedom for defining the metric in geodesic polar coordinates
are
X(ρ, ϕ) := λ01 (5.12a)
Z(ρ, ϕ) := λ11 (5.12b)
λ(ρ, ϕ) := λ00λ11 − λ012 (5.12c)
F (ρ, ϕ) := −λγ33/ρ2. (5.12d)
Now the light cylinder is a surface in ρ, ϕ space defined by λ(ρ, ϕ) = 0, and the flat-space
forms of the other three quantities are well-behaved on that surface [cf. Eqs. (4.11),(4.12),
with C = 0]:
X(ρ, ϕ) = 0 (5.13a)
Z(ρ, ϕ) = 1 (5.13b)
λ(ρ, ϕ) = −(1− Ω2ρ2) (5.13c)
F (ρ, ϕ) = 1. (5.13d)
Note that the quantities X and Z are the same as those defined in λ-based coordinates.
Substituting the expressions
λ00 = (λ+X
2)Z−1 (5.14a)
λ01 = X (5.14b)
λ11 = Z (5.14c)
γ22 = 1 (5.14d)
γ23 = 0 (5.14e)
γ33 = −λ−1ρ2F (5.14f)
c0 ≡ 2Ω (5.14g)
c1 ≡ 0 (5.14h)
into Eqs. (3.24b) and (3.24c), another straightforward algebraic calculation gives the equa-
tions
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− γabĜab = λABRAB = −1
2
λ−1λρρ +
1
2
ρ−2F−1λϕϕ +
1
2
λ−2λρ
2 − 1
4
λ−1F−1λρFρ (5.15a)
−1
4
ρ−2F−2λϕFϕ − 1
2
ρ−1λ−1λρ − 2λ−2ZΩ2;
Ĝ23 = R̂23 = −1
2
λ−1λρϕ − 1
2
(1 + λ−1X2)Z−2ZρZϕ − 1
2
λ−1XρXϕ +
1
4
λ−1F−1Fρλϕ (5.15b)
+
1
4
λ−1Z−1(λρZϕ + λϕZρ) +
1
2
λ−1Z−1X(ZρXϕ + ZϕXρ) +
1
2
ρ−1λ−1λϕ;
γ22Ĝ22 − γ33Ĝ33 = γ22R̂22 − γ33R̂33
= −1
2
λ−1λρρ − 1
2
ρ−2F−1λϕϕ +
1
4
λ−1F−1λρFρ +
1
4
ρ−2F−2λϕFϕ (5.15c)
+
1
2
λ−1Z−1λρZρ +
1
2
ρ−2F−1Z−1λϕZϕ − 1
2
(1 + λ−1X2)Z−2Zρ
2
−1
2
λ(1 + λ−1X2)ρ−2F−1Z−2Zϕ
2 + λ−1Z−1XZρXρ + ρ
−2F−1Z−1XZϕXϕ
−1
2
λ−1Xρ
2 − 1
2
ρ−2F−1Xϕ
2 +
1
2
ρ−1λ−1λρ,
which again uses the shorthand
hρ :=
∂h
∂ρ
, Xϕϕ :=
∂2X
∂ϕ2
, etc. (5.16)
Note that these equations are now second order in λ(ρ, ϕ) but not in the other dependent
variables. As in the previous section, these three equations, along with appropriate boundary
conditions, are enough to specify the three functions λ, F , and Z if the spacetime is assumed
to be even under ζ-symmetry (in which case X vanishes everywhere). If not, we need a
fourth, ζ-odd, equation derived from Eq. (3.24a):
PAB01 GAB = G01 −
1
2
XλABGAB (5.17)
= −1
2
Xρρ +
1
2
λρ−2F−1Xϕϕ +
1
2
λ−1XXρ
2 − 1
2
ρ−2F−1XXϕ
2 − λ−1Z−1X2ZρXρ
+ρ−2F−1Z−1X2ZϕXϕ +
1
2
λ−1λρXρ − 1
4
F−1FρXρ − 1
4
ρ−2λF−2FϕXϕ
+
1
2
(1 + λ−1X2)Z−2XZρ
2 − 1
2
λ(1 + λ−1X2)ρ−2F−1Z−2XZϕ
2 − 1
2
λ−1Z−1XλρZρ
+
1
2
ρ−2F−1Z−1XλϕZϕ − 1
2
ρ−1Xρ +
1
2
XγabĜab.
For a spacetime without ζ-symmetry, the four functions λ(ρ, ϕ), F (ρ, ϕ), Z(ρ, ϕ), and
X(ρ, ϕ) are determined by the four second-order PDEs corresponding to Eqs. (5.15) and
(5.17), along with an appropriate set of boundary conditions.
VI. CONCLUSIONS
To summarize, we have used the two Killing vectors present in the spacetime of a pair
of co-rotating cosmic strings to help us find the simplest set of quantities (four functions of
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two variables; three if the spacetime is assumed to be ζ-symmetric as defined in Sec. IVC)
needed to describe the geometry of that spacetime. Since we learned in Sec. II that it is not
possible (due to a lack of orthogonal transitivity) to define a subspace everywhere orthogonal
to both Killing vectors, we instead worked on the two-dimensional space S of Killing vector
orbits.
In Sec. III, we derived the components of the Einstein tensor in terms of tensor fields on
the two-manifold S, thereby streamlining and extending the derivation by Geroch [3] of the
vacuum Einstein equations. We also expressed the contracted Bianchi identities in terms of
those components, and showed that two components of the Einstein tensor (and not just
their derivatives) were (generically) simply linear combinations of the other components and
their derivatives.
In Sec. IV, we described further gauge fixing possible within the Geroch formalism;
in particular, the choice of coordinates on the two-manifold S. One possibility was to
choose coordinates so that the two-geometry was described only by a single conformal factor;
however, that was seen to be inconvenient due to the fact that S had a Lorentzian signature
outside of the “light cylinder”. A more convenient set of coordinates was found, which used
the determinant λ of the inner products of the Killing vectors as a radial coordinate. This
reduced the number of independent scalar fields needed to describe the four-geometry. A
third possibility is to mimic polar coordinates by defining lines of constant angular coordinate
to be spacelike geodesics in S radiating out from the origin and using the distance along
those curves as a radial coordinate. With any of these coordinate choices, the spacetime
geometry was found to be described by one parameter (representing the frequency of the
fixed rotation) and four independent functions of the two coordinates on S, as detailed in
Table I. If, as described in Sec. IVC, a further discrete symmetry (called ζ-symmetry) was
imposed upon the spacetime, the number of independent degrees of freedom was reduced to
three, as detailed in Table II.
Finally, in Sec. V we found explicit forms, in the λ-based coordinate system and the
geodesic polar coordinate system, for the Einstein equations in terms of the four indepen-
dent functions described in the previous section. This meant finding expressions for four
components of the Einstein tensor.18
It was shown that, in λ-based coordinates, three of those components led to first-order
partial differential equations—i.e., they contained no second derivatives of the functions
which described the metric. The fourth independent component, which was second order,
vanished identically if the ζ-symmetry of Sec. IVC was imposed. The Einstein equations
were then written as a set of four (homogeneous in vacuo, inhomogeneous in the presence
of matter) partial differential equations, three of them first-order and one second-order, for
four functions of two variables. If the sources and boundary conditions uniquely specify a
solution, and neither of them breaks the discrete ζ-symmetry, the system of PDEs further
simplifies to become three first-order equations for three functions of two variables.
In geodesic polar coordinates, which quasi-Newtonian descriptions of orbiting cosmic
18Four of the ten components of the Einstein tensor Gab had been set to zero a priori, and two
more could be determined by the Bianchi identities derived in Sec. IIID.
26
strings indicate may be better behaved, the situation was analogous, except that second
derivatives of one of the functions appeared in all of the Einstein equations.
To conclude, we note two aspects of the problem that were outside the scope of this
paper, but which will be addressed in future papers in this series:
(i) First, we said very little about the sources appearing in the Einstein equations. The
spacetime is taken to be vacuum away from the cosmic strings, but the stress-energy of the
strings themselves (and in fact whether they are better described by a distributional stress-
energy or a set of boundary conditions on a small circle surrounding each string) is not
discussed in this paper. However, since we always kept track of which components appeared
in expressions which were to be set to zero to give the vacuum Einstein equations, we will
be able to insert any sources once we have a stress-energy tensor.
(ii) Second, we left aside the issue of boundary conditions, both at infinity and at the
axis of rotation. In order to keep the system in equilibrium, we expect to need a balance
of incoming and outgoing radiation in the exterior boundary condition. How to implement
such a condition in our problem is a subject for further research [1,4]. In addition, there will
be complications in imposing boundary conditions at the axis of rotation (which corresponds
to λ = −1 in our coordinates), since the λ, ψ coordinate system is badly singular there, as
the metric components (4.9) for co-rotating flat spacetime show. This, along with the fact
that λ is not single-valued near the strings in the quasi-Newtonian spacetime discussed in
Sec. IVB3, implies that the geodesic polar coordinate system will prove more convenient.
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APPENDIX A: CALCULATION OF THE COVARIANT DERIVATIVE
OF THE KILLING VECTOR FIELDS
To calculate the covariant derivative of the Killing vector fields, we start by noting that
Killing’s equation (3.1) implies that ∇aKAb is antisymmetric in its a and b indices. Thus,
∇aKAb is completely specified by its contractions with the tensor fields ǫab, γ[ac Kb]D, and
K
[a
CK
b]
D.
(i) The contraction of ∇aKAb with ǫab is straightforward. Using Eqs. (3.4) and (3.12), it
follows that
ǫab∇aKAb = |λ|−1/2 ǫabcdK0cK1d∇aKAb
= |λ|−1/2 cA . (A1)
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(ii) To obtain the contraction of ∇aKAb with γ[ac Kb]D, it is convenient to note that19
KbD∇aKAb =
1
2
DaλAD . (A2)
Thus,
γ[ac K
b]
D∇aKAb =
1
2
DcλAD . (A3)
(iii) Similarly, by using Eq. (A2), we find
K
[a
CK
b]
D∇aKAb = 0 . (A4)
Since
− 1
2
ǫ−1 |λ|−1/2 ǫab cA − λBCKB[aDb]λCA (A5)
has the same three contractions with ǫab, γ
[a
c K
b]
D, and K
[a
CK
b]
D as does ∇aKAb, we have proven
the equality (3.20).
APPENDIX B: CALCULATION OF THE PROJECTED
COMPONENTS OF THE RICCI TENSOR
The following three subsections contain proofs of Eqs. (3.21a), (3.21b), and (3.21c).
These results were stated without proof in the main text.
1. Proof of Eq. (3.21a)
Using the definition Rbd := R
c
bcd and Eqs. (3.3), (A2), and (3.1), it follows that
RAB := K
a
AK
b
BRab = R
c
acbK
a
AK
b
B = (∇c∇bKcA)KbB
= ∇c(KbB∇bKcA)− (∇cKbB)(∇bKcA)
= −1
2
∇cDcλAB + (∇bKAc)(∇bKcB) . (B1)
The first term on the right-hand side (RHS) of Eq. (B1) can be evaluated by writing DcλAB
as γcdD
dλAB, and then differentiating γ
c
d and D
dλAB separately. The result is
− 1
2
∇cDcλAB = −1
4
(λ−1Ddλ)D
dλAB − 1
2
DdD
dλAB , (B2)
where we used
19This result follows by differentiating Eq. (3.5).
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∇cγcd = ∇c(δcd − λABKcAKBd) = −λABKcA∇cKBd
=
1
2
λABDdλAB =
1
2
λ−1Ddλ . (B3)
The second term on the RHS of Eq. (B1) can be evaluated by using Eq. (3.20) to expand the
covariant derivatives of the Killing vector fields. The two cross-terms, which are proportional
to ǫbcK
[bDc], vanish. Only the ǫbcǫ
bc and K[bDc]K
[bDc] terms remain. Explicitly,
(∇bKAc)(∇bKcB) =
1
4
ǫ−2 |λ|−1 ǫbcǫbc cAcB (B4)
+λCDλEFKC[b(Dc]λDA)K
[b
E(D
c]λFB)
= −1
2
λ−1cAcB +
1
2
λDF (DcλDA)(D
cλFB) .
Thus
RAB = −1
4
(λ−1Daλ)DaλAB − 1
2
DaDaλAB
−1
2
λ−1cAcB +
1
2
λCD(DaλAC)(DaλBD) . (B5)
If desired, the RHS of this last expression can be rewritten using the identity
λCD(DaλAC)(DaλBD) = (λ
−1Daλ)DaλAB (B6)
−1
2
λABλ
−1(DaλλCD)DaλCD,
which holds for any invertible 2× 2 matrix λAB. Substituting Eq. (B6) into Eq. (B5) yields
Eq. (3.21a).
2. Proof of Eq. (3.21b)
To obtain the projected components R̂Ab := K
c
Aγ
d
bRcd, we start by writing
R̂Ac = K
a
Aγ
b
cRab = R
d
adbK
a
Aγ
b
c = (∇d∇bKdA)γbc
= γac∇b∇aKAb . (B7)
We then use Eq. (3.20) to expand ∇aKAb:
γac∇b∇aKAb = γac∇b
(
−1
2
ǫ−1 |λ|−1/2 ǫab cA
− λBCKB[aDb]λCA
)
= −1
2
γac∇b(ǫ−1 |λ|−1/2 ǫab cA)
−γac∇b(λBCKB[aDb]λCA) . (B8)
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A straightforward calculation shows that the 2nd term on the RHS of Eq. (B8) vanishes,
while the 1st term can be calculated by first writing ǫ−1 |λ|−1/2 ǫab cA as ǫ−1 |λ|−1/2 γdb ǫad cA,
and then differentiating γdb and ǫ
−1 |λ|−1/2 ǫad cA separately. The result of this differentiation
is that the first term equals
1st term = −1
4
ǫ−1 |λ|−1/2 (λ−1Ddλ)ǫcd cA
−1
2
Dd(ǫ−1 |λ|−1/2 ǫcd cA) , (B9)
where we used Eq. (B3) and definition (3.11). Moreover, by differentiating each of the factors
of ǫ−1 |λ|−1/2 ǫcd cA separately, we find
−1
2
Dd(ǫ−1 |λ|−1/2 ǫcd cA) (B10)
=
1
4
ǫ−1 |λ|−1/2 (λ−1Ddλ)ǫcd cA − 1
2
ǫ−1 |λ|−1/2 ǫcdDdcA,
where we used20
Ddǫcd =
1
2
ǫcd ǫ
−1Ddǫ (B11)
to eliminate the derivatives of ǫ and ǫcd. Finally, by combining Eqs. (B9) and (B10), and
recalling that the 2nd term on the RHS of Eq. (B8) vanishes, we get Eq. (3.21b).
3. Proof of Eq. (3.21c)
To obtain the final set of projected components R̂ab := γ
c
aγ
d
bRcd, we proceed in a manner
similar to Geroch [3], and consider the Riemann tensor Rabcd of the two-dimensional metric
γab:
Rabcdvb := 2D[cDd]va . (B12)
Here Da is the covariant derivative operator compatible with γab [see Eq. (3.11)], and v
a is
an arbitrary vector field on S—i.e., it satisfies
KAav
a = 0 and LKAva = 0 . (B13)
In particular, KAav
a = 0 implies ∇a(KAbvb) = 0, so that
KbA∇avb = −vb∇aKAb , (B14)
while LKAva = 0 is equivalent to
20If we allow ǫ to change discontinuously from −1 to +1, Daǫ and Daǫbc do not vanish. They are
related by Eq. (B11).
KaA∇avb = va∇aKAb . (B15)
Equations (B14) and (B15) will be needed below to relate Rabcd to the four-dimensional
Riemann tensor
Rabcdv
b := 2∇[c∇d]va . (B16)
Using the symmetry properties of the Riemann tensor, it follows that Eq. (B12) is equiv-
alent to
Rabcdvd = 2D[aDb]vc . (B17)
Using Eq. (3.11) to evaluate the RHS, we find
2D[aDb]vc = 2γ
d
[aγ
e
b]γ
f
c∇d(γgeγhf∇gvh)
= 2γd[aγ
e
b]γ
f
c
[
(∇dγge )γhf∇gvh + γge (∇dγhf )∇gvh + γgeγhf∇d∇gvh
]
. (B18)
The last term above can be rewritten as
2γd[aγ
g
b]γ
h
c∇d∇gvh = γd[aγgb]γhcRdghfvf = γe[aγfb]γgcγhdRefghvd , (B19)
while the first two terms can be rewritten as
1st two terms = 2γd[aγ
e
b]γ
h
c (∇dγge )∇gvh + 2γd[aγgb]γfc (∇dγhf )∇gvh
= −2λAB
[
γd[aγ
e
b]γ
h
c (∇dKAe)KgB∇gvh + γd[aγgb]γfc (∇dKAf)KhB∇gvh
]
= −2λAB
[
γd[aγ
e
b]γ
h
c (∇dKAe)(∇gKBh)vg − γd[aγgb]γfc (∇dKAf)(∇gKBh)vh
]
, (B20)
where we used Eqs. (B14) and (B15) to obtain the last equality. After a little more “index
gymnastics,” we find
1st two terms = 2λABγe[aγ
f
b]γ
g
cγ
h
d [(∇eKAf)(∇gKBh) + (∇eKAg)(∇fKBh)] vd . (B21)
Thus, since vd is arbitrary,
Rabcd = γe[aγfb]γgcγhd
[
Refgh + 2λ
AB(∇eKAf)(∇gKBh) + 2λAB(∇eKAg)(∇fKBh)
]
. (B22)
Now contract Eq. (B22) with γac. The left-hand side is simply Rbd, while the 1st term
on the RHS is given by
γfb γ
h
dγ
egRefgh = γ
f
b γ
h
d
(
δeg − λABKeAKgB
)
Refgh
= γab γ
c
d
(
Rac − λABKeA∇a∇eKBc
)
= γab γ
c
d
[
Rac − λAB∇a(KeA∇eKBc) + λAB(∇aKeA)∇eKBc
]
= γab γ
c
d
[
Rac +
1
2
λAB(DaDcλAB) + λ
AB(∇aKeA)∇eKBc
]
. (B23)
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By substituting Eq. (B23) into Eq. (B22), and using Eq. (3.20) to expand the covariant
derivatives of the Killing vector fields, we find
Rbd = γab γcdRac +
1
4
λABDbDdλAB +
1
4
Db(λ
−1Ddλ)
−1
2
γbdλ
−1λABcAcB , (B24)
which is equivalent to
R̂ab := γ
c
aγ
d
bRcd = Rab −
1
4
λABDaDbλAB (B25)
−1
4
Da(λ
−1Dbλ) +
1
2
γabλ
−1λABcAcB.
If desired, the RHS of this last expression can be simplified further using the identity
Rabcd = Rγa[cγd]b, (B26)
which holds in two dimensions. In particular,
Rab = 1
2
Rγab (B27)
(i.e., the two-dimensional Einstein tensor vanishes), so that
R̂ab = −1
4
λABDaDbλAB − 1
4
Da(λ
−1Dbλ)
+
1
2
γab(R+ λ−1λABcAcB). (B28)
In addition, it will prove useful to use the identity
λABDaDbλAB = λ
−1DaDbλ
−λ−1(DaλλAB)(DbλAB) (B29)
to convert Eq. (B28) into the final form, Eq. (3.21c)
APPENDIX C: COORDINATE BASES ON THE FOUR-MANIFOLD
In Sec. III E we demonstrated that the metric tensor components and commutation
coefficients in a non-coordinate basis on the four-manifold M can be obtained from a set
of fields on the two-manifold S of Killing vector orbits: the scalar fields {λAB} and {cA}
and the components {γij} in a coordinate system {xi} of the metric tensor γab. For those
uncomfortable with this definition of “recovering the four-geometry,” we discuss in this
appendix the definition of a coordinate basis on M, and the components of the metric in
that basis.
In assigning coordinates {xµ|µ = 0, 1, 2, 3} to every point in the spacetime M, we have
two things at our disposal:
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The coordinates {xi|i = 2, 3} on the manifold S of Killing vector orbits, which can be
used to assign values of {xi} to each Killing trajectory, and hence to each point along each
Killing trajectory. This definition means that the basis one-forms eia = (dx
i)a on S are also
two of the four basis one-forms on M.
The Killing vectors {KaA|A = 0, 1}, which can be used to assign values of {xA} relative
to some origin, along each Killing vector orbit (which is itself a two-dimensional subspace
of M). This definition means that the directional derivative along the Killing vector KaA is
∂/∂xA, and gives us two basis vectors eaA = K
a
A on M.
However, the assignment of all four coordinates to each point onM is not complete until
we state where on each Killing trajectory the origin x0 = x1 = 0 is, and in particular how
that origin is carried from one Killing trajectory to the next. Identifying these surfaces of
constant xA is equivalent to defining the two basis one-forms21 e˜Aa = (dx
A)a. We know their
components along the Killing vectors are e˜AaK
a
B = ∂x
A/∂xB = δAB, but their components
orthogonal to the Killing vectors give us two as yet unknown one-forms {βAa } on S:
βAa := (dx
A)a − λABKBa. (C1)
The specification of the {βAa } completes the definition of a coordinate system onM (up
to an overall additive constant in xA), and we can explicitly write the implied definitions
of the complementary basis one-forms {e˜Aa } and vectors {e˜ai }, as well as the covariant and
contravariant components of the metric tensor. To do this, we first note that since the
directional derivative along e˜ai is ∂/∂x
i, we know that e˜ai e
j
a = δ
j
i . This means that any
vector on S will have the same components along eai as it does along eai = γijgab(dxj)b,
the latter form being defined independent of the specification of {βAa }. The components
βAi = e
a
i β
A
a are thus defined in a non-circular way, and it is reasonable to write the basis
forms and vectors and metric tensor components in terms of {βAi }:
e˜Aa = λ
ABKBa + β
A
i e
i
a (C2a)
e˜ai = e
a
i − βAi KaA (C2b)
g˜AB = λAB (C2c)
g˜Aj = −λABβBj (C2d)
g˜ij = γij + λABβ
A
i β
B
j (C2e)
g˜AB = λAB + γijβAi β
B
j (C2f)
g˜iB = γijβBj (C2g)
g˜ij = γij . (C2h)
We know that {βAa } depend on the choice of constant-{xA} surfaces, but we have not so
far specified what values are allowed for the functions {βAi }, nor have we made use of the
parameters {cA} which we know prevent us from setting {βAa } to zero. We do both now by
noting that we found in Sec. III E that
21We use the tilde to distinguish this coordinate basis from the non-coordinate basis in Sec. IIIE.
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[ei, ej ]
a = ǫ−1 |λ|−1/2 ǫijλABcBKaA (C3)
[cf. Eq. (3.44)]. On the other hand, Eq. (C2b), along with the condition that {e˜ai } be part
of a coordinate basis on M, tells us that
[ei, ej ]
a = (βAj,i − βAi,j)KaA. (C4)
Combining the two gives
ǫab∂aβ
A
b = − |λ|−1/2 λABcB, (C5)
which is the equation which must be obeyed by {βAa }. Of course, this condition does not
completely specify the one-forms {βAa }; the left-hand side is unchanged by the “gauge trans-
formation”
βAa → βAa + ∂aξA (C6)
where {ξA} are arbitrary scalar fields on S. Not coincidentally, we see from the definition
(C1) that this is exactly the change induced in {βAa } by a displacement (not constant over
S)
xA → xA + ξA (C7)
in the coordinates along the Killing trajectories.
One possible gauge fixing would be to define geodesic polar coordinates (Sec. IVB3)
on S and then impose the condition βAρ = 0, which allows βAϕ to be defined by integrating
(C5) with respect to ρ. We see from Eq. (C2d) and Eq. (C2e) that g˜Aρ = 0 and g˜iρ = δ
ρ
i ,
which is just the normal form (29.1) specified in [5] for the metric in a coordinate basis on
a four-manifold with a two-dimensional Abelian symmetry group.
So, in order to completely specify the components of the metric tensor in a coordinate
basis, we must be provided, in addition to the quantities listed in Sec. III E, with four
additional functions {βAi } to replace the two functions {cA}. However, the information in
those functions beyond that given by {cA} is simply gauge information needed to state which
definition of a constant-xA surface we are using.
APPENDIX D: CORRESPONDENCE WITH THE FORMULAS OF [3]
While the derivation, in Sec. III, of the components of the Einstein tensor Gab does not
exactly parallel that used by Geroch in [3] to find the vacuum Einstein equations, the purpose
of this appendix is to point out the counterparts of the equations in Geroch’s Appendix A,
where they exist, and to present the equivalent equations in our notation when they do not.
One thing to note is that in many cases two or three equations in Geroch can be written as
a single equation in our notation, since we use the indices A, B, etc. to discuss the behavior
of quantities like the matrix {λAB} of inner products, while Geroch lists the components
λ00, λ01 and λ11 separately.
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Geroch’s conditions (A1),(A2) for a tensor to be on S are our Eqs. (3.8),(3.9). Note
that we write the Killing vectors as {KaA|A = 0, 1}, while he writes them as
0
ξa and
1
ξa.
Geroch’s definition (A3) of λAB is our Eq. (3.5), and his (A4) is our Eq. (3.6). Note that
the determinant λ is written in his notation as −τ 2/2 (since he assumes it to be negative).
His definition (A5) is our Eq. (3.7), with our γab being the same as his hab. His (A6) is our
Eq. (3.12), or, written without resort to the use of explicit values for the A and B indices,
Eq. (3.16). His definition (A7) of the covariant derivative on S becomes our Eq. (3.11). As
noted in Sec. III B, we do not define a matrix of twist vectors in our derivation, but we can
write Geroch’s definitions (A8) of the twists compactly as
ωaAB = ǫ
abcdK(Ab∇cKB)d. (D1)
[We have here defined the convention that symmetrization (and antisymmetrization) operate
independently on abstract indices like a, b, . . . and concrete indices like A,B, . . . .] Geroch’s
definitions (A9) of c0 and c1 are our Eq. (3.4) or–more elegantly written–Eq. (3.15). The
projections (A10) of the twists are of course written
νaAB = γ
a
bω
b
AB. (D2)
Geroch makes the statements, between displayed equations (A10) and (A11), that the vac-
uum Einstein equations indicate that c0 and c1 are constants and that the twists are curl-free.
In the non-vacuum case, the former statement becomes our Eq. (3.21b), and the latter be-
comes
∇[aωABb] = −ǫabcdRceKd(AKeB). (D3)
The curls (A11) of the projected twists are written in our notation as
D[aνABb] = ǫabǫ(A
CKdB)RcdK
c
C +
ǫ(A
CcB)cC
2λ
ǫab, (D4)
where we have used λAB to raise the second index on ǫAB. Geroch’s (A12) is one component
of our Eq. (A2); his (A13) is the one pair of equations which cannot be cannot be written in
a compact form because they only involve the norms of the Killing vectors (λ00 and λ11) and
not their inner product (λ01), and similarly only the diagonal elements of the twist matrix
ωaAB. This is because each is basically a result from the formalism with only one Killing
vector [9]. There is, however, an analogous equation
∇aKCb = 3
4
(
1
2
λABǫabcdK
c
(Aω
d
BC)
− λABK(C[a∇b]λAB)
)
(D5)
for the covariant derivative of a Killing vector in terms of the twists. [Of course, by deriving
Eq. (3.20) initially, our derivation has circumvented these steps.] Geroch’s equations (A14)
can also be derived from Eq. (D5), and written as
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νaAB = −ǫabǫ(ACDbλB)C . (D6)
Geroch’s first Einstein equations (A15) are equivalent to the trace-free equation (3.24a);
specifically, they arise from setting to zero in turn the components of ǫ(A
CRB)C . The fact
that only two of these three equations are independent is apparent from the fact that they
involve only the trace-free part of the matrix {RAB}. Geroch obtains a third independent
equation (A16) by calculating DaDaλ00; one can equivalently look at λ
ABDaDaλAB, which
leads to the additional equation (3.24b). The three independent equations, which Geroch
writes as (A18), are just the components of Eq. (3.21a). Geroch obtains a fourth Einstein
equation by starting from an equation (A20) for the Riemann tensor on S which can be
written in our compact notation as
Rabcd = γe[aγfb]γgcγhd
[
Refgh + 4λ
AB(∇eKA(f )(∇g)KBh)
]
. (D7)
Now, Geroch contracts with γab on both pairs of indices to obtain the equation (A21), which
is equivalent to our Eq. (3.24d). In so doing, however, he misses the equation (3.24c) for
the trace-free part of R̂ab. For, while it is true that all three terms in Eq. (D7) have the
symmetries of the Riemann tensor and are thus completely characterized by their trace on
the two-dimensional manifold S, when the first term on the right-hand side is traced over one
set of indices to give γcaγ
d
bγ
efRcedf , this manifestly trace-only quantity is split into γ
c
aγ
d
bRcd
and another piece, each of which may individually have non-vanishing trace-free parts.
Note that while Geroch only provided four of the six block-diagonal vacuum Einstein
equations, the contracted Bianchi identities described in Sec. IIID mean that only four of
these six equations are independent anyway. However, the identities are algebraic only in
the components GAB, and the “missing” equations are for P
cd
ab R̂cd = P
cd
ab Ĝcd. The state-
ment about those components implied by the Bianchi identity (3.34b) (setting the off-block-
diagonal components of the Einstein tensor to zero identically) is
DbP cdab R̂ab = Db(γabλABRAB)−
1
2
GABDaλ
AB, (D8)
which seems to imply that two of Geroch’s four equations are higher-order than they need
to be. (That is, they are implied by the derivatives of equations he leaves out.)
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