We propose a simple minimization method to show the existence of the least energy solution to the normalized problem
Introduction
In this paper we are looking for solutions to the following nonlinear Schrödinger problem
where ρ is prescribed and (u, λ) ∈ H 1 (R N ) × R has to be determined.
The following time-dependent, nonlinear Schrödinger equation
x)| 2 dx = ρ with prescribed mass √ ρ appears in nonlinear optics and the theory of Bose-Einstein condensates (see [1, 12, 13, 18, 30] ). Solutions u to (1.1) correspond to standing waves Ψ(t, x) = Under suitable assumptions provided below, solutions to (1.1) are critical points of the energy functional J : H 1 (R N ) → R given by
where G(u) := u 0 g(s) ds, on the constraint S with a Lagrange multiplier λ ∈ R, i.e. they are critical points of the following functional
Recall that any critical point of the above functional lies in W 2,q loc (R N ) for all q < ∞ and satisfies the following Pohozaev identity 15, 20, 22] . On the other hand, all nontrivial critical points lie in the corresponding Nehari manifold, i.e.
and combining these two identities one can easily compute that any nontrivial solution satisfies
where H(u) := g(u)u − 2G(u), see e.g. [15] . Therefore we consider the following constraint
which contains any nontrivial solution to (1.1) . In our approach we also consider D := u ∈ H 1 (R N ) :
R N |u| 2 dx ≤ ρ and note that any nontrivial, (normalized) solution to (1.1) belongs to S ∩ M ⊂ D ∩ M. By a normalized ground state solution to (1.1) we mean a nontrivial solution minimizing J among all notrivial soutions. In particular, if u solves (1.1) and J(u) = inf S∩M J, then u is a normalized ground state solution.
Recall that, in the case of the pure power nonlinearity
the problem can be treated using variational methods available for the problem with fixed λ > 0 and by the scaling-type argument. This approach fails in the case of nonhomogeneous nonlinearities. In the L 2 -subcritical case, i.e. where G has growth |u| p with 2 < p < 2 * := 2 + 4 N , one can use a minimization on the L 2 -sphere S in H 1 (R N ) in order to obtain the existence of a global minimizer [17, 26] . In L 2 -critical (p = 2 * ) and L 2 -supercritical and Sobolev-subcritical (2 * < p < 2 * := 2N N −2 ) cases the minimization on the L 2 -sphere does not work, if p > 2 * in (1.2), then inf S J = −∞, and this work is concerned with this problem. Our aim is to impose general growth condition on g in the spirit of Berestycki and Lions [9, 10] and provide a new approach to study normalized ground state solution to (1.1) and similar elliptic problems.
We would like to mention that Jeanjean [15] , Bartsch and Soave [4, 5] , considered the problem (1.1) with the nonlinear term satisfying the following Ambrosetti-Rabinowitz-type condition that there are a > 4 N and b < 2 * − 2 such that
In [15] the solution has been found via the mountain pass argument, and in [4, 5] the authors provided a mini-max approach in M based on the σ-homotopy stable family of compact subsets of M and the minimax principle [14] . The multiplicity of solutions to (1.1) has been considered also in [3] under the condition (1.3). We would like to point out that the analysis of L 2 -mass supercritical problems and recovering the compactness of Palais-Smale sequences is usually hard, since, for instance, the embedding of radial functions H 1 rad (R N ) ⊂ L 2 (R N ) is not compact and the argument is quite involved in H 1 rad (R N ), see e.g. [4] [5] [6] 15] . Another strategy to obtain the compactness is to show that the ground state energy map (1.8) is nonincreasing respect to ρ and strictly decreasing for some ρ, see e.g. [8, 16] .
In our approach we do not work in H 1 rad , the monotonicity of the ground state energy map (1.8) is not required and we do not need to work with Palais-Smale sequences, so that we avoid the mini-max approach in M involving a strong topological argument as in [4, 5, 14, 16] .
We work only with a minimizing sequence of J on D ∩ M as we shall see later, and a wider class of nonlinearities is considered. In comparison to a very recent work [16] we require that H is of C 1 -class, however our growth conditions are more general, in particular we assume a version of (1.3) with a = 4 N and b = 2 * − 2, which admits L 2 * -growth at 0. Moreover, the strict monotonicity of (1.8) is just a simple consequence of our approach, see Step 4 below.
In order to state our assumptions, we recall the optimal constant C N,p > 0 in the Gagliardo-Nirenberg inequality
. Given functions f 1 , f 2 : R → R. We introduce the following notation: f 1 (u) f 2 (u) for u ∈ R provided that f 1 (u) ≤ f 2 (u) for all u ∈ R and for any γ > 0 there is |u| < γ such that f 1 (u) < f 2 (u). An important property of the relation is given in Lemma 2.1.
Let us consider the following assumptions: (A0) g and h := H ′ are continuous and there is c > 0 such that
Note that (A0) implies that J and M are of class C 1 , moreover we show that M is a C 1 -manifold, since M ′ (u) = 0 for u ∈ M, cf. [22] . Indeed, if M ′ (u) = 0, then u solves −∆u = N 4 h(u) and satisfies the Pohozaev identity R N |∇u| 2 dx = 2 * N 4 R N H(u) dx. Since u ∈ M, we infer that u = 0.
(A5) is a weaker variant of (1.3). (A2) excludes the pure L 2 -critical case, e.g. (1.2) with p = 2 * whereas (A3) excludes (1.2) with p = 2 * . (A4) is a technical assumption which plays a role in Lemma 2.8. If (A1) holds with η = 0 and (A2) is satisfied and the inequality in (A4) is strict for u = 0, then 4 N G(u) < H(u) for u = 0 according to [16, Lemma 2.3] and we cover the growth conditions considered recently in [16] .
We recall the following definition of radial symmetry with respect to an affine subspace, cf. [19] . Fix an affine subspace V of R N and a function u :
The main result reads as follows. holds. Then there is u ∈ S ∩ M such that
for |u| → 0, then u is a normalized ground state solution to (1.1). Moreover u is radially symmetric with respect to some onedimensional affine subspace V in R N .
(b) If g is odd, then u is a positive and radially symmetric normalized ground state solution to (1.1).
In order to illustrate Theorem 1.1 we provide the following examples and properties with regard to our assumptions.
(E1) Suppose that g satisfies (A0)-(A5) and g is odd, e.g. (1.2) with 2 * < p < 2 * . Then g is of class C 1 on (−∞, 0) ∪ (0, ∞) and note that g ′ (ζ) > 0 for some ζ > 0. Assume for simplicity that ζ = 1. We defineg : R → R such thatg(0) = 0 and
Then G(u) = u 0 g(s) ds and H(u) := g(u)u − 2 G(u) satisfy (A0)-(A5). (E2) Let M > 0 and consider a sequence of disjoint and closed intervals (I j ) ∞ j=1 in (0, M) such that sup I j+1 < inf I j for all j ≥ 1. Take any decreasing sequence of positive numbers (a j ) ∞ j=1 and we define g ′ (s) = a j |s| 2 * −2 for |s| ∈ I j , j ≥ 1 and g ′ (s) = C|s| p−2 for |s| ≥ M, 2 * < p < 2 * and properly chosen C > 0. We extend g ′ (s)/|s| 2 * −2 linearly on R to a continuous function. Note that (A0)-(A5) are satisfied with η = (2 * (2 * − 1)) −1 lim j→∞ a j . (E3) Suppose that g satisfies (A0)-(A5) and g is odd. Similarly as in (E1) we find an
. Assume for simplicity that a = 1. We defineg : R → R such thatg(0) = 0 and
(E4) Suppose that g satisfies (A0)-(A5) with some η in (A1). Then G(u) = µ|u| 2 * + G(u), µ ≥ 0 and H(u) := g(u)u − 2 G(u) satisfy (A0)-(A5) with µ + η in (A1). In particular, we can deal with µ|s| 2 * −2 u + |s| p−2 u, 2 * < p < 2 * as in [24, Theorem 1.6].
If η = 0, then arguing similarly as in [16, Lemma 2.3], we can show that (A0), (A2) and (A4) imply that 4 N G(u) H(u). Now we sketch our strategy to find normalized ground state solutions to (1.1). We believe that the following procedure can be applied to similar variational problems with different differential operators. Contrary to previous works we consider the minimization problem on the closed L 2 -ball in H 1 (R N ) of radius ρ (instead of the sphere S) intersected with M.
Step 1. We show that J is bounded away from 0 on D ∩ M. Here the Gagliardo-Nirenberg inequality (1.4) as well as (1.5) play an important role.
Step 2. J is coercive on D ∩ M. Here (A4) and the weak monotonicity of H(u)/|u| 2 * is important. We adapt some ideas of [16, 28] , however we do not require the existence of the continuous projection of H 1 (R N ) \ {0} onto M preserving the L 2 -norm, so the argument is more delicate.
Step 3. If (u n ) ⊂ D ∩M is a minimizing sequence, then by means of the profile decomposition Theorem 2.6 ([20, Theorem 1.4]) we may find a sequence of translations (y n ) ⊂ R N such that u n (· + y n ) weakly and a.e. converges to a minimizer u of J on D ∩ M.
Here a standard one-step concentration-compactness approach in the spirit of Lions [17] seem to be insufficient, since u may be outside M. We need to find the full (possibly infinite) decomposition of (u n ) in order to find a weak limit point in M up to a proper translations. If g is odd, then working on the ball D allows us to use easily the Schwartz symmetrization and we infer that we may find nonnegative and radially symmetric minimizer. The symmetrization approach on S ∩ M seems to be cumbersome for the simplest particular nonlinearities (1.2) or even impossible in the general case, see [16, Remark 1.4] and [4] [5] [6] [7] 24] .
Step 4. Next we show that for v ∈ (D \ S) ∩ M the following crucial inequality holds
thus the minimizer u of J on D ∩ M is attained in fact in S ∩ M.
Step 5. Analysis of Lagrange multipliers λ and µ for constraints S and M respectively, implies that µ = 0 and we conclude that u is a normalized ground state solution to (1.1).
Observe that, an important consequence of Step 4 is that the ground state energy map
defined for ρ > 0 satisfying (1.5) is strictly decreasing, which has not been known so far. For a particular power-type nonlinearity and the Schrödinger-Poisson problem in R 3 , the monotonicity has been investigated in [8] , for more general nonlinearity in [16] the authors proved that the ground state energy maps is only nonincreasing. The proof is techincal and used the existence of the continuous projection of H 1 (R N ) \ {0} onto M preserving the L 2norm, which seem to be not present in our situation. The crucial inequality (1.5) provides the strict monotonicity immediately. In Proposition 2.9 we show also the continuity of the map and the further properties.
2. Proof of Theroem 1.1
Here and in the sequel | · | q denotes the L q -norm and C denotes a generic positive constant which may vary from one equation to another.
Note that for any n, we find an open interval I n ⊂ (0, 1/n) such that f 1 (u) < f 2 (u) for |u| ∈ I n . We may assume that I n are pairwise disjoint. Fix u ∈ H 1 (R N ) \ {0} and let Ω := x ∈ ess supp u : |u(x)| ∈ n≥1 I n and suppose that |Ω| = 0. Then (0, ∞) \ n≥1 I n is a union of closed intervals and we find at least one interval
we infer that χ Ω ′ ∈ H 1 (R N ) and we get the contradiction, thus |Ω| > 0. Therefore
On the other hand, suppose by contradiction that (2.1) holds for every u ∈ H 1 (R N ) \ {0}, f 1 (s) ≤ f 2 (s) for all s ∈ R and there is an open interval I ⊂ R such that 0 ∈ I and f 1 (s) = f 2 (s) on I. We may assume that sup I > 0. Take a > 0 such that a ∈ I and let
and we obtain a contradiction with (2.1).
, so that M is nonempty. Proof. Take any 2 + 4 N < p < 2 * . In view of (A1), (A3) and (A5) for any ε > 0 there is c ε > 0 such that
Since u ∈ D ∩ M, we get
we obtain that |∇u| 2 2 is bounded away from 0 on D ∩ M provided that 
Hence ϕ has a maximum at some λ 0 > 0. In particular ϕ ′ (λ 0 ) = 0, so that
and λ ′ ∈ (0, ∞) and the strict inequality holds for
Proof. Observe that for u ∈ D ∩ M, taking (A5) into account, we have
Hence J is bounded from below on D∩M. Now we follow similar arguments as in [16, Lemma 2.5], [28, Proposition 2.7] . Suppose that (u n ) ⊂ D ∩ M is a sequence such that u n → ∞ and J(u n ) is bounded from above. Since u n ∈ D we see that |∇u n | 2 2 → ∞. Put λ n := 1 |∇u n | 2 > 0 and define v n := λ N/2 n u n (λ n ·) . Note that λ n → 0 + as n → ∞. Then
In particular, (v n ) is bounded in H 1 (R N ). Suppose that lim sup n→∞ sup y∈R N B(y,1) |v n | 2 dx > 0.
Then, up to a subsequence, we can find translations
and v n (x + z n ) → v(x) for a.e. x ∈ R N . Then by (A2)
and we obtain a contradiction. Hence we may assume that
Hence, from Lemma 2.3, for any λ > 0 there holds
Thus we obtain a contradiction by taking sufficiently large λ > 0. Proof. We will show that for ρ > 0 satisfying (1.5) there is δ > 0 such that
Taking ε := 1
Hence
Fix u ∈ D ∩ M. Then, from Lemma 2.3, for every λ > 0 there holds J(u) ≥ J(λ N/2 u(λ·)).
Choose λ := δ |∇u| 2 > 0, where δ > 0 is chosen so that (2.3) holds, and let v := λ N/2 u(λ·). Obviously |v| 2 = |u| 2 so that v ∈ D. Moreover |∇v| 2 2 = δ. Then
Before we show that inf D∩M J is attained, we need the following profile decomposition result obtained in [20, Theorem 1.4] Theorem 2.6. Suppose that (u n ) ⊂ H 1 (R N ) is bounded. Then there are sequences ( u i ) ∞ i=0 ⊂ H 1 (R N ), (y i n ) ∞ i=0 ⊂ R N for any n ≥ 1, such that y 0 n = 0, |y i n − y j n | → ∞ as n → ∞ for i = j, and passing to a subsequence, the following conditions hold for any i ≥ 0:
where v i n := u n − i j=0 u j (· − y j n ) and lim sup
Lemma 2.7. c = inf D∩M J is attained. If, in addition, g is odd, then c is attained by a nonnegative and radially symmetric function in D ∩ M.
Proof. Take any sequence (u n ) ⊂ D ∩ M such that J(u n ) → c and by Lemma 2.4, (u n ) is bounded in H 1 (R N ). Note that by (A1), (A3) and (A5), we may apply Theorem 2.6 we find a profile decomposition of (u n ) satisfying (2.4) and (2.5) . We show that
In view of Lemma 2.2 and (2.5), I = ∅. Suppose that
for all i ∈ I. Then by (2.4) and (2.5)
which is a contradiction. Therefore there is i ∈ I such that r( u i ) ≥ 1 defined as in (2.2) and
If r( u i ) > 1, then passing to a subsequence u n (x + y i n ) → u i (x) for a.e. x ∈ R N and by Fatou's lemma, (A5) and Lemma 2.1
and again we get a contradiction. Therefore r( u i ) = 1, u i ∈ D ∩ M and
Thus J( u i ) = c. Suppose that g is odd. Then G and H are even, so that G(|u|) = G(u) and H(|u|) = H(u) for all u ∈ H 1 (R N ). We define v i := | u i | * as the Schwarz symmetrization of | u i |. Then
we obtain that r( v i ) ≥ 1, where r is given by (2.2) and v i (r( v i )·) ∈ M. Suppose that r( v i ) > 1. Then, by (A5) and Lemma 2.1
which is a contradiction. Hence r( v i ) = 1 and v i ∈ M. Obviously J( v i ) = inf D∩M J, v i ≥ 0 and v i is radially symmetric.
Proof. Suppose by contradiction that there isũ ∈ M such that R N |ũ| 2 dx < ρ and
Henceũ is a local minimizer for J on D ∩ M. Since D \ S is an open set in M, we see that u is a local minimizer of J on M. Hence there is a Lagrange multiplier µ ∈ R such that
In particularũ satisfies the following Nehari-type identity
If µ = −1 we obtain that
On the other hand, by (A4) and (A5),
and we obtain a contradiction. Hence µ = −1. Sinceũ ∈ M we obtain
On the other handũ satisfies the appriopriate Pohozaev identity and Nehari identity. Thus
Combining these two identities we get
If µ = 0, then
From the elliptic regularity theory we may assume that u is continuous and h(ũ(x))ũ(x) − 2 + 4 N H(ũ(x)) = 0 for all x ∈ R N . Since u ∈ H 1 (R N ), we know that u(x) → 0 as |x| → ∞. In particular, there is an open interval I such that 0 ∈ I and h(u)u − 2 + 4 N H(u) = 0 for u ∈ I. Hence H(u) = C|u| 2+ 4 N for some C > 0 and u ∈ I, which is a contradiction with (A5). Thus we have µ = 0 andũ is a weak solution to −∆ũ = g(ũ).
From the Nehari-type identity
By the elliptic regularity theory, u is continuous and in view of (A1) 
On the other hand, take
and note that the measure of Ω := {x ∈ Σ : u(x) = 0} is nonzero. Suppose that δ := ess inf x∈Ω | u(x)| > 0. Since u ∈ L 2 (R N ) \ {0}, we infer that Ω has finite positive measure and observe that
where χ Ω is the characteristic function of Ω. In view of [31, Theorem 2.1.6] we infer that χ Ω ∈ H 1 (R N ), hence we get a contradiction. Therefore we find a sequence (x n ) ⊂ Ω such that u(x n ) → 0 and
for any n ≥ 1. From (A1) and (A5) there follows that
and we obtain a contradiction. (b) Suppose that g is odd. Then we may assume that u is positive and radially symmetric. Then from Strauss lemma ([25, Radial Lemma 1]) we may assume that u is continuous and from (2.7)
holds for x ∈ R N . Since u is continuous and u ∈ H 1 (R N ), there is an interval I such that 0 ∈ I and
From the definition of h we obtain that
From (A1) there follows that C 2 = 0, C 1 ≥ 0 and we obtain a contradiction with (A5).
Therefore µ = −1 and we obtain
Since u ∈ M we get
In view of (A4) and Lemma 2.1, µ = 0. Therefore u solves (1.1). In the case (b) we already know that u is nonnegative and radially symmetric. Hence, from the maximum principle, u is positive and the proof is completed. In the case (a) note that our solution u is a minimizer of J subject to the following constraints
From the regularity theory we know that every minimizer of (1.1) with respect to (2.8) and (2.9) is of class C 1 (see [27, Appendix B] ). Hence, from [19, Theorem 2] there follows that u is radially symmetric with respect to a one-dimensional affine subspace V in R N .
With the aid of Lemmas 2.7 and 2.8 we easy infer that the the ground state energy map (1.8) is strictly decreasing. The further properties are given as follow. Proof. Let us denote
Suppose that ρ n → ρ + as n → ∞, and let J(u n ) = inf Dρ n ∩M J for some u n ∈ D ρn ∩ M.
Arguing as in proof of Lemma 2.7, u n ⇀ u such that r( u) ≥ 1 up to a translation and up to a subsequence. If r( u) > 1, then
where the last inequality holds, since D ρ ∩ M ⊂ D ρn ∩ M. We get a contradiction and r( u) = 1 and as in proof of Lemma 2.7 we infer that J( u) = inf Dρ∩M J = lim n→∞ inf Dρ n ∩M J. Suppose that ρ n → ρ − as n → ∞, and choose u ∈ D ρ ∩ M so that J(u) = inf Dρ∩M J.
Similarly as in [16, Lemma 3.1] we consider s n := ρ n /ρ, v n := s n u and in view of Lemma 2.3 we find λ n such that λ N/2 n v n (λ n ·) ∈ M, however λ n need not be unique and (λ n ) may be divergent. Note that |λ N/2 n v n (λ n ·)| 2 = |v n | 2 = ρ n . If λ n → ∞ passing to a subsequence, then by (A2)
which is a contradiction with s n → 1, as n → ∞. Similarly (A3) exclude λ n → 0 passing to a subsequence. Therefore, passing to subsequence λ n → λ > 0, λ N/2 u(λ·) ∈ M and lim n→∞ J(λ N/2 n v n (λ n ·)) =
where the last equality follows from Lemma 2.3, hence lim sup n→∞ inf Dρ n ∩M J ≤ inf Dρ∩M J and taking into account that D ρn ∩ M ⊂ D ρ ∩ M we conclude the continuity of the ground state energy map. Suppose that ρ n → 0 + and let J(u n ) = inf Dρ n ∩M J for some u n ∈ S ρn . We follow the ideas from [16, Lemma 3.5] . Put λ n := 1 |∇un| 2 > 0 and v n := λ N/2 n u n (λ n ·). Then |∇v n | 2 = 1, |v n | 2 = |u n | 2 = ρ n → 0 + , u n = λ −N/2 n v n (λ −1 n ·) ∈ M and (v n ) is bounded in H 1 (R N ). In particular, (v n ) is bounded in L 2 * (R N ) and from the interpolation inequality there holds |v n | 2 * ≤ |v n | for any λ > 0. Hence J(u n ) → ∞. Suppose now that η = 0. Then the ground state energy map (1.8) is well-defined for all ρ > 0. Suppose that ρ n → ∞. Take u ∈ H 1 (R N ) as a ground state solution for the problem with ρ = 1, i.e. J(u) = inf D 1 ∩M J = inf S 1 ∩M J. From the regularity theory we know that u is continuous, and therefore u ∈ L ∞ (R N ). Without loss of generality we may assume that ρ n > 1 and, as in [16, Lemma 3.6] , define u n := √ ρ n u. Then u n ∈ S ρn ⊂ D ρn . From Lemma 2.3 there is λ n > 0 such that v n := λ N/2 n u n (λ n ·) ∈ M. In general, λ n is not unique. Moreover |u n | 2 = |v n | 2 so that v n ∈ D ρn ∩ M. Hence
so it is enough to show that λ n √ ρ n → 0. Note that and λ 2 n ρ n → 0 as n → ∞, which completes the proof.
