Abstract. In this paper, we initiate the study of distributional chaos for weighted translations on locally compact groups, and give a sufficient condition for such operators to be distributionally chaotic. We also investigate the set of distributionally irregular vectors of weighted translations from the views of modulus, cone, equivalent class and atom. In particular, we show that the set of distributionally irregular vectors is residual if the group is the integer. Besides, the equivalent class of distributionally irregular vectors is path connected if the field is complex.
introduction
In the past several decades, the study of linear dynamics has attracted a lot of attention. At this present stage, there are some excellent books (for instance, see [3, 13, 15] ) on this topic. Hypercyclicity and linear chaos play important roles in this investigation. A linear operator T on a separable Banach space X is called hypercyclic if there is a vector x ∈ X such that the set {x, T x, T 2 x, · · ·} is dense in X. It is well known that hypercyclicity is equivalent to topological transitivity on separable Banach spaces. If T is hypercyclic together with the dense set of periodic points, then T is said to be Devaney chaotic. Devaney chaos is highly related to distributional chaos which was introduced by Schweizer and Smítal in [19] and can be viewed as an extension of Li-Yorke chaos. Recently, the notion of distributional chaos was considered for linear operators on Banach spaces and Fréchet spaces in [4, 5, 12, 16, 17, 18] . Inspired by these, in this paper, we initiate the investigation of distributional chaos for a class of specific linear operators, namely, weighted translations on locally compact groups, and give some characterizations for their properties.
The investigation of hypercyclicity and chaos on locally compact groups G was first studied in [7, 8] . Since then, some authors continue to tackle this theme. Indeed, disjoint hypercyclicity of weighted translations on L p (G) was characterized in [6, 14, 20] . The existence of hypercyclic weighted translations on L p (G) was discussed in [11] . Also, Abakumov and Kuznetsova in [1] focused on the density of translates in the weighted Lebesgue space L p w (G), and observed some different phenomenon from that in [8] , where w is a weight on G. Recently, linear dynamics on Orlicz spaces L Φ (G) and hypergroups are studied in [2, 9, 10] ; here, Φ is a Young function. However, distributional chaos on locally compact groups has not yet been considered in the existing literature. Hence, it is significant to study distributional chaos for weighted translations on groups. We first recall the definition and some properties of distributional chaos for further discussions.
In [19] , Schweizer and Smítal introduced distributional chaos by the distributional function. Let f : X → X be a continuous map on a metric space X. The distributional function F Definition 1.1. A continuous map f : X → X on a metric space X is distributionally chaotic if there exist an uncountable set Γ ⊂ X and ε > 0 such that for every τ > 0 and each pair of distinct points x, y ∈ Γ, we have
If this is the case, the set Γ is called a distributionally ε-scrambled set and the pair (x, y) is said to be a distributionally chaotic pair.
For a set A ⊂ N, the upper and lower densities of A are defined by
respectively. Then one can replace the conditions F xy (ε) = 0 and F * xy (τ ) = 1 in Definition 1.1 by the following conditions
In [5] , some equivalent conditions of distributional chaos were obtained for linear operators on Banach spaces by applying the Distributional Chaos Criterion (DCC, for short) and using distributionally irregular vectors, which will be recalled in Section 2 and Section 3 respectively. (i) T satisfies the Distributional Chaos Criterion (DCC); (ii) T has a distributionally irregular vector; (iii) T is distributionally chaotic; (iv) T admits a distributionally chaotic pair.
It should be noted the above results hold for Fréchet spaces in the original version [5] . In this note, we will focus on a specific class of linear operators on Banach spaces and give a sufficient condition for such operators to be distributionally chaotic in Section 2 by applying (DCC). This characterization ensures, in particular, the existence of distributionally chaotic weighted translations on locally compact groups. Hence, it becomes meaningful to describe the structures and properties of distributionally irregular vectors for such operators in Section 3.
sufficient conditions
We first introduce our setting to begin this section. Throughout this paper, let G be a second countable locally compact group with a right invariant Haar measure λ, and denote by L p (G) (1 ≤ p < ∞) the complex Lebesgue space with respect to λ. A bounded continuous function w : G → (0, ∞) is called a weight on G. Let a ∈ G and let δ a be the unit point mass at a. A weighted translation operator on G is a weighted convolution operator T a,w :
where w is a weight on G and
, which is also a weighted translation. To simplify notations, we write S a,w for T a −1 ,w −1 * δ .
Given a weight
Then one can deduce T n a,w = T a n M ϕn for all n ∈ N. In [5] , the authors introduce the so called Distributional Chaos Criterion. We recall and reformulate this criterion below. (ii) there exist y ∈ span{x n : n ∈ N} and B ⊂ N with dens(B) > 0 such that lim
Remark 2.2. We note that condition (ii) of Definition 2.1 in the original version is stated as follow:
(ii') y k ∈ span{x n : n ∈ N}, y k → 0 and there exist ε > 0 and an increasing sequence (N k ) in N such that
However, conditions (ii) and (ii') are equivalent by setting X = span{x n : n ∈ N} in [5, Proposition 8] .
In this section, we will give a sufficient condition for weighted translations T a,w to be distributionally chaotic. The following lemma is very useful for proving this result. (i) There exists B ⊂ N with dens(B) > 0 such that
(ii) There exist a nonnegative sequence (c n ) and B ⊂ N with dens(B) > 0 such that c n = 0 (n ∈ B), lim n∈B c n ϕ n | Kn p = ∞ and
Proof. We will only prove the non-trivial implication (i) ⇒ (ii). Let
Let r n = i≥n a i and let
Then lim n∈B c n ϕ n | Kn p = ∞. Moreover, by (ii) there exists B ⊂ N with dens(B) > 0 such that
then we say that T a,w satisfies the Distributional Chaos Criterion for Weighted Translations (DCCW, for short).
Theorem 2.5. Let T a,w be a weighted translation on L p (G). If T a,w satisfies (DCCW), then it is distributionally chaotic.
Proof. We first show that condition (i) of Definition 2.1 holds. Define
Next, we prove that condition (ii) of Definition 2.1 is satisfied, as well. By Lemma 2.3, there exist a nonnegative sequence (c n ) and B ⊂ N with dens(B) > 0 such that c n = 0 (n ∈ B), lim n∈B c n ϕ n | Kn p = ∞, and
From the above inequality, the inclusion y ∈ span{x n : n ∈ N} readily follows.
On the other hand, if n ∈ B, then
which implies that T n a,w y p ≥ c n ϕ n | Kn p → ∞ as n ∈ B and n → ∞. Combining all this, T a,w satisfies the Distributional Chaos Criterion. Therefore, T a,w is distributionally chaotic.
In (DCCW), it is not too difficult for operators to satisfy condition (i) of (DCCW). However, this is not the case for condition (ii) of (DCCW), which is more crucial to determine whether an operator satisfies (DCCW). Hence, in the following, we will characterize other equivalent statements for condition (ii) of (DCCW), and give the explicit description for bilateral weighted shifts.
for a sequence of compact sets (K n ). Then T a,w also satisfies (DCCW) for some compact subsets K ′ n of K n with sup
Proof. We first prove that condition (ii) of (DCCW) holds for K ′ n . There are two cases. If
Using the result above, we can give another description for condition (ii) of (DCCW).
Theorem 2.7. Let T a,w be a weighted translation operator on L p (G). Then the following conditions are equivalent.
(i) There exist B ⊂ N with dens(B) > 0 and a sequence of compact sets
(ii) There exists B ⊂ N with dens(B) > 0 such that
Proof. (i) ⇒ (ii). By Lemma 2.6, we may assume that sup
(ii) ⇒ (i). Since ϕ p n is continuous at g n , we can find neighborhoods V n such that
By the inner regularity of Haar measure, we can find K n ⊆ V n with λ(K n ) > 0 such that 1
We will apply the above theory to bilateral weighted shifts. Let G = Z and a = −1, and let w be a weight on Z. Then the weighted translation T −1,w is nothing but a bilateral weighted shift denoted by B w := T −1,w on ℓ p (Z).
Lemma 2.8. Let B w be a bilateral weighted shift on ℓ p (Z). Then the following conditions are equivalent.
(i) There exists B ⊂ N with dens(B) > 0 such that
(ii) There exist intervals I n in Z of length n and B ⊂ N with dens(B) > 0 such that
Proof. First, one can easily find g n ∈ Z such that
. Therefore, 
Corollary 2.9. Let B w be a bilateral weighted shift on ℓ p (Z). If there exists C > 1 such that the set {x ∈ Z : w(x) > C} contains intervals I n of length n for all n ∈ N, then B w satisfies condition (ii) of (DCCW).
Proof. Let the intervals I n satisfy the assumption. Then
Hence, B w satisfies condition (ii) of (DCCW) by Lemma 2.8.
From Theorem 2.5, one realizes that (DCCW) is a sufficient condition for T a,w to be distributionally chaotic. Hence, it is natural to ask if the converse is true. In the next result, we characterize the gap between (DCCW) and distributional chaos for invertible weighted shifts B w . Since the proof of Theorem 2.10 relies on some results of Section 3, we postpone the proof. It should be noted that the problem still remains open whether (DCCW) is equivalent to the distributional chaos since we do not have any counterexample constructed. 
distributionally irregular vectors
In this section, we recall the definition of distributionally irregular vectors, and discuss the structures and properties of distributionally irregular vectors of weighted translations on locally compact groups. First, we observe that T n is distributionally chaotic for each n ∈ N whenever the operator T is.
Theorem 3.2. Let T be a distributionally chaotic operator on X. Then T n is also distributionally chaotic for each n ∈ N. Moreover, Hence, y ∈ DIV (T n ).
From here on, we turn our attention to weighted translations T a,w . The next result reveals that for any m ∈ Z, all subsequences of orbits of f and T a m f under T a,w converge in the same rate. Then for any m ∈ Z and f ∈ L p (G), we have
Then we have that
for n large enough. Hence,
Based on the above lemma, we have the following:
Theorem 3.4. Let T a,w be a weighted translation on L p (G). Then the following conditions are equivalent.
(i) y ∈ DIV A,B .
(ii) |y| ∈ DIV A,B .
In addition, if T a,w is invertible, then above assertions are also equivalent to the following. for some fixed A, which is associated with y. Let g ∈ Z with y(g) = 0, and let χ g be the characteristic function of g. Since |y(g)|χ g ≤ |y| ∈ X 0 , we have lim n∈A B n w |y(g)|χ g = 0, which implies χ g ∈ X 0 . By Lemma 3.4, for any m ∈ Z, the vector T m χ g belongs to X 0 , as well. Hence, X 0 contains the standard basis of ℓ p (Z), that is, X 0 = ℓ p (Z). Therefore, the set of all distributionally irregular vectors of B w is residual in ℓ p (Z).
Remark 3.6. In the proof of Theorem 3.5, one can observe that the intersection of the set X 0 associated to all distributionally irregular vectors of B w contains span{χ g : g ∈ Z}. Also, one can choose a nonnegative (in particular, real) distributionally irregular vector y of B w on ℓ p (Z) such that y(0) = 1 and n∈Z\{0} y p (n) is arbitrary small. This is true because the set DIV (B w ) is dense so that a distributionally irregular vector y ′ can be chosen close enough to the characteristic function χ 0 and set y = |y ′ | |y ′ (0)| . Although the set DIV (B w ) has some nice properties, however, it should be noted that in general, X 0 = L p (G) for weighted translations T a,w . Indeed, let y be a distributionally irregular vector of T −2,w ′ where the weight w ′ is given by (ii) of (DCCW) for some K n by Theorem 2.7 and Lemma 2.8. In addition, if B w is distributionally chaotic, then there exists some A ⊂ N with dens(A) = 1 such that for any compact set K, χ K ∈ span{χ g : g ∈ Z} ⊆ X 0,A . Thus, 0 = lim n∈A B n w χ K = lim n∈A ϕ n | K p which is condition (i) of (DCCW) exactly.
Next, we will show that DIV A,B (T a,w ) contains a cone structure. for fixed A, B associated with y. Then each nonzero vector in the set C is also a distributionally irregular vector. Furthermore, if T a,w is invertible, then C is invariant under these operators T a , T a,w , M w , M T a n w , M ϕn and their inverses. ≤ m ≤ |ζ(g)|. So we have
Hence, c 1 |y| ≤ |ζ + εy| ≤ c 2 |y| a.e. since it is trivial for the case g ∈ {ζ = 0}. Next, let ϕ ∈ L p ({y = 0}) be bounded and with compact support. Consider
By the discussion above, ζ n ∈ [y] and ζ n → ϕ in p norm as n → ∞. Hence, ϕ ∈ [y], which says that [y] = L p ({y = 0}). Corollary 3.11. Let T a,w be a weighted translation operator on L p (G) and let
Proof. Let y
) be bounded and with compact support. Consider
As in the proof of Theorem above, we can find a path starting from z to z ′ through |z| and |z ′ |.
Remark 3.12. It should be noted that in the above corollary we cannot state the stronger statement
which looks more natural. This is because the union ∪ y∈DIV A,B {y = 0} is uncountable, and the measurability could be doubtful. But there is a way in which we can improve the result of Corollary 3.11 (see Theorem 3.16).
Theorem 3.13. Let DIV A,B (T a,w ) be nonempty, and set
Then DIV A,• (T a,w ) is path connected.
Proof. According to Remark 3.10 (i), DIV A,B is path connected. Moreover
So it is sufficient to show that DIV Lemma 3.14. Let X be a second countable space, and let Y be an arbitrary subset of X. Then there exists a sequence
Proof. The subspace Y is separable since it is second countable. Proof. Applying Lemma 3.14 with X = L p (G) and Y = X 0 , there exists
in X 0 such that
On the other hand, let M be a subset of M A with finite measure, and let
where we set
Combing all this, X 0 = L p (M A ), and the uniqueness follows by the fact that 
Proof. By setting X = L p (G) and Y = DIV A,B in Lemma 3.14, there exists
in DIV A,B so that {y i } = DIV A,B . Let M A,B := ∪ i {y i = 0}. Then by Corollary 3.11, we have
By the assumption that DIV A,B is nonempty, we may choose y ∈ DIV A,B to be nonnegative. Let K ⊆ M A \ M A,B be compact where M A is induced in the same way of Theorem 3.15. As in the proof of Theorem 3.15, we may assume K = j M j is a countable disjoint union, where χ M j ∈ X 0 . Set y
.
almost everywhere, which implies that the measure of K is zero. Hence M A = M A,B almost everywhere, and
Remark 3.17. From the discussion above, we observe that M A satisfies
In particular, if T a,w is invertible, then
Indeed, since X 0 is invariant under T a,w , we have T a,w y i ∈ X 0 , where y i is defined as in the proof of Theorem 3.15. This means that {y i = 0}a = {T a,w
Comparing with Theorem 3.5, we use a different method to obtain the following result:
Corollary 3.18. Let B w be invertible and distributionally chaotic on ℓ p (Z). Then DIV (B w ) is dense and connected in ℓ p (Z).
Proof. Let y ∈ DIV A,B (B w ) for some A, B, and recall that B w = T a,w when a = −1. Then the only nonempty subset M A of Z satisfying M A a n = M A for all n (or rewrite it in the form of the addition group, that is, Recall that a set S is atomic (in the measure sense), or we say that a set S is an atom if for any S ′ ⊂ S, the measure of S ′ is either 0 or |S| > 0. We note that in the category of a second countable locally compact Hausdorff group G, a set S is atomic only if S is a singleton. In particular, G is discrete in this case. From the view of atoms, we end the paper by an observation for distributionally irregular vectors below.
Lemma 3.20. Let G be a second countable locally compact Hausdorff group. If a set S ⊂ G is atomic, then S is a singleton and G is discrete.
Proof. According to the regularity of Haar measure and atomicity of S, there exists a compact subset S 0 of S with 0 < |S| = |S 0 | < ∞. Then there exists B 1 (x 1 ) (w.r.t. some metric on G) for some x 1 ∈ S 0 such that |B 1 (x 1 ) ∩ S 0 | = |S 0 |, where B 1 (x 1 ) denotes the ball centered at x 1 with radius 1. Thus S 1 := B 1 (x 1 ) ∩ S is an atom again. By induction, S n := B 2 −n (x n ) ∩ S n−1 with |S n | = |S 0 | for some x n ∈ S n−1 . Then the Cauchy sequence {x n } converges to x 0 (since the compact metric space is complete). Moreover, ∩ n S n = {x 0 }. Hence 0 < |S 0 | = lim n |S n | = |{x 0 }|. Thus G is discrete and S = {x 0 }. (i) If the set {y > 0} is not atomic, then there exist 0 ≤ y 1 , y 2 ≤ y such that y 1 + y 2 = y, where {y 1 , y 2 } is linearly independent, and both y 1 and y 2 are distributionally irregular vectors of T a,w . (ii) If the set {y > 0} is atomic, then there exists g ∈ G such that T a,w | ℓ p ({ga i : i∈Z})
is also distributionally chaotic.
Proof. Assume that y ∈ DIV A,B (T a,w ) w.r.t. A, B ⊆ N being nonnegative. (i) If the set {y > 0} is not atomic, then choose a non-null and non-full measurable subset K of the set {y > 0}. Set y 1 = y 3 (2 − χ K ) and y 2 = y 3
(1 + χ K ). Then {y 1 , y 2 } is linearly independent, and y 1 + y 2 = y. Moreover, by y 3 ≤ y 1 , y 2 ≤ y, both vectors y 1 and y 2 are in DIV A,B . (ii) Assume that the set {y > 0} is atomic, then y = αχ g for some g ∈ G and α ∈ C \ {0}. Hence y is also a distributionally irregular vector of T a,w | ℓ p ({ga i : i∈Z}) .
