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a b s t r a c t
Two interpolation operators in inner product spaces for irregularly distributed data are
compared. The first is a well-known polynomial operator, which in a certain sense
generalizes the classical Lagrange interpolation polynomial. The second can be obtained
by modifying the first so as to get a partition-of-unity interpolant. Numerical tests and
considerations on errors show that the two operators have very different approximation
performances, and that by suitable modifications both can provide acceptable results,
working in particular from Rm to Rn and from C[−π, π] to R.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let X be an inner product space on the field K of real or complex numbers, with inner product (w, z) for w, z ∈ X , and
let Y be an inner product space on the same field. Let z1, . . . , zN be N distinct elements ofΩ , a subset of X , with associated
elements c1, . . . , cN belonging to Y . In general, the zi, i = 1, . . . ,N , bear no regular structure at all, and N may be a large
number. The Lagrange interpolation problem in inner product spaces consists of finding a function F : X → Y such that
F(zi) = ci, i = 1, . . . ,N. (1)
A constructive, not unique, solution to this problem when X ≡ Y and X is a Hilbert space was given by Prenter in [1] in
1971, who proposed a kind of generalization of the classical Lagrange formula. Prenter’s solution takes the form
F(z) =
N−
i=1
li(z)ci, z ∈ X, (2)
where
li(z) =
N∏
k=1,k≠i
(z − zk, zi − zk)
(zi − zk, zi − zk) (3)
are suitable polynomial operators (see Section 4). It is evident by inspection that Prenter’s formula satisfies the interpolation
conditions (1), because li(zj) = δij, i, j = 1, . . . ,N , where δij is the Kronecker delta.
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The operator (2) was discussed, in the case X = R2 and Y = R equipped with the usual inner products, by Berezin and
Zhidkov (see [2], pp. 170–171). Since we did not succeeded in finding previous presentations, we will refer to this operator
as the Berezin–Zhidkov operator (BZ operator).
The considered interpolation problem is closely connected to the theory of nonlinear system modelling (see, e.g., [3]).
In fact, the setting of the system identification problem (see, e.g., [4]), which plays a very important role in that theory,
coincides with (1), from a mathematical point of view. However, only in few cases the system identification problem has
been approached as a pure interpolation problem, that is, by constructing an interpolant to the given data without any other
assumption on the model (black box modelling). Prenter’s interpolant is considered a basic tool for this kind of approach
(see [5], Chapter 3).
In order that F(z) in (2) is meaningful, it is not strictly necessary that Y is equipped with an inner product; in fact, it
suffices that Y is a vectorial space on the same field K of X . However, the norm induced in Y by the inner product is useful
to consider error bounds. Moreover, we will adopt the setting where X and Y are Hilbert spaces, according to the existing
literature (see, e.g., [6,7,5]). The completeness should be needed to discuss convergence properties, a topic which is beyond
the present preliminary investigation.
The BZ formula can be modified to get a partition-of-unity interpolant (as mentioned in [8,9]). In fact, considering the
functions from X to R+0
gi(z) =
N∏
j=1,j≠i
|(z − zj, zi − zj)|p
N∑
k=1
N∏
j=1,j≠k
|(z − zj, zk − zj)|p
, p ∈ R+, (4)
we can define the new interpolant from X to Y
Φ(z) =
N−
i=1
gi(z)ci, ci ∈ Y , (5)
where
gi(zj) = δij,
N−
i=1
gi(z) = 1. (6)
We will refer to this operator as themodified Berezin–Zhidkov operator (mBZ operator). Note that the gi are well defined on
the whole X , being bounded as a consequence of the right-hand relation in (6). In fact, this equality holds identically for
any z ∈ X , because by (3) it can be interpreted as a ratio of two identical sums. It should be noticed that the role played
by the function t → |t|p might be taken by other functions, but the formula (4) seems to be the simplest and most direct
modification of (3).
The aim of this paper is to make some comparisons between the BZ operator and the mBZ operator with regard
especially to computational performances and secondly to analytic properties. The first operator, if globally used, leads
to approximation errors, which become excessively large as N increases, even for relatively small values. On the other hand,
the second operator, if globally used, gives errors which are acceptably bounded, as a consequence of the boundedness
properties of cardinal basis interpolants, but non-decreasing, as a consequence of the non-symmetric behaviour of the
gi. In spite of this differences in the error behaviour, numerical tests show that, adopting suitable modifications, both the
interpolants can be used to obtain acceptable results.
Since there exists a number of reliablemethods for scattered data interpolation fromRm toRn, the proposed investigation
is mainly oriented to explore numerically the possibility that the considered two formulas could be used for interpolation
in Hilbert spaces, a topic suggested in the literature, but without the support of numerical tests.
In Sections 2 and 3 we introduce and discuss the two formulas in the basic case of interpolation from Rm into Rn, which
is introductory and interesting in itself, while in the following two Sections 4 and 5 we study the behaviour of the formulas
in Hilbert spaces as a straightforward generalization.
2. Berezin–Zhidkov operator from Rm to Rn
Let z1, . . . , zN beN distinct points inΩ , a closed and bounded subset ofRm,m ≥ 2, with associated real values c1, . . . , cN .
If forw, z ∈ Rm we denote by (w, z) the inner product in Rm, the operator
F(z) =
N−
i=1
li(z) ci, z ∈ Rm,
where
li(z) =
N∏
k=1,k≠i
(z − zk, zi − zk)
(zi − zk, zi − zk) , i = 1, . . . ,N,
satisfies the interpolation property, i.e. F(zi) = ci, i = 1, . . . ,N , as it is evident by inspection.
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The li(z) share some properties with the univariate fundamental Lagrange polynomials. In fact, each li(z) is a polynomial
of total degree N − 1 and it enjoys the biorthonormality property, that is,
li(zj) = δij, i, j = 1, . . . ,N.
Unfortunately, the operator F does not enjoy, unlike the univariate Lagrange formula, the property of reproducing constants,
that is, the relation
N−
i=1
li(z) = 1
does not hold for a general choice of the nodes. We have a simple counterexample consideringm = 2 and the points (0, 0),
(1, 0) and (0, 1). As a consequence, F cannot be expressed in the barycentric form, which is useful for computation, as it
happens for the Lagrange formula (see e.g. [10], pp. 94–96).
Assuming the notation z = (x1, . . . , xm) and zi = (xi1, . . . , xim), i = 1, . . . ,N , we observe that if the points z1, . . . , zN
are on the same straight line, that is,
xih = ahti + bh, ah, bh, ti ∈ R, h = 1, . . . ,m, i = 1, . . . ,N,
then the li reduce, on this line, to the fundamental Lagrange polynomials:
li(x1, . . . , xm) =
N∏
k=1,k≠i
m∑
h=1
(aht − ahtk)(ahti − ahtk)
m∑
h=1
(ahti − ahtk)2
=
N∏
k=1,k≠i
t − tk
ti − tk .
If all the points z1, . . . , zN satisfy for a certain h, 1 ≤ h ≤ m,
xkh = c, c ∈ R, k = 1, . . . ,N (7)
we get
li(x1, . . . , xm) =
N∏
k=1,k≠i
m∑
j=1,j≠h
(xj − xkj)(xij − xkj)
m∑
j=1,j≠h
(xij − xkj)2
, i = 1, . . . ,N. (8)
Hence, the formula (8) reduces to the (m − 1)-dimensional case. If (7) holds for q ≤ m − 1 different values of h, then
the formula, evaluated on the hyperplane of dimension m − q determined by the q equations (7), reduces to the (m − q)-
dimensional case.
The dimension of the interpolation spaceΠmN−1 of polynomials of total degree N − 1 in m variables does not match the
number of interpolation conditions form > 1, since
dim(ΠmN−1) =

N − 1+m
m

> N.
This means that F is not the unique solution of the interpolation problem inΠmN−1, and that it is not a polynomial interpolant
of least degree, whose determination is still an open problem (see, for example, [11]).
In the multivalued setting, with c1, . . . , cN ∈ Rn, n ≥ 2, the BZ formula makes perfectly sense as well, since the relation
(2) can be now interpreted as a vectorial formula, that is
F(z) =
N−
i=1
li(z)ci =

N−
i=1
li(z)ci1, . . . ,
N−
i=1
li(z)cin

, (9)
where ci = (ci1, . . . , cin), i = 1, 2, . . . ,N .
The absolute differences between the values of the operator F(z) and those of an interpolated function f (z)may be very
large. For instance, let us apply the bivariate BZ operator to Franke’s test function (see [12])
0.75 exp[−0.25(9x− 2)2 − 0.25(9y− 2)2] + 0.75 exp[−(9x+ 1)2/49− (9y+ 1)/10]
+ 0.5 exp[−0.25(9x− 7)2 − 0.25(9y− 3)2] − 0.2 exp[−(9x− 4)2 − (9y− 7)2].
This reliable function, commonly used to test algorithms for surface approximation, is considered here to give merely an
example, since several tests have been done considering other functions quoted in the literature and the obtained results
are comparable. The interpolation points or nodes are obtained dividing the square [0, 1] × [0, 1] in a regular r × r grid
(r = 4, 6, 8, 10, 12, 15, 20, 25, 30), and the interpolant is evaluated on a regular 33 × 33 grid, in order to get, as long as
possible, a reliable picture of the approximation results. The results are reported in Table 1.
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Table 1
Evaluation of Franke’s test function by BZ operator with gridded nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.632 · 10−1 100 5.755 · 104 400 4.729 · 1029
36 4.707 · 100 144 6.034 · 108 625 2.639 · 1049
64 1.741 · 102 225 1.052 · 1015 900 2.215 · 1076
Table 2
Evaluation of Franke’s test function by BZ operator with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 2.539 · 101 100 3.877 · 1013 400 2.708 · 1054
36 5.212 · 103 144 7.559 · 1020 625 1.403 · 1084
64 4.398 · 107 225 4.529 · 1015 900 4.700 · 10122
Fig. 1. δ = 1.
Then, we made the same tests using Halton points with generating primes 3 and 7, obtaining for Franke’s function the
results reported in Table 2. These pseudo-random point sets, frequently used in quasi-Monte Carlo methods, fill up the unit
square in a well-distributed pattern (see, e.g., [13]) and, moreover, the various sets are nested.
Note that here, unlike the univariate polynomial interpolation, it is not possible to evaluate the interpolant by a
barycentric formula, which would be more suitable to computation, since the interpolant does not reproduce constants.
However, in order to reduce instability, the calculations were performed by the slightly different formula
N−
i=1
N∏
k=1,k≠i

z − zk, zi − zk
(zi − zk, zi − zk)

ci
which should be more reliable.
We can get a more precise idea of the error by Figs. 1–4, which represent, using 100 Halton nodes, the evaluation points
where the absolute error is smaller than a value δ = 1, 10, 100, 1000. The error appears to be very large in the regions close
to the domain boundaries.
The degree N − 1 of the polynomials li increases with the number of nodes, and this leads to a situation similar to that
of the univariate Lagrange case, in which a high degree interpolation polynomial causes large oscillations, especially at the
boundaries of the domain. More precisely, we have for F : Rm → Rn the rough upper bound
‖F(z)‖ ≤ max
1≤k≤N
‖ck‖ΛN ,
whereΛN = maxz∈Ω λN(z), λN(z) =∑Ni=1 |li(z)|, and the norm is induced by the usual inner product on Rm. NowΛN can
be considered as amultivariate Lebesgue constant, which is known to be not uniformly bounded inR, with respect to N (see
e.g. [10]). Also in the multivariate case this constant is not, in general, uniformly bounded: for instance, if every node lies on
the same straight line, the li are the univariate Lagrange polynomials, and thenΛN is not uniformly bounded. One can also
show that the interpolation error is directly linked toΛN . In fact, for any z ∈ Ω and for any f ∈ C[Ω]we have
‖f (z)− F(z)‖ =
f (z)− N−
i=1
li(z)f (zi)
 ≤ ‖f (z)‖ + N−
i=1
|li(z)| ‖f (zi)‖.
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Fig. 2. δ = 10.
Fig. 3. δ = 100.
Fig. 4. δ = 1000.
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Table 3
Evaluation of Franke’s test function by BZ operator (localized version withM = 2) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.051 · 10−1 100 5.088 · 10−2 400 2.058 · 10−2
36 6.402 · 10−2 144 3.400 · 10−2 625 1.633 · 10−2
64 4.820 · 10−2 225 2.623 · 10−2 900 1.201 · 10−2
Table 4
Evaluation of Franke’s test function by BZ operator (localized version withM = 5) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 2.737 · 10−1 100 3.892 · 10−1 400 2.276 · 10−1
36 2.076 · 10−1 144 2.045 · 10−1 625 1.850 · 10−1
64 3.144 · 10−1 225 1.696 · 10−1 900 1.699 · 10−1
Table 5
Evaluation of Franke’s test function by BZ operator (localized version with M=10) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 8.825 · 10−1 100 9.524 · 10−1 400 3.350 · 10−1
36 4.377 · 10−1 144 7.425 · 10−1 625 3.677 · 10−1
64 9.567 · 10−1 225 3.098 · 10−1 900 3.272 · 10−1
Table 6
Evaluation of Franke’s test function by BZ operator (localized version withM = 2 and least square approximants) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.186 · 10−1 100 1.551 · 10−2 400 2.759 · 10−3
36 4.720 · 10−2 144 8.141 · 10−3 625 1.501 · 10−3
64 2.648 · 10−2 225 4.383 · 10−3 900 6.745 · 10−4
SettingM = maxz∈Ω ‖f (z)‖, it follows
‖f (z)− F(z)‖ ≤ M(1+ΛN). (10)
In order to get smaller errors, we can construct a localized version of F , that is, F is evaluated at any z ∈ Ω considering
only theM < N nodes closest to z, say zˆi, i = 1, . . . ,M , with the corresponding cˆi. More precisely, the operator to be used is
Fˆ(z) =
M−
i=1
cˆi
M∏
j=1,j≠i
(z − zˆj, zˆi − zˆj)
(zˆi − zˆj, zˆi − zˆj) .
SinceM is chosen as small as convenient, here the degree of the polynomials li(z) isM − 1 and does not increase with N .
Applying Fˆ(z) to the evaluation of the same test function of the previous example, with Halton nodes andM = 2, 5, 10,
we obtain the results reported in Tables 3–5.
The numerical tests seems to indicate that M = 2 is the optimal choice, since the error is not only bounded, but also
slowly decreasing. This is perhaps not completely surprising, considering the structure of the interpolant, which, in the case
M = 2, is very often a weighted mean of c1 and c2.
The approximation performances obtained in this case can be improved by replacing the cˆi with local approximants. The
results of the same numerical experiment carried out using least square local approximants (calculated on 10 points) in
place of the constants cˆi, with Halton nodes, are reported in Table 6.
This approximation performance of the localized version of the BZ operator is confirmed by evaluating other test
functions suggested in [12].
3. Modified Berezin–Zhidkov operator from Rm to Rn
The interpolant defined in (9) can be modified by replacing the polynomials li with the cardinal basis functions (4) from
Rm to R+0 . The cardinal basis interpolant from Rm to Rn takes the form
Φ(z) =
N−
i=1
cigi(z), (11)
and enjoys the usual properties of cardinal basis interpolation.
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Table 7
Evaluation of f (x, y) = x by mBZ operator (p = 2) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.204 · 10−1 100 2.184 · 10−1 400 2.376 · 10−1
36 1.762 · 10−1 144 2.252 · 10−1 625 2.403 · 10−1
64 1.856 · 10−1 225 2.343 · 10−1 900 2.457 · 10−1
Table 8
Evaluation of f (x, y) = x2 by mBZ operator (p = 2) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.418 · 10−1 100 1.980 · 10−1 400 2.538 · 10−1
36 1.959 · 10−1 144 2.218 · 10−1 625 2.513 · 10−1
64 2.099 · 10−1 225 2.555 · 10−1 900 2.749 · 10−1
Proposition 3.1. If Φ : Rm → R and c1, . . . , cN are positive, thenΦ(z) is positive for all z ∈ Rm, that is,Φ is a positive operator
(see, e.g., [8,9]).
Proposition 3.2. If c1 = c2 = · · · = cN = c, thenΦ(z) = c for all z ∈ Rm.
Proposition 3.3. ‖Φ(z)‖ ≤ maxi ‖ci‖ for all z ∈ Rm.
We observe that, if p is an even integer, the cardinal basis functions gi are rational functions.
Considering a continuous function f : Ω ⊂ Rm → Rn such that f (zi) = ci for i = 1, . . . ,N , we get the following error
bound:
‖f (z)− Φ(z)‖ ≤ max
z∈Ω maxi
‖f (z)− f (zi)‖,
which becomes an equality if f (z) ≡ const. This very basic error estimate suggests that the interpolant (11) may give much
better approximation results than the global BZ operator.
Being a positive operator, we first applied Φ(z) to evaluate the test functions f (x, y) = x and f (x, y) = x2, with p = 2.
The results are reported in Tables 7 and 8.
The tests clearly show bounded but not decreasing errors. Moreover, the application of the formula (4) gives some
troubles, since quite often the products used to construct the gi become very small and are considered as zeros by the
computer. Then, computations have to be performed by applying suitable tricks, as for example multiplying by powers of
10, in order to prevent the products from becoming too small. Another possibility is to use the slightly different formula
g˜i(z) =
N∏
j=1,j≠i
|(z−zj,zi−zj)|p
|(zi−zj,zi−zj)|p
N∑
k=1
N∏
j=1,j≠k
|(z−zj,zk−zj)|p
|(zk−zj,zk−zj)|p
, p ∈ R+, (12)
where the products have been normalized, in some sense. These g˜i(z) can be directly used to get reliable results, which,
however, show the same approximation performances obtained by the previous trick.
We observe that the behaviour of the gi(z), i = 1, 2, . . . ,N , is different from that of usual cardinal basis functions, such
as Shepard’s ones. In fact, the gi(z) corresponding to the nodes next to the boundaries of the node convex hull, assumemuch
larger values than the other ones. This is because the values of the gi strongly depend on the distances of zi from the other
nodes owing to the product in the numerator. For instance, let us takem = n = 1,Ω = [0, 2], p = 2 and zi = 2(i− 1)/10,
i = 1, . . . , 11. At points different from the nodes the functions g1 and g11 assume much larger values than any of the other
gi, i = 2, 3, . . . , 10, while the ith Shepard basis function assumes significantly large values only in a small neighborhood of
the node zi. This behaviour is clearly shown in Figs. 5–8.
As a consequence, almost for all z different from the nodes, Φ(z) is mainly a mean of c1 and c11, instead of a mean
of c1, . . . , c11. This phenomenon gets stronger and stronger as the number of nodes increases, and it occurs also in the
multivariate case. Moreover it is clear from (4) thatΦ cannot be expressed in a barycentric form, which should be necessary
in order to get computation stability.
A solution to these problems is achieved by using a localizing scheme, that is, Φ is evaluated at any z ∈ Ω considering
only theM < N nodes closest to z, say zˆi, i = 1, . . . ,M , with the corresponding cˆi. More precisely, the operator to be used is
Φˆ(z) =
M−
i=1
cˆi
M∏
j=1,j≠i
|(z − zˆj, zˆi − zˆj)|p
M∑
k=1
M∏
j=1,j≠k
|(z − zˆj, zˆk − zˆj)|p
.
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Fig. 5. g1(z).
Fig. 6. g2(z).
Fig. 7. g6(z).
To get good approximation results,M must be kept conveniently small.
To test the interpolant, we first applied Φˆ(z) to evaluate the same test function as in Section 2, with M = 10 and
p = 1/2, 2, 4. These tests show slightly growing errors as p increases, and then it seems that p = 1/2 could be the optimal
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Fig. 8. g11(z).
Table 9
Evaluation of Franke’s test function by mBZ operator (localized version withM = 2, p = 1/2) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.134 · 10−1 100 5.327 · 10−2 400 2.438 · 10−2
36 7.645 · 10−2 144 3.690 · 10−2 625 1.927 · 10−2
64 5.498 · 10−2 225 2.853 · 10−2 900 1.388 · 10−2
Table 10
Evaluation of Franke’s test function by mBZ operator (localized version withM = 2, p = 2) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.101 · 10−1 100 5.181 · 10−2 400 2.353 · 10−2
36 7.182 · 10−2 144 3.580 · 10−2 625 1.845 · 10−2
64 5.218 · 10−2 225 2.787 · 10−2 900 1.322 · 10−2
Table 11
Evaluation of Franke’s test function by mBZ operator (localized version with least squares approximants,M = 2, p = 2) with Halton nodes.
Nodes RMSE Nodes RMSE Nodes RMSE
16 1.185 · 10−1 100 1.494 · 10−2 400 2.085 · 10−3
36 4.507 · 10−2 144 7.750 · 10−3 625 1.404 · 10−3
64 2.676 · 10−2 225 4.420 · 10−3 900 5.560 · 10−4
choice. However, further numerical experiments, made with several values ofM to better understand the influence ofM on
the approximation performances, suggest that the optimal errors are obtained withM = 2 and p = 1/2 or p = 2, with no
real difference between the two cases. These results are reported in Tables 9 and 10.
As in the case of the BZ interpolant, replacing the cˆi with least squares local approximants can significantly improve the
performance. For instance, using least square local approximants (calculated on 10 points) in place of the constants cˆi, with
M = 2, p = 2 and Halton nodes, gives the good results reported in Table 11.
Many tests made with other functions in [12] confirm the approximation orders showed in Table 11.
4. Berezin–Zhidkov operator in Hilbert spaces
For i = 1, . . . ,N let us define the operator from XN−1 to K
Mi(x1, . . . , xi−1, xi+1, . . . , xN) =
N∏
k=1,k≠i
(xk − zk, zi − zk)
(zi − zk, zi − zk) ,
where z1, . . . , zN are the interpolation points of the problem (1). Now, Mi is an (N − 1)-linear operator on X . Setting all
the arguments of Mi equal to z, we have a polynomial of degree (N − 1) from X to K . Then, referring to (2) and (3), this
polynomial can be identified with a basis function, i.e.
li(z) = Mi(z, . . . , z), i = 1, . . . ,N.
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Table 12
Evaluation of test operator by BZ interpolant (nodes on a regular grid) in C[−π, π].
Nodes RMSE Nodes RMSE Nodes RMSE
4 7.999 · 100 25 4.056 · 101 64 1.809 · 103
9 6.302 · 100 36 1.458 · 102 81 4.018 · 104
16 9.221 · 100 49 3.465 · 102 100 3.505 · 105
Table 13
Evaluation of test operator by BZ interpolant (Halton points as nodes) in C[−π, π].
Nodes RMSE Nodes RMSE Nodes RMSE
4 2.791 · 101 25 4.709 · 104 64 9.141 · 109
9 2.507 · 102 36 1.385 · 106 81 1.575 · 1014
16 3.716 · 103 49 2.719 · 108 100 1.780 · 1016
Table 14
Evaluation of test operator by the localized BZ interpolant (M = 2, Halton points as nodes) in C[−π, π].
Nodes RMSE Nodes RMSE Nodes RMSE
4 4.191 · 10−1 25 8.714 · 10−2 400 2.245 · 10−2
9 1.370 · 10−1 100 4.794 · 10−2 900 1.236 · 10−2
16 1.045 · 10−1 225 2.735 · 10−2 1600 9.575 · 10−3
Also in this setting the li(z) are not a partition-of-unity, and so the approximation error of the global BZ formula can be
very large. In fact, it is still possible to get an error estimate like (10), but using the inner product norm.
As an example, let X = C[−π, π]with inner product
(f , g) =
∫ π
−π
f (t)g(t)dt, f , g ∈ C[−π, π],
and let
Ω = {α sin t + β sin(2t);α, β ∈ [1, 1+ 1/20]},
and Y = R. Let the nodes be zi = αi sin t + βi sin(2t), (αi, βi) ∈ [1, 1+ 1/20] × [1, 1+ 1/20], i = 1, . . . ,N , and let
ci =
∫ π
−π
tzi(t)dt, i = 1, . . . ,N,
the elements of Y associated to the nodes. The operator
z(t)→
∫ π
−π
tz(t)dt
plays here the role of a test function; note that then quadrature formulas cannot be used, because the approximated operator
is, in principle, unknown, namely it has to be considered a sort of black box whose inputs and outputs are zi(t) and ci
respectively. The BZ interpolant takes the form
F(z) =
N−
i=1

N∏
k=1,k≠i
 π
−π (z − zk)(zi − zk)dt π
−π (zi − zk)(zi − zk)dt
∫ π
−π
tzi(t)dt.
Here we tested the interpolant taking nodes with coefficients (αi, βi) first on a regular r× r grid over [1, 1+1/20]×[1, 1+
1/20] (r = 2, 3, 4, 5, 6, 7, 8, 9, 10) and then constructing Halton points (with generating primes 3 and 7) on the same
square. Then, the interpolant has been evaluated at 169 points taking nodes with coefficients (α, β) on a regular 13 × 13
grid over [1, 1 + 1/20] × [1, 1 + 1/20]. The approximation errors have been reliably evaluated, since the actual values of
the operator to be approximated have been obtained analytically. The results are reported in Tables 12 and 13.
We can consider also in this setting the localized version Fˆ of the BZ interpolant. This modification gives much smaller
errors, but they are still not decreasing, except for the particular caseM = 2, as shown in Table 14.
5. Modified Berezin–Zhidkov operator in Hilbert spaces
The general formula (5) for the interpolation in Hilbert spaces clearly satisfies the generalizations of Propositions 3.2
and 3.3.
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Table 15
Evaluation of test operator by mBZ interpolant (localized version, gridded nodes) in C[−π, π].
Nodes RMSE Nodes RMSE Nodes RMSE
4 2.275 · 10−1 25 7.182 · 10−2 400 1.456 · 10−2
9 1.584 · 10−1 100 3.116 · 10−2 900 9.420 · 10−3
16 9.045 · 10−2 225 2.027 · 10−2 1600 7.284 · 10−3
Table 16
Evaluation of test operator by mBZ interpolant (localized version, Halton points as nodes) in C[−π, π].
Nodes RMSE Nodes RMSE Nodes RMSE
4 4.747 · 10−1 25 9.359 · 10−2 400 2.625 · 10−2
9 1.597 · 10−1 100 5.310 · 10−2 900 1.500 · 10−2
16 1.527 · 10−1 225 3.063 · 10−2 1600 1.105 · 10−2
We have seen in Section 4 that
∏N
j=1,j≠i(z − zj, zi − zj), i = 1, . . . ,N , are polynomial operators from X to K . Hence, we
can say that, if p is an even integer, the interpolant (5) is rational, in the sense that it is a ratio of polynomial operators on X .
We can also observe thatΦ is linear, that is
Φ(ah1 + bh2) = aΦ(h1)+ bΦ(h2), h1, h2 : X → Y , a, b ∈ K .
To approximate an underlying function f : X −→ Y the cardinal basis interpolant (5) gives much better results than the
polynomial interpolant (2). In particular, we can give a rough error estimate by using the properties of the cardinal basis
functions; in fact, we have by (6)
‖f (z)− Φ(z)‖ ≤
 N−
i=1
[f (z)− ci]gi(z)
 ≤ maxz∈Ω maxi ‖f (z)− ci‖.
The dependence of the error from the underlying function and the distribution of the points can be better highlighted by
the inequality
‖f (z)− Φ(z)‖ ≤ ω[f ](max
i
‖z − zi‖),
where
ω[f ](δ) = sup
z1,z2∈Ω
{‖f (z1)− f (z2)‖, ‖z1 − z2‖ ≤ δ}
is the modulus of continuity of f .
Numerical experiments show that also in this Hilbert setting, the problems in applying the global formula (5), already
seen in Section 3, still persist. So, we need to use a localizing scheme in this case too. More precisely, givenM ≤ N , we must
consider the operator
Φˆ(z) =
M−
i=1
cˆi
M∏
j=1,j≠i
|(z − zˆj, zˆi − zˆj)|p
M∑
k=1
M∏
j=1,j≠k
|(z − zˆj, zˆk − zˆj)|p
,
where zˆj, j = 1, 2, . . . ,M , are, for each z ∈ Ω , theM nodes nearest to z. In order to get good approximation results,M must
be kept small.
Let us consider the same example of Section 4. In this case, taking p = 2, the localized interpolant takes the form
Φˆ(z) =
M−
i=1

M∏
k=1,k≠i
 π
−π (z − zˆk)(zˆi − zˆk)dt
2
M∑
h=1
M∏
k=1,k≠h
 π
−π (z − zˆk)(zˆh − zˆk)dt
2

∫ π
−π
tzˆi(t)dt.
The localized version of the interpolant, takingM = 2, gives the results reported in Tables 15 and 16.
6. Conclusions
The global BZ interpolant gives very large approximation errors, even for quite small numbers of nodes, while the global
mBZ interpolant gives at least bounded errors, thanks to his analytical properties. The localizing scheme applied to the BZ
operator is able to keep the error bounded and, only in the very particular case M = 2, to give acceptable approximation
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performances, because of the particular structure of the interpolant. On the other hand, applying the same localizing scheme
to the mBZ operator allows us to avoid the phenomenon of dominance of few of the cardinal basis functions, and then to
get reasonably small errors for not too large values ofM , achieving optimal performances in the casesM = 2, p = 1/2 and
p = 2. Referring to the interpolation from Rm to Rn, there exist well-known methods which are quite better than BZ and
mBZ operators, even in their localized form. Hence, the interest in BZ and mBZ is motivated by their possible application in
Hilbert spaces, which is repeatedly suggested in the literature, but nearly unexplored, as far as we know.
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