Abstract. In this paper, we use 'generalized Seifert surfaces' to extend the Levine-Tristram signature to colored links in S 3 . This yields an integral valued function on the µ-dimensional torus, where µ is the number of colors of the link. The case µ = 1 corresponds to the Levine-Tristram signature. We show that many remarkable properties of the latter invariant extend to this µ-variable generalization: it vanishes for achiral colored links, it is 'piecewise continuous', and the places of the jumps are determined by the Alexander invariants of the colored link. Using a 4-dimensional interpretation and the Atiyah-Singer Gsignature theorem, we also prove that this signature is invariant by colored concordance, and that it provides a lower bound for the 'slice genus' of the colored link.
Introduction
Several notions related to knots do not extend naturally and uniquely to links. For example, the fact that two oriented links are isotopic can be understood in different ways: one might require the isotopy to satisfy some condition, e.g. to respect an order on the components of the links. Here is another interesting example. A knot in S 3 is said to be slice if it bounds a smooth disc in the 4-ball, or equivalently, if it is the cross-section of a smooth 2-sphere in S 4 . This notion of sliceness for knots admits different generalizations to links. According to Fox [11] , a link is slice in the ordinary sense if it is the cross-section of a single smooth 2-sphere in S 4 . It is slice in the strong sense if each of its components is such a cross-section for disjoint 2-spheres in S 4 . One way to simultaneously take into account this variety of possible generalizations is to consider so-called colored links. Roughly speaking, a µ-colored link is an oriented link in S 3 whose components are endowed with some integer in {1, . . . , µ} called the color of the component. Two colored links are isotopic if there is an isotopy between them which respects the color and orientation of each component. We shall say that a µ-colored link is slice if there exists µ disjoint smooth spheres S 1 , . . . , S µ in S 4 such that the sublink of color i is a cross-section of S i . Of course, a 1-colored link is nothing but an oriented link, and it is slice as a 1-colored link if it is slice in the ordinary sense. At the other end of the spectrum, a ν-component
In particular, the Alexander polynomial of L is equal to the determinant of the matrix A(t 1 , . . . , t µ ) up to multiplication by t i − 1. (This latter result was obtained by the first author in [4] using local relations on a diagram.) This theorem implies the following characterization of the discontinuities of σ L and η L (Theorem 4.1). This 'piecewise continuity' behavior was first observed by Levine [21] for closely related invariants. The most interesting point of our result is the relation to the Alexander invariants. Note that even if the Alexander polynomial is zero, the signature is locally constant.
Theorem. Let E r (L)
In Section 5, we build on an idea of Conway [5] to show that the signature satisfies several 'local relations.' (We refer to Theorem 5.1 for a precise statement.) In many cases, this leads to a purely combinatorial computation of the signature from a diagram of the corresponding colored link.
The following section deals with a 4-dimensional interpretation of σ L (ω) and η L (ω) for all ω = (ω 1 , . . . , ω µ ) with rational coordinates in (S 1 \ {1}) µ . We consider a union F of connected surfaces F 1 , . . . , F µ smoothly embedded in B 4 such that ∂F i ⊂ ∂B 4 = S 3 is the sublink L i , and the pairwise intersections of the F i 's are transverse (along a finite number of points). The first homology of the exterior W F in B 4 of such a 'spanning surface' is free of rank µ. Therefore, any rational point ω ∈ (S 1 \ {1}) µ determines a character of H 1 (W F ) of finite order. This character induces twisted homology C-vector spaces, denoted by H ω * (W F ; C), and a Hermitian twisted intersection form ϕ 
Proposition. Consider a connected C-complex S ⊂ S
3 for a µ-colored link L. Let F ⊂ B 4 be the spanning surface for L obtained by pushing S in B 4 . For any rational point ω ∈ (S 1 \ {1}) µ , H(ω) is a matrix for ϕ ω F . The proof follows from an explicit geometrical description of the finite abelian coverings of W F . We also make use of the work of Sakuma [29] for the study of cyclic quotients of these coverings. The Atiyah-Singer G-signature theorem [1] implies that the signature of ϕ ω F does not depend on the choice of the spanning surface F for L. Moreover, the nullity of ϕ ω F is closely related to the twisted homology of the exterior X of L in S 3 . This leads to the following result (Theorem 6.1).
Theorem. Let L be a µ-colored link with exterior X, and F be a spanning surface for L in B 4 . For all rational points ω in ( second author in [9] . It also relates our signature function to various invariants introduced by Gilmer [12] , Smolinsky [31] and Levine [21] . Note that the first equality concerning the nullity is closely related to Libgober's [22] .
Combining our construction with [12] , we obtain the following formula for the Casson-Gordon invariant of a 3-manifold (Theorem 6.7). 
Theorem. Let

. , α n ν ). Then, the Casson-Gordon invariant of the pair (M, χ) is given by
The 4-dimensional point of view developed in Section 6 makes it possible to prove several results that would have been horrendous to check using only 3-dimensional techniques. Let us denote by T µ P the dense subset of S 1 × · · · × S 1 given by the elements of the form ω = (ω 1 , . . . , ω µ ) which satisfy the following condition: there exists a prime p such that for all i, the order of ω i is a power of p. If there exists such a surface P of genus zero, we say that L is a slice colored link . As an immediate corollary, we get: if L is a slice µ-colored link, then σ L (ω) = 0 and η L (ω) ≥ µ − 1 for all ω in T µ P . This notion of 'sliceness' is in fact a natural generalization of the definitions of Fox [11] stated above. Indeed, a 1-colored link is slice if and only if it is slice in the ordinary sense. On the other hand, a ν-component link is slice as a ν-colored link if and only if it is slice in the strong sense. What we get is a spectrum of sliceness notions ranging from the ordinary sense to the strong sense. To each coloring of a given link, there corresponds one notion of sliceness, and one signature function. This function vanishes if the link is slice in the corresponding sense.
Theorem. For all ω ∈ T
It should be pointed out that all the results of Sections 2 to 4 hold for colored links in an arbitrary Z-homology 3-sphere. Sections 6 and 7 also extend to this setting, provided the homology sphere bounds a contractible 4-manifold.
Finally, let us mention that the results of the present paper have been successfully applied to the study of the topology of real algebraic plane curves. Indeed, S. Yu. Orevkov implemented an algorithm computing the generalized Seifert matrices (and therefore, the signature and nullity functions) of a colored link given as the closure of a colored braid. Using this computer program, the generalized License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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Murasugi-Tristram inequality (Theorem 7.2 below), and his method developed in [25] , he was able to complete the classification up to isotopy of M-curves of degree 9 with 4 nests. We refer to the upcoming paper [27] for details.
Definition and basic properties of σ L and η L
The aim of this section is to define the signature and nullity of a colored link as a natural generalization of the Levine-Tristram signature of an oriented link.
C-complexes.
Recall that a Seifert surface for a link in S 3 is a connected compact oriented surface smoothly embedded in S 3 that has the link as its oriented boundary. The notion of C-complex, as introduced in [7] and [4] , is a generalization of Seifert surfaces to colored links.
(i) for all i, S i is a Seifert surface for L i (possibly disconnected, but with no closed components); (ii) for all i = j, S i ∩ S j is either empty or a union of clasps (see Figure 1) ;
The existence of a C-complex for a colored link is fairly easy to establish; see 
Since all the intersections are clasps, there is an obvious homotopy equivalence between S and S ε inducing an isomorphism
be the composition of this isomorphism with the inclusion homomorphism For computational purposes, the following alternative definition of i ε is more convenient. A 1-cycle in a C-complex is called a loop if it is an oriented simple closed curve which behaves as illustrated in Figure 2 whenever it crosses a clasp. Clearly, there exists a collection of loops whose homology classes form a basis of H 1 (S). Therefore, it is possible to define i ε as follows: for any loop
) is the class of the 1-cycle obtained by pushing x in the ε i -normal direction off S i for i = 1, . . . , µ. The fact that x is a loop ensures that this can be done continuously along the clasp intersections. We easily check that this definition of i ε coincides with the intrinsic definition given above.
2.2.
The signature and nullity of a colored link. Let L be a µ-colored link. Consider a C-complex S for L and the associated Seifert matrices A ε with respect to some fixed basis of H 1 (S). Let A(t 1 , . . . , t µ ) be the matrix with coefficients in
where the sum is on the 2 µ possible sequences
Using the fact that A −ε = (A ε ) T , one easily checks that H(ω) is a Hermitian matrix. Recall that the eigenvalues of such a matrix H are real. Its signature sign (H) is defined as the number of positive eigenvalues minus the number of negative eigenvalues. The nullity null (H) is the number of zero eigenvalues of H.
) and η L (ω) = null (H(ω)) + β 0 (S) − 1, where β 0 (S) denotes the number of connected components of S. This theorem relies on the following lemma (see [4] for the proof). Figure 3) ; (T3) the transformation described in Figure 3 .
Proof of Theorem 2.1. Let H and H be two Hermitian matrices. We shall call H an elementary enlargement of H if
where ξ is any complex vector, λ any real number and α ∈ C * . H is called an elementary reduction of H . One easily checks that the signature and nullity of a Hermitian matrix are unchanged by elementary enlargements and reductions. By Lemma 2.2, it remains to prove that the transformations (T 1) to (T 3) of a Ccomplex induce finite sequences of elementary reductions and enlargements on the corresponding Hermitian matrices (or other elementary transformations leaving the signature and nullity unchanged).
(T 1) Let S be a C-complex obtained from a C-complex S by a handle attachment on S k . If this handle connects two distinct connected components of S, then H 1 (S ) = H 1 (S) ⊕ Zy, where y is a 1-cycle such that lk(i ε (y), z) = 0 for all z in H 1 (S ). Hence, the Hermitian matrices H and H corresponding to S and S are related by H = H ⊕ (0), so sign (H ) = sign (H) and null (H ) = null (H) + 1. Since β 0 (S ) = β 0 (S) − 1, the signature and nullity of L are unchanged. Let us now assume that this handle attachment is performed on one connected component of S. In this case, H 1 (S ) = H 1 (S) ⊕ Zx ⊕ Zy. Moreover, the cycles x and y can be chosen so that the corresponding Seifert matrices satisfy
Such a choice of x and y is illustrated in Figure 4 . The Hermitian matrices H and H are related by
(T 2) Let S be a C-complex obtained from S by the transformation (T 2). If this transformation connects two distinct connected components of S, then H 1 (S ) = H 1 (S)⊕Zz. As above, we get H = H ⊕(0) and β 0 (S ) = β 0 (S)−1, so the signature and nullity are unchanged. On the other hand, if this transformation takes place on one connected component of S, then H 1 (S ) = H 1 (S) ⊕ Zw ⊕ Zz with w and z as illustrated in Figure 5 . Therefore,
It follows that the corresponding Hermitian matrix H (ω) is an elementary enlarge-
Finally, let S and S be C-complexes related by the move (T 3). A similar computation shows that the corresponding Hermitian matrices H(ω) and H (ω) are both elementary enlargements of some Hermitian matrix. This concludes the proof. Figure 6 . A C-complex S for L is also given. We compute A ε = (−1) if ε 1 = ε 2 , and A ε = (0) else. Hence,
, and η L (ω 1 , ω 2 ) = 0 else. Let us draw the domain T 2 * as a square. The value of the function σ L can be represented as illustrated in Figure 7 . Note that σ L and η L are constant on the connected components of the complement of the zeroes of ∆ L (t 1 , t 2 ) = t 1 t 2 + 1, the Alexander polynomial of L. We shall explain this fact in Section 4.
Before giving the proof of this proposition, let us point out an interesting consequence: it is possible to compute the signature and nullity of a µ-colored link by considering any finer coloring of the same underlying link. In particular, all the signatures (corresponding to all the possible colorings) can be computed from the signature corresponding to a coloring with the maximal number of colors. This greatly simplifies the computations in many cases, as illustrated by the following (didactic) example. for L , so σ L is identically zero. By Proposition 2.5,
Proof of Proposition 2.5. First, note that it is sufficient to prove this statement when L µ+1 is a knot. Consider a C-complex Figure 3 , it may be assumed that + and − are positive. Via handle attachment, it may also be assumed that S µ is connected. Finally, one easily checks that the C-complex S can be chosen so that the knot L µ+1 crosses the − negative clasps first, and then the + positive ones. This situation is illustrated in Figure 9 . Let S be the C-complex obtained from S by removing these clasps. Since S µ and S µ+1 are connected,
only depends on ε µ and ε µ+1 , the upper left block of the corresponding Hermitian matrix H S (ω , ω µ ) is given by where
Similarly, the upper right block of
To sum up, we have the equality
Let us now turn to the µ-colored link L . The C-complex S can be transformed into a C-complex S = S 1 ∪ · · · ∪ S µ for L as follows: set S i = S i for i < µ, and let S µ be the surface obtained from S µ ∪ S µ+1 by 'smoothing' the clasps as illustrated in Figure 10 . Basically, each clasp is replaced by two half-twisted bands joining S µ and S µ+1 . This time, where I k denotes the (k × k)-identity matrix and
Using the equalities ( ) and ( ) together with the fact that λ = 0, it is easy to check that the matrix H S (ω ) is conjugate to the Hermitian matrix
and null H S (ω ) = null H S (ω , ω µ ). Since β 0 (S) = β 0 (S ), the proposition is proved.
Note that we shall give an alternative proof of this result in Subsection 6.3.
2.3.
Basic properties of σ L and η L . We conclude this section with an enumeration of several properties of the signature and nullity. Deeper properties shall be presented in the following sections. The first proposition follows easily from the fact that H(ω) is Hermitian.
Proposition 2.7. For any
(ω 1 , . . . , ω µ ) ∈ T µ * , σ L (ω −1 1 , . . . , ω −1 µ ) = σ L (ω 1 , . . . , ω µ ), η L (ω −1 1 , . . . , ω −1 µ ) = η L (ω 1 , . . . , ω µ ).
Proposition 2.8. Let L be a colored link, and let L be the colored link obtained from L by reversing the orientation of every component of the sublink
So the signature cannot distinguish between a colored link and its inverse. On the other hand, it is a useful invariant for telling apart a colored link and its mirror image. 
Proposition 2.10. If L denotes the mirror image of the colored link
L, then σ L = −σ L and η L = η L . Proof. If S is a C-complex for L, then the mirror image S of S is a C-complex for L. Therefore, A ε S = −A
Corollary 2.11. If a colored link L is isotopic to its mirror image, then σ L is identically zero.
Finally, the signature and nullity behave well under connected and disjoint sums.
Proof. Given S a C-complex for L and S a C-complex for L , a C-complex S for L is given by the band sum of S and S along the corresponding components of S ν and S ν . Since S and S have no closed components, this band can be chosen such that only its ends meet S and S . Clearly,
. , ε µ ). The corresponding Hermitian matrices H, H and H satisfy
Since ω i = 1 for all i and β 0 (S) = β 0 (S ) + β 0 (S ) − 1, this implies the proposition.
Proposition 2.13. Let L and L be colored links with disjoint sets of colors. Consider the colored link L given by the disjoint sum of L and L . Then,
Proof. Let S and S be C-complexes for L and L . A C-complex S for L is given by the disjoint union of S and S . Clearly, A
Since β 0 (S) = β 0 (S ) + β 0 (S ), the proposition is proved.
The Alexander module of a colored link
Associated to a µ-colored link L with exterior X is a natural Z µ -covering X → X. The aim of this section is to show how the space X can be constructed from a Ccomplex for L. This leads to a presentation of the Alexander module of L, that is,
This generalizes a celebrated theorem of Seifert, which corresponds to the case µ = 1.
We shall use these results in the next section to derive relations between the signature, the nullity, and the Alexander invariants of colored links.
The homology of X is a natural module over the ring To extract handy information from such a cumbersome invariant as a module over Λ µ , the standard trick is to consider its elementary ideals. Although these objects are widely used, their definitions vary according to the authors. Therefore, we shall now clarify the meaning of these concepts in the present work. Let R be a noetherian factorial domain, that is, an integral domain in which every ideal is finitely generated, and every non-zero non-invertible element has a unique factorization. Let P be an m × n matrix with coefficients in R. Let us denote by E r (P ) the ideal of R generated by all the (m − r) × (m − r) minors of P . By convention, E r (P ) = (0) if r < 0 and E r (P ) = R if r ≥ m. Let ∆ r (P ) denote the greatest common divisor of the elements of E r (P ). (Recall that the greatest common divisor of a 1 , . . . , a n in R is an element d of R which divides a i for all i, and such that if c ∈ R divides a i for all i, then c divides d.) Since R is a noetherian factorial domain, ∆ r (P ) exists, and is well-defined up to multiplication by a unit of R. Given ∆ and ∆ in R, let us note ∆= ∆ if ∆ = u∆ for some unit u of R. Now, let M be a module over a factorial ring R. A finite presentation of M is an exact sequence 
A presentation of the Alexander module using
consider an oriented edge in S i ∪ S j joining v i and v j and passing through this single clasp as described in Figure 2 . This leads to a collection of oriented edges {e
given by the union of these edges. Finally let K µ be the complete graph with vertices {v i } 1≤i≤µ and edges {e Proof. The C-complex S can be constructed as follows. Consider the complete graph K µ . Add the graphs K ij one by one, for 1 ≤ i < j ≤ µ. Finally, paste S 1 , S 2 , . . . , S µ . Note that at each step, the pasting is done along a contractible space. A recursive use of the Mayer-Vietoris exact sequence therefore leads to the first statement of the lemma. The fact that
Furthermore, a basis of
Zβ ij is clear. Finally, we have the relation γ ijk = γ 1jk −γ 1ik +γ 1ij . Hence the family γ 1ij 2≤i<j≤µ generates
2 , and this family is a basis of H 1 (K µ ).
Recall the homomorphism i ε :
colored link, and consider a C-complex
where the sum is on all sequences ε = (
We postpone the proof of this theorem to the end of the section. For colored links with 1, 2 or 3 colors, this result provides a square presentation matrix of the Alexander module expressed in terms of the Seifert matrices A ε . More precisely, we have the following corollaries. Proof. Theorem 3.2 gives the finite presentation
where
Similarly, we get the following result.
Corollary 3.4 (Cooper [7] ). where D = (D ij ) is the diagonal matrix given by
Then, a presentation matrix of the Alexander module of L is given by
and β 1 (·) denotes the first Betti number.
The case µ = 3 is similar, but the complete statement is a little cumbersome. Instead, let us give an example of such a computation. Figure 11 .
Example 3.5. Consider the 3-colored link L given in
, and all the other linking numbers are zero. Hence, a matrix of α = α is given by (t 1 t 2 t 3 − 1), and
For colored links with µ ≥ 4 colors, the presentation of Theorem 3.2 has deficiency µ−1 3 , so the corresponding presentation matrix is not square. This is not a surprise. Indeed, Crowell and Strauss [8] proved that if an ordered link has µ ≥ 4 components and if ∆ L = 0, then its Alexander module does not admit any square presentation matrix. Their proof applies to colored links as well. Therefore, it is not possible to get a presentation matrix of H 1 ( X) using the Seifert matrices A ε if µ > 3. Nevertheless, it is possible to compute the Alexander invariants up to some indeterminacy. More precisely, let Λ µ denote the localization of the ring Λ µ with respect to the multiplicative system generated by {t i − 1} 1≤i≤µ .
In particular, for all r, there are non-negative integers m i such that the following equality holds in Λ µ :
Proof. Let B be a basis of H 1 (S) adapted to the decomposition given in Lemma 3.1. Consider the dual basis B * of H 1 (S 3 \ S) obtained by Alexander duality. Clearly, the matrix of i ε : 
By Theorem 3.2, a presentation matrix of the Λ µ -module H 1 ( X) is given by P = BD −1 , where D is a diagonal matrix whose diagonal entries are products of factors of the form t i − 1. Therefore, B is a presentation matrix of the Λ µ -module
last columns of B are linear combinations of the other columns. Hence, B is also a presentation matrix of
. . , t µ ), the corollary is proved.
Using this result, it is possible to give an intrinsic interpretation of the nullity η L (ω) for ω with rational coordinates. Indeed, consider the character χ ω : H 1 (X) → C * which maps a meridian of L i to ω i . If ω has rational coordinates, then the image of χ ω is a finite cyclic group C q . The homology of the corresponding cyclic covering X q → X is a module over Z[C q ], and so is C via the inclusion
We shall give a 4-dimensional proof of this result in Section 6.
3.3. Proof of Theorem 3.2. As in Section 2, let X denote the exterior of L, and let Figure 12 for an illustration of these spaces near a clasp.) Recall that the regular
where R (resp. N , Y ) stands for p −1 (R) (resp. p We now claim that the homomorphism (ϕ 0 , −ψ 0 ) is injective. Indeed, S is connected, so R is connected as well, provided µ > 1. In this case, ψ 0 = id Λ and
The matrix of (ϕ 0 , −ψ 0 ) with respect to some well-chosen bases is equal to 1
, so the homomorphism is injective. By this claim, we get the exact sequence
Let us assume momentarily that the inclusion homomorphism ϕ is onto. In this case, the following sequence is exact:
, we are left with the computation of the homomorphism ϕ : H 1 (R) ⊗ Λ → H 1 ( N ). We shall divide this tedious computation into several steps.
Computation of H 1 (R). Let v i be an interior point of ( each step, the pasting is done along a contractible space. Therefore,
Computation of H 1 ( N ). Consider the complete oriented graph K µ defined above Lemma 3.1. Add a vertex v ij in the interior of the edge joining v i with v j , and paste two oriented loops x i and x j based at v ij . The resulting graph, denoted by Γ µ , is naturally embedded in S ∩ X ⊂ N as illustrated in Figure 14 . Similarly, let Γ ij ⊂ S i ∩ S j ∩ X be the oriented graph obtained from K ij ⊂ S i ∩ S j by adding a vertex in the interior of each edge of K ij , and two oriented loops at this vertex. For i < j, consider the loop at v ij given by
j . This loop lifts to a loop γ ij in Γ ij := p −1 (Γ ij ) and to a loop γ ij in Γ µ := p −1 (Γ µ ). We claim that H 1 ( N ) splits as follows:
Indeed, N has the homotopy type of S ∩ X, which can be contructed as follows. Consider the graph Γ µ . Add the graphs Γ ij for 1 ≤ i < j ≤ µ, and then the surfaces S i for 1 ≤ i ≤ µ, where S i is obtained from S i ∩ X by removing an open neighbourhood of the clasps as illustrated in Figure 15 .
Hence, N has the homotopy type of 
where I is the augmentation ideal (t 1 −1, . . . , t µ −1) and I 12 the ideal (t 1 −1, t 2 −1 
. Using this argument inductively, we get
The pasting of S i is performed along a contractible space. Since
and S i has the homotopy type of S i , the claim follows from yet another application of the Mayer-Vietoris sequence. Using the computation of H 1 (R) and H 1 ( N ) above, we see that the inclusion homomorphism ϕ :
We shall now check that each homomorphism in this sum is onto, and then compute its kernel. Each kernel will translate into a family of relations via the inclusion homomorphism ψ :
Note that up to multiplication by a unit of Λ, the latter homomorphism is given by ψ = ψ ⊗ id Λ , where ψ :
. Therefore, the homomorphism ϕ i is onto, and its kernel is generated by
is the homomorphism i ε with ε any sequence of ±1's such that ε i = +1 (resp.
. The restriction to H 1 (S i ) of the homomorphism i ε only depends on ε i . Hence, the restriction to H 1 (S i ) of the homomorphism
. This gives the first set of relations stated in the theorem.
Computation of ϕ ij . Let us now consider the inclusion homomorphism
We need to compute the homology of Γ ij . Number the clasps of S i ∩ S j from 1 to c(i, j). 
Recall the basis {β ij } of H 1 (K ij ) given in Lemma 3.1. This yields a basis Therefore, ϕ ij is onto and its kernel is generated by
Hence, the image of ker(ϕ ij ) under ψ is the image of
, we get the second set of relations stated in the theorem.
Computation of ϕ K . Finally, let us deal (a little faster) with the inclusion homomorphism
. By an Euler characteristic argument, the rank of H 1 (K ) One then checks that ϕ K is onto. Therefore, each relation in H 1 ( Γ µ ) yields an element in ker(ϕ K ). One shows that the relation coming from the cube with coordinates 1 ≤ i < j < k ≤ µ corresponds to the element 
Piecewise continuity of the signature and nullity
Let L be a µ-colored link. The signature and nullity of L can be understood as functions
In this subsection, we prove the following 'piecewise continuity' result. 
This yields a finite sequence
Since σ L and η L remain unchanged by transformations (T 1) and (T 2) (recall Lemma 2.2 and the proof of Theorem 2.1), it may be assumed that S i is connected for all i, and S i ∩ S j = ∅ for all i = j. In this case, Corollary 3.6 implies that
belongs to Σ r if and only if p(ω) = 0 for all p ∈ E r−1 (A(t)). Now, recall that σ L (ω) and η L (ω) are defined as the signature and nullity of the Hermitian matrix 
(ω). By this equality, p(ω) = 0 for all p ∈ E r−1 (A(t)) if
(x) is the characteristic polynomial of H(x). Since H(x)
is Hermitian, the roots of p(x) are real. Furthermore, they depend continuously on the coefficients of p(x). In other words, the eigenvalues of H(x) are real continuous functions of x. The nullity of H(x) counts the number of these eigenvalues which are zero. Hence, if this number is constant, the sign of the eigenvalues cannot change. Therefore, the signature of H(x) is constant.
As a corollary, we obtain the following result that extends a well known property of the Levine-Tristram signature. Note that in the case lk(L i , L j ) = 0, it is due to the second author (see Section 6 and [9, theorems 3.7 and 3.8]).
Corollary 4.2. Let L be a µ-colored link, and let C denote the complement in T µ * of the zeroes of its Alexander polynomial. Then, σ L is constant on the connected components of C and η L vanishes on C.
Proof. By Theorem 4.1, we just need to check that
This proves the corollary.
Before concluding this section, let us look back at the 2-colored link L given in Example 2.4. By Corollary 3.4, a presentation matrix of its Alexander module is given by (t 1 t 2 +1). Therefore, E 0 (L) = (t 1 t 2 +1) and E r (L) = Λ 2 for r ≥ 1, leading to
By Theorem 4.1, σ L is constant on the connected components of T 2 * \ Σ 1 and of Σ 1 . Furthermore, η L is equal to 0 on T 2 * \ Σ 1 and equal to 1 on Σ 1 . This coincides with the computations made in Example 2.4.
On the computation by local moves
We now present and generalize an idea of J. Conway (see [6, §7.10 This normalization of the Alexander polynomial was first introduced by J. Conway [5] , and formally defined by R. Hartley [17] . Note that it is possible to compute this invariant from a colored link diagram using only combinatorial methods (see [23] ).
Given a complex number z = e iθ with 0 < θ < 2π, we shall denote by z µ ). Also, we shall denote by sgn(λ) the sign of the real number λ. Figure 16 .
Theorem 5.1. a) Let L and L be two colored links given by diagrams related by a single change as illustrated in
is a real number and
Conversely, for any
.
b) Consider colored links L and L which differ by one of the local moves described
in Figure 17 .
with δ = ±1 as in Figure 17 .
). The theorem above implies the following result for the Levine-Tristram signature. Figure 16 . License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 
Corollary 5.2. Let L and L be two links related by a single change as illustrated in
for all ω such that ∆ K (ω)∆ K (ω) = 0. Since both K and K are knots, ∆ K ∆ K is non-zero. Hence, the relation above holds for all but a finite number of ω in S 1 . We are done by induction on n.
Example 5.3. Let K be the right-hand trefoil knot. Consider the transformations of K illustrated in Figure 18 . One easily computes ∆ K (t) = t − 1 + t −1 . Moreover, L is the positive Hopf link and K the trivial knot, so ∆ L (t) = t 1/2 − t −1/2 and ∆ K (t) = 1. This gives
On this particularly simple example, ∆ L never vanishes on S 1 \ {1}. Hence, Corollary 5.2 in fact leads to the formula consider an irreducible boundary link L with µ ≥ 3 components. Let L be any µ-colored link obtained from L by one of the local moves described in Figures 16 and  17 . Then, it is easy to check that both ∇ L and ∇ L are identically zero. Therefore, Theorem 5.1 is of no use for the computation of σ L in this particular case. However, the method described above does lead to an algorithm for links that are not 'algebraically split'. Recall that a µ-component link L is said to be algebraically split if there is an ordering of its components K 1 , . . . , K µ and an integer 1
Using the Torres formula, one checks that if L is not algebraically split, then ∇ L is non-zero. Using this result, one easily sees that if L is not algebraically split, then the polynomial ∆ described above can be chosen to be non-zero. Therefore, σ L (ω) can be computed for all ω in the complement in T µ of the zeroes of some non-zero polynomial. Let us illustrate this with an example. 
. By Theorem 5.1 b) again (or since there is a contractible C-complex for L ), the signature of L is zero. Setting ω 1 = e iθ 1 and ω 2 = e iθ 2 , we get
This coincides with the result given in Example 2.4.
The proof of Theorem 5.1 rests upon several lemmas. Proof. Let m be the number of negative eigenvalues of H. We have Proof. Let S be a connected C-complex for L. Applying Lemma 5.5 to the matrix 
On the other hand, we know by [4] that the Conway potential function of L is given by
where c is the number of clasps of S and = i<j lk(L i , L j ). Let β 1 denote the first Betti number of S. By Lemma 5.5, σ L (ω) ≡ β 1 (mod 4) if and only if
An Euler characteristic argument shows that α = 1− + β 1 . We know from Lemma 5.6 that β 1 ≡ ν + + 1 (mod 2). Via the transformation (T 2) of Figure 3 , it may be assumed that
This fact, together with Lemma 5.6, gives the result.
The following lemma is a direct consequence of Theorem 4.1. Nevertheless, we now give an alternative proof. 
Lemma 5.8. Given any colored link L and any
Proof. We saw in the proof of Lemma 5.7 that
for some integers m j . Note that η L (ω) = 0 if and only if det(H(ω)) = 0. Since
j , the lemma is checked. Proof of Theorem 5.1. a) Let S be a connected C-complex for L . A C-complex S for L is obtained from S by attaching a band with a half-twist. Fix ω ∈ T µ * . If H (ω) and H(ω) denote the associated Hermitian matrices, then clearly
for some complex vector v and real number λ. Therefore,
Let us now assume that 
Clearly, = and ν = ν + τ with τ = ±1. Therefore,
Since ε = ±1 and τ = ±1, this implies
, so the first equality is checked. The second equality can be derived from this one using Figure 19 . b) Given S a connected C-complex for L , a C-complex S for L is obtained from S by attaching a clasp. As in the proof of a), this leads to the equation
This time, ν = ν and = + δ, with δ = ±1 as described in the statement of the theorem. Hence,
Since ε = ±1 and δ = ±1, this implies
The last equality is a consequence of this equation.
The 4-dimensional viewpoint
In this section, we present the signatures σ L (ω) from the point of view of coverings and intersection forms. Roughly speaking, we show that they can be constructed as the Atiyah-Singer invariant of a finite abelian covering of the link exterior in S 3 . In doing this, we also relate our signatures to invariants introduced by Gilmer [12] , Smolinski [31] , Levine [21] and the second author [9] .
Definition. Let F be a union of compact connected oriented smooth surfaces
. We shall say that F has boundary L if the following holds: 
The image of the corresponding character χ ω is the subgroup of C * generated by α = e 2iπ/q , where q is the least common multiple of the orders of the ω i 's. Hence, χ ω induces a q-fold cyclic covering W q → W with a canonical deck transformation τ generating C q , the group of the covering. The cellular chain complex C * (W q ) is a Z[C q ]-module, and so is C via the homomorphism j : C q → C * which sends τ to α. The twisted homology of (W, ω), denoted by H ω * (W ; C), is the homology of the chain complex
The twisted homology H ω * (X; C) of the exterior of L in S 3 is defined similarly, using the character of H 1 (X) induced by χ ω . 
Here, , is the intersection form induced by the orientation of W lifted to W q , and λ → λ is the complex conjugation.
Note that ϕ ω is a well-defined Hermitian form. In fact, it is conjugate to the ordinary intersection form on H 2 (W q ; C) restricted to the eigenspace of τ with eigenvalue α (see Lemma 6.2 
below).
This section is mainly devoted to the proof of the following theorem. 
6.1. Finite abelian coverings. In this subsection, we relate the twisted intersection forms of finite abelian coverings and of their cyclic quotients.
As above, let W be the exterior of a surface F with boundary L (or more generally, any compact connected oriented 4-dimensional manifold with H 1 (W ) = µ i=1 Z, where the generator of the i th summand is denoted m i ). Consider integers q 1 , . . . , q µ with q i > 1 for all i. The natural projection γ : 
It induces a homomorphism of rings Z[G] → C compatible with the involutions of these rings. In particular, it endows C with a structure of
In other words, ψ ω is given by
Then, ψ ω is conjugate to the restriction to E s ω of the Hermitian intersection form on H 2 (W γ ; C).
One easily checks that gϑ s = s(g)ϑ s for all g ∈ G and s ∈ R G . This gives the inclusion ϑ s H 2 (W γ
Since G acts by isometries, this decomposition is orthogonal with respect to the intersection form , on
and u, v ∈ C, the lemma is proved.
If the q i 's are pairwise coprime, then r ω :
, and the forms ψ ω and ϕ ω are equal. In general, we have the following result, very much in the spirit of [29] . Proof. By the proof of Lemma 6.2, the multiplication by ϑ ω = ϑ s ω induces an isomorphism
C (which is nothing but E s ω ). For the same reason, the multiplication by r ω (ϑ ω ) =
Tensoring this isomorphism by C, we see that the intersection form on the
C is conjugate to the intersection form on the space This subsection is devoted to the proof of the following proposition, which generalizes [34] and [6, Proposition 6.1] . Note that this result implies that our signatures coincide with invariants introduced by Smolinski [31] . 
The boundary of the resulting manifold B contains two copies M + and M − of M which intersect along F . Let {gB} g∈G be disjoint copies of B. Consider the 4-dimensional G-manifold E obtained by pasting these copies along gM
(Recall that τ i is a preferred generator of C q i .) Clearly, the projection E → E/G is nothing but the branched covering W 
Using the fact that ω i = 1 for i ∈ I(α), we have
Therefore, a basis of the latter space is given by {x α } α∈A .
We are left with the computation of the form ψ ω F on the elements of this basis. To do this, we shall deform x α into another 2-cycle x α as follows. First, note that
where the sum is on all sequences ε = (ε 1 , . . . , ε µ ) of ±1's. Set
where e α is the 1-cycle in S corresponding to e α in F , and i ε is the map defined in Section 2. Clearly, x α is a 2-cycle and x α , gx β = x α , gx β for all g ∈ G and β ∈ A. Furthermore, the intersection number between C(i ε (e α )) and gCe β is given by
Since G acts by isometries, this is sufficient in order to determine ψ ω F (x α , x β ) = g∈G x α , gx β s ω (g). The result of this tedious computation is
concluding the proof. As promised in Section 2, we shall now give another proof of Proposition 2.5.
4 with boundary L. In a closed neighborhood of an intersection point of F µ and F µ+1 , F is given by two transversal disks with boundary a 2-colored Hopf link. Let F = F 1 ∪ · · · ∪ F µ be the surface obtained by replacing these disks by a cylinder, whose boundary is a 1-colored Hopf link. Clearly, F has boundary the µ-colored link L . Note that the signature of a 2-colored Hopf link is zero, while the signature of the positive (resp. negative) 1-colored Hopf link is −1 (resp. +1).
By the additivity of the signature, these local transformations decrease σ L (ω) by the algebraic intersection number
6.4. On the Casson-Gordon invariants of 3-manifolds. Let M be an oriented closed 3-manifold, and let χ : H 1 (M ) → C * be a character of finite order. The following reformulation of the Atiyah-Singer invariant [1] of (M, χ) is due to Casson and Gordon [2, 3] . Since χ is of finite order, its image is the cyclic subgroup of C * generated by α = e 2iπ/q , for some q. It induces a q-fold cyclic covering M q → M with a canonical deck transformation τ generating the group C q of the covering. Since the bordism group Ω 3 (BC q ) is equal to C q , there is a positive integer n such that n disjoint copies of M bound a compact oriented 4-manifold W over BC q . Let W q → W be the induced q-fold covering. The deck transformation τ extends to a deck transformation of W q , also denoted by τ . As above, let H χ * (W ; C) denote the homology of the chain complex
module on C is given by the map C q → C * which sends τ to α = e 2iπ/q . Finally, let ϕ χ be the twisted intersection form on H
The related nullity is defined by 
Note that if all the n i 's are equal, then this formula together with Proposition 2.5 give back Casson and Gordon's [3, Lemma 3.1]. See also Gilmer [12, Theorem 3.6] . On the other hand, if the matrix Λ is zero, then σ L (ω) = σ(M, χ). Hence our signature extends (a special case of) the invariant introduced by Levine in [21] for links with Λ ij = 0 for all i = j. This also relates σ L (ω) with link signatures of Gilmer [12] .
Let us point out an interesting feature of this result before giving its proof. Recall that all the signatures σ L (ω) of a fixed colored link L are given by the signature of a single matrix H evaluated at ω. Using Theorem 6.7, one can compute the Casson-Gordon invariants of all 3-manifolds obtained by surgery on L, for many characters of finite order, by using this single matrix.
Proof. Let F = F 1 ∪ · · · ∪ F ν be the surface obtained by pushing a connected Ccomplex for L in B 4 . Denote by {p } the finite set of double points of F (coming from the clasps of the C-complex) and by {B } a set of small disjoint closed 4-balls such that p ∈ int B for all . We shall denote by F j( ) and F k( ) the components of F which intersect at p . Note that F ∩ B consists of two transverse discs with boundary a Hopf link K ⊂ S 3 = ∂B . Let = ±1 denote the linking number of the components of K (that is, the algebraic intersection number of F j( ) and
Clearly, the character χ restricted to the exterior of L in S 3 extends to a character on the exterior of F in B 4 , which itself restricts to the exterior of K in S 3 . This restriction maps the meridians of K to χ(m j( ) ) = α n j( ) and χ(m k( ) ) = α n k( ) . Now, let U be the 4-manifold obtained by attaching 2-handles B 2 × B 2 to Ω as follows. First, attach 2-handles to Ω along a tubular neighborhood of L ⊂ S 3 according to the framings {Λ ii } i . Then, for all , perform a surgery along K ⊂ S 3 according to framings f j( ) and f k( ) which satisfy the following property: the character on the exterior of K in S 3 extends to the 3-manifold M obtained by surgery on the framed link K . This is the case if and only if the congruences
hold. By hypothesis, n j( ) and n k( ) are invertible modulo q, so such framings exist.
Let F ⊂ int U be the smooth closed surface with ν connected components obtained from F ∩ Ω by gluing the cores of the 2-handles. Let U F be the exterior of F in U . From χ (that is, from ω), one easily constructs a character on H 1 (U F ) inducing a twisted intersection form ϕ ω on H (Note that a Mayer-Vietoris argument shows that ϕ ω is conjugate to the form related to the covering of U branched along F , considered by Gilmer in his formula.) We shall now compute separately each term of this equation.
Recall that ω induces a C q × · · · × C q -covering of B 4 branched along F . By Proposition 6.5, σ L (ω) is equal to the signature of the corresponding intersection form ψ ω F . Furthermore, the signature corresponding to the covering of B branched along F ∩B is equal to zero. Therefore, Novikov additivity implies that sign (ψ ω F ) is equal to the signature of the twisted intersection form of the covering of Ω branched along F ∩ Ω. Finally, a standard Mayer-Vietoris argument shows that adding 2-handles to a 4-manifold has no effect on its twisted signature, so
One easily checks that a matrix for the intersection form on H 2 (U ) is given by Λ ⊕ (−Λ ), where Λ is the linking matrix of K . Therefore, sign (U ) = sign (Λ) − sign (Λ ). The properties of σ L (ω) and η L (ω) studied in this section do not hold for all ω in T µ * . We shall denote by T µ P the dense subset of T µ * constituted by the elements ω = (ω 1 , . . . , ω µ ) which satisfy the following condition: there exists a prime p such that for all i, the order of ω i is a power of p.
We first prove the invariance of the restriction of σ L and η L to T The case c = 0 can be found in [9, Theorem 5.19] . The proof of this generalization is very similar. We refer to the upcoming paper [27] for an interesting application of this result to the study of real algebraic plane curves. Since ω belongs to T µ P , the order of the associated cyclic covering of W F is a power of prime. Therefore, we can make use of Gilmer's results [12] . In particular, by [ which fits into the following commutative diagram, where the lines are exact: To check the second part, let us denote by µ i the number of components of F i and by β 1 (F i ) the rank of H 1 (F i ). Since P = F 1 ∪F 2 and F 1 ∩F 2 = L, the additivity of the Euler characteristic implies
We then apply Theorem 7.2 to the surfaces Example 7.7. In [11] , Fox presents the link illustrated in Figure 20 . It is a very simple link which is slice in the ordinary sense, but not in the strong sense. We shall compute the signatures of this link in order to test the results of this section. Let us order its components as illustrated to obtain a 3-colored link L. There is an obvious C-complex for L which has the homotopy type of a circle. The corresponding Seifert This is the expected result since L is slice in the ordinary sense.
