Abstract The water cloud model is used to account for the effect of vegetation water content on radar backscatter data. The model generally comprises two parameters that characterize the vegetated terrain, A and B, and two bare soil parameters, C and D. In the present study, parameters A and B were estimated using a genetic algorithm (GA) optimization technique and compared with estimates obtained by the sequential unconstrained minimization technique (SUMT) from measured backscatter data. The parameter estimation was formulated as a least squares optimization problem by minimizing the deviations between the backscatter coefficients retrieved from the ENVISAT ASAR image and those predicted by the water cloud model. The bias induced by three different objective functions was statistically analysed by generating synthetic backscatter data. It was observed that, when the backscatter coefficient data contain no errors, the objective functions do not induce any bias in the parameter estimation and the true parameters are uniquely identified. However, in the presence of noise, these objective functions induce bias in the parameter estimates. For the cases considered, the objective function based on the sum of squares of normalized deviations with respect to the computed backscatter coefficient resulted in the best possible estimates. A comparison of the GA technique with the SUMT was undertaken in estimating the water cloud model parameters. For the case considered, the GA technique performed better than the SUMT in parameter estimation, where the root mean squared error obtained from the GA was about half of that obtained by the SUMT.
INTRODUCTION
The soil moisture status in the unsaturated zone is important for accurate prediction of surface runoff, groundwater recharge and other hydrological variables. Spatial distribution of soil moisture is critical for crop yield assessment and surface energy balance (Schmugge et al. 1980) . Information about the variability of soil moisture is essential in designing measurement systems and descriptions of the landatmosphere surface interactions and related hydrologic phenomena (Cosh and Brutsaert 1999) . Various distributed hydrological models such as the SoilVegetation-Atmosphere-Transfer (SVAT) model and the TOPMODEL-based Land-Atmosphere Transfer Scheme (TOPLATS) for surface fluxes and runoff estimation require soil moisture and its variation with time as an input. The measurement of soil moisture by conventional methods is laborious and uneconomical. Hence remote sensing techniques provide the soil moisture status at the catchment scale for these models. However, substantial efforts are still needed for ingesting remotely sensed soil moisture data into hydrological models (Wagner et al. 2007) . Remote sensing techniques generally employ the microwave spectral region for soil moisture retrieval since microwave radiation can penetrate down to a depth of about 5-10 cm from the ground surface . Microwave regions of electromagnetic spectra have the advantage of collecting data independent of weather conditions. Both active and passive sensors are employed for soil moisture estimation. Since satellite-based passive microwave remote sensing sensors can provide data at coarse spatial resolutions and depend highly upon the emissivity properties of the land features, they may not be appropriate for deriving hydrological variables at the catchment scale (Wagner et al. 2007) . To overcome the spatial resolution constraint, the active microwave remote sensing sensor, namely the synthetic aperture radar (SAR) with varying frequency and polarization characteristics onboard a number of satellites, has been employed to estimate hydrological variables at the catchment scale (Dobson et al. 1985 , Baghdadi et al. 2002 , 2006 , Bolten et al. 2003 , Hola et al. 2005 , Notarnicola et al. 2006 . SAR sensors emit pulses on the target area and receive the scattered energy from the target. The energy received per unit area is called the backscatter coefficient (σ • ), which depends upon both terrain characteristics such as roughness, moisture, type and density of vegetation, canopy structure, etc. and sensor characteristics such as incident angle, frequency, polarization, etc. The retrieval of soil moisture from the backscatter coefficient is a complex task due to the presence of moisture both in the vegetation and the soil. Numerous mathematical models have been developed to incorporate the effect of the presence of moisture in vegetation on the backscatter coefficient (Attema and Ulaby 1978 , Prevot et al. 1993 , Bindlish and Barros 2001 . Attema and Ulaby (1978) developed a mathematical model by considering the canopy of vegetation as a cloud containing water droplets randomly distributed within the canopy, and they provided an expression for the total backscatter coefficient as a function of the volumetric moisture content of the soil, the moisture content of the vegetation and the plant height. Prevot et al. (1993) proposed a water cloud model with four empirical coefficients, A, B, C and D, where A and B are vegetation parameters, while C and D are soil parameters. The parameter A corresponds to the albedo of the vegetation and B is an attenuation factor. The parameter D indicates the sensitivity of the radar signal to soil moisture and C can be considered as a calibration constant.
The parameters A, B, C and D of the water cloud model are generally estimated by nonlinear least squares regression analysis by fitting the model against experimental data sets (Prevot et al. 1993 , Xu et al. 1996 , Bindlish and Barros 2001 . Said (2006) used a quasi-Newtonian method to estimate A and B. The reliability of parameter estimates by least squares optimization greatly depends upon the quality of the experimental data and the nature of the objective function. Errors in the experimental data are inevitable. During the experiment, measurement errors generally occur due to human mistakes or malfunctioning of instruments or lack of precision. Model errors occur due to imperfections in the governing equations and with simplifications of some of the underlying physical processes. Numerical errors are associated with rounding errors, truncation errors etc. Errors in the data inherently induce errors in the parameter estimates determined by using such data. Thus, in the presence of errors, the values of the estimated parameters may not be unique (Yeh 1986 , Kool et al. 1987 . However, the treatment of the problem in a statistical sense using sampling theory clearly renders the uniqueness provided that the objective function does not introduce any undue bias. Bias may thus be induced in the parameter estimation for the following reasons (Williams 1978) :
-the statistical distribution of the sample is different from that of the population; -errors in the measurements, which create "inconsistent" data; or -the functional form of the estimator is such that the average over all of the samples is not equal to the true value.
Studies by Khatibi et al. (1997) , Ratha et al. (2009) and Hari Prasad et al. (2010) (Bindlish and Barros 2001) . The soil vegetation parameters A and B and the bare soil parameters C and D are also estimated separately using backscatter data (Jackson and Schmugge 1991, Bindlish and Barros 2001) . For instance, the parameters C and D are estimated, using backscatter data of the bare soil, by nonlinear regression. Having obtained C and D, the vegetation parameters, A and B are then estimated from the backscatter data of the combined vegetated and bare soil area. The present study aims to evaluate the bias induced by different objective functions in the estimation of the vegetation parameters A and B in the presence of errors in the measurements. The water cloud model, coupled with a genetic algorithm (GA), was used to estimate the vegetation parameters A and B. The performance of the parameter estimation was tested by synthetically generated backscatter (σ • i,sync ) data. Gaussian noise is added to the synthetically generated backscatter data to study the effect of measurement errors and the bias induced by the objective function on the parameter estimates. The performance of the GA is compared with a conventional gradient-based sequential unconstrained minimization technique (SUMT).
WATER CLOUD MODEL
In a general form, the water cloud model (Attema and Ulaby 1978) for a given incident angle θ i is given as:
where σ o pp is the co-polarized total backscatter coefficient, σ o veg is the backscatter contribution of the vegetation cover, σ o veg+soil is the multiple scattering involving vegetation elements and the soil surface, σ o soil is the backscatter contribution of the soil surface and L 2 is the two-way vegetation attenuation. The second term in equation (1) represents the interaction of the incident radiation between the vegetation and the underlying soil. In co-polarized radiation, the interaction is not a dominating factor and thus can be neglected (Dobson and Ulaby 1986, Prevot et al. 1993) . Over the past, many modifications to the model have been reported (Ulaby et al. 1982, Bindlish and Barros 2001) . Ulaby et al. (1978 Ulaby et al. ( , 1986 concluded that, for a given radar configuration, the backscatter from the bare soil is a linear function of the surface soil moisture. Hence the equation is modified to:
with 
where V 1 and V 2 describe the effect of canopy geometry and water content on the backscatter coefficient (Attema and Ulaby 1978 , Ulaby et al. 1984 , Champion and Gyot 1992 , Prevot et al. 1993 , Van Leeuwen and Clevers 1994 , Xu and Steven 1994 , Capstick 1998 , Dabrowska-Zielinska et al. 2007 . Following Champion and Gyot (1992) , the leaf area index (LAI) is considered to represent the descriptor V 1 , and the normalized plant water content (PWC) is considered to represent V 2 . In the present study the normalized PWC is obtained as the ratio of the weight of moisture in the plant to its dry weight.
THE GENETIC ALGORITHM OPTIMIZATION TECHNIQUE
A genetic algorithm is a computerized search and optimization algorithm based on the prototype of natural selection and natural genetics (Goldberg 1989) . Genetic algorithms are robust search methods that seek to mathematically reproduce the mechanisms of natural selection and population genetics according to the biological processes of survival and adaptation (Goldberg 1989, Samuel and Jha 2003) . Usually, a simple GA for optimization comprises six major components, namely genetic representation, reproduction, cross-over, mutation, a fitness function and termination criteria.
Genetic representation
Initially, a population of parameters proportional to the total string length is generated using a random generator. Generally, GAs have been developed by using binary coding in which a string (or chromosome) is represented by a string of binary bits that can encode integers or real numbers. In this study, the parameters A and B are encoded as substrings of binary digits having a specific length. These substrings are joined together to form longer strings representing a solution. The length of the substring is determined according to the desired solution accuracy and is dependent on the range and the precision requirement of the parameter (McKinney and Lin 1994) .
Reproduction
The strings generated in the initial population are chosen for participation in the reproduction process based on their fitness values. Many selection schemes, such as deterministic sampling, stochastic sampling with or without replacement, stochastic tournament selection and fitness proportionate selection, can be used for the reproduction process (Goldberg 1989) . In this study, fitness proportionate selection has been used, where a string is selected for the reproduction process with a probability proportional to its fitness. Thus the probability p i of an individual member string i being selected is given by:
where f i is the fitness of an individual string i and n is the population size. The scheme is implemented with the simulation of a roulette wheel with its circumference marked for each string proportionate to the string's fitness. The roulette wheel is rotated p times, each time selecting a copy of the string chosen by the roulette wheel printer. As the circumference of the wheel is marked according to a string's fitness, the roulette wheel mechanism makes f i /f mean copies of the ith string in the reproduction. Here, f mean is the average fitness of the population given as:
A string with a higher fitness value represents a larger range in the cumulative probability values, and, hence, has a higher probability of being copied into the mating pool.
Mating (cross-over)
The general theory behind the cross-over operation is that by exchanging important building blocks between two strings that perform well, the GA attempts to create new strings that preserve the best material from the two parent strings. Cross-over is a recombinant operator that selects two strings from the mating pool at random and cuts them into bits at a randomly chosen position. This produces two "head" segments and two "tail" segments. The tail segments are then swapped over to produce two new full-length strings. The number of strings participating in mating depends on the cross-over probability. If a cross-over probability of p c is used, only 100 × p c percent strings in the population are used in the cross-over operation. Cross-over has a wide range of possible types, i.e. one point, multipoint, uniform, intermediate arithmetical and entered arithmetical (Goldberg 1989) . The effect of cross-over depends upon the site at which cross-over takes place.
Mutation
Mutation is an important process that permits new genetic material to be introduced to a population. A mutation probability is specified that permits random mutations to be made to individual genes (e.g. changing 1 to 0 and vice versa for binary GAs). A mutation operator facilitates the convergence towards an optimal solution even if the initial population is far from the optimal solution. Binary genetic algorithms use a very low mutation probability ranging from 0.001 to 0.05.
Termination criteria
In the present study, the GA-based process is stopped when the fitness criterion is satisfied, or the maximum number of generations is exceeded. The values of the genetic parameters such as string length, population size, cross-over probability, reproduction, mutation and termination criteria are given in a later section.
FORMULATION OF THE OBJECTIVE FUNCTIONS
If σ o i,obs is the observed backscatter coefficient from the ASAR image and σ o i,comp is the computed backscatter coefficient using the water cloud model for a given area and time, then the sum of squared errors (SSE) is calculated as:
where n is the total number of observed backscatter coefficient data points. Equation (9) serves as the objective function in this study, and the goal is to minimize the SSE. As the GA is naturally a maximization algorithm with a positive fitness value, the objective function value (SSE) is translated into the fitness function as (Deb 2000) :
A genetic algorithm-based programme was developed for the estimation of the water cloud model vegetation parameters. For this purpose, the genetic algorithm routine is coupled with the water cloud model for the estimation of the parameters A and B.
FIELD OBSERVATIONS
Backscatter data σ o i,obs were obtained from the ENVISAT ASAR sensor (ASA_IMP_1P; frequency: 5.3 GHz; polarization: VV; pixel spacing: 12.5 m × 12.5 m; look angle: 19.2 • -26.7 • ; radiometric resolution: 16 bits) acquired on 11 December 2009 over the Solani River catchment in the vicinity of Roorkee city, Uttrakhand State, India. A location map of the study area is shown in Fig. 1 .
In addition to the ENVISAT ASAR image, the field data pertaining to the volumetric soil moisture from the upper 0-10 cm soil layer, soil type, surface roughness, type of vegetation, LAI, PWC and average plant height were also collected during a field campaign on 11 December 2009, i.e. the date of the satellite pass. The data were collected from a total of 40 sample locations distributed over the entire catchment area, as shown in the ENVISAT ASAR image of the study area (Fig. 2) . The geographical coordinates of each location were determined using a handheld GPS receiver. Of the 40 locations, 23 were vegetated areas of wheat, in its early growing stage with plant height varying from 2 to 14 cm; the remaining 17 locations were bare soil surface. The sample size may appear small, but is based on many other similar studies (Xu et al. 1996, Bindlish and Barros 2001) on soil moisture estimation from SAR sensors.
In order to determine the soil type, sieve hydrometer analysis of the soil samples was carried out, which indicates that the type of soil in the catchment area is loam with an average proportion of 50-55% of sand, 35-42% silt and 8-15% clay, as can be seen from the typical particle size distribution of this type of soil (Fig. 3) . Tables 1 and 2 present the water content by weight (M gravi ) obtained by gravimetric analysis, the bulk density and the volumetric moisture content (M v ) at 17 bare soil and 23 vegetation covered locations, respectively. In addition, Table 2 also presents the LAI and normalized PWC.
The bare soil parameters C and D in the water cloud model equation (6) are obtained by linear regression between the backscatter and volumetric moisture content observed at 17 bare soil locations (Fig. 4) . The values of C and D obtained from linear regression were −11.25 and 0.182, respectively. The computed value of the F statistic, F c (=12.42) is much higher than the tabulated statistic, F t (=2.38) at a 0.05 significance level. This confirms the adequacy of the linear regression.
ESTIMATION OF THE WATER CLOUD MODEL VEGETATION PARAMETERS
A genetic algorithm was coupled with the water cloud model for the estimation of vegetation parameters A and B. A substring length of 25 is selected and the chromosome length is set equal to the sum of individual substring lengths. The success and performance of GAs depend on its parameters: population size, number of generations, and the probabilities of crossover and mutation. The values of these GA parameters have been chosen based on the guidelines suggested by Goldberg (1989) , Deb (2000) , Reed et al. (2000) and Mayer et al. (2001) as: total string length: 50 substring length: 25 population size: 30-40 cross-over probability: 0.6-0.8 mutation probability: 0.01-0.02 number of generations: 400-500
The reliability of parameter estimates from the leastsquares optimization greatly depends upon the quality of the experimental data and the nature of the objective functions. The performance of the following three objective functions was assessed in this study:
The objective function in equation (11) is a simple ordinary least squares minimization (i.e. as given by equation (9)); that in equation (12) normalizes the errors with the observed data, which remain constant throughout the optimization. In contrast, the objective function in equation (13) normalizes the errors with the model predicted data that change in each iteration of the optimization procedure.
GENERATION OF SYNTHETIC AND NOISY BACKSCATTER DATA
Three important factors that need attention while estimating parameters using the inverse procedure are: (a) identifiability; (b) uniqueness; and (c) stability (Russo et al. 1991) . If more than one parameter set leads to a given response, the parameters are unidentifiable. In contrast, if a given response leads to more than one set of parameter values, the inverse solution is non-unique. Stability means that small errors in the response data must not result in large changes in the estimated parameters. If the parameters are unidentifiable, the parameter estimation will results in non-unique parameter estimates even if the data are noise-free. To test the identifiability of the parameters A and B, synthetic data σ • i,sync were generated using the water cloud model (equation (6)) discussed above. The vegetation parameters A and B obtained in a similar previous study (Said 2006) are used in the synthetic data generation as −0.0005 and −0.15, respectively. The bare soil parameters are those which are obtained by linear regression of the bare soil backscatter and moisture content data discussed earlier. The values of C and D were found to be −11.25 and 0.182, respectively. To study the effect of the bias from the different objective functions in equations (11)-(13) on the parameter estimates in the presence of noise in the data, Gaussian noise has been added to the synthetically-generated backscatter data as follows:
with ε = N(μ,σ ), where ε is the Gaussian error. The mean (μ) of every sample is assigned a value 1 to ensure unbiased perturbation through the equation, where the errors are randomly distributed above and below. For each value of the standard deviation (σ ), 10 samples were generated by changing the seeding of the random number generator; σ is taken as 0.025, 0.05, 0.075 and 0.1.
RESULTS AND DISCUSSION
When the backscatter coefficient data contain no errors, i.e. with synthetically generated data σ o i,sync , all three objective functions in equations (11)- (13) converged to the true values of the parameters, as shown in Table 3 . This proves that the vegetation parameters A and B are uniquely identifiable, as all the objective functions converge to the true value when the data are noise-free. In addition, the three objective functions did not induce any bias in the estimated water cloud model parameters. When the backscatter data contained errors, the three objective functions did not converge to the true values. The percentage of errors in estimating the vegetation parameters A and B are presented in Tables 4 and 5 at two noise levels 0.025 and 0.075 for ten different samples. From Tables 4 and 5 , it can be inferred that:
-noisy data introduces errors in the estimated parameters; -the amount of induced error increases with the noise level; and -the amount of induced error at any noise level varies from one objective function to the other.
From Tables 4 and 5 , it can also be seen that the percentage error for parameter A is higher than that of parameter B. At a 0.025 noise level, in the case of parameter A, the objective function in equations (11)- (13) resulted in minimum errors of 1.3%, −0.02% and −0.23%, respectively, and maximum errors of 3.77%, 5.7% and 2.4%, respectively. However, in the case of parameter B, at a 0.025 noise level, the objective functions resulted in relatively lower minimum and maximum errors. The amount of errors induced by these objective functions increased as the noise level is increased to 0.075. It can be seen that the maximum induced errors are below 10% for all three objective functions.
As the individual values of the parameters in the water cloud model generally deviate from their true values, the error contained in these values reveals very little about their behaviour and hence statistical analysis becomes necessary in terms of confidence intervals. Therefore, 95% confidence intervals are used in the present statistical analysis. Figures 5 and 6 show the mean values of the water cloud parameters A and B along with their confidence intervals, as estimated from the three objective functions.
The following inferences can be drawn from Figs 5 and 6: (a) In the case of parameter A, all three objective functions induce bias even at low noise levels. However the bias induced by the objective function in (13) is found to be the smallest compared to the objective functions in equations (11) and (12). (b) In the case of parameter B, the objective function in (11) does not induce bias at low noise levels. However at higher noise levels, it does induce a considerable bias of 6% at a noise level of 0.1. (c) The objective function in (12) induces bias in parameter B even at low noise levels. In contrast, the objective function in (13) does not induce any bias on the parameter estimation of B. (d) At higher noise levels, the true value of parameter B is not contained within the confidence interval for the objective functions in (11) and (12). (e) For the cases considered here, it is observed that the objective function in (13) yields estimates of parameters A and B that are near to the true values. Hence, the objective function in (13) has been used further to estimate the water cloud model vegetation parameters from the observed backscatter data of the ENVISAT ASAR image for the Solani River catchment.
APPLICATION TO FIELD DATA
The GA and SUMT are applied to analyse a set of ENVISAT ASAR backscatter coefficients observed at 23 locations, which are covered with wheat in the study area. The sample observations were selected 
Sequential unconstrained minimization technique (SUMT)
The SUMT is a traditional optimizer (usually gradient based), wherein the problem of constrained minimization is posed as a sequence of unconstrained minimizations by adding sequentially attenuating penalty functions to the objective function. Consider the following typical constrained minimization problem with respect to vector X:
This problem is converted to the following unconstrained minimization problem:
where G[gj (X) ] are the penalty functions associated with a violation of the corresponding assigned constraints and r is a Lagrange multiplier. Typically, interior penalty functions, i.e. −1/gj(X) would be finite and positive in the feasible region, but increase to +∞ as the solution approaches the constraint. This is a very strong disincentive for the solution to cross the feasible region, and would thus ensure implementation of the constraints implicitly. However, the solution of the unconstrained minimization would represent the solution of the original constrained minimization problem, provided the parameter r tends to zero. Assigning a very low value to r right from the beginning leads to the problem of poor convergence in the unconstrained minimization of the objective function, φ. This problem is overcome by starting with a moderate value of r, and gradually reducing it through a parameter, c, in successive unconstrained minimizations, say (k) and (k + 1), i.e. (r k+1 = cr k , c < 1), until the desired level of convergence among sequential unconstrained minima is obtained. The main advantage of this approach is that one may pick up an appropriate algorithm of unconstrained minimization from a wide array. The direct algorithms for the constrained optimization are fewer and usually far less general. The main problem in this algorithm is the choice of the parameters c and r. Considerable experience and numerical insight is required to make an appropriate choice.
The parameters A and B were estimated with SUMT employing the same data set used in optimizing with the GA. Table 6 presents the estimates of parameters A and B obtained from the SUMT and the GA techniques. The SUMT converged in 25-30 iterations, while the GA converged in 10-12 generations.
In Fig. 7 , the water cloud model predicted backscatter coefficient obtained using the optimal values of A and B is plotted against the observed backscatter coefficient data for the 23 locations. The root mean squared error (RMSE) between the observed and computed backscatter coefficient is measured as: Table 6 Estimated parameters from field-observed data. It can be seen that 20 out of 23 points lie within 15% on either side of the 45 • line when employing the GA-estimated optimal values of parameters A and B. However, only nine points fall within 15% on either side of the 45 • line when SUMTestimated A and B are used. It is evident from Fig. 7 that the GA-computed backscatter coefficient is in excellent agreement with the observed data, as compared to the computed backscatter coefficient using SUMT. The results indicate that the GA technique can be used with confidence to estimate the water cloud model vegetation parameters. Furthermore, the objective functions defined on the basis of the sum of squares of normalized deviations with respect to the computed backscatter coefficients results in unbiased estimates.
CONCLUSIONS
In the present study a GA optimization technique is used to estimate the vegetation parameters A and B as used in a water cloud model. The parameters are estimated by minimizing the deviation between the model predicted and the ENVISAT ASAR image observed backscatter coefficient. The bias induced by the three objective functions on the parameter estimates was statistically analysed by generating synthetic backscatter data. It was observed that, when the backscatter data were noise-free, the objective functions did not induce any bias in the parameter estimates and the true parameters were uniquely identified. However, in the presence of noise, these objective functions induced bias in the parameter estimates. For the case considered herein, the objective function defined on the basis of the sum of squares of the normalized deviations with respect to the computed backscatter coefficient resulted in the best possible, unbiased estimates. The performance of the GA technique is assessed by comparing its performance with a gradient based conventional technique SUMT. The 20 sample locations were found to be within 15% of the observed backscatter data employing GA estimated A and B, while only nine sample locations lie within 15% of the observed backscatter data using SUMT estimated A and B in the water cloud model. The RMSE obtained from the GA is about half of that obtained by the SUMT. The result demonstrates the superiority of the GA over conventional methods of optimization and, hence, provides confidence in its use for estimation of hydrological parameters from other SAR images.
