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COMPARAISON DE DEUX O l l  PLUSIEURS AGROSYSTEMES 
I 
ASPECTS STATISTIQUES, 
Au chapitre prëcédent nous avons passé en revue les principales méthodes 
permettant de caractériser l a  part ie  à p éléments d'un agrosystème A. 
Ayant appliqué ces méthodes à kL agrosystèmes A,...,D,...,L, ou du moins 
à l eur  part ie à p éléments communs U,...,X,...,Z, nous dësirons à présent l es  
comparer. 
A p r i o r i  nous concevons bien que cette comparaison a i t  à porter à l a  
fois sur : 
- l es  niveaux moyens de leurs éléments constitut i fs ; 
- les  champs de variation de ces éléments ; 
- l es  intensités des l iens qui les  unissent ; 
1 
1 
1 I - l es  relations correspondantes. 
I 
l 
S i  l es  p caractéristiques de ces kL agrosystèmes sont distribuées normale- 
ment e t  l i ées  linéairement, lorsqu'el les sont l i ées  significativement 
consistent donc en ceux de l a  comparaison de moyennes, de variances, de coe f f i -  
cients de corrélation e t  de coefficients de répression, 
- ce 
I qui nous supposerons acquis pour l a  sui te  de l 'é tude -, l e s  problèmes à résoudre 
~ 
I 
Cependant, a f in  de précise.r l ' i n t é r ê t  e t  l e s  object i fs généraux de ces 
comparaisons et ,  surtout, leurs enchainements logiques, nous commençerons par 
déf in ir  deux notions de base : ce l l e  d'agrosystèmes équivalents e t  c e l l e  
d'agrosystèmes semblables. 
Concernant par a i l leurs  l es  fondements ou les  développements théoriques des 
méthodes qui  seront examinées ensuite, l e  lecteur voudra bien se référer aux 
ouvrages de base déjà c i tés  au précédent chapitre. 
1. NOTIONS D '  AGROSYSTEMES EQUIVALENTS ET D '  AGROSYSITEMES SEMBLABLES. 
Soient donc kL agrosystèmes A,. . . ,Dy.. . ,L sur chacun desquels ont été observés, 
indépendamment les  uns des autres , les mêmes p éléments U,. . . ,X,. . . ,Z. 
Ces éléments ont f a i t  l ' o b j e t  de nA observations sur A, ... ,nD sur Dy.. .,nL sur 
L .  
Les matrices regroupant ces informations sont : 
u1 
A 
x1 
A 
Z1 
A 
U1 
D 
x1 
D 
'Z1 
D 
. u1 
L 
X1 
L 
Z 1  
L 
-1 u2 . "U i  ".Un 
x2 ".Xi ... x 
A A A ~ A  
22 ".Zi ... z 
A A A ~ A  
A A A A  
- 
u2 ".Ui ... u -1 
D D DnD I 
z2 Z 
D Di 
x2 ".Xi ... x 
L L LnL 1 (3) 
1.1. Notion d'agrosystèmes équivalents. 
N~ous dirons que A,...,D,...,L sont équivalents s i  l e s  trois séries de condi- 
tions suivantes sont remies: 
-~ ~ 
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lo/ - les k L  valeurs centrales de chaque élément s o n t  statistiquement 
égales : 
2"/ - l e s  champs de variation des k L  sér ies  d'observations de chaque 
élément sont égaux : 
3"/ - l e s  kL coefficients de corrélation de chacun des p(p-1)/2 couples 
d'éléments sont statistiquement égaux, par exemple : 
I 
I '  
= r  - - I"XU xu 
AA DD zz 
I 1 . 2 .  Notion d'agrosystèmes semblables. 
I S i  les  deux dernières sér ies  de conditions seulement sont réunies nous 
I dirons que les  k L  agrosystèmes sont simplement semblables. 
1.3. Aspects géométriques de ces définit ions.  
1.3.1. Conséquences de l'équivalence e t  de l a  similitude au niveau des 
volumes de dispersion des observations. 
Considérons l 'espace à p dimensions b a t i  sur les  p caractérist iques 
observées e t  l e s  points Pi  de coordonnées u i , .  . . ' x i  ). . . , z i .  
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Dans cet  espace, 1 I agrosystème A est  représenté par  l e  nuage 
des nA points Pi ( ui , . . . ,xi , .. . . ,zi ) , . . . , 1 I agrosys tème D par ce1 u i  
A A  A A 
des nD points Pi ( ui ,.. . ,ii,. . . ,zi ) , .. . , 1 'agrosystème L p a r  ce1 ui  
D D  D 
des nL points Pi ( ui , . . . ,xi,. . . ,zi ) . 
L L  L L 
P S i  l es  kL agrosystèmes sont équivalents, les  nA points Ai 
du premier se,dispersent dans l e  même volume e t  de l a  même façon autour du - - 
point central , M ( Ü y . .  . ,x,. . . ,z) que l e s  nD points Pi 
que l e s  nL points Pi du Leme. 
du second et ,  finalement, 
D 
L 
S ' i l s  ne sont que semblables l e s  volumes e t  l e s  modalités de dispersion 
des points Pi de chaque agrosystème restent comparables, mais chacun de ces 
volumes est  centré sur un point M d i s t i n c t  des autres : l e  volume des points 
Pi e s t  alors centré sur M ( Ü y . .  .,x,. . . ,z) , celui  des points Pi e s t  centré 
A - - A A D 
sur M (Ü,. . . ,x, . . . ,z) ,et~. 6ne translation de vecteur MM permettrait alors 
D D  D AD 
de superposer ces d&ux volumes, e tc . .  . 
- - 
1.3.2. Conséquence de l 'équivalence e t  d e ' l a  similitude au niveau des 
plans de régression simple. 
L ' éga l i t é  des variances e t  c e l l e  des coefficients de corrélations simples en- 
trainent )naturellement, 1 'égal i t é  des coefficients de régression simple 
de chaque couple de caractéristiques. S o i t  (X,U) l ' u n  
Considérons l e s  kL droites de régression d'équation : 
de ces p-(p-1)/2 couples. 
x (U,.) = X t b 
: A  
(ui-Ü) 
A A  xu A AA 
x ( U i )  = bxu ( y u )  
x (Ui) = x 4- bxu ( u p )  
- 
D D  
- 
DD : D  - 
L L  LL L 
(7) 
S i  l es  kL agrosystèmes sont équivalents ces droites sont confondues. S ' i l s  
ne sont que semblables e l l e s  sont paral lèles.  
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1.3.3. Lxtetision des consëquences prGcëdentes au niveau des régressions par t ie l les .  
Les conséquences de 1 'équivalence e t  de l a  similitude s 'étendent,  naturelle- 
ment, aux relations par t ie l les  entre t ro i s ,  ou plusieurs éléments, s i  ceux-ci 
apparaissent tous l i é s  significativement entre eux. Dans ces conditions les 
plans de régressions partiel  les doivent ê t r e  confondus s i  les kL agrosystèmes 
sont équivalents, parallèles s ' i l s  ne s o n t  que semblables. 
2. INTERET ET OBJECTIFS GENERAUX DE LA COMPARAISON D'AGROSYSTEMES. ETAPES 
SUCCESSIVES ET VOLUME DES ANALYSES. 
. Equivalence e t  similitude doivent s 'observer dans les conditions réel les  : 
par exemple lorsque l 'on  compare les é t a t s  de parcelles découpées à l ' i n t é r i e u r  d'un 
champ parti cul i èrement homogène , chacune de ces parcel les comportant pl usieurs 
s i t e s  d'observations et. pouvant ê t r e  considérée, par  su i te ,  comme l e  support d'un 
'agrosystème parti  cul i e r .  
Pour sa par t ,  l a  similitude e s t  requise sur  les  disposi t i fs  expérimentaux 
au champ e t  sa vérification , lorsqu 'e l le  e s t  possible, conforte les résul ta ts  
des analyses de variance e t  autorise l a  covariance. 
Cependant, en raison de la  diversité potentielle des facteurs de variations 
aléatoires e t  de l a  var iab i l i t é  de leurs modalités d'intervention, on peut 
postuler qu 'e l les  ne sont pas la  règle générale. 
Comparer des agrosystèmes observés dans des si tuations manifestement hétéro- 
gèns pour certaines caractéristiques présente, néanmoins, toujours un g r a n d  in té re t :  
celui de permettre l a  quantification d ' u n  certain nombre d'inférences sur les  
causes de l a  var iab i l i t é  des objets étudiés : l e  rendement d'une culture,  l a  
composition minérale d'un produit, 1 'évolution d'une caractéristique sol , e t c . .  . 
. D'après ce qui précéde (conf. paragraphe 11 ci-dessus) comparer k L  agrosystèmes 
nécessite donc l a  réalisation : 
lo/. de p sér ies  de comparaisons de k L  moyennes, 
2"/. de p sé r ies  de comparaisons de k L  variances, 
3"/. de p . ( p - 1 ) / 2  sér ies  (au  plus) de comparaisons de kL coefficients de 
4"/. de p . ( p - 1 ) / 2  sér ies  ( a u  plus) de comparaisons de coefficients de régression. 
corrël a t i  on, 
I - 6 -  
Pour mémoire, 
degrés de l ibe r té .  
Cependant, CO nl me les méthodes de comparaison de moyennes supposent 1 ' éga l i t é  
des variances des populations-parents , nous commencerons par examiner l e  problème 
de l a  comparaison des variances. 
ces variances sont estimées avec (nA-1) ,.. . ,(nD-l) ,.. . ,(nL-l) 
3. COMPARAISON DES VARIANCES D',UN ELEMENT COMMUN A kL AGROSYSTEMES. 
3.1. Cas où kL = 2. 
S i  l ' o n  a seulement deux agrosystèmes à comparer, A e t  D par exemple, on 
peut u t i l i s e r  l e  test F (déjà appliqué au chapitre précédent pour tester l a  
non-linéarité des droites de régression 
corrélat ion).  
e t  l a  s igni f icat ion du rapport de 
I1 s u f f i t  alors pour chaque élément ( X  i c i  pour l'exemple) de ca lculer  l e  
rapport 
2 
SDX 
, s i  5: > 
A 
- 
Fx(A/D) 
ou l e  rapport 
3 .L 
s ., 
e t  de comparer l a  valeur trouvée à cel le théorique correspondante au seu i l  
cc retenu ( m  = 0.05, 0.01 ou ...) pour (nA-l)  e t  (no-1) degrés de l i b e r t é  s ' i l  
s ' a g i t  de F 
s ' i l  s ' a g i t  de F 
I 
S i  F observé > F, les deux variances seront considérées comme différentes. 
On peut également calculer l a  probabi l i té E '  correspondant ii l a  valeur de 
retenus ( c f  paragraphe 3 de F observée e t  l a  comparer, au besoin, aux seui ls  
1 'annexe 1). 
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3.2 .  Cas où kL > 2 .  
S i  1 ' on a plus de deux agrosystèmes d comparer l e  t e s t  de BARTLETT semble 
l e  mieux adapté d l a  comparaison de plusieurs variances. 
I1 consiste : 
lo/ - en l e  calcul de l a  quantité d ( k ,  -1) degrés de l iber té  
dans 1 aquel l e  
L 2 L 2 N = c n D  e t  s X  = [ C (nD-l)sX / ( N - k L )  
D =A D =A D 
2 
2"/ - en l a  comparaison de $ohs à :X, pour ( k L - 1 )  degrés de l iber té .  
2 Si x obs > X: on concluera d 1 'hétërogénéi t é  des vari ances comparées. 
Dans l e  cas contraire les  kL variances de X seront considérées comme 
2 homogènes e t  sx  constituera l a  meilleure approximation de l a  variance de X 
commune aux k L  agrosystèmes. 
L'application de ce t e s t  ne s e r a i t  sa t i s fa i san te ,  néanmoins, que s i  les  
e f fec t i f s  n D  sont au moins égaux à 4 e t  s i  l e  nombre de variances à comparer 
n ' e s t  pas t r o p  élevé par  r appor t  aux nombres n D .  
E n f i n ,  une réalisation automatique d u  t e s t  de BARTLETT e s t  possible 
grâce à l a  formule approchée donnan t  l a  probabilité E '  correspondant à l a  
valeur observée de x 2 (Annexe 1, paragraphe 4 ) .  
3 .3 .  Conséquence de l a  comparaison des variances d ' u n  élément. 
La comparaison des k L  variances d'un élément aboutit ainsi à l a  conclusion, 
- s o i t  de leur homogénéité e t  dans ce cas i l  e s t  possible de poursuivre les  
opérations de comparaison ; 
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- so i t  de leur  hétérogénéité e t  l ' o n  peut se  poser alors l a  question de savoir s ' i l  
ne se ra i t  pas possible de s t ab i l i s e r  ces variances en transgénérant l a  variable. 
Cette question a déjà été examinée au chapitre précédent : e l l e  se rattache à 
c e l l e  de l a  transgénération des variables envisagées pour l inéar iser  des régres- 
sions (chap. II, parag. 3.3.1. e t  3.3.2) ou normaliser des distr ibutions (chap. II, 
parag. 4 ) .  S ' i l  es t  impossible finalement de trouver une t e l l e  fonction on concluera 
à l 'hétérogénéité des agrosystèmes observés pour l 'élément étudié, e t  l a  comparaison 
des kL moyennes x,. . .,i,. ..,i ne sera pas effectuée de même que ce l l e  des (p-1) 
séries de comparaisons de kL coefficients de corrélation impliquant X. 
A D L 
4. COMPARAISON DES MOYENNES D 'UN ELEMENT COMMUN A kL AGROSYSTEMES. 
Le test  des variances de X ayant permis, par  contre, de conclure qu 'e l les  
étaient homogènes on peut donc comparer maintenant les  kL moyennes correspondantes. 
Comme pour l e s  variances, l e  t e s t  u t i l i s e r  es t  différent selon l e  nombre 
d' agrosystèmes à comparer. 
4.1. Cas où kL = 2.  
S i  l ' o n  a seulement deux agrosystèmesà comparer, A e t  D par exemple, comparer 
e t  2 peut consister simplement en l e  t e s t  par rapport i3 zéro de l a  variable 
A ?  rédui e 
- - 
tx = ( x  - x )  7 S ( Z  - i) 
A-D A D A D  
Selon l'importance des effect i fs nA e t  nD deux cas part icul iers  se présentent 
néanmoins concernant l 'est imation de s - - e t  l e  t e s t  de tx . 
4.1.1 - Cas où chaque agrosystème est  caracterisé il p a r t i r  d 'au moins 30 s i t e s  
( x  - X I  A- D A A  
Dans ces conditions : 
2"/ t peut être comparée à t de P ( t )  pour différentes valeurs a de P ( t )  
( A-XD) 
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Plus simplement, s i  l ' on  prend les  seui ls  = = 0.05, = = 0.01 e t  oc = 0.001, 
on comparera t à 1.96, 2.58 e t  3.29. S i  tobs  > 1,96, par exemple, l es  deux 
moyennes seront considérées comme si g n i  f i ca t i  vement différentes au seui 1 = = O .05. 
Si l ' on  désire plus de précision , on peut aussi déterminer l a  probabilité 
P(t)correspondant à la valeur observée de t, à l ' a ide  de l'approximation rappelée 
à l'annexe 1 (paragraphe 212) e t  comparer ensuite,  au besoin, ce t te  probabilité à 
= < 0.05, p a r  exemple, les deux 
moyennes seront consi dérées comme s igni f ica t i  vement différentes au seui 1 =. 
égal successivement à. 0.05, 0.01, 0.001. S i  
4 . 1 . 2 .  Cas où  l e  nombre de s i t e s e s t  infér ieur  à. 30. 
Dans ces conditions : 
2"/ tx e s t  comparée 8. l a  valeur de t aux différents seu i l s  cc égaux à 
A- D 
0 . 0 5 ,  0.01, 0.001 de : 
. P( t ) s i  n A t n D - 2  > 30 (on compare alors ,  comme ci-dessus, t observée à 
. Pyt) de STUDENT-FISCHER dans l e  cas contraire e t  pour ( n A t n D - 2 )  
1 .96 ,  2.58 e t  3.29), 
degrés de l i be r t é .  
On peut aussi déterminer l a  probabilité P ( t ) o u  P ' ( t ) ,  correspondant à l a  
valeur observée de t, à. l ' a i d e  des approximations des valeurs de ces fonctions 
rappel%à l'annexe 1 (paragraphes212 e t  222) e t  comparer ensuite,  au besoin, 
cet te  probabilité à a égal successivement à. 0.05, ,0 .01  e t  0.001. 
4 . 2 .  Cas où kL >. 
Lorsque 1 ' on  a pl us de deux agrosy$tèmes à. comparer, l a  probabili t é  de 
t e s t e r ,  à l ' a ide  du t e s t  précédent e t  à un seuil  donné, une différence signi-  
f ica t ive  entre deux moyennes e s t  fonction, en par t ie ,  des rangs de ces moyennes 
dans 1 'ensemble des kL moyennes classées de l a  plus peti t e  à l a  plus grande e t  
de ce nombre kL. I1 en résulte,  plus précisément, que le  risque de première 
espèce (celui d'accepter l'hypothèse d'une différence s ignif icat ive au seuil  
retenu alors qu 'e l le  e s t  fausse) augmente avec l e  nombre de comparaisons à 
réal i s e r  
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C i L  = k L . ( k L - l ) / 2  
Pour diminuer ce risque, NEWMAN puis KEULS ont mis au point u n  t e s t  qui 
repose, pratiquement, sur des tables de valeurs c r i  tiques d'une constante 
pour différents seui ls  de s ignif icat ion a.  Pour u n  seuil  donné, ces 
valeurs cr i t iques dépendent de l a  différence de rang des moyennes comparées 
e t  du degré de l i be r t é  de l a  variance commune aux kL moyennes comparées. 
' 
( 1-a) 
S i  c e t  cl sont ainsi les rangs de deux moyennes données à comparer 
(cl < c )  e t  s i  s: e s t  l a  variance de X commune aux kL agrosystèmes avec (N-kL) 
degrés de l i be r t é ,  l a  plus pet i te  différence s ignif icat ive au seuil  a entre  
deux moyennes sera donnée 
i---- 
/ 3  
. par  d (  c-cl ) - q(1-E)  .Jsi / n  
s i  les kL e f fec t i f s  nA, . . . , n D , . .  . nL sont tous égaux ii n ,  
s i  les  k L  e f f ec t i f s  sont en par t ie  différents ,  n G  é tan t  l ' e f f e c t i f  correspondant 
à l a  moyenne xc 
rang C I  (d'-après C.Y. KRAMER,, 1956). 
de rang c y  n é tan t  celui correspondant à l a  moyenne x c l  de 
C I  
La quant i??  q (  1-a) e s t  prise dans l a  table donnant ces quantités au seuil  
a l a  ligne (N-kL) degrés de l i be r t é  e t  dans la  colonne (c-cl + 1 ) .  
S i  - - 
( c-ci ) ( x c  - X C l )  >. d 
les deux moyennes seront considétées comme significativement différentes .  
5. COMPARAISON DES COEFF IC IENTS DE CORRELATION ENTRE DEUX ELEMENTS COMMUNS A KL 
AGROSYSTEMES. 
Soient X e t  U deux des éléments communs aux kL agrosystèmes étudiés .  
Nous désirons maintenant comparer l e s  kL coefficients de corrélation 
r.xu,. . . y r x u , .  . . y r x u  
AA DD L L  
d o n t  certains peuvent ne pas ê t r e  significativement différents de zéro, voir de 
signe opposé ii celui des autres.  
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Plus précisément, fa isant  1 'hypothèse de 1 'existence d ' u n  l ien unique moyen 
d ' in tens i té  p commun aux kL agrosystèmes (nous avons pour cela déjà vér i f ié  
1 I homogénéité des vari ances) nous voulons : 
lo/ - estimer p e t  l e  seuil de signification de son estimation r ,  
2"/ - vér i f ie r  1 'homogénéité des kL coefficients de corrélation observés, 
que r:, coefficient de corrélation moyen estimé, s o i t  ou non  s ign i f i -  
cativement différent  de zéro. 
5.1. Est imat ion e t  signification du coefficient de corrélation moyen r .  
Nous avons vu  au chapitre précédent (paragraphe 232) que l a  variable 
z = I-,,] (1 + r)  / (1  - r) 
e s t  distribuée presque normalement quelque s o i t  l a  valeur exacte p de r e t  
l ' e f f e c t i f  n des couples ( x i , u i ) .  
Nous avons vu  également que l a  variance de z é t a i t  donnée par  
s Z  = 1 / (n-3)  (19) 
Dans ces conditions s i  à rxu , . . . . , rxu , . . . : , rxu ,  nous faisons correspondre 
AA DD LL 
z ~ , . . . , z ~ , . . , z ~ ,  nous pouvons facilement : 
lo/ - estimer ?, moyenne pondérée des coefficients z ~ , . .   , z D , .  . . :,zL, par  
L L 
z = C (nD-3)zD / c (nD-3) 
D =A D =A 
z e t  sz variance de 5, par  : 
2" - t e s t e r  si e s t  significativement différent  de zéro en calculant 
l a  valeur de l a  variable réduite 
- 
Z 
s- Z 
t = -  
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e t  en comparant cette valeur à celles données ã différents seui ls  par l a  fonction 
P ( t )  ou, plus simplement, à t0.05 = 1,96, to.01 = 2,58, etc ..., ou encore, en 
ca.iculant, t, puis l a  probabi l i té correspondante det à 1 'aide de 1 'approximation 
rappelée à l 'annexe 1 (paragraphe 212). e t  en comparant au besoin cette probabi- 
l i t é  aux seui lsa égaux à 0.05, 0.Olet 0.001; 
3"/ - calculer  
r=(e 2: -1) / (e 2: +1) 
estimation du coef f i c ient  de corrélat ion moyen p. 
5.2. Homolgénéité des k, coefficients de corrélat ion. 
L 
5.2.1. Cas où r est significativement d i f férent  de zéro. 
Faisons a lors  1 'hypothèse que les kL coeff ic ients de corrélat ion trans- 
générés zA,. . . ,zD,. . . ,zLY proviennent d'une même population de moyenne exacte z 
(transgénérêe de p inconnu) e t  de moyenne estimée .?. Dans ces conditions : 
lo/ - les kL quantités 
doivent ê t re  distribuées normalement autour de zéro avec un écart-type égal 8 
1 ' uni té ; 
2"/ - l a  quantité 
- 2  L '  
D=A 
U = c (nD-3). (zD-z) 
do i t  être distribuée selon une l o i  de x2 à ( k L - l )  degrés de l i be r t é .  
S i  l ' o n  constate alors que U < x20.05 , on conclura qu'effectivement les 
kL coeff ic ient zD, donc les kL coeff ic ients rxu sont homogènes e t  que r trans- 
formée inverse de ; est une bonne estimation DD 
(X,lg) dans les kL agrosystèmes. 
du l i en  r o y w  cotxrun au couple 
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Dans l e  cas contraire (U  >, ~ ~ ~ ~ ~ 5 )  cet te  estimation e s t  évidemment impossible. 
Le t e s t  de x2 peut ê t r e  réa l i sé  pour  sa part  automatiquement, comme indiqué 
à 1 'annexe 1 paragraphe 5. 
5.2.2. Cas où r n ' e s t  pas significativement différent  de zéro. 
Dans 1 'hypothèse où les kL, coefficients de corrélation transgénérés pro- 
viennent d'une même population dont l a  moyenne exacte e s t  nulle, 
lo/ - l es  kL quantités 
(z0-$)/s; = Z D . V  
sont encore distribuées normalement autour de zéro avec un écart-type égal à 1, 
2"/ - l a  quantité 
! 
L n L  rl 
e s t  e l l e  auss 
fois. 
U, = c ( I I ~ - ~ ) - ( z , , - ~ ) ~ =  c (nD-3).zi  
, D=A D =A 
distribuée selon ,une loi de x2, mais à kL degrés de 'liberté cet te  
2 
si 'o < xo.05, on conclura à l'homogénéité des kL coefficients de corréla- 
t i o n  
les caractérist iques X e t  U seront di tes  globalement non-liées significativement. 
q u i  seront donc, considérés comme équi valents à zéro. En d '  autres termes , 
S i  au contraire u0 >, xiao5 , on concl ura à 1 ' hétéronégéi t é  des kL coefficients 
de corrélation . 
5.3.  Conditions d'application de l a  méthode du coefficient de corrélation transge- 
nér& pour l a  comparaison de plusieurs corrélations.  
Du f a i t  du caractère seulement quasi-normal de l a  distribution de z, l a  
méthode q u i  vient d ' ê t r e  présentée pour estimer f e t  t e s t e r  l'homogénéité des k L  
coefficients de corrélation ne s e r a i t  valable que s i  ce nombre e s t  p e t i t  vis à vis 
de l'importance moyenne des échantillons n A , . . . , n D , . . . , n L .  
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6. COMPARAISON DES COEFFICIENTS DE REGRESSION D'UN ELEMENT X SUR UN ELEMENT 
U COMMUNS A kL AGROSYSTEMES. 
En principe, avec les conditions dans lesquelles nous nous sommes placés 
au départ - normalité des distributions des variables e t  l i n é a r i t é  des régres- 
sions -, l a  comparaison des coeff ic ients de régression est redondante avec 1 'en- 
semble des comparaisons des variances e t  des coeff ic ients de corrélat ion : si 
les variances de U e t  de X sont homogènes e t  si, les coeff ic ients de corrélat ion 
l e  sont aussi, les coeff ic ients de régression bxu e t  bu, doi vent 1 ' être Zgal ement. 
Mais, lorsque l a  l i néa r i t é  des régressions n ' a  pu être testée du f a i t  de 
l ' insuffisamce des effectifs (nD < 20) - cas fréquent - et, ou lorsque l ' o n  
se trouve dans des conditions limites d'acceptation des résultats des tests 
d' homogénéi té des var i  ances ou des coefficients de corrél  a t i  on , tes ter 1 ' homo- 
généité des kL coeff ic ients  bu, est u t i l e .  
D'autre part, l e  test mis en oeuvre repose sur  l 'est imation d'un coef f i c ient  
de régression moyen dont l a  valeur peut être u t i l e  ou nécessaire à l ' in terprétat ion 
agronomique des résultats,  e t  dont il est possible, par a i l leurs,  de tester 
directement 1 a s igni f icat ion.  
6.1. Estimation d'un coeff ic ient  de régression moyen de X sur  U. 
Faisons donc l'hypothèse que l e s  KL coefficients de régression bxu sont 
égaux : 
- ...-  bxu ... =b bxu = b = xu xu 
AA BB DD LL 
Dans ces conditions nous pouvons estimer un coeff ic ient  de régression 
moyen bxu par : 
L L 
= C SPExu/ C SCEU 
bxu D=A D=A D 
. en désignant par 
SPExU, ..., SPExu,...,SPExu 
A D L '  
écarts de X e t  U 
e t  par 
les kL sommes des produits des 
SCEu,. .'. ,SCEu , .. . ,SCEu 
A D L 
l e s  kL sommes des carrés de U. 
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En effet ,  s i  
- ... - b,, 
AA DD LL 
- - ... - bxu - bxu 
nous devons vé r i f i e r  que 
SPE /SCE = ... = SPE,,/ SCE =.. 
A X '  A U  D D U  
= SPExU/SCEu = C SPExu/ C SCE,, (30) 
L L D=A D D=A D 
6.2 - Tests de s igni f icat ion du coeff ic ient de régression moyen b,, e t  de non- 
para1 1 é l  i sme des droi tes de régressi on. 
Considérons a l  ors successi vement : 
lo/ l e s  kL droites de régression part icul ières te l l es  que 
- - 
x ( u ~ )  = x + bxu. (ui - U) 
D D DD D 
2"/ l e s  k L  droites de régression moyennes définies à p a r t i r  du coeff ic ient 
de régression moyen bxu t e l l e s  que 
- 
x ' ( u ~ )  = X + b 
D D 
(\li - U)  
D xu' D 
3"/ 1 I équation des écarts sur 1 ensemble des kL agrosys têmes 
(,Xi - x) = (Xi - x) + (x - x) 
D D D  D 
- 
dont l e  terme (xi '- x) peut se décomposer lui-même en : 
D D  
- X) = {Xi - X(Ui), + CXl(Ui) - XI + CX(Ui) - X l ( U i ) I  
D D  D D D D D D (X i  
4"/ l a  somme des carrés des écarts correspondante : 
(33) 
(34) 
Q = Q '  + QA (35) 
dont l e s  termes ont respectivement (N-l),(N-kL) e t  ( k L - 1 )  degrés de l i be r t é  
e t  dont l e  terme Q '  peut lui-même se décomposer en trois termes ayant respective- 
ment (N  - 2 k L ) ,  1 e t  (kL - 1) degrés de l iber té  : 
Q '  = Q,, + Q, + 
5"/ les  carrés moyens de chacun des termes précédents de la  somme des carrés 
des écar ts .  Ces carrés moyens représentent : 
2 
s i  = Q / ( N  - 1) = {C C (x i  - x) }/ ( N - 1 )  
D i  D 
(37) 
une estimation de l a  variance de X indépendante de toute hypothèse sur X ; 
. s: = Q, / ( k L  - 1) = { C C (2 - 1 / ( k L - l )  
D I  D 
une estimation de l a  variance de X s ' i l  n'y a aucune influence s igni f ica t ive  . 
sur X de la  par t  d ' u n  facteur global "agrosystème"(question qui sera examinée 
au chapitre suivant) ; 
une estimation de la  variance de X, abstraction f a i t e  d ' u n  éventuel e f f e t  
"agrosystème", mais non d'une influence éventuelle de l a  variable U sur  l a  
variable X ; 
2 
DD 
2 -  = 1 C C {Xi - X ( U i )  121 / v = C (SCEx-bxu.SCEu)/v 
D D i  D D Q x y u  
 .s 
~ XYU 
avec v = 1 (N-2k  L ) , (40) 
une estimation de l a  variance de X, abstraction f a i t e  de l ' inf luence de 
t o u t  facteur de variation ; 
2 2 2  s R  = Q,/1 = C C { x ' ( u i )  - X} = b x u  . C SCE., D i  D D D D  
une estimation de l a  variance de X s ' i l  n'y a pas de l iaison l inéaire  
entre X e t  U sur  l'ensemble des kL agrosystèmes ; 
s o i t  encore 
. s 2 = C ( b x u  - b x u ) .  2 SCEu / ( k L - l )  
D rUP D D  
(43) 
l 
une estimation de l a  variance de X s i  les  kL droites de régression sont 
parallèles à l a  droi te  de régression moyenne. 
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Ces différentes estimations conditionnelles de la variance de X nous 
permettent alors de t e s t e r  simultanément. : 
2 2  
. l a  signification du coefficient de régression moyen bxu en comparant sR à s , , U  
l ' a ide  du t e s t  F. Si 
2 2  
FR = 'R"x,u (44) 
e s t  supérieur ou égal à F J I o u r  1 e t  (N-2kL) degrés de l iber té ,  alors b,, sera 
considéré comme significativement différent  de zéro au  seuil  de s ignif icat ion ; 
. le  non-parallélisme des droites de régression avec l a  régression moyenne, en 
2 . Si comparant sNP 2 à sxYu 
2 
FNp = s$sxYu (45) 
es t  supérieur ou égal à Fa pour ( k L - 1 )  e t  (N-2kL) degrés de l i be r t é ,  a lors  
les kL droites de régression de X sur U devront ê t r e  considérées comme 
globalement non-para1 lè les .  
6 . 3 .  Estimation e t  signification du coefficient de régression moyen de U sur  X. 
Vérification du para1 lé1 isme des droites de régression 
L'analyse des kL régressionsde U sur  X se conduit, naturellement,de l a  
correspondantes. 
même façon que ce l le  des régressions inverses. 
Toutefois, e l l e  peut ê t r e  limitée à l a  
régression moyen bu, s i  : 
seule estimation du  coeff ic ient  de 
lo/ - l a  l ineari  t é  des kL droites de r gression de U sur X a é t é  vér i f iée  
en même temps que ce l le  des kL droites de régression de X sur  U, à l 'occasion 
de 1 a caractérisation de chaque agrosys tëme ; 
2"/ - l'homogénéité des kL coefficients de corrélation a é t é  également 
vérifiée. 
6 . 4 .  Remarque s u r  une autre procédure d'estimation du coefficient de corrélation 
moyen rxu.  
Comme on vient de l e  vo i r ,  les  tes t s  d'homogénéité des coefficients de 
corrélation e t  de régression sont indépendants les  uns des autres e t  s o n t  
redondants lorsque 1 'on a p u  vér i f ier  antérieurement la l i néa r i t é  des régressions 
I 
I 
l au niveau de chaque agrosystème. E n  f a i t ,  même lorsque cet te  vérification 
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préalable n ' a  pu  ê t r e  effectuée, on pourrait se l imiter aux t e s t s  d'homogénsitg 
des coefficients de régression de X sur U e t  de U sur X e t  déduire de leur  
homogénéité ce l le  d ' u n  coefficient de corrélation moyen rxu que 1 'on estimerait  
alors a pa r t i r  de l a  relation 
---- 
= J b x u . b u x  = C SPExu / J>--'SCËx. G SCEu 
D D  D D  D D  rxu 
Cette estimation s e r a i t ,  cependant, moins précise que ce l le  obtenue p a r  l a  
méthode présentée plus h a u t  (paragraphe 5 ) .  
Pour cet te  raison, "i1 se ra i t  préférable de tes te r  simultanément coefficients 
de corrélation e t  'coefficients de regression. 
CONCLUSION. 
La comparaison d'agrosystèmes peut viser plusieurs ob jec t i f s .  
D'une façon générale, les résul ta ts  des comparaisons des variances, des 
moyennes, des coefficients de corrélation e t  de régression doit  permettre de 
préciser les  éléments p o u r  lesquels les agrosystèmes sont équivalents, seniblables, 
ou différents.  
Du f a i t  du nombre élevé de comparaisons iï réa l i se r  i l  convient toutefois 
d 'ê t re  exigeant q u a n t  aux seuî 1s d'acceptation de 1 'homogénéité. 
En r éa l i t é ,  i l  semble qu ' i l  s e ra i t  judicieux d ' é t ab l i r  équivalence e t  
similitude à plusieurs niveaux de probabilité : ceci rendrait probablement mieux 
compte des différences qui existent aux niveaux des éléments e t  de leurs relations 
mutuelles. 
L'ensemble des opérations à réa l i se r  peut finalement se présenter comnie 
sur 1 ' o r g a n i  gramme ci -contre. 

