We introduce a new class of optimal iterative methods without memory for approximating a simple root of a given nonlinear equation. The proposed class uses four function evaluations and one first derivative evaluation per iteration and it is therefore optimal in the sense of Kung and Traub's conjecture. We present the construction, convergence analysis and numerical implementations, as well as comparisons of accuracy and basins of attraction between our method and existing optimal methods for several test problems.
Introduction
Solving nonlinear equations is a basic and extremely valuable tool in all fields in the sciences and in engineering. One can distinguish between two general approaches for solving nonlinear equations numerically, namely, one-step and multi-step methods. Multi-step methods overcome some computational issues encountered with one-step iterative methods, typically they allow us to achieve a greater accuracy with the same number of function evaluations. In this context an unproved conjecture by Kung and Traub [18] plays a central role, it states that an optimal multistep method without memory which uses n+ 1 evaluations could achieve a convergence order of 2 n . Considering this conjecture, many optimal two-step and three-step methods have been presented. However, because of complexity in construction and development, optimal four-point methods are rare and can be considered as an active research problem.
Prominent optimal two-point methods have been introduced by Jarratt [15] , King [17] and Ostrowski [26] . Some optimal three-point methods have been proposed by Chun and Lee [6] , Cordero et al. [7] - [10] , Khattri and Steihaug [16] , Lotfi et al. [19] - [21] , Petkovic et al. [27, 28] and Sharma et al. [30] . Neta [22] has presented methods with convergence orders 8 and 16. Babajee and Thukral [5] developed a four-point method with convergence order 16 based on the King family of methods. In [11] - [13] Geum and Kim provided three methods with convergence order 16 by using weight function methods.
We construct a new optimal class of four-point methods without memory which uses five function evaluations per iteration. The paper is organized as follows: Section 2 is devoted to the construction of the new optimal class. We first construct classes of optimal two-point and three-point methods and then utilize them in the three first steps of our new method. The section also includes convergence analysis of all these methods. Numerical performance and comparisons with other methods are illustrated in Section 3. A conclusion is provided in Section 4.
Main results:
Construction, error and convergence analysis
This section deals with construction, and error and convergence analysis of our method. First, we try to introduce an optimal two-point class (this class contains no originality, and we review it here only for easy-reference in constructing the next two classes), then an optimal three-point class is presented, and, finally, our optimal four-point class will be developed.
Construction of an optimal two-point class
In this section we construct a new optimal two-point method for solving nonlinear equations which employs Newton's one-point method [26, 33] and suitable weight functions for evaluations at two points.
Newton's method [26, 33] 
where x 0 denotes the initial approximation of x * , is of convergence order two. To increase the order of convergence, we add one Newton step to the method (2.1) to get
2)
The method (2.2) uses four function evaluations to achieve order four, therefore the method is not an optimal two-point method. We modify (2.2) by approximating f ′ (y n ) by
using only the values f (x n ), f (y n ), and f ′ (x n ). More precisely, we use the abbreviations t n = f (yn) f (xn) and utilize Mathematica [14] to carefully choose the weight function G : R → R from a class of admissible functions such that the scheme
is of order four.
Theorem 1. Assume that f : D ⊂ R → R is four times continuously differentiable and has a simple zero x * ∈ D and G ∈ C 3 R is sufficiently continuously differentiable. If
. ., and the initial point x 0 is sufficiently close to x * , then the sequence {x n } defined by (2.3) converges to x * and the order of convergence is four.
Proof. Let e n := x n −x * , e n,y := y n −x * , and c n :=
for n ∈ N. Using the fact that f (x * ) = 0, the Taylor expansion of f at x * yields 4) and expanding f ′ at x * we get
and hence e n,y = y n − x * = c 2 e
For f (y n ), we also have By (2.4) and (2.6), we obtain
and expanding G at 0 yields
, where
In general R 4 = 0, however, by setting R 2 = R 3 = 0, the convergence order becomes four. Sufficient conditions are given by the following set of equations
and the error equation becomes e n+1 = R 4 e 4 n + O(e 5 n ), which finishes the proof.
Construction of an optimal three-point class
To increase the order of convergence, we add one Newton step to the method (2.3) to get
The method (2.9) uses five function evaluations and therefore the method is not an optimal threepoint method. We modify (2.9) by approximating f ′ (z n ) by
More precisely, we use the abbreviations
and utilize Mathematica [14] to carefully choose the weight functions H : R 3 → R from a class of admissible functions such that the scheme
is of order eight. By (2.11) and (2.14), we get Expanding H at (0, 0, 0) yields
By substituting (2.11)-(2.18) into (2.10), we obtain
where Clearly R 8 = 0, by setting R 4 = R 5 = R 6 = R 7 = 0, the convergence order becomes eight. Sufficient conditions are given by the following set of equations
and the error equation becomes e n+1 = R 8 e 8 n + O(e 9 n ), which finishes the proof.
Main contribution:
Construction of an optimal four-point class
This section contains the main contribution. To increase the order of convergence, we add one Newton's step to the method (2.10) to get
The method (2.19) uses six function evaluations therefore the method is not an optimal four-point method. We modify (2.19) by approximating f ′ (w n ) by
More precisely, we use the abbrevia-
and utilize Mathematica [14] to carefully choose the weight functions I, J, K : R → R, L : R 2 → R, M : R 3 → R and N : R 4 → R from a class of admissible functions such that the scheme 
where
and
. ., and the initial point x 0 is sufficiently close to x * , then the sequence {x n } defined by (2.20) converges to x * and the order of convergence is 16.
Proof. Let e n := x n − x * , e n,y := y n − x * , e n,z := z n − x * , e n,w := w n − x * and c n := and expanding f ′ at x * we get For f (y n ), we also have For f (z n ), we also get
By (2.21) and (2.23), we obtain By (2.21) and (2.24), we have For f (w n ), we also obtain By (2.24) and (2.29), we obtain 
(2.32)
Expanding I, J, K, L, M and N at 0 in R, R 2 , R 3 and R 4 , respectively, yield
and, In general R 16 = 0, however, by setting R 8 = R 9 = R 10 = R 11 = R 12 = R 13 = R 15 = R 15 = 0, the convergence order becomes 16. Sufficient conditions are given by the following set of equations 3 Numerical results
Numerical implementation and comparison
In this section, three concrete methods of each of the families (2.10) and (2.20) are tested on a number of nonlinear equations. To obtain a high accuracy and avoid the loss of significant digits, we employed multi-precision arithmetic with 7000 significant decimal digits in the programming package of Mathematica 8.
Method 1.
Weight functions G and H in (2.10) are given by
. These functions satisfy the given conditions in Theorems 1 and 2, so
Method 2. The method by H.T. Kung and J.F. Traub [18] is given by
Method 3. The method by B. Neta [22] is given by
, A ∈ R,
Method 4. The method by Khattri and Steihaug [16] is given by
, α ∈ R,
where These functions satisfy the given conditions in Theorems 1, 2, and 3, so 
N(t n , s n , u n , r n ) = 2t n r n + 2s n u n + 24t
.
These functions satisfy the given conditions in Theorems 1, 2, and 3, so
2 n + 6u n + 2t n r n + 2s n u n + 24t 4 n u n + t n u n + 2t 3 n un−10tnu 2 n +6t 2 n un 1+2tnun
Method 8. The method by H.T. Kung and J.F. Traub [18] is given by
Method 9.
The method by B. Neta [22] is given by
Method 10. The method by Y. H. Geum and Y. I. Kim [11] is given by
(3.14)
We test our proposed methods (3.7), (3.9), and (3.11) on the functions f 1 , . . . , f 6 described in Table  1, the Table also lists the exact roots x * and initial approximations x 0 , which are computed using the FindRoot command of Mathematica [14, pp. 158-160] .
For the methods defined by (3.7), (3.9), and (3.11), we display in Tables 2-4 for the weight functions (3.6), (3.8), (3.10) the errors |x n − x * | for n = 1, 2, 3, and the computational order of convergence (coc) [35] , approximated by To obtain a high accuracy and avoid loss of significant digits, we employ multi-precision arithmetic with 6000 significant decimal digits in Mathematica 8. Table 2 : Errors and coc for method (3.7). Table 3 : Errors and coc for method (3.9) . Tables 2-4 show that methods (3.7), (3.9), and (3.11) support the convergence analysis given in the previous sections. Table 4 : Errors and coc for method (3.11) .
In Tables 5-7 , we compare our three-point method (3.2) with the methods (3.3), (3.4) and (3.5) and our four-point methods (3.7), (3.9) and (3.11) with the methods (3.12), (3.13), (3.14) and (3.16) . Table 5 : Comparison for f (x) = ln(1 − x + x 2 ) + 4 sin(1 − x), zero x * = 1 and initial x 0 = 1.1. Table 6 : Comparison for f (x) = ln(1 + x 2 ) + e x sin x, zero x * = 0 and initial x 0 = 0.1.
Method Weight function 
and initial x 0 = 0.35.
It can be observed from Tables 5-7 that for the presented examples our three-point proposed method (3.2) is comparable and competitive to the methods (3.3), (3.4) and (3.5) and our fourpoint proposed methods (3.7), (3.9) and (3.11) are comparable and competitive to the methods (3.12), (3.13), (3.14) and (3.16) also.
Dynamic behavior
In this section, we survey the comparison of iterative methods in the complex plane by using basins of attraction. Studying the dynamic behavior, using basins of attractions, of the rational functions associated to an iterative method gives important information about the convergence and stability of the scheme [31] .
Neta et al. have compared various methods for solving nonlinear equations with multiple roots by comparing the basins of attraction [24] and also Scott et al. have compared several methods for approximating simple roots [29] . Moreover, a number of iterative root-finding methods were compared from a dynamical point of view by Amat et al. [1] - [4] , Neta et al. [23] , [25] Stewart [32] , Vrscay and Gilbert [34] . To this end, some basic concepts are briefly recalled.
Let G : C → C be a rational map on the complex plane. For z ∈ C, we define its orbit as the set orb(z) = {z, G(z), G [5] , [7] .
We use the basin of attraction for comparing the iteration algorithms. Approximating basins of attraction is a method to visually comprehend how an algorithm behaves as a function of the various starting points.
From the dynamical point of view, in fact, we take a 256×256 grid of the square [−3, 3]×[−3, 3] ∈ C and assign a color to each grid point z 0 according to the simple root to which the corresponding orbit of the iterative method starting from z 0 converges, and we mark the point as black if the orbit does not converge to a root, in the sense that after at most 100 iterations it has a distance to any of the roots, which is larger than 10 −3 . In this way, we distinguish the attraction basins by their color for different methods.
Test Problems p n Roots p 1 (z) = z 2 + 1 i, −i p 2 (z) = z 3 + z 0, i, −i p 3 (z) = z 3 + z 2 − 1 −0.877439 + 0.744862i, −0.877439 − 0.744862i, 0.7548878 Table 8 : Test Problems p 1 (z), p 2 (z), p 3 (z) and roots.
For the test problem p 1 (z), with its roots given in Table 8 , the results are presented in Figures  1-5 . For test problems p 2 (z) and p 3 (z), the results are shown in Figures 6-10 and Figures 11-15 , respectively. As a result, the method (3.9) (see Figures 1, 6 and 11) seems to produce larger basins of attraction than the methods (3.14) and (3.16) (see Figures 4, 5, 9, 10, 14 and 15) and smaller basins of attraction than the methods (3.12) and (3.13) (see Figures 2, 3, 7, 8, 12 and 13) .
Note that points might belong to no basin of attraction; these are starting points for which the methods do not converge, approximated and visualized by black points. These exceptional points constitute the so-called Julia set of the corresponding methods. 
Conclusion
We introduce a new optimal class of four-point methods without memory for approximating a simple root of a given nonlinear equation. Our proposed methods use five function evaluations for each iteration. Therefore they support Kung and Traub's conjecture. Error and convergence analysis are carried out. Numerical examples show that our methods work and can compete with other methods in the same class. We used the basin of attraction for comparing the iteration algorithms.
