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Abstract
We consider conditions under which the second-order differential equation
x¨ þ f ðxÞ ’x þ gðxÞ ¼ 0
has a family of periodic orbits with constant period. This condition is equivalent to seeking
conditions under which the two-dimensional autonomous system
’x ¼ y; ’y ¼ gðxÞ  f ðxÞy
has a center with constant period: i.e., an isochronous center. In turn, this is equivalent to the
latter system being locally linearizable.
We give a simple necessary and sufﬁcient condition for this when f and g are analytic
functions. In the case where when f and g are polynomials, we show that this reduces to a
ﬁnitely determinable system of equations. A complete classiﬁcation is given of all such systems
of degree 34 or less.
r 2004 Published by Elsevier Inc.
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1. Introduction
The study of Lie´nard equations of the form
x¨ þ f ðxÞ ’x þ gðxÞ ¼ 0; ð1Þ
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or, in its equivalent two-dimensional form,
’x ¼ y; ’y ¼ gðxÞ  f ðxÞy ð2Þ
holds an important place in the theory of dynamical systems. As well as providing a
useful class of systems for the study of various techniques, many planar systems of
low degree can be reduced to the form (2), providing a uniﬁed approach to many
problems concerning the existence and uniqueness of limit cycles.
When f and g are polynomials, the apparent simplicity of these systems is at once
attractive and beguiling: the qualitative behavior (for example, the number of global
limit cycles) of all but the simplest of these systems is unknown at present. On the
other hand, local questions, like the number of bifurcating limit cycles is much more
amenable (though far from solved [7]).
Another local problem—the existence of a center—has been solved by Cerkas who
gave necessary and sufﬁcient conditions [2]; and it was shown in [5] that, when f and
g are polynomials, this condition can be given in a very simple form: the integrals of
both f and g are polynomials of a polynomial of degree greater than one, MðxÞ ¼
x2 þ Oðx3Þ:
In this paper, we are interested in the conditions under which (2) has a center of
constant period (or, alternatively, for which (1) has a non-isolated periodic solution
with locally constant period). Such centers are called isochronous and it was shown
by Poincare´ (an elementary proof is given in [6]) that this implies that the critical
point is locally linearizable (without time scaling) and vice versa. One of the
surprising aspects of this study is that this condition is much harder to deal with, in
spite of being much more restrictive than the existence of a center.
Interest in the phenomena of isochronicity arises from several areas. One aspect,
is the desire to understand what mechanisms allow systems to be locally linearizable
in the polynomial case. Another aspect is to understand better the nature of
the period function for a family of closed orbits.This in turn is useful in the study
of critical periods when analyzing harmonic and subharmonic bifurcations for
forced systems.
One reason for our poor understanding of isochronicity is the very few signiﬁcant
classes of system classiﬁed to date: Quadratic systems were classiﬁed by Loud in [11]
cubic systems with homogeneous nonlinearities by Pleshkan in [13] and Hamiltonian
cubic systems by Cima et al. in [10]. Many more details can be found in the survey
article [3].
The results given here on Lie´nard systems therefore represent an attempt to
classify the isochronous systems of a signiﬁcant inﬁnite dimensional family of planar
polynomial systems. Although we are not able to complete this classiﬁcation, we can
show that all systems with degree at most 34 must be of the simple form ﬁrst
identiﬁed by Sabatini
’x ¼ y; ’y ¼ x  1
x3
Z x
0
xf ðxÞ dx
 2
yf ðxÞ ðÞ
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with f ðxÞ odd.This automatically implies that g is odd. Conversely, if we know that g
is odd, then all isochronous centers in Lie´nard systems are of this form—a result due
to Sabatini [14]. In this case, the integrals of both f and g are functions of x2 in
accordance with Cerkas’ theorem.
We conjecture that in fact all centers of Lie´nard systems are of the form above.
Apart from the results of Sabatini, the conjecture is also known to hold in other
special cases (Algaba et al. [1]).
One of the main results of this paper is that the conjecture is true in general if one
can establish two simple (to state!) conjectures on Laurent series which arise as the
inverse of polynomials.
2. Background and reduction to normal form
We ﬁrst recall some basic results on isochronous Lie´nard systems taken from [5,6].
Any isochronous family of periodic orbits surrounds a unique non-degenerate
critical point of center type. We can translate this critical point without changing the
form of (2), and so, without loss of generality, we shall assume throughout this paper
that (2) linearizes to a non-degenerate center at the origin. Scaling the x-axis and the
time component by a constant amount (to preserve isochronicity) we therefore
impose
gð0Þ ¼ 0; g0ð0Þ ¼ 1; f ð0Þ ¼ 0 ð3Þ
and assume from now on that (3) holds whenever we speak of system (2).
It can be shown [6] that for (2) to have an isochronous center, then gðxÞ has x ¼ 0
as its only zero. Furthermore, a result of [5] shows that (2) has a center at the origin if
and only if there are polynomials A and B such that
FðxÞ ¼ BðMðxÞÞ; GðxÞ ¼ AðMðxÞÞ ð4Þ
for some polynomial M ¼ x2 þ?; where
FðxÞ ¼
Z x
0
f ðxÞ dx; GðxÞ ¼
Z x
0
gðxÞ dx:
The functions F and G play a key role in all aspects of Lie´nard systems, and are
related to the internal symmetries of the system. They occur again in this work
without further comment.
Under the assumptions above, the linear terms of (2) about the origin are
’x ¼ y; ’y ¼ x:
Standard results from the theory of complex ordinary differential equations show
that there are two complex-valued solutions zðxÞ to the equation
z
dz
dx
¼ gðxÞ  f ðxÞz; zð0Þ ¼ 0; z0ð0Þ ¼7i ð5Þ
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which correspond to the complex separatrices through the origin. We choose the one
with z0ð0Þ ¼ i and write zðxÞ ¼ lðxÞ þ isðxÞ; with l and s real analytic functions. It is
clear from (5) that lð0Þ ¼ l0ð0Þ ¼ 0; sð0Þ ¼ 0 and s0ð0Þ ¼ 1:
From (5) we also ﬁnd that
g þ lðl0 þ f Þ ¼ ss0; sðl0 þ f Þ ¼ ls0: ð6Þ
Setting
v ¼ y  lðxÞ; u ¼ sðxÞ ð7Þ
(a transformation equal to the identity in its linear parts), we obtain the transformed
system
’u ¼ s0v  ðl0 þ f Þu; ’v ¼ s0u  ðl0 þ f Þv: ð8Þ
Here we invert the transformation (7) to ﬁnd x ¼ xðuÞ ¼ u þ?; and consider s0; l0
and f as functions of u:
Now since s0ð0Þ ¼ 1; we can split the series of the function ðl0 þ f Þ=s0 into its odd
and even terms
l0 þ f
s0
¼ AoðuÞ þ AeðuÞ:
Both of these series must converge in a neighborhood of x ¼ 0: We compare our
system (8) with the system
’u ¼ s0ðv  AouÞ; ’v ¼ s0ðu  AovÞ ð9Þ
which clearly has a center at the origin by symmetry about the u-axis. However, if we
take the cross product of the vector ﬁelds deﬁning (8) and (9) we obtain
ðs0Þ2ðu2 þ v2ÞAeðuÞ:
If Ae is not identically zero, then in a neighborhood of x ¼ 0; this function is single-
signed away from u ¼ 0 and so system (8) is rotated with respect to system (9) and
hence cannot have a center at the origin.
Hence a necessary condition (and clearly also sufﬁcient) for a center is that Ae
vanishes, i.e
l0 þ f ¼ ucðuÞs0
for some even analytic function c: In terms of x this gives
l0 þ f ¼ scðsÞs0: ð10Þ
Suppose now that the origin is a center, and so reduces to the system (9). We see
that ’y ¼ s0; where y ¼ tan1ðv=uÞ as usual. The period is therefore given by
T ¼
Z 2p
0
dy
s0ðuðyÞÞ ¼
Z p=2
p=2
1
s0ðuðyÞÞ þ
1
s0ðuðp yÞÞ
 
dy:
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However, by the symmetry of (9), uðp yÞ ¼ uðyÞ; so
T ¼
Z p=2
p=2
1
s0ðuÞ 
1
s0ðuÞ
 
dy ¼
Z p=2
p=2
2þ 2
X
i0
a2iu
2i
 !
dy
¼ 2pþ 2
X
i0
a2i
Z p=2
p=2
u2i dy
 !
;
where we have taken
1=s0ðuÞ ¼ 1þ
X
i40
aiu
i:
Clearly, unless all the terms a2n vanish, the period will be locally increasing or
decreasing in a neighborhood of the origin. Conversely, if all the a2n vanish, the
origin is an isochronous center. Thus a necessary and sufﬁcient condition for an
isochronous center is that
dxðuÞ
du
¼ 1
s0ðuÞ ¼ ð1þ uk˜ðu
2ÞÞ
for some analytic function k˜; or alternatively
x ¼ s þ fðsÞ ð11Þ
for some even analytic function f:
Putting these two conditions together we get the following result.
Proposition 1. System (2) with f and g analytic functions of x has an isochronous
center at the origin if and only if there are two even analytic functions c and f which
satisfy (10) and (11), where l þ is satisfies (5). (Or, equivalently, are analytic functions
which satisfy (6) with lð0Þ ¼ l0ð0Þ ¼ 0; sð0Þ ¼ 0 and s0ð0Þ ¼ 1:)
We now rearrange (6), (10) and (11) to give the following criteria for an
isochronous center.
Theorem 1. System (2) with f and g analytic functions of x has an isochronous center
at the origin if and only if
g ¼ ss0 1þ 1
s4
Z x
0
sðxÞ f ðxÞ dx
 2 !
; ð12Þ
where sðxÞ solves the functional equation
Fðx  2sðxÞÞ ¼ FðxÞ; sð0Þ ¼ 0; s0ð0Þ ¼ 1: ð13Þ
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The same holds true if we replace F by any analytic function M ¼ x2 þ? for which
F ¼ wðMÞ for some analytic function w:
Proof. We ﬁrst note that (13) deﬁnes a unique analytic function of x if and only if
the non-constant term of lowest degree term of the power series of FðxÞ is even.
Assume ﬁrst that there is an isochronous center. From the proposition above, (6),
(10) and (11) hold. We ﬁrst substitute (6) into (10), which gives
l ¼ s2cðsÞ; g ¼ ss0 þ s0s3cðsÞ2: ð14Þ
From (10) we also get
f ¼ 3ss0cðsÞ þ s2s0c0ðsÞ ¼ 1
s
d
dx
ðs3cðsÞÞ: ð15Þ
Hence
c ¼ 1
s3
Z x
0
sðxÞ f ðxÞ dx
which together with (14) gives Eq. (12).
To show (13), we note that (15) implies that F is an analytic function of s2: Now,
(11) implies that
xðsÞ  xðsÞ ¼ 2s:
Hence,
FðxðsÞÞ ¼ FðxðsÞÞ ¼ FðxðsÞ  2sÞ
which gives (13) on transformation back to x: If F is a function of M ¼ x2 þ?;
then the solution sðxÞ of MðxÞ ¼ Mðx  2sÞ also satisﬁes (13) and hence deﬁnes the
same sðxÞ:
Conversely, suppose that (12) and (13) are satisﬁed. We take sðxÞ ¼ x þ? to be
the unique analytic which satisﬁes (13), and denote its analytic inverse xðsÞ: Now,
applying (13) twice,
FðxÞ ¼ Fðx  2sðxÞÞ ¼ Fð½x  2sðxÞ	  2sð½x  2sðxÞ	ÞÞ:
Now there is only one solution to FðxÞ ¼ FðyðxÞÞ with y0ð0Þ ¼ 1: Hence
x ¼ ½x  2sðxÞ	  2sð½x  2sðxÞ	Þ
) sð½x  2sðxÞ	Þ ¼ sðxÞ
) x  2sðxÞ ¼ xðsðxÞÞ
) xðsÞ  2s ¼ xðsÞ:
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Thus,
x ¼ s þ fðsÞ
for some even analytic function f ¼ ðxðsÞ þ xðsÞÞ=2; and thus (11) holds.
Furthermore,
FðxÞ ¼ Fðx  2sðxÞÞ ¼ FðxðsðxÞÞ ) FðxðsÞÞ ¼ FðxðsÞÞ
which implies F is an even function of s:
Finally, if we take
l ¼ 1
s
Z x
0
sðxÞ f ðxÞ dx ¼ 1
s
Z s
0
s
d
ds
FðsÞ ds
which must be even in s from above, then
l0 þ f ¼ s
0
s2
Z x
0
sðxÞ f ðxÞ dx ¼ s
0
s
l
and
g ¼ ss0 1þ l
2
s2
 
¼ ss0  lðl0 þ f Þ
which gives (6) and (10). &
Corollary 1. If f ðxÞ or gðxÞ is odd, then M ¼ x2 and (2) has an isochronous center at
the origin of (2) if and only if f ðxÞ is odd and
gðxÞ ¼ x þ 1
x3
Z x
0
x f ðxÞ dx
 2
: ðÞ
This corollary was ﬁrst shown for odd g by Sabatini [14] assuming only locally
Lipshitz conditions rather than analyticity.
If we take
N ¼ 1
x2
Z x
0
xf ðxÞ dx
which is an odd polynomial in x; then the transformation Y ¼ y þ xNðxÞ brings the
system ðÞ to the form
’x ¼ Y  xNðxÞ; ’Y ¼ x  yNðxÞ
which has a center by symmetry in the Y -axis, and has a constant period as ’y ¼ 1:
Which gives a simple demonstration of the isochronicity of ðÞ:
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3. A ﬁnitely determinable condition for polynomial systems
In this section, we apply Theorem 1 to the case when f and g are polynomials.
After some rearrangement, we show that this theorem gives a purely algebraic
condition for an isochronous center in terms of the existence of a common factor of
two bivariate polynomials. In this way, the conditions of Theorem 1 can be veriﬁed
in a ﬁnite number of steps by a gcd calculation say. Alternatively, given a family of
systems of ﬁxed degree, calculating the resultant of the two polynomials will give a
ﬁnite number of algebraic conditions on the coefﬁcients for the center to be
isochronous.
Though we do not pursue this idea here, the intersection number of these two
polynomials should give some indication of the order of isochronicity at the origin
and the number of critical periods which can bifurcate from the origin in the sense of
Chicone and Jacobs [4]. The idea is in exact analogy with estimates of the number of
limit cycles which bifurcate from the origin obtained in [8].
Suppose then that the origin is an isochronous center. From Theorem 1 we deﬁne
xðsÞ from (13). It then follows that F is even in s: We also deﬁne the function
yðxÞ ¼ xðsðxÞÞ: Alternatively, yðxÞ is the unique analytic function deﬁned by
FðxÞ ¼ FðyðxÞÞ; ðyð0Þ ¼ 0; y0ð0Þ ¼ 1Þ: ð16Þ
We also note that (13) implies that s ¼ ðxðsÞ  xðsÞÞ=2; or sðxÞ ¼ ðx  yðxÞÞ=2: If
we differentiate (16) we ﬁnd that
f ðxÞ ¼ f ðyðxÞÞ dyðxÞ
dx
: ð17Þ
This allows us to rewrite
Z x
0
sðxÞ f ðxÞ dx ¼ 1
2
Z x
0
ðx yðxÞÞ f ðxÞ dx
¼ 1
2
Z x
0
xf ðxÞ dx 1
2
Z x
0
yðxÞ f ðyðxÞÞ dyðxÞ
¼ 1
2
ðF˜ðxÞ  F˜ðyðxÞÞÞ;
where
F˜ðxÞ ¼
Z x
0
xf ðxÞ dx: ð18Þ
We also note that (17) implies that
s0ðxÞ ¼ 1
2
1 dy
dx
 
¼ f ðyÞ  f ðxÞ
2f ðyÞ : ð19Þ
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If we put these identities together we ﬁnd that (12) can be written as
ðx  yðxÞÞ3gðxÞ f ðyðxÞÞ
¼ ½ f ðyðxÞÞ  f ðxÞ	 ðx  yðxÞÞ
4
4
þ ðF˜ðxÞ  F˜ðyðxÞÞÞ2
( )
ð20Þ
Conversely, if yðxÞ is derived from (16) then putting s ¼ ðx  yðxÞÞ=2 will satisfy
condition (12), and the condition (20) is equivalent to condition (12). Hence
Theorem 2. The system (2) with f and g polynomials has an isochronous center at the
origin if and only if there is a common solution yðxÞ with yð0Þ ¼ 0 and y0ð0Þ ¼ 1 to
the polynomial equations
ðx  yÞ3gðxÞ f ðyÞ ¼ ½ f ðyÞ  f ðxÞ	 ðx  yÞ
4
4
þ ðF˜ðxÞ  F˜ðyÞÞ2
( )
and
FðxÞ ¼ FðyÞ;
where F˜ðxÞ is given in (18).
Since for any Lie´nard systems with a center at the origin there is a polynomial
M ¼ x2 þ? such that (4) holds, we can replace (16), (17) and (19) by similar
constructions with M and M 0:
Corollary 2. System (2) with f and g polynomials has an isochronous center at the
origin if and only if there is a polynomial M ¼ x2 þ?; such that (4) holds with A and
B polynomials, and there is a common solution yðxÞ with yð0Þ ¼ 0 and y0ð0Þ ¼ 1 to
the polynomial equations
ðx  yÞ3A0ðMÞmðxÞmðyÞ ¼ ½mðyÞ  mðxÞ	 ðx  yÞ
4
4
þ ðF˜ðxÞ  F˜ðyÞÞ2
( )
and
MðxÞ ¼ MðyÞ;
where F˜ðxÞ is given in (18) and m ¼ M 0:
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4. An approach to classiﬁcation ‘‘from inﬁnity’’
We show here how the criteria given in Section 2 give strong conditions on the
possible form of the polynomials functions f and g when the system is isochronous.
The reason for this is that we can extend these criteria to specify the behavior of f
and g at inﬁnity.Our aim is to prove the following theorem.
Theorem 3. Any system (2) of degree 34 or less with an isochronous center is of the
form ðÞ:
The proof follows from splitting the possible systems into two cases given in this
section and the next. In each case we reduce the problem to a simple question about
Laurent series which invert polynomials. The classiﬁcation follows from proving
these for polynomials of low degree (Propositions 2 and 3). Solving these questions
for all polynomials would solve the classiﬁcation problem completely.
We assume throughout this section that the critical point at the origin is a
center.This means that there is a polynomial M ¼ x2 þ?; such that (4) holds. By
the results of [6], gðxÞ has no real zeros other than x ¼ 0: Since gðxÞ ¼ A0ðMÞM 0;
then M 0 can have no zeros away from the origin either. Hence M must be of even
degree n say, and the coefﬁcient of xn positive. By scaling the x- and y-axis by a
constant amount, we can therefore arrange to have
M ¼ x2 þ?þ xn: ð21Þ
When n ¼ 2 then g is odd and the isochronous centers are just those of the form ()
by Sabatini’s result, or Corollary 1. Thus our conjecture will be solved if we can show
that the case n ¼ 2 is the only one that can occur.
Now consider the function yðxÞ which satisﬁes
MðxÞ ¼ MðyðxÞÞ; ðyð0Þ ¼ 0; y0ð0Þ ¼ 1Þ: ð22Þ
Since M 0 is never zero away from the origin, it is clear that yðxÞ is deﬁned and
analytic for all real x: As x tends to inﬁnity, y must be identiﬁed with the branch at
inﬁnity y ¼ x þ Oð1Þ expressed here as a Laurent series in 1=x: Similarly, sðxÞ ¼
ðx  yðxÞÞ=2 is also deﬁned for all x; and is invertible as y0ðxÞ is always negative
(Since y0ð0Þ ¼ 1 we only need to show that y0ðxÞ never vanishes. In deed, if it did
then the expression M 0ðyÞy0ðxÞ ¼ M 0ðxÞ implies that M 0ðxÞ ¼ 0 whence x ¼ 0 in
contradiction to yð0Þ ¼ 1:) Since all these objects are analytic, MðxÞ ¼ Mðx  2sÞ
holds for all x by continuation.
We now deﬁne a new function m such that mn ¼ MðxÞ whose Laurent expansion
at inﬁnity is given by x þ Oð1Þ: We now see that MðxðmÞÞ ¼ MðxðmÞÞ ¼ mn; and
so
MðxÞ ¼ MðxðmðxÞÞÞ with xðmðxÞÞ ¼ x þ Oð1Þ:
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Since there can be only one solution to the equation of the form x þ Oð1Þ and this
is also satisﬁed by yðxÞ; we must have yðxÞ ¼ xðmðxÞÞ: Thus, from the deﬁnition of
s; we see that s is odd as a function of m:
We write
GðxÞ ¼AðMÞ ¼ 1=2þ g1M þ?þ gpMp;
FðxÞ ¼BðMÞ ¼ f1M þ?þ frMr
and
s ¼ m þ
X
iX0
aim
i; ð23Þ
where a2i ¼ 0 for all i: We substitute this expression for s into condition (12) of
Theorem 1 and ﬁnd that
p ¼ 2r; gp ¼ nrf
2
r
2ðnr þ 1Þ2: ð24Þ
Some care needs to be taken over the orders of the various terms of (12) which we
shall do without further comment mostly.
Because we are working about inﬁnity, it is only possible a priori to give the
Laurent expansion of the integral on the right-hand side of (12) up to an additive
constant k: However, an examination of the ﬁrst even term in m on either side of (12)
in the expansion about inﬁnity reveals that we must have k ¼ 0: Furthermore, we
ﬁnd that all the remaining terms of (12) are now odd in m:
Now assume that at is the ﬁrst non-zero term in (23) with ta1 ðmod nÞ: If we
calculate the coefﬁcients of the ﬁrst term of the form mv with va 1 (mod n), we
ﬁnd (after some calculation) that
t ¼ 2nr  3; at ¼ ðnr þ 1Þ
2ðnr  3Þ
2ðnr  1Þ2r2n2f 2r
: ð25Þ
In order to ﬁnd those systems which satisfy condition (12) we split our
investigation into two parts: The ﬁrst for when r41 and the second when r ¼ 1;
which we cover in the next section.In the latter case, we can integrate the system
explicitly.
If r41; then we are seeking a polynomial M of degree n (even) for which the
solution s to the equation
MðxðmÞÞ ¼ mn; xðmÞ ¼ m þ Oð1Þ; s ¼ xðmÞ  xðmÞ
2
; ð26aÞ
when written in form (23) satisﬁes:
ai ¼ 0; io2nr  3; ia1 ðmod nÞ; a2nr3a0 ð26bÞ
for r41:
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Computationally, it seems easier to recast this problem a little. First, we note that
(26) implies that x as a function of s satisﬁes
MðxÞ ¼ sn þ k0s0 þ knsn þ k2ns2n þ Oðs2nþ1Þ: ð27aÞ
Furthermore, using (26a) and the fact that s is odd as a function of m; we obtain
x ¼ s þ
X
iX0
b2is
2i: ð27bÞ
We investigate solutions to the above equations.
By a change of variables x/x þ a we can arrange that b0 in (27b) is zero, and
hence MðxÞ ¼ xn þ Oðxn2Þ: Furthermore, it is clear that by changing the constant
coefﬁcient in M; we can arrange that k0 ¼ 0 without loss of generality. If n=2 is odd
then we have a non-trivial family of solutions to (27) (with k0 ¼ 0)
M ¼ xn þ naxn=2 þ na2=2 ð28Þ
for some constant a: However, if n42; these can never be brought to the form (21)
by a translation and so cannot constitute a solution to the original problem.
Proposition 2. The only polynomials M of degree n (even) with 2ono16 which satisfy
conditions (27a) and (27b) are those of the form (28) (when k0 ¼ 0).
Proof. The proof follows from direct calculation using the truncated power
series package in REDUCE; this package has the advantage of only cal-
culating the coefﬁcients of an expansion when they are needed. We take a general
monic polynomial M of degree n and a general series of the form (27b) with
the condition b0 ¼ 0 mentioned above. We then calculate the left-hand side
of (27a) for powers of s from s2nþ2 to sn: According to (27a) this gives us equations
AðiÞ; i ¼ 2n þ 2;y; n; excluding AðnÞ which can be automatically satisﬁed by
the choice of kn:
The equation AðnÞ is trivial and the equations Aðn  1Þ to Að0Þ are used to express
the coefﬁcients of M in terms of the coefﬁcients b2 to bn2 of the series xðsÞ:The odd
equations Að1Þ to Að2n þ 3Þ are used to give substitutions for the variables bn to
b3n4 in terms of the variables b2 to bn2: The remaining equations Að2Þ to Að2n  2Þ
give the conditions to be solved.The equations were solved by calculating a
factorized Gro¨bner basis using the REDUCE Gro¨bner basis package. The only
difﬁculty encountered was in the case n ¼ 14; where it was necessary to compute a
standard Gro¨bner basis ﬁrst using degree lexographic ordering, the default
lexographic ordering being too slow.The computations in this case could have been
speeded up by noticing that the equations are quasi-homogeneous in the variables b2
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to bn2 if bi is given weight i þ 1: Thus, either b2 ¼ 0 or we can scale the variables
appropriately so that b2 ¼ 1:
Corollary 3. If r41 and no16 then any system (2) with an isochronous center at the
origin is of the form ðÞ: In particular, if r41 then any isochronous system which is not
of this form must be of degree at least 63 (n ¼ 16; r ¼ 2).
Condition (28) is quite simple in its expression and leads us to conjecture the
following
Conjecture 1. There are no polynomials M of degree n which satisfy conditions (27a)
and (27b) with n even except for those of the form (28) (when k0 ¼ 0).
A solution of this conjecture would rule out the possibility that r41 for any
isochronous system (2).
5. A complete classiﬁcation for systems of degree 34 or less
We complete our classiﬁcation of all isochronous centers of degree 34 or less by
considering the case r ¼ 1: We take
k ¼ nf
2
1
ðn þ 1Þ2:
Now since r ¼ 1; the system is of a relatively simple form with
F ¼ f1M; G ¼ k
2
M2 þ 1
2
M
and we can ﬁnd two algebraic curves
Da ¼ 2n
n þ 1 f1y þ 2kM þ 1; Db ¼
2
n þ 1 f1y þ 2kM þ 1
which are invariant under the equation. In particular,
d
dt
Da ¼  n
n þ 1 f1M
0Da;
d
dt
Db ¼  1
n þ 1 f1M
0Db;
so that
d
dt
Dnb
Da
 
¼ 0:
Thus solutions of the differential equation correspond to the level curves
Dnb  cDa ¼ 0; cAR:
ARTICLE IN PRESS
C. Christopher, J. Devlin / J. Differential Equations 200 (2004) 1–17 13
The case c ¼ 1 corresponds to the complex separatrices through the origin, and is
given by
Rn þ n
1
 
Rn1 þ n
2
 
Rn2 þ?þ n
n  2
 
R2 þ 2kðn  1ÞM ¼ 0; ð29Þ
where
R ¼ 2
n þ 1 f1y þ 2kM:
The lowest order terms of (29) are proportional to x2 þ y2: Hence there is an
analytic solution yðxÞ of (24) with yð0Þ ¼ 0 and y0ð0Þ ¼ i: But this is just the complex
separatrix through the origin which we used in Section 2, so that yðxÞ ¼ lðxÞ þ isðxÞ:
Now we examine the behavior of (29) about x ¼N when y ¼ yðxÞ ¼ lðxÞ þ isðxÞ:
Firstly, (6) implies that
sðxÞlðxÞ ¼ 
Z x
0
sðxÞ f ðxÞ dx
and hence
lðxÞ ¼  n
n þ 1 f1M þ Oð1Þ:
Thus
Rðx; yðxÞÞ þ 1 ¼ 2f1
n þ 1 ðisðxÞ þ tðxÞÞ;
where tðxÞ ¼ Oð1Þ; and so (29) implies that
2f1i
n þ 1
 n
¼ 2kðn  1Þ:
Clearly, we must have n ¼ 2 (mod 4), whence
2f1
n þ 1
 n2
¼ nðn  1Þ
2
: ð30Þ
Rearranging (29) we ﬁnd that
ðR þ 1Þn  nðR þ 1Þ ¼ 2kðn  1Þ M þ 1
2k
 
; ð31Þ
whence,
ðsðxÞ  itðxÞÞn þ i ðn þ 1Þðn  1Þ f1 ðsðxÞ  itðxÞÞ ¼ M þ
1
2k
: ð32Þ
Let M þ 1=ð2kÞ ¼ hn; then
s ¼ h þ c32nh32n þ c54nh54n þ?
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for some constants ci; and so
hn ¼ M þ 1=ð2kÞ ¼ sn þ d2ns2n þ Oðs43nÞ ð33Þ
for some constants di:
Thus, taking M˜ ¼ M þ 1=ð2kÞ; we seek a polynomial M˜ for which MðxðsÞÞ
satisﬁes (33), where
x ¼ s þ
X
iX0
a2is
2i: ð34Þ
As before, we can take a0 ¼ 0 without loss of generality.
There is a non-trivial family of solutions to this problem of the form
M ¼ ðx þ aÞn þ bðx þ aÞ þ g: ð35Þ
However, when these solutions are applied to the Corollary 2 we ﬁnd that we need
a ¼7iðn þ 1Þ=ð2f1Þ; so there are no real solutions. The calculation is quite messy,
and we omit it since it contributes little to the understanding of the problem.
Proposition 3. The only polynomials M˜ of degree n even with 2ono16 which satisfy
(33) with x given by (34) are those of the form (35).
Proof. The proof follows directly from a power series calculation almost identical to
the one described in detail in Section 4. The equations Að2Þ to Aðn  4Þ and AðnÞ to
Að2nÞ were used for the calculation. Again, for the case n ¼ 14; we used a degree
lexographic ordering to calculate the Gro¨bner basis of the equations ﬁrst. &
Corollary 4. If r ¼ 1 and 2ono18 then the are no systems of the form (2) with an
isochronous center at the origin. In particular, if r ¼ 1; then any isochronous system
which is not of the form ðÞ must be of degree at least 35 (r ¼ 1; n ¼ 18).
Proof. The cases n ¼ 4 to 14 are excluded by Proposition 3. The case n ¼ 16 is also
excluded since we need to have n ¼ 2 (mod 4) from the discussion above. &
Conjecture 2. There are no polynomials M˜ of degree n which satisfy conditions (33)
and (34) with n even except for those of the form (35).
If we can prove this conjecture this problem then all isochronous centers with
r ¼ 1 are form ðÞ with f ¼ ax for some constant a:
Thus, our main conjecture, that all isochronous Lie´nard systems are of the form
ðÞ can be established if we can prove Conjectures 1 and 2 above. Interestingly, these
conjectures are no longer about dynamical systems, but rather belong to the
algebraic geometry of curves of the form MðxÞ  MðyÞ ¼ 0:
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6. Concluding remarks
The argument here covers the case of isochronicity for a real polynomial Lie´nard
system.However we could have taken instead the idea of linearizability as our basic
concept and considered linearizable saddles or more generally linearizable critical
points in a complex polynomial Lie´nard system.It seems that a lot of the analysis of
Sections 1–4 would carry over to this case with revised proofs. However, in Section 5
the assumption that the coefﬁcients were real was essential and it can be shown that
solutions (35) give linearizable centers in the complex case which can be realized as
linearizable real saddles after an appropriate change of coordinates. Eq. (29)
factorizes over the reals in this case and we can construct a Darboux linearizing
change of coordinates from the invariant algebraic curves of the system. However,
we shall not pursue these matters further here.
More details on linearizable saddles can be found in [9] and Darboux
linearizability in [12].
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