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Summary
This thesis relates to improvements and applications of beyond-DFT methods for
electronic structure calculations that are applied in computational material science.
The improvements are of both technical and principal character.
The well-known GW approximation is optimized for accurate calculations of elec-
tronic excitations in two-dimensional materials by exploiting exact limits of the
screened Coulomb potential. This approach reduces the computational time by an
order of magnitude, enabling large scale applications.
The GW method is further improved by including so-called vertex corrections. This
turns out to yield ionization potentials and electron affinities that are in better agree-
ment with experiments for both bulk and 2D materials. This newly developed method
requires the calculation of an exchange-correlation kernel known from time-dependent
DFT. The computational cost of the kernel is negligible compared with the cost of the
GW calculation itself, and the kernel even improves the convergence performance.
Literature shows and this thesis confirms that the representation of the individual
atomic elements through their PAW setup crucially affects the results of GW calcu-
lations. For this reason, part of this thesis relates to developing and applying a new
method for constructing so-called norm-conserving PAW setups, that are applicable
to GW calculations by using a genetic algorithm. The effect of applying the new se-
tups significantly affects the absolute band positions, both for bulk and 2D materials.
The new PAW setups are used for producing most of the results presented in this
thesis.
A lack of accurate experimental and theoretical data on adsorption energies, rele-
vant to surface chemistry and catalysis, are identified. The RPA method and beyond,
that is known to yield accurate ground state energies, is used to calculate accurate
adsorption energies for a wide range of reactions. The results are in good agreement
with experimental values, where available. Additionally, a database consisting of 200
highly accurate adsorption energies is constructed to benchmark the accuracy of cur-
rent DFT functionals and to guide future development of new xc functionals for DFT,
especially useful for surface science.
Given the accuracy of existing DFT functionals, they were in turn applied in search
for catalysts to be used in electrochemical methanol production from methane. Two
different types of surfaces were investigated for this reaction; the (110) surface of ru-
tile transition metal oxides and a fairly new class of two-dimensional materials called
MXenes. Promising candidates were found within the MXenes.
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Resumé
Denne afhandling vedrører forbedringer og anvendelser af metoder, der går ud over
DFT, til beregning af elektroniske strukturer indenfor computer-baseret materialevi-
denskab. Forbedringerne er af både teknisk og principiel karakter.
Den velkendte GW-metode er optimeret til nøjagtige beregninger af elektron-
excitationer i todimensionale materialer ved at udnytte nøjagtige grænser for det
screenede Coulomb-potentiale. Denne fremgangsmåde reducerer beregningstiden med
en størrelsesorden, hvilket muliggør applikationer i stor skala.
GW-metoden er yderligere forbedret ved at inkludere såkaldte vertex-korrektioner.
Dette viser sig at give ioniseringspotentialer og elektronaffiniteter, som er bedre i
overensstemmelse med eksperimenter for både bulk og 2D-materialer. Denne nyud-
viklede metode kræver beregning af en exchange- og korrelationskerne, der er kendt
fra tidsafhængig-DFT. Beregningsomkostningerne for kernen er ubetydelige sammen-
lignet med omkostningerne for GW-beregningen selv og kernen forbedrer endog bereg-
ningernes evne til at konvergere.
Litteratur viser og denne afhandling bekræfter, at repræsentationen af de enkelte
atomare elementer gennem deres PAW-opsætning har afgørende indflydelse på resul-
taterne af GW-beregninger. Af denne grund vedrører en del af denne afhandling at
udvikle og anvende en ny metode til konstruktion af såkaldte normbevarende PAW-
opsætninger, der kan anvendes til GW-beregninger ved hjælp af en genetisk algoritme.
Effekten af at anvende de nye opsætninger påvirker væsentligt de absolutte båndpo-
sitioner, både for bulk og 2D-materialer. De nye PAW-opsætninger er brugt til at
producere de fleste af de resultater, der er præsenteret i denne afhandling.
Manglende nøjagtige eksperimentelle og teoretiske data om adsorptionsenergier,
der er relevante for overfladekemi og katalyse, er identificeret. RPA og mere avanceret
metoder, der vides at give nøjagtige grundtilstandsenergier, er benyttet til at beregne
nøjagtige adsorptionsenergier for en række reaktioner. Resultaterne er i god ov-
erensstemmelse med eksperimentelle værdier, hvor disse er til rådighed. Derudover
er en database bestående af 200 meget nøjagtige adsorptionsenergier konstrueret som
sammenligningsgrundtal for eksisterende DFT funktionaler samt til brug for frem-
tidige udviklinger af nye funktionaler, til anvendelse inden for overfladevidenskab.
Efter at have etableret nøjagtigheden af eksisterende DFT functionaler, blev de an-
vendt til at lede efter katalysatorer, der kan bruges i elektrokemisk produktion af
methanol fra methan. To forskellige slags overflader var undersøgt til denne reak-
tion; (110) overfladen af rutile overgangsmetaloxider samt en relativ ny gruppe af
to-dimensionelle materialer, kalder MXenes. Lovende kandidater blev fundet blandt
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de undersøgte MXenes.
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CHAPTER 1
Introduction
Materials and their specific properties play an enormous role in our everyday
life. New technologies such as light emitting diodes, lasers, scanning probe mi-
croscopes, carbon fiber reinforced plastics, Li-ion batteries, soft lithography,
solar cells, the exotic metamaterials and many more would not have been pos-
sible without major breakthroughs in material science [1].
Many of the scientific problems facing humanity could be solved if materials
with the desired properties were available.
One example of materials having unique properties relates to solar cells, that
convert energy of sunlight into electricity by the photovoltaic effect. The first
solid state solar cell was built in 1883 from selenium, resulting in a device
with an efficiency of around 1%[2]. Research in material science has improved
this efficiency and single junction silicon devices are now approaching the
theoretical Shockley-Queisser limiting efficiency of around 33%[3]. In 2015
a 4-junction GaInP/GaAs/GaInAsP/GaInAs-based solar cell achieved a new
laboratory record efficiency of 46.1%[4]. These improvements are crucial in
making solar cells feasible for competitive technologies that could become al-
ternatives to present days fossil fuel combustion.
Another example relates to the maximum number of computations per time
unit that CPUs in our electronic devices can carry out. That is determined by
the number of transistors present in the CPU’s processor. Research in mate-
rial science has continuously been able to add more transistors by reducing the
size of the silicon-based transistor. Eventually, however, silicon transistors will
have to approach the size of atoms, which poses a fundamental limit. Moore’s
law would arguably not apply for very long unless non-silicon substitutes can
be found. Promising candidate materials include indium-phosphor/indium-
gallium-arsenide (InP/InGaAs) heterojunction transistors which take advan-
tage of the intrinsic characteristics of the III-IV semiconductors[5].
It is clear that breakthroughs in material science have had and will continue
to have a significant influence on future technologies.
Material science involve studying how the exact structures of materials at
the atomic scale, including type and relative positions of the atoms, influence
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the properties and performances of materials at the macro scale. Achievements
in material science research rely on a close collaboration between experimental
and theoretical scientists, however this thesis relates to computational mate-
rial science where theoretical work simulates material properties. Theoretical
simulations have two main advantages: Firstly, it is possible to isolate and
study specific physical phenomena otherwise entangled in the experimental
measurement. Secondly, theoretical studies are much more cost effective for
screening projects where the goal is to find an excellent material for a given
application by systematically searching through a large number of candidates.
It is simply not feasible to synthesize and investigate thousands of materials
experimentally. Such a screening study could suggest the most promising can-
didates for experimental studies which will allow conclusion as to the actual
applicability of the selected candidate materials.
This thesis is involved with development and application of advanced quan-
tum mechanical methods for electronic many-body systems used to predict
important properties of specific classes of materials. One of the most widely
used methods for modelling complex systems within computational material
science is called the density functional theory (DFT). However, this approach
has shown to be insufficient for accurate predictions of several properties[6].
To push the field forward, there is a constant need of theoretical improve-
ments of the methods available, both in terms of computational efficiency
and accuracy. This thesis specifically focuses on benchmarking and improv-
ing beyond-DFT methods applied to two specific areas of material science,
namely two-dimensional (2D) materials and surface chemistry.
Atomically thin 2D materials have revolutionized materials science over
just the past few years. Starting with the exfoliation of a single layer of
graphene experimentally in 2004[7], the class of materials has expanded rapidly
to now including insulators, semiconductors, semimetals, metals and superconductors[8].
Due to a large variety in the properties of these materials, envisioned ap-
plications span from battery electrodes over catalysis to photovoltaics and
electronic devices[9]. The most well studied 2D material is graphene which
has shown exceptionally high electrical and thermal conductivity[10] as well
as carrier mobility[11]. Monolayer hexagonal boron-nitride (hBN) proved to
be an excellent substrate for graphene[12] and due to its large band gap it
has been used as a gate dielectric[13] and tunnel barrier in transistors[14].
MoS2 is another example of a well-studied 2D material which belongs to the
class of transition metal dichalcogenides (TMDs). From bulk to the mono-
layer case, MoS2 undergoes a transition from an indirect to a direct band gap
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semiconductor accompanied by an increase in photoconductivity, absorption
and photoluminescence[15, 16]. Together with the high flexibility and trans-
parency, the TMDs are excellent candidates for optoelectronics. In addition to
the extraordinary properties of the single-layered materials, a great potential
lies in the possibility of stacking different 2D crystal into new layered materials
held together by weak van der Waals forces. These are referred to as van der
Waals heterostructures (vdWHs) and are likely to achieve new and superior
properties[17]. Several hundreds of 2D materials are presently available exper-
imentally and the number of ways of combining them in stacks of 10-20 layers
is essentially endless. In order to take advantage of the full potential of vdWHs
it is essential to develop efficient and reliable computational methods that can
be applied to the individual layers, at first. In order to accurately model elec-
tronic and optical properties of the 2D materials, it is essential to account
for many-body effects. This means going beyond the standard framework of
DFT and apply more computationally demanding methods. In particular, the
reduced dielectric screening arising from the reduced dimensionality must be
treated with care[18].
Chapter 4 in this thesis introduces an efficient method for calculating ex-
citations in 2D materials without compromising accuracy. This opens up for
the possibility of larger scale screening studies. With efficiency introduced in
the first part of Chapter 4, reliability is discussed in the second part. Two
different materials joined at an interface is called a heterostructure. The be-
haviour of a heterostructure can depend crucially on the alignment of the
so-called energy levels at the interface(s). This is not only limited to the 2D
vdWHs. For example, it was first proposed to use a heterostructure of bulk
GaAs between two layers of bulk AlAs in lasers in 1963[19]. This confined car-
riers so that lasing could occur at room temperature and with lower threshold
currents. Energy levels in bulk solids are greatly affected by variations and un-
certainties in the surface orientation/termination which makes a comparison
between theoretical and experimental results problematic. 2D materials how-
ever, offer a unique opportunity for obtaining accurate energy levels due to
their well-defined surface structures. Theoretically however, it turns out that
present state-of-the-art methods give rather inaccurate predictions of absolute
band positions. This problem has been addressed by developing a new method
described in Chapter 4 showing improved energy levels without significantly
increasing the computational cost.
The theoretical framework used to investigate the challenges outlined above
rely on a range of approximations in order to be computationally feasible. As
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more advanced methods are developed, there seems to be a tendency to assume
that these approximations apply in the same way as they did for the simpler
calculations. In Chapter 2 it is discussed how some of these approximations
affect the calculations of excitations in both bulk and 2D materials when
employing more accurate many-body methods.
In Chapter 3, focus is on surface science and catalysis. A catalyst increases
the rate of a chemical reaction whilst not being consumed. Catalysts are
therefore applied in many areas of society; production of industrially impor-
tant chemicals such as ammonia (NH3)[20], converting biomass to biofuels[21],
as catalytic converters in cars converting toxic gases and pollutants in exhaust
gas to less toxic ones etc[22]. This means that the benefits of finding more ef-
ficient catalysts can reduce production cost, improve efficiency of devices and
produce more environmentally friendly technological solutions. In order to de-
termine if a material works well as a catalyst for a specific reaction it could be
necessary to know how it binds the relevant reactants. The application of DFT
to the description of surface-adsorbate bond strength is ever increasing. The
expected accuracy of such a calculation is less established as the experimental
data available for comparison is limited[23]. The work presented in Chapter
3 applies beyond-DFT methods to adsorption energy calculations to establish
a theoretical state-of-the-art baseline to which the computationally cheaper
DFT methods can be compared. The beyond-DFT results open the opportu-
nity for constructing more accurate methods for surface science incorporating
the best of both worlds; the computational speed of DFT and beyond-DFT
accuracy.
Having established the accuracy of DFT for adsorption energy calculations,
the method is applied to the problem of electrochemically producing methanol
from methane. This is especially relevant as a vast amount of methane is
burned as waste in oil fields every day due to the lack of infrastructure for
storage and transportation[24]. A much better fit with the existing infrastruc-
ture would be liquid methanol produced by oxidizing methane[25, 26]. This
process requires a catalyst material with high selectivity towards methanol
production, avoiding the formation of other products such as CO2. For this
application, we have investigated the catalytic properties of the (110) surface
of rutile transition metal oxides as well as a fairly new class of two-dimensional
materials termed MXenes.
Finally a brief conclusion and an outlook is presented in Chapter 6.
Excluding Chapter 6, each chapter is initiated by an introduction to the
theory concepts important for the main results of the chapter. Key points are
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highlighted but detailed derivations are kept to a minimum, with references
to the relevant literature given instead. In Chapter 3 and 4, the main results
of the chapters are presented in the publications attached at the end of the
thesis. A brief introduction is given to each publication, summarizing the
motivation of the study, the methods applied and the main conclusion. For
detailed discussion of the results and conclusions, the reader is referred to the
attached publication.
1.1 Outline
The structure of the thesis is summarized the following:
• Chapter 2 presents an introduction to the electronic structure theory of
ab-initio calculations to obtain ground state properties, namely that of
density functional theory. Particular emphasis is on the atomic datasets
used as the foundation for all the following calculations.
• Chapter 3 presents the methodology of improving total energy calcula-
tions by employing the random phase approximation and beyond, and
its application to surface chemistry.
• Chapter 4 addresses how excited state properties can be more accu-
rately obtained through the GW method, and how these can be further
improved through the inclusion of vertex corrections. Additionally, the
improved efficiency for GW calculations of 2D materials obtained in this
work is discussed.
• Chapter 5 touches upon the topic of connecting GW theory with DFT
through the optimized effective potential and how that can address the
problem of self-consistency in RPA calculations.
• Chapter 6 presents a brief summary and an outlook.
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CHAPTER 2
Electronic Structure Theory
The central issue in this work and in material science in general, is the de-
scription of physical and chemical properties of matter. Matter is described
as composed of electrons and a few hundred different kinds of nuclei interacting
via coulombic, electrostatic forces. By nature, the electrons must be described
by quantum mechanics, whereas the more massive nuclei can most often be
regarded as classical particles. Since the development of quantum mechanics,
the mathematical equations describing the physics at the atomic scale have
been well known. The main challenge of material science has therefore been
a question of developing useful methodologies to reduce the complexity of the
quantum mechanical equations, making them solvable for the systems under
consideration. Density functional theory (DFT)[27], one of the most success-
ful approaches in this regard, serves as the foundation for the more advanced
methods applied and developed further in this work. DFT is therefore briefly
summarized in this chapter. The relevant physical concepts and the mathe-
matical equations are presented with focus on the practical implementation in
the electronic structure code, GPAW (Grid-based Projector Augmented Wave
method)[28, 29], used throughout this work. A newly developed method for
constructing a basic ingredient in the PAW implementation, the ”setup”, is
presented to address issues regarding norm-conservation and the applicabil-
ity of said setups in beyond-DFT methods. The most relevant limitations
of DFT are highlighted as well, motivating the need for the more advanced,
beyond-DFT methods. The following four chapters are devoted to work done
optimizing and advancing these methods.
2.1 The Many-Body Problem
Matter is considered a collection of atomic nuclei and electrons interacting
via coulombic, electrostatic forces. The nuclei and electrons determine the
physical and chemical properties of matter which at equilibrium are governed
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by the time independent-Schrödinger equation (TIDSE)[30]:
HˆΨ(r,R) = ϵΨ(r,R),
where ϵ is the energy eigenvalue to the corresponding many-body wave func-
tion, Ψ(r,R) and r (R) the coordinates of the electrons (nuclei). The general
Hamiltonian of such a system can be written as
Hˆ = Tˆnuclei + Tˆelectrons + Vˆnn + Vˆee + Vˆext
=− 12
P∑
I=1
∇2I −
1
2
N∑
i=1
∇2i +
1
2
P∑
I=1
P∑
J ̸=I
ZIZJ
|RI −RJ |
+ 12
N∑
i=1
N∑
j ̸=i
1
|ri − rj | −
P∑
I=1
N∑
i=1
ZI
RI − ri ,
where RI are nuclei coordinates, ri electronic coordinates, ZI nuclear charges
and P and N the number of nuclei and electrons respectively. The five terms
are in order: kinetic energy of the nuclei, kinetic energy of the electrons,
coulomb energy from interacting nuclei, coulomb energy from interacting elec-
trons and coulomb energy from interaction between electrons and nuclei. All
the equilibrium physical and chemical properties of the system can be derived,
in principle, by solving the time-independent Schrödinger equation, but in
practice, a complete analytic solution is only available in a few cases such as
the hydrogen atom or the H+2 molecule[30]. The main reason is that the two-
body nature of the Coulomb interaction makes the equation not separable.
The repulsive electron-electron interaction makes an electron located at r
prevent other electrons from approaching the same location. This means that
the probability of finding an electron at r depends on the location of all other
electrons; this is known as correlation. Correlation makes it so that it is in
general necessary to deal with 3(P + N) coupled degrees of freedom. A few
approximations are introduced to make the problem solvable[30].
The first is the adiabatic approximation where it is assumed that there is
no mixing of different electronic stationary states due to interaction with the
nuclei. The electrons instantaneously follow the motion of the nuclei, while al-
ways remaining in the same stationary state of the electronic Hamiltonian[30].
This means that the many-body wave function can be factorized into an elec-
tronic and a nuclear part
Ψ(r,R, t) =
∑
i
Θi(R, t)Φi(r,R),
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where Θ(R, t) describes the evolution of the nuclei and Φ(r,R) are the elec-
tronic eigenstates. The Hamiltonian for the electronic system is then
hˆ = Tˆelectrons + Vˆext + Vˆee, (2.1)
where the external potential, Vext, can include the static potential set up by the
nuclei as well as any external applied potential. The corresponding electronic
TIDSE is then:
hˆΦi(r,R) = Ei(R)Φi(r,R).
The adiabatic approximation breaks down when the energy related to transi-
tions between electronic eigenstates becomes comparable to the energy asso-
ciated with nuclear vibrations or nuclear rotations. In principle this means
that the adiabatic approximation breaks down for metallic systems because
the energy gap is zero. Typical temperatures are however much lower than
the electronic Fermi temperature so electronic excitations are confined to a
narrow region around the Fermi surface. This means that most properties
are affected only slightly by neglecting non-adiabatic contributions from these
excitations. The usual approach is to begin with the adiabatic description
and afterwards include non-adiabatic terms (electron-phonon interactions) af-
terwards perturbatively when necessary[30]. The nuclear coordinates will be
omitted in the following and the electronic many-body wave function written
as Ψ(r).
One is often interested in obtaining the ground state energy, Egs, from
which many properties can be derived. The ground state energy and wave
functions can in general be found by minimizing the expectation value of the
electronic Hamiltonian of Eq. (2.1):
Egs = minΨ ⟨Ψ|hˆ|Ψ⟩ ,
where the minimization is over all many-electron wave functions that produce
the same electron density and over all electron densities that integrate to the
total number of electrons.
Given the many-electron ground state, |Ψ0⟩, the electronic ground state
energy is therefore directly found from
Egs = ⟨Ψ0|Tˆelectrons|Ψ0⟩+ ⟨Ψ0|Vˆext|Ψ0⟩+ ⟨Ψ0|Vˆee|Ψ0⟩
= ⟨Ψ0|
N∑
i=1
hˆ1(ri)|Ψ0⟩+ ⟨Ψ0|Vˆee|Ψ0⟩ ,
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with hˆ1 = Tˆelectrons + Vˆext. As such, the Hamiltonian is split up into one-
and two-particle operators. One approximation to obtaining the ground state
energy relevant to the work in this thesis is the Hartree-Fock approximation.
This is briefly outlined in the next section.
2.2 The Hartree-Fock approximation
Within the Hartree-Fock approximation[31] the ground state of the many-
electron system is approximated with a single Slater determinant. Letting r
denote position and spin, a Slater determinant for N electrons is generally
written as
Φ0(r1, r2, ..., rN ) =
1√
N !
det{ψ1ψ2...ψN}
= 1√
N !
∣∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ1(r2) · · · ψ1(rN )
ψ2(r1) ψ2(r2) · · · ψ2(rN )
... ... . . . ...
ψN (r1) ψN (r2) · · · ψN (rN )
∣∣∣∣∣∣∣∣∣∣
,
where ψi are single electron states obtainable from solving the electronic
TIDSE for the equivalent non-interacting system, i.e. the system for which
Vˆee = 0. Because of the properties of determinants, the wave function fulfils
the Pauli principle, Φ0(r1, r2) = −Φ0(r2, r1). Additionally, if two electrons
occupy the same orbital, then ψi = ψj , making two rows equal and the de-
terminant is zero, preventing electrons of the same spin to occupy the same
state.
Within this approximation, the energy contributions from the one-electron
operators simply become[30]
⟨Φ|
N∑
i=1
hˆ1(ri)|Φ⟩ =
N∑
i=1
∫
ψ∗i (r)hˆ1(r)ψi(r) dr
= −12
N∑
i=1
∫
ψ∗i (r)∇2iψi(r) dr+
∫
n(r)Vext(r) dr
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and the electron-electron interaction energy becomes
⟨Φ|Vˆee|Φ⟩ =
⟨
Φ
∣∣∣∣12
N∑
i ̸=j
1
|ri − rj |
∣∣∣∣Φ⟩ = 12
N∑
i ̸=j
(∫∫
ψ∗i (r)ψ∗j (r′)
1
|r− r′|ψi(r)ψj(r
′)drdr′︸ ︷︷ ︸
Hartree
−
∫∫
ψ∗i (r)ψ∗j (r′)
1
|r− r′|ψj(r)ψi(r
′)drdr′︸ ︷︷ ︸
exchange
)
.
(2.2)
The energy associated with the Hartree term is the classical electrostatic in-
teraction energy between two charge distributions n(r) and n(r′). The energy
associated with the exchange term represents an extra stabilizing energy aris-
ing from the antisymmetry of the wave function.
This is the exact expression for the exchange energy (EXX). Since the true
many body wave function is not a Slater determinant, but a linear combination
of many Slater determinants, an energy contribution will be missing from the
Hartree-Fock approximation. The missing term is the correlation energy.
The ground state energy within the Hartree-Fock approximation, EHFgs can
then be written as
EHFgs = T + Eext + EHa +EEXX.
As written here, both the Hartree and exchange term exclude the i = j term
and EHFgs is as such self-interaction free; there does not exist an energy con-
tribution from the electron’s interaction with itself. In practice however, the
terms are calculated from the densities that sum up all contributions and there
will exist a self-interaction term in the Hartree energy that is exactly cancelled
by that in EXX. This becomes troublesome if the EXX is replaced by another
approximation to the exchange energy. This will become important later in
this thesis.
A different approach to ground state energy calculations is taken through
DFT, which will only be outlined very briefly in the following section, as that
is not the main computational method applied in the later part of this work.
2.3 Density Functional Theory
DFT offers an, in principle, exact way of obtaining the ground state energy of a
system[27, 32]. Within DFT, the ground state energy is written as an explicit
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functional of the electronic density rather than the wave functions. From a
numerical standpoint, this is of huge importance since the density is a real-
valued function of three coordinates as opposed to the complex many-body
wave function of 3N variables, with N number of electrons.
Although in principle exact, DFT requires the knowledge of an unknown,
but universal, functional which in practice is approximated, the exchange-
correlation (xc) functional. From an approximation to the xc functional, the
ground state electron density, n(r) is obtained from self-consistenct solution
of a fictitious one-electron Schrödinger equation[33](
−12∇
2 + vext(r) + vHa(r) + vxc(r)
)
ψi(r) = ϵiψi(r) (2.3)
and the relation between the wave functions and the density:
n(r) =
occ.∑
i
|ψi(r)|2.
The electrons feel the effective potential, vs(r) = vext(r) + vHa(r) + vxc(r).
This is constructed so that the resulting density of the fictitious systems is the
same as that of the true many-body system.
The ground state energy becomes a functional of the ground state density
and reads
E[n] = TNI[n] +
∫
n(r)vext(r)dr+
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ + Exc[n]. (2.4)
where TNI[n] is the kinetic energy of the non-interacting system with the same
ground state density. The kinetic energy of the interacting system is not
the same as for the non-interacting system; there is missing a component
accounting for the fact that the true many-body wave function is not a single
Slater determinant. This fraction is included in the last term, the xc energy,
whose functional derivative yields the xc potential, vxc(r) = δExcδn(r) .
In practice the xc energy functional must be approximated. The local
density approximation (LDA)[27] has been popular in solid state physics and
is also relevant to this work.
The local density approximation to Exc[n] is designed to be exact for the
homogeneous electron gas (HEG) meaning that it assumes that the system at
a given point in space, r, can be described as a HEG with density n(r). It is
therefore expected to perform well for systems with slowly varying densities.
LDA is however shown to give acceptable results for many atomic and molec-
ular systems for which the density does not vary slowly[34]. The xc functional
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is given by
ELDAxc [n] =
∫
n(r)ϵHEGxc (n(r)) dr
where ϵHEGxc (n(r)) is the exchange-correlation energy per electron in a HEG.
The exchange part can be written explicitly ϵunifx = − 34pi (3pi2n)1/3 and a para-
metric expression for the correlation part is found from Quantum Monte Carlo
calculations[35].
LDA is a local functional and does not account well for long-range inter-
actions between systems with non-overlapping densities. LDA suffers from
self-interaction errors in the Hartree term and the (surprisingly) good per-
formance comes in part from a systematic underestimation of the correlation
energy and an overestimation of the exchange energy resulting in a fortuitous
error cancellation. Regarding shortcomings; LDA is known to overestimate
bond energies and adsorption energies and systematically underestimate band
gaps[30].
Immense efforts have gone into the development of better xc functionals
and today there exist hundreds of different types including the generalized
gradient approximations (GGA), meta GGAs, (screened) hybrids, GGA+U,
and the non-local van der Waals density functionals. The ones relevant for
this work will be introduced throughout the thesis as they are used. With a
few exceptions, they all contain parameters that have been optimized for a
particular type of problem or class of material. Moreover, they rely on for-
tuitous and poorly understood error cancellations. This limits the generality
and predictive power of the standard xc-functionals whose performance can
be highly system dependent.
In Section 3.1, the RPA method for obtaining the ground state energy is
introduced as an approach to remedy some of these problems.
2.3.1 The band gap problem
In the derivation of Kohn-Sham theory, ϵi enter as Lagrange multipliers en-
suring orthogonality between the orbitals ϕi of the fictitious, non-interacting
particles. ϵi and ϕi are as such simply mathematical tools and the only rele-
vant physical information carried is that the square of the eigenfunctions sum
up to the exact ground state density and that, given the exact xc potential, the
highest occupied eigenvalue equals the negative of the ionization potential[30].
The band gap of an N -electron system is defined as the difference between
the electron affinity EA = EN −EN+1 ≡ −ϵLUMO and the ionisation potential
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Figure 2.1: Sketch of the DFT band structure of a semiconductor. After addition
of an electron occupying the empty conduction band, the xc potential and the band
structure shift up by ∆xc.
IP = EN−1 −EN ≡ −ϵHOMO:
Egap = IP− EA = ϵLUMO − ϵHOMO
where the HOMO (LUMO) are the highest occupied (lowest unoccupied) or-
bital respectively. Using that the EA of an N -eletron system is the opposite
of the IP of the N+1 electron system and that the DFT HOMO level is exact,
given the exact xc potential, the band gap can be calculated with DFT as:
Egap = ϵDFTN+1[N + 1]− ϵDFTN [N ]
where ϵDFTi [N ] is the i-th DFT orbital energy of the N -electron system. This
means that ϵDFTN+1[N+1] is the energy of the HOMO level of the N+1 electron
system and ϵDFTN [N ] the HOMO level of the N -particle system.
One usually attempts to calculate the band gap from a single DFT calcu-
lation of the N -electron system, resulting in
EDFTgap = ϵDFTN+1[N ]− ϵDFTN [N ].
This makes the exact and the DFT band gaps related through
Egap =
(
ϵDFTN+1[N ]− ϵDFTN [N ]
)
+
(
ϵDFTN+1[N + 1]− ϵDFTN+1[N ]
)
≡ EDFTgap +∆xc
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where we have introduced the derivative discontinuity, ∆xc, which is simply
the difference between the energies of the (N + 1)th orbitals of the N and
N + 1 electron systems[33, 36]. This is sketched in Fig.2.1.
In solids where N ≫ 0, adding an extra electron will only induce an in-
finitesimal change of the density. Therefore, the two corresponding KS poten-
tials must be practically the same up to a constant shift, and consequently
the KS wave functions do not change. ∆xc is this constant shift, entirely con-
tained in vxc, and as such a measure of the non-analytical behaviour of the xc
energy functional:
∆xc =
(
δExc[n]
δn(r)
∣∣∣∣
N+1
− δExc[n]
δn(r)
∣∣∣∣
N
)
+O
( 1
N
)
If ∆xc were close to zero then the difference between the DFT and the true
gap would just be a limitation of the xc functional itself. More sophisticated
approaches to the xc energy would then allow us to obtain the real gap directly
from its corresponding DFT band-structure. It turns out however that ∆xc
is the main cause of the difference between experimental gaps and that from
the LDA, which are severely underestimated. It is shown that ∆xc accounts
for about 80% of the error.
∆xc can be calculated by introducing a non-local, energy-dependent self-
energy, Σxc(r, r′, ϵ), in the Kohn-Sham equation, replacing vxc[36]. Regarding
the difference (Σxc − vxc) as a perturbation on the Kohn-Sham equation, ∆xc
can be approximated from perturbation theory. To first order,
∆xc =
⟨
ψN+1
∣∣∣∣(Σxc − vxc)∣∣∣∣
N−δ
∣∣∣∣ψN+1⟩,
where ψN+1 is the lowest unoccupied Kohn-Sham orbital of the N-electron
system and δ a positive infinitesimal.
How to calculate this self-energy and obtain more accurate band gaps from
single-electron removal and addition energies with many-body perturbation
theory has been a large part of this work and it is presented in Chapter 4.
First, however, it is shown how the actual implementation of the DFT formal-
ism can influence the calculated self-energy. This is related to the concept of
norm-conserving PAW setups. The implementation of the DFT formalism in
the GPAW code is therefore briefly discussed in the following section with em-
phasis on a newly developed method of constructing so-called norm-conserving
setups, crucial to the accuracy of the beyond-DFT method discussed in Chap-
ter 4.
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2.4 Implementation of the Kohn-Sham equations in
the GPAW code
In addition to the xc potential, more approximations are added in the nu-
merical implementation of solving the Kohn-Sham equations. The Born-
Oppenheimer approximation[37] reduced the problem to only involve the elec-
tronic wave functions but it is advantageous to further reduce the number of
electrons included in the calculations to those that are responsible for most of
the physical and chemical properties of a material, the valence electrons. This
is in practice done by a frozen core approximation where the core states are
assumed to be localized at the individual atoms, unperturbed by the environ-
ment, and can as such be calculated once for the isolated atom. How many
electrons to ”freeze” in the core is a choice to make. Additionally, since the
electronic wave functions are eigenstates of the Hamiltonian, they are orthogo-
nal to each other. With the wave functions of the core electrons being localized
around the nucleus, the wave functions of the valence electrons must oscillate
rapidly in the core region to maintain this orthogonality. This makes them
hard to describe accurately without a very large basis set. In the Projector
Augmented Wave (PAW) formalism, first described by Blöchl in 1994 [38] and
applied in the GPAW code, the rapidly oscillating valence states are mapped
onto a basis of smooth computationally convenient pseudo wave functions
through a linear transformation inside an augmentation sphere around each
atom, defined by a cutoff radius. The number of valence electrons, projector
functions, cutoff radii and more determines the ”setup” for each element. This
will be described in greater detail in the following subsections. The process of
generating the smooth pseudo wave functions and the effect they have on the
final calculations will be discussed, both for DFT and beyond-DFT methods.
The main purpose of this section is to document a newly developed method for
using a genetic algorithm[39] to automate the process of constructing setups,
a process that has previously taken many man-hours to carry out.
2.4.1 Projector Augmented Wave (PAW) formalism
In the following section the PAW formalism will be presented. As this is not
a study of the PAW formalism itself, only the main points relevant to the
following sections will be outlined. For details, the reader is referred to [38]
or the excellent write-up in [40] and the references therein.
The rapid oscillations of the orthogonal wave functions near the nuclei are
2.4 Implementation of the Kohn-Sham equations in the GPAW code 17
hard to handle numerically. In order to avoid these, we seek a linear transfor-
mation which returns the true Kohn-Sham single particle wave function from
an auxiliary smooth wave function
|ψn⟩ = Tˆ |ψ˜n⟩
where n is the quantum state label containing a k, a band and a spin index.
This results in the transformed Kohn-Sham equations
T˜ †HˆT˜ |ψ˜n⟩ = ϵnT˜ †T˜ |ψ˜n⟩
˜ˆ
H |ψ˜n⟩ = ϵnSˆ |ψ˜n⟩ (2.5)
The true wave functions are already smooth at a certain distance from the
nuclei so we define Tˆ through the atom-centered transformations Tˆ a so that
it only modifies the wave functions within an augmentation sphere close to
the nuclei defined by a cutoff radius, rac :
Tˆ = 1 +
∑
a
Tˆ a.
Inside the augmentation spheres, the true wave function is expanded in partial
waves, ϕai (also called all-electron (AE) partial waves), which in principle has
to form a complete set. Each come with a corresponding smooth partial wave
(pseudo (PS) partial wave), ϕ˜ai , which satisfies:
|ϕai ⟩ = (1 + Tˆ a) |ϕ˜ai ⟩ ⇔ Tˆ a |ϕ˜ai ⟩ = |ϕai ⟩ − |ϕ˜ai ⟩
As Tˆ a has no effect outside the augmentation sphere, the exact and the smooth
partial waves must be identical for r > rac .
The smooth partial waves form a complete set inside the augmentation sphere,
so we can also expand the smooth all electron wave function as
|ψ˜n⟩ =
∑
i
P ani |ϕ˜ai ⟩ ,
where P ani are some undetermined expansion coefficients. Applying Tˆ , one
obtains
|ψn⟩ = Tˆ |ψ˜n⟩ =
∑
i
P ani |ϕai ⟩ ,
which shows that the true wave function has identical expansion coefficients,
P ani. Since Tˆ is linear, P ani must be linear functionals of |ψ˜n⟩:
P ani = ⟨p˜ai |ψ˜n⟩ ,
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where |p˜ai ⟩ are some, to be determined, projector functions. Defining the
one center expansion of the smooth wave function as |ψ˜an⟩ =
∑
i |ϕ˜ai ⟩ ⟨p˜ai |ψ˜n⟩,
and arguing that it must reduce to |ψ˜n⟩ inside the augmentation sphere, the
projector functions must satisfy that∑
i
|ϕ˜ai ⟩ ⟨p˜ai | = 1.
Hence, the projector functions must be orthonormal to the partial waves inside
the augmentation spheres, ⟨p˜ai |ϕ˜aj ⟩ = δi,j . Given no restrictions outside, we
define them to be zero, p˜ai (r) = 0 for r > rac .
With the completeness relation, we immediately obtain
Tˆ a =
∑
i
Tˆ a |ϕ˜ai ⟩ ⟨p˜ai | =
∑
i
(|ϕai ⟩ − |ϕ˜ai ⟩) ⟨p˜ai | ⇒
Tˆ = 1 +
∑
a
∑
i
(|ϕai ⟩ − |ϕ˜ai ⟩) ⟨p˜ai |
and the true Kohn-Sham wave function is therefore obtained from the trans-
formation
ψn(r) = ψ˜n(r) +
∑
a
∑
i
(ϕai (r)− ϕ˜ai (r)) ⟨p˜ai |ψ˜n⟩ .
Subsequently, one usually defines the one-center density matrix
Dai1,i2 =
∑
n
fn ⟨ψ˜n|p˜ai1⟩ ⟨p˜ai2 |ψ˜n⟩ .
Then it is possible to show that the Kohn-Sham total energy can be separated
into a part calculated on smooth functions plus atomic corrections depending
on Dai1,i2 and system independent tensors that are pre-calculated and stored
for each element.
E˜[n˜] = TNI[{ψ˜n}] + EHa[n˜] + Exc[n˜] +
∑
a
∆Ea({Dai1,i2})
From this, one can obtain the transformed Hamiltonian by carrying out the
differentiation
∂E
∂ψ˜∗n(r)
= fnH˜ψ˜n(r).
The Hamiltonian takes the form
˜ˆ
H = −12∇
2 + uHa[n˜] + vxc[n˜] +
∑
a,i1,i2
|p˜ai1⟩∆Hai1,i2 ⟨p˜ai1 |
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where v˜s[n˜] = uHa[n˜] + vxc[n˜] is the KS potential evaluated on the pseudo
density and ∆Hai1,i2 includes the PAW corrections, amongst others a term
δ∆Exc
δDai1,i2
. This becomes important in Chapter 5.
The overlap operator becomes
Sˆ = 1 +
∑
a
∑
i1,i2
|p˜ai1⟩ (⟨ϕai1 |ϕai2⟩ − ⟨ϕ˜ai1 |ϕ˜ai2⟩) ⟨p˜ai2 | ,
and the all-electron density can be obtained from
n(r) =
val∑
n
fn|ψ˜n|2 +
∑
a
∑
i1i2
(
ϕai1ϕ
a
i2 − ϕ˜ai1 ϕ˜ai2
)∑
n
fn ⟨ψ˜n|p˜ai1⟩ ⟨p˜ai1 |ψ˜n⟩
+
∑
a
core∑
α
|ϕa,coreα |2,
The smooth wave function is obtained by solving the transformed Kohn-
Sham equation and the a) partial waves, b) smooth partial waves and c)
projector functions are system independent and can conveniently be calculated
once for each element of the periodic table. a), b), c), a pseudo core density
and a local potential define the ”setup” for each element. The core density
and local potential will not be discussed further but in the following it will be
explained how a), b) and c) are calculated in GPAW.
2.5 Setup generation
From the previous section it is evident that PAW calculations require a set of
partial waves and projector functions which will be constructed in the order
ϕai −→ ϕ˜ai −→ p˜ai . The set must be complete in principle, but this requirement
is not fulfilled in practice. A few partial waves per angular momentum channel
and per site (= per atom) has proved sufficient. In GPAW the pseudo wave
functions can be expanded in plane waves, which is the option relevant to this
work.
Omitting spin and shortening the atomic quantum number subscripts i =
(n, l,m), j = (n, l), L = (l,m), the partial waves can be written as a product
of a radial function times a spherical harmonic
ϕi(r) = Rj(r)YL(rˆ)
YL(r) are eigenstates of the Laplacian:
∇2YL(θ, ϕ) = − l(l + 1)
r2
YL(θ, ϕ)
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and Rj(r) is found from solving the radial Schrödinger equation1[
−12
d2
dr2
− 1
r
d
dr
+ l(l + 1)2r2 + vs(r)
]
Rj(ϵj , r) = ϵjRj(ϵj , r), (2.6)
where vs(r) has to be approximated with LDA or PBE etc. This means that
we generate a unique setup for each approximation to the xc potential. The
eigenvalue-dependence of the radial wave function is written explicitly.
The radial Schrödinger equation is a second-order linear differential equation
and it thus requires two boundary conditions. It can be solved using standard
techniques by knowing the asymptotic behaviour of the solution at the origin
and at infinity.
Next, in order to construct the smooth partial waves an appropriate aug-
mentation radius, rc, must be chosen. This should be small enough so that all
materials considered subsequently will not have overlapping spheres but large
enough so that the core density is well contained within.
Various choices can be made for the mathematical expression for the smooth
partial waves; Bessel functions, Gaussians etc but GPAW uses 6th order poly-
nomials of even powers:
ϕ˜i(r) = ri(a+ br2 + cr4 + dr6)
where a, b, c, d are determined by matching ϕi(r) with ϕ˜i(r) at the cutoff radius
ϕ˜i(rc) = ϕi(rc)
d
dr
ϕ˜i(r)
∣∣∣∣
rc
= d
dr
ϕi(r)
∣∣∣∣
rc
d2
dr2
ϕ˜i(r)
∣∣∣∣
rc
= d
2
dr2
ϕi(r)
∣∣∣∣
rc
d3
dr3
ϕ˜i(r)
∣∣∣∣
rc
= d
3
dr3
ϕi(r)
∣∣∣∣
rc
Finally the smooth projector functions, p˜ai , are obtained from
|p˜ai ⟩ =
(
−12∇
2 + v˜s − ϵi
)
|ϕ˜ai ⟩
The orthogonality condition, ⟨p˜ai |ϕ˜aj ⟩ = δi,j , is then enforced inside the augmen-
tation spheres by a standard Gram-Schmidt procedure. This specific choice
1In practice the scalar relativistic version of the Schrödinger equation is solved.
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makes |ϕ˜ai ⟩ a solution to the transformed Schrödinger equation, Eq.(2.5), mean-
ing that the reference atom is described exactly despite the finite number of
projectors.
It might be necessary to include additional partial waves to make the basis
sufficiently ”complete”. The all-electron partial wave is found from solving Eq.
(2.6) and the pseudo partial wave from solving the PAW equation(
H˜ − ϵkS˜
)
|Rk⟩ = 0 (2.7)
for arbitrary ϵk and in turn generating the projector function. How well the AE
and PS partial waves agree is estimated in terms of the logarithmic derivative
at the cutoff radius
dj(Rj) ≡ 1
Rj(ϵj , rc)
[
dRj(ϵj , r)
dr
]
rc
. (2.8)
The following equality for the radial part of the (smooth) partial waves
1
Rj(ϵj , rc)
[
dRj(ϵj , r)
dr
]
rc
= 1
Rj(ϵj , rc)
[
dR˜j(ϵj , r)
dr
]
rc
, (2.9)
is strictly fulfilled for energies equal to the eigenvalues, ϵj , but not at arbitrary
energies; solving the radial Schrödinger equation, Eq.(2.6), to obtain Rj(ϵj , r)
or the transformed counterpart, Eq.(2.5), to obtain R˜j(ϵj , r) will not neces-
sarily produce wave functions with similar value and derivative ratio. When
applying the PAW formalism it is important that the logarithmic derivative
agree up to energies relevant for the bands included in the calculations. For
DFT calculations, this is most often limited to the valence bands. Agreeing
logarithmic derivatives ensure that the smooth partial waves are useful in en-
vironments where the eigenvalues do not differ significantly from those used
in their construction. E.g. a setup for Si can be used for the bulk solid but
also for the Si surface of liquid Si[30].
A term important to setup generation is norm-conservation. This ensures
that the partial wave and the smooth counterpart share the same norm inside
the cutoff radius ∫ rc
0
r2
[
Rj(ϵj , r)
]2
dr =
∫ rc
0
r2
[
R˜j(ϵj , r)
]2
dr.
There is no fundamental requirement of norm-conservation in the PAW formal-
ism (as is the case for pseudopotentials[30], excluding the ultra-soft pseudopotentials[41]),
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only that the partial waves form a complete set inside the cutoff radius. How-
ever, if the partial-wave expansion is truncated (as is necessary in practice),
the completeness condition is no longer exactly fulfilled. This can become
a problem for so-called GW calculations, as presented in Section 2.5.1. The
GW method is introduced in great detail in Chapter 4, but for now it is just
a beyond-DFT method used to obtain accurate excitation energies. It turns
out that re-enforcing norm-conservation can help reducing the error made
from not fulfilling the completeness condition. More on this in the following
subsection.
First, a simple example of generating a smooth partial wave is shown for
the hydrogen atom. We know the exact wave functions and the s-type is listed
below:
• 1s:
ψ1s(r) =
1√
pia30
e−r/a0
• 2s:
ψ2s(r) =
1
4
√
2pia30
(
2− r
a0
)
e−r/2a0
• 3s:
ψ2p(r) =
1
81
√
3pia30
(
27− 18r
a0
+ 2r
2
a20
)
e−r/3a0
These wave functions are shown in Fig. 2.2a for a0 = 1. In Fig. 2.2b the
smooth wave function (6th order polynomial) corresponding to the 1s is shown
in cyan with rc = 2. It is immediately clear that the norm is not conserved;
⟨ϕ˜1s|ϕ˜1s⟩ ̸= ⟨ϕ1s|ϕ1s⟩. If we are to enforce norm conservation, we must simul-
taneously add a r8 term to ϕl(r)
ϕ˜ncl (r) = rl(a+ br2 + cr4 + dr6 + er8)
so that we now solve five equations for five unknown. This yields the wave
function in orange in Fig. 2.2b. As a consequence this is less smooth and will
thus require a larger basis set of plane waves to be described accurately. This
will increase the computational cost so the question is if preserving the norm
is important?
2.5 Setup generation 23
(a) (b)
Figure 2.2: (a) Radial part of the 1s, 2s and 3s wave functions of the hydrogen
atom. (b) The 1s wave function along with a smooth and a norm-conserving smooth
counterpart (rc = 2).
2.5.1 Norm-conservation and GW calculations
The GW method requires evaluation of so-called pair-densities, ⟨n|eiG·r|m⟩.
Denoting the (smooth) partial wave (|α˜⟩) |α⟩, the projector function |pα⟩, the
all-electron orbitals |n⟩ are related to the smooth part, |n˜⟩ by the linear trans-
formation
|n⟩ = |n˜⟩+
∑
α
(
|α⟩ − |α˜⟩
)
⟨pα|n˜⟩
= |n˜⟩+ |naug⟩ .
The pair-densities will as such involve four terms (here for G = 0):
⟨n|m⟩ = ⟨n˜|m˜⟩+ ⟨naug|maug⟩+ ⟨naug|m˜⟩+ ⟨n˜|maug⟩ .
With the crucial assumption that the set of partial waves is complete, the pair
density simplifies to[38]
⟨n|m⟩ = ⟨n˜|m˜⟩+
∑
αβ
⟨n˜|p˜α⟩
(
⟨α|β⟩ − ⟨α˜|β˜⟩
)
⟨p˜β|m˜⟩ .
This simplification is crucial to the efficiency of the PAWmethod. It is however
not possible to achieve completeness for orbitals at very high energies, so all
four terms should in principle be kept. Take n as a plane wave with large
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momentum, then the projection ⟨n˜|pα⟩ becomes small because the projectors
only span the occupied orbitals. That means we are left with
⟨n|m⟩ = ⟨n˜|m˜⟩ .
Hence if the smooth wave functions have the correct norm, the pair densities
will agree exactly for G = 0 and approximately for larger plane waves. Norm-
conservation should therefore result in a better approximation for the GW
self-energy, and it can be seen as a way to reduce the error made by throwing
away the cross-terms in the pair densities. The error in the norm can be quite
significant for some of the elements with the current way of constructing the
setups. In Fig.2.3 the elements are colored according to the (a) minimum
and (b) maximum norm of the smooth partial waves. Norm-conservation
(norm = 1) is yellow in both figures. The problem is seen to be most present
for transition metals, where the norm is violated most significantly for the d
electrons.
This problem has been addressed by Klimes et al. in [42] for the VASP
code and comparisons to this particular publication will be presented in the fol-
lowing section after introducing how we decided to generate norm-conserving
setups for the GPAW code.
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(a) min
l∈s,p,d,···
(
||ϕ˜l||
)
for the valence electrons of each element.
(b) max
l∈s,p,d,···
(
||ϕ˜||
)
for the valence electrons of each element.
Figure 2.3: Periodic table colored according to the norm of the smooth partial waves entering the
PBE setups of the various elements.
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2.5.2 Genetic Algorithm for setup generation
Figure 2.4: Flowchart of
a genetic algorithm.
As discussed in the previous section, a PAW setup
consist of partial waves, smooth partial waves, pro-
jector functions, a local potential and a pseudo core
density. Each angular momentum channel of an el-
ement will require a cutoff radius for the augmen-
tation sphere. To approach completeness, it might
be necessary with an extra partial wave, smooth par-
tial wave and projector function for each angular mo-
mentum channel at energies to be determined. Ad-
ditionally a cutoff for the local potential is needed.
This means that around N = 7 variables must
be determined for each setup. Previously, the N-
dimensional search-space has been explored manu-
ally which has proven to be a time-consuming and
demanding task as simultaneous optimization of ac-
curacy of the setup and computational expense is re-
quired. In this regard, evolutionary computing tech-
niques can provide a powerful alternative to finding
optimal PAW setups and to eliminate user super-
vision. A Genetic Algorithm (GA) is one of such
techniques which has been applied in this work and
elsewhere[43]. We attempted to address the problem
of using PAW datasets in beyond-DFT calculations
requiring a correct representation of higher-lying un-
occupied electronic states. In the following section it is briefly explained how
the GA available in the GPAW code works and preliminary results are pre-
sented and compared with that of the VASP code which also apply the PAW
formalism.
The GA is initiated by creating a population of possible solutions (PAW
setups) spanning the N-dimensional search space. A fitness factor is calculated
for each setup, which is a number defining how ”good” the setup is. What goes
into the fitness factor and how to define a good setup will be elaborated upon
shortly. The individuals of the population are then evolved through iterations
towards optimal fitness under the genetic operations: selection, crossover and
mutations. The selection process enforces the ”survival of the fittest”-principle,
probabilistically favouring individuals with better fitness in becoming parents
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of the next generation. Crossover and mutation causes small random and unbi-
ased changes to the individuals in the population. More specifically, crossover
searches for better individuals by mixing already good ones and mutation can
introduce features that were lost in the current population[43]. This procedure
is sketched in Fig.2.4. The GA used here introduces more aggressive crossover
and mutation during the first iterations in order to sample widely in the N
dimensional search space before narrowing down the search. Currently no ter-
mination criteria is set on the fitness factor as the absolute value of the fitness
factor turned out to be very element specific. The algorithm now simply runs
for the set amount of time.
The fitness factor determining the quality of a setup was chosen to test the
following properties:
• Logarithmic derivative error from -1.5 to 2.0 Hartree. Tolerance: 0.3.
Log-Error =
∑
l∈{s,p,d}
∫ 2.0
−1.5
dE
∣∣∣∣dl(R˜l(E))− dl(Rl(E))∣∣∣∣
• Deviation from FHI-AIMS all-electron calculations of fcc and rocksalt (el-
ement combined with oxygen) equillibrium lattice constants. Tolerance:
0.01 Å.
• Difference in energy change when compressing the fcc and rocksalt struc-
tures with 10 and 20% compared with FHI-AIMS equillibrium value.
Tolerance: 0.03, 0.05 eV.
• Number of iterations of the Kohn-Sham equations before convergence of
a 7-layer, fcc(111) terminated slab. Tolerance: 40.
• Cutoff required for the total energy of an atom in a 3×3×3 Å box to be
within 0.1 eV of the fully converged calculation (at 1500 eV). Tolerance:
400 eV.
• Eggbox error of the atom in a similar sized box. Eggbox error defined as
the largest difference in energy as the atom is placed in four different po-
sitions through the unit cell. This is only an issue for the finite-difference
implementation in the GPAW code. Tolerance: 0.0005 eV.
• It is punished if the cutoff radii for the different angular momentum
channels become larger than the covalent radius of the atom. Tolerance:
0.4 Å.
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And the resulting fitness factor calculated as:
Fitness factor =
∑
properties
( Error
Tolerance
)2
As such, the magnitude of the tolerance determines how much weight a given
property is given in the fitness factor.
The search-space is defined by the user when constructing the initial popula-
tion in terms of how many electrons that are defined to be frozen in the core
and how many extra partial waves are included. Additionally, the user decides
if norm-conservation is enforced. From there the GA optimizes the cutoff radii
of the s, p, d, ... channels and the local potential as well as the energies of
the additional partial waves. The tolerance values defined (rather arbitrarily)
above will of course play a large role in which setups the GA ends up with.
This can for example be used to construct setups which converge quickly at
the expense of accuracy which could be useful for first-time quick’n’dirty cal-
culations providing a rough idea of the properties of the system of interest.
They could also be used for educational purposes where students are trying
to become familiar with the program but not interested in highly accurate
output numbers. On the other hand, extremely accurate but computationally
slower setups could be constructed for the specific cases where this is required.
The GA has been applied to a range of elements, some of which are of
particular importance to this work. The main interest in this regard is how
norm-conservation affects the setup when applied in GW calculations.
First, the GA was applied to the simpler elements, namely C, B and N where
the wave functions are close to being norm-conserving already and the enforced
norm-conservation is not expected to have an effect on the following GW
calculations. The performance of the two best C and the best B and N setups
in relation to the fitness factor is reported in Table 2.1. It should be noted that
the parameters have been discretized so the minimum variation in a parameter
across different setups is 0.05 Åand 0.10 eV. Both for the standard case as well
as enforced norm-conservation. The GA ran for 50 hours, evaluating almost
2000 different setups for each element. We immediately see that the best and
second best C setup are almost identical, and so are the next ten as well (not
reported here). This indicates that the GA has located an optimum in the
search space. The cutoff energy necessary to achieve convergence is clearly
higher for the norm-conservation setups, in good agreement with the fact that
the norm-conserving wave-functions are less smooth, requiring more rapidly
oscillating plane waves to be described accurately.
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Performance:
C #1 C #2 B N C-nc #1 C-nc #2 B-nc N-nc
Fitness factor 5.7 6.0 1.4 10.8 5.4 5.4 2.1 19.5
Log. deriv. 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
fcc - a0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.01
fcc - 10% 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
fcc - 20% 0.02 0.02 0.03 0.04 0.01 0.00 0.01 0.07
rocksalt - a0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
rocksalt - 10% 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
rocksalt - 20% 0.07 0.07 0.02 0.12 0.03 0.04 0.01 0.15
Iterations 30 33 24 25 24 22 21 31
Cutoff 381 381 250 398 420 440 483 656
Eggbox 0.0004 0.0004 0.0001 0.0008 0.0004 0.0005 0.0002 0.0006
Radii 0.5 0.5 0.1 0.3 0.7 0.6 0.1 0.7
Parameters:
Radii: s 1.65 1.65 1.50 1.30 1.40 1.35 1.40 1.20
Radii: p 1.30 1.30 1.25 1.35 1.70 1.70 1.25 1.40
Radii: d 1.10 1.10 1.00 1.15 1.30 1.30 1.50 1.60
Proj. energies: s -0.20 -0.20 0.90 -1.10 1.60 1.30 2.20 -0.30
Proj. energies: p 0.20 0.20 0.80 0.80 -0.20 -0.10 0.70 1.80
Proj. energies: d 1.10 1.20 -0.70 -0.90 2.10 2.20 -2.00 1.10
Radii: Local potential 1.10 1.10 1.00 1.15 0.90 0.90 1.15 1.10
Table 2.1: Parameters for the C, B and N setups discussed in this section.
In Table 2.2, various energy differences through the Brillouin zone from
the resulting GW calculations using the setups above as well as the standard
(std) setup available with GPAW are reported.
For C we see that the standard setup agrees really well with the one gen-
erated using the GA. Additionally there is almost no difference comparing to
the setup where norm-conservation has been enforced. We do see deviations
comparing with the results from [42] or [44] up to 0.18 eV.
For BN the gap spans 0.15 eV between the three GPAW setups. In GW calcu-
lations we worry about converging the results to within 0.02 eV with respect to
the number of k-points, plane wave cutoff etc. but this suggests that an even
larger error might be introduced in the used setup already. This issue needs
to be addressed in the future. The relevant question here is however, how do
we determine the correct number for the band gap from a GW calculation?
Do we need to compare with all-electron codes? The implementation of D.
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Material ∆IP Γc Lv Lc χv χc Gap
D. Nabok et al. [44] C -0.99 7.43 -2.94 10.38 -6.58 6.26
J. Klimes et al. [42] C -1.07 7.43 -2.92 10.37 -6.55 6.21
GPAW std C -1.02 7.57 -2.99 10.54 -6.62 6.32 5.74
GPAW GA C -1.02 7.57 -2.99 10.54 -6.63 6.34 5.75
GPAW GA nc C -1.05 7.58 -2.99 10.55 -6.63 6.37 5.78
D. Nabok et al. [44] BN -1.47 11.28 -2.04 12.32 -5.13 6.47 6.47
J. Klimes et al. [42] BN -1.35 11.29 -2.08 12.25 -5.19 6.37 6.37
GPAW std BN -1.42 11.48 -2.07 12.43 -5.17 6.54 6.54
GPAW GA BN -1.31 11.40 -2.10 12.37 -5.22 6.45 6.45
GPAW GA nc BN -1.47 11.53 -2.07 12.52 -5.15 6.60 6.60
Table 2.2: G0W0@LDA results for C and BN: the absolute shift of VBM compared
to LDA (∆IP) and the positions of VBM at χ (χv) and L (Lv) and CBM at Γ (Γc),
χ (χc) and L (c) relative to VBM at Γ. Hence Γc is the direct band gap. The values
are extrapolated to infinite cutoff.
Nabok et al. [44] is in an all-electron code but they compared to the results
of J. Klimes et al. [42] to tune their basis. We obviously cannot compare
with experimental results as GW is not exact and we should not construct
setups which bias GW results towards the experimental values if that does
not represent the actual accuracy of the method. Additionally, adding GW
calculations to the fitness factor when constructing setups will be way too time
consuming on the GA. The GW test must be a post-process so it is important
to determine which parameters that go into the setup construction affects the
subsequent GW calculations. One such parameter could be the logarithmic
derivatives, as this represents how well higher lying states will be described.
This will be discussed in greater detail in the following section for an element
where these considerations are much more crucial than for B and N, namely
Zinc.
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2.5.2.1 Zinc
In [42] it was argued that Zinc was one of the elements where norm-conservation
was most severely violated. That is also evident from Fig.2.3. The norm of
the 3d partial wave is 0.154. A set of Zinc setups was therefore constructed
using the GA algorithm in order to compare their performance with the stan-
dard setup and to reproduce the results in [42]. The standard setup for Zinc
includes the 3d, 4s and 4p partial waves (12 valence electrons) and includes
an extra s, p and d partial wave along with their smooth counterpart and
projector functions. The setups generated with the GA also includes the 3s
and 3p as valence electrons, as is the case in [42]. Additionally we varied the
number of extra partial waves included; only one or two extra d, one s, p and
d or one s, one p and two d. Setups were generated both with and without
norm-conservation enforced. Deviations in the logarithmic derivatives up to
10 Hartree were punished, ensuring better agreement for higher energies. The
performance of the resulting setups for the GA and the parameters necessary
to generate them are listed in Table 2.4.
Performance:
Norm-conserving
Zn d Zn spd Zn 2d Zn sp2d Zn d Zn spd Zn 2d Zn sp2d
Fitness factor 954.5 192.4 307.5 95.9 51340.6 19796.5 4587.7 862.1
Log. deriv. 1.7 1.3 1.5 0.5 21.7 12.6 4.5 2.3
fcc - a0 -0.12 0.03 0.01 -0.01 -0.03 0.09 -0.06 -0.01
fcc - 10% 0.30 -0.01 -0.01 0.01 0.66 0.19 0.41 0.08
fcc - 20% 0.03 0.06 0.01 0.00 0.86 0.84 0.20 0.23
rocksalt - a0 -0.10 0.03 0.01 -0.01 0.07 0.09 -0.21 0.01
rocksalt - 10% 0.31 -0.03 0.02 0.08 -0.35 0.69 0.03 0.03
rocksalt - 20% 0.71 0.02 0.00 0.10 0.23 2.22 0.51 0.09
Iterations 40 57 90 169 56 117 93 106
Cutoff 894 895 754 807 898 889 896 897
Eggbox 0.0063 0.0052 0.0152 0.0125 0.1134 0.0575 0.0843 0.0330
Radii 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Parameters:
Radii: s 1.15 1.30 1.20 1.30 1.40 1.70 1.40 1.90
Radii: p 1.90 1.15 1.85 1.95 1.85 2.35 1.35 1.60
Radii: d 1.10 1.30 1.85 1.55 1.50 1.90 1.85 1.75
Energies: s - 4.3 - 3.1 - 2.20 - 2.10
Energies: p - 6.0 - 5.9 - 5.30 - 5.80
Energies: d 0.6 0.5 1.9, 5.8 -1.3, 6.5 -0.2 2.1 0.9, 5.9 0.5, 5.5
Radii: Local pot. 0.95 1.00 5.80 0.90 1.35 1.20 1.25 1.20
Table 2.3: Performance and parameters for the GA generated Zn setups with various
number of extra projectors. The 3s, 3p, 3d, 4s, 4p were treated as valence electrons.
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The inverse tangent of the corresponding logarithmic derivatives are shown
in Fig.2.5 from -1.5 to 10.0 Hartree, shifted down by pi at divergences in the
logarithmic derivatives. The dashed line correspond to the smooth partial
waves. The matching clearly improves when adding more projectors but this
will simultaneously increases the computational cost. We want the logarithmic
derivatives to match to as high energies as possible, but it is observed that
this becomes more difficult when enforcing norm-conservation. Adding more
projectors improve the logarithmic derivatives as well as the other parameters
included in the fitness factor. The fitness factor is in general much higher
for the norm-conserving setups, mainly due to larger logarithmic derivatives,
larger deviations for lattice constants and a larger eggbox error. The only nc
setup that shows an acceptable performance is sp2d.
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(a) Extra projectors: d (b) Extra projectors: s,p,d
(c) Extra projectors: 2d (d) Extra projectors: s,p,2d
Figure 2.5: Logarithmic derivatives from -1.5 to 10.0 Hartree for norm-conserving
Zn setups. Dashes line corresponds to the smooth partial waves. Crosses at the
eigenvalues, ϵj .
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The norm-conserving Zn sp2d setup is subsequently used to reproduce the
particular behaviour of specific bands in ZnO as a function of the number
of unoccupied bands included in the calculation of the response function, as
presented in [42]. The comparison is shown in Fig.2.6 with (a) the results
with VASP and (b) the results of this work. The QP correction (ϵDFT− ϵGW)
is shown for the CBM, VBM and 3d states at the Γ-point. The calculation is
carried out at 4 × 4 × 4 k-points and 800 eV plane wave cutoff. An upward
shift of 1 eV is added to the VBM and 3d states. The agreement between the
two codes is fairly good and the importance of norm-conservation, especially
for the d states is clear. The converged d-band correction differ by around 1
eV compared with the standard setup available, although both potentials are
practically indistinguishable for ground-state calculations. As mentioned in
[42], the VBM is dominated by oxygen 2p states but at the Γ-point the Zn-
3d states hybridize with the O-2p states forming a bonding and antibonding
linear combination. The antibonding linear combination has a strong Zn-3d
character and hence the VBM follows the 3d states[42]. The shift in the VBM
is however less than observed with VASP. We observe a similar shift in the
CBM and hence the band gap remains almost unaffected, where as VASP
reports an opening of the gap.
(a) (b)
Figure 2.6: QP corrections to the VBM (maximum), CBM and d-band of ZnO with
(a) VASP[42] and (b) GPAW.
QP energies for various points throughout the Brillouin zone has been
reported independently in [42] and [44] so it is natural to compare GPAW
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here. The k-point sampling is increased and the QP energies are calculated
for ZnO in zincblende structure employing the experimental lattice constant
and extrapolating to infinite plane wave cutoff including 2200 bands with the
3 different setups generated as well as the standard GPAW setup. The results
are printed in Tab.2.4. ∆IP is the absolute shift of VBM compared to LDA
and the remaining columns represent the positions of VBM at χ (χv) and L
(Lv) and CBM at Γ (Γc), χ (χc) and L (c) relative to VBM at Γ. Hence Γc
is the direct band gap. None of this is concerned with the 3d states and the
numbers (except for ∆IP) are differences between QPs. In Fig.2.6 we saw that
the gap at Γ was less affected when employing a norm-conserving setup due
to a similar downshift of both the CBM and VBM. The energy differences
in column 4 to 8 in Tab.2.4 are seen to be unaffected in a similar way. The
deviations from the results of [42] vary from 0.04 to 0.21 eV and from [44] from
0.10 to 0.45 for the norm-conserving setup. The deviations between [42] and
[44] vary from 0.01 to 0.31 eV. The fact that codes deviate with up to 0.45 eV
for advanced, high-accuracy methods is unsatisfactory and it justifies the need
for further investigates as to why. That is however beyond the scope of this
work. ∆IP is the same QP correction as plotted in Fig. 2.6 (although for a
converged k-point sampling in the table) for the VBM. In the figure however,
1.0 eV is added to improve the visualization.
∆IP Γc Lv Lc χv χc Gap
D. Nabok et al. [44] -1.74 2.73 -0.78 7.78 -2.12 7.31 2.73
J. Klimes et al. [42] -1.53 2.46 -0.79 7.43 -2.15 7.00 2.46
GPAW std -1.19 2.31 -0.85 7.44 -2.27 7.00 2.31
GPAW GA Zn3s3p spd -1.20 2.31 -0.85 7.45 -2.27 7.02 2.31
GPAW GA Zn3s3p sp2d -1.26 2.39 -0.85 7.54 -2.25 7.06 2.39
GPAW GA nc Zn3s3p sp2d -1.32 2.28 -0.88 7.37 -2.36 7.04 2.28
Table 2.4: G0W0@LDA results for ZnO employing various setups: the absolute shift
of VBM compared to LDA (∆IP) and the positions of VBM at χ (χv) and L (Lv)
and CBM at Γ (Γc), χ (χc) and L (c) relative to VBM at Γ. Hence Γc is the direct
band gap. The values are extrapolated to infinite cutoff from calculations at 700 and
800 eV including 2200 bands.
As the fully converged calculations required 800 eV plane wave cutoff, one
could argue that having logarithmic derivatives agreeing up to 10 Hartree is
not sufficient to accurately capture states up to 800 eV. In Fig.2.7 the logarithic
derivatives of the Zn sp2d setups are shown up to 100 Ha. There is a clear
deviation for energies above 15 Ha. Possibly not visible from the figure, but the
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agreement is worse for the norm-conserving setup. The difference integrated
from -1.5 to 100 Hartree summed up for all four angular momenta is 94.2 Ha
for the Zn sp2d setup and 132.4 Ha for the norm-conserving one.
(a) (b)
Figure 2.7: Logarithmic derivatives from -1.5 to 100.0 Hartree for (a) the Zn sp2d
setup and (b) the norm-conserving Zn sp2d setup.
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2.5.2.2 Norm-conserving setups for 2D materials
To carry out GW calculations for the popular 2D materials, WS2, MoS2 and
MoSe2, norm-conserving setups were generated for Mo and W. The perfor-
mance and parameters can be found in Appendix A.1. In Fig. 2.8 the VBM
and CBM are shown relative to vacuum calculated with PBE (a GGA xc
functional)[45], non-selfconsistent HSE06 (hybrid DFT xc functional)[46] and
G0W0 for MoSe2 in its PBE relaxed structure. Norm-conservation only af-
fects the G0W0 calculations: the bands shift down by around 0.5 eV, while
the gap closes by 0.09 eV. The valence and conduction bands consist of mostly
molybdenum d orbitals, so this case is closely related to that of ZnO, although
the shift is not as dramatic as was the case for the d-band of ZnO. A simi-
lar picture is observed for WS2 and MoS2. This downshift emphasizes the
need for norm-conserving setups if one is to obtain the true GW value for
the absolute band positions. These can become important for interfaces in
heterostructures, for example.
Figure 2.8: Position of VBM and CBM relative to vacuum for 2D MoSe2 calculated
with PBE, HSE and G0W0 employing the standard and a norm-conserving (nc) setup
constructed with the GA for this work.
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CHAPTER 3
Improving total energies: The
Random Phase
Approximation
DFT has proven to be a computationally fast and efficient method for calcu-
lating ground state properties for a large variety of systems showing (perhaps
surprisingly) accurate predictions of structures and thermodynamic properties
of molecules and solids. Despite its success in many areas, it does suffer from
large errors causing qualitative failures in predicted properties. Some short-
comings of DFT are the underestimation of barriers of chemical reactions,
energies of dissociating molecular ions and charge transfer excitation energies.
Furthermore, DFT fails in describing degenerate or near-degenerate states in
transition metal systems, breaking of chemical bonds and strongly correlated
materials[6]. Most failures are not a breakdown of the theory itself but a de-
ficiency in the xc functional applied. However, a systematic construction of
functionals has proven to be an extremely difficult task.
Due to these limitations, efforts have been initiated to find more a fun-
damental expression for the xc energy. In the following chapter, a formally
exact expression for the xc energy will be derived using the adiabatic connec-
tion fluctuation-dissipation theorem. The expression requires the knowledge of
how the system responds to an external perturbation, i.e. the density response
function. This in turn is calculated within the random phase approximation
(RPA) which is currently being considered the gold standard for solid state
systems due to its ab-initio nature, good description of static correlation and
excellent description of long range dispersive forces, such as van der Waals
forces[47, 48, 49, 50]. It is then discussed how to go beyond RPA by including
a xc kernel from time-dependent DFT and both RPA and beyond methods
are in turn applied to the area of surface chemistry.
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3.1 Derivation of the Random Phase Approximation
RPA total energy calculations include the exact exchange energy from the
Hartree-Fock approximation, Eq. (2.2), in the expression for the total energy
Exc[n] = EEXXx [n] + ERPAc [n].
and the method is concerned with approximating the correlation energy. The
RPA expression for the correlation energy can be formulated within different
theoretical frameworks, but one convenient approach is the adiabatic con-
nection technique coupled to the fluctuation-dissipation theorem in the DFT
context (ACFDT)[49].
Introducing the true many-body wave function |Ψ⟩ and the Kohn-Sham
ground state (Slater determinant of non-interacting wave functions), |Φ⟩, it is
evident that the total Hartree + exchange + correlation energy can be written
as
EHxc = ⟨Ψ|Tˆ + Vˆee|Ψ⟩ − ⟨Φ|Tˆ |Φ⟩ .
Now it is possible to introduce a fictitious system governed by a λ-parameter
∈ [0, 1] that adjusts the interaction between the electrons. The Hamiltonian
of the λ-system is
Hˆ(λ) = Tˆ + λVˆee + Vˆ λext.
While turning on the electron-electron interaction by increasing λ, the external
potential is adjusted to keep the same ground state density.
Ψλ is now defined as the wave function that minimizes the expectation value
of Hˆ(λ) such that Ψλ=0 = Φ and Ψλ=1 = Ψ. With this, EHxc can be rewritten
EHxc = ⟨Ψλ|Tˆ + λVˆee|Ψλ⟩
∣∣∣∣
λ=1
− ⟨Ψλ|Tˆ + λVˆee|Ψλ⟩
∣∣∣∣
λ=0
=
∫ 1
0
dλ ddλ ⟨Ψλ|Tˆ + λVˆee|Ψλ⟩
=
∫ 1
0
dλ ⟨Ψλ|Vˆee|Ψλ⟩ , (3.1)
where it is used that ddλ ⟨Ψλ|Qˆ|Ψλ⟩ = ⟨Ψλ| ddλQˆ|Ψλ⟩ by the variational principle[33].
The coulomb interaction in second quantization reads
Vˆee =
1
2
∫ ∫
drdr′ 1|r− r′| ψˆ
†(r)ψˆ†(r′)ψˆ(r′)ψˆ(r),
3.1 Derivation of the Random Phase Approximation 41
and using the anti-commutator relation {ψ(r), ψ†(r′)} = δ(r−r′) on the middle
pair of operators, it can be rewritten into
Vˆee = −12
∫ ∫
drdr′ 1|r− r′|
[
nˆ(r)δ(r− r′)− nˆ(r)nˆ(r′)] ,
where nˆ(r) = ψˆ†(r)ψˆ(r). Inserting this into Eq. (3.1) and subtracting the
Hartree and exchange energy, ⟨Ψλ=0|Vˆee|Ψλ=0⟩, an expression for the correla-
tion energy is derived
Ec =
1
2
∫ 1
0
dλ
∫ ∫
drdr′ 1|r− r′|
[(
⟨Ψ0|nˆ(r)δ(r− r′)|Ψ0⟩ − ⟨Ψλ|nˆ(r)δ(r− r′)|Ψλ⟩
)
+
(
⟨Ψλ|nˆ(r)nˆ(r′)|Ψλ⟩ − ⟨Ψ0|nˆ(r)nˆ(r′)|Ψ0⟩
)]
= 12
∫ 1
0
dλ
∫ ∫
drdr′ 1|r− r′|
[
⟨nˆ(r)nˆ(r′)⟩λ − ⟨nˆ(r)nˆ(r′)⟩0
]
, (3.2)
where it is used that the expectation value of the density for both the non-
interaction and λ-interacting wave functions are the same per construction.
⟨nˆ(r)nˆ(r′)⟩ is in general called a two-body density matrix and is related
to an object called the pair correlation function, g(r, r′) which, physically
speaking, represents the probability of finding an electron at r given that there
is one at r’. Because of correlation, the presence of an electron discourages
other electrons from approaching it and therefore the pair correlation function
must go from 0 at r = r′ to 1 for r − r′ → ∞. The relation connecting
the two-body density matrix to the pair correlation function is ⟨nˆ(r)nˆ(r′)⟩ =
1
2 ⟨nˆ(r)⟩ ⟨nˆ(r′)⟩ g(r, r′), but finding an explicit expression for pair correlation
function, is a major problem in many-body theory[30].
In order to evaluate ⟨nˆ(r)nˆ(r′)⟩λ it is necessary to introduce an object
called the density-density response function. Assuming a system with density
n(r) at time t0 and an external perturbation V (r, t), the density at time t > t0
can be written
n(r, t) = n(r, t0) +
∫
dr′
∫ ∞
t0
dt′ δn(r, t0)
δV (r′, t′)δV (r
′, t′) + · · ·
and the retarded linear density-density response function is then defined as
χR(r, r′, t, t′) = δn(r, t)
δV (r′, t′) .
For a weak perturbation, the response of a system is dominated by the lin-
ear effects. The response function of an interacting system is a complicated
42 3 Improving total energies: The Random Phase Approximation
object and needs to be approximated, but an analytic expression for the non-
interacting response function can be derived from time-dependent perturba-
tion theory[51]
χR0 (r, r′, iω) =
∑
i,j
fi − fj
iω + ϵi − ϵj ψ
∗
i (r)ψj(r)ψi(r′)ψ∗j (r′). (3.3)
with fi,j being the occupation numbers (0 or 1) and ϵi,j the eigenenergies of
the corresponding i, j eigenstates, ψi,j . The R for retarded will be omitted
from here on. This is a rather computationally expensive object to evaluate
since the sum over i and j are over all occupied as well as unoccupied states.
This sum is in principle infinite but has to be truncated at a chosen number
of unoccupied states determined by the so-called cutoff energy, Ecut.
From the Fluctuation-Dissipation theorem it is possible to obtain an ex-
pression for ⟨nˆ(r)nˆ(r′)⟩λ in terms of the response function of the λ−system.
Some details are explained in [49] and the result repeated here:
⟨nˆ(r)nˆ(r′)⟩λ = n(r)n(r′)−
1
pi
∫ ∞
0
dωχλ(r, r′, iω).
This theorem relates a density fluctuation to the dissipation of a system rep-
resented by the density-density response function on imaginary frequencies.
Inserting this expression into Eq. (3.2) for both the λ-system and the λ = 0
system gives a final (and still exact) expression for the correlation energy:
Ec = −
∫ 1
0
dλ
∫ ∞
0
dω
2pi
∫ ∫
drdr′
[ 1
|r− r′|
(
χλ(r′, r, iω)− χ0(r′, r, iω)
)]
.
The correlation energy can be calculated once an approximation for χλ has
been made.
From time-dependent DFT, χλ can be shown satisfy the Dyson equation[51]
χλ(r, r′, iω) = χ0(r, r′, iω)
+
∫ ∫
dr1dr2χ0(r, r1, iω)
(
λVee(r1 − r2) + fλxc(r1, r2, iω)
)
χλ(r2, r′, iω),
where the exchange-correlation kernel is the functional derivative of the xc
potential at coupling strength λ, fλxc(iω) = δVxc[n]δn(r) . All correlation effects in
χλ have been transferred to fλxc which, in RPA, is approximated in the simplest
possible way as fλxc = 0 [52]. Various successful attempts at going beyond RPA
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(fλxc ̸= 0) have been made over the recent years. One is particular relevant to
this work, known as the renormalized adiabatic LDA (rALDA)[53, 54, 55, 56],
and it will be discussed in Section 3.2.
It is common to Fourier transform from real space to q-space, which gives
χλ(q, iω) within RPA as:
χRPAλ (q, iω) =
χ0(q, iω)
1− λVee(q)χ0(q, iω) ,
where Vee(q) = 4pi/|q|2.
The λ-integration can be carried out analytically, resulting in the expres-
sion for the RPA correlation energy
Ec[n] =
1
2
∫
dω
2piTr
{
ln[1− Veeχ0(iω)] + Veeχ0(iω)
}
(3.4)
with the trace (Tr) being another (common) way of writing, in real space,
Tr[AB] =
∫ ∫
A(r, r′)B(r′, r) drdr′
or in reciprocal space[57]
Tr[AB] = 1
Nq
∑
q∈BZ
∑
|G+q|,|G′+q|
AGG′(q)BGG′(q),
with Nq being the number of q-points, G and G’ reciprocal lattice vectors
and BZ short for the first Brillouin zone.
Some advantages of calculating Exc using RPA is that self-interaction errors
from the Hartree term is cancelled by that of the exact exchange term. The
method does not rely on error cancellation between exchange and correlation
energies and it is a non-local method in both the exchange and correlation
energy calculations making it possible to account for long range interactions
such as the van der Waals interactions. Van der Waals interactions are weak
and long ranged compared to e.g. covalent bonds. This makes them rather
unimportant in systems with atoms held together by strong covalent bonds,
but there does exist systems where vdW interaction is the dominant bonding
mechanism. These are e.g. bonding between graphene layers in graphite and
inter-molecular forces in a liquid like water[58].
Disadvantages of the RPA include a self-correlation error from the correla-
tion energy term. This is e.g. seen for the hydrogen atom as RPA evaluates a
correlation energy for the single electron of approximately −0.5 eV[55]. This
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is zero if the exact response function was used. Within the RPA method, an
orbital dependent energy functional has to be evaluated and that requires the
inclusion of a large number of unoccupied bands, making the method compu-
tationally much heavier than standard DFT calculations. Additionally, the
RPA correlation energy converges very slowly with the number of unoccupied
bands. Luckily, the high energy part of the response function resembles a Lind-
hard function which gives the following asymptotic limit for the correlation
energy[59]
ERPAc = E∞c +
A
E
3/2
cut
. (3.5)
From two calculations with different cutoff energies (different amount of un-
occupied bands included in the summation of χ0), it is possible to fit to the
equation above and thereby determine A and E∞c . E∞c is then the extrapo-
lated RPA correlation energy at an infinite cutoff energy.
To obtain the ground state energy in RPA, first the ground state wave
functions are calculated using the DFT scheme presented earlier within a
given approximation to Vxc, e.g. LDA. The EXX and RPA correlation energy
functionals are then evaluated using the resulting ground state Kohn-Sham
wave functions
ERPAgs = ELDAgs − ELDAxc + EEXX[nLDA] + Ec[nLDA].
This method is often referred to as (EXX+RPA)@LDA and has improved
upon pure LDA (or PBE) calculations for a wide range of material properties.
One apparent issue is how the RPA results differ depending on which orbitals
they are evaluated on (LDA, GGA, ...). This issue is discussed further in
Chapter 5. In [57] lattice constants are calculated using RPA and the resulting
mean absolute relative error (MARE) compared to experiments is lower for
RPA (0.4%) than for PBE (1.4%). Results for RPA calculations of bulk moduli
from [57] show that RPA comes out on top with a MARE of 4%, beating both
PBE (11%) and LDA (10%). In [60] RPA is shown to predict adsorption
energies in good agreement with experiments as well as recover the correct
adsorption site for CO on Cu(111). The RPA has however only been applied
to a few adsorption reactions. This is a problem which will be discussed in
the following section.
Not all properties are improved by RPA compared to the more simple LDA
or GGA calculations, as for instance is the case for atomization or cohesive
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energies. In [57] RPA atomization energies are shown to have a MARE of 7%
where PBE performs better with a MARE of 5 %.
RPA also tends to overestimate absolute correlation energies, as shown in
[61]. They differ by more than 30% from the exact correlation energy[57] and
in [61] RPA comes out with a mean absolute error of 5.33 eV. This error is
attributed to the fact that RPA does not include the so-called short-range
second order exchange contribution [57], but it is known to describe the long-
range dependence of the correlation energy better. One way of improving
the description of short-range correlation relevant to this work is discussed in
Section 3.2.
Despite some of the discussed shortcomings, the RPA method is greatly
appreciated, the reason being expressed in this quote by J. Harl and G. Kresse
(2009) in [60]:
”RPA seamlessly incorporates van der Waals interactions, but
also describes ionic bonding, covalent and metallic bonding, in-
cluding d metal bonding and it is universally applicable to solids,
molecules and biological systems”,
3.2 Beyond RPA: xc kernels
In this section it is discussed how to go beyond the RPA by the inclusion of
a xc kernel, and what the effect is on total energy calculations as discussed
in [53, 54, 55, 56]. The xc kernel is applied again in Chapter 4 to improve
calculations of excitations.
From the ACFD formulation of the correlation energy we arrived at the
formally exact expression:
Ec = −
∫ 1
0
dλ
∫ ∞
0
dω
2pi
∫ ∫
drdr′
[ 1
|r− r′|
(
χλ(r′, r, iω)− χ0(r′, r, iω)
)]
,
(3.6)
which requires the calculation of the response function of the λ-scaled system,
χλ, from its Dyson equation[51]
χλ(r, r′, iω) = χ0(r, r′, iω)
+
∫ ∫
dr1dr2χ0(r, r1, iω)
(
λVee(r1 − r2) + fλxc(r1, r2, iω)
)
χλ(r2, r′, iω),
(3.7)
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where the exchange-correlation kernel is the functional derivative of the xc
potential at coupling strength λ.
The benefit of this construction is not directly obvious; to construct χ0, we
require ψ from the solution of the KS equations and thus already obtaining the
correlation energy through an approximation to the xc potential. Additionally,
solving Eq. (3.7), requires the xc-kernel which is even more complicated than
the xc-potential. The attraction of ACFD is however, that even when setting
fxc = 0, it yields a nontrivial expression for the correlation energy, namely
that of the RPA. Based on the success of the RPA, it is natural to hope
that the description of correlation might be further improved by using more
sophisticated approximations for fxc.
A natural initial approximation is the local and static adiabatic LDA (ALDA)
kernel:
fALDAxc [n](r, r′) = δ(r− r′)fALDAxc [n(r)], (3.8)
with fALDAxc [n(r)] =
d2
dn2
(
nϵHEGxc
)∣∣∣∣
n=n(r)
,
where ϵHEGxc is the xc energy per electron of the homogeneous electron gas.
This approximation is similar to LDA in static DFT but in contrast to LDA,
ALDA is not exact for the HEG. The true kernel should depend on both fre-
quencies and position differences. This means that ALDA violates a number
of exact conditions, for example it does not decay as fxc ∝ q−2 for q → ∞.
This becomes a problem for total energy calculations as the trace in Eq.(3.6)
requires an integral over all q and an inaccurate description of the response
function at large q introduces large errors in the correlation energy. Equiv-
alently, the constant behaviour of fxc at large q makes the pair correlation
function divergent at the origin in real space giving rise to convergence prob-
lems in ab initio applications. To show these issues in more detail, the coupling
constant averaged correlation hole of the HEG is plotted in Fig. 3.1 both in
q and real space. The exact representation is from Monte Carlo simulations
[62]. Physically, the exchange-correlation hole represents the change in the
electron density caused by the presence of an electron. Each electron is sur-
rounded by such an xc hole, resulting in a reduction of its potential energy.
The correlation energy per electron is directly related to the coupling constant
averaged correlation hole, n¯c:
Ec = 2pi
∫ ∞
0
drrn¯c(r) =
1
pi
∫ ∞
0
dqn¯c(q),
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and it is therefore possible to evaluate the effect of fxc on the total energy by
analyzing the correlation hole. In RPA, the correlation hole is much too deep
for small r which results in an overestimation of the magnitude of the absolute
correlation energy. The correlation energy per electron becomes around 0.5
eV too negative for a wide range of densities. By including the exchange part
of the ALDA kernel (ALDAx), the q-space representation of the correlation
hole is improved but it suffers from a slowly decaying positive tail at large q,
resulting in a correlation energy approximately 0.3 eV too large per electron. A
better approximation for the total correlation energy is obtained if one cuts off
the integral of the correlation hole at q = 2kF so that Ec ∝
∫ 2kF
0 n¯
ALDAx
c (q)dq.
This defines the rALDAx correlation hole, which, as shown in the right part
of Fig.3.1 is seen to give a much better description of the short-range part.
Figure 3.1: Coupling constant averaged correlation hole for the HEG for rs = 10 in q
space (left) and real space (right). The rALDAx is obtained by truncating n¯ALDAxc (q)
at its zero point at 2kF (from [54]).
For the HEG, we impose this cutoff in q-space in the Hartree-exchange
kernel by
f rALDAxHx [n](q) = θ(2kF − q)fALDAxHx [n]
which in real space becomes
f rALDAxHx [n](r) = f˜
rALDAx
x [n](r) + vr[n](r)
with
f˜ rALDAxx [n](r) =
fALDAx [n]
2pi2r3
[
sin(2kF r)− 2kF r cos(2kF r)
]
vr[n](r) = 1
r
2
pi
∫ 2kF r
0
sin(x)
x
dx
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where kF = (2pi2n)1/3. The cutoff in q space is translated into a density
dependent width of the delta-function in Eq.(3.8), making it a non-local kernel.
The exchange (Hartree) part is shown in the left (right) part of Fig.3.2. The
width of the exchange kernel decreases for larger densities (green to blue),
approaching the bare exchange kernel and the renormalized Hartree kernel
approaches the bare Coulomb kernel for large r. They are both finite at the
origin, which is very convenient for numerical evaluation.
One usually applies the xc kernel on top of the exact Hartree kernel so the
rALDA exchange kernel is actually defined as:
f rALDAx [n](r) = f˜ rALDAx [n](r) + vr[n](r)− v(r).
This form is desirable for solid state systems where it is usually difficult to
converge the long-range tail of vr[n](r). Indeed,
vr[n](r)− v(r)→ sin(2kF r)
r
for r →∞,
which rapidly averages to zero. Improved convergence is also observed for
f˜ rALDAx [n](r) due to the 1/r3 decay for r →∞.
Figure 3.2: Renormalized exchange (left) and Hartree (right) kernel (from [54])
The kernel has been shown to yield more accurate absolute correlation
energies and improve atomization and cohesive energies, the dissociation curve
of the H2 molecule, C6 coefficients and more compared with RPA[53, 54, 55],
mainly due to the improved description of short-range correlations. How the
same kernel can be used to improve calculations of excitations is discussed in
the second part of Chapter 4.
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3.3 Publication: Surface chemistry with RPA and
rALDA
Benchmark calculations for surface science with the random phase
approximation
Per S. Schmidt, Thomas Bligaard and Kristian S. Thygesen
In preparation.
(a) (b)
Figure 3.3: CO adsorbed on Pt(111) at (a) 1/4 and (b) full coverage.
In the attached publication, the RPA and rALDA methods are applied
within the topic of surface chemistry. In particular the methods are used to
calculate adsorption and surface energies, which are fundamental quantities
for predicting and modelling of materials for catalysis.
The application of DFT in surface science is increasing but the expected ac-
curacy across different xc functionals is less established. The direct comparison
with experimental adsorption energies is problematic due to the large spread
in experimental data for some reactions and the lack thereof for others[23].
It is therefore easier to estimate the accuracy of the various DFT methods
by comparing them against higher accuracy computational methods, such as
the RPA and rALDA. This, however, requires that we first establish how well
these two methods perform for adsorption and surface energies, which brings
us back to the problem of comparing with experimental values.
While most previous RPA total energy studies have focused on isolated
molecules and bulk solids, there have been some RPA reports on surface ad-
sorption problems[63, 64, 65, 66, 67, 68]. Graphene adsorption on metal sur-
faces is considered notoriously difficult due to the mixed dispersive-covalent
nature of the graphene-metal bond. Nevertheless, the predicted RPA bind-
ing distances are in excellent agreement with available experimental data[65].
50 3 Improving total energies: The Random Phase Approximation
The RPA has successfully resolved the ”CO adsorption puzzle”: in contrast to
most DFT functionals RPA predicts the correct binding site of CO on Pt(111)
and Cu(111). For the case of CO on Pt(111) and Pd(111), Schimka et al.[63]
demonstrated how semi-local xc-functionals underestimate the surface energy
relative to experiments and at the same time overestimate the adsorption en-
ergy. By modifying the xc-functional, either the predicted adsorption energies
or surface energies can be improved but always at the expense of the other. In
contrast, the RPA improves the description of both properties simultaneously.
CO adsorption on five different surfaces have been investigated in [63] and
compared with experiments, showing good agreement. Another renormalized
kernel method, the rAPBE, has been applied to the adsorption of CO on
Pt(111), with results differing from the RPA by less than 0.05 eV[69]. This
further supports that the adsorption of CO is already well described by the
RPA. The first part of the attached publication expands the application of the
RPA to a wider range of adsorbates and surfaces. RPA is seen to deviate from
experiments with 0.2 eV in average, which is similar to the deviation observed
with the RPBE xc functional, constructed to improve adsorption energies,
and the BEEF-vdW functional which has been fitted to a set of experimental
adsorption energies. Even though the mean absolute errors are similar for
RPA and the DFT methods, deviations are seen in the individual reactions.
The good performance of the RPBE and BEEF-vdW for adsorption energies
does not carry over to surface energies, which are hugely underestimated. On
the other hand RPA remains accurate also for surface energies.
The experimental adsorption energies are for 1/4 coverage reactions. This
makes the unit cell of a corresponding calculation consist of 16-18 atoms, mak-
ing actual rALDA calculations infeasible. For an illustration of 1/4 coverage,
CO adsorbed on Pt is shown in Fig. 3.3(a). For some reactions, the reported
experimental values that we compare to differ by up to 0.3 eV, and for others
only one reported value was found. This makes the comparison less meaning-
ful.
Two different kinds of adsorption reactions have been investigated. One
where the adsorption energy is just a measure of the energy gained when
bringing the molecule in contact with the surface of the transition metal slab,
for example:
CO(g)+ slab→ CO/slab
and another where the adsorption energy is a measure of first breaking the
bonds of a molecule and subsequently adsorb the individual atoms on the
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surface:
1
2O2(g)+ slab→ O/slab
As mentioned, RPA and rALDA agree for the adsorption of CO on Pt, sug-
gesting that the bonding to the surface is already well described by the RPA.
It has however also been shown that the atomization energies calculated
with the two methods vary significantly. The atomization energy of O2 is 4.47
eV with RPA and 5.12 eV with rALDA [54]. The experimental result is 5.20
eV. This deficiency in RPA is related to the poor description of short range
correlations[70, 71]. rALDA improves significantly upon RPA in this regard.
This will directly influence the adsorption energy of O as that requires dis-
sociating the O2 molecule. Consequently introducing a rALDA-correction to
the RPA adsorption energies from the atomization energy differences is well
motivated. For the adsorption of O, the rALDA correction lowers the adsorp-
tion energy by half of the atomization energy difference, 0.3 eV, compared to
RPA.
In the second part of the publication the rALDA method is used to con-
struct a database of, what we now believe to be high-quality adsorption ener-
gies of 200 adsorption reactions. Due to the computational cost of the rALDA
method, the database does not consist of adsorption reactions at experimen-
tally relevant coverages. Instead, full coverage reactions were considered with
each slab represented by 3 layers in a 1× 1 unit cell. Only top-site adsorption
was considered on fcc(111) surfaces. CO adsorbed on Pt(111) at full coverage
is shown in Fig. 3.3(b). The adsorption site, surface termination or coverage
is not experimentally relevant, but that is not a problem as the purpose of the
database is to act as a benchmark for various cheaper computational methods.
One problem however, is that with full coverage the adsorbate-adsorbate
distance is around 2.5 Å and the adsorbate-adsorbate interactions will natu-
rally play a much larger role than was the case for the 1/4 coverage (distances
around 5 Å). This suggests that the adsorption reactions consists of two con-
tributions. The first contribution to the adsorption energy is to bring the
molecules together to form the full-coverage molecular ”layer”, and the sec-
ond contribution is binding this layer to the surface. Each molecule in the
layer feels repulsive interactions with the 6 nearest neighbours and the ad-
sorption energy is then naturally lower than for the 1/4 coverage case. One
could define the adsorption energy with respect to the molecule layer, but here
the reference is kept as the isolated molecule. The adsorption energy of CO
on Pt is shown in Fig.3.4(a) at full and 1/4 coverage, calculated with RPA. It
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is evident that forming the layer costs around 0.5 eV hence a lower coverage
is energetically preferable.
The dissociation of the molecular layer is qualitatively different from the
dissociation of a O2 molecule and the RPA and rALDA methods are found to
differ quite significantly for the various adsorbates. If the adsorption energy
is defined relative to the molecular layer, RPA and rALDA agree within 0.1
eV across all reactions considered. If the isolated molecule is chosen as the
reference, deviations up to 0.42 eV (for NO) is observed between RPA and
rALDA, with RPA systematically underbinding. This is shown in Fig.3.4(b)
for the adsorption of CO on Mn(111). RPA and rALDA differ by 0.3 eV in the
dissociation of the molecular layer. It is evident that PBE accidentally agrees
with rALDA even though the adsorption of the molecular layer is overesti-
mated. This is attributed to a fortuitous error cancellation between forming
the molecular layer and binding it to the surface.
(a) Adsorption energy of CO on Pt(111)
for 1/1 and 1/4 coverage calculated with
RPA aligned to zero at the isolated
molecule.
(b) Adsorption energy of CO on Mn(111)
for 1/1 coverage calculated with RPA and
rALDA aligned to zero at the full cover-
age adsorbate.
Figure 3.4
The difference between RPA and rALDA for the same adsorbate, across
different surfaces, was found to be the same, suggesting that the two methods
only differ in describing the bonding of the molecular layer.
The database was constructed employing the rALDA method with the gas
phase molecule as reference. Across the 200 reactions, the mean absolute error
(MAE) of rALDA vs. PBE, RPBE, BEEF-vdW are 0.16, 0.35 and 0.22 eV
respectively
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One immediate application of the database is to consider the scaling rela-
tion between adsorption of O and OH, shown in Fig. 3.5. It has previously
been argued that adsorption energies calculated with various GGAs might
not be accurate but differences from one system to another should be well
produced. This is indeed confirmed from the agreement between the PBE
and RPA scaling relations.
Figure 3.5: Scaling relation between adsorption of O and OH calculated with PBE
and RPA.
The database will be useful for guiding construction of new DFT func-
tionals optimized for surface chemistry, capturing the physics present in the
rALDA method but keeping the computational speed of DFT. The database
will be available at the Computational Materials Repository (https://cmr.
fysik.dtu.dk).
A computational detail regarding the rALDA method is worth mentioning
for future users of the GPAW code. If the adsorption energy is calculated from
three systems in the same unit cell; 1) CO/slab, 2) slab and 3) CO molecular
layer then both the RPA and rALDA adsorption energies are seen to converge
rather quickly with respect to plane wave cutoff and follow the extrapolation
scheme of Eq.(3.5) due to error cancellation. If the isolated molecule is the
reference, then this must be represented in a unit cell much larger than the
molecular layer. The rALDA calculation of the isolated molecule is seen to
converge very slowly with plane wave cutoff and not to follow the extrapo-
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lation scheme. This is shown in Fig. 3.6 for the N2 molecule for both RPA
and rALDA. The crosses are the extrapolated values obtained using two subse-
quent cutoff energies. It is evident that the crosses vary significantly for RPA,
suggesting that more than two points are necessary to perform the extrapo-
lation. From the rALDA however, it is evident that one cannot apply the
extrapolation scheme at all, but one must manually converge the correlation
energy. Similar behaviour was seen for all the molecules, requiring plane wave
cutoff energies of around 600 eV to be converged with 0.05 eV.
Figure 3.6: Correlation energy vs 1/E3/2cut for the N2 molecule calculated with RPA
and rALDA.
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Figure 3.7: AB2C2O2 MXene seen from the top and side.
In the attached publication, we investigate electrochemical production of
methanol (CH3OH) from methane (CH4). Controlling this process can become
important in reducing the amount of methane that is burned as waste at
oil fields around the globe every day[72]. Methane has 25 times the global
warming potential of carbon dioxide, which is why it is usually burned instead
of released directly[73]. The burning of methane does however contribute to
CO2 pollution of the atmosphere and an unnecessary waste of the energy
stored in the methane. The burning occurs due to a lack in infrastructure
allowing for storing and transport of the gaseous methane. It could therefore
be attractive to oxidize methane into a liquid fuel such as methanol, which
would fit the current infrastructure better.
This process has challenged research in heterogeneous catalysis for decades,
leading to inefficient processes requiring high pressures, are unselective or
require oxidants such as H2O2 which is challenging to transport to remote
locations[74, 75]. In contrast, electrochemical oxidation of methane to methanol
could be far more attractive:
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CH4 +H2O→ CH3OH+H2, ∆G ∼= 120 kj/mol. (3.9)
This reaction can occur in an aqueous environment where an oxygen atom
is adsorbed on the surface by splitting water, as is the first part of the oxygen
evolution reaction (OER)[76]:
∗+ 2H2O→ ∗OH+H2O+ (H+ + e−) (3.10)
→ ∗O+H2O+ 2(H+ + e−) (3.11)
→ ∗OOH+ 3(H+ + e−) (3.12)
→ ∗+O2 + 4(H+ + e−), (3.13)
The OER can also occur skipping the intermediate step with ∗OOH and in-
stead have two ∗O react and form O2[77]. To form methanol, a methane
molecule should come in contact with the adsorbed oxygen:
∗O+CH4(g)→ ∗O · · ·CH4 (3.14)
→ ∗OH · · ·CH3 (3.15)
→ ∗CH3OH (3.16)
→ ∗+CH3OH(g) (3.17)
The main issue as that the methane must react with the oxygen adsorbed
on the surface before this oxygen continues the OER and forms O2 or other
products.
In this study we investigate two different surfaces where this process could
take place. The (110) surface of rutile transition metal oxides, MeO2 (Me; a
transition metal atom), and monolayer MXenes of the AB2C2O2 type (A,
B: two different transition metal atoms). MXenes is a new class of two-
dimensional materials comprising carbides and nitrides of transition metals.
MXenes have shown promise for various applications in lithium/sodium ion
batteries and as HER catalysts[78]. MXenes come in various types; M2X,
M3X2, M2XA2, M3X2A2, M4X3A2 etc., where M refers to the transition metal,
X refers to carbon or nitrogen and A refers to the functional group present
on the surface (O, OH or F). In this study, we limit ourselves to the metallic
AB2C2O2 type, which is shown in Fig.3.7, seen from the top and side. The
rationale to use O as the functional group is the solvothermal synthesis of
MXenes under acidic condition where O and OH are present to passivate the
surface[79]. Previous studies have found that functionalization with O is ther-
modynamically preferred[80]. The same study investigated the use of some
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of the MXenes for HER. They found that the hydrogen adsorption energy
varied by up to 0.5 eV depending on the number of metal layers suggesting
that catalytic activity can be tuned by controlling layer thickness.
Given the possibility to tune the number of layers and the vast choices of M,
X and A, this class of materials is huge. In this study we limit ourselves to
seven candidates.
The adsorption energy calculations are carried out with PBE. In the low
coverage regime, we know from the previous study that PBE can overbind
with up to 0.5 eV. But as we mainly deal with adsorption energy differences,
and the scaling relations have been shown to be similar for PBE and the more
advanced methods, the use of PBE is justified.
The free energies related to adsorption of O and OH, as relevant for the
OERs, are shown in Fig. 3.8 for the seven MXenes together with the ideal
catalyst for OER (dashed gray line). For the compounds below the dashed
line, we can apply a potential where oxygen binds on the surface but does
not spontaneously continue to form O2 by reaction with another ∗O. It is
necessary to calculate the free energy of the ∗OOH intermediate to determine
if it is possible to keep ∗O on the surface until it can react with CH4. The O
and OH adsorb on the topsite of the transition metal atom.
Figure 3.8: OER free energy diagram for seven different MXenes.
Subsequently, it is necessary for the reaction barrier of Eq.(3.14) to (3.17)
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to be low enough for the reaction to occur at reasonable temperatures. The re-
action pathway of Eq.(3.14) to (3.17) is calculated using the expensive Nudged
Elastic Band method with the climbing image variation (CI-NEB). The result-
ing potential energy landscape along the reaction pathway is shown in Fig. 3.9
for the case of TaHf2C2O2 and the activation energy is found to be 0.77 eV.
The transition state is ∗OH on the surface with CH3 in the vicinity (image 3).
This transition state is in consensus with what has been named the radical
pathway in a recent publication from Nørskov et al. [81].
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Figure 3.9: Reaction pathway producing methanol from methane on TaHf2C2O2 from
a CI-NEB calculation.
This pathway suggests that the energy required to break the first C-H bond,
to activate methane, equals the energy needed to deliver a single H atom to
the surface and form CH3 from CH4, i.e.:
Eestimatedact =
(
ECH3(g) − ECH4(g)
)
+
(
E∗OH − E∗O
) (3.18)
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This corresponds to converting the sp3 hybridisation in CH4 to sp2 hybridi-
sation in CH3 and the double bonded oxygen to the metal atom to a single
bonded OH group on the surface. In Fig. 3.10 we therefore report the ac-
tivation energy calculated from Eq. (3.18) versus E∗OH − E∗O. Due to the
computational cost, CI-NEB calculations were only carried out for a few ma-
terials, here shown with squares. In general the resulting CI-NEB calculations
agree well with the simple model.
Figure 3.10: Activation energy shown versus the descriptor for both rutile (110) MeO2
structures and MXenes (in light green). The activation energies calculated with CI-
NEB (squares) agree well with the simple model.
As a rule of thumb for gas phase chemistry to obtain a rate of ∼1 s−1 at
300K the energy barrier should be ∼0.75 eV. A few materials fall at or below
this value. To ensure high selectivity towards CH3OH instead of forming
O2, only a moderate potential should be applied, according to the full OER
pathway. This will come at the cost of a higher activation energy. With this
in mind, promising candidates could be MoHf2C2O2 and TaHf2C2O2 since the
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reaction barriers are close to or below 0.75 eV and the potential necessary to
adsorb oxygen on the surface is not sufficient for the oxygen to continue to form
O2 by reacting with another ∗O. The free energy of the ∗OOH intermediate
remains to be calculated.
CHAPTER 4
Excitations: The GW
Approximation
DFT is constructed to describe ground state properties. Therefore it is not
surprising that the KS eigenvalues provide a poor description of excitations.
In the derivation of Kohn-Sham theory, the eigenvalues ϵDFTi enter as La-
grange multipliers ensuring orthogonality between the eigenfunctions ϕDFTi of
the fictitious non-interacting particles. ϵDFTi and ϕDFTi , as such, are simply
mathematical tools and the only relevant physical information they invoke is
that the square of the eigenfunctions sum up to the exact ground state density
and that the highest occupied eigenvalue equals the negative of the ionization
potential[30].
A systematic way to access the excited states, hence overcoming some of the
limitations of DFT, is provided by many-body perturbation theory (MBPT).
In MBPT, instead of dealing with non-interacting particles as in the KS prob-
lem, a quasiparticle formalism is employed where the electrons are dressed
with the interaction of the surroundings. In particular, the repulsive Coulomb
interaction between electrons leads to a depletion of negative charge around
a given electron. The electron and its surrounding positive screening charge
forms the so-called quasiparticle. The single-particle Green’s function is the
foundation for the mathematical description of quasiparticles and in order to
determine the Green’s function, complete knowledge of the quasiparticle self-
energy is required. This is a non-Hermitian, non-local, energy dependent oper-
ator which incorporates exchange and correlation effects beyond the Hartree
approximation. The self-energy must therefore be approximated[82, 83]. In
this chapter, various methods are discussed and applied to the calculation of
excitations in bulk and 2D semiconductors and insulators.
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4.1 The quasiparticle equation
The success of the methods presented in the following chapter is based on the
fact that weakly interacting quasiparticles can be used to describe excitations
of a system of strongly interacting electrons. The bare electron and its posi-
tive screening charge form the quasiparticle which interacts weakly with other
quasiparticles through the screened, rather than the bare, Coulomb poten-
tial. The interaction leads to complex eigenenergies whose imaginary part is
inversely proportional to the quasiparticle life time. This is finite since quasi-
particles are only approximate eigenstates of the electronic Hamiltonian[82].
The energy difference between the bare particle and the quasiparticle is de-
scribed by the self-energy, Σ, accounting for all exchange and correlation ef-
fects, and the central equation governing the behaviour of the quasiparticles,
is the quasiparticle-equation:[
−12∇
2 + vHa(r) + vext(r)
]
ϕQPi (r)+
∫
dr′Σxc(r, r′, ϵQPi )ϕ
QP
i (r′) = ϵ
QP
i ϕ
QP
i (r)
(4.1)
where vHa(r) is the Hartree potential, vext(r) the external potential and ϵQPi ,
ϕQPi (r) the quasiparticle energies and wave functions respectively. The equa-
tion has the structure of a single-particle Schrödinger equation and with a local
and static approximation to the self-energy, Σxc(r, r′, ϵQPi ) = vxc(r)δ(r − r′),
one obtains the Kohn-Sham equation.
Experimentally, quasiparticle energies and lifetimes are measured by direct
or inverse photoemission where an electron is added or removed from the
system. In direct photoemission, a photon with energy hν enters the sample
and an electron in the valence band absorbs the photon energy. The electron
leaves the sample with a given kinetic energy, Ekin, which can be measured
directly. The energy of the valence band state relative to vacuum is found from
the simple relation Ekin = EVB + hν. In inverse photoemission, an electron
with kinetic energy Ekin is injected into the solid, where it will lose energy
through photon emission before coming to a rest in the conduction band. The
energy of the emitted photon, hν is measured and the energy of the conduction
band state determined from Ekin = ECB+hν. This means that we can readily
compare calculated QP energies for the conduction (valence) band with ECB
(EVB)[83].
Solving the QP equation is complicated by the fact that the self-energy
must be evaluated at the QP energies which are not known a priori. Instead,
assuming that the KS equation is a good description of the system, one can cal-
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culate the correction to the KS eigenvalues by first order perturbation theory.
Adding and subtracting vDFTxc (x) to the QP equation as follows[
−12∇
2 + vHa(r) + vext(r) + vDFTxc (r)
]
ϕQPi (r)
+
∫
dr′
[
Σxc(r, r′, ϵQPi )− vDFTxc (r)δ(r− r′)
]
ϕQPi (r′) = ϵ
QP
i ϕ
QP
i (r)
and assuming Σxc−vxc to be small, one can obtain the self-energy from a first
order expansion around the QP eigenvalue
Σxc(ϵQPi ) ≈ Σxc(ϵDFTi ) + (ϵQPi − ϵDFTi )
∂Σxc(ω)
∂ω
∣∣∣∣
ω=ϵDFTi
The expectation value of the QP equation then becomes
ϵQPi = ϵDFTi + Zi ⟨ϕDFTi |Σxc(ϵDFTi )− vxc|ϕDFTi ⟩ (4.2)
where
Zi =
⟨
ϕDFTi
∣∣∣∣1− ∂Σxc(ω)∂ω
∣∣∣∣
ω=ϵDFTi
∣∣∣∣ϕDFTi
⟩−1
The renormalization factor, Z, approximates the true QP norm and if Z ≪ 1
we can conclude that ϕDFTi is not a proper QP state. Either the electrons
are strongly correlated and the QP picture does not apply or the DFT orbital
is not a good approximation to the true QP wave function[84]. It has been
observed that Z ≈ 0.7− 0.9 for most semiconductors considered in this work.
To allow for such calculations, a suitable approximation for the self-energy
is necessary. Such an approximation will be derived in the following[33, 82, 83].
The one-particle Green’s function, also known as the single-particle propaga-
tor, is defined as:
G(rt, r′t′) = −i ⟨N |T [ψˆ(rt)ψˆ†(r′t′)]|N⟩
where T is the time-ordering operator, ψˆ(rt) (ψˆ†(rt)) the annihilation (cre-
ation) operator and |N⟩ the N -electron ground state. For t > t′, G describes
the propagation of a particle added to the system at time t′ propagating in
the material until time t. With EN,i, the energy of the N -electron system in
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state i, we define the quasiparticle wave functions and energies as
ϵQPi =
{
EN+1,i − EN,0 ϵQPi ≥ µ
EN,0 − EN−1,i ϵQPi ≤ µ
ϕQPi (r) =
{
⟨N |ψˆ(r)|N + 1, i⟩ ϵQPi ≥ µ
⟨N − 1, i|ψˆ(r)|N⟩ ϵQPi ≤ µ
where µ is the chemical potential. By inserting a set of complete states and
Fourier transforming to frequency space, one can identify the quasiparticle
energies as poles of the Green’s function:
G(r, r′, E) =
∑
i
ϕQPi (r)[ϕ
QP
i (r′)]∗
E − ϵQPi
The interacting Green’s function can also be determined by introducing the
quasiparticle self-energy via its Dyson equation [85]
G(r, r′, E) = G0(r, r′, E) +
∫ ∫
dr1dr2G0(r, r1, E)Σxc(r1, r2, E)G(r2, r′, E)
where G0(r, r′, E) is the Green’s function of the non-interacting system (the
Hartree Green’s function, Σxc = 0). From here on the xc subscript of the
self-energy is omitted.
It can be shown that the self-energy can be obtained from a closed set of
equations, known as Hedin’s equations[86, 87, 82]. Together with the Dyson
equation above, they link the single-particle propagator G, the self-energy Σ,
the screened interaction W to the irreducible polarizability P and the vertex
function Γ. P (Γ) describes the change in the density n (inverse Green’s
function G−1) upon a change in the total potential:
P (1, 2) = δn(1)
δv(2)
Γ(1, 2, 3) = −δG
−1(1, 2)
δv(3)
where 1,2,... are shorthand notation for position, spin and time variables
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(1 = r1, σ1, t1). With the given definitions, Hedin’s equations read
Σ(1, 2) = i
∫
d(3, 4)W (1+, 3)G(1, 4)Γ(4, 2, 3) (4.3)
P (1, 2) = − i
∫
d(3, 4)G(2, 3)G(4, 2)Γ(3, 4, 1) (4.4)
W (1, 2) = v(1, 2) +
∫
d(3, 4)v(1, 3)P (3, 4)W (4, 2) (4.5)
Γ(1, 2, 3) = δ(1, 2)δ(1, 3)
+
∫
d(4, 5, 6, 7) δΣ(1, 2)
δG(4, 5)G(4, 6)G(7, 5)Γ(6, 7, 3) (4.6)
(4.7)
1+ implies that the time variable is augmented by a positive infinitesimal.
Because of the interdependence of the five equations, the self-energy must be
found self-consistently, i.e. starting with an approximation for one or more
quantities and then iterate Hedin’s equations until self-consistency, as sketched
in Fig. 4.1. In practice, due to computational limitations, the process is
usually terminated after one iteration.
In the standard and widely used GW approximation, the iteration of
Hedin’s equations start from Σ(0) = 0 in Eq.(4.6) resulting in the following
expressions (omitting position-spin-time variables):
Σ(0) = 0
Γ = 1
P = − iGG = χ0
W = v + vχ0W ⇒
W = v(1− vχ0)−1
G = G0
Σ(1) = iG0W
or in real-space and frequency domain
Σ(r, r′, ω) = i2pi
∫
dω′G0(r, r′, ω + ω′)W (r, r′, ω′)eiω
′η (4.8)
and W (r, r′, ω) =
∫
dr′′ϵ−1(r, r′′, ω)v(r′′, r′)
with ϵ−1(r, r′, ω) = δ(r− r′) +
∫
dr′′v(r, r′′)χ0(r′′, r′, ω)
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Figure 4.1: GW iteration scheme.
Starting from the Hartree approximation,
the resulting G and W should be evaluated
using Hartree eigenenergies and eigenfunc-
tions as input. This, however, turns out to
be a poor starting point, since the Hartree
approximation fails dramatically in describ-
ing semiconductors and insulators. LDA
or GGA eigenenergies and eigenfunctions
have been shown to be a better approxi-
mation for the QP energies and wave func-
tions and therefore represent a better start-
ing point when adopting the ”best G, best
W” philosophy[88]. This philosophy is fun-
damentally unsatisfactory but evaluating the self-energy in a one-shot manner
on top of DFT wave functions has shown to be very successful at describing
electronic excitations for a large variety of materials, although systematically
underestimating band gaps[89, 90]. One attempt at addressing the starting
point dependence is self-consistency as briefly discussed in Section 4.1.2. An-
other way of justifying a LDA starting point is presented in Section 4.3. In the
same section, the effect of including a non-trivial vertex, Γ, on the resulting
QP energies is addressed.
4.1.1 Implementation of the GW method in GPAW
In GPAW the self-energy is calculated in a plane wave basis
Σnk(ϵDFTnk ) = ⟨nk|Σ(ω = ϵDFTnk )|nk⟩
= 1Ω
∑
GG′
1.BZ∑
q
all∑
m
i
2pi
∫ ∞
−∞
dω′WGG′(q, ω′)
×
ρnkmk−q(G)
[
ρnkmk−q(G′)
]∗
ϵDFTnk − ϵDFTmk−q − ω′ + iηsgn(ϵmk−q − µ)
(4.9)
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where ρnkmk−q(G) = ⟨nk|ei(q+G)·r|mk− q⟩, termed a pair-density. The self-
energy is split into an exchange and a correlation term,
Σ = Σx +Σc
= iGv + iG(ϵ−1v − v)
= iGv + iGW
The correlation part of the self-energy, Σc, is calculated from the screened
Coulomb interaction
WGG′(q, ω) =
√
vG(q)
[
ϵ−1GG′(q, ω)− δGG′
]√
vG′(q)
= 4pi|q +G|
[
ϵ−1GG′(q, ω)− δGG′
] 1
|q +G′| ,
where the symmetrized bare Coulomb interaction is used. As evident from
Eq.(4.9), the calculation of the matrix-elements of the self-energy requires the
summation over the entire first Brillouin zone, ∑1.BZq , including the Γ point.
This gives rise to some numerical problems as the expression for W is seen to
diverge for G,q = 0 and G′,q = 0, also known as the head and wings of W .
The divergence is however integrable and in practice the q-sum is split into
two parts
1.BZ∑
q
S(q)→
1.BZ∑
q ̸=0
S(q) + 1Ω0
∫
d3qS(q)
where Ω0 = 1Nq
(2pi)3
Vcell
is the volume of the first Brillouin zone attributed to the
Γ point, namely 1/Nq of the entire volume, Ω0. Everything but the screened
potential is assumed constant inside Ω0 so the integral left to evaluate is simply
(for the head)
1
Ω0
∫
d3qS(q) = G00(0, ω)
1
Ω0
∫
Ω0
d3qW 00(q, ω)
In 3D, the dielectric function goes to a finite constant for q → 0 which
allows us to simplify the integral to
1
Ω0
∫
Ω0
d3qW00(q, ω) =
1
Ω0
[
ϵ−100 (0, ω)− 1
] ∫
Ω0
d3q 4pi|q|2 (4.10)
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The integral on the RHS can be solved analytically for a spherical volume of
radius qr defined to have the same volume as Ω0 (4/3piq3r = Ω0):
1
Ω0
∫
Ω0
d3qW 00(q, ω) =
[
ϵ−100 (0, ω)− 1
] 1
Ω0
(4pi)2qr
=
[
ϵ−100 (0, ω)− 1
]
16pi2
( 3
4pi
)1/3
Ω−2/30
A similar expression is found for the wings.
One evident problem relevant to this thesis is that the same treatment
cannot be applied to 2D systems. For 2D systems the screened potential has
a q-dependent behaviour that is qualitatively different than for 3D systems.
First off, it is not justified setting the dielectric function to a constant inside
Ω0 and secondly, there is a need of replacing the standard Coulomb potential
with a truncated one to avoid artificial interactions between neighbouring lay-
ers in our supercell calculations. Therefore it has been necessary to implement
a new way of treating the q = 0 contribution to the self-energy, as will be
explained in greater detail in Sec. 4.2 and the attached publication.
The divergence of the Coulomb interaction is present in the exchange part of
the self-energy as well, where it can be integrated in a similar fashion. The
best performance (fastest convergence with respect to number of q-points in-
cluded) is found to be achieved when using a Wigner-Seitz truncated Coulomb
interaction[91], which is the method employed in GPAW.
To future users of the GW implementation in the GPAW code, it is worth
knowing that possible improvements and features, not presently implemented
in GPAW, has been presented in the literature over the course of this project.
If added to the GPAW code, these could improve upon computational speed,
memory requirements and expand the systems for which it is feasible to carry
out GW calculations. The most significant additions have been listed below.
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Possible improvements to the GW implementation:
1. Frequency integration: Currently carried out on the real axis using
a logarithmic grid. This could be transformed to the imaginary
axis using contour integration, reducing the amount of points re-
quired saving both time and memory [92].
2. The number of bands included in the summation over unoccupied
bands in the construction of χ0 and again of ⟨nk|Σxc|nk⟩ can
be reduced significantly by exploiting the
√
E-behaviour of the
DOS[93].
3. The summation over unoccupied bands can be completely omit-
ted by use of the Sternheimer equation, a Lanczos algorithm and
contour deformation techniques, see [94].
4. Expand the code to be applicable to metallic and spin-polarized
systems.
4.1.2 Eigenvalue self-consistency
The one-shot approach of evaluating the GW self-energy using DFT input
orbitals has yielded results in good agreement with experiments [89, 90]. Part
of the success has been attributed to a fortuitous cancellation of errors intro-
duced by the shortcomings of the G0W0 method itself and those introduced
by the approximation to the exchange and correlation (xc) potential used in
the preceding DFT calculation. The agreement is however not perfect and
G0W0 is known to systematically underestimate band gaps. One attempt
at improving the agreement with experiments is to iterate the QP equation,
Eq.4.1, until self-consistency, starting from DFT input orbitals and eigenval-
ues and ending up with the QP equivalent. A simple step between G0W0 and
full self-consistent GW is obtained by only iterating the eigenvalues, keeping
the wave functions fixed at the DFT level. LDA wave functions are believed to
be reasonable for many semi-conductors but fail in describing transition-metal
oxides or rare-earth oxides. The eigenvalues can be updated in G only (termed
GW0) or in both G and W. Both methods lead to an opening of the band gap
by a symmetric upward (downward) shift of the conduction (valence) band.
GW0 is seen to bring band gaps in closer agreement with experiments where
as eigenvalue-GW is seen to overestimate them significantly[95]. Eigenvalue
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self-consistency has been implemented in GPAW during this project.
The eigenvalues of the N+1 iteration toward self-consistency is in principle
calculated from
ϵN+1 = Re
[
⟨ψ|T + vH +Σ(ϵN+1)|ψ⟩
]
but by linearising Σ(ϵN+1) around Σ(ϵN ) we obtain
ϵN+1 = Re
[
⟨ψ|T + vH +Σ(ϵN )|ψ⟩
]
+ (ϵN+1 − ϵN )Re
[
⟨ψ|∂Σ(ω)
∂ω
∣∣∣∣
ω=ϵN
|ψ⟩
]
⇒
ϵN+1 = ϵN + ZNRe
[
⟨ψ|T + vH +Σ(ϵN )|ψ⟩ − ϵN
]
In the current implementation of GW0 it is possible to store W0 after the
first iteration, making subsequent iterations computationally faster to evalu-
ate, but requiring a significant amount of disk space. It has been observed that
a smoother convergence of the eigenvalues is achieved when the eigenvalues of
the N + 1 iteration is mixed with the previous eigenvalues before continuing.
By default the mixing is 50%.
From Eq.(4.9) it is evident that the self-energy requires a summation over all
bands, ≈ 1000 − 3000 for typical systems. When iterating the GW0 method,
it is thus in principle required that the shift in all bands are calculated. One
detail of the current implementation worth mentioning is that it is currently
possible to approximate the shifts of all the unoccupied bands by the calcu-
lated shift of the conduction band, averaged in k. Likewise the downward
shift of all the occupied bands can be approximated by the k-averaged shift
of the valence band.
4.2 Publication: Optimizing GW for 2D materials 71
4.2 Publication: Optimizing GW for 2D materials
Efficient many-body calculations of two-dimensional materials using
exact limits for the screened potential: Band gaps of MoS2, h-BN
and phosphorene
Filip A. Rasmussen, Per S. Schmidt, Kirsten T. Winther and Kristian S. Thyge-
sen
Phys. Rev. B 94, 155406 - Published 6 October 2016
When carrying out GW calculations of 2D materials, the evaluation of the
dielectric function and the screened Coulomb interaction require a different
numerical strategy compared to the 3D case. The complications introduced
by the low dimensionality in the evaluation of the dielectric function are most
easily presented considering a simple strict 2D model of a homogeneous and
isotropic semiconductor. For G = 0, in the small q limit, the pair densities,
ρnkmk−q(G) become
ρnkmk−q(G) = ⟨ψnk|e−i(q+G)·r|ψmk−q⟩ → −iq·
⟨ψnk|∇|ψmk⟩
ϵmk − ϵnk , for G = 0,q→ 0
and therefore the density response function, Eq. (3.3), takes the form χ2D0 (q) =
−α2Dq2, where α2D is the 2D polarizability[18]. The 2D Fourier transform of
1/r is 2pi/q and thus the leading order of the dielectric function becomes
ϵ2D(q) = 1− v(q)χ2D0 (q) = 1 + 2piα2Dq
and the correlation part of the screened Coulomb interaction is then
W
2D(q) = v(ϵ−1 − 1) = 2pi
q
( 1
1 + 2piα2Dq
− 1
)
= − 4pi
2α2D
1 + 2piα2Dq
which is seen to take a finite value for q = 0, as opposed to the 3D case where
the correlation part of the screened interaction diverges. Now if one was to
calculate W 2D(q) with the standard 3D approach, one would obtain ϵ2D(q →
0) = 1 and consequently W 2D(q) in Eq.(4.10) would be zero. From this, it is
clear that the entire q-dependence around q = 0 of the 2D dielectric function
in Eq.(4.10) should be taken into account when evaluating ∫Ω0 d3qW 2D(q, ω).
The static dielectric function of a range of 2D materials is shown in Fig.
4.2(a) as a function of q. The linear behaviour around q = 0 is clearly observed,
but the slope varies a lot between the different materials.
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Figure 4.2: (a) Dielectric functions for a range of 2D materials as a function of q. (b)
Quasiparticle band gap of 2H-MoS2 as a function of number of k-points included.
Computationally, 2D materials are represented in an elongated unitcell
with 10-15 Å of vacuum in the out-of-plane direction isolating the layer from
the artificial neighbours generated by the use of periodic boundary conditions
in all three directions. Using the standard Coulomb interaction, as done for
calculations of bulk materials, leads to significant over-screening due to the
long range interaction between the repeated images. This can be solved by us-
ing very large unit cells but this increases the computational time dramatically.
To avoid having to use very large unit cells in the out-of-plane direction and at
the same time avoid interactions between neighbouring layers, the Coulomb
potential is truncated in the out-of-plane direction.
vtrunc(r, z; r′, z′) = θ(Rc − |z
′ − z|)√
(r′ − r)2 + (z′ − z)2
The truncation distance is chosen to be half the unitcell size in the out-of-
plane direction, Rc = L/2, to arrive at the following expression in reciprocal
space [96, 97]
vtruncG (q∥) =
4pi
|q∥ +G|2
[
1− exp−|q∥+G∥|L/2 cos(GzL/2)
]
.
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With the current implementation of this method, the layer should be centered
in the unit cell. We recover the usual untruncated 3D Coulomb potential,
v(q) = 4piq2 for |q∥ +G∥|L/2 ≫ 1, i.e. in the small wavelength limit. In the
long wavelength limit, G = 0, qz = 0, q∥ → 0, the truncated interaction
becomes v2D0 (q∥) ≈ 2piLq∥ which is reduced by a power of q compared to that of
the full Coulomb interaction. This has important consequences for the form
of the screened interaction in calculations of 2D materials.
In the attached publication, the truncated Coulomb interaction and the
2D dielectric function is combined to derive an expression for the head, wings
and body of W in the small q limit. The method is applied to three different
2D semiconductors to show how it significantly improves the k-points conver-
gence, enabling large-scale GW calculations without compromising accuracy.
The improvements is shown in Fig. 4.2(b): The upper figure shows how poorly
the rough discrete sampling (18 × 18 k-pts) represents the true W . On the
bottom figure it is shown how the quasiparticle gap converges with respect to
the number of q-points, both with and without the analytic correction to the
q = 0 term. The band gap is converged to within 0.1 eV using 12 × 12 × 1
q-points when applying the correction whereas at least 36 × 36 × 1 q-points
were necessary without.
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4.3 Publication: Including vertex corrections in GW
calculations
Beyond the GW method: Simple vertex correction improves band
energies of bulk and two-dimensional materials
Per S. Schmidt, Christopher E. Patrick and Kristian S. Thygesen
Submitted
Here different ways of including non-trivial vertex corrections in quasiparti-
cle calculations is discussed and the effect this has on the resulting band gaps
and band gap centres is explained. In particular, the focus is on the approach
presented in the attached publication where many-body perturbation theory
is combined with time-dependent density functional theory to introduce a ver-
tex correction which is designed to improve short-range electron correlations.
With this, improved accuracy of absolute band positions as well as band gaps
is achieved and the long-standing theoretical problem regarding the incon-
sistency of GW calculations with their standard starting point is resolved.
Furthermore, the method is shown to have improved convergence behaviour,
meaning that higher accuracy can be achieved at a lower computational cost.
4.3.1 Iterating Hedin’s equations
The most obvious way to go beyond the GW approximation and include a
non-trivial vertex function is to perform another iteration of Hedin’s equa-
tions starting from Σ = iGW . Neglecting derivatives of W produces the
kernel K(1, 2, 3, 4) = δΣ(1, 2)/δG(3, 4) = iW (1, 2, 3, 4), which is known from
the Bethe-Salpeter Equation. The four-point nature of this kernel makes it
difficult to invert the vertex equation, Γ = δ + KGGΓ, without loss of ac-
curacy. Instead one can perform a truncation of the Dyson equation for the
vertex to obtain Γ = δ +WGG, which leads to a self-energy consisting of a
second-order screened exchange term in addition to the usual iGW term. This
method is termed GWΓ1 and Gruneis et al. have shown[98], using a static ap-
proximation for W in the vertex, that this GWΓ1 approximation, performed
in a fully self-consistent manner, leads to significant improvements for band
gaps and ionization potentials of solids. From a theoretical point of view this
is a highly satisfactory result. The drawback is the higher complexity of the
formalism and the concomitant loss of physical transparency as well as the
significant computational overhead as compared to the GW method.
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Time-dependent density-functional theory (TDDFT) in principle offers a
framework for including exchange-correlation (xc)-effects in the dynamical re-
sponse via a two-point vertex function rather than the computationally chal-
lenging three-point vertex function that arises naturally in the diagrammatic
many-body formalism. While it appears attractive to use TDDFT derived ver-
tex functions in many-body calculations, progress along these lines has been
hindered by the poor quality of the local xc-kernels based on standard local
xc-potentials. However, recent work has shown that a simple renormalization
of the adiabatic LDA xc-kernel can overcome these problems and yield a dra-
matic improvement over the RPA for total energy calculations based on the
adiabatic connection fluctuation dissipation theorem (ACDFT), as presented
in section 3.2.
As shown in Chapter 4, iterating Hedin’s equation starting from Σ = 0
(the Hartree approximation) leads to the standard GW expression which in
turn should be evaluated on Hartree wave functions and energies. In the fol-
lowing, the iterations are carried out from the starting point of the self-energy
Σ(1, 2) = δ(1, 2)vLDAxc (1) [88, 99]. This justifies the use of LDA input wave
functions and energies.
The density can be written in terms of the Green’s function, n(1) = −iG(1, 1+),
and the vertex then becomes
Γ(1, 2, 3) = δ(1, 2)δ(1, 3)
− iδ(1, 2)
∫
d(5, 6, 7)δv
LDA
xc (1)
δn(5) G(5, 6)G(7, 5)Γ(6, 7, 3).
Defining the kernel as fxc(1, 5) = δv
LDA
xc (1)
δn(5) and introducing a new function
k(1, 3) = δ(1, 3) +
∫
d(5, 6)fxc(1, 5)χ0(5, 6)k(6, 3) (4.11)
with the usual definition of the single-particle polarizability χ0(1, 2) = −iG(1, 2)G(2, 1),
it is clear that we can factorize the vertex function as
Γ(1, 2, 3) = δ(1, 2)k(1, 3).
Inserting this into Eq. (4.4) gives
P (1, 2) =
∫
d3χ0(2, 3)k(3, 1).
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For ease of notation, the formal solution of Eq. (4.11) can be written in
operator form as
k = (1− fxcχ0)−1.
Similarly, Eq. (4.5) solves to
W = v(1− vχ0k)−1.
Inserting into Eq.(4.3) yields
Σ = iGv(1− vχ0k)−1(1− fxcχ0)−1
= iGv(1− (v + fxc)χ0)−1
= iGW˜
which takes the same form as the standard GW method but with a different
screened Coulomb interaction. This method we term GWΓ.
If we set Γ(1, 2, 3) = δ(1, 2)δ(2, 3) in Eq. (4.3) but use Γ(1, 2, 3) = δ(1, 2)k(1, 3)
in Eq. (4.4) we instead arrive at
Σ = iGv(1− vχ0k)−1 = iGv
(
1− vχ0(1− fxcχ0)−1
)−1
= iGv
(
1− fxcχ0
)(
1− (v + fxc)χ0
)−1
= iGv
(
1 + vχ0
[
1− (v + fxc)χ0
]−1)
= iGŴ
which we term the GWP method. There is no apparent physical justification
for this choice but it has been shown a priori to give reasonable results when
combined with self-consistency[100].
For completeness, there is of course the option of setting Γ(1, 2, 3) = δ(1, 2)δ(2, 3)
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in Eq. (4.4) but keeping the full expression in Eq. (4.3), resulting in:
Γ = 1 + fxcχ0Γ = 1 + fxcχ0 + fxcχ0fxcχ0 + · · ·
W = v + vPW = v + vPv + vPvPv + · · ·
P = χ0
⇓
Σ = iGWΓ = iG(v + vχ0v + vχ0vχ0v + · · · )(1 + fxcχ0 + fxcχ0fxcχ0 + · · · )
= iG(v + v(v + fxc)χ0 + vχ0(v + fxc)vχ0 + · · · )
= iG(v + vχ(v + fxc))
= iG(v + vχ0(1− vχ0)−1(v + fxc))
= iGW
This method we term GWΣ.
It is worth noting that the same four expressions can be obtained by writing
Σ = iG(v + vχ(v + fxc))
χ = χ0 + χ0(v + fxc)χ
with fxc ∈ [0, rALDA]. Including fxc in the expression for Σ implies that xc
effects are included in the potential created by an induced density. Including
fxc in χ reduces the screening in the system.
The size of the band gap and the absolute positions of the ionization potential
and electron affinity of bulk BN is calculated with the four methods and shown
in Fig. 4.3. It is evident that two different effects occur, depending on where
the xc-kernel is included. Both the size of the band gap and the band gap
center is affected. The reason for the shifts are explained in the following
section and the attached publication. The explanation requires that we first
establish a connection between the quasiparticle energies obtained via the GW
framework and total energies from the RPA.
The four methods are summarized in Table 4.1.
Σ χ iGW
GW RPA RPA iGv(1− χ0v)−1
GWP RPA rALDA iGv(1− χ0fxc)(1− χ0(v + fxc))−1
GWΓ rALDA rALDA iGv(1− χ0(v + fxc))−1
GWΣ rALDA RPA iGv(1 + χ0(1− vχ0)−1(v + fxc))
Table 4.1: Summary of the various quasiparticle methods.
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Figure 4.3: CBM and VBM of bulk BN relative to vacuum calculated with four
different methods (see text). For computational details, see the attached publication.
4.3.2 Quasiparticle energies from total energy calculations
In the following section physical meaning is given to the shift in band gaps
and band gap centers obtained for BN with the four approximations of the
previous section. To do this, the quasiparticle energies are first approached
from a total energy perspective.
The ionization potential (IP) and electron affinity (EA) are defined from
total energy differences between N - and N ± 1-electron systems
IP = E[nN−1,N−1]− E[nN,N ] ≃ E[nN−1,N ]− E[nN,N ]
EA = E[nN,N ]− E[nN+1,N+1] ≃ E[nN,N ]− E[nN+1,N ]
where nN,M is the N -electron density constructed by the N lowest KS orbitals
of the M -electron system. The ≃ becomes an equality assuming no orbital
relaxation. With this definition the IP and EA become positive quantities. In
turn, the absolute position of the valence (conduction) band is the negative
of the IP (EA). Neglecting correlation, the EXX IP and EA are obtained as
shown in green in Fig. 4.4; the IP is at -10.65 eV and the EA at 2.56 eV.
EXX clearly overestimates the gap and predicts the IP (EA) to be positioned
4.3 Publication: Including vertex corrections in GW calculations 79
much lower (higher) than when including correlation via the G0W0 method
shown in blue. In the following it is first explained why adding the correlation
contribution leads to a closing of the gap.
Figure 4.4: EXX and G0W0 calcu-
lations of the IP and EA of bulk
BN.
Niquet et al.[101] has shown how the
correlation part of the total energy differ-
ences calculated within RPA is directly re-
lated to the correlation part of the quasipar-
ticles from a GW calculation. The RPA cor-
relation energy is calculated from the non-
interacting density response function:
ERPAc [n] =
1
2
∫
dω
2piTr
{
ln[1−vχ0(iω)]+vχ0(iω)
}
from which it is clear that the differences in
total energies between the N - and N ± 1-
electron systems come from a change in χ0:
χ0 → χ0 + δχ0. The resulting contribution
from the correlation energy to the absolute
position of the conduction band is
−EARPAc = ERPAc [nN+1,N ]− ERPAc [nN,N ]
= −12
∫
dω
2piTr
{
[W (iω)− v]δχ0(iω)
}
,
whereW (iω) = v[1−vχ0(iω)]−1. The change
in χ0(iω) when adding one electron to the lowest unoccupied KS orbital, ψc(r),
can be written in terms of the Green’s function,
δχ0(r, r′, iω) = ψ∗c (r)G0(r, r′, ϵc + iω)ψc(r′) + c.c.,
which makes it possible to write the correlation contribution to the EA in terms
of the matrix element of the GW correlation-self-energy with the conduction
band:
−EAc = ⟨ψc|Σc(ϵc)|ψc⟩
A similar expression can be obtained for the IP. Thus, in order to explain
the down-shift (up-shift) of the conduction (valence) band when including
correlation (from EXX to G0W0), it is enough to show that the absolute
correlation energy of the N ± 1-electron system is more negative than that of
the N -electron system.
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χ0 consists of contributions between occupied and unoccupied states which in
real space can be written
χ0(r, r′, ω) = −
occ.∑
n
unocc.∑
m
2
(
ψ∗m(r′)ψn(r′)ψ∗n(r)ψm(r)
ϵm − ϵn − ω +
ψ∗n(r′)ψm(r′)ψ∗m(r)ψn(r)
ϵm − ϵn + ω
)
.
Compared with the N -electron system, in the N+1-electron system there will
be additional contributions from all unoccupied states to the now occupied
state in the conduction band. This picture is sketched in Fig. 4.6. There will
no longer be contributions from the same state with all the occupied ones:
δχ0 = −
occ.∑
n
2
(
ψ∗c (r′)ψn(r′)ψ∗n(r)ψc(r)
ϵc − ϵn − ω +
ψ∗n(r′)ψc(r′)ψ∗c (r)ψn(r)
ϵc − ϵn + ω
)
+
unocc.∑
m
2
(
ψ∗m(r′)ψc(r′)ψ∗c (r)ψm(r)
ϵm − ϵc − ω +
ψ∗c (r′)ψm(r′)ψ∗m(r)ψc(r)
ϵm − ϵc + ω
)
The two terms come with different sign and will as such partly cancel
each other out. In large-gap insulators, the first term will be negligible as
ϵc − ϵn is large. In the second term, ϵm > ϵc making δχ0 > 0 and hence
χ0[N ] > χ0[N + 1]. A similar argument results in χ0[N ] > χ0[N − 1].
0
0
vχ0[N]vχ0[N− 1]
Ec[N]
Ec[N− 1]
y= ln(1− vχ0) + vχ0
Figure 4.5: Sketch of the integrand in
the RPA correlation energy.
The correlation energy, ERPAc ∝
ln(1 − vχ0) − vχ0 is shown in Fig.4.5 as
a function of vχ0 and it is evident from
χ0[N ] > χ0[N±1] that E[N ] > E[N±1].
This means that the correlation contribu-
tion
−IPRPAc = ERPAc [nN,N ]− ERPAc [nN−1,N ] > 0
−EARPAc = ERPAc [nN+1,N ]−ERPAc [nN,N ] < 0
which explains the downward (upward)
shift of the conduction (valence) bands going from EXX to G0W0. This picture
is a simplification but it provides the right trends. An explanation as to why
the downward shift of the conduction band is much larger than the upward
shift of the valence band, we have split the correlation contribution in two
terms; the correlation energy of an atom in the ground state and a stabilising
screening contribution. The discussion and implications of this can be found
in the attached publication.
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In the following, the change in the size of the band gap and absolute band
positions in Fig. 4.3 when applying the four different methods is briefly ad-
dressed. Further discussion is found in the attached publication.
From Fig. 4.3 we observe that the dominant effect of the vertex correc-
tions is to shift the band gap center while the band gap itself is less affected.
Physically, the main effect of the rALDA kernel is to modify the effective
Coulomb interaction at short distances, but it also reduces the long range
components slightly. This suggests that the band gap is mainly determined
by long range interactions while the band gap center is sensitive to the short
range correlations.
Including fxc in χ (GWP and GWΓ) affects the description of screening
while including it in Σ (GWΓ and GWΣ) affects the form of the potential
created by the induced density. From Fig. 4.3 it is clear that the band gap
center depends mainly on fxc in the self-energy, i.e. a correct description of the
band gap center requires the inclusion of xc-effects in the induced potential.
The band gaps increase in the order GWP, GW, GWΓ, GWΣ. The size
of the gap depends mainly on the long range interactions and fxc reduces
these. Thus the total induced potential will generally be smaller when xc-
effects are included in the final potential (GWΓ and GWΣ). More precisely,
given a density variation, δn, the corresponding induced electron potential,
δvHxc = (v + fxc)δn, is generally weaker than the bare Hartree potential
δvH = vδn, because v(q) + fxc(q) < v(q). This explains the larger band gaps
found for the GWΓ and GWΣ methods. The remaining ordering (GW >
GWP and GWΣ > GWΓ) comes from noting that χrALDA > χRPA because
the higher order diagrams, which reduce the effect of χ0, are larger in RPA
Figure 4.6: Sketch of the difference in correlation energy between the N ±1- and the
N -electron system.
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because v(q) + fxc(q) < v(q).
In the attached publication, three of the methods described above are
tested on a wider range of semi-conductors, both 2D and 3D systems. The
best agreement with experimental band gaps and absolute band positions is
obtained for the GWΓmethod, which at the same time shows improved conver-
gence behaviour. The methods come with practically the same computational
cost, hence the GWΓ provides an efficient and rigorous improvement over the
GW approximation and sets a new standard for quasiparticle calculations in
solids.
CHAPTER 5
Connecting GW with DFT:
Optimized Effective Potential
In the previous Chapter 4 it was shown how to calculate excitations in solids
using MBPT and the QP picture. In this chapter we return to the Kohn-
Sham formalism and discuss the physics behind the eigenvalues obtained when
applying the RPA to derive a local xc potential. This requires linking MBPT
to DFT through the Sham-Schlüter equation[102]. The method, also called
the optimized effective potential (OEP) method, addresses solving the Sham-
Schlüter equation to obtain the local RPA xc potential from the non-local GW
self-energy. The xc potential can in turn be used directly in the Kohn-Sham
equations. From solving the Kohn-Sham equations one obtains the resulting
RPA equivalent of KS eigenvalues, ϵRPAi , and wave functions, ψRPAi (r). Due to
the incorporation of exact exchange, these wave functions are therefore likely
not to suffer from delocalization errors, that are known to be present in LDA
or GGA wave functions.
As mentioned previously, one issue with the standard RPA method is the lack
of self-consistency. By evaluating the RPA total energy expression using ϵRPAi
and ψRPAi (r) one obtains the true self-consistent RPA total energy.
The fist part of this chapter discusses self-consistent RPA total energy
calculations and the specific implementation. The second part addresses the
Kohn-Sham eigenvalues obtained when using the RPA to the xc potential in
the OEP method.
5.1 Self-consistent RPA calculations
The RPA correlation energy depends on the orbitals for which it is evaluated.
This is exemplified in Fig. 5.1 (from [54]) where the RPA atomization energy
for simple molecules is seen to vary with up to 10 kcal/mol depending on
whether LDA or PBE orbitals and energies were used as input. The obvious
question is then what is the true RPA value if evaluated on RPA wave func-
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tions and energies? Whether errors in e.g. atomization energies, compared
Figure 5.1: (a) Atomization and (b) cohesive energies calculated within RPA using
either PBE or LDA input wave functions, from [54].
with experiments, are related to the used orbitals or are intrinsic to the RPA
can only be answered by carrying out a self-consistent treatment of the RPA
(scRPA)[57]. In scRPA, the wave functions used to evaluate EEXX[n] and
ERPAc [n] are those from a self-consistent DFT ground state calculation with
vxc = vRPAxc . The rest of this section addresses how to obtain vRPAxc , and from
that the RPA wave functions and energies necessary to evaluate EEXX[n] and
ERPAc [n]. The method is outlined in the following and a sketch is provided in
Fig. 5.2.
• The ground state (e.g. LDA) wave functions are used to calculate the
first iteration of vRPAxc .
• vLDAxc is replaced with vRPAxc in the Kohn-Sham scheme and the Kohn-
Sham equation is solved using this new xc potential.
• The resulting wave functions are used to calculate the second iteration
of vRPAxc and the loop continues until self-consistency in the potential is
reached.
• The ground state energy is then evaluated using the resulting RPA
ground state wave functions.
The RPA method is present in various electronic structure codes and the
idea of scRPA has therefore also been present in the community for a long
time. The opinion on what there is to gain from such a calculation has been
divided. Some believe a self-consistent approach is necessary:
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Figure 5.2: Scheme for scRPA groundstate energy calculations. Solid lines indicate
self-consistency loops, dashed lines indicate that the output of the loops is used
onwards in the calculations.
”Our own work indicates that the input orbital dependence in
RPA post-processing calculations is a significant issue. Some form
of self-consistency would therefore be desirable.” (Ren, Rinke, Joas,
Scheffler 2012[49])
Some do not expect much to be gained for bulk systems:
”For solids, calculations presented so far suggests that the RPA-
KS potential exhibits only small differences to the LDA and PBE
potentials, suggesting that self-consistency is a minor issue for ex-
tended systems.” (Harl, Schimka, Kresse 2010[57])
Similar for atomic systems:
”Our experience with conventional density functionals suggests
that, at least for atomic systems, the RPA correlation energy is
not sensitive to the detailed structure of the exchange-correlation
potential.” (Jiang, Engel 2007[61]),
but in the end:
”Only a self-consistent treatment of the RPA will allow a final
answer to whether errors in atomization energies are related to the
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used orbitals or are intrinsic to the RPA.” (Harl, Schimka, Kresse
2010[57])
The fundamental point is that
”A self-consistent implementation is only advantageous if the
resulting correlation potential leads to an improved total Kohn-Sham
potential.” (Jiang, Engel 2007[61])
For this method to be useful, one must examine a quantity which is sensitive to
the exact shape of the correlation potential. According to [57] lattice constants
and bulk moduli are not. For systems such as transition metal oxides (TMO)
and nitrides it is known that GGA orbitals are too delocalized due to an
overestimation of the energy of the localized d-states. It is expected that RPA
wave functions will not suffer from delocalization to the same degree since
the self-interaction errors are mostly removed through the incorporation of
exact exchange. Formation energies of the TMOs and adsorption energies
on selected TMO surfaces could therefore be areas where results would be
improved when employing self-consistency.
Additionally, having access to the RPA xc-potential would enable the effi-
cient evaluation of atomic forces at the RPA level, accounting for long-range
interactions, for which self-consistency is a fundamental requirement. This
is key in advancing the RPA method by allowing structural relaxations of
complex systems and molecular dynamics. The evaluation of RPA forces is
however beyond the scope of this chapter.
The RPA xc-potential is obtained from the linearized Sham-Schlüter equa-
tion which relates the local RPA xc-potential to the non-local GW many-body
self-energy. This will be presented in greater detail in the following section.
5.2 The Sham-Schlüter equation
The total energy expressions for the EXX and RPA correlation energies were
presented in Eq.(2.2) and (3.4) respectively. The corresponding xc-potential
can then by definition be obtained directly from vRPAxc = δE
RPA
xc
δn . As both the
EXX and RPA correlation expressions are explicit functionals of the ground
state wave functions and hence implicit functionals of the density, carrying
out the functional derivative is somewhat extensive. The details can be found
in [103]. The result is known as the linearized Sham-Schlüter equation and is
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repeated here with the GW approximation to the self-energy:∫
dr3vRPAxc (r3)
∫
dω
2piG0(r1, r3, iω)G0(r3, r1, iω)
=
∫
dω
2pi
∫
dr3dr4G0(r1, r3, iω)ΣGWxc (r3, r4, iω)G0(r4, r1, iω)
with the GW self-energy, as presented earlier,
ΣGWxc (r1, r2, iω) =
i
2pi
∫
dω′G0(r1, r′2, iω + iω′)W (r1, r′2, iω′)
The Sham-Schlüter equation can also be obtained using the property that the
density of the interacting and reference KS system are the same[102].
The equation simplifies when only including the exchange part of the self-
energy as that is frequency independent[104]. This allows us to carry out
the frequency-integration of the right hand side using contour integration and
arrive at
Σx(r1, r2) =
occ.∑
n
ψn(r1)ψ∗n(r2)
|r1 − r2| ⇒∫
dr3vEXXx (r3)χ0(r3, r) =
occ.∑
i
unocc.∑
a
∫
dr3
∫
dr4
1
ϵi − ϵaψa(r1)ψ
∗
a(r3)
× Σx(r3, r4)ψi(r4)ψ∗i (r1) + c.c.
where the frequency integration of the Green’s functions on the LHS∫ ∞
−∞
dω
2pi
1
iω − ϵnk
1
iω − ϵn′k′ =
fnk − fn′k′
ϵnk − ϵn′k′
with the occupation numbers fnk. This makes it possible to write the LHS in
terms of the static non-interacting response function. We refer to this as the
EXX-OEP equation.
With the full GW self-energy, the frequency dependence makes the solution
of the OEP computationally more involved. To simplify the calculations, the
full frequency dependence of the self-energy is approximated by the self-energy
at the poles. This is also known as the quasi-particle GW approximation
(qpGW):
⟨nk|ΣqpGWxc |mk⟩ ≡ ΣqpGWnm ≈
1
2 ⟨nk|[Σ
GW
xc (ϵnk)]∗ +ΣGWxc (ϵmk)|mk⟩
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where the complex conjugation in the first term makes the self-energy Hermi-
tian. Removing the frequency dependence of the self-energy means that the
frequency-integration of the Green’s functions can be carried out analytically,
as was the case for the EXX-OEP. The approximate RPA-OEP equation thus
becomes similar to the EXX-OEP one, except the matrix elements, ⟨n|Σx|m⟩
need to be replaced with ΣqpGWnm . ΣqpGWnm is evaluated in a plane wave basis
as in a standard GW calculation, see Eq.(4.9). The only difference is that off-
diagonal matrix elements are required, n ̸= m. This does however increase the
computational time significantly. Fourier-transforming the entire RPA-OEP
results in
vRPAxc (G) =
∑
G′
χ−10 (G,G′)
∑
nk,mk
⟨nk|eiG′·r|mk⟩ Σ
qpGW
nm
ϵmk − ϵnk + c.c. (5.1)
and vRPAxc can then be obtained in real-space by the inverse Fourier transform
vRPAxc (r) =
1
N
∑
G
vRPAxc (G)eiG·r
where N is the number of plane waves.
5.2.1 PAW corrections
The terms χ−10 (G,G′), ⟨nk|eiG
′·r|mk⟩ and ΣqpGWnm in Eq.(5.1) are all con-
structed from wave functions which consist of a pseudo-part plus PAW cor-
rections, as discussed in Section 2.4.1. In order to obtain the all-electron
RPA xc potential one should include the pseudo wave functions plus the PAW
corrections in the evaluations of the expressions above.
When applying the RPA xc potential in the Kohn-Sham formalism to ob-
tain the RPA eigenvalues and wave functions, it is however not the all-electron
xc potential that enters the equations. In Section 2.4.1 it was shown how the
PAW-transformed Hamiltonian takes the form
˜ˆ
H = −12∇
2 + vHa[n˜] + vxc[n˜] +
∑
a
∑
i1i2
|p˜ai1⟩∆Hai1i2 ⟨p˜ai2 | .
We thus need the RPA xc potential evaluated on the pseudo density, vRPAxc [n˜]
to replace vLDAxc [n˜], and the PAW corrections must enter Hai1i2 through car-
rying out the differentiation δ∆ERPAxcδDai1i2 . It was not possible to carry out this
differentiation analytically for the RPA correlation energy and as an approxi-
mation, this implementation keeps the PAW corrections from the LDA whilst
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replacing the pseudo LDA xc potential with the RPA counterpart. In [104]
the PAW corrections are obtained from a linearized Hartree-Fock method and
kept fixed for EXX-OEP and RPA-OEP calculations.
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5.3 Transition energies
The implementation of the OEP equation and introducing vRPAxc (r) in the KS
loop in GPAW alongside with PAW corrections and parallellisation schemes
was the focus of this project initially. The method was thought to be applied
to transition metal oxides (TMOs) where the complex electronic structure
arising from the localized and strongly correlated d-electrons has previously
made theoretical descriptions highly challenging [105, 106, 107]. TMOs are
of great importance for a number of technological applications such as trans-
parent electrodes, solid electrolytes, superconductors, microelectronics, com-
puter chips, batteries and piezoelectrics. Self-consistent RPA calculations was
thought of as a way of dealing with the delocalization errors otherwise present
in DFT with standard xc functionals. This could in turn be used to construct
a comprehensive computational database of TMO surface chemistry proper-
ties that will fill the “data gap” existing for this important class of materials.
This project was however abandoned due to reasons explained in the following
sections.
(a) (b)
Figure 5.3: Diamond: (a) The Γ → Γ transition energy of diamond as a function
of iterations in the self-consistent cycle. (b) Converged xc OEP potential, exchange-
only OEP potential (Ecut = 300 eV, k-pts= 6 × 6 × 6) and the LDA xc potential
(aligned at r = 0).
With the implementation available in GPAW, we decided to start off by
looking at band gaps of various semi-conductors, calculated from the differ-
ence between the lowest unoccupied and highest occupied Kohn-Sham eigen-
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value, to compare our results with recently published results from a similar
implementation in the VASP code[104]. Even given the exact Kohn-Sham
xc-potential, the resulting band gap will by construction not be exact because
of the lack of the derivative discontinuity, as discussed in Section 2.3.1. As
shown in [36, 104] the derivative discontinuity can be obtained from a G0W0
calculation but that is neglected here. It is only of interest to see how the
Kohn-Sham formalism performs when employing the RPA-OEP xc-potential.
Figure 5.4: Sketch of the shift in en-
ergy levels. Blue (green) denotes va-
lence (conduction) states.
A simple example is diamond with only
two atoms in the unit cell and a rather
small lattice constant. In Fig. 5.3(a) the
band gap at Γ is shown as a function
of the number of iterations of the RPA-
OEP equation (second loop of Fig. 5.2).
This calculation is carried out at a plane
wave cutoff of 300 eV and a 6 × 6 × 6
k-points grid. The number of bands in-
cluded in the construction of ΣqpGWnm was
set equal to the number of plane waves.
The band gap is seen to be converged af-
ter approximately 5 iterations. Throughout the iterations, 70 % of the newly
calculated RPA xc-potential is mixed with 30% of the old to ensure smoother
convergence.
The numbers for the band gap of diamond with both EXX- and RPA-OEP are
printed in Table. 5.1 for plane wave cutoffs of 300 and 600 eV as well as after
an extrapolation to infinity. The results from the VASP code are reprinted as
well, showing excellent agreement.
In order to explain the relative size differences between the LDA, EXX-
OEP and RPA-OEP band gap, it is necessary to look at the RPA xc-potential
in greater detail. The resulting RPA xc-potential for diamond is shown in Fig.
5.3(b) plotted through the diagonal of the unitcell, hence going through the
LDA EXX-OEP RPA-OEP Exp.
Code: GPAW VASP GPAW VASP GPAW VASP -
EPWcut (eV): 800 - 300 600 ∞ ∞ 300 600 ∞ ∞ -
diamond 5.53 5.54 6.17 6.18 6.19 6.20 5.97 6.02 6.05 6.07 7.30
Table 5.1
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two carbon atoms at r = 0 and r ≈ 1.7 Å. It is evident from Tab. 5.1 that
LDA predicts the smallest gap followed by RPA-OEP and EXX-OEP. The
EXX-OEP gap is in decent agreement with experimental values. EXX-OEP
gaps for five different semi-conductors are shown in Table 5.2 from which it is
clear that the agreement for small gaps can only be accidental as it fails com-
pletely for larger gap systems such as Ne. There is no physical reason why
EXX-OEP gaps should be similar to experimental quasiparticle gaps. The
agreement here is attributed to error cancellation between the lack of correla-
tion and omitting the derivative discontinuity[104].
From Fig. 5.3b we see that the EXX-OEP potential is more attractive than
the LDA potential in the bonding region but more repulsive in the intersti-
tial regions. Compared with the EXX-OEP potential, the LDA potential is
more spherically symmetric around the atoms (red dots). This is attributed to
the one-electron self-interaction free nature of the EXX-OEP. The RPA-OEP
potential is also deeper in the bonding region, being almost identical to the
EXX-OEP potential. However, the RPA-OEP potential differs significantly
from the EXX-OEP one in the interstitial region, where it much resembles
the LDA potential. The RPA-OEP potential varies very little in the inter-
stitial regions, especially compared to the EXX-OEP potential. This can be
attributed to the fact that the method incorporates the response of the sur-
rounding electron density (screening), not included in EXX-OEP[104].
The LDA and RPA-OEP potentials are similar in the interstitial regions of
low density, but the RPA-OEP potential, is more attractive in the bonding
region where the density of the valence band states is large. This lowers the
position of the valence band states and increases the gap compared to LDA.
The EXX-OEP and RPA-OEP potentials are similar in the bonding region,
resulting in similar positions of the valence band edges. The differences occur
in the interstitial regions where the RPA-OEP potential is more attractive.
As the interstitial regions are dominated by the conduction band states, the
more repulsive EXX-OEP potential increases the energy of the conduction
band states so that the EXX-OEP gap becomes even wider than the RPA-
OEP gap. This is sketched in Fig.5.4. In conclusion, the resulting numbers
and observed trends are in excellent agreement with that of J. Klimes et al.
[104], supporting the implementation made in GPAW.
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LDA EXX-OEP Exp.
Code: GPAW VASP GPAW VASP -
PW Cutoff (eV): 800 - 300 600 ∞ ∞ -
Si 2.53 2.53 2.90 2.91 2.92 3.13 3.05
BN 8.69 8.69 9.95 9.99 10.01 9.84 -
GaN 1.70 1.69 3.60 3.47 3.40 3.12 3.30
MgO 4.68 4.68 7.60 7.39 7.28 6.64 7.83
Ne 11.41 11.43 14.89 14.59 14.43 14.69 21.51
Table 5.2: EXX-OEP results for a range of semi-conductors compared with that of
J. Klimes et al.[104].
5.4 The potential of the method and computational
cost
In [104] the derivative discontinuity is added to the RPA-OEP gaps to ob-
tain the quasiparticle gap at Γ of 8.00 eV. This results in an overestima-
tion compared with experiments. The derivative discontinuity is obtained
from a G0W0@LDA calculation, which by itself yields seemingly better agree-
ment. With GPAW, the band gap of diamond at Γ is 7.56 eV calculated with
G0W0@LDA, which comes at a much smaller computational cost and is closer
to the experimental value of 7.30 eV.
This is hardly satisfactory as the computational cost of the RPA-OEP
method is about one order of magnitude larger. The initial intent of devel-
oping the method was however not to obtain more accurate band energies
and gaps but to carry out self-consistent RPA total energy calculations. How-
ever, having seen that with the current implementation in GPAW, it was not
possible to obtain converged RPA-OEP gaps for the systems with the larger
unit cells in Table 5.2 with the computational resources available in a proper
amount of time, the initial idea had to be forfeited. Using the resulting RPA-
OEP wave functions for self-consistent total-energy calculations of TMOs and
more complicated systems was simply deemed impracticable for us. The RPA-
OEP potential does differ from the LDA potential in a way leading to a more
localized electronic density, due to the fact that the self-interaction errors are
reduced. How large the effect is on resulting total energies remain an open
question, and given the recent upgrade of our supercomputer, it could be worth
revisiting. Another approach to obtaining quasiparticle wave functions would
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be to carry out fully self-consistent GW calculations. They could then be used
as input for RPA total energies, just as well as the quasiparticle wave functions
from the RPA-OEP equation as they are theoretically equivalent. The scGW
method is implemented in a handful of codes now, e.g. BerkeleyGW[108],
ABINIT[109], West[94] and more, which have attempted to reduce the com-
putational cost by various techniques. With the vertex corrections available in
the GW framework as presented in Section 4.3, it would be straight forward to
go beyond RPA and obtain vrALDAxc (r) and from that rALDA wave functions
or densities. From the discussion in Section 4.3, one would expect vrALDAxc (r)
to be more positive in both the bonding and interstitial regions in order to
raise the energy levels of both the valence and conductions bands, compared
with those from the RPA-OEP.
In [104] one positive aspect of the RPA-OEP is argued. They compare their
resulting QP band gaps (including the derivative discontinuity) with band
gaps of a GWTC-TC@HSE method which is a GW QP calculation combining
full self-consistency with a vertex included only in the screening (very much
similar to the GWP method presented earlier in this work). The comment is
that ”since two quite different theoretical approaches yield consistently large
gaps, one might ask whether the present values are in fact not accurate”, with
the error being attributed to the lack of electron-phonon interactions in the
self-energy. The RPA-OEP method is cheaper than the GWTC-TC@HSE as
that requires solving the Bethe-Salpeter equation which scales with system
size to the power of five, an N5 scaling. We have however shown in Section
4.3 that only introducing a vertex in the screening is physically not justified
and the increased accuracy of the GWTC-TC@HSE method is attributed to
a fortuitous error cancellation between self-consistency opening the gap and
vertex in the screening closing the gap. The agreement between KS gaps from
the RPA-OEP method and that of the GWTC-TC@HSE method can therefore
only be accidental.
CHAPTER 6
Conclusion
In this thesis, improvements and applications of beyond-DFT methods to elec-
tronic structure calculations of both bulk and 2D materials were presented. In
particular the RPA method was used for total energy calculations in surface
science and the GW formalism used to obtain accurate excitations with em-
phasis on absolute band positions.
The work on the GW method was related to improving descriptions of ex-
citations in both bulk and 2D materials by including vertex corrections using
a TDDFT xc kernel. This resulted in the GWΓ method which in particular
showed improved IPs and EAs for a range of bulk and 2D semiconductors
without increasing the computational cost of the already computationally ex-
pensive GW method. The IPs and EAs were shifted upwards by around 0.5
eV. Additionally, slightly larger band gaps were observed for most materials
with the GWΓ method, further improving agreement with experimental val-
ues. Additionally, the GWΓ method posed a solution to the long-standing
problem of the starting-point dependence in GW and improved the numerical
convergence behaviour. The GWΓ method was compared with two different
approaches of incorporating vertex corrections into the GW method, both
however lacking physical justification, and showing a worse agreement with
experimental values.
To enable accurate and efficient GW calculations of 2D materials, a cor-
rection to the Brillouin zone sampling in the calculation of the self-energy
was derived from knowledge of exact limits of the screened Coulomb poten-
tial. This reduced the computational time by an order of magnitude without
compromising accuracy, thereby enabling large scale calculations. One such
large-scale project is the construction of a database of 2D materials. This has
already been initiated by the CAMD group at DTU. Here the GWΓ method,
enabled by the speed-up of the Brillouin zone integration, will provide accu-
rate band structures enabling users to judge the applicability of a given 2D
material in their considered applications.
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Some of the GW calculations were employing the new norm-conserving
PAW setups that were constructed by using a genetic algorithm. The ge-
netic algorithm replaces the very time consuming hand-tuning of parameters
previously necessary to obtain both efficient and accurate PAW setups. Norm-
conserving PAW setups is a new addition to the GPAW code, and their im-
portance in GW calculations, especially for accurate prediction of absolute
band positions was documented. To which degree the setups of the different
elements lack norm-conservation was illustrated and future users of the GW
implementation in the GPAW code should now be aware of possible implica-
tions that it might have on their calculations. This work enables construction
of accurate norm-conserving setups needed for GW calculations.
Besides excitations and the GW method, this work also addressed the lack
of accurate data for adsorption energies, important to catalysis, for example.
First, the advanced RPA method was applied to calculations of adsorption
energies for a range of reactions, where experimental data was available for
comparison. Despite the large spread in experimentally reported values, a
good agreement was established with the RPA method, deviating with 0.2 eV
from the average of the experimental values. The RPA and rALDA meth-
ods were subsequently used to construct a database consisting of 200 highly
accurate adsorption energies which in turn can be used to guide future devel-
opment of new xc functionals for DFT, especially useful for surface science.
For constructing the family of BEEF functionals, a fitting procedure to a set
of trustworthy experimental databases was carried out. Due to the lack of
experimental adsorption energy databases, the theoretical one constructed in
this work could be added to the fitting procedure, thereby hopefully improving
the resulting functional in this regard.
A different approach could be to collect various theoretical databases of highly
accurate RPA calculations from the literature. Since RPA is known to per-
form well across a wide range of different properties, one could attempt to
construct the ”RPA-mimicking” DFT functional through a fitting procedure,
combining the accuracy of the RPA method with the computational speed of
DFT.
With the established accuracy of DFT functionals for adsorption energy
calculations in mind, they were applied in the search for catalysts to be used
in electrochemical methanol production from ethane. Two different types of
surfaces were investigated for this reaction; the (110) surface of rutile transi-
tion metal oxides and a fairly new class of two-dimensional materials called
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MXenes. Promising candidates were found within the MXenes. Given the
vast amount of materials within the class of MXenes and the shown tunability
of the adsorption energy by varying the number of layers, a future large-scale
study of methanol production is warrented.
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We present an extensive set of surface and adsorption energies calculated using state of the art
many-body perturbation theory. In the first part of the paper we consider ten surface reactions in
the low coverage regime where experimental data is available. Here the random phase approximation
(RPA) is found to yield high accuracy for both adsorption and surface energies. In contrast all the
considered density functionals all fail to describe both quantities accurately. This establishes the
RPA as a universally accurate method for surface science. In the second part, we use the RPA and
the renormalised adiabatic LDA (rALDA) to construct a database of 200 high quality adsorption
energies for reactions involving OH, CH, NO, CO, N2, N, O and H over a wide range of 3d, 4d
and 5d transition metals. Due to the significant computational demand, these results are obtained
in the high coverage regime where adsorbate-adsorbate interactions can be significant. While RPA
and rALDA describe the adsorbate-metal bond similarly, they deviate for the more local adsorbate-
adsorbate interactions. The rALDA results are compared to a range of standard density functional
theory methods. The deviations are found to be highly functional, surface and reaction dependent.
Our work establishes the RPA and rALDA methods as universally accurate full ab-initio methods
for surface science where accurate experimental data is scarce. The database is available and should
be useful for development of cheaper exchange correlation functionals for surface science
I. INTRODUCTION
The application of density functional theory (DFT) to
problems in surface science is ever increasing. In particu-
lar, the ability to predict stability and reactivity of tran-
sition metal surfaces is an important and fundamental
problem in many areas, not least heterogeneous catalysis.
Immense efforts have gone into the development of bet-
ter exchange-correlation (xc)-functionals and today hun-
dreds of different types exist, with the most popular types
being the generalized gradient approximations (GGAs),
the meta GGAs, (screened) hybrids, GGA+U, and the
non-local van der Waals density functionals. With a few
exceptions, they all contain parameters that have been
optimized for a particular type of problem or class of ma-
terial. Moreover they rely on fortuitous and poorly un-
derstood error cancellation effects. This limits the gener-
ality and predictive power of the standard xc-functionals
whose performance can be highly system dependent.
Recently, the random phase approximation (RPA) has
been advanced as a total energy method that goes beyond
standard DFT1,2. Within the RPA, the correlation en-
ergy is obtained from the linear density response function
while exchange is treated exactly. It is computationally
much more demanding than conventional DFT (including
orbital dependent functionals), but significantly cheaper
than wave function-based quantum chemistry methods.
The RPA is presently considered the gold standard for
solid state systems due to its ab-initio nature, good de-
scription of static correlation and excellent account of
long range dispersive forces3,4. Compared to standard
DFT, the RPA reduces self-interaction errors due to its
exact treatment of exchange, it incorporates dynamical
screening and accounts for long-range correlations such
as van der Waals interactions through its non-locality.
In general, the RPA is most accurate for energy differ-
ences between isoelectronic systems, i.e. systems with
similar electronic structure. Thus structural parame-
ters are generally accurately described as is bonds of
dispersive or mixed dispersive-covalent nature. In con-
trast, strong covalent bond energies are typically under-
estimated by RPA, implying that atomisation energies of
covalently bonded crystals and molecules are systemat-
ically underestimated. This deficiency is related to the
relatively poor description of the short range correlation
hole by the RPA5,6. The introduction of an xc-kernel,
such as the simple renormalised adiabatic local density
approximation (rALDA), in the density response func-
tion, greatly improves the short range correlation hole
and leads to a significant reduction of the error on cova-
lent bond energies7–9.
While most previous RPA total energy studies have
focused on isolated molecules and bulk solids, there
have been some RPA reports on surface adsorption
problems10–15. Graphene adsorption on metal sur-
faces is considered notoriously difficult due to the
mixed dispersive-covalent nature of the graphene-metal
bond. Nevertheless, the predicted RPA binding dis-
tances are in excellent agreement with available exper-
imental data12.The RPA has successfully resolved the
“CO adsorption puzzle”: in contrast to most DFT func-
tionals RPA predicts the correct binding site of CO on
Pt(111) and Cu(111). For the case of CO on Pt(111) and
Pd(111), Schimka et al.10 demonstrated how semi-local
xc-functionals underestimate the surface energy relative
to experiments and at the same time overestimate the ad-
sorption energy. By modifying the xc-functional, either
the predicted adsorption energies or surface energies can
2FIG. 1: CO adsorbed in the fcc site at a coverage of
1/4.
be improved but always at the expense of the other10.
In contrast, the RPA improves the description of both
properties simultaneously.
In this work we present an extensive and system-
atic study of surface adsorption based on the RPA and
rALDA methods with comparisons to experiments and
selected xc-functionals. The paper consists of two parts.
In the first part, we apply the RPA to a range of ad-
sorption reactions at 1/4 coverage where experimental
results are available. On average, the RPA predicts ad-
sorption energies that deviate by 0.2 eV from experi-
ments. The same average accuracy is achieved by the
RPBE and BEEF-vdW xc-functionals. While the two
xc-functionals perform rather similarly, there are sig-
nificant and non-systematic deviations between the xc-
functionals and RPA for the individual reactions indi-
cating the different nature of the RPA compared to the
semi-local and vdW density functionals. The good per-
formance of the RPBE and BEEF-vdW for adsorption
energies does not carry over to surface energies, which
are hugely underestimated. On the other hand RPA re-
mains accurate also for surface energies.
Having established the reliability of the RPA for sur-
face reactions, the second part of the paper is devoted to
the development of a comprehensive reference database
of adsorption bond energies to transition metal surfaces.
The motivation for this endeavour is manifold. First, the
database will make it easier for code developers to com-
pare and benchmark their results, which is important in
order to enhance the reproducibility of RPA calculations.
Important progress along these lines have already started
for standard DFT calculations16. The much higher com-
plexity of RPA compared to DFT calculations makes
it even more important to facilitate such developments
for this case. Secondly, the development of better xc-
functionals relies crucially on access to large, well de-
fined and consistent datasets. Using experimental data
is not ideal because they are influenced by factors not
considered in the calculations and thus there is a risk
of obtaining the right result for the wrong reason. For
methods targeting surface science problems, the situation
is even worse because of the scarcity of accurate exper-
imental data for adsorption and surface energies not to
mention transition state energies. It is therefore critical
to develop theoretical reference datasets for unique re-
actions and surface structures calculated with the most
accurate computational methods available. The concept
of theoretical reference databases is widely used in quan-
tum chemistry, but is presently lacking in materials and
surface science.
The obvious challenge related to the establishment of
RPA (or beyond-RPA) reference datasets for surface sci-
ence is the large computational cost of such calculations.
We overcome this problem by focussing on the high cov-
erage limit where the small size unit cells renders the
problem tractable while still permitting an assessment
of the critical metal-adsorbate and (adsorbate-adsorbate)
interactions. Specifically, we calculate a total of 200 dif-
ferent full coverage adsorption reactions involving OH,
CH, NO, CO, N2, N, O and H adsorbed on a wide range
of 3d, 4d and 5d transition metals. We compare the RPA
and rALDA results to the PBE17, RPBE18 and BEEF-
vdW19 xc-functionals implemented in the GPAW elec-
tronic structure code.
PART I: EXPERIMENTALLY RELEVANT
REACTIONS
In the first part of this work we use the RPA method
to calculate adsorption and surface energies of systems
where experimental data is available for comparison20.
The surface is represented by four layers and the exper-
imentally relevant coverage and adsorption site is used.
The reactions considered are CO, NO, O and H on (111)-
surfaces of Pt, Rh, Ir, Cu, Pd and Ni. The structures
are set up in their PBE-relaxed structures and the RPA
calculations are carried out on top of PBE input wave
functions and energies. See the Method Section for more
details.
The adsorption energy is defined with reference to the
corresponding molecule in its gas phase,
Eads = Eadsorbate@slab − (Eslab + Eadsorbate(g))
while the surface energy is defined as
Esurf =
1
2
(
Eslab −NlayersEbulk
)
A. Adsorption energies
Adsorption energies from PBE, RPBE, BEEF-vdW
and RPA and are shown in Table I along with selected ex-
perimental values. The experimental reference data are
mainly from equilibrium adsorption studies, temperature
programmed desorption (TPD) and single crystal adsorp-
tion calorimetry (SCAC) (see Ref. [20] and references
3site PBE RPBE BEEF-vdW RPA Exp.
CO + Pt(111) → CO/Pt(111) top -1.68 -1.29 -1.20 -1.36 -1.20, -1.22, -1.26, -1.28
CO + Rh(111) → CO/Rh(111) top -1.92 -1.56 -1.50 -1.40 -1.29, -1.33, -1.60
CO + Ir(111) → CO/Ir(111) top -2.11 -1.74 -1.72 -1.48 -1.61
CO + Cu(111) → CO/Cu(111) top -0.74 -0.41 -0.45 -0.25 -0.51, -0.57
CO + Pd(111) → CO/Pd(111) fcc -1.91 -1.48 -1.49 -1.58 -1.34, -1.38, -1.41, -1.43,
-1.43, -1.46, -1.47, -1.57
NO + Pd(111) → NO/Pd(111) fcc -2.17 -1.75 -1.75 -1.99 -1.81
NO + Pt(111) → NO/Pt(111) fcc -1.88 -1.45 -1.43 -1.33 -1.16
1
2
O2 + Ni(111) → O/Ni(111) fcc -2.16 -1.81 -1.95 -2.50 -2.49
1
2
H2 + Ni(111) → H/Ni(111) fcc -0.53 -0.34 -0.27 -0.36 -0.45, -0.48
1
2
H2 + Pt(111) → H/Pt(111) top -0.46 -0.28 -0.14 -0.51 -0.36, -0.37
MAE 0.44 0.23 0.19 0.21 -
MSE -0.38 -0.04 -0.01 -0.10 -
TABLE I
FIG. 2: Deviations in adsorption energies from the RPA results of this work. The green crosses are RPA results
from10.
therein). When comparing to theoretical adsorption en-
ergies, it should be kept in mind that, even when carefully
executed, such experiments are always subject to inher-
ent uncertainties stemming from variations in the surface
crystal structure, presence of surface defects or impuri-
ties, different binding sites, side reactions, etc. Conse-
quently, experimental adsorption energies can vary by up
to 0.3 eV for the same reaction although for most reac-
tions is around 0.1 eV. The mean absolute error (MAE)
and mean signed error (MSE) of the theoretical results
have been calculated relative to the average experimental
adsorption energy reported for each reaction.
Fig.2 shows the deviations of the calculated and ex-
perimental adsorption energies from the RPA values of
this work. The RPA, RPBE, and BEEF-vdW all have a
MAE of around 0.20 eV which is significantly lower than
the 0.44 eV obtained with PBE. The systematic under-
estimation of adsorption energies by the PBE is a well
known problem. The case of O on Ni(111) deviates from
the general trends which is related to the rather poor
description of the O2 reference by the DFT functionals.
It should be noted that the BEEF-vdW has been fitted
to a dataset containing the first 8 adsorption reactions
considered.
The performance of the RPA is actually quite remark-
able in view of its pure ab-initio nature. With a MSE of
-0.10 eV, it appears that the RPA has a weak tendency
to overbind the adsorbates. However, given the small
size of the dataset and the inherent uncertainties in ex-
perimental data one should be careful to draw too strict
conclusions. The agreement with previously published
RPA values (for CO on Cu, Rh, Pd, Pt) is acceptable
with a MAE of 0.10 eV and MSE of 0.002 eV.
These deviations could stem from differences in the ap-
plied geometries (although PBE relaxed structures were
used in both studies) and the fact that the RPA results
4from Ref. 10 were obtained by extrapolating RPA ener-
gies for a
√
3 × √3 unit cell to a 2 × 2 cell using PBE
data.
B. Surface energies
FIG. 3: Surface energies of five different fcc(111) sur-
faces calculated with four different methods and com-
pared to experimental values and RPA values from [10].
Surface energies of some selected (111) surfaces were
calculated with RPA, rALDA and different DFT xc-
functionals. Fig. 3 shows the surface energies obtained in
the present work together with the RPA results of Ref.
[10], plotted relative to the experimental values. Our
RPA results show excellent agreement with the previous
RPA values and confirm that RPA predicts surface ener-
gies in much better agreement with experiments than all
the considered DFT functionals. Inclusion of the rALDA
kernel does not have a large effect on the surface energies
which are very similar to the RPA values (not shown).
As previously observed, it is striking that the xc-
functionals which perform better for adsorption energies
(RPBE and BEEF-vdW) perform worse for surface en-
ergies and vice versa. This circumstance highlights the
limitations of presently employed functionals and under-
lines the advantage of more advanced methods, like the
RPA and the rALDA. The latter exhibit a greater degree
of universality in the sense that they offer high (though
not perfect) accuracy across a broad range of systems
and bonding types.
C. Coverage effects
As mentioned in the introduction, the computational
cost of the RPA and rALDA makes large scale applica-
tion of these methods a daunting task. As a consequence,
for benchmarking purposes it is desirable to explore mini-
malistic models of adsorption systems which still capture
the essential physical mechanisms governing surface reac-
tions, i.e. the formation and breaking of bonds between
an extended metal surface and the adsorbate. In Fig.
4 we show the coverage dependence of the adsorption
energy for the case of CO on top of a Pt(111) surface.
Cleary, there is a significant dependence of the bind-
ing energy on the coverage due to repulsive adsorbate-
adsorbate interactions at higher coverages. However, the
relative ordering of the adsorption energy obtained with
different methods is essentially unchanged. This shows
that adsorption in the high coverage limit involves much
the same physics as the low coverage regime. Having
made this point, it should be stressed that the high cov-
erage regime is of interest in itself. In indeed, high cover-
age configurations become relevant at high gas pressure
conditions. Moreover, adsorbate-adsorbate interactions
(which contribute to the adsorption energy at high cov-
erage) are generally important to incorporate for a cor-
rect description of reaction kinetics. Finally, high cover-
age configurations do, at least to some extent, resemble
the stretched bond configurations of dissociative transi-
tion states. Thus one could expect that the more accu-
rate description of high coverage configurations entails
more accurate description of transition states and bar-
rier heights. In this context, it is interesting to note from
Fig. 4 that the magnitude of the repulsive adsorbate-
adsorbate interactions is largest with the pure GGAs
(PBE and RPBE), smaller with the van der Waals den-
sity functional (BEEF-vdW), and smallest with the RPA.
We believe this is due to the stabilising effect of attrac-
tive van der Waals interactions between the adsorbates
at higher coverage.
5FIG. 4: Adsorption energies of CO on Pt(111) with a
coverage of 1/4 to 1 calculated with various methods.
The binding energy is decreased at higher coverage due
to repulsive adsorbate-adsorbate interactions, however,
the relative ordering of the adsorption energy obtained
with different methods stays more or less unchanged.
The magnitude of the adsorbate-adsorbate interactions
is smaller with the RPA than the DFT functionals due
to the stabilizing effect of the attractive van der Waals
interactions between the molecules at higher coverage.
6PART II: DATABASE OF ADSORPTION
ENERGIES
In this section we present 200 adsorption energy calcu-
lations of full coverage reactions in order to compare the
performance of different computational methods. The
adsorption is on the top site of the fcc(111) surface rep-
resented by three layers using the bulk PBE lattice con-
stant. The position of the top surface layer and the ad-
sorbate has been relaxed with PBE.
The adsorption energies have been calculated with
PBE, RPBE, BEEF-vdW and their relative performance
compared to that of the rALDA.
The adsorption energies were calculated for the fol-
lowing reactions on transition metal surfaces with the
reference molecule in their gas phase:
(1) H2O + slab → OH/slab + 12 H2
(2) CH4 + slab → CH/slab + 32 H2
(3) NO + slab → NO/slab
(4) CO + slab → CO/slab
(5) N2 + slab → N2/slab
(6) 12N2 + slab → N/slab
(7) 12O2 + slab → O/slab
(8) 12H2 + slab → H/slab
An example of the full coverage adsorption is shown in
Fig. 5. The adsorbate-adsorbate distance is around 2.5 A˚
and adsorbate-adsorbate interactions will therefore cer-
tainly affect the adsorption energies. The adsorption
energy essentially consists of two contributions: Firstly,
bringing the individual molecules in close proximity form-
ing a molecular ”layer” and secondly adsorbing the full-
coverage layer on the surface. These two different contri-
butions are calculated with RPA and rALDA and shown
in Fig. 6 for CO adsorbed on Mn(111). The two methods
agree well for the adsorption of the molecular layer with
differences below 0.1 eV across all adsorbates. When dis-
sociating the layer however, RPA and rALDA are shown
to differ quite significantly (up to 0.42 eV for NO). The
differences between RPA and rALDA for all adsorbates
on a few different surfaces are shown in Fig. 7. The
difference is seen to be surface independent.
D. Results
1. Adsorption energies
The differences between PBE, RPBE, BEEF-vdW
and RPA are shown in Fig. 8. Blue (red) represents
overbinding (underbinding). PBE performs quite well
with an average deviation across all reactions of 0.16
eV. The underbinding is worse on the later transition
metals and the adsorption of CH and O are described
the worst. The sign of the differences are seen to be
reaction dependent.
BEEF-vdW predicts weaker binding for almost all
FIG. 5: CO adsorbed in the top site at full coverage.
FIG. 6: RPA and rALDA calculations of CO adsorbed
on Mn(111) with respect to the molecular layer and the
isolated CO molecule.
reactions. The same was observed for 1/4 coverage in
the first part of this work. The average deviation is 0.22
eV across all reactions. The descriptions of CO and O
adsorption are the worst. RPBE predicts an even weaker
binding for almost all reactions. The deviations vary
from 0.09 eV for the adsorption of H to 0.53 in the case of
the adsorption of N2. In average the difference is 0.35 eV.
The adsorption energy is shown vs surface energy for
two different reactions on four different surfaces in Fig. 9
calculated with five different methods. The DFT results
fall roughly on a straight line, as shown previously10,
supporting the statement that by tuning the xc func-
tional, we change both adsorption and surface energies
simultaneously. rALDA is seen to deviate from this line
significantly and supposedly corrects both energies. The
magnitude of this deviation is seen to be surface and re-
action dependent. In some cases the BEEF-vdW results
deviate a bit from this line as well, suggesting that it is
7FIG. 7: Difference in adsorption energies calculated with RPA and rALDA with the isolated molecule as reference.
FIG. 8: Difference in adsorption energies calculated with PBE, RPBE and BEEF vs rALDA with respect to the
isolated molecule.
indeed the incorporation of van der Waals forces that is
important.
The surface energy is shown versus the adsorption en-
ergy for the 8 different reactions on Fig. 10. The type
of calculation is represented by a different color and the
length and direction of the arrows show the difference
between PBE (red), BEEF-vdW (green) and rALDA
(blue). The direction of the arrow varies between the
different reactions. In average, the surface is predicted
to be too stable by the same amount with both PBE and
BEEF-vdW.
CONCLUSION
In conclusion we have established the RPA and rALDA
methods as universally accurate full ab-initio methods for
surface science. A database of 200 high quality, full cov-
8FIG. 9: Comparing adsorption and surface energies calculated with rALDA (cross), PBE (square), RPBE (trian-
gle), BEEF (diamond) and LDA (circle) for the adsorption of O and NO on four different surfaces.
erage, adsorption energies was constructed and compared
with existing DFT functionals; the PBE, RPBE and
BEEF-vdW. The RPA and rALDA methods were seen
to differ quite significantly in the low-coverage regime
which mimicks the observed differences in atomization
energies as well.
9FIG. 10: The surface energy is plotted against the adsorption energy calculated with rALDA (red), BEEF-vdW
(green) and PBE (blue). Each dot represents a surface. The size and direction of the green (blue) arrow shows the
difference between RPA and BEEF-vdW (PBE). The numbers in the boxes correspond to the length of the arrow in
the x and y direction.
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II. METHOD SECTION
A. Computational implementation: The random
phase approximation
We employ the implementation of RPA in the elec-
tronic structure code GPAW21, as described in greater
detail in ? . In short, within RPA the xc energy contri-
bution to the total ground state energy is split into an
exact-exchange term? plus RPA correlation. The exact
exchange term can be written using plane waves as:
Ex = − 1
NqNk
∑
n,n′
1.BZ∑
k,q
fnkθ(nk − n′k+q) (1)∑
G
vG(q)| 〈ψnk|e−i(q+G)·r|ψn′k+q〉 |2 (2)
where the number of plane waves is determined by a
cutoff energy, |q+G|2/2 < Ecut. The correlation energy
contribution to the total energy is calculated from the
non-interacting response function, χ0(iω), by:
ERPAc =
∫ ∞
0
dω
2pi
Tr
[
ln(1− χ0(iω)v) + χ0(iω)v
]
(3)
where v is the Coulomb interaction and Tr is the
trace. The response function and Coulomb interaction
are evaluated in a plane wave basis and for periodic
systems the trace involves a summation over q-points,
which are determined from the Brillouin zone sampling.
The frequency integration is carried out using a Gaussian
quadrature? . In a plane wave basis, the non-interacting
response function is given as
χ0G,G′(q, iω) =
1
Ω
BZ∑
k
∑
n,n′
fnk − fn′k+q
iω + nk − n′k+q
× 〈ψnk|e−i(q+G)·r|ψn′k+q〉 〈ψn′k+q|ei(q+G′)·r′ |ψnk〉
(4)
where Ω is the volume of the unit cell and fnk occupation
numbers. The sum over states is in principle infinite but
in practice truncated at a finite number determined by
the cutoff energy and the resulting total energy is then
extrapolated using the usual 1/E
3/2
cut scheme
Ec = E
∞
c +
A
E
3/2
cut
B. Computational details
1. Experimental comparison
The surfaces are represented by four layers with the
bottom two fixed by the bulk PBE lattice constant
found in the supplementary material of [20], and the
top two layers relaxed together with the adsorbate. 10A˚
of vacuum was used between neighbouring slabs and
the reference is the isolated spin-polarized molecule in
a 6A˚ × 6A˚ × 6A˚ box. The RPA calculations were car-
ried out using 8× 8× 1 k-points and an identical q-point
grid for Brillouin zone integration. 16 frequency points
were used for the frequency integration and the extrap-
olation to infinite cutoff was done from calculations at
200, 250 and 300 eV. The EXX and RPA energies were
evaluated on top of PBE eigenvalues and orbitals. The
calculations are carried out using the plane wave version
of the Grid-based Projector-Augmented Wave method
(GPAW) code21 and the Atomic Simulation Environment
(ASE)? with the associated 0.9.11271 atomic setups.
2. Adsorption database
The surfaces were modeled using three layers with the
bottom two layers fixed at the fcc PBE lattice constants?
and the position of the top layer relaxed. See the supple-
mentary material for information on how the adsorption
energy is affected by the slab thickness. The position
of the adsorbate was relaxed keeping all three surface
layers fixed at the position found previously. All relax-
ations were carried out with the BFGS algorithm using
the PBE approximation to the xc-functional with a force
convergence criteria of 0.05 eV/A˚. The electron temper-
ature was 0.01 eV and spin-polarized calculations were
performed for calculations involving Fe, Ni or Co. 5 A˚ of
vacuum was added to either side of the adsorbate to avoid
artificial interactions between neighboring layers follow-
ing convergence tests at both the DFT and RPA level.
The adsorption energies are relative to the molecule in its
gas phase and the calculations for the isolated molecules
were carried out in a 7× 7× 7 A˚3 box fully relaxing the
geometry with the PBE functional.
The RPA calculations were carefully converged with
respect to plane wave basis using the following extrapo-
lation scheme: In Fig. 11 the black dots are from a cal-
culation with 6 × 6 × 1 k-points (not enough to achieve
convergence) but high cutoff energies (300, 400, 500 eV).
The green circle is a calculation at a much denser k-
point sampling of 12 × 12 × 1 (converged). From these
four circles, the two green crosses are predicted which
allow for an extrapolation to infinite cutoff energy. The
red dots represent actual calculations with both a dense
k-point grid and high cutoff energies to test the extrapo-
lation scheme. The error introduced by the extrapolation
scheme for this particular system is seen to be 0.013 eV.
The k-point grid of 12×12×1 ensures that the exchange
+ correlation energy is converged to within 0.02 eV with
respect to the k-point density.
11
∞ 500 400 300
1/E 3/2cut
3.8
3.9
4.0
4.1
4.2
E
R
P
A
c
 (
e
V
)
Error: 0.013 eV
k = 6x6x6, calculation
k = 12x12x12, calculation
k = 12x12x12, calculation
Prediction
FIG. 11: Correlation energy contribution to the to-
tal adsorption energy of O adsorbed on Mn. The black
dots are from a calculation with 6 × 6 × 1 k-points (not
converged) but high cutoff energies (300, 400, 500 eV).
The green circle is a calculation at a much denser k-
point sampling of 12 × 12 × 1 (converged). From these
four circles, the two green crosses are predicted which
allow for an extrapolation to infinite cutoff energy. The
red dots represent actual calculations with both a dense
k-point grid and high cutoff energies to test the extrap-
olation scheme. The error introduced by the extrapo-
lation scheme for this particular system is seen to be
0.013 eV.
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In this work, the production of methanol via an electrochemical process is found to be viable by
considering a range of different rutile MeO2(110) surfaces and AB2C2O2 MXenes as electrocatalysts.
Methane is oxidized to methanol with the overall reaction CH4 + H2O → CH3OH + H2 and the
reaction pathway is here determined using expensive CI-NEB calculations for a few systems. The
resulting activation energy is found to be well described by a simple descriptor, enabling future
large scale screening studies. The required high selectivity towards methanol production instead of
forming O2 puts an upper limit on the applied potential, according to the full OER pathway. Some
promising candidates were found that showed a sufficiently low reaction energy barrier whilst not
breaking this upper limit.
I. INTRODUCTION
Every day, an estimated 5.3 trillion cubic feet of
methane (natural gas) are being burned as waste at oil
fields around the globe1. This sheer volume equates to
20% of the U.S. gas consumption2 and 3% of the global
CO2 emissions
3. Every year, an enormous amount of en-
ergy (30 EJ3) is lost when methane (CH4, natural gas)
is flared in oil fields, releasing CO2 into the atmosphere.
Flaring occurs at oil fields in remote locations, where
there is a lack of infrastructure to store and transport
the gaseous methane. This huge waste of a precious
and finite resource highlights an opportunity for remote-
deployable technologies to harness the energy of waste
methane and store it in a more portable form. Methane
has 25 times the global warming potential of carbon diox-
ide, which is why it is usually burned instead of released
directly4. However, it could be far more attractive to
oxidise methane into a liquid fuel, such as methanol,
which would fit better in to the existing infrastructure.
This challenge has captivated researchers in the hetero-
geneous catalysis community for decades5,6. However,
the direct routes to produce methanol from methane are
inefficient, require high pressures, are unselective or re-
quire oxidants such as H2O2, which is notoriously chal-
lenging to transport to remote locations. More complex,
indirect multistage processes can yield higher efficiencies,
but require high temperatures and pressures and hence
large amounts of infrastructure7. In contrast, the electro-
chemical oxidation of methane to methanol could be far
more attractive. A schematic of an electrochemical fuel
cell producing methanol is shown on Fig. 1. The only
inputs would be methane, oxygen (from air) and water.
The overall reaction is
CH4 + H2O→ CH3OH + H2, (1)
∆G ∼= 120 kJ/mol.
At the anode, CH4 would be oxidised to methanol ac-
cording to:
CH4 + H2O→ CH3OH + 2(H+ + e−) (2)
whereas at the cathode, O2 would be reduced to H2O:
1
2
O2 + 2(H
+ + e−)→ H2O (3)
Rather than consuming energy, such a device could in
principle produce energy to harness in the form of elec-
tricity, in addition to the liquid fuel methanol. This is the
ultimate solution for tapping into waste methane. The
device would be portable with easy scale up, the pro-
duced liquid methanol could be easily stored in tanks in
areas without sufficient pipelines. Missing is a method to
produce methanol at high rates and selectively avoiding
the formation of the more thermodynamically favoured
product, CO2, according to:
CH4 + 2O2 → CO2 + 2H2O, (4)
∆G ∼= −820 kJ/mol. (5)
As for CO2 reduction, the key component in control-
ling the performance of electrochemical devices is the
interface between the electrolyte and electrode. Typi-
cally, metal electrocatalysts produce CO2 upon oxidising
methane. A number of reports in the literature have been
devoted to the oxidation of methane to methanol at low
temperatures (i.e. 100°C or below), via (i) an indirect
method or (ii) a direct method. In the indirect method,
2FIG. 1: Schematic figure of a device converting CH4
and O2 into CH3OH.
the same electrode acts as cathode and anode, reduc-
ing O2 and at the same time oxidising methane
8,9. Ear-
lier studies suggest that this proceeds by the formation
of the superoxide anion via an “outer-sphere” solution
phase step8: O2+e
− → O−2 . This highly reactive species
would abstract a proton from methane, allowing it to be
oxidised. However, it would be far more attractive to ox-
idise methane directly, avoiding its potentially explosive
mixture with O2.
Upon oxidising methane, reactive metals such as Pt
produce close to 100% CO2
10. On the other hand, oxides
seem to be able to produce methanol; for instance V2O5
on SnOx produces 60% methanol at a current density of
4 mA cm−2 at 100°C11. Methanol production peaked at
a cell potential of 0.9 V, i.e. equivalent to an energy input
of ∼170 kJ/mol; however, this input is only 25% of the
Gibbs free energy released upon the complete oxidation
of methanol to CO2. In order for this to be industrially
viable, we would need to increase the current density,
improve the selectivity and minimize the overpotential.
Our hypothesis is that the catalyst material needs
to bind oxygen weakly or as a radical, to have the
driving force needed to oxidize methane. The conse-
quence is that the potential needed to run the reaction:
H2O+∗ → ∗O+2(H++e−) is high, but at the same time
below the potential necessary to catalyse the evolution of
O2. Controlling the selectivity towards methanol versus
more thermodynamically favoured products, in particu-
lar CO2, would be challenging. Based on the work of
Behm and coworkers on similar reactions, we propose
that accelerated mass transport of methanol away from
the surface could prevent its oxidation12. This could be
controlled by judicious electrode structuring and mass
transport.
In this study we investigate two different surfaces for
methanol production. The (110) surface of rutile transi-
tion metal oxides, MeO2 (Me; a transition metal atom),
and monolayer MXenes of the AB2C2O2 type (A, B: two
different transition metal atoms). MXenes is a new class
of two-dimensional materials comprising carbides and ni-
FIG. 2: Top and side view of YW2C2O2.
trides of transition metals. MXenes have shown promise
for various applications in lithium/sodium ion batteries
and as HER catalysts13. MXenes come in various types;
M2X, M3X2, M2XA2, M3X2A2, M4X3A2 etc., where M
refers to the transition metal, X refers to carbon or nitro-
gen and A refers to the functional group present on the
surface (O, OH or F). In this study, we limit ourselves
to the metallic AB2C2O2 type, which is shown in Fig.2.
The rationale to use O as the functional group is the
solvothermal synthesis of MXenes under acidic condition
where O and OH are present to passivate the surface14.
Previous studies have found that functionalization with
O is thermodynamically preferred15. The same study in-
vestigated the use of some of the MXenes for HER. They
found that the hydrogen adsorption energy varied by up
to 0.5 eV depending on the number of metal layers sug-
gesting that catalytic activity can be tuned by controlling
layer thickness.
Given the possibility to tune the number of layers and the
vast choices of M, X and A, this class of materials is huge.
In this study we limit ourselves to seven candidates.
II. RESULTS AND DISCUSSION
The first part of the electrochemical production of
methanol from methane is to split water by means of
electrochemistry in a water electrolyser to provide an
adsorbed oxygen atom. This is also known as the first
two elementary reactions in the oxygen evolution reaction
(OER). All four reactions of the OER are:
∗+ 2H2O→ ∗OH + H2O + (H+ + e−) (6)
→ ∗O + H2O + 2(H+ + e−) (7)
→ ∗OOH + 3(H+ + e−) (8)
→ ∗+ O2 + 4(H+ + e−), (9)
where ∗ represents an active site on the surface. In Fig.
3 the full OER energetics, according to reactions (5)-(8),
for a range of different MeO2(110) surfaces is shown (Me
being a transition metal). It is the stability of the ∗O
intermediate which is of importance for methanol pro-
duction since this is the oxygen atom that will oxidise
methane to methanol. It is clear from Fig. 3 that the
3FIG. 3: OER free energy diagram for the MeO2 class.
FIG. 4: OER free energy diagram for the MXenes.
different materials provide an oxygen atom with vastly
different degree of reactivity. For NbO2 it is energeti-
cally advantageous to form ∗O by -1.41 eV whereas it
costs 3.54 eV on PtO2. In Fig. 4 the same free energy
diagram is shown for the MXenes, omitting the ∗OOH
intermediate. Different reactivities are found from this
class of materials as well. With an oxygen atom ad-
sorbed on the surface, the second part of methanol syn-
thesis is having the oxygen react with methane. This
is a purely heterogeneous catalytic step. The reaction
pathway consists of the following four steps
∗O + CH4(g)→ ∗O · · ·CH4 (10)
→ ∗OH · · ·CH3 (11)
→ ∗CH3OH (12)
→ ∗+ CH3OH(g) (13)
where ∗O in Eq. (10) is the same site as ∗O introduced
in Eq. (7). The product of the reaction in Eq. (10) is
an oxygen atom bonded to the active site and CH4 in
the vicinity to it. Eq. (11) denotes the transition state
and Eq. (12) is CH3OH bonded to the surface. Eq.
(13) is the final state, which is the clean surface and gas
phase methanol. This reaction pathway was confirmed
by carrying out the expensive CI-NEB calculations for
RhO2, see Fig. 5 and a few of the MXenes. In Fig. 5,
images are shown along the pathway. The first image
in Fig. 5 corresponds to ∗O · · ·CH4 in Eq. (10) and
the last to ∗CH3OH in Eq. (12). Image 3 in Fig. 5 is
the transition state where the methane has delivered a
single H atom to the ∗O site and CH3 is in the vicinity.
This transition state is in consensus with what has been
named the radical pathway in a recent publication from
Nørskov et. al.16
FIG. 5: Reaction pathway calculated using the CI-
NEB method on RhO2 for methane oxidation.
Analysis of the structure of the adsorbate in the tran-
sition state shows that the CH3 molecule exhibits planar
geometry with all H-C-H bonding angles ∼120°. Whereas
the geometry of the CH4 molecule is tetrahedral with all
H-C-H bonding angles of ∼109.5°. This suggests that the
energy required to break the first C-H bond, to activate
methane, equals the energy needed to deliver a single H
atom to the surface and form CH3 from CH4, i.e.:
Eestimatedact =
(
ECH3(g) −ECH4(g)
)
+
(
E∗OH −E∗O
)
(14)
This corresponds to converting the sp3 hybridisation in
CH4 to sp2 hybridisation in CH3 and the double bonded
oxygen to the metal atom to a single bonded OH group
on the surface. In Fig. 6 the activation energy of Eq. (14)
is plotted with circles against the descriptor E∗OH−E∗O.
The MXenes are plotted in light green. With this model,
all materials lie on a straight line. The activation en-
ergy calculated with the CI-NEB method is marked with
squares in Fig. 6.Marked with triangles is an approxi-
mated activation energy using the already found CI-NEB
path and unit cell of RhO2 for all the other materials of
the MeO2 type. The approximated and calculated acti-
vation energies are found to be in reasonably good agree-
ment with the estimated values using the very simple ex-
pression in Eq. (14). For RhO2, IrO2, RuO2 and CrO2
the estimate is excellent with a deviation below 0.05 eV
from the calculated value. For ReO2 and NbO2 the de-
viation is slightly below 0.20 eV (overestimated for the
4FIG. 6: The activation energy of methane activation
plotted as a function of the descriptor E∗OH − E∗O.
The MXenes are plotted in light green.
former and underestimated for the latter) and for MnO2,
VO2 and MoO2 the deviation is above 0.30 eV. For SnO2,
PtO2 and TiO2 the estimation for the activation energy
is below 0 eV i.e. indicating formation of has no kinetic
barrier. The calculated activation energy is found to be
very low or ∼0 eV in agreement with that. Fig. 6 can also
be interpreted as the potential vs. rate i.e. the applied
potential needed to run the reaction vs. rate of methanol
production. As higher potential is applied (more nega-
tive E∗OH −E∗O values) the lower the energy barrier for
methanol formation becomes and vice versa. As a rule
of thumb for gas phase chemistry to obtain a rate of ∼1
s−1 at 300K the energy barrier should be ∼0.75 eV. A
few materials fall at or below this value. To ensure high
selectivity towards CH3OH instead of forming O2, only
a moderate potential should be applied, according to the
full OER pathway. This will come at the cost of a higher
activation energy. With this in mind, promising candi-
dates could be IrO2, MoHf2C2O2 and TaHf2C2O2 since
the reaction barriers are close to or below 0.75 eV and
the potential necessary to adsorp oxygen on the surface
is not sufficient for the oxygen to form O2.
III. CONCLUSION
The production of methanol via an electrochemical
process is found to be viable by considering a range of dif-
ferent rutile MeO2(110) surfaces and AB2C2O2 MXenes
as electrocatalysts. By varying the applied potential it
is possible to tune the reactivity of an oxygen atom ad-
sorbed on the surface. This is shown to correlate with
the activation energy required to activate methane. A
higher applied potential results in a lower energy bar-
rier to overcome. In order to acquire sufficient selectivity
the applied potential should not allow the full OER re-
action to proceed and methanol needs to be harvested
before being fully reduced to CO2 and H2O. Promising
candidates are rutile IrO2, MoHf2C2O2 and TaHf2C2O2.
Only a small subset of MXenes have been studied here,
but the performance warrants a larger study. By varying
the number of layers, types of transition metal atoms and
surface termination the combinations are almost endless
and it should be possible to find optimal candidates just
from calculations of the binding energy of O and OH.
IV. COMPUTATIONAL METHODS
All calculations were performed using the Grid-based
Projector Augmented Wave (GPAW) program17,18 with
the Atomic Simulation Environment (ASE) interface19.
For the MeO2 structures: Exchange and correlations
(XC) were modelled on the Generalized Gradient Ap-
proximation (GGA) level, using the XC-functional,
BEEF-vdW20, and grid spacing of h = 0.18 A˚. The unit
cell of the rutile (110) metal oxide slabs consisted of four
tri-layers, in total 24 metal atoms and 48 oxygen atoms
corresponding to a (1 x 3) surface unit cell. A k-point
mesh of (3 x 3 x 1) was used to sample the Brilloin zone.
For the MXenes: The PBE21 XC-functional was used and
a plane wave cutoff of 800 eV employed. The 2× 2 unit
cell was used, resulting in 28 atoms. A k-point mesh of
(9× 9× 1) was necessary.
The unit cell of each material was optimised using the
UnitCellFilter method available in the ASE package19.
To model the transition state and obtain activation ener-
gies the Nudged Elastic Band method with the climbing
image (CI-NEB) variation as implemented in ASE was
used21,22. The Gibbs free energy of the OER reactions
are calculated according to the methods described in 23.
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Calculating the quasiparticle (QP) band structure of two-dimensional (2D) materials within the
GW self-energy approximation has proven to be a rather demanding computational task. The
main reason is the strong q-dependence of the 2D dielectric function around q = 0 that calls for a
much denser sampling of the Brillouin zone than is necessary for similar 3D solids. Here we use an
analytical expression for the small q-limit of the 2D response function to perform the BZ integral over
the critical region around q = 0. This drastically reduces the requirements on the q-point mesh
and implies a significant computational speed-up. For example, in the case of monolayer MoS2,
convergence of the G0W0 band gap to within ∼ 0.1 eV is achieved with 12× 12 q-points rather than
the 36× 36 mesh required with discrete BZ sampling techniques. We perform a critical assessment
of the band gap of the three prototypical 2D semiconductors MoS2, hBN and phosphorene including
the effect of self-consistency at the GW0 level. The method is implemented in the open source
GPAW code.
PACS numbers: 71.15.Dx, 71.15.Qe, 73.22.-f
I. INTRODUCTION
The past few years have witnessed an explosion in re-
search on atomically thin two-dimensional (2D) mate-
rials. Of particular interest are the 2D semiconductors
including the family of transition metal dichalcogenides,
which have been found to exhibit a number of unique
opto-electronic properties.1–7 For understanding and pre-
dicting these properties the electronic band structure of
the material is of fundamental importance. The GW
method,8,9 introduced by Hedin10 in 1965 and first ap-
plied to real solids in an ab-initio framework by Hybert-
sen and Louie11 and Godby, Sham, and Schlu¨ter,12 has
become the “gold standard” for calculating quasi-particle
(QP) band structures. Over the years its performance
has been thoroughly established for bulk materials13–15
and more recently also for molecules.16–19 In comparison,
critical assessments of the accuracy and numerical con-
vergence of GW calculations for 2D materials are rather
scarce.20–23 Nevertheless these studies have shown that
(i) a truncated Coulomb interaction can be used to avoid
long range screening between periodically repeated layers
which reduces the QP band gap, and (ii) when a trun-
cated Coulomb interaction is used, the convergence of the
GW calculation with respect to the number of k-points
becomes much slower than is the case for similar bulk
systems.
The slow k-point convergence of the GW band struc-
ture is directly related to the nature of electronic screen-
ing in 2D which is qualitatively different from the well
known 3D case.24,25 Specifically, while the dielectric func-
tion, ε(q), of bulk semiconductors is approximately con-
stant for small wave vectors, the dielectric function of
a 2D semiconductor varies sharply as q → 0.20,21 As a
consequence, the number of q-points required to obtain
a proper sampling of the screened interaction W (q) over
the Brillouin zone (BZ) is much higher for the 2D ma-
terial than what would be anticipated from the 3D case.
For example, the band gap of bulk MoS2 is converged to
within ∼ 0.1 eV with an in-plane k-point grid of 12× 12
while the same accuracy for monolayer MoS2 requires a
grid of 36× 36 when standard BZ sampling schemes are
applied.
Importantly, supercell calculations only describe the
characteristic features of screening in 2D materials cor-
rectly when the unphysical screening between the peri-
odically repeated layers is removed, e.g. using a trun-
cated Coulomb interaction. Without this, the dielec-
tric function does not approach unity for q → 0 and
the band gap can be significantly underestimated (by
around 0.5 eV for MoS2 with 10 A˚ vacuum
21) as a re-
sult of over screening. Since in this case, the screening
is really intermediate between 3D and 2D, the GW gap
shows faster convergence with k-points than is observed
using a truncated Coulomb interaction. This is presum-
ably the reason why most earlier GW calculations for 2D
semi-conductors have been performed with k-point grids
ranging from 6× 6 to 15× 15 which are much too coarse
for describing the truly isolated 2D material.
Here we show that the slow k-point convergence of the
GW self-energy in 2D materials can be alleviated by per-
forming the BZ integral of W (q) analytically in the criti-
cal region around q = 0 where ε(q) varies most strongly.
The analytical expression for W (q) is obtained from a
lowest order expansion in q of the head, χ000(q), and
wings, χ00G(q), of the non-interacting density response
function. This simple scheme reduces the required num-
ber of q-points by an order of magnitude without loss of
accuracy.
2II. THE GW SELF-ENERGY
We split the GW self-energy into the exchange and cor-
relation part, respectively. The former does not present
particular problems in 2D materials and is calculated us-
ing a Wigner-Seitz truncated Coulomb interaction as de-
scribed elsewhere.26 In a plane wave expansion the corre-
lation part of the self-energy, evaluated for an electronic
state |nk〉, takes the general form27
〈nk|Σc(ω)|nk〉 = 1
(2pi)3
∫
BZ
dq
∑
GG′
i
2pi
∫ ∞
−∞
dω′WGG′(q, ω′)
×
∑
m
[ρmk+qnk (G)][ρ
mk+q
nk (G
′)]∗
ω + ω′ − mk+q + iη sgn(mk+q − µ) ,
(1)
where m runs over all electronic bands, mk+q are sin-
gle particle energies, µ is the chemical potential and η
is a broadening parameter set to 0.1 eV. The pair den-
sities are defined as ρmk+qnk (G) = 〈nk|ei(G+q)·r|mk+ q〉,
and WGG′(q, ω) is the correlation part of the dynamical
screened potential given by
WGG′(q, ω) = vG(q)
[
ε−1GG′(q, ω)− δGG′
]
vG′(q), (2)
where vG(q) = 4pi/|G+ q|2 is the Coulomb interaction.
In most implementations the BZ integral is evaluated
numerically with a standard quadrature method using
a regular q-point grid matching the k-point grid of the
ground state DFT calculation. Since the screened po-
tential, Eq. (2), diverges for G = 0, q = 0 (for bulk
materials) this point is generally handled separately, so
the integral may be written∫
BZ
dqS(q, ω)→ Ω
Nq
∑
qn 6=0
S(qn, ω) +
∫
Ω0
dqS(q, ω),
(3)
where S(q, ω) denotes the entire integrand, Ω is the vol-
ume of the BZ, Nq is the total number of q-points in the
grid and Ω0 denotes a small region around q = 0. For
bulk systems Ω0 is normally defined as a sphere centered
at q = 0. For a 2D material, the BZ integral in Eq. (1)
reduces to a 2D integral with in-plane sampling of q, and
Ω0 represents an area. For the Ω0 region we assume that
all the terms in the integrand but the screened potential
is constant in q and therefore take the q = 0 value. As a
result, the integral can be written on the following form∫
Ω0
dqW (q, ω)G(q, ω) ≈ G(0, ω)
∫
Ω0
dqW (q, ω)
We now focus on how to calculate the contribution to
the integral around the special point q = 0 in the 3D
versus the 2D case.
Within the random phase approximation (RPA) the
dielectric matrix is given by
εGG′(q, ω) = δGG′ − vG(q)χ0GG′(q, ω). (4)
with the non-interacting response function
χ0GG′(q, ω) =
1
V
BZ∑
k
∑
n,n′
fnk − fn′k+q
ω + nk − n′k+q + iη×
[ρn
′,k+q
nk (G)][ρ
n′k+q
nk (G
′)]∗
where fnk are the occupation factors and V the volume of
the unit cell. For a solid with a finite band gap it can be
shown that the head of the non-interacting response func-
tion χ000(q, ω) ∝ q2 for small q.28 Since v0(q) = 4pi/q2
it follows that in 3D the head of the dielectric function
ε00(q, ω) converges to a finite value > 1 when q → 0.
Moreover, this value is typically a reasonable approxima-
tion to ε00(q, ω) in a relatively large region around q = 0.
This means that in the BZ integration in Eq. (1) around
the singular point G = G′ = q = 0 all factors, except
4pi/q2, can be assumed to be constant and the integral
can be performed analytically over a sphere centred at
q = 011 or numerically on a fine real space grid.29
For GW calculations of 2D materials performed with
periodic boundary conditions in the out-of-plane direc-
tion, the direct use of Eq. (1) leads to significant over-
screening due to the interaction between the repeated
images.21 One way of dealing with this is to subtract the
artificial interlayer contribution calculated from a classi-
cal electrostatic model.30 A more direct way of avoiding
the spurious interactions is to truncate the Coulomb po-
tential in the direction perpendicular to the layers. Thus
in Eqs. (4) and (2), vG(q) should be replaced by
20,31
v2DG (q‖) =
4pi
|q‖ +G|2
[
1− e−|q‖+G‖|L/2 cos(GzL/2)
]
,
(5)
where qz = 0 such that only in-plane q are included in
the sampling of the BZ. L is the length of the unit cell in
the non-periodic direction and the truncation distance is
set to L/2, which simplifies the expression. In the long
wavelength limit, G = 0, qz = 0, q‖ → 0, the trun-
cated interaction becomes v2D0 (q‖) ≈ 2piLq‖ . We see that
the q = 0 divergence in the truncated Coulomb poten-
tial is reduced by a power of q compared to that of the
full Coulomb interaction. As will be shown in the fol-
lowing this has important consequences for the form of
the screened interaction. However, before presenting the
form of the screened interaction of a 2D semiconductor
evaluated using the full expression for the response func-
tion and truncated Coulomb interaction, it is instructive
to consider a simplified description of the 2D material.
Let us consider a strict 2D model of a homogeneous and
isotropic semiconductor. In the small q limit, the density
response function takes the form χ0(q) = −α2Dq2 where
α2D is the 2D polarizability.
25 Using that the 2D Fourier
transform of 1/r equals 2pi/q, the leading order of the
dielectric function becomes
ε2D(q) ≈ 1 + 2piα2Dq. (6)
Some examples of macroscopic dielectric functions for
a representative set of 2D semiconductors are shown
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FIG. 1. (Color online) Static macroscopic dielectric functions
of a representative set of 2D semiconductors as a function of q
along the Γ → M direction for the hexagonal structures and
along the path from Γ to X or Y in the case of phosphorene.
in Figure 1 (see Ref. 21 for a precise definition of this
quantity). The linear form (6) is clearly observed in
the small q regime. Importantly, if we use the same
strategy for evaluating the BZ integral in Eq. (1) as in
3D, i.e. assuming −1(q) to be a slowly varying func-
tion and evaluating it on the discrete q-point grid, we
obtain zero contribution for the q = 0 term because
1/2D − 1 = 0 for q = 0, see Eq. (2). On the other
hand, it is clear that the screened interaction takes the
form W
2D
(q) = −4pi2α2D/(1 + 2piα2Dq) for small q. In
particular, W
2D
(q) takes a finite value for q = 0 which
is qualitatively different from the 3D case where W (q)
diverges for q→ 0.
In Appendix A we show, following an analysis similar
to that of Ref. 32 adapted to the case of a truncated
Coulomb interaction, that for a general non-isotropic 2D
material, the small q‖ limit of the head of the screened
potential takes the form
W 00(q‖) = −
(
4pi(1− e−|q‖|L/2)
|q‖|
)2
× qˆ‖ · Aqˆ‖
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
,
(7)
where qˆ‖ = q‖/|q‖| and A is a second rank tensor which
also depends on the frequency. We see that we have
W 00(q‖ = 0) = −(2piL)2qˆ‖ ·Aqˆ‖. The expression qˆ‖ ·Aqˆ‖
is closely related to the slope of the dielectric function and
the 2D polarizability but includes local field effects. In
addition to Eq. (7) there are similar expressions for the
wings and body of the screened interaction, see Eq.(A25)
to Eq.(A28), which are all included in the subsequent cal-
culations. These expressions must be integrated over the
Ω0-region, that we now define as the primitive cell in the
2D BZ that surrounds the q‖ = 0 point. The expression
is simplified to one that can be integrated analytically as
shown in Appendix A.
FIG. 2. (Color online) The head of the static component
of the screened potential (subtracted the bare interaction) of
monolayer a) h-BN b) MoS2 and c) phosphorene as a function
of q along the Γ → M direction or Γ → X and Γ → Y
in the case of phosphorene. The crosses are the numerical
values obtained on a fine q-point grid while the circles or
triangles represent the values obtained on a coarse q-point
grid. The bars represent a simple numerical approximation
to the BZ integral of W 00(q) performed on the coarse q-point
grid. The value of the screened potential for q = 0 is set to
the analytical result Eq. (7). The full curve represents the
analytical small q approximation, Eq. (7), and the hatched
area shows its contribution to the integral.
The full expression for W in Eq. (7) is therefore eval-
uated numerically on a discrete sub-grid, constructed as
a Monkhorst-Pack grid within Ω0, and the simplified ex-
pression in Eq. (A31) is only used for q‖ = 0 on the
sub-grid. The limit of the integral is now given by the
radius rΩ0 , defined as pir
2
Ω0
= Ω0/Nq0 , where Nq0 is the
4number of grid points in the sub-grid. This approach en-
sures a smooth evaluation of W , that converges fast with
Nq0 . It is found to be necessary to have Nq0 ≈ 100 when
q‖ = 0 is evaluated using Eq. (A31) for both iso- and
anisotropic materials where as Nq0 ≈ 105 is needed if the
analytical correction at q‖ = 0 is omitted.
A. Results
To investigate how this method performs we have car-
ried out test calculations for the three monolayers h-BN,
MoS2 and phosphorene, which have quite different dielec-
tric functions as seen on Figure 1. h-BN is a large gap
dielectric with low screening ability leading to a small
slope of the dielectric function at q = 0, while MoS2 has
a larger dielectric function and quite steep slope at q = 0.
Phosphorene has a dielectric function similar to MoS2 in
size and steepness but is anisotropic with slopes varying
by ∼ 40% between the two high symmetry directions,
Γ→ X and Γ→ Y .
All the calculations were performed using the GPAW
electronic structure code.33–35 The structures used in
the present calculations are relaxed with DFT using the
PBE exchange-correlation (xc) functional.36 The result-
ing lattice constant for h-BN is 2.504 A˚, the in-plane lat-
tice constant for MoS2 is 3.184 A˚ with a S-S distance
of 3.127 A˚. For phosphorene the in-plane unit cell is
4.630 A˚ by 3.306 A˚, the in-plane P-P-P angle is 95.8◦
and the layer thickness is 2.110 A˚. A convergence test
with respect to the amount of vacuum between repeat-
ing periodic images was carried out and 15 A˚ of vacuum
was necessary for h-BN and Phosphorene where as only
10 A˚ was needed for MoS2. The PBE eigenvalues and
wavefunctions were calculated with a plane wave basis
cut-off energy of 600 eV and used as input in the GW
calculations. For the initial investigation of the q-point
convergence, the dielectric function and the correlation
self-energy were calculated using a cutoff of 50 eV. This
cutoff is insufficient to ensure properly converged quasi-
particle energies, but it is adequate to describe the trends
related to the improved q-point sampling relevant for this
study. The following fully converged calculations were
carried out using a 1/Npw extrapolation to the complete
basis set limit using cutoff energies of up to 200 eV.37–39
In Figure 2 we compare the analytical small q ex-
pression, Eq. (7), for the head of the screened potential
W 00(q) with the numerical values obtained using a fine
and coarse q-point sampling. In all the cases the q = 0
value has been set to the analytical value. It is evident
that the screened potential falls off quickly and thus for
a coarse q-point sampling the q = 0 contribution to the
integral is by far the largest and should therefore not be
neglected. Similarly, using only the exact value in q = 0
could also pose a problem as the contribution will be
grossly overestimated due to the convex nature of poten-
tial. We note that the analytical expression follows the
numerical results quite closely and is even accurate far
away from the Γ-point – for MoS2 we have an almost
perfect agreement for the points shown. Thus using the
analytical limit within the region around q = 0 is rea-
sonable. We notice that the anisotropy of phosphorene
makes W 00(q) ill-defined at q = 0 (different limit values
depending on the direction of q). For larger q the dielec-
tric anisotropy becomes negligible. However, because of
the relatively large weight of the q = 0 contribution to
the BZ integral, the anisotropy should be taken into ac-
count for accurate GW calculations.
We note that a similar approach to the treatment of
the q = 0 term of the screened potential was suggested
in Ref. 20. That particular method was based on fitting
to an empirical expression for ε(q) calculated from the
value at a small but finite q. The method outlined here
is different in that the analytical expression for W (q)
is obtained from a lowest order expansion of the head,
χ000(q), and wings, χ
0
0G(q), of the non-interacting den-
sity response function40 and thus can be obtained with-
out fitting or using empirical parameters. This also en-
sures that the effect of in-plane dielectric anisotropy is
explicitly included.
In Fig. 3 we show the minimum QP band gap of mono-
layer h-BN, MoS2 and phosphorene as a function of 1/Nk
where Nk is the total number of k-points in the BZ sam-
pling (the q point grid for the GW integration is the same
as the k-point grid used in DFT). We compare the results
obtained using two methods: i) neglecting the q = 0 con-
tribution to head and wings of the screened potential and
ii) evaluating Eq. (7) as described. It is clear that method
i) in all cases underestimates the correlation self-energy
due to the underestimation of the screening; In order to
get the band gap converged to within ∼ 0.1 eV one would
have to use a k-point sampling of minimum 36×36×1 for
h-BN, 36× 36× 1 for MoS2 and 22× 30× 1 for phospho-
rene. We also note that for large k-point grids the band
gaps using this method converge approximately as 1/Nk
as the missing contribution is almost proportional to the
area of the q = 0 region. Clearly, the latter approach
varies significantly less with the k-point grid and in fact
the gap is converged to within 0.2 eV already for a k-
point grid in the order of 6×6×1 and to within ∼ 0.1 eV
with a 12 × 12 × 1 grid (in the worst case). We have
performed test calculations for other 2D semiconductors
and obtained similar conclusions although the number of
k-points required to reach convergence within 0.1 eV fol-
lowing the conventional approach (q = 0 term neglected)
is somewhat system dependent; materials with efficient
screening, e.g. MoS2 and NiS2, require larger k-point
grids than materials with poor screening, e.g. h-BN and
HfO2 (see Fig. 1).
To obtain converged band gaps it is necessary to use a
unit cell with enough vacuum between repeated layers to
avoid an artificial interaction. This is true even when a
truncated Coulomb interaction is used as the finite vac-
uum affects wave functions and energies, in particular for
higher lying unbound states. As the amount of vacuum
is increased, the Brillouin zone shrinks and the analyti-
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FIG. 3. (Color online) The G0W0 quasi-particle band gap
of monolayer (a) 2H-MoS2 (b) h-BN and (c) phosphorene,
calculated using two different treatments of the q = 0 term
in Eq. (1). The dashed (green) line shows the contribution
obtained when the head and wing elements of the q = 0 term
are neglected corresponding to the standard treatment used
for 3D systems. The solid (blue) line shows the contribution
obtained when using the analytical results, Eq. (7), to perform
the integral over the q = 0 element. The insets shows the
results for the largest k-point grids on a reversed linear scale
in 1/Nk. Notice the zero point is at the right side of the
x-axis.
cal correction around q = 0, applied only for G = 0, has
smaller weight. This means a slower convergence with
respect to in-plane k-points. This is shown in Fig. 4 for
MoS2, where it is clear that the correction is less effec-
tive for larger vacuum. The calculations converge toward
the same value indicating that for MoS2 10 A˚ of vacuum
is sufficient. The most efficient procedure to obtain con-
verged band gaps is therefore to first converge the amount
of vacuum at a low k-point sampling without applying
the correction and then afterwards converge the k-point
sampling with the correction at the given vacuum.
In Table I we report the converged values for the quasi-
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FIG. 4. (Color online) The band gap of monolayer 2H-
MoS2 calculated with different amounts of vacuum between
repeated layers. The solid and dashed lines are with and
without the q = 0 correction, respectively. As the vacuum is
increased, the weight of the correction is decreased and it is
necessary to use denser in-plane k-point sampling to achieve
convergence.
particle band gaps. For h-BN the band gap is indirect be-
tween the K- and Γ-point, for MoS2 and phosphorene it
is direct at theK- and Γ-point respectively. For these cal-
culations we used 18×18×1 k-points for h-BN, 18×18×1
k-points for MoS2 and 10× 14× 1 for phosphorene with
the analytical integration of W (q) around q = 0. Ac-
cording to Fig. 3 this is sufficient to ensure convergence
to within 0.05 eV. We note that spin-orbit interactions
are not included in the reported values. Inclusion of spin-
orbit interactions split the valence band of MoS2 at the K
point by 0.15 eV thereby lowering the QP gap by around
0.07 eV.23,41 Spin-orbit interactions have negligible effect
for h-BN and phosphorene.
For MoS2 the converged G0W0@PBE band gap of
2.54 eV agrees well with our previously reported value
of 2.48 eV (with spin-orbit coupling) obtained using a
Wigner-Seitz truncated Coulomb interaction and 30 ×
30×1 k-points.23 Other reported gaps range from 2.40 eV
to 2.82 eV.42–47 However, these calculations were per-
formed i) without the use of a truncated Coulomb in-
teraction and including 15-25 A˚ vacuum, ii) employing
relatively small k-point grids of 6× 6× 1 to 18× 18× 1,
and iii) using different in-plane lattice constants varying
between 3.15 and 3.19 A˚. These different settings can af-
fect the band gap by as much as 0.5 eV,35 and therefore
we refrain from providing detailed comparison of our re-
sult to these earlier calculations. An overview of previous
GW results for MoS2 can be found in Ref. 35.
In Ref. 22 a G0W0@LDA band gap for MoS2 of 2.70 eV
is reported using a truncated Coulomb interaction and a
calculation of the screened potential at q = 0 based on
the method in Ref. 20. In that study, the lattice con-
stant of MoS2 was 3.15 A˚. With this lattice constant we
6Transition DFT-PBE G0W0@PBE GW0@PBE
h-BN K → Γ 4.64 7.06 7.49
K → K 4.72 7.80 8.25
2H-MoS2 K → K 1.65 2.54 2.65
Phosphorene Γ→ Γ 0.90 2.03 2.29
TABLE I. Band gaps in eV calculated with DFT-PBE,
G0W0@PBE and GW0@PBE using the PBE-relaxed struc-
tures. The GW calculations were performed using analytic
integration of W (q) around q = 0 without including spin-
orbit interactions. 10 A˚ of vacuum was used for MoS2 and
15 A˚ for h-BN and phosphorene. The following k-point grids
were used; h-BN: 18 × 18 × 1, 2H-MoS2: 18 × 18 × 1 and
phosphorene: 10× 14× 1.
obtain a gap of 2.64 eV, which is in fair agreement with
Ref. 22. Our result is very close to the experimental value
of 2.5 eV inferred from photo current spectroscopy.48 Per-
forming partially self-consistent GW0 the band gap in-
creases to 2.65 eV (2.58 eV including spin-orbit coupling).
For h-BN, we obtained a G0W0 band gap of 7.06 eV
which increases to 7.49 eV with GW0. In Ref. 49 the
G0W0 band gap was calculated to be 7.40 eV. Instead
of a truncated Coulomb interaction the band gap was
extrapolated to infinite vacuum. The treatment of the
q = 0 term is not mentioned nor is the size of the k-
point grid. Despite the difference at the G0W0 level,
they report a similar increase of the band gap of 0.4 eV
when doing a GW0 calculation.
For phosphorene we calculate a G0W0 band gap of
2.03 eV which agrees well with the previously reported
value of 2.0 eV50 using the method of Ref. 20. The band
gap increases to 2.29 eV with GW0.
III. CONCLUSION
In conclusion, we have discussed the connection be-
tween the form of the q-dependent dielectric function of
a 2D semiconductor and the slow k-point convergence of
the GW band structure. We have derived an analytical
expression for the q→ 0 limit of the screened potential of
a semiconductor when a 2D truncation of the Coulomb
potential is used. The method accounts for dielectric
anisotropy in an approximate way (see discussion below
Eq.(A29)) and does not rely on any additional parame-
ters or fitting. Using this expression we have shown that
convergence of the GW self-energy with respect to the
size of the k-point grid is drastically improved. For the
specific case of monolayer MoS2, we found that the use
of the analytical form alone reduces the k-point grid re-
quired to achieve convergence of the GW self-energy con-
tribution to the band gap to within ∼ 0.1 eV from around
36 × 36 × 1 to 12 × 12 × 1 – a reduction in the number
of k-points by an order of magnitude. This method may
therefore enable future large-scale GW calculations for
2D materials without compromising accuracy.
ACKNOWLEDGMENTS
We acknowledge support from the Danish Council for
Independent Research’s Sapere Aude Program, Grant
No. 11-1051390. The Center for Nanostructured
Graphene is sponsored by the Danish National Research
Foundation, Project DNRF58.
Appendix A: Calculation of the q→ 0 limit of the
screened potential
In the following we derive the analytical form of the
screened potential, Eq. (2), for 2D materials in the limit
q‖ → 0. We largely follow the approach of Ref. 32 where
the same limit for bulk systems was considered. As ex-
plained in the main text we use a truncated Coulomb
interaction of the form
v(r‖, z) =
θ(R− |z|)√|r‖|2 + z2 . (A1)
Using this potential we effectively turn off interaction
between electrons on different 2D layers of the super-
cell calculation. We choose R to be half the height of
the unitcell, R = L/2, so that an electron in the center
of the layer will not interact with electrons located in
the periodically repeated layer. This means that the 2D
truncated coulomb interaction of Eq. (16) in20 reduces
to
v2DG (q‖) =
4pi
|q‖ +G|2
[
1− e−|q‖+G‖|L/2 cos(|Gz|L/2)
]
,
(A2)
where only in-plane q is considered. We note that in the
limit L→∞ it takes the usual 3D form, vG(q) = 4pi|q+G|2 .
In the long wavelength limit it has the asymptotic behav-
ior
v2D0 (qz = 0,q‖ → 0) =
2piL
|q‖| , (A3)
diverging slower than the full Coulomb potential with
profound consequences for the properties of 2D materials.
In the long wavelength limit q→ 0 the non-interacting
density response function or irreducible polarizability has
the following behavior40
χ000′(q→ 0) = q · Pq = |q|2qˆ · Pqˆ (A4)
χ0G0(q→ 0) = q · pG = |q|qˆ · pG, , (A5)
χ00G(q→ 0) = q · sG = |q|qˆ · sG, (A6)
where P is a second rank tensor, pG and sG are proper
vectors and qˆ = q/|q|. The density response function,
and therefore also P and pG, has a frequency dependence
which here and through the rest of this section has been
left out to simplify the notation. Within the random
phase approximation the dielectric function is given by
(schematically)
ε = 1− vχ0. (A7)
7Due to technical reasons13,51 it is easier to work with a
similar symmetrized version given in Fourier space by
ε˜GG′(q) = δGG′ −
√
vG(q)χ
0
GG′(q)
√
vG′(q). (A8)
Inserting the Coulomb potential, Eq. (A2), and the ex-
pressions for the non-interacting response function Eqs.
(A4)-(A6), the head and wings of the symmetrized di-
electric function are
ε˜00(q‖ → 0) = 1− v2D0 (q‖)|q‖|2qˆ‖ · Pqˆ‖
= 1− 4pi(1− e−|q‖|L/2)qˆ‖ · Pqˆ‖ (A9)
ε˜G0(q‖ → 0) = −
√
v2DG (0)
√
v2D0 (q‖)qˆ‖ · pG
= −
√
v2DG (0)
√
4pi(1− e−|q‖|L/2)qˆ‖ · pG
(A10)
ε˜0G(q‖ → 0) = −
√
v2DG (0)
√
v2D0 (q‖)qˆ‖ · sG
= −
√
v2DG (0)
√
4pi(1− e−|q‖|L/2)qˆ‖ · sG.
(A11)
To determine the inverse dielectric function we write
the dielectric function as a block matrix in the G,G′
components with head, wings and body of the form
ε˜ =
(
H wᵀ
v B
)
(A12)
The inverse is then given by
ε˜−1 =
(
(H −wᵀB−1v)−1 −(H −wᵀB−1v)−1wᵀB−1
−B−1v(H −wᵀB−1v)−1 B−1 +B−1v(H −wᵀB−1v)−1wᵀB−1
)
(A13)
From this we see that
ε˜−100 =
ε˜00 − ∑
G,G′ 6=0
ε˜0GB
−1
GG′ ε˜G′0
−1 (A14)
ε˜−1G0 = − ε˜−100
∑
G′ 6=0
B−1GG′ ε˜G′0 (A15)
ε˜−10G = − ε˜−100
∑
G′ 6=0
ε˜0G′B
−1
G′G (A16)
ε˜−1GG′ = B
−1
GG′ + ε˜
−1
00
 ∑
G′′ 6=0
B−1GG′′ ε˜G′′0
 ∑
G′′ 6=0
ε˜0G′′B
−1
G′′G′
 (A17)
Introducing the vectors aG, bG and the tensor A given
by
aG = −
∑
G′ 6=0
B−1GG′
√
v2DG′ (0)pG′ (A18)
bG = −
∑
G′ 6=0
√
v2DG′ (0)sG′B
−1
G′G (A19)
A = − P−
∑
G 6=0
√
v2DG (q‖)sG ⊗ aG, (A20)
where ⊗ denotes the tensor product, the long wavelength
limit of the inverse dielectric function is seen to be given
by
ε˜−100 (q‖ → 0) =
1
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
(A21)
ε˜−1G0(q‖ → 0) = −
√
4pi(1− e−|q‖|L/2)qˆ‖ · aG
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
(A22)
ε˜−10G(q‖ → 0) = −
√
4pi(1− e−|q‖|L/2)qˆ‖ · bG
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
(A23)
ε˜−1GG′(q‖ → 0) = B−1GG′
+
4pi(1− e−|q‖|L/2)(qˆ‖ · aG)(qˆ‖ · bG′)
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
(A24)
8Inserting these expressions in the equation for the cor- relation part of the screened potential, Eq. (2), we see
that the head and wings are given by
W 00(q‖ → 0) = v2D0 (q‖)
[
ε˜−100 (q‖)− 1
]
= −
(
4pi(1− e−|q‖|L/2)
|q‖|
)2
qˆ‖ · Aqˆ‖
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
(A25)
WG0(q‖ → 0) =
√
v2DG (0)ε˜
−1
G0(q‖)
√
v2D0 (q‖)
= − 4pi(1− e
−|q‖|L/2)
|q‖|
√
v2DG (0)qˆ‖ · aG
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
(A26)
W 0G(q‖ → 0) =
√
v2DG (0)ε˜
−1
G0(q‖)
√
v2D0 (q‖)
= − 4pi(1− e
−|q‖|L/2)
|q‖|
√
v2DG (0)qˆ‖ · bG
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
. (A27)
and the body also gets a correction and becomes
WGG′(q‖ → 0) =
√
v2DG (0)v
2D
G′ (0)
[
ε−1GG′(q‖)− δGG′
]
=
√
v2DG (0)v
2D
G′ (0)
[
B−1GG′ − δGG′ +
4pi(1− e−|q‖|L/2)(qˆ‖ · aG)(qˆ‖ · bG′)
1 + 4pi(1− e−|q‖|L/2)qˆ‖ · Aqˆ‖
]
. (A28)
The q‖ = 0 value is then W 00(q‖ = 0) = −(2piL)2qˆ‖ ·
Aqˆ‖.
Introducing the dimensionless quantity x = q‖L/2 and
the rotational average A = 12pi
∫ 2pi
0
xˆ(φ) ·Axˆ(φ)dφ we can
define a new dimensionless function, w˜(x)
w˜(x) = −
(
1− e−|x|
|x|
)2
1
1 + 4piA(1− e−|x|) . (A29)
from which the head of W can be written W (2x/L) =
(2piL)2Aw˜(x). Using the rotational average of A is an ap-
proximate way of taking anisotropy of the system into ac-
count. It is possible to go beyond the approximation and
to do it exactly, as was done for the three-dimensional
case in reference 32 and 52, however this goes beyond
the purpose of the present paper.
It is evident that the polar integral of Eq. (A29), over
a small circle with radius rΩ0 , cannot be evaluated ana-
lytically:∫
Ω0
w˜(x) dx =
− 2pi
∫ rΩ0
0
(
1− e−x
x
)2
1
1 + 4piA(1− e−x)x dx. (A30)
It is however noticed that the function y˜(x) = 11+(1+4piA)x
agrees very well with the integrand for small x. It has
the same first order Taylor expansion and it is integrable.
This yields∫
Ω0
w˜(x) dx ≈ −2pi
∫ rΩ0
0
x
1 + (1 + 4piA)x
dx =
−2pi(4piArΩ0 + rΩ0 − ln(4piArΩ0 + rΩ0 + 1)
(4piA+ 1)2
. (A31)
Since the expression in Eq. (A31) only holds for small
x, it is generally not valid in the entire Ω0 region.
The rotational average A is also used in the expressions
for the wings and body of W but the rest of the terms
are not treated analytically in the same way as the head
but sampled numerically within the Ω0 region.
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The GW self-energy method has long been recognized as the gold standard for quasiparticle (QP)
calculations of solids in spite of the fact that the neglect of vertex corrections and use of a DFT
starting point lacks rigorous justification. In this work we remedy this situation by including a simple
vertex correction that is consistent with an LDA starting point. We analyse the effect of the self-
energy by splitting it into short-range and long-range terms which are shown to govern respectively
the center and size of the band gap. The vertex mainly improves the short-range correlations and
therefore has a small effect on the band gap, while it shifts the band gap center up in energy by
around 0.5 eV in good agreement with experiments. Our analysis also explains how the different
relative importance of short- and long-range interactions in structures of different dimensionality is
reflected in their QP energies. Inclusion of the vertex comes at practically no extra computational
cost and even improves the basis set convergence compared to GW. The QP-rALDA method thus
provides an efficient and rigorous improvement over the GW approximation and sets a new standard
for quasiparticle calculations in solids.
The GW approximation [1–4], introduced by Hedin
in 1965 [5] remains the most widely used method for
quasiparticle (QP) calculations of semiconductors and
insulators. Over the years it has been extensively ap-
plied to inorganic solids [6–8] and more recently also
to molecules [9–12] and atomically thin two-dimensional
(2D) materials [13–15].
The GW self-energy can be obtained by iterating
Hedin’s equations once starting from Σ = 0 (i.e. the
Hartree approximation). This produces the trivial vertex
function Γ(1, 2, 3) = δ(1, 2)δ(1, 3), which corresponds to
invoking the time-dependent Hartree approximation for
the dynamical screening (i.e. the random phase approx-
imation (RPA)). For this approach to be consistent, the
Green’s function which should be used for the calculation
of the self-energy is the Hartree G. This is known to be
a poor approximation, and instead practical GW calcu-
lations follow a “best G, best W” philosophy [3]. Most
often one uses a non-interacting G0 from density func-
tional theory (DFT) and evaluates W within the RPA
from the polarisability χ0 = G0G0. This approxima-
tion is referred to as G0W0 and has shown to yield rea-
sonably good, although somewhat underestimated, band
gaps [6, 16]. Carrying out self-consistency in the Green’s
function only, GW0, has been found to improve the band
gaps [17]. Iterating to full self-consistency in both the
Green’s function and screened interaction, GW, system-
atically overestimates the band gaps and worsens the
agreement with experiments [17].
The most obvious way to go beyond the GW ap-
proximation is to perform another iteration of Hedin’s
equations starting from Σ = iGW . Neglecting deriva-
tives of W this produces the kernel δΣ(1, 2)/δG(3, 4) =
iW (1, 2, 3, 4), which is known from the Bethe-Salpeter
Equation. The four-point nature of this kernel makes it
difficult to invert the vertex equation, Γ = δ + KGGΓ,
without loss of accuracy. Instead one can perform a single
iteration of the vertex equation to obtain Γ = δ+WGG,
which leads to a self-energy consisting of a second-order
screened exchange term in addition to the usual iGW
term. Gruneis et al. have shown, using a static approxi-
mation for W in the vertex, that this GWΓ1 approxima-
tion, performed in a fully self-consistent manner, leads
to significant improvements for band gaps and ioniza-
tion potentials of solids [18]. From a theoretical point
of view this is a highly satisfactory result. The draw-
back is the higher complexity of the formalism and the
concomitant loss of physical transparency as well as the
significant computational overhead as compared to the
GW method.
Time-dependent density-functional theory (TDDFT)
in principle offers a framework for including exchange-
correlation (xc)-effects in the dynamical response via
a two-point vertex function rather than the compu-
tationally challenging three-point vertex function that
arises naturally in the diagrammatic many-body formal-
ism. While it appears attractive to use TDDFT derived
vertex functions for many-body calculations, progress
along these lines has been hindered by the poor quality
of the local xc-kernels derived from standard local xc-
potentials. However, recent work has shown that a sim-
ple renormalization of the adiabatic LDA xc-kernel can
overcome these problems and yield a dramatic improve-
ment over the RPA for total energy calculations based on
the adiabatic connection fluctuation dissipation theorem
(ACDFT) [19–21].
Here we show that the renormalized adiabatic LDA
(rALDA) kernel, when introduced in Hedin’s equations,
produces a simple two-point vertex function that leads to
systematically improved QP energies for a range of semi-
2conductors and insulators. The most striking effect of
the vertex is that it raises the absolute QP energies from
G0W0 by around 0.5 eV while the gaps are almost un-
affected. These effects can be traced to an improved de-
scription of the short range correlation hole and thus the
(absolute) correlation energy of electrons in the ground
state.
As originally observed by Hybertsen and Louie [3], it
is possible to start the iterative solution of Hedin’s equa-
tion not with Σ = 0 (which leads to the GW approxi-
mation), but rather with a local xc-potential: Σ0(1, 2) =
δ(1, 2)vxc(1). As shown by Del Sole et al. [22] this leads
to a self-energy of the form
Σ(1, 2) = iG(1, 2)W˜ (1, 2), (1)
where
W˜ = v[1− χ0(v + fxc)]−1 (2)
and fxc(1, 2) = δvxc(1)/δn(2) is the adiabatic xc-kernel.
Crucially, W˜ (1, 2) is the screened effective potential at
2 generated by a charge at 1. It consists of the bare
potential plus the induced Hartree and xc-potential. It is
thus the potential felt by a (Kohn-Sham) electron in the
system. For comparison the potential felt by a classical
test charge is the bare potential screened only by the
induced Hartree potential:
Ŵ = v + v[1− χ0(v + fxc)]−1χ0v (3)
Using Ŵ in Eq. (1) corresponds to including the vertex
in the polarisability P (or irreducible response function)
but neglecting it in the self-energy. We shall refer to the
use of W˜ or Ŵ in Eq. (1) as G0W0Γ and G0W0P, respec-
tively. The subscripts indicate that the self-energies are
evaluated non-self-consistently starting from DFT. Note
that in contrast to the GW approximation, which strictly
should be based on the Hartree G, the use of a DFT start-
ing point is perfectly justified within the G0W0Γ theory.
Here, the exchange part of the rALDA kernel [19–21]
is employed in Eq.(2) and (3). The rALDA kernel is de-
fined for the HEG by setting f rALDAxc [n](q) = f
ALDA
xc [n]
for q < 2kF [n] and −v(q) otherwise. This results in
a non-local kernel with the (almost) exact asymptotic
q → ∞ behaviour and without the divergences of the
ALDA kernel [21]. The rALDA kernel improves the
RPA description of bond energies in molecules and solids
and more importantly for the present work is that the
rALDA kernel provides a dramatic improvement of ab-
solute correlation energies compared to RPA. For exam-
ple, the RPA correlation energy of the HEG is 0.3-0.5
eV/electron too negative while the rALDA error is be-
low 0.03 eV/electron. Similar trends are seen for small
atoms, molecules [20] and bulk silicon [21].
We have calculated the QP band gaps, ionization po-
tentials (IP) and electron affinities (EA) for a range of
semiconductors and insulators using five different ap-
proximations to the self-energy: (i) conventional G0W0
(ii) eigenvalue self-consistent GW0 (iii) full eigenvalue
self-consistent GW (iv) G0W0Γ and (v) G0W0P. The
non-self-consistent calculations employed an LDA start-
ing point and the exchange only rALDA kernel was em-
ployed. The QP calculations for the bulk and 2D crystals
were performed in their experimental geometries using
the GPAW code [23]. Band edge positions with respect
to vacuum were determined by aligning the Hartree po-
tential at the nuclei in the bulk calculations to that inside
a slab with surface orientation and reconstruction as re-
ported in available experimental studies. The considered
surfaces are (111) 2× 1 for Si in the diamond structure,
(100) for MgO and LiF in the rocksalt structure and (110)
for the rest of the compounds in the zinc-blende struc-
ture.
LDA G0W0 GW0 G0W0P0 G0W0Γ0 Exp.
MgO 4.68 7.70 8.16 7.10 7.96 7.83
CdS 0.86 1.76 2.27 1.84 1.87 2.42
LiF 8.83 14.00 14.75 13.25 14.21 14.20
SiC 1.31 2.54 2.72 2.38 2.57 2.40
Si 0.52 1.23 1.34 1.16 1.29 1.17
C 4.10 5.74 5.97 5.62 5.69 5.81
BN 4.36 6.54 6.81 6.27 6.60 6.66
AlP 1.44 2.48 2.67 2.34 2.51 2.45
ML-MoS2 1.71 2.47 2.61 2.28 2.47 2.50
ML-MoSe2 1.43 2.08 2.23 1.99 2.07 2.31
ML-WS2 1.33 2.75 3.07 2.56 2.81 2.72
MAE 1.81 0.15 0.24 0.34 0.14 -
MSE -1.81 -0.11 0.19 -0.34 -0.04 -
TABLE I: Band gaps obtained using different self-
energy approximations (see text). Experimental val-
ues for C and BN were corrected for zero-point motion
(0.33 eV, 0.41 eV respectively [24]). For the experimen-
tal gaps of the 2D structures, see Section 6 in the Sup-
plemental Material [25]. Spin-orbit corrections have
been added to the 2D structures.
Table I shows the band gaps obtained with the dif-
ferent methods and their deviations from experimen-
tal reference values. In agreement with previous find-
ings G0W0 underestimates the experimental band gaps
slightly while GW0 generally overestimates. The overes-
timation becomes even larger in GW (see Supplemental
Material [25]) which is therefore not considered further
in this work. G0W0Γ shows the best agreement with ex-
periments, and with a mean signed error of only -0.04
eV the small deviations are not systematic. Including
the vertex only in the polarisability (G0W0P) leads to
significant underestimation of the gaps.
In Fig. 1 we show the absolute positions of the valence
band maximum (VBM) and conduction band minimum
(CBM) relative to vacuum. The most striking effect of
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FIG. 1: IP and EA of a range of 3D and 2D semiconductors calculated with EXX (green), G0W0 (blue), G0W0Γ
(red), G0W0P (orange), GW0 (magenta) and compared with experimental values where available (black) [25, 26].
including the vertex is a systematic upshift of the band
edges by around 0.5 eV. Remarkably, this upshift leads
to a better overall agreement with experiments (dashed
black lines). The upshift of band energies is not observed
when the vertex is included only in the polarisability, i.e.
when employing a test charge-test charge screened inter-
action (G0W0P). Moreover, no systematic upshift of the
band edges is observed for the self-consistent GW flavours
which also employ test charge-test charge screening. We
conclude that the upshift of band energies originates from
the presence of the vertex in the self-energy, i.e. the use
of a test charge-electron screened interaction.
In the following we analyse our results from a total
energy perspective focusing on the G0W0 and G0W0Γ
methods. From Koopmans’ theorem it follows that the
highest occupied and lowest unoccupied QP energies can
be expressed as
εQPN = ε
HF
N + Ec[N ]− Ec[N − 1] (4)
εQPN+1 = ε
HF
N+1 + Ec[N + 1]− Ec[N ] (5)
where εHF are the Hartree-Fock single particle energies
(evaluated on Kohn-Sham orbitals) and Ec[N ] is the cor-
relation energy of the N -particle ground state. The latter
can be calculated from the ACDFT, which can be cast
in the form
Ec = −
∫ 1
0
dλ
∫ ∞
0
dω
2pi
Tr{χ0(iω)(W˜λ(iω)− v)} (6)
Here W˜λ equals the screened test charge-electron inter-
action of Eq. (2). Setting fxc = 0 we have W˜ = W
and Ec becomes the RPA correlation energy. Assuming
no orbital relaxations (which is justified for an extended
periodic crystal), Niquet et al. [27] have shown that the
ionization potential (IP) and electron affinity (EA) cal-
culated as total energy differences with the ACDFT-RPA
equal the highest occupied and lowest unoccupied QP en-
ergies from G0W0, respectively (when setting the renor-
malization factor Z to unity). In the same way it can
be shown, at least for an exchange only kernel, that the
IP and EA obtained from the ACDFT with W˜ from Eq.
(2), equal the respective QP band edges obtained from
G0W0Γ when Γ is the vertex corresponding to fx (see
the Supplemental Material [25] for a proof). These re-
sults represent a generalization of Koopmans’ theorem of
Hartree-Fock theory.
In general, HF is known to significantly overestimate
the band gap of solids (see Fig. 1). Comparing with Eqs.
(4-5) this means that the correlation energy in the N ±1
states must be larger (more negative) than the correlation
energy in the neutral N -particle ground state. It might
4E[N ]−εNHF −εc +Δc−E[N ]−εNHF −εcE[N ]
N-par%cle	ground	state	 Unscreened	hole	 Screened	hole	εN+1
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interac%ons	
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FIG. 2: (a) Schematic illustration of the different contributions to the highest occupied and lowest unoccupied QP
levels of a semiconductor. (b) The energy cost of removing a valence electron consists of the Hartree-Fock energy
(εHFN ), the correlation energy of an electron in the ground state (εc), and a stabilising screening contribution (∆
±
c ).
The two latter are predominantly of short-range and long-range nature, respectively.
seem surprising that Ec[N−1] < Ec[N ] since naively one
would expect the correlation energy to be a monotonic
decreasing function of N . However, the addition of an
electron/hole to the system changes its character from
insulating to metallic and this entails an increase in the
correlation energy. To make this idea more explicit we
can split the change in correlation energy into two terms:
the correlation energy per electron in the neutral ground
state (εc ≡ Ec[N ]/N < 0) and a remainder representing
the extra correlation energy due to the insulator-metal
transition (∆
+/−
c ≡ Ec[N ± 1] − (Ec[N ] ± εc)). With
these definitions we can write
εQPN = ε
HF
N + εc −∆−c (7)
εQPN+1 = ε
HF
N+1 + εc + ∆
+
c (8)
The relations are illustrated in Fig. 2(a). Clearly, the
effect of εc is to downshift the band edges from their HF
positions while the ∆±c closes the gap. In the quasipar-
ticle picture, ∆±c represent the screening of the added
electron/hole, see Fig. 2(b), and we shall therefore refer
to them as screening terms. By its stabilization of the
final states (the N ± 1 states) the effect of the screening
terms is similar to that of orbital relaxations in finite sys-
tems, yet the underlying physics is completely different:
orbital relaxations are vanishingly small in periodic crys-
tals and occur even in non-correlated theories like HF. In
contrast ∆±c describes a pure correlation effect and does
not vanish in infinite, periodic systems.
We find it useful to analyse the QP energies in terms of
the band gap and the band gap center. These are related
to εc and ∆
±
c by
EQPgap = E
HF
gap + (∆
−
c + ∆
+
c ) (9)
EQPcen = E
HF
cen + εc + (∆
+
c −∆−c )/2 (10)
The correlation contribution to the gap is determined
only by the screening terms ∆±c . From the close agree-
ment between the G0W0 and G0W0Γ band gaps (red
columns in Fig. 3) we conclude that the vertex has little
effect on the (sum of the) screening terms. In contrast,
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FIG. 3: The difference in band gap, band gap center,
and c upon inclusion of the rALDA kernel.
the band gap center also depends on the ground state
correlation energy, εc. We have calculated εc for all the
investigated materials using the RPA and rALDA total
energy methods (see the Supplemental Material [25] for
details). In Fig. 3 we compare the difference between the
RPA and rALDA calculated εc (black line) with the dif-
ference between the G0W0 and G0W0Γ calculated band
gap centers (blue columns). The rather close agreement
shows that the main difference in band gap center can be
ascribed to εc. It is now clear that the upshift of QP en-
ergies obtained with G0W0Γ originates from the smaller
(less negative) correlation energy of electrons in the neu-
tral ground state predicted by rALDA compared to RPA.
The well documented superiority of the rALDA over the
RPA for the description of ground state correlation ener-
gies, in combination with the improved agreement with
experimental band energies (Fig. 1) constitutes strong
evidence that our QP-rALDA scheme represents a gen-
uine improvement over the GW approximation.
We have seen that the dominant effect of the vertex
correction is to shift the band gap center while the band
5gap itself is less affected. Physically, the main effect of
the rALDA kernel is to modify the effective Coulomb
interaction at short distances. More precisely, given a
density variation, δn, the corresponding induced elec-
tron potential, δvHxc = (v + fxc)δn, is generally weaker
than the bare Hartree potential δvH = vδn, because
v(q) + fxc(q) < v(q). However, by definition of the
rALDA kernel, the reduction is stronger for larger q,
which translates to shorter distances in real space. From
these observations we can conclude that the QP band gap
is mainly determined by long-range interactions while the
band gap center is sensitive to the short-range interac-
tions. This agrees well with the quasiparticle picture il-
lustrated in Fig. 2: Namely, adding a particle/hole with-
out accounting for the screening represents a local (short-
range) perturbation while the screening of the added
charge is a long-range process. While the rALDA ker-
nel mainly reduces the short-range interactions it also
reduces the long-range components slightly. This leads
to a slightly weaker long-range screening (smaller ∆c)
and slightly larger band gaps as seen in Table I.
Returning to Fig. 1 we note that for the 2D materials
Hartree-Fock predicts a lower IP than the GW methods
in clear contrast to the situation for bulk solids. This
anomalous behaviour is a result of the relatively more
important effect of short- compared to long-range cor-
relations in reduced dimensions. Indeed, the dielectric
function of a 2D semiconductor approaches unity in the
long wavelength limit, which reduces the screening terms
∆±c . At the same time we find that the 2D materials
present the largest values for εc of all the materials (see
Table 4 in the Supplemental Material [25]).
Finally, we mention that the reduction of large q com-
ponents by the rALDA kernel improves convergence with
respect to plane waves and number of unoccupied states
(see Fig. 1 in the Supplemental Material [25]).
In conclusion, we have demonstrated that a more accu-
rate description of short-range correlations in QP calcula-
tions can be obtained with a simple TDDFT-inspired ver-
tex function. Inclusion of the vertex improves the agree-
ment with experimental data for the absolute band ener-
gies of bulk and two-dimensional semiconductors. More-
over, it justifies the use of DFT as a starting point for
non-self-consistent QP calculations and is thus formally
more rigorous than the G0W0@DFT approach. Impor-
tantly, these advantages come without increasing the nu-
merical complexity or computational cost compared to
G0W0 calculations.
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Supplementary information
Beyond the GW method: Simple vertex correction
improves band energies of bulk and two-dimensional
materials
Per S. Schmidt, Christopher E. Patrick and Kristian S. Thygesen
1 From rALDA total energies to GWΓ
Using the adiabatic connection and fluctuation-dissipation theorem (ACFDT),
the exact correlation energy of the system can be written in terms of the inter-
acting response function (χλ(iω)) of a system with a scaled Coulomb interaction,
v → λv:
Ec = −
∫ 1
0
dλ
∫ ∞
0
dω
2pi
Tr
(
v
[
χλ(iω)− χKS(iω)
])
, (1)
where χKS(iω) is the response function of the non-interacting Kohn-Sham sys-
tem. χλ can in principle be obtained from the Dyson equation
χλ(iω) = χKS(iω) + χKS(iω)
[
λv + fλxc(iω)
]
χλ(iω),
where all the complicated correlation effects has been transferred into fλxc(iω),
which needs to be approximated.
It can be shown, that any pure exchange kernel must have the property fλx [n](r, r
′, iω) =
λfx[n](r, r
′, iω) making it possible to carry out the λ-integration analytically:
Ec =
∫ ∞
0
dω
2pi
Tr
[
vf−1Hx(iω) ln
[
1− χKS(iω)fHx(iω)
]
+ vχKS(iω)
]
, (2)
where fHx(iω) = v + fx(iω).
Denoting the change in χKS(iω) when adding one electron to the lowest unoc-
cupied KS orbital by δχKS(iω),
δχKS(r, r′, iω) = φ∗c(r)G0(r, r
′, c + iω)φc(r′) + c.c.,
assuming that the density doesn’t change by the addition of one electron ⇒
fHx(iω) doesn’t change, we calculate the correlation contribution to the electron
1
affinity (AE):
AEc = Ec[N ]− Ec[N + 1]
=
∫ ∞
0
dω
2pi
Tr
[
vf−1Hx(iω) ln
[
1− χKS(iω)fHx(iω)
]
+ vχKS(iω)
−
[
vf−1Hx(iω) ln
[
1−
(
χKS(iω) + δχKS(iω)
)
fHx(iω)
]
+ v
(
χKS(iω) + δχKS(iω)
)]]
= −
∫ ∞
0
dω
2pi
Tr
[
vf−1Hx(iω)
(
ln
[
1− χKS(iω)fHx(iω)− δχKS(iω)fHx(iω)
]
− ln
[
1− χKS(iω)fHx(iω)
])
+ vδχKS(iω)
]
= −
∫ ∞
0
dω
2pi
Tr
[
vf−1Hx(iω) ln
[
1− δχKS(iω)fHx(iω)
(
1− χKS(iω)fHx(iω)
)−1]
+ vδχKS(iω)
]
Adding and subtracting v
[
1 − χKS(iω)fHx(iω)
]−1
δχKS(iω), we can split AEc
in two terms, AEc = AE
QP
c + AE
′
c and following the arguments of Niquet et
al.[1] AE′c vanishes, leaving us with
AEc =
∫ ∞
0
dω
2pi
Tr
[(
v
[
1− χKS(iω)fHx(iω)
]−1
− v
)
δχKS(iω)
]
=
∫ ∞
0
dω
2pi
Tr
[(
W (iω)− v
)
δχKS(iω)
]
which is exactly the correlation contribution to the conduction band matrix
element of the GW self-energy in the GWΓ method:
AEc = 〈φc|Σc(c)|φc〉
where
Σc(r, r
′, c) = −
∫
dω
2pi
G0(r, r
′, c + iω)W (r, r′, iω)
and W (iω) = v
[
1− χKS(iω)fHx(iω)
]−1
.
2
2 Structures and computational details
Structure Lattice constant (A˚) k-points
MgO rocksalt 4.212 8× 8× 8
SiC zincblende 4.350 8× 8× 8
LiF rocksalt 4.024 8× 8× 8
CdS zincblende 5.818 8× 8× 8
Si diamond 5.431 8× 8× 8
C diamond 3.567 8× 8× 8
BN zincblende 3.615 8× 8× 8
AlP zincblende 5.451 8× 8× 8
Table 1: Bulk structures.
Structure Lattice constant (A˚) Layer thickness (A˚) k-points
MoS2 2H 3.160 3.170 18× 18× 1
MoSe2 2H 3.289 3.340 18× 18× 1
WS2 2H 3.153 3.360 18× 18× 1
Table 2: 2D structures.
The quasiparticle and total correlation energy calculations were carried out
in the experimental structures reported in Table 1 and 2 employing a 8× 8× 8
(18× 18× 1) k-point grid for the bulk (2D) materials and extrapolating to in-
finite plane wave cutoff energy and number of bands included in construction
of χ0. For the quasiparticle calculations of the 2D materials we employed a
recently developed method for treating the critical q→ 0 limit of the screened
interaction while avoiding spurious interactions with neighbouring supercells [2].
The response functions and screened interactions were evaluated along the real
frequency axis using a non-linear frequency grid.
For the total energy calculations the frequency integration was evaluated using
16 frequency points and a Gaussian quadrature. The details of the implemen-
tation is described in [3]. The kernel used in the rALDA calculations were
constructed using the wavevector average as described in [4].
For the 2D structures, 15 A˚ of vacuum was used in the out-of-plane direction
between repeated unit cells.
c is in turn defined as the total correlation energy per number of valence elec-
trons.
3
3 G0W0Γ method: Improved convergence
In addition to improved bandgaps and absolute band positions, we report an
improved convergence when including the rALDA kernel in the G0W0Γ method.
The kernel suppresses higher plane waves thus making the G0W0Γ method con-
verge faster with respect to plane wave basis size and the number of unoccupied
bands, as shown in Fig. 1 for the case of bulk BN. On the y-axis we show the
difference in the band gap compared to that from a calculation at a cutoff of 50
eV with the corresponding number of bands. The improved convergence also
manifests itself in the QP corrections to the individual bands.
Figure 1: Convergence of the band gap in BN with respect to plane wave cut-
off and the number of bands included using the RPA (bottom) and rALDA
(top) kernel.
4
4 Eigenvalue self-consistency
GW0 GW0P0 GW0Γ0 GW GWP0 GWΓ0 Exp.
MgO 8.16 7.52 8.21 9.21 8.56 9.47 7.83
CdS 2.27 2.03 2.34 2.73 2.44 2.83 2.42
LiF 14.75 14.02 14.90 16.29 15.59 16.46 14.20
SiC 2.72 2.52 2.73 3.06 2.80 3.11 2.40
Si 1.34 1.23 1.40 1.48 1.38 1.60 1.17
C 5.97 5.74 5.88 6.38 6.16 6.33 5.81
BN 6.81 6.50 6.84 7.44 7.08 7.49 6.66
AlP 2.67 2.48 2.67 3.00 2.74 3.01 2.45
MAE 0.26 0.16 0.27 0.83 0.48 0.92 -
MSE 0.22 -0.11 0.25 0.83 0.48 0.92 -
Table 3: Bandgaps calculated with eigenvalue self-consistency in G (GW0)
and in both G and W (GW).
5 c and ∆
±
c
The absolute values of c and ∆
±
c as well as the sum and differences of ∆
±
c
contributing to the band gaps and centers respectively.
c from total energies ∆
+
c ∆
−
c ∆
−
c + ∆
+
c (∆
+
c −∆−c )/2
RPA rALDA ∆ G0W0 G0W0Γ0 G0W0 G0W0Γ0 G0W0 G0W0Γ0 ∆ G0W0 G0W0Γ0 ∆
Si -1.53 -1.05 0.48 -1.77 -1.56 -2.44 -2.60 -4.21 -4.16 0.05 0.34 0.52 0.19
BN -1.75 -1.23 0.52 -3.02 -2.79 -3.65 -3.81 -6.67 -6.60 0.07 0.32 0.51 0.20
AlP -1.50 -1.02 0.48 -2.19 -2.05 -2.45 -2.57 -4.64 -4.62 0.02 0.13 0.26 0.13
SiC -1.64 -1.14 0.50 -2.40 -2.23 -3.08 -3.23 -5.48 -5.46 0.02 0.34 0.50 0.16
MgO -1.00 -0.73 0.27 -2.84 -2.46 -4.40 -4.53 -7.24 -6.99 0.25 0.78 1.04 0.26
CdS -1.13 -0.83 0.30 -2.75 -2.41 -2.76 -2.98 -5.51 -5.39 0.12 0.01 0.29 0.28
LiF -1.59 -1.14 0.45 -1.87 -1.69 -5.96 -5.94 -7.83 -7.63 0.2 2.05 2.13 0.08
ML-MoS2 -1.97 -1.27 0.70 -2.37 -2.39 -1.62 -1.60 -3.99 -3.99 0.00 -0.38 -0.40 0.02
ML-MoSe2 -1.87 -1.27 0.60 -2.36 -2.48 -1.58 -1.47 -3.94 -3.95 0.01 -0.39 -0.51 0.12
ML-WS2 -1.73 -1.09 0.64 -2.44 -2.40 -1.76 -1.74 -4.20 -4.14 0.06 -0.34 -0.33 0.01
Table 4
6 2D materials: IP, EA and gaps
VBM, CBM and band gaps for three 2D semiconductors calculated with various
methods, relative to vacuum. The HSE, G0W0 and G0W0Γ are all non-self-
5
consistent calculations on top of LDA orbitals and eigenvalues. The experimen-
tal VBM are from currently unpublished work by A. D. Mohite, T. Ohta et al.
to appear in ACS Nano. The band gap of MoSe2 is from [5] where they have
measured a gap of 2.18 ± 0.04 eV for MoSe2 on top of bilayer graphene. The
effect of the substrate is calculated to be a lowering of the band gap of 0.13 eV,
giving a band gap of 2.31 eV for free-standing MoSe2.
The band gap of 2.5 eV for free-standing MoS2 is from [6]. In [7] they report
a band gap of 2.18 ± 0.05 eV for MoS2 on top of quartz. Comparing the two
numbers, quartz is expected to lower the gap by 0.32 eV. In [7] the band gap
of WS2 on top of quartz is reported to be 2.40 ± 0.06 eV. Assuming the same
substrate effect, the band gap of free-standing WS2 must be 2.72 eV.
The numbers printed are including spin-orbit corrections. These are a splitting
of the VB by 0.15, 0.19, 0.45 eV and of the CB by 0.00, 0.02, 0.02 eV for MoS2,
MoSe2 and WS2 respectively [8].
LDA HSE G0W0 G0W0P G0W0Γ GW0 Exp.
MoS2
VBM -6.07 -6.19 -6.53 -6.81 -5.86 -6.65 -5.77
CBM -4.35 -3.93 -4.06 -4.53 -3.39 -4.04 -3.27
Gap 1.71 2.25 2.47 2.28 2.47 2.61 2.50
MoSe2
VBM -5.48 -5.58 -5.89 -6.04 -5.30 -5.92 -5.34
CBM -4.06 -3.64 -3.81 -4.06 -3.23 -3.69 -3.03
Gap 1.43 1.94 2.08 1.99 2.07 2.23 2.31
WS2
VBM -5.59 -5.78 -6.18 -6.29 -5.50 -6.23 -5.74
CBM -4.26 -3.95 -3.43 -3.73 -2.70 -3.16 -3.02
Gap 1.33 1.83 2.75 2.56 2.81 3.07 2.72
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APPENDIXA
Appendix
A.1 Norm-conserving setups for W and Mo
Performance:
Norm-conserving
Mo d W d
Fitness factor 8.8 5.9
Log. deriv. 0.3 0.5
fcc - a0 0.00 0.00
fcc - 10% 0.01 0.01
fcc - 20% 0.01 0.01
rocksalt - a0 0.00 0.00
rocksalt - 10% 0.04 0.01
rocksalt - 20% 0.04 0.02
Iterations 35 31
Cutoff 614 483
Eggbox 0.0026 0.0012
Radii 0.0 0.0
Parameters:
Radii: s 1.95 2.20
Radii: p 2.30 2.10
Radii: d 1.95 2.50
Energies: s - -
Energies: p - -
Energies: d -0.3 0.5
Radii: Local pot. 1.80 1.75
Table A.1: Performance and parameters for the GA generated norm-conserving Mo
and W setups used in this work. For Mo the 4s, 5s, 4p, 5p, 4d are treated as valence
electrons and for W it is the 5s, 6s, 5p, 6p, 5d. To both setups, an extra d partial
wave is added.
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