Here we introduce two open-source projects for image aesthetic quality assessment. The first one is ILGnet, an open-source project for the aesthetic evaluation of images based on the convolution neural network. The second is CJS-CNN, an opensource project for predicting the aesthetic score distribution of human ratings.
ILGnet. An image aesthetic classification method based on a deep convolution neural network can classify the results of the image aesthetic quality as "good" or "bad". This method combines local and global features and designs a new depth convolution neural network, ILGnet, which learns the image aesthetic classification model using approximately 230000 images from the largescale database for aesthetic visual analysis (AVA). The AVA dataset contains 255530 valid images, each of which comes from the website 1) , which is a well-known photographic community abroad. Each image is scored by members, who are human artists registered on multiple websites. Each image is scored by 78-539 people, with an average of 210 participants. The dataset is a recognized benchmark in the field of image aesthetic evaluation. The quality of the annotated data is high, and it can support the study of the aesthetic classifications, aesthetic scores, and aesthetic distributions. The ILGnet can automatically distinguish two types of images: high aesthetic quality and low aesthetic quality. It uses a new structure of a convolution neural network for image classification and fuses the information of different receptive fields to complete the aesthetic feature extraction process. Compared with previous methods, the classification accuracy is greatly improved. The accuracy we achieve on the AVA dataset is 81.68%, and the accuracy is up to 82.66% by using the Inception V4 module [1, 2] .
CJS-CNN. The classification and scoring of the image aesthetic assessment usually use a scalar to express the aesthetic quality of an image and largely ignore the diversity, subjectivity, and individuation of human aesthetics in a certain consensus. In general, nearly all image recognition tasks have standard answers but few have aesthetic images. This is the biggest difference between aesthetic evaluations and general image recognition. The probability distribution of an image aesthetic score can describe the aesthetic subjectivity to a certain extent; for example, the variance can describe the human consensus for an image to a certain extent and the kurtosis can describe the popularity of an image to a certain extent. In this study, a convolution neural network (CNN) based on the cumulative distribution with Jensen-Shannon divergence (CJS-CNN) is proposed to predict the fractional distribution of the image aesthetic quality evaluation, which is different from previous single scalar evaluations. This method can give the score distribution of an image aesthetic qual- ity evaluation, and can better describe the diversity of human aesthetic perceptions. Further, a reliability-sensitive learning algorithm based on kurtosis statistics is proposed. This algorithm only requires the normalized evaluation score distribution data to preform reliability-sensitive learning, while the previous reliability-sensitive learning algorithm based on the number of evaluators requires the complete evaluation score distribution data prior to normalization. As shown in Figure 1 , the result of CJS-CNN method is closer to the true distribution than the other methods. In the experiments, our proposed CJS-CNN method outperform other methods on various mean divergence indicators [3, 4] .
Usage.
ILGnet is an open-source project for the aesthetic evaluation of images based on the deep learning framework, Caffe. If you need to train the model, you should download the AVA dataset and treat the dataset according to the following method. First, you can choose a score of 5 as a criterion to divide the dataset. Second, download the pre-trained GoogleNet model on ImageNet. During training, you should fix the parameters of all the layers before the first full-connected layer and fine-tune the last layers using the training set of the AVA dataset. We suggest training and testing the model using the Caffe framework. The accuracy in the AVA dataset is 81.68% and can be up to 82.66% by using the Inception V4 module. The
