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Cognitive Radio Spectrum Sensing and Prediction
Using Deep Reinforcement Learning
Syed Qaisar Jalil, Mubashir Husain Rehmani, and Stephan Chalup

Abstract—In this paper, we propose to use deep reinforcement
learning (DRL) for the task of cooperative spectrum sensing
(CSS) in a cognitive radio network. We selected a recently
proposed offline DRL method called conservative Q-learning
(CQL) due to its ability to learn complex data distributions
efficiently. The task of CSS is performed as follows. Each
secondary user (SU) performs local sensing and using CQL
algorithm, determines the presence of licensed user for current
and k-1 future timeslots. These results are forwarded to the fusion
centre where another CQL algorithm is operating that generates
a global decision for the current and k-1 future timeslots. Then,
SUs do not perform sensing for the next k-1 timeslots to save
energy. The proposed CSS mechanism can significantly increase
the licensed user detection accuracy and the data transmissions
by SUs. In addition, it reduces the sensing results transmission
overhead. The proposed solution is tested with a stochastic
traffic load model for different activity patterns. Our simulation
results show that the proposed problem formulation using the
CQL algorithm can achieve similar detection accuracy as other
state-of-the-art methods for CSS while significantly reducing the
computation time.
Index Terms—Cooperative spectrum sensing, spectrum occupancy prediction, cognitive radio, deep reinforcement learning.

I. I NTRODUCTION
Spectrum scarcity has been extensively studied in literature to address the growing demands in spectrum bands
of wireless and mobile applications. In order to overcome
spectrum scarcity, dynamic spectrum access (DSA) system
has been proposed [1]. A key enabling technology for DSA
is cognitive radio (CR) which can opportunistically utilise
unused spectrum (spectrum holes). Typically, a CR network
(CRN) consists of primary users (PUs) and secondary users
(SUs). The licensed owners of the spectrum are the PUs. The
SUs opportunistically access the unused spectrum with the
requirement of limited harmful interference to the PUs [2]. In a
CRN, SUs achieve opportunistic spectrum access through CR
cycle functions which include: spectrum sensing, spectrum decision, spectrum sharing, and spectrum mobility. The spectrum
sensing function enables SUs to sense the spectrum occupancy
status of PUs such that the identified spectrum holes can be
used for communication. Using the spectrum sensing results, a
spectrum decision function determines the spectrum band that
can be used. A spectrum sharing function allows a SU to share
the spectrum with other SUs. Finally, a spectrum mobility
S.Q. Jalil and S. Chalup are with the School of Electrical Engineering and Computing, The University of Newcastle, Australia. E-mail:
syedqaisar.jalil@uon.edu.au and stephan.chalup@newcastle.edu.au
M.H. Rehmani is with the Department of Computer Science, Munster
Technological University (MTU), Ireland. E-mail: mshrehmani@gmail.com

function deals with the process of spectrum evacuation on the
arrival of a PU.
The success of a CRN is highly dependent on the spectrum
sensing function which determines whether the PU is performing transmission or not. Spectrum sensing has been extensively
studied in literature due to it’s significance in a CRN [3]–[5].
Typically, spectrum sensing can be divided into two types:
non-cooperative and cooperative. In a non-cooperative setting,
each SU performs spectrum sensing locally and decides about
the presence of a PU. While in a cooperative setting, each
SU forwards local spectrum sensing results to the fusion
centre (FC) where they are combined and a global decision
on the presence of the PU is generated. Cooperative spectrum
sensing (CSS) provides better PU detection accuracy than noncooperative setting due to the availability of sensing results
from different locations in the network [3]. However, CSS
faces the following challenges: The first challenge is the
selection of the sensing methods used by the SUs. Since
there are different sensing methods with a trade-off between
detection accuracy and computational complexity, selecting an
optimal sensing method is not a straight forward task. The
second challenge is the transmission overhead which occurs
due to the forwarding of sensing results to the FC. SUs could
forward actual sensing values or one-bit results where the
former provide better PU detection accuracy with increased
transmission overhead and vice-versa for the latter. The final
challenge is the transmission time available to a selected SU
in each time frame. The selection of the sensing method and
the result forwarding criteria directly impact the transmission
time available in each frame as depicted in Figure 1.
One way to aid the process of spectrum sensing is to use
spectrum occupancy prediction (SOP) models. In a typical
SOP model, the PU’s spectral usage pattern is utilised to
predict one of the following: channel status (busy or idle),
duty cycle (time during which a channel is being occupied)
and signal (or power level on a channel). For instance, a
spectrum measurement campaign is performed to derive the
underlying distribution for a section of a radio spectrum [6].
Then, using the collected PU activity pattern, the channel
status is modelled using a busy/idle 2-state model. Finally,
depending on the application requirements, a prediction model
is used for one-step (or k-step) ahead prediction [2]. Various
SOP models have been proposed in literature [7] which can
further advance SU spectrum sensing and channel selection
mechanisms. For example, a time domain SOP model can infer
the future state of a channel based on the available historical
information. Using the inferred future state, SUs can skip the
local sensing (or move to another wireless channel which is
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more likely to be idle). This way SUs can save energy, increase
the actual transmission time and avoid interference with PUs.
Recently, Deep Reinforcement Learning (DRL) has gained
lot of attention and success in the domain of wireless communications [8]. Recent DRL methods can be divided into
two types: online and offline. In online DRL methods, the
agent interacts with the environment in a sequential manner.
The agent receives the current state as input and generates
an action that is executed in the environment. Based on the
action, the agent receives a reward, and the environment moves
to a new state. The goal of the agent is to learn a policy that
maximises the long-term future reward. On the other hand,
offline DRL methods do not require online interaction with
the environment. Instead, they can learn from a previously
collected dataset [9]. Recent offline DRL methods such as
conservative Q-learning (CQL) [10] have shown great success
on a variety of problems. In literature, offline DRL methods are
also referred to as data-driven DRL algorithms. We previously
addressed routing in software-defined network and fairness
in distributed dynamic spectrum access using online DRL
methods [11], [12].
In this study, we propose an offline DRL solution for CSS.
Specifically, our solution works in two levels. Firstly, each
SU performs local spectrum sensing and using a DCQL-based
SOP model, predicts the current and the future k-1 states of
a channel. The predicted states are forwarded to the FC and
SUs remain silent (do not perform sensing) for next k-1 time
slots. This is to save energy and use the sensing time for actual
transmission if the channel is idle. Secondly, FC gathers the
results of all SUs and using a DCQL model, generates global
decision for current and next k-1 time slots. The selected
node(s) can perform transmission in the remaining time of
the current frame and next complete k-1 frames. Using this
strategy, our solution increases the actual transmission time
of SUs, provides more accurate PU detection, and saves
energy. Extensive simulations show that the proposed method
outperforms existing learning-based methods.
The organisation of the paper is as follows: Section II
provides related work studies. Section III provides the system
model. In section IV, we provide a brief introduction of offline
DRL along with the design and implementation details of the
proposed solution. Simulation results are presented in section
V. Finally, Section VI concludes the paper.
II. R ELATED WORK
Spectrum sensing has been extensively studied in literature
for local and cooperative settings [3]–[5]. A single CR device determines the availability of a spectrum band using an
enabling algorithm such as energy detection, matched filter,
and waveform-based sensing. Energy detection (ED) is one
of the widely used spectrum sensing methods which does not
require prior knowledge of the PU while it is relatively simple
to implement [13]. In the literature of SOP models, various
approaches have been proposed such as linear prediction [14],
Markov models [7], artificial neural networks [15], and pattern
mining based methods [2]. Recently, deep learning methods
have been used for both spectrum sensing and SOP, and shown
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great success compared to traditional methods. For example,
[16] proposed a covariance matrix-aware convolutional neural
network (CNN) for spectrum sensing. They also provided
theoretical analysis of the proposed method and showed how
the proposed method can achieve higher PU detection accuracy
for low signal-to-noise (SNR). Authors in [17] proposed an
activity pattern aware spectrum sensing method based on a
CNN. They used current and historical sensing data to learn
PU activity pattern. Also, they created two covariance matrices
from sensing data and provided an image as input to the CNN.
[18] proposed a parallel CNN-LSTM network for spectrum
sensing. They showed that their method does not require
prior PU state knowledge and can detect different types of
modulations for low SNR regions. [19] proposed a CNNLSTM approach where the CNN is used to extract correlation
features from the covariance matrix and LSTM is used to learn
the activity pattern of the PU.
For CSS, various learning algorithms have been proposed,
for example, by [20] and [21]. In [21], a CNN-based framework called deep cooperative sensing (DCS) has been proposed. The use of CNN enables FC to exploit both spatial
and spectral features of SUs. Deep learning-based CSS for
different CRN settings such as full-duplex and non-orthogonal
multiple access has been studied in [22] and [23], respectively.
The use of reinforcement learning for CSS can also be found in
literature, e.g. [24]–[26]. However, RL-based methods are used
in decentralised or in ad-hoc settings. In the SOP literature,
various deep learning methods have been used for a different
objective. For example, [27] used three learning methods,
deep neural networks, CNNs, and LSTMs on RF traces
collected from their testbed for different SNR regions. [28],
[29] proposed a LSTM based method for spectrum prediction
for different network settings. [30] proposed a LSTM and
CNN-LSTM based method to learn PU activity pattern and
predict future states of the channel.
Despite all the recent success in spectrum sensing and
prediction, the process of CSS where SUs are equipped with
SOP models has not been fully explored. In addition, to the
best of the authors’ knowledge offline DRL has not been
applied to spectrum sensing and prediction. Thus, in this
paper, we propose a CSS mechanism that utilises offline DRL
for spectrum prediction and data fusion that can achieve a
significant improvement with respect to PU detection accuracy
and energy efficiency, and can increase transmission time over
existing methods.
III. S YSTEM M ODEL
We consider a cognitive radio network that consists of N
SUs. The SUs are randomly deployed in a two-dimensional
U
space where dP
denotes the distance between the PU and the
i
i-th SU for i = 1, 2, ..., N. The SUs are directly connected to
the FC (or base station). We consider a cooperative spectrum
sensing scenario where periodic spectrum sensing and data
transmission is performed after every k-1 steps as illustrated in
Fig 1. Here, k=2 which means that each SU performs spectrum
sensing on alternating frames. The sensing frame is further
divided into four phases: (1) each SU performs local sensing,
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B. PU Activity Pattern
Idle time slot
Busy time slot
One sensing and transmission period

sensing

Data transmission

1 2 3

Data transmission

4

5

sense predict sense predict sense predict sense
Time
Description of sensing and transmission phase:
1- Single SU sensing
4- FC broadcasts global decision
2- Exchange of results
5- Selected SU performs transmission
3- Processing, generating decision

Fig. 1: CSS with k=2, i.e., SUs perform local sensing on
alternating frames. The sense frame is further divided into
five phases as described in the figure. Whereas, the complete
predict frame is used for transmission if it is an idle time slot.
(2) SUs report LSS results to FC, (3) FC obtains a global
decision based on all received inputs, (4) finally, FC broadcasts
global decision to SUs. Once the spectrum sensing phase is
over, the selected SU performs data transmission within the
remaining frame. In contrast, in the predicted frame, all of
the frame is used for transmission. Using this strategy greatly
increases the transmission rate of the network and allows
SUs to save energy by remaining silent during every alternate
frame.
A. Local Spectrum Sensing
In the sensing frame, the local spectrum sensing performed
by the i-th SU for the detection of a PU signal at time m can
be formulated as a binary-hypothesis statistic test [20], [31]:

ni (m),
H0
yi (m) =
(1)
hi x(m) + ni (m), H 1
where H 0 represents the absence of the PU while H 1 shows
the case where the PU is present. ni (m) denotes the noise at
the i-th SU, hi represents PU to i-th SU channel coefficient,
and x(m) is the signal transmitted by the PU. ni (m) is a zeromean Gaussian random variable with variance σn2. The channel
U
coefficient hi is defined as hi = gi P L dP
where gi is
i
the fading component, k · k is the Euclidean distance, and
U
−α
2 is the path-loss component for the distance
P L(dP
i )=d
between the PU and the i-th SU with path-loss exponent
α. The length of the sensing period is τ and the sensing
bandwidth is denoted as ω. After performing local sensing,
each SU has an estimated normalised energy level which can
be written as [20], [31]:
zi =

M
1 X
yi (m)2
σn2 m=1

where M is the total number of samples (M = 2ωτ ).

(2)

The PU activity refers to the occupancy or non-occupancy
of a PU signal [32], [33] . Depending on the frequency range
of a wireless channel, the PU occupancy model varies [6]. In
literature, spectrum usage is modelled using discrete-time and
continuous-time models. Due to the space constraint, we only
consider a continuous time model but the proposed solution
method is valid for discrete-time as well. In the continuoustime model, continuous-time Markov chain (CTMC) is used
and exponential random variables are used to model the state
holding times [34]. In a CTMC, ON and OFF periods alternate
between each other where ON indicates the busy state of a
channel while OFF indicates the idle state of a channel. TON
and TOF F denote the duration of ON and OFF states of a
channel. It is assumed that both TON and TOF F are independent and identically distributed (i.i.d.) as well as independent
of each other. Recent studies have shown that exponential
distribution does not accurately model the TON and TOF F
periods of real-world applications. Instead, Generalised Pareto
Distribution (GPD) is a more accurate distribution which
can accurately model TON and TOF F periods of real-world
applications. The probability density function of GPD is given
as [34]:
GP D
fX
(x | ξ, σ, µ) =

1
(1 + ξz)−(1/ξ+1)
σ

where z = x−µ
σ while ξ, σ, and µ are shape, scale and location
parameters respectively.
IV. O FFLINE DRL- BASED S PECTRUM S ENSING
In this section, we first describe the preliminaries of offline
DRL which is then followed by the DCQL algorithm. Then,
we formulate the task of SOP and CSS where we define
the state space, action space, reward function, along with the
implementation details.
A. Offline DRL
In reinforcement learning, the goal is to learn a policy
that maximises long-term future reward in a Markov decision
process (MDP). The MDP is defined as (S , A , T, r, γ) where
S represents state space which can be either discrete or
continuous, A represents action space which can also be
either discrete or continuous, T is a conditional probability
distribution T (s0 | s, a) that defines the system’s dynamics,
r(s, a) is the reward function, and γ ∈ (0, 1) is the discount
factor. In offline DRL, we have a dataset D which is populated
using a behaviour policy πδ (a | s). dπδ (s) refers to the
discounted marginal state-distribution of the behaviour policy
and sampling of D is achieved from dπδ (s)πδ (a | s). The
empirical behaviour policy for state s, where s ∈ D , can be
written as:
P
s,a∈D 1[s = s, a = a]
P
π̂δ (a | s) :=
s∈D 1[s = s]
In traditional off-policy RL algorithms, dynamic programming based methods maintain a Q-function (and sometimes a
policy as well). Q-function is trained iteratively using Bellman
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equations and then a greedy policy is recovered using approximation or an exact scheme. While in actor-critic methods,
Q-value is maximised by training a separate policy, i.e., they
alternate between policy evaluation and policy improvement.
Offline RL methods use D for training and typically D does
not have all possible transitions. Thus, Bellman operator is
used for policy evaluation step which uses single sample for
back up. This approach results in action distribution shift
because, in policy evaluation, learned policy is used to sample
actions for target values while the training of Q-function is
achieved using actions which are sampled from πδ . As Qvalues are maximised by the learned policy, this may result in
biased out-of-distribution (OOD) actions with Q-values which
are erroneously high.
1) Discrete Conservative Q-learning (DCQL): DCQL [10]
prevents function approximation errors and over-estimation
due to OOD actions by learning a Q-function which ensures
that the policy’s expected value lower-bounds the actual value.
For a dataset D generated by πδ (a | s), the goal is to estimate
the target policy’s value V π (s). A lower bound Q-function is
learned for minimising Q-values to prevent overestimation of
the policy value. The learned Q-function works in addition
with standard Bellman error. The expected Q-value is minimised as penalty for state-action pair distribution µ(s, a). In
contrast to the training of a standard Q-function which queries
at unseen actions instead of unobserved states, CQL match the
state-marginal by restricting µ, i.e., µ(s, a) = dπβ (s)µ(a | s).
Consequently, the training of Q-function is required to update
iteratively with α which is a tradeoff factor [10]:
Q̂k+1 ← arg min αEs∼D ,a∼µ(a|s) [Q(s, a)]
Q

2 
1
π k
ˆ
+ Es,a∼D Q(s, a) − B Q̂ (s, a)
2

(3)

where the first term minimises large Q-values and the second
term is a standard Bellman error. The bound in Equation 3 can
be further tightened for estimation of V π (s) by introducing an
additional term that represents Q-value maximisation under
πβ (a | s) as [10]:
Q̂k+1 ← arg min α · (Es∼D ,a∼µ(a|s) [Q(s, a)]
Q

−Es∼D ,a∼π̂β (a|s) [Q(s, a)])

2 
1
π
k
+ Es,a,s0 ∼D Q(s, a) − Bˆ Q̂ (s, a)
2

(4)

For the policy improvement step, µ(a | s) is chosen for policy
approximation such that it maximises the Q-function for the
current iteration. This results in an online algorithm which can
be defined via a family of optimisation problems CQL(R )
as [10]:
min max α(Es∼D ,a∼µ(a|s) [Q(s, a)]
Q

µ

−Es∼D ,a∼π̂β (a|s) [Q(s, a)])

2 
1
πk k
ˆ
+ R (µ)
+ Es,a,s0 ∼D Q(s, a) − B Q̂ (s, a)
2

(5)

where R (µ) is a regulariser that characterises CQL(R ). If the
regulariser is chosen to be a KL-divergence with prior ρ(a | s),

Load

DC

Low
Medium

0.29
0.51

Busy periods
µ
σ
ξ
3.51
2.62
0.18
3.51
5.14
0.19

4

µ
3.57
3.51

Idle periods
σ
ξ
10.93
0.17
4.65
0.21

TABLE I: GPD distribution parameters for low, medium, and
high traffic patterns adopted from [34].
~ KL (µ, ρ), then Equation 5 can be written as
i.e., R (µ) = −D
( [10] Appendix A):
"
#
X
min αEs∼D log
exp(Q(s, a)) − Ea∼π̂β (a|s) [Q(s, a)]
Q

a


2 
1
πk k
ˆ
0
+ Es,a,s ∼D Q − B Q̂
2
(6)

B. Offline DRL-based SOP
This subsection provides the formulation of SOP which is
then solved using DCQL agent. At timestep m, the i-th-SU
performs local sensing and estimates the normalised energy
level zi . The aim of the i-th-SU is to determine the presence
of the PU using zi for the current timestep m and the next
k-1 time steps. In the following paragraphs we define the state
space, action space, and reward function that will be used to
train the DCQL agent.
State space: The state space for i-th SU consist of normalised energy level values of current timestep m and previous
q timeslots obtained using Equation 2. Formally, state space at
timestep m is written as sm = [zim−q+1 , zim−q+2 , ..., zim−q+q ].
The use of q historic normalised energy levels in the state
space enable the learning agent to better learn the PU activity
pattern.
Action space: The goal of the agent is to determine the
presence of PU for current and next k-1 timeslots based on the
received normalised energy levels. In each timestep, PU state
can be either 0 (idle) or 1 (busy). Therefore, we create action
space vector of length |2k | such that each index corresponds
to a combination from 2k . For example, if k=2 then action
space vector is A = [0, 1, 2, 3] where each index corresponds
to it’s respective combination A = [[0, 0], [0, 1], [1, 0], [1, 1]].
The selected action at the m-th timestep by i-th SU can be
written as aim .
Reward function: The success of any DRL algorithm is
highly dependent on the design of the reward function. We
define a simple yet effective reward function where i-th SU
gets a reward of 0.3 for each correctly determined PU state and
gets penalised by a reward of -0.3 for each incorrect decision.
The reason we selected the values of 0.3 and -0.3 is that we
want the agent to give equal priority to both idle and busy
timeslots. We can also design the reward function in a way
that it gives more priority to either case, i.e., busy or idle.
For example, we can assign twice the reward for correctly
detecting the busy timeslots than the idle slot. In this case, the
result would be more biased towards correctly determining the
busy timeslots and it could be useful for applications that are
more interference sensitive.
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(b) Sensing and prediction under low traffic load for k=4

Fig. 2: PU detection accuracy for different SNR regions under low traffic load with k=2, and k=4

Implementation details: We used d3rlpy [35] for the
implementation of DCQL-based SOP. The performance of
each SU during local sensing is directly dependent on received
SNR, i.e., the difference between H 0 and H 1 is easily distinguishable for high SNR regions while difference becomes
indistinguishable for low SNR regions. Thus, we define SNR
regions (similar to [17]) to achieve better PU detection performance. We created local sensing datasets for SNR regions
ranging from -14dB to 6dB with an interval of 4dB. For
each SNR, we create a dataset of 100k samples. The input
layer was of dimension q + 1 followed by two hidden layers
with 256 neurons. We used rectified linear units as activation
functions. |A| is the size of the output layer. Further, we
used the following hyperparameters during training: learning
rate=0.001, batch size=256, target update interval=8000, and
discount factor=0.0 (the reason we used 0.0 is because we
want the agent to give maximum priority to current action).

C. Offline DRL-based CSS
This subsection formulates the task of CSS. As shown in
Figure 1, each SU performs local sensing in the first phase.
In our formulation, we assume that each SU is equipped with
DCQL models for different SNR regions, defined in subsection
IV-B. These models can be provided to SUs by FC when
they first join the network. Using DCQL models, each SU
generates one bit decision for each timeslot. These results are
then reported to the FC where we use another DCQL agent
that generates the final decision. Since the goal of both SOP
and CSS is the same, i.e., correct detection of PU, the action
space and reward function of both methods are also similar,
with different state spaces. Below we define state space, action
space, and reward function for CSS.
State space: At timestep m, the SUs provide onebit results to FC which can be written as o =
[a1m+k−1 , a2m+k−1 , ..., aN
m+k−1 ]. Using this information, we
create a matrix by O = o · o| that is used to train the DCQL

agent. We found that the agent learns better using O compared
to simple o.
Action space and reward function: Since FC has the same
goal of determining the presence of PU for current and future
k-1 timeslots, the same action space and reward function can
be used. The only difference is the amount of information
available from different SUs.
1) Implementation details: We used d3rlpy [35] for the
implementation of DCQL-based CSS. The input layer was
of dimension |o|x|o| followed by two hidden layers with 256
neurons. We used rectified linear units as activation functions.
|A| is the size of the output layer. The rest of the hyperparameters were same as used in DCQL-SOP.
V. P ERFORMANCE E VALUATION
In this section, we discuss the performance of the proposed method in comparison with state-of-the-art methods.
For SOP, we compare the performance with two supervised
deep learning and two online deep reinforcement learning
methods. The deep learning methods are long-short term memory (LSTM), and convolutional neural network (CNN) [17].
Online DRL methods are deep dueling double Q-network
with prioritised experience replay (D3QN) [36], and actor
critic with experience replay (ACER) [37]. For CSS, we
used DCS [21], LSTM, and D3QN for comparison. For PU
activity pattern, we simulated low and medium traffic loads
for CTMC for varying SNR regions. The parameters of low
and medium traffic load for GPD as shown in Table I. The
reason for simulating these scenarios is to replicate the realworld wireless applications where PUs have different activity
patterns and SUs are spatially distributed [6]. Besides that,
following simulation parameters were used: SUs are geographically distributed where the distance between PU and SUs
is randomly selected from a range of (600, 1200) meters,
sensing period τ = 10µs, noise spectral density η = −151
dBm/Hz, bandwidth ω = 5MHz, path-loss exponent α = 4,
and Rayleigh fading.
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(b) Sensing and prediction under medium traffic load for k=4

Fig. 3: PU detection accuracy for different SNR regions under medium traffic load with k=2, and k=4
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Figure 2 shows the results of local sensing for low traffic
load pattern with k=2 and k=4. Note that, we have considered
τ =10 which represents the number of samples in the energy
detection method. Intuitively, we know that more sensing
samples will result in better accuracy, however, there is a tradeoff in sensing and transmission time. As the time of sensing
increases, it improves the detection accuracy with reduced
transmission time. While decreasing the number of sensing
samples decreases the detection accuracy with increased time
for transmission. Therefore, the goal is to improve the detection accuracy with a small number of sensing samples.
Figure 2a represents the result where each method determined
the presence of PU for current and next timestep, i.e., k=2.
ACER is the worst performing method with the least detection
accuracy. Whereas, remaining methods have achieved similar
performance. It can be seen that these methods follow a similar
trend where for higher SNR regions, the detection accuracy
improves significantly. The reason all methods perform in such
a way is that for higher SNR regions, there is a large difference
between H 0 and H 1 which results in higher detection accuracy.
Whereas, for low SNR regions, the difference between H 0
and H 1 becomes really small and indistinguishable resulting
in reduced accuracy. Another important aspect is that even
when the SNR was -14 dBm, the detection accuracy is 70%
approximately. This is due to the activity pattern of PU. As
shown in the Table I, the duty cycle for low load is 0.29, which
means that the channel remains busy for approximately for
29% of the time. Therefore, when the SNR difference becomes
indistinguishable, these methods try to learn the pattern, i.e.,
without considering the current sensing state, they go with
those actions which reduce the loss. Usually, in classification
problems, binary accuracy is considered or the training dataset
is balanced to avoid the biasing towards the majority class.
However, as we have already considered the stochastic duty
cycle model, we do not need to balance the dataset or consider
binary accuracy. Figure 2b shows the result for k=4. It can
be seen that the general performance trend of each method

3
2
1
0

DCS CNN-LSTM LSTM D3QN

ACER

DCQL

Fig. 4: Computation time of PU detection methods where
smaller time is better because it can reduce local spectrum
sensing time which results in increased transmission time in
each frame.

remains same with the decreased overall performance. This is
due to the fact that now each method has to predict the next
k-1 slots, i.e., 3 in this case. As the considered traffic model
is stochastic in nature, it becomes difficult to predict further
in the future for PU states.
Figure 3 depicts the result of local sensing for medium
traffic load with k=2 and k=4. The reason for simulating
different traffic load is to show that the proposed formulation
works for every activity pattern. Once again, the overall
performance trend of each method remains same for medium
traffic load. Figure 3a and Figure 3b show the results for k=2
and k=4 respectively. It can be seen that with the increasing
value of k, the overall detection performance decreases. This
is due to nature of stochastic traffic model considered in the
simulations. The value of k can selected based on the wireless
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Fig. 5: PU detection accuracy for different transmit powers under low and medium traffic load for k=2

application requirements. For instance, a large value of k could
be selected for those applications that require highly energy
efficient solutions. Whereas most wireless applications can
use k=2 that will provide high PU detection accuracy while
reducing the energy consumption by half and increasing the
transmission time.
As explained in the Figure 1, each sensing timeslot consists
of five phases. The first phase is the local sensing where SUs
determine the presence of PU locally. Our goal is to reduce
PU detection time to increase the transmission period such that
more data can be transmitted. This can be done in two ways:
by reducing the number of sensing samples and by reducing
the computation time of deep learning models. DCQL has the
ability to do both at the same time. DCQL achieves similar
performance as compared to advanced deep learning methods
for τ = 10 as well as it has the least computational time which
can be seen in Figure 4. It can be seen that DCQL has 2x less
computational time than LSTM while both have similar PU
detection accuracy. Therefore, DCQL is more suitable to be
used for real-world wireless applications.
Figure 5 shows the result of CSS with 10 SUs with k=2
under low and medium traffic loads. SUs are randomly located
on a 2-dimensional plane equipped with the DCQL-based
SOP models for different SNR regions. Depending upon the
received SNR, each SU selects nearest DCQL-based SOP
model and determine the presence of PU for current and next
timestep. These results are then forwarded to the fusion centre.
As the received SNR of each SU varies depending upon the
distance from the PU, the results from SUs is a mixture of true
and false information. Therefore, the goal of the fusion centre
is to correctly identify the current and future PU state from
these results. Figure 5a show sensing errors vs transmission
power used by PU. We considered very low transmission
power levels ranging from -14 dBm to 4 dBm to show the
effectiveness of the proposed CSS framework. All methods
have similar performance in terms of sensing errors where
sensing errors reduce with the increasing transmission power

of the PU. The reason these methods have similar performance
is due to the fact that we trained all these methods with the
proposed formulation. For example, if we do not create O
matrix and then the performance significantly decreases. Since
each method has similar performance, DCQL is the preferred
option because it has the least model computational time as
depicted in Figure 4. By reducing the model computation time
at FC, we can make the process of result generation faster
that would enable FC to give more time to SUs for data
transmission. A similar trend can be observed in Figure 5b
for medium traffic. Thus, we can conclude that the proposed
DCQL-based CSS mechanism can significantly reduce SUs
forwarding overhead, save energy resources, and increase
transmission time.
VI. C ONCLUSION
In this paper, we proposed an offline DRL based solution
for CSS. The proposed solution uses DCQL algorithm for both
local and cooperative sensing. Specifically, each of the SUs
performs local sensing and determines the presence of the PU
for the current timeslots and future k-1 timeslots using DCQLbased SOP. The binary local sensing results are then forwarded
to the FC allowing the SUs to reduce forwarding overhead. FC
using another DCQL generates a global decision regarding the
presence of the PU for the current and future k-1 timeslots.
The global decision for multiple timeslots is broadcasted to
the SUs where the selected SU(s) perform transmission for
the remaining frame length and future k-1 timeslots. For
the next k-1 timeslots, SUs do not perform local sensing
which saves energy resources and the complete frame is used
for transmission which increases the transmission time. We
simulated a stochastic traffic model to test the proposed CSS
mechanism. The simulation results show that DCQL-based
SOP and CSS can achieve similar performance to state-of-theart deep learning methods at significantly reduced computation
time.
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