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Abstract-The makespan problem on a single machine for a set of tasks with two distinct deadlines 
and identical decreasing rates of processing times is considered in this paper. Ho et al. [l] have 
proposed a model of a task system in which the processing time of a task decreases with its starting 
time. When the decreasing rate is identical, the computational complexity of the makespan problem 
with two distinct deadlines is posed as an open problem. In this paper we show that the problem 
is NP-complete. It follows that both the corresponding flow time problem and maximum lateness 
problem are also NP-complete. @ 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Machine scheduling problems with time dependent processing times have received increasing 
attention in recent years. Formally, these time-dependent problems can be stated as follows. A 
task system consists of n independent tasks and is denoted by TS = ({Ti}, {pi}, {di}, {ai}, {toi}). 
Each task Ti is associated with a deadline di and characterized by a normal processing time ai 2 0 
and a decreasing/increasing processing rate wi > 0, depending on the task starting time Si. The 
actual processing time of task Ti is pi = ai f wisi > 0. Similar to the classical scheduling 
problems, ai and di are assumed to be integers. For all tasks, the release time is 0. Since the 
processing rates are not integers in many practical cases, wi is allowed to be a rational number. 
For a given schedule S, let T[il denote the task in the ith position of S and the subscript [i] 
denote its index. Further, let C[il, s[i], d[q, a[i], and pii] denote the completion time, starting 
time, deadline, normal processing time, and actual processing time of T[il, respectively. Thus, we 
obtain p[i] = a[i] 3~ w[i]s[i] _ > 0 and C[i] = (1 f W[i])s[i] + CJ[~I. A nonpreemptive schedule is feasible 
if each T[il is completely processed in the interval [0, dfi]]. A task system is feasible if there is 
a feasible schedule for it. Let G denote a given threshold. The makespan problem is to decide 
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whether there is a feasible schedule for TS on a single machine with C,, = rnaxTlilETS Clil 5 G. 
Similarly, the flow time problem is to decide whether there is a feasible schedule for TS on a 
single machine with C TL,lETS $1 5 G. The maximum lateness problem is to decide whether 
there is a feasible schedule for TS on a single machine with L,, = maxTL,lETs{Clil - diil} 5 G. 
For the model pi = ai - Wisi 2 0 with deadlines, HO et al. [l] have shown that tasks arranged 
in nonincreasing order of the ratios oi/wi is optimal for the case with di = d. Cheng and Ding [2] 
have shown that the case with wi = w is strongly NP-complete. As to the case with two distinct 
deadlines, Ho et al. [l] have shown the ordinary NP-completeness for the case with arbitrary 
decreasing rates and posed an open problem: if the decreasing rates are identical, is the problem 
still NP-complete? 
The contribution of this paper is to show that this open problem is also NP-complete, i.e., the 
makespan problem on a single machine for a set of tasks with two distinct deadlines and identical 
decreasing rates, which is called the 2TDM problem, is NP-complete. It follows that both the 
corresponding flow time problem and maximum lateness problem are also NP-complete. 
The assumptions Wi = w < 1 and wd; < ai 5 di are adopted throughout the paper. These 
assumptions are reasonable and indeed help eliminate some uninteresting cases. Only schedules 
without idle time need to be considered. Discussions and justifications for all these assumptions 
are given in detail in [l]. 
2. NP-COMPLETENESS OF THE 2TDM PROBLEM 
The NP-complete Partition problem [3] can be reduced to the 2TDM problem. Partition is 
defined as follows. 
PARTITION. Given a list H = {hl, h2, . . . , h,,} of n integers with Cz, hi = 2B, can H be 
partitioned into HI and Hz such that ChiEHr hi = ChiEHz hi = B? 
Give an instance I of partition with a list H = {hl, h2,. . . , h,} and B. Define A = 2n+3n2B 
and v = 2(jn3A. Construct an instance II of the PTDM problem as follows. 
TS consists of 2n+l tasks {TIJ,TI,~, . . . ,TI,,}u{T~J, Tz,~,. . . , T~,,}u{To}, where the identical 
decreasing rate of processing times is w = 2/v. The normal processing times are 
as = 21, oi,i = v (A + 2n-i+1B + hi) , and o2,i = v (A + 2”-i+‘B), 
Let E = Cyzl(2n + 1 - i)az,i + nut + Cyzi(n - i)oi,i. The threshold is 
G = C oi - w[E - (n + l)Bv] + 1, 
TiEII 
and the two distinct deadlines are 
for 1 5 i 5 n. 
&=v(nA+2n+‘B-B+1) and dl,i=d2,i=G, for 1 5 i 5 12. 
It is easy to see that the construction of instance II can be done in polynomial time. The 2n 
tasks Tj,i, 1 < i 5 n, 1 5 j 5 2, are partition tasks, and task TO is an enforcer task. In order to 
show that I has a solution if and only if II has a solution, we consider some preliminary results 
as follows. 
Let S be a schedule for II. For 1 5 i 5 2n + 1, we have 




WE (all] -&k] - W~C[k_l]) 
j=l k=2 k=2 
(1) 
i i-l j i-l i-l 
=&j] -Wxza[k] +w2~-~c[k]. 
j=l j=l kc1 j=l k=l 
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Since 0 5 Cp] I C[an+l] I CZ,(U l,i + U2,i) + a0 5 4nAv and w = 1/25n3A, we have 
W c;=; c;,l a[k] < 1 and W2 c;=; c’,z; c[,] < W 2 . 2n . 2n . 4nAv = 1. Thus, from (l), 
we obtain 
and 
c[i] < &j] - $${k] + 1 < &[j] 
j=l j=l k=l j=l 
(2) 
c[i] > k a[j] - ‘w F 2 a[k] > 2 ali] - 1. (3) 
j=l j=l k=l j=l 
Assume that there are m partition tasks scheduled before TO in S. Define f(S) = Cz”=, alil and 
g(S) = Cfz, ‘&, aljl = Cfzi(2n + 1 - i)a[q. Comparing Cl,+11 and Clsn+il with dln+q = do 
and d12n+ll = G, respectively, from (2) and (3), we can easily verify the following lemma. 
LEMMA 1. For a schedule S for II, S is feasible if and only if f(S) 5 do - v and g(S) 2 
E - (n + 1)Bv. 
Let Ri,i denote an element of the set (8, {Ti,i}, {TQ}, {Tr,i, Tz,~}}, where 8 is the empty set, 
and let R2,i = {Tl,i,T2,i} - Rl,i, for 1 5 i 5 n. A schedule in the form of (R1.1, R~J,. . . , R1,,} 
{To}{R2,1, R2,2, . . . , Rz,,} is called a basic schedule. 
LEMMA 2. If there exists a feasible schedule for II, then there exists a feasible basic schedule 
for II. fither, there are exactly n partition tasks scheduled before TO in any feasible basic 
schedule. 
PROOF. From the construction of II, it is easy to see that a0 5 ~2,~ 5 al,, 5 . . . 5 ~2,~ 5 ~1,~ 
5 do. If S is a feasible schedule for 11, according to the swapping rule (see [I]), when the groups 
of tasks before and after TO are rescheduled in nonincreasing order of the ratios ui/wi, then we 
can obtain a corresponding feasible basic schedule. Thus, there exists a feasible basic schedule 
for II. 
Assume that S is a feasible basic schedule and there are m tasks in {RI,~, R1,2, . . . , RI,,}. If 
m > n + 1, then we have f(S) = CT=, ali1 > (n + 1)Av > do - v, contradicting Lemma 1. If 
m 5 n - 1, noting al,+11 = uc = v, then we have 
g(S) - E = c(2n + 1 - i) (u[i] - qi) + (2n - m) (ao - ~2,~+1) 
i=l 
12 
+ C (272 + 1 - i) (qi] - u2,i) + n (++I] - uo) 
i=m+2 
2n 
+ C (2n + 1 - i) (U[i] - Ul,i-n-1) (4) 
i=n+2 
<v gn2n+2B-(2n-m)A+ 2 
2n 
n. Yf2B + n(A + 2n+2B) + c n2n+2B 
i=l i=m+2 i=n+2 
5 v [(m - n)A + 2”+3n2B] 
I 0, 
contradicting Lemma 1 again. I 
If a basic schedule is in the form {Tk1,i,Tk2,2,. . . ,Tk,,n}{TO}{T~_kl,~,T3_k2,2,. . . ,Ts_~,,~}, 
where {Tkl,i, Tk1,2,. . . , Tk,,,,} and {Ts+,r, Ta-k+. . . , Ts_k,,n}, are each a partition of the 
partition tasks such that {Tki,irTs_ki,i} = {Tl,i,Tz,i}, for 1 5 i 5 n and ki = 1 or 2, then the 
schedule is called a canonical schedule. 
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LEMMA 3. If there exists a feasible schedule for II, then there exists a feasible canonical schedule 
for II. 
PROOF. Since there exists a feasible schedule for 11, from Lemma 2, there exists a feasible basic 
schedule S={Tlll,Tl~l,. . . ,T12~+1]) in the form of{%, &,2,. . . ,Rl,n}(~~}{R2,1,R2,2,...rR2,n} 
and there are exactly n tasks in {RI,~, R1,2, . . . , RI,,}. 
First, we show that R1,1 E {{T~J}, {T~J}}. If R 1,1 = {T1,1,Tz,l}, then we have f(S) = 
EE, alil > al,1 +a~,1 +(n-2)Av > do, contradicting Lemma 1. If R1,1 = {0}, then Z’ln+21 = Tl,l 
and Z’~~+sl = Tz,l. Two cases need to be considered. 
CASE 1. Rl,z = {T1,2,T2,2}. We have T 111 = T2,1 and Tp1 = Tw. Swapping Tpl and Tln+3], ad 
exchanging T[21 and Tin+41, we get a new schedule S’ in the form of {Tz,~, TI~+~I, Tlsl, . . . , Tin]} 
{T0}{Tl,1,T2,l,T2,2,T~~+51,. . .,TI~~+II). Thus, we have 
I v(A + 2nB) + w(n - l)A + v &,,i + a2,i - 2A) 
i=3 
5 nAv + 2nB, + v g(2”+2-” + hi) 
i=3 
(5) 
2 nAv + 2n+1 Bv - 2Bv 
< do-v, 
and 
G’) - s(S) = ‘2 n ( a2,1 - a1,2> + (2n - 1)(9,+41 - a2,2) + (n - 4)(a1,2 - a2,1) 
+ (n - Wa2,2 - ain+41) 
= (n + 4)(a2,1 + ++41 - al,2 - a2,2) (6) 
= (n + 4)(u[,+41 - vh2) 
2 0. 
Since S is feasible, from (6) and Lemma 1, we have g(S’) 2 g(S) 1 E - (n+ 1)Bv. Thus, from (5) 
and Lemma 1, we see that S’ is feasible. 
CASE 2. R1,2 # {T1,2,T2,2). We have T[21 # T2,2. Swapping Till and Tin+sl, we get a new 
schedule S”. Similar to (5) and (6), we have 
f(S”) = a2,1 + a[21 + C ali] 5 (A + 2”B)v + (n - 1)Av + 2, C(al,i + ~1 - 2A) I 4 - ~9 
i=3 i=3 
and 
g(S”) - s(S) = Wu2,l - up]) + (n - 4)(up] - u2,d = (n + 4)(u2,1 - qlj) L 0. 
Thus, S” is feasible. Reschedule S’ or 5”’ in the form of basic schedules, we obtain a feasible 
basic schedule with R~J E {{T~J}, {TzJ}}. 
For 2 5 i 5 n-2, suppose that there exists a feasible basic schedule with R,,j E {{TI,~}, {Tz,~}}, 
for 1 < j 5 i - 1. Similar to the above discussion in this Lemma, we can obtain a feasible basic 
schedule with Rl,j E {{Tl,j}, {T2,j}}, for 1 5 j 5 i. By induction, we can obtain a feasible 
basic schedule S in the form of {Tkl,l,. . . ,Tk,_z,n-2, RI,+I, Rl,n}{To}{T3--lcl,l,. . . ,T3-kn_2,,,-2, 
R2,+1, R2,n}, where ki = 1 or 2, for 1 < i 5 n - 2. 
By Lemma 2, there are exactly two tasks in R1,,_1 U RI,,. Thus, it suffices to show that 
Rl,+l E {{TM-~}, {Tz,~--~}}. If Rl,,+l = {T~,,-l,Tz,,-l), then we have f(S) 2 C~=,G,Z + 
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al,,_1 > do - w, a contradiction. If &- 1,1 = {a}, then, similar to (4) and (6), we have 
n-2 n-2 
s(S) - E I x(2n + 1 - 4 (wci,i - a2,i) + (n + 2)(q, - a2,n-1) + c(n - i) (uwc,,i 
i=l i=l 
n-2 






a contradiction. Thus, we obtain R~,,_I E {{Z’I,,_~}, {T2,+_1}}. Therefore, there exists a feasible 
canonical schedule for II. I 
LEMMA 4. I has a solution if and only if II has a solution. 
PROOF. If 11 has a solution, from Lemma 3, there exists a feasible canonical schedule So in the 
form of {Tk1,1,Tkz,2,. . . , Tk,,n){To}{T3-k,,l,T3-lcz,2,. . . , T3-k,,n}, for 1 2 i 5 n and Ici = 1 or 
2. We construct a subset of I as HI = {hi 1 ki = 1, 1 < i < n}. If xhiEH, hi > B, then, similar 
to (5), we have 
f(S~)=eak~,i=k~~,i+~ C hi >u(TzA+~~+‘B-~B+B+~) >do-U, (8) 
i=l i=l h;EHl 
contradicting Lemma 1. If xhieHl hi < B, then, similar to (4), (6), and (7), we have 
SC’) - E = k(‘n + 1 - i) (Uk,,i - U2,i) + e(n - i) (u3_ki,i - u1.i) 
i=l i=l 
= 2, C (2n + 1 - i)hi + 2, C (n - i)(-hi) 
hiEHl hiEH, 
= (n + 1)~ C hi 
hiEHl 
-=c (n + l)Bw, 
(9) 
contradicting Lemma 1. Thus, the subset HI must be a solution for I. 
If I has a solution, i.e., there is a subset HI = {hiI, hi*, . . . , hi,} with ChiEHl hi = B, a cor- 
responding schedule SO for II can be constructed in the form of {Tk,,l,Tk2,2,. . . ,Tkn,n}{To} 
{T3-kl,l,T3-lc2,2,. . . > Ts-k,+}, where ki = 1, for i E {il,&,.. . ,im} and ki = 2, for i +! 
{il, is,. ..,im}. From (8) and (9), it iseasytoseethat f(So) i do-w andg(So) > E-(n+l)Bv. 
Thus, SO is feasible. Furthermore, I has a solution if and only if 11 has a solution. I 
Hence, we have shown the following theorem. 
THEOREM 1. The makespan problem for a set of tasks with two distinct deadlines and identical 
decreasing rates of processing times is NP-complete. 
Since dl,i = dz,i = G, for 1 < i 5 n, the equivalent recognition version for II can be stated as: 
does there exist a feasible schedule for II? Taking 11 as an instance of the corresponding flow 
time problem and extending G to a large enough value, we see that II becomes an instance III 
of the corresponding flow time problem such that I has a solution if and only if III has a 
solution. Considering the deadlines as due dates, we see that II becomes an instance IV of the 
corresponding maximum lateness problem such that I has a solution if and only if IV has a 
solution. Thus, we obtain the following theorem. 
THEOREM 2. Both the Aow time and maximum lateness problems for a set of tasks with two 
distinct deadlines and identical decreasing rates of processing times are NP-complete. 
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4. CONCLUSION 
This paper has shown that, for the model pi = ai - wisi 2 0, the makespan problem on a 
single machine for a set of tasks with two distinct deadlines and identical decreasing rates is NP- 
complete by a reduction from partition. Thus, both the corresponding flow time and maximum 
lateness problems are also NP-complete. 
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