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Abstract: We consider a matrix-valued Gaussian sequence model, that is, we observe
a sequence of high-dimensional M × N matrices of heterogeneous Gaussian random
variables xij,k for i ∈ {1, ...,M}, j ∈ {1, ..., N} and k ∈ Z. The standard deviation of
our observations is ǫks for some ǫ > 0 and s ≥ 0.
We give sharp rates for the detection of a sparse submatrix of sizem×n with active
components. A component (i, j) is said active if the sequence {xij,k}k have mean
{θij,k}k within a Sobolev ellipsoid of smoothness τ > 0 and total energy
∑
k
θ2ij,k
larger than some r2ǫ . Our rates involve relationships between m, n, M and N tending
to infinity such that m/M , n/N and ǫ tend to 0, such that a test procedure that we
construct has asymptotic minimax risk tending to 0.
We prove corresponding lower bounds under additional assumptions on the relative
size of the submatrix in the large matrix of observations. Except for these additional
conditions our rates are asymptotically sharp. Lower bounds for hypothesis testing
problems mean that no test procedure can distinguish between the null hypothesis
(no signal) and the alternative, i.e. the minimax risk for testing tends to 1.
AMS 2000 subject classifications: 62H15, 60G15, 62G10, 62G20, 60C20.
Keywords and phrases: Asymptotic minimax test, detection boundary, hetero-
geneous observations, Gaussian white noise model, high-dimensional data, indirect
observations, inverse problems, sharp rates, sparsity.
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1. Introduction
Large matrices are used to model more and more applied problems in different areas such
as signal theory, genomics, medical statistics. In case we observe large matrices of data
on some period of time, we propose a procedure to test whether a smaller submatrix
only contains active components, that is smooth signal with some given smoothness and
significant energy (measured by its L2-norm). This step should be taken as a preliminary
step for dimension reduction.
This problem can be stated equivalently in the Gaussian sequence model of coefficients
(say Fourier coefficients) of the signals. We propose to deal with the Gaussian sequence
model, as it is easier for our computations and discuss later on the alternative interpre-
tation as signal detection. We include heterogeneous Gaussian observations in order to
include the setup of indirect observations.
More precisely, we consider the following Gaussian sequence model
xij,k = ξij θij,k + ǫ σij,k ηij,k, i ∈ I = {1, ...,M}, j ∈ J = {1, ..., N}, k ∈ Z, (1.1)
where {ηij,k}i∈I,j∈J,k∈Z is a sequence of independent standard Gaussian random variables,
σij,k > 0 are known and ǫ > 0 is the noise level. The M × N -matrix ξ = [ξij ](i,j)∈I×J , is
deterministic (unknown) and has elements in {0, 1}.
In what follows, the standard deviations σij,k are supposed to be the same for all com-
ponents of the matrix, that is σij,k = σk for all k do not depend on (i, j) in I × J . We
assume throughout the paper that, for some fixed given s ≥ 0,
σk ∼ |k|s, for large enough integer values of |k|.
On the one hand, the case s = 0 reduces to the case of direct observations of the signal.
In that case, we could generalize our results to unknown (but constant) variance σ. On
the other hand, the case s > 0 corresponds to signals observed in inverse problems like
convolution with some independent noise, tomography etc.
The polynomial behaviour of σk as k grows to infinity corresponds to mildly ill-posed
inverse problems. We refer to [2] for more discussion on the relation between the sequence
model with increasing variance and inverse problems in the Gaussian white noise model.
The matrix-valued sequence θ = [ξij{θij,k}k∈Z ](i,j)∈I×J is the quantity of interest. We
want to detect from observations in the model (1.1) whether there is only noise or whether
there are ’active components’ in θ, corresponding to (i, j) where ξij = 1. When a com-
ponent (i, j) is active, we assume that the corresponding sequence {θij,k}k belongs to a
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Sobolev ellipsoid and has significant total energy, i.e., {θij,k}k ∈ Σ(τ, rǫ), τ > 0, rǫ > 0,
where
Σ(τ, rǫ) = {θ ∈ l2(Z) : (2π)2τ
∑
k∈Z
|k|2τ θ2k ≤ 1;
∑
k∈Z
θ2k ≥ r2ǫ} (1.2)
In this paper, we assume that ξ has a specific structure, i.e., it belongs to
TM,N (m,n) = {ξ matrix of size M ×N : ∃Aξ ⊆ I, #Aξ = m and ∃Bξ ⊆ J, #Bξ = n
such that ξij = 1I((i, j) ∈ Aξ ×Bξ)} ,
where the non null elements form a submatrix with m rows and n columns. We shall
always denote by Aξ and Bξ those rows and columns where the matrix ξ ∈ TM,N (m,n)
has non null elements.
The testing problem of interest is the following
H0 : θ = 0
H1(τ, rǫ) : θ ∈ ΘM,N (τ, rǫ,m, n),
where, for τ, rǫ > 0 and for m, n, M and N large, such that m ≤M and n ≤ N , we define
ΘM,N(τ, rǫ,m, n) = {θ = [ξij{θij,k}k∈Z ](i,j)∈I×J : ξ ∈ TM,N (m,n),
and for all (i, j) ∈ Aξ ×Bξ, {θij,k}k ∈ Σ(τ, rǫ)}.
The alternative hypothesis consists of matrices of size M × N containing mainly noise,
except for elements in some submatrix of size m × n containing sequences of Fourier
coefficients of signals with Sobolev smoothness τ and energy (L2 norm) significantly large
(larger than rǫ).
Remark 1.1 We may also assume that the matrix ξ has entries either 0 or 1, such that∑
(i,j)∈I×J ξij = m× n. That means that we know the number of non null elements of the
matrix ξ but they can be found anywhere in the matrix. This case is exactly the vector case
previously studied by [3] under the sparsity condition that the number of active components
mn satisfies mn = (MN)1−b, where b ∈ (0, 1) corresponds to the sparsity index.
Denote by IP0 and IPθ the distributions under the null and the alternative, respectively.
Denote also by IE0, Var0 and IEθ, Varθ the expected values and variances with respect
to IP0 and IPθ, respectively. Set θij = {θij,k}k∈Z ; indices of probabilities, expectations or
variances which are expressed in terms of non-overlined subsequences of θ mean that they
correspond to active components.
For any test procedure ψ, that is, any measurable function with respect to the ob-
servations, taking values in [0, 1], set ω(ψ) = IE0(ψ) its type I error probability and
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β(ψ,ΘM,N (τ, rǫ,m, n)) = sup
θ∈ΘM,N (τ,rǫ,m,n)
IE
θ
(1 − ψ) its maximal type II error probabil-
ity over the set ΘM,N(τ, rǫ,m, n). Let us denote by
γ(ψ,ΘM,N (τ, rǫ,m, n)) = ω(ψ) + β(ψ,ΘM,N (τ, rǫ,m, n))
the total error probability of ψ and denote by γ the minimax total error probability over
ΘM,N(τ, rǫ,m, n) which is defined by
γ := γ(ΘM,N (τ, rǫ,m, n)) = inf
ψ
γ(ψ,ΘM,N (τ, rǫ,m, n)),
where the infimum is taken over all test procedures. We can not distinguish H0
and H1(τ, rǫ) if γ → 1 and distinguishability occurs if there exists ψ such that
γ(ψ,ΘM,N (τ, rǫ,m, n))→ 0.
The aim of this paper is to derive distinguishability conditions and separation rates
for alternatives ΘM,N(τ, rǫ,m, n) and to determine statistical procedures ψ (at least of
asymptotic α-level) which achieve these separation rates. By separation rates, we mean a
family r˜ǫ such that

γ → 1 if rǫ
r˜ǫ
→ 0,
γ(ψ,ΘM,N (τ, rǫ,m, n))→ 0 if rǫ
r˜ǫ
→ +∞.
By sharp separation rates, we mean a family r˜ǫ such that

γ → 1 if lim sup rǫ
r˜ǫ
< 1,
γ(ψ,ΘM,N (τ, rǫ,m, n))→ 0 if lim inf rǫ
r˜ǫ
> 1.
The asymptotics for model (1.1) are given by ǫ→ 0 and, as we are mainly interested in
high-dimensional settings, by
m, n, M and N → +∞, p = m
M
→ 0, q = n
N
→ 0. (1.3)
Here and later asymptotics and symbols o, O, ∼ and ≍ are considered under ǫ→ 0 and
m, n, M and N such that (1.3) holds.
The plan of the paper is as follows. Section 2 explains how this model is related to
the multivariate Gaussian white noise model and how the inverse problem reduces to
heterogenous observations in our Gaussian sequence model. In Section 3 we define the
test procedure and give sufficient conditions such that the minimax risk for testing tends
to 0. The construction of our test procedure involves solving an optimization problem.
Section 4 presents the lower bounds for our problem and proofs are given in Section 5 and
the Appendix.
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2. Sparse high-dimensional signal detection
Let us see that the previous problem arises in some classical statistical models and hence,
it has a different interpretation. When dealing with high-dimensional data, we model
functions of many variables with additive models. For many situations where additive
models are employed see Stone [8] and references therein. Let us consider the multivariate
Gaussian white noise model
dX(t) = f(t)dt+ ǫ · dW (t), t ∈ [0, 1]d, d ∈ N, (2.1)
ε > 0 and W (t) is the Wiener process. When estimating f in a nonparametric model, the
curse of dimensionality makes the rates exponentially slow for large dimension d. Additive
models, where f(t) =
∑d
j=1 fj(tj), tj ∈ [0, 1] and
∫ 1
0 fj = 0 for all j from 1 to d, are
estimated with much faster rates, but the global estimation risk still grows in a linear way
with d. It is assumed in [3] that the univariate signal functions fj belong to a class S(τ, rǫ),
i.e., it has Sobolev smoothness τ and total energy
∫ 1
0 |fj |2 larger than r2ǫ . A function f is
Sobolev smooth if it belongs to L2([0, 1]) such that
∫ |f˜(u)|2(2π|u|)2τ du ≤ 1 (where f˜ is
the caracteristic function of a function f) and τ is called its smoothness.
If we need to cope with very high dimension d, sparsity assumptions help reduce the
dimension. In Gayraud and Ingster [3], it was assumed that only d1−b for some 0 < b < 1
coordinates are significantly active, i.e., f(t) =
∑d
j=1 ξjfj(tj), ξj ∈ {0, 1} for all j from 1
to d such that
∑
j ξj = d
1−b. They solved the following test problem:
H0 : all ξj = 0, (no signal is detected in data)
H1(τ, rǫ) : there exists d
1−b values of j where ξj = 1 and fj ∈ S(τ, rǫ).
Different sharp detection rates were obtained along the values of 0 < b < 1.
In our paper, we assume a sparse matrix structure for our additive model:
f(t) =
M∑
i=1
N∑
j=1
ξijfij(tij), tij ∈ [0, 1] and ξ ∈ TM,N (m,n), (2.2)
such that
∫ 1
0 fij = 0 for all i, j. We call the component (i, j) active if ξij = 1 and, in that
case, we suppose that the signal in that coordinate belongs to the class S(τ, rǫ).
Let us reduce the sparse additive model (2.1) such that (2.2) holds to our initial model.
Consider {ϕk}k∈Z an orthonormal basis of L2[0, 1] such that ϕ0 ≡ 1 (e.g., the Fourier
basis). Define the multivariate orthonormal family, for t ∈ [0, 1]M×N ,
Φij,k(t) = ϕk(tij) ·
∏
(l,h)6=(i,j)
ϕ0(tlh) = ϕk(tij).
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Then, project the signal in (2.1) on these functions:
xij,k :=
∫
[0,1]M×N
Φij,k(t)dX(t)
=
∫
[0,1]M×N
Φij,k(t)f(t)dt+ ǫ ·
∫
[0,1]M×N
Φij,k(t)dW (t)
= ξij
∫ 1
0
ϕk(tij)fij(tij)dtij + ǫ · ηij,k,
where {ηij,k} are i.i.d. standard Gaussian random variables. We get our initial model for
θij,k =
∫ 1
0 ϕkfij and σk ≡ 1.
Therefore, our test problem can be written:
H0 : all ξij = 0 (no signal is detected in data)
H1(τ, rǫ) : there exists ξ ∈ TM,N (m,n) and for ξij = 1 it holds that fij ∈ S(τ, rǫ),
i.e., there exists a matrix ξ in TM,N (m,n) such that the signal in active coordinates (i, j)
has Sobolev smoothness τ and total energy larger than r2ǫ .
The variance of our observations are allowed to increase σk ∼ |k|s, s ≥ 0. Indeed, let us
suppose that our additive model is observed as an inverse problem. That means that we
observe
dX(t) = Kf(t)dt+ ǫ · dW (t), t = [tij ]i,j ∈ [0, 1]M×N (2.3)
for some linear operator K, with f given as in (2.2) and such that
∫ 1
0 Kfij = 0. In the
convolution model, for example, the signal is observed with an additive independent noise
having density g, than Kf(y) =
∫
f(y − u)g(u)du.
We suppose that K∗K is a compact operator having eigenvalues σ−2k decreasing poly-
nomially to 0 as k tends to infinity. This corresponds to mildly ill-posed inverse problems.
Whereas, in the case of well-posed inverse problems, σ2k ≤ σ2 form a bounded sequence.
Then, we consider a singular value decomposition of K, that is families of orthonormal
functions {ϕk}k and {ψk}k such that Kϕk = σ−1k ψk and Kψk = σ−1k ϕk. Therefore, let
ψk ≡ 1 and Ψij,k(t) = ψk(tij), and project (2.3) on this family:
yij,k :=
M∑
l=1
N∑
h=1
ξlh
∫
[0,1]M×N
Ψij,k(t)Kflh(tlh)dtlh + ǫ ·
∫
[0,1]M×N
Ψij,k(t)dW (t)
= ξij
∫ 1
0
ψk(u)Kfij(u)du+ ǫ · ηij,k.
Note, moreover, that
∫ 1
0 ψk ·Kfij =
∫ 1
0 K
∗ψk · fij = σ−1k
∫ 1
0 ϕk · fij = σ−1k θij,k. Then, let
xij,k = σkyij,k to get the model (1.1).
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Note that Butucea and Ingster [1] studied the particular case where θij,k = a1I(k = 0)
and the variance of the noise is a given fixed σ. If we have in mind the Fourier basis,
it comes down to studying periodic signals. The asymptotic rates for testing were given
in terms of n, m, N and M . Here, we replace the periodic signal with arbitrary smooth
signal. Moreover, we add here the case of heterogeneous variables which include mildly
ill-posed inverse problems.
3. Testing procedures and their asymptotic behaviour
Consider the following family of weighted χ2-type statistics: for (i, j) in I × J
tij,w =
∑
k∈Z
wk
(
(
xij,k
ǫσk
)2 − 1
)
,
where (wk)k is a sequence of weights such that wk ≥ 0 forall k ∈ Z and
∑
k∈Zw
2
k = 1/2.
In order to define the weights {w⋆k}k∈Z that will appear in the optimal test procedure,
we have to solve the following extremal problem. Recall that Σ(τ, rǫ) denotes the Sobolev
ellipsoid defined in (1.2), with τ > 0 and rǫ > 0, and {σk}k∈Z is a sequence of positive
real numbers. We define the sequences {w⋆k}k∈Z and {θ⋆k}k∈Z as solutions to the following
optimization program:
∑
k∈Z
w⋆k
(
θ⋆k
ǫσk
)2
= sup

(wk)k ∈ l2(Z) : wk ≥ 0;∑
k w
2
k =
1
2


inf
{θk}k∈Σ(τ,rǫ)
∑
k∈Z
wk
(
θk
ǫσk
)2
. (3.1)
Let us denote by Vǫ := Vǫ(rǫ) =
∑
k∈Zw
⋆
k (θ
⋆
k/σk)
2, so that a(rǫ) := Vǫ/ǫ
2 is the value of
the optimization problem (3.1) at the optimal point.
Let us discuss heuristically why we need to solve this problem, before giving the solution.
Note that under the null hypothesis our statistic becomes tij,w =
∑
k∈Zwk(η
2
ij,k−1) and it
is centered and reduced (due to the normalization
∑
k∈Zw
2
k = 1/2). Under the alternative,
IEθij (tij,w) =
∑
k∈Z
wk
(
θij,k
ǫσk
)2
. (3.2)
In order to distinguish the alternative from the null at best, we need to consider the worst
parameter θij under the alternative and then maximize over possible weights wk ≥ 0
verifying the normalization constraints
∑
k w
2
k = 1/2.
Proposition 3.1 Let {σk}k∈Z be a sequence of positive real numbers such that σk ∼ |k|s
as |k| large enough, for a given s > 0. Then, the optimization problem (3.1) has the
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following solution:
(θ⋆k)
2 = vσ4k
√
2
(
1−
( |k|
T
)2τ)
+
, T ∼
(
κ1
κ2
) 1
2τ
r
− 1
τ
ǫ , v =
1
κ1
(
κ2
κ1
) 4s+1
2τ
r
2+ 4s+1
τ
ǫ ;
w⋆k =
(θ⋆k)
2
2σ2kVǫ
, is such that max
k
w⋆k ≤ r1/(2τ)ǫ → 0;
Vǫ ∼ c(τ, s)r2+
4s+1
2τ
ǫ , a(rǫ) ∼ c(τ, s)ǫ−2r2+
4s+1
2τ
ǫ ,
where the asymptotics are taken as k →∞ and as rǫ → 0, with
c(τ, s)2 = 2(
κ1
κ2
)−(4s+1)/(2τ)
κ3
κ21
, κ1 =
4
√
2τ
(4s + 1)(4s + 2τ + 1)
,
κ2 =
4
√
2τ(2π)2τ
(4s + 2τ + 1)(4s + 4τ + 1)
and κ3 =
1
4s+ 1
− 2
4s+ 2τ + 1
+
1
4s+ 4τ + 1
,
and where (x)+ = max(0, x).
The proof of Proposition 3.1 is postponed to Appendix. Note that {w⋆k}k and {θ⋆k}k
check the constraints in (3.1), that is,
∑
k(w
⋆
k)
2 = 12 ,
∑
k(θ
⋆
k)
2 = r2ǫ (1 + o(1)) and∑
k(2πk)
2τ (θ⋆k)
2 = 1 + o(1), as rǫ → 0. It is worthwhile to note that due to Proposi-
tion 3.1 and relation (3.2), we have
1
2
∑
k
(θ⋆k)
4
ǫ4σ4k
= a2(rǫ) (3.3)
inf
θij∈Σ(τ,rǫ)
IEθij (tij,w⋆) = a(rǫ) (3.4)
and note also that the sequences {w⋆k}k and {θ⋆k}k have a finite number T of non null
elements, but T grows to infinity as rǫ → 0.
Define the test procedures,
ψχ
2
= 1I(tχ
2
> H), with tχ
2
=
1√
MN
∑
(i,j)∈I×J
tij,w⋆ (3.5)
ψscan = 1I(tscan > K), with tscan = max
ξ∈TM,N (m,n)
1√
mn
∑
(i,j)∈Aξ×Bξ
tij,w⋆ (3.6)
where H and K are positive and w⋆ = {w⋆k}k∈Z is the sequence of weights which solves
the optimization problem (3.1).
The following theorem gives the upper bounds for the testing rates of the previously
defined procedures.
Theorem 3.1 Assume (1.3). Suppose that rǫ → 0 and recall that
a(rǫ) ∼ c(τ, s)ǫ−2r2+(4s+1)/(2τ)ǫ .
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1. The linear test statistics ψχ
2
defined by (3.5) has the following properties.
Type I error probability: if H →∞, then ω(ψχ2) = o(1).
Type II error probability: if
a2(rǫ)mnpq → +∞, (3.7)
choose H such that H ≤ c · a(rǫ)√mnpq, for some 0 < c < 1, then
β(ψχ
2
,ΘM,N (τ, rǫ,m, n)) = o(1).
2. The scan test statistic ψscan defined by (3.6) has the following properties.
Take K2 = 2(1 + δ)(m · log(p−1) + n · log(q−1)), for some small δ > 0, and suppose
moreover that K2r
1/τ
ǫ /(mn) tends to 0 asymptotically.
Type I error: we have ω(ψscan) = o(1).
Type II error: if
lim inf
a2(rǫ)mn
2(m · log(p−1) + n · log(q−1)) > 1, (3.8)
then β(ψscan,ΘM,N (τ, rǫ,m, n)) = o(1).
Consider ψ the test procedure which combines ψχ
2
and ψscan as follows
ψ = max(ψχ
2
, ψscan).
As a consequence of Theorem 3.1, the test procedure ψ with H and K properly chosen is
such that γ(ψ,ΘM,N (τ, rǫ,m, n)) = o(1) as soon as either (3.7) or (3.8) hold.
The procedure is rather simple to implement. However, there are difficulties for imple-
menting the scan procedure. Indeed, computing the scan statistic tscan implies computing
standardized sums over all submatrices of size m × n in the large matrix M × N . This
is computationally infeasible for large values of M, N,m and n. However, a heuristic al-
gorithm can be implemented as in [1], following [6] and [7], which is a random procedure
finding local maxima. With a sufficiently large choice of random initial values in the algo-
rithm there is a large probability that the algorithm actually finds the global maximum
that we aim at.
4. Optimality of the detection boundaries
We prove here optimality results for the rates that the previous test procedure ψ attained.
However, the optimality is attained under additional hypothesis requiring an ’almost’
squared matrix in the sense that the relative sizes of the submatrix should of the same
order in both directions (rows and columns sizes).
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Theorem 4.1 Assume (1.3) and that
log log(p−1)
log(q−1)
→ 0, log log(q
−1)
log(p−1)
→ 0. (4.1)
Assume, moreover, that
m · log(p−1) ≍ n · log(q−1) (4.2)
and that
m · log(p−1) + n · log(q−1)
mn
= o(1)ǫ−
2
2τ+2s+1 . (4.3)
If rǫ is such that the following conditions are satisfied
a2(rǫ) ·mnpq → 0, (4.4)
lim sup
a2(rǫ) ·mn
2(m · log(p−1) + n · log(q−1)) < 1, (4.5)
then infψ γ(ψ,ΘM,N (τ, rǫ,m, n))→ 1.
The proof of Theorem 4.1 is given in Section 4. It follows closely the proof in [1] with
important differences due to the non gaussian likelihoods in this setup.
4.1. Optimal detection boundary
Theorems 3.1 and 4.1 together say that, under assumptions (1.3), (4.1), (4.2) and (4.3) a
detection boundary r˜ǫ is defined via the relations
a2(r˜ǫ) ·mnpq ≍ 1, a2(r˜ǫ) ·mn ∼ 2(m · log(p−1) + n · log(q−1)).
Therefore, the detection boundary can be written
a(r˜ǫ) ≍ min
{
1√
mnpq
,
√
2(m · log(p−1) + n · log(q−1))
mn
}
,
with the constant equal to 1 if
2(m · log(p−1) + n · log(q−1))
mn
≤ 1
mnpq
. By Proposition 3.1,
we have that a(r˜ǫ) ∼ c(τ, s)ǫ−2(r˜ǫ)2+(4s+1)/(2τ) as ǫ → 0 and r˜ǫ → 0. It implies that
ǫ2a(r˜ǫ)→ 0, giving furthermore that one of the following conditions hold:
ǫ−2
√
mnpq →∞ or
√
2(m · log(p−1) + n · log(q−1)) = o(ǫ−2√mn).
The minimax error of the scan test tends to 0, if K2(r˜ǫ)
1/τ /(mn) → 0 and a sufficient
condition for that is condition (4.3).
We can recover from these results the rates for one dimensional sequences (i.e. M =
N = m = n = 1). In this case it is required that a(r˜ǫ) is asymptotically constant, which
means r˜ǫ ∼ ǫ4τ/(4τ+4s+1) and that is the minimax rate for testing one dimensional signal
with Sobolev smoothness τ .
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4.2. Universal test procedure
It is clear that our test procedure introduced in the previous part depends on rǫ. One
may be interested in dealing with an universal test procedure, i.e., a unique statistical
procedure for a range of rǫ and for which it is possible to derive the upper bounds as in
Theorem 3.1. In this section, we describe such a procedure.
Recall that rǫ can be obtained from a(rǫ) using Proposition 3.1. This gives rǫ ≍
(ǫ4a2(rǫ))
τ/(4τ+4s+1). Moreover, the optimisation problem (3.1) gives associated optimal
weights w⋆k = w
⋆
k(rǫ). Let us consider r˜
χ2
ǫ obtained from a2(r˜
χ2
ǫ ) ≍ (mnpq)−1 and the
associated test procedure ψ˜χ
2
defined in (3.5) for the weights w⋆k(r˜
χ2
ǫ ). Similarly, put r˜scanǫ
obtained from a2(r˜scanǫ ) ∼ 2(m log(p−1) +n log(q−1))/(mn) and ψ˜scan as in (3.6) with the
weights w⋆k(r˜
scan
ǫ ).
The type II error of ψχ
2
and ψscan are stated for lim a(rǫ)/a˜(rǫ) → +∞ and
lim inf a(rǫ)/a˜(rǫ) > 1, respectively, which are equivalent due to Proposition 3.1, to
lim rǫ/r˜ǫ → +∞ and lim inf rǫ/r˜ǫ > 1. Due to Proposition 4.1. in [3], one gets that any
θij ∈ Σ(τ,Br˜ǫ) with B ≥ 1,
IEθij (tij,w⋆(r˜ǫ)) ≥ B2a(r˜ǫ). (4.6)
Taking H and K as in Theorem 3.1 and using (4.6), we derive for ψ˜χ
2
and
ψ˜scan the same upper bounds as in Theorem 3.1. For ψ˜scan, note that the condition
(K/(
√
nm)maxw⋆k(r˜
scan
ǫ ) = o(1) is satisfied as soon as (m log(p
−1) + n log(q−1))/(nm) =
o(ǫ−2/(2s+1+2τ)).
5. Proofs
Let us start with a preliminary result that gives an approximation of the moments gener-
ating function of tij,w⋆ under H0.
Lemma 5.1 For any real number λ such that λmaxk w
⋆
k = o(1),
E0(exp(λtij,w⋆)) = exp
(
λ2
2
(1 + o(1))
)
.
The proof of Lemma 5.1 is postponed in the appendix.
5.1. Proof of Theorem 3.1
Observe that under H0, tij,w are i.i.d. random variables with zero mean and unit variance.
Indeed, one gets Var0(tij,w) =
∑
k w
2
kVar(η
2
ij,k)/σ
2
k = 2
∑
k w
2
k = 1. Under the alternative,
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for all θij ∈ Σ(τ, rǫ),
IEθij(tij,w) =
∑
k
wk
θ2ij,k
σ2kǫ
2
Varθij(tij,w) =
∑
k
w2k(2 + 4
θ2ij,k
σ2kǫ
2
)
≤ 1 + 4 sup
k
wk ·
∑
k
wk
θ2ij,k
σ2kǫ
2
= 1 + 4 sup
k
wk · IEθij (tij,w).
Due to the previous relations, for any θ ∈ ΘM,N (τ, rǫ,m, n)
IE
θ
(tχ
2
) =
1√
MN
∑
(i,j)∈Aξ×Bξ
IEθij(tij,w⋆)
≥
√
MNpq · a(rǫ) = √mnpq · a(rǫ), (5.1)
where the penultimate inequality follows from (3.4). Moreover, for the variance we have
Var
θ
(tχ
2
) =
1
MN
∑
(i,j)∈I×J
Var
θij
[tij,w⋆(1I(ξij = 1) + 1I(ξij 6= 1))]
≤ 1 + 4
MN
∑
(i,j)∈Aξ×Bξ
∑
k
(w⋆k)
2
θ2ij,k
ǫ2σ2k
≤ 1 + 4max
k
w⋆k
1√
MN
IE
θ
(tχ
2
). (5.2)
Recall that max
k
w⋆k
rǫ→0−→ 0 (see Proposition 3.1).
Type I error probability of ψχ
2
. Since maxk w
⋆
k = o(1), the asymptotic standard
normality of tχ
2
under the null follows from Lemma 3.1 in [4] then,
IP0(t
χ2 > H) = Φ(−H) + o(1),
where Φ stands for the cdf of a standard Gaussian random variable.
Type II error probability of ψχ
2
uniformly over ΘM,N(τ, rǫ,m, n). We deduce
from (5.2) that Var
θ
(tχ
2
) = 1 + o(IE
θ
(tχ
2
)), uniformly over θ ∈ ΘM,N(τ, rǫ, n,m).
For all θ in ΘM,N (τ, rǫ,m, n), by Markov’s inequality and relation (5.1),
IP
θ
(tχ
2 ≤ H) ≤ IP
θ
(
|tχ2 − IE
θ
(tχ
2
)| ≥ IE
θ
(tχ
2
)−H
)
≤ Varθ(t
χ2)
(IE
θ
(tχ2)−H)2
≤ 1 + 4maxk w
⋆
kIEθ(t
χ2)/
√
MN
(IE
θ
(tχ2)−H)2
≤ 1
(1− c)2IE
θ
(tχ2)2
+
4maxk w
⋆
k
(1− c)2√MNIE
θ
(tχ2)
= o(1),
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provided that a(rǫ)
√
mnpq → +∞ and H ≤ c · a(rǫ)√mnpq for some 0 < c < 1.
Type I error probability of ψscan.
Under the assumption (1.3), we can check that
log(CmM · CnN ) ∼ m · log(p−1) + n · log(q−1).
Applying Markov’s inequality,
IP0(t
scan > K) ≤
∑
ξ∈TM,N (m,n)
IP0(
1√
mn
∑
(i,j)∈Aξ×Bξ
tij,w⋆ > K)
= CmMC
n
N IP0(
1√
mn
∑
(i,j)∈Aξ×Bξ
tij,w⋆ > K),
≤ CmMCnNe−K
2
IE0(exp(
∑
(i,j)∈Aξ×Bξ
K√
mn
tij,w⋆))
≤ CmMCnNe−K
2
(
IE0(exp(
K√
mn
t11,w⋆))
)mn
. (5.3)
Set λ = K/
√
mn with K =
√
2(1 + δ) log(CnNC
m
M ), for some small δ > 0 and note that
K/
√
mnmaxk w
⋆
k ≤ Kr1/(2τ)ǫ /
√
mn = o(1) by assumption in our theorem; then, applying
Lemma 5.1 we obtain that
E0(exp(λt11,w⋆)) = exp(
λ2
2
(1 + o(1))).
Next, by plugging (IE0(exp(
K√
nm
t11,w⋆)))
nm = exp( K
2
2nm (1 + o(1))) into (5.3), we obtain
IP0(t
scan > K) ≤ CmMCnNe−K
2/2(1+o(1)) = o(1),
due to the choice of K =
√
2(1 + δ) log(CnNC
m
M ), for some small δ > 0.
Type II error probability of ψscan uniformly over ΘM,N(τ, rǫ,m, n). For any
θ ∈ ΘM,N (τ, rǫ,m, n), it exists A ⊂ I and B ⊂ J such that #A = m, #B = n and
ξij = 1I((i, j) ∈ A×B); using the inequality tscan ≥ 1√mn
∑
(i,j)∈A×B tij,w⋆, we obtain
IP
θ
(tscan ≤ K) ≤ IP
θ
(
1√
mn
∑
(i,j)∈A×B
tij,w⋆ ≤ K)
≤
Var
θ
( 1√
mn
∑
(i,j)∈A×B tij,w⋆)
(IE
θ
( 1√
mn
∑
(i,j)∈A×B tij,w⋆)−K)2
.
Due to (3.4), we have
IE
θ
(
1√
mn
∑
(i,j)∈A×B
tij,w⋆) =
1√
mn
∑
(i,j)∈A×B
IEθij (tij,w⋆) ≥ a(rǫ)
√
mn.
By assumption (3.8) we have lim inf a(rǫ)
√
mn/K ≥ (1 + δ)−1/2, which implies that
K ≤ a(rǫ)
√
mn(1 + δ)/(1 + δ˜) for some δ˜ > 0 and then K ≤ ca(rǫ)
√
mn ≤
cIE
θ
( 1√
mn
∑
(i,j)∈A×B tij,w⋆) for some 0 < c < 1 if δ is small enough.
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Now, acting as for getting Equation (5.2), we have
Var
θ
(
1√
mn
∑
(i,j)∈A×B
tij,w⋆) =
1
mn
∑
(i,j)∈A×B
Varθij(tij,w⋆)
≤ 1 + 4maxk w
⋆
k
mn
∑
(i,j)∈A×B
IEθij (tij,w⋆)
≤ 1 + 4maxk w
⋆
k√
mn
IE
θ
(
1√
mn
∑
(i,j)∈A×B
tij,w⋆).
Finally,
IP
θ
(tscan ≤ K) ≤ 1
(1− c)2a2(rǫ)mn +
4maxk w
⋆
k
(1− c)2a(rǫ)mn = o(1).
5.2. Proof of Theorem 4.1
The usual steps for proving the lower bounds are the following. First, we bound from below
the minimax total error probability by reducing the set of parameters. Next, we choose
a prior on the reduced set of parameters and bound the testing risk from below with a
Bayesian risk. Finally, this Bayesian risk is large if a χ2-distance between the likelihoods
under the null and under the mixture of alternatives is small.
Recall that {θ⋆k}k∈Z is the solution of the optimisation problem (3.1) and let us choose
a matrix ξ in the set TM,N (m,n), ξ = 1I((i, j) ∈ A× B) where A = Aξ is a set of m rows
out of M and B = Bξ a set of n columns out of N . Denote by
TM,N (τ, rǫ,m, n) = {θ = [ξij{±θ⋆k}k](i,j)∈I×J , ξ ∈ TM,N (m,n)}.
This is the reduced set of parameters, i.e., a subset of the alternative ΘM,N(τ, rǫ,m, n) in
our test.
A prior measure on the reduced set will choose ξ with equal probability in the set
TM,N (m,n); given ξ, the (θij)’s associated with non-zero ξij are i.i.d. and for (i, j) such that
ξij = 1, the prior will choose with equal probability between θ
⋆
k and −θ⋆k, independently
for each k. We can write πij,k =
1
2(δ−θ⋆k + δθ⋆k), where δ stands for the Dirac measure, and
πij =
∏
k πij,k. Let us define
π =
1
CmMC
n
N
∑
ξ∈TM,N (m,n)
∏
(i,j)∈Aξ×Bξ
πij
the global prior on θ’s in TM,N(τ, rǫ,m, n).
Let us write the likelihood ratio of one active component, i.e., when (i, j) is such that
ξij = 1,
dIPπij
dIP0
({xij,k}k) =
∏
k
exp(− θ
⋆
k
2
2ǫ2σ2k
) cosh(xij,k
θ⋆k
ǫ2σ2k
).
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Set X = [{xij,k}k](i,j). Then the likelihood ratio with respect to the null hypothesis of
our observations becomes:
Lπ(X) =
dIPπ
dIP0
([{xij,k}k](i,j)) =
1
CmMC
n
N
∑
ξ∈TM,N (m,n)
dIPξ
dIP0
(X),
where
dIPξ
dIP0
(X) =
∏
(i,j)∈Aξ×Bξ
dIPπij
dIP0
({xij,k}k).
In order to prove indistinguishability, we see that
γ = inf
ψ∈[0,1]
(w(ψ) + sup
θ∈ΘM,N (τ,rǫ,m,n)
IE
θ
[1− ψ(X)])
≥ inf
ψ∈[0,1]
(w(ψ) + sup
θ∈TM,N (τ,rǫ,m,n)
IE
θ
[1− ψ(X)])
≥ inf
ψ∈[0,1]
(w(ψ) +
∑
θ∈TM,N (τ,rǫ,m,n)
π(θ)IE
θ
[1− ψ(X)])
≥ inf
ψ∈[0,1]
(IE0(ψ(X)) + IE0[(1 − ψ(X))Lπ(X)]).
This infimum is attained for the likelihood ratio test ψ⋆(X) = 1I(Lπ(X) > 1). By Fatou
lemma, we have
lim inf γ ≥ IE0(lim inf ψ⋆(X) + (1− ψ⋆(X))Lπ(X)),
which implies that γ → 1 if Lπ(X)→ 1 in IP0-probability. In order to prove this sufficient
condition, it is enough to check that
IE0(Lπ(X)
2) ≤ 1 + o(1).
However, this last inequality can not be obtained; indeed, too many events with small
probability are summed up in the expected value of the square likelihood ratio. Therefore,
we modify slightly the likelihood ratio, by truncation, as follows:
L˜π(X) =
1
CmMC
n
N
∑
ξ∈TM,N (m,n)
∏
(i,j)∈Aξ×Bξ
∏
k
exp(− θ
⋆
k
2
2ǫ2σ2k
) cosh(xij,k
θ⋆k
ǫ2σ2k
)1I(Γξ),
where the event Γξ is defined for some small δ1 > 0 as follows
Γξ =

 1a(rǫ)√hl
∑
(i,j)∈AV ×BV
∑
k
(
log cosh(uk · xij,k
ǫσk
)− u
2
k
2
+
u4k
4
)
≤ Thl, (5.4)
∀V ∈ TM,N(h, l) such that AV ⊂ Aξ, BV ⊂ Bξ ,
and ∀h, ∀l such that δ1m ≤ h ≤ m and δ1n ≤ l ≤ n} ,
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with uk = θ
⋆
k/(ǫσk) and
T 2hl = 2(log(C
h
MC
l
N )(1 +Aǫ) + log(mn)),
for small Aǫ = o(1). Moreover, in order to finish the proof of the lower bounds,
Lemma 5.2, 1. will require Aǫ to be such that
Aǫ · log(ChMC lN )→∞ and Aǫ/(a(rǫ)max
k
w⋆k)→∞. (5.5)
We suggest to take, e.g. Aǫ the largest value between A1,ǫ = 1/ log((a(rǫ)maxk w
⋆
k)
−1) and
A2,ǫ = 1/ log(C
h
MC
l
N ).
Let us see that, as rǫ < r˜ǫ,
a(rǫ) ·max
k
w⋆k ≤ O(1)a(r˜ǫ)r˜
1
2τ
ǫ
≤ O(1)a(r˜ǫ)1+
1
4τ+4s+1 ǫ
2
4τ+4s+1
≤ O(1)(a(r˜ǫ) · ǫ
1
2τ+2s+1 )
4τ+4s+2
4τ+4s+1 = o(1),
by assumption (4.3). This also implies that A1,ǫ = o(1) and that Aǫ = o(1).
In the following we shall denote by V ⊂ ξ any matrix of size M × N such that V =
1I((i, j) ∈ AV ×BV ), with AV ⊂ Aξ and BV ⊂ Bξ. Note that V may have value 1 only in
a submatrix where ξ has value 1.
The idea is that the random variable in this event is truncated at the values predicted by
large deviations and this is sufficient to diminish the second-order moment of the likelihood
ratio.
Let us denote Γ = ∩ξ∈TM,N (m,n)Γξ. Then, for some fixed δ > 0, let us consider the event
E = {|Lπ(X)− 1| > δ}
IP0(E) = IP0(E ∩ Γ) + IP0(E ∩ ΓC)
≤ δ−2IE0((Lπ(X)− 1)21I(Γ)) + IP0(ΓC)
≤ δ−2[(IE0(L˜π(X)2)− 1)− 2(IE0(L˜π(X))− 1) + (IP0(Γ)− 1)] + IP0(ΓC),
where ΓC denotes the complement of Γ. Then, it remains to prove the following lemma to
complete the proof of Theorem 4.1.
Lemma 5.2 Under the assumptions of Theorem 4.1 we have the following:
1. IP0(Γ)→ 1.
2. IE0(L˜π(X))→ 1.
3. IE0(L˜π(X)
2) ≤ 1 + o(1).
The proof of Lemma 5.2 is postponed in Section 6.2.
imsart-generic ver. 2011/11/15 file: Detection-matrice-v14.tex date: July 1, 2018
C. Butucea and G. Gayraud/Sharp detection of smooth signals in a sparse matrix 17
6. Appendix
6.1. Auxiliary results for the lower bounds
Lemma 6.1 As N → +∞, n→ +∞ and n/N → 0, if q˜ = 2n
N − n then
IPHG(N,n,n)(X ≥ k) ≤ IPB(n,q˜)(Y ≥ k),
for all integer numbers k, where HG(N,n, n) and B(n, q˜) denote the hypergeometric dis-
tribution and the Binomial distribution, respectively.
Proof of Lemma 6.1 The proof is based on Theorem 1 (d) in [5] that states that for
positive integers M , A, m, n such that m ≤M and for q ∈ (0, 1],
IPHG(M,A,m)(X ≥ k) ≤ IPB(n,q)(Y ≥ k)
for all integers k if and only if inf(m,A) ≤ n and CmM−A/CmM ≥ (1− q)n .
In our case, it is sufficient to check that asymptotically CnN−n/C
n
N ≥ (1 − q˜)n. As
N → ∞, n → ∞ and n/N → 0, using Stirling’s formula and after simplifications, one
gets,
CnN−n
CnN
=
((N − n)!)2
N !(N − 2n)!
∼ exp
(
(2(N − n) + 1) log(N − n)− (N + 1
2
) log(N)− (N − 2n+ 1
2
) log(N − 2n)
)
∼ exp
(
(2(N − n) + 1) log(1− n
N
)− (N − 2n+ 1
2
) log(1− 2n
N
)
)
∼ exp
(
−2n
2
N
+ o(
n2
N
)
)
,
which is larger than (1− q˜)n provided that q˜ ≥ 2nN ; this is satisfied with q˜ =
2n
N − n . ✷
Lemma 6.2 If rǫ → 0 such that a(rǫ) · maxk w⋆k = o(1), then for any λ > 0 such that
λ = O(1),
IE0(exp(λ
∑
k
Z11,k)) = exp(
λ2a2(rǫ)
2
(1 +O(a(rǫ)w
⋆
k))).
Proof of 6.2 Let us see that for bounded λ > 0, for u → 0 and a standard Gaussian
random variable η, we have:
IE(exp(λ · (log cosh(u · η)− u
2
2
+
u4
4
+O(u6)))) = exp(
λ2u4
4
+O(u6)).
This proof can be adapted in [3] (cf Lemma A.1). Now, we apply this result for each k and
note that u2k = a(rǫ) ·w⋆k ≤ a(rǫ) ·maxk w⋆k = o(1) by assumption. Using
∑
k u
4
k = 2a
2(rǫ),
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we get
IE0(exp(λ
∑
k
Z11,k)) = exp(
λ2
4
∑
k
u4k(1 +O(u
2
k)))
= exp(
λ2a2(rǫ)
2
(1 +O(a(rǫ) ·max
k
w⋆k))).
✷
6.2. Proof of Lemma 5.2
Take a small δ > 0. The detection boundary a(rǫ) satisfies (4.5), so the most difficult case
is when the limit is close to 1. Therefore, we shall assume that
a2(rǫ)mn ∼ (2− δ)(m · log(p−1) + n · log(q−1)).
This implies
a2(rǫ) ≍ log(p
−1)
n
+
log(q−1)
m
. (6.1)
Let us see that the random variable in (5.4) is
YV :=
1
a(rǫ)
√
hl
∑
(i,j)∈AV ×BV
∑
k
Zij,k (6.2)
with Zij,k = log cosh(uk · xij,k
ǫσk
)− u
2
k
2
+
u4k
4
,
where uk = θ
⋆
k/(ǫσk) and {θ⋆k}k is the optimal sequence defined in Proposition 3.1. Recall
that θ⋆k is null for k > T and thus the sum over k contains a finite number of non null
elements. Moreover, due to (3.3), recall that we have
∑
k
u4k = 2a
2(rǫ). (6.3)
1. We shall prove that IP0(Γ
C)→ 0. Let us write more conveniently
ΓC =
⋃
ξ∈TM,N (m,n)
⋃
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
⋃
V⊂ξ
{YV > Thl}
=
⋃
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
⋃
V ∈TM,N (h,l)
{YV > Thl}.
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Therefore, we have
IP0(Γ
C) ≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
∑
V ∈TM,N (h,l)
IP0(YV Thl > T
2
hl)
≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
∑
V ∈TM,N (h,l)
e−T
2
hlIE0(exp(
∑
(i,j)∈AV ×BV
Thl
a(rǫ)
√
hl
∑
k
Zij,k))
≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
ChMC
l
Ne
−T 2
hl
(
IE0(exp(
Thl
a(rǫ)
√
hl
∑
k
Z11,k))
)hl
.
Using Equation (6.3) and applying Lemma 6.2 for λ = Thl/(a(rǫ)
√
hl) which is O(1),
one obtains
IE0(exp(
Thl
a(rǫ)
√
hl
∑
k
Z11,k)) = exp(
T 2hl
2hl
(1 +O(a(rǫ)max
k
w⋆k)).
Recall that T 2hl = 2 log(C
h
MC
l
N )(1 +Aǫ) + 2 log(mn) where Aǫ = o(1) by (5.5). Therefore
IP0(Γ
C) ≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
ChMC
l
Ne
−T 2
hl(exp(
T 2hl
2hl
(1 +O(a(rǫ)max
k
w⋆k))))
hl
=
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
exp(−T
2
hl
2
+
T 2hl
2
O(a(rǫ)max
k
w⋆k) + log(C
h
MC
l
N ))
≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
exp(− log(ChMC lN )(Aǫ − a(rǫ)max
k
w⋆k)− log(mn)) = o(1),
for large enough m, n, M and N , as we have both Aǫ · log(ChMC lN ) → ∞ and
a(rǫ)maxk w
⋆
k = o(A1,ǫ) = o(Aǫ), by (5.5).
2. We have
IE0(L˜π(X)) = IE0(
1
CmMC
n
N
∑
ξ∈TM,N (m,n)
dIPξ
dIP0
(X)1I(Γξ)) = IPξ(Γξ),
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which tends to 1 if and only if IPξ(Γ
C
ξ )→ 0. As we can write
IPξ(Γ
C
ξ ) ≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
∑
V⊂ξ
IPV (YV > Thl),
where IPV is such that
dIPV
dIP0
(X) =
∏
(i,j)∈AV ×BV
∏
k
exp(−u
2
k
2
) cosh(uk
xij,k
ǫσk
) = exp(YV a(rǫ)
√
hl − lha
2(rǫ)
2
).
Then, applying Lemma 6.2, one obtains for any positive λ such that (λ+ 1) = O(1),
IPV (YV > Thl) = IPV (YV a(rǫ)
√
hl > Thla(rǫ)
√
hl)
≤ IEV [exp(λYV a(rǫ)
√
hl)] exp(−λThla(rǫ)
√
hl)
= IE0[exp((λ+ 1)YV a(rǫ)
√
hl)] exp(−lha
2(rǫ)
2
− λThla(rǫ)
√
hl)
= exp((λ+ 1)2lh
a2(rǫ)
2
(1 + o(1))− lha
2(rǫ)
2
− λThla(rǫ)
√
hl) (6.4)
The minimum value for the right-hand side of (6.4) is
exp(−(Thl − a(rǫ)
√
hl)2
2
(1 + o(1)))
which is achieved for λ = Thl
a(rǫ)
√
hl
− 1. Note that λ satisfies (λ + 1) = O(1) and that
asymptotically
T 2
hl
a2(rǫ)hl
> 22−δ > 1.
In conclusion,
IPξ(Γ
C
ξ ) ≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
ChmC
l
n exp(−
1
2
(Thl − a(rǫ)
√
hl)2(1 + o(1)))
≤
∑
δ1m ≤ h ≤ m,
δ1n ≤ l ≤ n
ChmC
l
n exp(−
c(δ)
2
T 2hl(1 + o(1))),
for some c(δ) > 0 small with δ. Therefore, due to the asymptotic value of Thl,
IPξ(Γ
C
ξ ) ≤ o(1).
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3. We have, for ξ1 = 1I((i, j) ∈ A1 ×B1) and ξ2 = 1I((i, j) ∈ A2 ×B2),
IE0(L˜
2
π(X)) =
1
(CmMC
n
N )
2
∑
ξ1
∑
ξ2
g(h, l), where
g(h, l) =
∏
(i1,j1)∈A1×B1
∏
(i2,j2)∈A2×B2
∏
k
exp(− θ
⋆
k
2
ǫ2σ2k
)
·IE0
(
cosh(xi1j1,k
θ⋆k
ǫ2σ2k
) cosh(xi2j2,k
θ⋆k
ǫ2σ2k
)1I(Γξ1 ∩ Γξ2)
)
=
∏
(i,j)∈(A1∩A2)×(B1∩B2)
∏
k
exp(− θ
⋆
k
2
ǫ2σ2k
)IE0
(
cosh2(xij,k
θ⋆k
ǫ2σ2k
)1I(Γξ1 ∩ Γξ2)
)
and the function g depends on the sets A1, A2 and B1, B2 only through the number h of
common rows of A1 and A2 and the number l of common columns of B1 and B2. After
some combinatorics we can write
IE0(L˜
2
π(X)) = IE(g(H,L)),
where H and L are independent random variables having hypergeometric distribution
HG(M,m,m) and HG(N,n, n), respectively. Let us see that, for any 0 ≤ h ≤ m and
0 ≤ l ≤ n,
log(g(h, l)) ≤
∑
(i,j)∈(A1∩A2)×(B1∩B2)
log
(∏
k
exp(− θ
⋆
k
2
ǫ2σ2k
)IE0
(
cosh2(xij,k
θ⋆k
ǫ2σ2k
)
))
= hl log
(∏
k
exp(− θ
⋆
k
2
ǫ2σ2k
)
1
2
(
exp(
2θ⋆k
2
ǫ2σ2k
) + 1
))
= hl log
(∏
k
cosh(
θ⋆k
2
ǫ2σ2k
)
)
=: hl ·D.
Therefore, IE(g(H,L)) ≤ IE(eHL·D) for D which has the following asymptotic equivalent
D =
∑
k
log
(
1 + 2 sinh2(
θ⋆k
2
2ǫ2σ2k
)
)
=
∑
k
log
(
1 + 2(
θ⋆k
2
2ǫ2σ2k
)2(1 + o(1))
)
=
∑
k
(
θ⋆k
4
2ǫ4σ4k
)(1 + o(1)) =
Vǫ
ǫ2
∑
k
w⋆k
(θ⋆k)
2
ǫ2σ2k
(1 + o(1))
=
V 2ǫ
ǫ4
(1 + o(1)) = a2(rǫ)(1 + o(1)), (6.5)
which holds under Assumption (4.3). Indeed, this Assumption implies that
max
k
w⋆ka(rǫ) ≤
vσ2T
2ǫ2
≤ Cǫ−2r2+(2s+1)/τǫ ≤ Cǫ−2r˜ǫ2+(2s+1)/τ = o(1).
We shall split IE(g(H,L)) into the sum I1 + I2, where
I1 = IE(g(H,L) · 1I(HD < 1)),
I2 = IE(g(H,L) · 1I(HD ≥ 1)).
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For I1, we use the stochastic ordering in Lemma 6.1 and replace the hypergeometric
distributions of H and L with binomial distributions of H˜ ∼ Bin(m, p˜) and L˜ ∼ Bin(n, q˜),
respectively. We have
I1 ≤ IE(IE(eL˜H˜D1I(H˜D < 1)|H˜)
≤ IE((1 + q˜(eH˜D − 1))n1I(H˜D < 1))
≤ IE(exp(Cnq˜H˜D)) = (1 + p˜(eCnq˜D − 1))m,
for some constant C > 0. By assumption (4.2), (6.1) and (6.5), Dn ≍ log(p−1), which
implies that Dnq˜ ≍ (q˜ log(p−1)) and this is an o(1) by assumption (4.1). So, by assumption
(4.4), I1 ≤ exp(Cmnp˜q˜D) = 1 + o(1).
The rest of the Section is devoted to the proof that I2 = o(1). We shall further split the
expected value into the sum of I21 + I22, where
I21 = IE(g(H,L) · 1I(HD ≥ 1) · 1I(L < nδ1)),
I22 = IE(g(H,L) · 1I(HD ≥ 1) · 1I(L ≥ nδ1)),
for some fixed δ1 > 0, small enough such that Dnδ1 ≤ log(p−1)/2 and that Dmδ1 ≤
log(q−1)/2. On the one hand
I21 ≤
∑
D−1<h≤m, 0≤l<nδ1
ehlDIPHG(M,m,m)(H = h)IPHG(N,n,n)(L = l)
≤
∑
D−1<h≤m, 0≤l<nδ1
eh(lD−log(p
−1)(1+o(1))),
as IPHG(N,n,n)(L = l) ≤ 1 and by using Lemma 5.3 in [1] for log(IPHG(M,m,m)(H =
h)) ≤ h log(p)(1 + o(1)). Now, under the constraints in the sum, lD ≤ Dnδ1 ≤ (1/2 +
o(1)) log(p−1). This implies that h(lD − log(p−1)(1 + o(1))) ≤ −h log(p−1)(1/2 + o(1)) ≤
−D−1 log(p−1)(1/2 + o(1)) ≍ −n. Therefore,
I21 ≤ mne−Bsn, for some fixed B > 0,
and this is an o(1).
We can also split I22 into the sum of I221 + I222, where
I221 = IE(g(H,L) · 1I(HD ≥ 1,H < mδ1) · 1I(L ≥ nδ1)),
I222 = IE(g(H,L) · 1I(HD ≥ 1,H ≥ mδ1) · 1I(L ≥ nδ1)).
It is easy to check that I221 = o(1) as we previously did for I21.
On the other hand, we can write
I222 = IE(e
HLD1I(H)), where H = {(h, l), mδ1 ≤ h ≤ m,nδ1 ≤ l ≤ n}.
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Note that under the event H we have T 2hl = (2 + δ)(h/m ·m log(p−1) + l/n · n log(q−1)) ≥
δ1T
2
mn.
We divide again the set H in disjoint sets
H1 = {(h, l) ∈ H : T 2hl > 2T 2mn
hl
mn
} and H2 = {(h, l) ∈ H : T 2hl ≤ 2T 2mn
hl
mn
}.
Let us go back to Lπ(X) and write it as
Lπ(X) =
1
CmMC
n
N
∑
ξ∈TM,N (m,n)
exp

 ∑
(i,j)∈Aξ×Bξ
∑
k
(− θ
⋆
k
2
2ǫ2σ2k
+ log cosh(xij,k
θ⋆k
ǫ2σ2k
))


=
1
CmMC
n
N
∑
ξ∈TM,N (m,n)
exp

 ∑
(i,j)∈Aξ×Bξ
∑
k
(log cosh(
xij,k
ǫσk
uk)− u
2
k
2
)


=
exp(−a2(rǫ)mn/2)
CmMC
n
N
∑
ξ∈TM,N (m,n)
exp

 ∑
(i,j)∈Aξ×Bξ
∑
k
(log cosh(
xij,k
ǫσk
uk)− u
2
k
2
+
u4k
4
)

 ,
where uk = θ
⋆
k/(ǫσk) is such that
∑
k u
4
k = 2a
2(rǫ) (see (3.3)).
Now, we give a tighter upper bound for g(h, l) than the one used for I1. Using the same
notation as to define YV in (6.2) and for any matrix ξ, we define the random variable
Yξ =
1
a(rǫ)
√
hl
∑
(i,j)∈Aξ×Bξ
∑
k Zij,k. Then, we write
g(h, l) = e−a
2(rǫ)mnIE0(e
a(rǫ)
√
mn(Yξ1+Yξ2 )1I(Γξ1 ∩ Γξ2))
≤ e−a2(rǫ)mnIE0(ea(rǫ)
√
mn(Yξ1+Yξ2 )1I(Yξ1 ≤ Tmn, Yξ2 ≤ Tmn))
≤ e−a2(rǫ)mn+2TmnJIE0(e(a(rǫ)
√
mn−J)(Yξ1+Yξ2 )), (6.6)
for some J > 0 that we will choose later on. In order to deal with I222, we keep in mind that
we consider only submatrices ξ1 and ξ2 having h common rows and l common columns,
such that (h, l) ∈ H. Denote by V the submatrix of common rows and columns for ξ1 and
ξ2, that is
V = 1I((i, j) ∈ (Aξ1 ×Bξ1) ∩ (Aξ2 ×Bξ2)),
and by V1 = ξ1 − V (respectively V2 = ξ2 − V ). Therefore,
√
mn(Yξ1 + Yξ2) =
√
mn− hl(YV1 + YV2) + 2
√
hlYV .
Replace this into the equation (6.6) and get by Lemma 6.2
I222
≤
∑
(h,l)∈H
exp(−a2(rǫ)mn+ 2TmnJ + (a(rǫ)
√
mn− J)2(1 + hl
mn
))IPHG(M,m,m)(h)IPHG(N,n,n)(l)
≤
∑
(h,l)∈H
exp(−a2(rǫ)mn+ 2Tmna(rǫ)
√
mn− T
2
mn
1 + hl/(mn)
− (h log(p−1) + l log(q−1))(1 + o(1)))
≤
∑
(h,l)∈H
exp(−(a(rǫ)
√
mn− Tmn)2 + T
2
mnhl
mn+ hl
− T
2
hl
2
(1 + o(1))),
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for a(rǫ)
√
mn − J = Tmn/(1 + hl/(mn)). Note that, for δ > 0 small enough, there exists
δ2 > 0 such that (a(rǫ)
√
mn− Tmn)2 ≥ δ2T 2mn. Moreover, for (h, l) ∈ H1,
T 2mnhl
mn+ hl
− (h log(p−1) + l log(q−1))(1 + o(1)) ≤ T
2
mnhl
mn+ hl
− T
2
hl(1 + o(1))
2
≤ T 2mn
hl
mn
(
1
1 + hl/(mn)
− 1) + o(T 2mn),
which is asymptotically less than o(T 2mn). This implies that I222 = o(1) over the set H1.
Finally, we give a yet slightly different upper bound for g(h, l) in order to deal with I222
when (h, l) belongs to H2.
g(h, l) = e−a
2(rǫ)mnIE0(e
a(rǫ)
√
mn(Yξ1+Yξ2 )1I(YV ≤ Thl))
≤ e−a2(rǫ)hlIE0(e2a(rǫ)
√
hlYV 1I(YV ≤ Thl))
≤ e−a2(rǫ)hl+ThlJIE0(e(2a(rǫ)
√
hl−J)YV +J(YV −Thl)1I(YV ≤ Thl))
≤ e−a2(rǫ)hl+ThlJ+(2a(rǫ)
√
hl−J)2/2.
Take J = 2a(rǫ)
√
hl − Thl which is indeed positive for (h, l) in H2 and obtain
g(h, l) ≤ exp(−a2(rǫ)hl + 2a(rǫ)
√
hlThl − T
2
hl
2
).
Moreover, denote D2hl = h log(p
−1) + l log(q−1) and see that D2mnhl/(mn) ≤ D2hl. We get
I222
≤
∑
(h,l)∈H
exp(−a2(rǫ)hl + 2a(rǫ)
√
hlThl − T
2
hl
2
)IPHG(M,m,m)(h)IPHG(N,n,n)(l)
≤
∑
(h,l)∈H
exp(−(a(rǫ)
√
hl − Thl)2 + T
2
hl
2
−D2hl(1 + o(1)))
≤
∑
(h,l)∈H
exp(−δ
2
8
D2hl + o(1)D
2
hl) = o(1).
✷
6.3. Proof of Lemma 5.1
For the sake of simplicity, we omit in this part the indices i and j so that tij,w⋆ and ηij,k
are denoted by tw⋆ and ηk, respectively.
Under H0, observe that tw⋆ =
∑
k w
⋆
k(η
2
k − 1), with ηk
iid∼ N (0, 1). Using the fact that
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E(etη
2
k) =
1
(1− 2t)1/2 , for t ≤
1
2
, we obtain for λ such that λmax
k
w⋆k = o(1),
E0(exp(λtw⋆)) =
∏
k∈Z
exp(−λw⋆k −
1
2
log(1− 2λw⋆k))
= exp
(
λ2
∑
k
(w⋆k)
2(1 + o(1))
)
= exp
(
λ2
2
(1 + o(1))
)
, (6.7)
where the last equality holds since
∑
k
(w⋆k)
2 =
1
2
. This ends the proof. ✷
6.4. Proof of Proposition 3.1
These computations can be found in Ingster and Suslina [4], but we give the sketch of
proof for the convenience of the reader.
Let us change variables in problem (3.1), by defining vk =
θ2k
σ2k
√
2
, for all k ∈ Z. We have
{θk}k belongs to Σ(τ, rǫ) if and only if {vk}k belongs to Σ˜(τ, rǫ), where
Σ˜(τ, rǫ) =
{
{vk}k ∈ l1(Z) : vk ≥ 0; (2π)2τ
∑
k∈Z
|k|2τσ2kvk ≤
1√
2
;
∑
k∈Z
vkσ
2
k ≥
r2ǫ√
2
}
.
The problem (3.1) is equivalent to
√
2
ǫ2
sup
{wk}k :
∑
k w
2
k
=1/2,wk≥0
inf
{vk}k∈Σ˜(τ,rǫ)
∑
k
wkvk
=
√
2
ǫ2
sup
{wk}k :
∑
k w
2
k
≤1/2,wk≥0
inf
{vk}k∈Σ˜(τ,rǫ)
∑
k
wkvk
=
√
2
ǫ2
inf
{vk}k∈Σ˜(τ,rǫ)
sup
{wk}k :
∑
k w
2
k
≤1/2,wk≥0
∑
k
wkvk,
by the minimax theorem on convex sets. Now, use the Cauchy-Schwarz inequality to see
that √
2 sup
{wk}k:
∑
k w
2
k
≤1/2,wk≥0
∑
k
wkvk = (
∑
k
v2k)
1/2
and the equality holds for wk = vk(2
∑
k v
2
k)
−1/2. As we denoted by V 2ǫ =
∑
k(v
⋆
k)
2 we get
w⋆k = v
⋆
k/(
√
2Vǫ), which is equivalent to
w⋆k =
(θ⋆k)
2
2σ2k Vǫ
, for all k ∈ Z.
It follows that solving the problem (3.1) reduces to solve the optimization program
inf
{vk}k ,vk≥0
∑
k
v2k + λ1
(∑
k
(2π|k|)2τσ2kvk −
1√
2
)
− λ2
(∑
k
σ2kvk −
r2ǫ√
2
)
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By the Lagrangian multipliers rules, one gets for λ1 ∈ R and λ2 ∈ R the following system
of equations 

2
∑
k vk + λ1
√
2(2π)2τ (
∑
k |k|2τσ2k)− λ2
√
2
∑
k σ
2
k = 0√
2(2π)2τ
∑
k vk|k|2τσ2k = 1√
2
∑
k vkσ
2
k = r
2
ǫ
Put, for all k ∈ Z, vk = vσ2k
(
1− ( |k|
T
)2τ
)
+
, where v = λ2√
2
, T = 12π
(
λ2
λ1
)1/(2τ)
and
(x)+ = max(0, x).
We evaluate the solution of the previous system as T goes to infinity. Using σk ∼ |k|s
for |k| large enough and some s > 0, the last two equations in the previous system become{
κ2vT
2τ+4s+1 ∼ 1
κ1vT
4s+1 ∼ r2ǫ ,
that gives
T ∼
(
κ1
κ2
) 1
2τ
r
− 1
τ
ǫ and v ∼ 1
κ1
(
κ2
κ1
) 4s+1
2τ
r
2+ 4s+1
τ
ǫ .
Note that T →∞ provided that rǫ → 0. It further gives
V 2ǫ =
∑
|k|≤T
(v⋆k)
2 ∼ 2v2T 4s+1κ3 ∼ c(τ, s)2r4+
4s+1
τ
ǫ .
Finally, it is straightforward that
max
k
w⋆k ≤
v
Vǫ
max
0≤|k|≤T
σ2k
(
1− ( |k|
T
)2τ
)
≤ v
Vǫ
σ2T ≍ r
4s+2τ+1
τ
− 4s+4τ+1
2τ
− 2s
τ
ǫ = r
1
2τ
ǫ
rǫ→0−→ 0.
✷
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