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We derive a set of differential inequalities for positive deﬁnite functions based on previous
results derived for positive deﬁnite kernels by purely algebraic methods. Our main results
show that the global behavior of a smooth positive deﬁnite function is, to a large extent,
determined solely by the sequence of even-order derivatives at the origin: if a single one of
these vanishes then the function is constant; if they are all non-zero and satisfy a natural
growth condition, the function is real-analytic and consequently extends holomorphically
to a maximal horizontal strip of the complex plane.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and deﬁnitions
A function f : R → C is positive deﬁnite if
n∑
j,k=1
f (x j − xk)ξ jξk  0 (1.1)
for every choice of x1, . . . , xn ∈ R and ξ1, . . . ∈ C; that is, if every square matrix [ f (x j − xk)]nj,k=1 is positive semideﬁnite.
Positive deﬁnite functions have been shown to connect meaningfully several branches of Mathematics and so have been
extensively studied during the last century. The purpose of this paper is to establish some properties of global analyticity of
C∞ positive deﬁnite functions. A brief review of the properties of positive deﬁnite functions relevant for our purposes will
be performed below.
In the ﬁrst place, consideration of the n = 1 case shows that for positive deﬁnite functions f (0) 0, while n = 2 implies
that they are Hermitian, i.e. f (−x) = f (x) for all x ∈ R, and that | f (x)|2  f (0)2 (it is sometimes useful to remark that the
Hermitian property implies that the real part of f is even and the imaginary part is odd). A little less trivially it is possible
to show that the n = 3 case implies that, if f is continuous in a neighborhood of the origin, then it is uniformly continuous
in R (see, e.g., [2, Corollary 1.4.10]). We shall see that this result is in some sense prototypical of positive deﬁnite functions:
condition (1.1) implies some sort of local-to-global “propagation of regularity” from (a neighborhood of) the origin to R, of
which this is the C0 case.
Positive deﬁnite functions have for long been known to satisfy the following characterization by Bochner:
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J. Buescu, A.C. Paixão / J. Math. Anal. Appl. 375 (2011) 336–341 337Theorem 1.1 (Bochner). A continuous function φ : R → C is positive deﬁnite if and only if it is the Fourier transform of a ﬁnite positive
measure μ on R, that is
φ(x) =
+∞∫
−∞
eitx dμ(t). (1.2)
The “propagation of regularity” results which we mentioned are also well known, although exact priorities have been
diﬃcult to assign:
Theorem 1.2 (Propagation of regularity). Let φ be a positive deﬁnite function. Suppose φ is of class C2k in a neighborhood of the origin.
Then φ is C2k(R).
The most direct route to prove this result is probably to use the Bochner representation (1.2) and the methods of
Harmonic Analysis; see e.g. Donoghue [11]. We thus see that the propagation of continuity mentioned above is just the
k = 0 case in this theorem. Two remarks are in order. In the ﬁrst place, notice that the propagation of differentiability only
occurs for even-order derivatives. In fact, our paper shows that even-order derivatives play a determining role for positive
deﬁnite functions, in contrast to odd-order derivatives. In the second place, the analogous result holds for C∞ functions, as
can be seen directly from the proof; indeed, it holds for the analytic case, as can be seen in e.g. [3,12]. These results have
been recently extended to quasianalytic classes of positive deﬁnite functions and distributions and more elaborate classes of
differentiability [8,9,15]. The basic phenomenon is however the same: regularity in a neighborhood of the origin propagates
as the corresponding regularity to the whole of R. The positivity condition (1.1) may thus be seen as effectively coupling
the behavior at the origin with the global behavior.
2. Inequalities for positive deﬁnite kernels and functions
In order to establish a new family of properties of positive deﬁnite functions, it will be essential to consider them from
another point of view.
Given a set E , a positive deﬁnite matrix in the sense of Moore (see e.g. Moore [16], Aronszajn [1]) is a function k : E ×
E → C such that
n∑
j,k=1
k(x j, xk)ξ jξk  0 (2.1)
for all n ∈ N, (x1, . . . , xn) ∈ En and (ξ1, . . . , ξn) ∈ Cn; that is, all ﬁnite square matrices M of elements mij = k(xi, x j), i, j =
1, . . . ,n, are positive semideﬁnite.
From (2.1), it is easily shown that a positive deﬁnite matrix in the sense of Moore has the following properties: (1) it
is conjugate symmetric, that is, k(x, y) = k(y, x) for all x, y ∈ E , (2) it satisﬁes k(x, x) 0 for all x ∈ E , and (3) |k(x, y)|2 
k(x, x)k(y, y) for all x, y ∈ E . We shall deal exclusively in this paper with the case E = I ⊂ R. Since such k frequently appear
as kernels of integral operators, they are more commonly known as positive deﬁnite kernels.
We notice that the theorem of Moore–Aronszajn [16,1] provides an equivalent characterization of positive deﬁnite matri-
ces in the sense of Moore as reproducing kernels, of which the most studied is the Bergman kernel. Since we shall not need
this approach we omit a more detailed discussion.
The following deﬁnition is useful in the study of properties arising from differentiability of the kernel k.
Deﬁnition 2.1. Let I ⊂ R be an open interval. A function k : I2 → C is said to be of class Sn(I2) if, for every m1 = 0,1, . . . ,n
and m2 = 0,1, . . . ,n, the partial derivatives ∂m1+m2∂ ym2 ∂xm1 k(x, y) exist and are continuous in I2.
Thus, class Sn(I2) is simply the weakest differentiability class where we can ensure the equality of all mixed partial
derivatives up to order n in each variable.
The following two results have been proved in various degrees of generality [4–6].
Theorem 2.2. Let I ⊆ R be an interval and k(x, y) be a positive deﬁnite kernel of class Sn(I2). Then, for all 0m n,
km(x, y) ≡ ∂
2m
∂ ym∂xm
k(x, y)
is a positive deﬁnite kernel of class Sn−m(I2).
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0mi  n, i = 1,2, and all x, y ∈ I we have∣∣∣∣ ∂m1+m2∂ ym2∂xm1 k(x, y)
∣∣∣∣
2
 ∂
2m1
∂ ym1∂xm1
k(x, x)
∂2m2
∂ ym2∂xm2
k(y, y). (2.2)
In [4–6] these results have been proved directly, using appropriate ﬁnite difference matrices and as a consequence of
the positive semideﬁniteness condition (2.1). We should observe however that both results admit proofs in the more ab-
stract setting of the reproducing kernel Hilbert space; for instance, Theorem 2.3 may be interpreted as a Cauchy–Schwartz
inequality. These results have useful applications in the theory of integral equations: they supply an appropriate integrabil-
ity condition and ensure compactness for positive operators on unbounded domains and allow crucial reﬁnements in the
eigenvalue distribution of such operators [5,7].
Positive deﬁnite kernels and positive deﬁnite functions are very closely linked. Indeed, if f : R → C is a positive deﬁnite
function, then k(x, y) = f (x− y) is a positive deﬁnite kernel, as is clear from the corresponding deﬁnitions.
This very simple observation allows us for example to derive immediately the basic properties of positive deﬁnite func-
tions described in Section 1 from the corresponding properties (1)–(3) for positive deﬁnite kernels above.
We are interested in ﬁnding the counterparts of Theorems 2.2 and 2.3 for positive deﬁnite functions. The appropriate
assumptions on the regularity of f then allow us to state the following results.
Proposition 2.4. Let f : R → C be a positive deﬁnite function and suppose f is of class C2n in some neighborhood of the origin for
some positive integer n. Then, f ∈ C2n(R) and for all integers m with 0m n, the function fm ≡ (−1)m f (2m) is positive deﬁnite.
Proof. Let k(x, y) = f (x− y) for every (x, y) ∈ R2. Since f ∈ C2n in a neighborhood of the origin, it follows from Theorem 1.2
that f ∈ C2n(R) and therefore k is of class C2n in R2. The result is then immediate from Theorem 2.2 and the chain rule. 
This property is well known, even in somewhat more general settings (see e.g. [17, p. 140]). In fact, it may be simply
derived from Bochner’s representation (1.2) by formally differentiating an even number of times under the integral sign [10].
We include it because it provides a good example of the transfer principle between positive deﬁnite kernels and functions
and because the result itself will be useful in what follows.
The counterpart of Theorem 2.3, which originates a two-parameter family of inequalities, does not seem to be known
in the literature. Devinatz [10] has established a related family of inequalities for inﬁnitely differentiable positive deﬁnite
functions using the integral representation in the context of a reproducing kernel Hilbert space approach.
Proposition 2.5. Let f : R → C be a positive deﬁnite function and suppose f is of class C2n in some neighborhood of the origin for
some positive integer n. Then f ∈ C2n(R) and for all integers m1 , m2 with 0mi  n, i = 1,2 and every x ∈ R we have∣∣(−1)m2 f (m1+m2)(x)∣∣2  (−1)m1+m2 f (2m1)(0) f (2m2)(0). (2.3)
Proof. As in Proposition 2.4, setting k(x, y) = f (x− y) for every (x, y) ∈ R2 implies that k is of class C2n(R2). In particular,
k ∈ Sn(R2) and we may apply the results of Theorem 2.3 to k at the point (x,0) for every x ∈ R. This establishes inequality
(2.3) and ﬁnishes the proof. 
Remark 2.6. Observe that, since both (−1)m1 f (2m1) and (−1)m2 f (2m2) are positive deﬁnite functions by Proposition 2.4, the
right-hand side of (2.3) is necessarily non-negative, thus ensuring that the corresponding inequality is well deﬁned.
3. A vanishing even derivative at the origin implies f is constant
One of the basic properties of positive deﬁnite functions described in Section 1 is that | f (x)|  f (0) for every x ∈ R,
which implies that f vanishes identically if f (0) = 0. The next result, which is a consequence of Proposition 2.5, may be
viewed as the extension of this property for differentiable positive deﬁnite functions.
Theorem 3.1. Let f : R → C be a positive deﬁnite function and suppose f is of class C2n in a neighborhood of the origin for some
positive integer n. If f (2m)(0) = 0 for some positive integer m n, then f is constant on R.
Remark 3.2. Trivially, a constant function is positive deﬁnite if and only if it is non-negative, so the constant in the above
theorem is non-negative.
Remark 3.3. Notice that even though the proof below does not apply for the special case n = 0, the statement of the
theorem remains valid and corresponds to the elementary property described above.
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of class C2(R). Using inequality (2.3) with m1 = 0 and m =m2 = 1, we obtain∣∣ f ′(x)∣∣2 − f (0) f ′′(0) (3.1)
for every x ∈ R. Now, if we can prove that f (2m)(0) = 0 implies f ′′(0) = 0 for a positive integer m  n, we may conclude
from (3.1) that f ′ vanishes identically in R, proving the statement.
Since this is trivially the case if m = 1, we suppose m > 1. Deﬁne by recurrence a sequence ki of even numbers by setting
k1 = 2m and
ki+1 =
{
ki
2 if ki/2 is even,
ki
2 + 1 if ki/2 is odd.
Notice that ki+1 < ki whenever ki > 2 and that 2 is a ﬁxed point of the recurrence. Thus there exists j(m) such that kl = 2
for all l j; in fact it is easily shown that j(m)m.
We now prove that, for every i ∈ N, f (ki)(0) = 0. This is the case, by hypothesis, for k1 = 2m. Suppose the statement is
true for some i ∈ N. Then, using Proposition 2.5 with m1 = 0 and 2m2 = ki we obtain∣∣ f (ki/2)(x)∣∣2  (−1)ki/2 f (0) f (ki)(0)
for every x ∈ I . Since f (ki)(0) = 0, we conclude that f (ki/2)(x) = 0 for every x ∈ R, which implies in particular that
f (ki/2)+1(0) = 0. According to the deﬁnition of the ki , we ﬁnally conclude that f (ki+1)(0) = 0. Hence f (ki)(0) = 0 for ev-
ery i ∈ N. But, as observed above, ki reaches 2 after a ﬁnite number of steps. In particular, this implies that f ′′(0) = 0 and
| f ′(x)| = 0 for all x ∈ R, completing the proof. 
Remark 3.4. An immediate consequence of Theorem 3.1 is that the only positive deﬁnite polynomials are the non-negative
constants.
Remark 3.5. The positive deﬁnite function f (x) = (1+ x2)−1 supplies a simple example of the fact that no analog of Theo-
rem 3.1 exists for odd-order derivatives.
4. Analyticity results
For the purpose of the next theorem it will be useful to recall the following characterization of real-analytic functions:
Lemma 4.1. Let f be a real function in C∞(I) for some open interval I . Then f is real analytic if and only if, for each α ∈ I , there are
an open interval J , with α ∈ J ⊂ I , and constants C > 0 and R > 0 such that the derivatives satisfy
∣∣ f (k)(x)∣∣ C k!
Rk
, ∀x ∈ J .
Proof. This is a standard result; see e.g. [13, Proposition 1.2.12]. 
Remark 4.2. Although for convenience the result is stated for real functions, it extends in the obvious way to the present
context of complex-valued functions of a real variable.
Theorem 4.3. Let f : R → C be a positive deﬁnite function and suppose f is of class C∞ in a neighborhood of the origin. Then, if there
exist positive constants M and D such that
0 (−1)n f (2n)(0) D (2n)!
M2n
(4.1)
for every non-negative integer n, we have:
(i) f is analytic in R;
(ii) Let l = limsup 2n
√
| f (2n)(0)|
(2n)! . Then l < ∞. Deﬁning h = 1/l if l = 0 and h = ∞ if l = 0, there exist α,β ∈ [h,+∞] such that f
extends holomorphically to the complex strip {z ∈ C: −α < z < (z) < β}, where α and β are maximal with this property.
Moreover, if h < ∞, f cannot be holomorphically extended to both the points z = ih and z = −ih simultaneously, implying in
particular that h = min{α,β}.
Remark 4.4. Observe that if equality in the left-hand side of (4.1) holds for some n, then f is constant by Theorem 3.1. In
this case every statement above holds trivially.
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∣∣ f (k)(x)∣∣ C k!
Rk
(4.2)
for every x ∈ R, every non-negative integer k and some positive C and R . From this estimate and the characterization in
Lemma 4.1 we derive that f is analytic in R, ﬁnishing the proof of (i).
We ﬁrst establish estimate (4.2) for even k. Suppose that k = 2n for some non-negative integer n. Choosing m1 =m2 = n,
we may use Proposition 2.5 and write∣∣ f (2n)(x)∣∣ ∣∣ f (2n)(0)∣∣ (4.3)
for every x ∈ R. Then, according to the hypothesis,
∣∣ f (k)(x)∣∣ D k!
Mk
which clearly implies that
∣∣ f (k)(x)∣∣ C k!
Rk
for R = M , any C  D and every x ∈ R.
Suppose now that k is odd and write k = 2n + 1 for some non-negative integer n. Choosing m1 = n and m2 = n + 1 in
inequality (2.3) of Proposition 2.5, we conclude that∣∣ f (2n+1)(x)∣∣2  ∣∣(−1)n f (2n)(0)∣∣∣∣(−1)n+1 f (2n+2)(0)∣∣ (4.4)
for every x ∈ R. Using the condition in the hypothesis, we obtain
∣∣ f (2n+1)(x)∣∣2  D2 (2n)!
M2n
(2n + 2)!
M2n+2
= D2 [(2n + 1)!]
2
M2(2n+1)
2n + 2
2n + 1 .
Hence, choosing C = √2D and R = M we obtain
∣∣ f (k)(x)∣∣ D k!
Mk
√
k + 1
k

√
2D
k!
Mk
= C k!
Rk
.
Therefore, with this choice of C and R , estimate (4.2) holds for every x ∈ R and non-negative integer k. This implies that
the conditions of Lemma 4.1 are satisﬁed for every x ∈ R. Thus f is real-analytic in R, concluding the proof of (i).
To prove statement (ii), note that the hypothesis implies that | f (2n)(0)|  D (2n)!
M2n
for some positive D and M and every
non-negative integer n, and therefore
l = limsup 2n
√
| f (2n)(0)|
(2n)!  limsup
2n
√
D
M2n
= 1
M
< ∞,
thus proving the ﬁrst assertion.
We now proceed by showing that
limsup
n
√
| f (n)(x)|
n!  limsup
n
√
| f (n)(0)|
n! = l. (4.5)
Recall that from Proposition 2.5 we may derive estimates (4.3) and (4.4) for every x ∈ R and any non-negative integer n. By
taking upper limits on both these inequalities and considering the even- and odd-order subsequences of f (n)(x), we infer
that
limsup
n
√
| f (n)(x)|
n!  l
for every real x. Consideration of the special case x = 0 then immediately yields
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n
√
| f (n)(0)|
n! = l,
completing the proof of the rightmost equality in (4.5).
We now deﬁne
rx =
⎧⎨
⎩+∞ if limsup
n
√
| f (n)(x)|
n! = 0,
1/ limsup n
√
| f (n)(x)|
n! otherwise
for every x ∈ R. It is a standard fact that rx is the radius of convergence of the Taylor series of f centered at x and that the
real variable analytic function f (x) extends holomorphically to the open ball Brx(x) of radius rx and center x in the complex
plane.
Letting h = 1/l if l = 0 and h = ∞ if l = 0, we derive from (4.5) that rx  r0 = h > 0 for every x ∈ R, which implies that
f extends holomorphically to the strip {z ∈ C: −h < z < (z) < h}. The existence of a maximal strip {z ∈ C: −α < z <
(z) < β} with this property follows immediately.
To ﬁnish the proof, suppose that h < ∞ and that f has a holomorphic extension to both the points z = −ih and z = ih.
Then f would be holomorphic in the closed ball Bh(0), implying that the radius of convergence r0 be greater than h,
a contradiction. Hence f cannot extend holomorphically to both points z = −ih and z = ih simultaneously. Consequently,
h = min{α,β}, completing the proof. 
Remark 4.5. Theorem 4.3 derives its conclusions from direct application of the inequalities provided by Proposition 2.5 to
positive deﬁnite functions satisfying a suitable set of hypotheses on the existence and growth of even-order derivatives at
the origin. There exist in the literature results closely related to these, which have been obtained under different assump-
tions and through the use of distinct methods. We mention, in particular, those stated in [2] and [14] where the assertions
(ii) in Theorem 4.3 under the (stronger) hypothesis that f is analytic in a neighborhood of the origin.
Incidentally, these results may be used together with the conclusions of part (i) of Theorem 4.3 to reﬁne the statements
of part (ii) of the theorem, namely by adding the fact that the holomorphic extension of f to the maximal strip must
present singularities at both points z = −iα and z = iβ whenever α or β are ﬁnite.
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