Growing evidence from electrophysiological data in animal and human studies suggests that multisensory interaction is not exclusively a higher-order process, but also takes place in primary sensory cortices. Such early multisensory interaction is thought to be mediated by means of phase resetting. The presentation of a stimulus to one sensory modality resets the phase of ongoing oscillations in another modality such that processing in the latter modality is modulated. In humans, evidence for such a mechanism is still sparse. In the current study, the influence of an auditory stimulus on visual processing was investigated by measuring the electroencephalogram (EEG) and behavioral responses of humans to visual, auditory, and audiovisual stimulation with varying stimulus-onset asynchrony (SOA). We observed three distinct oscillatory EEG responses in our data. An initial gamma-band response around 50 Hz was followed by a beta-band response around 25 Hz, and a theta response around 6 Hz. The latter was enhanced in response to cross-modal stimuli as compared to either unimodal stimuli. Interestingly, the beta response to unimodal auditory stimuli was dominant in electrodes over visual areas. The SOA between auditory and visual stimuli-albeit not consciously perceived-had a modulatory impact on the multisensory evoked beta-band responses; i.e., the amplitude depended on SOA in a sinusoidal fashion, suggesting a phase reset. These findings further support the notion that parameters of brain oscillations such as amplitude and phase are essential predictors of subsequent brain responses and might be one of the mechanisms underlying multisensory integration.
Introduction
In our natural environment, we constantly receive inputs from multiple sensory channels. To integrate the multisensory inputs efficiently, the brain has to evaluate whether the signals from different channels belong to a common perceptual event, or whether the signals give rise to conflict and need to be processed separately. Among the mechanisms that could achieve this goal, cortical oscillations have recently been proposed [for review, see Senkowski et al. (2008) and Kaiser and Naumer (2010) ].
Although once considered brain "noise," it has been shown that variability in the power of spontaneous brain activity in certain frequency bands predicts perceptual performance (Ergenoglu et al., 2004; Thut et al., 2006; Hanslmayr et al., 2007; van Dijk et al., 2008) . In addition to oscillatory power, recent studies also highlight the importance of oscillatory phase for visual perception by demonstrating that perceptual performance depends on the phase of spontaneous oscillations of the EEG in the low alpha and theta bands shortly before stimulus onset (Busch et al., 2009; Mathewson et al., 2009) . Given that the phase of ongoing brain activity influences human perception, one could hypothesize that also the phase of oscillations evoked by external stimulation exerts an influence on perceptual performance. Such externally evoked phase modulations of EEG oscillations have been described in response to sensory stimulation and have been shown to significantly contribute to event-related potentials (ERPs) (Başar, 1980; Makeig et al., 2002 Makeig et al., , 2004 . Phase modulations of ongoing oscillations might also serve multisensory integration in that a nonpreferred modality stimulus (e.g., auditory) could prepare the system of the preferred modality (e.g., visual) for subsequent processing of incoming information (Schroeder et al., 2008) . Indeed, in monkeys it has been demonstrated that somatosensory inputs reset the phase of ongoing oscillatory activity in primary auditory cortex, resulting in amplified neuronal responses for auditory inputs arriving during a high-excitability phase (Lakatos et al., 2007) . Similar findings were reported also for visual influences on oscillations in auditory cortex (Kayser et al., 2008; Lakatos et al., 2009) . Recently, Thorne et al. (2011) presented evidence from the human EEG that visual input resets the phase of oscillatory activity in auditory cortex.
In the present study, we investigated how auditory stimuli modulate ongoing EEG oscillations in visual cortex. Human ob-servers responded to visual flashes at the left or right eye preceded by the binaural presentation of an auditory stimulus with varying stimulus-onset asynchronies (SOAs). Following the proposed phase reset model (Schroeder et al., 2008) , we hypothesize that auditory stimuli will evoke a response in visual cortex (hypothesis I). Furthermore, we assume that this response is generated by a phase reset of the ongoing oscillations (hypothesis II). Finally, we expect that those visual inputs that arrive at SOA latencies corresponding to a high-excitability phase result in enhanced responses as compared to those presented during a low-excitability phase (hypothesis III). This model is depicted in Figure 1 and based on the model of Schroeder et al. (2008) .
Materials and Methods
Subjects. Thirteen university students (10 female), aged 19 -33 years (mean ϭ 21.92; SD ϭ 3.55) participated in the study. All gave their written informed consent and were paid or received course credits for their participation. The subjects had normal or corrected to normal vision and reported no neurological or psychiatric disorders. The experiment was conducted in accordance with the Declaration of Helsinki and the local guidelines of the University of Magdeburg.
Stimuli and procedure. White noise bursts were used as auditory stimuli that were generated using MATLAB R2009a and delivered binaurally through insert earphones (EARTone 3A). The duration of the white noise burst was 40 ms (5 ms rise and fall times). Before the experiment started, the individual hearing thresholds for the left and right ear were determined by a staircase procedure in intensity steps of 2 dB for each participant. Based on the individual sensation level, the white noise burst was presented at an intensity of 60 dB above threshold. A calibrated attenuator was used to control the sound level (Tucker Davis Technologies, model PA5), individually adjusted for each ear. The light flashes were produced by white LEDs (diameter: 5 mm, luminous intensity: 10 Cd, viewing angle: 20°), five LEDs per eye, and presented via a fiber optic cable and goggles. The luminance of the flash inside the goggles was about 30 lux. The duration of each flash was 40 ms. During the experiment, the course of events was controlled by MATLAB R2009a and an input/output device (National Instruments DAQ USB-6229).
Note that we follow the terminology suggested by Stein et al. (2010) by using "cross-modal" when referring to the stimulus complex or the experimental condition and "multisensory" when referring to the (observed) biological consequences. The auditory (A) and visual (V) stimuli were delivered modality specific, or in combination (cross-modal, AV). In the cross-modal conditions, we presented the visual and auditory stimuli in synchrony (condition: AV0) and with seven different SOAs ranging from 40 to 70 ms in steps of 5 ms (conditions: AV40 to AV70), always presenting the auditory stimulus first. The visual stimulus was presented randomly at the left or the right eye only and the subjects had to judge the side of presentation and respond by corresponding button presses with their left or right index fingers (forced-choice reaction task). A total of 1000 trials were presented, 100 trials in each condition (50 trials for each eye per condition). The intertrial interval was randomly varied between 1500 and 3000 ms.
Data acquisition. The experiment was conducted in an electrically shielded and sound-attenuated room (IAC). All devices inside the room were battery operated to avoid line frequency interference (50 Hz in Germany). EEG was recorded with a BrainAmp amplifier (Brain Products), using 32 sintered Ag/AgCl electrodes mounted in an elastic cap (Easycap, Falk Minow Services) and placed according to the 10-10 system, with a reference placed at the nose and ground electrode at position AFz. Eye-movement activity was measured from one electrode placed suborbitally to the right eye. Electrode impedances were kept below 5 k⍀. Data were acquired with a bandpass filter of 0.016 -250 Hz and a sampling rate of 500 Hz. Analog-digital conversion was performed at an amplitude resolution of 16 bit. Stimulus markers and EEG signals were stored on hard disk for further analysis. Digitized EEG data were transferred to a computer outside the recording cabin with a fiber optic cable. An additional digital high-pass filter with a cutoff frequency of 0.5 Hz was applied offline to reduce slow shifts in the baseline. Averaged epochs lasted from 200 ms before to 800 ms after the auditory and visual stimulus onset. For cross-modal stimuli, the epochs were adjusted to the onset of the auditory stimulus. Baselines were calculated in the interval from Ϫ200 to Ϫ100 ms and subtracted before averaging. An automatic artifact rejection was applied to the data, which excluded trials from averaging if the SD within a moving 200 ms time window exceeded 40 V in one channel. All epochs were also visually inspected for artifacts and rejected in cases of eye movements, electrode drifts, or electromyographic activity.
Data analysis. For behavioral data analysis, only trials included in the EEG analyses were used. Responses shorter than 200 ms or longer than 1500 ms were considered incorrect.
For the analysis of oscillatory activity, a wavelet transform was computed by convolving the raw EEG signal with a complex Gaussian wavelet (Herrmann et al., 2004) . The exact time-frequency resolution of the wavelet depended on the analyzed frequency. At 40 Hz, the wavelet had a temporal resolution of 2 t ϭ 25 ms and a frequency resolution of 2 f Ϸ 26 Hz. Oscillatory responses may occur either strictly phase locked to stimulus onset (evoked response) or with a high phase variability (induced response) (Başar-Eroglu et al., 1996) . Therefore, different methods of evaluation were required. To analyze the evoked response, phase locked to the stimulus, the wavelet transform was applied to the averaged ERP. However, to reveal the non-phase-locked portion of the response, each trial was first transformed to the frequency domain and then absolute values of the resulting wavelet transforms were averaged. This measure represents the total activity, comprising the phase-locked and non-phase-locked part of the response. The wavelet analysis was performed for 1 Hz frequency bins in the frequency range of 1-80 Hz. Phase locking to the stimulus across trials was quantified by a timefrequency version of the so-called mean resultant length (Fisher, 1995) as has been described before (e.g., Fründ et al., 2007; Tallon-Baudry et al., 1996) . The phase-locking factor (PLF) yields values between 0 and 1, where 1 indicates perfect phase locking across trials, while 0 indicates a constellation in which the phases exactly cancel each other out, as is the case for a uniform distribution of phases across trials. The time-frequency planes were transformed to a decibel scale for evoked and total responses if absolute values were presented, indicating the change relative to a baseline that extended from 200 to 100 ms before the onset of the stimulus. Phase locking to the stimulus was related to the same baseline by subtracting the average phase locking of this window. For statistical analysis, the resulting time-frequency representations were pooled into a region of interest (ROI) and averaged across the posterior electrodes that Figure 1 . Schematic illustration of the mechanism by which the phase of an evoked or reset oscillation influences subsequent brain responses. Before stimulation, oscillatory EEG activity is already present. While the oscillation is probably below the threshold for causing neurons in visual cortex to fire, the membrane voltage of visual neurons oscillates between more depolarized (high excitability) and more hyperpolarized (low excitability) states. At the time of an auditory stimulus (A), the phase of the ongoing visual oscillation is either reset to a fixed value (phase reset), or a visual oscillation is evoked. If a visual stimulus (V1) is presented during the more depolarized state (after SOA1), it can more easily exceed the firing threshold of visual neurons and evoke a brain response with subsequent conscious detection and manual reaction. If, however, a visual stimulus (V2) is presented during the more hyperpolarized state (after SOA2), it is less likely to excite visual neurons.
exhibited the strongest response to visual stimulation: P3, Pz, P4, O1, and O2. We calculated the mean amplitude and phase-locking values for three analysis windows in three different frequency bands at posterior electrodes, averaged across all subjects (cf. the white boxes in Fig. 2) . The time-frequency windows for statistical analysis were defined as follows: gamma-band activity (␥): 30 -60 Hz, 30 -60 ms; beta-band activity (␤): 13-30 Hz, 50 -100 ms; and theta-band activity (): 4 -8 Hz, 50 -200 ms. Because the time point zero in each analyzed EEG epoch was equivalent to the onset of the auditory stimulus, the analysis time windows for the cross-modal conditions with SOA were shifted by adding the SOA value and therefore adapted to the peak of visual evoked activity, while the frequency range was kept constant. t tests were two-tailed unless otherwise noted.
In addition, inverse models were computed for the averaged auditory gamma and beta responses (A␥, A␤) and for the visual beta response (V␤) to assess putative similarities of the aforementioned conditions at the source level. Accordingly, the averaged time-domain data were bandpass filtered to extract the activity at the frequency bands of interest. Then, a model with four equivalent current dipoles was set up by first seeding two dipoles in symmetric locations in the visual cortex and estimating the orientation of the dipoles underlying V␤. This procedure was repeated to model the early auditory response seen for A␤. The positions for the equivalent current dipoles approximated local maxima repeatedly shown to be associated with early processing in the relevant sensory domain (compare Fig. 4) . After merging these two-dipole models, the resulting four-dipole model was applied to all three conditions, leaving the dipole moment, i.e., source strength, the only free parameter to be estimated. Analyses were performed using a spherical head model with four shells using BESA (version 5.1, BESA).
Results

Behavioral results
Participants responded with a mean reaction time (RT) of 336 Ϯ 48 ms (SD). RTs significantly decreased with increasing SOAs in Figure 2 . Time-frequency plots of the evoked and total activity as well as the PLF averaged across all subjects (N ϭ 13) and the posterior ROI in the visual (upper row) and auditory condition (middle row) as well as the simultaneous audiovisual condition (bottom row). The white boxes illustrate the time-frequency ranges for statistical analysis in the ␥, ␤, and bands (see also the Greek letters in the plot of the total visual response). The labels V␤, A␥, A␤, and V in the left column refer to the topographic maps of these responses in Figure 3 . Table 1 .
Electrophysiological results
Cross-modal and unimodal visual stimulation evoked responses in three frequency bands (, ␤, and ␥) (Fig. 2, left  column) . The mean amplitude values of the statistical analysis windows (cf. white boxes in Fig. 2 ) in response to visual, auditory, and simultaneous cross-modal stimulation are listed in Table 2 .
Gamma response
The gamma-band response, centered around 50 Hz, showed the earliest latency of the three responses (30 -60 ms). This response was clearly visible in the auditory and the cross-modal condition (cf. middle and bottom rows in the left column of Fig.  2) . A t test indicated a significantly larger gamma response for the cross-modal condition (AV0) than for the visual condition ( p Ͻ 0.01). However, the gamma response in the cross-modal condition was not significantly stronger than in the auditory condition. The auditory and multisensory gamma-band responses were accompanied by increased phase locking (auditory: p Ͻ 0.01, cross-modal: p Ͻ 0.01). For the multisensory response, the PLF increased in the absence of a power increase (cross-modal: n.s.). Note that, in this article, an increase always refers to a change with respect to baseline. The topography of the auditory gamma-band response was strongest at electrode Cz (compare Fig. 3 ). This topography is consistent with two generators in auditory cortex ). This notion is supported by a dipole source analysis, modeling four dipoles in the left and right auditory and visual cortices (compare Fig. 4 ). For the gamma-band response in the auditory condition, the two dipoles in auditory cortex revealed stronger activation than the two dipoles in visual cortex.
Beta response
The beta-band response was centered around 25 Hz. In the visual and auditory condition, it showed a latency of 50 -100 ms. Intriguingly, in the cross-modal condition, the latency increases with SOA, suggesting that this response is evoked by visual stimulation (compare Fig. 5 , left column). It was clearly visible in the visual, auditory, and cross-modal condition (cf. left column of Fig. 2) . A t test indicated a significantly larger beta response for the cross-modal condition (AV0) as compared to the auditory condition ( p Ͻ 0.05). However, the beta response in the crossmodal condition was not significantly stronger than in the visual condition. In all three conditions, beta-band responses were accompanied by increased phase locking (visual: p Ͻ 0.001; auditory: p Ͻ 0.01, cross-modal: p Ͻ 0.001). For the visual and the cross-modal condition, the increase in PLF was accompanied by a power increase (visual: p Ͻ 0.01; cross-modal: p Ͻ 0.001).
For the auditory response, the PLF increased but no power increase could be observed, i.e., the response did not differ significantly from zero. This suggests that the response was generated by a phase reset (hypothesis II). The topography of the beta-band response in the visual condition was strongest at posterior electrodes (compare Fig. 3 ). This topography is in line with generators in the visual cortex (Zaehle et al., 2009 ). In the auditory condition, the topography was also maximal at posterior electrodes but extended to anterior regions. In our dipole model, visual dipoles showed stronger activity than auditory dipoles in both the auditory and visual condition (compare Fig. 4 ). This suggests that the auditory stimulus evoked activity in visual brain areas (hypothesis I).
Theta response
The theta-band response was centered around 6 Hz and showed a latency of 50 -200 ms. It was clearly visible in all three conditions (cf. left column of Fig. 2) . A t test showed that the theta response was significantly larger for the cross-modal condition (AV0) as compared to the auditory as well as the visual condition alone (auditory: p Ͻ 0.001; visual: p Ͻ 0.01). In all three conditions, theta-band responses were accompanied by increased phase locking (visual: p Ͻ 0.001; auditory: p Ͻ 0.01, cross-modal: p Ͻ 0.001). However, in all three conditions the PLF was accompanied by an increase in power ( p Ͻ 0.001). The topography of the theta response showed two amplitude maxima over frontocentral and occipital areas, separated by a minimum in parietal electrodes (compare Fig. 3 ).
SOA modulation
Our third hypothesis assumed that the response evoked by auditory stimulation in visual areas would be modulated by SOA. Thus, we tested the beta response in cross-modal conditions with nonzero SOAs. To rule out a superposition by volume conduction of auditory and visual responses of the audiovisual stimulation, we computed the differences AV Ϫ A for all SOAs. To test the influence of SOA on beta amplitudes, we performed a nonlinear regression analysis assuming the sinusoidal model y ϭ a ⅐ sin(b ⅐ 2(t ϩ c)). The fitting routine was initialized with random start values and the parameters were limited by the following constraints: , 100] , and c ʦ [Ϫ, ]. A Student's t test was then performed on parameters a and b to test for significance. The null hypothesis assumed a and b to be zero, i.e., representing a horizontal line that would indicate no modulation by SOA. The t test revealed that parameters a (t (1,12) ϭ 6.9; p Ͻ 0.001) and b (t (1,12) ϭ 8.5; p Ͻ 0.001) were significantly different from 0, demonstrating that the modulation by SOA was significant. The mean frequency across subjects was 28.9 Hz (11.8 Hz SD). Frequencies of 0 or 100 Hz were never reached. To further test whether the data are better described by a nonlinear (sinusoidal) or a linear regression, we performed a Student's t test on the root mean square values of the linear and nonlinear fits, revealing that the sinusoidal yielded significantly lower residual errors (t (1,12) ϭ 2.89; p Ͻ 0.05).
Discussion
We observed three distinct oscillatory EEG responses in our experiment. An initial gamma-band response was present around 50 Hz with a latency of 30 -60 ms in the auditory and crossmodal condition. Subsequently, a beta-band response around 25 Hz with a latency of 50 -100 ms occurred in all three experimental conditions. In addition, a theta response around 6 Hz was visible in all three conditions with a latency of 50 -200 ms.
Multisensory effects
A clear effect of multisensory integration, i.e., cross-modal stimuli resulting in stronger responses than either auditory or visual stimuli alone (subadditive enhancement) (Stein et al., 2009) , was found for the theta response only. This finding is in line with other studies that found effects of multisensory integration within the theta frequency band (e.g., Sakowitz et al., 2005) . Also the spatial distribution of this response is in accordance with previously described topographies that showed frontocentral as well as occipital maxima (Ishii et al., 1999; Demiralp et al., 2007) .
The beta frequency band also revealed interesting audiovisual interaction effects according to our first hypothesis based on the findings of Lakatos et al. (2007) , who described activity in auditory cortex that was evoked by somatosensory stimulation in monkeys. In the present experiment, the topography of the beta response evoked by auditory stimuli was maximal over posterior brain regions, suggesting visual sources despite the auditory stimulation. The notion of auditory evoked visual activity was corroborated by the dipole source analysis. Dipoles in visual cortex exhibited stronger activations than those in the auditory cortex. This is consistent with the study of Raij et al. (2010) , who showed MEG responses in auditory cortex in response to visual stimuli and vice versa. Along the same lines, Driver and Noesselt (2008) review recent findings that suggest that unisensory stimuli (e.g., auditory) can evoke responses in a sensory cortex that is not specific for this sensory domain (e.g., visual).
SOA modulation of visual responses
The most interesting finding of the current study was a modulation of the audiovisual evoked beta response by SOA. The beta response for cross-modal stimuli was enhanced for some SOAs as compared to others. In line with our third hypothesis, this could be due to an auditory evoked oscillatory response in visual cortex. This notion is supported by the fact that the frequency of this modulation was found to be in the analyzed beta frequency range (28.9 Hz). This coincides with the frequency of the beta response to purely auditory stimuli. We have argued that this auditory evoked response is actually present in visual cortex, i.e., the auditory stimulus did indeed evoke a visual oscillation that alternates between states of high and low excitability. Accordingly, subsequent visual stimuli would then either be presented during high or low excitability depending on their SOA, leading to the observed effect. Therefore, our data support the notion of a phase reset in one modality by stimuli of another modality in humans. However, note the following discussion of how to properly assess phase resetting.
Phase resetting
Evoked brain oscillations can in principle be produced by an increase in power, by the phase resetting of ongoing oscillations, or by a combination of both. An increase in power would be reflected in the total activity. In contrast, a pure phase resetting would result in an increase of intertrial phase synchrony, which is reflected in the PLF, without an accompanying power increase. In the current study, visual and cross-modal stimulation elicited a significant response at posterior electrodes in all frequency bands in the total activity as well as in PLF. Thus, the evoked activity in response to visual and cross-modal stimulation was due to an increase in both power and phase locking.
More interestingly, auditory stimuli evoked a beta response with parameters that are typical for visual responses, i.e., a latency of 50 -100 ms and a topography that was maximal at occipital electrodes. This response was characterized by a clear enhancement of phase locking without a significant power increase, which has been argued to reflect a cross-modal phase reset in animal studies (Lakatos et al., 2007 (Lakatos et al., , 2009 . Using the same type of analysis (Lakatos et al., 2007) , we demonstrated that auditory stimuli result in enhanced phase locking of beta oscillations in human visual cortex. This finding is consistent with our second hypothesis, i.e., a phase reset of visual oscillations by auditory stimuli. Note, however, that there is an ongoing debate on how phase reset can be demonstrated unambiguously (Sauseng et al., 2007) . If total power showed a strong decrease after stimulation, this decrease could mask a weak increase that would otherwise contradict a phase reset, as has been shown for visually induced decrease of total power (Min et al., 2007) . We have addressed this problem in the present study by testing that total power did not significantly differ from zero after stimulation. However, demonstrating a null effect is statistically not sufficient to show an absence of a power increase (Martínez-Montes et al., 2008) . Therefore, further tests would need to be applied. However, such tests work only for signals with high signal-to-noise ratios, and are probably unsuited for EEG data (Krieg et al., 2011) . Thus, our pattern of results would also be consistent with an evoked oscillation.
Task performance
The reaction times required to discriminate between left and right eye stimulation were significantly modulated by the SOA. Reaction times decreased linearly with increasing SOAs. This seems intuitive, since during long SOAs participants have more time between the auditory stimulus, which might be considered the warning or cue stimulus, and the visual stimulus, which required their reaction. However, the SOA was in the range from 40 to 70 ms, which has to be considered very short. In fact, during the debriefing after the experiment, none of the participants reported to have consciously perceived a temporal gap between the auditory and the visual stimulus. This observation is in line with other studies on multisensory integration showing that temporal gaps of this duration are usually not consciously detected (Senkowski et al., 2007; Powers et al., 2009 ). Thus, the modulation of the RT in the present study might reflect influences of low-level integration on behavioral performance independent of any conscious perceptual processes (Foxe and Schroeder, 2005) .
Conclusion
Together, our findings suggest that phase modulations contribute to the mechanisms underlying multisensory integration in humans. In line with animal findings, our data demonstrate that auditory stimuli can reset or evoke oscillatory responses in visual brain areas. These oscillations represent an alternation between phases of high and low excitability. Thus, subsequent visual stimuli are presented during high or low excitability depending on their SOA relative to the preceding auditory stimulus. This pattern of results is consistent with the notion that the auditory stimulus resets the phase of the ongoing visual oscillations, although this could not be unambiguously demonstrated. Nevertheless, a modulation of visual oscillatory activity was clearly present in the response to auditory stimulation. Since the phase of that visual oscillation correlated with the strength of subsequent visual responses, these results further support the importance of oscillatory phase for human perception.
