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Abstract
Several cellular activities, such as directed cell migration, are coordinated by an intricate
network of biochemical reactions which lead to a polarised state of the cell, in which cellular
symmetry is broken, causing the cell to have a well defined front and back. Recent work
on balancing biological complexity with mathematical tractability resulted in the proposal
and formulation of a famous minimal model for cell polarisation, known as the wave pinning
model. In this study, we present a three-dimensional generalisation of this mathematical
framework through the maturing theory of coupled bulk-surface semilinear partial differ-
ential equations in which protein compartmentalisation becomes natural. We show how a
local perturbation over the surface can trigger propagating reactions, eventually stopped
in a stable profile by the interplay with the bulk component. We describe the behavior
of the model through asymptotic and local perturbation analysis, in which the role of the
geometry is investigated. The bulk-surface finite element method is used to generate numer-
ical simulations over simple and complex geometries, which confirm our analysis, showing
pattern formation due to propagation and pinning dynamics. The generality of our mathe-
matical and computational framework allows to study more complex biochemical reactions
and biomechanical properties associated with cell polarisation in multi-dimensions.
Keywords: Cell polarisation, bulk-surface wave pinning model, coupled bulk-surface
semilinear partial differential equations, reaction-diffusion systems, bulk-surface finite
elements, asymptotic and local perturbation theory
1. Introduction
Cell polarity is a complex process by which cells lose symmetry. However, its precise
definition is still not very clear [16]. Polarity appears in single-cell organisms and multi-cell
tissues. Many common basic polarisation mechanisms are shared and adapted by many
different kinds of cells [40]. Roughly speaking, by breaking symmetry, cells define their
∗Corresponding authors
Email addresses: d.cusseddu@sussex.ac.uk (D. Cusseddu), a.madzvamuse@sussex.ac.uk (A.
Madzvamuse)
Preprint submitted to Journal of Theoretical Biology September 8, 2018
front and rear and this process is characterised and driven by molecular chemical processes.
Cell polarity is mediated and coordinated by a huge number of molecules and proteins
and their interactions [9, 23]. The polarisation process, which can be caused by some
external stimuli or can be spontaneous [3, 22], is necessary for many cellular activities,
such as morphogenesis, and directed cell migration [30, 56]. Studies have identified the
main directors of this phenomenon in the Rho family small guanosine triphosphate (GTP)-
binding proteins (Rho GTPases). They behave like molecular switches, cycling between
active (GTP-bound) and inactive forms (GDP-bound). Activation and inactivation are
regulated by guanine nucleotide exchange factors (GEFs) and GTPase-activating proteins
(GAPs). Moreover, the inactive Rho GTPases are sequestered in the cytosol by guanine
nucleotide dissociation inhibitors (GDIs), that prevent the association of Rho GTPases with
the plasma membrane [7, 24]. Among the Rho GTPase family, RhoA, Rac and Cdc42
are the most well known representatives in initiating the polarisation of migrating cells
[13, 51, 53]. During cell migration, Rac and Cdc42 tend to concentrate their activities at
the front, controlling the protrusive actin network, while RhoA is mostly active at the rear
and regulates large focal adhesions and stress fibres [36, 42]. Microtubules and intermediate
filaments are also involved in the process, for example binding the RhoA-effectors GEF-H1
and Solo [5, 17].
In recent years, Rho GTPases and cell polarisation have attracted the attention of many
modellers [20, 47]. Mare´e et al. [35] were able to simulate polarisation on a two-dimensional
domain, in which the crosstalk between RhoA, Rac and Cdc42 in their active and inactive
forms could generate the expected patterns. However, despite the fact that good compu-
tational results were obtained, a rigorous mathematical analysis of the biochemical system
comprising six partial differential equations (PDEs), remained out of reach [11], until two
years later, when Mori et al. [37] proposed a significant mathematical simplification of this
modelling framework for cell polarisation, which became very popular and can be consid-
ered as the starting point of our study. The work in [37] focused on a conceptual minimal
model of a single Rho GTPase and its switch between active and inactive forms, in which
activation was supported by a positive feedback of the active GTPase in its own activation
(see Figure 1 for a schematic representation). Their model consisted of the following pair of
reaction-diffusion equations posed on a one dimensional domain
∂a
∂t
= Da
∂2a
∂2x
+ f(a, b) x ∈ (0, L), t > 0, (1)
∂b
∂t
= Db
∂2b
∂2x
− f(a, b) x ∈ (0, L), t > 0, (2)
with
f(a, b) =
(
k0 +
γa2
K2 + a2
)
b− βa, (3)
and boundary conditions
∂a
∂x
=
∂b
∂x
= 0 x = 0, L, t > 0, (4)
2
Figure 1: The minimal GTPase circuit with positive feedback for the activation ([37, 2]). Active GTPase is
bounded to the membrane, while inactive GTPase moves in the cytosol.
where a(x, t) and b(x, t) denote the active and inactive forms, respectively. Here, k0 repre-
sents the basal rate of activation and β is the rate of inactivation. The maximal rate for the
positive feedback is indicated by γ and K is the parameter representing the quantity of a
needed to achieve a feedback-induced activation rate of γ/2 in the reaction.
The mathematical model was based on three key properties: (1) a large difference in
diffusivities between active and inactive forms (Da/Db  1); (2) conservation in time of the
total mass
∫ L
0
(a + b)dx; and (3) bistability in the reaction term f(a, b) with respect to a.
Bistable reaction-diffusion equations are known to produce travelling waves for certain initial
conditions [15]. In this work, [37], a local narrow peak of active GTPase was able to generate
a travelling wave of active GTPase which is eventually stopped due to the interplay with
the inactive GTPase, where conservation of total mass and fast cytosolic diffusion were key
ingredients. An asymptotic analysis of the model, known as wave pinning (WP) phenomena,
was later carried out in [38].
Over the years, the need for a mathematical understanding of cell polarity led to the
reduction of different mathematical models of polarisation to minimal conceptual models,
revealing different underlying mechanisms, not necessarily based on wave pinning. Some
of them, however, share common features, for example positive feedback is still the key to
achieve cell polarity in the work by Altschuler et al. [2], in which one ordinary and partial
differential equation (ODE-PDE) system and one stochastic model are proposed for the
interactions between an active and inactive GTPase component. Reaction-diffusion systems
have also been used by Otsuji et al. [43]. They derive conceptual models of two components
based on mass conservation and difference in diffusivity, which they show to be fundamental
properties to achieve polarisation. In addition, Goryachev and Pokhilko [21] proposed a
reaction-diffusion model for Cdc42 clustering in budding yeast, which was based on the
Turing pattern formation mechanism. In [11, 28] some of these models are described and
compared.
An important biological aspect of cell polarisation is the compartmentalisation of the
membrane-bound and cytosolic proteins, which has inspired several works: Novak et al.
presented a computational approach for three-dimensional modelling of Rac proteins cycling
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between cell membrane and cytosol, using reaction diffusion equations [41]. In a more recent
paper, [59], a one-dimensional model for Cdc42 and its GEFs in budding yeast is proposed.
The cytosolic components purely diffuse over the line domain while slow membrane diffusion
motivates the use of ordinary differential equations (ODEs) to model the membrane-bound
species at the two ends. Interactions between the two occur through the flux conditions of
the cytosolic components and the ODE reactions. A three-dimensional bulk-surface model
showing Turing pattern formation is proposed in [49]. The GDI-bound inactive GTPase
diffuses freely in the cell interior (the bulk) and, through an appropriate coupling boundary
conditions, it binds to the cell membrane (surface of the domain), on which, its membrane-
bound counterpart interacts with the active form. Both species were modelled by reaction-
diffusion equations. Another three-dimensional bulk-surface model is also proposed in [55].
This model is more detailed as all the three GTPases Cdc42, Rac, RhoA (in the cytosolic,
membrane-bound active and membrane-bound inactive forms) and phosphatidylinositols
(PIPs) are taken into account. The model results in a system of twelve reaction-diffusion
equations.
The wave pinning model has seen its bulk-surface extension in two works [19, 46] and
very recently in [8]. The first one by Ramirez et al. [46] adapts the WP model to GTPases
in dendritic spines in neurons. The cytosolic GTPase is assumed spatially homogeneous,
while the membrane-bound active form is subject to a surface reaction-diffusion equation.
The interesting result is that the pinning mechanism can be induced only by the geometry
of the domain: the smaller the neck of the spine, the easier is the confinement of the active
GTPase. Confinement is also facilitated by higher diffusion, which however is in contrast
with other models for cell polarisation based on slow membrane diffusivity. The second
work, by Giese et al. [19], presents a natural extension of the wave pinning model in the
bulk-surface setting (see the following equations (5)-(8)), where the molecular interactions
between the bulk and surface chemical components are mediated through an appropriate
coupling boundary condition on the surface. In their work they investigate the role of shape,
internal organelles and inhomogeneities in polarisation processes. Diegmiller et al. [8] have
recently presented a three-dimensional analysis of the steady state of the wave pinning
model in the bulk-surface setting on a sphere. They were able to show pattern formation
in the surface component, after having shown analytically that spatial variation of the bulk
component is negligible.
Inspired by these previous works, we study the extension of the wave pinning model
in more general three-dimensional stationary convex and non-convex domains. Indeed in
the work by [46] the geometry naturally reduces the model to a single one-dimensional
reaction-diffusion equation and the cytosolic component is assumed constant, while [19] is
an entirely two-dimensional work. Finally the work by Diegmiller et al. [8] reveals very
important insights, however it is restricted to a sphere. The novelty of our work lies in that
we mathematically quantify the role of the three-dimensional geometry in the wave pinning
process, yielding new insights into this minimal model for wave pinning. For simplicity
throughout the paper, we will refer to the reformulated WP model as the bulk-surface wave
pinning (BSWP) model.
We present new three-dimensional results on regular and irregular geometries, exhibit-
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ing the wave pinning process on complex geometries. A key part of our study involves the
numerical simulation of the BSWP model in three-dimensional geometries using a recently
developed bulk-surface finite element method (BS-FEM) [10, 12, 31, 32, 33, 34]. This nu-
merical framework allows to compute the solutions of the BSWP model on complex convex
and non-convex geometries.
To put into context our computational framework with respect to the current-state-
of-the-art, throughout this paper we confirm previous works based on the wave pinning
model (1)-(3) and show analogies with our results. For example, we show the evolution
of the solutions of the model at very large times which display interesting spatial effects.
Our results reveal that certain geometries induce a metastable behavior of the model, in
which the apparently stable active patch undergoes a very slow shifting on the surface
towards more rounded areas of the domain. This was also shown in previous published
results for the two-dimensional wave pinning model presented by [57]. In addition, the
BSWP model shows competition between active regions, as recently shown in the classical
WP model [6]. We also show how the geometry of the domain plays a crucial role in the
pattern formation for the special case of spatial homogeneous initial conditions. This was
interestingly reported in the two-dimensional case by Giese et al. in [19]. Hence, our work
through mathematical and numerical analysis, aims to extend the current knowledge of
the wave pinning model to realistic three-dimensional settings and to provide a satisfactory
understanding of the influence of the geometry, showing the role that cell shape plays in the
polarisation mechanism.
The structure of this work is therefore as follows: In Section 2 we describe the model and
its parameters as well as discussing its fundamental properties. The polarisation mechanism
of the BSWP model is explained in Section 3 by an asymptotic analysis on a simple geometry.
In Section 4 we present the parameter regions for bistability and polarisation. Analysis of
the steady states for the well-mixed system provide a bistability region, whereas spatial
effects were studied using the local perturbation analysis (LPA) [25, 27]. This latter tool is
able to identify parameter spaces in which a local and narrow perturbation of the spatially
homogeneous slow-diffusing component can generate spatial effects on the system. In our
work we present a novel application of the LPA in a bulk-surface setting, which provides a
natural way to investigate the effect of the ratio between surface area and bulk volume on the
system. In Section 5 we present the bulk-surface finite element method (BS-FEM) [31, 33],
used to simulate the model on various geometries. Numerical results are then presented in
Section 6 to confirm and validate theoretical findings. A summary of the main results and
a discussion follow in Section 7, with suggestions on future extensions and applications of
the BSWP model.
2. The bulk-surface wave pinning model
The model is derived for a single stationary cell (studies on migrating cells are deferred
to future work) whose shape is described by a smooth closed surface Γ ⊂ R3, hence with no
boundary, which encloses the bulk geometry Ω ⊂ R3 such that Γ = ∂Ω. In biological terms,
Γ represents the cell membrane and Ω the cell interior. Let a be the active membrane-bound
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(a) (b)
Figure 2: (a) A three-dimensional domain Ω representing the cell. (b) Activation of the bulk species occurs
through the boundary conditions and propagates over the surface Γ of the domain.
GTPase and b the inactive GTPase. For model consistency we need to require our solutions
to be smooth enough, so we look for classical solutions a ∈ C(Γ× [0, T ]) ∩ C2,1(Γ× (0, T ])
and b ∈ C(Ω × [0, T ]) ∩ C2,1(Ω × (0, T ]) ∩ C1,0(Ω × (0, T ]), where Ck,h indicates the set of
functions k times differentiable in space and h times in time. We will assume pure diffusion
for the cytosolic form and impose Robin-type boundary conditions on Γ, which take into
account the switching between active and inactive species. From conservation principles we
get
∂b
∂t
= Db∆b, x ∈ Ω, t ∈ (0, T ], (5)
−Db(n · ∇b) = f(a, b), x ∈ Γ, t ∈ (0, T ], (6)
where Db represents the diffusion coefficient, n is the outward unit vector to Ω and f is a
function which depends on both a and b and represents the variation of the bulk variable b
due to activation and inactivation of the GTPase on the cell membrane. One key property
of the model is that the reactions for the bulk species are incorporated into the boundary
condition, while no reactions occur inside the cell. We use a relatively simple nonlinear
reaction function f(a, b), the same as in [37]. Nonlinearity is achieved through a Hill function,
commonly used in biochemistry to represent what is called a cooperative binding [39]. One
can work with a generalised function of (3) given by
f(a, b) = ω
(
k0 +
γan
Kn + an
)
b− βa, (7)
where the Hill coefficient n = 2 is sufficient to achieve bistability [37, 38], It must be noted
that other choices for n have been presented [8, 26]. Following [48] we define ω := |Ω|/|Γ| as
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Param. Value/Units Description
a mol µm−2 concentration of active GTPase
b mol µm−3 concentration of inactive GTPase
Da 0.1 µm
2 s−1 diffusion coefficient of a
Db 10 µm
2 s−1 diffusion coefficient of b
k0 0.067 s
−1 basal activation rate
β 1 s−1 deactivation rate
γ 1 s−1 feedback activation rate
K 1 mol µm−2 saturation parameter
n 2 Hill coefficient
ω µm volume to surface ratio membrane binding parameter
Table 1: Parameters used in the bulk-surface model; the diffusion coefficients are taken as in [44], and the
kinetic parameter values as in [37].
the ratio between bulk volume and surface area; it characterises the geometric effects in the
reaction function and can be seen as a parameter describing the protein binding to the cell
membrane. The length unit dimension of ω is needed to reduce the dimensionality of the
bulk protein to the two-dimensional surface, where activation occurs. For a fixed volume,
ω is maximal when Ω is spherical, so activation is enhanced in resting cells which generally
have, at least in two-dimensions, a rounded shape [29].
The spatio-temporal dynamics of the membrane-bound active form a on the cell mem-
brane are described by the following surface reaction-diffusion equation
∂a
∂t
= Da∆Γa+ f(a, b), x ∈ Γ, t ∈ (0, T ], (8)
where Da is the diffusion coefficient and ∆Γ is the Laplace-Beltrami operator, which gen-
eralises the Laplacian over manifolds [10] and it is here used to describe lateral diffusion of
membrane proteins. Since we are considering a closed system in which a and b are different
forms of the same component, it makes sense to link entirely the reaction in a with the
boundary condition for b, meaning that there is full inter-conversion between the two forms.
Therefore the reaction in the equation for a is the same function f defined in (7). The
parameters used in the bulk-surface model are listed in Table 1.
It should be noted that the well-posedness and the global existence of solutions for the
general bulk-surface reaction-diffusion system of k bulk and m surface variables was studied
by Sharma and Morgan in [54]. Hence, the following theorem holds:
Theorem 2.1. The BSWP model (5)-(8) admits a unique and non-negative classical solution
a(t,x) and b(t,x) at any time t > 0, for any suitable non-negative initial condition ain(x)
and bin(x).
Proof. See [54] and in particular Corollary 3.4.
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2.1. Fundamental properties of the BSWP model
We now briefly present some fundamental properties of the BSWP model (5)-(8) as
follows.
1. Conservation of total species. Integrating (5) and (8) and applying the divergence
theorem on a manifold with boundary condition (6) and the divergence theorem on
manifolds without boundary, it is easy to prove the following.
Proposition 2.1. Let a and b be solutions of (5)-(8). Then
M(t) :=
∫
Ω
b(x, t) dx +
∫
Γ
a(x, t) ds = M0, ∀t ≥ 0 (9)
for a certain fixed value M0 ∈ R, defined by the initial conditions: indeed, M0 repre-
sents the total amount of substance a+ b in the cell.
2. Difference in diffusivities. As protein diffusion over the membrane is known to occur
much slower than in the cytosol, we consider Da  Db [44].
3. Bistability. The following proposition holds
Proposition 2.2. Consider a fixed value of b, denoted b. Therefore, there exist two
positive values b1 and b2 such that if b ∈ (b1, b2), the function f(a, b), as defined in (7),
can have up to three zeros a1(b) < a2(b) < a3(b). In particular, when this occurs we
have [38]
∂f
∂a
(a1(b), b) < 0,
∂f
∂a
(a2(b), b) > 0,
∂f
∂a
(a3(b), b) < 0. (10)
See also Figure 3 for a schematic representation. In particular, a necessary condition
for bistability [38] is that
8k0 < γ. (11)
This latter condition represents and highlights the important role of the feedback-
induced activation rate in the model.
3. Asymptotic analysis on a disk
The basic mechanisms of the BSWP model (5)-(8) can be understood through an asymp-
totic analysis which is here presented in order to highlight the main steps of the spatio-
temporal evolution of certain classes of initial conditions. Since the core of the analysis is
based on the crucial difference of protein diffusivity between cell membrane and cytosol, a
convenient setting to stress this relationship is the use of a nondimensional version of the
model. Therefore, in this section we consider the following coupled system of bulk-surface
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reaction-diffusion equations, where diffusion on the surface is very slow relative to diffusion
in the bulk
ε
∂b
∂t
= ∆b, x ∈ Ω, (12)
−(n · ∇b) = f (a, b), x ∈ Γ, (13)
ε
∂a
∂t
= ε2∆Γa+ f(a, b), x ∈ Γ, (14)
with
f(a, b) :=
(
k0 +
γa2
1 + a2
)
b− a, (15)
where a and b are now nondimensional quantities and ε2 = Da
Db
is a small parameter. Details
of the nondimensionalisation can be found in the Appendix.
Provided condition (11) is satisfied, for b within a certain range (b1, b2), the function
f(a, b) has three distinct and positive roots a1(b) < a2(b) < a3(b) and (10) is satisfied, i.e.
a1(b) and a3(b) are stable steady states for the ODE corresponding to the equation (14)
with zero diffusion. Bistable reaction-diffusion equations are known to produce travelling
wave solutions [15] and this is a crucial aspect of the wave pinning mechanism. Figure 3
shows the zero level set of z = f(a, b), which also represents the nullcline of the ordinary
differential system.
b
1.8 2 2.2 2.4 2.6 2.8 3
a
0
0.5
1
1.5
2
2.5
a(b) : f(a(b),b)=0
a1(b)
a2(b)
a3(b)
Figure 3: The solutions (a, b) solving f(a, b) = 0 as defined in (15) with parameters k0 = 0.05 and γ = 0.79.
We consider initial conditions of the following type
bin(x) = b0 ∈ (b1, b2), x ∈ Ω, (16)
ain(x) = ag + ap(x), x ∈ Γ, (17)
where ag ∈
[
0, a2(b0)
)
and ap is a continuous function over Γ such that if
Γp :=
{
x ∈ Γ : ap(x) + ag > a2(b0)
}
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Figure 4: Numerical solutions of the BSWP model (12)-(15) with ε2 = 0.001 on a disc at different time
steps. The parameter ε plays a crucial role in sharpening the fronts of the solution a [38] and smaller choices
of ε result in a clearer effect of the BSWP mechanism. On the top row we plot the solution a (red line) over
the circle at different time steps, whereas the horizontal dashed lines indicate the three solutions a1, a2, a3
of f
(
a, b
)
= 0, where b = 1|Ω|
∫
Ω
b dx and a1 < a2 < a3. On the bottom row we plot the solution b inside the
disk. It is important to note the scale values for b: at every time step, b is approximately spatially constant.
(a) (top) A narrow Gaussian function is summed over a spatially homogeneous initial condition. In most
of its domain a is initially smaller than a2, except for the Gaussian peak. We use the centre of the peak
as reference for the polar coordinate system. (bottom) The initial condition for b is spatially homogeneous.
(b) (top) Attraction of a towards the values a1 and a3 is well visible: the peak grows towards a3, while the
rest of the solution tends to the lower value a1. (bottom) Depletion of b starts from the boundary of the
disc at around θ = 0. (c) (top) At time t = 100 a overlaps a1 and a3 in most of the domain except in the
two very small areas where the transition between the two states occurs very sharply. In addition, the peak
of a has visibly increased its width, as propagation has started. (bottom) b is depleted in correspondence of
the sharp moving fronts of active GTPase. (d) The steady states for a and b. b has reached its critical value
and there is no more source of GTPase available for a, which therefore is pinned in an almost piece-wise
constant shape. Details of the numerical methods and tools used for the simulation will be given in Section
5.
then
0 <
|Γp|
|Γ|  1 and
1
|Γ|
∫
Γp
ap dx 1.
In biological terms, the above describe that initially the inactive cytosolic protein is homo-
geneously constant, while the initial concentration of a is less than the value a2(b0) in most
of its domain except for tiny regions in which its mass is negligible. In the simulations we
have represented ap with very narrow Gaussian functions.
We consider a flat cell Ω = {(x, y) : x2 + y2 < r2, r > 0} which, being a simple
circular domain, makes the exposition clearer. We are also interested in a single peak for
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a, which means Γp is connected, in other words, ain(x) = a2(b0) has two solutions x. In
our exposition we next show that the evolution of a is strongly characterised by different
time scales with the development of well defined spatial patterns and formation of boundary
layers in which the solution drastically passes from one “stable” state to the other. This
corresponds to a sudden large variation of the gradient of a, in very small regions, which
is otherwise negligible elsewhere. This leads to the need of a spatial rescaling around these
areas. A typical strategy for studying this class of equations is presented in [52], where a
mass conserved reaction-diffusion equation with a double-well potential is studied through
multiple temporal rescaling and matched asymptotic analysis. Our analysis is described in
four steps (see also Figure 4) as outlined below, and it follows the asymptotic analysis done
by Mori et al. [38] for the unidimensional model (1)-(3), which we have re-adapted to the
BSWP model (5)-(8) thanks to the circular geometry.
(a) At the initial time, a evolves into a well defined profile with two fronts: over Γp it is
attracted by a3(b), while on the rest of the domain it is attracted by a1(b). On the
other hand, b is approximately spatially homogeneous. We study this evolution over the
zoomed time scale τ = t/ε.
(b) In the intermediate time scale t we observe the movement of the fronts in the a profile,
in particular we are interested in the expansion of the high concentration peak. In order
to achieve this, we need to show that
• The speed of the propagating fronts is strictly related to the sign of the function
defined by
I(b) :=
∫ a3(b)
a1(b)
f(ξ, b)dξ, b ∈ (b1, b2). (18)
• I(b) is an increasing function in (b1, b2) and there exists bc ∈ (b1, b2) such that
I(bc) = 0.
(c) The propagation of a coincides with the depletion of b, which is always approximately
spatially homogeneous (note the color scale in Fig 4 bottom).
(d) Under particular conditions on the initial concentrations, the propagation stops before
the whole boundary is activated. This occurs when b has decreased to its critical value
bc.
We are now in a position to discuss the steps (a)-(d) in more detail.
Step a) We first study the initial evolution of the system (12)-(15) by introducing the
fast time scale τ = t/ε. Temporal rescaling results in the following coupled bulk-surface
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system
∂b
∂τ
= ∆b, x ∈ Ω,
∂a
∂τ
= ε2∆Γa+ f(a, b), x ∈ Γ,
−(n · ∇b) = f (a, b) x ∈ Γ.
Looking for solutions of the form a = a0 + a1ε+ a2ε
2 + · · · and b = b0 + b1ε+ a2ε2 + · · · we
find, at the leading order
∂b0
∂τ
= ∆b0, x ∈ Ω,
∂a0
∂τ
= f(a0, b0), x ∈ Γ,
−n · ∇b0 = f(a0, b0), x ∈ Γ.
The equation for a0 is an ordinary differential equation and, at each x, the solution will tend
to the stable stationary point a3(b) for x ∈ Γp or a1(b) elsewhere: at the end of this time
scale we will have ∂a0
∂τ
≈ 0. This means that over Γ, f(a0, b0) ≈ 0.
The equation for b0 is the heat equation with Neumann boundary conditions that will
become approximately homogeneous at the end of the time scale. Then b0(x, τ) will tend to
reach a spatially homogeneous profile over the domain Ω.
Step b) In the intermediate time scale t, we again look for solutions of the form a =
a0 + a1ε+ a2ε
2 + · · · and b = b0 + b1ε+ a2ε2 + · · · . At the leading order we have
∆b0 = 0, x ∈ Ω,
f(a0, b0) = 0, x ∈ Γ,
−n · ∇b0 = f(a0, b0), x ∈ Γ.
We see that the flux condition is actually −n ·∇b0 = 0, consistent with the Laplace equation
in Ω. b0(x, t) is now at equilibrium all over the domain. On the other hand, a0(x, t) remains
at its low and high values, either a1(b) or a3(b). This is valid far from the two front layers
where the solution passes from a1 to a3 and vice versa. Our goal is to see if these front
layers move in time over the boundary Γ. We take advantage of the circular geometry of
the domain and re-write the model (12)-(15) in polar coordinates
ε
∂b
∂t
=
∂2b
∂ρ2
+
1
ρ
∂b
∂ρ
+
1
ρ2
∂2b
∂θ2
, ρ ∈ (0, r), θ ∈ (−pi, pi],
ε
∂a
∂t
=
ε2
r2
∂2a
∂θ2
+ f(a, b), ρ = r, θ ∈ (−pi, pi],
−∂b
∂ρ
= f(a, b), ρ = r, θ ∈ (−pi, pi],
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where r is the radius of the disk. In this coordinate system it becomes easier to define the
positions of the front layers. Indeed, an angle θ is enough to uniquely identify a point on Γ.
Let us set θ = 0 at the centre of the boundary subset Γp, so that there exist a value θ1 < pi
such that Γp = (−θ1, θ1), see also Figure 4a (top and bottom).
The positions of the two fronts of a are therefore initially defined by −θ1 and θ1 and
our goal is to show that these positions can change in time subject to (12)-(15). We will
consider θ1(t), which is initially small. We define the variable
ϕ1(t) :=
θ − θ1(t)
ε
,
such that
lim
ε→0
ϕ1 =
{
+∞ if θ > θ1
−∞ if θ < θ1
and
lim
ϕ1→−∞
a(ϕ1) = a3(b), lim
ϕ1→+∞
a(ϕ1) = a1(b),
i.e. the wave front connects the high and low plateau values of a. We remark that for θ < 0
the situation reverses: the solution is close to a1(b) for values of θ < −θ1 and to a3(b) for
θ > −θ1. More generally, the periodicity of the two-dimensional domain requires an even
number of fronts in (−pi, pi], which was not necessary in previous works on the wave pinning
mechanism. The equation for a in the new coordinate aˆ(ϕ1(t), t) = a
(
θ−θ1(t)
ε
, t
)
is
ε
daˆ
dt
− θ′1(t)
∂aˆ
∂ϕ1
=
1
r2
∂2aˆ
∂ϕ21
+ f(aˆ, b), ϕ1 ∈ (−∞,+∞).
The term θ′1(t) in the left hand side of the above equation describes the speed of the front,
which we want now to investigate. Using again asymptotic expansion aˆ =
∑
aˆiε
i we get, at
the leading order
1
r2
∂2aˆ0
∂ϕ21
+ θ′1(t)
∂aˆ0
∂ϕ1
+ f(aˆ0, b) = 0, ϕ1 ∈ (−∞,+∞).
Multiplying the above by ∂aˆ0
∂ϕ1
and integrating in ϕ1 ∈ (−∞,∞) leads to
1
2r2
∫ +∞
−∞
∂
∂ϕ1
(
∂aˆ0
∂ϕ1
)2
dϕ1 + θ
′
1(t)
∫ +∞
−∞
(
∂aˆ0
∂ϕ1
)2
dϕ1 +
∫ +∞
−∞
f(aˆ0, b0)
∂aˆ0
∂ϕ1
dϕ1 = 0.
The first integral is zero
1
2r2
∫ +∞
−∞
∂
∂ϕ1
(
∂aˆ0
∂ϕ1
)2
dϕ1 =
1
2r2
(
∂aˆ0
∂ϕ1
)2 ∣∣∣ϕ1=+∞
ϕ1=−∞
= 0,
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since aˆ0 is constant at the limits of ϕ1. Applying a change of variable s = aˆ0(ϕ1, t) the last
integral can be written as∫ +∞
−∞
f(aˆ0, b¯0)
∂aˆ0
∂ϕ1
dϕ1 = −
∫ a3(b¯0)
a1(b¯0)
f(ξ, b¯0) dξ.
Hence, finally the following equality holds
θ′1(t) =
∫ a3(b¯0)
a1(b¯0)
f(ξ, b¯0) dξ∫ +∞
−∞
(
∂aˆ0
∂ϕ1
)2
dϕ1
. (19)
As
∫ +∞
−∞
(
∂aˆ0
∂ϕ1
)2
dϕ1 > 0, the previous equality gives us an important information about
the speed of the front, which moves with the same sign of the function
I(b) =
∫ a3(b)
a1(b)
f(s, b) ds, (20)
which is represented in Figure 5.
Figure 5: The integral I(b) =
∫ a3(b)
a1(b)
f(a, b)da with f defined in (15) and parameter values in Table 1.
I(b) increases in [b1, b2] and has one zero bc ≈ 2.28, obtained by numerical estimation. The speed of the
propagation of a is related to a decreasing of the bulk component and stops when b reaches the critical value
bc.
We remark that I(b) is an increasing function, since
I ′(b) = f(a3(b), b)a′3(b)− f(a1(b), b)a′1(b) +
∫ a3(b)
a1(b)
∂f(a, b)
∂b
da
=
∫ a3(b)
a1(b)
(
k0 +
γa2
1 + a2
)
da > 0
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given that a1(b) < a3(b) and the parameters k0 and γ are positive. The existence of a critical
value bc such that I(bc) = 0 can be proven by showing that, for some ε > 0, I(b1 +ε) < 0 and
I(b2 − ε) > 0, where b1 and b2 are the extremal values for the existence of three zeros a(b)
of f(a, b). In fact when b = b1 or b = b2 the function f(a, b) has only two roots, i.e. between
the roots it is either entirely negative or entirely positive. If b = b1 − ε or b = b2 + ε then
the integral is infinite. However as I(b) is an increasing function, by continuity it follows
that I(b1 + ε) < 0 and I(b2 − ε) > 0. This shows the existence of the critical value bc and
for (19) we know that for b > bc then a increases its high concentration region.
Step c) We now prove that if θ1 increases, i.e. the high concentration peak for a expands,
then the quantity b decreases all over the domain. Since a1 and a3 are not constant, in
principle propagation of a does not necessarily imply an increment of its overall amount
(which, by conservation of total mass (9) would have implied depletion of b). Therefore, we
start rewriting (9) at the leading order of the asymptotic expansion as
M0 =
∫
Ω
b0 dx +
∫
Γ
a0 ds+O(ε).
At the previous step we have seen that b0 is spatially homogeneously distributed and a0 is
approximately a3(b0) if |θ| < θ1 or a1(b0) otherwise. Therefore we can rewrite the previous
equation as
pir2b0(t) + 2θ1(t)r a3(b0) + 2r (pi − θ1(t)) a1(b0) +O(ε) = M0. (21)
Discarding terms O(ε) and differentiating (21) with respect to t results in
pir2b′0(t) + 2rθ
′
1(t)a3(b0) + 2rθ1(t)a
′
3(b0)b
′
0(t) + 2r(pi − θ1(t))a′1(b0)b′0(t)− 2rθ′1(t)a1(b0) = 0,
from which, rearranging terms leads to
b′0(t) = −2
a3(b0)− a1(b0)
pir2 + 2θ1(t)r a′3(b0) + 2r (pi − θ1(t)) a′1(b0)
θ′1(t)r. (22)
We now prove that the denominator in (22) is positive. Let us differentiate with respect
to b the equation f(ai(b), b) = 0 for i = 1, 3
0 =
d
db
f(ai(b), b) = a
′
i(b)
∂f
∂a
∣∣∣
(a,b)=(ai(b),b)
+
∂f
∂b
∣∣∣
(a,b)=(ai(b),b)
. (23)
From which we get, if ∂f
∂a
∣∣∣
(a,b)=(ai(b),b)
6= 0, that
a′i(b) = −
(
∂f
∂a
∣∣∣
(a,b)=(ai(b),b)
)−1
∂f
∂b
∣∣∣
(a,b)=(ai(b),b)
. (24)
However, if the term in braces in (24) vanishes, then from (23), it needs to be that
∂f
∂b
∣∣∣
(a,b)=(ai(b),b)
= 0,
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but this is not possible since
∂f
∂b
=
(
k0 +
γa2
1 + a2
)
> 0, ∀a.
Hence, using (10) in (24), we conclude that
a′1(b) > 0, and a
′
3(b) > 0. (25)
From (25), it is now clear the positiveness of the denominator in (22), while the sign of
the numerator of (22) is the opposite of the sign of θ′1(t): if θ
′
1(t) > 0 then b
′
0(t) < 0 and
vice-versa. This finally proves that the propagation of active GTPase a over the boundary
is related to a decreasing of the bulk component b.
Step d) In order to achieve polarisation, the propagation needs to stop, i.e. at a certain
time t¯, θ′1(t¯) = 0 and this happens when b(t) reaches a minimum value bc. Therefore, ignoring
terms of order O(ε) we have
M0 = pir
2bc + 2θ1(t¯)r a3(bc) + 2r(pi − θ1(t¯))a1(bc).
We rewrite it in the form
M0 = pir
2bc + 2rθ1(t¯)
(
a3(bc)− a1(bc)
)
+ 2pir a1(bc).
Since we require 0 < θ1 < pi then
M0 < pir
2bc + 2pir
(
a3(bc)− a1(bc)
)
+ 2pir a1(bc) = pir
2bc + 2pir a3(bc)
and
M0 > pir
2bc + 2pir a1(bc).
We therefore have found a condition on M0 equivalent to the classical wave pinning model
[38]. To have pinning we need to take an initial value b0 > bc and a0 such that
m1 < M0 < m2, (26)
where the quantity m1 := pir
2bc+2pir a1(bc) represents the total mass at the equilibrium with
the lowest active GTPase, while the quantity m3 := pir
2bc + 2pir a3(bc) represents the total
mass at the equilibrium where the whole membrane has been activated, with no pinning
taking place. In order to have a heterogeneous steady state for a, i.e. obtain a pinned active
GTPase propagation state, the total amount M0 of GTPase should not be neither too low
nor too high.
4. Bistability and polarisation
In this section we are interested in mapping parameter regions for all possible different
behaviors of the two- and three-dimensional BSWP model (5)-(8) in order to get some
insights on the role of geometry. Indeed, depending on the parameters, the model is able
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to generate different responses, for example it supports spatial homogeneous solutions. We
will start from this point, analysing the role of the reactions in the system. In a second step,
we will use an approximated nonlinear analysis in order to identify the spatial responses of
the BSWP model with respect to small perturbations of the boundary component from the
spatially homogeneous state. We remark that the following analysis is basically independent
of the spatial dimension.
4.1. Well mixed model
Integrating equation (5) in Ω and applying the divergence theorem with (6), we get∫
Ω
∂b
∂t
dx = −
∫
Γ
f(a, b) ds.
Since we want to consider spatial homogeneous solutions, this corresponds to
∂bg
∂t
∫
Ω
1 dx = −f(ag, bg)
∫
Γ
1 ds.
Finally, we will analyse the so-called well mixed system defined by
dag
dt
= f(ag, bg), (27)
ω
dbg
dt
= −f(ag, bg), (28)
where we recall that ω = |Ω|/|Γ| denotes a parameter describing the geometry of the domain.
Given that ω has unit length makes the above system unit dimensionally consistent (see also
Table 1). We note that the following quantity is conserved
ag(t)
ω
+ bg(t) =
ag(0)
ω
+ bg(0),
which can be interpreted as a scaled total concentration. Indeed, it follows from (9) that
M0 =
∫
Γ
a(x, t) ds+
∫
Ω
b(x, t) dx = |Γ|ag(t) + |Ω|bg(t) = |Ω|
(
ag(t)
ω
+ bg(t)
)
.
The analysis of (27)-(28) reduces to the single equation
dag
dt
= f
(
ag,m0 − ag
ω
)
, (29)
where m0 :=
M0
|Ω| . From the study of the steady states, f
(
ag,m0 − agω
)
= 0 is a third degree
polynomial in ag and, by the Descartes’ rule of signs, it can be shown that it has either one
or three positive real roots. Therefore, from the negativity of the leading order coefficient,
it follows that there exists either a single stable steady state or 3 steady states where the
outer two are stable. Bistability corresponds to the co-existence of high and low GTPase
activities at the cell membrane. When only a single steady state is possible, then the well
mixed model admits only one response between low and high activities.
The responses of the model for different values of the parameters m0 and γ are shown in
Figure 6, where the bistability region is indicated by the blue color, and the white and red
areas indicate existence of a unique steady state for (29).
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4.2. Local perturbation analysis
Local perturbation analysis (LPA) is a convenient tool that can be very useful in un-
derstanding how a local perturbation might affect some classes of reaction-diffusion systems
with fast and slow components. We refer the interested reader to [25, 26, 27] for more
details and the LPA. The basic idea is the following: let system (5)-(8) possess a spatially
homogeneous profile (bg(t), ag(t)) and apply a narrow and well localised perturbation to the
slow-diffusive component a, such as defined by equation (17). Based on the fact that we
have a fast and a slow variable (Db >> Da) we consider the limits Db → ∞ and Da → 0.
Therefore b maintains a global spatial uniform profile bG(t). On the other hand a(x, t) has
a global spatial uniform profile ag in most of the cell membrane, except in the narrow area
where the perturbation ap is applied. Considering the limit Da → 0, the perturbation ap
does not influence through diffusion the baseline level ag and, given its small mass, it does
neither substantially influence b. In these terms it is possible to consider ap(t) and ag(t) as
different entities to obtain the following ODE system
dap
dt
= f (ap, bg) , (30)
dag
dt
= f (ag, bg) , (31)
ω
dbg
dt
= −f (ag, bg) . (32)
It can be easily shown using conservation that the above system can be reduced to the
following system
dap
dt
= f
(
ap,m0 − ag
ω
)
, (33)
dag
dt
= f
(
ag,m0 − ag
ω
)
. (34)
The above ODE system indicates that steady states for ap might differ from the steady
states for ag. Indeed, we interpret this case as the polarisation response: the perturbation
has affected the system and two states on the boundary are simultaneously present, with
a localised high activity and low activity elsewhere. Using this analysis and numerical
calculations, we obtain the polarisation region in the parameter plane m0 − γ, which is
shown in red and blue color in Figure 6.
We have calculated the bistability and the polarisation regions for different values of
ω, obtaining qualitatively identical results. However, the regions increase their sizes with
decreasing ω. For the three-dimensional case, for a given volume |Ω|, maxΓ ω = r/3 where r
is the radius of the sphere enclosing that volume. Therefore, having a fixed volume, the more
the surface increases, the smaller ω becomes. This is an interesting result which suggests
that changes in shapes and increases in the cell surface relative to its volume enhance the
possibility of achieving polarisation. Indeed a key feature of cell migration is the change in
cell shape [50].
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In [26] the same analysis was done for the model (1)-(3) where a and b are defined on
the same unidimensional spatial domain. They derive a well mixed and LPA system which
is a special case of our models (28)-(27) and (30)-(32) when ω = 1. They initially use a
sharp switch approximation for the reaction (7) (passing to the limit as n → ∞) in order
to be able to calculate the steady states analytically. Then they numerically calculate the
bistability and polarisation regions for (7) with n = 4. Our results, when n = 2, are totally
in line with their work and suggests that the bulk-surface framework maintains and extends
the features of the original wave pinning model (1)-(2).
Figure 6: Bistability (blue) and polarity (red and blue) regions for different values of the parameter ω =
|Γ|/|Ω|. On the x-axis we vary the total mass per unit volume m0 = M0/|Ω|. On the y-axis the activation
rate γ of Rho-GTPase positive feedback is varied. The blue region defines the parameter region in which all
the possible responses (uniform high activity, uniform low activity or polarisation) can take place. Note that
for small values of the positive-feedback rate γ no polarisation is possible and the stronger the feedback, the
bigger can be the total initial concentration. From left to right: ω = 1 µm, which can be generated taking
Ω as a sphere of radius 3 µm; ω = 1.6 µm which correspond to the choice of a sphere of radius of 5 µm, as
in [37]; ω = 0.42 µm which corresponds to a non-spherical domain having a surface 4 times bigger than the
one of a sphere of radius 5 µm but with same volume. While we show qualitatively similar results, we also
highlight the role of ω: increments of the value ω (which might be due to an increase of the surface area)
cause an increase of the bistability and polarisation areas. Although the three figures look almost the same,
note the differences in the horizontal scales.
5. The bulk-surface finite element method
Next, we present the bulk-surface finite element method (BS-FEM) [33] which we adopt
to solve the BSWP model (5)-(8). The basic idea is to describe the model numerically by
systems of linear equations, which are easy to solve. In order to do this, we first describe the
BSWP model using a weaker formulation, for which the regularity requirements are more
flexible. In a second step we discretise the spatial and temporal domains. This allows us to
finally derive the systems of linear equations.
5.1. Weak formulation
We will use the following notation: for D ⊂ Rd we indicate with H1(D) and H−1(D)
respectively the Sobolev space and its dual, see [14] for definitions and theory. X being a
Banach space we can define
L2([0, T ];X) :=
{
u : [0, T ]→ X s.t.
∫ T
0
||u||2X dt <∞
}
.
19
In the following we will also use the dot notation to indicate the (temporal) derivative.
The weak formulation of the BSWP model (5)-(8) reads: find a ∈ L2(0, T ;H1(Γ)) with
a˙ ∈ L2(0, T ;H−1(Γ)) and b ∈ L2(0, T ;H1(Ω)) with b˙ ∈ L2(0, T ;H−1(Ω)) such that∫
Γ
a˙w ds+Da
∫
Γ
∇Γa · ∇Γw ds =
∫
Γ
f(a, b)w ds, (35)∫
Ω
b˙v dx +Db
∫
Ω
∇b · ∇v dx = −
∫
Γ
g(a)b v ds+
∫
Γ
βa v ds, (36)
∀w ∈ H1(Γ) and ∀v ∈ H1(Ω). In equation (36) we have introduced the function g(a) :=
ω
(
k0 +
γa2
K2+a2
)
.
5.2. Spatial discretisation
We consider a closed polyhedral approximation Ωh of Ω and define a mesh over it, i.e. we
find a suitable set Th = {T1, ..., TNT } such that Ωh =
⋃NT
i=1 Ti, where each Ti is a tetrahedron,
such that for any i 6= j we have
◦
T i ∩
◦
T j = ∅ and if Ti ∩ Tj 6= ∅ then the intersection is
either a common face, side or vertex of the two elements. As well, we approximate Γ with
Γh := ∂Ωh. A natural mesh Sh for Γh can be easily deduced from the bulk mesh Th. Indeed,
the boundary of Ωh is discretised by the external faces of some tetrahedra of Th. These faces,
which are triangles, compose Sh. We indicate with Nh to represent the number of vertices in
the mesh Th and with Nˆh the number of vertices in Sh. The definition of the two meshes Th
and Sh and their compatibility is a crucial point for the bulk-surface finite element method.
Let now P1(D) be the space of first degree polynomials over a set D ⊂ Rd and we define
the following function spaces
Vh(Ωh) :=
{
v : Ωh → R : v ∈ C0(Ωh), v|T ∈ P1(K), ∀T ∈ Th
}
,
Wh(Γh) :=
{
w : Γh → R : w ∈ C0(Γh), w|S ∈ P1(K), ∀S ∈ Sh
}
,
which are subsets, respectively, of H1(Ωh) and H
1(Γh). The semi-discrete weak formula-
tion therefore reads: find ah ∈ L2([0, T ];Wh(Γh)) with a˙h ∈ L2([0, T ];Wh(Γh)) and bh ∈
L2([0, T ];Vh(Ωh)) with b˙ ∈ L2([0, T ];Vh(Ωh)) such that∫
Γh
a˙hwh ds+Da
∫
Γh
∇Γah · ∇Γwh ds =
∫
Γh
f(ah, bh)wh ds, (37)∫
Ωh
b˙hvh dx +Db
∫
Ωh
∇bh · ∇vh dx = −
∫
Γh
g(ah)bh vh ds+
∫
Γh
βah vh ds, (38)
∀wh ∈ Wh(Γh) and ∀vh ∈ Vh(Ωh).
A basis for Wh(Γh) is the set of the hat functions ψi ∈ Wh(Γh) with the property that
ψi(xj) = δi,j for any vertex xj of Sh and ∀i, j = 1, ..., Nˆh. As well, we denote with ϕ1, · · · , ϕNh
the hat functions on Th, which generate a basis of Vh(Ωh). Therefore we seek solutions of
the form
ah(x, t) =
Nˆh∑
i=1
ah(xi, t)ψi(x) and bh(x, t) =
Nh∑
i=1
bh(xi, t)ϕi(x).
20
In terms of the basis functions, the problem (37)-(38) is equivalent to the following system
of ODEs
MΓha˙+DaKΓha = F (a, b), (39)
MΩh b˙+DbKΩhb+G(a)b = βHa, (40)
where
a =
(
ah(xi, t)
)
i=1,··· ,Nˆh
, b =
(
bh(xi, t)
)
i=1,··· ,Nh
, MΓh =
(∫
Γh
ψjψi ds
)
i,j=1,...,Nˆh
,
KΓh =
(∫
Γh
∇Γψj · ∇Γψi ds
)
i,j=1,...,Nˆh
, F (a, b) =
(∫
Γh
f(ah, bh)ψi ds
)
i=1,...,Nˆh
,
MΩh =
(∫
Ωh
ϕjϕi dx
)
i,j=1,...,Nh
, KΩh =
(∫
Ωh
∇ϕj · ∇ϕi dx
)
i,j=1,...,Nh
,
G(a) =
(∫
Γh
g(ah)ϕjϕi ds
)
i,j=1,··· ,Nˆh
and H =
(∫
Γh
ψjψi ds
)
i=1,··· ,Nˆh
j=1,··· ,Nˆh
.
5.3. Temporal discretisation
We discretise the time interval [0, T ] uniformly with Nt ∈ N time points, corresponding
to choosing a time step τh =
T
Nt
. We define
tn = tn−1 + τh, or equivalently tn = nτh, n = 1, · · · , Nt,
with t0 = 0. We will indicate the solutions at discrete time tn with an and bn. We use
a predictor-corrector finite difference method to approximate the time-derivatives (see for
example [31]). To calculate the solution at each time point, we follow the steps outlined
below.
1. We predict a solution a˜n for the surface component using the IMEX method (diffusion
IMplicit, reaction EXplicit)
(MΓ + τhDaKΓ) a˜
n = MΓa
n−1 + τhF (an−1, bn−1). (41)
2. We calculate the solution bn using Crank-Nicholson time discretisation and the pre-
dicted solution a˜n(
MΩ +
1
2
τhDbKΩ +
1
2
τhG(a˜
n)
)
bn
= MΩb
n−1 −
(
1
2
τhDbKΩ − 1
2
τhG(a˜
n)
)
bn−1 +
1
2
τhβHa˜
n +
1
2
τhβHa
n−1. (42)
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3. Using the predicted a˜n and bn, we correct the predicted solution for a˜n using the
Crank-Nicholson scheme(
MΓ +
1
2
τhDaKΓ
)
an = MΓa
n−1 − 1
2
τhDaKΓa˜
n +
1
2
τhF (a˜
n, bn) +
1
2
τhF (a
n−1, bn−1).
(43)
The method is second order accurate in time [45], and moreover the following property holds.
Proposition 5.1. The numerical method (41)-(43) is conservative, i.e.∫
Ωh
bh(x, t
n) dx +
∫
Γh
ah(x, t
n) ds =
∫
Ωh
bh(x, 0) dx +
∫
Γh
ah(x, 0) ds, ∀n = 1, ..., Nt.
Proof. It is sufficient to sum over the rows of each one of the three systems (41), (42) and
(43). One obtains three different equations in which the property of the basis functions
Mh∑
i=1
ψi(x) = 1 and
Nh∑
i=1
ϕi(x) = 1,
is exploited to simplify the calculations. Summing the three equations together it is easy to
see that∫
Ωh
bh(x, t
n) dx +
∫
Γh
ah(x, t
n) ds =
∫
Ωh
bh(x, t
n−1) dx +
∫
Γh
ah(x, t
n−1) ds.
An iterative procedure leads to the complete proof of the Proposition.
Details on the implementation of the numerical algorithm for the BS-FEM are given in
Appendix B.
6. Results
In this section we present some simulations on three different domains: a sphere, a
capsule and a complex domain, caricature of a polarised fibroblast. In all the simulations
except for last one, we set the initial conditions as follows: referring to Proposition 2.2, the
bulk component is spatially homogeneous with value
b0 = b2 − εb(b2 − b1), (44)
with εb < 1 such that b0 > bc, where bc is the only zero of I(b) in (18). For the surface
component, we superimpose a narrow Gaussian function with magnitude ap = (a2 + a3)/2
on a spatially homogeneous profile with magnitude ag = (a1 + a2)/2, where a1, a2, a3 are
the solutions of f(a, b0) = 0, i.e.
ain = ag + ap exp
(
−(x− x0)
2 + (y − y0)2 + (z − z0)2
σ2
)
(45)
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where (x0, y0, z0) is the centre of the perturbation. In case of two perturbation peaks with
centres (x0, y0, z0) and (x1, y1, z1), we impose the following initial condition
ain = ag + ap exp
(
−(x− x0)
2 + (y − y0)2 + (z − z0)2
σ2
)
+ ap exp
(
−(x− x1)
2 + (y − y1)2 + (z − z1)2
σ2
)
. (46)
The following simulations present a variety of choices for the parameters εb, σ
2 as well as for
the centre of the perturbations. Although these parameters do not play a fundamental role
in the qualitative behavior of the solutions, here we show a selection of our most significant
results.
6.1. Sphere
Our first three-dimensional geometry on which we solve the BSWP model (5)-(8) is the
sphere which is the simplest possible three-dimensional shape. We consider a radius of 5µm,
which is the radius used in the simulations of the WP model [37]. We consider εb = 0.154
in (44) and σ2 = 0.5µm2 in (45). The perturbation of the homogeneous state is strong
enough to trigger polarisation: from this small region, a propagative activation is started in
all directions. This will be finally pinned in about 100 seconds, resulting in a stable active
area. In Figure 7 we show the evolution of a and in Figure 8 the temporal evolution of the
masses of a and b which become constants when the propagation gets pinned.
6.2. Capsule
As a second example, we compute numerical solutions of the BSWP model (5)-(8) on a
capsule composed of cylinder of radius 5 µm and height 4 µm and two spherical caps at its
extremities. The results shown in Figure 9 are obtained with parameter values εb = 0.006
in (44) and σ2 = 0.2µm2 in (45). A very small value of εb is chosen in order to have an
initial total quantity of b very close to its possible maximal value b2, therefore increasing
the available source for the activation. The small value for σ2 narrows the initial activated
area, but it is still big enough to maintain the ability to propagate. As expected, the initial
condition triggers the activation process, which apparently reaches the steady state in about
120 seconds, see Figure 9. Eventually, we compute and observe the behavior of the numerical
solutions for very long times for the BSWP model and notice that the activated region is
moving very slowly from its “apparent” steady state, towards one of the caps of the capsule,
which is finally covered in more than 3 hours. Vanderlei et al. showed the same property for
the classical wave pinning model (1)-(3): on two-dimensional geometries the “steady state”
active concentration has the tendency to move very slowly towards more rounded regions
of the domain [4, 57]. It is interesting to note that in our case, the slow motion requires a
much bigger time, which in [57] was of only around 200 seconds.
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Figure 7: Numerical simulations of the BSWP model (5)-(8) on a sphere: The active form of Rho GTPase
a propagating from a ”stimulating” initial condition (17) over a sphere. The numerical solution reaches a
stable configuration after about 100 seconds. See text for further details.
6.3. Polarised cell shape
Next, we consider a more complex geometry whose shape mimics that of a polarised
cell in vitro, see Figure 10. The domain has a volume of 538 µm3 and surface area of 911
µm2, almost three times more than the surface area of a sphere with the same volume. The
front of the domain presents some protrusions with five tips. We set εb = 0.154 in (44) and
σ2 = 0.5 in (46). In Figure 11 we activate one external tip and one internal tip, while in
Figure 12 activation starts from the external tips. Both perturbations are strong enough to
trigger the polarisation process, which starts the enlargement of the polarity patches. In the
first simulation shown in Figure 11, in about four minutes the two activated spots merge
together into a unique stable active region which enlarges over the whole front of the domain
and gets pinned in about 10 minutes.
In the second simulation shown in Figure 12, the cell needs a much longer time to
stabilise as it has to deal with two competitive polarity patches. Initially, propagation
occurs normally with two different enlarging areas. After about five minutes one active
region inverts its behavior and starts disappearing. This leads to a winning tip, which
continues enlarging on its side, until final stabilisation.
In all previous simulations, we have used suitable initial conditions in the form of per-
turbations of the spatially homogeneous profile of a. This has been shown to be enough to
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Figure 8: Variation in time of the total mass of active (left) and inactive (right) GTPases of the numerical
solution shown in Figure 7. The initial decrease in the mass of a is due to the attraction of the solution
towards the smaller value a1(b) in most of its domain. Consequently we observe an initial increase of the
mass of b. The mass of a starts increasing with the spreading of its activity over the surface, which reduces
the mass of b. After about 100 seconds the two components approach the equilibrium in mass.
Figure 9: Numerical simulations of the BSWP model (5)-(8) on a capsule. The solution a is here reported
at several time steps: a small area in the lateral side of the capsule is activated, causing the activation of
the entire lateral section which reaches its maximal size after around 120 seconds. Eventually, after a very
long time, the activated area moves towards one of the spherical caps of the domain.
give rise to polarisation, in the numerical results, as well as for the asymptotic and local
perturbation analysis. However, similar perturbations can be induced by perturbing the
reaction (7). Indeed, in most of the papers simulating the WP model, polarisation was initi-
ated from a stimulus included in the reaction function, rather than a stimulus in the initial
25
Figure 10: The surface of a polarised cell shaped domain. The domain has been discretised with 5362
tetrahedrons which induced a surface discretisation with 3044 triangles.
Figure 11: Numerical simulation of the BSWP model (5)-(8) on a more complex domain, caricature of a
polarised cell. The numerical results show the solution a at different stages of the polarisation process: a
small area in two of the five tips of the domain is activated and this generates two propagating fronts which
merge together in about 4 minutes. The activated area stabilises covering the whole front of the domain in
about 10 minutes. A video illustrating the wave pinning process is provided in the supplementary material.
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Figure 12: Numerical simulation of the BSWP model (5)-(8) on a domain mimicking a polarised cell. In
this simulation the external tips are activated. Two active waves are generated and start propagating on the
surface. After about 5 minutes the competition effects between the two active patches start being visible,
and one active region (left tip) starts reducing its size, until it disappears completely. Disappearing and
stabilisation of the remaining active area occur after more than 30 minutes. Competition in two-dimensional
wave pinning model was very recently investigated in [6].
conditions, which were, in turn, spatially homogeneous. Following this latter approach, the
BSWP model is given by equations (5)-(8) with reaction
f(a, b) = ω
(
k0 +
γa2
K2 + a2
)
b− βa+ ωksb, x ∈ Γ. (47)
where ks = ks(x, t) is an arbitrary function, generally non-negative until a certain time ts
and zero afterwards [37]. Appropriate choices of ks can lead to the formation of local peaks
in the solutions, which trigger the propagation of a over the surface. An interesting result of
the two-dimensional BSWP model (5)-(8) was its ability to self polarise from homogeneous
initial conditions in asymmetric geometries when a spatially homogeneous stimulus was
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applied in an initial time interval [0, ts] [19]. In Figure 13 we present the same experiment
on our three-dimensional domain in which we apply a homogeneous stimulus of 0.03 s−1 for
20 seconds. This induces a rapid local activation of the ellipsoidal volume on the top of
the cell, with noticiable effects within the first 5 seconds. The high a concentration starts
increasing and sharpening the fronts, and successively it spreads towards the rear of the
domain. Our simulation confirms the interesting geometry-induced self-polarisation ability
also for the three-dimensional case.
Figure 13: Numerical simulation of the BSWP model (5)-(6) and (8) with reaction kinetics (47) on a
domain mimicking a polarised cell. We apply a constant stimulus ks(x, t) = 0.03 s−1 until time tS=20 s
which induces an activation at the level of the nucleus-shaped volume. From here, a wave starts, covering
the whole rear. In about 20 minutes the BSWP model has reached its steady state, with the rear having
high levels of active GTPase.
7. Discussion
In this paper, we have presented a three-dimensional extension of the wave pinning
model in a bulk-surface setting, in which membrane-bound GTPase and cytosolic GTPase
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are spatially localised and their interactions occur on the cell surface. The model describes
cell polarisation through a minimal circuit of GTPase switching between active and inactive
forms as well as between the membrane and the cytosol. In our work we were able to show
many analogies to the classical wave pinning model [37, 38, 57] not previously shown in
three-dimensional domains.
In this framework, the bulk-surface wave pinning (BSWP) model (5)-(8) maintains the
three key properties (conservation of total mass, different diffusivities and bistability of
the reaction) which are again necessary to achieve polarisation. Different techniques and
methods have been used to get a good understanding of the behavior of the bulk-surface wave
pinning model. By employing asymptotic analysis in Section 3 we show how a perturbation
of the homogeneous initial condition can trigger a propagation of the high level of active
GTPase over the cell membrane. Effects of the geometry and parameters mapping have
been investigated in Section 4, where we have highlighted how polarisation behavior is
more probable in complex domains. This has been done using local perturbation analysis
which allows a reduction to a ODE system. Finally, using the bulk-surface finite element
method, presented in Section 5, we computed numerical solutions of the BSWP model on
different domains. An interesting result has been obtained from the model over a capsule-
shape domain, where long time behavior of the model has been simulated, showing another
common property of the classical wave pinning model derived by Mori et al. [37], noted in
[57]: the high active concentration region moves very slowly from its apparent stable steady
state towards more rounded areas, until it covers one of the spherical caps of the capsule.
Simulations have been done also on a more complex geometry mimicking a polarised
cell-like shape. We showed competition between different highly active areas, as previously
reported for the classical wave pinning mechanism [6]. In addition, we show how geometry
plays a crucial role on the spontaneous polarisation in our three-dimensional BSWP model,
as reported in the two-dimensional case by Giese et al. [19]. In the latter case, the asym-
metric geometry of the domain plays a crucial role in enhancing activation of the GTPases.
Indeed, activation was induced by a spatial homogeneous stimulus, but its effects appear
well localised in specific areas of the surface.
Positive feedback, known to be a biological feature of Rho GTPases [22], has been con-
firmed as a key player also in the new formulation of the model. It is represented by the
Hill function in (7), but many other nonlinear choices are possible. Identification of Rho
GTPase feedback is an extremely interesting task and hopefully coordinated efforts between
biologists and mathematicians can lead the way to a more complete understanding of cell
polarisation and migration.
We expect the BSWP (5)-(8) to be a starting point for a more complete work, in which
the biochemical mechanisms shown above are coupled with mechanical properties of the
cell, such as membrane tension and migration. Indeed, in real cells, GTPase concentration
would lead to shape changes, through cytoskeleton interactions. The classical wave pinning
model has been already coupled to mechanistic models for membrane tension [58] and cell
migration [4, 57]. In these latter works the migrating cell, instead of keeping a straight
direction, was turning over one side. This corresponded to the slow motion of the polarised
area, as discussed in the Section 6.2 and in Figure 9. In view of this and taking into account
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the influence of the geometry of the domain, it can be of interest to extend these results and
investigate how the bulk-surface approach influences the mechanical properties. Indeed, as
reported in Figure 9, the slow motion appears to be much slower with respect to the one
reported in the literature [57] and, in a reasonable amount of time, the turning effect might
not be noticeable. As well, the effects of the geometry reported in Section 4 might play an
important role on evolving domains describing more accurately migrating cells, in which the
parameter ω = |Ω|/|Γ| is subject to changes in time.
Another interesting extension of this study is whether it is possible to achieve similar
mechanisms in a bulk-surface model with three species, when membrane recruitment of
cytosolic GTPase is taken into account. This idea of GTPase model has been presented in
[49], but the polarisation mechanisms were Turing-type.
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Appendix A. Non dimensionalisation
Let A, and B be some dimensional concentration quantities with [A] =mol µm−(d−1),
and [B] =mol µm−d where d is the dimension of the domain. Let L be a typical length in
the cell ([L] = µm), representing for example its radius, and T a temporal quantity ([T ] =s).
Then we can define the non-dimensional variables
aˆ = a/A, bˆ = b/B, tˆ = t/T, xˆ = x/L.
Using the chain rule in the derivation we have
∂
∂t
=
1
T
∂
∂tˆ
, ∇ = 1
L
∇ˆ, ∆ = 1
L2
∆ˆ.
Therefore, from (5)-(8), we obtain
B
T
∂bˆ
∂tˆ
= Db
B
L2
∆ˆbˆ, x ∈ Ωˆ,
A
T
∂aˆ
∂tˆ
= Da
A
L2
∆ˆΓaˆ+ f(Aaˆ,Bbˆ), x ∈ ∂Ωˆ,
−DbB
L
(n · ∇bˆ) = f(Aaˆ,Bbˆ), x ∈ ∂Ωˆ,
f(Aaˆ,Bbˆ) =
(
k0 +
γaˆ2(
K
A
)2
+ aˆ2
)
ωBbˆ− βAaˆ.
We now set Kˆ = K/A so we can write
f(Aaˆ,Bbˆ) = βA
[
ωB
βA
(
k0 +
γaˆ2
Kˆ2 + aˆ2
)
bˆ− aˆ
]
.
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In the system we get
∂bˆ
∂tˆ
=
DbT
L2
∆ˆbˆ, x ∈ Ωˆ,
1
T
∂aˆ
∂tˆ
=
Da
L2
∆ˆΓaˆ+ β
[
ωB
βA
(
k0 +
γaˆ2
Kˆ2 + aˆ2
)
bˆ− aˆ
]
, x ∈ ∂Ωˆ,
−(n · ∇ˆbˆ) = AL
DbB
β
[
ωB
βA
(
k0 +
γaˆ2
Kˆ2 + aˆ2
)
bˆ− aˆ
]
, x ∈ ∂Ωˆ,
As in [38], we make the assumption
L =
√
Db
β
i.e. L is approximately the length that the diffusing protein b covers in its biochemical
activation time scale. With this choice, using the parameters in Table 1 we have L = 10µm.
We also define A = K and B = K/L, so A and B are related to the quantity K of active
component needed to reach half of the maximal activation rate induced by the positive
feedback. For the time we use
T =
1
β
√
Db
Da
=
L√
βDa
This choice is particularly convenient for the analysis of the model at different time scales
in Section 3. For comparison with the previous works, we remark that the same expressions
for L and T were used in [38]. Finally we get
∂bˆ
∂tˆ
=
√
Db
Da
∆ˆbˆ, x ∈ Ωˆ,
β
√
Da
Db
∂aˆ
∂tˆ
= β
Da
Db
∆ˆΓaˆ+ β
[(
kˆ0 +
γˆaˆ2
1 + aˆ2
)
bˆ− aˆ
]
, x ∈ ∂Ωˆ,
−(n · ∇ˆbˆ) =
(
kˆ0 +
γˆaˆ2
1 + aˆ2
)
bˆ− aˆ, x ∈ ∂Ωˆ,
where
kˆ0 =
ωB
βA
k0 =
ω√
βDb
k0 and γˆ =
ωB
βA
γ =
ω√
βDb
γ.
One of the main assumption of the model is that a diffuses much slower than b, so we set
ε2 =
Da
Db
 1.
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Dropping all the hats, we finally have the system
ε
∂b
∂t
= ∆b, x ∈ Ω,
ε
∂a
∂t
= ε2∆Γa+ f(a, b), x ∈ Γ,
−(n · ∇b) = f (a, b), x ∈ Γ,
with
f(a, b) :=
(
k0 +
γa2
1 + a2
)
b− a.
Appendix B. Numerical code details
The numerical code we used to solve the model was written in Python 2.7 and the three
systems of linear equations (41)-(43) were assembled using FEniCS, which is an open source
finite element software package for solving partial differential equations [1]. We presented
simulations on three different domains: a sphere, a capsule and a complex domain, caricature
of a polarised fibroblast. The geometries, with the respective meshes, were created using
the FEniCS mesh generator mshr [1] for the first case, Gmsh for the latter cases [18].
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