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I. INTRODUCTION
The state reconstruction of an uncertain system is a traditional problem of the automatic. The observer of Lunberger is not always sufficient for the fault detection, because the state estimation error given by this observer for an uncertain system or with unknown inputs does not converge inevitably towards zero. In the linear system framework, observers can be designed for singular systems, unknown input systems, delay systems and also uncertain system with time-delay perturbations [4] [7] . In the case of a nonlinear system affected by unknown inputs and with a multiple model representation, a technique for multiple model state estimation by using a fuzzy observer with sliding mode has been proposed [l] .
In this paper, we consider the state estimation of an uncertain Takagi-Sugeno (T-S) model [5] . For that purpose a fuzzy observer based on convex interpolation of classical Luenberger observers [3] involving additive terms used to overcome the uncertainties is designed. Using quadratic Lyapunov function, sufficient asymptotic stability conditions are given in LMI formulation [2] .
The following notation is used: P > 0 denotes a symmetric positive definite matrix, and IN = { 1, ..., N } .
11.. PROBLEM FORMULATION
An uncertain T-S model is represented as follows: Assuming that all the pairs ( A t , Cz) are observable, the
where 2 ( t ) E R" is the state estimation. y(t) E I W is the observer output. The gain H, E RnXm of the ith local observer and the term at(t) E R" might be determined to force state estimation error converging to zero. Define the state estimation error as Using the expression (5) and the property of lemma 1, the derivative of the Lyapunov function becomes as follows:
a = 1 3 = 1
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The following lemma is needed to prove theorem 1.
: For any matrices dimensions, the following property holds: and with appropriate Case 1: r ( t ) # 0 -with the expression (3, the inequality (13) becomes:
Suppose that there exists symmetric matrix P > 0 and matrices H, such that
Then, the expression (13) can be rewritten as follows:
where A,, is defined by (8), then the state estimation error
Case 2: r ( t ) = 0 -we obtain directly (14). Consequently the conditions (9) guarantee that V < 0, and then the estimation error converges to zero asymptotically..
The conditions (9) are nonlinear in P and Ha, but they can be easily converted into a LMI problem as it will be shown at the end of the next section.
of the robust state fuzzy observer (4) with condition(l0) converges asymptotically to zero:
Proof: Consider the following Lyapunov function candidate
~( t )
= e(tlTPe(t), P > 0
The time derivatives of V ( t ) along the trajectories of system (7) satisfy,
B. Relaxed Stability Conditions
In order to reduce the conservatism of the inequalities (9), we propose to design the observer thanks to theorem (2). The following lemma is used for proof by taking into account the maximum number s of local model simultaneously activated (s is depending on the support of the activation function). Lemma2 : Taking into account the properties of the activation functions (2), the following inequality holds [6] : 
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where Aij is defined by (8), then the state estimation error of the robust state fuzzy observer (4) with condition (10)
6zxT ( t ) z ( t ) -2aF ( t ) Pe ( t ) )
converges asymptotically to zero.
Proof : Starting from the expression (13), we can write on the choice of E . May simulations, not reported in this paper, have provide the efficiency of the proposed observer design. 
IV. SIMULATION EXAMPLE

[(AV +~~z ) T~+~(~z , + A 3 z ) ] ) e ( t )
The numerical values of matrices A,, B,, C, and R, are as follows: Using the expression (16), we deduce:
Lemma (2) 
is a Gaussian random function with zero mean and a unity variance.
In this case, the multiple observer that estimates the state vector of the multiple model is described by, 2 2 p% ( E ) ( A S ( t ) 
Applying the Schur complement [l], we obtain from (18) the following LMT formulation:
1 P Summarising, the state observer is fully described by (4), (6), (lo), the Lyapunov matrix P and the gains Hi = P-lIV,.
It is important to note that there is potentiel problem in implementation of this observer : when the state estimation error e ( t ) goes to zero, the magnitude a,@) may increase without bound. This problem is overcome as follows. When )e, ( t ) 1 < E , where E is a small positif number and e ( t ) = (el, e2, ..., en),
we set e, = E and the denominator of (10) becomes vTr = pz (E) p3 (E) vt3c2 with .U,,,, positive scalar, is depending on C,. In this case, the estimation error cannot converge to zero asymptotically but to a small neighborhood of zero depending
It is important to note that a potential problem arises in the implementation of this multiple observer: when the output estimation error r ( t ) tends towards zero, the magnitude of a, (t) may increase without bound. This problem is overcome as follows.
The terms a,(t) are fixed to zero when the output estimation error us such that ( ( r ( t ) ( ( < E a small positive number chosen by the user. In this case, the estimation error cannot converge to zero asymptotically but to a small neighborhood of zero depending on the choice of E .
A. Simulation Results
The resolution of equations (21) on the existence of a quadratic Lyapunov function ensuring asymptotic convergence of the fuzzy observer. The stability of the fuzzy observer requires however the consideration of coupling constraints between these local observers; these contraints lead to the resolution of a LMI problem under structural constraints. Assuming the existence of suited matrices, we showed that the reconstruction of the state vector of the fuzzy model is possible. The simulation results show that the estimation state is very satisfactory. 
