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Density functional theory underlies the most successful and widely used numerical methods for
electronic structure prediction of solids. However, it has the fundamental shortcoming that the
universal density functional is unknown. In addition, the computational result—energy and charge
density distribution of the ground state—is useful for electronic properties of solids mostly when re-
duced to a band structure interpretation based on the Kohn-Sham approach. Here, we demonstrate
how machine learning algorithms can help to free density functional theory from these limitations.
We study a theory of spinless fermions on a one-dimensional lattice. The density functional is im-
plicitly represented by a neural network, which predicts, besides the ground-state energy and density
distribution, density-density correlation functions. At no point do we require a band structure in-
terpretation. The training data, obtained via exact diagonalization, feeds into an active learning
scheme which minimizes the computational costs for data generation. We show that the network
results are of high quantitative accuracy and, despite learning on random potentials, capture both
symmetry-breaking and topological phase transitions correctly.
Introduction.—Materials with strong electronic corre-
lations host a variety of intriguing phenomena and quan-
tum phases. Modeling and understanding these systems
are among the greatest challenges in theoretical con-
densed matter physics. For quantitative and predictive
results, numerical calculations are indispensable. The
most widely and successfully used numerical approach
to the electronic structure problem is based on density
functional theory (DFT). In condensed matter physics,
DFT is often linked to band structure calculations, while
it is in principle much more powerful than that. The
Hohenberg-Kohn theorems guarantee that a (potentially
correlated) many-body ground state is uniquely deter-
mined by its energy and charge density distribution [1].
However, for practical implementations and a physical in-
terpretation of calculated results, the Kohn-Sham ansatz
is commonly used, producing the band structure of a dif-
ferent, non-interacting system with the same energy and
density [2]. The implicit assumption is that this band
structure captures the essential physics of the original
system, at least if correlations are weak enough.
A critical shortcoming of DFT is that its eponymous
functional is not known; instead, approximations on var-
ious levels of complexity are commonly employed [3]. It
is important to emphasize that most of the functional
is universal, representing the many-particle Schro¨dinger
equation. The only non-universal input in a DFT calcu-
lation for a crystal is the potential landscape within the
unit cell induced from the ions and core electrons as well
as the particle number, both of which do not affect the
universal part of the functional.
The recent rise of machine-learning methods used to
model physical systems has sparked hopes to use these
methods for improving DFT calculations [4]. The ap-
proaches interject the DFT-workflow at various stages,
ranging from improving the Kohn-Sham scheme by rep-
resenting the exchange-correlation functionals [5–10] or
approximating the unknown energy functional and its
derivatives [11–19]. More recent works bypass the Kohn-
Sham-solution scheme by directly learning the mapping
between material parameters and ground-state properties
[20–31], or constructing the ground-state wavefunction
from a corresponding density distribution [32]. Despite
these advancements, previous approaches are either lim-
ited by complicated, non-scalable networks, suffer from
inefficient training data generation or struggle in applica-
tions to the different physical phases of the used models.
In this work, we take an approach that follows three
guiding principles: (i) Implicit knowledge representation
is the key strength of neural networks. Therefore, we
use a neural network to implicitely represent the (mini-
mized) DFT functional. (ii) We aim at solving for phases
of quantum matter beyond the band structure paradigm.
To that end, we train the neural network to directly out-
put correlation functions [32], which can be used to char-
acterize phases and phase transitions. (iii) Training the
neural network is the key challenge as data – theoretical
or experimental – is precious. We set up an algorithm, in
which the neural network can be trained with data from
different system sizes. This is the basis for an active
learning scheme, via which the neural network requests
costly training data for larger systems only in situations
where it detects large finite-size effects.
Figures 1 (a) and (b) summarize our model, neural
network, and workflow. We choose to work with a one-
dimensional lattice model of spinless fermions. The hop-
ping and interaction terms of the model define our ‘uni-
versal Schro¨dinger equation’ and are therefore left un-
altered throughout the study. Input to the neural net-
work is the problem-specific potential and particle num-
ber. Its output is the ground state energy EGS as well
as the density-density correlation function. We start by
introducing the active learning scheme and demonstrate
the quantitative accuracy of network predictions, after
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2FIG. 1. (a) Schematic of the dense neural network used to learn the map from unit-cell potentials and filling to ground-state
energy and density-density correlators. (b) Active learning allows to check the energy deviations of different system sizes and
continuing to larger systems only if necessary. (c) Exact versus predicted ground-state energies on the test data set of the
actively learning network (ALN). The inset shows the absolute error on the test-energy values as a density histogram n. (d)
Mean absolute error per correlator entry on the test data set for the ALN. (e) Exact versus predicted ground-state energies for
the network trained on a single system size (PLN), with the inset showing the density n of absolute errors on the test data set.
(f) Mean absolute error per correlator entry on the test data set for the PLN.
training it on random potentials. The active training
shows superior performance compared to conventional
training. We obtain mean squared errors of the energy of
3.08·10−4 in units of the hopping integral. Finally, we ap-
ply the trained network to a topological and a symmetry-
breaking phase transition. Our results demonstrate a
scalable architecture, able to capture interacting lattice
models, with successful applications to structured phases.
Model.—While density functional theory was originally
formulated as a continuum theory, it has also been suc-
cessfully applied to lattice models [33]. We consider a
Hamiltonian for spinless fermions on a one-dimensional
lattice with sites labelled by i = 1, · · · , L under periodic
boundary conditions,
Hˆ =− t
∑
i
(
cˆ†i cˆi+1 + h.c.
)
+ U
∑
i
nˆinˆi+1
+ U ′
∑
i
nˆinˆi+2 +
∑
i
Vinˆi, (1)
where cˆ†i and cˆi are the fermion creation and annihilation
operators on site i and nˆi = cˆ
†
i cˆi is the corresponding den-
sity operator. Nearest-neighbor hopping is parametrized
by t, which will serve as the energy unit throughout. The
particles are subject to a repulsive interaction on nearest-
and next-nearest-neighbor sites which we fix to U = 1
and U ′ = 0.5 so as to model a lattice analogue of the
Coulomb interaction. This parameter choice places the
system in a metallic, but strongly correlated phase in
absence of a potential Vi, even at half filling [34].
Motivated by the Hohenberg-Kohn theorems, we con-
sider the kinetic term and the electron-electron interac-
tions as universal, such that the external or ionic poten-
tial Vˆext =
∑
i Vinˆi together with the filling uniquely de-
termine the ground state and all of its properties. We
only consider potentials with periodicity of four sites.
That is, the four values Vi, i = 1, ..., 4, completely spec-
ify the Hamiltonian for any lattice size L = 4Nuc, with
Nuc the number of unit cells and Vi = Vi+4 for all i. This
four-site unit cell can be thought of as the discretized unit
cell of a periodic crystal, while Vi is the ionic potential
in this analogy. We restrict it to the range Vi ∈ [−4, 4].
We further denote by the real number 0 < ne < 4 the
particle filling per unit cell. We emphasize that despite
imposing this periodicity to the potential, our approach
is able to capture phases which spontaneously break the
four-site translation symmetry.
Learning.—The supervised-machine-learning algo-
3rithm we use bypasses the Kohn-Sham scheme by
directly learning the map from the external parameters
ne and Vi to the corresponding ground-state energy
and density-density correlators 〈nˆinˆj〉GS. The density-
density correlators are calculated for two adjacent
unit cells [35]. The chosen fully connected neural
network [36] consists of four hidden layers which increase
in size towards the output as depicted in Fig. 1 (a) [37].
A central challenge in machine learning is unbiased and
efficient data generation; one usually deals with limited
computational or experimental resources. Here, we gen-
erate data by finite-size exact diagonalization (ED) of
systems with randomly chosen ne, Vi. In order to reduce
finite size effects, these examples should naively be gener-
ated with as large systems as possible. However, the com-
putational cost for data generation with ED grows expo-
nentially with system size. For this reason, we employ an
active learning procedure, performing costly large system
ED, as depicted in Fig. 1 (b), only if necessary. Using
random values for ne and Vi, the scheme iteratively com-
putes larger systems until the finite size deviation be-
tween ground state energies lies below a priorly chosen
threshold θ. Correspondingly, the fast computation of
smaller systems is used as often as possible, while pro-
viding more accurate data in critical cases. The lower
significance of inaccurate samples is accounted for by a
sample weight [37]. The samples are further augmented
by applying translations within the unit cell and inver-
sion, allowing the network to capture the symmetries of
the universal part of the Hamiltonian.
We contrast the active learning approach outlined
above with a passive learning scheme using training data
generated for systems of fixed size Nuc = 5, with filling ne
and on-site potentials Vi chosen randomly. This system
size is still solvable efficiently by ED, while sufficiently re-
ducing finite size effects. Both learning procedures were
run with an equal time budget to ensure comparability.
A mean absolute error loss function is then optimized
to obtain the weights and biases of the actively (ALN)
and passively (PLN) learning neural network. The result-
ing performance is evaluated on unseen data, consisting
of 20 % of the full data set. Overfitting was avoided for
both systems by suitable hyperparameter choices [37].
The absence of significant deviations in the energy cor-
relation plot in Fig. 1 (c) shows that the ALN performs
well on random data, with an absolute error peaked at
1.2 ·10−2. Similarly, Fig. 1 (d) shows only small errors in
the correlator prediction, with an overall mean absolute
error of 1.8 · 10−3. The PLN performs worse in predict-
ing energy values and correlators, as shown in the inset
of Fig. 1 (e) and in Fig. 1 (f), with errors at least twice as
large as in the case of the ALN. This comparison shows
the advantage of intelligent data generation at fixed com-
putational time budget.
Random potentials rarely represent a relevant physical
scenario. We therefore move on to investigate how the
FIG. 2. Neural network results for a transition between
different atomic limit insulators. (a) Compressibility κ for
various potential strengths at quarter filling, as calculated
from the actively and passively learned neural network, ex-
act diagonalization (ED) and density matrix renormalization
group (DMRG) of several system sizes. (b) Schematic depic-
tion of the potential in the 4-site unit cell: Depending on the
strength and sign, an obstructed atomic limit, metallic, and
atomic limit phase can be realized. (c) Corresponding observ-
able C as calculated from the 8x8 density-density correlator
for the same numerical methods as used for the compressibil-
ity. The insets show the correlator as obtained from the ALN
in the atomic (lower left) and obstructed atomic limit (upper
right) with the unit cell depicted in red.
randomly trained ALN and PLN perform for structured
systems, where Vi obey further symmetries.
Learnability of obstructed atomic limits.—We consider
the model introduced in Eq. (1) for a potential choice
(V1, V2, V3, V4) = (0, V, V, 0) at quarter filling (ne = 1).
The system is metallic for V = 0 which separates two
distinct insulating phases for V > 0 and V < 0. For
V > 0 (V < 0), Wannier functions are localized between
the unit cells (in the middle of the unit cell). This cor-
responds to two topologically distinct atomic-limit insu-
lators, with the intra-unit-cell hopping being effectively
reduced (enhanced) compared to the inter-unit-cell hop-
ping. The insulating nature of these phases can be shown
4by calculating the compressibility
κ =
1
n2e
(
∂2EGS(ne)
∂n2e
)−1
, (2)
where ne is the electron filling and EGS(ne) the corre-
sponding ground state energy. Figure 2 (a) shows that, as
one approaches the critical metallic state around V = 0,
κ increases rapidly. We emphasize that since κ is the
second derivative of the energy, it is extremely suscepti-
ble to errors. Note, further, that the ED data shows a
strong even-odd effect in Nuc. We also calculated κ(V )
with the density matrix renormalization group algorithm
(DMRG) [38][39] for Nuc = 28. Compared with these ex-
act results, the ALN produces a meaningful κ(V ) with a
peak value κ(V = 0) close to the DMRG result. On the
contrary, the PLN is worse with a less pronounced and
non-symmetric peak.
The location of Wannier centers can be used to dif-
ferentiate between the two phases. Defining C =
(〈nˆ2nˆ2〉 − 〈nˆ2nˆ3〉) − (〈nˆ4nˆ4〉 − 〈nˆ4nˆ5〉) [40], the trivial
atomic limit with localization in the unit cell is obtained
for C > 0, the phase transition happens at C = 0 and
the non-trivial atomic limit has C < 0. Figure 2 (c) high-
lights that both networks are able to capture C across the
transition well, but the ALN results are markedly more
accurate than the PLN results when compared with the
ED and DMRG data. This supports the statement that
active learning delivers quantitatively better results.
Learnability of spontaneously symmetry broken
phases.—Spontaneous breaking of translation symmetry
can be triggered by introducing a potential of the
form (V1, V2, V3, V4) = (−V, V,−V, V ) at quarter filling
(ne = 1). This phase arises from the competition
between the next-nearest-neighbor interaction U ′ and
the increasing potential V and breaks spontaneously the
four-site translation symmetry at Vc ≈ 1.8 [37]. The
metallic system shows a smooth dependence of EGS on
ne around quarter filling [Fig. 3 (a)]. With increasing
V , EGS(ne) develops a kink at ne = 1, signalling the
emergence of the symmetry broken charge-density wave
(CDW) insulator [Fig. 3 (b)]. Both neural networks
represent the different phases very well, the deviations
at small fillings are attributed to the limited amount of
training samples in this limit.
Figure 3 (c) shows that the correlation in the metallic
phase is short ranged and fast decaying, whereas the sym-
metry broken phase possesses a distinct order. The corre-
sponding order parameter CSSB =
1
Nuc
[∑
i(−1)i〈nˆ2i+1〉
]
is, however, zero, since the two degenerate ground states
have opposite imbalance in electron density between the
first and third site of each unit cell. Instead, the order
can be diagnosed by computing the square of the order
parameter from the density-density correlation functions.
Its nonzero value is implied by the inequivalence between
off-diagonal terms in the density-density correlator, high-
lighted by the red and green squares in Fig. 3 (c). This
FIG. 3. Neural network results for a spontaneous sym-
metry breaking phase. (a) Ground state energy for V = 0
for several electron fillings ne as calculated from the actively
and passively learned neural network and ED. The inset dis-
plays the non-interacting bandstructure. (b) Ground state
energy as a function of the electron filling ne in the symme-
try broken phase (V = 4). The kink at ne = 1 signals an
interaction-induced incompressible phase. The inset reveals
the band flattening of the non-interacting system. (c) Phase
diagram, schematic of the potential, and density-density cor-
relation functions. The latter are obtained from the ALN for
V = 0 (left) and V = 4 (right). Off-diagonal terms, whose
inequivalence signals the symmetry breaking phase (right) are
highlighted in red and green.
behaviour is well captured by the ALN, producing quan-
titatively accurate correlations in both phases.
Conclusion.—We presented a supervised learning ap-
proach for lattice DFT, bypassing the Kohn-Sham so-
lution scheme. Employing an active learning procedure
allowed us to improve our results at fixed computational
cost regarding data generation. Focussing on correlation
functions on a subsystem and taking only the potential
landscape in the unit cell and particle number as input
results in a scalable architecture. Besides verification of
our algorithm on unseen random potentials, we demon-
strated that the trained networks reliably solve for dif-
ferent structured phases.
Looking ahead, it is highly desirable to construct
similar implicit (neural network) representations of DFT
5for systems in continuous space and higher dimensions,
in particular to attack the electronic structure problem
in strongly correlated regimes. The main challenge
is the generation of valid and balanced data sets,
and the incorporation of data from various sources,
including conventional DFT, Monte Carlo calculations,
experiments, and future quantum simulation devices.
Two concepts on which our study relies, (1) focus on
correlation functions instead of quantum states and (2)
the use of active learning, should prove useful in this
future venture.
We thank Giuseppe Carleo and Xi Dai for insightful
discussions. This project has received funding from the
European Research Council (ERC) under the European
Unions Horizon 2020 research and innovation program
(ERC-StG-Neupert-757867-PARATOP).
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2I. NETWORK PARAMETERS
The supervised-machine-learning algorithm we propose in this paper uses dense neural networks of identical ar-
chitecture, for both the active and passive learning scheme. The layers are connected by Softplus(x) = ln (1 + ex)
activation functions, except for the output layer. The last layer takes into account that correlator values and ground
state energies have different ranges, by employing a linear activation function. Table I indicates the relevant param-
eters used in this paper.
TABLE I: Relevant parameters used to create the neural networks in this paper.
Parameter Value
Neurons Layer 1 50
Activation 1 Softplus
Weight init. 1 lecun uniform
Neurons Layer 2 125
Activation 2 Softplus
Weight init. 2 lecun uniform
Neurons Layer 3 150
Activation 3 Softplus
Weight init. 3 lecun uniform
Neurons Layer 4 200
Activation 4 Softplus
Weight init. 4 lecun uniform
Neurons Layer 5 65
Activation 5 Linear
Weight init. 5 lecun uniform
Optimizer Adam
Batch size 100
Learning rate 0.001
Epochs 1500
II. TRAINING DATA
The choice of training examples is crucial in a machine learning setting, as data is precious. An intelligent data
generation procedure is advantageous if computational time is finite, removing the necessity to always calculate as
large systems as possible. Naively, the latter is the way to go in order to avoid finite size biases in the training
examples. We contrast these two approaches as active and passive learning schemes.
The naive approach generates data with exact diagonalization of a 5 unit cell system, with electron fillings ne and
potentials Vi in the unit cell chosen randomly. The potentials are in the range |Vi| ≤ 4, and the filling can assume
values between 0.6 ≤ ne ≤ 3.4 electrons per unit cell. Data augmentation is then used to enlarge the dataset and allow
the neural network to capture the underlying symmetries of the physical problem. This means applying translations
Vi → Vi+1 and inversion within the unit cell. The resulting dataset consists of 12.020 pairs of fillings and external
potentials, mapped to the corresponding ground state energies and density-density correlators. The split in training,
validation and test sets is illustrated in Tab. II.
However, large system diagonalization is not always necessary to obtain accurate data. This is the basis for an active
learning scheme, which performs the diagonalization of large systems only if strong finite size effects are detected.
The input to this procedure is the random choice of electron fillings ne and potentials Vi in the unit cell. The former
assuming values between 0.5 ≤ ne ≤ 3.5 electrons per unit cell and the latter being chosen in the range |Vi| ≤ 4. The
training data for both networks was chosen as |Vi| ≤ 4 in order to ensure that the transition to the symmetry broken
phase lies within the trained potential range.
If the ground state energy for a Nuc = 3 and Nuc = 4 unit cell system, calculated with exact diagonalization,
deviates more than a priorly chosen threshold θ, a system with one additional unit cell is being calculated. This
3TABLE II: Data for the passively trained neural network.
Parameter Value
Total number of samples 12020
Number of training samples 7212
Number of validation samples 2404
Number of test samples 2404
Number of samples from 20 site ED 12020
Sample weight 1
procedure is repeated up to Nuc = 6 unit cells if necessary. This means that the neural network can query a larger
system whenever the deviation of ground state energies exceeds the chosen threshold θ, thereby reducing finite size
effects. A sampleweight is used to capture the lower importance of small systems, whenever finite size effects are
detected. Data augmentation is again used not only to enlarge the dataset to 74.500 input-output data pairs (see
Tab. III), but also to allow the network to capture the underlying symmetries.
TABLE III: Data for the actively trained neural network.
Parameter Value
Total number of samples 74500
Number of training samples 44700
Number of validation samples 14900
Number of test samples 14900
Number of samples from 16 site ED 68850
Number of samples from 20 site ED 5500
Number of samples from 24 site ED 150
Sample weight 16 site data 1a
Sample weight 20 site data 2b
Sample weight 24 site data 3
a This weight is increased to 3 if no 20 or 24 site system had to be calculated for this sample.
b This weight is increased to 3 if no 24 site system had to be calculated for this sample.
The choice of the threshold θ is a crucial parameter of the active learning scheme. We therefore investigate the
implications of different thresholds (see Tab. IV), and test the performance of the trained models on unseen examples.
These examples are not part of the training set and were generated with random fillings ne and potentials Vi in the
range |Vi| ≤ 4 for systems of Nuc = 5, 6.
TABLE IV: Number of samples for different choices of the threshold θ, calculated with exact diagonalization and an
equal time budget for each parameter choice.
Nuc θ = 0.0 θ = 0.001 θ = 0.0025 θ = 0.005 θ = 0.01 θ = 1.5
4 1350 4200 13500 18850 81075 83250
5 1335 575 1030 790 850 0
6 245 10 30 15 20 0
The resulting mean absolute error is presented in Fig. 1, indicating that the error decreases with increasing θ.
When considering random potentials, it is therefore advantageous to use training data generated with as large θ as
possible, resulting in the largest possible dataset. Consequently, this means larger systems with Nuc = 5, 6 are never
calculated.
The random data generation with potentials in the range |Vi| ≤ 4 causes however mostly situations where the
electrons are localized in the potential landscape, due to large potentials Vi. Finite size deviations are however
negligible in such a case. This means that a good performance on this data does not necessarily correspond to a
good elimination of finite size effects in a realistic physical potential. Figure 1 highlights this with the evaluation of
4a dataset with potentials |Vi| ≤ 1, with the minimum of the obtained mean absolute error shifting towards smaller
values of θ.
Consequently, a trade-off is needed between the total number of training samples and the number of samples with
Nuc = 5, 6. The best compromise is reached for θ = 0.0025, with a large enough size of the dataset, while containing
significant information about larger systems. This parameter was therefore used to generate the final dataset used to
train the actively learning neural network in this paper.
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FIG. 1: Mean absolute error of neural network predictions for various datasets, trained on examples generated with
different threshold θ as illustrated in Tab IV. Random potentials were used to generate the evaluation data, with a
Nuc = 5, |Vi| ≤ 4 dataset consisting of 5600 samples, Nuc = 6, |Vi| ≤ 4 containing 220 datapoints and 1205
Nuc = 5, |Vi| ≤ 1 input - output pairs. The evaluation sets were not used in the training process of the neural
networks.
III. TRAINING PERFORMANCE
The actively and passively constructed datasets are split into training, validation and test sets. Achieving consistent
performance on the optimized and unseen data indicates that the network has not been overfitted. The corresponding
results for both training schemes are presented in Tab. Va and Vb, highlighting that the intended mapping from
electron fillings and potentials to ground state energy and density-density correlator is well captured.
IV. DETERMINATION OF THE POINT OF SPONTANEOUS SYMMETRY BREAKING
The four-site translational symmetry of the considered extended Hubbard model can be spontaneously broken by the
introduction of an external potential Vˆext =
∑4
i=1 Vinˆi. Choosing a potential of the form V1 = −V2 = V3 = −V4 = −V
causes a competition between next-nearest neighbor repulsion U ′ and the potential V at quarter filling. As a result, a
symmetry breaking phase with two degenerate ground states emerges, corresponding to ordering the electrons either
to site one or to site three in each unit cell.
We consider two approaches in order to identify the potential strength at which the spontaneous symmetry breaking
occurs. For each of these we investigate a finite size scaling plot, to derive the extrapolated point of the phase transition
in the thermodynamic limit.
As stated above, the symmetry broken phase possesses a distinct order in the density-density correlator, occupying
only sites with negative potential. By adding a small potential on one site, e.g. V1 = −V − δV, δV  V , one of the
degenerate ground states is favoured. Consequently, the occupation 〈nˆi〉GS will concentrate on the first lattice site of
each unit cell. We therefore investigate the difference in the occupation of site one and three, C = 〈nˆ1〉GS − 〈nˆ3〉GS.
In the metallic phase for a vanishing potential V = 0, all sites are equally occupied, despite the small offset δV .
This changes around the point of the phase transition, where explicitly one of the symmetry breaking ground states
5TABLE V: Performance of passively (a) and actively (b) trained neural networks.
(a) Performance for the PLN.
Parameter Value
MAE on EtestGS 2.8e-2
MSE on EtestGS 1.5e-3
MAE on 〈nˆinˆj〉testGS 3.6e-3
MSE on 〈nˆinˆj〉testGS 5.9e-5
MAE on EvalidationGS 2.6e-2
MSE on EvalidationGS 1.3e-3
MAE on 〈nˆinˆj〉validationGS 3.5e-3
MSE on 〈nˆinˆj〉validationGS 4.9e-5
MAE on EtrainingGS 2.5e-3
MSE on EtrainingGS 1.2e-3
MAE on 〈nˆinˆj〉trainingGS 3.2e-3
MSE on 〈nˆinˆj〉trainingGS 4.2e-5
(b) Performance for the ALN.
Parameter Value
MAE on EtestGS 1.2e-2
MSE on EtestGS 2.4e-4
MAE on 〈nˆinˆj〉testGS 1.8e-3
MSE on 〈nˆinˆj〉testGS 1.8e-5
MAE on EvalidationGS 1.2e-2
MSE on EvalidationGS 2.3e-4
MAE on 〈nˆinˆj〉validationGS 1.8e-3
MSE on 〈nˆinˆj〉validationGS 1.5e-5
MAE on EtrainingGS 1.2e-2
MSE on EtrainingGS 2.3e-4
MAE on 〈nˆinˆj〉trainingGS 1.8e-3
MSE on 〈nˆinˆj〉trainingGS 1.2e-5
is selected. The position of this jump in C can then be studied with various system sizes and extrapolated to
the thermodynamic limit. Since exact diagonalization already reaches computational boundaries for quite small
systems, we additionally employ the density-matrix renormalization group algorithm (DMRG) [1][2]. In order to
ensure convergence also for large systems, open boundary conditions are considered. The influence of the boundary
can however be neglected when considering density-density correlations in the middle of the system. Figure 2(a)
indicates the transition point as extrapolated from several system sizes, leading to a potential of Vc = 1.744.
Additionally, one can study the emergence of the spontaneously symmetry breaking phase in the energy spectrum.
The restriction to systems with open boundary conditions for DMRG calculations leads to a degeneracy of ground
states of the order of the number of unit cells, compared to two states in the case of periodic boundaries. We therefore
enlarge the system by two lattice sites and add one additional electron, breaking the ground state degeneracy. The
transition to the symmetry broken phase can consequently be probed by calculating the gap EGS − E1 for several
system sizes. The critical potential Vc corresponds to the point of gap opening. The corresponding results are
presented in Fig. 2(c), with an extrapolated transition point at Vc = 1.864. Taking the mean between both results
gives a critical potential Vc ≈ 1.8. Correspondingly, choosing the range of training potentials as Vi ∈ [−4, 4] secures
that the neural networks can capture the phase transition.
[1] Calculations were performed using the TeNPy Library (version 0.5.0), for a finite lattice with maximum bond dimension
χmax = 1000, max. truncation error  = 10e−10 and energy convergence criterion ∆E = 10e−6.
[2] J. Hauschild and F. Pollmann, SciPost Phys. Lect. Notes 5 (2018), 10.21468/SciPostPhysLectNotes.5, code available from
https://github.com/tenpy/tenpy, arXiv:1805.00055.
6FIG. 2: (a) Finite size scaling plot of the critical potential Vc, obtained with a small potential δV to break the
ground state degeneracy. Density matrix renormalization group (DMRG) calculations of open boundary conditions
are combined with the exact diagonalization (ED) of a 16 site system. (b) Schematic of the potential landscape in
the unit cell. (c) Finite size scaling plot of the critical potential Vc, obtained with an additional half unit cell and
electron to break the ground state degeneracy. Density matrix renormalization group (DMRG) calculations of open
boundary conditions are combined with the exact diagonalization (ED) of an 18 site system. (d) Schematic of the
potential landscape with additional two lattice sites.
