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Abstract
In the last decade, techniques for artificial intelligence (AI) has advanced tremendously,
which lead to solutions to many problems that have long-troubled us. Such examples
include image/video recognition, speech recognition, and 3D scenario recognition. As the
tool become more and more powerful, we started to explore data types that have never
been handled in an AI fashion. Graph is undoubtedly the first one that comes to mind.
Many important real-life data is or can be represented as graphs or networks: social
networks, communication networks, protein-protein interaction networks, molecular structures, etc. Yet very little attention has been devoted to the study of the graph information
processing in terms of AI systems until the very recent few years. For centuries people have
used mathematics to solve graph problems and it worked really well until recent decades.
With the rapid development of Internet, the information/data available to us has grown
exponentially. It makes it very difficult for conventional mathematic tools to solve new
graph problem since it will just take too much time to calculate. Thus, people turned
their attention to the newborn techniques (convolutional neural network (CNN), recurrent
neural network (RNN), reinforcement learning (RL), etc.) of AI. And once again, AI has
shown its power to us.
In this work, I will present some techniques of graph information processing for AI. The
work will concentrate on two different aspect of graph information processing: information
processing of non-graph data and graph data. In the first part, we started with non-graph
data, signals in our case. Then a conversion is employed to convert the data into graph
based on the objective and nature of the data. In the second part, methods to aggregate
information in graph will be illustrated. The whole report contains three researches: tag
recognition of radio frequency identification (RFID) in Internet of Things (IoT), photoplethysmogram (PPG) signal based authentication system, and cancer target prediction.

vii

Chapter 1. Introduction
With the explosion of data and advance of computational hardware, mostly the graph
processing units (GPUs), artificial intelligence (AI) has drawn more and more attention
in both academia and industry. It has been employed and proven successful in many
commercial products, such as Alexa by Amazon and FaceID by Apple. AI has tackled
many traditional data types such as images [1, 2], audio signals [3], and 3d point clouds
(for autonomy vehicles) [4]. However, in real-life many data are conveyed in a non-rigid
format, which makes them hard to be modeled as any of the aforementioned data type.
The most obvious example is the social network. Considering a community of people, it is
impossible to model them as image or point clouds. This is where graph comes in handy.
A graph is essentially a set of vertices and edges. Given a graph G = (V, E), where
V = {v1 , v2 , . . . , vN } is the set of vertices and E = {e1 , e2 , . . . eM } is the set of edges. Each
edge can be denoted as eij = (vi , vj ), where eij represents a directed edge from i to j. Each
vertex and edge can have many attributes. It depicts properties of each vertex and the
relationship between those vertices. This format is suitable for many real-life data. Most
typically, social networks, communication networks, protein-protein interaction networks.
And it have also been adopted to model molecular structures. This work demonstrate
different ways to convert many data types to graph data and process them for AI systems.
There are many existing method for processing and extracting information from graph
data. Random walks and factorization are one of the most popular approaches. In [5–7],
these methods use either random walk statistics or matrix-factorization-based objectives.
They are in close relation to the spectral clustering method proposed in [8] and PageRank
algorithm proposed in [9]. These methods focuses on the prediction of new vertices. And
since they are transductive methods, they require extensive training to reach satisfactory
performances. And they don’t generalize well between graphs due to the objective function
is invariant or orthogonal transformations of the vertex embeddings. Recently many deep
learning models have been proposed for such problems as well [10–13]. These models are
1

more powerful in certain scenarios compared to the aforementioned models.
In this work, I will not only focus on the information extraction from graph, but how
to convert non-graph data to graph data. Three projects are presented, where each of
them emphasizes on different approach of transforming non-graph data to graph data and
processing the transformed data. And each project covers intriguing applications of many
aspects of our everyday life.
In the first project, we proposed a novel hierarchical radio-frequency identification
(RFID) tag-recognition method based on blind source separation (BSS), graph-based automatic modulation classification (AMC), and direct-sequence spread-spectrum (DSSS). In
our proposed method, RFID tags can be modulated using different modulation schemes
according to different scenarios (e.g., different users or different tag devices). For each
modulation scheme, the direct-sequence spread-spectrum strategy is employed to allow
simultaneous transmissions of multiple commands. In the signal separation phase, BSS
is employed to separate different transmitted signals. Then in the first hierarchy of the
recognition phase, different modulation types are adopted to distinguish different users,
the graph-based AMC is built upon the periodicity of the modulated signals: the cyclic
spectrum of the received signal is established; the graph representation is then constructed
according to the cyclic spectrum. Ultimately, robust features are extracted from the graph
representation. In the second hierarchy of the recognition phase, the DSSS scheme is utilized to differentiate the control or sensed data carried by individual tags; the signature
sequence set with low cross-correlations can be generated from Kasami sequences. In the
third hierarchy of the recognition phase, the information data are thus spread by these signature sequences. In our proposed new RFID framework, multiple tags can transmit signals
simultaneously in the same frequency band where each tag signal can still be separated and
identified and its carried information can be recovered.
In the second project, we proposed a photoplethysmogram (PPG) signal-based authentication system. The PPG signal measures the volumetric blood flow changes in the
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peripheral circulation. It is extremely easy to acquire compared to other biometrics (fingerprints, iris/retina, etc.) and is widely used on wearable electronic devices nowadays
for monitoring heart rate. In this paper, we devise a PPG signal based authentication
system, which is able to continuously authenticate the user instead of one-time authentication. The method consists of preprocessing and filtering, motion artifact (MA) removal,
template and feature extraction, and training. The multiwavelet-based feature extraction
provides more features than conventional scalar wavelet, which allows the learning model to
better distinguish between users. Further more, each user is represented as a vertex, where
the multiwavelet decomposition coefficients are the vertex features, in a graph and edges
are established based on the distance in the latent space. A graph principal component
analysis (PCA) [14] is carried out to cluster the users. Thus, any new incoming user will
be assigned either as authorized or unauthorized user based on the graph PCA results.
In the last project, we explored the protein-protein interaction (PPI) network for cancer
target prediction. In this project, the data is already represented as graph. Each vertex
is a protein in the PPI network and we give them two features, gene expressions and
binding affinities. We employed a more dedicated information extraction architecture for
this project, namely the graph convolutional network (GCN). It aggregates the information
in a similar fashion to the convolutional neural network (CNN), which is used widely in
image-related tasks. The GCN accounts for the neighboring information for each vertex in
the graph, thus able to gathering information across the entire graph. We’ve also employed
an edge contraction scheme based on the feature of each node to reduce the sparsity of
vertex features. This is very essential to our work. Without the edge contraction, only 1%
of the vertices actually convey valuable information while the ratio raises to 30% after the
edge contraction. The edge contraction also reduces the size of our data by more than 90%,
from 12392 vertices per graph to 700 vertice per graph in average. This is very important
for reducing the training time and memory required for the process.
The rest of the dissertation are organized as following. The details of the RFID tag
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recognition project will be presented in Chapter 2. The PPG signal-based authentication
system’s motivation, methods, and results are in Chapter 3. Chapter 4 introduces our
approach for cancer target prediction using the PPI network. Finally, the conclusions are
drawn in Chapter 5.

4

Chapter 2. RFID Tag Recognition
2.1

Motivation
As radio-frequency identification (RFID) has become the prevalent wireless technology

nowadays, more and more pertinent applications emerge. For example, RFID can serve
as a crucial role in the internet of things (IoT), where people can use cellular phones,
smart cards, or RFID tags to “access” home devices such as garage door, air conditioner,
stove, lighting, and so on. There are many other applications of RFID for IoT, such as
localization [15], RFID-based sensor networks [16], and personal health care [17]. The term
“access” here implies both controlling the machines and exchanging the information data
with them. The tag device can emit a short burst of signal before a user approaches the
house and this signal, upon received successfully, and command home devices to undertake
a series of actions without any manual operation.
However, if multiple tag transmissions are allowed in reality, it often occurs that they
have to share the same radio resources [18], where the transmitted signals have to occupy the
same frequency band or a reader needs to communicate with multiple tags simultaneously.
Inevitably, interference is encountered thereby. When a reader initiates communications
with the tags within its interrogation range, all tags will respond at the same time. The
radio signals will thus interfere with each other. Such a tag collision problem can be mitigated in two ways. The first approach is to utilize anti-collision algorithms, for example, the
binary-tree algorithms (see [19]) and adaptive binary splitting algorithms (see [20]). These
interference-mitigation schemes would collect successive ID signals by requesting retransmissions and eliminate the recognized tags sequentially in the meantime [21]. However,
they may likely cause significant identification processing delay. Besides, they require the
bidirectional communications between the reader and the tag. Therefore, passive tags are
not viable for this kind of methods.
The second approach utilizes the multi-access schemes such as ALOHA and its variations [22, 23]. However, due to the lack of feedback channel in the RFID system, it
5

is impossible to employ very complicated anti-collision protocols involving on-demand retransmissions. Thus, it would be preferable to find a more reliable transmission scheme. Recently, direct-sequence spread-spectrum (DSSS) was proposed for the RFID systems [21,24].
Unfortunately, the DSSS strategy alone cannot provide the hierarchical demand in the
advanced RFID technology, and the signature sequence in use by any tag has to be preregistered by the reader before it can be recognized. Because the signature sequences
adopted by the RFID tags cannot be lengthy, the corresponding recognition performance
would not be satisfactory when more and more users (tags) try to communicate with
the reader. To combat the aforementioned problems, we propose a new hierarchical tagrecognition scheme. The received multiplexed signal is first separated using blind source
separation (BSS). Then in Hierarchy One, different modulation types are used as the tags’
(users’) identification characteristics and in Hierarchy Two, the DSSS is adopted to distinguish various device commands. Meanwhile, in Hierarchy Three, the information data in
exchange between the tag and the individual home appliances can be multiplexed by the
DSSS as well. The system flowchart of our proposed new RFID technology is presented in
Figure 2.1.
As illustrated in Figure 2.1, the blind source separation is employed prior to the tag
recognition to separate each tag signal from the mixed signals. The term “blind” manifests
the fact that the reader has no knowledge of the source (tag) signals and how they are
mixed [25]. In other words, tags can emit their signals in any uncoordinated way. Numerous BSS approaches have been proposed. Name a few: principle component analysis
(PCA) [26], factor analysis [27], projection pursuit [28], and independent component analysis (ICA) [29]. The most popular approach is ICA. The ICA algorithms take advantage
of sample dependency or non-Gaussianity (related to higher-order statistics) of the source
signals [30]. The sample-dependency based techniques include the second-order blind identification (SOBI) algorithm [31] and the weights-adjusted second-order blind identification
(WASOBI) algorithm [32]. Note that these two methods only exploit the second-order

6

Figure 2.1. The system flowchart of our proposed new RFID technology. DC stands for
the “device command” control signal (to control home appliances), which is conveyed by
DSSS sequences.

7

statistics. Hence, the corresponding performance is not often satisfactory. Better performances can be found using FastICA [33], ICA using entropy bound minimization [34], and
joint approximate diagonalization of eigenmatrices (JADE) [35]. Extensions of combining
the above-stated algorithms have also been made. For example, Markov model-based approaches in [36, 37] are designed to exploit both non-Gaussianity and sample-dependency.
However, the complexity of a Markov model limits its use, especially when the model order
is high. In this paper, for real-time implementation concern, we adopt the FastICA method
in [33]. Due to the nature of RFID, the tag signals are not complicated in general. The
FastICA technique thus suits our purpose quite well.
For communication signal recognition/classification, the automatic modulation classification (AMC), which identifies the modulation scheme of an unknown received signal,
is a very promising mechanism for our proposed new hierarchical RFID physical-layer
system. In the existing literature, AMC methods can be categorized into two major categories, namely, the decision-theoretic approach and the feature-based approach. The former
approach is to facilitate the solutions to multiple-hypothesis-test problems [38], or the
maximum-likelilood (ML) methods. The ML methods can surely lead to the optimal solutions in the Bayesian sense [39,40]. Nevertheless, there would also be drawbacks, including
lack of closed-form solutions, high computational complexity, and probabilistic mismatch,
etc. In other words, when the complete signal’s statistical information is difficult to acquire,
the performances of ML methods are far from acceptable. The feature-based approach is
to classify the signal by extracting various features and comparing them with the known
patterns (pre-acquired features from the training data). Commonly used features for signal
classification include (i ) higher-order statistics (see [41]), which depends on a very large
sample size for reliable estimates, and (ii ) wavelet coefficients (see [42]), which cannot be
reliable under poor channel conditions involving high noise and interference levels, and (iii )
cyclic spectrum (see [43]), which leads to good performance for communication signals.
Lately, we proposed a new graph-based AMC technique [38]. The graph representation
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can be constructed from the cyclic spectrum of the signal. The graph features can be
extracted as the indices of the non-zero entries in the adjacency matrices of the constructed
graphs. The choice of these indices is critical to the performance of the graph-based AMC
scheme. However, it is not elaborated in [38]. In this paper, we further devise a new optimal
feature-position selection technique for the graph-based AMC so that the AMC performance
can be satisfactory using this systematic method for feature extraction. Consequently, the
feature extraction for different kinds of training signal data is automatic and convenient.
Incorporated with the DSSS, our proposed new hierarchical tag-recognition framework can
be widely applicable in many emerging IoT technologies. In our proposed new RFID
framework, the modulation serves as a user identifier (Hierarchy One), where each user is
assigned a unique modulation type. The signature sequence can serve as a device identifier
(Hierarchy Two) and the spread data can convey the device command(s) for different
home appliances. Our new tag-recognition system can identify several users as well as the
associated device commands simultaneously. A simple example of our proposed framework
is illustrated in Figure 2.2.

Figure 2.2. An example of our proposed hierarchical RFID tag-recognition framework. The
users are assigned different modulation types, such as binary phase-shift keying (BPSK)
and amplitude-shift keying (ASK). Three different DSSS sequences are used to convey three
device commands.

9

2.2

RFID Hierarchy One: Signal Separation
According to Figure 2.1, when multiple readers or a single reader equipped with mul-

tiple antennae is facilitated, blind source separation is invoked at Hierarchy One. In this
section, we introduce how to separate the received mixed signals into source signals sent
simultaneously from different users (tags) using FastICA. The FastICA algorithm actually
determines an orthogonal rotation of the pre-whitened signal data, through a fixed-point iteration scheme, so as to maximize a non-Gaussianity measure. The pertinent mathematical
description is given as follows.
2.2.1

BSS/ICA Problem Formulation

The ICA problem statement can be represented by

x = As,

(2.1)


T

T
where x = x1 , x2 , . . . , xm is the observed mixture, s = s1 , s2 , . . . , sn is the source
signals and A is the mixture matrix of size m × n. It is usually assumed that m ≥ n. In
the PFID scenario, it means that m readers or a single reader equipped with m antennae
is available while there are at most n active tags any time. The sources are estimated
(recovered) as
y = W x,

(2.2)

where W is the n × m separation matrix. Ideally, W A = I , where I is an n × n identity
matrix.
The contrast function (objective function) of ICA can be constructed using the mutual
information [44]. First, the differential entropy H(Y ) of a random variable y (random
process Y ) with the probability density function f (y) is given by

def

H(Y ) = −

Z



f (y) log f (y) dy.
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(2.3)

The negentropy N (Y ) can thus be defined according to the differential entropy given by
Eq. (2.3) such that
def

N (Y ) = H(YGauss ) − H(Y ),

(2.4)

where YGauss is a Gaussian random process possessing the same covariance matrix as Y .
The negentropy is invariant under the linear transformations in Eq. (2.1). Hence it can
be taken as a measure of non-Guassianity. According to [44], one can further define the
mutual information I(Y1 , Y2 , · · · , Yn ) between n random processes Y1 , Y2 , . . ., Yn using the
negentropy as
I(Y1 , Y2 , · · · , Yn ) = N (Y1 , Y2 , . . . , Yn ) −

n
X

N (Yi ).

(2.5)

i

The mutual information measures the inter-dependency among random variables. It
can be used as the criterion to find the suitable ICA transformation (separation) matrix w. The separation matrix can be estimated by minimizing the mutual information
I(Y1 , Y2 , · · · , Yn ), or equivalently, maximizing the negentropy (under the assumption that
Yi ’s are uncorrelated with each other). It is often difficult to obtain the precise probability
density functions for calculating the true negentropy. Thus, a robust negentropy estimator
is needed. We use the approximation developed in [45], which is based on the maximum
entropy principle. The negentropy estimate is thus given by
h 
i2

N (Yi ) ≈ c E G(Yi ) − E G(ν) ,

(2.6)

where E[ ] denotes the statistical expectation, G( ) is any non-quadratic function (the
appropriate choice will be given later), c is a constant, and ν is the standardized Gaussian
process (with zero mean and unit variance). In order to find an independent component
yi = wT x, one can maximize the objective function JG (w) given by
h 
i2


def
JG (w) = E G wT x − E G(ν) ,
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(2.7)

where w is the separation vector such that E{G(wT x)2 } = 1. All independent components
can be extracted one by one using a deflation procedure [33]. However, by minimizing
the mutual information instead, one can extract all independent components at once by
estimating the whole separation matrix W given by Eq. (2.2). Since the mutual information
is minimized when the sum of the negentropies of the components is maximized subject
to the decorrelation constraint, we can formulate the ICA (BSS) problem as the following
optimization problem:
n
X

maximize

JG (wi ), i = 1, 2, . . . , n,

i=1




E wkT x wjT x

subject to

= δjk ,

where wi is the ith row of the separation matrix W and δjk =




1,

(2.8)

j = k,
. Thus, we can



0,

j 6= k
successfully convert the ICA problem into the above-stated optimization problem given by
Eq. (2.8).
For details about how to choose an appropriate function G(·), please refer to [33]. In
practice, several functions can be the candidates for G(·). They are


1
log cosh(a1 u) ,
a1
dG
def
1 (u)
g1 (u) =
= tanh(a1 u),
du

1
def
G2 (u) = − exp − a2 u2 /2 ,
a2

def dG2 (u)
g2 (u) =
= u exp − a2 u2 /2 ,
du
1
def
G3 (u) = u4 ,
4
dG
def
3 (u)
g3 (u) =
= u3 ,
du
def

G1 (u) =

(2.9)

(2.10)

(2.11)

where 1 ≤ a1 ≤ 2, a2 ≈ 1 are constants and g is the derivative of G. Pros and cons of each
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function in Eq. (2.9) are discussed in detail in the literature [33]. In this paper, we choose
G(·) = G1 (·).
2.2.2

Fixed-Point Algorithm for ICA

Next, we want to calculate the weight vectors w for separation. The fixed-point algorithms is employed here. To be specific, the FastICA. Note it requires a pre-whitening
procedure of the input signal data.
The FastICA is detailed as follows. First, the one-unit fix-point algorithm is derived.

Note that the maxima of JG (w) correspond to certain optima of E G(wT x) . According
to the Kuhn-Tucker conditions in [46], the optima of E{G(wT x)} satisfies

E x g(wT x) − βw = 0,

(2.12)


β = E w0T xg(w0T x) ,

(2.13)

where β is a constant such that

and w0 is the optimal vector of w. This can be solved using Newton’s method. With
several mathematical manipulations, the final fix-point algorithm for one unit is given by



w+ = E xg(wT x) − E g 0 (wT x) w,
w∗ =

w+
,
kw+ k

(2.14)
(2.15)

where g 0 (·) is the derivative of g(·) with respect to x, w∗ is the updated value of w, and
k · k is the `2 norm operation. The convergence of the method is proven in [33]. In practice,
the expectations in the fixed-point algorithms must be replaced by their estimates.
Next, the one-unit algorithm can be used to construct a system of a number of neurons to estimate the whole ICA transformation using the multi-unit contrast function in
Eq. (2.8). To prevent the neurons converging to a same maxima, the outputs are decorre-
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lated after each iteration. A simple way to achieve that is a deflation scheme based on a
Gram–Schmidt-like decorrelation. Assume we have estimated p independent components’
separation vector w1 , w2 , . . . , wp . The one-unit fixed-point algorithm is ran for wp+1 , and
T
wj wjT , j = 1, 2, . . . , p of all the
after every iteration subtract from the “projections” wp+1

previously estimated vectors, and then re-normalize wp+1 . It can be summarized as
p
X

T
wj wjT ,
wp+1

(2.16)

wp+1
wp+1 = q
.
T
wp+1
wp+1

(2.17)

wp+1 = wp+1 −

j=1

Finally, we can estimate the whole separation matrix W by combining Eqs. (2.14) -(2.17).
The performance of the ICA algorithm used is evaluated in Section 2.5.
2.2.3

Source-Number Estimation

The results of blind signal separation as stated in Section 2.2 relies heavily on the
component/source number estimation. An erroneous estimation of source number can lead
to a significant degradation in the BSS/ICA performance. PCA is a great tool for the
estimation of source number. However, the conventional PCA often fails to lead to reliable
estimation results. Therefore, a modified version of PCA is proposed here to estimate the
source number for the RFID applications.

Denote the mean-removed observed signal mixture of x by x̃. In other words, E x̃ =
0, where 0 is an all-zero vector. The covariance matrix of x̃ can be computed as


C = E x̃ x̃T .

(2.18)

Next, the eigenvalue matrix D of the covariance matrix is calculated according to the eigen
decomposition
D = V HC V ,

(2.19)

where V is the eigenvector matrix and V H denotes its corresponding Hermitian adjoint.
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Note that D is a diagonal matrix such that the (i, j)th entry of D is given by

def

D ij =




λ ,
i

for i = j,



0,

for i 6= j.

(2.20)

After acquiring the eigenvalues λij , one can sort them from the largest to the smallest.
Denote the sorted sequence vector by l . The conventional PCA for dimensionality reduction
is performed by thresholding the eigenvalues λij using a pre-set threshold τ . However, due
to the nature of the mixing process, a simple threshold will often result in an underestimated
source number. Thus, here we propose a modified version of PCA. The modified PCA
employs a new strategy that investigates the changes between the sorted eigenvalues. The
change-trend sequence vector t is given by

def

t = l − CS(l ),

(2.21)

where CS denotes the right circular-shift operator. After the change-trend sequence vector
t is calculated, one can find the valley of the trend sequence vector and the corresponding
index i. Then the number of sources can be estimated as n̂ = i − 1. Note that the valley
(the minimum value) of t is not necessarily equivalent to the minimum value of l . The
source number estimation is summarized in Algorithm 1.
2.3

RFID Hierarchy Two: Graph-Based AMC
In the first hierarchy of our proposed new RFID system as illustrated by Figure 2.2,

the tags will transmit their signals using different modulations. Therefore, the AMC is
required by the reader. According to [38], the graph-based AMC contains three steps,
namely, the graph construction of the training (received) signal, the feature extraction,
and the graph-domain classification. The details of each step will be presented in the
following subsections.
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Algorithm 1: Source number estimation using modified PCA
Input : Mean-removed observed signal mixture x̃
Output: Estimated source number n̂
1 Compute the covariance matrix C of x̃ according to Eq. (2.18).
2 Perform the eigen decomposition of the covariance matrix C and acquire the
eigenvalue matrix D according to Eq. (2.19).
3 Sort the diagonal entries of the eigenvalue matrix D in descending order. Denote
the sorted sequence vector by l .
4 Compute the trend sequence vector t according to Eq. (2.21).
5 Find the valley index (the element index corresponding to the minimum value) i of
the trend sequence vector t.
6 if i 6= ∅ then
7
Return n̂ = i − 1.
8 else
9
Return n̂ = the length of sequence vector l .
10 end
2.3.1

Graph Representation

In order to transform the signal to the graph representation, we apply the digital signal
processing on graphs (DSPG ) [38]. The DSPG is only effective for simple periodic signals but
this assumption is not realistic. However, for most modulated signals in the communication
systems, their second-order statistics can be considered periodic instead. Thus, one can
use the cyclic spectrum to transform the signal to the graph representation thereupon.
Consider a discrete-time signal sequence x(n) consisting of N samples. The corresponding
α
(f ), can be constructed by the fast Fourier transform accumulation
cyclic spectrum, SX
α
method (FAM). According to [47], this time-smoothed cyclic periodogram SX
(n, f ) at a
T

given spectral frequency f and a given cycle frequency α can be expressed by

def

α
SX
(n, f ) =
T

X

XT (r, f1 )XT∗ (r, f2 )g(n − r),

(2.22)

r

def

where g(n) is a unity-area weighting function of width ∆t = N Ts seconds, Ts is the sampling
period, f1 and f2 are the center spectral frequencies of the filters used in the FAM such
that f1 = f + α/2, f2 = f − α/2, and XT (n, f1 ), XT∗ (n, f2 ) are the complex demodulates
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of x(n). It can be computed according to [47]:
N 0 /2−1
def

XT (n, f ) =

X

w(ν)x(n − ν) exp−j2πf (n−ν)Ts ,

(2.23)

ν=−N 0 /2

where w(ν) is the data-tapering window of size T = N 0 Ts seconds, which also has the same
bandwidth as the spectral frequency resolution ∆f . According to [47], if w(ν) is normalized,
the cyclic spectrum can be estimated from the time-smoothed cyclic periodogram without
bias such that
α
α
SX
(f ) = lim lim SX
(n, f )∆t .
T
∆f →0 ∆t→∞

(2.24)

The resulting spectrum from Eq. (2.24) is a three-dimensional spectrum with non-negative
amplitudes. Its cyclic frequencies are α = αp , for p = −N, −N + 1, . . . .N and spectral
α
frequencies are f = fq , for q = −N 0 /2, −N 0 /2 + 1, . . . , N 0 /2. The cyclic spectrum SX
(f )

is then normalized and quantized according to [47]. Denote the normalized and quantized
α
cyclic spectrum by S̄X
(f ). Next, a graph Gαp is constructed to represent the cyclic spectrum
α
(f ) at each cyclic frequency αp . According to [38], the graph construction rules are as
S̄X

follows:
def

1. The vertex set V = {fq : q = 0, 1, . . . , N 0 /2} contains all non-negative spectral
frequencies since the cyclic spectrum on the negative frequencies is symmetric with
respect to that on the positive frequencies.
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α

def

2. The edge set Eαp = {∆S̄Xp (q1 , q2 ) : q1, q2 = 0, 1, . . . , N 0 /2} is given by
α

def

∆S̄Xp (q1 , q2 ) =



α
α


S̄Xp (q1 + 1) − S̄Xp (q1 ) ,








for q1 = 0, 1, . . . , N 0 /2,








q2 = q1 + 1,

(2.25)


α
α


S̄Xp (0) − S̄Xp (fN 0 /2 )








for q1 = N 0 /2, q2 = 0,







0, otherwise,

def

where |·| is the absolute value operator. Now, one can construct N +1 graphs Gαp = (V, Eαp ),
p = 0, 1, . . . , N according to Eq. (2.25). Denote the corresponding adjacency matrix by
Aαp . An example of the above graph construction procedure of a 2-ASK signal is shown in
Figure 2.3.
2.3.2

Feature Extraction
def

Assume that the modulation candidate set M is defined as M = {M1 , M2 , . . . , MK },
where Mk denotes the k th modulation type, k = 1, 2, . . . , K. The feature-extraction procedure with our proposed new optimal feature-position selection scheme is presented as
follows.
Feature Extraction for Training Signals
For each modulation type Mk , a sufficiently long noise-free signal is generated as the
training signal (cut into several segments for statistical average). The graph representation
of the training signal can be constructed according to Section 2.3. Collect all of the “stable”
(always nontrivial) entries from all adjacency matrices and relabel the entry indices as
i = 1, 2, . . . , I. For the mth trial (segment), the ith entry for the k th training modulation
type is denoted by xkm (i), where m = 1, 2, . . . , M and k = 1, 2, . . . , K. Thus, the random
variables for xkm (i)’s are denoted by xk,i ’s. The corresponding probability density functions
18
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Figure 2.3. An example of the graph construction of a 2-ASK signal. The resulted adjacency
matrix A0 is shown in the last step.
(PDFs) to xk,i ’s are given by

def

1

Pk,i (xk,i ) = q
2
2 π σk,i

(xk,i − xk,i )2
exp −
2
2 σk,i

!
,

for − ∞ < xk,i < ∞,

(2.26)

where
M
1 X
=
xk,i ,
M m=1

(2.27)

M
1 X
(xk,i − xk,i )2 .
=
M m=1

(2.28)

xk,i

def

2
σk,i

def
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Since the absolute values of xk,i , |xk,i |, are computed in the adjacency matrices, the PDFs
of |xk,i | are thus given by

0
Pk,i
|xk,i | =




Pk,i (xk,i ),








if |xk,i | = 0,

(2.29)






Pk,i |xk,i | + Pk,i − |xk,i| ,








if |xk,i | =
6 0.
def

One can write the collected stable-entry indices as a set I = {1, 2, · · · , I}. A subset of I
def

with W elements (W ≤ I) is denoted by IW = {i1 , i2 , · · · , iW }. Define the modulation-type
index with the maximum summed absolute value of the entry indexed by i as κi such that

def

κi = arg max

M
X

k=1,2,...,K m=1

|xkm (i)|,

for i = 1, 2, . . . , I.

(2.30)

Now define the joint Kullback-Leibler divergence Ψi for the entry position i as

Ψi


M
K
h
i
1 X X
=
log Pκ0 i ,i |xkm (i)| −
M m=1 k=1,k6=κ
i

h
i
0
k
log Pk,i |xm (i)|
.

def

(2.31)

Hence, one can define the objective function for the optimal entry selection, say JW (IW ),
as
def

JW (IW ) =

X

Ψi = Ψi1 + Ψi2 + · · · + ΨiW .

(2.32)

i∈IW

Furthermore, denote the set K as
def 
K = κi1 , κi2 , · · · , κiW .

20

(2.33)

A constraint has to be satisfied such that

{1, 2, · · · , K} ⊂ K.

(2.34)

The optimal subset Iopt
W is given by
def

def

opt
opt
opt
Iopt
W = {i1 , i2 , · · · , iW } = arg max JW (IW ).

(2.35)

IW ⊂I

Actually, the above equation can be realized iteratively such that

opt
Iopt
W = IWa

where Wa + Wb = W ,

S

[

Iopt
Wb ,

(2.36)

is the set union operator,

Iopt
Wa = arg max JWa (IWa ),

(2.37)

Iopt
Wb = arg max JWb (IWb ),

(2.38)

IWa ⊂ I

IWb ⊂ I\Iopt
Wa

and \ is the set difference operator. The algorithm for the optimal feature-position selection
of the adjacency matrices for the training signals are summarized in Algorithm 2.
Algorithm 2: Optimal Feature-Position Selection of Adjacency Matrices
Input : I, W , xk,i ’s
Output: Iopt
W
1 Initialization: Let S = ∅ and ` = 0.
2 while ` 6= W + 1 do
3
Let ` = ` + 1 and I = I \ S.
4
if iopt
` = arg max Ψi then
Si∈I
5
S = S {iopt
` } and go to Line 3.
6
end
7 end
With the optimal feature positions of the adjacency matrices selected, one can coldef

lect all the selected adjacency matrices for each modulation type Mk , denoted as Ak =
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{Aki1 , Aki2 , . . . , AkiW }, where Aki denotes the ith adjacency matrix for the k th modulation type
k

and Wk denotes the number of feature positions selected for the k th modulation type. Note
that for different modulation types, Wk ’s can be different. Since each adjacency matrix Aki
is a sparse matrix with non-zero entries only along the sub-diagonal just above the main diagonal. Now, one can extract the training feature sequence from each Akiµ , µ = 1, 2, . . . , Wk
according to the following rules:
• Sort the values of the non-zero entries along the aforementioned sub-diagonal of each
Akiµ .
• If the number of non-zero entries is larger than three, select the largest three entries.
Otherwise, select all the non-zero entries.
• Sum over all of the selected entries to be θikµ .
def

Then for the k th modulation type, we can extract the training feature sequence Θk =
{θik1 , θik2 , . . . , θikW }.
k

Feature Extraction for Test Signals
For each modulation type Mk , select the adjacency matrices with the indices exactly
the same as those for the training signals. Denote the selected adjacency matrices for the
def

test signal by Ãk = {Ãki1 , Ãki2 , . . . , ÃkiW }. The test feature sequence for each Ãkiµ can be
k

extracted according to the following rules:
• Sort all values along the sub-diagonal of each Ãkiµ , µ = 1, 2, . . . , Wk .
• Select the entries in Ãkiµ ’s corresponding to the same positions as in Akiµ ’s.
• Sum over all of the selected entries to be θ̃ikµ .
def

Thus, the test feature sequence for the k th modulation type is obtained as Θ̃k = {θ̃ik1 , θ̃ik2 , . . . , θ̃ikW }.
k
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2.3.3

Graph-Based Classification

According to Sections 2.3 and 7, for each modulation type Mk , Θk and Θ̃k can be
constructed. Then one can compute

def

Ωk =

Wk
X

θikµ ,

(2.39)

θ̃ikµ .

(2.40)

µ=1

Ω̃

k

def

=

Wk
X
µ=1

According to Eqs. (2.39) and (2.40), the modulation classifier can be simply established as
follows:

Choose Mj , if

def

Besides, we can define Γk =

Ω̃j − Ωj
Ω̃k − Ωk
<
, for all k 6= j.
Ωj
Ωk

Ω̃k −Ωk
Ωk

(2.41)

and thus the detection of RFID signals can also be

facilitated by the following hypothesis test:

H0 :

No signal exists, if Γk ≥ ς, ∀k,

H1 :

A tag signal exists, if Γk < ς, for some k,
(2.42)

where ς is the detection threshold.
2.4

RFID Hierarchies Three: Direct-Sequence Spread-Spectrum
Instead of applying the DSSS to mitigate the multi-access interference as others, we

propose to apply the DSSS to multiplex various device command (control) and sensing
information data into the signal transmitted by each tag. When the reader receives the
scramble of the tags’ transmitted signals (considered as a dominant signal plus multi-user
interference), it can identify the dominant tag and demultiplex the corresponding device
command and sensing information. Note that these command and sensing information may
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be related to multiple devices the dominant tag expects to control or access.
Similar to [48], the reader in our proposed RFID system will correlate the demodulated
received signal with the DSSS signature sequence database (in the second hierarchy of our
proposed RFID system as illustrated by Figure 2.2). The device identification (not the tag
identification as addressed in [48]) will further be determined by the DSSS unspreading
mechanism and the pertinent information can be retrieved for (multiple) device access
and/or control (in the third hierarchy of our proposed RFID system as illustrated by
Figure 2.2).
We propose to the most common DSSS signature sequence sets here, namely Kasami
sequences of the large set (see [49]).
2.5

Results
Monte Carlo simulations are carried out to evaluate the performance of our proposed

new RFID system. The signal separation, the user/tag identification, and the overall system
(for signal separation and Hierarchies 1 & 2) performance evaluations are demonstrated in
the following subsections.
2.5.1

Signal Separation

The performance of signal separation is presented in this subsection. The proposed
source number estimator is evaluated first. The simulation for three sources with different
numbers of receivers under various signal-to-noise ratios (SNRs) is undertaken. The results
are depicted in Figure 2.4. According to Figure 2.4, the source-number estimation accuracy
can reach 100% when the SNR reaches 20 dB in general. The estimation accuracy is 100%
when the SNR is 0 dB but degrades slightly as the SNR goes higher for three receivers.
This is due to the proposed modified PCA fails to perform any dimensionality reduction
at all for this case.
The performance of signal separation is then evaluated. The number of receivers is
ten. The evaluation criterion is the normalized interference to signal ratio (ISR) (see [50]),
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Figure 2.4. The source-number estimation accuracy versus SNR. Three sources are present
and the numbers of receivers are 3, 5, 7, and 9.
which is given by
def

ISR =

n
X
1
2
E(wij
),
N (N − 1) i,j=1,i6=j

(2.43)

where source and separated signals all are normalized to unit variance and wij is the (i, j)th
entry of the demixing matrix W . The results are depicted under different numbers of users
(tags) and signal-to-noise ratios in Figure 2.5. It has demonstrated the effectiveness of the
FastICA we used in this paper.
2.5.2

Hierarchy One: AMC

The performance of our proposed graph-based AMC scheme for RFID is evaluated using Monte Carlo simulations in terms of the correct classification rate according to [41]. The
def

modulation candidate set is chosen as M = {BPSK, QPSK, O-QPSK, 2-FSK, 4-FSK, MSK, ASK}.
Three scenarios are tested, namely (i) when only one signal is present, classify it into one of
the seven aforementioned modulations, (ii) when several signals are present simultaneously,
first separate them and then classify all of the signals into the corresponding modulations.
For each modulation type Mk , the correct classification rates are evaluated over different
SNRs. Our proposed AMC method is compared with the existing AMC technique using
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Figure 2.5. The normalized ISR versus the number of users (tags) under different SNRs.
different features extracted from the cyclic spectrum [51–53]. These features include the
2fc
maximum normalized decline value of SX
(f ), where fc denotes the carrier frequency, the
α
α
(0)|α > 0},
(f ), the maximum response of {SX
number of δ pulses in the f -domain of SX
α
(f )|α > 0}. The fast Fourier
and the spectral frequency index of the maximum value of {SX

transform (FFT) window size is set to be N 0 = 32. A 1024-bit binary information sequence
is randomly generated for each Monte Carlo trial. The number of quantization levels is
chosen to be 16. Five thousand trials (M = 5000) are generated for the training feature
extraction for each modulation. The SNRs range from -20 dB to 20 dB and the additive
white Gaussian noise (AWGN) ia assumed to be present. For every channel condition, one
thousand Monte Carlo trials are carried out for test.
The results for Scenario (i) are depicted in Figure 2.6. It is obvious that our proposed
new AMC method (denoted by “Proposed” in the figures) greatly outperforms the existing
method (denoted by “Existing” in the figures). For the identification of the ASK signals
(the primary modulation adopted in the current RFID systems), our proposed method
reaches the perfect correct classification rate of 100% at a low SNR of −7 dB while the
existing method requires at least −4 dB to reach the same performance. The average AMC
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performance over the aforementioned modulations is illustrated by Figure 2.7. In general,
under the AWGN assumption, our proposed new AMC method will lead to a 3-5 dB gain
over the existing method for the targeted correct classification rates of 90-100%.
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Figure 2.6. The correct classification rates versus SNRs for different modulation types in
the presence of AWGN.
On the other hand, the results, namely the correct classification rates for individual
modulations, for Scenario (ii) are depicted in Figure 2.8. In this case, ten receivers are
randomly placed within a 100 × 100 space and a path-loss model is taken into account
here. When multiple tags are transmitting simultaneously, our proposed BSS with AMC
can successfully identify the modulation type of each signals when the tag number is below
four. With different modulation types assigned to different users (tags), the problem of
permutation in BSS is automatically solved without any further effort. Another simulation
is carried out to investigate the relationship between the number of receivers and the correct
classification rate. The SNR is set at 20 dB here. The results are depicted in Figure 2.9.
One can observe that the overall performance can be improved by increasing the number
of receivers.
To facilitate Hierarchy 2, the bit-error-rate (BER) performance after demodulation for
our proposed system is also evaluated. The number of receivers is ten. The average BER
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Figure 2.7. The average correct classification rates versus SNRs over all modulations in the
presence of AWGN.
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Figure 2.8. The correct classification rates versus SNRs for different numbers of users. The
number of receivers is ten in this case.
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Figure 2.9. The correct classification rates versus different numbers of receivers. The SNR
is 20 dB.
per user is evaluated only for the instances where all the modulation types for all the tags
are correctly classified. The results are depicted in Figure 2.10.
2.5.3

Overall System (Signal Separation, Hierarchies One and Two) Perfor-

mance
To test the overall RFID system performance (involving signal separation and both
Hierarchies 1 and 2), the correct identification will be evaluated only when the AMC
succeeds in Hierarchy 1 and the DSSS unspreading mechanism also succeeds in Hierarchy
2. The DSSS signature sequences of length L = 63 bits are generated according to [48].
Various numbers (3, 5, and 7) of devices (signature sequences) are considered for a tag
to access/control under different numbers of users’ scenario (3 and 5). The SNR is set to
be 20 dB. The ROC (receiver-operating characteristic) curves are depicted in Figure 2.11,
where the “random guess” (by rolling a dice for example) is also compared and its ROC
curve is of course a straight line. At this SNR level (20 dB), according to Figure 2.11, no
more than three devices (signature sequences) can be commanded simultaneously by our
proposed new hierarchical RFID system. However, the number of devices under command
can be further increased if the length of the signature sequences, L, is enlarged.
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Figure 2.11. The ROC curves for the overall RFID system for different numbers of users
and device commands when the SNR is 20 dB. DC stands for the device command.
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Chapter 3. PPG Signal-Based Authentication
3.1

Motivation
The photoplethysmogram (PPG) signal is an optically obtained plethysmogram, which

is a volumetric measure of an organ. PPG signal can be acquired by a pulse oximeter. It
illuminates the skin and measures the light intensity changes. The principle of PPG acquisition and an example PPG signal is shown in Figure 3.1. Due to the non-invasive nature of

Figure 3.1. The principle of PPG signal acquisition and an example of the PPG signal.
The LEDs illuminates the skin and a photodiode is placed either on the other side of the
skin (transmitance type) or on the same side (reflectance type).
the PPG signal acquisition, it soon becomes very popular for wearable electronic (biomedical) devices for heart rate and blood pressure monitoring, oxygen saturation measurement,
and so on. It is until recent years, researches start to look into the potential for PPG
signals to be used as a biometric for authentication systems. PPG signals have several advantages as the authentication biometric compared to currently popular biometrics such as
fingerprints, iris, and the most recent palmprint. It can perform continuous authentication,
which makes it desirable for many medical and safety applications such as heal monitoring.
And the other biometrics are easy to duplicate since they are essentially images. Finally
since the other biometrics based authentication systems are image recognition based, they
all face the live-tissue verification problem. Unauthorized users can fool the authentication
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system with a proper image of the corresponding biometric. This scenario is impossible for
PPG signal based system since it has to be acquired from a human being.
The feasibility of the PPG signal for authentication have being thoroughly studied in
previous works [54, 55]. With proper template extraction, the difference between users is
significant enough for any authentication system. Many PPG-based authentication methods have been proposed during the last decade. They include digital filtering, template
matching, Fourier analysis, and pattern recognition. The authors in [54, 56] proposed template matching based algorithms using Fourier transform and semi discrete decomposition
respectively. However, the performance is not ideal since the features are very high level,
which are not detailed enough to distinguish between users. The pattern recognition based
methods are the most popular approaches among all the researches. They can be categorized into two major subcategories, time domain features and frequency domain features.
Methods for time domain feature based authentication are proposed in [57–60]. Despite
different features and models used in those methods, the features are all time domain features such peak patterns, time interval correlations, and time domain principal component
analysis (PCA). Though some of the methods have achieved rather decent results, the performances suffers dramatically as the number of users increases [61]. On the other hand,
frequency domain based approaches are more robust since they contain more detailed information that might be hard to pick up using the time domain features along. Wavelet based
feature extraction is proposed in [61,62]. They exploit the scalar wavelet for feature extraction and the performance is superior compared to the time domain features approaches.
Different machine learning models are used in those methods such as neural network, support vector machine, and linear discriminant analysis. There is one major drawbacks from
their methods. They handcraft many features after the wavelet decomposition such as
wavelet weight-based percent root mean-squared difference and wavelet distance measure.
Thus, performance relis heavily on the quality of such features. The robustness of their
methods using such features cannot be guaranteed. The features they crafted may be good
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for the data they test it on while they can be completely useless on other data. This is
especially worrisome since authentication system is constantly registering new users.
In this project, we propose a new PPG based authentication system using multiwavelet
feature extraction and graph PCA. The multiwavelet feature extraction utilizes multiple
wavelets for the decomposition. Thus, it provides more features than the conventional
scalar wavelet decomposition. Since the extra features contains different information, it
allows for better recognition. The graph PCA involves convert the users’ information to
graph representation and cluster them. The system contains four major steps, namely, preprocessing, template extraction, feature extraction, and model training. The preprocessing
is in charge of the noise filtering and the motion artifact (MA) removal. The template
will be extracted from the waveform by peak based segmentation and the features are extracted using multiwavelet decomposition. The generated features are split into training
and testing set for graph PCAa. The system diagram is depicted in Figure 3.2.

Figure 3.2. The flowchart of the proposed authentication system.
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3.2

Method
In this section we will present the details of the proposed system including filtering,

MA removal, template extraction, feature extraction, and graph PCA.
3.2.1

Preprocessing

The acquired PPG signal is first passed through a band pass filter with passband from
5 Hz to 40 Hz. Since the PPG signal is extremely sensitive to MAs, the detection and
removal of such MAs is very important for the performance of the authentication system.
The MA removal algorithm is adopted from [63]. It extracts short-time variance as the
feature with window size determined by kurtosis measure. The algorithm can reliably
remove any abrupt motion artifact.
3.2.2

Template Extraction

After filtering and MA removal, we need to extract templates from the recorded PPG
signal. Denote the set of all users as K = 1, 2, 3, . . . , k, . . . , K and the MA tailored signal
for each user as xk [n]. The template is one segment of the PPG signal that contains both
the systolic peak (major peak) and the diastolic peak secondary peak. Hence, simple peak
detection algorithm will identify both peaks, which will lead to unsatisfactory segmentation.

2
In this case, we square the signal, such that x̂k [n] = xk [n] . Then a derivative based
peak detection algorithm is employed. A peak for the tailored signal of user k, denoted as
ρki , i = 1, 2, 3, . . . is defined as the point where the sign of the derivative of the signal changes
from positive to negative. Though the derivative based peak detection performs very
impressive, an outlier elimination is still carried out to remove any possible misdetection.
An outlier is the spurious peak that its value is significant larger than the median absolute
deviation (MAD), which can be defined as
!
MAD = median

ρki − median({ρk1 , ρk2 , . . . , ρkp })

.

(3.1)

An example of the peak detection is shown in Figure 3.3. Once the true peaks are detected,
one needs to extract the template. The extraction window size for user k, ∆k , is calcu34
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Figure 3.3. An example of the output of the peak detection algorithm, where the red dots
are the peaks detected.
lated as the average of the difference between successive peaks, which can be expressed as
Eq. (3.2).
&
∆k =

'
p
1X k
(ρ − ρki ) , i = 1, 2, . . . , p,
p i=1 i+1

(3.2)

where d·e is the round-up operation and p is the total number of peaks. Since the window
size ∆k varies from individual to individual, the templates are normalized by interpolation
to have a uniform input for the multiwavelet feature extraction. A linear interpolation
strategy is employed here to normalize all the templates to have a length of 512. Now one
can extract many templates for authorized user k, denoted as T = {T 1 , T 2 , . . . , T k }, from
the corresponding tailored signal xk [n]. The ensemble average of all the templates of one
user is calculated using Eq. (3.3).
m

1 X k
T , j = 1, 2, . . . ,
T̃ =
m j=1 j
k

(3.3)

where j is the number of templates extracted from the recorded signal of one user. The
ensemble averaged template T̃ k is used as the final input for the multiwavelet feature
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extraction. An example of the peak template extraction is shown in Figure 3.4.
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Figure 3.4. An example of the template extraction. The top row is all the templates extracted from a single user while the bottom row is the ensemble average of all the templates.
3.2.3

Multiwavelet Feature Extraction

Wavelet decomposition is a popular technique for feature extraction in biomedical signals since it is easy to implement and capable of providing good time-frequency information.
As aforementioned, multiwavelet can provide more information for the learning model compared to the scalar wavelet. Thus, we choose the multiwavelet decomposition as our feature
extraction strategy.
In this work, the Geronimo-Hardin-Massopust (GHM) multiwavelets [64] are used as
the mother wavelets, which has two scaling functions and two wavelet functions. Compared to the conventional scalar wavelets, the multiwavelet system offers more superior
performance in both approximation and reconstruction. In our case, the multiwavelet decomposition does not require the signal length to be power of 2 while it is a necessity in the
wavelet decomposition. Besides, the multiwavelet decomposes the signal into two sets of
coefficients, which provides more features and more refined approximation of the original
signal.
Similar to the scalar wavelet, the multiwavelets have to satisfy the dilation equations
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expressed in Eqs.
X

Φ(t) =

C[i]Φ(2t − i),

(3.4)

D[i]Φ(2t − i),

(3.5)

i

W (t) =

X
i

where Φ(t) = [φ1 (t), φ2 (t), . . . , φN (t)]T are the scaling functions and W (t) = [w1 (t), . . . , wN (t)]
are the wavelet functions, and C[i], D[i] are the r × r lowpass and highpass filters coefficients for the multiwavelet filter banks respectively. The filter banks with corresponding
coefficients are employed to perform the discrete wavelet decomposition to calculate the
approximation and detailed coefficients. Since in the multiwavelet scenarios, C and D are
matrices instead of scalars, preprocess is required for the input signal. The strategy in this
work is repeat sampling, which duplicates the input signal to be a N × r matrix, where N
is the total length of the original input signal. The approximation and detail coefficients
are the ultimate input for the graph PCA. An example of the multiwavelet decomposition
based feature extraction is illustrated in Figure 3.5.
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Figure 3.5. An example of a level 3 multiwavelet decomposed of a template PPG signal.
(a) is the original template signal. (b) is the approximation coefficient. The blue line is the
result from the first scaling function while orange line is the result from the second scaling
function. (c),(d),(e) are the detailed coefficients at different levels.
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3.2.4

Graph Construction and Graph PCA

The graph PCA is carried out to improve the performance of authentication. A graph
is constructed based on the multiwavelet features extracted from each user and their class
(authorized or not). Each vertex in the graph is each user and an edge is establish when two
vertex are in the same class and they are within certain threshold of distance (Euclidean
distance is used here) between each other. Then graph Laplacian is calculated as

L = D−1/2 (D − A)D−1/2 ,

(3.6)

where D is the diagonal degree matrix and A is the adjacency matrix of the graph. Exploiting the manifold information in the form of a graph can be seen as a method of incorporating
local proximity information of the data samples into the dimensionality reduction framework, that can enhance the clustering quality in the low-dimensional space [14]. Then a
robust PCA is carried out minimize the objective function as follow

J = min kX − U k1 + γ tr(U LU T ),
U

(3.7)

where tr is the matrix trace. Then a singular value decomposition is perform on U .

U = V ΣW T .

(3.8)

Finally, a clustering algorithm (k-means, knn) is employed to cluster the results based on
W . For more details of the objective function optimization, please refer to [14].
3.3

Results

3.3.1

Experiment Setup

The major dataset used to evaluate the performance of our proposed method is the
IEEE TBME Respiratory Rate Benchmark dataset [65]. It contains 42 subjects each with
8 minutes of measurement sampled at 300 Hz. For the purpose of testing the robustness
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of our proposed method, we added a dataset contains 3 subjects each with 8 minutes
measurement using our devices (OXY200, Biopac Systems, Inc.) to the dataset. The final
dataset consists of 45 subjects and each of the subject has 8 minutes of measurement. The
experiments are carried out using 9-fold cross-validation. At each fold, 5 users are chosen
as authorized users while the rest 40 are unauthorized users. For the authorized users,
80% of their data is used for training while the rest 20% is for testing. All the results
presented below are the average of the 9 folds. A level 3 multiwavelet decomposition is
employed resulting in a 1024 dimension feature vector for each template. The encoder
architecture of the autoencoder is [512,128, l] units, where l is the latent representation
size and the decoder architecture of the autoencoder is [l,128,512] units. Several different
latent representation sizes are tested.
3.3.2

Performance Metrics

Since an authentication system has to authenticate the user and identify the user as
well, the performance metric for different stage is different. For the authentication stage,
the errors are characterize by false acceptance rate (FAR), false rejection rate (FRR) and
EER. For the identification stage, we use classification accuracy and receiver operating
characteristic (ROC) curve as the metrics.
3.3.3

Experiment Results

The performance of the authentication is tested first. The results are compared with
scalar wavelet based feature extraction with “db4” as the mother wavelet. The results are
depicted in Figure 3.6. One can see the multiwavelet scheme outperforms the scalar wavelet
scheme by a significant margin for EER 21% vs. 5%. This figure has demonstrated the
powerfulness of the proposed multiwavetlet feature extraction.
The next step is the identification. After the system recognize the user as authorized
user, it has to identify the user ID as well. The ROC curve of the identification is shown in
Figure 3.7. The identification performance is close to 100%. This means after authentication, our system can always match the authorized user. Another experiment is carried out
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Figure 3.6. FAR/FRR plot of the performance of authentication stage, where GHM stands
for the multiwavelet scheme.
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Figure 3.8. Training signal length vs. identification accuracy. The testing signal length is
5 seconds.
to test the influence of the length of signal to the identification performance. This is very
important, since PPG acquisition is slower compared to other biometrics. If the required
signal length too long, the system is not practicable. The results for training are depicted
in Figure 3.8. The accuracy reaches perfect performance with only 5 minutes of signal,
which is acceptable for the first time registration of new users. The results with different
testing signal length is shown in Table 3.1. The performance is very poor when there is
Table 3.1. The performance of different feature extraction strategies under different testing
signal length.
Signal length (seconds)

db4 (%)

GHM(%)

1

3.3

9.3

3

55.3

87.5

5

83.8

99.8

only one second of data since most of the template is around one second long. Thus, we
are most likely not getting the entire template, which leads to bad performance. Once the
recorded data contains at least one template, the performance of the multiwavelet is almost
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very satisfactory.
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Chapter 4. Cancer Target Prediction
4.1

Motivation
The search for cure for cancer has a long history. Still we cannot effectively cure cancers.

Recent advance of AI in pharmaceutical has promoted a huge boost in the exploring of
chemical and biological space with the support of AI, such as De Novo drug design [66],
binding affinity prediction [67]. However, there is little work done with graph data for
cancer due to the complexity of the problem.
The cause of cancer is usually genetic mutations, which further lead to uncontrolled
cell growth and tumor formation. The underlying mechanism is very complicated. Thus,
it is very difficult to come up with drugs for the cancer. So far, we can only treat some
subtypes of cancers. With all the data available, we will try to use gene expression, known
drug-target interaction, and protein-protein interaction network to provide possible ideas
to the solution of the problem.
Two types of mutations which are hereditary and De-novo mutations caused by environmental carcinogens are responsible for cancer. Mutations usually occurs on two types
of genes which are tumor suppressor genes and proto-oncogenes. So, the cancer cells have
differential gene expressions which are caused by these mutations.
This project takes molecular level information on drug-target interactions to predict
drug responses for different types of cancer. Here, we combine protein-protein interaction
networks and gene expression profiles, with large-scale binding affinity data to predict the
global response of cells to pharmacotherapy. A unique feature of this approach is that
it utilizes not only experimental measurements, but also large-scale data computationally
constructed by the atomic-level modeling of drug-target interactions. The primary dataset
employed in this project is the growth rate-corrected dose-response metrics collected across
a panel of cell lines that were treated with a library of small molecule and antibody perturbagens. These high-quality data are provided by Library of Integrated Network-Based
Cellular Signatures (LINCS). Graph convulutional network (GCN) is employed to accom43

modate the high-dimensionality of data, generate interpretable models, reveal drug response
mechanisms, and provide robust predictions for new cell lines and drugs. Ultimately, we
hope to identify optimal treatments for individual patients based on high-throughput measurements accessible in clinical practice, such as next-gen sequencing and gene expression
profiling.
Cancer related data of from LINCS has 18,022 genes with 1035 cell-lines and 749,551
gene cell-lines associations for 24 different cancer types. The molecular level inhibition data
is for kinase inhibitors, which is kinome-wide profiling data and the dataset contains 48,953
compounds tested on 389 kinases. The value of binding affinities ranges from 1.4 to 9.8 in
our dataset. Conventionally, anything greater than 6.3 is considered binding. The proteinprotein interaction (PPI) network is from STRING database. The database contains 19576
proteins with 11 million total interactions. STRING derived data from multiple sources,
so that the interactions are reported based on confidence scores. Highest confidence score
means most of the information indicating the same result. The scores are ranging from
150 to 999. The growth rate (GR) data contains specific values of GR for drug treated
cell lines. The sign of the value is related to phenotypic expression. The minus sign will
relate with cell growth inhibition in presence of drug and plus sign is for cell survival after
treated with drug. The ultimate prediction of the proposed model will be the effects of
drug on cell growth. We used a binary classification setup, where negative values of GR50
mean effective while positive values mean non-effective.
The construction of graph in this project is straightforward with each protein in the
network as a vertex and their connections as edges. The resulting graphs have two problems.
The first is the sparsity of the features. Since all the binding affinity data focuses on the
kinases, which consists only a small portion of all the proteins, the valid information is very
little. Another is the size of the graph (more than 10,000 vertices and millions of edges).
Since we need the information regarding the entire graph, the larger the graph is, the more
difficult for the model to grasp the essentials. Thus, we employ a edge contraction scheme
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to reduce both the sparsity of the feature space and the size of the graph. This is very
important as it improves the performance and saves the cost (memory and time).
The learning architecture we adopted is based on GCN proposed in [11]. The information is aggregated through the neighbors of each vertex. This is similar to how CNN
works in image, where the information is aggregated through neighboring pixels. After the
information is aggregated to each vertex, we employ an attention mechanism to extract
information from each vertex and summarize as the final information for the graph. With
the graph information extracted, the model will decide the final prediction. A schematic
plot of the model is shown in Figure 4.1.

Figure 4.1. A schematic plot of the proposed model. The graph data is first passed to the
graph convolution layer followed by some activation layer. Then a series of fully connected
layer to extract the final graph information.
4.2

Method
In this section, I will present the details regarding our model, including the dataset,

edge contraction and the learning architecture.
4.2.1

Data Overview

There are four datasets we used, namely the LINCS for gene expression feature of the
vertex, the SKI for the binding affinity feature of the vertex, GR50 for the class label of
each graph, and STRING as the PPI network. A brief introduction of all the datasets
are presented in the previous section. After cross check all four datasets, we reach the
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final data representation: 3549 graphs each with 12,392 proteins, where 389 of them are
kinases and roughly half million connections. Each protein has two features, namely the
gene expression and binding affinity. Note that since we only have binding affinity data
for the kinases, we use 0 for all the non-kinase proteins. However, as mentioned before,
after some initial training, we found that this representation is too sparse in terms of the
features. We decided to employ the edge contraction to reduce the size of the graph and to
create diversity between different training instances. An example of the contracted graph
is shown in Figure 4.2.

Figure 4.2. An example of a contracted graph. The cell-line is A172. The pink vertices are
the kinases and green vertices are the non-kinases.
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4.2.2

Edge Contraction

Since most of the proteins are non-kinases, we’ve decided to perform edge contraction
to collapse unnecessary edges based on their gene expression data. The algorithm for edge
contraction is illustrated in Algorithm 3
Algorithm 3: Edge contraction for PPI network graph based on the gene expression data kinaseness
Input : PPI network graph G = (V, E), gene expression data matrix
h = [h1 , h2 , . . . , hN ]T
Output: Contracted graph G 0
1 for e in E do
2
Source vertex vs = e[1], destination vertex vd = e[2]
3
if vs or vd is kinase then
4
Continue
5
else
6
if hvs = hvd then
7
Contract edge e
8
else
9
Continue
10
end
11
end
12 end
By edge contraction, we not only increase the portion of meaningful data by reducing
the number of non-kinases, also created diversity in terms of graph topology since each
cell-line has different gene expressions. The average number of vertices after contraction is
765, the average number of edges is 4358, and the average percentage of meaningful vertex
features is 11.45% compared to 0.9%. This turns out to increase the performance significantly. To have a better understanding of the effectiveness of the contraction, Figure 4.3
shows a visualization of the adjacency matrices of before and after contraction. We can
easily tell that the adjacency matrix is more dense after contraction.
4.2.3

Leaning Network

Convolutional neural network (CNN) has been proposed for almost twenty years. It
is only until recent years, it has shown great potential in image applications for artificial
intelligence. The CNN captures both local and global feature by sliding a filter across the
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Figure 4.3. A comparison of adjacency matrices before and after edge contraction. The
cell-line is MCF7.
image and aggregate the information of each pixel according to the information carried by
its neighbors. GCN mimics CNN in the context of graph. Instead of neighboring pixels,
GCN takes the information of neighboring nodes, which are the nodes connected to the
current node under processing. Thus, the information is aggregated through the edges. A
comparison of the similarity between CNN and GCN is shown in Figure 4.4.
There are a dozen of different flavors of GCN have been proposed by researchers. Each
has their unique strategies to deal with certain problem in graphs. We selected to use the
most intuitive information propagation scheme from [11]. The information propagation can
be expressed in the following equation.

h(t) = D−1/2 Ah(t−1) D−1/2 ,

(4.1)

where t is the propagation step and D is the diagonal degree matrix of the adjacency
matrix A. The propagation step is a user-define parameter, which controls the information
gathering range in terms of the order of neighbors. It is similar to the convolutional kernel
size in CNN.

48

Figure 4.4. An illustration of the analogy between CNN and GCN.
After all the information is propagated properly through the graph, one needs to extract
the information for the entire graph. This is the part that many previous works failed
to address since they focus only on the classification of vertices or edges. With some
experiments done, we found that simple fully connected layer to extract information from
all vertices with no differentiation is a bad idea since we need the model to concentrate on
the kinases, which matter most to the prediction. To combat this drawback, we took the
idea of attention mechanism from neural machine translation [68] since we share similar
data structure.
In the neural machine translation, each word is embedded to a higher dimension and
each sentence/sequence contains many embedded words. This is exactly the data structure
we have, where each vertex is embedded to a higher dimension and each graph contains
many embedded vertices. The only difference is we do not have the previous state embedding. With this technique, we designed a new model, where the information propagation
utilizes the GCN as in Eq. (4.1) and the information summarization employs the attention
mechanism from [68]. An illustration of the proposed network is shown in Figure 4.5
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Figure 4.5. An illustration of the proposed learning network for cancer target prediction.
Activation layers are ignored for the similicity of illustration. The attention layer is a fully
connected layer, whos input size is the number of features and output size is the number
of vertices.
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4.3

Results
Experiments are carried out to evaluate the performance of the proposed method. After

cleaning up the data, we have 3549 different combinations of cell-lines and drugs. This gives
us 3549 instances for learning. We perform the random 5-fold cross-validation on all the
tested models. receiver operating characteristic (ROC) curve and accuracy are used to
evaluate the performance.
The performance comparison with different strategies are shown in Figure 4.6. One
can see that both edge contraction and attention mechanism improves the performance by
a significant margin. This proves the effectiveness of the proposed method.

Figure 4.6. ROC curves of proposed model under different strategies. The propagation
step is set at 4.
Another set of experiments are conducted to evaluate the influence of different information propagation step. The results are shown in Table 4.1
It is obvious that the larger the propagation step the better the performance is since
the model aggregates information from a lot more vertices with high propagation step.
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Table 4.1. The performance of different propagation step with contracted graph and attention mechanism.
Propagation step

Accuracy (%)

2

68.95

3

74.34

4

78.55

However, there is no point going beyond more than 4 step since the longest path in the
our graph is 5. So with a propagation step of 4, we’ve taken in to account 5-th neighbor of
each vertex.
The results have demonstrated the effectiveness of our proposed model. There are
many future work can be done to make a better model. A better information aggregation
scheme and a better overall architecture to avoid overfitting is necessary.
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Chapter 5. Conclusions
In this work, we presented several methods to process graph information for AI. Especially on the conversion from non-graph data to graph data. Two different approaches
are proposed. First, we can convert the raw data to graph with some rules. Second, we
convert the relation between data points into graph. This is extremely useful for real-life
data since many of the data can be modeled such way. In the last section, we illustrated
how to preprocess graph data in order to enable better learning performance. One need
to keep in mind that the preprocess varies based on the application and goal. We’ve also
demonstrated the effectiveness of attention mechanism in the graph information extract.
This is extremely useful for large graphs since the size makes it difficult for the model to
locate meaningful information across the entire graph.
This work barely scratches the surface of graph information processing for AI. However,
we hope shed some light on how we can approach different data types as graph and how
we can use proper tools to extract information from them.
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