We investigate the existence of a renormalized solution for a class of nonlinear parabolic equations with two lower order terms and L 1 -data.
Introduction
We consider the following nonlinear parabolic problem
where Ω is a bounded open subset of R N , N ≥ 1, T > 0, p > 1 and Q T is the cylinder Ω × (0, T ). The operator −div(a(x, t, u, ∇u)) is a Leray-Lions operator which is coercive and grows like |∇u| p−1 with respect to ∇u, the function b(x, u) is an unbounded on u, and b(x, u 0 ) ∈ L 1 (Ω). The functions g and H are two Carathéodory functions with suitable assumptions see below.
Finally the datum f ∈ L 1 (Q T ).
The problem (1) is encountered in a variety of physical phenomena and applications. For instance, when b(x, u) = u, a(x, t, u, ∇u) = |∇u| p−2 ∇u, g = f = 0, H(x, t, ∇u) = λ|∇u| q , where q and λ are positive parameters, the equation in problem (1) can be viewed as the viscosity approximation of Hamilton -Jacobi type equation from stochastic control theory [18] . In particular, when b(x, u) = u, a(x, t, u, ∇u) = ∇u, g = f = 0, H(x, t, ∇u) = λ|∇u| 2 , where λ is positive parameters, the equation in problem (1) appears in the physical theory of growth and roughening of surfaces, where it is known as the Kardar-Parisi-Zhang equation [14] . We introduce the definition of the renormalized solutions for problem (1) as follows. This notion was introduced by P.-L. Lions and Di Perna [12] for the study of Boltzmann equation (see also P.-L. Lions [17] for a few applications to fluid mechanics models). This notion was then adapted to an elliptic version of (1) by Boccardo et al [9] when the right hand side is in W −1,p ′ (Ω), by Rakotoson [24] when the right hand side being a in L 1 (Ω), and by Dal Maso, Murat, Orsina and Prignet [10] for the case of right hand side being a general measure data, see also [19, 20] .
For b(x, u) = u and H = 0, the existence of a weak solution to Problem (1) (which belongs to L m (0, T ; W 1,m 0 (Ω)) with p > 2 − 1 N +1 and m < p(N +1)−N N +1 was proved in [8] (see also [7] ) where g = 0, and in [23] where g = 0, and in [11, 21, 22] . When the function g(x, t, u, ∇u) ≡ g(u) is independent on the (x, t, ∇u) and g is continuous, the existence of a renormalized solution to problem (1) is proved in [5] . Otherwise, recently in [1] is proved the existence of a renormalized solution to problem (1) where the variational case.
The scope of the present paper is to prove an existence result for renormalized solutions to a class of problems (1) with two lower order terms and L 1 -data. The difficulties connected to our problem (1) are due to the presence of the two terms g and H which induce a lack of coercivity, noncontrolled growth of the function b(x, s) with respect to s, the functions a(x, t, u, ∇u) do not belong to (L 1 loc (Q T )) N in general, and the data b(x, u 0 ), f are only integrable. The rest of this article is organized as follows. In Section 2 we make precise all the assumptions on b, a, g, H, u 0 , we also give the concept of a renormalized solution for the problem (1). In section 3 we establish the existence of our main results.
Essential assumptions and different notions of solutions
Throughout the paper, we assume that the following assumptions hold true. Let Ω is a bounded open set of R N (N ≥ 1 ), T > 0 is given and we set Q T = Ω × (0, T ), and b : Ω × R → R is a Carathéodory function, such that for every x ∈ Ω, b(x, .) is a strictly increasing C 1 -function with b(x, 0) = 0. Next, for any k > 0, there exists λ k > 0 and functions A k ∈ L ∞ (Ω) and B k ∈ L p (Ω) such that
for almost every x ∈ Ω, for every s such that |s| ≤ k, we denote by ∇ x ∂b(x,s) ∂s the gradient of ∂b(x,s) ∂s defined in the sense of distributions.
a(x, t, s, ξ)ξ ≥ α|ξ| p , where α is a strictly positive constant.
Furthermore, let g(x, t, s, ξ) : Q T × R × R N → R and H(x, t, ξ) : Q T × R N → R are two Carathéodory functions which satisfy, for almost every (x, t) ∈ Q T and for all s ∈ R, ξ ∈ R N , the following conditions |g(x, t, s, ξ)| ≤ L 1 (|s|)(L 2 (x, t) + |ξ| p ),
is positive and belongs to L p (Q T ). (9) We recall that, for k > 1 and s in R, the truncation is defined as T k (s) = max(−k, min(k, s)).
We shall use the following definition of renormalized solution for problem (1) in the following sense : Definition 1. Let f ∈ L 1 (Q T ) and b(·, u 0 (·)) ∈ L 1 (Ω). A renormalized solution of problem (1) is a function u defined on Q T , satisfying the following conditions:
{m≤|u|≤m+1} a(x, t, u, ∇u)∇u dx dt → 0 as m → +∞,
for all functions S ∈ W 2,∞ (R) which are piecewise C 1 (R), such that S ′ has a compact support in R and
Remark 1. Equation (12) is formally obtained through pointwise multiplication of (1) by S ′ (u). However, while a(x, t, u, ∇u), g(x, t, u, ∇u) and H(x, t, ∇u) does not in general make sense in D ′ (Q T ), all the terms in (12) have a meaning in D ′ (Q T ).
, the following identifications are made in (12) :
, we obtain from (3) and (10) that
• S ′ (u)f belongs to L 1 (Q T ).
The above considerations show that (12) holds in D ′ (Q T ) and that
The properties of S, assumptions (2) and (11) imply that
and B S (x, u) belongs to L p (0, T ; W 1,p 0 (Ω)).
Then (14) and (16) imply that B S (x, u) belongs to C 0 ([0, T ]; L 1 (Ω)) (for a proof of this trace result see [21] ), so that the initial condition (13) makes sense.
Also remark that, for every S ∈ W 1,∞ (R), nondecreasing function such that supp S ′ ⊂ [−M, M ], in view of (2) we have
Statements of results
The main results of this article are stated as follows.
Theorem 1. Let f ∈ L 1 (Q T ) and u 0 is a measurable function such that b(·, u 0 ) ∈ L 1 (Ω). Assume that (2)-(9) hold true. Then, there exists a renormalized solution u of problem (1) in the sense of Definition 1.
Proof. The proof of Theorem 1 is done in five steps.
Step 1 : Approximate problem and a priori estimates
For n > 0, let us define the following approximation of b, f and u 0 .
First, set b n (x, r) = b(x, T n (r)) + 1 n r. b n is a Carathéodory function and satisfies (2) , there exist λ n > 0 and functions A n ∈ L ∞ (Ω) and B n ∈ L p (Ω) such that λ n ≤ ∂bn(x,s) ∂s ≤ A n (x) and ∇ x ∂bn(x,s) ∂s ≤ B n (x), a. e. in Ω, s ∈ R.
Next, set g n (x, t, s, ξ) = g(x,t,s,ξ)
Moreover, since f n ∈ L p ′ (Q T ) and f n → f a. e. in Q T and strongly in L 1 (Q T ) as n → ∞.
Let us now consider the approximate problem
(Ω)) be a weak solution of (18) . Then, the following estimates holds,
where D depend only on Ω, T , N , p, p ′ , f and ||h|| L p (QT ) .
Proof. To get (19) , we divide the integral QT |∇u n | p dx dt in two parts and we prove the following estimates : for all
and
where M 1 and M 2 are positive constants. In what follows we will denote by M i , i = 3, 4, ..., some generic positive constants. We suppose p < N , (the case p ≥ N is similar). For ε > 0 and s ≥ 0, we define
Using B n ϕε (x, r) ≥ 0, g n (x, t, u n , ∇u n )ϕ ε (u n ) ≥ 0, (5), (9) , Hölder inequality and Letting ε go to zero, we obtain
On the other hand, from Fleming-Rishel coarea formula and isoperimetric inequality, we have for almost every s > 0
where C N is the measure of the unit ball in R N . Using the Hölder's inequality we obtain that for almost every s > 0
Then, combining (22) and (23) we obtain for almost every s > 0
Using (24), we have
Now, we consider two functions B and ψ (see
We have ||B|| L p (0,T ;W 1,p 0 (Ω)) ≤ ||h|| L p (0,T ;W 1,p 0 (Ω)) and |ψ(s)| ≤ ||f n || L 1 (QT ) . From (25), (26) and (27) we have
From Gronwall's Lemma (see [3] ), we obtain
Now, by a variable of change and by Hölder inequality, we estimate the argument of the exponential function on the right hand side of (28)
Raising to the power p ′ in (28) and we can write
where M 1 depend only on Ω, N , p, p ′ , f , α and ||h|| L p (QT ) , integrating between 0 and k, (20) is proved.
We now give the proof of (21), using T k (u n ) as test function in (18), gives
Using (9), we deduce that,
and by using the fact that B n k (x, r) ≥ 0, g n (x, t, u n , ∇u n )u n ≥ 0 and (5), we have
By Hölder inequality and (20), (8) and applying Young's inequality, we get for all k > δ
Hence
and Lemma 1 is proved.
Then there exists u ∈ L p (0, T ; W 1,p 0 (Ω)) such that, for some subsequence u n ⇀ u weakly in L p (0, T ; W 1,p 0 (Ω)),
we conclude that
We deduce from the above inequalities, (2) and (31), that
Now, we turn to prove the almost every convergence of u n and b n (x, u n ). Consider now a function non decreasing ξ k ∈ C 2 (R) such that ξ k (s) = s for |s| ≤ k 2 and ξ k (s) = k for |s| ≥ k. Multiplying the approximate equation by
As a consequence of (31), we deduce that ξ k (u n ) is bounded in L p (0, T ; W 1,p 0 (Ω)) and (2), we conclude that ∂ξ k (u n ) ∂t is bounded in L 1 (Q T ) + L p ′ (0, T ; W −1,p ′ (Ω)), which implies that ξ k (u n ) strongly converges in L 1 (Q T ) (see [21] ).
Due to the choice of ξ k , we conclude that for each k, the sequence T k (u n ) converges almost everywhere in Q T , which implies that u n converges almost everywhere to some measurable function u in Q T . Thus by using the same argument as in [4, 5] and [25] , we can show u n → u a. e. in Q T , (34) b n (x, u n ) → b(x, u) a. e. in Q T . We can deduce from (31) that
). Which implies, by using (3), for all k > 0 that there exists a function a ∈ (L p ′ (Q T )) N , such that
We now establish that b(., u) belongs to L ∞ (0, T ; L 1 (Ω)). Using (34) and passing to the limit-inf in (32) as n tends to +∞, we obtain that
for almost any τ in (0, T ). Due to the definition of B k (x, s) and the fact that 1 k B k (x, u) converges pointwise to b(x, u), as k tends to +∞, shows that b(x, u) belong to L ∞ (0, T ; L 1 (Ω)). a(x, t, u n , ∇u n )∇u n dx dt = 0 (36)
Proof. We use T 1 (u n − T m (u n )) + = α m (u n ) ∈ L p (0, T ; W 1,p 0 (Ω)) ∩ L ∞ (Q T ) as test function in (18) . Then, we have
a(x, t, u n , ∇u n )∇u n α ′ m (u n ) dx dt
Which, by setting B n m (x, r) = r 0 ∂b n (x, s) ∂s α m (s)ds, (7) and (9) gives
Now we use Hölder's inequality and (19) , in order to deduce
Since B n m (x, u n )(T ) ≥ 0 and the strong convergence of f n in L 1 (Q T ), by Lebesgue's theorem, we have a(x, t, u n , ∇u n )∇u n dx dt = 0.
On the other hand, using T 1 (u n − T m (u n )) − as test function in (18) and reasoning as in the proof of (37) we deduce that lim m→∞ lim sup n→∞ {−(m+1)≤un≤−m} a(x, t, u n , ∇u n )∇u n dx dt = 0.
Thus (36) follows from (37) and (38).
Step 2 : Almost everywhere convergence of the gradients This step is devoted to introduce for k ≥ 0 fixed a time regularization of the function T k (u) in order to perform the monotonicity method (the proof of this steps is similar the Step 4 in [5] ). This kind of regularization has been first introduced by R. Landes (see Lemma 
Let {ψ i } ⊂ D(Ω) be a sequence which converge strongly to u 0 in L 1 (Ω). Set w i µ = (T k (u)) µ + e −µt T k (ψ i ) where (T k (u)) µ is the mollification with respect to time of T k (u). Note that w i µ is a smooth function having the following properties:
w i µ → T k (u) strongly in L p (0, T ; W 1,p 0 (Ω)), as µ → ∞.
We introduce the following function of one real variable:
where m > k. Let θ µ,i n = T k (u n ) − w i µ and z µ,i n,m = ϕ(θ µ,i n )h m (u n ). Using in (18) the test function z µ,i n,m , we obtain since g n (x, t, u n ,
In the rest of this paper, we will omit for simplicity the denote ε(n, µ, i, m) all quantities (possibly different) such that and this will be the order in which the parameters we use will tend to infinity, that is, first n, then µ, i and finally m. Similarly we will write only ε(n), or ε(n, µ),... to mean that the limits are made only on the specified parameters.
We will deal with each term of (42). First of all, observe that
and weakly− * in L ∞ (Q T ) as n → ∞ and finally ϕ(T k (u) − (T k (u)) µ + e −µt T k (ψ i ))h m (u) converges to 0 strongly in L p (Q T ) and weakly− * in L ∞ (Q T ) as µ → ∞. Thanks to (36) the third and fourth integrals on the right hand side of (42) tend to zero as n and m tend to infinity, and by Lebesgue's theorem and F ∈ (L p ′ (Q T )) N , we deduce that the right hand side of (42) converges to zero as n, m and µ tend to infinity. Since (T k (u n )−w i µ )h m (u n ) ⇀ (T k (u)−w i µ )h m (u) weakly * in L 1 (Q T ) and strongly in L p (0, T ; W 1,p 0 (Ω)) and (T k (u) − w i µ )h m (u) ⇀ 0 weakly * in L 1 (Q T ) and strongly in L p (0, T ; W 1,p 0 (Ω)) as µ → +∞. On the one hand, the definition of the sequence w i µ makes it possible to establish the following lemma.
Proof. (see Blanchard and Redwane [6] ).
On the other hand, the second term of the left hand side of (42) can be written as
Using (3), (35) and Lebesgue's theorem we have a(x, t, T k (u n ), ∇T k (u)) converges to a(x, t, T k (u), ∇T k (u)) strongly in (L p ′ (Q T )) N and ∇T k (u n ) converges to ∇T k (u) weakly in (L p (Q T )) N , then
Using (35) and (41) we have
For what concerns K 4 we can write, since h m (u n ) = 0 on {|u n | > m + 1}
a(x, t, T m+1 (u n ), ∇T m+1 (u n ))∇w i µ ϕ ′ (T k (u n ) − w i µ )h m (u n ) dx dt, and, as above, by letting n → ∞
so that, by letting µ → ∞
In view of (44), (45), (46) and (47), we conclude then that
To deal with the third term of the left hand side of (42), observe that QT a(x, t, u n , ∇u n )∇u n ϕ(θ µ,i n )h ′ m (u n ) dx dt
a(x, t, u n , ∇u n )∇u n dx dt.
Thanks to (36), we obtain QT a(x, t, u n , ∇u n )∇u n ϕ(θ µ,i n )h ′ m (u n ) dx dt ≤ ε(n, m).
We now turn to fourth term of the left hand side of (42), we can write
since L 2 (x, t) belong to L 1 (Q T ) it is easy to see that
On the other hand, the second term of the right hand side of (50), write as
and, as above, by letting first n then finally µ go to infinity, we can easily seen, that each one of last two integrals is of the form ε(n, µ). This implies that
Combining (42), (43), (48), (49) and (51), we get
and so, thanks to (39), we have
Hence by passing to the limit sup over n, we get
This implies that
Now, observe that for every σ > 0,
then as a consequence of (52) we have that ∇u n converges to ∇u in measure and therefore, always reasoning for a subsequence, ∇u n → ∇u a. e. in Q T .
Which implies
Step 3 : Equi-integrability of H n (x, t, ∇u n ) and g n (x, t, u n , ∇u n )
We shall now prove that H n (x, t, ∇u n ) converges to H(x, t, ∇u) and g n (x, t, u n , ∇u n ) converges to g(x, t, u, ∇u) strongly in L 1 (Q T ) by using Vitali's theorem. Since H n (x, t, ∇u n ) → H(x, t, ∇u) a.e. Q T and g n (x, t, u n , ∇u n ) → g(x, t, u, ∇u) a.e. Q T , thanks to (6) and (9), it suffices to prove that H n (x, t, ∇u n ) and g n (x, t, u n , ∇u n ) are uniformly equi-integrable in Q T . We will now prove that H(x, ∇u n ) is uniformly equi-integrable, we use Hölder's inequality and (19) , we have for any measurable subset E ⊂ Q T :
which is small uniformly in n when the measure of E is small.
To prove the uniform equi-integrability of g n (x, t, u n , ∇u n ). For any measurable subset E ⊂ Q T and m ≥ 0, E |g n (x, t, u n , ∇u n )| dx dt = E∩{|un|≤m} |g n (x, t, u n , ∇u n )| dx dt
For fixed m, we get
which is thus small uniformly in n for m fixed when the measure of E is small (recall that T m (u n ) tends to T m (u) strongly in L p (0, T ; W 1,p 0 (Ω))). We now discuss the behavior of the second integral of the right hand side of (54), let ψ m be a function such that
We choose for m > 1, ψ m (u n ) as a test function in (18) , and we obtain |g n (x, t, u n , ∇u n )| dx dt = 0.
Thus we proved that the second term of the right hand side of (54) is also small, uniformly in n and in E when m is sufficiently large. Which shows that g n (x, t, u n , ∇u n ) and H n (x, t, ∇u n ) are uniformly equi-integrable in Q T as required, we conclude that
(55)
Step 4 :
In this step we prove that u satisfies (11). a(x, t, u, ∇u)∇u dx dt = 0.
Proof. Note that for any fixed m ≥ 0, one has {m≤|un|≤m+1} a(x, t, u n , ∇u n )∇u n dx dt
According to (53) and (52), one can pass to the limit as n → +∞ for fixed m ≥ 0, to obtain
a(x, t, u n , ∇u n )∇u n dx dt
a(x, t, u, ∇u)∇u dx dt.
Taking the limit as m → +∞ in (56) and using the estimate (36) show that u satisfies (11) and the proof is complete.
Step 5 :
In this step we prove that u satisfies (12) and (13) . Let S be a function in W 2,∞ (R) such that S ′ has a compact support. Let M be a positive real number such that support of S ′ is a subset of [−M, M ]. Pointwise multiplication of the approximate equation (18) by S ′ (u n ) leads to
where B n S (x, z) = z 0 ∂b n (x, r) ∂r S ′ (r)dr.
In what follows we pass to the limit in (57) as n tends to +∞.
• Limit of ∂B n S (x, u n ) ∂t . Since S is bounded and continuous, u n → u a.e. in Q T , implies that B n S (x, u n ) converges to B S (x, u) a.e. in Q T and L ∞ (Q T )-weak * . Then ∂B n S (x, u n ) ∂t converges to ∂B S (x, u) ∂t in D ′ (Q T ) as n tends to +∞.
•The limit of − div S ′ (u n )a(x, t, u n , ∇u n ) . Since supp(S ′ ) ⊂ [−M, M ], we have for n ≥ M :
S ′ (u n )a n (x, t, u n , ∇u n ) = S ′ (u n )a(x, t, T M (u n ), ∇T M (u n )) a.e. in Q T .
The pointwise convergence of u n to u, (53) and the bounded character of S ′ yield, as n tends to +∞ : S ′ (u n )a n (x, t, u n , ∇u n ) converges to S ′ (u)a(x, t, T M (u), ∇T M (u)) in (L p ′ (Q T )) N , and S ′ (u)a(x, t, T M (u), ∇T M (u)) has been denoted by S ′ (u)a(x, t, u, ∇u) in equation (12) .
• The limit of S ′′ (u n )a(x, t, u n , ∇u n )∇u n . Consider the "energy" term, S ′′ (u n )a(x, t, u n , ∇u n )∇u n = S ′′ (u n )a(x, t, T M (u n ), ∇T M (u n ))∇T M (u n ) a.e. in Q T .
The pointwise convergence of S ′ (u n ) to S ′ (u) and (53) as n tends to +∞ and the bounded character of S ′′ permit us to conclude that S ′′ (u n )a n (x, t, u n , ∇u n )∇u n converges to S ′′ (u)a(x, t, T M (u), ∇T M (u))∇T M (u) weakly in L 1 (Q T ).
Recall that S ′′ (u)a(x, t, T M (u), ∇T M (u))∇T M (u) = S ′′ (u)a(x, t, u, ∇u)∇u a.e. in Q T .
• The limit of S ′ (u n ) g n (x, t, u n , ∇u n ) + H n (x, t, ∇u n ) . From supp(S ′ ) ⊂ [−M, M ], by (55), we have S ′ (u n )g n (x, t, u n , ∇u n ) converges to S ′ (u)g(x, t, u, ∇u) strongly in L 1 (Q T ) and S ′ (u n )H n (x, t, ∇u n ) converge to S ′ (u)H(x, t, ∇u) strongly in L 1 (Q T ), as n tends to +∞.
• The limit of S ′ (u n )f n . Since u n → u a.e. in Q T , we have S ′ (u n )f n converges to S ′ (u)f strongly in L 1 (Q T ), as n tends to +∞.
As a consequence of the above convergence result, we are in a position to pass to the limit as n tends to +∞ in equation (57) and to conclude that u satisfies (12) .
It remains to show that B S (x, u) satisfies the initial condition (13) . To this end, firstly remark that, S being bounded and in view of (15), (31), we have B n S (x, u n ) is bounded in L p (0, T ; W 1,p 0 (Ω)). Secondly, (57) and the above considerations on the behavior of the terms of this equation show that ∂B n S (x,un) ∂t is bounded in L 1 (Q T )+L p ′ (0, T ; W −1,p ′ (Ω)). As a consequence (see [21] ), B n S (x, u n )(t = 0) = B n S (x, u 0n ) converges to B S (x, u)(t = 0) strongly in L 1 (Ω). On the other hand, the smoothness of S and in view of (17) imply that B S (x, u)(t = 0) = B S (x, u 0 ) in Ω. As a conclusion, steps 1-5 complete the proof of Theorem 1.
