Abstract We consider the discretization of a semilinear damped wave equation arising, for instance, in the modeling of gas transport in pipeline networks. For time invariant boundary data, the solutions of the problem are shown to converge exponentially fast to steady states. We further prove that this decay behavior is inherited uniformly by a class of Galerkin approximations, including finite element, spectral, and structure preserving model reduction methods. These theoretical findings are illustrated by numerical tests.
Introduction
The propagation of pressure waves through a network of pipes can be described by a semilinear hyperbolic system on each pipe together with appropriate coupling conditions [4, 10] . Due to friction at the pipe walls, the kinetic energy of the gas flow gets damped resulting in a dissipative behavior and, as a consequence, the system relaxes to steady states exponentially fast; see [8] . While structure preserving model reduction methods [9] allow to guarantee the dissipative nature also after discretization, the rates of the exponential decay in the discretized models may in general degenerate with the discretization parameter; see e.g. [13] .
In this work we extend our previous results [7] to problems with nonlinear damping and make the following contributions: First, we prove the exponential decay for the infinite dimensional problem in a form that can be extended to pipe networks. Second, we analyze a class of Galerkin discretizations which inherit the exponential decay behavior uniformly in the discretization parameter.
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Analytical results
We consider the semilinear instationary wave propagation problem
with nonlinear damping function d satisfying the following assumptions.
These conditions allow us to prove the well-posedness of the above problem. As a preparatory step, let us consider corresponding stationary problems of the form
Note that solutions of (4)- (6) with Lemma 2. Let Assumption 1 hold. Then for anyf ,g ∈ L 2 (0, 1) andh ∈ R 2 the system (4)-(6) has a unique solution (p,m) ∈ H 1 (0, 1) × H 1 (0, 1) and there exists a constant c > 0 independent ofd and off ,g,h, such that
Let us now return to the instationary problem. Using the previous result and energy estimates, we can show the following a-priori bounds.
Lemma 3. Let (p, m) be a smooth solution of (1)-(3). Then
with a constant c depending only onf ,ḡ,h, p(0), m(0) but not on times t and T .
Here and below, we interpret p and m as functions of time with values in a Hilbert space, and write p(t) and m(t) for the corresponding functions of x at time t.
Proof. Subtracting equations (4)- (6) 
Differentiation of (1)- (3) with respect to time, testing with (∂ t p(t), ∂ t m(t)), and using that d ′ (m) > 0 by Assumption 1, further shows that
The right-hand side in this estimate can be bounded using (1)- (3) for t = 0. Then the splitting m(t) ≤ m(t) −m + m and ∂ x m(t) − ∂ xm = ∂ t p(t) together with the bounds of Lemma 2 and the previous estimates implies the result.
⊓ ⊔
We are now in the position to show well-posedness of the instationary problem. (1)- (3) We can now state our first main result, i.e. the exponential decay of the energies
The proof follows in the same way as that of Theorem 10 given below, and is therefore omitted. Similar results can also be found in [2, 8, 14] .
Galerkin discretization in space
Let Q h ⊂ L 2 (0, 1) and V h ⊂ H 1 (0, 1) and consider the following Galerkin approximation of the stationary problem (4)- (6):
for all q h ∈ Q h and v h ∈ V h . For convenience we write (·, ·) := (·, ·) L 2 in the sequel. We will assume that the spaces Q h , V h satisfy the following compatibility conditions.
Well-posedness of the discretized stationary problem (7)- (8) now follows with the same arguments as used in Lemma 2 for the analysis on the continuous level.
Lemma 7. Let Assumptions 1 and 6 hold. Then for anyf ,g ∈ L 2 (0, 1) andh ∈ R 2 there exists a unique solution (p h ,m h ) ∈ Q h ×V h of the system (7)- (8) and a constant c > 0 independent ofd, off ,g,h and of the space Q h ,V h , such that
The corresponding discretization of the instationary problem (1)- (3) reads as follows:
for all q h ∈ Q h and v h ∈ V h , and for 0 ≤ t ≤ T . In addition, we require that
where (p h,0 , m h,0 ) solves problem (7)- (8) with
. By Lemma 7, p h,0 , m h,0 and ∂ t p h,0 , ∂ t m h,0 can be bounded in terms of the data of the continuous problem. In order to prove the existence of a global solution, we proceed similarly as on the continuous level. We denote by (p h ,m h ) the steady states of the system (10)- (11) , which correspond to the solution of (7)- (8) with
, and obtain the following a-priori bounds. (10)- (12) with initial values p h,0 and m h,0 as described above, satisfies
with a constant c > 0 depending only onf ,ḡ,h, p 0 , m 0 but not on t, T , or Q h , V h .
By the Picard-Lindelöf theorem, one then obtains the existence of a unique solution. (10)- (12) .
Lemma 9. Let the conditions of Lemma 4 and Assumption 6 hold. Then there exists a unique solution
We are now in the position to prove the main result of our paper.
Theorem 10. Under the assumptions of Lemma 7 and 9, there holds
for all 0 ≤ t ≤ T with constants c, c ′ , γ > 0 depending only on the data.
In particular, the estimate is independent of T and the choice of the spaces Q h ,V h . 
Proof. For any
with some constant c independent of t, T , and of the spaces Q h ,V h . Let us define a modified energy
for all parameters 0 ≤ ε ≤ ε * sufficiently small, i.e., the two energies are equivalent. From (10)- (11), one can further deduce that
The second term in this estimate can be bounded by
where the global a-priori bounds in Lemma 8, equation (13) , and the assumptions on d were used. By choosing ε * > 0 sufficiently small, we can conclude that
By integration in time, this yields
3 E 1 h,ε (0), and using the equivalence of the two energies (14), we obtain the second estimate of the theorem. With the help of inequality (13), we also obtain the first estimate.
⊓ ⊔ Remark 1. In the next section, we will make use of the following simple observation:
Then the assertions of Theorem 10 remain valid when replacing (∂ t m h (t), v h ) and (d(m h (t)), v h ) in problem (10)- (12) by the approximations (∂ t m h (t), v h ) h and (d(m h (t)), v h ) h , which can be verified by a close inspection of the previous proof. This modification may substantially simplify the numerical solution.
Approximation schemes
After a basis is chosen for Q h and V h , the discretized system (10)- (11) reads
Here p, m are the coordinate vectors for the functions p h , m h . Following Remark 1, we define quadrature points ξ n and weights ω n , and we set
We now discuss some typical choices for the subspaces Q h , V h for method (10)- (11).
Example 1 (Finite element method).
Let T h be a uniform mesh with nodes x n = nh, h = 1/N, and let P p (T h ) be the space of piecewise polynomials of order p. We set Q h = P 0 (T h ) and V h = P 1 (T h ) ∩ H 1 and note that Assumption 6 is satisfied. We further choose ξ n = x n and ω 0 = ω N = h/2 and ω n = h for 0 < n < N for (18), which corresponds to numerical quadrature with the trapezoidal rule, and note that (15) is fulfilled. Moreover, the matrices M p , M m , and D(m) are all diagonal and approximation order h 2 can be expected for sufficiently smooth solutions.
Example 2 (Spectral method).
For Q h = P p−1 (0, 1) and V h = P p (0, 1)∩H 1 , Assumption 6 holds as well. Now let ξ n and ω n , 0 ≤ n ≤ p, be the quadrature points and weights for the Gauss-Lobatto quadrature rule on [0, 1], then also norm equivalence (15) is valid; cf. [5] , When choosing the Lagrange polynomials for the points {ξ n } n as basis for V h and the Legendre polynomials as basis for Q h , the matrices M p , M m , and D(m) are again diagonal. Here exponential convergence in p can expected for smooth solutions [5] .
Example 3 (Projection based model reduction).
Let Q h ,V h , ω n , ξ n be chosen as in Example 1 for small h and let Q H ⊂ Q h , V H ⊂ V h be constructed by a structure preserving model reduction approach [3] , together with the modifications proposed in [7] . Then Assumption 6 holds and M p , M m are diagonal for an appropriate choice of basis. Note that the evaluation of the nonlinear term D(m(t)) via (18) still has the complexity of the high dimensional space V h . Replacing (18) by a quadrature rule with fewer quadrature points may be used to further reduce the complexity [1] . Let us note that uniform exponential stability can still be guaranteed for this complexityreduction approach, as long as (15) is valid.
Numerical illustration
Let us note that our results and methods of proof can be generalized almost verbatim to networks; see [6] . This will be illustrated now by some numerical tests, for which we utilize the network in Fig. 1 a directed graph (V , E ) with vertices V = {v 1 , . . . , v 6 }, divided into interior and exterior vertices V 0 = {v 2 , . . . , v 5 } and V ∂ = {v 1 , v 6 }, and edges E = {e 1 , . . . , e 7 } ⊂ V × V . We denote by E (v) = {e = (v, ·) or e = (·, v)} the set of edges adjacent to the vertex v and define n e (v) = −1 for ingoing and n e (v) = 1 for the outgoing pipes. We then consider the following problem on the network: For every pipe e ∈ E , the solution (p e , m e ) restricted to the pipe should satisfy (1)- (2) with dataf ,ḡ ≡ 0, and damping function d(m e ) = |m e |m e . At the interior vertices of the network, the solution is required to satisfy the coupling conditions As initial conditions p(0), m(0), we choose the stationary solutions for the boundary data at time t = 0. The time discretization is chosen sufficiently accurate such that time integration errors can be neglected. For T = 50, we depict in Table 1 the exponential convergence of all methods. The POD method with n sv singular values is trained by an h-FEM method with h = 10 −3 and the correct boundary data. We choose N Gauss-Lobatto points on each pipe such that (15) is satisfied. As predicted in Theorem 10 the exponential decay is uniform in the discretization parameters. 
