Abstract. The idea of decomposing a matrix into a product of structured matrices such as triangular, orthogonal, diagonal matrices is a milestone of numerical computations. In this paper, we describe six new classes of matrix decompositions, extending our work in [8] . We prove that every n × n matrix is a product of finitely many bidiagonal, skew symmetric (when n is even), companion matrices and generalized Vandermonde matrices, respectively. We also prove that a generic n × n centrosymmetric matrix is a product of finitely many symmetric Toeplitz (resp. persymmetric Hankel) matrices. We determine an upper bound of the number of structured matrices needed to decompose a matrix for each case.
Introduction
Matrix decomposition is an important technique in numerical computations. For example, we have classical matrix decompositions:
(1) LU: a generic matrix can be decomposed as a product of an upper triangular matrix and a lower triangular matrix. (2) QR: every matrix can be decomposed as a product of an orthogonal matrix and an upper triangular matrix. (3) SVD: every matrix can be decomposed as a product of two orthogonal matrices and a diagonal matrix.
These matrix decompositions play a central role in engineering and scientific problems related to matrix computations [1] , [6] . For example, to solve a linear system
where A is an n×n matrix and b is a column vector of length n. We can first apply LU decomposition to A to obtain
where L is a lower triangular matrix and U is an upper triangular matrix. Next, we can solve
to obtain the solution of the original linear equation. The advantage of decomposing A into the product of L and U first is that solving linear equations with triangular matrix coefficient is much easier than solving the one with general matrix coefficient. Similar idea applies to QR and SVD decompositions. Those classical matrix decompositions (LU, QR and SVD decompositions) correspond to Bruhat, Iwasawa, and Cartan decompositions of Lie groups [5, 2] . Other than those classical ones, there are other matrix decompositions. For instance,
(1) Every n × n matrix is a product of (2n + 5) Toeplitz (resp. Hankel) matrices [8] .
(2) Every matrix is a product of two symmetric matrices [3] .
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As we have seen for classical matrix decompositions, Toeplitz, Hankel and symmetric matrix decompositions are important in the sense that structured matrices are well understood. For example, a Toeplitz linear system can be solved in O(n log n) using displacement rank [10] , compared to at least O(n 2 ) for general linear systems. Sometimes the matrix decomposition refers to the decomposition of a matrix into the sum of two matrices, see for example, [16, 17, 18] . However, whenever we mention the matrix decomposition in this paper, we always refer to the multiplicative version.
In this article, we study matrix decompositions beyond those mentioned above. We use Algebraic Geometry as our tool to explore the existence of matrix decompositions for various structured matrices. We define necessary notions in Section 2 and we prove some general results for the matrix decomposition problem and establish a strategy to tackle the matrix decomposition problem in Section 3. In Section 4 we discuss the matrix decomposition problem with two factors and recover the LU decomposition and the QR decomposition for generic matrices using our method. Here the LU (resp. QR) decomposition for generic matrices means that the set of matrices which can be written as the product of a lower triangular (resp. orthogonal) matrix and an upper triangular matrix is a dense subset (with the Zariski topology) of the space of all n × n matrices.
In Section 5 we apply the strategy built in Section 3.4 to matrix decomposition problem for linear subspaces. Lastly, in Section 6 we apply the strategy to matrix decomposition problem for non-linear varieties. We summarize our contributions in the following list:
(1) Bidiagonal decomposition (Section 5.1).
(2) Skew symmetric decomposition (Section 5.
2). (3) Symmetric Toeplitz decomposition and persymmetric Hankel decomposition (Section 5.3) (4) Generic decomposition (Section 5.4). (5) Companion decomposition (Section 6.1). (6) Generalized Vandermonde decomposition (Section 6.2).
For each type of matrices in the list above, we first prove the existence of the matrix decomposition for a generic matrix, in the sense that the set of all matrices which can not be decomposed as a product of matrices of the given type, is contained in a proper algebraic subvariety of C n×n . Then we use a result from topological group theory to prove the existence of the matrix decomposition for every matrix. The price we need to pay is to increase the number of factors. Our method can only show the existence of the matrix decomposition and no algorithm can be obtained in general. However, we do find an algorithm for companion decomposition in 6.1.
Algebraic geometry
In this section, we introduce necessary notions in Algebraic Geometry needed in this paper. We work over complex numbers but all results hold over algebraically closed fields of characteristic zero. Every notion we define in this section can be generalized to a more abstract version, but we only concentrate on a simplified version. Main references for this section are [7, 9, 12, 13, 19] Let C[x 1 , . . . , x n ] be the polynomial ring of n variables over C. We say that a subset X ⊂ C n is an algebraic subvariety if X is the zero set of finitely many polynomials F 1 , . . . , F r ∈ C[x 1 , . . . , x n ] and we say that X is defined by F 1 , . . . , F r . For example, any linear subspace of C n is an algebraic subvariety because they are all defined by polynomials of degree one. Less nontrivial examples are algebraic groups such as GL n (C), the group of all n × n invertible matrices and O(n), the group of all n × n orthogonal matrices. We remark here that GL n (C) is an algebraic subvariety of C n 2 +1 defined by
, where t, x ij , 1 ≤ i, j ≤ n are variables and det(x ij ) is the determinant of the n × n matrix (x ij ). Also O(n) is an algebraic subvariety of C n 2 because O(n) is the defined by
where x ij , 1 ≤ i, j ≤ n are variables.
Let X be an irreducible algebraic subvariety of C n . We say that X is irreducible if X cannot be written as the union of two algebraic subvarieties properly contained in X. In other words, whenever X = X 1 ∪ X 2 for algebraic subvarieties X 1 and X 2 , we have
It is clear that linear subspaces, GL n (C) and O(n) are all irreducible. The algebraic subvariety X defined by the equation x 1 x 2 = 0 is not irreducible since X is the union of X i which is defined by the equation
Let X ⊂ C n be an algebraic subvariety. Let I(X) be the ideal consisting of all polynomials f ∈ C[x 1 , . . . , x n ] such that f (x) = 0 for any x ∈ X. It is well known [9] that the ideal I(X) must be finitely generated. Assume that I(X) is generated by polynomials F 1 , . . . , F r . Let J p be the Jacobian matrix
where 1 ≤ i ≤ r and 1 ≤ j ≤ n. We define the dimension of X to be
The notion of dimension coincides with the intuition. For example, the dimension of a linear subspace of C n is the same as its dimension as a linear space. The dimension of GL n (C) is n 2 and the dimension of O(n) is
we say that p is a smooth point of X and we define the tangent space T p X of X at p to be
For example, the tangent space T p X of a linear subspace X ⊂ C n at a point p ∈ X can be identified with X itself. The tangent space of O(n) at the identity e is simply the Lie algebra o(n), the Lie algebra consisting of all n × n skew symmetric matrices [14] . Let U ⊂ C n be a subset. We define the Zariski closure U of U to be the common zero set of polynomials vanishing on U . Namely,
For example, the Zariski closure of R in C is the whose space C. We remark that the Zariski closure could be much larger than the Euclidean closure. For example, the Euclidean closure of R in C is just itself. Let X ⊂ C n and Y ⊂ C m be two algebraic subvarieties. We say a map f : X → Y is a polynomial map if f can be represented as
where f 1 , . . . , f m are polynomials in n variables. For example, we denote C n×n by the space of all n × n matrices. It is clear that C n×n ∼ = C n 2 . Then the map
. . , W r are algebraic subvarieties of C n×n , then the restriction of ρ r is, by definition, also a polynomial map.
We denote the set of all k dimensional linear subspaces of C n by Gr(k, n) and call it the Grassmannian of k planes in C n . In particular, when k = 1, we have Gr(1, n) = P n−1 , the projective space. We say that a subset X of P n−1 is a projective subvariety if X is defined by homogeneous polynomials, i.e., there are homogeneous polynomials F 1 , . . . , F r ∈ C[x 1 , . . . , x n ] such that
Here [p] is the element in P n−1 , which corresponds to the line joining the origin and p ∈ C n . It is a fundamental fact [9, 11, 12, 13] that Gr(k, n) is a projective subvariety in P N −1 where N = n k . Furthermore, Gr(k, n) is smooth, i.e., every point in Gr(k, n) is a smooth point, hence we can define the tangent bundle T Gr(k, n), whose fiber over a point [W ] ∈ Gr(k, n) is simply the tangent space
It turns out that (E, π) is a vector bundle on Gr(k, n) [9, 11, 12, 13] . We say that E is the tautological vector bundle on Gr(k, n). By definition, the fiber π −1 ([W ]) over a point [W ] ∈ Gr(k, n) is simply the vector space W .
Let X be an algebraic subvariety in C n . Let P be a property defined for points in X. We say that P is a generic property if there exists an algebraic subvariety X P X such that if x ∈ X does not satisfy the property P , then x ∈ X P . If the property P is understood, we say that x ∈ X is a generic point if x satisfies the property P . For example, we can say that for a fixed hyperplane H in C n , a generic point in x ∈ C n is not contained in H. A generic n × n matrix is invertible since matrices that are not invertible are defined by the vanishing of their determinants. We also say that for a fixed m plane L, a generic k plane intersects with L in a m + k − n dimensional subspace. If x ∈ C n is a generic point for property P , then by definition, the set of points in C n that does not satisfy P is contained in an algebraic subvariety X P C n . If we equip C n with the Lebesgue measure, then it is clear that X P always has measure zero. In other words, the set of generic points has the full measure.
In particular, when we say that a generic n × n matrix can be decomposed into the product of finitely many structured matrices, for example, Toeplitz matrices, we mean the set of all matrices which admit such a decomposition is an open dense subset (with the Zariski topology) of the space of all n × n matrices. For those who are not familiar with the notion of generic objects, one can replace "generic" by "random" to obtain the intuition, though this is not rigorous in mathematics.
General method
Let X be an algebraic subvariety of C n×n which is closed under matrix multiplication, i.e., for any A, B ∈ X we have AB ∈ X. Let r be a positive integer and let W 1 , . . . , W r be subvarieties of X. We consider a map
defined by the matrix multiplication
We can rephrase the matrix decomposition problem in terms of ρ.
Question 3.1.
(1) Does there exist r such that ρ r is a dominant map, i.e., ρ r (W r ) = X? (2) Does there exist r such that ρ r is a surjective map, i.e., ρ r (W r ) = X?
Here the closure ρ(W r ) is the Zariski closure of ρ(W r ) in X. In general, the fist question in Question 3.1 is weaker than the second. However, we will see later that with some assumptions on X and W , we can conclude that if ρ r is dominant, ρ r ′ is surjective for some r ′ ≥ r.
3.1.
Lower bound of r. First, we can do a naive dimension counting to get a lower bound on r. To do this we need
Apply Proposition 3.2 to our case we obtain
(1)
We say that an algebraic subvariety W ⊂ C n×n is a cone if x ∈ W implies that λx ∈ W for any λ ∈ C. Assume that W 1 , . . . , W r ⊂ X are cones. For any A ∈ X with a decomposition
r (A) contains the subvariety
It is clear from the definition of Z A that dim Z A = r − 1.
Apply Proposition 3.2 to this case we obtain
Corollary 3.5. If W 1 , . . . , W r are cones and ρ r : W r → X is dominant, then
Corollary 3.6. If W 1 , . . . , W r are cones of the same dimension m and ρ r is dominant, then 
has full rank dim X, then the map ρ r is dominant.
Proof. Suppose that ρ r (W r ) is not equal to X, then it is a proper subvariety of X and hence it has dimension strictly smaller than that of X. Therefore, we have that the rank of dρ r | a ′ is strictly smaller than dim X for generic a ′ ∈ W r . However, the assumption that there exists some a ∈ W r such that dρ r | a has the maximal rank implies that for a generic point a ′ ∈ W r , we must have that the rank of dρ r | a ′ is equal to dim X.
For readers unfamiliar with the calculation of the differential dρ r | a , we record the following formula
where 
i.e, every element g ∈ G is of the form hh ′ for some h, h ′ ∈ U .
Theorem 3.9 (open mapping theorem). [7] Let X, Y be two irreducible varieties and let f : X → Y be a polynomial map. If f is dominant then there is some U ⊂ f (X) which is open and dense in Y .
Proposition 3.10. Let W 1 = · · · = W r = W be a linear subspace and X = C n×n . Suppose that W contains all diagonal matrices and that ρ r is dominant. Then the map
defined by matrix multiplication is surjective for r ′ = 4r + 1.
Proof. Since ρ r is dominant, by Theorem 3.9 its image
contains an open dense subset of C n×n . This implies that ρ r (W r ) contains an open dense subset of the group GL n (C) because GL n (C) is an open dense subset of C n×n . By Proposition 3.8 we see that
Lastly, if A ∈ C n×n then there exists P, Q ∈ GL n and a diagonal matrix D ∈ C n×n such that
Hence we see that
3.4. Our strategy. Let X be an algebraic subvariety of C n×n which is closed under matrix multiplication and let W 1 , . . . , W r be r algebraic subvarieties of X. We define
In general, we may answer Question 3.1 by the following strategy.
(1) We first calculate the lower bound r 0 of r for ρ r to be dominant according to Corollaries 3.4, 3.5 and 3.6. If r < r 0 then ρ r can not be dominant. (2) If r ≥ r 0 , we calculate the differential dρ r | a of ρ r at a point a ∈ W r . If dρ r | a has the maximal rank dim X then ρ r is dominant by Proposition 3.7. (3) If W 1 = · · · = W r = W is a linear subspace of X = C n×n containing all diagonal matrices and ρ r is dominant then by Proposition 3.10 ρ r ′ is surjective where r ′ = 4r + 1.
The main step in our strategy is to find a point a ∈ W r such that the differential of ρ r at a has the rank dim X. The rest of this paper is concentrating on applying the above strategy to answer Question 3.1 for various choices of W i and X.
Toy examples: LU and QR decompositions
In this section, we will discuss the matrix decomposition for two factors, which is the simplest case. We can recover the existence of LU and QR decompositions for a generic matrix using our method.
We know that a generic matrix has the LU decomposition and every matrix has the QR decomposition. Although the existence of the LU decomposition and the QR decomposition is quit elementary and clear from the linear algebra point of view, it is interesting to recover it from other point of view. In fact, we will prove a more general result.
Theorem 4.1. Let W 1 and W 2 be two algebraic subvarieties of C n×n such that (1) both W 1 and W 2 contain the identity matrix I n as a smooth point, and
Here, by definition, we can identify the tangent space T A i W i at a smooth point A i with a linear subspace in C n×n for i = 1, 2.
Proof. Consider the differential dρ 2 | (In,In) of ρ 2 at (I n , I n ), then by formula (2) we must have
for any X i ∈ W i , i = 1, 2. By assumption we see that dρ 2 | (In,In) is surjective hence ρ 2 is dominant by Proposition 3.7. The moreover part follows from Proposition 3.10.
Here we remind readers that by generic, we mean there are polynomials F 1 , . . . , F r ∈ C[x ij ] such that whenever A = (a ij ) is a matrix such that A cannot be expressed as a product of some A 1 ∈ W 1 and A 2 ∈ W 2 , then we must have
We warn readers that a generic matrix has a decomposition A = A 1 A 2 for A i ∈ W i , i = 1, 2, does not imply that every matrix has such a decomposition. Intuitively speaking, a generic matrix has decomposition means "most" matrices admit such a decomposition. For example, a generic matrix has the LU decomposition but it is not true that every matrix has the LU decomposition. We will see this phenomenon again in Section 6.1, where we prove that a generic n × n matrix is a product of n companion matrices, but there exits n × n matrices that do not admit such a decomposition.
Triangular decomposition.
We apply Theorem 4.1 to the LU decomposition and its variants. It only guarantees that if we equip C n×n with Lebesgue measure, the probability that a randomly picked n × n matrix can be written as the product of a lower triangular matrix and an upper triangular matrix is one. On the other hand, It is known [20] that a nonsingular matrix admit an LU decomposition if and only if all its leading principal minors are nonzero. This implies that a nonsingular matrix whose leading principal minors are all nonzero is a generic matrix in this case. However, we have more generic matrices, for example, matrices of rank k whose first k principal minors are nonzero are also generic matrices [20] . It is also known [21] that there exist n×n matrices which do not admit LU decompositions. Hence generic matrices for the LU decomposition form a proper subset of the space of n × n matrices.
(3) There exist top triangular matrices T 1 , T 2 , T 3 , T 4 and bottom triangular matrices
(4) There exist top triangular matrices T 1 , T 2 , T 3 , T 4 and bottom triangular matrices
QR decompositions.
Assume O(n) is the group of complex orthogonal matrices and let U be the space of upper triangular matrices. Since the tangent space of O(n) at I n is simply the linear space of all n × n skew symmetric matrices [14] and both O(n) and U contain I n as a smooth point, we can apply Theorem 4.1 directly to O(n) and U Corollary 4.5. Let A be a generic n × n matrix. Then (1) There exist an orthogonal matrix Q, an upper triangular matrix R such that
(2) There exist an orthogonal matrix Q, an upper triangular matrix R such that
There exist an orthogonal matrix Q, a lower triangular matrix S such that
(4) There exist an orthogonal matrix Q, a lower triangular matrix S such that
Corollary 4.6. Let A be an n × n matrix. Then (1) There exist orthogonal matrices Q 1 , Q 2 , Q 3 , Q 4 and upper triangular matrices R 1 , R 2 , R 3 , R 4 such that
(2) There exist orthogonal matrices Q 1 , Q 2 , Q 3 , Q 4 and upper triangular matrices
(3) There exist orthogonal matrices Q 1 , Q 2 , Q 3 , Q 4 and lower triangular matrices S 1 , S 2 , S 3 , S 4 such that
There exist orthogonal matrices Q 1 , Q 2 , Q 3 , Q 4 and lower triangular matrices S 1 , S 2 , S 3 , S 4 such that
Remark 4.7. Corollary 4.6 is redundant because it is known that every n × n matrix admit a QR decomposition. Furthermore, this implies that generic matrices for QR decomposition in Corollary 4.5 are actually all matrices. Combining this fact with Remark 4.3, we see that generic matrices are not necessarily the same for different matrix decompositions.
One might ask whether or not the same method applies to the SVD, but unfortunately, since the SVD involves complex conjugation of a matrix, which makes the decomposition non-algebraic, we are not allowed to use the same argument to recover the SVD even for generic matrices.
Matrix decomposition for linear spaces
5.1. Bidiagonal decomposition. Let A = (a ij ) be an n×n matrix. We say that A is a k-diagonal matrix if a ij = 0 if |i − j| ≥ k. In particular 1-diagonal matrices are simply diagonal matrices, 2-diagonal matrices are called bidiagonal matrices. For example, a 3 × 3 bidiagonal matrix is of the form 
An upper k-diagonal matrix A = (a ij ) is a k-diagonal matrix with further restriction
We denote the set of all k-diagonal matrices by D k , the set of all upper k-diagonal matrices by D k,≥0 and the set of all lower k-diagonal matrices by D k,≤0 .
Lemma 5.1. Let 2 ≤ k ≤ n be an integer. A generic n × n upper (resp. lower) k-diagonal matrix is a product of k − 1 upper (resp. lower) bidiagonal matrices. In particular, A generic n × n upper (resp. lower) matrix is a product of n upper (resp. lower) bidiagonal matrices.
Proof. We will prove the lemma for upper triangular matrix case. For a positive integer 2 ≤ k, we recall that D k,≥0 is the space of upper k-diagonal matrices. It is clear that the product of k − 1 bidiagonal matrices is a k diagonal matrix. We want to show that the map
defined by matrix multiplication is dominant. We proceed by induction on k. When k = 2, it is clear that ρ 1 is dominant. Assume that the map ρ k−1 is dominant where k − 1 ≤ n − 1 then we need to prove that ρ k is also dominant. To this end we can factor the map ρ k as
where Id n is the identity map on D 2,≥0 and ρ is the map defined by multiplication of two matrices. By the induction hypothesis, we see that (Id, ρ k−1 ) is dominant hence it is sufficient to show that ρ is dominant. Now to see that ρ is dominant, we calculate the differential of ρ. By formula (2) the differential of ρ at (A, B) is given by
On the other hand, given any C ∈ D k+1,≥0 , we can write
, where δ i j is the Kronecker delta and A = Id n , then one can easily find (X, Y ) ∈ D 2,≥0 × D k,≥0 such that
This implies that dρ| (A,B) is surjective, and hence ρ is dominant by Proposition 3.7.
Corollary 5.2. Every invertible upper (resp. lower) triangular matrix is a product of 2n upper (resp. lower) bidiagonal matrices.
Proof. Since a generic upper triangular matrix is a product of n upper bidiagonal matrices, the corollary follows from Proposition 3.8.
Proposition 5.3. A generic n × n matrix can be decomposed into a product of 2n tridiagonal matrices. An invertible n × n matrix is a product of 4n bidiagonal matrices.
Proof. By Lemma 5.1 a generic upper (resp. lower) triangular matrix is a product of n upper (resp. lower) bidiagonal matrices. A generic n × n matrix has an LU decomposition. Hence we see that a generic matrix can be decomposed as a product of n upper and n lower bidiagonal matrices. The last statement follows from 3.8.
Theorem 5.4. Let r be the smallest number such that every n×n matrix is a product of r bidiagonal matrices. Then n − 1 ≤ r ≤ 8n.
Proof. Notice that every matrix A can be written as
where P, Q are invertible and D is diagonal. By Proposition 5.3 we see that P, Q are products of 8n bidiagonal matrices, respectively. Since diagonal matrices are also bidiagonal, we see that every n × n matrix is a product of 8n bidiagonal matrices. This gives the upper bound of r. For the lower bound, we simply notice that a product of k − 1 bidiagonal matrices is k-diagonal hence r must be at least n − 1.
Since dim D 2 = 3n − 2, by Corollary 3.6 the expected value of r is ⌈ n+1 3 ⌉, while the lower bound of r is n − 1. This shows that Proposition 5.4 gives us an example that the expected value may not be achieved. Roughly speaking, this is because entries on the diagonal of a tridiagonal matrix do not contribute to expand the product. To be more precise, if X is a diagonal matrix and Y is a bidiagonal matrix then XY is still a bidiagonal matrix.
5.2. Skew symmetric decomposition. We consider skew symmetric matrix decomposition problem in this section. An n × n skew symmetric matrix A is defined by the condition
We denote the space of all n × n skew symmetric matrices by Λ n . It is clear that Λ n is a linear subspace of C n×n and dim(Λ n ) = n 2 .
On the one hand, since ⌈
is dominant then r is at least three. On the other hand, from the definition one can see that for any A ∈ Λ n we have det(A) = det(A T ) = (−1) n det(A).
In particular if n is odd, we obtain det(A) = 0. This implies that when n is odd, the map ρ can never be dominant, regardless how large r is. However, when n is odd, we can expect that
is dominant for r ≥ 3, where DET n is the hypersurface of all n × n matrices whose determinants are zero.
Proposition 5.5. We have the following two cases:
(1) n is even. A generic n × n matrix is a product of r skew symmetric matrices for (n, r) where
2) n is odd. A generic n × n matrix is a product of r skew symmetric matrices whose determinants are zero for (n, r) where
Again, we consider the map ρ r :Λ n × · · · × Λ n r copies → C n×n , when n is even, and ρ r :Λ n × · · · × Λ n r copies → DET n , when n is odd.
Example 5.6. Using Macalay2 [22] we can calculate the dimension d of the closure of the image of ρ for small n and r, we list some results (1) n = 2, d = 1 for any r. Proof of Proposition 5.5. It left to show that ρ r is dominant for n ≥ 16, r = 3 when n is even (resp. n ≥ 13, r = 3 when n is odd). We may proceed by induction on n. Case 1. We assume n ≥ 16 is even, We consider three block diagonal matrices
where A, B, C are (n − 8) × (n − 8) skew symmetric matrices, and A ′ , B ′ , C ′ are 8 × 8 skew symmetric matrices such that differentials of
are surjective at (A, B, C) and (A ′ , B ′ , C ′ ), respectively. We consider the differential of
We parametrize tangent spaces of Λ n at a, b and c by
Then we have by formula (2)
By choice of A, B, C and A ′ , B ′ , C ′ we know that ABZ + AY C + XBC can be any (n − 8) × (n − 8) matrix and that We remark that when n = 2, a skew symmetric matrix is of the form 0 a −a 0 , a ∈ C.
Therefore, we see that if r is even, the image of ρ r is simply the space of all 2 × 2 diagonal matrices, and if r is odd, the image of ρ r is the space of skew symmetric matrices. By Proposition 3.10 we can derive from 5.5 the following Theorem 5.7. For n ≥ 4, every 2n × 2n matrix is a product of 13 skew symmetric matrices. Every 6 × 6 matrix is a product of 17 skew symmetric matrices. Every 4 × 4 matrix is a product of 21 skew symmetric matrices.
Notice that we are not able to apply Proposition 3.10 when n is odd. This is because the image of ρ r is contained in DET n , which does not contain the group of invertible matrices.
Symmetric Toeplitz matrix decomposition. A symmetric Toeplitz matrix A = (a ij ) is defined by
a ij = a i+p,j+p , a ij = a ji , 1 ≤ i, j, i + p, j + p ≤ n. We denote the space of all symmetric Toeplitz matrices by ST n . A centrosymmetric matrix B = (b ij ) is defined by b ij = a n−i+1,n−j+1 , 1 ≤ i, j ≤ n. It is easy to verify that the product of two centrosymmetric matrices is again a centrosymmetric matrix hence the space CS n of all centrosymmetric matrices is an algebra. Moreover, we have
We say that a matrix A is a persymmetric Hankel if JA is a symmetric Hankel, where
We denote the space of all n×n persymmetric Hanekl matrices by P H n . It is clear that P H n ⊂ CS n . We will consider symmetric Toepliz (resp. persymmetric Hankel) matrix decomposition problem of a centrosymmetric matrix. It is clear that
Hence by Corollary 3.6 we see that if
Proposition 5.8. Let n ≥ 3 be an integer. A generic n × n centrosymmetric matrix is a product of ⌊ n+1 2 ⌋ symmetric Toepitz (resp. persymmetric Hankel) matrices. The proof of Proposition 5.8 is similar to the proof of Toeplitz matrix decomposition theorem [8] hence we will just give a sketch of the proof for Proposition 5.8 here.
Sketch of proof of Proposition 5.8. It is sufficient to prove the statement for symmetric Toeplitz. Indeed, since we have
if A is symmetric Toeplitz, if X ∈ CS n has a decomposition
where A 1 , . . . , A r ∈ ST n and r = ⌊ such that the differential of ρ r at a has the maximal rank ⌈ n 2 2 ⌉. In stead of choosing a point a explicitly, we will show that such a point exits. To this end, we write
where t n−1 , . . . , t n−r are indeterminants. For such A n−i we see that the differential dρ r | a can be represented as an ⌈ n 2 2 ⌉ × rn matrix M , whose entries are polynomials in t n−1 , . . . , t n−r . Now to see that M has rank ⌈ n 2 2 ⌉, we need to find a nonzero ⌈ n−r+1 if n is even. This shows that for a fixed n, there exist some values of t n−1 , . . . , t n−r such that the differential dρ r | a has the maximal rank ⌈ n 2 2 ⌉.
We work out an example to illustrate how the proof of Proposition 5.8 works. We adopt notations in [8] . For the map
to be the matrix occuring in the i-th argument of ρ r . Then by formula (2), the differential dρ r |a is simply a linear map defined by dρ r |a(X n−r , . . . , X n−1 ) =
for X n−i ∈ ST n . We denote the entries of dρ r |a(X n−r , . . . , X n−1 ) by L p,q , 1 ≤ p, q ≤ n. Then it is clear that the matrix (L p,q ) is a centrosymmetric matrix, i.e,
We Case 1. We consider the case n = 3. This gives
We will see that any 5 × 5 minor of the 5 × 6 matrix M is a polynomial in t's of degree at least 3. We can simply write
Here Ω(t) stands for terms of L p,q of degree at least one in t's. With this notation, we express M as
Here means that the entry if of the form Ω(t) and 1 means that the corresponding L p,q contains
is of the form
we put 1 in (1, 4)-th and (1, 5)-th entry of M and * elsewhere in the first row. It is not hard to see that any 5 × 5 minor of M has degree at least 5 − 3 = 2. This verifies the first statement of Claim 5.9. Case 2. Next, we consider the case n = 5. In this case we have
We consider the , indicating the way we obtain t 4 4 t 4 3 . Namely, we pick
and L 3,4 and one form rest five L ij 's. By definition of L ij , we see that this is the unique way to obtain the monomial t 4 4 t 4 3 . This verifies the second statement of Claim 5.9.
Generic matrix decomposition.
In this section we consider the decomposition problem for generic linear subspaces of C n×n . Let r be a positive integer. Assume that for i = 1, 2, . . . , r, W i is a k i dimensional subspace of C n×n . We define
Let ρ r : W r → C n×n be the map sending (A 1 , . . . , A r ) to their product A 1 · · · A r . We want to determine r, such that ρ r is dominant. Consider the following diagram:
Here E i is the tautological vector bundle over Gr(k i , n 2 ), T E i is the tangent bundle of E i , andρ r is the bundle map induced by ρ r : W r → C n 2 , and dρ r is the differential ofρ r .
To be more precise, for any [
we obtain the map ρ r : W r → C n×n defined before and the restriction of dρ r to (A 1 , . . . , A r ) .
Lemma 5.10. Let r be a positive integer. For each i = 1, . . . , r, let k i be a fixed integer such that 1 ≤ k i ≤ n 2 . Assume that ρ r : W r → C n×n is dominant for some k i dimensional subspace W i of C n×n , i = 1, 2, . . . , r. Then for a generic k i -dimensional subspace W ′ i of C n×n , the map ρ r : W ′r → C n×n is dominant, where
Proof. Since ρ r : W r → C n×n is dominant, we see that the Jacobian matrix of ρ r at a generic point (A 1 , . . . , A r ) in W r has the maximal rank, i.e., the Jacobian matrix ofρ r at ([
We shall make use of the following result Proposition 5.12. Let C n×n be the space of all n × n matrices then dimensional subspaces W 1 , . . . , W r of C n×n , an n × n matrix is a product of elements in W i , i = 1, 2 . . . , r if r ≥ 9. (iii) For generic (3n − 2) dimensional subspaces W 1 , . . . , W r of C n×n , an n × n matrix is a product of elements in W i , i = 1, 2 . . . , r if r ≥ 8n + 1. (iv) For generic 2n 2 dimensional subspaces W 1 , . . . , W r of C 2n×2n , an n × n matrix is a product of elements in W i , i = 1, 2 . . . , r if (a) r ≥ 13 when n ≥ 4, (b) r ≥ 17 when n = 3, (c) r ≥ 21 when n = 2.
We close this section by remarking that Proposition 5.12 (resp. Theorem 5.13) only hold for generic subspaces W 1 , . . . , W r of C n×n , i.e., there is a proper algebraic subvariety
is dominant (resp. surjective). However, we do not know any information about algebraic subvarieties Z i . The main contribution of Proposition 5.12 and Theorem 5.13 is that if the matrix decomposition (both dominant and surjective versions) holds for some W 1 , . . . , W r then it also holds for almost all linear subspaces W ′ i of dimensions dim W i , i = 1, 2, . . . , r, respectively.
Matrix decomposition for nonlinear spaces
We consider matrix decompositions for non-linear algebraic subvarieties in this section. In 6.1 we discuss the matrix decomposition into the product of companion matrices and in 6.2 we discuss the matrix decomposition for generalized Vandermonde matrices. 6.1. Companion decomposition. An n × n companion matrix is a matrix of the form 
where c 1 , . . . , c n are arbitrary complex numbers. We denote C n by the set of all companion matrices. Then it is clear that C n is an affine varitey of dimension n.
Proposition 6.1. A generic n × n matrix is a product of n companion matrices Proof. We need to prove that the map
is dominant. Let σ be the matrix corresponding to the permutation (12 . . . n), i.e., σ is the matrix 
For an n × n matrix A the matrix σA is obtained by shifting the i-th row of A to the (i + 1)-th row, i = 1, . . . , n. Similarly, the matrix Aσ is obtained by shifting the i-th column of A to the (i − 1)-th column, i = 1, . . . , n. Here we adopt the convention that the n + 1-th row is actually the first row and the 0-th column is actually the n-th column.
We calculate the rank of dρ n at the point (σ, · · · , σ). First notice that the tangent space T σ C n of C n at σ is the linear space consisting of matrices of the form 
where c 1 , . . . , c n are arbitrary complex numbers. Let Y 1 , · · · , Y n be n elements of T σ C n then by formula (2) we have
Since σ corresponds to (12 · · · n), it is easy to see that σ i−1 Y i σ n−i is a matrix with zero entries everywhere except the i-th column. On the other hand, Y i 's are independent from each other, this suffices to show that the rank of dρ |(σ,··· ,σ) is n 2 .
Proposition 3.10 together with Proposition 6.1 imply Theorem 6.2. Every n × n invertible matrix is a product of 2n companion matrices. Every n × n matrix is a prodcut of 4n companion matrices and a diagonal matrix.
Since the map ρ n :
is dominant, by Proposition 3.2 we see that for a generic matrix A ∈ C n×n , the fiber ρ −1 n (A) is of dimension zero and hence ρ −1 n (A) is a finite set. In fact, we can prove more. Theorem 6.3. The decomposition of a generic n × n matrix into the product of n companion matrices is unique, i.e., for a generic n × n matrix A, if
. . , n are companion matrices then C i = C ′ i for all i = 1, . . . , n. Proof. We consider n companion matrices C 1 , . . . , C n and write
and calculate the product
We claim that the (p, q)-th entry X k p,q of X k is a polynomial in c ij where 1 ≤ i ≤ n and 1 ≤ j ≤ q −1 and it is of the form
Now given a generic n × n matrix A = (a ij ), we can find c ij , 1 ≤ i, j ≤ n such that
and those c ij 's are uniquely determined by (3) . Those C i where
are the desired companion matrices such that
The proof of Theorem 6.3 actually gives another way to show that a generic n × n matrix is a product of n companion matrices. Moreover, it also gives an algorithm to decompose a generic n×n matrix into the product of n companion matrices. In Algorithm 1, the input is an n × n matrix A = (a ij ) with entries a ij , 1 ≤ i, j ≤ n and the out put is a sequence of n companion matrices C 1 , . . . , C n such that A = C 1 · · · C n if such a decomposition exists and is unique.
Algorithm 1 Companion matrix decomposition
1: for p, q = 1, 2, . . . , n do
2:
Solve the linear system
for c q,1 , . . . , c q,n . Here we adopt the convention that a i,j , c i,j = 0 if either i ≤ 0 or j ≤ 0.
3:
If the solution does not exist or is not unique, the decomposition of A does not exist or is not unique. Stop the algorithm. Otherwise, define a matrix
and continue the algorithm.
4: end for
Lastly, we remark that it is not true that every n × n matrix is a product of n companion matrices. Indeed, if we consider a matrix A = (a ij ) where a 11 = 0, a 12 = 1, then from (3) that we must have c 11 = a 11 = 0, a 11 c 2n = a 12 = 1, which is impossible. Hence the companion matrix decomposition is an example where the map ρ r is dominant but not surjective, as we have remarked in Section 4. Proof. Again, we need to prove that the map
is dominant. Let w be a primitive n-th root of unity. Let
It is clear that W i ⊂ Vand T s i · Vand s i and that Id ∈ W i . Then it suffices to show that
is dominant. For this, we will show that the differential dρ n at (Id, Id, . . . , Id) is surjective. Consider the differential
. We regard C n×n as C n 2 by the linear isomor-
Let M be the coefficient matrix of dρ 2n | (Id,Id,...,Id) then M is an n 2 × n 2 matrix and In particular, we set α j = s j then we see that Det(M p ) = 0 if and only if j=1 s j = 0. This implies that the map ρ n is dominant for all s 1 , . . . , s n such that s i ≡ s j ( mod n) and n j=1 s j = 0.
From the proof of Proposition 6.5 we have Corollary 6.6. Let s 1 , . . . , s n be as in Proposition 6.5 and let
A generic n × n matrix is a product of elements in W i , i = 1, 2, . . . , n.
Combining Proposition 3.10 and Proposition 6.5 we obtain 
Theorem 6.8. Let W i , i = 1, 2 . . . , n be as in Corollary 6.6. For every n × n invertible matrix M there is an element A i in W i for each i = 1, 2, . . . , n such that
For every n × n matrix M there are A i , B i ∈ W i for each i = 1, 2, . . . , n and a diagonal matrix C such that M = A 1 · · · A n CB 1 · · · B n .
Conclusion
We discuss the existence of matrix decompositions for bidiagonal, skew symmetric, symmetric Toeplitz, persymmetric Hankel, generic, companion, generalized Vandermonde matrix decompositions, for both generic and arbitrary matrices.
It is natural to ask, for example, if the number of bidiagonal matrices needed to decompose a generic (resp. arbitrary) matrix is the smallest. For most types of matrix decompositions we discussed in this paper, the number we obtain is already the smallest for a generic matrix. 
