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We consider the most general scale invariant radial Hamiltonian allowing for anisotropic scaling
between space and time. We formulate a renormalisation group analysis of this system and demon-
strate the existence of a universal quantum phase transition from a continuous scale invariant phase
to a discrete scale invariant phase. Close to the critical point, the discrete scale invariant phase
is characterised by an isolated, closed, attracting trajectory in renomalisation group space (a limit
cycle). Moving in appropriate directions in the parameter space of couplings this picture is altered
to one controlled by a quasi periodic attracting trajectory (a limit torus) or fixed points. We identify
a direct relation between the critical point, the renormalisation group picture and the power laws
characterising the zero energy wave functions.
Classical symmetries broken at the quantum level are
termed anomalous. Since their discovery [1–4], anoma-
lies have become a very active field of research in physics.
One class of anomalies describes the breaking of contin-
uous scale invariance (CSI). In the generic case, quan-
tisation of a classically scale invariant Hamiltonian is
ill-defined and necessitates the introduction of a regu-
larisation scale [5] which breaks CSI altogether. Re-
cently, a sub-class of scale anomalies has been discov-
ered in which a residual discrete scale invariance (DSI)
remains after regularisation. Models exhibiting this phe-
nomenon include a non-relativistic particle in the pres-
ence of an attractive, inverse square radial potential
HˆS = p
2/2m − λ/r2 [6–14], the charged and mass-
less Dirac fermion in an attractive Coulomb potential
HˆD = γ
0γjpj − λ/r [15] and a class of one dimensional
Lifshitz scalars [16] with HˆL =
(
p2/2m
)N − λ/x2N [17].
Any system described by these classically scale invariant
Hamiltonians exhibits an abrupt transition in the spec-
trum at some λ = λc. For λ < λc, the spectrum contains
no bound states close to E = 0, however, as λ goes above
λc, an infinite sequence of bound (quasi bound for HˆD)
states appears. In addition, in this “over-critical” regime,
the states surprisingly form a geometric sequence
En = E0 exp (−nα/
√
λ− λc), (1)
accumulating at E = 0 where n ∈ Z, α > 0 and E0 is
a number that depends on the regularisation. The ex-
istence and structure of the levels is ‘universal’, that is,
it does not rely on the details of the potential close to
its source. This feature is a signature of residual DSI
since {En} → {exp (−2pi/
√
λ− λc))En} = {En}. Thus,
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a quantum phase transition occurs at λc between a con-
tinuous scale invariant (CSI) phase and a discrete scale
invariant phase (DSI). This transition has been associ-
ated with Berezinskii-Kosterlitz-Thouless (BKT) transi-
tions [13, 18–23] and has found applications in the Efi-
mov effect [24–26], graphene [15], QED3 [27] and other
phenomena [18, 28–35].
A useful tool in the characterisation of this phe-
nomenon is the renormalisation group (RG) [36]. For the
case of HˆS,D,L, it consists of introducing an initial short
distance scale L and defining model dependent parame-
ters such as λ, and the boundary conditions, according
to physical information. At low energies with respect to
the cut-off L, a RG formalism allows one to determine
the dependence of these parameters on L and thus how
physical, regularisation independent, information can be
extracted from a scheme dependent result. For example,
an attractive fixed point represents a class of parameters
describing the same low energy predictions, characterised
by the effective Hamiltonian corresponding to the fixed
point. In that sense, the fixed point Hamiltonian de-
scribes universal physics. However, termination at a fixed
point is not the only possible outcome of a RG flow. In
principle, there are three other distinct behaviours that
one can find: limit cycles, limit tori and strange attrac-
tors [37]; all of which are rare in applications of RG.
The study of HˆS and HˆD using RG [11, 13, 18, 38–40]
shows that the quantum critical phase transition is char-
acterised by two fixed points (UV and IR) for λ < λc
which combine and annihilate at λ = λc. For λ > λc
all the flows are log-periodic in the cut-off and therefore
exhibit DSI, independent of the choice of initial bound-
ary condition and scale. The meaning is that for ev-
ery choice of initial L and boundary condition, there is
an infinite equivalent set of scales described by a geo-
metric ladder. This is manifested in (1) as it implies
En+k+1/En+k = En+1/En for all n, k ∈ Z. Remarkably,
even in the absence of fixed points, there is universal in-
formation in this regime represented by the geometric
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2TABLE I. Summary of the relation between the distinct RG flows describing Hamiltonians (2) and the power laws characterising
the zero energy wave functions.
Conditions on {∆i} Characteristic RG picture
all roots on symmetry line
(Re [z] = N − 1/2)
Im [∆i] / Im [∆j ] ∈ Q RG space filled by many limit cycles (fig. 3) with
no fixed points
Im [∆i] / Im [∆j ] /∈ Q RG space filled by many limit tori with no fixed
points
some roots off the symmetry
line (Re [z] = N − 1/2)
for roots with Re [∆i] = N − 1/2 if
Im [∆i] / Im [∆j ] ∈ Q
isolated limit cycles (fig. 2) with no fixed points
for roots with Re [∆i] = N − 1/2 if
Im [∆i] / Im [∆j ] /∈ Q
isolated limit torus (fig. 4) with no fixed points
no roots on symmetry line
(Re [z] = N − 1/2)
2N fixed points
series factor En+1/En.
Hamiltonians HˆS,D,L share the property of scaling
uniformly under r 7→ Λr. This suggests widening our
perspective to consider all possible radial Hamiltonians
with CSI and spherical symmetry. Such Hamiltonians
with radial momentum term pˆ2N are given by [41]
HˆN = pˆ
2N +
2N∑
i=1
λi
ri
d2N−ir (2)
where N > 0 is an integer, λi ∈ R and we work in units
where m = 1/2.
Under r 7→ Λr the Hamiltonians (2) scale as HˆN 7→
Λ−2N HˆN making the Schro¨dinger equation scale invari-
ant with t 7→ Λ2N t. Anisotropic scaling between space
and time is collectively referred to as “Lifshitz symme-
try” [16]. This scaling symmetry can be seen for example
at the finite temperature multicritical points of certain
materials [42, 43] and in strongly correlated electron sys-
tems [44–46]. Quartic dispersion relations (E ∼ p4) can
also be found in graphene bilayers [47] and heavy fermion
metals [48] or bose gases [49–52]. Lifshitz symmetry may
also have applications in particle physics [16], cosmology
[53] and quantum gravity [54–58]. Moreover, instances
of the Hamiltonians in (2) can be recovered from Lif-
shitz field theories coupled to background gauge fields
[16, 59] of the appropriate multipole moment. Coupling
the charged particles to a magnetic monopole in two di-
mensions, or an infinite solenoid in three, is one way to
generate the derivative interactions of (2).
In this paper we formulate a RG description for sys-
tems described by (2). We show that departure from
scale invariance characterised by fixed point annihilation,
and subsequently universal DSI, is a generic feature in the
landscape of Hamiltonians (2). Depending on the values
of λi, we find additional possibilities including: isolated
periodic flow (non-linear limit cycle) and quasi-periodic
flow (limit tori) as shown by figs. 2 and 4 respectively. In
addition, we show that these types of RG flows can be
simply determined from the characteristic power laws of
the E = 0 wave function (zero modes).
I. CSI IN QUANTUM MECHANICS
The scaling symmetry of (2) implies that if there is one
negative energy bound state then there is an unbounded
continuum. Thus, the existence of any bound state neces-
sitates that the Hamiltonian is not self-adjoint [60, 61].
The origin of this phenomenon is the strong singularity
of the potential terms at r = 0. To render the quantum
problem well defined we introduce a cut-off L > 0 and
choose boundary conditions that make the Hamiltonian
self-adjoint. The cut-off explicitly breaks scale invari-
ance and we will track the behaviour of the system for
L  1, with  = |E|1/(2N) and E the energy, using a
RG approach.
An analytic general solution of
HˆNψ(r) = Eψ(r) , r ∈ [L,∞) , (3)
is given in terms of generalized hypergeometric functions
[62] (see supplementary note 1). Importantly, there is an
equal number of normalisable eigenfunctions with pos-
itive and negative imaginary energies (N to be exact,
see supplementary note 1). Therefore, according to von
Neumann’s second theorem [63], there is a U(N) param-
eter family of self-adjoint boundary conditions at r = L
(self-adjoint extensions of HˆN ). The complete family of
boundary conditions is obtained from an impenetrable
wall condition corresponding to the vanishing of the ra-
dial component of probability current J(r) at r = L. In
particular,
J(L) ∝
∫ ∞
r=L
dr
[
ψ∗(r)HˆNψ(r)− ψ(r)HˆNψ∗(r)
]
, (4)
where HˆN is a differential operator as given by (2) and
we absorbed a Jacobian factor into the definition of ψ(r).
3FIG. 1. A plot demonstrating fixed point annihilation de-
scribed by Hamiltonian (11). The solid blue lines represent
the fixed points of the RG flow equation (10) while the dashed
purple lines display the real parts of the roots ∆i; both against
the coupling λ. The RG space is four dimensional and for
brevity the fixed points are projected onto a one dimensional
axis corresponding to the value of −i ln (detU2). The dotted
red line indicates the critical coupling λc = 9 above which
there are no powers ∆i on the line Re[z] = N − 1/2 = 3/2.
Using integration by parts on (4) we can reduce this ex-
pression to a boundary term. Assuming decay at infin-
ity, this becomes a quadratic form evaluated at r = L in
terms of Lk−1dk−1r ψ(L) and their conjugates. By diag-
onalising the quadratic form J(L), it can be reduced to
[63]:
J(L) ∝ i [|ψ+(L)|2 − |ψ−(L)|2] , (5)
where ψ±(L) are N -vectors whose components are lin-
ear combinations of the Lk−1dk−1r ψ(L). The self-adjoint
boundary conditions, being those that set (5) to zero, are
thus
ψ+(L) = UNψ
−(L) (6)
where UN is an arbitrary (N ×N)-matrix [64]. The ma-
trix UN describes implicit model dependent parameters
that are specified by additional physical information.
As will be exhibited in more detail later, the charac-
teristic low energy behaviour of system (3) is determined
by 2N powers ∆i describing the E = 0 eigenfunctions
of HˆN . These are obtained by inserting ψ ∝ r∆ into
HˆNψ = 0 and solving for the roots of the resultant poly-
nomial in ∆. Since λi ∈ R in (2), ∆∗i belongs to the
set of roots whenever ∆i does. In addition, HˆN = Hˆ
†
N
implies that 2N − 1 − ∆i is also a root (see supple-
mentary note 2). As a result, in the complex z plane,
the roots ∆i are symmetric with respect to the lines
Im[z] = 0, Re[z] = N − 1/2.
It will be useful for deriving a RG equation to rewrite
(3) in terms of ψ±(r) at r = L. This consists of
splitting (3) into a set of first order coupled ODEs in
rk−1dk−1r ψ(r), k = 1, . . . , 2N and applying the transfor-
mation that diagonalised J . The result is an equation of
× U2 =
cos(θ) -sin(θ)
sin(θ) cos(θ)
-1.0 -0.5 0.5 1.0 Re(U11)
-1.0
-0.5
0.5
1.0
Re(U12)
FIG. 2. A two dimensional projection of the
(four dimensional) RG picture of the system
Hˆ2 = d
4
r − 2/r4. Boundary conditions are with
respect to ψ±1 (L) =
1√
2
(
Lψ′(L)∓ iL2ψ′′(L)) and
ψ±2 (L) =
1√
2
(
ψ(L)± iL3ψ′′′(L)). The initial condi-
tions for the dashed blue flows are specified by choosing
θ = −pi, . . . ,−pi/10, 0 for the U2 matrix as displayed. We
see that all the trajectories flow towards a limit cycle. There
exists a non-unitary fixed point, denoted by the blue cross,
which is enclosed by the cycle when we project down onto
any two dimensional subspace.
the form
rdr
 ψ+(r)
ψ−(r)
 =
 C++ C+−
C−+ C−−
 ψ+(r)
ψ−(r)
 . (7)
Scale invariance ensures that the matrix of Cs is dimen-
sionless and therefore depends only on r. The precise
form of the Cs will only be necessary when working with
a particular Hamiltonian; to determine qualitative fea-
tures of the RG space we will not require these details.
II. RENORMALISATION GROUP FLOW
Consider an eigenfunction of Hamiltonian (2) of en-
ergy E and satisfying the boundary condition defined by
UN at r = L. Defining UN ≡ UN (L) and imposing that
(6) holds for the given state after performing an infinites-
imal transformation L 7→ ΛL ∼ L (1 + dL) implies that
UN (L) must satisfy the following equation:
LdLψ
+(L) = LdLUN (L)ψ
−(L) + UN (L)LdLψ−(L) . (8)
We replace the derivatives of the field using (7), and
ψ+(L) for ψ−(L) using (6), to find:
0 = [LdLUN (L)− C+− + UN (L)C−− − C++UN (L)
+UN (L)C−+UN (L)]ψ−(L) (9)
where E and explicit L dependence enters into (9)
through the Cs. Assuming L  1 removes this depen-
dence rendering (9) translationally invariant in E,L. In
4FIG. 3. A three dimensional projection of the (four dimen-
sional) RG picture for the system Hˆ2 = d
4
r +
25
2
1
r2
d2r −
25 1
r3
dr +
585
16
1
r4
. The boundary conditions are U2 = −12
(red and thick) and U2 = exp(−3pii/4)12 (blue and thin) at
L = e1 with respect to the basis ψ±1 (L) ≈ ∓0.016iψ(L) −
0.016Lψ′(L)± 0.199iL2ψ′′(L) + 0.199L3ψ′′′(L) and ψ±2 (L) ≈
∓2.500iψ(L)+2.500Lψ′(L)∓0.199iL2ψ′′(L)+0.199L3ψ′′′(L).
We see that a small modification of the boundary condition
corresponds to two different nearby periodic trajectories. The
space is filled by closed trajectories. Any choice of initial con-
dition, that is the initial boundary condition, will flow on one
of them.
this regime, (9) holds for every eigenfunction and its cor-
responding ψ−(L), meaning the term in square brackets
is zero. Multiplying through (9) by −iU−1N gives the flow
equation for UN (L):
−iLU−1N dLUN = iC−− − iU−1N C+− + iC−+UN
−iU−1N C++UN . (10)
This is essentially a generalisation of the approach taken
by [13, 38]. For N = 1, defining g = tan(−i lnU1), equa-
tion (10) reduces into their result.
III. FIXED POINT ANNIHILATION – A
GENERIC FEATURE IN THE LANDSCAPE OF
SCALE INVARIANT HAMILTONIANS
We numerically obtained the trajectories correspond-
ing to (10) and solved for the zeros of the RHS (the β
function) in a variety of cases. We find a range of dis-
tinct flows terminating in fixed points, limit cycles and
limit tori. We find that a few simple properties of the
E = 0 power laws ∆i determine what is the charac-
teristic RG picture as summarised in table I. In partic-
ular, the RG space will contain unitary fixed points if
and only if there are no roots ∆i on the symmetry line
Re[z] = N − 1/2. This implies the following general re-
sult: consider a Hamiltonian HˆN corresponding to some
FIG. 4. A three dimensional projection of the (nine dimen-
sional) RG picture for the system Hˆ3 ≈ −d6r − 16.2 1r2 d4r +
64.9 1
r3
d3r − 195.3 1r4 d2r + 392.0 1r5 dr − 299.1 1r6 . The basis with
respect to which we determine U3 is particularly long, and
as such we display it in supplementary note 4 along with an
exact expression for Hˆ3. The initial condition for the red,
thick curve is U3(1) = −13 and U3(1) = exp(ipi/4)13 for the
blue and thin curve. The curves represent two different initial
conditions that are attracted to a quasi periodic trajectory as
L→ 0. This type of attractor is characterised by a trajectory
that never closes on itself and fills a compact RG subspace.
choice of λi ∈ R in (2) such that there are no roots ∆i
on the symmetry line Re[z] = N − 1/2. Then, continu-
ously tuning the λi’s such that at least one pair of roots
settle on Re[z] = N −1/2 will generate a transition char-
acterized by fixed point annihilation. In this context,
fixed point annihilation of HˆS = p
2/2m − λ2/r2 is only
one case, corresponding to N = 1, λ1 = 0. In general
we observe that there are 2N unitary fixed points which
annihilate in pairs.
As an example, consider fig. 1 which represents the
flow of the fixed points of (10) for the system:[(
d2r +
1
r
dr − m
2
r2
)2
− λ
r4
− E
](
r−
1
2ψ(r)
)
= 0 (11)
which describes a particle with kinetic energy E = p4
on a two-dimensional plane interacting with a potential
whose strength is controlled by the parameter λ. The
integer m represents the angular momentum while the
additional factor of r−1/2 is a Jacobian factor such that
the probability current is defined as in (4). Choosing
m = 2 henceforth, the boundary conditions are specified
by U2 matrices with respect to the basis
ψ±1 (L) ≈ 0.033ψ(L)± 0.033i Lψ′(L)
+0.254L2ψ′′(L)± 0.254i L3ψ′′′(L) , (12a)
ψ±2 (L) ≈ 1.937ψ(L)∓ 1.937i Lψ′(L)
−0.254L2ψ′′(L)± 0.254i L3ψ′′′(L) . (12b)
5FIG. 5. Negative bound state energies of various Hamiltoni-
ans corresponding to the distinct flows described by figs. 2,
3, 4. The blue and green dots represent bound state en-
ergies for the Hamiltonians Hˆ2 = d
4
r +
(125+388pi2)
50
1
r2
d2r −
(125+388pi2)
25
1
r3
dr +
(9+4pi2)(225+676pi2)
400
1
r4
and (11) (with λ =
100 in this latter case). The black crosses represent negative
energy levels for the Hamiltonian of fig. 4. All boundary con-
dition parameters are given by the identity matrix and the
cut-off is L = e−1. The first pair of these systems are of the
class corresponding to figs. 2 and 3 respectively. In the former,
the spectrum is a composition of four intertwined geometric
towers of energy (the four red dashed lines), while in the latter
there is one (the grey dashed line). The Hamiltonian corre-
sponding to the black crosses is a limit torus case and The
purple dotted line represents a best fit to the data, given by
black crosses. These crosses do not sit precisely on the purple
line indicating that there is no discrete scale invariance.
Different values of m will yield different numerical coef-
ficients in (12a) and (12b), as each choice of m in (11)
corresponds to a distinct Hamiltonian.
For λ < 9, there are four unitary fixed points (and
a further two non-unitary). When λ > λc = 9, the red
dotted line of fig. 1, there are no unitary fixed points. In
terms of the roots ∆i, the value λc = 9 is the exact point
at which roots move onto the symmetry line Re[z] =
3/2, as seen in fig. 1. An additional illustration of this
phenomenon for N = 3 is given in supplementary note 3.
When considering the phenomena of fixed point anni-
hilation, a pertinent question is what is the characteris-
tic RG picture in the over critical regime, i.e. the regime
with no fixed points. Recent studies [11, 12, 39, 40] show
that for N = 1 the flow in the over critical regime is
completely periodic. In other words, regardless of the
initial condition, the boundary parameter is periodic in
logL generating a DSI RG picture. The appearance of
this type of flow has been considered as evidence for the
relevance of RG limit cycles in physical applications.
For N > 1, we find that the N = 1 case is a single
instance in a rich set of possibilities. In the overcritical
regime, and close to the critical point, there is an iso-
lated closed trajectory to which all other trajectories are
attracted as L→ 0 (see fig. 2). As opposed to completely
periodic flow, this intrinsically non-linear flow picture, is
in fact the rigorous definition of a limit cycle [65]. To our
knowledge, this is the only manifestation of a limit cy-
cle in a physical application to date. The difference with
respect to the N = 1 case is simply displayed in terms
of the behaviour of the E = 0 wave functions, i.e., the
roots ∆i. For N > 1, near the critical point and in the
overcritical regime, the two complex conjugate roots on
the symmetry line Re[z] = N − 1/2 are accompanied by
2(N − 1) 6= 0 roots off the line. If we move in a direction
in the λi parameter space such that all the roots are on
the symmetry line, the limit cycle will disappear in favour
of an RG space filled entirely by periodic flows (fig. 3) or
quasi-periodic flows. The former is obtained when the
imaginary part of all the roots on the symmetry line has
a common divisor and later when they don’t. If we allow
roots outside the symmetry line as well as multiple roots
on the symmetry line (with imaginary parts not having
a common divisor), then all the flows are attracted to an
isolated quasi-periodic trajectory as seen in fig. 4. This
trajectory, known as a limit torus, is characterised by a
curve that never closes on itself and fills a compact RG
subspace.
In order to obtain further insight on the over critical
regime, we calculated the spectrum in various cases cor-
responding to the distinct flows described by figs. 2, 3,
4. For HˆS = p
2/2m − λ/r2, corresponding to N = 1,
λ1 = 0 and λ2 = −λ, DSI manifests in the geometric
progression of the spectrum given by (1). For N > 1 and
in the case where the flow is periodic (figs. 2, 3) we find
that the spectrum can be described by a union of multi-
ple geometric towers as seen for example in fig. 5. When
the flow is quasi-periodic the spectrum is no longer DSI
as is also exhibited in fig. 5.
We considered a large class of quantum mechanical
scale invariant systems (2) and formulated a RG descrip-
tion controlled by a short distance cut-off L. The re-
sulting picture shows that the quantum phase transition
characterised by fixed point annihilation and DSI is a
generic phenomenon exhibited by the class of Hamilto-
nians (2). We found that the transition point is related
to the value of the roots characterising the zero energy
wave function solutions. Hermiticity of the Hamiltonian
imposes that these powers be symmetric with respect to
the line Re[z] = N − 1/2 and the appearance of roots
on this line is in direct correspondence with the transi-
tion point. We hope that our results will provide further
insight and intuition on the quantum behaviour of scale
invariant systems in quantum mechanics and quantum
field theory.
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Supplementary Note 1: Analytic solution of
HˆNΨ(r) = EΨ(r)
Consider the differential equation HˆNΨ(r) = EΨ(r)
where
HˆN = pˆ
2N +
2N∑
i=1
λi
ri
d2N−ir , (S1)
where λi ∈ R. For E = 0, there are 2N independent
solutions given by ψ ∝ r∆i , i = 1, . . . , 2N obtained by
inserting ψ ∝ r∆ into HˆNψ = 0 and solving for the roots
of the resultant polynomial in ∆
0 = (∆−∆1) . . . (∆−∆2N ) . (S2)
We assume that all roots are distinct for simplicity as this
avoids dealing with logarithms in the Frobenius solution.
For E 6= 0 and of arbitrary complex value, the general
solution of (S1) is expressed in terms of generalized hy-
pergeometric functions 0F2N−1 [S1]:
ψ(r;φj) =
2N∑
i=1
ei∆iφj
( r
2N
)∆i
Γ
(
∆i −∆i
2N
)
0F2N−1
 −
1− ∆i−∆i2N
; |E|
( r
2N
)2N , (S3)
φj =
1
2N
(θ − 2pi(N + (w + j))) ,
j = 1, 2, . . . , 2N , (S4)
where ∆i is the vector of solutions to (S2) with ∆i omit-
ted, w is an integer chosen such that |φj | < pi(1 + 12N ),
E = |E|eiθ and  = |E| 12N .
At large r only the leading derivative term (−1)Nd2Nr
of the kinetic term is important and the wavefunctions
behave as ψ(r) ∼ exp (αr) with α2N = (−1)NE. Setting
E = ±i we find
α = exp
(
ipi
(
1
2
+
n
N
± 1
4N
))
, (S5)
respectively with n = 0, . . . , 2N − 1. For each E = ±i
there are exactly N values of n giving pi/2 < arg(α) <
3pi/2. Thus one has N decaying wavefunctions of neg-
ative and positive imaginary energies giving a U(N)
self-adjoint extension. The relationship between these
asymptotic behaviours and (S3) is:
ψ(r;φj) ∼ exp
(−reiφj) (S6)
for non-zero  (see [S1]).
Supplementary Note 2: Constraints on the powers
laws characterising the E = 0 wavefunctions
The space of wave functions upon which HˆN acts is
equipped with an inner product defined given by
〈φ|ψ〉 =
∫ ∞
r=L
dr φ∗(r)ψ(r) (S7)
where we have absorbed a Jacobian factor into the def-
inition of the wave functions and L ≥ 0. Hamiltonian
(S1) can be factorised as
HˆN = (−1)N Dˆ2N . . . Dˆ1 (S8)
where:
Dˆi = dr −
(
∆i − i+ 1
r
)
, (S9)
i = 1, . . . , 2N , and ∆i are the roots of (S2). This can be
seen by acting with the Dˆi’s on r
∆, ∆ arbitrary. The for-
mal adjoints of (S9), are defined by 〈φ|Dˆ†i |ψ〉 = 〈Dˆiφ|ψ〉,
ignoring any boundary terms. By integrating by parts
the right hand side, Dˆ†i is given by
Dˆ†i = −
[
dr +
(
∆∗i − i+ 1
r
)]
= −
[
dr −
(
(2N − 1−∆∗i )− (2N − i+ 1) + 1
r
)]
.
Similarly, the formal adjoint of HˆN is given by
Hˆ†N = (−1)N Dˆ†1 . . . Dˆ†2N . (S10)
For HˆN = Hˆ
†
N we can identify Dˆ
†
i = −Dˆ2N−i+1.
As a result, if ∆i belongs to the set {∆i} then so does
2N−1−∆∗i . Furthermore, since λi in (S1) are real, both
∆i and ∆
∗
i belong to the set of roots. Thus, if ∆
∗
i is a
root, then 2N − 1−∆i is a root which implies that if ∆i
is a root then 2N − 1−∆i is a root.
2Supplementary note 3: Fixed point flow for N = 3
Consider fig. S1 which represents the flow of the fixed
points of (S15) for the system:
[(
d2r +
1
r
dr − m
2
r2
)3
+
λ
r6
+ E
](
r−
1
2ψ(r)
)
= 0 . (S11)
This represents a particle with kinetic energy E = p6
on a two-dimensional plane interacting with a potential
whose strength is controlled by the parameter λ. The
integer m represents the angular momentum while the
additional factor of r−1/2 is a Jacobian factor such that
the probability current is defined as in equation (4) of the
main text. Choosing m = 1 henceforth, the boundary
conditions are specified by U3 matrices with respect to
the basis
ψ±1 (L) ≈ ∓0.0067i ψ(L) + (0.0066∓ 0.0001i)Lψ′(L)− (0.0014± 0.0159i)L2ψ′′(L) + (0.0156∓ 0.0307i)L3ψ′′′(L)
−(0.0031± 0.1461i)L4ψ(4)(L) + 0.1493L5ψ(5)(L) , (S12a)
ψ±2 (L) ≈ (0.0049± 0.1020i)ψ(L)− (0.1004± 0.2103i)Lψ′(L) + (0.0111∓ 0.7618i)L2ψ′′(L) + 0.7731L3ψ′′′(L)
−(0.1640∓ 0.0783i)L4ψ(4)(L)− (0.0795∓ 0.0039i)L5ψ(5)(L) , (S12b)
ψ±3 (L) ≈ 2.9105ψ(L) + (0.1013∓ 2.8055i)Lψ′(L) + (0.3449± 0.7747i)L2ψ′′(L)− (0.0449± 0.3595i)L3ψ′′′(L)
−(0.1626± 0.0059i)L4ψ(4)(L)± 0.1687i L5ψ(5)(L) . (S12c)
FIG. S1. A plot demonstrating fixed point annihilation for
a two dimensional system with orbital angular momentum
(m = 1) interacting with a dipole potential (S11). The solid
blue lines represent the fixed points of the RG flow equation
(S15) while the dashed purple lines display the real parts of
the roots ∆i; both against the dipole coupling λ. The dotted
red line indicates the critical coupling λc = 0 above which
there is DSI.
Different values of m will yield different numerical coef-
ficients in (S12a), (S12b) and (S12c), as each choice of
m in (S11) corresponds to a distinct Hamiltonian. For
λ < 9, there are 8 unitary fixed points. When λ > λc = 9,
the red dotted line of fig. S1, there are no unitary fixed
points. In terms of the roots ∆i, the value λc = 9 is the
exact point at which roots move onto the symmetry line
Re[z] = 5/2, as seen in fig. S1.
Supplementary note 4: Hamiltonians and boundary
conditions for N = 3 limit tori
The Hamiltonian that represents a limit torus flow in
fig.4 of the main text is:
Hˆ3 = −d6r −
(
pi2
4
+
55
4
)
1
r2
d4r +
(
pi2 + 55
) 1
r3
d3r
−
(
39pi2
8
+
2355
16
)
1
r4
d2r +
(
27pi2
2
+
1035
4
)
1
r5
dr
−
(
549pi2
64
+
13725
64
)
1
r6
. (S13)
The basis for the U3 matrices describing the boundary
conditions are given by:
ψ±1 (L) ≈ ∓0.000318i ψ(L) + (0.000312∓ 0.000006i)Lψ′(L) + (0.000061± 0.005192i)L2ψ′′(L)
−(0.005096∓ 0.010420i)L3ψ′′′(L)− (0.000996± 0.053012i)L4ψ(4)(L) + 0.054026L5ψ(5)(L), (S14a)
ψ±2 (L) ≈ −(0.0016482± 0.137145i)ψ(L)− (0.132819∓ 0.276935i)Lψ′(L) + (0.026730± 0.836773I)L2ψ′′(L)
+0.864357L3ψ′′′(L) + (0.172537± 0.082749i)L4ψ(4)(L) + (0.085444∓ 0.0010269i)ψ(5)(L), (S14b)
ψ±3 (L) ≈ 7.185486ψ(L) + (0.346217± 6.821721i)Lψ′(L) + (1.056720∓ 2.257285i)L2ψ′′(L)
+(0.021347± 1.111986i)L3ψ′′′(L) + (0.064511∓ 0.003274i)L4ψ(4)(L)± 0.067951i ψ(5)(L). (S14c)
3Fixed point annihilation - methods and additional
results
We have used two methods to check that our numerical
calculations give the correct values for the stable fixed
point. The first of these requires setting the left hand
side of the RG-flow equation,
−iLU−1N dLUN = iC−− − iU−1N C+− + iC−+UN
−iU−1N C++UN , (S15)
to zero and solving the resultant matrix polynomial for
UN . For N = 1 this is simply solving a quadratic equa-
tion. For N > 1 we have a matrix quadratic equation
which is more difficult to solve. Nonetheless the methods
discussed in [S2] allow one to do this and we refer the
interested reader to the book.
A second, more practical, method is to use the gen-
eral form of the wavefunction for L  1. The generic
wavefunction for small L 1 has the form
ψ(r) =
N∑
i=1
[
(r)
∆i φi + . . .+ (r)
∆i+N Oi + . . .
]
, (S16)
where φi and Oi are complex constants and  = |E|1/N .
Half of these coefficients will be fixed by conditions at
infinity while the other half will be fixed by boundary
conditions on the cut-off.
As the wavefunction ψ(r) can be expanded in small
r so can ψ±(r). Hence the boundary condition at r = L
takes the form
0 =
N∑
i=1
(L)
∆i φi
(
ψ+∆i − UNψ−∆i
)
+ . . . (S17)
+ (L)
∆i+N Oi
(
ψ+∆i+N − UNψ−∆i+N
)
+ . . .
where L  1 and ψ±∆i is the coefficient of φi(L)∆i or
Oi(L)
∆i+N in the expansion of ψ±(L).
Solutions to the energy eigenvalue problem at some
r = L satisfy (S17). Suppose we require (S17) to be sat-
isfied for every L such that L  1. Then the terms in
(S17) must vanish separately. Moreover, after fixing con-
ditions at r = L we will require N remaining degrees of
freedom (a collection of N of the φi and Oi) to fix bound-
ary conditions at infinity. Thus, it must be the case that
N of the φi and Oi are identically zero while for the re-
maining N terms the equation
(
ψ+∆i − UNψ−∆i
) ≡ 0 is
satisfied (so that N of the φi and Oi are undetermined).
These latter conditions allow for a total of 2N !/N !2 so-
lutions of UN , each of which is a fixed point (as it is
invariant under rescaling).
We have numerically checked the number of fixed
points using the method of [S2]. It should be noted that
while (S17) seemingly yields (2N)!/N !2 possible fixed
points, not all of them are unitary. In particular, we
have seen that if one chooses to include two ∆i that
sum to 2N − 1 in the definition of UN then the resultant
fixed point will be non-unitary. Thus, we find that there
always 2N unitary fixed points. We tested one thou-
sand uniformly distributed random values for ∆i with
Re[∆i], Im[∆i] ∈ [−10, 10] (satisfying the constraints ex-
plained in supplementary note 2) and determined the
number of unitary fixed points for N = 2, 3 using the
method of [S2]. Indeed, applying this method in the case
where there are roots on the line Re[z] = N − 1/2 yields
only non-unitary fixed points and 2N unitary fixed points
when there is no root with Re[z] = N − 1/2.
∗ danny.brattan@gmail.com
† somrie@campus.technion.ac.il
‡ eric@physics.technion.ac.il
[S1] Y. Luke, The Special Functions and Their Approxima-
tions, Mathematics in Science and Engineering (Elsevier
Science, 1969).
[S2] P. Lancaster and L. Rodman, Algebraic Riccati Equa-
tions, Oxford science publications (Clarendon Press,
1995).
