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KRIEGER’S TYPE OF NONSINGULAR
POISSON SUSPENSIONS AND IDPFT SYSTEMS
Alexandre I. Danilenko and Zemer Kosloff
Abstract. Given an infinite countable discrete amenable group Γ, we construct
explicitly sharply weak mixing nonsingular Poisson Γ-actions of each Krieger’s type:
IIIλ, for λ ∈ [0, 1], and II∞. The result is new even for Γ = Z. As these Poisson
suspension actions are over very special dissipative base, we obtain also new examples
of sharply weak mixing nonsingular Bernoulli Γ-actions and IDPFT systems of each
possible Krieger’s type.
0. Introduction
In this article we continue the investigation of nonsingular Poisson suspensions
initiated by E. Roy and the present authors in [DaKoRo1] and [DaKoRo2]. For the
basics of the general theory of Poisson suspensions and some applications we refer
to [DaKoRo1]. In [DaKoRo2], we prove that a generic (in the Baire category sense)
nonsingular Poisson suspension is ergodic of Krieger’s type III1. Our purpose in
this work is to construct examples of ergodic Poisson suspensions of other types
(which are on the meager side).
Theorem 0.1. There exist sharply weak mixing Poisson suspensions (Z-actions)
of each of the following Krieger’s type: II∞ and IIIλ, for λ ∈ [0, 1].
We prove below Theorem 0.2, from which Theorem 1 follows.
Theorem 0.2. For each infinite countable discrete amenable group Γ, there exist
sharply weak mixing Poisson suspensions (which are now Γ-actions) of each of the
following Krieger’s type: II∞ and IIIλ, for λ ∈ [0, 1].
It was shown recently in [KoSo] that for every infinite countable discrete amenable
group Γ and each λ ∈ (0, 1), there exists type IIIλ nonsingular Bernoulli Γ-
shiftwise action with uncountable state space. Analogous Γ-actions of type II∞
and III0 were constructed in a later work [BeVa]. Type III1 Bernoulli actions
of amenable groups appeared earlier in [VaWa]. In this paper we consider only
Poisson suspensions of totally dissipative Γ-actions on nonatomic infinite measure
spaces. Hence the corresponding Poisson suspensions are isomorphic to nonsingular
Bernoulli shifts with uncountable state spaces. We thus obtain, as a byproduct, an
alternative proof of [KoSo, Theorem 3], [BeVa, Theorem A] and (the first claim of)
[VaWa, Theorem 6.1].
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Corollary 0.3. For each infinite countable discrete amenable group Γ, there ex-
ist sharply weak mixing nonsingular Bernoulli Γ-action of each of the following
Krieger’s type: II∞ and IIIλ, for λ ∈ [0, 1].
We note that our approach to the construction is different from [KoSo] and [BeVa]
though the two approaches exploit essentially hidden symmetries of the systems. In
[KoSo] and [BeVa], a fact is utilized that the σ-algebra of subsets invariant under
the Maharam extension of the Bernoulli action is also invariant under the Maharam
extension of the group permuting the coordinates. Instead of that, in the present
work we use essentially a special structure of the suspensions as an infinite direct
product of ergodic systems admitting an equivalent invariant probability measure.
Such systems were introduced in a recent paper [DaLe] and called there IDPFT
(infinite direct product of finite types). Utilizing an elementary machinery from
[DaLe], we show that σ-algebra of subsets invariant under the Maharam extension
of the infinite product of the systems is invariant under the Maharam extension of
the direct sum of them. This settles the type IIIλ for 0 < λ ≤ 1. To obtain (and
distinguish) the remaining types III0 and II∞ we use [DaLe] and the classical work
[Hi] describing some natural σ-finite measures on the infinite product spaces.
We also state one more byproduct of the proof of Theorem 0.2.
Corollary 0.4. Let T = (Tγ)γ∈Γ denote the measure preserving Bernoulli Γ-action
of infinite entropy on a standard probability space (X, µ). Then for each τ ∈ {II∞}∪
{IIIλ | 0 ≤ λ ≤ 1}, there is a sequence of probability measures (κn)∞n=1 on X
such that κn ∼ µ for each n ∈ N, the product
⊗∞
n=1 κn is quasi-invariant under
T⊗N := ((Tγ)⊗N)γ∈Γ and the system (XN,
⊗∞
n=1 κn, T
⊗N) is sharply weak mixing
of Krieger type τ .
We note that only type II1 and III1 examples of such IDPFT systems have been
known previously (see [DaLe] and [ArIsMa]).
1. Preliminaries and general construction
Weak topology. For more detailed exposition of the following concepts (and
proofs) we refer the reader to [DaSi], [Aa], [Sc] and [DaLe].
Let (X,B, µ) be a σ-finite non-atomic standard measure space. Denote by
Aut(X, µ) the group of all µ-nonsingular invertible transformations of X . Given
T ∈ Aut(X, µ), we denote by UT the unitary Koopman operator associated with
T :
UT f := f ◦ T−1 ∈ U(L2(X, µ)), for each f ∈ L2(X, µ).
The weak topology on Aut(X, µ) is induced by the weak operator topology on the
unitary group U(L2(X, µ)) via the embedding T 7→ UT .
Conservativeness and weak mixing concepts. A countable subgroup Γ ⊂
Aut(X, µ) is called conservative if for each subset B ∈ B of positive measure, for
a.e. x ∈ B, there is γ ∈ Γ such that γx ∈ B. We will use the following criterion
of conservativeness: if µ(X) < ∞ then a countable subgroup Γ ⊂ Aut(X, µ) is
conservative if and only if
∑
γ∈Γ
dµ◦γ
dµ (x) = +∞ at a.e. x ∈ X . If there is a subset
B ∈ B such that X = ⊔γ∈Γ γB (mod 0) then Γ is called totally dissipative. Γ is
called ergodic if each Γ-invariant Borel subset is either µ-null or µ-conull. If for each
ergodic probability preserving Γ-action (Sγ)γ∈Γ, the direct product (γ × Sγ)γ∈Γ
is ergodic then Γ is called weakly mixing. If Γ is ergodic and for each ergodic
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conservative nonsingular Γ-action (Sγ)γ∈Γ, the direct product (γ×Sγ)γ∈Γ is ergodic
whenever it is conservative then Γ is called sharply weak mixing.
Krieger’s type. Let Γ be an ergodic countable subgroup of Aut(X, µ). Denote
by [Γ] the full group of Γ. We recall that a transformation T ∈ Aut(X, µ) belongs
to [Γ] if and only if Tx ∈ Γx for a.e. x ∈ X .
If there is a µ-equivalent σ-finite Γ-invariant measure then Γ is called of type II.
If the Γ-invariant measure is finite then Γ is called of type II1; if the Γ-invariant
measure is infinite then Γ is called of type II∞. If Γ is not of type II then it is
called of type III. The type III admits further classification into subtypes. We
first recall that an element r of the multiplicative group R∗+ is called an essential
value of the Radon-Nikodym cocycle of Γ if for each neighborhood U of r and each
subset A ∈ B of positive measure there exist a subset B ∈ B of positive measure
and an element γ ∈ Γ such that B ∪ γB ⊂ A and dµ◦γdµ (x) ∈ U for each x ∈ B. The
set of all essential values of the Radon-Nikodym cocycle of Γ is denoted by r(Γ). It
is a closed subgroup of R∗+.
If r(Γ) = R∗+ then Γ is called of type III1; if there is λ ∈ (0, 1) such that
r(Γ) = {λn | n ∈ Z} then Γ is called of type IIIλ. If Γ is of type III but not of
type IIIλ for any λ ∈ (0, 1] then Γ is called of type III0.
We will also need the following approximation result. Let B0 ⊂ B be a dense
subalgebra. Let δ > 0 and s ∈ R∗+. If for each A ∈ B0 of positive measure and
every neighborhood U of s there is a subset B ∈ B and an element θ ∈ [Γ] such
that B ∪ θB ⊂ A, µ(B) > δµ(A) and dµ◦θ
dµ
(x) ∈ U for each x ∈ B then s ∈ r(Γ).
Maharam extension and the associated flow. Let κ denote the absolutely
continuous measure on R such that dκ(t) = e−tdt. Consider the product space
X˜ := (X × R, µ ⊗ κ). Given γ ∈ Γ and s ∈ R, define two transformations γ˜, s˜ ∈
Aut(X˜, µ⊗ κ) by setting for each (x, t) ∈ X˜,
γ˜(x, t) := (γx, t+ log
dµ ◦ γ
dµ
(x)) and s˜(x, t) := (x, t− s).
Then the mappings Γ ∋ γ 7→ γ˜ ∈ Aut(X˜, µ ⊗ κ) and R ∋ s 7→ s˜ ∈ Aut(X˜, µ⊗ κ)
are continuous group homomorphisms, γ˜ preserves µ⊗κ, and γ˜s˜ = s˜γ˜ for all γ ∈ Γ
and s ∈ R. Hence the restriction of the flow (s˜)s∈R to the σ-algebra of (γ˜)γ∈Γ-
invariant subsets of X × R equipped with (the restriction of) µ⊗ κ is well defined
as a nonsingular action. It is always ergodic (under assumption that Γ is ergodic).
It is called the associated flow of Γ and denoted by WΓ. The transformation group
Γ˜ := {γ˜ | γ ∈ Γ} is called the Maharam (µ-skew product) extension of Γ. The
following takes place:
— Γ is of type II if and only if WΓ is transitive and aperiodic.
— Γ is of type IIIλ with 0 < λ < 1 ifW
Γ is transitive but periodic with period
logλ .
— Γ is of type III1 if W
Γ is the trivial action on a singleton.
— Γ is of type III0 if W
Γ is non-transitive.
IDPFT systems. The following definition generalizes naturally the concept of
IDPFT introduced in [DaLe] for Z-actions to actions of arbitrary countable groups.
Definition 1.1. Let Sn be a nonsingular Γ-action on a standard probability space
(Yn,Cn, γn) for each n ∈ N. Suppose that the infinite direct product S :=
⊗
n∈N Sn
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of Sn is a (
⊗
n∈N γn)-nonsingular Γ-action. If for each n ∈ N, there exists an Sn-
invariant γn-equivalent probability measure αn on Yn then the dynamical system
(
⊗
n∈N(Yn,Cn, γn), S) is called an infinite direct product of finite types (IDPFT).
We state the following claim without proof since it is a minor modification of
[DaLe, Proposition 2.3] proved there in the case where Γ is isomorphic to Z: the
point is that the Schmidt-Walters theorem (see [ScWa] and [DaLe, Theorem B])
holds in this generality.
Fact 1.2. Let S be an IDPFT system as in Definition 1.1. Let (Yn,Cn, γn) be
mildly mixing for each n ∈ N. If S is (⊗n∈N γn)-conservative then S is (⊗n∈N γn)-
sharply weak mixing.
Nonsingular Poisson suspension. We let
Aut1(X, µ) := {T ∈ Aut(X, µ) | dµ ◦ T
dµ
− 1 ∈ L1(X, µ)}.
If T ∈ Aut1(X, µ), we put χ(T ) :=
∫
X
(dµ◦Tdµ − 1)dµ. Then Aut1(X, µ) is a sub-
group of Aut(X, µ) and χ is a homomorphism of Aut1(X, µ) onto R. Denote by
(X∗,B∗, µ∗, T∗) the Poisson suspension of (X,B, µ, T ) (see [DaKoRo1] for details).
If T ∈ Aut1(X, µ) then T∗ ∈ Aut(X∗, µ∗) [DaKoRo1, §4]. Given a subset B ∈ B
and an integer n ∈ Z+, we denote by [B]n the cylinder {ω ∈ X∗ | ω(B) = n}.
If ν is a σ-finite measure on (X,B) then ν∗ ∼ µ∗ if and only if µ ∼ ν and√
dµ
dν − 1 ∈ L2(X, ν) (see [Ta] or [DaKoRo1, Theorem 3.3]). We will use below
the following sufficient condition for conservativeness, which extends [DaKoRo2,
Proposition 3.4] to arbitrary countable group actions.
Lemma 1.3. Let Γ be a countable subgroup of Aut1(X, µ) such that χ(γ) = 0 and(
dµ
dµ◦γ
)2
− 1 ∈ L1(X, µ) for each for each γ ∈ Γ. If there is a sequence (bγ)γ∈Γ of
positive reals such that
∑
γ∈Γ bγ =∞ but
∑
γ∈Γ b
2
γe
∫
X
((
dµ
dµ◦γ
)2
−1
)
dµ <∞ then the
Poisson suspension Γ∗ := {γ∗ | γ ∈ Γ} of Γ is conservative.
Proof. As in the proof of [DaKoRo2, Proposition 3.4], it follows from the assump-
tions of the lemma that for each γ ∈ Γ,
Mγ :=
∥∥∥∥ dµ∗dµ∗ ◦ γ∗
∥∥∥∥2
2
= e
∫
X
((
dµ
dµ◦γ
)2
−1
)
dµ.
By Markov’s inequality,
µ∗
({
ω ∈ X∗ | dµ
∗
dµ∗ ◦ γ∗ (ω) >
1
bγ
})
≤ b2γMγ = b2γe
∫
X
((
dµ
dµ◦γ
)2
−1
)
dµ.
As the righthand side is summable, it follows from the Borel-Cantelli lemma that
dµ∗
dµ∗◦γ∗ (ω) ≤ 1bγ for all but finitely many γ ∈ Γ at a.e. ω. The latter inequal-
ity is equivalent to dµ
∗◦γ∗
dµ∗ (ω) ≥ bγ . Since
∑
γ∈Γ bγ = ∞, we conclude that∑
γ∈Γ
dµ∗◦γ∗
dµ∗
(ω) = +∞ at a.e. ω. Hence Γ∗ is conservative. 
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General construction. Let (X,B, ν) be a σ-finite non-atomic standard measure
space and let a countable group Γ ⊂ Aut(X, ν) act freely and totally dissipatively
on X and preserve ν.1 Consider a countable partition of X into Γ-invariant Borel
subsets X1, X2, . . . of infinite measure. Fix a sequence (Fn)n∈N of finite subsets
in G. For each n ∈ N, fix a subset An ⊂ Xn which is a Rokhlin Γ-tower of
shape Fn. This means that there is a subset A
′
n ⊂ An such that ν(A′n) < ∞ and
An :=
⊔
γ∈Fn γA
′
n. Fix a sequence (λn)
∞
n=1 of positive reals. We now define a map
f : X → (0,+∞) by setting
f(x) :=
{
λn, if x ∈ An for some n ∈ N and
1, otherwise.
Let µ denote the σ-finite ν-equivalent measure on (X,B) such that dµ
dν
= f . For
λ > 0, we let c(λ) := λ3 − λ + λ−2 − 1 = (1 − λ2)(1 − λ3)λ−2 > 0. The follow-
ing lemma (jointly with Lemma 1.3) will be used in subsequent sections to check
conservativeness of nonsingular Poisson suspensions.
Lemma 1.4. Fix γ ∈ Γ.
(i) γ ∈ Aut1(X, µ) if and only if
∑∞
n=1
#(γFn△Fn)
#Fn
|1−λn|ν(An) < +∞. More-
over, χ(γ) = 0 whenever γ ∈ Aut1(X, µ).
(ii)
(
dµ
dµ◦γ−1
)2 − 1 ∈ L1(X, µ) if and only if
∞∑
n=1
|1− λ2|(1 + λ3)
λ2
#(γFn△Fn)
#Fn
ν(An) < +∞.
Moreover,
∫
X
((
dµ
dµ◦γ−1
)2 − 1)dµ =∑∞n=1 c(λn)ν(An)#(γFn△Fn)2#Fn .
Proof. (i) Let f̂ := f − 1 = ∑∞n=1(λn − 1)1An = ∑∞n=1(λn − 1)∑γ∈Fn 1A′n ◦ γ−1.
Then for each γ ∈ Γ and n ∈ N,∫
Xn
|f̂ ◦ γ−1 − f̂ |dν = #(γFn△Fn)|1− λn|ν(An)′ = #(γFn△Fn)
#Fn
|1− λn|ν(An).
Consequently,∫
X
∣∣∣∣dµ ◦ γ−1dµ − 1
∣∣∣∣dµ = ∫
X
|f ◦ γ−1 − f |dν
=
∞∑
n=1
∫
Xn
|f̂ ◦ γ−1 − f̂ |dν
=
∞∑
n=1
#(γFn△Fn)
#Fn
|1− λn|ν(An),
and the first claim of Lemma 1.2(i) is proved. In a similar way,
χ(γ) :=
∫
X
(
dµ ◦ γ−1
dµ
− 1
)
dµ =
∞∑
n=1
∫
Xn
(f̂ ◦ γ−1 − f̂)dν = 0
1Without loss of generality one may assume that a) (X,µ) is the direct product Γ×Y equipped
with the product of the counting measure on Γ and a σ-finite non-atomic measure on a standard
Borel space Y and b) Γ acts on Γ× Y by translations along the first coordinate.
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because ν ◦ T = ν, γXn = Xn and 1Xn f̂ ∈ L1(Xn, ν ↾ Xn) for each n ∈ N.
Thus, Lemma 1.2(i) is proved completely.
(ii) We first observe that∫
X
∣∣∣∣( dµdµ ◦ γ−1
)2
− 1
∣∣∣∣dµ = ∞∑
k=1
∫
Xk
∣∣∣∣ f3(f ◦ γ−1)2 − f
∣∣∣∣dν.
Next, we see that∫
Xk
∣∣∣∣ f3(f ◦ γ−1)2 − f
∣∣∣∣dν = ∫
Ak△γAk
∣∣∣∣ f3(f ◦ γ−1)2 − f
∣∣∣∣dν
= |λ3k − λk|ν(Ak \ γAk) + |λ−2k − 1|ν(γAk \Ak)
=
|1− λ2|(1 + λ3)
2λ2
ν(γAk△Ak).
Since ν(γAk△Ak) = #(γFk△Fk)ν(A′k) = #(γFk△Fk)#Fk ν(Ak), the first claim of (ii)
follows. In a similar way,∫
X
((
dµ
dµ ◦ γ−1
)2
− 1
)
dµ =
∞∑
k=1
(λ3k − λk)ν(Ak \ γAk) + (λ−2k − 1)ν(γAk \Ak)
=
∞∑
k=1
c(λk)
#(γFk△Fk)
2#Fk
ν(Ak),
as desired. 
IDPFT structure of the Poisson suspensions. We now describe a special
infinite product structure of the Poisson suspensions of the systems considered
above. From now on, let Γ be an amenable discrete infinite countable subgroup
of Aut(X, µ). Fix an enumeration of its elements: Γ = (γn)
∞
n=1. Select a Følner
sequence (Fn)
∞
n=1 in Γ such that
(1-1) max
1≤k≤n
#(γkFn△Fn)
#Fn
≤ 1
n
for each n ∈ N.
In all constructions below, the enumeration of Γ and the Følner sequence are as
above. If Γ is generated by a single transformation S, we can choose, for example,
Fn = {Sk | 1 ≤ k ≤ n2} for each n.
Denote by µn and νn the restriction of µ and ν onto Xn respectively (see the
previous subsection). For γ ∈ Γ, denote by Tn(γ) the restriction of γ ontoXn. Then
Tn(γ) ∈ Aut1(Xn, µn) for each n. Let Tn := (Tn(γ))γ∈Γ stand for the corresponding
Γ-action on Xn. Of course, Tn is free and totally dissipative for each n,
(1-2) (X, µ) =
∞⊔
n=1
(Xn, µn) and γ =
∞⊔
n=1
Tn(γ) for each γ ∈ Γ.
If Γ ⊂ Aut1(X, µ) then there is a canonical isomorphism of (X∗, µ∗,Γ∗) onto the
nonsingular infinite direct product
⊗
n≥0(X
∗
n, µ
∗
n, (Tn)∗) of Γ-actions (Tn)∗, where
(Tn)∗ := (Tn(γ)∗)γ∈Γ stands for the Poisson suspension of Tn. Since µn ∼ νn and
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√
dµn
dνn
− 1 ∈ L2(Xn, νn), the dynamical system (X∗n, µ∗n, (Tn)∗) is of Krieger’s type
II1 for each n ∈ N. The corresponding (Tn)∗-invariant µ∗n-equivalent probability
measure is ν∗n.
Thus, we showed that if Γ ⊂ Aut1(X, µ) then (X∗, µ∗,Γ∗) is an IDPFT sys-
tem. Since Tn is totally dissipative and νn-preserving, the system (X
∗
n, ν
∗
n, (Tn)∗)
is a measure preserving Bernoulli Γ-action. It is mixing (hence mildly mixing).
Therefore we deduce the following corollary from Fact 1.2.
Corollary 1.5. If the Poisson suspension (X∗, µ∗,Γ∗) is nonsingular and conser-
vative then it is sharply weak mixing.
Denote by Ψ the group of nonsingular transformations of (X∗, µ∗) generated by
the transformations I × Tn(γ)∗ × I ∈ Aut(X∗, µ∗), γ ∈ Γ, n ∈ N. Of course, Ψ
is an ergodic countable transformation group isomorphic to
⊕∞
n=1 Γ. Denote by Ψ˜
the Maharam µ∗-skew product extension of Ψ. The Maharam extension of Γ∗ is
denoted by Γ˜∗.
Proposition 1.6. Let (X∗, µ∗,Γ∗) be nonsingular and conservative. Then the σ-
algebra I(Γ˜∗) of Γ˜∗-invariant measurable subsets coincides with the σ-algebra I(Ψ˜)
of Ψ˜-invariant subsets. Hence the flow associated with Γ∗ coincides with the flow
associated with Ψ.
Proof. The inclusion I(Γ˜∗) ⊂ I(Ψ˜) was established in Claim I of [DaLe, Theo-
rem 2.10] in the case where Γ is isomorphic to Z. An obvious modification of the
proof works for an arbitrary Γ. Since for each γ ∈ Γ,
γ∗ = lim
n→∞
T1(γ)∗ × · · · × Tn(γ)∗ × I
in the weak topology, it follows that γ˜∗ is the weak limit of the sequence of Maharam
extensions of T1(γ)∗ × · · · × Tn(γ)∗ × I as n → ∞. Hence Γ˜∗ is contained in the
weak closure of Ψ˜. The inclusion I(Γ˜∗) ⊃ I(Ψ˜) follows. 
It follows from [DaKoRo1, Theorem 3.6] that for each n ∈ N and a.e. ω ∈ X∗n,
(1-3)
dν∗n
dµ∗n
(ω) = e−
∫
Xn
( 1
f
−1)dµn ∏
{x∈Xn|ω({x})=1}
dνn
dµn
(x)
= eµn(An)−νn(An)λ−ω(An)n
= eµn(An)−νn(An)
∞∑
k=0
λ−kn 1[An]k(ω).
2. Poisson suspensions of type II∞
We first recall two concepts of σ-finite products for a sequence of probability
spaces (see [Hi] and [Mo]).
Throughout this section (Yn,Cn, γn) is a standard probability space for all n ∈ N.
Definition 2.1. We call a σ-finite measure γ on the standard Borel space (Y,C) :=⊗
n∈N(Yn,Cn) a Moore-Hill-product (MH-product) of (γn)
∞
n=1 if for each n ∈ N,
there exists a σ-finite measure γ∗n on the infinite product space
⊗
k>n(Yk,Ck) such
that γ = γ1 ⊗ · · · ⊗ γn ⊗ γ∗n.
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For each n ∈ N, fix a subset Bn ∈ Cn such that γn(Bn) > 0. Denote the
sequence (Bn)
∞
n=1 by B. Let B
n := Y1 × · · · × Yn ×Bn+1 ×Bn+2 × · · · ∈ B. Then
B
1 ⊂ B2 ⊂ · · · . A σ-finite measure γB on (Y,C) is well defined by the following
sequence of restrictions:
γB ↾ Bn :=
γ1
γ1(B1)
⊗ · · · ⊗ γn
γn(Bn)
⊗ γn+1 ↾ Bn+1
γn+1(Bn+1)
⊗ γn+1 ↾ Bn+1
γn+1(Bn+1)
⊗ · · · ,
for each n ∈ N.
Definition 2.22. γB is called the restricted product of (γn)
∞
n=1 with respect to B.
We note that γB is supported on
⋃∞
n=1B
n and γB(Bn) =
∏n
j=1 γn(Bn)
−1 for
each n ∈ N. This and [Hi, Corollary 3.5] implies the following corollary.
Corollary 2.3. The following are equivalent:
(i) γB is finite,
(ii)
∏∞
n=1 γn(Bn) > 0,
(iii) γB ∼⊗∞n=1 γn.
Given two probability measures α, β on a standard Borel space (Y,C), let γ be a
third probability measure on C such that α ≺ γ and β ≺ γ. The (squared) Hellinger
distance between α and β is
H2(α, β) :=
1
2
∫
Y
(√
dα
dγ
−
√
dβ
dγ
)2
dγ
This definition does not depend on the choice of γ. The Hellinger distance is used
in the Kakutani theorem on equivalence of infinite products of probability measures
[Ka]. We will utilize the following fact [Hi, Theorems 3.9, 3.6], which is an extension
of the Kakutani theorem.
Fact 2.4. Let γ be a MH-product of (γn)
∞
n=1 and let (αn)
∞
n=1 be a sequence of
probability measures on (Yn,Cn). Then the following are equivalent:
— γ ∼⊗∞n=1 αn,
— γn ∼ αn for each n ∈ N and there exists a sequence B = (Bn)∞n=1 of Borel
subsets Bn ⊂ Yn such that
∑∞
n=1H
2
(
1
γn(Bn)
(γn ↾ Bn), αn
)
<∞,
— there exist a > 0 and a sequence B = (Bn)
∞
n=1 of Borel subsets Bn ⊂ Yn
such that γ = aγB.
We also note that if γ ∼⊗∞n=1 αn then (⊗∞n=1 αn)(Bk) > 0 for each k > 0. In
particular,
∏∞
n=1 αn(Bn) > 0.
We now state the main result of this section. For that we will use the nota-
tion (1-2), µ, (µn)
∞
n=1 and c(.) introduced in §1.
Theorem 2.5. For each n ∈ N, choose a Rokhlin Γ-tower An ⊂ Xn of shape Fn
and a real λn ∈ (0, 1) such that ν(An) := 12n log(n+1) and c(λn) = log(n+ 1). Then
Γ ⊂ Aut1(X, µ) and the Poisson suspension (X∗, µ∗,Γ∗) of (X, µ,Γ) is sharply
weak mixing of type II∞.
2See [Hi, §3.1]
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Proof. It is easy to see that the function c decreases on the interval (0, 1). It follows
that λn is well defined and λn ∼ 1√logn as n→∞. Fix k ∈ N. In view of (1-1) and
as |1− λn| < 1,
∞∑
n=1
#(γkFn△Fn)
#Fn
|1− λn|ν(An) ≤ 2
k∑
n=1
ν(An) +
∞∑
n=k+1
ν(An)
n
= 2
k∑
n=1
ν(An) +
∞∑
n=k+1
1
2n2 log(n+ 1)
< +∞.
Hence by Lemma 1.4(i), γk ∈ Aut1(X, µ) and χ(γk) = 0. Furthermore, by Lem-
ma 1.4(ii),
∫
X
((
dµ
dµ ◦ γ−1k
)2
− 1
)
dµ ≤ 2
k∑
n=1
c(λn)ν(An) +
∞∑
n=k+1
c(λn)ν(An)
n
=
k∑
n=1
1
n
+
∞∑
n=k+1
1
2n2
= log k + d+ o(1)
as k →∞ for some d ≥ 0. This asymptotic inequality plus Lemma 1.3 imply that
Γ∗ is conservative3. Corollary 1.5 yields that (X∗, µ∗,Γ∗) is sharply weak mixing.
It remains to show that this system is of type II∞. We recall that (X∗, ν∗,Γ∗)
is the nonsingular direct product
⊗∞
n=1(Xn, ν
∗
n, (Tn)∗) and the Γ-action (Tn)∗ pre-
serves ν∗n for each n ∈ N. According to (1-2), for each n ∈ N,
dν∗n
dµ∗n
(ω) = eµn(An)−νn(An).
at a.e. ω ∈ [An]0. Therefore, we obtain that for each n ∈ N,
H2
(
1
ν∗n([An]0)
(ν∗n ↾ [An]0), µ
∗
n
)
= 1−
√
eµn(An)−νn(An)√
ν∗n([An]0)
∫
[An]0
dµ∗n = 1− e−
µn(An)
2 .
Since λn ∼ 1√logn and
∑∞
n=1 µn(An) =
∑∞
n=1 λnνn(An) =
∑∞
n=1
λn
2n log(n+1)
< +∞,
it follows that
∑∞
n=1H
2
(
1
ν∗n([An]0)
(ν∗n ↾ [An]0), µ
∗
n
)
<∞. Therefore Fact 2.4 yields
that µ∗ =
⊗∞
n=1 µ
∗
n ∼ ν∗B , where ν∗B denotes the restricted product of (ν∗n)∞n=1
with respect to B = ([An]0)
∞
n=1. Since ν
∗
n ◦ Tn(γ)∗ = ν∗n for each n ∈ N and γ ∈ Γ,
it follows that ν∗B ◦ γ∗ = ν∗B for each γ ∈ Γ. Since
∞∏
n=1
ν∗n([An]0) =
∞∏
n=1
e−ν(An) = e−
∑
∞
n=1
1
2n log(n+1) = 0,
we deduce from Corollary 2.3 that ν∗B(X∗) =∞. Thus ν∗B is an infinite σ-finite
Γ∗-invariant measure equivalent to µ∗. Hence (X∗, µ∗,Γ∗) is of type II∞. 
3Indeed, put bγk :=
1
k log k
for each k ∈ N in the statement of Lemma 1.3.
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3. Poisson suspensions of type III0
Our purpose in this section is to prove the following theorem (as above, we use
here the notation from §1).
Theorem 3.1. Let l1 ≤ l2 ≤ · · · be a sequence of positive integers such that∑∞
n=1
1
n4ln
= +∞. For each n ∈ N, we let λn := 2ln and choose Rokhlin Γ-tower
An ⊂ Xn of shape Fn such that ν(An) := 12nc(λn) . Then Γ ⊂ Aut1(X, µ) and the
Poisson suspension (X∗, µ∗,Γ∗) of (X, µ,Γ) is sharply weak mixing of type III0.
Proof. We proceed in several steps.
Step 1. We prove here that Γ ∈ Aut1(X, µ) and Γ∗ is sharply weak mixing. Fix
k ∈ N. In view of (1-1) and as 1 < λn ≤ c(λn) for each n ∈ N,
∞∑
n=1
#(γkFn△Fn)
#Fn
|1− λn|ν(An) ≤ 2
k∑
n=1
λnν(An) +
∞∑
n=k+1
λnν(An)
n
≤ 2
k∑
n=1
λnν(An) +
∞∑
n=k+1
1
2n2
< +∞.
Hence γk ∈ Aut1(X, µ) and χ(γk) = 0 by Lemma 1.4(i). Furthermore, by Lem-
ma 1.4(ii),
∫
X
((
dµ
dµ ◦ γ−1k
)2
− 1
)
dµ ≤ 2
k∑
n=1
c(λn)ν(An) +
∞∑
n=k+1
c(λn)ν(An)
n
=
k∑
n=1
1
n
+
∞∑
n=k+1
1
2n2
= log k + d+ o(1)
as k → ∞ for some d ≥ 0. It follows from this asymptotic inequality, Lemma 1.3
and Corollary 1.5 that (X∗, µ∗,Γ∗) is sharply weak mixing.
Step 2. We show here that Γ∗ is of type III. Suppose, by contraposition, that
Γ∗ is of type II. Then there exists an ergodic T∗-invariant µ∗-equivalent σ-finite
Borel measure ϑ on X∗. We are going to show that ϑ is a MH-product of (ν∗n)
∞
n=1.
This can be deduced from [Hi, Theorem 3.20]. However we prefer an alternative—
more direct—way, bypassing [Hi, Theorem 3.20] whose proof is rather involved. Fix
n ∈ N. Since ϑ ∼ µ∗ and µ∗1 ⊗ · · · ⊗ µ∗n ∼ ν∗1 ⊗ · · · ⊗ ν∗n, the projection of ϑ to
X∗1 × · · · ×X∗n along the mapping
pin : X
∗ ∋ (x∗k)∞k=1 → (x∗1, . . . , x∗n) ∈ X∗1 × · · · ×X∗n
has the same collection of 0-measure subsets as ν∗1 ⊗ · · · ⊗ ν∗n. (We note that
this projection is not, in general, σ-finite.) Therefore the disintegration of γ over
ν∗1 ⊗ · · · ⊗ ν∗n along pin is well defined (see, for instance, [ChPo, Theorem 1]):
(3-1) ϑ =
∫
X∗1×···×X∗n
δy ⊗ ϑy d(ν∗1 ⊗ · · · ⊗ ν∗n)(y),
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where X∗1 × · · · × X∗n ∋ y 7→ ϑy is the corresponding measurable field of σ-finite
measures on the product space X∗n+1 ×X∗n+2 × · · · . Of course, the transformation
T1(γ)∗ × · · · × Tn(γ)∗ × I ∈ Aut(X∗, µ∗) commutes with β∗ for all γ, β ∈ Γ. Hence
there is an,γ > 0 such that ϑ ◦ (T1(γ)∗× · · · × Tn(γ)∗ × I) = an,γϑ. Since T1(γ)∗×
· · · × Tn(γ)∗× I is conservative, an,γ = 1. On the other hand, it follows from (3-1)
and the fact that ν∗k ◦ Tk(γ)∗ = ν∗k for k = 1, . . . , n that
ϑ◦(T1(γ)∗×· · ·×Tn(γ)∗×I) =
∫
X∗1×···×X∗n
δy⊗ϑT1(γ)∗×···×Tn(γ)∗y d(ν∗1⊗· · ·⊗ν∗n)(y)
each γ ∈ Γ. Comparing this with (3-1) and using the uniqueness of disintegration of
ϑ, we deduce that ϑy = ϑT1(γ)∗×···×Tn(γ)∗y for (ν
∗
1⊗· · ·⊗ν∗n)-a.e. y ∈ X∗1 ×· · ·×X∗n.
Since the product Γ-action (T1)∗ × · · · × (Tn)∗ on (X∗1 × · · · ×X∗n, ν∗1 ⊗ · · · ⊗ ν∗n) is
ergodic, there is a σ-finite measure ϑn on X∗n+1 ×X∗n+2 × · · · such that ϑy = ϑn
for a.a. y ∈ X∗1 × · · · ×X∗n. Then (3-1) yields that ϑ = ν∗1 ⊗ · · · ⊗ ν∗n × ϑn. Since
n is arbitrary, we obtain that ϑ is a MH-product of (ν∗n)
∞
n=1. Hence, by Fact 2.4,
there exists a sequence B = (Bn)
∞
n=1 of Borel subsets Bn ⊂ X∗n such that ϑ is
proportional to the restricted product ν∗B of (ν∗n)
∞
n=1 with respect to B.
If
∏∞
n=1 ν
∗
n(Bn) > 0 then ν
∗B ∼ ⊗∞n=1 ν∗n by Corollary 2.3. Hence µ∗ ∼ ν∗.
This implies that
√
dµ
dν − 1 ∈ L2(X, ν) (see §1). However∫
X
(√
dµ
dν
− 1
)2
dν =
∞∑
n=1
(
√
λn − 1)2ν(An) = +∞
because c(λn) ∼ λ3n as n → ∞ and hence
∑∞
n=1
λn
nc(λn)
= +∞ in view of the
condition
∑∞
n=1
1
n4ln
= +∞. This contradiction implies that ∏∞n=1 ν∗n(Bn) = 0 or,
equivalently,
∑∞
n=1 ν
∗
n(X
∗
n \ Bn) = +∞. On the other hand, it follows from our
remark just below Fact 2.4 that
∏∞
n=1 µ
∗
n(Bn) > 0, i.e.
∑∞
n=1 µ
∗
n(X
∗
n \Bn) < +∞.
Since λn ≥ 1 and µn(An) ≤ 1, we deduce from (1-3) that dν
∗
n
dµ∗n
(ω) ≤ e for a.e.
ω ∈ X∗n. Hence
+∞ =
∞∑
n=1
ν∗n(X
∗
n \Bn) ≤ e
∞∑
n=1
µ∗n(X
∗
n \Bn) < +∞,
a contradiction. Hence Γ∗ is of type III.
Step 3. We show here that T is of type III0. Fix n ∈ N. First, we note that for
each γ ∈ Γ and µ∗-a.a. ω = (ωk)∞k=1 ∈ X∗,
dµ∗ ◦ γ∗
dµ∗
(ω) =
∞∏
k=1
dµ∗k ◦ Tk(γ)∗
dµ∗k
(ωk).
By [DaKoRo1, Corollary 4.1(3)] and the definition of µk,
dµ∗k ◦ Tk(γ)∗
dµ∗k
(ωk) =
∏
ωk({xk})=1
dµk ◦ Tk(γ)
dµk
(xk)
=
∏
ωk({xk})=1
f(Tk(γ)xk)
f(xk)
∈ {1, λk, λ−1k }
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at µ∗k-a.e. ωk ∈ X∗k . Moreover, for a.e. ωk ∈ [Ak]0, if Tk(γ)−1∗ ωk ∈ [Ak]0 for some
s ∈ N then
dµ∗k ◦ Tk(γ)∗
dµ∗k
(ωk) =
∏
ωk({xk})=1
f(Tk(γ)xk)
f(xk)
= 1.
We now set Bn := [A1]0 × · · · × [An]0 × X∗n+1 × X∗n+2 × · · · ⊂ X∗. Of course,
µ∗(Bn) > 0. It follows that each γ ∈ Γ and a.e. ω = (ωk)∞k=1 ∈ Bn, if γ∗ω ∈ Bn
then
(3-4)
dµ∗ ◦ γ∗
dµ∗
(ω) =
∞∏
k=n+1
dµ∗k ◦ Tk(γ)∗
dµ∗k
(ωk) ∈ {λmn+1 | m ∈ Z},
because the multiplicative subgroup of R∗ generated by λk is a subgroup of the the
multiplicative subgroup of R∗ generated by λn+1 for each k > n + 1. It follows
from (3-4) and the definition of an essential value for the Radon-Nikodym cocycle
of Γ∗ that r(Γ∗) ⊂ {λmn+1 | m ∈ Z}. Hence r(Γ∗) ⊂
⋂∞
n=1{2ln+1m | m ∈ Z} = {1}.
Thus, Γ∗ is either of type II or of type III0. The former contradicts to the assertion
proved on Step 2. Hence Γ∗ is of type III0. 
4. Poisson suspensions of type IIIλ with 0 < λ < 1
Fix λ ∈ (0, 1). Our purpose in this section is to prove the following theorem (as
above, we use here the notation from §1).
Theorem 4.1. For n ∈ N, let λ2n−1 := λ−12n := λ and ν(A2n−1) := λ−1ν(A2n) :=
1
n log(n+1) . Then Γ ⊂ Aut1(X, µ) and the Poisson suspension (X∗, µ∗,Γ∗) of (X, µ,Γ)
is sharply weak mixing of Krieger’s type IIIλ.
Proof. Fix k ∈ N. As in the proof of Theorems 2.5 and 3.1, it is straightforward to
verify that the series from Lemma 1.4(i) (with γk in place of γ) converges. Hence
γk ∈ Aut1(X, µ) and χ(γk) = 0 by Lemma 1.4(i). Since c(λ−1) = c(λ)λ , it follows
from the condition of the theorem that
c(λ2n)ν(A2n) = c(λ2n−1)ν(A2n−1) =
c(λ)
n log(n+ 1)
for all n ∈ N.
Therefore Lemma 1.4(ii) and (1-1) yield that
∫
X
((
dµ
dµ ◦ γ−1k
)2
− 1
)
dµ ≤
k∑
n=1
2c(λn)ν(An) +
∞∑
n=k+1
c(λn)ν(An)
n
≤
〈(k+1)/2〉∑
n=1
2c(λ)
n log(n+ 1)
+
∞∑
n=〈k/2〉
2c(λ)
n2 log(n+ 1)
= 2c(λ) log log k + d+ o(1)
as k → ∞ for some d ≥ 0. This asymptotic inequality plus Lemma 1.3 and
Corollary 1.5 imply that Γ∗ is sharply weak mixing.4
4Put b(γk) :=
1
k
in the statement of Lemma 1.3.
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As in Proposition 1.6, we denote by Ψ the subgroup of Aut(X∗, µ∗) generated
by the transformations I × Tn(γ)∗ × I ∈ Aut(X∗, µ∗), γ ∈ Γ, n ∈ N. In view of
Proposition 1.6, it suffices to prove that Ψ is of type IIIλ.
We first show that λ−1 is an essential value of the Radon-Nikodym cocycle of
Ψ. Fix n > 0. Since
∑+∞
k=n µ2k+1(A2k+1) = +∞ and µ2k+1(A2k+1) → 0, there is
mn > n such that αn :=
∑mn−1
k=n µ2k+1(A2k+1) ∈ (0.5, 1). Denote the probability
space (X∗2n+1 × · · · × X∗2mn , µ∗2n+1 ⊗ · · · ⊗ µ∗2mn) by (X∗2n+1,2mn, µ∗2n+1,2mn). We
also let ν∗2n+1,2mn := ν
∗
2n+1 ⊗ · · · ⊗ ν∗2mn . Since
µ2n−1(A2n−1)− ν2n−1(A2n−1) + µ2n(A2n)− ν2n(A2n) = 0,
it follows from (1-3) that for a.e. (ω2n−1, ω2n) ∈ X∗2n−1 ×X∗2n,
(4-1)
d(µ∗2n−1 × µ∗2n)
d(ν∗2n−1 × ν∗2n)
(ω2n−1, ω2n) =
∞∑
k=0
λk1[A2n−1]k(ω2n−1)
∞∑
k=0
λ−k1[A2n]k(ω2n)
=
∞∑
k=−∞
λk1Bn,k(ω2n−1, ω2n),
where Bn,k =
∑
k=j−r 1[A2n−1]j1[A2n]r . Hence the mapping
ϑn : X
∗
2n+1,2mn
∋ ω 7→ logλ
µ∗2n+1,2mn
ν∗2n+1,2mn
(ω) ∈ Z
is well defined. Applying (4-1), we obtain that
ϑn(ω) =
mn∑
k=n+1
(ω(A2k−1)− ω(A2k)), ω ∈ X∗2n+1,2mn .
Thus, µ∗2n+1,2mn◦ϑ−1n is the distribution of the difference of two independent Poisson
random variables, one with parameter αn, the other with parameter λαn. In other
words, µ∗2n+1,2mn ◦ ϑ−1n is the Skellam distribution with parameters αn, λαn. For
i = 0, 1, let ∆i := ϑ
−1
n ({i}) ⊂ X∗2n+1,2mn. Then5
µ∗2n+1,2mn(∆1) = e
−αn(1+λ)
∞∑
k=0
αk+1n (λαn)
k
(k + 1)!k!
>
αn
eαn(1+λ)
>
1
16
and µ∗2n+1,2mn(∆0) > µ
∗
2n+1,2mn(∆1). Therefore,
ν∗2n+1,2mn(∆0)
ν∗2n+1,2mn(∆1)
=
λµ∗2n+1,2mn(∆0)
µ∗2n+1,2mn(∆1)
≥ λ.
Hence, we can select a subset ∆′1 ⊂ ∆1 and a transformation S ∈ [T ∗2n+1×· · ·×T ∗2mn ]
such that ν∗2n+1,2mn(∆
′
1) = λν
∗
2n+1,2mn
(∆1) and S∆
′
1 ⊂ ∆0. Then
µ∗2n+1,2mn(∆
′
1) = λν
∗
2n+1,2mn(∆
′
1) = λ
2ν∗2n+1,2mn(∆1) = λµ
∗
2n+1,2mn(∆1) >
λ
16
.
5Skellam (1946) and Prekopa (1953) represented the Skellam distribution using the modified
Bessel function of the first kind. The result we are referring to is a direct consequence of this and
standard facts on Bessel functions [AbSt, pp. 374–378].
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If ω ∈ ∆′1 then Sω ∈ ∆0 and
dµ∗2n+1,2mn ◦ S
dµ∗2n+1,2mn
(ω) =
dµ∗2n+1,2mn
dν∗2n+1,2mn
(Sω)
dν∗2n+1,2mn
dµ∗2n+1,2mn
(ω) = λ−1.
Now take a Borel subset C of X∗1 × · · · ×X∗2n. Then
— [C ×∆′1]2mn ⊂ [C]2n,
— µ∗([C ×∆′1]2mn) = µ∗([C]2n)µ∗2n+1,2mn(∆′1) > λ16µ∗([C]2n),
— I × S × I ∈ [Γ] and dµ∗◦(I×S×I)
dµ∗
(ω) = λ−1 for a.e. ω ∈ [C ×∆′1]2mn .
Since the family {[C]2n | C ⊂ X1 × · · · ×X2n, n ∈ N} is dense in the entire Borel
σ-algebra on X∗, it follows that λ−1 ∈ r(Ψ). Since the Radon-Nikodym cocycle of
the system (X∗, µ∗,Ψ) takes its values in the subgroup {λn | n ∈ Z}, it follows that
Ψ is of type IIIλ, as desired. 
5. Poisson suspensions of type III1
We note that some examples type III1 ergodic Poisson suspensions over a totally
dissipative Z-actions were given in [DaKoRo2]. Now we present an alternative
construction which is a natural modification of the IIIλ-construction from §4. It
works well for arbitrary countable amenable groups.
Fix λ1, λ2 ∈ (0, 1) such that logλ1 and logλ2 are rationally independent. The
following theorem follows from Theorem 4.1 (as above, we use here the notation
from §1).
Theorem 5.1. For n ∈ N, let λ4n−3 := λ−14n−2 := λ1, λ4n−1 := λ−14n := λ2
ν(A4n−3) := λ−11 ν(A4n−2) :=
1
n log(n+1) and ν(A4n−1) := λ
−1
2 ν(A4n) :=
1
n log(n+1) .
Then Γ ⊂ Aut1(X, µ) and the Poisson suspension (X∗, µ∗,Γ∗) of (X, µ,Γ) is
sharply weak mixing of type III1.
Idea of the proof. The proof of the conservativeness of Γ∗ is only a slight obvious
modification of the first part of the proof of Theorem 4.1. To complete the proof,
one show follow the proof of Theorem 4.1 and to use the fact that the direct product
of two nonsingular
⊕∞
n=1 Γ-actions Ψ1 and Ψ2, one is of type IIIλ1 , the other one
is of type IIIλ2 , considered as an action of the group (
⊕∞
n=1 Γ) × (
⊕∞
n=1 Γ), is of
type III1. 
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