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10. Integratori simplettici
La integrazione delle equazioni di Hamilton si realizza con schemi simplettici ossia la
evoluzione dall’istante iniziale t = 0 all’istante t data da St viene sostituita con la compo-
sizione della evoluzione approssimata su n intervalli di tempo ∆t = t/n che risulta essere
comunque ancora di tipo hamiltoniano. Poich’e l’evoluzione nell’intervallo di tempo, gen-
erata da una hamiltoniana H e` definita dalla di Lie S∆t = e
∆tDH , l’idea base e` quella di
sostituirla con una evoluzione approssimata S∆t ma ancora di natura hamiltoniana perche´
risultante della composizione di piu` evoluzioni hamiltoniane che sappiamo valutare esat-
tamente. Supponendo ad esempio che H = A + B + C e che conosciamo la evoluzione
generata da A,B,C possiamo approssimare la evoluzione generata da H con quella gener-
ata da A,B,C a meno di un errore di ordine (∆t)2. Gli algoritmi cambiano con l’ordine
in cui le tre evoluzioni sono calcolate ma la differenza resta comunque di ordine (∆t)2
S∆t = e
∆tDH S∆t = e
∆t DAe∆tDBe∆t DC S∆t = S∆t +O((∆t)
2)
Rispetto a schemi tipo Eulero o Runge Kutta il flusso generato da questi algoritmi ha una
matrice jacobiana simplettica e quindi preserva tutti gli invarianti geometrici di Poincare´.
Limitiamoci a considerare per semplicita` il caso in cui H = A + B e notiamo le seguenti
identita` algebriche che permettono di definire schemi del primo ordine
e∆tDH = e∆tDA e∆tDB +O
(
∆t)2
)
e∆tDH = e∆tDB e∆tDA +O
(
(∆t)2
)
e quelle che permettono di costruire schemi del secondo ordine
e∆tDH = e∆t/2DA e∆tDB e∆t/2DA +O
(
∆t)3
)
e∆tDH = e∆t/2DB e∆tDA e∆t/2DB +O
(
∆t)3
)
In modo simile si costruiscono schemi di ordine piu` elevato. Si noti che in generale i due
operatori DA e DB non commutano a meno che la parentesi di Poisson di A e B sia nulla
[A,B] = 0 perche´ dalla identita` di Jacobi segue che DADB−DBDA = D[B,A]. Per provare
gli schemi del primo ordine sviluppiamo gli esponenziali ponendo τ = ∆t
eτDAeτDB−eτ(DA+DB) =
(
1 + τDA +
τ2
2
D2A + . . .
)(
1 + τDB +
τ2
2
D2B + . . .
)
−
−
(
1 + τDA + τDB +
τ2
2
D2A +
τ2
2
D2B +
τ2
2
(DADB +DBDA) + . . .
)
=
=
τ2
2
(DADB −DBDA) +O(τ
3)
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Separazione tra energia cinetica e potenziale
Il caso piu comune e` quello in cui l’hamiltoniano si scrive nella forma
H = T (p) + V (q)
dove T (p) e` ad esempio l’energia cinetica ossia che vale T = p2/(2m) mentre e` data da
T = mc2 [(1 + p2/(m2c2))1/2 − 1] nel caso relativistico.
Indicando con (qk, pk) il punto dell’orbita discreta dato dalla applicazione k volte di al
punto iniziale (q0, p0) dell’operatore e∆t DT e∆tDV e con T
′, V ′ le derivate prime di T e V
si ha 

q′ = qk
p′ = pk − V
′(qk)∆t


qk+1 = q
′ + T ′(p′)∆t
pk+1 = p
′
che danno luogo alla mappa


pk+1 = pk − V
′(qk)∆t
qk+1 = qk + T
′(pk+1)∆t
Se consideriamo e∆t DV e∆t DT si ha invece


q′ = qk + T
′(pk)∆t
p′ = pk


qk+1 = q
′
pk+1 = p
′ − V ′(q′)∆t
che porta alla mappa 

qk+1 = qk + T
′(pk)∆t
pk+1 = pk − V
′(qk+1)∆t
Notiamo che due mappe ora scritte non sono reversibili ossia non vale S−1∆t = S−∆t ma
l’inverso della prima e` uguale alla seconda con passo −∆t e viceversa. Le mappe del
secondo ordine sono invece reversibili.
• Mappa generata da e∆t/2DV e∆t DT e∆t/2DV ottenuta in tre passi


q′ = qk
p′ = pk − V
′(qk)∆t/2


q′′ = q′ + T ′(p′)∆t
p′′ = p′


qk+1 = q
′′
pk+1 = p
′′ − V ′(q′′)∆t/2
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con espressione finale


qk+1 = qk +∆t T
′
(
pk − V
′(qk)∆t/2
)
pk+1 = pk −∆t/2
(
V ′(qk) + V
′(qk+1)
)
• Mappa generata da e∆t/2DT e∆tDV e∆t/2DV T ottenuta in tre passi


q′ = qk + T
′(pk)∆t/2
p′ = pk


q′′ = q′
p′′ = p′ −∆t V ′(q′)


qk+1 = q
′′ + T ′(p′′)∆t/2
pk+1 = p
′′
con espressione finale


pk+1 = pk − ∆t V
′
(
qk + T
′(pk)∆t/2
)
qk+1 = qk + ∆t/2
(
T ′(pk) + T
′(pk+1
)
Schema del quarto ordine
A partire dalle mappe del secondo ordine si possono ottenere quelle di ordine pari succes-
sive. Detta M2(∆t) una qualsiasi delle due mappe del secondo ordine presedente ottenute
la mappa del quarto ordine si ottiene componendo M2 con passo α∆t poi −β∆t ed infine
α∆t imponendo che 2α+ β = 1 e che inoltre
M4(∆t) = M2(α∆t) ◦M2(−β∆t) ◦M2(α∆t) = e
∆tDH +O
(
∆t)5
)
e` sufficiente imporre che il coefficiente (∆t)3 dllo sviluppo di M4(∆t) − e
∆tDH sia nullo
perche` la condizione sia soddisfatta in quanto il coefficiente di (∆t)4 e` nullo per simmetria.
In questo modo si determina il vincolo su α e β che e` dato da
2α3 − β3 = 0
che fornisce
α =
1
2− 21/3
β =
21/3
2− 21/3
In modo analogo costruiamo l’integratore simplettico di ordine 6
M6(∆t) = M4(α∆t) ◦M4(−β∆t) ◦M4(α∆t) = e
∆tDH +O
(
∆t)7
)
e si trova
α =
1
2− 21/5
β =
21/5
2− 21/5
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In modo analogo ’integratore simplettico di ordine 8 e` dato da
M8(∆t) = M6(α∆t) ◦M6(−β∆t) ◦M6(α∆t) = e
∆tDH +O
(
∆t)9
)
e si trova
α =
1
2− 21/7
β =
21/7
2− 21/7
La derivazione si trova nell’articolo di Yoshida Construction of high order symplectic in-
tegrators Physics Letters A 150, 262 (1990).
Potenziali con dipendenza periodica dal tempo impulsiva
Tra i modelli di interesse fisico rientrano gli hamiltoniani in cui il potenziale varia perio-
dicamente nel tempo. Considerando ad esempio una particella non relativistica di massa
unitaria soggetta ad un potenziale che varia periodicamente nel tempo con periodo τ
H =
p2
2
+ V (q)f(t) f(t) = f(t+ τ)
Un sistema equivalente con 2gradi di liberta` e` definito dall’ hamiltoniano
H =
p2
2
+ p2 + V (q)f(q2)
che risulta un integrale primo e di cui possiamo costruire le orbite tramite gli integratori
definiti in precedenza. In questo caso T = p2/2 + p2 ed il potenziale e` V = V (q)f(q2).
Poiche´ f(t) e` periodica possiamo svilupparla in serie di Fourier
f(t) =
+∞∑
k=−∞
fke
2π i t/τ fk =
1
τ
∫ τ
0
e−2π i t/τ f(t) dt
Un caso interessante e` quello della funzione δP (t) di Dirac periodica periodo τ
δP (t) = τ
+∞∑
ℓ=−∞
δ(t− ℓτ)
Ne segue che tutti i suoi coefficienti sono uguali a 1 e si puo` quindi scrivere che
δP (t) = 1 + 2
∞∑
ℓ=1
cos
(
2πℓ
t
τ
)
Se tronchiamo la serie avremo una approssimazione della funzione δP (t) che rende la forza
impulsiva. Se f(t) = δP (t) possiamo calcolare esattamente la soluzione tenendo conto che
a t = kτ il momento p ha un salto mentre q e` continua.
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Siccome la p e` costante tranne che per t = kτ dove ha un salto possiamo considerare la
mappa per qk, pk = p(kτ − 0). In questo caso troviamo che
pk+1 = pk − τV
′(qk) qk+1 = qk + τpk+1
che coincide con la mappa generata da eτDT eτDV Se invece scegliamo pk = p(kτ + 0)
avremo
pk+1 = pk − τV
′(qk+1) qk+1 = qk + τpk
che coincide con la mappa generata da eτDV eτDT . Se il passo temporale e` piccolo τ =
∆t ≪ 1 la mappa e` un buon integratore del sistema. Al crescere di τ appaiono isole di
risonanza e regioni caotiche tipiche.
Mappa standard
L’hamiltoniano di un pendolo con forza di gravita` impulsiva
H =
p2
2
− ω2 cos q δP (t)
posto qk = q(kτ) e pk = p(kτ − 0) definisce la seguente mappa sul cilindro
pk+1 = pk − τω
2 sin qk qk+1 = qk + τpk+1 mod (2π)
Figura 10.1 Orbite della standard map con λ=0.8 (lato sinistro). Ingrandimento di un particolare (lato
destro).
Riscaliamo le coordinate x = q/(2π), y = p τ/2π, poniamo λ = τ2ω2 e definiamo la
mappa sul toro T2. Otteniamo in tal modo la mappa standard che si scrive
yk+1 = yk −
λ
2π
sin(2πxk) mod1 xk+1 = xk + yk+1 mod 1
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Per λ≪ 1 le orbite sono quelle del pendolo perche´ il rapporto tra il passo di integrazione τ
ed il periodo delle piccole oscillazioni del pendolo T = 2π/ω e` piccolo. Quando λ si avvicina
a 1 la mappa presenta orbite regolari e caotiche e per λ≫ 1 le orbite sono completamente
caotiche. Nella figura si mostrano per λ = 0.8 le orbite sul toro T2 definito dal quadrato
[−1/2, 1/2]× [−1/2, 1/2] con i lati opposti sono identificati.
Consideriamo ora l’hamiltoniano 〈H 〉 del pendolo
〈H 〉 =
p2
2
− ω20 cos q
che corrisponde ad una sorta di media temporale del potenziale impulsivo avendo sosti-
tuito δP (t) con 1. Consideriamo il cambiamento di scala x = q/(2π), p = τ p/(2π) e la
Hamiltoniana
Hˆ =
(
2π
τ
)2
〈H 〉 =
y2
2
−
λ
(2π)2
cos(2π x)
tenendo conto che jacobiano della trasformazione e` c = τ/(2π)2 le equazioni del diventano
x˙ = c
∂〈H 〉
∂y
=
1
τ
∂Hˆ
∂y
y˙ =
1
τ
∂Hˆ
∂x
e quindi le equazioni sono invarianti rispetto alle trasformazioni di scala precedenti se
scaliamo anche il tempo con tˆ = t/τ . Le equazioni del moto diventano
dx
dtˆ
= y
dy
dtˆ
= −
λ
2π
sin(2πx)
e la mappa standard si legge come l’integratore dell’hamiltoniano interpolante Hˆ con
passo temporale ∆tˆ = 1 corrispondente a ∆t = τ . Ricordando che λ = (ω0 τ)
2 quando
λ diminuisce le orbite xk, yk della mappa sono prossime alle orbite x(tˆ = k), y(tˆ =
k) dell’hamiltoniano interpolante Hˆ e la variazione di Hˆ lungo le orbite della mappa
diminuisce, cioe` Hˆ diventa un integrale primo. Vicino all’origine le orbite nella approssi-
mazione quadratica sono ellissi con semiassi a, b il cui rapporto e`
b
a
=
ωτ
2π
=
τ
T
dove T e` il periodo delle piccole oscillazioni. La separatrice e` definita da Hˆ = E dove E e`
il valore di Hˆ at x = ±1/2, y = 0 e la sua equazione e` data da
y = ±
λ
π
cos(πx) =
2τ
T
cos(πx)
La larghezza della separatrice 4τ/T si annulla linearmente con τ e lo spazio delle fasi e`
riempito dalle orbite di rotazione del pendolo, che diventano linee rette, mentre l’area delle
orbite di librazione va a zero con τ
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Mappa di He´non
L’hamiltoniano di un oscillatore anarmonico con una componente anarmonica impulsiva
H = ω0
p2 + q2
2
−
x3
3
δP (t)
posto pk = p(kτ − 0) e qk = q(kτ) definisce la seguente mappa nel piano delle fasi R
2

 qk+1
pk+1

 = R(ω0τ)

 qk
pk + τ q
2
k


dove R(α) e` la matrice di rotazione di una angolo α.
-1 1
-1
1
0.292 0.532
-0.84
-0.6
Figura 10.2 Orbite per la mappa di He´non con α/(2π)=0.21(lato sinistro) e ingrandimento di un parti-
colare (lato destro).
Se consideriamo l’hamiltoniano
< H >= H0 + V H0 = ω0
p2 + q2
2
V = −
q3
3
dove il potenziale anarmonico impulsivo e` sostituito dal potenziale anarmonico, che e` una
sorta di sua media temporale, la mappa generata dall’operatore di evoluzione eτDH0 eτ DV
approssima eτD<H> a meno di termini di ordine τ2 e coincide con quella generata dall’ha-
miltoniano H. Ponendo ω = τω0 e introducendo le variabili scalate x = τq e y = τp
otteniamo la mappa di He´non
xk+1
yk+1

 = R(ω)

 xk
yk + x
2
k


Per ω ≪ 1 le orbite sono quelle dell’oscillatore cubico ma al crescere di ω si manifestano
i segni della non integrabilita` come mostra la figura. Per ω ≪ 1 le orbite della mappa
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approssimano bene quelle dell’Hamiltoniano < H >= H0(q, p) + V (q) e nelle coordinate
x, y si ha
Hˆ(x, y) = ω
x2 + y2
2
−
x3
3
= τ3〈H 〉
La trasformazione di scala definita da x = τq, y = τp e da Hˆ = τ3〈H 〉, tˆ = t/τ lascia
invariate le equazioni del moto e la mappa di He´non corrisponde all’integratore della hamil-
toniana Hˆ con passo ∆t′ = 1. Siccome il passo temporale resta fisso l’errore dell’orbita della
mappa (xk, yk) rispetto all’orbita x(t
′ = k), y(t′ = k) di Hˆ cala con ω = τω0 e la variazione
di Hˆ lungo l’orbita della mappa diminuisce. Il cambiamento di scala x = ωX, y = ωX
che corrisponde a q = ω0X, p = ω0P conduce a
Hˆ(x, y) = ω3H int (X, Y ) 〈H 〉(q, p) = ω
3
0 H int (X, Y )
dove
H int (X, Y ) =
(
X2 + Y 2
2
−
X3
3
)
e` l’hamiltoniano che interpola le orbite della mappa. La nuova coordinata temporale che
lascia invariate le equazioni del moto e` la stessa in ambo i casi ed la fase ω0t delle oscillazioni
armoniche. Questo hamiltoniano ha un punto di equilibrio instabile in X = 1, Y = 0 Per
concludere tenendo ω0 fisso per ω = τω0 → 0 le orbite della mappa di He´non scalate con
ω e quelle di H(q, p, t) scalate con ω0 coincidono con quelle dell’hamiltoniano interpolante
H int (X, Y ). Questo hamiltoniano ha un punto di equilibrio instabile X = 1, Y = 0 e il
suo valore e` 1/6. L’orbita definita da H int (X, Y ) = 1/6 e` la frontiera del dominio in cui
le orbite sono stabili. La sua frontiera e` definita dalla equazione
Y = f(Y ) ≡ ±(X − 1)
(
2X + 1
3
)1/2
ed e` una curva che interseca l’asse X in X = −1/2 oltre che X = 1 dove ha un punto
angoloso in cui le due rette tangenti Y = ±(X−1) sono gli asintoti della famiglia di iperboli
che approssimano le orbite vicino al punto di equilibrio instabile X = 1, Y = 0. Nelle
coordinate q, p la frontiera del dominio di stabilita` per 〈H 〉(q, p) e` dato da p = ω0f(q/ω0)
ed approssima il bacino di stabilita` di H(q, p, t) quando τ → 0. Per la mappa per il bacino
di stabilita` e` approssimato da y = ωf(x/ω) e l’errore e` di ordine ω2 e quindi di ordine ω
nella coordinate X, Y . In queste ultime la mappa si scrive

Xk+1
Yk+1

 = R(ω)

 Xk
Yk + ωX
2
k


e risulta essere l’integratore di H int (X, Y ) con passo ω.
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Metodo Leap-frog
Un metodo frequentemente usato e` quello basato sulla scelta di tempi interi tn = n∆t
per i momenti e seminteri tn+1/2 = (n + 1/2)∆t per le coordinate o viceversa. Questo
integratore risulta essere simplettico per la successione di coordinate e momenti sfasati di
∆t/2 nello spazio fasi ma e` riconducibile ad un integratore simplettico del secondo ordine.
Consideriamo il seguente schema noto come leap-frog per l’hamiltoniano H = T (p)+V (q){
pn+1/2 = pn−1/2 − V
′(qn)∆t
qn+1 = qn + T
′(pn+1/2)∆t
Se identificassimo xn = x(tn) e pn+1/2 = p(tn+1/2) troveremmo tramite lo sviluppo di
Taylor rispetto a tn che pn+1/2−pn−1/2+V
′(qn)∆t = O(∆t
3) e qn+1−qn−T
′(pn+1/2)∆t =
O(∆t3) per cui lo schema risulta del secondo ordine. Tale risultato si ottiene usando le
equazioni di Hamilton q˙ = T ′(p) e p˙ = −V ′(q). Possiamo verificare che la mappa da
(qn, pn−1/2) a (qn+1, pn+1/2) ha determinante Jacobiano 1 e quindi simplettica. Per quanto
riguarda la condizione iniziale definiamo
q0 = q(0) p−1/2 = p(0) + V
′(q(0))
∆t
2
dove la differenza tra p−1/2 e p(t−1/2) e` di ordine (∆t)
2. Introducendo la variabile
pn =
pn−1/2 + pn+1/2
2
si ha che la mappa per (qn, pn) coincide con quella generata da e
∆t/2DV e∆t DT e∆t/2DV .
Infatti se calcoliamo pn+1 usando la prima equazione della ricorrenza otteniamo
pn+1 = pn −∆t
V ′(qn) + V
′(qn+1)
2
Se poi riscriviamo poi la seconda equazione utilizzando la definizione di pn e facendo uso
della prima equazione troviamo
qn+1 = qn +∆t T
′
(
pn +
pn+1/2 − pn−1/2
2
)
= qn +∆t T
′
(
pn −
∆t
2
V ′(qn)
)
Anche la condizione iniziale e` ora esatta. Infatti tenendo conto della scelta fatta per p−1/2
e della prima equazione della ricorrenza per p1/2 troviamo
p0 =
p−1/2 + p1/2
2
= p−1/2 −
∆t
2
V ′(q0) = p(0)
Diamo una seconda forma del metodo leap-frog considerando ora le q ai tempi seminteri
le p ai tempi interi tramite la seguente ricorrenza per qn−1/2 e pn
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{
qn+1/2 = qn−1/2 + T
′(pn)∆t
pn+1 = pn − V
′(qn+1/2)∆t
che risulta essere una mappa simplettica. Come condizioni iniziali scegliamo
p0 = p(0) q−1/2 = q(0)−
∆t
2
T ′(p(0))
Mostriamo che questa e` equivalente all’integratore simplettico del secondo ordine definito
da e∆t/2DT e∆tDV e∆t/2DT . A tal fine definiamo
qn =
qn−1/2 + qn+1/2
2
Se calcoliamo qn+1 tenendo conto della prima equazione della ricorrenza troviamo
qn+1 = qn +∆t
(
T ′(pn) + T
′(pn+1)
2
)
Se poi riscriviamo la seconda equazione utilizzando la definizione di qn abbiamo
pn+1 = pn −∆t V
′
(
qn +
qn+1/2 − qn+1/2
2
)
= pn −∆t V
′
(
qn +
∆t
2
T ′(pn)
)
Anche la condizione iniziale risulta ora esatta. Infatti utilizzando la ricorrenza con n = 0
e la definizione di p0 si ha
q0 =
q1/2 + q−1/2
2
= q−1/2 +
∆t
2
T ′(p0) = q(0)
Metodo della funzione generatrice
Confrontiamo gli schemi del primo e secondo ordine per l’Hamiltoniano di una particella
non relativistica
H = T (p) + V (q) =
p2
2
+ V (q)
con quelli che possiamo ottenere approssimando l’integrale di azione, che, calcolato lungo
la traiettoria fisica, e` una funzione delle coordinate agli estremi ed e` anche la generatrice del
moto del sistema. L’azione definita nell’intervallo tk = k∆t, tk+1 = (k + 1)∆t e` funzione
di qk = q(tk) e qk+1 = q(tk+1)
A(qk, qk+1) =
∫ tk+1
tk
(
q˙2
2
− V (q)
)
dt
e la equazione di trasformazione
pk+1 =
∂A
∂qk+1
pk = −
∂A
∂qk
210
Nel calcolo di A consideriamo q˙ costante esprimendolo nella forma (qk+1−qk)/∆t e quindi
i vari schemi si ottengono in corrispondenza alle diverse approssimazioni per l’integrazione
del potenziale. Se approssimiamo l’integrale con il metodo dei rettangoli l’azione diventa
A =
(qk+1 − qk)
2
2∆t
− V (qk+1)dt
che genera la trasformazione
pk+1 =
qk+1 − qk
∆t
− V ′(qk+1)∆t pk =
qk+1 − qk
∆t
che invertita corrisponde all’evoluzione generata da e∆tDV e∆tDT ossia
qk+1 = qk + pk∆t pk+1 = pk − V
′(qk+1)∆t
Se l’integrale che definisce l’azione e` approssimato dal metodo dei rettangoli con
A =
(qk+1 − qk)
2
2∆t
− V (qk)dt
la mappa che si ottiene corrisponde alla evoluzione generata da e∆tDT e∆tDV ossia
pk+1 = pk − V
′(qk)∆t qk+1 = qk + pk+1∆t
Il metodo dei trapezi che e` accurato al secondo ordine approssima l’azione con
A =
(qk+1 − qk)
2
2∆t
− (V (qk) + V (qk+1))
∆t
2
Le equazioni di trasformazione diventano
pk+1 =
qk+1 − qk
∆t
− V ′(qk+1)
∆t
2
pk =
qk+1 − qk
∆t
+ V ′(qk)
∆t
2
e corrispondono a quelle dello schema generato da e∆t/2DV e∆tDT e∆t/2DV
qk+1 = qk +∆t pk −
(∆t)2
2
V ′(qk) pk+1 = pk −
∆t
2
(V ′(qk + V
′(qk+1)
Il metodo della funzione generatrice consente di ottenere schemi simplettici, se pur in forma
implicita anche nel caso di potenziali generalizzati, in cui l’hamiltoniano non puo` essere
separato un due parti dipendenti solo da coordinate e momenti ne´ in una parte A(q, p) che
sappiamo integrare e di un secondo termine funzione solo di coordinate o momenti. Quindi
si possono ottenere schemi utili per il moto di una particella in un campo elettromagnetico.
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Potenziali dipendenti dal tempo
Se abbiamo un potenziale V (q, t) dipendente dal tempo possiamo eliminare il tempo al-
largando lo spazio delle fasi e considerando l’hamiltoniano
H = T (p) + pτ + V (q, τ)
in questo caso l’hamiltoniano H si conserva e la soluzione e` la stessa che per l’hamiltoniano
h = T (p) + V (q, t). Diamo gli integratori del secondo ordine nel caso in cui T (p) = p2/2.
• L’integratore corrispondente a eDV ∆t/2 eDT∆t eDV ∆t/2 e` e definito da


q′ = qk
τ ′ = τk
p′ = pk − Vq(qk, τk)∆t/2
p′τ = pτ k − Vτ (qk, τk)∆t/2


q′′ = q′ + p′∆t
τ ′′ = τ ′ +∆t
p′′ = p′
p′′τ = p
′
τ


qk+1 = q
′′
τk+1 = τ
′′
pk+1 = p
′′ − Vq(q
′′, τ ′′)∆t/2
pτ k+1 = p
′′
τ − Vτ (q
′′, τ ′′)∆t/2
con espressione finale


qk+1 = qk +∆t pk − Vq(qk, τk) (∆t)
2/2
τk+1 = τk +∆t
pk+1 = pk −
(
Vq(qk, τk) + Vq(qk+1, τk+1)
)
∆t/2
pτ k+1 = pτ k −
(
Vτ (qk, τk) + Vτ (qk+1, τk+1)
)
∆t/2
• Integratore corrispondente a e∆t/2DT e∆t DV e∆t/2DT ottenuta in tre passi


q′ = qk + pk∆t/2
τ ′ = τk +∆t/2
p′ = pk
p′τ = pτ k


q′′ = q′
τ ′′ = τ ′
p′′ = p′ − Vq(q
′, τ ′)∆t
p′′τ = p
′
τ − Vτ (q
′, τ ′)∆t


qk+1 = q
′′ + p′′∆t/2
τk+1 = τ
′′ +∆t/2
pk+1 = p
′′
p′τ = p
′′
τ
con espressione finale


pk+1 = pk −∆t Vq(qk + pk∆t/2, τk +∆t/2)
pτ k+1 = pτ k −∆t Vτ (qk + pk∆t/2, τk +∆t/2)
qk+1 = qk + (pk + pk+1)∆t/2
τk+1 = τk +∆t
dove abbiamo definito Vq = ∂V/∂q e Vτ = ∂V/∂τ .
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Integratori impliciti
Quando l’hamiltoniano non e` separabile nella somma di Hamiltoniani che si integrano
esattamente, gli integratori simplettici sono impliciti.
Dato H(q, p) le funzioni generatici consentono di costruire integratori simplettici del primo
ordine. Consideriamo a tal fine una generatrice del secondo tipo
F2(qk, pk+1) = qkpk+1 +∆tH(qk, pk+1)
La trasformazione e` data da
qk+1 =
∂F2
∂pk+1
pk =
∂F2
∂qk
e lo schema implicito di Eulero corrispondente e` quindi
pk+1 = pk −∆t
∂H
∂qk
(qk, pk+1) qk+1 = qk +∆t
∂H
∂pk+1
(qk, pk+1)
Un altro schema si ottiene con la generatrice F3(qk+1, pk) data da
F3(qk+1, pk) = −qk+1pk +∆tH(qk+1, pk)
La trasformazione e`
pk+1 = −
∂F1
∂qk+1
qk = −
∂F1
∂pk
ed il corrispondente schema di Eulero implicito
qk+1 = qk +∆t
∂H
∂pk
(qk+1, pk) pk+1 = pk −∆t
∂H
∂qk+1
(qk+1, pk)
Un integratore del secondo ordine si ottiene da una funzione generatrice che genera un
flusso corretto al secondo al secondo ordine. La generatrice il cui sviluppo in ∆t coincide
con la serie di Lie troncata al secondo ordine, vedi appendice, e` dato da
F2(qk, pk+1) = qkpk+1 +∆tH(qk, pk+1) +
(∆t)2
2
Hq(qk, pk+1)Hp(qk, pk+1)
Dove Hq ed Hp indicano le derivate di H(q, p) rispetto a q e p rispettivamente. Lo schema
di integrazione dato da
pk+1 = pk −∆tHq −
(∆t)2
2
(HqqHp +HqpHq)
qk+1 = qk +∆tHp +
(∆t)2
2
(HppHq +HqpHp)
213
Schemi bsati su formule di quadratura
I metodo midpoint per l’ equazione integrale da` uno schema del secondo ordine
x(tk+1) = x(tk) +
∫ tk+1
tk
Φ(x(t)) dt Φ = J
∂H
∂x
L’approssimazione e` data da
xk+1 = xk +∆tΦ
(
xk + xk+1
2
)
Per provare lo schema e` simplettico scriviamo l’equazione soddisfatta dalla matrice Jaco-
biana
Mij(xk) =
∂(xk+1)i
∂(xk)j
Derivando la ricorrenza rispetto a xk otteniamo
M(xk) = I+
∆t
2
DΦ
(
xk + xk+1
2
) (
I+M(xk)
)
= I+ A
(
I+M(xk)
)
dove (DΦ)ij = ∂Φi/∂xj e la matrice A e` definita da
A ≡ A
(
xk + xk+1
2
)
=
∆t
2
DΦ
(
xk + xk+1
2
)
= J S Sij =
∆t
2
∂2H
∂xi ∂xj
Sostituendo nella equazione che definisce M troviamo
M(xk) = (I− A)
−1(I+ A)
Per mostrare che M e` simplettica si usa la relazione
f(JS)J = J f(SJ)
valida per qualsiasi matrice S. La relazione si prova se f(x) e` analitica nell’origine tramite
il suo sviluppo in serie di potenze poiche´ (JS)nJ = J (SJ)n. Tenendo presente che JT = −J
e che la matrice S e` simmetrica si ha
MJM
T = (I− JS)−1(I+ JS) J (I− SJ)(I+ SJ)−1 =
= (I− JS)−1(I+ JS) (I− JS)(I+ JS)−1J = J
Lo schema implicito di Heun basato sul metodo dei trapezi
xk+1 = xk +
∆t
2
(Φ(xk) +Φ(xk+1))
e` simplettico solo se l’Hamiltoniano e` quadratico. Infatti la matrice Jacobiana soddisfa la
equazione
M(xk) = I+
∆t
2
DΦ(xk) +
∆t
2
DΦ(xk+1)M(xk)
da cui segue
M(xk) =
(
I− JS(xk+1)
)−1(
I+ JS(xk)
)
Quindi solo se la matrice S e` costante, M e` simplettica.
214
Esempi di integrazione simplettica
Uno degli aspetti piu` rilevanti degli integratori simplettici e` che oltre a conservare esat-
tamente gli invarianti geometrici per costruzione, conservano in media anche gli invari-
anti dinamici, cioe` l’energia e quelli che il sistema possiede per le sue proprieta` di sim-
metria in base al teorema di Noether. Se un hamiltoniano H e` invariante rispetto ad
un gruppo di trasformazioni eαDG generato dalla variabile dinamica G tale condizione
H(eαDGx) = H(x) implica che si annulli la sua parentesi di Poisson con l’hamiltoniana
[G,H] = 0. Da questo segue che G e` un integrale primo poiche´ G(etDHx) = G(x). La con-
servazione in media degli invarianti dinamici per un integratore simplettico non e` semplice
da dimostrare in generale. Qui consideriamo alcuni esempi per mostrare che tale proprieta`
vale. Se le equazioni di Hamilton sono lineari la conservazione in media di H puo` essere
provata agevolmente.
Oscillatore armonico
Consideriamo l’hamiltoniana di un oscillatore in coordinate normali, nelle quali l’orbita e`
una circonferenza.
H = ω
p2 + q2
2
Detto x = (x, p) schema di integrazione e∆tDV e∆t DT conduce alla seguente mappa lineare
simplettica
xk+1 = xk + ω∆t pk pk+1 = pk − ω∆t xk
che possiamo riscrivere in forma matriciale
xk+1 = Bxk B =

 1 ω∆t
−ω∆t 1− ω2(∆t)2


Gli autovalori sono dati da
λ = e±iα cosα = 1−
ω2(∆t)2
2
se |TrA| < 2, condizione soddisfatta per ω∆t < 2 ossia ∆t/T < 1/π. Ne segue che
sin
α
2
=
ω∆t
2
α = ω∆t+
(ω∆t)3
24
+ . . .
Le matrice degli autovettori e` data da
U =

 ω∆t ω∆t
e−iα − 1 eiα − 1


In questo caso riscriviamo la matrice B nella forma
B = U
(
e−iα 0
0 eiα
)
U
−1 = U
1
2i
(
i −1
i 1
)
R(α)
(
1 1
−i i
)
U
−1 ≡ VR(α)V−1
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dove abbiamo definito
V =
1
2i ω∆t
U
(
i −1
i 1
)
=

 1 0
cosα− 1
ω∆t
sinα
ω∆t

 V−1 =

 1 0
1− cosα
sinα
ω∆t
sinα


Osserviamo anche che possiamo approssimare V come segue
V =

 1 0
−ω∆t2 1

+O((∆t)2)
ed il suo inverso con
V
−1 =

 1 0
ω∆t
2 1

+O((∆t)2)
Nelle coordinate normali X = V−1 x la equazione dell’orbita e` un cerchio ‖X‖2 = R2,
mentre nelle coordinate x l’orbita e` una ellisse di equazione
‖V−1x‖2 = x ·Wx = R2 W = (V−1)TV−1 =

 1 ω∆t/2
ω∆t/2 1

+O((ω∆t)2)
e il rapporto degli autovalori di W e` uguale al rapporto tra i quadrati dei semiassi a, b della
ellisse e` quindi
b
a
=
(
1− ω∆t/2
1 + ω∆t/2
)1/2
= 1−
ω∆t
2
+O((ω∆t)2)
Gli assi della ellisse sono ruotati di π/4 rispetto agli assi coordinati.
Notiamo che la matrice B diventa una rotazione R(α) tramite una trasformazione di simil-
itudine reale. Se scegliamo V come scritta sopra al primo ordine in η ≡ ω∆t troviamo
che VR(α)V−1 e` ovviamente ancora simplettica e la differenza da B risulta essere O(η2).
Quindi per valutare l’errore sulla conservazione diH possiamo usare senz’altro l’espressione
approssimata di V. Calcoliamo quindi
xn = VR(nα)V
−1 x0 =

 1 0
−η
2
1

( c s
−s c
) 1 0
η
2
1

x0 =

 c+
η
2
s s
−s
(
1 + η
2
4
)
c− η
2
s

x0
dove abbiamo posto c = cos(nα) e s = sin(nα). Al primo ordine in η la variazione
dell’hamiltoniana H = ω ‖x‖2/2 e` data da
H(qn, pn) = H(q0, p0)
[
1 +
η
2
(
q20 − p
2
0
q20 + p
2
0
sin(2nα) +
2q0p0
q20 + p
2
0
(1− cos(2nα) +O(η2)
)]
= H(q0, p0)
[
1 +
η
2
(sin(2φ0)− sin(2φ0 − 2nα)) +O(η
2)
]
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dove abbiamo indicato con φ0 la fase corrispondente alla condizione iniziale. Se fissiamo
condizioni iniziali tali che H = ω/2 l’orbita esatta sta su un cerchio di raggio 1 mentre
l’orbita approssimata appartiene ad una ellisse i cui semiassi sono 1± η/4 al primo ordine
in η e sono ruotati di π/4 rispetto agli assi coordinati.
Per concludere notiamo che mentre H si conserva in media con oscillazioni periodiche
di ampiezza proporzionale a η = ω∆t l’errore in fase cresce e l’errore relativo al tempo
t = n∆t e` dato da
nα− ωt
ωt
=
π2
6
(
∆t
T
)2
e quindi e` dell’ordine di circa 1% con ∆t = T/10.
Il problema dei 3 corpi
L’hamiltoniano del problema dei tre corpi ristretto planare, in cui Giove e il sole descrivono
orbite circolari rispetto al centro di massa e il terzo corpo di piccola massa si muove soggetto
al campo gravitazionale dei primi due si scrive nel sistema fisso del centro di massa
HF =
p2xF + p
2
y F
2
+ pτ + VF (xF , yF , τ) VF (xF , yF , τ) = −
1− µ
r1
−
µ
r2
dove µ = m2/(m1 +m2). Le coordinate ed il tempo sono state scalate sicche´ la velocita`
angolare vale e le coordinate del sole e di Giove sull’asse x del sistema corotante sono
r1 = [(xF+µ cos τ)
2+(yF+µ sin τ)
2]1/2 r2 = [(xF−(1−µ) cos τ)
2+(yF−(1−µ) sin τ)
2]1/2
L’hamiltoniano HF e` indipendente dal tempo e si conserva perche´ abbiamo aggiunto un
grado di liberta` τ ed il suo momento coniugato pτ . La equazione del moto τ˙ = 1 ci dice
τ = tma questa estensione e` necessaria per poter usare un integratore simplettico e poterne
verificare l’accuratezza valutando le variazioni di HF . Se siamo interessati all’orbita nel
sistema corotante per il calcolo della sezione di Poincare´ dobbiamo operare continuamente
la trasformazione tra i due sistemi. In alternativa possiamo considerare l’hamiltoniano nel
sistema corotante che si scrive
H =
p2x + p
2
y
2
+ ypx − xpy + V (x, y) V (x, y) = −
1− µ
r1
−
µ
r2
dove
r1 = [(x+ µ)
2 + y2]1/2 r2 = [(x− 1 + µ)
2 + y2]1/2
Per utilizzare un integratore simplettico dobbiamo separare l’hamiltoniano nella somma di
due termini H = H0 + V dove l’evoluzione di V puo` essere calcolata esattamente perche`
corrisponde al moto libero visto nel sistema corotante. Le equazioni del moto sono
x˙ = px + y y˙ = py − x p˙x = py p˙y = −px
Per integrare il sistema poniamo z = x− iy e w = px − ipy che soddisfano le equazioni
z˙ = iz + w w˙ = iw
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la cui soluzione e` data da
w = w0 e
it z = (z0 + tw0) e
it

x
y

 = R(t)

x0 + px 0t
y0 + py 0t



 px
py

 = R(t)

 px 0
py 0


Costruiamo ora i due integratori simplettici del secondo ordine a partire dai quali possiamo
poi costruire quello di ordine 4. Ponendo q = (x, y), p = (px, py) e V
′(q) = ∂V/∂q si ha
• Primo intergratore: e∆t/2DV e∆tDH0 e∆t/2DV

q′ = qk
p′ = pk − V
′(qk)∆t/2


q′′ = R(∆t)(q′ + p′∆t)
p′′ = R(∆t)p′


qk+1 = q
′′
pk+1 = p
′′ − V ′(q′′)∆t/2
e conduce alla espressione finale


qk+1 = R(∆t)
(
qk + pk∆t− V
′(qk)∆t
2/2
)
pk+1 = R(∆t)
(
pk − V
′(qk)∆t/2
)
− V ′(qk+1)∆t/2
• Secondo integratore e∆t/2DH0 e∆t DV e∆t/2DH0

q′ = R(∆t/2)(qk + pk∆t/2)
p′ = R(∆t/2)pk


q′′ = q′
p′′ = p′ −∆t V ′(q′)


qk+1 = R(∆t/2)(q
′′ + p′′∆t/2)
pk+1 = R(∆t/2)p
′′
con espressione finale


pk+1 = R(∆t)pk − ∆tR(∆t/2)V
′
(
R(∆t/2)
(
qk + pk∆t/2
))
qk+1 = R(∆t)
(
qk + pk∆t/2
)
+ pk+1∆t/2
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Appendice: funzione generatrice al secondo ordine
Consideriamo una generatice di tipo 2
F2(q, P ) = qP +∆tH(q, P ) + (∆t)
2G(q, P )
e determiniamo G affinche` la trasformazione canonica da essa generata coincida con la
serie di Lie fino all’ordine 2 ossia(
Q
P
)
= e∆t DH
(
q
p
)
=
(
I +∆tDH +
(∆t)2
2
D2H
) (
q
p
)
+O
(
(∆t)3
)
che scritta esplicitamente diventa
Q = q +∆tHp +
(∆t)2
2
(HqpHp −HppHq) + O
(
(∆t)3
)
P = p−∆tHq +
(∆t)2
2
(HpqHq −HqqHp) + O
(
(∆t)3
)
dove le funzioni sul lato destro sono valutate in (q, p). La trasformazione canonica generata
da F2 si scrive
Q = q +∆tHp(q, P ) + (∆t)
2Gp(q, P ) P = p−∆tHq(q, P )− (∆t)
2Gq(q, P )
Risolvendo la equazione implicita al secondo ordine in ∆t si ottiene
Q = q +∆tHp(q, p) + (∆t)
2
(
−Hpp(q, p)Hq(q, p) +Gp(q, p)
)
+ O
(
(∆t)3
)
P = p−∆tHq(q, p) + (∆t)
2
(
(Hpq(q, p)Hq(q, p)−Gq(q, p)
)
+ O
(
(∆t)3
)
confrontando questo sviluppo con quello della serie di Lie troviamo che
Gp =
1
2
(HpqHp +HppHq) Gq =
1
2
(HpqHq +HqqHp)
da cui segue che
G(q, p) = Hq(q, p)Hp(q, p)
219
