We present transition path sampling simulations of the nucleation of the demixing transition in a binary symmetric Lennard-Jones fluid. In this system the demixing transition takes place between two phases of the same density but different compositions. The appropriateness of the reaction coordinate of classical nucleation theory is examined. Using paths harvested with transition path sampling, we investigate the nucleation mechanism and analyze the properties of critical nuclei obtained by determining the transition state ensemble. Our simulations show that despite the fact that the densities of the coexisting phases are equal, the density of the growing cluster plays a crucial role in the nucleation process: nucleation tends to proceed either via small, compact clusters with densities below that of the metastable fluid or via large clusters with even lower densities.
I. INTRODUCTION
The spontaneous formation of a crystalline solid from a supercooled bulk liquid and the formation of liquid droplets in a supersaturated vapor are two well known examples of homogeneous nucleation. When a vapor is supersaturated, the liquid phase is thermodynamically more stable than the vapor phase. Due to the free energy barrier separating the two phases, however, the vapor will not condense immediately and may persist over long periods of time until nuclei of the new phase will form in the metastable vapor. Qualitatively, the nucleation process can be understood in terms of classical nucleation theory, which asserts that two competing contributions determine the excess free energy of such nuclei. The difference in chemical potential of the bulk phases gives rise to a volume term that drives the nucleation process, whereas the surface free energy of the nucleus frustrates its formation. In the initial stages of the process, when small nuclei are formed, the surface free energy dominates, and hence the excess free energy of the droplets increases with size. However, beyond a certain size, the so called critical nucleus size, the volume term takes over, and the free energy decreases. Only when the nucleus reaches this critical size is the further growth of the stable phase favored and the nucleus spontaneously grows into a bulk liquid. The nucleation rate ͑i.e., the rate of appearance of the critical nucleus͒ then determines the average time it takes for a phase transition to occur.
Understanding the principles of nucleation both for simple systems as the one described above as well as for more complicated systems is essential for many natural systems and technical processes.
1 For instance, in materials science, the physical properties of a metal depend on the conditions imposed during crystal growth. If large undercooling can be achieved before nucleation occurs, different and often useful forms of the metals may be produced. 2 In atmospheric sciences, nucleation plays a central role in determining the climate on earth: homogeneous and heterogeneous crystal nucleation of water is the mechanism by which ice microcrystals form in clouds. Ozone depletion is another atmospheric phenomenon where nucleation is important. Thus, during the last decades nucleation has been the subject of extensive experimental, 3 theoretical, 4 and computer simulation studies. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] As mentioned above, the qualitative understanding of nucleation is based on the widely used classical nucleation theory ͑CNT͒ which was developed in the 1930s by Becker and Döring 18 and Volmer. 19 This theory gives a macroscopic description for the nucleation free energy barrier and yields nucleation rates based on the assumptions of transition state theory. CNT assumes that the nuclei at the top of the free energy barrier are compact spherical clusters of the same structure as the stable phase. Hence, the only relevant parameter in CNT that drives the nucleation process is the size of the nucleus. However, experiments indicate that the assumptions of CNT are often violated 8, 20 such that CNT may predict nucleation rates that are incorrect by orders of magnitude. Furthermore, experiments on rather similar systems ͑e.g., mixtures such as water/alcohol, water/alkane, and alkane/alcohol͒ show that these systems exhibit rather different nucleation behavior, thus pointing to a unique nucleation mechanism in each of these systems. A direct experimental observation of the critical nucleus and of the mechanism of the nucleation process is, however, out of reach due to the extremely short permanence of the system at the top of the barrier. Yet, it is exactly the structure and dynamics in this region that plays a crucial role in modern theories of nucleation. In principle, computer simulations can provide information about the nucleation process on the microscopic level and complement experimental data. While successful in many cases, this approach is in general plagued by severe difficulties related to nucleation times that are long on the basic time scale of molecular motion. Such widely disparate time scales are due to the free energy barrier opposing the phase transformation making nucleation an activated process that is infrequent, but proceeds rapidly when it occurs. Therefore, the time scale of nucleation will often drastically exceed the scope of conventional simulations: in a straightforward molecular dynamics simulation carried out under realistic conditions, a large part of the computing time is spent simulating the metastable state, whereas the nucleation event is fast. To circumvent this difficulty, special simulation techniques for the study of rare events have been applied. [5] [6] [7] [8] [10] [11] [12] [13] [14] Another, perhaps even more severe problem that arises in a computer simulation of nucleation consists in finding an appropriate reaction coordinate that captures the essential features of the transition. In general, nucleation may involve many degrees of freedom and the description through one or even a small number of variables might be insufficient. In contrast with the premises of CNT, which assumes the size of the nucleus as the only relevant parameter, computer simulations have shown that in many cases not only the size, but also the shape and/or the structure of the nucleus play a significant role in the transition. 10, 12 One possibility to cope with both problems is the transition path sampling method ͑TPS͒, 21,22 a computer simulation technique based on a statistical mechanics of trajectories, developed for the simulation of rare but important events in complex systems. This method focuses on reactive paths that traverse the nucleation free energy barrier and avoid long waiting times in the metastable states. Moreover, no knowledge of the reaction coordinate is required a priori. From the transition paths sampled with TPS one can determine configurations of the transition state ensemble. Analysis of this transition state ensemble then gives insight into the properties of the critical nucleus and into the mechanism of the nucleation process. The method has proved already useful in finding reaction mechanisms for a variety of processes and it has also been applied to the study of homogeneous nucleation in several systems. 11, 12 Understanding binary nucleation is a first step toward investigating the principles of multicomponent nucleation that play a role in many atmospheric, technological, and biological processes. In particular, binary mixtures consisting of water/alcohol, water/alkane, and alcohol/alkane have been the subject of numerous experimental studies during the last years.
3, 23, 24 These experimental investigations have shown that CNT is incapable of describing the nucleation behavior for many binary systems and can, in some cases, even produce unphysical results. This is due to the fact that CNT fails to predict the differences in composition between the critical nucleus and the bulk liquid. While previous computer simulation studies have focused on the vapor-liquid transition in binary mixtures, 6, 25, 26 the nucleation of the demixing transition has not been studied up to now and is the subject of the present work.
In this study we have applied transition path sampling for investigating the nucleation event of the demixing transition in a symmetric binary fluid mixture, i.e., a mixture where the interaction between particles of the same species ͑labeled "1" and "2"͒ is equal 11 = 22 , while it differs from the interaction 12 of unlike particles. 27 This model system can be regarded as a one-component fluid where the particles carry an internal degree of freedom, akin to an off lattice Ising model where the spin state corresponds to the particle identity. Such a mixture shows both a liquid-vapor and a demixing transition if the relative strength of the attractive interactions between particles of dissimilar and similar species ␣ = 12 / 11 is less than unity. Depending on the value of the interaction ratio ␣, several distinct types of phase diagrams were found [27] [28] [29] which differ in where the critical line of the demixing transitions meets the liquid-vapor coexistence curve.
The aim of this paper is twofold. First, we want to study whether the reaction coordinate postulated by CNT, i.e., the size of the largest cluster, is appropriate for the nucleation process of the demixing transition. Furthermore, we analyze the properties of the critical nucleus. We find, rather surprisingly, that despite the fact that the demixing transition takes place between two states of different composition but equal density, the density of the nucleus plays a crucial role in the demixing transition. Nucleation tends to take place via different pathways which is reflected in the broad distribution of the size of the critical nucleus: either the critical nucleus is small and its density falls below that of the bulk liquid or the critical nucleus is large and its density is even lower than that of the smaller clusters.
The remainder of the paper is organized as follows. In Sec. II we describe the system and introduce the cluster criterion used for the simulation of the nucleation process. In Sec. III we present and discuss our results. Some conclusions are provided in Sec. IV.
II. SYSTEM

A. The model
We have studied a symmetric binary Lennard-Jones mixture, in which the particles interact via
where r is the interparticle distance, ⑀ ij is the Lennard-Jones well depth, and ij the Lennard-Jones diameter. Due to the symmetry, ⑀ 11 = ⑀ 22 , and the parameter ␣ controls the interaction of unlike particles, ⑀ 12 = ␣⑀ 11 . Furthermore, all particles have the same size, 11 = 22 = 12 . The total number density is = 1 + 2 , where 1 and 2 are the partial number densities of species 1 and 2. The concentration of species 1 is denoted by x = 1 / . Reduced units ‫ء‬ = 3 , r ‫ء‬ = r / , and T ‫ء‬ = k B T / ⑀ 11 , where k B is the Boltzmann constant and T the temperature, are used throughout the paper. For notational convenience we will omit the stars in the following. The potential is truncated at r c = 2.5 and shifted such that ⌽͑r c ͒ = 0 at this cutoff. For ␣ Ͻ 1 the system demixes for large density or low temperature. To determine the position of the demixing tran-sition at a given temperature T, we have to equate the chemical potentials 1 and 2 of species 1 and 2, respectively, as well as the pressure P in the two phases,
P͓,x,T͔ = P͓Ј,xЈ,T͔. ͑4͒
Here, the thermodynamic states of the coexisting phases are characterized by ͑ , x͒ and ͑Ј , xЈ͒. The symmetry of the system leads to
Thus, due to the symmetry of the system, the coexistence equations, are fulfilled for two coexisting states ͑x , ͒ and ͑xЈ , Ј͒ with equal density = Ј and concentrations x and xЈ =1−x if equation
is obeyed. 30 We let the binary symmetric Lennard-Jones mixture evolve stochastically according to Monte Carlo dynamics in the semigrand canonical ensemble or NVT⌬-ensemble. 31 In this ensemble, the total number of particles, the difference in the chemical potentials of the two species, the temperature, and the volume of the system are fixed. A trial configuration is generated by particle displacements and particle identity changes. The semigrand ensemble has the great advantage that it allows us to study coexistence between a 1-rich ͑x Ͼ 0.5͒ and a 2-rich ͑x Ͻ 0.5͒ phase without creating an interface by simply setting ⌬ = 0. Figure 1 shows the demixing phase diagram in the xT-plane for a binary symmetric LJ mixture with ␣ = 0.7 and = 0.7. The coexistence curve is symmetric with respect to x =1/ 2. The concentrations x and 1−x of the coexisting states at a given temperature T were obtained by performing 10 9 MC moves in the semigrand ensemble with 4000 particles in a cubic simulation box and periodic boundary conditions. In each MC move, a particle was selected at random and with probability of 0.6 a particle displacement was attempted while otherwise the trial move consisted of a particle identity change. Figure 2 shows a snapshot of the system on the coexistence curve at T = 0.9. By changing the difference in chemical potential to ␤⌬ = −0.13Ͻ 0 we now drive the system into the metastable state as indicated in Fig. 1 . It is from this metastable state that we study the nucleation of the demixing transition as described in the following sections. Also shown in Fig. 1 is the corresponding stable state on the other side of the coexistence curve.
B. Cluster criterion
In order to perform a computer simulation of the formation of the droplet of the stable 1-rich phase in the metastable 2-rich phase we need to be able to identify clusters of the stable phase. To achieve this, we first of all need a criterion that tells us which particles belong to the cluster of the stable phase. Since the 1-rich phase also contains particles of species 2 as can be seen in Fig. 2 and, similarly, the 2-rich phase includes some particles of species 1, it is not possible to simply build up a cluster of the stable phase out of particles of species 1 only. Rather, we have to distinguish between particles that have a 1-rich surrounding and those having a 2-rich surrounding. Particles with 1-rich surroundings are those for which the local concentration of particles of species 1 is considerably higher than in the metastable state. To achieve this distinction we have determined the local concentration x local of species 1 within a sphere of radius q c = 1.6 for each particle in the metastable ͑2-rich͒ and in the stable phase ͑1-rich phase͒. The particular value q c = 1.6 corresponds roughly to the location of the first minimum of the radial distribution function. The local concentrations are defined as x 1 local = N 1 + 1 N 1 + N 2 + 1 if particle 1 is at center, ͑8͒
where N 1 and N 2 are the number of nearest neighbors of species 1 and 2 in the surrounding sphere and the subscript i of x i local denotes the particle identity in the center of the sphere. Then, N 1 + N 2 + 1 corresponds to the total number of particles including the particle at the center of the sphere. If there is a particle of species 1 at the center, one also has to correct the numerator in Eq. ͑8͒ by adding 1 when calculating the local concentration.
The probability distributions of the local concentration around a particle of species 1 and 2 in the metastable ͑2-rich͒ and in the stable ͑1-rich͒ phase are shown in Fig. 3 in the top and bottom panels, respectively. The local concentration around a particle can only take discrete values, which explains the nonmonotonic behavior of the histograms. For both particle species, the probability distributions hardly overlap. We therefore used the following criterion to determine whether a particle belongs to the 1-rich or the 2-rich phase. A particle of species 1 is in the 1-rich phase if the local concentration x 1 local is larger than 0.65 whereas a particle of species 2 is in the 1-rich like phase if the local concentration x 2 local is larger than 0.48. If a particle is not in the 1-rich phase it is in the 2-rich phase. Note that the criterion is different for a particle of species 1 and species 2. We also considered a cluster criterion based on an identical limit of the local concentrations for both species of particles. However, this criterion was found to be less suitable since the probability distributions of the local concentrations regardless of the particle identity at the center in the two phases do overlap so that a clear distinction is not possible.
With this local criterion to decide to which phase each individual particle belongs, we now define the cluster of the stable phase in the following way: all 1-rich like particles that are less than 1.6 apart are connected and all connected particles together form one cluster.
III. NUCLEATION PROCESS
In the following we will first investigate the nucleation process in terms of the excess free energy required for the creation of a cluster of the stable phase forming in the metastable phase. Then we will obtain more detailed information on the transition mechanism by examining pathways harvested with transition path sampling using a committor analysis.
A. Free energy as a function of the nucleus size
The free energy F͑n͒ as a function of the nucleus size n is given by
where n is the size of the largest cluster of the stable phase and P͑n͒ is the probability to observe such a cluster. In principle, P͑n͒ can be determined in a regular MC simulation by collecting statistics on the clusters of the stable phase that appear spontaneously during the simulation. Such an approach, however, would fail because it is extreme unlikely to find cluster sizes on top or near the free energy barrier. Therefore, we applied the umbrella sampling technique 32, 33 in which a biasing potential is added to the interaction potential that forces the simulation to sample all cluster sizes with equal probability. The effect of the bias is corrected for afterwards. The biasing potential used here is given by
where the parameters k 0 = 0.02 and n 0 determine the width and the location of the sampling window, respectively. By increasing n 0 in steps, n 0 = 20, 40, 60, . . . , 180, all important cluster sizes were sampled leading to the free energy profile shown in Fig. 4 . Confirming the expectation of CNT, the free energy increases for small cluster sizes then reaches a maximum at about n = 120 before decreasing at larger cluster sizes. The form of the free energy profile can be fitted accurately by the expression
where a and b are fit parameters. The result of the fit is shown in Fig. 4 as a solid line. The form of the fitting function is based on the assumption that the cluster is spherical with a volume that is proportional to the number of particles in the cluster, i.e., r 3 ϰ n, where r is the radius of the cluster. Then, the first term in the above equation corresponds to the surface free energy and the second term is a volume contribution due to the difference in chemical potential between the metastable and the stable phase.
To examine the validity of the CNT assumptions further, we have carried out a committor analysis of configurations near the top of the free energy profile. If the size of the largest cluster is an appropriate reaction coordinate, the locus of the maximum of the free energy barrier, n ‫ء‬ ϳ 120, should correspond to the critical size of the nucleus, i.e., configurations with a nucleus of this size should grow or shrink with equal probability. In order to check whether this is true we generated around 1000 configurations with n ‫ء‬ ϳ 120. From each of these configurations we initiated N = 1000 trajectories and determined the committor probability p B , i.e., the probability that the system evolves to the stable phase rather than to the metastable phase. The crucial point for the calculation of the committor probability is a proper criterion for the definition of the metastable and stable phases. We define all configurations with a largest cluster size of n Ͻ 20 to be part of the metastable phase A. The stable phase B, on the other hand, is defined to consist of all configurations with an overall concentration x Ͼ 0.4. In the definition of the stable phase B we used the concentration instead of the size of the largest cluster, because the determination of this quantity is less time consuming. We have explicitly checked that states with x Ͼ 0.4 always end in the stable phase, i.e., p B = 1 for these states.
If the size of the largest cluster now was a good reaction coordinate, then the largest cluster size n would completely determine the committor, p B ͑z͒ = p B ͓n͑z͔͒. Here, z denotes the configuration of the system consisting of the positions and species of all particles. In this case, the probability distribution of the committor determined for configurations with a cluster size near the top of the free energy profile would be sharply peaked around 1/2. 34 As shown in Fig. 5 , the committor distribution computed in the way described above is indeed peaked at p B Ϸ 1 / 2, but it has a considerable width. Due to the statistical inaccuracy in the calculation of the committor from a finite number of trajectories, the committor distribution would not be a delta peak even if all configurations had the identical true committor value. Rather, the committor is distributed according to the binomial distribution. 35 For sufficiently large sample sizes N, the binomial distribution is well approximated by a Gaussian distribution with mean p B and variance 2 = p B ͑1− p B ͒ / N. The Gaussian distribution expected for a sharp committor value is also shown in Fig. 5 . The measured committor distribution is about ten times wider than the expected distribution for a sharp committor value assuming that the cluster size is a perfect reaction coordinate. This result indicates that, in addition to the cluster size, also other variables are relevant for the nucleation process. In the following section we will analyze trajectories sampled with TPS to identify these variables.
B. Transition path sampling
Since, as shown in the previous section, the size of the largest cluster does not capture all essential features of the transition mechanism, we applied the transition path sampling method, which allows one to study the nucleation mechanism without prior knowledge of a particular reaction coordinate and thus gives an unbiased insight into the mechanism. Using the shooting algorithm, we sampled a total of 1000 reactive trajectories from the transition path ensemble. Each reactive trajectory connects a configuration of the metastable phase A with one of the stable phase B. In the shooting algorithm one first chooses a configuration at ran- dom and then performs a shot forward or backward with equal probability. If the trajectory obtained by shooting forward ends in the stable phase B, the new trajectory is accepted and rejected otherwise. The analogous procedure applies for the backward shooting move. For each saved configuration of the trajectories we computed the committor probability p B from the fraction of trajectories initiated from the chosen configuration that end in the stable phase B. In Fig. 6 , the committor probability p B is plotted for all configurations along the reactive pathways as a function of the cluster size.
As can be inferred from the figure, the value of the cluster size does not uniquely determine the committor, a property one would require for a good reaction coordinate. Rather, there is a broad range of cluster sizes from about 60 to 130 in which, for a given n, p B can take all values from 0 to 1. 37, 38 Similarly, states with p B = 0 include clusters up to a size of 130, whereas states with p B = 1 include cluster sizes starting from 100. Further information can be gleaned from configurations with p B =1/ 2 corresponding to critical nuclei. The ensemble of these states is the so-called transition state ensemble ͑TSE͒. In our simulation, we determined if a particular configuration is a transition state in the following way. 34 If the configuration is in region A or B, it definitely does not belong to the TSE. Otherwise, we initiated a minimum number N min = 10 of paths which end when they reach one of the stable regions, A or B, and estimated p B and . The committor p B was estimated from p B , i.e., the fraction of paths ending in B, while was estimated from ͱ p B ͑1− p B ͒ / N. If 0.5 is not in the interval ͓p B −2 , p B +2 ͔ the configuration is not a member of the TSE. If after shooting off a maximum number of N max = 200 trajectories, 0.5 is still in the interval ͓p B −2 , p B +2͔, the configuration is considered to be a transition state. The largest cluster of the stable phase in a configuration belonging to the TSE is a critical nucleus that will grow or shrink with equal probability.
For each of the reactive trajectories we determined the members of the TSE and we then analyzed the TSE statistically. Figure 7 shows the distribution functions of various properties of the configurations in the TSE. The first figure shows the distribution of the critical cluster size. This size distribution has a large width ranging from n = 40 particles up to n = 180 particles and is peaked around n ϳ 120. This result confirms that the cluster size is not sufficient to quantify the progress of the transition. Since the transition takes place between two states of different concentration, we also determined the distribution of the composition of the cluster, i.e., the ratio x cluster = N 1 / ͑N 1 + N 2 ͒, where N 1 and N 2 are the numbers of particles of species 1 and 2 that make up the cluster. The distribution ranges from x cluster values of 0.75 up to 0.97 and shows a maximum at ϳ0.87. The broad distribution indicates that the concentration of the critical cluster is also not able to capture the essential features of the transition. We also investigated the distribution of the anisotropy a of the critical cluster,
where I max and I min are the largest and smallest of the principal moments of inertia of the critical cluster, respectively. For compact spherical nuclei the anisotropy distribution should be sharply peaked around 0. The deviation from zero, which is manifest in Fig. 7 , indicates that the nuclei are far from spherical and rather elongated. this quantity is not suitable as a reaction coordinate. Finally, we show in Fig. 7 the distribution of the fraction of surface particles. A particle of the cluster is considered to be part of the surface, if the number of connections to particles of the same cluster is less than that to particles not belonging to the cluster. The distribution is peaked around 0.28 which means that typically 28% of the cluster particles are on the surface. Like all the other distributions in Fig. 6 , the distribution of S is not sharply peaked but rather broad. Hence, the corresponding physical quantities do not uniquely determine the members of the TSE. While the distributions shown in Fig. 7 imply that neither the size of the critical cluster nor its composition, anisotropy, or ratio of surface particles alone is capable of describing the progress of the reaction and hence serve as a reaction coordinate, it is conceivable that a satisfactory reaction coordinate can be constructed by combining these variables in an appropriate way. To test whether this is the case we have plotted the cluster composition x cluster , the anisotropy function a, and the ratio of surface particles S versus the critical cluster size n, as shown in Fig. 9 . The top plot indicates that small critical clusters have a slightly broader distribution of compositions than larger ones. In contrast, the variation in anisotropy is small for small critical clusters but grows considerably for medium and large sizes. While small clusters have anisotropies characteristic for spherical or even prolate shape, larger clusters can have large anisotropies indicative of elongated forms. A slight correlation between critical cluster size and the ratio S of surface particle is noticeable in the bottom panel of Fig. 6 . As expected, for smaller critical clusters the ratio S of surface particles can increase by up to 50%.
As another possible candidate for a quantity required for the construction of a satisfactory reaction coordinate, we investigated the density profile around the center of the critical clusters and found that the density plays a role in the transition. The transition tends to take place either via large clusters with a density significantly below the bulk fluid density or via small compact clusters with a density that is enhanced with respect to that of larger clusters but still below that of the bulk fluid. This situation is illustrated in Fig. 10 , in which we have depicted the density profile for three critical clusters of different sizes. The density profiles were determined as follows. We calculated the density within a sphere around the central particle, i.e., the particle closest to the center of mass of the critical cluster, as a function of the sphere radius. For a nucleus of size n = 51 the density sharply increases above = 0.9 and then asymptotically reaches the bulk value of 0.7 from below. Different behavior is observed for a large cluster of n = 169 where the density decreases to a value as low as ϳ 0.35 and then increases to the bulk value. Intermediate behavior is shown for a cluster of size n = 99. This result is quite surprising since the metastable and the stable state have the same density. As an alternative to the determination of the density profile around a central particle of the critical cluster we have determined the radial distribution functions g͑r͒ ͑see Fig. 11͒ for the three configurations considered in Fig. 10 by averaging over all particles within the cluster and compared it with that of the metastable fluid. As becomes clear from Fig. 11 , the values of the radial distribution functions of the critical clusters are lower than that of the metastable bulk fluid, which is consistent with the fact that the cluster density falls below that of the bulk fluid. Note, however, that the radial distribution functions shown in Fig. 11 do not manifest the differences between critical clusters of different sizes apparent in the cluster densities of Fig. 10 . This picture emerging from the density profiles of Fig.  10 is supported by the cluster density of the critical clusters plotted as a function of cluster size in Fig. 12 . The cluster density is defined as the particle density in a sphere of radius 4.5 around the central particle of the cluster. Note that for the calculation of the density all particles inside the sphere are counted regardless if they belong to the critical cluster or not. The sphere radius we chose, indicated by the vertical line in Fig. 10 , is large enough such that the oscillations in the density profile observed for small radii, which are due to the small number of involved particles, have decayed. On the other hand, this sphere radius is sufficiently large to pick up the density differences between clusters of different size that vanish for large radii as the bulk density is approached. The scatter plot of Fig. 12 shows a noticeable correlation between cluster size and density: for smaller clusters the density is higher than for larger clusters. This correlation, while not perfect, indicates that the density of the cluster contributes importantly to the reaction coordinate of the demixing transition.
At this point we would like to emphasize that the dynamics used in the study is based on particle moves and particle identity changes and therefore does not mimic the dynamics of a demixing transition of particles with fixed identity. In the latter case, demixing proceeds exclusively via diffusion, while in our case the transition is driven by particle identity changes that seem to be facilitated by density fluctuations.
IV. SUMMARY
In this paper, we investigated the demixing transition in a binary symmetric Lennard-Jones mixture that evolves stochastically in the semigrand ensemble. The aim of the paper was twofold. First we checked whether the reaction coordinate of classical nucleation theory, i.e., the size of the largest cluster is appropriate for the description of the demixing transition by determining the committor distribution. Furthermore, we investigated the properties of the critical nuclei: in order to gain an unbiased insight into the nucleation process we performed transition path sampling simulations. Reactive paths that transverse the free energy barrier separating the metastable from the stable phase were generated and the transition state ensemble analyzed. Analysis of the nucleation pathways indicated that the critical nuclei are either small objects with a density lower than that of the bulk fluid or large objects with a density that is even lower. Scatter plot of the density in a sphere of radius 4.5 around that particle of the cluster that is closest to the center of mass of the critical nucleus vs cluster size.
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