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A CONTINUITY OF CYCLE INTEGRALS OF MODULAR FUNCTIONS
YUYA MURAKAMI
Abstract. In this paper we study a continuity of the “values” of modular functions at the real quadratic
numbers which are defined in terms of their cycle integrals along the associated closed geodesics. Our main
theorem reveals a more finer structure of the continuity of these values with respect to continued fraction
expansions and it turns out that it is different from the continuity with respect to Euclidean topology.
1. Introduction
Let H := {z = x + y√−1 ∈ C | x, y ∈ R, y > 0} be the upper half plane and f : H→ C be a holomorphic
modular function with respect to SL2(Z). Kaneko [4] introduced the “value” of f at any real quadratic
number w as follows. For such a w and its non-trivial Galois conjugate w′ we define
ηw :=
(
1
z − w′ −
1
z − w
)
dz.
Let SL2(Z)w be the stabilizer of w and γw =
(∗ ∗
c d
)
be the unique element of SL2(Z)w such that SL2(Z)w =
{±γnw | n ∈ Z}, εw := j(γw, w) := cw + d > 1. For z0 ∈ H we define
f˜(w) :=
∫ γwz0
z0
fηw, 1˜(w) :=
∫ γwz0
z0
ηw.
The integral is independent of z0 since f ◦ γw = f, γ∗wηw = ηw and f is holomorphic. We set
f(w) :=
f˜(w)
1˜(w)
.
This value has a representation as a cycle integral
f(w) =
1
length(SL2(Z)w\Sw)
∫
SL2(Z)w\Sw
fds
where ds := y−1
√
dx2 + dy2, Sw is the geodesic in H from w
′ to w and
length(SL2(Z)w\Sw) :=
∫
SL2(Z)w\Sw
ds = 1˜(w).
The values f(w) and f˜(w) have been studied in the last decade. Duke, Imamog¯lu and To´th [3] proved that
a generating function of traces of these values is a mock modular form of weight 1/2 for Γ0(4). This work is
a real quadratic analog of Zagier’s work on traces of singular moduli in [7]. Masri [5] studied equidistribution
of traces of these values. Pa¨pcke [6] showed the interesting formula
lim
n→∞ j1
(
n+
√
n2 − 4
2
)
= 0.
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We can regard it as a certain continuity of f(w). We remark that the real quadratic numbers in the left hand
side have the continued fraction expansions
n+
√
n2 − 4
2
= n+
1
n+
1
n+
1
.. .
.
Kaneko [4] conjectured another continuity of f(w) when w is a Markov quadratic number and this con-
jecture is proved by Bengoechea and Imamog¯lu [2]. In this paper, we pursue more finer structure in the
continuity with respect to the continued fraction expansions. Our main result is to show that the function
f(w) has a continuity with respect to how many cyclic parts appear in a continued fraction expansion of w.
Each real number can be represented by the unique continued fraction
[k1, k2, k3, . . . ] := k1 +
1
k2 +
1
k3 +
1
.. .
where k1 is an integer and k2, k3, . . . are positive integers. Also we set a periodic continued fraction
[k1, . . . , kr, kr+1, . . . , ks] := [k1, . . . , kr, kr+1, . . . , ks, kr+1, . . . , ks, kr+1, . . . , ks, . . . ].
For a real number, being quadratic is equivalent to that it has a periodic continued fraction expansion.
For an even number r ∈ 2Z≥0 and positive integers k1, . . . , kr, we call W = (k1, . . . , kr) an even word. For
even words W1 = (k
(1)
1 , . . . , k
(1)
r1 ), . . . ,Wn = (k
(n)
1 , . . . , k
(n)
rn ), define its product
W1 · · ·Wn := (k(1)1 , . . . , k(1)r1 , . . . , k
(n)
1 , . . . , k
(n)
rn ).
For an even word W = (k1, . . . , kr), let
[W ] := [k1, . . . , kr],
N(W ) := max{n ∈ Z>0 | ∃ an even word W1 s.t. W = Wn1 }.
Here, if W = W
N(W )
1 , then N(W1) = 1. For example, N((1, 2, 1, 2)) = 2, N((1, 2)) = 1 and N((1, 1)) = 1.
Our main result is the following:
Theorem 1.1. For sequences {a(1)n }∞n=1, . . . , {a(k)n }∞n=1 in Z≥0 diverging to the positive infinity, let
a(i) := lim
n→∞
a
(i)
n
a
(1)
n + · · ·+ a(k)n
, 1 ≤ i ≤ k.
For even words V0, . . . , Vk and non-empty even words W1, . . . ,Wk, let
wi := [Wi], w
(n) := [V0W
a
(1)
n
1 V1W
a
(2)
n
2 V2 . . .W
a
(k)
n
k Vk].
Then we have
lim
n→∞ f(w
(n)) =
a(1)N(W1)f˜(w1) + · · ·+ a(k)N(Wk)f˜(wk)
a(1)N(W1)1˜(w1) + · · ·+ a(k)N(Wk)1˜(wk)
.
Remark 1.2. (i) For the case when k = 1, a
(1)
n = n, our main theorem says that
lim
n→∞ f([V0W
n
1 V1]) = f(w1).
In particular, if V0, V1,W1 is products of (1, 1), (2, 2) and V0 = ∅ or V1 = ∅, then this result is
conjectured in [4] and proved in [2]. Here a sequence [V0Wn1 V1] converges to γV0w1 = [V0W1] and its
non-trivial Galois conjugate converges to w′1 in the sense of Euclidean metric by Lemma 1.28 in [1].
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(ii) For the case when k = 2, a
(1)
n = a
(2)
n = n and V0 = V1 = V2 = ∅, our main theorem says that
lim
n→∞ f([W
n
1 W
n
2 ]) =
f˜(w1) + f˜(w2)
1˜(w1) + 1˜(w2)
.
Here a sequence [Wn1 W
n
2 ] converges to w1 and its non-trivial Galois conjugate converges to w
′
2 in the
sense of Euclidean metric by Lemma 1.28 in [1]. Since f˜(w2) = f˜(w
′
2) and 1˜(w2) = 1˜(w
′
2) by a proof
of Proposition (ii) in [4], we can reconstruct the limit of f([Wn1 W
n
2 ]) from the limits of [W
n
1 W
n
2 ] and
[Wn1 W
n
2 ]
′ in the sense of Euclidean metric.
(iii) For the case when k = 3, a
(1)
n = a
(2)
n = a
(3)
n = n and V0 = V1 = V2 = V3 = ∅, our main theorem says
that
lim
n→∞ f([W
n
1 W
n
2 W
n
3 ]) =
f˜(w1) + f˜(w2) + f˜(w3)
1˜(w1) + 1˜(w2) + 1˜(w3)
.
Here a sequence [Wn1 W
n
2 W
n
3 ] converges to w1 and its non-trivial Galois conjugate converges to
w′3 in the sense of Euclidean metric by Lemma 1.28 in [1]. Thus we cannot reconstruct w2 from
[Wn1 W
n
2 W
n
3 ] by Euclidean metric and the function f on the set of real quadratic numbers does not
satisfy the continuity with respect to Euclidean metric.
Remark 1.3. We set the sign of ηw in the definition because of the fact 1˜(w) = 2 log εw. We prove it in
section 2, although we do not need it to prove our main theorem.
2. Preliminaries
In this section, we prepare several notation.
Definition 2.1. For non-empty even words V = (k1, . . . , kr),W = (ℓ1, . . . , ℓs), define a real quadratic number
[VW ] := [k1, . . . , kr, ℓ1, . . . , ℓs].
Definition 2.2. For a non-empty even word W = (k1, . . . , kr), define
γW :=
(
k1 1
1 0
)(
k2 1
1 0
)
. . .
(
kr 1
1 0
)
∈ SL2(Z).
For the empty word ∅, define
γ∅ :=
(
1 0
0 1
)
.
Lemma 2.3. We have the following properties.
(i) For even words W1, . . . ,Wn, we have γW1···Wn = γW1 . . . γWn .
(ii) For even words V = (k1, . . . , kr),W = (ℓ1, . . . , ℓs) and a real quadratic number w = [W ], we have
γV w = [VW ].
In particular, γWw = w.
(iii) For a reduced real quadratic number w, there exists the minimal even word W such that w = [W ].
Then we have N(W ) = 1. In this case, γW = γw.
Generally, for a non-empty even word W and a real quadratic number w = [W ], we have γW =
γ
N(W )
w .
(iv) For a real quadratic number w, there exist even words V,W such that w = [VW ]. Then we have
γV γWγ
−1
V = γ
N(W )
w .
Proof. (i) and (ii) follows by definition. For (iii), it follows that N(W ) = 1 by the minimality of W . We have
γW ∈ SL2(Z)w by (ii) and j(γW , w) > 1 since w > 1 and all entries of γW are positive. Thus γW = γw by
the minimality of W .
For (iv), since any real quadratic number has a periodic continued fraction expansion, one can find such
V,W in the claim. Let w0 := [W ]. We have γ
−1
V w = w0 by (i) and thus SL2(Z)w = γ
−1
V SL2(Z)w0γV . Here
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γw, γw0 are the unique generators of SL2(Z)w , SL2(Z)w0 such that j(γw, w) > 1, j(γw0 , w0) > 1 respectively.
Since
j(γ−1V γw0γV , w) = j(γ
−1
V γw0γV , γ
−1
V w0) = j(γ
−1
V , γw0γV γ
−1
V w0)j(γw0 , γV γ
−1
V w0)j(γV , γ
−1
V w0)
= j(γ−1V , w0)j(γw0 , w0)j(γ
−1
V , w0)
−1 = j(γw0 , w0) > 1,
we have γV γw0γ
−1
V = γw. By (iii), we obtain γV γW γ
−1
V = γ
N(W )
w . 
Definition 2.4. Set
∞ := lim
t→+∞ t
√−1, P1(R) := R ∪ {∞}.
For x′, x ∈ P1(R), define
ηx′,x(z) :=
(
1
z − x′ −
1
z − x
)
dz.
Here, let 1/(z −∞) := 0 if x =∞ or x′ =∞.
The following lemma follows from a direct calculation and there details are omitted.
Lemma 2.5. For any x, x′ ∈ P1(R) and γ ∈ SL2(R), we have γ∗ηx′,x = ηγ−1x′,γ−1x. In particular, we have
γ∗ηw = ηγ−1w for a real quadratic number w and γ ∈ SL2(Z).
Definition 2.6. For a non-empty even word W with w = [W ] and z0 ∈ H, define
ηW := ηw, f˜(W ) :=
∫ γW z0
z0
fηW .
Lemma 2.7. For a non-empty even word W with w = [W ], we have
f˜(W ) = N(W )f˜(w).
Thus f˜(W ) is independent of z0 and we have
f(w) =
f˜(W )
1˜(W )
.
Proof. it follows that γW = γ
N(W )
w by Lemma 2.3 (iii), γ∗wηw = ηw by Lemma 2.5 and f ◦ γw = f . Thus we
have f˜(W ) = N(W )f˜(w). 
For a real quadratic number w, there exist integers a, b, c such that
aw2 + bw + c = 0, gcd(a, b, c) = 1, w =
−b+√b2 − 4ac
2a
.
Let D := b2 − 4ac > 0 and K := Q(√D). We have a group isomorphism
GL2(Z)w
∼−→ Z[aw]×(
p q
r s
)
7−→ rw + s(x−by
2 −cy
ay x+by2
)
7 −→ x+y
√
D
2
such that the diagram
GL2(Z)w
∼
//
det
$$❏
❏❏
❏❏
❏❏
❏❏

Z[aw]×
NK/Q
zz✈✈
✈✈
✈✈
✈✈
✈
{±1}
commutes. Here the symbol NK/Q is the norm map NK/Q : K
× → Q×. Thus we have a group isomorphism
SL2(Z)w ∼= {ε ∈ Z[aw]× | NK/Q(ε) = 1}.
The following is a fundamental property of Sw.
A CONTINUITY OF CYCLE INTEGRALS OF MODULAR FUNCTIONS 5
Proposition 2.8. For a real quadratic number w, we have 1˜(w) = 2 log εw.
Proof. Let
εw = (x0 + y0)/2, σ :=
(
w′ w/(w′ − w)
1 1/(w′ − w)
)
∈ SL2(R).
Then
γw =
(x0−by0
2 −cy0
ay0
x0+by0
2
)
, σ−1γwσ =
(
ε−1w 0
0 εw
)
.
Fix z0 ∈ H and let z1 := σ−1z0. Since σ∗ηw = η∞,0 = −z−1dz by Lemma 2.5, we have
1˜(w) =
∫ γwz0
z0
ηw =
∫ σσ−1γwσz1
σz1
ηw =
∫ σ−1γwσz1
z1
σ∗ηw = −
∫ ε−2w z1
z1
dz
z
= 2 log εw.

3. A proof of our main theorem
Throughout this section, we fix a point z0 ∈ H. We start with some lemmas.
Lemma 3.1. For non-empty even words W1, . . . ,Wk, we have
f˜(W1 · · ·Wk) =
∑
1≤i≤k
∫ γWiz0
z0
fηWi···WkW1···Wi−1 .
Proof. We have
f˜(W1 · · ·Wk) =
∫ γW1 ···γWk z0
z0
fηW1···Wk
by Lemma 2.3 (i). Thus we obtain
f˜(W1 · · ·Wk) =
∑
1≤i≤k
∫ γW1 ···γWiz0
γW1
···γWi−1z0
fηW1···Wk
=
∑
1≤i≤k
∫ γWiz0
z0
f(γW1 · · · γWi−1)∗ηW1···Wk .
We have
f˜(W1 · · ·Wk) =
∑
1≤i≤k
∫ γWiz0
z0
fηWi···WkW1···Wi−1 .
by Lemma 2.5 and the fact that
(γW1 · · · γWi−1)−1[W1 · · ·Wk] = [Wi · · ·WkW1 · · ·Wi−1],

Lemma 3.2. Let K be a compact subset in H and y0 := min{Im(z) | z ∈ K}. For real quadratic numbers v
and w, suppose the continued fraction expansions of v and w share first n terms. Then we have∣∣∣∣ 1z − v − 1z − w
∣∣∣∣ ≤ 22−ny20
for any z ∈ K.
Proof. Fix z ∈ K. Since |z − a| ≥ Im(z) ≥ y0 for any a ∈ R, we have∣∣∣∣ 1z − v − 1z − w
∣∣∣∣ ≤ |v − w||z − v||z − w| ≤ |v − w|y20 .
Also we get |v − w| ≤ 22−n by Lemma 1.24 in [1]. 
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Lemma 3.3. Let W and W1, . . . ,Wn, . . . be non-empty even words such that Wn and Wn+1 coincide in
the first n terms and the last n terms. Let {an}∞n=1 be a sequence in Z≥0 diverging to positive infinity. Set
w := [W ]. Then {∫ γW z0
z0
fηWn
}
n≥1
,
{∫ γanW z0
z0
fηWanWn − anN(W )f˜(w)
}
n≥1
are Cauchy sequences. In particular, these sequences are bounded.
Proof. Let
An :=
∫ γW z0
z0
fηWn , Bn :=
∫ γanW z0
z0
fηWanWn − anN(W )f˜(w).
Fix positive integers m ≤ n such that am ≤ an. By Lemma 2.7 and Lemma 3.1, we have
Bn −Bm =
∫ γW z0
z0
f
 ∑
1≤i≤an
ηW iWnWan−i −
∑
1≤i≤am
ηW iWmWam−i − (an − am)ηW
 .
This is equal to
−
∫ γW z0
z0
f (S1(m,n, z) + S2(m,n, z)− S′1(m,n, z)− S′2(m,n, z)) dz
where
S1(m,n, z) :=
∑
1≤i≤am
(
1
z − [W iWnW an−i]
− 1
z − [W iWmW am−i]
)
,
S′1(m,n, z) :=
∑
1≤i≤am
(
1
z − [W an−iWnW i]′
− 1
z − [W am−iWmW i]′
)
,
S2(m,n, z) :=
∑
am<i≤an
(
1
z − [W iWnW an−i]
− 1
z − w
)
,
S′2(m,n, z) :=
∑
am<i≤an
(
1
z − [W an−iWnW i]′
− 1
z − w′
)
.
We evaluate these four sums. Let y0 := min{Im(z0), Im(γW z0)}.
The continued fraction expansions of [W iWnW an−i] and [W iWmW am−i] share at least first i+m terms
since Wm and Wn share first m terms by assumption. Thus we have
|S1(m,n, z)| ≤
∑
1≤i≤am
22−i−m
y20
=
22−m − 22−m−am
y20
by Lemma 3.2.
By Lemma 1.28 in [1], the continued fraction expansions of −[W an−iWnW i]′ and −[W am−iWmW i]′ share
at least first i+m terms since Wm and Wn share last m terms by the assumption. Thus we obtain
|S′1(m,n, z)| ≤
22−m − 22−m−am
y20
by the same argument in Lemma 3.2.
Also we have
|S2(m,n, z)| ≤ 2
2−an − 22−am
y20
, |S′2(m,n, z)| ≤
22−an − 22−am
y20
.
Let C be the maximal value of f in the contour for the integration. As seen in the discussion above, we
obtain
|Bn −Bm| ≤ 2C|γW z0 − z0|
22−m − 22−m−am + 22−an − 22−am
y20
.
Since the right hand side converges to 0 as m,n→∞, {Bn}n≥1 is a Cauchy sequence.
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We can prove similarly that {An}n≥1 is a Cauchy sequence. 
Proof of Theorem 1.1. Keep the notation in Theorem 1.1 and let
W (n) := V0W
a(1)n
1 V1W
a(2)n
2 V2 · · ·W a
(k)
n
k Vk.
Then we have w(n) = [W (n)]. It follows from Lemma 3.1 that
N(W (n))f˜(w(n))
=
∑
0≤i≤k
∫ γViz0
z0
fη
ViW
a
(i+1)
n
i+1 ···VkV0W
a
(1)
n
1 V1···Wa
(i)
n
i
+
∑
1≤i≤k
∫ γa(i)nWi z0
z0
fη
W
a
(i)
n
i Vi···VkV0W
a
(1)
n
1 V1···Vi−1
.
By Lemma 3.3, this can be written as ∑
1≤i≤k
a(i)n N(Wi)f˜(wi) +O(1)
as n→∞. Similarly we have
N(W (n))1˜(w(n)) =
∑
1≤i≤k
a(i)n N(Wi)1˜(wi) +O(1)
by substituting f = 1.
Putting everything together we have
lim
n→∞ f(w
(n)) = lim
n→∞
N(W (n))f˜(w(n))
N(W (n))1˜(w(n))
= lim
n→∞
a
(1)
n N(W1)f˜(w1) + · · ·+ a(k)n N(Wk)f˜(wk) +O(1)
a
(1)
n N(W1)1˜(w1) + · · ·+ a(k)n N(Wk)1˜(wk) +O(1)
=
a(1)N(W1)f˜(w1) + · · ·+ a(k)N(Wk)f˜(wk)
a(1)N(W1)1˜(w1) + · · ·+ a(k)N(Wk)1˜(wk)
.

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