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Sub-Gaussian and sub-exponential fluctuation-response inequalities
Yan Wang∗
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Sub-Gaussian and sub-exponential distributions are introduced and applied to study the fluctuation-response
relation out of equilibrium. A bound on the difference in expected values of an arbitrary sub-Gaussian or sub-
exponential physical quantity is established in terms of its sub-Gaussian or sub-exponential norm. Based on
that, we find the entropy difference between two states is bounded by the energy fluctuation in these states.
Moreover, we obtain generalized versions of the thermodynamic uncertainty relation in different regimes. Some
operational issues are also addressed, non-asymptotic bounds on the errors incurred by using the sample mean
instead of the expected value in our fluctuation-response inequalities are derived.
I. INTRODUCTION
Gaussian distributions play a crucial role in statistical
physics. As a classical example, when a thermodynamical
system is at equilibrium, a typical physical quantity fluctu-
ates around its ensemble average in a Gaussian way [1]. Two
amazing properties of a Gaussian random variable are that (i)
it can be fully characterized by its mean and variance, without
resort to higher order statistics; (ii) the Gaussian property is
preserved under linear transformation. Thanks to such prop-
erties, the highly successful linear response theory can be es-
tablished [2, 3], which relies heavily on the assumption that
when the perturbation is weak, the deviation from the origi-
nal equilibrium state is small, and one can work in the regime
where the leading effect of an external force is linear. How-
ever, when the perturbation is strong and the nonlinear effect
has to be taken into account, the linear response theory is no
long working well. Recent years have witnessed substantial
advances in nonequilibrium statistical physics. Results such
as Jarzynski’s equality [4] and various kinds of fluctuation
relations [5] have been shown to be valid for quite general
nonequilibrium processes, beyond the linear response regime.
Such theories consider the system’s evolution path in phase
space, and associate each trajectory with some physical quan-
tities like (stochastic) work and entropy production that are
defined in an unusual sense. In an experiment that manipu-
lates a single molecule of RNA between two conformations,
it is found that when the perturbation is weak, the distribu-
tion of trajectory-dependent dissipated work can be well ap-
proximated by a Gaussian distribution, but this is not true for
stronger perturbations [6]. Actually, a large body of literature
exists regarding the non-Gaussian distributions encountered
in nonequilibrium physics, both theoretically and experimen-
tally; for example, see Refs. [7–12].
Despite being non-Gaussian, it seems that these distribu-
tions typically are unimodal, and they differ from a Gaussian
mainly in the existence of skewness and a different decay rate
in the tail probability. One might correct such deviations by
considering higher order statistics [8, 13, 14], but that may re-
quire the dynamics of the system, or the “perturbation” may
be too strong to be treated in a perturbative way. In this work,
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we introduce the sub-Gaussian and sub-exponential distribu-
tions as two classes of distributions that are particularly rele-
vant to nonequilibrium physics. They play an important role
in modern statistics andmachine learning [15, 16], but seem to
be less known to the physics community. Roughly speaking,
sub-Gaussian distributions are those possessing a tail that uni-
formly falls under a curve which is the tail of some Gaussian
distribution lifted up, and sub-exponential distributions are
those possessing a tail dominated by the uplifted tail of some
exponential distribution. Gaussian distributions belong to the
sub-Gaussian class, and sub-Gaussian distributions belong to
the sub-exponential class. Such a hierarchical structure is de-
picted in Fig. 1. We argue that beyond the linear response
regime that corresponds to Gaussian distributions, in the non-
linear regime, sub-Gaussian and sub-exponential distributions
are ubiquitous, as previous study shows. As an example, the
fluctuation relations have the form P (x)/P (−x) = ex, where
x represents some measure of irreversibility, its precise mean-
ing depending on context [5]. Note that for all x ≥ 0, we have
P (X ≤ −x) ≤ e−x [17]. Hence the random variable X has
a tail that decays at least in an exponential way, thus X is at
least one-sided sub-exponential. Another physically relevant
fact is that all bounded distributions are sub-Gaussian, hence
one expects that sub-Gaussian distributions may be suitable
for physical systems with finite states.
Rather than to analyze in detail the dynamics of a specific
system, our aim in this work is to study how one can take
advantage of the general properties of sub-Gaussian and sub-
exponential distributions to study the nonlinear response the-
ory in a unified way for different systems. However, the price
we pay for this universality is that often times we can only ob-
tain results in the form of inequalities rather than equalities.
This is reminiscent of the fact that the second law of thermo-
dynamics is universally true for macroscopic systems, but the
lower bound it provides on the entropy increase in a thermo-
dynamical process can be substantially improved when more
detailed information of the system in question is gained. The
trade-off between universality and tightness of a bound is in-
evitable for thermodynamical theories involving inequalities.
To study the fluctuation-response relation out of equilib-
rium, we mainly follow the idea proposed in a recent work by
Dechant and Sasa [18]. By using the so-called sub-Gaussian
(or sub-exponential) norm, we are able to further refine their
results and provide a neat upper bound for the difference be-
tween expected values of an arbitrary sub-Gaussian (or sub-
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FIG. 1. (Color online) A hierarchical structure of distributions.
Whereas Gaussian distributions lay the foundation for linear re-
sponse theory, we argue sub-Gaussian and sub-exponential distribu-
tions are relevant in general nonequilibrium thermodynamical states
or processes where nonlinear response theory applies.
exponential) variable with respect to two distributions. Under
different situations, the two distributions may represent the
Boltzmann distributions of two equilibrium states connected
by a not necessarily small perturbation, or they may corre-
spond to the forward and backward processes in the setting of
stochastic thermodynamics. In the former case, we also pro-
vide a bound for the entropy difference between two states,
which turns out to be related to the energy fluctuation; while
in the latter case, the bound we obtain is actually a generalized
version of the thermodynamic uncertainty relation [19, 20]. If
no other information is present, our result is a most universal
one in the sub-Gaussian or sub-exponential regime, respec-
tively. Some operational issues concerning these bounds are
also discussed, and non-asymptotic error bounds by using the
sample mean instead of the expected value in our inequalities
are derived.
In the following, we introduce the concepts and basic prop-
erties of sub-Gaussian and sub-exponential distributions in
Sec. II, main results are established in Sec. III, and we con-
clude in Sec. IV.
II. SUB-GAUSSIAN AND SUB-EXPONENTIAL RANDOM
VARIABLES
Sub-Gaussian or sub-exponential random variables are de-
fined based on the so-called sub-Gaussian or sub-exponential
property. Such properties can be expressed in several differ-
ent but equivalent ways [15, 16]. In this work, without the loss
of generality, we focus on centered random variables, which
have zero mean. (Any random variable with a finite mean can
always be transformed into a zero-mean random variable by
subtracting its mean.) Physically, that is to say, we are inter-
ested in the relative value of a stochastic quantity with respect
to its mean at some reference state. Also note the mathemat-
ical fact that the qualitative sub-Gaussian or sub-exponential
property will not be changed if a constant is subtracted from a
random variable.
Next, we will briefly introduce the concepts and basic prop-
erties of sub-Gaussian and sub-exponential random variables,
respectively. Much of the following can be found in Refs.
[15, 16], but in this work it is organized in a way that we feel
more suitable for the application in statistical physics. Recall
that our aim is to provide a universal approach to nonlinear
response in different nonequilibrium regimes characterized by
a hierarchy of distributions that Gaussian ⊂ sub-Gaussian ⊂
sub-exponential.
A. Sub-Gaussian random variables
A centered random variableX is sub-Gaussian if for some
σ > 0, its moment generating function EesX satisfies
EesX ≤ es2σ2/2, ∀s ∈ R. (1)
Apparently, a Gaussian random variable is also sub-Gaussian.
For our purposes, we also define the sub-Gaussian norm ofX
as the infimum of σ such that the sub-Gaussian property (1)
holds:
‖X‖G = inf{σ > 0 : EesX ≤ es2σ2/2, ∀s ∈ R}. (2)
‖X‖2G is sometimes referred to as the optimal proxy variance.
There are other ways to define a norm for sub-Gaussian vari-
ables, such as the Orlicz ψ2-norm. These norms are strongly
related and equivalent to each other up to a numerical con-
stant factor; they emphasize on different aspects of the sub-
Gaussian property. The reason why we choose ‖X‖G defined
above as the sub-Gaussian norm is that ‖X‖2G naturally re-
duces to the variance var(X) if X is Gaussian. While, in
general cases, we have ‖X‖2G ≥ var(X). Non-trivial univer-
sal results could be obtained for qualitatively similar physical
processes, in terms of the corresponding sub-Gaussian norm.
It is worth noting that when we speak of a sub-Gaussian dis-
tribution, it does not necessarily mean we refer to a family of
distributions with a fixed parametric form like Gaussian distri-
butions, which are parameterized by mean and variance. We
can work with a sub-Gaussian variable as long as the condi-
tion (1) holds, even the explicit form of the distribution is un-
known or intractable. The sub-Gaussian class of distributions
is probably the simplest generalization of Gaussian distribu-
tions that can be relevant in nonequilibrium statistical physics.
Typical distributions that are sub-Gaussian include Gaussian,
Bernoulli, and all bounded distributions.
For a centered sub-Gaussian variable X , one can establish
the concentration inequality, which is used to bound its tail
probability. To this end, note P (X ≥ t) for all t ≥ 0 and
s > 0 can be bounded as
P (X ≥ t) = P (esX ≥ est) ≤ e−stEesX ,
where we have used the Markov’s inequality in the last step.
Then the Chernoff bound states that
logP (X ≥ t) ≤ inf
s>0
{logEesX − st},
3combining which with (1) and (2) we obtain the infimum is
achieved at s = t/‖X‖2G, and P (X ≥ t) ≤ e−t
2/2‖X‖2
G .
Similarly, one can bound P (X ≤ −t), hence we come to the
concentration inequality for the sub-Gaussian variable
P (|X | ≥ t) ≤ 2 exp
(
− t
2
2‖X‖2G
)
,
which holds for all t ≥ 0.
The sub-Gaussian property is preserved under addition.
If X1, . . . , XN are independent and centered sub-Gaussian
variables with norms ‖X1‖G, . . . , ‖XN‖G, respectively. Let
X =
∑N
i=1 aiXi, where ai’s are constants. Then X is also
sub-Gaussian, and we can compute its norm by (1) and (2):
EesX = Ees
∑
N
i=1
aiXi =
N∏
i=1
esaiXi
≤
N∏
i=1
es
2a2
i
‖Xi‖
2
G
/2 = es
2(
∑
N
i=1
a2
i
‖Xi‖
2
G
)/2.
Thus X is sub-Gaussian with ‖X‖2G =
∑N
i=1 a
2
i ‖Xi‖2G. By
this result, we have the Hoeffding’s inequality that
P
(∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− N
2t2
2
∑N
i=1‖Xi‖2G
)
, (3)
which holds for all t ≥ 0. Furthermore, if theseXi’s are iden-
tically distributed, then the sample mean X¯ =
∑N
i=1Xi/N
satisfies P (|X¯| ≥ t) ≤ 2e−Nt2/2‖X‖2G .
B. Sub-exponential random variables
Similarly, we briefly provide classical results for centered
sub-exponential variables here. Although there is no consen-
sus on, and exist different versions of the definition of sub-
exponential variables, these definitions are consistent with
each other, all leading to the same kind of probability inequal-
ities. In this work, a centered sub-exponential variable is a
zero-mean random variable that satisfies
EesX ≤ eσ2s2/2, for |s| ≤ cE
σ
, (4)
where σ > 0 and cE = (
√
3 + 1)/2 is picked for later conve-
nience. Our definition of sub-exponential variables (4) is cho-
sen in a way that not only ensures ‖X‖2E = ‖X‖2G = var(X)
whenX is centered Gaussian, but also assumes a neatest form
e−t/‖X‖E for the exponentially-decaying tail without addi-
tional coefficients, as shown below. Note that different than
in (1), here the range of s is confined, thus apparently, if
X is sub-Gaussian then it is automatically sub-exponential.
One non-trivial example of a centered sub-exponential vari-
able is X = Z2 − 1, where Z ∼ N (0, 1). Note Z2 follows
the chi-square distribution with 1 degree of freedom, whose
tail decays essentially in an exponential way, and EesX =
Ees(Z
2−1) = EesZ
2
e−s = e−s/
√
1− 2s. Note EesX is only
well-defined for s < 1/2, and numerically one can check that
EesX ≤ e32s2/2 for |s| ≤ cE/3. HenceX is sub-exponential.
Next, we define the sub-exponential norm as
‖X‖E = inf{σ > 0 : EesX ≤ eσ2s2/2, for |s| ≤ cE
σ
}. (5)
Also, there are other possible norms for sub-exponential vari-
ables such as the Orlicz ψ1-norm, which are all strongly re-
lated and equivalent to each other up to a numerical constant
factor.
One can establish the concentration inequality for sub-
exponential variables in terms of ‖X‖E. As above, let us start
with the Chernoff bound. For t ≥ 0 and 0 < s ≤ cE/‖X‖E,
we have:
logP (X ≥ t) ≤ inf
0<s≤cE/‖X‖E
{EesXe−st}.
Noting (4), (5), and the range of s, we can see that if t >
cE‖X‖E thenmins e‖X‖2Es2/2−st = e1/2−cEt/‖X‖E , which is
achieved at the boundary s = cE/‖X‖E, and P (X ≥ t) ≤
e1/2−cEt/‖X‖E ≤ e(t/cE−2cEt)/2‖X‖E = e−t/‖X‖E . Apply
similar arguments to −X , then we have for t > cE‖X‖E that
P (|X | ≥ t) ≤ 2e−t/‖X‖E . While if 0 ≤ t ≤ cE‖X‖E,
then mins e
‖X‖2
E
s2/2−st = e−t
2/2‖X‖2
E , which is achieved at
s = t/‖X‖2E. Hence for t in this range, the situation is the
same as in the sub-Gaussian case, and we have P (|X | ≥ t) ≤
2e−t
2/2‖X‖2
E . Roughly speaking, one can see that for small
t deviation from the mean 0, the sub-exponential variable ac-
tually has no difference from a sub-Gaussian variable. The
difference manifests itself for large t deviation. Combining
the results together, we have the concentration inequality that
for all t ≥ 0, a centered sub-exponential variable satisfies
P (|X | ≥ t) ≤


2 exp
(
− t2
2‖X‖2
E
)
, 0 ≤ |t| ≤ cE‖X‖E;
2 exp
(
− t‖X‖E
)
, |t| > cE‖X‖E,
or in a more compact form,
P (|X | ≥ t) ≤ 2 exp
(
−min
{
t2
2‖X‖2E
,
t
‖X‖E
})
.
Slightly different than in the sub-Gaussian case, forN inde-
pendent centered sub-exponential variablesX1, . . . , XN with
norms ‖X1‖E, . . . , ‖XN‖E, there are two relevant norms as-
sociated with X =
∑N
i=1 aiXi. As before, for t ≥ 0 and
0 < s ≤ 1/maxi{|ai|‖Xi‖E}, we have
P (X ≥ t) ≤ e−stEe
∑
N
i=1
aiXi ≤ e−st
N∏
i=1
es
2a2
i
‖Xi‖
2
E
/2
= es
2(
∑
N
i=1
a2
i
‖Xi‖
2
E
)/2−st.
Hence, we can perform a similar analysis to the single vari-
able case. First, if each Xi is in the sub-Gaussian regime
for small t, then X is sub-Gaussian-like with squared norm
‖X‖2E↓ =
∑N
i=1 a
2
i ‖Xi‖2E. While, if out of this regime,
then X is sub-exponential with squared norm ‖X‖2E↑ =
4N maxi{a2i ‖Xi‖2E}. In the case that ai = 1/N , we have the
Bernstein’s inequality that for all t ≥ 0:
P
(∣∣∣∣∣ 1N
N∑
i=1
Xi
∣∣∣∣∣ ≥ t
)
≤ 2 exp

−min

 N
2t2
2
∑N
i=1‖Xi‖2E
,
Nt
max
1≤i≤N
‖Xi‖E



 .
(6)
Finally, the relations between sub-Gaussian and sub-
exponential variables are worth mentioning. We have seen
above that a sub-Gaussian variable is itself sub-exponential by
definition. Moreover, the product of two sub-Gaussian vari-
ables is sub-exponential. As a special case, a sub-Gaussian
variable squared is sub-exponential, as in the case above that
Z ∼ N (0, 1) is sub-Gaussian, and X = Z2 − 1 is sub-
exponential. Now we are ready to use the properties of such
variables to establish fluctuation-response inequalities.
III. APPLICATION IN NONLINEAR RESPONSE
A. General theory
We mainly follow Dechant and Sasa’s idea [18]. In the
general setting, we have a physical system, characterized by
a probability distribution P ∈ P , where P is a probability
family on a measurable space Ω. We assume for simplicity
here that for any P ∈ P , P has a density function with re-
spect to some dominating measure. Such distributions can be
those that characterize steady states or stochastic trajectories.
For a random variable X , we denote its centered version as
∆X = X − EX . First let us use P0 as the reference proba-
bility that describes the unperturbed state or the forward pro-
cess, and P1 as the distribution for the perturbed state or the
backward process. One is interested how the change in distri-
bution affects the ensemble average of X . Suppose for now
E0X − E1X ≥ 0, then starting from the moment generating
function of ∆X with respect to P1 (when well defined), we
have for s ≥ 0 that
logE1e
s∆X = log
(∫
Ω
es∆X(ω)P1(ω)dω
)
= log
(∫
Ω
es[X(ω)−E1X]
P1(ω)
P0(ω)
P0(ω)dω
)
= logE0
(
es[X−E1X]
P1
P0
)
≥ E0 log
(
es[X−E1X]
P1
P0
)
(by Jensen’s)
= s(E0X − E1X)−DKL(P0‖P1),
where DKL(P0‖P1) = −
∫
Ω
log(P1/P0)P0dω is defined to
be the Kullback-Leibler divergence between P0 and P1. It
is always nonnegative and equal to 0 only when P0 = P1.
Rearrange to obtain
E0X − E1X ≤ 1
s
[
logE1e
s∆X +DKL(P0‖P1)
]
for all s ≥ 0 when E1es∆X is well defined. Similarly, if
E0X − E1X < 0, then for s ≥ 0 we have
logE1e
−s∆X ≥ −s(E0X − E1X)−DKL(P0‖P1),
which implies
E1X − E0X ≤ 1
s
[
logE1e
−s∆X +DKL(P0‖P1)
]
for all s ≥ 0 when E1e−s∆X is well defined. Hence, combin-
ing these results, we have a Chernoff-like inequality that
|E1X − E0X | ≤ inf
s≥0
{
1
s
[
logE1e
ξs∆X +DKL(P0‖P1)
]}
,
(7)
where ξ = sign(E0X − E1X).
On the other hand, due to symmetry, it is straightforward to
have that
|E1X − E0X | ≤ inf
s≥0
{
1
s
[
logE0e
ξs∆X +DKL(P1‖P0)
]}
.
(8)
Hence, one can take the minimum of these two upper
bounds as b = min{b1, b2}, where b1 and b2 denote the
above bounds in (7) and (8). Note that neither of b1 and
b2 is symmetric in P0 and P1. One might tend to construct
symmetric bounds in the form |E1X − E0X | ≤ (b1 + b2)/2,
|E1X − E0X | ≤
√
b1b2, etc, however, these bounds are less
tight than b. In the following, without the loss of generality,
we will assume (7) provides a tighter bound than (8) does. But
before we show how the bound could be explicitly expressed
in terms of sub-Gaussian or sub-exponential norm, other than
of cumulants as in Ref. [18], let us consider two important
situations where DKL can be (at least partially) expressed by
thermodynamical quantities.
Case I. First, let us consider the case that P0 and P1
are the corresponding Boltzmann distributions at two states
with Hamiltonians H0 and H1, respectively. Hence P0 =
e−βH0/Z0 and P1 = e
−βH1/Z1, where β denotes the inverse
temperature of the system (we set the Boltzmann constant
kB = 1) and Z0,1 are partition functions. ThenDKL(P0‖P1)
can be written as
DKL(P0‖P1) = E0 log
(
e−βH0/Z0
e−βH1/Z1
)
= −βE0(H0 −H1) + log
(
Z1
Z0
)
.
Note − logZ0,1/β = F0,1 where F0,1 are the Helmholtz
free energies, and E0H0 is the internal energy U0, hence
DKL(P0‖P1) = −β(U0−E0H1)−β(F1−F0). The only term
that has no direct thermodynamical correspondence is E0H1,
which can be written as E0H1 = E1H1+(E0H1−E1H1) =
5U1 +
∫
ΩH1(P0 − P1)dω. By the thermodynamical relation
F = U − S/β, where S is the entropy, one finds that
DKL(P0‖P1) = S1 − S0 + β(E1H1 − E0H1)
= S1 − S0 + β
∫
Ω
H1(P0 − P1)dω. (9)
Interestingly, if H1 is bounded that |H1| ≤ E1, then the
integral on the right-hand side can be bounded in terms of
the Wasserstein distance [21] as β
∫
ΩH1(P0 − P1)dω ≤
βE1W1(P0, P1), where W1 is the 1-Wasserstein distance be-
tween P0 and P1, given byW1(P0, P1) = supf∈Lip1 E0f −
E1f , and f ∈ Lip1 means f is 1-Lipschtz: |f(ω)− f(ω′)| ≤
‖ω − ω′‖ with ‖·‖ being some proper norm on the space Ω.
W1 defines a metric on the probability space P , which is non-
negative, equal to 0 only when P0 = P1, symmetric in P0 and
P1, and satisfies the triangle inequality. Thus, as a byproduct,
we find that the entropy change can be bounded by
S1 − S0 ≥ βE1W1(P0, P1)−DKL(P0‖P1). (10)
When P0 = P1, the bound is tight. However, without more in-
formation, there is no guarantee on the tightness of this bound
for general P0 and P1. Recently there have been some at-
tempts to find the thermodynamical meaning of Wasserstein
distance [22], however, in this work we will come back to Eq.
(9) later using sub-Gaussian or sub-exponential norm.
The above problem can be substantially simplified in the
linear response regime. If H1 = H0 + εA, where ε is a
small parameter, then −βE0(H0 − H1) = εβE0A, Z1 ≈
Z0(1−εβE0A+ 12ε2β2E0A2), and log(Z1/Z0) ≈ −εβE0A+
1
2ε
2β2var0A. Hence we have DKL(P0‖P1) = 12ε2β2var0A.
It is interesting to see that although in generalDKL(P0‖P1) 6=
DKL(P1‖P0), in this linear region they are the same. Note
DKL(P1‖P0) = −βE1(H1 − H0) + log(Z0/Z1). We can
see from above that log(Z0/Z1) ≈ εβE0A − 12ε2β2var0A.
Also, for an arbitrary quantity B, we have E1B ≈ (1 +
εβE0A)E0Be
−εβA ≈ E0B − εβ(E0AB − E0AE0B) =
E0B − εβcov0(A,B), where cov0(A,B) is the correla-
tion between A and B under P0. Let A = B, we have
−βE1(H1 − H0) = −εβE1A ≈ −εβE0A + ε2β2var0A.
SoDKL(P1‖P0) ≈ 12ε2β2var0A, and we conclude that in the
linear region it holds
DKL(P0‖P1) ≈ DKL(P1‖P0) ≈ 1
2
ε2β2var0A. (11)
Case II. Second, as is well known, if P0 denotes the proba-
bility for a forward path ω, and P1 is the backward probability
for the time-reversed path ω†, then DKL(P0‖P1) is nothing
but the entropy production∆S [23]:
DKL(P0‖P1) = ∆S. (12)
It is interesting to see that this relation is obtained if we inter-
pret H1 in Eq. (9) as the time-reversed Hamiltonian, thus the
integral
∫
Ω
H1(P0 − P1)dω vanishes if the system Hamilto-
nian is invariant under time reversal.
In the following, we will use the sub-Gaussian or sub-
exponential property to deal with the first term logE1e
ξs∆X
in the upper bound (7).
B. Sub-Gaussian regime
If P0 and P1 are sub-Gaussian, then by (1), we have
logE1e
ξs∆X ≤ 1
2
σ2(ξs)2 =
1
2
σ2s2,
inserting which into (7), and noting (2), we have
|E1X − E0X | ≤ inf
σ>0
inf
s≥0
{
1
2
σ2s+
1
s
DKL(P0‖P1)
}
= inf
σ>0
σ
√
2DKL(P0‖P1)
= ‖∆X‖1G
√
2DKL(P0‖P1), (13)
where ‖∆X‖1G is the sub-Gaussian norm of∆X with respect
to P1. The inequality (13) provides a universal bound on the
relative difference between means of X in terms of the sub-
Gaussian norm.
Case I. Now let us consider Eq. (9) again. If ∆H1 is sub-
Gaussian, which could be possible for a system with bounded
energy, then insert Eq. (9) into (13). Taking X = H1, we
have
|E1H1 − E0H1|
≤ ‖∆H1‖1G
√
2DKL(P0‖P1)
= ‖∆H1‖1G
√
2[S1 − S0 + β(E1H1 − E0H1)].
Solving this inequality, we get bounds for E1H1 − E0H1 as:
β‖∆H1‖21G
(
1−
√
1 +
2(S1 − S0)
‖∆H1‖21Gβ2
)
≤ E1H1 − E0H1
≤ β‖∆H1‖21G
(
1 +
√
1 +
2(S1 − S0)
‖∆H1‖21Gβ2
)
,
which holds under the condition that
S1 − S0 ≥ −1
2
β2‖∆H1‖21G. (14)
There are several thermodynamical implications of this re-
sult. First, we establish a connection between the difference
in the ensemble averages of a Hamiltonian in terms of the
entropy difference at two states. Second, although (14) is a
mathematical requirement, physically we know that this must
hold, and this implies that there is a bound on the entropy
change between two states, which is given by the property
‖∆H1‖1G. At the first sight, it does not seem to make sense
since there is no information of the other state (state “0”) in-
volved, however, note that we have made an assumption that
it is (7) rather than (8) that gives the tighter bound. Hence the
information of state “0” is used. Actually, (14) has a natural
twin by switching the indices 0 and 1:
S0 − S1 ≥ −1
2
β2‖∆H0‖20G.
If S1 > S0, then (14) is trivial, but (15) upper boundsS1−S0;
while if S0 > S1, then (15) is trivial, but (14) upper bounds
6S0 − S1. Hence we can summarize that
|S1 − S0| ≤ max
{
1
2
β2‖∆H0‖20G,
1
2
β2‖∆H1‖21G
}
.
(15)
This result is a most general one concerning entropy change
in the sub-Gaussian regime.
One can verify that (15) holds in the simpler linear re-
sponse case where H1 = H0 + εA. By the thermodynam-
ical relation S = −β∂ logZ/∂β − logZ , as well as re-
sults above, we can find S1 − S0 = −β∂ log(Z1/Z0) −
log(Z1/Z0) ≈ 2εβE0A ∼ O(ε1), while ‖∆H‖2G becomes
close to var(∆H) = ∂2 logZ/∂β2, and in any state it does
not depend on A to the order of O(ε0). Hence (15) naturally
holds.
For some other sub-Gaussian physical quantity X in the
linear response regime, and in particular for X that can be
well approximated by a Gaussian, we have ‖∆X‖21G ≈
var1(∆X). As also shown in Sec. III A, |E1X − E0X | ≈
εβcov0(X,A), and to the leading order, var1(∆X) =
var0(∆X). Hence, by Eqs. (11) and (13) we obtain
|cov0(X,A)| ≤
√
var0(∆X)
√
var0A
=
√
var0X
√
var0A,
which shows that (13) coincides with the Cauchy-Schwarz in-
equality.
Case II. While for the path thermodynamics example (12),
we have
|E1X − E0X | ≤ ‖∆X‖1G
√
2∆S.
IfX changes sign under time reversal, then we further have
2(EX)2 ≤ ‖∆X‖2G∆S. (16)
Note there is no need to specify with respect to which distribu-
tion the mean and sub-Gaussian norm are taken due to the time
reversal operation. Again, when the Gaussian approximation
is valid, we formally recover the thermodynamic uncertainty
relation that [19, 20]
2(EX)2 ≤ var(X)∆S.
However, this inequality is derived based on a specific model,
which although does represent a wide class of dynamics, is not
as general as the setting in this work. Our theoretical results
(13) and (16) hold in the absence of information about the
detailed dynamics, thus substantially pushing existing bounds
to the sub-Gaussian nonlinear regime, while at the expense of
bound tightness.
Operational issues. Given above are mainly the theoret-
ical results obtained by introducing sub-Gaussian variables.
Now let us consider the operational part. Suppose we have N
independent, identically distributed data points X1, . . . , XN .
By the law of large numbers, µˆ =
∑N
i=1Xi/N converges to
EX . However, this process may need a huge number of data
especially when the underlying distribution is non-Gaussian.
Here we address the non-asymptotic bound that controls the
error incurred by using µˆ in our inequalities, for experimen-
tal inspection purposes. That is, if we use µˆ1 and µˆ0 in (13),
what will result? Can we have some sense about the proba-
bility P (|(µˆ1 − µˆ0) − (E1X − E1X)| ≥ t) for t ≥ 0? Note
E(µˆ−EX) = 0, hence µˆ−EX is a centered variable. In fact,
µˆ− EX = 1N
∑N
i=1(Xi − EX) = 1N
∑N
i=1∆Xi, and
Ees(µˆ−EX) = Ee
s
N
∑
N
i=1
∆Xi =
N∏
i=1
Ee
s
N
∆Xi .
Since ∆Xi is a centered sub-Gaussian variable, then
Ees∆Xi/N ≤ es2‖∆X‖2G/2N2 , and we have
Ees(µˆ−EX) ≤ es2∆X2G/2N ,
hence∆µˆ ≡ µˆ−EX is a centered sub-Gaussian variable with
norm ‖∆X‖G/
√
N . And P (|(µˆ1 − µˆ0)− (E1X − E0X)| ≥
t) = P (|∆µˆ1 −∆µˆ0| ≥ t), then for all s ∈ R,
Ees(∆µˆ1−∆µˆ0) = E1e
s∆µˆ1E0e
−s∆µˆ0
≤ es2‖∆X‖21G/2Nes2‖∆X‖20G/2N
= es
2(‖∆X‖2
1G
+‖∆X‖2
0G
)/2N ,
hence ∆µˆ1 − ∆µˆ0 is also sub-Gaussian, with norm√
(‖∆X‖21G + ‖∆X‖20G)/N . This leads to the concentration
inequality that
P (|(µˆ1 − µˆ0)− (E1X − E0X)| ≥ t)
= P (|∆µˆ1 −∆µˆ0| ≥ t)
≤ 2 exp
(
− Nt
2
2(‖∆X‖21G + ‖∆X‖20G)
)
,
which is indeed an application of the Hoeffding bound (3).
Therefore, for all δ ∈ (0, 1), we have probability at least 1− δ
that
|∆µˆ1 −∆µˆ0| ≤
√
2(‖∆X‖21G + ‖∆X‖20G)
N
log
(
2
δ
)
.
(17)
Put it another way, one has probability at least 1− δ to have a
desired error bound ε on the difference between µˆ1 − µˆ0 and
E1X − E0X , if the number of data points N is on the order
of 2(‖∆X‖21G + ‖∆X‖20G) log(2/δ)/ε2.
Also, since |µˆ1 − µˆ0| ≤ |∆µˆ1 − ∆µˆ0| + |E1X −
E0X |, then by (13), |µˆ1 − µˆ0| ≤ |∆µˆ1 − ∆µˆ0| +
‖∆X‖1G
√
2DKL(P0‖P1). Thus (17) suggests that with
probability more than 1− δ, we have
|µˆ1 − µˆ0| ≤
√
2(‖∆X‖21G + ‖∆X‖20G)
N
log
(
2
δ
)
+‖∆X‖1G
√
2DKL(P0‖P1),
which sets an upper bound for the absolute difference in sam-
ple means at different states. If there is some way to effec-
tively estimate the norm and the Kullback-Leibler divergence
(or their upper bounds), these results could be applied then.
7C. Sub-exponential regime
In this case, one might directly insert (4) and (5) into (7) to
get
|E1X − E0X | ≤ ‖∆X‖1E
√
2DKL(P0‖P1), (18)
which is formally almost identical to (13), with only the sub-
exponential norm replacing the sub-Gaussian norm. How-
ever, there is a tacit constraint on (18). Note by defini-
tion that |s| ≤ c1E/‖∆X‖1E, the global infimum in (7) is
achieved when s‖∆X‖21E/2 = DKL(P0‖P1)/s, i.e., s2 =
2DKL(P0‖P1)/‖∆X‖21E. If this can be satisfied, then by the
definition (4), we must have
DKL(P0‖P1) ≤ c2E/2. (19)
If this is the case, then everything we do to sub-Gaussian vari-
ables is the same here. However, this condition is somewhat
demanding in general, and if it cannot be satisfied, then the in-
fimum is obtained on the boundary s = c1E/‖∆X‖1E, hence
|E1X − E0X | ≤ ‖∆X‖1E
(
c1E
2
+
DKL(P0‖P1)
c1E
)
.
(20)
One might be tempted to choose a cE in our definition (4) so
that the condition on DKL(P0‖P1) can be easier to be satis-
fied, however, a bigger cE may also result in a bigger ‖∆X‖E,
and consequently a less tight bound. Without further infor-
mation of the dynamics, there seems no reason for a natural
optimal choice of cE.
Case I. Let us also take X = H1. For physical sys-
tems, it is also common to see energy distribution in the form
Eα−1e−βE , which is actually the Gamma distribution and
falls in the class of sub-exponential distribution. Hence it is
also possible that H1 is sub-exponential. Apply the similar
analysis as in the sub-Gaussian case, we obtain the bound on
the entropy change that
S1−S0 ≥
max
{(
c1E
‖∆H1‖1E − β
)
(E1H1 − E0H1)− c
2
1E
2
,
−
(
c1E
‖∆H1‖1E + β
)
(E1H1 − E0H1) + c
2
1E
2
}
,
(21)
which is one step ahead of the previous bound (9). It is also
possible to bound |S1 − S0|, but we omit the result here.
Case II. Next, the thermodynamic uncertainty relation can
also be addressed in the sub-exponential situation. Again, if
the condition (19) is satisfied, then formally it is straightfor-
ward to have for a time-antisymmetric quantityX that
2(EX)2 ≤ ‖∆X‖2E∆S. (22)
And when the condition is not satisfied,
|EX | ≤ ‖∆X‖
2
E
2
(
cE
2
+
∆S
cE
)
. (23)
Operational issues. Finally, operationally if X is measur-
able at different states, then the error incurred by using the
sample mean instead of the ensemble average can also be
quantified. Following almost exactly the same steps as shown
in the sub-Gaussian case, we can establish the concentration
bound on such an error. Suppose we have N independent
measurements at each state, and let the corresponding sam-
ple mean be µˆ =
∑N
i=1Xi/N . Applying the Bernstein bound
(6), we have
P (|(µˆ1 − µˆ0)− (E1X − E0X)| ≥ t)
≤ 2 exp
(
−min
{
Nt2
2(‖∆X‖21E + ‖∆X‖20E)
,
2Nt
max{‖∆X‖1E, ‖∆X‖0E}
})
. (24)
Note thatmin{b1, b2} ≤ (b1+b2)/2, hence for all 0 < δ < 1,
we have the non-asymptotic bound that with probability more
than 1− δ, the difference between µˆ1 − µˆ0 and E1X − E0X
is no more than
√
(‖∆X‖21E + ‖∆X‖20E) log(2/δ)/2N +
max{‖∆X‖1E, ‖∆X‖0E} log(2/δ)/4N , and the concentra-
tion bound for µˆ1− µˆ0 follows as in the sub-Gaussian case. If
the sub-exponential forms can be obtained or nontrivially up-
per bounded theoretically, then such inequalities can be used
to evaluate experimental data.
IV. CONCLUSION AND DISCUSSION
In this work, we have introduced the concepts of sub-
Gaussian and sub-exponential distributions, which seem less
known to the statistical physics community. The motivation of
our work is that sub-Gaussian and sub-exponential distribu-
tions, as natural generalizations to the Gaussian distribution
that facilitates the linear response theory, seem to be partic-
ularly relevant to nonlinear response, as hinted by previous
experimental and numerical findings.
Based on the sub-Gaussian or sub-exponential norm of a
physical quantity, we are able to further develop the the-
ory established by Dechant and Sasa [18] for the fluctuation-
response relation in general situations out of equilibrium. We
refine the bound for the difference in expected values (with
respect to two distributions) of an arbitrary variable that falls
within the sub-Gaussian or sub-exponential class. When the
distributions considered are about two equilibrium states con-
nected by an external perturbation, we also find a bound that
links the entropy difference with the Hamiltonian fluctuation.
When the distributions are interpreted as regards to the for-
ward and backward processes, respectively, we obtain a gen-
eralized version of the thermodynamic uncertainty relation in
each regime. Our results provide universal constraints on the
thermodynamical processes without requiring more detailed
information of the system in question. But surely as such
information is available, more accurate results with tighter
bounds are expected.
Finally, it will be interesting to experimentally test some of
our results in real physical systems, which include not only
the bounds, but also the plausible transition path from the
8Gaussian to sub-Gaussian and sub-exponential distributions
as some control parameter is varied. We have also provided er-
ror bounds for the estimation of the difference in expected val-
ues in either sub-Gaussian or sub-exponential cases. A practi-
cal challenge, however, is the estimation of the sub-Gaussian
or sub-exponential norm itself. To our knowledge, there does
not exist an effective way to perform a point estimation of
such norms with a quantitative margin of error. Nonetheless,
one can instead use an upper bound of the norm to test the
results, which may be easier to get access to theoretically or
experimentally, but at the expense of a less tight bound.
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