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Abstract 
New development in wireless technology using multiple antennas with appropriate 
space-time processing has recently become the new frontier of wireless communication 
systems due to the potential for providing very high spectral efficiency and enormous 
capacity improvement over the conventional wireless radio communications. The technical 
advances in using the multiple-input multiple-output (MIMO) wireless links present a 
promising breakthrough in resolving the bottleneck of current capacity limitation for future 
intensive wireless networks. The MIMO wireless systems utilize multiple antennas at both 
side of the transmitter and the receiver for enormous gains in spectral efficiency as well as 
system capacity in terms of higher data throughput by exploiting the multipath diversity in 
a rich scattering environment. A number of MIMO systems have been proposed to permit 
very high transmission rate, far exceeding the conventional communication technique. In 
particular, the Bell Laboratories layered space-time (BLAST) architecture has been 
presented that uses concept of spatial diversity and successive interference cancellation 
technique to improve the quality of signal reception over the flat-fading or the frequency 
selective fading channel. 
However, in order to achieve the quoted capacity gains in MIMO systems, the 
channel information in terms of the multiple channel impulse responses (CIRs) and their 
fading coefficients must be known or estimated, which requires the design of a suitable 
channel estimator. Thus far, existing MIMO channel estimation schemes have been mostly 
limited to the flat-fading case or cater specifically for coded space-time systems such as 
space-time block code systems. In this thesis, the work is to consider the existing MIMO 
channel estimation techniques (used in the flat fading condition) and extend them to cater 
for a more realistic time-varying, frequency selective fading channel. The focus of this 
thesis has been the design and development of suitable training-based MIMO channel 
estimation scheme as well as the formulation of a new pilot code to enable effective 
estimation for the frequency selective channel. The novel channel estimator is also 
incorporated into the BLAST architecture to allow the practical assessment of using non- 
idealized channel to be studied and analysed for the performance of the MIMO systems. 
The driver for this work has been the recognition of the importance of channel knowledge 
for all the MIMO system to be used in practical application. 
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Chapter I 
Introduction 
The works contained in this thesis focused on new development in wireless communication 
with the view to increase the capacity of cellular radio and wireless local area network that operate 
in severely dispersive channel. In particular, the thesis concentrates on the exploitation of the 
spatial domain as means of providing different types of diversity that can be used either to improve 
the overall data rate/capacity of the system or to provide improved quality of reception. During the 
preliminary research, many works assumed idealized channel. It was clear that significant 
degradation in the performance of this type of system is observed if the channel information is not 
known accurately. Consequently, one of the major contributions of the work presented in this 
thesis has been a detailed study of the impact of accurate channel estimation on the system 
performance and more importantly ways in which the MIMO channel could be estimated using 
algorithms which have minimal overhead, which can be found in [87,144 - 148]. 
The original outcomes of the work in this thesis include the following: 
a) The design of the novel MIMO channel estimation (MIMO-CE) method, which uses the 
concept of pilot matrix (derived from Hadamard matrix) that consists of orthogonal 
training sequences assigned to each transmit antenna in order to achieve optimum 
estimation of each channel path coefficient under both flat-fading and frequency-selective 
fading condition. These include all the MIMO-CE methods shown in Chapter 3 and 4. 
b) The design of more efficient MIMO-CE scheme (derived from Paley-Hadamard matrix) 
with lesser pilot symbols required for each transmit antenna without affecting the original 
performance achieved in a). This is achieved by the exploitation in both orthogonal and 
Toeplitz-like structure, within the Paley's construction of the Hadamard matrix. 
c) The extension of MIMO-CE scheme in b) to cater for fractionally-spaced model of the 
MIMO channel, in which paths existed within fraction of symbol period are allowed to be 
estimated. This allows more realistic consideration over the symbol-spaced model that has 
been initially considered in both a) and b). 
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1.1 An Overview of Wireless Communication Systems 
Wireless transmission technology has evolved intensively over the last two decades since the 
early 1980s due to the tremendous growth in the need for mobile communication and mobile 
computing. With the growing demand in the current mobile communication market and the rapid 
growth of Internet users, future wireless systems are expected not only to provide faster, 
broadband, communication but also to provide a range of diverse wireless services, such as voice, 
data, image, video and multimedia services. In order to achieve the above objectives, very high 
capacity and more efficient use of the available frequency spectrum are needed. However, the 
physical limitations of the wireless channel pose a fundamental challenge for reliable 
communication due to the inherent limitations of multipath propagation loss, time variation of the 
channel characteristic, noise and other interferences, which effectively make the wireless channel a 
6narrow pipe' that does not easily accommodate wideband data flow over the traditional "point-to- 
point" single-input single-output (SISO) wireless communication system. 
The space-time (ST) architecture for wireless communication is of considerable current 
interest due to the needs for higher data rates to support future generation personal wireless 
multimedia systems. Recent research into multiple-input multiple-output (MIMO) systems 
(sometimes called a "volume-to-volume" wireless link) has provided significant technical 
breakthroughs in the feasibility of this type of wireless system and these developments promise 
considerable improvements in capacity. Basically, MIMO systems use multiple antennas at both 
the transmitter and receiver to permit very high transmission rate, far exceeding the conventional 
communication technique [1-4,9,10]. Together with intelligent space-time signal processing and 
detection techniques, higher traffic capacity and higher spectral efficiency are realisable. 
At present, third-generation QG) mobile wireless networks are designed to offer up to 
2Mbit/sec: data rates [5]. With MIMO technology, the data rates can be potentially increased up to 
14.4Mbits/sec and higher [6]. In MIMO systems, it is believed that spectral efficiencies of 20 - 40 
bits/sec/Hz can be achieved [4] as compared to traditional wireless modulation techniques in 
single-input single-output link where only order of 1-5 bits/sec/Hz is achieved. These potential 
advancements are made possible by adopting MIMO techniques that may solve the problem of 
capacity bottleneck in Internet-intensive wireless networks, which may become the necessary 
backbone technology in the upcoming advanced wireless local area network (WLAN) and 
broadband wireless access for the future generation of wireless communication systems [37]. 
1.1.1 Background of MIMO Systems 
A good introduction to MIMO systems can be found in [7] and a comprehensive overview of 
MIMO wireless systems is presented in [8]. In brief, MIMO systems are capable of enormous 
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gains in spectral efficiency and system capacity. These gains are achieved by multiple parallel 
transmissions of space-time signals using the same frequency band and careful exploitation of the 
multipath information within a rich scattering MIMO wireless channel such as that found in an 
indoor wireless channel at a strongly scattered mobile radio channel. [1-4]. (Details are discussed 
in Chapter 2). Multipath scattering is traditionally viewed as a serious impairment to the 
conventional communication systems and the fundamental importance of the MIMO channel is 
that it exploits the fundamental propagation characteristics that provide poor performance when 
traditional communications systems are employed. Also, parallel transmissions using multiple 
antennas means that the effective transmission rate is increased in proportion to the number of 
transmit antennas used in the MIMO systems [9,10] (although it must remember that not all the 
transmitted symbols will be delivered correctly). The signals arriving at the receive antennas are 
combined and processed by the space-time processing unit [ 11,12], which is the essential element 
in MIMO systems. It is the combination of multiple antennas and the use of intelligent space-time 
signal processing algorithm that has given birth to the wireless MIMO communication systems. 
The current state of MIMO research advancements owes a great deal to a number of key 
developments of signal processing and communication research in a number of seemingly 
unrelated areas. These include topics such as diversity combining, adaptive antenna arrays, smart 
antenna technology, adaptive beamforming, interference cancellation and channel estimation. 
Some related pioneering works are the use of adaptive arrays [13-17] and method of optimum 
combining by J. H. Winters [18-19]. The early concept of beamforming is also presented in [20, 
21]. However, it should be realised that MIMO systems only rarely use traditional antenna arrays 
in which the element of the antenna are linked to a single receiver via beamforming network. 
Instead, the antenna 'arrays' in a space-time systems use receivers connected to each antenna 
which is capable of translating the signal to the IF prior to some form of processing. 
In the 1990s, the joint concepts of above techniques became increasingly popular [22-33]. 
Researches were focused on the aspects of signal processing, capacity & performance analysis and 
the application of the adaptive antennas. Among the useful techniques was the use of adaptive 
antennas that led to the smart antenna technology which provided great improvement in the system 
performance of wireless cellular systems. [25]. Nevertheless, conventional smart antenna systems 
only used the antennas array at either the transmitter or receiver (typically at the base-station) as 
either the multiple-input single-output (MISO) or single-input multiple-output (SIMO) setup and 
the technology is used in combating (instead of exploiting) the multipath propagations by means of 
spatial diversity combining or beamforming where the signal transmission or reception energy is 
focused (or maximised) in the direction of the desired user while minimising other undesired 
signals like noise or co-channel interference [8]. 
3 
Toward the late 1990s, the MIMO concept was revitalised. Multiple antennas at both the 
transmitter and receiver were utilised which opened up a whole new area of development in signal 
processing algorithms and detection techniques using the space-time concepts. [2-4,11,12,24, 
34,45,47]. Central to space-time techniques is the use of multiple antennas, which could be used 
in variety of ways to improve the system performance. Instead of mitigating the multipath effects, 
the multipath information is carefully exploited by using the scattering characteristic of the 
propagation environment to enhance rather than degrade the transmission accuracy by means of 
spatial diversity and space-time processing technique [8]. These techniques attempt to separate the 
corrupted signals (under the influence of co-channel interference) by treating the multiplicity of 
the scattering paths as separate parallel sub-channels and process the multiple received signals by 
means of combiner with appropriate weighting function that has an inverse response of the MIMO 
channel [4,11]. Hence, MIMO systems can be viewed as the architectural and technological 
enhancement on top of the conventional smart antenna technology where utilisation of multiple 
antennas, adaptive arrays technique and space-time processing are effectively combined together 
to improve the wireless transmission quality as well as the link capacity. 
Among the outstanding work in wireless MIMO systems was initially carried out by Bell 
laboratories, where the so-called Bell Labs Layered Space-Time (BLAST) architecture is 
proposed. Initially, the aim of BLAST system is to design a coding technique (known as Diagonal 
BLAST or D-BLAST coding system (by Foschini) [1], to efficiently make use of both the time 
and space entities. The encoded symbols are in turns fed into different transmit antennas for 
transmission at different time (cyclical coding) so that none of the individual transmitted sub- 
stream is totally subject to the worst channel paths at any time, which ultimately leads to higher 
spectral efficiencies. Although D-BLAST coding is attractive, the system suffered from high 
implementation complexity. Two years later, a simplified version of BLAST architecture known 
as vertical-BLAST (V-BLAST) was introduced [4]. The vector coding process in V-BLAST is 
simply a de-muhiplex operation followed by the modulation mapping process of independent sub- 
streams. No cyclical coding (or coding of any kind) is required. The laboratory prototype of V- 
BLAST system was actually implemented for the purpose of demonstrating the feasibility of the 
BLAST approach [4] but became a useful technique in its own right. 
The capability to cancel or reject the unwanted co-channel interference (ICI) is one of the 
crucial elements in V-BLAST systems to uplift the system performance where more resilient 
signal is to be detected first and its contribution is then cancelled out to assist the detection of a 
weaker signal. This technique has already proved to be very effective in the multiuser detection 
[43,44]. A revised version of V-BLAST that further illustrates the successive interference 
cancellation (SIC) capability can be found in [34]. The so-called SIC scheme also offers the added 
advantage to the MIMO system in terms of improving bit error probability performance, which 
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complements the obvious benefit of increased data rate. Nonetheless, the analysis and computer 
simulation of the V-BLAST system presented in [4,34] was restricted to frequency-flat fading 
MIMO channel. (The D-BLAST and V-BLAST algorithm will be further explained in Chapter 2). 
In general, the MIMO system architectures can be extended to the frequency-selective fading 
MIMO channel by incorporating the appropriate signal processing to detect and resolve the signals 
in the presence of inter-symbol interference (ISI) arises from the delay spread of the multipath 
channel as well as the co-channel interference (CCI) from multiple transmission streams [47]. Two 
main approaches have been formulated to deal with ISI and CCI in the MIMO systems. The first 
method is carried out in the frequency domain based on the use of the orthogonal frequency 
division multiplexing (OFDM) method introduced in [2], where detection is performed over each 
'narrowband' sub-carrier. This approach later known as the MIMO-OFDM system [35-39], has 
become increasingly vital as one of the potential candidate for the future generation wireless 
systems. It solves the problem of ISI by effectively slowing down the data rate by sending a single 
high-speed data channel as many slow-speed data channels on different orthogonally- spaced sub- 
carriers. The effect of the ISI is reduced because the data rate on each sub-carriers is low. 
The second approach is based on time-domain equalisation structure with decision feedback 
(DFE) scheme, which is also known as MIMO-DFE. The MIMO-DFE considers the problem of 
ISI in the multiple transmissions signal model by using a bank of feedforward filters and the 
decision feedback filters where the corresponding tap-weights are obtained individually to resolve 
each transmitted symbol by using some criteria such as minimum mean square error (MMSE). In 
general, the feedforward equaliser unit tends to compensate the overall effect of the ISI whereas 
the decision feedback unit attempts to remove only the ISI contribution (or the postcursor ISI) due 
to the already recovered symbol to the future received symbols. Earlier works related to this 
concept were studied in the context of cross-coupled channels and dually polarised radio system 
where the problems of multiplexing subject to crosstalk were investigated [40,41]. In later years, 
the concept of MIMO equaliser with the decision feedback unit was developed in [42,45,46]. 
Clearer illustration about the MIMO-DFE is provided in [47] and the implementation of MIMO- 
DFE receiver will be described in Chapter 2. 
The main core of the system presented in [47] is however the extension model of the MIMO- 
DFE structure that incorporates the 'order successive interference cancellation' (OSIC) scheme, 
which is used to cancel both CCI and ISI inherent in this frequency-selective channel. Not 
surprisingly this system is named as MIMO-OSIC-DFE, which is also a natural extension from the 
V-BLAST systems from frequency-flat model to frequency- selective model. The difference 
between is that in MIMO-DFE, decisions on preceding symbols are fed back into the detection 
process of each streams and CCI from the undetected future and on-time symbols are not 
cancelled. However, for MIMO-OSIC-DFE, data streams are successively detected with prior 
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cancellation of the entire CCI contributions from the previously detected streams and this is far 
more effective in terms of interference cancellation [47]. A similar work on the MIMO-DFE V- 
BLAST based model can also be found in [48]. Note that the focus of this thesis will be based 
primarily on the work presented in [47] and its further developments. 
1.1.2 Other Important Developments in MIMO Systems 
From circa 2000 until the present, MIMO systems have received intensified attentions 
worldwide and wide range of new arenas in research related to MIMO systems are continuing to 
emerge. Among the popular areas of MIMO related researches are: space-time coding (STC), 
MIMO information theory, correlation in MIMO channel, space-time channel modelling, MIMO 
channel measurement and characterization, MIMO channel estimation and etc. 
Space-time coding is of current emerging fields in MIMO systems. Good references regarding 
STC can be found in [49-54]. Among the prominent STCs are the space-time block code (STBQ 
and the space-time trellis code (STTC). The use of STC in the MIMO systems has brought forth 
several advantages that make it very attractive for high data rate wireless applications. First, STC 
makes use of transmit diversity [52] by providing coding at the multiple transmit antenna to 
improve the downlink performance with only a single receive antenna (MISO case), although 
multiple receive antennas can also be used. Secondly, STC combines spatial diversity with channel 
coding that provides additional coding gain in addition to diversity gain [49]. Thirdly, prior 
channel information is not required at the transmitter and this eradicates the need for an expensive 
reverse link. Lastly, due to the inherent coding structure (an orthogonal spatio-temporal structure), 
STC is found to be robust against non-ideal channel conditions such as channel correlation and 
Doppler effects [50]. (Good reviews of STC are also provided in [8,49,50]). A variety of other 
works related to STC; e. g. space-time auto-coding, unitary space-time modulation, differential 
Cayley coding, sphere decoding have also been considered and these can be found in [55]. 
The effect of antenna correlation in the MIMO systems has also been studied extensively 
[56-62]. Ideally, each path between a transmit antenna and receive antenna should be uncorrelated 
for maximum benefit. If the various paths become correlated the corresponding data streams are 
also faded coherently. It then becomes extremely difficult to remove the interference due to 
correlation and the system performance is significantly worsened. Spatial correlation may occur in 
the real world scenario mostly due to inadequate antenna spacing and insufficient scatterers [561, 
which may results in capacity reduction [56] and hence must be dealt carefully in order to prevent 
further capacity and performance degradation in the MIMO systems. However, recent research 
[601 has shown that correlated fading information can be utilised to advantage when channel 
knowledge is available at the transmitter, which may lead to a higher channel capacity than the 
uncOrrelated fading channel would permit. This is a new concept that further exploits the use of a 
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priori channel information as well as new developments in coding scheme for the MIMO systems. 
The success of MIMO technique is also dependent on the channel characteristic and in 
particular full exploitation of a priori channel information. Not surprisingly, current research work 
for MIMO system is focused on channel modelling, channel measurement and characterization and 
improved methods of MIMO channel estimation scheme. Due to the sensitivity of the space-time 
processing algorithms w. r. t the channel matrix properties, MIMO channel modelling is critical in 
accessing the performance of different MIMO architectures. A good review of MIMO channel 
modelling can be found in [63]. In [63], MIMO channel models can be categorised according to 
different analogy: 'wideband' versus 'narrowband' model (by considering the bandwidth of the 
system), field measurements versus scatterer models or non-physical models versus physical 
models. The 'narrowband' models [56,58,67] assume that the channel has frequency non- 
selective fading, and the channel has the same response over the entire system bandwidth whereas 
'wideband' models [65,66] are inherently frequency selective due to multipath propagation delay, 
and different frequency sub-bands have different channel response [63]. 
Field measurements method [65-69] involves direct measurement of the MIMO channel 
responses through collective points of a certain location whereas the scatterer models [56,64] 
attempt to capture the channel characteristic based on parametering the scattering effects in the 
MIMO channel environment. The non-physical models are derived based on statistical 
characteristic of the MIMO channels while the physical models use some physical parameters of 
the surroundings to provide reasonable description of the MIMO channel characteristic; e. g. ray 
tracing technique. 
MIMO channel measurement and channel characterisation are being actively carried out to 
gain more insight into the real propagation characteristic of the MIMO channels since the 
simulated channel modelling approach may not be able to effectively to represent the actual 
propagation scenario of the MIMO systems. By using detail measurements, the MIMO channel 
response can be properly identified and characterised. On the other hand, MIMO measurements 
can also serve as a good tool to verify how faithfully the MIMO channel model represents real life. 
Some of this crucial research can be found in [65-72]. 
1.1.3 Overview of Channel Estimation Techniques in MIMO Systems 
A particularly important area of MIMO research is channel estimation. In order to achieve the 
quoted capacity gains for MIMO systems, the multiple channel impulse responses and their fading 
coefficients must be known or estimated. Any deviation from perfect channel estimates results in 
reduced system performance. Most of the capacity analyses have been based on the assumption of 
perfect channel knowledge at the receiver [1,2]. Moreover, for the majority of the space-time 
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signal processing algorithms such as MIMO-DFE or STC, accurate channel state information 
(CSI) of the each sub-channel link in the MIMO channel is needed at the receiver in order to carry 
out the respective detection and decoding process. 
Many of the useful training-based MIMO channel estimation (MIMO-CE) schemes that have 
been developed can be found in [49,73-90]. Most of the MIMO channel estimation research 
mostly catered for coded space-time systems; e. g. MIMO-CE for MIMO systems that utilise STC 
[73-77] or for the MIMO-OFDM systems [78-82). These methods are designed to cope 
specifically with the nature of the coding such as space-time block codes or space-time multi-tone. 
Channel estimation research that related to the MIMO - BLAST systems is provided in [83-87]. 
In [83], it is shown that by using training signals from multiple antennas that are mutually 
orthogonal, produces best estimation accuracy (maximum likelihood estimate) for a given 
transmit power under most cases. It is also shown in [73,83] that for the layered space-time 
system the required training sequence length grows approximately linearly with the number of 
transmit antennas when the transmit power for training is optimised provided that the transmit 
powers for data and training are allowed to vary. However, when both transmit powers are 
required to be equal, the number of pilot symbols may be larger than the number of antennas. (In 
this thesis equal transmit power on both data and training is used). Nevertheless, the optimum 
length is independent of both the number of receive antennas and signal-to-noise [73]. However, 
the discussion therein is restricted to the flat-fading MIMO channel. 
Estimation of time-varying flat-fading MIMO channels was presented in [84], where trade-off 
between minimising the training sequence length and channel estimation error (caused by the noise 
and temporal variation of the channel) was demonstrated. This was one of the very first works that 
presented a MIMO channel estimation scheme for uncoded space-time systems; i. e. the BLAST 
system, although the work in [83] did cater for the more general MIMO case. A similar approach 
can also be found in [87]. The influence of the channel estimation error that leads to the new 
design of the V-BLAST architecture that cope with channel estimation error is shown in [85] and 
the impact of channel estimation error on the spectral efficiency of the MIMO systems was studied 
in [86]. Nevertheless, MIMO-CE research presented so far has been mostly restricted to the 
frequency-flatfading environment. 
There are some other MIMO channel estimation techniques worthy of being pointed out. The 
work on joint channel estimation, decoding and detection in MIMO systems are presented in [88- 
90] for STC related systems. In these systems, as the name implies, channel estimation and data 
decoding are achieved simultaneously by using different algorithms such as expectation 
maximisation (EM) in [88], constant modulus algorithm (CMA) with STBC in [89] and iterative 
parallel cancellation detection with interleaver in [90]. Nonetheless, those methods exhibit high 
algorithm complexity. 
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Other significant research that is related to MIMO-CE is found in [91,92] where concept of 
adaptive channel estimation and channel tracking is employed for multi-channel systems. 
Maximum likelihood sequence estimator has been considered in [91] and MMSE MIMO-DFE in 
[92] for equalisation that resolves both CCI and time dispersion effects of the MIMO channel. The 
key technique in both pieces of research is the use of a Kalman filter for adaptive tracking of the 
time varying Doppler channel. Nevertheless, the preliminary assumption is that perfect knowledge 
of the MIMO channel must avilable for the purpose of illustrating multi-channel tracking using the 
MIMO-Kalman filter in [92]. 
The MIMO-CE methods that have been discussed so far are based on pilot-assistance, which 
is also know as training-based approach. In contrast, non-training based, or 'blind' MIMO channel 
estimation is another active MIMO system research area. Some of the key work of blind MIMO 
channel estimation can be found in [93-99] and a very good introduction and review of blind 
space-time signal processing is presented in [93-95]. Blind channel estimation methods do not use 
any training signals to estimate the channel characteristic, but instead, it uses some kind of higher 
order statistic or take a subspace approach with oversampling technique to approximate the 
channel response though only the ordinary received data signals. Since no training is required, 
blind channel estimation appears to be very attractive since maximisation of the data throughput in 
the wireless application might now be possibly attainable. 
1.2 Motivation and Aim of Research 
The motivation of this research comes from the understanding that a good knowledge of the 
channel characteristic is vital for most of the space-time MIMO processes discussed above. 
Without proper and accurate channel information, the performance of MIMO systems is severely 
degraded and the practical performance is significantly worse than predicted. Theoretically, in 
order to assess the practicability of MIMO systems, all possible information about the MIMO 
channel must be obtained. This requires a suitable MIMO channel estimation scheme. 
The main aim of the research reported in this thesis is to investigate and devise possible 
approaches to the problem of MIMO channel estimation for uncoded space-time MIMO systems. 
The focus is on the incorporation of a suitable MIMO-CE scheme for the V-BLAST-based 
MIMO-OSIC-DFE systems described in [47], with the specific requirement of extending the 
channel estimator from the frequency-flat fading MIMO channel to the more realistic frequency- 
selective fading MIMO channel. The research address the particular problem of co-channel 
interference (CCI) posed by the multiple antennas configuration and the inter-symbol interference 
(ISI) posed by the frequency selectivity of the channel in wideband MIMO systems. The overall 
aim is to design a universal and simplified time domain training-based method that could perform 
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MIMO channel estimation efficiently while effectively dealing with the joint CCI and ISI problem 
in the frequency- selective case of the MIMO channel. 
Drawing on the works reported in [73,83,84] for the flat fading MIMO channel case a new 
training-based MIMO channel estimation and tracking algorithm has been developed using pilot 
matrix training for both frequency-flat fading and frequency-selective fading channel condition. 
The trade-off between the length of the training sequence and the channel estimation error is 
examined in detail for a number of different channel scenarios. The time-varying nature of the 
channel impulse response is also considered and the impact that this has on the quality of the 
channel estimate and subsequent MIMO system performance is considered in great detail for 
different channel scenarios. 
Computer simulations have been carried out to assess the impact of the channel estimation 
error on the bit error probability-system performance of a 'pure' MIMO system without the 
influence of coding; i. e. channel coding or STC. These results are also compared with the case 
where perfect channel estimation is assumed. The performance of the proposed channel estimation 
scheme is also studied and analysed for different MIMO channel parameters of the frequency- 
selective fading MIMO channel. Although, the proposed MIMO-CE method is primarily designed 
for the class of BLAST-based receivers described in [471, the channel estimation scheme could be 
also employed in any general MIMO systems for training of channel information. 
1.3 Thesis Outline and Contributions 
The thesis consists of six chapters. The major contribution to the field by the author is mainly 
presented in Chapter 4 and the corresponding simulation results are offered in Chapter 5. 
Chapter 1 provides a general overview of the key development in MIMO system and current 
MIMO research. The literature surveys of various MIMO research methods have been provided 
together with an overview of current MIMO channel estimation schemes. 
Chapter 2 is an introductory chapter that provides all the necessary fundamentals of MIMO 
wireless systems. It begins with a description of the basic wireless propagation, pace-time channel 
characteristic and basic MIMO architecture. The concept of space-time processing (STP) is 
subsequently introduced in order to provide the necessary understanding of how STP has evolved 
and applied to MIMO systems. The related problem of CCI and ISI is also discussed. The BLAST- 
based systems in [1,4,47] will also be described, emphaising the importance of interference 
cancellation schemes. This description of MIMO-BLAST systems includes the D-BLAST and the 
V-BLAST versions that operate in the frequency flat fading conditions and its extended version, 
MIMO-DFE-OSIC receivers, which operates in the frequency- selective fading channel. The main 
contribution of the author in this chapter is the development of a modified version of V-BLAST 
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system that is based on QR decomposition of the MIMO channel, which has been published in 
[126]. In the proposed QR detection method, a computationally efficient sub-optimum successive 
interference cancellation technique is presented. The QR method has excellent performance and 
does not require the computationally intensive matrix inversion operation. The chapter concludes 
with a summary of the needs of channel estimation in the MIMO systems. 
Chapter 3 presents three general approaches for the estimation of the flat-fading MIMO 
channel, namely the MIMO-LMS algorithm, the MIMO-RLS algorithm and the MIMO-PMI 
algorithm. The first two algorithms belong to the family of adaptive methods, which uses the 
conventional method of least mean squares (LMS) and recursive least squares (RLS) respectively. 
The last algorithm is a non-adaptive type where channel estimation is obtained by direct inversion 
of the pilot matrix sent. The difference between the adaptive and non-adaptive approach is that in 
the adaptive approaches, the pilot symbols are successively sent across the transmit antennas in a 
vector format and processed adaptively at the receiver's estimator so that the estimate can finally 
be converged to the actual value of the channel. Whereas in the non-adaptive approach, the pilot 
symbols are sent over the channel in a block of matrix (in burst), known as pilot matrix whereby 
the corresponding block received signals are jointly used to estimate the channel through a single 
matrix inversion process. Hence, the name pilot matrix inversion (PMI). Author's contributions to 
this work are the MIMO-RLS algorithm [87] and the MIMO-PMI algorithm [144]. 
Chapter 4 presents a novel MIMO channel estimation scheme for the class of MIMO-OSIC- 
DFE receivers described in Chapter 2. In this chapter, the development of MIMO-CE from the 
frequency-flat model to the frequency-selective model is considered together with the related 
problems of CCI and ISI effects. The development and implementation of the novel MIMO-CE 
scheme are demonstrated, where the design of training symbols and the construction of the pilot 
matrix is based on the use of set of orthogonal Hadamard sequence. Perhaps, the most important 
achievement of this work has been the discovery of a more efficient MIMO-CE method that 
employs the training sequences extracted from the Paley's construction of the Hadamard matrix 
instead of the ordinary Hadamard matrix. It is found that pilot matrix construction using ordinary 
Hadamard matrix results in unnecessary time-gaps and longer training sequences. However, 
through the unique matrix arrangement of Paley-Hadamard matrix (that combines the orthogonal 
and Toeplitz-like structure), the length of the pilot sequence is minimised. Examples are also given 
to illustrate this MIMO-CE method for different channel parameters. 
Another important achievement is the attempt of utilising the fractionally-spaced channel 
model that enables the MIMO systems to be demonstrated under far more realistic channel 
conditions whereas the original MIMO-CE scheme assumes that the path delays are symbol- 
spaced. The extended MIMO-CE scheme incorporates a fractionally-spaced design to allow the 
path delays within a fraction of the symbol period to be estimated. The design and implementation 
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of the novel fractional MIMO-CE scheme is demonstrated by mean of an example case. The 
author's contribution in terms of the MIMO-CE works can be found in [145,146,147,148]. 
Channel tracking that assists the proposed MIMO-CE scheme is also shown in the last section 
of Chapter 4. The method uses the recovered data blocks to perform tracking so that the channel 
estimate initially obtained by the proposed MIMO-CE method can be adaptively updated. The 
advantage of this approach is two fold. First, it allows the period between the transmissions of 
pilot symbols to be lengthened; thereby improving throughput since training of channel is allowed 
to be farther apart. Second, if throughput if not an issue channel tracking can be used to minimise 
the channel estimation error due to the time-variation of channel. 
Chapter-5 presents the simulation results obtained from the works described in Chapter 2,3 
and 4. The chapter is divided in five major sections. Section 5.1 shows the performance of the 
layered space-time receiver in a frequency-flat fading MIMO channel with different MIMO 
configurations. Results are shown for various detection methods: linear ZF, linear MMSE, 
nonlinear ZF and nonlinear MMSE. Section 5.2 shows the performance of the layered space-time 
receiver using the QR detection methods for both linear and nonlinear detection. The results also 
demonstrate the importance of the need for re-arranging the channel matrix prior to QR detection. 
Section 5.3 presents the results related to all the MIMO-CE methods described in Chapter 3, where 
the performances of the respective estimator as well as the impact of channel estimation error on 
the layered space-time receiver's performance are shown. Same emphasis is placed on the 
proposed MIMO-RLS and MIMO-PMI algorithms where the results are obtained for different 
estimator parameters and different channel conditions. 
Perhaps the major contributions to the results presented in Chapter 5 are provided in Sections 
5.4 and 5.5, which correspond to the theoretical work in Chapter 4. Section 5.4 presents the 
performance of the novel MIMO channel estimator described for a range of different time-varying 
frequency-selective fading MIMO channel conditions. Results are shown for the symbol-spaced 
method as well as the fractionally-spaced method for different channel and system parameters. 
Section 5.5 presents the performance of the MIMO-OSIC-DFE layered space-time receiver in the 
frequency-selective multipath fading MIMO channel. The results are shown for different system 
configurations, equaliser settings and different numbers of channel paths within each sub-channel 
link. The results also compared with the case where perfect channel knowledge is assumed. The 
impact of the channel estimation error on the system performance of the layered space-time 
receiver is also shown. These results have applications to the practical design of space-time 
systems for high-capacity over frequency-selective fading MIMO channels. 
Chapter-6 concludes the thesis with respect to each chapter. Recommendations for future 
areas of investigation related to this research work are also discussed. 
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Chapter 2 
Multiple-Input Multiple-Output 
Wireless Communication Systems 
This chapter focuses on the basic architecture of multiple-input multiple-output (MIMO) 
wireless communication systems, which requires the understanding of space-time signal 
processing. For this reason, the concepts of space-time signal processing and various detection 
techniques will be discussed initially before proceeding to a specific MIMO wireless architecture; 
the Bell Laboratories LAyered Space-time System (BLAST), which is believed to be one of the 
pioneering technique in using the multiple antenna array elements to enhance system capacity. 
An understanding of different types of MIMO channels is also essential for the 
development of the BLAST architecture especially from frequency-flat to frequency-selective 
MIMO channels. The evolution of the BLAST system, particularly on the Vertical-BLAST (V- 
BLAST) architecture and its extended versions will be discussed accordingly in this chapter. 
2.1 Basic Wireless Propagation 
The mobile radio channel provides the physical medium that supports electromagnetic 
wave propagation between a transmitter and a receiver. A signal travel through the wireless 
channel arrives at the destination along a number of different paths as multipath. These paths 
arise from reflection, diffraction and scattering of the radiated energy by the objects or buildings 
around the vicinity of the receiver. These effects have a range of impacts on the received signal. 
2.1.1 Signal Attenuation - Free Space Path Loss 
Free-space loss is an overall variation in the signal's power that varies due to the distance 
of travel between the transmitter and the receiver. The reduction in power can be related to the 
inverse square law [112]. The received signal power (Friis equation) can be expressed as: 
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where Pt and P, are the transmit and receive powers respectively. ;ý is the wave-length, G, & Gr 
are the power gains of the transmit and receive antennas respectively and d is the distance 
between the transmit antenna and the receive antenna. The received signal power decreases as the 
distance of separation increases. 
2.1.2 Macroscopic Fading - Shadowing 
Shadowing arises due to the varying nature of the particular cluster of obstructions between 
the transmitter and the receiver. This type of fading is generally associated with an increase in 
signal absorption due to the environment. Different clusters along individual path at a given 
distance will results in variation with respect to the nominal value of the path loss model in (2.1). 
Some paths will suffer increased loss, while others will be less obstructed and have increased 
signal strength. Shadowing is normally associated with log-normal distribution. (Refer to [1081 
for further detailed explanation). 
2.1.3 Microscopic Fading - Rapid Fading 
Microscopic fading refers to rapid fluctuation of the received signal in space, time and 
frequency with variations on small-scale of 1/2 wave-lengths. The rapid fading results from the 
constructive and destructive signal between the multiple waves that are caused by the scattering 
effect of the arriving multipaths (which carries the copies of same signal with a different phase, 
amplitude and time of arrival). The superimposition of these signals produces variations in the 
signal envelope, which causes 'fading' in the received signal. Depending on whether a line of 
sight (LOS) path exists or not, the rapid fading condition gives rise to either Ricean or Rayleigh 
distribution of the received signal envelope respectively [I 11,113]. The Rayleigh distribution is 
considered to be a good approximation to measured fading amplitude statistics for the mobile 
fading channels in the non line-of-sight (NLOS) situations, which is often the case in urban areas. 
Whereas, the Ricean distribution resembles the LOS situation, which is observed mostly in the 
open-spaced rural areas. The Ricean and Rayleigh p. d. f may be given as follows: 
r 
-, 
2/(2a, 2) KIO(rNF2K) PRicean (r) = -je e- u 
(2.2) 
where r is the amplitude of the received signal and o2 is the variance of the multipath. The 
function Io is the modified Bessel function of the first kind and zere order. The factor K gives a 
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measure of the ratio of the power received in the direct LOS to the total power received via other 
paths. Thus, in the NLOS situation, K=0 and distribution of the received signal's amplitude 
becomes Rayleigh. On the other hand, as the K increases until infinity, which is the pure LOS 
with no indirect paths scenario, the distribution of r become Gaussian. This is similar to the 
situation where only additive white Gaussian noise (AWGN) condition is present in the channel. 
2.1.4 Channel Classiflcation 
Signal propagation over the mobile radio channel is subject to spreading in both the time 
and frequency domains. Doppler frequency-spread is caused by the movement of the mobile unit 
and the different angles of arrival of the scattered signal at the receiver and the time-delay spread 
is caused by the multiple arrival of many signal echoes at the receiver in several 'beams' of 
multiple waves with large differences its arrival time. Doppler spreading gives rise to time- 
selective fading and frequency dispersion, whereas the time delay spread results in time- 
dispersion and hence frequency selective fading. Although all of the channel effects are almost 
always present, the classification of the channel is based on the transmitted signal's nature and 
the most dominant of these effects. 
2.1.4.1 Delay Spread - Time Dispersive/Frequency Selective Channel 
This kind of channel results from the presence of significant delays in each multiPath which 
leads to stretching of the transmitted signal in the time domain. The previous symbol continues to 
arrive at the receiver as the initial energy of the next symbol arrives, thus creating ambiguity in 
the demodulation of the new symbol. This process manifests itself as intersymbol interference 
(ISI). The span of the path delays is called the delay spread. Time dispersive channels are also 
frequency selective fading because the superimpositions of two signals, one time-delayed from 
the other, can be modelled as a transversal filter that provides signal cancellation at certain 
frequencies around the reciprocal of the delay-spread. 
Frequency selective fading can be characterised in terrns of coherence bandwidth Bc, which 
is inversely proportional to the RMS delay spread -r,,, of the channel. 
T 
. r,. = 
ý_ 
ILI 
Bc where F 2: P, rl - ro rrms T 
(2.3) 
where PT is the total power in the channel and L is the total number of significant paths. Pi is the 
power in the ith path and zi is the time-delay of signals on the P' path. 
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The RMS delay spread is a good indicator of system performance for the moderate delay 
spread. If -r,. is less than the symbol duration T,, no significant IST is encountered and channel 
may assumed to be frequency flat. Conversely, when the coherence bandwidth BC of the channel 
is comparable to or less than the signal bandwidth Bs, Bs > Bc, the channel is said to experience 
frequency selective fading, which is also known as wideband channels since the bandwidth of the 
signal is wider than bandwidth of the channel impulse response [113]. 
2.1.4.2 Doppler Spread - Frequency Dispersive/Time Selective Channel 
The time-selective fading due to transmitter, receiver or scatterer motion results in a 
Doppler spread, BD. In this case, a pure tone (frequencyf, in hertz) spreads over a finite spectral 
bandwidth (f, +fd) give rise to frequency dispersion [12]. The Doppler effect results in the change 
of apparent frequency (which is the Doppler shift fd) of the arriving waves according to the 
mobile speed and direction of wave. The Doppler shiftfd is given as: 
v cos a cos a (2.4) 
c 
where vis the speed of the transmitter, receiver or the scatterer, c is the light speed (3x 10 8 m/s), a 
is angle of affivaIj is the carrier frequency andfd is the maximum Doppler shift at a---O. The 
reason why the received signal suffers from Doppler-spread is because the scattered signals may 
arrive over a wide range of angles, each having its own frequency shift. The Doppler power 
spectrum has the classical U-shaped form is approximated by the Jakes model [112]. 
Time-selective fading can be characterised by the coherence time, TC of the channel, which 
is inversely proportional to the Doppler spread of the channel BD: 
T11 (2.5) c BD or 7dmax 
A useful approximation by Steele [114], to Tc for the classical channel is: 
TC z9 (2.6) 16)rfd.. 
Coherence time Tc is actually a statistical measure of the time duration over which the 
channel response is relatively invariant. If the reciprocal bandwidth of the signal (the maximum 
symbol duration) is greater than the coherence time; Ts > Tc, then the channel is considered time- 
varying with fast fading. On contrary, if the baseband signal bandwidth BS is much greater than 
BD then the effects of Doppler spread are negligible at the receiver, which can be classified as the 
slow fading invariant channel. 
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2.1.4.3 Non-Dispersive Channel 
In the non-dispersive channel, signal does not fade with either time or frequency. It is also 
known as doubly-flat channel, where the signal bandwidth and its symbol duration is less than the 
coherence bandwidth and the coherence time of the channel, respectively. 
2.1.4.4 Doubly Dispersive Channel 
Doubly dispersive channel exhibit both frequency selective fading and time selective fading 
due to long propagation delays and rapid varying nature of the channel. In this case, the signal 
bandwidth and its symbol duration are greater than the coherence bandwidth and the coherence 
time of the channel respectively. 
2.1.4.5 Summary of Channel Classification 
1) Frequency Flat (no delay-spread) & 2) Frequency Flat (no delay-spread) & 
Time-Flat (slow fading) Channel Time-Selective (fast fading) Channel 
Bs << Bc TS << TC Bs << Bc TS> TC 
or or or or 
TS >> Bs >> BD TS >> Bs < BD 
(Doubly -flat fading channel) (Fast-varying flat fading channel) 
3) Frequency Selective (Delay-sprcad) & 4) Frequency Selective (Delay-spread) & 
Time-Flat (slow fading) Channel Timc-Selective (fast fading) Channel 
Bs>Bc TS << TC Bs>Bc TS> TC 
or or or or 
TS < rr's Bs >> BD TS < r., Bs < BD 
(Slow-varying frequency-selective channel) (Doubly dispersive fading channel) 
Bs = Bandwidth of the baseband signal TS Symbol duration of the baseband signal 
Bc = Coherence bandwidth of the channel Tc Coherence time of the channel 
BD = Doppler spread of the channel rý, n, = RMS delay spread of the channel 
Table A. 1: Summary of different types of fading channel. 
2.1.4.6 Angle Spread - Space Selective Fading [12] 
Angle spread can be observed in the multiple array antennas at the receiver as the spread in 
angle-of-aff ivals (AOAs) of the multipath component. Similarly, angle spread at the transmitter 
refers to the spread in angles of departure (AODs) of the multipath that reaches the receiver. 
Angle spread 6ý., causes space-selective fading which means that signal amplitude depends on 
the spatial location of the antenna. Space selective fading is characterised by the coherence 
distance Dc, which is the spatial separation for which the autocorrelation coefficient of the spatial 
fading drops to 0.7 [12]. The coherence distance is inversely proportional to angle spread. 
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2.1.5 Scattering Model 
Two types of major scattering cffccts can be observed in both the uplink and downlink 
transmission. However, only the uplink will be discussed here since the scattering effects can be 
applied in both directions. First is the local to terminal scattering and second is the remote 
scattering. Local to terminal scattering is caused by buildings or other scatterers within the 
vicinity of the handset (near field effect). Terminal motion and local scattering give rise to 
Doppler spread. While local scatterers contribute to Doppler spread, the delay spread induced by 
local scatterers is usually insignificant because of the small scattering radius. 
In the remote scattering, the emerging wavefront from the local scatterers may travel 
directly to the based-station or may be scattered towards the base-station by remote dominant 
scatterers, giving rise to a specular multipath. Remote scatterers can be either terrain features or 
high rise buildings. Remote scatterers can cause significant delay spread. Doppler spread is also 
experienced due to motion of the terminal as well as the scatterers. 
Scatterers 
- --- ------------- local to base station D 4v ......... ------------ > 
CEI 
Remote scatterers > 
Hwý 
El Scatterers 
local to mobile 
Figure 2.1: Classification of scatterers 
2.2 Space-Time Propagation Characteristic and MIMO Channel 
In this section, the propagation representation of the MIMO channel model is presented, in 
particular, for integration of spatial dimension (in MIMO sense) into its basic propagation model 
[ 12]. Some of these topics in [ 12,110,111 ] are worthy of being pointed out for the understanding 
of the MIMO channel model, which are mostly used in the works presented in this thesis. 
2.2.1 Space-Time Random Field [12] 
The space-time channel can be modelled as a linear time-varying system. The propagation 
impulse response between the transmitter and receiver can be generally denoted as Ar, t, a), 
which can visualised in figure 2.2. The 'channel' can also defined as the response at receiver 
whose antenna is located as position d at time t to an impulse launched at time Q-T) from the 
transmit antenna placed at origin, where t is the time-varying index. 
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p(ro, 0, di) 
o, to, diT 
10 Receive N-- di 
antennas 
x 
Transmit antenna at origin 
p rl, d2) 
0, rl (ri, ti, d2) 
t tj I ri 
Figure 2.2: Space-time channel impulse response as a vector valued ST random field 
Note that p(r) sampled at the various delays (r) can collectively be described by a vector 
and consequently p(r, t, d) may be thought as a vector valued ST random field. [11]. The 
behaviour of p(r, t, d) is generally very complicated though practical situations lend themselves 
to certain simplifying assumptions such as stationarity, which shall be pointed out next. 
2.2.1.1 Wide Sense Stationarity (WSS) 
WSS implies that the 2d order time statistics of the channel are stationary Oustified over 
short periods, T,, ). For clarity, d ofp(r, t, d) is dropped temporarily and WWS implies: 
E (p(r, t) p* (. r, t +At)) = Rt (r, At) (2.7) 
where R, (rAt) is called the lagged time correlation function. Note that the autocorrelation in 
time depends only on the lag At and not on t. In the frequency domain, as T. -+ oo, we have 
EJU(r, f, )U(r, f2)1=0 iffl:;, -f2 (2.8) 
where U(r,, t) is the channel description in delay(r) of the Doppler frequency(f) domain. (2.8) 
implying that the channel at different Doppler frequency is uncorrelated [100]. 
2.2.1.2 Uncorrelated Scattering (US) 
In US model the scatterers contributing to delay spread in the channel is assumed to have 
independent fading, i. e.: E jp(rj, t) p* (r2, t)) =0 if rl # r2 (2.9) 
The US model also assumes stationarity in the transmission frequency domain as: 
E (P(f, t) P* (f +Af t)) = Rf (Aft) (2.10) 
where Rf (Aft) is called the lagged-transmission frequency correlation function. The 
combination of the WWS and US assumptions leads to what is called the wide sense stationary 
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uncorrelated. scattering (WSSUS) model, which is stationary in time and frequency domains and 
conversely has independent components in Doppler frequency (/) and delay (r) dimensions. 
2.2.13 Homogeneous Channels (HO) [12] 
In the HO model, the space dimension d is introduced. The model assume that the statistical 
behaviour ofp(r, t, a) is locally stationary in space over several tens of the coherence distance. 
Efp(r, t, d)p*(r, t, d+Ad)j = Rd(rI, Ad) (2.11) 
where Rd(rt,, &d) is called the lagged space correlation function. The space dimension d is also 
related to the angle 0 and the angular transformation of the channel response, S(r, 1,0 as: 
-J2rsin(0) 
d 
-, 
p(r, t, d) = flg S(r, t, 0) e 
'--, d0 
where S(-r, t, 0) is the channel description in the delay(r), time(l), angle(O domain. Assuming a 
discrete scattering model, with scatterers located at different path delays and AOAs, S(r', 01) 
(dropping t) can be interpreted as the scattering amplitude of the scatterer located at Tj and 0, - For 
homogenous model in p(r, 1, a), leads to the following: 
EIS(-r, t, O, )S * (rlt, 02)1=0 'fol*02 (2.13) 
(2.13) implies that signal arriving from scatterers at different angles are uncorrelated. The 
WSSUS and the HO model can be combined to form the WSSUS-HO channel. Homogeneity 
requires scatterers to have statistically ornnidirectional scattering and linear uniformity. 
2.2.2 Space-Time Channel and Signal Model [12] 
In this part, the MIMO channel model is illustrated using the physical scattering model for 
both flat fading and frequency selective fading channel, which is used throughout the works 
presented in this thesis where the non line-of-sight (NLOS) Rayleigh fading with WSSUS-HO 
model is assumed for each path between the transmit-receive antenna pair in the MIMO systems. 
2.2.2.1 MIMO channel model [12] 
Let h(-r, t) be the overall time-varying channel impulse response (CIR) from the input of the 
Pulse-shaping filter g(r) at the transmitter, through the propagation channel p(r, t), to the output 
of the receiver matched filter. For convenience, hj,, ýr, t) is referred as the individual CIR from the 
i th transmit antenna top receive antenna. Hence, within this sub-channel, the received signal At) 
as a SISO model can be viewed as: 
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h(r, I)s(t - T)dr = h(r, t) * s(t) (2.14) 
where * denotes the convolution operator. Note that the received signal y(I) is produced by the 
integration of same signal s(I) that aff ived in different scattering paths within the duration 
However, in the MIMO scenario, the signal model involves more that one sub-channel and 
multiple signals from different sources. Consider a MIMO system with M transmit antennas and 
N receive antennas. The (NxM MIMO channel matrix H(r, t) can be defined as: 
hl', (r, t) h,, 2 (r, t) ... hl, m (r, t) 
H(r, t)= 
h2,1 (r, 0 h2,2 ("2 t) ... 
h2,, t) 
(2.15) 
_h, 
v, l (r, t) hN. 2 
(r9 t) ... hvm (r, t)- 
The column vector [h,,, (rt) h2, i (r9 1) ... hN', (rq t)] 
T is the spatio-temporal signature or sub- 
channel link from ith transmit antenna to all N receive antenna. The signal received at the P 
receive antenna at time 1, can be expressed in the following single input-output relationship as: 
m 
yj(t)=2: hj,, (-r, t)*s, (t); 
i=l 
(2.16) 
where s, (t) is the signal sent from th transmit antenna at time t. The input-output relationship (in 
MIMO sense) can be further expressed as: 
H(r, t)*s(t) (2.17) 
where s(t)+, Q) S20) - SM(t)]T is an (Mxl) input (transmit) vector and the (Nxl) output 
T 
(receive) vector is denoted by y(t) = 
[YI W Y2 W YN (0] 
2.2.2.2 Physical Scattering Model for Space-Time Channel [121 
The (NxM MIMO channel matrix H(r, 1) in (2.15) can be related to the physical scattering 
model of the channel. A single scatterer is assumed where S(O,, r, ) is the complex scatterer 
amplitude of the scatterer located at angle 0, and delay ri. The transmitted signal is scattered and 
arrives at the receiver at different angles and delays. S(Oi, -r, ) is an independent identically 
distributed (11D) complex Gaussian random variable (US assumption). Dropping the time-varying 
dependence, t, the (NxM MIMO channel matrix H(T) can be constructed as: 
X 'Cmax 
H(r)= ff S(O, r')a(O)b(0)Tg(. r_r')dr'dO 
-j[ 0 
where r is the maximum delay spread of the physical channel. b(O) and a(O) are the array 
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response vector at the transmit and receive antenna array respectively, which defines the spatial 
signature across the respective antenna array, representing the phase difference induced at the 
antennas at angle 0. (The spatial signature is a function of array geometry, antenna element 
pattern and AOA). g(r) is the combined effect of the pulse-shaping at the transmitter and 
matched-filtering at the receiver. The scattering effects in (2.18) implies that a scatterer located at 
angle 0 and delay r w. r. t the receive antenna array now appears to be located at angle ý w. rA the 
transmit antenna array. No difference is made for the scattering amplitude resulted from the 
receive and transmit antenna array; S(O, r) = S(O, -r) since the scatterers being the same. 
Nevertheless, the physical scattering ST channel described in (2.18) is based on a single 
scatterer for illustration purpose, which cannot adequately model all the channel effects. Usually, 
there are more scatterers which create the multiple scattering effects in the channel, where signal 
uses more than one scatterer to reach the receiver. 0,0 and r become independent when multiple 
scattering effects are assumed. According to [12], with suitable choice of scatterer location, 
antenna element patterns and the use of multiple scattering model, the elements of H are found be 
independent zero mean complex Gaussian (ZMCG) random variables, which can be described as 
Z= X+jY where X and Y are independent real Gaussian variables with zero mean and equal 
variance (which represents the NLOS Rayleigh fading distribution). If the delay spread in the 
channel is negligible; i. e. = 0, (18) can be rewritten as: 
9 r... 
ff S(O, r')a(0) b(0)Tdrodo g(T) = Hg(T) (2.19) 
-x 0 
where H becomes H, the IlD (spatial white) MIMO channel is with the following properties: 
Ef EH,, ]j,, I=0, &EfI EH w 
]j, 
l 
12 1=1, 
(2.20) 
EJEH w1j, 
EH 
w 
]*,. 0 if j#nori#m 
n 
1= 
Hence, H or K, in the subsequent discussion is of non-physical models since they do not 
incorporate the actual physical path structure. Since it is ZMCG model, each coefficient or 
elements in H can now be independently generated according to Rayleigh fading as follows: 
hj, 1 = a+jb A Normal 0, -L +jNormal 0, 
ý 
NF2 
)( 
j2- 
) 
The complex coefficient h,, i generated in (2.21) has zero mean, unit variance and has the 
normalised condition as: EI jhj, j 
12 1=I. The complex entities in (2.2 1) will be used for the MIMO 
channel model throughout the thesis. 
22 
2.2.23 MIMO Sampled Signal Model 
For aftequencyflat fading condition, the MIMO channel is modelled by a (NxM matrix H 
[ 12,83] and the received signal vector y(k) can be expressed as: 
y (k) = 
S-Hs(k) 
+ n(k) 
F PT 
(2.22) 
where PT is the total transmit power, s(k) is the transmit vector that consists of all signals sent 
T 
from M transmit antenna as s(k) = [s, (k) 82 (k) ... sm (k)] . n(k) is the (Nxl) AWGN noise 
vector with variance N.. Next, for the frequency selective fading channel, the MIMO signal 
model [ 12,47] can be related as follows: 
P" 
hl', ... hi'm sl(k) 
y(k) T 
X+ 
n(k), (2.23) 
- 
hN, l ... hN, M_ _sm(k)_ 
where hjj = 
[hjj (0) ... hj, j (L - 1)] is the (I xM CIR (with length L specifying the delay spread of 
the channel) from th transmit antenna to j' receive antenna. s, (k) = [s, (k) ... sj(k-L 
+ 1)]T is the 
A 
transmit vector representing consecutive L past and present signals sent from i transmit antenna. 
n(k) is the same (Nx 1) AWGN noise vector. (2.23) can also be re-written as: 
y(k) = 
FLýýHjsjk)+n(k) 
m 1=1 
(2.24) 
where Hi = 
[hj, 
j ... hNJ 
]T, S the dedicated channel matrix that contains all the CIRs from i4h 
transmit antenna to all receive antenna. The usefulness of having such expression will be revealed 
in the MIMO equalisation process shown in later section. 
2.3 Basic Wireless MIMO Architecture 
The Multiple-input multiple-output (MIMO) wireless communication system, which is also 
named as multiple antenna system [109], uses multiple antenna arrays or multiple transmit- 
receive antennas to permit data transmission rates far in excess of those using conventional 
single-input single-output approaches. This is made possible by simultaneous data transmission 
in parallel using the same frequency band through multiple spatially separated antennas at the 
transmitter. The receiver employs the spatial diversity that exists over wireless channel together 
with the space-time signal processing to handle the multipath propagation and the resulting co- 
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channel interferences in order to improve signal reception for simultaneous data detection. 
A general block diagram of a MIMO wireless communication system that comprises of the 
transmitter and the receiver is shown in figure 2.3 below. 
Multiple transmit antennas Multiple receive antennas 
Incoming __Y 
Y_ 
Recovered 
data MIMO 
--Y 
Y- MIMO 
data 
Transmitter NINO Receiver stream stream 
Channel 'Y 
Figure 2.3: General block diagram of a MIMO wireless communication system 
The multiple antenna set-up at both the transmitter and receiver results in a MIMO 
communication channel. Depending on the nature of the environment (either frequency-flat 
fading or frequency-selective fading), the MIMO channel and its multipath scattering can be 
properly exploited in order to provide useful spatial diversity where the scattering characteristics 
of the propagation environment is used to enhance rather than to degrade transmission accuracy 
by treating the multiplicity of the scattering path as separate parallel sub-channels. 
At the transmitter, an incoming single user's data stream is split into multiple parallel sub- 
streams and an array of transmit antennas is used to simultaneously launch these parallel sub- 
streams. Since all sub-streams are sent using the same carrier frequency band (for each transmit 
antenna), the spectrum is used very efficiently. Through parallel data transmission, the effective 
data rate is also increased nearly in proportion to the number of transmit antennas used. 
The MIMO wireless channel can be fundamentally described by a channel matrix, H, which 
comprises the random complex component, that describes the radio path from a specific transmit 
antenna to the specific antenna. Hence, H contains all the sub-channels that exist between the 
multiple antennas at both sides of the transmitter and receiver. Nevertheless, these coefficients 
are described by the basic propagation characteristic addressed previously in the section 2.2. 
The receiver's structure acts as the central processing unit for the MIMO system. it is here 
that contains all the sophisticated algorithms, which process the received signals that are distorted 
over the channel. The receivers unit are capable of handling most types interferences that are 
encountered in the MIMO system such as co-channel interference (CCI) and the inter-symbol 
interference (ISI). Clever signal processing methods such as temporal equalisation process and 
array bearnforming are employed. These methods can be referred as the 'space-time' processing 
which will be addressed in the next section. 
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2.4 Space-Time Signal Processing 
The use of multiple antennas and array signal processing has become increasingly popular 
due to the demand to support more users in the existing wireless communication systems and to 
improve the economics and performance of the networks. This technology is sometimes referred 
as smart antennas or space-time processing (STP) [11,24], where the received signals is 
processed in space and tirne to maximise signal reception. In general, STP technique provides 
three processing leverages [11]. First is the array gain. Multiple antennas capture more signal 
energy, which can be combined to improve the signal-to-noise ratio (SNR). Second is thespatial 
diversity gain to combat space-selective fading. Finally, STP can simultaneously reduce co- 
channel and adiaceni channel inter/erence. These potentials in STP have indeed improved the 
coverage, link quality, data transmission rate and system capacity of the wireless network. 
STP extends earlier techniques to incorporate rich structure of communication signals and 
improve resistance to fading and interference. In the following discussions, the evolution of STP 
from the conventional equalisation in time to the array signal processing (adaptive beamforming) 
in space and the combination of both space-time processing will be discussed systernatically to 
provide more insightful understanding for the purpose of utilising the multiple antennas 
architecture. Here, the context of STP in [I I] will be followed through and further analyses about 
the STP will be provided to illustrate the necessary concept of usino space and time processino ýn n, 
2.4.1 Time-Only Processing [11] 
Time-only processing corresponds to equalisalion process to counteract the inter-symbol 
interference (IS I) of the channel. (See [118,119] for a review of channe I equal isation). Figure 2.4 
depicts the standard baseband temporal equalizer set-up for the single-input single-output model: 
I -------------------------------------------- -T X(I) x(k) x(k- I) x k-K+I) 
K) 
z Z- 4z 
Channel -Ko W/ IV Equaliser W/ 
---------------------- - 
Y( 
- 
k) 
------- 
Figure 2.4: Baseband equaliser for SISO model. (Horizontal processing structure) 
The received signal, x(l), is sampled (at baud or higher rate) and discrete-time input, x(k), is 
then filtered through a linear equaliser which is usually implemented as a tapped delay line, finite 
impulse response (FIR) filter. The FIR structure allows the collection of present and past received 
signals to be processed by the equaliser in time, which has K+ I taps that corresponds to 
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respective weights. it'k. The discrete output, v(k). is produced b,. the sum oftlic N% ei,, Iitcd Past and 
present input of the FIR filter. Depending on the sampling rate, _v(k) maN 
be do\ý n-sanipled (l'or 
the over-sampling case) before the symbol decision (slicing) process. 
The equalisation process can be applied either to the single-user case. %Nhich 1, the single- 
input single-output (SISO) model or to the multi-users scenario, %%hich is the multiple-input 
single-output (MISO) model. In the SISO model, ISI is the only problem therel'Ore the 
equalisation can be carried out effectively using time-only processing provided the channel state 
information is known. However, in the MISO model, besides ISI. the co-channel Interference 
(CCI) becomes an additional problem if all users are transmitting in the same lrc(lUC11C-N hand. In 
the following illustration. the time-only processing is used to deal v, ith both ISI and CUL 
sl(k): User I 
s, (k): User 2 
so(k): User Q 
\(0 
Figure 2.5: miso model of multi-users scenario with single received antenna. 
Consider the MISO model above with Q users in a noiseless case. With the sampling rate at Z- 
baud, the discrete input to the equaliser (the individual received signal) can be represented as: 
x(k) = Lhqs, (k) = h, s, (k) + h, 'S' jk) (2.25) 
q-1 
where hq = 
[hq(l) hq(2) ... hq(L)l is the FIR channel of the q"' user which is a (I A) row 
vector and Sq (k) ý 
[Vq (k) ... Sq (k -L+ 1)ý is the transmit vector from the current (k)"' symbol 
back to the previous (k-L+ I )th symbol by the q"' user. As mentioned. the equaliser output is 
obtained by the weighted sum of present and past inputs, x(k) = [, v(k) ... x(k _ K)]T as: 
WH 6) y(k) = x(k) 
where w=[vt(O) it(l) ... it(K)] 
TiS the weights in the equaliser. x(k) can also be expressed as: 
x(k) H, l S,, (k) 
(2.27) 
q-1 
where s,, (k)=[s, (k) --- sq(k-L-K+ 1)] T is the new (K+L)x I transmit vector that consists current 
(k) th symbol back to the previous (k-L-K + I)"' symbol of the qt" user and H,, is the (K+ I )x(K+L) 
block-Toeplitz channel matrix of the q th user expressed as: 
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h, 
l 
0 ... 0 
0 h, 
l H, 
l ý: '. '. 
(2.28) 
0 
0 ... 0 h(l 
Substituting (2.27) into (2.26), the equal iser's output, Y(k) can be re-expressed as: 
y(k) = WH H I,, kj., (k) (2.29) 
T 
... g(T Hj is the concatenated channel matrix and s,, #)=[i, IT where H,,, =[Hi is a 
Q(K+L)xl long column vector that consists of all transmitted symbols by all users. In order to 
find the weights in w (for the MISO case) that can completely cancel the ISI and all CCI during 
the demodulation process, the zero-forcing (ZF) condition must be satisfied as: 
H III: o ý 
[0 
... 
010 0] (2.30) 
This requires that H1. () be full-column rank. Since HI. () is always a wide matrix (with more 
columns than ro"s, (K+I)x(? (K+L)), HI: C) cannot be full-column rank, which implies thatjoint 
linear ISI and CCI cancellation is impossible with time-only processing when the received signal 
is sampled at the symbol rate. With P-rate over-sampling, HI: C) will now be block-Toeplitz matrix 
of size P(K+ 1) x Q(K+L), and will be full rank if the following condition holds [ 116]: 
(K+])P ý! Q (K+L) or (K+I)(P-C)) ý! Q(L-1) (2.31) 
The nomenclature of (2.31) implies that number of rows in H1. () must be greater than the 
number of columns. From (2.3 1), it follows that ZF equalisation is not possible when no over- 
sampling is used. (i. e. P= 1), even with no CCI present in time-only processing. However, 
with P ý! 2, it should theoretically be possible to achieve perfect ZF equalisation and cancel both 
ISI and CCI with the time-only processing. Hence, over-sampling plays a vital role in time-only 
processing. However. in practice, for symbol wavellorms with small excess bandwidth, the 
temporal channel for signal and CCI will not be well separated and the channel matrix, H, () will 
be ill conditioned. Therefore, CCI cancellation might lead to excessive noise enhancement. 
Hence, time-oniy processing offers only small deoree of CCI reduction in aM ISO model [I I 
2.4.2 Space-Only Processing [I II 
Space-only processing is a technique, which uses multiple antennas to exploit spatial 
diversity that is available through multipath and signals received at different point in space. It is 
also referred as arraj, beamforming method [20,21] with array of weighted taps separated in 
space and a combiner [ 18] to effectively suppress the unwanted interferences such as CC 1. Joint 
cancellation of ISI and CCI can also be achieved when sufficient antennas are used. The 
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following is the multiple-input multiple-output (MIMO) model. vvhich represents the multi-tisers 
scenario with multiple receiving antennas at the base-station. First. the \11\10 channel kkith 
-single-tap" in each link is used to demonstrate for the case of'('('I-onlý caticcilation. Scconcllý. a 
MIMO channel with 'MUltiple-taps' is used to demonstrate for the case ot'joint ISI and CO 
suppression. The limitation ol'using space-only processing "ill be discussed. 
r ------ L- III * (k) 
Figure 2.6: Space-only processing (beam form i nO vertical structure 
Figure 2.6 depicts an array beamforming structure (with vertical spatial Input). ASSLInIin_s" ( ') 
users are present with single path (flat-lading channel). the bearnformer's input is a set of 
received signals xj, grouped as vector x(k) = [. vl (k) ... x, (k )]T and can he expressed as: 
C) 
x(k) Lhq vl (k) (2.32) 
Tq 
-1 
th 'cr and. j"' receive where no", h,, - 
[hlq 
- h\. ql specifying 
fading coctlicient li, bet"een q LIS 
antenna and Sq(k) is the signal sent by the q"' user. Different set of weights iv, in the bearnformer 
can be obtained to determine which q 1h user is to be detected at its output. I-or instance. let the I" 
user, sl(k) be the desired signal. The corresponding beamformer*s output can be expressed as: 
H 
y(k) =W x(k) (2.33) 
where w=[w, 
T is the weight vector. Hence, combining (2.32) and (2.33). leads to: 
QH 
j, (k) =Whqs, l (k) 
(2.34) 
or equivalently as: - y(k) = WH 
H10s, C) (k) 
where H,, =[h, ... ho 
I is a VxQ MIMO channel matrix and s,, )(k)=[s, (k) ... s(, (k )IT 
is the 
transmit vector that consists of the signals sent by all users. Hence. the ZF condition to receive 
thefirst user and cancel all CCI contributions from other users will then be: 
[10... 0] (2.35) 
This indeed requires H,, ) to be full-column rank where the 
following condition must hold: 
N>Q (2.36) 
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This implies that the number of receive antennas must be greater than the number of users, 
where (rows) >- (columns), to effectively cancel CCI contributed by other users in a non-delay 
spread channel. Also note that the position for "I' in (2.35) is critical in determining which user's 
signal to be detected. By placing the 1' into different position, the respective h,, from H, () can be 
-inverted" accordingly so that different set of w can be produced for the detection of that 
particular user. In fact, all users can be detected at once by obtaining individual weight vector w 
according to (2-35) first and then placed them together in a weighting matrix W as follows: 
W=[W, W, ... W, )] (2.37) 
Replacing the weight vector w in (2.33) with the weighting matrix W in (2.37) allows all user 4: 1 
signals to be detected simultaneously in y,, (k) where q=I to M. 
For frequency-selective fading environment, the delay spread is introduced with L 
multipath for each user. Hence, it is a joint ISI and CCI problem using the space-only processing. 
Figure 2.7 shows the beamformer applied to multi-users case in the delay spread channel. 
si(k): User I 
s, (k): User 2 
s, 
-, 
(k): User 
xl(k) : receive antenna I 
x%ýk) : receive antenna N 
Figure 2.7: Space-Only Processing in delay-spread channel for multi-users MIMO model. 
Assuming noiseless case is applied, the input of the beamformer, which is the Nx I received 
signal vector x(k), under the delay-spread channel can be expressed as: 
x(k) Hq sq (k) (2.38) 
q=l 
where sq(k)=[, v,, (k) ... ývq(k-L+I)]T is the (Lx I) transmit vector of the q"' user that consists the 
current (k) th symbol back to the previous (k-L+ I )th symbol. Hq in (2.38) is the channel matrix that 
consists all the channel impulse response (CIR), h from the q th user expressed as: 
T hlq 
T 
Hq 
h1q 
q (2.39) 
hT Nq 
where ýj,, = 
[ýj,, O) ýj, 1(2) ... Iýjq(L)] 
T is the CIR with L length with j=I to N. The input to the 
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beamformer, x(k)=[,, q(k) ... XN (k)] 
T is also the received signal vector, re-written as: 
x(k) = HI: Q sl: Q(k) 
(2.40) 
where Hj.. Q H, ... HQ 
I is the NxQL concatenated channel matrix seen by the beamformer, 
T SQT 
]T 
which comprises all channel matrices w. r. t each user. sI. Q (k) = 
Isj (k) ... (k) is a 
(QLxl) long column vector that consists of all transmitted symbols by all users. Similarly, the 
beamformer output for any user's signal detection can be again generally expressed as: 
y(k) = WH x(k) (2.41) 
which is equivalently expressed as: 
y(k) = WH H,: Q sl: Q(k) (2.42) 
Again, the ZF condition to receive the first user and cancel both CCI and ISI will be: 
HH1Q =[10 ... 0] 
(2.43) 
where w= [WI ... WN]TiS still the Nx I weight vector. Similarly, the position for '1' is also 
critical in determining the detection of specific user for a delay spread channel case. For the 
simultaneous detections of all users, the same weighting matrix W can be utilised with the same 
formulation in (2.37) where each weight vector w can be obtained by (2.43). 
By reviewing (2.43), HI: Q again must be full-column rank and satisfied the following: 
N ý: QL (2.44) 
Comparing to previous condition in (2.36), the number of antennas required in this case has 
been increased. Hence, space-only processing can also perform joint cancellation of ISI and CCI 
provided that sufficient antennas are used. However, it might require too many antennas at the 
beamformer to deal with rich multipaths channel. Moreover, if either the multipath angle spread 
is small or the CCI and desired signal DOAs are not well separated, the columns of Hi: Q become 
again nearly linearly dependent, making HI: Q ill conditioned and resulting in excessive noise 
enhancement. Unlike time-only processing, space-only processing can be quite effective against 
CCL whereas it effectiveness against ISI depends upon the angle spread of the multipath. 
2.4.3 Space-Time Processing [11,24] 
This section combines the strengths of space-only processing and time-only processing and 
integrates them to become the space-time processing. In the time-only processing, the 
equalisation process that deals well with ISI can only be effective against CCI simultaneously 
Provided that the oversampling is sufficiently applied. On the other hand, space-only processing 
With the bearnforming structure not only counteracts CCI well but is also able to perform both 
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CCI and ISI cancellation provided that sufficient receive antennas are used. Therefore, by 
combining these two processing techniques, allowing the task of handling the CCI and ISI to be 
allocated accordingly to each processing's capability while simultaneously compensating the 
drawbacks and shortcoming that oppositely encountered by each technique when used separately. 
In the following, the space-time processing is applied for the MIMO model shown 
previously in figure 2.7 with the multi-users scenario in delay-spread channel. Consider again for 
the case with Q users presents and N receive antennas is applied. Assuming channel length is L, 
the CIF, hjq, from the q th user to thep receive antenna can be expressed as: 
h= 
[4, 
q(l) h ... I; V(L 
IT 
nq nq(2) (2.45) 
The input to the beamfonner or the received signal vector (in noiseless case) can be expressed as: 
Q 
x(k) = 1: Hq Sq(k) (2.46) 
q=1 
where x(k) is also the (Nx 1) received signal vector in the space dimension, expressed as: 
x(k) = [x, (k) ... xN 
(k)] (2.47) 
Note that the sq(k) in (2.46) is the transmit vector from the q th user seen by the bearnformer as: 
sq (k) = 
[Sq 
(k) ... Sq (k -L+ 
1)] T (2.48) 
and IIq in (2.46) represents the NxL channel matrix of the q th user, which is written as: 
hT- Iq 
hlq (1) hlq (2) hlq (L) 
hT h2q (1) h2q (2) kq (L) 2q Hq 
-q=1,2,..., Q (2.49) 
hTh Nq jL Nq (1) hNq (2) ... 
hNq (L)j 
Note that IIq in (2.49) contains the spatial elements (expressed vertically in the columns) 
and the temporal elements (expressed horizontally in the rows) that specify the impulse response 
due to the frequency-selective fading characteristic. The incorporation of time dimension into 
space-domain is presented when (K+I) inputs to the beamformer that is received at different time 
are taken into consideration for the equalisation process. The so-called space-time beamformer- 
equaliser structure has (K+I) number of equaliser taps in each receiving element, forming the 
space-time weighting matrix with size of Nx(K+I) for each designated output as: 
WIq (0) WIq (1) wlq(K) 
Wq w2q 
(0) w2q (1) w2q(K) 
q=l ... Q (2.50) 
WNq (0) WNq (1) ... wNq (K) 
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The space-time weighting matrix W in (2.50) and the beam former-equal iser structure is 
depicted in figure 2.8. Note that, weights in W is now distributed horizontall. v in time dimension 
(equaliser) and vertically in space dimension (beamformer) where the output of the beamformer- 
equaliser is the sum of weighted present and past inputs combined in time and space together. 
Rxi 
Rx2 
RxA' 
Figure 2.8: Space-Time Processing (Beam former-Eq ual iser) 
Output 
-,, (k) 
Since there are K+I taps in the equaliser, K+l received signal vectors are also required for 
the equalisation process in time, which can be grouped into a received signal matrix as: 
X(k) = [x(k) x(k - 1) ... x(k - K)j (2.51) 
The output of the beam former-equal i ser for q'h user's bit stream, can be deduced as: 
Yq (k) = trace 
I WqH X(k) (2.52) 
WI q 
(0) w2q (0) ***W, 
*Vq (0) x, (k) xl(k - 1) ... x, (k - K) 
trace 
WIq0) W2q (1) WNq (1) X2 (k) X2 (k - 1) ... x, (k - K) 
XX 
- 
wq(K) W2q(K) ... w, *, vq (K) 
-_x,, 
(k) ý, (k-]) ... -(k - K)_ 2 
where (. )* denotes the complex conjugation of elements in Wq. 
In order to compute for the weighting matrix and to proceed the formulation in the space- 
time processing, the vec(. ) operator [ 120] is introduced here as: 
vi 
vec([v, *- VKDý (2.53) 
-VK - 
Applying the vec(. ) operator to (2.51) as vec, (X(k)), producing a long column vector that 
consists of all the past and present received signal vector, x. across all antennas as: 
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x(k) 
vec(X(k)) 
x(k 1) (2.54) 
_x(k - 
K)_ 
Note that (2.54) can also be conveniently expressed as: 
Q 
LHq kq (k) (2.55) 
q=l 
where gq(k) is the new transmit vector that consists of L+K transmitted symbols (i. e. from the 
current (k) Ih symbol back to the previous (k-L-K+ I )th symbol) sent by the q th user as: 
Sq (k) = 
[Sq 
(k) ... Sq (k -L-K+ 1) 
1T (2.56) 
whereas Hq in (2.55) is the N(K+ I)x(L+K) block Toeplitz channel matrix of the q th user as: 
Hq 0 ... 0 
0 Hq 
Hq ý: '. (2.57) 0 
0 ... 0 
Hq 
Hq now contains both the space and time entites where the basic channel matrix Hq in 
(2.49), are echoed in time as seen in the block Toeplitz structure of -Hq in (2.57) above. To 
proceed with the weight finding in the space-time processing, (2.55) can be re-written as: 
X(k) = H,:, s,:, (k) (2.58) 
where HI.. Q=[ 
ill ... iý 
] is a N(K+I)xQ(L+K) concatenated channel matrix that comprises all 
channel matrices w. r. t each user and s,: (, (k) = ve4 
[ý, 
... §(, 
]) is a Q(L+K)x I long column vector 
that consists of all transmitted symbols by all users. The derivation of (2.52) and its weights 
finding are obtained according to some criteria such as ZF condition. Using Wq = vec(Wq), the 
output of the beam former-equal i ser can be similarly expressed as: 
H 
Yq Wq 3e(k 
x, (k) 
space space 
)]] 
XN (k)l 
Yq (k) 
[Wl*q 
(0) ... W*lq (0)] ... wq(K) ... wNq (K 
x, (k - K) 
time 
x. (k K)I_ 
(2.59) 
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Note that (2.59) has managed to combine the space and time processing together in a single 
equation to obtain the estimate of the q th user's bit stream. Each estimate will have specific wq 
associated to each user. Substituting (2.58) into (2.59), leads to the following: 
Yq(k) =wH HI, C) sjýC)(k) (2.60) q 
Again, the ZF condition to receive the first user and cancel both CCI and ISI will be: 
(L+K) of I" user 
wH II q I: Q ý[ 
[d 
... 
010... 0] [0 
... 
0] ... 
[0 
... 
011,1, 
C)(K+IJ 
(2.61) 
1--y-, 11---Y----/ 
(L+K) of 2 nd user (L+K) of C)th user 
Note that the insertion of 'I" among the '0' determines the estimate ýq(k - T) to be 
obtained in time, where 'T' is a delay chosen to 'centre' the estimator's function. The choice of 
4T' is vital since it affects the performance of the beam former-eq ual i ser. 
Again, by reviewing (2.61), HI: Q must be full-column rank to fulfil the ZF condition and 
carry out joint cancellation for CCI and ISI together. Since HI: C) is the block-Toeplitz matrix of 
size N(K+I)xQ(L+K), full-column rank condition is satisfied when (rows) ý! (columns) as: 
(K+ I)N 2! Q(K+L) or (K+ 1)(N-Q) ý: Q (L- 1) (2.62) 
Several observations can be made from (2.62). First, when K is set to zero (K = 0), the 
condition returns to (2.44) for the case of using space-only processing by the beamforming array 
for joint ISI and CCI cancellation with no temporal process (or equalisation). (K indicates the 
additional number of taps extended from the initial single-tap structure). Also, when no multipath 
is present (single path frequency-flat condition), L is set to 'I" in (2.62), leading to exactly the 
same condition in (2.36) for the pure CCI cancellation in space-only processing. This confirms 
that the beam former-eq ual i ser structure in space-time processing is exactly the extension of the 
beamformer structure in space-only processing. 
Secondly, (2.62) is very similar to the condition of time-only processing in (2.3 1) for MISO 
model with oversampling, except that the multiple antennas N is used to replace the oversampling 
P. In fact, effective cancellation of ISI and CCI should be achieved with the space-time 
processing in the MIMO model through the beam former-eq ual i ser structure instead of using 
oversampling in time-only processing. Lastly, (2.62) also implies that the number of multiple 
antennas (N) used for spatial processing must be greater than the number of users (Q) even for no 
CCI case (L=]). Hence, the space-time processing has demonstrated the powerful structure in 
counteracting both CCI and ISI problem in a frequency-selective fading MIMO channel. 
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2.5 Bell Laboratory Layered Space-Time Architecture 
Recent information theory research has demonstrated the enormous potential of MIMO 
wireless communication systems with multiple antennas (or antenna arrays) at both the 
transmitter and receiver [1,4]. Bell Laboratories (or Bell Labs) were one of the first to exploit 
this potential and propose the so-called Bell Labs layered space-time (BLAST) architecture. In 
the following, two versions of BLAST structure will be introduced; namely the diagonal BLAST 
(D-BLAST) system [I] and the vertical BLAST (V-BLAST) system [4]. This will be followed by 
the BLAST's main feature, the interference cancellation scheme along with the symbol detection 
process, which provides significant improvement in system perforinance. The development of the 
V-BLAST from the flat-fading to frequency selective fading environment will also be presented. 
2.5.1 Diagonal BLAST System - D-BLAST 
The D-BLAST architecture was initially developed by Foschini [I]. The D-BLAST system 
utilizes multi-element antenna arrays at both transmitter and receiver and an elegant diagonally 
layered coding structure in which codes are dispersed across diagonally in space domain and 
virtually in time domain - cyclical assignment. (Time domain here is of different proposition 
from aspect of the time-only processing). It is this complex coding that leads to D-BLAST's 
higher spectral efficiencies for a given number of transmitters and receivers [ 1,121 ]. 
-- ------------ -- Transmit 
Layer I 
antenna I 
(mod/code) 
Primitive Modulo-n shift Transmit 
Data [DEM XI 
Layer 2 
of layer-antenna antenna 2 
Stream (mod/code) 
correspondence 
every T seconds 
Vector Transmit 
Encoding 
Layer n antenna n 
(mod/code) T 
Process ---ý 
-- ------------ -- 
Sym bol-Antenna Assignment Process 
Figure 2.9: Transmission process using space-time layering in D-BLAST 
The figure above illustrates the D-BLAST's transmission process. The entire diagonally 
layered coding comprises of both the vector encoding and the symbol-antenna assignment. First, 
a primitive data stream is demultiplexed into n layers of data substreams (space). The diagonally 
layered coding structure means that rather than committing each of the n-encoded substreams to 
the specific antenna, the bit-stream/symbol & antenna association is periodically cycled (virtually 
time), so that none of the individual substrearns is hostage to the worst channel paths. This 
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provides a balanced occurrence over all n-path to the receiver (assuming flat-t ading environment) 
and each subchannel has virtually the same capacity. Each substrearn is essentially the same as 
regard to the opportunity for coding since the balance make it possible to use the same 
constellation for each sub-channel with the lowest number ofconstellation point per SUbchannel. 
The following shows the vector encoding process of the D-BLAST. During encoding. each 
subsequence is encoded by aI -D encoder. The output of each I -D encoder is a sequence of 
symbols denoted as s,,. where (. ), specifies the codes from Alh encoder w. r. t space and (. )' 
specifies the jh symbol of the encoded sequence in time, as illustrate in figure 2.10 below. 
Primitive Encoderl 
El EEE 
Data DZ- 
E S20 
MM [S20] 
Stream M 
-- --------- 0U 
x 
I -Z 11 Fs-- 10 
Figure 2.10: The vector encoding process of D-BLAST 
During the symbol-antenna assignment, instead of sending the encoded symbols to a 
particular transmit antenna, they are fed to all the n transmit antenna in turns [ 12 11. For example 
if n=3, then the periodically cycled symbol-antenna assignment is illustrated as follows: 
across ... E FS"I Is-, 0] E 
to antenna 1 
space 
... E FS11 F1 E 
to antenna 2 
E1 S2 to antenna 3 
... 
FS3 
r (time) 
Figure 2.1 ]: The symbol-antenna assignment process of D-BLAST 
I 
Encodery 
... 
er P. 
Encoii, lei a 
003 Y3 antenna I 
C= 0 al I YI (14 a 74 antenna 2 
002 Y2 (X5 55 antenna 3 
Diagonal coded slots/streams 
Figure 2.12: Codeword matrix of D-BLAST 
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A codeword matrix C can be formed to represent the n constituents of transmitted bit- 
streams [ 12 1 ]. Consider the diagonal slots where the encoded symbols are properly indexed to 
follow the coded sequence from each encoder. The symbols in C are subsequently clocked out 
(column by column) to individual antenna where the cyclical symbol-antenna assignment can be 
achieved for each encoder. C for the case of n=3 is illustrated in figure 2.12. 
The decoding of D-BLAST is carried out diagonal by diagonal for each coded slots/streams 
[121]. Consider again the codeword matrix, C in figure 2.12. The receiver first generates the 
decision variables 1 for the symbols of the first diagonal slot of C, namely (X0, (Xi and U2. Based 
on the decision variables, this diagonal slot is decoded and the detected symbols (within this slot) 
are then fed back to remove its contributions to the received signals. This process is referred as 
interference cancellation. Upon completed the first slot, the receiver then continues to decode the 
next diagonal slot. Since the whole decoding process in D-BLAST can be complex and tedious, 
the actual decoding/detection (nulling process) and interference cancellation will be explained in 
the V-BLAST system that has employed much straightforward encoding and decoding strategy. 
2.5.2 Vertical BLAST System - V-BLAST 
The D-BLAST system suffers from certain implementation complexities that make it 
inappropriate for initial implementation. For this reason, the vertical approach was later 
introduced in [4] by Wolniansky, Golden, Foschini and their fellow colleagues, which describe a 
simplified version of BLAST detection algorithm, known as V-BLAST shown as follows: 
RX 
TX w 
RX -II-Lý, 
ýý '.. ' 'ý 7 
TX =E RX "-L M r- V-BLAST 
Lj 
TX Vector 2 
No 5: Signal processing 
data encoder a 
-"; ' TX 
RX Estimate a and decode 
Y- 
RX 
RK 
tI: fl 
Figure 2.13: V-BLAST high-level system diagram. 
The essential difference between D-BLAST and V-BLAST lies in the vector encoding 
process. In D-BLAST, redundancy between the substreams is introduced through the use 
diagonal coding. However, the vector coding process in V-BLAST is simply a demultiplex 
' Decision variable is essential the output of the slicing operation appropriate to the constellation in use. 
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operation followed by independent bit-to-symbol mapping of each substrearn. No inter-substrearn 
coding or coding of any kind is required, though conventional coding of individual substrearns 
may certainly be applied. However, in the subsequent discussion, it is assumed that uncoded 
substrearns with independent data symbols were used to explain the V-BLAST system. 
An example for M=3 case is illustrated in figure 2.14 for the V-BLAST system. a,, is the 
uncoded symbol assigned to Mth transmit antenna with the symbol rate of I/ T symbol/sec. All M 
transmit antennas in V-BLAST operate in co-channel using the same frequency band. Each 
transmit antenna is itself an ordinary QAM transmitter. utilising the same constellation scheme 
for all substreams. The power launched by each transmit antenna is proportional to IIM so that 
the total radiated power is kept constant and independent of M. 
across ... Fall real 7a' Fa 'I to antenna I space F Fa2 3a2 [ýa2 1] ... 72 
[a2]O 
-------- to antenna 2 
a3 
[a]31 Fa3 
C F -1 
to antenna 3 
I 
-* r (time) 
Figure 2.14: The symbol-antenna assignment process of V-BLAST 
Example of codeword matrix C for V-BLAST system with M=3 is shown as follows: 
Encodery ----- 
--- r;:::: r: I:: - -, ------ 10 antenna I (1011 (11 
.1 
0ý2 (X3 (14,1 ()L5 
Encoder antenna 2 PO P, P2 P3 P5: 
to it 
Encoder a ----- -- 70 
:: 71 72 73 74 75 antenna 3 
Vertical slots 
Figure 2.15: Codeword matrix of V-BLAST 
Unlike D-BLAST, the detection of V-BLAST works on symbol-by-symbol basis upon 
every single vector reception - vertical slot. The N receive antennas are also the QAM receiver 
operating in co-channel mode, receiving the signals sent from all Mtransmit antennas in the same 
frequency band. The received signals are fed into the signal processing unit for symbol detection 
with iterative decoding that involves nulling (detection) and interference cancellation. The nulling 
process intends to perform symbol recovery as well as signal segregations whereas the 
interference cancellation process aims to improve the performance by removing the contribution 
from the already-detected symbols and modifying the received vector (in each vertical slot) so 
that 'cleaner' version of received signals can be achieved (with fewer interferers present) and 
successively used for the next detection and nulling process. 
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2.5.2.1 System and Channel Model for V-BLAST system 
For simplicity in sequel of V-BLAST's detection algorithm, flat-fading channel is initially 
assumed with only single propagation path for each transmit-receive antenna pair and each path is 
also assumed to be time-invariant. The channel matrix, H, specifies the MIMO transfer function 
that contains hji complex coefficients from th transmit antenna to _ýh receive antenna. 
Also, the 
channel is assumed to be known or perfectly estimated. No distinction is made between H and its 
estimates at this point. Perfect synchronisation with symbol-spaced sampling is also assumed [4]. 
A V-BLAST system consists of M parallel transmit antennas and N parallel receive 
antennas operated at co-channel mode. The single transmit vector, a (which contains individual 
transmit symbols ai from each ýh transmit antenna) can be denoted as: 
a= [a, a2 a A,, 
I (2.63) 
Each transmit symbol 'a' is a complex component mapped from the QPSK modulation 
scheme. Each substrearn is pre-multiplied with a factor of 
Vp /M, where p is the expected signal 
to noise ratio at the receiver and the total power radiated by each transmit antenna is proportional 
to I IM in order to provide a constant power to the receiver regardless of the changes in number of 
transmit antenna. The symbols are sent over a Rayleigh flat-fading MIMO channel, H, where 
signals are distorted and superimposed at each receive antenna. The corresponding received 
signal vector, r, (contains N received signal r. at eachý 
h receive antenna) can be expressed as: 
r= Ha +n (2.64) 
where r= [r, r2 ... rN ]T and n is the independent identically distributed, (i. i. d. ) additive 
white Gaussian noise (AWGN) vector. H has matrix dimension of (NxM, represented as: 
H=[ ul u2 ... UM ] where "i = [hl, h2i ... hNi ]T (2.65) 
where ui is the propagation vector specifying the complex fading coefficients from the ýh transmit 
antenna to all Nreceive antennas. All coefficients in H are assumed to be uncorrelated with zero 
mean and unit variance, which can be represented by random complex components whose real 
and imaginary parts are normally distributed: 
hji = Normal 0 
1- 
+ i. Normal 0, F2 (2.66) 
where Ih,, I' is a chi-squared X2 variate. Next, the V-BLAST detection process or the "nulling" 
process is illustrated in the following figure 2.16. 
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SPC = Serial to Parallel Conversion V-BLAST detection block 
---------------------- 
a SI, 'I, r, i: 
a, Iz VI Dj: 
-, --, p 
LC 
-p 
Al 
Figure 2.16: V-BLAST system model with symbol detection block 
The received signals are processed by weighting r with (i), ofthe v%eighting matrix W: 
0)11 (t)l 2 "' WIN W1 
W= 
C021 022 0)2N W, 
(2.67) 
0), 141 O)A4 2 ... (')Af. % W%I 
Note that w,, is the nulling vector. The weighted signals are combined to form vector 
[ZI, 
Z2, ..., ZM 
IT 
and each element in Z can be expressed as: 
cv, r, or z, = w, ' r (2.68) 
j=I 
Each element zi is referred as the decision variable or dccision statistic and is then 
'quantised' or 'sliced' according to the chosen modulation scheme in order to yield the estimates 
of the individual transmitted symbols. Hence, the estimated transmit vector can be expressed as: 
d= D(Z) (2.69) 
where 'D' is the slicing operator according to QPSK modulation scheme. 
2.5.2.2 Symbol Detection -The Nulling Process [4] 
The method to perform detection for this MIMO system is to use the conventional adaptive 
array antenna (AAA) technique i. e. linear combinatorial nulling [122]. This is similar to the 
bearnforming technique in space-only processing previously discussed for the flat-fading case. 
Nulling is performed by linearly weighting the received signals so as to satisfy some 
performance-related criteria such as zero-forcing (ZF) and minimum mean squared error 
(MMSE). An example of ZF nulling can be shown by choosing wi in the following: 
T (H)j = 6, j 
(2.70) I 
where (H)j is the jth column of H and 6 is the Kronecker delta. Hence. nulling process is 
essentially the process of obtaining the right value of the weights in W to detect the symbol at the 
receiver. Note that the zero-forcing condition in (2.70) is basically an inverse operation of H. 
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Ideally, the weighting matrix, W should have the impulse response inversely proportional 
to the channel matrix, H. However, under the influence of the additive white Gaussian noise and 
interferences in the environment, the weights in W must be obtained according to certain criteria 
mentioned earlier in which the symbols can be detected correctly. The weights findings and 
nulling process using either the ZF or MMSE criterion, are shown in the following respectively: 
W H'; 
ZF: 
7F 1 
71. D 
(W 
zi. 
b) MMSE: 
Wd ý R-1 Ud for 1: ý; d! ý M uu 
B=[w, w, ... WMI 
WMSE =BH 
ýMSE 
= D(WMSEr) 
(2.71) 
(2.72) 
where 'D' is the same slicing operator, denotes the Moore-Penrose pseudo-inverse [1161 and 
G) H is the Hermitian operator. Ru-ul is the inverse of the covariance matrix of the channel and Ud is 
the desired propagation vector for the Jh transmit antenna and R,,,, is expressed as follows: 
u, uT +C 
2 
(2.73) 
where a2 is the noise variance and I is the identity matrix. Every u in H is assumed to be 
uncorrelated. Ultimately, the corresponding symbol estimates, a, for each criterion can then be 
obtained linearly through nulling as shown in (2.71) and (2.72). 
2.5.2.3 Linear and Non-linear Detection 
The nulling process using the ZF or MMSE criterion shown respectively in (2.71) and 
(2.72) may be implemented either linearly or non-linearly. For the linear method (or pure 
nulling), the detection process is accomplished in a single-step for all symbols arriving at the 
receiver at a particular time and all symbols are resolved simultaneously where (2.71) and (2.72) 
can be applied directly. Consider the following ZF-nulling: 
Ma, 
D(WZFr) D 
F 0) I -IO)l 2 Oil 
1(1)21 0)22 ý972V 
10. )MI W. W2 
ri 
Wl 
r2 
W2 
ýN -T WM 
(2.74) 
where WZF = H+ is the pseudo-inverse of H and D is the slicing operator. Each symbol estimate J, 
has an associated nulling vector w, and all nulling vectors are contained in WZF as in (2.67), 
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However, non-linear detection resolves each symbol sequentially in an iterative manner 
using symbol interference cancellation technique. This is done by treatin the aI ready -detected 19 
symbols in vector a as interference and subsequently eliminated them from r one at a time. 
according to the "optimum detection ordering" [41 explained later in the V-BLAST algorithm. 
Another word, the most reliable recovered symbol is first cancelled OLIL to remove the 
interference of that symbol, which cleans up r in order to aid the recovery of other symbols with 
poorer SNR value. Hence, the order in which symbols are detected also becomes very important. 
The non-linear detection offers better system performance than the linear detection provided that 
the propagation error incurred during the symbol cancellation is considered insignificant 
compared to the effect of AWGN and interference at a particular instant ofineasurcnicnt. 
2.5.2.4 Successive Interference Cancellation (SIC) Scheme 
The SIC approach is widely known in the multi-user case [43,124,1251 where the -best 
first" concept is used. In V-BLAST detection, SIC is carried out on symbol basis (instead of user) 
according the "strongest stream" over the transmitted path. Assuming that z obtained for the 
desired symbol in (2.69), is correctly detected as: 
a, = D(z, ) =a, (2.75) 
Next, the interference (symbol) cancellation operation can be carried out as follo,, vs: 
r,,, = r, - 6,,, (2.76) 
where i is the recursion index of r and vi is the appointed index in accordance to the optimum 
detection ordering set. (H) V, 
denotes the v, th column of H which is the propagation vector. u,., , 
associated with the desired symbol bV, that applied for the cancellation process. For instant, if the 
desired symbol a2 is to be cancelled out from r using the interference cancellation as: 
r, +, ý r, - 
62 (H )2 or r,,, = r, - 
6, u, 
This can be further illustrated as: 
ri+i r, = Ha +n 
r, h, a, + h, 2a2 + h, . a., + n, 
r2 h2ltll + h22a2 + h2m aA4 + n, 
-rN 
hNIal + hN2a2 + hNmaA4 + nN 
I Symbol Cancellation I 
62(H), 
h12 
h22 
12 
h. 
V2 
(2.77) 
(2.78) 
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Note that the symbol estimate d2 is cancelled out from the original received signal vector, r, 
(together with its propagation vector U2 which contains each transmitted path) in order to form 
the new received vector, r, 1 that is * interference-free' from symbol a, -,. 
2.5.2.5 Optimum Detection Ordering [4,34] 
When symbol cancellation is used, the system performance is affected by the order in 
which the symbol in a is detected first, whereas it does not matter in the pure nulling [4]. The 
ordering of detection is determined by the post-detection SNR value, denoted as p, which can be 
obtained by substituting (2.64) and (2.70) into (2.68) and taking the expected value: 
-< 
ja, 12 > 
Cv 
, 
Ilw, ' ii' 
(2.86) 
Note that (2.86) also implies that the smaller the norm square of the nulling vector, w,.,, the higher 
the post-detection SNR value, p,.,. (y 2 is the noise variance and vj is the index for the ordering set 
which can be arbitrary defined to specify the order in which components of a are extracted: 
SV-BLAST ýI VI 1 V2 --IV. W 
1 (2.87) 
The important of ordering is simply that it permits (during the detection of ih component) a 
choice as to which subset of M-i rows that w,, should be constrained since different choices lead 
to different p,,,. For instance, in an M=3 system, detecting component I first (in the present of 2 
and 3) will, in general result in a different p,,, than if component 2 was detected first (in the 
presence of I and 3). With pure nulling, each component is always detected in the presence of all 
the others, so ordering does not matter. Assuming that all components of a utilise same 
constellation in non-linear nulling, the component with the smallest P'., will dominate the error 
performance. The incorrect detection of the current component might result in error propagation, 
which will affect the detection of next component. Therefore, choosing the best A., at each stage 
in the detection process leads to globally optimum ordering [34]. 
2.5.2.6 V-BLAST Detection Algorithm [41 
The V-BLAST detection algorithm consists of two operations; 1) the determination of 
index vi in detection ordering set as in (2.80) and 2) the nulling and symbol cancellation of each 
component as in (2.68) & (2.76) respectively. These two operations are integrated together into a 
single flow of algorithm shown in the following table as: 
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i <- I (a) Assign '1' into counter i 
------------ ------------------- 
G, =H' (b) Obtain I" G by Pseudo-inverse ofli ZF criterion 
--------------------------------------------- 
vi = arg min 
II(G )j 1ý2 (c) Determine ordering index %,, bN taking the value of 
which (jth ) row vector in G, T that gives the 
minimum norm square value. 
recursion : 
w,., = (G, ),,, (d) Obtain nulling vector w from C, according to (c) 
--- ---------------- T D(W,, r, 
) -------------------------- 
with index from (c) (e) Detecting symbol a,, 
, 
---------------- 
, 
----------------------------- 
ri-,, = r, -b,, (H),,, 
------------- 
(f) Symbol cancellation process to find new r 
----------------------------- --- 
G, +, 
(g) Obtain new G by from the "deflated" H,, 
--------- ----------------------------- ------- 
v, +, = arg min 
(h) Determine next ordering index v, as (c) from 
jq(VI ... V, I I 
------ 
new G,., 
----------------------------- 
i+ I (i )I ncrement counter i 
Table 2.1: The V-BLAST detection algorithm %% ith optimum ordcrino process. ZI 
During initialisation, the first ordering index can be determined in (c) bv looking at which 
j -th row vector of Gi, produce the minimum norm square value i. e. highest post-detection SNR 
using (2.79). (GI), denotes the jth row of GI. The ordering index is vital in order to decide which 
symbol to be detected first. The G matrix in (b) is obtained from the inversion of H. (The ZF 
criterion is used in (b) to ease the explanation although MMSE can also be applied). 
The recursion consists of the two processes: 1) nulling process in (d) and (e) and 2) symbol 
cancellation in (f). First, the nulling vector w,., is obtained in (d) for the detection of the chosen 
symbol according to the current ordering index found in (c). Then, the nulling (detection) of the 
chosen symbol is obtained in (e) by weighting r, with w,,. Next, the symbol cancellation is carried 
out in (f) where new ri- I is generated by subtracting the contribution of the detected symbol and 
its path from the current r so that r, - I is 'interference-free' from that detected symbol. 
Next, (g) 
computes the new pseudo-inverse, i. e. matrix G, 1 for the next iteration. The next ordering index 
is also computed in (h) in order to determine which symbol is to be detected next. The recursion 
process, from (d) to (i) steps, is then repeated until all symbols have been detected completely. 
Note that the pseudo-inverse in (g) is performed onto the deflated version of H in which 
respective columns vj, V2, ... , vj, that correspond to detected components of the transmit vector, a 
(which has already cancelled), is 'zeroed" and the corresponding transmit antenna have been 
removed accordingly. The "zeroing columns" operation of the original H is denoted by H,, and it 
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is always performed prior to the pseudo-inverse operation denoted by the ", on top of the '-' 
sign in The columns in H that have been previously "deflated" will remain zeroed for the 
subsequent pseudo-inverse operation. The 'zeroing' also means that the respective paths (that 
undergone by the chosen symbol) have been deliberately cancelled so that w,, obtained in (d) 
during next iteration, can also be "interference-free" from those paths. The V-BLAST detection 
algorithm will be illustrated in table 2.2 below where (3x3) system is used. 
Step optimum Ordering & Weight finding: H G' 
Ordering 
Index 
Nulling & Symbol 
Cancellation 
hil h12 h13 911 912 913 ý2 D (WT r 2 1) 
I H h2l h22 h23 G, = r92,922 9231 = W2 2 
h3l h32 h33 931 932 933 r2 r, -, 
ý, (H)2 
h, 10 43- 
1911 912 9131 = wl 
=D 
(WT 
r 
) 
2 H2 h2l 0 h13 G2 = 000 
112 
_h3j 
0 h33 931 932 933 r3 = r, - 
61 (H), 
00 h13 000 
3 H- 1 
00 h23 G3 = 000 3 63 =D(wTr 33 
-0 
0 h33 1931 932 = W3 
I II 
Table 2.2: Illustration example for the V-BLAST algorithm with SIC feature. 
The V-BLAST algorithm is illustrated in 3 steps. Since M=3, there are only 3 components 
to be detected in a. The channel matrix H consists of (3x3) path coefficients. The boxes in G 
indicate the row vector in G that has the local minimum norm square, determined according to 
either (c) or (h) to compute the current ordering index. The nulling vector is also obtained. 
For example, in step-1, symbol a2 is to be detected first where W2 is used in the I't nulling 
process Of J2. The symbol cancellation is performed next to produce the new received signal 
vector, r2. In step-2, the 2 
nd column of H is zeroed to remove the related paths before computing 
the new G2. It can be noticed that 2 
nd of G2 has also been zeroed after the pseudo-inverse of H2 * 
This time, the I" row of G2 has the lower norm square value as compared to the 3 rd row. (Note 
that, only non-zeroed rows of G will be considered in each iteration). Hence, symbol a] is 
detected in the 2 nd nulling process where w, and r2 are used. Subsequently, d, is cancelled out to 
produce another new received signal vector, r3. Finally, after the zeroing and pseudo-inverse 
process, the last nulling vector W3 was obtained to detect symbol a3 with r3. Thus, it can be seen 
clearly that the detection ordering set is expressed as: 
f 2,1,31 (2.81) 
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2.5.3 Novel QR Detection Algorithm [1261. 
The conventional V-BLAST detection described previously is a single tlo%% algorithm that 
consists of the two major operations: I) the finding of the ordering index and 2) the nulling and 
symbol cancellation process. This section focuses on the second operation and provides an 
alternative way for the nulling and symbol cancellation process using the QR decomposition to 
modify the V-BLAST algorithm for alternative way of effective detection. 1127.1281 partially 
adopted the concept of QR decomposition of the space-time channel matrix. %%hile 11291 applied 
the Gram-Schmitt Orthogonal i sat ion (GSO) to propose a low complexit\ V-13LAST architecture. 
The concept of using QR decomposition to explain the iterative cancellation and detection 
algorithm is also reported in [83] where the decomposition of the channel matrix into the 
orthonormal matrix Q and the triangular matrix R have created a ý%a% of achieving symbol 
cancellation by means of backward substitution. Nevertheless, the concept of incorporating the 
optimum detection ordering in a pre-arranged channel matrix to achieve the sub-optimurn 
performance of the BLAST receiver was reported initially in [ 1261, %%hich N% ill be explained here. 
2.5.3.1 Basic principal in QR detection method 
QR decomposition achieves the orthogonal triangularization through GSO or I louseholder 
[116,123]. The idea is to decompose the channel matrix H into an orthonormal matrix Q and a 
upper-triangular matrix R such that the orthogonal property of Q and the triangular structure of R 
can be utilised to carry out the symbol detection. The orthogonal properties are shown as: 
Q-1 = QT & QTQ =1 (2.82) 
Assuming noiseless case, the received signal vector, r can be re-written as: 
Ha Q 
[R ]a 
(2.83) 
0 
where 0 is the zero matrix with dimension (N-AI)xM. Using the orthogonal properties in (2-82). 
and left multiply (2.83) with QT, produce the "orthogonal ised- received signal vector, x as: 
QTr =x= 
['] 
a (2.84) 0 
It can be noticed in (2.84) that the resulting triangular structure in R allows the detection of 
the components in a to be carried out using backward substitution. in which symbol cancellation 
has already been incorporated without particular order. The non-linear QR detection that gives 
similar performance as V-BLAST can only be achieved when the correct detection ordering is 
also incorporated, where stronger component is detected first. which is explained in next section. 
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2.5.3.2 Channel Matrix Re-arrangement - Incorporation of Detection Ordering 
The novelty of the QR detection is the incorporation of the optimum detection ordering by 
means of the channel matrix re-arrangement process. Assuming that the detection ordering set S 
in (2.80) is already obtained by some other methods (optimum or sub-optimum) shown as: 
V,, V,,..., V,, I (2.85) 
The incorporation of the ordering is simply achieved by re-arranging the columns of H such 
that stronger propagation vector u associated with the order index in (2.85) is placed at right-most 
column of the new "re-arranged" channel matrix Hnew, using the following procedure: 
initialisation : 
i <- I (2.86a) 
i <- M (2.86b) 
recursion : 
(Hn,,, )6 = (H),,, (2.86c) 
i 4- i+I (2.86d) 
b +- b-I (2.86e) 
Corresponding to (2.85), (2.86c) means that the v, t" column of H is chosen and placed into 
the b" column of H,,,,, until i reaches M. For example, consider the same detection ordering set in 
(2.81) which is in the order of 2,1,3, H is re-arranged into Hnew as: 
r= Ha 
ri 
r2 
-r3 
r= Hn, anew 
a3 
Ul U2 a, 
a. ) 
Note that r remains the same since a is also been "re-arranged" into anew to detect the 
stronger component first in the backward manner. In this case, a2 followed by a, and then a3- 
2.5.3.3 Orthogonal Triangularisation by QR Decomposition. 
Having rearranged H into H ..... the QR decomposition is applied to H,,,,, to obtain the new 
set of the (NxN) orthonormal matrix, Q,,,,,., and the (MxA4) upper triangular matrix, Rnew, as: 
R0 
where 0 is the zero matrix. R,,,,,, having the triangular structure can be expressed as: 
Rnew 1-1 12 TA4 
711 Y12 YIA4 
0 Y22 y2AI 
0 
0 ... 0 Y?, fAl 
(2.87) 
(2.88) 
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where T, is the iA column vector in R,,,, and 7,,,, are the elements in R ...... .t ýndcr the noise 
free 
condition, the received signal vector r can be written as: 
R0 
(2.89) 
Note that the new Qne,, and R,,,, produced from the H %% iII be di flerent from the Q and R 
produced from the original H (without channel matrix re-arrangement). Hence the resulting 
'orthogonal ised* receive signal vector x will also be different. The neN% *orthogonal ised' Xneli is 
obtained by left multiplying (2.89) with Qne't T and applying the orthogonal properties in (2.82). 
leaving only the matrix Re,, on the right hand side (RILS) ol'(2.89). as shown in the I-ollow-ing: 
Xnew 
R 
Ile, (2.90) 
RIIS 
10 
where elements of x can be expressed as: 
x [qj, q2, ---, qý- 
T (2.91) 
The advantages of having the orthonormal matrix Q,,,,, is that, it allows the inversion of matrix to 
be carried out simply by matrix transposition or the Hermitian operation which in turn removes 
Q,,,,, from the RHS of (2.90) while retaining the statistical property of the initial r vector on the 
LHS of (2.90). The triangular structure of R,,,, in (2.90) allows recoverý ofthe components in 
anew to be carried out by backward substitution and symbol cancellation %% ith the correct order of 
detection through channel matrix re-arrangement in (2.86). 
2.5.3.4 Non-linear QR detection algorithm 
Using (2.88), (2.90) and (2.91), the nonlinear QR detection is accomplished as follows: 
recursion 
initialisation : 
jM (2.92a) 
kI (2.92b) 
fk 
Dý-j (2.92c) 
7j/ 
j 
Xk+l 'k (2.92d) 
j <-j- I (2.92e) 
k (- k+1 (2.92f) 
where 'D' is the same decision operator and k' is the recursion index. It can be noticed that 
(2-92c) resolves each symbol estimate sequentially in a backward manner and (2.92d) performs 
the symbol cancellation of the already detected component d, from the -orthogonal ised" received 
vector X. The nonlinear QR detection algorithm can be illustrated using the same example case 
for a (3 x3) system with the detection ordering set is S= 12.13 ý, as shown in the following table: 
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Step I Vector x& backward substitution with symbol cancellation. Detecting Symbol 
XI ý Rnei, aneu +n 
q, Y, a3 + Y, 2a, + Y, 3a2 + nI 
q2 2 a, 
10+ 
Y22 + Y23a2 +'ý42 
"2 
Y33 
q3 
0+0+ Y33a2 n-3 
3L 
X2 XI - 
62F3 
can 
2 
2 
q, 7, a3 + Y, 2a, 
+ Y, 3a2 + nI a2y, 3 
20a, 1+ Y23a2 +n 
_12 
+ 722 2 a2r23 
Dý 
q2 61 
2 
)"22 
2a -3 
q3 
0+04 Y33 2+n 
62Y33 
X3 = X2 - 
6IF2 
cancel 
1- 
3 
q1 y, a3 Y, 2a, + n, a, Y12 
1- = q2 
0+ Y22a, + '72 Y22 
3 
I 63 =D -EI - Y1 I 
L 
q3I 
_j -0+0+ 
h3 0 
Table 2.3): Illustration example for the nonlinear QR detection algorithm. 
It can be seen that the triangular structure in step- I allows component a2 to be detected first, 
according to the detection ordering set. The estimate 
J2 can be obtained by dividing ql in x, with 3 
Y33 in R,,,,, by a single division process. The purpose of this single division is the same as the 
nulling process in (2.68). The only difference is that the channel information can be used directly 
in the nonlinear QR method rather than going through the pseudo-inverse of H by G to obtain the 
required nulling vector w in the conventional V-BLAST nulling process shown in table 2.1. 
Under the pure backward substitution method, the already detected symbol is subtracted 
(together with the corresponding paths) to detect the subsequent signal component; e. g. estimate 
d2 is then feedback to detect the 2 nd component, a,. The subtraction and backward substitution 
process are repeated until the all symbols are detected. Nevertheless, this process is also 
equivalent with the symbol cancellation process (shown in the red box) that replaces the 
subtraction of individual product term y. a,, to allow the symbol detection in each step to be 
obtained through just a single division process as shown in table 2.3. 
The nonlinear QR method provides a way to dissolve the detection ordering and symbol 
cancellation into backward substitution process just by re-arranging the columns of H according 
to the correct order of detection required. Hence, the success of nonlinear QR detection depends 
on the finding of correct detection ordering set, which is vital for the symbol cancellation scheme. 
it is worth noting that QR decomposition applied to H,,.,. is only carried out once in the nonlinear 
QR method to achieve the sub-optimum performance of the layered space-time systems. 
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2.6 V-BLAST: Extension to Frequency-Selective fading Model 
The V-BLAST technique explained earlier is catered for fircqucncý flat-lading MIMO 
channel case. However, in order to enable high-data-rate application, it is necessary to utilise 
signal whose bandwidth exceeds the coherence bandwidth ofthe channel. MI Mo equaliser is one 
of the methods that use space-time processing to resolve signals in firequcnc) -selective fading 
channel. MIMO equalisation presents a significant challenge because ofthe need to detect signals 
buried in both the co-channel interference (CCI) as well as inter-symbol interference (ISI). in 
addition to noise. In the following, the concept of MIMO equaliser 145.471 will be introduced 
systematically followed by the incorporation of decision feedback unit - MIMO-I)FE. The 
incorporation of the Order Successive Interference Cancellation (OSIC) scheme (extended from 
the V-BLAST) in the MIMO-DFE receiver (generally referred as the MIMO-OSIC-DFE 
receivers [47] throughout this thesis) will also be illustrated in order to provide necessary 
background and understanding of more complex receiver structure Ior the MI MO sý stem. 
2.6.1 System and Channel Models 
The basic MIMO system and the frequency selective fading MIMO channel model are 
outlined below which followed the details in [47]. A discrete-time complex baseband model is 
considered for a single-user link. Perfect channel estimation and synchronisation are assumed. 
Figure 2.17 shows the typical frequency-selective fading characteristic of a MIMO 
communication channel. 
Building blocks Multiple Receive 
Multiple Transmit Antennas (Rx) 
Antennas (Tx) 
-Y 
MIMO 
Output 
Input data 
Obstacles 
Process 
data 
Block 
Y- 
Building 
Figure 2.17: The frequency selective fading MIMO channel 
There are M transmit and N receive antenna where (Nx" is system configuration. (L+I) 
indicates the number of symbol-spaced FIR taps used for the simulated channel that corresponds 
to the delayed paths in a frequency selective fading environment. Thus. the sampled channel 
impulse response (CIR) from the Mth transmit antenna to n th receive antenna can be expressed as: 
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[h,,,,, (0) h,,,,, (1) ... h,,,,, (L)] 
T (2.93) 
Ih 
where hnni can be grouped into M separate channel matrices H,,,, w. r. t each M transmit antenna. 
Hence, H, consists of multiple h,. between the mth transmit antenna to all N receive antennas as: 
T him (0) (1) ... k,,, (L) 
hTh,,,, (0) h, 2, n 
(1) ... h2,,, (L) 2m 
m=1,2,..., M. (2.94) 
T hN (0) hNn (1) ... hNm (L) 
_hNm- 
Each coefficient, h in (2.94) is generated as random complex components and all h are 
assumed to be uncorrelated. The (Mx 1) transmit vector s(k) at time k has spatial covariance as: 
SH 
p 
E[s(k) (k)] =' Im (2.95) 
where PT is the total average transmit power, which is held constant irrespective of the number of 
transmit antennas or M. The receiver's additive white Gaussian noise (AWGN) vector can be in 
turn expressed, as (Nx 1) vector with spatial covariance: 
E[n(k)n H (k)] = G2 lN (2.96) 
Next, the (Nx 1) received signal vector, x(k) at time k can be expressed as: 
m 
x(k) = 1: H s. (k) +n (k) (2.97) 
M=l 
where n(k) is AWGN vector. s .. (k) is the transmit vector sent by the Mlh transmit antenna as: 
1) ... s .. 
(k -L )IT (2.98) 
Note that each transmit vector s,, (k) consists of a sequence of L+1 symbols (i. e. from the current 
(k) th symbol back to previous (k-L)th symbol). x(k) in (2.97) can be further expanded as: 
x(k) Hsl(k) +... + Hs. (k) + n(k) (2.99) 
x, (k) hl , (0) ... hl , (L) sl(k) hllf(0) ... hlm(L) s, ýj(k) n, (k) 
x. (k) hv, (0) ... hN, 1(L) sl(k-L) hN" (0) ... hNA f (L)_ 
_sm 
(k - L) n(k) 
Note that the ISI contribution is shown through the interaction of each CIR h,,, and their 
respective transmit vector s, whereas, the CCI contribution is shown through the summation of 
all the product H. s,,. Thus, it can be seen that each received signal x(k) is a complex entity of the 
CCI and ISI contributions as well as noise. Therefore, it requires a method to separate all these 
mixed terms in order to resolve for each symbol individually. MIMO equaliser is one of the 
advance methods that can be used to resolve this problem. 
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2.6.2 MIMO Equalisation [42,47] 
The MIMO equaliser is similar to the beam former-equal iser described earlier except that Q 
users being altered to become Mtransmit antennas for a single-user case. Traditionally, equaliser 
is used to counteract the ISI in a SISO model, which can be found in 1118.119]. However, 
equalisation in MIMO model becames more complex since the multi-stream signals have to be 
resolved in the presence of both ISI as well as CCI, making the equalisation process more 
difficult to be achieved. In this section, the MIMO equaliser (with only fieed-forward part) will be 
described, followed by the MIMO decision feedback equaliser (MIMO-DFE). Consider the 
MIMO equaliser with feedforward filter structure and temporal span ofKj +I taps per input as: 
xi(k) 
x, ýJk) 
y, Ak) 
k) 
The MIMO equaliser can be viewed as a 3-dimensional filter structure with dimension of 
(Kf + I)xNxM consisting of M stages of weighting matrix, W, Each W.. is in turn a 2-1), with N 
multiple-link equaliser structure with (Kf+l) taps. Its spatial and temporal weights are placed 
respectively across the vertical and horizontal fields (similar to Wq in (2.50)), expressed as: 
COI. (O) col,, (K f 
W. co"(0) co"(1) ... (o. (KI) 
C02m(o) C02m(l) OJ2 m (Kf) (2.100) 
WNm(o) ONA) ... (K 
Note that (Kf + 1) taps are needed so that enough temporal samples are collected to consider for 
the ISI effects in the temporal domain. Therefore, the Kf +1 N-dimensional received signals can 
be grouped into the received signals matrix X(k) as: 
xl (k - 1) x, 
(k-K, ) (k) 
X(k) = [x(k) x(k-1) ... x(k-K, )] 
xjk) x2(k-1) (k - K, (2.101) 
ýý, (k) )ýý, (k - 1) x,,. (k-K, )_ 
which in turn served as the input to the M stages MIMO equaliser at time (k-n). The number of 
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Figure 2.18: MIMO equaliser's structure 
weights in each W,, must be equivalent to the number of elements in X(k), which is N(Kf+l), in 
order to allow the equalisation process to be carried out for each symbol in the transmit vector. 
Each W.. has the role of projecting one of the incoming data streams away from its own un- 
cancelled (pre-cursor) ISI as well as the un-cancelled CCI from all other streams. 
Next, the output of each Mth stage equaliý 
y,, (k) = trace 
4"(0) 
a4m (0) "Nm (0) 
trace 
0; 
" 
(1) 040) WNMO) 
q. (Kf) a (Kf (Kf m 
O)Nm 
; ation process, y,, (k), can be expressed as follows: 
WH X(k) (2.102) mI 
x, (k) x, (k - 1) ... x, (k - Kf ) 
x2 (k) xý (k - 1) ... x2 (k - Kf 
xN (k) xN (k - 1) ... XN(k-Kf)_ 
Note that y. (k) is also the estimate for stream m at time k. (2.102) is equivalent to (2.52) in STP. 
To further proceed the formulation, the vec(. ) operator is introduced as: 
vi 
vec ([v, v, ... vK (2.103) 
-VK- 
where V I, ---, VK are equal size column vectors. The vec(. ) operator is used to re-defined (2.101) as: 
x, (k) 
XN 
. 
(k)j 
x(k) x, (k - 1) 
x(k-1) 
x(k) = vec(X(k)) 
(2.104) 
XN (k - 1)_ 
_x(k-K, 
) 
x, (k-K, ) 
-XN 
(k - Kf --j cN(Kf+l)>, l 
which can also be conveniently expressed as: 
M 
x(k) H. -g,.,, (k) + n(k) (2.105) 
Ih 
where the extended sequence of symbols from the M transmitter is expressed as: 
(k) 
s. (k - 1) (2.106) 
s. (k -L- Kf 
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and the block Toeplitz channel matrix with N(KfH) rows and L+Kfi- I columns is expressed as: 
Hm ... 0 
Hm (2.107) 
-0... 
Hm_ 
Also, the noise vector in (2.75) can be viewed as: 
n(k) = vec([n(k) n(k-1) ... n(k-Kf)] (2.108) 
In order to show the finding of weights in Wm (according to some performance criteria, e. g. 
MMSE), the vec(. ) operator is used on W. such that w. = vec (Wm) as: 
(2.109) 
Using x(k) in (2.104) and w. in (2.109), the output in (2.102) can be re-written as: 
y. (k) = WH x(k) (2.110) m 
w. (k) = vec(W. (k)) 
0': (1) 
wl. (1) 
wl. (Kf) 
_w, V. 
(Kf)_ 
eN(Kf+l)xl 
Note that the elements in x(k) are also serve as the input to the feedforward filter of the MIMO 
equaliser. Next, the weights in w. can be obtained by using the MMSE Wiener-Hopf solution 
[107] (refer to section 3.2.1 for MMSE Wiener solution), which minimise the following: 
Ejy. (k)-s. (k-d)j2 (2.111) 
where W is the decision delay parameter. Subsequently, w.. can be determined as: 
w. = R-lpm (2.112) 
where R is the auto-correlation matrix of the MIMO equaliser's tap-input, X(k), as: ' 
R= E[x(k) XH (k)] 
M ft 
iH+ Cr 
21 (2.113) E 
M 
IM I 
and p. is the cross-corrclation matrix between the tap-input x(k) and the m th stage desired data 
stream, s, (k-d), which is defined as: 
p E[x(k) * (k-d)] 
PT 
(2.114) S. )d+l 
m 
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where (. )d+i indicates the (d+l)"' column of the corresponding matrix. The decision delay W is 
vital that determines the 'delay' in decision taken during the detection before a detected symbol 
(from the mh detected data stream) can be considered valid, thus affecting the overall system 
performance. It is normally set to 'half' of the column size of H-m in (2.107) and assumed to be 
identical for all stages. Also note that both (2.113) and (2-114) eventually resort to utilize FI. 
2.6.3 MIMO-Decision Feedback Equalisation -MIMO-DFE [45,47] 
The decision feedback unit can be incorporated with the MIMO equaliser to become the so- 
called MIMO-decision feedback equaliser (MIMO-DFE), which attempts to eliminate the post- 
cursor ISI of the previous detected symbols [45] in order to further improve the performance of 
the MIMO system. The fully connected MIMO-DFE filter is shown in figure 2.19 below: 
.y1 
27 Feedforward 2 
section 
N'7 (Kj+l)xNxM 
m 
Feedback 
section 
MxKbxM 
Figure 2.19: Fully connected MIMO-DFE structure 
The MIMO-DFE contains the M stages of feedback weighting matrices, denoted as B., 
and each feedback path has Kb feedback taps. For each B., the past decisions on all M stages 
detect the data stream that is fed back to subtract itself from the feedforward detection process for 
each stream. Each feedback weighting matrix, B,. with the size of Kb xA can be expressed as: 
Bm PIM ... Pm,. 
hl. (I) ... bm .. 
(1) 
_Am(Kb) 
... bm. (Kb) 
Note that Kb taps are needed so that sufficient past detected symbols is considered for 
cancellation of the entire previous ISI span. To facilitate the MIMO-DFE, the following terms are 
introduced. The sequence of Kb most recent decisions on every stream is labelled as: 
- S. (k-d-1) 
M=Itom (2.116) 
(k -d- 
Kb)_ 
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where d is the same decision delay parameter. Similarly, i. in (2.116) can be grouped as: 
S(k-d-1) il(k-d-1) im(k-d-1) (2.117) 
l(k-d-1) sS SM(k-d-1) 
__Sl(k-d-Kb)_ _Sm(k-d-Kb)__ 
Now, with both the feedforward matrix W. from (2.107) and the feedback matrix B'. from 
(2.115), together with X(k) from (2.101) and A(k-d-1) from (2.117), the output of each m th stage 
decision feedback equalisation process, y,,, (k), can be re-expressed as follows: 
ýj WH 
H 
y (k) = trace .. 
X(k) trace f Bm 9(k -d- 1) (2.118) 
Oý, (O) ... wý, (O) j(k) ... ýq(k-Kff bý(I) ... bý(4)" ý(k--d-l) ... Uk-d-1) 
=tr. -tr 
... gm(k-d-K Lvý, (Kf) ... O)m(K, xN(k) xiv(k-Kf) 4(k-d-Yb) b) fI- 
Lb,: 
h(, ) ... b,: h(Kb)j 
The vec(. ) operator is used on (2.115) and (2.117) to produce the equivalent expressions 
that facilitate weights finding for a MIMO-DFE. First, the long vector b is produced from B,,, as: 
4.0) 
_4. 
(Kb)_ 
vec(B 
bm. (1) 
__bm. 
(Kb)_. 
j eM(Kb)xl 
Secondly, the long vector S(k -d- 1) is produced from S^ (k -d- 1) as follows: 
SI(k-d-1) 
il(k-d-1) 
_Sl 
(k -d- Kb)_ 
i(k -d- 1) = vec(§(k -d- 1)) 
_im(k 
d-l)_ Sm(k-d-1) 
__Sm(k-d-Kb)_j C=m( Kb 
(2.119) 
(2.120) 
Therefore, using the input x(k) in (2.104) and feedforward w. in (2.109) together with the 
long vectors w, and i(k -d- 1) in both (2.119) and (2.120) respectively, the m th stage output of 
the MIMO-DFE in (2.118) can be re-written as: 
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y. (k) WH x(k) - b. 
H i. (k -d- 1) m 
W. 
]H[ 
x(k) (2.121) 
bm -S. (k-d-1) 
where the feedforward and feedback filter's weights in the MIMO-DFE can be achieved by using 
the MMSE Wiener-Hopf solution as: 
wm R-lpm (2.122) 
b. 
Note that the MMSE is used in the same way as in (2.112) except that now the feedback weights 
are provided. Hence, the resulting R and p. also become slightly altered as: 
RE x(k) 
x(k) 
(k-d (k-d 
(2.123) 
m fli jjiH + CY21 -(iil)d+2 
... d+Kb+l 
il 
M)d+2 
... d+Kb+l 
pT 0 
d+2 ... d+Kb+l m 
_(iiM)H 
0 
L d+2 ... d+Kb+l 
and pm E 
x(k) 
s, *, (k - d) 
Ll (Rm)d+l 
(2.124) 
[4, 
(k -d- 1)] m10 
where 
(. )d+i... d+Kb+l in (2.123) indicates columns d+I to d+Kb+l and (. )d+l in (2.124) indicate the 
(d+ I )th column of the corresponding matrix. Note that both (2.123) and (2.124) also eventually 
resort to utilize the block Toeplitz channel matrix, 
FR. 
Although the solutions in (2.110) and (2.121) show only single output detection for a 
symbol, the entire data stream will be detected using the same weighting matrix w" and bm 
obtained under the assumption that the channel stays constantly throughout the burst. (Further 
discussions for the time-varying channels will be given in the results part of Chapter 5 later). 
Also, it must be stressed that the analysis of DFEs is difficult due to their inherent nonlinear 
nature. In order to 'linearise' the above formulation for the MIMO-DFE, the past decisions in 
detection of S(k -d- 1) are assumed to be correct, in which MMSE solution may be fon-nulated 
[47]. Since the impact of error propagation might be important, computer simulations are used to 
access the relative behaviour of the MIMO-DFE and the OSIC receivers for performance 
evaluation. 
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2.6.4 Order Successive Interference Cancellation (OSIC) [47] 
The MIMO-DFE can be extended to incorporate the 'ordered successive interference 
cancellation' (OSIC) scheme to become a MIMO-OSIC-DFE receiver in order to further improve 
the performance of the MIMO systems. Unlike MIMO-DFE, the OSIC-DFE structure detects 
each data stream on an ordered basis where the detections are divided into M successive stages 
instead of a single 'one-go' detection process for all the M data streams. Depending on which 
version of OSIC-DFE, the weighting matrices, w. and b, are obtained at each stage for the 
chosen data stream [47]. Figure 2.20 shows the difference between MIMO-DFE (on the left) and 
OSIC-DFE (on the right) where the detection is assumed to start in an ascending order of the data 
stream in space. The example depicts the detection process at the time of extracting the symbol 
marked with '0'. Symbols marked with 'x' have already been detected and cancel led. 
space 
-1 F-I 4t... RRRT; ý I 
3 
a) 
2 
I 
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4t 
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time ame 
Figure 2.20: Detection strategy in space-time plane. 
In MIMO-DFE, only decisions on temporally preceding symbols are fed back into the 
detection process of each stream. Therefore, CCI contribution from undetected future and on-time 
symbols are not cancelled. Only the ISI contribution from the detected symbols is removed by the 
DFE. However, in the OSIC-DFE, the data streams are successively detected and each stream is 
detected with the entire CCI contribution from every previously detected stream already 
cancelled out. The detection ordering is orga ' nised so 
that stronger streams, which is more 
resilient to interference, are detected earlier in the process in order to assist the weaker streams to 
be detected more reliably later. As a result, the overall performance may improve remarkably. 
Next, two different structures of OSIC-DFE are introduced here as 1) the partially connected 
OSIC-DFE and 2) the fully connected OSIC-DFE, which are natural extension of the V-BLAST. 
2.6.4.1 Partially Connected MIMO-OSIC-DFE [47] 
The partially connected MIMO-OSIC-DFE consists of M successive stages, each having a 
feedforward filter W with temporal span of Kf +I taps per receive antenna and a feedback filter b 
with temporal span of Kb taps. Hence, every (Kf + 1, Kb) stage resembles a multiple-input single- 
output (MISO) DFE. The 'partially connected' structure means that only the chosen detected data 
LL. ý] IEI El F0 r, -, i -1 
,,, ,,, El F Fý Fý 
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stream is fed back into the interference cancellation process at each stage. The first two stages of 
the partially connected MIMO-OSIC-DFE structure are shown in figure 2.21. 
Stage Feedforward 
--------- section Q(. ) w 
MISO MMSE (Kf + 1) xN 
MMSE-DFE .1 Substrearn 
Feedback section 
b (I xKb) 
2 nd Stage 
--------- -------------------- --- r ----------- 
Interference MISO 
Cancellation MMSE MMSE-DFE 
Substrearn 
----------------- 
ý" Interference Continue to 
Cancellation 
... 
Mh Stage 
---------------- 
Figure 2.21: Partially connected MIMO-OSIC-DFE structure 
At each stage, the 'best' data stream (in the MMSE sense) is detected and cancelled out. 
Since the receiver only needs to deal with a single data stream at each stage, the MISO-DFE 
structure consists only a single set of feedforward W and feedback 1b, with lower computational 
complexity compared to the fully connected MIMO-OSIC-DFE (discuss later). The formulation 
of partially connected MIMO-OSIC-DFE together with the OSIC feature will be explained next. 
The input signals to the MISO-DFE is x(k) = vec (X(k)) as stated in (2.104) earlier. Since 
the DIFE's structure is only partially connected, the sequence of Kb most recently decisions 
produced by that stage are similar to (2.116) as: 
-9 (k-d-1) 
M=Itom (2.125) 
which constitutes the input to the corresponding feedback filter. 
The feedforward filter W. at each stage will have the same setting as (2.100), whereas the 
feedback filter b. is now one of the column vector P extracted from (2.115), according to the 
chosen stream. Thus, the output at each stage for stream m can be re-expressed as: 
y. (k) =trace I W. H X(k) bHi. (k-d-1) (2.126) m 
4. (0) ... -TI(k-Kf) -d 
If 
S, (k 
_(K b =tram 
(Kf o; i,, (Kf ýv(k) ý(k-K 
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Note that there is only one feedback path at each stage and its input is the selected data stream. 
Every undetected stream is a candidate for selection. Using the same operation as w. = vec (W, ), 
-4 
the output in (2.126) is equivalent to the following expression as: 
= WH 
Hi 
y. (k) m x(k) - 
b. 
. 
(k-d-1) 
WM 
]H[ 
x(k) (2.127) 
bm 4m(k-d-l) 
Assuming correct decisions at all stages, the MMSE Wiener-Hopf solution for w. and b. is: 
w m] = R. -1p. (2.128) 
hm 
with the m th stage auto-correlation matrix Rm given as: 
E x(k) 
]F x(k) 
]H] 
(2.129) 
[-sm 
(k -d- I)IL-sm(k -d- 1) 
M 
P 
fli fjjH + C; 21 -(FIM)d+2.., d+Kb+l 7' 1=1 
M 
_(jjM)H d+2 ... d+Kb+l 
and the m th stage cross-correlation matrix pm given as: 
pm = E[ 
x(k) TM d+I (2.130) 
]sm(k-d) 
= 
f-[(fi ) 
sm(k-d-1) M0 
where (. )d+l also indicates the (d+l)th column of the corresponding Hm. The resulting R. in 
(2.129) is less complex compared to R in (2.123) since it is required only to deal with one stage 
at a time in the partially connected OSIC-DFE whereas all the M stages are required in the 
MIMO-DFE. Nevertheless, R. needs to be computed M times in the OSIC-DFE in order to carry 
out the detections for all the M stages. However, the resulting p. in (2.130) is equivalent to the 
one in (2.124) due only to the cross-correlation between the tap-input x(k) and the m th stage 
desired data stream, sm(k-d), that leads both equations to become identical eventually. 
2.6.4.2 The Interference Cancellation Scheme [47] 
The OSIC-DFE receiver is more powerful algorithm due to its SIC feature, which is 
capable of not only removing the ISI contribution due to the frequency-selective nature but also 
removing the CCI contribution from each multiple transmit antenna. The arrangement of M 
stages in OSIC-DFE structure now becomes useful since the removal of both interferences can be 
viewed clearly at each stage where ISI is internally removed by the DIFE at each stage and CCI 
from the detected data stream is externally cancelled out by the OSIC feature at each stage. 
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The selection criterion for which data stream to be detected and subsequently cancelled out 
is according to the MMSE criteria where the MSE for each stream m can be found as: 
Ely. (k)-s. (k-d)12 = _PmHRm-'Pm (2.131) 
where R. and p. can be obtained from (2.129) and (2.130) respectively. The undetected stream 
with the smallest MSE will be selected at every stage and extracted using the w, and b. settings 
defined by (2.128). Once the stream has been detected, its interference contribution can be 
removed from the input signal x(k) as follows: 
x(k) <- x(k) - (H. ) I S. (k) 
x(k + 1) <- x(k +: 1) - (H. )2 S. (k) (2.132) 
x(k + L) <- x(k + L) - (Hm)L+l Sm (k) 
where (. )g indicates the e column of H,,. Notice that, since the channel response spans for (L+I) 
symbols, the interference arising from s. (k) has to be cancelled from (L+I) consecutive entries. 
For illustration, consider the basic m channel matrix with CIR of (L+I) =3 as: 
Hm (H. ), (H. )2 (H. )3 1 (2.133) 
k. (O)l (1) hl. (2)-- 
hNm (0) hN. (I)j 
[hN. 
(2)-- 
Note that again, (H. )g signifies the g1h column vector of the channel matrix H.. 
Given the corresponding data streams: s, (a), s .. (b), sm(c), sm(d), sm(e), s. (I), sm(g), where 
s. (a) being the first symbol; the transmit vectors sm(t) at time t can be collected as follows: 
3(r) =[s. (0) s, (1) s. (2) s, (3) s, (4) ... ] (2.134) 
- s. (c)- -sm -sm(e)- - sm _S. (gi 
s,. (b) S. (C) smg , (e) S, s .. 
_ýý(aý _sm(b)_ m(c)- 
s ýS. 
(äý s ... _ 
je) 
Thus, from (2.133) and (2.134), the so-called 'forward grouped received signal matrix' as: 
M 
M=1 
[ x(k) x(k + 1) x(k + 2) x(k + 3) x(k + 4) (2.135) 
Now, suppose that s. (c) has been detected correctly and it is now going through the 
interference cancellation in (2.132). It can be noticed that the symbol s .. (c) only existed in the 
first 3 columns of (2-135), which is in x(k), x(k+l) and x(k+2) respectively. Their detailed 
interaction with each column vector of the basic channel matrix is shown in the following: 
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[ x(k) x(k+1) x(k+2) ] «2 
[ (IIQI (lHý)2 (IM3 11 sm(o) s. (1) s. (2) ] (2.136) 
-- hü» - -li"p- -2 -ýJj -s (ei - 
s (b) (0 4(a) 
hs.. (b 
-4, NQ _4A_ .., 
I. (aý 
-0- 
It can be seen that, due to the characteristic of frequency selectivity, s. (c) has been echoed 
in &, (0), s,, (I), s. (2), in the positions that successively interact with each column vectors (H,. )i, 
(Hm)29 (Hm)39 of the channel matrix H,,,. The 'interference' of s,, (c) is cancelled out accordingly 
from the respective x(k), x(k+l) and x(k+2) in an order using (2.132). Note in (2.132) that the 
increments of the both vector x(k) and (H. ) in each line, are only attained until (L+I). 
It is important to realise that having the incorrect estimate in (2.132) might leads to another 
error propagation problem that arises from the OSIC feature, which might worsen the 
performance. This resembles another nonlinear issue, which resorts to computer simulation for 
performance evaluation. Lastly, take note that the OSIC scheme in (2.132) also requires the 
knowledge of the basic channel matrix, H.. 
2.6.4.3 Fully Connected MIMO-OSIC-DFE [47] 
The fully connected MIMO-OSIC-DFE is similar to the partially connected version except 
that MlMO-DFE is used at each M stages instead of MISO-DFE. The first two stages of the fully 
connected MIMO-OSIC-DFE's structure are shown in figure 2.22 below. 
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Figure 2.22: Fully connected MIMO-OSIC-DFE's structure 
Using the same (Kf + 1, Kb) configuration for its feedforward and feedback filter, every 
stage consists of (Kf + 1) xNxM feedforward taps and MxY,,. b xM feedback taps. Same as the 
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partially connected case, the M stages are ordered so that the data streams are extracted and 
decoded in sequence of decreasing MSE. However, unlike the partially connected receiver, all M 
streams (instead of only one stream) are implicitly decoded within every stage and their symbol 
decisions fed back internally. Only the stream selected by the ordering algorithm at every stage is 
retained while others are discarded and decoded again in a later stage. 
Thus, the potential advantage of the fully connected receiver arises from having more 
powerful feedback section within every stage. At the same time, this enhancement is also a 
potential drawback because it makes the receiver more vulnerable to error propagation, in 
particular given that potentially unreliable decisions of weaker streams are utilised to estimate the 
symbols of stronger streams. Since the MIMO-DFE was formulated and shown previously, it will 
not be repeated here. The extension to the fully-connected OSIC-DFE is straightforward cascade 
of M such identical structures. 
2.7 The Importance of Channel Estimation 
Channel estimation plays a vital role in any wireless communication systems in order to 
reliably recover all the transmission data. Without this feature, the entire communication might 
collapse if the channel, in which the transmitted data had travelled through, has not been known. 
It has been demonstrated that the MIMO algorithms described in the previously in this chapter, 
(especially the BLAST version and the MIMO-OSIC-DFE receivers) have assumed perfect 
knowledge of the channel to carry out the respective signal detection process via the successive 
interference cancellation (SIC) scheme and the MIMO equalisation process. All these processing 
connected to the necessity of channel information are shown in the following: 
In the V-BLAST receiver model, the ZF detection algorithm shown in (2.71) requires the 
channel matrix H to obtain its weighting matrix W by means of inverting H. Whereas, the 
MMSE detection shown in (2.72) and (2.73) uses the auto-correlation of the channel matrix as 
well as its cross-correlation to process the signals. The SIC feature shown in (2.76) also acquire 
the corresponding channel path to perform the interference cancellation process. 
in the proposed QR detection technique, channel information is required for a) channel 
matrix re-arrangement process in (2.86), b) QR decomposition of the re-arranged channel matrix 
in (2.87) where the corresponding triangular matrix R,, is obtained in (2.88) and 0 the QR 
detection process for linear case in (2.92) where R,,, (that relates to the channel) is used in the 
backward substitution process. 
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In the frequency-selective case, the entire channel matrix that contains all CIRs is required 
to perform the MIMO equalisation process in (2.112), (2.113) and (2.114). Likewise for the 
MIMO-DFE case shown in (2.122), (2.123), (2.124). The need of accurate channel information in 
the MIMO-OSIC-DFE receivers is inevitably necessary a) for the recovery of each data stream 
shown in (2.128), (2.129) and (2.130) as well as b) the order successive interference cancellation 
- OSIC scheme in (2.13 1) & (2.132) for both the partial ly-connected and fully connected version. 
Having appreciated the needs of the channel information in all the MIMO processes 
mentioned the channel must be known or estimated before these respective processes can be 
carried out. This can be done by incorporating suitable channel estimation scheme that could 
effectively estimate all path coefficients within each CIR of the MIMO channel. Therefore, the 
channel estimation scheme is an important component that obtains all necessary information of 
the MIMO channel characteristic, which necessitates all related processes in the MIMO systems. 
2.8 Summary 
In Chapter 2, the basic MIMO systems and the MIMO channel model have been introduced. The 
fundamentals and usefulness the space-time processing have been shown for its application in 
equalisation (space-only), beamforming (time-only) and the combination of both techniques 
(space-time). More specific MIMO systems, e. g. the BLAST architecture with the SIC feature 
has also been introduced to illustrate the MIMO processing capabilities. The modified version of 
the V-BLAST receiver with QR detection technique has also been presented for alternative 
solution of MIMO process. As a result, sub-optimum SIC-based MIMO detectors were 
successfully modelled and implemented, which incorporated proper detection ordering by the re- 
arrangement of the channel matrix prior to the QR decomposition process. By using this special 
feature of channel matrix rearrangement, the proposed QR detection method was found to 
approximate the performance of the conventional V-BLAST receiver. 
The extended version of V-BLAST receiver into frequency-selective MIMO channel 
model, which is known as the MIMO-OSIC-DFE receivers, has also been discussed. 
Nevertheless, it is realised that channel information is essential for most of the MIMO processing 
algorithms and it must be acquired accurately for the practical use of MIMO systems, which can 
be accomplished by incorporating a suitable estimation scheme in the exiting MIMO receivers. In 
the next two chapters, various channel estimation schemes will be introduced and discussed for 
the application in the frequency-flat fading MIMO channel model (in Chapter 3) as well as the 
frequency-selective multipath fading MIMO channel model (in Chapter 4). 
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Chapter 3 
Basic MIMO Channel Estimation 
This chapter focuses on the basic MIMO channel estimation (MIMO-CE) methods for 
space-time communication systems operated in the frequency-flat fading channel. The 
incorporation of a suitable channel estimation scheme is essential since most of the space-time 
processors need the "best" knowledge of the MIMO channel to carry-out signal detections and 
processing. (e. g. the Successive Interference Cancellation scheme and MIMO Equalisation in 
Chapter 2). Conventional adaptive methods that have been commonly used in a SISO or SIMO 
system are extended to cater for channel estimation in the MIMO system. The Least Mean 
Squares (LMS) and Recursive Least Squares (RLS) algorithm will be discussed and developed 
for channel estimation scheme in the MIMO system, followed by the non-adaptive method, 
which uses the matrix inversion and orthogonal property. The Hadamard matrix structure will 
also be studied and utilised for designing the pilot matrix of the MIMO channel estimation. 
3.1 Type of Channel Estimation Schemes 
in general, the channel estimation can be categorized into two groups namely a) the data 
aided - training-based approach and b) the non-data aided - blind-estimation approach. 
3.1.1 The Data Aided - Training-Based Channel Estimation 
The data aided method make use of the 'pilot symbols' known a priori by the receiver to 
'train' the channel by means of error measurement and weights adjustment based on "Least 
Squares" method. (Least Mean Square (LMS) and the Recursive Least Squares (RLS) [102-104] 
are the popular adaptively methods). Another type of data aided method uses non-adaptive 
approach, where block of pilot signals (in a matrix form) and the respective received pilot signals 
block are utilised to perform the channel estimation by means of matrix inversion. This is often 
referred as the maximum likelihood (ML) or linear minimum mean square error (LMMSE) 
estimator when orthogonal pilot sequences are used. (Details can be found in [11,73,83]). 
65 
3.1.2 The Non-data Aided - Blind Channel Estimation 
The non-data aided approach trains the channel without the assistance of any pilot symbols 
or any codes, which usually known as the 'blind' algorithm. The blind methods make use of the 
knowledge of statistical signal's properties and structure to perform channel estimation. Among 
the famous blind algorithms is called "Constant Modulus Algorithm (CMA)" [ 105], which seeks 
to minimize error cost function. More sophisticated blind methods like higher order statistic 
method, second order statistic or subspace approach are becoming increasingly popular in the 
current research of the MIMO systems. [95,96,99,106]. Nevertheless, the discussion of MIMO- 
CE methods in this thesis will only be focused on the non-blind channel estimation techniques 
rather than the blind methods. 
3.2 Basic Adaptive Filtering Process 
Before proceeding to the actual channel estimation algorithm, it is important to understand 
the concept of adaptive filtering. In this Section, the Wiener filtering process that leads to 
optimum solution is described, followed by the two general adaptive approaches, the least mean 
squares (LMS) algorithm and the recursive least squares (RLS) algorithm. Both methods 
eventually arrive or lead to the optimum Wiener solution. [104,107]. 
The conventional adaptive method can be categorised into two basic discrete-time filter 
structures. The first structure is the transversal structure (or serial combiner), which is applied to 
the SISO model. The second structure is parallel combiner, which is applied to the SIMO model. 
Both structures will be shown in the following figure 3.1. 
a) The basic adaptive serial combiner b) The basic adaptive parallel combiner 
r ----------------------------------------------------------------------------------- I 
s(n) x(n) x(n-I x(n-M+I) H Z7 Z7 -F-z7q- 
s(n) I(n) wi(n) 
H 
x2(n) W2(n) 
wvo(n wi(n) w, %An) 
An) 
jfn) xAAn) WAAn) 
d(n) d(n) 
_J_ Adaptive tap-weights Adaptive tap-weights e, 
T(n) 
updating mechanism 
Te 
(n) updating mechanism 
L 
Figure 3.1: The basic adaptive filter structure a) The serial combiner & b) the parallel combiner 
Both structures consist of a) adjustable tap weights denoted as wi(n), W2(n), ... wAAn) and 
b) a mechanism to adjust these taps weights adaptively. During the filtering process, the desired 
response d(n) is supplied along with the inputs x(n) at time n, and the filter output is denoted as 
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y(n). The error response e(n) to adjust these taps weights with some criteria such as the minimum 
mean squared error-MMSE. s(n) is the training bits sent and H is the channel. 
3.2.1 The Wiener Filtering [104] 
To understand the adaptive filtering process, the Wiener filtering will be initially discussed. 
The second order statistical properties of the filter's input are used here. Two assumptions are 
made here: First, the discrete-time stochastic process represented by each tap inputs is weakly 
stationary and secondly, the mean value of the process is zero. 
From figure 3.1, the output of the filter, y(n), in both structure can be expressed as: 
y(n) =wH (n) x(n) (3.2) 
where the tap-weight vector w(n) consists of M individual weights, expressed as follows: 
w(n)=[wl(n) w2(n) ... wm(n)]T (3.3) 
Depending on the structure, the tap-input vector x(n) can be termed differently. For the 
transversal structure (shown in figure 3.1a), the input to the filter x(n) can be expressed as: 
x(n) = [x(n) x(n - 1) ... x(n _M+, )]T (3.4) 
whereas x(n) for the parallel structure (shown in figure 3 .1 b) can be expressed as: 
x(n)=[xl(n) x2(n) ... xm(n)]T (3.5) 
Note that both input vectors in (3.4) and (3.5) contain M entries. 
Next, the adaptive approach starts by designing the filter such that the difference between 
the desired response d(n) and the output of the filterAn) (which is referred as the estimation error 
e(n)) is at minimal as follows: 
e(n) = d(n)-y(n) = d(n)-w H (n) x(n) (3.6) 
In the Wiener theory, the MMSE solution for finding the optimum tap-weight vector is 
obtained by minimising the cost function of e(n). The cost function can be defined as: 
J(n) = E[e(n)2] (3.7) 
where E[-1 is the expectation operator. Note that the cost function J(n) defined in (3.7) is also the 
mean squares error (MSE) of e(n), which can also be defined as: 
E[e(n)2] = E[ld(n)-w H (n)x(n)12] (3.8) 
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In order to appreciate the use of MMSE criterion. (3.8) can be expanded as follows: 
J(n) = E[d(n)2]+WH (n)E[x(n)x(n)H ] w(n) -2E 
[d(n) X(t, )H ] w(n) (3.9) 
Let R be the auto-correlation matrix of the tap-input vector x(n) that is defined as: 
H R= E[x(n) x (n)] 
and p be the cross-correlation vector between x(n) and d(n) defined as: 
pH= E[d(n) XH (n) 
] (3.11) 
Therefore, (3.9) can be further expressed as: 
J(n) = E[d(n)2] _ý_ WH (n) Rw (n) -2 PHW(tl) 
Assuming that d(n) has zero mean, E [d(n)2 ] is the variance of (I(n), expressed as: 
cr 
2= E[d(n)2] (3.13) d 
By eliminating the time-dependent index n, (3.12) can be re-expressed as: 
j= cr 2+WH Rw - 2p 
Hw 
d 
(3.12) and (3.14) state that, when x(n) and d(n) are jointly stationary, An) is precisely a 
second-order function of w(n). The dependency of J(n) on the tap-weight elements, 14"], W2. ... 
wm, can be visualised as a bowl shaped surface with a unique minimum shown in the following 
figure 3.2. The bowl shaped surface is also referred as the error- performance surface of the 
adaptive filter. The requirement is to design the filter such that it operates at the minimum point 
of the error-performance surface, where the optimum value of tap-weight vector wo is obtained. 
MSE or 
J(n) 
WO WI 
Figure 3.2: The error-performance surface of the cost-function J(n) 
In a stationary environment, the error-performance surface has the constant shape as well as 
orientation. However, when it operates in a non-stationary environment, the bottom of the error- 
performance surface continually moves, while its orientation and curvature of the surface may be 
changing too. Hence, when the inputs are non-stationary, the adaptive filter has the task to search 
the bottom of the error-performance surface while continuingly tracking it [ 1041. 
68 
The adaptive method seeks to find the minimum point in the error-performance surface by 
applying the MMSE criterion. To determine the optimum tap-weight vector w, differentiation 
function is applied to (3.14) and the derivative of the cost function is set to zero. This produces 
the minimum MSE for the cost function. The process of differentiating the cost-function J(n) 
w. r. t its tap-weight elements in w(n), can be shown as follows: 
ai 
- 2Rw - 2p (3.15) aw 
where V is the gradient vector, which is the derivative of MSE (or cost function) w. r. t the tap 
weight vector. Subsequently, the V is set to zero to obtain the minimum MSE: 
R w,, = 
(3.16) is the discrete form of Wiener-Hopf equation, yielding the optimum w. as: 
wo = R-1 p (3.17) 
where R-1 is the inverse of correlation matrix. Thus, the true value of MMSE or the minimum 
cost function J. i,, can be obtained by substituting (3.17) into (3.14) as: 
=G 
1) Jmn d-P Wo 
The cost function J can be modified (with the additional bracket terms shown below) and 
re-written to include the optimum weight value w, and J,,,,, as follows: 
(J2 
(_ HH 
PHW +PHW dpW, 
)+w Rw -2 
WH +H J. in 
+ wHRw 2 (RR-1) p (R- R)wo 
J. 
in 
+WH Rw 2 WH R WH + WH Rw 00 
J. 
in + 
(W - W, ) 
H R(w-wo) (3.19) 
where (3.19) shows that when the tap-weight vector is operating at the optimum value as 
w= wo 91=J,,,,, or the 
MMSE can be achieved. It is vital to note that the computation of w,, 
requires knowledge of. a) the correlation matrix R of x(n) and b) the cross-correlation vector p 
between x(n) and d(n). Although (3.17) leads to the optimum solution, it present a serious 
computational difficulties since the matrix inversion for R needs to be obtained each time for 
each set of tap-weight vector w(n). This can be very unpractical and time-consuming especially 
when the filter contains large number of tap-weights and the input data rate is high. Hence, more 
practical real-time approaches are needed, which involve automatic adjustment of the tap weights 
(in a updating fashion), to avoid the extensive computations of R and p. These involve recursive 
solutions introduced later by LMS and RLS algorithm discussed in next Sections. 
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3.2.2 Least Mean Squares (LMS) Algorithm 
The first recursive approach is the least mean squares (LMS) algorithm [102-104,107]. 
The LMS algorithm is simple and does not require measurement of the pertinent correlation 
functions, R and p, nor does it require any matrix inversion [107], where its simplicity has 
become the benchmark against other adaptive filtering techniques. It is developed based on the 
method of steepest descent, which recursively performs gradient search for the minimum point of 
the error-performance surface without the knowledge of the error-performance surface itself. 
In the steepest descent method, successive corrections to the tap-weight vector in the 
direction of the negative gradient vector should finally lead to J,, i,, at optimum w,,. Again, let V 
denote the value of the gradient vector at time n and w(n) denote the value of the tap-weight 
vector at time n. According to the method of steepest descent, the updated value of the tap-weight 
vector at time n+I is computed by using the simple recursion relation as follows: 
w(n+l) = w(n) +Ip [-V(n)] (3.20) 2 
where p is a constant. By substituting (3.15) into (3.20), the adaptive algorithm is formulated as: 
w(n+l) = w(n) + g[p-Rw(n)] (3.21) 
where ýt is the step-size parameter that controls the size of the incremental correction applied to 
the tap-weight vector, from one iteration cycle to next. In (3.21), it is necessary that R and p are 
known so that V can be computed, for a given value of w(n). In reality, however, exact 
measurements of V are not always possible and it must be estimated from the available data. 
However, LMS modifies (3.21) so that w(n) is updated in accordance with an algorithm that 
estimate the gradient vector instead of measuring, which adapts to the incoming data as real-time 
approach. (LMS algorithm can be applied to both basic structures in figure 3.1. ) To develop an 
estimate of gradient vector, the most obvious strategy is to substitute R and p in (3.21) with the 
instantaneous estimates that are based on the sample values of x(n) and d(n), defined as follows: 
H R x(n) x (n) (3.22) 
x(n)d*(n) (3.23) 
Hence, the corresponding instantaneous estimate of the gradient vector can be obtained as: 
AH V(n) = -2x(n)d (n) + 2x(n)x (n)*(n) (3.24) 
Substituting (3.24) in (3.20), a new recursive relation for updating w(n) can be obtained as: 
ývi(n) + px(n) I d*(n)-x H (n)ýv'(n) I (3.25) 
where I d*(n)-x H (n) * (n) I is exactly the difference between d(n) and yfn), which is e(n) in 
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(3.6). Note that only the instantaneous input value x(n) is required here instead of obtaining R 
and pa priory as shown in (3.2 1) for each iteration. 
Equivalently, (3.25) can be re-written in the form of a pair of recursive relations as follows: 
e(n) d(n) _ *H (n) x(n) (3.26) 
ýv'(n+l) *(n) + gx(n)e*(n) (3.27) 
Both (3.26) and (3.27) describe the adaptive least mean squares (LMS) algorithm. The 
second term, gx(n)e*(n) in (3.27) represents the innovation that allows correction applied to the 
estimate of ýv'(n) in each recursion, so that *(n) can converge toward the optimum point. 
However, the amount of correction as well as the convergence rate are controlled by the step size 
parameter g. If pt is too small, the filter will take longer time to converge and if ji is too large, it 
may cause stability problem. [103,104], that results in a larger steady-state error (which is the 
MMSE or Ji, ) as illustrated in the following figure 3.3. 
MSE 
A 
Steady-state error J. j., CD --- 
W 
w. - Optimum point 
Figure 3.3: Convergence of the LMS algorithm 
At initial guess, coefficient at point A usually has a larger error and successive iteration in 
LMS algorithm causing the coefficient to move towards the optimum value via point B and C. 
After C, the coefficient overshoots the optimum point towards D. Subsequent iterations cause the 
coefficient to oscillate between point C and D, resulting in a steady-state error, which may be 
reduced by decreasing ýL so that the overshoot is smaller. The trade-off is the slower convergence 
rate, which requires more points between A and C. Typical values of ýt are bounded between: 
0< 11 < (3.28) T. -I. 
where Xmax is the maximum eigenvalue of R. Although the LMS algorithm has low-complexity 
for computing the optimum weights, the convergence time is too long for many applications such 
as fast-changing mobiles communications. The channel coherence time may be shorter than the 
LMS convergence time, which prevents the weights get closer to their optimum values. Another 
algorithm that has faster convergence but with more complex computations, is the recursive least 
square (RLS) algorithm, which is discussed next section. 
k 
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3.2.3 Recursive Least Squares (RLS) Algorithm 1102-104,1301 
Recursive Least Squares (RLS) algorithm is a more advance recursive approach than the 
LMS algorithm, since RLS algorithm utilise all the present and past inputs that extend to the time 
when the algorithm is initiated. The convergence attribute in the RLS algorithm is based on a 
deterministic least squares approach, as opposed to the statistical approach used in the LMS 
algorithm [104]. The resulting rate of convergence is therefore much faster, but more 
computational intensive. The rapid convergence can be achieved by taking on error measurement 
as a time average of the actual received signal instead of a statistical average. 
The RLS algorithm can also be applied to both basic structures in figure 3.1. To understand 
the derivation of RLS algorithm, the least square error based on the time average is defined: 
12 J(n) = Zyn-' 
je(i, n) (3.29) 
t 
where y is the forgetting factor. e (i, n) is the error response using the new tap weight vector w(n) 
at time n to test the old data at time i and is expressed as follows: 
e(i, n) = d(i) -wH (n) x(i) 0: 5 i: 5 n (3.30) 
where w(n) is the tap-weight vector, d(i) is desired and x(i) is the filter input at time i expressed 
for both the transversal structure and parallel structure in figure 3.1 respectively as: 
X(i) = 
[X(i) X(i-, ) ... X(i_M+, )]T or X(') = 
[XI () X2 () ... XM(i)]T (3.31) 
In RLS, w(n) is obtained such that the cumulative squared error J(n) in (3.29) is minimised. 
y tends to weight recent data more heavily in the computations so that J(n) tends to 'forget' the 
old data in a non-stationary environment. If the environment is stationary, y=l, representing the 
ordinary method of least squares. In practice, y is set closed to I to retain some finite weighted 
'memory' of the past data for updating the tap-weights recursively with time average process. 
For minimum value of the least squares error J(n), the gradient ofJ(n) is set to zero as: 
W(n) 
dw(n) 
which leads to the optimum solution as: 
R(n)*(n) = p(n) 
(3.32) 
(3.33) 
where R(n) is the (MxM deterministic correlation matrix of input data x(l) defined as: 
R(n) y" x(i) x H(j) (3.34) 
and p(n) is the (Mx 1) deterministic cross-correlation vector between x(i) and d(i) defined as: 
n 
p(n) = Ey n-i x(i) d* (i) (3.35) 
i 
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From (3.34) and (3.35), the present term can be separated from the past terms by isolating 
the term with i=n from the rest. For example, R(n) can be re-expressed as: 
n-I HH R(n) =yY X(i) X+ x(n) x (n) (3.36) 
present term 
past ierms 
Hence, it is possible to formulate the present R(n) in terms of the past R(n-1) as: 
R(n) = yR(n-1) + x(n)XH (n) (3.37) 
Similarly, p(n) can also be expressed in terms of its past values as: 
p(n) = yp(n-1) + x(n)d*(n) (3.38) 
However, it is still tedious to recursively update compute R-1 (n) for *(n) in (3.33). Thus, 
the matrix inversion lemma [104] is used to derive R-1(n) as a recursive update in terms of 
previous R-1(n-1) . 
The matrix inversion lemma is also used to generate the recursive 
formulation for updating the ýv(n) . 
The matrix inversion lemma states the following: 
A= B-1 + CD-1 CH (3.39) 
A-' =B- BC(D + CH BC)-1 CH B (3.40) 
where A and B are the two positive-definite (MxM matrices and D is another positive-definite 
(Nx, N) matrix, whereas C is an (MxN) matrix. With R(n) assumed to be positive-definite, the 
matrix inversion lemma can be applied with the following identifications: 
A=R(n) ; B-l=yR(n-1) ; C=x(n) ; D=I (3.41) 
Let (D(n) = R-1 (n), substitute (3.4 1) into (3.40), to obtain the following the recursion as: 
O(n) = y-14D(n-1) - 
y-1 (D(n - 1) x(n) xH (n) y-1 (D(n - 1) (3.42) 
1+ XH (n) y-1 4)(n - 1) x(n) 
which can be simplified by the insertion of gain vector k(n) in the following: 
M(n) = -1 
[4)(n-1) 
- k(n) XH (n) 4D(n - 1)] (3.43) Y 
where the gain vector k(n) is define as: 
y-1 (D(n - 1) x(n) k(n) = 11 + Y-1 xH (n) 4)(n - 1) x(n)] 
(3.44) 
which interestingly leads to the following: 
k (n) 1 (D(n - 1) y-1 k(n) XH (n) (D(n - 1)] x(n) (3.45) 
k(n) 4)(n) x(n) (3.46) 
Next, the recursion for the estimate of the tap-weight vector can be obtained by utilising 
(3.42), (3.46) and (3.38) into the formulation optimum tap-weight vector in (3.33) as: 
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R-l(n)p(n) 
(D(n)[7p(n-1) + x(n)d*(n)] 
T(n)7p(n-1) + 4)(n)xý *n 
, 
ýn %. r) 
ýd (3.47) 
1' term 2d term 
It can seen that the I" term can be expanded using (3.43) as follows: 
(D(n)yp(n-1) = -1 
['D(n-1) 
- k(n) XH (n) (D(n - 1)] y p(n - 1) y 
= 'D(n-I)p(n-1) - k(n)x H (n) 4)(n - 1) p(n - 1) 
= ýv'(n-l) - k(n)x H (n) *(n - 1) (3.48) 
where (D (n - 1) p (n - 1) is the previous estimate, * (n - 1) . The 2 
nd term in (3.47) also contains the 
gain vector in (3.46). Using (3.48) and (3.46) into (3.47), *(n) can be recursively expressed as: 
k(n)x H (n)*(n-1) + k(n)d*(n) 
= ývi(n-l) - k(n) 
IX H (n)*(n-1) - d*(n)] 
= *(n-1) + k(n)[d*(n) -xH (n) * (n - 1)] (3.49) 
Note that xH (n) *(n - 1) in (3.49) represents an estimate of d(n), based on the old least- 
squares estimate of tap-weight vector at time n-l. The bracket term at the RHS of (3.49) is called 
the apriori estimation error, which is referred as the innovation to the RLS algorithm defined as: 
cc(n) = d(n) _ *H (n - 1) x(n) (3.50) 
Hence, ýv(n) can be updated in the following recursion as: 
*(n-1) + k(n)a*(n) 
Equations (3.44), (3-50), (3.51) and (3.43) collectively constitute the RLS algorithm. In 
particular, (3.50) describes the filtering operation of the algorithm, whereby the adaptive filter is 
excited to compute the a priori estimation error oc(n). (3.5 1) describes the adaptive operation of 
the RLS algorithm whereby the tap-weight vector is updated by incrementing its old value by 
a(n) and k(n). (3.44) & (3.43) enable the update of k(n) and the inverse of the correlation matrix 
4D(n) respectively. An important feature of the RLS algorithm described by these equations is 
that the inversion matrix T(n) is replaced at each step by a simple scalar division. 
The forgetting factor y in (3.43) and (3.44) is the weighting coefficicrits that can change the 
performance of the adaptive filter. Usually 0.8 <y<I is used. When Y=1, the filter has an 
infinite memory. All previous data will have equal weights. However, setting 7<1, it assigns 
lesser weight to older data, which leads to a finite memory. Note that the value of y has no 
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influence on the convergence rate but it does determine the tracking ability of the equaliser. [ 102, 
1041. The smaller the y, the better the tracking ability of the adaptive filter. However, if y is too 
small, the filter will be unstable. The convergence analysis is provided in [ 104] for full details. 
3.2.4 Summary of the LMS and RLS Algorithms 
The LMS algorithm can be summarised in the following table 3.1: 
11 
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Initialise parameters 
a) n=0 - Initialise recursion-index n=0. 
b) 0<ýi< 
- Compute the step-size parameter g. 
": ) *(0) = [0 0 ... 0], 1- Set all tap-weights to zero 
Recursion 
a) y(n) = *H (n) x(n) - Compute the adaptive filter's output 
b) e(n) = d(n) - y(n) - Compute the error response as innovation 
c) *(n+l) = *(n) + jix(n)e*(n) - Updating the tap-weight vector with 
correction term 
d) n=n+l - Increment the recursion-index. 
Table 3.1 Summary of LMS algorithm. 
IF& 
v 
lk 
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The RLS algorithm can be summarised in the following table-3.2: 
Initialise parameters 
a) n - Initialise recursion-index n=0 
b) ýv(O) = [0 0 ... 
O]T - Set all tap-weights to zero 
c) 0.8 <y<0.98 
- Set the value of the forgetting factory. 
- Set the inverse correlation matrix equal to 
d) 0 (0) 1 the identity matrix 
Recursion 
a) y(n) = 
*H (n) x(n) - Compute the filter's output 
b) cc(n) = d(n) - y(n) - Compute the apribri estimation error 
c) k(n) = 
4)(n) x(n) 
H ly +X (n) 'D(n) x(n)] 
Compute the gain vector with x(n), (D(n) - 
and the forgetting factory. 
c) ýv'(n+l) ýv(n) + k(n)ct*(n) - Updating the tap-weight vector 
d) 4)(n+l) [(D(n) - k(n) XH (n) (D(n)] - Update the inverse correlation matrix 
e) n=n+l 
y 
- Increment the recursion-index. 
Table 3.2 Summary of RLS algorithm. 
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3.3 General MIMO Channel Estimation Algorithms (for 
Frequency-Flat Fading Channel) 
In this section, two general types of' MIMO channel estimation aloorithnis (adaptive and 
non-adaptive method) for frequency-flat Cading channel arc introduced. First. l'()r the adaptive 
method, a) the MIMO Least Mean Squares (MIMO-LMS) algorithm and b) the MIMO Recursive 
Least Squares (MIMO-RLS) algorithrn that extended frorn INS and RLS aloorithnis are 
presented. This is followed by the non-adaptivc method called MIMO "pilot matrix inversion" 
(MIMO-PMI) where orthogonal training sequences are utilised, ýOiich only requires non- 
recursive solution by performing matrix inversion onto the -pilot matrix'* sent l'or training. The 
necessary concepts behind and system model used for these aloorithnis are also presented in order 
to show how the channel estimation is developed in the MIMO configuration. 
3.3.1 Channel Matrix Definition and System Model 
The MIMO transfer function that describes the frequcim-flat lading channel propagation 
for a basic (NxM MIMO wireless system can be defined in a channel matrix as lblloýNs: 
uu 
-h --- h 1 12 
hl h,.,: 
h\1: h\ 2: 
(3.5 2) 
:h 
where each u, in (3.52) is the individual propagation vector that is contains the complex NLOS 
Rayleigh fading coefficients hjj between the ih transmit antenna to all N receive antennas. The 
basic MIMO signal model can be illustrated in following: 
ul , 1 hll_ 
Tx I I" 
" 
U2 
Tx2 h 
Transmitter hý 
Unit 
utf 
xAf 
RX 11 
Rx2 
Rx, \'\ 
7-7 
Figure 3.4: The basic signal model for the frequency-flat MIMO channel. 
Note that each link from ýh transmit antenna to jth receive antenna consists only a single 
path represented by the respective fading coefficient h, Each link in cft'ect is a source of CCI 
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contribution to the others as they superimposed at the respective receive antenna. All h,, are 
assumed to be time-invariant and uncorrelated. The MIMO-CE methods described later aim to 
estimate all coefficients by data-aided approach, using both adaptive and non-adaptive solutions. 
in order to appreciate the training-based MIMO-CE, the signal model must be studied to 
understand the interaction between the transmitted signals and the MIMO channel. The Nx I 
received signal vector r(n) can be again expressed in the following: :M 
r(n) =H N(n) + n(n) (3.53) 
TT 
where n is the time-instant. r(n) = [rj(n), ..., r, \In)] . S(n) [sl(n), ..., siAnfl and n(n) is the 
noise vector. This can be relating to the space-time channel model described in section 2.2.2. 
Assuming H is ti rne- invariant, s(n) at time n can be recovered as: 
, 
ý(n) D[Wr(n)] (3.54) 
where D is the slicing-decision operator and W can be obtained as: 
W= H' (3.55) 
Note that the (. )' is the pseudo-inverse operation. The relationship between H and W are closely 
related in an inverse manner where columns of H corresponds to the roýý of W. The propagation 
vector u,, contained in H shown in (3.52) is inversely proportional to the respective weighting 
vector w,, contained in the W matrix shown in the following: 
w---------------- 
W, 
H III ul ... UW (3.56) 4- 
--------------------- 
Wit- --------------------------------- 
where i=I to Al, u, = [hi, k,, --- hý, ]T and w, = [(oll it),, ... (O'd. 
The implicit relationship in (3.56) also reveals that the individual weighting vector w, which 
is the inverse resImnse of individual u, can be obtained through either adaptive or non-adaptive 
algorithm. Reciprocally, it also means that the estimate of channel matrix h can also be obtained 
in terms of each individual ý, by jointly estimating the respective w, in W first and then perform 
the matrix inversion onto the corresponding *. 
Note that transmit vector s(n) has become the *training' vector which is known a priori at 
the receiver. For channel estimation, a series of s(n) is sent across the channel lor training of the 
channel, where n=I to V, assurning that H remains relatively constant throughout the *training' 
period. In the adaptive method, V is the number of iterations required Ilor the channel estimates to 
reach a convergence solution. In non-adaptive method, V represents the number ofs(n) required 
to be transmitted in burst ofblock to form a *pilot matrix* in order to estimate the channel. 
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3.3.2 Adaptive Training-Based approach 
To adaptively estimate the H in the flreql. lencý -flat channel. the parallcl collibiller frorn 
figure 3.1b can be extended into a mulliple arru-1, hetm? fiwmci- tor the (N, lf) sýstcni as I'Olloxvs: 
sl(n) 
I ri(n) /-ý (o, 
(n) LLI 
I Y-/ - 
s, (n) rAn) (1) 12(n) 
SAXn) (o, % 
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Figure 3.5: Multiple Array Beamformer for adaptive MIMO channel estimation 
It can be seen that the parallel combiner structure from 11LIUre 3.1 b is duplicated A/ times in 
the above multiple array beamformer structure. The individual Output of' each parallel 
combiner is produced by the weighted sum of the received signals and can be expressed as: 
y(n) - W(n) r(n) 0.59) 
y, (n) o), , (n) ... (01 ý (n) r, (n) 
(n)_ (i), 1 f (n) ... (i) (n)- r, (n)_ 
where r(n) is the input received signal vector and y(n) is the output vector. W(n) is the weighting 
matrix at time n, consist of individual tap-weight coefficients. (o,,. In the recursion. the tap-vveight 
coefficients are updated with the aim to jointly minimise the MSF- ofthe error response vector 
e(n), which can be obtained by subtracting y(n) from the desired response vector d(n) as: 
e(n) d(n) - y(n) where d(n) S(n) (1.61) 
e, (n) d, (n) y, (n) d, (n) 
eAf 
. 
(n)J dtf (n) (n)J 
. 
(11)1 
where d(n) is usually the transmit training vector s(n). Instead of using individual C(17) for 
recursion, al I e, (n) are jointly computed as e(n) that serves as the innovation tojointly update each 
(ý), in the adaptive process for the MIMO system. As mentioned. two adaptive MIMO-CE 
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algorithms can be subsequently developed: a) the MIMO-LMS algorithm and b) the MIMO-RLS 
algorithm. Upon completing the recursive process. all tap-weight coefficients in W eventually 
reach its optimum value. which have also converged into the inverse response of H. Finally, the 
estimate of the MIMO channel can be obtained by inverting the final value of W matrix. 
3.3.2.1 Adaptive MIMO Least Mean Squares Algorithm (MIMO-LMS) 
The MIMO-LMS algorithm can be summarised in the following table 3.3: 
Initialise parameters 
a) n=0 - Initialise recursion-index n=0. 
b) O<p< - Compute the step-size parameter pt. 
C) VVI, Ms (0) 0 - 
Initialise all tap-weights in *(0) to zero 
Recursion 
,,,, 
(n) r (n) a) y(n) = 
ýVj, - Compute the output vector 
b) e(n) = d(n) - y(n) - Compute the error vector 
c) *I. ms(n+l) = 
*Ims(n) + p e(n) rH (n) - Updating the weighting matrix with 
correction term 
d) n=n+ I - Increment the recursion -index. 
Table 3.3 Summary of MIMO-LMS algorithm. 
During initialisation, Wand its tap-weight coefficients are set to zero as foliows: 
0 ... 0 
(3.62) WINS 
-0, m(O) - 
(0.1/, %(0)- 0 ... 0- 
During estimation, a series oftraining vectors s(n) containing pilot symbols s, is sent across 
the MIMO channel. The *pilot' received signals form the input vector r(n) to the adaptive filter, 
and its output vector y(n) and error vector e(n) are then computed. With the appropriate step-size 
parameter ýL, the entire weighting rnatrix Wi.,,,, s can be updated using the recursion as 1161lows: 
NýI. ms(n+l) = 
*,.,,, 
Is(n) + pe(n)r 
H (n) (3.63) 
(ýj (n + (n + Col (n) ... (n) --e, (n) 
+ p r, (n) 
(n + (n + 
Note that (. )* is the complex conjugation and n is the recursion- index. 
The recursion in (3.63) basically constitutes the MIMO-LMS adaptive algorithm, which is 
slightly different from the basic LMS algorithm, shown in (3.27). First, the entire weighting 
matrix W is being updated instead of individual tap-weight vector w in (3.57). Secondly, joint 
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error vector e(n) is used instead of individual error response e, (n) to allow simultaneous 
correction on W. Note the position and the conjugation of the error vector e(n) and the input 
vector r(n) in (3.63) has been swapped as compared to (3.27), to facilitate the formulation of the 
MIMO-LMS algorithm. Finally, upon completing the iteration process, the MIMO channel 
A 
estimate H can be obtained by inverting the f inal value of WLms. 
3.3.2.2 Adaptive MIMO Recursive Least Squares Algorithm (MIMO-RLS) 
The idea of MIMO-RLS algorithm is similar to MIMO-LMS except that the update of 
weighting matrix W is of complexity. The MIMO-RLS algorithm is also referred as the multi 
element array RLS (MEA-RLS) channel estimation technique in [87]. 
The MIMO-RLS algorithm can be summarised in the following table-3.4: 
Initialise parameters 
a) n=O - Initialise recursion-index n0 
b) WRLS (0) =0 - Initialise all tap-weights in W(O) to zero 
c) 0.8 <y<0.98 - Set the value of the forgetting factory. 
d) 4D (0) 1 - Set the inverse correlation matrix equal to the identity matrix 
Recursion 
a) y(n) 
*RLS (n) r(n) - Compute the output vector b) e(n) d(n) - y(n) - Compute the error vector 
c) k(n) - ly + 
(D(n) r(n) 
rH (n) 4D(n) r(n) 
(n) - Compute the gain vector with r(n), 4) 
and the forgetting factory. 
C) 
*RLs (n += 
*RLs 
(n) + e(n) kH (n) - Updating the tap-weight vector 
d) (D(n + 1) [O(n) - k(n) rH (n) O(n)] - Update the inverse correlation matrix 
e) n=n+Iy - 
Increment the recursion-index. 
Table 3.4 Summary of MIMO-RLS algorithm. 
During initialisation, besides WRLs and its tap-weight coefficients is set to zero, same as 
(3.62), additional initialisation is needed on the inverse of correlation matrix shown as follows: 
(D(O) 
ell(0) - elN(O) 
-Gl(0) 
*** eNN(o)- 
= 8-11 
1 0 0 
ö-, 0 *-. 0 
-0 
0 1. 
(3.64) 
where 8 is a small constant and I is the identity matrix. The forgetting factor y is typically set 
clOser to unity as y=0.98. During the recursion, y(n) and e(n) are computed. However, for the 
MIMO-RLS algorithm, each ej(n) in the e(n) is slightly different from the definition in the basic 
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RLS algorithm in (3-50). Each error response e4n) for the MIMO-RLS algorithm, is obtained 
based on present estimate of tap-weight vector w^ (n) (instead ofprevious ýv(n - 1) ) shown as: 
e(n) = d(n) - ýv(n) r(n) (3.66) 
Next, the ultimate difference between the basic LMS and RLS lies at the additional 
computation of the gain vector, k(n) in RLS algorithm, which is computed as follows: 
4D(n) r(n) 
gl(n) 
k(n) 
+rH (n) (D(n) r(n)] 
(3.67) 
_gN(n)_ 
Finally, the weighting matrix WRLs can be updated as follows: 
*RLs (n += 
*RLS (n) + e(n) kH (n) (3.68) 
6,, (n+l) 61, (n) ... 
63IN (n) e, (n) 
+ [g, (n) ... ýv (n)] 9N 
_6)MI(n) 
... eo,, (n)_ 
_em(n)_ 
Similar to the basic RLS algorithm, the inverse of correlation matrix 4)(n) in the recursion 
can be subsequently updated as: 
(D(n+l) =I (D(n) - k(n) rH (n) 4D(n)] y- 
(3.69) 
Note that the ultimate difference between the basic RLS algorithm and the MIMO_RLS 
algorithm lies within the recursive formulation for updating the tap-weights shown respectively 
in (3.51) and (3.68), using different form of error response. In the MIMO-RLS algorithm, the 
error vector e(n) is used instead of using only single error response e(n) in the basic RLS 
algorithm. Consequently, the MIMO channel estimate 
A can be obtained by inverting the final 
value of *RLs matrix upon completing the iteration process in (3.68). 
3.3.2.3 Comparison between MIMO-LMS and MIMO-RLS Algorithm 
Interestingly, when comparing the two MIMO adaptive algorithms for updating the 
weighting matrix W, in (3.63) and (3.68) respectively, the MIMO-RLS algorithm appears to be 
very alike with the MIMO-LMS algorithm in the basic structure defined as follows: 
*(n + 1) = *(n) + C(n) (3.70) 
where C(n) denotes as the correction matrix. Obviously, the correction matrix is different in both 
MIMO-LMS and MIMO-RLS algorithms. The reason that MIMO-RLS being a faster 
convergence algorithm is that the gain vector k(n) computed in the correction matrix C(n) 
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provides more powerful adaptation in (3.70), which is depending on the past value of the inverse 
of correlation matrix (D(n) in the deterministic manner that always leads to the Wiener-Hopf 
optimum solution. This has been shown in section 3.2.3 for the derivation of basic RLS 
algorithm. On the other hand, correction matrix in MIMO-LMS algorithm provides less powerful 
adaptation, which requires larger input samples r(n) to reach the optimum solution (even the step- 
size parameter has set to optimum value), using the statistical approach shown in section 3.2.2. 
3.3.3 Non-Adaptive Training-Based Approach 
In the non-adaptive training-based approach, V number of training vectors s(n) are sent in 
burst of data-block, which form the necessary "pilot matrix" S as follows: 
s(l) s(2) ... S(V) ]= 
sl(l) sl(2) S, (V) 
_sm 
(1)_ 
_slf 
(2)_ 
-sm 
(V)- 
(3.71) 
The formulation in (3.71) can also be viewed as each m th transmit antenna sending their 
respective training sequence that consists of pilot symbol s. (I) to s (P). Hence, S sent over the 
flat fading MIMO channel H can be related to its corresponding received signal matrix R as: 
R= HS +N (3.72) 
where N is the corresponding noise matrix that consists the collective AWGN noise vectors n(n). 
The corresponding received signal matrix R consists of respective received signal vectors as: 
r(l) r(2) ... r(V) ]= 
r, (2) ri (V) 
_rN 
(1)_ 
_rN 
(2)_ A (V)- 
(3.73) 
In the adaptive method, the estimation started as soon as the first received signal vector r(l) 
aff ives. However, in the non-adaptive method, the receiver needs to wait until all V received 
signal vectors r(n) have arrived first, to form the corresponding received signal matrix R, so that 
channel estimation can be perfort-ned with the use of a priori known pilot matrix S as: 
R S' (3.74) 
where (. )+ is the pseudo-inverse operation which can be achieved through different ways, e. g. 
Moore-Pcnrose or SVD [116,123]. Obviously, the accuracy of the channel estimation in (3.74) 
depends on the success of matrix inversion process on S as well as the noise condition. 
Although the formulation in (3.74) appears to be simpler as compared to the adaptive 
algorithms, it requires time-consuming computation to perform the matrix inversion on S. (e. g. if 
S is a wide matrix with dimension of (Mx P) where V >> M, where the pseudo-inverse operation 
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which is tedious to be performed). An alternative way is to slightly modify (3.74) such that direct 
matrix inversion (. )" is performed as follows instead of using pseudo-inversion: 
SH (S SH H=R (3.75) 
where (. )H is the Hermitian operation. Note that the product term SS 
H now becomes a square 
matrix that allows direct matrix inversion to be applied. The method used in (3.75) for MIMO 
channel estimation can be referred as the maximum-likelihood (ML) estimator, which can be 
found in P 1,73,83,84]. This concept has been studied for the flat fading channel and it is also 
learned that the optimum training sequence that minimises the MSE is made of orthogonal 
sequences, which can be used to construct S to achieve the best estimation accuracy. The use of 
orthogonal sequence and its property are presented next. 
3.3.3.1 Matrix Inversion and Orthonormal Properties 
The matrix inversion is a vital process in the non-adaptive channel estimation technique, 
which usually requires high computational power depending on the size of the matrix to be 
inverted. Also, whether a matrix is invertible or not depends on the condition of the matrix itself 
[116]. If the matrix is ill-conditioned, the inversion process may become invalid since the matrix 
is close to singular case. [116,117]. 
it is however, possible to utilise the orthogonal properties in order to assist the matrix 
inversion process where matrix inversion can simply be replaced by the matrix transposition 
[117,123]. The following orthonormal property shows the inverse-transpose relationship: 
QTQ =I and QT Q-1 (3.76) 
T 
-ql- 100 
QTQ = q, ... q,, 0 %. 0 
qnT'-- 
-1 
1--001 
where qjTqj =0 and qTq, =1 (3.77) 
q is the orthonormal column vector obtained by the Gram-Schmidt orthogonal isation (GSO) [116, 
123]. 1 is the identity matrix. (3.76) simply states that I can be produced if the columns of Q 
matrix are orthonormal and left-multiplying Q with its matrix transpose 44T. This also means that 
if Q is an orthogonal matrix, then its matrix inversion Q-1 is equivalent to its matrix transposition 
4ýT. If Q is a square matrix with orthonormal columns, then the following is also true: 
QQT =1 (3.78) 
Note that (3.78) is written differently from (3.76) where Q is now right-multiplied by the 
transpose matrix QT. However, when Q is a tall matrix with lesser columns or more rows that 
consists of only orthonormal column vectors q, then only the orthogonal properties shown in 
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(3.76) are true whereas the property in (3.78) becomes invalid, which can be easily verified. The 
orthogonal properties for the rectangular tall matrix are shown in the following: 
T 
q, 
QTQ T ... 
(3.79) 
__ 
q,, -- 
11 IM 
LIIJ 
On the other hand, if Q matrix is a wide matrix with orthonormal row vectors q (instead of 
orthonormal column vectors), then, only orthogonal property in (3.78) is valid as: 
qj- 
QQT 
IT IT 
(3.80) q, ... qm 
L 
Note that in both (3.79) and (3.80), the wide-rectangular matrix is always placed on the left 
side of the tall-rectangular matrix in order to make the orthogonal properties valid. This is 
because the multiplication of inner product must be performed on the corresponding 
'orthonormal' vector, but not on the non-orthonon-nal vector, for the respective structure of Q. 
Hence, the properties from (3.76) to (3.80) can be utilised to replace the task of matrix 
inversion by the matrix transposition that requires lesser computations. However, the orthonormal 
vectors must be obtained first before these orthogonal properties can be applied and the methods 
of achieving these orthonormal sequences can be found in [116,117,123], which will not be 
discussed here. Instead, its application will be focused to design specific pilot sequences for the 
non-adaptive channel estimation approach in a MIMO flat-fading channel. 
3.3.3.2 Hadamard Matrix - The Structure and Orthogonal Properties [132,133] 
The Hadamard matrix is a square matrix that consists of orthogonal rows or columns with 
uniform amplitude of ±1. (Unlike the orthonormal vector where each element is normalised). An 
example of Hadamard matrix Z of order of 4 with (4x4) entries, is presented as follows: 
IIII 
z (3.81) 
It can be seen that the Hadamard matrix has the symmetrical structure with orthogonal 
entries in each row or column. Therefore, the following orthogonal properties can be applied: 
ZTZ = VI or ZZT = VI; zT= vz-l (3.82) 
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where Y' is the Hadamard matrix order. (3.82) implies that the inversion of the Hadamard matrix 
is equivalent to its matrix transposition and (3.82) is only different from (3.76) by a factor of v. 
It 
3.3.3.3 Non-adaptive MIMO-Pilot Matrix Inversion Algorithm (MIMO-PMI) 
In the following, the non-adaptive MIMO-PM1 channel estimation technique for the flat- 
fading MIMO channel will be illustrated for a (4A) system. First, the Hadamard matrix is 
generated with suitable order v based on following criterion: 
min (2t) 2: M (3.83) 
where t is an integer and M is the number of transmit antenna. Here, the (4x4) Hadamard matrix 
with minimum order v=4 is generated since M=4 in this case. Next, the pilot matrix S is 
designed such that M row orthogonal sequence of the Hadamard matrix is extracted and assigned 
to S where S is constructed into its real and imaginary matrices, A and B shown as follows: 
S=A+ iB +j (3.84) 
J L' J 
where A and B are each constructed from the Hadamard matrix in (3.81). For simplicity, matrix 
A and B are chosen to be the same, although other combinations of A and B are possible to 
achieve the same objective. To illustrate the MIMO-PMI algorithm in the complex form, the 
channel matrix H is split into its real and imaginary matrices, X and Y respectively as: 
H=X+ jY (3.85) 
Hence the corresponding received signal matrix R (in noiseless case) can be expressed as: 
R= HS = (X+jY)(A+jB) = (XA-YB) + j(XB+YA) (3.86) 
Next, to obtain the estimate of the MIMO channel, R is right-multiply by the Hermitian of 
S instead of the pseudo-inversion of S shown in (3.74), which is demonstrated in the following: 
SHI T T] ft fjR f[(XA-YB) + j(XB +YA)][A -jB (3.87) 
f [(y 'AAT yBAT + yABT 
T)+j(yAAT T_y +XBB +XBA '"T +YBB 
T)] 
Y_ 
middle terms middle terms 
wheref is the correction factor. Through proper design in A and B, leads to the following: 
BA T= AB T (3.88) 
By setting A=B in (3.87), the condition in (3.88) is guaranteed. Thus, the middle terms in 
(3.87) can be effectively cancelled out, leading to the following final expression: 
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ft 
= 
(X+ j y) (AAT +BB T) =f (H S)SH (3.89) 
When A=B are both the orthogonal matrices, which lead to simplified term as: 
(S SH) = 
(AAT + BB T)= 2AA T= 2vI (3.90) 
Therefore, the resulting expression in (3.89) can be re-written as: 
H=f (X +j Y) (2v 1) =f (H) (2v 1) (3.91) 
where I is the identity matrix. Note that (3.91) consists X and Y of the channel matrix H in 
(3.85). Finally, ft can be obtained with appropriatefto compensate the '2v' term as follows: 
1/2v (3.92) 
Note that the pilot matrix S contains pilot symbols with uniform amplitude of ±1 within A 
and B as shown in (3.84). However, the value of this uniform amplitude can be changed 
accordingly to the required magnitude ±s required by the MIMO system as follows: 
+S +S +S +S +S +S +S +S 
S=A+ jB +S -S +S -S +j 
+S -S +S -S (3.93) 
+S +S -S -S +S +S -S -S 
-+S -S -S 
+S- 
-+S -S -S 
+S- 
As a result, the estimation equation in (3.9 1) is also changed accordingly as follows: 
ft 
= f(X +jY)(2v S2J) (3.94) 
Now, the correction factorf has to compensate the term 2vs 2 as: 
f= 11(2VS2) (3.95) 
where s2 is the energy per pilot symbol. Now, s can be set to any arbitrary number. 
An alternative way to include the transmit-power into the expression of R while retaining 
uniform amplitude of ±1 in A and B of S as in (3.84) is re-expressed as follows: 
-L R=Z HS+N (3.96) 
where p denotes the expected SNR. The V-plm term is the power control that keep the total 
transmit power constant at the receiver regardless of the number of transmit antennas M. 
According to [73], the channel estimate ft can then be obtained as follows: 
fR SH S SH 
1 
ýp HS) 
SH (S SH)-' (3.97) YfF p 
It is obvious that the correction factorf above is set to jM-1p . Although (3.97) allows 
S to 
constitute any structure, the best estimation result is obtained when S is constructed by the 
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orthogonal matrices in both its A and B and the channel estimate 
A can be obtained as: 
fl 
=fR SH f HS sH (3.98) 
Since SSH = 2A as obtained in (3.90), the correction factorf for (3.98) is set to ýM-lp x 1/2v. 
Therefore, it can be seen that with the use of orthogonal matrix, the term (S SH )-I in (3.97) 
is now eliminated and substituted by just the extra constant value of '1/2v' in the setting off. The 
formulations from (3.83) to (3.98) in effect constitute the basic of the MIMO-PMI algorithm for 
the non-adaptive channel estimation method in a MIMO system. The importance of using the 
orthogonal sequences in forming the pilot matrix has been shown; not only avoiding the need of 
matrix inversion but also providing a way for virtual segregation of each collective transmission 
that enables effective CCI mitigation at the receiver during the training of the channel. 
3.3.3.4 The Pilot Matrix Design Consideration for Different System Configuration 
The formulations from (3.83) to (3.98) are explained using the (4x4) system, where the 
number of transmit antenna M equals to the number of receive antenna N. Also, M is the same 
value as the order v used to generate the Hadamard matrix to form the subsequent pilot matrix S. 
To generalise the MIMO-PMI channel estimation method for any (NxM system for the flat 
fading channel, the following procedure must be followed: 
First the value of M is crucial in detennining the order v that is needed to generate the 
Hadamard matrix with the correct size. The condition in (3-83) can be still used here 
[v 
= min (2t)] ý: 
t 
k 
(3.99) 
Equation (3.99) means that v is assigned with the value that fulfils two conditions: First, v 
must be assigned with the valid order of the Hadamard matrix. Secondly, the order v must be at 
least equal or greater than the number of transmit antenna M. This produces a range of possible 
values where v can be increased accordingly to next levels of Hadamard's order. However, the 
minimum value of v that fulfils (3.99) will be used here. Once the value of v is determined, the 
Hadamard matrix is generated using the order of v with the matrix dimension of (vxv). 
Next, the pilot matrix S can be constructed from this (vxv) Hadamard matrix whereby each 
row of S is assigned with an orthogonal row sequence extracted from the Hadamard matrix. Each 
orthogonal row sequence must contain v symbols in full length. Depending on the value of M, 
any M non-repetitive consecutive rows of the Hadamard matrix can be extracted. Therefore, the 
(Mxv) size pilot matrix S can be acquired directly from the (vxv) Hadamard matrix previously 
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generated. The (Mxv) size pilot matrix S is defined in the following: 
S, SIO) 
S2 S20) 
-sm -SM 
sl(2) ... S, (V) 
S2(2) ... S2 
(V) 
sm (2) ... SM(V) I 
(3.100) 
where s#) denotes the complex pilot symbol sent from ith transmit antenna at time t. The pilot 
matrix S in (3.100) can also be expressed in terms of each row sequence si sent by 14h transmit 
antenna, which is orthogonal to one another. The basic formulation of S in (3.71) can still be 
applied except that the number of vectors V is now replaced to the value of v. 
One of the vital rules in creating S is that its matrix size must be attained according to the 
basic dimension of (Mxv). This rule can generally be applied for any (NxM system configuration 
for N=Mas well as N>Mcase. Note that the generation S is totally independent of the value of N. 
Two other (NxM systems will be used next to explain the case of (Ný: M#v: 
a) Example using Qx3) system for (N=M:;, - v case 
In a (30) system, the MIMO-PMI algorithm is required to estimate the channel matrix 
with (3x3) entries. Following the criterion in (3.99), the minimum order that required to generate 
the right size Hadamard matrix is v=4 in order to fulfil the condition of V>M since M--3. 
Therefore, the Hadamard matrix with order of 4 is first generated. Next, for the construction of 
the pilot matrix S, only three orthogonal rows sequences are selected from this (4x4) Hadamard 
matrix. For simplicity, any three consecutive rows can be chosen. This forms a (3x4) pilot matrix 
S. Subsequently, for the estimation of the (30) channel matrix, the formulations from (3.89) to 
(3.98) can still be applied and can be easily verified. Note that the length of the pilot matrix must 
always constitute the full-length of the orthogonal sequence (which is the value of v used for 
generating the Hadamard matrix), in order to fulfil the orthogonal properties shown in (3.82). 
Since the pilot matrix is a wide-rectangular matrix, the property in (3.80) will be applied. 
b) ExaMle using (5 x3) Ustem for CN >M#v case 
For the case of N> M, in a (5x3) system, the MIMO-PMI algorithm is required to estimate 
the channel matrix with (5x3) entries. Nevertheless, since the value of N has no effect in the 
procedure of constructing the pilot matrix, the resulting pilot matrix S will be same as the 
previous case. Similarly, for the estimation of the (5x3) channel matrix, the formulations from 
(3.89) to (3.98) can still be applied. One can easily verify this condition by using method of 
dimension matching for matrix representation in those formulations. 
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3.3.3.5 The Pilot Matrix Expansion 
This basic dimension (Mxv) of the pilot matrix used in MIMO-PMI algorithm previously 
can be further expanded (in columns) to improve the performance of the channel estimator. 
However, the expansion of the basic pilot matrix must be accomplished such that each row of 
training sequence in the expanded pilot matrix is still orthogonal to one another so that the 
fundamental orthogonal properties can still be applied for the MIMO-PMI algorithm. 
There are two ways to expand the basic pilot matrix. First, according to (3.99), v can be 
increased to the next valid order to generate a bigger size of Hadamard matrix. For example, the 
previous v=4 can be increased to v--8 or 1-- 16. The size of expanded pilot matrix S,,, p will now be 
a wider (MA) or (Mx 16) rectangular matrix instead of (MA) matrix. The newly generated (W) 
Hadamard matrix provides more choices of row sequences to be selected for the construction of 
pilot matrix. To further expand the size of the pilot matrix, its length can be further increased by 
extracting the orthogonal sequences from the next higher order of Hadamard matrix. 
The second method is less tedious, since only the basic pilot matrix constructed from the 
minimum v ordered Hadamard matrix is needed. Using same example, the basic pilot matrix Sint 
will have minimum size of (Mxv) where v ý! M and v is of minimum according to (3.83). The 
expansion can be accomplished by duplicating this Sint and cascading them together so that the 
length of the expanded pilot matrix Sexp can be further increased. This is shown in the following: 
Sýv=[Sjý, t(l) Si,, t(2) ... Sý, jp) 
1 (3.101) 
Note that the expanded pilot matrix Sexp comprises multiple P set of basic Sint. Depending 
on the size required, the length of the pilot matrix can be increased in the multiple of (Pxv), 
forming the S,,, p with matrix dimension of Mx(Pxv). The expansion still preserves the orthogonal 
structure of the training sequence (since basic Sint is orthogonal), thereby allowing the orthogonal 
properties to be applied for the same procedure of channel estimation from (3.87) to (3.98). 
Thus, the estimate of the channel using the expanded pilot matrix Sexp shown by the two 
methods can be obtained with the modified version of the MIMO-PMI algorithm as follows: 
.= JR S 
PHI (3.102) H ex 
wheref is the same compensation factor. In the I" method of expansion in Se,, p, f is set exactly as 
in (3.95), according to the increased order v used to generate the 'higher-ordered' Hadamard 
matrix. However, for the 2 nd expansion method in SexPJ is set to include the T' factor as follows: 
-Vp -S2 (3.103) 
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3.4 Comparison in Implementation Complexity 
It is useful to access the computational complexity of each MIMO-CE algorithm; i. e. 
MIMO-LMS, MIMO-RLS and MIMO-PMI, in order to know how costly in terms of 
computational power for obtaining the required channel estimates. In this part, the computation 
will be carried out by counting the number of floating point operations as number of 'y7ops", that 
each algorithm requires. Each addition, subtraction, multiplication, division operation will be 
counted as one flop. However, to show clearly for the counting, the operation counts will be 
displayed along each equation used by the respective estimation algorithm. The following 
abbreviations for respective operation are used as follows: 'add' for addition, 'sub' for 
subtraction, 'mul' for multiplication and 'div' for division. Appropriate parameter; e. g. N, A v, n 
will be used along to denote the number offlops for respective operations in each equation. 
First, the computational complexity of the adaptive approach; the MIMO-LMS and the 
MIMO-RLS channel estimation will be accessed. (Refer to section 3.3.3 for the summary of both 
MIMO-LMS and MIMO-RLS algorithms). 
a) MIMO-LMS channel estimation process algorithm 
a) y(n) = *Lms(n)r(n) a) NM muls + M(N - 1) adds 
b) e(n) = d(n) y(n) b) M subs 
H 
c) WLw (n + 1) = WLms (n) + ýt e(n) r (n) 
2 
MUjS c) NM adds + 2N 
Table 3.5: Computational complexity of the MIMO-LMS algorithm 
Therefore, the number of flops needed to complete I iteration in MIMO-RLS algorithm: 
=- 
311N+2AT2+MflopS (where N-1 is treated as - N) 
b) MIMO-RLS channel estimation process algorithm 
a) y(n) = *RLS(n)r(n) a) NM muls + M(N - 1) adds 
b) e(n) = d(n) - y(n) b) M subs 
c) k(n) = 
'D(n) r(n) 
H 
N2 muls + N(N - 1) adds + C) [y +r (n) 4D(n) r(n)] (N 2 +N)muls+N 2 adds 
c) *RLs(n+l) = *RLs(n) + e(n)k H (n) d) NM adds+ 2N 
2 MUIS 
d) (D(n+l) [ID(n) - k(n)rH(n)4D(n)] e) 
N2 subs +N2 MUIS + 
N(N - 1) adds +N2 djVS 
Table 3.6: Computational complexity of the MIMO-RLS algorithm 
Therefore, the number of flops needed to complete I iteration in MIMO-RLS algorithm: 
2 
=3AN+ION + M+ 2Nflops (where N-1 is treated as -, N) 
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Hence, if total n training vectors that corresponds to n iterations are used in both adaptive 
approaches to arrive at the converged solution of the channel estimates, then, the total number of 
flops required for each case is obtained as follows: 
For MIMO-LMS: n(3AN+2N2+Mflpps & 
For MIMO-RLS: n(3AN +1 ON2+M+2N)flops 
Next, the computational complexity of the non-adaptive MIMO-PMl channel estimation 
algorithm is accessed. Recall that MIMO-PMI algorithm in equation (3.83) only requires a single 
equation to obtain the channel estimate, which is shown again as follows: 
A= fR SHI : Totalflops = Nv muls + M(v-1) adds + NMmuls (for correction factorj) 
and Mvflops (for Hermitian-transposition operation). 
Hence, the number or flops needed in the MIMO-PMI algorithm: 
ý v(N + 2" + NMflops (where v-1 is treated as - v) 
Note that v is the pilot length of the training sequence in the pilot matrix S, which is also 
the total number of pilot (column) vectors needed to be sent in the MIMO-PMI algorithm. 
Therefore, it can be viewed as the same entity as the n iterations needed in MIMO-RLS 
algorithm, since n pilot (column) vectors is also needed. 
We can generalise these two parameters as v=n=k if the same number of pilot vectors are 
used in each approach, which allow us to make direct comparison of the computation complexity 
between MIMO-RLS and MIMO-PMI channel estimation algorithm. 
MIMO-RLS: k(3AEV+ I OAT2+M+2N)flops 
b) MIMO-PMI: k(N + 2M + NMflops 
It is found that although both methods achieved similar BER performance (shown later in 
result section), the MIMO-PMI approach has less computational complexity as compared to the 
MIMO-RLS algorithm. 
3.5 Summary 
In Chapter 3, three training-based MIMO channel estimation schemes namely the MIMO- 
LMS, MIMO-RLS and MIMO-PMI algorithms, have been introduced and demonstrated. The 
first two approaches are the adaptive MIMO channel estimation schemes whereas the MIMO- 
pMI is the non-adaptive channel estimation method. The fundamentals of the adaptive 
approaches such as Wiener filtering, the basic of LMS and RLS derivations have been shown and 
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adaptive method devised for MIMO systems have been illustrated. Comparisons between the 
MIMO-LMS algorithm and MIMO-RLS algorithm have been pointed out. This is followed by 
the illustration of non-adaptive MIMO-PMI algorithm, which uses concept of pilot matrix to 
perform channel estimation by a single matrix inversion operation. The design and criteria of the 
pilot matrix construction with different parameter configurations and the need for orthogonal 
training sequences have also been shown where the Hadamard structure and its orthogonal 
properties were used to assist the channel estimation in the MIMO systems. Scenario for possible 
extension of pilot matrix to achieve better system performance, has also been demonstrated. 
Lastly, comparison in terms of computational complexity between MIMO-RLS and MIMO-PMI 
algorithms has also been carried where MIMO-PMI algorithm is found to have less 
implementation complexity than the MIMO-RLS algorithm. 
Although various channel estimation schemes have been successfully implemented in the 
MIMO systems to estimate the NxM fading coefficients, the methods used in this chapter are 
solely catered for the frequency-flat fading MIMO channel condition where only single path link 
exists between each transmit-receive antennas pair. In the next chapter, the MIMO channel 
estimation schemes are extended to the frequency-selective fading channel to cater more 
complicated scenario where (L+I) multipath fading within each channel impulse response of each 
link is considered. The novel MIMO channel estimation scheme presented in Chapter 4 attempts 
to estimate all the NxMx(L+I) fading coefficients while resolving the co-channel interference and 
the inter-symbol interference posed by the frequency-selective fading MIMO channel. The design 
criteria and all other related issues of the proposed frequency-selective MIMO channel estimation 
scheme will be demonstrated in the next chapter. 
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Chapter 4 
Novel MIMO Channel Estimation 
Scheme (Design and Implementation) 
This chapter presents a novel training-based MIMO channel estimation (MIMO-CE) 
scheme for the class of layered space-time receivers described in Chapter 2. The development of 
the proposed MIMO-CE scheme from the frequency-flat fading channel to the frequency 
selective fading channel is presented. This includes the extension from the MIMO-PMI method 
(described in Chapter 3) to include the consideration of (L+I) frequency-selective paths and the 
problem of CCI and ISI interferences in a MIMO channel. The use of both ordinary and Paley- 
Hadamard matrix for the construction of the pilot matrix is also presented. The MIMO-CE 
scheme is also extended from the symbol-spaced model to the fractionally-spaced model to allow 
Mulitpath that aff ives within a fraction of a symbol period to be considered and estimated 
accordingly. Finally, this novel MIMO-CE method is further extended to include channel 
tracking in order to cater for the time-varying channel model with different Doppler velocities. 
4.1 Development of MIMO Channel Estimation from Frequency- 
Flat Fading Model to Frequency-Selective Fading Model 
The MIMO-CE methods presented in Chapter 3 are restricted for flat fading channel where 
each sub-channel (from mth Tx to nth Rx) contains only a single path. However, in the frequency 
selective channel, multiple paths are present in each sub-channel. Due to the delay spread, each 
path may arrive at different time, causing the inter-symbol interference (ISI) event when the RMS 
delays spread of the channel is greater than the symbol duration itself [113]. In addition, co- 
channel interference (CCI) also exists when the multiple received signals are superimposed at 
each receive antenna. The joint CCI and ISI effect creates more complicated scenario for the 
channel estimation process since the received signals buried under these interferences must be 
amply segregated. Hence, issue of interference needs to be considered carefully when designing 
the MIMO-CE scheme for frequency selective channel. This is addressed in next section. 
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4.1.1 Recap of MIMO-CE methods for Flat-Fading MIMO channel 
In order to demonstrate the development of the proposed MIMO-CE scheme from the flat 
fading channel to frequency-selective fading channel, the previous MIMO-PMI algorithm (for 
non-adaptive case) is again illustrated using a (2x2) configuration shown below: 
TxI 
hil 
RxI h 
LxI_T : ý2ý1'" 
H=[ýý 
MIMO hl, h, 2 MIMO 
Tx LTx2 
h- Kx 
Rx 
Figure 4.1: A (2x2) system in a flat-fading MI MO channel 
The (2x 1) receive signal vector r can be related to the transmit signal vector s as: 
r(k) V-p-IM Hs(k)+n(k) (4.1) 
[Xk h12 ak h, 
+ n(k) (4.2) 
Yk mL h2l h22 
] [bk ] 
where H is the flat-fading channel matrix that describes individual complex path coefficients, hji, 
from Tx-i to Rx-j. ý_p__IM is the transmit power as described in (3.96) and n(k) is the AWGN 
noise vector. For illustration, the pilot symbols sent respectively from antenna Tx I and Tx2 are 
denoted as 'ak' and 'bk" whereas signals received at antenna Rx I and Rx2 are denoted as 'Xk* and 
4 Yk' at time-instant k. Using the MIMO-PMI algorithm with the pilot length of v=4, the 
corresponding transmitted pilot matrix S and the received signal matrix R can be related as: 
R= , 
fp--IM (H S )+N (4.3a) 
where S [s(l) s(2) s(3) s(4)] = 
a, a, [ a, a4 (4.3b) 
b, b, b, b4 
R [r(l) r(2) r(3) r(4)] = 
X1 X1 l X4 
1 
(4.3c) 
yl Y2 Y3 Y4 
and N is the corresponding AWGN noise matrix. A ccording to the description of the non- 
adaptive approach in Chapter 3, A can be obtained by any of the following equations: 
a) H= ýM_Io R S', where(. )' is the pseudo-inverse operation (4.4) 
b) H= 
, 
[Mlp R SH (S SH)_1 , where (. )H is the Hermitian operation 
(4.5) 
C) ft = I/ 2v x 
ýM__lp R SH, where S is an orthogonal complex matrix (4.6) 
These solutions have different implications. In a), solution of A is possible only if the 
pseudo-inverse of the pilot matrix, S" , can be obtained. To avoid the problem of unattainable 
pseudo-inverse operation (e. g. due to ill-conditioning - high singularity case), solution b) can be 
applied, where SSH results in a square matrix that makes the matrix inversion more likely to be 
obtained. Lastly, solution c) appears to be more favourable since it allows the matrix inversion, 
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H- in (4.4), to be effectively replaced by the Hermitian of S, S in (4.6) when the pilot matrix S 
is designed using the orthogonal matrix. Therefore, if the training sequence [a, a2 a3 a4l from Tx I 
and [bi b2 b3 b4l from Tx2 are mutually orthogonal, then 
A can be obtained by using (4.6). 
However, the respective received signals [XI X2 X3 X41 from RxI and LVI Y2Y3Y41 from Rx2 must be 
collected first to form proper sequence of R matrix before SH can be applied in (4.6). 
4.1.2 Channel Estimation in Frequency Selective MIMO Channel 
An example is shown in order illustrate the vital concept behind the proposed MIMO-CE 
scheme designed for the frequency selective fading channel and the consideration of joint ISI and 
CCI problem. The same (2x2) system is used with (L+I)= 2 delay paths model shown as follows: 
Rx I T, T h,, (O), h,, (]) 
,., 
hl, (O), hl, (I) mimo 
Rx 
Tx2 
'4r h22(0), h, -, R2 
Figure 4.2: A (2x2) system in a frequency selective MIMO channel with (L+I) =2 paths 
For illustration, straight paths are drawn, although multipath may arrives via different 
routes either by LOS or NLOS in practice. The delay between the paths is assumed to be symbol- 
spaced. The corresponding channel matrices using same fon-nat in (2.94), can be represented as: 
H, = 
AIM AIM 
and H, = 
42(o) A20) 
(4.7) 
[h2l(O) 
h 210)] 
[k2 
(0) h220)] 
where H, denotes the channel matrix w. r. t ith transmit antenna, Tx-i, each containing the fading 
coefficients h,,,,, (t) w. r. t time 1. Hence, the corresponding (2x 1) receive signal vector r is: 
r(k) = 
ý-, o--1M(H, s, (k)+H2S2(k))+n(k) (4.8) 
Xk P 4, (0) 4, (1) ak 1 
+[42(o) 
42(l) bk 
+ n(k) (4.9) M h, ý (0) h2, (]) a 
[yk I= ripi ýI- 1[ 
k-11 
Lh22(o) h22(1)1[bk-11) 
where s .. (k) is the respective transmit vector 
from Mth transmit antenna at k time-instant. Note that 
for the noiseless condition, the respective received signal Xk k Yk at each antenna is the sum of 
the current kth and previous (k-1)h transmitted symbols from each transmit antenna as: 
x, = 
V-p-IM ( h, 1 (0) a, +A1 (1) 
ak-I +h]2(0)bk +42(1) bk-I 
Yk = V-pI-M( 142JO)ak+ h,, (1) a, -, 
+ h, (0) bk+ h, (1) b k-I 
Note that Xk & y, consists of superimposition of multiple signals that give rise to not only to 
CCI but also to ISI since the previous (k-I )th paths are involved. The objective is to estimate all 
eight fading coefficients in (4.7) for both k 
th and (k-I )th paths under the influence of CCI and ISL 
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This can be achieved by providing sufficient path segregation for each pilot symbol whereby 
orthogonal pilot sequences can be utilised and assigned to each transmit antenna as well as to 
individual path. To do this, (4.10) and (4.11) are examined carefully in order to re-express both 
(4.8) and (4.9) into suitable matrix format for channel estimation process shown in the following: 
a, 
a pp 
[yXk 4 (0) AI(l) 1 42(o) 420) 
k-I p S, (k)]) 
(4.12) 
k 
]6 r(k) [HI 1 1ý2 
] 
(k) k] ki(l) 
I k2(0) k2(1)j bk 
[S2 
SI 
b L k-I J) 
where the channel matrices H, and H2 are concatenated together as: 
H112 H, I H2] = 
AIM 41(l) 42(o) 420) 
(4.13) 
[kI(O) 
kI(l) 
I 
k2(0) k2(l)] 
and the same vec(. ) operator from (2.103) is applied to both transmit vector si(k) and S2(k) as: 
ak 
S, (k) ak-, 
S112(k) = vec([s, (k) S2(k)]) =- (4.14) 
IS2 
Ml bk 
_bk-I 
j 
Note that each transmit vector s in S, 2 (k) now contains the 12resen and previous symbols at time- 
instant k and k- I respectively. Alternatively, equation (4.12) to (4.14) can be re-written as: 
r(k) = Fp-lM 
(HI12 S112(k)) +n (k) (4.15) 
Note that the format in (4.15) is the simplified version of (4.12), which has grouped all the 
channel coefficients into a single matrix H112 and combined both transmit vectors into a single 
vector s 42 (k). Such arrangement permits pilot symbols in S, 12 (k) to be collectively assigned to 
each transmit antenna and their individual associated path (both previous and present) at different 
time-instant k in order to form a so-called "pilot matrix" suitable for channel estimation. 
Suppose the pilot matrix SF is composed by four different column of S112 (k) , each 
containing different pilot symbols shown in the following, (since M= 2 and (L+I) = 2): 
81 '52 453 453 for Txl 
SF= 
IS112 
(a) S112(b) S112 (C) S112(d)] = _21 
22 
'13 
--- 
A4 
1 
(4.16) 
AAAA for Tx2 
-al 
a2 a3 a4 
-1 
where respective time-instances a, b, c, d in (4.16) have not yet been determined. 3j, Aj, A- & ai 
present different sets of pilot sequences that are deliberately designed to cater for individual path 
that may exist within each sub-channel. However, the actual corresponding training sequences 
sent from respective transmit antenna in time-domain are represented as: 
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b 
r ------ I 
TX 1 
'ýI 81 
6: 22 82 
'ý3 (33 
A4 84 (4.17) 
Tx2 <= al 
r ----------------------------- > sliding window 
a2 . 
82 a3 A Cr4 A (4.18) 
These pilot symbols are later received into consecutive received signal vectors r, which 
forms the corresponding signal matri x R. Using the above sliding window to show the effect of 
delay spread, r in (4.15) can be jointly illustrated in accordance to the respective pilot symbols as: 
R [r(l) r(2) r(3) r(4) r(5) r(6) r(7)] (4.19) 
XI X2 
[X3 
X4 
[X5 
X6 
[X7 
YI Y2 
1 
Y3 Y4 Y5 Y6 Y7 
tt 
(2) - MH 0) S 
[S 
ttttt 
20) (7)] (4 (5) S (3) S (4) S (6) S S FP / 42 42 12 . 42 42 42 42 42 
'ý2 C32 
23 g3 23 g 
4- 
g1 
ýp-l -M H 112 --- 
from Tx I 
(52 '13 '52 
A4 
-- --------- - --- 
W--- 
' -' 
2 Ia a 
A 
333 
A 
LLai JA La2 J 182 La3 J 182 La4JJ 
from Tx2 
t<-7 time-gap ->t<- time-gap -->t<- time-gap --> 
it can be seen in (4.20) that the appropriate column vectors s,,, (k) that form the exact pilot 
matrix SF in (4.16), only corresponding to those with time-instance k=1,3,5 &7 in this case. 
Those 'in-between' s4, (k) with k=2,4,6 &8 are regarded as 'redundant' since they do not 
constitute the exact format Of SF in (4.16) in the correct order of the pilot symbols. Hence, 
successive r cannot be used since the respective 'time-gaps' must be considered by the channel 
estimation process to acquire the exact format Of SF at the receiver in order to establish the useful 
relationship shown in (4.22) later. The appropriate r must be collected at proper interval 
(discussed later), to form the 'required' receive signal matrix Y, which is shown for this case as: 
X= [r(I) r(3) r(5) r(7)] = 
XI X3 X5 X7 
] 
(4.21) 
[YI 
Y3 YS Y7 
Now, X in (4.21) 'contains' the exact pilot matrix S in (4.16) that has been sent over the 
frequency-selective MIMO channel. The relationship between X and S can be written as: 
X= VpIM H 
112 
SF +n(k) (4.22) 
Thus, the MIMO channel can now be estimated in the single format of H112 by using (4.6) 
where R is replaced by X and applying the a priori known SH to X at the receiver. Obviously, 
ideal choice is to choose those pilot symbols in S to constitute the orthogonal structure, which 
requires [iý ý 53 54], [Al A2 A3 141, LBI AA A] and [a, a2 a3 a4] to be mutually orthogonal to 
one another in this case. This ensures sufficient segregation between each path in the frequency 
selective fading channel while retaining the MIMO-PMI method used in flat-fading channel, 
where the use of orthogonal transmission across the multiple transmit antennas is still preserved. 
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4.2 Novel MIMO-CE Scheme for frequency selective channel 
Having seen the example in Section 4.1.2, the proposed MIMO-CE scheme for frequency 
selective channel is presented here for general model of a (NxAl) MIMO configuration with (L+I) 
symbol-spaced paths that exist within each channel impulse response of the sub-channel. 
4.2.1 Basic Channel and Signal Model 
In the frequency selective MIMO channel, the sampled channel impulse response (CIR) for 
each sub-channel (from in th transmit antenna to nth receive antenna) can be expressed as: 
[h.,. (0) h.,. (1) h.. (L)] (4.23) 
where [. ]T is the transpose operation. Note that each CIR contains (L+I) number of multiple path 
coefficients, hnm(b, which are assumed to be evenly spaced by one symbol period. Consequently, 
the respective channel matrix, H., can be defined with respect to each m th transmit antenna as: 
hT Im k"jo) km(l) ... kn (L) 
hTk. (O) h2. (I) ... h2. (L) Hm 2m m=1,2,..., M. (4.24) 
hT hNm (0) hNm (1) ... hjvm (L) Nm- 
Note that each H. has matrix size of Nx(L+I) and comprises of multiple CIRs, h"., from 
M th transmit antenna to all (n =I to N) receive antennas. Each coefficient, h"., is generated as 
random Rayleigh complex components and all coefficients are assumed to be uncorrelated. 
Subsequently, the received signal vector, r(k) at time-instant k can be written as: 
M 
r(k) = ZH. s. (k)+n(k) (4.25) 
M=1 
where n(k) is the AWGN noise vector and sm(k) is the transmit vector w. rA m th transmit antenna 
that consists of L+I symbols (i. e. from current (k)th symbol back to previous (k-L)th symbol) as: 
s. (k) = [s. (k) s. (k-1) ... s. (k - L)] 
T (4.26) 
In order to facilitate the formulation of the proposed MIMO-CE scheme, (4.25) is carefully 
examined and its representation is modified with the use of the following operators: First, [Y I Z] 
is used to denote the matrix concatenation for Y and Z. By concatenating the channel matrices 
from Hi to Hm in (4.25), the concatenated channel matrix Hilm can be expressed as: 
Hlim =[H, 1 ... IHM] (4.27) 
Secondly, the same vec(. ) operator in (2.103) is employed and applied to all the transmit 
vectors from si (k) to sAAk), to form the concatenated transmit vector slIm (k) as follows: 
slIm (k) = vec ([s, (k) ... sm (k) ]) (4.28) 
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Consequently, utilising both expressions in (4.27) and (4.28), the representation of received 
signal vector r(k) in (4.25) can be alternatively re-written as: 
r(k) HIlm . sllm(k) + n(k) (4.29) 
s, (k) 
r(k) H, I ... JHm] +n (k) (4.30) 
_sm 
(k)_ 
The expressions in (4.29) & (4.30) do not alter the original result of r in (4.25) but instead, 
it provide an alternative structure that allows proper partitioning of the respective channel 
matrices, (from HI to Hm in H11m) and the associated transmit vectors (from sl(k) to sAAk) in 
s,,, (k)). This has two advantages. First, the format of HIIm allows 'joint' estimation of all 
fading coefficients in each channel matrix, H. to be obtained simultaneously in a single matrix 
structure. Secondly, the format of slIm (k) in (4.28) and their respective s .. (k) in (4.26), allows the 
assignment of pilot symbols to be considered for each associated path w. r. t each antenna. 
To perform channel estimation for frequency selective MIMO channel (following the 
exampled in section 4.1.2), (F+I) non-adjacent received signal vectors r, must be collected at the 
proper interval ofp, to form the necessary received signal matrix X, as follows: 
X= [r(k) r(k+p) r(k+2p) ... r(k+Fp)] (4.31) 
Assuming H, Im stays relatively constant, the required X in (4.3 1) also corresponds to: 
V-pl-M HIlm - SF (4.32) 
where V-plM is the transmit power as described in (3.96) and N is a grouped matrix of n(k). 
The corresponding pilot matrix SF can also be expressed as: 
SF -'ý 
[ 
silm(k) I slim(k+p) I silm(k+2p) I ... I s,,, (k+Fp) 
] (4.33) 
Note that the interval p is crucial and must be considered carefully during the collection of 
the received signal vectors r so that X comprises just the signal components that constitute the 
exact intended format Of SF sent for channel estimation. The expression in (4.33) suggests that 
sllm(k) can be grouped together to form the necessary pilot matrix SF. The structure in (4.33) 
allows the MIMO-PMI algorithm used in the flat fading channel to be extended for frequency- 
selective fading channel such that extra (L+I) delay paths are taken into consideration during the 
channel estimation process. The objective is to design a suitable pilot matrix SF with suitable 
assignment of pilot symbols in each slIm (k) so that HIlm can be jointly estimated accordingly. 
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4.2.2 The Implementation of the Novel MIMO Channel Estimator 
The proposed MIMO-CE scheme combines the I'olloNNing concepts to perform channel 
estimation in frequency-selective MIMO channel: 1) A pilot matrix sent as joint multiple 
sequences of pilot symbols is used to jointly estimate the CIRs. as opposed to using the adaptive 
algorithm [87] with pilot symbols sent individually in series. 2) The orthogonal property of the 
Hadamard matrix is utilised to resolve the problem of' ISI and CCI in the channel. 3) The 
Toeplitz-like structure of the Paley-Hadamard matrix [132.133] is exploited to reduce the 
number of pilot symbols that must be transmitted without sacrificing the original performance. 
One key assumption in the proposed MIM0-CF rnethod is that the total number of (L+I) 
paths (in the symbol-spaced model) or the total delay-spread ofthe channel ýo (in the fractionally- 
spaced model discussed later) must be known a I)riori or predicted by both the transmitter and the 
receiver. This is to ensure that the transmitter know the exact minimum si/. e ofthe pilot matrix S[. - 
to be sent (although longer pilot length improves the accuracy ofestimation. discussed later in the 
result section). The receiver too must know about this intlorination in order to collect r into X at 
appropriate instance so that estimate of the dela paths and its I'ading coefficicnt can be obtained. 
4.2.2.1 Utilising Orthogonal Properties and Hadamard Matrix Structure 
ke case as: The orthogonal property in (3.82) is a-ain cn1pl()\ cd f')r the frcquenc\ -selecti 
(. (v). G (V)T = V. I&G (v) T= 1'. G (1, )-' (4.34) 
where G(v) is a real Hadamard matrix of order v and I is the identity matrix. 11'G is a complex 
matrix, then v becomes 2v and Hermitian transposition (. ) H replaces (. )T. 
First, the Hadamard matrix is generated with suitable order v based on flollowim, criterion: 
v (2' Mx (L+I) (4.35) 
where ( is an integer. The valid order v obtained must be either equal or greater than the product Z__ 
of the number of transmit antenna Mand the number of(L+ I) paths existing within each CIR for 
frequency-selective case. (Both parameters are assumed to be kno%A n ti jnloi-i by the transmitter). 
4.2.2.2 Pilot Matrix Construction Using Ordinary Hadamard Matrix 
Next. the suitable pilot matrix S1. in (4.33) is constructed such that the orthogonal property 
in (4.34) is satisfied. This can be accomplished by directly extracting Mx(L+I) number of the 
orthogonal rows from the Hadamard matrix with order v obtained in (4.35). An', non-repeated 
orthogonal rows can be chosen arbitrarily. For example. if M2& (L+l )=3. then , Ilx(L+I)=6. 
First, I ladamard matrix is constructed with minimum order v8 according to (4.35) and six row 
sequences (from 2 nd row to 7 th row) directly extracted to form the required pilot matrix as: 
loo 
Sl,, A+JB (4.36) 
+1 +1 -1 -1 +1 +1 -1 -1 TxI 
+1. -1 -1 +1 +1 -1 -1 +1 
where A=B - -'- -:: - '! -- +I+I+1 +1 -1 , -1 ' -1 -1 
+1 -1 +1 -1 -1 +1 -1 +1 Tx2 
--+I- -+I- --I- --I- --I- --I- -+I - 
+1 
f 
Note that A and B are its real and imaginary matrices. (Full length of orthogonal sequence with v 
pilot symbols is required in each row of Sh-). Note that the middle partition virtually divides S1. 
into its respective upper and lower regions for antenna Txl & Tx2 such that pilot symbols can 
also be assigned to the associated (L+]) paths existed in the channel. Once the pilot matrix Sp has 
been constructed, the pilot symbols are sent from each Tx in sequence of consecutive (3x I) 
column vectors (from left to right) in the order shown by the arrows in (4.36). 
4.2.2.3 Transmission of the Training Sequence from each Transmit Antenna 
For the purpose of illustration (using . 11 =2& (L+1 )= 3). each row of orthogonal pilot 
sequence of Sh. in (4.36) is replaced by the respective row of different sets of symbols as: 
01 0, 03 04 0, 06 () 7 08 
4 5 6 
'ý 
7 lý 9 
EX 1 
1 
82 Ö3 64 8, 36 Ö7 88 
--- ---- ---- ---- --- ---- ---- ---- (4. -37) (X 1 (X , Ot ', (X 4 ct 5 (16 (17 U8 
ß1 ß2 P-1 ß4 P5 ß6 ß7 P8 
> Tx 2 
ýt 1 92 44 gý ý' 6 97 ý, 9 
Thus, the actual training sequence sent from Tx I and Tx2 in time can be viewed as: 4: 1 
'ý2 02 J'X 1 <: --3 101 (52 t 
63 k3 03 64 k4 04 65 k5 05 (36 / 606 67 k7 07 9 k8 08 1 tinle 
------------------------------------------------------------------------------ 0, 
Tx2<ý= [ýIi Pi Ui ý12 P2 (X2 ý0 
P3 U3 ý14 P4 U4 ý15 P5 U5 [16 PO (XO ý0 P7 U7 ýix P8 us] (4.38) 
Note that each training sequence in (4.38) consists of 24 *interleaved' pilot symbols from 
(4.37). The use ofthe pilot matrix Sp, thus allows the pilot symbols to be serially transmitted frorn 
each antenna that may then be reconstructed at the receiver 11or the channel estimation process. 
4.2.2.4 Proper Collection of the Wanted Received Signal Vectors 
At the receiver, collection of r into X with proper interval 1) is a crucial step such that the 
component of previous pilot symbols is not duplicated within any other entries of X in the 
frequency selective case. Using the same case of M=2& (L+l )=3 for illustration, suppose the 
consecutive r is collected at p=I to form R, the corresponding rnatrix S can be shown as: 
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R= [r(k) r(k + 1) r(k + 2) ... r(k +2 1)] = 
Jj--)1M H. S+N (4.39) 
where S Slý 2 (k) Slý 2 (k+l) I S112 (k+2) I SJý2(k+3) 12 (k+21) (4.40) 
1 CEý 62 r -" '- -1 r -, -I k2 0' 08 .I I I II (LI-) I I 62 1 ), ,11 )18 1 
1 8,1 ý. I 
(D 
1 82 116,1 
101 - 
P2 I-I... I-I 2 Ot 28 
CD 
22 
It can be seen in (4.40) that due to the delay spread of the channel, the pilot symbols are 
echoed into the adjacent S112 , resulting in the duplications of the pilot symbols. Thus. the 
intended 
orthogonal structure of the pilot matrix SF in (4.37) is no longer preserved if the adjacent r is used 
to form the 'required' received signal matrix X. In this case, the new non-repetitive pilot symbols 
only appeared at every p= (L+I) =3 intervals, corresponding to the exact format Of SF in (4.37). 
For the case of M= 2& (L+I) = 3, the collection of r into X with p=3 is shown as: 
X= [r(k) r(k+3) iýk+6) rýk+9) tlk+12) ijk+15) rlk+18) rlk+21)] (4.41) 
Thus, in general, in order to restore the orthogonality of the pilot matrix Sh- and avoid 
duplication of pilot symbols (due to the delay-spread of the channel) at the receiver, non-adjacent 
r must be collected at proper interval of p= (L+ I) to form the * required' received matrix X as: 
X= [r(k) r(k+p) r(k+2p) ... r(k + Fp)] (4.42) 
where F is obtained based on the Hadamard matrix order v (obtained according to (4.35)) as: 
F=v-1 (4.43) 
Note that the collection of r into X in (4.42) ensures the preservation of the orthogonal 
structure of the pilot matrix SF at the receiver when proper interval p is considered. The key to the 
proposed MIMO-CE method lies within the ability to extract the orthogonal information carried 
by the received signals at the appropriate interval p corresponding to the pilot symbols sent. 
4.2-2.5 Obtaining the MIMO Channel Estimate 
Once both the appropriate X and SF are ready (where SF is known by the receiver prior to 
the estimation), the estimate of the concatenated channel matrix fi, j, can be obtained as: 
Hjjm Mlp X S,, " (4.44) 
2v 
Note that (4.44) requires SF to be an orthogonal matrix so that properties in (4.34) can be 
applied where fij, can be estimated using single matrix operation. (Refer to section 3.3.3.3 for 
the mathematics). Consequently, A IýA4 contains the estimates of each 
fading coefficients in each 
respective estimated channel matrix H,, in H,,,, (where m=I to M, which can be expressed as: 
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HII. W 
fl, 
A4 (4.45) 
Once (4.45) is obtained, is then disintegrated into its individual estimate: A, to A., for 
the subsequent use in the MIMO equalisation and OSIC process described in Chapter 2. The 
discussions and procedures from section 4.2.2.1 to 4.2.2.5 in general constitute the proposed 
MIMO-CE method that caters for the channel estimation in frequency-selective MIMO channel. 
4.2.3 Minimisation in Length of the Training Sequence 
With reference to section 4.2.2.3, the expansion in X in (4.41) leads to the following: 
Fp-lAl H, S, +N (4.46) 
F, -olM H,,:! S ,2 
(k 
Xc 
) ... s,, ( k+3 
: 13: 
) ... SI'2( 
k+6 
= 
) ... s, ( k+ 9) 
C 
......... S112 (k +21 ) +N 
- 
= = 
01 02 03 - 04 08 
Al A, A3 A4 A8 
[, 
o- 
-IM H 
112 
(51 
... 
5, 
... 
153 
... 
(54 
... ... ... 
158 
+N 
a a, a, a4 a8 
A 
- 
P, 
- 
time- 
<- gap 4 
182 
_ 
P2- 
time- 
<- gap -> 
*83 
[p3 time- <-gap -> 
#4 
-P4 
)68 
_P8- 
With the interval p 3 , the respec tive S, ý2 abo ve c onstitut es to exactly the a ppoi nt ed pilot 
symbols shown in (4.37) for the SF. However, this also requires the channel estimator to wait for 
every p=3 intervals in order to collect each 'wanted' r into X. The 'wasted' time-gaps exist in 
2 between the 'unwanted' r(k+t) at t=1,2,4,5,..., 19,20, resulting in slow estimation process time . 
4.2.3.1 Exploitation on the repetition of Pilot Symbols 
it is however, possible to exploit these 'in-between' time-gaps and the duplications of pilot 
symbols in the successive r, in order to minimise the length of training sequence and the 
estimation process time without sacrificing the achievable performance. This can be achieved by 
re-considering the collection of successive r into X at interval p=1, rather than p= (L+ I), where 
the components in pilot matrix SF are intentionally designed in such a way that the pilot symbols 
are repeated in a 'Toeplitz-like' fashion (to cater for repetition of symbols shown in (4.40) due to 
the delay spread of the channel), whilst maintaining the orthogonal property in (4.34). 
This is fulfilled by selecting pilot symbols in a particular order from a Hadamard matrix 
based on Paley's construction or the Paley-Hadamard matrix [132,133]. For illustration, same 
case of M=2 and (L+I) =3 is used. Suppose a new pilot matrix Sb- is designed with different 
arrangement of pilot symbols from (4.37) and with a 'Toeplitz-like' format shown as: 
The duration from the start of collection of r into X until the actual channel estimation is fully carried out. 
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01 82 ý'2 02 63 ý'3 03 04 
ý. 
j 
01 82 'k2 02 63 k3 k4 Txl 
61 ki 01 82 k2 02 83 64 
1 
------------------------------ 
(4.47) 
(XI ý12 P2 0ý2 l-t3 P3 (13 (14 
P, (XI ý12 P2 (12 ýt3 P3 N Tx2 
ýtl PI (11 I-t2 P2 (ýý2 1-13 ý14 
I 
SF in (4.47) is purposely designed such that those pilot symbols (duplicated diagonally in 
the shaded regions) do not required to be transmitted. Thus, the actual training sequence sent 
from respective TxI & Tx2, is of those non-shaded symbols in the time-domain sequence as: 
r- ------ Tx 1 61 X1 01 62 k2 02 (33 1%3 03 64 k4 04 
----------------------------- > sliding window 
Tx2 <-= P I-LI PI CC]: ý1,2 P2 (X2 1-13 P3 U3 l-14 P4 (X4 I. (4.48) 
1 -------- I o. time 
Consider the following diagram for the frequency selective fading MIMO channel model 
with its time-domain representation in the respective channel matrix H, & H2 with each CIR 
hT and their corresponding fading coefficient h,, n(k) into 
H, 12: nm 
T 
1(0) 
A1 (1) h, 1(2) HI =[hll T ............. 1. MIMO 
h22( I hi, (2) h2l kl(O) h2l(]) h2 
\ MIMO 
T hil(O) 'ý %A h 42(o) A20) 42(2) 
TIxH= 2T 
I. I.. 
Iý, h,, (2) 
[h22 
h22(0) k2(l) k2(2) 
] 
0 
H112 = 
[HI I H, 
rR 
x2 
_ýTýX2 hil(I 
I)1. 
*". -^,, 
-* ... 
*. *-*'**'*" -h, 
', *(2) 
- =[ 
AI(O) A, (]) AI(2) 1 42(o) 420) 42(2) 
kl(O) kl(]) kl(2) I k2(0) k2(l) k2(2) 
First, respective pilot symbols within each training sequence in (4.48) are sent from each 
transmit antenna (Txl & Tx2) to estimate all 12 fading coefficients h,,. (k) above. Under the 
frequency selective channel with symbol-spaced delay, the scenario become very complicated; 
the transmitted pilot symbols at current instant (k = 0) and two previous instants (k =I& 2) are 
superimposed at each receive antenna (RxI & Rx2) together with their associated path. The 
resultant r(k) at k-instant and its interaction of respective path and pilot symbols can be described 
using (4.25). The effect of channel delay spread can be shown through 'sliding' the window 
(containing 3 symbols at one time) by one symbol period for each k-instant. Alternatively, this 
can be viewed using the FIR tap-delay-line (TDL) model in its time-domain representation as: 
Txl 
Rx I Rx2 
h-(2) 
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where, r = spacing between taps signifying symbol-spaced delay and I /T is the symbol rate. The 
pilot symbols (at TxI & Tx2) in (4.48) are sequentially fed and shifted into the respective TDL 
model above and interact with the associated path at different time. They are then summed at 
respective output (RxI & Rx2) to produce the received signal vector r(k) at respective k-instant. 
At the receiver, successive r (with p= 1) are initially collected into R and the corresponding 
expansion in term of respective pilot symbols (in the time-sequence representation) is shown as: 
R=[ rýk) iýk+l) r(k+2) r(k+3) r(k+4) r(k+5) r(k+6) rýk+7) r(k+8) 0+9) (4.49) 
-U- -3 - -: 
a 
- -: 
a 
- -3 --U--3--3-- :9--3- 01 81 X-) 0,83 X3 03 64 X4 ()4 
ý, 
I 
01 82 X2 01 83 X3 03 84 X4 
61 X1 01 61 ? 11 
02 83 X3 03 84 
_7HI12 ---------- ----------------------- _ý4 cc I 
P 
FJP 
A2 P2 (X 2 ý13 
P3 (X3 P4 (X4 
UI ýL 2P2 cc) ý13 
P3 OL3 ýt4 P4 
ý11 
J ý01 J _(XI J _A2_ -02 
U 1) 113 J ýN J ý(X3 ý 
114 
--ttttt--t--tXX- 
-t 
-- 
Due to the delay-spread of the channel, the pilot symbols are duplicated 'diagonally' in the 
adjacent columns of (4.49). The arrangement of the pilot symbols in (4.49) almost resemble the 
format Of SF designed in (4.47), except of those marked with the ý X'. Thus, to acquire exact SF in 
(4.47), successive r (except for the last r) can be collected to form the required X as: 
X= [r(k) r(k+l) iýk+2) r(k+3) r(k+4) r(k+5) r(k+6) r(k+9)] (4.50) 
Hence, by choosing pilot matrix that assimilates the 'Toeplitz-like' structure shown in 
(4.47), provide a way to minimise the pilot symbols sent for channel estimation. The objective is 
to design a new pilot matrix that contains the combination of both 'Toeplitz-like' and orthogonal 
structures such that the characteristic of delay spread in frequency selective channel is exploited 
(for duplication of pilot symbols) while allowing the orthogonal property in (4.34) to be applied 
concurrently. Such unique structure can be found in the Paley-Hadamard matrix [132,1331. An 
example of the Paley-Hadamard matrix P with matrix order v=8 is shown in the following: 
+1 +1 +1 +1 +1 +1 +1 +1 ............ 
+1 -1 +1 +1 -1 +1 -1 -1 
+1 -1 -1 +1 +1 -1 +1 
+1 -1 -1 -1 +1 +1 -1 +1 (4.51) 
+1 +1 -1 -1 -1 +1 +1 -1 
+1 -1 +1 -1 -1 -1 +1 +1 
+1 +1 -1 +1 -1 -1 -1 +1 
+1 +1 +1 -1 +1 -1 -1 -1 
The formulation of Paley's construction of Hadamard matrix (using Paley's 2 nd lemma 
132]) is presented in Appendix C 1. (Please refer Appendix CI for detailed procedure of Paley- 
Hamard matrix generation for matrix order v=8 used in above example). 
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4.2.3.2 Construction of Pilot Matrix using Paley-Hadamard Matrix 
The Paley-Hadamard matrix P(v) also has the orthogonal property shown as follows: 
p(V). p(V)T = V., & p(V)T = .. p(,, )-l (4.52) 
where (. ) 
T is the transposition. Note that properties in (4.52) are similar to (4.34) for ordinary 
HT Hadamard case. If P in (4.52) is a complex matrix, then v becomes 2v and () replaces () . 
In the case of Paley-Hadamard matrix P, its suitable matrix order v must be determined first 
such that v is divisible by 4, (v-1) is prime (using Paley's 2 nd lemma) and follows the criterion as: 
Mx (L+I) (4.53) 
where v must be 'only' greater than the product of M and (L+I), which is different from the 
criteria in (4.35) where '>' sign is used instead of 'ý! * sign. Once the suitable order v is obtained, 
the Paley-Hadamard matrix P is generated (refer to Appendix C 1). However, prior to the actual 
formulation of the new pilot matrix SF, P is slightly modified from (4.51) where the original I" 
column of +I s is moved from the front to the back at the last column of P. shown as: 
--------------------------------- I +1 +1 +1 +1 +1 +1 +1 : +1" Ir........................................................................................... ... L ........... U, --1 +1 +1 -1 +1 -1 -1- +1: 
1 -1 +1 +1 -1 +1 -1 +1: E nd 
M1 -1 -1 -1 +1 +1 -1 +1 +1 
2 row 
P to +1 -1 -1 -1 +1 +1 -1 +1: (4.54) 1h 7 row 1 +1 -1 -1 -1 +1 +1 +11: 
+1 -1 +1 -1 -1 -1 +1 +1: .... ............... U +1 +1 -1 +1 -1 -1 -1 : +1: J ___J The modified format in P still preserves the orthogonal structure and the Toeplitz structure, 
which makes the required format Of SF in (4.47) immediately available. This can be attained from 
2 nd th row to 7 row sequence above. Note that the first row sequence of P with all -+Is* will not be 
considered as pilot symbols since they do not constitute the format of the Toeplitz-like structure. 
Next, the pilot matrix SF can be formed by directly extracting the successive orthogonal 
rows sequences from P in (4.54) and assigned them to both A and B. based on the value of 
Mx(L+I). This can be shown by using the same example of M= 2 and (L+I) =3 as: 
SF = A+jB (4.55) 
where -1 +1 +1 -1 +1 -1 -1 +1 
-1 -1 +1 +1 -1 +1 -1 +1 TxI 
A=B -1 - 
-1 
-- 
-1 
- 
+1 
-- 
+1 
- 
-1 
- 
+1 
-- 
+1 
+1 -1 -1 -1 +1 +1 -1 +1 
-1 +1 -1 -1 -1 +1 +1 +1 Tx2 
+1 -1 +1 -1 -1 -1 +1 +1 
The Toeplitz-like structure is effectively utilised so that duplications of pilot components 
shown in those shaded areas in (4.55) are not required to be sent, while retaining the orthogonal 
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structure. Only those 'un-shaded' symbols are required to be sent for channel estimation. The 
corresponding training sequence sent from each transmit antenna is shown in the following: 
I=01? 34561=9 for the Iq-t c-A I pc-. tinn nfr i= 21 
Txl 
Tx2 
I I I I 1 
EEA +1 1+1 +1 -1 -1 +1 
+1 +1 +1 Process time saved compared with using 
II 
d 
- h di H d d 
+11 -1 1 +11 -1 1 -11 +1 +1 
i 
1-1 1 +11+11+ i l 
t e or nary a amar matrix case 
1 11 , fimp-pý aýr r 
Figure 4.3: Training sequence based on Paley-Hadamard matrix for M= 2 and (L+1) =3 case 
For comparison, the training sequence obtained from previous case using the ordinary 
Hadamard matrix case is shown as: 
tý0t=3t=6t=9 t= 12 t= 15 t= 18 1= 21 
Txl 
Tx2 
1 1 
-1 +1 -1 -1 -1 +1 +1 -1 
1 
-1 +1 1 +11 +1 -1 +1 -1 -1 -11 +1 
IE 30 IE > IE 3) E 
... 
LIIIIý-Sapý 
... 
Figure 4.4: Training sequence based on ordinary Hadamard matrix for M=2 and (L+ 1) =3 case 
Those vertical strokes represent the respective instant t for each r(t) to be collected into the 
required matrix X in each case. Only a small time-gap is noticed in the first case since adjacent r 
(except the last one) is collected at interval p=1. Each stroke in later case is noticed to be further 
apart (with multiple time-gaps) due to collection of r at non-adjacent p= (L+I) interval for the 
reason explained in section 4.2.2.4, which results in extra process time for channel estimation. 
By utilising the Toeplitz-like structure obtained from the modified Paley-Hadamard matrix, 
the length of the training sequence (only 12 symbols) for each transmit antenna is minimised, as 
compared to the case for the ordinary Hadamard matrix (24 symbols). The length of the training 
sequence for each transmit antenna for Paley-Hadamard case can be computed as: 
2L (4.56) 
Consequently, the minimum number of pilot symbols that must be sent in total (from all 
transmit antennas) has been reduced from Mx (L+I) xv for the ordinary Hadamard matrix case, 
to Mx (v + 2L) for the Paley-Hadamard matrix case. 
4.2.3.3 Proper collection of r into X for the Paley-Hadamard case 
For the general Paley-Hadamard case, in order to restore the exact *Toeplitz-like' and 
orthogonal format of the pilot matrix SF sent for channel estimation in the frequency selective 
channel, successive r atp=l can be collected at the receiver in order to form the require X as: 
X= [r(k) r(k+p) r(k+2p) ... r(k+q)': r(k+(L+])+q)] (4.57) 
where parameter 'q' is set to the following: 
time-gaps 
v (4.58) 
Note that only small time-gap of (L+I) interval is needed between the second last r and the 
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last r, which is between r(k+q) & r(k+(L+])+q) respectively during the formation of X for the 
Paley-Hadamard case as compared to the ordinary Hadamard case where multiple time-gaps are 
observed. Hence, process time is also greatly improved in the Paley-Hadamard case. 
In a nutshell, the duplication of pilot components in r has been carefully considered for the 
construction of the pilot matrix using the Paley-Hadamard matrix in order to achieve the 
minimisation in the length of training sequence as well as the improvement in the process time. 
4.2.3.4 Consideration for Different (NxAf) system and (L+I) delay paths 
Strictly speaking, the minimum order v obtained for both cases of the Ordinary-Hadamard 
(OH) and Paley-Hadamard (PH) matrix depends solely on the value of Mx (L+1) shown in (4.35) 
and (4.53) respectively. If one of these values changes, the order v or the (vxv) size of the 
generated Hadamard matrix will be different, thereby affecting the size of the pilot matrix SF to 
be constructed. (Note that number of receive antenna N has no influence for the construction of 
pilot matrix in both cases). To generalise the novel MIMO-CE algorithm for any (NxAf) system 
with any (L+I) delay path condition, the pilot matrix SF can be formulated as: 
SF =A+jB; (4.59) 
cl Sin I Sin, (2) ... Sin I (V) 
where A=B= 
Sm2 s,,,, (2) ... Sn12 (V) &c (4.60) 
cm 
-Sm(L+])(1) 
Sm(L+I)(2) - Sm(L+I)(V)_ 
Note that there are (L+I) orthogonal sequences in C., each extracted from the respective 
row of the Hadamard matrix and consists of full-length (v-ordered) pilot symbols. Depending on 
the value of M, SF may consist of M block of C. in each A&B matrices where each C, ' consists 
th of pilot symbols with respect to each M transmit antenna. 
For illustration, two examples are shown for different values of M and (L+ 1) with reference 
to the previous case of M=2 and (L+ 1) = 3. Either one of these values, M or (L+ I) is increased to 
illustrate the change in the construction of the pilot matrix and corresponding training sequence 
w. r. t each antenna for both cases of OH and PH. 
1) 0 Example using (NxAl)=(2x2) system for (L+1)=4 case with Mx (L+1)= 8 
The corresponding the concatenated channel matrix with 16 entries of fading coefficients is 
shown as: 
H 112 H, 
ý H2 
h, 1 (0) h, 1 (1) h, 1(2) h, 1(3) h]2(0) h12(l) h12(2) 
h]2(3) 1 
(4.61) 
h2l (0) h2l (1) h2l(2) h2l(3) h22 (0) h22 (1) h22 (2) h22 (3) 
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a) Pilot matrix and order v bv the ordinarv Hadamard matrix. 
Since Mx (L+ 1) =8 and according to (4.35) the full size OH matrix of order v=8 can be 
used to construct SF. The corresponding pilot matrix SF using the ord i nary- Hadamard matrix and 
the training sequence from each transmit antenna (Tx) are shown as: 
F71 
Txl 
Tx2 
+ l +l 1 +11 -i --- i Ti- +i r+i- r--, i +l A +l A +l -1 +l 1 -1 
+I +l A A +l +i -i -i +l -1 -1 +l +l A -1 +1 
+i +i +i +i A -1 A A 
+1 -1 +l -1 A +l A +l 
+l , +l 1 -1 A -1 A +l 
1 
+11 I+il -il -i +i -i +i +i- r-i 1 
row 
to 
Oth 
i=0 t=4 L1=8 t= 12 1= 16 -1 1/= IM tý 24 t= 28 
Txl 
Tx2 
I I I I-. I -- -I -, 
11+11 +11 +11 -11 -11 +11 -11 -11 -11 -1 1+11 -11 +11 -11 +11 +11 -11 -11 -11 +11+11 -1 
Figure 4.5: OH based SI, for M=2 and (L+ 1) =4 case and respective training sequences 
Note that each training sequence (per Tx) consists of 32 symbols and only 8 extra symbols 
are observed as compared to figure 4.4 when (L+I) is increased from 3 to 4. However, for fixed 
M= 2, any further increase in (L+]), requires v to be increased to the next or higher valid order of 
the OH matrix so that (4.35) is fulfilled, causing further increase in the length of the training 
sequence. Also, the estimator has to wait until t= 28 before carrying out the channel estimation. 
b) Pilot matrix and order v by the Palev-Hadamard matrix 
For PH case, Mx (L+ 1) =8 according to (4.53). However, v=8 is no longer valid in this 
case since (v > 8). Hence, the next valid order is v= 12, where PH matrix with size of (I 2x 12) is 
generated and only eight rows of orthogonal sequences are extracted from this PH matrix to form 
the required SF. The corresponding SF using the Paley-Hadamard matrix and the training 
sequences from each transmit antenna is shown as: 
A =B = 
T 
T 
s -5 Is +5 +S -6 1 +s -S +8 
-S -6 +8 -3 +S -6-T .6 +S -6 -6 +s -6 .6 40 
-S +s -6 -S +9 -f. -6 6 +s -6 -S +s +5 
-S -6 -6 +3 -6 -6 +s -9 " +2 +s +s "S 
-S -6 .6 -8 +5 +3 -6 +s +8 46 
+S +s -6 -5 .6 -6 +6 -6 40. +S 
7 
2"' row 
to 
gth row 
1 --0 12 -3 456789 t= 14 1111111aaa 
Tx 1 -s 1 '$ 1 -s E +s -s +s +0 +SI-sl-s[41+sl-sl+s[, 4B+SI+8 
11111 
Tx s +SI-s -8 +sl-si+sl+41+sl-sl+ShM+ 
=i 
ýu 
1111aa 
Figure 4.6: PH based S/., for M=2 and (L+ 1) =4 case and respective training sequences. 
Although larger size of PH matrix with higher order (v= 12) is used, each training sequence 
(per Tx) only consists of 18 symbols as compared to previous case of OH in figure 4.5. As 
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compared to figure 4.3, only 6 extra symbols per training sequence (per Tx) is needed to cover 
the extra path from (L+ I) =3 to 4 for fixed case of M=2. With v= 12 PH matrix, additional paths 
are allowed to be increased until (L+I) =5 according to (4.60). Also, the estimator only has to 
wait for t= 14, as compared to OH case in figure 4.5 where the process time is improved by 50%. 
2) Example using (NxM = (3x3) system for (L+I) =3 case with Mx (L+ 1) =9 
The corresponding the concatenated channel matrix to be estimated with 27 entries as: 
hII(O) hII(l) hII(2) 42(0) h120) h]2(2) hIAO) h130) hl3(2) 
H 113 H, I H, I H3] h2](0) k](1) h2j(2) hý(O) k20) h22(2) h23(0) h230) h23(2) (4.62) 
kl(O) kj(l) h3l(2) h_32(0) h32(l) /ý2(2) h33(0) h330) h33(2) 
a) Pilot matrix and order v by the ordinaa Hadamard matrix. 
For the OH case, since Mx (L+I) =9 according to (4.35), the next valid order for 
generating the Hadamard matrix is v= 16. (Please refer to [ 132] for reference of I ibrary class of 
Hadamard matrix). The corresponding pilot matrix SF (with dimension of 9xl6) using the 
ordinary-Hadamard matrix and the training sequence from each transmit antenna are shown as: 
A 
Txl: 
B= Tx2: 
TO 
+s +s l +s l +s l+s +s +s +s l +s +s +s +s +s +s +s l +s 
+s -S +s -S +s -S +s 
S 
+S 
S 
-S +s -S +s -S +s -S 
+s +s -S -S +s +s -S +- S +S 
+S -S -S +S +s -S -S 
+s -S -S +s +S -S -S +S1 +s -S -S +S +S -S -S +s 
-! ý- 
+S +S +s -S -S -S -S +s +s +s +s -S -S -S -S 
+s -S +s -S -S +s -S +s +s -S I +s I -S -S +s -S +s 
-S -S + s -S -S 
-S I -S I +sl +s 
+S -S -S -S +S +S :L ý+ s -S t +sl -S 
I +sl +s FS 2i +S +s +s +s _ +s -S -S -s -S 
I -S I -S I -S S 
row 
to 
91h row 
45 
First 9 rows from the generated ordinary Hadamard matrix are extracted to form SF (into 3 
regions for each Tx since M=3) and each training sequence consists of 48 symbols. (in each 
region, each training sequence is formed by the pilot symbols transmitted in the direction of the 
arrow from left to right column). For the OH matrix with v= 16 and a fixed case of (L+I) = 3, the 
value of M is allowed to be further increased until 5, without further increases in the length of the 
training sequence. However, longer estimation process-time (with t= 45) is needed as compared 
to figure 4.5 where M is increased from 2 to 3 in this case. 
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Figure 4.7: OH based S/,, for M=3 and (L+ 1) =3 case and respective training sequences 
b) Pilot matrix and order v by the Paley-Hadamard matrix. 
Since Mx(L + 1)=9 and according to (4.53), the previous generated PH matrix with v= 12 can 
still be used to form the required SF but 9 orthogonal row sequences are extracted this time. The 
corresponding (9x 12) SF using the PH matrix and the training sequences from each Tx are: 
A=B= 
Txl 
Tx2 
TO 
2" row 
0 
I Oth row 
-------------------------------0.1= 13 
+s -S L--s 
a 
+s 
I 
-S I 
I 
+S1 +s 
a 
+s 
I 
-S I 
I 
-sl -S 
I 
+s s 
I 
-S s +sl+sl+s 
-S -S I -S +s -S -S I +s -S +sl +s I +S + -S -S 
= 
i [ l [ t 
. - - - s S -S +s - s s +8 +S +sT TiT +s 
Figure 4.8: PH based SI., for M=3 and (L+1) =3 case and respective training sequences. 
It can be seen that each training sequence (per Tx) in figure 4.8 only consists of 16 pilot 
symbols, as compared to the OH case in figure 4.7. Using the PH-based matrix, the pilot length is 
significantly reduced and the process time (with t-- 13) is also greatly improved, although an extra 
row of training sequence is needed (since M= 3) to cater for the additional transmit antenna. In 
fact, the improvement is more than 50% in terms of pilot length and process time, demonstrating 
the significant achievement in using PH-based pilot matrix (instead of OH-based pilot matrix) for 
the purpose of channel estimation in the frequency selective fading MIMO channel. 
4.2.4 Pilot Matrix Expansion in Frequency Selective Fading Channel 
The pilot matrices SF presented so far are constructed based on the minimum size of the 
valid order v, which is obtained through the criterion in (4.35) and (4.53) for the both cases of 
ordinary-Hadamard matrix and Paley-Hadamard matrix respectively. However, the size of Sp- (in 
OH or PH case) can be further expanded using higher valid order v of the Hadamard matrix with 
the objective to further improve the accuracy of channel estimation at the expense of using longer 
training sequence. This also allows higher values of M and (L+I) to be catered for in the 
frequency selective fading case. However, the expansion of Sp- must also be done in accordance 
to the orthogonal fashion; where full-length of orthogonal sequence with v symbols in each row 
must be adopted. The impact of using longer training sequence to achieve better performance of 
the proposed channel estimation scheme is presented in Chapter 5 for results section. 
4.3 Fractionally-Spaced Delay Model Consideration 
This section examines the fractional ly-spaced delay model of the frequency-selective 
MIMO channel and extends the proposed MIMO-CE scheme to cater for the fractional ly-spaced 
delay spread condition. In the previous symbol-spaced model, each arriving path is assumed to be 
evenly spaced by one symbol period -r(where I/r is the symbol rate). However, in practice, paths 
may arrive within fractions of a symbol or more than one symbol period. which may worsen the 
inter-symbol interference condition. This has serious consequences towards the accuracy of the 
proposed MIMO-CE scheme that works with symbol-spaced channel model since paths arriving 
within fractions of symbol period may not be resolved completely; causing inaccurate estimation 
of the channel. In order to cater for this issue, oversampling is used at the receiver to allow higher 
sampling rate of KI-r, where K, is the oversampling factor, so that fractional ly-spaced delay 
model can be taken into consideration for both signal and channel. (Note that however, one might 
sample the signal at a higher rate but the channel may not suffer from fractional ly-spaced delay 
spread, as demonstrated in [97,131]. The delay spread is still assumed to be symbol-spaced for 
the multi-channel model and the fractional ly-spaced equaliser therein). 
In the following, 'ýo' is defined as the total span of the delay spread in terms of symbol 
period (which is equivalent to (L+I) in the previous symbol-spaced model) and 'C is defined as 
the fractional sampling rate. In general, the total number of fractional delay-paths can be found as 
((p x C). These parameters must be known to both transmitter and receiver in order to carry out 
the fractional ly-spaced MIMO-CE method. This is explained later in the formation of pilot matrix 
and the collection into appropriate receive matrix X' respectively at transmitter and receiver. 
Thus, the fractional ly-sampled CIR (between m th transmit antenna and n th receive antenna), 
h',,,, , that consists of fractional ly-spaced delay path can be generally re-expressed as: 
h, ' (0) ... hc .. (0) ... 
hlJL) ... h, 
( (L) ]T (4.63) 
k kth th where h,,, (r) specifies the fractional ly-sam pled channel coefficient within r symbol period 
and the overall duration of the CIR is equivalent to (p = (L+I) symbols. The little apostrophe sign 
denotes the fractional ly-spaced model of the CIR. 
Next, the fractional delay model is systematically illustrated using single CIR of a sub- 
channel link. In the following, 3 examples are demonstrated to provide different scenario of 
fractional ly-spaced channel model. For the uniform fractional ly-spaced model (shown in example 
a) and b) later), the actual number of fractional delay-paths is equivalent to the product of ý9 and 
C. However, in the non-uniform fractional ly-spaced model, the actual number of fractional delay- 
paths could be lesser with 'non-evenly* spacing between the paths (shown in example c) later). 
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a) Example of uniLorm fractionally-spaced model for C=2 and a? =3 
1" svmbol 2" svmbol 3 rd svmbol 
Path 0 a, I a, b, b, Cl C, time (1) 
Path I r--0.5 a, a2 b, b, C, 
Path 2 a, 
11 
a2 b, b, cI C2 
Path 3 
1.5 b, h, cI C2 
Path 4 
I 
r=2 a, I a2 b, 11 b, C, C, 
r=2.5 II 
Path 5 a, I az 
I h, : h, C1 
1171 
FYI-, I 
Figure 4.9: Example of uniform fractional delay model for (p 3 and C=2 
In this example, there are six fractional delay-paths (since ((P x C) =6 in the uniform 
fractional ly-spaced model), each carrying the respective symbols as ak, bk and Ck with the 
subscript 'k' indicating k1h half of the respective symbol. Each path is evenly spaced by ý12 symbol 
period. Therefore, the total delay span is ýo =3 symbols period. Note that y,, at the bottom of 
figure 4.9 represents the ISI effect resulting from the sum of these 6 delay paths due to delay 
spread condition. This can also be illustrated using the FIR tap-delay-line (TDL) as follows: 
..... ...... ... . ... . ... ....... ... .... ... .... ................... 
r/2 r/2 r/2 r /2 
Path-O Path -I Path-2 Path-3 Path-4 
jPath 
................ ....... . .... .......... - ............................ Figure 4.10: FIR-TDL model for uniform C=2 and (p=3 case 
Note that each tap is spaced by r/2 symbol period and the sum at Yn can be expressed as: 
h, ', *,, *(I) h, 2,,,, (1) hl 
... (2) h, 
2,. (2). ff C. 2 
............... .............. ............ 
The expression in (4.64) means that each respective symbol a, b and c is duplicated 
according to the value of fractional sampling rate, C and interact respectively with each 
associated fractional sample of the channel coefficients hk which is generated using 
independent identical distributed (i. i. d) process with Rayleigh fading assumption. 
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b) Example of uniLorm fractionally-spaced model for C=4 and (o =2 
Path 0 a, a2 a3 a4 bII b2 b. 3 b4 
Path 11 /4 a, a2 a3 a4 
-T-b 
I b, b3 
Path 2 r= 1/2 
ýf7aj a2 a3 a4 
b, b, 
3/4 
Path 3 a, a2 a3 a4 b, b, 
Path 41 ý'j a, 
a2 a3 a4 b, b, 
1.25 1 b, 1 Path 5 >r a, a, 
a3 a4 bi II 
-a a4 T b, Path 6 >Fal Ib1 
74] 
r= 1.75 F-al a2 a3 I a4 h, :1b, 3=4 Path 7 
r 
Y, 
ý, I" symbol symbol 
Figure 4.11: Example of uniform fractional delay model for (0 =2 and C=4 
In this example, higher fractional sampling rate, C=4 is used with total delay span of 6P 2 
symbols period. There are 8 uniform delay-paths, each evenly spaced by ý14 symbol periods. Here, 
only 2 corresponding full-symbols denoted as ak, and bkare involved. Similarly, y,, represents the 
ISI effect resulting from the sum of the 8 paths and the k th quarter of the respective symbol, as 
illustrated in the TDL model below. Each tap is now spaced by -r14 symbol period and the sum at 
y, can be mathematically expressed as: 
11 3 21]I 
Y, (0) h" m 
(0) h hnm (1) hn,, (1) h, ' 
,n 
(1) h 
m 
(0) h, 3, nm 
(0): 
nm( 
Y 
i 
...................................... ..................................... .......... - ..................... -. 1 1 .................................... 
b4 
b3 
b2: 
...... .... . ..... . .... ...... ... .... ...... U1 (4.65) 
7-/4 T14 a 4 
Path-O Path- I Path-2 Path-3 Path-4 Path-5 Path-6 Path-7 
a 3 
a2 
Y" 
a, 
.................................. .................................... ..... ...... L: ........... 
Figure 4.12: FIR-TDL model for uniform C=2 and (p 3 case 
Each respective symbol a or b is duplicated according to C and interacts respectively with 
each h, 4,,, (r) that is independent to one another, where k=I to 4 in this case. 
c) Example of non-uniform fractionally-spaced model for C=4 and T=2 
In the two previous examples, the delay-paths are uniformly spaced within each symbol 
period. Here, non-uniform model with unequal spacing between delay-paths is shown using the 
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same parameter of C=4& (p = 2. Path 2,4,5 and 7 of figure 4.11 are absent and the remainder 
represents non-uniform fractional ly-spaced channel model shown in the following: 
I" symbol 2"d symbol 
, a3 , a4 _I 
b3 I b4 Path 01a, a, b, I b, 
1 /4 Path I ý, 
IaI 'I a2 a., a, b, b, b3 
3/4 Path 3 a, a, a3 a4 b, b, b3 b4 
r= 1.5 
Path 6 a4 b, b, 11 b3 
Fy,, ý, 
Figure 4.13: Example of non-uniform fractional delay model for ýo =2 and C=4 
Note that only 4 paths exist in this case and arrive at different time. Path-I arrives at % 
symbol period later with reference to path-0, path-3 arrives at -Y4 symbol period later and lastly, 
path-6 arrives at 1.5 symbol period later, illustrating a fractional ly-spaced channel model that is 
more realistic to be assumed. Thus, the sampled CIR for this case can be written as: 
nm 
(0) 
Im(0) h'nm =[ hn', n 
(0) h0h, 00h, 3 (1) 0] (4.66) 
It can be seen that, although up to 8 equally spaced delay-paths can be accommodated 
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originally, only h, ',. (O), h,,. (O), h (0), h,,. (]) have the actual effect of the channel delay spread 
on the transmitted signals. The non-uniform fractional ly-spaced delay model can be obtained by 
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inserting appropriate zero coefficients in the CIR, e. g. setting h,,,, (O), h,,,, (]), h, ý, (1), h, ' . (1) to zero 
in (4.66). The resulting ISI is contributed by the different kh portion of each symbol ak and bk 
along with their associated path as illustrated and expressed in the following TDL model: 
(4.67) 
Note that the ISI effect on y, (at that instant) constitutes the sum of one-quarter of symbol a 
and three-quarter of symbol b with their associated delay-path (Path-0, Path-], Path-3, Path-6). 
Therefore, the ISI effect might constitute the uneven portion of each respective symbol, 
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depending on the actual delay between each fractional path. Hence, with oversampling at rate of 
4/r, we can choose to estimate these 4 paths effectively in a more refined version of channel. 
The nomenclature of the examples suggests that the delays can occur at any smaller fraction 
within a symbol period and the spacing between the delays can be unequal or much closer. 
Hence, two important issues must be considered by the proposed MIMO-CE scheme in order to 
correctly model and estimate the fractionally-spaced channel: i) what is the maximum duration of 
the overall delay spread in terms of number of symbol period (specified by V) and ii) what is the 
minimum oversampling factor needed (specified by Q in order to deal with all possible 
significant paths with shorter and smaller delay. By determining these two factors, the proposed 
MIMO-CE scheme can be further improved to resolve smaller fractional ly-spaced delay-path of 
the frequency-selective fading MIMO channel. It must be stressed that, although oversampling is 
used here, we do not deal with blind channel estimation [93-97]; but instead, exploits the 
oversampling concept to perform channel estimation for the fractional ly-spaced model. 
4.3.1 Signal and Channel Model in Fractionally-Spaced Model 
Having defined the fractional CIR h,,. in (4.63), the basic fractional channel matrix H. 
w. r. t m th transmit antenna (with matrix dimension of Nx(L+I)C) can be expressed as: 
tT 
Im 
g', 
' 
(0) ... lf (0) 
(4.68) 
h#T 
- 
Nm 
- -h 
N' (0) ... hN'c. (0) ... hNl. (L) ... 
hNc. (L) 
_ 
At some fractions of a symbol, k within the rh symbol, the received signal vector x'(r - k) 
(with dimension of (Nx 1) containing signal samples at each of the N receive antenna from all M 
transmit antennas) can be expressed as: 
m 
x'(r - k) =, 
fp--IM Z H' s' (r - k) + n'(r - k) (4.69) mm 
M=l 
where k= g1C, is defined for g=0, (C-1). For example, if C=4, k takes the values, 0,1/4, 
1/2,3/4. p is the expected signal to noise ratio at each receiver and n'(r - k) is the over-sampled 
AWGN vector. s' (r-k) is the corresponding over-sampled transmit vector from the m th M 
transmit antenna that can be expressed as: 
em(r-k) +IPXC- (4.70) =[Sm(r-igll--) sm(r-Ec+-, 
) 
... sm(r-g c 
)l 
In order to correctly model the effect of fractionally-spaced channel on the transmitted signal, it is 
vital to realise that the received samples are fractionally-spaced but the transmitted symbols are 
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I 
4ý 
symbol-spaced. Hence, sm(r-(g+i)IC) are the duplicated samples of the same transmitted 
pilot symbol, s.. (r - j), where i=0,1, ---, vxC-I andj is the integer part of 
(g + j)1c. 
4.3.2 Novel Fractional MIMO Channel Estimation Scheme [148] 
In this section, a novel MIMO-CE scheme for fractionally-spaced model is presented. This 
method is the direct extension from the proposed MIMO-CE method described in section 4.2 (for 
the symbol-spaced model) with some additional processes in a systematic manner [148]. The 
ultimate goal of the proposed fractional MIMO channel estimator is to estimate all the complex 
fading coefficients within each basic fractional channel matrix, Hý in (4.68) w. r. t all M transmit 
antennas. The basic concatenated fractional channel matrix can be expressed as: 
III =[ H' H' (4.71) ilm Im 
4.3.2.1 Construction of the pilot matrix SF at the transmitter 
I At the transmitter, a pilot matrix, SF (for the fractional case) is initially constructed based 
on the Paley-Hadamard matrix of order v which is obtained according to the following criteria: 
v> Mx(9+1) (4.72) 
where v must be divisible by 4 and (v-1) is prime. M is the number of transmit antenna and ip is 
the total span of the delay spread in terms of symbol period. 
It is vital to note that the criterion in (4.72) is slightly different from the one in (4.35) and 
(4.53) for the symbol-spaced model where L is replaced by ip. Note that q7 itself is already 
equivalent to (L+1). The extra '+I' term in (4.72) is needed to include an additional row of 
training sequences per transmit antenna in order to provide the essential format of the block- 
Toeplitz channel matrix ft' shown later in (4.77) and the formulati M on of HIIM shown in (4.76). 
Next, assuming that the total delay-spread, (p, is known a priori or predicted by the 
transmitter, Mx(, p + 1) rows of consecutive non-repeated orthogonal sequences (except for the 
first row), are extracted from the generated v-ordered Paley-Hadamard matrix to form the 
required pilot matrix SF. For illustration, if M=2 and V=2, then Mx (ip + 1) = 6. Therefore, 
% the minimum order v that could satisfy condition (4.72) is v=8 in this case. Subsequently, a 
(W) Paley-Hadamard matrix is first generated with 6 successive orthogonal row sequences from 
2 nd row to 7 th row (except the I't row) extracted to construct the 'required' (6x8) pilot matrix SF 
with the uniform amplitude of '±s' shown as: 
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SI, 
where -S -+S +S 
S --S -+S 
--'s . --s -S AB ------ +S -S -S 
........... 
-S +s -S 
.................... +S --s -+s 
Note that the additional row sequence at 
-S 
+S 
4S 
-S 
-S 
-S 
the 
A+ jB 
+s -s -s 
-S +S -S 
............................... 4S -S +S 
-+S -+S -S 
-S is -+S 
............................... 
-S -S 4S 
'last row* 
is 
+S f Txl 
+S 
(4.74) 
, 
+S f Tx2 
. +s 
s needed in each region according to 
(4.72) for the reason previously mentioned and will be explained later. Once S/,. is constructed, 
the 'non-shaded pilot' symbols in (4.74) are then assigned to each transmit antenna and launched 
sequentially in the same manner described previously in the symbol spaced model. (Refer to 
Section 4.2.3.2 for the transmission of training sequence in Palcy-l ladamard case). 
4.3.2.2 Essential matrix expressions and format for fractionally-spaced MIMO-CE scheme 
In order to perform the MIMO-CE flor the firactional case, each fractional x'(t--k) 
obtained in (4.69) has to be grouped appropriately at the receiver so that the received signal I 
matrix X' contains the following necessary matrices (that is vital to allow the channel estimation 
to take place in a similar way described in symbol-spaced method in section 4.2) as: 
X, = ý_P_ _/M A 'I ýII. S'/. + N' (4.75) 
where N' is the AWGN matrix in fractional case. SI, is the 're-constructed' pilot matrix at the 
receiver described in Section 4.3.2.4. H'11,,, is the fractional version of the concatenated channel 
matrix that cascades all the associated 'block-Toeplitz* channel matrices from H, to H',,, as: 
Irv (4.76) 
where the individual in (4.76) has dimension of N(, K, +I) rows and C'X(p+&, Columns and is 
constructed by the basic fractional channel matrix H,, from (4.68) as: 
H',,, 0 ... 0 
0 H,,, 0 ... 0 H.. (4.77) 
0 ... 0 H;,, 
Note that respective *block-Toeplitz' channel matrix, in (4.77) contains both the basic 
fractional channel matrices H,,, in (4.68), and the appropriate entry of zeros as shown above, 
forming the vital strUcture of H',, , that is essential for the development of the fractional channel 
estimation which will be explained in the next scction. 
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4.3.2.3 The proper grouping of the received signal vector samples 
Upon receiving each fractional ly-sampled signal at the receiver, each received signal vector 
x'(r - k) in (4.69) is buffered and grouped into the 'required' received signal matrix V (based 
on oversampling rate (), so that the necessary format of H', j , in (4.76) and S/. - in (4.92) later in 
accordance to (4.75) can be acquired and restored accordingly with the following procedure: 
First, received signal vectors x'(r-k) from the previous (r-I)t" sample to the next (r)"' z: - 
sample are gathered to form the temporally matrix Z(r) as: 
Z(r) x'(r) ... x' r- ... x'(r - 1) 1 :ýi!! ý C- 1 (4.78) 
Note that Z(r) has matrix dimension of (C+I )xAI. which contains all the 'in-between' 
fractional received signal samples taken at (r-t1C) where t is an integer taking values firom I to 
(C-1) and C-> 2. Next. the vec(. ) operator in (2.103) is used on Z(r) as: 
z(r) = vee(Z(r)) (4.79) 
Subsequently, the required fractional ly-spaced received signal matrix X' can be obtained 
by grouping the corresponding z(r) with p=I at different appropriate time instants as: 
V= [z(k) z(k+p) z(k+2p) ... z(k+(I) r(k+(p+q)] (4.80) 
where parameter q can be obtained from the value of matrix order %, in (4.72) as 11ollows: 
v-2 
4.3.2.4 Reconstruction of pilot matrix 
ve S le In the symbol-spaced model, the reconstruction of' the pilot matrix at tile rccci r i. t1 
same as the construction of the pilot matrix at the transmitter. Theretbre, no distinction is made 
previously between them 11or the proposed MIMO-CF scheme in the syrnbol-spaccd model. 
However, in the fractional ly-spaced model, the reconstruction of' pilot matrix at the receiver is 
different from the pilot matrix constructed at the transmitter, in order to take into consideration of 
the interaction between those pilot symbols and the fractional ly-spaced delay paths that exist 
within the channel. The pilot matrix needs to be reconstructed carefully in the fiormat shown in 
(4.82) so that it can be applied later to Vin (4.80), in order to carry Out channel estimation in tile 
fractional ly-spaced frequency selective fading MIMO channel. 
The reconstruction of pilot matrix, S/, is carried out at the channel estimator such that each 
row of the original orthogonal sequence of pilot symbols in S/, (frorn the transmitter) is 
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duplicated according to the value of over-sampling, C, in the fiorniat expected by the receiver I 
(using fractional samples of the pilot sy'rnbols) in order to cater for those fractionally-spaced 
delay paths that already exist within the period of (p in the firactionall) -spaced delayed channel. 
Mathematically, SFcan be expressed using a set of individual fractional concatenated 
transmit vectors VII. If (r) cascaded at adjacent interval p=I with q obtained in (4.81 ) as: 
S' ý Wjý, W(r+p) 1 F W, (r + 2p) Wjjj, (r-(o+q) (4.82) iI 
Using the vec(. ) operator, the individual sjý,,, (r) in (4.82) is equivalent to: 
(r - k) = vec sI (r - k) ... -SIf (r - k) (4.83) 
where each -W,, (r - k) in (4.83) is the extended version ofthe t ran sin it vector in (4.70) with only 
minor difference by having additional ýo samples, that can be expressed as: 
sw ýg) v,, 
(r g+l) 
... r 
g+ýOxc'-]+( (4.84) ýr-k) -lv, 
(r- 
1 V, 71 
(, 
- 
lol)ý 
Recall that s,, (r - (g + i)IC) are the duplicated samples of the same transmitted pilot symbol, 
s,, (r-j), where i=0,1. ..., ý9 x C- 1+ ýo and j is the integer part of 
(g+i)l('. 
An example of pilot matrix reconstruction at the receiver (Usino previous case of Al =2 and 
(p= 2, hence, Mx (ýo+ 1)=6) with the oversampling rate of C=2 is shown in the fo I low in (Y: 
SF = 
where 
A' = B' = 
-S +S +S -S +S -S -S +S 
-S +S +S -S +S -S -S +Sl 
-S -S +S +S -S +S -S +s 1 
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(4.86) 
Since C-2, each row sequence in the original Sl, - in (4.73) is duplicated as shown above in 
the shaded parts, forming the reconstructed pilot matrix SP in (4.85) and (4.86). If C increases, 
the number of dUplicat ion for each row sequence is also increased with add it iona I *C I' row. 
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Using same setting of M=2 and (p = 2; if C increases to 3 (due to the needs of higher 
sampling), the matrices A'and B' in SF are reconstructed as follows: 
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Each original row sequence in (4.87) is duplicated twice (since C-I = 2) in the successive 
rows of SF, instead of. just once in (4.86). Hence, the receiver only needs to decide the value OFC 
based on the characteristic of the multipath channel for the purpose ofchannel estimation. 
4.3.2.5 Obtaining the channel estimate in fractionally-spaced model 
Once X' in (4.80) and S'/,, in (4.82) have been obtained, the proposed firactional MIMO-Cl. " 
scheme can be carried out accordingly with the following procedures: 
First, the partial estimated channel matrix .1 is obtained by applying the Hermitian of' 
reconstructed channel matrix, S'I. - to the *required' received signal matrix, V as t1ollows: 
i=IHS, /, 
HI X1. s". 
wherefis the correction factor with the following value: 
. 
/, =2 M//) (4.89) 
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The partial estimated channel matrix J obtained (4.88) is the crucial step to partially unwrap 
the information of the fractional delay-paths 'once for all', shown by the inherent product of S'F 
and its Hermitian, producing a so-called weighted block-identity matrix 1 with the unique 
structure, illustrated in the following: 
Sý. SýH = 2vi (4.90) 
A0... 0 
0 ... 0 0A 
.0:.. 
(4.91) where i= and A and 0 
.00 
-0 ... 
0 A_ 
1- 0 ... 0- 
A is the (CxC) all-ones square matrix that is diagonally placed along with the (CxC) all-zeros 
square matrix, 0, in L Again, v is the PH's matrix order known a priori at the receiver. The size 
of I depends on the value of Mx+ 1) and C. For instance, if Mx (ip + 1) =4 and C=2, 
contains 4 sets of A, each has matrix size of (2x2). Similarly, if Mx (9 + 1) increases to 6 and C 
increases to 3,1 contains 6 sets of A, each has matrix size of (30). The structure in 1 is 
uniquely planned to contain appropriate all-zero matrices, 0, so that it can be used effectively in 
conjunction with fill M. (Recall also the block Toeplitz structure of fill M in (4.76), which also 
consists of zero matrices 0). Therefore, substituting (4.90) into (4.88) leads to the following: 
i=fI ffll M. 2v. 
iI (4.92) 
Next, it can be seen in (4.92) that J comprises of -1 and HII M that ultimately containing all 
the information of the basic fractional channel matrix, Hý. However, since 1 is non-invertible, 
the channel estimates cannot be obtained directly by matrix inversion. Providentially, both HII M 
and I have a unique matrix structure that contains necessary zeros shown in (4.77) and (4.91) 
respectively, allowing each individual Hý contained in H11M to be conveniently extracted 
through a linear arithmetic operation. This is illustrated using an example with ý0-2, 
Mx (V + 1) =3 and C=2 for a (2x2) system. The basic fractional channel matrices are shown as: 
=[h' 
]=[i km o] 12 h', ]=[a ce2jnp H, 
h F121 bdf 
gh] 
and H' h22 
(4.93) 
Assuming that the correct Hermitian of the reconstructed pilot matrix, SýH has been 
applied to the corresponding V according to (4.88), leading to the following expressions as: 
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p 
b 
ii, 
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fil ii, I il '2 
2 
[i3 
'4 
if i3 JI J2 ftl 1 +ft2 
"1 
2 +'12 
where 
i= 
[il '2] 
'3 T4 
6 A00,0 00 
1 0A0: 000 
0 0 0 A'- 0 0 0 
- - -- 1- - --- - -. 0 0 Oý A 0 0 
0 0 0 '. 0 A 0 
0 0 01 0 0 A 
(4.94) 
(4.95) 
1] 
00 ýo 
01 
(4.96) 
For simplicity, factorf and 2v are omitted. Note that i is divided into 4 quadrants where 
quadrants i2 and f3 contains only the zeros matrix and quadrants 11 and 14 contains matrix A. 
Since 12 = j3 = 0, ultimately, J=[ fil il F12' 14 
], which can be individually expressed as: 
a c e g 0 0 1 1 0 0 0 0 
b d f h 0 0 1 1 0 0 0 0 
J, 
0 a c e g 0 0 (4.97) 
0 b d f h 0 0 0 1 1 0 0 
0 0 a c e g 0 0 0 0 1 1 
Lo 0 
b d f h-J 
LO 
0 0 0 1 1-1 
i k m o 0 0 1 1 0 0 0 0 
j I n p 0 0 1 1 0 0 0 0 
H'. 1 J2 24 
0 i k m o 0 0 0 1 1 0 0 (4.98) 
0 j n p 0 0 0 1 1 0 0 
0 0 i k m o 0 0 0 0 1 1 
0 0 j I n P- 
-0 
0 0 0 1 1 
Consequently, the expansion of J, and J2 and its linear algebra operation and resultant can 
be conveniently solved in either ascending or descending order of the alphabets as: 
Ascending process 
------------ 
a+c a+c ------- e+g 
-------- 
e+g 00 
b+d b+d f +h 0 f +h 0 
a a 
-------------- r ------------ 
c+e c+e g! 
J, = 
l 
bibi d+f d+f h 
r ------ a+c ------ a+c e+g e+g 
L00 b+d b+d --- Descending process 
123 
(4.99) 
Ascending process 
-------------------------- i+k i+k m+0 M+O 0 
j+l j+l n+p n+p 00 
r -------------- ---------- r- i: **"*'*"*' . 0: iI111iiIk+mk+m : 0! iI J2 : 11: :;: Iii 
j I+n 1+n :,: P P! 
. .......... '*z ý - - 2 
(4.100) 
......... - ---- 1-7 ------------ -- 00 J+k i+k m+o m+o 
L0 0 
Descending process 
Our aim is to estimate all the fading coefficients from 'a' to 'p' in each basic fractional 
channel matrix, H' . Once all the coefficients have been estimated, the estimated basic fractional M 
channel matrix, for m=I to M, can be cascaded as follows: 
fillm =[f, III kf 
I (4.101) 
This information will be used by the OSIC receiver for MINIO-equalisation process. 
4.3.2.6 Summary of Fractional MIMO Channel Estimation Scheme 
Assuming the following are known a priori: 
(i) The total span of the delay spread, (p, in terms of symbol periods within each CIR and 
(ii) The over-sampling rate, C, required to model the fractional delay paths. 
At transmitter: 
Step-I 
M Construction of ............... . ..................................................... . .................. . ........ . ................. Paley-Hadamard i. v must be divisible by 4 and (v-1) is prime 
matrix with ii. according to criteria :v>Mx ((p + 
((p+l) correctorderv .............................................. I ..................... . ............................... I ............... . ............... 
Step-2 P (Paley-Hadamard Matrix) ............................................................................................... 
There are M partitions, each 
1. From P, select required number of rows contains ((p+l) rows of 
according to Mx ((p + 1) orthogonal sequences. 
Each row sequence contains 
2. Form the pilot matrix: SF A +jB v-length of pilot symbols 
........ . ......... ......................................... ................................ where A=B=P (from selected rows only) . .......................................................................................... ! 
Same procedure as in symbol- 
3. In each partition, the pilot symbols are 
sDaced MIMO-CE method. 
..................................................................................... rearranged and reassigned to form a 'long 
pilot sequence for each transmit antenna 
Sending pilot sequence from each antenna across channel 
Note: A 'long' pilot sequence contains a series of pilot symbols. 
Each transmit antenna sends an appointed pilot sequence for channel training purpose. 
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At receiver: 
1) Over-sampling mechanism with rate C is used to receive fractionally-spaced received samples expressed in 
signal vector x'(r-k); where r= symbol instant and k= fractional instant. 
2) First, these fractional samples are grouped with respect to each symbol period as Z(r), Z(r+l), ..., Z(r+p), where 
each Z(r+p) can be generally expressed as: 
Z(r + p) x'(r + p) ... x' r+p- 
t)... 
x(r +p- 1) 1 :5t: 5 C-I C 
3) To facilitate the next formulation, each Z(r+p) is then vectorised using vec(. ) operator as: 
x'(r + p) 
z(r+p) = vec(Z(r+p)) x' r+p- 
C 
L x'(r+p-1) j 
4) Subsequently, the appropriate z(r+-p) vectors are further grouped to form the received signal matrix V as 
follows: 
[z(r) z(r+l) z(r+2) - z(r+q) z(r+p+q)] 
where parameter q can be obtained as: q=v-2. 
5) Simultaneously, reconstruction of pilot matrix S'F is carried out at the receiver given the prior knowledge of the 
transmitted SF and value of C. This is accomplished by duplicating each row sequence of the original SF in a 
successive manner according to the value of C. (Refer to section. 4.3.2.4). 
Block diag-ram of fractional ly-spaced MIMO-CE scheme at the receiver: 
multiple receive antennas Over-sampling factor C 
Process 1,2,3 & 4: 
Buffering mechanism, Grouping of Process 5: fractional received sample and 
Regrouping into receive signal matrix X' 
Reconstruction of pilot matrix Sý 
X2 
I 
Fractionally-spaced MIMO Sý 
Channel Estimation Process 
Phase-I 
j =f 
( X. SýH) =fj 
(fj; 
M. 
Sý)SýH 
I 
whcre f -Lfm-lp 2v 
JfI fillm. 2v. 1 
Partially Estimated Channel Matrix J 
Fractionally-spaced MIMO 
Channel Estimation Process 
Forward or Backward 
Linear Arithmetic Operation 
to resolve 1 and fi ým 
Obtaining Channel Estimates in each H' ,,; m-I to m 
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4.4 Channel Tracking in Time-Varying Mode 
'The novel MIMO channel estimator presented (for both the sýinbokspaced model as well 
as the fractional ly-spaced model) in the previous sections assumes that the channel remains 
constant during the period over which the pilot matrix (or training sequence) is received. which is 
characterised as the block-invariant tirne-varying MIMO channel. In a tinle-varying channel, 
however, the MIMO channel will be varying continuously with time, dependent on the Doppler 
velocity. 'This might affect the accuracy of the channel estimation process during reception of the 
pilot sequence, i. e. during the "training" periods, and subsequently the performance of the MIMO 
OSIC equalisation process during the "data delivery" periods. (The later process is more 
significantly affected). The reason will be pointed as follows: 
During the *training' period, the channel inight have changed from the reception of first 
pilot symbol to the last pilot symbol since the non-adaptive method required to buffer all the 
necessary received signals (that are related to all the transmitted pilot symbols) before carrying 
out the actual estimation process. Fortunately, the variation of the channel within this training 
period is so minor that it can be regarded as insignificant since the number of pilot symbols 
required by the proposed method is normally at minimal, (though the size ofthe pilot matrix can 
be increased to improve the channel estimation accuracy). Nevertheless. the accuracy of channel 
estimation also depends on the length of the training sequence that is sent in a way that if the 
training sequence is too short, it might not reach the -best* performance of the estimator, but if it 
is too long, accuracy of estimation might drop since the estimator might not be able to cope 
efficiently with the larger variation of the channel. 
During the 'data-delivery' period, the channel estimate obtained (through the 'training') is 
used for the MIMO equalisation process. However, the actual channel might have changed from 
the beginning of data to the end of the data received for that frame, depending on how long the 
entire data frame might be. This variation of channel is more significant as the data frame is 
usually about 90% longer than the total length of the training sequence. -Therefore. the channel 
estimate that is used for the MIMO equalisation process might only be valid for the start but 
becomes erroneous at the end (due to the deviation from the actual channel), which I-night results 
in incorrect data detection, thereby affecting the performance of the MIMO cqualisation process. 
It is possible, however, to utilise the available data recovery information to perform channel 
tracking using a decision feedback algorithm during data delivery periods, since the received data 
is the only available information. The entire data frame can be divided into smaller blocks of 
transmitted data denoted as Dk and the corresponding received data rnatrix R(k) at tirne-block k 
can be related to Dk aS I'011OWS: 
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R(k) = Hjý,, (k) Dk+N(k) (4.102) 
where Hl.,,, (k) is the concatenated MIMO channel matrix as expressed in (4.24) with the 
inclusion of time-block k and N(k) is the respective AWGN noise matrix. For simplicity, the 
H, (k) of the symbol-spaced model is used here to illustrate the channel tracking, although the 
concatenated channel rnatrix Hjým(k) can be extended to the fractional ly-spaced model with the 
alteration in its corresponding R(k) and data-block Dk. Note that the format in (4.102) is similar zn 
to the expression in (4.32), whereby time-block k is incorporated to show the time-varying 
characteristic model. Meantime, Dk has the similar format as Sp and R(k) has the similar format 
as X. Instead of having matrix size of M(L+ I )xv, each data-block DA has matrix size of 
A, f(L+ I )x T where T>v that is set to suitable size in order to allow effective channel tracking 
process to take place. Also, there are B numbers of data-blocks Dk in the entire frame. The basic 
data structure is shown in the following figure: 
AAL, I) IA/ -I ). I -B 
S, D, I D2 ... Data ... D, 
Frain i iw, )ala- I )eli% cr% Iraming 
Figure 4.15: Data structure for i) channel training & ii) data delivery 
The overview of channel estimation and channel tracking process for a tirne-varying 
channel can be illustrated in the following figure: 
Frarne start Channel % aries in time I rame end I raine start 
Transmission mode 
I rainim-, 
Data del i% erv 
Channel-tracking 
I raining 
Actual MIMO channel ý 
i, ji(B -I 
Sending matrix 
S1. D , D, ...... 
1), ------ 
S, 
Receiving matri\ 
X(O) R( I R(2) R(3) R(B) X'(B+ I 
SymW detection & (0) D I 62 1) 
D 
Estimated channel matrix f, 
IIAI (1) B+ 1) 
Figure 4.16: Overview of MIMO channel estimation and channel tracking process. 
There are two transmission modes as mentioned earlier, the 'training' and tile 'data- 
del ivery', with the respective actual MI MO channel H I'm 
(k) presented from the start ofthe data 
frame to the end of the data frarne. Note that the actual MIMO channel rnatrix tll,,, (k) are 
categorized by tinne-block k that corresponds to the pilot rnatrix S/ and the respective data-block 
DA to characterize time-varying scenario where k=I to B during the data delivery period. During 
the training period, a pilot rnatrix S1. is transmitted to obtain an initial estimate of' the MIMO 
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channel fl,, (o) from the corresponding X(O). This channel estimate is normally used in the 
subsequent data delivery period for the data detection in the MIMO equalization process, which 
has been described in Chapter 2. 
For each received data matrix R(k), the previous channel estimate A,, (k - 1) is used for the 
data detection process to give the current detected data matrix, f), t (shown by the arrows in 
figure). Hence it is important to realize the individual block of channel estimate H,, (k - 1), since 
the initial channel estimate fillm(o) might no longer represent the valid estimate of fl,, (k-1) 
later in time as the MIMO channel continues to vary. The following channel tracking process 
allows the individual block of channel estimate A,, (k) to be tracked so that the data can be 
detected based on the latest 'estimated' or tracked channel instead of the initial channel estimate 
HIIM(O). 
Because of the individual 'detected' data-block is applied to perform the channel tracking, 
it is also referred as the decision feedback channel tracking process. In the decision feedback 
tracking process, the received data matrix R(k) and the detected data matrix, Dk of each time- 
block k are then employed to generate a new channel estimate, film (k), as follows: 
First the partial channel estimate, Fk is obtained by applying the Hermitian of the current 
H detected data matrix, f)k , to the corresponding received data matrix, R(k) as follows: 
Fk = R(k) 
f) 
kH (4.103) 
= 
[Hllm(k) Dk]f)k H+ Nbk H 
Next, the individual current channel estimate fl,, (k) can then be obtained as: 
(4.104) HIM(k) = Fk 
[ f)k f)k ] 
Take note that by multiplying f)k and f)k H together, the whole product term in the bracket 
of (4.104) can be reduced to a M(L+1) x M(L+1) square matrix that is suitable for the matrix 
inversion process shown in (4.104). It is important to note that the product of f)kf)k H must be 
non-singular in order for the matrix inversion to be successfully obtained. One might extend the 
dimension of f)k by adjusting the value of T as shown in figure 4.15 in order to avoid the 
problem of singularity. A pre-check for ill-conditioning of f)kf)k H can be performed to ensure 
that this term is always invertible. 
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4.5 Summary 
in Chapter 4, the novel training-based MIMO channel estimation scheme that makes use of 
pilot matrix concept has been presented and successfully implemented in the MIMO-OSIC-DFE 
receivers described in Chapter 2. The development of the proposed channel estimator from the 
frequency-flat model to the frequency-selective model has been discussed with thorough 
consideration of the corresponding co-channel interference and inter-symbol interference 
problem in the frequency-selective channel. The concept and usefulness of utilising orthogonal 
pilot sequences extracted from the Hadamard matrix in order to obtain the channel estimation as 
well as counteracting both CCI and ISI cffects simultaneously have also been presented. The 
design of pilot sequences and the construction of the pilot matrix have also been illustrated with 
different parameter and system configurations. 
Comparison of using either the ordinary Hadamard matrix or the Paley-Hadamard matrix to 
construct the pilot matrix has also been demonstrated. It has been found that minimisation in pilot 
length could be achieved by using the Paley-Hadamard matrix instead of the ordinary one with no 
loss in its initial estimator's performance. The Paley-Hadamard matrix is found to have unique 
combination in its orthogonal and Toeplitz-like structure, which could shorten the unnecessary 
time-gaps, introduced by the ordinary Hadamard matrix, while effectively performing the 
estimation process and resolving the frequcncy-selective effects simultaneously. As a result, 
shorter training sequence of minimum pilot symbols was required by each transmit antenna to 
provide necessary channel estimate for the MIMO systems, which in effect also to allow higher 
data throughput. Channel tracking method has also been presented to further assist the channel 
estimation process by recursive update of the variation in channel due to the Doppler velocity. 
Extension of the novel MIMO-CE scheme from the symbol-spaced model to the 
fractionally-spaced model has also been presented to consider the arriving paths with delay that 
could occur within a fraction of symbol period. The design and implementation of the novel 
fractional MIMO-CE scheme have also been demonstrated. The performance evaluation of the 
novel MIMO channel estimators and its impact of estimation error on the MIMO-OSIC-DFE 
receivers will be shown in the next chapter. 
4 
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Chapter 5 
Results and Performance Evaluation 
In this chapter, results are mainly presented in two categories: i) the system performance 
of the various layered space-time receivers in Chapter-2 (i. e. V-BLAST, MIMO-OSIC 
receiver) for different system configuration and ii) the performance of the proposed MIMO- 
CE schemes in Chapter-3 & 4. Both symbol-spaced and fractionally-spaced models are 
considered. These results are systematically evaluated for the performances under the 
influence of both the frequency-flat fading as well as frequency-selective fading channel by 
means of detailed computer simulation in Matlab. For consistency, the QPSK modulation 
scheme is employed throughout this chapter for all performance results and discussion. 
In the simulation, no particular actual physical channel is being employed but instead 
the channel model in this work assumes worst-case fading scenario where non line-of-sight 
Rayleigh condition is assumed for each path coefficient. This applies to both flat-fading and 
frequency-selective MIMO channels with respective models shown in Appendix-C. (Its 
physical scattering characteristics are also described in section 2.2.2). Uncorrelated path and 
uniform delay are also assumed between each path for both the symbol-spaced & fractionally- 
spaced models in frequency-selective MIMO channel (Refers to Chapter 4). Time-varying 
characteristic is also considered for each path, which will be described in respective sections. 
5.1 Performance Evaluation of the Layered Space-Time 
Receiver in Frequency-Flat Fading MIMO Channel 
In the following, the basic V-BLAST receiver (described in Chapter 2) with different 
(NxM MIMO configurations will be initially assessed for its system performance under the 
flat fading channel condition. (Recall that M denotes the number for transmit antennas and N 
denote the number of receive antennas used). Each sub-channel from each transmit-receive 
antenna pair consists of a single path that is represented by a complex coefticient. The system 
performance of the V-BLAST receiver will be evaluated using four means of symbol- 
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detection algorithms as: a) the linear zero-forcing (ZF) algorithm, b) the linear minimum 
mean square error (MMSE) algorithm, c) the nonlinear ZF algorithm and d) the nonlinear 
MMSE algorithm. The results are plotted using the performance metric as the bit error 
probability (Pe) against the mean signal-to-noise ratio (SNR) value for different (Nx" 
configurations. The mean SNR is the overall average of all the SNR values measured at each 
receive antenna. Perfect channel knowledge at the receiver is assumed here. 
Before results are presented for the general MIMO case, perhaps it is useful examine the 
basic spatial diversity scheme from a single-input multiple-output (SIMO) model where 
single transmit antenna and multiple receive antennas are used. The linear ZF algorithm is 
used with the setting of M=I and N=1,2 &4 respectively to demonstrate the performance 
achieved by the reception diversity. (The diversity gain or order is defined as MAI). 
10 0 
lo'l 
10 
10 
10-5 
1 n-s 
Basic reception diversity scheme 
(i Xi) 
--m- (2 x 1) 
(40) 
(20) 
: (4xl) 
05 10 is 20 25 30 
Mean SNR (dB) 
Figure 5.1.1: Performance of diversity scheme using linear ZF algorithm in aSI MO system 
Figure 5.1.1 demonstrates the performance of the basic diversity scheme for a SIMO 
system. The results demonstrate that reception diversity does improve the overall performance 
of the wireless system. This is similar to the equal-gain combining method used in the antenna 
arrays technique where same results are exhibited. [ 18-19]. 
Next, the performance of MIMO system is assessed over a flat-fading Rayleigh channel 
where multiple transmit-receive antennas are used. First, equal number of receive antennas N 
and transmit antennas M is employed with no diversity gain since N=M. The immediate 
question from this test is that can we achieve better bit error probability performance while 
achieving increased data rate simultaneously. It can be observed in figure 5.1.2 that, the 
performance of the MIMO system with no diversity gain becomes deteriorated in a flat-fading 
MIMO channel condition as M and N increase simultaneously. Although, the data rate has 
been improved by M-fold, having multiple links with no diversity will not be beneficial in this 
case or even worsen the system performance when the linear ZF detection algorithm is used. 
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Figure 5.1.2: Perfon-nance of N=M system with linear ZF algorithm 
This makes sense because the performance of the (I x 1) system has already reached the 
state of "as good as it gets" under typical Rayleigh condition. Having more links with no 
diversity (in linear ZF detection) simply means further deterioration in the overall channel 
condition thereby worsening the system performance. Also, each antenna in the MIMO case is 
now transmitting power in reduced proportion of IIM in order to maintain the same 
transmitting power as in the single antenna case of SISO system. The degradation in 
performance is expected when the ZF algorithm is used. This is mainly due to the noise 
enhancement during the matrix inversion, which worsens the system performance of the 
MIMO system as the matrix's size grows when M and N increases simultaneously. [10,11]. 
However, when added diversity order is presented in the MI MO systems (where N>M case), 
the system performance can be improved accordingly as shown in the following figure. 
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Figure 5.1.3: Performance of N>M system with linear ZF algorithm 
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It can be seen in figure 5.1.3 that the bit error probability performance is improved for 
any system with N>M, where diversity gain is present. Therefore, improvement in the 
system performance and the data rate can be achieved at the cost of extra hardware. The 
results showing the performance achieved by different detection algorithms in the MIMO 
systems for different (NxM configurations can be referred at Appendix-131 for extra results 
section. Important observations from those figures are highlighted. First, the performance of 
the (N >M system is always better than the (N =M system regardless of the detection 
algorithms used for symbol recovery. This is due to the fact that spatial diversity is achieved 
by the multiple antenna arrangements in conjunction with the proper combiner by means of 
weighting matrix to effectively exploit the multipaths. The larger the number of receive 
antennas relative to the number of transmit antennas, the better the reception diversity. 
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Figure 5.1.4: Performance of N>M system with linear ZF algorithm 
Next, back to the case for N=M systems, the results obtained using the linear 
detections are quite different from the case where a nonlinear detection is used. It can be seen 
in figure 5.1.4 that for the case of linear detection the performance become poorer as the 
antenna configuration increases from (I x 1) system to (6x6) system (similar to the earlier case 
in figure 5.1.2. ) This is true for both linear ZF and linear MMSE cases but the distinction in 
performance is greater in the ZF case than the MMSE case. 
However, in the nonlinear case, contrary results are observed in which a -switch* in the 
performance curve is observed at certain mean SNR value whereby the performance of the 
higher N=M system, i. e. the (6x6) system, is better than the lower N=M system, i. e. the 
(3x3) system, at higher SNR. This demonstrates the potential of the nonlinear detection that 
uses successive interference cancellation scheme, which improves the BER performance of 
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the LST system. The results also show the nonlinear detection is capable of providing a 
breakthrough over the linear detection when sufficient SNR is available. [10,11]. 
Results from figure b. I to b. 4 in Appendix-B I can also be compared in order to assess 
the effect of each type of algorithm combination; Le the linear ZF, linear MMSE, nonlinear 
ZF and nonlinear MMSE, that operate under the frequency-flat fading MIMO channel. The 
results are extracted for the (3x3), (4x3), (3x2) and (6x4) systems and shown as follows: 
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Figure 5.1-5: Performance comparison using different detection algorithm for various (NxAl) systems 
The two main observations that can be deduced from figure 5.1.5 are that a) the MMSE 
algorithm always gives better performance than the ZF algorithm and b) the use of the 
nonlinear symbol detection (with the SIC scheme) further improves the performance of the 
layered space-time system by a great margin as compared with the linear detection methods. 
The results show that the use of interference cancellation in the nonlinear detection techniques 
on top of the diversity, allows the system performance to be further improved [4,6,8,47,48]. 
Next, the system performance of the LST system is tested with different degree of 
spatial correlation in the flat-fading MIMO channel. The spatial correlation defines the degree 
of similarity between the fading coefficients of the two independent streams being received at 
antennas spaced by a given distance, usually measured in wavelength k of the transmitted 
signal [601. In general, the mechanisms that give rise to spatial correlation are based on 
134 
several factors: the distance between each antenna's spacing in the multiple antenna setting, 
the number & distribution of the scatterers and the angular spreads of the incoming waves to 
the receiver [61 ]. Lower correlation is expected when the antenna's spacing is large and wider 
angular spread of received signals is assumed when scatterers are largely distributed around 
the receiver. In contrast, two independent paths are said to be highly correlated when 
antenna's spacing is very small, causing the two paths to fade almost in the same way in term 
of its phase change and amplitude. The distribution of scatterers that result in the angular 
spreads is also vital since the MIMO systems are assumed to work better in the rich scattering 
environment. When fewer scatterers are present (particularly in rural areas) with narrowly 
distributed spread angle, it also results in highly correlated channel. Greater details related to 
the spatial correlated channel can be found in [54,56,57,60.61,63,112]. 
Results are shown for identical correlation coefficient p, in both the transmit correlation 
matrix and receive correlation matrix. (Here, antennas are assumed to be equally spaced and 
correlation between neighbouring antenna is larger in proportion than that of distant antenna). 
The detailed derivation of these matrix and related issues in MIMO system can also be found 
in Appendix-132, with reference to [63-67]. Also, the channel model is assumed to be 
Rayleigh faded for each path in the MIMO channel. The results are plotted using the 
nonlinear MMSE detection method for (3x3) system and (6x4) system in the following: 
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Figure 5.1.6: Effect of spatial channel correlation on performance. 
It can be seen clearly from figure 5.1.6 that the spatial correlation in the frequency-flat 
MIMO channel has severe effect on the system performance of the layered space-time system. 
The performance becomes degraded as the spatial correlation coefficient of the MIMO 
channel increases. Clearly only the antenna arrangement with zero or no spatial correlation 
provides the best performance for MIMO systems. 
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5.2 Performance Evaluation of the Layered Space-Time 
Receiver Using the QR Detection Method 
in this section, the BER performance of the LST system using the QR detection 
algorithm (for both the linear and nonlinear detection) described in section 2.5.3 is presented 
for various (NxAf) systems under flat fading MIMO channel condition. Perfect channel 
knowledge at the receiver is also assumed here. 
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Figure 5.2.1: Bit Error Performance using linear QR & nonlinear QR method. 
The results obtained using the linear QR detection shown in figure 5.2.1 a is equivalent 
to the results obtained for the linear ZF algorithm shown in Appendix-13 L This confirms the 
idea of using QR decomposition by means of the orthogonal triangularisation. The results 
using the nonlinear QR method is shown in figure 5.2.1b, which is found to outperform the 
linear QR method by a great margin. The results also shows that nonlinear QR method can 
perform equally well with the nonlinear V-BLAST detection when the SIC feature is applied. 
The results are also compared in the following figure: 
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Next, in order to assess the performance due to the effect of correct detection ordering, 
we deliberately conceal the process of channel matrix re-arrangement in the nonlinear QR 
detection. This is equivalent by either freezing this feature (no re-arrangement made prior to 
the QR decomposition of H- QR decomposition is performed on the original H) or by 
allowing random re-arrangement (meaning that re-arrangement not according to the optimum 
detection ordering set). The reason to perform this channel matrix re-arrangement process is 
to effectively incorporate the detection ordering required by the SIC feature in determining 
which symbols were to be detected first. We denote this setting as without 'Hne", and 
comparison is shown for the results using the original nonlinear QR detection with 'Hnew'. 
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Figure 5.2.3: System performance using nonlinear QR detection a) with H,,, w & b) without H., 
It can be seen clearly in figure 5.2.4 that the system performance of the case with the 
proper channel matrix re-arrangement (according to the optimum detection ordering set 
obtained a priori) - with Hnew, is better than the case without H,,,,,. This demonstrates the 
importance of the including the correction detection ordering in the feature that rearranges the 
original H to Hnew in the nonlinear QR algorithm. The bit error probability is considerably 
reduced when the correct order is incorporated during the symbol detection process by the 
method of backward substitution in the QR algorithm. 
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5.3 Performance of MIMO Channel Estimation Methods in 
Frequency-Flat Fading MIMO Channel 
The performance of various MIMO channel estimation methods used in the flat-fading 
channel (either adaptive or non-adaptive) described in Chapter 3; i. e. MIMO-LMS, MIMO- 
RLS & MIMO-PMI are presented here. In the simulation model for the (NxAl) flat-fading 
MIMO channel, each sub-channel consists of a single path represented by a complex 
coefficient, which assumes Rayleigh channel model for non-line of sight worse-case scenario. 
5.3.1 Performance Evaluation of the Adaptive Method 
For the adaptive approach; i. e. the MIMO-LMS and the MIMO-RLS algorithm, the 
absolute squared error vector e(n) in (3-61) is used as the estimator's perfon-nance metric. 
', e",. .., e" 
T, Note that each e(n) consists of M error elements, e as e(n) = 
le, 
2 where n is the 
iterative index. The estimator's performance is assessed for each n iterative step as the 
training vector passes through the channel estimator until the average value of e(n), which is 
M2 
the mean absolute square error, e converge to a minimum acceptable level. 
First, the performance of the MIMO-LMS algorithm is shown in figure 5.3.1 below for 
a (3x3) system with mean SNR of 20dB in a stationary flat fading MIMO channel. 
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Figure 5.3.1: The convergence performance of the MIMO-LMS channel estimation algorithm 
It can be seen from above that the average of e(n) slowly converges as the number of 
adaptive iteration n increases. However, the main disadvantage of LMS algorithm is the huge 
length of time needed for the MIMO-LMS estimator to converge to an acceptable level, which 
often makes it unsuitable to be used in real-time channels. Consequently, relative little 
emphasis is placed on this type of approach in the this thesis 
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Next, the performance of the MIMO-RLS algorithm is presented. Results are shown for 
a fixed (4x4) system operating over a stationary flat-fading channel for mean SNR = 20dB & 
lOdB with the forgetting factor of y=0.98. (All A4 error elements in that e(n) are shown). 
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Figure 5.3.2: Performance of MIMO-RLS algorithm in mean SNR - 20dB 
It can be seen from figure 5.3.2 that the performance of the MIMO-RLS algorithm 
shows much faster convergence compared to the MIMO-LMS algorithm (within about n= 20 
iterations) at SNR=20dB, demonstrating the superiority of the MIMO-RLS over the MIMO- 
LMS algorithm. However, the performance deteriorates as the mean SN R decreases to I OdB- 
(Refer to Appendix-133 for more individual results with various SNR values). 
Next, the performance of the MIMO-RLS algorithm is compared for different mean 
SNR values for (4x4) & (6x4) system. Results are shown in log-scale for better visualisation. 
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Figure 5.3.3: Performance Comparison for different mean SNR in (4x4) & (6x4) system 
It can be seen in both figures of 5.3.3 that the mean absolute square error falls to an 
error 'floor' within about 20 to 30 iterations, depending on the mean SNR value. The 
fluctuation in performance is due to the noise in the system. Using further training vectors 
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achieves no further accuracy in the channel estimate. For a mean SNR of 30dB, the error 
ýfloor' is about IX 10-3 but as the mean SNR reduces, the error 'floor' also rises accordingly. 
Next, the performance of the MIMO-RLS estimator also depends on the forgetting 
factor. So far, fixed value of y=0.98 is used. In the following, the effect of changing the 
value of forgetting factor are shown for the (6A) system using mean SNR MO. 
M- SAR = 20dB, Y=I Mean SAVR =2 OdB, r 0.9 
10 
10' 
21 102 
10, 
10' 
10-, 
104 
Iý 
lo" 
10' 
7777, ."; 
", - 10 
4t 
104 
10" 
10* 
0 40 60 so 100 
himbý fý fWafto"s 
Mean SWR = 2GdB, r=0.5 
21 
lU 
10" 
10' 
10' 
ýi 
i ý: W, 
4 
. Kiý 4 
10 
10' 
' 
10 
0 20 40 60 BO 10( 
lo* 
10.4 
(C 
ir) 
0 
Ahimber of m ifýaftom 
Mean 7NR = 20dB, y=0.1 
cl 
0 20 40 60 80 1 Oo 
Mýbar of" darabom Atmber ofn neremons 
Figure 5-3.4: Performance of MI MO-RLS using y= 1,0.9,0.5 & 0.1 for mean SNR =20dB 
Several observations can be made in figures of 5.3.4. The performance of the MIMO- 
RLS estimator is still acceptable as y decreases to 0.9. However, the performance deteriorates 
as y decreases to 0.5 and becomes highly unstable as y set to 0.1. The stability issues of using 
the RLS algorithm in general are discussed in [1041 and Cioffii [130] has discussed the 
applicability of the RLS algorithm at the high and low SNR cases. It is also seen from the 
results that, the error performance converges within about 15-20 iterations. 
Next, results are also plotted for 7=0.95 &y=0.8 in figure 5.3.5 in order to 
demonstrate the nominal value of the forgetting factor in the (6x4) system. 
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Small variations in forgetting factor (7 = 0.95 & 0.8 in above figures) from the nominal 
value of 0.98 are observed to have little effect on either the convergence or the error floor. 
Hence, the forgetting factor has been set between 0.8 & 0.98 for the remainder of the results. 
Next, the impact of channel estimation error that has on the bit error probability 
performance of the LST system is presented where the BER obtained by using a perfect 
channel estimate is compared with that obtained using the MIMO-RLS channel estimation 
algorithm. Results are plotted for various (NxM systems using the non-linear MMSE 
detection as it has been ascertained previously that the method provides the best performance 
for the LST system in the flat-fading channel when perfect channel estimate is assumed. 
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Figure 5.3.6: Performance comparison of various (NxM non-linear MMSE configurations for 
a) perfect channel case & b) estimated channel case using the MIMO-RLS channel estimation method 
The results show quite clearly that the MIMO-RLS estimator displayed only a small 
degradation in the bit error probability performance as compared to the perfect channel 
estimate case for all systems tested. 
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The previous results for the estimated channel are obtained using pilot vectors with 
minimum length of n= 25 iterations as ascertained from figure 5.3.3. In the following, the 
effect of varying the pilot vector length (from n= 10 to n=30) is examined for the MIMO-RLS 
estimator to assess its impact on the system performance. Results are compared with the case 
where perfect channel estimate are used in the (6x4) system. 
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Figure 5.3.7: Effect of different pilot length 'n' on the performance of the (6x4) system. 
It is observed from figure 5.3.7 that the system performance improves as the pilot length 
n increases. This can be seen in case of increasing from n= 10 to 20 iterations. However, the 
rate of improvement gets progressively smaller for further increases of n= 25 to 30. Using 
longer training vectors than n= 30 achieves no further accuracy in channel estimate and 
hence no further improvement in the system performance. Only a slight improvement in 
system performance can be achieved at the expenses of higher pilot length n used in the 
MIMO-RLS algorithm. This also illustrates the trade-off between the pilot length needed and 
the achievable system performance when the channel is estimated using the MIMO-RLS 
estimator. This alsojustifies the used of n= 25 pilot vectors used in the previous figure. 
5.3.2 Performance Evaluation of the Non-adaptive Method 
Next, the performance of the non-adaptive MIMO-PMI channel estimator that described 
in section 3.3.3 is presented here. In the following, the performance of the MIMO-PMI 
estimator is tested under various time-varying frequency-flat MIMO channels for different 
(NxA4) system configurations and different mean SNR values. The performance of the 
MIMO-PMI channel estimator will be demonstrated using the mean square error (MSE) (or 
the mean Frobenius norm squared error) as the performance metric, which is a scalar 
measurement of the of the error matrix eH that can be obtained as follows: 
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First, the error matrix of the channel estimation eH is obtained by taking the estimated 
MIMO channel matrix A and subtract from the actual MIMO channel matrix H as follows: 
eH = (5.1) 
Subsequently, the MSE or the mean Frobenius norm squared error of eH can be obtained 
as: 
E[Ile 
2 IV I_YI2 
(5.2) H 
IIF 
1=1 J-1 
where ey is the matrix element of eH with (ij) entry and E[j is the expectation operator. Note 
that (5.2) is a different metric as compared to the previous case in adaptive methods since the 
estimation error is obtained in matrix form in eH rather than the vector form of e(n) in (3.61) 
and also the error matrix eH only obtained once after the entire estimation process rather than 
obtained at each n-iterative step as shown in the error convergence of the adaptive methods. 
Three types of time-varying channel with different mobile velocities are used and the 
results are simulated at their maximum Doppler frequency fdmax in each case using carrier 
frequency of fe = 2.11 GHz with the end-to-end data rate of Dt,, tal = 480Kbps. The data rate of 
individual transmit antenna Dsingle depends on the value of M where Dýingle = Dt"W IM. The 
respective travel velocities A of the 3 different time-varying channels, together with their 
respective Doppler frequency are stated in the following: 
a) The pedestrian channel: fd .. a., =6 Hz, A=3 km/hr -= 
0.833m/s. 
b) The city/town channel: fd a,, = 88 Hz, A= 45 km/hr -= 
28 mph. 
C) The motorway/highway channel: fdma. = 176 Hz, A= 90 km/hr =-: 56 mph. 
In the simulation model, each complex channel coefficient in the time-varying MIMO 
channel is individually filtered by two Doppler filters (for real and imaginary coefficient) 
according to their respective Doppler velocities. The detail of how the Doppler effect is added 
into the simulated channel model and its mathematics are presented in Appendix-134. 
In the following, the MSE is plotted against the pilot length v, expressed using the 
available valid order v of the Hadamard matrix (as discussed in Chapter 3), where v=8,12, 
20,24,32,44,48,60,68 are shown. The construction of the pilot matrix and its criterion can 
be referred in section 3.3.3. 
First, the performance of the proposed estimator is tested under the three different types 
of mobile timc-varying channels listed above, for a fixed (2x2) system with three different 
mean SNR values: 5dB, lOdB and 20dB respectively. Results are plotted for increasing pilot 
length expressed in terms of the matrix order v ranging from 8 to 68. 
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Figure 5.3.8: Performance of MIMO-PMI estimator for a (2x2) system 
in different time-varying channels 
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Several observations can be made from figure 5.3.8. In the slow-varying pedestrian 
channel, the MSE performance improves as the pilot length v increases. The slow-varying 
pedestrian can be treated as static channel virtually since the channel varies very slowly 
compared to the coherence-time of the channel. The result demonstrates the basic trade-off 
between the pilot length and the estimation error. 
However, as the channel varies faster, different trend of results are observed. Depending 
on the mean SNR, the estimator's performance improves as pilot length v is increases initially 
for the short period of v, until at a critical pilot length, then, the estimator's performance 
becomes poorer again for any further increases of v. The 'U' curves can be observed (in the 
5dB & IOdB case) and the optimum pilot length, v,, p, for each case produces the minimum 
MSE. This is because the estimator can only cope with small amount of variation in the 
channel to provide a good estimation when reasonable pilot length is used. Longer pilot 
length means larger channel variation is involved, where the obtained channel estimates might 
be deviated in greater proportion from its actual value. In contrary, the performance for the 20 
dB case degraded almost immediately for any increases in v. This is because, minimum MSE 
has been already achieved at minimum v=8 (for sufficient pilot length) and any further 
increases in v will only degrade the performance since longer channel variation is involved. 
The results of figure 5.3.8 can be compared for different mobile velocity for fixed 
values of mean SNR = 5dB and I OdB, shown in the following: 
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Figure 5.3.9: MIMO-PMI Performance for different mobile channels in a (2x2) system. 
The effect of increasing pilot length under various time-varying channels for different 
mean SNR can be observed in figure 5.3.9. The trade-off between the needs of sufficient pilot 
lengths and the MSE concludes where the worsening of the channel estimate (the 'U, point) 
begins to take place for shorter values of v as the channel changes more rapidly. Faster time- 
varying channel; i. e. the motorway channel produces more obvious 'U' shaped curve. 
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The same test in figure 5.3.8 & figure 5.3.9 is repeated for the (3x3) system and the 
results are presented in Appendix-134. The similar results trend in figure 5.3.8 & figure 5.3.9 
can also be observed therein, demonstrating the trade-off between the pilot lengths and MSE 
under various time-varying channels with different mobile speeds at different mean SNR. 
Next, the performance of MIMO-PMI estimator for both (2x2) & (3x3) system can be 
compared directly to assess the impact of increasing (NxAl) value. Results are shown for the 
city/town channel and the motorway channel for mean SNR of 5dB &I OdB in the following: 
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Figure 5.3.10: Impact of increasing (NxM configuration on MIMO-PMI estimator's performance 
It can be seen that the (2x2) system always performs better than the (3x3) system at the 
respective mean SNR values, for the two types of channels shown above. For the same value 
of v, the MSE for the M=3 system is higher compared with the M=2 system, although same 
diversity ratio, NIM =I is kept. This is because the total transmit power have to be kept 
constant (to achieve the expected mean SNR) by controlling the transmit power of each 
transmit antenna using a multiplier of prior to symbol transmission. Therefore, the 
pilot symbols (transmitted from each transmit antenna) of the higher M system; i. e. the (3x3) 
system, are having a lower power than the pilot symbols of the lower M system; i. e. the Qx2). 
Next, we assess the impact of different reception diversity order for the N ý! M systems 
by increasing the value of N for fixed M=2 and 3 systems. Results are plotted for different 
mean SNR at 5dB and 20dB for both city/town channel and motorway channel. It can be seen 
in figure 5.3.11 that the reception diversity gain achieved in the N>M system has no 
significant influence on the MIMO-PM1 estimator's performance. The results are independent 
of N for both the mean SNR values, demonstrating that reception diversity did not contribute 
to any improvement in the MIMO-PMI estimator's performance. 
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Figure 5.3.11: Impact of reception diversity on MIMO-PMI estimator's performance 
Next, the bit error probability performance of the layered space-time system is assessed 
using the nonlinear MMSE detection process under the two frequency-flat time-varying 
channels. The results are shown for the case using perfect channel estimate and estimated 
channel obtained by the MlMO-PMl estimator. The optimum pilot length v,,,,, = 24 is used in 
the MlMO-PMl estimator for each (NxA4) system shown. 
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Figure 5.3.12: Performance comparison of various (NxAf) non-linear MMSE configurations for 
a) perfect channel case & b) estimated channel case using the MIMO-PMI channel estimation method 
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loý ----------- 
The results in figure 5.3.12 show the impact of channel estimation error that has on the 
system performance (using the MIMO-PMI algorithm) under the slowly varying pedestrian 
channel and the fast varying motorway channel. It can be seen that consistent performance is 
achieved in the estimated channel case as compared to the perfect channel estimate case. The 
bit error probability performance is poorer in the motorway channel as compared to the 
pedestrian channel for both perfect and estimated channel case. 
In fact, since the channel is slowly varying, the pedestrian estimated channel case in 
figure 5.3.12a (using the MIMO-PMI algorithm) can be compared with the similar case using 
the MIMO-RLS channel estimation algorithm. 
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Figure 5.3-13: Comparison of system performance using a) MIMO-RLS & b) MlMO-PMl algorithm 
It is found that the results are very close to one another with the optimum pilot length 
used in each channel estimation method. In the MIMO-PMI estimation, the optimum pilot 
length for each training sequence at each transmit antenna is vp = 24, whereas in the MIMO- 
RLS estimation, the pilot length for each training sequence at each transmit antenna is n= 25. 
5.4 Performance of the Novel MIMO Channel Estimator in the 
frequency-selective MIMO Channel Condition 
In this section, the perfonnances of the of the proposed MIMO channel estimator that 
operate in the frequency-selective fading channel are demonstrated using two types of model 
(described in Chapter 4): a) the symbol-spaced model (where each delay is assumed to be 
equally spaced by one symbol period) and b) the fractional ly-spaced model (where delays are 
assumed to be occurred within fractions of symbol period for several symbols period) of the 
proposed MIMO channel estimator. For each case, two types of channel models are 
employed: a) the block-invariant channel where its propagation coefficients are assumed to be 
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constant (throughout the entire channel estimation process and for every short block of T= 
200 symbols period, after which they change to a new independent random values which they 
maintain for another T symbol periods, and so on) and b) the time-varying channel where 
coefficients are varied in time (for each pilot symbol and data symbol sent) according to the 
pre-selected Doppler velocities and related parameters, which will be described accordingly. 
The simulated results will be categorised systematically to illustrate the influence of 
those main parameters involved for the MIMO channel estimation as follows: 
i) M- the number of transmit antennas. ii) N- the number of receive antennas. 
iii) v- the size of the pilot length. 
iv) Number of paths (depending either symbol-spaced or fractional ly-spaced models) 
The MIMO configuration is defined as (NxA4) system. The size of the pilot length is 
represented by the order v of the Hadamard matrix that is employed to construct the pilot 
matrix SF with its possible expansion using the higher order described in 4.2.3.5. The aim is to 
compare the performance of the proposed MIMO channel estimator under the influence of 
using different pilot length v for different system configurations and different models of 
channels in the frequency-selective fading MIMO environment. 
Also, one vital reminder is that the proposed MIMO channel estimator (either symbol- 
spaced or fractional ly-spaced models) assumes that the number of significant paths as well as 
the total delay spread are known a priori to the receiver in order to be able to carry out 
channel estimation for the frequency selective MIMO channel. (Refer Chapter 4 for details). 
5.4.1 Performance of MIMO-CE in Symbol-Spaced Channel Model 
For the symbol-spaced model, the MSE in (5.1) and (5.2) is again used as the 
performance metric with slight modification where the ordinary MIMO channel matrix H in 
(5.1 ) is replaced by the concatenated channel matrix HIIm from (4.27) as well as its estimated 
value All., from (4.45). Similarly, the error matrix of the MIMO channel estimation, eH is 
obtained by subtracting the estimated iijým from the actual H, ým as follows: 
eH = H, A/ -A I Af (5.3) 
and the corresponding mean Frobenius norm squared error of eH can be obtained as: 
E[Ile, ll, '] =IF, 
ki, (1 1) (5.4) 
(Mx(L+I)x, V)[I 
1, ICIII, 
I 
where cij is the matrix element of eH with (ij) entry and E[. ] is the expectation operator. 
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For reminder, there are (L+I) number of significant paths for each CIR of the "transmit- 
receive" sub-channel in symbol-spaced model. If the (L+I) number of significant paths 
increases, the pilot length v must also be expended to the next valid order according to the 
criterion in (4-35), so that the estimation can be sufficiently catered for all significant paths. 
5.4.1.1 Performance in Block-Invariant Symbol-Spaced Channel Model 
In this section, the symbol-spaced, block-invariant channel model is used. First, the 
performance of the proposed estimator with pilot matrix SF constructed from either the 
ordinary Hadamard (OH) matrix or Paley-Hadamard (PH) matrix is shown. Two pilot length, 
v=24 and v=32 are used for both OH & PH matrix for a fixed (2x2) MIMO system with fixed 
(L+I) =3 significant paths in each CIR of the frequency selective MIMO channel. 
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Figure 5.4.1: Performance comparison using OH and PH matrix with order v=24 and 32 
It can be seen that the performance of the estimator improves as the mean SNR 
increases. Also, the performance for both case OH and PH pilot matrix appears to be almost 
identical for each v shown. This also demonstrates that the construction of pilot matrix using 
the Paley's method (described in Chapter 4) to achieve significant reduction in pilot length 
(for the same v value) results in no loss in the estimator's performance. Therefore, the PH 
type of pilot matrix will be consequently used throughout the rest of the results sections. 
in figure 5.4-2, the impact of the pilot length v on the estimator's performance is shown. 
MSE is plotted against mean SNR with increasing v, for a fixed (NxM) = Qx2) system and 
(L+I) = 3. Results for different v= 12,20,24 and 32 are only presented here, although the 
result for minimum v=8 may also be used (not shown in the result). The corresponding 
number of pilot symbols sent per transmit antenna is also stated. it can be observed that as v 
increases, the number of pilot symbols sent also increases, which in turn reduces the MSE, 
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thereby improving the performance of the proposed channel estimator. The results 
demonstrate the consistency of the channel estimation performance and the trade-off between 
the pilot length and the channel estimation error. 
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Figure 5.4.2: Impact of pilot length in terms of matrix order v 
Figure 5.4.3 shows the influence of reception diversity (achieved by having more 
receive antenna w. r. t transmit antenna) on the estimator's performance by increasing the 
number of receive antennas from the initial N=2 to N=8, where the fixed value of M=2 and 
(L+I) =3 is applied. Results are shown for v=12 and 1--24. It can be seen that N has literally 
no effect on the estimator's performance for each pilot length v used, whereas changing v has 
a very obvious effect. In other words, increasing reception diversity does not offer any 
advantage to the proposed MIMO channel estimators. In fact, the estimator has to actually 
estimate more paths as a result of additional number of receive antennas. 
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Figure 5.4.3: Impact of increasing number of receive antenna N 
In figure 5.4.4, the estimator's performance is tested for increasing the number of (L+I) 
paths from 3 to 8 in each CIR of the MIMO channel for a fixed (3x2) system. Results are 
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shown for two pilot matrix orders v=20 and v--32. It can be seen that, increasing the number 
of (L+I) paths also has no influence on the performance of the proposed channel estimator for 
either value of pilot matrix order in the block-invariant channel condition. 
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Figure 5.4.4: Impact of increasing number of (L+ I) paths 
in figure 5.4-5, the performance of the proposed MIMO channel estimation is examined 
against the number of transmit antenna used. Results are shown using the fixed v--32 and 
fixed number for receive antenna N=4 with different (L+I) paths. 
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Figure 5.4.5: impact of number of M transmit antenna used 
It can be seen that as the number of transmit antennas increases from M=2 to M=4, 
the estimator's performance degrades accordingly for different mean SNR. Firstly, this is 
because as M increases, the transmit power for each antenna must also be reduced accordingly 
by a factor of M in order to maintain constant total transmit power to the receiver (to achieve 
the expected mean SNR value as described in section 2.3.2.1). Hence, the effective SNR is 
also reduced. Second reason is that the estimator has to deal with additional co-channel 
interferences (from other transmit antennas) as the number of transmit antennas increases. 
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However, it can also be seen that the variation in the number of (L+I) paths does not 
affect the estimator*s performance, which confirm the trend shown in figure 5.4-4. 
Nevertheless, it must be stressed that the drop in estimator's performance is not due to the 
reduction in reception diversity (fixed N but M reduced from 4 to 2), since the diversity gain 
has no influence on the estimator's performance (as demonstrated in figure 5.4.3). 
The results of figure 5.4.5 are confirmed by repeating the test under condition of 
constant degree of diversity where M=N defined in the (Nx AI) system for v=24 and v=32 and 
a fixed (L+I) =5 paths configuration in the following figure: 
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Figure 5.4.6: Impact of diversity level and pilot length v 
It can be seen in figure 5.4.6 that, when the diversity is kept constant, the 3 results (with 
solid lines) with same v= 32, are identical to the previous results shown in figure 5.4.5. 
Therefore, it can be confirmed that the reduction in the estimator's performance is due to the 
increase in value of M as explained previously. Also it can be seen that the performance of the 
3 results (with dotted line) with lower order v= 24 is degraded in comparison with the 3 
bottom results (solid lines) with v= 32, which again confirm the trend shown in figure 5.4.2. 
All the previous results from figure 5.4.1 to 5.4.6 are obtained based on the system 
configuration where N ý! M; i. e. the number of receive antennas N is either equal or greater 
than the number of transmit antennas M. This is the conventional setting for the OSIC MIMO 
equaliser described in Chapter 2. However, the proposed MIMO channel estimation method is 
also found to have an additional advantage, which is capable to perform under any setting of 
N and M for any number of (L+ 1) paths in the MIMO channel, even including the case where 
M>N. (Although symbol detection in Af>N case is only attainable by methods of space-time 
coding and transmit diversity mentioned in [49-54]; not discussed in this thesis). 
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In the following, the proposed estimator's performance is tested for M ý! N case for both 
a) M=3 system and b) M=4 system with fixed (L+I) =3 paths. 
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Figure 5.4.7: The estimator's performance for case M ý! N 
It can be seen in figure 5.4.7 that the estimator's performance is again independent of N 
for each of the pilot matrix length used. This demonstrate the ability of the proposed MIMO 
channel estimator to perform in the system where M ý! N, which can also resemble the case of 
multi-user system where M can be viewed as the number of multi-users having a single 
antenna, sending individual pilot symbols in a (L+I) multiple delay-paths channel. 
Next, the following figure presents the overall estimator's performance of the M ý! N 
case (multi-user scenario) for fixed N=3 with (L+I) =5 paths. Pilot length of v= 32 is used. 
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Figure 5.4.8: Estimator's performance for multi-user case with v 32. 
it can be seen in figure 5.4.8 that the estimator's performance degraded gradually as the 
value of M increases. Nevertheless, the performance depends on the order v that is employed 
in constructing the 'localised' pilot matrix for each user. (Recall the criteria in (4.60) for 
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obtaining v). Similarly, if the number of (L+I) significant paths increase, v must also be 
increased to the next order to sufficiently cater the channel estimation for all users. 
Next, we can vary the number of (L+I) significant paths in order to verify the findings 
in figure 5.4.7. In the following, the respective number of receive antenna N=I&N= Mare 
used, for both M=3 system and M=4 system, where pilot length of v= 24 is used. 
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Figure 5.4.9: Impact of (L+]) paths for a) M> N case and b) M- N case 
In can be seen in figure 5.4.9a that the results are identical for different (L+I) paths, 
confirming the trend seen in figure 5.4.7 and they remain consistent in each (NxAl) system 
even only one receive antenna is used. On the other hand, the results in figure 5.4.9b 
demonstrate the frequency-flat MIMO channel scenario when (L+I) reduces from 3 to 1. 
Again the results are identical in each (NxM system for the M=N case. 
5.4.1.2 Performance in Symbol-Spaced and Time-Varying Channel Model 
In the following results, the time-varying, symbol-spaced channel model is used, where 
channel varies with time for each pilot symbol sent and delays are assumed to be equally 
spaced by one symbol period. The performance of the proposed MIMO channel estimator will 
be shown using 4 different types of time-varying channel with different mobile velocities, 
different mean SNR values and different (NxAf) system and (L+I) paths configuration. The 
MSE is plotted against the pilot length v, expressed using the available valid order of the 
Paley-Hadamard matrix, where v=8,12,20,24.32,44,48,60,68,72,80,84 are shown. 
The results are simulated at their maximum Doppler frequency Gm, in each case using 
carrier frequency of fc = 2.1 IGHz with the end-to-end data rate of Dt"tai = 480Kbps. The data 
rate of individual transmit antenna Dsingle depends on the value of M where D, tngle = Dt. t,,, 
IM. 
The respective travel velocities A of the four different time-varying channels, together 
with their respective Doppler frequencies are given below: 
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a) The pedestrian channel: 
fdma,, =6 Hz, A3 km/hr =- 0.833m/s. 
b) The city/town channel: fdmax = 88 Hz, A 45 km/hr =- 28 mph. 
C) The motorway/highway channel: fdmax = 176 Hz, A= 90 km/hr =- 56 mph. 
d) The limit70mph channel: fdmax = 220 Hz, A=II 3km/hr =- 70 mph. 
First, the performance of the proposed estimator is tested (under the four different time- 
varying channels) for a fixed Qx2) system with (L+I) = 3. The results are tested for 3 
different mean SNR values at 5dB, lOdB and 20dB respectively. Results are plotted for 
increasing pilot length expressed in matrix order v from 8 to 84. 
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Figure 5.4.10: Estimator's performance for a (2x2) system with (L+I) =3 
in different time-varying frequency selective fading MIMO channels 
Several observations can be made from figure 5.4.10. First, in a slower time-varying 
pedestrian channel, the results resemble the previous block-invariant case, where the error 
performance of the proposed estimator improves as the pilot length v increases. The figure 
shows that the convergence of the estimate becomes better as the SNR improves. In the 20dB 
case, the estimator converges within minimum v=8 and achieve a very low value of MSE. 
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As the mobile speed increases to higher time-varying city/town channel, it can be 
observed initially that the channel estimate improves as the pilot length v increases from v=8 
until a particular length (depending on the mean SNR values) where the MSE deteriorates 
afterward for further increases of v. The reason for this behaviour is due to variation of the 
channel during the training period. Initially, for short pilot lengths, the MSE of the estimator 
is dominated by inadequate training and the estimate improves v increases. However, while 
the training bits are being sent the time-varying channel characteristics are changing. 
Consequently, when the length of the pilot bits exceeds the channel coherence time the quality 
of the estimate worsen quite significantly. 
This is also true for the faster time-varying motorway/highway and the Limit70mph 
channel, where more obvious 'U' shaped curves are noticed for both mean SNR = 5dB & 
I OdB case and the corresponding minimum MSE is produced between v= 20 to 32. As for the 
20dB case, the results deteriorated immediately for any further increase in v, since minimum 
pilot length of v=8 is already sufficient for the proposed estimator to obtain the minimum 
MSE. Similar results trend is also observed in the flat-fading channel case in figure 5.3.8. 
The results in figure 5.4.10 can also be plotted for the specific mean SNR as follows: 
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Figure 5.4.11: Estimator's performance for a (2x2) system in different mobile channels & mean SNR. 
Figure 5.4.11 again illustrates the trade-off between the pilot length to obtain a good 
MSE and the amount of variation of the channel allowed during the training period for 
estimation over the frequency selective channel. The above results in figure 5.4.11 can be 
compared with results in figure 5.3.9 (for flat-fading channel). It is observed under the same 
velocity that although the channel suffers from frequency selectivity with (L+I) =3 delay 
paths, the MSE results are still very much identical as compared to the frequency-flat case. 
This demonstrates the ability of the proposed MIMO-CE method also working efficiently in 
frequency selective MIMO channel. (In fact, more channel coefficients are to be estimated). 
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The proposed MIMO-CE technique and the use of Paley-Hadamard matrix for the pilot matrix 
not only permit minimum pilot symbols sent but also allow the channel estimation to be 
completed within shorter possible time with minimum variation in channel. Nevertheless, 
such comparison is trivial since consideration of relative channel variation within the delays 
of the frequency-selective paths is difficult to be analysed. The MSE performance under 
different (L+I) paths are expected to be slightly worsen (shown later in figure 5.4.16). 
The same test in figure 5.3.10 & figure 5.3.11 is repeated for the (3 x3) system and the 
results are presented in Appendix-B5. The similar results trend can also be observed therein, 
demonstrating the trade-off between the pilot lengths and MSE under various time-varying 
frequency selective MIMO channels at different mean SNR. 
The same test in figure 5.4.10 & 5.4.11 can be repeated for a higher M value system; i. e. 
a (NxAl) = (3x3) system with fixed (L+I) = 3. Results are again plotted for increasing pilot 
length v from 12 to 84 against the MSE as the error performance of the estimator. 
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Figure 5.4.12: Estimator's performance for a (3x3) system with (L+1) =3 
in different time-varying channels 
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Similar trends in the results of figure 5.4.10 can also be observed in figure 5.4.12. 
However, note that all results are started from pilot length of v= 12 instead of v=8 since this 
is the minimum required matrix order for the pilot matrix construction (using Paley"s method) 
for the (3x3) system with (L+I) = 3. Subsequently, the results of different mobile channels in 
figure 5.4.12 can also be plotted for the specific mean SNR values as follows: 
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Figure 5.4.13: Estimator's performance for a (3x3) system in different mobile channels & mean SNR. 
The similar results' trend of figure 5.4.11 is also shown in figure 5.4-13 that again 
demonstrates the trade-off between the pilot matrix length and the variation of the channel. 
Next, the performance of MIMO-PMI estimator in both (2x2) & (3x3) system under 
different time-varying frequency selective channel with fixed paths of (L+I) =3 can be 
compared directly to assess the impact of increasing (NxAI) value. Results are shown for the 
city/town channel and the motorway channel for mean SNR of 5dB &I OdB in the following: 
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It can be seen that the (2x2) system always performs better than the (3x3) system at the 
respective mean SNR values, for the two types of channels shown above. For the same value 
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of v, the MSE for the M=3 system is higher compared with the M=2 system. The reason for 
this has been explained in figure 5.4.5 for the same test in the block-invariant channel. 
Next, results are presented to assess the impact of reception diversity that has on the 
estimator's performance for increasing number of receive antennas, N, for a fixed M=2 
system and (L+I) = 3. Results are plotted for two different mean SNR level at 5dB and 200, 
for all the four different time-varying channels in the following figures: 
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Figure 5.4.15: Impact of increasing N in different time-varying channels 
it can be seen from figure 5.4.15 that the increasing number of receive antennas in the 
(NxAl) system has no significant influence on the estimator's performance in the above time- 
varying channels. The results are identical at SNR level. This again confirms about the earlier 
finding in figure 5.4.3 & figure 5.4.7 concluding that reception diversity does not vary the 
performance of the proposed estimator. 
Next, the estimator's performance is tested for an increasing number of (L+I) paths 
(from 3 to 9 paths in each CIR) for a fixed (2x2) system for the four different time-varying 
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frequency selective MIMO channels. The results are shown for two different mean SNR 
values at 5dB and 20dB, for increasing pilot matrix lengths v from 20 to 80. 
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Figure 5.4.16: Impact of increasing (L+1) paths in time-varying frequency selective MIMO channels 
Several observations can be made from figure 5.4.16. First, for the slow varying 
pedestrian channel, the MSE remains identical for any increase in (L+1) paths and mean SNR 
(similar to the results achieved for the block invariant channel in figure 5.4.4). However, as 
the channel varies faster, the increasing (L+I) paths begin to show an impact on the 
estimator's performance. Higher number of (L+I) paths would cause the MSE performance to 
deteriorate accordingly. This could be due to the fact that increasing number of (L+I) paths 
increases the estimator's process time for dealing with the extra frequency selectivity which in 
turn causes further deviation in the channel variation within the delays itself, results in poorer 
estimation. The (L+I) =3 paths case has better error performance since the deviation of the 
channel variation is smaller compared to the (L+I) =9 paths case. The results also 
demonstrate that having severe time variation either in the frequency selective MIMO channel 
itself or within its delay paths could greatly affect the estimator's accuracy and further 
degrade the MSE performance of the proposed channel estimator. 
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In the following four figures, the results are presented for the case where the number of 
transmit antennas is greater or equal to the number of receive antennas, (the M ý! N case), 
using a fixed (L+I) =3 paths for the both time-varying city/town & motorway channels. 
Results are plotted for both the M=3 system and M=4 system. 
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Figure 5.4.17: Estimator's performance for Mý! N case in time-varying MI MO channels 
First, it can be seen that the results are independent of N for both mean SNRs, thus 
confirming again the results seen earlier in figure 5.4.7. Secondly, the results also show the 
ability of the proposed estimator to perform under various time-varying frequency-selective 
fading channel for M ý! N case. 
Next, figure 5.4.18 shows the MSE performance of the proposed estimator as a function 
of SNR, for a fixed N=2 system with M=2,3,4 &5 and also for different pilot matrix 
lengths of v= 20,24 and 32. These results are obtained for the time-varying frequency 
selective motorway channel with fixed (L+I) =3 paths. 
162 
0. i; 
2-- w 2? 
Cf) 
E 
LLJ 
LA 
a) (2x2) system, (L+I) - 3, in motorwqD' channel 
00 
10 15 
Mean SNP (dB) 
0,22-, 
c) (2x4) system (L+1) = 3, M mtorw, 4? channei 
, 
0,2- --4-- v= 20 
I-- Q% 
w 
:- -0- v= 24 
32 o 18 
0.16 
E 
8 0.14 
z 
012 
F 
0,08 
0 06 
, w 
ul ------ 
0.04 41 -------- ------ 
0 02' 
. 0 5 10 15 
Mean SNR (dB) 
d) (2xS) system, (L+I) = 3, in motorway charmal 
05 10 15 
Mean SNR (dB) 
n 
v= 20 
: -. 0- v=24 
-A- v 32 
Figure 5.4.18: Performance for various N=2&M=2,3,4 &5 systems in motorway channel 
It is observed that higher v initially gives better performance at lower mean SNR until 
certain level. Then the results change again where lower v gives better performance at higher 
mean SNR values. These figures confirm the previous fact at higher mean SNR case; (i. e. 
l5d]3), only minimum value of v is required and any further increase in v only results in 
poorer MSE performance. In contrary, when mean SNR is lower, v is allowed to be increased 
to next levels (i. e. v= 24 & 32) for further improvement in estimation. 
However, if v is too high, the performance deteriorates again due to the variation in the 
respective time-varying channels during the training period. In addition, for each (NxAl) 
system, the 'switching' level moves backward in mean SNR as M increases because overall 
MSE value also increases with M. (This trend is only obvious in the more rapid channel; i. e. 
the motorway and the limit70mph channels. The slower pedestrian and city/town channels 
exhibit similar results to those shown previously for the block-invariant MIMO channel) 
It can also be noticed that different error floor existed for each value of v in each case of 
M and the error floor gets higher as M increases from 2 to 5. The error floor also represents 
the best performance of the estimator for different pilot length v used. As M increases, the 
MSE gets poorer, which can be shown by comparing the above results for v= 24 as follows: 
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Figure 5.4.19: MSE versus mean SNR for fixed v= 24 in motorway channel 
Next, the same test shown in figure 5.4.18 is also plotted for the N=3, where the same 
values: M= 2,3,4 &5 and different pilot length v= 20,24 and 32 are used. 
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Figure 5.4.20: Performance for various N=3&M=2,3 J, 4&5 systems in motorway channel 
It can be observed from figure 5.4.20 that the results are similar to the results in figure 
5.4.18 and this also confirms the finding in figure 5.4.17 where changing N does not have any 
influence on the estimator's performance. The similar trends from figure 5.4.19 can also be 
seen in figure 5.4.20 where the error floor gets poorer as the value of M increases. 
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Lastly, the results for a (4x4) system are also shown for M=4 case. 
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Figure 5.4.2 1: Performance for (4x4) system in motorway channel 
It can be seen that the previous trends in figure 5.4.18 & 5.4.20 are also observed for the 
M=4 system where the 'switching' characteristic takes place and the results in figure 5.4.21 
are also very identical to figure 5.4.20c and 5.4.18c, where the same M=4 system is used. 
5.4.2 Performance of MIMO-CE in fractionally-Spaced Channel Model 
The performance of the proposed fractional ly-spaced MIMO channel estimation scheme 
is demonstrated using the MSE performance metric defined earlier except with slight changes 
applied to (5.3) and (5.4) where the fractional ly-spaced version of HI'x, which concatenates 
the fractional channel matrix H,,, defined in (4.75) into (4.78). Its estimate 411m in (4.108) is 
used instead of the symbol-spaced version, to obtain the error matrix, eý as follows: 
I 
(5.5) 
The corresponding MSE of e' expressed in (5.5) is also slightly altered as follows: H 
2]=I_N 
A4 x (c'x(P) 2 
(5.6) E[IleH ll,.. 
(Al x (c x (p) x IV) 
III 
where the inner bracket (C x ýo) denotes the total paths I= Cx(p, which is the product of the 
fractional sampling rate, C and the full-span of delay spread (P expressed in symbol period. 
Uniform fractional ly-spaced model in section 4.3 is considered here for maximum number of 
paths setting in the simulation. Note that in the case of the proposed fractional ly-spaced 
MIMO channel estimator, the total delay spread (p is assumed to be known a priori to both the 
transmitter & receiver in order to carry out channel estimation in the fractionally-spaced delay 
model for frequency selective MIMO channel. (Refer section 4.3.2.6 for details). 
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5.4.2.1 Performance in Fractionally-Spaced and Block-Invariant Channel Model 
The performance of the proposed fractional ly-spaced MIMO-CE scheme is shown in 
the following using the block-invariant MIMO channel. First, the impact of pilot matrix 
length v that has on the estimator's performance is presented for increasing value of v for a 
(2x2) system with C=2 and ýo = 3. Results are presented for different v= 12,20,24 & 32 as: 
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Figure 5.4.22: Performance of using different v in fractional estimation method 
Similar to the previous block-invariant symbol-spaced model, the MSE also improves 
as the pilot length v increases accordingly, again indicating the trade-off between the pilot 
length and the achievable MSE. However, the overall performance is poorer as compared with 
figure 5.4.2. This is due to error propagation during the linear algebra process required at the 
end of the fractional estimation method as described in (4.106) & (4.107). Nevertheless, the 
results can be improved by averaging the channel estimates in the forward ascending process 
and the backward descending process in the algebra operation to smooth out the noise. 
Figure 5.4.23 shows the performance of the proposed fractionally spaced estimator due 
to impact of reception diversity by increasing value of N=2,4,6 & 8, fi for a ixed M=2 
system with C =2 & (p =3 and pilot length v= 24 & 32, under block-invariant MI MO channel 
2o 
uj 
C/3 x 
M=2 system with c=2 &I=6 
&2 
e N=2, v=24 
N=4, v=24 
. 16 AV= 6, v= 24 
1 11 E3 AV ý 8, v= 24 
-0- N=Zv=32 
. 
12 N=4, vý32 
6, v= 32 &1 
v- 24 AV= 8, v= 32 
. 
08 
ý06 
04 - v= 32 
. 
02 
n 
lu is Mean SNR (dB) 
Figure 5.4.23: Impact of different N value in fractional estimation method 
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It can be seen in figure 5.4.23 that reception diversity has also no significant influence 
on the proposed fractional estimator. The results are identical in each case of pilot length v 
used, which are also same as the results obtained for the previous symbol-spaced model. 
Next, figure 5.4.24 shows the impact of increasing the (NxA4) system order that has on 
the proposed fractional ly-spaced estimator, for the same setting of C=2 and ýq =3 in the 
fractional ly-spaced delay channel using two different pilot length of v= 24 & 32. 
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Figure 5.4.24: Impact of different M system in fractional estimation method 
It can be seen that the results also exhibit similar performance trends as found in the 
symbol-spaced model shown earlier in figure 5.4.5 where a lower value of M demonstrates 
better error performance for both cases of v= 24 & 32. As (NxM increases, the performance 
gets poorer and the same explanation given for figure 5.4.5 can be applied here. 
So far, the results have been presented for a fixed value of the fractional sampling rate, 
C=2 and fixed total delay spread ýp =3 symbol periods. Next, the value of C is allowed to 
vary to assess the estimator's performance under fractional ly-spaced case. (Note that the total 
number of paths, 1, will also be altered accordingly stated for each value of C). Results are 
presented for a (2x2) system with the fixed ýo =3 case, using pilot length v= 24 and 32. 
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Figure 5.4.25: Impact of fractional sampling rate, C in fractional estimation method 
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It can be seen in figure 5.4.25 that the MSE performance stays relatively constant for 
each v case even when the fractional sampling rate, C increases from 2 to 5 for a fixed (P =3 
period. The results also show the impact of increasing the number of paths in the fractionally- 
spaced delay channel on the proposed estimator when the channel is invariant. The results are 
relatively consistent even I increases, which again demonstrate the ability of the proposed 
fractional ly-spaced channel estimator to perform the channel estimation under fractionally- 
spaced delay model. This can also be confirmed with the results shown in the following figure 
5.4.26 using different value of (p respectively for a (2x2) system. 
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Figure 5.4.26: Impact of C with different value of ýq in fractional estimation method 
it can be seen in figure 5.4.26 that the results are almost identical for each value of (P as 
the fractional sampling rate C is increased from 2 to 5. This also demonstrates that the 
performance of the proposed fractional MIMO channel estimator is not influenced by the 
sampling rate c when used in the block-invariant fractional ly-spaced channel model. 
However, interestingly, when the results from figure 5.4.26 are compared closely, it can 
be seen that the estimator's MSE performances get poorer as ýO increases from 2 to 5 for any 
fixed value of C. The results are extracted and shown for the fixed C=3 case for the (2x2) 
system using pilot length of v= 32 in the following figure: 
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Figure 5.4.27: Comparison using different value of (p in fractional estimation method 
It can be seen that the difference in MSE is more obvious for the lower mean SNR case. 
As the value of ýo increases, the span of total delay spread is also increased accordingly, 
resulting in more severe inter-symbol interferences for the fractional ly-spaced model. Hence, 
poorer MSE at the lower mean SNR is expected than the higher mean SNR case. Therefore, 
the performance of the proposed fractional estimator is affected by the total span of delay- 
spread in the fractional ly- spaced MIMO channel. The MSE performance due to the change in 
both C and (p will also be presented in the next section for the time-varying channel. 
5.4.2.2 Performance in Fractionally-Spaced and Time-Varying Channel Model 
In this section, the results due to the effect of different fractional sampling rate C and 
the total span of delay spread ýo, are shown for the case of time-varying channels. Maximum 
number of total paths 1=Cx (p is again considered. (The influence of different (NxA4) system 
will not be presented here since they are similar to the block-invariant channels case). 
For the time-varying channel, only the following 3 models (together with their 
respective travel velocities A& Doppler frequencies) will be used here: 
a) The pedestrian channel: fdmax =6 Hz, A=3 km/hr -= 
0.833m/s. 
b) The city/town channel: fdrnax = 88 Hz, A= 45 km/hr -= 
28 mph. 
C) The motorway/highway channel: fdnax = 176 Hz, A= 90 km/hr =- 56 mph. 
Again, the results are simulated at their maximum Doppler frequency fd ax in each case 
using carrier frequency f, = 2.1 IGHz with end-to-end data rate of Dt,, tal = 480Kbps. The data 
rate of individual transmit antenna D, ingle depends on the value of M where Dsingle = Dtotal /M- 
First, the same test from figure 5.4.25 is used to assess the estimator's performance in 
the pedestrian channel for a (2x2) system with a fixed (p =3 and increasing c=2,3 & 4. 
Results are shown for pilot length v= 24 and 32. 
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Figure 5.4.28: Impact of different C for fractional estimator in pedestrian channel 
it can be seen in figure 5.4.28 that the results are very identical for each value of v since 
the channel varies very slowly. Next, the same test is performed on the higher time-varying 
city/town channel for the (2x2) system with pilot length v= 24 & 32. 
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Figure 5.4.29: Impact of different C on fractional estimator in city/town channel 
It can be observed that the value of C has an impact on the estimator's performance in 
the faster time-varying channel, depending on the pilot length v. The result for v= 32 case 
changes/degrades significantly as C increases from 2 to 4, whereas the result for v= 24 only 
vary slightly across all mean SNR. This again demonstrates that the optimum pilot length v 
must be chosen carefully in order to keep the good performance of the proposed estimator that 
operate under fast varying channel. If v is too long, time-variation during the training also 
increases, thereby further deteriorates the estimator performance. 
Next, the effect of changing the total delay spread (p will be shown in the next set of 
figures for the 3 different time-varying channels. Results are shown for fixed value of C, =2 
for a (2x2) system with v= 24 & 32. 
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Figure 5.4.30: Impact of different values of (o on fractional estimator in pedestrian channel 
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Figure 5.4.32: Impact of different values of (o on fractional estimator in motorway channel 
Several observations can be made. First, it can be seen from the overall results that the 
error performance gets poorer as the total delay-spread (p increases. This is true for both cases 
of v= 24 &v= 32. The results show the degradation of the estimator's MSE performance 
when the frequency selectivity of the MIMO channel becomes more severe as the delay 
spread extends from (p =2 to (p =4 symbol periods. Also, the total number of paths I for each 
case of (p is different (total paths I= Cx(p, corresponding to 1=4,6 and 8 respectively), 
allowing indirect assessment for the impact of fractional ly-spaced paths 1 that has on the 
estimator*s performance under time-varying fractionally spaced channel model. Similarly, 
increasing number of paths I means time-variation within the frequency selectivity also 
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increase accordingly, thereby causing further reduction in the estimator's performance. 
(Recall the results in figure 5.4.16 for symbol-spaced method in time-varying channels). 
Next, the results from figure 5.4.30 to figure 5.4.32 are also compared across the time- 
varying channels for each setting of a) C=2& (p = 2, b) C=2& ýo =3 and c) C=2& ýo =4 
respectively. It is observed that, for the slower time-varying channels; i. e. the pedestrian 
channel, the estimator shows better MSE performance and lower error floor as compared with 
the faster time-varying channel; i. e. the motorway channel, for each value of v. 
Results of figure 6.4.30 (for the slow-varying pedestrian channel) show that by having 
longer pilot length of v= 32, it achieves better MSE perfon-nance than using shorter pilot 
length of v= 24, for each case of ýo and all SNR values. However, for faster time-varying 
city/town and motorway channels, all results shown in figure 6.4.31 & 6.4.32 exhibit the 
ýswitching' point on the MSE performance between the case of v= 24 &v= 32 where v= 32 
case initially gives better error performance at a lower mean SNR level and then v= 24 case 
provides better error performance at a higher SNR level. Thus, depending on the speed of the 
channel, longer pilot lengths do not necessarily give better performance for the proposed 
estimator when it operates in the time-varying environment. (Recall the results shown in 
figure 5.4.18 for the symbol-spaced estimation method with the same reason applied here). 
5.5 Performance Evaluation of the Layered Space-Time 
Receiver in Frequency Selective Fading MIMO Channel 
In this section, the performances of the layered space-time (LST) receiver described in 
Chapter 2 are evaluated using bit error probability or bit-error-rate (BER) as the performance 
metric for assessment under different system configurations and parameter settings. The BER 
results are compared for the two cases: i) the perfect channel knowledge case (where the 
receiver is fed with the original coefficients that model the channel) and ii) the estimated 
channel case (where the estimates of channel coefficients obtained by the proposed MIMO- 
CE methods are used). The purpose is to assess the impact of the channel estimation errors 
that has on the system performance of the LST receiver under the frequency selective fading 
Mimo channel for both symbol-spaced initially and followed by fractional ly-spaced model. 
Results presented here are mostly employing the block-invariant channel model 
although some tests are performed using continuous time-varying channels. (Block invariant 
channel model means that the channel coefficients remain unchanged for each block of 
Mx200 column-vector symbols but then change to different set of coefficients and stay for the 
next block of Mx200 data symbols, and so on until all symbols are sent). 
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First, in figure 5.5.1, the BER performance for the LST receiver is shown for the 
different (NxAl) system configuration with and without the 'ordered successive interference 
cancellation' - OSIC scheme as described in Chapter 2. Results are plotted for the receiver"s 
setting of feedforward equaliser's tap Kf =5 and feedback equaliser's tap Kb =3 in the MIMO 
channel where (L+I) =3 paths are assumed in each CIR for symbol-space channel model. 
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Figure 5.5.1: Bit error probability for layered space-time system 
Several observations can be made from figure 5.5.1. First, it can be seen that the system 
with the OSIC scheme perforrns better than without OSIC scheme for all the configurations 
shown. This is also demonstrated by Lozano and Papadias [47] for their layered space-time 
receiver algorithm, showing how the MIMO-OSIC-DFE architecture is superior to the 
MIMO-DFE system without OSIC. The partial -connected version is used here for the MIMO- 
OSIC-DFE. Also, it can be observed that since the value of N is higher than the value of M, 
the BER performance also improves accordingly because of the added reception diversity. 
The performance of the MIMO-OSIC-DFE can be further improved by increasing the 
number of feedforward taps Kf, for the same (NxAl) system configuration used in figure 5.5.1, 
with fixed setting of (L+I) =3 and Kb = 3. It can be seen from figure 5.5.2 that the BER 
results of the LST system with the OSIC-DFE configuration improves as the number of 
feedforward taps Kf increases. It can also be seen in figure 5.5.2 that the rate of improvement 
in bit error probability diminishes as higher numbers for Kf taps are used progressively. This 
is because when the number of Kf taps in DIFE is sufficient to represent and deal with the 
finite impulse response of the (L+I) =3 taps channel in this case, any further increases in Kf 
taps beyond the sufficient value (Kf =7 taps in this case), results in only minimal 
improvement of the system performance. 
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Figure 5.5.2: The effect of increasing number of feedforward taps in OSIC-DFE 
Higher number of Kf taps also means that higher computational overhead is required to 
carry out both the MIMO equalisation and the OSIC process in the frequency-selective fading 
environment. Note that the performance due to the change in number of feedback Kb taps will 
not be discussed here since it involves the non-linear process that makes the analysis more 
difficult to be achieved due to the error propagation within the feedback section. Therefore, 
Kb =3 will be kept throughout the subsequent analysis. 
Next, the proposed MIMO-CE scheme is utilised to obtain the necessary channel 
coefficients using a pilot length v= 24. These channel coefficients will then be fed into the 
OSIC-DFE process of the LST receiver in order to assess the impact of the estimation error on 
the BER performance of the system. (The MIMO-OSIC-DFE receiver is described in Chapter 
2 with the incorporation of the novel MIMO channel estimation scheme provided in Chapter 
4). Results will be shown using the previous (NxAl) configurations with different values of Kf 
= 5,7 &9 and Kb =3 under a fixed (L+I) =3 paths in each CIR of the MIMO channel. The 
results obtained using the proposed estimator are compares with the case where perfect 
channel estimates are assumed. 
it can be seen from figure 5.5.3 that, for each value of Kf used, the proposed estimator 
demonstrates little degradation in BER performance of the LST receiver as compared to the 
case where perfect channel estimates are assumed. It is also seen that as the number of Kf 
increases, the BER performance for the estimated channel case also improves accordingly 
following the results of the perfect channel case. The results of the estimated channel case is 
also compared and shown in figure 5.5.3d. 
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Figure 5.5.3: BER performance for different value of Iýl using proposed MIMO-CE 
In the following, different settings of (L+I) paths and Kf taps will be used to illustrate 
the BER performance for the same (NxM system configurations: (2x2), (3x2) and (5A). The 
impact of increasing the number of Kf taps setting relative to number of (L+I) paths will be 
evaluated for both the perfect channel case and the estimated channel case. Results will be 
provided for using fixed pilot length of v= 24. 
First, the results are shown for the setting of Kf =9& Kb = 3, with (L+I) =3 to 5 paths. 
It can be seen from figure 5.5.4 that the proposed MIMO-CE also results in little degradation 
in BER performance as compared to the perfect channel case. Interestingly, when comparing 
figure 5.5.4 with figure 5.5.3c (for both the estimated and perfect channel case), the results for 
the (3x2) system and the (5x3) system show improvement in its bit error probability 
performance as the number of (L+I) paths increase from 3 to 5. However, in contrary, the 
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performance for the (2x2) system drops slightly when compared with the previous case shown 
in figure 5.5.3c. especially at the higher SNR levels. 
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Figure 5.5.4: Pe versus mean SNR for (L+]) = 5, IýI =9 
Conventionally, the increase number of (L+I) paths is responsible for providing the 
performance improvement by offering a "richer" scattering environment for the (NxAI) 
system which has higher reception diversity; i. e. (3x2) system and (5x3) system, with 
diversity order greater than unity; i. e. NIM > 1. On the other hand, the results shown for the 
(2x2) system suggest that the number of Kf taps might be insufficient to cater the case with 
the increase number of (L+I) paths in the (NxA4) system with unity diversity order; (NIM= 1). 
Therefore, the bit error probability performance of a (NxA4) layered space-time system 
is affected by: a) the number of (L+I) paths existing within the CIR of the MIMO channel, b) 
the (NxM configuration in terms of reception diversity order (or gain) expressed by the ratio 
of NIM and c) the number of feedforward Kf taps needed by OSIC-DFE in order to cater for 
the (L+I) paths of the channel. To confirm these ideas, further combinations of (L+I) and Kf 
settings were examined to find out which of this condition is more prioritising than the other. 
In figure 5.5.5, the number of Kf taps is increased from Kf =9 taps to Kf =II and 15 
taps respectively for the same (L+I) =5 setting as shown in figure 5.5.4. In comparison with 
figure 5.5.4, the overall results in figure 5.5.5a show a greater performance improvement for 
all the (NxAl) configurations (especially for the N>M case) as the number of Kf taps 
increases, which confirms the trend seen in figure 5.5.2. However, when both figure 5.5.5a 
and 5.5.5b are compared, it shows that the performance of the (2x2) system improves further 
as Kf taps increases from II to 15 but no significant perforrnance improvement is observed for 
both (3x2) & (50) systems. (This applies to both perfect and estimated channel case). 
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The results suggest that with the help of reception diversity gain in the N>M systems, 
Kf = 15 taps might have already been sufficient to cater for (L+I) =5 paths, whereas 
improvement can still be made for N=M system if further number of Kf taps are used. This 
again demonstrates that the added reception diversity provides additional benefit to the LST 
receiver in 'counter-balancing' the number of Kf taps in the MIMO equaliser that is needed to 
sufficiently cater for certain number of (L+I) paths in the frequency selective MIMO channel. 
Next, in figure 5.5.6 the number (L+I) paths is further increased from (L+I) =5 paths to 
(L+1) =7 path, to assess the system performance using the fixed setting of Kf = 15 &9 taps in 
the OSIC-DFE of the space-time receiver. 
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Several observations are obtained. First, for the case Kf = 15 in figure 5.5.6a, the BER 
performance for the (3x2) & (5x3) system is further improved when the number of (L+I) 
paths increases from 5 to 7, as compared with the results in figure 5.5.5b, This is true for both 
the perfect and estimated channel case for the N>M system. The results show that the MIMO 
system can work better in a rich multipath environment when paths are carefully exploited. 
However, it is also noticed that the BER of the (2x2) system degrades slightly as compared to 
the result in figure 5.5.5b, suggesting that the setting of Kf = 15 taps might be insufficient for 
the (2x2) system to achieve a better BER in the environment with (L+I) =7 paths. 
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Figure 5.5.7: Pe versus mean SNR for (L+I) = 3,5,7 with fixed, ý/ = 9. 
It can be seen in figure 5.5.7 that, as the number of (L+I) paths for a fixed number of 
This effect can be further illustrated in figure 5.5.6b as the number of Kf taps is reduced 
to 9 taps w. r. t (L+I) =7 paths case. It can be seen clearly in figure 5.5.6b (compared with 
5.5.6a) that the overall system performance (both estimated and perfect channel case) for all 
the (NxA4) configuration drops significantly when insufficient numbers of Kf taps are used 
relative to the number of (L+I) paths existed within the MIMO channel. 
The results from the previous figures can again be compared for the case of increasing 
(L+1) paths at a fixed number of Kf =9 taps in the perfect channel estimated case as follows: 
1 io' 
feedforward Kf =9 taps increases, the performance deteriorates for the (2x2) system. 
However, as for the N>M system, the results demonstrate slight performance improvement 
when (L+I) is increased from 3 to 5 paths. Nevertheless, the improvement ceases for any 
further increases of (L+I) paths due to an insufficient number of Kf taps used in MIMO 
equaliser. 
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Alternatively, the effect of increasing number of (L+I) paths w. r. t the Kf setting can also 
be shown by comparing the previous results from figures 5.5.3.5.5.5b and 5.5.6a for the 
perfect channel case with different combination of (L+1) and Kf setting. 
10' 
lo-, 
2 
Lu lo 
ct 
10-4 
10-6 
Perfect channel estimate case 
------- :: --------------- I -------- ---- :: ---------- 
---------- I ------------ 
:: -:: , 
:::::: - -+ - (L+])=3, KfF9, (2x2) 
------------------------------------------ :--. G- (L+])=. 5, K XF15, (2x2) --------------- ---------------- ------------------ 
---------- ------------------ I ---------------- 
(L+I)=7, Ký, FIS, (2x2) 
-1, --: : --x- 
(Lll)=3, KF9, (3x2) 
ý= -S, K=7S, (7ý2) ------------------------------- 
Kr=15, (3x2) 
I- 7--- . -, ý2 ------- :-* (L+I)=3 ,K =9, 
(Sx3) - 
7N- -i- 
ý :. 
0: (L+l , 
LIS, 
(Sx3) 
(Lll)=7, KfF=15, (50) 
------- ----- 
-------------------- "--- ,--1- 
-- -----------: ýý--, 
--------- - ------- --------- ---- ----------- --------- 
: ............ ------------------- -- - .; -" I --- -------------- 
ý*: --- ` 
--------------- ----------------- ------- -- ---------------- 
-- --------- 
-------- -- ---- 
---- - -- -- --- ------------ --- ---------------- ---------------- :-:; -: ----: --------------- ...... 
---------------------------- ------------ ----------------------------------------- 
--------------- ---------- I ---------------- ------------- 
--------------- ------------- ------------- ------------------- ------------- 
--------------------- 
----------- 
-------------- 
----------------- ----------- ------------ 
------------------------------- - -- --------- ------------ 
--------------- ---------------- -------- x ------- I- -------------- :L 
n 10 1 rl 20 25 
Mean SNR (dB) 
Figure 5.5.8: Pe versus mean SNR for (L+I) = 3,5,7 with Kj =9& Iýj = 15 
Once again, it can be seen in figure 5.5.8 that as the number of (L+I) paths increases, 
the BER performance for the N>M system still improves (in the present of sufficient Kf taps 
used), for all the mean SNR levels. However, for the N=M system, the performance 
improvement depends also on the number of Kf taps relative to the (L+1) paths. In particular, 
notice that the performance for the case where (L+I) =7 and Kf = 15 still outperforms the 
case where (L+1) =5 and Kf = 15 setting for a lower mean SNR until around 11-12 dB- The 
improvement rate then slows down for further increases of the mean SNR level. 
Therefore, it can be deduced from these results that a sufficient number of Kf taps must 
be used to commensurate with the number of (L+I) dominant paths assumed to exist in the 
operating environment of the (Nx* LST system. Also, the reception diversity does provide 
added benefit for the Ný>M systems operating in the event of having more (L+I) paths in the 
frequency selective fading MIMO channel. 
The impact of increasing the pilot length v (used in the proposed MIMO channel 
estimation scheme) on the overall bit error probability performance is assessed in figure 5.5.9. 
The results are shown for v= 20 and v= 32 for the (3x2) and (5x3) system using a fixed 
setting for the number of feedforward Kf =5 taps and feedback Kb =3 taps in a MIMO 
channel that has (L+I) =3 paths in each CIR. Results obtained using the proposed estimator 
are also compared with the case where perfect channel estimates are used. 
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Figure 5.5.9: Pe versus mean SNR for different pilot length v used 
It can be seen from figure 5.5.9 that as the pilot length v increases from v= 20 to 32, the 
BER performance of the LST receiver also improves accordingly. For the higher orders of v 
the results are much closer to the perfect channel estimate case. The results confirm the trend 
seen previously in the Section 5.4 for the block-invariant channel where the error performance 
of the estimator is improved by increasing the pilot length v during the estimation process. 
Next, the BER performance of the MIMO-OSIC-DFE receiver will be evaluated for the 
two previous continuous time-varying channels discussed earlier: 
" The pedestrian channel: fdmax =6 Hz, A=3 km/hr =- 0.833m/s. 
" The motorway/highway channel: fdmax = 176 Hz, A= 90 km/hr 56 mph. 
Results are shown for the same (Nx" system configurations with fixed (L+I) 3, Kf =5 and 
Kb =3 using pilot length of v= 24 in estimator. 
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Figure 5.5.10: Pe versus mean SN R for I) estimated channel case & 2) perfect channel case 
in different time-varying channels: a) pedestrian channel & b) motorway channel. 
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Several observations can be made from figure 5.5.10. First, the results for the estimated 
channel case show minor degradation as compared to the perfect channel estimate case 
indicating that the proposed estimator could still perform under the time-varying channel 
condition. The results for the slow moving pedestrian channel are almost identical as 
compared with figure 5.5.3a for the block-invariant channel case. However, the overall BER 
performance drops for both the estimated and perfect channel case as the velocity of the 
channel increases; i. e. shown in the motorway channel case. 
With the use of the channel tracking algorithm described in section 4.5, the BER 
performance of the LST receiver can be further improved. The results are shown for the 
motorway channel for the two (NxM systems: the (3x2) system and the (5x3) system, using 
the fixed setting of (L+I) = 3, Kf = 5, Kb ý3 and pilot length of v= 24 in the estimator. 
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Figure 5.5.11: Impact of channel tracking in time-varying motorway channel 
It is seen from figure 5.5.11 above that channel tracking provides a further small margin 
of approximately 0.5dB - IdB improvement in BER performance at the higher SNR level but 
a slightly poorer performance at lower SNRs, when compared with the case without channel 
tracking. It can be seen that the channel tracking starts to be effective when mean SNR is 
about 12dB to IMB where further improvement can be achieved. 
Next, the BER performance of the LST system is evaluated for the fractional ly-spaced 
channel model. In order to do this, the symbol-spaced LST receiver described in Chapter 2 
has been extended to the fractional ly-spaced version of MIMO-OSIC-DFE receiver model. 
The extension is straightforward and requires additional paths inserted within the fraction of a 
symbol period and the fractional ly-spaced equaliser's tap-weights can be obtained using the 
same way as described in section 2.4. The proposed fractional channel estimator described in 
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section 4.4 is also applied to the fractional ly- spaced OSIC-DFE receiver to evaluate the 
impact that estimation errors have on the system performance as compared with the case 
using the perfect channel estimates. In the following, the system performance for different 
channel and receiver models are compared for the (NxA4) system with the following set-up: 
Case 1) Symbol-spaced channel with symbol-spaced MIMO equaliser. 
Case 2) Symbol-spaced channel with fractional ly-spaced MIMO equaliser. 
Case 3) Fractional ly-spaced channel with fractionally-spaced MIMO equaliser. 
The total number of path, 1, in each CIR of the MIMO channel for the symbol-spaced 
and the fractional ly-spaced model is different. In the symbol-spaced channel, the number of 
path I= (L+I) = ýp, whereas in fractional ly-spaced channel, 1=cx (P where ýO is the total 
delay spread in symbol period and *c' is the receiver's sampling rate. The total number of 
equaliser's feedforward tap Kf used in symbol-spaced equaliser is also different from the total 
number of taps Kff used in fractional ly-spaced equaliser, where Kff =cx Kf. 
Unless otherwise stated, results are shown for overall delay-spread of (P =3 symbol 
periods and c=2 for the fractional ly-spaced channel and equaliser with varying number of 
taps. The corresponding 1 for each case is also stated. (Again, uniform fractional ly-spaced 
model in section 4.3 is considered here for maximum number of paths setting). 
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Figure 5.5.12: Comparison of 3 different cases using 9=3& Kj = 5. 
Several observations can be made from figure 5.5.12. First, it is seen that, the system 
performance of fractional ly-spaced MIMO receiver (case 2& 3) is better than the symbol- 
spaced MIMO receiver (case 1) for all the (NxA4) configurations shown. Secondly, as the 
number of equaliser's tap increases (from case-I to case 2), the system performance also 
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improves accordingly, showing that the fractional ly-spaced equaliser is superior than the 
symbol-spaced equaliser. Thirdly, as the number of path I increases (from case 2 to case 3), 
the overall system performance also improves accordingly when sufficient equaliser's tap is 
used. This confirms the trends seen previously in figure 5.5.4 to figure 5.5.8. 
Next, figure 5.5.13 shows the effect of increasing Kf and Kff taps for the same (NxA4) 
systems in figure 5.5.12 to see the effect that has on the performance in each case 12&3. 
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Figure 5.5.13: Comparison of 3 different cases using ýD =3& Iýf = 9. 
The results in figure 5.5.13 also show the same general trend as in figure 5.5.12, where 
case 3 out-performs case 2, followed by case 1. First, it can also be seen that as the number of 
equaliser's tap increases (from case I to case 2), the performance also improves accordingly, 
which is observed in both the (2x2) and (3x2) systems but not in the (5x3) system. This is 
because, the use of Kf =9 taps in the symbol-spaced equaliser (case-1) is already sufficient to 
deal with the frequency selectivity with I=3 paths in the symbol-spaced channel, for a higher 
N>M system. The use of fractional ly-spaced equaliser with higher number of taps, Kff = 18 
(in case 2) will not result in any significant improvement for the (5x3) system in this case. 
Secondly, it can be seen again that as the number of path I increases (from case 2 to case 
3), the overall performance for all three systems also improves accordingly when sufficient 
number of equaliser's taps is used. This again confirms the trends seen from figure 5.5.3 to 
5.5.8 for the symbol-spaced case. Certainly, different (NxAl) systems that have different NIM 
diversity gains that could contribute to different level of performance improvement for both 
the symbol-spaced and fractional ly-spaced MIMO receivers. 
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The results in both figure 5.5.12 & 5.5.13 can again be compared for overall influence 
of the equaliser's tap with respect to the number of channel paths 1 on the system performance 
for each case of the (NxAI) system shown in the following figures: 
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Figure 5.5.14: Performance comparison for symbol-spaced & fractional ly-spaced MIMO receiver 
in different (NxAf) systems with different number of equaliser's tap 
it can be again seen in each of the above figures that the use of the fractional ly-spaced 
equaliser with higher number of taps (from case I to case 2) generally provides better BER 
performance for all the (NxAl) systems shown. It can also be seen that for the fractionally- 
spaced equaliser case, the increase in the total number of path I within each CIR of the MIMO 
channel (from case 2 to case 3) result in better system performance. Therefore, having 'richer' 
mulitpath environment tend to be beneficial for the MIMO systems provided that sufficient 
equaliser's tap is used to counteract the IS] and CCI that exist within the frequency selective 
MIMO channel. It can be also noticed that, for the MIMO system with N=M setting, the use 
of fractional ly-spaced equaliser can help to further improve the system performance by 
having a sufficient number of equaliser taps. 
In comparison of each (NxA4) system shown, the variation in the system performance is 
observed to be lesser for a MIMO system with the higher reception diversity order as the 
number of tap changes. This is because the performance gain due to having more equaliser's 
tap as well as higher number of path I has almost been overcome by the added diversity gain 
in the N>M system. In other words, lesser equaliser taps would be required to achieve a 
similar or better BER performance for N>M system as compared with N=M system. This 
can be further illustrated using the N>M system with higher diversity order of, NIM = 2, to 
compare with cases of lower diversity order, NIM < 2, case; i. e. (4x2) versus (3x2) system 
and (6x3) versus (5x3) system for maximum number of path 1=6, shown in next figure: 
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Figure 5.5.15: Performance comparison for N>M system with higher diversity ratio NIM:! ý 2. 
It can be seen in figure 5.5.15 that the performance of the N>M system with higher 
diversity order of NIM = 2; i. e. the (4x2) system and the (6x3) system, tends to perform better 
than the systems with a lower diversity ratio of NIM < 2; i. e. the (3 x2) system and the (5 x3) 
system respectively, even though fewer equaliser's tap is used. Also, as the number of Kff taps 
(used in the fractional ly-spaced equaliser) increases, the system performance also improves 
accordingly but with a diminishing rate. 
Next, figure 5.5.16 shows the results using the proposed fractional ly-spaced MIMO-CE 
method described in section 4.3.2 with the fractional ly-spaced MIMO receiver to assess the 
impact of channel estimation error that has on the system performance. The results are also 
compared to the case where perfect channel estimate is assumed. Results are plotted for 
different (NxM systems of case-3 (for fractional ly-spaced channel & equaliser case). 
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it can be seen from figure 5.5.16 that the proposed estimator demonstrates consistent 
performance with a small degradation when compared with the perfect channel estimate case. 
Notice that the difference in the bit error probability performance between the perfect channel 
case and the estimated channel case get larger as higher Kff taps are used, which confirms the 
trend shown in figure 5.5.3 earlier. The results for the estimated channel case can also be 
compared with different Kff taps setting from figure 5.5.16 in the following figure: 
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Figure 5.5.17: Comparison for the estimated channel case with different Kfj taps setting 
It will be seen that the results for the estimated channel case also exhibit the same trend 
seen in case 3 of figure 5.5.14 where higher Kff taps setting provide better performance in 
each (NxAf) system, particularly for the N=M system. However, for the N>M systems, there 
is only a marginal improvement in performance from Kff = 10 to 18 taps setting. This could be 
due to the fact that a larger portion of the estimation error is generated for the higher Kff = 18 
taps setting when obtaining the weights for the equaliser. Nevertheless, the fact that the results 
of the Kff = 18 taps setting is better than Kff = 10 taps settings for the N=M system, indirectly 
demonstrate the contribution to the performance advantage achieved by the N>M system 
with added diversity gain in the layered spaced-time system (since the results using the 
perfect channel case also demonstrate the same trend as shown in case-3 of figure 5.5.14). 
So far, the results presented for the fractional ly-spaced channel and equaliser model are 
based on fixed value of c and (p. In the following, the value of c and (P are varied to assess the 
impact of these settings on the system performance of the layered space-time system. Results 
are shown for case 3 only where a fractional ly-spaced model of the channel and equaliser are 
considered. Results are also plotted for both the estimated and perfect channel estimate case. 
First, the effects of having different values of (p on the system performance are 
examined. The results are shown in figure 5.5.18 for the (NxA4) systems with the fixed setting 
of c=2& Kff = 14 and c=2& Kff = 18 settings and with various values of (p. 
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Figure 5.5.18: Performance comparison of fractional ly-spaced MIMO receiver 
for c=2& KII = 14 using different (p =3&5. 
When comparing the two figures in 5.5.18, it can be seen that the system performance 
for all (NxM system configurations deteriorates as the value of (P increases from 3 to 5. This 
is true for both perfect channel and estimated channel case. (Note that the number of path I is: 
I=6 for ýp = 3, and I= 10 for (p = 5). The results also show the consistent performance of the 
proposed fractional ly-spaced channel estimator for both cases of (p =3 and (p = 5. The effect 
of (p that has on the system performance is shown more clearly by comparing the results for 
perfect channel case and estimated channel case separately in the following figure: 
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Figure 5.5.19: Performance comparison for both estimated channel & perfect channel case 
using c=2& Iýlj - 14 with different ýo =3&5 
It can be seen from figure 5.5.19a and 5.5.19b that as the value of q) increases (from 3 to 
5), the BER performance for all the (NxAl) systems drops accordingly for the fixed setting of 
Kff = 14 taps. This is because the receiver needs more equaliser taps to deal with the additional 
ISI as the delay spread lengthens from 3 symbol periods to 5 symbol periods. The Kff = 14 
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taps might not be sufficient for the (p =5 case since the corresponding total paths have been 
increased from the initial value of I=6 (for (p =3 case) to I= 10. The results also show the 
consistent performance of the proposed fractional channel estimator for the (p =5 case. 
Next, the results are shown for the fractional ly-spaced channel and receiver model using 
the perfect channel case with c=2 and Kff = 18 for various values of ýo, from 3 to 6. The 
corresponding number of path in each case can be obtained via the same equation: 1= (p x c, 
which is I=6,8,10 & 12 respectively for corresponding value of (P. Larger setting of Kff = 18 
taps is deliberately used, to sufficiently cater for most of the cases where the number of path 1 
is allowed to be gradually increased according to the value of (0. This allows the effect of 
increasing I to be examined from the case of having sufficient number of equaliser taps to 
insufficient number of equaliser taps. The results are demonstrated in the following figure: 
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Figure 5.5.20: Performance for perfect channel case using c=2& Kjj = 18 
with different (p = 3,4,5 &6 
Several observations can be made from figure 5.5.20. First, for the N>M system, the 
results are almost identical as the value of (p increases from 3 to 6. However, when examine in 
greater detail, there are certain changes in the BER performance that depend on 1) the relative 
difference between the number of paths I to the available equaliser taps Kff as (P changes and 
2) the (NxM system configuration. For instance, as (p increases from 3 to 4, the available 
number of Kff = 18 equaliser's taps in the N> M system are still sufficient to cater for the total 
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path I=8. However, as ýp increases further to 5, the (3x2) system exhibit slight reduction in 
performance whereas the performance in (5x3) system still improve slightly. Nonetheless, as 
ýo increases to 6, both (3x2) and (5x3) systems exhibit a reduction in performance, since the 
relative difference between 1& Kff reduces. In this case, Kff = 18 equaliser*s taps is no longer 
sufficient to accommodate for any additional paths as (p increases. 
As for the N=M system, the BER reduction is observed as ýo increases from 3 to 6, 
indicates that Kff = 18 equalisWs taps might not be even sufficient to deal with the increasing 
number of paths in the channel. This confirms all the previous findings for the importance of 
using sufficient equaliser's taps relative to the number of paths in the LST system. 
Next, figure 5.5.21 shows the effect of having different fractional sampling rate c=2,3 
&4 that has on the system performance using a fixed setting of (p =3 for different (NxA4) 
systems. Results are shown for the perfect channel estimate case and the respective number of 
paths I and number of equaliser's taps, Kff is also stated for each case. 
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Figure 5.5.21: Pe versus mean SNR with different value of c 
It can be observed from figure 5.5.21 that the bit error probability performance 
improves in general as c increases from 2 to 4. This is shown especially in the N>M systems. 
The results further demonstrate that layered space-time system achieve better performance 
when operating in 'rich' multipath environment provided that each path exists within the 
channel is carefully exploited and estimated accurately. 
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5.6 Summary of Simulation Results 
In section 5.1, the V-BLAST system (with M transmit antennas and N receive antennas) 
had been successfully implemented using four different detection algorithms, namely linear 
ZF, linear MMSE, nonlinear ZF and nonlinear MMSE. Results were obtained for various 
(Nx" system configurations. Conclusions were observed as follows: 
Nonlinear detection methods (with symbol interference cancellation - SIC scheme) 
achieved better system performance as compared to the linear detection methods. 
; ý- MMSE technique was marginally better than the ZF technique. 
ýý- MIMO systems with higher reception diversity order (NIAl) achieved better results 
than the one with lower diversity order. 
MIMO systems with no SIC feature & diversity gain, (i. e. N= M) tend to perform 
poorer as the number of antenna increases, although data rate is increased by M-fold. 
ýý Results with single transmit antenna and multiple receive antennas resembled the 
pure diversity and equal gain combining scheme of a SIMO system. 
ý,, Fading correlation degraded the performance of the V-BLAST system 
In section 5.2, a modified sub-optimum SIC-based MIMO receiver was successfully 
implemented with the QR detection algorithm. The incorporation of proper detection ordering 
by the re-arrangement of the channel matrix prior to the QR decomposition process was 
demonstrated. Conclusions were observed as follows: 
ý, - The nonlinear QR detector performed equally well as the V-BLAST receiver with 
SIC feature. 
ýý The nonlinear QR detection method (with SIC scheme by backward substitution) 
outperformed the linear QR detection method. 
; ý- The incorporation of detection ordering by means of channel matrix re-arrangement 
demonstrated better performance than those with random detection ordering. 
In section 5.3, various MIMO channel estimators catered for frequency-flat MIMO 
channel, namely the MIMO-LMS, MIMO-RLS and MIMO-PMI were successfully 
implemented. Performance of the estimators as well as the V-BLAST system was shown. 
Conclusions were observed as follows: 
I ,. - MIMO-LMS was an unsuitable method since 
long time was needed for the estimator 
to converge to an acceptable solution. 
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> MIMO-RLS demonstrated adaptive channel estimation ability with very fast 
convergence and had good performance at higher SNR level. 
> The forgetting factor in MIMO-RLS had influence on the estimator's performance. 
Lower forgetting factor results in more unstable condition of MIMO-RLS estimator. 
> Different Doppler velocities at different SNR levels affected the performance of 
MIMO-PMI where trade-off between the pilot length & the MSE was demonstrated. 
> For block-invariant or slow varying channel, increasing the pilot length would 
improve the estimator performance. For fast varying channel, an optimum pilot 
length was observed where estimator's performance would initially improve as pilot 
length increased until reaching an optimum value and later would gradually degraded 
(due to large variation in channel) for any further increase of pilot length. 
> Both MIMO-RLS and MIMO-PMI estimators demonstrated little degradation in 
system performance as compared to the perfect channel estimates case. 
In section 5.4, the novel frequency-selective MIMO-CE scheme using either ordinary 
Hadamard (OH) or the Paley-Hadamard (PH) matrix had been successfully implemented and 
incorporated into the MIMO-OSIC-DFE receiver. Performance of the proposed estimator had 
been carried out for both block-invariant and time-varying channel. Four types of time- 
varying channel with different Doppler velocities were used. Results were shown for both 
symbol-spaced model and fractionally-spaced model. 
> In general, pilot length minimisation could be achieved by using the Paley-Hadamard 
matrix with no loss in estimator's performance. The performance of the proposed 
estimator was identical when using either OH or PH matrix to form the pilot matrix. 
> In the block invariant, symbol-spaced model, the trade-off between pilot length and 
the MSE were shown where performance improved as the pilot length v increases. 
The estimator's performance was independent of the number of receive antennas N 
and the number of (L+I) paths in each CIR. However, the perfon-nance degraded as 
the number of the transmit antennas M increased (due to the power reduction in each 
antenna since total transmit power had to be kept constant). Same performance 
results were shown for both cases of M>M and A15-N. The M>N case demonstrated 
the ability of the proposed estimator to operate at the multiusers scenario. 
> In the time-varying, symbol-spaced model, similar results from the MIMO-PMI 
estimator were observed where different Doppler velocities affected the proposed 
estimator's perfon-nance at different SNR levels. An optimum pilot length could be 
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observed in the fast varying channels where estimator's performance improved 
initially as pilot length increased until reaching the optimum value and later 
gradually degraded for any further increase of pilot length. N again was found to 
have no influence on the estimator's performance (for both M>M and Af>N case) 
showing that no added advantages could be obtained in channel estimation with extra 
diversity order. Same as before, the estimator's performance degraded as M 
increased. Nevertheless, the number of (L+I) paths had an impact on the estimator's 
performance especially in the fast varying channel where increasing value of (L+I) 
paths caused further performance degradation since the estimator needed to deal with 
longer deviation within the varying-channel. It was also found that only minimal 
pilot length was needed when the estimator was operated at high SNR level but 
optimum pilot length resulted in minimum MSE at the nominal mean SNR levels. 
> In the block-invariant fractionally-spaced model, the trade-off between pilot length 
and the MSE were again demonstrated where performance improved with increasing 
v. Similarly, N had no influence on the estimator's performance but the performance 
degraded as M increased. Also, the fractional sampling rate c and the total delay 
spread (p were of two crucial factors found. It was learned that for fixed value of V, 
increasing c had no influence on estimator's performance but different value of 1P 
itself had influence on the performance. Increasing ip resulted in poorer MSE due to 
the increase of ISI effect of the delay spread and error propagation during the 
estimation. The performance of the proposed fractional MIMO channel estimator 
was therefore affected by the total span of delay spread in the MIMO channel. 
> In the time-varying fractionally-spaced model, for a fixed value of ý0, increasing c 
had no influence on estimator's performance for slowly varying channel when 
optimum pilot length v was used. But when non-optimum pilot length has been used, 
the results show slight degradation in estimator's performance when operated in a 
faster time-varying channel for increasing value of c. Hence, the use of optimum 
pilot length was vital for proposed channel estimator to operate in fast time-varying 
channel. For a fixed value of c, increasing value of rp further degraded the estimator's 
performance especially for the fast varying channel even when optimum pilot length 
was used. This is because more severe time-variation within the frequency selectivity 
was introduced that might restrict the performance of the proposed estimator. 
In section 5.5, the system performances of the MIMO-OSIC-DFE receiver that operated 
in frequency selective fading MIMO channel had been demonstrated for various system 
parameters and configuration. In particular, results were compared for the case of using the 
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channel estimates by the proposed MIMO channel estimator (symbol-spaced and fractionally- 
spaced type) and the perfect channel case. Both block-invariant and time-varying channels 
were used. 
> System performance was better when order successive interference cancellation 
OSIC scheme is used as compared to those without OSIC for all configurations. 
> For a fixed (L+I) paths, increasing the number of Kf taps in the DFE, improves the 
system performance in general. However, this also depended on two major factors: a) 
the relative number of Kf taps w. r. t the number of (L+I) paths and b) the diversity 
order of the systems. The bit error probability performance improved as the number 
of Kf taps in the DFE relative to the number of (L+I) paths increased. Also, the 
greater the diversity orders the better the bit error probability performance. 
> For system with no diversity gain, N=M case, further increase of (L+I) paths caused 
degradation in system performance if the number of Kf taps were insufficient. 
Improvement in system performance only be observed when sufficient number of Kf 
taps was used. 
> However, for the MW system with higher reception diversity, increase of (L+I) 
paths further improved the system performance only until certain level and the 
system performance ceased to improve when the relative number of Kf taps w. r. t the 
number of (L+I) paths became closer. 
> System performance achieved by the proposed MIMO-CE scheme demonstrated 
only slight degradation when compared to the perfect channel case. 
> For the block-invariant system, it was shown that the higher the pilot length v used, 
the better the system performance. 
> Faster time-varying channel results in further degradation of the system performance. 
This could be improved by the use of channel tracking, where channel tracking 
improves the system performance at high SNR but would worsen the performance at 
low SNR due to error propagation within the feedback mechanism. 
> The use of fractional ly-spaced equaliser could further improved the system 
performance when sufficient numbers of number of Kff taps were used relative to the 
number of I paths. 
> The system performance using the channel estimates obtained by the proposed 
fractional MIMO-CE scheme resulted in small degradation when compared to the 
perfect channel case. 
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Chapter 6 
Conclusions 
The focus of this thesis has been the design and development of suitable MIMO channel 
estimation scheme for uncoded MIMO wireless communications. The driver for this work has 
been the recognition of the importance of channel knowledge for the MIMO systems in order to 
fully achieve the quoted capacity. In the thesis, the channel estimation schemes have been focused 
on two layered space-time systems, namely: the V-BLAST receiver and its extended version, the 
MIMO-OSIC-DFE receivers. In the following, various research works that have been 
accomplished are summarised and suggestions for future research in the related areas of the 
MIMO systems, especially for the work of MIMO channel estimation are also discussed. 
6.1 Summary of Research 
Space-Time Receivers & Concepts - In Chapter 2, the essential background of the space-time 
processing (STP) technique [11] for the MIMO systems is provided. This chapter addressed the 
common problems in the typical MIMO systems such as CCI and ISI. Understanding the STP 
concept is vital for the subsequent introduction of BLAST receivers deploying with the successive 
interference cancellation (SIC) scheme. Arising from this preliminary study was a novel method 
that combines the V-BLAST detection method with the QR detection algorithm. As a result, sub- 
optimum but computational efficient SIC-based MIMO detector was successfully implemented, 
which incorporated proper detection ordering by the re-arrangement of the channel matrix prior to 
the QR decomposition process. Non-linear detection was then carried out by the triangularisation 
process, where each symbol was detected using only a single division of an appropriate channel 
coefficient in backward substitution. The recovered symbol and the associated channel paths are 
then subtracted to cancel its interference contribution to assist subsequent symbol detection. This 
proposed method was found to approximate the performance of the conventional V-BLAST 
receiver. The works are accomplished with the intention to verify the V-BLAST algorithm and 
confirm the understanding behind the space-time techniques used. 
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Adaptive and non-adaptive MIMO channel estimator (frequency-flat fading case) - In 
Chapter 3, due to the need for channel knowledge in the space-time receiver, the work regarding 
the MIMO channel estimators were carried out primarily for the case under frequency-flat fading 
MIMO channel condition. The objective was to estimate all NxM fading coefficients within the 
MIMO channel matrix. The initial approach was to consider the use of an adaptive algorithm such 
as the LMS and RLS algorithm to estimate the MIMO channel characteristic by means of training 
sequences. As a result, the MIMO-LMS and MIMO-RLS (or MEA-RLS) training-based 
algorithms were implemented. The latter approach was found to be more favourable due to the 
need for shorter training length for each antenna but at a higher cost of computational complexity. 
In an attempt to reduce the computational burden a non-adaptive approach called the MIMO- 
PMI algorithm was subsequently implemented using orthogonal pilot training sequences to reduce 
the complexity of the matrix inversion process. The concept of using a set of orthogonal pilot 
sequence in a matrix was also proposed and introduced in Chapter 3. Similar channel estimation 
methods (derived for flat fading case) in [73,83], had been followed through. The works reported 
in the thesis presented a more thorough investigation on the design of pilot symbols and possible 
extension of the pilot matrix to cater for different system configurations. The use of orthogonal 
sequences extracted from the Hadamard matrix was a major contribution to the development of 
the proposed MIMO-PMI algorithm. Results obtained were those which highlighted the trade-off 
between the length of the training sequence (or pilot length) and the channel estimation error, 
depending on the mobile speed of the channel. For a slow varying channel, the estimator's 
performance improves as the pilot length increases. For a fast varying channel, an optimum pilot 
length is observed where the MSE improves initially as pilot length increases until a certain value 
and then degraded (due to the variation in channel) for any further increases in pilot length. The 
proposed channel estimation approaches were successfully implemented in the V-BLAST receiver 
to allow performance evaluation of more practical case in the flat fading MIMO channel. 
Novel MIMO channel estimation scheme (frequency-selective fading case) - In Chapter 4, 
the works on the channel estimation scheme (MIMO-PMI algorithm) in Chapter 3 was extended 
to deal with more realistic frequency-selective fading multipath model. The emphasis in this 
chapter was the incorporation of a suitable MIMO channel estimation scheme for MIMO-OISC- 
DFE receiver described in Chapter 2. The related problem of joint CCI and ISI was carefully 
studied and considered in the proposed MIMO channel estimation scheme. As a result, a novel 
training-based MIMO channel estimation scheme that could operate in frequency selective fading 
MIMO channels was successfully implemented for the uncoded layered space-time systems. The 
concept of the concatenated MIMO channel matrix was introduced to allow all (L+I) delay paths 
to be considered and estimated simultaneously. The objective was to estimate all MxNx (L+I) 
channel coefficients within each CIR of the frequency selective MIMO wireless channel. 
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Initially, the design of the pilot symbols was based on the use of orthogonal sequences 
extracted from the set of sequences contained in a Hadamard matrix are used for the construction 
of pilot matrix. The criteria for pilot matrix formulation was found to be independent of the 
number of receive antennas N but dependent on the number of transmit antennas M and the 
number of (L+I) paths within the CIRs of the MIMO channel. It was also found later that the pilot 
sequence length could be minimised (and hence throughput increased) through the use of Paley's 
construction of the Hadamard matrix instead of the ordinary one. The comparison was presented 
in section 4.2.3.5. This later MIMO-CE method allows channel estimation to take place almost 
immediately after all the necessary received pilot symbols had been properly collected without 
introducing too much latency (the unnecessary time-gaps). This is done by using the unique 
combination of the orthogonal structure and the Toeplitz-like structure of the Paley-Hadamard 
matrix were. By exploiting the Toeplitz-like structure, the number of pilot symbols could be 
significantly reduced with no reduction on the estimator's performance. Concurrently, the 
orthogonal structure also allowed the estimation of the concatenated channel matrix to be carried 
out in a single matrix operation without the need of matrix inversion for the entire pilot matrix. 
The construction of the pilot matrix and the criteria for generating both ordinary and Paley's type 
of Hadamard matrix were also demonstrated for different system configurations and parameters. 
The trade-off between the length of the training sequence and the estimation error was once again 
shown for both the block-invariant and time-varying channel. 
The proposed MIMO-CE method was also applied to the MIMO-OSIC-DFE receivers to 
demonstrate the BER results. A small reduction in the system performance due to channel 
estimation errors was observed as compared to the perfect channel estimates case. It was found 
that for both cases of the estimated channel and the perfect channel estimate, the system 
performance was dependent on two major factors: a) the relative number of Kf taps w. r. t the 
number of (L+I) paths and b) the diversity order of the systems. The greater the diversity orders 
the better the system performance. The BER performance improved as the number of Kf taps in 
the receiver relative to the number of (L+I) paths increases. 
Novelfractionally-spaced MIMO-CE scheme - In Chapter 4, the fractionally-spaced channel 
delay model was also considered as an improvement model for the MIMO channel estimation in a 
frequency-selective fading MIMO channel case. This modification (from previous symbol-spaced 
model) allowed paths delays arrived at the receiver within a fraction of a symbol period to be 
estimated accordingly. In the proposed fractionally-spaced MIMO-CE scheme, only an additional 
orthogonal sequence per transmit antenna was added to cater for fractional estimation. Proper 
reconstruction of pilot matrix and the proper collection of the received pilot signals at the receiver 
were essential to the fractionally-spaced MIMO-CE scheme. The averaging process for the 
channel estimates obtained in the ascending and descending process of the algebra operation at the 
196 
end of the MIMO-CE process was necessary in order to smooth out the noise. The proposed 
fractionally spaced MIMO-CE scheme was also successfully implemented in the MIMO-OSIC- 
DIFE receivers with fractionally-spaced equaliser's tap configuration to access performance 
evaluation of MIMO systems operate in more realistic channel condition. 
Similar to the estimator's performance for the symbol-spaced block-invariant channel model, 
the MSE performance also improves accordingly as the pilot length v increases demonstrating the 
trade-off between the pilot length and the achievable MSE. It was also found that N had no 
influence on the estimator's performance but the performance degraded as M increases. The 
fractional sampling rate c and the total delay spans (p were two crucial parameters. It was learned 
that for fixed value of (p, increasing c had no influence on estimator's performance but different 
value of V had influence on the estimator's perfon-nance. The performance of the proposed 
fractional MIMO channel estimator was found to be affected by the total span of delay spread in 
the MIMO channel. The estimator's performance degraded as the value of(p increases due to the 
increase of ISI effect and error propagation during channel estimation. 
In the time-varying fractionally-spaced model, for a fixed value of V, increasing c had no 
influence on estimator's performance for a slow varying channel and when optimum pilot length v 
was chosen. But when non-optimum pilot length had been chosen, the results demonstrated slight 
degradation in estimator's performance when operated in a faster time-varying channel for 
increasing value of c. Tberefore, the use of optimum pilot length was vital for proposed fraction 
channel estimation to operate in fast time-varying channel. For a fixed value of c, increasing value 
of p further degraded the estimator's performance especially for the fast varying channel even 
when optimum pilot length was chosen. This was due to the fact that more severe frequency 
selectivity was introduced that could restrict the performance of the proposed estimator. 
MIMO Channel Tracking -A channel tracking method was also presented to further improve 
the system performance of the MIMO-OSIC-DFE receiver under the influence of the time-varying 
channel (since the accuracy of the proposed MIMO-CE had been shown to be dependent upon the 
Doppler velocity of the channel). It was found that channel tracking improves the bit error 
performance for higher SNRs but slightly degraded the performance at lower SNR. 
As an overall conclusion for this thesis, the corresponding channel interference problems 
such as co-channel interference and inter-symbol interference had been carefully considered for 
the design of suitable MIMO channel estimator for both flat-fading and frequency-selective 
MIMO channels. The V-BLAST receiver had been successfully extended to include various 
possible MIMO channel estimation schemes for flat fading MIMO channel by either adaptive or 
non-adaptive techniques in Chapter 3. (The flat-fading case is more straightforward since only 
spatial interference of CCI is present). In Chapter 4, a novel MIMO channel estimation scheme 
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(with channel tracking) had been successfully implemented and incorporated into the MIMO- 
OSIC-DFE receivers described in Chapter 2. The effects of frequency-selective fading channel 
had been considered by the proposed MIMO channel estimator to resolve the CCI and ISI 
problem while simultaneously obtaining the channel information. The performances of the 
proposed MIMO channel estimators, the system performance of the V-BLAST and MIMO-OSIC- 
DIFE receivers were accessed in Chapter 5. These results have application to the practical design 
of space-time systems for high-capacity over frequency-selective fading MIMO channels. 
6.2 Suggestions for Future Work 
In this section, future work will be suggested subjectively for the proposed MIMO-CE 
schemes and possible related areas and then globally for other important fields in MIMO systems. 
First, the proposed MIMO-CE schemes can be extended to include more efficient channel 
tracker in order to operate more effectively in the time-varying environment since estimation 
performance is affected greatly due to time variation of the channel. The channel tracking method 
provided in end of Chapter 4 only suggests a basic method to update the channel estimates 
adaptively. More advanced technique like Kalman estimator in [92] can be incorporated into the 
proposed MIMO-CE scheme to perform adaptive channel estimation of the time-varying MIMO 
channel. With the Kalman estimator, not only the variation of the channel can be tracked 
effectively but the Kalman filter also provides channel prediction capability which uses the 
autoregressive moving average technique to forecast the variation of the channel and makes 
proper adjustment of the estimate. The Kalman estimator can also be upgraded by considering 
non-uniform velocity or acceleration in channel variation as well as channel correlation. 
Secondly, effective blind channel estimation algorithms [98,99] such as subspace method can 
be combined with the novel fractionally-spaced MIMO-CE scheme to create a so-called semi- 
blind channel estimation method, which exploits the positive aspects of both techniques. The 
novel fractionally-spaced MIMO-CE scheme provides a readily fractional ly-spaced structure, 
which can be used to further incorporate the blind technique, to fully utilise both the training 
information (known) as well as the unknown random data information. Although no training is 
needed, the blind techniques itself suffer from lack of robustness where channel must satisfy 
certain diversity conditions and the possibility of overestimation problems. On the other hand, the 
training-based method provides robust estimation but decreases bandwidth efficiency if longer 
training sequence is needed. Therefore, with the semi-blind technique, possible pitfalls of blind 
approach might be avoided while using fewer pilot symbols in the proposed estimator. 
Furthermore, exploiting the blind information in addition to the known symbol allows estimation 
of longer channel impulse responses than is possible with a certain training sequence length [ 10 1 ]. 
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Thirdly, the proposed MIMO-CE scheme can be further tested and verified using the channels 
model proposed by industrial standards and real measurement of MIMO channel models. This 
includes the consideration of the channel models proposed by: a) IEEE 802.1 In Working Group 
model [149-152] and b) the 3GPP/3GPP2 Technical Specification Group [153]. The 6 TGn 
channel models in [149] are developed preliminary for high throughput designed up to 50OMbit/s 
for indoor MIMO wireless local area networks (WLANs) applications [67,151]. The real 
measurement models will also be helpful in order to access the true performance of the estimator 
in the real world environment if the suitable models of the MIMO channels measurement for 
different environment can be carried out or borrowed. Major works are carried out in [68-70]. 
This will be once for all useful for the complete analysis and performance evaluation of the 
practical MIMO systems under the influence of estimated channel information. 
Fourthly, as for the MIMO-OSIC-DFE receiver itself, although different number Kf taps have 
been used in the simulation, the number of feedforward's taps and feedback's taps are set to be 
uniform for each stream and throughout all stages of detection. The decision delay parameter W 
of the MIMO-DFE in section 2.6.3 is also fixed for the detection of each stream. Hence, it would 
be interesting to explore the use of different filter spans and decision delays at different stage in 
the detection process to examine the full functionality of the MIMO-OSIC-DFE. Another vital 
area is the synchronisation, which is assumed to be ideal in most of the research works of MIMO 
systems, can be a very good research topic in the future works of MIMO systems. 
Fifthly, although the issue of fading correlation in the MIMO channel might limit the 
performance and capacity achievement of MIMO systems [56,57], recent research in [60] has 
pointed out the possible utilisation and exploitation of the channel correlation information to bring 
further advantages instead of the disadvantages to the MIMO systems if channel knowledge is 
available at the transmitter. This could be a new exploration that might open up new directions for 
MIMO algorithms pre-coding technique and space-time coding that incorporates fading 
correlation nature. New joint decoding technique of channel estimation as well as data detection 
that takes into account of fading correlation in also a future work of the MIMO systems. 
Lastly, the ultimate aim of MIMO systems is to allow high data rate transmission for the 
multi-users application of wireless communication application. Hence, MIMO-multiuser 
technique is also an important area of future research. Area related to this research includes 
MIMO-WCDMA or MIMO-CDMA techniques, MIMO-OFDM and adaptive modulation control, 
space-time coding and multiuser interference rejection techniques. The incorporation of MIMO 
systems to the current existing transmission standard e. g WCDMA-UMTS [142,143], is also an 
essential research study that may up-lift the utilisation of multiple antennas in MIMO systems as 
the potential candidate for the future wireless communication systems. 
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Abstract -A novel training-based channel estimation scheme is 
presented for an uncoded layered space-time system that operates 
in a wideband frequency selective fading environment of a time- 
varying multiple-input multiple-output (MIMO) channel. The 
method uses a pilot matrix consisting of pilot symbols derived 
from the Paley-Hadamard matrix to estimate the MIMO channel 
impulse response. The orthogonality of the pilot matrix resolves 
both the inter-symbol interference and the co-channel 
interference of the wideband MIMO channel. The Toeplitz-like 
structure of the Paley-Hadamord matrix is exploited to minimise 
the length of the pilot sequence, reducing pilot symbol overhead. 
A decision feedback algorithm is used to track the time-varying 
MIMO channel. Results are presented which demonstrate the 
performance of the proposed MIMO channel estimator in a 
layered space-time system for different mobile velocities and 
system configurations. 
I. INTRODUCTION 
Space-time techniques for multiple-input multiple-output (NIIMO) 
channels potentially provide significant increases in capacity 
compared with traditional wireless communication systems for 
wireless channels that suffer from severe multipath propagation. 
This is achieved by properly exploiting the diversity that exists 
within this type of rich scattering channel environment between 
the multiple antennas at both the transmitter and receiver [1]. A 
number of MIMO approaches have been proposed for both 
narrowband and wideband channels. In particular, the Bell 
Laboratories layered space-time (BLAST) architecture has been 
presented for the narrowband flat-fading channel [21 and NUMO 
equalisation and interference cancellation approaches have 
recently been proposed for the wideband channel [3][4]. 
In order to achieve the quoted capacity gains for NUMO 
systems, the multiple channel impulse responses and their fading 
coefficients must be known or estimated. Thus far, existing 
MIMO channel estimation schemes have been limited to the 
narrowband case or cater specifically for coded space-time 
systems [5]-[8]. In this paper, we extend the order successive 
interference cancellation (OSIC) layered space-time receiver 
architecture described in [3] to incorporate a novel MIMO channel 
estimator for an uncoded layered Space-time system that operates 
in a time-varying, wideband frequency-selective fading 
environment 
The proposed NUMO channel estimation scheme uses pilot 
symbols that are transmitted periodically from each transmit 
antenna to estimate the channel impulse response. T'he sequence 
of pilot symbols used for each antenna is unique and orthogonal to 
the pilot symbol sequences used for the other transmit antennas. They are generated from a pilot matrix obtained from Paley's 
construction of the Hadamard matrix [9]. This has two benefits. 
First, the use of the Hadamard pilot matrix allows the fading 
coefficients of all the individual channel impulse responses 
between each transmit and receive antenna to be estimated jointly 
in a single operation in the receiver for the wideband MIMO 
channel. Second, by exploiting the Toeplitz-like structure of the 
Paley form of the Hadamard matrix, the number of training 
symbols that are needed to estimate the channel impulse response 
is significantly reduced. In this paper, the method used to generate 
the pilot symbol sequences is presented. 
The key to the proposed MMO channel estimation scheme is 
the ability to extract from the received signals the orthogonal 
information contained within the pilot sequences. The estimated 
NUMO channel matrix is obtained by applying a single matrix 
operation to the received signal matrix. In addition, a decision 
feedback algorithm is employed to track the changes that occur in 
the time-varying NUMO channel between periodic transmission of 
the pilot sequences. 
The paper is organised as follows. Section II briefly describes 
the space-time system and channel model. The proposed MIMO 
channel estimation scheme is introduced in Section III and the 
basic MIMO channel tracking in Section IV. Section V presents 
the simulation results. Conclusions are given in Section VI. 
11. SPACE-TiME SVSTEM & CHANNEL MODEL 
The basic space-time system and the MIMO channel model 
are outlined below. Unless otherwise stated, all notation and 
assumptions follow P] for the class of NUMO equaHsers 
described therein. 
There are M transmit and N receive antennas where (Nx" 
signifies a particular system configuration. (L+I) indicates the 
number of finite symbol-spaced impulse response taps used for 
the simulated channel corresponding to time-varying delayed 
propagation paths. The sampled channel impulse response (CIR) 
from the mth transmit antenna to nh receive antenna is expressed 
as: 
h. = [h,,. (0) h,,. (1) h,,,, (L)] 
T (1) 
where [. IT is the transpose operation. Consequently, the channel 
matrix, H. (k), comprises the multiple CIRs, h-, between the mth 
transmit antenna and all (n =I to N) receive antennas at time k, 
and is given by: 
hT hl. (O) hj. (l) IM 
hTM h2, (0) h2m (1) ... h2m (L) Hm (k) for m=1 to M 
hT ýhNn 
(0) hN. (1) ... hN. (L) 
(2) 
Nm_ 
Each coefficient, h.., in (2) is generated as random complex 
components and all coefficients of the channel matrix are assumed 
to be uncorrelated and time-varying due to the effect of Doppler. 
lie received signal vector, x at time k can be expressed as: 
H, (k)s. (k)+ n(k) 
where n(k) is the additive white Gaussian noise (AWGN) vector 
and s. (k) is the transmit vector for a sequence of L+1 symbols (i. e. 
from the current (#h symbol back to the previous (k-L)' symbol) 
sent by the mth transmit antenna: 
s. (k)=[s. (k) s. (k-1) ... s. (k-L)IT 
The received signal vectors, x, are collected at regular intervals 
and grouped into a received signal matrix as: 
X(k)=[x(k) x(k+1) ... x(k + F)] 
creating (F+I) N-dimensional symbols spanned by (F+I) memory 
slots in the channel estimator. Since the purpose of this paper is to 
present a channel estimation scheme, the NlIMO equalisation and 
OSIC receiver model will not be further discussed here. ([31 has 
further detas). However, we proceed to modify the 
representation in (3) in order to facilitate the channel estimation 
process described in the next Section. 
We use [YI Z] to denote the concatenation of matrix or vector 
Y and Z and employ the same vec(. ) operator in [3], expressed in 
the following: 
vec(1vI v2 *** vK 
11ý 
: (6) 
VK 
Vý 
13y coneatenating the channel matrices from HI(k) to IIAXk) in (2) 
as: 
HIM(k) = [HI(k)l ... I Hm (k)] 
and applying the vec(. ) operator to all the transmit vectors as: 
sAM(k) = vec([sl(k) ... sm(k)]) (8) 
the received signal vector, x(k), in (3) can be re-written as: 
x(k) HIM(k). silm(k) + n(k) (9) 
ý !,,, ýk) 
[HII ... I H. ]. + n(k) 
(10) 
Tu (k)j 
Note that the matrix representation in (10) allows proper 
partitioning (shown by the vertical and horizontal strokes) of the 
channel matrices and their associated transmit vectors, enabling 
matrix operations to take place referenced to each transmit 
antenna. Next, (10) can be extended for a collection of (F+I) 
non-adjacent x spaced by interval p as: 
X'(k) = [x(k) x(k+p) ... x(k + Fp)] 
Assurning Him stays relatively constant throughout the intervals, 
the received signal matrix, X(k) in (11) also corresponds to: 
W(k) = Ilqm. SF +N 
A. 1 
where N is a grouped matrix of AWGN vectors and Sp comprises 
a grouped matrix of transmitted s, Wk) vectors: 
SF -[ sjW(k) I sAm(k+p) I ... I sAm(k+Fp) (13) 
Formulating (5) as (11) allows (12) to be developed such that 
X'(k) comprises just the components of the received signal 
necessary for the proposed channel estimation scheme (described 
in the following section) in a format that enables the channel 
estimation process to be carried out as a single matrix operation. 
III. PROPOSED NUM0 CHANNEL ESTIMATION SCHEME 
Channel estimation is a vital component of space-time system 
design. For the case of the wideband MIMO-OSIC receivers 
described in [3], the channel information must be obtained in 
order to perform the NUMO equalisation process. This requires 
the estimation of the individual CIRs between each transmit and 
receive antenna. 
In this paper, the proposed NlIMO channel estimation scheme 
combines the following concepts to perform channel estimation in 
the wideband channel: 1) A pilot matrix transmitted as multiple 
sequences of pilot symbols is used to jointly estimate the CIRs, as 
opposed to using a series of individual pilot symbols and an 
adaptive algorithm [5]. 2) Ile orthogonal property of the 
Hadamard matrix is utilised where orthogonal sequences are 
assigned to individual transmit antennas in order to resolve both 
the inter-symbol interference (ISI) and the co-channel interference 
(CCI) of the multiple transmit and received signals. 3) The 
Toeplitz-like structure of the Paley matrix is exploited to reduce 
the number of pilot symbols that must be transmitted and thus 
maximise the effective data throughput. 
A. Construction of the Pilot Matrix 
The proposed MIMO channel estimation scheme exploits the 
orthogonal properties of the Hadamard matrix in order to jointly 
estimate the components of each CIR between each transmit and 
receive antenna and thus overcome ISI and CCL The orthogonal 
property is as follows: 
G(v). G(V)T = V. 1 
where G(v) is the Hadamard matrix with order of v and I is the 
identity matrk Note that G in (14) is a real matrix. If G is a 
complex matrix, then v becomes 2v and Hermitian transposition 
[. ]H replaces [. ]T. Tle pilot matrix, SF in (13). is chosen such that 
the orthogonal property in (14) is satisfied. 17he criteria to choose 
the order, v, for the pilot matrix, is determined such that: 
(21)ýMx(L+I) 
where t is an integer that allows (15) to be satisfied. 
By examining (9)-(13), assuming the channel stays relatively 
constant, it is possible to assign separate pilot sequences to each 
transmit antenna and individual path of each respective CIR. First, 
a Hadamard matrix is constructed based on the order v determined 
in (15) for the possible values of t. Next, the formulation of the 
pilot matrix SF can be obtained directly from this Hadamard 
matrix according to the number of transmit antennas (M and the 
number of paths (L+I) in each CIPL Both parameters are assumed 
to be known a priori. Each row of SF corresponds to an 
orthogonal row sequence of the Hadamard matrix In general, any 
non-repeatcd rows can be chosen arbitrarily. 
An example of the pilot matrix SF (represented as real and 
imaginary matrices A and B) for the case of M=2, (L+I) =3 is 
shown below where the order v is chosen to be 8: 
SF ý A+ jB (16) 
where 
+4 
+ '-s '+S- SsS +S '_J 
+S +s -3 -3 +3 +S -S -3 TA 
+3 -s -s +S +s _S _S +3 A=B= --- -- - -.. I +3 +S +3 -3 -s -S -S 
+S -3 +3 -S -3 +S -3 +3 Tx2 
LL+SJ L+-'J: L_SJ _SJ: L_SJ: L_$J'! L+-, J:, +Si'! i 
In this example, six row sequences are taken directly from the 
Hadamard matrix to form A and B. Ile partition in the middle 
divides the pilot matrix into upper and lower regions for transmit 
antennas Tx I and Tx2 respectively. For each transmit antenna, the 
transmitted pilot symbols are sent from consecutive column 
vectors from left to right in the order shown by the arrows. Thus, 
SF contains all pilot symbols to be sent during the channel 
estimation process such that each column vector of (13) is 
represented by the corresponding column vector of (16). The use 
of the pilot matrix SF thus allows a sequence of pilot symbols to 
be serially transmitted from each antenna that may then be 
reconstructed at the receiver into the matrix form shown above 
and used to jointly estimate the CIRs. 
B. Obtaining the Estimate of the MIM0 Channel Matrix 
The multiple delayed components of (L+I) transmitted 
symbols are contained within each received signal vector x(k), due 
to the multiple (L+I) delayed paths, thus causing overlap of the 
components of the pilot matrix in successive received signal 
vectors. A receive signal matrix, X(k), may be formed by 
selecting non-adjacent (p spaced) received signal vectors such that 
components from previous pilot symbols are not duplicated within 
any other entries of the matrix. Here, p= L+1 for the form of SF 
used in (16). The estimate of the concatenated MIMO channel 
matrix, HIM can then be obtained by applying the Hermitian of 
SF to the corresponding X(k) as follows: 
f, 
W =I 
(X, 
(k). SH) 
(2,12 F 
where s2 is the energy per pilot symbol. (. )H is the Hermitian 
operation. Each individual estimated CIR obtained by (17) as 
him - 
[iii I ... 1A. 
] is subsequently used in the NUMO 
equalisation process of the OSIC receiver. 
C. Minimising the Number of Transmitted Pilot Symbols 
In this section, we demonstrate the use of the Paley- 
Hadamard matrix for the formulation of Sj, in order to reduce the 
length of the pilot sequence. It is possible to exploit the repetition 
of pilot symbol components within the received signal, due to the 
multiple delayed paths, to reduce die length of the pilot sequence 
and thereby use every successive received signal vector (pF=I) for 
the estimation process, rather than waiting for every pth received 
signal vector as before. This requires a Toeplitz-like matrix 
structure whilst maintaining the orthogonal property of (14). This 
requirement is fulfilled by selecting symbols in a particular order 
from a Hadamard matrix based on Paley's construction. 
A. 1 
First, a Paley-Hadamard matrix of order v is chosen such that 
v is divisible by 4, (v-1) is prime and where: 
v>Mx (L+I) 
An example of the Paley-Hadamard matrix for v--8 (with the 
Toeplitz-like structure diagonally shaded area) is shown below. 
P=j 
41' . 4411 41. r4.1 4' 4" ' 
(19) 
+1 44 
46 41 4.11 
761 -6 
Next, consider the same example where Al-ý2 and (L+I)=3. Any 
three consecutive rows from matrix P, except the first row, can be 
chosen to comprise the pilot sequence for each transmit antenna. 
Rows 2 to 7 are selected from P and assigned to A&B in (16) to 
form the new SF that is different from (16) The Toeplitz-like 
structure means that symbols are repeated in such a fashion that fewer 
symbols, in the correct order, may be transmitted whilst (14) remains 
satisfied. In this example, the 12 symbols, s. (a) to s. (O that 
sequentially sent for each transmit antenna arc shaded below. 
Sim six Sim Slim Sim Slim SILW Sim 
(k) (k+]) (k+2) (k-3) (k+4) (k+S) (k+6) (k+9) 
IIIIIIIIII 
s, (c) s, (a) s, (e) S, (1) S, (g) s, (h) s, (o S, (1) SIM) 
sl(b) sl(c) sl(d) sl(e) sl(l) sl(g) SI(h) 
ýsj(k) 
sl(a) sl(b) sl(c) sl(d) sl(e) sl(l) sl(g) slon 
S2 (C) S2 
-(a ,) 
S2 (e) S2 (t) S2 (8) S2 0) S2 (1) S2 
S2(b) SAC) S2(d) S2(e) S2V) S2(9) S2(h) S2(kY 
I IS2(a)I S2(b)I S2(C) S2(d)l s2(e) S2(1)I S2(9) IS20) 
8 
Txl 
Tx2 
Successive (p=l) received signal vectors, x, may then be 
collected to form V(k), except for those corresponding to s, U), 
sl(k), sl(o, sk), s2(k), s2(O from spm (k+9) which are taken at 
intervals ofp=(L+I) afterwards. Hence, the minimum number of 
pilot symbols that must be sent has been reduced from Mv(L+I), 
required by the previous pilot matrix SF in (16), to M(v+2L) with 
no reduction in the proposed estimator's performance. To improve 
the channel estimation accuracy, v may be increased. This will be 
discussed in the Section V. 
IV. CHANNEL TRACKING WITH DECISION FEEDBACK 
The proposed NUMO channel estimator described above 
assumes that the channel remains constant during the period over 
which the pilot sequence is received. In a time-varying channel, 
however, the NUMO channel will be varying continuously with 
time, dependent on the Doppler velocity. This will affect the 
accuracy of the channel estimation process during reception of the 
pilot sequence, i. e. during the"training" periods, and subsequently 
the performance of the NUMO OSIC equalisation process during 
the "data delivery" periods. It is possible, however, to utilise the 
available data recovery information to perform channel tracking 
using a decision feedback algorithm during data delivery periods. 
A. 1 
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Figure. 1: Overview ofMIMO channel estimation and channel tracking process 
Fig. I illustrates the entire process of channel estimation and 
tracking for a time-varying channel. During the training period, a 
pilot matrix SF is transmitted to obtain an initial estimate of the 
N41MO channel AW(O) from the corresponding X'(0). During 
the data delivery period, the received data matrix R(k) can be 
expressed as: 
R(k) =H ju (k) Dk +N (20) 
where (20) is equivalent to (12), i. e. D* is equivalent to SF in (13) 
and R(k) to X(k) in (11). For each received signal matrix the 
previous channel estimate il,, (k-1) is used for the MIMO 
OSIC equalisation and detection process to give the detected data 
matrix, k- In the decision feedback tracking process, R(k) and 
the detected data matrix, bk , are then used to generate a new 
channel estimate, ft 4m (k), as follows: 
First the partial channel estimate, Fk is obtained by applying 
the Hermitian of the current detected data matrix, f)k H, to the 
corresponding received signal matrix, R(k) as follows: 
bH 
=] f)H bH (21) Fk = R(k) k 
[H 
11, j (k) Dk k +N k 
The current channel estimate 11IM(k) can then be obtained by 
applying the following: 
if 
11M (k) = Fk 
[ ')k f3kH (22) 
13y multiplying 
6k 8ý kH together, the whole term can be 
reduced to a (M(L+I)x M(L+1)) square matrix that is suitable for (bk f)H) inversion. it is important to note that the inverse of k must 
be non-singular. A pre-check for ill-conditioning might be 
required to ensure that this term is invertible. 
V. RESULTS AND DiscussION 
lie accuracy of the proposed NUMO channel estimator 
(during training period) may be given in terms of the mean square 
error (MSE), calculated as the mean Frobenius norm squared error 
of the channel estimate. The mean Frobenius norm squared error 
is a scalar measurement, which can be obtained as follows: 
First, the error matrix of the MIMO channel estimates, eH is 
obtained by taking the estimated concatenated NIIMO channel 
matrix fiW and subtracting from the actual concatenated MMO 
channel matrix IIIM expressed as follows: 
eH = "IM-"IM (23) 
Subsequently, the mean Frobenius norm squared error of eH can 
be obtained as: 
2 )= 1 (24) Efleii IF 
(Mx(L+I)xN) 
where ey is the matrix element of e1j. and Ef. ) is the expectation 
operator. 
Fig. 2 and Fig. 3 show the accuracy of the proposed NUMO 
channel estimator for different SNR values, mobile velocities and 
system configurations without tracking obtained by simulation of 
an uncoded layered space-time system in a time-varying, 
frequency selective fading enviroruncnt. The results are simulated 
for a maximum Doppler frequency of fd -176Hz (90km/hr) and fd 
= 88Hz (45km/hr) for two system configurations, (2x2) and (44), 
using carrier frequency of ý=2.1 GHz with a data rate of 120kbps 
per transmit antenna. The frequency selective fading MMO 
channel consists of (L+1) -3 time-varying paths for each CIP. 
Results are plotted for increasing pilot matrix order v from 8 
to 84. Several observations can be made from the results. First, it 
can be seen that there is an optimal length of the pilot matrix with 
order v that produces the minimum error. This is more obvious for 
the 90km/hr channel in Fig. 2 than for the slower 45kni/hr channel 
in Fig. 3 and for the lower SNR values of 5dB and lOdB. 
Increasing the matrix order v increases the number of pilot 
symbols and reduces the MSE, thereby improving the 
performance of the channel estimator. However, this is only true 
for order v from the minimum value of 8 to the optimum value 
around 20 to 30, after which any further increase of v degrades the 
channel estimator's performance. This is due to the channel 
variation during the training period, which is greater for a higher 
velocity, causing the estimation process to degrade. Estimator 
accuracy also increases with SNR. It has also been observed that increasing the number of antennas at the receiver from ffi-2 to 
N=4 demonstrates the improvement in performance that results from the added reception diversity. 
Fig. 4 shows the bit error probability performance of a (34) 
& (5x3) MMO OSIC partially connected layered space-time 
receiver (with Kf -5 feedforward taps) for the case of 1) perfect 
channel estimates and 2) estimated channels with and without 
channel tracking. Results are presented for a 90km/hr time- 
varying channel with the previously given parameters. A matrix 
order v of 24 was used for the estimated channels. 
Channel w1ocity, -90krn/hr, D at a rate per TX 
r ýý U ,5 li 1 
ý ý ju 
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Figure 2: The error performance of the channel estimate versus the 
pilot length for different (N-M) configurations and SNR values 
in a 90km/hr channel with (L-1 )-3 time-varying paths. 
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Figure 3: The error performance of the channel estimate versus the 
pilot length for different (NxA4) configurations and SNR values 
in a 45km/hr channel with (Lý I)=3 time-varying paths. 
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Figure 4: The bit error probability versus SNR for (3x2) and (50) 
system using perfect channel estimates and estimated channels with or 
without channel tracking in a 90km/hr channel with (/. +1) =3 time- 
varying paths using only Kf -5 with optimum order v=24. 
A. 1 
It is observed that the proposed MI MO channcl estimation scheme 
results in only 2-3dB degradation in the bit error probability 
performance as compared to the perfect channel estimates case. 
The channel tracking provides about 0.5dB farther improvement 
at the higher SNR case but worsens the bit error rate perfon-nance 
at lower SNR. This is due to error propagation within the decision 
feedback of the channel tracking process. 
V1. CONCLUSIONS 
A novel MIMO channel estimation scheme has been 
proposed for uncoded layered space-time systems operating in a 
time-varying, frequency selective fading channels. The Hadamard 
matrix has been usea to construct the pilot matrix and the 
Toeplitz-like structure of the Paley-Hadamard matrix has been 
exploited to minimise the number oi pilot symbols with no loss of 
estimator's performance. The accuracy of the proposed channel 
estimator has been shown to be dependent upon the Doppler 
velocity of the channel. Results for the bit error probability of an 
OSIC layered space-time system demonstrate a slight reduction in 
performance due to channel estimation errors as compared to the 
perfect channel estimates case. Channel tracking improves the bit 
error performance for higher SNR but degrades the performance 
at lower SNR. These results have application to the practical 
design of space-time systems for high-capacity over wideband 
MIMO channels. 
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ABSTRACT 
Space-time techniques for multiple-input multiple-output 
(MIMO) systems potentially provide vast increases in capacity. 
In order to achieve the quoted capacity gains the MIMO 
channel impulse response (CIR) must be known or estimated. 
Thus far, existing MIMO channel estimation techniques have 
been limited to the narrowband case or cater specifically for 
coded space-time systems. In this paper, we present a novel 
training-based MIMO channel estimation scheme for an 
uncoded layered space-time system that operates in the 
wideband frequency -selective fading environment. The method 
uses a pilot matrix consisting of pilot symbols derived from the 
Paley-Hadamard matrix in order to jointly estimate the 
individual CIR of the MIMO channel. The orthogonal property 
of the pilot matrix is utilized to resolve both inter-symbol 
interference and inter-carrier interference of the multiple 
transmit and received signals. The Paley's Toeplitz structure is 
also exploited in order to minimise the length of the pilot 
sequence for a given length of CIR and thus maximise the 
effective data throughput. Results are presented which 
demonstrate the accuracy of the proposed channel estimation 
scheme and its performance in a layered space-time system. 
1. INTRODUCTION 
Space-time techniques [I] have recently received much interest 
for multiple-input multiple-output wireless systems due to the 
potential vast improvement in capacity. This is achieved by 
properly exploiting the multipath diversity within the rich 
scattering channel that exits between the multiple antennas at 
both the transmitter and receiver [2][3]. In particular, the Bell 
Laboratories layered space-time (BLAST) architecture has been 
proposed for the narrowband flat-fading channel [4] and MIMO 
equalisation approaches for the wideband channel [5][6]. 
For it to be cffective in recovering the received symbols, 
the space-time receiver relies upon accurate channel estimation 
for both the narrowband and wideband cases. Perfect channel 
estimation has been assumed in [31-[61 to demonstrate optimum 
performance. Thus far, existing MIMO channel estimation 
schemes are limited to either the narrowband case [7][81 or 
cater specifically for coded space-time systems [9]. 
In this paper, we extend the order-successive interference 
cancellation (OSIQ layered space-time receiver architecture 
described in [51 for uncoded systems by incorporating a MIMO 
channel estimation scheme into the receiver architecture. The 
proposed channel estimation scheme uses a pilot matrix 
consisting of pilot symbols derived from the Paley construction 
of the Hadamard matrix [101 in order to jointly estimate the 
individual CIR between each transmit and receive antenna for a 
MIMO channel in a frequency selective fading environment. 
Each transmit antenna sends a sequence of pilot symbols 
periodically spaced amongst the data. We demonstrate how to 
generate these sequences by exploiting the Toeplitz structure and 
the orthogonal properties of the Paley-Hadamard matrix in order 
to minimise the number of pilot symbols required for channel 
estimation. 
The key to the proposed MIMO channel estimation scheme 
is the ability to extract the orthogonal information carried by the 
received signals corresponding to the pilot symbols sent by the 
transmitter. 
The paper is organised as follows. Section 2 briefly 
describes the space-time system and channel model. The 
proposed MIMO channel estimation scheme is introduced in 
Section 3. Section 4 presents the simulation results. Conclusions 
are given in Section 5. 
2. SPACE-TIME SVSTEM AND CHANNEL MODEL 
With reference to [51, the space-time system model has been 
extended to the wideband case for MIMO frequency selective 
channels. Unless otherwise stated, all notation and assumptions 
follow [51 for the class of MIMO equalisers described therein. 
The basic space-time system and the MIMO channel model are 
outlined below. 
There are M transmit and N receive antennas where (A/fxAr) 
signifies the system configuration and (L+I) indicates the 
number of finite symbol-spaced impulse response taps used for 
the simulated channel. The sampled channel impulse response 
(CIR) from the Mth transmit antenna to n th receive antenna is 
expressed as: 
(L )IT (1) 
where [. 1 T is the transpose operation. The received signal vector, 
x at time (k) can be expressed as: 
Al 
x(k) =IH sý (k) + n(k) (2) 
M=l 
where n(k) is the additive while Gaussian noise (AWGN) vector 
and s, (k) is the transmit vector for a sequence of L+l symbols 
A. 2 
(i. e. from the current (k)"' symbol back to the previous (k-L)"' 
Ih 
symbol) sent by the M transmit anterma- 
s,, (k )= [s. (k) s. (k - I) s,, (k -L)]T (3) 
If,, in (2) represents the channel matrix with respect to the W' 
transmit antenna, specWying the individual CIR, h_, bet), %een 
the M1h transmit antenna and all (n =I to V) receive antermas- 
N in ( 10) is the grouped niatm oklic \ýýGN Nectors containing 
n(k) to n(k ý F) respcctiNe]N. Note thin the p parameter al I o"s us 
to group the rion-adjacent rccci% cd signal % ectors. When p=1. 
(9) is equi%alctit to (5). 1 lox%cNcr. this also leads to a change in 
the corresponding s/, tt so that SI, has a Tocplitz structure. This 
, ýN it] be I'Lirilicr c\plaincd in Section ,I 
3. MIMO CHANNEL ESTIMATION SCHEME 
T h, (0) hl, (1) ... hjý (L) hIm 
hT h2m (0) h,,, (1) hM (L) 2- 
Lh T 
_hNm(O) 
h,, Vý, (I) ... hvm (L)] Nn 
- 
where ni -I to M. Note that each fading coefficicrit h,, is 
represented by random complex components and all 
coefficients of the channel matrix are assumed to be totallý 
uncorrelated. The receive signal vectors x can be grouped asý 
X(k) = [x(k) x(k + 1) W+I )] (5) 
creating (/, '+I) V-dimensional symbols spanned bý (/, -+]) 
memory slots in the channel estimator. Since the purpose of this 
paper is to present a channel estimation scheme, the MIMO 
equalisation and OSIC receiver model %%ill not be further 
discussed here, (151 has further details). Ho"ever, ýve proceed 
to modify the representation in (2) in order to facilitate the 
channel estimation process described in the next Section. 
We use IYI ZI to denote the concatenation of matrix or 
vector Y and Z and employ the same vec(. ) operator in [51, 
expressed in the rollowing: 
vecQvI v2 - VK 
1)= (6) 
VKý 
By concatenating the channel matrices from III to Ilk, in (4) as 
111.11 - [11, j ... I and applying the vec(. ) operator to all 
the transmit vectors as slItl(k) = vec([s, (A) ... s, kf(k)]), the 
received signal vector, x(k), in (2) can be re-written as: 
x(k) Hj, ý, f sllm(k) + n(k) (7) 
H, I ... H, 
j n(k) 
(8) ý 
s,,,,: (k) 
ý' 
Note that the matrix representation in (8) allows proper 
partitioning (shown by the vertical and horizontal strokes) of 
the channel matrices and their respective transmit vectors. 
enabling matrix operations to take place referenced to each 
transmit antenna. Thus, the grouping ofx by the interval p can 
be expressed asý 
X (k') ý [x(k) %(k + p) ... x(k + [-ý)] 
(9) 
Assuming HIm stays relatively constant throughout the interval 
the received signal matrix, X(i') in (9) also corresponds to: 
X(k') = Hiý, ýj. Si +N (10) 
where SF is the grouped matrix of the transmit vectorsý 
"VI -ý sAM(k) ý sAm(k+l) ý--ý sAM(k+F) 
Channel estimation is a %ital component of' space-time svstern 
design. [or the case of' the %% ideband OSIC recci,, ers described 
in 151, the channel information must be obtained in order to 
perf'orm the cqualisation process thin attempts to counteract the 
niter-sN mbol interference due to the firequenc% sclecti'. e channel. 
I his requires tile estimation ot'llic indi% idual CIRs between each 
transmit and recci%c antentia 
In this paper, the channel is assumcd to stay relatively 
constant o%er the duration ot'a data packet. I lie proposed MIMO 
channel estimation scheme combine,, the IbIlo%%ing concepts to 
perform channel estimation in the %% ideband channel: I) A pilot 
matrix transmitted as a sequence of' pilot s, ýriibols is used to 
Jointly estimate the CIRs. as opposed to using a series of 
indiýidual pilot sýnibols and an adapti%c algorithn, [8]. 2) The 
orthogonal property of' the I laclarnard rnatrix is utilised where 
each sequence of' the pilot symbol,, is constructed to be 
orthogonal with respect to one mother and assigned to 
indkidual transmit antennas in order to resoke both the inter- 
sNnibol interference OS]) and the intcr-carrier interference (ICI) 
ol'the multiple transmit and rccci% ed signals as %%ell as to extract 
the channel information carried bN these orthogonal pilot 
sýnibols. 3) The loeplit/ structure of' the Paley-Hadamard 
matrix is exploited to reduce the number ot'pilot s), mbols that 
must be transmilicd and thus niaxinuse the etfecti%e data 
throughput 
3.1. Construction of the Pilot Matrix 
I he proposed \11\1() Jiannel estimation scheme exploits the 
orthogonal properties ot'llic I ladamard matrix in order to. jointIN 
estimate the CIR bct%%cen each transmit and recei%e antenna. 
The orthogonal propertý is as follo%\sý 
C(v)C(v)T = v. 1 (12) 
), Nhere G(v) is the I ladaniard matrix %% ith order ofv and I is the 
identitý matrix. Note that C in ( 12) is a real matrix. If G is a 
complex matrix. then v becomes 2v and Hermitian transposition 
. H. replaces ' T. - Me pilot matriv S, in (II), is chosen such that 
the orthogonal propert% in ( 12) is satisfied. The criteria to choose 
the order, v, for the pilot matrix, is detennined such that: 
v= (2' )ý Af x (L + 1) 
%%here f is an integer that allo%%s ( 13) to be satisfied. 
B,, examining (7)-(] 1 ). it is possible to assign separate 
sequences of' pilot , ýrnbols to each transmit antenna. First. an 
arbitrarN I ladamard matrix is constructed based on the order v 
determined in (1 -3) for the possible % alues of' 
(. Next, the 
formulation ofthe pilot matrix Sj. is obtained directlý front this 
Iladamard matrix according to the number oftransmit antennas 
Of) and the number ol'paths (/. ý Ii in each CIR. Both parameters 
arc assumed to be kno%ýn a lwiori. Fach ro%ý ol'S1. corresponds 
to a chosen ro%% sequence of' the I ladarnard matrix. In general, 
anN non-repeated ro%%s can be chosen arbitrarý. I loý%e% er, in the 
case of the PalcN-Iladaniard construction. considered later, 
specific arrangements of roNks hme to be chosen in order to 
form the required Toeplitz structure. 
An example of the pilot matrix S1. (represented as real and 
imaginary matrices A and B) tbr the case of Mý2, (L+ I) =3 is 
shown beloA Mierc the order v is chosen to be 8: 
Si, =A+jB (14) 
where 
+S S +S -S +S -S +S S 
+S +S -S -S + +S S Tx I S 
-S +S -S -S +S +S +-S AýB= 
+S SSS 
+ si. S1 
+S , +S' ,, 
+S -S +S -S S -S +S Tx2 
+SSS+ S +S -S- SV 
I+ I 
'S; 
in this example, the partition in the middle divides the 
pilot matrix into upper and lower regions for transmit antennas 
TxI and Tx2 respectively. For each transmit antenna, the 
transmitted pilot symbols are sent from consecutive column 
vectors from left to right in the order shoxvn bN the arro%vs+ 
Thus, Sj. contains all pilot symbols to be sent during the 
channel estimation process such that each column %ector of( 11) 
is represented by the corresponding column vector of ( 14). The 
use of the pilot matrix S, thus allows a sequence of' pilot 
symbols to be serially transmitted firom each antenna that maN 
then be reconstructed at the receiver into the matrix forni sho%%n 
above and used to jointly estimate the CI Rs. 
3.2. Obtaining the estimate of the channel matrix 
By grouping the respective received vectors x with the 
interval p. %khere p= L+ I for the form ol'S, used in ( 14 ý. the 
estimate of the concatenated MIMO channel matrix, it ,,, can 
be obtained by applying the Hermitian of SI. to the 
corresponding X(k,, ) as l'ollo%%s: 
III,. % Iý T2 
i ). ý 
ý 
X(W). S, 
) 
where S2 is the energy per pilot symbol (. )H is the liennitian 
operation. Each individual estimated CIR obtained by (15) as 
is subsequently used in the MIMo 
equalisation process ol'the OSIC receiver. 
it is worth noting that due to the embedded orthogonal 
structure, the fiormulation of' the pilot matrix Sj. provides the 
means to concurrently segregate and resolve the composition of' 
the multiple received signals, not only in terms of' each 
transmitted pilot sequence %vith their respective transmit 
antenna, but also the individual (/. +I) multipaths 
in each CIRs. 
Hence. the problems of IS] and ICI during the training of the 
channel can be dealt directly by the use of'pilot matrix S1. and 
the received signal matrix X(V) through ( 15). The key here is 
the ability to extract the useful orthogonal information carried 
by the received signals corresponding to the pilot sequences 
sent by each antenna in order to carrý out the MIMO channel 
estimation. 
3.3. Minimising the number of transmitted pilot symbols 
11 is important to ensure the proper grouping of' the 
received training vector. X(k') in (9). at the correct 'p' 
interval, 
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and the proper assignment of the pilot symbols in S1, across all 
the transmit antenna in order to jointly estimate all the Cl Rs in 
the MIMO frequency selective channel. In this section, %%e 
demonstrate the use of' Paley 's construction of the I ladaniard 
matrix [ 10] to reduce the length of' the transmitted sequence of' 
pilot s%mbols. This is achieved hv reducing the interval 1) to I 
such tiiat the consecutive received training %ectors. %. can be 
grouped together as W), as expressed in (5) (except for the last 
column vector). Such a pilot matrix requires the Foeplitz 
structure. while maintaining the orthogonal property in ( 12). 
This requirement is fulfilled by the Iladamard matrix based on 
PaIcN's construction [101 %%hich combines the orthogonal 
structure and the Toeplitz structure together. I lo%%ever, this also 
requires the ficirmation of the pilot matrix. S1 to be altered in 
order to fulfil (5) %%hich subsequentlý leads to the alteration in 
the corresponding sjtAk) to s1, tAk+1- I ). The order v used for the 
construction of the PaleN -1 ladamard matrix and the pilot matrix 
formulation is also different for the proposed MIMO channel 
estimation scheme and is outlined below 
First, a PaleN -Hadamard matrix of' order v is chosen such 
that v is divisible bN 4. (v-1 ) is prime and %khereý 
v If > (L + 1) 
An example of the Paleý-Haclarnarcl matrix for %, -8 is shown below: 
+ + S I s- ,tA ts 
-S -S -S +S s +S +S +S 
+S -s -s -S +S -S +S +S 
-+S 
+s -S -s -s +S -S +S 
s +S +S -S -S :s +S s + 
+S -S +S +s -S s s +s 
s +S -S +s +S -S 
: 
S +S 
S- 
--S- -+S- -+S 
+S - s +, V 
Next, consider the same example %% here k/2 and (L +I)-3 
Any three consecuti%c ro%%s firom this matrix, except the first, 
can be chosen to comprise the sequence of' pilot sýnihols for 
each transmit antenna. In this example, ro%ks 2 to 7 are selected 
to form the dillýcrent pilot matrix S, as compared to the one in 
(14). but %%ith thesame matrix dimension Hie locpht/ s1ructure 
means that sýnibols arc repeated in such a fivshion that lc%%Cr 
sý, rnbols. in the correct order. niaN he transmitted %%Iulst (12) 
remains satisfied. In this example. the 12 sN robols, %,, (a) tos (1), for each transmit antenna as chosen firorn (i 7), are shaded below 
S)I Si,, S,,, S, 
s/ (c) s, (d) s/ (e) I s, s, (g) I s, s, (1) 1s 
Fs, (a; l,, ihi , Jý 
Ii 
'AA1, 
IS2(C)IS2(d)IS2(e) s2(1) S, V 
.2 
s S, 
ýSAýb) 
,, (c) s., 
12 Sl- S-1 
7s a) 
sl(c) sl(d) sl(e) sl(/) S, (g) S, (h) S, (1) SIM 
sI (b) s, M 
sl(a) s, (c S, Q) 
SAC) S2(d) s2(e) S2 (1) S., (2) S2 (h) Ls, (1) Ls., (I 
S2(b) (d) (C) 
. 
s., (. /) ,., (K) is (h) F%., (7k) (a) 0) It ) S, (d) s (c) s h 
Fs--l 7(j) 
The 12 symbols are sequentially sent from each transmit antenna 
and the respective received signal %ector % are to be carclulk 
m 
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grouped such that the time gap in between these vectors x is 
minimised with p=l where consecutive received signal vectors 
can be utilised. Only the last column vector of X(k') has to be 
taken at (L+I) interval later that corresponds to s, m (k+ 7) with 
the transmit symbols sO) to s, (ý shown in the example case 
above. Hence, the minimum number of pilot symbols that must 
be transmitted has been reduced from M(vL) (required by the 
previous pilot matrix SI. - in (14)), to M(v+2L) from the shaded 
symbols above, with no reduction in performance. Again, the 
key is to extract these useful orthogonal information carried by 
the pilot received signals in order to carry out the MIMO 
channel estimation with the optimum number of pilot symbols. 
To improve the channel estimation accuracy, v may be 
increased. This will be discussed in the next Section. 
4. RESULTS AND DISCUSSION 
The performance of the proposed MIMO channel estimator for 
an uncoded space-time system is shown in figure I using the 
mean square error (MSE) (which is the mean Frobenius norm 
squared error of the channel estimate) as the performance 
metric. The mean Frobenius norm squared error is a scalar 
measurement of the proposed MIMO channel estimator's 
performance, which can be obtained as follows: 
First, the error matrix of the MIMO channel estimation, eH is 
obtained by taking the estimated concatenated MIMO channel 
matrix H,, and subtracted from the actual concatenated 
MIMO channel matrix HII, and is expressed as follows: 
eH =H IIM -H lýM (18) 
Subsequently, the mean Frobenius norm squared error of eH can 
be obtained as: 
2 )= I 
FN A4x(/, +]) ýJjeH 
(M x (L + 1) x N) 
ý2: 2: 1 "j 12 
,-I J-1 
where c, is the matrix element of eH. and Ef. ) is the expectation 
operator. 
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5 10 15 
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Figure 1: The channel estimate MSE versus mean SNR for 
different pilot matrix order, v. M=2, N=3 and (L+l)=3. 
In figure 1, the MSE is plotted against mean SNR for 
increasing matrix order, v, for a layered space-time system with 
Alf=2, N=3 and (L+1)=3. The minimum number of pilot symbols 
that may be transmitted in this case is 12, corresponding to v--8. 
Results for pilot matrix orders v= 12,20,24 and 32 are shown in 
the figure. The corresponding number of pilot symbols sent per 
transmit antenna is also stated. Increasing & matrix order 
increases the number of pilot symbols transmitted and reduces 
the MSE, thereby improving the performance of the channel 
estimator. The results demonstrate the consistency of the channel 
estimation performance and the trade-off between the length of 
the sequence of pilot symbols and the channel estimation error. 
ic, 
10' 
Estimated case, v=20 for (20) 
Estimated case, V=32 for (2x3) 
Perfect Channel case for (N3) 
Estimated case, v=20 for (3x5) 
Estimated case, v=32 for (3)(5) 
Perfect Channel case for (3)(5) 
104 
10' 
Mean SNR(dB) 
Figure 2: The bit error probability versus SNR for system 
configurations (2x3) and (3x5) using perfect channel estimates 
and estimated channels for different pilot matrix order, v, 
where (L+ 1) - 3, Kf-5 and Kh=3. 
The impact of the channel estimation error on the bit error 
probability, Pe, performance of an OSIC layered space-time 
receiver was investigated for a system comprising Kf 
feedforward and Kb feedback taps in the partially connected 
version of the MIMO equaliser from [5]. Figure 2 compares the 
performance of the proposed channel estimation scheme with the 
case where perfect channel estimates are assumed. Pe versus 
SNR for system configurations (2x3) and (3x5) is shown for 
pilot matrix orders of v-20 and 1-32. The proposed channel 
estimation scheme results in a small degradation in the bit error 
probability performance as compared to the case where perfect 
channel estimation is assumed. 
It can also be observed that for higher orders of v the results 
are much closer to the perfect channel estimate case. This result 
confirms the trend seen in figure 1, where the performance is 
improved by increasing the number of pilot symbols sent during 
the channel estimation process. It is worih noting that the 
decision- feedback equaliser (DFE) structure of the MIMO 
equaliser in the OSIC layered space-time system means that 
error propagation is likely to have a disproportionate impact on 
the bit error performance despite the accuracy of the channel 
estimation process. 
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5. CONCLUSIONS 
A novel MIMO channel estimation scheme has been proposed 
for uncoded layered space-time systems operating in frequency 
selective fading channels. The Hadarnard matrix has been used 
to construct sequences of pilot symbols that are transmitted 
from the multiple antennas of the MIMO system. By choosing a 
sequence that exploits the Toeplitz structure of the Paley- 
Hadamard matrix the number of pilot symbols may be 
significantly reduced with no impact on the performance of the 
channel estimation scheme. Results for the bit error probability 
of an OSIC MIMO-DFE layered space-time system 
demonstrate a slight reduction in performance due to channel 
estimation errors as compared to the case where perfect channel 
estimates are assumed. These results have application to the 
practical design of space-time systems for high-capacity 
wireless data transmission over frequency selective channels. 
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NON-LINEAR DETECTION FOR SPACE-TIME SYSTEMS USING ORTHOGONAL 
TRIANGULARIZATION BY QR DECOMPOSITION 
MF Siyau, P Nobles, RF Ormondroyd 
Abstract 
A new non-linear symbol detection algorithm is proposed that uses an orthogonal triangularization method to reduce the 
complexity of the detection process. First, the optimum symbol detection order is obtained based on the post-detection 
SNR, using criteria such as zero-forcing or minimum mean square error, as in V-BLAST. This order is then used to 
rearrange the columns of the channel matrix. The new algorithm then applies QR decomposition to this rearranged 
channel matrix. The resulting triangular properties allow the sequence of symbols to be recovered by simple backward 
substitution with symbol cancellation. The proposed method equals the performance of V-BLAST. Results are presented 
for various system configurations that demonstrate the importance of rearranging the channel matrix using the proposed 
method as compared to random ordering. 
Introduction 
Space-time communication techniques promise significant increases in the capacity of wireless systems that operate in 
rich scattering environments [I]. NUMO systems, such as V-BLAST [2], employ multiple antennas at both the transmitter 
and receiver to exploit multipath diversity. Recently, there have been a number of developments to the V-BLAST 
method. In [3], an efficient square-root algorithm for the nulling and cancellation step has been proposed to reduce the 
computational complexity. In [4], a new decoding algorithm based on the joint maximum likelihood and decision 
feedback equalization method for V-BLAST has been proposed for performing symbol detection. Both [3] and [41 
partiaNy adopt the concept of QR decomposition for the space-time channel matrix. In [5], a low complexity V-BLAST 
architecture is proposed where Grain-Schmitt Orthogonalization (GSO) is applied to the channel matrix in order to find 
the weights. Here, we present a simpler concept for the non-linear space-time symbol detection using orthogonal 
triangularization structure achieved by QR decomposition. 
Space-Time Model and Detection Algorithm 
In the space-time model of Fig. 1, there are Mparallel transmitters and N parallel receivers. The incoming data stream A 
is split into M parallel streams of symbols mapped to the chosen modulation scheme. They are then transmitted 
simultaneously as the column vector a= [a,, a,, --., a, ]' into the space-time channel H with the matrix dimension 
(NxAl). The power radiated by each transmitter is proportional to IIM in order to maintain a constant total transmit 
power as the number of transmitting antennas changes. We assume a Rayleigh flat-fading channel model. 'I'lle elements 
of the received signal vector r= [r,, r ..... r, 
T are the distorted versions of the transmitted symbols at each receiving 
antenna, where: 
r=Ha+n 
U-tx. antennas N-rx. antennas 
ar ------- I 
di 
A_> S 
aj rz H2w 7- -L D d2 
rN 
am 
Fig. 1: Space-time communication system model with symbol detection block. 
(1) 
Communication and Wireless Networks Group, Cranfield University, Royal Military College of Science, Shrivenham, 
Swindon, SN6 8LA, UK. Tel: +44 1793 785722, email: v. siyau@rmes. cranfield. ac. uk 
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Here, n is the i. i. d. additive white Gaussian noise vector. The received signal vector is processed by weighting each 
element of r with the elements of the weighting matrix, W. The weights, wj in W are obtained according to one of two 
possible criteria: Zero-Forcing (ZF) or Minimum Mean Square Error (MMSE) [6]. The weighted signals arc combined to 
form Z= [ZI, Z2, **' -ZM 
]T. Each element in vector Z can be expressed as: 
X 
0) ri 
j=I 
Using the zero forcing criterion as an example, estimates of the symbol vector, h=p1M ]T are recovered by 
applying the inverse of H to, r, assuming that the fading coefficients in 11 are perfectly known by the receiver and each 
element in the received vector r is totally uncorrelated. The process is represented as follows: 
W=H+ (3a) 
Z=Wr (3h) 
i= D(Z) (3c) 
where D is the 'slicing' operator that decides upon the symbol estimate, according to the decision threshold for the 
modulation scheme employed. The + sign denotes the pseudo-inverse operation and is applied for the case when N Z: M. 
In practice, the channel coefficients must be estimated by some method [7]. 
V-BLUTNonfinear Detection and Symbol Cancellation 
The symbol detection algorithm of (3) is a linear process where all symbols in the transmitted vector a can be resolved 
simultaneously, assuming perfect symbol synchronization. However, superior performance can be obtained if nonlinear 
detection methods, such as symbol cancellation, are used. Tbe nonlinear detection method resolves each symbol by 
treating the already-detected symbol components of vector a as symbol interference and they are subsequently 
eliminated from the received signal vector r one at a time [2]. The V-BLAST process can be separated into two parts; 
namely a) the optimum ordering process and b) the symbol detection process, as follows: 
a) The optimum ordering process: 
Initializa tion 
i +- I (4a) 
G, H+ (4b) 
V, arg min 11 (GI)j 
112 (4c) 
Recursion 
Gj+j = 
I Z(H), (4d) 
Vi+i = arg min 
I (G, +I)j 
11 2 (4e) 
ji! (Vl ... vi) 
1 4-- i+l (4f) 
b) Ile symbol detection process: 
Initialization 
i <-- I (5a) 
Recursion 
w,, = (G, ),, (5b) 
= D(WTr) (5c) 
r,., = (5d) 
i +-- (5e) 
where vj is the order in which the subsequent symbol detection will be carried out and is determined by the post-detection 
SNP, as described in [2]. The 'T operator in (4d) sets the respective column of 11 to zero according to the value of 'vj'. 
The same 'D' operator from (3c) is used in (5c). The values of the matrix G are stored following each iteration of the 
ordering process and may subsequently be used in the symbol detection process. On completion of the optimum detection 
ordering process (4a)-(4fi, the detection ordering set is obtained and written as: 
91 VBLAST ý 
(VI 
9 V2, *'', VM 
) 
The order in (6) may be obtained by other methods that avoid the pseudo-inverse process [3]. In this paper, we assume 
that we have been able to obtain the optimum ordering and the paper concentrates on the symbol detection process 
described in the next section. 
Nonlinear QR Detection Algorithm 
The method makes use of the orthogonal triangularization process [8,9] to resolve each symbol iteratively by symbol 
cancelWiorL First, the order obtained in (6) is used to rearrange the columns of the channel matrix. The algorithm then 
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applies QR decomposition to this rearranged channel matrix, The resulting triangular properties allow the sequence 
of transmitted symbols to be recovered by simple backward substitution with cancellation. It is important. therefore, that 
the best estimates of the symbols are used first. The process is described in the following section. 
Channel Matrix Rearrangement 
The ordering set obtained ky the ordering process can be expressed as: 
ýjl ýý Sl - S2 - "' - SAI 
ý (7) 
This is simply a restatement of (6) for the general case. Once the ordering is obtained. the rearrangement from H to H-. 
can be accomplished by rearranging columns using the following procedure: 
Initializa lion 
i <- I (8a) 
b +- Al (8b) 
Recursion 
(H),, (8c) 
t+l (8d) 
b +- b-I (8e) 
The nomenclature of equation (8c) implies that the s, h column of H is selected and replaces the bh column of H., for all 
M columns. 
Orthogonal Triangularization by QR decomposition 
The reordered channel matrix, H_ can be decomposed into the orthonormal matrix. Q.,,. and upper triangular matrix, 
R,,,,, as follows: 
Q, 
- 
[R 
0 
where 0 is the zero matrix. To illustrate the method adopted we assume the noise free condition. Hence. from (1). the 
received vector can be written as: 
]a_ 
A property of an orthogonal matrix is that Q' =Q' and QTQ =I, therefore, (10) can be re-written as follows: 
r=x 
T 
where x denotes the 'orthogonal i zed' receive vector and its elements q, can be expressed as: x= 
[qj, q2 qN 
]. 
Estimates of the symbol elements of vector a are then recovered by a non-linear process that includes backward 
substitution into the upper triangular matrix R,.,, in (11) with symbol cancellation. 
Nonlinear QR Symbol Detection Process 
Having rearranged H to give H. - we now apply QR decomposition to obtain Q., and R, _. At the receiver. the symbol 
elements in the original transmitted vector a are ýrearranged' so that the received vector r remains the same. Thýe It,. 
obtained from H_ can be expressed as: 
R, R2 ... Rtj 
yl I Y12 y1m 
0 r22 ... Y2Af 
0 
0 ... 0 7AM 
where R, is the ih column vector in R., and y_ are the elements in R_,,. The rearrangement of the columns of H is 
determined by the detection ordering set, IJR, such that the first element of !R corresponds to the last column of H., etc. 
A. 3 
For example, in a (3x3) system, if !R= ý2.13), then His rearranged such that H_ = [H3, H,, H21 where H, denotes the 
columns of H. Once the 'orthogonal ized' receive vector, x, in (11) is obtained, the symbol estimates of the transmit 
vector, k, = 163 1 
61 
1 
ý2 ]T , can 
be detected by either backward substitution, which is equivalent to linear detection, or the 
following non-linear approach with symbol cancellation. It is worth noting that QR decomposition applied to H.. is only 
carried out once and the columns of R.,, are used in the following algorithm: 
Initializa tion 
j <- Al (13a) 
k=I (13b) 
Recursion 
A 
D 
(qj ) 
(13c) 
Xk*l xA -Li, R, (13d) 
j j-1 (I 3e) 
kk+I (13f) 
where 'D' is the same decision operator mentioned in (3c). T is the recursion index. It can be noticed that (13c) resolves 
each symbol estimate sequentially in a backward manner and (13d) performs the symbol cancellation of the already 
detected component a, from the orthogonalized received vector x. 
Methods ofperforming QR decomposition 
The QR decomposition can be performed by several methods as mentioned in [10]. For the results presented in this 
paper, the QR decomposition used Householder's method since it is numerically more stable than the Gram-Schmidt 
Orthogonal ization (GSO) process [8]. The number of computational 'flops' required is also less for the Householder QR 
factorization as compared to the classical or modified GSO method [8], 
Results and Discussion 
The performance results of the space-time system were obtained by computer simulation using the proposed QR 
detection algorithm for both linear and nonlinear detection algorithms. It is assumed that the channel is time varying. 
However, the fading coefficients are assumed to be relatively constant over a 'block' of symbols and change prior to the 
next 'block. For the results described in this paper, a 'block' comprises 100 vectors, a, where each vector comprises M 
QPSK symbols. Perfect channel estimation is also assumed. 
Fig. 2 shows the bit error probability performance of the space-time system for both linear and nonlinear QR detection 
algorithms using either the ZF or MMSE criterion for two example systems with configuration of (3x3) and (6x4). It is 
shown in Fig. 2 that the (6x4) system has better performance than the (3x3) system in all cases. This is due to the fact 
that higher multipath diversity is achieved by the multi-antenna arrangement. The result of non-linear detection is 
equivalent to the performance of V-BLAST. 
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Fig. 2. System performance for the (6x4) & (3x3) system configuration 
for both linear and nonlinear QR detection using either ZF or MMSE criteria 
A. 3 
It can also be observed that the nonlinear detection process performs better than the linear detection process for both 
systems due to the optimum ordering process and symbol cancellation technique used in the detection algorithm. 
In Fig. 3, we demonstrate the importance of the rearranging the channel matrix H into H., for the non-linear QRMMSE 
algorithm. The bit error probability is considerably reduced when the correct order is chosen. 
10' 
ca 
(W) system vAthout H 
new 
(W) system voth H 
new 
(6x4) system vothout Hnew 
(6x4) system voth H new 
1-6 
10 15 20 25 30 
Mean SNR (dB) 
Fig. 3. System performance using nonlinear QRMMSE detection a) with the rearranged channel matrix H,, & 
b) without the rearranged channel matrix H, _ for the (3x3) & (6A) system. 
Conclusions 
In this paper, the nonlinear QR symbol detection algorithm has been successfully implemented for the space-time system 
in the flat-fading Rayleigh environment. It is found that the proposed method equals the performance of V-BLAST. The 
paper has also shown the importance of obtaining the correct symbol detection order. 
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Abstract 
Space-time communication techniques promise significant 
increases in the capacity of wireless systems that operate in 
rich scattering environments. However, exploitation of this 
type of environment requires accurate channel estimation. A 
novel uncoded space-time system that applies the concept of 
the recursive least squares algorithm to an adaptive spatial 
multi-element array structure is proposed for realizing channel 
estimation in a space-time system. The bit-error probability 
performance of this multi-element array recursive least 
squares (MEA-RLS) algorithm is investigated for different 
configura-tions of multiple transmitting and receiving 
antennas. Both linear and non-linear symbol detection 
methods are used and in each case, zero-forcing and minimum 
mean square error criteria are considered to evaluate the 
results. These results are compared with the case where 
perfect channel estimates are assumed. 
Key words 
Space-time system, channel estimation, MEA-RLS 
1. Introduction 
The multi-layered space-time architecture for wireless 
communication is of increasing interest due to the need for 
higher data rates to support future generation personal wireless 
multimedia systems. Space-time techniques promise to 
provide a very high capacity compared with conventional 
wireless communication systems by exploiting the multipath 
diversity between multiple antennas at the transmitter and 
receiver [1-4]. This capacity improvement relies upon the 
spatial diversity brought about by a rich scattering 
environment, but it requires accurate channel estimation. So 
far, the issue of channel estimation has received little 
attention, despite being critical to the performance of space- 
time systems. In most papers. perfect knowledge of the 
channel is assumed [3,5,61 without further discussion of the 
effects that imperfect channel estimation has on system 
performance, However, general issues concerning channel 
estimation techniques for space-time systems are described in 
[7]. 
Space-time systems require accurate knowledge of the channel 
between multiple transmitting and receiving antennas in order 
to maximize the multipath diversity. Consequently, accurate 
channel estimation is vital. Recent work in the area of channel 
estimation for coded space-time systems has been carried out 
in [8-111 for different types of space-time system. The authors 
in [8] examine the impact of three types of channel estimator 
on data detection for reduced rank channels and show that 
although the maximum likelihood detector provides the best 
channel estimate, the overall bit error rate using this method is 
worse than if sub-space methods had been used. The use of 
joint channel estimation and data detection for the case of 
coded space-time systems is examined in [9-111. In [91 
particularly, the channel is subjected to fast fading and the 
authors apply the sub-optimal iterative receiver based on the 
expectation-maximization (EM) algorithm to estimate the 
channel for various space-time schemes. The EM algorithm is 
also used in [101 for channel estimation in conjunction with 
the hidden Markov model (HMM) method for symbol 
detection. However, the method proposed in [10] relies 
specifically on the knowledge of the coding scheme. In [I I], 
decision feedback is used iteratively together with coded 
information in the training sequence to estimate the channel 
state information. In this paper, however, the effect of channel 
estimation for uncoded space-time systems is considered. A 
simple space-time array structure based on the recursive least- 
squares (RLS) algorithm is used that does not employ any 
special space-time codes. Therefore, the channel estimation 
process is achieved with less complexity. 
The RLS algorithm [12-14] may be used to perform channel 
estimation with a reasonably fast convergence rate. 
Traditionally, the algorithm is implemented using an adaptive 
transversal structure for the single-input single-output (SISO) 
channel. In this paper, we develop a novel space-time system 
that applies the concept of the RLS algorithm to a multi- 
element array (MEA) structure in order to estimate the fading 
coefficients between A4-transmitting antennas and N-receiving 
antennas for the multiple-input multiple-output (MIMO) 
channel. This MEA-RLS channel estimation algorithm makes 
use of a sequence of'training vectors' to estimate the channel 
characteristics during a burst period. Following the training 
sequence, data is sent and it is assumed that the channel 
characteristics remain unchanged until the next training 
sequence is sent. One of the aims of this paper is to compare 
the performance of a space-time system using the MEA-RLS 
channel estimation algorithm with a system where the channel 
is assumed to be known perfectly Section 2 describes the 
space-time system model and different symbol detection 
algorithms for linear and non-linear methods. Section 3 
presents the MEA-RLS channel estimation algorithm, Results 
and discussions of the performance of different system 
configurations using MEA-RLS channel estimation, compared 
to the ideal channel case, are given in Section 4 Conclusions 
are presented in Section 5. 
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2. System Model %% here I is a chi-squared z' variate. Relcrring to Fig 
1ý ig I shows the architecture for the space-time 
communication sý stem used in this paper. The system consists 
of M parallel transmitting antennas and N parallel receiving 
antennas operating in a co-channel bandwidth. The system 
configuration is defined in terms of an (VxA/1) matrix. The 
incoming data stream, S, is split into Al-parallel sub-streams 
and these are mapped into a vector of symbols 
a= [al, a2, . al, 1 
IT according to the QPSK modulation 
scheme. The symbol vector is transmitted over a Rayleigh flat- 
lading channel, H, with matrix dimension (NxAf), where the 
signals are distorted and superimposed at each receiving 
antenna. The received signal vector, r IT , can 
be represented by: 
r= tia+n (1) 
where n is the i. i d. additive white Gaussian noise (AWGN) 
vector. Note that all elements in the above matrix and vectors 
are complex. It is assumed that the total power radiated by 
each transmitter antenna element is proportional to 11M in 
order to provide a constant power to the receiver as the 
number of transmitter antenna elements changes [3,151 In 
common with others, the free space loss of the channel is 
normalized to unity and each sub-stream is pre-multiplied with 
a factor of . where p is the expected signal to noise 
ratio at the receiver. 
For the typical space-time system, the (NxM) channel matrix, 
Ii, can be represented as H- [u, U2 -U11 
1. where the i"' 
vector element. u, ýJhj, h,,. .. hN, 
]T specifies the complex 
fading coefficients from the i"' transmitting antenna element to 
the Nreceiving antenna elements in the space-time system and 
h, is the individual fading coefficient between the 01' 
transmitting antenna element and 
_j"' 
receiving antenna 
element. All coefficients of the channel matrix are assumed to 
be uncorrelated with zero mean and unit variance [16,171. 'rhe 
elements ofthe channel matrix can be represented by random 
complex components whose real and imaginary parts are 
normally distributed. 
h-Normal(0,1/V2)-ý i, Non-nal(0,1/ý2) (2) 
the rcceiNed signal vector is processed by weighting each 
element ot'r\,, jth the %ectorelernent ol'the weighting matrix. 
NN', where perfect symbol synchronization is assumed. The 
"eights in W are obtained according to one of' two possible 
criteria: Zero-Forcing (ZF) or Minimum Mean Square Error 
(MMSE) [3,18]. The weighted signals are combined to form 
Y- ["I 
-Y2 ' _ýV, A 
JT and then qUantiscd according to the 
QPSK decision threshold in order to vicid the estimates of the 
transmitted symbols, j. Each element in vector Y can be 
expressed asý 
Yi - ", I rl ý "12tý + '' *+ 
where i is in range I to 11 Fhe quantization process is 
denoted as Q( )inFq,, I 
2.1. Symbol Detection Algorithms 
Fhe weighting matrix, IN', is obtained from the channel matrix, 
11, using either the ZF or MMSF criterion, as shoNýn in (4) and 
(5) respectiNeIN 
a) /F 
%N'/, ýII,, 
ý71 - Q(NN'// r) 
b) MMSF B [w, W2 '' Wlf 
w, l - R., 
I A/ for I<d 
=BH 
where ' denotes the Moore-Penrose pseudo-imerse 1191 and 
the subscript H is the Hermitian operator An alternative way 
to achieve the pseudo-inverse is by the method of singular 
value decomposition 1201. The pseudo-inverse method is used 
when the channel matrix is not square (i. e. Vý M) although it 
can still be applied to the case where (N W), The 
corresponding symbol estimates, d, flor each criterion can then 
be obtained, as shown above. In (5). R.. ' is the inverse ofthe 
covariance matrix of the channel vector fading coefficients 
and u, j is the 
. W-transmitting antennas N-receiving antennas 
S2 SýPI I"-- Q CI yw 
Irr, 
7- 
1 
'72 
Sl'( Seii,, iltt)['zir: illel(oti%etsioti 
A 
------------ 
Weights adaptation 
process for the k" MEA RLS Algonthin ilý - Y4 
training %ector 
IF -,, I It on'll., 
-------------- -------------------------------------- 
higuie-1 Space-time communication system incorporating the MEA-RL. S channel estimation block 
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desired fading vector for the d"' transmitting element R., 
can be resolved from the received signal vector r, assuming 
the transmitted symbols and each propagation vector u in 
channel rnatrix 11 are uncorrelated. It can be written as 
T+o, 21 
, where a2 
is variance of the noise and I R_ - ujud 
is the identity matrix. Note that the vector elements of Wqý/. 
are obtained by Wiener solution [ 12], 
2.2. Linear and Non-linear Detection 
The ZF and MMSF algorithms may be implemented using 
linear or non-imear methods. For the linear method, the 
detection process is accomplished in a single-step for all 
symbols arriving at the receiver at a particular time, whereas 
the non-linear method solves for each received symbol in an 
iterative manner using symbol interference cancellation [3], 
The linear detection method resolves all symbols 
simultaneously and (4) and (5) can be applied clirecllý 
However, non-linear detection resolves each symbol by 
treating the a] ready -detected symbol components of vector a 
as symbol interference and they are subsequently eliminated 
from the received signal vector r one at a time, according to 
the optimum detection ordering process [3]. 
3. MEA-RLS Channel Estimation 
was determined on the basis of mmunizing the mean absolute 
squared error of the channel estimate This was further 
reinforced by checking the impact of the number of training 
vectors on the bit error probability This is described in greater 
detail in Section 4. 
Referring to Fig. 1, for the ideal channel, the expected vector 
response of the channel estimator to the Wh training vector is 
dk In fading conditions, the actual vector response of the 
combiner output is yk . 
The error vector, e4 , between the 
actual and expected vector responses is. 
k-dk-Yk 
This error vector is the innovation needed for correcting and 
updating veights during the training process using the MI: A- 
RLS channel estimation algorithm The process is as lolloAs 
For convenience, let e'k represent the pseudo-inverse of the 
estimated channel matrix if after the k'h training vector and 
Pý RrrI During training, the weights of Ck from the MIA- 
RLS algorithm are updated by applying the adaptation tormula 
in the follo" ing procedure 
Equations (4) and (5) assume that the channel matrix is known 
perfectly In practice, the channel matrix must be estimated 
using noisy measurements and this invariablý worsens the 
symbol estimates. In this paper, the channel estimation process 
is carried out prior to symbol detection and the estimated 
channel matrix. H, is used for the symbol recovery process in 
conjunction with the symbol detection criterion chosen. 
Consequently, replaces H in (4) and u,, is replaced by 
Ud ý 
kid, ý'-d ýAd IT in (5) together with a corresponding 
change to R_ 
In this paper, the channel is estimated using the MFA-RI. S 
adaptation process It is implemented using a training 
sequence known a priori to the receiver The training 
sequence Is actuall transmitted as a sequence of' vectors, 
dh = 
[q, k, qkqk 
IT 
with element, qk , of' the training 
vector representing the 
0' training symbol transmitted bý the 
ith transmitter element. It is assumed that the channel is time 
varying Ho"cver, the Cading coefficients are assumed to be 
constant over a block of' symbols The block of' s) inbols 
comprise the training sequence ("here the M[. A-RI. S 
estimation process is carried out) followed by the data The 
channel coefl-icients are then assumed to change prior to the 
next block. Once the MEA-RLS algorithm has been used to 
estimate the channel coefficients, the process is then switched 
to actual data detection using the estimates of' A that are ý a] id 
l'or that block. 
The choice ofthe number of training vectors is important Too 
little training will result in poor bit error probability 
pertlormance due to poor channel estimates, whereas too much 
training may result in an unnecessarily costly overhead and 
reduced efficiency in the overall utilization of' the bandwidth 
In this paper. the number of training vectors used per block 
9kpAIk (7) 
+ 
(rk )M 
pk 'r k] 
&Iý (^*k eAýk 
)" 
pA 
[pA 
I_ 
'VA 
(r' )H 
,AI 
R_ is the cmariaricc matrix of' the rccei%ed signal vector, r, 
9k is the gain vector at the k'h training vector that determines 
the contribution of the error vector, e4 , in the update of 
0 
to 0" The superscript 
m denotes the Hermitian operation, 
the ' operator is the pseudo- i n% erse and y is the forgetting 
factor 
The MI: A-RI, S algorithm is first initialized by setting all the 
elements of'( ., - [ill il, 611 
T to 0 and setting the m% erse of' 
the coýariance matrix of' received signal vcctor, P to the 
identitN matrix, I The algorithm is then carried out in a 
rcCUrsi%e manner 1rom equation (0) to (9) for each training 
% ector in the sequence until the end of' the training -sequence 
Fhis method results in t'aster convergence ol'the estimator and 
the actual matrix m%ersion process is avoided by this recursi%e 
solution 1121 Finallý, the estimated channel matrix is obtained 
%Nlien the final training \cctor k-K has been received 
() ((U) 
I lie estimated channel matrix A consists of' estimates of' the 
t'ading vector 6, related as A- 16, Aý, 64,1 Note that during 
the inwrsion process, the colurrin Nectors of' 11 correspond to 
A. 4 
the row vectors of (, RI, t2, EMjT :: ý [jj 62 fim]. After 
the channel estimation process, is used in equations (4) and 
(5) for symbol detection. 
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Figure-2: System performance for a (6x4) system using a 
perfect channel estimate with various combinations of 
symbol detection algorithm 
A measure of the effectiveness of the MEA-RLS algorithm is 
2 
contained in the absolute error squared, If 
I 
at each step, k, 
of the training sequence, where Ek = qk _ Ylk is the error in 
the response ofthe i'h transmitting element for the k1h training 
kk JT symbol and ek[E 'Ck'... 'CM 
In the interests of clarity, in 12 
the results that follow, the mean absolute square error, 
I A' 
Ck 
12 
, 
is shown rather than plotting each curve of 
M, 
I k12 C1 individually. 
4. Results and Discussions 
The performance of the MEA-RLS channel estimation 
algorithm in the uncoded space-time system of Fig. I was 
obtained by computer simulation. For the results described in 
this paper, the block comprises 125xM symbols (i. e. 125 
vectors of length M. Within each block, 25 training vectors of 
length M symbols are used for training the MEA-RLS channel 
estimation algorithm and the remaining IOOxM symbols are 
the actual data. The Justification for the choice of training 
sequence length will be given in the results. The forgetting 
factor y is nominally set to 0.98. In the results that follow, the 
effect of y is not examined explicitly, however, results have 
been obtained for a wide range of y. 
Fig. 2 shows the bit error probability performance of ZF and 
MMSE algorithms for both linear and non-linear detection for 
an example system where there are 6 receiving elements and 4 
transmitting elements (i. e. a (6x4) configuration). In this 
figure, perfect channel estimation is assumed. The lower and 
upper bounding curves ofthis figure represea a) the additive 
white Gaussian noise (AWGN) case and b) the conventional 
SISO Rayleigh fading channel case. These two cases define 
the best and the worst channel scenarios respectively. 
Two observations are drawn from the results in Fig. 2. First, it 
can be seen that, irrespective of whether linear or non-linear 
detection is used, the MMSE algorithms achieve a lower bit 
error probability than the ZF algorithms. This is due, in part, 
to the noise enhancement process of the ZF algorithm near 
channel nulls and that the MMSF solution provides an 
optimum way of resolving the signal in a minimum mean 
square error sense by the Wiener solution. Second, the 
iterative non-linear symbol detection method performs better 
than the one-step linear detection method due to the optimum 
detection ordering process explained in [3] Note that non- 
linear detection reduces the required mean SNR to achieve a 
given bit error probability by several dB. Our results are 
consistent with those achieved for the space-time system 
described in [3,18]. 
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Figure-3: Convergence of the mean absolute square error 
ofthe MFA-RLS channel estimation algorithm with 
training for different mean SNRs for a (6x4) non-linear 
space-time system 
Fig. 3 illustrates the performance of the MEA-RLS channel 
estimator for mean SNRs from I OdB to 30dB in terms of the 
evolution of its mean absolute square error as training vectors 
are passed through the system. For a forgetting factor ofO. 98. 
the mean absolute square error falls to an error 'floor' within 
about 20-25 training vectors, depending on SNR. Using 
further training vectors achieves no further accuracy in the 
channel estimate. For a mean SNR of 30dB, the error 'floor' is 
A. 4 
about IX 10-3 V2 but this rises to about 3x 10-2 at a mean SNR 
of lOdB. These observations have been used to set the length 
of the training sequence at 25 vectors. Small variations in 
forgetting factor from the nominal value of 0.98 have been 
observed to have little effect on either the convergence or the 
error floor. The stability issues of using the RLS algorithm in 
general are discussed in [ 12-14] and Cioffii [2 1] has discussed 
the applicability of the RLS algorithm at high and low SNR 
situations. 
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Figure-4: System performance of various (NxA4) non- 
linear MMSE configurations for the case of (i) perfect 
channel estimation, (ii) estimated channel using the 
MEA-RLS algorithm. 
The error in the channel estimate after training has an impact 
on the probability of errors occurring in the data. This is 
shown in Fig. 4, where the bit error probability obtained for a 
perfect channel estimate is compared with that obtained using 
the MEA-RLS channel estimation algorithm. In this figure, the 
algorithm has been implemented for different transmitter (M 
and receiver (IV) configurations, where N ý! Al. Note that 
results are only shown for the case where non-linear MMSE 
detection is used as it has been ascertained from Fig. 2 that 
this configuration provides the best performance for the MEA- 
RLS system in a fading channel when perfect channel 
estimation is assumed. 
Over the range of values chosen for A4 and N, Fig. 4 shows 
that the (6x4) system gives the best performance followed 
subsequently by the (4x3) system and (3x3) system 
respectively. This is due to the fact that multipath diversity is 
achieved by the multi-element adaptive spatial array 
arrangement in coRjunction with the combining method. The 
higher the number of receiving elements relative to the 
number of transmitting elements, the better the channel 
diversity that may be achieved by the space-time system. The 
spatial -temporal array arrangement not only allows the system 
to effectively resolve the effect of multiple simultaneous 
transmissions between the transmitter and the receiver as the 
receiving element increases but also effectively allows the 
capacity in terms of data rates to be increased in proportion to 
the number of transmitting elements. 
The results show quite clearly that the MEA-RLS channel 
estimation algorithm results in only a small degradation in the 
bit error probability performance for all systems tested. 
However, a configuration such as the (6x4) system, which has 
a very good performance when the channel is perfectly 
estimated is degraded slightly more when the there are 
channel estimation errors than a configuration such as the 
(4x3) system. In this situation, the (6A) system is not able to 
exploit the diversity gain fully because of the channel 
estimation errors. 
5. Conclusions 
In this paper, the MEA-RLS channel estimation algorithm has 
been developed for use with an uncoded space-time 
communication system. The MEA-RLS algorithm exploits the 
temporal and spatial diversity of the MIMO channel to 
provide an implementation that uses a simple adaptive array 
structure. This structure is of significantly reduced complexity 
compared to decoders suggested for joint channel estimation 
and symbol detection for coded space-time systems. The 
performance of the MEA-RLS algorithm has been assessed in 
a flat-fading Rayleigh MIMO channel and it has been found to 
converge with very few training vectors in mean SNRs of 10- 
30dB. The paper has shown that when the MEA-RLS 
algorithm is used there is little degradation in the bit error 
probability compared with the assumption ofa perfect channel 
estimate. 
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Abstract -A novel fractionally-spaced MIMO channel estimation 
scheme is presented for the layered space-time system that 
operates in a time-varying, frequency selective, fading channel. 
The new method estimates delay-spreads of several symbols, 
where the spacing of the echo arrivals is within fractions of a 
symbol period. The new method uses pilot symbols to estimate the 
channel characteristics. These are generated from 2 Paley- 
Hadamard pilot symbol matrix whose orthogonal and Toeplitz- 
like structure is able to resolve interference as well as minimise 
the length of the pilot sequence. Results of the performance of the 
fractionally-spaced MIMO channel estimator in a layered space- 
time system are presented for different channel scenarios. 
I. INTRODUCTION 
Space-time techniques for multiple-input multiple-output (MIMO) 
wireless channels potentially offer significant increases in 
capacity compared with traditional wireless communication 
systems by exploiting the multipath diversity that exits between 
the multiple antennas at both the transmitter and receiver [1] in a 
scattering channel. Several approaches have been proposed. In 
particular, the Bell Laboratories layered space-time (BLAST) 
architecture has been presented for the narrowband flat-fading 
channel [2] and MIMO equalisation with interference cancellation 
examined for the wideband frequency selective channel [3][4]. 
in order to achieve the quoted capacity gains of MIMO 
systems, the multiple channel impulse responses (CIRs) and their 
fading coefficients must be known or estimated. Most MIMO 
channel estimation schemes have been limited to the narrowband 
flat-fading case or use coded space-time systems e. g. space-time 
block coded systems or MIMO-OFDM systems [5]-[7]. In [8], the 
authors have proposed a MIMO channel estimation scheme to 
cater for the frequency selective MIMO channel with the 
assumption that the principle echoes of the channel impulse are 
symbol spaced. In this paper, the work in [8] is extended to 
incorporate a novel fractionally-spaced MIMO channel estimator 
within the order-successive interference cancellation (OSIC) 
layered space-time receiver [3] that operates in a time-varying, 
frequency-selective fading environment. The new method 
estimates multipath delay-spreads of many symbols, where the 
spacing of the echo arrivals is within fractions of a symbol period. 
As a result, the layered space-time receiver is able to handle more 
realistic MIMO channel scenarios than those presented in [8]. 
transmit antenna, to jointly estimate the fading coefficients of the 
individual CIRs between the multiple transmit and receive 
antennas. This is in contrast to using a series of individual pilot 
symbols and an adaptive algorithm [9]. 
The pilot symbol sequences used for each transmit antenna are 
mutually orthogonal and are extracted from the Paley-Hadamard 
matrix [10], which is both orthogonal and Toeplitz-like. This has 
two benefits. First, by using orthogonal pilot sequences, the fading 
coefficients of all the individual CIRs between each transmit and 
receive antenna can be estimated jointly in a single operation and 
both the inter-symbol interference (ISI) and the co-channel 
interference (CCI) of the wideband N11MO signals can be resolved 
[8]. Secondly, by exploiting the Toeplitz-like structure of the 
Paley-Hadamard matrix, the number of training symbols can be 
reduced significantly, thus maximising the effective data 
throughput [8]. Ile key to the proposed MIMO channel estimator 
is the ability to extract the orthogonal information carried by the 
received signals corresponding to the pilot sequences sent by Suh 
transmitter. Details of the symbol-spaced NUMO channel 
estimator and the construction of the pilot matrix are given in [8]. 
Here, only the essential differences needed to explain the 
fractionally-spaced channel estimator are presented. 
111. FRACTIONALLY SPACED MIMO CHANNEL ESTIMATOR 
In the symbol-spaced channel estimator [81, the delay-spread is 
modelled by the taps of the FIR channel model where the spacing 
between the taps is -r and Ur is the symbol rate. However this 
does not represent a realistic channel model, where the main 
multipath echoes may arrive or be separated by less than a symbol 
period. For this case, a more representative channel model is 
required where the tap delays of the FIR filter are fractionally 
spaced with a delay, VC, where C is the over-sampling factor, 
which is generally an integer. This requires that an over-sampling 
process is used in both the channel estimator and the receiver that 
matches that used in the channel model. To do this, two important 
parameters must be known a priori: (i) the total span of the delay 
spread, 9, in terms of symbol periods within each CIR and (ii) the 
over-sampling rate, C, required to model the fractional delay 
paths. By defining these two parameters, the fractionally-spaced 
NUMO channel estimator can be obtained in tcrrns of an extension 
to the symbol-spaced NUMO channel estimator. 
11. BACKGROUND OF PROPOSED MIMO-CE Scimm A. Fractionally-spaced MIMO Channel Estimator Algorithm 
The NUMO channel estimation scheme presented in [8] uses a The basic space-time system and the MIMO channel model are 
pilot matrix, which consists of pilot symbols that are periodically outlined below, There are M transmit and N receive antennas 
transmitted in short blocks within frames of data from each where (Nx* signifies a particular MIMO system configuration. 
Ile fractionafly-spaced CIR from the mh transmit antenna to the 
n1h receive antenna can be defined as: 
hý. = 
[hl(O) 
... hcý. (0) ... h, 
',. (L) ... hc., (L)IT (1) 
where h, ',. (k) specifies the th sample of the channel coefficient 
within the 0 symbol period and the overall duration of the CIR is 
9- (L+I) symbols. T"hus, the total number of fractionally-spaced 
impulse response taps used for the simulated channel between 
transmitter m and receiver n is (Cx4p). To illustrate the 
nomenclature, consider the following example, which consists of 
four delay paths with uneven spacing between each path: 
ý+- T 
path II11 
path 2 
path 3 
path 4 
In this example, the total span of the delay spread is qy==2 symbols 
(which may be shortened by using trailing zeros) and the over- 
sampling factor is 0=4. For this case, up to eight equally spaced 
multipaths can be accommodated, however, in this example there 
are four unequally spaced paths that are represented by the 
fractionally-spaced sampled CIR as: 
hý. = [4!. (0) Z(O) 0 4!. (0) 00 Z(I) 0] 
Note that in this case, the unequal delays between each path are 
obtained by inserting zero coefficient values in the CIR vector, as 
appropriate. From the fractional CIR hl'Im in (1), the basic 
fractional channel matrix Hý of dimension (Nx(L+I)C) with 
respect to the mth transmit antenna can be defined as: 
h', T,,, 4M(O) ... /f. (O) ... 
4. (L) ... I& (L) 
] 
(3) 
,T hNMIý hN'. (O) ... hNccý(O) *** 
hN',, (L) ... hNcm(L)] 
Although not indicated in (3) in order to simplify the notation, all 
the channel cocfficients in the channel matrix are slowly time 
varying due to the effect of Doppler. 
At some fraction of a symbol, k within the rd' symbol, the 
received signal vector x'(r-k) of dimension (Nxl) containing 
signal samples at each of the N receivers due to all M transmitters 
can be expressed as: 
-m x'(r-k) = VýIm Ell'. s. (r-k)+n'(r-k) 
M=I 
where k= g1C, defined for g=0, (C- 1). For example, if C64, 
k takes the values, 0,1/4,1/2,3/4. p is the expected signal to noise 
ratio at each receiver, n'(r-k) is the ovcr-sampled AWGN 
vectorand s. (r-k) is the over-samplcd transmit vector from the 
mth transmitter corresponding to x'(r-k) at the time of sampling 
and can be expressed as follows: 
s. '(r-k)=[s. 
(r-g 
s. 
(r g+l 
... S. 
(r- g+(L+I)C-1) IT (5) 
C -L, F) C 
A. 5 
where, because the received samples are fractionally-spaced and 
the transmitted symbols are symbol-spaccd, s. (r-(g+i)IC) 
are the duplicated samples of the transmitted pilot symbol, 
s. (r-j), where j is the integer part of (g+i)IC. During 
channel estimation, the symbols transmitted by each transmitter 
are pilot symbols and these are generated according to a Paley- 
Hadarnard matrix, described in the next section. 
B. Construction ofthe pilot matrLv SF at the transmitter 
The ultimate goal of the proposed fractional MIMO channel 
estimator is to be able to estimate all the complex fading 
coefficients within each basic fractional channel matrix, H. ' in 
(3) for all the M transmitters. The basic concatenated fractional 
channel matrix can be expressed as follows: 
ll, 'M =[ H, 'l I Hý ] 
At the transmitter, a pilot matrix, SF (for the fractional case) is 
constructed based on the Paley-Hadamard matrix of order v which 
is obtained according to the following criteria: 
v> MX(9+1) 
where v must be divisible by 4 and (v-1) is prime. This matrix 
represents the pilot sequences to be transmitted by all M 
transmitters. It is important to note that the criteria in (7) is 
slightly different from the symbol-spaced method in [8]. The extra 
'+I' term in (7) is needed to transmit an additional row of 
sequences per transmit antenna in order to provide the essential 
format of the block-Toeplitz channel matrix fiý shown in (10) 
and the formulation of filk shownin(9). 
Nextý assuming that the total delay-spread, qp, is known a 
priori or can be predicted, Mx (9 + 1) rows of consecutive non- 
repeated orthogonal sequences (except for the fast row), are 
extracted from this v-ordered Paley-Hadamard matrix to form the 
required SF. Once SF is constructed, (op+l) consecutive rows of 
orthogonal sequences are then assigned to each transmit antenna 
and launched sequentially in the same manner described in [8]. 
C Moir& Expressionsforfractionall), spaced MwO-CE method 
In order to perform NUMO channel estimation for the fractional 
case, each fractional x'(r - k) has to be grouped properly so that 
the received signal matrix X' contains the following matrix 
format that allows channel estimation to take place in a similar 
way to that described in [8]: 
X= jTh7ii; .S+ 
N' (8) 
where N' is the AWGN noise matrix in the fractional case. 
fi, ýW 
is the extended version of the concatenated channel matrix that 
cascades the block-Tocplitz channel matrices from H, to Hýj as: 
flof =[ fl; II fiýf 
1 
where the individual fiý in (9) have been formed from the basic 
fractional channel matrix H. ' from (3) using: 
H'. 00 
0 H. ' 00 
-0 ... 
0 H. 
- 
D. The proper grouping of the received signal samples 
Upon receiving each fractionally-sampled signal at the receiver, 
each received signal vector x'(r - k) in (4) is buffered and then 
grouped into a received signal matrix V so that the necessary 
format of fjý, and Sý in (10) and (15) respectively can be 
achieved. This is achieved in the following steps: 
First, the ((C+I)xN) dimension received symbols' matrix 
spanned from the previous (r-1)h sample to the next (r)h sample 
can be gathered as: 
Z(r) = je(r) ... x' r--L x(r-I ; 1: 51! X-l (11) 
I( 
C) ... 
A. 5 
(16) 
where each T. (r-k) in (16) is the extended version of the 
transmit vector from (5) that can be expressed as: 
+1 +(L+W-I+(L+ IT 
s. 
(r 9 
c 
F. Obtaining theftactional channel estimates 
Once V and Sý have been formed, the fractional channel 
estimates can be obtained according to die following steps: 
First, the partial estimated channel matrix J is obtained as follows: 
J=f I V. Sr, H) = ff 
(fj; 
". 
Sý) SýH 
) 
(18) F 
The multiplication of Sý and its Hermitian in (18) produces a 
unique weighted block-identity matrix j: 
Note that Z(r) also contains all the 'in-between' fractional where 
received signal samples taken at (r-41C) where t is an integer 
taking values from I to (C-1) and C ýt 2. Next, the vec(. ) operator: 
vec([al 
defined in [8] is used to define z(r) = vec(Z(r)) and X' can be 
sýS, H= 2vi 
A 
0A0 
0 
0 and 
A-[ 
0 ... 0 
A is the (CxC) all-ones square matrix and 0 is the (CxC) all-zeros 
square matrix. Again, v is the matrix order known a priori at the 
receiver. Substituting (19) into (18) leads to the following: 
J=fI fi, ',,. 2v. i) (20) 
omainea Dy grouping uic COITCSPUUUIHg Zkr) M U111crunt LIMU 
instants as follows: wherefis the correction factor with the following value: 
V=[ z(r) z(r + 1) ... z(r + q) z(r+(L+I)+q] (13) f= 2vjM-1p (21) 
where parameter q can be obtained from the value of matrix order 
v in (7) as follows: 
q=v-2 (14) 
E. Reconstruction ofthe pilot matra Sý at the receiver 
Once XI is formed, * is reconstructed at the channel estimator 
such that each row of the original orthogonal sequence of pilot 
symbols in SF is duplicated according to the required amount of 
over-sampling, C, in the format expected by the receiver 
(expressed in fractional samples of the pilot symbols). This format 
consists of a set of individual fractional concatenated transmit 
vectors Fjýf (k) cascaded as follows: 
9F=[Wr) I Wr+D I ... I ipr+q) I Wr+(L+I)+q)] (15) 
It can seen from (20) that the matrix J ultimately comprises of fl, ', and 1, which contains all the information of the fractional 
channel estimates. However, since i is non-invertible, the 
channel estimates cannot be obtained directly. Fortunately, both 
fil,, and 1 have a matrix structure that contains necessary zeros 
shown in (10) and (19) respectively that allows each individual 
basic fractional channel matrix 11'. contained in fif 10 to be 
conveniently extracted through an appropriate linear arithmetic 
operation. This is illustrated using only the first block-Toeplitz 
channel matrix fl, in (9) with N-2,9-2 and C-2. Let the basic 
fractional channel matrix be: 
III = 
h, T. acý g] (22) 
lb, T 
2_ 
I= [b 
dh 
where the individual FIM(k) in (15) can be obtained using the 
vec(. ) operator from (12) as follows: The expansion of the linear operation is shown as: 
ac eg00 11 00 00 
bd fh00 11 00 00 
0a ceg0 00 11 00 
0b dfh0 00 11 00 
ac eg00 00 00 11 
_b 
d fh0 0- 
-0 
0 00 1 1- 
a+c a+c e+g e+g 0 0 
b+d b+d f+h f+h 0 0 
a a c+e c+e 9 9 (23) 
b b d+f d+f h h 
0 0 a+c a+c e+g e+g 
0 0 b+d b+d f+h f+h_ 
By resolving (23) in either ascending or descending order of the 
alphabets, all the channel coefficients in the fractional model can 
be retrieved accordingly. Our aim is to estimate all the fractional 
fading coefficients from 'a' to 'h' in each H, Once all the 
coefficients have been estimated, the estimated basic fractional 
channel matrix, A. for ni =I to M, can be cascaded as follows: 
A; 
m =[ 
fi; ýý fiý ] (24) 
IV. RESULTS AND DiSCUSSION 
The performance of the fractional ly-spaced MIMO channel 
estimation scheme has been assessed using the mean Frobenius 
norm squared error of the MIMO channel estimates as a metric. It 
is calculated using the following steps: 
First, the error matrix of the MIMO channel estimates, eH is 
obtained by taking the difference between the estimated fractional 
concatenated MIMO channel matrix, H11, , given bv (24) and the 
actual fractional concatenated MIMO channel matrix 
defined in (6) 
eH = H; IAf - 
hIlm (25) 
Subsequently, the mean Frobenius norm squared error of eH is 
obtained using: 
E[Ile. 11,2 
N M, 11 
12 (26) 
mii xIx Nv)) 
I Y- 
-I ý- II 
where E, is an element of eH, E[I is the expectation operator and I 
represents the actual number of paths used in the channel model. 
In the results presented here, the multipath channel is assumed to 
consist of I= Cx (p equal loss paths so that if C=3 and V=4,1=12 
paths, each separated by '/4 symbol period. 
Results are presented here for a (2x2) MIMO system for two 
types of Rayleigh frequency-selective, time-varying, channels. 
The first is a pedestrian channel where the handset velocity is 
3km/hr, which corresponds to a maximum Doppler frequency of 
fd=6Hz at the carrier frequency of f -2.11 GHz. The second 
channel type is a city/town channel where the mobile velocity is 
45km/hr, corresponding to a maximum Doppler frequency of 
fd=88Hz. The data rate is assumed to be 120kb/s per transmit 
antenna (i. e. a total of 240kb/s for the (2x2) case). 
A. 5 
C/) 
E 
6C 
z 
Lu 0 
For a (2x2) system vAth pedestrian channel and (p =3 
C=ZI=6, v= 24 
C=3,1 = 9, v= 24 
16 C 4,1 12, v= 24 
41 
1 C 2,1 6, ,= 32 ý C 3,9, v= 32 
, 
2 C 4,1 IZ 32 
v 24 
06 
32 
. 
04 
. 
02 
n 
13 10 15 
Mean SNR (dB) 
Figure 1: VISE performance of channel estimate versus Mean SNR 
for the pedestrian channel using different pilot lengths (v =24 & 32) 
in different channel scenarios with fixed (p=3 and increasing C. 
Figure I shows the MSE performance of the proposed 
fractional ly-spaced MIMO channel estimator as a function of the 
SNR over the pedestrian channel. In this figure, two pilot 
sequence lengths, v--24 and v--32, have been used for difterent 
numbers of paths ranging from C=2, q-3 (i. e. I=6 paths each 
with a '/2 symbol delay spacing) to C=4, q)--3 (i. e. I- 12 paths 
each with a '/4 symbol delay spacing). In this figure, the delay 
spread, (p. remains constant at 3 symbols. It is clear from this 
result, that the longer pilot sequence (v =32) provides more 
accurate channel estimation at pedestrian velocities because the 
channel is only slowly varying relative to the duration of the pilot 
sequence used to estimate the channel. The estimator accuracy 
also increases with improving mean SNR, as expected. For each 
pilot sequence length, the estimator performance is largely 
independent of the number of paths, 1, and the spacing between 
the delay paths given by C. 
However, this is not the case when the channel is more rapidly 
time varying, as shown in Fig. 2 for the city/town channel. The 
same values for C and (p as used for Fig. I are used here. 
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Figure 2: MSE performance of channel estimate versus Mean SNR 
for the city/town channel using different pilot lengths (V--24 & 32) in 
different channel scenarios with fixed (p=3 and increasing C. 
A. 5 
First, it is observed that the MSE is slightly larger for the 
city/town channel than the pedestrian channel and it is very much 
dependent upon the number of multipaths, 1, for both 1-24 and 
v--32. The spread in the MSE characteristics for different values of 
C and I is much wider for the v--32 case than for the v-24 case. 
Furthermore, it is no longer guaranteed that the longer pilot 
sequence ( P-32) will obtain the best channel estimate for all 
values of C and I (especially at high values of SNR), as was the 
case for Fig. 1. This is because, at higher mean SNRs, a pilot 
length of v--24 is sufficient to provide an adequate channel 
estimate before the channel characteristics change due to the 
Doppler effect, even at this higher handset velocity. However, at 
this velocity, the channel characteristics have certainly changed 
during the longer pilot length, v--32, at the assumed data rate of 
120kb/s per transmit antenna and it is the change in characteristics 
during the estimation process that worsens the estimate. 
in Fig. 2, three 'switch over' points are shown where the 
estimator performance for the shorter ( t, -24) pilot sequence 
outperfortris the longer (1-32) pilot sequence. Consequently when 
C=2, which corresponding to 1=6 multipaths, the shorter pilot 
sequence begins to outperform the longer pilot sequence at a mean 
SNRz II dB whereas for C=3, corresponding to 1--9 multipaths, the 
shorter pilot sequence begins to outperform the longer sequence at 
a mean SNRz5dB. 
Figures 3 and 4 assess the impact of different values of delay 
spread, (9, on the estimator performance for a fixed over-sampling 
factor, C=2 (corresponding to a spacing of the multipaths of '/2 
symbol period) for pedestrian and city/town channels respectively. 
Figure 3 shows that for the slowly varying pedestrian channel 
(particularly at low values of SNR) the longer the delay spread 
the worse the MSE performance of the estimator and that by using 
longer pilot sequences the estimate is improved. This is to be 
expected because as the delay spread increases the total number of 
paths included in the channel model increases linearly with (0. 
For the more rapid city/town channel, shown in Fig. 4, a 
slightly different result is observed whereby a pilot length of ir--24 
provides much better MSE performance at higher mean SNRs 
than for v--32. This is particularly noticeable for the case of q-4. 
Once again, the reason is due to the rapid time-variation of the 
channel characteristics due to the effect of Doppler. 
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Figure 4: MSE performance of channel estimate versus Mean SNR 
for the city/town channel using different pilot lengths (v=24 & 32) in 
different channel scenarios with fixed C =2 and increasing (p, 
Figure 5 shows the bit error rate performance of the MIMO 
system when employing the fractional MIMO channel estimator. 
A number of different situations are compared in this figure. Case 
I shows a non-fractionally spaced estimator used with an idealised 
non -fractionally spaced channel with 3 paths. It uses a K/=9 tap 
equaliser in the receiver. Case 2 shows a fractionally spaced 
channel estimator used with a non-fractionally spaced channel 
having 3 paths. It uses a K11=18 tap equaliser. Case 3 shows a 
fractionally spaced estimator used with a fractionally spaced 
channel. In this case, the number of paths is 6 and the number of 
equalisers; taps is 18. The graphs are plotted for (2x2), (3x2) and 
(50) MIMO systems, showing the effect of increasing diversity 
as the number of receiver antennas is increased from 2 to 5. In 
each case, the use of the proposed fractionally spaced estimator 
and equaliser performs considerably better than the non- 
fractionally spaced estimator and equaliser. Note also that the 
performance of the MIMO system is invariably better when the 
fractionally -spaced estimator and equaliser are used with the 
fractionally spaced channel even though it has twice as many 
equal-loss paths. 
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Figure 3: MSE performance of channel estimate versus Mean SNR Figure 5: Bit error probability of ditTerent (NxM configurations when 
for the pedestrian channel using different pilot lengths (vý24 & 32) in deploying the proposed symbol spaced and fractionally spaced 
different channel scenarios with fixed C =2 and increasing (0. MIMO channel estimators, as indicated 
A. 5 
This illustrates, quite clearly how the performance of the 
space-time system is improved as the multipath environment 
becomes much more diverse and decorrelated. 
V. CONCLUSIONS 
A novel fractional MIMO channel estimator has been 
implemented for the layered space-time system that operates in a 
time-varying, frequency selective fading channeE thus allowing 
the layered space-time algorithm to handle more realistic MIMO 
channel scenarios. The Paley-Hadamard matrix has been used to 
construct the pilot matrix to: (i) minimise the pilot sequence 
length required to perform the training based channel estimation 
and (ii) resolve the ISI and CCI that otherwise corrupts the 
channel estimates. 
The accuracy Of the Proposed channel estimator has been 
shown to be dependent upon the Doppler velocity of the channel. 
Longer pilot sequence lengths (e. g. v--32) only give better MSE 
performance in slowly time-varying pedestrian channels. For the 
city/town channel, the MSE performance of the estimator depends 
on the number of paths 1, the total span of the delay spread (p and 
the minimum spacing between each delay path, i1C. At high 
SNRs, the shorter pilot sequence can outperform the longer pilot 
sequence length due to the rapid variability of the channel. 
Results for the bit error probability of an OSIC layered space- 
time system show that the use of the proposed fractionally spaced 
channel estimator and equaliser performs considerably better than 
the symbol spaced channel estimator and equaliser. ' 
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Appendix BI 
The following results show the performance of V-BLAST system achieved by different detection 
algorithms in the various (NxM) MIMO systems operated in flat fading MIMO channel. 
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Appendix B2 - Spatial correlated channel model for MfMQ syl5tem 
As mention in Section 5.1 for results related the spatial correlation channel, where spatial correlation 
depends on: the distance between each antenna's spacing, the number & distribution of the scatterrers and 
the angular spreads of the incoming waves to the receiver. These can be made clearer with the following 
physical diagram and discussions. Assuming uniform linear array model with equi-distant antenna 
separation d at the receiver shown as follows: 
(. -D- ----- 
Scatterrers 
CD 
C-) 0 dmk 
------- ------- 
Multiple 
antennas 
at receiver 
it can be seen from the diagram that the incident wave arrives with and angle a to the respective receive 
antenna. The correlation coefficient Pin, kbetween antenna m&k is given by: 
0/2 
- j2; rd,,,, ina feAp (0) d 
lom, k -0/ , 
I, 
where dmk is the distance between antenna m&k, p(O) is the probability distribution of the scatterers and 0 
is the angular spread of the scatterers distributed around the receiver. First, it can be seen from the above 
equation that when spacing is zero between two antenna, the correlation coefficient p,,,. k is unity. As the 
distance dmk grows, Pin, k is reduced accordingly. Secondly, for a uniform distributed angular spread of 0 
(Lee's model of 'ring' case) between -7r to 7C, p(O) is given as: 
P(O) =I MOý5e 2z 
This is the best case scenario from the view point of low spatial correlation 
since the environment is richly scattered. The corresponding correlation 
: 
2kctive 
scatterers 
coefficient for this model can be simplified according to Jakes model [ 1121 as: 
Pm, k = J, 2; r 
dýj 
m# k 
where J. is the zeroth order Bessel function. To achieve zero correlation in this case, the antenna's spacing 
must be at least d,,, k -= 
? J2, since Jjn) =- 0. 
Generation of corTelated MIMO channel matrix 
In the MWO systems, the spatial correlation can be incorporated into the channel matrix by first defining 
the respective correlation matrix at both the transmitter (denoted as R) and at the receiver (denoted as R, ). 
Each correlation matrix consists of respective set of correlation coefficients pri & oirj expressed as follows: 
P11 I ... AIM 101 
rI... ArN 
Rt R 
(M by M) r (N by N) 
t r, ... r 
-PM' 
I ... IOMM N NN 
The corresponding correlation matrix R, and R, has a semi-positive Toeplitz matrix structure, which can 
also be factorized into its lower and upper triangular matrices L&U, by Cholesky factorization [ 116,117] 
as: 
VR,. V-R, = L, U ýR-,. V-R, = L, U, 
where 
1000 
a0 
L, or Lýa2q, 
8 )6 0 
ra3a2, g q6 80 
0 
; and cr=, o, 8=CI-7 0ý 
k-I k-I k-I 
aaa... afl 
0 
fi 
Note that k is the respective size of the matrix: k=M for R, & k=N for R, and the respective identical 
correlation coefficients pi'j & pirj also applied accordingly to both (x and 0 terms. In the simulation results, 
the transmit correlation coefficient is made equivalent to the receive correlation coefficient asp,, = pijr for 
all L and U matrices where unifon-n correlation coefficient is assumed. 
The upper matrix U is the transpose of the lower matrix L in this case. Once each pair of the LU 
combination is obtained, the correlated MIMO channel H,,,, can be obtained from its uncorrelated MIMO 
channel matrix H,, as: 
Hcorr = LH,, U, or VFR-rH,,,, 
FR, 
In fact, in general, the fading correlation (for complex value case) can also be modeled as: 
1/2 1/2 
corr -Rr 
GRt Itr (Rt ) 
HH 
where R, =EfH(-orrH('OrrjiS the NXN receive correlation matrix and R, =EjHcorr-H,, 
jis the MxM 
transmit correlation matrix, while G is the random matrix with independent, zero mean, unit variance 
complex entries. G is also assumed to be drawn from a complex Gaussian distribution leading to 
correlated Rayleigh fading. Also note that the channel's total power is given as: 
112 1= 121 tr(Rj = tr(Rj = EIIIH 
2] 2] Ell H,,,,, corr F 
m=1 n=1 
Further details of how the correlated MIMO channel matrix and useful discussion can be found in [ 12,54, 
63-67,1121 
Appendix B3 
The performance of the MIMO-RLS algorithm (with forgetting factor of y=0.98) for a (4x4) system in 
flat fading MIMO channel with different mean SNR values. (All M error elements in that e(n) are shown). 
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The performance of the MIMO-RLS algorithm with different forgetting factor for a (6x4) system in flat 
fading MIN40 channel with fixed mean SNR = 20dB & 30 dB. 
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Appgndix B4 - Simulation method for time vatying channel model 
In order to generate the time-varying channel, the corresponding Doppler frequencyfd (according to 
individual mobile speed) must be determined first according to the following: 
fd "": fC 
A 
CoSa --: fd-MAX CoSa 
c 
where f, is the associated carrier frequency A is the mobile speed, c is the speed of light (3x 108m/s) and a 
is the angle of arrival. In the simulation model, maximum Doppler shiftfj__mAx is considered where a=0. 
Once the Doppler frequency is deten-nined for each mobile channels (e. g. pedestrian, city/town and 
motorway/highway channels), individual Doppler filter with classical bath-tub spectrum (in frequency- 
domain) can be generated according to the following: 
S(f) 1.5 
1-f fd-MAX 
F 
d-7MAX 
In the simulation model, all channel coefficients in the MIN40 channel are varied simultaneously 
according to their respective time-varying channels using the same Doppler filter and each coefficient that 
is varying in time is generated using frequency-domain discrete method, where filtering mechanism 
through the Doppler filter is performed by multiplication of their respective frequency component. The 
general diagram of time-varying channel simulation is shown as follows: 
Real-part 
random 
coefficients 
Insertion 
Single 
L number of seed s Cla ssical Doppler fi lter 
N number of Complex 
components Channel 
ýw 
maginary- 
part random 
coefficients 
FFT 
Zeros 
Insertion 
AL Coefficient 
IFFT 
First, for each complex channel coefficient, L number of random seeds (Gaussian distributed) is initially 
generated for its real and imaginary part. These random seeds are then transformed through FFT process 
into their respective frequency components, which is later filtered by the classical Doppler filer (with the 
same length of L) by multiplication process in the frequency domains. 
In order to process for actual symbol transmission rate e. g. 48OKbps, the channel sampling rate fh must be 
taken into account for consideration of realistic model of time-varying channel. This is achieved by zeros- 
insertion process where bins of zero seeds are inserted in-between the frequency components of the 
Doppler filter's output before transformed back into time-domain with N number of components through 
the = process. The following diagram shows the rationale behind the process described above: 
Doppler filtered channel 
2 fd 
Af 
L 
Actual time-varying channel 
9» 
fh 
N 
It can be seen from the above that the step size is the smallest representation of sample in each case. Since 
they are both equivalent, the actual number of samples N that completely represent the time-domain 
varying channel can be achieved as follows: 
A=2 
fd 
= 
fch 
fLN 
Hence, N= 
fch 
xL 
2fd 
Note that the actually number of necessary zeros to be inserted in-between the frequency components of 
the Doppler filter's output is (N-L). Once the HW process is carried-out, the time-varying channel 
components in time domain is added together to form the complex channel coefficients (both real & 
imaginary component) that vary in time for each transmit-receive antenna pair in the MIMO channel. The 
matlab program for this simulation is also given in the next page. 
Simulation Consideration: 
The value of N must be chosen correctly in order to fully cover for the number for bits sent for BER test. 
This can be accomplished by adjusting the value of L. However, in Matlab simulation, memory is limited 
to the generation of N if greater transmission ratef, is to be considered. For instant iffch is chosen to be the 
same fs as 160Kbps and L is chosen to be 1024, for the slowly varying channel with fd = 7Hz, the N is 
found to be approximately 11.7x 106 samples, which is very heavy for the subsequent = process. This 
will indeed cause insufficient memory problem in Matlab. 
One solution is to slow down the channel sampling rate fh and then use point-interpolation method to 
match up with the actual data transmission rate fi. In this way, number of N components can be reduced 
until suitable size for the IFFr process. The number of interpolation point p that must be filled in between 
the simulated samples can be found using the following: 
A 
Lh 
Hence, the channel sampling ratefh and the value of N must be considered carefully during the simulation 
such that IFFr can still be perform within a reasonable amount of time while number of interpolation 
points p to be filled later between the samples are not too large to invalidate the actual time-variation of 
the intended mobile channel. 
Matlab Pro gram for Doppler Channel Generation 
% Doppler Rayleigh channel by Virginia Tech. %function r= rayleigh(fch, fd, L) 
clear all; 
% General parameter for MIMO 
i=3; %Number of Transmit antenna 
j=4; %Number of Receive antenna 
Y= i*j; %Total Number of paths involved 
im = sqrt(-1); %imaginary term 
v=l/sqrt(2); %factor to achieve unit variance 
%Parameters for Doppler channel 
fd = 235; %Doppler frequency according to various mobile speed. 
fch = 480000; %Channel sampling rate 
L= 2048; %Number bins to represent Doppler filter 
* Number of time-domain points after IFFT process (ceil for smoothing) 
*= ceil(L*fch/(2*fch)); 
* Detennine the step size of frequency spacings of signal after FFr process 
deltA--f = 2*fch/L; 
%%%%%%%%%%%% Begin Random Input Generation %%%%%%%%%%%%%%%%% 
%time domain input 
L-input_time = v*randn(YL); % Generating random coefficients for 
Q-inputL-time = v*randn(Y, L); % complex MIMO channel (flat-freq) 
H-in = Linput-time + (QjnputLtime*im); %MIMO channel before Doppler 
%frequency transform (FFF process) 
for a=1: Y 
1-input-freq = fft(L_inpuLtime(a,: )); 
Q_input-freq = fft(Q_input_time(a,: )); 
end; 
%**************************Generating Doppler 
" filter's DC component 
SEZ(I) = 1.5/(pi*fch); 
gain = SEZ(I); %Gain of Doppler filter 
" generate frequency component of the Doppler filter between 0<f< fch 
forj=2: L/2 
fo) = 0-1)*delt2Lf, 
SEZO) = gain/sqrt(l-(fo)/fch)A 2); 
SEZ(L-j+2) = SEZO); 
end 
% to cater middle point where f=fch (since actual value is infinity) 
k=2; 
p=polyfit(f(L/2-k: L/2), SEZ(L/2-k: U2), k); 
SEZ(L/2+1) = polyval(p, f(U2)+de%k-f); 
% Doppler filtering operation (Multiplication in frequency domain) 
for a=1: Y 
I_output_freq(a,: ) = Ijnput_freq(a,: ). *sqrt(SEZ); 
Q_output_freq(a,: ) = Q-input-freq(a,: ). *sqrt(SEZ); 
end; 
% Taking inverse IFFT process 
for a=1: Y 
Ltemp, [1-output-freq(al: L/2) zeros(l, N-L) j-output-freq(a, (U2)+l: L)I; 
! 
-time 
ifft(a, L-temp); 
Q_temp [Q_output_freq(a, I: L/2) zeros(I, N-L) Q_output_freq(a, (L/2)+I: L)]; 
Q_time ifft(a, Q-temp); 
end; 
% back to real and imaginary term for the time-varying MIMO channel. 
for a=I: Y 
1-outpuLtime(a,: ) = real(l_time(a,: ))-imag(Q-ýtime(a,: )); 
Q_output_time(a,: ) = imag(I-time(a,: ))+real(Q-time(a,: )); 
% Doppler channel 
H-doppler(a,: ) = 1-output-time(a,: ) + (Q_output-time(a,: )*im); 
rms(a, l) = sqrt(mean(H_doppler(a,: ). *conj(H_doppler(a,: )))); 
ILdoppler(a,: ) = H_doppler(a,: )/rms(a, l); 
end; 
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The performance of MIMO-PMI estimator in (3x3) system under three different of mobile time-varying 
flat fading channels, for different mean SNR values at 5dB, lOdB and 20dB respectively 
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%**************************Generating Doppler 
% filter's DC component 
SEZ(I) = 1.5/(pi*fch); 
gain = SEZ(I); %Gain of Doppler filter 
% generate frequency component of the Doppler filter between 0<f< fch 
forj=2: L/2 
fo) = 0-1)*delta-f, 
SEZO) = gain/sqrt(I -(fO)/fch)A2); 
SEZ(L-j+2) = SEZO); 
end 
% to cater middle point where f=fch (since actual value is infinity) 
k=2; 
p=polyfit(f(L/2-k: L/2), SEZ(L/2-k: L/2), k); 
SEZ(L/2+1) = polyval(p, f(L/2)+delta-f); 
% Doppler filtering operation (Multiplication in frequency domain) 
for a= l: Y 
I-output-freq(a,: ) Linput_freq(a,: ). *sqrt(SEZ); 
Q-output-freq(a,: ) Q-input-freq(a,: ). *sqrt(SEZ); 
end; 
% Taking inverse IFFT process 
for a= IN 
I-temp [ILoutput 
- 
freq(a, I: L/2) zeros(I, N-L) I-output-freq(a, (L/2)+I: L)I; 
1-time ifft(a, l 
- 
temp); 
Q-temp = [Q-output-freq(a, I: L/2) zeros(I, N-L) Q-output_freq(a, (L/2)+I: L)]; 
Q-time, = ifft(a, Q-temp); 
end; 
% back to real and imaginary term for the time-varying MIMO channel. 
for a= IN 
I-output_time(a,: ) = real(Ltime(a,: ))-imag(Q-time(a,: )); 
Q_output-time(a,: ) = imag(ILtime(a,: ))+real(Q-time(a,: )); 
% Doppler channel 
H-doppler(a,: ) = ILoutput - 
time(a,: ) + (Q_output-fime(a,: )*im); 
rms(a, I) = sqrt(mean(H-doppler(a,: ). *conj(H_doppler(a,: )))); 
H-doppler(a,: ) = H_doppler(a,: )/rms(a, I); 
end; 
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Appendix CI- Fon-pulation of the Paley-Hadamard Matrix 
Here, the construction of the Paley-Hadamard matrix will be briefly outlined using example 
shown in (4.51). In this context, the Paley-Hadamard matrix (to design SF) is constructed based on 
Paley's 2 nd lemma to achieve the joint Toeplitz-like and orthogonal matrix structure. In Paley's 2'd 
lemma, the matrix order v is chosen such that v is divisible by 4 and v-1 is prime. (Note that not all 
orders are supported by the 2nd Paley's lemma. [ 1321). 
First, a matrix GF is constructed using Galois Field method, where GF(q) is obtained using 
mod(q) and q can be obtained from the matrix order v as: 
v-1 (a) 
In the field GF(q), half the non-zero elements are quadratic residues or squares, and half are 
quadratic non-residues or non-squares; and in particular, +1 is a square and -1 is a non-square. The 
quadratic character of GF(q) is the function X given by: 
0 if n=0 
X(n) +1 if n is a quadratic residue (b) 
-1 if n is a quadratic non -residue 
Now, let GF be the matrix whose rows and columns are indexed by the elements of GF(q), 
having (ij) entry as aij = X(i - i), where X(j - i) is related to X(n) in (b). Therefore, the field GF(q) has 
with the possible values of n =j - i. For instant, if order v=8 is chosen, then q=7, where mod(7) will 
be used with GFM and the corresponding matrix GF has (7x7) entries. Thus, possible values of n in 
the function of (b) are n=0 to 6 with the field shown as follows: 
%l % %3 %4 % %6 a17 X(O) X(I) X(2) Xß) XA X(5) X(6)- 
% % Clý13 % CC, 5 % oýI7 X(A) x(0) XO) X(2) Xß) X(4) X(5) 
a31 % a33 UM c45 c4 % X(-2) X(-, ) X(O) x(1) X(2) Xß) X(4) 
GF ý (X41 (x42 (x43 a44 (X45 (x46 a47 ý X(-3) X(-2) X(-]) X(O) X(I) X(2) Xß) 
% (X52 a53 cr, -A % (X56 % X(-4) X(-3) X(-2) x(-]) X(O) X(]) X(2) 
«61 % %3 oý4 % «66 «67 X(-5) X(-4) X(-3) X(-2) x(_, ) X(O) X0) 
_(X71 
% a73 Cý4 % a76 %- 
_X(--6) 
X(-5) X(-4) X(-3) X(-2) X(-]) X«»- 
where the following are also true: 
X (1) X (2) x (3) X(4) X(5) X (6) 
X(-6) X(-5) X(-4) X(-3) X(-2) X(-I) 
(d) 
Next, the quadratic residues need to be determined with the possible n values as follows: 
Let n 1 2 3 4 5 6 
and n2 1 4 9 16 25 36 
mod(7) 1 4 2 2 4 1 
Therefore, the quadratic residue are sited within those X(n) with n=1,2 and 4. In contrary, the 
quadratic non-residue are sited in the rest of X(n) (except n= 0) which corresponds to value of n=3,5 
and 6. Using (b) the quadratic character of GF(7) can be obtained as: 
X(l) X(2) X(3) X(4) X(5) x(6) 
+1 +1 -1 +1 -1 -1 
Next, using (c) to (e), GF (with full-Toeplitz structure) is obtained as: 
0 +1 +1 -1 +1 -1 -1 
-1 0 +1 +1 -1 +1 -1 
-1 -1 0 +1 +1 -1 +1 
GF +1 -1 -1 0 +1 +1 -1 
-1 +1 -1 -1 
0 +1 +1 
+1 -1 +1 -1 -1 
0 +1 
L 
+1 +1 -1 +1 -1 -1 
0- 
Consequently, the Paley-Hadamard matrix P can be obtained by replacing the diagonal zeros in 
(f) by -Is and border matrix GF with a row and c olumn of +Is shown as follows: 
+1 +1 +1 +1 +1 +1 +1 +1 
+1 +1 -1 +1 -1 -1- I% +1 +1 ... +1 +1 -f%'71%%'+I +1 -1 +1 -1 
+1 +1 -1 r%, +l +1 -1 +1 P %% %% (g) 
GF +1 +1 -1 -f I%C-I"%+1 +1 -1 
+1 +1 -1 +1 -1 -1%%, r%. +l +1 L %% 1% 
+1 +1 -1 +1 -1 -f%%z-i%%%+i 
L 
+1 
L+l 
+1 -1 +1 -1 -1%% % 
Sj 
_j 
Note that P has the so-called Toeplitz-like structure (which is distinguished from the full- 
Toeplitz structure in GF itself), where GF is semi-encapsulated by the borders of +ls at its 1" row and 
l' column. Providentially, this Toeplitz-like structure in P also provides an orthogonal structure that is 
suitable for more efficient formulation of the pilot matrix discussed subsequently. 
Appendix C2 - MIMO Channel Models 
Consider a MIMO system with M transmit antenna and N receive antenna. In general, the 
MIMO channel can be modelled using the following channel matrix H as: 
hlj (7, t) h1,2 (79 t) ... hIN (r, t) 
h2,1 ('r, t) h2.2(rit) ... h2X (1»9 t) (a) 
hN3 (r, t) h N, 2 (. r, t) ... 
hNM (r9 t) 
where h,,,. (r, t) is the individual complex fading coefficient from MIh transmit antenna to n th receive 
antenna within the MIN40 channel (where m=I to M&n=I to N). Each coefficient is generated by 
stochastic/statisticaI method using independent identical distributed or Gaussian random seeds. Each 
coefficient is assumed to be Rayleigh faded with non light-of-sight channel condition. All coefficients 
are assumed to be uncorrected. Note that T in (a) represent the time-index for each coefficient to be 
varied in time (according to the Doppler channel in Appendix-B2) whereas ', e is the delay-index to 
represent individual delay instant within a channel impulse response (CIR) of each sub-channel 
between each transmit-receive pair. 
In flat fading channel condition, the delay-index '-e can be omitted since the delay between each 
path is assumed to be insignificant and the resultant fading condition can be modelled by only a single 
path for each sub-channel. Therefore, the flat fading MIMO channel only consists of (Nx* fading 
coefficients as shown in (a) with delay-index 'e omitted. However, in the frequency selective fading 
condition, delay-index 'e become useful whereby (L+I) significant paths that arrived at different 
delay instant (for each CIR of each sub-channel) can be effectively described. Hence, depending on the 
number of significant paths within each CIR, the frequency selective MINIO channel may consists of 
(L+l) multiple copies of (NxM) channel matrix described in (a) according to individual value of ', e. 
An alternative way to model the frequency-selective MM40 channel is shown in section 2.6.1 
where channel matrix is expressed with respect to each mt" transmit antenna rather than each delay- 
index 'z'. This is shown again in the following: 
hT im Ihm(o) km(l) ... h, .. 
(L) 
T h2m h2m(o) kyn(l) 
Hm2,..., M. (b) 
hT 
_hNn(O) 
hNn(l) 
... 
hNn W_ 
Nm- 
where h,,,,, is the sampled CIR from the mh transmit antenna to n th receive antenna expressed as: 
(L)]T 
The interaction of the transmitted signals and respective associated paths h (k) in the frequency 
selective fading condition can also be modelled using the FIR tap-delay-line (TDL) filter model as 
follows: 
Tx 
Tx 
Rx I 
TX 
0 
9 
TX 
TX 
0 
Rx N 
TX 
Note that M rows of FIR TDL filters are summed together at each n th receive antenna and there 
are N banks of such TDL filters that model the signal received at individual receive antenna at 
respective time. 
