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Abstract
We propose DROGON (Deep RObust Goal-Oriented trajec-
tory prediction Network) for accurate vehicle trajectory fore-
cast by considering behavioral intention of vehicles in traffic
scenes. Our main insight is that a causal relationship between
intention and behavior of drivers can be reasoned from the
observation of their relational interactions toward an environ-
ment. To succeed in causal reasoning, we build a conditional
prediction model to forecast goal-oriented trajectories, which
is trained with the following stages: (i) relational inference
where we encode relational interactions of vehicles using the
perceptual context; (ii) intention estimation to compute the
probability distribution of intentional goals based on the in-
ferred relations; and (iii) causal reasoning where we reason
about the behavior of vehicles as future locations conditioned
on the intention. To properly evaluate the performance of our
approach, we present a new large-scale dataset collected at
road intersections with diverse interactions of vehicles. The
experiments demonstrate the efficacy of DROGON as it con-
sistently outperforms state-of-the-art techniques.
Introduction
Forecasting future trajectory of participants has gained a
huge attention over the past years. Extensive research has
targeted robotic systems in indoor and outdoor environments
for execution of their safe navigation strategies. Consider-
ing interactions between humans, recent works in (Alahi,
Ramanathan, and Fei-Fei 2014; Yi, Li, and Wang 2015;
Alahi et al. 2016; Park et al. 2016; Ma et al. 2017; Gupta
et al. 2018; Hasan et al. 2018; Xu, Piao, and Gao 2018;
Yagi et al. 2018; Sadeghian et al. 2018; Vemula, Muelling,
and Oh 2018) provided an interpretation of pedestrian’s
movements by learning social behavior of humans in a
crowded environment. Recent breakthroughs in automated
driving technologies have increased the demand for such re-
search in the transportation domain. However, these works
cannot be directly applied toward prediction of vehicle tra-
jectories because of the following reasons: (i) interactions
have been investigated from local surroundings assuming
slow movement of people, which may not be applicable to
vehicles with faster speed; and (ii) road layouts have been
rarely considered in the literature, which can provide infor-
mative motion cues particularly in driving scenes. There are
some research efforts in the transportation community. How-
ever, the focus has been on the highway scenarios (Deo and
Trivedi 2018; Park et al. 2018), relative trajectory of vehicles
respective to ego-motion (Yao et al. 2019), or prediction of
only ego-vehicle trajectories (Huang et al. 2019). Therefore,
a robust solution still does not exist for predicting trajecto-
ries of vehicles driving in urban environments.
Inspired by a study (Feinfield et al. 1999) on causation
between intention (cause) and behavior (effect) of humans,
we construct a causal relationship between future destination
(intention) and intermediate locations (behavior) of drivers
for future trajectory forecast. In the real driving scenarios,
humans are capable of estimating the intention of others
based on the perceived interactions, which corresponds to
the potential destination in the near/far future. Then, we sub-
sequently reason about their behavior, predicting intermedi-
ate paths with respect to the intention. In this view, auto-
mated driving or advanced driving assistance systems should
be able to address the following questions: (i) Can they learn
to perform intention estimation and react to interactions with
other vehicles using sensory data? (ii) If so, how can the sys-
tems predict accurate trajectories under conditions of uncer-
tain knowledge in a physically plausible manner?
Our framework, DROGON, is designed to address these
questions. We infer relational behavior of interactive ve-
hicles from the perceptual observations of the given envi-
ronment. On top of it, we build a conditional probabilistic
prediction model to forecast their goal-oriented trajectories.
Specifically, we first estimate a probability distribution of
the intention (i.e., potential destination) of vehicles. Then,
we perform multi-modal trajectory prediction conditioned
on the probability of the formerly estimated intention cate-
gories (5 zones). An overview of the proposed approach is
given in Figure 1.
A demonstration of DROGON is not achievable using
the existing datasets (Colyar and Halkias 2007a; 2007b;
Geiger, Lenz, and Urtasun 2012; Ma et al. 2019) mainly
because they are insufficient to discover functional interac-
tions between vehicles and/or causal relationships between
intention and behavior, in terms of their size and diversity.
Therefore, we created a large-scale vehicle trajectory fore-
cast dataset that is comprised of highly interactive scenar-
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Figure 1: The proposed approach forecasts future trajectories of vehicles. We first infer relational interactions of vehicles with
each other and with an environment. The following module estimates the probability distribution of intentional goals (zones).
Then, we conditionally reason about the goal-oriented behavior as trajectories being sampled from the estimated distribution.
ios at four-way intersections in the San Francisco Bay Area.
We extensively evaluate the proposed framework to the self-
generated baselines as well as the state-of-the-art methods
using this dataset.
The main contributions are summarized as follows:
1. Propose a vehicle trajectory forecast framework to esti-
mate the intention of vehicles by analyzing their relational
behavior.
2. Reason causality between the intentional destination of an
agent and its intermediate configuration for more accurate
prediction.
3. Create a new dataset at four-way intersections with highly
interactive scenarios in urban areas and residential areas.
Related Work
We review the most relevant works on deep learning based
future trajectory forecast in the literature.
Social interaction modeling Following the pioneering
work (Helbing and Molnar 1995; Yamaguchi et al. 2011),
there has been an explosion of research that has applied so-
cial interaction models to data-driven systems. These models
are basically trained using recurrent neural networks to make
use of sequential attributes of human interactions. In (Alahi
et al. 2016), a social pooling layer is introduced to model
interactions of neighboring individuals, and (Gupta et al.
2018) efficiently improves its performance. More recently
in (Vemula, Muelling, and Oh 2018), the relative importance
of each person is captured using the attention mechanism,
considering interactions between all humans. It is extended
in (Ma et al. 2019) with an assumption that the same types
of road users show similar motion patterns. Although their
predictions are acceptable in many cases, these approaches
may fail in complex scenes without the perceptual consider-
ation of the surrounding environment such as road structures
or layouts.
Scene context as an additional modality Scene context
of an interacting environment has been presented in (Lee
et al. 2017) in addition to their social model. However,
their restriction of the interaction boundary to local sur-
roundings often causes failures toward far future prediction.
(Xue, Huynh, and Reynolds 2018) subsequently extends lo-
cal scene context through additional global scale image fea-
tures. Also, (Choi and Dariush 2019) analyzes local scene
context from a global perspective and encodes relational be-
havior of all agents. Motivated by efficient relational infer-
ence from the perceptual observation in (Choi and Dariush
2019), we design a novel framework on top of relation-level
behavior understanding. DROGON takes advantage of rela-
tional inference for reasoning about the causal relationship
between intention and behavior of drivers.
Datasets for vehicle trajectory forecast The
NGSIM (Colyar and Halkias 2007a; 2007b) dataset
has been released for vehicle trajectory forecast with
different traffic congestion levels of highways. However,
the motion of the vehicles and their interactions are
mostly simple. The KITTI (Geiger, Lenz, and Urtasun
2012) dataset has played an important role in detection,
recognition, tracking, etc. However, they only provide a
small number of tracklets that are available for trajectory
forecast. Subsequently, Cityscapes (Cordts et al. 2016)
and HDD (Ramanishka et al. 2018) has been introduced
for general tasks in autonomous driving. Although diverse
interactions of vehicles are collected from different places,
they do not provide 3D trajectory and LiDAR point clouds.
More recently, the TrafficPredict (Ma et al. 2019) dataset
has been collected from urban driving scenarios. Although
its size is larger than the KITTI dataset, they only provide
3D trajectory information with no corresponding images or
point clouds. As a result, it is insufficient to discover visual
scene context using this dataset.
Preliminaries
Spatio-Temporal Interactions
Spatio-temporal interactions between road users have been
considered as one of the most important features to under-
stand their social behaviors. In (Vemula, Muelling, and Oh
2018; Ma et al. 2019; Haddad et al. 2019), spatio-temporal
graph models are introduced with nodes to represent road
users and edges to express their interactions with each other.
To model spatio-temporal interactions, the spatial edges cap-
ture the relative motion of two nodes at each time step, and
…t=t0-1 t=t0 t=t0-1 t=t0
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Figure 2: Illustration of different types of graph models to encode spatio-temporal interactions. (a) A node represents the state
of each road user, whereas (b) it is a visual encoding of spatio-temporal interactions captured from each region of the discretized
grid between adjacent frames.
temporal edges capture the temporal motion of each node
between adjacent frames as shown in Figure 2(a). Recently
in (Choi and Dariush 2019), spatio-temporal features are vi-
sually computed using a convolutional kernel within a re-
ceptive field. In the spatio-temporal domain, these features
not only contain interactions of road users with each other,
but also incorporate their interactions with the environment.
We use a similar approach and reformulate the problem with
a graph model.
Relational Graph
In the proposed approach, the traditional definition of a node
is extended from an individual road user to a spatio-temporal
feature representation obtained by exploiting spatial locality
in input images. Thus, the edge captures relational behav-
ior from spatio-temporal interactions of road users. We refer
to this edge as ‘relational edge’ as shown in Figure 2(b). In
this view, we define an undirected and fully connected graph
G = (V, E), where V is a finite set of |V| = n nodes (n=25
is used) and E is a set of relational edges connecting each
pair of nodes. Given τ number of input images, we visually
extract a node vi ∈ V , where vi is a d-dimensional vector
representing spatio-temporal interactions within the i-th re-
gion of the discretized grid. The feature rij of the relational
edge between two nodes (vi, vj) first determines whether
the given interaction pair has meaningful relations from a
spatio-temporal perspective through the function φ, and then
the function θ is used to identify how their relations rij can
affect the future motion of the target k based on its past mo-
tion context qk:
rij = φ(vij ;W
r) (1)
fkij = θ(rij , q
k;W f ), (2)
where vij = vi  vj is the concatenation of two nodes, W r
denotes the weight parameters of φ,W f is those of θ, and qk
is an m-dimensional feature representation extracted from
the past trajectory X k = {Xkt0−τ+1, Xkt0−τ+2, ..., Xkt0} of
the k-th agent observed in the given perceptual information.
We subsequently collect relational information fkij from all
pairs and perform element-wise sum to produce a unique
relational representation Fk = ∑i,j fkij for the k-th agent.
Methodology
We transfer knowledge of spatio-temporal relational infer-
ence Fk to predict the probability of intentional goals as
well as goal-oriented trajectories. To accomplish this, we
assemble building blocks from (i) relational inference to
encode relational interactions of vehicles using a relational
graph, (ii) intention estimation to compute the probability
distribution of intentional goals based on the inferred rela-
tions from the perceptual context, and (iii) causal reasoning
to reason about the goal-oriented behavior of drivers as fu-
ture locations conditioned on the intentional destinations.
Problem Definition
Given Xk = {I,M,X k}, the proposed framework aims
to predict δ number of likelihood heatmaps Hk =
{Hkt0+1, Hkt0+2, ...,Hkt0+δ} for the k-th target vehicle ob-
served in I, where I = {It0−τ+1, It0−τ+2, ..., It0} is τ
number of past LiDAR images and M is a top-down Li-
DAR map with a same coordinate with I. After that, we
find a coordinate of a point with a maximum likelihood
from each heatmap, which corresponds to the future loca-
tions Yk = {Y kt0+1, Y kt0+2, ..., Y kt0+δ}.
Causal Reasoning for Trajectory Forecast
Conditional Trajectory Prediction We use a conditional
VAE (CVAE) framework to forecast multiple possible tra-
jectories of each vehicle. For given observation c, a latent
variable z is sampled from the prior distribution P (z|c),
and the output heatmaps H are generated from the distri-
bution P (H|z, c). As a result, multiple z drawn from the
conditional distribution allows the system to model multi-
ple outputs using the same observation c, where c = q  g
is the concatenation of past motion context q encoded from
X and estimated intention g. In general, the true posterior
P (z|H, c) in maximum likelihood inference is intractable.
Therefore, we consider an approximate posterior Q(z|H, c)
with variational parameters predicted by a neural network.
The variational lower bound of the model is thus written as
follows:
logP (H|c) ≥ −KL(Q(z|H, c)‖P (z|c))
+ EQ(z|H,c)[logP (H|z, c)] (3)
and the objective with Gaussian latent variables becomes
LC = −KL (Q(z|H, c)‖P (z|c)) + 1
L
L∑
l=1
logP (H|zl, c),
(4)
where zl ∼ Q(zl|H, c) = N (0, I) is modeled as Gaussian
distribution.
We respectively build Q(z|H, c) and P (H|z, c) as a
CVAE encoder and trajectory predictor, on top of convolu-
tional neural networks. At training time, the observed con-
dition c is first concatenated with heatmaps H, and we train
the CVAE encoder to learn to approximate the prior distri-
bution P (z|c) by minimizing the Kullback-Leibler diver-
gence. Once the model parameters are learned, the latent
variable z can be drawn from the same Gaussian distribu-
tion. At test time, the random sample z ∼ N (0, I) is gen-
erated and masked with the relational features F using the
element-wise multiplication operator. The resulting variable
is passed through the trajectory predictor and concatenated
with the observation c to generate δ number of heatmaps Ĥ.
Details of the network architecture are described in the sup-
plementary material.
Intentional Goal Estimation We also train the intention
estimator for goal-oriented future prediction which employs
prior knowledge about the intention of vehicles (at time
t = t0 + δ). Given the relational features F extracted from
vehicle interactions, we estimate the softmax probability Sg
for each intention category g ∈ {0, 1, 2, 3, 4} (as illustrated
in Figure 1) through a set of fully connected layers with a
following ReLU activation function. We compute the cross-
entropy from the softmax probability:
LS = −
4∑
m=0
1(m = g) logSg, (5)
where g is an estimated intention category and 1 is the indi-
cator function, which equals 1 if m equals g or 0 otherwise.
We use the estimated intention g to condition the process of
model prediction. The computed softmax probability Sg is
later used at test time to sample z with respect to its distri-
bution.
Explicit Penalty Modeling
We introduce additional penalty terms specifically designed
to constrain the model toward reliance on perceptual scene
context and spatio-temporal priors.
Penetration penalty We encourage the model to forecast
all future locations within a boundary of the drivable road
in a given environment. To ensure that the predictions do
not penetrate outside the road (i.e., sidewalks or buildings),
we check the predicted heatmaps and penalize any points
outside the drivable road using the following term:
LP = 1
δ
t0+δ∑
t=t0+1
J∑
j=1
(
Dj ×B(Ĥt,j)
)
, (6)
where the function B is the binary transformation with a
threshold B , D is the binary mask annotated as zero inside
the drivable road, and J = H ×W is the number of pixels
in each likelihood heatmap.
Inconsistency penalty In order to restrict our model from
taking unrealistic velocity changes between adjacent frames,
we encourage temporal consistency between frames as a
way to smooth the predicted trajectories. We hypothesize
that the current velocity at t = t0 should be near to the ve-
locity of both the previous frame (t = t0-1) and next frame
(t = t0+1). The inconsistency penalty is defined as
LI = 1
δ − 1
t0+δ−1∑
t=t0+1
E(vt−1, vt, vt+1), (7)
where vt denotes velocity at time t and
E(a, x, b) = max(0,min(a, b)−x)+max(x−max(a, b), 0)
(8)
is the term to softly penalize the predictions outside of the
velocity range.
Dispersion penalty We further constrain the model to out-
put more natural future trajectories, penalizing the cases
where large prediction error is observed. In order to discour-
age the dispersion of an actual distance error distribution of
the model, we use the following penalty:
LD = Var
({
‖Yt − Ŷt‖22
}t0+δ
t=t0+1
)
=
1
δ
t0+δ∑
t=t0+1
(dt − d¯)2,
(9)
where dt is an Euclidean distance between the predicted lo-
cation and ground truth at time t and d¯ denotes a mean of
d = {dt0+1, ..., dt0+δ}. We observe that the LD penalty is
particularly helpful to obtain accurate future locations with
the concurrent use of the LP term.
Training
At training time, We minimize the total loss drawn as fol-
lows:
LOptimize = −LC + LS + ζLP + ηLI + µLD. (10)
The first two terms are primarily used to optimize the CVAE
modules which aims to approximate the prior and generate
actual likelihood predictions. The third term mainly leads
the model’s output to be in the drivable road, and the last
two terms are involved in generation of more realistic fu-
ture locations. We set the loss weights as ζ = 1, η = 0.1,
and µ = 0.01 which properly optimized the entire network
structures.
Intersection Dataset
A large dataset is collected in the San Francisco Bay Area
(San Fransisco, Mountain View, San Mateo, and Santa
Cruz), focusing on highly interactive scenarios at four-way
intersections. We chose 213 scenarios in both urban and res-
idential areas, which contain interactions between road users
toward an environment. Our intersection dataset consists
of LiDAR-based point clouds (full 360◦ coverage), track-
IDs of traffic participants, their 3D bounding boxes, object
classes (8 categories including cars and pedestrians), odom-
etry of the ego-car, heading angle (in rad), intentional goal
(zone), and drivable area mask. A comparison of our dataset
KITTI TrafficPredic Ours
No. of scenarios 50 103 213
No. of frames (×103) 13.1 90 59.4
No. of object classes 8 5 8
No. of intersections 213
Sampling frequency (fps) 10 2 10
Type of labels
3D bounding boxes X X !
Ego-car odometry X !
LiDAR point cloud X !
360◦ coverage X !
Intentional goal !
Drivable area mask !
Table 1: Comparison of our dataset with driving scene datasets – KITTI (Geiger, Lenz,
and Urtasun 2012) and TrafficPredict(Ma et al. 2019) – for future trajectory forecast.
Figure 3: An example scenario. The
numbers denote tracking IDs.
with other datasets is detailed in Table 1, and an example
scenario is displayed in Figure 3.
The point cloud data is acquired using a Velodyne HDL-
64E S3 sensor, and distortion correction is performed using
the high-frequency GPS data. Odometry of the ego-car is
obtained via Normal Distributive Transform (NDT)-based
point cloud registration. The labels are manually annotated
at 2Hz and linearly interpolated to generate labels at 10Hz.
For zones, we use the registered point cloud data and di-
vide the intersection by 5 regions which are labeled from 0
through 4 in a clockwise direction (‘0’ being the middle zone
as illustrated in Figure 1). Our new dataset will be released
to the public upon the acceptance of this paper.
Experiments
We comprehensively evaluate the proposed approach us-
ing our own intersection dataset, comparing with the self-
generated baselines and state-of-the-art methods. Although
the authors are aware of other benchmark datasets like
ETH (Pellegrini et al. 2009), UCY (Lerner, Chrysanthou,
and Lischinski 2007), and SDD (Robicquet et al. 2016) for
pedestrians or KITTI (Geiger, Lenz, and Urtasun 2012) and
TrafficPredict (Ma et al. 2019) for vehicles in the literature,
we do not use them for one or more of the following reasons:
(i) none of the public datasets provides intentional goal cate-
gories, which makes the demonstration of DROGON infea-
sible to construct a causal relationship between intention and
behavior; and (ii) perceptual information such as RGB im-
ages or LiDAR point clouds is not provided, which is used
to visually infer relational behavior between agents from our
framework. We did not find a straightforward way to use
these datasets to demonstrate the efficacy of our framework.
Preprocessing
Every τ + δ (past and future) number of point clouds, we
first transform this subset to the local coordinates at time
t = t0 − τ + 1 using GPS/IMU position estimates in the
world coordinate. Then, we project these transformed point
clouds onto the top-down image space that is discretized
with a resolution of 0.5m. Each cell in projected top-down
images I has a three-channel (CI = 3) representation of
the height, intensity, and density. The height and intensity
is obtained by a laser scanner, and we choose the maxi-
mum value of the points in the cell. The density simply
shows how many points belong to the cell and is computed
by log(N + 1)/ log(64), where N is the number of points
in the cell. We further normalize each channel to be in the
range of [0, 1]. From these projected top-down images I of
size H × W × CI where H = W = 160, we create the
coordinates of past X and future trajectories Y in the local
coordinates at time t = t0 − τ + 1.
In addition, we remove dynamically moving agents (ve-
hicles and pedestrians) from raw point clouds to only leave
the static elements such as road, sidewalks, buildings, and
lanes, similar to (Lee et al. 2017). Resulting point clouds are
registered in the world coordinate and accordingly cropped
to build a map M of size H ×W × CM in the local coor-
dinates at t = t0 − τ + 1 (same as It0−τ+1). We observed
that the density is always high when the ego-vehicle stops
through a red light, and the height of the hilly road is not
consistent when registered. Therefore, only the intensity val-
ues CM = 1 are used.
Comparison to Baselines
We conduct ablative tests using our intersection dataset to
demonstrate the efficacy of the proposed DROGON frame-
work by measuring average distance error (ADE) during a
given time interval and final distance error (FDE) at a spe-
cific time frame in meters.
Prior knowledge of intention In order to investigate the
efficacy of causal reasoning, we design a baseline (w/o In-
tention) by dropping the intention estimator and CVAE en-
coder from DROGON. As a result, this baseline model is not
generative, outputting a single set of deterministic locations.
In Table 2, the reported error rates indicate that causal rea-
soning is essential to predict accurate trajectories under con-
ditions of prior knowledge of intention1. It is due to the fact
1Note that the mean average precision (mAP) of intention esti-
mation is 71.1% (from DROGON) and 70.2% (from w/o map).
Single-modal prediction 1.0 sec 2.0 sec 3.0 sec 4.0 sec
State-of-the-art methods
S-LSTM (Alahi et al. 2016) 1.66 / 2.18 2.57 / 4.03 3.59 / 6.19 4.61 / 8.45
S-GAN (Gupta et al. 2018) 1.61 / 3.01 2.06 / 3.83 2.32 / 4.35 4.28 / 7.92
S-ATTN (Vemula, Muelling, and Oh 2018) 1.17 / 1.45 1.69 / 2.61 2.41 / 4.45 3.29 / 6.67
Const-Vel (Scho¨ller et al. 2019) 0.52 / 0.85 1.27 / 2.63 2.34 / 5.38 3.70 / 8.88
Gated-RN (Choi and Dariush 2019) 0.74 / 0.98 1.14 / 1.79 1.60 / 2.89 2.13 / 4.20
Ours
DROGON 0.52 / 0.71 0.86 / 1.46 1.31 / 2.60 1.86 / 4.02
Self-generated baselines
w/o Intention 0.79 / 1.04 1.20 / 1.85 1.65 / 2.90 2.18 / 4.25
w/o Map 0.65 / 0.86 1.01 / 1.62 1.46 / 2.77 2.02 / 4.23
w/o Penalty 0.60 / 0.81 0.97 / 1.58 1.41 / 2.71 1.98 / 4.20
Table 2: Quantitative comparison (ADE / FDE in meters) for single-modal prediction.
Multi-modal prediction 1.0 sec 2.0 sec 3.0 sec 4.0 sec
State-of-the-art methods
S-LSTM-20 (Alahi et al. 2016) 1.06 / 1.37 1.68 / 2.79 2.46 / 4.55 3.36 / 6.73
S-GAN-20 (Gupta et al. 2018) 1.50 / 2.84 1.94 / 3.52 1.99 / 3.75 3.43 / 6.47
S-ATTN-20 (Vemula, Muelling, and Oh 2018) 1.35 / 1.69 1.73 / 2.10 2.09 / 3.11 2.66 / 5.10
Gated-RN-20 (Choi and Dariush 2019) 0.60 / 0.80 0.93 / 1.49 1.33 / 2.48 1.82 / 3.74
Ours
DROGON-Best-20 0.39 / 0.53 0.65 / 1.14 1.03 / 2.11 1.48 / 3.29
DROGON-Prob-20 0.38 / 0.49 0.55 / 0.84 0.77 / 1.40 1.05 / 2.25
Table 3: Quantitative comparison (ADE / FDE in meters) for multi-modal prediction.
that goal-oriented reasoning is practically helpful to condi-
tion the search space and guide the course of future motion.
Global scene context We define another baseline model
(w/o Map) which does not use global scene context for tra-
jectory forecast. For implementation, we did not add fea-
tures extracted from the map M into the relational infer-
ence stage. In this way, the model is not guided to learn
global road layouts, similar to relational inference in (Choi
and Dariush 2019). As shown in Table 2, the prediction er-
ror of this baseline definitely increases against DROGON.
The comparison indicates that discovering additional global
context encourages the model to better understand about the
spatial environment.
Explicit penalty We now remove the penalty terms in
the total loss from the proposed DROGON framework at
training time. The performance of this baseline model (w/o
Penalty) is compared in Table 2. Although its performance
is higher than other baseline models, it achieves higher er-
ror rate in comparison to DROGON. This is apparent in
the sense that the model is not explicitly guided by phys-
ical constraints of the real world. Thus, we conclude that
these penalty terms are dominant in forecasting accurate fu-
ture trajectories.
Comparison with the State of the Arts
We compare the performance of DROGON to the state-of-
the-art approaches. Extensive evaluations are conducted on
tasks for both single-modal and multi-modal prediction. As
shown in Table 2 for single trajectory prediction, the per-
formance of S-GAN (Gupta et al. 2018) is consistently im-
proved against S-LSTM (Alahi et al. 2016) all over the time
steps. S-ATTN (Vemula, Muelling, and Oh 2018) shows fur-
ther improvement of both ADE and FDE by employing rel-
ative importance of individual vehicles. Interestingly, how-
ever, their performance is worse than or comparable to the
simple constant velocity (Const-Vel) model in (Scho¨ller et
al. 2019). With additional perceptual priors, the network
model (Gated-RN in (Choi and Dariush 2019)) then per-
forms better than the heuristic approach. DROGON also em-
ploys visual information of the physical environment. Addi-
tionally, we generate intentional goals and predict a trajec-
tory by reasoning about goal-oriented behavior of humans.
As a result, we achieve the best performance against the
state-of-the-art counterparts.
For evaluation on multi-modal prediction in Table 3, we
generate S = 20 samples and report an error of the s-th pre-
diction with minimum ADE (i.e. , mins∈S ‖Yk − Ŷks ‖22) as
proposed in (Lee et al. 2017; Gupta et al. 2018). We design
two variants of DROGON with a different sampling strat-
egy: (i) DROGON-Best-20 generates trajectories only con-
ditioned on the best intention estimate; and (ii) DROGON-
Prob-20 conditions the model proportional to the softmax
probability Sg of each intention category. Similar to single-
modal prediction, our models show a lower error rate than
that of other approaches. It validates the effectiveness of our
causal reasoning framework for goal-oriented future fore-
cast. In Figure 4, we display their qualitative comparison in
(a) (b) (c)
Figure 4: Qualitative comparison of DROGON with the state-of-the-art algorithms. We visualize the top-1 prediction. Gray
mask is shown for non-drivable region.
(a) (b) (c) (d)
Figure 5: All 20 trajectories of DROGON-Prob-20 are plotted for multiple vehicles interactions. We change the intensity of
colors for those 20 samples and use different colors for different vehicles. Gray mask is shown for non-drivable region.
general driving scenarios 4a, by considering the influence
of environments (parked cars and road layouts) while mak-
ing turns 4b, and with an ability to socially avoid poten-
tial collisions 4c. DROGON properly forecasts trajectories
considering interactions with other vehicles and the envi-
ronment. Moreover, we achieve the best performance with
DROGON-Prob-20. By taking adaptive condition on poten-
tial goals, we can eventually ease the impact of misclassi-
fication in intention estimation. In Figure 5, we visualize
goal-oriented trajectories reasoned from DROGON-Prob-
20. While approaching 5a and passing the intersection 5b-
5d, DROGON accordingly predicts goal-oriented trajecto-
ries based on the intentional destination (zone) of vehicles.
Note that our framework is able to predict future dynamic
motion of the static vehicles (blue and purple in 5c), which
can eventually help to avoid potential collisions that might
be caused by their unexpected motion.
Conclusion
We presented a Deep RObust Goal-Oriented trajectory pre-
diction Network, DROGON, which aims to understand a
causal relationship between intention and behavior of human
drivers. Motivated by the real world scenarios, the proposed
framework estimates the intention of drivers based on their
relational behavior. Given prior knowledge of intention, our
conditional probabilistic model reasons about the behavior
of vehicles as intermediate paths. To this end, DROGON
generates multiple possible trajectories of each vehicle con-
sidering physical constraints of the real world. For compre-
hensive evaluation, we collected a large-scale dataset with
highly interactive scenarios at four-way intersections. The
proposed DROGON framework achieved considerable im-
provement of prediction performance over the current state-
of-the-art approaches.
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