Abstract-We propose six new heuristics to find a source-to-destination path that satisfies two or more additive constraints on edge weights. Five of these heuristics become -approximation algorithms when their parameters are appropriately set. The performance of our new heuristics is compared experimentally with that of two recently proposed heuristics for the same problem.
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INTRODUCTION
I N unicast quality-of-service (QoS) routing, we wish to find a path from a source vertex to a destination vertex of a network. This path must satisfy specified constraints. Typical constraints fall into one of two categories-link and path [1] . Link constraints limit the use of certain edges of the network in constructing a QoS route, while path constraints apply to entire source-to-destination paths. Bandwidth is the most common example cited for a link constraint. The QoS path we seek may be required to provide a minimum bandwidth. To meet this requirement, each link (or edge) of the constructed source-to-destination route/path must provide this much bandwidth. The most commonly cited examples of path constraints are cost, delay, and delay jitter. Although each edge or link has a cost/delay/delay-jitter associated with it, the QoS constraint is on the sum of the values for each edge on the path rather than on the value for an individual edge. In this paper, we are concerned with path constraints only. 1 The problem of determining a QoS route that satisfies two or more path constraints (for example, delay and cost) is known to be NP-hard [5] . Hence, the focus has been on the development of pseudopolynomial time algorithms, heuristics, and approximation algorithms for the construction of multiconstrained QoS paths [1] , [3] , [9] , [12] . In this paper, we focus on heuristics and approximation algorithms for multiconstrained QoS paths. We begin in Section 2 by formulating precisely the variety of the multiconstrained QoS path problem we study here. In this section, we also introduce our notation and review related work. In Section 3, we propose six new heuristics. Five of these become approximation algorithms when their parameters are properly selected. The performance of our six new heuristics is experimentally compared, in Section 4, with that of the limited granularity and limited path heuristics proposed by Yuan [19] .
generates a source to destination path p that satisfies (1) whenever the network has a source to destination path p 0 that satisfies w i ðpÞ Ã c i ;
where is a constant between 0 and 1.
Related Work
Both the k-MCP and k-RSP problems for k > 1 have been the subject of intense research. Both problems are known to be NP-hard [5] and several pseudopolynomial time algorithms, heuristics, and approximation algorithms have been proposed [1] , [13] , [18] . Jaffe [9] proposed a polynomial time approximation algorithm for 2-MCP . This algorithm, which uses a shortest path algorithm such as Dijkstra's [16] , replaces the two weights on each edge by a linear combination of these two weights. The algorithm is expected to perform well when the two weights are positively correlated. Chen and Nahrstedt [2] use the rounding strategy of Sahni [15] to arrive at a polynomial time approximation algorithm for k-MCP . Korkmaz and Krunz [10] propose a randomized heuristic that employs two phases. In the first phase, a shortest path from each vertex of V to the destination vertex d is computed for each of the k weights as well as for a linear combination of all k weights. The second phase performs a randomized breadthfirst search for a solution to the k-MCP problem. Yuan [19] proposed two heuristics for k-MCP -limited granularity and limited path. By properly selecting the parameters for the limited granularity heuristic, this heuristic becomes an approximation algorithm for k-MCP . The authors of [6] , [7] , [11] , [14] develop pseudopolynomial time algorithms, heuristics, and approximation algorithms for k-RSP .
Extended Bellman-Ford Algorithm
This is an extension of the well-known dynamic programming algorithm due to Bellman and Ford that is used to find shortest paths in weighted graphs [16] . The original Bellman-Ford algorithm was proposed for graphs in which each edge has a single weight. The extension allows for multiple weights (e.g., cost, delay, delay jitter, and so on).
Let u and v be two vertices in an instance of k-MCP . Let p and q be two different u to v paths. Path p is dominated by path q iff wðqÞ wðpÞ (i.e., w i ðqÞ w i ðpÞ, 1 i k).
In its pure form, the Bellman-Ford algorithm works in n À 1 (n is the number of vertices in the graph) rounds numbered 1 through n À 1. In round 1, the algorithm implicitly enumerates one-edge paths from the source vertex, then, in round 2, those with two edges are enumerated, and so on, until, finally, paths with n À 1 edges are enumerated. Since no simple path has more than n À 1 edges, by the end of round n À 1, all simple paths have been (implicitly) enumerated. The enumeration of paths that have i þ 1 edges is accomplished by considering all one-edge extensions of the enumerated i-edge paths. During the implicit enumeration, suboptimal paths (i.e., paths that are dominated by or are equal to others) are eliminated. Suppose we have two paths p and q to vertex u and that p is dominated by q. If path p can be extended to a path that satisfies (1), then so also can q. Hence, there is no need to retain p for further enumeration by path extension. Actual implementations rarely follow the pure BellmanFord paradigm and enumerate some paths of length more than i þ 1 in round i. Fig. 1 gives the version of the extended Bellman-Ford algorithm employed by us. This version is very similar to the version used by Widyono [17] and Yuan [19] . P AT HðuÞ is a set of paths from the source s to vertex u. P AT HðuÞ never contains two paths p and q for which wðpÞ wðqÞ. Lines 12 through 14 initialize P AT HðuÞ for all vertices u. The for loop of lines 16 through 20 attempts to implement the pure form of the extended Bellman-Ford algorithm and performs the required n À 1 rounds (there is a provision to terminate in fewer rounds in case the previous round added a path to no P AT HðuÞ). The method Relaxðu; vÞ extends the new 2 paths in P AT HðuÞ by appending the edge ðu; vÞ. Feasible extended paths (i.e., those that satisfy the k constraints of (1)) are examined further. If v is the destination, the algorithm terminates as we have found a feasible source to destination path. Let the extended path pjjðu; vÞ be r. The inner for loop (lines 4-8) removes from P AT HðvÞ all paths that are dominated by r (lines 7 and 8). This loop also verifies that r is not dominated by a path in P AT HðvÞ (lines 5 and 6). Notice that if r is dominated by a path in P AT HðvÞ, r cannot dominate a path in P AT HðvÞ. Finally, in lines 9 and 10, r is added to P AT HðvÞ only if it is not dominated by any path in P AT HðvÞ.
To see that the algorithm of Fig. 1 is not a faithful implementation of the pure form of the Bellman-Ford algorithm, consider any iteration of the for loop of lines 16-20 (i.e., consider one round) and suppose that edge ðu; vÞ is considered before edge ðv; wÞ in the for loop of lines 18-19. Following the consideration of ðu; vÞ, P AT HðvÞ possibly 2. A path is new iff it has not been the subject of a similar extension attempt on a previous round. contains paths with round edges. So, when ðv; wÞ is considered, Relax extends the paths in P AT HðvÞ by a single edge ðv; wÞ, thereby permitting a path of length round þ 1 to be included in P AT HðwÞ. This lack of faithfulness in implementation of the pure Bellman-Ford algorithm does not affect the correctness of the algorithm and, in fact, agrees with the traditional implementation of the Bellman-Ford algorithm for the case when each edge has a single weight (i.e., k ¼ 1) [16] .
Another implementation point worth mentioning is that, although we have defined P AT HðuÞ to be a set of paths from the source to vertex u, it is more efficient to implement P AT HðuÞ to be the set of weights (or, more accurately, weight vectors wðÞ) of these paths. This, in fact, is how the algorithm is implemented in [19] .
The algorithm of Fig. 1 differs from the extended Bellman-Ford algorithm as used in [19] in the following respects:
1. Our Relax method terminates the algorithm as soon as a feasible path to the destination vertex is found; the algorithm of [19] runs until either we have a round in which no paths are added or we complete all n À 1 rounds. 2. Our Relax method exits the inner for loop (lines [4] [5] [6] [7] [8] as soon as it is determined that the extension of p is not to be added to P AT HðvÞ (lines 5 and 6); the algorithm of [19] exits the inner loop only when all q 2 P AT HðvÞ have been examined. Although these modifications to the algorithm of [19] do not affect the correctness of the algorithm, these modifications affect performance. The modifications reduce the runtime. In an extreme case, our version of the extended Bellman-Ford algorithm could terminate after one round, while the version used in [19] could run for all n À 1 rounds!
Approximation Methods
Rounding
Sahni [15] has proposed three general techniques-rounding, interval partitioning, and separation-to arrive at approximation algorithms for certain types of NP-hard problems. The rounding method (also known as scaling and digit truncation) reduces the precision in the data to obtain a new instance that is both easier to solve and whose solution is close to a solution for the original instance. As shown in [15] , by appropriately choosing the amount of rounding that is done, we get a fully polynomial time approximation scheme (i.e., an -approximation algorithm whose complexity is polynomial in the size n of the problem instance and 1= (or 1=ð1 À Þ)). By far, this technique has been the most popular one employed in the development of approximation algorithms for QoS routing. 00 ðpÞ, where p 2 P athðuÞ and u is any vertex in the network. Let q be another path in P AT HðuÞ. If wðpÞ and wðqÞ agree on k À 1 of their k components, then one of p and q must dominate the other. However, P AT HðuÞ is a set of nondominating paths. So, jP AT HðuÞj S, where S ¼ ðn=ð1 À ÞÞ kÀ1 . Hence, the complexity of Relax is OðS 2 Þ. Since the number of rounds in the Extended Bellman-Ford is OðnÞ and each round invokes Relax OðeÞ times, the overall complexity becomes OðneS 2 Þ. For the case k ¼ 2, the complexity is OðneSÞ if we employ the merge strategy of Horowitz and Sahni [8] to implement Relax (i.e., maintain P AT HðuÞ in ascending order of w 1 , extend the new paths in one step, then merge these extensions with P AT HðvÞ in another step).
Interval Partitioning and Separation
In interval partitioning [15] , we partition the space of ½w 2 ðpÞ; w 3 ðpÞ; Á Á Á ; w k ðpÞ values into buckets of size ½Á 2 ; Á 3 ; Á Á Á ; Á k . P AT HðuÞ is maintained so as to have at most one path in each bucket. When a Relax step attempts to put a second path into a bucket, only the path with the smaller w 1 value is retained.
In the separation method [15] , P AT HðuÞ is such that no two paths of P AT HðvÞ are within Á i =2 of their w i values for 2 i k. So, if we attempt to add to P AT HðvÞ a path q such that w i ðpÞ þ Á i =2 w i ðqÞ w i ðpÞ þ Á i =2, 2 i k, where p 2 P AT HðvÞ, then only the path with the smaller w 1 value is retained.
Intuitively, we expect separation to be superior to interval partitioning and interval partitioning to be superior to rounding when each uses the same Á i values. As mentioned earlier, rounding has been used extensively in the development of -approximation algorithms for k-MCP and k-RSP . Further, separation comes with greater implementation overheads than associated with interval partitioning. Hence, the focus of this paper is the application of the interval partitioning method to k-MCP.
The Heuristics of Yuan [19]
The limited granularity heuristic (LGH) of Yuan [19] combines the interval partitioning and rounding methods. P AT HðvÞ is represented as a ðk À 1Þ-dimensional array with each array position representing a bucket of size ½s 2 ; s 3 ; Á Á Á ; s k . As in the pure form of interval partitioning, each bucket can have at most one path. However, unlike in interval partitioning, the exact w i values of the retained path are not stored. Instead, the w i values, 2 i k, are rounded up to the maximum possible for the bucket; the smallest w 1 value of the paths that fall into a bucket is stored in the bucket. Note that, because of the rounding of the w i values, 2 i k, we do not store these values along with the path; they may be computed as needed from the bucket indexes.
We may regard the limited granularity heuristic as one with delayed rounding; the rounding done at the outset when the traditional rounding method is used is delayed to the time a path is actually constructed. By incorporating buckets, we eliminate the need to store the w i , 2 i k, values stored explicitly with each path when either the rounding or interval partitioning methods are used. Although there is a reduction in space (by a factor of k) on a per path basis, the array of buckets used to implement each P AT HðuÞ needs Q 2 i k c i =s i space, whereas, when the w i s are explicitly stored, the space requirements can be reduced to Oðk Ã total number of paths storedÞ. The time complexity of LGH is Oðne Q 2 i k c i =s i Þ. Note that, when s i ¼ Á i , 2 i k, the limited granularity heuristic becomes an -approximationn algorithm.
The limited path heuristic (LPH) of Yuan [19] limits the size of P AT HðvÞ to be X, where X is a specified parameter. It differs from the Extended Bellman-Ford (Fig. 1 ) only in that line 9 is changed to if (Flag == True && jP AT HðvÞj < X). With this modification, the complexity of the Extended Bellman-Ford becomes OðneX 2 Þ. The success of LPH hinges on the expectation that the first X nondominated paths, to vertex v, found by the Extended Bellman-Ford, are more likely to lead to a feasible path to the destination than subsequent paths to v. In a pure implementation of the Bellman-Ford method (which Fig. 1 is not), this expectation may be justified with the expectation that paths to nondestination vertices with a smaller number of edges (these are found first in a pure Bellman-Ford algorithm) are more likely to lead to a feasible path to the destination than those with a larger number of edges.
NEW HEURISTICS 3.1 Interval Partitioning Heuristic (IPH)
This heuristic employs the pure form of the interval partitioning method as proposed in [15] . So, like LGH, it uses the notion of buckets and at most one path per bucket is retained. However, unlike LGH, the w i , 2 i k, values of the retained path are stored exactly. Recall that LGH implicitly rounds these values to the maximum values for the bucket. Fig. 2 gives the relax method used by interval partitioning. The driver Extended Bellman-Ford is unchanged. By choosing the number of buckets as in Section 2.4.2, we get an -approximation algorithm. The proof of this claim is quite similar to that of the proof provided in Section 2.4.1.
Theorem 1. IPH is an -approximation algorithm for k-MCP
when the bucket size is chosen as in Section 2.4.1.
Generalized Limited Path Heuristic (GLPH)
LPH limits the number of paths in P AT HðuÞ to be at most X. In GLPH, the constraint on the number of paths is X u2V ;u6 ¼s jP AT HðuÞj ðn À 1Þ Ã X:
While both LPH and GLPH place the same limit on the total number of paths retained (i.e., ðn À 1Þ Ã X), LPH accomplishes this by explicitly restricting the number of paths in each P AT HðuÞ, u 6 ¼ s, to be no more than X.
To ensure a performance at least as good as that of LPH, GLPH ensures that each P AT HðuÞ maintains a superset of the P AT HðuÞ maintained by LPH. So, GLPH permits the size of a P AT HðuÞ to exceed X so long as the sum of the sizes is no more than ðn À 1Þ Ã X. When the sum of the sizes equals ðn À 1Þ Ã X, we continue to add paths to those P AT HðuÞs that have fewer than X paths. However, each such addition is accompanied by the removal of a path that would not be in any P AT HðvÞ of LPH.
Hybrid Interval Partitioning Heuristics (HIPHs)
Although IPH becomes an -approximation algorithm when the bucket size is chosen appropriately, LPH is expected to perform well on many real-world networks because we expect paths with a small number of edges to be more likely to lead to feasible source-destination paths than those with a large number of edges. In this section, we describe four hybrid heuristics: HIPH1, HIPH2, HIPH3, and HIPH4.
HIPH1 and HIPH2 combine IPH and LPH into a unified heuristic that has the merits of both. HIPH1 maintains two sets of paths for each vertex u 2 V . The first set, P AT HðuÞ, is limited to having at most X paths. This set is a faithful replica of P AT HðuÞ as maintained by LPH. The second set, ipP AT HðuÞ, uses interval partitioning to store additional paths found to vertex u. For the source vertex s, P AT HðsÞ ¼ fsg and ipP AT HðsÞ ¼ ;. Fig. 3 gives the new relax method employed by HIPH1. It is easy to see that if, on entry to RelaxHIP H1, P AT HðuÞ as maintained by HIPH1 is the same as that maintained by the relax method of LPH, then, on exit, P AT HðvÞ is the same for both HIPH1 and LPH. Since both heuristics start with the same P AT HðuÞ for all u, both maintain the same P AT HðuÞ sets throughout. Hence, HIPH1 produces a feasible solution whenever LPH does. Further, because HIPH1 maintains additional paths in ipP AT HðÞ, it has the potential to find feasible source-todestination paths even when LPH fails to do so. It is easy also to see that, when bucket size is selected as in Section 2.4.1, HIPH1 is an -approximation algorithm. Theorem 2. HIPH1 is an -approximation algorithm for k-MCP when the bucket size for ipP AT HðÞ is chosen as in Section 2.4.1. Further, for any given X, HIPH1 finds a feasible source-to-destination path whenever LPH finds such a path.
Our second hybrid heuristic, HIPH2, is quite similar to HIPH1. In HIPH1, the extension r ¼ pjjðu; vÞ of a path p 2 ipP AT HðuÞ can be stored only in ipP AT HðvÞ. In HIPH2, however, this extension is stored in P AT HðvÞ whenever jP AT HðvÞj < X. When jP AT HðvÞj ¼ X, lines 4-8 of RelaxIP H are applied (using ipP AT HðvÞ in place of P AT HðvÞ) to determine the fate of r. With this change, P AT HðuÞ as maintained by LPH may not be the same as that maintained by HIPH2. However, by choosing the bucket size for ipP AT HðuÞ as in Section 2.4.1, HIPH2 becomes an -approximation algorithm. HIPH3 and HIPH4 are the GLPH analogs of HIPH1 and HIPH2, that is, they are based on GLPH rather than LPH. 
PERFORMANCE EVALUATION
Network Models and Experimental Setup
To assess the relative performance of the six heuristics proposed in Section 3 and the LGH and LPH heuristics of Yuan [19], we experimented with three different network topologies-mesh, power law, and augmented directed chains. The performance metrics we use are existence ratio (ER) and competitive ratio (CR). These are defined, respectively, by Yuan [19] to be the number of routing requests satisfied by the extended Bellman-Ford algorithm divided by the total number of routing requests and the number of routing requests satisfied by a heuristic divided by the number satisfied by the extended Bellman-Ford algorithm. For example, if we make 500 routing requests, 100 of which are satisfiable, the existence ratio is 100/500 = 0.2. If LPH is able to find a feasible path for 80 of the 100 requests for which such a path exists, the competitive ratio of LPH is 80/100 = 0.8. Fig. 4 For edge weights, we use two strategies-unbiased and biased. The unbiased edge assignment strategy is the same as that used by [19] . In this, the edge weight w i ðu; vÞ is set to be a random number in the range ½0:0; 10:0 Á i, 1 i k. Note that edges ðu; vÞ and ðv; uÞ may have different weights. The constraints c i were set to b Ã i, 1 i k, for selected b values. Fig. 5 shows the constraint values used by [19] and us. For each combination of mesh size and constraint set, we generated 500 random weight assignments and determined the existence ratio for this set of 500 weight assignments. Fig. 5 also shows the measured existence ratios. Not surprisingly, as the constraint values are increased, the existence ratio increases as well.
Mesh
Let averageSize be the average value of jP AT HðuÞj across all vertices of all feasible instances (i.e., those for which there is a feasible source-to-destination path) when the extended Bellman-Ford algorithm is used. Let MaxSizeðIÞ be the maximum value of jP AT HðuÞj, the maximum being taken over all vertices of the network instance I. Let averageMaxSize and maxMaxSize, respectively, be the average and maximum value of MaxSize computed over all feasible instances. For our unbiased 8 Â 8 mesh networks with k ¼ 2, averageSize ¼ 3:5, averageMaxSize ¼ 9:1, and maxMaxSize ¼ 22. When k ¼ 3, these numbers are 7.8, 24.7, and 73 and, for our 16 Â 16 networks, the numbers are 10.6, 30.8, and 69.
In the biased weight assignment strategy, w 1 ðu; vÞ and w 2 ðu; vÞ were set to random numbers in the range ½5:0; 10:0 and ½0:0; 10:0, respectively, when ðu; vÞ is oriented either rightward or downward. For the remaining two orientations, the ranges were ½0:0; 10:0 and ½5:0; 10:0, respectively. This selection of ranges increases the likelihood that the feasible source to destination paths has a mix of edges with different orientations. w i ðu; vÞ for i > 2 was set to a random number in the range ½0:0; 10:0, regardless of the orientation of the edge. The constraints c i were set to b, 1 i k, for preselected b values. For each combination of network size and number of constraints k, we used four different b values and, for each combination of network size and constraint values, 500 random weight assignments were considered. Fig. 6 gives the existence ratio for each set of 500 constructed graphs.
For our biased 8 Â 8 mesh networks with k ¼ 2, averageSize ¼ 3:8, averageMaxSize ¼ 11:6, a n d maxMaxSize ¼ 29. When k ¼ 3, these numbers are 10.7, 44.0, and 107. For our 16 Â 16 mesh networks, the numbers are 11.8, 41.6, and 78.
Power-Law Graphs
The power-law model [4] generates topologies that approximate real-world networks such as the Internet. These networks have the property that the distance (i.e., number of hops in shortest hop path) between any two vertices is bounded by some constant, independent of the network size. We generated power-law directed networks with n 2 f100; 200; Á Á Á ; 1; 000g vertices. For each n, we experimented with 100 power-law networks with two constraints as well as with 100 networks with three constraints. . For each combination of network topology, weight, and constraint assignment, we considered five random combinations for source and destination vertices. Hence, for each n and k combination, a total of 500 routing requests were made. Fig. 7 gives the existence ratio for each set of 500 routing requests in our unbiased power-law networks.
For our unbiased power-law networks with k ¼ 2, averageSize ¼ 0:4, averageMaxSize ¼ 2:9, and maxMaxSize ¼ 10. When k ¼ 3, these numbers are 0.6, 4.4, and 20.
For biased power-law networks, the w 2 -weight of an edge depends on its w 1 Fig. 8 gives the existence ratio for each set of 500 routing requests in our biased power-law networks. The row labeled 3(1) is for k ¼ 3, case 1.
For our biased power-law networks with k ¼ 2, averageSize ¼ 0:6, averageMaxSize ¼ 3:3, and maxMaxSize ¼ 10:
For case 1 of k ¼ 3, these numbers are 0.6, 4.0, and 16, and, for case 2, the numbers are 0.6, 3.3, and 12. Fig. 9 shows a 7-node augmented directed chain (ADC). Such a network is a directed chain with edges oriented from left to right augmented with edges from the leftmost chain vertex to each of the chain vertices, other than the rightmost vertex, two or more hops away. The source vertex is the leftmost chain vertex and the destination is the rightmost vertex. We experimented with 2-constraint ADCs that had n 2 f20; 40; Á Á Á ; 200g vertices. Edges of the type ðu; u À 1Þ were assigned weights randomly drawn from the range [0.0, 1.0], while the w 1 and w 2 weights for edges of the type ½n À 1; i were drawn randomly from the ranges ½j=2; n À 2 and ½0:0; j=2, respectively. Here, n À 1 is the leftmost vertex, j ¼ n À 1 À i and 1 i n À 3. For each n, 500 random weight assignments were considered and, for each n, we set Fig. 10 gives the existence ratio for each set of 500 routing requests in our ADC networks.
Augmented Directed Chains
F o r o u r A D C n e t w o r k s , averageSize ¼ 3:1, averageMaxSize ¼ 6:0, and maxMaxSize ¼ 14. Fig. 11 gives the smallest of the tested X values for which the competitive ratio becomes 1.0. For the case when k ¼ 2, X is the bound placed on jP AT HðuÞj and jipP AT HðuÞj. In particular, for LGH, X is the number of positions in the one-dimensional array used to represent each P AT HðuÞ and, for IPH, X is the number of intervals for each Fig. 9 . Seven-node augmented directed chain. Fig. 10 . Existence ratio for our ADC networks. Fig. 11 . Smallest X at which competitive ratio becomes 1.0. P AT HðuÞ. GLPH working on a network with n vertices is able to store at most X Ã ðn À 1Þ paths, which is the maximum number of paths in all P AT HðuÞ lists of LPH. For the hybrid heuristics HIPH1 and HIPH2, jP AT HðuÞj X and jipP AT HðuÞj X. For HIPH3 and HIPH4, P jP AT HðuÞj X Ã ðn À 1Þ and jipP AT HðuÞj X. Note that, since every heuristic other than LGH stores both w 1 and w 2 for each path while LGH stores only w 1 , the worstcase space requirements of LGH for any X are one-half that for LPH and GLPH and one-fourth that for HIPH1 through HIPH4. For k ¼ 3, the buckets used by LGH and IPH are two-dimensional. We use the notation X ¼ 5 Ã 5, for example, to denote the case when LGH uses a 5 Â 5 array for P AT HðuÞ and IPH uses a 5 Â 5 partitioning into intervals. In Fig. 11 , X values labeled with a Ã indicate that the competitive ratio becomes almost 1.0, more precisely, larger than 0.99. So, for example, the entry 8 Ã =16 for GLPH, HIPH3, and HIPH4 working on 16 Â 16 unbiased meshes means that these heuristics achieved a competitive ratio very close to 1.0 when X ¼ 8 and a competitive ratio of 1.0 when X ¼ 16. The À in the entry for 16 Â 16 unbiased meshes for LGH means that the competitive ratio for LGH did not become close to 1.0 for any of the tested X values. Fig. 12, Fig. 13, Fig. 14, Fig. 15, Fig. 16, Fig. 17, Fig. 18, Fig. 19,  Fig. 20, Fig. 21, Fig. 22, and Fig. 23 plot the competitive ratio for each of the heuristics considered in this paper. Competitive ratios very close to 1.0 are not plotted.
Experimental Results
The results of Fig. 11 are not altogether surprising given that averageP ath for our data sets is quite low. So, for example, for unbiased 8 Â 8 mesh networks, averageP ath ¼ 3:4. Hence, we would expect GLPH and its derivatives, HIPH3 and HIPH4, to have a competitive ratio close to 1 when X ¼ 4 as the possibility of failure arises only for the few feasible instances for which the average value of jP AT HðuÞj exceeds 4. For LPH and its derivatives, HIPH1 and HIPH2, on the other hand, since averageMax ¼ 9:1, there is greater likelihood of failure at X ¼ 4.
For LPH and LGH on unbiased meshes, our results are consistent with those reported in [19] for these heuristics and this network topology; LPH is able to achieve competitive ratios close to 1 for small X (X ¼ 8 for an 8 Â 8 unbiased mesh with two constraints and X ¼ 16 for a 16 Â 16 unbiased mesh with two constraints and an 8 Â 8 unbiased mesh with three constraints), while LGH needs much larger X to achieve comparable competitive ratios. In fact, even with X ¼ 800 for k ¼ 2 and X ¼ 200 Ã 200 for k ¼ 3, LGH was unable to match the competitive ratio of LPH with X ¼ 8! Although IPH fares poorly compared with LPH, it does a lot better than LGH. With X ¼ 64 for k ¼ 2 and X ¼ 32 Ã 32 for k ¼ 3, IPH has a competitive ratio that is about the same as that of LPH with X ¼ 8. For 8 Â 8 meshes with k ¼ 2, the competitive ratio for GLPH, HIPH3, and HIPH4 is 1.0 for X ! 4 (we do not plot the data when the competitive ratio is 1.0 or very close to 1.0) and that for HIPH1 and HIPH2 is 1.0 when X ! 8. For 16 Â 16 meshes with k ¼ 2 and 8 Â 8 meshes with k ¼ 3, the competitive ratio for GLPH, HIPH3, and HIPH4 is almost 1.0 for X ¼ 8 and that for HIPH1 and HIPH2 is almost 1.0 when X ¼ 16.
As expected, the competitive ratio for GLPH is always at least as high as that for LPH. As predicted by Theorem 2, the competitive ratio for HIPH1 is at least as large as that for LPH for every choice of X (of course, HIPH1 uses twice as much space for each choice of X). HIPH2 outperforms HIPH1 for each choice of X. Similarly, HIPH3 outperforms GLPH for every choice of X and HIPH4 outperforms HIPH3. When we account for the fact that the space required by HIPH1 through HIPH4 for any X is the same as that required by LPH and GLPH for an X twice as large, we see that GLPH emerges as the best heuristic for unbiased meshes.
For 8 Â 8 biased meshes with two constraints, LGH continues to provide a poor competitive ratio. In fact, for X 8, the competitive ratio for LGH is 0.0. However, IPH with even X ¼ 1 achieves a competitive ratio of about 0.98. The competitive ratio for HIPH3 and HIPH4 becomes 1.0 when X ¼ 4. That for IPH and HIPH1 becomes very close to 1.0 when X ¼ 8. For X ¼ 8, the competitive ratio for GLPH and HIPH2 is 1.0. For 16 Â 16 biased meshes with two constraints, IPH, HIPH2, and HIPH4 achieve a competitive ratio of 1.0 when X ¼ 1 value. The competitive ratio for HIPH3 is 1.0 when X ¼ 8; for GLPH, this ratio is 1.0 when X ¼ 16; and, for HIPH1, this ratio is very close to 1.0 when X ¼ 16. As can be seen from Fig. 16 , LGH provides a very small competitive ratio. Though not shown in this figure, the competitive ratio for LGH is 0.0 when X 16. The competitive ratio for LPH and GLPH, while considerably better than that of LGH is considerably less than that of IPH and HIPH2 through HIPH4 for small X. In fact, the ratio for GLPH becomes 1.0 only when X ¼ 16 and that for LPH does not become 1.0 for any of the tested X values. For 8 Â 8 biased meshes with three constraints, IPH has a competitive ratio close to 1.0 even when X ¼ 1 Ã 1; this ratio becomes 1.0 when X ¼ 8 Â 8. HIPH2 through HIPH4 have a competitive ratio of 1.0 when X ¼ 8 (the competitive ratio for HIPH4 is almost 1.0 when X ¼ 4). For biased meshes, IPH and HIPH1 through HIPH4 are competitive and superior to the remaining heuristics; among these, HIPH4 is the best.
On biased and unbiased power-law graphs, HIPH3 and HIPH4 have the best competitive ratio. GLPH, HIPH1, and HIPH2 are close contenders for best place; IPH, LPH, and LGH did not fare as well. Although IPH fares much better than LGH, it is outperformed by the remaining heuristics.
For our ADCs, GLPH and HIPH2 through HIPH4 have a competitive ratio of 1.0 when X ¼ 8. IPH with X ¼ 1 failed to find a feasible path in only one instance where such a path was possible. LPH has a competitive ratio of 1.0 when X ¼ 16.
LGH remains the least effective heuristic. We also experimented with ADC networks that had no feasible paths with a small number of edges. For this experiment, the ðw 1 ; w 2 Þ weights of edges ði; i À 1Þ were set to ð1:0; 1:0Þ and the weights for edges ðn À 1; iÞ were set to ðn À i þ 1 À 1=ðn À iÞ; n À i þ 1 À 1=ðn À iÞÞ. We set
It is easy to see that, with these weights, the existence ratio is 1.0 and that there is only one feasible have a competitive ratio of 1.0 even when X ¼ 1.
CONCLUSION
We have proposed six new heuristics to find QoS paths in a network-IPH, GLPH, and HIPH1 through HIPH4. All of these, with the exception of GLPH, become -approximation algorithms for k-MCP when the bucket size is chosen as in Section 2.4.1. Although GLPH has the same bound on total memory as does the limited path heuristic LPH of [19] , GLPH provides a better competitive ratio; in fact, GLPH finds a feasible path whenever LPH does and is able to find feasible solutions for several instances on which LPH fails to do so. Our IPH heuristic achieves significantly better competitive ratios than are achieved by the limited granularity heuristic of [19] . LPH and GLPH do well on graphs in which there is at least one feasible path that has a small number of edges. As shown by our experiments with ADCs that do not have such feasible paths, LPH and GLPH provide miserable performance. Our hybrid heuristics HIPH1 through HIPH4 combine the merits of IPH (-approximation when the bucket size is chosen properly) and LPH and GLPH (guaranteed success when the graph has a feasible path with few edges). Of the four proposed hybrid heuristics, HIPH4 performed best in our experiments. Karlstrom Outstanding Educator Award for "outstanding contributions to computing education through inspired teaching, development of courses and curricula for distance education, contributions to professional societies, and authoring significant textbooks in several areas including discrete mathematics, data structures, algorithms, and parallel and distributed computing." He has published more than 300 research papers and written 15 texts. His research publications are on the design and analysis of efficient algorithms, parallel computing, interconnection networks, design automation, and medical algorithms. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
