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5T´ıtulo en espan˜ol
Ana´lisis comparativo de descriptores de forma 3D para deteccio´n de caracter´ısticas faciales
Title in English
Comparative analysis of 3D shape descriptors for facial feature detection
Resumen: El rostro humano presenta una gran cantidad de caracter´ısticas que actual-
mente pueden ser modeladas mediante un simple patro´n 2D, un conjunto complejo de
ve´rtices 3D que forman una malla poligonal o un conjunto de para´metros para cada grado
de libertad o variacio´n. La caracterizacio´n del rostro tiene gran cantidad de aplicaciones
dentro de las cuales se tienen: identificacio´n de rostros, modelado de la cara, s´ıntesis de
voz, identificacio´n de expresiones y cirug´ıa facial. Los modelos tridimensionales del ros-
tro contienen gran cantidad de la informacio´n geome´trica, la cual puede ser extra´ıda por
diversos me´todos. Entre ellos se pueden mencionar los basados en modelos de superficies
cua´dricas que buscan clasificar los puntos de una superficie como planar o no planar, de
ah´ı se estima si puede ser esfe´rica, cil´ındrica o co´nica; otros permiten obtener el perfil del
rostro en ima´genes de rango aprovechando la simetr´ıa del mismo. Existen diversos me´todos
para caracterizar superficies 3D, los cuales han sido aplicados al reconocimiento de objetos
3D, pero aun no existe un estudio comparativo representativo que discrimine las ventajas
y desventajas de los mismos en las caracter´ısticas faciales. El objetivo de este trabajo
es realizar un ana´lisis de relevancia de los siguientes descriptores: curvaturas principales,
curvatura media, curvatura gaussiana, ı´ndice de forma (shape index ), curvacidad (curved-
ness), las ima´genes spin y el ı´ndice de forma multi-escala para determinar cuales ofrecen
informacio´n ma´s relevante en ubicaciones espec´ıficas del rostro mediante la utilizacio´n del
ana´lisis discriminante de Fisher. Esto permite definir cual es el descriptor ma´s adecuado
en superficies complejas mostrando una aplicacio´n en caracterizacio´n y reconocimiento de
rostros en ima´genes 3D. Las caracter´ısticas consideradas corresponden a 182 puntos y a
28 regiones del rostro obtenidos mediante un modelo compuesto de curvas que se ajustan
a la morfolog´ıa del rostro. Al obtener los descriptores ma´s relevantes en cada una de las
regiones del rostro humano se espera contribuir a la solucio´n del problema de reconoci-
miento de rostros en ima´genes 3D y al de la obtencio´n de medidas para antropometr´ıa
facial. La caracterizacio´n mediante descriptores de forma puede ser extendida a diferentes
partes del cuerpo y puede ser aplicada en diversos sectores que incluyen la animacio´n, la
medicina forense, la cirug´ıa reconstructiva, entre otras.
Abstract: The human face presents a big amount of morphological features that can be
modeled by using a 2D basic template, a complex set of vertex that can be structured
in a polygonal mesh or a set of parameters for each freedom degree or variation. The
face featuring has several applications: face identification, face modeling, voice synthesis,
identification of expressions and facial surgery. The 3D face models have a lot of geometric
information, which can be extracted by using different methods as quadric-surfaces-based,
which classifies the surface points as planar, spherical, conical, or cylindrical. Other models
are useful for obtaining the face profile in range images by using face symmetry. There
exist a lot of methods for 3D surface featuring, which have been applied to 3D objects
recognition, but it does not exist a meaningful comparative study which discriminate the
advantages and disadvantages of these methods in facial featuring. The main goal of this
work is to develop a relevance analysis of the following descriptors: principal curvatures,
mean curvature, gaussian curvature, shape index, curvedness, spin images, and multi-scale
shape index; in order to determine which descriptor offers more information in specific lo-
cations of the face by using the Fisher Discriminant Analysis–FDA. In addition, this work
try out to define which descriptor is more suitable in a complex surface showing an ap-
plication in featuring and face recognition in 3D range images. The considered features
correspond to 182 points and 28 face regions, obtained by using a model composed of
curves that can be adjusted to the face’s morphology. This work demonstrates that the
identification of the more relevant descriptors obtained in the face regions may contribute
to solve problems related to face recognition in 3D images and facial anthropometry cha-
racterization. As a perspective of this study, face featuring by using shape descriptors can
be extended to different parts of the body. Likewise, it can be applied to different areas
as animation, forensic medicine, reconstructive surgery, etc.
Palabras clave: descriptores de forma 3D, superficie facial 3D, capacidad discriminante,
extraccio´n de caracter´ısticas.
Keywords: 3D shape descriptors, 3D facial surface, discriminant capacity, feature ex-
traction.
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Introduccio´n
Los modelos tridimensionales del rostro dan gran cantidad de la informacio´n sobre
la morfolog´ıa del mismo, la cual puede ser extra´ıda por diversos me´todos. Entre ellos se
pueden mencionar los basados en modelos de superficies cua´dricas que buscan clasificar los
puntos de una superficie como planar o no planar, de ah´ı se estima si puede ser esfe´rica,
cil´ındrica o co´nica [2], otros permiten obtener el perfil del rostro en ima´genes de rango
aprovechando la simetr´ıa del mismo [3]. Por otra parte, existen descriptores basados en
las curvaturas que esta´n presentes en cualquier objeto 3D, los cuales han mostrado gran
efectividad ya que la curvatura como propiedad de superficie local tiene la capacidad de
ser invariante al punto de vista. Los descriptores de curvatura, el cual es un concepto
proveniente de la geometr´ıa diferencial, permiten identificar ocho formas fundamentales:
hiperbo´lica silla valle, parabo´lica co´ncava hacia arriba, el´ıptica co´ncava hacia abajo, hi-
perbo´lica mı´nima, plana, hiperbo´lica silla arista, parabo´lica co´ncava hacia arriba y el´ıptica
co´ncava hacia arriba [4].
A nivel general se pueden mencionar algunos trabajos relacionados con el ana´lisis y
reconocimiento del rostro mediante ima´genes 3D. En [5] se presenta un reconocimiento
de rostros basado en mapas de profundidad y la medicio´n de la curvatura principal de
superficies sobre un conjunto de datos espec´ıfico. El ca´lculo de descriptores de superficies
generales se basa en la curvatura y el ca´lculo de caracter´ısticas del rostro basados en
conocimiento a priori sobre la estructura del mismo. En [6] se busca una correspondencia
entre ima´genes en regiones convexas, haciendo uso de la curvatura Gaussiana y de un
mapeo para obtener ima´genes extendidas Gaussianas. En [7] se presenta una evaluacio´n
de algoritmos de reconocimiento de rostros mediante ima´genes de rango y se propone
el uso de la informacio´n de la curvatura, la cual puede ser adquirida mediante enfoques
geome´tricos en el proceso de proyeccio´n lineal.
Pese a que en varios trabajos se realiza deteccio´n de caracter´ısticas con este tipo
de descriptores, no es muy comu´n encontrar aquellos donde se realizan comparaciones
cuantitativas entre ellos. Dentro de los trabajos ma´s relacionados con el reconocimiento
de rostros en ima´genes de rango utilizando descriptores de forma, se puede contar el de
[8], donde se hace uso de una segmentacio´n basada en los signos de las curvaturas media
y gaussiana, para encontrar las regiones de intere´s y as´ı caracterizarlas posteriormente,
haciendo uso de un conjunto de descriptores. Adicionalmente se realiza una clasificacio´n
de 86 descriptores aplicados en las regiones encontradas, mediante el coeficiente de Fisher
[9, 10]. Los descriptores usados fueron a´reas de regiones, relaciones entre a´reas, media de
a´reas, distancias entre centros de masas de regiones, media de distancias sime´tricas, a´ngulos
entre centros de masas de regiones, media de a´ngulos de regiones, promedio y varianza
de la curvatura media y Gaussiana de los puntos de una regio´n y l´ıneas de la cara. Los
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resultados obtenidos en el trabajo en mencio´n muestran que los mejores desempen˜os en las
te´cnicas utilizadas ocurren en ima´genes de pose frontal. Sin embargo, tambie´n es bueno
notar que el autor so´lo utilizo´ una segmentacio´n basada en los signos de las curvaturas
media y gaussiana, para encontrar las regiones de intere´s.
Se pueden mencionar otros me´todos para caracterizar superficies 3D, que en algunos
casos involucran otras medidas de curvatura como las que se presentan a continuacio´n:
• COSMOS. El enfoque presentado en [11] busca representar y reconocer objetos de
forma libre pero sin estar ocluidos, se caracteriza por: ser independiente del punto
de vista, manejar objetos que pueden variar tanto en forma como en complejidad y
no hacer suposiciones restrictivas acerca de los tipos de superficies presentes en el
objeto.
Un objeto es representado concisamente en te´rminos de parches de superficie maxi-
mal de ı´ndice de forma constante. Los parches maximales que representan el objeto
son mapeados sobre una esfera unitaria mediante sus orientaciones, son agregados
mediante funciones espectrales de forma. Propiedades de curvatura, conectividad y
a´rea de superficie son requeridas para obtener informacio´n global y local. Un aporte
de este trabajo es el concepto de espectro de forma.
• Curvatura de conos ponderados (WCC). Este me´todo hace una reduccio´n del modelo
del objeto sin pe´rdida de informacio´n [12]. Una medida de similaridad basada en
las caracter´ısticas WCC ha sido definida para comparar modelos, de tal forma que
una matriz de similaridad basada en la correspondencia WCC es la entrada a un
algoritmo de agrupamiento difuso, el cual agrupa automa´ticamente los objetos de
acuerdo a la similaridad. El me´todo usado se basa en una teselacio´n, en la cual
pueden variar los nodos que representan c´ırculos conce´ntricos, que se adaptan a la
curvatura del objeto en forma de cono.
• Curvaturas en nubes de puntos no organizados. En el enfoque presentado en [4], se
presenta un me´todo para estimar las curvaturas y direcciones principales en nubes
de puntos no organizados, los cuales han sido muestreados a partir de una superficie
3D. La informacio´n de curvaturas se obtiene mediante una estimacio´n de un vecin-
dario geode´sico local alrededor de cada punto, para lo cual se propone un me´todo
para calcularlo basado en una ponderacio´n. En el trabajo en mencio´n se se utilizan
las curvaturas Gaussiana y Media para identificar formas fundamentales o tipos de
superficies de forma que se mencionaron anteriormente, se utiliza un me´todo basado
en ana´lisis de componentes principales PCA, para aproximar el plano tangente en
un vecindario de los puntos ma´s cercanos alrededor de un punto p, con la informa-
cio´n ponderada de vecindad se hace una matriz de covarianza. Los valores propios
de dicha matriz miden la variacio´n de los puntos en el vecindario. Las curvaturas se
obtienen de manera simple haciendo una combinacio´n lineal de los valores propios.
Es bueno mencionar que la mayor´ıa de los enfoques para el reconocimiento de ima´genes
3D mediante la curvatura, esta´n basados en el ana´lisis de las curvaturas Gaussiana y media
[13], por tal razo´n se incluyeron y validaron otros enfoques para caracterizar las regiones
del rostro.
El objetivo de este trabajo es realizar un ana´lisis de relevancia de los siguientes des-
criptores: curvaturas principales, curvatura media, curvatura gaussiana, ı´ndice de Forma
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(shape Index ), curvacidad (curvedness), las ima´genes spin, el ı´ndice de forma multi-escala
y las ima´genes spin multi-resolucio´n, para determinar cuales ofrecen ma´s informacio´n en
ubicaciones espec´ıficas del rostro. Esto permitira´ definir cual es el descriptor ma´s adecuado
en superficies complejas, mostrando una aplicacio´n en caracterizacio´n y reconocimiento de
rostros en ima´genes 3D.
Dentro del proceso experimental que se planteo´, se utilizo´ una plantilla compuesta de
28 regiones anato´micas, para segmentar un modelo 3D del rostro y extraer los puntos
que hacen parte de las regiones y contornos que las define, en lugar de definir agrupa-
ciones de ve´rtices. En principio, el problema consiste en establecer cuales caracter´ısticas
son relevantes en cada punto. El proceso de caracterizacio´n esta´ basado en las diferentes
maneras de representar los puntos espec´ıficos, utilizando solamente la informacio´n dis-
ponible. La plantilla es ajustada a cada modelo 3D, para obtener diferentes grupos de
ve´rtices: los ve´rtices de la plantilla, los que hacen parte del contorno (aquellos que caen
sobre las curvas que definen la regio´n) y los que se encuentran dentro de la regio´n. Gracias
al proceso experimental se desarrollaron algunas estrategias de bu´squeda, las cuales pue-
den ser reconfiguradas de acuerdo a la regio´n del rostro sobre la cual se quiera detectar
una caracter´ıstica.
Los resultados de este trabajo son de gran intere´s en diversos sectores como la ci-
rug´ıa facial, la identificacio´n de personas, la representacio´n parame´trica de caracter´ısticas
faciales, la antropometr´ıa, la animacio´n de personajes, entre otros. Este trabajo es la pri-
mera etapa de un sistema para detectar puntos espec´ıficos sobre la superficie facial la cual
esta´ definida mediante diferentes regiones.
La organizacio´n de este trabajo es la siguiente: en primer lugar se enuncian los des-
criptores de forma 3D utilizados, en el Cap´ıtulo 1. Luego se presenta la extraccio´n de
los descriptores y los algoritmos involucrados en las bu´squedas, en el Cap´ıtulo 2. El mar-
co experimental, es presentado en el Capitulo 3. Posteriormente se desarrolla un ana´lisis
discriminante usando puntos, contornos y regiones del rostro junto con los resultados co-
rrespondientes, en el Cap´ıtulo 4. Posteriormente, se muestra una aplicacio´n ba´sica de la
utilizacio´n de los descriptores evaluados en el reconocimiento de rostros y de caracter´ısticas
faciales como ge´nero y expresio´n, en el Cap´ıtulo 5. Finalmente, se exponen las conclusiones
y el trabajo futuro.
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CAPI´TULO 1
Descriptores de Forma en 3D
Los descriptores de forma son un conjunto de herramientas matema´ticas y procedi-
mentales que permiten obtener diversas medidas sobre los contornos y las estructuras
morfolo´gicas de los modelos o ima´genes 3D. Dentro de los descriptores de forma existen
diferentes tipos: los que esta´n basados en los modelos de superficies cua´dricas que buscan
clasificar puntos dentro de las diferentes formas geome´tricas en 3D (planos, esferas, cilin-
dros, conos, entre otros); los que esta´n basados en curvaturas principales, los que esta´n
basados en transformaciones de informacio´n 3D a 2D como es el caso de las ima´genes
spin que pueden ser calculadas a diferentes resoluciones, los multi-escala, entre otros. Este
cap´ıtulo se enfoca en definir los descriptores utilizados en este trabajo los cuales son: cur-
vaturas principales, curvatura media, curvatura gaussiana, ı´ndice de forma (shape index ),
curvacidad (curvedness), las ima´genes spin, el ı´ndice de forma multi-escala y las ima´genes
spin multi-resolucio´n, los cuales se presentara´n a continuacio´n y se mostrara´n los me´todos,
procedimientos para su obtencio´n y el costo computacional que tienen.
1.1. Definicio´n de curvatura
Una curva plana es definida como κ = dαds , donde α, es el a´ngulo formado por el vector
tangente a la curva (en la direccio´n de desplazamiento) con una direccio´n fija y s representa
la longitud de arco a lo largo de la curva. La curvatura no es u´nicamente un valor, el signo
indica la direccio´n de desviacio´n. Es bueno mencionar que no es posible darle a una curva
un signo en el espacio.
Una curva en el espacio, se puede definir mediante el uso del para´metro s, designando
a x como el vector de posicio´n de la curva, obteniendo el vector unitario tangente T = dxds
y la curvatura k =
∣∣dT
ds
∣∣ = ∣∣∣d2xds2 ∣∣∣.
En una superficie S ⊂ R3 el doble´s ma´ximo y el mı´nimo son medidos por las dos
curvaturas principales k1 y k2, las cuales corresponden a los valores ma´ximos y mı´nimos
de curvaturas ubicadas en los planos ortogonales que contienen al vector normal al punto
a evaluar (ver Figura 1.1).
Las conexiones entre las curvaturas principales y las dos mediciones cla´sicas de forma,
la curvatura Gaussiana K y la curvatura media H, esta´n dadas por:
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Figura 1.1: Curvaturas principales.
k1 = H +
√
H2 −K
k2 = H −
√
H2 −K . (1.1)
Mediante el ana´lisis de los valores de curvatura es posible extraer el plano de simetr´ıa
del rostro [3], detectar las regiones de los ojos y la boca [5, 14], segmentar un modelo facial
como entrada de un sistema de reconocimiento [15, 16] o detectar diversas marcas sobre la
superficie facial[17, 18]. Otras aproximaciones combinan la informacio´n de curvatura con
otras caracter´ısticas obtenidas de informacio´n 2D [19] y/o un conocimiento a priori de la
geometr´ıa del rostro [20].
El proceso de estimacio´n de las curvaturas principales se puede observar en el Ape´ndice
A.
1.2. Descriptores de forma basados en curvatura
En reconocimiento de rostros y deteccio´n de caracter´ısticas faciales, la curvatura ha
sido usada ampliamente, especialmente cuando la informacio´n de geometr´ıa 3D del rostro
esta´ disponible debido a que es una propiedad de superficie local, que tiene la ventaja de
ser invariante a traslaciones y rotaciones.
Se pueden encontrar una amplia gama de descriptores basados en las curvaturas prin-
cipales utilizados en ana´lisis y reconocimiento del rostro, los cuales se mencionara´n a
continuacio´n.
Utilizando las ecuaciones 1.1 se puede obtener la curvatura media H = k1+k22 y curvatu-
ra Gaussiana K = k1k2 [21]. Estas curvaturas han sido usadas en [8], para la segmentacio´n
y el ana´lisis de caracter´ısticas en un sistema de reconocimiento de rostros.
Con base en las curvaturas principales k1, k2, se han propuesto otros descriptores como
el ı´ndice de forma SI [22]. Para un punto p sobre una superficie, el SI se define como:
SI(p) =
1
2
− 1
pi
tan−1
k1(p) + k2(p)
k1(p)− k2(p) . (1.2)
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Figura 1.2: Generacio´n de imagenes spin.
El SI ha sido usado para localizar caracter´ısticas faciales en [23, 24, 25, 26]. Otro
descriptor es la curvosidad (curvedness) definida como:
R(p) =
√(
k21(p) + k
2
2(p)
)
/2. (1.3)
R representa la cantidad de curvatura en una regio´n, lo cual hace posible la percepcio´n
de variacio´n en escala de la forma de los objetos. R ha sido utilizado como criterio para
segmentacio´n automa´tica de mallas triangulares [27].
1.3. Ima´genes spin
La imagen spin [28] es un descriptor local, calculado en un punto orientado (p,n) (un
punto y su normal respectivamente), que codifica 2 de las 3 coordenadas de un sistema
cil´ındrico en su vecindad. La imagen spin X para un punto p en una superficie, es un
histograma 2D en el cual cada p´ıxel es un bin 1 que almacena el nu´mero de vecinos que
esta´n a una distancia α desde n y a una profundidad β desde su plano tangente P (ver
Figura 1.2).
El para´metro α puede ser estimado como la distancia perpendicular desde n hasta
el punto x. El segundo para´metro β, es la distancia relativa paralela entre n y x. La
representacio´n matema´tica de estos para´metros conocidos como coordenadas spin es:
α =
√||x-p||2 − (n · (x-p))2,
β = n · (x-p). (1.4)
Para preservar la exactitud en el proceso de generacio´n de ima´genes spin, las coordena-
das spin (α, β), son calculadas usualmente desde la nube de puntos [29], dado que e´stas son
medidas en coordenadas espaciales que no esta´n de acuerdo a una grilla. La reduccio´n de
1unidad de almacenamiento de informacio´n
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dimensionalidad asociada desde coordenadas 3D al dominio de la imagen spin es descrita
por:
[x, y, z] = [r, θ, z]→ [r, z] ≈ [α, β]. (1.5)
Asumiendo una estimacio´n normal precisa, (α, β) deber´ıan aproximarse a las coorde-
nadas cil´ındricas (r, z), relativas al punto p. La coordenada cil´ındrica θ es ignorada en el
dominio de las ima´genes spin para reducir la dimensio´n de los datos. Las ima´genes spin son
generadas de acuerdo al cumplimiento de tres criterios Cs de generacio´n que se describen
a continuacio´n.
El primer criterio W , es usado para especificar el rango relativo a p, sobre el cual los
puntos pueden contribuir a la imagen spin. El segundo criterio es el taman˜o del bin bs. En
cualquier histograma, bs especifica el rango sobre el cual las coordenadas spin se mapean
en un bin sencillo.
El primer paso en la construccio´n de la imagen spin es determinar cuales puntos pueden
contribuir a la imagen spin Sp. Esto se logra ajustando los datos 3D en una grilla en el
espacio de para´metros spin, y aplicando el criterio de generacio´n de ima´genes spin a la
lista de puntos L{x}p. Con base en las coordenadas spin (α, β) asociadas con todos los
puntos en L{x}p, los datos son ajustados a la grilla, de acuerdo con:
i =
[
α
bs
]
, j =
[
W
2 + β
bs
]
. (1.6)
En la pra´ctica, el taman˜o del bin es t´ıpicamente cuatro veces la media de la resolucio´n
de muestreo asociada con la nube de puntos. Esto es realizado con el fin de asegurar que
mu´ltiples puntos puedan ser mapeados al mismo bin, creando caracter´ısticas de contraste.
Estas caracter´ısticas son importantes cuando se realiza un emparejamiento de ima´genes
spin.
So´lo los puntos L{x}p que cumplan las siguientes condiciones:
i <
[
W
bs
]
, j <
[
W
bs
]
, (1.7)
pueden contribuir a la Sp. El tercer criterio de generacio´n de ima´genes spin es el a´ngulo
spin Λx, el cual esta´ definido como:
Λx = cos
−1(n · nx), (1.8)
Λx es la medicio´n del a´ngulo entre n y el vector normal nx asociado al punto x.
Λx es calculado en cada punto de L{x}p de acuerdo a las condiciones especificadas en la
Ecuacio´n 1.7. Por lo tanto, u´nicamente los puntos con a´ngulos spin menores que un umbral
especificado por el usuario Λs, son guardados para la lista final de puntos disponibles
L{x⋂Cs}p (u´nicamente puntos que cumplen los tres criterios).
Ya que L{x⋂Cs}p ha sido establecido, se utiliza la interpolacio´n bilineal para reducir
los errores generados en el ajuste de la grilla, dado que el error de ajuste introducido
por el operador de ajuste en la Ecuacio´n 1.6, es directamente proporcional a bs. Para
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Figura 1.3: Ejemplo de imagenes spin.
mitigar este error, las coordenadas spin (α, β) y las coordenadas de ajuste de grilla son
interpoladas bilinealmente para calcular la contribucio´n de un punto con su ubicacio´n de
grilla adyacente. Los pesos de interpolacio´n son calculados de acuerdo a:
a = α− ibs, b = β + W
2
− jbs. (1.9)
Una contribucio´n a Sp resultante desde la interpolacio´n bilineal es calculada mediante:
Sp(i, j + 1) = Sp(i, j + 1) + a(bs − b) Sp(i+ 1, j + 1) = Sp(i+ 1, j + 1) + (ab)
Sp(i, j) = Sp(i, j) + (bs − a)(bs − b) Sp(i+ 1, j) = Sp(i+ 1, j) + b(bs − a)
(1.10)
Finalmente, todos los puntos 3D en L{x⋂Cs}p son ajustados en el bin de acuerdo con
la Ecuacio´n 1.10. Es importante reconocer que una imagen spin puede ser generada para
cada punto en una nube de puntos 3D. La Figura 1.3 ilustra tres ejemplos de ima´genes
spin generadas desde una malla 3D, en tres puntos representativos de un rostro sinte´tico.
En ciertos casos, una representacio´n de un objeto 3D mediante ima´genes spin puede ser
reconocida fa´cilmente, dado que las caracter´ısticas de la imagen spin son directamente
relacionadas a las simetr´ıas sobre p (ver Figura 1.3). Debido a que las coordenadas (α, β)
son medidas relativas a p y n, las ima´genes spin son invariantes a la orientacio´n del objeto
[28].
1.4. Ima´genes spin multi-resolucio´n
El muestreo uniforme es requerido para coincidir puntos en dos diferentes mallas me-
diante ima´genes spin. En la implementacio´n original de ima´genes spin, u´nicamente ve´rtices
en la malla son agregadas en ima´genes spin [28]. En [30] se aplican algoritmos de remues-
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treo para asegurar la uniformidad de las superficies. En [31, 32] se agregan en la superficie,
puntos uniformemente distribuidos entre los ve´rtices de las mallas, en las ima´genes spin.
En [33] se muestra que ima´genes spin obtenidas mediante diferentes resoluciones, pue-
den ser utilizadas para emparejar superficies con densidades de puntos no uniformes, me-
diante un proceso denominado ima´genes spin multi-resolucio´n.
Para encontrar cuales puntos de un objeto corresponden a un punto de prueba, sea en
el mismo o en otro objeto, se obtiene la imagen spin en dicho punto. Los coeficientes de
correlacio´n de la imagen spin en un punto de prueba, para todas las ima´genes spin de los
objetos, proveen una medida de que tan similar al punto de prueba son los puntos en la
superficie. El coeficiente de correlacio´n c es obtenido mediante la siguiente relacio´n, donde
s1 y s2 son las dos ima´genes spin comparadas y n es el nu´mero de p´ıxeles en una imagen
spin:
c =
n
∑
s1s2 −
∑
s1
∑
s2
((n
∑
s21)− (
∑
s1)2)(n
∑
s22 − (
∑
s2)2))
1
2
. (1.11)
Como se menciono´ anteriormente, existen 3 criterios para la generacio´n de las ima´genes
spin, de los cuales 2 para´metros son de gran importancia en la generacio´n de las ima´genes
spin multi-resolucio´n: la longitud de soporte W y el taman˜o del bin de una imagen. La
longitud soporte determina la localidad de la imagen spin.
En [33] la longitud soporte es determinada como una fraccio´n del taman˜o del objeto,
el cual se aproxima como la diagonal del bounding box 2. Una longitud de soporte pequen˜a
conlleva a que solamente los puntos cercanos al punto central sean tenidos en cuenta,
resultando en un descriptor local. De esta forma, las ima´genes spin pueden variar desde
un descriptor global hasta uno local (ver Figura 1.4(a)).
El taman˜o del bin determina si los puntos vecinos esta´n agrupados. Con un taman˜o
pequen˜o de bin, los puntos vecinos en la superficie caera´n en bins separados. Si el bin es
grande, es ma´s probable que los puntos vecinos caigan en el mismo bin.
Cuando las ima´genes spin esta´n correlacionadas, diferencias pequen˜as entre las ima´ge-
nes son ma´s aparentes cuando el taman˜o del bin es pequen˜o. Por el contrario, con un
taman˜o de bin grande, pequen˜as diferencias en los valores de bin no contribuyen significa-
tivamente a la correlacio´n (ver Figura 1.4(b)).
El taman˜o del bin, as´ı como la longitud de soporte, pueden ser variadas para cambiar
la imagen spin desde un descriptor con un mayor o menor grado de discriminancia. Variar
la longitud de soporte y el taman˜o del bin es similar a un submuestreo o sobremuestreo
en ima´genes corrientes [33]. En [33] se explota este aspecto, creando una pira´mide de
ima´genes spin con la mayor resolucio´n en el fondo y la menor resolucio´n en la torre. Es
posible generar dos pira´mides, una mediante la variacio´n del taman˜o del bin b, y otra
mediante la variacio´n de la longitud de soporte l como una fraccio´n del taman˜o del objeto
m.
El taman˜o de la imagen spin resultante (donde el ancho es el nu´mero α de bins, y la
altura es el nu´mero β de bins), esta´ dado por las ecuaciones que se muestran a continuacio´n.
ancho =
ml
b
+ 1, altura =
2ml
b
+ 1. (1.12)
2paralelepipedo que encierra al objeto
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(a) Variando la longitud
de soporte
(b) Variando el bin
Figura 1.4: Dos formas de generar ima´genes spin multi resolucio´n.
El nu´mero β de bins es aproximadamente el doble del nu´mero α, ya que la distancia
al punto central del plano tangente puede ser positiva o negativa y el radio es siempre
positivo.
1.5. I´ndice de forma multi-escala
La representacio´n espacio-escala de una superficie puede ser estimada mediante el uso
de un kernel de suavizado gaussiano. Aunque de esa forma se pueden generar artefactos
no deseados tales como cambios en la estructura geome´trica de los modelos.
Un enfoque de obtencio´n de caracter´ısticas multi-escala que resuelve el inconvenien-
te anterior, fue propuesto en [34], el cual se basa en la obtencio´n del ı´ndice de forma a
mu´ltiples escalas, ajustando la superficie a vecindades de diferente taman˜o, para aplica-
ciones de registro. Este me´todo busca medir la variacio´n local de superficie calculando la
variacio´n del ı´ndice de forma de cada punto en la vecindad. Los puntos correspondientes
a la variacio´n ma´xima de la superficie son seleccionados como caracter´ısticas adecuadas,
de acuerdo a los valores de la desviacio´n estandar.
1.5.1. Variacio´n local de escala
Dado que la topolog´ıa de superficie local en un punto p puede ser representada por su
ı´ndice de forma SI , la variacio´n de forma local alrededor de p puede ser estimada por la
desviacio´n esta´ndar del ı´ndice de forma de los vecinos de p, basados en la suposicio´n de
que la distribucio´n es Gaussiana:
σNp =
√∑
pj∈Nr(SI(pj)− µNr)2
n
, (1.13)
donde Np es el conjunto de todos los n ve´rtices en la vecindad de p y µNv es la media
del ı´ndice de forma Np:
µNp =
∑
pj∈Np SI(pj)
n
. (1.14)
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1.5.2. Extraccio´n de caracter´ısticas multi-escala
En este marco de trabajo, el taman˜o de la vecindad de un punto usado para obtener
los puntos como la entrada al algoritmo de obtencio´n de las curvaturas es definido como
la escala. La escala r podr´ıa ser la distancia euclidiana o la distancia geode´sica para una
nube de puntos no estructurada. Los puntos en la superficie que son cercanos al punto a
evaluar sera´n guardados. En el caso de mallas 3D, la escala r es escogida como el nu´mero
de anillos alrededor de el ve´rtice v.
El proceso de obtencio´n del ı´ndice de forma multi-escala se muestra en el Algoritmo
1, el cual puede ser usado no so´lo con el ı´ndice de forma multi-escala, sino con otros
descriptores como la curvosidad.
Algoritmo 1 I´ndice de Forma Multi-escala
Datos:
Superficie S = {V,F} donde V = {vi} ∈ R3: es un conjunto de ve´rtices y F = {f i} ∈ N3:
es un conjunto de caras. R = {rk}: es un conjunto de escalas.
Algoritmo:
1: for r ∈ {rk} do
2: for v ∈ {vi} do
3: Encontrar la vecindad Nr en la escala r
4: Ajuste un flujo a Nr
5: Calcule las curvaturas principales k1 y k2
6: Calcule el ı´ndice de forma SI(v)
7: SI(v) =
1
2 − 1pi tan−1 k1(p)+k2(p)k1(p)−k2(p) .
8: Calcule la media µNr del ı´ndice de forma
9: µNr =
∑
vj∈Nr SI(vj)
nr
10: donde nr es el nu´mero de ve´rtices en Nr
11: Calcular la variacio´n local σNv
12: σNr =
√∑
vj∈Nr (SI(vj)−µNr )2
nr
13: end for
14: Declarar marcas de escala r como ve´rtices v teniendo valores ma´ximos σNr , en la
vecindad de radio r.
15: end for
1.6. Estimacio´n del costo computacional
La estimacio´n de los descriptores presentados en este cap´ıtulo requieren de un conjunto
de procedimientos, dentro de los cuales se realiza una gran cantidad de operaciones ma-
tema´ticas, y de estructuras de datos que pueden variar de acuerdo a el sistema operativo,
los tipos de datos usados y los algoritmos definidos para funciones matema´ticas. En esta
seccio´n se hara´ un ca´lculo aproximado del nu´mero de operaciones que se requieren, para
obtener cada uno de los descriptores planteados en los procedimientos implementados. El
costo computacional de cada procedimiento estara´ dado en te´rminos del tiempo de co´mpu-
to necesario para realizar las siguientes operaciones: suma (ts), resta (tr), multiplicacio´n
(tm), divisio´n (td) de nu´meros flotantes, independientemente del sistema operativo. No
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se consideraron los tiempos de asignaciones de variables ni de corrimientos de bits para
generar una expresio´n de costo computacional ma´s sencilla.
Dentro de los procedimientos para obtener los descriptores es necesario realizar ope-
raciones compuestas como: producto punto, producto cruz, normalizacio´n, norma, ra´ız
cuadrada, multiplicacio´n de matrices de 2 por 2, de 3 por 3, multiplicacio´n de una matriz
por un escalar y recorridos por la malla.
Como el co´digo de algunas funciones no es accesible para ver que operaciones se rea-
lizan, ya que se encuentran en librer´ıas, se estimaron algunos procedimientos. Esto se
realizo´ de acuerdo a un ana´lisis de las operaciones que se necesitan para obtener funciones
simples; por ejemplo un producto punto en R3 requiere 3 multiplicaciones y 2 sumas. Co-
mo el calculo de la norma y normalizacio´n de un vector requieren calcular la ra´ız cuadrada
de un valor flotante, se estimo la cantidad de operaciones de acuerdo al procedimiento
para la obtencio´n de la ra´ız inversa presentado en [35].
De esta forma se definio´ el conjunto de conjunto de valores de la Tabla 1.1.
Tabla 1.1: Costo de realizar operaciones involucradas.
Funcio´n Operaciones realizadas
Raiz−1 4× tm+ 3× tr
Normalizar 6× tm+ 2× ts+Raiz−1
Ra´ız Raiz−1 + td
Norma 3× tm+Raiz
tacos 10× tm
tasen 10× tm
tatan 10× tm
tabs tm
M3x3 27× tm+ 18× ts
M2X2 8× tm+ 4× ts
Pcruz 6× tm+ 3× tr
Ppunto 3× tm+ 2× ts
1.6.1. Costo computacional de las curvaturas principales
De acuerdo al procedimiento para la estimacio´n del tensor de curvatura presentado en
el Ape´ndice A, que se encuentra implementado en el software de co´digo abierto MehsLab
[36], se realizo´ una estimacio´n del costo computacional de la funcio´n implementada en
C++.
En este procedimiento se tiene en cuenta que una malla esta´ compuesta de N ve´rtices
y las caras tienen M ve´rtices (t´ıpicamente 3 o 4). En primer lugar se realiza un ciclo sobre
toda la malla para calcular el vector normal en cada ve´rtice obteniendo que el costo del
ca´lculo de los vectores normales en la malla es N × ((3,0)× tr + (2,0)× ts+ (10,0)× tm)
de acuerdo a la Tabla 1.1.
Posteriormente, se realiza el procedimiento de estimacio´n de curvaturas, el cual requiere
recorrer toda la malla de nuevo y realizar una gran cantidad de ciclos anidados, normas,
productos punto, productos cruz y multiplicaciones de matrices del cual se obtuvo la
siguiente expresio´n:
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cck1k2 = N × ((2,0)× ts+ (3,0)× tr + (10,0)× tm) +N × (((7,0)× tm+ (3,0)× tr +
td+ ts)×M + (252,0)× tm+ (8,0)× tm×M + (47,0)× tr + ((31,0)× tm+ (6,0)× tr +
td+ (13,0)× ts)×M + (17,0)× td+ (tm+ td)×M + (51,0)× ts+ (16,0)× tm2).
En el caso de tener una malla triangular de 6292 ve´rtices, el cual es el nu´mero de ve´rtices
de las ima´genes sinte´ticas (ver Figura 2.5(a)), se obtiene el siguiente costo computacional:
cck1k2 = (597740,0)×ts+(100672,0)×tm2+(2535676,0)×tm+(484484,0)×tr+(163592,0)×td.
(1.15)
Para una imagen real (ver Figura 2.5(b)), compuesta de una malla triangular de 76490
ve´rtices se obtiene el siguiente costo computacional:
cck1k2 = (7266550,0)× ts+ (3,082547E7)×
tm+ (1223840,0)× tm2 + (5889730,0)× tr + (1988740,0)× td.
Con base en lo anterior, se puede decir que descriptores basados en curvaturas prin-
cipales como H, K, R y SI tienen un costo computacional derivado del de calcular las
curvaturas principales (ver Ecuacio´n 1.15), siendo necesario realizar algunas operaciones
adicionales. Por ejemplo el costo de la media es ccH = cck1k2 + ts+ tm el de la gaussiana,
ccK = cck1k2 + tm, el de la curvosidad ccR = cck1k2 + ts+ 2× tm+ traiz y el del ı´ndice de
forma ccSI = cck1k2 + ts+ tr + 2× td+ tatan.
1.6.2. Costo computacional de las ima´genes spin
El proceso de obtencio´n de las ima´genes spin tiene una menor cantidad de instrucciones
que el de curvaturas principales, pero depende de un factor adicional el cual es el taman˜o
de la imagen spin a generar (tam).
El procedimiento comienza por realizar un recorrido por la malla o por el conjunto de
los puntos a los cuales se les va a calcular la imagen spin. En este recorrido, es necesario
realizar los ca´lculos presentados en las ecuaciones 1.4, 1.6, 1.7, 1.8, 1.9 y 1.10, obteniendo
una matriz de tam × tam. De acuerdo al ana´lisis de las operaciones involucradas en el
algoritmo implementado, se obtiene que el costo computacional es el siguiente: ccIs =
(5× td+ (15,0)× ts+ ts× tam2 + (34,0)× tm+ (13,0)× tr)×N .
Para el caso de la obtencio´n de la media de las ima´genes spin (con tam = 50),
en una malla sinte´tica de 6292 ve´rtices se obtiene un costo computacional de: ccIs =
(1,582438E7)× ts+ (213928,0)× tm+ (81796,0)× tr + (31460,0)× td.
Para una imagen real de 76490 ve´rtices se obtiene un costo computacional de:
ccIs = (2600660,0)× tm+ (994370,0)× tr + (382450,0)× td+ (1,9237235E8)× ts.
1.6.3. Costo computacional del ı´ndice de forma multi-escala
Para obtener el costo computacional de este procedimiento es necesario analizar la
implementacio´n del Algoritmo 1, en la cual se tiene en cuenta el costo computacional de
la obtencio´n del SI (ccSI ) y considerar que se deben ordenar Nr datos correspondientes
a los valores del descriptor SI en la vecindad de cada punto que hace parte de la lista a
evaluar, la cual generalmente es una regio´n.
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ccSIms = rk × (to+N × (ccSI + (tm+ tr)×Nr + ts×Nr + 2× td)).
Como se puede observar este es el algoritmo ma´s costoso dado que requiere calcular
al descriptor SI varias veces dependiendo el taman˜o de vecindad elegido Nr y a que se
requiere tener en cuenta un tiempo de ordenamiento para Nr datos (to).
1.7. Consideraciones finales
Se puede observar que algunos descriptores generan una informacio´n que corresponde
a un nu´mero real como es el caso de las curvaturas principales y los derivados de ellas,
otros generan una imagen 2D para cada punto como es el caso de las ima´genes spin y
otros generan una lista de puntos como es el caso del ı´ndice de forma multi-escala. Por
tal razo´n, es necesario definir como y para que calcularlos, dado que algunos son ma´s
adecuados para representar informacio´n global y otros para local. Debido al tipo de datos
que procesa el ı´ndice de forma multi-escala resulta adecuado para el ana´lisis de regiones
dado que requiere una lista de puntos para generar una lista con los de mayor varianza.
Se observa que el costo computacional de las ima´genes spin puede aumentar de acuerdo
al taman˜o de la matriz de la imagen. Para los valores utilizados de taman˜o y cantidad de
ve´rtices, las ima´genes spin pueden requerir de una cantidad inferior de multiplicaciones
que el procedimiento de curvaturas principales pero una cantidad superior de sumas, por
tal razo´n su costo es variable y depende de la implementacio´n de estas operaciones a bajo
nivel. Se puede decir que el ı´ndice de forma multi-escala es el descriptor con mayor costo
computacional, dado que implica la obtencio´n de las curvaturas principales en vecindades
de diferente taman˜o y un ordenamiento de valores. Se debe evaluar no solo el aspecto de
costo computacional, tambie´n se debe evaluar si un descriptor llega a ser lo suficientemente
discriminante para una aplicacio´n espec´ıfica.
Dado que cada descriptor tiene diferentes caracter´ısticas, se hace necesario en primer
lugar, encontrar mecanismos que permitan la extraccio´n de los mismos en diferentes pun-
tos, contornos y regiones especificas del rostro, esto se presentara en el Cap´ıtulo 2. En
segundo lugar es necesario encontrar mecanismos que permitan analizar las ventajas de
cada uno lo cual se presenta en el Cap´ıtulo 4.
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CAPI´TULO 2
Extraccio´n de descriptores en a´reas de intere´s
El rostro humano esta´ compuesto de diversas estructuras morfolo´gicas cuyo ana´lisis,
segmentacio´n, representacio´n y visualizacio´n tiene utilidad en diversos campos, dentro de
los cuales se tienen: cirug´ıa del rostro, medicina forense, antropometr´ıa, reconocimiento
de rostros, s´ıntesis de voz, el modelado y animacio´n facial. En este trabajo se realiza un
ana´lisis de un conjunto de a´reas de intere´s que contienen un grupo significativo de regiones
representativas del rostro. Este ana´lisis fue realizado en conjuntos de rostros sinte´ticos y
reales. La utilidad de trabajar con rostros sinte´ticos es que permiten realizar una valida-
cio´n inicial de los procedimientos, asegurando la obtencio´n de resultados congruentes en
te´rminos de confiabilidad y tiempo de ejecucio´n, dado que sus geometr´ıas tridimensionales
son de baja complejidad (menor cantidad de ve´rtices que un rostro real), y no presentan
discontinuidades, huecos, o asimetr´ıa. Por otra parte, la utilizacio´n de rostros reales per-
mite que el ana´lisis tenga mayor validez y sea susceptible de ser utilizado e incorporado en
una aplicacio´n pra´ctica, como un sistema de reconocimiento de rostros. En este capitulo se
define el modelo del rostro, base para la definicio´n de las regiones sobre la cual se realizara
la extraccio´n de puntos, contornos y regiones.
2.1. Plantilla del rostro
Cada modelo del rostro es segmentado en 28 regiones (ver Figura 2.1), las cuales
corresponden a regiones anato´micas del tejido blando del rostro, usadas para describir
una lesio´n en medicina forense y/o para planear una cirug´ıa en muchos otros contextos
me´dicos. El contorno de una regio´n es definido mediante curvas de Be´zier, cada una con
dos puntos de quiebre y dos puntos de control. La implementacio´n de la curvas de Be´zier
se realizo´ en C++, tomando como base la presentada en [37] y se adiciono´ al software
MeshLab [36]. La plantilla completa esta´ compuesta por 68 contornos de regiones, 46
puntos de quiebre, 136 puntos medios y 338 tria´ngulos; tanto los puntos de quiebre como
los puntos medios son ve´rtices de la plantilla del rostro 3D (ver Figura 2.2) [38].
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Figura 2.1: Regiones del rostro humano que se analizan en este trabajo.
Figura 2.2: Modelo parametrizado del rostro.
2.2. Extraccio´n de descriptores en puntos de intere´s
El proceso de extraccio´n de descriptores de curvaturas k1, k2, H, K, R y SI en un
punto seleccionado de la malla, se realiza haciendo uso de las librer´ıas que hacen parte
del MeshLab [36], en las cuales se encuentra un algoritmo de obtencio´n de curvaturas
principales k1 y k2, basado en [39].
Las ima´genes spin se calcularon para 3 resoluciones, de acuerdo a un esquema multi-
resolucio´n (ver Seccio´n 1.4), el cual puede ser utilizado como descriptor local al realizar un
promedio de la imagen, para lo cual se realizo´ una implementacio´n propia y se incluyo´ a
un complemento del MeshLab [36] llamado editpickpoints. El ı´ndice de forma multi-escala
no se utilizo´ como descriptor local, dado que su algoritmo necesita un conjunto de ve´rtices,
por lo tanto se extraera´ y se analizara´ en regiones.
En un trabajo anterior enfocado al ana´lisis de descriptores de curvatura, se realizo´ una
obtencio´n manual de descriptores en 24 puntos de intere´s (color azul), en mallas sinte´ticas
y reales, con los cuales se pod´ıa obtener otros 29 puntos (color rojo), gracias a la simetr´ıa
y las proporciones del rostro, llegando a 53 puntos (ver Figura 2.3) [1].
La Figura 2.4, muestra el resultado del ca´lculo de los histogramas de los diferentes des-
criptores de forma basados en curvaturas. Los valores de variacio´n de cada paleta dependen
de el mı´nimo y el ma´ximo del descriptor en cada modelo. En la Tabla 2.1, se presentan
los rangos de variacio´n del valor medio de cada descriptor, aplicado a ima´genes reales y
sinte´ticas del rostro, que se consideraron en el marco experimental para la extraccio´n de
los descriptores (ver Seccio´n 3.2 del Cap´ıtulo 2).
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(a) Frontal (b) Perfil (c) Captura Manual
Figura 2.3: Extraccio´n de 53 puntos [1]
La paleta del histograma es dividida en cuatro rangos, desde rojo (mı´nimo) hasta azul
(ma´ximo) como se puede observar en la Figura 2.4(g).
(a) k1 ∈
[−0,17, 0,014]
(b) k2 ∈
[0,004, 0,247]
(c) H ∈
[−0,02, 0,001]
(d) K ∈
[−0,04, 0,094]
(e) SI ∈
[0,288, 0,889]
(f)
R ∈ [0,01, 0,234]
(g) Paleta de colores de los histogramas.
Figura 2.4: Descriptores de forma basados en curvatura calculados sobre la superficie del
rostro.
Tabla 2.1: Rangos de variacio´n de descriptores de curvatura sobre la superficie del rostro.
D FemDB MaleDB 3DImDB
min max min max min max
k1 −0,489 0.0879 −0,376 0.0850 −0,653 0.0611
k2 −0,018 0.2327 −0,012 0.2278 −0,047 0.2554
H −0,222 0.1225 −0,172 0.1154 −0,292 0.1326
K −0,045 0.0125 −0,036 0.0116 −0,078 0.0140
SI 0,146 0.9599 0,185 0.9666 0,148 0.9012
R 0,004 0.3525 0,004 0.2800 0,009 0.4681
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(a) En malla sinte´tica (b) En malla real
Figura 2.5: Ajuste de la plantilla
2.2.1. Registro semi-automa´tico
Se desarrollo´ un proceso de registro semi automa´tico para ajustar la plantilla a cada
uno de los rostros, usando una cantidad inferior de puntos extra´ıdos manualmente p, q, r
y s, que permiten tener una proporcio´n del ancho y el alto del rostro, y un ca´lculo de su
orientacio´n en el espacio. Gracias a esto, se logro´ obtener un muestreo mayor, compuesto
de 182 puntos por modelo.
El proceso comienza con la obtencio´n del centro geome´trico del objeto (xc, yc, zc),
mediante los puntos obtenidos manualmente.
xc =
1
N
N−1∑
i=0
xi, yc =
1
N
N−1∑
i=0
yi, zc =
1
N
N−1∑
i=0
zi. (2.1)
Utilizando los datos capturados del rostro se genera un vector horizontal ~V1 = q − p,
un vector vertical ~V2 = q − p y se calculan sus magnitudes. Luego se obtiene un tercer
vector ~V3, como el producto cruz de los anteriores. Se realiza una traslacio´n con para´metros
(−xc,−yc,−zc) en la plantilla. Se normalizan los vectores anteriores denomina´ndolos ~v1, ~v2
y ~v3, para agruparlos como columnas de una nueva matriz de transformacio´n M , la cual es
una rotacio´n 3D, que permite alinear la plantilla con el rostro mediante la matriz inversa.
Es necesario obtener los mismos vectores y magnitudes en la plantilla, as´ı como la matriz
de transformacio´n, denominada M ′, la cual define la alineacio´n con los ejes x, y y z.
Posteriormente, se realiza un escalamiento basado en las magnitudes obtenidas, donde
los factores de escalamiento se obtienen como un cociente entre las distancias del modelo
real y el de la plantilla, de tal forma que la plantilla tenga dimensiones cercanas al modelo.
Este procedimiento puede ser observado en el Algoritmo 2.
Finalmente, la plantilla es ajustada manualmente sobre cada modelo (malla del rostro),
para asegurar la integridad de los resultados (ver Figura 2.5).
La obtencio´n de los descriptores en los puntos de intere´s despue´s del registro se puede
realizar ya sea en forma manual [1] o mediante el uso del Algoritmo 2. Los problemas
de encontrar cuales puntos de la imagen 3D (rostro) pasan por cualquiera de los contor-
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Algoritmo 2 Ajuste y obtencio´n de puntos de intere´s
Datos:
Superficie S = {V,F} donde V = {vi} ∈ R3: es un conjunto de ve´rtices.
V’ ={v’j} ∈ R3: es un conjunto de puntos de la plantilla.
p, q, s, r: puntos obtenidos manualmente.
Algoritmo:
1: ~U = q − p.
2: ~V = s− r.
3: ~N = ~U × ~V .
4: ancho = |~U |.
5: alto = |~V |.
6: ~u =
~U
||U || , ~v =
~V
||V || , ~n =
~N
||N ||
7: M = [~u,~v, ~n]
8: for all v′ do
9: v′ = T (−xc,−yc,−zc)v′
10: v′ = Sc(sx, sy, sz)v′
11: M2 = M
′M−1
12: v′ = M2v′
13: v′ = T (xc, yc, zc)v′
14: for v ∈ {S} do
15: if dist(v,v’)<  then
16: Almacenar v’ en una lista
17: end if
18: end for
19: end for
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(a) Etiquetado (b) Contorno region 9
Figura 2.6: Etiquetado de las regiones y un contorno obtenido.
nos (plantilla ajustada), y de encontrar cuales pertenecen a las regiones, requirieron el
desarrollo de procedimientos espec´ıficos que se explican a continuacio´n.
2.3. Extraccio´n de descriptores en contornos
Se desarrollo´ un procedimiento para obtener los contornos de cada regio´n, obteniendo
los puntos ma´s cercanos a las curvas para todas las 28 regiones, las cuales fueron etique-
tadas, como se puede observar en la Figura 2.6(a).
Para el ca´lculo de las curvas de Be´zier se define un incremento en su para´metro in-
dependiente, inferior a la mitad de la distancia promedio de los puntos de la malla, con
el objeto de realizar un muestreo que capture suficiente cantidad de puntos, evitando sal-
tar puntos que pertenezcan a un contorno y realizar muestreos innecesarios. Con estos
criterios se obtienen los puntos a evaluar en las mallas, tanto sinte´ticas como reales, que
se consideraron para los experimentos. Tambie´n se pueden variar los para´metros de los
procedimientos, para obtener un muestreo de los puntos en la regio´n. En el Algoritmo
3 se puede observar el procedimiento empleado para la extraccio´n de los puntos en los
contornos.
Se realiza una lista de ve´rtices para cada regio´n, denominada contorno, en la cual se
almacenan los ve´rtices pertenecientes a la malla que este´n ma´s cercanos a cada una de
las curvas que pertenecen al modelo. Este procedimiento se desarrolla siguiendo un orden
consecutivo hasta volver al punto inicial, formando una figura cerrada, lo cual puede ser
considerado una polil´ınea en 3D.
En la Figura 2.6(b) se puede observar la obtencio´n del contorno para la regio´n infra
orbital, la cual fue etiquetada como 9.
2.4. Extraccio´n de descriptores en regiones
Se desarrollo´ un procedimiento para obtener los puntos que esta´n dentro de cada una
de las 28 regiones acotadas, basada en una bu´squeda incremental de puntos al interior de
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Algoritmo 3 Obtencio´n de contornos
Datos:
Superficie S = {V,F}, do´nde V = {vi} ∈ R3: es un conjunto de ve´rtices.
Estructura S′ = {V’,CTR,CUR,REG}, do´nde V’ = {v’i} ∈ R3: es un conjunto de
puntos de la plantilla, CTR = {ctrj} ∈ R3: es un conjunto de puntos de control de la
plantilla, CUR = {curk} ∈ N: es un conjunto ı´ndices de curvas en la plantilla y REG =
{regl} ∈ N: es un conjunto ı´ndices de regiones del rostro.
Algoritmo:
1: Calcular la resolucio´n de la malla res.
2: Definir incremento inc < res2 .
3: for reg ∈ {regl} do
4: for cur ∈ {curk} do
5: for v ∈ {vi} do
6: if distancia(v,v’)<  then
7: Almacenar v’ en la listal
8: end if
9: end for
10: end for
11: end for
cada regio´n definida en la plantilla, para luego extraer los descriptores que se mencionaron
en el Cap´ıtulo 1. Para obtener los puntos que esta´n dentro de una regio´n, se desarrollo´ un
procedimiento que realiza una bu´squeda en direccio´n, que apunta hacia el punto central
de la regio´n. Este punto es definido como el punto perteneciente a la malla ma´s cercano
a la distancia media entre dos puntos opuestos de la regio´n en la plantilla. Cuando la
regio´n es convexa, el centro de la regio´n cr es cercano al centro geome´trico. Cuando la
regio´n no es convexa, se puede separar en secciones que sean convexas, y aplicar el mismo
procedimiento encontrando puntos centrales en las mismas.
El recorrido se realiza en contornos internos cada vez ma´s pequen˜os, usando una sub-
divisio´n de la distancia entre cada punto del contorno de la regio´n y el centro de la regio´n.
La subdivisio´n depende de la resolucio´n de la malla. El valor de la subdivisio´n indica la
cantidad de incrementos que se deben hacer para llegar al centro de la regio´n. La subdivi-
sio´n en general se obtiene al dividir la distancia de cada punto del contorno hasta el punto
central. Se encontro´, emp´ıricamente, que la subdivisio´n puede ser 15 para ima´genes reales
y puede reducirse hasta 7 en ima´genes sinte´ticas.
La ventaja de este procedimiento basado en subdivisiones de la distancia, con respecto
a uno basado en vecindades, es que no se queda estancado en regiones que presenten
discontinuidades o huecos, lo cual es un caso comu´n en ima´genes 3D. Otra ventaja es que
se puede disminuir la subdivisio´n, y realizar un muestreo de puntos en un tiempo mucho
menor.
En el Algoritmo 4 se observa el procedimiento empleado para la extraccio´n de los puntos
interiores a los contornos, el cual debe aplicarse a cada uno de los contornos obtenidos con
el Algoritmo 3.
En la Figura 2.7 se muestra la obtencio´n de los puntos dentro de la regio´n infra orbital.
Como validacio´n del proceso de extraccio´n de regiones, se obtuvieron los descriptores
en las regiones para diferentes valores de subdivisio´n, partiendo desde el valor 30 hasta 3.
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Algoritmo 4 Obtencio´n de regiones
Datos:
Superficie S = {V,F}, do´nde V = {vi} ∈ R3: es un conjunto de ve´rtices.
Estructura S′ = {V’,CTR,CUR,REG}, do´nde V = {vi} ∈ R3: es un conjunto de
puntos de la plantilla, CTR = {ctrj} ∈ R3: es un conjunto de puntos de control de la
plantilla, CUR = {curk} ∈ N: es un conjunto ı´ndices de curvas en la plantilla y REG =
{regl} ∈ N: es un conjunto ı´ndices de regiones del rostro.
contornol es el conjunto de puntos pm ∈ R3: que forman el contorno de la regio´n l.
lista1, lista2 y listacompleta son listas para almacenar de puntos de R3.
Algoritmo:
1: Calcular la resolucio´n de la malla res.
2: inc = res2 .
3: lista1 ← contornol
4: listacompleta← lista1
5: cr = CentroRegion(contornol)
6: repeat
7: for p ∈ lista1 do
8: ~vdir = cr − p
9: ~vdir ← ~vdir||~vdir||
10: pnew = p+ ~vdir · inc
11: for v ∈ {vi} do
12: if dist(pnew,p)<  AND pnew /∈ listacompleta then
13: Almacenar pnew en la lista lista2
14: end if
15: end for
16: lista1 ← lista2
17: end for
18: listacompleta← listacompleta+ lista1
19: until distancia(cr,p)< 
(a) Rostro sinte´tico (b) Rostro real
Figura 2.7: Obtencio´n de los puntos interior a la regio´n 9
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El valor 30 corresponde a una bu´squeda en intervalos muy pequen˜os para asegurar que
se capturan todos los descriptores. En algunos casos puede existir sobre muestreo pero
se tiene cuidado de no repetir los puntos encontrados. Cuando se llega a 3, se presenta
un sub-muestreo en el cual se empiezan a perder puntos. No´tese que el error cuadra´tico
medio (EMS), entre el descriptor calculado con una subdivisio´n 30 y los dema´s, aumentan
a medida que disminuye el valor de subdivisio´n (ver Tabla 2.2).
Tabla 2.2: Error obtenido al cambiar la subdivisio´n en la bu´squeda.
Subdivisio´n EMS
15 0.0011418
7 0.0034175
5 0.0072800
3 0.0100000
2.5. Consideraciones finales
Los me´todos desarrollados para la obtencio´n de puntos, contornos y regiones permiten
tener una base experimental solida para un ana´lisis de discriminancia de los descriptores,
lo cual tiene gran aplicacio´n en diferentes a´reas.
Se decidio´ desarrollar un conjunto de procedimientos que respondan a las necesidades
del problema de la segmentacio´n de regiones, dadas las limitaciones que presenta el software
comercial para adaptarse a procedimientos espec´ıficos que nacen en temas de investigacio´n,
y la intencio´n de desarrollar sistemas independientes para futuras fases.
Aunque los me´todos de registro planteados facilitan el trabajo de un ajuste preliminar
de la plantilla a la imagen 3D, es necesario trabajar en el desarrollo un me´todo de alta
precisio´n que permita realizar un registro de la imagen 3D, automatizando as´ı las primeras
etapas de un sistema de ana´lisis y reconocimiento de rostros.
Se espera, en un trabajo posterior, incorporar estas rutinas en un sistema para el
ana´lisis y reconocimiento de rostros, el cual puede extenderse a otras regiones anato´micas
del cuerpo, y a otro tipo de aplicaciones en las cuales se requiera.
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CAPI´TULO 3
Materiales y Me´todos
En e´ste cap´ıtulo se introducen los conjuntos de datos utilizados, los experimentos
disen˜ados y el me´todo para evaluar la relevancia de los descriptores de forma 3D que se
estimaron en las regiones del rostro, mediante los procedimientos expuestos en el Cap´ıtulo
2. Esto se realiza, con el objeto de determinar cuales ofrecen informacio´n ma´s relevante
en ubicaciones espec´ıficas del rostro, mediante la utilizacio´n del ana´lisis discriminante de
Fisher. Esto permitira´ definir cual es el descriptor ma´s adecuado en superficies complejas,
mostrando una aplicacio´n en caracterizacio´n y reconocimiento de rostros en ima´genes 3D.
3.1. Ana´lisis discriminante de Fisher
Algoritmos como el de Ana´lisis de Componentes Principales encuentran un conjun-
to de caracter´ısticas que son u´tiles para la representacio´n de datos, estos no permiten
encontrar las caracter´ısticas que tienen mayor relevancia, lo cual es un paso importante
antes de realizar un proceso de clasificacio´n o reconocimiento. Por otra parte, el ana´lisis
discriminante de Fisher encuentra las caracter´ısticas que contienen la mayor informacio´n
relevante, proyectando los datos en un espacio con el menor sobrelapamiento entre clases.
Considerando un conjunto de datos con d dimensiones y n medidas x1, ...,xn, el cual
esta compuesto de l clases Ci. El ana´lisis discriminante de Fisher es realizado con dos
(subconjuntos o) clases con N1 y N2 elementos, obteniendo un criterio de separacio´n.
Cada clase tiene media:
mi =
1
Ni
∑
x∈Ci
x. (3.1)
Los datos son proyectados en un nuevo espacio.
y = wTx. (3.2)
Esas dos clases proyectadas tienen medias µ1 y µ2, respectivamente mediante el uso
de:
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µi =
1
Ni
∑
y∈Ci
y. (3.3)
La separacio´n entre clases es obtenida encontrando un w que maximice la funcio´n de
acuerdo a [10]
m2 −m1 = wT (µ2 − µ1), (3.4)
donde mi = w
Tµi. La varianza intra-clases de los datos transformados de la clase Ci
es obtenida con la Ecuacio´n 3.5.
σk =
∑
n∈Ci
(yi −mk)2. (3.5)
El total de la varianza intra-clases para todo el conjunto de datos es definida como:
σ2i + σ
2
j .
El criterio de Fisher es obtenido como el cociente de la varianza entre-clases y la
varianza intra-clases usando la Ecuacio´n 3.6.
Fij =
(µi − µj)2
σ2i + σ
2
j
. (3.6)
Finalmente, el coeficiente de Fisher es calculado como la media de todas las combina-
ciones de la Ecuacio´n 3.6, evaluada para cada caracter´ıstica.
3.2. Bases de datos de rostros
En este trabajo se utilizaron tres bases de datos: una compuesta de 10 modelos sinte´ti-
cos llamada DBs, con diferentes caracter´ısticas raciales (Africano, Asia´tico, Europeo e In-
dio), generados con un software comercial; otra compuesta de 5 ima´genes de rango llamada
3DImDB, obtenidas mediante un escaner laser 3D Minolta Vivid 9i en una pose esta´ndar,
sin expresio´n (ver Figura 3.2) y una u´ltima compuesta de 10 individuos proveniente de la
base de datos BU-3DFE [40].
En una prueba preliminar para la obtencio´n del descriptor SI sobre 24 puntos del
rostro en 10 individuos, los valores obtenidos se mostraban con valores dispersos (ver
Figura 3.1(a)) [1]. Para mejorar la calidad de la malla se utilizo´ un filtro Laplaciano de
suavizado, obteniendo mayor regularidad en los valores de los descriptores (ver Figura
3.1(b)).
En este trabajo, se utilizo´ el software Meshlab [36] para procesar la informacio´n 3D.
La Figura 3.2 muestra algunos de los modelos de las bases de datos.
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(a) Original (b) Filtrada
Figura 3.1: Valores del ı´ndice de forma (base de datos 3DImDB)
Figura 3.2: Ima´genes de las bases de datos. FemDB (primera fila), MaleDB (segunda
fila), 3DImDB (tercer fila) y BU-3DFE (cuarta fila).
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3.3. Experimentos
Se realizaron dos tipos de experimentos de relevancia. El primero (relevancia global)
para establecer cual descriptor es el ma´s representativo sobre todo el conjunto de puntos
y regiones que esta´n presentes en el modelo facial. El segundo experimento es compuesto
de un conjunto de pruebas (relevancia local) realizadas sobre regiones faciales.
3.3.1. Ana´lisis Global
El ana´lisis global se realiza obteniendo los coeficientes de Fisher de los 182 puntos del
rostro, de las medias de los contornos de todas las regiones y sobre las medias de todas
las regiones. En este experimento intervienen los descriptores de curvatura presentados
anteriormente (k1, k2, H, K, R y SI) en [41, 42] y las medias de las ima´genes spin
obtenidas con 3 diferentes subdivisiones (5, 10, 20) µIs5, µIs10, µIs20. Estas subdivisiones
hacen que el taman˜o del bin disminuya. Dado que los descriptores de curvatura esta´n
compuestos de un solo valor en cada punto, y la imagen spin es una matriz de valores, se
evaluara´ la media de la imagen spin, para poder usar el esquema del ana´lisis discriminante
de Fisher en una comparacio´n de 9 descriptores, siendo los 3 u´ltimos las medias de las
ima´genes spin.
3.3.2. Ana´lisis local
En este experimento se realiza un ana´lisis de discriminancia de contornos y regiones
sobre a´reas representativas del rostro (ojos, mejillas, boca, nariz y barbilla), mediante
el uso del coeficiente de Fisher. La Tabla 3.1 muestra las regiones consideradas en cada
prueba de acuerdo a la Figura 2.6(a). En este caso, se realizo´ un ana´lisis discriminante del
promedio de los contornos y las regiones de cada una de las a´reas. Se adiciono´ la media
del descriptor SI de la lista de puntos obtenidos mediante el procedimiento del ı´ndice de
forma multi escala SIms. Dado que tanto la entrada como la salida del algoritmo de ı´ndice
de forma multi-escala es un conjunto de puntos, se puede pensar que es un descriptor
adecuado para regiones, por lo que se calcula la media de los descriptores en la lista de
salida.
Se utilizo´ el Algoritmo 1 con un conjunto de 4 escalas R = {rk}, llegando a una
vecindad de radio ma´ximo igual a la cuarta parte de la distancia entre los ojos. Como el
algoritmo requiere los puntos con mayor varianza, se tomo´ como criterio utilizar la mitad
de los puntos en cada iteracio´n, obteniendo una cantidad de puntos cercana al 10 %.
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Tabla 3.1: Regiones consideradas para cada prueba.
Prueba Lado Regiones
Ojos Izquierdo 1, 3, 5
Derecho 2, 4, 6
Nariz Frontal 7,8,13,14,15,16
Boca Frontal 25,26,27,28
Barbilla Frontal 23,24
Mejillas Izquierdo 9,11,17,19
Derecho 10,12,18,20
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CAPI´TULO 4
Resultados del Ana´lisis de Relevancia
En este cap´ıtulo se presenta la discusio´n de los resultados obtenidos de las pruebas
planteadas en el ana´lisis de relevancia, para establecer cuales caracter´ısticas son relevantes
a nivel global y local. El proceso planteado involucra la evaluacio´n del ranking de los
coeficientes de Fisher de los descriptores en: puntos, contornos y regiones representativas
del rostro.
4.1. Resultados del Ana´lisis Global
En esta prueba se obtiene el ana´lisis de la relevancia de los descriptores en 182 puntos
de la cara. En primer lugar se compara el valor de cada descriptor de cada punto con el
otro, por pares. En este caso es necesario realizar 16471 comparaciones que corresponden
a hacer las combinaciones de 182 elementos. Se encontro´ que para las ima´genes reales el
mejor descriptor es el SI y que en ultimo lugar se encuentran las ima´genes spin multi-
resolucio´n (ver Tabla 4.1). Sin embargo, para las ima´genes sinte´ticas se observa que las
ima´genes spin multi-resolucio´n son las de mejor ranking para los puntos y el descriptor
µIs5 es el ma´s discriminante, lo cual indica que las resoluciones analizadas, son adecuadas
para representar las variaciones en los puntos calculados en mallas sinte´ticas.
Tabla 4.1: Coeficientes de Fisher para la prueba Global. R indica el ranking.
D DBs 3DImDB
Puntos Contornos Regiones Puntos Contornos Regiones
Valor R Valor R Valor R Valor R Valor R Valor R
k1 2,6044 6 11,2320 7 16,3860 5 0,9326 3 1,4084 4 4,6065 2
k2 2,3436 7 22,1453 2 68,7680 1 0,7918 4 1,8121 3 2,7684 4
H 4,9909 5 9,8122 8 23,3560 3 0,9911 2 1,3659 5 2,3763 5
K 0,8933 9 3,8367 9 14,0190 6 0,3542 6 0,7285 6 0,9236 6
SI 5,6349 4 13,7236 3 21,7780 4 1,7530 1 2,4251 1 4,3807 3
R 2,3147 8 29,0561 1 50,3680 2 0,7868 5 1,9145 2 4,6826 1
µIs5 15,0607 1 12,4209 4 14,3740 7 0,1720 7 0,1926 7 0,2098 7
µIs10 15,0578 2 12,2397 5 13,8200 8 0,1625 8 0,1875 8 0,2037 8
µIs20 14,8695 3 12,1969 6 13,6190 9 0,1581 9 0,1847 9 0,2004 9
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Tabla 4.2: Coeficientes de Fisher para la prueba Global en la base de datos BU-3DFE. R
indica el ranking.
D BU-3DFE
Puntos Contornos Regiones
Valor R Valor R Valor R
k1 2,2282 3 4,6174 5 6,9139 3
k2 2,1037 4 7,4371 2 8,4633 2
H 2,6959 2 8,4489 1 10,8471 1
K 0,8045 9 1,4859 7 2,8033 6
SI 5,2520 1 6,3468 3 6,5048 5
R 1,6823 5 5,9997 4 6,8636 4
µIs5 0,9640 6 1,5304 6 1,5270 7
µIs10 0,8755 7 1,4406 8 1,4308 8
µIs20 0,8362 8 1,3986 9 1,3869 9
4.1.1. Ana´lisis en los contornos y las regiones
Tambie´n se obtuvo la relevancia de los descriptores para las 28 regiones. Para esto se
usaron las medias de los descriptores en los contornos y en las regiones. Para el caso de la
obtencio´n de los coeficientes de Fisher en los contornos y regiones se obtuvieron grandes
diferencias el ranking en comparacio´n con la prueba anterior. Se estima que, esta´ diferencia
se debe a que las mallas de la base de datos DBs esta´n generadas con un espaciamiento
diferente al de las mallas reales 3DImDB, que consiste en una concentracio´n de pol´ıgonos
en algunas partes del rostro, lo cual conlleva a que la media de los descriptores en un
contorno o regio´n en una imagen sinte´tica sea diferente a la media en una malla real. Se
encontro´ que las ima´genes obtenidas con ca´maras 3D tienen mallas en forma de cuadr´ıcula,
mientras que las sinte´ticas presentan estructuras generadas por curvas parame´tricas.
De esta prueba se destaca que el ranking de los coeficientes de Fisher es muy similar
en las pruebas realizadas a los 182 puntos en las bases de datos 3DImDB y BU-3DFE
(ver columna 8 de la tabla 4.1 y columna 2 de la tabla 4.2) que corresponden a ima´genes
reales.
Sin embargo, como se pudo evidenciar, existen variaciones entre los niveles de algunos
descriptores, y ciertas diferencias entre los rankings obtenidos, por lo tanto es necesario
obtener la relevancia en a´reas del rostro y as´ı establecer cual descriptor, o combinacio´n de
los mismos, puede ser ma´s adecuado para cada a´rea o regio´n.
4.2. Resultados del Ana´lisis Local
4.2.1. Prueba del a´rea de los ojos
En esta prueba la variable de lado fue incluida. Los resultados son mostrados en la
Tabla 4.3 (los sub´ındices I y D corresponden a los lados izquierdo y derecho respectiva-
mente). Se observo´ una gran diferencia entre el ranking de los contornos de ambos lados
en la base de datos 3DImDB. Esto se debe a que los contornos del a´rea de los ojos pre-
sentan una gran variacio´n en forma, pueden ser asime´tricos, pueden no ser suficientes y
estar localizados en diferentes lugares de la cara. Tambie´n, el ranking de los contornos y
las regiones fue muy diferente. Esto implica que los contornos y las regiones deben ser
analizados en forma separada.
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En las regiones de la base de datos 3DImDB se obtuvo que los lados tienen un ranking
con ciertas similaridades, entre las que se destaca que en los contornos del lado izquierdo
y derecho, el k1 es el de mayor relevancia. Tambie´n se destaca un conjunto de descriptores
con valores significativos en las bases de datos de ima´genes reales compuesto de H, k1,
SI , R y k2. Sin embargo, el ranking obtenido no presenta gran regularidad en las bases de
datos.
Observando la Tabla 4.3 se puede inferir que la regio´n de los ojos presenta gran cantidad
de informacio´n de contornos, dado que existen valores altos de los coeficientes de Fisher
para varios descriptores. Esto muestra que en regiones de alto detalle, es necesario tener
una gran cantidad de puntos y descriptores, para caracterizar de forma adecuada los
detalles presentes en a´reas asime´tricas del rostro.
Tabla 4.3: Coeficientes de Fisher para la prueba de los Ojos.
D DBs 3DImDBI 3DImDBD
Contorno Regio´n Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R Valor R Valor R
k1 6,6076 3 12,7501 6 1,5383 1 1,8563 3 0,1796 1 1,6345 2
k2 14,1181 1 107,7870 1 0,4311 6 1,1240 5 0,7042 3 1,1722 4
H 3,1297 5 35,8472 4 0,4832 5 0,2410 7 0,4581 5 0,5111 7
K 1,4958 9 35,9046 3 0,5602 4 0,4559 6 0,0324 7 0,6447 6
SI 3,1723 4 18,6456 5 0,9422 2 1,6957 4 0,5476 4 1,2111 3
R 11,9966 2 54,9540 2 0,8784 3 2,2541 1 0,7528 2 1,8417 1
µIs5 1,9780 6 1,7662 7 0,0026 10 0,0036 10 0,0012 10 0,0016 10
µIs10 1,6553 7 1,4359 8 0,0032 9 0,0046 9 0,0013 9 0,0020 9
µIs20 1,5561 8 1,3342 9 0,0036 8 0,0051 8 0,0014 8 0,0022 8
SIms 0,2910 10 0,8152 10 0,3005 7 1,8744 2 0,3310 6 0,9621 5
Tabla 4.4: Coeficientes de Fisher para la prueba de los Ojos en la BD BU-3DFE.
D BU-3DFEI BU-3DFED
Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R
k1 2,8327 1 3,2271 3 3,4373 1 3,3930 1
k2 0,5948 5 2,9371 4 0,2977 6 2,0835 4
H 2,6950 2 7,8714 1 2,3873 3 3,2648 2
K 0,5807 6 0,3117 7 0,3810 5 2,1298 5
SI 2,1016 3 4,1230 2 2,4071 2 3,0082 3
R 1,5614 4 1,4274 5 2,0842 4 1,8721 6
µIs5 0,0225 9 0,0092 10 0,0204 10 0,0069 10
µIs10 0,0299 8 0,0202 9 0,0250 9 0,0153 9
µIs20 0,0335 7 0,0267 8 0,0279 8 0,0203 8
SIms 0,1930 10 0,5360 6 0,0295 7 0,2778 7
4.2.2. Prueba del a´rea de la nariz
Los resultados muestran que los mejores descriptores para esta a´rea son los SI y k1 para
los contornos y regiones de todos los data sets (ver Tabla 4.5). Los altos valores obtenidos
indican que esta regio´n tiene una gran cantidad de informacio´n. Adicionalmente, se puede
observar que el valor del coeficiente discriminante de Fisher del SI es muy alto, comparado
con el resto de descriptores en casi todos los data sets. El descriptor k1 tambie´n presenta
gran relevancia para los contornos en todos los data sets. A pesar de que la forma de la
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nariz varia dra´sticamente de un individuo a otro, la variacio´n de forma ocurre en una baja
escala, entonces las diferencias en resolucio´n de las bases de datos evita que variaciones
sutiles puedan ser comparadas entre s´ı.
Tabla 4.5: Coeficientes de Fisher para la prueba de la Nariz.
D DBs 3DImDB BU-3DFE
Contorno Regio´n Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R Valor R Valor R
k1 18,6193 2 28,7061 3 2,0561 2 4,1290 2 3,4373 1 3,3930 1
k2 4,0887 7 19,7612 4 1,0669 4 1,6593 5 0,2977 6 2,0835 5
H 11,7729 3 29,1349 2 1,8785 3 2,3465 4 2,3873 3 3,2648 2
K 7,0173 6 11,2663 6 0,6492 5 0,5534 7 0,3810 5 2,1298 4
SI 25,1290 1 42,7492 1 7,2177 1 9,5492 1 2,4071 2 3,0082 3
R 8,9752 4 11,8045 5 0,4356 6 2,4090 3 2,0842 4 1,8721 6
µIs5 0,2948 8 0,2221 8 0,0020 8 0,0021 10 0,0204 10 0,0069 10
µIs10 0,2139 9 0,1876 9 0,0012 9 0,0023 9 0,0250 9 0,0153 9
µIs20 0,1865 10 0,1819 10 0,0011 10 0,0025 8 0,0279 8 0,0203 8
SIms 7,8116 5 4,6214 7 0,2315 7 0,8583 6 0,0295 7 0,2778 7
4.2.3. Prueba del a´rea de las mejillas
En esta prueba se noto´ que a pesar de que la superficie de las mejillas es suave, los
valores de los coeficientes de Fisher fueron altos (ver Tabla 4.6). De manera contraria
a la prueba de los ojos, los contornos y regiones tuvieron un ranking muy similar para
ambos lados del rostro en ima´genes reales. Para el caso de las regiones en ima´genes reales,
el ranking fue bastante similar dado que los primeros 4 descriptores tuvieron un ranking
muy similar. Sin embargo, existen diferencias en los dema´s descriptores, lo cual sigue
evidenciando que la asimetr´ıa afecta la capacidad de representacio´n de los descriptores.
En este caso, las variaciones de forma ocurren a una gran escala. Por lo tanto, para datos
reales, los descriptores fueron capaces de caracterizar cambios de morfolog´ıa.
Se destaca que los descriptores k1, SI y H tuvieron valores sobresalientes en el nivel
de discriminancia para las ima´genes reales, y que los descriptores de ima´genes spin multi
resolucio´n tuvieron valores altos para los contornos de las ima´genes sinte´ticas, lo cual lleva
a pensar que la resolucio´n elegida permite obtener un buen nivel de discriminancia. Sin
embargo, es necesario realizar todo un estudio con base en una variacio´n ma´s amplia de
los para´metros de este tipo de descriptores.
4.2.4. Prueba del a´rea de la boca
Los valores de los coeficientes de Fisher obtenidos en esta prueba fueron los ma´s bajos
(ver Tabla 4.8). Desde el punto de vista cuantitativo se puede observar que los descriptores
SI y R tienen gran importancia en contornos y regiones en las ima´genes sinte´ticas. Por
otra parte, se observa que el k1 y el SIms son los de mayor valor de coeficiente de Fisher
para las regiones de las ima´genes reales. Sin embargo, sus ı´ndices de relevancia no son lo
suficientemente altos en comparacio´n con el de los otros descriptores. Por esta razo´n se
estima que se requieren ma´s de 3 descriptores para una buena representacio´n de la regio´n,
los cuales pueden incluir a k1, SIms, K y R. Se observa que para este tipo de regiones y
contornos, el SIms tuvo una alta relevancia para las ima´genes reales, lo cual indica que el
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Tabla 4.6: Coeficientes de Fisher para la prueba de las Mejillas.
D DBs 3DImDBI 3DImDBD
Contorno Regio´n Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R Valor R Valor R
k1 13,6058 6 18,2945 2 1,6820 2 3,2554 1 3,4547 2 13,5725 1
k2 0,7193 10 0,9150 9 0,2184 6 0,2076 6 0,0121 10 0,0118 9
H 17,5711 2 16,8992 4 1,4026 4 1,4732 3 3,0056 3 2,9628 3
K 0,8127 9 0,9334 8 0,9146 5 1,0225 10 1,4751 4 0,7778 5
SI 37,3392 1 29,0382 1 3,5102 1 2,5686 2 4,5442 1 7,1488 2
R 10,5720 7 17,5287 3 1,4029 3 1,1773 4 1,4433 5 1,0570 4
µIs5 14,5944 5 14,7440 7 0,1071 9 0,1041 7 0,1057 8 0,0968 7
µIs10 15,4960 4 15,6221 6 0,1092 8 0,1037 8 0,1089 7 0,0971 5
µIs20 15,7088 3 15,7792 5 0,1099 7 0,1034 9 0,1099 6 0,0970 6
SIms 2,4700 8 0,2890 10 0,0551 10 0,2260 5 0,0898 9 0,0533 8
Tabla 4.7: Coeficientes de Fisher para la prueba de los Mejillas en la BD BU-3DFE.
D BU-3DFEI BU-3DFED
Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R
k1 6,2115 3 9,1906 1 5,7646 2 9,7526 1
k2 0,1201 10 0,0920 10 0,1628 10 0,0907 10
H 6,9612 2 6,8259 2 5,1957 3 8,3876 2
K 0,3919 9 2,0244 5 0,1703 9 0,4222 8
SI 9,2900 1 3,7831 3 6,2808 1 3,9229 3
R 3,1425 4 2,9512 4 2,8666 4 2,4320 4
µIs5 0,9338 7 0,4646 9 0,8111 8 0,3835 9
µIs10 0,9442 6 0,5131 8 0,8173 7 0,4280 7
µIs20 0,9474 5 0,5406 7 0,8181 6 0,4496 6
SIms 0,6127 8 0,6954 6 0,9452 5 0,7538 5
taman˜o de la regio´n a analizar puede influir al calcular descriptores multi-escala, ya que
las regiones anteriores presentaban un taman˜o superior al de la boca.
Se presentan grandes diferencias entre los ranking de contornos y regiones de las bases
de datos utilizadas. Las razones para este comportamiento tienen que ver con el taman˜o
de la regio´n, dado que es pequen˜a comparada con otras regiones del rostro, otro factor es
que la superficie presenta cambios suaves, excepto en las esquinas de la boca, haciendo
que la tarea de localizar un punto sea complicada.
Tabla 4.8: Coeficientes de Fisher para la prueba de la Boca.
D DBs 3DImDB BU-3DFE
Contorno Regio´n Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R Valor R Valor R
k1 0,1872 4 0,0766 6 0,0137 6 0,0725 1 0,0222 6 0,0553 4
k2 0,2248 3 0,1433 3 0,0270 4 0,0186 6 0,0566 5 0,0432 6
H 0,1413 6 0,1404 4 0,0096 7 0,0271 5 0,2040 1 0,3103 1
K 0,1452 5 0,0714 7 0,0558 2 0,0509 3 0,0601 4 0,0559 3
SI 0,3287 1 1,3310 1 0,0189 5 0,0048 7 0,0757 3 0,2625 2
R 0,2761 2 0,1510 2 0,0430 3 0,0406 4 0,0020 7 0,0015 10
µIs5 0,0349 10 0,0431 10 0,0005 8 0,0009 8 0,0011 8 0,0045 9
µIs10 0,0401 9 0,0461 9 0,0005 9 0,0009 9 0,0011 9 0,0040 8
µIs20 0,0417 8 0,0465 8 0,0005 10 0,0009 10 0,0010 10 0,0035 7
SIms 0,0526 7 0,1269 5 0,0820 1 0,0769 2 0,0799 2 0,0383 5
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4.2.5. Prueba del a´rea de la quijada
Los resultados se muestran en la Tabla 4.9. Las proporciones obtenidas indican simila-
ridad entre las formas presentes en estas regiones como se menciono´ en los casos anteriores.
Para los contornos y regiones de las ima´genes sinte´ticas se obtuvieron similaridades en los
descriptores k2 y R. El descriptor H, es el mejor para contornos en ambos conjuntos de
datos. Sin embargo, se noto´ que el SIms fue el de mayor coeficiente de Fisher para las
regiones en ima´genes sinte´ticas y el segundo mejor en ima´genes reales, lo cual deja a este
descriptor como opcionado para representar este tipo de regiones.
Por otra parte, los resultados en las regiones de los conjuntos de datos son muy di-
ferentes, no se evidencia la prevalencia de algu´n descriptor para las regiones. Por esta
razo´n, esta es la zona donde la identificacio´n de puntos es ma´s dif´ıcil, especialmente en la
3DImDB. En este caso, se sugiere utilizar una combinacio´n de al menos los descriptores
K, SIms, k2 y k1. Sin embargo, al igual que en el a´rea de la boca, puede ser necesario
realizar un estudio que incluya otros descriptores que sean ma´s adecuados en esta a´rea.
Tabla 4.9: Coeficientes de Fisher para la prueba de la Quijada.
D DBs 3DImDB BU-3DFE
Contorno Regio´n Contorno Regio´n Contorno Regio´n
Valor R Valor R Valor R Valor R Valor R Valor R
k1 0,0260 4 0,0048 5 0,0004 5 0,3457 4 0,0109 5 0,0447 2
k2 0,0660 2 0,0466 2 0,2021 2 0,3484 3 0,0277 2 0,0157 4
H 0,0766 1 0,0273 4 0,2757 1 0,0466 7 0,0647 1 0,0417 3
K 0,0097 9 0,0047 6 0,0236 4 0,9831 1 0,0090 6 0,0003 8
SI 0,0210 5 0,0004 10 0,0000 10 0,1072 5 0,0199 3 0,0579 1
R 0,0307 3 0,0392 3 0,0494 3 0,0998 6 0,0089 7 0,0080 5
µIs5 0,0020 10 0,0023 9 0,0001 9 0,0001 8 0,0012 10 0,0001 9
µIs10 0,0035 8 0,0031 8 0,0002 6 0,0001 9 0,0015 9 0,0001 10
µIs20 0,0043 7 0,0038 7 0,0002 7 0,0000 10 0,0020 8 0,0009 7
SIms 0,0118 6 0,0859 1 0,0101 8 0,4048 2 0,0140 4 0,0035 6
4.2.6. Ranking de descriptores por a´rea del rostro
Gracias a las pruebas anteriores, se definieron cuales son los descriptores ma´s adecuados
en los contornos y regiones del rostro de las 5 a´reas propuestas para el ana´lisis local, estos
se pueden observar en la Tabla 4.10. Estas caracter´ısticas pueden ser evaluadas en un
sistema de reconocimiento de rostros, mediante ima´genes 3D para cada una de las regiones,
as´ı como en mediciones de antropometr´ıa facial.
Tabla 4.10: Descriptores de acuerdo a las regiones del rostro.
A´rea Contornos Regiones
Ojos k1, SI , R, H, k2 H, k1, R, SI , SIms
Nariz k1, SI , H, R k1, SI , H, R
Mejillas k1, SI , H, R k1, SI , H, R
Boca SIms, K, R, k2 k1, SIms, K, R
Quijada H, k2, R, K R, SIms, k2, k1
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4.3. Consideraciones Finales
En este cap´ıtulo se realizo´ un ana´lisis de relevancia en diferentes regiones del rostro,
las cuales esta´n definidas con la intencio´n de representar una gran cantidad de estructuras
morfolo´gicas, lo cual es de intere´s en diversos campos como la cirug´ıa facial, la antro-
pometr´ıa y los sistemas de reconocimiento de rostros mediante ima´genes 3D. Para este
ana´lisis se utilizo´ el ranking de los coeficientes de Fisher.
En las pruebas donde se incluyo´ la lateralidad como variable, se encontro´ que los
descriptores evaluados son aptos para capturar variaciones a causa de la asimetr´ıa natural
del rostro. Sin embargo, es muy temprano para caracterizar dichas variaciones, para esto
se debe realizar un ana´lisis sobre una base de datos amplia, donde tambie´n se tenga en
cuenta que dependiendo de la zona evaluada se requiere de un ana´lisis a mayor o menor
resolucio´n (e.g., en las regiones de la nariz y la boca).
Aunque en las regiones que conforman la boca y el mento´n, los descriptores estudiados
presentaron diferencias en sus niveles de discriminancia, es necesario realizar un estudio
que incluya otro tipo de descriptores que capturen de mejor forma la informacio´n local de
superficie, o tener en cuenta que para poder identificar dichas regiones, la estrategia de
bu´squeda debe considerar la poca variabilidad en las superficies.
Es de resaltar, que en este trabajo se realizo´ un ana´lisis discriminante sobre descriptores
de forma para encontrar los de mayor relevancia. Se considero cada una de las caracter´ısti-
cas independientemente y no como una combinacio´n. Razo´n por la cual se diferencia de
otro tipo de ana´lisis en los que se realiza reduccio´n de dimensionalidad como PCA.
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CAPI´TULO 5
Aplicacio´n al reconocimiento de rostros
El reconocimiento facial tridimensional es un tema de investigacio´n reciente y busca
subsanar las falencias que presentan los me´todos basados en ima´genes bidimensionales.
Este tipo de sistemas tienen la ventaja de no ser afectados por cambios en la iluminacio´n,
dado que la representacio´n viene dada como una nube de puntos o una malla 3D. En
este cap´ıtulo se presenta un sistema de reconocimiento de rostros, basado en el modelo
antropome´trico del rostro mencionado en la Seccio´n 2.1 (ver Figuras 2.1 y 2.2), los me´todos
de registro y extraccio´n de caracter´ısticas planteados en el Cap´ıtulo 2, los descriptores
analizados en el Cap´ıtulo 1, y en los resultados del ana´lisis de relevancia realizado en el
Cap´ıtulo 4.
5.1. Sistema de reconocimiento de rostros
Un sistema de reconocimiento de rostros esta´ compuesto de un conjunto de procesos,
que permiten alimentar una base de datos con una o ma´s ima´genes de un conjunto de
individuos etiquetados, y realizar un entrenamiento mediante te´cnicas de aprendizaje de
ma´quina, que permitan identificar a los individuos con ima´genes diferentes a las que fue
entrenado. Un sistema ma´s sofisticado podra´ determinar caracter´ısticas propias de los
individuos, como ge´nero, edad, expresio´n facial, entre otros.
Un sistema de reconocimiento de rostros consta de las siguientes etapas: adquisicio´n,
preprocesamiento, registro, segmentacio´n, extraccio´n de caracter´ısticas y reconocimiento
(clasificacio´n o interpretacio´n). Se puede decir que estas etapas permiten generar una base
de conocimiento propia del sistema, en la Figura 5.1 se muestran las principales etapas
del sistema de reconocimiento.
5.1.1. Adquisicio´n
El objetivo del sensor es crear una nube de puntos a partir de muestras geome´tricas
tomadas en la superficie del objeto. A partir de estos puntos se puede generar una malla
3D. Un esca´ner 3D al igual que una ca´mara tradicional tiene un campo de visio´n en forma
de cono, pero puede obtener informacio´n acerca de superficies sin iluminacio´n. La etapa de
adquisicio´n de la imagen depende de las caracter´ısticas propias del sensor utilizado (tipo
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Figura 5.1: Esquema del sistema de reconocimiento.
de radiacio´n que emite y recibe), distancia de captura, capacidad de apertura, posicio´n.
Tambie´n depende del punto de referencia y distancia al objeto.
5.1.2. Preprocesamiento
En esta etapa se deben considerar los siguientes aspectos: filtrado, mejora y refina-
miento de la malla, los cuales facilitan la manipulacio´n de las ima´genes y la obtencio´n
de descriptores con mayor confiabilidad. Dado que las ima´genes 3D obtenidas mediante
sensores de rango contienen ruido, se hace necesario el uso de te´cnicas de filtrado para
las mallas, que mejoran los resultados obtenidos, como se observo´ en la Figura 3.2 del
Cap´ıtulo 2. Se han logrado buenos resultados al filtrar las ima´genes con los filtros Lapla-
ciano y Taubin. Adicionalmente, existen mallas en las que se presentan discontinuidades
o huecos debido al proceso de captura, estas se generan debido a limitaciones del sensor
para capturar todas las estructuras morfolo´gicas presentes en el rostro humano, como es
el caso de la regio´n bajo la nariz o las cejas, donde por lo general se generan huecos en
las mallas 3D y se pierde informacio´n real, que puede ser completada mediante diversas
te´cnicas que incluyen interpolacio´n. Por otra parte, es posible que tanto en la captura
como en los pasos anteriores se generen ve´rtices repetidos, aislados, caras repetidas, mal
conformadas, o con a´rea cero, las cuales deben ser eliminadas para evitar tener mediciones
incongruentes en los descriptores.
5.1.3. Registro
El proceso de registro que implica el ajuste de dos superficies 3D, es un problema que
tiene ba´sicamente tres enfoques. (1) Registrar la superficie de bu´squeda a la superficie de
referencia. (2) Extraer y ajustar representaciones centradas en el observador. (3) Extraer
y ajustar representaciones centradas en el objeto de las superficies.
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(a) Ajuste R´ıgido (b) Ajuste Fino
Figura 5.2: Ajuste de la plantilla y segmentacio´n obtenida
En algunos trabajos relacionados como en [8], se realiza un ajuste de cada rostro en
lo que se conoce como: normalizacio´n del rostro en cuanto a la pose. Lo cual tiene como
objeto que todas las caras se encuentren en la misma posicio´n y con la misma orientacio´n
en el espacio 3D. Luego del proceso anterior, es necesario ajustar una grilla 3D, o un
modelo 3D, que permita la segmentacio´n e identificacio´n de a´reas y regiones de intere´s en
las ima´genes 3D.
En este trabajo se realizo´ un ajuste de un modelo a cada rostro, lo cual evita modificar
cada rostro. En este caso lo que se modifica es el modelo anato´mico del rostro planteado,
el cual esta´ compuesto de una menor cantidad de ve´rtices (182 puntos) que un rostro real,
que puede estar compuesto de 4000 ve´rtices y llegar a ma´s de 54000 ve´rtices, cuando el
modelo es de alta resolucio´n. El proceso de registro se realizo´, con el proceso presentado
en la Seccio´n 2.2.1 del Cap´ıtulo 2.
5.1.4. Segmentacio´n
En esta etapa se realiza una segmentacio´n de las regiones de cada rostro, con el pro-
cedimiento planteado en la seccio´n 2.4, de acuerdo al ajuste del modelo planteado en la
Seccio´n 2.1 del Cap´ıtulo 2. En principio, se realiza la segmentacio´n buscando capturar
todos los puntos que se encuentran dentro de las regiones, pero se evalu´a que factibilidad
tiene el realizar una segmentacio´n basada en un ajuste r´ıgido (ver Figura 5.2(a)), con el
objeto de reducir el tiempo de co´mputo que implica el realizar el ajuste fino (ver Figura
5.2(b)), de cada una de las curvas de Be´zier que componen al modelo. Como se puede
observar en la Figura 5.2 el resultado de segmentacio´n de la regio´n 11 (ver Figura 2.6(a))
tanto con el ajuste r´ıgido como con el fino presentan gran similitud.
5.1.5. Extraccio´n de caracter´ısticas
Despue´s de tener los puntos pertenecientes a cada regio´n, es posible realizar la ex-
traccio´n de los descriptores planteados, y almacenarlos en un vector de caracter´ısticas, de
acuerdo al ranking obtenido en el ana´lisis discriminante de Fisher, con el objeto de extraer
informacio´n relevante para la clasificacio´n a partir de las entidades cuantificables.
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5.1.6. Entrenamiento
Haciendo uso de te´cnicas de aprendizaje de ma´quina como: redes bayesianas, redes
neuronales, ma´quinas de vectores de soporte (SVM), se realiza un entrenamiento del sis-
tema con base en los datos de entrada etiquetados. En una fase inicial se utiliza el vector
de caracter´ısticas para generar una coleccio´n (posiblemente ordenada y estructurada) de
descriptores, denominada patro´n, el cual define a cada individuo de una base de datos BD.
La BD es compuesta de una cantidad de N individuos con M ima´genes por individuo.
5.1.7. Clasificacio´n
En esta etapa se evalu´an patrones correspondientes a la informacio´n de algu´n individuo
en particular con el objeto de determinar: 1) si el individuo hace parte de la base de datos
o no, 2) identificar al individuo y 3) si el individuo posee alguna caracter´ısticas de intere´s.
5.2. Experimentos de reconocimiento
Para evaluar la utilidad del procedimiento de extraccio´n de caracter´ısticas y el ana´lisis
de relevancia se plantea un conjunto de experimentos enfocados al reconocimiento de
individuos, genero y expresiones.
5.2.1. Bases de datos
Se utilizaron 10 individuos de la base de datos BU-3DFE de los cuales 5 son hombres
y 5 son mujeres, y se tienen tres muestras de cada individuo que corresponden a tres
expresiones faciales ba´sicas: neutral, enojo y alegr´ıa.
5.2.2. Esquema de reconocimiento
En este caso se realiza el ajuste de la plantilla compuesta de 182 puntos y 26 regiones
sobre cada uno de los modelos, se realiza la segmentacio´n para obtener las caracter´ısticas de
cada regio´n. Es bueno mencionar que aunque anteriormente se definieron 28 regiones (ver
2.1), existen 2 regiones laterales que no pueden obtenerse con precisio´n (estas corresponden
a las regiones 19 y 20). Para los individuos en expresio´n neutral se realizo´ un ajuste de
cada una de las curvas del modelo para que pasen por los contornos de las ima´genes 3D.
En las ima´genes con expresiones de enojo y alegr´ıa se utilizo´ un ajuste r´ıgido para evaluar
su funcionamiento en la segmentacio´n, dado que implica un menor tiempo de co´mputo que
hacer que las curvas pasen exactamente por el rostro. El ajuste r´ıgido planteado consiste
en escalar los puntos que componen la plantilla al taman˜o de un rostro particular y la
segmentacio´n de las regiones se realiza buscando los puntos ma´s cercanos a las regiones
definidas dentro de las superficie que hacen parte de cada regio´n.
Se evaluaron tres clasificadores: una red bayesiana con un estimador simple y el algo-
ritmo de bu´squeda K2, una red neuronal y una ma´quina de vectores de soporte utilizando
el algoritmo de entrenamiento SMO (Sequential Minimal Optimization) [43].
Para el caso de la red neuronal se utilizo´ una capa de entrada con un nu´mero de
neuronas correspondiente a la cantidad de descriptores multiplicada por la cantidad de
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puntos o regiones a evaluar, una capa de salida que indica la cantidad de clases (nu´mero
de individuos (10), ge´nero (2), nu´mero de expresiones (3)), para la capa intermedia se
utilizaron dos alternativas: la primera con la misma cantidad de neuronas de salida y la
segunda con el promedio entre el nu´mero de neuronas de entrada y salida.
Existen varios me´todos para evaluar la capacidad del clasificacio´n, en este caso se
realizo´ una validacio´n cruzada con un pliegue (folding) de 10, lo cual permite tener un
indicio del error de generalizacio´n.
5.2.3. Prueba identificacio´n del individuo
Esta prueba se divide en 4 experimentos: 1) identificacio´n a partir de todos puntos
caracter´ısticos y todos los descriptores locales, 2) identificacio´n a partir de puntos y ca-
racter´ısticas relevantes, 3) identificacio´n con regiones y 4) identificacio´n con regiones ma´s
relevantes y reduccio´n de caracter´ısticas.
5.2.4. Prueba identificacio´n del ge´nero
En e´sta prueba se etiquetaron todos los individuos como hombre o´ mujer, segu´n el caso,
con el objeto de analizar la factibilidad de reconocer el ge´nero a partir de los descriptores
ma´s relevantes extra´ıdos, tambie´n, en las regiones ma´s relevantes.
5.2.5. Prueba identificacio´n de la expresio´n
Dado que el dataset analizado estaba compuesto de individuos con 3 expresiones:
neutral, enojo y alegr´ıa. Se etiquetaron las 3 instancias de los 10 individuos segu´n el
caso, con el objeto de encontrar la factibilidad de reconocer una expresio´n, a partir de los
descriptores ma´s relevantes extra´ıdos en las regiones ma´s relevantes.
5.3. Resultados
5.3.1. Identificacio´n de un individuo
5.3.1.1. Identificacio´n a partir de puntos caracter´ısticos
En este experimento se evaluaron los puntos que componen a la plantilla, evitando
puntos laterales, los cuales no se encuentran presentes en las ima´genes procesadas. Los
descriptores empleados fueron k1, k2, H, K, R y SI y las medias de las ima´genes spin ob-
tenidas con 3 diferentes subdivisiones (5, 10, 20) µIs5, µIs10, µIs20. En este caso se cuenta
con 168 puntos caracter´ısticos y 9 descriptores por cada uno llegando a 1512 caracter´ısticas
por instancia, contando con 10 individuos y 3 instancias de cada uno.
Los resultados de utilizar un clasificador tipo red bayesiana, una red neuronal con
10 neuronas en la capa oculta (igual al de la capa de salida), una red neuronal con 761
neuronas en la capa oculta (el promedio entre neuronas en la capa de entrada y de salida)
y una ma´quina con vectores de soporte usando el algoritmo SMO, se pueden observar en
la Tabla 5.1. En este caso se puede observar que el uso de los 168 puntos para representar
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el rostro humano, no presenta un rendimiento adecuado para identificar rostros con los
clasificadores evaluados, dado que los resultados obtenidos no superan el 60 % y pueden
tomar un tiempo considerable debido a la cantidad de puntos y de descriptores. Esto
tambie´n indica que una red neuronal puede tomar un tiempo importante, lo cual la hace
inviable para un sistema que tenga que entrenar los descriptores en los puntos de una
cantidad considerable de ima´genes.
Tabla 5.1: Resultados identificacio´n con 168 puntos y 9 descriptores con diferentes clasifi-
cadores
Resultado Red Bayesiana RN (10) RN (761) SMO
Instancias clasificadas correctamente 53.33 % (16) 60 %(22) 53.33 % (16) 46.66 % (14)
Instancias clasificadas incorrectamente 46.66 % (14) 40 % (8) 46.66 % (14) 53.33 % (16)
Error medio absoluto 0.0984 0.1147 0.1175 0.1695
Tiempo tomado en construir el modelo 0.17 seg 6.85 seg 487.99 seg 0.14 seg
5.3.1.2. Identificacio´n a partir de puntos y caracter´ısticas relevantes
En este caso se tomaron solo 62 puntos de los 182 de la plantilla, los cuales corresponden
a las regiones de los ojos y la nariz, que son las que tienen coeficientes de Fisher ma´s altos,
como se expuso en la Seccio´n 4.2.6. Teniendo en cuenta lo obtenido en la Seccio´n 4.2.6
se seleccionaron solo 4 descriptores en dichas regiones, correspondientes a k1, H, R y
SI . Debido a lo anterior se cuenta con 248 caracter´ısticas por individuo, 10 individuos
y 3 instancias por individuo. Los resultados de este experimento se pueden observar en
la Tabla 5.2, en la columna dos se presentan los resultados de clasificacio´n haciendo uso
de una red bayesiana, en la columna tres con una red neuronal de 10 neuronas en la
capa oculta (nu´mero de individuos) y en la cuarta columna se presentan los resultados
de clasificacio´n haciendo uso de una red neuronal con 133 neuronas en la capa oculta (el
promedio entre neuronas en la capa de entrada y de salida).
Como se puede observar, los tiempos de entrenamiento fueron mucho menores que en
la prueba anterior y se llego a una mejor clasificacio´n.
Adicionalmente, se puede llegar a una mejor clasificacio´n, al aumentar el nu´mero de
neuronas en la capa oculta, a expensas de gastar ma´s tiempo en el entrenamiento (12
segundos con 133 neuronas en la capa oculta y 0.92 segundos utilizando solo 10 neuronas
en la capa oculta) lo cual hace que se tenga que evaluar ma´s a fondo el uso de redes
neuronales para grandes conjuntos de datos.
Tabla 5.2: Resultados identificacio´n con 64 puntos y 4 descriptores con diferentes clasifi-
cadores
Resultado Red Bayesiana RN (10) RN (133) SMO
Instancias clasificadas correctamente 56.66 % (17) 73.33 %(22) 76.66 %(23) 70 % (21)
Instancias clasificadas incorrectamente 43.33 % (13) 26.66 % (8) 23.33 % (7) 30 % (9)
Error medio absoluto 0.086 0.0916 0.0818 0.1652
Tiempo tomado en construir el modelo 0.01 seg 0.92 seg 12 seg 0.12 seg
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5.3.1.3. Identificacio´n a partir de regiones
Para realizar este experimento, se utilizaron 26 regiones y 10 descriptores por regio´n.
En primer lugar se experimento´ con una red bayesiana, posteriormente se utilizo´ una red
neuronal con 10 neuronas en la capa oculta, luego con una red neuronal con 135 neuronas
en la capa oculta (la cantidad de neuronas en la capa intermedia se calculo de la misma
forma que en las pruebas anteriores) y finalmente se utilizo´ una maquina con vectores de
soporte obteniendo los resultados presentados en la Tabla 5.3.
En este caso no se encuentran resultados superiores de clasificacio´n al me´todo anterior.
Sin embargo, se pueden obtener resultados en menor tiempo. Esto indica que al prome-
diar la informacio´n de descriptores en una regio´n pueden existir pe´rdidas de informacio´n
local, la cual puede ser necesaria para la identificacio´n. En un estudio futuro se espera
analizar otras caracter´ısticas de las regiones faciales que guarden mayor informacio´n sobre
el comportamiento de los descriptores en superficie de cada regio´n.
Tabla 5.3: Resultados identificacio´n para 26 regiones con diferentes clasificadores
Resultado Red Bayesiana RN (10) RN (135) SMO
Instancias clasificadas correctamente 50 % (15) 63.33 % (19) 63.33 %(19) 60 % (18)
Instancias clasificadas incorrectamente 50 % (15) 36.66 % (11) 36.66 %(11) 40 % (12)
Error medio absoluto 0.0982 0.1019 0.0933 0.167
Tiempo tomado en construir el modelo 0.01 seg 0.9 seg 11.66 seg 0.32 seg
5.3.1.4. Identificacio´n con regiones ma´s relevantes y reduccio´n de caracter´ısti-
cas
Gracias a los resultados presentados en la Seccio´n del Cap´ıtulo 4, para realizar el
entrenamiento, se tomaron solamente las regiones que ten´ıan los coeficientes de Fisher
ma´s altos, las cuales hacen parte de las a´reas de los ojos y la nariz. Teniendo en cuenta
lo obtenido en la Seccio´n 4.2.6 se seleccionaron solo 4 descriptores en dichas regiones,
correspondientes a k1, H, R y SI . En este caso se entreno´ una red bayesiana, una red
neuronal con 10 neuronas en la capa oculta, una red neuronal con 57 neuronas en la capa
oculta (la cantidad de neuronas en la capa intermedia se calculo de la misma forma que en
las pruebas anteriores), y un SMO obteniendo los resultados de la Tabla 5.4. Aunque en
las pruebas anteriores el algoritmo SMO no mostro´ un buen desempen˜o, para esta prueba
se alcanzo´ un acierto de 80 %, y un tiempo de construccio´n del modelo inferior al de las
redes neuronales, lo cual indica que puede ser una herramienta a considerar cuando se
hace una reduccio´n de caracter´ısticas utilizando una ana´lisis de relevancia.
Tabla 5.4: Resultados identificacio´n para el a´rea de los ojos y nariz con reduccio´n de
caracter´ısticas con diferentes clasificadores
Resultado Red Bayesiana RN (10) RN (57) SMO
Instancias clasificadas correctamente 60 % (18) 63.33 %(19) 76.66 % (23) 80 % (24)
Instancias clasificadas incorrectamente 40 % (12) 36.66 %(11) 23.33 % (7) 20 % (6)
Error medio absoluto 0.0846 0.0933 0.079 0.162
Tiempo tomado en construir el modelo 0.001 seg 11.66 seg 0.81 seg 0.21 seg
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5.3.2. Identificacio´n de ge´nero
En e´ste caso se desarrollo´ un experimento enfocado a ver la capacidad de discriminan-
cia de los descriptores ma´s relevantes en las regiones ma´s relevantes, para la identificacio´n
del genero de cada individuo. Teniendo en cuenta lo obtenido en la Seccio´n 4.2.6 se se-
leccionaron solo 4 descriptores en dichas regiones, correspondientes a k1, H, R y SI . Se
utilizaron 4 clasificadores para evaluar la capacidad representativa de los descriptores en
te´rminos de permitir la identificacio´n del ge´nero. Los clasificadores utilizados fueron: una
red bayesiana, una red neuronal con 2 neuronas en la capa oculta, una red neuronal con
53 neuronas en la capa oculta (la cantidad de neuronas en la capa intermedia se calculo
de la misma forma que en las pruebas anteriores), y una ma´quina con vectores de soporte
utilizando el algoritmo SMO. Los resultados obtenidos se pueden observar en la Tabla 5.5.
Al igual que en la prueba anterior el algoritmo SMO mostro´ un buen rendimiento como
clasificador y en te´rminos de tiempo, lo cual indica que puede ser tenido en cuenta en un
sistema de reconocimiento de caracter´ısticas faciales en el cual exista un requerimiento de
tiempo de ejecucio´n corto, el cual se vuelve dif´ıcil de alcanzar cuando se tiene una gran
cantidad de individuos.
Tabla 5.5: Resultados identificacio´n de ge´nero con diferentes clasificadores
Resultado Red Bayesiana RN (2) RN (53) SMO
Instancias clasificadas correctamente 80 % (24) 86.66 % (26) 86.66 % (26) 86.66 % (26)
Instancias clasificadas incorrectamente 20 % (6) 13.33 % (4) 23.33 % (4) 23.33 % (4)
Error medio absoluto 0.1962 0.1698 0.1794 0.1333
Tiempo tomado en construir el modelo 0.01 seg 0.27 seg 11.38 seg 0.01 seg
5.3.3. Identificacio´n de expresio´n facial
La u´ltima prueba consiste en la identificacio´n de la expresio´n a partir de los descripto-
res ma´s relevantes en las regiones ma´s relevantes (ojos y nariz), para lo cual se evaluaron
4 descriptores (k1, H, R y SI). La base de datos BU-3DFE contiene rostros humanos con
diferentes expresiones (neutral, enojo, tristeza, alegr´ıa, sorpresa, entre otras) en diferentes
niveles de cada una de ellas excepto la neutral. Para esta prueba se utilizaron las expre-
siones: neutral, enojo y alegr´ıa (ver Figura 5.3). Las dos ultimas en el nivel ma´s bajo de la
expresio´n, es decir ligeramente, enojado o alegre. Los resultados obtenidos con los clasifi-
cadores utilizados pueden observarse en la Tabla 5.6, donde se puede observar que existe
gran factibilidad de reconocer una expresio´n facial teniendo en cuenta solamente las regio-
nes consideradas. Se destacan estos resultados dado que los rostros no fueron exactamente
ajustados a la plantilla, es decir que se uso un ajuste r´ıgido y se utilizaron individuos con
expresiones faciales en el nivel menos acentuado que proporcionaba la base de datos BU-
3DFE. Sin embargo, es bueno considerar el desarrollar un estudio enfocado a encontrar
cuales son los descriptores y regiones ma´s relevantes para caracterizar expresiones faciales.
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Figura 5.3: Ima´genes de las bases de datos BU-3DFE con expresiones, primera columna
expresio´n neutral, segunda columna expresio´n de enojo y tercera columna expresio´n alegr´ıa
Tabla 5.6: Resultados identificacio´n de expresiones faciales con diferentes clasificadores
Resultado Red Bayesiana RN (3) RN (54) SMO
Instancias clasificadas correctamente 83.33 % (25) 86.66 % (26) 86.66 % (26) 86.66 % (26)
Instancias clasificadas incorrectamente 16.66 % (5) 13.33 % (4) 23.33 % (4) 23.33 % (4)
Error medio absoluto 0.1113 0.1494 0.1458 0.2519
Tiempo tomado en construir el modelo 0.06 seg 0.34 seg 11.35 seg 0.07 seg
5.4. Consideraciones finales
Es interesante observar que con las ima´genes empleadas se obtiene un desempen˜o alto
en el reconocimiento de genero y expresio´n facial con todos los clasificadores, a pesar de
que se hace un ajuste r´ıgido del modelo utilizado a las ima´genes 3D, el cual no es del todo
preciso. Por lo tanto se espera mejorar estos resultados al usar un registro ma´s preciso y/o
desarrollando plantilla que involucre expresiones faciales.
En los experimentos de reconocimiento realizados se observo´ que al seleccionar los des-
criptores ma´s discriminantes se puede lograr aumentar el rendimiento de los clasificadores
utilizados y por ende la cantidad de individuos reconocidos correctamente. Se observo´ que
el algoritmo SMO presenta un resultado superior en te´rminos de tiempo y reconocimiento.
Las pruebas de identificacio´n de ge´nero y expresio´n indican que al utilizar un clasifi-
cador tipo red neuronal, puede ser suficiente utilizar una cantidad de neuronas en la capa
oculta cercana al nu´mero de neuronas de salida. Es decir, para identificar la expresio´n se
obtuvo un buen resultado con 3 neuronas en la capa intermedia, las cuales corresponden
al nu´mero de expresiones a identificar con el nu´mero de individuos evaluados.
Estos resultados plantean como trabajo futuro, la obtencio´n de los para´metros o´ptimos
para los clasificadores evaluados en grandes volu´menes de datos. Por ejemplo, la arquitec-
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tura de una red neuronal ma´s adecuada para identificar individuos o caracter´ısticas del
rostro, as´ı como los para´metros que presentan mejor desempen˜o en la clasificacio´n cuando
se usa una maquina de soporte de vectores.
El ana´lisis de relevancia planteado en este trabajo, puede ser extendido al ana´lisis de
descriptores en puntos y regiones ma´s relevantes involucradas en la representacio´n de:
expresiones faciales, ge´nero, raza, edad, entre otros.
Conclusiones
En este trabajo se realizo´ un ana´lisis de relevancia de 10 descriptores de forma, seis
basados en la curvatura, 3 basados en ima´genes spin multi resolucio´n y uno basado en
un procedimiento multi-escala. Este ana´lisis se realizo´ sobre puntos, contornos, regiones,
a´reas y lados del rostro. Con base en el ana´lisis de Fisher, se mostro´ como la morfolog´ıa
de la superficie del rostro influye en la capacidad de representacio´n de los descriptores.
A partir de esto, se determino´ de forma espec´ıfica cuales descriptores son ma´s adecuados
para caracterizar cada una de las principales regiones que definen el rostro.
Gracias a este trabajo se analizaron aspectos en la morfolog´ıa del rostro tales como:
asimetr´ıa (presente en las regiones de los ojos y mejillas), cantidad de puntos, suavidad e
invariancia que pueden ser de importancia en un sistema de deteccio´n de caracter´ısticas.
Se destacan estos resultados pues en la mayor´ıa de los trabajos donde se discute acerca de
la asimetr´ıa, los ana´lisis son cualitativos, por el contrario, en este trabajo se mostro´ de una
forma cuantitativa, como un descriptor de forma pierde o gana capacidad de representacio´n
de una regio´n o contorno de una misma zona del rostro pero de diferente lado.
Los me´todos desarrollados para la obtencio´n de puntos, contornos y regiones permiten
tener una base experimental para un ana´lisis de relevancia de otro tipo de descriptores.
Se espera extender dichos procedimientos para que hagan parte de un sistema de ana´lisis
y reconocimiento de rostros.
El aspecto del costo computacional juega un papel crucial en cualquier sistema de ex-
traccio´n de caracter´ısticas, especialmente en biometr´ıa dado que se tiene una gran cantidad
de informacio´n que debe ser procesada en corto tiempo como es el caso de los sistemas
para identificacio´n de personas. Por tal razo´n no so´lo se debe analizar la capacidad de
representacio´n de un descriptor, sino tambie´n el costo computacional que conlleva.
Se puede realizar un estudio de otro tipo de descriptores que capturen de mejor forma
la informacio´n local de superficie, teniendo en cuenta que para poder identificar dichas
regiones, la estrategia de bu´squeda debe considerar la poca variabilidad en las superficies.
Al encontrar los descriptores en las regiones ma´s relevantes y seleccionar las regio-
nes con mayor relevancia mediante el ana´lisis discriminante de Fisher, se evidencio´ de una
forma cuantitativa la utilidad del mismo en reconocimiento de rostros, llegando a un incre-
mento en la capacidad de los clasificadores y en la reduccio´n del tiempo de entrenamiento
de los mismos.
Aunque utilizar los promedios de regiones permitio´ hacer un reconocimiento de indi-
viduos e identificacio´n de diversas caracter´ısticas faciales se espera utilizar otros proce-
dimientos utilizando un muestreo uniforme de cada regio´n, que permita mejorar el ren-
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dimiento computacional para llegar a sistemas que puedan funcionar eficientemente con
menor cantidad de informacio´n reduciendo tiempos de computo.
Los descriptores analizados pueden ser parte de un sistema de deteccio´n de caracter´ısti-
cas en el cual se consideren aspectos tales como: asimetr´ıa, cantidad de puntos, suavidad
e invarianza que presentan las regiones faciales, entre otros. De igual forma, este traba-
jo puede ser extendido a otras partes del cuerpo y sus resultados aplicados en estudios
antropome´tricos.
Trabajo futuro
Aunque los procedimientos desarrollados para el registro y extraccio´n de caracter´ısticas
en puntos de intere´s permiten obtener un muestreo adecuado de los puntos, contornos y
regiones, el tiempo de computo los hace inviables para un sistema en tiempo real por tal
razo´n se espera buscar formas para incrementar la velocidad, tanto desde el punto de vista
algor´ıtmico como el de la implementacio´n.
A pesar de que, en las regiones que conforman la boca y el mento´n, los descriptores
estudiados presentaron diferencias en sus niveles de discriminancia, es necesario realizar
un estudio que incluya una variacio´n a los para´metros involucrados en las ima´genes spin
multi-resolucio´n y el ı´ndice de forma multi-escala. Este u´ltimo se puede extender para
obtener los 6 descriptores de curvatura en versio´n multi-escala.
Cuando se realiza un promedio sobre un conjunto de datos, como el de los valores de
un descriptor en particular en una regio´n, es posible que dos regiones diferentes tengan un
promedio similar, por tal razo´n se espera en un trabajo futuro analizar no solo el promedio
sino la varianza y los histogramas de las regiones.
Dado que existen otros descriptores de forma 3D que han mostrado gran utilidad para
representar superficies 3D se puede realizar un estudio de otro tipo de descriptores para
evaluar la capacidad para capturar la informacio´n local de superficie del rostro. Algunos
de estos descriptores pueden ser los siguientes: folded spin image [44], cono curvatura
ponderada [12] y DESIRE [45].
Se espera incorporar los descriptores analizados en un sistema robusto para el ana´lisis y
reconocimiento de rostros. En el cual se efectu´en todas las tareas realizadas en este trabajo
tales como: filtrado, mejora, registro, segmentacio´n, caracterizacio´n e identificacio´n.
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APE´NDICE A
Estimacio´n del tensor de curvatura de una
superficie
A.1. Tensor de curvatura
El tensor de curvatura de una superficie S, es el mapeo p 7→ kp que asigna cada punto
p de S a la funcio´n que mide la curvatura direccional kp(T ) de S en p en la direccio´n de un
vector unitario T , tangente a S en p. La curvatura direccional kp(T ) de una superficie S en
un punto p en la direccio´n de un vector unitario tangente T , es definida por la identidad
x′′(0) = kp(T )N , donde N es el vector unitario normal a S en p, y x(s) es una seccio´n
normal a S en p y x′(0) = T . La funcio´n de curvatura direccional kp(·) es una forma
cuadra´tica que satisface la siguiente identidad:
kp(T ) =
(
t1
t2
)t(
k11p k
12
p
k21p k
22
p
)(
t1
t2
)
, (A.1)
donde, T = t1T1+t2T2 es un vector tangente a S en p, {T1, T2} es una base ortornormal
del espacio tangente a S en p, k11p = kp(T1), k
22
p = kp(T2), y k
12
p = k
21
p . Los vectores {T1, T2}
son llamados direcciones principales de S en p cuando k12p = k
21
p = 0. Las curvaturas
direccionales correspondientes son las curvaturas principales, las cuales se denotan como
k1p y k
2
p en lugar de k
11
p y k
22
p de acuerdo a [39].
Si se adiciona el vector normalN a la base {T1, T2} de direcciones principales, se obtiene
una base ortonormal {N,T1, T2} de espacio tridimensional con cambios de punto a punto.
La siguiente ecuacio´n extiende la definicio´n de la curvatura direccional a las direcciones
que no son tangentes:
kp(T ) =
 nt1
t2
t 0 0 00 k1p 0
0 0 k2p
 nt1
t2
 , (A.2)
donde T = nN + t1T1 + t2T2 es un vector arbitrario. Los vectores tangentes a S en p
son aquellos para los cuales n = 0. Al escribir el vector T como una combinacio´n lineal
T = u1U1 +u2U2 +u3U3 de otro sistema de vectores ortonormales, la curvatura direccional
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tendra´ ahora la expresio´n:
kp(T ) = u
tKpu, (A.3)
donde u = (u1, u2, u3)
t, y Kp es una matriz sime´trica 3 × 3 la cual tiene 0 y las dos
curvaturas principales k1p y k
2
p como valores propios. Se utilizara como base {U1, U2, U3}
el mismo sistema de coordenadas cartesiano usado para especificar las coordenadas de los
puntos sobre la superficie, independientemente del punto p en S.
Las curvaturas principales y direcciones principales de S en p pueden ser recuperadas,
primero restringiendo la matriz Kp al plano tangente a S en p, y luego, calculando los
valores y vectores propios de la matriz resultante. Este ca´lculo puede ser realizado en
forma cerrada, usando operaciones aritme´ticas de acuerdo a [39].
A.2. Estimacio´n del tensor de curvatura
En [39] se define procedimiento para la obtencio´n de las curvaturas direccionales, las
cuales son aproximadas mediante series de Laurent. En primer lugar se define una matriz
Mp mediante una integral que tiene los mismos vectores propios que Kp, y sus valores
propios esta´n relacionados por una transformacio´n lineal homoge´nea fija. La estimacio´n
de curvaturas principales y direcciones principales de S en p, reduce la diagonalizacio´n de
la matriz Mp, lo cual puede realizarse en forma cerrada.
La obtencio´n de Mp se realiza teniendo en cuenta que Tθ es el vector unitario tangente
Tθ = cos(θ)T1 + sen(θ)T2 para −pi ≤ θ ≤ pi, donde {T1, T2} son las direcciones principales
ortogonales de S en p. Por lo tanto, de acuerdo a la ecuacio´n A.2 se tiene lo siguiente:
kp(Tθ) = k
1
pcos
2(θ) + k2psen
2(θ), (A.4)
se define la matriz sime´trica:
Mp =
1
2pi
∫ +pi
−pi
kp(Tθ)TθT
t
θ ,dθ. (A.5)
El vector normal N es el vector propio de la matriz asociada con el valor propio 0, ya
que TθT
t
θ es una matriz de rango 1 para todo θ, y Tθ es tangente a S en p. Mp se puede
factorizar de la siguiente forma:
Mp = T
t
12
(
m11p m
12
p
m21p m
22
p
)
T12, (A.6)
donde T12 = {T1, T2} es la matriz 3 × 2 construida mediante la concatenacio´n de los
vectores columna T1 y T2, y m
12
p = m
21
p debido a la simetr´ıa. Revisando los para´metros
mijp , se observa que los elementos fuera de la diagonal son cero:
m12p = T
t
1MpT2 =
k1p
2pi
∫ +pi
−pi
cos3(θ)sen(θ)dθ +
k2p
2pi
∫ +pi
−pi
cos(θ)sen3(θ)dθ = 0, (A.7)
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debido a que los dos integrandos son funciones impares de θ. Esto quiere decir que los
dos vectores propios remanentes de Mp (diferentes a N) son las direcciones principales T1
y T2. Los valores propios correspondientes no son las curvaturas principales:
m11p = T
t
1MpT2 =
k1p
2pi
∫ +pi
−pi
cos4(θ)dθ +
k2p
2pi
∫ +pi
−pi
cos2(θ)sen2(θ)dθ =
3
8
k1p +
1
8
k2p, (A.8)
de forma similar se obtiene:
m22p = T
t
2MpT2 =
1
8
k1p +
3
8
k2p, (A.9)
Mediante las ecuaciones A.8 y A.9 se obtienen las curvaturas principales, como funcio-
nes de los valores propios diferentes de cero de Mp:
k1p = 3m
11
p −m22p
k2p = 3m
22
p −m11p . (A.10)
Para estimar la curvatura direccional kp(T ) para un vector unitario T , tangente a S
en p, se considerara de nuevo una curva suave x(s) parametrizada por longitud de arco,
contenida en S, y tal que x′(0) = T . En tal caso se tiene que x′′(0) = kp(T )N . Realizando
una expansio´n en series de Laurent de segundo orden:
x(s) = x(0) + x′(0)s+
1
2
x′′(0)s2 +O(s3) = p+ Ts+
1
2
kp(T )Ns
2 +O(s3), (A.11)
y observando que
2N t(x(s)− p) = kp(T )s2 +O(s3). (A.12)
De las dos ecuaciones anteriores se obtiene:
2N t(x(s)− p)
||x(s)− p||2 = kp(T ) +O(s). (A.13)
De acuerdo a lo anterior la derivada direccional kp(T ) es igual al l´ımite:
kp(T ) = l´ım
s→0
2N t(x(s)− p)
||x(s)− p||2 . (A.14)
Si q es otro punto sobre la superficie, cercano pero diferente de p, y T es el vector
unitario de la proyeccio´n del vector q − p sobre el plano tangente < N >⊥, la curvatura
direccional puede ser aproximada de la siguiente forma:
kp(T ) ≈ 2N
t(q − p)
||q − p||2 . (A.15)
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A.3. Algoritmo para la obtencio´n de curvaturas direccionales
En esta seccio´n se presenta el procedimiento para la estimacio´n de curvaturas princi-
pales para mallas triangulares desarrollada por Taubin [39], el cual se encuentra imple-
mentado en el software para la manipulacio´n de mallas de co´digo abierto Meshlab [36] y
es utilizado en este trabajo para la obtencio´n de las curvaturas principales.
Para comenzar se define una superficie triangular como un par de listas S = {V, F},
una lista de ve´rtices V = {vi : 1 ≤ i ≤ nv}, y una lista de caras F = {fk : 1 ≤ k ≤
nF }. Cada cara fk = (ik1, ik2, ik3) es una terna de ı´ndices no repetidos, que representa
un tria´ngulo tridimensional. Se consideran tanto superficies triangulares cerradas como
superficies triangulares con frontera, pero se asume que las superficies son orientadas y
consistentes [46]. El conjunto de ve´rtices que comparten una cara con vi se nota como V
i.
Si el ve´rtice vj pertenece a V
i, se denomina un vecino de vi.
El nu´mero de elementos del conjunto V i es denominado |V i|. El conjunto de caras
que contienen el ve´rtice vi es denominado Fi. Si la cara fk pertenece a F
i, se denomina
incidente a vi. El nu´mero de elementos de el conjunto F
i es denominado |F i|.
La primera tarea es estimar los vectores normales a los ve´rtices de la superficie. Dado
que las caras de la superficie son planares, cada cara fk tiene un vector normal unitario
bien definido Nfk . Como la superficie es orientada, todos estos vectores normales apuntan
al mismo lado de la superficie. Se define el vector normal a un ve´rtice vi como la suma
ponderada normalizada de las normales de las caras incidentes, con pesos proporcionales
a las a´reas superficiales de las caras:
Nvi =
∑
fk∈F i |fk|Nfk
||∑fk∈F i |fk|Nfk || . (A.16)
La segunda tarea es estimar las matrices Mvi . Como se menciono´ anteriormente, se
aproxima la matriz Mv, como una suma ponderada sobre la vecindad Vi:
M˜vi =
∑
vj∈V i
wijkijTijT
t
ij . (A.17)
Para cada vecino vj de vi, se define Tij como la proyeccio´n de longitud normalizada
del vector vj − vi sobre el plano tangente < N >⊥:
Tij =
(I −NviN tvi)(vi − vj)
||(I −NviN tvi)(vi − vj)||
. (A.18)
Se aproxima la curvatura direccional kvi(Tij), usando la Ecuacio´n A.15
kij =
2N t(vj − vi)
||vj − vi||2 . (A.19)
Escogiendo un peso wij proporcional a la suma de las a´reas de las superficies de todos
los tria´ngulos que son incidentes a ambos ve´rtices vi y vj (dos si la superficie es cerrada y
uno si la ambos ve´rtices pertenecen al vecindario de la superficie), se ajusta la constante
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de proporcionalidad para hacer que la suma de todos los pesos en la vecindad del ve´rtice
vi sea igual a uno:
∑
vj∈Vi
wij = 1. (A.20)
Mediante la construccio´n, el vector normal Nvi es un vector propio de la matriz M˜vi
asociada con el valor propio 0. Para calcular los dos pares remanentes se restringe la matriz
M˜vi al plano tangente < N >
⊥ usando una transformacio´n Householder [47] y luego se
diagonaliza la matriz 2× 2 resultante en forma cerrada con una rotacio´n Givens [47]. De
esta forma el ca´lculo de las direcciones principales es restringido a ser ortogonal al vector
normal Nvi , incluso si uno de los valores propios es cero o cercano a cero. De todas formas,
si los dos vectores remanentes de M˜vi son iguales, las direcciones principales no tendra´n
unicidad. Pero este es un problema que tiene todo algoritmo de estimacio´n de curvaturas
principales.
Siendo E1 = (1, 0, 0)
t el primer vector de coordenadas y:
Wvi =
E1 ±Nvi
||E1 ±Nvi ||
, (A.21)
con un signo menos si ||E1 −Nvi || > ||E1 +Nvi || y signo ma´s en otro caso. La matriz
Householder:
Qvi = I − 2WviW tvi , (A.22)
es ortogonal y tiene su primera columna igual a Nvi o −Nvi , dependiendo de la eleccio´n
del signo mencionada anteriormente. Las otras dos columnas definen una base ortonormal
del espacio tangente, pero no necesariamente las direcciones principales. Denotando los dos
vectores T˜1 y T˜2, Nvi como vector propio de M˜vi con valor propio asociado 0 se obtiene:
QtviM˜viQvi =
 0 0 00 m˜11vi m˜12vi
0 m˜21vi m˜
22
vi
 , (A.23)
donde m˜21vi = m˜
12
vi . Ahora los menores 2×2 diferentes de cero pueden ser diagonalizados
en la forma cerrada con una rotacio´n Givens, obteniendo un a´ngulo θ tal que los vectores
T1 = cos
2(θ)T˜1 − sen2(θ)T˜2
T2 = cos
2(θ)T˜1 + sen
2(θ)T˜2,
(A.24)
son los vectores propios remanentes de M˜vi es decir las direcciones principales de la
superficie en vi. Las curvaturas principales son obtenidas de los valores propios correspon-
dientes de M˜vi mediante la Ecuacio´n A.10.
