This paper proposes a framework of L-BFGS based on the (approximate) secondorder information with stochastic batches, as a novel approach to the finite-sum minimization problems. Different from the classical L-BFGS where stochastic batches lead to instability, we use a smooth estimate for the evaluations of the gradient differences while achieving acceleration by well-scaling the initial Hessians. We provide theoretical analyses for both convex and nonconvex cases. In addition, we demonstrate that within the popular applications of least-square and crossentropy losses, the algorithm admits a simple implementation in the distributed environment. Numerical experiments support the efficiency of our algorithms.
Introduction
We consider the finite-sum minimization problem of the form 
where i ∈ [n] def = {1, . . . , n}, and {(x i , z i )} i=n i=1 are the data pairs. Throughout the paper, we assume there exists a global optimal solution w * of (1); in other words, we have a lower bound F (w * ) of (1).
The Algorithm
In this section, we propose a new stochastic L-BFGS framework, as well as its distributed implementation with Fisher information matrix. Before proceeding to the new algorithm, let us revisit the procedure for the classical L-BFGS.
Limited-memory BFGS
The classical L-BFGS algorithm [26] is presented as below.
Algorithm 1: L-BFGS (a) Algorithm LBFGS
Initialize: x 0 , integer m > 0 for k = 1, 2, . . . do Choose H 0 k
Compute a direction p k = −H k ∇f (w k ) by Algorithm 1b Choose a learning rate α k > 0 Update the iterate: w k+1 = w k + α k p k Update the curvature pairs:
Replace the oldest pair (s k−m , y k−m ) by (s k , y k ) else Store the vector pair (s k , y k ) end if end for In each iteration, first, we estimate the direction by using curvature pairs {(s i , y i )} k−m≤i≤k−1 . Then, the learning rate is chosen such that certain condition (e.g. line search) is satisfied, and we make an update. Last, we evaluate the curvature pairs (s k , y k ) and replace the pairs stored in the memory while keeping the number of curvature pairs no larger than m. The key step in this procedure is the evaluation of the search direction p k using the curvature pairs, which appears as the well-known two-loop recursion (Algorithm 1b). Note that in the classical L-BFGS, the main algorithm usually applies a line-search technique for choosing the learning rate α k > 0.
The intrinsic idea within L-BFGS is to utilize the curvature information implied by the vector pairs (s k , y k ) to help regularize the gradient direction. However, within the setting of stochastic batches, the update of y k = ∇F S k+1 (w k+1 ) − ∇F S k (w k ), where the batch gradient is defined as
makes it difficult to stabilize the behavior of the algorithm. One of the remedies is to assume that there is an overlap between the samples S k and S k+1 , i.e., S k ∩ S k+1 = O k = ∅, and replace the S k , S k+1 with O k in y k [3] . However, this idea requires the batch size to be large enough.
Recall from the Taylor expansion for a multivariate vector-valued function g(x) = [g 1 (x), . . . , g d ],
where J g is the Jacobian matrix with respect to w, and 1 d ∈ R d has all elements to be 1. Hence, we can conclude that: when w k+1 is close to w k ,
where B k is the Hessian at w k , which is exactly the secant equation in BFGS. Therefore, another possible remedy to stabilize L-BFGS is to approximate the differences of gradient using (approximate) second-order information, i.e., y k = B k (w k+1 − w k ), as this allows smooth and stable evaluation of y k . Meanwhile, the Hessian-vector product can be easily computed and is not expensive [18, 20] .
Stochastic L-BFGS with Hessian Information and Vector-free Two-loop Recursion
The proposed algorithm of stochastic L-BFGS with Hessian information (LBFGS-H) is formulated by replacing y k with the stochastic version of B k (w k+1 − w k ) in Algorithm 1a, i.e.,
where S k is the stochastic batch picked at iteration k and B
For an efficient implementation in a map-reduce environment (e.g. Hadoop, Spark), we use a vectorfree L-BFGS (VL-BFGS) update in Algorithm 2 originated from [4] for the two-loop recursion. [4] proposes a vector-free L-BFGS based on the classical L-BFGS where they set H In details, if we observe the direction generated by the two-loop recursion in Algorithm 1b, we are able to figure out that we can represent the output direction using the (2m + 1) invariable base vectors, i.e., b 1 = s k−m+1 , . . . , b m = s k , b m+1 = y k−m+1 , . . . , b 2m = y k , b 2m+1 = g k .
The direction after the first loop can be written as q = 2m+1 l=m+1 δ l b l , and after we scale the direction with H 0 k we obtain r 0 = H 0 k q, so the final result of the two-loop recursion can be written as −H k ∇F S k (w k ) = δ 0 r 0 + m l=1 δ l b l . Note that the coefficients are evaluated with only dot-products which are defined in the matrix M ∈ R (m+1)×m of the following form:
M pq = y T k−m+p s k−m+q , if p, q ∈ {1, 2, . . . , m}, g T k s k−m+q , if p = m + 1, q ∈ {1, 2, . . . , m}.
Let us denote j = i − (k − m) + 1 as in Algorithm 2. In the first loop, the evaluations of δ 1 , . . . , δ m , δ 2m+1 are the same as [4] , where q is a linear combination of y k−m+1 , . . . , y k , g k with the same corresponding coefficients δ m+1 , . . . , δ 2m+1 , and from i = k − 1 to k − m,
However, in the second loop which contributes to the coefficient evaluations of
when we define a vector Y ∈ R m with the elements Y i = y 
, and broadcast r = r 0 to the workers Update vector Y i s on the workers and send them to the server
Fisher Information Matrix as a Hessian Approximation and Distributed Optimization
When we have no access to the second-order information, instead of utilizing B k , we are still able to use approximations of B k . Recently, numerous research has been conducted on the natural gradient algorithm, where in the update (2), the inverse Fisher information matrix serves as H k [1, 20] .
If we further consider the cost function in (1) as
, L is a convex loss and h is some network structure, then an element of the Hessian matrix B can be written as:
where the first term is the component of the Hessian due to variation in h k ; since we are only looking at variation in w, we do effectively a change of basis using the Jacobian of h k . The second term, on the other hand, is the component that is due to variation in w, which is why we see the Hessian of h k . As it goes to the neighborhood of the minimum of the cost L, the first derivatives
∂h k (w) are approaching zero, which indicates that the second term is negligible. However, the first term, as an approximation of Hessian, which can be written as the following in the matrix form, is no different but identical to the Generalized Gauss-Newton matrix (GGN) [19] ,
where J(w k ) is the Jacobian matrix of h with respect to w at w k , L
hh is the Hessian matrix of L with respect to h at h = h(w k ) and we use B k to denote the Hessian or Hessian approximation used to smoothen y k , i.e., y k = B k s k .
It has been verified that in the cases of popular loss functions such as cross-entropy and least-squares, the GGN matrix is exactly the Fisher information matrix (FIM) [19] . Note that here h can be nonconvex which covers the applications of neural networks. Under the framework of stochastic L-BFGS we propose, we introduce the stochastic L-BFGS with Fisher information (LBFGS-F) by replacing B S k k in (3) with the FIM. Note that when the predictor is linear, i.e. h(w; x i ) = x T i w, with the loss function L as either the cross-entropy or the least-squares, LBFGS-F is identical to LBFGS-H (GGN = FIM = Hessian). Similarly, this also applies to the batch version of the FIM.
As a map-reduce implementation of L-BFGS, the VL-BFGS update is praised for the parallelizable and distributed updates, and the possible communication cost in a distributed environment is O(m 2 ) in each iteration [4] , where m is a small constant among the choices of 5, 10, 20. The classical L-BFGS needs an update on the gradient to calculate y k and this can be implemented by calculating local gradients from different workers and then the local gradients being aggregated on the server. We can still apply similar tricks to LBFGS-F but it requires more strict assumptions. 
, the Hessian is obviously always diagonal.
Consider a specific batch S k . If we split it into τ blocks, where the blocks are denoted as S k1 , S k2 , . . . , S kτ , and assume the corresponding Jacobian block matrices as J
h , then the Hessian vector product with any vector v can be written as
hh in the form of diagonal blocks with the sizes to be |S k1 |, . . . , |S kτ |, thus the above is equivalent to 
Implementation Details
In this part, we cover important techniques for our stochastic LBFGS framework. The initialization and momentum are crucial in accelerating the algorithm. Meanwhile, keeping H k positive semidefiniteness is significant for finding the correct direction p k , especially in the nonconvex setting.
Initialization and Momentum
The initialization is crucial in the L-BFGS algorithm. The original L-BFGS proposes to use γI as H 0 k where γ > 0 is a constant and a commonly great choice suggested is γ =
. However, this may not be the case in the stochastic setting where stochasticity can lead to considerable fluctuations in Hessian scalings over the iterations. Therefore, we consider to use a momentum technique where we combine the past first-order information with the current one. With the recent success of ADAM [12] , the scaling of the ADAM stochastic gradient provides excellent and stable performance. The authors evaluate the momentum stochastic gradient:
S k (w k ) and the momentum of the second moment of stochastic gradient v k = β 1 v k−1 + (1 − β 1 )g 2 k , followed by a bias correction step, i.e.,
, wherev k is an approximation to the diagonal of the Fisher information matrix [27] . Then ADAM makes a step with a directionm t /( √v t + 10 −8 ).
Hence, in our experiments, we estimate H 0 k with the ADAM preconditioner, i.e., H
, and apply momentum to update the stochastic gradient withm k . Note that when the memory m = 0 in Algorithm 2, our algorithm completely recovers ADAM.
Guarantees of Positive Semi-definiteness The standard BFGS updates can fail in handling nonconvexity because of difficulty in approximating Hessian with a positive definite matrix [6, 21] . Even L-BFGS with limited updates over each iteration, cannot guarantee the eigenvalues of approximate Hessian bounded above and away from zero. One has to apply a cautious update where the curvature condition y T k s k > 0 is satisfied in order to maintain the positive definiteness of Hessian approximations [26] . As a well-suited approach to our algorithm, we employ a cautious strategy [16] : we skip the update, i.e., set
is violated, where > 0 is a predefined positive constant. With the stated condition guaranteed at each L-BFGS update, the eigenvalues of the Hessian approximations generated by our framework are bounded above and away from zero (Lemma 2).
Convergence Analysis
In this section, we study the convergence of our stochastic L-BFGS framework. Due to the stochastic batches of the LBFGS-F and LBFGS-H, by using a fixed learning rate, one cannot establish the convergence to the optimal solution (or first-order stationary point) but only to a neighborhood of it. We provide theoretical foundations for both strongly convex and nonconvex objectives. Throughout the analysis, we will assume that ∀i, the function f i is Λ-Lipschitz continuous or Λ-smooth. i.e.,
or equivalently,
The above implies that F is also Λ-smooth.
Strongly Convex Case
Now we are ready to present the theoretical results for strongly convex objectives. Under this circumstance, the global optimal points w * is unique. Before proceeding, we need to make the following standard assumptions [3] about the objective and the algorithm. 
We should be aware that Assumption 2B also suggests that there is some 0 < λ ≤ Λ such that λI ∇ 2 F (w) ΛI, i.e., F is strongly convex with λ and Λ-smooth. Because of λ-strong convexity, F satisfies:
In addition, we should remark here that Assumption 2 is different to the standard assumption in [3] in the sense that we do not require a bounded stochastic gradient assumption since such assumption is barely correct in both theory and practice [25] . We also remark that Assumption 2 is generalization to the corresponding assumption in [3] where by setting B = ∇F S , we recover the assumption in [3] so Assumption 2C is not a new assumption. Under the above assumptions, we are able to declare the following lemma that the Hessian approximation formulated by Algorithm 2 are bounded above and away from zero. Lemma 1. If Assumptions 2A-C hold, then there exist constants 0 < µ 1 ≤ µ 2 such that {H k } generated by Algorithm 2 in the stochastic form satisfy:
With the help of Lemma 1, but different from [3] , we can prove the following theorem without bounded assumption for the stochastic gradient. Theorem 2. Suppose that Assumptions 2A-D hold, f i s are convex, and let F * = F (w * ) where w * is the minimizer of F . Let {w k } be the iterates generated by the stochastic L-BFGS framework with a constant learning rate α k = α ∈ 0, , and with H k generated by Algorithm 2. Then for all k ≥ 0,
(Check a complete version in Appendix A.)
Nonconvex Case
Under the following standard nonconvex assumptions [3] , we can proceed with the convergence for nonconvex problems for the first-order stationary points. 
2 for all w ∈ R d and batches S ⊆ {1, 2, . . . , n} of size b. F. The batches S are drawn independently and ∇F S (w) is an unbiased estimator of the true gradient
Similar as the strongly convex case, by setting B S = ∇F S , Assumption 3B is equivalent to saying that F S is Λ-smooth or ∇F S is Λ-Lipschitz continuous which recovers the corresponding assumption in [3] . However, different from the strongly convex case, here we need the bounded gradient assumption (Assumption 3E). Again, with the help of the above assumptions, we can conclude that H k bounded above and away from zero as follows.
Lemma 2. If Assumptions 3A-C hold, then there exist constants 0 < µ 1 ≤ µ 2 such that {H k } generated by Algorithm 2 (we use a skipping scheme in Section 2.4, i.e., we skip the update by setting H k+1 = H k when (8) is violated) in the stochastic form satisfy:
With Lemma 2, the convergence to a neighborhood can also be proven for nonconvex cases. , and starting from w 0 by setting
Numerical Experiments
In this section, we present numerical results to illustrate the properties and performance of our proposed algorithms (LBFGS-H and LBFGS-F) on both convex and nonconvex applications. For comparison, we show performance of popular stochastic gradient algorithms, namely, ADAM [12] , ADAGRAD [9] and SGD (momentum SGD). Besides, we include the performance for classical L-BFGS where
, and a stochastic L-BFGS as LBFGS-S where we set
In the convex setting, we test logistic regression problem on ijcnn1 1 . where LBFGS-H is identical to LBFGS-F because of the linear predictor, so we omit the results for LBFGS-F. On the other hand, we show performance of 1-hidden layer neural network (with 300 neurons) and LeNet-5 (a classical convolutional neural network) [15] on MNIST. Across all the figures, each epoch refers to a full pass of the dataset, i.e., n component gradient evaluations. To further show the robustness of LBFGS-H (LBFGS-F), we run each method with different batch sizes and 100 different random seeds on the logistic regression problem with dataset ijcnn1 in Figure 2 , and report the results. The dotted lines represent the best and worst performance of the corresponding algorithm and the solid line shows the average performance. Obviously, with large batch sizes, the performance of ADAM, ADAGRAD and SGD worsen while LBFGS-H behaves steadily fast and outperforms the others in sub-optimality. This also conveys that to achieve the same accuracy, fewer epochs are needed, leading to fewer communications for our framework when the batch size is large. The ability to use a large batch size is of particular interest in a distributed environment since it allows us to scale to multiple GPUs without reducing the per-GPU workload and without sacrificing model accuracy. In order to illustrate the benefit of large batch sizes, we evaluate the stochastic gradient ∇F S (w) on a neural network with different batch sizes (b = 2 0 , 2 1 , . . . , 2 14 ) on a single GPU (Tesla K80), and compare the computational time against that of the pessimistic and utopian cases in Figure 3 . Up to b = 2 6 , the computational time stays almost constant; nevertheless, with a sufficiently large batch size (b > 2 8 ), the problem becomes computationally bounded and suffers from the computing resource limited by the single GPU, hence doubling batch size leads to doubling computational time. Therefore, the efficiency of our proposed algorithm shown in Algorithm 2 can benefit tremendously from a distributed environment.
Conclusion
We developed a novel framework for the L-BFGS method with stochastic batches that is stable and efficient. Based on the framework, we proposed two variants -LBFGS-H and LBFGS-F, where the latter tries to employ Fisher information matrix instead of the Hessian to approximate the difference of gradients. LBFGS-F also admits a distributed implementation. We show that our framework converges linearly to a neighborhood of the optimal solution for convex and nonconvex settings under standard assumptions, and provide numerical experiments on both convex applications and nonconvex neural networks.
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[ Lemma 1. If Assumptions 2A-C hold, then there exist constants 0 < µ 1 ≤ µ 2 such that {H k } generated by Algorithm 2 in the stochastic form satisfy:
Lemma 2.
If Assumptions 3A-C hold, then there exist constants 0 < µ 1 ≤ µ 2 such that {H k } generated by Algorithm 2 (we use a skipping scheme in Section 2.4, i.e., we skip the update by setting H k+1 = H k when (8) is violated) in the stochastic form satisfy:
LetŜ be a random subset of [n] of size τ , chosen uniformly at random from all subsets of this cardinality. Taking expectation with respect toŜ, we have
Lemma 4 (Lemma 3 in [25] and Equation (10) in [11] ). If f i s are convex and Λ-smooth , then
where w * = arg min w F (w).
Lemma 5. If F is strongly convex with λ and f i s are Λ-smooth , then ∀w ∈ R d , the batch gradient ∇F S (w) = 1 b i∈ § ∇f i (w) has the following bound,
where
. If we further have f i s convex, the bound shrinks to , and starting from w 0 by setting
. Theorem 4 (A complete version of Theorem 2). Suppose that Assumptions 2A-D hold, and let F * = F (w * ) where w * is the minimizer of F . Let {w k } be the iterates generated by the stochastic L-BFGS framework with a constant learning rate
, and with H k generated by Algorithm 2. Then for all k ≥ 0, , we have
Theorem 5. Suppose that Assumptions 2A-D hold, f i s are convex and let F * = F (w * ) where w * is the minimizer of F . Let {w k } be the iterates generated by the stochastic L-BFGS framework with
Then starting from w 0 , for all k ≥ 0,
k+E , where
B Proofs B.1 Proof of Lemma 1
Proof. Instead of analyzing the algorithm in H k , we study the Hessian approximation where
k . In this case, the L-BFGS are updated as follows (note that the superscript (i) of H k denotes the iteration of m Hessian updates in each iteration).
2 For i = 0, . . . , m − 1, set j = k − m + 1 + i and compute
Note that following the above updates, the curvature pairs are
It is also easy to know that for LBFGS-H,
and by Assumption 2B, we have that B k −λI 0, and since 
In addition
Then following the proof of Lemma 3.1 in [3] , we should have the desired result. Here we provide the rest of the proof as follows for completeness.
Since 0 < σ ≤ Σ, we now use the following Trace-Determinant argument to show that the egeinvalues of B k are bounded above and away from zero.
Denote tr(H) and det(H) as the trace and determinant of H, respectively, and set j i = k − m + i, then the trace of the matrix H k can be written as:
≤ tr(σ which implies that the largest eigenvalue of B k+1 is no larger than C 1 , i.e., B k+1 C 1 I.
Based on a result by Powell [28], the determinant of the matrix H k generated by our proposed stochastic L-BFGS framework can be written as,
and this indicates that the eigenvalues of all matrices H k is bounded away from zero, uniformly.
B.2 Proof of Lemma 2
Proof. Following the proof of Lemma 1(Section B.1), we can obviously obtain
Under the skipping scheme mentioned in the paper, we do not skip when (8) holds
hence,
2 ≥ , and
Then following the proof of Lemma 1 in Section B.1, we should have the desired result.
B.3 Proof of Lemma 5
Proof. According to Lemma 3, we have
By defining β(b) = n−b b(n−1) , the following holds,
If we further have f i s convex, then we can possibly have a tighter bound,
B.4 Proof of Theorem 1
Proof. In the distributed setting of LBFGS-F, we assume that we have a unique server (master node) and τ workers. There are mainly three communication costs: the evaluations of B S k k and ∇F S k (w k ), and the Algorithm 2.
The communication cost for evaluating g k = ∇F S k (w k ) includes the broadcasting of w k from the server with a cost of O(d), and retrieving the sum of the local gradients from workers with a cost of O d log(τ ) . We have log(τ ) instead of τ because for τ vectors, we can use a binary-tree structure for the workers and the server to sum the local gradients up in log(τ ) operations (e.g. by using MPI_Reduce).
Every iteration, we store the pairs {(s i , y j )}, {(s i , g k )} into τ workers without overlap (τ ≥ m(m + 1)) and calculate every dot-products defined in (5) using a map-reduce step. First, the server need to broadcast the new s k to the workers with a cost of O(d) and after the evaluations of local partitions of B S k k s k , the server can receive the sum of the local partitions with a communication cost of O d log(τ ) so that it can evaluate
Then, the server again broadcasts y i s to workers with a cost of O(d). This whole procedure has a total communication cost
After the calculation of each dot-product defined in (5) using a map-reduce step, we need to pass the dot-products from workers to the server to formulate M in Algorithm 2 with a communication cost of (m + 1)m = O(m 2 ). Next, after the first loop, the server evaluates r 0 = H 0 k q and sends r = r 0 to workers to calculate Y i = y 
Hence, the total communication cost in each iteration or each round is
O d log(τ ) + d log(τ ) + m d + d = O d log(τ ) + m 2 .
B.5 Proof of Theorem 3
This proof exactly follows from [3] and we refer the readers to the reference.
B.6 Proof of Theorem 4
Proof. By Lemma 1, we have
Define
and take expectation of (23) with respect to S k gives us
where the last inequality follows from the following property of strong convexity with w = w k , w = w * , and optimality condition ∇F (w * ) = 0,
Therefore, by using a constant α k = α > 0,
].
Take the expectation and apply the above inequality recursively, we have
.
We need the learning rate to satisfy
If we further assume that f i s are convex and use (15) instead of (14) , then similarly we have
Hence, following the steps above, the bound can be expressed as:
B.7 Proof of Theorem 5
Proof. Let us prove the conclusion by induction. First, when k = 0, we have
Next, let us assume that with α k = α k+E , the following inequality holds,
Since f i s are convex, take the total expectation of (25) with φ k = [F (w k ) − F (w * )], and use the learning rate α k = α k+E , we have
Choose E, α > 0 such that the following holds,
then we obtain that
. Therefore the conclusion is proven by replacing F (w * ) with F * and enforce the following so that (28) has solutions, E > 
C Additional Experiments
In this section, we provide additional numerical results with LBFGS-H (LBFGS-F), LBFGS-S, LBFGS, ADAM, ADAGRAD and SGD.
C.1 Results on logistic regression (convex), ijcnn1
The first experiment is conducted for the logistic regression problem on ijcnn1, which has been discussed in Section 4 in details. Additionally, we present the figure of training loss, and the 2nd and 5th rows are the zoom-in versions of the 1st and 4th rows, respectively. Figure 5 exhibits results of the same experiment with larger batch sizes b = 512, 1024, 2048, 4096.
C.1.1 Small Batch Sizes

C.1.2 Larger Batch Sizes
With larger batch sizes, LBFGS-H (LBFGS-F) outperforms other methods more and more, suggesting LBFGS-F as an excellent choice for the distributed setting. In addition, the figure presents the instability of LBFGS-S with large batch sizes, and it won't stabilize until b > 2048 = 2 11 in this case. Moreover, the convergences of ADAM, ADAGRAD and SGD are slightly slowed down with the increasing of batch sizes. 
Number of Epochs
C.1.3 Randomization
In order to verify the stability with different random seeds, we conduct the same experiment with 100 different random seeds and present the "reliable" areas enclosed by the dotted lines with the same colors for each algorithm in Figure 6 . As we discussed in Section 4, with large batch sizes, the performance of ADAM, ADAGRAD and SGD worsen while LBFGS-H outperforms the others in suboptimality. To achieve the same accuracy, fewer epochs are needed and thus fewer communications for our framework when the batch size is large. 
Number of Epochs
C.2 Results on cross-entropy (convex), MNIST
The second experiment is conducted for the linear predictor with cross-entropy loss on MNIST. 
Similarly, LBFGS-S is unstable while LBFGS-H (LBFGS-
F
C.3 Results on 1 hidden-layer neural network (nonconvex), MNIST
The thrid experiment is conducted for 1 hidden-layer neural network with cross-entropy loss on the dataset MNIST.
C.3.1 Small Batch Sizes
In Figure 8 , the instability of LBFGS-S is more severe on this nonconvex problem. LBFGS-H and LBFGS-F continues to be superior than the others in the case when the batch size b = 64, 256 and ADAGRAD obviously slows down with the increase of the batch size. 
Number of Epochs
C.4 Results on a convolutional neural network -LeNet-5, MNIST
The fourth experiment is conducted for a convolutional neural network LeNet-5 with on MNIST. The bottom row in Figure 10 is just a zoom-in version of the middle row on the test errors. Combining with the results in Figure 11 , the complicated structure of LeNet-5 amplifies the effects of different algorithms. In details, LBFGS-S gets stuck at the beginning and converges slowly while SGD and ADAGRAD continues to worsen much more as the batch size increases in this example. However, ADAM and LBFGS-F outperforms the others apparently with large batch sizes, e.g. b = 512, 1024. 
Number of Epochs
