Abstract: Simulation studies have shown that providing priority to short-flows in Internet routers can dramatically reduce their mean delay while having little impact on the long-flows that carry the bulk of Internet traffic. In this paper, we present simple differential equation models (commonly referred to as fluid models) that can be used to analytically quantify this observation. Our model is at the connection-level where file arrivals and departures are described using differential equations, while ignoring the packet-level effects. We demonstrate that network performance can be enhanced significantly by giving priorities to short-flows without seriously affecting the throughput of long-flows.
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Introduction
Numerous studies have shown that most of the files transferred over the Internet are small in size (of the order of a few tens of kilobytes) and only a small fraction of the files are large. It is estimated that 10-20% of the files contribute about 80-90% of the Internet traffic. These rough statistical observations are a consequence of the fact that the file-size distribution in the Internet is heavy-tailed (see, for example, [7] ).
File transfers (also called flows) in the Internet use a distributed control algorithm called the TCP window flow control protocol. The TCP protocol operates in two phases: the slow-start phase and the congestion-avoidance phase. All file transfers begin data transmission in the slow-start phase. In the slow-start phase, flows initially use a small window size (which corresponds to a very small data rate), after which the window size increases exponentially fast if the network is not congested (i.e., all transmitted packets are received successfully by the receiver). After reaching a threshold window size, the protocol switches to the congestionavoidance phase. In the congestion-avoidance phase, flows probe for additional bandwidth rather conservatively (roughly, the window size increases by unity once every round-trip time (RTT)). If the slow-start and the congestion-avoidance phases operate correctly, then a flow realizes its fair share quickly.
Any newly arriving flow which detects lost packets aborts the slow-start phase and moves to the congestion-avoidance phase, thereby taking a longer time to reach its fair share of the network resources. If the flow has a large amount of data to transmit, entering the congestion-avoidance phase prematurely has little effect on the overall throughput. On the other hand, a short-flow which enters the congestion-avoidance phase prematurely will experience a dramatic degradation in its throughput since it has too few packets to transmit. At times of severe congestion in the network, packet drops are likely to occur in the slow-start phase, and short-flows will suffer significant degradation in their throughput. Thus, TCP can be thought of as favoring long-flows.
A natural solution to this problem is to provide priority to short-flows accessing the network resources using the so-called shortest remaining processing time (SRPT) policy. Under the SRPT discipline, the flow with the least amount of data remaining to transmit is given absolute priority by the server. This means that such a flow will be allowed to transmit at the server capacity and other flows will not transmit any data. In [10] , the SRPT policy was shown to improve the throughput of short-flows dramatically while having little impact on the long-flows in the network. However, enforcing priority at a flow level is not feasible in the Internet, since this would require per-flow information. On the other hand, any scheme where priority is enforced at the packet level is quite easy to implement (most Internet routers already have the capability to enforce multiple priority levels at the packet level). In particular, one could envisage a scheme in which packets from short-flows are enqueued in a high-priority queue that the router serves whenever this queue has any packets. When the high-priority queue does not have any packets, packets from long-flows that are stored in a low-priority queue are served. Such schemes have been studied via simulations in [14, 6] . Priority schemes where packets from different types of flows are given different priorities require the router to estimate whether a flow is a short-flow or a long-flow. Using sampling techniques described in [8] , one can identify with a high degree of confidence whether a flow is a long-flow or a short-flow. These schemes have very low complexity and therefore can be implemented even in high-speed routers without significant degradation in performance. In particular, the SIFT algorithm combines the idea of priority scheduling with sampling techniques to identify short-flows and long-flows [14] . The main purpose of this paper is to study the impact of SIFT-like algorithms on the quality-of-service experienced by the end users of the network. From the perspective of the end users, the effects of scheduling disciplines are perceived in terms of flow-completion times or equivalently, in terms of the average throughput realized by the users. Therefore, instead of modeling TCP congestion control and packet-level dynamics in detail, we abstract these details and develop a connection-level model to study the impact of router service discipline on the nature of bandwidth sharing among users.
First we consider the case where no priorities are given at the router. Even though the router does not preferentially treat the packets belonging to either the short-flows or the long-flows, as explained earlier, the nature of TCP favors longflows at the connection level. We model this effect of TCP dynamics by assigning weights to long-flows and short-flows, and assuming that the link capacity is shared in proportion to these weights. Such a sharing policy is called discriminatory processor sharing (DPS).
Next we consider priority scheduling at the router. When the router gives priority to short-flow packets, effectively the link capacity is shared uniformly among the competing short-flows. When no short-flows are present in the system, the link capacity is shared equally among the long-flows. We call this bandwidth sharing policy priority processor sharing (PPS) and use this approximate model in our analysis. Of course, one has to modify the DPS and the PPS models (called modified DPS (mDPS) and modified PPS (mPPS) respectively), to take into account access speed limitations and certain features of TCP. These modifications are discussed in detail in the subsequent sections.
The main contribution of the paper is to show analytically that a SIFT-type flow-aware scheduler (mPPS) significantly decreases the delays experienced by shortflows while negligibly impacting the delays seen by long-flows.
We now summarize the main results of this paper:
• We develop fluid models to compare the performance of mDPS and mPPS policies. Using equilibrium analysis, we show that the throughput of shortflows under mPPS is much larger than the corresponding throughput under mDPS. On the other hand, the throughput of long-flows remains essentially unaffected.
• For a large class of initial conditions, we show that the mDPS fluid model converges to its equilibrium. The convergence results are established using a novel combination of exponential stability results from nonlinear systems theory, and well-known connections between processor sharing and renewal theory.
• Under some assumptions on the access rates and file-size distributions, we also establish the convergence of the mPPS fluid model to its equilibrium.
• Using the fluid models, we compare the throughputs achieved by the shortflows and long-flows under mDPS and mPPS respectively, when the system is critically loaded (i.e., ρ = 1). Our models are fluid approximations for the case where flow arrivals are Poisson and the file sizes are distributed according to a phase-type distribution. Recall that phase-type distributions are dense in the set of all distributions and therefore any distribution can be approximated arbitrarily closely by a phase-type distribution. We show that the throughput of the short-flows improves dramatically under mPPS as compared to mDPS. At the same time, the throughput of the long-flows suffers almost no degradation. This result supports the argument in favor of priority scheduling at the router.
• In our connection-level models, we abstract the packet-level dynamics using certain "weight" parameters. We study the robustness of our results to these weight parameters. We show numerically that the performance improvement under mPPS remains roughly the same over a large range of values for the weights. Simulations confirm the numerical results obtained from the analytical models.
The results in this paper are established under certain assumptions necessitated by the fact that our goal is to establish global stability, rather than local stability, of the differential equation models. We conjecture that our results hold under less restrictive assumptions; however, this remains an avenue for future research.
Note that a performance comparison between mDPS and mPPS is not the same as a comparison between processor sharing (PS) and SRPT as was conducted in [10] . Under mDPS, long-flows are favored, whereas PS treats all flows equally. Further, mPPS favors short-flows more than SRPT does, by giving them absolute priority. In spite of this, our results indicate that long-flow performance does not degrade significantly under mPPS as compared to mDPS.
Processor sharing has been widely studied in the queueing theory literature [12] . However, DPS is considerably harder to analyze and there had been only sporadic results on the performance of this policy till about 2004. The last few years have seen a surge in the analysis of DPS; the history of research and results on DPS has been nicely summarized in [2] . The main difference between the results summarized in [2] and our paper is the fact that our derivations are based on deterministic fluid models. As we will point out later in the paper, the results we obtain using these simple deterministic approximations are consistent with the results in [2] which are obtained using a detailed stochastic analysis.
The rest of this paper is organized as follows. In Section 2, we develop the fluid model for mDPS and analyze its performance at equilibrium. We also show that the system converges to the equilibrium exponentially fast, if the initial number of flows is sufficiently large. In Section 3, we evaluate the performance of the system under mPPS. We compare the performance of mPPS and mDPS and evaluate the benefits of providing priority to short-flows at the router. Section 4 contains simulation results that strengthen the observations made in Section 3. Concluding remarks are provided in Section 5.
Fluid Models with No Priorities

Model Description
We consider a single link accessed by many flows. Short-flows (long-flows) arrive into the system according to a Poisson process with mean rate λ s (λ l ). We assume that the file-size distributions belong to the class of phase-type distributions. (Note that phase-type distributions form a dense subset of the set of all distributions on the positive real line. We can, therefore, approximate any distribution arbitrarily closely by a phase-type distribution). For the sake of completeness, we provide a brief definition of phase-type distributions below.
Definition 1 Consider a Markov chain on the states {1, 2, ..., m + 1}, where state m + 1 is an absorption state and states {1, 2..., m} are all transient. The system starts at state 1 with probability (w.p.) 1. In each state i, the system dwell time is modeled by a random variable which is exponentially distributed with mean 
and
For any flow accessing the bottleneck link, there are two factors that determine the bandwidth available to that flow. First, inherent limitations of TCP and access link constraints prevent flows from transmitting at arbitrary rates even though such rates can be supported by the network. Second, when the bottleneck link is accessed by a large number of flows, the maximum rate at which a flow can transmit is determined by the capacity of the bottleneck link. We first study the case of short-flows transmitting data over a bottleneck link. Since short-flows have very few packets, they complete their file transfers in the slow-start phase and are therefore unable to fully use the available bandwidth at the core routers. Without explicitly modeling the packet-level dynamics, we study this limitation of TCP by assuming that short-flows can transmit at a maximum rate of r s packets/sec.
In the case of long-flows, it is likely that these flows transmit their data in the congestion-avoidance phase. If there were only a single flow in the network, then ideally this flow would transmit data at the capacity of the bottleneck link. In the Internet, core routers switch packets at speeds that far exceed access-link bandwidths (the ratio could be as high as 10000:1). Again, while there is enough capacity on the bottleneck link, most flows will not be able to utilize this capacity due to access speed limitations. We model this effect by imposing an access constraint r l on the long-flows. In other words, the long-flows cannot transmit at a rate higher than r l packets/sec independent of the network conditions.
In the preceding paragraphs, we considered the dynamics of short-flows and long-flows when the system is not congested. Now we describe our model for a bandwidth sharing mechanism when there are a large number of both short-flows and long-flows accessing the network. In other words, the core router is congested.
As noted earlier, for short-flows most packets are transmitted in the slow-start phase, and therefore, the window sizes for short-flows will be small. Further, current Internet buffer sizes are chosen to be C × d p , where d p represents the propagation delay and C represents link capacity. At high loads (during periods of severe congestion), the mean queue length remains close to buffer size. Thus any flow entering a buffer will invariably face a large queueing delay (equal to the propagation delay itself), thereby nearly doubling the RT T . In the case of long-flows this increase in RT T can be amortized by increasing the window size. The resulting difference in window sizes for long-and short-flows results in the link capacity in the network being shared in an unequal manner. We model this effect by assuming that the link capacity is shared proportionally with weights w s and w l , where w l > w s .
Let n li denote the number of long-flows in phase i and n si denote the number of short-flows in phase i, then the data rate for a short-flow is given by
Similarly, the data rate for a long-flow is given by
Without loss of generality we assume C = 1. In this paper, we refer to the above sharing policy as modified discriminatory processor sharing (mDPS). If there were no data rate constraints, i.e., r s = r l = ∞, then mDPS coincides with DPS. Such a policy tends to be unfair to short-flows. Namely, under heavy loading (when there is a large number of flows in the network, the access rate constraint becomes redundant), it is easy to see that xs x l = ws w l . Since w s < w l , this implies that the bandwidth seen by short-flows is smaller than the bandwidth seen by large-flows.
Let us denote the total load on the system by
Throughout this paper, we will assume that the system is critically loaded, i.e. ρ = 1. We denote the number of bits in the system at any given time t by W (t). If there is a short-flow in phase i, then after the completion of phase i the flow moves to phase i + 1 with probability p si , and from phase i + 1 to phase i + 2 with probability p si+1 and so on. If X si denotes the amount of data this file transmits before it exits the system, then,
Thus, if there are n si files in phase i, the average amount of data that these files will transmit before exiting the system is n si ν si . Summing over all phases of both short and long-flows, the average number of bits remaining in the system at any time t is given by
For convenience, the explicit time-dependence of n si and n l1 will be omitted in future discussions.
Fluid Model Analysis
We will now consider a fluid model that appropriately describes a mDPS system a . The evolution of the number of files in phase i is governed by the following set of differential equations:
a For a proof of the convergence of the stochastic model to the fluid model, please see [13] .
where x s and x l are defined in (3)- (4) The stationary point of these equations (assuming ρ = 1) is given by
where n * si and n * li denote the equilibrium values. The above set of equations, however, do not characterize the equilibrium point completely. Since the system is critically loaded, the actual equilibrium point depends on the average work remaining in the system at equilibrium. We will show later (Remark 2) that if the initial number of flows is sufficiently large, then the average work remaining in the system is invariant with time. Under this assumption, given the load at time t = 0, which we denote by W (0), the unique equilibrium point can be characterized explicitly. After some algebraic manipulations, we obtain the following closed form expressions for the equilibrium point:
where
Note that
where n l = i n li and n s = i n si . This result is consistent with the heavy-traffic approximation for the mean number of users of each type in the queueing system presented in [2, Theorem 9] , based on the results in [15, 16] . The bandwidth received by short-flows and long-flows at equilibrium is given by
Given the initial conditions (n si (0) for i ∈ S, n li (0) for i ∈ L) the amount of work remaining in the system, W (0), can be determined. Thus, the unique equilibrium point is determined by these initial conditions. However, for the equilibrium analysis to be valid, the system must be stable. In the rest of this section, we show that for a large class of initial conditions that are lower bounded, the system will converge to the equilibrium value. We start with the following lemma.
Lemma 2 In a mDPS system that is critically loaded, the amount of work remaining in the system is non-decreasing. i.e., W (t) ≥ W (0) for all t ≥ 0.
Remark 1
The proof is straightforward and is omitted in the interest of space.
In the remainder of this section, we provide the proof for the convergence of the fluid model to its equilibrium value. As mentioned in Section 1, we show that the system converges to its equilibrium value under additional conditions on the initial conditions. We would like to determine the set of initial conditions under which the system behaves as a DPS queue ∀ t ≥ 0. In other words, ∀ t ≥ 0, the system is work-conserving.
Suppose,
Then at time t = 0 the rate limit constraint is inactive i.e,
and,
Let W (0) denote the workload corresponding to the above mentioned choice of initial number of flows. At any time t > 0 as W (t) ≥ W (0), it follows that either j n sj (t) ≥ j n sj (0) or j n lj (t) ≥ j n lj (0), which implies that the rate constraint remains inactive. Thus for all t ≥ 0 the rate limit is inactive under such a choice for the initial conditions. We restate this result in the following lemma.
Lemma 3 Consider the mDPS queue that was defined in (3),(4) and (6) . If the initial conditions satisfy
then the rate constraint is inactive for all t ≥ 0. In other words, if the initial conditions satisfy (10) , then the behavior of the fluid model is identical to the behavior of a DPS queue for all t ≥ 0.
Remark 2 If the initial number of flows in the system satisfies the conditions in Lemma 3, then it follows that
Since the number of bits in the system is a constant, the number of flows in the system cannot be arbitrarily large. If n si is the number of short-flows in some phase i, and η i is the mean file size associated with the phase i, then W (t) > ns i µs i , where we recall that
is the mean number of bits associated with phase i. Thus n si (t) < W (0)µ si for all t, under the constraints of Lemma 3. Similarly the number of long-flows in any phase i is upper bounded by W (0)µ li . These upper bounds are crucial in establishing the existence of certain limits, as we now show.
Theorem 1 For a mDPS system that is critically loaded, given any initial condition (n si (0) for i ∈ S, n li (0) for i ∈ L), there exists an unique equilibrium point given by (8) , where W (0) denotes the work associated with the given initial condition. Furthermore, if (n si (0) for i ∈ S, n li (0) for i ∈ L) satisfy the assumptions of Lemma 3, then as t → ∞, n si (t) → n * si for all i ∈ S and n li (t) → n * li for all i ∈ L, exponentially.
The proof of this theorem relies on some results on processor sharing queues [5] and some results from non-linear systems theory. Therefore before we can prove the theorem, we have to digress and present some preliminaries which were first developed in [5] . For the sake of completeness, we present them in Section 2.3. The proof of Theorem 1 can be found in Section 2.4.
Preliminaries to prove Theorem 1
Consider a processor sharing queue operating at the critical load, i.e., ρ = 1. Let Q(t) denote the number of flows in the system at time t =t. The flows arrive into the system according to a Poisson process with mean rate λ. The file sizes of these flows, which we denote by v, are assumed to be independent, identically distributed (i.i.d.) according to a distribution function F. The mean file size of these flows is denoted by 1 α . The file-sizes of the flows that are present in the system at time t = 0 are again i.i.d and are distributed according to another distribution function G. The mean file size of these flows is denoted by 1 β . Let ζ(t) denote the amount of data transferred by a flow by time t =t, assuming that the flow was present in the system at time t = 0. In other order words,
Let ξ(z) denote the minimum time required to transfer z bits of data, that is,
It
flow to transmit an additional dz bits would be Q(t)dz. Since the amount of data transmitted by timet is equal to ζ(t), it follows that
Let F e (similarly G e ) denote the stationary excess distribution associated with F , (G), i.e.,
The fluid model of the processor sharing queue then has been shown, in [5] , to satisfy the following equation:
where G c (z) = 1 − G(z) represents the CCDF (Complementary Cumulative Distribution Function) and ρ represents the applied load. In the case of our interest, ρ = 1.
Intuitively, we can interpret the equations in the following way. Substituting z = ζ(t) and u = ζ(t), in (11) gives,
The total number of flows at timet can be divided into two groups:
• The flows which began transmission at time 0 and are still in the system at timet.
• The flows that arrived into the system in the time [0,t] and are still in the system.
A flow that started transmitting data at time 0 will transmit ζ(t) bits by timet. Therefore the probability that this flow will still be in the system is G c (ζ(t)), giving us the first term of (12) . Similarly, any flow arriving at any time t will transmit ζ(t) − ζ(t) bits by timet, (t > t). Therefore the number of flows that arrive by timê t and are still in the system is
which gives us the second term of (12) . We now state the result we require.
Lemma 4 Suppose F and G are arbitrary distribution functions (i.e., not necessarily exponential), and ρ = 1,, then
the initial conditions are specified, the system converges exponentially fast, i.e., there exist constants K, t 0 and σ such that, for all t > t 0
To prove Theorem 1, we also need the following lemma [11, Lemma 5.8].
Lemma 5 Suppose x = 0 is an exponentially stable equilibrium point of the nominal system described byẋ = f (x), and the perturbation term g(x(t)) satisfies
Then the perturbed system given bẏ
is exponentially stable at the origin.
Proof of Theorem 1
Proof of Theorem 1:
To begin, consider the following transformation,
The system of equations (6) is now given bẏ
This transformation simply produces a scaled version of the original fluid model. In the new fluid model, the arrival rates of the long-flows and short-flows have been scaled by factors w l and w s respectively. Further, the mean file size of every phase has been scaled appropriately. The load on the new system is the same as in the original system, and thus the new fluid model is critically loaded. The main difference between the models is that the bandwidth received by a flow now no longer depends on whether the flow is a short-flow or a long-flow (x s =x l ), i.e., the resulting fluid model represents the fluid model for simple processor sharing at the router. Defineñ
Thus, the total number of active flows in the system is represented byñ tot . In other words,ñ tot (t) plays the role of Q(t) in Lemma 4. Therefore, by Lemma 4,ñ tot converges exponentially toñ tote , wherẽ
Consider the dynamics ofñ l1 , i.e.,
.
Recall that from the assumptions of Lemma 3, it follows that W (t) is a constant ∀ t > 0. Therefore, n l1 is both upper-bounded by a constant. Further, as W (t) is a constant, it follows that n tot is bounded away from zero ∀ t > 0. Therefore,
and therefore by Lemma 5 it follows that (14) is exponentially stable. The same argument can be applied repeatedly, to each of the phases, to show that they converge exponentially fast. Since the number of phases is finite, it follows that the system converges to its equilibrium point exponentially fast. ⋄
Remark 3
We have established stability of (6) under some assumptions on the initial conditions, as stated in Lemma 3. We believe that these conditions are practically meaningful since simulations in [1] indicate that the algorithm is most useful in sudden traffic overload condition. The assumptions of Lemma 3 capture such conditions. However, theoretically it would be more satisfying to prove the stability of (6) for arbitrary initial conditions, which remains a topic for future research.
Fluid Models with Priorities
In this section, we compare the equilibrium results of the previous section to the equilibrium flow rates of a system where short-flows have priority over longflows. We first develop a fluid model for the priority scheme and then perform the comparison between the two schemes.
As before, we assume that the arrival processes of the short-flows (long-flows) is Poisson with rate λ s (λ l ). The file-sizes of the short-flows are distributed according to a phase-type distribution with mean
). The bandwidth received by shortflows at any time is given by
where we have assumed capacity c = 1 as in the preceding section. Similarly, the bandwidth received by the long-flows is given by
where I {} represents the indicator function. Again, we use the fluid model analysis of the above system under critical load. As we are interested in the performance of the system under heavy loading, we again assume that W (0) is large enough to satisfy the assumptions of Lemma 3. Then, the evolution of the number of flows in any phase i, is governed by (6) with x s and x l given by (15)- (16) . The stationary point of this system of differential equations is given by
Assuming that the initial conditions satisfy Lemma 3, the equilibrium point can be determined uniquely if the system load at time t = 0 is given.
Equilibrium Analysis
We first study the system assuming r s is finite. Under this scenario, the expressions derived are complicated and not amenable to interpretation. To understand the benefits of the priority scheme better we also consider the case where r s = ∞ and derive expressions for worst-case degradation seen by long-flows.
b From (17) it follows that, at equilibrium, the transmission rate of the shortflows are equal to r s . If x swp (x lwp ) denotes the bandwidth received by short-flows (long-flows) when priorities are enforced and x swop (x lwop ) denotes the bandwidth received by short-flows (long-flows) when priorities are not enforced, then from the results developed in Section 2 we get
When no priorities are enforced, depending on the initial load W (0), the equilibrium rate for the short-flows can be very small. However, when priorities are b Note that by setting rs = ∞, we are analyzing only the degradation faced by the long-flows and not the performance benefits seen by the short-flows. In fact, it is incorrect to compare the performance of mDPS and mPPS when rs is large. A large value of rs would imply that the underlying protocol can transmit data at a very fast rate and therefore, the differences in the window sizes of short-flows and long-flows no longer exist. Thus, to ensure a fair comparison, we would need to compare the average wait times under processor sharing (PS) versus the average waiting times under PPS. As this is a straightforward exercise, we omit it in the interest of space.
enforced, the short-flows are guaranteed a rate of r s at equilibrium. Thus one can attain arbitrarily large improvement in the performance of the short-flows. This improvement, of course, comes at a cost as the throughput of the long-flows will be reduced. We now show that this loss is not significant.
From (17) we have,
Define W se to be the amount of work left in the system due to the presence of short-flows. Since the system is critically loaded, it follows that W (t) is invariant with time. Thus,
DefiningW le = i∈L
we get
Therefore, the bandwidth received by the long-flows is given by
Thus the degradation faced by the long-flows is given by
To determine a bound on this degradation, we now consider the situation where r s → ∞. Clearly, if there is no transmission rate limit on the short-flows, the long-flow throughput will be lower than when r s is finite. If r s = ∞, theṅ
It follows that W s (t) is a monotonically decreasing function andẆ s (t) = 0 if and only if n si = 0 ∀i ∈ S. Therefore, at equilibrium, W se = 0. Thus,
Interestingly, the degradation suffered by long-flows is bounded and is independent of W (0). We now show via some numerical studies that if the arriving file-size distribution is heavy-tailed, then the ratio of the rates between by the long flows with and without priorities is close to 1. Example: The degradation seen by the long-flows is a function of file-size distribution, the offered load and the ratio with which the bandwidth is shared. As discussed earlier, the nature of the Internet traffic is heavy-tailed. In the case of the Internet, it is reasonable to assume that the file-sizes have minimum and maximum values. Therefore, we model the file-sizes to be i.i.d according to a distribution that has heavy-tail form, but has finite upper and lower bounds. This truncated distribution is called a bounded Pareto (b.p.) distribution [10] . A random variable X distributed according to a b.p. distribution takes values in the interval [c d] with the following CDF:
In the Internet, the short-flows are a few tens of kilobytes long while the longflows range from several hundred kilobytes to a few megabytes. To capture this behavior, we assume that short-flow file-sizes are distributed according to a b.p. distribution and long-flow file-sizes are distributed according to another independent b.p. distribution. The chosen parameter values are given in Table 1 . Since the b.p. distribution is not a phase-type distribution, we cannot directly compare the simulation results with the results in the preceding sections. So we approximate the b.p. distribution by a 10-phase phase-type distribution. Fitting phase-type distributions to various distributions has been well studied in the literature (for example, see [4, 3, 9] and the references there in). In this section, we use the EM (Expectation-Maximization) algorithm developed by Asmussen et al [4] . The EMpht program [3] , which is based on the EM algorithm, was used to fit phase-type distributions. The results of the fit are shown in Figures 1 and 2 . To calculate the bound on the performance degradation for the long-flows under mPPS, we require values for the weights w s and w l . As it is extremely hard to compute these values analytically, we study the performance degradation for various values of the weights w s and w l . In Figure 3 , we plot the value of the degradation seen by long-flows as a function of the ratio w l ws . Note that the degradation is quite robust in the sense that even though the long-flows have a significant advantage under mDPS, the loss seen by them under mPPS is negligible.
We now show that the priority queueing scheme considered is stable, under some assumptions. We first consider the case in which we assume that the underlying protocol has the ability to transmit at arbitrary rates and that the access link constraints are absent. In other words, r s , r l = ∞.
c In this scenario, the shortc Again, we would like to stress that a large value of rs would mean that the slow-start behavior of TCP is absent. If short-flows can transmit at very fast rates, then the mDPS model considered in the previous section would degenerate into a processor sharing model as the differences in the window sizes no longer exist. In such situations, the bandwidth sharing mechanisms would be Phase-type fit for the short-flow distribution 
Figure 2
Phase-type fit for the long-flow distribution flows converge to the equilibrium in finite time, while long-flows converge to their equilibrium exponentially fast.
Theorem 2 Consider the system with priority enforced which is driven by differential equations (6), where x s and x l are given by (15)- (16) . Further assume that the underlying protocol has the ability to transmit at arbitrary rates. In other words,
Proof: We first show that the number of short-flows reaches the origin in finite time T * . Then the convergence of long-flows to their equilibrium values follow fair. However, as demonstrated in [10] , providing priorities to short-flows under SRPT policy provides significant improvement in the average flow completion times compared to processor sharing. Therefore, it would be interesting to study the performance of PPS in such situations. Throughput degradation for long-flows under mPPS trivially from the result of Theorem 1. Let W s (t) denote the amount of short-flow work left in the system at time t. Then,
Consider the derivative of W s (t) :
As ρ l > 0, the short-flow work in the system decreases at a constant rate. Therefore, there exists T * such that ∀ t > T * , W s (t) ≡ 0. Thus ∀ t > T * ,
Therefore, ∀ t > T * , the system behaves as a critically loaded processor sharing queue with only long-flows present in the system. It follows from Theorem 1 that lim t→∞ n li (t) = n * li , and the convergence to equilibrium has been established. ⋄ In the following theorem, we show that the fluid model solution converges to its equilibrium when additional conditions are imposed on the nature of the file-size distributions. We briefly discuss these conditions and their applicability below.
Under the SIFT algorithm described in [14] , the sampling probability determines the file-size distributions of the flows that receive priority and the distribution of the flows that are served only when there are no high-priority flows in the system. If the sampling probability is sufficiently large, then any flow with a very small number of packets would be left unsampled and would receive priority. In such a case, the variance of the short-flow file sizes would be quite small and therefore the shortflow file size distribution can be well approximated by a single exponential phase. However in such a scenario, the variance of the long-flows would be quite large and therefore, long-flows need to be modeled by a more detailed phase-type distribution. Our results indicate in networks where the short-flow file-size distribution can be well approximated by a single exponential phase, the fluid model solution converges to its equilibrium exponentially fast. We conjecture (based on our fluid model simulations) that the same should be true even when the short-flows are distributed according to an arbitrary phase-type distribution. . Furthermore, we assume that the conditions of Lemma 3 hold. Then, given W (0), ∃ a unique equilibrium point (n * s , {n * li }) such that,
for every i ∈ L.
Proof: Since short-flows always have priority over the long-flows, the performance of short-flows is independent of the number of long-flows present in the system. Therefore, we can analyze the performance of short-flows without taking into account the performance of the long-flows. To show convergence of short-flows to their equilibrium value, we consider the following Lyapunov function.
It is easy to see that,
Since the Lyapunov function is quadratic, the convergence is exponentially fast. Consider the throughput received by the long-flows.
Then from the proof of Lemma 3, it is clear that the rate constraints will never be active. Therefore,
Since n s (t) converges to a constant, the dynamics of long-flows resemble that of a processor sharing queue as t → ∞. Therefore, the convergence of the long-flows to their equilibrium value follows from Theorem 1. ⋄
Simulation results
In this section, we study the effect of priorities on the system via NS-2 simulations. One of the main conclusions to be drawn from our analytical results is that the improvement in the short-flow throughput is proportional to the initial workload in the system, whereas the long-flow throughput is unaffected by the initial workload. Thus, the impact of priority on short-flow throughput is expected to be more dramatic when the workload is large. Our analysis was carried out under a fluid limit when the network is critically loaded, i.e., ρ = 1. In the simulations, we complement our analytical results by considering networks where ρ < 1 and the traffic is governed by a stochastic process. To relate the deterministic analysis to the stochastic models considered in the simulations, we will primarily be interested in cases where ρ is close to, but strictly less than, 1. From standard queueing theory results we know the equilibrium workload in the network is of the order of 1/(1−ρ), thus the equilibrium workload will be large when ρ is close to 1. Therefore, by letting ρ approach 1, we can demonstrate the behavior predicted by the deterministic analysis.
We consider a 100 Mb bottleneck link, which is accessed by many flows (Fig.  4) . All the flows are TCP file transfers. In the first set of simulations, the two-way propagation delay (τ p ) of the flows is assumed to be uniformly distributed between 40 ms to 60 ms. The packet size of all flows is 1000 bytes.
As discussed in the example in subsection 3.1, we assume that the file-sizes have minimum and maximum values, and model these file-sizes to be i.i.d according to a distribution that has a heavy-tail form, but has finite upper and lower bounds, that is, by a bounded Pareto (b.p.) distribution, which is defined by equation (20). We further assume the short-flows in the Internet are a few tens of kilobytes long while the long-flows range from several hundred kilobytes to a few megabytes. We use two separate b.p. distributions, one to capture short-flow file-size distributions, and a second to capture long-flow file-size distributions. The parameter values used are given in Table 1 . Again, to directly compare the simulation results with the 100Mbps Figure 4 Simulated network topology results in the preceding sections we approximate the b.p. distribution by a 10-phase phase-type distribution, which is the same phase-type distribution as was used in the example in Section 3. Files arrive into the system according to a Poisson process. Measurements of the Internet have indicated that around 70 − 90% of the flows in the Internet are short-flows. Hence, in the simulations, we model each arrival to be a short-flow with a probability p where p ∈ [0.7, 0.9]. The mean file-size of the short-flows is 49 kB. The mean file-size of the long-flows is 1.1 MB. When priorities are not enforced, the buffer size is chosen to be 1000 packets. When priorities are enforced, two queues are maintained at the router, one containing packets belonging to short-flows and the other containing packets belonging to long-flows. Long-flow packets are served only when there are no short-flow packets in the queue. The buffer sizes for these queues are chosen to be proportional to the offered loads. In other words, if b s and b l denote the buffer sizes of the short-flow and the long-flow queues, respectively,
To make a fair comparison, the total buffer size is unchanged, i.e.,
The load on the system is controlled by varying the average file arrival rate, and further, the load due to short-flows is varied by adjusting the parameter p. For p = 0.7, the load due to short-flows is about 10% of the overall load. Similarly for p = 0.9, the load due to short-flows is about 30% of the overall load. The file-sizes of long-flows (similarly short-flows) are randomly generated according to the phase-type approximation to the b.p. distribution.
A file departs the system when all of its bits have been transmitted. By measuring the time between the file's arrival and departure, one can estimate the mean bandwidth received by the file. Averaging this over all long-flows (similarly shortflows) gives us the average bandwidth received by the long-flows (similarly shortflows). The results of these NS-2 simulations are given in Figures 5 and 6 . In these simulations, the short-flows contribute a total load of 0.3. Bandwidth received by short-flows with and without priorities
These simulation results clearly indicate that by giving priorities one can significantly improve the performance of short-flows, while the loss seen by long-flows is negligible. When no priorities are enforced at small system loads, the effect of priorities is not significant due to inherent limitations of TCP. However, as the loads increase, the effects of congestion dominate and short-flows receive inferior throughputs. With priorities enforced, the short-flows do not see any congestion, Bandwidth received by long-flows with and without priorities and therefore their bandwidths are significantly improved. As the figures demonstrate, the throughput of short-flows improve by a factor of two while the long-flows experience negligible degradation.
We present one additional set of simulations to understand the impact of TCP overhead on the performance improvement due to priorities. To motivate this second of simulations, we first briefly describe some of the overhead associated with starting and ending a TCP session. To initiate a session, a TCP source sends a packet called the SYN packet to the destination, which then acknowledges the receipt of the SYN with a SYN ACK. This exchange initiates the file transfer process. Once the file transfer is complete, the sender and the receiver exchange termination indicator packets called FIN and FIN ACK packets. NS-2 measures the duration of a file transfer from the time a SYN is sent to the time a FIN ACK is received. If the RTT is large, then the SYN, SYN ACK, FIN and FIN ACK packets take a significant amount of time to traverse the network when compared to the actual duration of a file transfer for a short-flow. As a result, the overall NS-2 duration for a short-flow can be significantly large compared to the actual filetransfer time, even with priorities. Thus, the improvement in short-flow throughput should be more dramatic for flows with short RTTs than for flows with large RTTs. To confirm this intuition, we simulated a single bottleneck link of capacity 100 Mbps where the RTT is 0.5 ms for all flows. Since this RTT is small compared to the RTT of the previous set of simulations, a smaller buffer size of 400 KB was used. When short-flows were given priority, such flows were allocated 50 KB of this buffer, with the long-flows allocated the remaining 350 KB. The minimum and maximum file sizes for the short-flows were 20 KB and 200 KB, respectively, while the corresponding file sizes for long-flows were 200 KB and 200 MB, respectively. For both types of files, α was 1.1. Simulation results with the short and long-flow throughputs are shown in Figures 7 and 8 . When compared to Figures 5 and 6 for the large RTT case, priority scheduling in the small RTT network leads to a much more dramatic improvement in short-flow performance for the same offered load. Nevertheless, the qualitative behavior is the same: as the offered load increases, the performance of short-flows improves by a larger factor.
In the above results, we find that when priorities are enforced the short-flows get the same bandwidth, independent of the system load and the load offered by A small RTT example: Bandwidth received by long-flows with and without priorities the short-flows. We conjecture that this behavior is due to an inherent limitation of the TCP. To justify our conjecture we calculate a bound on the average rate at which the short-flows can transmit when priorities are enforced. To this end, we assume that since the short-flows contribute to a very small fraction of the total load, they do not see any losses when priorities are enforced. The short-flows are in the slow-start phase of TCP and thus the window size is exponentially increased starting from a window size of 1. Thus, if a particular flow has a file-size y kB, then the time taken by that flow to transmit the entire file is T (y, t) = (⌈log 2 (y + 1) − 1⌉ + 2) · t, where t denotes the RTT of the flow and ⌈·⌉ denotes the ceiling function. The additional 2 RTTs appear in the equation due to the fact that TCP uses one RTT to exchange the SYN messages and another RTT to exchange FIN messages. The bandwidth received by the flow is B s (y, t) = y T (y, t) .
Assuming y is distributed according to a distribution F and RTT is uniformly distributed between a and b, we have
Assuming the file-sizes are distributed according to a heavy-tailed distribution with parameter values given in Table 1 , the above expression can be numerically evaluated to be r s = 155 kB/sec. From the simulation results in the large RTT case, we see that the short-flows on average receive about 150 kB/sec, which is very close to the limiting rate r s .
Conclusions
In this paper, we have presented a simple model to analyze the performance of priority based schemes in the Internet. Our results indicate that the network performance can be significantly enhanced by giving priority to the short-flows. One might argue that our results are dependent on the nature of the Internet traffic, and that in the distant future the Internet statistics might change so that providing priorities may not incur large penalties for long-flows. We believe such scenarios are unlikely. File-sizes of web traffic or short-flows cannot possibly increase significantly with network capacity. However, as edge routers become faster, it is more likely that end hosts will increasingly use the Internet to download larger files or long-flows. Therefore, we expect the load offered by long-flows to increase with the increase in the network capacity. Under this scenario providing priorities to short-flows will be more justified as the degradation seen by long-flows will be even smaller.
