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ABSTRACT 
This paper consists of two parts. In the first part, we let H be an n X n Hermitian 
matrix with eigenvalues A, > . . * > A,, and let 2 Q k Q n, 1 Q r Q n/2 be fuced with 
kr Q n. We show that as U varies over all unitary matrices, the eigenvalues T$) > . . * 
> q:), of the principal submatrices UHU*(l+ (i - l)r,. . . , irll +(i - l)r,. . . , ir) of 
UHU*, for 1 Q i Q k, independently assume all values permitted by the interlacing 
inequalities 
hj > Tp > A. ,+r, j=l,. ..,n - r, (1) 
if and only if each distinct eigenvalue of H has multiplicity at least rk. Parallel to (I), 
it is known that the singular values of a submatrix also satisfy certain interlacing 
inequalities. In the second part, when A is an n X n complex matrix, k and r as 
above, we give some necessary conditions for the independence of singular values of 
UAV(l+(i-l)r,..., irll+(i-l)r,...,ir),forl<igk,when UandVvaryoverall 
unitary matrices. In some cases, the conditions are also proved to be suff%zient. 
1. INTRODUCTION AND STATEMENT OF MAIN RESULTS 
Let M, denote the set of all n X n complex matrices, and 2-k” the set of 
all n X n unitary matrices. For arbitrary A E M,, A* denotes the conjugate 
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transpose of A and A(i, ,..., i,]j, ,..., j,) denotes the submatrix of A formed 
by deleting rows ii,. . . , i, and columns jr,. . . ,j, of A. For notational 
simplicity, if (i,,. . .,iP) = (ji,.. .,j$, then we shall use A(i,, . . .,i,) instead. 
As usual, we shall use I, to denote the n X n identity matrix. 
Let H be an n X n Hermitian matrix with eigenvalues A, > . * . > A,. 
The well-known interlacing theorem reads: 
THEOREM A. Let 1 G r < n-l be fixed and ~~2 .** > r/,_,. Then 
there exists U E ‘3, such that UHU*(l,. . . , r) has eigenvalues qj, j = 1,. . . , 
n-r, ifandonlyif 
Aj > qj > Aj+r, j=l ,...,n - r. (1) 
Thompson [2] proved the following interesting result. 
THEOREM B. Let H be as above and 1~ k < n be fixed. As U varies over 
all unitary matrices, the eigenvalues q(li) > * * . > r&! 1 of the principal sub- 
matrices UHU *(iii) of UHU *, fm 1 < i < k, independently assume all values 
permitted by the inequalities (I) (with r = 1) if and only if each distinct 
eigenvalue of H has multiplicity at least k. 
In another paper [3], Thompson showed that the singular values of a 
submatrix also satisfy certain interlacing inequalities, namely 
THEOREM C. L.et A be an m X n matrix with singular values ffI > * . * 2 
(Y,,,~~~,,,+), 0 <p < m-l and 0 < 9 <n -1. Suppose that PI 2 ... > 
Pmin(m-p,n-q)’ 
Then there exist U E %,,, and V E ‘%‘, such that 
UAV(l,..., p(l)..., 4) has singular values pj, j = 1,. . . ,min{m - p, n - 41, if 
and only if 
aj 3 Pj 2 O for j=l,..., min{m-p,n-q}, 
(II) 
Pj > “j+p+q fm j=l,..., min{m-p-q,n-p-q). 
Let H be an n X n Hermitian matrix with eigenvalues A, > . . ’ 2 A,,, and 
suppose that 1~ r < n /2, 2 < k < n are fixed and kr < n. We say that H has 
property E(r, k) if as U varies over %,,, the eigenvalues q:i) >, * * . 2 v(,ilr of 
the principal s&matrices UHU*(l + (i - l)r,. . . , ir) of UHU*, fn- 1 =S i < k, 
independently assume all values permitted by the inequalities (I). In Section 
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2, using a method different from that in [2], we shall give a generalization of 
Theorem B as: 
THEOREM 1. H has property E(r, k) if and only if each distinct eigen- 
value of H has multiplicity at least rk. 
It is natural to ask about the independence of singular values of submatri- 
ces. When m = n, p = 9 = r, the inequalities (II) become 
ffj 2 Pj 2 (Yj+zr, j=l ,...,n-2r, 
(III) 
ffj > @j 2 O, j=n-2r+l,...,n-r. 
Let A E M, with singular values (pi > * * . > a,, and suppose that 1 Q 
r Q n /2,2 < k < n are fixed and rk < n. We say that A has property S(r, k) 
if as U and V vary over %,,, the singular values pj’j > . * * > /I$‘, of 
UAV(1 +(i - l)r,. . . , ir), for 1~ i < k, independently assume all values per- 
mitted by the inequalities (III). In Section 3, using techniques similar to 
those in Section 2, we have the following necessary conditions. 
THEOREM 2. Zf A has property S(r, k), then 
6) if a, = 0, the multiplicity of a, is at least rk; 
(ii) if LY, > 0, then n > (k + l)r and the multiplicity of a, is at least 
(k + lb; 
(iii) if k > 3, then each distinct singular value has multiplicity at least kr. 
It might be interesting to note that for some cases, the conditions are also 
sufficient. We summarize them as: 
THEOREM 3. When 
(a) A is singular, ar 
(b) A is non-singular, r = 1, and (k, n) = (2,3) or k > max(3, n /2}, 
the conditions in Theorem 2 are also suflcient. 
As a final remark, we give a sufficient condition. 
THEOREM 4. Zf each distinct singular value has multiplicity at least 2rk, 
then A has property S(r, k). 
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2. INDEPENDENCE OF EIGENVALUES. 
Let us begin with several lemmas. Lemma 1, due to Schur, relates the 
diagonal elements and eigenvalues of a Hermitian matrix, and can be found 
in many texts, e.g., [l, p. 1931. 
LEMMA 1. Let H be an n x n Hermitian matrix with eigenvalues A, 
> f-a > A, and diagonal elements h 1,. . . , h “. Then 
ihi< ihi, l=l,...,n-1, 
i=l i=l 
2 hi= eh,. 
i=l i=l 
For A, E Mnl, A, E M,2, we use A,@A, to denote the direct sum of A, and 
A,. Using Lemma 1, and considering the Hermitian matrices A*A and AA* 
respectively, we easily have Lemma 2. 
LEMMA 2. LetAEM,, withsingularvalues cz1> ..* >ocu,. lfA(l,...,r) 
has singular values o1 B *. ’ > a,_,., then A = A,@A,, where A, E M, with 
singular values ~x,_,+~ > *. * > ff, and A, E M, _-r with singular values 
a,> ‘*. >cq_r. 
LEMMA 3. Let A E M, with singular values (Y, > oI > CY~+~ 2 . - * >, cx,. 
Suppose that l<k,r<n arefixed and l+rk<n. IfAO+(i-l)r,...,ir) 
has (Y,> .-* > CY~ as its singular values (may not be a complete list), 
i=l,..., k, thenA(l,...,rk) has CY,~ *** >CY~ asitssingularvalues. 
Proof. Suppose that the multiplicity of (pi is m, < 1. Let V be the 
unique m,-dimensional subspace of C” such that the restriction A*A]v = 
a:Zv, where I, denotes the identity map on V. Then, for 11x11= 1, we have 
JIArI( = ctl if and only if x E V, where 11. (1 d enotes the usual Euclidean norm. 
By the hypothesis, A(1,. . . , r) has (pi as its singular value and with multiplic- 
ity m,. Using singular value decomposition [l, p. 4141, there exists orthonor- 
ma1 (yl,..., y,,) c Cn-” such that IlAO,. . . , r)y,ll = a1, j = 1,. . . , m,. Let 
0 
xj= Yj ( 1 EC”, j=l ,..., ml* 
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Since at is the largest singular value of A, we conclude that A,,xj = 0, 
t=1,..., r and llAr,lI = (Y,, j = I,.. ., m,. Here A,. denotes the tth row of A. 
AS a result, we have 
V=span{x, ,..., x_} Cspan{e,+,, . . . . e,). 
and 
A,.x = 0 VXEV, t=1,..., r, 
where span{z,) denotes the subspace spanned by I.z,), and IeJ is the 
canonical basis of C”. Repeat the same argument, using A(1 + (i - l)r,. . . , ir> 
forggi<k,wehave 
and 
VCSPan({e~,...,e,)\(e~+~i-~~,,...,ei~}) 
A,.x = 0 VXEV, t=1+(i-1)r )...) ir. 
Hence, we have 
VCspan{ek,+,,...,e.} 
and 
A,,r = 0 VXEV, t=l,..., kr. 
Let 
where {wi : i = 1,. . . , m,} C cnekr is an orthonormal set. As or is the largest 
singular value and 
=al, i=l,..., m,, 
we have IIA(l,..., kr)wiII = (Ye, i = l,..., m,, and hence conclude that 
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A(l,. . . , kr) has or = . . * = a,, as its singular values. If m, = 1, we are done. 
Else, by singular value decomposition, 3 0, V E 9?/,,_kr such that 
UA(1 
ml 
Let U = I,,@ 0, V = Z,,@V. Then 
A’ 0 
UAV = a1 H----11 0 . . ‘“1 a1 
Since the singular values of UAV(1 + (i - l)r, . . . , ir) and A(1 + (i - 
l)r,..., - ir) are the same for 1 Q i < k, and so are the singular values of 
UAV(1,. . . , kr) and Acl,..., kr), we can apply the same argument on A’, and 
repeat if necessary, to conclude the result. n 
LEMMA 4. Zf H has property E(r, k), 
multiplicity at least rk. 
then both A, and A, have 
Proof. Notice that if H satisfies the hypothesis, so does AZ,, + H, A E R. 
So we may assume H is positive semidefinite and that the eigenvalues 
coincide with the singular values. Choose r&i) = Aj, j = 1,. . . , 
1 , . . . , k. By assumption, there exists U E 9: such that UH:*(l:(: I 
l)r,. . . , ir) has eigenvalues n(li) > . . . > am, i = 1,. . . , k. By the choice of 
771 
(1) >, . . . > $! and Lemma 2, we have n r 
UHU* = 
H, 0 H--l 0 Ha 1’ 
where H,, H, are Hermitian matrices with eigenvalues A,, _,.+ r > * . . 2 A, 
and A,> *** >,A,_,. respectively. This would imply that UHU*(r + 1,. . . ,2r) 
must have eigenvalues A,_,.+l 2 - . . > A,,. By the choice of 771’) > . * . > 
q@? ” I.7 we can conclude (i) A _ ” 2r+1= ** . = A,, (ii) H,(l, . . . , r) has eigenval- 
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ues A, > * *. > hn_2r. Using Lemma 2 again, we deduce that 
AJ, 
UHU* = 
0 I r-i A*& ) 0 H, 
where H, is a Hermitian matrix with eigenvalues A, > . . * > An-a,.. Using 
@ > . . . > 7+‘, ” .,i=3 ,..., k, consecutively, we conclude that A, has multi- 
plicity at least rk. Replace H by - H in the above arguments, we have that 
A, is also of multiplicity at least rk. n 
Proof of Theorem 1. *: As in Lemma 4, we may assume H is positive 
semidefinite. Let 
A,= . . . =A,,=& 
A n1+1= .** = A 
= 
n1+“2 8 2’ 
(A) 
A ?I,+ “. +n,_,+1 = *. . = A n,+ “’ +“, = e 1, 
wheretar+ *.. +n,=n,O,,..., 8, are distinct, and, by Lemma 4, nl, n, > rk. 
We shall show that, for 2 < I < t - 1, 
H, = diag( A “,+ ... +n(_l+l’“” 4J 
has property E(r, k). Once this is done, by Lemma 4, the result follows. 
Given q$j:+ .__ +nl_l+l > *. . > it),, i = 1,. . . , k, which satisfy the interlacing 
inequalities for H,, we are going to show that there is a Hermitian fi which 
has eigenvalues the same as that of H,, and 8(1 +(i -lb,. . . ,ir) has 
eigenvalues ~z,)+ .__ +,,_,+r > . . * > q$,?,, i = 1,. . . , k. 
Define q!“)=A,, j=l,..., n,+ *a* +nl_,, i=l,..., k. Then r/y’> ..* 
> q(il ,i=i , . . . , k, satisfy the interlacing inequalities for H. The assumption 
ensu”rek the existence of U E 9~” such that, for 1~ i < k, 
UHU*(l+(i-1) r, . . , ir) has eigenvalues I 2 * . . > TJ~:, . 
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By Lemma 3, there exists V E %,,_k, such that 
Let V = I,,@$; then 
VUHU*V* = H’@diag(A, ,..., An,+ _.. +“,_,). 
We can check that H’ is the required matrix, and the necessity part is 
completed. 
=: Write the eigenvalues as in (A ), and now, by assumption, ni 2 rk, 
i=l,..., t. If t = 1, the result is trivial. Assume t > 2. Given I > * . . > 
?$1,, i=l,..., k, which satisfy (I), th e inequalities would imply that Oj must 
have multiplicity at least nj - r in qy) > * 1 * 2 I,, i = 1,. . . , k, j = 1,. . . , t. 
L.-et us call them the trivial values and denote the remaining values of $) by 
Then, for 1~ i < k, 
e2 2 5;“) > e,, j=r+l,...,2r, 
8 t_12p>e 
J ’ t, j=r(t--2)+l,...,r(t-1). 
Let 
D=diag 8, ,..., e1,e2 ,..., 8, ,..., et ,..., 8, 1 
-- - 
r r r 
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Then by Theorem A there exists Vi E Qt, such that 
ViIXYi*(l,..., r) has eigenvalues 61” > * . * > 6$-I), i=l,...,k. 
Let 
fi=diag 0, ,..., 8, ,..., 8, ,..., 8, , 
-- 
n,-kr n, - kr 
and let 
Then H has eigenvalues A, > . . * 2 A,, and for 1~ i < k, 
H((i-l)tr+l,..., (i - 1) tr + r) has eigenvalues ny) > - * * > q&?, . 
By choosing suitable permutation matrix P and considering PHP* instead, 
we can conclude the result, and hence the proof is completed. n 
3. INDEPENDENCE OF SINGULAR VALUES 
LEMMA 5. Let A E M, with sing&r values czI > . * * > a,. If k > 3 and 
A has property S(r, k ), then aI has multiplicity at least rk. 
proof. For A =(aij)e M,, use R,(A) and C,.(A) to denote the sums 
x;=,la,,1’ and X;_lla,j12 respectively. For i = l,...,k, choose 
j3ji)=aj+zr, j=l,..., n-2r, /3ji)=0, j=n--2r+l,...,n-r 
For notational simplicity, instead of UAV, we assume we have chosen an A 
such that the submatrices have the required singular values p:‘). B the 
choice of pi’) > **. B p!&, we have Z~=r+lC:=r+llastlz = o&Ii + 
. . - + a,“. Consequently 
R,(A)+ ... + R,(A) + C,(A) + * . . + C,(A) > (Y; + . * . + a;,. 
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Similarly, using /3ci) > * * . > pci, 1’ ” r for 2 < i < k, 
R l+(i-l)r(A)+ ... +Rir(A)+C,+(,-1,r(A)+ **. +C,r(A) 
Using Lemma 1 on AA* and A*A respectively, we have 
R,(A) + . . . + Rkr( A) < (Y; + . . . + (Y:,, 
C,(A) + * . . + C,,(A) < cy; + . . . + a;,. 
As a result, k(af + . . * + a&> < 2((~f + . . . + aj$). Since k > 3, we con- 
clude or = *. . = akr. n 
Proof of Theorem 2. (i): The proof is similar to that of Lemma 4. 
(ii): Choose 
and 
p:” = oj, j=l ,...,n-r, i=l ,...,k -1 
/3!k)=o. 
J I’ 
j=l,..., n-2r, /?!k)=O, j=n-2r+l,..., n-r. 
J 
Let U,V E 5%” such that the submatrices of UAV have the required singular 
values. Using p’,‘) > * * . 2 fl!i,, 1~ i < k - 1, and arguments similar to 
those used in the proof of Lemma 4, we arrive at 
UAV = 
Wl I 
K 
0 
where (l/o,)Wi E Q,., 1 < i < k - 1. So UAV(1 +(k - l)r,. . . , kr) must have 
(Y, as a singular value and with multiplicity at least (k - 1)r. By the choice of 
pik’ > * . . > p@ n r’ as (Y, z 0, we conclude n - 2r 2 (k - 1)r and 
(Y,-(k+r),.+r = *. * = a,-&. = (Y,. Hence (Y, has multiplicity at least (k + 1)r. 
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(iii): We have already shown that (Y, is of multiplicity at least rk. Using 
Lemma 5, the proof is similar to that in the necessity part of Theorem 1. 
Before we go to Theorem 3, we first introduce some notation and lemmas. 
Let A E M,. We shall use A[ * Ij,, . . . ,j4) (respectively, A(i,, . . . , i,]* I) to 
denote the submatrix of A formed by deleting columns j,, . . . ,j, (rows 
ai,.... i,) of A. When m = n, (p,q) = (0, r) or (r,O), the inequalities (II) 
become 
(Yi 2 Pi > ai+r> i=l ,...,n - r. (I”) 
As a result of Theorem 1, we have the following lemma. 
LEMMA 6. Let A E M, with singular values czl 2 . * ’ > a,, and suppose 
that1,<r~n/2,2gk~n,are-efixedandrk(n.AsU,Vvayover~~,the 
singular values p’,” Z . . . 2 pr?,. of UAV[ * II+ (i - l)r, . . . , ir), i = 1,. . . , k, 
together with the singular values By’ > . . . > &?, of UAV(1 +( j - 
0r , . . . , jr I* 1, j = 1,. . . , k, independently assume all values permitted by the 
interlacing inequalities (IV) if and only feach distinct singular value of A has 
multiplicity at least rk. 
Proof. For 1~ i < k, the singular values of UAV[ * 11 +(i - l)r,. . . , ir) 
are just the square roots of the eigenvalues of V*A*AV(l + (i - l)r, . . . , ir), 
and for 1 Q j < k, the singular values of UAV(1 + (j - l)r, . . . , jr-1 * ] are just 
the square roots of the eigenvalues of UAA*U*(l + (j - l)r, . . . ,jr). Since we 
can choose U and V independently, using Theorem 1, the result follows. n 
The following lemma is due to Thompson [4]. 
LEMMA 7. Let d,, . . ., d, be complex numbers, arranged so that Id,/ > 
**a aId,/, and let LY~ 2 *a. 2’~” be nonnegative real numbers. Then an 
n X n matrix exists with d,, . . . , d, as its main diagonal and cyI,. . . , a, as its 
singular values zjaand only aj- 
CldilG ;ai, k =l,...,n, 
i=l i=l 
and 
n-l n-l 
C Idil- Id”1 G C “i - a”. 
i=l i=l 
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Proof of Theorem 3. (a): 
Case 1: k = 2. Assume n is even. Given any pyJ 2 - . . > /3:?,, i = 1,2, 
which satisfy (III), since an_ar+i = 0, we have p:?,,,, = - * * =/I!?, = 0. 
For the rest, 
and 
azj > Pfj 2 a2j+2rP j=l II_,, I..., 
2 
Let D, = diag(a,, aa,. . . , t~,,_~) and D, = diag(a,,a,,. . ,, a,). By Lemma 3, 
there exist Ui,Vi E %,,,2, i = 1,2, such that 
U,D,V,(l,..., r)*] has singular values fly)>@)& *** >j3~1!zr_1, 
U, DiVJ * II, . . . , r) has singular values j?j2) 2 #) > . * * 2 /?i212,._-1, 
V, D2V20,. . . , rl* J has singular values p’,“’ > pi2j 2 . . . 2 Pi2L2r, and 
U2 D2V2[ * II,. . . , r) has singular values fly’ 2 pi” 2 . . * 2 #!,,.. 
Let 
A= 
u1* IV1 
u2 D2v, I. 
Then A(1 ,. . .,r) has singular values p!i’>, . * * >, pc,‘i,., and A(n/2+ 
1 , . . . , n /2 + r> has singular values p’,“’ 2 * . . > pi2!,.. The result follows by 
choosing suitable permutation matrices P,Q and considering PAQ instead. 
When n is odd, the proof is similar. 
Case 2: k >, 3. Let 
a ml+l= **’ = a 
= 
m1+m2 YZ> 
a,,+...+,8_,+1= **. =a,,+...+,~=~,= 0, 
where ml + * - . + m, = n, y,, . . ., y, are distinct, and mj >, kr. 
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If s = 1, the result is trivial, so assume s > 2. Given any p’,” > * - . > &,?,, 
i= 1 ,.. ., k, which satisfy (III), the inequalities would imply that ri, j = 
1 ,.-*> s - 1, must have multiplicity at least mj - 2r in any of /?y) > . . * 2 
p(i’ n r, and 0 is of multiplicity at least m, - r. Let us denote the remaining 
values of PC” by I 
(0 q. * *. > &Zr(s_l), i=l >*.., k. 
Then, for l<i<k, 
ys_l > &!i) > y , / S) j=2r(s-2)+1,...,2f(s-1). 
L-et 
D = diag( y i,...,yi, Y2T...,YZ>...P Ys,...>Ys . 
-- - 1 
r r 7 
By Lemma 5, there exist Vi, Vi E 9_., I d i < k, such that 
U,Dv,(l,..., r-1 * ] has singular values E?) > ~2) > . . . > E!&~_~)_ 1, 
U,DV,[*)l,..., r) has singular values a(:) 2 .$) 3 , . . . , > .&,)cs_ 1j, 
and,for i=I ,..., k-l, 
UiDy[ * II,..., r) has singular values eg+l) > .$+‘) > * . . > E!$~:~‘! lj. 
Let 
B=diag(y,,...,y,,...,Y~,...,Y~). 
-- 
m,-rk m,-rk 
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A= 
Ul D”, 
u,-,D”k-1 I CBB 
has singular values czi 3 . * * > a,, and A(1 + (i - l)rs, . . . , (i - 1)~ + r) has 
singular values p’,” > . . . 2 PC,‘?,., i = 1,. . . , k. The result follows by choosing 
suitable permutation matrices P,Q and considering PAQ instead. 
(b): The hypothesis would imply that or = * . . = a,. Without loss of 
generality, assume czr = * * * = a, = 1. It suffices to prove the case when 
k = n - 1. Given any pi’) > * * * > flz’1, i = 1,. . . , n - 1, which satisfy (III) 
(with r = 1) we have 
p:“= . . . = p’,“, = 1, oq3;+1 . . 
For any unitary matrix U, by Theorem C, U(ili) must have 1 as its singular 
value and with multiplicity at least n - 2. The problem is now to find 
U = (us,) E 5%” such that the smallest singular value of U(ili) is pc,ilr, 
i = 1,. . . , n - 1. 
Let cui(A) denote the ith singular value of A, in decreasing order. Notice 
that for U = (us,) E ‘Sk,,, we have 
n-l 
n-2+a2 n_l( U( iii)) = C aj2( U( iii)) = C luStI = n -2-t luii12 
j=1 s,t z i 
As a result (~,_r(U(ili)) = luiil. an d so we are done if we can find a unitary 
matrix with diagonal (@pi, p?l r,. . . , p’,“_-,‘), o), where w is arbitrary. By 
Lemma 7, this is always possible if we choose w = min(&?. r : i = 1,. . . , n - 1). 
The proof of Theorem 3 is now completed. n 
For the remaining cases, whether the conditions in Theorem 2 are 
sufficient or not is not known. Nevertheless, we have a sufficient condition. 
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Proof of Theorem 4. The proof is similar to that of “ e= ” in Theorem 1. 
Let 
D=diag(y,,...,y,,...,~~,...,~~), 
_M 
2r 2r 
and using Theorem C, the result follows easily. 
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