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We study the influence of a background magnetic field on the J/ψ vector meson in a DBI-extension of
the soft wall model, building upon our earlier work [1]. In this specific holographic QCD model, we discuss
the heavy quark number susceptibility and diffusion constants of charm quarks and their dependence on the
magnetic field by either a hydrodynamic expansion or by numerically solving the differential equation. This
allows us to determine the response of these transport coefficients to the magnetic field. The effects of the
latter are considered both from a direct as indirect (medium) viewpoint. As expected, we find a magnetic field
induced anisotropic diffusion, with a stronger diffusion in the longitudinal direction compared to the transversal
one. We backup, at least qualitatively, our findings with a hanging string analysis of heavy quark diffusion in a
magnetic field. From the quark number susceptibility we can extract an estimate for the effective deconfinement
temperature in the heavy quark sector, reporting consistency with the phenomenon of inverse magnetic catalysis.
I. INTRODUCTION
Brownian diffusion of a charged particle of mass m and charge q in a background magnetic field B can be modeled using the
Langevin equation,
dp
dt
= −γp+ qv ×B+R(t), (1)
where the first term describes friction, the second one the Lorentz force and the third one white Gaussian random noise,
〈Ri(t)〉 = 0 , 〈Ri(t1)Rj(t2)〉 = κδijδ(t1 − t2). (2)
This has been studied extensively in the non-equilibrium statistical mechanics literature, see e.g. [2, 3] for some classical works
on the subject and [4, 5] for some more recent studies. Some interesting background information can also be found in [6]. If we
consider a constant magnetic field B = Be3 along the 3rd spatial direction, the diffusion is only affected by the magnetic field
along the transverse directions, yielding
D‖ =
T
γm
, D⊥ =
D‖
1 + q
2B2
m2γ2
. (3)
In general, we expect the influence of the magnetic field to arise from two distinct sources. Firstly, there is a direct influence on
the motion of the charged particle itself. This is modeled by inclusion in the Langevin equation of a deterministic Lorentz force
due to the magnetic field, as shown in equation (1). Secondly, we expect the magnetic field to influence the thermal background,
which in turn can influence the diffusion of the charged particle. This effect is indirect, and as a first order approximation,
we may imagine we can neglect this part. In principle, it should be modeled by recomputing the mean squared momentum
transferred per unit time in a background magnetic field, by for instance perturbatively recomputing the scattering amplitudes
[7]. This effect hence comes from microscopic interactions.
In this paper, we will focus our attention on the diffusion of a heavy quark, such as the charm c, in the quark-gluon plasma, in
particular we are interested in how a magnetic field can influence this diffusion. This is of interest to understand how charmonia
as J/Ψ, a heavy c and c¯ bound state, react to the presence of a strong magnetic field. QCD supplemented with a classical
magnetic background attracted a great deal of interest over the past decade, given the expectation that such a field is generated
during a non-central heavy ion collision and persists long enough to also influence the generated quark-gluon plasma [8–14].
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2The relevance of charmonia dissocation (melting) in relation to the quark-gluon plasma creation is well-appreciated since the
standard work [15]. A renowned lattice related study is [16]. Due to the strongly coupled nature of the problem under study, we
will rely on the gauge-gravity paradigm, and consider a holographic version of QCD that includes charmonia dynamics. Other
holographic works on charmonia can be found in [17–28], inclusion of magnetic field effects on charmonia dynamics was first
considered in our previous paper [1]. Other takes on this particular problem can be found in e.g. [29–37], while more generally
the response of the QCD phase transitions to a magnetic field have been intensively discussed in a pleiad of papers, a selection
thereof is [38–92].
The diffusion in a magnetic field leads to conceptual complications, as the introduction of B leads to an anisotropic behavior,
already visible from the classical result (3). In [93, 94], the transverse and longitudinal momentum diffusion coefficients κ‖ and
κ⊥ were computed in a modified hard thermal loop expansion (valid for αseB  T 2  eB), with as estimate for their relative
behavior,
κ‖
κ⊥
∼ T
2
eB
 1. (4)
This sizeable anisotropy could be an important ingredient in quantifying the elliptic flow (the out-of-reaction-plane anisotropy
in particle production) [95–98], as explained in [93, 94, 99]. More light on this could be shed from (hydrodynamic) simulations
of the evolution of the quark-gluon plasma, [100], using as input reliable estimates for the transport coefficients as κ‖ and κ⊥.
Hence our interest to investigate these transport coefficients of the quark-gluon plasma. Other transport coefficients were also
considered in e.g. [101, 102].
Using the holographic charmonium model in our previous work [1], we already obtained
D‖
D⊥
∼ 1 + C (eB)
2
T 4
, (5)
with C ≈ 4.95 for the diffusion coefficients in position space. In the absence of anisotropy, one has D = 2T 2κ by means of
the fluctuation-dissipation theorem, which is essentially a consequence of equipartition, stating that 〈p2i 〉 = mT , for each i.
Assuming a Brownian motion in magnetic field described by (1), we a priori have only a single κ, which can be related to the
two position space diffusion constants via
D‖ =
κ
2m2
, D⊥ =
κ
2m2
(
γ2 + q
2B2
m2
) (6)
which is just a rewriting of (3) given that γ = κ2mT . The same equipartition still applies, see e.g. [4, 6]. Though, we shall
refrain from directly studying the momentum diffusion constants in this paper.1 A detailed analysis of the different transport
coefficients, including friction, not using any a priori Langevin connection with the spatial diffusion constants, would entail the
(not necessarily) spectral study of the full set of transport coefficients [103–107]. A general analysis of diffusion in anisotropic
backgrounds was provided in [108–110].
Our estimate (5) can be seen as complementary to the result (4), since (5) is by construction obtained at strong coupling, the
natural playground of AdS/QCD. We did not determine yet the separate quantities D‖ and D⊥ in [1], a situation that will be
remedied in the current work.
Returning to the Brownian motion, it must be mentioned here to what extent it is difficult to model the indirect magnetic effect
at the level of the quark-gluon plasma. Modeling a heavy quark in QCD in a holographic fashion is easiest done in bottom-up
models. It is known how to include heavy quarks using a variety of D-brane constructions, but these are usually in models not
directly equivalent to QCD, or are rather complicated to work with as the metric is determined purely numerically, for a relevant
example see [77]. A simplified way, still capable of capturing essentials of QCD, is to take a phenomenological model, such as
the celebrated soft wall model [111, 112], and add heavy quarks to it.
Within the same phenomenological route, the heavy quark current is dual to a bulk gauge field. The influence of the magnetic
field can be dealt with in several ways (which are not equivalent). The simplest one, is to directly include the electromagnetic
coupling to the heavy quark itself. We modeled this in [1] by using a DBI action instead of the usual Maxwell action, without it
1 Notice that [93] use a different anisotropic Langevin equation, not including the Lorentz force.
3originating necessarily from an underlying brane system. Let us briefly reiterate the underlying motivation for the introduction of
an effective DBI description. As we wish to couple a magnetic field to the electromagnetically neutral J/Ψ, this can only happen
when the field couples to the charged constituents of the charmonium, i.e. we must probe the internal structure of the meson.
As a 5D Maxwell action treats the J/Ψ as a point particle, we will rather rely on a 5D DBI generalization, keeping in mind this
was also the original motivation why the non-linear DBI electrodynamics was introduced: to smear out point-like charges, this
to overcome the infinite self-energy. Secondly, the magnetic field is expected to modify the thermal medium as well, which is
neglected here at first, as in the early diffusion literature. This corresponds to only considering gluons in the thermal gas, the
so-called quenched approximation. Later on, we will also include medium effects by using the DBI extended soft wall model,
but in a magnetized AdS background rather than in the usual AdS background, following the works [70, 113, 114].
To sum up, not many models would be capable of studying heavy quarks in QCD in magnetic fields in the strongly coupled
thermal medium, and we are naturally led to see what our model does, and how it gives different results compared to the
superconformal N = 4 Supersymmetric Yang-Mills (SYM) case. We pay special attention to comparing our results with
multiple alternative approaches: the free-field approximation, Langevin results, N = 4 computations and a hanging string
method.
The paper is organized as follows. Section II summarizes the heavy quark extension of the soft wall model by a DBI term, to
incorporate a magnetic field coupling to the charmonium state, as first introduced in [1]. The quark number susceptibility, both
from an analytical hydrodynamic or numerical differential equation viewpoint, is discussed in Section III, where we also provide
an estimate for the deconfinement temperature. The diffusion constants themselves are derived and discussed in Section IV from
a spectral function viewpoint. Section V reanalyzes the diffusive behavior from a more stringy viewpoint, finding qualitative
agreement with the spectral function analysis. In Section VI we generalize our model to include the indirect effects of the
magnetic field on the medium, by utilizing a magnetic field dependent metric. We compare direct and indirect effects. Finally,
Section VII contains our conclusions and outlook for future work.
II. THE HOLOGRAPHIC CHARMONIUM MODEL IN A MAGNETIC FIELD
We review here our proposed bottom-up holographic model to describe charmonium physics [1].
Let us start by giving the relevant backgrounds used in the original soft wall model. Our model can be viewed as a modification
of the original soft wall model, which is capable of probing the internal charged structure of mesons. We consider two spacetimes
relevant for our purposes. The first is AdS5 (in Poincare´ coordinates):
ds2 =
L2
z2
(−dt2 + dx2 + dz2) , e−Φ = e−cρz2 , (7)
giving the low temperature confined phase, as discussed in [111] in terms of a QCD-like confined spectrum at T = 0, obtained
from considering a 5D flavour action in this particular background. At T > 0, it is tacitly assumed that the (Euclidean) temporal
direction is compactified as usual with radius corresponding to the inverse temperature. The z-coordinate ranges from 0 (the
boundary) to∞ (the AdS deep interior). The second is the (planar) AdS black hole
ds2 =
L2
z2
(
−f(z)dt2 + dx2 + dz
2
f(z)
)
, e−Φ = e−cρz
2
, (8)
representing the high temperature deconfined phase, where f(z) = 1 − z4
z4h
. In this case, the radial z coordinate ranges from 0
to zh, the horizon of the black hole. The temperature of the boundary theory equals the Hawking temperature of the black hole:
T = 1pizh . The scale is set by the parameter cρ = 0.151 GeV
2 so that the ground state mass of the ρ-meson, mρ = 0.770 GeV,
is reproduced [112]. There is a deconfinement transition at Tc = 0.191 GeV, corresponding to a Hawking–Page transition
between both above spacetimes [112], which can be related to a different behaviour of the Polyakov loop in the dual field theory,
as expected from the viewpoint of a confined vs. deconfined phase.
The soft wall in the AdS bulk modifies the action in the deep interior, and allows a better matching to actual QCD. The
price one pays here is that Einstein’s equations are not satisfied. It is possible to remedy this, by necessarily complicating the
model, but we follow the original spirit of [111] and view it as a phenomenological toy model to develop a first intuition in the
relevant physics without having to delve in numerous numerical details. Within the above space-time, one can now consider
4gauge fluctuations, dual to vector currents on the boundary theory as:2
S = − Nc
24pi2L
∫
d5x
√−ge−cz2 trFµνFµν , (9)
for a SU(Nf ) flavor group. Following [20, 21], we use this action to describe the heavy charm vector current (the J/ψ mesons),
where c = 2.43 GeV2, obtained by matching the J/ψ spectrum with experiment. Hence we reduce to a U(1) flavor group
with F = dV for a gauge field V . The relative size of c compared to cρ, viz. the improved exponential dampening in the ac-
tion, renders the charm contribution essentially irrelevant for the numerical determination of the aforementioned deconfinement
temperature Tc. Where appropriate, we will work with a dimensionless temperature
t =
T√
c
. (10)
Doing so, we also have the critical tc = 0.12.
However, as pointed out in [1], the action (9) misses essential physics when turning on external magnetic fields, modeled
in through the flavor-diagonal part of Fµν . The reason is the linearity of the Maxwell fields: the fluctuations do not feel the
magnetic field itself. At lowest order, this makes sense as the vector field corresponds to the cc¯ state which has zero charge. But
one does expect a nontrivial influence from its internal quark charges (dipole moment). This led us to propose a simple DBI
extension to describe J/ψ mesons interacting with external electromagnetic fields as:3
S = − Nc
24pi4α′2L
∫
d5xe−Φ
√
−det (gµν + 2piα′iFµν). (11)
We showed in [1] that the boundary Green functions one computes with this holographic action give reasonable spectral functions
and locations of the bound state poles. We also initiated a study of the heavy quark diffusion coefficient, by taking the ω → 0
limit of a certain Green function
D = − 1
3χ
limω→0
3∑
i=1
=GRii
ω
, (12)
with χ the quark number susceptibility. This expression forD is a typical example of a Kubo relation, and it can be obtained from
a linear response analysis: one departs from the underlying (conserved) heavy quark current and assumes a small perturbation
away from equilibrium and carries out a gradient expansion of the current inside the current-current correlation function. A
detailed derivation can be found in [115, 116]. The essentials have been summarized in Appendix A, including the required
modification in the anisotropic case, which is due to the anisotropy introduced by a background magnetic field. We need to split
the diffusion constants into D⊥ = D1 = D2 and D‖ = D3. The required modification of (12) in the anisotropic case can be
found in (A5).
The quantity χ itself was not yet determined in our earlier work, and is expected to also depend on the magnetic field. By
taking the ratio of D⊥ and D‖, we already noticed in [1] that charm quarks diffuse much more easily in directions parallel to the
magnetic field than in perpendicular directions. This confirms from a strong coupling analysis the results presented in [93, 94].
Our goal here is to progress further this story, by first explicitly computing χ itself holographically, and then analyzing D⊥
and D‖ as a function of the background magnetic field, comparing with a Langevin analysis and earlier SYM results whenever
possible. From the novel result for χ we can also extract an estimate for the deconfinement temperature in the heavy quark sector
as a function of the magnetic field.
The coordinates are denoted as t, x1, x2, x3 for the dual coordinates and z for the holographic coordinate. The background
gauge field takes into account the magnetic field along the 3-axis as
F¯12 = −F¯21 = ∂1A2 = −iqB 2
3
. (13)
The equations of motion following from the action (11), expanded up to second order in the fluctuations, are
∂µ
(
e−Φ
√−GFµν
)
= 0, (14)
2 The normalization of this action has been determined in [117] by matching with QCD flavor-flavor correlators. The gauge field considered here is in the
vector subalgebra: V = AL+AR
2
of the full gauge sector. This normalization will be important further on when we compare to free-field results.
3 We will discuss our strategy to fix the string length `s =
√
α′ later on.
5where we defined
Gµν =

g00 0 0 0 0
0 g11 2piα
′iF¯12 0 0
0 −2piα′iF¯12 g22 0 0
0 0 0 g33 0
0 0 0 0 gzz
 . (15)
We will denote by G only the symmetric part of the metric tensor G, and indices of (14) are raised and lowered with this tensor.
For later reference, its determinant equals
G = g00g33gzz
(
g11g22 − (2piα′)2F¯ 212
)
, (16)
and its inverse is
Gµν =

1
g00
0 0 0 0
0 g22X − 2piα
′iF¯12
X 0 0
0 2piα
′iF¯12
X
g11
X 0 0
0 0 0 1g33 0
0 0 0 0 1gzz
 , (17)
where X = g11g22 − (2piα′)2F¯ 212.
We choose the radial gauge Vz = 0 and focus on Fourier modes ∼ eik·x−iωt in the boundary theory.4
III. QUARK NUMBER SUSCEPTIBILITY FROM THE SPECTRAL FUNCTION APPROACH
To find the separate diffusion coefficients, we will first need to determine the quark number susceptibility χ in the thermal
plasma.
A. Review: the quark number susceptibility in terms of the spectral function
First we review how χ is rewritten in terms of data obtained from the Green functions, following [119]. The quark number
susceptibility χ is defined as the response of the quark number density n to a change in chemical potential µ 5:
χ =
∂n
∂µ
∣∣∣∣
µ=0
. (18)
This quantity can be conveniently rewritten in terms of data obtainable from Green functions [119] as follows. In the grand
canonical ensemble that we are considering, the quark number density is given by
nV = Tr (N exp (−β(H − µN))) /Z, (19)
where N =
∫
dV J0(t,x) with J0 = ψ¯γ0ψ and ψ the quark field of interest. One can now rewrite this in a first step as
χ =
β
V
〈
N2
〉
β
. (20)
Using translational invariance to cancel one spatial integral, one can rewrite this as
χ = β
∫
dV 〈J0(0,x)J0(0,0)〉β , (21)
4 General spectral functions in this model at finite momentum, along with a possible pitfall in the gauge choice for the black hole background were discussed
in [118].
5 To avoid confusion, we will work at vanishing density, so at the end, we ought to set µ = 0.
6or upon Fourier transforming
χ = β lim
k→0
∫ +∞
−∞
dω
2pi
S00(ω,k), (22)
where
S00(ω,k) =
∫
dt
∫
dV eik·xe−iωt 〈J0(t,x)J0(0,0)〉β (23)
and J0 = ψ¯γ0ψ.
Textbook arguments (see e.g. [120, Ch. 6]) now relate this two-point function to the imaginary part of the retarded Green
function as
=GR00(ω,k) = −
1− e−βω
2
S00(ω,k), (24)
where
GR00(ω,k) = −i
∫
dt
∫
dV eik·xe−iωtθ(t) 〈[J0(t,x), J0(0,0)]〉β . (25)
The retarded Green function (being causal) satisfies the Kramers-Kronig identity:
<GR00(ω,k) = P
∫
dω′
pi
=GR00(ω′,k)
ω′ − ω . (26)
Using now finally that
lim
k→0
=GR00(ω,k) = −
1− e−βω
2
2piδ(ω)
χ
β
, (27)
χ = − lim
k→0
<GR00(0,k), (28)
relating the quark number susceptibility χ to a property of the retarded Green function of the quark currents (charm quarks in
the case of interest).
Let us now discuss a few relevant examples.
At very high temperature, this quantity can be explicitly computed using asymptotic freedom, effectively leading to the
expressions for a free quark-antiquark gas:
n = 2Nc
∫
d3p
(2pi)3
(
1
eβ(E−µ) + 1
− 1
eβ(E+µ) + 1
)
, E2 = m2 + p2. (29)
From this, one computes explicitly for µ = 0 and at high temperatures where the quark mass is negligible:
χ =
∂n
∂µ
∣∣∣∣
µ=0
=
Nc
3
T 2. (30)
For non-zero magnetic field, one needs the Landau levels as single-particle energies:
E2 = m2 + p2z + (2n− 2sz + 1)|q|B, (31)
where sz = ± 12 is the spin projection along the B-field. Summing over spin projections, and including both quark and antiquark
matter, this leads to
χ(B) =
∂n
∂µ
∣∣∣∣
µ=0
=
2Nc
T
∫ +∞
−∞
dpz
2pi
|q|B
2pi
+∞∑
n=0
(2− δn,0) e
√
p2z+m
2+2n|q|B
T(
e
√
p2z+m
2+2n|q|B
T + 1
)2 . (32)
7This expression can also be derived by taking the second µ-derivative, at µ = 0, of the free energy, as can be easily checked
from the results in [121].
Some simple checks on this formula (32), are that when T → +∞, one can approximate the summation over n as an integral
and this reduces to the free particle where n→ p
2
x+p
2
y
2|q|B .
6 The high temperature limit remains the same as (30).7
When T → 0, the expression is dominated by the lowest Landau level n = 0. After using the asymptotic series (for small T ):
∫ +∞
−∞
dpz
2pi
e
√
p2z+m
2
T(
e
√
p2z+m
2
T + 1
)2 ≈ 2√pim2T e−mT , (33)
one finds
χ
T 2
∼
√
m
T
|q|Be−mT
T 2
→ 0. (34)
Note that for a massless particle, the limit works differently, and
χ
T 2
∼ |q|B
T 2
→ +∞, (35)
diverging for non-zero magnetic field in the low-temperature limit.
We will later on compare this free-field result to the holographic results.
B. Computing the quark number susceptibility
So, following (28) we are interested in computing the 00 component of the retarded Green function for a generic (small)
momentum dependence.
For the sake of simplicity, we take the momentum along the 3-axis, parallel to the external magnetic field. Since χ is a scalar
quantity, this choice should be irrelevant in the end.8 The relevant differential equation to be solved is equation (14) in radial
gauge Vz = 0:
∂2zV0 + ∂z ln
∣∣∣e−φ√−GGzzG00∣∣∣ ∂zV0 − G33
Gzz
k2V0 = 0. (37)
Our goal here will be to derive an analytic formula for χ (Section III B 1) and compare it with the corresponding numerical
solution (Section III B 2), reporting a perfect match.
1. Solving the hydrodynamic expansion
Since we are interested in the small k behavior, we can perform a hydrodynamic expansion:
V0(z) = F0(z) + k
2Fk2(z) + . . . , (38)
where terms of higher order in ω will be dropped from the start, since for χ we do not need them.
At lowest order, the differential equation (37) reduces to:
∂z(Xtz∂zF0) = 0, (39)
6 Taking |q|B → 0 in (31) allows for n→ +∞ states surviving this limit: these precisely give states with non-zero transverse momenta px or py .
7 This follows also by simple dimensional considerations: the high T limit is equivalent to the simultaneous B,m→ 0 limit.
8 One readily checks that the hydrodynamic expansion method does not change the final expression for V0 when we put k along the 1-axis for instance. The
differential equation to be solved in that case is given by:
∂2zV0 + ∂z ln
∣∣∣e−φ√−GGzzG00∣∣∣ ∂zV0 − G11
Gzz
k2V0 = 0, (36)
which does not alter the expression for F0 (44) nor the fact that V0 should vanish at the horizon z = zh, as we explain further on.
8where
Xt3 = e
−φ√−GG00G33, (40)
Xtz = e
−φ√−GG00Gzz. (41)
Integrating leads to
Xtz∂zF0 = C1. (42)
The third term in the differential equation (37) has a simple pole at z = zh. This requires V0(zh) = 0 at every order in k2.
Hence, we can integrate once more and obtain9
F0(z) = C1
∫ z
zh
dz
Xtz
. (44)
Finally, for χ, one finds the closed expression10
χ =
Nc
6pi2
1
L
∫ zh
0
dz
e−cz2
√−GG00Gzz
=
Nc
6pi2
1
L
∫ zh
0
dz
e−cz2
√
L10
z10
+L
6
z6
D¯2 z
4
L4
, (45)
as a consequence of the real-time AdS/CFT correspondence set out in [122, 123], see also [124], which leads in our case to
χ =
Nc
6pi2
lim
z→0
<
[
1
z
∂zV0
V0
]
. (46)
For the necessary underlying details about the application of the real-time AdS/CFT PSS dictionary to our model, let us refer to
[1], as the steps leading to (45) are rather analogous to those worked out there.
For c = 2.43 GeV2, the quark number susceptibility one finds has the shape shown in Figure 1. For the record, all shown
quantities in this and the following figures are expressed in appropriate units of GeV.
Note that we extended the figures also for temperatures below tc (or Tc) to gain intuition how the charmonia react to the
full range of temperatures (modeled by the black hole geometry), although strictly speaking we should resort to the confined
spacetime at lower temperatures.
Its behavior as a function of temperature T for various values of qB is shown in Figure 2. Note that for large values of T , the
behavior is independent of qB, as expected indeed. The quark number susceptibility has the characteristic ∼ T 2 behavior for
large T in the deconfinement regime. The soft wall model as it is, is incapable of producing a maximum of this curve around Tc.
However, for larger values of the background magnetic field qB, a very pronounced maximum emerges automatically. It is also
interesting to compare the results given here to those of free fermions interacting with a background magnetic field (32) (which
should be a good approximation in the UV T → +∞ limit) (Figure 3) [125, 126].
And indeed, the large T region agrees with the free-field computations one finds for equation (32). We note that this agreement
is a non-trivial consequence of correctly accounting for all of the prefactors in the soft-wall action (9) we started with; it is a
consistency check on the various normalizations. From these Figures, it is also apparent that the characteristic peak we find
holographically at higher values of qB is absent in the free-field (UV) approximation.
For qB = 0, one can perform the integral in (45) analytically:
χ =
Nc
6pi2
2c
(ecz
2
h − 1) , (47)
agreeing with the result obtained earlier in [127].
9 Higher order terms in this series will not be needed, but can be determined. They all need to vanish at z = zh and are given explicitly by
Fkn (z) = C2
∫ z
zh
dzn+1
Xtz(zn+1)
∫ zn+1
zh
Xt3(zn)dzn
∫ zn
zh
1
Xtz(zn−1)
dzn−1
∫ zn−2
zh
Xt3(zn−2)dzn−2 . . .
∫ z2
zh
1
Xtz(z1)
dz1. (43)
These functions satisfy Fkn (zh) = 0, ∂zFk2 (zh) 6= 0, ∂zFkn (zh) = 0. The differential equation then implies that V0 at higher orders in k2 has a
degenerate zero at z = zh, whereas V0 at lowest order has only a simple zero.
10 Note that this result is actually independent of the AdS length scale L, as it should be. We defined the quantity D¯ = 4piα
′qB
3
.
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FIG. 1. Quark number susceptibility χ as a function of applied mag-
netic field. Red: t = 0.11, yellow: t = 0.13, green: t = 0.14, blue:
t = 0.15.
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FIG. 2. Quark number susceptibility χ divided by T 2 as a function of
temperature for various values of the magnetic field. Red: qB = 0
GeV2, orange: qB = 0.1 GeV2, yellow: qB = 0.2 GeV2, green:
qB = 0.3 GeV2, blue: qB = 0.4 GeV2, purple: qB = 0.5 GeV2.
The dashed vertical line shows the deconfinement temperature Tc =
0.191 GeV [112] above which we should follow these curves.
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FIG. 3. Comparison of χ/T 2 of the holographic result (full line) with the free fermion result of equation (32) (dashed line). Left Figure:
qB = 0. Middle Figure: qB = 0.25 GeV2. Right Figure: qB = 0.5 GeV2.
For large qB, one can approximate (45) by11
χ ≈ − Nc
6pi2
2
<Ei(1,−cz2h)
4piα′qB
3L2
. (48)
Linear behavior in qB is apparent in Figure 1 and the coefficient agrees with the one from the numerical integration displayed in
Figure 1 for large qB. Here, we have set `s =
√
α′ ≈ 2.29L, as it was fixed in our previous paper [1] by making a comparison
with the lattice Polyakov loop. We will have to say more about the determination of α′ later on.
2. Numerical solution via the ordinary differential equation for ω = 0
As an alternative to the hydrodynamic expansion, one can also numerically solve the differential equation. Here we present
some of the details if one proceeds along this path, more can be found in [1]. In the current case, the differential equation to be
solved is
∂2zV0 + ∂z ln
∣∣∣e−φ√−GGzzG00∣∣∣ ∂zV0 − G33
Gzz
k2V0 = 0. (49)
11 By neglecting the first term in the square root in the denominator compared to the second term. This is not fully trivial as the integral over z ranges all the
way to 0 where the first term dominates. It turns out however that the largest contribution comes from the integration region close to zh.
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A Frobenius analysis around the boundary z =  shows that
Φ1() = 1, Φ
′
1() = k
2 ln(), (50)
Φ2() = 
2, Φ2() = 2. (51)
Around the horizon z = zh, one finds instead
Φ1() ∼
(
1− z
zh
)
, (52)
Φ2() ∼ 1 + C
(
1− z
zh
)
ln
(
1− z
zh
)
. (53)
Unlike the case when ω 6= 0, for which one imposes the real-time ingoing boundary condition at the horizon [122, 123], one
cannot apply this condition in this case. Instead, as in the Euclidean case, we demand regularity at the horizon. While both
solutions do not diverge themselves at the horizon, Φ2 has divergent derivatives and we discard it. From a different perspective,
we argued in the previous Section that the correct solution should vanish at the horizon, requiring us to eliminate Φ2 indeed.
One readily finds agreement between the χ determined numerically by solving this ODE, and the value of χ found using the
hydrodynamic expansion previously.
C. Deconfinement transition from the quark number susceptibility
Since one expects a rapid change in the fluctuations of the heavy quark number across deconfinement (∼ the liberation of the
charm quarks previously bound in heavy hadrons) [128], we can extract the critical temperature Tc(B), following e.g. [57, 129]
by determining the inflection point of χ/T 2 as a function of T . From Figure 2 we already observe that Tc(B) drops with
magnetic field, in accordance with the lattice predictions of [57]. The numerics are displayed in Figure 4.
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FIG. 4. Deconfinement temperature Tc determined as the inflection point of the χ/T 2 curve.
It is interesting to note that we find evidence for the inverse magnetic catalysis for Tc using the original soft wall model,
i.e. without taking into account the backreaction of the magnetic field on the metric, which would correspond on the QCD side
to the charged quarks coupling the magnetic field indirectly to the uncharged glue.
IV. HEAVY QUARK DIFFUSION FROM THE SPECTRAL FUNCTION APPROACH
In our previous paper, [1], we already computed the quantity Dχ along and perpendicular to the magnetic field. We did this
again both numerically (as a spin-off of analyzing the spectral functions) and analytically (using a hydrodynamic expansion).
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The results can be written down analytically as:
χD‖ =
Nc
6pi
e−cz
2
h
zhpi
√
1 +
16pi2(2.29)4z4h
9
(qB)2, (54)
χD⊥ =
Nc
6pi
e−cz
2
h
zhpi
1√
1 +
16pi2(2.29)4z4h
9 (qB)
2
. (55)
So, recuperating these results and dividing χD by the newly obtained χ, one finds the heavy quark diffusion coefficients, shown
below in Figures 5 and 6.
We observe that for large qB and for diffusion parallel to the applied magnetic field, D becomes independent of qB, while
perpendicular to the applied magnetic field, D decays as 1/(qB)2 as qB becomes large enough. This is in precise agreement
with the analysis based on the Langevin equation which results in equation (3).
For small values of T , the diffusion coefficient increases with T . This however changes at higher values of T as shown
explicitly below in Figures 7 and 8.
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FIG. 5. Heavy quark diffusion coefficient for propagation parallel to
B as a function of applied magnetic field qB. Black: t = 0.13, red:
t = 0.25, orange: t = 0.35, yellow: t = 0.45, green: t = 0.55,
blue: t = 1.1, purple: t = 2.2.
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FIG. 6. Heavy quark diffusion coefficient for propagation transverse
to B as a function of applied magnetic field qB. Black: t = 0.13,
red: t = 0.25, orange: t = 0.35, yellow: t = 0.45, green: t = 0.55,
blue: t = 1.1, purple: t = 2.2.
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FIG. 7. Heavy quark diffusion coefficient for propagation parallel
to B as a function of temperature T . Black: qB = 0 GeV2, red:
qB = 0.1 GeV2, orange: qB = 0.2 GeV2, yellow: qB = 0.3
GeV2, green: qB = 0.4 GeV2, blue: qB = 0.5 GeV2.
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FIG. 8. Heavy quark diffusion coefficient for propagation transverse
to B as a function of temperature T . Black: qB = 0 GeV2, red:
qB = 0.1 GeV2, orange: qB = 0.2 GeV2, yellow: qB = 0.3
GeV2, green: qB = 0.4 GeV2, blue: qB = 0.5 GeV2.
The reason for this behavior can be understood even at qB = 0 and is an inherent feature of the soft wall model. At qB = 0,
12
the diffusion coefficient can be easily computed analytically:
D = D⊥ = D‖ =
1− e−cz2h
2zhc
. (56)
For t small, we have D ∼ Tc , whereas for T large, one finds D ∼ 1T . The turning point of this behaviour is around t ≈ 0.3,
about three times the deconfinement temperature. N = 4 SYM has D ∼ 1T throughout the entire temperature range, due to
conformal invariance. In the high temperature regime, all mass scales are negligible, and it is natural we agree with the SYM
story. Even more so since we are working in the quenched approximation and the glue sectors of N = 4 SYM and QCD are
identical.
It is necessary thatD → 0 as T → 0 since the black hole then disappears, and we are reduced to the confining phase at T = 0.
Since the temperature does not figure in any of the holographic 2-point correlators in the thermal gas phase, this is the result of
the confining phase at any T . And since we also expect, from the QCD viewpoint, that D = 0 at low temperatures since no free
quarks exist anymore in the confining phase, we can foresee the T → 0 limit in the black hole phase to yield D = 0, a property
that is indeed borne out when including the soft wall. In the SYM case (c → 0), the theory is in the deconfining phase for any
T , and a similar criterion does not exist.
It was explained in [130] that a behavior of D → +∞ as T → 0 actually comes from the absence of a diffusive regime; the
particle only experiences the ballistic regime for which effectively D → +∞. This works fine as long as no confinement sets
in. If it does, then this regime is inaccessible as the heavy quark will get bound in a color invariant state before moving in the
thermal medium.
Note that in a magnetic field, the above behavior ofN = 4 SYM changes dramatically: D → 0 now as T → 0, check (60) in the
next Section. This can be understood from physical intuition as well, as the magnetic field forces the charged particle to follow a
helical trajectory, preventing its ballistic escape, and causing D to effectively vanish in this case. Again in a more realistic QCD
scenario, also this feature should be absent as the colored particle will still get confined in hadrons instead. We conclude that the
soft wall is hence crucial for obtaining a behavior in tune with expectations from a realistic thermal theory with (de)confinement
features, such as QCD.
One further notices that at high T , the curves flatten out. High temperature washes out the influence of the magnetic field, as
expected. This is also corroborated from a Langevin analysis, where one expects the friction coefficient to scale as γ ∼ T 2, and
hence the B-dependent contribution becomes negligible for large T as it becomes apparent from (3). The high-temperature limit
has universal behavior:
χ =
Nc
3
T 2, D‖ = D⊥ =
1
2piT
. (57)
For small T , the relevant quantities behave as
χ ∼ ce−cz2h , D ∼ T
c
, qB = 0, (58)
χ ∼ cz2he−cz
2
hqB, D‖ ∼ T
c
, D⊥ ∼ T
5
c(qB)2
, qB 6= 0, (59)
as can be seen in Figures 7 and 8.
For later comparison with a stringy calculation of the diffusion, we can also formally take the c→ 0 limit, with results shown
in Figures 9 and 10. On the other hand, the heavy quark mass itself is modeled in through c, so taking the limit c→ 0 is perhaps
not so instructive in the end.
For non-zeroB, it is yet impossible to compare to lattice estimates as these are at the moment nonexistent. Though, forB = 0,
we may make contact with the results of [131, 132]. What is apparent is that, for large T , the D ∼ 1/T behavior is violated at
least just above Tc and it seems more likely that a slower decrease (or even an increase) with T is present. As computing the
diffusion constants from a numerical lattice simulation is a highly complicated task, future improved results might further pin
down the temperature dependence of the diffusion constants. General remarks concerning this can be found in [133]. There is
general consensus that at least D should be not much larger than 1/T in order to accommodate for the measured elliptic flow
parameter. For the record, for B = 0, our results are compatible with an increasing D around Tc, as it is apparent from Figures 7
or 8, but given that Tc = 0.191 GeV, D is certainly not much larger than 1/Tc around Tc.
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FIG. 9. Heavy quark diffusion coefficient for c = 0 for propagation
parallel to B as a function of temperature T . Black: qB = 0 GeV2,
red: qB = 0.1 GeV2, orange: qB = 0.2 GeV2, yellow: qB = 0.3
GeV2, green: qB = 0.4 GeV2, blue: qB = 0.5 GeV2.
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 T0.00
0.05
0.10
0.15
0.20
0.25
0.30
D¦
FIG. 10. Heavy quark diffusion coefficient for c = 0 for propagation
transverse to B as a function of temperature T . Black: qB = 0
GeV2, red: qB = 0.1 GeV2, orange: qB = 0.2 GeV2, yellow:
qB = 0.3 GeV2, green: qB = 0.4 GeV2, blue: qB = 0.5 GeV2.
V. HEAVY QUARK DIFFUSION FROM THE HANGING STRING APPROACH
One of the first holographic studies of heavy quark diffusion is [104]. A holographic study, using the probe string attached to
both the boundary and the horizon, can be found in [6, 130]. This study is however restricted to the (better controlled) AdS/CFT
case (N = 4 SYM on the boundary) corresponding to letting c → 0 in the soft wall model. In [6], one obtains as the result for
D⊥:12
D⊥ =
2pi
√
λT 3
4B2 + pi2λT 4
,
√
λ =
L2
α′
(60)
which is qualitatively of the same shape as we found before using our spectral method, at least when qB is not too small. The
procedure is in some sense more in the particle language (first quantization) as the heavy quark is represented explicitly as
the endpoint of a dangling string. We on the other hand modeled the heavy quark in second quantization using the standard
holographic dictionary in the first part of this paper.
Let us have a closer look at this method that envisions a heavy quark in a thermal medium as being holographically dual to
a string suspended from the boundary into the black hole horizon (Figure 11). This classical string gets its dynamics from the
12 λ is the ’t Hooft parameter inN = 4 SYM.
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FIG. 11. Cartoon of the situation: a long string is suspended from the boundary (z = 0) to the horizon (z = zh). The Hawking–Unruh effect
creates transverse wiggles along the string that get transported back to the boundary where the endpoint experiences Brownian motion as a
result [130].
Nambu-Goto action. This action contains only the string frame metric however, and no coupling to the dilaton is present. Hence
the soft wall has no influence whatsoever on the resulting Brownian motion of the heavy quark and consequently the diffusion
coefficient is the same as inN = 4 SYM. This is of course unphysical, and this is due to the fact that the soft wall model ignores
backreaction of the wall on the metric background.
As a first remedy to this (besides of course constructing a backreacted soft wall model), one is tempted to just insert the
dilaton wall into the Nambu-Goto action and see what happens. From a top-down approach this is not correct, but from a
bottom-up approach, this makes the string worldsheet action obtain the same amount of damping as the bulk field actions would
experience.13 This is similar to what we did with the DBI-model itself: ordinarily this is constructed as the effective action
describing the embedding and gauge fields propagating on the world-volume of a D-brane. The relevant metric in this action is
again the string frame metric. But we constructed our model by including the soft wall directly in this action. Since we obtained
good results with this ansatz, it seems at least worthwhile to check what happens in the string case. An alternative approach
would be to use the alternative AdS/QCD model considered in [135, 136] and related works, in which an exponential warp
factor is present in the metric itself (and only there) with the opposite sign for the dilaton, a feature leading to an area law for
the Wilson loop, in contrast with the original wall model. Though, this “other sign dilaton” has also been met with criticism, see
[137]. Notice also that this “other sign dilaton” corresponds to a growing exponential in the action when probing deeper into the
AdS bulk. We will not further consider the latter model in the current paper.
A. Without magnetic field
We will closely follow the analysis of [6]. In general, considering a one-dimensional motion in direction XI governed by
a Langevin equation allows to extract the diffusion constant D, see e.g. [138], from the mean displacement squared. More
precisely,
D = lim
t→∞
〈(XI(t)−XI(0))2〉
2t
. (61)
We will effectively compute the quantity 〈(XI(t)−XI(0))2〉 where XI(t) corresponds to the end point of the hanging string.
The latter is described by a Nambu-Goto action, now augmented with the soft wall term as motivated before:
S = − 1
2piα′
∫
d2σe−Φ
√−det γµν (62)
≈ − 1
4piα′
∫
d2σ
√−ge−ΦgµνGIJ ∂X
I
∂xµ
∂XJ
∂xν
, (63)
13 The situation can be a bit compared with the conjectured introduction of the dilaton, including that of the soft wall model, in the Ryu-Takayanagi minimal
area prescription for holographic entanglement entropy, as proposed in [134].
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where gµν is the metric in the (t, z) plane and GIJ the metric in the remaining transverse directions. We expanded this action
for small ∂tXI(t) up to the quadratic term. The constant term in this action was dropped, and corresponds to the mass of the
string as (imposing a cut-off at z = zc  1):14
m =
1
2piα′
∫ zh
zc
dze−Φ
√
g00gzz =
1
2piα′
∫ zh
zc
dz
L2
z2
e−cz
2 ≈ L
2
2piα′zc
. (64)
The equations of motion for the transverse coordinates XI are given by
∂µ
(
gµν
√−ge−cz2GIJ∂νXJ
)
= 0, I = 1 . . . 3. (65)
Next we determine the explicit solutions to this equation in the low frequency approximation (as this will be all we need). The
following analysis is a bit technical. As a guideline, the result is that the quantum field (83), containing parameters A¯ (93) and B¯
(87), is used in the 2-point correlator (94). The reader who is not interested in the technical details can skim the next paragraphs
and continue reading from (94).
1. Mode expansion of the quantum field
Now the detailed analysis. In our case, we have
g00 = −L
2
z2
(
1− z
4
z4h
)
, gzz =
L2
z2
(
1− z4
z4h
) , √−g = L2
z2
, GIJ = δIJ
L2
z2
. (66)
For ∂0 = −iω, one finds explicitly
L2
z2
(
1− z4
z4h
)e−cz2ω2XI + ∂z (L2
z2
(
1− z
4
z4h
)
e−cz
2
∂zX
I
)
= 0. (67)
Setting ρ = zzh and ν = ωzh, this equation for a general direction φ = X
I is rewritten in dimensionless quantities as
ν2
ρ2 (1− ρ4)e
−cz2hρ2φ+ ∂ρ
(
1
ρ2
(
1− ρ4) e−ccz2hρ2∂ρφ) = 0. (68)
The horizon is at ρ = 1 and the boundary at ρ = 0 in these coordinates.
Again resorting to a low-frequency (hydrodynamic) expansion, one writes:
φ(t, ρ) = φ0(t, ρ) + νφ1(t, ρ) +O(ν2), (69)
where the solution can be readily written down as
φ0(t, ρ) = B1 +B2
∫ ρ
0
du
u2
1− u4 e
cz2hu
2
, (70)
φ1(t, ρ) = B3 +B4
∫ ρ
0
du
u2
1− u4 e
cz2hu
2
, (71)
for arbitrary integration constants B1, B2, B3 and B4. Near the horizon (ρ ≈ 1), one finds the asymptotic behavior for solutions
of (68) to be:
φ ∼ (1− ρ)± iν4 . (72)
The outgoing mode has the plus sign and the ingoing mode the minus sign:
gout = ei
ν
4 ln(1−ρ)e−iωt, (73)
gin = e−i
ν
4 ln(1−ρ)e−iωt. (74)
14 The g00 weighing of the integral represents the energy redshift at different radial locations.
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Expanding the hydrodynamic expansion (69) near the horizon, and matching these expansions, then leads to
gout/in = 1± iνe−cz2h
(
C −
∫ ρ
0
du
u2
1− u4 e
cz2hu
2
)
+O(ν2) (75)
as the low-frequency approximation to the mode that is ingoing/outgoing at the horizon, but now considered throughout the
entire space.
Here, we wrote C =
∫ 1
0
du
(
u2ecz
2
hu
2
1−u4 − e
cz2h
4(1−u)
)
as the finite term of the above integral in the ρ→ 1 expansion. The final step
is to match this to the asymptotic near-boundary modes. Expanding these functions for ρ ≈ 0, one obtains
gout/in ≈
(
1± iνe−cz2h
(
C − 1
3
ρ3 − 1
5
cz2hρ
5
)
+O(ρ7)
)
+O(ν2). (76)
Near the boundary (ρ ≈ 0), one instead finds from a Frobenius analysis of (68):
φ ∼ ρ0 or φ ∼ ρ3, (77)
leading to the series solutions15
ψ1 = ρ
3 +
6c− ν2
10
ρ5 +
(
3
7
+
3
14
c2z4h −
2
35
cz2hν
2 +
1
280
ν4
)
ρ7 +O(ρ9), (78)
ψ2 = 1 +
ν2
2
ρ2 +
(
cz2hν
2
2
− ν
4
8
)
ρ4 +O(ρ6). (79)
The ingoing and outgoing solutions then match to these solutions as
gout/in = C1ψ1 + C2ψ2, (80)
with C1 = ∓ iνe−cz
2
h
3 +O(ν2) and C2 = 1± iνe−cz
2
hC +O(ν2).
The only features of this solution we will need are the near-boundary expansion of the low-frequency asymptotics:
gout/in ≈ 1, ρ ≈ 0, (81)
∂ρg
out/in ≈ ∓iνe−cz2hρ2, ρ ≈ 0. (82)
Note that the low-frequency limit is taken before the ρ→ 0 limit; more on this below.
The mode expansion of the quantum field is given by
XI(t, z) =
∑
ω>0
[
aωfω(t, z) + a
†
ωf
∗
ω(t, z)
]
, (83)
where each mode is given by
fω(t, z) = A¯
[
gout(z) + B¯gin(z)
]
e−iωt. (84)
From this, we can identify the position of the heavy quark with the endpoint of the string, viz.
XI(t) = XI(t, ρc) (85)
upon switching to the ρ coordinate.
The factor B¯ can be determined by imposing Neumann boundary conditions at the holographic boundary if no boundary
magnetic field is present. Let us first sketch the derivation in this case.
It is important to clarify what the order of the limits is. If one takes ρc → 0 first, then this leads to B¯ being a phase:
B¯ = −∂ρg
out(t, 0)
∂ρgin(t, 0)
= −1 + iνCe
−cz2h
1− iνCe−cz2h . (86)
15 The coefficient of the logarithmic series happens to vanish.
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However, ρc has to be small but non-zero in order to have a finite-mass heavy quark. So other limits (such as the small frequency
limit) have to be taken first. With this knowledge, B¯ is instead given by
B¯ = −∂ρg
out(t, ρc)
∂ρgin(t, ρc)
= − iνe
−cz2hρ2c
−iνe−cz2hρ2c
+O(ν) = 1 +O(ν). (87)
Additionally imposing Neumann boundary conditions at ρ = 1 − , close to the horizon, discretizes the spectrum, and one
finds B¯ = iν/2. This then, in turn, leads to a discretization of the spectrum with:
∆ν =
4pi
ln(1/)
, (88)
or, by restoring the units (rescaling by zh),
∆ω =
4pi2
β ln(1/)
, β =
1
T
. (89)
As a consequence, we have ∑
ω>0
→ ln(1/) β
4pi2
∫ ∞
0
dω for → 0. (90)
The prefactor A¯ can now be determined by imposing canonical normalization of the fields. The Klein-Gordon inner product in
this case, evaluated on a constant t-slice is given by:
(f, g) = − i
2piα′
∫
dz
√−ge−Φ ∣∣g00∣∣ L2
z2
(f∂0g
∗ − ∂0fg∗) . (91)
If we normalize the mode functions such that (fω, fω) = 1, then the canonical quantization yields
[φ(t,x), pi(t,y)] = iδ(x− y) ⇐⇒
[
aω, a
†
ω′
]
= δω,ω′ . (92)
In our case, the constant A¯ is then found as
ω
2piα′
L2
zh
ln(1/)
∣∣A¯∣∣2 e−cz2h = 1. (93)
To obtain this result, we took into account that the main contribution to the integral (91) arises from the logarithmic (infrared)
near-horizon divergence, regularized by . The UV singularity from z = 0 is cut-off in a natural way by zc, which is directly
related to the heavy quark mass. Although we will not consider this limit here, the static limit (corresponding to an infinitely
heavy quark) should from this perspective only be taken at the very end, to maintain the dominance of the near-horizon. This is
similar to the previously discussed order of limits.
2. Diffusion coefficient
The standard commutator relation given in (92), together with the mode expansion (83) in the  → 0 limit, leads after some
algebra to
〈
: XI(t)XI(0) :
〉
=
β
4pi2
∫ ∞
0
dω
ω
2|A¯′|2 cos(ωt)
eβω − 1
∣∣gout(ρc) + B¯gin(ρc)∣∣2 (94)
for the (normal-ordered) propagator, with |A¯′|2 = ln(1/)|ωA¯|2. The quantum state (or better said, density matrix) to be used
here is the thermal ensemble, as follows by standard Hawking–Unruh arguments (see e.g. [130] for more details in this context).
From this equation, the mean displacement squared follows as
〈: (XI(t)−XI(0))2 :〉 = 2β
pi2
∫ ∞
0
dω
ω
|A¯′|2 sin2(ωt/2)
eβω − 1
∣∣gout(ρc) + B¯gin(ρc)∣∣2 . (95)
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As the integral for t→∞ is dominated by small ω, one finds that∫ ∞
0
dω
ω
sin2(ωt/2)
eβω − 1 →
pi
4
t
β
for t→∞, (96)
so that, essentially, up to a prefactor, the diffusion constant D is determined by the value of
∣∣gout(ρc) + B¯gin(ρc)∣∣2. This was
precisely the reason it was sufficient to only consider the low frequency approximation to the mode solutions.
In the low-frequency limit, one obtains ∣∣gout + B¯gin∣∣2 ≈ 4 +O(ν) (97)
since gin/out ≈ 1 and B¯ ≈ 1, the only appearance of the soft wall in this entire computation, would come from A¯′, and would
hence only multiply the final correlator with ecz
2
h . The diffusion coefficient is hence given by
D = Dc=0e
cz2h =
2α′
piL2T
e
c
pi2T2 , (98)
and is hence larger than when c = 0. An intuitive explanation is as follows. Close to the horizon, the Nambu-Goto action attains
an effective string tension τeff ∼ τe−cz2h . As the string tension decreases, the string becomes floppier, and fluctuations have
larger amplitudes. Hence diffusion proceeds easier.
It is to be remarked that at high temperatures (zh → 0), the hanging string and the spectral function approach (discussed in
previous Sections) obviously agree. At low temperature however, the results disagree, where we previously found that D ∼ T/c
at low temperatures. This can be understood since the hanging string picture requires us to treat the heavy quark in a first-
quantized fashion and for very large mass. The spectral function approach on the other hand seems better suited for quark
masses that are not arbitrarily large.
B. With magnetic field
Next, we introduce the magnetic field. The Neumann boundary condition at ρ = 0 then gets modified into mixed boundary
conditions, see [6],
√−g00
√
gzzGIJ∂zX
J = 2piα′FIJ∂tXJ . (99)
This corresponds to a Lorentz force acting on the (charged) end point of the string.
Also here, we will put the magnetic field along the spatial 3-direction. As there is no influence of such a field on the motion
along this direction, we only need to consider diffusion in the remaining transverse (1, 2) directions. Note that this is already a
difference with our previous spectral function approach, where we found a non-trivial influence on both D‖ and D⊥. One finds
here:16 (
1− z
4
z4h
)
L2
z2
∂zX1
∣∣∣∣
z=
= 2piα′B(−iω)X2|z= , (100)(
1− z
4
z4h
)
L2
z2
∂zX2
∣∣∣∣
z=
= −2piα′B(−iω)X1|z= . (101)
which can be diagonalized using X± = X1 ± iX2:(
1− z
4
z4h
)
L2
z2
∂zX+
∣∣∣∣
z=
= −2piα′BωX+|z= , (102)(
1− z
4
z4h
)
L2
z2
∂zX−
∣∣∣∣
z=
= 2piα′BωX−|z= . (103)
16 In fact, to be precise we would have to replace here B → 2
3
qB to include the charge of the charm quark, but we will not do so for the sake of notational
convenience.
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Both X± then satisfy the above mode decompositions, and can be treated as elementary quantum fields.
A completely similar analysis as before applies now. Using the near-boundary asymptotics, one finds that (97) gets modified
in the low-frequency regime:17 ∣∣1 + B¯±∣∣2 = 4L4pi2T 4e−2cz2h
L4pi2T 4e−2cz2h + 4α′2B2
. (104)
Hence, in the end, the (transverse) diffusion coefficient one finds will be of the form:18
D⊥ = 2pi
α′L2T 3e−cz
2
h
L4pi2T 4e−2cz2h + 4α′2B2
, (105)
implying in this case, that as T → 0, D⊥ → 0 as well, unless B = 0 in which case D⊥ diverges again at zero temperature. Note
that the low-temperature region of this equation is again an extrapolation as one should actually resort to the confined geometry
in this case. This remark also holds for the Figure we present below.
To compare this result with the spectral function result (55), we need to fix α′/L2. A priori, we are not guaranteed that this ratio
is the same as before, as we took an entirely different starting point. For B = 0 and at high temperature, we find that (105)
reduces to D⊥ → 2α′L2T , agreeing with (56) as D⊥ → 1/(2piT ) provided α′/L2 = 1/4, and hence this is the value we choose
here.
For B 6= 0, the qualitative shape of D(T,B) agrees with the previous spectral function approach, and is shown in Figure 12.
FIG. 12. Transverse quark diffusion constant as a function of both B and T using the hanging string method for α′/L2 = 1/4.
As a conclusion on this comparison, when B 6= 0, the results of the spectral approach and the hanging string method are in
qualitative agreement, while for B = 0, the results differ. Our spectral function approach makes the B = 0 regime connect
smoothly to the B 6= 0 regime, while the hanging string method does not have this feature.
VI. INDIRECT (MEDIUM) EFFECTS ON ANISOTROPIC DIFFUSION IN A MAGNETIC FIELD
So far, we only took into account the direct effect of the magnetic field —via its coupling to the charged heavy quark— on the
diffusion. As already mentioned in the introduction, the magnetic field will also affect the medium the heavy quark thermalizes
in. It would hence be instructive if we could include such indirect effect as well in our methodology. Therefore, we will stretch
the original philosophy of the original soft wall model to the magnetic case: we introduce by hand a dilaton on top of the
magnetic AdS5 metric. For our current purposes, we are only interested in the black hole case. That metric, at leading order in
B, was explicitly constructed by D’Hoker and Kraus in [113, 114] and reads
ds2bh =
L
z2
(
−f(z)dt2 + q(z)dx23 + h(z)
(
dx21 + dx
2
2
)
+
dz2
f(z)
)
+O(B4), (106)
17 For two different coefficients B¯± associated to X± [6].
18 The c→ 0 limit agrees with (60) as it should.
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Spectral function (second quantization) Hanging string (first quantization)
Direct AdS + DBI soft wall Lorentz force on boundary + soft wall
Indirect D’Hoker-Kraus metric + soft wall D’Hoker-Kraus metric + soft wall
TABLE I. We distinguish the direct (Lorentz force) and indirect (thermal medium) influence of the magnetic field. Moreover, a second
quantized spectral approach or a first quantized suspended string approach is possible, leading to 4 different calculations.
with the form factors given by
f(z) = 1− z
4
z4h
+
2
3
B2z4
L2
ln
(
z
`d
)
+O(B4), (107)
q(z) = 1 +
8
3
B2
L2
∫ 1/z
+∞
dx
ln(zhx)
x3
(
x2 − 1
z4hx
2
) +O(B4), (108)
h(z) = 1− 4
3
B2
L2
∫ 1/z
+∞
dx
ln(zhx)
x3
(
x2 − 1
z4hx
2
) +O(B4). (109)
The function f(z) contains an extra length parameter `d that is a priori a completely independent scale in the problem: for any
choice of `d, Einstein’s equations of motion are fulfilled with a constant magnetic field up to order B2. Though, as already
discussed in [70], `d drops out at the end as it can be reexpressed in terms of the black hole horizon location Zh (see also later).
The factor of zh in ln(zhx) is chosen such that no singularity is encountered at z = zh.
A schematic overview of what we will do next is presented in the bottom line of Table I. At the end, we will combine and
compare the direct and indirect effects.
A. Spectral method in D’Hoker-Kraus metric
The temperature is related to the horizon location ZH and the magnetic field as [70]
T =
1
4pi
∣∣∣∣ 4ZH − 23 B
2
L2
Z3H
∣∣∣∣ , (110)
which can be inverted as a power series in B:
ZH =
1
piT
− 1
6pi5T 5
B2
L2
+O(B4). (111)
We note that the physical magnetic field qB is given by qB1.6 = BL , as discussed in [70] by imposing a physical QCD normalization
for the boundary magnetic field. The computations of χ andD are the same as in Sections III and IV, but taking the above metric
(106) instead. This leads to the heavy quark susceptibility:
χ =
Nc
6pi2
1∫ ZH
0
dzzecz2
=
Nc
6pi2
2c
ecZ
2
H − 1 . (112)
The validity of the perturbation series in B is clearly visible here, as χ becomes divergent when B = 1.6√6pi2T 2, requiring B
to be (much) smaller than this. The correctly normalized diffusion coefficients can then be obtained as
χD‖ =
Nc
6pi
e−cZ
2
H
ZHpi
1
q(ZH)
, (113)
χD⊥ =
Nc
6pi
e−cZ
2
H
ZHpi
1
h(ZH)
, (114)
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with the metric warp functions expanded in B as:
q(ZH) = 1 +
8
3
B2
L2
∫ piT
+∞
dx
ln( xpiT )
x3(x2 − pi4T 4x2 )
+O(B4) = 1− 8
3
B2
L2
pi2
96(piT )4
+O(B4), (115)
h(ZH) = 1− 4
3
B2
L2
∫ piT
+∞
dx
ln( xpiT )
x3(x2 − pi4T 4x2 )
+O(B4) = 1 + 4
3
B2
L2
pi2
96(piT )4
+O(B4). (116)
This already leads to
D‖
D⊥
= 1 +
1
24pi2T 4
B2
L2
= 1 +
1
24pi21.62
(qB)2
T 4
, (117)
very analogous to the direct effect (5). This ratio is independent of c, so it equally holds in N = 4 SYM, but with a different
link between B and qB as given in [114]. Note that the signs in the functions q and h are crucial to obtain this behavior. The
result (117) is fully compatible with the static quark limit of the generic analysis presented in [108].
We have consistently dropped throughout a 3-determinant
√
G ∼ O(B4) containing only the metric in the 1, 2, 3 directions,
after stripping the L2/z2 overall prefactors that is. Eventually, one finds
D‖ =
1− e−cZ2H
2cZH
1
q(ZH)
, (118)
D⊥ =
1− e−cZ2H
2cZH
1
h(ZH)
. (119)
This is formally the product of the earlier B = 0 result (56), multiplied by the (inverse) warp factor q(ZH) or h(ZH). This can
be understood by rescaling the transverse coordinates on the horizon as e.g. xinew =
√
qi(ZH)x
i
old for which x
i
new is of the
standard form and whose D = Dnew was hence determined earlier. Then noting that Di ∼
〈
xixi
〉
, one obtains Dold = Dnewqi(ZH)
indeed.
At lowest order in the B-expansion, including the DBI soft wall (11) in the D’Hoker-Kraus metric merely amounts to summing
both effects (as the DBI reduces to Maxwell at lowest order, the EOMs are still satisfied to the relevant order in B); alternatively
one multiplies the above diffusion coefficients by the square root factor we considered earlier.
B. Hanging string method in D’Hoker-Kraus metric
The near-horizon expansion starts with
φ ∼
(
1− z
Zh
)± iω|f′(Zh)|
(120)
and the low-frequency expansion of the field contains
φ = B1 +B2
∫ z
0
du
u2ecu
2
L2q(u)f(u)
(121)
for the parallel case, and a similar expression for the perpendicular case with q(u) replaced with h(u).
The remainder of the derivation is completely analogous with the salient point being that the important contribution comes
from differentiating this expression thrice (the ∼ ρ3 contribution). In the end this again leads to the coefficient B = 1 +O(ν).
The near-horizon integral over the KG inner product does contain a factor proportional to 1/f ′(ZH), but
f ′(ZH) = − 4
ZH
+
2
3
B2
1.62
Z3H +O(B4) = −
4
ZH
+O(B4) (122)
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and it is hence the same with and without B-field, up to the relevant order.
(f, g) = − i
2piα′
∫
dz
√−ge−Φ ∣∣g00∣∣ L2
z2
qI (f∂0g
∗ − ∂0fg∗) . (123)
Finally, we obtain:
D‖ = Dc=0ecZ
2
H =
2α′ZH
L2
ecZ
2
H
1
q(ZH)
, (124)
D⊥ = Dc=0ecZ
2
H =
2α′ZH
L2
ecZ
2
H
1
h(ZH)
, (125)
which hence feels the magnetic field due to the shift in the horizon location.
Since ZH shrinks with increasing B, transverse diffusion decreases with increasing magnetic field. Longitudinal diffusion has
two competing effects, as before.
These equations differ from the spectral method (118) and (119) in general, but they approach one another when T becomes
larger than the scale set by c, provided α′/L2 = 1/4. If c = 0, then both formulas manifestly agree everywhere, provided
α′/L2 = 1/4.
This expression is not useable to analyze what happens as T → 0 when including the magnetic field, as the perturbative
expansion breaks down beforehand.
C. N = 4 SYM and the hanging string method
Setting c = 0, one finds the SYM model again. As in this case, the D’Hoker-Kraus metric is an exact dual one, it is worthwhile
to compare the direct with indirect influence of the magnetic field in this case, and test the argument of [93] that the indirect
diffusion should be more important.
The direct diffusion coefficients are given by Brownian diffusion as in (60):
D⊥ =
2piα′L2T 3
4α′2B2 + pi2L4T 4
=
2α′
piL2T
− α
′3
L6
8
pi3T 5
B2 +O(B4), D‖ = 0, (126)
whereas the indirect effect yields (setting c = 0 in (124), (125)):
D⊥ =
2α′
piL2T
− 1
36pi3T 5
α′
L2
(qB)2
1.62
+O(B4), D‖ = 2α
′
piL2T
+
1
18pi3T 5
α′
L2
(qB)2
1.62
+O(B4). (127)
As the direct effect contains additional (inverse) factors of the ’t Hooft coupling 1√
λ
= α
′
L2 which in N = 4 SYM is assumed
small, the indirect effect is indeed parametrically much larger here, by choice of strongly coupled regime where holography is
trustworthy.
We will refrain from doing such an explicit comparison in the dual model(s) of QCD, as no immediate dictionary entry exists
in this case, clouding the exact equivalence between the spectral and stringy approach to diffusion. The ratio α
′
L2 has to be
determined case by case, as we did here. Although this might appear unsatisfactory from the quantitative viewpoint (which it
is), it is at least reassuring that both independent studies of the diffusion coefficients do match qualitatively.
VII. DISCUSSION
In this paper, we continued the research started in [1] about how charmonium will react to the introduction of a strong magnetic
field. We utilized a relatively simple holographic QCD model, viz. the soft wall model, suitably adapted to take into account
the coupling of the magnetic field to the constituent charm quarks. We analyzed the charm number susceptibility and (position)
diffusion constants, which naturally split into a transverse and longitudinal component relative to the applied magnetic field.
Our findings support a more distinct diffusion along the magnetic field direction compared to the perpendicular ones and hence
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strongly coupled heavy quarks in strong magnetic fields behave qualitatively the same as in the weakly coupled description: their
diffusion perpendicular to the magnetic field is obstructed, and the particles hence spiral around the magnetic field lines, just like
classical particles are expected to do. From the susceptibility, we were also able to derive a new estimate for the deconfinement
transition temperature, obtaining further evidence for the inverse magnetic catalysis phenomenon. Comparisons with free-field
(thanks to asymptotic freedom kicking in) results were also made.
We first used the real time AdS/CFT prescription to obtain the aforementioned transport coefficients, in a second part of the
paper we corroborated these from an independent methodology, based on a modeling of a heavy quark via a hanging string
in the soft wall bulk. The agreement was qualitative and we did not refrain from discussing the differences between the two
approaches.
The two methods we presented, the spectral function approach vs. the hanging string method, were dealt with using a separate
string length α′/L2. To our understanding, there is no a priori proof why both methods should give the same diffusion constants.
In practice, this can only be firmly tested for models with an exactly known string dual. Quite surprisingly, even for N = 4
SYM, there is a striking mismatch, namely one finds
DN=4spectral =
1
2piT
, DN=4string =
2
pi
√
λT
, (128)
see for example [139, (4.2)] and [130, (3.12)]. Both results disagree unless, again, α′/L2 = 1/4. We do not have much
insights to offer as to why there is an in principle very large discrepancy between the two results (128) given the presence of the
assumedly small ’t Hooft coupling λ. Although one can argue that the stringy computation is only valid for extremely heavy
quarks, making it non-relativistic [130], the spectral approach is not suffering from this drawback. Also, to our understanding, the
stringy computation a priori assumes a Langevin description, since the diffusion constant is read off from the mean displacement
squared, (61). In the spectral approach, one does not have to rely on Langevin assumptions and the as such obtained transport
coefficients can in principle be used to test the validity of a Langevin description for a strongly interacting quark-gluon plasma.
Let us remind here that the Kubo (spectral) formalism is also what is used at the level of lattice QCD simulations to extract
transport coefficients.
For the current QCD wall analysis, we must be pragmatic and hence the matching procedure from where we can start the
analysis for non-zero B. This naturally leads to a relatively small α′ value. As a pro, this is compatible with general intuition
from the gauge-gravity correspondence where α
′
L2 =
1√
λ
= 1√
g2N
is supposedly small, this to suppress stringy corrections to
the geometry. As a con, it is known that considerably larger values for α′ are sometimes required to get reasonable values for
the Polyakov (or Wilson) loop when matching these to their (lattice) QCD counterparts, see e.g. [135, 136, 140, 141]. The other
standard AdS/CFT parameter constraint,N  1 to suppress the quantum corrections, is also “stretched” when considering QCD
with N = 3.
We emphasize again that our model is definitely not perfect, but it does seem to provide qualitative guidelines that more
sophisticated models could analyze more deeply. In that regard, the model should be thought of as a natural extension of the
original soft wall model to include magnetic fields within the same phenomenological setting. Combining the results here with
those in our previous work, we believe we have demonstrated that the results obtained with this model are indeed in plausible
agreement with what one would expect from QCD. Several alleys for improvement are open. We already mentioned in the
introduction the (much harder to handle) influence the magnetic field can have on the medium itself and thence the indirect
influence on heavy quark motion in that medium. In the current holographic model paper, we remedied that for by including
magnetic field effects in the dual metric by following the magnetized soft wall setup of [70]. An improvement would consist out
of constructing a self-consistent wall model with magnetic field included. The latter would probably also allow a more profound
comparison between the spectral and hanging string method if the confinement behavior is properly present in the metric without
having to jeopardize the underlying gravitational equations of motion. Such set-up might also be helpful to get a better handle
on how to treat/fix the string length (or α′) in relation to QCD parameters. Another point where things can be improved is in the
description of the holographic charmonium properties, next to the mass also the (thermal) width etc, when compared to QCD,
as discussed in [22, 142].19 Work along these lines is in progress and will be reported about in the future.
19 In [142], an improved phenomenological dilaton ansatz was imposed on top of the D’Hoker–Kraus metric, while maintaining the Maxwell–Einstein–Hilbert
action. This corresponds to a study of the indirect medium effects, as the direct coupling of the magnetic field to the charged constituents is ignored.
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Appendix A: Diffusion in an anisotropic medium
We provide here some details about the diffusion coefficients in anisotropic media.
Firstly, to lowest order in density fluctuations, diffusion is governed by Fick’s second law,
∂tn = ∇ (·D · ∇n) , (A1)
where D is a 3× 3 rank 2 tensor: the diffusion matrix.
By definition, the retarded Green function of the conserved currents is given by
GRµν(ω,k) := −i
∫
dt
∫
dV eik·xe−iωtθ(t) 〈[Jµ(t,x), Jν(0,0)]〉β . (A2)
Combining linear response theory with the above anisotropic diffusion equation, one obtains analogously as in the isotropic case
[115, 116] the following link between the retarded Green function and the diffusion matrix:
GR00(ω,k) = −χ (k ·D · k)
(k ·D · k) + iω
ω2 + (k ·D · k)2 . (A3)
Taking the real part of this equation, one immediately finds agreement with expression (28). Current conservation ∂µJµ = 0 of
the currents allows this expression to be rewritten as
klGRlmk
m
ω2
= −χ (k ·D · k) (k ·D · k) + iω
ω2 + (k ·D · k)2 . (A4)
As this expression must hold for any sufficiently small k, one immediately reads off that
Dij = − lim
ω→0
1
χ
=GRij(ω,0)
ω
. (A5)
In our specific case, the diffusion matrix is anisotropic but diagonal due to a lack of off-diagonal coupling terms in the La-
grangian, and we denote Di := Dii. Note finally that as long as ω 6= 0, the point k = 0 is a regular point of the function
GRij(ω,k), as the above equality (A4) demonstrates, implying that no funny business happens as one changes the “direction of
approach” in taking the k→ 0 limit. Of course, this does happen when swapping the ω → 0 limit with the k→ 0 limit.
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