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Resumen
Relajación no colisional y a tiempos largos de flujos
zonales en dispositivos de fusión toroidales
Los dispositivos más prometedores para la producción de energía de fusión
por confinamiento magnético son los tokamaks y stellarators. Aunque estos
conceptos han sido estudiados durante décadas, hay cuestiones importantes
que siguen sin entenderse. Una de estas cuestiones está relacionada con la
degradación del confinamiento debido al transporte turbulento de partículas
y energía producido por las microinestabilidades en el plasma. Por lo tanto,
la comprensión de la física que se esconde detrás de los mecanismos que
controlan estas inestabilidades es de crucial importancia para el desarrollo
de futuros reactores de fusión.
La reducción del transporte turbulento gracias a la acción de los flujos
zonales, tanto en tokamaks como en stellarators, es un fenómeno conocido.
Estos flujos están asociados a perturbaciones de potencial electrostático con-
stantes en superficies de flujo y que tienen una estructura radial. Aunque la
interacción entre la turbulencia y los flujos zonales es un proceso no lineal, el
estudio de su relajación lineal proporciona una información muy útil sobre el
problema y es interesante por varios motivos: Desde el punto de vista teórico,
el proceso de relajación de una perturbación zonal puede describirse usando
ecuaciones precisas y relativamente sencillas; podemos encontrar aproxima-
ciones semianalíticas para entender mejor el problema físico y los resultados
de las simulaciones girocinéticas; algunas de las magnitudes asociadas con el
problema lineal son relevantes experimentalmente, por ejemplo la frecuencia
de oscilación y los tiempos de decaimiento característicos.
Rosenbluth y Hinton estudiaron la evolución de una perturbación inicial
de potencial zonal con número de onda pequeño en geometría de tokamak,
mostrando que la perturbación no se amortigua completamente por procesos
no colisionales sino que alcanza un valor finito a largo plazo, conocido como
el nivel residual.
Recientemente, el análisis del problema se ha extendido a stellarators,
aunque el nivel residual se ha estudiado principalmente para longitudes de
vii
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onda largas. Además, se ha demostrado que el proceso de relajación en los
stellarators exhibe un rasgo característico, no presente en los tokamaks: una
oscilación amortiguada. La frecuencia de esta oscilación y el nivel residual
pueden ser parámetros relevantes en la regulación del transporte turbulento
y, por tanto, su cálculo eficiente y preciso resulta de gran importancia.
En esta tesis, presentamos la derivación de las ecuaciones que describen
la evolución no colisional y a tiempos largos de una perturbación inicial zonal
en geometrías de tokamak y stellarator y para longitudes de onda arbitrarias.
A partir de estas ecuaciones obtenemos las expresiones para el nivel residual
y la frecuencia de oscilación de flujos zonales. La evaluación de dichas ex-
presiones implica integraciones en el espacio de fases que no pueden ser real-
izadas analíticamente, excepto en geometrías de tokamak simplificadas. Por
este motivo, desarrollamos el código CAS3D-K para evaluar rápida y exacta-
mente estas expresiones. Utilizamos este método semianáltico para evaluar
el nivel residual en dispositivos toroidales y comparamos nuestros cálculos
con resultados analíticos y los resultados de dos códigos girocinéticos inde-
pendientes, EUTERPE y Gene. Presentamos cálculos del nivel residual de
flujos zonales en tokamaks y stellarators para una gama más amplia de lon-
gitudes de onda que las disponibles previamente en la literatura. Calculamos
la frecuencia de flujos zonales en varios stellarators. También mostramos que
nuestra herramienta numérica es más rápida que las simulaciones girocinéti-
cas con diferencias de varios órdenes de magnitud en el tiempo de cálculo.
Finalmente, presentamos la primera evidencia experimental de la oscilación
de flujos zonales, medida en el stellarator TJ-II.
Esta tesis queda organizada de la siguiente manera:
• Capítulo 1: Presentamos los principales conceptos sobre la evolu-
ción de los flujos zonales en dispositivos de fusión por confinamiento
magnético y su relación con la reducción del transporte turbulento.
• Capítulo 2: En este capítulo describimos analíticamente la evolución
lineal y no colisional de los flujos zonales como un problema de valor
inicial. Para ello, derivamos expresiones que describen el nivel residual
en geometrías de tokamak y stellarator para longitudes de onda arbi-
trarias. También derivamos la expresión de la frecuencia de oscilación
de flujos zonales en stellarators.
• Capítulo 3: En este capítulo damos una visión general de los métodos
numéricos que se utilizan a lo largo de los siguientes capítulos. En
particular, se pone especial énfasis en el desarrollo del código CAS3D-
K relativo a la implementación de las operaciones de promediado que
se usarán en los cálculos.
• Capítulo 4: Comparamos los cálculos semianalíticos del nivel resid-
ual en tokamaks y stellarators a longitudes de onda arbitrarias frente a
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los resultados obtenidos de simulaciones con dos códigos girocinéticos
independientes: el código global EUTERPE y la versión radialmente lo-
cal de Gene. Dichas comparaciones muestran un acuerdo muy bueno.
También mostramos que los cálculos con CAS3D-K (es decir, los cálcu-
los semianalíticos) pueden ser de gran utilidad para evaluar de forma
rápida y precisa el nivel residual y para realizar validaciones de códigos
girocinéticos, especialmente en geometría de stellarator. El contenido
de este capítulo está basado en el artículo [P Monreal et al. Plasma
Physics and Controlled Fusion 58, 045018 (2016), “Residual zonal flows
in tokamaks and stellarators at arbitrary wavelengths”].
• Capítulo 5: En este capítulo se muestran cálculos semianalíticos y
girocinéticos de la frecuencia de oscilación de flujos zonales. En par-
ticular, mostramos cálculos en una serie de tokamaks con relación de
aspecto grande obtenidos con diferentes valores de rizado magnético y
en los stellarators W7-X, TJ-II y LHD. Estas son las primeras com-
paraciones entre un método semianalítico y simulaciones girocinéticas.
El contenido de este capítulo ha sido enviado recientemente para su
publicación en una revista científica y puede encontrarse en la referen-
cia [P Monreal et al. Aceptado para su publicación en Plasma Physics
and Controlled Fusion “Semianalytical calculation of the zonal-flow os-
cillation frequency in stellarators”].
• Capítulo 6: Presentamos las primeras medidas experimentales de la
oscilación de flujos zonales y su comparación con los cálculos obtenidos
a través de los métodos numéricos descritos en el Capítulo 5. Estas
comparaciones muestran en buen acuerdo, apoyando de este modo la
validez de las predicciones teóricas de la frecuencia de flujos zonales. La
mayor parte del contenido de este capítulo se encuentra en el artículo
[J A Alonso et al. Aceptado para su publicación en Physical Review
Letters, “Observation of oscillatory radial electric field relaxation in a
helical plasma”].
• Capítulo 7: En el capítulo final presentamos las conclusiones y los
principales resultados de esta tesis.

Abstract
Long-time collisionless relaxation of zonal flows in
toroidal fusion devices
The most promising devices for the production of fusion energy in magnetic
confinement are tokamaks and stellarators. Although these concepts have
been studied for decades there are important issues that remain unsolved.
One of these issues is related to the degradation of the confinement due to the
turbulent transport of particles and energy produced by the microinstabilities
in the plasma. Therefore, understanding the physics behind the mechanisms
that control these instabilities is of crucial importance for the development
of future fusion reactors.
The reduction of turbulent transport by zonal flows, in tokamaks and
stellarators, is a widely accepted phenomenon. These flows are associated to
electrostatic potential perturbations constant on flux surfaces with a radial
structure. Although the interaction between turbulence and zonal flows is a
non-linear process, the study of its linear relaxation is interesting for several
reasons: From the theory point of view, the relaxation process of a zonal
perturbation can be described using accurate and relatively easy equations;
we can find semianalytical approximations to gain insight into the physical
problem and the results from gyrokinetic simulations; some quantities asso-
ciated with the linear problem are experimentally relevant, for example the
oscillation frequency and characteristic decay times.
Rosenbluth and Hinton studied the evolution of an initial zonal potential
perturbation with small wavenumber in tokamak geometry, showing that the
perturbation is not completely damped by collisionless processes but reaches
a finite value at long times, the so-called zonal-flow residual level.
Recently, the analysis of the problem has been extended to stellarators
but the residual level has been studied mainly at long wavelengths. In addi-
tion, it has been shown that the relaxation process in stellarators exhibits a
characteristic feature, not present in tokamaks: a damped oscillation. The
frequency of this oscillation and the residual level might be relevant param-
eters in the regulation of turbulent transport, and therefore their efficient
xi
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and accurate calculation is important.
In this thesis, we present the equations that describe the long-time and
collisionless evolution of an initial zonal perturbation in tokamak and stel-
larator geometries and for arbitrary wavelengths. Then, we obtain the ex-
pressions for the residual level and the zonal-flow oscillation frequency. The
evaluation of such expressions involves phase-space integrations that cannot
be performed analytically, except in simplified tokamak geometries. For this
reason, we extend further a numerical tool to evaluate fast and accurately
these expressions, the code CAS3D-K. We use this semianalytical method to
evaluate the residual level in toroidal devices and we compare our calcula-
tions with analytical results and the results from two independent gyrokinetic
codes, EUTERPE and Gene. We provide residual zonal-flow calculations in
tokamaks and in stellarators for a wider range of wavelengths than previ-
ously available in the literature. We calculate the zonal-flow frequency in
several stellarator devices. We also show that our numerical tool is faster
than gyrokinetic simulations with differences of several orders of magnitude
in computing time. Finally, we report on the first experimental evidence of
the zonal-flow oscillation, measured in the TJ-II stellarator.
This thesis is organized as follows:
• Chapter 1: We introduce the main concepts regarding the evolution
of zonal flows in magnetic confinement fusion devices and their relation
with the reduction of turbulent transport.
• Chapter 2: In this chapter we describe analytically the linear and
collisionless evolution of zonal flows as an initial value problem. We
derive expressions for the residual zonal-flow level in tokamak and stel-
larator geometries and for arbitrary wavelengths. We also derive the
expression of the zonal-flow oscillation frequency in stellarators.
• Chapter 3: In this chapter we give an overview of the numerical
methods used throughout the following chapters. More emphasis is put
on the code developments in CAS3D-K for the implementation of the
required averaging operations that will be used in the semianalytical
calculations.
• Chapter 4: In this chapter we compare semianalytical calculations of
the residual zonal-flow level in tokamaks and stellarators at arbitrary
wavelengths against the results obtained from simulations with two
gyrokinetic codes: the global code EUTERPE and the radially local
version of Gene. The comparisons show a very good agreement. We
also show that the CAS3D-K calculations (namely, the semianalytical
calculations) can be useful to evaluate fast and accurately the residual
level and also to perform benchmarks of gyrokinetic codes, especially
in stellarator geometry. The content of this chapter is based on the
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paper [P Monreal et al. Plasma Physics and Controlled Fusion 58,
045018 (2016), “Residual zonal flows in tokamaks and stellarators at
arbitrary wavelengths”].
• Chapter 5: We show semianalytical and gyrokinetic calculations of
the zonal-flow oscillation frequency. In particular, we show calcula-
tions in a series of large aspect ratio tokamaks with different ripple
values and in the stellarators W7-X, TJ-II and LHD. These are the
first comparisons between a semianalytical method and gyrokinetic
simulations. The accuracy of the semianalytical method is checked by
comparing its results against those obtained with gyrokinetic simula-
tions. This chapter has been submitted for publication recently and
can be found in reference [P Monreal et al. Accepted for publication
in Plasma Physics and Controlled Fusion “Semianalytical calculation
of the zonal-flow oscillation frequency in stellarators”].
• Chapter 6: In this chapter, we present the first experimental mea-
surements of the zonal-flow oscillation and their comparison with cal-
culations with the numerical methods described in Chapter 5. These
comparisons show to be in good agreement, supporting the validity of
the theoretical predictions of the zonal-flow frequency. Most of the
content of this chapter is contained in the paper [J A Alonso et al.
Accepted for publication in Physical Review Letters, “Observation of
oscillatory radial electric field relaxation in a helical plasma”].
• Chapter 7: We devote the final chapter to present the conclusions




The objective of the fusion community is to produce economically viable nu-
clear fusion power plants. At the present moment, several concepts are under
investigation and in magnetic confinement fusion tokamaks and stellarators
are the most promising. These concepts have been widely studied using ex-
perimental, theoretical and numerical approaches but still today important
issues remain unsolved. One of these issues is related to the degradation of
the confinement due to anomalous transport of particles and energy which is
produced by microinstabilities in the plasma. Therefore, understanding the
mechanisms that control these instabilities and the concomitant turbulence
is crucial for the development of future fusion reactors.
Zonal flows are believed to play a fundamental role in the reduction of
anomalous transport in magnetic confinement fusion devices but the un-
derstanding of this process is still incomplete. These flows are associated to
electrostatic potential perturbations which are constant on magnetic surfaces
and have a radial dependence. In this work, we study important properties
regarding the evolution of zonal flows in tokamaks and stellarators.
1.1 Zonal flows in magnetic confinement fusion
The vast majority of devices in magnetic confinement fusion have the topo-
logical form of a torus and the magnetic field lines lie on constant pressure
surfaces. Charged particles move along these field lines describing a circular
gyration and its radius of gyration is known as the gyroradius (or “Larmor
radius”). Due to inhomogeneities of the magnetic field and the curvature of
field lines, charged particles drift across field lines and cannot be confined
unless the field lines are twisted and/or the entire torus is twisted. This
line twisting can be expressed as a combination of a toroidal (the long way
along the torus) and a poloidal (the short way around the torus) contribu-
tion. These helically twisted lines map out surfaces, which are called rational
surfaces if the lines are closed and irrational if not. This concept gives rise
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2 Chapter 1. Introduction
Figure 1.1: A zonal-flow is an electrostatic potential perturbation constant
on magnetic surfaces with a radial structure.
to the two most prominent confinement systems, tokamaks and stellarators.
An ideal tokamak is axisymmetric and the toroidal magnetic field is gen-
erated by means of external coils, an additional poloidal magnetic field com-
ponent is created by generating a toroidal current. In contrast, stellarators
are non-axisymmetric devices in which the magnetic field is mainly produced
by external coils.
Confined plasmas are in general unstable to perturbations that have a
wavelength across the magnetic field comparable to, or smaller than the
ion gyroradius, but with a wavelength along the magnetic field lines that is
comparable with the size of the device. Such instabilities are called microin-
stabilities. Microinstabilities enhance the transport of particles and energy
across the magnetic field lines, which is called turbulent transport, causing
losses of particles and energy. The most relevant microinstabilities in toroidal
plasmas are associated with drift waves [1], which take the free energy from
density and temperature gradients.
As we have already mentioned, a zonal flow is a flow associated to an elec-
trostatic perturbation constant on magnetic surfaces, which varies radially
(see Figure 1.1). These flows act to reduce the turbulent transport caused by
drift waves [2]. Whereas the reduction of turbulent transport by zonal flows
is a widely accepted phenomenon [2, 3], its quantitative understanding is still
poor. The determination of the zonal flow amplitude and turbulent trans-
port level are nonlinear questions whose answers require costly gyrokinetic
simulations. The cost grows enormously if, by means of parameter scans,
one wants to know how those quantities depend on the magnetic geometry
or the plasma conditions.
Although the generation process and the dynamics of zonal flows are
non-linear phenomena and are influenced by particle collisions, the study of
its linear evolution and in the collisionless regime is interesting for several
reasons: It is possible to carry out gyrokinetic simulations with adequate
1.1. Zonal flows in magnetic confinement fusion 3
accuracy; from the theory point of view, we can find semianalytical ap-
proximations to gain insight into the physical problem and the results from
simulations; some quantities associated with the linear problem are experi-
mentally relevant (oscillation frequency, characteristic decay times, ...).
The theory of the linear and collisionless evolution of zonal flows, being
more developed in tokamaks [4, 5, 6], is an active research topic in stellara-
tors [7, 8, 9, 10, 11, 12]. The description of the collisionless relaxation of
a zonal electrostatic potential perturbation makes use of gyrokinetics, the
kinetic theory for strongly magnetized particles that is obtained by system-
atically averaging the fast quasiperiodic gyromotion of the particles around
a magnetic field line to obtain a kinetic equation for the particles’ gyrocen-
tres. In tokamaks, Rosenbluth and Hinton [4] found that in the collisionless
limit, long wavelength zonal flows are not completely damped, but a non-zero
value is reached when t→∞, the so-called residual zonal-flow. In stellarator
research, the interest in this problem was spurred by the suggestion [13] of
a direct relation between zonal flow residual value and turbulent transport
level. In stellarators [10, 11], unlike in a tokamak, the relaxation process to
the residual value shows an oscillation, in general. This oscillation is caused
by trapped particles having non-zero bounce averaged radial drift frequency.
The residual zonal-flow was computed in reference [4] for long wave-
lengths in a large aspect ratio, circular cross section tokamak with adiabatic
electrons. An extension of the derivation of [4] was proposed in references
[6, 14] to allow for short-wavelength perturbations, and also for kinetic elec-
trons and more complex tokamak geometries. In reference [6], comparisons
of analytical calculations with gyrokinetic simulations are shown. The en-
hancement of tokamak residual zonal flows at short wavelengths was orig-
inally found in reference [15] by means of gyrokinetic simulations with the
code GS2. But the short-wavelength calculations of [6, 14, 15] do not corre-
spond to an initial zonal value problem because the quasineutrality equation
is forced with a source term. At long wavelengths, the initial value problem
and the forced system give the same result.
In stellarators, the residual zonal-flow calculation has been done in [7, 10,
11, 12, 16]. In references [10, 11, 12] the emphasis is put on long-wavelength
zonal flows. In references [7, 16], the derivation of the equations is valid for
long and short-wavelengths but some approximations are used to describe
the magnetic geometry.
As advanced above, in stellarators the relaxation process exhibits a char-
acteristic feature: a damped oscillation, see Figure 1.2. In general, this relax-
ation involves two oscillations with different typical values of the frequency
and also different physical origin. On the one hand, a decaying geodesic
acoustic mode (GAM) oscillation with frequency ΩGAM [17], mainly caused
by the dynamics of passing ions. On the other hand, in [10] it was found that
in stellarator geometry an additional oscillation takes place. Its frequency,

















Figure 1.2: Typical time trace of a zonal electrostatic potential normalized
to its initial value in a stellarator device.
that we denote by ΩZF, is significantly smaller than ΩGAM, ΩZF  ΩGAM.
Unlike the GAM oscillation, that happens in tokamaks and stellarators, the
slower oscillation is characteristic of stellarator geometries1 and has been
experimentally observed in [18]. From now on, when we refer to a zonal flow
oscillation (or simply to an oscillation), and if not stated otherwise, we will
understand that we are talking about the low frequency one.
The interest in the computation of ΩZF resides in the potential role of the
oscillation for the regulation of turbulent transport, pointed out in [12]. Since
the residual value of the zonal flow is reached at times longer than the typi-
cal saturation time of the turbulence, the oscillatory phase of the zonal flow
relaxation is likely to be physically more important than the value achieved
when t → ∞. Therefore, its efficient and accurate calculation is important.
Although an analytical expression can be derived for the frequency, its nu-
merical evaluation is not simple and has not been exploited systematically
so far.
An analytical expression for ΩZF was first derived in [10]. The oscillation
was further studied, including its damping, in [11]. In reference [11], it was
pointed out that it was unclear whether or not the analytical expression
for the frequency is quantitatively accurate in actual devices. Anyway, the
accuracy of the analytical expression has not been systematically checked
so far, mainly because its evaluation is non-trivial: it involves phase-space
averages that cannot be computed analytically in stellarator geometry, and
therefore the evaluation must be carried out numerically.
1It is more precise to say that the oscillation with frequency ΩZF exists only in non-
omnigeneous devices. In particular, it can also manifest in rippled tokamaks (i.e. tokamaks
with small variations on the magnetic field).
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1.2 This thesis
In this thesis, we develop further the theory of the linear and collisionless
evolution of zonal flows in tokamaks and stellarators. In particular, we de-
rive an expression for the residual zonal-flow level in stellarator geometry
for arbitrary wavelengths. We also recall the derivation of the expression of
the zonal-flow frequency in stellarators. In general, the evaluation of these
expressions involves certain averages over the trajectories of particles that
cannot be performed analytically. For this purpose, we extend further the
code CAS3D-K to include the precise evaluation of such expressions. We
use this semianalytical method to evaluate the residual level in tokamaks
and stellarators and we compare our calculations with analytical results and
the results from two independent gyrokinetic codes, EUTERPE and Gene.
Throughout this thesis, we will use “extension to CAS3D-K” and “semian-
alytical method” with the same meaning (for brevity, sometimes we will
simply refer to the extended version of CAS3D-K as “CAS3D-K”). We also
provide calculations of the zonal-flow oscillation frequency in a great variety
of stellarator devices. In all the calculations, we note that the semianalyti-
cal method is much faster than gyrokinetic simulations with differences that
can be of several orders of magnitude in computing time. In this thesis, we
also report on the first experimental evidence of the zonal-flow oscillation,
which has been measured in the TJ-II stellarator. We will see that these
measurements are consistent with our theoretical predictions and numerical
calculations.
This thesis is organized as follows. In Chapter 2 we derive the expres-
sions for the residual zonal-flow level in tokamak and stellarator geometries
and for arbitrary wavelengths. We also derive the expression of the zonal-
flow oscillation frequency in stellarators. In Chapter 3 we give an overview
of the numerical methods used throughout the following chapters. Empha-
sis is put on the code developments in CAS3D-K for the implementation of
the required averaging operations. In Chapter 4 we compare semianalytical
calculations of the residual zonal-flow level in tokamaks and stellarators at
arbitrary wavelengths against the results obtained from gyrokinetic simula-
tions. Chapter 4 is based on [19] [P Monreal et al. Plasma Physics and
Controlled Fusion 58, 045018 (2016), “Residual zonal flows in tokamaks and
stellarators at arbitrary wavelengths”]. Semianalytical and gyrokinetic cal-
culations of the zonal-flow oscillation frequency in stellarators are shown in
Chapter 5 for several stellarator devices. The content of this chapter has
been submitted for publication recently and can be found in Reference [20]
[P Monreal et al. Accepted for publication in Plasma Physics and Controlled
Fusion “Semianalytical calculation of the zonal-flow oscillation frequency in
stellarators”]. In Chapter 6, we present the first experimental measurements
of the zonal-flow oscillation and their comparison with the methods described
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in Chapter 5. Most of the content of this chapter is contained in the paper
[18] [J A Alonso et al. Accepted for publication in Physical Review Letters,
“Observation of oscillatory radial electric field relaxation in a helical plasma”]
that has been recently accepted for publication. Finally, the conclusions are
presented in Chapter 7.
The work presented in this thesis has contributed to the following pub-
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evolution of zonal flows at long
times
In this chapter, we present the equations that describe the long-time and
collisionless evolution of an initial zonal-flow perturbation in tokamak and
stellarator geometries and for arbitrary wavelengths. Then, we derive ex-
pressions for the residual zonal-flow level (2.57) and the zonal-flow oscillation
frequency (2.66). In the following chapters, we prove the validity of these
expressions by comparing their numerical evaluation against gyrokinetic cal-
culations. More details about the derivations described in this chapter can
be found in References [19] and [20].
2.1 Magnetic coordinates
We introduce straight field line coordinates {ψ, θ, ζ}, where ψ ∈ [0, 1] is the
radial coordinate defined as the normalized toroidal flux ψ = Ψt/Ψ
edge
t , θ is
a poloidal angle and ζ is a toroidal angle, with θ, ζ ∈ [0, 1). The magnetic
field in these coordinates is written in contravariant form as
B = −Ψ′p(ψ)∇ψ ×∇(ζ − q(ψ)θ), (2.1)
where q(ψ) = Ψ′t(ψ)/Ψ′p(ψ) is the safety factor, and Ψ′p(ψ) and Ψ′t(ψ) are the
derivatives of the poloidal and toroidal fluxes with respect to ψ. If {ψ, θ, ζ}
are Boozer coordinates, then, the covariant form can be written as
B = It∇θ − Ip∇ζ + β˜ (ψ, θ, ζ)∇ψ, (2.2)
where β˜ is a periodic function in θ and ζ. Here, It = It(ψ) and Ip = Ip(ψ)
are the toroidal and poloidal currents, respectively. From (2.1) and (2.2) it
9
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is clear that the expression for the square root of the metric determinant,√








In these coordinates, the flux surface average is defined by








g G(ψ, θ, ζ), (2.4)










is the derivative of the volume enclosed by the flux surface labeled by ψ.
It will be convenient to define the coordinate α := ζ − q(ψ)θ, that labels
magnetic field lines on each flux surface. Unless otherwise stated, we use
{ψ, θ, α} as the set of independent spatial coordinates. In these coordinates,
the contravariant form of the magnetic field reads
B = −Ψ′p(ψ)∇ψ ×∇α, (2.6)
and the covariant form is given by
B = (It − qIp)∇θ − Ip∇α+ η˜ (ψ, θ, α)∇ψ. (2.7)
From (2.6) and (2.7), it is easy to see that the square root of the metric
determinant in {ψ, θ, α} coordinates has the same expression as in (2.3).
Note that B ·∇ψ = 0 and B ·∇α = 0. We employ θ as the coordinate along
a field line.
2.2 Equations that describe the linear and collision-
less evolution of a zonal perturbation at long
times
In strongly magnetized plasmas, one employs the smallness of ρts? = ρts/L
to average over the gyromotion. Here, L is the characteristic length of vari-
ation of the magnitude of the magnetic field1 B, ρts = vts/Ωs is the thermal
gyroradius, vts =
√
Ts/ms is the thermal speed, Ωs = ZseB/ms is the gy-
rofrequency, Ts is the equilibrium temperature, ms is the mass, and Zse is
the charge of species s, where e is the proton charge. Gyrokinetic theory
1Typically, L ∼ R, the major radius of the torus.
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[24, 25, 26, 27, 28, 29] gives a procedure to rigorously derive the gyroaver-
aged kinetic equations order by order in ρts?  1. The averaging operation
is conveniently expressed in a new set of phase-space coordinates, called gy-
rokinetic coordinates. Denote by {r,v} the particle position and velocity.
The coordinate transformation, to lowest order in ρts?, is given by
r = R+ ρs (R, v, λ, γ) +O(ρ
2
ts?L),
v = v‖ (R, v, λ, σ) bˆ (R) + Ωsρs (R, v, λ, γ)× bˆ (R) +O(ρts?vts).
(2.8)
In equation (2.8), R is the gyrocenter position, v is the magnitude of v,
λ = v2⊥/(Bv
2) is the pitch angle, σ = v‖/|v‖| is the sign of the parallel
velocity
v‖ (R, v, λ, σ) = σv
√
1− λB(R), (2.9)
bˆ is the unit vector in the direction of the magnetic field B, v⊥ is the com-
ponent of the velocity perpendicular to B, and ρs is the gyroradius vector,
defined as






[eˆ2(R) cos γ − eˆ1(R) sin γ] . (2.10)
Here, eˆ1(R) and eˆ2(R) are unit vector fields orthogonal to each other which







and the gyroaverage operation acting on any given function Q(R, v, λ, σ, γ, t)
is defined as




Q (R, v, λ, σ, γ, t) dγ. (2.12)
The distribution function of particles using gyrokinetic coordinates, Fs =
Fs(ψ, θ, α, v, λ, σ, γ, t), can be written as
Fs(R, v, λ, σ, γ, t) = Fs0(R, v) + Fs1(R, v, λ, σ, t) +O(ρ
2
ts?Fs0), (2.13)
where Fs1 = O(ρts?Fs0) and Fs0 is a Maxwellian distribution whose density













The lowest-order quasineutrality condition implies
∑
s Zsens(ψ) = 0. Note
that to O(ρts?Fs0) the distribution function is independent of the gyrophase.
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The linear and collisionless time evolution of Fs1 is given by [29, 30]




























where primes denote differentiation with respect to ψ, the function Hs1 is
defined by




the gyroaveraged electrostatic potential is




ϕ (R+ ρs(R, v, λ, γ), t) dγ (2.17)











The orderings in gyrokinetic theory allow to separate the variations of
the fields on the small and large scales, and decompose in Fourier modes
with respect to the former. Since we are interested in studying the evolution
of an electrostatic potential perturbation that depends only on ψ and the
problem is linear, we can take a single mode of the form




 k⊥ . 1
ρts
(2.20)
with k⊥(R) = kψ|∇ψ(R)|, and ϕk varies on the macroscopic scale L. Ob-
serve that, due to the effects of magnetic geometry, the dependence of ϕk on
ψ cannot be avoided even for flat density and temperature profiles. A recent
explanation of scale separation, as well as a proof of the equivalence between
the local and global approaches to gyrokinetic theory can be found in [31].
To lowest order, the gyroaveraged electrostatic potential is
〈ϕ〉(R, v, λ, t) = ϕk(ψ(R), t) J0(k⊥ρs) exp(ikψψ(R)), (2.21)
where the magnitude of the gyroradius vector is
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exp (ix sin γ) dγ. (2.23)
If the electrostatic potential has the form (2.19), then the distribution func-
tion can be written as
Fs1(R, v, λ, σ, t) = fs(ψ(R), θ(R), α(R), v, λ, σ, t) exp(ikψψ(R)) (2.24)
and consequently
Hs1(R, v, λ, σ, t) = hs(ψ(R), θ(R), α(R), v, λ, σ, t) exp(ikψψ(R)), (2.25)
where fs and hs vary on the scale L. Then, equation (2.15) becomes(






where we have used the notation ωs := vds ·∇ψ for the radial magnetic drift
frequency and J0s ≡ J0(k⊥ρs). From now on, and for brevity, we omit the
dependence of ϕk on ψ; that is, we write ϕk(t) instead of ϕk(ψ, t).
Denote by ω the frequency associated to the time derivative in (2.26).
The objective is to expand (2.26) in powers of ω/(vtsL−1)  1 and solve
the lowest order equations to determine ϕk(t). The ω/(vtsL−1)  1 ex-
pansion means, in particular, that we average over the lowest order particle
trajectories and solve for time scales much longer than a typical orbit time,
which is O(L/vts). We define the orbit average for a phase-space function
Q(ψ, θ, α, v, λ, σ, t) as
Q :=
{ 〈BQ/|v‖|〉ψ/〈B/|v‖|〉ψ for passing particles
ωb
∮
dθ Q/(v‖ bˆ · ∇θ) for trapped particles,
(2.27)
where ωb := [
∮
dθ/(v‖ bˆ · ∇θ)]−1 is the bounce frequency. The symbol
∮
stands for integration over the trapped trajectory, where the bounce points
θb are the solutions of 1− λB(ψ, θb, α) = 0 for given values of ψ and α, and
given an initial condition for the particle trajectory.
Observe that the orbit average operation has the property
v‖bˆ · ∇Q = 0 (2.28)
for any single-valued function Q. We write the radial magnetic drift fre-
quency as a sum of its orbit averaged and fluctuating parts
ωs = ωs + v‖ bˆ · ∇δs, (2.29)
where δs = δs(ψ, θ, α, v, λ, σ), that we choose to be odd in σ, is the radial dis-
placement of the particle’s gyrocenter from its mean flux surface. Note that
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in axisymmetric tokamaks and in omnigenous stellarators ωs = 0 holds for
all trajectories; in tokamaks with ripple and in non-omnigenous stellarators,
one can only guarantee ωs = 0 for passing particles.
A detailed derivation of the solution of the magnetic differential equa-
tion (2.29) that determines δs for passing and trapped particles is given in
Appendix A and a discussion on its numerical evaluation is given in Sec-
tion 3.2.3. In general, the solution to this equation can be written as
δs = − Ip
Ψ′p
ρ‖s + δ˜s, (2.30)
where the first term on the right hand side is the solution in axisymmet-
ric devices and the term δ˜s represents the non-axisymmetric contribution.
Here, the parallel gyroradius is defined as ρ‖s := v‖/Ωs. For passing par-
ticles, the solution to the magnetic differential equation is given by (A.7)
and is found by using a Fourier transform in the periodic coordinates {θ, ζ}.
For trapped particles, we obtain two equivalent solutions to the magnetic
differential equation: an integral solution (A.14) and a solution using an ex-
pansion in bounce harmonics (A.17). As we will see in Section 3.2.3, the same
accuracy can be achieved with both methods but the integral method has
the advantage of being faster and less expensive in terms of computational
resources.
Defining hs := hs exp(ikψδs) and ϕk := ϕk exp(ikψδs), equation (2.26)
yields(


















This trivially holds in a tokamak because ωs = 0 for all trajectories. In a
generic stellarator, ωs = 0 only for passing particles. Then, condition (2.33)
requires that the secular radial drifts of trapped particles be sufficiently










s + . . . , (2.34)
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with h(j+1)s /h
(j)
s ∼ ω/(vtsL−1). Then, we expand equation (2.31). To lowest
order, one obtains
v‖bˆ · ∇h(0)s = 0, (2.35)




To next order, we have
(∂t + ikψωs)h
(0)




We do not write ϕ(0)k to ease the notation. The orbit average of (2.37)






∂tϕk J0s Fs0. (2.38)
It is useful to work in Laplace space in order to solve this equation. The












p ϕ̂kJ0s Fs0 + fs(0). (2.40)
Here, fs(0) := fs(0) exp(ikψδs) and fs(0) is the initial condition for fs; i.e.











In order to have a closed system of equations we employ the gyrokinetic









Hs(R−ρs(R, v, λ, γ), v, λ, σ, t)d3v. (2.42)
Here, we have used the short-hand notation
∫
Qd3v which means, for any
















1− λBQ(ψ, θ, α, v, λ, σ, γ).
(2.43)
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We employ (2.41) to write the right side of (2.45) in terms of the electrostatic


































for gyrophase independent functions on phase-space.
It is also convenient to give the expressions corresponding to the approx-
imation of adiabatic electrons. Using this approximation, equation (2.44)














Therefore, the sum over species is then limited to just that of the ion species,
s 6= e. Proceeding as shown previously for the fully kinetic case, we find that
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where ϕk(∞) ≡ limt→∞ ϕk(t). The superscript ωs = 0 means that the
integration is performed only for particles whose trajectory satisfies ωs = 0.
In tokamaks, this property holds true for both trapped and passing particles,
and therefore the integrals in (2.51) are performed over the whole phase-
space. In stellarators, ωs = 0 is satisfied exclusively for passing particles.
Only in perfectly omnigenous stellarators [32, 33, 34] have trapped particles
vanishing average radial magnetic drift. Hence, in a generic stellarator, the
integrals in (2.51) with superscript ωs = 0 are performed only over the
passing region of phase-space.
The residual level is usually defined as the normalized value ϕk(∞)/ϕk(0),
once an initial condition fs(0) has been specified. The relation between
fs(0) and ϕk(0) is given by the flux-surface averaged quasineutrality equa-























where we have used that



























(−k2⊥ρ2ts) I0 (k2⊥ρ2ts) . (2.55)
Here, I0(x) is the zeroth-order modified Bessel function of the first kind. To
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For later comparison with gyrokinetic simulations, it will be useful to
have at hand the expression corresponding to the approximation of adiabatic
electrons. This can be obtained as for the fully kinetic case from (2.49). We


















Finally, using the initial condition (2.56), we can write the residual zonal-flow






















In Chapter 4, we calculate the residual level with fully kinetic species
(2.57) and when using the adiabatic electron approximation (2.59) in toka-
mak and stellarator geometries at arbitrary wavelengths. The semianalytical
method, described in Chapter 3, is compared against the results from two
independent gyrokinetic codes, a global and a local code. Benchmarks of the
semianalytical method against analytical results and other numerical calcu-
lations available in the literature are also given. In Chapter 4, we also discuss
the validity of the residual zonal-flow equations and the computational cost
required to obtain its value with the different numerical methods.
2.4 Expression for the zonal-flow oscillation
frequency
In this section, our goal is to derive an expression for the zonal-flow oscillation
frequency, ΩZF. This can be obtained from equation (2.46) with the initial






















and expanding in powers of kψωs/p 1, and keeping the lowest order terms
in k⊥ρts ∼ kψδs  1 (see Appendix B for details on the power series ex-
pansions of the functions involved). A direct check shows that, with these





p (1 +A1/A0) + p−1A2/A0
, (2.61)































Taking the inverse Laplace transform of equation (2.61), we obtain the same






cos (ΩZFt) , (2.65)











Note that the expressions for the zonal-flow frequency and its amplitude do
not depend on the radial wavenumber kψ, and that AZF is independent of
the temperatures and the masses of the species.
Whereas the frequency is a quantity that can be meaningfully compared
with gyrokinetic simulations, the situation is different regarding the ampli-
tude of the oscillation. The problem is that in practice the amplitude is
damped [11], and in the analytical calculation above we have not considered
the damping. For this reason, and due to the fact that ΩZF seems to be more
physically relevant, we focus on it in what follows.
The zonal-flow frequency (2.66) and the amplitude (2.67) were first de-
rived in [10] and the problem was analyzed in more detail in [11], where
it was pointed out that the ordering (2.20) might be difficult to satisfy in
actual devices, and therefore the usefulness of (2.66) was unclear in quan-
titative terms. The validity of the derived expression for ΩZF is consistent
with the orderings enumerated just before (2.61) because
kψωs
ΩZF
∼ k⊥ρts  1. (2.68)
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If we recall (2.20), we deduce that (2.66) is correct as long as
1
L
 k⊥  1
ρts
(2.69)
is satisfied. In Chapter 5, we address a systematic comparison of the right
side of (2.66) with the value of ΩZF obtained through gyrokinetic simula-
tions. It turns out that (2.66) is accurate (although there are a number of
nuances about the assessment of the accuracy, depending on the device and
associated to both the analytical calculation and the fitting of the frequency
from gyrokinetic simulations, that are pointed out in the following sections
of that chapter) and that the numerical methods that we present to evaluate
the right side of (2.66) are faster than the determination of the frequency
from gyrokinetic codes.
Chapter 3
Numerical codes employed in
this thesis
In the previous chapter, we derived expressions for the residual zonal-flow
level (2.57) and the zonal-flow oscillation frequency (2.66), among other
quantities. These expressions involve averages over the lowest order trajec-
tories of particles that typically cannot be evaluated analytically. In order to
compute these averages, we use the framework of the code CAS3D-K [35, 36]
and include the relevant finite Larmor radius effects, the finite orbit-width
effects obtained as the solution to the magnetic differential equation (2.30)
(described in Appendix A) and the integration over the velocity coordinates
v and σ. Throughout this thesis, we will use the terminology “CAS3D-K”,
“extension to CAS3D-K” and “semianalytical method” indistinctly. A basic
description of CAS3D-K is given in Section 3.1 and the modifications included
in the code are explained in detail in Section 3.2. In the following chapters,
we compare semianalytical calculations with two independent gyrokinetic
codes, EUTERPE [37, 38] and Gene [15, 39, 40, 41], with different numerical
schemes. A description of these codes is also given in Sections 3.3 and 3.4.
3.1 Overview of the CAS3D-K code
The code CAS3D-K was originally developed from the three-dimensional ideal
MHD stability code package CAS3D [42, 43, 44] to include a numerical so-
lution of the drift-kinetic equation. CAS3D-K has been used extensively to
study several kinetic properties of Alfvén modes in tokamaks and stellarators
and has been fully benchmarked against analytical results, gyrokinetic codes
and other kinetic-MHD codes [45, 46, 47, 48]. CAS3D-K uses no approxi-
mations in the magnetic field but neglects finite Larmor radius and finite
orbit-width effects. The code is written in C, C++ and FORTRAN and is
parallelized with MPI.
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Figure 3.1: Plot of the magnetic field of the TJ-II stellarator standard config-
uration at a radial position of ψ = 0.5, showing a contour line with λ = 0.917.
An example of a trapped trajectory for this value of λ, and its bounce points
θb1 and θb2 , is also shown.
CAS3D-K is well suited to perform the bounce average operation (2.27)
in arbitrary tokamak or stellarator geometries. This operation is performed
over the lowest order trajectories of particles and requires a precise descrip-
tion of the magnetic field. Since CAS3D-K uses no approximations in the
geometry, we found its original framework as a convenient starting point for
our purposes.
CAS3D-K requires the magnetic equilibrium quantities and the density
and temperature radial profiles of the considered species as input. The mag-
netic equilibrium is obtained from the 3D MHD equilibrium code VMEC [49]
(Variational Moments Equilibrium Code) which is able to get the MHD equi-
librium magnetic field. VMEC assumes the existence of nested flux surfaces
and that the quantities can be expanded in Fourier series in the poloidal and
toroidal coordinates. The equilibrium obtained from VMEC is then trans-
formed to Boozer coordinates with the code MC3D and the equilibrium
quantities for the CAS3D-K input are mapped into a grid or expressed as
Fourier mode amplitudes.
For the description of the magnetic field, CAS3D-K uses Boozer coordi-
nates and pitch-angle variables for the velocity space. The Boozer coordi-
nates in CAS3D-K can be written as {ψ, θ, ζ}, where the radial coordinate
ψ is defined as the normalized toroidal flux ψ := Ψt/Ψ
edge
t , θ ∈ [0, 1) is the
normalized poloidal angle and ζ ∈ [0, 1) is the normalized toroidal angle.
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Figure 3.2: Groups of trajectories of particles and bounce points in Boozer
coordinates for λ = 0.917 and ψ = 0.5 in the standard configuration of
the TJ-II stellarator. The groups number the periods that particles cross
between the bounce points; blue means one period; gray two periods; and
red three periods.
The magnetic field is described by equations (2.1) and (2.2). Note that,
the lowest order trajectories of particles are straight in these coordinates.
For the independent velocity coordinates the code uses {v, λ, σ}, where v is
the total velocity, the pitch angle variable is defined as λ := v2⊥/(Bv
2) and
σ := v‖/|v‖| is the sign of the parallel velocity. Note that, these phase-space
coordinates are the same as those described in Chapter 2.
Since the lowest order particle trajectories lie entirely on flux surfaces,
all the calculations are local, thus permitting a parallelization by flux surface
using MPI (Message-Passing interface). On a given flux surface, the pitch
angle λ distinguishes between passing and trapped trajectories. The passing-
trapped boundary is given by λ c = 1/Bmax, where Bmax is the maximum
of B on the flux surface. Passing particles have λ values with 0 < λ < λc
and trapped particles are those with λc < λ < 1/Bmin, where Bmin is the
minimum of B on the flux surface. Trapped particles can live inside one
or several magnetic field periods. In CAS3D-K, the trapped particles are
grouped by the number of periods they go through. The groups are obtained
by setting a large number of initial conditions for the trajectories covering
the whole flux surface, and finding the bounce points θb from the bounce
condition 1−λB(ψ, θb, α) = 0 for constant ψ and α, for each trajectory. An
example of a trapped trajectory covering two periods and its bounce points is
shown in Figure 3.1. From this root finding procedure, the boundaries of each
group are found and the numerical integration for a given group is performed
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by covering the region they define with new trajectories. The corresponding
groups of trajectories covering one, two and three magnetic field periods
are given in Figure 3.2. Note that each group requires different numerical
resolution. Some trapped trajectories close to the passing-trapped boundary
may require a large number of periods until the bounce points are found.
If this number is sufficiently large, typically larger than 500 periods, the
trajectories are then considered as passing. A Gauss-Legendre quadrature
scheme is used for the integration in θ, α and λ, which avoids the numerical
problems that may appear at points where 1− λB = 0.
In this work, we take the framework of CAS3D-K and include the required
modifications to calculate the quantities derived in the previous chapter.
These modifications are described in the following section.
3.2 Improvements included in CAS3D-K
In this work, we are interested in the evaluation of the expressions derived
in Chapter 2 for the residual zonal-flow level (2.57) and the zonal-flow oscil-
lation frequency (2.66), among others. In general, these expressions require




















for any given functions P = P (ψ, θ, α, v, λ, σ) and Q = Q(ψ, θ, α, v, λ, σ).
To perform these averages, we have included in CAS3D-K the required mod-
ifications to calculate the expression (3.1) in arbitrary toroidal geometry.
In particular, we have implemented the numerical integration over the ve-
locity coordinates v and σ, the finite Larmor radius and finite orbit-width
effects and the solution of the magnetic differential equations that describe
the expression of δs (2.29) both for passing and trapped particles and with
no approximations. A description of these modifications is given next.
3.2.1 Bounce averaged radial drift frequency
As described in Chapter 2, the bounce averaged radial drift frequency, ωs,
vanishes for all trajectories in axisymmetric tokamaks and in omnigenous
stellarators. In tokamaks with ripple and non-omnigenous stellarators ωs = 0



























Figure 3.3: Plot of J0(x), the zeroth-order Bessel function of the first kind,
for several values of the argument x.
The calculation of this quantity is crucial for the understanding of the zonal-
flow oscillation frequency (2.66). In this equation, ωs enters throughout the
term A2 which is given by equation (2.64).
The evaluation of expression (3.2) requires the calculation of the α-
derivatives of the magnetic field. To perform these derivatives at any given
particle’s position along a trapped trajectory, a linear five-point stencil in one
dimension has been implemented in CAS3D-K. This method, which ensures




B(θ, α− 2∆α)−B(θ, α+ 2∆α)
12∆α
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. In general, we take a value of ∆α = 1/512 which guaranties
enough accuracy in the calculations shown in this work.
Due to the highly oscillatory behavior of ωs, its bounce average requires
extraordinary large precision and resolution in the spatial coordinates. For
the implementation of the bounce-average operation ωs in CAS3D-K, we use
a Gauss-Legendre quadrature scheme.
3.2.2 Finite Larmor radius effects
As described in Chapter 2, the finite Larmor radius effects are related to
terms including ρs, the Larmor radius, or ρts, the thermal Larmor radius. In
the equation that describes the residual zonal-flow level (2.57), these effects










Figure 3.4: Logarithmic plot of J0(x), the zeroth-order Bessel function of the
first kind, showing a power-law decay proportional to 1/
√
x for large values
of the argument.






. Here, J0(x) is the
zeroth-order Bessel function of the first kind and Γ0(x) := exp (−x)I0(x),
where I0(x) is the zeroth-order modified Bessel function. The finite Larmor
radius effects are also present in the term A0 of the zonal-flow frequency
equation (2.66). Here, we comment on the implementation of these effects
in CAS3D-K.
First, let us discuss some properties of the Bessel function J0(x). In
figure 3.3, we show a plot of this function for different ranges of the argument.
As can be seen in this figure, J0(x) shows a strong oscillatory behavior for
large values of the argument. It is then clear that large numerical resolutions
would be required to correctly integrate this function under these conditions.
One interesting property of J0(x) is that it shows an amplitude decay which
is proportional to 1/
√
x. In particular, for large values of the argument x,











This power-law decay can be seen more clearly in the log-log plot given in
figure 3.4. Another interesting property is that the roots of J0(x) are not
periodic, except asymptotically for large values of the argument, and the
distance between zeroes reaches its maximum value, pi, in the limit x →
∞. From these properties, we can estimate the resolution required in the
numerical integration of functions containing J0(x). See Appendix B for
information about the power series expansions of the J0(x) Bessel function
and the Gamma function Γ0(x).










Figure 3.5: Logarithmic plot of Γ0(x) := exp(−x)I0(x), where I0(x) is the
zeroth-order Bessel function of the first kind, showing a decay proportional
to 1/
√
x for large values of the argument.
Due to the oscillatory behavior of the Bessel function J0(x), the bounce
average operation acting on functions of J0(x) requires large resolutions in
the coordinate along the trajectories of particles for large values of the ar-
gument. Writing explicitly






it is clear that arbitrarily large values of the argument can be reached, espe-
cially for short wavelengths. This is because the integration over the total
velocity v is defined in the range between 0 and∞. Fortunately enough, this
integration is weighted by a Maxwellian distribution function and, as we will
see in the following subsections, these integrations converge in practice for
values of v between 0 and 4pivts. Note that, in equation (3.5), k⊥ = kψ|∇ψ|
where kψ is an input parameter and the quantity |∇ψ| = |∇ψ|(θ, α) is ob-
tained from the magnetic equilibrium.
In figure 3.5, we show a plot of the Γ0(x) function using logarithmic
scales. As can be deduced from this figure, the integration of Γ0(x) (or
combinations containing it) over the trajectories of particles is much less
demanding than in the case of J0(x). This is because the Γ0(x) function
does not show an oscillatory behavior. Note that, this function also exhibits a
decay proportional to 1/
√
x at short wavelengths. In this case, the argument
of the Γ0(x) function is given explicitly by
k2⊥ρ
2
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For the implementation of the Bessel functions in CAS3D-K, we have used
the numerical library GSL [50, 51] (GNU Scientific Library). In particular,
for J0(x) we have used the function gsl_sf_bessel_J0 with real argument
and for Γ0(x) we have made use of the function gsl_sf_bessel_I0_scaled,
also with real argument.
3.2.3 Finite orbit-width effects
The finite orbit-width effects are encoded in δs = δs(ψ, θ, α, v, λ, σ). These
effects account for the radial displacement of the particle’s gyrocenter from
their mean flux surface. In the equation for the residual level (2.57) these
are contained in the complex exponentials exp (±ikψδs) and in the zonal-flow
frequency (2.66) these are present in the term A1. The expansion in power
series of these complex exponentials can be found in Appendix B.
As already described in the previous chapter, the expression of δs is
obtained as the solution of the magnetic differential equation (2.29). In
general, this solution can be written as
δs = − Ip
Ψ′p
ρ‖s + δ˜s, (3.7)
where the first term on the right-hand side of this equation is the solution in
axisymmetric devices and the second term is the non-axisymmetric contri-
bution. Here, the parallel gyroradius is defined as ρ‖s := v‖/Ωs, or explicitly




1− λB(ψ, θ, α)
B(ψ, θ, α)
. (3.8)
A detailed derivation of the solution δs for both passing and trapped parti-
cles is given in Appendix A. The solution for passing particles is obtained
throughout a Fourier method. For trapped particles, we describe two differ-
ent methods; an integral method, and a solution in bounce harmonics. Al-
though both methods give the same results, the integral method has proven
to be much faster. We have implemented in CAS3D-K the full description of
these expressions both for passing and trapped particles. These are explained
next.
It is worth mentioning that due to the fact that δs is odd in v‖, for
trapped particles one obtains that δs = 0. Therefore, in the evaluation of


















where the subscript “pass” and “trap” means that the integration is performed
only for passing and trapped particles, respectively.
3.2. Improvements included in CAS3D-K 29

















Figure 3.6: Plot of the term qn/(m + qn) for a rational value q = 3/2 and
modes −6 < m < 6 and −4 < n < 4. Note that the denominator vanishes
for the modes satisfying m/n = −q. These cells are marked in black.
Passing particles
For passing particles, the non-axisymmetric contribution of δs can be written




















Here, n and m are the toroidal and poloidal mode numbers, respectively.
Note that in equation (3.10), the mode (m,n) = (0, 0) is not included in the
sum.
For the implementation in CAS3D-K of the full expression of δ˜s, we cal-
culate the Fourier amplitudes (ρ‖s)mn for −N ≤ n ≤ N and −M ≤ m ≤M ,
where N and M are the largest toroidal and poloidal mode numbers used to







dζ ρ‖s e−2pii(mθ+nζ). (3.12)
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In the evaluation of equation (3.10), special care must be taken when cal-
culating near rational surfaces where the required resolution is large. On
rational surfaces the denominator of equation (3.11) vanishes. This occurs
for m and n satisfying the condition q = −m/n, see for example figure 3.6,
where the evaluation of the term qn/(m + qn) on a rational surface with
q = 3/2 is shown.
Trapped particles: Integral method
For trapped particles, the expression of δs using an integral method is given











τ−1b ∂αρ‖s − τ−1b ∂αρ‖s
]
. (3.14)

















|τb|dθ′ when σ < 0,
(3.16)
which is monotonic over the orbit, and θb1 and θb2 are the bounce points of
the orbit; that is, the solutions for θ of the equation 1− λB(ψ, θ, α) = 0.








1− λB ∂αB. (3.17)
This form requires the evaluation of the α-derivatives of the magnetic field.
To perform these derivatives we use the method described in Section 3.2.1
for the linear five-point stencil in one dimension that we have implemented
in CAS3D-K. Note that, as the derivative ∂αB only depends on the spatial
coordinates (θ, α), its evaluation is done only once for a given radial position.
This represents a significant simplification in the evaluation of δ˜s compared to
the method using bounce harmonics where its evaluation must be performed
on every trajectory.






























Figure 3.7: Example of δs (3.7) calculated in the standard configuration of
the TJ-II stellarator for a trajectory with λ = 1.012 and q = 0.628 at a radial
position ψ = 0.5 using two different methods; the integral method (3.13);
and the one using expansions in bounce harmonics (3.18) for mode numbers
up to lmax = 1, 2, 4 and 6.
Trapped particles: Bounce harmonics method
For trapped particles, the solution using an expansion in bounce harmonics






sin (l ω̂bτ) . (3.18)
















The implementation of equation (3.18) in CAS3D-K is done in several
steps; first, we calculate τ̂b on every trajectory; then, (ωsα)l is evaluated for




























Figure 3.8: Plot of δs (3.7) calculated in the standard configuration of the
TJ-II stellarator for a trajectory with λ = 1.012 and q = 0.628 at a radial
position ψ = 0.5 using two different methods; the integral method (3.13);
and the one using expansions in bounce harmonics (3.18) for mode numbers
up to lmax = 2, 8 and 16.
any given mode number l and τ along the trajectory; and, finally, we sum
the terms given in (3.18) for the different values of l. The evaluation of δ˜s
using this method requires several steps and these must be calculated for
each trajectory, at every particle position and point in velocity space.
Although the integral method and the one using bounce harmonics give
exactly the same results, the first method is preferred as it requires much
less computational resources, is much simple to implement and less numer-
ical errors are expected. The convergence in the calculation of δs using the
bounce harmonics depends on the ripple of the device and on the length
of a given trajectory. In general, devices with large ripple and long trajec-
tories require larger mode numbers and consequently more resolution and
computational resources. An example of the calculation of δs using bounce
harmonics in a short trajectory, one that lives inside a field period, in the
standard configuration of the TJ-II stellarator is given in Figure 3.7. In this
case, the bounce harmonics method converges to the integral one for values
of the mode number l calculated up to lmax = 8. The convergence in longer
trajectories requires larger mode numbers. This is clear from Figure 3.8
where the evaluation of δs in a trajectory of a trapped particle covering two
magnetic field periods converges for mode numbers up to lmax ∼ 24.
























Figure 3.9: Integrand of the moments of the Maxwellian distribution function
Fs0(v) for several values of the exponent m.
3.2.4 Velocity space integrations
We have implemented in CAS3D-K the integration over the velocity coordi-
nates v and σ = ±1, as given in equation 3.1. This equation can also be










K(ψ, v, σ)Fs0(ψ, v) dv, (3.22)
where
















For the integration over v, we use a linear scheme and we calculate for
values in the range 0 ≤ v ≤ 4pivts. This scheme allows the computation
of any moment of the Maxwellian distribution function and the given range
ensures enough accuracy in all the calculations shown in this thesis. For the
resolution in v, we use values of nv = 64 integration points and in some
calculations this value can be increased up to 128.
In the evaluation of certain quantities, the integration over the total
velocity can be performed analytically. For example in the evaluation of the
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zonal-flow frequency, given by equation (2.66), where the integration of the


























We use the numerical evaluation of the first moments of the distribution
function to check the accuracy of the numerical method implemented in
CAS3D-K. Some of the arguments of these moments are shown in figure 3.9.
In general, the integration over σ must be computed numerically but an
important simplification can be applied in the evaluation of equation 3.22
by knowing the symmetry properties of K(ψ, v, σ) with respect to σ. Using
these properties, it is easy to see that equation 3.22 vanishes if K(ψ, v, σ) =
−K(ψ, v,−σ) or it gives twice the value obtained when calculated with σ = 1
in case that K(ψ, v, σ) = K(ψ, v,−σ).
3.2.5 Validation of the CAS3D-K calculations
In the following chapters we will use extensively the modifications included
in CAS3D-K described in this chapter to accurately calculate quantities such
as the residual zonal-flow level and the oscillation frequency in stellarators.
The majority of the CAS3D-K calculations shown in this work are compared
against analytical results, other numerical calculations available in the lit-
erature and the results obtained from independent calculations with two
gyrokinetic codes, EUTERPE and Gene. We remind the reader that we will
use the terminology “CAS3D-K”, “extension to CAS3D-K” and “semianalytical
method” interchangeably.
3.3 The EUTERPE code
EUTERPE [37, 38] is a global Particle-In-Cell (PIC) code for the simulation
of plasmas in 3D geometry.
The code solves the gyroaveraged Vlasov equation for the gyrocentre
distribution function Fs = Fs(R, v‖, µ, t) of up to three kinetic species (ions,
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where R is the gyrocenter position, v‖ is the parallel velocity, µ = v2⊥/(2B)
is the magnetic moment and C(Fs) is the collision operator. The gyroki-
netic simulations considered in this thesis are collisionless, therefore we take
C(Fs) = 0. Although the code can solve for electromagnetic perturbations,
in this thesis we only deal with electrostatic perturbations. In this case, the






































where we have used the definition1
B∗s := B +
msv‖
Zse
bˆ · ∇ × bˆ, (3.30)
and 〈ϕ〉 is the gyroaveraged electrostatic potential.
In EUTERPE the so-called δf splitting is used and the 5D gyrocentre
distribution function Fs = Fs(R, v‖, µ, t) is separated into a Maxwellian
equilibrium part and a time-dependent perturbation
Fs(R, v‖, µ, t) = Fs0(R, v‖, µ) + Fs1(R, v‖, µ, t). (3.31)
The last term is usually written in the literature as δf . This approach allows
to follow only the evolution of the perturbation δf , which has the advantage
of reducing the numerical noise [52] and is computationally more efficient
than following the full distribution function.
The distribution function Fs1 is discretized using markers (or quasipar-





3(R−Rp)δ(v‖ − v‖p)δ(µ− µp)/(2piB∗s ), (3.32)
where Np is the number of markers used in the simulation and Rp, v‖p, µp
and wp are the position, parallel velocity, magnetic moment and the weight
1In general, B∗s can be approximated by B∗s ' B.
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assigned to the marker p, respectively. Using equations (3.32) and (3.31) in
(3.28) an evolution equation for the weights can be obtained. The markers
carry the charge and mass of each simulated species and are continuously
evolved according to the equations (3.29) using cylindrical coordinates. Sev-
eral integration schemes are implemented for the time integration of the
equations of motion described by (3.29): a predictor-corrector and several
fourth-order Runge-Kutta methods, including adaptive time step.
The equilibrium magnetic field, B, and related quantities appearing in
the equations of motion are calculated with VMEC and are mapped onto
a grid in cylindrical coordinates through an intermediate code. The elec-
trostatic potential ϕ is obtained from the quasineutrality equation which,
assuming the long wavelength approximation k⊥ρs < 1, reads






where 〈ni〉 is the gyroaveraged ion density, n0 is the equilibrium density and
ne is the perturbed electron density. When the adiabatic-electron approxi-
mation is used the quasineutrality reads









Here, 〈ϕ〉ψ is the potential averaged over a flux surface.
The quasineutrality equation is discretized using finite elements (B-splines)
and the PETSc library is used for solving it. The potential can be filtered
using squared and diagonal Fourier filters to reduce the noise.
Two coordinate systems are used in the code: cylindrical coordinates
{R,Z, φE} are used for evolving the markers and the PEST-1 [53] {sE , θE , φE}
system of magnetic coordinates is used for the fields, where sE is the normal-
ized toroidal flux and θE and φE are the poloidal and toroidal coordinates.
This scheme requires to change between both coordinate systems, at every
time step, which is facilitated by having the common toroidal coordinate φE .
Equation (3.28) is non-linear in general, but a linearized equation for Fs1











































The simulations with EUTERPE shown in this thesis are linear and colli-
sionless with either a plasma composed of fully kinetic ions and electrons or
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one that consists of singly charged ions where the approximation of adiabatic
electrons is used.
The code is written in FORTRAN and parallelized using MPI. The phys-
ical domain is divided into toroidal slices, each one managed by a process-
ing unit. More information about the code can be found in References
[37, 38, 54, 55, 56, 57].
3.4 The GENE code
Gene [15, 39, 40, 41] is a Eulerian electromagnetic gyrokinetic turbulence
code. The code can use adiabatic electrons or fully kinetic species and is
able to run linear and non-linear simulations including an arbitrary number
of kinetic species.
The gyroaveraged Vlasov equation (3.28) for the distribution function is
solved on a fixed grid in field aligned coordinates {x, y, z}, where x is the
radial coordinate, z is the coordinate along the field line and the coordinates
{y, z} are used to describe a full flux surface (y is the coordinate along the
binormal direction). The independent velocity coordinates are {v‖, µ}. The
partial differential equation (3.28) is converted into an ordinary differential
equation by discretizing the spatial derivatives of the distribution function
by means of finite differences. Then, the resulting time evolution equation
is evolved by using an explicit Runge-Kutta integration scheme.
Gene is able to deal with tokamak and stellarator geometries and it can
be run in radially global, full flux surface or flux tube simulation domains
by using specific boundary conditions in each case. Depending on the case
the spatial coordinates are treated differently. Finite differences are always
used in the z coordinate, and the code is always spectral in the y direction.
In the flux-tube and full flux surface simulations it is spectral in the x and
y directions, while in the radially global version the code is only spectral in
y direction.
In the most general electromagnetic case, the equations of motion ap-


















2We follow the notation commonly used in the literature describing the Gene code.
For this purpose, we use cgs units solely in this section.
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where we have used the definitions for the drift velocities















Here, c is the speed of light in vacuum, Ω∗s = ZseB/(msc) is the gyrofre-
quency in cgs units, bˆ0 = B0/B0 is the unit vector in the direction of
the equilibrium magnetic field B0, B∗0s‖ = bˆ0 · B∗0s is approximated by
B∗0s‖ ' B∗0s, where






B1‖ is the parallel component of the magnetic field perturbation, 〈E1〉 is the
gyroaverage of the fluctuating part of the electric field, which is defined as





the gyroaveraged modified potential is defined as







and ϕ1 and A1‖ are the fluctuating parts of the electrostatic potential and
the parallel component of the magnetic potential, respectively.
Gene also uses a δf approximation in the distribution function. Using



























· [Zse 〈E1〉 − µ∇ (B0 + 〈B1‖〉)] ∂Fs1∂v‖ = 0,
(3.43)
where we have used the definitions
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Note that, as in this work we only deal with electrostatic perturbations,
the equation which is actually solved in this case is largely simplified, by
setting A1|| = 0 and B1|| = 0 in (3.41), (3.42), (3.43) and (3.44).
The solution to the Vlasov equation is obtained from the closure condition
for the fields ϕ1 and A1‖ given by the quasineutrality equation and the




















































is the modified Bessel function of the fist kind for integer










These equations are solved without assumptions about the radial wavelength
of the perturbation. For the electrostatic case, only the quasineutrality is
required.
The numerical noise in Gene, mainly generated from the diffusive terms
of the Vlasov equation, is controlled by the so-called hyper-diffusion term
[58]. This artificial noise control method minimizes the unphysical effects
obtained from the discretization schemes.
The code can take VMEC equilibria as input, which is transformed to
Gene coordinates with the GIST [41] code package, and analytical equilibria
using Miller indices. Other geometry interfaces are also available.
More details about the code Gene can be found in References [15, 39,
40, 41, 58, 59].
The Gene simulations shown in this thesis are linear and collisionless
and have been performed both using fully kinetic species and also using the
adiabatic electron approximation. For the simulations in tokamak geometry
the flux tube version of the code was used. These simulations are basically
1D in space. In stellarators, the full flux surface version was used.

Chapter 4
Residual zonal flows in
tokamaks and stellarators at
arbitrary wavelengths
In Chapter 2 we derived expressions for the residual value in tokamak and
stellarator geometries and for arbitrary wavelengths. The expression for fully
kinetic species is given by (2.57), and by (2.59) when using the approximation
of adiabatic electrons. In this chapter, we evaluate these expressions with our
semianalytical method and we compare the results against those obtained
from two gyrokinetic codes. The results shown in this chapter were published
in [19].
We start in Section 4.1 by comparing CAS3D-K calculations of the resid-
ual level against analytical results from [6, 14], obtained in simplified toka-
mak geometry. We note that the results shown in these references were not
derived as an initial value problem, but as the stationary solution of a forced
system. We explain this in more detail in Section 4.3. In Section 4.2 our re-
sults are compared with those obtained with Gene and EUTERPE. We also
compare the differences in computational time required by each approach
showing that the semianalytical method is faster than the gyrokinetic simu-
lations. Stellarator residual values are calculated for a range of wavelengths
much wider than previously available in the literature. We comment on a
purely stellarator effect already predicted in [7, 11]; namely, that the approx-
imation of adiabatic electrons is always incorrect (even at long wavelengths)
for the purpose of determining the residual zonal flow in stellarators. We
quantify the error by computing, with CAS3D-K, the residual value when
kinetic or adiabatic electrons are used. This result is confirmed by gyroki-
netic simulations. We devote Section 4.3 to discuss the problem of a forced
system that has become popular in the literature that is different from the
initial value problem described in Section 4.2. A summary of the results in
this chapter is presented in Section 4.4.
41
42





















Figure 4.1: Radial dependence of the residual level given by (4.1), by (4.2),
and by the evaluation of (2.59) with CAS3D-K in the long-wavelength limit.
A tokamak with major radius R = 1.7 m, minor radius a = 0.4 m, and q
profile given in figure 4.2 has been used.
4.1 Benchmark of CAS3D-K with previous results
in simplified tokamak geometry
As a first check, we compare the results obtained with CAS3D-K against a
well known analytical result. In reference [4], Rosenbluth and Hinton (R-
H) calculated the residual level in large aspect ratio tokamaks with circular
cross section and adiabatic electrons, in the limit k⊥ρti  1. Denote the
safety factor by q and the inverse aspect ratio by ε = (a/R)
√
ψ, where a is





1 + 1.6 q2ε−1/2
. (4.1)
In reference [14], Xiao and Catto gave an expression more accurate in the





1 + 1.6q2ε−1/2 + 0.5q2 + 0.36q2ε1/2
. (4.2)
Both of these results were obtained by using the analytical equilibrium of a
large aspect ratio circular tokamak which, in our coordinates, is given by
B =
B0
1 + ε cos(2piθ)
, (4.3)
















Figure 4.2: Safety factor profile of the tokamak employed for the calculations
of Section 4.1.
where B0 is the magnetic field strength at the magnetic axis. The analytical
solutions (4.1) and (4.2) are plotted in figure 4.1, together with the numerical
evaluation of (2.57) with CAS3D-K, for k⊥ρti  1 and a Maxwellian initial
condition. We use an axisymmetric tokamak with major radius R = 1.7 m,
minor radius a = 0.4 m, and q profile given in figure 4.2. For the CAS3D-K
computations, the equilibrium is obtained with VMEC employing the as-
pect ratio and safety factor values just mentioned. We also take a plasma
consisting of singly charged ions and electrons, and assume flat density and
temperature profiles with the same values for both species. The wavenumber
used in the CAS3D-K calculation is kψ = 0.5 and the dimensionless quantity
〈k⊥ρti〉ψ ranges from 0.0015 in the innermost radial position to 0.0068 in the
outermost one. We have checked that the residual zonal flow value obtained
with CAS3D-K and shown in figure 4.1 does not change if 〈k⊥ρti〉ψ is further
decreased. The regions of figure 4.1 where the curves agree and where the
curves differ are as expected (see the remarks in [60] about figure 3(a) in
that reference). The analytical equilibrium of a large aspect ratio circular
tokamak, used in deriving the equations (4.1) and (4.2), differs less from the
numerical equilibrium obtained with VMEC in radial positions closer to the
center. We will see in Section 4.2 that the CAS3D-K results coincide with
gyrokinetic simulations of zonal flow evolution, in which VMEC equilibria
are also used.
Now, we turn our attention to compare CAS3D-K calculations with other
numerical calculations. Xiao and Catto (X-C) also addressed in references
[6, 14] the extension of the calculation in [4] to short wavelengths. They gave
44















Figure 4.3: Magnetic field strength along a field line of the analytical large
aspect ratio circular tokamak equilibrium, given by equation (4.3), with ε =
0.2, and for the numerical equilibrium obtained with VMEC (with R = 1.7 m,





















for the residual zonal flow in a tokamak at arbitrary wavelengths and with





















In order to avoid any confusion, we have to point out that (4.4) and (4.5)
were not derived as the solution of the initial value problem explained in
Chapter 2, but assuming that the quasineutrality equation is forced with a
source term. The argument of X-C can be streamlined as follows. Go back
to equation (2.46) for the tokamak case (that is, ωs = 0 for all particles).
X-C consider that finite orbit width effects do not affect the initial condition;
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Figure 4.4: Comparison of the result in references [6, 14] and the evaluation


























































From the quotient of (4.7) and (4.8), one obtains equation (4.4). Analogously,
one can obtain (4.5) from (2.58). From these manipulations, it is clear that
in the X-C calculation the charge perturbation at t = 0 can be viewed as a
constant source term in the quasineutrality equation.
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Figure 4.5: Comparison of the result in reference [14] for adiabatic electrons
and the evaluation of equation (4.5) with CAS3D-K. The parameters of the
tokamak are the same as in figure 4.1.
References [14] and [6] provided analytical evaluations of the right sides
of (4.4) and (4.5) for simplified tokamak geometries. Since we can directly
evaluate the right sides of (4.4) and (4.5) with CAS3D-K, we will compare
the results as an additional check of our numerical tool.
In [6, 14], the analytical equilibrium of a circular cross section, large as-
pect ratio tokamak with safety factor q = 2 and inverse aspect ratio ε = 0.2
was used. For the calculations with CAS3D-K, we employ the VMEC tokamak
equilibrium described above, which has similar parameters at ψ = 0.7. At
this radial position, the VMEC equilibrium satisfies q = 2 and ε = 0.2 within
an error of 1.5% (ε = 0.197 and q = 2.03). The difference between the VMEC
equilibrium and the analytical one is illustrated in figure 4.3, where we com-
pare the magnetic field strength along a field line for both equilibria. In the
VMEC equilibrium, the value of the magnetic field strength at the magnetic
axis is B0 = 1.87 T. In general, deviations from circularity are expected in
the numerical equilibrium because of effects like the Shafranov shift that are
not taken into account in the analytical equilibrium. These deviations are
smaller for radial positions closer to the center. The comparisons for the
cases with fully kinetic species (4.4) and with adiabatic electrons (4.5) are
shown in figures 4.4 and 4.5. The agreement is quite good. The fact that
the curves present some differences, especially at short wavelengths, is not
surprising because the equilibria are not exactly identical.
Note that the Xiao and Catto formulas (4.4) and (4.5) can be obtained
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from an initial value problem calculation by choosing an initial condition
fs(0) different from ours. However, the initial conditions that recover the
X-C results necessarily have increasingly fast oscillations along the orbit for
increasing kψ, and seem of limited interest for the analysis of turbulence
simulations. For this reason, we choose the initial condition (2.56) that is in
our opinion more relevant.
4.2 Residual zonal-flow obtained with CAS3D-K and
gyrokinetic simulations
In this section, we calculate the residual zonal flow as an initial value problem
for a wide range of radial wavelengths in tokamak and stellarator geometries
with CAS3D-K. These calculations will be compared with the results from
Gene and EUTERPE.
EUTERPE simulations are initiated with a zonal potential perturbation,











Here, Fs0 is a Maxwellian distribution and  is a small factor (on the order
of 10−3) that makes the perturbation to the distribution function, Fs1, much
smaller than the equilibrium distribution, Fs0. After the fist time step, a
zonal perturbation to the potential with the same radial dependence ϕ(0) ∝
sin(kψψ) appears, that is used as the initial zonal-flow.
In EUTERPE, a long-wavelength approximation is used in the quasineu-
trality equation. Namely, the Γ0(x) = exp (−x) I0(x) function is approx-
imated as Γ0(x) ≈ 1 − x, with x = k2⊥ρ2ti, which is valid for k⊥ρti  1.
The initial condition (4.9) is a good approximation of (2.56) under these
conditions (see Appendix B).
With the initial condition (4.9), the collisionless simulation is linearly
evolved, retaining just a few (5 to 10) toroidal and poloidal Fourier modes
of the potential. The (m,n) = (0, 0) mode, which we can identify with ϕk
in equation (2.19), is the dominant component of the potential spectrum
during the simulation, thus proving that the assumption of an eikonal form
in equation (2.19) is appropriate. Here, m and n label poloidal and toroidal
modes, respectively. The time evolution of ϕk at a number of radial positions
is tracked.
In the Gene simulations, we calculate the zonal-flow response for a wide
range of radial wavelengths, using both adiabatic and kinetic electrons. We
use the flux tube version of the code in tokamak geometry and the full flux
surface version in stellarators. The distribution function is initiated accord-
ing to (2.56). Since Gene works in Fourier space for the radial coordinate,
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Figure 4.6: Safety factor profiles employed in Section 4.2 for the tokamak
(solid line) and W7-X (dashed line) calculations.
we initialize the perturbed distribution function with only one radial mode
which produces a potential with a single mode of unit amplitude.
To obtain the residual zonal-flow level and the oscillation frequency, the
time trace of the zonal potential, or its radial derivative1 (normalized to its
initial value), is fitted to a model function with the form
ϕ′k(t)
ϕ′k(0)
= AZF cos(ΩZFt) exp (−γZFt) +RZF + c1
1 + c2tc3
, (4.10)
where RZF is the residual level, ΩZF is the zonal-flow oscillation frequency,
AZF is the amplitude of the oscillation, γZF is the damping rate, and ′ means
derivative with respect to the radial coordinate (normalized toroidal flux in
EUTERPE). The last term in equation (4.10) accounts for the decay to the
zonal-flow residual level, to which the oscillations are superimposed, and is
described using the parameters c1, c2 and c3. This term is important for cases
in which the decay to this residual level is slow. The fit is performed with the
non-linear fitting routine fit of the MATLAB software package. Note that, in
principle, a similar value of the zonal-flow frequency could be obtained from
a Fast Fourier Transform (FFT) of the time signal, but this method shows
to be less precise in practice.
There are sources of error and uncertainty in the residual level and the
oscillation frequency obtained by this procedure, related to the simulation
itself and the approximations in the gyrokinetic code, and also associated to
the fitting process.
1Assuming the eikonal form of the potential in equation (2.19), both the normalized
potential and its radial derivative have a similar time evolution.
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Figure 4.7: Residual zonal flow for the initial value problem in an axisym-
metric large aspect ratio tokamak with major radius R = 0.95 m, minor
radius a = 0.25 m and q profile given in figure 4.6. The values predicted
by R-H and X-C (equations (4.1) and (4.2), respectively) are also shown for
comparison.
In the CAS3D-K calculations shown in this chapter we have used the
solution of δs for trapped particles with the expansion in bounce harmonics
(3.18) instead of the integral method (3.13), the reason being that the latter
was still not included in the code when the calculations in this chapter were
performed. Although both methods give exactly the same value, the integral
method requires less computational resources. In tokamaks, as only a small
number of mode numbers are required for the description of the magnetic
field, the differences in computational time by using (3.13) or (3.18) are
not significant. This does not apply in stellarators as only passing particles
contribute to the residual level.
In all the calculations shown in this chapter, we use flat density and
temperature profiles with equal values for all species and we use the same
VMEC equilibrium input for all the codes.
4.2.1 Tokamak
First, we compare gyrokinetic simulations and CAS3D-K calculations in toka-
mak geometry. We use an axisymmetric device with major radius R =
0.95 m, minor radius a = 0.25 m, and q profile given in figure 4.6, whose
equilibrium is determined by VMEC. We use flat temperature profiles with
Ti = Te. The residual levels obtained with EUTERPE, CAS3D-K and the flux
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Figure 4.8: The same evaluation with CAS3D-K of equation (2.59) as in fig-
ure 4.7, with the adiabatic electron approximation, and the evaluation of
equation (2.57) with fully kinetic species for different values of τ .
tube version of Gene are shown in figure 4.7 for a radial position ψ = 0.25.
We show the calculations with fully kinetic species and also using the ap-
proximation of adiabatic electrons. The results of the gyrokinetic codes have
been obtained fitting the temporal evolution of the potential to the model
function (4.10). The results with CAS3D-K correspond to the evaluation
of the equations (2.57) and (2.59). From figure 4.7, we can see that the
agreement among the results of CAS3D-K, EUTERPE and Gene is excel-
lent. When evaluating the residual level with gyrokinetic codes, a certain
variability in the results must be assumed. This variability comes from the
fitting method (smaller than 1%), the discretization in phase-space and the
control of the numerical noise, among other factors. All the results in this
work obtained with Gene show variations smaller than 10%. In any case,
figure 4.7 shows that the residual level obtained by the three independent
methods coincides within a margin smaller than this quantity, which gives
us confidence to consider that the overall error is quite small.
As can be seen in figure 4.7, the residual value has local maxima centered
at the scales of the electron and ion Larmor radii. In the long-wavelength
limit, k⊥ρti  1, the residual level in a tokamak does not depend on k⊥.
Its value is well predicted by (4.1), and even more accurately by (4.2), for a
large aspect ratio tokamak with circular cross section. For the VMEC equi-
librium used here, these predictions (also indicated in figure 4.7) are not so
accurate for the reasons discussed in the paragraph below equation (4.2).
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Figure 4.9: Residual zonal flow level for the initial value problem in the
standard configuration of the W7-X stellarator at ψ = 0.25. The q profile is
shown in figure 4.6.
At very short wavelengths, k⊥ρte > 2, the residual value approaches zero as
〈k⊥ρts〉−1ψ when using fully kinetic species and also for the adiabatic electron
approximation. In figure 4.7, it is shown that the adiabatic electron approx-
imation in tokamaks is good for k⊥ρte . 0.1. In figure 4.8, we reproduce the
results with CAS3D-K in figure 4.7 together with the evaluation of (2.57) for
different values of τ := Te/Ti. On the electron scale, the results with the
adiabatic electron approximation and with kinetic electrons only coincide in
the limit τ  1. Due to the reasons pointed out above, the simulations
with EUTERPE have been carried out only for k⊥ρti < 1. Finally, it is ob-
vious that the results of the forced system of figures 4.4 and 4.5 and the
initial value problem of figure 4.7 behave in a completely different way for
k⊥ρti & 1.
4.2.2 Stellarator
Now, we turn to stellarator geometry. We use an equilibrium for the standard
configuration of the stellarator W7-X obtained with VMEC. The q profile is
given in figure 4.6 and we take flat density and temperature profiles with
Ti = Te. In figure 4.9, calculations of the residual level with CAS3D-K,
EUTERPE and the full flux surface version of Gene are shown for ψ =
0.25. Two curves correspond to CAS3D-K computations, one using adiabatic
electrons (see equation (2.59)) and the other one using kinetic electrons (see
equation (2.57)). In figure 4.9, the results of the gyrokinetic simulations were
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Figure 4.10: Residual zonal flow level for the initial value problem in the
standard configuration of the W7-X stellarator at ψ = 0.25, with deuterium
ions (D) and kinetic heavy electrons (E) (mE = 400me) and also using the
approximation of adiabatic electrons.
obtained employing both the approximation of adiabatic electrons and fully
kinetic species withGene, whereas only calculations with adiabatic electrons
are shown for EUTERPE. These results have been fitted to an exponential
decay model (4.10) to get the residual value. Similar results can be obtained
with an algebraic decay model as suggested in reference [11]. The results of
CAS3D-K show remarkable agreement with both gyrokinetic codes.
As explained and quantified at the end of this section, the gyrokinetic
simulations with kinetic species are much more demanding in terms of com-
putational resources than those with adiabatic electrons. Global simulations
with EUTERPE using fully kinetic electrons in stellarator geometry would
require an extremely large computing time. This time can be reduced by
increasing the mass of the species involved. We have calculated for deu-
terium ions and kinetic heavy electrons s = {D,E}, with mE = 400me and
TD = TE . The results are shown in figure 4.10 where we compare the resid-
ual level calculated with EUTERPE and CAS3D-K at ψ = 0.25. The results
with adiabatic electrons shown in this figure are exactly the same as those
in figure 4.9, also with adiabatic electrons and obtained for hydrogen ions.
Note that, with adiabatic electrons, as the residual level only depends on
〈k⊥ρti〉ψ, the curves for hydrogen or deuterium ions are exactly the same.
In figure 4.9, like in tokamaks, we find local maxima of the residual level
centered around the scales of the electron and ion Larmor radii. However,
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Figure 4.11: The same evaluation with CAS3D-K of equation (2.59) as in
figure 4.9, with the adiabatic electron approximation, and the evaluation of
equation (2.57) with fully kinetic species for different values of τ .
at long wavelengths, k⊥ρti  1, the residual level as a function of k⊥ρti
behaves very differently in tokamaks and in stellarators (see, for example,
figures 4.7 and 4.9). This can be easily understood by expanding (2.57) and
(2.59) in k⊥ρti  1. The numerator of these expressions scales quadratically
with k⊥ρti in tokamaks and stellarators. The difference comes from the
denominator. In a stellarator, the denominator is non-zero when k⊥ρti = 0.
However, in a tokamak the denominator scales quadratically with k⊥ρti. The
denominator has been often related to the shielding effects of collisionless
classical and neoclassical polarization currents [4, 6, 13, 14].
It is worth giving explicitly the k⊥ρti  1 expansions of (2.57) and (2.59)
in a stellarator and discussing a stellarator specific point in detail. The lowest







1 + Ti/(Z2i Te)
) +O(〈k⊥ρti〉4ψ), (4.11)
where t = n−1s {1}trappeds is the fraction of trapped particles. Here, the su-
perindex “trapped” means that the phase-space integration is performed only
over the trapped region. However, if we use the approximation of adiabatic


























LW approx. (kinetic e−)
Exact expression (kinetic e−)
LW approx. (adiabatic e−)
Exact expression (adiabatic e−)
Figure 4.12: Range of validity of the long-wavelength (LW) approximations,
when using fully kinetic species (4.11) and with the approximation of adia-
batic electrons (4.12), compared to the exact expressions (2.57) and (2.59),
in the standard configuration of the W7-X stellarator at ψ = 0.25 and with
Ti = Te.
Hence, in stellarators, the adiabatic electron approximation gives and incor-
rect residual zonal flow, even at long wavelengths. This has been pointed out
in references [7, 16] and is confirmed by the calculations shown in figures 4.9
and 4.10. The curves in figure 4.11 for different values of τ quantify the
error of the adiabatic electron approximation for any wavelength. As can be
seen in this figure, the residual level obtained with this approximation, only
coincides with that obtained with fully kinetic species in the limit τ  1. In
figure 4.12, we plot the curves in figure 4.9 corresponding to CAS3D-K to-
gether with the evaluation of their expansions to lowest order in k⊥ρti  1,
(4.11) and (4.12). It is clear from figure 4.12 that (4.11) and (4.12) are good
approximations of (2.57) and (2.59) respectively for k⊥ρti . 0.2.
We point out that at scales comparable to the ion Larmor radius, k⊥ρti ∼
1, the residual level appears to be larger in stellarators than in tokamaks (see,
for example, figures 4.8 and 4.11). In order to discard trivial explanations,
we have studied with CAS3D-K the residual level in a tokamak configuration
with the same aspect ratio and q profile as those of the standard configuration
of W7-X and the results are much closer to the tokamak case than to the
stellarator results. This is not surprising because, as shown in reference [6],
not only the aspect ratio but also shaping effects like elongation, triangularity
and Shafranov shift, among others, affect the residual level. We leave for a
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future work a detailed study of the magnetic configuration influence on the
residual level.
4.2.3 Simulation conditions and computational time
The converged results shown in this chapter require disparate computing
resources, depending on the code and the physical problem. The relevant
numerical parameters and the computational resources required by each code
are described below.
In CAS3D-K, we used 256 points for the integration over the velocity
coordinate v, with 0 ≤ v ≤ 4pivts. For the integration over the λ coordinate,
we used 72 integration points in the tokamak and 24 in W7-X. Along the
field line, we used 32 points at long wavelengths and up to 4096 for short
wavelengths. This resolution allows the correct integration of the highly
oscillatory functions. Thanks to axisymmetry, in a tokamak all field lines on
a flux surface are equivalent. In W7-X, we used 1024 field lines to cover the
flux surface for passing particles. For the evaluation of δs in the stellarator
case, all the modes with |m| ≤ 8 and |n| ≤ 8 were retained. The calculations
were carried out in the EULER cluster at CIEMAT, equipped with Xeon
5450 quadcore processors at 3 GHz and 4XDDR Infiniband network.
In Gene, a 1D spatial grid along the field line (z coordinate) is used
in the tokamak cases while in stellarator simulations a 2D spatial grid in
coordinates (y, z) is used to describe a full flux surface (y is the coordinate
along the binormal direction). In velocity space, a 2D grid in parallel velocity
and magnetic moment coordinates (v‖, µ) is used in both the tokamak and
the stellarator cases. The resolution of the spatial and velocity grids used
are given in tables 4.1 and 4.2 for long and short wavelengths together with
the time step and the total simulation time for each case. Times are given in
1/ΩG units, with ΩG = a/vte, where we recall that a is the minor radius and
vte is the thermal velocity of electrons. The GENE simulations were run in
HYDRA [61], equipped with Intel IvyBridge at 2.8 GHz and SandyBridge-
EP at 2.6 GHz processors interconnected by Infiniband FDR14.
In EUTERPE, the electric potential is represented in a 3D spatial grid in
PEST coordinates (sE , θE , φE) whose radial resolution must be large enough
to correctly represent the potential perturbation. The number of markers
was set according to the grid resolution to maintain the ratio of markers
per grid cell approximately constant. A low-pass squared filter in Fourier
space (kθE , kφE ) is used to reduce the noise. In table 4.3 the resolution of
the spatial grid (nsE , nφE , nφE ), the number of markers, the filter cutoff, the
time step and the total simulation time used for each case are given. Times
are given in 1/ΩE units, where ΩE = eB∗/mi, e is the elementary charge,
mi is the ion mass and B∗ is the average of the magnetic field along the
magnetic axis. The EUTERPE simulations were carried out in EULER and
MareNostrum III [62], equipped with Intel SandyBridge-EP processors at
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long wavelength (k⊥ρti < 1)
adiabatic e− kinetic e−
nz 64 64
nv‖ 128 1024
nµ 40 40 tokamak
∆tG 1− 6 0.03− 0.06
TG 4000− 15000 3000− 10000
ny 64 64
nz 256 128
nv‖ 128 256− 512 stellarator
nµ 20 20
∆tG 4− 8 0.06
TG 100000− 200000 40000
Table 4.1: Numerical parameters used in the GENE simulations for long
wavelengths. The time step (∆tG) and the total simulation time (TG) are
given in Ω−1G units, with ΩG = a/vte.
short wavelength (k⊥ρti > 1)
adiabatic e− kinetic e−
nz 128 256
nv‖ 1024− 2048 2048− 4096
nµ 40 40 tokamak
∆tG 0.2− 1 0.02
TG 4000− 10000 150
ny 64 64
nz 128 128
nv‖ 128 128− 512 stellarator
nµ 20 10− 20
∆tG 0.2− 5 0.06
TG 300− 5000 10000− 550000
Table 4.2: Numerical parameters used in the GENE simulations for short
wavelengths. The time step (∆tG) and the total simulation time (TG) are
given in Ω−1G units, with ΩG = a/vte.
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long wavelength tokamak stellarator
(k⊥ρti < 1) adiabatic e− adiabatic e− kinetic e−†
nsE 32− 192 64− 192 32− 96
nθE × nφE 16× 16 32× 32 16× 16
# of markers 40 M − 240 M 40 M − 240 M 40 M − 120 M
filter cutoff 5 5, 10†† 5
∆tE 10− 5 50− 20 0.5
TE 60000 400000 45000
Table 4.3: Numerical parameters used in the EUTERPE simulations. The
time step (∆tE) and the total simulation time (TE) are given in Ω−1E units,
with ΩE = eB∗/m. †This range corresponds to calculations with deuterium
ions and heavy electrons. ††Only for the shortest-wavelength case.
2.6 GHz and Infiniband FDR10 interconnection.
In table 4.4 we illustrate the computational cost, in total CPU core hours
(that is, the time summed up over all the cores employed in the simulation),
for the different codes and cases studied. Of course, the values shown in
table 4.4 are simply indicative, as they depend on the numerical details
of the simulations and the type of CPU employed in each calculation. In
addition, a systematic analysis of the optimal resolution to carry out the
computations with each code has not been performed. The main conclusion
that we can extract from table 4.4 is that determining the residual zonal flow
with CAS3D-K is faster than with Gene and EUTERPE. This is specially
true for stellarators. The reason is that in stellarators only passing particles
contribute to the residual value, while in tokamaks also trapped particles
count, and trapped trajectories typically demand a more careful numerical
treatment than passing ones. Whereas the CAS3D-K calculation simply drops
the contribution from the trapped region, the gyrokinetic runs simulate all
trajectories. However, we can see from table 4.4 that the computational cost
when using the gyrokinetic codes is higher in stellarator geometry because
it requires increased resolution in phase-space to obtain converged results.
We observe that EUTERPE, a 3D global code, requires much more CPU
time than Gene, particularly in the tokamak case, in which the flux tube
version of Gene is used. The reason is that EUTERPE simulates the whole
plasma while Gene is here operated in a radially local limit. The computa-
tional cost with EUTERPE increases with k⊥ρti, because more flux surfaces
have to be considered as k⊥ increases to properly resolve the radial structure
of the potential in all the plasma volume. In EUTERPE the different values
of k⊥ρti at a given radial position are obtained by keeping the value of ρti
(determined by the ion mass, the temperature and the magnetic field) and
varying the value of k⊥. In CAS3D-K, the resolution at short wavelengths
must be increased to correctly calculate the highly oscillatory functions re-
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long wavelengths short wavelengths
k⊥ρti < 1 k⊥ρti > 1
adiabatic e− kinetic e− adiabatic e− kinetic e−
CAS3D-K 1.5 3 15 30
Gene 10†† 1300 150 200 tokamak
EUTERPE 7000 — — —
CAS3D-K 0.5 1 4 8
Gene 2000 40000 200 250000 stellarator
EUTERPE 20000 80000† — —
Table 4.4: Estimated CPU time (total core hours) to obtain the residual
zonal flow value with the different codes. We give estimations for tokamaks
and stellarators; for adiabatic and kinetic electrons; and for long and short
wavelengths. †This range corresponds to calculations with deuterium ions
and heavy electrons. ††For very small wavenumbers, Gene computes the
residual zonal flow in a tokamak in approximately 0.5 CPU hours.
lated to the finite orbit width and the finite Larmor radius effects.
The analytical expression obtained by Rosenbluth and Hinton in refer-
ence [4], given by equation (4.1), has been largely used as a linear benchmark
for gyrokinetic codes in tokamak geometry and in the long-wavelength limit.
The results presented in this chapter show that CAS3D-K can be used to per-
form those benchmarks not only in tokamak geometry but also in stellarator
geometry and for arbitrary wavelengths. Examples of such benchmarks are
given in figure 4.7 for the global code EUTERPE and the flux tube version
of Gene in tokamak geometry, and in figure 4.9 for EUTERPE and the full
flux surface version of Gene in stellarator geometry.
4.3 Residual zonal-flow with a source term in the
quasineutrality equation
It is a matter of fact that the tokamak calculation including a source term
in the quasineutrality equation [6, 14] has become quite popular in the liter-
ature. Just for completeness, we give an analogous calculation for the stel-
larator in this section using gyrokinetic simulations and CAS3D-K. We also
show the results for the tokamak using gyrokinetic codes (these were not
included in Section 4.1). In particular, we calculate the residual zonal-flow
of the forced system described in Section 4.1 in the tokamak and parameters
given in Section 4.2.1. We also derive the equivalent expression for stellara-
tors and we calculate its value in the standard configuration of the W7-X
stellarator described in Section 4.2.2. In both cases, we show calculations
obtained with CAS3D-K and Gene.
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Figure 4.13: The evaluation of equation (4.4) with CAS3D-K for the tokamak
of Section 4.2 at ψ = 0.25 is shown. The corresponding simulation with
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Figure 4.14: The same calculations as in figure 4.13, but employing adiabatic
electrons.
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Figure 4.15: The results of the forced case for the standard configuration of
the stellarator W7-X at ψ = 0.25.
Figures 4.13 and 4.14 are analogous to figures 4.4 and 4.5, but this time
we employ the equilibrium and parameters of Section 4.2.1, and show the
results obtained by both CAS3D-K and Gene. The gyrokinetic simulations
have been carried out by taking vanishing initial condition and adding a
constant source term to the quasineutrality equation. As can be seen in
figures 4.13 and 4.14, both calculations show really good agreement.
A formulation of the residual zonal flow problem similar to that given in













































The evaluation of these expressions with CAS3D-K, for the standard
configuration of the stellarator W7-X and the parameters detailed in Sec-
tion 4.2.2, is shown in figure 4.15. The results for the Gene simulations are
also plotted. As can be seen in this figure, both calculations show good agree-
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ment. Note that, the Gene calculations in this case require large resolution
parameters and therefore large computational resources.
4.4 Summary of results in this chapter
In this chapter we have computed the residual zonal flow level in tokamak
and stellarator geometries for a wide range of radial wavelengths, using both
the approximation of adiabatic electrons and fully kinetic electrons. We have
compared the results of CAS3D-K with those obtained from two gyrokinetic
codes: the global code EUTERPE and the radially local versions of Gene
(full flux surface and flux tube). The comparisons are shown in figures 4.7,
4.9 and 4.10.
A stellarator specific effect has been discussed in detail. Namely, the fact
that the adiabatic electron approximation gives incorrect zonal flow residuals
even for k⊥ρti  1, unlike in tokamaks. This effect has also been confirmed
by means of gyrokinetic simulations. This is shown in figures 4.9, 4.10 and
4.11.
Finally, we stress the efficiency of our semianalytical method to determine
the residual zonal flow. Gyrokinetic simulations with Gene and EUTERPE
to obtain the residual level are computationally expensive, especially with
fully kinetic species, in the short-wavelength region, and in stellarator ge-
ometry. On the contrary, the calculations with CAS3D-K are less demanding
(see table 4.4), particularly in stellarator geometry. These results show that
CAS3D-K is a useful tool to calculate fast and accurately the residual level
in any toroidal geometry and for arbitrary wavelengths. This code is even
more useful in stellarator geometry as kinetic electrons must be considered to





in stellarators and rippled
tokamaks
In this chapter, we prove the validity of the expression obtained in Section 2.4
for the zonal-flow oscillation frequency, ΩZF, and the approximations used
in its derivation. For this purpose, we evaluate equation (2.66) with CAS3D-
K in several stellarator devices and in a large aspect ratio tokamak with
different ripple values. We compare these results with those from gyroki-
netic simulations. The results shown in this chapter have been accepted for
publication recently and can be found in Reference [20].
This chapter is organized as follows. In Section 5.1 we compute ΩZF,
with both methods (that is, the semianalytical approach and the one based
on gyrokinetic simulations), in a tokamak configuration with different ripple
values, which we use as a test to gain insight into the problem and check the
limitations of the numerical methods. In Section 5.2 we calculate the zonal-
flow frequency in the W7-X, TJ-II and LHD stellarators. The computational
requirements of the two approaches to the calculation of ΩZF are compared
in Section 5.3. Finally, a summary of the results in this chapter is given in
Section 5.4.
5.1 Zonal-flow oscillation frequency in tokamaks with
ripple
For the evaluation of the zonal-flow frequency (2.66) with CAS3D-K, we use
the integral version of δs for trapped particles (3.13). This method represents
a significant simplification in contrast to the method using bounce harmonics
(3.18). Although calculations of δs obtained with both methods give the
same value, the integral method requires less computational resources and
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is faster, especially in stellarators. In the evaluation of (2.62), (2.63) and
(2.64), the integration over the velocity space is performed analytically as
only moments of the Maxwellian distribution function are required. Some of
these moments are given in equations (3.25), (3.26) and (3.27).
For the evaluation of the zonal-flow frequency with the gyrokinetic codes,
we use the initial conditions and the fitting method described in Section 4.2.
Several dynamics are mixed in the zonal flow relaxation, which makes the
fitting process non trivial. First, there is a decay to the residual level and,
superimposed to it, several oscillations appear with different amplitudes and
characteristic times (see figures 5.3 and 5.6). Since we are interested in the
low frequency oscillation, the faster GAM oscillation, usually appearing at
the beginning of the relaxation, is excluded in the fitting process. A very
similar value is obtained if instead of using the (m,n) = (0, 0) component of
the potential its flux-surface average is used1.
Although the comparison of the frequency calculations is focused on the
codes CAS3D-K and EUTERPE, calculations for the W7-X standard config-
uration have also been carried out with the code Gene. In the Gene sim-
ulations shown in this chapter, we use the full-flux surface version. In this
version, the code is spectral in the radial coordinate, while a finite difference
scheme is used for the coordinates along the flux surface.
In the calculations shown in this chapter, we also use flat density and
temperature profiles and assume a plasma with adiabatic electrons and singly
charged ions in all cases. Although the normalized toroidal flux, ψ, is used
as a radial coordinate in the codes, in what follows we show the results in
the more natural coordinate r/a :=
√
ψ, where a is the minor radius of the
device.
In order to understand the influence of the magnetic configuration on
the zonal-flow oscillation, we take an axisymmetric tokamak equilibrium and
modify it by adding different amounts of ripple. The resulting set of config-
urations allows us to study the dependence of the frequency on the ripple
size and calibrate the calculation methods in a controlled path continuously
departing from the axisymmetric case.
We start with the VMEC2 input for the equilibrium of an axisymmetric
large aspect ratio tokamak (LART) with major radius R = 5 m and minor
radius a = 0.5 m, and modify the plasma boundary to include ripple. The
ripple is generated by adding a poloidally symmetric perturbation to the
boundary shape through non-zero coefficients (RBC)0,2 and (ZBS)0,2. We
always take (RBC)0,2 = (ZBS)0,2. Here, (RBC)m,n and (ZBS)m,n are the
cosine and sine components of the coordinates RBC and ZBS at the boundary,
1Note that the (m,n) = (0, 0) component of the potential is not strictly equal to the
flux-surface average of the potential, in general.
2The equilibrium in VMEC can be expressed in flux coordinates and toroidal-cylindrical
coordinates {R,Z, φˆ}, where R is the toroidal radial coordinate, Z is the height above the
toroidal midplane and φˆ is the toroidal angle.
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(ZBS)0,2 r/a B00 [T] B10 [T] B20 [T] B30 [T] B12 [T]
√∑
B2mn [T]
0.40 2.47 -9.58×10−2 1.87×10−3 -3.65×10−5 -9.71×10−14 3.40×10−13
0 0.60 2.46 -1.45×10−1 4.30×10−3 -1.28×10−4 1.06×10−13 6.48×10−13
0.80 2.45 -1.93×10−1 7.69×10−3 -3.07×10−4 -3.86×10−13 7.99×10−13
0.40 2.47 -9.58×10−2 1.87×10−3 -3.65×10−5 -5.99×10−6 1.01×10−5
0.0001 0.60 2.46 -1.45×10−1 4.30×10−3 -1.28×10−4 -8.98×10−6 1.27×10−5
0.80 2.45 -1.93×10−1 7.69×10−3 -3.07×10−4 -1.19×10−5 1.64×10−5
0.40 2.47 -9.58×10−2 1.87×10−3 -3.65×10−5 -5.71×10−5 8.76×10−5
0.001 0.60 2.46 -1.45×10−1 4.30×10−3 -1.28×10−4 -8.65×10−5 1.30×10−4
0.80 2.45 -1.93×10−1 7.69×10−3 -3.07×10−4 -1.17×10−4 1.67×10−4
0.40 2.47 -9.58×10−2 1.87×10−3 -3.65×10−5 -2.86×10−4 4.40×10−4
0.005 0.60 2.46 -1.45×10−1 4.30×10−3 -1.28×10−4 -4.33×10−4 6.49×10−4
0.80 2.45 -1.93×10−1 7.69×10−3 -3.07×10−4 -5.83×10−4 8.35×10−4
0.40 2.47 -9.58×10−2 1.87×10−3 -3.65×10−5 -5.66×10−4 9.70×10−4
0.01 0.60 2.46 -1.45×10−1 4.30×10−3 -1.28×10−4 -8.62×10−4 1.33×10−3
0.80 2.45 -1.93×10−1 7.69×10−3 -3.07×10−4 -1.17×10−3 1.67×10−3
0.40 2.47 -9.58×10−2 1.87×10−3 -3.65×10−5 -1.69×10−3 3.13×10−3
0.03 0.60 2.46 -1.45×10−1 4.30×10−3 -1.28×10−4 -2.58×10−3 4.02×10−3
0.80 2.45 -1.93×10−1 7.69×10−3 -3.06×10−4 -3.50×10−3 5.02×10−3
0.40 2.47 -9.57×10−2 1.86×10−3 -3.64×10−5 -2.81×10−3 5.43×10−3
0.05 0.60 2.46 -1.45×10−1 4.29×10−3 -1.28×10−4 -4.31×10−3 6.76×10−3
0.80 2.45 -1.93×10−1 7.68×10−3 -3.06×10−4 -5.83×10−3 8.42×10−3
0.40 2.47 -9.56×10−2 1.86×10−3 -3.64×10−5 -3.94×10−3 7.77×10−3
0.07 0.60 2.46 -1.45×10−1 4.29×10−3 -1.27×10−4 -6.03×10−3 9.58×10−3
0.80 2.45 -1.93×10−1 7.67×10−3 -3.05×10−4 -8.17×10−3 1.19×10−2
0.40 2.47 -9.54×10−2 1.85×10−3 -3.62×10−5 -5.63×10−3 1.16×10−2
0.1 0.60 2.47 -1.44×10−1 4.27×10−3 -1.27×10−4 -8.59×10−3 1.41×10−2
0.80 2.45 -1.93×10−1 7.64×10−3 -3.04×10−4 -1.16×10−2 1.73×10−2
0.40 2.48 -9.48×10−2 1.84×10−3 -3.57×10−5 -8.44×10−3 1.89×10−2
0.15 0.60 2.47 -1.44×10−1 4.24×10−3 -1.25×10−4 -1.29×10−2 2.24×10−2
0.80 2.46 -1.92×10−1 7.58×10−3 -3.01×10−4 -1.76×10−2 2.69×10−2
0.40 2.48 -9.41×10−2 1.81×10−3 -3.51×10−5 -1.13×10−2 2.79×10−2
0.2 0.60 2.48 -1.43×10−1 4.19×10−3 -1.23×10−4 -1.74×10−2 3.21×10−2
0.80 2.46 -1.90×10−1 7.50×10−3 -2.96×10−4 -2.35×10−2 3.77×10−2
0.40 2.49 -9.31×10−2 1.79×10−3 -3.43×10−5 -1.42×10−2 3.88×10−2
0.25 0.60 2.48 -1.41×10−1 4.12×10−3 -1.21×10−4 -2.18×10−2 4.34×10−2
0.80 2.47 -1.88×10−1 7.39×10−3 -2.91×10−4 -2.96×10−2 4.99×10−2
0.40 2.50 -9.20×10−2 1.75×10−3 -3.34×10−5 -1.72×10−2 5.17×10−2
0.3 0.60 2.49 -1.39×10−1 4.04×10−3 -1.18×10−4 -2.64×10−2 5.67×10−2
0.80 2.48 -1.86×10−1 7.26×10−3 -2.84×10−4 -3.58×10−2 6.38×10−2
Table 5.1: Some relevant quantities that describe the rippled tokamak con-
figurations studied in the text as a function of the non-axisymmetric pertur-
bation to the plasma boundary. Recall that we take (RBC)0,2 = (ZBS)0,2.
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Figure 5.1: Radial profile of the safety factor of the large aspect ratio toka-
mak (LART) equilibria described in Section 5.1.
respectively, and m and n are poloidal and toroidal mode numbers (see [63]).
We calculate the VMEC equilibrium employing 36 Fourier cosine components
for B; specifically, 0 ≤ |n| ≤ 4 and 0 ≤ m ≤ 3. Note that, in this case |B|
can be written as a Fourier cosine series with coefficients Bm,n as





Bm,n(ψ) cos(mθ − nζ). (5.1)
After including the (ZBS)0,2 6= 0 perturbation to the boundary, several modes
B0,n, with n 6= 0, are generated, whose size increases with the size of (ZBS)0,2.
The non-axisymmetric perturbation can also modify slightly the axisymmet-
ric components B00, B10, B20 and B30. We list in table 5.1 some of the
Fourier cosine coefficients of B at three radial positions for different values
of the perturbation (ZBS)0,2. We give the axisymmetric components, the
largest non-symmetric coefficient, B12, and also
√∑
n 6=0B2mn, where the sum
includes all non-axisymmetric components. For the cases under study, we






This parameter will be used as a measure of the perturbation to the axisym-
metric equilibrium.
The average magnetic field strength at the axis is B0 ' 2.48 T for the
non-perturbed case and decreases slightly as the ripple amplitude is increased
in the perturbed equilibria. The q profile, which is the same for all these



















Figure 5.2: Radial dependence of ΩZF in the large aspect ratio tokamak with
different ripple values. The results of EUTERPE are shown with dashed lines
(the specific points of the radial grid are marked) and the results of CAS3D-K
are shown with solid lines.
configurations, is shown in figure 5.1. Note that this q profile is not standard
for a tokamak configuration. We use unusually small safety factor values to
reduce the amplitude of the GAM oscillation, which allows to observe the
low frequency oscillation more clearly in the simulations.
In this set of configurations we calculate the zonal flow oscillation fre-
quency with CAS3D-K and also by means of EUTERPE simulations. We use
flat density and temperature profiles with Te = Ti = 5 keV. In EUTERPE
we use an initial perturbation with kψ = 0.5pi, so that the normalized radial
scale of the perturbation is 〈k⊥ρti〉ψ < 0.026.
The radial dependence of the zonal-flow frequency calculated with CAS3D-
K and EUTERPE for the tokamaks described above is shown in figure 5.2
for different ripple values. The oscillation frequency shows rather flat radial
profiles with a slight increase near the magnetic axis. The calculations with
both codes show good agreement and this is better in configurations with
larger ripple amplitudes; the reason is given next. The time traces of the
normalized zonal electric field corresponding to the cases shown in figure 5.2
are provided in figure 5.3 at a radial position of r/a = 0.5. As can be seen in
this figure, the initial time steps are dominated by a fast oscillation followed
by a decaying smaller-frequency oscillation which has larger amplitude in
the tokamak configurations with larger ripple values. It is then clear from
figure 5.3 that the estimation of the frequency with the fitting method is less
precise in configurations with smaller ripple values because the amplitude of
the zonal-flow oscillation in those configurations is actually small and it is
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Figure 5.3: Time evolution of the normalized radial electric field in the large
aspect ratio tokamak with different ripple values obtained with EUTERPE
at r/a = 0.5.
superimposed to a slow decay to the residual level. In particular, the fitting
method fails for sufficiently small ξ. Hence, the slight differences in the cal-
culation of ΩZF from the semianalytical approach and from the gyrokinetic
simulations seem to be simply due to the uncertainties in the fitting method.
With CAS3D-K we can compute ΩZF for arbitrarily small values of the
ripple. Theoretically, a linear dependence of ΩZF on ξ is expected for ξ  1.




for ξ  1. Since A0 and A1 (see (2.62) and (2.63)) are dominated by the
axisymmetric terms, the expansion of (2.66) for ξ  1 yields
ΩZF ∼ ξ vti
L
. (5.4)
This is confirmed by figure 5.4.
The series of perturbed tokamak equilibria used in this section have al-
lowed us to clarify the dependence of the oscillation frequency with the ripple
and understand some difficulties that appear in the process of comparing the
two approaches that are the subject of this chapter. In particular, the calcu-
lation of the oscillation frequency by means of gyrokinetic simulations showed
to have problems when the ripple size is too small because the fit of the po-
tential time traces becomes complicated. The calculation with CAS3D-K,
however, does not have this limitation and proved to be robust even with
very small ripple amplitudes.



















Figure 5.4: Dependence of ΩZF with ξ in the large aspect ratio tokamak
described in Section 5.1. Observe that for ξ  1 the dependence is linear.
The black straight line is a linear fit of the other two curves around ξ = 0.
5.2 Zonal-flow oscillation frequency in stellarators
In this section, we calculate the zonal-flow frequency in stellarator geometries
with CAS3D-K and compare the results with those obtained from gyrokinetic
simulations using the codes EUTERPE and Gene. Specifically, we work out
the frequency in several magnetic configurations of the W7-X, TJ-II and
LHD stellarators.
As discussed previously in the Introduction, the time evolution of an
initial zonal-flow perturbation shows, in general, an initial damped GAM
oscillation followed by a decaying low frequency oscillation. The collisionless
damping of the GAM oscillation strongly depends on the safety factor, q.
The safety factor profiles for all the stellarator configurations studied in
this section are shown in figure 5.5. An example of the time traces of the
zonal electric field obtained with EUTERPE is given in figure 5.6 for some of
the considered stellarator configurations. As can be seen in this figure, the
evolution of the initial zonal-flow perturbation is qualitatively different in
each device. The standard and high mirror configurations of W7-X show a
very small amplitude GAM oscillation before t = 5R/vti and a much slower
and higher-amplitude oscillation afterwards. The curve corresponding to
LHD shows up to six clear cycles of the GAM oscillation, while the low
frequency one is almost imperceptible. TJ-II represents an intermediate
situation: the amplitude of the GAM oscillation is larger than in W7-X but
smaller than in LHD. As for the low frequency oscillation, two oscillation
cycles are perfectly observable. Therefore, obtaining an accurate value of
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Figure 5.5: Safety factor radial profiles of the stellarator configurations de-






















Figure 5.6: Time evolution of the normalized radial electric field obtained
with EUTERPE for some of the stellarator configurations studied in Sec-
tion 5.2 at r/a = 0.5. For the normalization of time in the horizontal axis,
we have employed the major radius of each stellarator and the values of the
thermal speed given in the corresponding subsection of Section 5.2. It is
important to emphasize that, for the LHD SD curve, the oscillation that is
seen with the naked eye does not correspond to the low-frequency oscillation
but to the GAM.



















GENE 〈k⊥ρti〉ψ = 0.010
GENE 〈k⊥ρti〉ψ = 0.025
GENE 〈k⊥ρti〉ψ = 0.050
Figure 5.7: Zonal-flow frequency in the standard configuration of the W7-X
stellarator obtained with CAS3D-K, EUTERPE and GENE. Several values
of 〈k⊥ρti〉ψ are shown for GENE calculations. The EUTERPE calculations
use kψ = 0.5pi.
the zonal-flow frequency from the fitting method requires a careful analysis
case by case.
5.2.1 W7-X stellarator: standard configuration
In this subsection we calculate the oscillation frequency in the standard con-
figuration of the W7-X stellarator (W7-X SD). In the W7-X SD configuration
the average magnetic field strength at the magnetic axis is B0 = 2.42 T.
The q profile of this configuration is given in figure 5.5. In the calcu-
lations presented here we use flat density and temperature profiles with
Te = Ti = 5 keV.
The calculations of the zonal-flow frequency with CAS3D-K, EUTERPE
andGene in the W7-X SD configuration are shown in figure 5.7. The oscilla-
tion frequency in all cases shows a rather flat radial profile and the agreement
between them is very good. In the simulations carried out with EUTERPE
we use an initial perturbation with kψ = 0.5pi, so that the normalized radial
scale of the perturbation varies radially, with 〈k⊥ρti〉ψ < 0.032. Very similar
values of the oscillation frequency were obtained in simulations with different
(small) values of kψ (not shown here). Analogously, several simulations were
carried out with Gene for different radial scales of the perturbation with
0.01 ≤ 〈k⊥ρti〉ψ ≤ 0.05 obtaining very similar values of the oscillation fre-
quency (see figure 5.7). These results are in agreement with equation (2.66),
which is independent of k⊥ in the long-wavelength limit.
In the EUTERPE calculations, the error when obtaining the frequency
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Figure 5.8: Calculation of the zonal-flow frequency in the standard configu-
ration of the TJ-II stellarator obtained with CAS3D-K and EUTERPE. The
radial scale of the initial perturbation in EUTERPE simulations is kψ = 0.5pi.
is larger in the outer region of the plasma because the fit to the model
function gives a less precise value. The treatment of lost particles at the
outer boundary can also introduce some bias in the oscillation frequency. In
the EUTERPE calculations an error on the order of a 20% of its value can be
assumed in these radial positions. It is in these radial positions where the
CAS3D-K calculation shows a significant increase in the frequency and the
differences with the EUTERPE calculations are on the order of the error.
5.2.2 TJ-II stellarator
We have calculated the zonal flow oscillation frequency in the standard con-
figuration of the TJ-II stellarator with CAS3D-K and EUTERPE. The q profile
of this configuration is given in figure 5.5. We also use flat density and tem-
perature profiles, in this case with temperatures Te = Ti = 100 eV, close to
typical ion temperature values in ECRH plasmas of TJ-II. In EUTERPE we
use, as in the previous case, an initial perturbation with kψ = 0.5pi, so that
the normalized radial scale of the perturbation is 〈k⊥ρti〉ψ < 0.023.
The results of the zonal-flow frequency calculated with CAS3D-K and
EUTERPE for this configuration are shown in figure 5.8. As can be seen in
this figure, the zonal-flow frequency in the TJ-II stellarator increases with
the radial coordinate r/a and the calculations with the different numerical
methods show a good agreement.
It is important to point out that in this configuration the calculation of
ΩZF from the fit to the model function (4.10) is not as accurate as in the
W7-X SD case because the damping of the low frequency oscillation is larger



















Figure 5.9: Zonal-flow frequency in the standard configuration of the LHD
stellarator obtained with CAS3D-K and EUTERPE.
in TJ-II and fewer oscillation cycles are observed (see figure 5.6). However
it can be calculated with reasonable accuracy from the EUTERPE electric
field time traces for all radial positions because the initial GAM oscillation
is quickly damped leaving a couple of cycles of neat zonal-flow low frequency
oscillation. The first part of the time trace, in which the GAM oscillation is
present, is not included in the fit.
5.2.3 LHD stellarator
In the LHD stellarator, we calculate the zonal-flow frequency in three mag-
netic configurations with different positions of the magnetic axis, Rax, and
three different magnetic field strength at the magnetic axis, B0. These are:
the standard configuration (LHD SD) with Rax = 3.74 m and B0 = 2.53 T;
an outward-shifted configuration (LHD OS) with Rax = 3.91 m and B0 =
1.48 T; and an inward-shifted configuration (LHD IS) with Rax = 3.57 m
and B0 = 1.57 T. The q profiles of these configurations are given in figure 5.5
and we take flat density and temperature profiles with Ti = Te = 5 keV. In
EUTERPE simulations we use an initial perturbation with kψ = 0.5pi, so that
the normalized radial scale of the perturbation is 〈k⊥ρti〉ψ < 0.018.
The frequencies calculated with CAS3D-K and EUTERPE in the LHD SD
configuration are shown in figure 5.9. Both calculations show a clear radial
increase of the frequency. In this case, the agreement between calculations
with CAS3D-K and EUTERPE cannot be expected to be optimal, as can be
easily understood from a simple inspection of figure 5.6. This figure shows
that the GAM oscillation is weakly damped and it is almost impossible to
distinguish the low frequency oscillation. Therefore, in this configuration the
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Figure 5.10: Zonal-flow frequency obtained with CAS3D-K in the LHD stan-
dard (LHD SD), outward-shifted (LHD OS) and inward-shifted (LHD IS)
configurations.
fitting process turns out to be very complicated. In this sense, the agreement
shown in figure 5.9 is actually remarkable.
In figure 5.10 we show the CAS3D-K calculations of the zonal-flow fre-
quency in the LHD SD, LHD OS and LHD IS configurations. They also
exhibit a radial increase of the frequency in all configurations, except for
the LHD IS configuration in external radial positions, for r/a > 0.9. The
inward-shifted configuration is better optimized for neoclassical transport,
which has lower values of the averaged magnetic drift frequency, ωs. This,
at the same time, shows a larger value of the zonal-flow residual level (see
reference [13]). As can be seen in figure 5.10, the frequency of the zonal-flow
oscillation in the LHD IS configuration is smaller than in the LHD SD or
LHD OS configurations, which is considered also a direct consequence of the
reduction in ωs.
We do not show the calculation of ΩZF with EUTERPE in the IS and OS
configurations of LHD because a fit to a model like (4.10) is not reliable.
Basically, under the conditions chosen, the low-frequency oscillation is un-
detectable in the gyrokinetic simulations in these two configurations. The
usefulness of calculating the zonal-flow oscillation frequency with CAS3D-K
in the IS and OS configurations of LHD could be questioned in view that it
is difficult to observe this oscillation in practice. However, this low frequency
oscillation constitutes a natural mode of oscillation that could manifest under
particular conditions that enhance it and/or diminish the GAM oscillation.
Oscillations in this frequency range could, in principle, be excited by some
forcing mechanism, such as fast ions or electrons, and might be measured.






















(EUTERPE w/o tangential comp. of vdi) W7-X HM
Figure 5.11: Zonal-flow frequency in the high-mirror configuration of the W7-
X stellarator calculated with CAS3D-K and EUTERPE. The EUTERPE
simulations employ kψ = 0.5pi. As explained in the text, the EUTERPE
simulations have been carried out in two settings: (a) including the full
magnetic drift (blue curve); (b) retaining only the radial component of the
magnetic drift (black curve).
With this idea in mind, the calculations shown in figure 5.10 could be useful
even in this kind of configurations.
5.2.4 W7-X stellarator: high-mirror configuration
In figure 5.11 we show the values of ΩZF for the high-mirror configuration of
W7-X (W7-X HM) obtained with CAS3D-K (red line) and EUTERPE (blue
line). In the calculations presented here we use, as in the W7-X SD case, flat
density and temperature profiles with Te = Ti = 5 keV. In the W7-X HM
configuration the average magnetic field strength at the magnetic axis isB0 =
2.35 T. The q profile is given in figure 5.5. In the EUTERPE simulations
we use an initial perturbation with kψ = 0.5pi, so that the normalized radial
scale of the perturbation varies radially, with 〈k⊥ρti〉ψ < 0.032.
The CAS3D-K and EUTERPE calculations are in very good agreement
for r/a < 0.6, but not for r/a > 0.6. In this case the difference between
calculations of CAS3D-K and EUTERPE seem too large to be attributed to
fitting errors or boundary condition effects in the gyrokinetic simulations.
Let us try to understand the disagreement.
Note that in equation (2.26) the component of the magnetic drift tangent
to the flux surface has been neglected. This is formally correct as long as
condition (2.20) is satisfied. We will see next, however, that in the W7-X HM
configuration the neglected term contributes to the calculation of ΩZF. We
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W7-X SD 〈|κn|〉ψ R
W7-X SD 〈|κg|〉ψ R
W7-X HM 〈|κn|〉ψ R
W7-X HM 〈|κg|〉ψ R
Figure 5.12: Flux-surface average of the absolute value of the geodesic and
normal magnetic field line curvatures for the W7-X SD and W7-X HM con-
figurations.
cannot easily extend the analytical calculation of ΩZF to include the effect
of the tangential component of the magnetic drift, but we can carry out
the EUTERPE simulations removing this component, and therefore leaving
only the radial component of the magnetic drift, which is a more faithful
comparison to (2.26).
The black curve in figure 5.11 corresponds to the EUTERPE simulation
retaining only the radial component of the magnetic drift. In these simu-
lations the damping of the low frequency oscillations increases significantly
with respect to the cases in which the full magnetic drift is kept. This makes
the fit to a damped oscillation model like (4.10) more difficult, but still pos-
sible. We can safely conclude that the role of the tangential magnetic drift
in the W7-X HM configuration is needed to explain the radial dependence
of ΩZF for r/a > 0.6.
The relevance of the tangential component of the magnetic drift in the
W7-X HM configuration, by comparison to its irrelevance in the W7-X SD
one, can be understood by looking at figure 5.12, where the flux-surface-
averaged absolute value of the normal and geodesic components of the field
line curvatures is shown for both configurations. While the geodesic com-
ponent of the field line curvature is very similar in both cases, the normal
component (related to the tangential component of the magnetic drift) is
larger in the W7-X HM configuration than in the W7-X SD one. Actually,
the difference is significant for r/a & 0.5 and gets larger at outer positions
(compare figure 5.12 with the black and blue curves in figure 5.11).
At this point, one might wonder why we do not do the same test for the
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TJ-II and LHD SD configurations. That is, one might think that perhaps it
is possible to prove that the agreement between CAS3D-K and EUTERPE
simulations cannot be improved for TJ-II and LHD SD because the tan-
gential component of the magnetic drift also counts in these configurations.
However, this check turns out to be not feasible. In the simulations carried
out neglecting the tangential component of the magnetic drift, the damping
of the oscillations is remarkably higher with respect to the cases in which
the full magnetic drift is retained. As we have already explained, in W7-X
HM this effect is not enough to prevent a reasonable fit. On the contrary, in
the rest of configurations studied (W7-X SD, TJ-II and LHD) the damping
is so large when the tangential magnetic drift is removed that the fit is not
reliable.
5.3 Simulation details and computational time
One of the most important features of the semianalytical method herein
proposed for the evaluation of the zonal flow oscillation frequency is that it is
faster than calculating it by means of gyrokinetic simulations with EUTERPE
or Gene. We show in table 5.2 the total CPU time required to obtain the
frequency with each method. The times shown in the table for CAS3D-K
and Gene correspond to the time required for calculations at just one radial
position, while for EUTERPE, as it is a global code, these values are given
for the simulation of all radial positions at the same time. The values shown
in table 5.2 are determined by the resolution used in the different cases
with CAS3D-K and by the simulation time required to obtain a large enough
number of oscillation cycles to make a fit in the case of EUTERPE and Gene.
In the EUTERPE case, as they are global simulations, the minimum time
required is determined by the most demanding radial position (the innermost
radial locations, in general). These times represent the requirements for
simulations or calculations converged with respect to the different numerical
parameters and resolutions in each code. The numerical details in each case
are listed below.
In CAS3D-K, the computation time to obtain converged results varies
among devices and it depends on the phase-space resolution used in each
case. The minimum resolution for the integration over the λ coordinate in
all the calculations is nλ = 24. The integration over the magnitude of the
velocity is performed analytically. For the spatial integrals we use nζ = 128
trajectories and nθ = 512 integration points per trajectory, in the case of
passing particles. For trapped particles, these numbers are nζ = 16 trajec-
tories per integration group and nθ = 512 integration points per trajectory.
The calculations in CAS3D-K are radially local. Therefore, the values in the
table corresponding to CAS3D-K calculations are given per radial position
and the ranges given in table 5.2 account for the maximum and minimum
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CAS3D-K EUTERPE Gene
LART (large ripple) 3− 4 ∼ 2000 —
LART (small ripple) 2− 3 ∼ 10000 —
W7-X SD 2− 3 ∼ 2000 ∼ 180
W7-X HM 2− 3 ∼ 2000 —
TJ-II SD 3− 4 ∼ 1000 —
LHD SD, OS & IS 1− 3 ∼ 3000 —
Table 5.2: CPU time (total core hours) required to obtain the zonal-flow
frequency with CAS3D-K, EUTERPE and GENE in the magnetic config-
urations considered in this chapter. Note that the CAS3D-K and GENE
calculations are radially local and the values in the table correspond to the
time needed for the calculation at a single radial position. EUTERPE is
radially global and the times in the table correspond to the full radius cal-
culation.
CPU times among different radial positions at a given configuration.
The EUTERPE simulations presented here are not extremely demanding
from a computational point of view as only the zonal ((m,n) = (0, 0) Fourier
component) and several smaller amplitude sidebands are resolved. The sim-
ulations were carried out with the following numerical parameters. In all the
cases the resolution in poloidal and toroidal angles in PEST coordinates was
nθE = 32 and nφE = 32. The radial resolution was nsE = 24 for the rippled
tokamaks, TJ-II and LHD, while it was nsE = 32 for the W7-X configu-
rations. Simulations in W7-X were carried out with more radial resolution
because several simulations with different radial scales of the perturbation,
and maintaining the numerical parameters, were carried out for comparison.
The number of markers used was nM = 40M− 50M.
In general, the EUTERPE calculations require larger computational re-
sources for devices with lower zonal-flow frequencies as more simulation time
is required to resolve a number of oscillation cycles that is large enough to
make a fit. For the rippled tokamaks discussed in Section 5.1, the required
computational time with EUTERPE increases by a factor of 5 for the case
with smaller ripple with respect to that with the largest one because the os-
cillation frequency decreases by this factor, while all physical and numerical
parameters in the simulation are the same. In the case of LHD configura-
tions there is a large amplitude GAM oscillation, which makes difficult the
fit of the potential time trace to a model like (4.10) for the low frequency
oscillation, which has much smaller amplitude. A longer simulation time
was required as compared to other configurations to obtain a reasonable fit
in the LHD standard configuration. Only in the standard configuration of
LHD a reliable fit of the potential time traces was possible.
The Gene calculations were performed employing its full flux-surface


















nv‖ = 256, nµ = 32
nv‖ = 128, nµ = 8
nv‖ = 64, nµ = 16
nv‖ = 32, nµ = 8
Figure 5.13: Time evolution of the electrostatic potential at r/a = 0.5 in
the W7-X SD configuration obtained with GENE for different resolutions in
velocity space. In all cases, the radial scale of the perturbation is the same,
〈k⊥ρti〉ψ = 0.05.
version. Therefore, the calculations are 2D in the spatial coordinates {y, z}
and 2D in velocity space {v‖, µ}. Here, y is the coordinate along the binormal
direction, z is the coordinate along the field line, v‖ is the parallel velocity
and µ is the magnetic moment coordinate. The results of the CPU time per
radial position obtained with Gene in the W7-X SD configuration are given
in table 5.2. An analysis of convergence in velocity space resolution was
carried out and the results are shown in figure 5.13. In that figure, several
electrostatic potential time traces at r/a = 0.5 are plotted, obtained from
simulations with Gene in the W7-X SD configuration with 〈k⊥ρti〉ψ = 0.05
and using different resolutions in velocity space. The CPU time given for
Gene in table 5.2 corresponds to the simulation of figure 5.13 with nv‖ = 128
and nµ = 8.
The calculations/simulations in this chapter were carried out in different
supercomputers, with different capabilities, so that the computing time in
the table 5.2 has to be considered as indicative. The EUTERPE simulations
were carried out in two different supercomputers, EULER and MareNostrum
III [62]. EULER is equipped with Intel Xeon 5450 quadcore processors at
3.0 GHz and Infiniband 4X DDR and Mare Nostrum III is equipped with
Intel SandyBridge-EP processors at 2.6 GHz and Infiniband FDR10 inter-
connection. From 32 to 64 computing cores were used in the simulations.
All the CAS3D-K calculations shown in this chapter were run also in the EU-
LER supercomputer. The Gene calculations were carried out in the Uranus
supercomputer, which is equipped with Intel Xeon E5-2630 processors at 2.4
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GHz interconnected by Infiniband FDR. The computing time shown in the
table is always the total CPU time (summed for all the computing cores
used).
From the numbers shown in table 5.2, even corresponding to different
computing facilities, it is clear that the calculations of the zonal-flow fre-
quency with CAS3D-K are faster than those employing the gyrokinetic codes
EUTERPE and Gene. This result strongly supports the usage of CAS3D-K
in this type of computations.
5.4 Summary of results in this chapter
In this chapter, we have proven the efficiency of the semianalytical method
for calculating the zonal flow oscillation frequency in stellarators and rippled
tokamaks. It is based on the numerical evaluation of expression (2.66), which
was first derived in [10] but had not been compared with the frequency
obtained from gyrokinetic simulations so far.
We have used the extended version of CAS3D-K described in Chapter 3 for
the evaluation of expression (2.66) in general rippled tokamak and stellarator
configurations. The accuracy of this semianalytical approach was checked
by comparing its results against the frequency obtained from gyrokinetic
simulations with the global code EUTERPE and the radially local codeGene
in a wide range of configurations. Specifically, we have calculated in a series
of large aspect ratio tokamaks with different ripple values, as well as in the
W7-X, TJ-II and LHD stellarators.
When using gyrokinetic codes, we obtain the zonal-flow frequency by
fitting the time trace of the normalized zonal electrostatic potential (or elec-
tric field) to a model function, given in (4.10), including a damped oscillation
and the decay to a residual value. The evolution of an initial zonal pertur-
bation is initially dominated by a decaying GAM-like oscillation followed by
a damped low frequency oscillation. Therefore, obtaining a precise value of
the zonal-flow frequency from the fitting method is non-trivial, in general,
and requires a case by case discussion.
The good agreement between the two methods (the semianalytical ap-
proach and the calculation of the frequency from gyrokinetic simulations)
in real stellarator configurations supports the validity of the approximations
in the derivation of (2.66) and the accuracy of the semianalytical approach
via the extension of the CAS3D-K code. Only in the outer radial region of
the high-mirror configuration of W7-X the accuracy of the semianalytical
method is clearly insufficient. The reason is that, as we have explained, in
this case, the tangential component of the magnetic drift, that is dropped in
the analytical calculation leading to (2.66), must be kept.
The advantage of using CAS3D-K is that the computation time can be
reduced up to two orders of magnitude with respect to the gyrokinetic cal-
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culations. This makes this method an option to be included in an stellarator
optimization loop, in which CAS3D-K could provide fast calculations of zonal
flow relaxation properties (oscillation frequency and residual level [19]) to be
used as figures of merit of stellarator configurations.

Chapter 6




In this chapter, we present the first experimental evidence of the stellarator
zonal flow oscillation. The experiments described in this chapter were carried
out in the TJ-II stellarator, using the standard magnetic configuration. The
injection of cryogenic hydrogen pellets produced a sudden perturbation to
the density and the electrostatic potential of the plasma. The initial potential
perturbation produced by the pellet ablation showed an oscillatory relaxation
which is consistent with the theoretical model and the numerical calculations
presented in Chapter 5. In this chapter, we review the experimental results
and we show comparisons against numerical calculations with EUTERPE
and semianalytical calculations with CAS3D-K. A large part of the content
of this chapter can be found in Reference [18] which has been accepted for
publication recently.
6.1 Experimental results
The hydrogen plasmas showed here were produced in the standard configu-
ration of the TJ-II stellarator and heated by 30 kV neutral beam injection.
TJ-II has four periods, an average field on axis of 0.96 T and edge rotational
transform of 1.65. The discharges used here have line-averaged electron
densities between 1 − 2.5 × 1019 particles/m3 and central electron and ion
temperatures of 250 and 100 eV, respectively (note that, for these temper-
atures, the neutral beam-produced fast ions are slowed-down by Coulomb
collisions with electrons). Typical profiles for these plasma conditions can
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Figure 6.1: Schematic view of TJ-II magnetic geometry and experimental
set-up. The positions of the pellet injection line and the two HIBP systems
in equal cross-sections of two consecutive periods are shown. The upper
plot shows a top view of one half of toroidal magnetic structure of the TJ-II
stellarator. The magnetic axis is shown in red and a section of the last closed
flux surface is shown in gray. The inset shows the cross section of several
flux surfaces at the poloidal location of the pellet injector. These and the
cross sections at the location of the HIBPs, are shown in a front view in the
lower plot.
be found in [65, 66]. A cryogenic hydrogen pellet is injected into an otherwise
effectively stationary phase of each discharge, causing a rapid change of the
plasma parameters. The transient dynamics of the electric field that follows
the pellet ablation is studied by means of two heavy ion beam probe (HIBP)
systems [65, 67]. A schematic view of the setup showing the relative location
of the pellet injection line and the two probing systems is presented in fig-
ure 6.1. The HIBP diagnostics were set to measure plasma potential at fixed
points of the plasma cross section (termed “sampled volume” in figure 6.1)
with spatial resolution of 1.5 cm and 2 MHz sampling rate.
Figure 6.2 shows several diagnostic signals in a 600 µs time window during
a pellet injection. The ablation of the pellet, from its entry into the plasma
until its complete ablation, is registered with silicon diodes that measure the
line radiation (at 656.3 nm) emitted from the neutral cloud that surrounds
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the pellet [68].
Pellets are injected with velocities of ∼1000 m/s and contain between
5×1018 and 1019 particles when condensed in the injector. Whereas the
actual size of the pellets at first contact with the plasma edge varies, the
estimated fueling efficiency is about 50%. The injections cause a prompt
∼10% reduction of the electron and ion temperatures as the pellet travels into
the central plasma, and a ∼40% increase of the line-averaged plasma density.
The central temperatures return to their previous levels after 5 ms, while the
evolution of the line-averaged density is significantly slower (not shown in
figure 6.2, see [65]). The plasma electric field undergoes a rapid evolution as
observed with Doppler reflectometry in the plasma edge and the HIBP I and
II in more interior positions (Fig. 6.2). The high time resolution and good
signal-to-noise ratio of the beam probes allow to resolve a damped oscillation
in the electrostatic potential transient response, qualitatively similar to the
relaxation typically observed in numerical Rosenbluth-Hinton tests in three
dimensional magnetic fields [10, 22].
6.2 Comparison of experimental results with nu-
merical calculations
A direct comparison of the measured and simulated relaxation with EU-
TERPE is shown in Figure 6.3. The beginning of the simulation shows a
quickly damped geodesic acoustic mode followed by the lower frequency
damped oscillation as described in the previous chapter. In this case the
plasma potential measurements are also fitted (after removing the very low
frequencies, below 1 kHz) to a damped oscillation model described by equa-
tion (4.10), which is also shown in the figure to highlight the similarity with
the result of the linear gyrokinetic simulation. The same model is used for
the simulated time trace, thus obtaining pairs of experimental and simulated
oscillation frequency, ΩZF, and damping rate, γZF.
The experimental density and temperature profiles together with the
background radial electric field, obtained with the drift-kinetic equation
solver DKES [70], are used to define the equilibrium state. The ion and
electron temperature profiles for some discharges are given in Figures 6.4
and 6.5, and the density profiles are given in Figure 6.6. In the EUTERPE
calculations, the zonal component of the electrostatic potential at the flux
surface of interest is monitored, which corresponds to the simulation values
displayed in Figure 6.3. Both, collisionless and also collisional simulations
have been carried out confirming that the oscillation frequency is basically
determined by collisionless processes and not much affected by collisions,
while the damping rate is largely dependent on the collisionality.
To systematize and quantify the comparison shown in Figure 6.3, values
of the oscillation frequency and decay time are extracted from both the sim-
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Figure 6.2: Evolution of plasma parameters following a pellet injection into
the TJ-II stellarator. Top: line averaged electron density and Hα pellet
monitor. Center: plasma electrostatic potential at two radial locations from
the HIBP diagnostic. Bottom: radial electric field in two peripheral radial
locations from Doppler reflectometry [69]. In the central plots, the smoothed
HIBP signals are shown in lighter blue and fits to a model damped oscillation
are shown in red.
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H, pellet ablation monitor
Figure 6.3: Time traces of the Hα ablation monitor in a pellet injection
(top) and of the electrostatic potential in the gyrokinetic simulation and in


















Figure 6.4: Ion temperature profiles of the discharges used in the numerical
calculations with EUTERPE and CAS3D-K.
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Figure 6.5: Electron temperature profiles of the discharges used in the nu-



























Figure 6.6: Ion and electron density profiles of the discharges used in the
numerical calculations with EUTERPE.
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Figure 6.7: Comparison of measured and simulated oscillation frequencies
and damping rate for several discharges and radial positions. Measurements
obtained with the HIBP I and II are labeled with circles and squares recep-
tively. The gray rectangle encompasses the values obtained from the simu-
lated zonal potential relaxation for several radii in the rage 0.3 ≤ ρ ≤ 0.9
and five different experimental profile sets representative of the discharges.
ulated and measured damped oscillation. This is done for the database of
pellet injections in which a damped oscillation is visible. We note that not
all pellet injections cause a measurable oscillation in the HIBP potentials,
which is attributed to the imperfect reproducibility of the pellet and the
different target plasma conditions. The results are presented in Figure 6.7,
with error bars corresponding to 95% confidence level in the estimation of
the frequency and damping rate. The magnitude of the relative uncertainty
in the fitted parameters being less than 20% was the acceptance criteria for
the points in this plot. The rectangle covers the same confidence level for
the parameters extracted from the decays simulated for several experimental
discharges and the range of radial positions of experimental measurements.
Simulations were carried out for five plasma discharges of the series for which
density and temperature profiles were available. The agreement between the
parameters of the simulated and measured relaxations is reasonable. In gen-
eral, both the simulated damping rate and oscillation frequency show a shift
towards smaller values compared to the measurement. Oscillation frequency
displays a better agreement (within a factor of 2) and less dispersion than the
damping rates. We note that the former, which is essentially determined by
collisionless mechanisms, is expected to be less affected by the uncertainties
in the local plasma parameters and plasma composition [71] as compared to
the latter.
Now, we turn to compare the zonal-flow frequency obtained with gyroki-
netic simulations and our semianalytical method. In this case, we carry out
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#39055 w/ Er, w/ Cs,s′
#39055 w/ Er, w/o Cs,s′
#39055 w/o Er, w/o Cs,s′
#39055 CAS3D-K
Figure 6.8: Calculations of the zonal-flow frequency in the discharge #39055
obtained with CAS3D-K and with EUTERPE under three conditions: with
collisions and radial electric field, Er; without collisions but with Er; and



















#39063 w/ Er, w/ Cs,s′
#39063 w/ Er, w/o Cs,s′
#39063 w/o Er, w/o Cs,s′
#39063 CAS3D-K
Figure 6.9: Same as in Figure 6.8 but for discharge #39063.
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EUTERPE simulations under three conditions; with collisions and radial elec-
tric field, Er; without collisions but with Er; and without collisions and Er.
For these calculations we use the temperature and density profiles given in
Figures 6.4, 6.5 and 6.6. The results obtained for the discharge #39055 are
given in Figure 6.8 and those for discharge #39063 are shown in Figure 6.9
as examples. Note that in Figure 6.9 the calculations for the case including
electric field and collisions (blue line in the figure) do not show error bars.
The oscillation fitting is more difficult in cases with an extra damping due to
collisions, so that the fit algorithm could not estimate the confidence margin.
An error around 7% in the frequency, similar to that in Figure 6.8, can be
expected in this case.
In its actual state, the CAS3D-K calculations contain the information on
how the magnetic configuration affects the zonal-flow frequency but do not
take into account other properties of the plasma that have been considered
in the EUTERPE calculations such as the radial electric field, collisions and
relatively large temperature and density gradients. As can be seen in Fig-
ures 6.8 and 6.9, the agreement between CAS3D-K and EUTERPE is better
in the central radial positions. The CAS3D-K calculations shown in these
figures have been performed with the same magnetic configuration as those
shown in Section 5.2.2, the only difference being the temperature and density
profiles. In Figure 5.8 the CAS3D-K calculations gave smaller values for the
frequency than EUTERPE for a wide range of radial locations (r/a < 0.8)
while the CAS3D-K frequency was larger for r/a > 0.8. Interestingly, in the
cases shown in Figures 6.8 and 6.9 the CAS3D-K calculations give slightly
smaller frequency values than EUTERPE for r/a > 0.7. It seems reasonable
that density and temperature gradients, which are larger in the outer region
of the plasma, play a role in the zonal-flow relaxation which is not taken into
account in CAS3D-K and could explain the change in tendencies as compared
to Figure 5.8. We leave for future work the implementation and the study of
the effect of the radial electric field, collisions and temperature and density
gradients with CAS3D-K.
6.3 Summary of results in this chapter
In conclusion, we have presented measurements of zonal electrostatic po-
tential relaxation in pellet-induced fast transients which are consistent with
the theoretical expectations and with gyrokinetic simulations. The results
shown in this chapter are important in as much as the non-linear turbu-
lence saturation level and heat transport coefficients in stellarators depend
on the features of the collisionless damping of zonal electrostatic potential
perturbations, of which the present results are the first direct observation.
Semianalytical calculations are provided to compare against those ob-
tained with EUTERPE. The agreement between these calculations is better
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when collisions and radial electric field are not considered in EUTERPE, and
it is better around r/a = 0.5. Since collisions, radial electric field, and large
density and temperature gradients are not considered in CAS3D-K we identify
them as the relevant effects that explain the moderate disagreement between
EUTERPE and CAS3D-K. We leave for future work the implementation and
study of these effects with CAS3D-K.
The methodology and observations presented here could be reproduced,
in principle, in the Wendelstein 7-X stellarator, whose magnetic configura-
tion and low collisionality plasma conditions might allow an even clearer
observation of this phenomenon.
Chapter 7
Conclusions
In this thesis, we have studied in detail several properties of the relaxation
process of zonal flows in tokamaks and stellarators. Namely, the residual
zonal-flow level and the zonal-flow oscillation frequency. A numerical tool
for the evaluation of these quantities has been developed and its results
have been compared systematically against other numerical calculations with
gyrokinetic codes and analytical results. This tool has proven to be much
faster that gyrokinetic simulations, specially in stellarator devices.
In Chapter 2, we have treated analytically the linear and collisionless
evolution of zonal flows as an initial value problem, and derived expressions
for the residual value that are valid for arbitrary wavelengths and for toka-
mak and stellarator geometries. In particular, we have developed further the
theory of the residual zonal-flow level in stellarators to allow for short wave-
lengths. In this chapter, we have also given the derivation of the expression
for the zonal-flow oscillation frequency.
The expressions derived in Chapter 2 involve certain averages in phase-
space and the solution of magnetic differential equations that cannot be
evaluated analytically, except for simplified geometries. For this purpose,
in Chapter 3, we have explained the extensions that we have implemented
into the code CAS3D-K to perform the evaluation of such expressions. More
specifically, we have included the integration over the velocity coordinates
v and σ, the solution to the magnetic differential equations to obtain the
relevant finite orbit-width effects and the implementation of the finite Larmor
radius effects through Bessel-related functions. We have tested the extension
of the code by comparing its results with analytical formulae available in the
literature and with gyrokinetic simulations.
In Chapter 4, we have computed the residual zonal-flow level in tokamak
and stellarator geometries for a wide range of radial wavelengths, using both
the approximation of adiabatic electrons and fully kinetic species. We have
compared the results of CAS3D-K with those obtained from two gyrokinetic
codes: the global code EUTERPE an the radially local version of Gene.
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These comparisons show a very good agreement. We also show that CAS3D-
K can be useful to evaluate fast and accurately the residual level, up to three
orders of magnitude faster, and to perform benchmarks in stellarator geom-
etry. The fact that in stellarators the adiabatic electron approximation gives
incorrect zonal flow residuals, even at long wavelengths, has been discussed
in detail and confirmed by means of gyrokinetic simulations.
In Chapter 5, we showed calculations of the zonal-flow oscillation fre-
quency in toroidal devices. Specifically, we have calculated the zonal-flow
frequency in a series of large aspect ratio tokamaks with different ripple
values and in the W7-X, TJ-II and LHD stellarators. The accuracy of the
semianalytical method was checked by comparing its results against those
obtained with the global code EUTERPE and, when possible, with the ra-
dially local version of Gene. These are the first comparisons between a
semianalytical method and gyrokinetic simulations. When using gyrokinetic
codes, we obtain the zonal-flow frequency by fitting the time trace of the
normalized zonal electrostatic potential to a model function which includes
a damped oscillation and a decay to the residual value. We have shown that
this fitting method is non-trivial, in general, as the time evolution of the elec-
trostatic potential is composed of a GAM oscillation on top of that of the
zonal-flow. Therefore, obtaining a precise value of the zonal-flow frequency
from this method is not always possible. In these cases, the CAS3D-K calcu-
lations prove to be very useful as the code solves only the zonal contribution
to the frequency.
In Chapter 6 we show the first experimental evidence of the zonal elec-
trostatic potential relaxation, measured recently in the TJ-II stellarator.
These measurements are compared with the theoretical calculations (using
the methods described in Chapter 5). These comparisons show to be in




In this appendix, we give the solution δs to the magnetic differential equation
(2.29). We use Boozer coordinates. That is, we assume that {ψ, θ, ζ} are
such that the contravariant form of B is given by (2.1), and its covariant
form is given by
B = It∇θ − Ip∇ζ + β˜ (ψ, θ, ζ)∇ψ. (A.1)
The square root of the metric determinant is √g = (ItΨ′p− IpΨ′t)/B2. Here,
It = It(ψ) and Ip = Ip(ψ) are the toroidal and poloidal currents, respectively.
In Boozer coordinates, the radial magnetic drift reads
ωs = − 1
τbΨ′p
[Ip∂θ + It∂ζ ] ρ‖s. (A.2)
The parallel gyroradius is defined as ρ‖s = v‖/Ωs, whereas τb = B
√
g/(v‖Ψ′p).
A.1 Magnetic differential equation for passing par-
ticles
For passing particles, ωs = 0. The magnetic differential equation to be solved
is then given by
v‖bˆ · ∇δs = ωs, (A.3)





δs = − (Ip∂θ + It∂ζ) ρ‖s. (A.4)
This equation is easily solved in Fourier space, giving
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and C is a constant. The solution is found by choosing the integration
constant as C = −Ip(ρ‖s)00/Ψ′p, which gives
δs = − Ip
Ψ′p










This solution, already given in [10], is valid for any toroidal geometry. For
tokamaks, it reduces to δs = −Ip ρ‖s/Ψ′p.
A.2 Magnetic differential equation for trapped par-
ticles
For trapped particles, the magnetic differential equation is given by
v‖bˆ · ∇δs = ωs − ωs. (A.8)
In coordinates {ψ, θ, α}, with α = ζ − qθ (and {ψ, θ, ζ} being Boozer coor-
dinates), one has
ωs = − 1
τbΨ′p
[Ip∂θ + (It − qIp)∂α] ρ‖s, (A.9)













τ−1b ∂αρ‖s − τ−1b ∂αρ‖s
]
. (A.11)
The coordinate along the magnetic field line, θ, is not monotonic over the
periodic orbit delimited by the bounce points θb1 and θb2 . We define a









|τb| dθ′ when σ < 0,
(A.12)






Then, the solution of (A.10) can be easily written in integral form as







Another solution for (A.14) using an expansion in bounce harmonics.











ωsα(τ) cos (lω̂bτ) dτ. (A.16)
Here, the fact that ωsα(τ) is even in τ has been employed. Finally, we can
write







sin (l ω̂bτ) . (A.17)
Note that for tokamaks (A.17) simply gives δs = −Ipρ‖s/Ψ′p and this expres-
sion coincides with that for passing particles.

Appendix B
Power series expansions of
some functions at long
wavelengths
In this appendix, we present the power series expansions used throughout
the thesis. At the end of this section we comment on the validity of these
expansions and their relation with the zonal-flow initial condition at long
wavelengths.
The relevant finite Larmor radius effects are contained in the Bessel-
related functions J0(k⊥ρs), the zeroth order Bessel function of the first kind,
and the Gamma function Γ0(k2⊥ρ
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(−k2⊥ρ2ts) I0 (k2⊥ρ2ts) , (B.1)
where I0(k2⊥ρ
2
ts) is the zeroth-order modified Bessel function of the first kind.
In the long-wavelength approximations k⊥ρs ∼ k⊥ρts  1, the power series
expansions of these Bessel-related functions can be written as























Therefore, using these power series expansions, the expression of the zonal-
flow initial condition (2.56) for long wavelengths reads
































Figure B.1: Plot of J0(k⊥ρs) and its power series expansions (B.2) keeping



















Figure B.2: Plot of J20 (k⊥ρs) and its power series expansions (B.3) keeping





































Figure B.3: Error in the power series expansion of the functions J0(k⊥ρs) and
J20 (k⊥ρs) when keeping terms up to orders O(1), O((k⊥ρs)2) and O((k⊥ρs)4).
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and the power series expansions for different
orders in k⊥ρts  1, as in equation (B.4).
Note that, all the gyrokinetic simulations with EUTERPE shown in this work
have been initialized using this initial condition.
The finite orbit-width effects are encoded in δs, defined as the radial
displacement of the particle’s gyrocenter from their mean surface. In the
equation that describes the residual zonal-flow, these effects are contained in
the complex exponentials exp(±ikψδs). The power series expansion of these
exponentials for kψδs  1 read












B.1 Validity range of the power series expansions
Throughout this work, we have employed the power series expansions given
in equations (B.2), (B.3) and (B.4). We devote this section to analyze in
more detail the estimation of the range of validity of these expansions. In
this thesis, only expansion keeping terms up to order 2 of these functions
have been required.
In figure B.1, we show a plot of the Bessel function J0(k⊥ρs) and the
power series expansions keeping terms up to orders O(1), O((k⊥ρs)2) and
O((k⊥ρs)4), as described in equation (B.2). Equivalently, we plot in fig-
ure B.2 the J20 (k⊥ρs) function as in (B.3) for the same orders. The error
when using these approximations is shown in figure B.3. As can be seen
in this figure, in the case of J0(k⊥ρs), the error when using terms up to
O((k⊥ρs)2) is smaller than 1% for k⊥ρs . 0.9. In J20 (k⊥ρs), this value of the
error is achieved for wavelengths with k⊥ρs . 0.6.











































terms up to orders O(1), O((k⊥ρts)2) and O((k⊥ρts)4).
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ing terms up to orders O(1), O((k⊥ρts)2) and O((k⊥ρts)4), as described by
equation (B.4), are shown in figure B.4. A plot of the error when using these
approximations are given in figure B.5. It is clear from this figure that the
error is larger than those for the Bessel functions, as shown in figure B.3. In
particular, the error when using terms up to O((k⊥ρs)2) is smaller than 1%
for k⊥ρts . 0.35, and smaller that 5% for k⊥ρts . 0.52.
In view of the results shown in this section, an error smaller than 1%
in the long-wavelength approximation of the initial condition (B.5) could
be achieved for wavelengths up to k⊥ρts ∼ 0.35 when calculating with EU-
TERPE. In practice, this value appears to be consistent in tokamaks as shown
in Section 4.2.1 (see for example the EUTERPE results shown in figure 4.7).
In stellarators, the long-wavelength approximation of the initial condition
shows to be valid for wavelengths up to k⊥ρts ∼ 0.7. This is shown in
Section 4.2.2 (see figures 4.6 and 4.10). In Chapter 5, the long-wavelength
approximations described in this appendix were used in the derivation of the
zonal-flow oscillation frequency. All the calculations shown in that chapter
have been performed for wavelengths with k⊥ρts ≤ 0.05.
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