On the minimal set of conservation laws and the Hamiltonian structure of
  the Whitham equations by Maltsev, A. Ya.
ar
X
iv
:1
40
3.
39
35
v3
  [
nli
n.S
I] 
 3 
M
ar 
20
15
On the minimal set of conservation laws and the Hamiltonian
structure of the Whitham equations.
A.Ya. Maltsev.
L.D. Landau Institute for Theoretical Physics
142432 Chernogolovka, pr. Ak. Semenova 1A, maltsev@itp.ac.ru
Abstract
We consider the questions connected with the Hamiltonian properties of the Whitham equa-
tions in case of several spatial dimensions. An essential point of our approach here is a connec-
tion of the Hamiltonian structure of the Whitham system with the finite-dimensional Poisson
bracket defined on the space of periodic or quasi-periodic solutions. From our point of view, this
approach gives a possibility to construct the Hamiltonian structure of the Whitham equations
under minimal requirements on the properties of the initial system. The Poisson bracket for
the Whitham system can be considered here as a deformation of the finite-dimensional bracket
with the aid of the Dubrovin - Novikov procedure of bracket averaging. At the end, we consider
the examples where the constructions of the paper play an essential role for the construction of
the Poisson bracket for the Whitham system.
1 Introduction.
In this article we review the questions related to the Hamiltonian formulation of the Whitham
averaging method. As is well known, the Whitham method is connected with the slow modulations
of periodic or quasiperiodic solutions of partial differential equations (PDE’s). Thus, we will consider
here systems of PDE’s having evolutionary form and the same will be assumed also about the
corresponding Whitham system. Besides that, we will assume that the initial evolutionary system has
a Hamiltonian structure given by a local field-theoretic Poisson bracket with some local Hamiltonian
functional. All our considerations will be made for the d-dimensional space Rd and one time variable
t.
For the systems described above we assume the existence of finite-parametric families of m-phase
periodic or quasiperiodic solutions and consider slow modulations of parameters of these solutions
according to the Whitham approach. The main questions considered in the paper will be connected
with the construction of the Hamiltonian structure for the Whitham system under some requirements
of “completeness” and “regularity” of the corresponding family of m-phase solutions.
As an intermediate step, we will consider here also the finite-dimensional Poisson brackets, gener-
ated by the field-theoretic Hamiltonian structures on the corresponding families ofm-phase solutions.
The construction of these brackets will be closely connected with the conservation laws of the initial
system, so we introduce here the requirement of existence of a “minimal” set of the conservation laws
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for a regular family of m-phase solutions. As we will see, the same requirement is sufficient also for
the construction of the Hamiltonian structure for the corresponding Whitham system.
Our approach in many features will follow the scheme proposed by B.A. Dubrovin and S.P.
Novikov and based on the conservative form of the Whitham system. On the other hand, we would
like to make here a connection between the finite-dimensional Poisson bracket, given by the restric-
tion of the field-theoretic Poisson bracket on the family of m-phase solutions, and the Hamiltonian
structure of the Whitham system. As we will see, the Hamiltonian structure for the Whitham system
can be given as a deformation of the finite-dimensional Poisson bracket with the aid of the Dubrovin
- Novikov procedure of averaging of a local Poisson bracket. Let us say that our considerations
here will be based just on the minimal requirements on the Hamiltonian properties of the family of
m-phase solutions.
In Chapter 2 we consider in detail the Dirac restriction of the field-theoretic Poisson bracket on
the family of m-phase solutions of a Hamiltonian system. As we will see, many essential features of
the construction can be demonstrated here on the example of the KdV hierarchy, so we consider the
KdV equation as an illustration of our scheme at the end of the chapter. We give here also some
other examples, demonstrating some special cases discussed in the chapter.
In Chapter 3 we discuss the form of a regular Whitham system for a complete Hamiltonian family
of m-phase solutions and the corresponding Hamiltonian structure on the space of slowly modulated
parameters.
Chapter 4 is mainly technical in nature and devoted to justification of the construction of the
Poisson bracket for the Whitham system.
For the convenience, the technical chapters are provided with a brief description of the content
in the beginning of the chapter.
Finally, in Chapter 5 we consider the examples which can be considered as a good illustration
of the general scheme presented in the paper. First, we continue here again with the KdV equation
and discuss the construction of the Hamiltonian structures for the corresponding Whitham systems.
Another example is connected with the equation having just the minimal set of the conservation laws
according to our definition.
2 Hamiltonian systems and the Poisson brackets on the
spaces of m-phase solutions.
In this chapter we will consider the Dirac restriction of a field-theoretic Poisson bracket on a finite-
parametric family of m-phase solutions of a Hamiltonian system.
In general, special features of the bracket restriction depend strongly on the properties of the
Hamiltonian operator on the corresponding “submanifold” in the functional space. In our case, the
submanifolds of the m-phase solutions of infinite-dimensional Hamiltonian systems will be charac-
terized by the following common features:
1) A part of the parameters on the family of m-phase solutions represents the phase (angle)
variables changing linearly with time according to the dynamics of the system. The other parameters
remain unchanged according to the dynamics of the system.
2) There exists a set of commuting functionals {Iγ}, leaving invariant the submanifold ofm-phase
solutions according to the infinite-dimensional Poisson structure and generating the linear shifts of
the phase variables θα0 on this submanifold. (The values of the second part of parameters remain
2
unchanged).
Here we will put some special requirements of “regularity” of the submanifold ofm-phase solutions
and the existence of a “minimal” set of commuting functionals {Iγ}. In particular, we will assume
here that the values of the functionals {Iγ} on the family of m-phase solutions can be naturally
chosen as a part of parameters on this family.
As we will see, the main part of the Dirac restriction of the infinite-dimensional Poisson bracket
to the submanifold of m-phase solutions will be connected with the construction of the functionals,
representing the phase variables on the family of m-phase solutions and leaving this family invari-
ant according to the infinite-dimensional Poisson structure. This construction needs in general the
resolvability of nontrivial linear systems of PDE’s on the space of 2π-periodic in each θα functions
βi (θ
1, . . . , θm). The operators of the corresponding systems are given by the pairwise Poisson brack-
ets of the constraints defining the m-phase solutions and are closely related with the Hamiltonian
operator. As will be shown below, the requirements of “regularity” of the family ofm-phase solutions
and the existence of a “minimal” set of commuting functionals {Iγ} provide in fact the orthogonal-
ity of the right-hand parts of these systems to all the “regular” (left) eigen-vectors of the operators
of the systems, corresponding to the zero eigen-value. As a consequence, we can claim in fact the
resolvability of these systems in many simple cases, where the spectra of these operators have rather
regular form. Thus, under the above requirements we can state in general the possibility of the
regular Dirac restriction of an infinite-dimensional Poisson bracket on a submanifold of one-phase
solutions of a Hamiltonian system, where the non-zero eigen-values of these operators are in common
separated from zero. Other examples of the “regular” situations are connected usually with rather
simple Hamiltonian operators, having simple spectral properties both in the single-phase and the
multi-phase situations.
In case of possibility of regular Dirac restriction of a Poisson bracket on the submanifold of m-
phase solutions we can introduce the restricted bracket on the space of parameters of the solutions
which can in fact be written in rather simple form. Thus, under the requirements of “regularity” of
the family of m-phase solutions and the existence of a “minimal” set of commuting functionals {Iγ}
the total set of parameters on the family of m-phase solutions can be chosen in the form(
θ10, . . . , θ
m
0 , k1, . . . , kd, U
1, . . . , Um+s
)
where kq = (k
1
q , . . . , k
m
q ) represent the wave numbers of the solutions and the parameters U
γ
coincide with the values of the functionals Iγ on the family. It can be stated then that after
an appropriate choice of the initial phase shifts θα0 the regular Dirac restriction of the infinite-
dimensional Poisson bracket on the family of m-phase solutions can be written in the form{
θα0 , θ
β
0
}
= 0 , {θα0 , U
γ} = ωαγ (k1, . . . ,kd, U) ,
{
θα0 , k
β
p
}
= 0 ,
{Uγ , Uρ} = 0 ,
{
Uγ , kβp
}
= 0 ,
{
kαq , k
β
p
}
= 0
(2.1)
where ωαγ (k1, . . . ,kd, U) represent the frequencies, corresponding to the flows generated by the
functionals Iγ on the family.
Let us say, however, that the “regular” Dirac restriction of an infinite-dimensional Poisson bracket
on the full family of m-phase solutions of a Hamiltonian system is in fact not possible in general
situation. Nevertheless, the bracket (2.1) can still be associated with the infinite-dimensional Pois-
son bracket of a Hamiltonian system under some additional conditions. Namely, under the same
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requirements of “regularity” of the family of m-phase solutions and the existence of a “minimal” set
of commuting functionals (formulated below in detail) we have to require also the possibility of the
Dirac restriction of the infinite-dimensional bracket to some special submanifolds which form a dense
set in the full family of m-phase solutions. Let us note here that this requirement is usually rather
weak and is satisfied in all examples known to us. At the end of the chapter we give two rather
simple examples where two different situations with the Dirac restriction of an infinite-dimensional
Poisson bracket to a submanifold of m-phase solutions naturally arise.
Let us also note here, that in our scheme the bracket (2.1) can be considered in fact as an
intermediate step to the bracket for the Whitham system, having more complicated form. However,
we must certainly say here that the theory of the finite-dimensional brackets connected with the
multi-phase solutions of PDE’s represents also one of the most interesting and important branches
of the theory of integrable systems (see [51, 52, 32, 33]).
We will start now more detailed consideration of the Dirac restriction of an infinite-dimensional
Poisson bracket on a submanifold of m-phase solutions of a Hamiltonian system.
In this paper we will consider quasiperiodic m-phase solutions of Hamiltonian PDE’s having the
evolutionary form
ϕit = F
i(ϕ,ϕx,ϕxx, . . . ) ≡ F
i(ϕ,ϕx1 , . . . ,ϕxd, . . . ) (2.2)
i = 1, . . . , n , ϕ = (ϕ1, . . . , ϕn), with one time and d spatial dimensions.
Let us say that we will everywhere define here a quasiperiodic function f(x) on Rd as a function
coming from a smooth periodic function ofm variables fˆ(θ) = fˆ(θ1, . . . , θm) according to the formula
f(x1, . . . , xd) = fˆ(k1x
1 + . . . + kdx
d + θ0)
The vectors kq = (k
1
q , . . . , k
m
q ) will be called here the wave numbers of the function f(x), defining
the corresponding mapping Rd → Tm. Let us say, that for our purposes here it will be not necessary
to put additional requirements on the rational independence of the components of (k1, . . . , kd), so
our terminology here does not in fact coincide completely with the standard one. Let us, however,
keep here this simplified terminology which will not play important role in our considerations. For
convenience we will assume here that the function fˆ(θ) is always 2π-periodic with respect to each
θα, α = 1, . . . , m.
The m-phase solutions of system (2.2) have the form
ϕi(x, t) = Φi
(
k1 x
1 + . . . + kd x
d + ω t + θ0
)
where the 2π-periodic in each θα functions Φi(θ) satisfy the system
ωαΦiθα = F
i
(
Φ, kβ11 Φθβ1 , . . . , k
βd
d Φθβd , . . .
)
(2.3)
We are going to consider smooth finite parametric families of the quasiperiodic solutions of (2.2)
given by the formula
ϕi(x, t) = Φi
(
k1(a) x
1 + . . . + kd(a) x
d + ω(a) t + θ0, a
)
(2.4)
with some smooth dependence of the functions Φi and (kq, ω) on the set of parameters
a = (a1, . . . , aN). We can see in fact that two different types of parameters naturally arise in
the definition (2.4). Thus, the parameters a define the “shape” of the solutions ϕi(x, t) and the cor-
responding “frequencies” and “wave numbers”. At the same time, the parameters θ0 = (θ
1
0, . . . , θ
m
0 )
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represent just the initial phase shifts and take all possible values on the full family of m-phase
solutions.
Let us denote here by Λ the corresponding set of the functions ϕ(x) in Rd given by the formula
ϕi(x) = Φi
(
k1(a) x
1 + . . . + kd(a) x
d + θ0, a
)
(2.5)
Now we don’t put any special requirements on the parameters a. We can see according to (2.3)
that the family Λ is invariant with respect to the evolutionary system (2.2).
To make a difference between the functions ϕ(x) and Φ(θ) let us denote also by Λˆ the correspond-
ing set of the 2π-periodic with respect to each θα functions Φ(θ + θ0, a), smoothly depending on
the parameters a = (a1, . . . , aN). Rigorously speaking, we will call here a smooth family of m-phase
solutions of (2.2) a smooth family Λˆ of the functions Φ(θ + θ0, a) with the smooth dependence
kq = kq(a), ω = ω(a), satisfying the corresponding system (2.3).
Let us say now that we will assume here also that system (2.2) is Hamiltonian with respect to
some local field-theoretic Poisson bracket given in general by the expression
{ϕi(x) , ϕj(y)} =
∑
l1,...,ld
Bij(l1,...,ld)(ϕ,ϕx, . . . ) δ
(l1)(x1 − y1) . . . δ(ld)(xd − yd) (2.6)
(l1, . . . , ld ≥ 0), and has a local Hamiltonian functional of the form
H =
∫
PH (ϕ,ϕx,ϕxx, . . . ) d
dx (2.7)
The Hamiltonian structure (2.6) and the Hamiltonian functional (2.7) can be naturally considered
on functional spaces of different types. Thus, the structure (2.6) is well defined on the space of rapidly
decreasing at infinity functions ϕ(x), where (2.7) represents a well defined translationally invariant
functional under the appropriate normalization of the density PH : PH(0, 0, . . . ) = 0. Other natural
types of the functional spaces can be represented by the spaces of the periodic or the quasiperiodic
functions ϕ(x). In this case it is natural to define the functional H in the form
H = lim
K→∞
1
(2K)d
∫ K
−K
. . .
∫ K
−K
PH (ϕ, ϕx, ϕxx, . . . ) d
dx
Let us note that in the last case we have to define the variation derivative of H with respect to
the variations of ϕ(x) having the same periodic or quasiperiodic properties as the original function.
It’s not difficult to see that the standard Euler - Lagrange expressions for the variation derivatives
can be used also in this situation.
Here we will write all the local translationally invariant functionals in the general form
I =
∫
P (ϕ, ϕx, ϕxx, . . . ) d
dx (2.8)
assuming an appropriate definition in every concrete situation.
Let us note also that the Hamiltonian structure (2.6) and the functionals (2.8) can be also
naturally considered on the spaces of quasiperiodic functions ϕ(x) with the fixed wave numbers
(k1, . . . ,kd), representing natural invariant subspaces for the structure (2.6).
We are going to consider here “maximal” smooth families Λ of m-phase solutions of system (2.2)
in the sense which we will explain below. In particular, we will always assume here that the values
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(k1, . . . ,kd) and ω represent independent parameters on the family Λ, such that the total set of a
includes N = m(d + 1) + s, (s ≥ 0) parameters (a1, . . . , aN). Thus, we assume in fact that the
particular choice of a can be represented by the parameters (k1, . . . ,kd, ω, n
1, . . . , ns) where kq and
ω are the wave numbers and the frequencies of the m-phase solutions and n = (n1, . . . , ns) are
some additional parameters (if any). Including the initial phase shifts θ0 = (θ
1
0, . . . , θ
m
0 ) we then
claim that the solutions from the family Λ are parametrized by the m(d + 1) + s +m parameters
(k1, . . . ,kd, ω, n, θ0).
Let us introduce also the families Λˆk1,...,kd ⊂ Λˆ consisting of the functions
Φ(θ + θ0, k1, . . . ,kd, ω, n) ∈ Λˆ with the fixed parameters (k1, . . . ,kd). The corresponding subsets
Λk1,...,kd ⊂ Λ represent families ofm-phase solutions of system (2.2) on the spaces of the quasiperiodic
functions with the fixed wave numbers in the coordinate space. The full set of parameters on the
families Λˆk1,...,kd or Λk1,...,kd can be represented by the values (ω, n, θ0).
For convenience we will introduce here also the subset M⊂ {k1, . . . ,kd} in the space of param-
eters (k1, . . . ,kd) given by generic values of (k1, . . . ,kd), defined by the requirement that the orbits
of the group generated by the set of constant vector fields (k1, . . . ,kd) are everywhere dense in T
m.
It is easy to see that the set M has the full measure in the space of the parameters (k1, . . . ,kd).
Let us define the following quasiperiodic functions
ϕθα(x) = Φθα
(
k1 x
1 + . . . + kd x
d + θ0, k1, . . . ,kd, ω, n
)
,
ϕωα(x) = Φωα
(
k1 x
1 + . . . + kd x
d + θ0, k1, . . . ,kd, ω, n
)
,
ϕnl(x) = Φnl
(
k1 x
1 + . . . + kd x
d + θ0, k1, . . . ,kd, ω, n
)
,
α = 1, . . . , m, l = 1, . . . , s, on the family Λ.
We will say that the family Λk1,...,kd represents a submanifold in the space of quasiperiodic func-
tions with the fixed wave numbers (k1, . . . ,kd) if the functions (ϕθα(x), ϕωα(x), ϕnl(x)) are linearly
independent for all values of (ω, n, θ0).
It will be convenient here to assume all the properties formulated above whenever we mention the
families Λ or Λk1,...,kd. So, everywhere below we will assume that the submanifolds Λ and Λk1,...,kd
represent the “maximal” families of m-phase solutions of system (2.2) in the above sense.
Definition 2.1.
We call the submanifold Λk1,...,kd a regular Hamiltonian submanifold in the space of quasiperiodic
functions with the wave numbers (k1, . . . ,kd) if:
1) The bracket (2.6) has on Λk1,...,kd constant number of “annihilators” defined by linearly inde-
pendent solutions v(k)(x) = (v
(k)
1 (x), . . . , v
(k)
n (x)), k = 1, . . . , s′, of the equation∑
l1,...,ld
Bij(l1,...,ld)(ϕ,ϕx, . . . )
∣∣∣
Λ
v
(k)
j, l1x1... ldx
d(x) = 0 (2.9)
on the space of quasiperiodic functions with the wave numbers (k1, . . . ,kd);
2) We have: m+ s ≥ s′, and:
rank
∥∥∥∥(ϕωα · v(k))(ϕnl · v(k))
∥∥∥∥ = s′
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(α = 1, . . . , m, l = 1, . . . , s, k = 1, . . . , s′), where
(
ϕωα · v
(k)
)
≡
∫
ϕiωα(x) v
(k)
i (x) d
dx ,
(
ϕnl · v
(k)
)
≡
∫
ϕinl(x) v
(k)
i (x) d
dx
are the convolutions of the variation derivatives of annihilators with the corresponding tangent vectors
ϕωα, ϕnl .
We call family Λ a regular Hamiltonian submanifold in the space of quasiperiodic functions if
all the families Λk1,...,kd represent regular Hamiltonian submanifolds in the spaces of quasiperiodic
functions with the wave numbers (k1, . . . ,kd) with the same number s
′.
Let us note here that, according to our definition of a quasiperiodic function, Definition 2.1 im-
plies, in particular, that for (k1, . . . ,kd) ∈ M the number of smooth linearly independent
2π-periodic in each θα solutions v(k)(θ) of the equation
∑
l1,...,ld
Bij(l1,...,ld) (Φ(θ + θ0, a), k
γ1
1 (a)Φθγ1 , . . . , k
γd
d (a)Φθγd , . . . ) ×
× k
α11
1 (a) . . . k
α1
l1
1 (a) . . . k
αd1
d (a) . . . k
αd
ld
d (a) v
(k)
j, θ
α1
1 ...θ
α1
l1 ... θ
αd
1 ...θ
αd
ld
= 0 (2.10)
is exactly equal to s′.
Let us say also that the smooth periodic solutions of (2.10) define the annihilators with smooth
variation derivatives of the Hamiltonian operator
Bˆijk1,...,kd =
∑
l1,...,ld
Bij(l1,...,ld) (ϕ(θ), k
γ1
1 ϕθγ1 , . . . , k
γd
d ϕθγd , . . . ) ×
× k
α11
1 . . . k
α1
l1
1 . . . k
αd1
d . . . k
αd
ld
d
∂
∂θα
1
1
. . .
∂
∂θα
1
l1
. . .
∂
∂θα
d
1
. . .
∂
∂θ
αd
ld
(2.11)
defined on Tm for any set (k1, . . . ,kd).
Definition 2.2.
We say that a regular Hamiltonian submanifold Λ is equipped with a minimal set of commuting
integrals if there exist m+ s functionals Iγ, γ = 1, . . . , m+ s, having the form
Iγ =
∫
P γ (ϕ, ϕx, ϕxx, . . . ) d
dx (2.12)
such that:
1) The functionals Iγ commute with the Hamiltonian (2.7) and with each other with respect to
the bracket (2.6):
{Iγ , H} = 0 , {Iγ , Iρ} = 0 , (2.13)
2) The values Uγ of the functionals Iγ can be used as the parameters a on every submanifold
Λk1,...,kd, such that the total set of parameters on Λ can be represented in the form
(k1, . . . ,kd, U
1, . . . , Um+s, θ0);
3) The Hamiltonian flows, generated by the functionals Iγ, leave invariant the family Λ, generating
the linear time evolution of the phase shifts θ0 with constant frequencies ω
γ = (ω1γ, . . . , ωmγ), such
that
rk ||ωαγ(k1, . . . ,kd, U) || = m
7
everywhere on Λ;
4) For every submanifold Λk1,...,kd the linear space generated by the variation derivatives δI
γ/δϕi(x)
contains the variation derivatives of all the annihilators of bracket (2.6) on the corresponding space
of quasiperiodic functions. In other words, on every submanifold Λk1,...,kd we can write for some
complete set {v(k)(x)} of linearly independent quasiperiodic solutions of (2.9) the relations:
v
(k)
i (x) =
m+s∑
γ=1
γkγ (k1, . . . ,kd, U)
δIγ
δϕi(x)
∣∣∣∣
Λk1,...,kd
with some functions γkγ (k1, . . . ,kd, U) on Λ.
Let us also note that in Definition 2.2 we assume in particular that the Jacobian of the coordi-
nate transformation (ω, n) → (U1, . . . , Um+s) is different from zero on every Λk1,...,kd whenever we
introduce the parameters (U1, . . . , Um+s) on Λ.
We can see that for any regular Hamiltonian submanifold Λ equipped with a minimal set of
commuting integrals we must have the relation s = s′ connecting the number of annihilators of the
bracket (2.6) on Λ with the number of the additional parameters (n1, . . . , ns). This requirement
means in fact that the solutions from Λ are parametrized by the set of parameters (k1, . . . ,kd, ω, θ0)
on every common level N1 = const, . . . , N s
′
= const of the annihilators of the bracket (2.6) on
the space of quasiperiodic functions. Let us say that this property presents in most of important
examples of m-phase solutions of Hamiltonian PDE’s. So, we will always in fact assume below that
s = s′, such that the number of annihilators of the bracket (2.6) is exactly equal to the number of
parameters (n1, . . . , ns).
It’s not difficult to see, that we must have also the relations
m+s∑
γ=1
γkγ (k1, . . . ,kd, U) ω
αγ (k1, . . . ,kd, U) ≡ 0 (2.14)
for the functions γkγ and ω
αγ on any regular Hamiltonian submanifold with a minimal set of com-
muting integrals.
In the full analogy with the Hamiltonian structure (2.11) we can introduce also the functionals
Jγ =
∫ 2pi
0
. . .
∫ 2pi
0
P γ
(
ϕ, kβ11 ϕθβ1 , . . . , k
βd
d ϕθβd , . . .
) dmθ
(2π)m
, (2.15)
(γ = 1, . . . , m+ s), on the space of 2π-periodic in each θα functions.
Let us note that for any submanifold Λk1,...,kd in the space of quasiperiodic functions of x we can
claim that the corresponding functions Φθα(θ+θ0, k1, . . . ,kd, ω, n), Φωα(θ+θ0, k1, . . . ,kd, ω, n),
Φnl(θ + θ0, k1, . . . ,kd, ω, n), (α = 1, . . . , m, l = 1, . . . , s), are also linearly independent on T
m,
being linearly independent on the subset(
k1 x
1 + . . . + kd x
d + θ0
) ∣∣ mod (2π Z)m ⊂ Tm
As a result, we can claim that for any submanifold Λk1,...,kd in the space of quasiperiodic functions
with the wave numbers (k1, . . . ,kd) the corresponding family Λˆk1,...,kd represents a submanifold in
the space of smooth functions in Tm in the same sense.
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In the generic case (k1, . . . ,kd) ∈M the space of quasiperiodic functions with the wave numbers
(k1, . . . ,kd) coincides with the space of smooth functions on T
m according to our definition. We can
claim also, that the submanifold Λˆk1,...,kd corresponds by definition to Λk1,...,kd after the transition to
the torus Tm. The corresponding Poisson structure (2.6) will be naturally written in this case as
{
ϕi(θ) , ϕj(θ′)
}
=
∑
l1,...,ld
Bij(l1,...,ld) (ϕ(θ), k
γ1
1 ϕθγ1 , . . . , k
γd
d ϕθγd , . . . ) ×
× k
α11
1 . . . k
α1
l1
1 . . . k
αd1
d . . . k
αd
ld
d
∂
∂θα
1
1
. . .
∂
∂θ
α1
l1
. . .
∂
∂θα
d
1
. . .
∂
∂θ
αd
ld
δ(θ − θ′) (2.16)
while the functionals Iγ will be represented by Jγ after the transition to the functions on Tm.
For convenience, let us define here the delta-function δ(θ − θ′) and its higher derivatives
δθα1 ...θαs (θ − θ
′) in the θ-space by the formula
∫ 2pi
0
. . .
∫ 2pi
0
δθα1 ...θαs (θ − θ
′) ψ(θ′)
dmθ′
(2π)m
≡ ψθα1 ...θαs (θ)
It will be also convenient here to define the variation derivatives by the rule
δ S ≡
∫ 2pi
0
. . .
∫ 2pi
0
δ S
δϕi(θ)
δϕi(θ)
dmθ
(2π)m
every time when the integration with respect to θ is expected.
For a regular Hamiltonian submanifold Λ equipped with a minimal set of commuting integrals
(I1, . . . , Im+s) we can claim then, that:
1) The functionals Jγ commute with each other and with the functional
JH =
∫ 2pi
0
. . .
∫ 2pi
0
PH
(
ϕ, kβ11 ϕθβ1 , . . . , k
βd
d ϕθβd , . . .
) dmθ
(2π)m
according to the Hamiltonian structure (2.16);
2) The values of the functionals Jγ on Λˆk1,...,kd coincide with the corresponding values of I
γ on
the submanifolds Λk1,...,kd;
3) The Hamiltonian flows, generated by the functionals Jγ on the space of smooth functions
on Tm according to bracket (2.16), leave invariant the submanifold Λˆk1,...,kd, generating the linear
evolution of the phase shifts θ0 with the same frequencies ω
γ(k1, . . . ,kd,U).
Indeed, for (k1, . . . ,kd) ∈ M all the statements above just follow from the isomorphism of the
corresponding (Poisson) spaces of quasiperiodic functions to the space of smooth functions on Tm
with the Poisson brackets (2.16). Just by continuity we also obtain the same statements for arbitrary
(k1, . . . ,kd). Let us note, however, that in non-generic situation (k1, . . . ,kd) /∈ M the space of
quasiperiodic functions with the wave numbers (k1, . . . ,kd), defined in our way, does not coincide
actually with the space of the smooth functions on Tm.
The functions v(k)(θ), given by the relations
v
(k)
i (θ) =
m+s∑
γ=1
γkγ (k1, . . . ,kd, U)
δJγ
δϕi(θ)
∣∣∣∣
Λˆ
(2.17)
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obviously define annihilators of the corresponding Hamiltonian operators (2.11) on Tm. Moreover,
for (k1, . . . ,kd) ∈M we can claim that the functions (2.17) define in fact the full set of annihilators
of (2.11) with smooth linearly independent variation derivatives on Tm. However, it can be easily
seen, that in non-generic situation (k1, . . . ,kd) /∈ M the number of annihilators of the bracket
(2.16) increases and in fact is equal to infinity. Thus, we can just claim here that for a regular
Hamiltonian submanifold Λ equipped with a minimal set of commuting integrals (I1, . . . , Im+s) the
values (2.17) define the full set of the “regular” annihilators of the corresponding bracket (2.16),
smoothly depending on the parameters (k1, . . . ,kd, U).
Let us call here the bracket (2.16) the Poisson bracket induced by the bracket (2.6) and the set
(k1, . . . ,kd) on T
m.
We want to construct now on each submanifold Λˆk1,...,kd a Poisson bracket connected with the
Poisson bracket (2.16), defined on the space of all smooth functions on Tm. To construct the bracket
on Λˆk1,...,kd we are going to use the Dirac procedure of restriction of a Poisson bracket on a submanifold
in a functional space. Thus, we will try here to make the Dirac restriction of the bracket (2.16) on
the corresponding submanifold Λˆk1,...,kd. As a result, we have to obtain a Poisson bracket on the
space of parameters (U1, . . . , Um+s, θ10, . . . , θ
m
0 ).
Let us now discuss in detail the procedure of restriction of bracket (2.16) on Λˆk1,...,kd. From now
on we will assume here that the family Λ represents a regular Hamiltonian submanifold in the space
of quasiperiodic functions equipped with a minimal set of commuting integrals {I1, . . . , Im+s}.
For the Dirac restriction of the bracket (2.16) on Λˆk1,...,kd we need a set of functionals
{G1, . . . , G2m+s} possessing the following properties:
1) The values of the functionals {G1, . . . , G2m+s} represent a coordinate system on Λˆk1,...,kd;
2) The Hamiltonian flows generated by the functionals {G1, . . . , G2m+s} according to bracket
(2.16) leave invariant the submanifold Λˆk1,...,kd.
The Dirac restriction of bracket (2.16) is given then in the coordinate system
(G1, . . . , G2m+s) on Λˆk1,...,kd just by the pairwise Poisson brackets of the functionals {G
1, . . . , G2m+s},
restricted on Λˆk1,...,kd.
It is easy to see that the functionals {J1, . . . , Jm+s} can be used as a part of the set {G1, . . . , G2m+s}
giving the coordinates (U1, . . . , Um+s) on the submanifold Λˆk1,...,kd. We need, however, to construct
also the other part of the set {G1, . . . , G2m+s}, representing the coordinates (θ10, . . . , θ
m
0 ) on Λˆk1,...,kd.
We have to start with the remark that the values θα0 represent the cyclic coordinates on Λˆk1,...,kd
defined modulo 2πnα, nα ∈ Z. So, we have to introduce in fact a set of local maps to define local
coordinates on the torus Tm. Easy to see that we can cover Tm by a set of maps diffeomorphic to
[0, 1]m ⊂ Rm and choose some definite values θ0 ∈ R
m in every map among the discrete set defined
by the cyclic coordinates on Tm.
On the next step we have to define functionals representing the coordinates θ0 on Λˆk1,...,kd. Ac-
cording to our remark above, we will actually define them locally in the vicinity of every point (U, θ0)
of the submanifold Λˆk1,...,kd. Let us consider the functionals
ϑα =
∫ 2pi
0
. . .
∫ 2pi
0
n∑
i=1
ϕi(θ) Φiθα
(
θ, k1, . . . ,kd, J
1, . . . , Jm+s
) dmθ
(2π)m
(α = 1, . . . , m), on the space of smooth functions ϕ(θ) on Tm.
Substituting the functions ϕ(θ) on Tm in the form
ϕi(θ) = Φi (θ + θ0, k1, . . . ,kd, U) (2.18)
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we can see that the values of ϑα on Λˆk1,...,kd are equal to zero for (θ
1
0, . . . , θ
m
0 ) = (0, . . . , 0) while the
Jacobian |∂ϑα/∂θ
β
0 | is given at (θ
1
0, . . . , θ
m
0 ) = (0, . . . , 0) by the determinant det ||Mαβ ||, where
Mαβ =
∫ 2pi
0
. . .
∫ 2pi
0
n∑
i=1
Φiθβ (θ, k1, . . . ,kd, U) Φ
i
θα (θ, k1, . . . ,kd, U)
dmθ
(2π)m
According to the definition of the submanifold Λˆk1,...,kd we then have
det ||Mαβ|| 6= 0 (2.19)
so the mapping
(θ10, . . . , θ
m
0 ) →
(
ϑ1|Λˆk1,...,kd
, . . . , ϑm|Λˆk1,...,kd
)
(2.20)
is locally invertible.
We can claim then that there exists a constant KU > 0 such that for the values θ
α
0 , satisfying the
relation
−KU < θ
α
0 < KU (2.21)
the transformations (2.20) are invertible in the neighborhood of the point U in the U-space, which
we consider.
Thus, we can locally write
θα0 = τ
α
(
ϑ1|Λˆk1,...,kd
, . . . , ϑm|Λˆk1,...,kd
, U
)
near the point (U1, . . . , Um+s, 0, . . . , 0) of the submanifold Λˆk1,...,kd.
As a result, we can say, that the variables θα0 on Λˆk1,...,kd can be represented in the vicinity
of the point (U1, . . . , Um+s, 0, . . . , 0) of the submanifold Λˆk1,...,kd as the values of the functionals
τα(ϑ1, . . . , ϑm, J
1, . . . , Jm+s) on the functions (2.18).
In the same way, for any point of Tm, having coordinates (θ10, . . . , θ
m
0 ) = (ζ
1, . . . , ζm) in some
local map, we can introduce the functionals
ϑ[ζ]α =
∫ 2pi
0
. . .
∫ 2pi
0
n∑
i=1
ϕi(θ) Φiθα
(
θ + ζ, k1, . . . ,kd, J
1, . . . , Jm+s
) dmθ
(2π)m
(α = 1, . . . , m), and put
θα0 = ζ
α + τα
(
ϑ
[ζ]
1
∣∣∣
Λˆk1,...,kd
, . . . , ϑ[ζ]m
∣∣
Λˆk1,...,kd
, U
)
(with the same functions τα) near the point (U1, . . . , Um+s, ζ1, . . . , ζm) of the submanifold Λˆk1,...,kd.
Including also the dependence on (k1, . . . ,kd) as the parameters we can locally represent the variables
θα0 as the values of the functionals
θ
α[ζ]
0 = ζ
α + τα
(
ϑ
[ζ]
1 , . . . , ϑ
[ζ]
m , J
1, . . . , Jm+s, k1, . . . ,kd
)
on the corresponding functions from Λˆk1,...,kd near any point
(U1, . . . , Um+s, ζ1, . . . , ζm) of the submanifold Λˆk1,...,kd.
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The functionals θ
α[ζ]
0 give (locally) the corresponding values of θ
α
0 on Λˆk1,...,kd. In particular, we
can write for their Poisson brackets with the functionals Jγ :{
θ
α[ζ]
0 , J
γ
}∣∣∣
Λˆk1,...,kd
= ωαγ(U)
everywhere on Λˆk1,...,kd.
Let us introduce the “constraints” gi[ζ](θ) defining (locally) the submanifold Λˆk1,...,kd. We put
gi[ζ](θ) = ϕi(θ) − Φi
(
θ + θ
[ζ]
0 , k1, . . . ,kd, J
1, . . . , Jm+s
)
(2.22)
near the point (U1, . . . , Um+s, ζ1, . . . , ζm) of the submanifold Λˆk1,...,kd.
The functionals gi[ζ](θ) are “numerated” by the index i = 1, . . . , n and the “continuous index”
θ ∈ Tm and are defined in the same region as the functionals θ
α[ζ]
0 in the functional space. The
equations
gi[ζ](θ) = 0
define the submanifold Λˆk1,...,kd near its “point” with coordinates (U
1, . . . , Um+s, ζ1, . . . , ζm). Let us
denote here by Ω[ζ] ⊂ Λˆk1,...,kd the corresponding part of the submanifold Λˆk1,...,kd containing the
functions Φ(θ + θ0,k1, . . . ,kd,U) ∈ Λˆk1,...,kd close to the function Φ(θ + ζ,k1, . . . ,kd,U).
The constraints (2.22) are obviously dependent since the following identities take place for the
“gradients” of gi[ζ](θ) on Λˆk1,...,kd:∫ 2pi
0
. . .
∫ 2pi
0
δJγ
δϕi(θ)
∣∣∣∣
Λˆk1,...,kd
δgi[ζ](θ)
δϕj(θ′)
∣∣∣∣
Λˆk1,...,kd
dmθ
(2π)m
≡ 0 , γ = 1, . . . , m+ s (2.23)
∫ 2pi
0
. . .
∫ 2pi
0
δθ
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
δgi[ζ](θ)
δϕj(θ′)
∣∣∣∣
Λˆk1,...,kd
dmθ
(2π)m
≡ 0 , α = 1, . . . , m (2.24)
For our purposes we will not need in fact to construct an independent system of constraints and
will use system (2.22) everywhere below.
Let us make now one important remark. Namely, we can put in fact one more requirement on the
functionals θ
α[ζ]
0 giving the coordinates θ
α
0 on Λˆk1,...,kd. Thus, we can actually define the functionals
θ
α[ζ]
0 in such a way, that for the functions
h
α[ζ]
i (θ; U, θ0) ≡
δθ
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
=
δθ
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
ϕ=Φ[U,θ0]
we have the relations
h
α[ζ]
i (θ; U, ζ +∆θ0) = h
α[ζ]
i (θ +∆θ0; U, ζ)
provided that Φ[U,ζ+∆θ0] ∈ Ω
[ζ].
In other words, we can require the relations
δθ
α[ζ]
0
δϕi(θ +∆θ0)
∣∣∣∣∣
ϕ=Φ[U,ζ]
=
δθ
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
ϕ=Φ[U,ζ+∆θ0]
, (2.25)
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θ ∈ [0, 2π), Φ[U,ζ+∆θ0] ∈ Ω
[ζ], where Φ[U,θ0] ∈ Λˆk1,...,kd represents the corresponding “point”
ϕ(θ) = Φ (θ + θ0, k1, . . . ,kd, U)
of the submanifold Λˆk1,...,kd.
Indeed, using the functions h
α[ζ]
i (θ; U, ζ) we can redefine the functionals θ
α[ζ]
0 putting
θ˜
α[ζ]
0 = θ
α[ζ]
0 +
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j
(
θ′ + θ
[ζ]
0 − ζ; J, ζ
)
gj[ζ](θ′)
dmθ′
(2π)m
Using the relations
δgj[ζ](θ′)
δϕi(θ)
= δji δ(θ
′ − θ) − Φj
θβ
(
θ′ + θ
[ζ]
0 , J
) δθβ[ζ]0
δϕi(θ)
− ΦjUγ
(
θ′ + θ
[ζ]
0 , J
) δJγ
δϕi(θ)
we can write
δθ˜
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
=
δθ
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
+ h
α[ζ]
i
(
θ + θ
[ζ]
0 − ζ; J, ζ
)
−
−
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j (θ
′ + θ
[ζ]
0 − ζ; J, ζ) Φ
j
θβ
(θ′ + θ
[ζ]
0 , J)
dmθ′
(2π)m
δθ
β[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
−
−
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j (θ
′ + θ
[ζ]
0 − ζ; J, ζ) Φ
j
Uγ (θ
′ + θ
[ζ]
0 , J)
dmθ′
(2π)m
δJγ
δϕi(θ)
∣∣∣∣
Λˆk1,...,kd
Using obvious relations
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j (θ
′ + θ
[ζ]
0 − ζ; J, ζ) Φ
j
θβ
(θ′ + θ
[ζ]
0 , J)
dmθ′
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j (θ
′; J, ζ) Φj
θβ
(θ′ + ζ, J)
dmθ′
(2π)m
≡ δαβ
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j (θ
′ + θ
[ζ]
0 − ζ; J, ζ) Φ
j
Uγ (θ
′ + θ
[ζ]
0 , J)
dmθ′
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
h
α[ζ]
j (θ
′; J, ζ) ΦjUγ (θ
′ + ζ, J)
dmθ′
(2π)m
≡ 0
we then easily get
δθ˜
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
= h
α[ζ]
i (θ + θ
[ζ]
0 − ζ; J, ζ)
From the relations above it is obvious now that the functionals θ˜
α[ζ]
0 satisfy the required conditions
(2.25). Easy to see also, that the functionals θ˜
α[ζ]
0 have exactly the same values on Λˆk1,...,kd as the
functionals θ
α[ζ]
0 .
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Let us say, that the choice of the functionals θ
α[ζ]
0 with the additional invariance property (2.25)
is in fact very convenient in many cases. Thus, we will use this choice of θ
α[ζ]
0 in Chapter 4, where
we are going to consider the averaging of the Hamiltonian structures in the Whitham method.
As a particular property of the functionals θ
α[ζ]
0 , satisfying the requirement (2.25), we can note
the fact that their pairwise Poisson brackets on Λˆk1,...,kd do not depend actually on the coordinates
θ0. Indeed, according to (2.25) the change of the coordinates θ0 on Λˆk1,...,kd produces just the
corresponding shift of θ in the “gradients” of θ
α[ζ]
0 . Easy to see, that the same shift arises also in the
coefficients of the operator Bˆijk1,...,kd, so it will disappear after the integration w.r.t. θ. Let us note
also, that the functionals Jγ satisfy automatically the requirement (2.25) view their invariance with
respect to the transformation θ → θ +∆θ on the functional space.
In this chapter the requirement (2.25) will not actually play important role, so we do not impose
it here.
Finally, we have to construct the functionals for the coordinates θα0 , possessing an additional
property. Namely, we have to require that the Hamiltonian flows, generated by these functionals,
leave invariant the submanifold Λˆk1,...,kd.
We have to modify now the functionals θ
α[ζ]
0 with the aid of the constraints g
i[ζ](θ) to get the
functionals commuting with all gi[ζ](θ) on Λˆk1,...,kd. Thus, we have to put now
θˆ
α[ζ]
0 = θ
α[ζ]
0 +
∫ 2pi
0
. . .
∫ 2pi
0
gj[ζ](θ) β
α[ζ]
j
(
θ; J, θ
[ζ]
0
) dmθ
(2π)m
(2.26)
where the functions β
α[ζ]
i (θ; U, θ0) are smooth 2π-periodic in each θ
α functions defined by the rela-
tions ∫ 2pi
0
. . .
∫ 2pi
0
{
gi[ζ](θ) , gj[ζ](θ′)
}∣∣
Λˆk1,...,kd
β
α[ζ]
j (θ
′; U, θ0)
dmθ′
(2π)m
=
= −
{
gi[ζ](θ) , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
(2.27)
According to (2.27) the functions β
α[ζ]
i (θ; U, θ0) depend on the coordinates (U, θ0) on Λˆk1,...,kd
in the vicinity of the point (U1, . . . , Um+s, ζ1, . . . , ζm) of the submanifold Λˆk1,...,kd.
As we can see, the functions β
α[ζ]
i (θ; U, θ0) should satisfy at every (U, θ0) a linear system, where
the “matrix” of the system is given by the pairwise Poisson brackets of the constraints gi[ζ](θ) on
Λˆk1,...,kd. It’s not difficult to check that the corresponding brackets can be represented in the form{
gi[ζ](θ) , gj[ζ](θ′)
}∣∣
Λˆk1,...,kd
=
{
ϕi(θ) , ϕj(θ′)
}∣∣
Λˆk1,...,kd
−
− Φiθβ (θ + θ0, k1, . . . ,kd,U)
{
θ
β[ζ]
0 , ϕ
j(θ′)
}∣∣∣
Λˆk1,...,kd
−
−
{
ϕi(θ) , θ
γ[ζ]
0
}∣∣∣
Λˆk1,...,kd
Φjθγ (θ
′ + θ0, k1, . . . ,kd,U) +
+ Φiθβ (θ + θ0, k1, . . . ,kd,U)
{
θ
β[ζ]
0 , θ
γ[ζ]
0
}∣∣∣
Λˆk1,...,kd
Φjθγ (θ
′ + θ0, k1, . . . ,kd,U) (2.28)
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In the same way, the right-hand part of system (2.27) can be written as:
−
{
gi[ζ](θ) , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
= −
{
ϕi(θ) , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
+
+ ΦiUγ (θ + θ0, k1, . . . ,kd,U)
{
Jγ , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
+
+ Φiθβ (θ + θ0, k1, . . . ,kd,U)
{
θ
β[ζ]
0 , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
Let us say, however, that, due to the dependence of the constraints gi[ζ](θ), system (2.27) can be
reduced in fact to a simpler form. Let us prove here the following lemma:
Lemma 2.1.
Let the functions β
α[ζ]
i (θ; U, θ0) satisfy the system
Bˆijk1,...,kd β
α[ζ]
j (θ; U, θ0) = A
iα[ζ](θ; U, θ0) (2.29)
where
Aiα[ζ](θ; U, θ0) ≡
≡ −
{
ϕi(θ) , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
+ ΦiUγ (θ + θ0, k1, . . . ,kd,U)
{
Jγ , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
Then β
α[ζ]
i (θ; U, θ0) automatically satisfy system (2.27).
Proof.
Let us first prove the following statement:
Any β
α[ζ]
i (θ; U, θ0) satisfying system (2.29) automatically satisfy the relations∫ 2pi
0
. . .
∫ 2pi
0
Φiθλ (θ + θ0, k1, . . . ,kd,U) β
α[ζ]
i (θ; U, θ0)
dmθ
(2π)m
≡ 0 (2.30)
λ = 1, . . . , m.
Indeed, due to relations (2.23) the right-hand part of system (2.27) is always orthogonal to the
variation derivatives δJγ/δϕi(θ), γ = 1, . . . , m + s. Easy to see that the same property then also
takes place for the right-hand part of system (2.29). For any solution of (2.29) this automatically
implies the property
ωλγ(U)
∫ 2pi
0
. . .
∫ 2pi
0
Φiθλ (θ + θ0, k1, . . . ,kd,U) β
α[ζ]
i (θ; U, θ0)
dmθ
(2π)m
≡ 0
γ = 1, . . . , m+ s.
From the part (3) of Definition 2.2 we then immediately get relations (2.30).
Using relations (2.28) for the pairwise brackets of constraints we can now claim that for any
β
α[ζ]
i (θ; U, θ0), satisfying system (2.29), the difference between the left- and the right-hand parts of
(2.27) is given just by the expression
− Φiθβ (θ + θ0, k1, . . . ,kd,U)
∫ 2pi
0
. . .
∫ 2pi
0
{
θ
β[ζ]
0 , ϕ
j(θ′)
}∣∣∣
Λˆk1,...,kd
β
α[ζ]
j (θ
′; U, θ0)
dmθ′
(2π)m
−
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− Φiθβ (θ + θ0, k1, . . . ,kd,U)
{
θ
β[ζ]
0 , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
From the other hand, we know from (2.24) that both the left- and the right-hand parts of (2.27)
are orthogonal to the variation derivatives δθ
λ[ζ]
0 /δϕ
i(θ), (λ = 1, . . . , m), for any β
α[ζ]
i (θ; U, θ0).
Applying this property to the above expression we get immediately that the difference between the
left- and the right-hand part of system (2.27) is identically equal to zero for any β
α[ζ]
i (θ; U, θ0)
satisfying system (2.29).
Lemma 2.1 is proved.
Let us say that it will be rather convenient to us to choose the solutions β
α[ζ]
i (θ; U, θ0) of system
(2.27) to be also solutions of (2.29) and satisfy the additional property (2.30).
It is easy to see that system (2.29) is resolvable on the space of smooth 2π-periodic in each θα
functions if and only if the system
Bˆijk1,...,kd β˜
α[ζ]
j (θ; U, θ0) = Φ
i
Uγ (θ + θ0, k1, . . . ,kd,U)
{
Jγ , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
(2.31)
is resolvable on the same space.
Indeed, for any solution β˜
α[ζ]
i (θ; U, θ0) of system (2.31) we can just put
β
α[ζ]
i (θ; U, θ0) = β˜
α[ζ]
i (θ; U, θ0) −
δθ
α[ζ]
0
δϕi(θ)
∣∣∣∣∣
Λˆk1,...,kd
to get a solution of (2.29). Using the expression{
Jγ , θ
α[ζ]
0
}∣∣∣
Λˆk1,...,kd
= − ωαγ(U)
everywhere on Λˆk1,...,kd, we can finally formulate the following statement:
System (2.29) is resolvable on the space of smooth 2π-periodic in each θα functions if and only if
the following “test” system
Bˆijk1,...,kd β˜
α
j (θ; U, θ0) = − ω
αγ(U) ΦiUγ (θ + θ0, k1, . . . ,kd,U) (2.32)
is resolvable on the same space.
Let us note that system (2.32) is well defined globally on the whole submanifold Λˆk1,...,kd and
has absolutely identical properties for all θ0 under fixed values of U. In particular, the spaces of
solutions of (2.32) are evidently isomorphic for any two coordinate sets (U, θ0) and (U, θ
′
0).
Let us give here the following definition:
Definition 2.3.
Let Λ be a regular Hamiltonian submanifold in the space of quasiperiodic functions, equipped with
a minimal set of commuting integrals (I1, . . . , Im+s). Let us fix some values (k1, . . . ,kd).
We say that the submanifold Λˆk1,...,kd admits regular Dirac restriction of bracket (2.16) if the
corresponding system (2.32) is resolvable on the space of smooth 2π-periodic in each θα functions for
all values of U and has a smooth 2π-periodic in each θα solution β˜αi (θ+ θ0, U), smoothly depending
on the parameters U.
Lemma 2.2.
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Let Λ be a regular Hamiltonian submanifold in the space of quasiperiodic functions, equipped with
a minimal set of commuting integrals (I1, . . . , Im+s). Let system (2.32) have near every value of U a
smooth 2π-periodic in each θα solution β˜αi (θ+θ0, U), smoothly depending on the parameters U. Then
we can construct a global Dirac restriction of the bracket (2.16) on the corresponding submanifold
Λˆk1,...,kd, having the form:{
θα0 , θ
β
0
}
= Kαβ(U, θ0) , {θ
α
0 , U
γ} = ωαγ(U) ,
{
Uγ , Uλ
}
= 0 (2.33)
with some 2π-periodic in each θα functions Kαβ(U, θ0).
Proof.
As we saw above, the existence of the solution β˜αi (θ+θ0, U) permits to construct the correspond-
ing solutions β
α[ζ]
i (θ; U, θ0) of system (2.27) and then to define the local functionals θˆ
α[ζ]
0 introduced
in (2.26). The existence of the functionals θˆ
α[ζ]
0 , together with the set (J
1, . . . , Jm+s), permits to
define the Dirac restriction of bracket (2.16) on Λˆk1,...,kd, which can be locally written in the form:{
θα0 , θ
β
0
}[ζ]
=
{
θˆ
α[ζ]
0 , θˆ
β[ζ]
0
}∣∣∣
Λˆk1,...,kd
= Kαβ[ζ](U, θ0)
{θα0 , U
γ}[ζ] = ωαγ(U) ,
{
Uγ , Uλ
}[ζ]
= 0
What we actually have to prove is that any two Dirac restrictions {. . . , . . . }
[ζ]
D , {. . . , . . . }
[ζ′]
D ,
obtained with the aid of two different sets {θˆ
α[ζ]
0 } and {θˆ
α[ζ′]
0 } in two local regions Ω
[ζ] and Ω[ζ
′] on
Λˆk1,...,kd, define in fact the same Poisson bracket in the intersection Ω
[ζ,ζ′] = Ω[ζ] ∩ Ω[ζ
′].
For the proof let us first note that the values of the functionals θˆ
β[ζ]
0 and θˆ
β[ζ′]
0 on Λˆk1,...,kd by
construction can differ just by a constant 2πnβ, nβ ∈ Z, in any connected part of the region Ω[ζ,ζ
′].
To prove the Lemma we have to prove then that the Hamiltonian flows, defined by θˆ
β[ζ]
0 and θˆ
β[ζ′]
0 on
Λˆk1,...,kd, coincide in Ω
[ζ,ζ′].
Let us note, that any functional θˆ
β[ζ]
0 − θˆ
β[ζ′]
0 commutes on Λˆk1,...,kd with all the functionals
Jγ, γ = 1, . . . , m + s, and θˆ
α[ζ]
0 , α = 1, . . . , m, in the region Ω
[ζ,ζ′]. Indeed, by construction, the
Hamiltonian flows, generated by the functionals Jγ and θˆ
α[ζ]
0 leave invariant the submanifold Λˆk1,...,kd,
where the functional θˆ
β[ζ]
0 − θˆ
β[ζ′]
0 has locally constant values. As a result, we can claim, that all the
brackets {
Jγ , θˆ
β[ζ]
0
}∣∣∣
Λˆk1,...,kd
,
{
θˆ
α[ζ]
0 , θˆ
β[ζ]
0
}∣∣∣
Λˆk1,...,kd
(γ = 1, . . . , m+ s, α = 1, . . . , m), coincide with the corresponding brackets{
Jγ , θˆ
β[ζ′]
0
}∣∣∣
Λˆk1,...,kd
,
{
θˆ
α[ζ]
0 , θˆ
β[ζ′]
0
}∣∣∣
Λˆk1,...,kd
in the region Ω[ζ,ζ
′]. Since the values (U1, . . . , Um+s, θ10, . . . , θ
m
0 ) represent a coordinate system on
Λˆk1,...,kd, we get immediately the required statement.
Considering the values (θ10, . . . , θ
m
0 ) as the cyclic coordinates on Λˆk1,...,kd we then easily obtain the
assertion of the Lemma.
Lemma 2.2 is proved.
Let us give also the proof of the invariance of the restricted bracket with respect to the choice of
the functionals (I1, . . . , Im+s).
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Lemma 2.3.
Let Λ be a regular Hamiltonian submanifold in the space of quasiperiodic functions and there
exist two different sets of commuting integrals (I1, . . . , Im+s), (I ′1, . . . , I ′m+s) satisfying all the re-
quirements of Definition 2.2. Let a submanifold Λˆk1,...,kd satisfy the requirements of Lemma 2.2. Then
the Dirac restrictions of bracket (2.16) on Λˆk1,...,kd, obtained with the aid of the sets (I
1, . . . , Im+s)
and (I ′1, . . . , I ′m+s), coincide with each other.
Proof.
What we have to prove is that the brackets (2.33), obtained with the aid of the sets (I1, . . . , Im+s)
and (I ′1, . . . , I ′m+s), transform into each other under the coordinate transformation(
U1, . . . , Um+s, θ10, . . . , θ
m
0
)
→
(
U ′1, . . . , U ′m+s, θ10, . . . , θ
m
0
)
where the coordinates U and U′ are given by the values of I and I′ on the submanifold Λˆk1,...,kd.
Easy to see that this requirement is given in our case by the relations
ω′αγ (U) =
∂U ′γ
∂Uρ
ωαρ (U)
where ωαγ(U) and ω′αγ(U) are the frequencies, corresponding to the sets I and I′ respectively.
Consider the sets of the functionals Jγ and J ′γ , γ = 1, . . . , m+ s, introduced with the aid of the
sets I and I′ according to formula (2.15). The variation derivatives δJγ/δϕi(θ) and δJ ′γ/δϕi(θ) rep-
resent regular covectors on the family Λˆ, smoothly depending on all the variables (k1, . . . ,kd, U, θ0).
Besides that, the sets J and J′ generate the same linear space of the vector fields at every point of Λˆ
according to bracket (2.16). Since the linear spaces, generated by the gradients of J and J′ contain
also all the regular annihilators of the bracket (2.16) on Λˆ, we can claim then, that these spaces
coincide with each other at every (k1, . . . ,kd, U, θ0). According to the translational invariance of
the functionals J and J′ we can then write
δJ ′γ
δϕi(θ)
∣∣∣∣
Λˆk1,...,kd
= λγρ (k1, . . . ,kd, U)
δJρ
δϕi(θ)
∣∣∣∣
Λˆk1,...,kd
on every submanifold Λˆk1,...,kd.
Easy to see that we naturally have then the relations
ω′αγ (k1, . . . ,kd, U) = λ
γ
ρ (k1, . . . ,kd, U) ω
αρ (k1, . . . ,kd, U)
on every Λˆk1,...,kd, and also
∂U ′γ
∂Uρ
= λγρ (k1, . . . ,kd, U)
according to the definition of the coordinates U and U′. Thus, we get now the statement of the
Lemma.
Lemma 2.3 is proved.
Let us discuss now an analog of the action-angle variables for the restricted bracket.
Theorem 2.1.
Let Λ be a regular Hamiltonian submanifold in the space of quasiperiodic functions, equipped with
a minimal set of commuting integrals (I1, . . . , Im+s). Let system (2.32) have near every value of U
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a smooth 2π-periodic in each θα solution β˜αi (θ + θ0, U), smoothly depending on the parameters U.
Then:
1) The Dirac restriction (2.33) of the bracket (2.16) on Λˆk1,...,kd has the form{
θα0 , θ
β
0
}
= Kαβ(U) , {θα0 , U
γ} = ωαγ(U) ,
{
Uγ , Uλ
}
= 0 (2.34)
with some skew-symmetric matrix Kαβ(U), not depending on θ0;
2) The relations{
θα0 , θ
β
0
}
= 0 , {θα0 , U
γ} = ωαγ(U) ,
{
Uγ , Uλ
}
= 0 (2.35)
define a Poisson bracket on the space (U, θ0).
3) In the U-space there (locally) exists the coordinate transformation
Qα = Qα(U) , N
l = N l(U) , θ¯α0 = θ
α
0 − q
α(U)
(α = 1, . . . , m, l = 1, . . . , s), such that the bracket (2.34) takes the form:{
θ¯α0 , θ¯
β
0
}
= 0 ,
{
θ¯α0 , Qβ
}
= δαβ ,
{
θ¯α0 , N
l
}
= 0 ,
{Qα , Qα} = 0 ,
{
Qα , N
l
}
= 0 ,
{
N l , Np
}
= 0
(2.36)
Proof.
Let us consider for bracket (2.33) the Jacobi identities of the form{{
θα0 , θ
β
0
}
, Uγ
}
+
{{
θβ0 , U
γ
}
, θα0
}
+
{
{Uγ , θα0 } , θ
β
0
}
≡ 0
We immediately get the relations:
∂Kαβ(U, θ0)
∂θλ0
ωλγ(U) ≡ ωαµ(U)
∂ωβγ(U)
∂Uµ
− ωβµ(U)
∂ωαγ(U)
∂Uµ
The right-hand part of the above identity obviously does not depend on θ0, so we get the same
for the left-hand part. Since the functions Kαβ(U, θ0) are periodic in each θ
α we then actually get
the relations
∂Kαβ(U, θ0)
∂θλ0
ωλγ(U) ≡ 0 (2.37)
ωαµ(U)
∂ωβγ(U)
∂Uµ
− ωβµ(U)
∂ωαγ(U)
∂Uµ
≡ 0 (2.38)
α, β = 1, . . . , m, γ = 1, . . . , m+ s.
According to requirement (3) of Definition 2.2 we then get immediately
∂Kαβ(U, θ0)
∂θλ0
≡ 0
which gives the first part of the Theorem.
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It’s not difficult to check also that relations (2.38) coincide with the Jacobi identity for the bracket
(2.35), so we get also the second part of the Theorem.
To prove the last part of the Theorem, let us note that relations (2.38) express in fact the
commutativity of the vector fields
~ξ(α) =
(
ωα1(U), . . . , ωαm+s(U)
)t
, α = 1, . . . , m
on the U-space. Since the vector fields ~ξ(α) are linearly independent, we can then claim that we can
locally introduce a coordinate system (Q1, . . . , Qm, N
1, . . . , N s) in the U-space in which the vector
fields ~ξ(α) have the components:
~ξ(1) = (1, 0, . . . , 0)
t , . . . , ~ξ(m) = (0, . . . , 0, 1, 0, . . . , 0)
t (2.39)
Easy to see, that relations (2.39) provide then the relations{
θ¯α0 , Qβ
}
= δαβ ,
{
θ¯α0 , N
l
}
= 0
for the Poisson bracket (2.34).
From the Jacobi identities {{
θα0 , θ
β
0
}
, θγ0
}
+ c.p. ≡ 0
we have in the new coordinate system for the functions Kαβ(Q,N):
∂Kαβ(Q,N)
∂Qγ
+
∂Kβγ(Q,N)
∂Qα
+
∂Kγα(Q,N)
∂Qβ
≡ 0
From the expression above it follows that the functions Kαβ(Q,N) can be locally represented in
the form
Kαβ(Q,N) =
∂qβ(Q,N)
∂Qα
−
∂qα(Q,N)
∂Qβ
for some smooth functions qα(Q,N). Putting then θ¯α0 = θ
α
0 − q
α(Q,N) we get immediately the
relations {θ¯α0 , θ¯
β
0 } ≡ 0 for the bracket (2.34).
Theorem 2.1 is proved.
It is natural to call the variables Qα the action-type variables and the variables θ¯
α - the angle-type
variables. The variables N l represent the annihilators of the bracket on Λˆk1,...,kd.
Let us discuss now the questions of the resolvability of the test system (2.32). First of all, we
have to require the orthogonality of the right-hand part of (2.32) to the eigen-vectors of the operator
Bˆijk1,...,kd, corresponding to the zero eigen-value.
It’s not difficult to see, that for generic case (k1, . . . ,kd) ∈ M this requirement is actually
automatically satisfied for system (2.32). Indeed, the kernel vectors of the operator Bˆijk1,...,kd on the
space of smooth periodic functions are given in this case by the vectors (2.17), such that we have
m+s∑
γ=1
ωαγ(k1, . . . ,kd,U) ×
×
∫ 2pi
0
. . .
∫ 2pi
0
v
(k)
i (θ + θ0, k1, . . . ,kd,U) Φ
i
Uγ (θ + θ0, k1, . . . ,kd,U)
dmθ
(2π)m
≡
≡
m+s∑
γ=1
γkγ (k1, . . . ,kd,U) ω
αγ(k1, . . . ,kd,U)
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for Uγ ≡ Jγ|Λˆk1,...,kd
The last expression coincides with the left-hand part of (2.14) and is identically equal to zero.
On the other hand, we can see that the analogous property can be definitely violated in the
non-generic case (k1, . . . ,kd) /∈ M where the number of annihilators of Bˆ
ij
k1,...,kd
(if they exist) can
be infinite and is not restricted by the set (2.17).
Easy to see that the simplest situation arises here in the single-phase (m = 1) case where system
(2.32) is always resolvable. Indeed, all the annihilators of Bˆijk1,...,kd are given in this case by the set
(2.17), while the nonzero eigen-values of Bˆijk1,...,kd are separated from zero. It’s not difficult to see also
that the corresponding solutions of system (2.32) or (2.27) can be chosen here as smooth functions
of all the parameters, including the wave numbers (k1, . . . ,kd). We can then formulate here the
following theorem:
Theorem 2.2.
Let Λ be a regular Hamiltonian submanifold in the space of single-phase periodic functions in
R
d, equipped with a minimal set of commuting integrals (I1, . . . , Is+1). Then every submanifold
Λˆk1,...,kd admits regular Dirac restriction of the bracket (2.16), smoothly depending on the parameters
(k1, . . . ,kd).
The investigation of resolvability of system (2.32) in the multi-phase (m > 1) situation is much
more complicated in general. Thus, even under the requirement of orthogonality of the right-hand
part of (2.32) to the kernel vectors of the operator Bˆijk1,...,kd, system (2.32) can still be unresolvable
on the space of smooth 2π-periodic in each θα functions if the eigen-values of Bˆijk1,...,kd are strongly
accumulated near the zero value. The properties of the eigen-values of Bˆijk1,...,kd strongly depend in
fact on the properties of the numbers (k1, . . . ,kd), so we have to find in general a subset S ⊂ M
where the corresponding systems (2.32) are resolvable on the space of smooth 2π-periodic in each θα
functions. Easy to see that we can formulate the following theorem:
Theorem 2.3.
Let Λ be a regular Hamiltonian submanifold in the space of quasiperiodic functions in Rd, equipped
with a minimal set of commuting integrals (I1, . . . , Im+s). Let there exist a dense set S ⊂ M in the
space (k1, . . . ,kd) on which the corresponding systems (2.32) satisfy the requirements of Theorem
2.1. Then the relations{
θα0 , θ
β
0
}
= 0 , {θα0 , U
γ} = ωαγ (k1, . . . ,kd, U) ,
{
θα0 , k
β
p
}
= 0 ,
{Uγ , Uρ} = 0 ,
{
Uγ , kβp
}
= 0 ,
{
kαq , k
β
p
}
= 0
(2.40)
define a Poisson bracket on the space (k1, . . . ,kd, U, θ0).
Indeed, it is not difficult to see that the Jacobi identity for bracket (2.40) is given by relations
(2.38) for the values
ωαγ = ωαγ (k1, . . . ,kd, U)
which are obviously satisfied under the conditions of the Theorem.
Let us say, however, that the bracket (2.40) can not be obtained in general from the bracket (2.34)
after a smooth coordinate transformation in the space (k1, . . . ,kd, U, θ0) since the dependence of
the variables θ¯0 on the values (k1, . . . ,kd) can have in general rather irregular form.
Let us call here bracket (2.40) the bracket associated with the bracket (2.6) on the family Λ.
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As an example, let us consider the Gardner - Zakharov - Faddeev bracket
{ϕ(x) , ϕ(y)} = δ′(x− y) (2.41)
and the KdV equation
ϕt = ϕϕx − ϕxxx
corresponding to the Hamiltonian functional
H =
∫ (
ϕ3
6
+
ϕ2x
2
)
dx
As it is well known ([46]), the KdV equation has a family of m-phase solutions for any m ≥ 0,
which can be represented as the set of extremals of the functionals given by all the linear combinations
of the first m+ 2 integrals of KdV
c1 δI
1 + c2 δI
2 + . . . + cm+2 δI
m+2 = 0 (2.42)
The first two integrals
I1 = N =
∫
ϕ dx , I2 = P =
∫
ϕ2
2
dx
represent here the annihilator and the momentum functional of the bracket (2.41). We have also
I3 = H , and Ik, k ≥ 4 represent the higher integrals of the KdV equation.
As was shown in [46], systems (2.42) represent completely integrable finite-dimensional systems
having quasiperiodic solutions in the generic case. According to [46], the parameters of the m-phase
solutions are given by 2m + 1 real branching points (E1, . . . , E2m+1), E1 < E2 < · · · < E2m+1,
of a hyperelliptic surface of genus m and m initial phases (θ10, . . . , θ
m
0 ). As it is also well-known,
the theory of the quasiperiodic solutions of KdV has a remarkable connection with the theory of
theta-functions of Riemann surfaces ([11, 12, 27, 28, 13, 14, 15]).
It’s not difficult to check that the families Λ(m) represent here regular Hamiltonian submanifolds
in the space of quasiperiodic functions, while the functionals (I1, . . . , Im+1) give a minimal set of
commuting integrals for the family Λ(m).
Easy to see that the operator Bˆk has here the form
Bˆk = k
1 ∂
∂θ1
+ . . . + km
∂
∂θm
Thus, we have to investigate the resolvability of the systems
k1 β˜αθ1 + . . . + k
m β˜αθm = −ω
αγ (k,U) ΦUγ (θ + θ0, k,U) (2.43)
to define the Dirac restriction of the bracket (2.41) on the submanifolds Λˆk.
Let us write the Fourier expansion of the right-hand part of (2.43) in the form:
− ωαγ (k,U) ΦUγ (θ, k,U) =
∑
n1,...,nm
An1...nm (k,U) exp (in1 θ
1 + . . . + inm θ
m) (2.44)
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We have by definition Uγ = 〈P γ〉, γ = 1, . . . , m+ 1, so we can write the following relations
∫ 2pi
0
. . .
∫ 2pi
0
ΦU1(θ, k,U)
dmθ
(2π)m
≡ 1 ,
∫ 2pi
0
. . .
∫ 2pi
0
ΦUγ (θ, k,U)
dmθ
(2π)m
≡ 0 , γ 6= 1
according to the definition of the functional I1. Using the relations ωα1(k,U) ≡ 0 we then get
immediately the relations A0...0(k,U) ≡ 0 for the expansion (2.44).
From the theta-functional representation of the right-hand part of (2.43) it is easy to get also
that the values A0...0(k,U) decay faster than any power of |n| at |n| → ∞, where
|n| ≡
√
n21 + . . . + n
2
m
To investigate the resolvability of system (2.43) on the set (k1, . . . , km) ∈ M let us define the
Diophantine conditions for the values (k1, . . . , km). Namely, the vector (k1, . . . , km) represents a
Diophantine vector with the index ν > 0 and the coefficient A > 0, if∣∣n1 k1(U) + . . . + nm km(U)∣∣ ≥ A |n|−ν
for all (n1, . . . , nm) ∈ Z
m ((n1, . . . , nm) 6= (0, . . . , 0)).
Let us denote here by Sν the set of all Diophantine vectors (k
1, . . . , km) with index ν. The
following classical theorem (see e.g. [3, 48]) can be formulated about the space of (k1, . . . , km):
For any ν > m−1 the measure of the corresponding set of non-Diophantine vectors (k1, . . . , km)
in Rm is equal to zero.
We can see now, that putting S = Sν for any ν > m − 1 we get the dense set S ⊂ M where
system (2.43) is resolvable on the space of smooth 2π-periodic in each θα functions.
According to Theorem 2.3 we can claim now that the corresponding relations (2.40) give a Poisson
bracket on the space of parameters (k,U, θ0). It’s not difficult to show also that bracket (2.40) gives
one of the examples of the analytic Poisson brackets compatible with the KdV theory, introduced
by A.P. Veselov and S.P. Novikov ([51, 52]). Let us say, that the methods demonstrated above are
applicable in fact for a wide class of Hamiltonian operators (2.6).
Let us note now, that in many examples the restriction of the bracket (2.16) on the submanifolds
Λˆk1,...,kd can in fact be made in a simpler way than that described above. As an example, let us
consider the NLS equation
i ψt = ψxx + κ |ψ|
2ψ (2.45)
and the Hamiltonian structure
{ψ(x) , ψ¯(y)} = i δ(x− y) (2.46)
As it is well known, the equation (2.45) has the families of m-phase solutions for any m, given
by the construction, analogous to the KdV case. The bracket (2.46) is non-degenerate and it is easy
to check that the full families of m-phase solutions of NLS represent regular Hamiltonian submani-
folds in the space of quasiperiodic functions. Easy to see also that the minimal sets of commuting
integrals can be easily constructed here with the aid of the higher integrals of the NLS equation.
The operator Bˆijk has an ultralocal form in this case and the system (2.32) is trivially solvable for all
(k1, . . . , km). The Dirac restriction of the bracket (2.16) on the submanifolds Λˆk has in this case a reg-
ular character and can be always written in the form (2.40) after some smooth change of coordinates
θα0 → θ
α
0 − q
α(k,U). The relations (2.40) define then a Poisson bracket on the space (k,U, θ0)
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which is always given here by the Dirac restriction of bracket (2.16) on the submanifolds Λˆk in the
appropriate coordinates.
We have to say here also, that the Poisson and Symplectic structures, defined on the spaces of
m-phase solutions of different systems, play extremely important role in many aspects of the theory
of integrable systems (see [51, 52, 33]).
As we will see, bracket (2.35) will play rather important role in the Hamiltonian formulation of
the Whitham method, where the parameters Sα = ǫ θα0 and U
γ become slow functions of the spatial
and time variables: Sα → Sα(X, T ), Uγ → Uγ(X, T ), X = ǫx, T = ǫ t, ǫ → 0. As we will show
below, the first two relations in (2.35) should be naturally transformed to the relations{
Sα(X) , Sβ(Y)
}
= 0 ,
{Sα(X) , Uγ(Y)} = ωαγ (SX1 , . . . ,SXd,U(X)) δ(X−Y)
in this situation. On the other hand, the pairwise Poisson brackets of the functionals Uγ(X), Uρ(Y)
should be defined in this case by a deformation of the bracket (2.35), given by the Dubrovin - Novikov
procedure of the bracket averaging. Let us note also, that the values kαq (X) are given here by the
relations kαq (X) = S
α
Xq and do not arise as additional parameters.
Let us consider now the Hamiltonian formulation of the Whitham method in more detail.
3 Hamiltonian formulation of the Whitham method.
In this chapter we will consider the formulation of the multi-dimensional Whitham method from the
Hamiltonian point of view.
As it is well known, in the Whitham method ([53, 54, 55]) we consider “slow-modulated” quasiperi-
odic solutions of PDE’s, with parameters, slowly depending on the coordinates x and t.
More, precisely, we have to consider asymptotic solutions of system (2.2) with the main term,
having the form
ϕi(0)(x, t) = Φ
i
(
θ +
S(X, T )
ǫ
+ θ0(X, T ), SX1 , . . . ,SXd ,U(X, T )
)
(3.1)
where the functions S(X, T ) and U(X, T ) are functions of the “slow” variables Xq = ǫ xq, T = ǫ t,
ǫ→ 0.
Following system (2.3), it is easy to see that solution (3.1) satisfies system (2.2) in the main order
of ǫ under the additional requirement
SαT = ω
α (SX1 , . . . ,SXd ,U(X, T )) (3.2)
However, to avoid growing secular terms in the next corrections to (3.1) we have to put additional
requirements also to the functions U(X, T ). Thus, using the substitution
ϕi(x, t) ≃ ϕi(0)(x, t) + ǫΨ
i
(1)
(
θ +
S(X, T )
ǫ
+ θ0(X, T ), X, T
)
(3.3)
we get the linear system
Lˆij(X, T ) Ψ
j
(1) (θ, X, T ) = f
i
(1) (θ, X, T ) (3.4)
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where Lˆij(X, T ) = Lˆ
i
j[SX,U(X,T )]
is the linear operator, given by linearization of system (2.3) on the
function
Ψ(0) (θ, X, T ) = Φ (θ, SX1 , . . . ,SXd ,U(X, T ))
and f i(1)(θ, X, T ) is the first “discrepancy” defined from system (2.2).
To study the resolvability of system (3.4) we have to investigate the properties of the operators
Lˆij[SX,U(X,T )] on the space of 2π-periodic in each θ
α functions. If we represent again the parameters
U in the form: (
U1, . . . , Um+s
)
=
(
ω1, . . . , ωm, n1, . . . , ns
)
we can see that the functions
Φθα (θ, SX1 , . . . ,SXd,ω,n) , α = 1, . . . , m ,
Φnl (θ, SX1 , . . . ,SXd,ω,n) , l = 1, . . . , s
belong to the kernel of the corresponding operator Lˆij[SX,U(X,T )]. Let us say that for a good justification
of the Whitham method we need in fact the requirement that the vectors Φθα , Φnl represent the
full set of linearly independent “regular” kernel vectors of the operators Lˆij[SX,U(X,T )]. Besides that,
we have to require also that the operator Lˆij[SX,U(X,T )] has exactly m + s regular left eigen-vectors
(the eigen-vectors of the adjoint operator), corresponding to the zero eigen-value. More precisely, let
us give here the definition of a complete regular family Λ of m-phase solutions of system (2.2).
Definition 3.1.
Let us call family Λ a complete regular family of m-phase solutions of system (2.2) if:
1) The total set of independent parameters on Λ can be represented by the values
(k1, . . . ,kd, ω, n, θ0);
2) The vectors Φθα(θ, k1, . . . ,kd,ω,n), Φnl(θ, k1, . . . ,kd,ω,n) are linearly independent and
represent the maximal linearly independent set among the regular kernel vectors of the operator
Lˆij[k1,...,kd,ω,n], smoothly depending on the parameters (k1, . . . ,kd, ω, n) on the whole set of parame-
ters;
3) The operator Lˆij[k1,...,kd,ω,n] has exactly m + s linearly independent regular left eigen-vectors
κ
(q)
[k1,...,kd,ω,n]
(θ), q = 1, . . . , m + s, corresponding to the zero eigenvalue, smoothly depending on the
parameters (k1, . . . ,kd, ω, n) on the whole set of parameters.
Let us call here the regular Whitham system for a complete regular family of m-phase solutions of
(2.2) the relations (3.2) together with the conditions of orthogonality of the discrepancy f(1)(θ,X, T )
to the functions κ
(q)
[SX,U(X,T )]
(θ):
∫ 2pi
0
. . .
∫ 2pi
0
κ
(q)
i[SX,U(X,T )]
(θ) f i(1)(θ,X, T )
dmθ
(2π)m
= 0 , q = 1, . . . , m+ s (3.5)
In the single-phase case conditions (3.5) provide the resolvability of system (3.4) at every X and T
on the space of 2π-periodic in θ functions. Moreover, in the case m = 1 the corresponding asymptotic
solution ϕ(θ,X, T, ǫ) of system (2.2) can be usually represented in the form of the regular asymptotic
series:
ϕi(θ, X, T, ǫ) =
∑
k≥0
ǫk Ψi(k)
(
S(X, T )
ǫ
+ θ, X, T
)
25
(see e.g. [34]).
Certainly, the situation is much more complicated in the multi-phase (m > 1) case, where the
behavior of the eigen-values of Lˆij(X, T ) can be highly nontrivial. As a rule, the study of the
corrections to the main approximation (3.1) requires in this case rather complicated mathematical
methods. Let us give here the references on the papers [6, 7, 8] where the investigation of the multi-
phase case can be found. As follows from the results of [6, 7, 8], the correction to the main term
(3.1) behaves here in more complicated way than that represented in (3.3), however, it also vanishes
at ǫ → 0 under the fulfillment of conditions (3.5).
In general, we can claim, that the regular Whitham system (3.2), (3.5) plays the central role in
the description of the slow modulations both in the single-phase and the multi-phase situations.
It is well known in the Whitham approach that the Whitham system does not give any restrictions
on the functions θ0(X, T ) and is connected just with the functions kq(X, T ) = SXq and U(X, T )
(see e.g. [53, 54, 55, 34]). A simple proof of this statement for system (3.5) under the assumptions,
formulated above, can be found in [40, 41]. It can be also shown under some assumptions that
the phase shifts θα0 (X, T ) can in fact be absorbed by the functions S
α(X, T ) after an appropriate
correction of initial data (see e.g. [24, 25, 38, 9]). At the same time, the corresponding initial phase
shift can still play rather important role in consideration of the slowly modulated solutions in the
so-called weakly nonlinear case ([44], see also [39, 9]). Let us represent here also just some incomplete
list of the classical papers devoted to the foundations of the Whitham method: [1, 4, 5, 6, 7, 8, 16,
18, 19, 20, 23, 26, 30, 32, 34, 44, 45, 47, 53, 54, 55].
In the rest of this paper we are going to consider the Hamiltonian properties of the regular
Whitham system, given by (3.2) and (3.5). As we will see, the corresponding Hamiltonian structure
will be connected to some extend with the structures, considered in the previous chapter.
The Hamiltonian theory of the Whitham equations was started in the pioneer works of B.A.
Dubrovin and S.P. Novikov ([16, 17, 18, 19]). In the approach of B.A. Dubrovin and S.P. Novikov
the Whitham system was considered as a system of Hydrodynamic Type. For the case of one spatial
dimension systems of this kind can be written in the following general form:
UνT = V
ν
µ (U) U
µ
X , ν, µ = 1, . . . , N (3.6)
The general Dubrovin - Novikov bracket for system (3.6) can be written in the form
{Uν(X), Uµ(Y )} = gνµ(U(X)) δ′(X − Y ) + bνµλ (U(X)) U
λ
X δ(X − Y ) (3.7)
Theory of brackets (3.7) is closely connected with the Differential Geometry. Thus, expression
(3.7) with non-degenerate tensor gνµ(U) defines a Poisson bracket on the space of fields U(X) if and
only if the values gνµ(U) represent a flat contravariant pseudo-Riemannian metric on the space of
U, while the values Γµνλ(U) = − gντ (U) b
τµ
λ (U) coincide with the corresponding Christoffel symbols
(gντ (U) g
τµ(U) ≡ δµν ).
The Hamiltonian properties of systems (3.6) are also closely related with their integrability. Thus,
according to conjecture of S.P. Novikov, any diagonalizable system (3.6), which is Hamiltonian with
respect to some bracket (3.7), can be integrated. The Novikov conjecture was proved by S.P. Tsarev
([49, 50]), who suggested a method for solving diagonalizable Hamiltonian systems (3.6). In fact, the
method of Tsarev is applicable to a wider class of diagonalizable systems (3.6). The corresponding
class of systems (3.6) was called by S.P. Tsarev semi-Hamiltonian and includes also the systems,
Hamiltonian with respect to the weakly nonlocal generalizations of the Dubrovin - Novikov bracket
- the Mokhov - Ferapontov bracket ([43]) and general Ferapontov brackets ([21, 22]).
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The Dubrovin - Novikov procedure of averaging of a Poisson bracket is closely connected with the
conservative form of the Whitham system in the case of one spatial dimension (d = 1). The initial
system has in this case the form
ϕit = F
i (ϕ,ϕx, . . . ) (3.8)
and is supposed to be Hamiltonian with respect to a local Poisson bracket
{ϕi(x) , ϕj(y)} =
∑
k≥0
Bij(k)(ϕ,ϕx, . . . ) δ
(k)(x− y)
with a local Hamiltonian functional
H =
∫
PH(ϕ,ϕx, . . . ) dx
The Dubrovin - Novikov procedure is based on the existence of N = 2m+ s local integrals
Iν =
∫
P ν(ϕ,ϕx, . . . ) dx
commuting with the Hamiltonian H and with each other
{Iν , H} = 0 , {Iν , Iµ} = 0
For the time evolution of the densities P ν(x) we can then write:
P νt (ϕ,ϕx, . . . ) ≡ Q
ν
x(ϕ,ϕx, . . . )
for some functions Qν(ϕ,ϕx, . . . ).
In the same way, the pairwise Poisson brackets of the densities P ν(x), P µ(y) can be represented
in the form:
{P ν(x) , P µ(y)} =
∑
k≥0
Aνµk (ϕ,ϕx, . . . ) δ
(k)(x− y)
where
Aνµ0 (ϕ,ϕx, . . . ) ≡ ∂xQ
νµ(ϕ,ϕx, . . . )
for some functions Qνµ(ϕ,ϕx, . . . ).
The number of the functionals Iν is equal here to the number of the parameters
(k1, . . . , km, ω1, . . . , ωm, n1, . . . , ns) and the full regular Whitham system can be written in the con-
servative form
〈P ν〉T = 〈Q
ν〉X , ν = 1, . . . , N , (3.9)
where the operation 〈. . . 〉 means the averaging on the family of m-phase solutions of (3.8):
〈f〉 =
∫ 2pi
0
. . .
∫ 2pi
0
f (Φ, kαΦθα, . . . )
dmθ
(2π)m
Using the parameters Uν = 〈P ν〉 instead of the parameters (k, ω, n) on Λ, we can write the
averaged Poisson bracket on the space of the functions U(X) in the form ([16, 17, 18, 19]):
{Uν(X) , Uµ(Y )} = 〈Aνµ1 〉(U) δ
′(X − Y ) +
∂〈Qνµ〉
∂Uγ
UγX δ(X − Y ) (3.10)
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At the same time, the averaging of the Hamiltonian functionalH gives the Hamiltonian functional
Hav =
∫ +∞
−∞
〈PH〉 (U(X)) dX
for the Whitham system (3.9).
In paper [36] the proof of the Jacobi identity for bracket (3.10) under certain regularity assump-
tions about the family of m-phase solutions of system (3.8) was suggested. Let us say also, that in
paper [35] the consistency of the bracket averaging procedure with the averaging of the Lagrangian
structure in the case when both the procedures are possible was also established. The most detailed
consideration of the justification of the averaging of local field-theoretic Hamiltonian structures in
one-dimensional case can be found in [40], where the new results concerning the appearance of “res-
onances” on the space of m-phase solutions of (3.8) are also presented. Let us also note, that the
generalization of the Dubrovin - Novikov procedure for the weakly nonlocal Poisson brackets was
also suggested in [37].
We have to say, however, that the form (3.6) of the Whitham system is not so convenient in the
multi-dimensional situation because of the presence of additional constraints in this case. Besides
that, the requirement of the presence of a complete set of integrals Iν , ν = 1, . . . , m(d + 1) + s,
seems to be too strict in the case d > 1 and is not satisfied in a number of examples. Instead, it
is more convenient to consider the Whitham system in the form (3.2), (3.5), where the parameters
(k1, . . . ,kd) are given by the derivatives of the function S(X, T ). As a result, it is also more natural
to represent the corresponding Hamiltonian structure in the form, considered in the previous chapter.
Thus, we will separate here the “phase” variables (S1(X), . . . , Sm(X)) and the “density” variables
(U1(X), . . . , Um+s(X)). As we will see, the procedure of the averaging of a Poisson bracket can be
made in this case just in presence of a minimal set of commuting integrals (I1, . . . , Im+s) on the
family of m-phase solutions of (2.2). Unfortunately, the procedure described in the paper still can
not be considered as a general method for the multi-dimensional (d ≥ 2) integrable PDE’s since both
the Hamiltonian structures and the conservation laws usually have there more complicated form.
However, the scheme we present here seems to be rather useful in many interesting examples.
Let us note also here that in paper [42] the possibility of reduction of the necessary number
of commuting integrals was considered from another point of view, using the concept of “pseudo-
phases”, first introduced by Whitham ([55]). The approach, used in [42] is applicable mostly to
special physical systems, having some additional symmetry properties.
Thus, we put again now d ≥ 1 and consider m-phase solutions of system (2.2), which is supposed
to be Hamiltonian with respect to the multi-dimensional Poisson bracket (2.6) with the Hamiltonian
functional (2.7).
We will also assume here that the family Λ represents a complete regular family of m-phase
solutions of system (2.2) and there exist m+ s functionals (2.12), such that their values can be used
as a full set of parameters U at every fixed values of (k1, . . . ,kd).
From the conditions
rk
∣∣∣∣
∣∣∣∣∂Uγ∂ωα ∂U
γ
∂nl
∣∣∣∣
∣∣∣∣ = m + s
we easily get the following statement:
1) The vectors
{Φωα(θ, k1, . . . ,kd, ω, n) , Φnl(θ, k1, . . . ,kd, ω, n)}
(α = 1, . . . , m, l = 1, . . . , s), are linearly independent at every (k1, . . . ,kd, ω, n);
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2) The covectors
ζ
(γ)
i[k1,...,kd,ω,n]
(θ) =
δJγ
δϕi(θ)
∣∣∣∣
ϕ(θ) =Φ(θ,k1,...,kd,ω,n)
(3.11)
(γ = 1, . . . , m+ s), are linearly independent at every (k1, . . . ,kd, ω, n);
3)
rk
∣∣∣∣(ζ(γ) · Φωα) (ζ(γ) · Φnl)∣∣∣∣ = m + s
at every (k1, . . . ,kd, ω, n), where ( · ) means the standard convolution
(ζ · ξ) ≡
∫ 2pi
0
. . .
∫ 2pi
0
ζi(θ) ξ
i(θ)
dmθ
(2π)m
on the space of 2π-periodic in each θα functions.
It is not difficult to check also, that for any translationally invariant first integral Iγ of system
(2.2), having the form (2.12), the corresponding covector ζ
(γ)
[k1,...,kd,U]
(θ) represents a regular left eigen-
vector of the operator Lˆij[k1,...,kd,U], corresponding to the zero eigen-value. Thus, we can formulate
here the following proposition:
Proposition 3.1.
Let the family Λ represent a complete regular family of m-phase solutions of system (2.2) and there
exist m+ s first integrals (2.12), such that their values can be used as a full set of parameters U at
every fixed values of (k1, . . . ,kd). Then the corresponding covectors ζ
(γ)
[k1,...,kd,U]
(θ), defined by (3.11),
generate the full space of the regular left eigen-vectors of the operators Lˆij[k1,...,kd,U], corresponding to
the zero eigen-value.
For consideration of the Hamiltonian structure it will be convenient to write now the regular
Whitham system in a slightly different form.
Lemma 3.1.
Let the family Λ represent a complete regular family of m-phase solutions of system (2.2) and
there exist m+ s first integrals (2.12), such that their values can be used as a full set of parameters
U at every fixed values of (k1, . . . ,kd). Let the time evolution of the corresponding densities P
γ(x)
according to system (2.2) have the form
P γt (ϕ, ϕx, ϕxx, . . . ) = Q
γ1
x1
(ϕ, ϕx, ϕxx, . . . ) + . . . + Q
γd
xd
(ϕ, ϕx, ϕxx, . . . )
with some functions (Qγ1(ϕ, . . . ), . . . , Qγd(ϕ, . . . )).
Then the system
SαT = ω
α (SX1 , . . . ,SXd,U) , α = 1, . . . , m ,
UγT = 〈Q
γ1〉X1 + . . . + 〈Q
γd〉Xd , γ = 1, . . . , m+ s
(3.12)
(Uγ ≡ 〈P γ〉), is equivalent to system (3.2), (3.5).
Proof.
We have actually to prove the equivalence of the second part of system (3.12) to relations (3.5)
under conditions (3.2).
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For convenience, let us introduce the functions
Π
γ(l1...ld)
i (ϕ,ϕx, . . . ) ≡
∂P γ(ϕ,ϕx, . . . )
∂ϕi
l1x1...ldx
d
, l1, . . . , ld ≥ 0
From the expression for the evolution of the densities P γ(ϕ, ǫϕX, . . . ) we then get the following
identities: ∑
l1,...,ld
ǫl1+···+ld Π
ν(l1...ld)
i (ϕ, ǫϕX, . . . )
(
F i(ϕ, ǫϕX, . . . )
)
l1X1...ldXd
≡
≡ ǫQν1X1(ϕ, ǫϕX, . . . ) + . . . + ǫQ
νd
Xd(ϕ, ǫϕX, . . . ) (3.13)
Let us substitute now the functions
ϕi(θ,X) = Φi
(
θ +
S(X)
ǫ
, SX1 , . . . ,SXd,U(X)
)
(3.14)
in the identity (3.13). Easy to see that every operator ǫ ∂/∂Xp acting on functions (3.14) can be
naturally represented as the sum of the term SαXp ∂/∂θ
α and the terms, proportional to ǫ. So, for
any function f(ϕ, ǫϕX, . . . ) on the submanifold (3.14) we can write in fact the expansion
f(ϕ, ǫϕX, . . . ) =
∑
l≥0
ǫl f(l)
(
θ +
S(X)
ǫ
, X
)
where all f(l)(θ,X) represent some local functions of (SX1 , . . . ,SXd ,U(X)) and their derivatives.
It’s not difficult to see also, that we can write:
〈Qγ1〉X1 + . . . + 〈Q
γd〉Xd =
∫ 2pi
0
. . .
∫ 2pi
0
(
Qγ1
X1(1) + . . . + Q
γd
Xd(1)
) dmθ
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
∑
l1,...,ld
(
Π
γ(l1...ld)
i (0) F
i
l1X1...ldX
d (1) + Π
γ(l1...ld)
i (1) F
i
l1X1...ldX
d (0)
) dmθ
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
∑
l1,...,ld
(
Π
γ(l1...ld)
i (0) S
γ11
X1
. . . S
γ1
l1
X1
. . . S
γd1
Xd
. . . S
γd
ld
Xd
F i
(1) θγ
1
1 ...θ
γ1
l1 ... θ
γd
1 ...θ
γd
ld
+
+ Π
γ(l1...ld)
i (0)
(
ωβ Φiθβ
)
l1X1...ldX
d (1)
+ Π
γ(l1...ld)
i (1)
(
ωβ Φiθβ
)
l1X1...ldX
d (0)
) dmθ
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
∑
l1,...,ld
(
S
γ11
X1
. . . S
γ1
l1
X1
. . . S
γd1
Xd
. . . S
γd
ld
Xd
(−1)l1+···+ld Π
γ(l1...ld)
i (0) θγ
1
1 ...θ
γ1
l1 ... θ
γd
1 ...θ
γd
ld
F i(1)+
+ ωβ
X1
Π
γ(l1...ld)
i(0) l1 Φ
i
θβ (l1−1)X1...ldXd (0)
+ . . . + ωβ
Xd
Π
γ(l1...ld)
i(0) ld Φ
i
θβ l1X1...(ld−1)Xd (0)
+
+ ωβ Π
γ(l1...ld)
i(0) Φ
i
θβ l1X1...ldX
d (1) + ω
β Π
γ(l1...ld)
i(1) Φ
i
θβ l1X1...ldX
d (0)
) dmθ
(2π)m
Let us note now that the last two terms in the expression above represent the integral of the value
ωβ
∑
l1,...,ld
(
Π
γ(l1...ld)
i Φ
i
θβ l1X1...ldX
d
)
(1)
≡ ωβ ∂P γ(1)/∂θ
β
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and disappear after integration w.r.t. θ. We can assume also, that the unessential phase shift S(X)/ǫ
in the integrands above is omitted after taking all the differentiations w.r.t. X.
From the other hand, we can write for the time derivative of the average 〈P γ〉:
〈P γ〉T ≡
∫ 2pi
0
. . .
∫ 2pi
0
∑
l1,...,ld
Π
γ(l1...ld)
i (0)
(
k
γ11
1 . . . k
γ1
l1
1 . . . k
γd1
d . . . k
γd
ld
d Φ
i
θ
γ1
1 ...θ
γ1
l1 ... θ
γd
1 ...θ
γd
ld
)
T
dmθ
(2π)m
Putting kαp = S
α
Xp and using relations (3.2), we can see then after the integration by parts that
the relations
〈P γ〉T − 〈Q
γ1〉X1 − · · · − 〈Q
γd〉Xd = 0
can be actually written in the form:∫ 2pi
0
. . .
∫ 2pi
0
ζ
(γ)
i[SX,U(X,T )]
(θ)
(
ΦiT (θ, SX,U(X, T )) − F
i
[1](θ,X, T )
) dmθ
(2π)m
= 0
We can see now, that the expressions above represent the orthogonality of the covectors
ζ
(γ)
[SX,U(X,T )]
(θ) to the discrepancy f(1)(θ,X, T ), introduced in (3.4). From Proposition 3.1 we get
then the statement of the Lemma.
Lemma 3.1 is proved.
For our further considerations we will need also the definitions, characterizing the Hamiltonian
properties of a complete regular family of m-phase solutions of (2.2).
Definition 3.2.
We call a complete regular family Λ a complete Hamiltonian family of m-phase solutions of (2.2)
if it represents a regular Hamiltonian submanifold in the space of quasiperiodic functions according
to Definition 2.1.
Definition 3.3.
We say that a complete Hamiltonian family Λ of m-phase solutions of system (2.2) is equipped
with a minimal set of commuting integrals if it represents a regular Hamiltonian submanifold equipped
with a minimal set of commuting integrals according to Definition 2.2.
We want to suggest now the Hamiltonian structure for the Whitham system (3.12) under the
requirement that the family Λ represents a complete Hamiltonian family of m-phase solutions of
system (2.2) equipped with a minimal set of commuting integrals (I1, . . . , Im+s). As we will see,
the Hamiltonian structures for system (3.12) can be considered as a deformation of the structures,
arising in Chapter 2, with the aid of the Dubrovin - Novikov procedure. Let us describe now the
corresponding scheme.
As we said already, we assume that the integrals Iγ have the form (2.12) with some densities
P γ(ϕ,ϕx, . . . ). In complete analogy with the Dubrovin - Novikov scheme, we can represent the
pairwise Poisson brackets of the densities P γ(x), P ρ(y) in the form
{P γ(x) , P ρ(y)} =
∑
l1,...,ld
Aγρl1...ld(ϕ,ϕx, . . . ) δ
(l1)(x1 − y1) . . . δ(ld)(xd − yd)
(l1, . . . , ld ≥ 0).
View relations (2.13) we can also write here
Aγρ0...0(ϕ,ϕx, . . . ) ≡ ∂x1 Q
γρ1(ϕ,ϕx, . . . ) + . . . + ∂xd Q
γρd(ϕ,ϕx, . . . ) (3.15)
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for some functions (Qγρ1(ϕ,ϕx, . . . ), . . . , Q
γρd(ϕ,ϕx, . . . )).
Let us define now the averaged Poisson bracket {. . . , . . . }AV on the space of fields (S(X),U(X))
by the formula {
Sα(X) , Sβ(Y)
}
AV
= 0 , α, β = 1, . . . , m ,
{Sα(X) , Uγ(Y)}AV = ω
αγ (SX1 , . . . ,SXd,U(X)) δ(X−Y) ,
{Uγ(X) , Uρ(Y)}AV = 〈A
γρ
10...0〉 (SX1 , . . . ,SXd ,U(X)) δX1(X−Y) + . . . +
+ 〈Aγρ0...01〉 (SX1 , . . . ,SXd,U(X)) δXd(X−Y) +
+ [〈Qγρ p〉 (SX1 , . . . ,SXd ,U(X))]Xp δ(X−Y) , γ, ρ = 1, . . . , m+ s
(3.16)
In the next chapter we will prove the Jacobi identity for the bracket (3.16) and show that system
(3.12) is Hamiltonian with respect to bracket (3.16) with the Hamiltonian functional
Hav =
∫
〈PH〉
(
SX, U
1(X), . . . , Um+s(X)
)
ddX (3.17)
In the main features, the next chapter will be of a technical nature.
Let us note now, that the construction of the Poisson bracket (3.16) can be also justified in
terms of the Dubrovin - Novikov scheme in the presence of a “complete” set of commuting integrals
(I1, . . . , IN), N = m(d+1)+s (see [41]). However, as we said already, the presence of a complete set of
commuting integrals can be in fact too strict in the multi-dimensional situation. All the considerations
here will involve just the presence of a minimal set of commuting integrals (I1, . . . , Im+s), which is
a much weaker requirement in general case.
4 The averaging of a local Poisson bracket.
In this chapter we will consider in detail the proof of the Jacobi identity for the averaged Poisson
bracket. The proof will follow the general idea of the Dirac restriction of a Poisson bracket on a
submanifold and have some common features with the considerations of Chapter 2. Let us note also
that the considerations of this chapter will contain quite a lot of technical calculations.
First of all, we will introduce here a special submanifold K in the space of functions ϕ(θ,X)
consisting of the functions
ϕi(θ,X) = Φi
(
θ +
S(X)
ǫ
, SX1 , . . . ,SXd,U(X)
)
,
such that the functions ϕ(θ,X) ∈ K represent the functions from the family Λ at every fixed X.
As we can see, the functions S(X) = (S1(X), . . . , Sm(X)) and U(X) = (U1(X), . . . , Um+s(X))
represent a special “coordinate system” on the submanifold K, depending on the parameter ǫ.
Like in Chapter 2, we will introduce here special functionals (S[ζ](X), U[ζ](X)) (for any fixed
values ζ(X) = (ζ1(X), . . . , ζm(X)) representing the coordinates (S(X), U(X)) after the restriction
on K and defined near the “points”
ϕi(θ,X) = Φi
(
θ +
ζ(X)
ǫ
, ζX1, . . . , ζXd,U(X)
)
∈ K
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in the functional space.
As will be shown below, for any regular Hamiltonian family Λ, equipped with a minimal set of
commuting integrals (I1, . . . , Im+s), the pairwise Poisson brackets of the functionals
(S[ζ](X), U[ζ](X)) on K coincide in the main order of ǫ with the relations (3.16). Besides that,
it can be shown, that for the functionals (S[ζ](X), U[ζ](X)) defined in the right way the higher
terms in ǫ of their pairwise Poisson brackets demonstrate necessary regularity properties in the
vicinity of the submanifold K. The proof of the corresponding statements is based on some technical
calculations and is represented in the first part of the chapter.
The proof of the Jacobi identity for the bracket (3.16) is based on the idea of the Dirac restriction
of a Poisson bracket on a submanifold and requires the resolvability of some special linear systems
of PDE’s on the submanifold K. The corresponding systems are connected with the functionals
(S[ζ](X), U[ζ](X)) on the submanifold K and represent systems of PDE’s on the space of 2π-periodic
in each θα functions βi(θ
1, . . . , θm) at every fixed X. The operators of the systems are given now by
the main terms of the pairwise Poisson brackets of constraints gi(θ,X) on the submanifold K and
we have actually here the situation similar to that considered in Chapter 2. It can be shown again,
that under the assumptions of our scheme the right-hand parts of these systems are automatically
orthogonal to all the “regular” (left) eigen-vectors of the system operators corresponding to the
zero eigen-value, which provides in fact the resolvability of these systems in a large set of “regular”
examples. In particular, we can claim the “regular” behavior of the solutions of these systems in the
single-phase case and also for a special class of rather simple Poisson brackets (2.6).
However, in the general multi-phase case the situation is more complicated and the systems
mentioned above can be actually unresolvable at some “points” of the submanifold K because of
rather irregular behavior of the spectra of the system operators. Fortunately, for the proof of the
Jacobi identity for the bracket (3.16) it is enough to require again the solvability of the mentioned
systems just on some dense set of parameters on the family Λ. Theorem 4.1 is devoted to the proof of
the Jacobi identity for the bracket (3.16) under the corresponding assumptions. Let us say here also,
that the assumptions of Theorem 4.1 seem in fact to be rather natural in the multi-phase situation
and are satisfied in the known examples.
Theorem 4.2 is devoted to the proof of the invariance of the procedure of bracket averaging with
respect to the choice of the set of functionals {Iγ}.
Finally, in Theorem 4.3 we prove that the averaged bracket (3.16) gives the Hamiltonian structure
for the system (3.12) with the Hamiltonian functional (3.17).
Let us start now the detailed consideration of the stated scheme. First, we have to introduce the
extended space of fields making the change
ϕ(x) → ϕ(θ,x)
where the new functions ϕ(θ,x) are 2π-periodic with respect to each θα at every fixed values of X.
Easy to see that we can define the Poisson bracket on the extended field space by expression
{ϕi(θ,x) , ϕj(θ′,y)} =
∑
l1,...,ld
Bij(l1,...,ld)(ϕ,ϕx, . . . ) δ
(l1)(x1 − y1) . . . δ(ld)(xd − yd) δ(θ − θ′)
After the replacement x→ X = ǫx we can then introduce the Poisson bracket
{ϕi(θ,X) , ϕj(θ′,Y)} =
=
∑
l1,...,ld
ǫl1+···+ld Bij(l1,...,ld)(ϕ, ǫϕX, . . . ) δ
(l1)(X1 − Y 1) . . . δ(ld)(Xd − Y d) δ(θ − θ′) (4.1)
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on the space of fields ϕ(θ,X).
Let us describe now the submanifold K in the extended field space connected with the slow
modulatedm-phase solutions of system (2.2). Namely, we will assume that the functions ϕ(θ,X) ∈ K
represent functions from the family Λˆ at any fixed value ofX. Besides that, we set, that the functions
S(X) =
(
S1(X), . . . , Sm(X)
)
, U(X) =
(
U1(X), . . . , Um+s(X)
)
give a “coordinate system” on the submanifold K such that the functions ϕ(θ,X) ∈ K have the form
ϕi(θ,X) = Φi
(
S(X)
ǫ
+ θ, SX1 , . . . ,SXd, U(X)
)
(4.2)
We can see that, according to our definition, the parameters (k1, . . . ,kd) on Λˆ are directly con-
nected here with the derivatives (SX1 , . . . ,SXd) of the functions (S
1(X), . . . , Sm(X)).
Like in Chapter 2, we will need to introduce here the functionals on the extended field space
giving the values of the parameters S(X) and U(X) on the submanifold K.
Let us define the following functionals on the space of functions ϕ(θ,X):
Jγ(X) =
∫ 2pi
0
. . .
∫ 2pi
0
P γ(ϕ, ǫϕX, ǫ
2ϕXX, . . . )
dmθ
(2π)m
, γ = 1, . . . , m+ s (4.3)
It’s not difficult to see that we can write for the values of Jγ(X) on the submanifold K:
Jγ(X) = Uγ(X) +
∑
l≥1
ǫl Jγ(l) (X, [SX,U]) , γ = 1, . . . , m+ s (4.4)
where Jγ(l)(X, [SX,U]) - are polynomials in the derivatives (UX,UXX, . . . ) and
(SXX,SXXX, . . . ) with coefficients depending on the values U(X) and kq(X) = SXq on K. Easy
to see also that the right-hand part of expression (4.4) does not contain an explicit dependence on
the values S(X)/ǫ view the invariance of the functionals Jγ(X) w.r.t. the transformation
S(X) → S(X) + const
Let us introduce here the following gradation rule. Namely, we prescribe gradation degree 0 to the
functions U(X) and kq(X) = SXq on K while every differentiation w.r.t. X increases the gradation
degree by 1. The expression (4.4) represents then the graded expansion of the values of Jγ(X) on
K. Let us note also that the functions Sα(X) have gradation degree −1 in this scheme.
It is easy to see that the transformations (4.4) can be inverted as a formal series in ǫ at every
fixed S(X), such that we can write
Uγ(X) = Jγ(X) +
∑
l≥1
ǫl Uγ(l) (X, [SX,J]) , γ = 1, . . . , m+ s (4.5)
on the functions of the submanifold K.
The functions Uγ(l)(X, [SX,J]) are given here by polynomials in (JX,JXX, . . . ) and
(SXX,SXXX, . . . ) with coefficients depending on the values of J and SX at the point X. Now
the functions Uγ(l) have degree l according to analogous rule applied to the functions J(X) and SX.
Let us note that this gradation rule does not coincide exactly with the rule formulated above view
the nontrivial connection between the values of U(X) and J(X) on K.
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Let us now fix the values Sα(X) = ζα(X) on the submanifold K. Like in Chapter 2, we are
going to define the local functionals Sα[ζ](X) in the region of the extended field space near the point
(U(X), ζ(X)) of the submanifold K.
Let us introduce here the functionals
ϑ[ζ]α (X) =
∫ 2pi
0
. . .
∫ 2pi
0
n∑
i=1
ϕi(θ,X) Φiθα
(
θ +
ζ(X)
ǫ
, ζX1, . . . , ζXd,J(X)
)
dmθ
(2π)m
For the functions
ϕi(θ,X) = Φi
(
θ +
S(X)
ǫ
, SX1 , . . . ,SXd,U(X)
)
,
where S(X) = ζ(X) + ǫ∆θ0(X), we then have
ϑ[ζ]α (X) =
∫ 2pi
0
. . .
∫ 2pi
0
n∑
i=1
Φi (θ +∆θ0(X), ζX + ǫ∆θ0X,U(X)) Φ
i
θα (θ, ζX,J(X)|K)
dmθ
(2π)m
View relations (4.5) and (2.19) on K we can see that the mapping
∆θ0(X) → ϑ
[ζ](X)|K
is locally invertible in the main order of ǫ at any fixed values of J(X). As a result, we can locally
represent the values of ∆θ0(X) on K in the form of the asymptotic expansions:
∆θ0(X) = τ
α
(
ϑ
[ζ]
1 (X)|K, . . . , ϑ
[ζ]
m (X)|K, J
1(X)|K, . . . , J
m+s(X)|K
)
+
+
∑
l≥1
ǫl ∆θα0(l)
(
X,
[
ϑ[ζ](X)|K, J(X)|K, ζX
])
where ∆θα0(l)(X) are some local functions of their arguments and their derivatives, polynomial in
the derivatives and having gradation degree l in terms of the total number of differentiations of the
functions ϑ[ζ](X)|K, J(X)|K, and ζXq w.r.t. X.
Let us define now the functionals S˜α[ζ](X) by the asymptotic series
S˜α[ζ](X) = ζ(X) + ǫ τα
(
ϑ
[ζ]
1 (X), . . . , ϑ
[ζ]
m (X), J
1(X), . . . , Jm+s(X)
)
+
+ ǫ
∑
l≥1
ǫl ∆θα0(l)
(
X,
[
ϑ[ζ](X), J(X), ζX
])
(4.6)
Substituting the functionals S˜[ζ](X) in (4.5) we can then also define the functionals
U˜γ[ζ](X) = Jγ(X) +
∑
l≥1
ǫl Uγ(l)
(
X, [S˜
[ζ]
X ,J]
)
, γ = 1, . . . , m+ s (4.7)
in the neighborhood of the “points” (U(X), ζ(X)) of the submanifold K.
Like in Chapter 2, we can introduce here also the constraints
g˜i[ζ](θ,X) = ϕi(θ,X) − Φi
(
θ +
S˜[ζ](X)
ǫ
, S˜
[ζ]
X1
, . . . , S˜
[ζ]
Xd
, U˜[ζ](X)
)
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The constraints g˜i[ζ](θ,X) are “numerated” now by the index i = 1, . . . , n and the “continuous
indices” θα ∈ [0, 2π), Xq ∈ (−∞,+∞).
Let us note here that we will mainly consider the “regularized” functionals
J[a] =
∫
Jγ(X) aγ(X) d
dX , U˜
[ζ]
[a] =
∫
U˜γ[ζ](X) aγ(X) d
dX ,
S˜
[ζ]
[f ] =
∫
S˜α[ζ](X) fα(X) d
dX
with smooth compactly supported functions a(X), f(X).
We can see that the “gradients” of the functionals S˜
[ζ]
[f ] have the order O(ǫ) on K according to
the definition of the functionals S˜α[ζ](X).
Easy to see that the functionals J[a] are invariant w.r.t. the transformations
ϕ (θ, X) → ϕ (θ +∆θ, X) (4.8)
As a corollary, we can write for the “gradients” of J[a]:
Lα
[
δJ[a]
δϕi(θ,X)
]
≡ 0 , α = 1, . . . , m
where Lα denote the Lie derivatives along the vector fields
να =
∫
dmθ
(2π)m
ddX ϕiθα(θ,X)
δ
δϕi(θ,X)
corresponding to transformations (4.8).
Let us note that the functionals U˜
[ζ]
[a] do not posses in general the analogous property being defined
with the aid of the functionals S˜[ζ](X).
Now, let us redefine the functionals S˜α[ζ](X) putting
Sα[ζ](X) = S˜α[ζ](X) + (4.9)
+ ǫ
∫
h˜
α[ζ]
j
(
X, θ +
S˜[ζ](Y)
ǫ
−
ζ(Y)
ǫ
, Y;
[
U˜[ζ], ζ, ǫ
])
g˜j[ζ](θ,Y)
dmθ
(2π)m
ddY
where the distribution h˜
α[ζ]
j (X, θ, Y; [U,S, ǫ]) is defined by the formula
ǫ h˜
α[ζ]
j (X, θ, Y; [U,S, ǫ]) ≡
δS˜α[ζ](X)
δϕj(θ,Y)
∣∣∣∣∣
ϕ=Φ[U,S]
The last notation means here that the variation derivative of S˜α[ζ](X) is taken on the function
ϕ(θ,Y) = Φ
(
θ +
S(Y)
ǫ
, SY 1 , . . . ,SY d,U(Y)
)
from the submanifold K.
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According to their definition, the functionals Sα[ζ](X) take the same values on the submanifold
K as the functionals S˜α[ζ](X).
Let us use now the smooth functions
h˜
[ζ]
j[f ] (θ,Y; [U,S, ǫ]) ≡
∫
h˜
α[ζ]
j (X, θ,Y; [U,S, ǫ]) fα(X) d
dX
with compactly supported fα(X), corresponding to the regularized functionals S˜
[ζ]
[f ] . From the defi-
nition of the functionals S˜α[ζ](X) it’s not difficult to get the following relations for S(X) ≡ ζ(X):
h˜
[ζ]
j[f ] (θ,Y; [U, ζ, ǫ]) =
∑
l≥0
ǫl h˜
[ζ]
j[l][f ]
(
θ +
ζ(Y)
ǫ
, Y; [U, ζY]
)
where all h˜
[ζ]
j[l][f ] are local functions of (U(Y), ζY) and their derivatives, polynomial in the derivatives
(UY, ζYY,UYY, ζYYY) and having degree l according to our gradation rule.
We can write on K:
δS
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
=
δS˜
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
+ ǫ h˜
[ζ]
i[f ]
(
θ +
S(X)
ǫ
−
ζ(X)
ǫ
, X; [U, ζ, ǫ]
)
−
− ǫ
∫
h˜
[ζ]
j[f ]
(
θ +
S(Y)
ǫ
−
ζ(Y)
ǫ
, Y; [U, ζ, ǫ]
)
Φjθα
(
θ +
S(Y)
ǫ
, SY,U(Y)
)
×
×
1
ǫ
δS˜α[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY −
− ǫ
∫
h˜
[ζ]
j[f ]
(
θ +
S(Y)
ǫ
−
ζ(Y)
ǫ
, Y; [U, ζ, ǫ]
)
Φjkαq
(
θ +
S(Y)
ǫ
, SY,U(Y)
)
×
×
δS˜
α[ζ]
Y q (Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY −
− ǫ
∫
h˜
[ζ]
j[f ]
(
θ +
S(Y)
ǫ
−
ζ(Y)
ǫ
, Y; [U, ζ, ǫ]
)
ΦjUγ
(
θ +
S(Y)
ǫ
, SY,U(Y)
)
×
×
δU˜γ[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY
In the case when the functions ζ(X) and S(X) belong to the same orbit of the group (4.8) (i.e.
ζXq ≡ SXq , q = 1, . . . , d), we can write
δS
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
=
δS˜
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
+ ǫ h˜
[ζ]
i[f ]
(
θ +
S(X)
ǫ
−
ζ(X)
ǫ
, X; [U, ζ, ǫ]
)
−
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− ǫ
∫
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) Φ
j
θα
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
)
×
×
1
ǫ
δS˜α[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY −
− ǫ
∫
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) Φ
j
kαq
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
)
×
×
δS˜
α[ζ]
Y q (Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY −
− ǫ
∫
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) Φ
j
Uγ
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
)
δU˜γ[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY
Using the convolution with arbitrary variation δϕi(θ,X) we can see then that the last term in
the above expression is identically equal to zero, while the first term is canceled with the third and
the forth terms according to the definition of the functions h˜
[ζ]
j[f ](θ, Y; [U, ζ, ǫ]). So, we can write
for SXq ≡ ζXq :
δS
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
= h˜
[ζ]
i[f ]
(
θ +
S(X)
ǫ
−
ζ(X)
ǫ
, X; [U, ζ, ǫ]
)
in the full analogy with Chapter 2.
Easy to see that the 1-form δS
[ζ]
[f ] /δϕ
i(θ,X) is invariant in this case with respect to the transfor-
mations (4.8), so we can write
Lα
[
δS
[ζ]
[f ]
δϕi(θ,X)
]∣∣∣∣∣
ϕ=Φ[U,ζ]
≡ 0 (4.10)
In general, we can write:
δS
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
= h˜
[ζ]
i[f ]
(
θ +
S(X)
ǫ
−
ζ(X)
ǫ
, X; [U, ζ, ǫ]
)
+ (4.11)
+ ǫ
∫
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) ×
×
(
Φjθα
(
θ +
ζ(Y)
ǫ
, SY,U(Y)
)
− Φjθα
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
))
×
×
1
ǫ
δS˜α[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY +
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+ ǫ
∫
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) ×
×
(
Φjkαq
(
θ +
ζ(Y)
ǫ
, SY,U(Y)
)
− Φjkαq
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
))
×
×
δS˜
α[ζ]
Y q (Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY +
+ ǫ
∫
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) ×
×
(
ΦjUγ
(
θ +
ζ(Y)
ǫ
, SY,U(Y)
)
− ΦjUγ
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
))
×
×
δU˜γ[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY
or, for close values of ζY and SY:
δS
[ζ]
[f ]
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
= h˜
[ζ]
i[f ]
(
θ +
S(X)
ǫ
−
ζ(X)
ǫ
, X; [U, ζ, ǫ]
)
+ (4.12)
+ ǫ
∫ (
SβY p − ζ
β
Y p
)
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) Φ
j
θαk
β
p
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
)
×
×
1
ǫ
δS˜α[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY +
+ ǫ
∫ (
SβY p − ζ
β
Y p
)
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) Φ
j
kαq k
β
p
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
)
×
×
δS˜
α[ζ]
Y q (Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY +
+ ǫ
∫ (
SβY p − ζ
β
Y p
)
h˜
[ζ]
j[f ] (θ, Y; [U, ζ, ǫ]) Φ
j
Uγk
β
p
(
θ +
ζ(Y)
ǫ
, ζY,U(Y)
)
×
×
δU˜γ[ζ](Y)
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,S]
dmθ
(2π)m
ddY +
+ O
(
|SY − ζY|
2 )
Using the functionals Sα[ζ](X) we can introduce also the new functionals
Uγ[ζ](X) = Jγ(X) +
∑
l≥1
ǫl Uγ(l)
(
X, [S
[ζ]
X ,J]
)
, γ = 1, . . . , m+ s (4.13)
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and the new constraints
gi[ζ](θ,X) = ϕi(θ,X) − Φi
(
θ +
S[ζ](X)
ǫ
, S
[ζ]
X1
, . . . ,S
[ζ]
Xd
,U[ζ](X)
)
(4.14)
The equations
gi[ζ](θ,X) = 0
define the submanifold K near the points (U(X), ζ(X)).
Like in Chapter 2, the constraints gi[ζ](θ,X) are also not independent here. Thus, in the same
way, we can write here the following set of relations∫ ∫ 2pi
0
. . .
∫ 2pi
0
δSα[ζ](Z)
δϕi(θ,X)
∣∣∣∣
K
δgi[ζ](θ,X)
δϕj(θ′,Y)
∣∣∣∣
K
dmθ
(2π)m
ddX ≡ 0 , α = 1, . . . , m (4.15)
∫ ∫ 2pi
0
. . .
∫ 2pi
0
δUγ[ζ](Z)
δϕi(θ,X)
∣∣∣∣
K
δgi[ζ](θ,X)
δϕj(θ′,Y)
∣∣∣∣
K
dmθ
(2π)m
ddX ≡ 0 , γ = 1, . . . , m+ s (4.16)
which take place identically for their “gradients” on the submanifold K.
As we can see, the functionals U[ζ](X), S[ζ](X), and g[ζ](θ,X) are introduced just as formal
series in ǫ near the points of the submanifold K with the set of coordinates (U(Z), ζ(Z)). We can
see also, that the values of Sα[ζ](X) are restricted by the conditions Sα(X) = ζα(X) + O(ǫ), while
their gradients have the order O(ǫ) on K. This definition will be sufficient for us here, since we are
going to consider actually just the pairwise Poisson brackets of these functionals and their gradients
at the points of the submanifold K with coordinates (U(Z), ζ(Z)).
The functionals (U[ζ](X), S[ζ](X), g[ζ](θ,X)) can be considered as an “overdetermined” coordi-
nate system near the points (U(Z), ζ(Z)) of the submanifold K, since we always have relations (4.15)
- (4.16) for the gradients of the coordinates g[ζ](θ,X).
Let us define regularized functionals g
[ζ]
[Q] by the formula
g
[ζ]
[Q] =
∫ ∫ 2pi
0
. . .
∫ 2pi
0
gi[ζ](θ,X) Qi
(
S[ζ](X)
ǫ
+ θ,X
)
dmθ
(2π)m
ddX
with smooth, compactly supported in X and 2π-periodic in each θα functions Qi(θ,X). In fact,
it will be convenient to put some additional requirements on the functions Qi(θ,X). Namely, let
us define for arbitrary smooth, compactly supported in X and 2π-periodic in each θα functions
Q˜(θ,X) = (Q˜1(θ,X), . . . , Q˜n(θ,X)) the functionals
Qi(θ,X) = Q˜i(θ,X) − Φ
i
θβ(θ,S
[ζ]
X ,U
[ζ](X)) Mβγ(S
[ζ]
X ,U
[ζ](X))×
×
∫ 2pi
0
. . .
∫ 2pi
0
Q˜j(θ
′,X) Φjθ′γ (θ
′,S
[ζ]
X ,U
[ζ](X))
dmθ′
(2π)m
Here the matrix Mβγ(SX,U(X)) represents the inverse of the matrix
Mβγ(SX,U(X)) =
∫ 2pi
0
. . .
∫ 2pi
0
n∑
i=1
Φiθβ(θ,SX,U(X)) Φ
i
θγ (θ,SX,U(X))
dmθ
(2π)m
on a complete regular family Λ.
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By definition, the functionals Qi(θ,X) represent local functions of (S
[ζ]
X ,U
[ζ](X))
Qi(θ,X) ≡ Qi(θ,X, S
[ζ]
X ,U
[ζ](X))
and the arbitrary fixed functions Q˜(θ,X). We will assume everywhere below thatQ(θ,X) represents
a functional of this type.
We can see that for fixed values of the functionals (S[ζ](Z),U[ζ](Z)) the values of Qi(θ,X) with
arbitrary Q˜(θ,X) represent all possible smooth compactly supported in X and 2π-periodic in each
θα functions satisfying the restrictions∫ 2pi
0
. . .
∫ 2pi
0
Qi(θ,X) Φ
i
θα(θ,S
[ζ]
X ,U
[ζ](X))
dmθ
(2π)m
= 0 , ∀X , α = 1, . . . , m (4.17)
It’s not difficult to see also that for the functionals (4.13) - (4.14), defined with the aid of S[ζ](X)
and J(X), we can write the relations, analogous to (4.10), i.e.
Lα
[
δU
[ζ]
[q]
δϕi(θ,X)
]∣∣∣∣∣
ϕ=Φ[U,ζ]
≡ 0 , Lα
[
δg
[ζ]
[Q]
δϕi(θ,X)
]∣∣∣∣∣
ϕ=Φ[U,ζ]
≡ 0 (4.18)
Using the evident relation
δF =
∫
δF
δϕi(θ,X)
δϕi(θ,X)
dmθ
(2π)m
ddX (4.19)
and the specific definition of the constraints gi[ζ](θ,X), it is easy to obtain the following relation at
the points of the submanifold K:
δF =
∫
δF
δϕi(θ,X)
∣∣∣∣
K
δgi[ζ](θ,X)
dmθ
(2π)m
ddX +
+
∫
[δF|K/δU
γ(X)] δUγ[ζ](X) ddX +
∫
[δF|K/δS
α(X)] δSα[ζ](X) ddX (4.20)
for any functional F . Let us note that here and below we always assume that the derivatives
δ/δUγ(X) and δ/δSα(X) are taken under the conditions g(θ,W) = 0 (all θ and W).
We need to discuss now the pairwise Poisson brackets of the functionals J(X), U[ζ](X), S[ζ](X),
and g[ζ](θ,X) on the submanifold K.
Let us note that, according to (3.15), we can write here
Aγρ0...0(ϕ, ǫϕX, . . . ) ≡ ǫ ∂X1 Q
γρ1(ϕ, ǫϕX, . . . ) + . . . + ǫ ∂Xd Q
γρd(ϕ, ǫϕX, . . . ) (4.21)
Using the definition of the functionals Jγ(X) and relations (4.21) we can then write for the
functionals
J[a] =
∫
Jγ(X) aγ(X) d
dX , J[b] =
∫
Jγ(X) bγ(X) d
dX
the relations {
J[a] , J[b]
}∣∣
K
= ǫ
{
J[a] , J[b]
}∣∣
K[1]
+ ǫ2
{
J[a] , J[b]
}∣∣
K[2]
+ . . . (4.22)
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The functionals {J[a] , J[b]}|K[l] depend on the coordinates [S(X), U(X)] on K and are invariant
under the shift
Sα(X) → Sα(X) + const (4.23)
Let us say also, that all the statements above are also valid for the functions
{Jγ(X) , J[b]}|K[l] and the distributions {J
γ(X) , Jρ(Y)}|K[l] on K.
Using the expressions
δ{J[a] , J[b]}
δϕk(θ,W)
∣∣∣∣
K
≡
≡
∑
l1,...,ld
∫ [
δ
δϕk(θ,W)
∫ 2pi
0
. . .
∫ 2pi
0
ǫl1+···+ld Aγρl1...ld (ϕ(θ
′,X), . . . )
dmθ′
(2π)m
]∣∣∣∣
K
×
× aγ(X) bρ, l1X1...ldXd(X) d
dX (4.24)
we can represent the values (4.24) as the graded decompositions on K depending on the values
kαq (X) = S
α
Xq , U
γ(X) and their derivatives at the corresponding point W.
According to (4.21), we can claim again that the corresponding expansion of (4.24) starts with
the first degree of ǫ:
δ{J[a] , J[b]}
δϕk(θ,W)
∣∣∣∣
K
= ǫ
δ{J[a] , J[b]}
δϕk(θ,W)
∣∣∣∣
K[1]
+ ǫ2
δ{J[a] , J[b]}
δϕk(θ,W)
∣∣∣∣
K[2]
+ . . . (4.25)
Every term in decomposition (4.25) represents a local function of kαq (W) = S
α
W q , U
γ(W), aγ(W),
bγ(W) and their derivatives w.r.t. W. All the terms in (4.25) are polynomial in the derivatives
of (kq(W),U(W), a(W),b(W)) and have degree l given by the total number of differentiations of
these functions w.r.t. W. At the same time the dependence of the terms of (4.25) on the variables
θ appears with the common shift S(W)/ǫ.
Easy to see that we have the relations
δ{J[a], J[b]}|K
δSα(W)
= O(ǫ) ,
δ{J[a], J[b]}|K
δUγ(W)
= O(ǫ) (4.26)
Besides that, we can write
δ{J[a], J[b]}|K
δSα(W)
[1] =
δ{J[a], J[b]|K[1]
δSα(W)
,
δ{J[a], J[b]}|K
δUγ(W)
[1] =
δ{J[a], J[b]}|K[1]
δUγ(W)
(4.27)
on the submanifold K.
In particular, all the relations (4.25) - (4.27) can be used at the “points”
ϕ (θ,X) = Φ
(
θ +
ζ(X)
ǫ
, ζX, U(X)
)
of the submanifold K.
From the definition of the functionals S˜[ζ](X) and S[ζ](X) it’s not difficult to get the following
relations{
S
[ζ]
[f ] , J[b]
}∣∣∣
ϕ=Φ[U,ζ]
= ǫ
{
S
[ζ]
[f ] , J[b]
}∣∣∣
ϕ=Φ[U,ζ] [0]
+ ǫ2
{
S
[ζ]
[f ] , J[b]
}∣∣∣
ϕ=Φ[U,ζ] [1]
+ . . . (4.28)
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{
S
[ζ]
[f ] , S
[ζ]
[h]
}∣∣∣
ϕ=Φ[U,ζ]
= ǫ2
{
S
[ζ]
[f ] , S
[ζ]
[h]
}∣∣∣
ϕ=Φ[U,ζ] [0]
+ . . . (4.29)
where all the terms represent local graded expressions of ζX, U(X), f(X), h(X), b(X) and their
derivatives integrated over Rd. In the same way, it is not difficult to get also at S(X) ≡ ζ(X):
δ{S
[ζ]
[f ] , J[b]}
δϕk(θ,W)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= ǫ
δ{S
[ζ]
[f ] , J[b]}
δϕk(θ,W)
∣∣∣∣∣
ϕ=Φ[U,ζ] [0]
+ ǫ2
δ{S
[ζ]
[f ] , J[b]}
δϕk(θ,W)
∣∣∣∣∣
ϕ=Φ[U,ζ] [1]
+ . . . (4.30)
δ{S
[ζ]
[f ] , S
[ζ]
[f ] }
δϕk(θ,W)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= ǫ2
δ{S
[ζ]
[f ] , S
[ζ]
[h]}
δϕk(θ,W)
∣∣∣∣∣
ϕ=Φ[U,ζ] [0]
+ . . . (4.31)
Every term in (4.30) - (4.31) represents a local function of kαq (W) = ζ
α
W q , U
γ(W), bγ(W),
fα(W), hα(W) and their derivatives w.r.t. W. All the terms again are polynomial in the derivatives
of (kq(W),U(W),b(W), f(W),h(W)) with the corresponding gradation degree. The dependence
of (4.30) and (4.31) on the variables θ appears with the common shift ζ(W)/ǫ.
Let us say now that the Poisson brackets containing the functionals S˜[ζ](X) and S[ζ](X) have in
fact a little bit more complicated structure at the points of K for general values of the coordinates
(S(X), U(X)). This circumstance is caused by the fact that, according to the definition, the densities
of the functionals ϑ[ζ](X) contain an explicit dependence on the variables θ. Calculating the pairwise
brackets of ϑ
[ζ]
α (X) with J[b] and ϑ
[ζ]
β (Y) everywhere on K we can represent them in the form:
ǫ
{
ϑ[ζ]α (X) , J[b]
}∣∣
K
= ǫ
{
ϑ[ζ]α (X) , J[b]
}∣∣
K[0]
+ ǫ2
{
ϑ[ζ]α (X) , J[b]
}∣∣
K[1]
+ . . . (4.32)
ǫ2
{
ϑ[ζ]α (X) , ϑ
[ζ]
β (Y)
}∣∣∣
K
= ǫ2
{
ϑ[ζ]α (X) , ϑ
[ζ]
β (Y)
}∣∣∣
K[0]
+ . . . (4.33)
The terms in (4.32) - (4.33) have the decreasing orders in ǫ like in (4.22), with the analogous
dependence on the derivatives of the functions kq(X) = SXq , U(X) and ζX. However, the depen-
dence on the values S(X) on K here is more complicated. Namely, in addition to the dependence on
the values (SX,U(X), ζX) and their derivatives, the terms in (4.32) - (4.33) can contain now also an
explicit dependence on ∆θ0(X) = (S(X)− ζ(X))/ǫ due to the definition of the functionals ϑ
[ζ]
α (X).
The corresponding dependence has an oscillating character and is periodic with the period
Sα(X) → Sα(X) + 2πǫ
for each function Sα(X).
According to relations (4.6) and (4.11), the expansions (4.32) - (4.33) naturally generate the
expansions depending on ∆θ0(X) for the brackets of the functionals S˜
α[ζ](X) and Sα[ζ](Y) on K,
which can be used in the region of definition of these functionals (|S(X)− ζ(X)| = O(ǫ)). Thus, we
can write:
{
Sα[ζ](X) , J[b]
}∣∣
K
= ǫ
{
Sα[ζ](X) , J[b]
}∣∣
K[0]
+ ǫ2
{
Sα[ζ](X) , J[b]
}∣∣
K[1]
+ . . .{
Sα[ζ](X) , Sβ[ζ](Y)
}∣∣
K
= ǫ2
{
Sα[ζ](X) , Sβ[ζ](Y)
}∣∣
K[0]
+ . . .
or {
S
[ζ]
[f ] , J[b]
}∣∣∣
K
= ǫ
{
S
[ζ]
[f ] , J[b]
}∣∣∣
K [0]
+ ǫ2
{
S
[ζ]
[f ] , J[b]
}∣∣∣
K [1]
+ . . . (4.34)
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{
S
[ζ]
[f ] , S
[ζ]
[h]
}∣∣∣
K
= ǫ2
{
S
[ζ]
[f ] , S
[ζ]
[h]
}∣∣∣
K [0]
+ . . . (4.35)
All the terms above represent local expressions of SX, ζX, U(X), f(X), h(X), b(X) and their
derivatives with the additional dependence on ∆θ0(X), integrated over R
d. Let us note also that
the indices [k] mean here just the total number of differentiations of the functions SX, ζX, U(X),
f(X), h(X), b(X) w.r.t. X. For S(X) ≡ ζ(X) the relations above represent just the regular graded
expansions in our previous sense.
The operator δ/δSα(X) can be written here as the operator
δ
δSα(X)
=
1
ǫ
∂
∂∆θα0
+
∂
∂Xq
∂
∂SαXq
+
∂2
∂Xq∂Xp
∂
∂SαXqXp
+ . . . (4.36)
applied to the integrands in (4.34) - (4.35). According to relations (4.12) we can see that the first
term in (4.36) can be actually omitted at the “points” of K with S(X) ≡ ζ(X). As a result, we can
actually claim that the values
δ{S
[ζ]
[f ] , J[b]}
δSα(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
,
δ{S
[ζ]
[f ] , S
[ζ]
[h]}
δSα(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
are still represented by the regular graded expansions, and, besides that, we can write
δ{S
[ζ]
[f ] , J[b]}
δSα(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= ǫ
[
δ
{
S
[ζ]
[f ] , J[b]
}∣∣∣
K[0]
/
δSα(X)
]∣∣∣∣
ϕ=Φ[U,ζ]
+ O(ǫ2)
δ{S
[ζ]
[f ] , J[b]}
δUγ(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= ǫ
[
δ
{
S
[ζ]
[f ] , J[b]
}∣∣∣
K[0]
/
δUγ(X)
]∣∣∣∣
ϕ=Φ[U,ζ]
+ O(ǫ2)
δ{S
[ζ]
[f ] , S
[ζ]
[h]}
δSα(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ2) ,
δ{S
[ζ]
[f ] , S
[ζ]
[h]}
δUγ(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ2)
at the points (U(X), ζ(X)) of the submanifold K.
Using the same arguments we can claim also the analogous statements about the functionals,
defined with the aid of the functionals Sα[ζ](X). Thus, using the definition (4.13), we can also write
δ{S
[ζ]
[f ] , U
[ζ]
[b]}
δSα(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= ǫ
[
δ
{
S
[ζ]
[f ] , U
[ζ]
[b]
}∣∣∣
K[0]
/
δSα(X)
]∣∣∣∣
ϕ=Φ[U,ζ]
+ O(ǫ2)
δ{S
[ζ]
[f ] , U
[ζ]
[b]}
δUγ(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= ǫ
[
δ
{
S
[ζ]
[f ] , U
[ζ]
[b]
}∣∣∣
K[0]
/
δUγ(X)
]∣∣∣∣
ϕ=Φ[U,ζ]
+ O(ǫ2)
at the points (U(X), ζ(X)) on K.
Consider the Hamiltonian flow, generated by the functional J[b], at the points of the submanifold
K:
ϕ(θ,X) = Φ
(
θ +
S(X)
ǫ
, SX, U(X)
)
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It’s not difficult to see, that in the main order of ǫ the flow leaves invariant the submanifold K,
generating the linear evolution of the phase shifts θα0 (X) with the frequencies ω
αγ(X) bγ(X) such
that we have
{
ϕi(θ,X) , J[b]
}∣∣
K
= Φiθα
(
θ +
S(X)
ǫ
, SX,U(X)
)
ωαγ(X) bγ(X) + O(ǫ)
So, using the values of the functionals S[ζ](X) on K, we can write:{
Sα[ζ](X) , J[b]
}∣∣
K
= ǫ ωαγ (SX,U(X)) bγ(X) + . . .
where the next corrections are represented by the terms containing the higher derivatives of the
functions SX, ζX, U(X), f(X), b(X). We then immediately get:{
S
[ζ]
[f ] , J[b]
}∣∣∣
K [0]
=
∫
ωαγ (SX,U(X)) fα(X) bγ(X) d
dX
According to definition (4.13), we have also
{
ϕi(θ,X) , U
[ζ]
[b]
}∣∣∣
ϕ=Φ[U,ζ]
= Φiθα
(
θ +
S(X)
ǫ
, SX,U(X)
)
ωαγ(X) bγ(X) + O(ǫ) (4.37)
{
Sα[ζ](X) , U
[ζ]
[b]
}∣∣∣
K
= ǫ ωαγ (SX,U(X)) bγ(X) + . . .
At the same time we can write{
ϕi(θ,X) , S
[ζ]
[h]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) (4.38)
Let us introduce now the unified set of functionals Gν[ζ](X), ν = 1, . . . , 2m+ s, putting(
G1[ζ](X), . . . , G2m+s [ζ](X)
)
=
(
S1[ζ](X), . . . , Sm[ζ](X), U1[ζ](X), . . . , Um+s [ζ](X)
)
and the unified notations for the coordinates (U(X),S(X)) on K:(
G1(X), . . . , G2m+s(X)
)
=
(
S1(X), . . . , Sm(X), U1(X), . . . , Um+s(X)
)
We define also the regularized functionals
G
[ζ]
[q] =
∫
Gν[ζ](X) qν(X) d
dX
(summation in ν = 1, . . . , 2m + s) for smooth compactly supported vector-valued functions
q(X) = (q1(X), . . . , q2m+s(X)).
According to our considerations above, we have then in general case:
{
G
[ζ]
[q] , G
[ζ]
[p]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
δ{G
[ζ]
[q], G
[ζ]
[p]}
δGν(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
Besides that, we can write{
G
[ζ]
[q] , G
[ζ]
[p]
}∣∣∣
ϕ=Φ[U,ζ] (1)
=
{
G[q] , G[p]
}
AV
∣∣
[U,ζ]
(4.39)
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δ{G
[ζ]
[q], G
[ζ]
[p]}
δGν(X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
=
δ{G[q], G[p]}AV
δGν(X)
∣∣∣∣
[U,ζ]
(4.40)
where the form {. . . , . . . }AV on the space (S(X),U(X)) is defined by relations (3.16).
Let us note that we use here the notation (k) to designate just the corresponding order of ǫ. As
we saw above, this order can be different from the gradation degree [k] for expressions containing
the functionals S[ζ](X).
According to the considerations above we can also write
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) (4.41)
where all the expressions above are given by the regular graded series at the point (U(X), ζ(X)).
Using our remark about the flow, generated by the functional J[b], we can easily get the relations
{
gi[ζ](θ,X) , J[b]
}∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
{
g
[ζ]
[Q] , J[b]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
and also {
gi[ζ](θ,X) , U
[ζ]
[b]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
{
g
[ζ]
[Q] , U
[ζ]
[b]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
However, we should write in general
δ{g
[ζ]
[Q], J[b]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(1) ,
δ{g
[ζ]
[Q], U
[ζ]
[b]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(1)
For the functionals S
[ζ]
[f ] it’s not difficult to get the relations
{
g
[ζ]
[Q] , S
[ζ]
[f ]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
δ{g
[ζ]
[Q], S
[ζ]
[f ] }
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
In general, we have to write for the regularized functionals G
[ζ]
[q]:{
gi[ζ](θ,X) , G
[ζ]
[q]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
{
g
[ζ]
[Q] , G
[ζ]
[q]
}∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) (4.42)
δ{g
[ζ]
[Q], G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(1) (4.43)
In the same way as before, we can state also for our functionals S[ζ](X), U[ζ](X), g[ζ](θ,X), the
relations:
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δSα(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δUγ(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
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or, in the “unified” form:
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δGν(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(ǫ) (4.44)
The pairwise Poisson brackets of the functionals gi[ζ](θ,X) can be represented by the following a
little bit bulky expression{
gi[ζ](θ,X) , gj[ζ](θ′,Y)
}
=
{
ϕi(θ,X) , ϕj(θ′,Y)
}
−
−
{
ϕi(θ,X) , Uλ[ζ](Y)
}
Φj
Uλ
(
S[ζ](Y)
ǫ
+ θ′,Y
)
−
−
{
ϕi(θ,X) , S
β[ζ]
Y p
}
Φj
k
β
p
(
S[ζ](Y)
ǫ
+ θ′,Y
)
−
−ΦiUν
(
S[ζ](X)
ǫ
+ θ,X
) {
Uν[ζ](X) , ϕj(θ′,Y)
}
−
−Φikαq
(
S[ζ](X)
ǫ
+ θ,X
) {
S
α[ζ]
Xq , ϕ
j(θ′,Y)
}
+
+ΦiUν
(
S[ζ](X)
ǫ
+ θ,X
) {
Uν[ζ](X) , Uλ[ζ](Y)
}
Φj
Uλ
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+Φikαq
(
S[ζ](X)
ǫ
+ θ,X
) {
S
α[ζ]
Xq , U
λ[ζ](Y)
}
Φj
Uλ
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+ΦiUν
(
S[ζ](X)
ǫ
+ θ,X
) {
Uν[ζ](X) , S
β[ζ]
Y p
}
Φj
k
β
p
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+Φikαq
(
S[ζ](X)
ǫ
+ θ,X
) {
S
α[ζ]
Xq , S
β[ζ]
Y p
}
Φj
k
β
p
(
S[ζ](Y)
ǫ
+ θ′,Y
)
−
−
1
ǫ
{
ϕi(θ,X) , Sβ[ζ](Y)
}
Φj
θ′β
(
S[ζ](Y)
ǫ
+ θ′,Y
)
−
−
1
ǫ
Φiθα
(
S[ζ](X)
ǫ
+ θ,X
) {
Sα[ζ](X) , ϕj(θ′,Y)
}
+
+
1
ǫ
Φiθα
(
S[ζ](X)
ǫ
+ θ,X
) {
Sα[ζ](X) , Uλ[ζ](Y)
}
Φj
Uλ
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+
1
ǫ
Φiθα
(
S[ζ](X)
ǫ
+ θ,X
) {
Sα[ζ](X) , S
β[ζ]
Y p
}
Φj
k
β
p
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+
1
ǫ
ΦiUν
(
S[ζ](X)
ǫ
+ θ,X
){
Uν[ζ](X) , Sβ[ζ](Y)
}
Φj
θ′β
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+
1
ǫ
Φikαq
(
S[ζ](X)
ǫ
+ θ,X
) {
S
α[ζ]
Xq , S
β[ζ](Y)
}
Φj
θ′β
(
S[ζ](Y)
ǫ
+ θ′,Y
)
+
+
1
ǫ2
Φiθα
(
S[ζ](X)
ǫ
+ θ,X
) {
Sα[ζ](X) , Sβ[ζ](Y)
}
Φj
θ′β
(
S[ζ](Y)
ǫ
+ θ′,Y
)
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where we put Φ(θ,X) ≡ Φ(θ, S
[ζ]
X1
, . . . ,S
[ζ]
Xd
,U[ζ](X)).
However, using relations (4.37) and (4.17), it’s not difficult to check that{
g
[ζ]
[Q] , g
[ζ]
[P]
}∣∣∣
ϕ=Φ[U,ζ] (0)
=
∫
Qi(θ,X) Bˆ
ij
[0](X) Pj(θ,X)
dmθ
(2π)m
ddX
where
Bˆij[0](X) =
∑
l1,...,ld
Bij(l1,...,ld)
(
Φ(θ, ζX,U(X)), ζ
γ1
X1
Φθγ1 , . . . , ζ
γd
Xd
Φθγd , . . .
)
×
× ζ
α11
X1
. . . ζ
α1
l1
X1
. . . ζ
αd1
Xd
. . . ζ
αd
ld
Xd
∂
∂θα
1
1
. . .
∂
∂θα
1
l1
. . .
∂
∂θα
d
1
. . .
∂
∂θ
αd
ld
It’s not difficult to check also the relations:
δ{g
[ζ]
[Q], g
[ζ]
[P]}
δGν(X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(1) ,
δ{g
[ζ]
[Q], g
[ζ]
[P]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
= O(1) (4.45)
Using relations (4.10), (4.18) and the invariance of the bracket (4.1) w.r.t. the transformations
θα → θα + const, we can also write for all the brackets {G
[ζ]
[q], G
[ζ]
[p]}, {g
[ζ]
[Q], G
[ζ]
[p]}, {g
[ζ]
[Q], g
[ζ]
[P]} the
relations: ∫ δ{G[ζ][q], G[ζ][p]}
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ]
Φiθα
(
θ +
ζ(X)
ǫ
, ζX ,U(X)
)
dmθ
(2π)m
ddX ≡ 0
(etc. . . . ).
The relations above take place in all orders of ǫ and can in fact be strengthened in the main
order. Indeed, we can see that the arbitrary functions qν(X) appear in the main order of ǫ just
as local factors in the integrands of the above expressions. In the same way, making the change
Q˜i(θ,W) → Q˜i(θ,W)µi(W) with arbitrary smooth functions µi(W), we get the same change
Qi(θ,W)→ Qi(θ,W)µi(W) for the functionals Qi(θ,W). Here again the functions µi(W) appear
just as local factors µi(X) in the main order of ǫ. We can see then, that we can omit the integration
w.r.t. X in the main order of ǫ and write for any X:∫ 2pi
0
. . .
∫ 2pi
0
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
Φiθα
(
θ +
ζ(X)
ǫ
, ζX ,U(X)
)
dmθ
(2π)m
≡ 0 (4.46)
∫ 2pi
0
. . .
∫ 2pi
0
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
Φiθα
(
θ +
ζ(X)
ǫ
, ζX ,U(X)
)
dmθ
(2π)m
≡ 0 (4.47)
∫ 2pi
0
. . .
∫ 2pi
0
δ{g
[ζ]
[Q], g
[ζ]
[P]}
δϕi(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
Φiθα
(
θ +
ζ(X)
ǫ
, ζX ,U(X)
)
dmθ
(2π)m
≡ 0 (4.48)
One of the main goals of this chapter is to prove that the form (3.16) gives in fact a Poisson
bracket on the space of fields (S(X),U(X)). For the justification of this fact the resolvability of the
following systems
Bˆij[0][ζ](X) B
I
j[f ]
(
θ +
ζ(X)
ǫ
, X
)
= −
{
gi[ζ](θ,X) , S
[ζ]
[f ]
}∣∣∣
ϕ=Φ[U,ζ] (1)
(4.49)
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Bˆij[0][ζ](X) B
II
j[b]
(
θ +
ζ(X)
ǫ
, X
)
= −
{
gi[ζ](θ,X) , U
[ζ]
[b]
}∣∣∣
ϕ=Φ[U,ζ] (1)
(4.50)
where
Bˆij[0][ζ](X) ≡
∑
l1,...,ld
Bij(l1,...,ld)
(
Φ
(
θ +
ζ(X)
ǫ
, ζX,U(X)
)
, . . .
)
×
× ζ
α11
X1
. . . ζ
α1
l1
X1
. . . ζ
αd1
Xd
. . . ζ
αd
ld
Xd
∂
∂θα
1
1
. . .
∂
∂θα
1
l1
. . .
∂
∂θα
d
1
. . .
∂
∂θ
αd
ld
on the space of 2π-periodic in each θα functions will play important role.
Let us consider systems (4.49) - (4.50) in more detail under the assumptions that the family Λ
represents a regular Hamiltonian submanifold equipped with a minimal set of commuting integrals
(I1, . . . , Im+s). Let us note, that systems (4.49) - (4.50) are in fact analogous to system (2.29)
considered in Chapter 2. Easy to see that systems (4.49) - (4.50) represent linear non-homogeneous
differential systems in θ with periodic coefficients at every fixed value ofX. Systems (4.49) - (4.50) are
independent for different X, while the operators Bˆij[0][ζ](X) coincide with the corresponding operators
Bˆijk1,...,kd after the trivial shift: θ → θ + ζ(X)/ǫ. We can also claim here, that all the “regular”
kernel vectors of the operators Bˆij[0][ζ](X) on the space of 2π-periodic in each θ
α functions are given
by the values
v
(k)
i[ζX,U(X)]
(
θ +
ζ(X)
ǫ
)
=
m+s∑
γ=1
γkγ (ζX1, . . . , ζXd,U(X)) ζ
(γ)
i[ζX,U(X)]
(
θ +
ζ(X)
ǫ
)
where the functions ζ
(γ)
i[k1,...,kd,U]
(θ) are defined by relations (3.11).
Like in the case of system (2.29), we can formulate here the following lemma:
Lemma 4.1.
Let the family Λ represent a regular Hamiltonian submanifold equipped with a minimal set of
commuting integrals (I1, . . . , Im+s). Then the right-hand parts of systems (4.49) - (4.50) are auto-
matically orthogonal to the regular kernel vectors of the corresponding operators Bˆij[0][ζ](X).
Proof.
Indeed, view the relations (4.16) the convolution of the variation derivatives
δUγ[ζ](Z)/δϕi(θ,X) with the brackets {gi[ζ](θ,X) , S
[ζ]
[f ] }|K or {g
i[ζ](θ,X) , U
[ζ]
[b]}|K is identically equal
to zero on K. From the relations (4.13) we can see then that the values δUγ[ζ](Z)/δϕi(θ,X) can be
replaced in the leading order of ǫ by the values δJγ(Z)/δϕi(θ,X) at ϕ = Φ[U,ζ]. Using the explicit
expressions for the derivatives δJγ(Z)/δϕi(θ,X) at ϕ = Φ[U,ζ]:
δJγ(Z)
δϕi(θ,X)
∣∣∣∣
ϕ=Φ[U,ζ]
=
∑
l1,...,ld
Π
γ(l1...ld)
i
(
Φ
(
θ +
ζ(Z)
ǫ
, Z
)
, . . .
)
ǫl1+···+ld δl1Z1...ldZd(Z−X)
we can then write the corresponding convolutions as the action of the operator∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
∑
l1,...,ld
Π
γ(l1...ld)
i
(
Φ
(
θ +
ζ(Z)
ǫ
, Z
)
, . . .
)
ǫl1+···+ld
dl1
dZ1 l1
. . .
dld
dZd ld
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on the functions {gi[ζ](θ,Z) , S
[ζ]
[f ] }|ϕ=Φ[U,ζ], {g
i[ζ](θ,Z) , U
[ζ]
[b]}|ϕ=Φ[U,ζ]. Easy to see that in the leading
order of ǫ the corresponding action is given by the action of the operator
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
∑
l1,...,ld
Π
γ(l1...ld)
i
(
Φ
(
θ +
ζ(Z)
ǫ
, Z
)
, . . .
)
×
× ζ
α11
Z1
. . . ζ
α1
l1
Z1
. . . ζ
αd1
Zd
. . . ζ
αd
ld
Zd
∂
∂θα
1
1
. . .
∂
∂θα
1
l1
. . .
∂
∂θα
d
1
. . .
∂
∂θ
αd
ld
(4.51)
on the same functions.
Since the right-hand parts of systems (4.49) - (4.50) represent the leading order of the corre-
sponding brackets at ϕ = Φ[U,ζ], we get that they should vanish under the action of the operator
(4.51). After the integration by parts we then get immediately the orthogonality of the right-hand
parts of (4.49) - (4.50) to the values ζ
(γ)
i[ζX,U(X)]
(θ + ζ(X)/ǫ).
Lemma 4.1 is proved.
In general, we can write∫ 2pi
0
. . .
∫ 2pi
0
ζ
(γ)
i[ζX,U(X)]
(
θ +
ζ(X)
ǫ
) {
gi[ζ](θ,X) , G
[ζ]
[q]
}∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
= 0 (4.52)
Like in the case of system (2.29), we can also claim here that systems (4.49) - (4.50) are resolvable
on the space of 2π-periodic functions of θ in the single-phase situation. However, the investigation
of resolvability of systems (4.49) - (4.50) is much more complicated in the general multi-phase case,
where the behavior of eigen-values of the operators Bˆij[0][ζ](X) can be rather nontrivial. In general,
we should expect the resolvability of systems (4.49) - (4.50) just on the subset S ′ in the space of
parameters (
k1(X), . . . ,kd(X),U(X)
)
=
(
ζX1 , . . . , ζXd,U(X)
)
For the corresponding values of (ζX1, . . . , ζXd,U(X)) we can then write in the general form{
G
[ζ]
[q] , g
i[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
= Bˆij[0][ζ](X) Bj[q]
(
θ +
ζ(X)
ǫ
, X
)
In the full analogy with (2.30) we can then also write here the relations∫ 2pi
0
. . .
∫ 2pi
0
Φiθα
(
θ +
ζ(X)
ǫ
, ζX,U(X)
)
Bi[q]
(
θ +
ζ(X)
ǫ
, X
)
dmθ
(2π)m
= 0 (4.53)
for the corresponding solutions of (4.49) - (4.50).
Let us denote here by M′ the subset in the space of parameters (k1, . . . ,kd, U), such that
(k1, . . . ,kd) ∈ M. Easy to see that the set M
′ has the full measure in the space (k1, . . . ,kd, U).
Let us recall also that the notation Λ denotes the family of m-phase solutions of (2.2) given by
formula (2.5). As before, the notation Λˆ represents the corresponding set of 2π-periodic in each θα
functions Φ(θ + θ0, k1, . . . ,kd, U), satisfying system (2.3).
Theorem 4.1.
Let the family Λ represent a regular Hamiltonian submanifold equipped with a minimal set of
commuting integrals (I1, . . . , Im+s). Let the parameter space (k1, . . . ,kd, U) of the family Λ have
a dense set S ′ ⊂ M′ on which systems (4.49) - (4.50) are resolvable on the space of smooth
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2π-periodic in each θα functions. Then the relations (3.16) define a Poisson bracket on the space of
fields (S(X), U(X)).
Proof.
The skew-symmetry of the form (3.16) easily follows from the skew-symmetry of the bracket (4.1).
Let us prove the Jacobi identity for the form (3.16). Without loss of generality, we will give here the
proof for the point G(X) = (ζ(X),U(X)) of the submanifold K.
Let us fix now the functions q(X), p(X) and the functional Q(θ,X) and consider the Jacobi
identity of the form{
g
[ζ]
[Q] ,
{
G
[ζ]
[q] , G
[ζ]
[p]
}}
+
{
G
[ζ]
[p] ,
{
g
[ζ]
[Q] , G
[ζ]
[q]
}}
+
{
G
[ζ]
[q] ,
{
G
[ζ]
[p] , g
[ζ]
[Q]
}}
≡ 0 (4.54)
Using expansions (4.19) - (4.20) and relations (4.41), (4.42) - (4.44), it is not difficult to see that
the leading term (∼ ǫ) of relation (4.54) at ϕ = Φ[U,ζ] can be written as
∫ {
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
ddX +
+
∫ {
G
[ζ]
[p] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{g
[ζ]
[Q], G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
ddX −
−
∫ {
G
[ζ]
[q] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
ddX ≡ 0
We can write again the above identity in a stronger form. Thus, making again the change
Q˜i(θ,X)→ Q˜i(θ,X)µi(X), we can change again the functionals Qi(θ,X): Qi(θ,X)→ Qi(θ,X)µi(X)
by arbitrary smooth multipliers µi(X). Easy to see also that the functions µi(X) appear then just
as simple local multipliers in the integrands in the zero order of ǫ. By the arbitrariness of µi(X), we
can then write again for every X:
∫ 2pi
0
. . .
∫ 2pi
0
{
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
+
+
∫ 2pi
0
. . .
∫ 2pi
0
{
G
[ζ]
[p] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{g
[ζ]
[Q], G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
−
−
∫ 2pi
0
. . .
∫ 2pi
0
{
G
[ζ]
[q] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
≡ 0
Using relations (4.17) we can write{
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ]
=
=
∫
Qj
(
θ′ +
ζ(W)
ǫ
, W
) {
gj[ζ](θ′,W) , ϕk(θ,X)
}∣∣
ϕ=Φ[U,ζ]
dmθ′
(2π)m
ddW =
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=∫
Qj
(
θ′ +
ζ(W)
ǫ
, W
) {
ϕj(θ′,W) , ϕk(θ,X)
}∣∣
ϕ=Φ[U,ζ]
dmθ′
(2π)m
ddW −
−
∫
Qj
(
θ′ +
ζ(W)
ǫ
, W
)
Φjkαq
(
θ′ +
ζ(W)
ǫ
, W
)
×
×
{
S
α[ζ]
W q , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ]
dmθ′
(2π)m
ddW −
−
∫
Qj
(
θ′ +
ζ(W)
ǫ
, W
)
ΦjUγ
(
θ′ +
ζ(W)
ǫ
, W
)
×
×
{
Uγ[ζ](W) , ϕk(θ,X)
}∣∣
ϕ=Φ[U,ζ]
dmθ′
(2π)m
ddW
Thus, we have in the main order of ǫ:
{
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
= − Bˆkj[0][ζ](X) Qj
(
θ +
ζ(X)
ǫ
, X
)
−
−
∫ 2pi
0
. . .
∫ 2pi
0
Qj (θ
′, X) ΦjUγ (θ
′, X)
dmθ′
(2π)m
· ωαγ(X) Φkθα
(
θ +
ζ(X)
ǫ
, X
)
(view the skew-symmetry of the operator Bˆkj[0][ζ](X)).
Using relations (4.46), we have then
∫ 2pi
0
. . .
∫ 2pi
0
{
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
=
= −
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Qj
(
θ +
ζ(X)
ǫ
, X
)]
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
Now assume that (ζX,U(X)) ∈ S
′, so we can write the relations{
G
[ζ]
[q] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
= Bˆkj[0][ζ](X) Bj[q]
(
θ +
ζ(X)
ǫ
, X
)
(4.55)
where Bj[q](θ,X) represent some smooth 2π-periodic in each θ
α functions of the variables θ.
We can write then at the corresponding X ∈ Rd:
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Qj
(
θ +
ζ(X)
ǫ
, X
)]
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
−
−
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Bj[p]
(
θ +
ζ(X)
ǫ
, X
)]
δ{g
[ζ]
[Q], G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
+
+
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Bj[q]
(
θ +
ζ(X)
ǫ
, X
)]
δ{g
[ζ]
[Q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
≡ 0 (4.56)
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Let us consider now the Jacobi identity of the form{
g
[ζ]
[P] ,
{
g
[ζ]
[Q] , G
[ζ]
[q]
}}
+
{
g
[ζ]
[Q] ,
{
G
[ζ]
[q] , g
[ζ]
[P]
}}
+
{
G
[ζ]
[q] ,
{
g
[ζ]
[P] , g
[ζ]
[Q]
}}
≡ 0 (4.57)
where the functionals P(θ,X) and Q(θ,X) are defined with the aid of arbitrary functions P˜(θ,X),
Q˜(θ,X).
According to relations (4.37), (4.38) and (4.48), we can write then in the main order of ǫ:
∫ {
g
[ζ]
[P] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{g
[ζ]
[Q] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
ddX −
−
∫ {
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{g
[ζ]
[P] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
ddX ≡ 0
Having the functions qν(X) just as simple local factors in the integrands, we can write again the
above relation in the stronger form:
∫ 2pi
0
. . .
∫ 2pi
0
{
g
[ζ]
[P] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{g
[ζ]
[Q] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
−
−
∫ 2pi
0
. . .
∫ 2pi
0
{
g
[ζ]
[Q] , ϕ
k(θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (0)
δ{g
[ζ]
[P] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
≡ 0
Using the same calculations as before with the relations (4.47), we can rewrite the above relations
in the form:
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Pj
(
θ +
ζ(X)
ǫ
, X
)]
δ{g
[ζ]
[Q] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
−
−
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Qj
(
θ +
ζ(X)
ǫ
, X
)]
δ{g
[ζ]
[P] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
dmθ
(2π)m
≡ 0
It is easy to see that the values
δ{g
[ζ]
[Q] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
can be represented in the form:
δ{g
[ζ]
[Q] , G
[ζ]
[q]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (0)
= qν(X) Kˆ
νi
k[U,ζ](X) Qi
(
θ +
ζ(X)
ǫ
, X
)
where Kˆνik[U,ζ](X) is a linear operator on the space of smooth periodic functions of θ.
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The above relations can then be finally written as:
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Pj
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
qν(X) Kˆ
νi
k[U,ζ](X) Qi
(
θ +
ζ(X)
ǫ
, X
)]
dmθ
(2π)m
−
−
∫ 2pi
0
. . .
∫ 2pi
0
[
Bˆkj[0][ζ](X) Qj
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
qν(X) Kˆ
νi
k[U,ζ](X) Pi
(
θ +
ζ(X)
ǫ
, X
)]
dmθ
(2π)m
≡ 0 (4.58)
Let us note now that the values Q(θ,X) and P(θ,X) represent here arbitrary smooth 2π-periodic
in each θα functions, satisfying conditions (4.17). In particular, for (ζX,U(X)) ∈ S
′ we can substitute
the values
P(θ,X) = B[p](θ,X) or P(θ,X) = B[q](θ,X) (4.59)
in the identity (4.58).
As a result, for (ζX,U(X)) ∈ S
′ we can rewrite relations (4.56) in the form:
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
[
Bˆkj[0][ζ](X) Qj
(
θ +
ζ(X)
ǫ
,X
)]
×
×

 δ{G[ζ][q], G[ζ][p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
− qν(X) Kˆ
νi
k[U,ζ](X) Bi[p]
(
θ +
ζ(X)
ǫ
, X
)
+
+ pν(X) Kˆ
νi
k[U,ζ](X) Bi[q]
(
θ +
ζ(X)
ǫ
, X
))
≡ 0
Using the skew-symmetry of the operator Bˆkj[0][ζ](X) we can then write under the same conditions
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
Qj
(
θ +
ζ(X)
ǫ
,X
)
×
× Bˆkj[0][ζ](X)

 δ{G[ζ][q], G[ζ][p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
− qν(X) Kˆ
νi
k[U,ζ](X) Bi[p]
(
θ +
ζ(X)
ǫ
, X
)
+
+ pν(X) Kˆ
νi
k[U,ζ](X) Bi[q]
(
θ +
ζ(X)
ǫ
, X
))
≡ 0
The values Qj(θ,X) represent here arbitrary smooth 2π-periodic in each θ
α functions satisfying
the restriction (4.17). At the same time the values in the brackets represent some smooth 2π-periodic
in each θα functions of θ for (ζX,U(X)) ∈ S
′. As a corollary, we can then write for some values
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aα[q,p](X):
Bˆkj[0][ζ](X)
(
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
− qν(X) Kˆ
νi
k[U,ζ](X)Bi[p]
(
θ +
ζ(X)
ǫ
,X
)
+
+ pν(X) Kˆ
νi
k[U,ζ](X)Bi[q]
(
θ +
ζ(X)
ǫ
,X
))
≡
m∑
α=1
aα[q,p](X) Φ
j
θα
(
θ +
ζ(X)
ǫ
,X
)
at the corresponding X ∈ Rd.
We can see that the values in parentheses represent again some smooth 2π-periodic in each θα
functions of θ at the same point X ∈ Rd. At the same time, the right-hand part of the relation
above represents a linear combination of the flows, generating linear evolution of the phase shifts
θα0 with the coefficients a
α
[q,p](X). For a regular Hamiltonian submanifold Λ with a minimal set of
commuting integrals (I1, . . . , Im+s) we can conclude then that the covector in parentheses is given
by some linear combination of the functions ζ
(γ)
[ζX,U(X)]
(θ + ζ(X)/ǫ), modulo the kernel vectors of
the operator Bˆkj[0][ζ](X). For (ζX1 , . . . , ζXd) ∈ M all the smooth in θ kernel vectors of Bˆ
kj
[0][ζ](X) on
the space of 2π-periodic in each θα functions are given by the regular kernel vectors, which are also
represented by linear combinations of ζ
(γ)
[ζX,U(X)]
(θ+ζ(X)/ǫ). Thus, we can write for (ζX,U(X)) ∈ S
′:
δ{G
[ζ]
[q], G
[ζ]
[p]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
− qν(X) Kˆ
νi
k[U,ζ](X)Bi[p]
(
θ +
ζ(X)
ǫ
,X
)
+
+ pν(X) Kˆ
νi
k[U,ζ](X)Bi[q]
(
θ +
ζ(X)
ǫ
,X
)
≡
m+s∑
γ=1
bγ[q,p](X) ζ
(γ)
k[ζX,U(X)]
(
θ +
ζ(X)
ǫ
,X
)
(4.60)
with some coefficients bγ[q,p](X).
Now, let us consider the Jacobi identity of the form{
G
[ζ]
[q] ,
{
G
[ζ]
[p] , G
[ζ]
[r]
}}
+
{
G
[ζ]
[p] ,
{
G
[ζ]
[r] , G
[ζ]
[q]
}}
+
{
G
[ζ]
[r] ,
{
G
[ζ]
[q] , G
[ζ]
[p]
}}
≡ 0
for arbitrary smooth functions q(X), p(X), r(X).
In the leading (∼ ǫ2) order of ǫ at ϕ = Φ[U,ζ] the above identity gives the relations:
∫ {
G
[ζ]
[q] , G
ν[ζ](X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{G
[ζ]
[p], G
[ζ]
[r]}
δGν(X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
ddX + c.p. + (4.61)
+
∫ {
G
[ζ]
[q] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{G
[ζ]
[p], G
[ζ]
[r]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
ddX + c.p. ≡ 0
Using relations (4.52) and representations (4.55), (4.60), we can write for (ζX,U(X)) ∈ S
′:
∫ 2pi
0
. . .
∫ 2pi
0
{
G
[ζ]
[q] , g
k[ζ](θ,X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{G
[ζ]
[p], G
[ζ]
[r]}
δϕk(θ,X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
+ c.p. = (4.62)
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=∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
[
Bˆkj[0][ζ](X) Bj[q]
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
pν(X) Kˆ
νi
k[U,ζ](X)Bi[r]
(
θ +
ζ(X)
ǫ
,X
)
− rν(X) Kˆ
νi
k[U,ζ](X)Bi[p]
(
θ +
ζ(X)
ǫ
,X
)]
+
+
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
[
Bˆkj[0][ζ](X) Bj[p]
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
rν(X) Kˆ
νi
k[U,ζ](X)Bi[q]
(
θ +
ζ(X)
ǫ
,X
)
− qν(X) Kˆ
νi
k[U,ζ](X)Bi[r]
(
θ +
ζ(X)
ǫ
,X
)]
+
+
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
[
Bˆkj[0][ζ](X) Bj[r]
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
qν(X) Kˆ
νi
k[U,ζ](X)Bi[p]
(
θ +
ζ(X)
ǫ
,X
)
− pν(X) Kˆ
νi
k[U,ζ](X)Bi[q]
(
θ +
ζ(X)
ǫ
,X
)]
Making now the substitutions
Q(θ,X) = B[r](θ,X) , P(θ,X) = B[p](θ,X)
in identity (4.58), we get the following identities
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
[
Bˆkj[0][ζ](X) Bj[p]
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
qν(X) Kˆ
νi
k[U,ζ](X) Bi[r]
(
θ +
ζ(X)
ǫ
, X
)]
−
−
∫ 2pi
0
. . .
∫ 2pi
0
dmθ
(2π)m
[
Bˆkj[0][ζ](X) Bj[r]
(
θ +
ζ(X)
ǫ
, X
)]
×
×
[
qν(X) Kˆ
νi
k[U,ζ](X) Bi[p]
(
θ +
ζ(X)
ǫ
, X
)]
≡ 0
for (ζX,U(X)) ∈ S
′.
Making the cyclic permutations of the functions q(X), p(X), and r(X) in the above identity, we
can see then that the right-hand part of the equality (4.62) is identically equal to zero for all values
(ζX,U(X)) ∈ S
′. At the same time we can see that the left-hand side of relation (4.62) represents
a smooth regular function of the values (ζX,U(X)) and their derivatives. From the fact that the
set S ′ represents an everywhere dense set in the parameter space, we can then conclude that the
left-hand side of the relation (4.62) is identically equal to zero under the conditions of the theorem.
From the identity (4.61) we get then the relations:
∫ {
G
[ζ]
[q] , G
ν[ζ](X)
}∣∣∣
ϕ=Φ[U,ζ] (1)
δ{G
[ζ]
[p], G
[ζ]
[r]}
δGν(X)
∣∣∣∣∣
ϕ=Φ[U,ζ] (1)
ddX + c.p. ≡ 0
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Using relations (4.39) - (4.40) we get now the Jacobi identity for the bracket {. . . , . . . }AV at the
“point” (ζ(X),U(X)) of the submanifold K.
Theorem 4.1 is proved.
According to our remarks above, we can formulate here the following theorem about the single-
phase case:
Theorem 4.1′.
Let the family Λ of single-phase solutions of (2.2) represent a regular Hamiltonian submanifold
in the space of periodic functions equipped with a minimal set of commuting integrals (I1, . . . , Is+1).
Then the form
{S(X) , S(Y)} = 0 ,
{S(X) , Uγ(Y)} = ωγ (SX, U
1(X), . . . , Us+1(X)) δ(X−Y) ,
{Uγ(X) , Uρ(Y)} = 〈Aγρ10...0〉 (SX, U
1(X), . . . , Us+1(X)) δX1(X−Y) + . . . +
+ 〈Aγρ0...01〉 (SX, U
1(X), . . . , Us+1(X)) δXd(X−Y) +
+ [〈Qγρ p〉 (SX, U
1(X), . . . , Us+1(X))]Xp δ(X−Y) , γ, ρ = 1, . . . , s+ 1
defines a Poisson bracket on the space of fields (S(X), Uγ(X)), γ = 1, . . . , s+ 1.
The following theorem proves the invariance of the (contravariant) 2-form (3.16) with respect to
the choice of the functionals (I1, . . . , Im+s).
Theorem 4.2.
Let the family Λ represent a regular Hamiltonian submanifold equipped with a minimal set of
commuting integrals (I1, . . . , Im+s). Let the set (I ′1, . . . , I ′m+s) represent another set of commuting
integrals, satisfying all the conditions of Definition 2.2. Then the forms (3.16), obtained with the aid
of the sets (I1, . . . , Im+s) and (I ′1, . . . , I ′m+s) coincide with each other.
Proof.
Let us consider two different sets of parameters on Λ:(
k1, . . . ,kd, U
1, . . . , Um+s
)
,
(
k1, . . . ,kd, U
′1, . . . , U ′m+s
)
where Uγ ≡ 〈P γ〉, U ′γ ≡ 〈P ′γ〉. We can then write on Λ:
U ′γ = U ′γ (k1, . . . ,kd, U)
since the values (k1, . . . ,kd, U) give the full set of parameters on Λ excluding the initial phase shifts.
We have to prove here that the brackets (3.16) {. . . , . . . }AV and {. . . , . . . }
′
AV, obtained with the
aid of the sets (I1, . . . , Im+s) and (I ′1, . . . , I ′m+s), transform into each other under the corresponding
transformation
U ′γ(X) = U ′γ (SX1 , . . . ,SXd , U(X))
We have by definition{
Sα(X) , Sβ(Y)
}
AV
= 0 ,
{
Sα(X) , Sβ(Y)
}′
AV
= 0
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in both the brackets {. . . , . . . }AV and {. . . , . . . }
′
AV. Let us consider now the brackets, containing the
functionals U(X) and U′(X).
We can write on Λ:
Uγ ≡ 〈P γ〉 ≡ Jγ|Λ , U
′γ ≡ 〈P ′γ〉 ≡ J ′γ|Λ (4.63)
where the functionals Jγ and J ′γ are defined by formula (2.15).
By Definition 2.2, both the sets (J1, . . . , Jm+s), (J ′1, . . . , J ′m+s) generate the linear shifts of θ0
on Λ according to bracket (2.16), such that we have
rk ||ωαγ|| = m , rk ||ω′αγ|| = m
for the corresponding sets {ωγ}, {ω′γ}.
Besides that, the variation derivatives
ζγi (θ + θ0, k1, . . . ,kd, U) =
δJγ
δϕi(θ)
∣∣∣∣
Λˆ
, ζ ′γi (θ + θ0, k1, . . . ,kd, U) =
δJ ′γ
δϕi(θ)
∣∣∣∣
Λˆ
represent regular covectors on Λˆ, such that both the linear spans
Span
{
ζ1, . . . , ζm+s
}
, Span
{
ζ ′1, . . . , ζ ′m+s
}
contain all the regular kernel vectors of the Hamiltonian operators (2.11). As then follows from
Definition 2.1, the linear spans of the sets {ζ1, . . . , ζm+s} and {ζ ′1, . . . , ζ ′m+s} coincide at every
point of the submanifold Λˆ. According to (4.63), we can then write
δJ ′γ
δϕi(θ)
∣∣∣∣
Λˆk1,...,kd
=
∂U ′γ
∂Uρ
(k1, . . . ,kd,U)
δJρ
δϕi(θ)
∣∣∣∣
Λˆk1,...,kd
for any submanifold Λˆk1,...,kd.
From the relations above we also immediately get the relations
ω′αγ (k1, . . . ,kd,U) =
∂U ′γ
∂Uρ
ωαρ (k1, . . . ,kd,U)
for the corresponding frequencies {ωγ} and {ω′γ}.
Using the relations
δU ′γ(Y) =
∂U ′γ
∂Uρ
(Y) δUρ(Y) +
∂U ′γ
∂kαq
(Y) δSαY q
and relations (3.16) we get then:
{Sα(X) , U ′γ(Y)}AV =
∂U ′γ
∂Uρ
(X) ωαρ(X) δ(X−Y) =
= ω′αγ(X) δ(X−Y) = {Sα(X) , U ′γ(Y)}
′
AV
To finish the proof of the Theorem let us recall, that we have the relations
{Uγ(X) , Uρ(Y)}AV = {J
γ(X) , Jρ(Y)}|K(1)
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{U ′γ(X) , U ′ρ(Y)}
′
AV = {J
′γ(X) , J ′ρ(Y)}|
K(1)
where the functionals Jγ(X), J ′γ(X) are defined by relations (4.3). Consider now the regularized
functionals
J ′[a] =
∫
aγ(Z) J
′γ(Z) ddZ
with some smooth compactly supported functions aγ(Z).
Using relations (4.20) we can write on K:
δ J ′[a] =
∫
aγ(Z)
δJ ′γ(Z)
δGν(X)
∣∣∣∣
K
δGν[ζ](X) ddX ddZ +
+
∫
aγ(Z)
δJ ′γ(Z)
δϕi(θ,X)
∣∣∣∣
K
δgi[ζ](θ,X)
dmθ
(2π)m
ddX ddZ
where the “coordinate system” (G[ζ](X), g[ζ](θ,X)) is introduced with the aid of the functionals
J(X).
Without loss of generality we will consider all the relations below at the “point”
G(X) = (ζ(X), U(X)) of the submanifold K.
Expanding the values of the variation derivatives in the integrands it is not difficult to get the
following relations:
δJ ′[a] =
∫
aγ(Z)
δU ′γ(Z)
δGν(X)
∣∣∣∣
[U,ζ]
δGν[ζ](X) ddX ddZ +
∫
ǫ Uν[a,G](X, ǫ) δG
ν[ζ](X) ddX +
+
∫ (
aγ(X) ζ
′γ
i[ζX,U(X)]
(
θ +
ζ(X)
ǫ
)
+ ǫ Ui[a,G]
(
θ +
ζ(X)
ǫ
, X, ǫ
))
δgi[ζ](θ,X)
dmθ
(2π)m
ddX
where Uν[a,G](X, ǫ) and Ui[a,G](θ,X, ǫ) are local functions of (a(X), ζX, U(X)) and their deriva-
tives, given by regular at ǫ→ 0 series in ǫ. Easy to see also, that we have the relations
δU ′γ(Z)
δUρ(X)
=
∂U ′γ
∂Uρ
(Z) δ(Z−X) ,
δU ′γ(Z)
δSα(X)
=
∂U ′γ
∂kαq
(Z) δZq(Z−X)
According to the requirements of the Theorem, the flows, generated by I ′γ, leave invariant the
submanifold Λ and the values of Uγ on it. This property conserves in the main order of ǫ for the
functionals J ′[a] and the submanifold K with the coordinates U
γ(X). So, we can write here
{
Uγ[ζ](X) , J ′[b]
}∣∣
ϕ=Φ[U,ζ]
= O(ǫ) ,
{
gi[ζ](θ,X) , J ′[b]
}∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
We have also the relations {
Sα[ζ](X) , J ′[b]
}∣∣
ϕ=Φ[U,ζ]
= O(ǫ)
according to our definition of the functionals Sα[ζ](X).
Besides that, in the full analogy with (4.52) we can write the relations∫ 2pi
0
. . .
∫ 2pi
0
ζ
(ρ)
i[ζX,U(X)]
(
θ +
ζ(X)
ǫ
) {
gi[ζ](θ,X) , J ′[b]
}∣∣
ϕ=Φ[U,ζ] (1)
dmθ
(2π)m
= 0
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for the constraints, defined with the aid of the functionals J(X).
Using the relations
ζ
′(γ)
i[ζX,U(X)]
(θ) =
∂U ′γ
∂Uρ
∣∣∣∣
[U,ζ]
ζ
(ρ)
i[ζX,U(X)]
(θ)
we can then write{
J ′[a] , J
′
[b]
}∣∣
ϕ=Φ[U,ζ] (1)
=
∫
aγ(Z)
δU ′γ(Z)
δGν(X)
∣∣∣∣
[U,ζ]
{
Gν[ζ](X) , J ′[b]
}∣∣
ϕ=Φ[U,ζ] (1)
ddX ddZ
Easy to see, that the same considerations can be repeated now also for the functional J ′[b]. Finally,
we can write {
U ′[a] , U
′
[b]
}′
AV
∣∣∣
[U,ζ]
=
{
J ′[a] , J
′
[b]
}∣∣
ϕ=Φ[U,ζ] (1)
=
=
∫
aγ(Z)
δU ′γ(Z)
δGν(X)
∣∣∣∣
[U,ζ]
{
Gν[ζ](X), Gµ[ζ](Y)
}∣∣
ϕ=Φ[U,ζ] (1)
δU ′ρ(W)
δGµ(Y)
∣∣∣∣
[U,ζ]
bρ(W) ×
× ddX ddY ddZ ddW =
=
{
U ′[a] , U
′
[b]
}
AV
∣∣∣
[U,ζ]
which completes the proof of the Theorem.
Theorem 4.2 is proved.
At last, let us consider the regular Whitham system (3.12). We will assume now that the family
Λ represents a complete regular Hamiltonian family of m-phase solutions of system (2.2) according
to Definition 3.1.
Theorem 4.3.
Let Λ represent a complete regular Hamiltonian family of m-phase solutions of system (2.2)
equipped with a minimal set of commuting integrals (I1, . . . , Im+s). Then the corresponding regular
Whitham system (3.12) can be represented in the form
SαT = {S
α(X) , Hav}AV , U
γ
T = {U
γ(X) , Hav}AV (4.64)
where the functional Hav is defined by formula (3.17).
Proof.
According to Theorem 4.2, we can assume without loss of generality that the Hamiltonian func-
tional H is included in the set (I1, . . . , Im+s). In this case it can be easily seen that system (4.64)
coincides with (3.12).
Theorem 4.3 is proved.
Let us formulate here also two theorems about the “canonical forms” of the bracket (3.16), which
were formulated in [41] with a brief sketch of the proof.
Theorem 4.4 ([41]).
Consider the Poisson bracket given by relations (3.16) with rk ||ωαγ|| = m. There exists locally
an invertible coordinate transformation(
S1(X), . . . , Sm(X), U1(X), . . . , Um+s(X)
)
→
→
(
S1(X), . . . , Sm(X), Q1(X), . . . , Qm(X), N
1(X), . . . , N s(X)
)
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where
Qα = Qα
(
SX, U
1, . . . , Um+s
)
, N l = N l
(
SX, U
1, . . . , Um+s
)
,
taking the bracket (3.16) to the form:{
Sα(X) , Sβ(Y)
}
= 0 ,
{Sα(X) , Qβ(Y)} = δ
α
β δ(X−Y) ,
{
Sα(X) , N l(Y)
}
= 0 ,
{Qα(X) , Qβ(Y)} = Jαβ [S,N] (X, Y) ,{
Qα(X) , N
l(Y)
}
= J lα [S,N] (X, Y) ,{
N l(X) , N q(Y)
}
= J lq [S,N] (X, Y) ,
where the functionals Jαβ, J
l
α, J
lq are given by general local distributions of the gradation degree 1.
For the special case s = 0 Theorem 4.4 can be formulated in the stronger form:
Theorem 4.5 ([41]).
Consider the Poisson bracket given by relations (3.16) with rk ||ωαγ|| = m and s = 0. There
exists locally an invertible coordinate transformation(
S1(X), . . . , Sm(X), U1(X), . . . , Um(X)
)
→
(
S1(X), . . . , Sm(X), Q1(X), . . . , Qm(X)
)
where Qα = Qα(SX, U), which takes the bracket (3.16) to the following non-degenerate canonical
form: {
Sα(X) , Sβ(Y)
}
= 0 , {Qα(X) , Qβ(Y)} = 0 ,
{Sα(X) , Qβ(Y)} = δ
α
β δ(X−Y) .
As we can see, the averaged bracket has the simplest structure in the absence of additional
parameters (n1, . . . , ns). Let us say, that the presence of the parameters (n1, . . . , ns) can really
make the structure of the bracket (3.16) more complicated. Let us note also, that both the theorems
above are based just on the form of the bracket (3.16) and are not connected with the averaging
procedure itself.
5 Illustrations: KdV and other examples.
Let us continue now with the example of the KdV equation and consider the construction of the
Poisson brackets for the corresponding Whitham systems according to our scheme.
Let us consider again the regular Hamiltonian submanifolds Λ(m) defined by the sets of equations
(2.42). The corresponding system (2.3) can be written here in the form
ωα(U) Φθα = k
α(U) ΦΦθα − k
α(U) kβ(U) kγ(U) Φθαθβθγ (5.1)
Let us say here that the eigenmodes of the linearized operator (5.1), as well as the adjoint operator,
were studied in detail ([29, 6, 7, 30, 31]). In particular, we can claim here that all the families Λ(m)
represent complete regular Hamiltonian families of m-phase solutions of KdV equipped with minimal
sets of commuting integrals (I1, . . . , Im+1). It can be also shown, that the minimal set of commuting
integrals for Λ(m) can be given in fact by any m + 1 independent higher integrals (Ij1, . . . , Ijm+1)
of the KdV equation.
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It is well-known that the Whitham systems of the KdV hierarchy represent a famous object in
the theory of integrable systems and were investigated in different aspect in many details. The
Hamiltonian structures of the Whitham systems for KdV were considered in the frame of the general
Hamiltonian theory of the Whitham equations started in the works of B.A. Dubrovin and S.P.
Novikov ([16, 17, 18, 19]). Let us say, that the Hamiltonian theory of the Whitham equations gives
a basis for the integrability of the Whitham hierarchies corresponding to a wide class of integrable
systems. Usually, the Whitham hierarchies are considered there as systems of Hydrodynamic Type.
As we said already, we consider here the Whitham system in the form (3.12) and try to construct
the corresponding Hamiltonian structure, having the form (3.16) - (3.17).
The KdV equation gives a very convenient example demonstrating the applicability of Theorem
4.1 in the multi-phase case. Indeed, we have to require here the resolvability of the multi-phase
systems (4.49) - (4.50) on a dense set S ′ ⊂ M′ in the space of parameters on Λ(m), which represents
in general a nontrivial condition. However, the requirements of Theorem 4.1 can be easily established
here, using the same approach which was used in Chapter 2 for the construction of the finite-
dimensional bracket on the family Λ(m).
We note first that the operator Bˆ[0](X) is given now in the form
Bˆ[0](X) = k
1(X)
∂
∂θ1
+ . . . + km(X)
∂
∂θm
The regular zero mode of the operator Bˆ[0](X) is given by the constant function on the torus
T
m and is orthogonal to the right-hand parts of systems (4.49) - (4.50) according to Lemma 4.1.
The resolvability of systems (4.49) - (4.50) on a dense set S ′ ⊂ M′ is based then on the analytic
properties of the right-hand parts of (4.49) - (4.50).
Indeed, it is not difficult to get again from the theta-functional representation of the m-phase
solutions of KdV that the Fourier components in θ of the right-hand parts of systems (4.49) - (4.50)
decay faster than any power of |n| (n = (n1, . . . , nm)) for any fixed X. At the same time, the
zero Fourier components (n = (0, . . . , 0)) of the right-hand parts of systems (4.49) - (4.50) are
identically equal to zero according to Lemma 4.1. As a result, we can claim again that systems (4.49)
- (4.50) can be resolved on the space of smooth 2π-periodic in each θα functions for all Diophantine
vectors k = (k1, . . . km) with index ν > m− 1 . Using again the fact, that the set of these vectors
has the full measure in the space (k1, . . . , km), we can apply Theorem 4.1 in our situation.
As another example, consider now the one-dimensional local Poisson bracket
{ϕ(x) , ϕ(y)} = δ′′′(x− y) + β2 δ′(x− y) (5.2)
and the Hamiltonian functional
H =
∫
ϕ3 dx
The corresponding evolution system has the form
ϕt = 6ϕϕxxx + 18ϕx ϕxx + 6β
2 ϕϕx (5.3)
The bracket (5.2) has one local translationally invariant annihilator, having the form
N =
∫
ϕ dx
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Figure 1: Different periodic cycles, corresponding to different regions in the space of parameters
(ω, k, A, B).
The periodic one-phase solutions of (5.3) are defined from the equation
ωΦθ = 6k
3ΦΦθθθ + 18k
3Φθ Φθθ + 6β
2kΦΦθ (5.4)
which can be integrated to the form
ω
3
Φ3 − 3k3Φ2Φ2θ −
3
4
β2kΦ4 − AΦ2 − B = 0
(A = const, B = const). We have then
k
Φ dΦ√
ωΦ3/9k − β2Φ4/4 − AΦ2/3k − B/3k
= ± dθ
so, the function Φ(θ + θ0) can be expressed in terms of elliptic functions. The corresponding de-
pendence between Φ and θ is given by the integration with respect to Φ over the periodic cycles,
restricting the areas of positive values of the function
f (Φ) = ω Φ3/9k − β2Φ4/4 − AΦ2/3k − B/3k
Under different choice of the parameters (ω, k, A, B) the cycles can have different form shown
at Fig. 1 (a, b, c). So, we can consider in fact several families of the one-phase solutions of system
(5.3), corresponding to the cycles of different geometry. Let us say, however, that the Whitham
systems for different families Λ can demonstrate rather different properties, which can restrict in fact
the applicability of the Whitham theory in concrete problems. Thus, the regular Whitham system
can have hyperbolic or elliptic nature depending on the type of the roots of the polynomial f(Φ)
(see e.g. [10]). The last case corresponds in fact to the modulation instability of the solutions of
the corresponding type, so, the applicability of the Whitham approach should be specially studied
in every concrete case. We will not study here these questions and consider just the Hamiltonian
structure of the regular Whitham system.
The parameters (ω, k, A,B) are connected by the relation
k
∮
Φ dΦ√
ωΦ3/9k − β2Φ4/4 − AΦ2/3k − B/3k
= 2π
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so, the family of one-phase solutions of (5.3) is parametrized by 3 independent parameters excluding
the initial phase shift θ0. In particular, the total set of parameters on the full family Λ of one-phase
solutions can be chosen in the form (k, U1, U2, θ0), where
U1 ≡ 〈ϕ〉 =
∫ 2pi
0
Φ(θ)
dθ
2π
, U2 ≡ 〈ϕ3〉 =
∫ 2pi
0
Φ3(θ)
dθ
2π
are the values of the functionals N and H on the corresponding solutions of (5.3). It is easy to check
that every submanifold Λk represents a regular Hamiltonian submanifold in the space of periodic
functions with the period 2π/k for all the values of k 6= ±β/n, n ∈ N. It’s not difficult to check also,
that for the same values k 6= ±β/n the total family Λ represents a complete Hamiltonian family of
one-phase solutions of (5.3), equipped with the minimal set of commuting integrals (I1, I2) = (N,H).
Easy to check that the conservation laws for the functionals N and H have the form
ϕt =
(
6ϕϕxx + 6ϕ
2
x + 3β
2 ϕ2
)
x
,
(
ϕ3
)
t
=
(
18ϕ3 ϕxx +
9
2
β2 ϕ4
)
x
so the regular Whitham system for the family Λ can be written as
ST = ω
(
SX , U
1, U2
)
U1T = 3β
2 〈Φ2〉X (5.5)
U2T =
(
− 54S2X 〈Φ
2Φ2θ〉 +
9
2
β2 〈Φ4〉
)
X
where all the values 〈. . . 〉 are represented as functions of (SX , U
1, U2).
Calculation of the pairwise Poisson brackets of the densities of N and H gives the relations:
{PN(x) , PN(y)} = δ
′′′(x− y) + β2 δ′(x− y) ,
{PN(x) , PH(y)} = 3ϕ
2(x) δ′′′(x− y) + 18ϕϕx δ
′′(x− y) +
+ 18 (ϕϕxx + ϕ
2
x) δ
′(x− y) + 3β2 ϕ2(x) δ′(x− y) +
+ 6 (ϕϕxxx + 3ϕx ϕxx) δ(x− y) + 6β
2 ϕϕx δ(x− y) ,
{PH(x) , PN(y)} = 3ϕ
2(x) δ′′′(x− y) + 6β2 ϕ2(x) δ′(x− y) ,
{PH(x) , PH(y)} = 9ϕ
4(x) δ′′′(x− y) + 54ϕ3 ϕx δ
′′(x− y) +
+ 54 (ϕ3 ϕxx + ϕ
2 ϕ2x) δ
′(x− y) + 9β2 ϕ4(x) δ′(x− y) +
+ 18 (ϕ3 ϕxxx + 3ϕ
2 ϕx ϕxx) δ(x− y) + 18β
2 ϕ3 ϕx δ(x− y) ,
Using Theorem 4.1′ for the set k 6= ±β/n and Theorem 4.3, we can claim now that the Whitham
system (5.5) is Hamiltonian with respect to the bracket
{S(X) , S(Y )} = 0 ,
{
S(X) , U1(Y )
}
= 0 ,{
S(X) , U2(Y )
}
= ω
(
SX , U
1, U2
)
δ(X − Y ) , (5.6)
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{
U1(X) , U1(Y )
}
= β2 δ′(X − Y ) ,{
U1(X) , U2(Y )
}
= 3β2 〈Φ2〉 δ′(X − Y ) + 3β2 〈Φ2〉X δ(X − Y ) ,{
U2(X) , U1(Y )
}
= 3β2 〈Φ2〉 δ′(X − Y ) ,{
U2(X) , U2(Y )
}
=
(
− 108S2X 〈Φ
2Φ2θ〉 + 9β
2 〈Φ4〉
)
δ′(X − Y ) +
+
(
− 54S2X 〈Φ
2Φ2θ〉 + 9β
2 〈Φ4〉/2
)
X
δ(X − Y )
with the Hamiltonian functional
Hav =
∫
〈Φ3〉 dX
We will not make here further investigation of the example, let us just say, that the construction
above can be easily generalized to the multi-dimensional case. Thus, using the Poisson bracket
{ϕ(x) , ϕ(y)} =
d∑
q,p,r=1
αqpr δxqxpxr(x− y) +
d∑
q=1
βq δxq(x− y)
and the same Hamiltonian functional
H =
∫
ϕ3 ddx
we get different multi-dimensional analogs of system (5.3).
The corresponding one-phase solutions are defined in this case by equation equivalent to (5.4),
which can be easily integrated in the same way. The full families of the one-phase solutions are
parametrized in this case by the values (k1, . . . , kd, U
1, U2, θ0) and represent complete Hamiltonian
families equipped with a minimal set of commuting integrals (I1, I2) on the open set of the full
measure in the space of (k1, . . . , kd). As a result, we can suggest then a complete analog of the
bracket (5.6) for the corresponding regular Whitham systems in the d-dimensional space.
Let us say again that we have chosen the above example as one of the simplest examples where
the averaging of a Poisson bracket is made in presence of just a minimal set of commuting integrals
in accordance with the idea of the paper.
The work was supported by the Russian Federation Government Grant No. 2010-220-01-077,
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