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Chapter 1
Introduction
From the very start of the science of mechanics strings and beams played a crucial
role in the research, starting from the consideration of e.g. the dynamics of a mass
attached to a string. At the beginning models had been considered for which the
flexibility of the string or beam had been neglected and quite often they additionally
had been idealised to be mass less. Later on, the mathematical instruments had
not yet been developed far enough to take also the deflection dynamics of strings or
beams in consideration, or, more crucial, the mathematical models for the dynamics
had not yet been developed. In fact, lot of these should change in the two hundred
years following the publication of Newton’s Principa (1687). As Truesdell [Tr68]
points out, the Principa did not constitute the completion of the formalisation of
mechanics in mathematical language, but were rather the beginning of a more for-
mal, mathematical description of dynamics, [Tr68] p. 93. In Chapter II of [Tr68] the
author draws the history from the work of Newton to the Me´chanique Analitique
(1788) by Lagrange, for the more specific topic of the history of vibration theory
following the publication of the Principa we also refer to the monograph [CaDo81].
This history includes break-through achievements, especially new ideas and tech-
niques, as well as failures, inaccuracies and severe mistakes. Within this fruitful
research period several mathematical physicians contributed to the development of
models for beam mechanics, hydrodynamics and rigid body dynamics. Within this
thesis we consider linear versions of some of these models for a beam of a string.
In fact, it was d’Alembert who in 1746 first derived the wave equation as a par-
tial differential equation model of a string ([Tr68], p. 114), although already both
Newton and Taylor had been close to it about thirty years before, see e.g. Chapter
2, p. 10 in [CaDo81]. However, this model does not take any bending forces into
account as Daniel Bernoulli and Leonhard Euler did, where the latter introduced
the so-called Young’s modulus (1727) ([Tr68], p. 124), leading later on to another
beam model, the so-called Euler-Bernoulli beam model, again a partial differential
equation of second order in time, but not in second (as the wave equation), but in
forth order in space. Only some time later more sophisticated beam models had
been introduced. E.g. Stephen Timoshenko proposed the Timoshenko beam model.
It gives a more precise description of vibrating beams as the models considered
before. As this is a Ph.D. thesis on mathematics we will not go into details how
these models can be derived from considerations in physics and mechanics. In fact,
we will always start with a particular model for the dynamics of a vibrating string
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or beam and only work based on this particular model by means of mathematical
techniques to show well-posedness and stability properties of such systems. By a
model we will always mean a description of the dynamics of a system via (a system
of) partial differential equations (PDE) plus boundary (feedback) conditions, hence
we start right away with the wave equation, the Euler-Bernoulli beam equation or
the Timoshenko beam equation etc. ignoring any physical-mechanical justification
for such description of a string or beam. However, let us mention that today by
the techniques developed by Lagrange (Lagrange formalism based on his Principle
of Least Action (1761), [Tr68] p. 132) and Hamilton (Hamilton formalism), already
in the derivation of such a PDE one usually starts by modelling the total energy
H = T + S of a system, consisting of a kinetic part T and a potential part S, de-
pending on state variables x(t) and their time derivatives x˙(t). Then the Lagrange
equations or the Hamilton equation, respectively, lead to the PDE model of the
system, e.g. for the one-dimensional wave equation
T =
∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 dζ
S =
∫ 1
0
T (ζ) |ωζ(t, ζ)|2 dζ
and therefore (following the Lagrange formalism) for the Lagrange functional L =
T − S
∂
∂t
∂L
∂ωt
=
∂L
∂ω
i.e.
ρ(ζ)ωtt(t, ζ) = (T (ζ)ωζ)ζ (t, ζ), t ≥ 0, ζ ∈ (0, 1)
or following the Hamilton formalism with (r, p) = (ω, ρωt)
∂
∂t
ρ(ζ)ωt(t, ζ) = −∂H
∂ω
(t, ζ)
∂
∂t
ω(t, ζ) =
∂H
∂(ρωt)
(t, ζ)
leading to
ρ(ζ)ωtt(t, ζ) = (T (ζ)ωζ)ζ (t, ζ)
ωt(t, ζ) = ωt(t, ζ), t ≥ 0, ζ ∈ (0, 1)
where the second equation is superfluous, obviously. Note that similarly also the
Euler-Bernoulli beam equation
ρ(ζ)ωtt(t, ζ) + (EI(ζ)ωζζ)ζζ(t, ζ) = 0
and the linear Timoshenko beam equations
ρ(ζ)ωtt(t, ζ) = (K(ζ)(ωζ − φ))ζ (t, ζ),
Iρφtt(t, ζ) = (EI(ζ)φζ)ζ (t, ζ) +K(ζ)(ωζ − φ)(t, ζ), t ≥ 0, ζ ∈ (0, 1)
can be derived. All these three equations have in common that the energy change of
the (classical) solutions depends only on the energy exchange with the environment
7at the boundary (ζ = 0, 1), so it is quite easy to characterise dissipative boundary
conditions, i.e. boundary conditions for which the energy does not increase for every
classical solution. For such dissipative equations the solution theory is relatively
simple in the sense that the Lumer-Phillips Theorem provides easy necessary and
sufficient conditions for the existence of unique solutions given an appropriate initial
condition. In the language of semigroup theory which has been developed in the
middle of the twenties century this means that there are simple conditions for the
operator A in the formulation as abstract Cauchy problem (ACP)
d
dt
x(t) = Ax(t), t ≥ 0
x(0) = x0
on a suitable Hilbert space X to generate a strongly continuous contraction semi-
group. Regarding the above mentioned string and beam equations, starting from the
late 1980’s the PDE mentioned above were investigated with techniques developed
in semigroup theory, also to prepare results in the new arising field of control theory
and in fact, still nowadays the investigations of these beam equations is highly pop-
ular and relevant, e.g. in modelling nano-tweezers which on nano scale manipulate
DNA molecules and for which oscillations were highly undesirable since they would
make any precise manipulation of the molecules more or less impossible. Therefore,
several research articles (e.g. [RaTa74], [Ch+87], [Ch+87a], [LiMa88], [LiHuCh89],
[CoLaMa90], [CoZu95], [FeShZh98], [GuHu04], [GuWaYu05], [Zh07] etc.) of the
last decades considered the well-posedness and stability properties of particular
string or beam equations with particular boundary (feedback) conditions. On the
other hand, quite recently using the notion of Dirac structures efforts have been
made to understand so-called port-Hamiltonian systems (e.g. [Go02], [VaMa02],
[Va06]) better from a more abstract and structural level, starting mainly with ODE
systems in port-Hamiltonian form, but also including more and more approaches
to infinite-dimensional port-Hamiltonian systems in PDE form (e.g. [LeZwMa05],
[Vi+09], [Zw+10], [JaZw12]). In this thesis we take – similar to the research articles
[LeZwMa05] and [Vi+09] and the monograph [JaZw12] – a view which more or less
lies in between the case-to-case PDE level investigation and the Dirac structural
level, therefore combining both approaches and consider port-Hamiltonian systems
in the abstract differential form
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
(Hx)(t, ζ), t ≥ 0, ζ ∈ (0, 1) (1.1)
plus suitable boundary conditions. The latter we will interpret as feedback laws for
boundary control and observation, which will enable us to classify the PDE examples
above by the type of feedback law which constitutes the boundary conditions. The
idea behind this approach is to understand and unify the case-to-case results on
specific equations on the more abstract level, so that the structure behind stability
properties becomes more clear. For example, one might then ask whether for a given,
say linear and static boundary conditions, the same well-posedness results hold, if
this linear static boundary feedback is replaced by a suitable nonlinear and/or
dynamic boundary feedback. As we will see, for the well-posedness in contraction
semigroup sense, there is an easy condition on generation of contraction semigroups
for this kind of systems: Dissipativity of the corresponding operator A is enough.
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See Chapter 3 for the case of static and linear boundary feedback, which is mainly a
revision of previous results in [LeZwMa05] and its (slight) generalisation in [JaZw12]
and [AuJa14]. In fact, with the well-posedness results in this dissipative case, where
the both necessary and sufficient conditions are quite easy to check, at hand, we
may then come to the core topic of this thesis: Stability of these systems. Actually
we employ several techniques to establish either asymptotic (strong) stability of the
trajectories (for every given initial datum) or even uniform exponential stability
of the system in different scenarios. We classify these systems and structure the
thesis based on the classification of the different types of boundary feedback laws
mentioned above. In fact, this distinction is made upon the following the questions.
1. Are the boundary (feedback) conditions linear (Chapters 4 and 5) or nonlinear
(Chapters 6 and 7)?
2. Is the boundary feedback determining the boundary conditions static (Chap-
ters 4 and 6) or dynamic (Chapters 5 and 7)?
3. How large is the natural number N , the order of the port-Hamiltonian system,
in equation (1.1)?
As we will see not every method to approach stability of these systems is applicable
in every case, but the applicable methods depend heavily on the case distinction
above. The following gives a rough overview on the thesis and the contents of the
different chapters. Before actually starting with the investigation of the PDE (1.1),
we first recall some concepts from operator theory which we need throughout the
thesis. The corresponding Chapter 2 consists of three sections on functional analysis
and partial differential equations (Section 2.1), evolution equations and semigroup
theory (Section 2.2) and systems theory and boundary control and observation sys-
tems (Section 2.3). These sections are mainly based on the monographs [We06],
[EnNa00] and [TuWe09], respectively, with some further information extracted in
particular from [Ad75] and [Sh97]. After that in Chapter 3 we actually start with
the investigation of the PDE (1.1). First we introduce the structural assumptions
on the PDE (1.1) and motivate them in Section 3.1 with the beam equations of
the articles mentioned above as examples and later on possible applications of the
abstract theory. Then in Section 3.2 we prepare the generation theorem and also
find that the transfer function exists on the right-half complex plane for so called
impedance passive port-Hamiltonian systems. The latter is not needed in the linear
feedback case, but will prove quite useful in the nonlinear setting.
Thereafter in Section 3.3 we give the generation theorem for the case of static and
linear boundary feedback and slightly generalise the result of [LeZwMa05] (and
[JaZw12], [AuJa14]) to the case of P0 with spatial dependence P0 ∈ L∞(0, 1;Fd×d).
Section 3.4 sketches how one may get from the boundary control and observation
setting considered here to the more standard form in systems theory.
Chapter 4 is dedicated to the stability properties of the semigroups generated by the
dissipative operators with static linear feedback in the previous chapter. We begin
in 4.1 by recalling the results of [Vi+09] for systems of the form (1.1) for N = 1 with
its original proof, based on the ideas of [RaTa74], a sideways-energy estimate which
may also be seen as a final observability result. The presentation also takes into
account its possible generalisation to systems with nonlinear or dynamic feedback.
Then we will see that an immediate generalisation to the case where N ≥ 2 seems to
be not possible, so that other techniques have to be used for them. We shall see in
9Section 4.2 that the most intuitive generalisation of the exponential stability result
in [Vi+09] does not work, in the sense that one will not obtain uniform exponential
stability. Therefore, employing a (simple) version of the Arend-Batty-Lyubich-Vu˜
Theorem, we first investigate sufficient conditions for asymptotic (strong) stability.
Only after that we return to the problem of uniform exponential stability in Section
4.3. First we present two alternative ways to prove the stabilisation result of 4.1
for the case N = 1. One of them may be seen as a Lyapunov method, whereas the
other employs the Gearhart-Greiner-Pru¨ss-Huang Theorem on exponential stability
of C0-semigroups on Hilbert spaces. Then we apply the same techniques to systems
of order N ≥ 2 and see that the proof via the Gearhart-Greiner-Pru¨ss Theorem
may be generalised to systems with order N = 2, or under less restrictive boundary
conditions to the Euler-Bernoulli beam equations, and even to port-Hamiltonian
systems of arbitrary order N ≥ 1. We conclude the Chapter with some comments
on the H-dependence of uniform exponential stability in Section 4.4 and some ap-
plications to the examples of Section 3.1 in Section 4.5.
Whereas in Chapter 3 and Chapter 4 we considered the case of static boundary
feedback, in Chapter 5 we investigate systems with dynamic feedback, i.e. port-
Hamiltonian systems which are interconnected with a (finite-dimensional) linear
control system. We see in Section 5.1 that the generation theorem for contraction
semigroups (now on the product Hilbert space) is actually a intuitive generalisa-
tion of the static feedback generation theorem of Section 3.3. Thereafter we turn
our attention to asymptotic stability properties again. In Section 5.2 we start with
the naive approach of considering interconnection systems with a internally stable
controller and such that the interconnected system is dissipative in exactly those
terms which are enough for asymptotic or uniform exponentially stability in the
static feedback scenario. As one could have hoped the results from the static case
naturally generalise to this hybrid system setup. However, in the dynamic case the
assumptions of Section 5.2 are far too restrictive when it comes to applications.
Therefore, in Section 5.3 and Section 5.4 we only consider control systems which
are strictly impedance passive or strictly output passive, respectively. These kind of
systems had already been considered in [RaZwLe13] and we mainly follow the lines
of [AuJa14], with only small deviation from the path in the latter article. Section
5.5 may be seen as an attempt to combine the strictly input passive (SIP) and the
strictly output passive (SOP) controller scenario, so it is a generalisation of the two
preceding sections. We comment on the relation between the static feedback and
the dynamic feedback case in Section 5.6, at least for the scenario of control systems
with collocated input and output. We illustrate the abstract results of the chapter
within Section 5.7 using again the examples from Section 3.1.
The results of Chapter 4 and Chapter 5 are for most parts the same as those in the
research article [AuJa14] plus some additional comments and slight generalisations.
On the other hand the topics of Chapter 6 and Chapter 7 have not been covered
by the article [AuJa14], since in contrast to Chapter 4 and Chapter 5 the control
feedback is not necessarily linear any more. Of course, this brings additional prob-
lems and in fact, the generation theorem has to be generalised to this nonlinear
scenario. On the other hand, there is no nonlinear version of the Gearhart-Greiner-
Pru¨ss-Huang Theorem known, so that only the Lyapunov technique proof may be
generalised to the nonlinear setting.
We start in Chapter 6 with the case of nonlinear and static boundary feedback,
starting from an impedance passive port-Hamiltonian system. That said, we will
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employ the results of Section 2.2 on nonlinear m-dissipative operators and prove
the nonlinear generation theorem in Section 6.1. Similar to the static scenario we
begin with the port-Hamiltonian systems (1.1) of order N = 1 and find that in that
case two methods – the Lyapunov technique and the final observability estimate
– are applicable for a uniform exponential stability result, see Section 6.2. Then
in Section 6.3 and Section 6.4 we apply this Lyapunov method to systems of or-
der N = 2 and with the special Euler-Bernoulli beam structure. For a constant
Hamiltonian density matrix H we can more or less generalise the results from the
linear case to the nonlinear situation, however, for H with spatial dependence we
need smallness conditions on the (weak) derivative H′ (compared to H). Again we
devote a section, here Section 6.5 to some examples for the general theory, based
on the beam models of Section 3.1.
In Chapter 7 we combine the two generalisation approaches of the previous chapters
and consider the feedback interconnection of a port-Hamiltonian PDE (1.1) with a
dynamic controller which now may be nonlinear. We first give the generation the-
orem in this scenario, see Section 7.1, and afterwards explore some asymptotic and
uniform exponential stability results in Section 7.3. Similar to the linear scenario,
the results for static nonlinear feedback may be used also to cover the dynamic
nonlinear case. We also include some examples to illustrate the abstract theory.
Afterwards, in Section 7.2 we follow a different approach then in the previous sec-
tions and instead of looking for m-dissipative maps (in the nonlinear sense) look for
systems which also have decaying energy, but which are not necessarily related to
a strongly continuous contraction semigroup because there may be solutions which
for themselves decay in energy, but for which the distance between the two may be
non-decreasing, e.g. if one of them decays much faster to zero. On the other hand we
will need more restrictions on the port-Hamiltonian system and we therefore shall
assume that it is well-posed (in the systems theoretic sense) to obtain a well-posed
(in the PDE sense) interconnection system.
In the concluding Chapter 8 we collect some further results, which may be closely
related to the topics treated before, but not quite the same. In particular, we have
a look on the interconnection of several port-Hamiltonian systems, see Section 8.1,
remark that the uniform exponential stability proof of [Vi+09] also works for time-
variant H(t), provided existence of a solution, see Section 8.2. In Section 8.3 we
collect some results taken from the article [AuJaLa15] for port-Hamiltonian system
which have an additional structural damping, e.g. the wave equation, leading to a
holomorphic C0-semigroup, or more general in the non-autonomous case to maximal
Lp-regularity.
Chapter 2
Some Background on
Functional Analysis,
Evolution Equations and
Systems Theory
Preparing for the main part of this thesis, we first recall some well-known notions
and results on the following topics. Meanwhile we also fix some notation we use
throughout the thesis. The prerequisites include the following. We start with
Section 2.1 on Functional Analysis and Partial Differential Equations (PDE), as we
later on investigate a special class of PDE with operator theoretical methods which
heavily rely on both the theory of Functional Analysis and of Partial Differential
Equations. Then we recall some results on some more specific topics, namely the
theory of evolutionary equations and systems theory, each in a separate subsection.
Within the context of evolution equations we introduce the quite natural concept
of a strongly continuous semigroup and its generator and repeat some of the most
important results which characterise generators of such semigroups (Section 2.2).
Then in Section 2.3 we recall some notions from systems theory and in particular
introduce the concept of a Boundary Control and Observation System (BCOS),
since the class of PDE under consideration in this thesis will be interpreted as
BCOS and boundary conditions as feedback laws for the corresponding input and
output maps.
2.1 Background on Functional Analysis and Par-
tial Differential Equations
We will need some background knowledge on Functional Analysis as well as on
Partial Differential Equations (PDE) later on. In this section we repeat some def-
initions and basic results and also use this for fixing some notation we use in this
thesis.
First of all, all Banach spaces or Hilbert spaces in this thesis are taken over the field
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F = R, the real numbers, or F = C, the complex numbers. With N = {1, 2, . . .} we
denote the natural numbers, starting from 1, i.e. 0 6∈ N. On the other hand, if we
want to include 0 we write N0 := N∪{0} instead. The most common Banach spaces
are the finite dimensional spacesX = Fd and the Lp-spaces Lp(Ω), see below. Unless
stated otherwise we always equip Fd := {x = (x1, . . . , xd) : xj ∈ F (j = 1, . . . , d)}
with the Euclidean norm
|z| :=
√√√√ d∑
j=1
|zj |2, z ∈ Fd
and write the standard inner product as
〈z1, z2〉Fd = z∗1z2 =
d∑
j=1
z1,jz2,j , z1, z2 ∈ Fd (2.1)
where z∗1 denotes the transposed complex conjugate of z1 ∈ Fd and throughout,
i.e. also for other Hilbert spaces, we take inner products in such a way that they
are linear in the second component and anti-linear (linear if F = R) in the first
component.
If X and Y are (real or complex) Banach spaces B(X,Y ) denotes the Banach space
of all the linear and bounded operators B : X → Y . For X = Y we simply write
B(X) := B(X,X). A special role play the dual space X ′ := B(X,F) of a Banach
space and the bidual X ′′ = (X ′)′.
More generally, usually A : D(A) ⊂ X → Y denotes a linear (not necessarily
bounded) operator from a linear subspace D(A) of X (the domain of A) to Y and
for the case X = Y we define the resolvent set ρ(A) as
ρ(A) := {λ ∈ C : λI −A : D(A)→ X is bijective}
and as σ(A) := C\ρ(A) the spectrum of A. (In the real case these and the following
notions are defined via complexification of the spaces and operators and then the
definitions for the complexified operators.) For any λ ∈ ρ(A) the operator
R(λ,A) := (λI −A)−1 : X → D(A)
is called the resolvent operator . Further we denote by
σp(A) := {λ ∈ C : ∃x ∈ D(A), x 6= 0, Ax = λx}
σr(A) := {λ ∈ C : (λI −A)D(A) not dense}
σap(A) := {λ ∈ C : ∃(xn)n≥1 ⊂ D(A), ‖xn‖ = 1, Axn − λxn → 0}
the point spectrum, the residual spectrum and the approximate point spectrum,
respectively. If X is a Hilbert space and A : D(A) ⊆ X → X a densely defined
linear operator we define its Hilbert space adjoint as
D(A′) = {x ∈ X : ∃yx ∈ X,∀z ∈ D(A) : 〈Az, x〉X = 〈z, yx〉X}
A′x := yx
see Definition V.5.1 in [We11].
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The Lebesgue space Lp(Ω) := Lp(Ω;F) (p ∈ [1,∞)) (where Ω ⊆ Rn is an open
subset of Rn) consists of all Lp-integrable functions, i.e. all measurable functions
f : Ω→ F for which the integral ∫
Ω
|f(ζ)|p dζ <∞
with respect to the Lebesgue measure is finite. More precisely, Lp(Ω) is the family of
all equivalence classes of Lp-integrable functions where two functions are said to be
equivalent if they coincide on Ω\N where N ⊆ Ω is a set of Lebesgue measure zero.
In the following we will not distinguish between a function f and its equivalence
class, following a convenient, sloppy, but very common convention.
Similarly for the case p = ∞ we denote by L∞(Ω) = L∞(Ω;F) the (equivalence
classes of) essentially bounded functions, i.e. (the equivalence classes of) those mea-
surable f : Ω→ F such that
‖f‖L∞ := ess sup
ζ∈Ω
|f(ζ)| <∞.
For the case that Ω = (a, b) ⊆ R is an open interval we write Lp(a, b) := Lp(Ω).
By C(Ω) and C(Ω) we denote the space of continuous scalar functions on Ω and Ω,
respectively, where the latter is a Banach space when equipped with the supremum-
norm ‖·‖C = ‖·‖C(Ω) = ‖·‖L∞ and accordingly by Ck(Ω) and Ck(Ω) (k ∈ N0∪{∞})
the functions f for which all the derivatives
Dαf :=
∂|α|
∂xα11 · · · ∂xαnd
f, |α| :=
n∑
i=1
αi ≤ k
exist and lie in C(Ω) and C(Ω), respectively. For every k ∈ N0 the space Ck(Ω) is
a Banach space for the norm
‖f‖Ck := max{‖Dαf‖C : |α| ≤ k}, f ∈ Ck(Ω).
Then Cc(Ω) is the space of continuous functions with compact support
supp f := {z ∈ Ω : f(ζ) 6= 0} (2.2)
and Ckc (Ω) := Cc(Ω) ∩ Ck(Ω). Moreover, we need the Sobolev spaces W kp (Ω) (k ∈
N, p ∈ [1,∞]) which are defined as follows.
Definition 2.1.1. Let an open set Ω ⊆ Rd and a number p ∈ [1,∞] be given. We
then define
W 0p (Ω) := Lp(Ω)
and iteratively for k ∈ N
W kp (Ω) := {f ∈W k−1p (Ω) : ∀α ∈ Nd, |α| ≤ k : ∃gα =: ∂αf, ∀φ ∈ C∞c (Ω) :∫
Ω
f(ζ)(Dαφ)(ζ)dζ = (−1)|α|
∫
Ω
gα(ζ)φ(ζ)dζ} (2.3)
equipped with the norm
‖f‖Wkp :=

(∑
|α|≤k ‖∂αf‖pLp
)1/p
, p ∈ [1,∞),
ess sup|α|≤k ‖∂αf‖L∞ , p =∞.
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All the Sobolev spaces W kp (Ω) are Banach spaces, see Theorem 3.2 in [Ad75], in
particular for k ∈ N0 the spaces Hk(Ω) := W k2 (Ω) are Hilbert spaces for the inner
product
〈f, g〉Hk :=
∑
|α|≤k
∫
Ω
〈∂αf(ζ), ∂αg(ζ)〉Fdζ, f, g ∈ Hk(Ω).
We list a series of well-known results on Lebesgue spaces Lp(Ω) and Sobolev spaces
W pk (Ω). We start with Ho¨lder’s Inequality on products of two functions lying in
appropriate Lebesgue spaces.
Theorem 2.1.2 (Ho¨lder’s Inequality). Let p, p′ ∈ [1,∞] be such that 1p + 1p′ = 1
(where we use the convention that 1∞ := 0). Then for all f ∈ Lp(Ω) and g ∈ Lp′(Ω)
we have that fg ∈ L1(Ω) and
‖fg‖L1 ≤ ‖f‖Lp ‖g‖Lp′ .
Proof. See Theorem 2.3 in [Ad75] for the case where p, p′ ∈ (1,∞) and note that
the inequality also holds if p =∞ or p′ =∞, see 2.2 in [Ad75].
With Ho¨lder’s Inequality the following embedding theorem follows quite easily.
Corollary 2.1.3. Assume that Ω has finite measure, i.e. 1 ∈ L1(Ω). Then for
1 ≤ p ≤ q ≤ +∞ the embeddings
L∞(Ω) ↪→ Lq(Ω) ↪→ Lp(Ω) ↪→ L1(Ω)
are continuous and for f ∈ L∞(Ω) one has
‖f‖L∞ = limp→∞ ‖f‖Lp .
Proof. See Theorem 2.8 in [Ad75] where also the embedding constants have been
computed explicitly.
Another important result is the following approximation result which says that
any Lp(Ω)-function (p ∈ [1,∞)) can be approximated by a smooth function with
compact support.
Theorem 2.1.4. The set of smooth functions with compact support
C∞c (Ω) = {f ∈ C∞(Ω) : supp f ⊂ Ω is compact}
is dense in Lp(Ω) for every p ∈ [1,∞).
Proof. See Theorem 2.19 in [Ad75].
Lemma 2.1.5 (Fundamental Lemma of Calculus of Variations). Let Ω ⊂ Rn be an
open set and let
f ∈ L1,loc(Ω) := {g : Ω→ F : g|U ∈ L1(U) for every bounded open U ⊆ Ω}
be such that for all φ ∈ C∞c (Ω) ∫
Ω
f(s)φ(s)ds = 0.
Then f = 0 a.e. on Ω.
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Proof. See Lemma 3.26 in [Ad75].
Lemma 2.1.6 (Fundamental Lemma of Calculus of Variations for Positive Test
Functions). Let Ω ⊂ Rn be an open set and let f ∈ L1,loc(Ω;R) be such that for all
φ ∈ C∞c (Ω) with φ ≥ 0 the integral∫
Ω
f(s)φ(s)ds = 0
vanishes. Then f = 0 a.e. on Ω.
Proof. By the fundamental lemma of calculus of variations we only have to show
that ∫
Ω
f(s)φ(s)ds = 0, for all φ ∈ C∞c (Ω).
This can be done as follows. Take any φ ∈ C∞c (Ω) which therefore is bounded, so
that we find ψ ∈ C∞c (Ω) such that ψ + φ ≥ 0 and ψ − φ ≥ 0 both are positive
functions in C∞c (Ω). By assumptions the integrals∫
Ω
f(s)(ψ + φ)(s)ds = 0∫
Ω
f(s)(ψ − φ)(s)ds = 0
vanish and subtracting these equations also∫
Ω
f(s)φ(s)ds. = 0
Since φ ∈ C∞c (Ω) has been arbitrary this holds for every φ ∈ C∞c (Ω) and the
assertion follows from the Fundamental Lemma of Calculus of Variations 2.1.5.
Very often we also consider Fd-valued spaces, e.g. Lp(Ω;Fd), the Fd-valued Lp-
spaces, which may be expressed as
Lp(Ω;Fd) := {f = (f1, . . . , fd) : Ω→ Fd, fj ∈ Lp(Ω;F)}
and for which the standard norm is denoted by ‖·‖Lp as well, defined as
‖f‖Lp :=
(∫
Ω
|f(ζ)|p dζ
)1/p
, f ∈ Lp(Ω;Fd).
For the Hilbert space case p = 2 this norm is inherited from the standard inner
product 〈·, ·〉L2 given by
〈f, g〉L2 =
∫
Ω
〈f(ζ), g(ζ)〉Fddζ, f, g ∈ L2(Ω;Fd).
More generally, all the spaces considered so far can be easily generalised to the Fd-
valued case, i.e. W pk (Ω;Fd), Ck(Ω;Fd), Ckc (Ω;Fd) etc. Also most of the preceding
results easily generalise to an Fd-valued version. However, more involved is the
case of more general Banach spaces E as range space, e.g. Lp(Ω;E) or W
p
k (Ω;E),
because in this case the Lebesgue integral has to be replaced by a Bochner integral.
For details on these Bochner Lp-spaces we refer to Appendix C in [EnNa00].
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Lemma 2.1.7. Let Ω ⊆ Rm be open and M : Ω → Fd×d be a measurable and
essentially bounded function such that M(ζ) = M(ζ)∗ is symmetric for a.e. ζ ∈
(0, 1). Then
1. M(ω) is positive semi-definite for a.e. ω ∈ Ω if and only if
for all f ∈ L2(Ω;Fd) : 〈f,Mf〉L2 ≥ 0.
2. M(ω) = 0 equals the zero matrix for a.e. ω ∈ Ω if and only if
for all f ∈ L2(Ω;Fd) : 〈f,Mf〉L2 = 0.
Proof. First assume that there is a set of positive measure where M(ω) is not
positive semidefinite. Hence, λ(Ω) > 0 for the by continuity of the inner product
and measurability of M measurable set
Ω =
{
ζ ∈ (0, 1) : ∃z ∈ FNd : 〈M(ζ)z, z〉FNd < 0
}
.
Note that
Ω =
⋃
ε>0
Ωε = lim
ε↘0
Ωε
for the measurable sets
Ωε =
{
ζ ∈ (0, 1) : ∃z ∈ FNd : 〈M(ζ)z, z〉FNd < −ε |z|2
}
=
{
ζ ∈ (0, 1) : ∃z ∈ FNdQ : 〈M(ζ)z, z〉FNd < −ε |z|2
}
where we write
RQ = Q and CQ = Q+ iQ
and for the second line used that Q is dense in R. Since the sets Ωε are ordered,
there is ε > 0 such that λ(Ωε) > 0. For z ∈ FNd we now write
Ωzε :=
{
ζ ∈ (0, 1) : 〈M(ζ)z, z〉 < −ε |z|2
}
(measurable) and observe that
Ωε =
⋃
z∈FNdQ
Ωzε.
Since FNdQ is countable, λ(Ωzε) > 0 for some z ∈ FNdQ and so for f := 1Ωzεz ∈
L2(0, 1;Fd) we find that
〈Mf, f〉L2 =
∫
Zzε
〈M(ζ)z, z〉 ≤ −λ(Ωzε)ε < 0.
Hence, for 〈f,Mf〉 ≥ 0 (∀f ∈ L2(0, 1;Fd)) it is necessary (and clearly also sufficient)
that M(ω) is positive semidefinite for a.e. ω ∈ Ω. The second part easily follows
from the first one since a matrix equals the zero matrix if and only if it is both
positive and negative semidefinite.
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Theorem 2.1.8 (Rellich-Kondrachov). Let Ω ⊆ Rn be a bounded domain, j ∈ N0
and m ∈ N integers and let p ∈ [1,∞]. If Ω satisfies the strong local Lipschitz
property, see 4.5 in [Ad75], then the following embeddings are compact.
W j+mp (Ω) ↪→ Cj(Ω),
W j+mp (Ω) ↪→W jp (Ω).
Proof. See Theorem 6.2 in [Ad75]
Remark 2.1.9. In particular, the embeddings Hk(0, 1) ↪→ L2(0, 1) are compact for
every k ∈ N.
Another lemma we will use is the following one-dimensional version of the famous
Gagliardo-Nirenberg inequality.
Lemma 2.1.10. Let (a, b) ⊂ R any interval, p ∈ [1,∞), N ∈ N and ε > 0
be given. Then there is a constant K = K(ε0, N, p, b − a) such that for every
ε ∈ (0, ε0], j ∈ {0, 1, . . . , N − 1} and f ∈WNp (a, b) one has∥∥∥∥ ∂j∂ζj f
∥∥∥∥
Lp(a,b)
≤ Kε
∥∥∥∥ ∂N∂ζN f
∥∥∥∥
Lp(a,b)
+Kε−j/(N−j) ‖f‖Lp(a,b) .
Proof. This is a special version of the general Gagliardo-Nirenberg Theorem 4.14
in [Ad75] and in the one-dimensional special case follows from Lemma 4.10 and
Lemma 4.12 in [Ad75].
Remark 2.1.11. The Sobolev space W k∞(0, 1) (k ∈ N) can be characterised as
W k∞(0, 1) = {f ∈ Ck−1[0, 1] : f (k−1) is Lipschitz continuous }.
In particular
W 1∞(0, 1) = Lip(0, 1) = {f : [0, 1]→ F : f Lipschitz-continuous}.
Proof. See Proposition 8.4 in [Br11].
Proposition 2.1.12 (Strict Contraction Principle). Let F : X → X be a map on
a complete metric space (X, d) and assume that F is uniformly strictly contractive,
i.e. there is ρ ∈ (0, 1) such that
d(F (x), F (x˜)) ≤ ρd(x, x˜), x, x˜ ∈ X.
Then F has a unique fixed point x0 = F (x0).
Proof. See Theorem III.2.2 in [We06] for a slightly more general version.
Proposition 2.1.13. Let P ∈ B(X) be a coercive operator on a Hilbert space X and
n ∈ N be a natural number. Then there is a coercive operator Q =: P 1/n ∈ B(X)
such that
P = Qn, ‖P‖ = ‖Q‖n .
In particular, for every given ρ > 0 there is a number m ∈ N such that∥∥∥I − P 1/m∥∥∥ < ρ.
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Proof. For the existence of operator P 1/n ∈ B(X), see Korollar VII.1.16 in [We11].
Since P 1/n ∈ B(X) is coercive, we also have
‖P‖ =
∥∥∥(P 1/n)n∥∥∥ = ∥∥∥P 1/n∥∥∥n
so that
∥∥P 1/n∥∥ n→∞−−−−→ 1. Then we calculate that∥∥∥I − P 1/n∥∥∥2 = sup
‖x‖=1
∥∥∥(I − P 1/n)x∥∥∥
= sup
‖x‖=1
(
‖x‖2 +
∥∥∥P 1/nx∥∥∥2 − 2 ∥∥∥P 1/2nx∥∥∥2)
n→∞−−−−→ 0
and hence I − P 1/n → 0 in B(X) as n→∞.
Besides the usual Sobolev spaces W kp (Ω) we also encounter the Bessel potential
spaces Hsp(Ω) from time to time, where
Hsp(Ω) =
[
W bscp (Ω),W
bsc+1
p (Ω)
]
s−bsc
is a complex interpolation space of Sobolev spaces, cf. [Am95], with bsc = sup{n ∈
N0 : n ≤ s} denoting the floor function.
Theorem 2.1.14 (Embedding Theorem for Hsp). Let E be a Banach space of class
HT (that is, a UMD space, see Section 4.4 in [Am95]), k ∈ N and Ω ⊆ Rd be
an open subset with the k-th extension property. Further let α, r ≤ s ∈ [0, k],
p, q ∈ [1,∞). Then the following embeddings are continuous
if s− d
p
≥ r − d
q
then Hsp(Ω;E) ↪→ Hrq (Ω;E),
if s− d
p
> α then Hsp(Ω;E) ↪→ Cα(Ω¯;E).
Remark 2.1.15. Recall that an open set Ω ⊂ Rd is said to have the k-th extension
property if there exists a bounded linear operator E ∈ B(Hk(Ω);Hk(Rd)) such that
Ef |Ω = f for any f ∈ Hk(Ω). Note that open sets Ω with Ck-boundary have the
k-th extension property, see Theorem 4.26 in [?]. In particular, the theorem holds
for d = 1 and Ω = (a, b) any open interval and E = Fn finite dimensional.
Proof. For the case Ω = Rd and the first embedding see, e.g., Corollary 1.4
in [MeVe12]. For general Ω the result follows by the extension property and the
characterisation of Bessel-potential spaces as complex interpolation spaces. For the
second embedding, see, e.g. Proposition 2.10 in [MeSc12]. Also the general case
seems to be well-known.
Proposition 2.1.16 (Poincare´-Friedrichs inequality). Let k ∈ N0 and Ω ⊂ Rd be
any bounded open set with the k-th extension property and define
Hk0 (Ω) := C
∞
c (Ω)
‖·‖
Hk .
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Then there exists a constant c = c(Ω) > 0 such that
‖f‖Hk ≤ c
∑
|α|=k
‖Dαf‖L2 , f ∈ Hk0 (Ω).
Moreover, if d = 1 and Ω = (a, b) is an interval of finite length, then also for
Hk0 (a, b] := {f ∈ Hk(a, b) : f(a) = . . . = f (k−1)(a) = 0},
there exists c = c(a, b) > 0 with
‖f‖Hk ≤ c
∥∥∥f (k)∥∥∥
L2
, f ∈ Hk0 (a, b].
Proof. We restrict ourselves to the case k = 1 and remark that for k > 1 one may
proceed by induction. The first statement is the most well-known version of the
Poincare´-Friedrichs inequality, thus we omit the proof here and only focus on the
second statement. Since D := C∞c (a, b] is dense in H
k
0 (a, b] we only need to consider
functions f ∈ D. For any such f we have
‖f‖2L2 =
∫ b
a
|f(ζ)|2 dζ =
∫ b
a
∣∣∣∣∣
∫ ζ
a
f ′(ξ)dξ
∣∣∣∣∣
2
dζ
≤
∫ b
a
(∫ ζ
a
|f ′(ξ)| dξ
)2
dζ ≤
∫ b
a
∫ ζ
a
12dξ
∫ ζ
a
|f ′(ξ)|2 dξdζ
≤
∫ b
a
(ζ − a)dζ ‖f ′‖2L2 =
(b− a)2
2
‖f ′‖2L2 .
Now the result follows by approximation.
As a consequence we find an equivalent norm on Hk0 (a, b] for any bounded interval
(a, b).
Corollary 2.1.17. Let k ∈ N and (a, b) any open and bounded interval. Then
‖f‖2∗ :=
k−1∑
l=0
∣∣∣f (l)(a)∣∣∣2 + ∥∥∥f (k)∥∥∥2
L2(a,b)
, f ∈ Hk(a, b)
defines a norm equivalent to the usual norm on Hk(a, b).
Proof. By the continuous embedding Hk(a, b) ↪→ Ck−1[a, b] of Theorem 2.1.14 we
have the estimate
‖f‖2∗ . ‖f‖2Ck−1 +
∥∥∥f (k−1)∥∥∥2
L2
. ‖f‖2Hk .
Moreover, the function
gf (ζ) := f(ζ)−
k−1∑
l=0
(ζ − a)l
l!
f (l)(a), ζ ∈ [a, b],
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lies in Hk0 (a, b] with g
(k)
f = f
(k), so that by the Poincare´-Friedrichs estimate we
deduce for l = 0, 1, . . . , k − 1 that∥∥∥f (l)∥∥∥2
L2
≤
∥∥∥g(l)f ∥∥∥2
L2
+
∥∥∥∥∥
k−1∑
m=l
l!(ζ − a)m−l
m!
f (m−l)(a)
∥∥∥∥∥
2
L2
.
∥∥∥g(k)f ∥∥∥2
L2
+
k−1∑
m=l
∣∣∣f (m−l)(a)∣∣∣2 ≤ ‖f‖2∗ , f ∈ Hk(a, b),
which implies the assertion.
Remark 2.1.18. Here we used the notation f . g if there is a fixed constant c > 0
such that f ≤ cg and which does not depend on the particular functions f and g.
Moreover, we write f ' g if both f . g and g . f .
Lemma 2.1.19. Let 0 ≤ k < N ∈ N0 and θ ∈ (0, 1) such that η := θN ∈
(k + 12 , k + 1). Then there exist a constant cθ > 0 such that for all f ∈ HN (0, 1)
‖f‖Ck ≤ cθ ‖f‖1−θL2 ‖f‖
θ
HN .
Further for σ := kN there exists a constant cσ > 0 such that for all f ∈ HN (0, 1)
‖f‖Hk ≤ cσ ‖f‖1−σL2 ‖f‖
σ
HN .
Proof. Let p ∈ (1,∞) such that η− 12 > k+1− 1p > k. Then by the Sobolev-Morrey
Embedding Theorem 2.1.14
W k+1p (0, 1) ↪→ Ck[0, 1]
is continuously embedded. Further, using the notation of [Tr83], we have by the
theorems of Subsections 3.3.1 and 3.3.6 in [Tr83] that
W k+1p (0, 1) = F
k+1
p,2 (0, 1) ↪→ F η2,2(0, 1)
=
(
F 02,2(0, 1), F
N
2,2(0, 1)
)
θ,2
=
(
L2(0, 1), H
N (0, 1)
)
θ,2
and the first of the assertions follows from the interpolation inequality. The second
assertion is a spacial case of the Gagliardo-Nirenberg inequality. In the language
and with the theory of [Tr83] it results from
Hk(0, 1) = F k2,2(0, 1) =
(
F 02,2(0, 1), F
N
2,2(0, 1)
)
σ,2
=
(
L2(0, 1), H
N (0, 1)
)
σ,2
.
2.2 Background on Evolution Equations
Within this section we recall some background on evolution equations and the theory
of strongly continuous semigroups. As a starting point we take the abstract Cauchy
problem (ACP) {
d
dtx(t) = Ax(t), t ≥ 0
x(0) = x0
(2.4)
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on a Banach space X where A : D(A) ⊆ X → X denotes a closed linear operator
on X which determines the evolution of the state space variable x(t) ∈ X. Our plan
is as follows.
1. We begin by defining what we understand to be a solution of the evolution
equation (2.4). In particular, we introduce the concept of classical solutions
and the more general concept of mild solutions.
2. Then we recall criterions ensuring, or even characterising, the existence of
unique solutions for the problem (2.4), given a suitable initial value x0 ∈
X. These considerations lead naturally to the concept of strongly continuous
semigroups (of linear operators) which determine the time evolution of the
state x(t) for any arbitrary initial value x0 ∈ X. In particular, we recall the
famous Hille-Yosida Theorem and the easier applicable, but more restrictive
Lumer-Phillips Theorem where the latter will turn out to be very useful later
on.
3. After that we focus on the asymptotic properties of solutions x of the ACP
(2.4), provided they exist. We recall different stability concepts and some re-
sults which connect properties of the generator A in (2.4) and stability prop-
erties of the corresponding semigroups, i.e. the solutions of (2.4). Namely we
recall the Arend-Batty-Lyubich-Vu˜ Theorem (on asymtotic stability) and the
Gearhart-Greiner-Pru¨ss-Huang Theorem (on uniform exponential stability).
4. Finally we also consider some known results for the situation where the linear
operator A is replaced by a nonlinear and possibly multi-valued map A :
D(A) ⊆ X ⇒ X, so that the adjusted evolution equation takes the form{
d
dtx(t) ∈ A(x(t)), t ≥ 0
x(0) = x0.
(2.5)
Also for this case we recall solution concepts and a theorem ensuring exis-
tence of a unique solution, namely the Komura-Kato Theorem. Similarly the
concept of a strongly continuous semigroup of linear operators is generalised
to the notion of a nonlinear strongly continuous semigroup.
Let us proceed by coming back to the abstract Cauchy problem (2.4). As noted
before A : D(A) ⊆ X → X is assumed to be a linear operator on a Banach space
X. (In fact, within this thesis X usually denotes a Hilbert space.) We consider the
slightly more general inhomogeneous evolution equation{
d
dtx(t) = Ax(t) + f(t), t ≥ 0
x(0) = x0
(2.6)
where f : R+ → X is a measurable function. For a function x : R+ → X to satisfy
equation (2.6) pointwise, x should lie in C1(R+;X) and x(t) ∈ D(A) should lie in the
domain of the linear operator A for every t ≥ 0. In that case, formally integrating
equation (2.6) over s ∈ [0, t] for some t ≥ 0 we get the integral formulation
x(t) = x0 +A
∫ t
0
x(s)ds+
∫ t
0
f(s)ds
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provided that time-integration and the operator A may be interchanged. This leads
to two notion of solutions as in the following definition (cf. Definitions II.6.1 and
II.6.3 in [EnNa00]).
Definition 2.2.1. Let f ∈ L1,loc(R+;X), x0 ∈ X and x ∈ C(R+;X).
1. The function x is called a mild solution of the evolution equation (2.6) if the
value of the integral
∫ t
0
x(s)ds lies in the domain D(A) of the linear operator
A and
x(t) = x0 +A
∫ t
0
x(s)ds+
∫ t
0
f(s)ds, t ≥ 0.
2. Assume that f ∈ C(R+;X). The function x is called classical solution if
x ∈ C1(R+;X) ∩ C(R+;D(A)) such that{
d
dtx(t) = Ax(t) + f(t), t ≥ 0
x(0) = x0.
(2.7)
We will recall and re-interpret these solution concepts after introducing the terms
well-posedness (cf. Definition II.6.8 in [EnNa00]) and strongly continuous contrac-
tion semigroups.
Definition 2.2.2. Consider the abstract Cauchy problem (2.4). It is called well-
posed if D(A) ⊆ X is dense in X, for every x0 ∈ D(A) there is a unique classical
solution x = x(·;x0) ∈ C1(R+;X) ∩ C(R+;D(A)) and the solution depends con-
tinuously on the initial value x0, i.e. for all τ > 0 and ε > 0 there is δ > 0 such
that
sup
t∈[0,τ ]
‖x(t;x0)− x(t; x˜0)‖X < ε, t ∈ [0, τ ], x˜0 ∈ Bδ(x0) ∩D(A).
Next we introduce the concept of a strongly continuous semigroup. As a motiva-
tion assume that the abstract Cauchy problem (2.4) is well-posed. Then for every
x0 ∈ D(A) there exists a unique solution x(·;x0) ∈ C1(R+;X) ∩ C(R+;D(A)) and
therefore for every fixed t ≥ 0 the map
T (t)x0 := x(t;x0) ∈ D(A), x0 ∈ D(A)
is well-defined and has the following properties.
1. T (0)x0 = x(0;x0) = x0 for all x0 ∈ D(A), i.e. T (0) is the identity map on
D(A).
2. For every given s ≥ 0 and x0 ∈ D(A) the function
xs(t) :=
{
x(t;x0), t < s
x(t− s;x(s;x0)), t ≥ s
is a classical solution of (2.4) for the initial value x0 and by uniqueness of
classical solutions coincides with x(·;x0), i.e. x(t;x0) = x(t − s;x(s;x0)) for
all 0 ≤ s ≤ t and x0 ∈ D(A), so that
T (t) = T (t− s)T (s), 0 ≤ s ≤ t.
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3. For all x0 ∈ D(A) the function T (·)x0 = x(·;x0) lies in the intersection of
C1(R+;X) and C(R+;D(A)), and
4. supt∈[0,τ ] ‖T (t)x0‖ = supt∈[0,τ ] ‖x(t;x0)− x(t; 0)‖ → 0 as x0 → 0 in ‖·‖X .
Together these properties imply that T (·) : D(A)→ D(A) has a unique continuation
to a strongly continuous semigroup (see Definition II.5.1 in [EnNa00]).
Definition 2.2.3 (C0-semigroup). A family (T (t))t≥0 ⊆ B(X) of bounded linear
operators on a Banach space X is called strongly continuous semigroup, or C0-
semigroup (of bounded linear operators), if it has the following properties
1. semigroup property: T (0) = I is the identity map on X and
T (t+ s) = T (t)T (s), s, t ≥ 0.
2. strong continuity: For every x0 ∈ X, the map T (·)x ∈ C(R+;X) is continu-
ous.
In that case
Ax := lim
t→0
T (t)x− x
t
D(A) := {x ∈ X : lim
t→0
T (t)x− x
t
∈ X exists}
is called the generator of the C0-semigroup (T (t))t≥0. Moreover, a C0-semigroup
(T (t))t≥0 is called bounded if
‖T (t)‖ ≤M, t ≥ 0
for some constant M ≥ 1 and contractive if the choice M = 1 is admissible.
The infimum of those ω such that there is such a constant Mω ≥ 1 is called the
growth bound ω0(T (·)) of the C0-semigroup,
ω0(T (·)) := inf{ω ∈ R : ∃Mω ≥ 1 such that ‖T (t)‖ ≤Mωeωt (t ≥ 0)}.
Remark 2.2.4. Note that every C0-semigroup ‖T (t)‖ ≤ Meωt is the exponential
bounded in the following sense: There are constants M ≥ 1 and ω ∈ R such that
‖T (t)‖ ≤Meωt, t ≥ 0.
In particular, the infimum of these ω exists in [−∞,+∞).
Proof. This result is based on the Principle of Uniform Boundedness, see Propo-
sition I.5.5 in [EnNa00].
Above we have seen that the solutions of a well-posed ACP naturally define a
C0-semigroup on the Banach space X, but in fact this actually characterises the
generators of a C0-semigroup.
Theorem 2.2.5. For the abstract Cauchy problem (2.4) and the closed linear op-
erator A : D(A) ⊆ X → X the following are equivalent.
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1. The abstract Cauchy problem (2.4) is well-posed.
2. The operator A generates a C0-semigroup on X.
3. The abstract Cauchy problem has a unique classical solution for every initial
value x0 ∈ D(A) and the resolvent set ρ(A) is not empty.
4. The abstract Cauchy problem has a unique classical solution for every initial
value x0 ∈ D(A) and there is a sequence (λn) ⊆ R converging to +∞ such
that all operators λnI −A are surjective.
Proof. This is Theorem II.6.7 in [EnNa00].
Hence, the question of whether the abstract Cauchy problem (2.4) is well-posed can
be equivalently rephrased as: Does A generate a C0-semigroup?
For more background on the following we refer to Section II.3 in [EnNa00], from
where we cite the following generation results. In fact, the question of characterising
the C0-semigroup generators has been solved around 1950, first by Hille and Yosida
(1948) for the contractive case, and then by Feller, Miyadera, Phillips (1952) for
the general case. Still, today also the general generation theorem due to Feller,
Miyadera and Phillips is mainly known as Hille-Yosida Theorem. It states the
following.
Theorem 2.2.6 (Hille-Yosida Theorem (General Version due to Feller, Miyadera,
Phillips)). Let A : D(A) ⊆ X → X be a linear operator and M ≥ 1 and ω ∈ R be
constants. Then the following are equivalent.
1. A generates a C0-semigroup (T (t))t≥0 with
‖T (t)‖ ≤Meωt, t ≥ 0.
2. The operator A is closed and densely defined and every λ > ω lies in the
resolvent set and
‖[(λ− ω)R(λ,A)]n‖ ≤M, n ∈ N, λ > ω.
3. The operator A is closed and densely defined and for every λ ∈ C with Re λ >
ω one has λ ∈ ρ(A) and
‖R(λ,A)n‖ ≤ M
(Re λ− ω)n , n ∈ N, Re λ > ω.
Proof. This is Theorem II.3.8 in [EnNa00].
For contractive C0-semigroups the Lumer-Phillips Theorem provides a much easier
criterion to check whether a given operator A generates a contraction semigroup.
As we are mainly concerned with Hilbert spaces in this thesis, we do not give the
Banach space version here and from the start assume that A is closed, referring to
Theorem II.3.15 in [EnNa00] for its general version on Banach spaces.
Theorem 2.2.7 (Lumer, Phillips (1962)). Let A be a densely defined, closed linear
operator on a Hilbert space X. Then A generates a contractive C0-semigroup on X
if and only if A is m-dissipative, i.e. A is dissipative,
Re 〈Ax, x〉X ≤ 0, x ∈ D(A) (2.8)
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and the following range condition holds: λI − A : D(A) ⊆ X → X is surjective for
some (then: all) λ > 0.
Proof. See Theorem II.3.15 in [EnNa00] for a slightly more general version.
Remark 2.2.8. Closely related to the notion of a C0-semigroup, but slightly more
restrictive is the concept of a strongly continuous (s.c.) group of linear operators
(or, C0-group). Consider the abstract Cauchy problem on the whole of R,
d
dt
x(t) = Ax(t), t ∈ R
x(0) = x0 ∈ X
i.e. solving the abstract Cauchy problem not only forward in time, but backward
in time as well, hence the solutions not only live on R+, but on the real line R.
Well-posedness is defined analogously to well-posedness on R+ and the following
definition is similar as well. Actually, well-posedness of the problem is equivalent
to the existence of a C0-group.
Definition 2.2.9. A family (T (t))t∈R ⊆ B(X) of bounded linear operators on a
Banach space X is called a C0-group, if it has the following properties.
1. group property: T (0) = I is the identity map on X and
T (t+ s) = T (t)T (s), s, t ∈ R.
2. strong continuity: For every x0 ∈ X, the map T (·)x ∈ C(R;X) is continuous.
In that case
Ax := lim
t→0
T (t)x− x
t
D(A) := {x ∈ X : lim
t→0
T (t)x− x
t
∈ X exists}
is called the generator of the C0-group (T (t))t≥0. Moreover, a C0-group (T (t))t≥0
is called isometric if
‖T (t)x‖ = ‖x‖ , t ∈ R, x ∈ X
and unitary if each operator T (t) (t ∈ R) is unitary, i.e.
T (−t) = T (t)′, t ∈ R.
We then have
Theorem 2.2.10 (Stone). A closed linear operator A : D(A) ⊆ X → X generates
a unitary C0-group if and only if A = −A′ is skew-Hermitian, if and only if both A
and −A are dissipative.
In particular, the isometric C0-groups are exactly the unitary C0-groups.
Proof. For the proof of the first equivalence (Stone’s Theorem) see Theorem II.3.24
in [EnNa00]. There it is also shown that A = −A′ implies that A and −A are
dissipative, and then it is shown that this already implies that A generates a unitary
C0-group.
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After introducing characterisations of semigroup generators and hence well-posed
abstract Cauchy problems we proceed by introducing some terminology concerning
the long-time behaviour of the solutions of the semigroup. Here we are mainly
interested in the question whether the solutions tend to zero as t → +∞ and
how fast this occurs. We give the corresponding definitions in the framework of
C0-semigroups. Considering the one-to-one correspondence between C0-semigroups
and well-posed abstract Cauchy problems the conditions may be easily reformulated
in the context of the well-posed abstract Cauchy problem (2.4). There are several
stability concepts: (uniform) exponential stability, polynomial stability, asymptotic
(strong) stability or weak stability, to name just a few. The difference between
the stability concept is the topology on which convergence to zero is investigated,
e.g., in operator norm, the strong or only in the weak topology. For more general
stability concepts and the theory thereof we refer to [Ei10] and [Va96] whereas here
we mainly focus on (uniform) exponential stability and asymptotic (strong) stability
which are defined as follows.
Definition 2.2.11 (Stability Concepts). A C0-semigroup (T (t))t≥0 on a Banach
space X is called
• asymptotically (strongly) stable if for all x ∈ X
T (t)x
t→∞−−−→ 0,
• (uniformly) exponentially stable if there exist ω < 0 and M ≥ 1 such that
‖T (t)‖ ≤Meωt, t ≥ 0.
Remark 2.2.12. Let (T (t))t≥0 be a C0-semigroup on some Banach space X and
assume that ‖T (τ)‖ < 1 for some τ > 0. Then the C0-semigroup is uniformly
exponentially stable.
Proof. See Proposition V.1.7 in [EnNa00].
Remark 2.2.13. If ‖T (τ)‖ = ρ ∈ (0, 1) for some τ > 0, the constants (M,ω) ∈
[1,∞)× (−∞, 0) may be chosen as
ω =
ln ρ
τ
, M = e−ω.
A sufficient condition for asymptotic stability using spectral properties of the gen-
erator A has been given both by Arendt and Batty [ArBa88] and by Lyubich and
Vu˜ [LyPh88] who independently obtained the following result.
Theorem 2.2.14 (Asymptotic Stability). Let A generate a bounded C0-semigroup
(T (t))t≥0 on a Banach space X and assume that σr(A) ∩ iR = ∅. If σ(A) ∩ iR is
countable, then (T (t))t≥0 is asymptotically (strongly) stable.
Proof. See Stability Theorem 2.4 in [ArBa88] or the theorem in [LyPh88].
Remark 2.2.15. For reflexive Banach spaces X the assumption σr(A) ∩ iR = ∅
reduces to σp(A) ∩ iR = ∅.
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Proof. This is a special case of Corollary 2.6 in [ArBa88].
In the case that the generator A has compact resolvent, i.e. D(A) is relatively
compact in X this can even be stated as a characterisation of asymptotic stability
of the C0-semigroup by means of the spectrum of its generator.
Corollary 2.2.16. Let A have compact resolvent and generate a bounded C0-
semigroup (T (t))t≥0 on a Banach space X. Then the C0-semigroup (T (t))t≥0 is
asymptotically (strongly) stable if and only if
σp(A) ∩ iR = ∅.
Proof. For operators with compact resolvent the equality σ(A) = σp(A) holds true
which follows from the Fredholm alternative, see e.g. Satz VI.2.4 in [We06]. Now
the corollary follows from Theorem 2.2.14 and the fact that an operator A with
σp(A) ∩ iR 6= ∅ clearly cannot generate an asymptotically stable semigroup.
On the other hand it is not possible to characterise exponential stability merely by
the spectrum of the generator A (although there are some semigroups which have the
Spectral Bound Equals Growth Bound Property, e.g. analytic semigroups or, more
general, eventually norm continuous semigroups or semigroups with the Riesz basis
property, see, e.g. some results in Chapter 5 of [EnNa00]) and for Banach spaces the
characterisation of exponentially stable semigroup-generators is quite complicated.
However, in the Hilbert space case the characterisation is much easier, namely by
a spectral condition and uniform boundedness of the resolvent operators on the
right half plane. The result is initially due to Gearhart who considered only the
contraction case. The theorem has then be generalised (in several ways) by Huang
and Pru¨ss. Accordingly the theorem is often referred to as Gearhart’s Theorem or
Gearhart-Greiner-Pru¨ss Theorem or (especially in the systems theory community)
as Huang’s Theorem. For its formulation we introduce
F+ω := {z ∈ F : Re z > ω}, ω ∈ R
and later similarly write
F−ω := {z ∈ F : Re z < ω}, ω ∈ R.
Theorem 2.2.17 (Exponential Stability). Let A generate a C0-semigroup (T (t))t≥0
on a Hilbert space X. Then (T (t))t≥0 is uniformly exponentially stable if and only
if
s(A) := sup{Re λ : λ ∈ σ(A)} < 0 and sup
λ∈C+0
‖R(λ,A)‖ < +∞.
Proof. See, e.g. Theorem 4 and Corollary 5 in [Pr84].
For bounded semigroups this result reads as follows.
Corollary 2.2.18. Let A generate a bounded C0-semigroup (T (t))t≥0 on a Hilbert
space X. Then (T (t))t≥0 is uniformly exponentially stable if and only if
σ(A) ∩ iR = ∅ and sup
β∈R
‖R(iβ,A)‖ < +∞.
There also is a sequence criterion which proves quite convenient for differential
operators with dissipative boundary conditions.
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Corollary 2.2.19 (Sequence Criterion). Let A generate a bounded C0-semigroup
(T (t))t≥0 on a Hilbert space X. Then (T (t))t≥0 is uniformly exponentially stable if
and only if σ(A) ⊆ C−0 and the following sequence criterion holds: If (xn, βn)n≥1 ⊆
D(A)× R is a sequence such that
sup
n∈N
‖xn‖X < +∞,
|βn| n→∞−−−−→∞,
Axn − iβnxn n→∞−−−−→ 0,
then already xn
n→∞−−−−→ 0 tends to zero in X.
Proof. We show that the sequence criterion is equivalent to the uniform bounded-
ness of the resolvent operators on the imaginary axis. First assume that
sup
iR
‖R(·, A)‖ < +∞
and take any sequence (xn, βn) ⊆ D(A) × R where supn∈N ‖xn‖X < +∞ and
|βn| → ∞ and such that Axn − iβnxn → 0 as n→∞. Then we obtain
‖xn‖X ≤ sup
β∈R
‖R(iβ,A)‖ ‖(A− iβn)xn‖X n→∞−−−−→ 0.
On the other hand, if supiR ‖R(·, A)‖ = +∞, then there is a sequence (zn, βn)n≥1 ⊆
D(A)× R such that ‖zn‖X = 1 (n ∈ N) and |βn| n→∞−−−−→∞ with
‖R(iβn, A)zn‖ n→∞−−−−→ +∞.
Then we set xn :=
R(iβn,A)zn
‖R(iβn,A)zn‖ ∈ D(A) and observe that ‖xn‖X = 1 (n ∈ N), but
still
‖Axn − iβnxn‖ = ‖zn‖‖R(iβn, A)zn‖
n→∞−−−−→ 0,
so that the sequence criterion cannot hold true. The corollary follows from the
Gearhart-Greiner-Pru¨ss-Huang Theorem 2.2.17.
Let us finally leave the linear situation and consider the abstract Cauchy problem
(2.5) where the linear operator A : D(A) ⊆ X → X is replaced by a nonlinear
map A : D(A) ⊆ X ⇒ X as follows. We restrict ourselves to the contractive case
here since only dissipative nonlinear systems will be considered within this thesis.
More general results on nonlinear semigroups may be found in [Mi92]. Also we
restrict ourselves to the Hilbert space scenario where we state the nonlinear version
of the Lumer-Phillips Theorem 2.2.7, i.e. the Komura-Kato Theorem 2.2.29 below.
We start with the generalisation of the concept of dissipative (resp. monotone)
operators to the nonlinear scenario. For more details see, e.g. Chapter IV in [Sh97].
Definition 2.2.20. Let A : X → P(X) := {B ⊆ X} be a power set valued-map.
We denote by D(A) its domain
D(A) := {x ∈ X : A(x) 6= ∅}
and then also use the notation A : D(A) ⊆ X ⇒ X. In case that A(x) = {yx} is
single-valued for all x ∈ D(A) we call A an operator and write – analogously to the
linear situation –
Ax := yx, for the unique yx ∈ A(x).
Otherwise we say that A is multi-valued.
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We use the notation A + B for the sum of two maps A : D(A) ⊂ X ⇒ X and
B : D(B) ⊂ X ⇒ X which we define as follows
(A+B)(x) = {y1 + y2 ∈ X : y1 ∈ A(x), y2 ∈ B(x)}.
In particular, the domain of the sum D(A+B) = D(A) ∩D(B) is the intersection
of the domains of the maps and for the particular case where B : X → X is a
bounded linear operator (A+B)(x) = {y1 +Bx : y1 ∈ A(x)} for all x ∈ D(A+B).
Moreover, for any scalar α ∈ F we define the operator αA by
(αA)(x) := {αy ∈ X : y ∈ A(x)},
i.e. D(αA) = D(A). Note that for linear operators these definitions coincide with
the usual notation.
Definition 2.2.21. Let X be a Hilbert space and A : D(A) ⊆ X ⇒ X be a map
which may be nonlinear and/or multi-valued. We say that the map A is dissipative
(and −A monotone (or, accretive)), if for all x, x′ ∈ D(A) and y ∈ A(x), y′ ∈ A(x′)
one has
Re 〈y − y′, x− x′〉X ≤ 0.
If additionally for some λ > 0 (then: all λ > 0) the map A satisfies the range-
condition
{y ∈ X : ∃x ∈ D(A) : y ∈ (λI −A)(x)} =: ran (λI −A) = X
then A is called m-dissipative (and −A is called m-monotone (or, m-accretive)).
We call A : D(A) ⊂ X ⇒ X maximal dissipative, if it is dissipative and has no
proper dissipative extension, i.e. if B : D(B) ⊂ X ⇒ X with D(A) ⊂ D(B) and
A(x) ⊂ B(x) for all x ∈ D(A) is a dissipative extension, then already A = B.
Remark 2.2.22. Let A : D(A) ⇒ X be an m-dissipative map on some Hilbert
space X. Then for all x ∈ D(A) the set A(x) is closed and convex and therefore
there is a unique z ∈ A(x) with minimal norm. This defines the minimal section
A0 of A:
A0x := z, ‖z‖ = inf
y∈A(x)
‖y‖ , D(A0) = D(A).
Consequently we may define
|Ax| := ∥∥A0x∥∥ = inf
y∈A(x)
‖y‖ .
Moreover, for all x ∈ X and λ ∈ F+0 the element y ∈ D(A) such that
x ∈ (λI −A)(y)
is uniquely determined and we may write y = (λI−A)−1x defining a nonlinear and
contractive operator (λI − A)−1 on X. In particular, every m-dissipative operator
is maximal dissipative.
Proof. Let x ∈ D(A) be arbitrary and y ∈ A(x) lie in the closure of A(x). We
show that actually y ∈ A(x). First, take a sequence (yn)n≥1 ⊆ A(x) such that
yn
n→∞−−−−→ y and observe that for every x′ ∈ D(A) and y′ ∈ A(x′) we get
Re 〈x− x′, y − y′〉X = lim
n→∞Re 〈x− x
′, yn − y〉X ≤ 0.
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Moreover, from the m-dissipativity of A we find x′ ∈ D(A) such that x − y ∈
ran (I −A), i.e. x′ − x+ y ∈ A(x′), and hence
‖x− x′‖ = Re 〈x− x′, y − (x′ − x+ y)〉 ≤ 0
which implies that x′ = x and y ∈ A(x), proving closedness of A(x). Next, we show
that A(x) is convex. Let x ∈ D(A) be arbitrary and y, z ∈ A(x), λ ∈ [0, 1]. Then,
since A is m-dissipative there is x˜ ∈ D(A) such that
λy + (1− λ)z − x ∈ (A− I)(x˜),
i.e. λy + (1− λ)z + x˜− x ∈ A(x˜). From the dissipativity of A we thus obtain
0 ≤ ‖x− x˜‖2 = 〈λy + (1− λ)z − (λy + (1− λ)z − x+ x˜), x− x˜〉
= λ〈y − (λy + (1− λ)z − x+ x˜), x− x˜〉
+ (1− λ)〈z − (λy + (1− λ)z − x+ x˜), x− x˜〉 ≤ 0,
hence x˜ = x and λy + (1− λ)z ∈ A(x).
For the second statement let λ > 0 and x ∈ (A − λI)(y) ∩ (A − λI)(z), then
x+ λy ∈ A(y) and x+ λz ∈ A(z), so
0 ≤ 〈y − z, y − z〉 = 1
λ
〈(x+ λy)− (x+ λz), y − z〉 ≤ 0
and it follows y = z. For the last statement note that any dissipative extension A˜
of an m-dissipative operator is again m-dissipative, thus λI − A˜ is injective as we
just saw, but as extension of the surjective map λI −A both maps then have to be
equal, i.e. A˜ = A is no proper extension.
Lemma 2.2.23. If A : D(A) ⇒ X is m-dissipative and B : X → X is dissipative
and Lipschitz continuous, then also A+B : D(A)⇒ X is m-dissipative.
Proof. We follow the line of proof for Lemma IV.2.1 in [Sh97]. First, we note that
the sum of two dissipative operators is again dissipative (take the intersection of
their domains as the domain of the sum) and also multiplicating an (m-)dissipative
operator by α > 0 gives another (m-)dissipative operator. Writing A+B = 1α (αA+
αB) where α > 0 we may therefore assume that B is a strict contraction (i.e. its
Lipschitz constant is strictly less than 1). For given f ∈ X we shall find x ∈
D(A+B) = D(A) such that f ∈ x−A(x)−Bx, i.e.
x = Φ(x) := (I −A)−1(f −Bx).
Here Φ is a strict contraction and thus from the Strict Contraction Principle Propo-
sition 2.1.12 this equation has a unique solution x ∈ D(A).
To round out let us also mention Minty’s Theorem.
Theorem 2.2.24 (Minty). On a Hilbert space X the m-dissipative operators are
exactly the maximal dissipative operators.
Proof. Combine Lemma 2.2.12(iii) and Corollary 3.2.27 in [Mi92].
As in the linear (C0-semigroup) case, m-dissipative operators are closely related to
the generators of contraction semigroups which are defined as follows.
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Definition 2.2.25 (Semigroup). Let X be a Banach space and let X0 ⊂ X be a
closed subset. A family (S(t))t≥0 of mappings S(t) : X0 → X0 (t ≥ 0) is called
semigroup (or, dynamical system) if it satisfies the properties
1. S(0) = IX0 , the identity map on X0, and
2. S(t+ s) = S(t)S(s) for all s, t ≥ 0.
We speak of a strongly continuous (abbr.: s.c.) (nonlinear) semigroup (or, dy-
namical system) if S(t) ∈ C(X0;X0) (t ≥ 0) and for all x ∈ X0 the map S(·)x ∈
C(R+;X) is continuous on R+. A semigroup (S(t))t≥0 is called contractive, if all
maps S(t) (t ≥ 0) are contractions, i.e.
‖S(t)x− S(t)x′‖X ≤ ‖x− x′‖X , x, x′ ∈ X0, t ≥ 0.
Remark 2.2.26. Note that if additionally X0 = X and all maps S(t) (t ≥ 0) are
linear, i.e. S(t) ∈ B(X), then the definition above coincides with the usual defini-
tion of a C0-semigroup of linear operators and also the definitions of contractive
semigroups are compatible.
Definition 2.2.27. Let (S(t))t≥0 be a (nonlinear) strongly continuous contraction
semigroup on X. Set
Dˆ := {x ∈ X : S(·)x ∈ Lip(R+;X)} .
We define the (infinitesimal) generator of the s.c. contraction semigroup (S(t))t≥0
as
A0(x) := lim
t↘0
S(t)x− x
t
, D(A0) := {x ∈ X : lim
t↘0
S(t)x− x
t
∈ X exists}
and the (g)-operator A : D(A) ⊂ X ⇒ X as the maximal dissipative extension of
A0 with D(A) ⊂ Dˆ.
Remark 2.2.28. By Zorn’s Lemma every dissipative operator has a maximal dissi-
pative extension (see Lemma 2.2.12(ii) in [Mi92]). Hence, the (g)-operator always
exists. Also note that the infinitesimal operator A0 (or the (g)-operator A) uniquely
determines the s.c. contraction semigroup, see Corollary 3.4.17 in [Mi92].
The following results shows that for m-dissipative maps the nonlinear version of the
abstract Cauchy problem is well-posed and – similar to the Lumer-Phillips Theorem
– the solution is given by a nonlinear contraction semigroup.
Theorem 2.2.29 (Komura-Kato). Let A : D(A) ⊆ X ⇒ X be a (possibly multi-
valued) map on a Hilbert space X. If A is m-dissipative, then it generates a
nonlinear strongly continuous contraction semigroup (S(t))t≥0 on X := D(A)
X
.
More precisely, for each x0 ∈ D(A) there is a unique absolutely continuous solution
x ∈W 1∞(R+;X) of the abstract nonlinear Cauchy problem
d
dt
x(t) ∈ A(x(t)), t ≥ 0
x(0) = x0. (2.9)
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Also
∥∥ d
dtx
∥∥
L∞(R+;X) ≤
∥∥A0x0∥∥X , the function ∥∥A0x∥∥X is decreasing and for every
t ≥ 0 and the right-derivative d+dt one has
d+
dt
x(t) := lim
t↘0
x(t+ s)− x(t)
s
= A0x(t), t ≥ 0.
Proof. See Proposition IV.3.1 in [Sh97].
Remark 2.2.30. If A is m-dissipative and 0 ∈ A(0), then S(t)(0) = 0 for all t ≥ 0.
Consequently in this case
‖S(t)x‖X ≤ ‖x‖X , t ≥ 0.
Remark 2.2.31. Let (S(t))t≥0 be a s.c. contraction semigroup on some closed
subset X0 of a Hilbert space X. Assume that there is τ > 0 and a constant ρ ∈ (0, 1)
such that for all x, x˜ ∈ X the estimate
‖S(τ)x− S(τ)x˜‖ ≤ ρ ‖x− x˜‖
is valid. Then there are constants M ≥ 1 and ω < 0 such that for all x, x˜ ∈ X
‖S(τ)x− S(τ)x˜‖ ≤Meωt ‖x− x˜‖ , t ≥ 0.
Proof. Take any t = τk + s ∈ R+ where k ∈ N0 and s ∈ [0, τ). Then for all
x, x˜ ∈ X we obtain iteratively that
‖S(t)x− S(t)x˜‖ = ‖S(kτ + s)x− S(kτ + s)x˜‖
=
∥∥S(τ)kS(s)x− S(τ)kS(s)x˜∥∥
≤ ρk ‖S(s)x− S(s)x˜‖ ≤ ek ln ρ ‖x− x˜‖
= e−s
ln ρ
τ et
ln ρ
τ ‖x− x˜‖
≤ e− ln ρτ et ln ρτ ‖x− x˜‖ =: Meωt ‖x− x˜‖ , t ≥ 0.
where M := e−
ln ρ
τ ≥ 1 and ω = ln ρτ < 0, indeed.
Let us mention a stability result due to Dafermos and Slemrod [DaSl73] which is
some sense is the nonlinear version of the Arendt-Batty-Lyubich-Vu˜ Theorem 2.2.14
and at the same time is an improvement over the topological version of LaSalle’s
Invariance Principle, see Theorem 9.2.3 in [CaHa98].
Theorem 2.2.32. Let A : D(A) ⊆ X ⇒ X be an m-dissipative operator on a
Hilbert space X generating a strongly continuous contraction semigroup (S(t))t≥0
on X0 := D(A). Assume that X0 is convex, 0 ∈ ran A and that the map (λI−A)−1
is compact for some λ > 0, i.e.
(λI −A)−1(B) ⊆ X (2.10)
is compact for every bounded set B ⊆ X. Then for every x0 ∈ D(A) and f ∈
L1(R+;X) the mild solution x ∈ C(R+;X) of
d
dt
x(t) + f(t) ∈ A(x(t)) (t ≥ 0), x(0) = x0
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approaches a compact subset C ⊆ {z ∈ X : ‖z − z0‖ = r} of a sphere with centre
z0 ∈ A−1(0) and radius r ≤ ‖x0 − z0‖ + ‖f‖L1 . Moreover, (S(·)|C)t≥0 defines an
isometric affine group on C, i.e.
TC(t)z := S(t)(z + z0)− z0, t ≥ 0, z ∈ C − z0
extends to an isometric C0-group (of linear operators) on lin {C−z0}. Moreover, if
x0 ∈ D(A) and f ∈W 11 (R+;X), then C ⊆ D(A), the image of C under the minimal
section A0(C) ⊆ X lies on a sphere with centre 0 ∈ X, and also the closed convex
hull of C is contained in D(A).
Proof. See Theorems 4 and 5 in [DaSl73].
2.3 Background on Systems Theory
Within the standard framework of PDE and operator theory mostly Cauchy prob-
lems of the form {
d
dtx(t) = Ax(t) + f(t), t ≥ 0
x(0) = x0
are considered where the evolution of the system is mainly determined by the state
of its state variable (e.g. f = 0) and an interaction with the environment of the
system is only possible if we think of f modelling some influence of the environment
on the system. On the other hand in systems theory the interaction of a system
with its environment is heavily emphasised. Thus, instead of only taking the state
variable x(t) on the state space X into consideration, also an input space U and an
output space Y appear. Usually X,U and Y may be arbitrary Banach spaces, but
here we restrict ourselves to the situation where X,U and Y are actually Hilbert
spaces. We first introduce the standard formulation of such a system which takes
the form
d
dt
x(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t), t ≥ 0
plus some initial condition x(0) = x0 ∈ X. Here x(t) ∈ X denotes the state space
variable in the state space X, u(t) ∈ U denotes the input and y(t) the output at time
t ≥ 0. Accordingly U and Y are called input space and output space, respectively.
All the maps A,B,C and D of the linear system Σ = (A,B,C,D) are assumed to
be linear, but A,B and C may be unbounded, whereas D ∈ B(U, Y ) is bounded.
Since the system should be well-posed (in the sense of an abstract Cauchy problem)
for the particular choice u(t) = 0 (t ≥ 0) as input, the operator A is assumed to
be the generator of a C0-semigroup (T (t))t≥0 of linear operators. The operators B
and C will be assumed to be continuous in some weaker sense, we make precise in
a moment. For this, we first need to introduce the interpolation space XA1 and the
extrapolation space XA−1. The following material is extracted from [TuWe09].
Definition 2.3.1 (The Space XA1 ). Let A : D(A) ⊆ X → X be a densely defined,
closed operator on a Hilbert space X and assume that ρ(A) 6= ∅, i.e. A has a non
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empty resolvent set. Fix any λ ∈ ρ(A) and define the interpolation space XA1 as
D(A) equipped with the norm
‖x‖XA1 := ‖(λ−A)x‖X , x ∈ X
A
1 .
By Proposition 2.10.1 in [TuWe09] the space XA1 is a Hilbert space and is continu-
ously embedded into X. Moreover, different choices of λ ∈ ρ(A) lead to equivalent
spaces and any bounded operator B ∈ B(X) for with BD(A) ⊆ D(A), i.e. the
domain is B-invariant, restricts to a bounded operator B1 := B|XA1 ∈ B(XA1 ).
Definition 2.3.2 (The Space XA−1). Let A : D(A) ⊆ X → X be a densely defined,
closed operator on a Hilbert space X and assume that ρ(A) 6= ∅. Fix any λ ∈ ρ(A)
and on X define the norm
‖x‖XA−1 :=
∥∥(λI −A)−1x∥∥
X
, x ∈ X.
Then the extrapolation space XA−1 is defined as the completion of X with respect to
the norm ‖·‖XA−1 .
Then thanks to Proposition 2.10.2 in [TuWe09] XA−1 is a Hilbert space and every
bounded operator B ∈ B(X) for which D(A′) is invariant under its Hilbert space ad-
joint B′, i.e. B′D(A′) ⊆ D(A′), admits a unique continuous extension to a bounded
linear operator B−1 ∈ B(XA−1).
Remark 2.3.3. By Proposition 2.10.3 in [TuWe09] the operator A as in the pre-
ceding definitions is bounded as operator A ∈ B(XA1 , X) and has a unique con-
tinuous extension A−1 ∈ B(X,XA−1). Moreover, for every λ ∈ ρ(A) we have
R(λ,A) ∈ B(X,XA1 ) and R(λ,A−1) ∈ B(XA−1, X) exists.
Proposition 2.3.4. Let A generate a C0-semigroup (T (t))t≥0 on a Hilbert space X.
Denote by (T1(t))t≥0 ⊆ B(XA1 ) its restriction to XA1 and by (T−1(t))t≥0 ⊂ B(XA−1)
its unique continuous extension to XA−1. Then (T1(t))t≥0 and (T−1(t))t≥0 are C0-
semigroups on XA1 and X
A
−1, respectively, with generators A1 := A|D(A2) and A−1,
respectively.
Proof. See Proposition 2.10.4 in [TuWe09]. Note that in particular D(A) is T (·)-
invariant, i.e. T (t)D(A) ⊆ D(A) for every t ≥ 0.
Assuming that B ∈ B(U,XA−1) and C ∈ B(XA1 , Y ) we can make sense of the control
system Σ = (A,B,C,D)
d
dt
x(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t), t ≥ 0.
Namely we may interpret the first equation x˙ = Ax + Bu as an equation on the
extrapolation space XA−1 where B ∈ B(U,XA−1) is a bounded input, so that for all
u ∈ L1,loc(R+;U) and x0 ∈ X ⊆ XA−1 the mild solution in XA−1 is given by
x(t) = T (t)x0 +
∫ t
0
T−1(t− s)Bu(s)ds, t ≥ 0.
Even for initial values x0 ∈ X this function not necessarily has values x(t) which
also lie in X since Bu(s) ∈ XA−1 only lies in the extrapolation space, in general.
Therefore, one introduces the following notion of admissibility.
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Definition 2.3.5. Let p ∈ (1,∞) and B ∈ B(U,XA−1) be given. Then the input
operator B is called p-admissible if for all t > 0 the map
Φt : Lp(0, t;U)→ X−1, u 7→
∫ t
0
T−1(t− s)Bu(s)ds
has a range ran Φt ⊂ X which lies in X. In that case the maps Φt are bounded
linear operators mapping from Lp(0, t;U) to X.
Proof. See Proposition 4.2.2 in [TuWe09].
Remark 2.3.6. For an admissible input operator B ∈ B(U ;XA−1) and the corre-
sponding maps Φt (t > 0) we may define Φ : R+ → B(Lp,loc(R+;U);X) as
Φ(t)f := Φtf |(0,t) (2.11)
where
Lp,loc(R+;U) = {f : R+ → U : f |(0,t) ∈ Lp(0, t;U) (t > 0)}.
We see that for s, t ≥ 0 we obtain
Φ(t+ s)f = Φt+sf |(0,t+s)
=
∫ t+s
0
T−1(t+ s− r)f(r)dr
=
∫ s
0
T−1(t+ s− r)f(r)dr +
∫ t+s
s
T−1(t+ s− r)f(r)dr
= T−1(t)
∫ s
0
T−1(s− r)f(r)dr +
∫
0t
T−1(t− r′)f(r′ + s)dr′
= T (t)Φ(s)f + Φ(t)f(·+ s).
Similarly the second equation y = Cx+Du makes sense if we take x ∈ C(R+;XA1 )
and assume that C ∈ B(XA1 , Y ). In this case an admissibility condition concerns the
unique continuation property of the state-output map. Namely given x0 ∈ D(A) =
XA1 and neglecting the input u = 0, we have that the output is then given as
y(t) = CT (t)x0, t ≥ 0, x0 ∈ XA1 .
Definition 2.3.7. Let p ∈ (1,∞) and C ∈ B(XA1 , Y ) be given. Then the output
operator C is called p-admissible if for all t > 0 the map
Ψt : X
A
1 → Lp(0, t;Y ), x0 7→ CT (·)x0
has a continuous extension to an operator Ψt ∈ B(X,Lp(0, t;Y )).
Remark 2.3.8. The maps Ψt are compatible in the sense that
Ψsx0 = [Ψtx0] |(0,s), 0 ≤ s ≤ t, x0 ∈ X.
Therefore, the definition of Ψ : R+ → B(X;Lp,loc(Y )) via
Ψ(t)x0 := (Ψτx0)(t), τ > 0, x0 ∈ X a.e. t ∈ (0, τ) (2.12)
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makes sense. For this map we have
(Ψ(t+ s)x0)(r) = (Ψτx0)(r)
= CT (r)x0
=
{
CT (r − t)(T (t)x0), r ∈ [t, t+ s]
CT (r)x0, r ∈ [0, t]
=
{
(Ψs(T (t)x0))(r − t), r ∈ [t, t+ s]
(Ψ(t)x0)(r), r ∈ [0, t]
(2.13)
for every x0 ∈ XA1 and by approximation the equality holds for every x0 ∈ X.
The semigroup (T (t))t≥0 and – for admissible input operator B ∈ B(U ;XA−1) and
output operator C ∈ B(XA1 ;Y ) – the families of maps (Φ(t))t≥0 and (Ψ(t))t≥0
are almost enough to describe the dynamics of the control system Σ. In fact, if
B ∈ B(U ;X) and C ∈ B(X;Y ) are admissible, one needs a forth family of maps
(F (t))t≥0 such that for every input function u ∈ Lp,loc(R+;U) and initial value
x0 ∈ X the mild solution of the system Σ = (A,B,C,D) is given by
x = T (·)x0 + Φ(·)u
y = Ψ(·)x0 + F (·)u.
Here we only give a formula for F (t) in the scenario where the input operator
B ∈ B(U ;X) and the output operator C ∈ B(X;Y ) are both bounded. Then define
(Ftu)(s) := Du(s) +
∫ s
0
C(s− r)Bu(r)dr, t > 0, u ∈ Lp(0, t;U) a.e. s ∈ (0, t)
with defines a map Ft : Lp(0, t;U) → Lp(0, t;Y ) and similar to the definition of Ψ
one may set
(Ff)(s) := (Ftf |(0,t))(s), f ∈ Lp,loc(R+;U), t > 0, a.e. s ∈ (0, t)
defining a map F : Lp,loc(R+;U)→ Lp,loc(R+;Y ).
In the following we introduce the notion of a well-posed linear system and for any
two functions f, g : R+ → Z and t ≥ 0 we write f ♦
t
g for the function
(f ♦
t
g)(s) =
{
f(s), s ∈ [0, t]
g(s− t), s > t.
Definition 2.3.9. Let p ∈ [1,∞) be fixed. The quadruple
Σ =
(
T (·) Φ(·)
Ψ(·) F (·)
)
is called a (Lp-)well-posed linear system if the following hold:
1. (T (t))t≥0 ⊂ B(X) is a C0-semigroup on X with generator A,
2. Φ(t) ∈ B(Lp,loc(R+;U);X) (t ≥ 0) such that
Φ(t+ s)(u♦
s
v) = T (t)Φ(s)u+ Φ(t)v
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3. Ψ(t) ∈ B(X;Lp,loc(R+;Y )) (t ≥ 0) such that
Ψ(t+ s)x0 = Ψ(t)x0♦
t
Ψ(s)T (t)x0, Ψ(0) = 0
4. F (t) ∈ B(Lp,loc(R+;U);Lp,loc(R+;Y )) (t ≥ 0) such that
F (t+ s)(u♦
t
v) = F (t)u♦
t
(Ψ(s)Φ(t)u+ F (s)v), F (0) = 0.
For well-posed linear systems we may define the notion of impedance passivity.
Definition 2.3.10. A well-posed linear system Σ = (T,Φ,Ψ, F ) is called impedance
passive if U = Y and
1
2
‖x(t)‖2X ≤
1
2
‖x(0)‖2X +
∫ t
0
Re 〈y(s), u(s)〉Uds
where x = T (·)x0 + (Φ(T )u)(t) and y(t) = (Ψx0 + F (t)u)(t), for every t ≥ 0 and
u ∈ Lp,loc(R+;U). Moreover, the system is called impedance energy preserving if
1
2
‖x(t)‖2X =
1
2
‖x(0)‖2X +
∫ t
0
Re 〈y(s), u(s)〉Uds
or scattering passive if
1
2
‖x(t)‖2X ≤
1
2
‖x(0)‖2X +
∫ t
0
‖uc(s)‖2U − ‖yc(s)‖2Y ds
(not necessarily U = Y ) hold instead.
Remark 2.3.11. The norms ‖F (t)‖ are non-decreasing in t ≥ 0, but in general it
may happen that
lim
t→0
‖F (t)‖ = inf
t>0
‖F (t)‖ > 0.
Example 2.3.12 (Boundary Control of the Uniform 1D Wave Equation). Consider
the one-dimensional wave equation with constant coefficients ρ, T > 0
ρωtt(t, ζ) = (Tωζ)ζ(t, ζ), t ≥ 0, ζ ∈ (0, 1).
We set c =
√
T
ρ and calculate F (t) for the following choice of the input and output
function
u(t) = Tωζ(t, 0), y(t) = ωt(t, 0), t ≥ 0
and some conservative or dissipative boundary condition at the right end, say
ωt(t, 1) = 0, t ≥ 0. (2.14)
Our starting point is the d’Alembert solution formula for the wave equation on R
which is given by
ω(t, ζ) =
f(ζ + ct) + f(ζ − ct)
2
+
g(ζ + ct)− g(ζ − ct)
2
, t ≥ 0, ζ ∈ R
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where f, g ∈ W 2p,loc(R+) are two functions determined by the initial condition
(ω, ωt) = (ω0, ω1) ∈ W 2p,loc(R+) ×W 1p,loc(R+). If we assume that the input func-
tion u ∈W 1p,loc(R+) has sufficient regularity properties, then the solution ω has the
same form, but the functions f, g ∈ W 2p,loc(0, 1) have to be extended to functions
f, g ∈ W 2p,loc(R+) which outside of (0, 1) may also depend on the input function
u ∈W 1p,loc(R+). Indeed, we calculate
ωt(t, ζ) = c
f ′(ζ + ct)− f ′(ζ − ct)
2
+ c
g′(ζ + ct) + g′(ζ − ct)
2
Tωζ(t, ζ) = T
f ′(ζ + ct) + f ′(ζ − ct)
2
+ T
g′(ζ + ct)− g′(ζ − ct)
2
,
u(t) = Tωζ(t, 0) = T
f ′(ct) + f ′(−ct)
2
+ T
g′(ct)− g′(−ct)
2
y(t) = ωt(t, 0) = c
f ′(ct)− f ′(−ct)
2
+ c
g′(ct) + g′(−ct)
2
, t ≥ 0
and using the initial condition (ω, ωt)(t, ·) = (ω0, ω1) we find that
ω0(ζ) = ω(0, ζ) = f(ζ)
ω1(ζ) = ωt(0, ζ) = cg
′(ζ), ζ ∈ [0, 1].
We then deduce that for a.e. s ∈ [0, 1] we have
f(−s)− g(−s) = (f − g)(0)−
∫ s
0
(f ′(−r)− g′(−r))dr
= ω0(0)− g(0)− 2T
∫ s
0
u(r/c)dr −
∫ s
0
(f ′ + g′)(r)dr
= ω0(0)− g(0)− 2T
∫ s
0
u(r/c)dr −
∫ s
0
ω′0(r) +
1
c
ω1(r)dr.
and hence
ω(t, ζ) =

ω0(ζ+ct)+ω0(ζ−ct)
2 +
1
2c
∫ ζ+ct
ζ−ct ω1(s)ds, ζ ∈ (ct, 1− ct)
ω0(ζ+ct)+ω0(0)
2 +
1
2c
∫ ζ+ct
ζ−ct ω1(|s|)ds
+c−1
∫ ct−ζ
0
u(s/c)ds, ζ ∈ [0, ct]
so that in particular
y(t) = ωt(t, 0)
= ω′0(ct) + ω1(ct) + c
−1u(t), t ∈ [0, c−1).
It can be easily seen that the dynamics of this one-dimensional wave equation with
boundary input and output give a well-posed linear system and we obtain that
(F (t)u)(s) = 1s≤tu(s), t ∈ [0, c−1), u ∈ Lp,loc(R+), a.e. s ≥ 0.
In particular, ‖F (t)‖B(Lp(0,t)) = c−1 for every t ∈ (0, c−1) and hence
inf
t>0
‖F (t)‖B(Lp(0,t)) = c−1 > 0.
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However, within this thesis we will take a different approach which is closer to
the physical interpretation of the systems later on, namely systems which behave
according to some PDE on some domain and which can be manipulated via control
and observation at the boundary. Therefore, these systems naturally fit into the
setting of Boundary Control and Observation Systems.
Definition 2.3.13 (Boundary Control and Observation System). Let X,U and Y
be Hilbert spaces. A triple S = (A,B,C) of linear operators A : D(A) ⊆ X →
X, B : D(B) ⊆ X → U and C : D(C) ⊆ X → Y is called a Boundary Control and
Observation System if it has the following properties.
1. D(A) ⊆ D(B), D(C), i.e. B and C may only have larger domains than A,
2. the restriction A = A|kerB∩D(A) of A to the kernel of B generates a C0-
semigroup (T (t))t≥0 on X,
3. there is a right-inverse B ∈ B(U,X) of B such that
ran B ⊆ D(A), AB ∈ B(U,X), BB = I.
4. C is bounded from D(A) to Y where D(A) is equipped with the graph norm of
A.
Moreover, a pair (A,B) as above with the first three properties is called Boundary
Control System.
We interpret a Boundary Control and Observation System (A,B,C) as the operators
in the following evolutionary system.
d
dt
x(t) = Ax(t)
x(0) = x0
Bx(t) = u(t)
Cx(t) = y(t), t ≥ 0 (2.15)
where x0 ∈ X is the initial state of the system, u ∈ L1,loc(R+;U) is a given input
function (control function) and y : R+ → Y is the (unknown) output function
(observation function). One may define classical and mild solutions of Boundary
and Control and Observation Systems as follows.
Definition 2.3.14. Let S = (A,B,C) be a Boundary Control and Observation Sys-
tem. If x0 ∈ D(A) and u ∈ C2(R+;U), then a pair x ∈ C1(R+;X) ∩ C(R+;D(A))
and y ∈ C(R+;Y ) solving (2.15) is called classical solution of the Boundary Control
and Observation System S.
Theorem 2.3.15. Let S = (A,B,C) be a Boundary Control and Observation
System. For every given x0 ∈ D(A) and u ∈ C2(R+;U) with Bx0 = u(0), the
unique classical solution of the Boundary Control System is given by
x(t) = T (t)(x0 −Bu(0)) +
∫ t
0
T (t− s)(ABu(s)−Bu˙(s))ds+Bu(t),
y(t) = Cx(t), t ≥ 0.
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Proof. See Theorem 11.2.1 in [JaZw12].
The following result can be found in Section 13.1 in [JaZw12].
Lemma 2.3.16. Assume that (A,B) is a Boundary Control System and let x0 ∈
D(A) and u ∈ C1([0, τ ];U). Then the Boundary Control System has a unique mild
solution x ∈ C([0, τ ];X) which can be written as
x(t) = T (t)x0 +
∫ t
0
T (t− s)ABu(s)ds−A−1
∫ t
0
T (t− s)Bu(s)ds, t ≥ 0
where (T (t))t≥0 is the semigroup generated by A = A|D(A)∩kerB.
Also for Boundary Control and Observation Systems we may define the terminology
well-posedness.
Definition 2.3.17. A Boundary Control and Observation System S = (A,B,C) is
called well-posed if there are constants τ > 0 and mτ > 0 such that for every initial
value x0 ∈ D(A) and input function u ∈ C2([0, τ ];U) with Bx0 = u(0) one has the
estimate
‖x(τ)‖2X + ‖y‖2L2(0,τ) ≤ mτ
(
‖x0‖2X + ‖u‖2L2(0,τ)
)
. (2.16)
Theorem 2.3.18. If a Boundary Control and Observation System is well-posed,
then for every τ > 0 there is a constant mτ > 0 such that (2.16) holds. Moreover,
every well-posed Boundary Control and Observation system may be equivalently
described as a well-posed linear system (T,Φ,Ψ, F ).
Proof. See Theorem 13.1.7 in [JaZw12] for the first statement and its proof and
Definition 13.1.8 in [JaZw12] for the formulation as a well-posed linear system.
For scattering passive system one gets well-posedness for free.
Proposition 2.3.19. If every classical solution of the Boundary Control System
satisfies
d
dt
‖x(t)‖2X . ‖u(t)‖2 − ‖y(t)‖2Y
then the system is well-posed.
Proof. Integrating the inequality from 0 to τ we find
‖x(t)‖2X − ‖x0‖2X .
∫ τ
0
‖u(t)‖2U dt−
∫ τ
0
‖y(t)‖2Y dt.
From here well-posedness follows easily.
Let us also introduce the concept of a transfer function which is closely related
to the Laplace transform of the semigroup (T (t))t≥0 generated by A. (For more
background on transfer functions we refer to Chapter 12 in [JaZw12].)
Definition 2.3.20 (Transfer function). Consider the abstract boundary control and
observation problem
d
dt
x(t) = Ax(t)
u(t) = Bx(t)
y(t) = Cx(t), t ≥ 0
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where S = (A,B,C) is a Boundary Control and Observation system and let λ ∈ F.
We write λ ∈ D(G) if there is G(λ) ∈ B(U, Y ) such that for all u ∈ U there is a
unique solution of
λx = Ax
u = Bx
y = Cx (2.17)
where x ∈ D(A) and y ∈ Y is given by y = G(λ)u.
Remark 2.3.21. It is known (Theorem 3.6 in [We94]) that for well-posed linear
systems the Laplace transform of F (t) coincides with the transfer function G(λ) on
some complex right-half plane.
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Chapter 3
Hyperbolic Partial
Differential Equations on a
One-dimensional Spatial
Domain
Throughout this thesis we are concerned with evolution equations of the form
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
(Hx)(t, ζ), t ≥ 0, ζ ∈ (0, 1). (3.1)
The evolution of the system always depends on suitable boundary conditions we
introduce later on and which may be static or dynamic, i.e. boundary conditions
determined by a feedback via a dynamic control system which itself is governed by
an evolution equation (usually an ODE). Step by step we are going to introduce
the assumptions we impose on the choice of the matrix-valued function H and the
matrices Pk (k = 0, 1, . . . , N). However, let us first begin with x(t, ζ) which has the
following interpretation. First of all, let us take F = R or C to be either the real or
the complex field. Unless stated otherwise, all results in this thesis hold for both
choices of F, however note that when it comes to technical real life applications the
choice F = R very often makes more sense, although this is not necessarily true in
all the cases. In fact, for transmission lines in electronic circuits usually the choice
F = C is more practical. Then x(t, ζ) ∈ Fd describes the state of a certain object,
e.g. the displacement of a string or beam, in time t ≥ 0 and at position ζ ∈ (0, 1).
Here d ∈ N = {1, 2, . . .} denotes any natural number. For H let us for the moment
assume that H = I ∈ Fd×d is the identity matrix, which will be a legitimate choice
later on, so that the evolution equation simplifies to
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
x(t, ζ), t ≥ 0, ζ ∈ (0, 1). (3.2)
Let us introduce the objects Pk (k = 0, 1, . . . , N) next. First of all we need to fix the
order N ∈ N of the system. Then the evolution equation is a first order evolution
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equation in time where we expect the right hand side to be an differential operator
of order N ∈ N. Thus, we assume that Pk ∈ Fd×d = B(Fd;Fd) (k = 0, 1, . . . , N)
are matrices, which we identify with the (bounded) linear operators on Fd. Also let
us assume that PN ∈ Fd×d is invertible. (For the case of non-invertible PN ∈ Fd×d
we refer to Section 6 in the PhD thesis [Vi07].) Then the right hand side plus
a suitable domain actually give a differential operator for different choices of the
function space X in which the functions x(t) := x(t, ·) should lie. One could think
of X = C([0, 1];Fd) to be the Banach space of continuous Fd-valued functions or
X = Lp(0, 1;Fd) to be the Banach space of (equivalence classes of) Fd-valued Lp-
functions (where p ∈ [1,∞]). Indeed, depending on the particular application the
choices X = C([0, 1];Fd), L1(0, 1;Fd) or L∞(0, 1;Fd) can be very intuitive, e.g. for
a string we might assume that it has a smooth slope, in the sense that there are no
jumps, so the choice X = C([0, 1];Fd) makes a lot of sense, while in the case of a
transport equation where x(t, ζ) models the mass density at ζ ∈ (0, 1) in time t ≥ 0
it might make more sense to consider X = L1(0, 1;Fd) where ‖·‖L1 is related to the
total mass in the system. However, as will be emphasised below we put our focus
on the energy of a system which in our case will be given by a quadratic functional,
namely (up to a constant and, later on, weights) the square of the L2-norm ‖·‖2L2 .
So assume that x(t, ·) ∈ L2(0, 1;Fd) is a square-integrable function (for all t ≥ 0)
and (formally) consider the change of the energy H(t) := 12 ‖x(t, ·)‖2L2 whilst the
time evolution t ∈ R+ := {s ∈ R : s ≥ 0}. For sufficiently smooth solutions we
formally get
d
dt
1
2
‖x(t, ·)‖2L2 = Re 〈
∂
∂t
x(t, ·), x(t, ·)〉L2 =
N∑
k=0
Re 〈Pk ∂
k
∂ζk
x(t, ·), x(t, ·)〉L2 .
Forgetting about boundary conditions for the moment we assume that x(t, ·) ∈
C∞c (0, 1;Fd) := {g ∈ C∞(0, 1;Fd) : supp g is compact}. Then for the right hand
side we obtain via integration by parts that
2
N∑
k=0
Re 〈Pk ∂
k
∂ζk
x(t, ·), x(t, ·)〉L2
=
N∑
k=0
〈Pk ∂
k
∂ζk
x(t, ·), x(t, ·)〉L2 + 〈x(t, ·), Pk
∂k
∂ζk
x(t, ·)〉L2
=
N∑
k=0
〈Pk ∂
k
∂ζk
x(t, ·), x(t, ·)〉L2 + (−1)k〈
∂k
∂ζk
x(t, ·), Pkx(t, ·)〉L2
=
N∑
k=0
〈(Pk + (−1)kP ∗k )
∂k
∂ζk
x(t, ·), x(t, ·)〉L2 .
For the differential operator to be formally skew-symmetric (as the title of this
chapter indicates) on X = L2(0, 1;Fd) we choose the matrices Pk ∈ Fd×d such
that P ∗k = (−1)k+1Pk (k = 0, 1, . . . , N) are skew-adjoint (for k ∈ 2N even) or
self-adjoint (for K ∈ 2N + 1 odd) (with respect to the standard inner product on
Fd), respectively. Finally let us come to the case where H does not necessarily
equal the identity matrix. The idea is illustrated in the examples within the next
subsection, however, for the moment one might think of H as a kind of energy
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density, i.e. if x(t, ·) takes the same value in two different regions, e.g. (disjoint)
subintervals (a, b), (c, d) ⊆ (0, 1) of same length, it still might be possible that the
regions contribute differently to the total energy which now is given as a weighted
integral of |x(t, ζ)|2, i.e.
H(t) =
1
2
∫ 1
0
〈x(t, ζ),H(ζ)x(t, ζ)〉Fddζ.
From here we may already derive the first assumptions on H which are intuitive.
First of all, an energy H(t) should be real for all x(t) = x(t, ·) ∈ L2(0, 1;Fd).
Therefore, on the one hand (for the integral to always exist) H ∈ L∞(0, 1;Fd×d)
should be an essentially bounded measurable function and (for the integral to be
real) H(ζ) = H(ζ)∗ should be self-adjoint for a.e. ζ ∈ (0, 1). In fact, as Lemma 2.1.7
– applied to the imaginary part of H(t) – shows, in the complex case F = C for
H(t) to be real valued for every possible choice of x(t) ∈ L2(0, 1;Cd) it is necessary
that H(ζ) is self-adjoint for a.e. ζ ∈ (0, 1). Secondly, if we think of x = 0 as being
the unique equilibrium of the system, H(t) > 0 should be strictly positive whenever
x 6= 0, so z∗H(ζ)z > 0 for all z ∈ Fd, z 6= 0, and a.e. ζ ∈ (0, 1). Also we additionally
assume that a measurable function x : [0, 1] → Fd should lie in L2(0, 1;Fd) if and
only if it has finite energy. This leads to the assumption that there is m > 0 such
that
〈z,H(ζ)z〉Fd ≥ m |z|2 , z ∈ Fd, a.e. ζ ∈ (0, 1).
Later on we use the following notation for estimates like this.
Remark 3.0.22. For any matrices M1,M2 ∈ Fm×m we write M1 ≥ M2 if both
matrices M1 = M
∗
1 and M2 = M
∗
2 are symmetric and
〈z,M1z〉Fm ≥ 〈z,M2z〉Fm , z ∈ Fd.
In particular, for a symmetric matrix M ∈ Fm×m we write M ≥ αI where α ∈ R if
〈z,Mz〉Fm ≥ α |z|2 , z ∈ Fd.
Note that M ≥ 0 if and only if the matrix M is positive semi-definite. Further we
write M1 > M2 for matrices M1,M2 ∈ Fm×m such that M1 ≥ M2 + εI for some
ε > 0. In this case M > 0 if and only if the matrix is (strictly) positive definite.
Coming back to the differential operator in the evolution equation (3.1) above we
see that if X is equipped with the standard inner product 〈·, ·〉L2 , the operator∑N
k=0 Pk
∂k
∂ζk
(H·) is not formally skew-symmetric any more, because via integration
by parts of the terms (assuming that Hx ∈ C∞c (0, 1;Fd))
N∑
k=0
Re 〈Pk ∂
k
∂ζk
(Hx)(t, ·), x(t, ·)〉L2
in general not all the terms cancel. Therefore, we adjust the inner product on
X = L2(0, 1;Fd) properly, namely we choose
〈·, ·〉X = 〈·, ·〉H = 〈·,H·〉L2 ,
i.e. for all x, y ∈ X = L2(0, 1;Fd) we have
〈x, y〉X = 〈x, y〉H =
∫ 1
0
〈x(ζ),H(ζ)y(ζ)〉Fddζ.
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Remark 3.0.23. Note that we choose inner products in such a way that they are
linear in the second and anti-linear in the first component. This convention is
quite standard in the context of physics, especially quantum mechanics, however in
mathematics very often the convention is the other way round, i.e. linearity in the
first components and so on.
We gather all the assumptions made so far in
Assumption 3.0.24. We consider systems which are described by an evolution
equation of the form
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
(Hx)(t, ζ), t ≥ 0 (3.3)
where the energy state space variable x(t) := x(t, ·) is assumed to be a Fd-valued
L2-function, i.e. x(t) ∈ L2(0, 1;Fd) for all t ≥ 0. N ∈ N and d ∈ N are assumed to
be natural numbers, Pk ∈ Fd×d (k = 0, 1, . . . , N) matrices with PN invertible and
H : [0, 1]→ Fd×d a measurable function such that the following holds.
• P ∗k = (−1)k+1Pk for k = 0, 1, . . . , N .
• PN is invertible
• There are 0 < m ≤M < +∞ such that for all z ∈ Fd and a.e. ζ ∈ (0, 1)
m |z|2 ≤ z∗H(ζ)z ≤M |z|2 .
Then the energy state space X is the Hilbert space L2(0, 1;Fd) equipped with the
inner product 〈·, ·〉X = 〈·, ·〉H.
Remark 3.0.25. In the context of infinite dimensional port-Hamiltonian systems
authors very often use the energy state space X = L2(a, b;Fd) with a < b real
numbers and thus put more emphasis on the physical interpretation of the interval
I = (a, b). However, the restriction to the case I = (0, 1) may be done without loss
of generality since for given real numbers a < b and a measurable H˜ : [a, b]→ Fd×d
with m˜I ≤ H˜(ζ) ≤ M˜I for a.e. ζ ∈ (a, b), the map
L2(a, b;Fd) =: X˜ 3 x˜ 7→ x = x˜(·(b− a) + a) ∈ X := L2(0, 1;Fd)
where X˜ = L2(a, b;Fd) is equipped with the inner product
〈f, g〉X˜ :=
∫ b
a
〈f(ζ), H˜(ζ)g(ζ)〉Fddζ, f, g ∈ X˜
is an isometric isomorphism whenever X = L2(0, 1;Fd) is equipped with 〈·, ·〉H for
H(ζ) = (b− a)H˜(a+ ζ(b− a)), ζ ∈ (0, 1).
However, note that if one is interested in explicit decay rates of the energy (for
suitable boundary conditions) these may very well depend on the length b− a of the
interval.
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3.1 Examples
So far, we did not motivate why we are interested in evolution equations of the par-
ticularly skew-symmetric form introduced above. Within this subsection we focus
on this task and do so by giving some examples which fall under this structure and
which appear from time to time again as possible applications to the abstract the-
ory. We start with examples where N = 1 and only afterwards consider applications
where N = 2.
Example 3.1.1 (Transport Equation). We consider a thin pipe of length l > 0,
where in view of Remark 3.0.25 w.l.o.g. we may assume that l = 1, and water
streaming though the pipe from right to left with a constant velocity c > 0. Then
(cf. Abschnitt 1.2 in [ArUr00]) for x(t, ζ) describing the density of the water at the
point ζ ∈ (0, 1) in time t ≥ 0 the PDE modelling the dynamics of the water is given
as
∂
∂t
x(t, ζ) = c
∂
∂ζ
x(t, ζ) + f(t, ζ), t ≥ 0, ζ ∈ (0, 1)
where f describes possible sinks and sources of water, i.e. water flowing to and off
the pipe. If we set f = 0, i.e. assume that no sinks or sources are present, the
equation simplifies to the linear transport equation
∂
∂t
x(t, ζ) =
∂
∂ζ
(c x(t, ζ)), t ≥ 0, ζ ∈ (0, 1)
which for the choice N = d = 1, H(ζ) = c (a.e. ζ ∈ (0, 1)) and P1 = 1, P0 = 0 is
the simplest case of an evolution equation governed by a formally skew-symmetric
differential operator on the interval (0, 1). Already the first generalisation is the case
where the velocity of the water is not assumed to be constant throughout the pipe,
but – due to the geometric properties of the pipe, e.g. spatial dependant diameter –
depends on the spatial variable ζ ∈ (0, 1) instead, in such a way that the velocity
defines a measurable bounded, e.g. continuous, function c : [0, 1] → R such that
c(ζ) ≥ ε for some ε > 0 and a.e. ζ ∈ (0, 1). In this slightly more sophisticated form
the nonuniform linear transport equation then reads as
∂
∂t
x(t, ζ) =
∂
∂ζ
(c(ζ)x(t, ζ)), t ≥ 0, ζ ∈ (0, 1) (3.4)
with H(ζ) = c(ζ) ∈ F = F1×1 for this case. Moreover, the energy of the system then
is given by
H(t) =
1
2
∫ 1
0
c(ζ) |x(t, ζ)|2 dζ.
Example 3.1.2 (Wave Equation). We consider a nonuniform vibrating string, e.g.
a string of a violin, and w.l.o.g. assume that (possibly after rescaling) it has length
l = 1. By ω(t, ζ) we denote the transverse displacement of the string at position
ζ ∈ (0, 1) in time t ≥ 0. Here, for simplicity, we assume that the string only moves
in a 2D-plane and all effects concerning change of the length of the string due to
stretching are neglected. Then a simple model to describe the time evolution of the
string is the wave equation
∂2
∂t2
ω(t, ζ) =
1
ρ(ζ)
∂
∂ζ
(
T (ζ)
∂
∂ζ
ω(t, ζ)
)
, t ≥ 0, ζ ∈ (0, 1) (3.5)
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where ρ(ζ) > 0 denotes the mass density of the string, or more precisely the mass
density times the cross sectional area, at position ζ ∈ (0, 1) and T (ζ) > 0 denotes
the Young’s modulus of the string at position ζ ∈ (0, 1). In the simplest case both
T (ζ) = T0 and ρ(ζ) = ρ0 are constant (uniform string), but in general both ρ, T :
[0, 1] → R (measurable) may depend on the space variable ζ ∈ (0, 1), however (in
our context) they should at least be bounded and uniformly positive, i.e.
1
ε
≥ T (ζ), ρ(ζ) ≥ ε, a.e. ζ ∈ (0, 1) (3.6)
for some ε > 0. Then the energy of the system consists of two parts.
Ekin(t) :=
1
2
∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 dζ (kinetic energy)
Epot(t) :=
1
2
∫ 1
0
T (ζ) |ωζ(t, ζ)|2 dζ (potential energy).
Obviously equation (3.5) does not take the form (3.3), therefore we change the
observables describing the state ω(t, ζ) of the system. Note that the (e.g. classical)
solution space of (3.5) is invariant with respect to adding a constant c ∈ F, i.e. for
every solution {ω(t, ·)}t≥0 of (3.5), also {ω(t, ·)+c}t≥0 solves (3.5), so the evolution
equation is not affected by adding or subtracting any constant c ∈ F. (So far we did
not speak about boundary conditions.) On the other hand, the slope of a solution
{ω(t, ·)}t≥0 modulo a constant c ∈ F, i.e. identifying solutions which only differ by
a constant c ∈ F, clearly is determined by {ωζ(t, ·)}t≥0. Therefore, we may choose
the following variables to reformulate the wave equation (3.5) as evolution equation
of the form (3.3).
x(t, ζ) :=
(
x1(t, ζ)
x2(t, ζ)
)
:=
(
ρ(ζ)ωt(t, ζ)
ωζ(t, ζ)
)
and then
H(ζ) :=
[
ρ−1(ζ)
T (ζ)
]
,
P1 :=
[
0 1
1 0
]
, P0 :=
[
0
0
]
.
For this choice the dynamics of the wave equation (3.5) is equivalently described by
the evolution equation (3.3).
Example 3.1.3 (Timoshenko Beam Equation, cf. Example 7.1.4 in [JaZw12]). The
next example is closely related to the wave equation before. Instead of a string we
now consider a (more rigid) beam of length l > 0, w.l.o.g. l = 1 again. Additionally
to the model before we also consider torsion forces which result from the beam not
only moving up and down but also twisting a little bit. These twisting effects have
been neglected for a string since the parameters connected to the torsion appearing
below are relatively small compared to all other parameters of the system. However,
a beam, e.g. a wooden or plastic beam, is much more difficult to twist, so that the
forces resulting from this twisting cannot be neglected any more. Additionally to the
transverse displacement ω(t, ζ) we therefore also introduce the rotation angle φ(t, ζ)
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of a segment of the beam. The evolutionary dynamics are then described by the
Timoshenko beam equations
ρ(ζ)
∂2
∂t2
ω(t, ζ) =
∂
∂ζ
(
K(ζ)
(
∂
∂ζ
ω(t, ζ)− φ(t, ζ)
))
,
Iρ(ζ)
∂2
∂t2
φ(t, ζ) =
∂
∂ζ
(
EI(ζ)
∂
∂ζ
φ(ζ)
)
+K(ζ)
(
∂
∂ζ
ω(t, ζ)− φ(t, ζ)
)
, (3.7)
for t ≥ 0 and ζ ∈ (0, 1) where ρ, Iρ, EI,K : [0, 1] → R are measurable functions
and again both bounded and uniformly positive, and have the following physical
interpretation. As before ρ(ζ) denotes the mass density times the cross sectional
area whereas Iρ(ζ), EI(ζ) and K(ζ) are the rotatory moment of inertia of cross
section, the product of Young’s modulus and the moment of inertia, and the shear
modulus, respectively. In this case the total energy of the system is given by
H(t) =
1
2
∫ 1
0
(
K(ζ) |ωζ(t, ζ)− φ(t, ζ)|2 + ρ(ζ) |ωt(t, ζ)|2
+EI(ζ) |φζ(t, ζ)|2 + Iρ(ζ) |φt(t, ζ)|2
)
dζ
and from there the following energy state space variables are intuitive
x1(t, ζ) = ωζ(t, ζ)− φ(t, ζ) (shear displacement)
x2(t, ζ) = ρ(ζ)ωt(t, ζ) (momentum)
x3(t, ζ) = φζ(t, ζ) (angular displacement)
x4(t, ζ) = Iρ(ζ)φt(t, ζ) (angular momentum)
and the system may be reformulated in style of (3.3) by choosing
H(ζ) =

K(ζ)
ρ−1(ζ)
EI(ζ)
I−1ρ (ζ)

P1 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 , P0 =

0 0 0 −1
0 0 0 0
0 0 0 0
1 0 0 0
 .
So far these all have been examples for which N = 1 and which have been inves-
tigated thoroughly in the monograph [JaZw12]. Additionally we give the following
example, see Example 7.8 in [Vi07], which on the first look may not directly be
written in the form (3.3), but introducing additional input and output operators it
will have the form of a bounded perturbation of a system in the form (3.3).
Example 3.1.4 (Suspension System). We consider a suspension system modelled
by the following system of PDE (cf. Example 7.8 in [Vi07]).
ρu(ζ)
∂2
∂t2
u(t, ζ) =
∂
∂ζ
(
Tu(ζ)
∂
∂ζ
u(t, ζ)
)
− α(ζ)(u(t, ζ)− v(t, ζ))
ρv(ζ)
∂2
∂t2
v(t, ζ) =
∂
∂ζ
(
Tv(ζ)
∂
∂ζ
v(t, ζ)
)
+ α(ζ)(u(t, ζ)− v(t, ζ)) (3.8)
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where ρu, ρv ∈ L∞(0, 1) (the mass densities of the two strings) and Tu, Tv ∈
L∞(0, 1) are both uniformly positive and α ∈ L∞(0, 1) is a uniformly positive func-
tion modelling the interaction of the two strings as (a continuous version of) springs
connecting the two strings (cf. Example 7.8 in [Vi07] where the parameters are taken
to be constants). There are at least two ways to interpret this system in a form (3.3),
although in both cases not all conditions are satisfied or additional constructions are
needed. On the one hand one may introduce the energy state space variables
x(t, ζ) =

x1(t, ζ)
x2(t, ζ)
x3(t, ζ)
x4(t, ζ)
x5(t, ζ)
 =

ρu(ζ)ut(t, ζ)
uζ(t, ζ)
ρv(ζ)vt(t, ζ)
vζ(t, ζ)
u(t, ζ)− v(t, ζ)

and then
H(ζ) =

ρ−1u (ζ) 0 0 0 0
0 Tu(ζ) 0 0 0
0 0 ρ−1v (ζ) 0 0
0 0 0 Tv(ζ) 0
0 0 0 0 α(ζ)
 ,
P1 =

0 1 0 0 0
1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 0 0

P0 =

0 0 0 0 −1
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
1 0 −1 0 0

Then the total energy of the system is given by
H(t) =
1
2
∫ 1
0
ρu(ζ) |ut(t, ζ)|2 + Tu(ζ) |uζ(t, ζ)|2
+ ρv(ζ) |vζ(t, ζ)|2 + Tv(ζ) |vζ(t, ζ)|2 + α(ζ) |(u− v)(t, ζ)|2 dζ.
Here the difference to the usual assumptions on (3.3) is the fact that P1 ∈ F5×5 is
not invertible. A possible way to overcome this is considering the following system
with dynamic feedback.
x(t, ζ) =

x1(t, ζ)
x2(t, ζ)
x3(t, ζ)
x4(t, ζ)
 =

ρu(ζ)ut(t, ζ)
uζ(t, ζ)
ρv(ζ)vt(t, ζ)
vζ(t, ζ)

with
P1 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

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and P0 = 0 ∈ F4×4 which at first only gives the uncoupled system of two nonuniform
strings modelled by wave equations
ρu(ζ)
∂2
∂t2
u(t, ζ) =
∂
∂ζ
(
Tu(ζ)
∂
∂ζ
u(t, ζ)
)
ρv(ζ)
∂2
∂t2
v(t, ζ) =
∂
∂ζ
(
Tv(ζ)
∂
∂ζ
v(t, ζ)
)
, t ≥ 0.
We extend the equation (3.3) by an additional input summand
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
(Hx)(t, ζ) + (Bu(t))(ζ), t ≥ 0 (3.9)
where in our case the input space is U = L2(0, 1)×F and B ∈ B(U,X) is a bounded
linear operator. The input u(t) ∈ U is determined by a (linear) control system Σc
of the form
∂
∂t
xc(t) = Acxc(t) +Bcuc(t)
yc(t) = Ccxc(t) +Dcuc(t) (3.10)
where in this case xc(t) ∈ Xc = F and uc(t) ∈ Uc, yc(t) ∈ Yc and here Uc = Yc =
L2(0, 1) × F. Also in this case Ac, Bc, Cc and Dc all are bounded linear operators,
namely
Ac = 0,
Bc =
[
0 IF
] ∈ B(Uc, Xc)
(Ccxc)(ζ) = xc, Cc ∈ B(Xc, Yc),
(Dcuc)(ζ) =
∫ ζ
0
uc(s)ds, Dc ∈ B(Uc, Yc). (3.11)
This system is equivalent to the original equation (3.8) if we take the feedback in-
terconnection uc = y = Cx and u = −yc and the operators
B : D(B) = U = L2(0, 1)× F→ X : B ( uz ) =
(
α(·)u(·)
0
−α(·)u(·)
0
)
,
C : D(C) = H1(0, 1) ⊂ X → Y = L2(0, 1)× F : Cx =
(
(x1−x2)(·)
(x1−x2)(0)
)
and identifying xc(t) with u(t, 0)− v(t, 0). The advantage is that in this case P1 is
invertible. However, this comes to the price that we have a system with dynamic
feedback and also the dissipativity of the total system (for appropriate boundary
conditions) is not as immediate as in the first case, here we have
H(t) =
1
2
∫ 1
0
ρu(ζ) |ut(t, ζ)|2 + Tu(ζ) |uζ(t, ζ)|2 + ρv(ζ) |vζ(t, ζ)|2
+ Tv(ζ) |vζ(t, ζ)|2 + α(ζ)
∣∣∣∣∣xc(t) +
∫ ζ
0
(ut(t, r)− vt(t, r))dr
∣∣∣∣∣
2
dζ.
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It is also possible to consider systems where N = 1 is not enough to be described
in the form (3.3). We also give examples for them.
Example 3.1.5 (Schro¨dinger Equation). Similar to the transport equation for the
case N = 1, in case that N = 2 the simplest example is given by the Schro¨dinger
equation. However, in contrast to all examples considered before, the Schro¨dinger
equation demands F = C to be the complex numbers. Let ψ(t, ζ) be the wave
function at the position ζ ∈ (0, 1) at time t ≥ 0. (We exclusively consider the
one-dimensional Schro¨dinger equation here.) Its modulus squared |x(t, ζ)|2 may
be interpreted as the (time-dependant) probability density of a particle in a one-
dimensional box if ‖ψ(t, ·)‖L2(0,1) = 1. The Schro¨dinger equation of a free particle
of mass m > 0 moving in a one-dimensional direction is then given by
i~
∂
∂t
ψ(t, ζ) = − ~
2
2m
∂2
∂ζ2
ψ(t, ζ), t ≥ 0.
Here ~ > 0 denotes the Planck constant. To get the standard form (3.3) one simply
has to divide by i~ and gets for x(t, ζ) = ψ(t, ζ) and H(ζ) = ~2m and P1 = i, P0 = 0
equation (3.3) as wished. The energy is given by the (weighted) squared L2-norm of
the wave equation.
H(t) =
~
4m
∫ 1
0
|ψ(t, ζ)|2 dζ.
Actually the Schro¨dinger equation will not play an important role within this thesis,
however it will prove useful to obtain some counterexample on uniform exponential
stability. More frequently we consider the Euler-Bernoulli beam equation as an
example for a system with N = 2.
Example 3.1.6 (Euler-Bernoulli Beam). The Euler-Bernoulli beam model may be
seen as a refinement of the wave equation for structures which are not as flexible
as a string, e.g. beams, and for which bending forces cannot be neglected any more.
However, in comparison to the Timoshenko beam equation, it is still less precise to
describe a beam since any shear effects are neglected. Again (as for the wave equation
or the Timoshenko beam equation) ω(t, ζ) denotes the transverse displacement of the
beam at position ζ ∈ (0, 1) in time t ≥ 0. Then the Euler-Bernoulli beam equation
reads
ρ(ζ)ωtt(t, ζ) +
∂2
∂ζ2
(EI(ζ)ωζζ(t, ζ)) = 0, t ≥ 0.
Here the uniformly bounded and strictly positive functions ρ,E, I : [0, 1] → R have
the following interpretation: ρ(ζ) is the mass density times the cross sectional area,
E(ζ) the modulus of elasticity and I(ζ) the area moment of the cross section. The
energy of the system is (similar to the wave equation)
H(t) :=
1
2
∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 + EI(ζ) |ωζζ(t, ζ)|2 dζ, t ≥ 0
where in contrast to the wave equation the (weighted) integral over the second deriva-
tive (squared) instead over the first derivative (squared) determines the potential
part of the energy. Now one may easily rewrite this system as an evolution equation
governed by a second order formally skew-symmetric operator, namely setting
x(t, ζ) =
(
x1(t, ζ)
x2(t, ζ)
)
=
(
ρ(ζ)ωt(t, ζ)
ωζζ(t, ζ)
)
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and choosing the Hamiltonian density matrix function H and the structural matrices
Pi ∈ F2×2 (i = 0, 1, 2) as
H(ζ) =
[ H1(ζ)
H2(ζ)
]
=
[
ρ−1(ζ)
EI(ζ)
]
P2 =
[
0 −1
1 0
]
, P0 = P1 =
[
0
0
]
.
Remark 3.1.7. For the derivation on the underlying modelling assumptions for
the Timoshenko beam equation and the Euler-Bernoulli beam equation as well as
for the related Rayleigh beam and shear beam models, where the latter have not been
considered here, we refer e.g. to the overview article [HaBeWe99].
Note that an example for an equation where N = 3 is the one-dimensional Airy
equation
ωt(t, ζ) + ωζζζ(t, ζ) = 0, t ≥ 0, ζ ∈ (0, 1).
However, within this thesis we mainly focus on the cases N = 1 and N = 2.
3.2 Port-Hamiltonian Systems
Up to now we introduced the evolution equation (3.3) without any boundary condi-
tions, so that an initial value problem with the evolution rule (3.3) alone will never
be well-posed in the sense of existence of a unique solution continuously depending
on the initial value x(0, ·) = x0 ∈ X. (For a more precise version of this statement
we refer to Section 3.3, in particular Lemma 3.3.1.) As a preparation we introduce
the (maximal) port-Hamiltonian operator A (given by the right hand side of (3.3)
on an appropriate domain D(A) ⊆ X) and the boundary control and observation
operatorsB and C, respectively, which play a crucial role in describing the boundary
conditions and prove quite useful especially in the context of nonlinear boundary
feedback later on. In contrast to Assumption 3.0.24 we also allow for P0 to be not
necessarily constant and skew-symmetric, but possible only an essentially bounded
measurable function P0 : [0, 1] → Fd×d. We also recall the assumptions on H and
the matrices Pk (k = 1, . . . , N) in the following definition.
Definition 3.2.1 (Port-Hamiltonian Operator). Let N ∈ N be a natural number
and Pk ∈ Fd×d (k = 1, . . . , N) matrices with P ∗k = (−1)k+1Pk (k = 1, . . . , N).
Further let P0 ∈ L∞(0, 1;Fd×d) and the energy state space X = L2(0, 1;Fd) be
equipped with the inner product 〈·, ·〉X = 〈·, ·〉H where H : [0, 1] → Fd×d is mea-
surable, pointwise symmetric, essentially bounded and uniformly positive definite,
i.e.
m |z|2 ≤ 〈z,H(ζ)z〉Fd ≤M |z|2 , z ∈ Fd, a.e. ζ ∈ (0, 1)
for some constants 0 < m ≤ M < +∞. Then the operator A : D(A) ⊆ X → X
defined via
Ax =
N∑
k=0
Pk(Hx)(k)
D(A) =
{
x ∈ X : Hx ∈ HN (0, 1;Fd)}
is called (maximal) port-Hamiltonian operator.
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Remark 3.2.2. Observe that the operator A (or, more precisely, its domain D(A))
does not inherit any boundary conditions. Therefore, it does not generate a C0-
semigroup, or, in other words, the initial value problem
∂
∂t
x(t) = Ax(t) (t ≥ 0), x(0) = x0 ∈ X
is not well-posed since it does not have a unique (strong) solution, but (as we will see
below) infinitely many classical solutions x ∈ C1(R+;X)∩C(R+;D(A)) for suitable
initial values x ∈ D(A). However, the operator A is closed and its graph norm ‖·‖A
is equivalent to the norm ‖H·‖HN , see the following lemma.
Lemma 3.2.3. The operator A is a closed and densely defined operator on X and
there are constants c1, c2 > 0 such that for every x ∈ D(A) one has
c1 ‖Hx‖HN (0,1;Fd) ≤ ‖x‖A :=
√
‖x‖2X + ‖Ax‖2X ≤ c2 ‖Hx‖HN (0,1;Fd) .
Proof. Since the multiplication operator X =
(
L2(0, 1;Fd); 〈·, ·〉H
) 3 x 7→ PNHx ∈(
L2(0, 1;Fd); 〈·, ·〉L2
)
is an isomorphism we first consider the special case H = I and
PN = I. Here the denseness is clear since C
∞
c (0, 1;Fd) ⊆ HN (0, 1;Fd) is dense in
L2(0, 1;Fd). As a first step we assume that Pk = 0 for k < N , so that
Ax =
∂N
∂ζN
x, D(A) = HN (0, 1;Fd)
is the N th order derivative operator. By Lemma 2.1.10 the L2-norms of the j
th
derivative (1 < j < N) can be estimated by the L2-norm of the function and the
L2-norm of its N
th derivative. Therefore, in this case the two norms are equivalent.
Now the assertion follows from the two subsequent lemmas.
Lemma 3.2.4. Let A : D(A) = HN (0, 1;Fd) ⊂ L2(0, 1;Fd) → L2(0, 1;Fd) be
any closed operator (i.e. a bounded operator HN (0, 1;Fd) → L2(0, 1;Fd)) and B :
D(B) ⊆ X → X another closable operator with D(B) ⊇ Hk(0, 1;Fd) for some
k ∈ {0, . . . , N − 1}. Then also the sum A+ B : D(A+ B) = D(A) ⊆ X → X is a
closed operator. In fact, B is relatively A-bounded with A-bound a0 = 0.
Proof. Since A is bounded as linear operator from HN (0, 1;Fd) to L2(0, 1;Fd) it
is enough to show that for every ε > 0 there is cε > 0 such that
‖Bx‖L2 ≤ cε ‖x‖L2 + ε ‖x‖HN (0,1;Fd) .
Since B ∈ B(Hk(0, 1;Fd);L2(0, 1;Fd)) is a bounded linear operator, this follows
from Lemma 2.1.10. Then closedness of the operator sum A + B follows from
Lemma III.3.4 in [EnNa00].
Lemma 3.2.5. Let X0, X1, X2 and X3 be Banach spaces and A : D(A) ⊂ X1 → X2
be a closed operator. Further let B ∈ B(X0, X1) and C : D(C) ⊂ X2 → X3 be such
that C−1 ∈ B(X3, X2) : X3 → D(C) ⊆ X2 exists as bounded linear operator. Then
also the following operators are closed.
AB with domain D(AB) = {x ∈ X0 : Bx ∈ D(A)},
CA with domain D(CA) = {x ∈ D(A) : Ax ∈ D(C)}.
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Proof. The proof is standard, we give it here for sake of completeness. We both
times use the sequence criterion for closed operators. To begin with, let (xn)n≥1 ⊆
D(AB) be a sequence such that
xn → x ∈ X0, ABxn → y ∈ X2 (n→∞).
Then from B ∈ B(X0;X1) is also follows D(A) 3 zn := Bxn n→∞−−−−→ Bx =: z and
closedness of A implies that z ∈ D(A) with Az = y, so x ∈ D(AB) with ABx = y.
Secondly, let (xn)n≥1 ⊆ D(CA) be a sequence such that
xn → x ∈ X1, CAxn → y ∈ X3 (n→∞). (3.12)
Then from C−1 ∈ B(X3;X2) it also follows that Axn = C−1(CAxn) n→∞−−−−→ C−1y =:
z and from the closedness of A we have x ∈ D(A) with Ax = z = C−1y, i.e.
x ∈ D(CA) with CAx = y. Hence, both operators AB and CA are closed.
Let us also note that thanks to the Rellich-Kondrachov Theorem 2.1.8 the domain
D(A) is compactly embedded into X.
Lemma 3.2.6. The embedding D(A) ↪→ X is compact.
Proof. The operators H : L2(0, 1;Fd) → X and H−1 : D(A) → HN (0, 1;Fd)
are continuous and by the Rellich-Kondrachov Theorem 2.1.8 the embedding iHN :
HN (0, 1;Fd) ↪→ L2(0, 1;Fd) is compact. Therefore, also the embedding iD(A) :
D(A) ↪→ X is compact since iD(A) = H◦ iHN ◦H−1 is the composition of a compact
operator with two bounded operators and therefore compact, see Satz V.6.3 in
[We06].
After this side remark let us introduce the input and output maps B and C via the
boundary flow and the boundary effort.
Definition 3.2.7 (Boundary Flow and Effort). We define the trace operator τ :
HN (0, 1;Fd)→ F2Nd = (Fd)2N as the linear map
τ(x) =
(
τ1(x)
τ0(x)
)
=

x(1)
x′(1)
...
x(N−1)(1)
x(0)
x′(0)
...
x(N−1)(0)

.
Given a maximal port-Hamiltonian operator A we then define the boundary flow
f∂,Hx and the boundary effort e∂,Hx as(
f∂,Hx
e∂,Hx
)
= Rextτ(Hx) (3.13)
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where the matrix Rext ∈ F2Nd×2Nd is defined as
Rext =
1√
2
[
Q −Q
I I
]
,
Q =

P1 P2 · · · · · · PN
−P2 −P3 · · · −PN 0
...
...
(−1)N−1PN 0 · · · 0 0
 .
Remark 3.2.8. The matrix Q ∈ F2Nd×2Nd and the map x 7→
(
f∂,Hx
e∂,Hx
)
depend on
H ∈ L∞(0, 1;Fd×d) and all matrices Pk ∈ Fd×d (k = 1, . . . , N). However, they do
not depend on the matrix-valued function P0 ∈ L∞(0, 1;Fd×d).
Lemma 3.2.9. Thanks to the condition P ∗k = (−1)k+1Pk (k ≥ 1) the matrix
Q = Q∗ is symmetric. Moreover, for invertible PN and since |detQ| = |detPN |N ,
also the matrix Q is invertible and then Rext is invertible with inverse matrix
R−1ext =
1√
2
[
Q−1 I
−Q−1 I
]
.
Proof. The last statement is part of Lemma 3.4 in [LeZwMa05]. All other assertions
are obvious.
We are now in the position to introduce the boundary control and boundary obser-
vation operators B and C, respectively, and the terminology of a port-Hamiltonian
system in boundary control and observation form.
Definition 3.2.10 (Port-Hamiltonian System). Let A be a (maximal) port-Hamil-
tonian operator with associated boundary flow and effort
(
f∂,Hx
e∂,Hx
)
. Further let
WB ,WC ∈ FNd×2Nd be two full rank matrices such that
[
WB
WC
]
is invertible. Then
we define the input map B : D(B) = D(A) ⊆ X → U := FNd and the output map
C : D(C) = D(A) ⊆ X → Y := FNd via
Bx = WB
(
f∂,Hx
e∂,Hx
)
Cx = WC
(
f∂,Hx
e∂,Hx
)
and call S = (A,B,C) a port-Hamiltonian system in boundary control and obser-
vation form to which we associate the boundary control and observation problem
d
dt
x(t) = Ax(t)
x(0) = x0
u(t) = Bx(t)
y(t) = Cx(t), t ≥ 0. (3.14)
Remark 3.2.11. Observe that the maps B and C may also be described in the form
Bx = WˆBτ(Hx), Cx = WˆCτ(Hx)
where both WˆB = WBRext and WˆC = WCRext ∈ FNd×2Nd have full rank thanks to
Rext ∈ F2Nd×2Nd being invertible.
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Definition 3.2.12 (Impedance Passivity). Quite often we encounter systems which
have a special form, namely where the system S = (A,B,C) is impedance passive
(in the boundary control and observation sense), i.e.
Re 〈Ax, x〉X ≤ Re 〈Bx,Cx〉FNd , x ∈ D(A).
In particular, in this case the operator A = A|kerB is dissipative and as we will
see in the next subsection this already implies that A generates a contraction C0-
semigroup on the Hilbert space X = (L2(0, 1;Fd); 〈·, ·〉X). In case that P0(ζ)∗ =
−P0(ζ) is skew-symmetric for a.e. ζ ∈ (0, 1) it may also happen that the system
S = (A,B,C) not only is impedance passive, but even impedance energy preserving
(in the boundary control and observation sense), i.e.
Re 〈Ax, x〉X = Re 〈Bx,Cx〉FNd , x ∈ D(A).
One particular choice of B and C to make S = (A,B,C) (for dissipative P0 ∈
L∞(0, 1;Fd×d)) an impedance passive (or impedance energy preserving) system re-
sults from the following lemma which describes how for the formally skew-symmetric
part of the operator A the boundary conditions influence the change of energy.
Lemma 3.2.13. The operator A satisfies
Re 〈Ax, x〉X = Re 〈f∂,Hx, e∂,Hx〉FNd + Re 〈P0Hx,Hx〉L2 , x ∈ D(A). (3.15)
Proof. Since the multiplication operator P0H is a bounded operator on L2(0, 1;Fd)
and P0 has no influence on the boundary flow and the boundary effort we may and
will assume that that P0 = 0 in the following. Then the identity is validated
by straightforward computation via integration by parts and the property P ∗k =
(−1)k−1Pk (k ≥ 1). One readily verifies that for every x ∈ D(A)
Re 〈Ax, x〉X = Re 〈
N∑
k=1
Pk(Hx)(k),Hx〉L2
=
1
2
[
N∑
k=1
〈Pk(Hx)(k),Hx〉L2 + 〈Hx, Pk(Hx)(k)〉
]
=
1
2
[
N∑
k=1
〈(Pk + (−1)kP ∗k )(Hx)(k),Hx〉L2
]
+
1
2
[
N∑
k=1
k−1∑
l=0
(−1)l〈(Hx)(l)(ζ), Pk(Hx)(k−l−1)(ζ)〉Fd
]1
0
=
1
2
[
N∑
k=1
k−1∑
l=0
(−1)l〈(Hx)(l)(ζ), Pk(Hx)(k−l−1)(ζ)〉Fd
]1
0
using integration by parts and the condition P ∗k = (−1)k+1Pk on the matrices for
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k ≥ 1. On the other hand, also using that Q = Q∗, we compute
Re 〈f∂,Hx, e∂,Hx〉FNd
=
1
2
Re 〈Qτ1(Hx)−Qτ0(Hx), τ1(Hx) + τ0(Hx)〉FNd
=
1
2
〈τ1(Hx), Qτ1(Hx)〉FNd −
1
2
〈τ0(Hx), Qτ0(Hx)〉FNd
+
1
2
Re 〈(Q−Q∗)τ1(Hx), τ0(Hx)〉FNd
=
1
2
[
N∑
n=1
〈(Hx)(n−1)(ζ),
N−n+1∑
m=1
(−1)n−1Pm+n−1(Hx)(m−1)(ζ)〉Fd
]1
0
=
1
2
[
N∑
n=1
N∑
k=n
(−1)n−1〈(Hx)(n−1)(ζ), Pk(Hx)(k−n)(ζ)〉Fd
]
=
1
2
[
N∑
k=1
k∑
n=1
(−1)n−1〈(Hx)(n−1)(ζ), Pk(Hx)(k−n)(ζ)〉Fd
]1
0
=
1
2
[
N∑
k=1
k−1∑
l=0
(−1)l〈(Hx)(l)(ζ), Pk(Hx)(k−l−1)(ζ)〉Fd
]1
0
where we used the symmetry of the matrix Q = Q∗ ∈ F2Nd×2Nd and the substitu-
tions k = m+ n− 1 and (in the last step) l = n− 1.
For the choice of boundary flow and boundary effort as input and output this results
in the following corollary.
Corollary 3.2.14. For every port-Hamiltonian operator A with dissipative P0, i.e.
Sym P0(ζ) :=
1
2 (P0(ζ) + P0(ζ)
∗) ≤ 0 negative semidefinite for a.e. ζ ∈ (0, 1), the
choice Bx = f∂,Hx and Cx = e∂,Hx, i.e. WB =
[
I 0
]
and WC =
[
0 I
]
,
(or the other way around) gives an impedance passive system S = (A,B,C) which
is even impedance energy preserving if (and only if) P0(ζ)
∗ = −P0(ζ) is skew-
symmetric for a.e. ζ ∈ (0, 1).
Remark 3.2.15. Actually the conditions Sym P0(ζ) ≤ 0 negative semidefinite for
a.e ζ ∈ (0, 1) or P0(ζ) = −P0(ζ) skew-symmetric for a.e. ζ ∈ (0, 1) are necessary
for S to get a system which is impedance passive or impedance energy preserving,
respectively.
Proof. Since C∞c (0, 1;Fd) ⊆ HD(A) is dense in X = L2(0, 1;Fd) it follows from
Re 〈P0Hx,Hx〉L2 = Re 〈Ax, x〉X
≤ Re 〈Bx,Cx〉FNd = 0, x ∈ H−1C∞c (0, 1;Fd)
for impedance passive port-Hamiltonian systems that
Re 〈P0x˜, x˜〉L2 ≤ 0, x˜ ∈ L2(0, 1;Fd).
Then by Lemma 2.1.6
Sym P0(ζ) ≤ 0, a.e. ζ ∈ (0, 1). (3.16)
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The impedance energy preserving case follows from the observation that the system
S = (A,B,C) is impedance energy preserving if and only if both the system S and
the system (−A,−B,C) are impedance passive.
Starting from Corollary 3.2.14 we may use the general definition of B and C to
conclude that
Re 〈f∂,Hx, e∂,Hx〉FNd =
1
2
〈
(
f∂,Hx
e∂,Hx
)
,Σ
(
f∂,Hx
e∂,Hx
)
〉F2Nd
=
1
2
〈
[
WB
WC
]−1(
Bx
Cx
)
,Σ
[
WB
WC
]−1(
Bx
Cx
)
〉F2Nd
=
1
2
〈
(
Bx
Cx
)
, PWB ,WC
(
Bx
Cx
)
〉F2Nd
where
P−1WB ,WC =
[
WB
WC
]
Σ
[
WB
WC
]∗
=
[
WBΣW
∗
B WBΣW
∗
C
WCΣW
∗
B WCΣW
∗
C
]
.
Hence, the following holds.
Proposition 3.2.16 (Characterisation of Impedance Passive and Impedance En-
ergy Preserving Systems). Impedance passive and impedance energy preserving sys-
tems may be characterised by the matrices WB ,WC ∈ FNd×2Nd and the matrix-
valued function P0 ∈ L∞(0, 1;Fd).
1. The system S = (A,B,C) is impedance energy preserving if and only if
P0(ζ)
∗ = −P0(ζ) is skew-symmetric for a.e. ζ ∈ (0, 1) and PWB ,WC = Σ,
i.e.
WBΣW
∗
B = WCΣW
∗
C = 0, WBΣW
∗
C = I.
2. The system S = (A,B,C) is impedance passive if and only if the symmetric
part Sym P0(ζ) :=
1
2 (P0(ζ) + P0(ζ)
∗) ≤ 0 is negative semidefinite for a.e.
ζ ∈ (0, 1) and the matrix PWB ,WC −Σ is negative semidefinite. In particular,
for S to be impedance passive WBΣW
∗
B ≥ 0 and WCΣW ∗C ≥ 0 are necessarily
positive semidefinite.
Proof. Since a system S = (A,B,C) is impedance energy preserving if and only if
both S and S′ = (−A,−B,C) are impedance energy preserving (using the linearity
of A,B and C) and P0(ζ) = −P0(ζ) is skew-symmetric for a.e. ζ ∈ (0, 1) if and only
if both Sym P0(ζ) ≤ 0 and Sym (−P0(ζ)) = −Sym P0(ζ) ≤ 0 are negative semidef-
inite, it is enough to verify part 2.). However, this follows from the considerations
just above. The last assertion may be shown as in the proof of Theorem 7.2.4 in
[JaZw12] (or, Theorem 3.3.6), noting that for impedance passive port-Hamiltonian
systems we have that
Re 〈f∂,Hx, e∂,Hx〉FNd ≤ 0, x ∈ kerB ∪ kerC.
Lemma 3.2.17. Let k ∈ N, W = [ W1 W2 ] ∈ Ck×2k and Σ = [ 0 II 0 ] ∈ C2k×2k.
1. Then W has a decomposition
W = S
[
I + V I − V ]
60 CHAPTER 3. HYPERBOLIC PDE ON A 1D-DOMAIN
with S ∈ Fk×k invertible and V ∈ Fk×k if and only if the matrix W1 +W2 is
invertible. In particular, then the matrix W has full rank rk W = k.
2. The matrix W has full rank rk W = k and the matrix WΣW ∗ is positive
semidefinite if and only if
W = S
[
I + V I − V ]
with S ∈ Fk×k invertible and V ∈ Fk×k where I − V V ∗ ≥ 0 is positive
semidefinite.
Proof. Part 2.) is Lemma 7.3.1 in [JaZw12]. Clearly part 1.) is closely related
to the second assertion and similar ideas are used for its proof. First, let W =
S
[
I + V I − V ] with S invertible. Then
W1 +W2 = S(I + V ) + S(I − V ) = 2S
is invertible by hypothesis. On the other hand, if W1 +W2 is invertible we may set
S = 12 (W1 +W2) and V = (W1 +W2)
−1(W1−W2) to get the desired decomposition.
Also in that case k ≥ rk W ≥ rk (W1 +W2) = k, so that W has full rank.
We give a characterisation of the matrices WB and WC leading to impedance energy
preserving systems in the next lemma which is mainly (i.e. for the case −P0(ζ)∗ =
P0(ζ) ≡ P0 constant) due to Villegas ([Vi07]).
Lemma 3.2.18 (Characterisation of Impedance Energy Preserving Systems). Let
S = (A,B,C) be a port-Hamiltonian system. Then
1. S is impedance energy preserving if and only if P0(ζ)
∗ = −P0(ζ) for a.e.
ζ ∈ (0, 1) and there are matrices SB , SC ∈ F2Nd×2Nd and unitary matrices
VB , VC ∈ FNd×Nd such that
WB = SB
[
I + VB I − VB
]
WC = SC
[
I + VC I − VC
]
I = 2SC(I − VCV ∗B)S∗B .
Then one has in particular that
W ∗BWC +W
∗
CWB = Σ :=
[
0 I
I 0
]
∈ F2Nd×2Nd.
2. S is impedance passive if and only if P0(ζ) is dissipative for a.e. ζ ∈ (0, 1)
and there are matrices SB , SC ∈ F2Nd×2Nd and matrices VB , VC ∈ FNd×Nd
with VBV
∗
B , VCV
∗
C ≤ I such that
WB = SB
[
I + VB I − VB
]
WC = SC
[
I + VC I − VC
]
I = 2SC(I − VCV ∗B)S∗B .
In that case one has in particular that
W ∗BWC +W
∗
CWB = Σ :=
[
0 I
I 0
]
∈ F2Nd×2Nd.
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Although this result is not new by any means and in principle can be found as
Theorem 2.16 in [Vi07] we give a full prove anyway because in [Vi07] (and also
in [LeZwMa05]) only the case F = R and P0(ζ) = −P0(ζ)∗ constant is considered
(which do not too much harm), but more importantly the statements are only
proved after the well-posedness (in the sense of existence of unique solutions) of the
system S.
Proof. As we have seen above the conditions are sufficient to get an impedance
energy preserving system. It remains to check necessity. Let S = (A,B,C) be an
impedance energy preserving system. Then in particular for every x ∈ X such that
Hx ∈ C∞c (0, 1;Fd) we find
Re 〈P0Hx,Hx〉L2 = Re 〈P0Hx,Hx〉L2 + Re 〈f∂,Hx, e∂,Hx〉FNd
= Re 〈Ax, x〉X
= Re 〈Bx,Cx〉FNd = 0.
Hence, P0(ζ) = −P0(ζ)∗ has to be skew-symmetric for a.e. ζ ∈ (0, 1) by Lemma
2.1.7. Finally we have to find whether the conditions given in Lemma 3.2.18 on WB
and WC are both necessary and sufficient for S to be impedance energy preserving.
This comes down to checking when the condition PWB ,WC = Σ is satisfied. For
WB ,WC as in the lemma we have
WBΣW
∗
B = SB
[
I + VB I − VB
] [ 0 I
I 0
] [
I + VB I − VB
]∗
S∗B
= 2SB(I − VBV ∗B)S∗B
WCΣW
∗
C = 2SC(I − VCV ∗C)S∗C
WBΣWC = SB
[
I + VB I − VB
] [ 0 I
I 0
] [
I + VC I − VC
]∗
S∗C
= 2SB(I − VBV ∗C)S∗C
and therefore VBV
∗
B = I and VCV
∗
C = I, i.e. both VB and VC should be unitary,
and I = 2SB(I −VBV ∗C)S∗C are both necessary and sufficient conditions for S to be
impedance energy preserving when P0(ζ)
∗ = −P0(ζ) for a.e. ζ ∈ (0, 1).
When we introduced the port-Hamiltonian system S = (A,B,C) we said that it
were in boundary control and observation form. However, for S to be a Boundary
Control and Observation system it has to satisfy the following two properties.
1. The restriction A = A|kerB of the maximal port-Hamiltonian operator A to
the kernel of the boundary input map B has to generate a C0-semigroup on
the Hilbert space X = L2(0, 1;Fd). A quite large class of input operators
for which this property holds will be investigated in the next section, namely
the case where the C0-semigroup is contractive, or at least quasi-contractive.
Actually we are going to characterise all the boundary conditions leading to
(quasi-)contractive C0-semigroups.
2. For the boundary control operator B there exists a continuous right-inverse
B ∈ B(FNd;D(A)).
We show that the second condition is always satisfied, so that the only condition
left to check is the generator property of A = A|kerB.
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Lemma 3.2.19. Let d and N ∈ N be natural numbers and assume that the matrix
WB ∈ FNd×2Nd have full rank. Define τ : HN (0, 1;Fd) → F2Nd = (Fd)2N by
τj(x) = x
(j−1)(1), τj+N (x) = x(j−1)(0) for j = 1, . . . , N . Then there is an operator
B ∈ B(FNd;HN (0, 1;Fd)) such that
(WB ◦ τ)B = IFNd .
Proof. (Cf. step 2 in the proof of Theorem 4.2 in [LeZwMa05].) Let {ej}j=1,...,2Nd
be the standard orthogonal basis in F2Nd and choose fj ∈ HN (0, 1;Fd) with τ(fj) =
ej for j = 1, . . . , 2Nd. Since WB has full rank there is a matrix V ∈ F2Nd×Nd such
that WBV = IFNd . Decompose V as
V =
 V1...
V2Nd

where Vj ∈ F1×Nd for j = 1, . . . , 2Nd. Now set
Bz :=
2Nd∑
j=1
Vjzfj ∈ HN (0, 1;Fd), z ∈ FNd.
Then clearly B ∈ B(FNd;HN (0, 1;Fd)) and
(WB ◦ τ)(Bz) = WB
2Nd∑
j=1
Vjzτ(fj) = WB
2Nd∑
j=1
Vjzej
= WBV z = z, z ∈ FNd.
Corollary 3.2.20. Let A be a port-Hamiltonian operator and let WB ∈ FNd×2Nd
have full rank,
Bx := WB
(
f∂,Hx
e∂,Hx
)
, x ∈ D(A).
Then there is a right-inverse B ∈ B(FNd;D(A)) of B, i.e. BB = IFNd .
Proof. We write
B = WBRext ◦ τ ◦ H =: WˆB ◦ τ ◦ H,
choose Bˆ from Lemma 3.2.19 for WˆB and set
B := H−1 ◦ Bˆ.
Then BB = WB ◦ τ ◦ H−1 ◦B = WˆB ◦ τ ◦ Bˆ = IFNd , indeed.
In particular, the preceding Corollary 3.2.20 states that under the assumptions of
Theorem 3.3.6 for any vector ( fe ) ∈ kerWB there exists x ∈ D(A) such that(
f
e
)
=
(
f∂,Hx
e∂,Hx
)
.
Therefore, we easily conclude the following theorem which states that for a port-
Hamiltonian system S = (A,B,C) to be a Boundary Control and Observation
System it is enough that A := A|kerB generates a C0-semigroup.
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Theorem 3.2.21. A port-Hamiltonian system S = (A,B,C) in boundary control
and observation form is a Boundary Control and Observation System if and only if
the operator A = A|kerB generates a C0-semigroup on X.
Proof. Since τ ◦ H : (D(A), ‖·‖A) → (F2Nd, |·|) is a bounded and linear map, it is
enough to find B ∈ B(U,D(A)) such thatBB = IFNd . This is provided by Corollary
3.2.20.
Remark 3.2.22. Similarly a port-Hamiltonian system (A,B) without output map C
is a Boundary Control System if and only if A = A|kerB generates a C0-semigroup.
Theorem 3.2.23. Consider the port-Hamiltonian system S = (A,B,C) and the
corresponding evolution equations
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
(Hx)(t, ζ), ζ ∈ (0, 1)
u(t) = Bx(t) = WB
(
f∂,Hx(t)
e∂,Hx(t)
)
y(t) = Cx(t) = WC
(
f∂,Hx(t)
e∂,Hx(t)
)
, t ≥ 0
and assume that A := A|kerB generates a C0-semigroup on X. Then for all u ∈
C2(R+;FNd) and x0 ∈ D(A) with u(0) = WB
(
f∂,Hx0
e∂,Hx0
)
the system has a unique
classical solution
x ∈ C1(R+;X) ∩ C(R+;D(A)), y ∈ C(R+;FNd).
If additionally P0(ζ) = −P0(ζ)∗ for a.e. ζ ∈ (0, 1), then
d
dt
‖x(t)‖2X = 〈
(
u(t)
y(t)
)
, PWB ,WC
(
u(t)
y(t)
)
〉, t ≥ 0
where
PWB ,WC :=
[
WBΣW
∗
B WBΣW
∗
C
WCΣW
∗
B WCΣW
∗
C
]−1
.
Proof. By Theorem 3.2.21 the system S = (A,B,C) is a Boundary Control and
Observation System. From Theorem 2.3.15 we find that for any u and x0 as above
there exists a classical solution x ∈ C1(R+;X) ∩ C(R+;D(A)). Moreover, C ∈
B(D(A),FNd) and we thus have
y = Cx ∈ C(R+;FNd).
If additionally P0(ζ) = −P0(ζ)∗ for a.e. ζ ∈ (0, 1) we compute
d
dt
‖x(t)‖2X = 2 Re 〈e∂,Hx, f∂,Hx〉Fd
= 〈
(
u(t)
y(t)
)
, PWB ,WC
(
u(t)
y(t)
)
〉FNd ,
cf. the calculations before Proposition 3.2.16.
The following lemma shows that for impedance passive port-Hamiltonian systems
the transfer function G(λ) is defined for every Re λ > 0 and its symmetric part
Sym G(λ) ≥ 0 is positive semidefinite.
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Lemma 3.2.24. Let S = (A,B,C) be an impedance passive port-Hamiltonian sys-
tem. Then F+0 ⊆ D(G) and Sym G(λ) > 0 for all λ ∈ F+0 , i.e. for all λ ∈ F+0 there
is mλ > 0 such that
Re 〈z,G(λ)z〉U > mλ |z|2 , z ∈ U = FNd.
More precisely, for every λ ∈ F+0 there are operators Φ(λ) ∈ B(X),Ψ(λ) ∈ B(U,X)
and F (λ) ∈ B(X,Y ) such that for all f ∈ X and u ∈ U there is a unique solution
of the problem
(λ− A)x = f
u = Bx
y = Cx
which is given by
x = Φ(λ)f + Ψ(λ)u
y = F (λ)f +G(λ)u.
Without loss of generality we may assume that H = I for the proof. In fact, for
any impedance passive Boundary control and Observation System S = (A,B,C)
(on Hilbert spaces X and U = Y ) and P ∈ B(X) any coercive operator on X, also
SP = (AP,BP,CP ) is an impedance passive Boundary Control and Observation
System (on XP = X equipped with 〈·, ·〉XP := 〈·, P ·〉X) and the transfer function
exists on F+0 for (A,B,C) if and only if it exists on F
+
0 for SP = (AP,BP,CP ) (the
situation is similar for Φ,Ψ and F as in Lemma 3.2.24).
Proposition 3.2.25. Let X and U = Y be Hilbert spaces and assume that (A,B,C)
is a Boundary Control and Observation System. Further let 0 < P = P ∗ ∈ B(X)
be a strictly coercive operator on X and XP := X equipped with the inner product
〈·, ·〉XP := 〈·, P ·〉X . If (A,B,C) is an impedance passive Boundary Control and
Observation system on (X,U, Y ) and for some λ ∈ F+0 there are operators Φ(λ) ∈
B(X),Ψ(λ) ∈ B(U,X), F (λ) ∈ B(X,Y ) and G(λ) ∈ B(U, Y ) such that for all f ∈ X
and u ∈ U there is a unique solution of the problem
(A− λ)x = f
u = Bx
y = Cx
which is given by
x = Φ(λ)f + Ψ(λ)u
y = F (λ)f +G(λ)u,
then also (AP,BP,CP ) is an impedance passive Boundary Control and Observation
System on (XP , U, Y ) and there are operators Φˆ(λ) ∈ B(X), Ψˆ(λ) ∈ B(U,X), Fˆ (λ) ∈
B(X,Y ) and Gˆ(λ) ∈ B(U, Y ) such that for all fˆ ∈ X and uˆ ∈ U there is a unique
solution of the problem
(AP − λ)xˆ = fˆ
uˆ = BPxˆ
yˆ = CPxˆ
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which is given by
xˆ = Φˆ(λ)fˆ + Ψˆ(λ)uˆ
yˆ = Fˆ (λ)fˆ + Gˆ(λ)uˆ.
Proof. First note that (AP,BP,CP ) is an impedance passive Boundary Control
and Observation System on XP . Namely for all xˆ ∈ D(AP ) one has Pxˆ ∈ D(A),
thus
Re 〈APxˆ, xˆ〉XP = Re 〈APxˆ, P xˆ〉X ≤ Re 〈BPxˆ,CPxˆ〉U
Further A = A|D(A) where D(A) = {x ∈ D(A) : Bx = 0} generates a contractive
C0-semigroup and so does AP = AP |D(AP ) by Lemma 7.2.3 in [JaZw12] (also see
Lemma 3.3.5 below). Clearly P−1B (where B is the right-inverse of B) serves as
right-inverse of BP and CP : D(AP )→ U is bounded since
‖CPxˆ‖U . ‖Pxˆ‖A
=
√
‖Pxˆ‖2X + ‖APx‖2X ' ‖xˆ‖AP
for all x ∈ D(AP ) since the norms ‖·‖X ,
∥∥P 1/2·∥∥ =: ‖·‖XP and ‖P ·‖X are equiv-
alent. Further observe that Φ(λ) = R(λ,A), in particular ‖Φ(λ)‖ ≤ 1Re λ by the
Hille-Yosida Theorem 2.2.6. Let n ∈ N be such that for the nth-root Q = P 1/n
of P , 0 < Q = Q∗ ∈ B(X), one has ∥∥Q−1 − I∥∥B(X) =: ρ < Re λ|λ| ∈ (0, 1], see
Proposition 2.1.13. Note that then for Xk := X equipped with the inner product
〈·, ·〉k := 〈·, Qk·〉X for k = 0, 1, . . . , n one has∥∥(Q−1 − I)x∥∥
k
=
∥∥∥Qk/2(Q−1 − I)x∥∥∥
X
=
∥∥∥(Q−1 − I)Qk/2x∥∥∥
X
,
i.e.
∥∥Q−1 − I∥∥B(Xk) = ∥∥Q−1 − I∥∥B(X) = ρ < Re λ|λ| for k = 0, 1, . . . , n. We consider
the case n = 1, the general case then easily follows by induction. Hence
∥∥λΦ(λ)(P−1 − I)∥∥B(X) ≤ ρ |λ|Re λ < 1
and by Neumann’s series (I − λΦ(λ)(P−1 − I))−1 ∈ B(X) exists. Note that given
fˆ ∈ XP , uˆ ∈ U , also writing x = Pxˆ, one has the following equivalence of problems
(AP − λ)xˆ = fˆ , BPxˆ = uˆ, CPxˆ = yˆ
⇐⇒ (A− λ)x = fˆ + λ(P−1 − I)x, Bx = uˆ, Cx = yˆ
⇐⇒
{
x = Φ(λ)fˆ + λΦ(λ)(P−1 − I)x+ Ψ(λ)uˆ,
y = F (λ)fˆ + λF (λ)(P−1 − I)x+G(λ)uˆ
⇐⇒
{
xˆ = P−1x = P−1(I − λΦ(λ)(P−1 − I))−1(Φ(λ)fˆ + Ψ(λ)uˆ),
yˆ = F (λ)fˆ + λF (λ)(P−1 − I)Pxˆ+G(λ)uˆ.
From here the assertion follows.
Proof of Lemma 3.2.24. By Proposition 3.2.25 we may and will assume that
H = I is the identity map on L2(0, 1;Fd). Also we only consider the case of
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constant P0 ∈ Fd×d. Let λ ∈ F+0 , u ∈ FNd and f ∈ X be given. First, observe that
the equation
(λ− A)x = f
has the general solution x = h1 for h := (x, x
′, . . . , x(N−1)) : [0, 1] → (Fd)N =˜FNd
and h(ζ) = eζBλh(0) + qf (ζ) where
Bλ =

0 1 0 ··· 0
0 0 1
. . .
...
...
. . .
. . . 0
0 ··· ··· 0 1
λP−1N −P−1N P0 −P−1N P1 ··· ··· −P−1N PN−1
 .
and qf (ζ) =
∫ ζ
0
e(ζ−s)Bλ
 0...
0
−f(s)
 ds. Writing Eλ = eBλ input u = Bx and output
y = Cx may be written as
u = WBRext
[
Eλ
I
]
h(0) +WBRext
[
qf (1)
0
]
,
y = WCRext
[
Eλ
I
]
h(0) +WCRext
[
qf (1)
0
]
.
Since the system (A,B,C) is impedance passive both the matrices WBRext
[
Eλ
I
]
and WCRext
[
Eλ
I
]
are invertible since otherwise (choosing f = 0 and h(0) in the
kernel of one of these matrices) λ ∈ F+0 ∩ σ(A|kerB) or λ ∈ F+0 ∩ σ(A|kerC), in
contradiction to A|kerB and A|kerC being dissipative. As a result, for any given
u ∈ FNd and f ∈ X there is a unique solution (x, y) ∈ D(A) × FNd and clearly
the map (f, u) 7→ (x, y) =:
[
Φ(λ) Ψ(λ)
F (λ) G(λ)
]
[ fu ] is linear and bounded. By the same
reasoning one finds (for f = 0 fixed) the inverse map G(λ)−1 : y 7→ u, so that G(λ)
is bijective. Further we have for all u ∈ FNd \ {0} and the corresponding solution
(x, y) ∈ D(A)× FNd of (2.17) that
Re 〈u,G(λ)u〉FNd ≥ Re 〈Ax, x〉L2 = Re 〈λx, x〉L2 = Re λ ‖x‖2L2 > 0
so that in fact the symmetric part Sym G(λ) > 0 is strictly positive definite.
3.3 The Generation Theorem
Up to now we did not impose any boundary conditions on the port-Hamiltonian
partial differential equation, so we could not expect A to be the generator of a
C0-semigroup. To make this more clear, let us state the following lemma which
(together with the Hille-Yosida Theorem 2.2.6) implies that A itself cannot be a
generator, indeed.
Lemma 3.3.1. Let A be a (maximal) port-Hamiltonian operator where the matrix-
valued functions H and P0 ∈W 1∞(0, 1;Fd×d) are Lipschitz continuous. Then
σp(A) = F.
Proof. The proof is based on the theory of non-autonomous ODE. In fact for every
λ ∈ F we have that the equation
Ax = λx
3.3. THE GENERATION THEOREM 67
may be written as the ODE
d
dζ
h(ζ) = Bλ(ζ)h(ζ), ζ ∈ [0, 1]
where we identify h = (Hx, (Hx)′, . . . , (Hx)(N−1)) ∈ L2(0, 1;Fd)N and the matrix-
valued function Bλ ∈W 1∞(0, 1;FNd×Nd) is given by
Bλ(ζ) =

0 1
0 1
...
. . .
. . .
0 · · · 0 . . . 1
P−1N (λH−1(ζ)− P0(ζ)) −P−1N P1 · · · −P−1N PN−1 0
 .
Since H and P0 are Lipschitz continuous by the Picard-Lindelo¨f Theorem, see e.g.
Satz III.2.5 in [We06], the equation has a unique solution on [0, 1], for every given
initial value h(0) = h0 ∈ FNd. Choosing h0 6= 0 then gives an eigenfunction
x = H−1(hj)j=1,...,d ∈ D(A) \ {0} of A for the eigenvalue λ, thus σp(A) = F.
Corollary 3.3.2. Let A be a (maximal) port-Hamiltonian operator where H ∈
W 1∞(0, 1;Fd×d) is Lipschitz continuous and P0 ∈ C([0, 1];Fd×d). Then
σ(A) = F.
Proof. By the Stone-Weierstrass Theorem (see Theorem VIII.4.7 in [We11]) there
are polynomials Pn0 ∈ C∞([0, 1];Fd×d) converging to P0 in ‖·‖∞. Assume that there
was λ ∈ ρ(A), i.e. (λ − A)−1 ∈ B(X) exists. Thanks to the Neumann series then
(λ−A−(Pn0 −P0)H)−1 ∈ B(X) exists also for n ≥ n0 ∈ N sufficiently large. However,
by Lemma 3.3.1 σ(A+ (Pn0 − P0)H) = σ(An) = F for An =
∑N
k=1 Pk(Hx)(k) + Pn0
with D(An) = D(A). A contradiction.
We hope that for suitable boundary conditions, defining a subspace D(A) ⊂ D(A)
the restricted operator A = A|D(A) has the generator property. In the following let
B and C be such that S = (A,B,C) is a port-Hamiltonian system.
Remark 3.3.3. In fact, we do not necessarily need the output operator C here and
therefore remark that whenever we have WB ∈ FNd×2Nd defining the input operator
Bx = WB
(
f∂,Hx
e∂,Hx
)
we can always find WC ∈ FNd×2Nd such that
[
WB
WC
] ∈ F2Nd×2Nd
is invertible.
For the port-Hamiltonian system S = (A,B,C) we consider the port-Hamiltonian
operator with boundary conditions
A := A|ker(B+KC)
where K ∈ FNd×Nd is a feedback matrix, i.e. the domain D(A) realises the boundary
condition
Bx = −KCx, x ∈ D(A)
Remark 3.3.4. Within this subsection we may and will always assume that K = 0,
i.e. D(A) = kerB. Note that we did not demand anything more of S than being a
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port-Hamiltonian system. Therefore, replacing B by B+KC, i.e. replacing WB by
WB+KWC , we may reduce the feedback case to the case where K = 0. However, let
us also note that in the context of nonlinear boundary feedback an extra assumption
of impedance passivity for S will appear. In that case K ∈ FNd×Nd will be replaced
by a nonlinear feedback operator.
A very useful tool for the characterisation of contraction semigroups is the following
lemma, which states that the contractive semigroup generator property is preserved
under right multiplicative perturbation by a coercive operator provided the Hilbert
space XP = X is equipped with the inner product 〈·, ·〉P = 〈·, P ·〉. However,
remark that this fact heavily depends on the contraction property and for general
semigroups the assertion is false in general, see Section 6 in [Zw+10].
Lemma 3.3.5. Let X be some Hilbert space with inner product 〈·, ·〉 and some
strictly positive operator P ∈ B(X), i.e. P is self-adjoint and P > εI for some
ε > 0. Denote by XP the Hilbert space X equipped with the inner product 〈·, ·〉P =
〈·, P ·〉. Given some linear operator A : D(A) ⊂ X → X, consider the operator
AP : D(AP ) ⊂ XP → XP with D(AP ) = {x ∈ XP : Px ∈ D(A)}. Then the
following are equivalent:
1. The operator A generates a contractive C0-semigroup on X.
2. The operator AP generates a contractive C0-semigroup on XP .
Proof. For this result, see Lemma 7.2.3 in [JaZw12].
For port-Hamiltonian operators with boundary conditions the contraction semi-
group generators can be characterised either by a simple matrix condition or by
dissipativity of the operator A. Note that usually the hard part of proving that
an operator A generates a contraction semigroup (via the Lumer-Phillips Theorem
2.2.7) is the range condition ran (λI −A) = X for some λ > 0.
Theorem 3.3.6. Let S = (A,B,C) be a port-Hamiltonian system and K ∈ FNd×Nd
some matrix. Consider the operator A = A|ker(B+KC). The following are equivalent.
1. A generates a contraction C0-semigroup,
2. A is dissipative, i.e. Re 〈Ax, x〉X ≤ 0 for all x ∈ D(A),
3. (WB + KWC)Σ(WB + KWC)
∗ ≥ 0 is positive semi-definite and P0(ζ) is
dissipative for a.e. ζ ∈ (0, 1), where Σ =
[
0 I
I 0
]
∈ C2d×2d.
Note that this result is a combination of Theorem 7.2.4 in [JaZw12], where the
authors focused on the case N = 1, and Theorem 4.2 in [LeZwMa05], where the
general case of N -th order Port-Hamiltonian systems is treated for the equivalence
of 1.) and 3.). However, in both cases the authors only treat the case P0 = −P ∗0
being a constant skew-symmetric matrix. For the general case where P ∗0 6= −P0 is
not skew-adjoint we shall use a perturbation argument. In fact, we also generalise
Theorem 2.3 in [AuJa14] where only the case P0 constant had been considered to the
ζ-dependant P0 case. Still we use the same strategy as in the proof of Theorem 7.2.4
in [JaZw12] with obvious modifications also employing some results of [LeZwMa05].
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Lemma 3.3.7. Let W = S [ I+V I−V ] with S ∈ Fm×m invertible and V ∈ Fm×m.
Then the equality
kerW = ran
[
I − V
−I − V
]
(3.17)
holds.
Proof. Cf. the proof of Lemma 7.3.2 in [JaZw12]. Note that
rk W = rk
[
I + V I − V ] = rk [ I + V 2I ] = m,
and similarly rk
[
I−V
−I−V
]
= m. Then the result follows from ran
[
I−V
−I−V
] ⊆ kerW
and noticing that these two linear subspaces have the same dimension m.
Proof of Theorem 3.3.6. First of all, let us note that by Lemma 3.3.5 we may
and will assume that H = I, so that X = L2(0, 1;Fd) with the standard inner
product. Moreover, we may and will assume that K = 0 to make the presentation
clearer. Also, let us further assume that P0 ≡ 0 for the moment. Our strategy is as
follows, cf. Theorem 7.2.4 in [JaZw12]. We use the Lumer-Phillips Theorem 2.2.7
to establish the equivalence of 1.) and 2.). Then we show that also 2.) and 3.) are
equivalent, indeed. As a last step we remove the restriction P0 ≡ 0 to obtain the
claimed result.
For the equivalence of 1.) and 2.) note that by the Lumer-Phillips Theorem 2.2.7
the operator A generates a contractive C0-semigroup if and only if it is dissipative
and satisfies the range condition
ran (λI −A) = X
for some λ > 0 (and then in fact for all λ ∈ F+0 ). Therefore, it remains to check
that for the port-Hamiltonian operator A dissipativity already implies the range
condition. So let A be dissipative and take an arbitrary f ∈ X and (for simplicity)
set λ = 1. We consider the problem
find x ∈ D(A) : (I −A)x = f
which is equivalent to the problem
find x ∈ D(A) : (I − A)x = f, Bx = −KCx
where we may and will assume that K = 0, see Remark 3.3.4. Observe that the
problem (I − A) = y may be equivalently expressed as the ODE
x(ζ)−
N∑
k=1
Pkx
(k)(ζ) = f(ζ), ζ ∈ [0, 1].
Writing h := (x, x′, . . . , x(N−1)) ∈ L2(0, 1;FNd) and using the invertibility of PN we
may rewrite this N th-order ODE as the first order ODE
d
dζ
h(ζ) = Bh(ζ) + g(ζ), ζ ∈ [0, 1].
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where
B =

0 1 0 · · · 0
0 0 1
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 1
P−1N −P−1N P1 · · · · · · −P−1N PN−1
 ∈ F
Nd×Nd ∼= (Fd×d)N×N
g(ζ) =
 0...
0
−P−1N y(ζ)
 ∈ L2(0, 1;FNd) ∼= (L2(0, 1;Fd))N .
Therefore, we obtain the general solution formula
h(ζ) = eζBh(0) + q(ζ)
with q(ζ) =
∫ ζ
0
e(ζ−s)Bg(s)ds for ζ ∈ (0, 1). For the corresponding x ∈ D(A) we
then have x ∈ D(A) if and only if
0 = WBRext
(
h(1)
h(0)
)
= WBRext
(
eBh(0) + q(1)
h(0)
)
,
or equivalently
WBRext
[
eB
I
]
h(0) = WBRext
(
q(1)
0
)
As a result, invertibility of the matrix WBRext
[
eB
I
]
will imply that there is x ∈
D(A) such that (I −A)x = y, so that ran (I −A) = X. Assume that WBRext
[
eB
I
]
were not invertible. Then there were h0 6= 0 such that h0 ∈ kerWBRext
[
eB
I
]
. For
the special choice h(0) = h0 and q ≡ 0, i.e. g ≡ 0, then equation (3.18) would lead
to an eigenvector x ∈ D(A) of A with eigenvalue λ = 1, a contradiction to A being
dissipative. Hence, 1.) and 2.) are equivalent.
Secondly, let us focus on the equivalence of 2.) and 3.), still under the assumption
that P0 ≡ 0. We have by Lemma 3.2.13 that
Re 〈f∂,Hx, e∂,Hx〉FNd = Re 〈Ax, x〉X , x ∈ D(A) ⊂ D(A).
and by Corollary 3.2.20 and Lemma 3.2.17{(
f∂,Hx
e∂,Hx
)
: x ∈ D(A)
}
= kerWB = kerSB
[
I + VB I − VB
]
= ker
[
I + VB I − VB
]
= ran
[
I − VB
−I − VB
]
so that
A dissipative⇐⇒ ∀
(
f
e
)
∈ ran
[
I − VB
−I − VB
]
: Re 〈f, e〉FNd ≤ 0
⇐⇒ ∀l ∈ FNd : Re 〈(I − VB)l,−(I + VB)l〉FNd ≤ 0
⇐⇒WBΣWB ≥ 0 is positive semidefinite
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where we used Corollary 3.2.20 again. Hence, we established the equivalence of 2.)
and 3.).
Finally let us consider the general case that P0 6≡ 0. Whenever P0(ζ) is dissipative
for a.e. ζ ∈ (0, 1), the operator-valued function P0 may be considered as bounded
dissipative perturbation of the operator A − P0 and thus whenever WBΣWB ≥ 0
is positive semidefinite, the operator A− P0 generates a contractive C0-semigroup
and so does A = (A − P0) + P0, see Theorem III.2.7 in [EnNa00]. Therefore, it
remains to prove that whenever A is dissipative, then A − P0 is dissipative and
P0(ζ) is dissipative for a.e. ζ ∈ (0, 1). On the one hand, if A is dissipative then
C∞c (0, 1;Fd) ⊆ D(A) and
Re 〈Ax, x〉L2 = Re 〈P0x, x〉L2 ≤ 0, x ∈ C∞c (0, 1;Fd)
and since C∞c (0, 1;Fd) ⊆ L2(0, 1;Fd) is dense this implies that ¶0(ζ) is dissipative
for a.e. ζ ∈ (0, 1) thanks to Lemma 2.1.7. On the other hand if A − P0 were not
dissipative there were (f, e) ∈ kerWB such that
Re 〈f, e〉FNd = 1
and taking x ∈ C∞([0, 1];Fd) such that (f∂,Hx, e∂,Hx) = (f, e) and ‖P0‖L∞ ‖x‖
2
L2
≤
1
2 this leads to the contradiction
0 ≥ Re 〈Ax, x〉L2 = Re 〈(A− P0)x, x〉L2 + Re 〈P0x, x〉L2 ≥
1
2
> 0.
To conclude the proof we show that A has compact resolvent whenever there is λ ∈
ρ(A). In fact, this easily follows from the fact that for λ ∈ ρ(A), the operatorR(λ,A)
is bounded as linear operator from X to D(A) ⊆ D(A) and D(A) is compactly
embedded into X, see Lemma 3.2.6, so that the operator R(λ,A) : X → X is
compact.
As a byproduct, with this result we can also characterise the port-Hamiltonian
operators A which generate a unitary C0-semigroup (T (t))t≥0. For the case of
constant and skew-adjoint P0 = −P ∗0 this has already been stated in Theorem 4.4
of [LeZwMa05].
Corollary 3.3.8. Let A = A|kerB be a port-Hamiltonian operator where B has the
form
Bx = WB
(
f∂,Hx
e∂,Hx
)
.
Then A generates a unitary C0-semigroup if and only if P0(ζ)
∗ = −P0(ζ) for a.e.
ζ ∈ (0, 1) and WBΣW ∗B = 0 for Σ = [ II ].
Proof. By Stone’s Theorem 2.2.10 the operator A generates a unitary C0-group
if and only if both A and −A are dissipative. By Theorem 3.3.6 these condi-
tions are equivalent to the symmetric part of P0 being both positive semi-definite
Sym P0(ζ) ≥ 0 and negative semi-definite Sym P0(ζ) ≤ 0 for a.e. ζ ∈ (0, 1), and the
matrix WBΣW
∗
B being positive semi-definite and negative semi-definite at the same
time. This can only hold true if and only if P0(ζ) = −P0(ζ)∗ is skew-symmetric for
a.e. ζ ∈ (0, 1) and WBΣW ∗B = 0 is the zero matrix.
Let us also point out the following consequence of the generation theorem for
impedance passive port-Hamiltonian systems.
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Corollary 3.3.9. Any impedance passive port-Hamiltonian system S = (A,B,C)
is an impedance passive Boundary Control and Observation System.
Proof. For every impedance passive port-Hamiltonian system the operator A =
A|kerB is dissipative and thus generates a contractive C0-semigroup, thanks to Theo-
rem 3.3.6. Then by Theorem 3.2.21 the system S = (A,B,C) is a Boundary Control
and Observation system.
Another, even more direct consequence of Theorem 3.3.6 is
Corollary 3.3.10. Let A = A|ker(B+KC) be a port-Hamiltonian operator. Then A
generates a quasi-contractive C0-semigroup (T (t))t≥0, i.e.
‖T (t)‖ ≤ eωt, t ≥ 0
for some ω ∈ R, if and only if (WB + KWC)Σ(WB + KWC)∗ ≥ 0 is positive
semidefinite.
Proof. Let ω > 0. Then A generates a C0-semigroup of type (1, ω) if and only if
A − ωI is dissipative, if and only (A − P0) + (P0 − ωI) is dissipative by Theorem
3.3.6, if and only if (WB +KWC)Σ(WB +KWC)
∗ ≥ 0 is positive semidefinite and
P0 − ωI ∈ L∞(0, 1;Fd×d) is dissipative. From here the assertion follows.
3.4 Standard Control Operator Formulation
Let us continue with the study of port-Hamiltonian systems which so far we con-
sidered in the boundary control and observation form
Ax =
N∑
k=1
Pk(Hx)(k) + P0(·)(Hx)
Bx = WBRextτ(Hx)
Cx = WCRextτ(Hx)
D(A) = D(B) = D(C) = {x ∈ L2(0, 1;Fd) : Hx ∈ HN (0, 1;Fd)}.
We are interested in rewriting the boundary control part
x˙(t) = Ax(t), Bx(t) = u(t), t ≥ 0 (3.18)
in the more standard form
x˙(t) = A−1x(t) +Bu(t), t ≥ 0 (3.19)
where A−1 denotes the extension of A = A|kerB to the extrapolation space XA−1
and B ∈ B(U ;X−1). Of course, to define XA−1 and A−1 the resolvent set ρ(A)
of A should be nonempty. This is always satisfied whenever A is a C0-semigroup
generator, i.e. whenever (A,B) is a Boundary Control System. We want to identify
the correct input operator B corresponding to the boundary input operator B and
we utilise the following characterisation of B for given operators B.
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Proposition 3.4.1. The Hilbert space adjoint B′ ∈ B(D(A′), U) for the control
operator B (in the standard formulation as control system) of a Boundary Control
System (A,B) is given by
〈Bx,B′y〉U = 〈Ax, y〉X − 〈x,A′y〉X , x ∈ D(A), y ∈ D(A′)
where A = A|kerB and A′ is its Hilbert space adjoint operator.
Proof. See Remark 10.1.6 in [TuWe09].
This approach obviously makes it necessary to know the Hilbert space adjoint A′
of A, hence we first determine A′ in the port-Hamiltonian case. This can be done
quite easily via integration by parts and rewriting the boundary conditions. Let us
assume that WB = [WB,1 WB,2 ] such that WB,1 +WB,2 is invertible, so that due to
Lemma 3.3.7 W = WB ∈ FNd×2Nd has the form
W = S
[
I + V I − V ]
for some square matrices S, V ∈ Fd×d with S invertible, where for dissipative A we
have V V ∗ ≤ I. Also we recall the definition of the boundary port variables, namely(
f∂,Hx
e∂,Hx
)
= Rextτ(Hx)
where Rext is defined as
Rext =
1√
2
[
Q −Q
I I
]
, Q =

P1 P2 · · · PN
−P2 · · · −PN
...
(−1)N−1PN
 .
To describe the adjoint operator we analogously set Q˜ = −Q = −Q∗ and(
f˜∂,Hx
e˜∂,Hx
)
= R˜extτ(Hx), R˜ext = 1√
2
[
Q˜ −Q˜
I I
]
.
Remark 3.4.2. In particular, this means that(
f˜∂,Hx
e˜∂,Hx
)
=
( −f∂,Hx
e∂,Hx
)
, x ∈ D(A),
but as we will see in just a moment the boundary port variables f˜∂,Hx and e˜∂,Hx are
exactly those belonging to the operator structure of the adjoint operator A′.
We then have
Proposition 3.4.3. Assume that A = A|kerB generates a C0-semigroup and WB =
S [ I+V I−V ] with S, V ∈ Fd×d and S invertible. Then the (Hilbert space) adjoint
operator A′ of A is given by
A′x = −
N∑
k=1
Pk(Hx)(k) + P ∗0 (·)Hx
D(A′) =
{
x ∈ X : (Hx) ∈ HN (0, 1;Fd), [ I + V ∗ I − V ∗ ]( f˜∂,Hx
e˜∂,Hx
)
= 0
}
.
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Remark 3.4.4. Note that this statement in principle is the same as Theorem 2.24
in [Vi07]. Further observe that whenever P0(ζ)
∗ = −P0(ζ) for a.e. ζ ∈ (0, 1), then
A′ = −A|D(A′).
Lemma 3.4.5. Denote by A00 := A|D(A00) with D(A00) := {x ∈ X : Hx ∈
C∞c (0, 1)} the minimal port-Hamiltonian operator. Then its Hilbert space adjoint
is given by
A′00x = −
N∑
k=1
Pk(Hx)(k) + P ∗0 (·)Hx, x ∈ D(A′00) = D(A).
In particular, if P0(ζ)
∗ = −P0(ζ) for a.e. ζ ∈ (0, 1), then A′00 = −A.
Proof. First of all we may and will assume that P0 = 0 since P0H is bounded as
linear operator on X. Also we only have to consider the case that H = I is the
identity matrix, using that
〈(A00H−1)Hx,Hy〉L2 = 〈A00x, y〉X , x, y ∈ D(A00).
Then for the scalar-valued case we may refer to Theorem VI.1.9 in [Go66] (for the
Banach space adjoint) and using the Riesz Representation Theorem, which solves
the case d = 1. In fact, the proof given there can be easily extended to the vector-
valued case if one takes care of additional transpositions appearing and replaces
scalar multiplication by the dot product whenever necessary.
Proof of Proposition 3.4.3. Let A′ denote the adjoint operator of A. Since
A00 ⊆ A is an extension of the minimal operator A00 we have that A′ ⊆ A′00 is a
restriction of the Hilbert space adjoint of the minimal operator. In particular,
A′x = −
N∑
k=1
Pk(Hx)(k) − P ∗0 (·)(Hx), x ∈ D(A′) ⊆ D(A′00) = D(A).
Moreover, for all x ∈ D(A) and y ∈ D(A′) we obtain
0 = 〈Ax, y〉X − 〈x,A′y〉X
=
N∑
k=1
〈Pk(Hx)(k), (Hy)〉L2 − 〈(Hx),−Pk(Hy)(k)〉L2
=
N∑
k=1
k−1∑
l=0
(−1)l
[
〈Pk(Hx)(k−l−1)(ζ), (Hy)(l)(ζ)〉Fd
]1
0
=
N−1∑
l=0
[
〈
N∑
k=l+1
(−1)lPk(Hx)(k−l−1)(ζ), (Hy)(l)(ζ)〉Fd
]1
0
=
N−1∑
l=0
〈
Q
 (Hx)(ζ)...
(Hx)(N−1)(ζ)

l+1
, (Hy)(l)(ζ)〉Fd
1
0
= 〈τ(Hx),
[
Q
−Q
]
τ(Hy)〉Fd .
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Thus
D(A′) =
{
y ∈ D(A) :
[
Q
−Q
]
τ(Hy) ⊥ τ(Hx), x ∈ D(A)
}
=
{
y ∈ D(A) : R−∗ext
[
Q
−Q
]
τ(Hy) ⊥
(
f∂,Hx
e∂,Hx
)
, x ∈ D(A)
}
=
{
y ∈ D(A) : R−∗ext
[
Q
−Q
]
τ(Hy) ⊥ ran [ I−V−I−V ]}
=
{
y ∈ D(A) : [ I−V ∗ −(I+V ∗) ]R−∗ext
[
Q
−Q
]
τ(Hy) = 0
}
where we used that{(
f∂,Hx
e∂,Hx
)
: x ∈ D(A)
}
= ker [ I+V I−V ] = ran
[
I−V
−(I+V )
]
.
Now the statement follows since
[ I−V ∗ −(I+V ∗) ]R−∗ext
[
Q
−Q
]
= [ I+V ∗ I−V ∗ ] R˜ext.
We are almost ready to state the result on B′ for port-Hamiltonian systems, but
first need the following auxiliary result.
Lemma 3.4.6. Let V ∈ Fm×m. Then the matrix
[
I+V ∗ I−V
I−V ∗ −(I+V )
]
is invertible and
[
I + V ∗ I − V
I − V ∗ −(I + V )
]−1
=
1
2
[
(I + V V ∗)−1(I + V ) (I + V V ∗)−1(I − V )
(I + V ∗V )−1(I − V ∗) −(I + V ∗V )−1(I + V ∗)
]
Proof. Note that I + V V ∗ and I + V ∗V are invertible since V V ∗, V ∗V ≥ 0 are
positive semidefinite. Also
V (I + V ∗V )−1 = (I + V V ∗)−1V.
Then one easily calculates that above matrix is the inverse matrix, indeed.
Finally it is time to state the result on the adjoint operator B′ of the input operator
B ∈ B(U ;X−1) in the standard formulation.
Proposition 3.4.7. Let (A,B) be a port-Hamiltonian Boundary Control System
with WB = S
[
I + V I − V ] for some invertible S ∈ FNd×Nd and some V ∈
FNd×Nd. Then the Hilbert space adjoint B′ ∈ B(D(A′), U) of the control operator
B ∈ B(U ;X−1) in the standard formulation is given by
B′x =
1
4
S−∗(I + V V ∗)−1
[
I − V I + V ] [ Q −Q
I I
]
τ(Hx), x ∈ D(A′).
Proof. We may and will assume that S = I in the decomposition of W = WB . For
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every x ∈ D(A) and y ∈ D(A′) one has
〈Ax, y〉X − 〈x,A′y〉X =
N∑
k=1
(
〈Pk ∂
k
∂ζk
(Hx), (Hy)〉L2 + 〈x, P ∗k
∂k
∂ζk
(Hy)〉L2
)
+ 〈P0(Hx), (Hy)〉L2 − 〈(Hx), P ∗0 (Hy)〉L2
=
N∑
k=1
k∑
l=1
[
〈Pk ∂ζ
k−l
∂ζk−l
(Hx)(ζ), ∂
l−1
∂ζl−1
(Hy)(ζ)〉Fd
]1
0
= 〈
[
Q
−Q
]
τ(Hx), τ(Hy)〉F2Nd .
Thus, from Proposition 3.4.1 we have for all x ∈ D(A) and y ∈ D(A′)
0 = 〈Bx,B′y〉FNd − (〈Ax, y〉X − 〈x,A′y〉H)
= 〈[ I+V I−V ]Rextτ(Hx), B′y〉FNd
− 〈
[
Q
−Q
]
τ(Hx), τ(Hy)〉F2Nd
= 〈
[
I+V I−V
I−V ∗ −(I+V ∗)
]
Rextτ(Hx),
[
B′y
0
]〉F2Nd
− 〈
[
I+V ∗ I−V ∗
I−V −(I+V )
]
Rextτ(Hx),
[
I+V ∗ I−V ∗
I−V −(I+V )
]−1
R−∗ext
[
Q
−Q
]
τ(Hy)〉F2Nd
= 〈Ψ(Hx), (B′y
0
)− 1
4
[
(I+V V ∗)−1(I+V ) (I+V V ∗)−1(I−V )
(I+V ∗V )−1(I−V ∗) −(I+V ∗V )−1(I+V ∗)
]
Rextτ(Hy)〉F2Nd
where Ψ(Hx) :=
[
I+V I−V
I−V ∗ −(I+V ∗)
]
Rextτ(Hx) and since ran Ψ = F2Nd it follows
B′y =
1
4
(I + V V ∗)−1
[
I + V I − V ] [ Q −Q
I I
]
τ(Hy), y ∈ D(A′)
as claimed.
Chapter 4
Stabilisation of
Port-Hamiltonian Systems
via Static Linear Boundary
Feedback
In the previous chapter we have seen that any dissipative port-Hamiltonian operator
A = A|D(A) with a dissipative boundary condition generates a contractive C0-semi-
group on the energy state space X = L2(0, 1;Fd) equipped with the energy norm
‖·‖X = ‖·‖H. Also we have seen that the dissipative boundary condition may often
appear in the form of a static boundary feedback Bx = −KCx for B and C being
the (boundary) input and (boundary) output maps of a port-Hamiltonian system
S = (A,B,C) in boundary control and observation form. We also noticed that
the contraction property physically means that the energy H(t) = 12 ‖x(t)‖2X of the
system decreases, or more precisely does not increase. Within this section we go
a step further and ask whether a given system not only has non-increasing energy,
but actually is decreasing in the long term. (From a stabilisation design point of
view the problem may be reformulated as finding suitable sufficient conditions on
the feedback operator K (and the system S) to obtain the desired stabilisation
property.) In other words, we investigate adequate conditions under which a port-
Hamiltonian system with dissipative boundary conditions is stable (in some sense).
We stress that the fact that this includes only stability in the semigroup sense, i.e.
the boundary conditions are fixed and may result from a static linear boundary
feedback (Bx = −KCx). In fact, a variety of stability concepts are known for C0-
semigroups of which we only consider two, arguably the two most important ones.
On the one hand we have asymptotic (strong) stability, i.e. given a C0-semigroup
(S(t))t≥0 on some Banach space, do all the trajectories (S(t)x)t≥0 converge to 0 for
every x from that Banach space? On the other hand (uniform) exponential stability,
i.e. given an (asymptotically stable) C0-semigroup (S(t))t≥0 on some Banach space,
are there constants M ≥ 1 and ω < 0 such that the decay is uniform in x, so that
for all x from this space
‖S(t)x‖ ≤Meωt ‖x‖ , t ≥ 0?
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In the following (T (t))t≥0 always denotes the contractive C0-semigroup generated
by a dissipative port-Hamiltonian operator A = A|B+KC resulting from a port-
Hamiltonian system S = (A,B,C) and a suitable feedback matrix K ∈ FNd×Nd
ensuring dissipativity of the operator
Ax =
N∑
k=1
Pk(Hx)(k) + P0(·)(Hx)
D(A) =
{
x ∈ X : Hx ∈ HN (0, 1;Fd), Bx = −KCx} .
(Note that w.l.o.g. we may always assume that K = 0.) Since the resolvent set
ρ(A) 6= ∅ is non-empty and A then has a compact resolvent, see Theorem 3.3.6, we
have the spectral theorem
σ(A) = σp(A)
which proves very useful in the context of asymptotic stability.
4.1 Known Results for the Case N = 1
We start by giving an overview on previous results on stability of port-Hamiltonian
systems for the case N = 1, i.e. within this section A always has the form
Ax = P1(Hx)′ + P0(·)(Hx), x ∈ D(A).
Systems of this form have been considered especially in the article [Vi+09] and
most of the results mentioned here may be found there. However, for analytic
Hamiltonian density matrix functions H this topic had already been addressed in
[RaTa74] and, in fact, some ideas of the latter article were used in [CoZu95] and then
again in the aforementioned [Vi+09]. (Also note that exponential stability plays a
crucial part in the PhD thesis [Vi07] by one of the coauthors of [Vi+09].) Moreover,
the results have been presented in the monograph [JaZw12]. All these articles have
in common that they prove exponential stability (for suitable dissipative boundary
conditions) in the same way, using a final observability estimate which in [CoZu95]
is called a sideways energy estimate. It says the following.
Lemma 4.1.1. Let H be Lipschitz-continuous. There are constants τ > 0 and
c > 0 such that for every solution x ∈W 1∞(R+;X) ∩ L∞(R+;D(A)) of
d
dt
x(t) = Ax(t), t ≥ 0
with ‖x(t)‖X non-increasing the inequality
‖x(τ)‖2X ≤ c
∫ τ
0
|(Hx)(t, 0)|2 dt
holds.
Before actually proving this result we comment on some variants and the history of
this lemma.
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Remark 4.1.2. 1. If one is only interested in one particular contraction C0-
semigroup the lemma may be expressed in the following way. Let A be be
a dissipative port-Hamiltonian operator of order N = 1 (with Lipschitz con-
tinuous Hamiltonian density matrix function H) generating the contractive
C0-semigroup (T (t))t≥0. Then there are constants τ > 0 and c > 0 such that
for every x0 ∈ D(A) and the trajectory x(t) := T (t)x0 (t ≥ 0) one has
‖x(τ)‖2X ≤ c
∫ τ
0
|(Hx)(t, 0)|2 dt.
For this version see, e.g. Lemma III.1 in [Vi+09] and Lemma 9.1.2 in [JaZw12].
Also this estimate had already been used in the proof of Theorem 3 in [RaTa74].
2. The slightly more general, but arguably more complicated formulation above
takes into account that later on we want to use the same result in the context
of nonlinear boundary feedback.
3. Note that the inequality in Lemma 4.1.1 is quite similar to a usual observability
inequality of the form
‖x(0)‖X ≤ c ‖Cx‖Lp(0,τ ;Y ) ,
but in the port-Hamiltonian case above only the evolved state at time τ >
0 may be estimated from the observation of (Hx)(t, 0) for times t ∈ [0, τ ].
Therefore, the terminology final observability.
Proof of Lemma 4.1.1. We use the same strategy as in the proof of Lemma 9.1.2
in [JaZw12]. In fact, the proof carries over almost literally. We begin by choosing
γ > 0 such that
P−11 + γH(ζ) ≥ 0, −P−11 + γH(ζ) ≥ 0, a.e ζ ∈ (0, 1)
are positive semidefinite and κ > 0 such that
2 Re (P−11 P0(ζ)H(ζ)) +H′(ζ) ≤ κH(ζ), a.e. ζ ∈ (0, 1) (4.1)
and then τ > 2γ. Now let x ∈W 1∞(R+;X)∩L∞(R+;D(A)) be a solution of x˙ = Ax
and define
F (ζ) =
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),H(ζ)x(t, ζ)〉Fddt, ζ ∈ [0, 1]. (4.2)
Since H is Lipschitz continuous, the function F : [0, 1] → R is a.e. differentiable
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with
F ′(ζ) =
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ), ∂
∂ζ
(H(ζ)x(t, ζ))〉Fd + 〈
∂
∂ζ
x(t, ζ),H(ζ)x(t, ζ)〉Fddt
+ γ〈x(γ(1− ζ), ζ),H(ζ)x(γ(1− ζ), ζ)〉Fd
+ γ〈x(τ − γ(1− ζ), ζ),H(ζ)x(τ − γ(1− ζ), ζ)〉Fd
=
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ), P−11
(
∂
∂t
x(t, ζ)− P0(ζ)(Hx)(t, ζ)
)
〉Fddt
+
∫ τ−γ(1−ζ)
γ(1−ζ)
〈P−11
∂
∂t
x(t, ζ), x(t, ζ)〉Fd
− 〈H′(ζ)x(t, ζ) + P−11 P0(z)(Hx)(t, ζ), x(t, ζ)〉Fddt
+ γ〈x(γ(1− ζ), ζ),H(ζ)x(γ(1− ζ), ζ)〉Fd
+ γ〈x(τ − γ(1− ζ), ζ),H(ζ)x(τ − γ(1− ζ), ζ)〉Fd
=
∫ τ−γ(1−ζ)
γ(1−ζ)
d
dt
〈x(t, ζ), P−11 x(t, ζ)〉Fddt
−
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),H′(ζ)x(t, ζ)〉Fddt
−
∫ τ−γ(1−ζ)
γ(1−ζ)
2 Re 〈x(t, ζ), P−11 P0(ζ)(Hx)(t, ζ)〉Fddt
+ γ〈x(γ(1− ζ), ζ),H(ζ)x(γ(1− ζ), ζ)〉Fd
+ γ〈x(τ − γ(1− ζ), ζ),H(ζ)x(τ − γ(1− ζ), ζ)〉Fd
= −2 Re
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),
(
P−11 P0(ζ)H(ζ) +
1
2
H′(ζ)
)
x(t, ζ)〉Fddt
+ 〈x(τ − γ(1− ζ), ζ), (P−11 + γH(ζ))x(τ − γ(1− ζ), ζ)〉Fd
+ 〈x(γ(1− ζ), ζ), (−P−11 + γH(ζ))x(γ(1− ζ), ζ)〉Fd .
By the choice of τ, γ > 0 we find that
F ′(ζ) ≥ −2 Re
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),
(
P−11 P0(ζ)H(ζ) +
1
2
H′(ζ)
)
x(t, ζ)〉Fddt
and since H′, P0 ∈ L∞(0, 1;Fd×d) are essentially bounded, this implies
F ′(ζ) ≥ −κ
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),H(ζ)x(t, ζ)〉Fddt = −κF (ζ).
Then
F (1) ≥ e−κ(1−ζ)F (ζ) ≥ e−κF (ζ), ζ ∈ [0, 1]
and since the energy 12 ‖x(t)‖2X is non-increasing we get∫ τ−γ
γ
‖x(t)‖2X dt ≥ (τ − 2γ) ‖x(τ − γ)‖2X
≥ (τ − 2γ) ‖x(τ)‖2X
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and then
(τ − 2γ) ‖x(τ)‖2X ≤
∫ τ−γ
γ
‖x(t)‖2X dt
=
∫ 1
0
∫ τ−γ
γ
〈x(t, ζ),H(ζ)x(t, ζ)〉Fddtdζ
≤
∫ 1
0
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),H(ζ)x(t, ζ)〉Fddtdζ
=
∫ 1
0
F (ζ)dζ ≤ eκF (1)
= eκ
∫ τ
0
〈x(t, ζ),H(ζ)x(t, ζ)〉Fddt
≤ 1
m
eκ
∫ τ
0
|(Hx)(t, ζ)|2 dt
and the result follows for
c =
eκ
2m(τ − 2γ) .
Corollary 4.1.3. If the contraction condition of Lemma 4.1.1 is dropped, the as-
sertion is the following. There are constants τ, γ and c > 0 with τ > 2γ such that
for every solution x ∈W 1∞,loc(R+;X) ∩ L∞,loc(R+;D(A)) of x˙ = Ax the estimate∫ τ−γ
γ
‖x(t)‖2X dt ≤ c
∫ τ
0
|(Hx)(t, 0)|2 dt
is satisfied.
Proof. Note that we only needed the contraction property for the proof of Lemma
4.1.1 to show that
(τ − 2γ) ‖x(τ)‖2X ≤
∫ τ−γ
γ
‖x(t)‖2X dt.
Without this estimate at hand, the observation inequality takes the form above.
Remark 4.1.4. Similarly, if
‖x(t+ s)‖2X ≤ ‖x(t)‖2X + ‖f‖2L2(t,t+s) , s, t ≥ 0
for some function f ∈ L2,loc(R+;X), then
‖x(τ)‖2X ≤ c
∫ τ
0
|(Hx)(t, 0)|2 dt+ ‖f‖2L2(γ,τ) .
Proof. Use that
‖x(τ)‖2X =
1
τ − 2γ
∫ τ−γ
γ
‖x(τ)‖2X dt
≤ 1
τ − 2γ
∫ τ−γ
γ
‖x(t)‖2X + ‖f‖2L2(t,τ) dt
≤ 1
τ − 2γ
∫ τ−γ
γ
‖x(t)‖2X dt+ ‖f‖2L2(γ,τ) .
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Actually it is quite simple to deduce uniform exponential stability (under appropri-
ate dissipation conditions) using the inequality of Lemma 4.1.1.
Theorem 4.1.5. Let H be Lipschitz-continuous. If the operator A satisfies the
assumption
Re 〈Ax, x〉X ≤ −κ |(Hx)(0)|2 , x ∈ D(A)
for some κ > 0, then A generates a uniformly exponentially stable and contractive
C0-semigroup on the Hilbert space X.
Proof. We again follow the lines of proof in [JaZw12], there Theorem 9.1.3. From
Lemma 4.1.1 we have constants τ, c > 0 such that for every x0 ∈ D(A) and the
corresponding classical solution x = T (·)x ∈ C1(R+;X) ∩ C(R+;D(A)) of the
Cauchy problem x˙ = Ax, x(0) = x0 we have
‖x(τ)‖2X ≤ c ‖(Hx)(·, 0)‖2L2(0,τ ;Fd) .
Moreover, since x ∈ C1(R+;X)∩C(R+;D(A)) is a classical solution the derivative
1
2
d
dt
‖x(t)‖2X = Re 〈Ax(t), x(t)〉X
exists for all t ≥ 0 and hence
1
2
‖x(t)‖2X −
1
2
‖x(0)‖2X =
∫ τ
0
Re 〈Ax(t), x(t)〉Xdt
≤ −κ
∫ τ
0
|(Hx)(t, 0)|2 dt
≤ −κ
c
‖x(τ)‖2X .
This implies that
‖T (τ)x0‖X = ‖x(τ)‖X ≤
√
c
c+ κ
‖x(0)‖X =
√
c
c+ κ
‖x0‖X
and since this inequality holds for every choice of x0 ∈ D(A) which is a dense subset
of X, we obtain that
‖T (τ)‖ ≤
√
c
c+ κ
< 1,
so that the C0-semigroup (T (t))t≥0 is uniformly exponentially stable by Remark
2.2.12.
This is the original proof of Theorem 4.1.5 as it already appeared in the articles
[RaTa74] and [Vi+09]. However, within this PhD thesis we also encounter two new
proofs of the same theorem, using two different methods which also can be used to
tackle the stability problem for systems where N ≥ 2. Clearly the proof of Theorem
4.1.5 does not make any use of the fact that N = 1 except for the validity of the
observability inequality which is of the form
‖T (τ)x0‖X ≤ c ‖CT (·)x0‖L2(0,τ ;Y )
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where in this case Cz = z(0) is the point evaluation at ζ = 0, but more generally
may be an admissible observation operator. The proof of Theorem 4.1.5 actually
shows the following. If A is any generator of a contraction C0-semigroup (T (t))t≥0
on a Hilbert space X and there are constants c, τ > 0 and a linear map C : D(C) ⊆
D(A)→ Y (where Y is another Hilbert space) such that
‖T (τ)x0‖X ≤ c ‖CT (·)x0‖L2(0,τ ;Y ) , x0 ∈ D(A)
and the operator A satisfies the dissipation inequality
Re 〈Ax, x〉X ≤ −κ ‖Cx‖2Y , x ∈ D(A)
for some κ > 0, then the C0-semigroup (T (t))t≥0 is uniformly exponentially stable.
Therefore, it is sufficient to establish an observability inequality as above to obtain
uniform exponential stability. Unfortunately, for port-Hamiltonian systems with
N ≥ 2 we were not able for prove a similar inequality. Because of this other
methods are used for N ≥ 2 to get asymptotic and uniform exponential stability
results.
4.2 Asymptotic Stability
We continue with the investigation of stability properties for port-Hamiltonian sys-
tems of a higher order N ≥ 2. The following example should serve as a motivation
why in this section we do not tackle the problem of uniform exponential stability
directly, but rather start with the much less restrictive problem of finding dissipa-
tion conditions under which the systems is asymptotically stable at least. In fact,
this example shows that for port-Hamiltonian systems asymptotic and exponential
stability are not equivalent (as they are for finite dimensional systems). Since it
is well-known that for C0-semigroups on infinite dimensional systems asymptotic
stability does not necessarily imply uniform exponential stability, this result is no
surprise. More important is the other information we receive from the example,
namely that for exponential stability of port-Hamiltonian systems with order N ≥ 2
– in contrast to port-Hamiltonian systems of order N = 1 – it is not enough to have
strictly dissipative boundary conditions at one end and arbitrary conservative or
dissipative boundary conditions at the other end. This leads to the conclusion that
for port-Hamiltonian systems of order N ≥ 2 it is more difficult to design boundary
feedback controllers such that the closed loop system becomes exponentially sta-
ble. Another reason for first having a look on asymptotic stability, is the technique
of proof we utilise. Namely for exponential stability, the Gearhart-Greiner-Pru¨ss-
Theorem will help, but as assumption requires that the spectrum of the generator
σ(A) ⊂ C−0 lies in the open left half plane, and by compactness of the resolvent
for the port-Hamiltonian operators this is equivalent to the semigroup (T (t))t≥0
generated by A being asymptotically stable. From that perspective this subsection
may also be seen as a preparation for the uniform exponential stability results that
follow in the subsequent sections.
Example 4.2.1 (Schro¨dinger Equation). (Cf. Example 2.18 in [AuJa14].) We have
seen that for N = 1 it was enough to have strict dissipative boundary conditions
at one end whereas the boundary conditions at the other end may be conservative
or dissipative, as we wish. Therefore, one might ask whether a similar result also
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holds for port-Hamiltonian systems of order N ≥ 2, i.e. given a port-Hamiltonian
operator of order N ≥ 2 and with boundary conditions such that
Re 〈Ax, x〉X ≤ −κ
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 , x ∈ D(A)
for some κ > 0, is the C0-semigroup (T (t))t≥0 generated by A then always uniformly
exponentially stable? Unfortunately this is not the case, as we show now, repeating
Example 2.18 in [AuJa14]. We consider the simplest port-Hamiltonian system with
order N ≥ 2 we can think of, namely the one-dimensional Schro¨dinger equation on
the unit interval
i
∂ω
∂t
(t, ζ) +
∂2ω
∂ζ2
(t, ζ) = 0, t ≥ 0, ζ ∈ (0, 1) (4.3)
where F = C and we choose the following boundary conditions
∂ω
∂ζ
(t, 0) = −ikω(t, 0),
∂ω
∂ζ
(t, 1) = αω(t, 1), t ≥ 0 (4.4)
for some constants k > 0 and α ∈ R \ {0}. In the introductory examples we have
already seen that the energy functional is given by
E[ω(t, ·)] = 1
2
∫ 1
0
|ω(t, ζ)|2 dζ, t ≥ 0 (4.5)
and this is a second order port-Hamiltonian operator
Ax = ix′′, D(A) = {z ∈ H2(0, 1;C) : z′(0) = −ikz(0), z′(1) = αz(1)} (4.6)
i.e. the Hamiltonian density function H ≡ 1 is identically one, P1 = P0 ≡ 0 are
identically zero and P2 = i is the multiplication operator for the factor i. Integration
by parts and using the boundary conditions we deduce
Re 〈Ax, x〉L2 = Im (〈x′(0), x(0)〉C − 〈x′(1), x(1)〉C)
= −1
2
(
k |x(0)|2 + 1
k
|x′(0)|2
)
, x ∈ D(A). (4.7)
We claim that the semigroup (T (t))t≥0 generated by A is not uniformly exponen-
tially stable, but only asymptotically (strongly) stable. We show this assertion by
applying the Gearhart-Greiner-Pru¨ss-Huang Stability Theorem 2.2.17 and prove that
σ(A) ⊆ C−0 , but
sup
iR
‖R(·, A)‖ =∞.
Let us first prove asymptotic stability. Thanks to the following characterisation of
asymptotically stable semigroups whenever its generator A has compact resolvent,
this is quite standard and easy.
(T (t))t≥0 asymptotically stable ⇐⇒ σp(A) ⊆ C−0 , (4.8)
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see Corollary 2.2.16. First we consider the case β = 0 and solve the problem
find x ∈ D(A) : −Ax = f
for f ∈ X = L2(0, 1;C), finding that then
x(ζ) =
i+ kζ
ik + α(1− ik)
[∫ 1
0
∫ s
0
f(r)drds−
∫ 1
0
f(s)ds
]
− i
∫ ζ
0
∫ s
0
f(r)dr.
Now take any β ∈ R \ {0} and f ∈ X. We solve the problem
find x ∈ D(A) : (iβ −A)x = f (4.9)
and obtain the solution
x(ζ) = (cosh(
√
βζ)− ik√
β
sinh(
√
βζ))xβ,f (0) +
∫ ζ
0
i√
β
sinh(
√
β(ζ − s))f(s)ds
with the value x(0) = xβ,f (0) given by
xβ,f (0) =
∫ 1
0
i(cosh(
√
β(1− ξ))− 1√
β
sinh(
√
β(1− ξ)))f(ξ)dξ
(α+ ik) cosh(
√
β)−
(
iαk√
β
+
√
β
)
sinh(
√
β)
.
First of all this shows that the resolvent R(iβ,A) ∈ B(X) exists for all β ∈ R, i.e.
iR ∩ σp(A) = ∅, and since A has compact resolvent and is dissipative this already
implies
σ(A) = σp(A) ⊆ C−0
and the C0-semigroup (T (t))t≥0 is asymptotically stable thanks to Corollary 2.2.16.
Moreover, having the explicit formula for the resolvents on iR at end we can even
say more, namely we show that the resolvents are not uniformly bounded on the
imaginary axis and thus (T (t))t≥0 is not uniformly exponentially stable. For this
end we choose f = 1 ∈ L2(0, 1) and obtain for β 6= 0 that
(R(iβ,A)1)(ζ) = (cosh(
√
βζ)− ik√
β
sinh(
√
βζ))
×
i( 1√
β
sinh(
√
β)− 1β cosh(
√
β) + 1β )
(α+ ik) cosh(
√
β)−
(
iαk√
β
+
√
β
)
sinh(
√
β)
+
i
β
cosh(
√
βζ)− i
β
.
Thus, for all ζ ∈ (0, 1)
β3/2
(R(iβ,A)1)(ζ)
e
√
βζ
= i
cosh(
√
βζ)
e
√
βζ
 β sinh(√β)−√β cosh(√β) +√β
(α+ ik) cosh(
√
β)−
(
iαk√
β
+
√
β
)
sinh(
√
β)
+
√
β

+ k
sinh(
√
βζ)
e
√
βζ
 √β sinh(√β)− cosh(√β) + 1
(α+ ik) cosh(
√
β)−
(
iαk√
β
+
√
β
)
sinh(
√
β)
− i√β
e
√
βζ
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= k + o(1) + i
cosh(
√
βζ)
e
√
βζ
× −
√
β cosh(
√
β) +
√
β + (α+ ik)
√
β cosh(
√
β)− iαk sinh(√β)
(α+ ik) cosh(
√
β)−
(
iαk√
β
+
√
β
)
sinh(
√
β)
β→∞−−−−→ k + i(1− (α+ ik)) = 2k + i(1− α) 6= 0, (4.10)
so that in particular
‖R(iβ,A)1‖L2
β→+∞−−−−−→∞.
as a result, the resolvents cannot be uniformly bounded on the imaginary axis and
then A does not generate a uniformly exponentially stable C0-semigroup.
The lesson we learn from the example above is that it may be advisable as a first step
to consider only asymptotic stability, still demanding dissipation conditions similar
to those which for the case N = 1 actually were sufficient to show exponential
stability, but already for the most simplest example for the case N = 2 only lead
to asymptotic stability. We therefore show
Theorem 4.2.2. Let A be a port-Hamiltonian operator of order N ∈ N with
Lipschitz-continuous Hamiltonian density matrix function H and P0 and boundary
conditions such that for some κ > 0
Re 〈Ax, x〉X ≤ −κ
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 , x ∈ D(A) (4.11)
then A generates a contractive and asymptotically stable C0-semigroup (T (t))t≥0.
Proof. From the dissipativity of A it follows that A generates a contractive C0-
semigroup on X, thanks to Theorem 3.3.6. Since by the same theorem A has
compact resolvent it suffices to prove that σp(A) ⊆ C−0 , i.e. we have to show that
iR ⊆ ρ(A). Let β ∈ R be arbitrary and consider a solution x ∈ D(A) of the problem
iβx = Ax.
Then, from the dissipation condition on A we conclude that
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 ≤ − 1
κ
Re 〈Ax, x〉X = 0,
so that x ∈ ker(iβ − A) and ∑N−1k=0 ∣∣(Hx)(k)(0)∣∣2 = 0. Next we show that this
already implies that x = 0, so that iβ 6∈ σp(A) = σ(A). In fact,
x ∈ ker(iβ − A),
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 = 0
⇔ iβx(ζ)−
N∑
k=0
Pk(Hx)(k)(ζ) = 0, a.e. ζ ∈ (0, 1),
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2 = 0
and since H and P0 are Lipschitz continuous this ordinary differential equation has
the unique solution x = 0. We deduce that iβ 6∈ σp(A) and since β ∈ R had been
arbitrary this implies iR ∩ σp(A) = ∅. Asymptotic stability follows from Corollary
2.2.16.
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Remark 4.2.3. Although already quite short in total, the proof of 4.2.2 consists of
two parts, namely first noting that A generates a contractive C0-semigroup and that
whenever x ∈ ker(iβ − A) we have ∑N−1k=0 ∣∣(Hx)(k)(0)∣∣2 = 0. Then in the second
part we actually showed that for any x ∈ ker(iβ − A) with ∑N−1k=0 ∣∣(Hx)(k)(0)∣∣2 = 0
we must have x = 0. Therefore, the second part is actually a statement on A rather
than on A which leads us to the definition and corollary below.
Definition 4.2.4. Let B : D(B) ⊂ X → X be a closed linear operator and R ∈
B(D(B);H) for some Hilbert space H. We say that the pair (B,R) has property
ASP if for all β ∈ R we have ker(iβ −B) ∩ kerR = {0}, i.e.
iβx = Bx and Rx = 0 ⇒ x = 0. (ASP)
Remark 4.2.5. In the article [AuJa14] we used a slightly different terminology,
namely there we would say that R has property ASP for the operator B. Also in
that case we did not necessarily demand that R would be linear and directly started
from implication (ASP) as definition.
Remark 4.2.6. Let (B,R) a pair with property ASP and B0 ⊆ B a closed restric-
tion of B and R0 ∈ B(D(B0);H0) (H0 another Hilbert space) such that kerR0 ⊂
kerR, then also the pair (B0, R0) has property ASP. In particular, for every κ 6= 0
the pair (B, κR) has property ASP.
Proof. For every β ∈ R we have
ker(iβ −B0) ∩ kerR0 ⊂ ker(iβ −B) ∩ kerR.
From here the statement is obvious.
Therefore, the second part of the proof of Theorem 4.2.2 says the following.
Corollary 4.2.7. Let A be a (maximal) port-Hamiltonian operator of order N ∈ N
and assume that H and P0 are Lipschitz continuous. Then for R ∈ B(D(A);FNd)
given by
Rx = τ0(Hx) =

(Hx)(0)
(Hx)′(0)
...
(Hx)(N−1)(0)

the pair (A, R) has property ASP.
Moreover, we have the abstract result connecting property ASP to asymptotic sta-
bility of the C0-semigroup (T (t))t≥0 generated by a port-Hamiltonian operator A.
Proposition 4.2.8. Let A be a port-Hamiltonian operator with boundary conditions
such that
Re 〈Ax, x〉X ≤ −‖Rx‖2
for some R ∈ B(D(A);H) such that the pair (A, R) has property ASP. Then A
generates an asymptotically stable contraction C0-semigroup (T (t))t≥0.
Proof. Due to Re 〈Ax, x〉 ≤ 0 we especially have σ(A) ⊆ C−0 . Since R has property
ASP, then for every x ∈ ker(iβ −A) where β ∈ R we also have
‖Rx‖2 ≤ −Re 〈Ax, x〉X = 0
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i.e. x ∈ ker(iβ − A) ∩ kerR and by the property ASP it follows x = 0, so that
iR ∩ σp(A) = ∅ and asymptotic stability follows by Corollary 2.2.16.
For special structures of the port-Hamiltonian system we may also conclude asymp-
totic stability under slightly weaker, or different at least, boundary conditions.
For the particular example of an undamped nonuniform Euler-Bernoulli Beam we
conclude the following.
Lemma 4.2.9. On X = L2(0, 1;F2) consider the port-Hamiltonian operator of
Euler-Bernoulli type
Ax =
[
0 −1
1 0
]
∂2
∂ζ2
[ H1(ζ) 0
0 H2(ζ)
](
x1
x2
)
D(A) = {x ∈ X : Hx ∈ H2(0, 1;F2)}
= {x = (x1, x2) ∈ X : H1x1,H2x2 ∈ H2(0, 1)}
where H1 and H1 are uniformly Lipschitz continuous and strictly positive scalar
functions on [0, 1]. Then for every solution x ∈ D(A) of Ax = iβx with
(H1x1)(0) = (H1x1)′(0) = 0
iβ(H2x2)(0) ≥ 0
iβ(H2x2)′(0) ≥ 0
the functions
(H1x1), (H1x1)′, H2(H1x1)′′ = iβH2x2 and (H2(H1x1)′′)′ = iβ(H2x2)′
(4.12)
are either all strictly positive on (0, 1] or all equal zero.
Proof. Let β ∈ R be arbitrary and x ∈ D(A) be a solution of Ax = iβx. Then
−(H2x2)′′ = iβx1 ∈ H−11 H2(0, 1)
(H1x2)′′ = iβx2 ∈ H−12 H2(0, 1)
so that from the continuous embedding H2(0, 1) ↪→ C1[0, 1] and the Lipschitz con-
tinuity of H1 and H2 we conclude that
(H1x1)(ζ) = (H1x1)(0) +
∫ ζ
0
(H1x1)′(0) +
∫ s1
0
(H1x1)′′(0)
+H−12 (s1)
∫ s2
0
(H2(H1x1)′′)′(0) +
∫ s3
0
(H2(H1x1)′′)′′(s4)ds4ds3ds2ds1
=
∫ ζ
0
∫ s1
0
iβx2(0) +H−12 (s2)
∫ s2
0
∫ s3
0
iβ(H2x2)′(0)
+ β2x1(s4)ds4ds3ds2ds1
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and accordingly
(H1x1)′(ζ) =
∫ ζ
0
iβx2(0) +H−12 (s1)
∫ s1
0
∫ s2
0
iβ(H2x2)′(0)
+ β2x1(s3)ds3ds2ds1
(H2(H1x1)′′)(ζ) = iβx2(0) +
∫ ζ
0
∫ s1
0
iβ(H2x2)′(0) + β2x1(s2)ds2ds1
(H2(H1x1)′′)′(ζ) =
∫ ζ
0
iβ(H2x2)′(0) + β2x1(s1)ds1.
From here we conclude the assertion. In fact, assume that at least iβ(H2x2)(0) > 0
or iβ(H2x2)′(0) > 0. Then (H1x1), (H1x1)′, H2(H1x1)′′ and (H2(H1x1)′′)′ > 0 are
strictly positive on some interval (0, ε] for some ε ∈ (0, 1]. Let ε be the supremum
of these ε. Then by continuity the functions above are non-negative of (0, ε] and
strictly positive on (0, ε). From the formulas it then follows that all these functions
are strictly positive on [0, ε]. Then ε = 1 since otherwise these functions are strictly
positive on some proper supintervall (0, εˆ) ⊃ (0, ε], contradicting the definition of
ε.
Corollary 4.2.10. Let A be a port-Hamiltonian operator of Euler-Bernoulli type
with Lipschitz-continuous H and P0 as in the preceding lemma and let R : D(A)→
F4 be given by
Rx :=

(H1x1)(0)
(H1x1)′(0)
(H2x2)(0)
R4x

where R4x = (H2x2)′(0), (H1x1)(1), (H1x1)′(1) or (H2x2)′(0). Then the pair
(A, R) has property ASP. Also the pair (A, R˜) with
R˜x =

(H1x1)(0)
(H1x1)′(0)
(H2x2)′(0)
(H2x2)(1)

has property ASP.
Proof. Let β ∈ R and x ∈ D(A) such that Ax = iβx and Rx = 0. Then from
the preceding lemma either H1x1 = 0 or (possibly after multiplication with some
α ∈ F) all the functions H1x1, (H1x1)′, iβ(H2x2) and iβ(H2x2)′ are strictly positive
on (0, 1], in particular iβ(H2x2)(1) > 0 and iβ(H2x2)′(1) > 0, but the latter is
impossible whenever Rx = 0. The second statement follows in similar fashion.
Remark 4.2.11. Although the stability properties of port-Hamiltonian systems with
conservative boundary conditions, but which are damped through the dissipative term
P0 ∈ L∞(0, 1;Fd×d) are in general not in the focus of this thesis, we state the
following asymptotic stability result, nevertheless. Let X = L2(0, 1;F2) and consider
the Euler-Bernoulli type port-Hamiltonian operator with viscous damping, i.e. for
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some Lipschitz continuous function γ ∈ W 1∞(0, 1;F) such that Re γ > 0 on some
interval (ε1, ε2) ⊆ (0, 1) and Re γ ≥ 0 on (0, 1) we consider
Ax =
[
0 −1
1 0
]
∂2
∂ζ2
[ H1 0
0 H2
](
x1
x2
)
−
[
γ 0
0 0
] [ H1 0
0 H2
](
x1
x2
)
D(A) = {x ∈ X : Hx ∈ H2(0, 1;F2)}
= {x = (x1, x2) ∈ X : H1x1,H2x2 ∈ H2(0, 1)}
Then for every choice of (ζ1, ζ2) ∈ {(0, 0), (0, 1), (1, 1)} and {c1, c2} = {0, 1} and
R : D(A)→ F4 defined as
Rx :=

(H1x1)(ζ1)
c1(H1x1)(1− ζ1) + (1− c1)(H2x2)′(1− ζ1)
(H2x2)(ζ2)
c2(H2x2)(1− ζ2) + (1− c2)(H1x1)′(1− ζ2)

the pair (A, R) has property ASP.
Proof. Let x ∈ D(A) be a solution of Ax = iβx with Rx = 0. Then we observe
that
0 = Re 〈iβx, x〉X = Re 〈Ax, x〉X
= −Re 〈γ(H1x1), (H1x1)〉L2 + Re 〈f∂,Hx, e∂,Hx〉F2
= −Re 〈γ(H1x1), (H1x1)〉L2
because Re 〈f∂,Hx, e∂,Hx〉F2 = 0 follows from Rx = 0. Since γ > 0 on (ε1, ε2) it
follows that (H1x1) = (H1x1)′ = (H1x1)′′ = 0 on (ε1, ε2). Then from
iβx1 = −(H2x2)′′ − 2γ(H1x1), iβx2 = (H1x1)′′
we deduce that in the case that β 6= 0 we have also (H2x2) = (H2x2)′ = (H2x2)′′ = 0
on (ε1, ε2). Solving the initial value problems
iβx(ζ) = − [ 0 −11 0 ] (Hx)′′(ζ)− [ γ(ζ) −1 ] (Hx)(ζ), ζ ∈ (0, ε1)
(Hx)(ε1) = (Hx)′(ε1) = 0
iβx(ζ) = − [ 0 −11 0 ] (Hx)′′(ζ)− [ γ(ζ) −1 ] (Hx)(ζ), ζ ∈ (ε2, 1)
(Hx)(ε2) = (Hx)′(ε2) = 0
we conclude that x = 0 provided β 6= 0. On the other hand, if β = 0, we have
(H1x1)′′ = 0 on (0, 1), so that (H1x1) takes the form
(H1x1)(ζ) = (H1x1)(0) + ζ(H1x1)′(0), ζ ∈ [0, 1]
but since (H1x1) = 0 on (ε1, ε2) this implies that already (H1x1) = 0 on the whole
interval (0, 1). Then also (H2x2)′′ = 0 on (0, 1), i.e.
(H2x2)(ζ) = (H2x2)(0) + ζ(H2x2)′(0), ζ ∈ [0, 1]
and from the additional constraint that Rx = 0 and c1 6= c2 we obtain that x = 0
in any case.
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4.3 Uniform Exponential Stability
We continue with the investigation of stability properties and after our short trip
to asymptotic stability again focus on uniform exponential stability. Here the main
focus lies on systems with order N ≥ 2, however we also encounter new methods
to prove the known results for the case N = 1. Therefore, we start by considering
the special case N = 1 once again and using two new techniques to obtain the
very same results as had been established by the sideways-energy method before.
Only then we look at higher order systems and afterwards consider systems with
strict dissipation at both ends. We will see that strict dissipation at both ends in
any case leads to uniform exponential stabilisation, regardless of the order N ∈ N
of the port-Hamiltonian system. Although this result is not surprising at all, it
helps to understand the ideas behind the proof techniques better. We can give
uniform exponential stability results under much less restrictive conditions than
strict dissipation at both ends.
4.3.1 First Order Port-Hamiltonian Systems
Within this subsection, the port-Hamiltonian operator A always is of order N = 1,
i.e. A always has the form
Ax = P1(Hx)′ + P0(Hx).
As for the known uniform exponentially stability results of Section 4.1 – and also
for the asymptotic stability results in Section 4.2 – we assume that H and P0 are
Lipschitz continuous. Our aim is to give alternative proofs for Theorem 4.1.5 for
which the technique of proof may also apply to port-Hamiltonian systems of order
N ≥ 2.
Theorem 4.3.1 (= Theorem 4.1.5). Assume that the Hamiltonian-density matrix
function H and P0 are Lipschitz-continuous. If the operator A satisfies the assump-
tion
Re 〈Ax, x〉X ≤ −κ |(Hx)(0)|2 , x ∈ D(A)
for some κ > 0, then A generates a uniformly exponentially stable and contractive
C0-semigroup on the Hilbert space X.
Alternative Proof via the Gearhart-Greiner-Pru¨ss Theorem. The first
alternative proof we present is based on the Gearhart-Greiner-Pru¨ss Theorem 2.2.17.
It had already been presented in Proposition 2.12 of [AuJa14] for the case that P0 is
a constant matrix. Here the results of the preceding Section 4.2 come at hand since
from Theorem 4.2.2 we can already deduce that the semigroup (T (t))t≥0 generated
by the operator A is asymptotically stable and σ(A) = σp(A) ⊆ C−0 . Therefore, it
remains to check the uniform boundedness of the resolvents on the imaginary axis,
i.e.
sup
β∈R
‖R(iβ,A)‖ < +∞
or, equivalently, the following sequence criterion, see Corollary 2.2.19,
∀(xn, βn)n≥1 ⊆ D(A)× R with sup
n∈N
‖xn‖X < +∞ and |βn| n→∞−−−−→ +∞ :
iβnxn −Axn n→+∞−−−−−→ 0 =⇒ ‖xn‖X n→∞−−−−→ 0.
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So let (xn, βn)n≥1 ⊆ D(A)×R be any sequence with supn∈N ‖xn‖X < +∞, |βn| →
+∞ (as n→∞) and such that
iβnxn −Axn n→+∞−−−−−→ 0.
Then
κ |(Hxn)(0)|2 ≤ −Re 〈Axn − iβnxn, xn〉X n→+∞−−−−−→ 0.
Thus, we have a sequence (xn, βn)n≥1 ⊆ D(A) × R with supn ‖xn‖X < +∞ and
|βn| → +∞ (as n→∞) such that
iβnxn −Axn n→∞−−−−→ 0, (Hxn)(0) n→∞−−−−→ 0.
Next we show that this already implies that ‖xn‖X → 0 (n→∞). For this end, we
employ the following useful lemmas.
Lemma 4.3.2. Let Q ∈W 1∞(0, 1;Fd×d) be a Lipschitz-continuous function of sym-
metric matrices and x ∈ H1(0, 1;Fd). Then
Re 〈x′, Qx〉L2 = −
1
2
〈x,Q′x〉L2 +
1
2
[〈x(ζ), Q(ζ)x(ζ)〉Fd ]10 .
Proof. Using the self-adjointness of Q(ζ) for a.e. ζ ∈ (0, 1) we compute
2 Re 〈x′, Qx〉L2 = 〈x′, Qx〉L2 + 〈x,Qx′〉L2
= −〈x,Q′x〉L2 + [〈x(ζ), Q(ζ)x(ζ)〉Fd ]10 .
Lemma 4.3.3. Let α > 0 and β, γ ≥ 0 be given. Then there is a scalar function
η ∈ C∞([0, 1];R) with η(0) = 0 and strictly positive derivative η′ > 0 such that
αη′(ζ)− βη(ζ) ≥ γ, ζ ∈ [0, 1]. (4.13)
Proof. Scaling η by the factor 1γ it is enough to consider the case γ = 1. We make
the ansatz η(ζ) = eλζ − 1 for λ > 0 which we are going to specify. Then equation
(4.13) is equivalent to
(αλ− β)eλζ ≥ 1− β (ζ ∈ [0, 1]).
Choosing λ > max{1,β}α this condition holds.
Let us also introduce some notation. For sequences (sn)n∈N and (rn)n∈N we write
rn = sn + o(1)
if the sequence (rn − sn)n∈N of differences is a null sequence.
Continuation of the proof. Since Axn − iβnxn → 0 converges to zero in X
and the sequence (xn)n≥1 ⊂ X is bounded, also the sequence xnβn is bounded in the
graph norm ‖·‖A and by Lemma 3.2.3 we get
sup
n∈N
∥∥∥∥ (Hxn)′βn
∥∥∥∥
L2
< +∞.
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Moreover, observe that since P0(ζ) is dissipative for a.e. ζ ∈ (0, 1) we may also
conclude that (recall that A is dissipative if and only if P0 is dissipative and A−P0
is dissipative)
0 ≥ Re 〈P0Hxn,Hxn〉L2
= −Re 〈f∂,Hxn , e∂,Hxn〉FNd + Re 〈Axn, xn〉X
≥ Re 〈Axn, xn〉X n→∞−−−−→ 0
so that (Sym P0)Hxn n→∞−−−−→ 0 in X. Letting q ∈ C1([0, 1];R) with q(1) = 0 and
having Lemma 4.3.2 in mind we find
0← 1
βn
Re 〈Axn − iβnxn, iq(Hxn)′〉L2
=
1
βn
Re 〈P1(Hxn)′, iq(Hxn)′〉L2
+
1
βn
Re 〈P0 − P
∗
0
2
(Hxn), iq(Hxn)′〉L2 − Re 〈xn, q(Hxn)′〉L2 + o(1)
=
1
2βn
(
〈Hxn, i
(
q
P0 − P ∗0
2
)′
(Hxn)〉L2
−
[
〈(Hxn)(ζ), i
(
q
P0 − P ∗0
2
)
(ζ)(Hxn)(ζ)〉Fd
]1
0
)
− Re 〈xn, qHx′n〉L2 − 〈xn, qH′xn〉L2 + o(1)
=
1
2
〈xn, (qH)′xn〉L2 −
1
2
[〈xn(ζ), q(ζ)H(ζ)xn(ζ)〉Fd ]10 − 〈xn, qH′xn〉L2 + o(1)
= −1
2
〈xn, (qH′ − q′H)xn〉L2 + o(1),
since (Hxn)(0) → 0, q(1) = 0 and |βn| → ∞, using integration by parts and
P1 = P
∗
1 . In particular, we may choose q ≤ 0 with q′ > 0 such that
λq(ζ) +mq′(ζ) > 0, ζ ∈ [0, 1].
where H(ζ) ≥ mI and ±H′(ζ) ≤ λI for a.e. ζ ∈ [0, 1], see Lemma 4.3.3, so q′H−qH′
is coercive as multiplication operator on X. This implies that
‖xn‖X '
√
〈xn, (q′H− qH′)xn〉L2 n→∞−−−−→ 0.
Hence, the sequence criterion for uniform exponential stability is satisfied and
therefore the C0-semigroup (T (t))t≥0 is uniformly exponentially stable by Corol-
lary 2.2.19.
As the proof for the asymptotic stability result, Theorem 4.2.2, this proof of Theo-
rem 4.1.5 leads us to a definition closely related to uniform exponential stability of
the C0-semigroup (T (t))t≥0.
Definition 4.3.4. Let B : D(B) ⊂ X → X be a closed linear operator and R ∈
B(D(B);H) where H is another Hilbert space. We then say that the pair (B,R)
has property AIEP if the following holds. For all sequences (xn, βn)n≥1 ⊆ D(B)×R
with supn∈N ‖xn‖ < +∞ and |βn| n→+∞−−−−−→ +∞
iβnxn −Bxn → 0 and Rxn → 0 ⇒ xn → 0. (AIEP)
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Moreover, we say that the pair (B,R) has property ESP if it has properties
ASP and AIEP. (ESP)
Remark 4.3.5. Note that as for the notion ASP another notation had been used
in [AuJa14]. Instead of saying that the pair (A, R) has property AIEP, there we
would say that R has property AIEP for the operator A.
With the properties AIEP and ESP we may find the following general result.
Proposition 4.3.6. Let A be a port-Hamiltonian operator with suitable boundary
conditions and R ∈ B(D(A);H) for some Hilbert space H such that
Re 〈Ax, x〉X ≤ −‖Rx‖2H , x ∈ D(A).
If σp(A) ⊆ C−0 and the pair (A, R) has property AIEP, then the contraction C0-
semigroup (T (t))t≥0 generated by A is uniformly exponentially stable. In particular,
if the pair (A, R) has property ESP, then the C0-semigroup (T (t))t≥0 is uniformly
exponentially stable.
Proof. Let (xn, βn)n≥1 ⊆ D(A) × R be any sequence with supn∈N ‖xn‖L2 < +∞
and |βn| → +∞ such that Axn−iβnxn → 0. Then the dissipation condition implies
that
0← Re 〈iβnxn −Axn, xn〉X ≥ ‖Rxn‖2H ≥ 0,
i.e. Rxn → 0 as n → +∞. Since the pair (A, R) has property AIEP this leads
to xn → 0 and therefore the sequence criterion for uniform exponential stability is
satisfied, i.e. the C0-semigroup (T (t))t≥0 is uniformly exponentially stable.
Remark 4.3.7. The advantage of the method presented above is the fact that it
is possible to generalise it to port-Hamiltonian systems of order N ≥ 2. How-
ever, since the Gearhart-Greiner-Pru¨ss Theorem states how exponential stability of
C0-semigroups of linear operators is connected to spectral properties of its linear
generator A, the method cannot be applied to systems which inherit nonlinearities.
Since later on in Chapter 6 and Chapter 7 we also want to consider systems with
nonlinear feedback, this is an unfortunate restriction. Therefore, below we present
another method which may also apply for systems with nonlinear feedback, however
with the drawback that not all situations which can be covered by the method above
for the linear case, can also be treated with the latter technique.
Alternative proof using a Lyapunov function. The proof is based on the
following result.
Proposition 4.3.8. Let A be a port-Hamiltonian operator of order N = 1 where
H and P0 are Lipschitz continuous. Then there is q : X → R with |q(x)| ≤ c ‖x‖2X
such that for every solution x ∈W 1∞(R+;X) ∩ L∞(R+;D(A)) of
d
dt
x(t) = Ax(t)
one has q(x) ∈W 1∞(R+;R) with
‖x(t)‖X +
d
dt
q(x(t)) ≤ c |(Hx)(t, 0)|2 , a.e. t ≥ 0.
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Remark 4.3.9. In fact, also the following variants hold true for
q(x) = Re 〈x, ηP−11 x〉L2 , x ∈ X
as in the proof below. If the solution lies in C1(R+;X) ∩ C(R+;D(A)), i.e it is
classical, then also q(x) ∈ C1(R+;R). If the solution merely lies in W 1∞,loc(R+;X)∩
L∞,loc(R+;D(A)), then q(x) ∈ W 1∞,loc(R+;X). In both cases the claimed estimate
holds for (a.e.) t ≥ 0.
Proof. On X = L2(0, 1;Fd) we define the quadratic functional
q(x) := 〈x, ηP−11 x〉L2 , x ∈ X
where η ∈ C1([0, 1];R) is a differentiable function with η(1) = 0 and η′ > 0 uni-
formly on [0, 1] (so that in particular η ≤ 0) to be chosen at a later point. Let
x ∈ W 1∞(R+;X) be any solution of x˙ = Ax. Then also q(x) ∈ W 1∞(R+;R) and
using Lemma 4.3.2 (in the last line) we obtain that for a.e. t ≥ 0
d
dt
q(x(t)) = 2 Re 〈P−11 x˙(t), ηx(t)〉L2
= 2 Re 〈(Hx(t))′ + P−11 P0(Hx(t)), ηx(t)〉L2
= −〈Hx(t), (η′H−1 + η(H−1)′ − 2ηRe (H−1P−11 P0))Hx(t)〉L2
+
[〈Hx(t, ζ), (ηH−1)(ζ)Hx(t, ζ)〉Fd]10 .
Since η(1) = 0 we conclude that
‖x(t)‖2X +
d
dt
q(x(t))
≤ c |(Hx)(t, 0)|2
+ 〈Hx(t), ((1− η′)H−1 − η(H−1)′ + 2ηRe (H−1P−11 P0))Hx(t)〉L2 .
There are constants m0,M1,M2,M3 > 0 such that
m0I ≤ H−1(ζ) ≤M0I,
(H−1)′(ζ) ≤M1I
−M3I ≤ Re
(H−1(ζ)P−11 P0) ≤M3I, a.e. ζ ∈ (0, 1).
Using Lemma 4.3.3 (for f(ζ) = −η(1 − ζ)) we find f ∈ C2([0, 1];R) with f(0) = 0
and f ′ > 0 such that
f ′(ζ)m0 − f(ζ)[M1 + 2M3] ≥M0
i.e. M0 − η′(ζ)m0 − η(ζ)[M1 + 2M3] ≤ 0, ζ ∈ (0, 1)
and we find that
(1− η′(ζ))H−1(ζ) + η(ζ) [−(H−1)′(ζ) + 2 Re (H−1(ζ)P−11 P0)]
≤ (M0 − η′(ζ)m0 − η(ζ) [M1 + 2M3]) I ≤ 0, a.e. ζ ∈ (0, 1).
This concludes the proof of the proposition.
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We proceed with the proof of Theorem 4.1.5 by a Lyapunov functional technique.
Let x0 ∈ D(A) be arbitrary and set
x = T (·)x0 ∈ C1b (R+;X) ∩ Cb(R+;D(A)) ⊆W 1∞(R+;X) ∩ L∞(R+;D(A))
where for any Hilbert space H we denote by Cb(R+;H) = C(R+;H) ∩ L∞(R+;H)
the space of bounded continuous functions with values in H and C1b (R+;H) :=
{x ∈ C1(R+;H) : x, x′ ∈ Cb(R+;H)} is the space of all continuously differentiable
H-valued functions such the function and its first derivative are bounded. Let
q : X → R be given by Proposition 4.3.8, in particular independent of x0 ∈ D(A),
and set
Φ(t) := t ‖x(t)‖2X + q(x(t)), t ≥ 0. (4.14)
Then Φ ∈W 1∞,loc(R+;R) with
d
dt
Φ(t) = ‖x(t)‖2X + 2tRe 〈Ax(t), x(t)〉X +
d
dt
q(x(t))
≤ (c− 2tκ) |(Hx)(t, 0)|2 , a.e. t ≥ 0.
Then for t0 :=
c
2κ , which is independent of the initial value x0 ∈ D(A), we have
d
dt
Φ(t) ≤ 0, t ≥ t0
and thus Φ decreases on (t0,∞). Since |q(f)| ≤ c ‖f‖2X for some c > 0 and all
f ∈ X we also have the following estimate for t ≥ t0.
t ‖x(t)‖2X ≤ Φ(t) + c ‖x(t)‖2X ≤ Φ(t0) + c ‖x(t)‖2X
and then for t > max{t0, c}
‖x(t)‖2X ≤
Φ(t0)
t− c ≤
t0 + c
t− c ‖x(t0)‖
2
X ≤
t0 + c
t− c ‖x0‖
2
X .
Since t0 is independent of x0 ∈ D(A) we conclude from the density of D(A) in X
that for t > max{t0, c} the estimate
‖T (t)x‖X ≤
√
t0 + c
t− c ‖x‖X , x ∈ X
is valid, so that ‖T (t)‖ < 1 for sufficiently large t. As a result, the C0-semigroup
(T (t))t≥0 is uniformly exponentially stable thanks to Remark 2.2.12.
Let us further address the following question to which we give a partial answer
afterwards.
Problem 4.3.10. Let A be a port-Hamiltonian operator of order N = 1 (with
boundary conditions) such that H and P0 are Lipschitz continuous. Assume there
exists a constant κ > 0 and an orthogonal projection matrix Q = Q2 ∈ Fd×d such
that
Re 〈Ax, x〉X ≤ −κ
(
|QHx(0)|2 + |(I −Q)Hx(1)|2
)
, x ∈ D(A).
Does A generate an exponentially stable C0-semigroup then?
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First we provide an easy example showing that this cannot be true, in general.
Example 4.3.11. Let d = 2, H ≡ I, P0 = −P ∗0 ∈ Fd×d and for some p12 ∈ F let
P1 :=
[
0 p12
p12 0
]
.
Define A : D(A) ⊆ X → X = L2(0, 1;F2) as
Ax := P1x
′ + P0x
D(A) := {x ∈ H1(0, 1;F2) : x1(0) = x2(1) = 0}
and let Q = [ 1 0 ] be the projection matrix on the first component. Then we have
for all x = (x1, x2) ∈ D(A)
Re 〈Ax, x〉L2 =
1
2
∫ 1
0
〈x(ζ), P1x′(ζ)〉F2 + 〈x′(ζ), P1x(z)〉F2dζ
+
∫ 1
0
Re 〈x(ζ), P0x(ζ)〉F2dζ
=
1
2
[〈x(ζ), P1x(ζ)〉F2 ]10
=
1
2
[〈x1(ζ), p12x2(ζ)〉F + x2(ζ)p∗12x1(ζ)F]10 = 0
= −κ
(
|Qx(0)|2 + |(I −Q)x(1)|2
)
and the C0-semigroup is isometric (so neither strongly nor exponentially stable),
although
Re 〈Ax, x〉L2 ≤ −κ
(
|Qx(0)|2 + |(I −Q)x(1)|2
)
, x ∈ D(A).
Remark 4.3.12. A more detailed analysis of the above example shows that an
operator
Ax =
[ p11 p12
p12 p22
]
x′ + P0x
D(A) = {y ∈ H1(0, 1)2 : y1(0) = y2(0) = 0}
with p11, p22 ∈ R generates a contractive and asymptotically (then: uniformly expo-
nentially) stable C0-semigroup if and only if
p11 ≤ 0, p22 ≥ 0 and |p11|2 + |p22|2 > 0.
Proof. First observe that A is dissipative (and then the generator of a contractive
C0-semigroup) if and only if
Re 〈Ax, x〉L2 =
[
Re 〈[ p11 p12p∗12 p22 ] ( x1x2 ), ( x1x2 )〉F2]10
= p11 |x1(1)|2 − p22 |x2(0)|2 ≤ 0, x ∈ D(A)
and this is the case if and only if p11 ≤ 0 and p22 ≥ 0. Moreover, if additionally at
least one of the parameters p11 6= 0 or p22 6= 0 does not equal zero, then
Re 〈Ax, x〉L2 ≤ − |p11| |x(1)|2 − |p22| |x(0)|2 , x ∈ D(A)
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then Theorem 4.1.5 implies uniform exponential stability of the C0-semigroup. On
the other hand, if both p11 = p22 = 0 equal zero, then the C0-semigroup is iso-
metric (as we have seen before), so cannot be asymptotically or even uniformly
exponentially stable.
On the other hand, for projection matrices that commute with all other structural
matrices P1, P0(ζ) and H(ζ) (a.e. ζ ∈ (0, 1)) in the definition of the operator A we
have a positive result which essentially follows from decomposing the system and
switching the setting of left and right for the components.
Proposition 4.3.13. Let H be uniformly positive definite and Lipschitz continuous,
P1 = P
∗
1 ∈ Fd×d invertible, P0 Lipschitz continuous and on X =
(
L2(0, 1;Fd); 〈·, ·〉X
)
let the operator A be given by
Ax = P1(Hx)′ + P0(Hx),
D(A) = {y ∈ H−1H1(0, 1)d : WB
(
f∂,Hx
e∂,Hx
)
= 0}
where W ∈ Fd×2d has full rank. Assume that there exists a orthogonal projection
matrix Q = Q2 ∈ Fd×d commuting with all other matrices
HQ−QH ≡ 0, P1Q−QP1 = 0, P0Q−QP0 ≡ 0
and κ > 0 such that for all x ∈ D(A)
Re 〈Ax, x〉X ≤ −κ
(
|QHx(0)|2 + |(I −Q)Hx(1)|2
)
.
Then the C0-semigroup generated by A is uniformly exponentially stable.
Proof. Clearly A generates a contraction C0-semigroup (T (t))t≥0. Since Fd =
ran Q⊕kerQ there is an isometric isomorphism Φ : Fd → Fd such that Φ(ran Q) =
Fd1 × {0} ⊆ Fd and Φ(kerQ) = {0} × Fd2 ⊆ Fd where d1 = dim ran Q and d2 =
d− d1 = dim kerQ. We write
Φx = (Φ1x,Φ2x) ∈ Fd1 × Fd2
and set
(Φ˜x)(ζ) := (Φ1(ζ),Φ2(1− ζ)), x ∈ L2(0, 1;Fd), ζ ∈ (0, 1)
defining a continuous map Φ˜ : L2(0, 1;Fd) → L2(0, 1;Fd). Further we define H˜ ∈
W 1∞(0, 1;Fd×d) by setting
H˜(ζ) := Φ˜(H(Φ˜−1x˜)), x˜ ∈ L2(0, 1;Fd)
and similar P˜1 ∈ Fd×d and P˜0 ∈ L∞(0, 1;Fd×d) via
P˜1z˜ := Φ(P1Φ
−1z˜), z ∈ Fd
P˜0x˜ := Φ˜(P0Φ˜
−1x˜), x˜ ∈ L2(0, 1;Fd).
Then H˜ is uniformly positive definite since for every z˜ ∈ Fd we have
〈z˜, H˜(ζ)z˜〉Fd = 〈z˜, (Φ˜HΦ˜−11z)(ζ)〉Fd
= 〈z˜, (Φ˜HΦ˜−11Qz)(ζ)〉Fd + 〈z˜, (Φ˜HΦ˜−11(I −Q)z)(ζ)〉Fd
= 〈z˜,ΦH(ζ)Φ−1Qz〉Fd + 〈z˜,ΦH(1− ζ)Φ−1(I −Q)z)(ζ)〉Fd
= 〈Φ−1z˜,H(ζ)Φ−1Qz〉Fd + 〈Φ−1z˜,H(1− ζ)Φ−1(I −Q)z)(ζ)〉Fd
≥ m0 |Qz|2 +m0 |(I −Q)z|2 = m0 |z|2 , a.e. ζ ∈ (0, 1).
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Similar we deduce that P1 is symmetric and it is also invertible since P˜1 = ΦP1Φ
−1 is
the product of invertible matrices. Now define on X˜ = L2(0, 1;Fd×d) with 〈·, ·〉X˜ =
〈·, H˜·〉L2 the operator
A˜x˜ = Φ˜(A˜˜Φ−1x˜)
= Φ˜(P1(HΦ˜−1x˜)′ + P0(HΦ˜−1x˜))
= P˜1(H˜x˜)′ + P˜0(H˜x˜)
D(A˜) = Φ˜(D(A))
= {x˜ ∈ X˜ : H˜x ∈ H1(0, 1;Fd), B˜x˜ = 0}
for B˜x˜ := BΦ˜−1x˜. Observe that
‖x˜‖2X˜ = 〈x˜, Φ˜HΦ˜−1x˜〉L2
= 〈Φ˜−1x˜,HΦ˜−1x˜〉L2 =
∥∥∥Φ˜−1x˜∥∥∥2
X
, x˜ ∈ X˜. (4.15)
Then due to
Re 〈A˜x˜, x˜〉X˜ = Re 〈Φ˜AΦ˜−1x˜, Φ˜HΦ˜−1x˜〉L2
= Re 〈AΦ˜−1x˜, Φ˜−1x˜〉X
≤ −κ
(∣∣∣(QΦ˜−1x˜)(0)∣∣∣2 + ∣∣∣((I −Q)Φ˜−1x˜)(1)∣∣∣2)
= −κ ∣∣Φ−1x˜(0)∣∣2 = −κ |x˜(0)|2
uniform exponential stability of the semigroup (T˜ (t))t≥0 generated by A˜ follows
from Theorem 3.3.6 and hence because of the identity
T˜ (t)(Φ˜x) = (Φ˜T (t)Φ˜−1)Φ˜x = Φ˜T (t)x
(by similarity A˜ = Φ˜AΦ˜−1 of the generators and hence the semigroups) also the
C0-semigroup (T (t))t≥0 is uniformly exponentially stable.
Example 4.3.14. Consider three vibrating strings described by the wave equation,
cf. Example 9.3 in [JaZw12],
ρi(ζ)
∂2
∂t2
ωi(t, ζ) =
∂
∂ζ
(
Ti(ζ)
∂
∂ζ
ωi(t, ζ)
)
, t ≥ 0, ζ ∈ (0, 1), i = 1, 2, 3.
Here the physical parameters ρi, Ti are assumed to be uniformly positive and Lip-
schitz continuous. Now let the right end of the first beam and the left end of the
other beams be connected via a (mass-less) bar, i.e. by balance of forces
T1(1)
∂ω1
∂ζ
(1) + T2(0)
∂ω2
∂ζ
(0) + T3(0)
∂ω3
∂ζ
(0) = 0.
Further assume that at the other ends of the beams point dampers are attached, so
T1(0)
∂ω1
∂ζ
(0) = −α1 ∂ω1
∂t
(0)
Tk(1)
∂ω1
∂ζ
(1) = −αk ∂ωk
∂t
(1), k = 2, 3
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for some constants αi ≥ 0 (i = 1, 2, 3). The energy of the system is given by
H(t) =
3∑
i=1
1
2
∫ 1
0
ρi(ζ)
∣∣∣∣∂ωi∂t (t, ζ)
∣∣∣∣2 + Ti(ζ) ∣∣∣∣∂ωi∂ζ (t, ζ)
∣∣∣∣2 dζ
and using the boundary conditions one easily obtains the balance equation
dE
dt
(t) = −α1
∣∣∣∣∂ω1∂t (t, 0)
∣∣∣∣2 − α2 ∣∣∣∣∂ω2∂t (t, 2)
∣∣∣∣2 − α3 ∣∣∣∣∂ω3∂t (t, 3)
∣∣∣∣2 .
To reformulate the problem in our port-Hamiltonian standard form we set similar
to Example 3.1.2
xi,1 := ρi
∂
∂t
ωi, xi,2 :=
∂
∂ζ
ωi, i = 1, 2, 3
and H = diag (H1,H2,H3) ∈W 1∞(0, 1;F6×6) where
Hi :=
[ 1
ρi
Ti
]
.
Moreover, P0 = 0 ∈ F6×6 and the matrix P1 ∈ F6×6 is given as
P1 =
 11 1
1
1
1
 .
Clearly P1 and H commute with the orthogonal projection Q : F6 → F2 × {0} on
the first two components and we have for the operator Ax = P1(Hx)′ with
D(A) = {x ∈ L2(0, 1;F6) : Hx ∈ H1(0, 1;F6) satisfies the b.c.}
the dissipation relation
Re 〈Ax, x〉X = −α1 |(H1x1)2(0)|2 − α2 |(H2x2)2(1)|2 − α3 |(H3x3)2(1)|2
for all x ∈ D(A). If we assume that αi > 0 (i = 1, 2, 3) we obtain for κ :=
min{α1, α2, α3} > 0 that
Re 〈Ax, x〉H ≤ −κ
(
|(H1x1)(0)|2 + |(H2x2)(1)|2 + |(H3x3)(1)|2
)
= −κ
(
|Q(Hx)(0)|2 + |(I −Q)(Hx)(1)|2
)
for all x ∈ D(A). As a result, from Proposition 4.3.13 we obtain uniform exponen-
tial stability.
4.3.2 Second Order Port-Hamiltonian Systems
As we have seen in the preceding subsection, for first order (N = 1) port-Hamiltonian
systems the sufficient criterion for asymptotic stability in Theorem 4.2.2 even guar-
antees uniform exponential stability, see Theorem 3.3.6. In this subsection – just as
in the article [AuJa14] – we consider second order port-Hamiltonian systems, i.e.
Ax = P2(Hx)′′ + P1(Hx)′ + P0(Hx), x ∈ D(A) = H−1H2(0, 1;Fd)
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and
A = A|D(A) for D(A) = {x ∈ D(A) : WB
(
f∂,Hx
e∂,Hx
)
= 0}.
We observe that for port-Hamiltonian systems of order N = 2 we may obtain ex-
ponential stability by adding an additional term in the dissipativity relation (4.11),
which had been enough for asymptotic stability, see Theorem 4.2.2, but not suffi-
cient for uniform exponential stability, see Example 4.2.1.
Theorem 4.3.15. Let A be a port-Hamiltonian operator of order N = 2 and as-
sume that P0 and H ∈W 1∞(0, 1;Fd×d) are Lipschitz continuous and A satisfies the
stronger dissipativity condition
Re 〈Ax, x〉X ≤ −κ
[
|(Hx)(0)|2 + |(Hx)′(0)|2
+ |Π(Hx)(1)|2 + |(I −Π)P2(Hx)′(1)|2
]
(4.16)
for some positive constant κ > 0 and some orthogonal projection Π : FNd → FNd.
Then for R : D(A)→ F4d
Rx =

(Hx)(0)
(Hx)′(0)
Π(Hx)(1)
(I −Π)(Hx)′(1)
 (4.17)
the pair (A, R) has property ESP and hence the C0-semigroup (T (t))t≥0 generated
by A is uniformly exponentially stable.
Proof. Let us show that the pair (A, R) has property ESP. Since (A, R) clearly
has property ASP by Theorem 4.2.2 and Remark 4.2.6 it only remains to verify
property AIEP.
Let (xn, βn)n≥1 ⊆ D(A)×R be a sequence with supn∈N ‖xn‖X <∞ and |βn| → +∞
as n→ +∞ such that
iβnxn − Axn n→∞−−−−→ 0 in L2(0, 1;Fd) (4.18)
and Rxn
n→∞−−−−→ 0. Then
(Hxn)(0), (Hxn)′(0), (Hxn)(1) n−→∞−−−−→ 0. (4.19)
Further by equation (4.18) and Lemma 3.2.3 the sequence
(
Hxn
βn
)
n≥1
⊆ H2(0, 1;Fd)
is bounded. Choosing η ∈ ( 32 , 2) and using Lemma 2.1.19 we obtain∥∥∥∥∥ Hxn|βn|η/2
∥∥∥∥∥
C1
.
∥∥∥∥Hxnβn
∥∥∥∥η/2
H2
‖Hxn‖1−η/2L2 .
In particular, (since |βn| → ∞) it follows that Hxnβn converges to zero in C1([0, 1];Fd),
and so does (Hxn)
′
βn
in L2(0, 1;Fd). Now we establish xn
n→∞−−−−→ 0 in L2(0, 1;Fd) using
a multiplier technique similar to the first alternative proof of Theorem 4.1.5. For
this end, let q ∈ C2([0, 1];R) be any function with q(1) = 0. Then integrating by
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parts and employing the assumptions on the matrices P1, P2 and equation (4.19)
we conclude – also using Lemma 4.3.2 –
2 Re 〈P2(Hxn)′′, 1
βn
iq(·)(Hxn)′〉L2
=
1
βn
〈(Hxn)′, (iP2)q′(·)(Hxn)′〉L2 −
1
βn
[q(ζ)〈(Hxn)′(ζ), iP2(Hxn)′(ζ)〉Fd ]10
=
1
βn
〈(Hxn)′, (iP2)q′(·)(Hxn)′〉L2 + o(1)
since q(1) = 0 and (Hxn)′(0) n→∞−−−−→ 0. Further
Re 〈P1(Hxn)′, 1
βn
iq(·)(Hxn)′〉L2 = 0
since P ∗1 = P1 and
Re 〈P0(Hxn), 1
βn
iq(·)(Hxn)′〉L2 = o(1)
due to (Hxn)
′
βn
n→∞−−−−→ 0 in X. Similar we obtain
2 Re 〈xn, q(·)(Hxn)′〉L2
= 2 Re 〈xn, q(·)H′(·)xn〉L2 + 2 Re 〈xn, q(·)H(·)x′n〉L2
= 2〈xn, q(·)H′(·)xn〉L2 − 〈xn, (qH)′xn〉L2 + [q(ζ)〈xn(ζ),H(ζ)xn(ζ)〉Fd ]10
= 〈xn, (q(·)H′(·)− q′(·)H(·))xn〉L2 + o(1)
since q(1) = 0 and xn(0)→ 0.
Re 〈P2(Hxn)′′, 1
βn
iq′(·)(Hxn)〉L2
= −Re 〈P2(Hxn)′, 1
βn
(iq′(·)(Hxn))′〉L2
+
1
βn
Re [q′(ζ)〈(Hxn)′(ζ), (−iP2)(Hxn)(ζ)〉Fd ]10
= Re 〈(Hxn)′, 1
βn
(iP2)q
′(·)(Hxn)′〉L2
+ Re 〈(Hxn)′, 1
βn
iq′′(·)(Hxn)〉L2 + o(1) (4.20)
= 〈(Hxn)′, 1
βn
(iP2)q
′(·)(Hxn)′〉L2 + o(1),
due to (Hxn)(0), (Hxn)′(0),Π(Hxn)(1), (I−Π)P2(Hxn)′(1) n→∞−−−−→ 0, where we also
used that Π is orthogonal. Moreover, we have
Re 〈P1(Hxn)′, 1
βn
iq′(·)(Hxn)〉L2 = o(1)
4.3. EXPONENTIAL STABILITY 103
since (Hxn)
′
βn
n→∞−−−−→ 0 in X and supn∈N ‖xn‖ < +∞, and
Re 〈P0(Hxn), 1
βn
iq′(·)(Hxn)〉L2 = o(1),
Re 〈xn, q′(·)(Hxn)〉L2 = 〈xn, q′(·)Hxn〉L2 .
This implies that for n→∞
0← 2 Re 〈P2(Hxn)′′ + P1(Hxn)′ + P0(Hxn)− iβnxn, 1
βn
iq(·)(Hxn)′〉L2
=
1
βn
〈(Hxn)′, (iP2)q′(·)(Hxn)′〉L2
− 〈xn, (q(·)H′(·)− q′(·)H(·))xn〉L2 + o(1) (4.21)
and
0← Re 〈P2(Hxn)′′ + P1(Hxn)′ + P0(Hxn)− iβnxn, 1
βn
iq′(·)(Hxn)〉L2
=
1
βn
〈(Hxn)′, (iP2)q′(·)(Hxn)′〉L2 − 〈xn, q′(·)H(·)xn〉L2 + o(1). (4.22)
By subtracting equations (4.21) and (4.22) we arrive at
〈xn, (q(·)H′(·)− 2q′(·)H(·))xn〉L2 n→∞−−−−→ 0.
If there is some q such that q(·)H′(·) − 2q′(·)H(·) > 0, this enables us to conclude
‖xn‖L2 → 0. Indeed, Lemma 4.3.3 says that we can choose q ∈ C2([0, 1];R) such
that
q(1) = 0, q′ < 0 and qM1 − 2q′(·)m > 0
where H(ζ) ≥ mI and H′(ζ) ≤ M1I for almost all ζ ∈ [0, 1] and some constants
m,M1 > 0. More precisely let f be the function given by the lemma and set
q(ζ) = −f(1 − ζ). From this we infer xn n→∞−−−−→ 0 in X. Property ESP of the pair
(A, R) and by Proposition 4.3.6 uniform exponential stability follow.
Remark 4.3.16. From the proof we may also extract stability properties provided
H satisfies some additional properties. In fact we have the following. Let A be a
maximal port-Hamiltonian operator with Lipschitz continuous H and P0. If there
is q ∈ C∞([0, 1];R) such that q(0) = q(1) = 0 and still the matrix-valued function
2q′H− qH′ is coercive as multiplication operator on X, then for
R : D(A)→ F4d, x 7→

Π(Hx)(0)
(I −Π)P2(Hx)′(0)
Π′(Hx)(1)
(I −Π′)P2(Hx)′(1)

where Π,Π′ ∈ Fd×d are orthogonal projections, the pair (A, R) has property AIEP.
We also give an alternative proof for the case N = 2 under the additional restriction
that H is constant along ζ ∈ (0, 1) and that P1 = P0 = 0. The proof is similar to
the second alternative proof (Lyapunov technique) for the case N = 1 in Theorem
4.1.5.
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Alternative Proof. In the following we also apply the Lyapunov technique to
port-Hamiltonian operators of order N = 2. However, we have to restrict ourselves
to port-Hamiltonian systems for which P1 = P0 = 0 and the derivative H′ is small
compared to H.
Lemma 4.3.17. Let A be a port-Hamiltonian operator of order N = 2 and assume
that P1 = P0 = 0 and the Hamiltonian density matrix function H is Lipschitz
continuous and satisfies the condition
H(ζ)− (1− ζ)H′(ζ) ≥ ε′I, a.e. ζ ∈ (0, 1)
for some ε′ > 0. Then there is a function q : X → R with |q(x)| ≤ cˆ ‖x‖2X such that
for every solution x ∈W 1∞(R+;X) ∩ L∞(R+;D(A)) of x˙ = Ax one has
d
dt
q(x(t)) ≤ −‖x(t)‖2X + c
(
|(Hx)(0)|2 + |(Hx)′(0)|2 + |(Hx)(1)|2
)
, a.e. t ≥ 0.
Proof. Let x ∈ W 1∞(R+;X) ∩ L∞(R+;D(A)) be an arbitrary mild solution of
x˙ = Ax and write x(t, ζ) := x(t)(ζ). Further let η ∈ C∞([0, 1];R) be a real-valued
function, which we specify at a later point, and define the continuous quadratic
functional
q(x) := 2 Re 〈ηP−12 x,
∫ ·
0
xdξ〉L2
= 2 Re
∫ 1
0
〈η(ζ)P−12 x(ζ),
∫ ζ
0
x(ξ)dξ〉Fddζ.
Then we obtain
d
dt
q(x(t))
= 2 Re 〈ηP−12 xt(t),
∫ ·
0
x(t, ξ)dξ〉L2 + 2 Re 〈ηP−12 x(t),
∫ ·
0
xt(t, ξ)dξ〉L2
= 2 Re 〈η(Hx)′′(t),
∫ ·
0
x(t, ξ)dξ〉L2 − 2 Re 〈ηx(t),
∫ ·
0
(Hx)′′(t, ξ)dξ〉L2
= −2 Re 〈η′(Hx)′(t),
∫ ·
0
x(t, ξ)dξ〉L2 − 2 Re 〈η(Hx)′(t), x(t)〉L2
+ 2 Re
[
η(ζ)〈(Hx)′(t, ζ),
∫ ζ
0
x(t, ξ)dξ〉Fd
]1
0
− 2 Re 〈ηx(t), (Hx)′(t)〉L2 + 2 Re 〈
∫ 1
0
ηx(t, ξ)dξ, (Hx)′(t, 0)〉Fd
= 2 Re 〈η′′(Hx)(t),
∫ ·
0
x(t, ξ)dξ〉L2 + 2〈η′Hx(t), x(t)〉L2
− 2 Re
[
η′(ζ)〈(Hx)(t, ζ),
∫ ζ
0
x(t, ξ)dξ〉Fd
]1
0
− 4 Re 〈η(Hx)′, x〉L2 + 2 Re
[
η(1)〈(Hx)′(t, 1),
∫ 1
0
x(t, ξ)dξ〉Fd
]
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+ 2 Re 〈
∫ 1
0
η(ξ)x(t, ξ)dξ, (Hx)′(t, 0)〉Fd
= −〈(η′′H)′
∫ ·
0
x(t, ξ)dξ,
∫ ·
0
x(t, ξ)dξ〉L2
+
[
η′′(ζ)〈
∫ ζ
0
x(t, ξ)dξ,H
∫ ζ
0
x(t, ξ)dξ〉Fd
]1
0
− 4〈ηH′x, x〉L2 + 〈(ηH)′x, x〉L2 − 2 [η(ζ)〈x(ζ),H(ζ)x(ζ)〉Fd ]10
+ 2〈η′Hx(t), x(t)〉L2 − 2 Re
[
η′(1)〈(Hx)(t, 1),
∫ 1
0
x(t, ξ)dξ〉Fd
]
+ 2 Re
[
η(1)〈(Hx)′(t, 1),
∫ 1
0
x(t, ξ)dξ〉Fd
]
+ 2 Re 〈
∫ 1
0
η(ξ)x(t, ξ)dξ, (Hx)′(t, 0)〉Fd
≤ −〈(η′′H)′
∫ ·
0
x(t, ξ)dξ,
∫ ·
0
x(t, ξ)dξ〉L2
+ η′′(1)〈
∫ 1
0
x(t, ξ)dξ,H
∫ 1
0
x(t, ξ)dξ〉Fd + 2〈(η′H− ηH′)x(t), x(t)〉L2
+ 2 |η(0)| 〈x(0), (Hx)(0)〉Fd + 2 |η(1)| 〈x(1), (Hx)(1)〉Fd +
1
α
|η′(1)(Hx)(t, 1)|2
+ α
∣∣∣∣∫ 1
0
x(t, ξ)dξ
∣∣∣∣2 + 1α |η(1)(Hx)′(t, 1)|2
+ α
∣∣∣∣∫ 1
0
x(t, ξ)dξ
∣∣∣∣2 + α ∫ 1
0
|x(t, ξ)|2 dξ
+
‖η‖2L∞
ε
|(Hx)′(t, 0)|2
Now we may choose η(ζ) = 1− ζ and conclude that since
− η′(ζ)H(ζ)− η(ζ)H′(ζ) = H(ζ)− (1− ζ)H′(ζ) ≥ ε′I, a.e. ζ ∈ (0, 1)
that for some ε > 0 one has
d
dt
q(x(t)) ≤ −ε ‖x(t)‖2X + cε
(
|(Hx)(0)|2 + |(Hx)′(0)|2 + |(Hx)(1)|2
)
, a.e. t ≥ 0.
Then the result follows with q replaced by 1εq.
In this case uniform exponential stability can be derived from the following general
observation.
Lemma 4.3.18. Let S = (A,B,C) be a port-Hamiltonian system in boundary con-
trol and observation form and assume that for A := A|kerB+KC and some orthogonal
projection Π ∈ FNd → FNd and a constant κ > 0 the estimate
Re 〈Ax, x〉X ≤ −κ
(
|Bx|2 + |ΠCx|2
)
, x ∈ D(A)
holds good. Further assume that there are c > 0 and q : X → R with |q(x)| ≤
cˆ ‖x‖2X (x ∈ X) such that for every solution x ∈ W 1∞(R+;X) × L∞(R+;D(A)) of
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x˙ = Ax one has q(x) ∈W 1∞(R+) with
d
dt
q(x(t)) ≤ −‖x(t)‖2X + c
(
|Bx|2 + |ΠCx|2
)
, a.e. t ≥ 0.
Then A generates a contractive and uniformly exponentially stable C0-semigroup on
X.
Proof. Let x0 ∈ D(A) and T (·)x ∈ C1(R+;X) ∩ C(R+;D(A)) be the classical
solution of the Cauchy problem for this initial value. As in the case of N = 1 one
sees that for some t0 > 0 (independent of x0 ∈ D(A)) one has for
Φ(x(t)) := ‖x(t)‖2X + q(x(t)), t ≥ 0
that
d
dt
Φ(x(t)) ≤ (c− 2κt)
(
|Bx|2 + |ΠCx|2
)
≤ 0, t ≥ t0
where the time t0 :=
c
2κ > 0 does not depend on the initial value x ∈ D(A). Then
uniform exponential stability follows just as in the case N = 1.
4.3.3 Euler-Bernoulli Beam Equations
For the special class of port-Hamiltonian systems of Euler-Bernoulli type which
have some anti-diagonal structure we prove the following result which allows weaker
assumptions on the boundary dissipation.
Proposition 4.3.19. Let d ∈ 2N be even and assume that S = (A,B,C) is a
port-Hamiltonian operator of the following form. Assume that H = diag (H1,H2)
for Lipschitz continuous matrix-valued functions H1,H2 ∈ W 1∞(0, 1;Fd/2×d/2) and
P2 has the form
P2 =
[
0 M2
−M∗2 0
]
for an invertible matrix M2 ∈ Fd/2×d/2 and P0 ∈ W 1∞(0, 1;Fd×d) is Lipschitz con-
tinuous. Let A = A|ker(B+KC) be its restriction to some dissipative boundary con-
ditions. Assume that there is some κ > 0 such that, for all x = (x1, x2) ∈ D(A)
Re 〈Ax, x〉X ≤ −κ
(
|(Hx)(0)|2 +
{
|(H1x1)′(0)|2
or
|(H2x2)′(0)|2
}
+
{ |(H1x1)(1)|2
or
|(H2x2)′(1)|2
}
+
{ |(H1x1)′(1)|2
or
|(H2x2)(1)|2
})
,
where we write Fd 3 x(ζ) = (x1(ζ), x2(ζ)) ∈ Fd/2 × Fd/2, and assume that A has
no eigenvalue on the imaginary axis. Then the contractive C0-semigroup (T (t))t≥0
generated by A is uniformly exponentially stable. More precisely, for
R : D(A)→ F2d, x 7→ Rx :=

(Hx)(0)
Π(H1x1)′(0) + (I −Π)M2(H2x2)′(0)
Π′(H1x1)(1) + (I −Π′)M2(H2x2)′(1)
Π′′(H1x1)′(1) + (I −Π′′)M2(H2x2)(1)

where Π,Π′,Π′′ : Fd/2×d/2 are orthogonal projections, the pair (A, R) has property
AIEP.
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Proof. Let ((xn,1, xn,2), βn)n≥1 ⊆ D(A) × R be a sequence with finite supremum
supn∈N ‖xn‖L2 < +∞ and |βn|
n→+∞−−−−−→ +∞ such that
Axn − iβnxn n→∞−−−−→ 0. (4.23)
It then follows from Lemma 2.1.10 that
Hxn
βn
n→∞−−−−→ 0 in C1([0, 1];Fd)
so that for every function q ∈ C2([0, 1];Fd) with q(1) = 0 we have
Re 〈P1(Hxn)′ + P0(Hxn), iq
βn
(Hxn)′〉L2
= Re 〈P1(Hxn)′, iq
βn
(Hxn)′〉L2 + o(1)
= o(1) (4.24)
since iqP2 is skew-adjoint. Moreover, we deduce from Lemma 4.3.2 the equality
Re 〈iβnxn, iq
βn
(Hxn)′〉L2
= Re 〈xn, q(Hxn)′〉L2
= −1
2
〈xn, (q′H− qH′)xn〉L2 +
1
2
[〈xn(ζ), (qH)(ζ)xn(ζ)〉Fd ]10 .
Using that
(
iq
βn
(Hxn)′
)
n≥1
is a bounded sequence in X and employing equation
(4.24) we then find that
− 1
2
〈xn, (q′H− qH′)xn〉L2
= Re 〈iβn(Hxn), iq
βn
(Hxn)′〉L2 −
1
2
[〈xn(ζ), qH(ζ)xn(ζ)〉Fd ]10
= Re 〈Axn, iq
βn
(Hxn)′〉L2 −
1
2
[〈xn(ζ), qH(ζ)xn(ζ)〉Fd ]10 + o(1)
= Re 〈M2(H2xn,2)′′, iq
βn
(H1xn,1)′〉L2 + Re 〈−M∗2 (H1xn,1)′′,
iq
βn
(H2xn,2)′〉L2
− 1
2
[〈xn(ζ), qH(ζ)xn(ζ)〉Fd ]10 + o(1)
= −Re 〈M2(H2xn,2)′, iq
′
βn
(H1xn,1)′〉L2
+ Re
[
〈M2(H2xn,2)′(ζ), iq(ζ)
βn
(H1xn,1)′(ζ)〉Fd/2
]1
0
− 1
2
[〈xn(ζ), qH(ζ)xn(ζ)〉Fd ]10 + o(1) (4.25)
On the other hand we also find
Re 〈P1(Hxn)′ + P0(Hxn), iq
′
βn
(Hxn)〉L2 = o(1) (4.26)
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and
Re 〈iβnxn, iq
′
βn
(Hxn)〉L2 = Re 〈xn, q′Hxn〉L2
so that we also obtain – this time using that the sequence (iq′β−1n (Hxn))n≥1 is
bounded, in fact a null sequence, in X – and equation (4.26) that also
Re 〈xn, q′Hxn〉L2
= Re 〈iβnxn, iq
′
βn
Hxn〉L2
= Re 〈Axn, iq
′
βn
Hxn〉L2 + o(1)
= Re 〈M2(H2xn,2)′′, iq
′
βn
(H1xn,1)〉L2
+ Re 〈−M∗2 (H1xn,1)′′,
iq′
βn
(H2xn,2)〉L2 + o(1)
= −2 Re 〈M2(H2xn,2)′(ζ), iq
′
βn
(H1xn,1)′〉L2
+
[
Re 〈M2(H2xn,2)′(ζ), iq
′(ζ)
βn
H1xn,1(ζ)〉F
]1
0
+
[
Re 〈M2(H2xn,2)(ζ), iq
′(ζ)
βn
(H1xn,1)′(ζ)〉F
]1
0
+ o(1) (4.27)
To eliminate the integral terms with M2 in equations (4.25) and (4.27) we subtract
two times equation (4.25) from equation (4.27) and obtain
Re 〈xn, 2q′H− qH′xn〉L2
= 〈xn, (q′H− qH′)xn〉L2 + Re 〈xn, q′Hxn〉L2
= −2 Re
[
〈M2(H2xn,2)′(ζ), iq(ζ)
βn
(H1xn,1)′(ζ)〉F
]1
0
+ [〈xn(ζ), qH(ζ)xn(ζ)〉F]10
+
[
Re 〈M2(H2xn,2)′(ζ), iq
′(ζ)
βn
H1xn,1(ζ)〉F
]1
0
+
[
Re 〈M2(H2xn,2)(ζ), iq
′(ζ)
βn
(H1xn,1)′(ζ)〉F
]1
0
+ o(1) (4.28)
We are now in the position to determine some functions R such that the pair
(A, R) has property AIEP. For this recall that Hxnβn
n→+∞−−−−−→ 0 in C1([0, 1];Fd),
so that using the Cauchy-Schwarz inequality we may estimate one factor in each
boundary component by (the square of) a term which thanks to the factor 1βn
convergences to zero and another (square of a term) which (without a factor 1βn )
converges to zero, whenever Rxn
n→∞−−−−→ 0. On the other hand the matrix-valued
function 2q′H− qH′ ∈ L∞(0, 1;Fd×d) should be a coercive operator on X, so that
we can conclude that xn
n→∞−−−−→ 0 in X if the right-hand side converges to zero. Note
that in general it is not possible to choose q ∈ C∞([0, 1];R) such that 2q′H− qH′ is
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coercive, i.e. 2q′H− qH′ ≥ εI for a.e. ζ ∈ (0, 1) for some ε > 0, and both q(0) = 0
and q(1) = 0 at the same time. (Note, however, that if H ∈ W∞([0, 1];Fd×d) has
a special form this is possible, indeed, and then the conditions on R for (A, R)
having property AIEP are less restrictive.) Here we use Lemma 4.3.3 and choose
q ∈ C∞([0, 1];R) such that q(1) = 0 and then conclude that R has property AIEP
if it contains each of the following terms.
1. Π(H1x1)′(0) + (I −Π)M2(H2x2)′(0)
2. (Hx)(0)
3. Π′(H1x1)(1) + (I −Π′)M2(H2x2)′(1)
4. Π′′(H1x1)′(1) + (I −Π′′)M2(H2x2)(1).
We therefore conclude that the assertions of the theorem hold.
Remark 4.3.20. In Proposition 4.3.19 the following results hold if we assume we
demand particular conditions on H.
1. If there is q ∈ C∞([0, 1];R) with q(0) = q(1) = 0 and such that 2q′H − qH′
is a coercive multiplication operator on X, then for the following choices of R
the pair (A, R) has property AIEP.
Rx =
(
Π(H1x1)′(0) + (I −Π)M2(H2x2)′(0)
Π′(H1x1)′(0) + (I −Π′)M2(H2x2)(0)
)
∈ Fd
where Π and Π′ ∈ Fd/2×d/2 are orthogonal projections.
2. If there is q ∈ C∞([0, 1];R) with q′(0) = q(1) = 0 and such that 2q′H − qH′
(in particular qH′(ζ) ≥ εI for some ε > 0 and a.e. ζ ∈ (0, 1)) is a coercive
multiplication operator on X, then for the following choices of R the pair
(A, R) has property AIEP.
Rx =
(
(Hx)(0)
Π(H1x1)′(0) + (I −Π)M2(H2x2)′(0)
)
∈ F3d/2
where Π ∈ Fd/2×d/2 is an orthogonal projection.
We also apply the Lyapunov method proof technique for exponential stability to
the Euler-Bernoulli beam model and restrict ourselves in the following exposition
to the case of a single Euler-Bernoulli beam equation, i.e. we consider the port-
Hamiltonian system of the special form
A
(
x1
x2
)
=
[
0 1
−1 0
]
∂2
∂ζ2
[ H1 0
0 H2
](
x1
x2
)
(4.29)
where H1,H2 are two positive Lipschitz continuous functions. We then define on
the energy state space X = (L2(0, 1;F2); 〈·, ·〉H) the quadratic functional
q(x) = Re 〈x1, η
∫ ·
0
x2dξ〉L2 , x ∈ X (4.30)
where η ∈ C∞([0, 1];R) is a suitable smooth function which we chose at a later
point.
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Remark 4.3.21. If q is linear this is exactly the choice of q in the article [Ch+87],
where actually a chain of Euler-Bernoulli beams had been considered.
We then have for every solution x ∈W 1∞(R+;X) ∩ L∞(R+;D(A)) of x˙ = Ax that
d
dt
q(x)
= Re 〈x1,t, η
∫ ·
0
x2dξ〉L2 + Re 〈x1, η
∫ ·
0
x2,tdξ〉L2
= Re 〈(H2x2)′′, η
∫ ·
0
x2dξ〉L2 − Re 〈ηx1,
∫ ·
0
(H1x1)′′dξ〉L2
= −Re 〈(H2x2)′, η′
∫ ·
0
x2dξ〉L2 − Re 〈(H2x2)′, ηx2〉L2
+ Re 〈(H2x2)′(1), η(1)
∫ 1
0
x2(ζ)dζ〉F
− Re 〈ηx1, (H1x1)′〉L2 + Re 〈ηx1, (H1x1)′(0)〉L2
= Re 〈H2x2, η′′
∫ ·
0
x2dξ〉L2 + Re 〈H2x2, η′x2〉L2
− Re 〈(H2x2)(1), η′(1)
∫ 1
0
x2(ζ)dζ〉F + 1
2
〈H2x2, (ηH−12 )′H2x2〉L2
− 1
2
[Re 〈(H2x2)(ζ), η(ζ)x2(ζ)〉F]10 + Re 〈(H2x2)′(1), η(1)
∫ 1
0
x2(ζ)dζ〉F
+
1
2
〈(ηH−11 )′H1x1,H1x1〉L2 −
1
2
[Re 〈η(ζ)x1(ζ), (H1x1)(ζ)〉F]10
+ Re 〈ηx1, (H1x1)′(0)〉L2
= −1
2
〈
∫ ·
0
x2dξ, (η
′′H2)′
∫ ·
0
x2dξ〉L2 +
1
2
〈
∫ 1
0
x2(ζ)dζ, (η
′′H2)(1)
∫ 1
0
x2(ζ)dζ〉F
+ Re 〈H2x2, η′x2〉L2 − Re 〈(H2x2)(1), η′(1)
∫ 1
0
x2(ζ)dζ〉F
+
1
2
〈H2x2, (ηH−12 )′H2x2〉L2 −
1
2
[Re 〈(H2x2)(ζ), η(ζ)x2(ζ)〉L2 ]10
+ Re 〈(H2x2)′(1), η(1)
∫ 1
0
x2(ζ)dζ〉F
+
1
2
〈(ηH−11 )′H1x1,H1x1〉L2 −
1
2
[Re 〈η(ζ)x1(ζ), (H1x1)(ζ)〉F]10
+ Re 〈ηx1, (H1x1)′(0)〉L2 .
=
1
2
〈(ηH−11 )′H1x1,H1x1〉L2 +
1
2
〈((ηH−12 )′ + 2ηH−12 )H2x2,H2x2〉L2
− 1
2
〈
∫ ·
0
x2(ξ)dξ, (η
′′H2)′
∫ ·
0
x2(ξ)dξ〉L2
+
1
2
〈
∫ 1
0
x2(ζ)dζ, (η
′′H2)(1)
∫ 1
0
x2(ζ)dζ〉Fd/2
+ η(1)
[
〈(H2x2)′(1),
∫ 1
0
x2(ζ)dζ〉Fd/2 −
1
2
〈x(1), (Hx)(1)〉Fd
]
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+
1
2
〈
∫ 1
0
x2dζ, (η
′′H2)(1)
∫ 1
0
x2dζ〉Fd/2 − η′(1) Re 〈(H2x2)(1),
∫ 1
0
x2dζ〉Fd/2
− η(0)1
2
〈x(0), (Hx)(0)〉Fd + Re 〈ηx1, (H1x1)′(0)〉L2
Now let us for a moment discuss the case that H1 and H2 are constant along the
line [0, 1]. Then the problem of finding q such that ddtq(x) + ‖x(t)‖2 is bounded by
appropriate boundary terms reduces to finding η ∈ C∞([0, 1];R) such that η′ < 0
on [0, 1] and by choice of η and the boundary terms we should control the following
terms.
1. − [〈(H2x2)(ζ), η(ζ)x2(ζ)〉F]10
2. + [〈(H1x1)(ζ), η(ζ)x1(ζ)〉F]10
3. −Re 〈(H2x2)(1), η′(1)
∫ 1
0
x2(ζ)dζ〉F
4. Re 〈(H2x2)′(1), η(1)
∫ 1
0
x2(ζ)dζ〉F
5. Re 〈ηx1, (H1x1)′(0)〉L2
Since the choice η = 0 is not admissible, from the last term we see that for this
approach to work, we necessarily need dissipation in the term (H1x1)′(0), i.e. we
can only hope for an estimate of the form
d
dt
q(x) + ‖x(t)‖2 ≤ c |(H1x1)′(t, 0)|2 , a.e. t ≥ 0.
Moreover, as we demanded that η′ < 0, in general also the third term cannot be
handled by demanding η′(1) = 0, so that only a estimate of the form
d
dt
q(x) + ‖x(t)‖2 ≤ c
(
|(H1x1)′(t, 0)|2 + |(H2x2)(t, 1)|2
)
, a.e. t ≥ 0
might possibly hold. We then may choose η(ζ) = 1− ζ, so that all terms including
η′′ or η′′′ are zero. These considerations lead to the following conclusion.
Lemma 4.3.22. Let A be a port-Hamiltonian operator of order N = 2 with P2 =[
0 1−1 0
]
, P0 = P1 = 0 and assume that H = diag (H1,H2) is constant. Then
there is q(x) = Re 〈x1, η
∫ ·
0
x2dξ〉L2 such that for every solution x ∈ W 1∞(R+;X) ∩
L∞(R+;D(A)) the estimate
d
dt
q(x) + ‖x(t)‖2 ≤ c
(
|(Hx)(t, 0)|2 + |(H1x1)′(t, 0)|2 + |(H2x2)(t, 1)|2
)
holds for a.e. t ≥ 0, where c > 0 is independent of x.
We investigate this example a little bit further for the case thatH is not constant. In
that case we cannot necessarily choose η ∈ C∞([0, 1];R) to be linear and therefore
have to to handle the term
Re 〈H2x2, η′′
∫ ·
0
x2dξ〉L2 ≤
∥∥∥|η′|1/2 x2∥∥∥H2
∥∥∥∥∥ η′′√|η′|
∫ ·
0
x2dξ
∥∥∥∥∥
H2
≤
∥∥∥|η′|1/2 x2∥∥∥2H2
∥∥∥∥∥ η′′√|η′|
(∫ ·
0
H−12 (ξ)
|η′ξ|
)1/2
dξ
∥∥∥∥∥
H2
112 CHAPTER 4. STATIC LINEAR BOUNDARY FEEDBACK
Here for the choice
η(ζ) = e−αζ − e−α, ζ ∈ [0, 1]
where α > 0 is a fixed constant and under the assumption that
m2I ≤ H2(ζ) ≤M2, a.e. ζ ∈ (0, 1)
we find that∥∥∥∥∥ η′′√|η′|
(∫ ·
0
H−12 (ξ)
|η′(ξ)| dξ
)1/2
dξ
∥∥∥∥∥
2
H2
≤ M2
m2
∫ 1
0
α3e−αζ
∫ ζ
0
α−1eαξdξdζ
=
αM2
m2
∫ 1
0
e−αζ(eαζ − 1)dζ
=
M2
m2
(
α+ 1− e−α)
and then
d
dt
q(x) ≤
[
1− M2
m2
(
α+ 1− e−α)] 〈η′x2, x2〉H2 + 12 〈H1x1, [(ηH−11 )′ + ε](H1x1)〉L2
+ cε,α
(
|(Hx)(t, 0)|2 + |(H1x1)′(0)|2 + |(H2x2)′(t, 1)|2
)
for every ε > 0 and a constant cε,α > 0 which depends on ε and α, but not on x.
Moreover, we have that if we have
η(H−1)′(ζ) + η′H−1(ζ) = (e−αζ − e−α)(H−1)′(ζ)− αe−αζH−1(ζ) ≤ −ε
for some ε > 0 and a.e. ζ ∈ (0, 1) and at the same time M2m2 (α+ 1− e−α) ≤ 1, then
d
dt
q(x) ≤ cε,α
(
|(Hx)(t, 0)|2 + |(H1x1)′(0)|2 + |(H2x2)′(t, 1)|2
)
. (4.31)
We therefore conclude
Proposition 4.3.23. Let A be a port-Hamiltonian operator of order N = 2 with
P2 =
[
0 1−1 0
]
, P0 = P1 = 0 and assume that H = diag (H1,H2) ∈ W 1∞(0, 1;F2×2) is
Lipschitz continuous. Assume that there are ε, α > 0 such that
maxζ∈[0,1]H2(ζ)
minζ∈[0,1]H2(ζ)
(
α+ 1− e−α) ≤ 1 (4.32)
and at the same time
η(H−1)′(ζ) + η′H−1(ζ) = (e−αζ − e−α)(H−1)′(ζ)− αe−αζH−1(ζ) ≤ −ε
for a.e. ζ ∈ (0, 1). Then there is q(x) = Re 〈x1, η
∫ ·
0
x2dξ〉L2 (for η(ζ) = e−αζ−e−α)
such that for every solution x ∈W 1∞(R+;X)∩L∞(R+;D(A)) of x˙ = Ax the estimate
d
dt
q(x) + ‖x(t)‖2 ≤ c
(
|(Hx)(t, 0)|2 + |(H1x1)′(t, 0)|2 + |(H2x2)(t, 1)|2
)
holds for a.e. t ≥ 0, where c > 0 is independent of x.
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4.3.4 Arbitrary N ∈ N – The Full Dissipative Case
In the subsections before we saw how two alternative methods may be used to prove
exponential stability in Theorem 4.1.5 and to which extend they generalise to the
case N = 2. Now we continue with these two methods and drop the restriction that
N = 1 or N = 2. On the other hand we try to keep the computations as simple
as possible and therefore start with the full dissipative case, i.e. strict dissipation
at both ends of the line (0, 1). Clearly this is the most restrictive dissipation as-
sumption we may think of, however, we therefore establish the quite intuitive result
that with strict dissipation at both ends we can always ensure uniform exponential
stability of the C0-semigroup (T (t))t≥0 and luckily so since if this were not true
there were even less possible boundary conditions leading to uniform exponential
stabilisation. Note that before we had already seen that in general it is enough to
have strictly dissipative boundary conditions at one end and conservative bound-
ary conditions at the other end for asymptotic stability, so we only have to ensure
boundedness of the resolvents on the imaginary axis which by Gearhart’s Theorem
implies exponential stability of the semigroup (T (t))t≥0.
Theorem 4.3.24. Let Ax =
∑N
k=0 Pk(Hx)(k) be a port-Hamiltonian operator of
arbitrary order N ∈ N with suitable boundary conditions such that
Re 〈Ax, x〉X ≤ −κ
N−1∑
k=0
∑
ζ=0,1
∣∣∣(Hx)(k)(ζ)∣∣∣2 , x ∈ D(A)
for some κ > 0. Further assume that H ∈ W 1∞(0, 1;Fd×d) ∩WK∞(0, 1;Fd×d) where
N = 2K + 1 or N = 2K. Then A generates a uniformly exponentially stable
contraction C0-semigroup (T (t))t≥0 on X.
In proof the statement is again established via the Gearhart-Greiner-Pru¨ss Theorem
2.2.17 where we show the following two statements based on the notion of the
property ESP for a pair (B,R).
Lemma 4.3.25. Let A be a maximal port-Hamiltonian operator of order N ∈ N
with H ∈W 1∞(0, 1;Fd×d)∩WK∞(0, 1;Fd×d) where N = 2K + 1 or N = 2K. Further
let H = F2Nd and R ∈ B(D(A);H) be given by the trace map Rx = τ(Hx). Then
the pair (A, R) has property ESP.
Clearly the combination of Proposition 4.3.6 and Lemma 4.3.25 implies Theorem
4.3.24.
Proof. We already know that the pair (A, R) has property ASP thanks to Theorem
4.2.2 and Remark 4.2.6. We therefore proceed by checking that also property AIEP
is satisfied. Let (xn, βn)n≥1 ⊆ D(A)× R be any sequence with
sup
n∈N
‖xn‖ < +∞, |βn| n→∞−−−−→ +∞ and Axn − iβnxn n→∞−−−−→ 0 (4.33)
and assume that
Rxn = τ(Hxn) n→+∞−−−−−→ 0
so that all the terms (Hxn)(k)(ζ) converge to zero as n → ∞ (k = 0, 1, . . . , N − 1
and ζ = 0, 1). From there it follows that whenever we integrate by parts these terms
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vanish as n→∞. Moreover, equation (4.33) gives that
Axn
βn
− ixn n→∞−−−−→ 0 (4.34)
and since ‖·‖A and ‖H·‖HN are equivalent we conclude from (4.33) and (4.34) that
sup
n∈N
∥∥∥∥ (Hxn)(N)βn
∥∥∥∥
L2
< +∞.
From there it follows with equation (4.33), Lemma 2.1.10 and Lemma 2.1.19 that
1
βn
∥∥∥(Hxn)(k)L2 ∥∥∥∥∥∥(Hxn)(m)∥∥∥L2 n→∞−−−−→ 0 (k,m ≥ 0 s.t. k +m < N).
We distinguish the two cases N even and N odd, starting with the odd case N =
2K + 1. Then for every q ∈ C∞([0, 1];R) we deduce that
0 =
1
βn
Re 〈Axn − iβnxn, iq′(Hxn)〉L2 + o(1)
= −Re 〈xn, q′(Hxn)〉L2 +
1
βn
2K+1∑
k=0
Re 〈Pk(Hx)(k), iq′(Hxn)〉L2 + o(1)
= −Re 〈xn, q′(Hxn)〉L2 +
1
βn
Re 〈P2K+1(Hx)(2K+1), iq′(Hxn)〉L2 + o(1)
= −Re 〈xn, q′(Hxn)〉L2 +
(−1)K
βn
Re 〈(Hxn)(K+1), iP2K+1(q′(Hxn))(K)〉L2
+
K−1∑
k=0
(−1)k
βn
Re
[
〈(Hxn)(2K−k)(ζ), iP2K+1(q′(Hxn))(k)(ζ)〉Fd
]1
0
+ o(1)
= −Re 〈xn, q′(Hxn)〉L2 +
(−1)K
βn
Re 〈(Hxn)(K+1), iq′P2K+1(Hxn)(K)〉L2 + o(1)
and also
0 =
1
βn
Re 〈Axn − iβnxn, iq(Hxn)′〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2 +
1
βn
2K+1∑
k=0
Re 〈Pk(Hxn)(k), iq(Hxn)′〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2
+
1
βn
Re 〈P2K+1(Hxn)(2K+1) + P2K(Hxn)(2K), iq(Hxn)′〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2 +
(−1)K
βn
Re 〈(Hxn)(K+1), P2K+1i(q(Hxn)′)(K)〉L2
+
K−1∑
k=0
(−1)k
βn
Re
[
〈(Hxn)(2K−l)(ζ), P2K+1i(q(Hxn)′)(l)(ζ)〉Fd
]1
0
+
(−1)K
βn
Re 〈(Hxn)(K+1), P2Ki(q(Hxn)′)(K−1)〉L2
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+
K−2∑
k=0
(−1)l
βn
Re
[
〈(Hxn)(2K−l)(ζ), P2Ki(q(Hxn)′)(l)(ζ)〉Fd
]1
0
+ o(1)
= −Re 〈xn, q(Hxn)′〉L2
+
(−1)K
βn
Re 〈(Hxn)(K+1), iP2K+1(q(Hxn)(K+1) +Kq′(Hxn)(K))〉L2
+
(−1)K
βn
Re 〈(Hxn)(K+1), iqP2K(Hxn)(K)〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2 +
K(−1)K
βn
Re 〈(Hxn)(K+1), iq′P2K+1(Hxn)(K)〉L2
+
(−1)K−1
2βn
〈(Hxn)(K), iq′P2K(Hxn)(K)〉L2
+
(−1)K
2βn
[
〈(Hxn)(K)(ζ), iqP2K(Hxn)(K)(ζ)〉Fd
]1
0
+ o(1)
= 〈xn, q
′H− qH′
2
xn〉L2 +K
(−1)K
βn
Re 〈(Hxn)(K+1), iq′P2K+1(Hxn)(K)〉L2 + o(1)
Subtracting 2K times the first (asymptotic) equality from two times the second, we
then find
〈xn, (Nq′H− qH′)xn〉L2 n→∞−−−−→ 0.
For suitable q ∈ C∞([0, 1];R) from Lemma 4.3.3 the expression Nq′H− qH′ defines
a coercive multiplication operator on L2(0, 1;Fd) and thus xn
n→∞−−−−→ 0 in X. The
pair (A, R) therefore has property ESP.
Secondly, we consider the case that N = 2K is even. In fact, the reasoning is very
similar to the one for the odd case, apart from that the matrix PN = P2K for the
fundamental part is skew-Hermitian instead of Hermitian, so the reasoning needs
to be adapted to this new situation. Let again q ∈ C∞([0, 1];R), then
0 =
1
βn
Re 〈Axn − iβnxn, iq′(Hxn)〉L2 + o(1)
= −〈xn, q′(Hxn)〉L2 +
1
βn
2K∑
k=0
Re 〈Pk(Hxn)(k), iq′(Hxn)〉L2 + o(1)
= −〈xn, q′(Hxn)〉L2 +
1
βn
Re 〈P2K(Hxn)(2K), iq′(Hxn)〉L2 + o(1)
= −〈xn, q′(Hxn)〉L2 +
(−1)K
βn
Re 〈P2K(Hxn)(K), i(q′(Hxn))(K)〉L2
+
K−1∑
k=0
(−1)k
βn
Re
[
〈P2K(Hx)(2K−1−k)(ζ), i(q′(Hxn))(k)(ζ)〉Fd
]1
0
+ o(1)
= −〈xn, q′(Hxn)〉L2 +
(−1)K+1
βn
Re 〈(Hx)(K), iq′P2K(Hxn)(K)〉L2 + o(1)
and secondly
0 =
1
βn
Re 〈Axn − iβnxn, iq(Hxn)′〉L2 + o(1)
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= −Re 〈xn, q(Hxn)′〉L2 +
1
βn
2K∑
k=0
Re 〈Pk(Hxn)(k), iq(Hxn)′〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2
+
1
βn
Re 〈P2K(Hxn)(2K) + P2K−1(Hxn)(2K−1), iq(Hxn)′〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2 +
(−1)K+1
βn
Re 〈(Hxn)(K), iP2K(q(Hxn)′)(K)〉L2
+
K−1∑
k=0
(−1)k
βn
Re
[
〈P2K(Hxn)(2K−1−k)(ζ), i(q(Hxn)′)(k)(ζ)〉Fd
]1
0
+
(−1)(K−1)
βn
Re 〈(Hxn)(K), iP2K−1(q(Hxn)′)(K−1)〉L2
+
K−1∑
k=0
(−1)k
βn
Re
[
〈P2K−1(Hxn)(2K−2−k)(ζ), i(q(Hxn)′)(k)(ζ)〉Fd
]1
0
+ o(1)
= −Re 〈xn, q(Hxn)′〉L2
+
(−1)K
βn
Re 〈(Hxn)(K), iP2K(q(Hxn)(K+1) +Kq′(Hxn)(K))〉L2
+
(−1)K−1
βn
Re 〈(Hxn)(K), iqP2K−1(Hxn)(K)〉L2 + o(1)
= −Re 〈xn, q(Hxn)′〉L2 +
(−1)K+1
2βn
〈(Hxn)(K), iq′P2K(Hxn)(K)〉L2
+
(−1)K
βn
[
〈(Hxn)(K)(ζ), iqP2K(Hxn)(K)(ζ)〉Fd
]1
0
+
K(−1)K
βn
〈(Hxn)(K), iq′P2K(Hxn)(K)〉L2 + o(1)
= −Re 〈xn, q
′H− qH′
2
xn〉L2
+
2K − 1
2
(−1)K
βn
〈(Hxn)(K), iq′P2K(Hxn)(K)〉L2 + o(1)
This time adding (2K − 1)-times the first equality to two times the second we get
〈xn, (Nq′H− qH′)xn〉L2 n→∞−−−−→ 0
and for suitable choice of q ∈ C∞([0, 1];R) from Lemma 4.3.3 we obtain xn n→∞−−−−→ 0
and again the pair (A, R) has property ESP.
To summarise, for the full dissipation case with strict dissipation at both ends, uni-
form exponential stability can be proved via the Gearhart-Greiner-Pru¨ss Theorem.
Remark 4.3.26. It would be desirable also to get the same result via the Lyapunov
technique of proof. For this one would need a function q : X → R such that |q(x)| ≤
c ‖x‖2X (x ∈ X) and that for every mild solution x ∈W 1∞(R+;X) ∩L∞(R+;D(A))
the estimate
d
dt
q(x(t)) ≤ −‖x(t)‖2X + c |τ(Hx)|2 , a.e. t ≥ 0
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holds true. A natural candidate for such a functional q would be
q(x) =
{
〈IK−1x, ηP−1N IKx〉L2 , if N = 2K even,
〈IK−1x, ηP−1N IK−1x〉L2 , if N = 2K + 1 odd,
x ∈ X
for a suitable function η ∈ C∞([0, 1];R), where
(Ikf)(ζ) :=
∫ ζ
0
∫ s1
0
· · ·
∫ sk−1
0
f(sk)dsk . . . ds1, k ∈ N, f ∈ L1(0, 1;Fd).
Unless H ∈ W bN2 c∞ (0, 1;Fd×d) is sufficiently smooth with derivatives up to order
bN2 c sufficiently small compared to H it is, however, not clear whether this approach
actually works, even if one adds additional correction terms.
Steps Towards Less Restrictive Boundary Conditions. Whenever we used
integration by parts in the first proof of Theorem 4.3.24 on exponential stability for
strict dissipation at both ends of a port-Hamiltonian system of arbitrary order N ∈
N we used that under the assumption the proposition above the terms (Hxn)(ζ)(k)
for k = 0, 1, . . . , N − 1 and ζ = 0, 1 vanish as n → ∞. However, in fact those
terms most of the time appear with an additional factor β−1n in front, so it might
be useful to search for exponents γ > 0 such that terms β−γn
∣∣(Hxn)(k)(ζ)∣∣ already
vanish thanks to the boundedness of (xn)n≥1 ⊆ L2(0, 1;Fd) and (β−1n (Hxn))n≥1 ⊆
HN (0, 1;Fd) and the generalisation of the Sobolev-Morrey Embedding Theorems to
fractional Sobolev spaces. Namely, we have thanks to Lemma 2.1.19 that
β−1n
∥∥∥(Hxn)(m)∥∥∥
C[0,1]
∥∥∥(Hxn)(l)∥∥∥
C[0,1]
n→+∞−−−−−→ 0.
Then, repeating the proof of Lemma 4.3.25, but this time without having any further
decay of the boundary terms to zero at hand, except for the equality above resulting
from interpolation, we find for N = 2K + 1 odd that
o(1) =
2
βn
Re 〈Axn − iβnxn, iq(Hxn)′〉L2 −
2K
βn
Re 〈Axn − iβnxn, iq′(Hxn)〉L2
= 〈xn, (q′H− qH′)xn〉L2 + 2K〈xn, q′Hxn〉L2
+
2
βn
K−1∑
k=0
Re
[
〈(Hxn)(2K−k), iP2K+1(q(Hxn)′)(k)(ζ)〉Fd
]1
0
+
2
βn
K−2∑
k=0
(−1)k Re
[
〈(Hxn)(2K−k)(ζ), iP2K(q(Hxn)′)(k)(ζ)〉Fd
]1
0
+
(−1)K
βn
Re
[
q(ζ)〈(Hxn)(K), iP2K(Hxn)(K)(ζ)〉Fd
]1
0
− 2K
βn
K−1∑
k=0
(−1)k Re
[
〈(Hxn)(2K−k)(ζ), iP2K+1(q′(Hxn))(k)(ζ)〉Fd
]1
0
= 〈xn, (Nq′H− qH′)xn〉L2
+
(−1)K
βn
[
q(ζ)〈(Hxn)(K)(ζ), iP2K(Hxn)(K)(ζ)〉Fd
]1
0
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+
2
βn
K−1∑
k=0
(−1)k Re
[
〈(Hxn)(2K−k)(ζ), iP2K+1q(ζ)(Hxn)(k+1)(ζ)〉Fd
]1
0
+
2
βn
K−1∑
k=0
(−1)k Re
[
〈(Hxn)(2K−k)(ζ), iP2K+1(k −K)q′(ζ)(Hxn)(k)(ζ)〉Fd
]1
0
+
2
βn
K−2∑
k=0
(−1)k Re
[
〈(Hxn)(2K−k)(ζ), iP2Kq(ζ)(Hxn)(k+1)(ζ)〉Fd
]1
0
.
+
2
βn
K−2∑
k=0
(−1)k Re
[
〈(Hxn)(2K−k)(ζ), iP2Kq′(ζ)(Hxn)(k)(ζ)〉Fd
]1
0
.
Choosing q(ζ) = 1 − eαζ , ζ ∈ [0, 1], for α > 0 large enough, as before, we then
conclude the following result.
Theorem 4.3.27. Let A be a port-Hamiltonian operator of odd order N = 2K+ 1.
If R ∈ D(A, H) such that
(−1)K〈(Hx)(K)(1), iP2K(Hx)(K)〉Fd ≤ 0
∀ζ ∈ {0, 1}, k = 0, . . . ,K − 1 :
Re 〈(Hx)(N−1−k)(ζ), i(PN (k −K) + kPN−1)(Hx)(k)(ζ)〉Fd = 0
∀k = 1, . . . ,K − 1 :
Re 〈(Hx)(N−k)(1), i(PN + PN−1)(Hx)(k)〉Fd = 0
for all x ∈ kerR, then the pair (A, R) has property AIEP.
We give some examples: First, let K = 0, i.e. N = 1, then the only condition to be
satisfied is that (Hxn)(1)→ 0. This is
Proposition 4.3.28. Let N = 1 and H Lipschitz continuous. Then, if σp(A) ⊆ C−0
and
Re 〈Ax, x〉H ≤ −κ |(Hx)(1)|2 , x ∈ D(A)
for some κ > 0, then A generates a uniformly exponentially stable contraction C0-
semigroup on X.
Secondly we consider the case K = 1, so N = 3, then the first condition is that
both (Hxn)(1) and (Hxn)′(1)→ 0 and from the other terms we get the additional
condition that (Hxn)(0) or (Hxn)′′(0)→ 0. This is
Corollary 4.3.29. Let N = 3 and H Lipschitz continuous. Then, if σp(A) ⊆ C−0
and
Re 〈Ax, x〉H ≤ −κ
(
|(Hx)(1)|2 + |(Hx)′(1)|2 +
∣∣∣(Hx)(2l)(0)∣∣∣2)
where κ > 0 and l = 0 or 1, then A generates an exponentially stable contraction
C0-semigroup on X.
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Now we will do the same investigation for N = 2K even. We then obtain
o(1) =
N − 2
βn
Re 〈Axn − iβnxn, iq′(Hxn)〉L2 +
2
βn
Re 〈Axn − iβnxn, iq(Hxn)′〉L2
= (2K − 1)〈xn, q′Hxn〉L2 − 〈xn, (q′H− qH′)xn〉L2
+
2K − 1
βn
K−1∑
k=0
(−1)k Re
[
〈P2K(Hxn)(2K−1−k)(ζ), i(q′(Hxn))(k)(ζ)〉Fd
]1
0
+
2
βn
K−1∑
k=0
(−1)k Re
[
〈P2K(Hxn)(2K−k−1)(ζ), i(q(Hxn)′)(k)(ζ)〉Fd
]1
0
+
2
βn
K−1∑
k=0
(−1)k Re
[
〈P2K−1(Hxn)(2K−k−2)(ζ), i(q(Hxn)′)(k)(ζ)〉Fd
]1
0
+
2(−1)K
βn
[
〈(Hxn)(K)(ζ), iq(ζ)P2K(Hx)(K)(ζ)〉Fd
]1
0
= −〈xn, (Nq′H− qH′)xn〉L2
+
2(−1)K
βn
[
q(z)〈(Hxn)(K)(ζ), iP2K(Hxn)(K)〉Fd
]1
0
+
K−1∑
k=0
(−1)k
βn
[
q(ζ) Re 〈P2K(Hxn)(2K−k−1)(ζ), i(Hxn)(k+1)(ζ)〉Fd
]1
0
+
K−1∑
k=0
(−1)k
βn
[
q(ζ) Re 〈P2K−1(Hxn)(2K−k−2)(ζ), i(Hxn)(k+1)(ζ)〉Fd
]1
0
+
K−1∑
k=0
(−1)k(2K − 1 + 2k)
βn
Re
[
q′(ζ)〈P2K(Hxn)(2K−k−1)(ζ), i(Hxn)(k)〉Fd
]1
0
.
Hence, we have the following.
Theorem 4.3.30. Let A be a port-Hamiltonian operator of even order N = 2K.
If R ∈ B(D(A), H) such that
(−1)K〈(Hxn)(K)(ζ), iP2K(Hxn)(K)(ζ)〉Fd ≥ 0
Re 〈PN (Hx)(N−k−1)(ζ) + PN−1(Hx)(N−k−2)(ζ), i(Hx)(k+1)(ζ)〉Fd = 0
Re 〈P2K(Hx)(N−k−1)(ζ), i(Hx)(k)(ζ)〉Fd = 0
for ζ = 0, 1 and k = 0, 1, . . . ,K − 1, for all x ∈ kerR, then the pair (A, R) has
property AIEP.
From this we deduce for the special case N = 2, i.e. K = 1,
Corollary 4.3.31. Let A be a port-Hamiltonian operator of order N = 2 and
assume that H and P0 are Lipschitz continuous and σp(A) ⊆ C−0 . If
Re 〈Ax, x〉X ≤ −κ
(
|(Hx)(1)|2 + |(Hx)′(1)|2
+ |Π(Hx)(0)|2 + |(I −Π)P2(Hx)′(0)|2
)
for some κ > 0 and all x ∈ D(A), then A generates a uniformly exponentially stable
C0-semigroup on X.
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For the case N = 4, i.e. K = 2, we obtain
Corollary 4.3.32. Let A be a port-Hamiltonian operator of order N = 4 and
assume that H and P0 are Lipschitz-continuous and σp(A) ⊆ C−0 . If σp(A)∩ iR = ∅
and
Re 〈Ax, x〉X ≤ −κ
(
|(Hx)(1)|2 + |(Hx)′′(1)|2
+ |Π(Hx)(0)|2 + |(I −Π)P2(Hx)′′′(0)|2
+ |Π(Hx)′(0)|2 + |(I −Π)P2(Hx)′′(0)|2
)
, x ∈ D(A)
for some κ > 0 and an orthogonal projection Π : F→Fd, then A generates a uni-
formly exponentially stable C0-semigroup on X.
4.4 On the H-dependence of stability properties
In Section 3.3 we saw that for a port-Hamiltonian operator A = A|kerB+KC the
property of generating a contractive C0-semigroup does not depend on the coercive
multiplication operator H ∈ L∞(0, 1;Fd×d) ⊆ B(L2(0, 1;Fd)). We also saw in the
previous sections sufficient conditions for exponential stability of the corresponding
C0-semigroups which did not depend on the Hamiltonian density matrix because
the operator A (with H = I) satisfies an estimate
Re 〈Ax, x〉L2 ≤ −κ |x(0)|2 , x ∈ D(A)
for some κ > 0 if and only if the operator AH satisfies the estimate
Re 〈AHx, x〉H ≤ −κ |(Hx)(0)|2 , x ∈ D(A).
Therefore, one might ask whether this property holds generally.
Problem 4.4.1. Let A be a port-Hamiltonian operator with Hamiltonian den-
sity matrix function I and generating a contraction C0-semigroup (TI(t))t≥0 on
XI = (L2(0, 1;Fd), 〈·, ·〉L2) and let H ∈ L∞(0, 1;Fd×d) be coercive as multiplica-
tion operator on L2(0, 1;Fd×d), so that AH generates a contractive C0-semigroup
(TH(t))t≥0 on XH = (L2(0, 1;Fd); 〈·, ·〉H). Is (TI(t))t≥0 asymptotically or uniformly
exponentially stable if and only if (TH(t))t≥0 is asymptotically or uniformly expo-
nentially stable, respectively? Does this property at least hold if H ∈ Ck([0, 1];Fd×d),
where k ∈ N0 ∪ {∞}, is regular enough?
Unfortunately – or luckily, depending on the point of view – the answer to this
questions is negative and a counter-example is provided by Example 5.1 in [En13].
From a practical point of view this is bad news since the concrete Hamiltonian has
to be considered to ensure exponential stability. Also the counter-example shows
that a generalisation from constant parameter to distributed parameter systems is
nontrivial (though very often intuitive). It may also well be that for some structure
of dissipation exponential stability is independent from H, indeed. However, with
the following counter example in mind we will not pursue this question in detail
any more. We present it here since clearly any regularity assumption on H would
not make any sense if the contrary was true and also stability were independent of
H ∈ L∞(0, 1;Fd×d). I.e. a positive result with regularity assumptions would have
allowed us to restrict ourselves to the much easier case H = I.
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Example 4.4.2 (A Counterexample). In [En13] the author gives a nice counterex-
ample to the hypothesis that exponential stability is independent of H. In fact, the
author considers the following operator corresponding to the transport equation
A0x =
d
ds
x, D(A0) = {x ∈ H1(0, 1;C2) : x(1) = Bf(0)}
where B := 12
[
1 1−1 −1
]
. In fact, the corresponding semigroup (T0(t))t≥0 is nilpotent,
so ω0(T0) = −∞. On the other hand the author shows that the semigroups generated
by Aθ = A0Hθ for Hθ =
[
(1+θ)−1
1
]
(θ ∈ (−1,∞)) are not exponentially stable for
all θ of the form θk = (2k + 1)
−1 (k ∈ N). Note that even Hθk → H0 = I (k →∞)
and all Hθ are constant along the line ζ ∈ (0, 1).
We elaborate even more on this example to put more emphasise on the differences
to those systems we usually consider here.
In fact, even for the case θ = 0 the corresponding operator A0 does not satisfy any
dissipation inequality of the form
Re 〈A0x, x〉H0 ≤ −κ |(H0x)i(ζ0)|2 , x ∈ D(A0)
for some constant κ > 0 and some ζ0 = 0 or 1. In fact, for any θ > −1 and
x ∈ D(Aθ) we compute (using the boundary condition Hθx(1) = BHθx(0))
Re 〈Aθx, x〉Hθ = (1 + θ)−2
(
|x1(1)|2 − |x1(0)|2
)
+ |x2(1)|2 − |x2(0)|2
=
(1 + θ)−2 + 1
4
|x1(0) + x2(0)|2 − (1 + θ)−2 |x1(0)|2 − |x2(0)|2 .
For the special case θ = 0 this inequality reads
Re 〈A0x, x〉H0 =
1
2
|x1(0) + x2(0)|2 − |x(0)|2
and choosing x ∈ H1(0, 1) with x(0) = (1, 1) and x(1) = (1,−1) (and hence x ∈
D(A0)) shows that for this special choice the right hand equals zero which proves
the assertion. In fact, for every choice of θ > −1 the vector x ∈ D(A0) defined
above also lies in D(Aθ) and Re 〈Aθx, x〉Hθ = 0 for all θ > −1. Since for every
θ > −1 the candidates for eigenfunctions fλ to a eigenvalue have the form fλ(ζ) =
eH
−1
θ ζfλ(0) (ζ ∈ [0, 1]) and thus to have an eigenvalue λ ∈ iR we should have
eλH
−1
θ =
[
eλ(1+θ)
eλ
]
=
[
1
−1
]
where from the second component it follows that λ ∈ (2Z+ 1)pii and from the first
component λ(θ + 1) ∈ (2Z + 1)ipi. From here we get all the possible combinations
as
λl = (2l + 1)ipi, θk,l =
2l + 1
2k + 1
, k, l ∈ Z such that θk,l > −1.
4.5 Examples
We return to the examples from Section 3.1 and give some sufficient boundary
conditions leading to asymptotic or uniform exponential energy decay. The first of
these is the prototype of a port-Hamiltonian operator of order N = 1, namely the
transport equation.
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Example 4.5.1 (Transport Equation). In Example 3.1.1 we considered the nonuni-
form transport equation
∂
∂t
x(t, ζ) =
∂
∂ζ
(c(ζ)x(t, ζ)) =: (Ax(t))(ζ)
for which we have for all x ∈ D(A) = {x ∈ L2(0, 1) : cx ∈ H1(0, 1)} that
Re 〈Ax, x〉c = Re 〈cx, (cx)′〉L2 =
1
2
[
|(cx)(1)|2 − |(cx)(0)|2
]
.
From here it is clear that any dissipative boundary condition takes the form
(cx)(1) = λ(cx)(0)
where λ ∈ F with |λ| ≤ 1. Moreover, we observe that for the corresponding operators
Aλ = A|D(Aλ) with D(Aλ) = {x ∈ D(A) : (cx)(1) = λ(cx)(0)} we have that
Re 〈Aλx, x〉

= 0, |λ| = 1
≤ −σλ
(
|(cx)(1)|2 + |(cx)(0)|2
)
, |λ| ∈ (0, 1)
≤ − |(cx)(1)|2 , λ = 0
, x ∈ D(Aλ) (4.35)
where σλ > 0 for every λ ∈ F with |λ| < 1. As a result, the C0-semigroups (Tλ(t))t≥0
generated by Aλ are isometric for |λ| = 1 and uniformly exponentially stable for
|λ| < 1, thanks to Theorem 4.1.5.
Next we turn our attention to the wave equation and then to the Timoshenko beam
equation.
Example 4.5.2 (Wave Equation). For the wave equation
ρ(ζ)ωtt(t, ζ) =
∂
∂ζ
(
T (ζ)
∂
∂ζ
ω(t, ζ)
)
, ζ ∈ (0, 1), t ≥ 0 (4.36)
and the corresponding port-Hamiltonian operator
A =
[
0 1
1 0
]
∂
∂ζ
(
(H1x1)
(H2x2)
)
(4.37)
for diag (H1,H2) = diag (ρ−1, T ) and x = (ρωt, ωζ), see Example 3.1.2, we find that
Re 〈Ax, x〉H = Re 〈(H2x2)′, (H1x1)〉L2 + Re 〈(H1x1)′, (H2x2)〉L2
= Re [〈(H1x1)(ζ), (H2x2)(ζ)〉F]10
which translates to the energy decay relation
d
dt
H(t) = Re 〈ωt(t, 1), Tωζ(t, 1)〉F − Re 〈ωt(t, 0), Tωζ(t, 0)〉F.
A natural way to choose dissipative boundary conditions is therefore the following
α0ωt(t, 0) + β0(−(Tωζ)(t, 0)) = 0
α1ωt(t, 1) + β1(Tωζ)(t, 1) = 0
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where αi, βi ≥ 0 (i = 0, 1) are non-negative constants such that αi+βi > 0 (i = 0, 1).
Clearly if αiβi = 0 (i = 0, 1) then we have conservative boundary conditions at both
ends, so that
Re 〈Ax, x〉X = 0, x ∈ D(A)
for the resulting operator A and thus it generates an isometric C0-semigroup on X.
Secondly, if αi > 0 and βi > 0 are both strictly positive for some i ∈ {0, 1}, say
i = 0, then
Re 〈Ax, x〉X ≤ −σ |(Hx)(0)|2 , x ∈ D(A)
for the operator A with these boundary conditions and Theorem 4.1.5 says that the
resulting C0-semigroup (T (t))t≥0 on X is uniformly exponentially stable.
Remark 4.5.3. Let us note that from the consideration above the following choices
for the input and output maps B and C make the port-Hamiltonian system S =
(A,B,C), where A is the port-Hamiltonian operator associated to the nonuniform
wave equation, an impedance passive, in fact even impedance energy preserving,
port-Hamiltonian system in boundary control and observation form.
(
Bx
Cx
)
=

(H1x1)(0)
(H1x1)(1)
−(H2x2)(0)
(H2x2)(1)
 =ˆ

ωt(t, 0)
ωt(t, 1)
−(Tωζ)(t, 0)
(Tωζ)(t, 1)

or
(
Bx
Cx
)
=

−(H2x2)(0)
(H1x1)(1)
(H1x1)(0)
(H2x2)(1)
 =ˆ

−(Tωζ)(t, 0)
ωt(t, 1)
ωt(t, 0)
(Tωζ)(t, 1)

or
(
Bx
Cx
)
=

(H1x1)(0)
(H2x2)(1)
−(H2x2)(0)
(H1x1)(1)
 =ˆ

ωt(t, 0)
(Tωζ)(t, 1)
−(Tωζ)(t, 0)
ωt(t, 1)

or
(
Bx
Cx
)
=

−(H2x2)(0)
(H1x1)(1)
(H1x1)(0)
(H1x1)(1)
 =ˆ

−(Tωζ)(t, 0)
(Tωζ)(t, 1)
ωt(t, 0)
ωt(t, 1)

Note that this list is not conclusive, but clearly these are the most natural choices
for B and C.
Example 4.5.4 (Feedback Stabilisation of the Timoshenko Beam Equation). We
start by determining the energy change of a Timoshenko beam, i.e.
ρ(ζ)ωtt(t, ζ) = (K(ζ)(ωζ − φ)(t, ζ))ζ
Iρ(ζ)φtt(t, ζ) = (EI(ζ)φζ(t, ζ))ζ −K(ζ)(ωζ − φ)(t, ζ), ζ ∈ (0, 1), t ≥ 0.
The corresponding port-Hamiltonian operator is
Ax =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 (Hx)′ +

0 0 0 −1
0 0 0 0
0 0 0 0
1 0 0 0
 (Hx)
124 CHAPTER 4. STATIC LINEAR BOUNDARY FEEDBACK
where x = (x1, x2, x3, x4) =ˆ(ωζ − φ, ρωt, φζ , Iρφt) and H = diag (K, ρ−1, EI, I−1ρ ),
see Example 3.1.3. We then compute
Re 〈Ax, x〉H = Re [〈(H1x1)(ζ), (H2x2)(ζ)〉F + 〈(H3x3)(ζ), (H4x4)(ζ)〉F]10
=ˆ Re [〈(K(ωζ − φ)(t, ζ), ωt(t, ζ)〉F + 〈(EIωζ)(t, ζ), φt(t, ζ)〉F]10 (4.38)
so that natural choices for the input and output maps B and Cx such that the port-
Hamiltonian system S = (A,B,C) is impedance passive, in fact impedance energy
preserving, are the following.
{B1x,C1x} = {(H1x1)(1), (H2x2)(1)} =ˆ{(K(ωζ − φ))(t, 1), ωt(t, 1)}
{B2x,C2x} = {(H3x3)(1), (H4x4)(1)} =ˆ{(EIφζ)(t, 1), φt(t, 1)}
{B3x,C3x} = {(H1x1)(0),−(H2x2)(0)} =ˆ{(K(ωζ − φ))(t, 0),−ωt(t, 0)}
{B4x,C4x} = {(H3x3)(0),−(H4x4)(0)} =ˆ{(EIφζ)(t, 1), φt(t, 1)}
Then for every K ∈ F4×4 such that K = K∗ ≥ 0 is positive semidefinite the operator
AK = A|ker(B+KC)
is dissipative and therefore generates a contractive C0-semigroup (TK(t))t≥0 on X.
Moreover, if there is σ > 0 such that
〈Kz, z〉F4 ≥ σ
(
|z1|2 + |z2|2
)
, z = (z1, z2, z3, z4) ∈ F4
then
Re 〈AKx, x〉X ≤ −σ |(Hx)(0)|2 , x ∈ D(AK)
and by Theorem 4.1.5 the C0-semigroup is uniformly exponentially stable. For the
original problem this means that whenever we impose strictly dissipative boundary
conditions at one end of the beam and conservative or dissipative boundary condi-
tions at the other, the energy of the system decays uniformly exponentially to zero
as t→∞.
Next we come to the Euler-Bernoulli beam equation as an example for a port-
Hamiltonian operator of order N = 2.
Example 4.5.5 (Euler-Bernoulli Beam Equation). We have already investigated
the port-Hamiltonian operators A associated to the Euler-Bernoulli beam equation,
see Example 3.1.6,
ρωtt + [EIωζζ ]ζζ = 0, ζ ∈ (0, 1), t ≥ 0.
For the corresponding maximal port-Hamiltonian operator A we find
Re 〈Ax, x〉H = Re 〈
[
0 −1
1 0
]
(diag (H1,H2)x)′′,diag (H1,H2)x〉L2
= Re 〈(H1x1)′′,H2x2〉L2 − Re 〈H1x1, (H2x2)′′〉L2
= Re [〈(H1x1)′(ζ), (H2x2)(ζ)〉F − 〈(H1x1)(ζ), (H2x2)′(ζ)〉F]10
for every x ∈ D(A). Hence, in the following way we may choose the input and
output maps B and C in such a way that S = (A,B,C) is an impedance energy
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preserving system.
{B1x,C1x} = {(H1x1)(0), (H2x2)′(0)} =ˆ{(ωt(t, 0), (EIωζζ)ζ(t, 0)}
{B1x,C1x} = {(H1x1)′(0),−(H2x2)(0)} =ˆ{ωtζ(t, 0),−(EIωζζ)(t, 0)}
{B1x,C1x} = {(H1x1)(1),−(H2x2)′(1)} =ˆ{ωt(t, 1),−(EIωζζ)(t, 1)}
{B1x,C1x} = {(H1x1)′(1), (H2x2)(1)} =ˆ{ωtζ(t, 1), (EIωζζ)(t, 1)}.
Then boundary conditions of the following form are natural to obtain dissipativity
of the operator A, which is A restricted to the boundary conditions
α1ωtζ(t, 1) + β1(EIωζζ)(t, 1) = 0 (i)
α2ωt(t, 1) + β2(−EIωζζ)ζ(t, 1) = 0 (ii)
α3ωtζ(t, 0) + β3(−EIωζζ)(t, 0) = 0 (iii)
α4ωt(t, 0) + β4(EIωζζ)ζ(t, 0) = 0 (iv)
where αi, βi ≥ 0 (i = 1, 2, 3, 4) are non negative constants such that αi + βi >
0 for i = 1, 2, 3, 4. Note that whenever both αi > 0 and βi > 0 for some i ∈
{1, 2, 3, 4} this leads to dissipation in the corresponding boundary condition, i.e.
the boundary condition is not conservative. Let us now translate the conditions of
Proposition 4.3.19 to these boundary conditions. We conclude for the relevant terms
the following.
1. (Hx)(t, 0) represents (ωt(t, 0), EIωζζ(t, 0)), so that we should have
α4 > 0 and β3 > 0.
2. (H1x1)′(t, 0) or (H2x2)′(t, 0) should be included, so that the terms ωtζ(t, 0) or
(EIωζζ)ζ(t, 0) should obey some boundary condition, i.e.
α3 > 0 or β4 > 0.
3. Similarly (H1x1)(t, 1) or (H2x2)′(t, 1) translates to ωt(t, 1) or (EIωζζ)ζ(t, 1),
i.e.
α2 > 0 or β1 > 0.
4. Finally (H1x1)′(t, 1) or (H2x2)(t, 1) stand for ωtζ(t, 1) or (EIωζζ)(t, 1), i.e.
α1 > 0 or β2 > 0.
The interpretation is as follows. On the one hand at 0 we should have dissipa-
tive boundary conditions in equation (iii) or (iv) and there is a restriction on the
conservative boundary condition, e.g. if α4, β4 > 0 are both strictly positive, the
boundary condition ωtζ(t, 0) = 0 is not admissible for the application of Proposi-
tion 4.3.19. At the right end several boundary conditions are possible, e.g. if one
of the boundary conditions (i) and (ii) is dissipative, the other may be arbitrarily
conservative or dissipative. However, the admissible (for application of Proposition
4.3.19) conservative boundary conditions are the following ones.
1. clamped right end, i.e. ωt(t, 1) = ωtζ(t, 1) = 0,
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2. free right end (or shear hinge right end), i.e. (EIωζζ)(t, 1) = (EIωζζ)ζ(t, 1) =
0.
We remark that this does not cover all the possible boundary conditions that have
been mentioned in Discussion 4.1 of [Ch+87], but we only cover the boundary condi-
tions (ii)-(iv) mentioned there plus the boundary conditions used in the main part of
[Ch+87], but not the boundary conditions (i), (v) and (vi). Also note that we did not
actually show exponential stability, but only under the condition that these boundary
conditions already imply asymptotic stability. Also in the port-Hamiltonian formu-
lation the boundary conditions (ii) and (iii), (i) and (v) are the same. Moreover,
in contrast to [Ch+87] we allow for a non uniform Euler-Bernoulli beam whereas
in [Ch+87] the authors considered a chain of uniformly distributed Euler-Bernoulli
beams. Also the above boundary conditions cover the case considered in Theorem
4 of [Ch+87a] which corresponds to the situation that α1, α2, β3, α4, β4 > 0 are all
strictly positive.
Example 4.5.6 (Asymptotic Stabilisation of the Nonuniform Euler-Bernoulli Beam
by Shear Force Feedback). In [Ch+87a] the authors considered the following (uni-
form) Euler-Bernoulli beam model as model for a space shuttle attached to some
flexible mast (the latter modelled as Euler-Bernoulli Beam).
ρωtt + [EIωζζ ]ζζ = 0
ω(t, 0) = ωζ(t, 0) = 0
−[EIωζζ ]ζ(t, 1) = −k1ωt(t, 1)
−[EIωζζ ](t, 1) = −k2ωtζ(t, 1)
and given initial datum (ω(0, ·), ωt(0, ·)) = (ω0, ω1) ∈ L2(0, 1;F2). Here k1, k2 ≥ 0
are non-negative constants, so that the closed loop system becomes dissipative. The
focus of the article [Ch+87a] lies on proving exponential stability for the case that
k1 ≥ 0 and k2 > 0, whereas uniform exponential stability for the case k1 > 0
and k2 ≥ 0 had been investigated in [Ch+87]. In both [Ch+87a] and [Ch+87]
the authors restricted to the uniform case, i.e. ρ,EI > 0 being constant along the
beam. By Corollary 4.2.10 the system is asymptotically stable for either of the
cases k1 > 0, k2 ≥ 0 or k1 ≥ 0, k2 > 0, whenever Hi (i = 1, 2) are Lipschitz
continuous and uniformly uniformly positive. For uniform exponential stability we
apply Proposition 4.3.19 and deduce that in the case that k1 > 0 and k2 ≥ 0 we
have uniform exponential stability of the corresponding C0-semigroup, i.e. uniform
exponential energy decay for the original problem. Unfortunately our theoretical
results do not cover the case α1 = 0 and α2 > 0. Although we may prove asymptotic
stability in a similar way as before, for the corresponding operator Aα1,α2 we only
have the estimate
Re 〈Aα1,α2x, x〉H ≤ −κ(|H1x1(0)|2 + |(H1x1)′(0)|2 + |(H2x2)(1)|2 + |(H1x1)′(1)|2).
In fact, in the constant parameter case H = const. for this situation exponential
energy decay can be observed as is proved (in a quite tedious way) in [Ch+87a].
Chapter 5
Passivity Based Dynamic
Linear Feedback Stabilisation
In applications, we often encounter situations where the energy of a system splits
into two (or more) parts. In that case we may interpret the total system as an
interconnection of two (or more) subsystems which interact with each other in a
specific way (in our case by boundary control and observation). If all the systems are
infinite dimensional and port-Hamiltonian, very often the whole system is an infinite
dimensional port-Hamiltonian system again. However, sometimes we encounter
situations where the system has both subsystems of infinite dimensional type and
of finite dimensional type. That is, some subsystems are modelled by a (port-
Hamiltonian) Partial Differential Equation, whereas others are described by an
ordinary differential equation. The interconnection of such systems is sometimes
called a hybrid system. Our aim in this section is to depict how the theory for the
pure infinite dimensional case naturally carries over to these hybrid systems.
Let us first build up the setting for this situation. The assumptions on the infinite
dimensional part of the interconnected system are essentially the same as before,
except for that we use the input map B and the output map C for interconnection
of the two (finite and infinite) subsystems. In fact, all the results in this section
are generalisations of the one component system (i.e. pure infinite dimensional)
case. Let S = (A,B,C) be a port-Hamiltonian system of order N ∈ N, just as in
Definition 3.2.10,
∂
∂t
x(t, ζ) =
N∑
k=0
Pk
∂k
∂ζk
(H(ζ)x(t, ζ)) =: (Ax(t))(ζ), t ≥ 0, ζ ∈ (0, 1)
u(t) = WB
(
f∂,Hx
e∂,Hx
)
(t) =: Bx(t),
y(t) = WC
(
f∂,Hx
e∂,Hx
)
(t) =: Cx(t), t ≥ 0
where as before A is defined on its maximal domain
D(A) = {x ∈ X : Hx ∈ HN (0, 1;Fd)}
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and D(B) = D(C) = D(A). Additionally we consider a finite dimensional Hilbert
space Xc = Fn (the state space of the dynamic controller) equipped with some inner
product 〈·, ·〉Xc . (Since all norms on Fn are equivalent, see e.g. Satz V.1.8 in [We06],
the corresponding norm ‖·‖Xc is equivalent to the usual Euclidean norm.) To keep
everything as general as possible we assume that the finite dimensional part takes
the standard form
∂
∂t
xc(t) = Acxc(t) +Bcuc(t),
yc(t) = Ccxc(t) +Dcuc(t), t ≥ 0
for some matrices Ac ∈ Fn×n, Bc ∈ Fn×Nd, Cc ∈ FNd×n and Dc ∈ FNd×Nd.
Remark 5.0.7. We may and will also allow n = 0 in the sense that we interpret
F0 := {0} to be the null space and F0×r := B(Fr, {0}) = {M : Fr 3 z 7→ 0}
as well as Fr×0 := B({0},Fr) = {M : 0 7→ 0 ∈ Fr}. In that case the following
feedback interconnection can be interpreted as a fancy way of writing down static
boundary conditions. Moreover, the choice Uc = Yc = FNd for the controller input
and controller output space, respectively, is not restrictive. In fact, if U˜c, Y˜c are
any finite dimensional Hilbert spaces with dimensions less or equal Nd these can be
embedded into FNd and using that embedding any operator in B(Uc, Xc) or B(Xc, Yc)
can be interpreted as matrix in Fn×Nd or FNd×n, respectively.
We are interested in situations without external input signal and interconnect the
two subsystems by standard feedback interconnection, i.e.
uc = y, u = −yc.
Remark 5.0.8. Note that also for n > 1 this feedback interconnection may in-
clude static boundary conditions, namely if ran [Cc Dc ] 6= FNd, then always yc ∈
ran [Cc Dc ] lies in a proper subspace of FNd.
We obtain an operator on the product space X × Xc which we equip with the
canonical inner product
〈(x, xc), (z, zc)〉X×Xc = 〈x, z〉X + 〈xc, zc〉Xc , (x, xc), (z, zc) ∈ X ×Xc.
Our plan is as follows. First, we state the generation result for the dynamic feedback
operator, then we generalise the stability results from the static case to the dynamic
situation.
5.1 The Generation Theorem – Dynamic Case
We generalise the Generation Theorem 3.3.6 for port-Hamiltonian systems with
dissipative, static linear feedback to the dynamic feedback situation, also see The-
orem 5.8 in [Vi07] for a very similar treatment, but with slightly more restrictive
conditions on the dynamic controller. Afterwards we look at the example of a
energy-preserving interconnection of impedance passive systems and also note that
for appropriate external input and output functions the interconnected (hybrid)
system becomes a Boundary Control and Observation System.
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Theorem 5.1.1. Let S = (A,B,C) be a port-Hamiltonian system and Σc =
(Ac, Bc, Cc, Dc) be a linear control system on a finite dimensional space Xc and
with input and output space Uc = Yc = FNd. On X×Xc define the hybrid operator
A : D(A) ⊆ X ×Xc → X ×Xc by
D(A) := {(x, xc) ∈ D(A)×Xc :
(
f∂,Hx
e∂,Hx
xc
)
∈ kerWcl},
= {(x, xc) ∈ D(A)×Xc : (B+DcC)x = −Ccxc}
A(x, xc) :=
[
A 0
BcC Ac
](
x
xc
)
,
where the matrix Wcl is given by
Wcl :=
[
WB +DcWC Cc
]
.
If the operator A is dissipative,
〈A(x, xc), (x, xc)〉X×Xc ≤ 0, (x, xc) ∈ D(A), (5.1)
then it generates a contractive C0-semigroup on X×Xc. Moreover, in this case the
operator A has compact resolvent.
Remark 5.1.2. Similar to the static feedback Generation Theorem 3.3.6 one sees
that the condition
Sym P0(ζ) =
1
2
(P0(ζ) + P0(ζ)
∗) ≤ 0, a.e. ζ ∈ (0, 1)
is necessary for A to generate a contraction C0-semigroup (T (t))t≥0. In fact, for
every dissipative hybrid operator one necessarily has
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ Re 〈P0Hx,Hx〉L2 , x ∈ D(A).
Proof of Theorem 5.1.1. The Lumer-Phillips Theorem 2.2.7 says that for the
dissipative operatorA to generate a contractive C0-semigroup, we only need to check
that ran (λI − A) = X ×Xc for some λ > 0. Fix any λ > max{0, s(Ac)}, so that
the resolvent (λ− Ac)−1 exists. Further let an arbitrary element (f, fc) ∈ X ×Xc
be given. We need to find (x, xc) ∈ D(A) such that
λ(x, xc)−A(x, xc) = (f, fc),
i.e.
f = (λIX − A)x, fc = (λI −Ac)xc −BcCx (5.2)
and for (x, xc) ∈ D(A)×Xc to lie in D(A) we must also have
(B+DcC)x+ Ccxc = 0. (5.3)
When solving (5.2) for xc and and substituting xc in (5.3) we arrive at the following
problem
f = (λIX − A)x,
(B+DcC)x+ Cc(λI −Ac)−1BcCx = −Cc(λI −Ac)−1fc =: f˜c.
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Corollary 3.2.20 shows that there is a right inverse Bcl ∈ B(FNd, D(A)) of
Bcl = B+ (Dc + Cc(λ−Ac)−1Bc)C
so that we may set xnew := x−Bclf˜c and get the equivalent problem
(λI − A)xnew = f − (λI − A)Bclf˜c,
Bclxnew = Bclx−BclBclf˜c = 0. (5.4)
Next we show – using Theorem 3.3.6 – that the operator Acl = A|D(Acl) with domain
D(Acl) = kerBcl
generates a contractive C0-semigroup on X by proving that Acl is dissipative. For
every x ∈ D(Acl) we take xc = (λ−Ac)−1BcCx ∈ Xc and then obtain
(B+DcC)x+ Ccxc = Bclx = 0
and hence (x, xc) ∈ D(A) and we conclude
Re 〈Aclx, x〉X = 〈Ax, x〉X
= Re 〈A(x, xc), (x, xc)〉X×Xc − Re 〈Acxc +BcCx, xc〉Xc
≤ −Re 〈Acxc +BcCx, xc〉Xc
= −Re 〈Ac(λ−Ac)−1BcCx+BcCx, (λ−Ac)−1BcCx〉Xc
= −Re λ ∥∥(λ−Ac)−1BcCx∥∥2Xc ≤ 0
for every x ∈ D(Acl) and xc := (λ − Ac)−1BcCx. Then the port-Hamiltonian
operator Acl is dissipative and consequently generates a contractive C0-semigroup
on X by Theorem 3.3.6. Now the resolvent operator (λI − Acl)−1 ∈ B(X) exists
and the unique solution of (5.4) is given by
xnew = (λ−Acl)−1(f − (λ− A)Bˆclf˜c), .
Finally the choice
x = xnew + Bˆclf˜c, xc = (λ−Ac)−1(fc +BcCx),
defines an element (x, xc) ∈ D(A) such that (λI − A)(x, xc) = (f, fc). Therefore,
the range condition ran (λI − A) = X is satisfied and from the Lumer-Phillips
Theorem 2.2.7 we conclude that A is the generator of a contractive C0-semigroup
on X × Xc. Compactness of the resolvent follows similar to the static case in
Generation Theorem 3.3.6 from the fact that D(A) ×Xc ↪→ X ×Xc is compactly
embedded. The latter holds sinceD(A) ↪→ X is compactly embedded (Lemma 3.2.6)
and Xc ↪→ Xc is compactly embedded into itself as finite dimensional space.
Remark 5.1.3. If the hybrid operator is not dissipative, but merely the condition
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ Re 〈P0Hx, x〉X
holds for all x ∈ D(A), i.e. P0(ζ) may be non dissipative on a set of positive measure,
then the same result holds except for that the C0-semigroup (T (t))t≥0 generated by
A is not contractive in that case, but only quasi-contractive, i.e.
‖T (t)‖ ≤ eωt,
where ω ∈ R is such that P0(ζ)− ωI is dissipative for a.e. ζ ∈ (0, 1).
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Remark 5.1.4. One particular case where the standard feedback interconnection
of a port-Hamiltonian system S = (A,B,C) with a finite dimensional linear control
system Σc = (Ac, Bc, Cc, Dc) is dissipative is the interconnection of two impedance
passive subsystems, i.e.
Re 〈Ax, x〉X ≤ Re 〈Bx,Cx〉FNd , x ∈ D(A)
Re 〈Acxc +Bcuc, xc〉Xc ≤ Re 〈Ccuc +Dcuc, uc〉FNd , xc ∈ Xc, uc ∈ FNd.
In that case the operator Ac is dissipative (take uc = 0). However, in general for
equation (5.1) to hold not necessarily the operator Ac itself has to be dissipative,
i.e. there may be xc ∈ Xc such that
Re 〈Acxc, xc〉Xc > 0.
We give an example for such a system below.
Example 5.1.5 (Dissipative Interconnected System). We start with an impedance
passive port-Hamiltonian system S = (A,B,C) such that
Re 〈Ax, x〉X ≤ 〈Bx,Cx〉FNd − σ |Bx|2 , x ∈ D(A).
Note that such a choice of B and C is possible, e.g. take P0(ζ) to be dissipative for
a.e. ζ ∈ (0, 1) and Bx = f∂,Hx, Cx = e∂,Hx + σf∂,Hx, then
Re 〈Ax, x〉X ≤ Re 〈e∂,Hx, f∂,Hx〉FNd
= Re 〈Bx,Cx〉FNd − σ |Bx|2 , x ∈ D(A).
Now we choose the system Σc in the following special way.
Ac =
√
σC ′cCc,
σ Sym Dc ≥ D′cDc
B′c = (1 + 2σD
′
c)Cc
where M ′ denotes the Hilbert space adjoint of an operator M . The simplest case
here is the choice Dc = 0 and Bc = C
′
c, i.e. collocated input and output and no
feedthrough term. Then
Re 〈A(x, xc), (x, xc)〉X×Xc
≤ Re 〈Ax, x〉X + Re 〈Acxc +BcCx, xc〉Xc
≤ Re 〈Bx,Cx〉FNd − σ |Bx|2
+ σ ‖Ccxc‖2 + Re 〈B′cxc,Cx〉FNd
= −Re 〈Ccxc +DcCx,Cx〉FNd − σ |Ccxc +DcCx|2
+ σ ‖Ccxc‖2 + Re 〈B′cxc,Cx〉FNd
= −Re 〈(σI +D′c)DcCx,Cx〉FNd
− Re 〈(B′c − Cc − 2σD′cCc)Cx, xc〉Xc
≤ 0, (x, xc) ∈ D(A).
As for the pure infinite-dimensional port-Hamiltonian system S = (A,B,C), the
interconnected system plus a suitable external input map define a Boundary Control
system, if the operator A generates a C0-semigroup on the product Hilbert space
X ×Xc.
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Proposition 5.1.6. Let S = (A,B,C) be a port-Hamiltonian system and Σc =
(Ac, Bc, Cc, Dc) be a finite dimensional linear control system with state space Xc =
Fn and input and output space Uc = Yc = FNd. Consider the system Se =
(Ae,Be,Ce) given by
Ae
(
x
xc
)
=
[
A 0
BcC Ac
](
x
xc
)
(
x
xc
)
∈ D(Ae) = D(A)×Xc
and
Be
(
x
xc
)
=
[
B+DcC Cc
]( x
xc
)
(
x
xc
)
∈ D(Be) = D(Ae)
and Ce ∈ B(D(Ae);Ye) any closed operator on X×Xc mapping into a Hilbert space
Ye. Then Se = (Ae,Be,Ce) is a Boundary Control and Observation system if and
only if A = Ae|kerBe generates a C0-semigroup.
Proof. We only need to show that there is a right-inverse Be ∈ B(FNd;D(Ae)) of
Be. For this we may simply take Be = [B0 ] where B is the right-inverse of B+DcC
which exists by Theorem 3.2.21.
In particular, we have
Proposition 5.1.7. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system and Σc = (Ac, Bc, Cc, Dc) be a finite dimensional impedance passive control
system with Xc = Fn and Uc = Yc = FNd. Then (Ae,Be) with
Ae
(
x
xc
)
=
[
A 0
BcC Ac
](
x
xc
)
,(
x
xc
)
∈ D(Ae) = D(A)×Xc
and
Be
(
x
xc
)
=
[
B+DcC Cc
]( x
xc
)
,(
x
xc
)
∈ D(Ae) = D(A)×Xc
is a Boundary Control system on the extended state space X×Xc and the associated
C0-semigroup generator A = Ae|kerBe defined by
A
(
x
xc
)
=
[
A 0
BcC Ac
](
x
xc
)
on the domain
D(A) =
{(
x
xc
)
∈ D(A)×Xc : WΣc
(
f∂,Hx
e∂,Hx
xc
)
= 0
}
=
{(
x
xc
)
∈ D(A)×Xc : Bx = −Ccxc −DcCx
}
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with WΣc given by
WΣc =
[
WB +DcWC Cc
]
generates a contraction C0-semigroup on X ×Xc.
Proof. Theorem 5.1.1 says that in this case A = Ae|kerBe generates a contraction
C0-semigroup. Therefore, the result can be derived from Proposition 5.1.6.
5.2 Asymptotic Behaviour
We are now in a similar situation as after the generation theorem for the static
case and may investigate stability properties next. To obtain asymptotic stability
we first of all have to exclude the case where the controller itself has undesirable
spectral properties, i.e. there should be no eigenmode of the finite dimensional part
when connected to an infinite-dimensional port-Hamiltonian system at rest. Namely
observe the following
Example 5.2.1. If the matrix Ac has an eigenvalue λ ∈ iR with eigenvector xc,λ 6=
0 such that xc,λ ∈ kerCc, then the interconnected system cannot be asymptotically
stable since
(x, xc)(t) := e
λt(0, xc,λ)
defines a periodic classical solution of the interconnected problem
x˙(t) = Ax(t),
x˙c(t) = Acxc(t) +Bcuc(t),
uc(t) = y(t) = Cx(t),
Bx(t) = u(t) = −yc(t) = −Ccxc(t)−Dcuc(t), t ≥ 0.
Better spectral properties can be ensured taking Ac to be a Hurwitz matrix, i.e. its
eigenvalues lie in the open left half plane. However, as it turns out, for asymptotic
stability of the total system it is not only necessary that ker(iβ−Ac)∩kerCc = {0},
but even enough for asymptotic stability, provided the system dissipates enough
energy. This is the statement of the following result.
Proposition 5.2.2. Let A be a linear dissipative hybrid operator resulting from
standard feedback interconnection of a port-Hamiltonian system S = (A,B,C) and
a finite dimensional linear control system Σc = (Ac, Bc, Cc, Dc) as in Theorem 5.1.1
and assume that
ker(iβ −Ac) ∩ kerCc = {0}, β ∈ R.
If there is R ∈ B(D(A);H) (for some Hilbert space H) such that the pair (A, R)
has property ASP and such that for all (x, xc) ∈ D(A)
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ ‖Rx‖2H
then the C0-semigroup (T (t))t≥0 generated by A is asymptotically stable.
Proof. We already know by Theorem 5.1.1 that A generates a contractive C0-
semigroup, A has compact resolvent and therefore σ(A) = σp(A). We would like
to use Corollary 2.2.16 to the Arendt-Batty-Lyubich-Vu˜ Stability Theorem 2.2.14
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and thus have to prove that iR ∩ σp(A) = ∅. Let β ∈ R and (x0, xc,0) ∈ D(A) be
such that
iβ(x0, xc,0) = A(x0, xc,0).
The finite dimensional component then reads as
iβxc,0 = BcCx0 +Acxc,0.
Further for the infinite dimensional part we have that the estimate
0 = Re 〈iβx0, x0〉X
= Re 〈Ax0, x0〉X
= Re 〈Ax0, x0〉X + Re 〈iβxc,0, xc,0〉Xc
= Re 〈Ax0, x0〉X + Re 〈Acxc,0 +BcCx0, xc,0〉Xc
= Re 〈A(x0, xc,0), (x0, xc,0)〉X×Xc
≤ −‖Rx0‖2H
holds, i.e. Rx0 = 0, and by property ASP of the pair (A, R) it follows that x0 = 0
is zero and then also
yc,0 = Ccxc,0 +DcCx0 = Ccxc,0 = −Bx0 = 0, (5.5)
so that
xc,0 ∈ ker(iβ −Ac) ∩ kerCc = {0}, (5.6)
i.e. iβ 6∈ σp(A). As a result, σ(A) = σp(A) ⊆ C−0 and the semigroup is asymptoti-
cally stable due to Corollary 2.2.16.
Corollary 5.2.3. Let S = (A,B,C) be a port-Hamiltonian system of order N ∈
N with Lipschitz continuous P0 and H and let Σc = (Ac, Bc, Cc, Dc) be a finite
dimensional controller such that
ker(iβ −Ac) ∩ kerCc = {0}, β ∈ R.
If there is κ > 0 such that for all (x, xc) ∈ D(A) in the domain of the corresponding
hybrid operator A the estimate
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −κ
N−1∑
k=0
∣∣∣(Hx)(k)(0)∣∣∣2
holds, then the contractive C0-semigroup (T (t))t≥0 generated by A is asymptotically
(strongly) stable.
Proof. By Theorem 4.2.2 and Corollary 4.2.7 for R : D(A)→ FNd,
Rx = τ0(Hx) =
 (Hx)(0)...
(Hx)(N−1)(0)

the pair (A, R) has property ASP, see Theorem 4.2.2. Then the result follows from
Proposition 5.2.2.
Similarly we obtain uniform exponential stability if the pair (A, R) also has property
AIEP.
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Theorem 5.2.4. Assume that S = (A,B,C) is a port-Hamiltonian system which
is interconnected with a finite dimensional linear system Σc = (Ac, Bc, Cc, Dc).
Assume that the resulting hybrid operator A generates an asymptotically stable C0-
semigroup. Further assume that there is R ∈ B(D(A);H) such that (A, R) has
property AIEP and such that
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −‖Rx‖2H , (x, xc) ∈ D(A).
Then the C0-semigroup (T (t))t≥0 generated by A is uniformly exponentially stable.
Proof. Since A generates an asymptotically stable C0-semigroup (T (t))t≥0 and
has compact resolvent, the spectrum
σ(A) = σp(A) ⊆ C−0
lies in the open left half-plane. For the application of the Gearhart-Greiner-Pru¨ss
Theorem 2.2.17 we need to show that
sup
iR
‖R(·,A)‖ < +∞.
As in the static feedback case we use the equivalent sequence criterion instead. Let
((xn, xc,n, βn))n≥1 ⊆ D(A) × R be any sequence with supn∈N ‖(xn, xc,n)‖X×Xc <
+∞ and |βn| n→∞−−−−→ +∞ such that
iβn(xn, xc,n)−A(xn, xc,n) n→∞−−−−→ 0. (5.7)
Then it follows that
‖Rxn‖2H ≤ −Re 〈A(xn, xc,n), (xn, xc,n)〉X×Xc
= Re 〈iβn(xn, xc,n)−A(xn, xc,n), (xn, xc,n)〉X×Xc n→∞−−−−→ 0,
so we deduce
Rxn
n→∞−−−−→ 0.
Since
Axn − iβnxn n→∞−−−−→ 0,
property AIEP of the pair (A, R) implies that
xn
n→∞−−−−→ 0.
Let us now investigate the asymptotic behaviour of the sequence (xc,n)n≥1 ⊂ Xc.
By choice of the sequence it holds
iβnxc,n −BcCxn −Acxc,n n→∞−−−−→ 0,
and dividing by βn, which is nonzero for sufficiently large n, we get
BcCxn
βn
+ ixc,n
n→∞−−−−→ 0.
From equation (5.7) we deduce that
∥∥∥A(xn,xc,n)βn ∥∥∥X×Xc is bounded and further
‖·‖A ' ‖·‖H−1HN×Xc
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by Lemma 3.2.3. Hence, (Hxnβn )n≥1 is a bounded sequence in H
N (0, 1;Fd) and a
null sequence in L2(0, 1;Fd). By Lemma 2.1.19 it is therefore a null sequence in
CN−1([0, 1];Fd). Since BcCxn continuously depends on Hxn ∈ CN−1([0, 1];Fd) this
implies xc,n → 0, so that
(xn, xc,n)
n→∞−−−−→ 0, in X ×Xc.
Thus, the sequence criterion Corollary 2.2.19 says that the resolvents are uniformly
bounded on iR and the C0-semigroup (T (t))t≥0 is uniformly exponentially stable.
Using the results of Chapter 4 we may now give sufficient conditions for exponential
stability for the special cases N = 1 or N = 2.
Corollary 5.2.5. Let A be a dissipative hybrid operator resulting from the standard
feedback interconnection of a port-Hamiltonian system S = (A,B,C) of order N =
1, where P0,H are Lipschitz continuous, with a finite dimensional linear controller
Σc = (Ac, Bc, Cc, Dc) such that
ker(iβ −Ac) ∩ kerCc = {0}, β ∈ R.
If there is some κ > 0 such that for all (x, xc) ∈ D(A)
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −κ |(Hx)(0)|2 ,
then the semigroup (T (t))t≥0 generated by A is uniformly exponentially stable.
Proof. By the proof of Theorem 4.1.5 the pair (A, τ0 ◦H) has property ESP, hence
the result follows from Proposition 5.2.2 and Theorem 5.2.4.
Corollary 5.2.6. Let A be a dissipative hybrid operator resulting from the standard
feedback interconnection of a port-Hamiltonian system S = (A,B,C) of order N =
2, where P0,H are Lipschitz continuous, with a finite dimensional linear control
system Σc = (Ac, Bc, Cc, Dc) such that
ker(iβ −Ac) ∩ kerCc = {0}, β ∈ R.
If there exists some κ > 0 such that for all (x, xc) ∈ D(A)
Re 〈A(x, xc), (x, xc)〉X×Xc
≤ −κ
[
|(Hx)(0)|2 + |(Hx)′(0)|2 + |Π(Hx)(1)|2 + |(I −Π)P2(Hx)′(1)|2
]
,
where Π : Fd → Fd is an orthogonal projection, then the semigroup generated by A
is uniformly exponentially stable.
Proof. We have already seen in Theorem 4.3.15 that for the choice
R : D(A)→ F4d, x 7→

(Hx)(0)
(Hx)′(0)
Π(Hx)(1)
(I −Π)P2(Hx)′(1)

the pair (A, R) has property ESP. Then the result follows from Proposition 5.2.2
and Theorem 5.2.4.
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As a conclusion we may summarise the results of this subsection in the following
way. For a fixed impedance passive port-Hamiltonian system S = (A,B,C) the
stability properties of the system with generator A = A|ker(B+KC) for some matrix
K = K∗ ≥ 0 are more or less the same as the stability properties of the system
with generator A resulting from standard feedback interconnection ofS with a finite
dimensional, impedance passive linear control system Σc = (Ac, Bc, Cc, Dc) if one
takes Dc = K.
5.3 Strictly Input Passive Controllers
In the previous section we have seen that dissipativity conditions like
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −κ |(Hx)(0)|2 , (x, xc) ∈ D(A)
for the case N = 1 plus some reasonably weak conditions on the control system
and regularity of the matrix-valued functions P0 and H lead to uniform exponential
stabilisation of the C0-semigroup (T (t))t≥0 generated by the hybrid operator A.
The drawback, however, of these results is that we actually need strict dissipation
in every component of (Hx)(0) here, or, for the case that N = 2, even in every
component of (Hx)(0), (Hx)′(0) and Π(Hx)(1) + (I − Π)P2(Hx)′(1). In practise
this seems too restrictive and we therefore show in this section how using impedance
passivity of the two systems S = (A,B,C) and Σc = (Ac, Bc, Cc, Dc) (which we
demand from now on) may help to weaken the dissipation conditions, still obtaining
stability of the interconnected system. The investigation of the systems done in
this subsection has been heavily influenced by the conference paper [RaZwLe13] for
which we re-obtain and even generalise the main result using the frequency domain
method by combining part of the proof of Theorem 14 therein [RaZwLe13] with
our proof for first order port-Hamiltonian systems with static boundary feedback.
Using the notions of pairs having properties ASP and AIEP the results there extend
to second (or higher) order port-Hamiltonian systems with SIP controllers.
Within this subsection we assume that both the port-Hamiltonian system S =
(A,B,C) and the finite dimensional linear control system Σc = (Ac, Bc, Cc, Dc) are
impedance passive, i.e.
Re 〈Ax, x〉X ≤ Re 〈Bx,Cx〉FNd , x ∈ D(A)
Re 〈Acxc +Bcuc, xc〉Xc ≤ Re 〈Ccxc +Dcuc, uc〉FNd , xc ∈ Xc, uc ∈ FNd.
As a result the interconnected system represented by the operator A associated to
the standard feedback interconnection
Bx = −yc, uc = Cx
is dissipative and thanks to Theorem 5.1.1 generates a contractive C0-semigroup on
the product Hilbert space X×Xc. We decompose the full rank matrices WB ,WC ∈
Fd×2d as
WB =
[
WB,1
WB,2
]
, WC =
[
W˜C,1
W˜C,2
]
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where WB,1,WC,1 ∈ Fm×2d for some 1 ≤ m ≤ d, and accordingly also the input
and the output maps split into two parts
Bx =
(
B1x
B2x
)
:=
[
WB,1
WB,2
](
f∂,Hx
e∂,Hx
)
,
Cx =
(
C1x
C2x
)
:=
[
WC,1
WC,2
](
f∂,Hx
e∂,Hx
)
.
Identifying Fm with the m-dimensional subspace Fm×{0} of FNd we may and will
assume that Uc = Yc = Fm ∼= Fm × {0} ⊆ FNd by assuming that {0} × FNd−m lies
in kerBc ∩ kerDc and ran Cc ∪ ran Dc lies in Fm × {0}. Then we assume that the
finite dimensional linear control system Σc = (Ac, Bc, Cc, Dc) is strictly impedance
passive.
Definition 5.3.1. A linear control system Σ˜ = (A˜, B˜, C˜, D˜) is called strictly input
passive (SIP) if U˜ = Y˜ and there is σ > 0 that for all x ∈ D(A˜) and u ∈ U˜ the
inequality
Re 〈A˜x+ B˜u, x〉X˜ − Re 〈C˜x+ D˜u, u〉U˜ ≤ −σ ‖u‖2U˜
holds.
Remark 5.3.2 (Typical example for a SIP controller). Let us have a look on which
systems Σ˜ = (A˜, B˜, C˜, D˜) are SIP. First let us note that the SIP condition may be
rewritten as
Sym
[
A˜ B˜
−C˜ −D˜ + σI
]
≤ 0
being dissipative, so that necessarily A˜ and D˜−σI (for some σ > 0) are dissipative.
In fact, under the additional assumption that C˜ ′ = B˜, i.e. input and output are
collocated, this is in fact equivalent to saying that Σ˜ is SIP. Note that in any case
the matrix Dc is invertible and its symmetric part is positive definite.
Remark 5.3.3. To rewrite the interconnected system in the way we have seen in the
preceding subsection we should replace Bc ∈ Fn×m by [Bc 0 ] where 0 ∈ Fn×(Nd−m),
Cc ∈ Fm×n by
[
Cc
0
]
where 0 ∈ F(Nd−m)×n and Dc ∈ Fm×m by
[
Dc
0
] ∈ FNd×Nd.
Theorem 5.3.4. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system, interconnected as in Theorem 5.1.7 with an impedance passive linear SIP
controller Σc = (Ac, Bc, Cc, Dc), i.e.
B1x = −yc, uc = C1x and B2x = 0.
Assume that Ac is a Hurwitz matrix, i.e. σ(Ac) ⊆ C−0 , and let the inequality
|Bx|2 + |C1x|2 ≥ ‖Rx‖2H , x ∈ D(A)
hold for some κ > 0 which is independent of x ∈ D(A) and R ∈ B(D(A);H) (for
some Hilbert space H).
1. If the pair (A, R) has property ASP, then the finite dimensional controller
asymptotically stabilises the port-Hamiltonian system, i.e. the C0-semigroup
(T (t))t≥0 is asymptotically stable.
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2. If the C0-semigroup is asymptotically stable and the pair (A, R) has property
AIEP, then the finite dimensional controller uniformly exponentially stabilises
the port-Hamiltonian system, i.e. the C0-semigroup (T (t))t≥0 is uniformly
exponentially stable.
Proof. We already know that A generates a contractive C0-semigroup. By the
compact embedding D(A) ↪→ X × Xc we have σ(A) = σp(A). Let us first prove
that A has no eigenvalues on the imaginary axis, provided that the pair (A, R) has
property ASP. Before note that for every (x, xc) ∈ D(A) we get
Re 〈A(x, xc), (x, xc)〉X×Xc = Re 〈Ax, x〉H + Re 〈Acxc +BcC1x, xc〉Xc
≤ Re 〈B1x,C1x〉Fm + Re 〈C1x,−B1x〉Fm − σ |C1x|2
= −σ |C1x|2 .
Let β ∈ R and (x, xc) ∈ D(A) with
A(x, xc) = iβ(x, xc)
be arbitrary. Then
0 = Re 〈iβ(x, xc), (x, xc)〉X×Xc = Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −σ |C1x|2
and hence C1x = 0. From the equation
BcC1x+Acxc = iβxc
and the Hurwitz property of Ac we then deduce that xc = R(iβ,Ac)BcC1x = 0 and
this also implies B1x = 0, so that (since B2x = 0 from the boundary conditions)
Bx = 0. Therefore,
‖Rx‖2 ≤ |Bx|2 + |C1x|2 = 0
and x solves the eigenvalue value problem
Ax = iβx.
Since the pair (A, R) has property ASP this can only be true if x = 0, so that
(x, xc) = 0 must be the zero element in X ×Xc and iβ 6∈ σp(A) = σ(A).
Next we assume that the pair (A, R) has property AIEP and take an arbitrary
sequence ((xn, xc,n), βn)n≥1 ⊆ D(A)×R with supn∈N ‖(xn, xc,n)‖X×Xc < +∞ and|βn| → ∞ such that
A(xn, xc,n)− iβn(xn, xc,n) n→∞−−−−→ 0 in X ×Xc.
We then especially have
0← 〈(A− iβn)(xn, xc,n), (xn, xc,n)〉X×Xc ≤ −σ |C1xn|2
thus C1xn
n→+∞−−−−−→ 0 converges to zero. Also we have
BcC1xn +Acxc,n − iβnxc,n =: zn n→∞−−−−→ 0
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and since supiR ‖R(·, Ac)‖ < +∞ (which in this case is mainly due to the fact that
Ac acts on a finite dimensional space) we obtain
xc,n = R(iβn, Ac)(BcC1xn − zn) n→∞−−−−→ 0
and then also
−B1xn = Ccxc,n +DcC1xn n→∞−−−−→ 0.
From our assumption and the boundary condition B2xn = 0 we thus obtain that
‖Rxn‖ → 0 and since the pair (A, R) has property AIEP and Axn−iβnxn n→+∞−−−−−→ 0
converges to zero we obtain that also ‖xn‖X n→∞−−−−→ 0 converges to zero which means
that
‖(xn, xc,n)‖X×Xc
n→∞−−−−→ 0.
From the sequence criterion Corollary 2.2.19 the C0-semigroup (T (t))t≥0 is uni-
formly exponentially stable, if it is asymptotically stable.
In particular, we hereby proved Theorem 14 of [RaZwLe13].
Theorem 5.3.5. Let A be a hybrid operator operator resulting from the stan-
dard feedback interconnection of an impedance passive port-Hamiltonian system
S = (A,B,C) of order N = 1 with a SIP finite dimensional linear control system
Σc = (Ac, Bc, Cc, Dc). Further assume that Ac is Hurwitz, H and P0 are Lipschitz
continuous and there is κ > 0 such that for all x ∈ D(A)
|Bx|2 + |C1x|2 ≥ κ |(Hx)(0)|2 , x ∈ D(A).
Then the C0-semigroup (T (t))t≥0 generated by A is uniformly exponentially sta-
ble, i.e. the finite dimensional controller uniformly exponentially stabilises the port-
Hamiltonian system.
Proof. Note that the pair (A, R) has properties ASP and AIEP by (the proof of)
Theorem 4.3.1. Then the assertion follows from Theorem 5.3.4.
Of course similar results hold for second (or higher) order systems. In fact, one
only has to take care that the additional assumption guarantees the right boundary
values of Hx and its derivatives to converge to zero (resp. be zero for the eigenvalue
problem on iR), e.g. in the second order case.
Corollary 5.3.6. Let A be a hybrid operator operator resulting from the stan-
dard feedback interconnection of an impedance passive port-Hamiltonian system
S = (A,B,C) of order N = 2 with a SIP finite dimensional linear control system
Σc = (Ac, Bc, Cc, Dc). Further assume that Ac is Hurwitz, H and P0 are Lipschitz
continuous and there is κ > 0 such that for all x ∈ D(A)
|Bx|2 + |C1x|2 ≥ κ
(
|(Hx)(0)|2 + |(Hx)′(0)|2
+ |Π(Hx)(1)|2 + |(I −Π)P2(Hx)′(1)|2
)
where Π : Fd → Fd is an orthogonal projection. Then the C0-semigroup (T (t))t≥0
generated by A is uniformly exponentially stable, i.e. the finite dimensional con-
troller uniformly exponentially stabilises the port-Hamiltonian system.
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So any time the frequency domain method works for the pure infinite-dimensional
port-Hamiltonian system one also gets a result for the correspondent interconnected
system. One particular case is the following exponential stability result on Euler-
Bernoulli beam-like equations.
Corollary 5.3.7. Let d ∈ 2N and (A,B,C) be an impedance passive port-Hamiltonian
system of order N = 2 where P2 ∈ Fd×d has anti-block diagonal structure, i.e.
P2 =
[
0 M
−M∗ 0
]
.
Also H = [H1 H2 ] is assumed to be a block diagonal (uniformly positive defi-
nite) matrix-valued function with Lipschitz continuous H1,H2 and P0. If the sys-
tem is interconnected with a finite dimensional linear SIP control system Σc =
(Ac, Bc, Cc, Dc) and there is κ > 0 such that
|Bx|2 + |C1x|2 ≥ κ
(
|(Hx)(0)|2 + |(Hx)′(0)|2
+ |Π(H1x1)(1)|2 + |(I −Π)M(H1x1)′(1)|2
)
for some orthogonal projection Π : Fd/2 → Fd/2 and all x ∈ D(A), then the inter-
connected system is uniformly exponentially stable, i.e. the C0-semigroup (T (t))t≥0
generated by the hybrid operator A is uniformly exponentially stable.
For the case N = 1 it is also possible to use the controllability inequality
‖x(τ)‖2X ≤ c
∫ τ
0
|(Hx)(t, 1)|2 dt
to deduce exponential stability of a impedance passive port-Hamiltonian system
connected with an impedance passive and internally exponentially stable linear
system, namely using the following result.
Proposition 5.3.8. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system and Σc = (Ac, Bc, Cc, Dc) be a finite dimensional strictly input passive con-
trol system which is internally exponentially stable, i.e. σ(Ac) ⊆ C−0 , and let them
be interconnected via the interconnection law
B1x = −yc, uc = C1x, B2x = 0.
If for every c > 0 there is τ > 0 such that for every solution (x, xc) = T (·)(x0, xc,0) ∈
C1b (R+;X ×Xc) ∩ Cb(R+;D(A)) of ddt (x, xc) = A(x, xc) the estimate
‖x(τ)‖2 ≤ c
∫ τ
0
|Bx(t)|2 + |C1x(t)|2 dt (5.8)
holds, then A generates a uniformly exponentially stable contraction semigroup
(T (t))t≥0 on X ×Xc.
Proof. Let (x0, xc,0) ∈ D(A) be arbitrary and x = T (·)(x0, xc,0) ∈ C1b (R+;X ×
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Xc) ∩ Cb(R+;D(A)×Xc) be the classical solution of
d
dt
x(t) = Ax(t)
d
dt
xc(t) = Acx(t) +BcC1x(t)
B1x(t) = −(Ccx(t) +DcC1x(t))
B2x(t) = 0, t ≥ 0
(x, xc)(0) = (x0, xc,0).
Then for every fixed c > 0 and admissible τ > 0 from equation (5.8) we have
1
2
(
‖(x, xc)(t)‖2X×Xc − ‖(x0, xc,0)‖
2
X×Xc
)
=
∫ τ
0
Re 〈A(x, xc)(s), (x, xc)(s)〉X×Xcds
≤ −σ
∫ τ
0
|C1x(s)|2 ds
= −σ1
∫ τ
0
|C1x(s)|2 + |Bx(s)|2 ds− σ2
∫ τ
0
|C1x(s)|2 ds
+ σ1
∫ τ
0
|Bx(s)|2 − σ3
σ1
|C1x(s)|2 ds− σ4
∫ τ
0
|C1x(s)|2 ds (5.9)
where σ > 0 denotes the SIP-constant in the inequality
Re 〈Acxc +Bcuc, xc〉Xc ≤ Re 〈Ccxc +Dcuc, uc〉FNd − σ |uc|2
and σi > 0 (i = 1, . . . , 4) are positive constants which sum up to σ and which we
chose suitable at a later point. We then have the following estimates.
−σ1
∫ τ
0
|C1x(s)|2 + |Bx(s)|2 ds ≤ −σ1
c
‖x(τ)‖2X
where we used inequality (5.8),
−σ2
∫ τ
0
|C1x(s)|2 ds =: −αM
2 ‖Bc‖2
|ω|
∫ τ
0
|C1x(s)|2 ds
≤ −αM
2 ‖Bc‖2
|ω|
[
e2ω(τ−s)
]τ
s=0
∫ τ
0
|uc(s)|2 ds
≤ −2α
∫ τ
0
(Meω(τ−s))2ds ‖Bc‖2
∫ τ
0
|uc(s)|2 ds
≤ −2α
∫ τ
0
∥∥∥e(τ−s)Ac∥∥∥2 ds ‖Bc‖2 ∫ τ
0
|uc(s)|2 ds
≤ −2α
(∥∥∥∥∫ τ
0
e(τ−s)AcBcuc(s)ds
∥∥∥∥2
)2
= −2α ∥∥xc(τ)− eτAcxc,0∥∥2Xc
≤ −α
(
‖xc(τ)‖2Xc − 2
∥∥eτAcxc,0∥∥2Xc)
≤ 2αM2e2ωτ ‖xc,0‖2Xc − α ‖xc(τ)‖
2
Xc
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where we assumed that Bc 6= 0 for the moment, chose (M,ω) ∈ [1,∞) × (−∞, 0)
such that
∥∥etAc∥∥ ≤Meωt (t ≥ 0) and used Duhamel’s formula. Using that
(a+ b+ c)2 ≤ 3(a2 + b2 + c2), a, b, c ≥ 0
we also find that∫ τ
0
|Bx(s)|2 ds =
∫ τ
0
∣∣∣∣CcesAcxc,0 + ∫ s
0
Cce
(s−r)AcBcC1x(r)dr +DcC1x(s)
∣∣∣∣2 ds
≤ 3
∫ τ
0
[
‖Cc‖2M2e2ωs ‖xc,0‖2Xc
+ ‖Cc‖2 ‖Bc‖2
∫ s
0
∥∥∥e(s−r)Ac∥∥∥2 dr ∫ τ
0
|C1x(r)|2 dr
+ ‖Dc‖2 |C1x(s)|2
]
ds
≤ 3M
2 ‖Cc‖2
2 |ω| ‖xc,0‖
2
Xc
+ 3
(
τM2
2 |ω| ‖Bc‖
2 ‖Cc‖2 + ‖Dc‖2
)∫ τ
0
|C1x(s)|2 ds.
We therefore find with equation (5.9) that
1
2
(
‖(x, xc)(τ)‖2X×Xc − ‖(x0, xc,0)‖
2
X×Xc
)
≤ −σ1
c
‖x(τ)‖2X + 2αM2e2ωτ ‖xc,0‖2Xc − α ‖xc(τ)‖
2
Xc
+ σ3
3M2 ‖Cc‖2
2 |ω| ‖xc,0‖
2
Xc
+ 3σ3
(
τM2
2 |ω| ‖Bc‖
2 ‖Cc‖2 + ‖Dc‖2
)∫ τ
0
|C1x(s)|2 ds
− σ4
∫ τ
0
|C1x(s)|2 ds.
Now we chose c > 0 (small enough), τ > 0 (large enough) and the constants σi > 0
such that
σ4 = 3σ3
(
τM2
2 |ω| ‖Bc‖
2 ‖Cc‖2 + ‖Dc‖2
)
2αM2e2ωτ + σ3
3M2 ‖Cc‖2
2 |ω| < min
{
α,
σ
c
}
.
Note that for any fixed c > 0 the constant τ > 0 may be chosen larger if we we
wish. Also all the chosen constants do not depend on (x0, xc,0) ∈ D(A). Then there
is ε > 0 such that
1
2
(
‖(x, xc)(τ)‖2X×Xc − ‖(x0, xc,0)‖
2
X×Xc
)
≤ −ε ‖(x, xc)(τ)‖2X×Xc
and therefore
‖T (τ)(x0, xc,0)‖X×Xc ≤
1√
1 + 2ε
‖(x0, xc,0)‖X×Xc =: ρ ‖(x0, xc,0)‖X×Xc
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and since this estimate holds for all (x0, xc,0) in the dense subset D(A) of X ×Xc
we find
‖T (t)‖ ≤ ρ ∈ (0, 1)
and uniform exponential stability follows from Remark 2.2.12. The case Bc = 0
can be handled quite similar and is actually easier. We leave the details to the
interested reader.
In the original Lemma 4.1.1 there is a contractivity condition on the solution x ∈
W 1∞(R+;X) × L∞(R+;D(A), however one may overcome this obstacle using the
following lemma.
Lemma 5.3.9. Let S = (A,B,C) be an impedance passive port-Hamiltonian system
with
Bx =
(
B1x
B2x
)
, Cx =
(
C1x
C2x
)
.
Assume that there are constants τ > 0 and c > 0 such that for every solution
x ∈W 1∞(R+;X) ∩ L∞(R+;D(A)) the estimate∫ τ
0
‖x(t)‖2X dt ≤ c
(
‖Bx(t)‖2L2(0,τ ;U) + ‖C1x(t)‖
2
L2(0,τ ;Y )
)
then for the constant c′ = 2c+12τ > 0 such that for every solution x ∈ W 1∞(R+;X) ∩
L∞(R+;D(A)) of x˙ = Ax with B2x(t) = 0 for a.e. t ≥ 0 the following holds
‖x(τ)‖2X ≤ c′
(
‖Bx(t)‖2L2(0,τ ;U) + ‖C1x(t)‖
2
L2(0,τ ;Y )
)
.
Proof. Take any solution x ∈ W 1∞(R+;X) ∩ L∞(R+;D(A)) of x˙ = Ax such that
B2x = 0. Then
‖x‖2L2(0,τ ;X) =
∫ τ
0
‖x(τ)‖2X −
(
‖x(τ)‖2X − ‖x(t)‖2X
)
dt
≥ τ ‖x(τ)‖2X − 〈Bx,Cx〉L2(0,τ ;U)
≥ τ ‖x(τ)‖2X − 〈B1x,C1x〉L2(0,τ ;U)
≥ τ ‖x(τ)‖2X −
1
2
(
‖Bx‖2L2(0,τ ;U) + ‖C1x‖
2
L2(0,τ ;U)
)
and hence the assertion follows.
It is also possible to obtain uniformly exponential stability through the Lyapunov
method for the Lyapunov function Φ(t) = t ‖x(t)‖ + q(x(t)) + α ∫ t+t0
t
‖xc(s)‖2 ds
where q comes from the exponential stability proof of the static stability theorem
and α, t0 > 0 are suitable constants.
Proposition 5.3.10. Let an impedance passive port-Hamiltonian system S =
(A,B,C) be interconnected with an impedance passive and internally exponentially
stable linear control system Σc = (Ac, Bc, Cc, Dc) and assume that
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −σ |C1x|2 , t ≥ 0.
Further assume that there is q : X → R such that |q(x)| ≤ c ‖x‖2X and for every
solution x ∈ C1b (R+;X) ∩ Cb(R+;D(A)) one has q(x) ∈W 1∞(R+;X) with
d
dt
q(x(t)) ≤ −1
2
‖x(t)‖2X + c
(
|Bx(t)|2 + |C1x(t)|2
)
, a.e. t ≥ 0.
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Then there are constants M ≥ 1 and ω < 0 such that for every (x0, xc,0) ∈ X ×Xc
and the corresponding solution (x, xc) = T (·)(x0, xc,0) ∈ C1(R+;X)∩C(R+;D(A))
the following uniform exponential energy decay holds true.
‖(x, xc)(t)‖X×Xc ≤Meωt ‖(x0, xc,0)‖X×Xc , t ≥ 0.
For the proof we employ the following lemma on internally stable linear systems.
Lemma 5.3.11. Let Σ˜ = (A˜, B˜) be a linear system with bounded input operator B˜ ∈
B(U˜ , X˜) and A˜ be the generator of a uniformly exponentially stable C0-semigroup
(T˜ (t))t≥0 on X˜. Then there are constants t0, δ, c > 0 such that for every initial
value x˜0 ∈ X˜ and input function u˜ ∈ L2,loc(R+; U˜) and the corresponding mild
solution x˜ ∈ C(R+; X˜) given by Duhamel’s formula
x˜(t) = T˜ (t)x˜0 +
∫ t
0
T (t− s)B˜u˜(s)ds, t ≥ 0
the estimate
d
dt
∫ t+t0
t
‖x˜(s)‖2X˜ ds ≤ −δ ‖x˜(t)‖2X˜ + c
∫ t+t0
t
‖u˜(s)‖2U˜ ds, t ≥ 0
is valid.
Proof. Since (T˜ (t))t≥0 is uniformly exponentially stable there are constants M ≥ 1
and ω < 0 such that ∥∥∥T˜ (t)∥∥∥ ≤Meωt, t ≥ 0.
We then calculate for every such solution as in the lemma that
d
dt
∫ t+t0
t
‖x˜(s)‖2X˜ ds = ‖x˜(t+ t0)‖2X˜ − ‖x˜(t)‖2X˜
=
∥∥∥∥T˜ (t0)x˜(t) + ∫ t+t0
t
T˜ (t+ t0 − s)B˜u˜(s)ds
∥∥∥∥2
X˜
− ‖x˜(t)‖2X˜
≤
(
2
∥∥∥T˜ (t0)∥∥∥2 − 1) ‖x(t)‖2X˜
+ 2
∥∥∥∥∫ t+t0
t
T˜ (t+ t0 − s)B˜u˜(s)ds
∥∥∥∥2
X˜
≤ (2M2e2ωt0 − 1) ‖x(t)‖2X˜ + 2t0M2
∥∥∥B˜∥∥∥2 ∫ t+t0
t
‖u˜(s)‖2U˜ ds
and the result follows by choosing t0 > 0 such that
δ := 1− 2M2e2ωt0 > 0, c := 2t0M2
∥∥∥B˜∥∥∥2 > 0.
Proof of the Proposition. Take any arbitrary (x0, xc,0) ∈ D(A) and for some
α > 0 define the continuously differentiable functional Φ : R+ → R by
Φ(t) := t ‖(x, xc)(t)‖2X×Xc + q(x(t)) + α
∫ t+t0
t
‖xc(s)‖2Xc ds, t ≥ 0
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where (x, xc)(·) := T (·)(x0, xc,0) ∈ C1(R+;X ×Xc) ∩ C(R+;D(A)) is the classical
solution of the interconnected system for the initial value (x0, xc,0). We use the
following estimates
d
dt
q(x(t)) ≤ −‖x(t)‖2X + c1
(
|Bx(t)|2 + |ΠCx(t)|2
)
,
d
dt
∫ t+t0
t
‖xc(s)‖2 ds ≤ −δ ‖xc(t)‖2Xc + c2
∫ t+t0
t
|ΠCx(s)|2 ds
≤ −δ ‖xc(t)‖2Xc −
c2
σ
Re 〈A(x, xc), (x, xc)〉L2(t,t0;X×Xc)ds
= −δ ‖xc(t)‖2Xc +
c2
2σ
(
‖xc(t)‖2Xc − ‖xc(t+ t0)‖
2
Xc
)
|Bx(t)|2 ≤ 2 ‖Cc‖2 ‖xc(t)‖2Xc + 2 ‖Dc‖
2 |Cx(t)|2
= c3 ‖xc(t)‖2Xc + c4 |Cx(t)|
2
and find that for every t ≥ 0 the following estimates are valid.
d
dt
Φ(t) ≤ ‖(x, xc)(t)‖2X×Xc + 2tRe 〈A(x, xc)(t), (x, xc)(t)〉X×Xc
− ‖x(t)‖2X + c1
(
|Bx(t)|2 + |ΠCx(t)|2
)
− αδ ‖xc(t)‖2Xc +
αc2
2σ
(
‖(x, xc)(t)‖2Xc − ‖(x, xc)(t+ t0)‖
2
X×Xc
)
≤ (1 + c1c3 − αδ) ‖xc(t)‖2Xc + (c1c4 − 2tσ) |ΠCx(t)|
2
+
αc2
2σ
(
‖(x, xc)(t)‖2Xc − ‖(x, xc)(t+ t0)‖
2
X×Xc
)
and then choosing
α =
1 + c1c3
δ
> 0, τ =
c1c4
2σ
> 0
we find for t ≥ τ
Φ(t)− Φ(τ) ≤
∫ t
τ
(c1c4 − 2sσ) |ΠCx(s)|2 ds
+
αc2
2σ
(
‖(x, xc)(τ)‖2X×Xc − ‖(x, xc)(t+ t0)‖
2
X×Xc
)
≤ αc2
2σ
‖(x0, xc,0)‖2X×Xc .
Therefore,
t ‖(x, xc)(t)‖2X×Xc − c ‖(x, xc)(t)‖
2
X×Xc ≤ Φ(t)
≤ Φ(τ) + αc2
c2
2σ ‖(x0, xc,0)‖2X×Xc
≤
(
τ + c+
αc2
2σ
)
‖(x0, xc,0)‖2X×Xc
so that for t > max{τ, c} one has from the density of D(A) in X ×Xc that
‖T (t)‖2 ≤ τ + c+
α
2σ
t− c
t→+∞−−−−→ 0
and uniform exponential stability follows with Remark 2.2.12.
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5.4 Strictly Output Passive Controllers
In this section we consider the standard interconnection of a infinite-dimensional
port-Hamiltonian system with a strictly output-passive controller. Again, we as-
sume that the port-Hamiltonian system (A,B,C) is impedance passive,
Re 〈Ax, x〉X ≤ Re 〈Bx,Cx〉FNd , x ∈ D(A).
In the following definition we introduce the terminology of an SOP controller.
Definition 5.4.1. A linear control system Σ˜ = (A˜, B˜, C˜, D˜)
x˙ = A˜x+ B˜u
y = C˜x+ D˜u
for Hilbert spaces X˜ and U˜ = Y˜ , a semigroup generator A˜ on X˜ and bounded linear
operators B˜ ∈ B(U˜ , X˜), C˜ ∈ B(U˜ , X˜) and D˜ ∈ B(U˜) is called strictly output passive
(SOP) if there exists a constant σ > 0 such that for all x ∈ D(A˜) and u ∈ U˜ one
has the estimate
Re 〈A˜x+ B˜u, x〉X˜ ≤ Re 〈u, y〉U˜ − σ ‖y‖2Y˜
where y = C˜x+ D˜u.
Assumption 5.4.2. The finite dimensional controller (Ac, Bc, Cc, Dc) is strictly
output-passive with state space Xc = Fn for some inner product 〈·, ·〉Xc , e.g.
〈xc, zc〉Xc = z∗cQcxc, xc, zc ∈ Xc (5.10)
for some symmetric and positive definite matrix Qc ∈ Fn×n, and input and output
space Uc = Yc = Fm with standard inner product for some m ∈ N with 1 ≤ m ≤ Nd.
Theorem 5.4.3. Let A be the operator resulting from the feedback interconnec-
tion B1x = −yc, uc = C1x, B2x = 0 of an impedance passive port-Hamiltonian
system S = (A,B,C) with a finite dimensional linear SOP control system Σc =
(Ac, Bc, Cc, Dc). Let R ∈ D(A;H) for some Hilbert space H.
1. If
ker(iβ −Ac) ∩ kerCc = {0}, β ∈ R
and
‖Rx‖2H ≤ |Bx|2 , x ∈ D(A)
and the pair (A, R) has property ASP, then (T (t))t≥0 is asymptotically stable.
2. If (T (t))t≥0 is asymptotically stable, Dc is invertible,
‖Rx‖2H ≤ |Bx|2 + |C1x|2 , x ∈ D(A)
and the pair (A, R) has property AIEP, then (T (t))t≥0 is uniformly exponen-
tially stable.
Remark 5.4.4. The first condition (for asymptotic stability) is far from being weak
and any weaker condition would be desirable. For example, for the one-dimensional
wave equation as first order port-Hamiltonian systems (N = 1) one would like to
take, say EIωζ(1), EIωζ(0) as input, however for the property ASP we only know
that ‖Rx‖2H ≥ |ωt(1)|2 + |EIωζ(1)|2 would be sufficient. Therefore, one probably
has to check by hand that σp(A) ∩ iR for suitable boundary conditions.
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Proof of Theorem 5.4.3. In the following we write uc = C1x and yc = Ccxc +
DcC1x. First note that for every (x, xc) ∈ D(A)
Re 〈A(x, xc), (x, xc)〉X×Xc = Re 〈Ax, x〉X + Re 〈Acxc +Bcuc, xc〉Xc
≤ Re 〈Bx,Cx〉FNd + Re 〈uc, yc〉Fm − σ |yc|2 = −σ |yc|2 .
1.) If A(x, xc) = iβ(x, xc) for some β ∈ R then Re 〈A(x, xc), (x, xc)〉X×Xc = 0, so
Bx = −yc = 0. Since the pair (A, R) has property ASP this implies x = 0 and then
also uc = C1x = 0. Thus, Acxc = iβxc and from ker(iβ − Ac) ∩ kerCc = {0} it
follows that xc = 0. Hence, A has no eigenvalue on the imaginary axis, so (T (t))t≥0
is asymptotically stable by Corollary 2.2.16.
2.) Let ((xn, xc,n), βn)n≥1 ⊆ D(A)×R be a sequence with supn∈N ‖(xn, xc,n)‖X×Xc <
+∞, |βn| → +∞ and such that A(xn, xc,n) − iβn(xn, xc,n) n→∞−−−−→ 0 converges to
zero in X ×Xc. Then
σ |yc,n|2 ≤ −Re 〈A(xn, xc,n), (xn, xc,n)〉X×Xc → 0,
i.e. yc,n
n→∞−−−−→ 0. Since Dc is invertible it follows that also
D−1c Ccxc,n + uc,n
n→∞−−−−→ 0
and hence the sequence (uc,n)n≥1 ⊆ Fm is bounded. Then from
Acxc,n +Bcuc,n − iβnxc,n =: ηn n→∞−−−−→ 0
and the fact that (iβn −Ac)−1 n→∞−−−−→ 0 we obtain that
xc,n = (iβn −Ac)−1(Bcuc,n − ηn)→ 0
and in particular this also implies uc,n
n→∞−−−−→ 0. Now
‖Rxn‖2H ≤ |Bxn|2 + |C1xn|2 = |yc,n|2 + |uc,n|2 n→∞−−−−→ 0
and since the pair (A, R) has property AIEP it follows that xn
n→∞−−−−→ 0. By the
sequence criterion Corollary 2.2.19 this implies that (T (t))t≥0 is uniformly expo-
nentially stable.
Remark 5.4.5 (Example for an SOP controller). We ask ourselves the question:
What is a typical example for an SOP controller? Thus, given a system Σc =
(Ac, Bc, Cc, Dc) we look for (easy) conditions whether the system is SOP. First of
all note that the SOP property may be expressed as the matrix[
1
2 (Ac +A
′
c) + σC
′
cCc
1
2 (Bc − C ′c) + σC ′cDc
1
2 (B
′
c − Cc) + σD′cCc − 12 (Dc +D′c) + σD′cDc
]
≤ 0
being negative semi-definite for some σ > 0. We then have that
Re 〈Acxc +Bcuc, uc〉 ≤ Re 〈Ccxc +Dcuc, uc〉 − σ〈Ccxc +Dcuc, Ccxc +Dcuc〉
in particular for uc = 0 we must have that Ac + σC
′
cCc is dissipative, thus a
state/output-matrix Cc 6= 0 requires some strict dissipation from Ac. On the other
hand for xc = 0 we obtain that
Re 〈Dcuc, uc〉 ≥ σ〈Dcuc, Dcuc〉
5.5. MORE GENERAL IMPEDANCE PASSIVE CONTROLLERS 149
so that one needs to have 0 ≤ Sym Dc ≤ 1σ I, which is not a big issue since in
principle we may choose σ > 0 as small as we wish. We then write
0 ≤ Re 〈Ccxc +Dcuc, uc〉 − Re 〈Acxc +Bcuc, xc〉 − σ |Ccxc +Dcuc|2
= Re 〈(Ac − C∗cCc)xc, xc〉 − Re 〈(I − σDc)uc, Dcuc〉
+ Re 〈(B′c + (2σD∗c − I)Cc)xc, uc〉
Therefore, a quite natural choice of Σc ensuring SOP is the following where the first
two are necessary for SOP with given σ > 0:
1. (Ac, Cc) such that Ac + σC
′
cCc is dissipative,
2. Dc such that 0 ≤ Sym Dc = Dc+D
∗
c
2 ≤ 1σ I and
3. Bc such that B
′
c = (I − 2σD∗c )Cc.
For example, if σ = 1 and Ac + C
′
cCc dissipative are given a possible choice were
Dc = I and then Cc = −B′c. Note that for SIP controllers the choice Cc = B′c
(collocated input/output) makes more sense then the choice made here.
Example 5.4.6. In contrast to SIP controllers, for SOP controllers the feed-through
operator Dc does not necessarily be invertible, in fact take any Ac ∈ Fn×n, Cc ∈
Fm×n and σ > 0 such that Ac + σC ′cCc is dissipative. Then for Bc := C ′c and
Dc = 0 the system Σc = (Ac, Bc, Cc, Dc) is SOP, namely
Re 〈Acxc + C ′cuc, xc〉Fn ≤ Re 〈Ccxc, uc〉Fk − σ |Ccxc|2Fm .
5.5 More General Impedance Passive Controllers
In the two preceding sections on SIP and SOP controllers for stabilisation of impe-
dance passive port-Hamiltonian systems we did not cover some cases which might
also be interesting for applications. On the one end we excluded large multi-
component systems where not only one, but several finite dimensional controllers
are used for stabilisation. In total these controllers form a single finite-dimensional
system, of course, but if some of the control parts are SIP and others are SOP in
general the total control system will be neither SIP nor SOP. Still it is quite reason-
able for the controllers to still be stabilising. Secondly, setting some components of
Bx to be zero, for SIP or SOP control systems we could not use the corresponding
components of Cx for our dynamic feedback law which might also be an unneces-
sary restriction on the control law. Therefore, we present a slight generalisation
of the stabilisation theorems above which does not have these drawback, i.e. does
overcome these two presented problems. Again we start with a result on asymptotic
stabilisation.
Theorem 5.5.1. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system and assume that the control system Σc = (Ac, Bc, Cc, Dc) has the following
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block diagonal form
Ac =
(
Ac,1
Ac,2
)
,
Bc =
(
Bc,1
Bc,2
)
,
Cc =
(
Cc,1
Cc,2
)
,
Dc =
(
Dc,1
Dc,2
)
,
(5.11)
where Ac,i ∈ Fni×ni , Bc,i ∈ Fmi×ni , Cc,i ∈ Fni×mi and Dc,i ∈ Fmi×mi for i = 1, 2
and n1 + n2 = n, m1 + m2 = Nd. Assume that the control system is impedance
passive with
Re 〈Acxc +Bcuc, xc〉Xc
≤ Re 〈Ccxc +Dcuc, uc〉FNd − σ
(
|uc,1|2 + |Cc,2xc,2 +Dc,2uc,2|2
)
for some σ > 0 and all uc ∈ FNd and xc ∈ Fn. If the matrix Ac is Hurwitz, i.e.
σp(Ac) ⊆ C−0 , and
1. Dc = D
∗
c ≥ 0 is symmetric and positive semi-definite
2. for all x ∈ D(A)
|Bx|2 + ‖C1x‖2Hc ≥ ‖Rx‖
2
H
where R ∈ B(D(A);H) for some Hilbert space H such that the pair (A, R) has
property ASP, then the controller Σc asymptotically stabilises the system S for the
standard feedback interconnection uc = Cx and Bx = −yc, i.e. the C0-semigroup
(T (t))t≥0 generated by the interconnection operator A is asymptotically stable.
Proof. Let (x, xc) ∈ D(A) be such that A(x, xc) = iβ(x, xc) for some β ∈ R. Then
0 = Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −σ
(
|C1x|2 + |B2x|2
)
so that C1x = 0 and B2x = 0 are zero. Then also
xc,1 = (iβ −Ac,1)−1Bc,1C1x = 0
and on the other hand
B1x = −(Cc,1xc,1 +Dc,1C1x) = 0.
Since the pair (A, R) has property ASP it follows that x = 0, in particular also
C2x = 0 and hence xc = (iβ − Ac)−1BcCx = 0. As a result, iβ ∈ iR can never be
an eigenvalue of A, i.e. σp(A)∩ iR = ∅. Asymptotic stability follows from Corollary
2.2.16.
Now assume that it is already known that (T (t))t≥0 is asymptotically stable. Then
the following theorem provides sufficient conditions for (T (t))t≥0 also being expo-
nentially stable.
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Theorem 5.5.2. Let S = (A,B,C) be an impedance passive port-Hamiltonian
Boundary Control System interconnected with a finite dimensional control system
Σc = (Ac, Bc, Cc, Dc) of diagonal structure as in Theorem 5.5.1 which is impedance
passive with
Re 〈Acxc +Bcuc, xc〉Xc ≤ Re 〈Ccxc +Dcuc, uc〉FNd − |uc,1|2
and Dc = D
∗
c is symmetric. Assume that (T (t))t≥0 is asymptotically stable, i.e.
σp(A) ⊆ C−0 . If there is R ∈ B(D(A);H) for some Hilbert space H such that
|Bx|2 + |DcCx|2 + |C1x|2 ≥ ‖Rx‖2H , x ∈ D(A)
and the pair (A, R) has property AIEP, then the C0-semigroup (T (t))t≥0 generated
by A is uniformly exponentially stable.
Remark 5.5.3. Note that we do not explicitly assume that iR ∩ σ(Ac) = ∅ here
since the asymptotic stability of (T (t))t≥0 already implies that σ(A) = σp(A) ⊆ C−0 .
Also since Xc is finite dimensional the spectrum σ(Ac) of Ac is bounded, so that
iβ ∈ ρ(Ac) for sufficiently large |β|. To check asymptotic stability for systems where
σ(Ac) ∩ iR 6= ∅ one needs another proof since Theorem 5.5.1 only works under the
assumption that Ac is Hurwitz.
Proof of Theorem 5.5.2. We employ the sequence criterion for the Gearhart-
Greiner-Pru¨ss-Huang Theorem again. Let (xn, xc,n, βn)n≥1 ⊆ D(A) × R be a se-
quence such that
sup
n∈N
‖(xn, xc,n)‖X×Xc < +∞, |βn|
n→+∞−−−−−→ +∞
and
A(xn, xc,n)− iβn(xn, xc,n) n→∞−−−−→ 0.
It is immediate from the passivity condition on the port-Hamiltonian system and
the finite dimensional controller that then C1xn
n→∞−−−−→ 0. We want to show that
(xn, xc,n)→ 0 and for this purpose proceed in three steps.
1. Show that xc,n
n→∞−−−−→ 0.
2. Show that Bxn, DcCxn
n→∞−−−−→ 0.
3. Use property AIEP to conclude that also xn
n→∞−−−−→ 0.
1.) Let us first focus on the infinite dimensional part where
Axn − iβnxn n→∞−−−−→ 0.
First of all this implies that
sup
n≥1
‖Hxn‖HN
|βn| ' supn≥1
‖xn‖A
|βn| < +∞.
and by Lemma 2.1.19 we have that 1βn ‖Hxn‖CN−1
n→∞−−−−→ 0 which leads to
Cxn
βn
→ 0.
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For the finite dimensional part we write
Acxc,n +BcCxn − iβnxc,n =: fc,n −→ 0
and obtain that
xc,n = R(iβn, Ac)(BcCxn − fc,n)
=
(
iI − Ac
βn
)−1
BcCxn − fc,n
βn
n→+∞−−−−−→ 0
where the resolvent R(iβn, Ac) exists for all n ≥ n0 sufficiently large and we used
the fact that from Ac ∈ Fn×n and |βn| → +∞ we have(
i− Ac
βn
)−1
n→+∞−−−−−→ −iI
and the terms BcCxnβn ,
fc,n
βn
→ 0 tend to zero as n→ +∞.
2.) We proceed by showing that kerDc ⊆ ker(Bc − C ′c) where C ′c ∈ B(FNd;Xc) is
the Hilbert space adjoint of Cc ∈ B(Xc;FNd) w.r.t. the inner product 〈·, ·〉Xc on Xc.
This is
Lemma 5.5.4. Let Σ˜ = (A˜, B˜, C˜, D˜) be a linear control system on Hilbert spaces
X˜ and U˜ = Y˜ . If Σ˜ is impedance passive, then
ker D˜ ⊆ ker(B˜ − C˜ ′)
Proof. Let u ∈ ker D˜. Then for all x ∈ X˜ and λ ∈ R the impedance passivity of
Σ˜ = (A˜, B˜, C˜, D˜) implies that
0 ≥ Re 〈A˜x+ B˜(λu), x〉X˜ − Re 〈C˜x+ D˜(λu), λu〉U˜
= Re 〈A˜x, x〉X˜ + λRe 〈(B˜ − C˜ ′)u, x〉X˜ .
Since this inequality holds for all λ ∈ R we deduce
Re 〈(B˜ − C˜ ′)u, x〉X˜ = 0, x ∈ X˜
and hence u ∈ ker(B˜ − C˜ ′), i.e. ker D˜ ⊆ ker(B˜ − C˜ ′).
Proof of Theorem 5.5.2 (continued). Let Π be the orthogonal projection on
(kerDc)
⊥. Since Dc = D∗c ≥ 0 is positive definite and Dc|(kerDc)⊥ : (kerDc)⊥ →
(kerDc)
⊥ is injective, the operator Dc|(kerDc)⊥ > 0 is strictly positive definite on
ran Π = (kerDc)
⊥, so to show that DcCx → 0 it suffices to show that ΠCx → 0.
Assume the contrary and w.l.o.g. assume that
|ΠCxn| n→∞−−−−→ lim sup
k→∞
|ΠCxk| > 0.
Then observe that
0←− Re 〈A(xn, xc,n)− iβn(xn, xc,n), (xn, xc,n)〉X×Xc
= Re 〈Axn, xn〉X + Re 〈Acxc,n +BcCxn, xc,n〉Xc
≤ Re 〈Bxn,Cxn〉FNd + Re 〈BcCxn, xc,n〉
= Re 〈−Ccxc,n −DcCxn,Cxn〉FNd + Re 〈BcCxn, xc,n〉
= Re 〈(Bc − C ′c)ΠCxn, xc,n〉Xc − 〈DcΠCxn,ΠCxn〉FNd
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and dividing by |ΠCxn| 6= 0 (for large n) and since xc,n → 0 this leads to
ΠCxn
n→+∞−−−−−→ 0
in contradiction to the assumption that lim supk→∞ |C1xk| > 0. As a result, ΠCxn
tends to zero and so does DcCxn. Then also
Bxn = −Ccxc,n −DcCxn n→+∞−−−−−→ 0.
This finishes the second step.
3.) From the first to steps we have xc,n
n→∞−−−−→ 0 and
‖Rxn‖2H . |Bxn|2 + |DcCxn|2 + |C1xn|2 n→+∞−−−−−→ 0
and property AIEP for the pair (A, R) implies that also xn
n→∞−−−−→ 0. Hence, uniform
exponential stability follows from Corollary 2.2.19.
Remark 5.5.5. One may drop the condition Dc = D
∗
c , but then the terms Bx and
DcCx have to be replaced by B˜x := Bx − Dc−D
∗
c
2 Cx and D˜cC˜x := (Sym Dc)Cx,
respectively. To see this note that
Re 〈B˜x, C˜x〉FNd = Re 〈Bx−
Dc −D∗c
2
Cx,Cx〉FNd
= Re 〈Bx,Cx〉FNd
and
D(A) = {(x, xc) ∈ D(A)×Xc : B˜x = −Ccxc − D˜cC˜x}.
5.6 The Static and the Dynamic Case
Before we consider the nonlinear case let us mention some implications of Lemma
3.2.24 for the resolvents of the port-Hamiltonian operators with static or dynamic
linear feedback. First, we reformulate Lemma 3.2.24 as
Lemma 5.6.1. Let (A,B,C) be an impedance passive port-Hamiltonian Boundary
Control system. Then for all Re λ > 0, u ∈ FNd and f ∈ L2(0, 1;Fd) the problem
(A− λI)x = f
Bx = u
Cx = y
has a unique solution (x, y) ∈ D(A)× FNd which is given by
x = Φ(λ)f + Ψ(λ)u
y = F (λ)f +G(λ)u
for some holomorphic functions
Φ ∈ H(C+0 ;B(X,D(A))), Ψ ∈ H(C+0 ;B(FNd;D(A))),
F ∈ H∞(C+0 ;B(X;FNd)), G ∈ H(C+0 ;B(FNd))
where
Sym G(λ) > 0, Re λ > 0.
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Remark 5.6.2. Here we used the following notation for open subsets Ω ⊆ C of the
complex plane and Hilbert spaces H.
H(Ω;H) := {f : Ω→ H : f is holomorphic }
H∞(Ω;H) := {f ∈ H(Ω;H) : f is bounded } .
With this notation we may easily express the resolvent of the generator resulting
from the feedback u = −Ky.
Corollary 5.6.3. Let K = K∗ ≥ 0 be an Nd×Nd-matrix and AK := A|ker(B+KC).
Then for all Re λ > 0 the resolvent of AK is given by
R(λ,AK) = −Ψ(λ)K(K +G(λ)−1)−1G(λ)−1F (λ) + Φ(λ)
= −Ψ(λ)K(KG(λ) + I)−1F (λ) + Φ(λ).
Likewise we may express the resolvent for the operator including dynamic feedback
for the case of collocated input/output of the control system.
Corollary 5.6.4. Let (Ac, Bc, Cc, Dc) be an impedance passive, exponentially stable
(finite-dimensional) controller with σ(Ac) ⊆ C−0 , Uc = Yc = FNd and collocated
input/output B′c = Cc (w.r.t. 〈·, ·〉Xc) and Sym Dc ≥ 0 positive semidefinite. Then
for
A :=
[
A
BcC Ac
]
D(A) := {(x, xc) ∈ D(A)×Xc : (B+DcC)x = −Ccxc}
one has C+0 ⊆ ρ(A) with
R(λ,A)
=
[
R(λ,ADc )+∆(λ) −Ψ(λ)(I+Dc(G(λ)−1+Dc)−1)CcR(λ,Aλc )
R(λ,Aλc )Bc(I+DcG(λ))
−1F (λ) R(λ,Aλc )
]
where
Aλc := Ac −Bc(G(λ)−1 +Dc)−1Cc.
∆(λ) := −Ψ(λ)(I +Dc(G(λ)−1 +Dc)−1)CcR(λ,Aλc )Bc(I +DcG(λ))−1F (λ)
Note: Aλc also has spectrum in C
−
0 , so generates a uniformly exponentially stable
semigroup.
Proof. The passivity of (Ac, Bc, Cc, Dc) implies that Ac is dissipative and since
B′c = Cc also A
λ
c is dissipative. Moreover, for iβxc = A
λ
cxc we obtain
0 = Re 〈Aλcxc, xc〉Xc
= Re 〈Acxc −Bc(G(λ)−1 +Dc)−1Ccxc, xc〉Xc
≤ −Re 〈(G(λ)−1 +Dc)−1Ccxc, Ccxc〉FNd
and since (G(λ)−1 +Dc)−1 ≥ 0 this implies (G(λ)−1 +Dc)−1Ccxc = 0, thus
iβxc = A
λ
cxc = Acxc
and it follows xc = 0, so exponential stability.
Finally, this gives the following corollary
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Corollary 5.6.5.
R(·, ADc) ∈ H∞(C+0 ;B(X)) ⇐⇒ R(·,A) ∈ H∞(C+0 ;B(X ×Xc)),
i.e. ADc generates a uniformly exponentially stable C0-semigroup (T (t))t≥0 on X
if and only if A generates a uniformly exponentially stable C0-semigroup (T (t))t≥0
on X ×Xc.
5.7 Examples
Within this section we return to some of the examples considered in the introduc-
tory examples section and show how some results for particular dynamic boundary
conditions can be re-obtained using the abstract results we derived in the sections
before. Sometimes we are even able to generalise the previously known results or
to impose less restrictive regularity conditions, at least.
Example 5.7.1 (Dynamic Feedback Stabilisation of the Timoshenko Beam Equa-
tion). We consider the nonuniform Timoshenko beam, see Examples 3.1.3 and
4.5.4, with the following stabilisation scheme as in [Zh07].
(K(φ− ωζ))(t, 0) = 0
−(EIφζ)(t, 0) = 0
(K(φ− ωζ))(t, 1) = k1ωt(t, 1) + k2ω(t, 1)
−(EIφζ)(t, 1) = k3φt(t, 1) + k4φ(t, 1)
where a attached mass at the tip (ζ = 1) adds additional components to the the total
energy which now is
Htot(t) =
1
2
∫ 1
0
K(ζ) |(ωζ − φ)(t, ζ)|2 + EI(ζ) |φζ(t, ζ)|2
+ ρ(ζ) |ωt(t, ζ)|2 + Iρ(ζ) |φt(t, ζ)|2 dζ
+ k1 |ω(t, 0)|2 + k3 |φ(t, 0)|2
and the latter two terms ω(t, 0) and φ(t, 0) are not represented in the standard port-
Hamiltonian formulation x = (ωζ−φ, ρφt, φζ , Iρφt) in the sense that they cannot be
computed from knowing only the value of x. On the other hand these term contribute
in a discrete way to the total energy, so that it makes sense to consider them as
additional variable xc =ˆ(ω(t, 0), φ(t, 0)) ∈ F2 = Xc and the latter two boundary
conditions as evolutionary laws for these control state space variables.
d
dt
xc(t) =
(
−k1k2
−k3k4
)
xc(t) +
( − 1k2 − 1k4
)(
K(ωζ − φ)(t, 1)
EIφζ(t, 1)
)
We therefore rewrite these boundary conditions as a dynamic feedback control for
the state space Xc = F2 with the weighted inner product
〈xc, zc〉Xc = 〈xc, Qczc〉F2 , xc, zc ∈ Xc, Qc = diag (k1, k3)
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the control input and output space Uc = Yc = F2 with the Euclidean inner product
and for the matrices
Ac = −Cc = −diag
(
k1
k2
,
k3
k4
)
, Bc = −Dc = −diag
(
1
k2
,
1
k4
)
which is interconnected with the port-Hamiltonian system S = (A,B,C) for the
impedance energy preserving choice
Bx =

(H2x2)(1)
(H4x4)(1)
(H1x1)(0)
(H3x3)(0)
 , Cx =

(H1x1)(1)
(H3x3)(1)
−(H2x2)(0)
−(H4x4)(0)

cf. Example 4.5.4, and the feedback interconnection
Bx =
( −uc
0
)
, uc =
(
1 0 0 0
0 1 0 0
)
Cx.
Then the linear control system is impedance passive, even strictly output passive,
since for every xc ∈ Xc, uc ∈ Uc and yc = Ccxc + Dcuc we obtain, using that
Q−1c = diag (k2, k4)Cc and −I = diag (k2, k4)Dc,
Re 〈Acxc +Bcuc, xc〉Xc − Re 〈Ccxc +Dcuc, uc〉F2
= −Re 〈Ccxc +Dcuc, Q−1c xc − uc〉Xc
= −Re 〈yc,diag (k1, k3)yc〉F2 = −k2 |yc,1|2 − k4 |yc,2|2 .
Therefore, the hybrid operator A generates a contractive C0-semigroup on the prod-
uct Hilbert space X ×Xc and σ := min{k2, k4} > 0
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −σ |Bx|2 , (x, xc) ∈ D(A).
In the next step we prove that the C0-semigroup is even uniformly exponentially
stable. We begin by showing asymptotic stability. Here we cannot use Theorem
4.2.2 and 5.4.3 since the term Bx does not include the value of all components of
Hx at the side ζ = 0 or ζ = 1, so that we prove that iβ 6∈ σp(A) for every β ∈ R.
In fact, for the case that β = 0 we obtain that if A(x, xc) = 0, then (Hx)′ = 0 and
from the dissipation inequality that also Bx = 0, so that Hx = 0. Then also Cx = 0
and then Acxc = 0 so that (x, xc) = 0 and β = 0 cannot be an eigenvalue of A.
Moreover, for the case β 6= 0 we find for every solution A(x, xc) = iβ(x, xc) that
‖iβxc‖ = ‖Bx‖ = 0 and since Bc ∈ B(Uc;Xc) is invertible then also the first two
components of Cx equal zero and x ∈ D(A) solves the problem
iβx = Ax, (Hx)(1) = 0,
so that also x = 0 and we conclude that iR ∩ σp(A) = ∅. By Corollary 2.2.16
the C0-semigroup is asymptotically stable and then by Theorem 5.4.3 we also get
uniform exponential stability since the pair (A, R) for Rx = (Hx)(1) has property
AIEP and
|Bx|2 + ∣∣ΠF2×{0}Cx∣∣2 ≥ |(Hx)(1)|2 , x ∈ D(A).
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Example 5.7.2 (Euler-Bernoulli Beam with Both Ends Free). In this example
we consider the nonuniform Euler-Bernoulli Beam with both ends free where at
the tip (here: the left end) a mass is attached to damp the beam. Originally this
problem had been considered in the article [GuHu04] where the authors assumed
that EI ∈ C2([0, 1];R) is continuously differentiable twice and ρ ∈ C1([0, 1];R) is
continuously differentiable. The assertions below have already been stated, but only
partly proved, in Example 4.3 of [AuJa14] under the slightly less restrictive regularity
assumptions EI, ρ ∈W 1∞(0, 1;R). (Both functions should still be uniformly positive,
of course.) Here we will present a treatment including the missing parts of the proof
in [AuJa14]. The beam model under consideration is the following. We consider the
usual Euler-Bernoulli beam equation subject to the dynamic boundary conditions
EI(ζ)
∂2
∂ζ2
ω(t, ζ)|ζ=1 = − ∂
∂ζ
(
EI(ζ)
∂2
∂ζ2
ω(t, ζ)
)
|ζ=1 = 0
EI(ζ)
∂2
∂ζ2
ω(t, ζ)|ζ=0 = k1 ∂
∂ζ
ω(t, ζ)|ζ=0 + k2 ∂
2
∂t∂ζ
ω(t, ζ)|ζ=0
− ∂
∂ζ
(
EI(ζ)
∂2
∂ζ2
ω(t, ζ)
)
|ζ=0 = k3ω(t, ζ)|ζ=0 + k4 ∂
∂t
ω(t, ζ)|ζ=0
where ki > 0 (i = 1, . . . , 4) are positive constants. Obviously the terms ω(t, 0)
and ωζ(t, 0) appearing in the boundary conditions may not be represented by the
variables ρ(ζ)ωt(t, ζ) and ωζζ(t, ζ) of the formulation as port-Hamiltonian system
of second order N = 2. In fact, they also contribute to the total energy of the
beam-mass-system which is given by
Etot(t) =
1
2
∫ 1
0
EI(ζ) |ωζζ(t, ζ)|2 + ρ(ζ) |ωt(t, ζ)|2 dζ
+
1
2
(
k1 |ωζ(t, 0)|2 + k3 |ω(t, 0)|2
)
.
Therefore, the energy decomposes into two parts. On the one hand we have an
continuous part corresponding to the energy of the beam itself and on the other
hand we also have a discrete part as weighted sum of the squared Euclidean norms
of ω(t, 0) and ∂∂ζω(t, 0). We already saw in Example 3.1.6 that its port-Hamiltonian
formulation is
x1(t, ζ) :=
∂2
∂ζ2
ω(t, ζ),
x2(t, ζ) :=
∂
∂t
ω(t, ζ),
plus the additional controller state space variables
xc,1(t) :=
∂
∂ζ
ω(t, 0),
xc,2(t) := ω(t, 0).
The latter two boundary conditions may then also be interpreted as evolution law
for the new variable xc(t). We next show that the total system may be represented
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by passive dynamic boundary control of an impedance energy preserving system.
Recall that for the Euler-Bernoulli beam its energy change is determined by
d
dt
H(t) = Re [〈EIωζζ(ζ), ωtζ(ζ)〉F − 〈(EIωζζ)ζ(ζ), ωt(ζ)〉F]10
= Re 〈(EIωζζ)(1), ωtζ(1)〉 − Re 〈(EIωζζ)ζ(1), ωt(1)〉
− Re 〈(EIωζζ)(0), ωtζ(0)〉+ Re 〈(EIωζζ)ζ(0), ωt(0)〉
so that the choice
Bx(t) =

(H1x1)′(t, 0)
(H1x1)(t, 0)
(H2x2)(t, 1)
−(H2x2)′(t, 1)
 =ˆ

ωtζ(t, 0)
ωt(t, 0)
(EIωζζ(t, 1)
−(EIωζζ)ζ(t, 1)

Cx(t) =

−(H2x2)(t, 0)
(H2x2)′(t, 0)
(H1x1)′(t, 1)
(H1x1)(t, 1)
 =ˆ

−(EIωζζ)(t, 0)
(EIωζζ)ζ(t, 1)
ωtζ(t, 1)
ωt(t, 1)

leads to an impedance energy preserving port-Hamiltonian system S = (A,B,C),
where A had been defined in Example 3.1.6. We choose m = 2 and B1x and
C1x to be the vector in F2 consisting of the first two components of Bx and Cx,
respectively. The two-dimensional controller state space Xc = F2 is equipped with
the weighted norm
〈·, ·〉Xc = 〈·, Qc·〉Xc , Qc =
[
k1
k3
]
and then the finite dimensional control system is given as Σc = (Ac, Bc, Cc, Dc)
where
Ac = −Cc =
[
−k1k2
−k3k4
]
Bc = −Dc =
[ − 1k2 − 1k4
]
.
We check that the control system is strictly output passive. In fact, we have for
every xc ∈ Xc and uc ∈ Uc = F2 that
Re 〈Acxc +Bcuc, xc〉Xc − Re 〈Ccuc +Dcuc, uc〉Uc
= Re 〈−yc, Qcxc〉F2 − Re 〈yc, uc〉F2
= −Re 〈yc, Qcxc + uc〉F2
= −Re 〈diag (k2, k4)yc, Ccxc +Dcuc〉F2 = −k2 |yc,1|2 − k4 |yc,2|2
so that the system is strictly output passive, indeed. We therefore conclude that the
hybrid operator A resulting from the interconnection B1x = −yc, uc = C1x and the
static boundary condition B2x = 0 (corresponding to the first two boundary condi-
tions and the latter two components of Bx) generates a contractive C0-semigroup
on the product Hilbert space X×Xc. In fact, it is dissipative with energy dissipation
Re 〈A(x, xc), (x, xc)〉X×Xc = −k2 |yc,1|2 − k4 |yc,2|2 , x ∈ D(A), yc = −B1x.
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We investigate the asymptotic properties of the corresponding contractive C0-semi-
group (T (t))t≥0 next. We start with the asymptotic stability property where we
first remark that the pair (A,B) in general does not have property ASP, so that
Theorem 5.4.3 is not applicable in this step. Since the hybrid operator A has
compact resolvent and is dissipative, we need to prove that it has no eigenvalues
on the imaginary axis. First we show that 0 is no eigenvalue of A. Namely, let
(x, xc) ∈ D(A) such that A(x, xc) = 0. Then, in particular
0 = Acxc +Bcuc = −(Ccxc +Dcuc) = B1x
and x ∈ D(A) solves the eigenvalue problem
Ax = 0, Bx = 0
i.e.
(H1x1)′′ = 0, (H1x1)(0) = (H1x1)′(0) = 0
(H2x2)′′ = 0, (H2x2)(1) = (H2x2)′(1) = 0.
The unique solution of this problem is Hx = 0 and then also Cx = 0, so that
xc = −A−1c BcC1x = 0 and 0 6∈ σp(A). Next we take any β ∈ R and show that
iβ 6∈ σp(A) also does not lie in the point spectrum of A. Let (x, xc) ∈ D(A) such
that A(x, xc) = iβ(x, xc) and in particular Re 〈A(x, xc), (x, xc)〉X×Xc = 0, so that
B1x = 0 and then
xc =
1
iβ
(Acxc +Bcuc) =
1
iβ
B1x = 0.
Since Bc is invertible it also follows that uc = C1x = 0, so that Ax = iβx and
Bx = 0, C1x = 0. For R = (B,C1) we have already seen that the pair (A, R) has
property ASP, so that again x = 0 and we conclude iR∩σp(A) = ∅ and asymptotic
stability follows from Corollary 2.2.16. For uniform exponential stability we may
then employ Theorem 5.4.3 since R = (B,C1) as above has property AIEP and
therefore (T (t))t≥0 is uniformly exponentially stable.
Remark 5.7.3. Let us return to the previous example on the Euler-Bernoulli Beam
with a mass at the tip. The damping by dynamic boundary feedback took place at
the left end of the beam, whereas at the right end we imposed the free end boundary
conditions
(EIωζζ)(t, 1) = −(EIωζζ)ζ(t, 1) = 0
or, in the port-Hamiltonian language,
(H2x2)(1) = −(H2x2)′(1) = 0.
Clearly any of these conservative boundary conditions may be replaced by a dissipa-
tive boundary condition, e.g.
(H2x2)(1) = −α(H1x1)′(1)
for some α > 0 and the contraction and uniform exponential stability property of
the corresponding semigroup persist. On the other hand, if instead the conservative
boundary condition
(H1x1)′(1) = 0
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is imposed, the system is not asymptotically stable any more since 0 is an eigenvalue
for the following choice of (x, xc) ∈ D(A) \ {0}.
x(ζ) = (0,H−12 (ζ)1), xc = −A−1c BcC1x =
(
1
k1
0
)
.
Similarly, if the other conservative boundary condition (H2x2)′(1) = 0 is replaced
by the conservative boundary condition
(H1x1)(1) = 1
we obtain an eigenfunction (x, xc) ∈ D(A) for the eigenvalue β = 0 by setting
x(ζ) = (0,H−12 (ζ)(1− ζ)), xc = −A−1c BcC1x =
(
0
1
k3
)
.
Example 5.7.4 (Dynamic boundary control of a flexible rotating beam). Next
we consider the example of beam, modelled by an Euler-Bernoulli beam equation,
which should be controlled via the following control equation, which for the constant
parameter case, i.e. a uniform beam, may be found in Section 5.3 of [LuGuMo99].
∂2z
∂t2
(t, ζ) +
1
ρ(ζ)
∂2
∂ζ2
(
EI
∂2z
∂ζ2
)
(t, ζ) = −ζΘtt(t), ζ ∈ (0, 1)
z(t, 0) =
∂z
∂ζ
(t, 0) = 0
− ∂
∂ζ
(
EI
∂2z
∂ζ2
)
(t, 1) = f1(t)(
EI
∂2z
∂ζ2
)
(t, 1) = f2(t)
Θtt(t) = (EIzζζ)(t, 0) + τ(t), t ≥ 0
As a first step we get rid of the Θtt-term in the first equation by considering the
evolution of the new variable ω(t, ζ) := z(t, ζ)+ζΘ(t) (ζ ∈ [0, 1], t ≥ 0). We obtain
the new system
ρωtt + (EIωζζ)ζζ = 0, ζ ∈ (0, 1)
ω(t, 0) = 0
ωζ(t, 0) = Θ(t)
−(EIωζζ)ζ(t, 1) = f1(t)
(EIωζζ)(t, 1) = f2(t)
Θtt(t) = (EIωζζ)(t, 0) + τ(t), t ≥ 0
This new system may be seen as a port-Hamiltonian system (of Euler-Bernoulli
type) with some boundary control at the right hand side (ζ = 1) through the input
functions f1 and f2 and with some dynamic control at the left hand side through the
additional variable Θ, which may also be influenced by an additional input function
τ . The maximal port-Hamiltonian operator A is given by
x = (x1, x2) := (ρωt, ωζζ),
H :=
[ 1
ρ
EI
]
, P1 = P0 = 0, P2 =
[ −1
1
]
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and for the choice
Bx =
−(Hx)′2(1)(Hx)2(1)
(Hx)′1(0)
(Hx)1(0)
 =ˆ
−(EIωζζ)(t,1)(EIωζζ)(t,1)
ωtζ(t,0)
ωt(t,0)

Cx =
−(Hx)1(1)(Hx)′1(1)
(Hx)2(0)
(Hx)′2(0)
 =ˆ
 −ωt(t,1)ωtζ(t,1)
(EIωζζ)(t,0)
(EIωζζ)ζ(t,0)

the system S = (A,B,C) becomes an impedance passive port-Hamiltonian Boundary
Control and Observation System. We consider two stabilisation problems, which
actually require different choices of the functions f1(t), f2(t) and τ(t), which should
be determined by the state of the system at time t ≥ 0, but for which we also choose
different controller state spaces.
1) The stabilisation problem. Our first stabilisation aim is to bring the system
at rest, i.e. “yt, yζζ ,Θt
t→∞−−−→ 0”. Since we do not mind the asymptotic value of Θ,
but only Θ˙ is relevant, we choose the state space Xc = F, identifying xc =ˆ Θt and
controller input and output space Uc = Yc = F4. Then x˙c(t) = −B3x(t) + τ(t). We
also chose the control functions f1, f2 and τ similar to [LuGuMo99] and let
f1(t) = −α1zt(t, 1) =ˆ−α1C1x(t)− α1xc(t)
f2(t) = −α2ztζ(t, 1) =ˆ−α2C2x(t)− α2xc(t)
τ(t) = −(f1(t) + f2(t) + α3xc) =: f3(t)− (f1(t) + f2(t))
where αj ≥ 0 are non-negative constants for j = 1, . . . , 3. Then the controller has
the form
x˙c = −(α1 + α2 + α3)xc +
[
α1 α2 −1 0
]
uc
=: Acxc +Bcuc
yc =
( α1
α2−1
0
)
xc +
[
α1
α2
0
0
]
uc
=: Ccxc +Dcuc
which is impedance passive and interconnected via uc = Cx and Bx = −yc with the
infinite dimensional Euler-Bernoulli port-Hamiltonian system. We then have that
|Bx|2 + |DcCx|2 & |(Hx)′(1)|2 + |(Hx)2(1)|2 + |(Hx)′1(0)|2
+ |(Hx)1(0)|2 + α1 |(Hx)1(1)|2 + α2 |(Hx)′1(1)|2
and wee see that if both α1, α2 > 0 by Proposition 4.2.2 (ASP) and Proposition
4.3.19 (AIEP) the pair (A, R) for the function
Rx = ((Hx)(1), (Hx)′(1), (Hx)1(0, (Hx)′(1))
has property ESP and also the controller is internally stable, so that the mixed
dynamic and static feedback law uniformly exponentially stabilises the system, i.e.
solves the “stabilisation problem.” The control functions retranslate into the original
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problem as
∂2z
∂t2
(t, ζ) +
1
ρ
∂2
∂ζ2
(
EI
∂2z
∂ζ2
)
(t, ζ) = −ζΘtt(t), ζ ∈ (0, 1)
z(t, 0) =
∂y
∂ζ
(t, 0) = 0
− ∂
∂ζ
(
EI
∂2z
∂ζ2
)
(t, 1) = −α1zt(t, 1)(
EI
∂2z
∂ζ2
)
(t, 1) = −α2ztζ(t, 1)
Θtt(t) = (EIzζζ)(t, 0) + α1zt(t, 1)
+ α2ztζ(t, 1)− α3Θ(t)
for all t ≥ 0. However, by this we did not control for which Θ0 ∈ F we have con-
vergence Θ(t)→ Θ∞ as t→ +∞.
2) The orientation problem. Now we try not only to ensure stability “zt(t) and
zζζ and Θt(t)
t→∞−−−→ 0”, but also to push Θ to a given target Θ∞, i.e. Θ(t) t→∞−−−→
Θ∞. We therefore now choose Xc = F2 as controller state space with controller
state space variables xc = (xc,1, xc,2) =ˆ(Θ−Θ∞,Θt) and Uc = Yc = F4. Moreover,
we choose the control functions f1, f2 and τ as
f1(t) = −α1zt(t, 1) =ˆ−α1C1x− α1xc,2
f2(t) = −α2ztζ(t, 1) =ˆ−α2C2x− α2xc,2
τ(t) = −(f1(t) + f2(t) + α3xc,2 + α4xc,1) =: f3(t)− (f1(t) + f2(t))
where αj ≥ 0 for j = 1, . . . , 3 and α4 > 0. We equip Xc with the norm
‖(θ, xc)‖2Xc = α4 |θ|
2
+ |xc|2 .
In this case the controller has the form
x˙c =
[
1
−α4 −(α1 + α2 + α3)
]
xc +
[
0 0 0 0
α1 α2 −1 0
]
uc
=: Acxc +Bcuc
yc =

0 α1
0 α2
0 −1
0 0
xc + [ α1 α2 0
0
]
uc
=: Ccxc +Dcuc.
Note that by our choice of ‖·‖Xc this controller is impedance passive and again
its interconnection with the infinite dimensional system is given by uc = Cx and
Bx = −yc. Also in this case we obtain for α1, α2 > 0 that
|Bx|2 + |DcCx|2 & |(Hx)′(1)|2 + |(Hx)2(1)|2 + |(Hx)′1(0)|2 + |(Hx)1(0)|2
+ |(Hx)1(1)|2 + |(Hx)′1(1)|2
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and for the controller to be uniformly exponentially stable (and thus uniformly ex-
ponentially stabilising the infinite dimensional port-Hamiltonian system) we need to
ensure that σ(Ac) ⊆ C−0 . For α¯ := α1 + α2 + α3 > 0 and α4 > 0 one easily obtains
the eigenvalues
λ1,2 = − α¯
2
±
√
α¯2
4
− α4 ∈ C−0 .
Thus, this feedback law exponentially stabilises the system and solves the orientation
problem. In the original formulation this means that
∂2z
∂t2
(t, ζ) +
1
ρ
∂2
∂ζ2
(
EI
∂2z
∂ζ2
)
(t, ζ) = −ζΘtt(t), ζ ∈ (0, 1)
z(t, 0) =
∂y
∂ζ
(t, 0) = 0
− ∂
∂ζ
(
EI
∂2z
∂ζ2
)
(t, 1) = −α1zt(t, 1)(
EI
∂2z
∂ζ2
)
(t, 1) = −α2ztζ(t, 1)
Θtt(t) = (EIzζζ)(t, 0) + α1zt(t, 1) + α2ztζ(t, 1)
− α3Θ˙(t)− α4(Θ(t)−Θ∞)
for all t ≥ 0, uniformly exponentially converges in energy norm to the desired state
ω(ζ) = ω∞(ζ) = 0 and Θ = Θ∞.
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Chapter 6
Nonlinear Boundary
Feedback: the Static Case
We continue with the investigation of infinite-dimensional linear port-Hamiltonian
systems with dissipative boundary conditions and generalise the results of Chapter 3
and Chapter 4 to the case where the static boundary feedback operatorK ∈ FNd×Nd
is replaced by an m-monotone map φ : FNd ⇒ FNd. Since in Chapter 4 and the cor-
responding original article [AuJa14] the Arendt-Batty-Lyubich-Vu˜ Theorem and the
Gearhart-Greiner-Pru¨ss Theorem, which both only hold for the case of linear evolu-
tion equations, have been used as main tools we need to find alternative methods to
tackle the nonlinear feedback situation. We stress that the infinite-dimensional sys-
tem in principle remains linear, i.e. we do not consider nonlinear port-Hamiltonian
systems for which the Hamiltonian energy functional is non quadratic. However,
since the feedback in the new situation is nonlinear we consider the equations in
the framework of nonlinear contraction semigroups (see, e.g. [Mi92] and [Sh97]) in-
stead of the easier framework of linear semigroups, following ideas similar to those
in [Tr14] for the generation theorem and then exploiting ideas which had actually
been used in [Ch+87] and in the linear situation for stability properties. We also
point out that the approach of [Vi07] and [Vi+09], where N = 1 and linear feed-
back had been considered, may be used as well to obtain stability results for both
the static and dynamic scenario to be investigated in Chapter 7, also see [Le14].
Its drawback is that this method is most likely restricted to the case N = 1 and
therefore for higher order port-Hamiltonian systems with N ≥ 2 another approach
is needed.
One possible motivation to consider linear port-Hamiltonian systems with nonlinear
boundary feedback is the following. We may think of φ : FNd ⇒ FNd as being an
almost linear feedback control operator, for which its perturbation from the linear
case is quite small. Then one would expect that for stabilising purposes this feed-
back should stabilise in about the same way as a perfectly linear controller would do.
Therefore, the following results show that to some extend nonlinear perturbations
from the linear case do not harm the stabilisation properties. A word of caution. In
some cases the (usually finite dimensional) control systems considered here actually
include both a finite dimensional controller and a finite dimensional control target
which are connected mechanically via a beam modelled by a infinite-dimensional
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port-Hamiltonian system, e.g. a wave equation, a Timoshenko beam model or a
Euler-Bernoulli beam equation, see e.g. [Le14]. Therefore, the terminology control
system should not be taken too literally when it comes to applications.
6.1 The Generation Theorem – Static, Nonlinear
Case
First we generalise the generation theorem for port-Hamiltonian systems with linear
dissipative boundary conditions to linear port-Hamiltonian systems with nonlinear
dissipative boundary conditions. The strategy is very similar to the linear case, the
main differences being the following. On the one hand the Lumer-Phillips Theorem
2.2.7 is restricted to the linear case, so we need an adequate replacement. Here the
Komura-Kato Theorem 2.2.29 does the job, so that again we only need to show that
the operator A, which now inherits nonlinear boundary conditions, is m-dissipative
and in fact, as we will see, similar to the linear case, an m-dissipative boundary
feedback will lead to an m-dissipative operator. For this, in the linear case we
reduced the case of the generation theorem to the special case where H = I is
uniformly the identity matrix, i.e. the identity on X as multiplication operator. To
do this also in the nonlinear case, the relevant Lemma 3.3.5 has to be formulated
in a nonlinear version. This is established by the following result.
Lemma 6.1.1. Let X be a Hilbert space and A : D(A) ⊆ X ⇒ X be a dissipative,
possibly nonlinear and/or multivalued, map. Further assume that P ∈ B(X) is
coercive. If A−I is surjective, so is AP−I and therefore the map is AP : D(AP ) ⊆
XP ⇒ XP is m-dissipative on the space XP = X equipped with the inner product
〈·, ·〉XP := 〈·, P ·〉.
Remark 6.1.2. Note that this a very special and simple case of Theorem 2 in
[CaGu72]. Since the proof of Lemma 6.1.1 is quite elementary we give it neverthe-
less.
Proof of Lemma 6.1.1. First we show that the map AP is dissipative on XP .
Take any x and x′ ∈ D(AP ), y ∈ AP (x) and y′ ∈ AP (x′). Then Px, Px′ ∈ D(A),
y ∈ A(Px) and y′ ∈ A(Px′), so that
Re 〈x− x′, y − y′〉P = Re 〈Px− Px′, y − y′〉 ≤ 0.
This establishes the dissipativity of AP . For the moment let us assume that
‖P − I‖ < 12 . Then from Neumann’s series we conclude that the inverse of P ∈B(X) exists and that its norm respects the inequality ∥∥P−1∥∥ ≤ 11−‖P−I‖ < 11− 12 = 2
so that
‖P − I‖ ∥∥P−1∥∥ =: ρ ∈ (0, 1).
We show that for any given f ∈ X there is x ∈ D(AP ) such that
(AP − I)(x) 3 f
which is equivalent to the problem
(AP − P )(x) 3 f + (I − P )x,
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or, since (A− I)−1 exists,
x = Φf (x) := P
−1(A− I)−1 (f + (I − P )x) .
We show that the map Φf : X → X is a strict contraction and therefore admits a
unique fixed point xf =: (AP −I)−1f . In fact, we have for every x and x′ ∈ X that
‖Φf (x)− Φf (x′)‖
≤ ∥∥P−1∥∥∥∥(A− I)−1(f + (I − P )x)− (A− I)−1(f + (I − P )x′)∥∥
≤ ∥∥P−1∥∥ ‖(f + (I − P )x)− (f + (I − P )x′)‖
≤ ∥∥P−1∥∥ ‖I − P‖ ‖x− x′‖ = ρ ‖x− x′‖
where we used Remark 2.2.22 in the second step. Therefore, Φf is a strict contrac-
tion and the Strict Contraction Principle Proposition 2.1.12 gives a unique solution
xf =: (AP − I)−1f . In the second step we remove the restriction on P . Namely
thanks to Proposition 2.1.13 there are a number n ∈ N and a coercive operator
Q = P 1/n ∈ B(X) such that ‖I −Q‖ < 12 and P = Qn. Note that for all the norms
induced by the inner products
〈·, ·〉k := 〈·, Qk·〉, k = 0, 1, . . . , n.
we have that
‖I −Q‖2k = sup
x 6=0
‖(I −Q)x‖2k
‖x‖2k
= sup
x 6=0
〈(I −Q)x,Qk(I −Q)x〉
〈x,Qkx〉
= sup
x 6=0
〈(I −Q)Qk/2x, (I −Q)Qk/2x〉
〈Qk/2x,Qk/2x〉
= ‖I −Q‖2
where Qk/2 may be given by Proposition 2.1.13 (if k is odd). Writing
AP − I = (AQn−1)Q− I
the general case follows by induction using the spacesXk := (X, ‖·‖k), k = 0, 1, . . . , n.
Above we have seen that that since ‖I −Q‖k < 12 whenever AQk is m-dissipative
on Xk that AQ
k+1 is m-dissipative on Xk+1 (k = 0, 1, . . . , n − 1) and therefore
AP = AQn is m-dissipative on XP = Xn.
In our particular situation P = H is the Hamiltonian density multiplication opera-
tor, just as in the linear situation.
Theorem 6.1.3. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system. Assume that φ : FNd ⇒ FNd is a (possibly multi-valued, nonlinear) m-
monotone map. Then the (single-valued) operator
A = A|D(A)
D(A) = {x ∈ D(A) : Bx ∈ −φ(Cx)}
is m-dissipative and therefore it generates a strongly continuous contraction semi-
group (S(t))t≥0 on X = L2(0, 1;Fd) which is equipped with the inner product
〈·, ·〉X = 〈·,H·〉L2 .
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Remark 6.1.4. Note that for the case N = 1 a characterisation of m-dissipative
boundary conditions yielding an m-dissipative operator A has been given in Theorem
5.4 of [Tr14]. Also note the more general result Theorem 3.1 therein.
Proof. From Lemma 6.1.1 we know that it suffices to consider the case where
H = I equals the identity. Also note that there is x0 ∈ D(A) 6= ∅ which can
be constructed by taking any (u, y) ∈ FNd such that u ∈ −φ(y) and then taking
x0 ∈ H1(0, 1;Fd) such that
(
Bx
Cx
)
= ( uy ), cf. Lemma 3.2.19. This implies that
x0 + C
∞
c (0, 1;Fd) ⊆ D(A) is a dense subset of X = L2(0, 1;Fd). Clearly A is
dissipative since for every x and x˜ ∈ D(A) we have
Re 〈Ax−Ax˜, x− x˜〉L2 = Re 〈A(x− x˜), x− x˜〉L2
≤ Re 〈Bx−Bx˜,Cx− Cx˜〉FNd ≤ 0
using that Bx ∈ −φ(Cx), Bx˜ ∈ −φ(Cx˜) and φ is monotone. It remains to show
that ran (I −A) = X, i.e. for every f ∈ X we have to find x ∈ D(A) such that
(I − A)x = f
Bx ∈ −φ(Cx).
From Lemma 3.2.24 we know that all solutions of the first of these equations have
the form
x = Φ(1)f + Ψ(1)Bx
Cx = F (1)f +G(1)Bx
and the problem thus reduces to finding u = Bx and y = Cx such that
u = G(1)−1y −G(1)−1F (1)f ∈ −φ(y),
i.e. (G(1)−1 + φ)(y) 3 G(1)−1F (1)f . Since φ is m-monotone and Sym G(1)−1 is
coercive by Lemma 3.2.24, also φ + G(1)−1 − εI is m-monotone by Lemma 2.2.23
for some small ε > 0. We conclude that there is a (unique) y ∈ FNd such that
for u := G(1)−1y −G(1)−1F (1)f one has u ∈ −φ(y) and hence there is a (unique)
x ∈ D(A) with f ∈ (I − A)(x). We have shown that A is m-dissipative and the
assertion therefore follows from the Komura-Kato Theorem 2.2.29.
6.2 Exponential Stability: the Case N = 1
In the preceding section we established the generation theorem for nonlinear dis-
sipative boundary feedback. Next, we generalise the stabilisation results from the
linear case to the situation of nonlinear boundary feedback. We start with the case
N = 1, i.e. A = P1(H·)′+P0(H·) on D(A) = {x ∈ L2(0, 1;Fd) : Hx ∈ H1(0, 1;Fd)}.
Also we always assume that H and P0 are Lipschitz continuous, which also have
been assumptions for the stabilisation theorems via linear feedback.
We aim to prove the following uniform exponential stability result.
Theorem 6.2.1. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system and φ : Fd ⇒ Fd be an m-monotone map with 0 ∈ φ(0). For the nonlinear
operator
A := A|D(A), D(A) := {x ∈ D(A) : Bx ∈ −φ(Cx)}
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assume that there is κ > 0 such that
Re 〈Ax, x〉X ≤ −κ(x∗Hx)(1), x ∈ D(A).
Then A generates a strongly continuous contraction semigroup (S(t))t≥0 with glob-
ally exponentially stable equilibrium 0, i.e. there are constants M ≥ 1 and ω < 0
such that
‖S(t)x‖X ≤Meωt ‖x‖X , x ∈ X, t ≥ 0.
Remark 6.2.2. If φ ∈ B(U) = Fd×d is linear this is exactly Theorem 4.1.5. We
actually give two proofs of this result. The first one is based on the idea of proof
for the linear version of this result in [Vi+09] and the Ph.D. thesis [Vi07], here
we refer to the same proof in [JaZw12]. That sideways energy estimate (or, final
observability estimate) already originates back to [RaTa74] and had also been used
in [CoZu95], both times in the linear scenario. Afterwards we give a proof which is
based on the Lyapunov technique proof of Theorem 4.1.5.
“Sideways energy estimate”-based proof of Theorem 6.2.1. The proof of
Lemma 9.1.2 in [JaZw12] extends straight-forward to the situation with nonlinear
boundary feedback, see Lemma 4.1.1.
Lemma 6.2.3. (See Lemma 4.1.1.) Assume that H ∈W 1∞(0, 1;Fd×d). Then there
are constants c, τ > 0 such that for every solution x ∈ W 1∞,loc(R+;L2(0, 1;Fd)) ∩
L∞,loc(R+;D(A)) of x˙ = Ax with non-increasing ‖x(t)‖X we have
‖x(τ)‖2L2 ≤ c
∫ τ
0
|(Hx)(t, 1)|2 dt.
Thus, there are constants c > 0 and τ > 0 such that for every x0 ∈ D(A) and
x := S(·)x0 ∈W 1∞(R+;X) ∩ L∞(R+;D(A)) the estimate
‖x(τ)‖2X ≤ c
∫ τ
0
〈x(t, 1), (Hx)(t, 1)〉Fddt
holds true. Then
‖x(τ)‖2X − ‖x0‖2X =
∫ τ
0
Re 〈Ax(t), x(t)〉Xdt
≤ −κ
∫ τ
0
〈x(t, 1), (Hx)(t, 1)〉Fddt
≤ −κ
c
‖x(τ)‖2X
and hence ‖S(τ)x0‖X ≤
√
c
c+k ‖x0‖X , and since D(A) is dense in X this implies
that this inequality actually holds for all x0 ∈ X. From time invariance of the
problem and the semigroup property it follows, with R 3 s 7→ bsc := max{n ∈ Z :
n ≤ s} ∈ Z denoting the floor function,
‖S(t)x0‖X =
∥∥∥S(τ)b tτ cS(t− τbt/τc)x0∥∥∥
X
≤
(√
c
c+ k
)b tτ c
‖x0‖X
≤
√
c+ k
c
e−
t
2τ ln(
c+k
c ) ‖x0‖X , t ≥ 0, x0 ∈ X.
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As a result, 0 is a globally uniformly exponentially stable equilibrium of (S(t))t≥0.
Lyapunov technique proof of Theorem 6.2.1. We use Proposition 4.3.8 and
proceed just as in the corresponding proof of the linear version of the theorem. This
proposition provides us with a function q : X → R such that for every bounded
Lipschitz-continuous function x the function q(x) is bounded and Lipschitz contin-
uous and satisfies the estimate
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c |(Hx)(t, 0)|2 , a.e. t ≥ 0.
Then we use the following general result.
Proposition 6.2.4. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system and A be the m-dissipative operator, resulting from the dissipative feedback
Bx ∈ −φ(Cx) for some m-monotone map φ : D(φ) ⊆ FNd ⇒ FNd with 0 ∈ φ(0).
Further assume that
Re 〈Ax, x〉X ≤ −κ
(
|Bx|2 + |ΠCx|2
)
, x ∈ D(A)
for some orthogonal projection Π ∈ FNd×Nd. If there is q : X → R such that
|q(x)| ≤ cˆ ‖x‖2X (x ∈ X) and for all solutions x ∈ W 1∞(R+;X) ∩ L∞(R+;D(A)) of
x˙ = Ax one has q(x) ∈W 1∞(R+) and
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|Bx(t)|2 + |ΠCx(t)|2
)
, a.e. t ≥ 0,
then 0 is a globally uniformly exponentially stable equilibrium of (S(t))t≥0, i.e. there
are constants M ≥ 1 and ω < 0 such that
‖S(t)x0‖X ≤Meωt ‖x0‖X , x0 ∈ X, t ≥ 0.
Proof. Take any x0 ∈ D(A) and let x = S(·)x0 ∈W 1∞(R+;X)∩L∞(R+;D(A)) be
the solution of the nonlinear abstract Cauchy problem, so that q(x) ∈ W 1∞(R+;R)
is Lipschitz continuous. Define the functional
Φ(t) := t ‖x(t)‖2X + q(x(t)), t ≥ 0.
We conclude that Φ ∈ W 1∞,loc(R+;R) is locally Lipschitz continuous and for a.e.
t ≥ 0 we have
d
dt
Φ(t) = ‖x(t)‖2X + 2tRe 〈Ax(t), x(t)〉X +
d
dt
q(x(t))
≤ (c− 2κt)
(
|Bx(t)|2 + |ΠCx(t)|2
)
and therefore Φ does not increase on [t0,∞) where t0 := c2κ > 0 is independent
of the initial value x0 ∈ D(A). Using that q(x) ≤ cˆ ‖x‖2X and that the semigroup
(S(t))t≥0 is contractive with S(·)0 ≡ 0, we then obtain the estimate
t ‖x(t)‖2X = Φ(t)− q(x(t)) ≤ Φ(t0) + cˆ ‖x(t)‖2X
= t0 ‖x(t0)‖2X + q(x(t0)) + cˆ ‖x(t)‖2X
≤ (t0 + cˆ) ‖x0‖2X + cˆ ‖x(t)‖2X , t ≥ 0
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so that for t > max{t0, cˆ} we obtain the estimate
‖S(t)x0‖X ≤
√
t0 + cˆ
t− cˆ ‖x0‖X .
As a consequence there is τ > 0 such that
‖S(τ)x0‖X ≤ ρ ‖x0‖X
for some ρ ∈ (0, 1) and all x0 ∈ D(A). Since D(A) ⊆ X is dense and S(τ) ∈
C(X;X) we deduce that the same estimate holds even for all x0 ∈ X which by time
invariance implies that 0 is a globally uniformly exponentially stable equilibrium,
cf. the conclusion of the first proof of Theorem 4.1.5.
6.3 Stabilisation: the Case N > 1
The idea of this section is to obtain stability results similar to those for the static
case, this time in the dynamic controller setup. We start with the generalisation of
Theorem 4.2.2 to the case of nonlinear static feedback stabilisation.
Theorem 6.3.1. Assume that S = (A,B,C) is an impedance passive port-Hamiltonian
system of order N ∈ N and let φ : D(φ) ⊆ FNd ⇒ FNd be m-monotone and such
that 0 ∈ φ(0). For the operator
A = A, D(Aφ) = {x ∈ D(A) : −Bx ∈ φ(Cx)}
assume that there is R : D(A) → H (for some Hilbert space X) such that the pair
(A, R) has property ASP and such that
Re 〈Ax, x〉X ≤ −p(‖Rx‖H), x ∈ D(A)
for some p : R+ → R+ with p > 0 on (0,∞). Then A generates a strongly contin-
uous (nonlinear) contraction semigroup (S(t))t≥0 on X and 0 is a globally asymp-
totically stable equilibrium for (S(t))t≥0.
Proof. In view of Theorem 2.2.32 we remark that D(A) = X is convex and since
(I−A)−1 : X → X is a contractive mapping from X into the domain D(A) ⊆ D(A)
which is compactly embedded into X, it maps bounded sets to precompact sets.
Since 0 ∈ φ(0), clearly 0 ∈ D(A) and A(0) = {0}. Let x0 ∈ D(A) be arbitrary,
so that by Theorem 2.2.32 the solution S(·)x0 ∈ W 1∞(R+;X) ∩ L∞(R+;D(A))
converges to a compact, S(·)-invariant set C which is included in D(A) and for
which (S(t)|C)t≥0 extends to an isometric group on lin C and such that C ⊆ {z0 ∈
X : ‖z‖ = r} for some r ≥ 0. In particular, for every z0 ∈ C ⊆ D(A) we have
0 = Re 〈Az0, z0〉X ≤ −p(‖Rz0‖H)
and it follows that Rz0 = 0 for every z0 ∈ C, so that for every z0 ∈ C, the function
z = S(·)z0 = TC(·)z0 is a solution of the problem
d
dt
z(t) = Az(t)
Rz = 0, t ≥ 0
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and hence also Rz0 = 0 for every z0 ∈ AC , the infinitesimal generator of the
isometric group (TC(t))t≥0 on C. It follows that for every β ∈ R and z0 ∈ ker(AC−
iβ) one also has Rz0 = 0, but then ker(AC − iβ) = {0} for every β ∈ R, so that
iR ∩ σp(AC) = ∅. Then (TC(t))t≥0 is both isometric and asymptotically stable
thanks to Corollary 2.2.16, so that C = {0} must be the null space, and hence the
semigroup (S(t))t≥0 has a globally asymptotically stable equilibrium at 0 ∈ X.
Remark 6.3.2. The idea to use Theorem 2.2.32 for asymptotic stability has been
taken from the proof of Lemma 2.1 in [FeShZh98], although it probably had been
already applied for similar problems before.
Next we investigate uniform exponentially stability. Unfortunately there is no non-
linear generalisation of the Gearhart-Greiner-Pru¨ss-Huang Theorem 2.2.17 avail-
able, so that we have to employ other methods. Our results are based on the idea
which we used for the (Lyapunov technique) proof of Theorem 6.2.1, where we took
x0 ∈ D(A) and for x = S(·)x0 and some suitable η ∈ C1([0, 1];R) defined
Φ(t) = t ‖x(t)‖2X + 〈x(t), ηP−11 x(t)〉L2 .
Stabilisation of Second Order Systems. We aim for a generalisation of Theo-
rem 6.2.1 to the case where
Ax = P2(Hx)′′ + P1(Hx)′ + P0(Hx)
is a port-Hamiltonian operator of second order (N = 2). Again we assume that
H and P0 are Lipschitz continuous. For the case of (static and dynamic) linear
feedback stabilisation of Chapter 4 and Chapter 5, also see [AuJa14], we proved
uniform exponential stability under the assumption that
|(Hx)(0)|2 + |(Hx)′(0)|2 + |Π(Hx)(1)|2 + |(I −Π)P2(Hx)′(1)|2 . |Bx|2 + |ΠCx|2
for all x ∈ D(A) and some orthogonal projection Π : Fd → Fd and sufficient stability
and passivity conditions on the linear control system, e.g. internally stable and
SIP. Of course, the proof there used the Gearhart-Greiner-Pru¨ss Theorem, so lacks
any possible generalisation to the nonlinear scenario. However, for the Lyapunov
technique Proposition 6.2.4 amounts to finding a suitable q ∈ C1(X;R) satisfying
the assumptions of Proposition 6.2.4. This had already been done in Section 4.3
under the additional assumption that H is constant and P0, P1 = 0 equal the zero
matrix. Here we extend that result to the case that P0, P1 6= 0 may not vanish, but
are sufficiently small compared to P2 at least.
We will use the following notation. For a symmetric matrix M = M∗ we denote by
Pos (M) and Neg (M) its positive and negative semi-definite part, defined via the
LDL-decomposition (a variant of the Cholesky decomposition) of M as
M = LDL∗
where L is a unitriangular matrix and D = D+ + D− is a diagonal matrix and
D± are the diagonal matrices with positive and negative diagonal entries of D,
respectively. Then we set Pos (M) := LD+L
∗ and Neg (M) := LD−L∗. More
general, for arbitrary quadratic matrices M we set Pos (M) := Pos (Sym M) and
Neg (Sym M).
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Lemma 6.3.3. Let S = (A,B,C) be an impedance passive port-Hamiltonian system
of order N = 2. Further assume that
1. H is constant and P0, P1 are small compared to P2, i.e.
2 >
∥∥Neg (P−12 P1)∥∥+ 1√
2
∥∥P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 ∥∥
+
1
2
∥∥(P−12 P0)∗P−12 P0∥∥ (6.1)
or
2. H′, P0 and P1 satisfy the following smallness condition,
2 >
∥∥(H′H−1 + Neg (P−12 P1H)H−1)(ζ − 1)∥∥L∞(0,1;Fd×d)
+
1√
2
∥∥(P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 )(ζ − 1)∥∥L∞(0,1;Fd×d)
+
1
2
∥∥((P−12 P0)∗P−12 P0)(ζ − 1)∥∥L∞(0,1;Fd×d) (6.2)
or, more general,
3. there is a scalar function η ∈ C2([0, 1];R) with η(1) = 0 and such that
2η′ ≥ ε+ ∥∥H′H−1 + Neg (P−12 P1H)H−1∥∥L∞(0,1;Fd×d)
1√
2
∥∥−η′′ + (P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 )η∥∥L∞(0,1;Fd×d)
+
1
2
∥∥(P−12 P0)∗P−12 P0η∥∥L∞(0,1;Fd×d)
for some ε > 0.
Then there is q : X → R+ such that |q(x)| ≤ cˆ ‖x‖2X (x ∈ X) and for all solutions
x ∈W 1∞(R+;X)∩L∞(R+;D(A)) of x˙ = Ax the function q(x) lies in W 1∞(R+) with
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|(Hx)(t, 0)|2 + |(Hx)′(t, 0)|2 + |(Hx)(t, 1)|2
)
for a.e. t ≥ 0.
Proof. Define
q(x) := Re 〈x, ηP−12
∫ ·
0
x(ξ)dξ〉L2
− 1
2
〈P−12
∫ ·
0
x(ξ)dξ, ηP1P
−1
2
∫ ·
0
x(ξ)dξ〉L2 , x ∈ X (6.3)
where η ∈ C∞([0, 1];R) is a scalar function to be chosen suitable later on. Then
for every x ∈ W 1∞(R+;X) ∩ L∞(R+;D(A)) with x˙ = Ax we obtain (omitting the
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parameter t for brevity and employing Lemma 4.3.2) that
d
dt
q(x)
= Re 〈P2(Hx)′′, ηP−12
∫ ·
0
x(ξ)dξ〉L2 + Re 〈x, η
∫ ·
0
(Hx)′′(ξ)dξ〉L2
+ Re 〈P1(Hx)′ + P0(Hx), ηP−12
∫ ·
0
x(ξ)dξ〉L2
+ Re 〈x, ηP−12
∫ ·
0
P1(Hx)′(ξ) + P0(Hx)(ξ)dξ〉L2
− Re 〈
∫ ·
0
(Hx)′′(ξ)dξ, ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
− Re 〈P−12
∫ ·
0
P1(Hx)′(ξ) + P0(Hx)(ξ)dξ, ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
= 2 Re 〈(Hx)′, ηx〉L2 + Re 〈(Hx)′, η′
∫ ·
0
x(ξ)dξ〉L2
− Re η(1)〈(Hx)′(1),
∫ 1
0
x(ξ)dξ〉Fd − Re 〈(Hx)′(0), ηx〉L2
+ Re 〈P1(Hx)′, ηP−12
∫ ·
0
x(ξ)dξ〉L2 + Re 〈x, η
∫ ·
0
P−12 P1(Hx)′(ξ)dξ〉L2
− Re 〈
∫ ·
0
x(ξ)dξ, ηP−12 P0(Hx)〉L2 + Re 〈x, ηP−12 P0
∫ ·
0
(Hx)(ξ)dξ〉L2
− Re 〈P1(Hx)′, ηP−12
∫ ·
0
x(ξ)dξ〉L2 + Re 〈P1(Hx)′(0), ηP−12
∫ ·
0
x(ξ)dξ〉L2
− Re 〈P−12 P1(Hx), ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
+ Re 〈P−12 P1(Hx)(0), ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
− Re 〈
∫ ·
0
P−12 P0(Hx)(ξ), ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
= 〈(ηH′ − 2η′H)x, x〉L2 + [〈x(ζ), (ηH)(ζ)x(ζ)〉Fd ]10
− Re 〈Hx, η′′
∫ ·
0
x(ξ)dξ〉L2 + η′(1) Re 〈(Hx)(1),
∫ 1
0
x(ξ)dξ〉Fd
− η(1) Re 〈(Hx)′(1),
∫ 1
0
x(ξ)dξ〉Fd − Re 〈x, η(Hx)′(0)〉L2
+ Re 〈x, ηP−12 P1(Hx)〉L2 − Re 〈x, ηP−12 P1(Hx)(0)〉L2
− Re 〈
∫ ·
0
x(ξ)dξ, ηP−12 P0(Hx)〉L2 + Re 〈x, ηP−12 P0
∫ ·
0
(Hx)(ξ)dξ〉L2
+ Re 〈P1(Hx)′(0), ηP−12
∫ ·
0
x(ξ)dξ〉L2
− Re 〈P−12 P1(Hx), ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
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+ Re 〈P−12 P1(Hx)(0), ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
− Re 〈
∫ ·
0
P−12 P0(Hx)(ξ), ηP1P−12
∫ ·
0
x(ξ)dξ〉L2
≤ 〈(εH+ ηH′ − 2η′H+ ηRe (P−12 P1H))x, x〉L2
+ Re 〈Hx, (−η′′ + P ∗0 P−12 η + P−12 P0η − P1P−12 P1P−12 η)
∫ ·
0
x(ξ)dξ〉L2
− Re 〈P−12 P0
∫ ·
0
Hx(ξ), ηP−12 P0
∫ ·
0
x(ξ)dξ〉L2
+ cε,η
(
(1 + |η(0)|2) |(Hx)(0)|2 + |(Hx)′(0)|2
+ |η(1)|2 |(Hx)(1)|2 + |η′(1)|2 |(Hx)(1)|2
)
(6.4)
for every ε > 0 and a constant cε,η > 0 which may depend on ε > 0 and η, but
which is independent of x. We now estimate in the following ways. On the one
hand
Re 〈Hx, (−η′′ + P ∗0 P−12 η + P−12 P0η + P−12 P0η − P1P−12 P1PO−12 η)
∫ ·
0
x(ξ)dξ〉L2
≤ ‖Hx‖L2
∥∥−η′′ + (P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 )η∥∥L∞(0,1;Fd×d)
∥∥∥∥∫ ·
0
x(ξ)dξ
∥∥∥∥
L2
≤ ‖Hx‖L2
∥∥−η′′ + (P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 )η∥∥L∞(0,1;Fd×d) 1√2 ‖x‖L2
and on the other hand
− Re 〈P−12 P0
∫ ·
0
(Hx)(ξ)dξ, ηP−12 P0
∫ ·
0
x(ξ)dξ〉L2
≤ ∥∥(P−12 P0)∗P−12 P0η∥∥L∞(0,1;Fd×d)
∥∥∥∥∫ ·
0
(Hx)(ξ)dξ
∥∥∥∥
L2
∥∥∥∥∫ ·
0
x(ξ)dξ
∥∥∥∥
L2
≤ ∥∥(P−12 P0)∗P−12 P0η∥∥L∞(0,1;Fd×d) 12 ‖Hx‖L2 ‖x‖L2 .
Therefore,
d
dt
q(x)
≤ 〈[ε− 2η′ + η(H′H−1 + 2 Re (P−12 P1H)H−1)]Hx, x〉L2
−
[∥∥−η′′ + (P ∗0 P−12 + P−12 − P1P−12 P1P−12 )η∥∥L∞(0,1;Fd×d)√
2
+
∥∥(P−12 P0)∗P−12 P0η∥∥L∞(0,1;Fd×d)
2
]
‖Hx‖L2 ‖x‖L2
We write Neg M for the negative semi-definite part of a matrix M and with this
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notation need to show that
2η′ ≥ ε+ ∥∥H′H−1 + Neg (P−12 P1H)H−1∥∥L∞(0,1;Fd×d)
+
1√
2
∥∥−η′′ + (P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 )η∥∥L∞(0,1;Fd×d)
+
1
2
∥∥(P−12 P0)∗P−12 P0η∥∥L∞(0,1;Fd×d)
for a suitable choice of the scalar function η. In particular, for the choice η(ζ) = 1−ζ
we obtain the condition∥∥(H′H−1 + Neg (P−12 P1H)H−1)(ζ − 1)∥∥L∞(0,1;Fd×d)
+
1√
2
∥∥(P ∗0 P−12 + P−12 P0 − P1P−12 P1P−12 )(ζ − 1)∥∥L∞(0,1;Fd×d)
+
1
2
∥∥(P−12 P0)∗P−12 P0(ζ − 1)∥∥L∞(0,1;Fd×d)
< 2
The assertion follows.
Remark 6.3.4. As we have seen in Subsection 4.3.2 at least for the linear case
such conditions on H are not needed and therefore one would expect that the same
stability result should also hold for the case of nonlinear static feedback without any
restrictions on P0, P1 and H. Therefore, the previous result is not fully satisfactory
and it might be possible to find a reasoning which does not depend on smallness
conditions on P0, P1 and H′.
6.4 Stabilisation of the Euler-Bernoulli Beam
We investigate how the general result Proposition 6.2.4 may be used to design uni-
formly exponentially stabilising controllers for the Euler-Bernoulli Beam equation,
i.e. the dynamical system governed by the PDE
ρ(ζ)ωtt(t, ζ) + (EIωζζ)ζζ(t, ζ) = 0, ζ ∈ (0, 1), t ≥ 0. (6.5)
The energy of the system is given by
H(t) =
1
2
∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 + EI(ζ) |ωζζ(t, ζ)|2 dζ, t ≥ 0
and we have seen in Example 3.1.6 that for the choice
x =
(
x1
x2
)
:=
(
ρωt
ωζζ
)
, H =
( H1
H2
)
:=
(
ρ−1
EI
)
,
P2 =
( −P ∗
P
)
:=
( −1
1
)
and P0 = P1 = 0 equation (6.5) takes the port-Hamiltonian form
∂
∂t
x(t, ζ) = P2
∂2
∂ζ2
Hx(t, ζ) =: (Ax(t))(ζ), ζ ∈ (0, 1), t ≥ 0.
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Note that
Re 〈Ax, x〉X = Re [〈(H1x1)′(ζ), (H2x2)(ζ)〉F − 〈(H1x1)(ζ), (H2x2)′(ζ)〉F]10
=ˆ Re [〈ωtζ(ζ), (EIωζζ)(ζ)〉F − 〈ωt(ζ), (EIωζζ)ζ(ζ)〉F]10
for all x =ˆ (
ρωt
ωζζ ) ∈ D(A). From here, several choices of B and C are possible to
make S = (A,B,C) an impedance passive port-Hamiltonian Boundary Control
and Observation System. In that case (and provided that ρ−1, EI ∈ L∞(0, 1) are
uniformly positive) for any m-monotone φ : D(φ) ⊆ F2 ⇒ F2 the operator A =
A|D(A), D(A) = {x ∈ D(A) : Bx ∈ −φ(Cx)} generates a s.c. contraction semigroup
on X = L2(0, 1;F2) (which is a C0-semigroup if φ ∈ F2×2 is linear). Lemma
6.3.3 gives some conditions under which the system can be uniformly exponentially
stabilised, however these conditions are rather strong and the proof of Lemma 6.3.3
does not take into account the additional structure of the Euler-Bernoulli beam, in
particular those of the matrices Pi. We therefore give a result analogous to Lemma
6.3.3 making use of the Euler-Bernoulli beam structure.
Lemma 6.4.1. Assume that S = (A,B,C) is an impedance passive second order
port-Hamiltonian system of the form
H =
( H1
H2
)
, P2 =
( −P ∗
P
)
, P1 = 0.
Further assume that Hi ∈ W 1∞(0, 1;Fd/2×d/2) (i = 1, 2) where d ∈ 2N is even, and
satisfies one of the following additional conditions.
1. There is η ∈ C2([0, 1];R) with η(1) = 0 such that
η′ ≤ −
(
|η|∥∥H′2H−12 ∥∥L∞ + ∥∥∥η′′√ζ∥∥∥L∞ +
∥∥∥η√ζP0∥∥∥
L∞
+ ε
)
η′ ≤ −
(
|η|∥∥H′1H−11 ∥∥L∞ + ∥∥∥η√ζP0∥∥∥L∞ + ε
)
.
for some ε > 0 (then: all ε > 0), or
2. the estimate
sup
{∥∥H′2H−12 ∥∥L∞ ,∥∥H′1H−11 ∥∥L∞}+ ∥∥∥√ζP0∥∥∥L∞ < 1
holds good.
Then there is q : X → R with |q(x)| ≤ cˆ ‖x‖2X (x ∈ X) such that for all solutions
x ∈W 1∞,loc(R+;X) ∩ L∞,loc(R+;D(A)) of x˙ = Ax one has q(x) ∈W 1∞,loc(R+) and
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|(Hx)(0)|2 + |(H1x1)′(0)|2 + |(H2x2)(1)|2
)
, a.e. t ≥ 0.
Remark 6.4.2. By symmetry, one also gets the following estimates (for properly
adjusted q : X → R) in Lemma 6.4.1.
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|(Hx)(1)|2 + |(H1x1)′(1)|2 + |(H2x2)(0)|2
)
,
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|(Hx)(0)|2 + |(H2x2)′(0)|2 + |(H1x1)(1)|2
)
,
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|(Hx)(1)|2 + |(H2x2)′(1)|2 + |(H1x1)(0)|2
)
.
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Proof of Lemma 6.4.1. This proof is based on the technique used in [Ch+87] for
a chain of Euler-Bernoulli beams with the particular boundary condition ωt(0) =
ωζ(0) = 0 at the left end. There both functions ρ and EI are constant on each
chain link, so that η(ζ) = 1− ζ can be used in what follows.
For the general case let η ∈ C2([0, 1];R) which we choose at a later point and define
q(x) := Re 〈x1, ηP−1
∫ ·
0
x2(ξ)dξ〉, x = (x1, x2) ∈ X.
First consider the case P0 = 0. Note that for P0 6= 0 additional terms have to be
taken into consideration, so that the conditions in the lemma have to be adjusted
accordingly. Then for every solution x ∈ W 1∞(R+;X) ∩ L∞(R+;D(A)) of x˙ = Ax
we have (using Lemma 4.3.2 again)
d
dt
q(x)
= Re 〈P−∗x1,t, η
∫ ·
0
x2(ξ)dξ〉L2 + Re 〈x1, η
∫ ·
0
P−1x2,t(ξ)dξ〉L2
= −Re 〈(H2x2)′′, η
∫ ·
0
x2(ξ)dξ〉L2 + Re 〈x1, η
∫ ·
0
(H1x1)′′(ξ)dξ〉L2
= Re 〈(H2x2)′, ηx2〉L2 + Re 〈(H2x2)′, η′
∫ ·
0
x2(ξ)dξ〉L2
− Re 〈η(1)(H2x2)′(1),
∫ 1
0
x2(ξ)dξ〉Fd/2
+ Re 〈x1, η(H1x1)′〉L2 − Re 〈ηx1, (H1x1)′(0)〉L2
= −1
2
〈x2, ((ηH2)′ − 2ηH′2)x2〉L2 +
1
2
[〈x2(ζ), (ηH2)(ζ)x2(ζ)〉Fd/2 ]10
− Re 〈H2x2, η′′
∫ ·
0
x2(ξ)dξ〉L2 − Re 〈H2x2, η′x2〉L2
+ Re 〈η′(1)(H2x2)(1),
∫ 1
0
x2(ξ)dξ〉Fd/2 − Re 〈η(1)(H2x2)′(1),
∫ 1
0
x2(ξ)dξ〉Fd/2
− 1
2
〈x1, ((ηH1)′ − 2ηH′1)x1〉L2 +
1
2
[〈x1(ζ), (ηH1)(ζ)x1(ζ)〉Fd/2 ]10
− Re 〈ηx1, (H1x1)′(0)〉L2
≤ 1
2
〈(−η′ − ηH′2H−12 + ε)H2x2, x2〉L2
+
1
2
〈(−η′ + ηH′1H−11 + ε)H1x1, x1〉L2 − Re 〈H2x2, η′′
∫ ·
0
x2(ξ)dξ〉L2
+ cε
(
|η(1)(H2x2)′(1)− η′(1)(H2x2)(1)|2 + ‖η‖L∞ |(H1x1)′(0)|
2
+ |η(0)| |(H1x1)(0)|2 + |η(1)| |(H1x1)(1)|2
)
.
In case that P0 6= 0 we need to handle the additional terms
Re 〈(P0Hx)1, ηP−1
∫ ·
0
x2(ξ)dξ〉L2 + Re 〈x1, ηP−1
∫ ·
0
(P0Hx)2(ξ)dξ〉L2
≤
∥∥∥η√ζP0Hx∥∥∥
L2
‖x‖L2
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≤
∥∥∥η√ζP0∥∥∥
L∞
‖Hx‖L2 ‖x‖L2 .
We therefore need to find η such that η(1) = 0 and the following conditions hold
true.
η′ ≤ −
(
|η|∥∥H′2H−12 ∥∥L∞ + ∥∥∥η′′√ζ∥∥∥L∞ +
∥∥∥η√ζP0∥∥∥
L∞
+ ε
)
η′ ≤ −
(
|η|∥∥H′1H−11 ∥∥L∞ + ∥∥∥η√ζP0∥∥∥L∞ + ε
)
.
This gives the assertion of the lemma under the first condition on H. Under the
second condition simply choose η(ζ) = 1− ζ.
Theorem 6.4.3. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system of order N = 2 of Euler-Bernoulli type as in Lemma 6.4.1 and Mc : D(Mc) ⊆
Xc×FNd ⇒ Xc×FNd as in Assumption 7.3.2. Further assume that for some c′ > 0
and all (xc, uc) ∈ D(Mc), (zc, wc) ∈Mc(xc, uc)
‖xc‖2Xc + |Πuc|
2 ≤ c′
∣∣∣∣ΠFNd ( zcwc
)∣∣∣∣2 .
and
|(Hx)(0)|2 + |(H1x1)′(0)|2 + |(H2x2)(1)|2 . |Bx|2 + |ΠCx|2 , x ∈ D(A).
Then the interconnected map A from Theorem 7.1.4 generates a s.c. contraction
semigroup (S(t))t≥0 on X ×Xc with globally exponential stable equilibrium 0.
Proof. Combine Lemma 6.4.1 with Proposition 7.3.4.
6.5 Examples
We apply the abstract results for port-Hamiltonian systems to some particular
stabilisation examples.
Example 6.5.1 (Wave Equation). Consider the one-dimensional wave equation
ρωtt(t, ζ)− (EIωζ)ζ(t, ζ) = 0, ζ ∈ (0, 1), t ≥ 0
where EI, ρ ∈ L∞(0, 1) are uniformly positive, in particular also EI−1, ρ−1 ∈
L∞(0, 1). At the left end we assume conservative or dissipative boundary condi-
tions of the form
ωt(t, 0) = 0 or (EIωζ)(t, 0) ∈ f(ωt(t, 0)), t ≥ 0
where f : F ⇒ F is maximal monotone and f(0) 3 0, e.g. f could be single-
valued, continuous and non decreasing with f(0) = 0, in particular the case f = 0
(Neumann-boundary condition) is allowed. We further assume that on the right end
a (monotone) damper is attached to the system, so that the boundary condition is
given by
(EIωζ)(t, 1) ∈ −g(ωt(t, 1))
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where again g : F ⇒ F is maximal monotone with g(0) 3 0. Of course, the choice
f = g = 0 would lead to Neumann-boundary conditions on both sides for which the
system is known to be energy-preserving, in particular not strongly stable. Here as
usual the energy is given by
H(t) :=
∫ 1
0
ρ(ζ) |ωt(t, ζ)|2 + EI(ζ) |ωζ(t, ζ)|2 dζ.
As we have seen in Example 3.1.2 this model fits into our port-Hamiltonian setting
when we choose x = (ρωt, ωz), H = diag (ρ−1, EI) and P1 = ( 11 ) and P0 = 0. If
we additionally define the input and output map as
Bx =
( −(EIωζ)(0)
(EIωζ)(1)
)
=
( −(Hx)2(0)
(Hx)2(1)
)
Cx =
(
ωt(0)
ωt(1)
)
=
(
(Hx)1(0)
(Hx)1(1)
)
then the system S = (A,B,C) is impedance passive, since for the maximal port-
Hamiltonian operator A one has
Re 〈Ax, x〉X = Re (〈(Hx)1(1), (Hx)2(1)〉F − (Hx)1(0)(Hx)2(0)F) .
(Note that for the Dirichlet case ωt(t, 0) = 0 one has to exchange the first com-
ponents of B and C and then choose f = 0.) The corresponding port-Hamiltonian
operator A = A|D(A) (with nonlinear boundary conditions) is dissipative then, where
D(A) =
{
x ∈ L2(0, 1;F2) : Hx ∈ H1(0, 1;F2), (Hx)2(1) ∈ −g((Hx)1(1)),{
(Hx)1(0) = 0, (Dirichlet b.c.), or
(Hx)2(0) ∈ f((Hx)1(0)) (nonlinear Robin b.c.)
}
and we have at least
Re 〈Ax, x〉X ≤ −Re 〈(Hx)1(1), g0((Hx)1(1))〉F, x ∈ D(A).
Theorem 6.1.3 assures that A generates a nonlinear s.c. contraction semigroup on
X = L2(0, 1;F2) with inner product 〈·, ·〉X = 〈·, ·〉H. To have stability results we
need stronger assumptions on the damper, i.e. on the map g. First assume that
0 6∈ g(x) for all x ∈ F \ {0}. Then there is p : R+ → R+ with p > 0 on (0,∞) such
that
Re 〈x, g(x)〉F ≤ −p
(√
|x|2 + |g0(x)|2
)
, x ∈ R = D(g)
so that
Re 〈Ax, x〉X ≤ −p(|(Hx)(1)|2), x ∈ D(A)
and asymptotic stability follows from Theorem 6.3.1. Secondly (additionally to g
being m-monotone) assume that there even is κ > 0 such that κ−1 |x| ≤ |z| ≤ κ |x|
for all x ∈ F and z ∈ g(x) (i.e. in particular g(0) = {0}). Then we obtain the
dissipativity condition
Re 〈Ax, x〉X ≤ −κ˜ |(Hx)(1)|2 , x ∈ D(A)
where κ˜ := 12 min{κ, κ−1} and so Theorem 6.2.1 ensures uniform exponential stabil-
ity of the corresponding nonlinear semigroup. We refer to Example 3.3 in [CoLaMa90]
for sufficient conditions leading to asymptotic stability of the n-dimensional wave
equation on a smooth, bounded domain Ω ⊆ Rn.
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Example 6.5.2 (Boundary Stabilisation of the Timoshenko Beam Equation). Next
we consider the example of boundary feedback stabilisation of the Timoshenko beam
equation, see Example 3.1.6 for its port-Hamiltonian formulation. In the article
[FeShZh98] the authors considered the following nonlinear boundary stabilisation
approach.
ω(t, 0) = φ(t, 0) = 0
K(φ(t, 1)− ωζ)(t, 1) ∈ f(ωt(t, 1))
−(EIφζ(t, 1)) ∈ g(φt(t, 1))
where f, g : F → F are two m-monotone maps describing the nonlinear boundary
feedback. As we have seen in Example 4.5.4 the choice
Bx =

(H2x2)(0)
(H4x4)(0)
(H1x1)(1)
(H3x3)(1)
 =ˆ

ωt(t, 0)
φt(t, 0)
(K(φt − ωζ)(t, 1)
(EIφζ)(t, 1)

Cx =

−(H1x1)(0)
−(H3x3)(0)
(H2x2)(1)
(H4x4)(1)
 =ˆ

−(K(ωζ − φ))(t, 0)
−(EIφζ)(t, 0)
ωt(t, 1)
φ(t, 1)

leads to an impedance passive port-Hamiltonian system S = (A,B,C) in boundary
control and observation form. Hence, for the nonlinear boundary feedback
Bx ∈ −ψ(Cx) := − ({0}2 × f(C3x))× g(C4x)) =ˆ−(0, 0, f(ωt(t, 1), g(φt(t, 1)))
the corresponding port-Hamiltonian operator Aψ with nonlinear boundary conditions
is m-dissipative and therefore generates a nonlinear strongly continuous contraction
semigroup on X thanks to Theorem 6.1.3. Also we find from Theorem 6.2.1 that
whenever 0 ∈ f(0) ∩ g(0) and
Re 〈u, y〉 ≥ c |u|2 , u ∈ F, y ∈ f(u) or g(u)
for some c > 0 that
Re 〈Aψx, x〉 ≤ −σ |(Hx)(1)|2 , x ∈ D(Aψ)
and hence the s.c. contraction semigroup has 0 as globally uniformly exponentially
stable equilibrium, i.e.
H(t) ≤MeωtH(0), t ≥ 0
for constants M ≥ 1 and ω < 0 which do not depend on the initial value x0 ∈ X.
Example 6.5.3 (Dynamic Feedback Stabilisation of an Euler-Bernoulli Beam Equa-
tion). We consider the stabilisation procedure for the Euler-Bernoulli beam equation
as considered in the article [CoMo98]. There the authors investigated the following
two boundary feedback designs to stabilise the Euler-Bernoulli beam with clamped
end at one side and a damper at the other side where also a mass m ≥ 0 may be
attached.
ρωtt(t, ζ) + (EIωζζ)ζζ(t, ζ) = 0, t ≥ 0, ζ ∈ (0, 1)
ω(t, 0) = ωζ(t, 0) = 0, t ≥ 0
(EIωζζ)(t, 1) = 0
−(EIωζζ)ζ(t, 1) +mωtt(t, 1) = f(t)
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with the following choice for the control function f
f(t) := −αω(t, 1) + β(EIωζζ)tζ(t, 1), t ≥ 0 (6.6)
where the constants α, β ≥ 0 are chosen in such a way that α > 0 and β > 0 if
m > 0 and β = 0 if m = 0. Previously, for the case m > 0 and β = 0 it had been
already seen in [LiMa88] that this stabilisation design leads to asymptotic stability,
but is not enough for uniform exponential stability. Note that in [CoMo98] as well
as in [LiMa88] the authors only considered the uniform case, i.e. ρ = EI = 1,
whereas below will not impose that restriction and will assume that ρ,EI > 0 are two
uniformly positive and Lipschitz continuous functions on the interval [0, 1]. To begin
with we formulate the system for the cases m > 0 and m = 0 as port-Hamiltonian
systems with linear dynamic or static dissipative boundary feedback, respectively.
Using the representation (x1, x2) =ˆ(ρωt, ωζζ) and setting H = diag (ρ−1, EI) as in
Example 3.1.6 we find that the dynamics are equivalently described by
∂
∂t
x(t, ζ) = (Ax(t))(ζ) :=
∂2
∂ζ2
[ −1
1 0
]
(Hx)(t, ζ)
(H1x1)(t, 0) = (H1x1)′(t, 0) = (H2x2)(t, 0) = 0
−(H2x2)′(t, 1) +m(H1x1)t(t, 1) = −α(H1x1)(t, 1) + β(H2x2)tζ(t, 1)
Using the following boundary control and boundary observation maps
B1x = (H1x1)(t, 1) =ˆωt(t, 1)
C1x = −(H2x2)′(t, 1) =ˆ−(EIωζζ)ζ(t, 1)
B2x =
 (H1x1)(0)(H1x1)′(0)
(H2x2)(1)
 =ˆ
 ωt(t, 0)ωtζ(t, 0)
(EIωζζ)(t, 1)

C2x =
 (H2x2)′(0)−(H2x2)(0)
(H1x1)′(1)
 =ˆ
 (EIωζζ)ζ(t, 0)−(EIωζζ)(t, 0)
ωtζ(t, 1)

the system S = (A,B,C) becomes an impedance passive port-Hamiltonian system in
boundary control and observation form, see Example 4.5.5. Depending on whether
m = 0 or m > 0 the system (6.6) may be formulated as port-Hamiltonian system
with static (m = 0) or dynamic boundary feedback (m > 0).
1.) the case m = β = 0. This situation had been considered in Subsection
3.1 [CoMo98]. In our port-Hamiltonian language the feedback boundary condition
amounts to
B1x = −αC1x, B2x = 0 ∈ F3, x ∈ D(A) (6.7)
where α > 0, so that the corresponding operator
A = A|D(A), D(A) = {x ∈ D(A) : (6.7) holds}
is dissipative and therefore generates a contractive C0-semigroup (T (t))t≥0 on X.
Moreover,
|Bx|2 + |C1x|2 ≥ |(Hx)(1)|2 + |(H2x2)′(1)|2 + |(H1x1)(0)|2 + |(H1x1)′(0)|2
and then Corollary 4.2.10 says that the pair (A, R) for R = (B,C1) has property
ASP. Moreover, Proposition 4.3.19 (with 0 and 1 interchanged) states that the same
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pair (A, R) also has property AIEP. Hence, we deduce from Proposition 4.3.6 that
for linear feedback the resulting operator A generates a uniformly exponentially
stable C0-semigroup on X, for arbitrary uniformly strictly positive and Lipschitz
continuous ρ and EI. On the other hand, for a constant Hamiltonian density matrix
function H Lemma 6.4.1 implies that there is q : X → R with |q(x)| ≤ c ‖x‖2X (x ∈
X) such that
‖x(t)‖2X +
d
dt
q(x(t))
≤ c
(
|(Hx)(0)|2 + |(H1x1)′(0)|2 + |(H2x2)(1)|2
)
, a.e. t ≥ 0 (6.8)
for every mild solution x ∈W 1∞,loc(R+;X)∩L∞,loc(R+;D(A)) of ddtx = Ax. There-
fore, replacing the constant α > 0 by a a nonlinear m-monotone map φ : D(φ) ⊆
F⇒ F, by Theorem 6.1.3 the corresponding map
Ax = A|D(A)
D(A) = {x ∈ D(A) : B1x ∈ −φ(C1x), C2x = 0}
generates a s.c. contraction semigroup (S(t))t≥0 on X.
For asymptotic stability it is enough to demand that 0 ∈ φ(z) exactly for z = 0. If we
additionally assume that κ−1 |z| ∣∣φ0(z)∣∣ ≥ κ |z| for some κ > 0 and every z ∈ D(φ),
then we deduce from Proposition 6.2.4 that 0 is even a uniformly exponentially stable
equilibrium.
2.) the case m > 0 and β = 0. This situation had been considered (for the
constant parameter case) in the article [LiMa88]. In this situation the boundary
feedback is of dynamic form
B1x(t) +m(B1x)t(t) = −αC1x(t), B2x(t) = 0 ∈ F3, t ≥ 0 (6.9)
and therefore we extend the state space by a controller state space variable. We in-
troduce xc =ˆB1x on the controller state space Xc = F with inner product 〈xc, zc〉 :=
mxczc (xc, zc ∈ Xc). Additionally we choose uc = C2x and yc = −B1x and obtain
from equation (6.9) that the control system should have the form
d
dt
xc(t) = − α
m
xc(t)− 1
m
uc(t)
yc(t) = −xc(t), t ≥ 0.
Note that then Σc =
[
− αm − 1m−1 0
]
and input and output are collocated (w.r.t. the norm
‖·‖Xc on Xc and the usual Euclidean norm |·| on Uc = Yc = F) and the system also
is impedance passive
Re 〈Acxc +Bcuc, xc〉Xc − Re 〈Ccxc +Dcuc, uc〉Uc
= Re 〈−αxc − uc, xc〉F − Re 〈−xc, uc〉F
= −α |xc|2 = − α
m
‖xc‖2Xc
In particular, for the corresponding hybrid operator A on X ×Xc we have
Re 〈A(x, xc), (x, xc)〉X×Xc = −
α
m
‖xc‖2Xc . (6.10)
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The hybrid operator therefore generates a contractive C0-semigroup on the product
Hilbert space X ×Xc. Additionally we assume that ρ and EI are Lipschitz contin-
uous. Since the control system is not SIP we might only hope to employ our results
on SOP controllers. (Remark that uc = −xc, so that the control system is SOP,
indeed.) However, we do not know whether the pair
(A, R) = (A, ((Hx)(1), (H1x1)(0), (H1x1)′(0)))
has property ASP and consequently have to take the special structure into account
to find that σp(A) ∩ iR = ∅. Namely let β ∈ R and (x, xc) ∈ D(A) such that
iβ(x, xc) = A(x, xc). Then by (6.10) we obtain xc = 0 and hence also
B1x = −yc = xc = 0
C1 = uc = −(αxc +miβxc) = 0
so that Rx := (Bx,C1x) = 0. Thanks to Corollary 4.2.10 (with 0 and 1 in-
terchanged) the pair (A, R) has property ASP and it follows that also x = 0, so
(x, xc) = 0 and iβ ∈ iR cannot be an eigenvalue. Since A has compact resolvent
and this holds for every β ∈ R asymptotic stability follows from Corollary 2.2.16.
Since it had already been shown in [LiMa88] that (for the uniform, i.e constant
parameter, case) uniform exponential stability cannot hold true, we do not pursue
this topic for the non-uniform scenario with ρ,EI ∈W 1∞(0, 1), but only remark that
we have extended the asymptotic stability result of [LiMa88] to the situation of a
non-uniform beam. For a possible nonlinear dynamic generalisation we refer to the
next chapter.
3.) the case m > 0 and β > 0. If also β > 0 the controller state space has to be
adjusted by identifying
xc =ˆB1x+
m
β
C1x
and equipping Xc = F with the equivalent inner product
〈·, ·〉Xc = K〈·, ·〉F, where K =
β2
m+ αβ
> 0 (6.11)
so that we obtain the controller dynamics as
d
dt
xc(t) = − 1
β
xc(t)− 1
β
αβ −m
β2
uc(t)
yc(t) = −xc(t) + m
β
uc(t), t ≥ 0
i.e. Σc =
[
− 1β −αβ−mβ2
−1 mβ
]
and the feedback interconnection is again given by uc = C1x
and yc = −B1x. We then calculate for Σc:
Re 〈Acxc +Bcuc, xc〉Xc − Re 〈Ccxc +Dcuc, uc〉Uc
= Re 〈− 1
β
(
m
β
uc − yc)− 1
β
(α− m
β
)uc,K(
m
β
uc − yc)〉F − Re 〈yc, uc〉F
= −Km
β
(
m
β2
+
1
β
(α− m
β
)
)
|uc|2 − K
β
|yc|2
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+
(
Km
β2
+
K
β
(α− m
β
) +
Km
β2
− 1
)
Re 〈uc, yc〉
= −Kαm
β2
|uc|2 − K
β
|yc|2
for every (xc, uc) ∈ Xc × Uc and yc = Ccxc +Dcuc, so that
Re 〈A(x, xc), (x, xc)〉X×Xc ≤ −
Kαm
β2
|C1x|2 − K
β
|Bx|2
for every (x, xc) ∈ X × Xc, and since the control system is internally stable (ob-
viously σp(Ac) = {− 1β } ⊆ C−0 ) and the pair (A, (B,C1)) has properties ASP and
AIEP it follows uniform exponential stability from Proposition 5.2.2 and Theorem
5.2.4, which extends the stability results of [CoMo98] to the case of a non-uniform
Euler-Bernoulli beam equation.
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Chapter 7
Passivity Based Nonlinear
Dynamic Feedback
Stabilisation
The following chapter may be seen as the nonlinear version of Chapter 5 and at
the same time the dynamic feedback version of the preceding Chapter 6. In par-
ticular, we combine the ideas of these two chapters to also cover the combined
case: impedance passive port-Hamiltonian systems with dynamic nonlinear bound-
ary feedback. In contrast to the situation in Chapter 5 where the port-Hamiltonian
system S is interconnected by standard feedback interconnection Bx = −yc and
uc = Cx with the linear control system Σc = (Ac, Bc, Cc, Dc) with the dynamics(
d
dtxc(t)−yc(t)
)
=
[
Ac Bc
−Cc −Dc
](
xc(t)
uc(t)
)
, t ≥ 0
we replace the linear system Σc by a nonlinear controller Σ
nl
c . There are at least
two possible approaches to ensure well-posedness in the sense of existence of unique
solutions then. On the one hand we may try to employ the Contraction Principle
and find solutions as fix points of the corresponding system of integral equations,
i.e.
x(t) = T (t)x0 +
∫ t
0
T−1(t− s)Bu(s)ds,(
d
dtxc(t)−yc(t)
)
∈ N
(
xc(t)
uc(t)
)
u(t) = −yc(t)
uc(t) = y(t) = CT (t)x0 + C
∫ t
0
T−1(t− s)Bu(s)ds+Du(t), t ≥ 0
(see Section 7.2) where we considered the standard formulation (A,B,C,D), i.e.
d
dt
x(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t), t ≥ 0
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of the port-Hamiltonian system, in contrast to the boundary control and observation
form we have used throughout this thesis so far. Instead we first continue in similar
fashion as in the preceding Chapter 6 and look for conditions where the operator
arising from the feedback interconnection of the port-Hamiltonian system S =
(A,B,C) with a nonlinear controller Σnlc forms an m-dissipative operator on X×Xc.
In this sense we look for solutions which do not only have non-increasing energy,
but for which also the difference between two solutions is non-increasing, so that
the solutions naturally form a nonlinear strongly continuous contraction semigroup.
After that we are in the position to state some results on asymptotic and uniform
exponential stabilisation via dynamic nonlinear boundary feedback, see Section 7.3.
7.1 m-Dissipative Dynamic Control Systems
Let S = (A,B,C) be a port-Hamiltonian system of arbitrary order N ∈ N which
is assumed to be impedance passive throughout this section. In this section we
replace the static boundary feedback Bx ∈ −φ(Cx) from Chapter 6 by the feedback
interconnection Bx = −yc and uc = Cx with a nonlinear control system Σc of the
form (
∂
∂txc(t)−yc(t)
)
∈Mc
(
xc(t)
uc(t)
)
, t ≥ 0 (NLC)
where Mc : D(Mc) ⊆ FNd × Xc ⇒ FNd × Xc is a possibly multi-valued nonlinear
map on the product Hilbert space of the controller state space Xc and the input and
output space Uc = Yc = FNd. In order to motivate the assumptions on the map Mc
we will impose below, for the moment we consider the case of a finite dimensional
linear control system Σc = (Ac, Bc, Cc, Dc) which is given by
d
dt
xc(t) = Acxc(t) +Bcuc(t)
yc(t) = Ccxc(t) +Dcuc(t), t ≥ 0. (LC)
This system is impedance passive if and only if the matrix
Mc :=
(
Ac Bc
−Cc −Dc
)
is dissipative (and then m-dissipative since Xc × FNd is finite dimensional and the
map is linear). Similar conditions make sense also for the nonlinear controller,
represented by the nonlinear map Mc. For the moment, let Xc be an arbitrary
Hilbert space which is equipped with some inner product 〈·, ·〉Xc . From the mapMc :
Xc×FNd ⇒ Xc×FNd we demand that it is a (possibly multi-valued and nonlinear)
m-dissipative map, so that it, or, more precisely, its minimal section, generates a
nonlinear s.c. contraction semigroup on the product Hilbert space Xc × FNd. We
give a first example.
Example 7.1.1. Assume that the nonlinear controller has the block form Mc =(
Ac Bc
−Cc −Dc
)
where Ac : D(Ac) ⊆ Xc ⇒ Xc and −Dc : D(−Dc) = FNd ⇒ FNd are
m-dissipative on Xc and FNd, respectively, and the operators Bc : FNd → Xc and
Cc : Xc → FNd are assumed to be linear, bounded and adjoint to each other, i.e.
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input and output B′c = Cc are collocated. Then Mc : D(Mc) = D(Ac) × FNd ⊆
Xc × FNd ⇒ Xc × FNd is m-dissipative. In fact, for all (zc, wc) ∈ Mc(xc, uc) and
(z˜c, w˜c) ∈ Mc(x˜c, u˜c) we have that zc − Bcuc ∈ Ac(xc), z˜c − Bcu˜c ∈ Ac(x˜c) and
wc +B
′
cxc ∈ −Dc(uc), w˜c +B′cx˜c ∈ −Dc(u˜c) with
Re 〈(zc − z˜c, wc − w˜c), (xc − x˜c, uc − u˜c)〉Xc×FNd
= Re 〈(zc −Bcuc)− (z˜c −Bcu˜c), xc − x˜c〉Xc
+ Re 〈(wc +B′cxc)− (w˜c +B′cx˜c), uc − u˜c〉FNd
≤ 0
and for every given (zc, wc) ∈ Xc×FNd and λ > 0 the map vc 7→ B′c(Ac−λ)−1(zc−
Bcvc) is dissipative and Lipschitz continuous since the map (Ac−λ)−1 is contractive
and dissipative. Then the problem
find
(
xc
uc
)
:
(
zc
wc
)
∈ (Mc − λ)
(
xc
uc
)
=
(
(Ac − λ)(xc) +Bcuc
(−Dc − λ)(uc)−B′cxc
)
has the (unique) solution
xc = (Ac − λ)−1(zc −Bcuc)
uc = (−Dc −B′c(Ac − λ)−1(zc −Bc·)− λ)−1wc
where we used that the map −Dc −B′c(Ac − λ)−1(zc −Bc·) is m-dissipative thanks
to 2.2.23.
Note that choosing Bc = 0 leads to static feedback as investigated in Chapter 6, be-
cause the dynamics of the control state space variable xc(t) are completely decoupled
from the dynamics of the infinite-dimensional port-Hamiltonian system.
To define the hybrid operator on the product Hilbert space X ×Xc, we introduce
the following notation.
Definition 7.1.2. Let H1 and H2 be two Hilbert spaces. Then we denote by
ΠH1(x1, x2) := x1, ΠH2(x1, x2) := x2, (x1, x2) ∈ H1 ×H2
the canonical projections ΠHj : H1 ×H2 → Hj (j = 1, 2).
In particular, ΠXc : Xc×FNd → Xc and ΠFNd : Xc×FNd → FNd are the canonical
projections on Xc and FNd, respectively. Then we are able to define the nonlinear
hybrid operator A : D(A) ⊆ X ×Xc ⇒ X ×Xc as follows.
Definition 7.1.3. Let S = (A,B,C) be a port-Hamiltonian system and Mc :
D(Mc) ⊆ Xc × FNd ⇒ Xc × FNd be a possibly multi-valued and nonlinear map
on Xc × FNd. We then define the possibly multi-valued (in the component corre-
sponding to Xc) and nonlinear map A : D(A) ⊆ X ×Xc ⇒ X ×Xc as
A
(
x
xc
)
=
(
Ax
ΠXcMc(xc,Cx)
)
D(A) = {(x, xc) ∈ D(A)×ΠXcD(Mc) : Bx ∈ ΠFNdMc(xc,Cx)}
Using the notation Xc := ΠXcD(Mc) we then find the following.
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Theorem 7.1.4. Assume that S = (A,B,C) is an impedance passive port-Ham-
iltonian system and Mc : D(Mc) ⊆ Xc × FNd ⇒ Xc × FNd is an m-dissipative
map. Then the map A : D(A) ⊂ X ×Xc ⇒ X ×Xc is m-dissipative on the product
Hilbert space X×Xc, thus its minimal section generates a nonlinear s.c. contraction
semigroup (S(t))t≥0 on X ×Xc.
Proof. Thanks to Lemma 6.1.1 we may and will as in the generation theorems
before assume that H = I. We start with the statement that D(A) = X × Xc.
For this take any (x, xc) ∈ X ×Xc. As a first step, let us additionally assume that
xc ∈ ΠXcD(Mc). Then there are uc and yc ∈ FNd such that (xc, uc) ∈ D(Mc) and
−yc ∈ ΠFNdMc(xc, uc). We need to find a sequence (xn)n≥1 ⊆ D(A) converging
to x (in X) and such that Bxn = uc and Cxn = −yc. We take an arbitrary
x0 ∈ D(A) such that Bx0 = −yc and Cx0 = uc. Since C∞c (0, 1;Fd) ⊆ D(A) is
dense in X there is a sequence (zn)n≥1 ⊆ C∞c (0, 1;Fd) ⊆ D(A) which converges
to x − x0 (in X). Then xn := x0 + zn → x converges to x ∈ X and also Bxn =
Bx0 ∈ ΠFNdMc(xc,Cx0) = ΠFNdMc(xc,Cxn) as wished. Next we allow that (x, xc)
merely lies in X × Xc. Then we find a sequence (xc,n)n≥1 ⊆ ΠXcD(Mc) such
that ‖xc,n − xc‖Xc ≤ 1n . We know from the first step that there are sequences
(xn,k, xc,n,k)k≥1 ⊆ D(A) such that ‖(xn,k, xc,n,k)− (xn, xc,n)‖X×Xc ≤ 1k and hence
the diagonal sequence (xn,n, xc,n,n)n≥1 ⊆ D(A) converges to (x, xc) in X×Xc. This
shows that D(A) is dense in X ×Xc.
We show m-dissipativity of the map A. For all (x, xc), (x˜, x˜c) ∈ D(A), (Ax, zc) ∈
A(x, xc), (Ax˜, z˜c) ∈ A(x˜, x˜c) we have the estimate
Re 〈(Ax, zc)− (Ax˜, z˜c), (x, xc)− (x˜, x˜c)〉X×Xc
= Re 〈A(x− x˜), x− x˜〉X + Re 〈zc − z˜c, xc − x˜c〉Xc
≤ Re 〈B(x− x˜),C(x− x˜)〉FNd + Re 〈zc − z˜c, xc − x˜c〉Xc
= Re 〈( zcBx )−
(
z˜c
Bx˜
)
, ( xcCx )−
(
x˜c
Cx˜
)〉Xc×FNd ≤ 0
since ( zcBx ) ∈ Mc ( xcCx ) and
(
z˜c
Bx˜
) ∈ Mc ( x˜cCx˜ ) for the m-dissipative map Mc. As a
result, A : D(A) ⊆ X ×Xc ⇒ X ×Xc is dissipative. It remains to show the range
condition ran (I − A) = X ×Xc. We take an arbitrary (f, fc) ∈ X ×Xc and look
for (x, xc) ∈ D(A) such that
(x, xc)− (f, fc) ∈ A(x, xc).
This problem is equivalent to finding (x, xc) ∈ D(A)×ΠXcD(Mc) such that
(I − A)x = f
xc − fc ∈ ΠXcMc
(
xc
Cx
)
Bx ∈ ΠFNdMc
(
xc
Cx
)
where from the first equality and Lemma 3.2.24 we obtain x = Φ(1)f+Ψ(1)Bx and
Cx = F (1)f +G(1)Bx. Since the matrix G(1) ∈ FNd×Nd is invertible it suffices to
solve the problem(
xc
G(1)−1Cx
)
−
(
fc
G(1)−1F (1)f
)
∈Mc
(
xc
Cx
)
. (7.1)
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Since for some ε > 0, which should be small enough, the matrix εI − Sym G(1)−1
is still dissipative, clearly also
∆ :=
(
0
εI −G(1)−1
)
is dissipative and linear from Xc × FNd to Xc × FNd. We now exploit that Mc :
D(Mc) ⊆ Xc×FNd ⇒ Xc×FNd is m-dissipative, so that also ∆+Mc is m-dissipative
by Lemma 2.2.23, and then there is a unique solution (xc,Cx) of equation (7.1).
We found a unique (x, xc) ∈ D(A) such that (f, fc) + (x, xc) ∈ A(x, xc).
To summarise this section: We have seen that the boundary feedback interconnec-
tion of an impedance passive port-Hamiltonian system with a nonlinear dynamic
control system which is governed by an m-dissipative map, leads to an m-dissipative
hybrid map on the product Hilbert space.
7.2 An Alternative Approach
Within this section we consider an alternative approach to dynamic nonlinear feed-
back stabilisation of port-Hamiltonian systems, or, more general, abstract linear
control systems of the form
d
dt
x(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t), t ≥ 0
where A is the generator of a C0-semigroup on a Hilbert space X, D ∈ B(U, Y ) is a
bounded linear operator from the input space U to the output space Y , which both
are assumed to be Hilbert spaces. The operators B ∈ B(U ;XA−1) and C ∈ B(XA1 ;Y )
are assumed to be admissible control and observation operators, cf. Section 2.3. In
fact, we immediately leave this differential level for the dynamics of the linear con-
trol system and assume that the dynamics of the linear control system is given by
a well-posed linear system (T,Φ,Ψ, F ), see Section 2.3. We discuss the local well-
posedness of a well-posed linear system interconnected with a dynamic nonlinear
controller in Subsection 7.2.2. For impedance passive control systems connected
with impedance passive port-Hamiltonian systems we draw conclusion on the ex-
istence of global solutions and non-increasing energy. Before we encounter an ex-
istence and uniqueness result for the pure nonlinear control system in Subsection
7.2.1 and use techniques which are applied also to the interconnected system.
7.2.1 The Nonlinear Control System
In this subsection we discuss a nonlinear system of the form
d
dt
xc(t) = Ac(xc(t))xc(t) +Bc(xc(t))uc(t)
yc(t) = Cc(xc(t))xc(t) +Dc(xc(t))uc(t) (NLS)
where Ac : Xc → B(Xc), Bc : Xc → B(Uc, Xc), Cc : Xc → B(Xc, Yc) and Dc : Xc →
B(Uc, Yc) are locally Lipschitz continuous operator-valued functions, i.e for every
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bounded subset X0 ⊂ Xc there is a constant L = L(X0) > 0 such that
‖Ac(xc)−Ac(x˜c)‖B(Xc) ≤ L ‖xc − x˜c‖Xc , xc, x˜c ∈ Xc
and accordingly for the other maps.
We start by giving an example for these nonlinear control systems, as it has been
proposed by Le Gorrec, Ramirez and Zwart [Le14].
Example 7.2.1. Le Gorrec, Ramirez and Zwart [Le14] proposed the following non-
linear ODE as a model for a nonlinear controller of a pieco-elastic beam.
x˙c = (Jc −Rc(xc))∂Hc
∂xc
(xc) +Bc(xc)uc
yc = B
∗
c (xc)
∂Hc
∂xc
(xc) + Sc(xc)uc
where ∂Hc∂xc (xc) =
(
k(xc,1)xc,1
xc,2
)
and
Rc(xc) =
[
0
Rc,0
]
+ α(xc)R2 where R2 =
[
1 B∗
B BB∗
]
Bc(xc) = α(xc)Bc,0 where Bc,0 =
[
1
B∗
]
Sc(xc) = α(xc)S
with Jc = −J∗c , R1 = R∗1 ≥ 0, S = S∗ > 0 and B are matrices, α : Rn →
[α1, α2] ⊂ R+ a bounded positive function and k : Rn → (0,∞) positive. Here the
energy functional Hc on Xc = R2 is given by
Hc((xc,1, xc,2)) =
∫ xc,1
0
sk(s)ds+
1
2
|xc,2|2 , (xc,1, xc,2) ∈ R2.
We then have the following local existence result for solutions of the nonlinear
system (NLS).
Proposition 7.2.2. Assume that Ac, Bc, Cc and Dc are locally Lipschitz in xc.
Then for every input function uc ∈ L1,loc(R+;Uc) and xc,0 ∈ Xc the problem (NLS)
has a unique mild solution xc = xc(·;xc,0, uc) ∈ C([0, τ ];Xc) on some interval [0, τ ],
i.e.
xc(t) = xc,0 +
∫ t
0
[Ac&Bc](xc(s), uc(s))ds.
Proof. Let an initial value xc,0 ∈ Xc and an input function uc ∈ L1,loc(R+;Uc)
be given. For the moment fix any ρ, τ > 0 which we will choose suitable later on.
Denote by Bρ(xc,0) the closed ball in Xc with radius ρ and centre at xc,0 and define
Φ : C([0, τ ];Bρ(xc,0))→ C([0, τ ];Xc) by
(Φ(xc))(t) := xc,0 +
∫ t
0
[Ac&Bc](xc(s), uc(s))ds.
We aim for the Strict Contraction Principle Proposition 2.1.12 and first compute
for xc ∈ C([0, τ ];Bρ(xc,0)) that for every t ∈ [0, τ ]
‖(Φ(xc))(t)− xc,0‖Xc =
∥∥∥∥∫ t
0
[Ac&Bc](xc(s), uc(s))ds
∥∥∥∥
Xc
≤ τ ‖Ac‖C(Bρ(xc,0)) ‖xc‖C[0,τ ]
+ ‖Bc‖C(Bρ(xc,0)) ‖uc‖L1(0,τ ;Rk) (7.2)
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and then for xc, x˜c ∈ C([0, τ ];Bρ(xc,0)) that for every t ∈ [0, τ ]
‖(Φ(xc))(t)− (Φ(x˜c))(t)‖Xc
≤
∫ t
0
‖Ac(xc(s)) (xc(s)− x˜c(s))‖Xc ds
+
∫ t
0
‖(Ac(xc(s))−Ac(x˜c(s)))‖ ‖xc(s)‖Xc ds
+
∫ t
0
‖Bc(xc(s))−Bc(x˜c(s)))uc(s)‖Xc ds
≤ τ ‖Ac‖C(Bρ(xc,0)) ‖xc − x˜c‖C([0,τ ];Xc)
+ τ ‖Ac‖Lip(Bρ(xc,0)) ‖xc − x˜c‖C([0,τ ];Xc)
+ ‖Bc‖Lip(Bρ(xc,0)) ‖uc‖L1(0,τ ;Uc) ‖xc − x˜c‖C[0,τ ];Xc) .
Thus, for suitable small ρ, τ > 0 (which may be chosen in such a way that they
only depend on ‖xc,0‖Xc and ‖uc‖L1(0,τ ;Uc)) the map Φ is a strictly contractive
mapping C([0, τ ];Bρ(xc,0)) → C([0, τ ];Bρ(xc,0)), so it admits a unique fixed point
xc(·;xc,0, uc) which is a mild solution of (NLC) on some time interval [0, τ ]. Unique-
ness of the solution follows by standard procedure based on the fact that from con-
tinuity any two solutions stay in Bρ(xc,0) for some time (0, τ˜) where τ˜ > 0 depends
on the solution.
Remark 7.2.3. Note that if Ξ ⊆ Xc and Ω ⊆ L1(0, T ;Uc) (for some T > 0)
are bounded sets, in the constants ρ, τ > 0 in the preceding proof may be chosen
globally for all xc,0 ∈ Ξ and uc ∈ Ω. More precisely, the solution xc = xc(·;xc,0, uc)
depends continuously on the initial datum xc0 ∈ Xc and the input function uc ∈
L1,loc(R+;Uc). To see this, fix any (xc,0, uc) ∈ Xc × L1,loc(R+;Uc) and let Ξ × Ω
be a closed and bounded neighbourhood of (xc,0, uc) with ρ, τ > 0 chosen globally for
Ξ× Ω as sketched before. Without loss of generality assume that
‖Bc‖Lip(Ξ) ‖uc‖L1(0,τ ;Uc) < 1.
Then for every (x˜c,0, u˜c) ∈ Ξ× Ω and t ∈ [0, τ ] one has
‖xc(t)− x˜c(t)‖Xc
≤ ‖xc,0 − x˜c,0‖Xc +
∫ t
0
‖[Ac&Bc](xc(s), uc(s))− [Ac&Bc](x˜c(s), u˜c(s))‖ ds
≤ ‖xc,0 − x˜c,0‖Xc +
∫ t
0
‖Ac(xc(s))‖ ‖xc(s)− x˜c(s)‖Xc
+ ‖Ac(xc(s))−Ac(x˜c(s))‖ ‖x˜c(s)‖Xc
+ ‖Bc(xc(s))−Bc(x˜c(s))‖ ‖uc(s)‖Uc + ‖Bc(x˜c(s))‖ ‖uc(s)− u˜c(s)‖ ds
≤ ‖xc,0 − x˜c,0‖Xc + τρ ‖Ac‖Lip(Bρ(0)) ‖xc − x˜c‖L∞(0,τ ;Xc)
+ τ ‖Ac‖C(Bρ(0)) ‖x− x˜‖L∞(0,τ ;Xc)
+ ‖Bc‖Lip(Bρ(0)) ‖uc‖L1(0,τ ;Uc) ‖x− x˜‖L∞(0,τ ;Xc) + ‖Bc‖C(Bρ(0)) ‖uc − u˜c‖L1(0,τ)
≤ ‖xc,0 − x˜c,0‖Xc + [τρ ‖Ac‖Lip(Bρ(0)) + τ ‖Ac‖C(Bρ(0))
+ ‖Bc‖Lip(Bρ(0)) ‖uc‖L1(0,τ)] ‖xc − x˜c‖L∞(0,τ) + ‖Bc‖C(Bρ(0)) ‖uc − u˜c‖L1(0,τ)
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and consequently for
τ <
1− ‖Bc‖Lip(C(Bρ(0))) ‖uc‖L1(0,τ)
ρ ‖Ac‖Lip(C(Bρ(0))) + ‖Ac‖C(Bρ(xc,0))
one sees that ‖xc − x˜c‖L∞ → 0 as (x˜c,0, u˜c) → (xc,0, uc), i.e. the solution de-
pends continuously on the initial datum xc ∈ Xc and the input function uc ∈
L1,loc(R+;Uc).
Remark 7.2.4. It is a standard procedure to show that for any given xc,0 ∈ Xc
and uc ∈ L1,loc(R+;Uc) the problem (NLS) has a maximal solution xc(·;xc,0, uc) ∈
C([0, τmax);Xc) which cannot be extended to a continuous solution on a larger time
interval. Also it can be seen from the proof of Proposition 7.2.2, that if τmax <∞,
then
‖xc(t;xc,0, uc)‖ t→τmax−−−−−→ +∞,
i.e. the system (NLS) has the blow-up property (or, unique continuation property).
In particular, if the energy does not increase, all solutions are global.
Corollary 7.2.5. Let uc = 0 and assume that
Hc(xc(s)) ≤ Hc(xc(t)), s ≥ t ≥ 0
for every mild solution (x, xc) ∈ C(R+;X × Xc) of (NLS) and Hc is radially
unbounded, i.e.
lim
‖xc‖→∞
H(xc) = +∞,
so that the pre-image of every bounded set is bounded. Then the system (NLS) has
a bounded global solution, for every given initial value xc ∈ Xc and no input.
Proof. Since we already observed that (NLS) has the blow-up property, the as-
sertion follows from the fact that H(xc(t)) ≤ H(xc,0) and H−1c ([0, Hc(xc,0)]) being
bounded.
7.2.2 Local Existence of Solutions
Next we consider the feedback interconnection of well-posed linear systems with
nonlinear control systems as investigated in the previous subsection. I.e. we want
to stabilise a Lp-well-posed linear system (T,Φ,Ψ, F ) by feedback interconnection
with a nonlinear control system of the form
x˙c = Ac(xc)xc +Bc(xc)uc
=: [Ac&Bc](xc, uc)
yc = Ccxc +Dc(xc)uc
=: [Cc&Dc](xc, uc), t ≥ 0 (NLC)
where all the operator-valued functions Ac ∈ Liploc(Xc;B(Xc)) (determining the
inner dynamics of the controller state space variable) Bc ∈ Liploc(Xc;B(Uc, Xc))
(input map), Cc ∈ Liploc(Xc;B(Cc;Uc)) (output map) and Dc ∈ Liploc(Xc;B(Uc))
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(feedthrough) are locally Lipschitz continuous on Xc, in the sense that for every
bounded subset X0 of Xc there is a constant L = L(X0) > 0 such that
‖Ac(xc)−Ac(x˜c)‖Xc ≤ L ‖xc − x˜c‖Xc , xc, x˜c ∈ X0
and accordingly for the other functions, cf. the previous subsection. In particular,
this does imply that the functions Ac, Bc, Cc and Dc are bounded on every bounded
subset of X0. In general the finite dimensional case Xc = Fn (equipped with some
inner product 〈·, ·〉Xc) and Uc = Yc = Fk for F being the field of real or of complex
numbers is most practicable, since for infinite dimensional spaces local Lipschitz-
continuity very often is not easy to ensure. At the moment we will not impose
any passivity conditions on the finite dimensional controller or the linear well-posed
system, but we will use properties like these later on to establish existence of global
solutions, whereas in the first step (local existence) we do not make use of them,
anyway.
Assumption 7.2.6. We assume that one of the following conditions holds for the
Lp-well-posed linear system Σ = (T,Φ,Ψ, F ).
lim
t→0
‖F (t)‖ = inf
t>0
‖F (t)‖ = 0.
or
sup
xc∈Xc
Dc(xc) inf
t>0
‖F (t)‖ < 1.
Now, for any initial value (x0, xc,0) ∈ X × Xc we consider the following intercon-
nected system
x(t) = T (t)x0 + Φ(t)u
xc(t) = xc,0 +
∫ t
0
[Ac&Bc](xc(s), uc(s))ds, t ≥ 0
u = −yc = −[Cc&Dc](xc, uc)
uc = y := Ψx0 + Fu (7.3)
where we denote by Ψ ∈ B(X;Lp,loc(R+;Y )) and F ∈ B(Lp,loc(R+;U), Lp,loc(R+;Y ))
those operators such that (Ψx)(t) = (Ψ(T )x)(t) and (Fu)(t) = (F (T )u)(t) for every
fixed T > 0 and a.e. t ∈ [0, T ].
Theorem 7.2.7. Let p ∈ (1,∞). Then for every given (x0, xc,0) ∈ X ×Xc there is
τ > 0 such that the system (7.3) has a unique solution (x, xc) = (x, xc)(·;x0, xc,0) ∈
C([0, τ ];X ×Xc) with u ∈ Lp(0, τ ;U) and y ∈ Lp(0, τ ;Y ).
Proof. Let an arbitrary initial value (x0, xc,0) ∈ X ×Xc be given. Let ρ > 0 and
σ > 0 be two positive constants and take τ0 > 0 such that
ρ > 2 ‖Ψx0‖Lp(0,τ0;U) .
In the following we denote by |f |Lip(M) the optimal Lipschitz constant of a function
defined on a closed set M . Moreover, by BZρ (z) we denote the closed ball with
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radius ρ > 0 and centre z ∈ Z for any Banach space Z. For τ ∈ [0, τ0] define the
map φ : C([0, τ ];BXcρ (xc,0))×BLp(0,τ ;U)σ (0)→ C([0, τ ];Xc))× Lp(0, τ ;U) by
(φ(xc, u))(t) =
(
φ1(x, u)(t)
φ2(x, u)(t)
)
:=
(
xc,0 +
∫ t
0
[Ac&Bc](xc(s), (Ψx0 + Fu)(s))ds
− [Cc&Dc](xc(t), (Ψx0 + Fu)(t)))
)
We then have for every (xc, u) and (x˜c, u˜) ∈ C([0, τ ];Bρ(xc,0))×BLp(0,τ ;U)σ (0) that
‖φ1(xc, u)− φ1(x˜c, u˜)‖C[0,τ ]
= sup
t∈[0,τ ]
∥∥∥∥∫ t
0
[Ac&Bc](xc(s), (Ψx0 + Fu)(s))− [Ac&Bc](x˜c(s), (Ψx0 + Fu˜)(s))ds
∥∥∥∥
≤
∫ τ
0
‖Ac(xc(s))xc(s)−Ac(x˜c(s))x˜c(s)‖Xc
+ ‖Bc(xc(s))(Ψx0 + Fu)(s)−Bc(x˜c(s))(Ψx0 + Fu˜)(s)‖ ds
≤
∫ t
0
‖Ac(xc(s))‖ ‖xc(s)− x˜c(s)‖Xc + ‖Ac(xc(s))−Ac(x˜c(s))‖ ‖x˜c(s)‖
+ ‖Bc(xc(s))((Fu)(s)− (Fu˜)(s))‖
+ ‖Bc(xc(s))−Bc(x˜c(s))‖ ‖(Ψx0 + Fu˜)(s)‖ ds
≤
∫ τ
0
‖Ac‖C(Bρ(xc,0)) ‖xc(s)− x˜c(s)‖Xc
+ |Ac|Lip(Bρ(xc,0)) ‖xc(s)− x˜c(s)‖ ‖x˜c(s)‖Xc
+ ‖Bc‖C(Bρ(xc,0)) ‖(F (u− u˜))(s)‖U
+ |Bc|Lip(Bρ(xc,0)) ‖(Ψx0 + Fu˜)(s)‖U ‖xc(s)− x˜c(s)‖ ds
≤ τ
(
‖Ac‖C(Bρ(xc,0)) + |Ac|Lip(Bρ(xc,0)) ‖x˜c‖C[0,τ ]
)
‖xc − x˜c‖C[0,τ ]
+ ‖Bc‖C(Bρ(xc,0)) ‖F (u− u˜)‖L1(0,τ)
+ |Bc|Lip(Bρ(xc,0)) (‖Ψx0‖L1(0,τ) + ‖Fu˜‖L1(0,τ)) ‖xc − x˜c‖C[0,τ ]
≤ τ
(
‖Ac‖C(Bρ(xc,0)) + |Ac|Lip(Bρ(xc,0)) ‖x˜c‖C[0,τ ]
)
‖xc − x˜c‖C[0,τ ]
+ τ1−1/p ‖Bc‖C(Bρ(xc,0)) ‖F (τ)‖B(Lp(0,τ)) ‖u− u˜‖Lp(0,τ)
+ τ1−1/p |Bc|Lip(Bρ(xc,0)) (‖Ψx0‖Lp(0,τ) + ‖F (τ)‖B(Lp(0,τ)) ‖u˜‖Lp(0,τ))
· ‖xc − x˜c‖C[0,τ ]
≤ τ
(
‖Ac‖C(Bρ(xc,0)) + |Ac|Lip(Bρ(xc,0)) (‖xc‖Xc + ρ)
)
‖xc − x˜c‖C[0,τ ]
+ τ1−1/p ‖Bc‖C(Bρ(xc,0)) ‖F (τ)‖B(Lp(0,τ)) ‖u− u˜‖Lp(0,τ)
+ τ1−1/p |Bc|Lip(Bρ(xc,0)) (‖Ψx0‖Lp(0,τ) + ‖F (τ)‖B(Lp(0,τ)) σ) ‖xc − x˜c‖C[0,τ ] .
Note that since p > 1 the terms τ and τ1−
1
p can be made as small as we wish, if we
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choose τ > 0 sufficiently small. We also have
‖φ2(xc, u)− φ2(x˜c, u˜)‖Lp(0,τ)
= ‖[Cc&Dc](xc,Ψx0 + Fu)− [Cc&Dc](x˜c,Ψx0 + Fu˜)‖Lp(0,τ)
= ‖Cc(xc)xc +Dc(xc)(Ψx0 + Fu)− Cc(x˜c)x˜c −Dc(x˜c)(Ψx0 + Fu˜)‖Lp(0,τ)
≤ ‖Cc(xc)(xc − x˜c)‖Lp(0,τ) + ‖(Cc(xc)− Cc(x˜c))x˜c‖Lp(0,τ)
+ ‖Dc(xc)F (u− u˜)‖Lp(0,τ) + ‖(Dc(xc)−Dc(x˜c))Fu˜‖Lp(0,τ)
+ ‖(Dc(xc)−Dc(x˜c))Ψx0‖Lp(0,τ)
≤ ‖Cc‖C(Bρ(xc,0)) ‖xc − x˜c‖Lp(0,τ) + |Cc|Lip(Bρ(xc,0)) (‖xc,0‖+ ρ) ‖xc − x˜c‖Lp(0,τ)
+ ‖Dc‖C(Bρ(Xc,0)) ‖F (τ)‖B(Lp(0,τ)) ‖u− u˜‖Lp(0,τ)
+ |Dc|Lip(Bρ(xc,0)) (‖Ψx0‖Lp(0,τ) + ‖Fu˜‖Lp(0,τ)) ‖xc − x˜c‖C[0,τ ]
≤ τ1−1/p(‖Cc‖C(Bρ(xc,0)) + (‖xc,0‖+ ρ) |Cc|Lip(Bρ(xc,0))) ‖xc − x˜c‖C[0,τ ]
+ ‖Dc‖C(Bρ(xc,0)) ‖F (τ)‖B(Lp(0,τ)) ‖u− u˜‖Lp(0,τ)
+ |Dc|Lip(Bρ(xc,0))
(
‖Ψx0‖Lp(0,τ) + ‖F (τ)‖B(Lp(0,τ)) σ
)
‖xc − x˜c‖C[0,τ ]
thus for τ > 0 and σ > 0 sufficiently small the map φ is strictly contractive.
We show that for an appropriate choice of τ, ρ and σ > 0 the function φ maps
C([0, τ ];Bρ(xc,0))×BLp(0,τ ;U)σ (0) into itself. In fact, we find
‖φ1(xc, u)− xc,0‖
= sup
t∈[0,τ ]
∥∥∥∥∫ t
0
[Ac&Bc](xc(s), (Ψx0 + Fu)(s))ds
∥∥∥∥
≤
∫ τ
0
‖Ac(xc(s))‖ ‖xc(s)‖Xc
+ ‖Bc(xc(s))‖ ‖(Ψx0 + Fu)(s)‖Uc ds
≤ τ ‖Ac‖C(Bρ(xc,0)) (‖xc,0‖Xc + ρ) + ‖Bc‖C(Bρ(xc,0)) ‖Ψx0 + Fu‖L1(0,τ)
≤ τ1−1/p(τ1/p ‖Ac‖C(Bρ(xc,0)) (‖xc,0‖Xc + ρ)
+ ‖Bc‖C(Bρ(xc,0)) (‖Ψx0‖Lp(0,τ) + ‖F (τ)‖B(Lp(0,τ)) σ))
and
‖φ2(xc, u)‖Lp(0,τ)
= ‖[Cc&Dc](xc,Ψx0 + Fu)‖Lp(0,τ)
≤ ‖Cc‖C(Bρ(xc,0)) ‖xc‖C[0,τ ]
+ ‖Dc‖C(Bρ(xc,0)) ‖Ψx0 + Fu‖Lp(0,τ)
≤ τ1−1/p(‖Cc‖C(Bρ(xc,0)) ‖xc‖C[0,τ ]
+ ‖Dc‖C(Bρ(xc,0)) (‖Ψx0‖Lp(0,τ) + ‖F (τ)‖B(Lp(0,τ)) σ))
so that for τ > 0 sufficiently small, in particular such that(
‖Ψx0‖Lp(0,τ) + ‖F (τ)‖B(Lp(0,τ)) σ
)
‖Dc‖C(Bρ(xc,0)) < σ (7.4)
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the nonlinear map φ not only is strictly contractive, but also maps the complete
metric space C([0, τ ];BXcρ (xc,0)) × BLp(0,τ ;U)ρ (0) into itself, so by the Strict Con-
traction Principle 2.1.12 has a unique fixed point
(xc, u) =: (xc, u)(·;x0, xc,0) ∈ C([0, τ ];BXcρ (xc,0))×BLp(0,τ ;U)ρ (0).
Then (x, xc)(·;x0, xc,0) := (x, xc) := (Tx0 + Φu, xc) ∈ C([0, τ ];X ×Xc) solves (7.3)
on the interval [0, τ ].
Corollary 7.2.8. For every (x0, xc,0) ∈ X ×Xc the interconnection problem (7.3)
has a unique maximal solution (x, xc) = (x, xc)(·;x0, xc,0) ∈ C([0, tmax);X × Xc)
with (u, y) ∈ Lp,loc([0, tmax);U × Y ) which cannot be extended beyond the maximal
existence time tmax ∈ (0,∞]. Whenever tmax < +∞ it holds
lim sup
t→tmax
‖(x, xc)(t)‖X×Xc = limt→tmax ‖(x, xc)(t)‖X×Xc = +∞
i.e. the problem (7.3) has the blow-up-property (or, unique continuation property):
For every τ > 0 and every bounded solution (x, xc) ∈ C([0, τ);X×Xc) of (7.3), there
is ε > 0 and the solution uniquely extends to a solution (x, xc) ∈ C([0, τ+ε];X×Xc).
In particular, all bounded solutions (x, xc) ∈ C([0, tmax);X × Xc) are global, i.e.
tmax =∞.
Proof. The maximal solution can be constructed using Zorn’s lemma and this
procedure is standard. Uniqueness follows from the following observation. Assume
that (x, xc) ∈ C([0, tmax);X×Xc) and (x˜, x˜) ∈ C([0, t˜max);X×Xc) are two maximal
solutions for the same initial value (x0;xc,0). Let
t0 := sup{τ ∈ [0,min{tmax, t˜max}) : (x, xc) = (x˜, x˜c) on [0, τ ]}
From the Local Existence Theorem 7.2.7 we deduce that t0 > 0. Assume that
t0 < min{tmax, t˜max}. Hence, both solutions are continuous on [0, t0] and coincide
on [0, t0]. By the Local Existence Theorem 7.2.7 there is a unique solution (xˆ, xˆc) ∈
C([0, εˆ];X ×Xc) of (7.3) for the initial value (x, xc)(t0) = (x˜, x˜c)(t0). On the other
hand, also the shifted solutions (x, xc)(· + t0) and (x˜, x˜c)(· + t0) are solutions of
(7.3) on the intervals [0, tmax − t0) and [0, t˜max − t0), respectively. In particular
(xˆ, xˆc)(s) = (x, xc)(s+ t0) = (x˜, x˜c)(s+ t0), s ∈ [0,min{tmax − t0, t˜max − t0, εˆ})
in contradiction to the choice of t0. As a result, t0 ≥ min{tmax, t˜max}, but then
t0 = min{tmax, t˜max}. Since both solutions (x, xc) and (x˜, x˜c) are maximal, neither
of them can be a proper extension of the other, so we conclude that tmax = t˜max = t0
and the first statement follows.
Next, take any bounded solution (x, xc) ∈ C([0, tmax);X ×Xc). From the proof of
Theorem 7.2.7 we extract that the guaranteed existence time τ > 0 therein depends
on the following parameters:
ρ > 0, σ > 0, ‖(Ac, Bc, Cc, Dc)‖C(Bρ(xc,0)) , |(Ac, Bc, Cc, Dc)|Lip(Bρ(xc,0)) .
For the additional parameter r := supt∈[0,tmax) ‖(x, xc)(t)‖ < +∞, the existence
time τ > 0 can be chosen depending on the following parameters instead
ρ > 0, σ > 0, ‖(Ac, Bc, Cc, Dc)‖C(Bρ+r(0)) , |(Ac, Bc, Cc, Dc)|Lip(Bρ+r(0)) .
Then the construction from the proof of Theorem 7.2.7 says that for every t ∈
[0, tmax) the solution (x, xc) ∈ C([0, tmax];X ×Xc) is defined on [0, t+ τ). Clearly
this can only be true, if tmax = +∞.
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7.2.3 Interconnection of Impedance Passive Systems
In this subsection we impose additional constraints on the well-posed linear system
and the nonlinear control system by demanding that they both are impedance
passive, where for the latter we begin by defining this terminology in a way adequate
for nonlinear systems.
Assumption 7.2.9. On the space Xc consider a continuous map Hc : Xc → R+
and such that it is radially unbounded, i.e.
lim inf
‖xc‖Xc→∞
Hc(xc) = +∞. (7.5)
Remark 7.2.10. The function Hc may be seen as a (in general non-quadratic)
energy functional, e.g. it might be the quadratic functional Hc(xc) =
1
2 ‖xc‖2Xc which
were the appropriate choice if the system were linear or dissipative is the sense of
Definition 2.2.21, indeed. Also note that from the accretivity of Hc it follows that
for every c > 0 there is ρ > 0 such that Hc(xc) > c for every xc ∈ Xc with norm
greater or equal ρ. In other words, preimages of bounded sets under Hc are bounded:
H−1c ([0, ρ]) ⊆ Xc is bounded for every ρ > 0.
We may then define impedance passivity with respect to this functional Hc.
Definition 7.2.11. The nonlinear control system is called impedance passive (with
respect to a functional Hc : Xc → R+) if for every given initial value xc,0 ∈ Xc and
an input function uc ∈ L2(0, τ ;Uc) for the mild solution xc ∈ C([0, τ ];Xc), i.e.
xc(t) = xc(0) +
∫ t
0
Ac(xc(s))xc(s) +Bc(uc(s))uc(s)ds, t ≥ 0
one has that
Hc(xc(t)) ≤ Hc(xc(0)) +
∫ t
0
Re 〈uc(s), yc(s)〉Ucds, t ∈ [0, τ ]
where yc = Cc(xc)xc +Dc(xc)uc ∈ L2(0, τ ;Uc).
Example 7.2.12. Consider the nonlinear control system from [Le14] of Example
7.2.1, i.e.
x˙c = (Jc −Rc(xc))∂Hc
∂xc
(xc) +Bc(xc)uc
yc = Bc(xc)
∗ ∂Hc
∂xc
(xc) + Sc(uc)uc. (7.6)
Then the energy functional
Hc(xc) =
∫ xc,1
0
sk(s)ds+
1
2
|xc,2|2
is radially unbounded if and only if∫ ∞
0
|sk(s)| ds = +∞, and
∫ 0
−∞
|sk(s)| ds = +∞.
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Now, for impedance passivity we compute that for every Lipschitz continuous (in
the xc component) solution of (7.6) we have that
Hc(xc(t))−Hc(xc(0))
=
∫ t
0
d
ds
Hc(xc(s))ds
= Re
∫ t
0
〈∂Hc
∂xc
(xc(s)), x˙c(s)〉R2ds
= Re
∫ t
0
〈∂Hc
∂xc
(xc(s)), (Jc −Rc(xc(s))∂Hc
∂xc
(xc(s)) +Bc(xc(s))uc(s)〉R2ds
≤ Re
∫ t
0
〈Bc(xc(s))∗ ∂Hc
∂xc
(xc(s)), uc(s)〉Rds
≤ Re
∫ t
0
〈uc(s), yc(s)〉Rds.
By density, the same result holds for every mild solution (xc, uc, yc) ∈ C([0, τ ];Xc)×
L2([0, τ ];Uc × Yc).
Under these assumptions the global existence of solutions follows easily from the
local existence result and the blow-up property.
Theorem 7.2.13. Let (T,Φ,Ψ, F ) be an impedance passive L2-well-posed linear
system and let the nonlinear control system be impedance passive with respect to a
radially unbounded functional Hc : Xc → R+ and with locally Lipschitz-continuous
Ac, Bc, Cc and Dc. Then for every initial value (x0, xc,0) ∈ X × Xc the inter-
connected system (7.3) has a unique global and bounded mild solution (x, xc) ∈
Cb([0,∞);X ×Xc) with (u, y) ∈ L2,loc(R+;U × Y ) for which the functional
Htot((x, xc)) := H(x) +Hc(xc) :=
1
2
‖x‖2X +Hc(xc)
does not increase.
Proof. Let any arbitrary initial value (x0, xc,0) ∈ X × Xc be given and let
(x, xc) ∈ C([0, tmax);X ×Xc) be the corresponding maximal solution with (u, y) ∈
L2,loc([0, tmax);U × Y ). Since uc = y and u = −yc we obtain
Htot((x, xc)(t))−Htot((x0, xc,0) = 1
2
‖x(t)‖2X −
1
2
‖x(0)‖2X +Hc(xc(t))−Hc(xc(0))
≤
∫ t
0
Re 〈u(s), y(s)〉Uds+
∫ t
0
Re 〈uc(s), yc(s)〉Ucds
= 0
and therefore Htot(x, xc) is non increasing on [0, tmax). Since H and Hc are radially
unbounded it follows that supt∈[0,tmax) ‖(x, xc)(t)‖X×Xc < +∞ and then the blow-
up property implies that the solution is global, i.e. tmax =∞.
The results so far are all based on the annoying Assumption 7.2.6 which is unprac-
tical if the feedthrough term Dc(xc) does not vanish. To overcome this obstacle we
remark the following perturbation result which will help up to remove this restric-
tion for the interconnection of impedance passive systems.
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Remark 7.2.14. Assume that (T,Φ,Ψ, F ) is an impedance passive L2-well-posed
linear system and K ∈ B(Y ;U) = B(U) such that for some σ > 0 the following
estimate holds true
Re 〈Kw,w〉U ≤ −σ ‖Kw‖2U , w ∈ U.
By replacing the input u by u −Ky we again get an impedance passive well-posed
linear system
Σˆ(t) =
[
Tˆ (t) Φˆ(t)
Ψˆ(t) Fˆ (t)
]
=
[
T (t)− Φ(t)K(1[0,t] + F (t)K)−1Ψ(t) Φ(t)(1[0,t] +KF (t))−1KF (t)
(1[0,t] + F (t)K)
−1Ψ(t) (1[0,t] + F (t)K)−1F (t)
]
.
Here we identify operators in B(Lp(0, t;U)) with its zero-extensions to B(L2(R+;U)),
i.e.
Lf := L(f |[0,t]), L ∈ B(L2(0, t;U)), f ∈ L2(R+;U)
and the inverses appearing are considered as inverses in B(Lp(0, t;U)).
Proof. Since the system (T,Φ,Ψ, F ) is impedance passive, we obtain that for every
u ∈ L2,loc(R+;U) and x0 = 0
Re 〈F (τ)u, u〉L2(0,τ ;U) = Re 〈u, y〉L2(0,τ ;U)
≥ 1
2
‖Φ(τ)u‖2X ≥ 0, τ > 0
so that that the operators F (τ) ∈ B(L2(0, τ ;U)) are accretive for all τ > 0. Then
the operator I + F (τ)K ∈ B(L2(0, τ ;U)) is boundedly invertible for every τ > 0
since F (τ)K is accretive on L2(0, τ ;U) for U equipped with the equivalent inner
product 〈
(
K+K′
2 + ΠkerK
)
·, ·〉U , where ΠkerK denotes the orthogonal projection
onto kerK = ker K+K
′
2 (by assumption). Therefore, for every x0 ∈ X and u ∈
L2,loc(R+;U) the problem(
x(t)
y|[0,t]
)
=
[
T (t) Φ(t)
Ψ(t) F (t)
](
x0
u−Ky
)
, t ≥ 0
has a unique solution(
x(t)
y|[0,t]
)
=
[
T (t)−Φ(t)K(1[0,t]+F (t)K)−1Ψ(t) Φ(t)(1[0,t]−K(1[0,t]+F (t)K)−1F (t))
(1[0,t]+F (t)K)
−1Ψ(t) (1[0,t]+F (t)K)
−1F (t)
](
x0
u
)
=
[
T (t)−Φ(t)K(1[0,t]+F (t)K)−1Ψ(t) Φ(t)(1[0,t]+KF (t))−1KF (t)
(1[0,t]+F (t)K)
−1Ψ(t) (1[0,t]+F (t)K)
−1F (t)
]( x0
u
)
, t ≥ 0.
Obviously Tˆ (0) = I, Ψˆ(0) = 0 and Fˆ (0) = 0. Moreover, Tˆ (t) is strongly continuous
since T and Φ are strongly continuous and (1[0,t]+F (t)K)
−1 and Ψ(t) are uniformly
bounded on every bounded interval. To show that Tˆ is a C0-semigroup it therefore
202 CHAPTER 7. DYNAMIC NONLINEAR FEEDBACK
suffices to show that Tˆ (2t) = Tˆ (t)2 for every t ≥ 0. We find – using that Σ =
(T,Φ,Ψ, F ) is a linear system –
Tˆ (2t)x0
=
(
T (2t)− Φ(2t)K(1 + F (2t)K)−1Ψ(2t))x0
= T (t)2x0 − Φ(2t)K(1 + F (2t)K)−1(Ψ(t)x0♦
t
Ψ(t)T (t)x0)
= T (t)2x0
− Φ(2t)K[(1[0,t] + F (t)K)−1Ψ(t)x0
♦
t
(1[0,t] + F (t)K)
−1 · (Ψ(t)T (t)x′0 −Ψ(t)Φ(t)K(1[0,t] + F (t)K)−1Ψ(t)x0)
= T (t)2x0 − T (t)Φ(t)K(1[0,t] + F (t)K)−1Ψ(t)x0
− Φ(t)K(1[0,t] + F (t)K)−1
(
Ψ(t)T (t)x′0 −Ψ(t)Φ(t)K(1[0,t] + F (t)K)−1Ψ(t)x0
)
= (T (t)− Φ(t)K(1[0,t] + F (t)K)−1Ψ(t))2x0
= Tˆ (t)2x0, t ≥ 0, x0 ∈ X.
Hence, Tˆ is a C0-semigroup. Here we used the fact that for every s, t > 0 and
functions u, v ∈ L2,loc(R+;U) we have
(1[0,t+s] − F (t+ s)K)−1(u♦
t
v)
= (1[0,t] − F (t)K)−1u♦
t
(
1[0,s] − F (s)K)−1(v −Ψ(s)Φ(t)K(1[0,t] − F (t)K)−1u
)
.
We continue with the properties of Φˆ, Ψˆ and Fˆ .
Φˆ(t+ s)(u♦
t
v)
= Φ(t+ s)(1[0,t+s] +KF (t+ s))
−1KF (t+ s)(u♦
t
v)
= Φ(t+ s)(1[0,t+s] +KF (t+ s))
−1K
(
F (t)u♦
t
(Ψ(s)Φ(t)u+ F (s)u)
)
= Φ(t+ s)[(1[0,t] +KF (t))
−1KF (t)u♦
t
((1[0,s] +KF (s))
−1
· (Ψ(s)Φ(t)u+ F (s)u−Ψ(s)Φ(t)K(1[0,t] +KF (t))−1KF (t)u)]
= T (t)Φ(s)(1[0,t] +KF (t))
−1KF (t)u
+ Φ(t)
(
(1[0,s] +KF (s))
−1K(Ψ(s)Φ(t)u+ F (s)u
−Ψ(s)Φ(t)K(1[0,t] +KF (t))−1KF (t)u
)
= Tˆ (t)Φˆ(s)u+ Φˆ(t)v
and
Ψˆ(t+ s)x0 = (1[0,s+t] + F (s+ t)K)
−1Φ(t+ s)x0
= (1[0,s+t] + F (s+ t)K)
−1
(
Ψ(t)x0♦
t
Ψ(s)T (t)x0
)
= (1[0,t] + F (t)K)
−1Ψ(t)x0
♦
t
(1[0,s] + F (s)K)
−1 [Ψ(s)T (t)x0 −Ψ(s)Φ(t)K(1[0,t] + F (t)K)−1Ψ(t)x0]
= Ψˆ(t)x0♦
t
Ψˆ(s)Tˆ (t)x0
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as well as
Fˆ (t+ s)(u♦
t
v)
= (1[0,s+t] + F (s+ t)K)
−1F (s+ t)(u♦
t
v)
= (1[0,s+t] + F (s+ t)K)
−1
(
F (t)u♦
t
(Ψ(s)Φ(t)u+ F (s)v)
)
= (1[0,t] + F (t)K)
−1F (t)u
♦
t
(1[0,s] + F (s)K)
−1 (Ψ(s)Φ(t)u+ F (s)v −Ψ(s)Φ(t)K(1[0,t] + F (t)K)−1F (t)u)
= Fˆ (t)u♦
t
(
Fˆ (s)v + (1[0,s] + F (s)K)
−1Ψ(s)
(
Φ(t)− Φ(t)K(1[0,t] + F (t)K)−1F (t)
)
u
)
= Fˆ (t)u♦
t
(
Fˆ (s)v + Ψˆ(s)Φˆ(s)u
)
.
Therefore, it only remains to check that Σˆ is well-posed. For this end, it is enough
to show the inequality
‖x(t)‖2X + ‖y‖2L2(0,t;Y ) ≤ cˆt
(
‖x0‖2 + ‖u−Ky‖2L2(0,t;U)
)
for every solution (x(t), y[0,t]) = Σ(t)(x0, u) (x0 ∈ X, u ∈ L2,loc(R+;U)) of the
original linear system. In fact, for every fixed t ≥ 0 we find that
‖x(t)‖2X ≤ ‖x0‖2 + 2 Re 〈u, y〉L2(0,t;U)
≤ ‖x0‖2 + 2 Re 〈u+Ky, y〉L2(0,t;U) − 2σ ‖Ky‖2L2(0,t;U)
≤ ‖x0‖2 + ε ‖y‖2L2(0,t;U) + ε−1 ‖u−Ky‖
2
L2(0,t;U)
− 2σ ‖Ky‖2L2(0,t;U) (7.7)
for every ε > 0. Moreover,
‖u‖2L2(0,t;U) ≤ 2 ‖u−Ky‖
2
L2(0,t;U)
+ 2 ‖Ky‖2 (7.8)
Combined with the well-posedness of the system Σ = (T,Φ,Ψ, F ),
‖y‖2L2(0,t;U) + ‖x(t)‖
2
X ≤ ct
(
‖x0‖2X + ‖u‖2L2(0,t;U)
)
(7.9)
we therefore find by adding ct times equation (7.7) to sσ times equation (7.9) and
using inequality (7.8) that
(σ − εct) ‖y‖2L2(0,t;Y ) + (σ + ct) ‖x(t)‖
2
X
≤ (σ + 1)ct ‖x0‖2X + (2σ + ε−1)ct ‖u−Ky‖2L2(0,t;U)
and well-posedness of the system Σˆ = (Tˆ , Φˆ, Ψˆ, Fˆ ) follows by choosing ε ∈ (0, σct ).
From here we may easily remove Assumption 7.2.6 for impedance passive systems.
Corollary 7.2.15. Assume that Dc : Xc → B(Uc) is such that for every xc ∈ Xc
there is σ(xc) > 0 such that
Re 〈Dc(xc)zc, zc〉 ≥ σ(xc) |zc|2 , zc ∈ Uc.
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Further assume that the well-posed linear system (T,Φ,Ψ, F ) is impedance passive.
Then for every initial value (x0, xc,0) ∈ X × Xc problem (7.3) has a unique max-
imal solution (x, xc) ∈ C([0, tmax(x0, xc,0));X × Xc). Moreover, if additionally
also the nonlinear control system is impedance passive with respect to some radially
unbounded and continuous functional Hc : Xc → R+, then all these solutions are
global, i.e. tmax(x0, xc,0) = +∞ for all (x0, xc,0) ∈ X×Xc, and have non-increasing
total energy
Htot((x, xc)(t)) = H(x(t)) +Hc(xc(t)) =
1
2
‖x(t)‖2X +Hc(xc(t)), t ≥ 0.
Proof. Fix any initial value (x0, xc,0) ∈ X×Xc. Then the perturbed linear system
Σˆ resulting from the adjusted input uˆ = u − Dc(xc,0)y is well-posed by Remark
7.2.14 and problem (7.3) may be equivalently re-written as
x(t) = Tˆ (t)x0 + Φˆ(t)uˆ
xc(t) = xc,0 +
∫ t
0
[Ac&Bc](xc(s), uc(s))ds, t ≥ 0
uˆ = −Cc(xc)− [Dc(xc)−Dc(xc,0)]uc
uc = yˆ = Ψˆ + Fˆ uˆ.
Since supxc∈Bρ(xc,0) |Dc(xc)−Dc(xc,0)| inft>0
∥∥∥Fˆ (t)∥∥∥ < 1 for sufficiently small ρ >
0, the proof of Theorem 7.2.7 shows that this problem admits a unique mild solution
(x, xc) ∈ C([0, τ ];X×Xc) on some interval [0, τ ]. Using Zorn’s Lemma this solution
may be extended in a unique way to a maximal solution (x, xc) ∈ C([0, tmax);X ×
Xc). Now assume that both systems are impedance passive, then
Htot((x, xc)(t)) ≤ Htot(x0, xc,0), t ∈ [0, tmax)
(cf. Corollary 7.2.8) and a procedure similar to that in Corollary 7.2.8 shows that
then tmax = +∞.
Also the term Dc(xc) may even help to remove the well-posedness assumption on
the impedance passive port-Hamiltonian system.
Corollary 7.2.16. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system and Σnlc be an impedance passive (w.r.t. some radially unbounded continuous
functional Hc : Xc → R+) control system (with Uc = Yc = Fk for some 1 ≤ k ≤ Nd)
as above. Further assume that
Re 〈Dc(xc)zc, zc〉 ≥ σ(xc) |zc| , zc ∈ Uc
for constants σ(xc) > 0 depending on xc ∈ Xc. Then for every initial value
(x0, xc,0) ∈ X ×Xc the problem
d
dt
x(t) = Ax(t),
xc(t) = xc,0 +
∫ t
0
Ac(xc(s))xc(s) +Bc(xc(s))uc(s)ds, t ≥ 0
B1x = −yc = −Cc(xc)xc −Dc(xc)uc, B2x = 0
uc = C1x
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where the input map B is decomposed as Bx = (B1x,B2x) ∈ Fk×FNd−k, and also
the output map C accordingly, has a unique mild solution (x, xc) ∈ C(R+;X ×Xc)
for which (u, y) ∈ L2,loc(R+;U × Y ) and the total energy
Htot((x, xc)(t)) =
1
2
‖x(t)‖2X +Hc(xc(t)), t ≥ 0
is non-increasing.
Proof. Let an initial value (x0, xc,0) ∈ X × Xc be given. Analogously to the
previous corollary we consider the following equivalent problem
d
dt
x(t) = Ax(t),
xc(t) = xc,0 +
∫ t
0
Ac(xc(s))xc(s) +Bc(xc(s))uc(s)ds, t ≥ 0
B1x+Dc(xc,0)C1x = Dc(xc,0)uc − yc = −Cc(xc)xc − uc, B2x = 0
uc = C1x
Then the Boundary Control System (A1 := A|kerB2 ,B1 +Dc(xc,0)C1,C1) not only
is impedance passive, but
Re 〈A1x, x〉X ≤ Re 〈B1x,C1x〉Fk
= Re 〈B1x+Dc(xc,0)C1,C1x〉Fk − Re 〈KC1x,C1x〉Fk
≤ Re 〈B1x+Dc(xc,0)C1,C1x〉Fk − σ |C1x| , x ∈ D(A)
so that
σ ‖C1‖2L2(0,t;Y ) + ‖x(t)‖
2
X ≤ σ ‖C1‖2L2(0,t;Y ) + ‖x0‖
2
X + 2 Re 〈B1x,C1x〉L2(0,t;U)
≤ σ ‖C1‖2L2(0,t;Y ) + ‖x0‖
2
X − 2σ ‖C1x‖2L2(0,t;U)
+ 2 Re 〈B1x+Dc(xc,0)C1x,C1x〉L2(0,t;U)
≤ ‖x0‖2X + ‖B1x+Dc(xc,0)C1x‖2L2(0,t;U)
for every classical solution x ∈ C1(R+;X)∩C(R+;D(A)) of the Boundary Control
System (A1,B1+Dc(xc,0)C1,C1) and therefore the system (A1,B1+Dc(xc,0)C1,C1)
is well-posed as Boundary Control and Observation System and so it is equivalent to
a well-posed linear system ΣDc(xc,0). As before we first obtain a uniquely determined
local solution which can be extended to a maximal solution and impedance passivity
of the two subsystems leads to global existence and non-increasing energy.
Definition 7.2.17. If S = (A,B,C) is an impedance passive port-Hamiltonian sys-
tem and is interconnected with an impedance passive(w.r.t. some radially unbounded
functional Hc on Xc) nonlinear controller (NLC), we denote by
A
(
x
xc
)
=
(
Ax
Ac(xc)xc +Bc(xc)Cx
)
D(A) = {(x, xc) ∈ D(A)×Xc : Bx = −(Cc(xc)xc +Dc(xc)Cx)}
the corresponding nonlinear hybrid operator on X×Xc := X×Xc. Since the solution
depends continuously on the initial value (x0, xc,0), the maps S(t) : X×Xc → X×Xc
defined by
S(t)(x0, xc,0) := x(t;x0, xc,0), t ≥ 0, (x0, xc,0) ∈ X ×Xc
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where x(t;x0, xc,0) ∈ X ×Xc denotes the solution at time t ≥ 0 for the initial value
(x0, xc,0) ∈ X ×Xc, defines a s.c. (in general not contractive) semigroup (S(t))t≥0
on X ×Xc.
Example 7.2.18. In the model proposed in [Le14] and considered in Example 7.2.1
and Example 7.2.12 the condition on Dc in Corollary 7.2.15 is satisfied if the func-
tion k has range in the interval [α1, α2] where αi > 0 (i = 1, 2). Hence, if the
control system is impedance passive, the standard feedback interconnection with an
impedance passive well-posed system is globally well-posed, i.e. there is a unique
global mild solution of the interconnected system.
7.3 Exponential Stability
We proceed by investigating the stability properties of the solutions of hybrid sys-
tems consisting of an impedance passive port-Hamiltonian system S = (A,B,C)
which is coupled with an impedance passive nonlinear controller, may it be given
by the strongly continuous contraction semigroup (S(t))t≥0 generated by the m-
dissipative map A of Theorem 7.1.4, or be the solution of an impedance passive
port-Hamiltonian system interconnected with an impedance passive nonlinear con-
troller as in Subsection 7.2.3.
We start with an asymptotic stability result for the solutions of the nonlinear Cauchy
problem governed by an m-dissipative hybrid map A as in Theorem 7.1.4.
Proposition 7.3.1. Assume that A is the m-dissipative map resulting from the
standard feedback interconnection of an impedance passive port-Hamiltonian system
with an m-dissipative map Mc. Further assume the following.
1. ΠXc ran Mc ↪→ Xc is compactly embedded and convex
2. There is an orthogonal projection Π : FNd → FNd such that
Mc(0, uc) ⊆ Xc × {0}, uc ∈ ker Π
and for some function p : R+ → R+ with p(z) > 0 for all z > 0
Re 〈(zc, wc), (xc, uc)〉Xc×Uc ≤ −p
(
|Πuc|2
)
, (zc, wc) ∈Mc(xc, uc)
3. 0 ∈Mc(0) and if (iβxc, wc) ∈Mc(xc, uc) for some β ∈ R and uc ∈ ker Π, then
already xc = 0.
If the pair (A, (B,ΠC)) has property ASP, then
S(t)(x0, xc,0) t→∞−−−→ 0, (x0, xc,0) ∈ X ×Xc
i.e. 0 is a globally asymptotically stable equilibrium of the nonlinear s.c. contraction
semigroup (S(t))t≥0 generated by A.
Proof. First of all note that D(A) ⊆ D(A)×ΠXc ran Mc ↪→ X ×Xc is compactly
embedded and convex. Therefore, by Theorem 2.2.32 for every (x0, xc,0) ∈ D(A)
the trajectory S(t)(x0, xc,0) converges to some compact subset Ωx0,xc,0 of a sphere
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Sr(0) around 0 of radius r ≥ 0, where we understand the sphere of radius 0 to be
{0}, and which also is a subset of D(A). Moreover,
S(t)|Ωx0,xc,0 = Tˆ (t)|Ωx0,xc,0 , t ≥ 0
for some isometric C0-group (Tˆ (t))t≥0 on lin Ωx0,xc,0 with generator Aˆ. Let us
investigate the stability properties of (Tˆ (t))t≥0 and consider the problem
iβ(xˆ, xˆc) = Aˆ(xˆ, xˆc)
where w.l.o.g. we may assume that (xˆ, xˆc) ∈ Ωx0,xc,0 , so that
iβ(xˆ, xˆc) = A(xˆ, xˆc).
Then
0 = Re 〈A(xˆ, xˆc), (xˆ, xˆc)〉X×Xc ≤ −p
(
|ΠCxˆ|2
)
i.e. ΠCx = 0. From (iβxˆc,−Bxˆ) ∈ Mc(xˆc,Cx) with Cx ∈ ker Π, we conclude from
the assumptions of the theorem that xˆc = 0. Since (0,−Bxˆ) ∈ Mc(0,Cx) and
Cx ∈ ker Π we may also employ the second assumption and obtain that Bxˆ = 0, so
that
Axˆ = iβxˆ
Bxˆ = 0, ΠCxˆ = 0
and since the pair (A, (B,ΠC)) has property ASP we find that xˆ = 0. Since β ∈ R
had been arbitrary this proves that iR ∩ σp(Aˆ) = ∅. However, this implies that
(Tˆ (t))t≥0 is asymptotically stable and isometric at the same time which can only
hold true if Ωx0,xc,0 = {0}, i.e. (S(t))t≥0 is asymptotically stable.
We continue with the investigation of stability properties of the s.c semigroup gen-
erated by the m-dissipative hybrid map A of Theorem 7.1.4 and aim for uniform
exponential stability next. The first approach is to impose the following dissipativity
constraints on the controller.
Assumption 7.3.2. Assume that A is an m-dissipative operator as in Theorem
7.1.4 and further assume that 0 ∈ Mc(0) and there is ρ > 0 and an orthogonal
projection Π : FNd → FNd on some subspace of FNd such that
Re [(zc, yc), (xc, uc)]Xc×FNd ≤ −ρ
(
‖xc‖2Xc + ‖Πuc‖
2
FNd
)
for all (xc, uc) ∈ D(Mc) and (zc, yc) ∈Mc(xc, uc) and some equivalent inner product
[·, ·]Xc×FNd on Xc×FNd. Further we assume that for some c′ > 0 and all (xc, uc) ∈
D(Mc), wc ∈ ΠFNdMc(xc, uc) one has
|wc| ≤ c′
(‖xc‖Xc + |Πuc|) .
Example 7.3.3 (Collocated case). One particular case which is covered by the
preceding assumption is the following. Let Σc = (Ac, Bc, Cc, Dc) be an impedance
passive system with Cc = B
′
c ∈ B(Xc;FNd) (the Hilbert space adjoint operator of Bc
with respect to the inner products 〈·, ·〉Xc and 〈·, ·〉FNd on Xc and FNd, respectively),
i.e. collocated input and output, and Ac,−Dc be m-dissipative, possibly multi-valued
and nonlinear maps. Further we assume that
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1. Ac(0) = {0} and there is an equivalent inner product [·, ·]Xc (inducing the
norm |·|Xc) on Xc such that for some ρ > 0 and all xc ∈ D(Ac), zc ∈ Ac(xc)
one has
Re [zc, xc]Xc ≤ −ρ ‖xc‖
2
Xc
, (7.10)
2. 0 ∈ Dc(0), Π : FNd → FNd is an orthogonal projection such that |wc| .
|Πuc| (uc ∈ D(Dc), wc ∈ Dc(uc)) and there is σ > 0 such that for all
xc ∈ Xc, zc ∈ Ac(xc), uc ∈ FNd and wc ∈ Dc(uc) one has
Re 〈zc +Bcuc, xc〉Xc ≤ Re 〈Ccxc + wc, uc〉FNd − σ |wc|2 . (7.11)
Then Mc =
(
Ac Bc
−Cc −Dc
)
satisfies Assumption 7.3.2.
Proof. To see that Assumption 7.3.2 is actually satisfied make the ansatz
[(xc, uc), (x˜c, u˜c)]Xc×FNd := α [xc, x˜c]Xc + 〈(xc, uc), (x˜c, u˜c)〉Xc×FNd .
We then have for every (xc, uc) ∈ D(Mc) and zc ∈ Ac(xc) and wc ∈ Dc(uc) that
[(zc +Bcuc,−Cc − wc), (xc, uc)]Xc×FNd
= α [zc +Bcuc, xc]Xc + 〈(zc +Bcuc, Ccxc + wc), (xc, uc)〉Xc×FNd
≤ −ρ ‖xc‖2Xc + α [Bcuc, xc]− σ |wc|
2
≤ (αc2 − ρ) ‖xc‖2Xc + (αc2 ‖Bc‖ − σ) ‖wc‖
2
where |·| ≤ c ‖·‖Xc and for α ∈
(
0,min{ ρc2 , σ‖Bc‖c2 }
)
sufficiently small this equiva-
lent inner product on Xc × FNd does the job.
Under this Assumption 7.3.2 we can show the following.
Proposition 7.3.4. Let S = (A,B,C) be an impedance passive Boundary Control
and Observation system and Mc : D(Mc) ⊆ Xc × FNd ⇒ Xc × FNd be as in
Assumption 7.3.2. Denote by (S(t))t≥0 the nonlinear s.c. contraction semigroup
associated to A as in Theorem 7.1.4. If there is q : X → R such that |q(x)| ≤
cˆ ‖x‖2X (x ∈ X) and for all mild solutions x ∈ W 1∞(R+;X) ∩ L∞(R+;D(A)) of
x˙ = Ax one has q(x) ∈W 1∞(R+) and
‖x(t)‖X +
d
dt
q(x(t)) ≤ c
(
|Bx(t)|2 + |ΠCx(t)|2
)
, a.e. t ≥ 0,
then 0 is a globally uniformly exponentially stable equilibrium of (S(t))t≥0.
Remark 7.3.5. In the collocated input/output case (see Example 7.3.3) the first
condition means that there is c˜ ≥ 0 such that for all uc ∈ FNd, wc ∈ Dc(uc)
|wc| ≤ c˜ ‖Bcuc‖Xc (7.12)
i.e. the control state is only directly influenced by those components in which the
nonlinear controller is strictly input passive, which means that for the input Πuc
the controller is SIP, and the last condition may be replaced by
‖x(t)‖2X +
d
dt
q(x(t)) ≤ c
(
|Bx(t)|2 + ∣∣D0cCx(t)∣∣2) , a.e. t ≥ 0,
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where D0c denotes the minimal section of Dc. To see this let Π : FNd → FNd be the
projection on (kerBc)
⊥, then for uc ∈ D(Dc)∣∣D0cuc∣∣ . ‖Bcuc‖Xc . |Πuc| .
Remark 7.3.6. We give some interpretation for the preceding conditions in the
collated input/output case. The Lyapunov condition (7.10) says that 0 is a glob-
ally uniformly exponentially stable equilibrium for the s.c. contraction semigroup
(Sc(t))t≥0 associated to Ac. If one has a globally exponentially stable minimum at
some other point x∗c ∈ Xc one may simply introduce xnewc := xc − x∗c as new vari-
able to get to the situation as above. (Similar, one may choose a nonzero desired
equilibrium x∗c .) Conditions (7.11) and (7.12) together may be seen as a strict in-
put passivity condition on the controller system (after getting rid of the redundant
parts of the input which only constitute static boundary conditions on the system
S = (A,B,C)). In particular, if Dc = D
∗
c were linear and symmetric the second
condition would read as
Re 〈zc +Bcuc, xc〉Xc ≤ Re 〈Ccxc +Dcuc, uc〉 − σ˜ |ΠDcuc|2
for some σ˜ > 0 and ΠDc the projection on kerDc
⊥.
Proof of Proposition 7.3.4. Let δ > 0 which we choose suitable later on. Let
(x0, xc,0) ∈ D(A) be arbitrary and set (x, xc)(t) := S(t)(x0, xc,0) (t ≥ 0). Define
Φ(t) := t
(
‖x(t)‖2X + |xc(t)|2Xc
)
+ q(x(t)), t ≥ 0
and note that ddt (x, xc)(t) = (Ax(t), zc(t)) := A0((x, xc)(t)) (a.e. t ≥ 0) and Φ ∈
W 1∞,loc(R+) with
d
dt
Φ(t) ≤ |xc(t)|2Xc + 2tRe 〈Ax(t), x(t)〉X
+ 2tRe [zc(t), xc(t)]Xc + c
(
|Bx(t)|2 + |ΠCx(t)|2
)
≤ |xc(t)|2Xc + c
(
|Bx(t)|2 + |ΠCx(t)|2
)
− 2ρt
(
‖xc(t)‖2Xc + |ΠCx(t)|
2
)
≤ |xc(t)|2Xc + c
(
|Bx(t)|2 + |ΠCx(t)|2
)
− ρt
(
‖xc(t)‖2Xc + |ΠCx(t)|
2
+
1
c′
|Bx(t)|2
)
≤ (c˜− ρt) ‖xc(t)‖2Xc + (c−
ρt
c′
) |Bx(t)|2 + (c− ρt) |ΠCx(t)|2 , a.e. t ≥ 0.
Choosing t0 := max{ c˜ρ , cρ , cc
′
ρ } > 0 (independent of the initial value x0) we have
that Φ is decreasing on (t0,∞). Since Φ(t)t behaves as ‖(x, xc)(t)‖2 as t → ∞, we
easily deduce uniform exponential stability from this. In fact, for t ≥ t0 we have
‖(x, xc)(t)‖2X×Xc =
Φ(t)
t
− q(x(t)) + |xc(t)|
2
Xc
t
≤ Φ(t)
t
+
cˆ ‖x(t)‖X
t
≤ 1
t
Φ(t0) +
cˆ
t
‖(x, xc)(t)‖2X×Xc
≤ t0
t
max{1 + cˆ, 1 + c˜} ‖(x, xc)(0)‖2X×Xc +
cˆ
t
‖(x, xc)(t)‖2X×Xc ,
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so that ‖(x, xc)(t)‖2X×Xc ≤
t0 max{1+cˆ,1+c˜}
t−cˆ ‖(x, xc)(0)‖2X×Xc (t > max{t0, cˆ}) from
where exponential stability with constants M ≥ 1 and ω < 0 independent of x0 ∈
D(A) follows. From density of D(A) in X ×Xc and continuity of S(t) (t ≥ 0) we
conclude
‖S(t)(x0, xc,0)‖X×Xc ≤Meωt ‖(x0, xc,0)‖X×Xc , (x0, xc,0) ∈ X ×Xc, t ≥ 0.
This means that 0 is a globally uniformly exponentially stable equilibrium.
Thus, Proposition 7.3.4 and Proposition 4.3.8 together say the following.
Theorem 7.3.7. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system of order N = 1 and Mc : D(Mc) ⊆ Xc×FNd ⇒ Xc×FNd as in Assumption
7.3.2. Further assume that for some c′ > 0 and all (xc, uc) ∈ D(Mc), (zc, wc) ∈
Mc(xc, uc)
|wc|2 ≤ c′ ‖xc‖2Xc + |Πuc|
2
.
and
|(Hx)(1)|2 . |Bx|2 + |ΠCx|2 , x ∈ D(A).
Then the interconnected map A from Theorem 7.1.4 generates a s.c. contraction
semigroup (S(t))t≥0 on X ×Xc with globally uniformly exponentially stable equilib-
rium 0.
The interplay of Lemma 6.3.3 with Proposition 7.3.4 then implies the following.
Theorem 7.3.8. Let S = (A,B,C) be an impedance passive port-Hamiltonian
system of order N = 2 and Mc : D(Mc) ⊆ Xc×FNd ⇒ Xc×FNd as in Assumption
7.3.2. Further assume that A satisfies the regularity assumptions of Lemma 6.3.3
and that for some c′ > 0 and all (xc, uc) ∈ D(Mc), (zc, wc) ∈Mc(xc, uc)
|wc|2 ≤ c′
(
‖xc‖2Xc + |Πuc|
2
)
.
and
|(Hx)(0)|2 + |(Hx)(1)|2 + |(Hx)′(0)|2 . |Bx|2 + |ΠCx|2 , x ∈ D(A).
Then the interconnected map A from Theorem 7.1.4 generates a s.c. contraction
semigroup (S(t))t≥0 on X ×Xc with globally uniformly exponentially stable equilib-
rium 0.
Unfortunately the conditions of Assumptions 7.3.2 are quite restrictive since even
for linear systems the dissipation condition
Re [(Acxc +Bcuc,−Ccxc −Dcuc), (x,c , uc)]Xc×FNd
≤ −ρ
(
‖xc‖2Xc + ‖Πuc‖
2
FNd
)
for every xc ∈ Xc and uc ∈ Uc, is usually not satisfied since for this also Ac+εI had
to be dissipative for some ε > 0, which in general does not hold, even for dissipative
and uniformly exponentially stable k × k-matrices for k ≥ 2. We therefore weaken
the assumptions in the following way.
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Assumption 7.3.9. In the following we assume that either A is the m-dissipative
operator as in Theorem 7.1.4 generating the s.c. contraction semigroup (S(t))t≥0 on
X ×Xc and 0 ∈Mc(0) in that case, or that A is the operator resulting from the the
interconnection of an impedance passive port-Hamiltonian systems S = (A,B,C)
with an impedance passive (w.r.t. a radially unbounded functional Hc on Xc) non-
linear control system (NLC) of Theorem 7.2.13 or Corollary 7.2.16 generating the
strongly continuous, but not necessarily contractive semigroup (S(t))t≥0.
Moreover, we assume the following, for some orthogonal projection Π : FNd → FNd.
1. There are constants t0, δ, cδ > 0 such that for every mild solution (xc, uc, yc) ∈
C(R+;X)×L2,loc(R+;Uc)×L2,loc(R+;Yc) of the nonlinear control system (Mc
or (NLS), respectively)
d
dt
∫ t+t0
t
Hc(xc(s))ds ≤ −δHc(xc(t)) + c ‖Πuc(s)‖2L2(t,t+t0) , t ≥ 0
where Hc(xc) =
1
2 ‖xc‖2Xc or Hc is the radially unbounded functional on Xc,
respectively,
2. there is σ > 0 such that for all such mild solutions
Htot(t+ s) ≤ Htot(t)− σ ‖Πuc‖2L2(t,t+s)
where Htot(x, xc) =
1
2 ‖x‖2X +Hc(xc) is the total energy, and
3. there is a constant c′ > 0 such that
|yc|2 ≤ c′
(
Hc(xc) + |Πuc|2
)
.
where yc ∈ ΠFNdMc(xc, uc) or yc = Cc(xc)xc +Dc(xc)uc, respectively.
Remark 7.3.10. Note that Assumption 7.3.9 (for m-dissipative A) is actually
weaker then Assumption 7.3.2.
Proof. Assume that Assumption 7.3.2 holds good. Then Conditions 2.) and
3.) are satisfied by Assumption 7.3.2. We only need to show that condition 1.)
holds true. By Assumption 7.3.2 we have that for every solution (xc, uc, yc) ∈
C(R+;Xc)× Lp,loc(R+;Uc × Yc)
ρ ‖xc‖2Xc ≤
∫ t0
0
Re 〈(x˙(s),−yc(s)), (xc(s), uc(s))〉Xc×FNdds
≤
∫ t0
0
Re 〈x˙c(s), xc(s)〉Xc − Re 〈yc(s), uc(s)〉FNdds
=
1
2
‖xc(t0)‖2Xc −
1
2
‖xc(0)‖2Xc − Re 〈uc, yc〉L2(0,t0).
Moreover, since
|yc(t)|2 ≤ c′
(
‖xc(t)‖2Xc + |Πuc(t)|
2
)
, a.e. t ≥ 0
we find that
2 Re 〈uc, yc〉L2(0,t0) ≤
(
1
ε
+ εc′
)
‖Πuc‖2L2(0,t0) + εc′ ‖xc‖
2
L2(0,t0)
, ∀ε > 0
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and then in particular that for all ε > 0 and t ∈ [0, t0]
‖xc(t)‖2Xc ≥ ‖xc(t0)‖
2
Xc
− Re 〈uc, yc〉L2(t,t0)
≥ ‖xc(t0)‖2Xc −
(
1
ε
+ εc′
)
‖Πuc‖2L2(0,t0)
− εc′ ‖xc‖2L2(0,t0)
which again leads to
‖xc‖2L2(0,t0) ≥ t0 ‖xc(t0)‖
2
Xc
− t0
(
1
ε
+ εc′
)
‖Πuc‖2L2(0,t0)
− εc′t0 ‖xc‖2L2(0,t0)
i.e.
‖xc‖2L2(0,t0) ≥
1
1 + εc′t0
[
t0 ‖xc(t0)‖2Xc − t0
(
1
ε
+ εc′
)
‖Πuc‖2L2(0,t0)
]
and then putting everything together, choosing ε ∈ (0, ρc′ ),
‖xc‖2L2(0,t0) ≤ ‖xc(0)‖
2
Xc
+
(
1
ε
+ εc′
)
‖Πuuc‖2L2(0,t0)
+ εc′ ‖xc‖2L2(0,t0) − ρ ‖xc(t0)‖
2
Xc
≤ ‖xc(0)‖2Xc +
(
1
ε
+ εc′
)
‖Πuc‖2L2(0,t0) +
(εc′ − ρ)t0
1 + εc′t0
‖xc(t0)‖2Xc
+
(εc′ − ρ)t0( 1ε + εc′)
1 + εc′t0
) ‖Πuc‖2L2(0,t0)
or, equivalently,(
1 +
(ρ− εc′)t0
1 + εc′t0
)
‖x‖2L2(0,t0)
≤ ‖xc(0)‖2Xc +
(
1
ε
+ εc′ +
(εc′ − ρ)t0( 1ε + εc′)
1 + εc′t0
)
‖Πuc‖2L2(0,t0) .
Time-invariance of the problem implies that condition 1.) holds true.
Remark 7.3.11. Assumption 7.3.9 may be interpreted as follows. The first as-
sumption says that 0 ∈ Xc is a globally uniformly exponentially stable equilibrium
point of the nonlinear controller without input, i.e. uc = 0, and that for input
uc ∈ L2,loc(R+;Uc) the state variable at time t ≥ 0 depends continuously on the
input u|[0,t] ∈ L2(0, t;Uc). In this sense the nonlinear controller is internally uni-
formly exponentially stable and is state/input-state stable. The last assumption says
that the output continuously depends on the state and the input variable, so that in
total the system is state/input-state/output stable. Together assumptions 2.) and
3.) roughly say that the control system is strictly impedance passive if one considers
Πuc as input function, which makes sense as the output variable yc can be bounded
by the state space variable xc and Πuc.
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Theorem 7.3.12. Let A be as in Assumption 7.3.9. Further assume that there is
q : X → R with |q(x)| ≤ c ‖x‖2X such that for every mild solution x ∈W 1∞(R+;X)∩
L∞(R+;D(A)) of x˙ = Ax one has
d
dt
q(x) ≤ −1
2
‖x(t)‖2X + c
(
|Bx(t)|2 + |ΠCx(t)|2
)
, t ≥ 0.
Then the nonlinear semigroup (S(t))t≥0 is uniformly exponentially stable, i.e. there
are constants M ≥ 1 and ω < 0 such that
Htot(S(t)(x0, xc,0)) ≤MeωtHtot((x0, xc,0)), (x0, xc,0) ∈ X ×Xc, t ≥ 0.
Proof. We start with an observation on the choice of t0 in Assumption 7.3.9. Using
the first condition iteratively, we obtain that
Hc(xc(t+ nt0) ≤ (1− δ)nHc(xc(t)) + c ‖Πuc‖2L2(t;t+nt0;Uc)
≤ (1− δ)Hc(xc(t)) + c ‖Πuc‖2L2(t;t+nt0;Uc) , t ≥ 0, n ∈ N.
so that w.l.o.g. we may always assume that t0 > 0 is as large as we wish. Moreover,
the inequality then w.l.o.g. may also hold for any t˜0 ≥ t0. We will make use of that
observation in the conclusion of this proof. Since all maps S(t) : X ×Xc → X ×Xc
are continuous, it suffices to consider (x0, xc,0) ∈ D(A). So let (x0, xc,0) ∈ D(A) be
arbitrary. The condition on the map q : X → R implies that
q(x(t))− q(x(τ)) ≤
∫ t
τ
H(x(s))ds+ c
(
‖u‖2L2(τ,t) + ‖Πy‖
2
L2(τ,t)
)
, t ≥ τ ≥ 0.
For t ≥ 0 and the constants t0, δ, c, c′ > 0 from Assumption 7.3.9 we define the
function
Φ(t) := q(x(t)) + tHtot((x, xc)(t)) +
1 + cc′
δ
∫ t+t0
t
Hc(xc(s))ds, t ≥ 0.
Then for a.e. t ≥ τ ≥ 0 we conclude that for every t ≥ 2t0 > 0
Φ(t)− Φ(t0)
= t0 (Htot((x, xc)(t))−Htot((x, xc)(t0))) + (t− t0)Htot((x, xc)(t))
+ q(x(t))− q(x(t0)) + 1 + cc
′
δ
∫ t0
0
(Hc(xc(s+ t))−Hc(xc(s+ t0))) ds
≤ −σt0 ‖ΠCx‖2L2(t0,t) + (t− t0)Htot((x, xc)(t))−
∫ t
t0
H(x(s))ds
+ c
∫ t
t0
|Bx(s)|2 + |ΠCx(s)|2 ds
+
1 + cc′
δ
∫ t0
0
(
−δHc(xc(s+ t0)) + c
∫ t−t0
0
‖ΠCx(t0 + s+ r)‖2 dr
)
ds
≤ −σt0 ‖ΠCx‖2L2(t0,t) + (t− t0)Htot((x, xc)(t))−
∫ t
t0
Htot((x, xc)(s))ds
+
(1 + cc′)(1 + δ)
δ
‖ΠCx‖2L2(t0,t) ≤ 0
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if t0 > 0 (independent of the initial value (x0, xc,0) ∈ X × Xc) is large enough.
Therefore, for that fixed t0 > 0 we have Φ(t) ≤ Φ(t0) (t ≥ 2t0), from where we
easily deduce uniform exponential stability. Namely, we may estimate for t ≥ 2t0
tHtot((x, xc)(t))− cHtot((x, xc)(0))− (1 + cc
′)t0
δ
Htot((x, xc)(0))
≤ Φ(t) ≤ Φ(t0)
≤ t0Htot((x, xc)(0)) + cHtot((x, xc)(0)) + (1 + cc
′)t0
δ
Htot((x, xc)(0))
leading to
Htot((x, xc)(t)) ≤ 1
t
(
t0 + 2c+
2(1 + cc′)t0
δ
)
Htot((x, xc)(0)), t ≥ 2t0.
and by time-invariance of the problem we conclude uniform exponential stability,
i.e.
Htot((x, xc)(t)) ≤MeωtHtot((x0, xc,0)), t ≥ 0
for some constants M ≥ 1 and ω < 0, cf. the proof of Remark 2.2.12.
It is also possible to employ the final observability result Lemma 4.1.1 to ob-
tain uniform exponential stability, if S = (A,B,C) is an impedance passive port-
Hamiltonian system of order N = 1, interconnected with an input/state-input/state
stable nonlinear control system. To show that result we first need the following aux-
iliary lemma.
Lemma 7.3.13. Assume that A is as in Assumption 7.3.9. Then for every τ > 0
there is a constant c′′ > 0 such that
‖yc‖2L2(0,τ) ≤ c′′
(
Hc(xc,0) + ‖Πuc‖2L2(0,τ)
)
for every mild solution of the control system Mc or (NLC), respectively.
Proof. From the impedance passivity and the fact that due to assumption 1.) in
Assumption 7.3.9 the part (I − Π)uc of the input does not influence the controller
state space variable xc, we find that
‖Hc(xc)‖L1(0,τ) ≤
∫ τ
0
Hc(xc,0) + Re 〈Πuc,Πyc〉L2(0,t)dt
≤ τHc(xc,0) + τ ‖Πuc‖L2(0,τ) ‖yc‖L2(0,τ)
≤ τHc,0 + τ
2ε
‖Πuc‖2L2(0,τ) +
τε
2
‖yc‖2L2(0,τ)
for every ε > 0 and then condition 3.) implies that
‖yc‖2L2(0,τ) ≤ c′
(
‖Hc(xc)‖L1(0,τ) + ‖Πuc‖
2
L2(0,τ)
)
≤ c′
(
τHc(xc,0) +
(
1 +
τ
2ε
)
‖Πuc‖2L2(0,τ) +
τε
2
‖yc‖2L2(0,τ)
)
and the estimate follows for ε > 0 suitable small, e.g. ε = 1τc′ .
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Proposition 7.3.14. Let an A be as in Assumption 7.3.9. Further assume that
the following final observability estimate holds good.
∃cτ , τ > 0 : 1
2
‖x(τ0)‖2X ≤ cτ
∫ τ0
0
|ΠCx(s)|2 + |Bx(s)|2 ds. (7.13)
Then there are constants M ≥ 1 and ω < 0 such that for every (x0, xc,0) ∈ X ×Xc
and the corresponding mild solution (x, xc) the following exponential energy decay
holds true.
Htot((x, xc)(t)) ≤MeωtHtot((x0, xc,0)), t ≥ 0.
Proof. First remark that inequality (7.13) also holds if τ0 is replaced by an arbitrary
larger τ ≥ τ0. Take any (x0, xc,0) ∈ X×Xc such that for the corresponding solution
(x, xc)(t) = S(t)(x0, xc,0) (t ≥ 0) the functions (uc, yc) ∈ L2,loc(R+;Uc × Yc) are
locally square-integrable. From the the second assumption in Assumption 7.3.9 we
find that
Htot((x, xc)(t)) ≤ Htot((x0, xc,0))− σ ‖Πuc‖2L2(0,τ) (7.14)
We now employ the final observability estimate and Assumption 7.3.9 to obtain
that
cτ ‖Πuc‖2L2(0,τ) ≥ H(x(τ))
c ‖Πuc‖2L2(0,τ) ≥ Hc(xc(τ))− (1− δ)Hc(xc,0)
c′′ ‖Πuc‖2L2(0,τ) ≥ ‖yc‖
2
L2(0,τ)
− c′′Hc(xc,0)
where in the second inequality we assumed that w.l.o.g. τ = t0 since t0 can be
replaced by kτ (k ∈ N) in the first inequality of Assumption 7.3.9 and in the last
line used the auxiliary Lemma 7.3.13. Summing up with factors 1, α > 0 (arbitrary)
and cτ we arrive at the inequality
(cτ + c+ cτ c
′′) (Htot((x, xc)(τ))−Htot((x0, xc,0)))
≤ −σ (cτ + c+ cτ c′′) ‖Πuc‖2L2(0,τ)
≤ −σ(H(x(τ)) + αHc(xc(τ))) +
(
(1− δ) + cτ c
′′
α
)
σαHc(xc,0)
and then
(cτ + c+ cτ c
′′)Htot((x, xc)(τ)) + σ(H(x(τ)) + αHc(xc(τ)))
≤ (cτ + c+ cτ c′′)Htot((x0, xc,0)) +
(
(1− δ) + cτ c
′′
α
)
σαHc(xc,0)
≤ (1− γ) (cτ + c+ cτ c′′)Htot((x0, xc,0)) +
(
(1− δ) + cτ c
′′
α
)
σαHc(xc,0)
+
γ(cτ + c+ cτ c
′′)
σ
σH(x0)
where γ ∈
(
0,min
{
1, σcτ+c+cτ c′′
})
. Finally choosing α > 0 large enough such that
cτ c
′′
α < δ, we find ρ ∈ (0, 1) (independent of the chosen initial value (x0, xc,0)) such
that
Htot,α,σ((x, xc)(τ)) ≤ ρHtot,α,σ((x0, xc,0))
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for
Htot,α,σ(x, xc) := (cτ + c+ cτ c
′′)Htot(x, xc) + σ(H(xc) + αHc(xc)).
From the time-invariance of the problem we deduce that
Htot,α,σ((x, xc)(t)) ≤MeωtHtot,α,σ((x0, xc,0)), t ≥ 0
cf. the technique used for the proof of Remark 2.2.31, and the result follows since
Htot,α,σ and Htot are equivalent, i.e. there are c1, c2 > 0 such that
Htot(x, xc) ≤ c1Htot,α,σ(x, xc) ≤ c2Htot(x, xc).
We return to the example of dynamic feedback stabilisation of a linear Euler-
Bernoulli beam with dissipative boundary feedback and apply our abstract theory
to it.
Example 7.3.15. We consider the dynamic feedback stabilisation of an Euler-
Bernoulli beam equation with damped left end a mass and dynamic feedback at the
right hand side, modelling the tip of the beam.
ρ(ζ)ωtt(t, ζ) + (EI(ζ)ωζζ(t, ζ))ζζ = 0, t ≥ 0, ζ ∈ (0, 1)
ω(t, 0) = ωζζ(t, 0) = 0
(EIωζζ)(t, 1) = 0
−(EIωζζ)ζ(t, 1) +mωtt(t, 1) = −αωt(t, 1) + β(EIωζζ)tζ(t, 1)
where α > 0 and we investigated the cases m = β = 0 and m > 0, β = 0 and
m,β > 0, leading to asymptotic stabilisation, at least, see Example 6.5.3. There
we considered all three cases in the linear scenario, but left the nonlinear version
of the second case open. We therefore now consider the case where β = 0, but the
mass at the tip m > 0 does not vanish. From its physical interpretation we leave
the latter to be a constant, but only replace α > 0 by a nonlinear feedback map
φ : D(φ) ⊂ F⇒ F, i.e.
mωtt(t, 1) ∈ −φ(ωt(t, 1)) + (EIωζζ)ζ(t, 1)
from where the nonlinear control system takes the form
d
dt
xc(t) ∈ − 1
m
φ(xc(t)) +
1
m
uc(t)
yc(t) = −xc(t), t ≥ 0.
As long as φ : F⇒ F is m-monotone this gives a nonlinear m-dissipative map Aφ
Aφ =
[
A 0
1
mC1x − 1mφ(·)
]
D(Aφ) = {(x, xc) ∈ D(A)× F : B1x = xc, Bjx = 0 (j ≥ 2)}
on the product Hilbert space X ×Xc = X × F, so that it generates a nonlinear s.c.
contraction semigroup (S(t))t≥0 on X×Xc. Moreover, if |zc| > 0 for all zc ∈ φ(xc)
for xc 6= 0 and 0 ∈ φ(0), then
Re 〈(A, zc), (x, xc)〉X×Xc < 0, (Ax, zc) ∈ Aφ(x, xc) with B1x = 0
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and from Corollary 4.2.10 and Proposition 7.3.1 we conclude that
Sφ(t)(x, xc) t→∞−−−→ 0, (x, xc) ∈ X ×Xc
i.e. 0 is a globally asymptotic stable equilibrium. On the other hand, if actually
|zc| > ε |xc| for some ε > 0 and all zc ∈ φ(xc) and ρ and EI are constant along the
spatial variable, then we find that
‖Sφ(t)(x, xc)‖X×Xc ≤Meωt ‖(x, xc)‖X×Xc , t ≥ 0
for some constants M ≥ 1 and ω < 0 by Lemma 6.4.1 and Proposition 7.3.4.
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Chapter 8
Further Results
Within this last chapter we collect some further results which are closely related
to the questions investigated in the previous chapters, but with a slightly different
point of view. First we investigate infinite-dimensional systems which in this case
are not interconnected with a finite dimensional control system, but with other
infinite-dimensional port-Hamiltonian systems, possibly of different order, instead.
Then we consider non-autonomous equations, i.e. where the structural properties
may depend on the time variable t ∈ R+ and on the one hand show how uniform
exponential stability for non-autonomous problems may be investigated using sim-
ilar techniques as for the autonomous, i.e. time-invariant, case. Within the last
section this approach is combined with the investigation of Lp-maximal regularity
for a class of port-Hamiltonian systems which are not damped at the boundary, but
structurally damped including higher order derivatives of the state space variable
x(t).
8.1 Interconnection of Infinite Dimensional Port-
Hamiltonian Systems
We consider the interconnection of L ∈ N port-Hamiltonian systems of (possibly
distinct) orders Nl ∈ N (l = 1, . . . , L), i.e.
∂xl
∂t
(t, ζ) =
Nl∑
k=0
Pl,k
∂k(Hlxl)
∂ζk
(t, ζ) =: (Alxl(t))(ζ), ζ ∈ (0, 1)
Blxl(t) := WB,lτl(Hlxl)(t)
Clxl(t) := WC,lτl(Hlxl)(t), t ≥ 0
where the Hamiltonian density matrix functionsHl ∈ L∞(0, 1;Fdl×dl) are uniformly
positive definite, the matrices
[
WB,l
WC,l
]
∈ (FdlNl×2dlNl)2 are invertible and as usual
P ∗l,k = (−1)k+1Pl,k ∈ Fdl×dl , k ≥ 1, with Pl,Nl invertible. Also the trace maps
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τl : H
Nl(0, 1;Fd)→ FNd (l = 1, . . . , L) are again given by
τl(x) =
(
τl,0(x)
τl,1(x)
)
:=

x(1)
x′(1)
...
x(Nl−1)(1)
x(0)
x′(0)
...
x(Nl−1)(0)

.
The closed operators Al are defined on their maximal domains
D(Al) =
{
f ∈ Xl = L2(0, 1;Fdl), (Hlfl) ∈ HNl(0, 1;Fdl)
}
and on the product Hilbert space X = L2(0, 1;Fd) = ΠLl=1L2(0, 1;Fdl) (where
d =
∑L
l=1 dl) we have the block diagonal operator
Ax = diag (A1, . . . ,AL), D(A) = D(A1)× · · · ×D(AL).
Similar to the case of a single infinite-dimensional port-Hamiltonian system, we
equip the product space X with the energy norm ‖·‖X = ‖·‖H inherited from the
inner product 〈·, ·〉X = 〈·, ·〉H given by
〈x, y〉H :=
L∑
l=1
〈xl, yl〉Hl =
L∑
l=1
∫ 1
0
〈xl(ζ),Hl(ζ)yl(ζ)〉Fdldζ.
Note that for H = diag (H1, . . . ,HL) this definition coincides with the usual one for
port-Hamiltonian systems.
8.1.1 Directed Acyclic Graphs of Port-Hamiltonian Systems
In this subsection we consider a family {(Al,Bl,Cl)}l=1,...,L of port-Hamiltonian
systems which are interconnected in a very specific way. Namely we assume that
the interconnection structure takes the form of a directed acyclic graph, see the
following definition from graph theory.
Definition 8.1.1. Let V be any nonempty set and E ⊆ V × V . Then G = (V,E)
is called a (directed) graph with vertices v ∈ V and edges e ∈ E. The graph
G = (V,E) is called acyclic, if for every (y, x) ∈ E and all n ∈ N and v0 =
x, v1, . . . , vn−1, vn = y ∈ V there is at least one i ∈ {1, . . . , n} such that (vi−1, vi) 6∈
E, i.e. the graph has no directed cycles.
Remark 8.1.2. Assume that G = (V,E) is an acyclic graph and V = {v1, . . . , vn}
is finite, i.e. G = (V,E) is a finite graph. Then, possibly after renaming the vertices,
we may w.l.o.g. assume that (vi, vj) 6∈ E whenever i ≥ j.
To identify an interconnection structure of port-Hamiltonian systems with a graph
we also introduce the following definition.
Definition 8.1.3. Let G = (V,E) be any directed graph. Then for every edge
e = (x, y) ∈ E we call x the tail and y the head of the edge e.
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Let us transfer this concept to an interconnection of port-Hamiltonian systems. For
this end, consider the interconnection given by
Blxl =
L∑
i=1
KilCixi, l = 1, . . . , L
where Kil ∈ FdlNl×diNi are matrices of proper dimension. With this interconnection
structure we may associate the following graph G = (V,E).
V := {1, . . . , L},
E := {(i, j) ∈ V × V : Kij 6= 0}
The interpretation for this choice is that we say that (i, j) ∈ E if and only if the
output from the system i influences the input of the system j through the matrix
Kij 6= 0. Hence, whenever Kij = 0, i.e. (i, j) 6∈ E, the output of the system i
does not directly influence the input of the system j. From here it is clear what we
should understand to be an acyclic graph of port-Hamiltonian systems.
Definition 8.1.4. Let {(Al,Bl,Cl)}l=1,...,L be a family of port-Hamiltonian systems
and Kij ∈ FdjNj×diNi (i, j = 1, . . . , L) be matrices defining its interconnection
structure
Blxl =
L∑
i=1
KilCixi, l = 1, . . . , L.
If the corresponding graph G = (V,E) (defined above) is acyclic, then the system
∂xl(t)
∂t
= Alxl(t)
Blxl(t) =
L∑
i=1
KilCixi(t), l = 1, . . . , L, t ≥ 0
is called acyclic interconnection of port-Hamiltonian systems. We denote by A :
D(A) ⊆ X → X the corresponding operator which is given by
A = diag (A1, . . . ,AL)
D(A) = {x ∈ D(A) : Blxl =
L∑
i=1
KilCixi, l = 1, . . . , L}.
Remark 8.1.5. Note that whenever (V,E) is acyclic and the vertices are ordered
accordingly, i.e. (i, j) 6∈ E for all i ≥ j, then for all x ∈ D(A) with xl = 0 (∀l < l0)
one also has Bl0xl0 = 0.
As in the case of a single port-Hamiltonian system (or interconnection with a finite
dimensional controller) we do not have to worry about the range condition in the
Lumer-Phillips Theorem, namely we have the following generation result.
Proposition 8.1.6. If A is dissipative, then it generates a contractive C0-semigroup
(T (t))t≥0 on X. Moreover, in that case A has compact resolvent.
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Proof. First of all, let us mention that H := diag (H1, . . . ,HL) is a strictly co-
ercive (matrix-valued) multiplication operator on X and thus due to Lemma 3.3.5
it suffices to consider the case H = I. Since C∞c (0, 1;Fd) = C∞c (0, 1;Fd1) × . . . ×
C∞c (0, 1;FdL) lies dense in X, the operator A is densely defined. Due to the Lumer-
Phillips Theorem 2.2.7 it remains to check the range condition ran (I − A) = X.
For x = (x1, . . . , xL) ∈ D(A) and f = (f1, . . . , fL) ∈ X we write h = (h1, . . . , hL)
and g = (g1, . . . , gL) where
hl = (xl, x
′
l, . . . , x
(Nl−1)
l ),
gl = (0, . . . , 0, P
−1
l,Nl
fl).
Then
(A− I)x = f
⇔
Nl∑
k=0
Pl,kx
(k)
l (ζ)− xl(ζ) = fl(ζ), a.e. ζ ∈ (0, 1), l = 1, . . . , L
⇔ x(Nl)l (ζ) = P−1l,Nl
(
xl(ζ)−
Nl−1∑
k=0
Pl,kx
(k)
l (ζ) + fl(ζ)
)
,
a.e. ζ ∈ (0, 1), l = 1, . . . , L
⇔ h′l(ζ) = Blhl(ζ) + gl(ζ), a.e. ζ ∈ (0, 1), l = 1, . . . , L
⇔ hl(ζ) = eζBlhl(0) +
∫ ζ
0
e(ζ−s)Blgl(s)ds, a.e. ζ ∈ (0, 1), l = 1, . . . , L (8.1)
where
Bl =

0 1
. . .
1
P−1l,Nl − P−1l,NlPl,0 −P−1l,NlPl,1 . . . −P−1l,NlPl,Nl−1
 . (8.2)
In that case we have x ∈ D(A) if and only if
0 = WB,1
[
eB1
I
]
h1(0) +WB,1
( ∫ 1
0
e(1−s)B1g1(s)ds
0
)
and
WB,l
(
eBl
I
)
hl(0) +WB,l
( ∫ 1
0
e(1−s)Blgl(s)ds
0
)
=
l−1∑
i=1
KilCixi.
We conclude the following: If WB,l
[
eBl
I
]
is invertible for all l = 1, . . . , L, then for
all f ∈ X the equation Ax−x = f has a (unique) solution x ∈ D(A). Assume that
there was l0 ∈ {1, . . . , L} with
Nl0 = kerWl0
(
eBl0
I
)
6= {0}
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(w.l.o.g. let l0 be maximal under these l). Choose f = 0 (hence g = 0) and hl(0) = 0
for l < l0, hl0(0) ∈ Nl0 \ {0} and inductively for l > l0
hl(0) = −
(
WB,l
(
eBl
I
))−1 l−1∑
k=1
KilCixi
where hi = (hi)j=1,...,di ∈ H1(0, 1;Fdi). Then (8.1) defines a solution x ∈ D(A) of
Ax − x = 0 with x 6= 0, so 1 ∈ σp(A), contradicting the dissipativity of A. Hence,
ran (I −A) = X and A generates a contractive C0-semigroup. Compactness of the
resolvent follows from the compact embedding D(A) = ΠLl=1D(Al) ↪→ ΠLl=1Xl =
X.
Example 8.1.7. Within the framework of hybrid systems we have seen that for
feedback systems with finite dimensional controllers a useful structure for the in-
finite dimensional port-Hamiltonian system S = (A,B,C) and the control system
Σc = (Ac, Bc, Cc, Dc) is impedance passivity. However, these are systems with loops,
in contrast to the acyclic systems considered here. Therefore, to find suitable classes
of systems {Si = (Ai,Bi,Ci)}i=1,...,L which can easily be composed to obtain a dis-
sipative acyclic system, we introduce the notion of scattering passivity.
We say that a Boundary Control and Observation System (e.g. a port-Hamiltonian
system in boundary control and observation form) S = (A,B,C) is scattering pas-
sive if for all x ∈ D(A) the inequality
Re 〈Ax, x〉X ≤ ‖Bx‖2U − ‖Cx‖2Y
holds. Using this notion we can easily give an abstract example of an acyclic and
dissipative port-Hamiltonian system. Let {Si = (Ai,Bi,Ci)}i=1,...,L be a finite
family of scattering passive port-Hamiltonian systems and consider operators Kij ∈
B(Uj , Ui) such that Kij = 0 for i ≤ j and
∀j = 1, . . . , L, ∀yj ∈ Yj
L∑
i=j+1
‖Kijyj‖2 ≤ 1
2
‖yj‖2 .
Then for the interconnection Bixi =
∑i−1
j=1KijCjxj (i = 1, . . . , L) we obtain for
x ∈ D(A) (the corresponding domain including the interconnection structure)
Re 〈Ax, x〉H ≤
L∑
i=1
|Bixi|2 − |Cixi|2
=
L∑
i=1
∣∣∣∣∣∣
i−1∑
j=1
KijCjxj
∣∣∣∣∣∣
2
− |Cixi|2
≤
L∑
j=1
 L∑
i=j+1
2 |KijCjxj |2 − |Cjxj |2
 ≤ 0.
8.1.2 Stability Properties
We have seen before that the generation theorem for acyclic graphs of port-Hamiltonian
systems takes the same easy form as the one for a single port-Hamiltonian system.
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Now we take the next step and investigate how the results concerning stability carry
over from a one-component system to a multi-component system. First, let us re-
call the properties ASP and AIEP. Let B : D(B) ⊆ X → X and R : D(B) → H,
where H is any Hilbert space, be given. We say that the pair (A, R) has property
ASP for B if for all eigenvectors xλ to eigenvalues λ ∈ iR, the function Rxλ 6= 0
does not vanish. On the other hand, we say that that the pair (A, R) has property
AIEP if for all sequences (xn)n≥1 ⊆ D(B) which are bounded in X and such that
both Rxn
n→∞−−−−→ 0 and iβn − Bxn n→∞−−−−→ 0 for some sequence (βn)n≥1 such that
|βn| n→∞−−−−→ ∞, it follows that xn n→∞−−−−→ 0. Then the first – namely asymptotic –
stability result reads as follows.
Proposition 8.1.8. Let (Al,Bl,Cl)l=1,...,L with interconnection matrices Kij (i, j =
1, . . . , L) form an acyclic graph of port-Hamiltonian systems. Let Rjl : D(Al) →
Hjl (j = 1, 2) be given and assume that
Re 〈Ax, x〉X ≤ −
L∑
l=1
∥∥R1l xl∥∥2H1l ,
|Blxl|2 ≥
∥∥R2l xl∥∥2H2l , l = 1, . . . , L, x ∈ D(A).
Set Rl = (R
1
l , R
2
l ) : D(Al) → Hl := H1l × H2l . If all pairs (Al, Rl) (l = 1, . . . , L)
have property ASP, then A generates an asymptotically stable and contractive C0-
semigroup (T (t))t≥0.
Proof. The dissipativity implies the generator property. Let x ∈ D(A) and β ∈ R
such that
Ax = iβx.
Then R1l xl = 0 for all l = 1, . . . , L. Further since B1x1 = 0, also R
2
1x1 = 0, so that
R1x1 = 0. Since the pair (A1, R1) has property ASP and A1x1 = iβx1 it follows
that x1 = 0 is the zero function and thus also B2x2 = 0. Repeating the argument
iteratively we deduce xl = 0 for all l = 1, . . . , L, i.e. x = 0. As a result iR∩σp(A) = ∅
and since A has compact resolvent and generates a contraction semigroup, it follows
from Corollary 2.2.16 that (T (t))t≥0 is asymptotically stable.
For uniform exponential stability we have to sharpen the previous condition AIEP
in the following way which also takes into account that for an acyclic graph of
port-Hamiltonian systems the information xn,l → 0 does not necessarily imply that
Clxn,l → 0, i.e. with the property AIEP alone we would possibly lose information on
the behaviour of (Clxn,l)n≥1 which could be helpful to deduce asymptotic behaviour
of (xn,l+1)n≥1.
Definition 8.1.9. Let a Hilbert space X and a linear operator B : D(B) ⊆ X → X
be given. Further let D : (D(B), ‖·‖B)→ Fm be continuous and linear. For a linear
function R : D(B)→ H we say that the triple (A, R,D) has property AIEP if
(xn, βn) ⊆ D(B)× R,
‖xn‖ ≤ c, |βn| → ∞
Bxn − iβnxn → 0,
Rxn → 0
 =⇒
{
xn → 0,
Dxn → 0.
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Example 8.1.10. Consider a port-Hamiltonian operator A of order N = 1 with
Lipschitz continuous H and P0, i.e. Ax = P1(Hx)′ + P0(Hx), and the linear maps
Rx = (Hx)(0) ∈ Fd and Dx = ((Hx)(0), (Hx)(1)) ∈ F2d. Then the triple (A, R,D)
has property AIEP.
Proof. Take any sequence (xn, βn)n≥1 with supn ‖xn‖ < +∞ and such that |βn| →
∞, Axn − iβnxn → 0 and f(xn) → 0 as n → ∞. Since we already know that the
pair (A, R) has property AIEP we conclude that xn
n→∞−−−−→ 0. Then we also get
|(Hxn)(1)|2 = 2 Re 〈(Hxn)′,Hxn〉L2 + |(Hxn)(0)|2
= 2 Re (〈P−11 iβnxn,Hxn〉L2 − 〈P−11 (iβnxn − Axn),Hxn〉L2
− 〈P0Hxn,Hxn〉L2) + |(Hxn)(0)|2
≤ 2 ∥∥P−11 ∥∥ ‖iβnxn − Axn‖X ‖xn‖X + 2 ‖P0‖ ‖Hxn‖2L2 + |(Hxn)(0)|2
−→ 0, as n→∞
i.e. also (Hxn)(1) n→∞−−−−→ 0 converges to zero.
Using this refined notion we can formulate our exponential stability result.
Theorem 8.1.11. Let (Dl, R1l , R2l ) : D(Al)→ Hl be given with
Re 〈Ax, x〉X ≤ −
L∑
l=1
∥∥R1l xl∥∥2 ,
|Dl(xl)| ≥ |Cl,1xl| ,
|Blxl| ≥
∥∥R2l xl∥∥ , l = 1, . . . , L.
If (T (t))t≥0 is asymptotically stable and for Rl = (R1l , R
2
l ), the triples (Al, Rl,Dl)
have property AIEP for l = 1, . . . , L, then (T (t))t≥0 is uniformly exponentially
stable.
Proof. Let (xn, βn) ⊆ D(A) × R be any sequence with supn∈N ‖xn‖X < ∞ and
|βn| → ∞ such that
Axn − iβnxn n→∞−−−−→ 0,
in particular Alxn,l − iβnxn,l → 0 for l = 1, . . . , L. From Re 〈Axn, xn〉X n→∞−−−−→ 0 it
follows R1l xl
n→∞−−−−→ 0 for l = 1, . . . , L. Further B1xn,1 = 0 since xn ∈ D(A), thus
R11xn,1
n→∞−−−−→ 0 converges to zero. By property AIEP this implies that xn,1 n→∞−−−−→ 0
and D1xn,1 n→∞−−−−→ 0. Now assume that xn,l n→∞−−−−→ 0 and Dlxn,l n→∞−−−−→ 0 hold for
some 1 ≤ l0 < L and all l ≤ l0. This implies that
Bl0+1,1xn,l+1 =
l0∑
j=1
Kl0,jCj,1xn,j
n→∞−−−−→ 0, Bl0+1,2xn,l0+1 = 0,
so also Bl0+1xn,l+1
n→∞−−−−→ 0 and then Rl0+1xn,l0+1 n→∞−−−−→ 0 and thanks to property
AIEP we deduce from Al0+1xn,l0+1 − iβnxn,l0+1 n→∞−−−−→ 0 that also the sequences
xn,l0+1
n→∞−−−−→ 0 converges to zero and Dl0+1xn,l0+1 n→∞−−−−→ 0. Inductively we fi-
nally arrive at xn
n→∞−−−−→ 0 and by Corollary 2.2.19 the C0-semigroup (T (t))t≥0 is
uniformly exponentially stable.
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Example 8.1.12. Consider a chain of coupled vibrating strings as in [LiHuCh89]
ρl(ζ)
∂2ωl
∂t2
(t, ζ) =
∂
∂ζ
(
Tl(ζ)
∂ω
∂ζ
(t, ζ)
)
, l = 1, . . . , L, ζ ∈ (0, 1), t ≥ 0
where in contrast to the original article [LiHuCh89] we do not demand that ρl, Tl
are positive constants, but allow 0 < ε ≤ ρl, Tl ∈ W 1∞(0, 1) to be uniformly positive
Lipschitz continuous functions instead. At the left end of the chain we impose the
dissipative boundary condition(
T1
∂ω1
∂ζ
)
(t, 0) = −κ0 ∂ω1
∂t
(t, 0)
for some κ0 > 0. Moreover, the strings are linked in a conservative or dissipative
way, namely either(
Tl
∂ωl
∂ζ
)
(t, 1)−
(
Tl+1
∂ωl+1
∂ζ
)
(t, 0) = 0
∂ωl
∂t
(t, 1)− ∂ωl+1
∂t
(t, 0) = −κ′l
(
Tl
∂ωl
∂ζ
)
(t, 1)
or (
Tl
∂ωl
∂ζ
)
(t, 1)−
(
Tl+1
∂ωl+1
∂ζ
)
(t, 0) = −κl ∂ωl
∂t
(t, 1),
∂ωl
∂t
(t, 1)− ∂ωl+1
∂t
(t, 0) = 0.
Finally, at the right end we impose a conservative boundary condition
∂ωL
∂t
(t, 1) = 0 or
(
TL
∂ωL
∂ζ
)
(t, 1) = 0.
To reformulate this as interconnection of infinite dimensional port-Hamiltonian sys-
tems we set
xl,1 := ρl
∂ωl
∂t
, xl,2 :=
∂ωl
∂ζ
,
Hl :=
[ 1
ρl
Tl
]
, Pl,1 :=
[
1
1
]
, Pl,0 := 0
and the input and output maps as
B1,1x1 :=
(
T1
∂ω1
∂ζ
)
(0) + κ0
∂ω1
∂t
(0),
Bl,2xl :=
(
Tl
∂ωl
∂ζ
)
(0),
Cl,2xl :=
∂ωl
∂t
(1) + κ′l
(
Tl
∂ωl
∂ζ
)
(1)
Cl,3xl :=
∂ω
∂t
(0).
Bl,3xl :=
(
Tl
∂ωl
∂ζ
)
(1) + κl
∂ωl
∂t
(1)
BL,1xL :=
{
∂ωL
∂t (1) or(
TL
∂ωL
∂ζ
)
(1)
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where κ0 > 0 and for each l ≥ 1 the constants κl, κ′l ≥ 0 are non-negative. From
a physical point of view it makes sense to choose the constants such that for all l
at least one of the constants κl and κ
′
l equals zero and in that case one obtains the
energy balance
Re 〈Ax, x〉X ≤ −κ0 |(H1x1)(0)|2
=ˆ−κ0
∣∣∣∣∂ω∂t (0)
∣∣∣∣2 = −12
(
κ0
∣∣∣∣∂ω∂t (0)
∣∣∣∣2 + 1κ0
∣∣∣∣T1 ∂ω∂ζ (0)
∣∣∣∣2
)
Moreover, for l = 2, . . . , L we have
|Bl,2xl|2 + |Cl,3xl|2 = |(Hlxl)(0)|2 .
Thus, we obtain asymptotic and then exponential stability from Proposition 8.1.8
and Theorem 8.1.11, using also Example 8.1.10.
8.2 Non-autonomous Systems: The Case N = 1
In the following we see that the stability results from Chapter 9 in [JaZw12] also
hold for non-autonomous port-Hamiltonian systems provided existence of solutions.
The latter is a standing hypothesis in this section, and we do not touch the subject
of well-posedness for non-autonomous port-Hamiltonian systems here since due to
its hyperbolic nature and possibly time-varying domains very little abstract results
are known which could provide a good existence theory. We consider systems of the
form
∂x(t, ζ)
∂t
= P1
∂(H(t, ζ)x(t, ζ))
∂ζ
+ P0(ζ)H(t, ζ)x(t, ζ), ζ ∈ (0, 1), t ≥ 0. (8.3)
Thus, from now on the Hamiltonian density matrix function H may also depend
on time, but at least we assume that H ∈ C(R+;L∞(0, 1;Fd×d)) which may be
considered as a subset of C(R+;B(L2(0, 1;Fd))) is continuous in the time-variable
t ∈ R+ and that H is uniformly positive in space and time, i.e. there exist constants
0 < m ≤M such that
mI ≤ H(t, ζ) = H(t, ζ)∗ ≤MI, a.e. ζ ∈ (0, 1), t ≥ 0.
Again P1 ∈ Fd×d is a self-adjoint and invertible matrix, wheres P0 ∈ L∞(0, 1;Fd×d).
In the book [JaZw12] the main ingredient for the exponential stability result is
Lemma 9.1.2 on a finite observability estimate for first order port-Hamiltonian sys-
tems which admits the following generalisation to non-autonomous problems.
Lemma 8.2.1. Assume that H ∈ W 1∞(R+;W 1∞(0, 1;Fd×d)), i.e. H is Lipschitz
continuous on R+ × [0, 1]. Then for any locally Lipschitz continuous solution x ∈
W 1∞,loc(R+;L2(0, 1;Fd)) ∩ L∞,loc(R+;H1(0, 1;Fd)) of (8.3) with
‖x(t+ s)‖L2 ≤ K ‖x(t)‖L2 , t ≥ 0, s ∈ (0, ε) (8.4)
for some K > 0 and some ε > 0, there are constants c, τ > 0 which only depend on
m,M,P0, P1,
∂H
∂ζ , ε and K such that
‖x(τ)‖2L2 ≤ c
∫ τ
0
|(H(t, 1)x(t, 1)|2 dt.
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Proof. We apply the same strategy as in Lemma 9.1.2 of [JaZw12]. Choose γ > 0
and κ > 0 such that
±P−11 + γH(t, ζ) ≥ 0,
2 Sym (P−11 P0(ζ)H(t, ζ)) +
∂H
∂ζ
(t, ζ) ≤ κH(t, ζ), a.e. ζ ∈ (0, 1), t ≥ 0
and finally τ > 2γ. W.l.o.g. we may assume that τ < ε. Then defining
F (ζ) :=
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),H(t, ζ)x(t, ζ)〉Fddt, ζ ∈ (0, 1)
we see that F ∈W 1∞,loc(0, 1;R) is locally Lipschitz continuous with
dF
dζ
(ζ) =
∫ τ−γ(1−ζ)
γ(1−ζ)
〈xζ(t, ζ),H(t, ζ)x(t, ζ)〉Fd + 〈x(t, ζ), (H(t, ζ)x(t, ζ))ζ〉Fddt
+ γ〈x(τ − γ(1− ζ), ζ),H(τ − γ(1− ζ), ζ)x(τ − γ(1− ζ), ζ)〉Fd
+ γ〈x(γ(1− ζ), ζ),H(γ(1− ζ), ζ)x(γ(1− ζ), ζ)〉Fd
=:
∫ τ−γ(1−ζ)
γ(1−ζ)
〈P−11 xt(t, ζ), x(t, ζ)〉Fd
− 〈∂H
∂ζ
(t, ζ)x(t, ζ)− P−11 P0(ζ)Hx(t, ζ), x(t, ζ)〉Fddt
+
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ), P−11 (xt(t, ζ)− P0(ζ)H(t, ζ)x(t, ζ))〉Fddt+ b(ζ)
=
∫ τ−γ(1−ζ)
γ(1−ζ)
d
dt
〈x(t, ζ), P−11 x(t, ζ))〉Fddt+ b(ζ)
−
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),
(
2 Sym (P−11 P0(ζ)H(t, ζ)) +
∂H
∂ζ
(t, ζ)
)
x(t, ζ)〉Fddt
= 〈x(τ − γ(1− ζ), ζ), (P−11 + γH(τ − γ(1− ζ), ζ))x(τ − γ(1− ζ), ζ)〉Fd
−
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),
(
2 Sym (P−11 P0(ζ)H(t, ζ)) +
∂H
∂ζ
(t, ζ)
)
x(t, ζ)〉Fddt
≥ −κ
∫ τ−γ(1−ζ)
γ(1−ζ)
〈x(t, ζ),H(t, ζ)x(t, ζ)〉Fddt = −κF (ζ).
This implies
F (ζ) ≤ eκF (1), ζ ∈ [0, 1]
and thus
(τ − 2γ) ‖x(τ)‖2L2 ≤ K2
∫ τ−γ
γ
‖x(t)‖2L2 dt ≤
K2
m
∫ τ−γ
γ
‖x(t)‖2H(t,·) dt
=
K2
m
∫ τ−γ
γ
∫ 1
0
〈x(t, ζ),H(t, ζ)x(t, ζ)〉Fddζdt
=
K2
m
∫ 1
0
∫ τ−γ
γ
〈x(t, ζ),H(t, ζ)x(t, ζ)〉Fddtdζ
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=
K2
m
∫ 1
0
F (ζ)dζ ≤ K
2
m
eκF (1)dζ
≤ K
2eκ
m2
∫ τ
0
|H(t, 1)x(t, 1)|2 dt
so we find that
‖x(τ)‖2L2 ≤
K2eκ
m2(τ − 2γ)
∫ τ
0
|H(t, 1)x(t, 1)|2 dt
which is the desired final observability estimate.
Remark 8.2.2. Note that choosing τ close to 2γ we can make c > 0 arbitrary
small.
Remark 8.2.3. Condition (8.4) is satisfied if ∂H∂t ∈ L∞(R+ × (0, 1);Fd×d) and
Re 〈xt(t, ζ), x(t, ζ)〉H(t,·) ≤ 0.
Proof. In that case we have
d
dt
‖x(t)‖2H(t,·) = 2 Re 〈xt(t, ζ), x(t, ζ)〉H(t,·) +
∫ 1
0
〈x(t, ζ),Ht(t, ζ)x(t, ζ)〉Fddt
≤ c ‖x(t)‖2H(t,·)
and thus
‖x(t+ s)‖2H(t+s) ≤ ecs ‖x(t)‖2H(t) , s, t ≥ 0.
The result follows since all norms ‖·‖H(t,·) are uniformly equivalent to the standard
L2-norm.
Now we are able to prove the non-autonomous counterpart to Theorem 9.1.3 in
[JaZw12].
Proposition 8.2.4. Assume that the port-Hamiltonian density matrix function H
lies in L∞(R+;W 1∞(0, 1;Fd×d)) ∩W 1∞(R+;L∞(0, 1;Fd×d)). Then for any solution
x ∈W 1∞,loc(R+;L2(0, 1;Fd)) ∩ L∞,loc(R+;H1(0, 1;Fd)) of (8.3) with
Re 〈xt(t, ζ), x(t, ζ)〉H(t,·) ≤ −κ |(Hx)(t, 1)|2 , a.e. ≥ 0
for some κ > 0 we have
‖x(t)‖L2 ≤Me−ωt ‖x(0)‖L2 , t ≥ 0
where M ≥ 1 and ω > 0 depend on H, P0, P1 and κ, but not on x.
Proof. From Lemma 8.2.1 and the preceding remark on dissipative systems there
are constants c, τ > 0 with
‖x(τ)‖L2 ≤ c
∫ τ
0
|(Hx)(t, 1)|2 dt
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where c > 0 may be chosen arbitrary small for τ close to 2γ. We then have
m ‖x(τ)‖2L2 −M ‖x(0)‖
2
L2
≤ ‖x(τ)‖2H(τ,·) − ‖x(0)‖2H(0,·)
=
∫ τ
0
d
dt
(
‖x(t)‖2H(t,·)
)
dt
=
∫ τ
0
2 Re 〈xt(t), x(t)〉H(t,·)dt
+
∫ τ
0
∫ 1
0
〈x(t, ζ), ∂H
∂t
(t, ζ)x(t, ζ)〉Fddζdt
≤ −2κ
∫ τ
0
|(Hx)(t, 1)|2 dt
+
∥∥∥∥∂H∂t
∥∥∥∥
L∞
∫ τ
0
‖x(t)‖2L2 dt
≤ −2κ
c
‖x(τ)‖2L2 +
∥∥∥∥∂H∂t
∥∥∥∥
L∞
K2τ ‖x(0)‖2L2 .
Rearranging the terms we deduce that
‖x(τ)‖2L2 ≤
M + ‖Ht‖L∞ K2τ
m+ 2κc
‖x(0)‖2L2 =: ρ2 ‖x(0)‖
2
L2
thus choosing c > 0 sufficiently small we have ρ < 1 and then using the time-
invariance of the problem we obtain iteratively for all t = nτ + s, s ∈ [0, τ), that
‖x(t)‖L2 = ‖x(nτ + s)‖L2 ≤ K ‖x(nτ)‖L2 ≤ Kρn ‖x(0)‖L2
≤ K
ρ
e
log(ρ)
τ t ‖x(0)‖L2 =: Me−ωt ‖x(0)‖L2 .
This finishes the proof of the asserted statement.
8.3 Systems with Structural Damping
By allowing P0(ζ) to be dissipative for ζ ∈ (0, 1), the port-Hamiltonian systems con-
sidered in this thesis may be damped through this term, e.g. for the one-dimensional
wave equation
ρ(ζ)ωtt(t, ζ) = (T (ζ)ωζ(t, ζ))ζ − α(ζ)ωt(t, ζ), ζ ∈ (0, 1), t ≥ 0
where α : [0, 1]→ R is a bounded measurable and non-negative function. With this
type of damping the system may be asymptotically, or even uniformly exponentially,
stabilised. However, within this section we consider systems with another type
of damping. Namely we consider structural damping, e.g. for the wave equation
systems of the form
ρ(ζ)ωtt(t, ζ) = (T (ζ)ωζ(t, ζ))ζ + (k(ζ)ωtζ)ζ , t ≥ 0, ζ ∈ (0, 1).
If we naively reformulate this system as a port-Hamiltonian system by setting x =
(x1, x2) =ˆ(ρωt, ωtζ) we arrive at the following partial differential equation which is
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of first order in time
∂
∂t
x(t, ζ) =ˆ
(
ρ(ζ)ωtt(t, ζ)
ωtζ(t, ζ)
)
=
∂2
∂ζ2
[[
k(ζ)
0
] [
ρ−1(ζ)
T (ζ)
](
ρω(t, ζ)
ωtζ(t, ζ)
)]
+
∂
∂ζ
[[
1
−1
] [
ρ−1(ζ)
T (ζ)
](
ρ(ζ)ωt(t, ζ)
ωtζ(t, ζ)
)]
=
∂
∂ζ
([
1
−1
]
+
[
1
0
]
k(ζ)
[
1 0
] ∂
∂ζ
)
[
ρ(ζ)−1
T (ζ)
](
ρ(ζ)ωt(t, ζ)
ωζ(t, ζ)
)
for ζ ∈ (0, 1) and t ≥ 0. In particular, two conditions of Definition 3.2.10 for
the port-Hamiltonian operator A are not satisfied. On the one hand P2(ζ) =
diag (−k(ζ), 0) ∈ F2×2 is not invertible, on the other hand it does depend on the
space variable ζ ∈ (0, 1). Therefore, these systems only fall into the more general
class of PDE of the form
∂
∂t
x(t, ζ) = (J − GSG∗) (Hx)(t, ζ), ζ ∈ (0, 1), t ≥ 0.
Here J ,G and G∗ are differential operators of the form
J x =
N∑
k=0
∂k
∂ζk
Pkx, Gx =
N∑
k=0
∂k
∂ζk
Gkx, G∗z =
N∑
k=0
(−1)k+1 ∂
k
∂ζk
G∗kz
so that G∗ is the formal adjoint of G. Here Pk = (−1)k+1P ∗k ∈ Fd×d (k = 0, 1, . . . , N)
are quadratic matrices, while the matrices Gk ∈ Fd×m (k = 0, 1, . . . , N), map
from the (in general smaller) space Fm, where 1 ≤ m ≤ d, to Fd. Similar to
H ∈ L∞(0, 1;Fd×d) also the matrix-valued function S ∈ L∞(0, 1;Fm×m) is assumed
to be a coercive multiplication operator on L2(0, 1;Fm). These systems have been
considered, e.g. in [Vi07] and [AuJaLa15], but with emphasis on different aspects of
the equation. In Chapter 6 of [Vi07] the author considered conditions under which
the corresponding operator Aext (with suitable boundary conditions)
Aextx = JHx− GSG∗Hx
D(Aext) =
{
x ∈ X = L2(0, 1;Fd) : Hx ∈ HN (0, 1;Fd),
SG∗Hx ∈ HN (0, 1;Fm), (fext∂,Hx, eext∂,Hx) ∈ kerW ext
}
generates a contractive C0-semigroup (T
ext(t))t≥0, where the extended boundary
flow and boundary effort variables fext∂,Hx and e
ext
∂,Hx, respectively, may not only
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depend on τ(Hx), but also on τ(−SG∗Hx), or more precisely
(
fext∂,Hx
eext∂,Hx
)
= Rextτ(Hx,−SG∗Hx) = Rext

(Hx)(1)
−(SG∗Hx)(1)
...
(Hx)(N−1)(1)
−(SG∗Hx)(N−1)(1)
(Hx)(0)
−(SG∗Hx)(0)
...
(Hx)(N−1)(0)
−(SG∗Hx)(N−1)(0)

for the matrix Rext =
[
Qext −Qext
I I
]
∈ F2N(d+m)×2N(d+m) and
Qext =

P ext1 P
ext
2 · · · · · · P extN
−P ext2 −P ext3 · · · −P extN 0
...
...
(−1)N−1P extN 0 · · · 0 0

P extk =
[
Pk Gk
(−1)k+1G∗k 0
]
, k = 0, 1, . . . , N
and it is additionally assumed that P extN is invertible, if Gk 6= 0 for at least one
k ∈ {1, . . . , N}, or PN is invertible, if Gk = 0 for all k ≥ 1. Since the latter case
is already covered by our standard port-Hamiltonian setting, we assume without
loss of generality that Gk 6= 0 for at least one k ≥ 1 and P extN ∈ F(d+m)×(d+m) is
invertible. Then one obtains the following generation result.
Theorem 8.3.1. Let W ext ∈ FN(d+m)×2N(d+m) be a full-rank matrix and be such
that WextΣW
∗
ext ≥ 0 is positive semidefinite. Then the operator Aext generates a
contractive C0-semigroup on X =
(
L2(0, 1;Fd), 〈·, ·〉H
)
.
Proof. See Theorem 6.11 in [Vi07].
Fore a more detailed analysis, including Boundary Control and Observation Sys-
tems connected to above problem, we refer to Chapter 6 in [Vi07] and consider the
situation in [AuJaLa15] next. There the authors had a different aim and were inter-
ested in Lp-maximal regularity of the time-invariant as well as of the corresponding
non-autonomous problem for the case that N = 1. (In fact, this was done within
a more abstract framework, considering more general right-multiplicative pertur-
bations of holomorphic semigroup generators.) As we encounter the concepts of
a holomorphic (or, analytic) C0-semigroup and of Lp-maximal regularity, we first
recall these concepts (in the autonomous setting).
Definition 8.3.2. Let for the moment X be any Banach space. A family of linear
bounded operators (T (z))z∈Σδ∪{0} on the sector Σδ ∪ {0} := {z ∈ C : |arg z| <
δ}∪{0} is called holomorphic C0-semigroup (or, analytic C0-semigroup) (of angle
δ ∈ (0, pi/2] if
1. T (0) = I and T (z1 + z2) = T (z1)T (z2) for all z1, z2 ∈ Σδ.
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2. The map z 7→ T (z) is analytic in Σδ.
3. limΣδ′3z→0 T (z)x = x for all x ∈ X and δ′ ∈ (0, δ).
See e.g. Definition II.4.5 in [EnNa00]. For a more abstract definition, including
non-autonomous problems, see Subsection III.1.5 in [Am95].
Definition 8.3.3. Let X be any Banach space. A closed, linear and densely defined
operator A : D(A) ⊆ X → X is said to have Lp-maximal regularity if for each
f ∈ Lp(0, τ ;X), τ > 0 the (autonomous) problem
d
dt
x(t) +Ax(t) = f(t), t ≥ 0, x(0) = 0
has a unique solution x ∈W 1p (0, τ ;X) ∩ Lp(0, τ ;D(A)).
See, e.g. Definition 1.1 in [Pr02].
In the following do not give any proofs here, but only give some results closely
connected to above generalised port-Hamiltonian operator, leaving details out and
only referring to [AuJaLa15].
Assumption 8.3.4. Let τ > 0 be fixed. Let S : [0, τ ] × [0, 1] → Fm×m and H :
[0, 1] → Fd×d be measurable matrix-valued functions with the following properties.
We assume that S(t, ζ) = S(t, ζ)∗ and H(t, ζ) = H(t, ζ)∗ are pointwise symmetric
for a.e. (t, ζ) ∈ [0, τ ] × [0, 1], uniformly bounded and considered as matrix-valued
multiplication operators on L2(0, 1;Fm×m) and L2(0, 1;Fd×d), respectively, the maps
S(t, ·) and H(t, ·) are uniformly coercive. Furthermore we assume that S and H are
Lipschitz-continuous in the time variable t ∈ [0, τ ]. In order words, we assume that
there are constants 0 < mi < Mi (i = 1, 2) such that
m1I ≤ H(t, ζ) ≤M1I
m2I ≤ S(t, ζ) ≤M2I
‖H(t, ζ)−H(s, ζ)‖ ≤ L1 |s− t|
‖S(t, ζ)− S(s, ζ)‖ ≤ L2 |s− t| , s, t ∈ [0, τ ], a.e. ζ ∈ [0, 1].
Moreover, we assume that P0 ∈ L∞(0, 1;Fd×d) is essentially bounded, P1 bounded
and Lipschitz continuous and the matrix G ∈ Fd×m has full rank such that GG∗ ∈
Fd×d is an orthogonal projection with
ker(I −GG∗)P1(ζ) ⊆ kerGG∗, a.e. ζ ∈ (0, 1).
Further let F ∈ F2m×r, for some r ∈ {0, 1, . . . , 2m}, have full rank and be such that
FF ∗ ∈ Fd×d is a projection. Finally let WR : [0, τ ]→ Fr×r be Lipschitz continuous
with WR(t) = WR(t)
∗ ≥ 0 positive semidefinite for all t ∈ [0, τ ].
Then we consider the operator family {A(t)}t∈[0,τ ] for the operators
A(t) =
∂
∂ζ
(GS(t)G+ P1) + P0
D(A(t)) = {x ∈ L2(0, 1;Fd×d) : G∗x ∈ H1(0, 1;Fm),
GS(t)G∗ ∈ H1(0, 1;Fd),
F ∗B(t)x = −WR(t)F ∗Cx, (I − FF ∗)Cx = 0}
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where the boundary operators
B(t)x =
(
G∗(GS(t)x′ + P1x)(1)
−G∗(GS(t)x′ + P1x)(0)
)
Cx =
(
(G∗x)(1)
(G∗x)(0)
)
are defined on the domains
D(B(t)) = {x ∈ L2(0, 1;Fd) : G∗x ∈ H1(0, 1;Fm),
G∗(GS(t)(G∗x)′ + P1x) ∈ H1(0, 1;Fm)}
D(C) = {x ∈ L2(0, 1;Fd) : G∗x ∈ H1(0, 1;Km)}.
For fixed t ∈ [0, τ ] the operator A(t) generates a holomorphic semigroup and also
the right-multiplicative perturbed operator A(t)H(t).
Proposition 8.3.5. For every fixed t ∈ [0, τ ] the operators A(t) and A(t)H(t)
generate holomorphic C0-semigroups on X = L2(0, 1;Fd).
Proof. See Proposition 4.4 and Proposition 4.5 in [AuJaLa15].
Corollary 8.3.6. If additionally the following conditions are satisfied
WR(t) + F
∗
[
G∗P1(1)G 0
0 −G∗P1(0)G
]
F ≥ 0
Sym
(
P0(·) +GG∗P ′1(·) +
1
2
GG∗P ′1(·)GG∗
)
≤ 0
P1(·) = P1(·)∗
then the C0-semigroup (TA(t)H(t)(s))s≥0 generated by A(t)H(t) is contractive with
respect to the inner product 〈·, ·〉H(t).
Proof. See Proposition 4.6 in [AuJaLa15].
For the non-autonomous problem one then obtains the following (non-autonomous)
Lp-maximal regularity results under Assumption 8.3.4
Theorem 8.3.7. Let p ∈ (1,∞) and additionally to Assumption 8.3.4 assume that
S(t, ·) = S(·) and WR(t, ·) = WR(·) do not depends on t ∈ [0, τ ], so that the domain
D(A(t)) = D of the operator A(t) is the same for all t ∈ [0, τ ]. Then for every
x0 ∈ (X,D)1−1/p,p and f ∈ Lp(0, τ ;X) there is a unique solution u ∈MRH(p,X),
i.e. u ∈ W 1p (0, τ ;X) such that u(t) ∈ D(A(t)H(t)) for a.e. t ∈ [0, τ ] and A(·)u ∈
Lp(0, τ ;X), of the problem
ut(t)−A(t)H(t)u(t) = f(t)
H(0)u(0) = x0
F ∗B(t)H(t)u(t) = −WRF ∗CH(t)u
(I − FF ∗)CH(t)u(t) = 0, t ∈ [0, τ ].
Proof. See Theorem 4.7 in [AuJaLa15].
Similar for the case p = 2 one may also allow t-dependence of WR(t) and S(t).
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Theorem 8.3.8. Let p = 2 and assume that Assumption 8.3.4 is satisfied. Then
for every x0 ∈ V = {v ∈ L2(0, 1;Fd) : (I − GG∗)P1v ∈ H1(0, 1;Fd)} and f ∈
L2(0, τ ;X) the non-autonomous system
ut(t)−A(t)H(t)u(t) = f(t)
H(0)u(0) = x0
F ∗B(t)H(t)u(t) = −WR(t)F ∗CH(t)u(t)
(I − FF ∗)CH(t)u(t) = 0, t ∈ [0, τ ]
has a unique solution u ∈ MRH(2, X), i.e. u ∈ H1(0, τ ;X) such that u(t) ∈
D(A(t)H(t)) for a.e. t ∈ [0, τ ] and A(·)H(·)u ∈ L2(0, τ ;X).
Proof. See Theorem 4.8 in [AuJaLa15].
These results can be applied to the particular example of a one-dimensional wave
equation with structural damping. To reformulate the one-dimensional wave equa-
tion with structural damping in the framework considered above, we assume that
0 < ε ≤ k ∈ L∞(0, 1;R) for some ε > 0 and we may set
H(ζ) =
( 1
ρ(ζ)
T (ζ)
)
,
P1(ζ) =
(
1
1
)
, G =
(
1
0
)
,
S(ζ) = k(ζ), P0 = 0
and have d = 2 and m = 1. In particular
(I −GG∗)P1 = P1GG∗
so that Assumption 8.3.4 is satisfied for every F ∈ F2×r such that FF ∗ ∈ F2×2 is a
projection. Writing
H1F (0, 1) =
{
v ∈ H1(0, 1) : (I − FF ∗)
(
v(1)
v(0)
)
= 0
}
and
DF,WR,k = {u ∈ H1F (0, 1)× L2(0, 1) : ku′1 + u2 ∈ H1(0, 1),(
(ku′1 + u2)(1)
−(ku′1 + u2)(0)
)
= −WR
(
u1(1)
u1(0)
)
}
we then find
Proposition 8.3.9. Let p ∈ (1,∞) and assume that ρ, T : [0, τ ] × [0, 1] → R
and k : [0, 1] → R are bounded, measurable and uniformly positive with ρ and T
Lipschitz continuous in t ∈ [0, τ ]. Further let F ∈ F2×r for some r ∈ {0, 1, 2}
such that FF ∗ ∈ F2×2 is a projection and WR = W ∗R ≥ 0 be an r × r-matrix.
Then for every (x1, x2) ∈
(
L2(0, 1;F2), DF,WR,k
)
1−1/p,p and f ∈ Lp(0, τ ;L2(0, 1))
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the problem
ρ(t)ωtt(t)− (T (t)ωζ(t)− kωtζ(t))′ = f(t),
(I − FF ∗)
(
ωt(t, 0)
ωt(t, 1)
)
= 0
F ∗
(
(kωtζ(t) + T (t)ωζ)(1)
−(kωtζ(t) + T (t)ωζ)(0)
)
= −WRF ∗
(
ωt(t, 1)
ωt(t, 0)
)
ωt(0, ·) = x1
(Tωζ)(0, ·) = x2
has a solution ω such that
(ωt, Tωζ) ∈W 1p (0, τ ;L2(0, 1;F2))
kωt + Tωζ ∈ Lp(0, τ ;H1(0, 1;F2))
which is unique up to an additive constant ∆ ∈ F.
If p = 2 the same result also holds true if WR : [0, τ ] → Fr×r is merely Lipschitz
continuous, and then (x1, x2) should lie in
(
L2(0, 1;F2), DF,WR,k
)
1/2,2
= H1F (0, 1)×
L2(0, 1).
Proof. See Proposition 4.9 and Proposition 4.10 in [AuJaLa15].
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