Named entity recognition (NER) is a well-established task of information extraction which has been studied for decades. More recently, studies reporting NER experiments on social media texts have emerged. On the other hand, stance detection is a considerably new research topic usually considered within the scope of sentiment analysis. Stance detection studies are mostly applied to texts of online debates where the stance of the text owner for a particular target, either explicitly or implicitly mentioned in text, is explored. In this study, we investigate the possible contribution of named entities to the stance detection task in tweets. We report the evaluation results of NER experiments as well as that of the subsequent stance detection experiments using named entities, on a publicly-available stance-annotated data set of tweets. Our results indicate that named entities obtained with a high-performance NER system can contribute to stance detection performance on tweets.
Introduction
With the emergence of social media applications like Twitter and Facebook, a considerable body of social media texts has accumulated. The need for the utilization of this user-generated content, for several purposes like trend analysis, has accelerated research on social media analysis.
As acknowledged in the related literature, the language used in social media texts is usually different from well-formed texts such as news articles, where the latter has been one of the most common text genre targeted by natural language processing (NLP) research so far. As a result, approaches proposed for well-formed texts have suffered from the porting problem, revealed with poor performance on social media texts. One of these NLP problems is named entity recognition (NER) which targets at the extraction and classification of named entities like person, location, and organization names in texts (Nadeau and Sekine, 2007) . Several recent studies on NER report performance results on social media texts and propose customized systems for this text genre (Ritter et al., 2011) . Another important research topic regarding social media analysis is sentiment analysis (Pang and Lee, 2008) where the opinion or sentiment of the text owner is explored.
Stance detection is a considerably recent research field usually considered as a subproblem of sentiment analysis (Mohammad et al., 2016b) . In stance detection, the aim is to determine the stance of the text owner (as Favor, Against, or Neither) for a particular target either explicitly or implicitly mentioned in the text (Mohammad et al., 2016b) . The most common text genres used by stance detection studies are on-line debates and social media texts like tweets. Some of the recent studies on this topic report performance evaluation results of different classifiers using different feature sets (Mohammad et al., 2016b ) while others present publicly-available stance-annotated data sets (Mohammad et al., 2016a; Sobhani et al., 2017; Küçük, 2017) .
In this study, we present our experiments of using named entities for the purposes of improved stance detection in tweets. We have used the publicly-available tweet data set in Turkish annotated with stance information, together with the results of the corresponding SVM classifiers using unigrams as features in (Küçük, 2017) as the baselines. We first perform NER on this data set and next use the named entities as additional features during our SVM-based stance detection experiments. Our findings are particularly encouraging as they provide evidence for the contribution of a high-performance NER system to the subsequent stance detection procedure using the extracted named entities. The rest of the paper is organized as follows: In Section 2, the evaluation results of an existing NER system on the data set are presented, the subsequent stance detection experiments using the named entities from the data set are described in Section 3, and finally Section 4 summarizes the paper together with future research directions.
Named Entity Recognition in Tweets
NER is an information extraction task that has been studied for decades, especially on well-formed texts like news articles. More recently, considerable number of studies on NER target at social media texts, like tweets. Yet, as emphasized in the related literature (Ritter et al., 2011) , porting existing NER systems to social media texts results in poor performance. Therefore, related studies usually propose customized systems and/or annotated data sets (to be used during the training of supervised systems) for this new text genre.
In this study, we have used the stance-annotated tweet data set in Turkish (Küçük, 2017) which includes 700 random tweets related to two sports clubs and these clubs constitute the stance targets. The data set is a balanced one in the sense that 175 tweets are in favor of Target-1 and 175 tweets are against Target-1, while 175 tweets are in favor of and 175 are against Target-2. There are no tweet instances annotated with the class Neither in the data set (Küçük, 2017) . The names of the two target clubs are explicitly mentioned in all of the tweets although some of these mentions are neologisms or contracted forms while some others have writing errors, as expected due to the peculiarities of language use in Twitter (Küçük and Steinberger, 2014) .
In order to create the NER answer key for this data set, we have annotated it with person, location, and organization names. The resulting named entity statistics are provided in Table 1 . As the NER tool, we have used the extended version of the rule-based tool (Küçük and Yazıcı, 2009) proposed for news articles in order to perform better on tweets, as presented in (Küçük and Steinberger, 2014) . These extensions include relaxing the capitalization constraint to extract entities all in lowercase as well and diacriticsbased extension of the lexical resources of the tool since characters with diacritics such as ç, ı,ö, ş are commonly replaced with the corresponding characters such as c, i, o, s in tweets. The evaluation results of the NER tool on the tweet data set are presented in Table 2 , in terms of the corresponding metrics of precision (P), recall (R), and F-Measure (F), without giving credit to partial extractions. That is, a named entity extraction is considered as correct if both its type and all of its tokens are correctly identified by the system. The NER results obtained are not favorable compared to the NER results on news articles in Turkish (usually over 85% in F-Measure) but as reported in the literature, NER performance on tweets is usually considerably lower due to the particular language use in tweets. For instance, using the same version of the NER tool, the best F-Measure rate obtained on another tweet data set in Turkish is 48.13% (Küçük and Steinberger, 2014) . The F-Measure rates given in Table 2 are all higher than 48.13%, reaching to 68.78% for the tweets marked as in favor of Target-1, and therefore these rates can be considered encouraging. Yet, we should also note a difference between the features of the tweet data sets in (Küçük and Steinberger, 2014 ) and in the current study. As pointed out at the beginning of this section, in each of the tweets of the stance data set used in the current study, the sports clubs (a named entity of organization type) which are the stance targets are explicitly mentioned while there is no such restriction for the data sets used in (Küçük and Steinberger, 2014) . Hence, the data set used in the current study can better be considered as a "targeted tweet data set" and this may be one of the reasons for the high rates compared to those reported in (Küçük and Steinberger, 2014) .
The results in Table 2 also indicate that NER performance is higher for the tweets marked as in favor of their targets when compared with the tweets marked as against. The recall rates are particularly low for this latter set of tweets and one of the reasons for this observation may be the users' common employment of neologisms (in the negative sense) especially for the tweet targets, which are missed by the NER tool.
To summarize, we have annotated the stance data set with named entities in order to create the NER answer key and performed NER evaluations on this data set. The results obtained are promising and even higher than those results reported for similar settings in the literature. The evaluation results obtained in the current study are significant as a new set of NER evaluations on a proprietary "targeted" tweet data set in Turkish, in addition to the data sets used in studies such as (Küçük and Steinberger, 2014) , since NER on tweets is still an important research field of NLP.
Using Named Entities for Stance Detection in Tweets
In the current study, we have used the stance-annotated tweet data set described in (Küçük, 2017) . Also presented in (Küçük, 2017) are the results of the following experiments on this data set:
• SVM classifiers using unigrams as features,
• SVM classifiers using bigrams as features,
• SVM classifiers using unigrams and the existence of hashtags in tweets as features.
The corresponding results have indicated that using unigrams as features leads to favorable performance rates and using unigrams together with hashtag features improves these results further, while using bigrams as features of the SVM classifiers results in poor performance (Küçük, 2017) . The favorable results corresponding to the former two settings are provided in Table 3 as excerpted from (Küçük, 2017) , in order to be used as reference results for comparison purposes. These are 10-fold cross validation results on the data set. As can be observed in Table 3 , using the existence of hashtags as an additional feature improves stance detection performance in terms of average F-Measure for Target-2 although it leads to a slight decrease in F-Measure for Target-1 (Küçük, 2017) . In this study, we investigate the possible contribution of named entities to stance detection in tweets. We do not consider named entity types as features, but instead we use named entities as additional features for SVM classifiers which have used unigrams as features. Named entities which are not inflected and which comprise only single tokens are no different than existing unigrams. However, there are named entities in the form of ngrams. Additionally, Turkish is an agglutinative language and the particular NER tool that we have employed extracts named entities in their bare forms by excluding the sequence of suffixes attached to named entities, making the corresponding single-token named entities different from unigrams. We should note that during the named entity annotation procedure to create the answer key (as explained in Section 2), bare forms of the entities are annotated, making the system results and the annotations consistent.
Similar to the settings in (Küçük, 2017) , we have used the SVM classifier based on the SMO algorithm (Platt, 1999) , available in the Weka tool (Hall et al., 2009 ), during our stance detection experiments. 10-fold crossvalidation results of the classifiers using the named entities extracted by the employed NER tool from the data set are provided in Table 4 while the corresponding results of the classifiers using the named entities in the manually-annotated version of the data set (i.e., the answer key for the NER procedure) are provided in Table 5 . Based on the results presented in Tables 3, 4 , and 5, the following conclusions can be drawn:
• Using named entities as additional features improves the stance detection performance considerably for Target-2 although a slight performance decrease is observed for Target-1, when compared with the case in which only the unigrams are used as features. These results indicate that stance detection task can benefit from the outputs of NER tools.
• Using manually annotated named entities (in the answer key) improves stance detection performance for both targets and for both stance classes when compared with using named entities extracted with a NER tool. This is an expected result, since there are errors in the output of the NER tool (as quantified in Table 2) where some entities are missed and some other token sequences are incorrectly extracted as named entities.
This finding provides evidence for the contribution of a high-performance NER tool to the stance detection task. The less errors the employed NER tool makes, the more successful the stance detection system, utilizing the output of the NER tool, will be.
• Joint use of named entities and existence of hashtags as additional features to unigrams improves stance detection performance slightly for Target-1 while slight decreases are observed for Target-2 in this settings. Hence, further experiments are necessary to make sound conclusions regarding joint utilization of named entities and hastags as features of the SVM classifiers for the stance detection task.
• As has been reported in (Küçük, 2017) , the overall evaluation results of the stance detection task are considerably higher for the Favor class when compared with the results for the Against class, in all settings given in Table 4 and 5.
Conclusion
Stance detection is a relatively recent research topic similar in nature to sentiment analysis. The aim of stance detection is to determine the stance of a text owner for a particular target and stance detection modules can be used within several different social media analysis applications. In this study, we have first performed NER on a stance-annotated tweet data set in Turkish and then investigated the possible contribution of named entities as SVM features for the stance detection task. During this procedure, we have first reported the evaluation results of a NER tool that has been extended to be perform better on tweets and then have utilized the extracted named entities as additional features to SVM classifiers which already employ unigrams as features. Our results indicate that named entities can considerably improve the stance detection performance when used together with unigrams. Future work includes testing the same classifier settings on larger data sets, and performing similar tests by using stance-annotated data sets and NER tools for other languages such as English and compare the corresponding test results with the ones in the current study.
