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Abstract
We present and apply a theory of one parameter C0-semigroups of linear operators in
locally convex spaces. Replacing the notion of equicontinuity considered by the literature
with the weaker notion of sequential equicontinuity, we prove the basic results of the classical
theory of C0-equicontinuous semigroups: we show that the semigroup is uniquely identified
by its generator and we provide a generation theorem in the spirit of the celebrated Hille-
Yosida theorem. Then, we particularize the theory in some functional spaces and identify two
locally convex topologies that allow to gather under a unified framework various notions C0-
semigroup introduced by some authors to deal with Markov transition semigroups. Finally,
we apply the results to transition semigroups associated to stochastic differential equations.
Keywords: One parameter semigroup, sequential equicontinuity, transition semigroup.
AMS 2010 subject classification: 46N30, 47D06, 47D07, 60J35.
1 Introduction
The aim of this paper is to present and apply a notion of one parameter strongly continuous
(C0) semigroups of linear operators in locally convex spaces based on the notion of sequential
equicontinuity and following the spirit and the methods of the classical theory in Banach spaces.
The theory of C0-semigroups was first stated in Banach spaces (a widespread presentation
can be found in several monographs, e.g. [9, 12, 21]). The theory was extended to locally con-
vex spaces by introducing the notions of C0-equicontinuous semigroup ([26, Ch. IX]), C0-quasi-
equicontinuous semigroup ([4]), C0-locally equicontinuous semigroup ([7, 15]), weakly integrable
semigroup ([13, 14]). A mixed approach is the one followed by [16], which introduces the no-
tion of bi-continuous semigroup: in a framework of Banach spaces, semigroups that are strongly
continuous with respect to a weaker locally convex topology are considered.
In this paper we deal with semigroups of linear operators in locally convex spaces that are
only sequentially continuous. The idea is due to the following key observation: the theory of
C0-(locally) equicontinuous semigroups can be developed, with appropriate adjustments, to semi-
groups of operators which are only C0-(locally) sequentially equicontinuous (in the sense specified
by Definition 3.1). On the other hand, as we will show by examples, the passage from equicontinu-
ity to sequential equicontinuity is motivated and fruitful: as discussed in Remark 3.13 and shown
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con ritardo”. The authors are sincerely grateful to Fausto Gozzi for valuable discussions.
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by Example 5.5, in concrete applications, replacing equicontinuity with sequential equicontinuity
might turn out to be much more convenient.
The main motivation that led us to consider sequential continuity is that it allows a conve-
nient treatment of Markov transition semigroups. The employment of Markov transition semi-
groups to the study of partial differential equations through the use of stochastic representation
formulas is the subject of a wide mathematical literature (here we only refer to [3] in finite and
infinite dimension and to [6] in infinite dimension). Also, the regularizing properties of such
semigroups is the core of a regularity theory for second order PDEs (see, e.g., [18]). Unfortu-
nately, the framework of C0-semigroup in Banach spaces is not always appropriate to treat such
semigroups. Indeed, on Banach spaces of functions not vanishing at infinity, the C0-property
fails already in basic cases, such as the one-dimensional Ornstein-Uhlenbeck semigroup, when
considering it in the space of bounded uniformly continuous real-valued functions (UCb(R), | · |∞)
(see, e.g., [2, Ex. 6.1] for a counterexample, or [5, Lemma 3.2], which implies this semigroup is
strongly continuous in (UCb(R), |·|∞) if and only if the drift of the associated stochastic differential
equation vanishes). On the other hand, finding a locally convex topology on these spaces to frame
Markov transition semigroups within the theory of C0-locally equicontinuous semigroups is not
an easy task (see also the considerations of Remark 3.13). In the case of the Ornstein-Uhlenbeck
semigroup, such approach is adopted by [10]. Some authors have bypassed these difficulties by
introducing some (more or less ad hoc) notions, relying on some sequential continuity proper-
ties, to treat such semigroups (weakly continuous semigroups [2], π-continuous semigroups [22],
bi-continuous semigroups [16]). The theory developed in our paper allows to gather all the afore-
mentioned notions under a unified framework.
We end the introduction by describing in detail the contents of the paper. Section 2 contains
notations that will hold throughout the paper.
In Section 3 we first provide and study the notions of sequential continuity of linear operators
and sequential equicontinuity of families of linear operators on locally convex spaces. Then, we
give the definition of C0-sequentially (locally) equicontinuous semigroup in locally convex spaces.
Next, we define the generator of the semigroup and the resolvent of the generator. In order to
guarantee the existence of the resolvent, the theory is developed under Assumption 3.16, requir-
ing the existence of the Laplace transform (3.10) as Riemann integral (see Remark 3.17). This
assumption is immediately verified if the underlying space X is sequentially complete. Oth-
erwise, the Laplace transform always exists in the (sequential) completion of X and then one
should check that it lies in X , as we do in Proposition 4.19. The properties of generator and
resolvent are stated through a series of results: their synthesis is represented by Theorem 3.25,
stating that the semigroup is uniquely identified by its generator, and by Theorem 3.27, stating
that the resolvent coincides with the Laplace transform. Then we provide a generation theorem
(Theorem 3.38), characterizing, in the same spirit of the Hille-Yosida theorem, the linear opera-
tors generating C0-sequentially equicontinuous semigroups. Afterwards, we show that the notion
of bi-continuous semigroups can be seen as a specification of ours (Proposition 3.43). Finally, we
provide some examples which illustrate our notion in relation to the others.
Section 4 implements the theory of Section 3 in spaces of bounded Borel functions, continu-
ous and bounded functions, or uniformly continuous and bounded functions defined on a metric
space. The main aim of this section is to find and study appropriate locally convex topologies in
these functional spaces allowing a comparison between our notion with the aforementioned other
ones. We identify them in two topologies belonging to a class of locally convex topologies defined
through the family of seminorms (4.5). We study the relation between them and the topology in-
duced by the uniform norm (Proposition 4.6). Then, we study these topological spaces through a
series of results ending with Proposition 4.15 and we characterize their topological dual in Propo-
sition 4.16. We end the section with the desired comparison: in Subsections 4.2, 4.3, and 4.4, we
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show that the notions developed in [2], [22], and [10] to treat Markov transition semigroups can
be reintepreted in our framework.
Section 5 applies the results of Section 4 to transition semigroups. This is done, in Subsec-
tion 5.1, in the space of bounded continuous functions endowed with the topology τK defined in
(4.7). Then, in Subsection 5.3, we provide an extension to weighted spaces of continuous func-
tions, not necessarily bounded. Finally, in Subsection 5.3, we treat the case of Markov transition
semigroups associated to stochastic differential equations in Hilbert spaces.
2 Notation
(N1) X ,Y denote Hausdorff topological vector spaces. Starting from Subsection 3.2, Assumption
3.3 will hold and X ,Y will be Hausdorff locally convex topological vector spaces.
(N2) The topological dual of a topological vector space X is denoted by X∗.
(N3) If X is a vector space and Γ is a vector space of linear functionals on X separating points in
X , we denote by σ(X ,Γ) the weakest locally convex topology on X making continuous the
elements of Γ.
(N4) The weak topology on the topological vector space X is denoted by τw, that is τw :=σ(X ,X
∗).
(N5) If X and Y are topological vector spaces, the space of continuous operators from X into Y
is denoted by L(X ,Y ), and the space of sequentially continuous operators from X into Y
(see Definition 3.1) is denoted by L0(X ,Y ). We also denote L(X ) := L(X ,X ) and L0(X ) :=
L0(X ,X ).
(N6) Given a locally convex topological vector space X , the symbol PX denotes a family of semi-
norm on X inducing the locally convex topology.
(N7) E denotes a metric space; E :=B(E) denotes the Borel σ-algebra of subsets of E .
(N8) Given the metric space E, ba(E) denotes the space of finitely additive signed measures with
bounded total variation on E , ca(E) denotes the subspace of ba(E) of countably additive
finite measure, and ca+(E) denotes the subspace of ca(E) of positive countably additive
finite measures.
(N9) Given the metric space E, we denote by B(x, r) the open ball centered at x ∈ E and with
radius r and by B(x, r] the closed ball centered at x and with radius r.
(N10) The common symbol S (E) denotes indifferently one of the spaces Bb(E), Cb(E), UCb(E),
that is, respectively, the space of real-valued bounded Borel / continuous and bounded /
uniformly continuous and bounded functions defined on E.
(N11) On S (E), we consider the sup-norm | f |∞ := supx∈E | f (x)|, which makes it a Banach space.
The topology on S (E) induced by such norm is denoted by τ∞.
(N12) On S (E), the symbol τC denotes the topology of the uniform convergence on compact sets.
(N13) By S (E)∗∞ we denote the topological dual of (S (E), | · |∞) and by | · |S (E)∗∞ the operator norm
in S (E)∗∞.
We make use of the conventions inf;=+∞, sup;=−∞, 1/∞= 0.
3 C0-sequentially equicontinuous semigroups
In this section, we introduce and investigate the notion of C0-sequentially equicontinuous semi-
groups on locally convex topological vector spaces.
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3.1 Sequential continuity and equicontinuity
We recall the notion of sequential continuity for functions and define the notion of sequential
equicontinuity for families of functions on topological spaces.
Definition 3.1. Let X, Y be Hausdorff topological spaces.
(i) A function f : X → Y is said to be sequentially continuous if, for every sequence {xn}n∈N
converging to x in X, we have f (xn)→ f (x) in Y .
(ii) If Y is a vector space, a family of functions F = { fι : X → Y }ι∈I is said to be sequentially
equicontinuous if for every x ∈ X, for every sequence {xn}n∈N converging to x in X and for
every neighborhood U of 0 in Y , there exists n ∈N such that fι(xn) ∈ fι(x)+U for every ι ∈I
and n≥ n.
Remark 3.2. Let E be a metric space. If g : X → Y is sequentially continuous and f : E→ X is
continuous, then g ◦ f : E→Y is continuous. It is sufficient to recall that continuity for a function
defined on a metric space is equivalent to sequential continuity.
If Y is a locally convex topological vector space, then Definition 3.1(ii) is equivalent to
{xn}n∈N ⊂ X , xn→ x in X =⇒ lim
n→+∞
sup
ι∈I
q( fι(xn)− fι(x))= 0, ∀q ∈PY , (3.1)
where PY is a set of seminorms inducing the topology on Y . The characterization of sequential
continuity (3.1) will be very often used throughout the paper.
3.2 The space of sequentially continuous linear operators
Starting from this subsection, we make the following
Assumption 3.3. X and Y are Hausdorff locally convex topological vector spaces, and PX , PY
denote families of seminorms inducing the topology on X, Y , respectively.
Remark 3.4. We recall that a subset B ⊂ X is bounded if and only if supx∈B p(x)<+∞ for every
p ∈PX and that Cauchy (and, therefore, also convergent) sequences are bounded in X.
We define the vector space
L0(X ,Y ) := {F : X →Y s.t. F is linear and sequentially continuous}.
We will use L0(X ) to denote the space L0(X ,X ). Clearly, we have the inclusion
L(X ,Y )⊂L0(X ,Y ). (3.2)
We recall that a linear operator F : X →Y is a called bounded if F(B) is bounded in Y for each
bounded subset B⊂ X . As well known (see [23, Th. 1.32, p. 24])
F ∈ L(X ,Y ) =⇒ F is bounded. (3.3)
On the other hand, if X is bornological (see [19, p. 95, Definition 4.1]), then, by [19, Ch. 4, Prop.
4.12], also the converse holds true, that is
X bornological, F : X →Y linear and bounded =⇒ F ∈ L(X ,Y ). (3.4)
Proposition 3.5. Let F ∈L0(X ,Y ). Then
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(i) F is a bounded operator;
(ii) F maps Cauchy sequences into Cauchy sequences.
Proof. (i) See [19, Ch. 4, Prop. 4.12].
(ii) Let {xn}n∈N be a Cauchy sequence in X . In order to prove that {Fxn}n∈N is a Cauchy
sequence in Y , we need to prove that, for every q ∈PY and ε> 0, there exists n such that n,m≥ n
implies q(F(xm−xn))≤ ε. Fix q ∈PY and ε> 0. As, by Remark 3.4, {xn}n∈N is bounded in X , by (i)
the sequence {Fxn}n∈N is bounded in Y . Then, for every n ∈N, we can choose kn ∈N, with kn ≥ n,
such that
q(F(xkn − xn))+2
−n ≥ sup
k≥n
q(F(xk− xn)). (3.5)
Define zn := xkn − xn, for n ∈N. As {xn}n∈N is a Cauchy sequence in X , we have zn→ 0 as n→+∞.
By sequential continuity of F, also Fzn→ 0. Then (3.5) entails, for every n ∈N and every n,m≥ n,
q(F(xm− xn))≤ q(F(xm− xn))+ q(F(xn− xn))≤ 2sup
k≥n
q(F(xk− xn))≤ 2
1−n
+2q(Fzn).
Passing to the limit n→+∞, we conclude that {Fxn}n∈N is a Cauchy sequence in Y . 
Remark 3.6. We notice that the fact that F is a bounded linear operator from X into Y does
not guarantee, in general, that it belongs to the space L0(X ,Y ). Indeed, the bounded sets in the
weak topology τw of any Banach space X are exactly the originally bounded sets (see Lemma 3.41;
actually this is true for locally convex spaces: see [23, p. 70, Theorem 3.18]). Then, if τ denotes the
norm-topology in X, the identity id : (X ,τw)→ (X ,τ) is bounded. Nevertheless, this identity is in
general not sequentially continuous (any infinite dimensional Hilbert space provides an immediate
counterexample).
Corollary 3.7. If X is bornological, then
L0(X ,Y )=L0(Xw,Yw)= L(X ,Y )= L(Xw,Yw),
where Xw,Yw denote, respectively, the spaces X,Y endowed with their weak topologies.
Proof. Since X (resp. Y ) is locally convex, by [23, p. 70, Theorem 3.18], the weakly bounded sets
of X (resp. Y ) are exactly the originally bounded sets in X (resp. in Y ). Hence, (3.3) and (3.4) yield
L(Xw,Yw) ⊂ L(X ,Y ). On the other hand, the opposite inclusion holds true for every X ,Y vector
topological spaces. So, we have proved that L(Xw,Yw)= L(X ,Y ).
Now, by Proposition 3.5(i) and by (3.4), we have L0(X ,Y )⊂L(X ,Y ). The opposite inclusion is
obvious. So, L0(X ,Y )= L(X ,Y ).
Finally, considering that L0(Xw,Yw) ⊃ L(Xw,Yw), in order to conclude we need to show that
L0(Xw,Yw) ⊂ L(X ,Y ). Recalling that the weakly bounded sets of X (resp. Y ) are exactly the
originally bounded sets in X (resp. in Y ), the latter follows from (3.4) and Proposition 3.5(i), as X
is bornological. 
Let B be the set of all bounded subsets of X . We introduce on L0(X ,Y ) a locally convex
topology as follows. By Proposition 3.5(i)
ρq,D (F) := sup
x∈D
q (Fx) (3.6)
is finite for all F ∈L0(X ,Y ), D ∈B, and q ∈PY . Given D ∈B and q ∈PY , (3.6) defines a seminorm
in the space L0(X ,Y ). We denote by L0,b(X ,Y ) the space L0(X ,Y ) endowed with the locally
convex vector topology τb induced by the family of seminorms {ρq,D}q∈PY , D∈B. We notice that
τb does not depend on the choice of family PY inducing the topology of Y . Since B contains all
singletons {x}x∈X and Y is Hausdorff, also L0,b(X ,Y ) is Hausdorff.
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Proposition 3.8. The map
L0,b(X )×L0,b(X )→L0,b(X ), (F,G) 7→ FG,
is sequentially continuous.
Proof. Let (F,G) ∈ L0(X )×L0(X ), and let D ⊂ X be bounded. Let {(Fn,Gn)}n∈N be a sequence
converging to (F,G) in L0,b(X )×L0,b(X ) . Consider the set D
′ :=∪n∈NGnD. We have
sup
n∈N
sup
x∈D
q(Gnx)≤ sup
n∈N
sup
x∈D
q((Gn−G)x)+sup
x∈D
q(Gx) ∀q ∈PX .
On the other hand, Gn→G yields
sup
n∈N
sup
x∈D
q((Gn−G)x)= sup
n∈N
ρq,D(Gn−G)<+∞, ∀q ∈PX .
Then, combining with Proposition 3.5(i), we conclude that D′ is bounded.
Now fix q ∈PX . For every n ∈N, we can write
ρq,D((FG−FnGn))≤ ρq,D (F(G−Gn))+ρq,D ((F−Fn)Gn)≤ ρq,D (F(G−Gn))+ρq,D ′ (F−Fn).
Now limn→+∞ρq,D ′(F −Fn)= 0, because D
′ ∈B and Fn→ F in L0,b(X ). Hence we conclude if we
show limn→+∞ρq,D(F(G−Gn))= 0. Assume, by contradiction, that there exist ε> 0, {xk}k∈N ⊂D,
and a subsequence {Gnk }k∈N, such that
q(F(G−Gnk)xk)≥ ε ∀k ∈N. (3.7)
Since
lim
n→+∞
q′((G−Gnk )xk)≤ limn→+∞
ρq′,D(G−Gnk )= 0 ∀q
′
∈PX ,
then {zk := (G−Gnk xk)}k∈N is a sequence converging to 0 in X . By sequential continuity of F, we
have limk→+∞ q(Fzk)= 0, contradicting (3.7) and concluding the proof. 
Proposition 3.9. (i) If Y is complete, then L0,b(X ,Y ) is complete.
(ii) If Y is sequentially complete, then L0,b(X ,Y ) is sequentially complete.
Proof. (i) Let {Fι}ι∈I be a Cauchy net in L0,b(X ,Y ). Then , by definition of τb, the net {Fι(x)}ι∈I
is Cauchy in Y , for every x ∈ X . Since Y is complete, for every x ∈ X , the limit F(x) := limιFι(x)
exists in Y . Clearly, F is linear. Now we show that it is sequentially continuous. Let q ∈PY and
denote by D the bounded set D := {xn}n∈N ⊂ X , where xn→ 0 in X . Then
q (Fxn)= limι
ιºι
q (Fιxn)≤ limι
ιºι
q ((Fι−Fι)xn)+q (Fιxn)≤ sup
ιºι
ρq,D (Fι−Fι)+q (Fιxn) , ∀ι ∈I , ∀n ∈N.
Taking the limsupn→+∞ in the inequality above and taking into account that {Fι}ι∈I is a Cauchy
net in L0,b(X ,Y ) yield the sequential continuity of F.
We now show that limιFι = F in L0,b(X ,Y ). Let D ∈B and let q ∈PY . We have
q ((F−Fι)x)= limι
ιºι
q ((Fι−Fι)x)≤ sup
ιºι
ρq,D (Fι−Fι) ∀ι ∈I , ∀x ∈D,
and the conclusion follows as {Fι}ι∈I is a Cauchy net in L0,b(X ,Y ).
(ii) It follows by similar arguments as those above, taking now Y sequentially complete and
replacing I by N. 
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3.3 Families of sequentially equicontinuous functions
Proposition 3.10. For n ∈N and i= 1, . . . ,n, letF (i) = {F (i)ι : X → X }ι∈Ii be families of sequentially
equicontinuous linear operators. Then the following hold.
(i) The family F = {F
(1)
ι1 F
(2)
ι2 . . .F
(n)
ιn : X → X }ι1∈I1,...,ιn∈In is sequentially equicontinuous.
(ii) The family F = {F (1)ι1 +F
(2)
ι2 + . . .+F
(n)
ιn : X →Y }ι1∈I1,...,ιn∈In is sequentially equicontinuous.
(iii) The family F is equibounded, that is, if D is a bounded subset of X, then
{
F
(i)
ιi x
}
ιi∈Ii,
i=1,...,n
x∈D
is
bounded in X.
Proof. (i) It suffices to prove the statement for n= 2. By contradiction, assume that there exist a
sequence {xk}k∈N converging to 0 in X , sequences {ι
(k)
1
}k∈N in I1 and {ι
(k)
2
}k∈N in I2, p ∈PX , and
ε> 0, such that
p
((
F (1)
ι(k)
1
F (2)
ι(k)
2
)
xk
)
≥ ε ∀k ∈N.
Since F (2) is sequentially equicontinuous, we have
limsup
k→+∞
q
(
F
(2)
ι(k)
2
xk
)
≤ lim
k→+∞
sup
ι2∈I2
q
(
F (2)ι2 xk
)
= 0, ∀q ∈PX .
This means that the sequence
{
yk := F
(2)
ι(k)
2
xk
}
k∈N converges to 0 in X . Then, in the same way, since
F
(1) is sequentially equicontinuous,
limsup
k→+∞
p
((
F
(1)
ι(k)
1
F
(2)
ι(k)
2
)
xk
)
= limsup
k→+∞
p
(
F
(1)
ι(k)
1
yk
)
≤ limsup
k→+∞
sup
ι1∈I1
p
(
F (1)ι1 yk
)
= 0,
and the contradiction arises.
(ii) The proof follows by the triangular inequality.
(iii) Assume, by contradiction, that there exist a bounded set D and p ∈PX such that
sup
ιi∈Ii
i=1,...,n,
x∈D
p
(
F (i)ιi x
)
=+∞.
Then there exist ı¯ ∈ {1, . . . ,n} and sequences {xk}k∈N ⊂D, {ιk}k∈N ⊂Iı¯, such that
p
(
F (ı¯)ιk xk
)
≥ k, ∀k ∈N. (3.8)
On the other hand, since D is bounded, the sequence
{ xk
k
}
k∈N\{0}
converges to 0, and then, since
the family
{
F (ı¯)ι
}
ι∈Iı¯
is sequentially equicontinuous, we have
lim
k→+∞
p
(
F (ı¯)ιk
xk
k
)
= 0,
which contradicts (3.8), concluding the proof. 
The following proposition clarifies when the notion of sequential equicontinuity for a family
of linear operators is equivalent to the notion of equicontinuity.
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Proposition 3.11. LetF := {Fι : X → X }ι∈I be a family of linear operators. IfF ⊂ L(X ) is equicon-
tinuous, then F ⊂L0(X ) and F is sequentially equicontinuous.
Conversely, if X is metrizable and F ⊂L0(X ) is sequentially equicontinuous, then F ⊂ L(X )
and F is equicontinuous.
Proof. The first statement being obvious, we will only show the second one.
Assume that F is sequentially equicontinuous and that X is metrizable. Since X is metriz-
able, we have L0(X ) = L(X ). Assume, by contradiction, that F is not equicontinuous. Since
the topology of X is induced by a countable family of seminorms {pn}n∈N (see [19, Th. 3.35, p.
77]), it then follows that there exist a continuous seminorm q on X and sequences {xn}n∈N ⊂ X ,
{ιn}n∈N ⊂I such that
sup
k=1,...,n
pk(xn)<
1
n
, q(Fιn xn)> 1, ∀n ∈N.
But then
lim
n→+∞
xn = 0 and liminf
n→+∞
(
sup
ι∈I
q(Fιxn)
)
≥ liminf
n→+∞
q(Fιn xn)≥ 1,
which implies that F is not sequentially equicontinuous, getting a contradiction and concluding
the proof. 
3.4 C0-sequentially equicontinuous semigroups
We now introduce the notion of C0-sequentially (locally) equicontinuous semigroups.
Definition 3.12 (C0-sequentially (locally) equicontinuous semigroup). A family of linear opera-
tors (not necessarily continuous)
T := {Tt : X → X }t∈R+
is called a C0-sequentially equicontinuous semigroup on X if the following properties hold.
(i) (Semigroup property) T0 = I and Tt+s = TtTs for all t, s≥0.
(ii) (C0- or strong continuity property) limt→0+ Ttx= x, for every x ∈ X.
(iii) (Sequential equicontinuity) T is a sequentially equicontinuous family.
The family T is said to be a C0-sequentially locally equicontinuous semigroup if (iii) is replaced by
(iii)′ (Sequential local equicontinuity) {Tt}t∈[0,R] is sequentially locally equicontinuous for every
R > 0.
Remark 3.13. The notion of C0-sequentially (locally) equicontinuous semigroup that we intro-
duced is clearly a generalization of the notion of C0-(locally) equicontinuous semigroup consid-
ered, e.g., in [26, Ch. IX], [15]. By Proposition 3.11 the two notions coincide if X is metrizable.
In order to motivate the introduction of C0-sequentially equicontinuous semigroups, we stress two
facts.
(1) Even if a semigroup on a sequentially complete space is C0-(locally) equicontinuous, proving
this property might be harder than proving that it is only C0-sequentially equicontinuous. For
instance, in locally convex functional spaces with topologies defined by seminorms involving
integrals, one can use integral convergence theorems for sequence of functions which do not
hold for nets of functions.
(2) The notion of C0-sequentially equicontinuous semigroup is a genuine generalization of the
notion of C0-equicontinuous semigroup of [26], as shown by Example 3.48.
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As for C0-semigroups in Banach spaces, given a C0-sequentially locally equicontinuous semi-
group T, we define
D(A) :=
{
x ∈ X : ∃ lim
h→0+
Thx− x
h
∈ X
}
.
Clearly, D(A) is a linear subspace of X . Then, we define the linear operator A : D(A)→ X as
Ax := lim
h→0+
Thx− x
h
, x ∈D(A),
and call it the infinitesimal generator of T.
Proposition 3.14. Let T := {Tt : X → X }t∈R+ be a C0-sequentially locally equicontinuous semi-
group.
(i) For every x ∈ X, the function Tx :R+→ X , t 7→Ttx, is continuous.
(ii) If T is sequentially equicontinuous, then, for every x ∈ X, the function Tx : R+→ X , t 7→ Ttx,
is bounded.
Proof. (i) Let {tn}n∈N ⊂ R
+ be a sequence converging from the right (resp., from the left) to t ∈ R.
By Definition 3.12(i), we have, for every p ∈PX and x ∈ X ,
p(Ttnx−Ttx) = p(Tt(Ttn−tx− x)) (resp., p(Ttnx−Ttx) = p(Ttn(Tt−tnx− x))).
By Definition 3.12(ii), {Ttn−tx−x}n∈N (resp. {Tt−tnx−x}n∈N) converges to 0. Now conclude by using
local sequential equicontinuity and (3.1).
(ii) This is provided by Proposition 3.10(iii). 
As well known, unlike the Banach space case, in locally convex spaces the passage from C0-
locally equicontinuous semigroups to C0-equicontinuous semigroups through a renormalization
with an exponential function is not obtainable in general (see Examples 3.45 and 3.46 in Subsec-
tion 3.9). Nevertheless, we have the following partial result.
Proposition 3.15. Let τ denote the locally convex topology on X and let | · |X be a norm on X.
Assume that a set is τ-bounded if and only if it is | · |X -bounded. Let T be a C0-sequentially locally
equicontinuous semigroup on (X ,τ).
(i) If there exist α ∈R and M ≥ 1 such that
|Tt|L((X ,|·|X )) ≤Me
αt, ∀t ∈R+, (3.9)
then, for every λ>α, the family {e−λtTt : (X ,τ)→ (X ,τ)}t∈R+ is a C0-sequentially equicontinu-
ous semigroup.
(ii) If (X , | · |X ) is Banach, then there exist α ∈R and M ≥ 1 such that (3.9) holds.
Proof. (i) Let λ > α and let {xn}n∈N be a sequence converging to 0 in (X ,τ). Then {xn}n∈N is
bounded in (X ,τ), thus, by assumption, also in (X , | · |X ). Set N := supn∈N |xn|X and let p ∈P (X ,τ).
Then
sup
t∈R+
p(e−λtTtxn)≤ sup
0≤t≤s
p(e−λtTtxn)+sup
t>s
p(e−λtTtxn)
≤ sup
0≤t≤s
p(e−λtTtxn)+Lpe
(α−λ)sMN,
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where Lp := supx∈X\{0} p(x)/|x|X is finite, because | · |X -bounded sets are τ-bounded. Now we can
conclude by applying to the right hand side of the inequality above first the limsupn→+∞ and con-
sidering that T is a C0-sequentially locally equicontinuous semigroup on (X ,τ), then the lims→+∞
and taking into account that λ>α.
(ii) By assumption, the bounded sets of (X , | · |X ) coincide with the bounded sets of (X ,τ).
By Proposition 3.5(i), we then have L0((X ,τ)) ⊂ L((X , | · |X )). In particular Tt ∈ L((X , | · |X )), for
all t ∈ R+. Now, by Proposition 3.14(i), the set {Ttx}t∈[0,t0] is compact in (X ,τ) for every x ∈ X
and t0 > 0, hence bounded. We can then apply the Banach-Steinhaus Theorem in (X , | · |X ) and
conclude that there exists M ≥ 0 such that |Tt|L((X ,|·|X )) ≤M for all t ∈ [0, t0]. The conclusion now
follows in a standard way from the semigroup property. 
From here on in this subsection and in Subsections 3.5-3.6, unless differently specified, we
will deal with C0-sequentially equicontinuous semigroups and, to simplify the exposition, we will
adopt a standing notation for them and their generator, that is
• T = {Tt}t∈R+ denotes a C0-sequentially equicontinuous semigroup;
• A denotes the infinitesimal generator of T.
Also, unless differently specified, from here on in this subsection and in Subsections 3.5-3.6,
we will assume the following
Assumption 3.16. For every x ∈ X and λ> 0, there exists the generalized Riemann integral in X
(1)
R(λ)x :=
∫+∞
0
e−λtTtxdt. (3.10)
Remark 3.17. By Proposition 3.14, the generalized Riemann integral (3.10) always exists in the
sequential completion of X. In particular, Assumption 3.16 is satisfied if X is sequentially com-
plete.
For every p ∈PX , and every λ, λˆ ∈ (0,+∞), we have the following inequalities, whose proof
is straightforward, by triangular inequality and definition of Riemann integral, and by recalling
Proposition 3.14:
p(R(λ)x− y)≤
∫+∞
0
e−λtp(Ttx−λy)dt, ∀x, y ∈ X (3.11)
p(R(λ)x−R(λˆ)x)≤
∫+∞
0
|e−λt− e−λˆt|p(Ttx)dt, ∀x ∈ X . (3.12)
Proposition 3.18. If L ∈L0(X ,Y ), then R
+→Y , x 7→ LTtx is continuous and bounded. Moreover,
for every x ∈ X, every a≥0, and every λ> 0,
L
∫a
0
e−λtTtxdt=
∫a
0
e−λtLTtxdt and L
∫+∞
0
e−λtTtxdt=
∫+∞
0
e−λtLTtdt, (3.13)
where the Riemann integrals on the right-hand side of the equalities exist in Y .
Proof. Continuity of the map R+→ X , t 7→LTtx, follows from Remark 3.2, from sequential conti-
nuity of L and from Proposition 3.14(i). By Proposition 3.14(ii), we have that {Ttx}t∈R+ is bounded,
for all x ∈ X . From Proposition 3.5(i), it then follows that {LTtx}t∈R+ is bounded.
1That is, for every a ≥ 0, the Riemann integral
∫a
0 e
−λtTtxdt exists in X , and the limit
∫+∞
0 e
−λtTtxdt :=
lima→+∞
∫a
0 e
−λtTtxdt exists in X .
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Let {πk}k∈N be a sequence of partitions of [0,a]⊂ R
+ of the form πk := {0= tk
0
< tk
1
< . . .< tknk =
a}, with |πk| → 0 as k→ +∞, where |πk| := sup{|ti+1 − ti| : i = 0, . . .,nk −1}. Then, by recalling
Assumption 3.16 and by continuity of R+→ X , t 7→Ttx, we have in Y∫a
0
e−λtTtxdt= lim
k→+∞
nk−1∑
i=0
e−λt
k
i Ttk
i
x(tki+1− t
k
i ).
By sequential continuity of L we then have
L
∫a
0
e−λtTtxdt= lim
k→+∞
nk−1∑
i=0
e−λt
k
i LTtk
i
x(tki+1− t
k
i ). (3.14)
Since R+ → X , t 7→ LTtx is continuous, equality (3.14) entails that R
+ → X , t 7→ e−λtLTtx is
Riemann integrable and that the first equality of (3.13) holds true.
The second equality of (3.13) follows from the first one and from sequential continuity of L,
by letting a→+∞ . 
Proposition 3.19. (i) For every λ > 0, the operator R(λ) : X → X is linear and sequentially
continuous.
(ii) For every x ∈ X, the function (0,+∞)→ X , λ 7→R(λ)x, is continuous.
Proof. (i) The linearity of R(λ) is clear. It remains to show its sequential continuity. Let {xn}n∈N ⊂
X be a sequence convergent to 0. Then, for all p ∈PX ,
lim
n→+∞
p(R(λ)xn)≤ lim
n→+∞
∫+∞
0
e−λtp(Ttxn)dt=λ
−1 lim
n→+∞
sup
t∈R+
p(Ttxn)= 0
where the last limit is obtained by sequential equicontinuity and by recalling (3.1).
(ii) For p ∈PX , x ∈ X , λ, λˆ ∈ (0,+∞), by (3.12),
p
(
R(λ)x−R(λˆ)x
)
≤
∫+∞
0
|e−λt− e−λˆt|p(Ttx)dt≤ sup
r∈R+
p(Trx)
∫+∞
0
|e−λt− e−λˆt|dt.
The last integral converges to 0 as λ→ λˆ, and we conclude as supr∈R+ p(Trx)<+∞ by Proposition
3.14(ii). 
The following proposition will be used in Subsection 4.2 to fit the theory of weakly continuous
semigroups of [2, 3].
Proposition 3.20. Let C ⊂ X be sequentially closed, convex, and containing the origin, let tˆ > 0,
and let x ∈ X. If Ttx ∈C for all t ∈ [0, tˆ], then∫ tˆ
0
e−λtTtxdt ∈
1
λ
C, ∀λ> 0. (3.15)
If Ttx ∈C for all t ∈R
+ then,
R(λ)x ∈
1
λ
C, ∀λ> 0. (3.16)
Proof. We prove the first claim, as the second one is a straightforward consequence of it because
of the sequential completeness of C. Let tˆ > 0. The Riemann integral in (3.15) is the limit of a
sequence of Riemann sums {σ(πk)}k∈N of the form
σ(πk)=
mk∑
i=1
e−λt
k
i (tki − t
k
i−1)Ttk
i
x,
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with πk := {0 = tk
0
< tk
1
< . . . < tkmk = tˆ} and |π
k| → 0 as k→ +∞, where |πk| := sup{|ti − ti−1| : i =
1, . . . ,mk}. Then, by sequential closedness of C, we are reduced to show that σ(π
k) ∈ 1λC for every
k ∈N. Denote
αk :=
mk∑
i=1
e−λt
k
i (tki − t
k
i−1), ∀k ∈N.
Then
0<αk <
∫+∞
0
e−λtdt=λ−1, ∀k ∈N.
As σ(πk)/αk is a convex combination of the elements {Ttk
i
x}i=1,...,mk , which belong to C by assump-
tion, recalling that C is convex and contains the origin, we conclude σ(πk) ∈αkC ⊂
1
λC, for every
k ∈N, and the proof is complete. 
3.5 Generators of C0-sequentially equicontinuous semigroups
In this subsection we study the generator A of the C0-sequentially equicontinuous semigroup T.
Recall that a subset U of a topological space Z is said to be sequentially dense in Z if, for
every z ∈ Z, there exists a sequence {un}n∈N ⊂U converging to z in Z. In such a case, it is clear
thatU is also dense in Z.
Proposition 3.21. D(A) is sequentially dense in X.
Proof. Let λ> 0 and set ψλ :=λR(λ)∈ X . By (3.13),
ThR(λ)x=
∫+∞
0
e−λtTh+txdt ∈ X , ∀x ∈ X .
Then, following the proof of [26, p. 237, Theorem 1](2), we have
Thψλx−ψλx
h
=
eλh−1
h
(
ψλx−λ
∫h
0
e−λtTtxdt
)
−
λ
h
∫h
0
e−λtTtxdt ∈ X , ∀x ∈ X .
Passing to the limit for h→ 0+, we obtain
lim
h→0+
Thψλx−ψλx
h
=λ(ψλx− x) ∈ X , ∀x ∈ X .
Then ψλx ∈D(A) and
Aψλx=λ(ψλ− I)x ∈ X , ∀x ∈ X . (3.17)
For future reference, we notice that this shows, in particular, that
Im(R(λ))⊂D(A). (3.18)
Now we prove that
lim
λ→+∞
ψλx= x ∀x ∈ X , (3.19)
which concludes the proof. By (3.11), we have
p(ψλx− x)=λp(R(λ)x−λ
−1x)≤
∫+∞
0
λe−λtp(Ttx− x)dt ∀x ∈ X , ∀p ∈PX .
By Proposition 3.14(ii), we can apply the dominated convergence theorem to the last integral
above when λ→+∞. Then we have
p(ψλx− x)→ 0, ∀x ∈ X , ∀p ∈PX ,
and we obtain (3.19) by arbitrariness of p ∈PX . 
2In the cited result, X is assumed sequentially complete. However, the completeness of X is used in the proof only
to define the integrals. In our case, existence for the integrals involved in the proof holds by assumption.
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Remark 3.22. We notice that, if X is sequentially complete, then Proposition 3.21 can be refined.
Indeed, as for C0-semigroups in Banach spaces, we can define D∞ :=∩
+∞
n=1D(A
n). If X is sequen-
tially complete, then, for every ϕ ∈C∞c ((0,+∞)) and every x ∈ X, we can define the integral
ϕTx :=
∫+∞
0
ϕ(t)Ttxdt.
Then one can show that ϕT x ∈ D∞, A
nϕT x = (−1)
n(ϕ(n))T x, for all n ≥ 1, and the set {ϕTx : ϕ ∈
C∞c ((0,+∞)), x ∈ X } is sequentially dense in X.
Proposition 3.23. Let x ∈D(A). Then
(i) Ttx ∈D(A) for all t ∈R
+;
(ii) the map Tx : R+→ X , t 7→Ttx is differentiable;
(iii) the following identity holds
d
dt
Ttx= ATtx=TtAx, ∀t ∈R
+. (3.20)
Proof. Let x ∈D(A). Consider the function ∆ :R+→ X defined by
∆(h) :=


Th− I
h
x, if h 6=0
∆(0)= Ax.
This function is continuous by definition of A. Then, by Remark 3.2,
TtAx= Tt lim
h→0+
∆(h)= lim
h→0+
Tt∆(h)= lim
h→0+
ThTtx−Ttx
h
, ∀t ∈R+,
which shows that (i) holds and that
TtAx= ATtx, ∀t ∈R
+.
The rest of the proof follows exactly as in [26, p. 239, Theorem 2]. 
We are going to show that the infinitesimal generator identifies uniquely the semigroup T.
For that, we need the following lemma, which will be also used afterwards.
Lemma 3.24. Let 0≤ a< b, f , g : (a,b)→L0(X ), t0 ∈ (a,b), and x ∈ X. Assume that
(i) the family { f (t)}t∈[a′,b′] is sequentially equicontinuous, for every a< a
′ < b′ < b;
(ii) g(·)x : (a,b)→ X is differentiable at t0;
(iii) f (·)g(t0)x : (a,b)→ X is differentiable at t0.
Then there exists the derivative of f (·)g(·)x : (a,b)→ X at t= t0 and
d
dt
[ f (t)g(t)x)] |t=t0 =
d
dt
[ f (t)g(t0)x] |t=t0+ f (t0)
d
dt
[g(t)x]|t=t0 .
Proof. For h ∈R\{0} such that [t0−|h|, t0+|h|]⊂ (a,b), write
f (t0+h)g(t0+h)x− f (t0)g(t0)x= f (t0+h)
(
g(t0+h)− g(t0)−h
d
dt
[g(t)x]|t=t0
)
+hf (t0+h)
d
dt
[g(t)x]|t=t0 + ( f (t0+h)− f (t0)) g(t0)x
=: I1(h)+ I2(h)+ I3(h).
Letting h→ 0, we have h−1I2(h)→ f (t0)
d
dt
[g(t)x]|t=t0x and h
−1I3(h)→
d
dt
[ f (t)g(t0)x]|t=t0. More-
over,
p
(
h−1I1(h)
)
≤ sup
s∈[t0−|h|,t0+|h|]
p
(
f (s)
(
g(t0+h)− g(t0)
h
−
d
dt
[g(t)x]|t=t0
)
x
)
, ∀p ∈PX ,
and the member at the right-hand side of the inequality above tends to 0 as h→ 0, because of
sequential local equicontinuity of the family { f (s)}s∈(a,b) (part (i) of the assumptions) and because
of differentiability of g(·)x in t0. 
Theorem 3.25. Let S be a C0-sequentially equicontinuous semigroup on X with infinitesimal
generator AS = A. Then S = T.
Proof. For t > 0 and x ∈ D(A), consider the function f : [0, t]→ X , s 7→ Tt−sSsx. By Proposition
3.23 and Lemma 3.24, f ′(s) = 0 for all s ∈ [0, t], and then Ttx = f (0) = f (t) = Stx. Since D(A) is
sequentially dense in X and the operators Tt, St are sequentially continuous, we have Ttx= Stx
for all x ∈ X , and we conclude by arbitrariness of t> 0. 
Definition 3.26. Let D(C)⊂ X be a linear subspace. For a linear operator C : D(C)→ X, we define
the spectrum σ0(C) as the set of λ ∈R such that one of the following holds:
(i) λ−C is not one-to-one;
(ii) Im(λ−C) 6= X;
(iii) there exists (λ−C)−1, but it is not sequentially continuous.
We denote ρ0(C) := R\σ0(C), and call it resolvent set of C. If λ ∈ ρ0(C), we denote by R(λ,C) the
sequentially continuous inverse (λ−C)−1 of λ−C.
Theorem 3.27. If λ> 0, then λ ∈ ρ0(A) and R(λ,A)=R(λ).
Proof. Step 1. Here we show that λ− A is one-to-one for every λ > 0. Let x ∈ D(A). By Propo-
sition 3.23, for any f ∈ X∗, the function F : R+ → R, t 7→ f (e−λtTtx) is differentiable, and F
′(t)=
f (e−λtTt(A−λ)x). If (A−λ)x= 0, then F is constant. By Proposition 3.14(ii), F(t)→ 0 as t→+∞,
hence it must be F ≡ 0. Then f (x) = F(0) = 0. As f is arbitrary, we conclude that x = 0 and,
therefore, that λ−A is one-to-one.
Step 2. Here we show that λ− A is invertible and R(λ,A) = R(λ), for every λ > 0. By (3.18)
and (3.17),
(λ−A)R(λ)= I (3.21)
which shows that λ−A is onto, and then invertible (by recalling also Step 1), and that (λ−A)−1 =
R(λ).
Step 3. The fact (λ−A)−1 ∈L0(X ) follows from Step 2 and Proposition 3.19(i). 
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Corollary 3.28. The operator A is sequentially closed, that is, its graph Gr(A) is sequentially
closed in X ×X.
Proof. Observe that (x, y) ∈ Gr(A) if and only if (x, x− y) ∈ Gr(I − A), and hence if and only if
(x− y, x) ∈Gr(R(1,A)). As R(1,A)∈L0(X ), then its graph is sequentially closed in X ×X , and we
conclude. 
Corollary 3.29. We have the following.
(i) AR(λ,A)x=λR(λ,A)x− x, for all λ> 0 and x ∈ X.
(ii) R(λ,A)Ax= AR(λ,A)x, for all λ> 0 and x ∈D(A).
(iii) (Resolvent equation) For every λ> 0 and µ> 0,
R(λ,A)−R(µ,A)= (µ−λ)R(λ,A)R(µ,A). (3.22)
(iv) For every x ∈ X, limλ→∞λR(λ,A)x= x.
Proof. (i) It follows from (3.21).
(ii) By (i) and considering that x ∈D(A), we can write
AR(λ,A)x=λR(λ,A)x− x=λR(λ,A)x−R(λ,A)(λ−A)x=R(λ,A)Ax.
(iii) It follows from (i) by standard algebraic computations.
(iv) This follows from (3.19) and from Theorem 3.27. 
Remark 3.30. The computations involved in the proof of Corollary 3.29(iii) require only that
A : D(A)⊂ X → X is a linear operator and λ,µ ∈ ρ0(A).
Proposition 3.31. The family of operators {λnR(λ,A)n : X → X }λ>0,n∈N is sequentially equicon-
tinuous.
Proof. Arguing as in the proof of [26, p. 241, Theorem 2] (3), we obtain the inequality
sup
n∈N
λ>0
p
(
λn+1R(λ,A)n+1x
)
≤ sup
t∈R+
p(Ttx), ∀p ∈PX ,
which provides the sequential equicontinuity due to sequential equicontinuity of T. 
Proposition 3.32. Let λ1, . . . ,λ j be strictly positive real numbers. Then
p
((
j∏
i=1
λiR(λi,A)
)
x
)
≤ sup
t∈R+
p (Ttx) , ∀p ∈PX , ∀x ∈ X .
Proof. We can assume j = 1, since the general case follows immediately by recursion and by
Proposition 3.18. For λ> 0 and x ∈ X , by Theorem 3.27 we have
p (R(λ,A)x)≤
(∫+∞
0
e−λtdt
)
sup
t∈R+
p (Ttx)=λ
−1 sup
t∈R+
p (Ttx) .

3Also here, we remark that the sequential completeness of the space is not necessary, once that Assumption 3.16 is
standing.
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3.6 Generation of C0-sequentially equicontinuous semigroups
The aim of this subsection is to state a generation theorem for C0-sequentially equicontinuous
semigroups in the spirit of the Hille-Yosida theorem stated for C0-semigroups in Banach spaces.
In order to implement the classical arguments (with slight variations due to our “sequential
continuity” setting), and, more precisely, in order to define the Yosida approximation, we need
the sequential completeness of the space X .
Proposition 3.33. Let X be sequentially complete and let B ∈ L0(X ). Assume that the family
{Bn : X → X }n∈N is sequentially equicontinuous. Let f : R→ R be an analytic function of the form
f (t)=
∑+∞
n=0ant
n, with t ∈R. Then the following hold.
(i) The series
fB(t) :=
+∞∑
n=0
ant
nBn (3.23)
converges in L0,b(X ) uniformly for t on compact sets of R.
(ii) The function fB : R→L0,b(X ), t 7→ fB(t) is continuous.
(iii) The family { fB(t)}t∈[−r,r] is sequentially equicontinuous for every r > 0.
Proof. (i) For 0≤ n≤m, p ∈PX , D ⊂ X bounded, r > 0, x ∈D, t ∈ [−r, r], we write
p
(
m∑
k=n
akt
kBkx
)
≤
m∑
k=n
|ak||t|
kp
(
Bkx
)
≤
(
+∞∑
k=n
|ak|r
k
)
sup
i∈N
p
(
Bix
)
≤
(
+∞∑
k=n
|ak|r
k
)
sup
y∈
⋃
i∈NB
iD
p(y). (3.24)
Observe that, by Proposition 3.10(iii), the supremum appearing in last term of (3.24) is finite.
Then
sup
t∈[−r,r]
ρp,D
(
m∑
k=n
akt
kBk
)
≤
(
+∞∑
k=n
|ak|r
k
)
sup
y∈
⋃
i≥0B
iD
p(y) ∀n ∈N (3.25)
shows that the sequence of the partials sums of (3.23) is Cauchy in L0,b(X ), uniformly for t ∈
[−r, r], and then, by Proposition 3.9(ii), the sum is convergent, uniformly for t ∈ [−r, r].
(ii) This follows from convergence of the partial sums in the space C([−r, r],L0,b(X )) endowed
with the compact-open topology, as shown above.
(iii) By continuity of p, estimate (3.24) shows that
sup
t∈[−r,r]
p ( fB(t)x)= sup
t∈[−r,r]
lim
n→+∞
p
(
n∑
k=0
akt
kBkx
)
≤
(
+∞∑
k=0
|ak|r
k
)
sup
i∈N
p
(
Bix
)
∀x ∈ X ,
which provides the sequential equicontinuity of { fB(t)}t∈[−r,r]. 
Lemma 3.34. Let X be sequentially complete. Let B,C ∈L0(X ) be such that {B
n}n∈N and {C
n}n∈N
are sequentially equicontinous. Let f (t)=
∑+∞
n=0ant
n, g(t)=
∑+∞
n=0 bnt
n be analytic functions defined
on R. Then
p ( fB(t)gC(s)x)≤
(
+∞∑
n=0
|an||t|
n
)(
+∞∑
n=0
|bn||s|
n
)
sup
i, j∈N
p
(
BiC jx
)
, ∀p ∈PX , ∀x ∈ X , ∀t, s ∈R, (3.26)
and the family { fB(t)gC(s)}t,s∈[−r,r] is sequentially equicontinuous for every r > 0.
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Proof. By Proposition 3.33 and by recalling that every partial sum
∑n
i=0
a i t
iBi is sequentially
continuous, we can write
p ( fB(t)gC(s)x)= lim
n→+∞
lim
m→+∞
p
((
n∑
i=0
a i t
iBi
)(
m∑
j=0
b js
jC j
)
x
)
∀p ∈PX , ∀x ∈ X , ∀t, s ∈R.
Then, we obtain (3.26) by the properties of the seminorms. The sequential equicontinuity of the
family { fB(t)gC(s)}t,s∈[−r,r] comes from (3.26) and Proposition 3.10(i). 
Proposition 3.35. Let X be sequentially complete. Let B, C, f , g, as in Lemma 3.34. We have the
following:
(i) ( f + g)B = fB+ gB and ( f g)B = fBgB;
(ii) if BC =CB, then fB(t)gC(s)= gC(s) fB(t), for every t, s ∈R, and { fB(t)gC(s)}t,s∈[−r,r] is sequen-
tially equicontinuous for every r >0.
Proof. The proof follows by algebraic computations on the partial sums and then passing to the
limit. 
Notation 3.36. We denote etB := fB(t) when f (t)= e
t.
Proposition 3.37. Let X be sequentially complete.
(i) Let B,C ∈L0(X ) be such that BC = CB, and assume that the families {B
n}n∈N and {C
n}n∈N
are sequentially equicontinous. Then, for every t, s ∈R,
(a) the sum etB+sC :=
∑+∞
n=0
(tB+sC)n
n!
converges in L0,b(X );
(b) etB+sC = etBesC = esCetB;
(c) the family
{
etB+sC
}
t,s∈[−r,r] is sequentially equicontinuous for every r >0.
(ii) Let B ∈L0(X ) be such that the family {B
n}n∈N is sequentially equicontinous. Then {e
tB}t∈R+
is a C0-sequentially locally equicontinuous semigroup on X with infinitesimal generator B.
Proof. (i) Let r >0 and t ∈ [−r, r]. By standard computations, we have
n∑
i=0
(B+C)i
i!
ti =
(
n∑
i=0
Bi
i!
ti
)(
n∑
i=0
C i
i!
ti
)
−
n∑
i=0
Bi
i!
ti
(
n∑
k=n−i+1
Ck
k!
tk
)
. (3.27)
Let D ⊂ X be a bounded set. For x ∈D and p ∈PX , we have
p
(
n∑
i=0
Bi
i!
ti
(
n∑
k=n−i+1
Ckx
k!
tk
))
≤
n∑
i=0
n∑
k=n−i+1
1
i!k!
r i+kp
(
BiCkx
)
≤
(
n∑
i=0
n∑
k=n−i+1
1
i!k!
r i+k
)
sup
i,k∈N
ρp,D
(
BiCk
)
.
By Proposition 3.10(i), the family {BiCk}i,k∈N is sequentially equicontinuous. Hence, by Proposi-
tion 3.10(iii), we have supi,k∈Nρp,D
(
BiCk
)
< +∞. Moreover, Lebesgue’s dominated convergence
theorem applied in discrete spaces yields
lim
n→+∞
n∑
i=0
n∑
k=n−i+1
1
i!k!
r i+k = 0.
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So, we conclude
lim
n→+∞
ρp,D
(
n∑
i=0
Bi
i!
ti
(
n∑
k=n−i+1
Ck
k!
tk
))
= 0. (3.28)
On the other hand, by Proposition 3.8,
lim
n→+∞
(
n∑
i=0
Bi
i!
ti
)(
n∑
i=0
C i
i!
ti
)
= lim
n→+∞
(
n∑
i=0
Bi
i!
ti
)
lim
n→+∞
(
n∑
i=0
C i
i!
ti
)
= etBetC, (3.29)
where the limits are taken in the space L0,b(X ). By (3.27), (3.28) and (3.29), we obtain
lim
n→+∞
n∑
i=0
(B+C)i
i!
ti = etBetC, (3.30)
with the limit taken in L0,b(X ).
Now, let t 6= 0 and |s| ≤ |t|(4). Then
{(
s
t
C
)n}
n∈N
is sequentially equicontinuous. By replacing C
by s
t
C in (3.30), we have
lim
n→+∞
n∑
i=0
(tB+ sC)i
i!
= etBe(
s
t
C)t = etBesC, (3.31)
where the limits are in L0,b(X ). So we have proved (a). Properties (b) and (c) now follow from
(3.31) and from Proposition 3.35(ii).
(ii) First we notice that e0B = I by definition. The semigroup property for {etB}t∈R+ is given
by (i), which also provides the sequential local equicontinuity. Proposition 3.33 provides the
continuity of the map R+ → X , t 7→ etBx, for every x ∈ X . Hence, we have proved that {etB}t∈R+
is a C0-sequentially locally equicontinuous semigroup. It remains to show that the infinitesimal
generator is B. For h > 0, define f (t;h) := eht−1−ht. By applying (3.26) to the map R→ R, t 7→
f (t;h), with B in place of B, and with C = I and g≡ 1, we obtain
p
(
ehB− I
h
x−Bx
)
= h−1p ( fB(1;h))≤ h
−1 f (1;h)sup
n∈N
p
(
Bnx
)
and the last term converges to 0 as h→ 0+, because of sequential equicontinuity of {Bn}n∈N. This
shows that the domain of the generator is the whole space X and that the generator is B. 
We can now state the equivalent of the Hille-Yosida generation theorem in our framework of
C0-sequentially equicontinuous semigroups.
Theorem 3.38. Let Aˆ : D(Aˆ)⊂ X → X be a linear operator. Consider the following two statements.
(i) Aˆ is the infinitesimal generator of a C0-sequentially equicontinuous semigroup Tˆ on X.
(ii) Aˆ is a sequentially closed linear operator, D(Aˆ) is sequentially dense in X, and there exists
a sequence {λn}n∈N ⊂ ρ0(Aˆ), with λn → +∞, such that the family
{(
λnR(λn, Aˆ)
)m}
n,m∈N
is
sequentially equicontinuous.
Then (i)⇒(ii). If X is sequentially complete, then (ii)⇒(i).
4If |t| < |s|, we can exchange the role of B and C, by simmetry of the sums appearing in (3.31).
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Proof. (i)⇒(ii). The fact that Aˆ is a sequentially closed linear operator was proved in Corollary
3.28. The fact thatD(Aˆ) is sequentially dense in X was proved in Proposition 3.21. The remaining
facts follow by Proposition 3.32 and Theorem 3.27.
(ii)⇒(i). We split this part of the proof in several steps.
Step 1. Let {λn}n∈N ⊂ ρ0(Aˆ) be a sequence as in (ii). For n ∈ N, define Jλn := λnR(λn, Aˆ).
Observe that, for all x ∈D(Aˆ), it is (Jλn − I)x=R(λn, Aˆ)Aˆx. By assumption, the family {Jλn }n∈N is
sequentially equicontinuous, and then, for every x ∈D(Aˆ) and p ∈PX ,
lim
n→+∞
p
(
Jλn x− x
)
= lim
n→+∞
p
(
R(λn, Aˆ)Aˆx
)
≤ lim
n→+∞
λ−1n
(
sup
k∈N
p
(
Jk Aˆx
))
= 0. (3.32)
Now let x ∈ X . By assumption, there exists a sequence {xk}k∈N in D(Aˆ) converging to x in X . We
have
p
(
Jλn x− x
)
≤ p (x− xk)+ p
(
Jλn xk− xk
)
+ p
(
Jλn (x− xk)
)
, ∀k ∈N, ∀n ∈N, ∀p ∈PX .
By taking first the limsup in n and then the limit as k→+∞ in the inequality above, and recalling
(3.32) and the sequential equicontinuity of {Jλn }n∈N, we conclude
lim
n→+∞
Jλn x= x, ∀x ∈ X . (3.33)
Step 2. Here we show that, for t ∈ R+ and n ∈N, T(n)t := e
tAˆJλn is well-defined as a convergent
series inL0,b(X ), and that
{
T
(n)
t
}
t∈R+,n∈N is sequentially equicontinuous. Taking into account that
AˆJλn =λn(Jλn− I), we have (as formal sums) T
(n)
t = e
tAˆJλn = etλn(Jλn−I). Since {Jk
λn
}k∈N is assumed
to be sequentially equicontinuous, by Proposition 3.37(i), T(n)t is well-defined as a convergent
series in L0,b(X ), and
T
(n)
t = e
−tλnI etλnJλn . (3.34)
Hence, using Proposition 3.37(ii), the family {T(n)t }t∈R+ is a C0-sequentially locally equicontinuous
semigroup for each fixed n ∈N. On the other hand, by (3.34) and by Lemma 3.34, we have
sup
n∈N
p
(
T
(n)
t x
)
= sup
n∈N
(
e−tλnp
(
etλnJλn x
))
≤ sup
n,k∈N
p(Jkλn x), ∀p ∈PX , ∀x ∈ X .
As, by assumption, {Jk
λn
}n,k∈N is sequentially equicontinuous, this shows that
{
T
(n)
t
}
t∈R+,n∈N is
sequentially equicontinuous.
Step 3. Here we show that the sequence
{
T
(n)
t x
}
n∈N is Cauchy for every t ∈ R
+ and x ∈D(Aˆ).
First note that, since the family {R(λn, Aˆ)}n∈N is a commutative set (see (3.22) and Remark
3.30), also the family {Jλn }n∈N is a commutative set. Then λm(Jλm − I) commutes with every
Jλn . Since the sum defining T
(m)
t is convergent in L0,b(X ), we have T
(m)
t Jλn = JλnT
(m)
t and
T
(m)
t T
(n)
s = T
(n)
s T
(m)
t for every m,n ∈ N, t, s ∈ R
+. By Lemma 3.24 and by the commutativity just
noticed, if x ∈ X and t ∈R+, the map F : [0, t]→ X , s 7→T(n)t−sT
(m)
s x, is differentiable and
T
(m)
t x−T
(n)
t x=
∫t
0
F ′(s)ds=
∫t
0
T
(n)
t−sT
(m)
s Aˆ
(
Jλm − Jλn
)
xds,
where the integral is well-defined by sequential completeness of X . We notice that Jλn Aˆ = AˆJλn
on D(Aˆ). Then, from the equality above we deduce
p
(
T
(m)
t x−T
(n)
t x
)
≤
∫t
0
p
(
T
(n)
t−sT
(m)
s
(
Jλm − Jλn
)
Aˆx
)
ds, ∀x ∈D(Aˆ), ∀p ∈PX ,
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and then
sup
t∈[0,tˆ]
p
(
T
(m)
t x−T
(n)
t x
)
≤ tˆ sup
t,s∈[0,tˆ]
p
(
T
(n)
t T
(m)
s
(
Jλm − Jλn
)
Aˆx
)
, ∀tˆ> 0, ∀x ∈D(Aˆ), ∀p ∈PX .
(3.35)
Now observe that, by Proposition 3.10(i) and Step 2, the family
{
T
(m)
t T
(n)
s
}
t,s∈R+
m,n∈N
is sequentially
equicontinuous, and then the term on the right-hand side of (3.35) goes to 0 as n,m → +∞,
because of (3.33). Hence, the sequence {T(n)t x}n∈N is Cauchy for every t ∈R and x ∈D(Aˆ).
Step 4. By Step 3 and by sequential completeness of X , we conclude that there exists in X
Tˆtx := lim
n→+∞
T
(n)
t x, ∀t ∈R
+, ∀x ∈D(Aˆ). (3.36)
Moreover, by (3.35), the limit (3.36) is uniform in t ∈ [0, tˆ], for every tˆ> 0.
Step 5. We extend the result of Step 4, stated for x ∈ D(Aˆ), to all x ∈ X . Let tˆ > 0 and let
{xk}k∈N ⊂D(Aˆ) be a sequence converging to x in X . We can write
T
(m)
t x−T
(n)
t x=
(
T
(m)
t −T
(n)
t
)
(x− xk)+
(
T
(m)
t −T
(n)
t
)
xk, ∀t ∈ [0, tˆ], ∀m,n,k ∈N.
Then, using Step 4, we have, uniformly for t ∈ [0, tˆ],
limsup
n,m→+∞
sup
t∈[0,tˆ]
p
(
T
(m)
t x−T
(n)
t x
)
≤ limsup
n,m→+∞
sup
t∈[0,tˆ]
p
((
T
(m)
t −T
(n)
t
)
(x− xk)
)
≤ sup
n,m∈N
t∈[0,tˆ]
p
((
T
(m)
t −T
(n)
t
)
(x− xk)
)
, ∀k ∈N, ∀p ∈PX .
The last term goes to 0 as k→+∞, because of sequential equicontinuity of the family
{
T
(n)
t
}
n∈N,t∈R+
(Step 2).
Hence, recalling that D(Aˆ) is sequentially dense in X , we have proved that that there exists
in X , uniformly for t ∈ [0, tˆ],
Tˆtx := lim
n→+∞
T
(n)
t x, ∀x ∈ X . (3.37)
Step 6. We show that the family Tˆ = {Tˆt}t∈R+ is a C0-sequentially equicontinuous semigroup
on X . First we notice that, as by Step 5 the limit in (3.37) defining Tˆtx is uniform for t ∈ [0, tˆ],
for every tˆ > 0, then the function R+ → X , t 7→ Tˆtx, is continuous. In particular, Tˆtx→ Tˆ0x as
t→ 0+ for every x ∈ X . Moreover, Tˆ0 = I as T
(n)
0
= I for each n ∈ N. The linearity of Tˆt and the
semigroup property come from the same properties holding for every T(n)t . It remains to show
that the family Tˆ is sequentially equicontinuous. This comes from sequential equicontinuity of
the family
{
T
(n)
t
}
n∈N,t∈R+ (Step 2), and from the estimate
p
(
Tˆtx
)
≤ p
(
Tˆtx−T
(n)
t x
)
+ p
(
T(n)t x
)
≤ p
(
Tˆtx−T
(n)
t x
)
+ sup
t∈R+
n∈N
p
(
T(n)t x
)
∀t ∈R+, ∀n ∈N,
by taking first the limit as n→+∞ and then the supremum over t.
Step 7. To conclude the proof, we only need to show that the infinitesimal generator of Tˆ is Aˆ.
Let p ∈PX and x ∈D(Aˆ). By applying Proposition 3.23 to T
(n), we can write
Tˆtx− x= lim
n→+∞
(T(n)t x− x)= limn→+∞
∫t
0
T(n)s AˆJλn xds,
where the integral on the right-hand side exists because of sequential completeness of X and
of continuity of the integrand function, and where the latter equality is obtained, as usual, by
pairing the two members of the equality with funtionals Λ ∈ X∗ and by using (3.13).
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Now we wish to exchange the limit with the integral. This is possible, as, by Step 2, Step 5,
and and (3.33), we have
lim
n→+∞
T(n)t Jλn Aˆx= Tˆt Aˆx uniformly for t over compact sets.
Then
Tˆtx− x=
∫t
0
lim
n→+∞
T(n)s AˆJλn xds=
∫t
0
Tˆs Aˆx.
Dividing by t and letting t→ 0+, we conclude that x ∈D(A˜), where A˜ is the infinitesimal generator
of Tˆ, and that A˜ = Aˆ on D(Aˆ). But, by assumption, for some λn > 0, the operator λn− Aˆ is one-
to-one and full-range. By Theorem 3.27, the same thing holds true for λn− A˜. Then we conclude
D(A˜)=D(Aˆ) and A˜ = Aˆ. 
Remark 3.39. Let X be a Banach space with norm | · |X and let τ be a sequentially complete
locally convex topology on X such that the τ-bounded sets are exactly the | · |X -bounded sets. Then,
by Proposition 3.5(i), we have L0((X ,τ))⊂ L((X , | · |X )). Let Tˆ be a C0-sequentially equicontinuous
semigroup on (X ,τ) with infinitesimal generator Aˆ. By referring to the notation of the proof of
Theorem 3.38, we make the following observations.
(1) Since R(λn, Aˆ) ∈ L0((X ,τ)) ⊂ L((X , | · |X )), then the Yosida approximations {T
(n)}n∈N, approx-
imating Tˆ according to (3.37), are uniformly continuous semigroups on the Banach space
(X , | · |X ).
(2) The fact that
{
(λnR(λn, Aˆ))
m
}
n,m∈N is sequentially equicontinuous implies that such a family
is uniformly bounded in L((X , | · |X )). Indeed, as the unit ball B in (X , | · |X ) is bounded in
(X ,τ), by Proposition 3.10(iii) the set
{
(λnR(λn, Aˆ))
mx
}
n,m∈N, x∈B is bounded in (X ,τ). Hence,
it is also bounded in (X , | · |X ), as we are assuming that the bounded sets are the same in both
the topologies. As a consequence, by recalling the Hille-Yosida theorem for C0-semigroups in
Banach spaces, we have that Tˆ is also a C0-semigroup in the Banach space (X , | · |X ) if and
only if D(Aˆ) is norm dense in X.
3.7 Relationship with bi-continuous semigroups
In this subsection we establish a comparison of our notion of C0-sequentially equicontinuous
semigroup with the notion of bi-continuous semigroup developed in [16, 17]. The latter requires
to deal with Banach spaces as underlying spaces.
Definition 3.40. Let (X , | · |X ) be a Banach space and let X
∗ be its topological dual. A linear
subspace Γ⊂ X∗ is called norming for (X , | · |X ) if |x|X = supγ∈Γ, |γ|X∗≤1 |γ(x)|, for every x ∈ X.
Lemma 3.41. Let (X , | · |X ) be a Banach space and let Γ⊂ X
∗ be norming for (X , | · |X ) and closed
with respect to the operator norm | · |X∗ . Then B ⊂ X is σ(X ,Γ)-bounded if and only if it is | · |X -
bounded.
Proof. As σ(X ,Γ) is weaker than the | · |X -topology, clearly | · |X -bounded sets are also σ(X ,Γ)-
bounded. Conversely, let B ⊂ X be σ(X ,Γ)-bounded and consider the family of continuous func-
tionals
{Λb : Γ→R, γ 7→ γ(b)}b∈B,
By assumption, supb∈B |γ(b)| < +∞ for every γ ∈Γ. The Banach-Steinhaus theorem applied in the
Banach space (Γ, | · |X∗ ) yields
M := sup
b∈B
sup
γ∈Γ, |γ|X∗≤1
|γ(b)| < +∞.
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Then, since Γ is norming for (X , | · |X ), we have
|b|X = sup
γ∈Γ, |γ|X∗≤1
|γ(b)| ≤M <+∞ ∀b ∈B,
and then B is | · |X -bounded. 
We recall the definition of bi-continuous semigroup as given in [17, Def. 3] and [16, Def. 1.3].
Definition 3.42. Let (X , | · |X ) be a Banach space with topological dual X
∗. Let τ be a Hausdorff
locally convex topology on X with the following properties.
(i) The space (X ,τ) is sequentially complete on | · |X -bounded sets.
(ii) τ is weaker than the topology induced by the norm | · |X .
(iii) The topological dual of (X ,τ) is norming for (X , | · |X ).
A family of linear operators T = {Tt : X → X }t∈R+ ⊂ L((X , |·|X )) is called a bi-continuous semigroup
with respect to τ and of type α∈R if the following conditions hold:
(iv) T0 = I and TtTs =Tt+s for every t, s ∈R
+;
(v) for some M ≥ 0, |Tt|L((X ,|·|)) ≤Me
αt, for every t ∈R+;
(vi) T is strongly τ-continuous, that is the map R+→ (X ,τ), t 7→Ttx is continuous for every x ∈ X;
(vii) T is locally bi-continuous, that is, for every | · |X -bounded sequence {xn}n∈N ⊂ X τ-convergent
to x ∈ X and every tˆ> 0, we have
lim
n→+∞
Ttxn = Ttx in (X ,τ), uniformly in t ∈ [0, tˆ].
The following proposition shows that the notion of bi-continuous semigroup is a specifica-
tion of our notion of C0-sequentially locally equicontinuous semigroup in sequentially complete
spaces. Indeed, given a bi-continuous semigroup on a Banach space (X , | · |X ) with respect to
a topology τ, one can define a locally convex sequentially complete topology τ′ ⊃ τ and see the
bi-continuous semigroup as a C0-sequentially locally equicontinuous semigroup on (X ,τ
′).
Proposition 3.43. Let {Tt}t∈R+ be a bi-continuous semigroup on X with respect to τ and of type
α. Then there exists a locally convex topology τ′ with the following properties:
(i) τ⊂ τ′ and τ′ is weaker than the | · |X -topology;
(ii) a sequence converges in τ′ if and only if it is | · |X -bounded and convergent in τ;
(iii) (X ,τ′) is sequentially complete;
(iv) T is a C0-sequentially locally equicontinuous semigroup in (X ,τ
′); moreover, for every λ>α,
{e−λtTt}t∈R+ is a C0-sequentially equicontinuous semigroup on (X ,τ
′) satisfying Assump-
tion 3.16.
Proof. Denote by X∗ the topological dual of (X , | · |X ), and let PX be a set of seminorms on X
inducing τ. Denote by Γ the dual of (X ,τ). On X , define the seminorms
qp,γ(x)= p(x)+|γ(x)|, p ∈PX , γ ∈ Γ,
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where Γ is the closure of Γ with respect to the norm | · |X∗ . Let τ
′ be the locally convex topology
induced by the family of seminorms {qp,γ}p∈PX ,γ∈Γ
.
(i) Clearly τ⊂ τ′ and τ′ is weaker than the | · |X -topology.
(ii) As τ ⊂ τ′, the τ′-convergent sequences are τ-convergent. Moreover, as Γ is norming, Γ is
norming too. Then, by Lemma 3.41, every σ(X ,Γ)-bounded set is | · |X -bounded. In particular,
every convergent sequence in τ′ is | · |X -bounded.
Conversely, consider a sequence {xn}n∈N ⊂ X which is τ-convergent to 0 in X and |·|X -bounded
by a constant M > 0. To show that xn
τ′
→ 0, we only need to show that γ(xn)→ 0 for every γ ∈ Γ.
For that, notice first that the convergence to 0 with respect to τ implies the convergence γ(xn)→ 0
for every γ ∈ Γ. Take now γ ∈ Γ and a sequence {γk}k∈N ⊂ Γ converging to γ with respect to | · |X∗ .
Then the estimate
|γ(xn− x)| ≤M|γ−γk|X∗ +|γk(xn)| ∀n,k ∈N,
yields
limsup
n→+∞
|γ(xn)| ≤M|γ−γk|X∗ ∀k ∈N.
Since γk→ γwith respect to |·|X∗ when k→+∞, we now conclude that sequence {xn}n∈N converges
to 0 also with respect to τ′.
(iii) A Cauchy sequence {xn}n∈N in (X ,τ
′) is τ′-bounded. By Lemma 3.41, it is | · |X -bounded.
Clearly, {xn}n∈N is also τ-Cauchy. Then, by Definition 3.42(i), {xn}n∈N converges to some x in (X ,τ).
Since the sequence is |·|X -bounded, by (ii) the convergence takes place also in τ
′. This proves that
(X ,τ′) is sequentially complete.
(iv) We start by proving that {Tt}t∈R+ is a sequentially locally equicontinuous family of op-
erators in the space (X ,τ′). Let {xn}n∈N be a sequence τ
′-convergent to 0. By (ii), {xn}n∈N is
| · |X -bounded and τ-convergent to 0. By Definition 3.42(vii)
lim
n→+∞
sup
t∈[0,tˆ]
p(Ttxn)= 0, ∀p ∈PX , ∀tˆ> 0. (3.38)
Assume now, by contradiction, that there exist R > 0, p ∈PX , γ ∈Γ, and ε> 0, such that
limsup
n→+∞
sup
t∈[0,R]
qp,γ(Ttxn)≥ ε.
Then, due to (3.38), there exist a sequence {tn}n∈N ⊂ [0,R] convergent to some t ∈ [0,R] and a
subsequence of {xn}n∈N, still denoted by {xn}n∈N, such that
|γ(Ttn xn)| ≥ ε ∀n ∈N. (3.39)
By Definition 3.42(v), the family {Tt}t∈[0,R] is uniformly bounded in the operator norm. Then, by
recalling that {xn}n∈N is | · |X -bounded, we have
Mˆ := sup
n∈N
|Ttnxn|X <+∞.
Let γˆ ∈ Γ be such that |γˆ−γ|X∗ ≤ ε/(2Mˆ). Then
limsup
n→+∞
|γ(Ttn xn)| ≤
ε
2
+ limsup
n→+∞
|γˆ(Ttn xn)| =
ε
2
, (3.40)
where the last equality is due to (3.38) and to the fact that γˆ ∈ Γ = (X ,τ)∗. But (3.40) contra-
dicts (3.39). The fact that T is strongly continuous with respect to τ′ follows from (ii) and from
Definition 3.42(v)-(vi).
Finally, by Definition 3.42(v) we can apply Proposition 3.15(i) and conclude that {e−λtTt}t∈R+
is a C0-sequentially equicontinuous semigroup on (X ,τ
′) for every λ>α. Due to part (iii), such a
semigroup satisfies Assumption 3.16 (recall Remark 3.17). 
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3.8 A note on a weaker definition
In this subsection we point out how, under weaker requirements in Definition 3.12, some of the
results appearing in the previous sections still hold. The definition that we are going to introduce
below will not be used in the sequel, except in Subsection 4.3, where we briefly clarify the rela-
tionship between the notion of π-semigroup, introduced in [22], and our notion of C0-sequentially
locally equicontinuos semigroup.
Definition 3.44. Let X be a Hausdorff locally convex space. Let T := {Tt}t∈R+ ⊂L0(X ) be a family
of sequentially continuous linear operators. We say that T is a bounded C0-sequentially continu-
ous semigroup if
(i) T0 = I and Tt+s = TtTs for all t, s ∈R
+;
(ii) for each x ∈ X, the map R+→ X , t 7→Ttx, is continuous and bounded.
By recalling Proposition 3.14, we see that Definition 3.12 is stronger than Definition 3.44.
Let T be a bounded C0-sequentially continuous semigroup on X and let us assume that, for
every x ∈ X , the Riemann integral
R(λ)x :=
∫+∞
0
e−λtTtxdt, (3.41)
(which exists in the completion of X , by Definition 3.44(ii)) belongs to X (this happens, for exam-
ple, if X is sequentially complete).
Then, a straightforward inspection of the proofs shows that the following results still hold:
Proposition 3.15(ii); Proposition 3.18; Proposition 3.19(ii); Proposition 3.21; Proposition 3.23;
Theorem 3.27, except for the conclusion (λ−A)−1 ∈L0(X ); Corollary 3.29.
To summarize, if the Laplace transform (3.41) of a bounded C0-sequentially continuous semi-
group is well-defined, then the domain D(A) of the generator A is sequentially dense in X and
λ−A is one-one and onto for every λ> 0.
We outline that, without the sequential local equicontinuity of T, the proof of Lemma 3.24
does not work, and consequently the proof of Theorem 3.25 does not work.
3.9 Examples and counterexamples
In this subsection we provide some examples to clarify some features of the notion of C0-sequentially
(locally) equicontinuous semigroup.
First, with respect to the case of C0-semigroups on Banach spaces, we notice two relevant ba-
sic implications that we loose when dealing with strong continuity and (sequential) local equicon-
tinuity in locally convex spaces. The first one is related to the growth rate of the orbits of the
semigroup, and consequently to the possibility to define the Laplace transform. The fact that T
is a C0-locally (sequentially) equicontinuous semigroup does not imply, in general, the existence
of α > 0 such that {e−αtTt}t∈R+ is a C0-(sequentially) locally equicontinuous semigroup. We give
two examples.
Example 3.45. Consider the vector space X := C(R), endowed with the topology of the uniform
convergence on compact sets, which makes X a Fréchet space. Define Tt : X → X by
Ttϕ(s) := e
stϕ(s) ∀s ∈R, ∀t ∈R+, ∀ϕ ∈ X .
One verifies that T = {Tt}t∈R+ is a C0-sequentially locally equicontinuous semigroup on X (ac-
tually, locally equicontinuous, by Proposition 3.11). On the other hand, for whatever α > 0, the
family {e−αtTt}t∈R+ is not sequentially equicontinuous. Indeed, one has that {e
−αtTt f }t∈R+ is un-
bounded in X for every f not identically zero on (α,+∞).
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Example 3.46. Another classical example is given in [15]. Let X be as in Example 3.45, with the
same topology. For t ∈R+, we define T := {Tt}t∈R+ by
Tt : X → X , ϕ 7→ϕ(t+·).
Then T is a C0-sequentially locally equicontinuous semigroup on X (equivalently, T is a C0-
locally equicontinuous semigroup, by Proposition 3.11), but there does not exist any α > 0 such
that {e−αtTt}t∈R+ is equicontinuous.
The second relevant difference with respect to C0-semigroups in Banach spaces is that the
strong continuity does not imply, in general, the sequential local equicontinuity. The following
example shows that Definition 3.12(iii′) in general cannot be derived by Definition 3.12(i)-(ii),
even if Definition 3.12(ii) is strengthened by requiring the continuity of R+→ X , t 7→Ttx, x ∈ X .
Example 3.47. Let X :=C(R) be endowed with the topology of the pointwise convergence. Define
the semigroup T := {Tt}t∈R+ by
Tt : X → X , ϕ 7→ϕ(t+·).
Then Tt ∈ L0(X ) for all t ∈ R
+. It is clear that, for every ϕ ∈ C(R), the map R+ → X , t 7→ Ttϕ,
is continuous. Nevertheless, for each tˆ > 0 we can find a sequence {ϕn}n∈N ⊂ C(R) of functions
converging pointwise to 0 and such that
liminf
n→+∞
sup
t∈[0,tˆ]
|(Ttϕn)(0)| = liminf
n→+∞
sup
t∈[0,tˆ]
|ϕn(t)| > 0.
Hence, T is not a C0-sequentially locally equicontinuous semigroup. We observe that the same
conclusion holds true if we restrict the action of T to the space Cb(R).
Referring to Remark 3.13(2), we provide the following example (5).
Example 3.48. Consider the Banach space ℓ1, with its usual norm |x|1 =
∑+∞
k=0
|xk|, where x :=
{xk}k∈N ∈ ℓ
1, and denote by τ1 and τw the | · |1-topology and the weak topology respectively. Define
Z := ℓ1×ℓ1 and endow it with the product topology τw⊗τ1. Let
B : Z→ Z, (x1, x2) 7→ (x1, x1).
We recall that ℓ1 enjoys Schur’s property (weak convergent sequences are strong convergent;
see [8, p. 85]). As a consequence, we have that Z is sequentially complete and B ∈ L0(Z). On
the other hand, as τw is strictly weaker than τ1, we have B ∉ L(Z). By induction, we see that
(I−B)n = (I−B) for each n ≥ 1, and then {(I−B)n}n∈N is a family of sequentially equicontinuous
operators. By Proposition 3.37, if we define Tt := e
t(B−I) for t ∈ R+, then T := {Tt}t∈R+ is a C0-
sequentially equicontinuous semigroup on Z. Actually, we have et(B−I) = e−t(I−B)+B. However,
if t> 0, the operators et(B−I) = e−tI+ (1− e−t)B are not continuous on Z.
4 Developments in functional spaces
The aim of this section is to develop the theory of the previous section in some specific functional
spaces. Throughout the rest of the paper, E will denote a metric space, E will denote the associ-
ated Borel σ-algebra, and S (E) will denote one of the spaces UCb(E), Cb(E), Bb(E). We recall
that (S (E), | · |∞), where | · |∞ is the usual sup-norm, is a Banach space. For simplicity of notation,
we denote by S (E)∗∞ the dual of (S (E), | · |∞) and by | · |S (E)∗∞ the operator norm in S (E)
∗
∞.
5Example 3.48 could seem a bit artificious and ad hoc. In the next section we will provide another more meaningful
example by a very simple Markov transition semigroup (Example 5.5).
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We are going to define on S (E) two particular locally convex topologies. The motivation for
introducing such topologies is that they allow to frame under a general unified viewpoint some of
the approaches used in the literature of Markov transition semigroups. In particular, we are able
to cover the following types of semigroups.
1. Weakly continuous semigroups, introduced in [2] for the space UCb(E) with E separable
Hilbert space (an overview can also be found in [3, Appendix B], with E separable Banach
space).
2. π-semigroups, introduced in [22] for the spaceUCb(E), with E separable metric space.
3. C0-locally equicontinuous semigroups with respect to the so called mixed topology in the
space Cb(E), considered by [10], with E separable Hilbert space.
4.1 A family of locally convex topologies on S (E)
In the following, by ba(E) we denote the space of finitely additive signed measures on (E,E ) with
bounded total variation. The space ba(E) is Banach when endowed with the norm | · |1 given by
the total variation and is canonically identified with (Bb(E)
∗
∞, | · |Bb(E)∗∞ ) (see [1, Theorem 14.4])
through the isometry
Φ : (ba(E), | · |1)→ (Bb(E)
∗
∞, | · |Bb(E)∗∞ ), µ 7→Φµ, (4.1)
where
Φµ( f ) :=
∫
E
f dµ ∀ f ∈Bb(E), (4.2)
with
∫
E #dµ interpreted in the Darboux sense (see [1, Sec. 11.2]).
We denote by ca(E) the space of elements of ba(E) that are countably additive. The space
(ca(E), | · |1) is Banach as well. If µ ∈ ca(E), then the Darboux integral in (4.2) coincides with the
Lebesgue integral.
For future reference, we recall the following result (see [20, Th. 5.9, p. 39]).
Lemma 4.1. Let ν ∈ ca(E) be such that
∫
E f dν= 0 for all f ∈UCb(E). Then ν= 0.
Proposition 4.2. The space (ca(E), | · |1) is isometrically embedded into (S (E)
∗
∞, | · |S (E)∗∞ ) by
Φ : ca(E)→S (E)∗∞, µ 7→Φµ, (4.3)
where
Φµ( f ) :=
∫
E
f dµ, ∀ f ∈S (E). (4.4)
Proof. It is clear that Φ is linear.
Let µ ∈ ca(E). As |Φµ( f )| ≤ | f |∞|µ|1 for every f ∈S (E), then Φµ ∈S (E)
∗ and |Φµ|S (E)∗ ≤ |µ|1.
To show that Φ is an isometry it remains to show that |Φµ|S (E)∗ ≥ |µ|1. Let µ = µ
+−µ− be the
Jordan decomposition of µ, and let C+ := supp(µ+), C− := supp(µ−). Let ε> 0. Then we can find a
closed set C+ε ⊂C
+ such that µ+(C+\C+ε )< ε, and d(C
+
ε ,C
−)> 0. Let f be defined by
f (x) :=
d(x,C−)−d(x,C+ε )
d(x,C−)+d(x,C+ε )
∀x ∈E.
Then f ∈UCb(E), f ≡ 1 on C
+
ε , f ≡−1 on C
−, and | f |∞ = 1. Therefore,∫
E
f dµ=
∫
C+ε
f dµ++
∫
C+\C+ε
f dµ+−
∫
C−
f dµ− ≥µ+(C+ε )−ε+µ
−(C−)≥ |µ|1−2ε.
Then |Φµ|S (E)∗∞ ≥ |µ|1−2ε. We conclude by arbitrariness of ε. 
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Let P be a set of non-empty parts of E such that E =
⋃
P∈PP. For every P ∈ P and every
µ ∈ ca(E), let us introduce the seminorm
pP,µ( f ) := [ f ]P +
∣∣∣∣
∫
E
f dµ
∣∣∣∣, ∀ f ∈S (E), (4.5)
where
[ f ]P := sup
x∈P
| f (x)|.
Denote by τP the locally convex topology on S (E) induced by the family of seminorms
{pP,µ : P ∈P, µ ∈ ca(E)}.
Since E =
⋃
P∈PP, τP is Hausdorff.
Let us denote by τ∞ the topology induced by the norm | · |∞ on S (E). Since the functional Φµ
defined in (4.4) is τP-continuous for every µ ∈ ca(E), and since pP,µ is τ∞-continuous for every
P ∈P and every µ ∈ ca(E), we have the inclusions
σ(S (E),ca(E))⊂ τP ⊂ τ∞. (4.6)
Observe that, when P contains only finite parts of E, then τP = σ(S (E),ca(E)), because ca(E)
contains all Dirac measures. The opposite case is when E ∈P, and then τP = τ∞.
Proposition 4.3. Let B⊂S (E). The following are equivalent.
(i) B is σ(S (E),ca(E))-bounded.
(ii) B is τP-bounded.
(iii) B is τ∞-bounded.
Proof. By (4.6), it is sufficient to prove that (i)⇒(iii). Let B be σ(S (E),ca(E))-bounded. By
Proposition 4.2, ca(E) is closed in S (E)∗∞. Moreover, since ca(E) contains the Dirac measures, it
is norming. Then we conclude by applying Lemma 3.41. 
Corollary 4.4. L0((S (E),τP))⊂ L((S (E), | · |∞)).
Proof. By Proposition 4.3, the bounded sets of τP are exactly the bounded sets of τ∞. Then, we
conclude by applying Proposition 3.5(i). 
Corollary 4.5. Let T be a C0-sequentially locally equicontinuous semigroup on (S (E),τP). Then
there exists M ≥ 1 and α> 0 such that |Tt|L((S (E),|·|∞)) ≤Me
αt for all t ∈R+.
Proof. Due to Proposition 4.3, we can conclude by applying Proposition 3.15(ii). 
We now focus on the following two cases:
(a) P is the set of all finite subsets of E, and then τP =σ(S (E),ca(E));
(b) P is the set of all non-empty compact subsets of E; in this case, we denote τP by τK , that is
τK := l.c. topology on S (E) generated by {pK ,µ : K ⊂E compact, µ ∈ ca(E)}. (4.7)
Proposition 4.6. We have the following characterizations.
(i) τK = τ∞ if and only if E is compact.
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(ii) σ(S (E),ca(E))= τ∞ if and only if E is finite.
Proof. First, note that the inclusions σ(S (E),ca(E)) ⊂ τ∞ and τK ⊂ τ∞ have been already ob-
served in (4.6).
(i) If E is compact, we have | · |∞ = pE,0, hence τK = τ∞. Conversely, assume that τK = τ∞ on
S (E). Then there exist a non-empty compact set K ⊂ E, measures µ1, . . . ,µn ∈ ca(E), and L > 0,
such that
| f |∞ ≤L
(
[ f ]K +
n∑
i=1
∣∣∣∣
∫
E
f dµi
∣∣∣∣
)
, ∀ f ∈S (E). (4.8)
For ε > 0, define Aε := {x ∈ E : B(x,ε) ⊂ K
c}, and define, with the convention d(·,;) = +∞, the
function rε(x) :=
d(x,K)
d(x,Aε)+d(x,K)
. Then 0 ≤ rε ≤ 1, rε = 0 on K , rε = 1 on Aε, rε ↑ 1K c pointwise as
ε ↓ 0, and rε is uniformly continuous (the latter is due to the fact that d(Aε,K )≥ ε). Hence, for
every f ∈ S (E), the function f rε belongs to S (E) and | f rε| ↑ | f 1K c | pointwise as ε ↓ 0, which
entails | f rε|∞ ↑ | f 1K c |∞ as ε ↓ 0. We can then apply (4.8) to every f rε and pass to the limit for
ε ↓ 0 to obtain
| f 1K c |∞ ≤ L
n∑
i=1
∣∣∣∣
∫
E
f d(µi⌊K
c)
∣∣∣∣ , ∀ f ∈S (E),
where µi⌊K
c denotes the restriction of µi to K
c. Let ν ∈ ca(E) be such that |ν|(K )= 0. Then∣∣∣∣
∫
E
f dν
∣∣∣∣=
∣∣∣∣
∫
E
f 1K cdν
∣∣∣∣≤ |ν|1| f 1K c |∞ ≤ |ν|1L n∑
i=1
∣∣∣∣
∫
E
f d(µi⌊K
c)
∣∣∣∣ , ∀ f ∈S (E).
Then, by [23, Lemma 3.9, p. 63] and by Proposition 4.2, there exist α1, . . . ,αn ∈ R such that ν =∑n
i=1
αi(µi⌊K
c). By arbitrariness of ν this implies that E\K is finite, and then E is compact.
(ii) If E is finite, clearly σ(S (E),ca(E)) = τ∞. Conversely, assume that σ(S (E),ca(E))= τ∞.
Then there exist K ⊂E compact, µ1, . . . ,µn ∈ ca(E), and L> 0 such that
| f |∞ ≤L
n∑
i=1
∣∣∣∣
∫
E
f dµi
∣∣∣∣ , ∀ f ∈S (E). (4.9)
By arguing as for concluding the proof of (i), we obtain
ca(E)=Span
{
µ1, . . . ,µn
}
,
and then E must be finite. 
We recall the following definition.
Definition 4.7. A locally convex topological vector space is said to be infrabarreled if every closed,
convex, balanced set, absorbing every bounded set, is a neighborhood of 0.
Corollary 4.8. We have the following characterizations.
(i) (S (E),σ(S (E),ca(E))) is infrabarrelled if and only if E is finite.
(ii) (S (E),τK ) is infrabarrelled if and only if E is compact.
Proof. If E is finite (resp. E is compact), then, by Proposition 4.6, σ(S (E),ca(E)) (resp. τK ) coin-
cides with the topology τ∞ of the Banach space (S (E), | · |∞), and then it is infrabarreled, because
every Banach space is so (see [19, Theorem 4.5, p. 97]).
Conversely, let E be not finite (resp. not compact) and consider the | · |∞-closed ball
B∞(0,1] := { f ∈S (E) : | f |∞ ≤ 1}.
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The set B∞(0,1] is convex, balanced, absorbent. Moreover,
B∞(0,1]=
⋂
x∈E
{
f ∈S (E) :
∣∣∣∣
∫
E
f dδx
∣∣∣∣≤ 1
}
,
where δx ∈ ca(E) is the Dirac measure centered in x. Hence B∞(0,1] is σ(S (E),ca(E))-closed (and
then τK -closed). So B∞(0,1] is a barrel for the topology σ(S (E),ca(E)) (resp. τK ). Moreover,
by Proposition 4.3, it absorbs every σ(S (E),ca(E))- (resp. τK -) bounded set. Assuming now,
by contradiction, that (S (E),σ(S (E),ca(E))) (resp. (S (E),τK )) is infrabarreled, we would have
that B∞(0,1] is a σ(S (E),ca(E))-neighborhood (resp. τK -neighborhood) of the origin. This would
contradict Proposition 4.6. 
Remark 4.9. Corollary 4.8 has an important consequence. If E is not finite (resp. not compact),
then σ(S (E),ca(E)) (resp. (S (E),τK )) is not infrabarreled, so the Banach-Steinhaus theorem
cannot be invoked to deduce that strongly continuous semigroups in (S (E),σ(S (E),ca(E))) (resp.
(S (E),τK )) are necessarily locally equicontinuous — as it is usually done for C0-semigroups in
Banach spaces (cf. also Example 3.47).
We now investigate the relationship between τK and τC , where τC denotes the topology
on S (E) defined by the uniform convergence on compact sets of E, induced by the family of
seminorms
{pK = [·]K : K non-empty compact subset of E}.
Clearly τC ⊂ τK . In order to understand when the equality τC = τK is possible, we proceed with
two preparatory lemmas.
Lemma 4.10. UCb(E) 6= Cb(E) if and only if there exists a sequence {(xn, yn)}n∈N ⊂ E×E having
the following properties.
(i) {d(xn, yn)}n∈N is a strictly positive sequence, converging to 0;
(ii) the sequence {dn}n∈N defined by dn := d ({xn, yn},
⋃
k>n{xk, yk}), for n ∈N, is strictly positive;
(iii) the sequence {xn}n∈N does not have any convergent subsequence.
Proof. We first prove that, if UCb(E) 6=Cb(E), then there exists a sequence satisfying (i),(ii),(iii).
Let f ∈ Cb(E)\UCb(E). Then there exist ε > 0 and a sequence {(xn, yn)}n∈N ⊂ E×E such that
limn→+∞ d(xn, yn) = 0 and infn∈N | f (xn)− f (yn)| ≥ ε. Then (i) is satisfied by {(xn, yn)}n∈N. Now we
show that (ii) holds. Assume, by contradiction, that dnˆ = 0 for some nˆ ∈N. Then d (z,
⋃
k>nˆ{xk, yk})=
0 for z= xnˆ or z= ynˆ. Therefore z is an accumulation point for
⋃
k>nˆ{xk, yk}. Hence, as d(xn, yn)→
0, there exists a subsequence {(xnk , ynk )}k∈N such that xnk → z and ynk → z as k→ +∞. Now,
as f is continuous, we have the contradiction f (z)− f (z)= limk→+∞ | f (xnk )− f (ynk )| ≥ ε. Finally,
property (iii) can be proved by using the same argument as for proving (ii).
Conversely, take a sequence {(xn, yn)}n∈N ⊂E×E satisfying (i),(ii),(iii). Consider the balls
Bn := {x : d(xn, x)< εn} , n ∈N, (4.10)
where {εn}n∈N is recursively defined by

ε0 :=
d0∧d(x0, y0)
2
εn :=
dn∧d(xn, yn)∧εn−1
2
n≥ 1.
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By the properties (i),(ii), the balls {Bn}n∈N are pairwise disjoint and limn→+∞ εn = 0. It is also clear
that yn ∉Bn, for n ∈N. For every n ∈N, we can construct a uniformly continuous function ρn such
that 0 ≤ ρn ≤ 1, ρn(xn) = 1, and ρn = 0 on B
c
n. For n ∈ N, the function fn :=
∑n
i=0
ρ i is uniformly
continuous. Let f :=
∑+∞
i=0
ρ i. By (iii) and since εn → 0, one can show that every converging
sequence in E can intersect only a finite number of the pairwise disjoint balls {Bn}n∈N. Hence,
any compact set K ⊂ E intersects only a finite number of balls {Bn}n∈N. Then f restricted to any
compact set K ⊂ E is actually a finite sum of the form
∑nK
i=1
ρ i, that is, it coincides with fnK , for
some nK ∈N depending on K . In particular, f ∈ Cb(E). On the other hand, f (xn)− f (yn)= 1 and
d(xn, yn)→ 0 as n→+∞, so f 6∈UCb(E). 
Lemma 4.11. If E is not complete, then UCb(E) 6=Cb(E).
Proof. Let {xn}n∈N be a non-convergent Cauchy sequence in E and define yn := x2n, for n ∈ N.
We now show that, up to extract a subsequence, the sequence {(xn, yn)}n∈N satisfies (i),(ii),(iii) of
Lemma 4.10.
We prove property (i). As {xn}n∈N is Cauchy and non-convergent, up to extract a subsequence,
we can assume that xn 6= xk, if n 6= k, hence d(xn, yn) > 0. On the other hand, since {xn}n∈N is
Cauchy, we have limn→+∞ d(xn, yn)= 0.
We prove property (ii). Let {dn}n∈N be defined as in Lemma 4.10(ii). Assume, by contradiction,
that dn = 0 for some n ∈N. Then z= xn or z= yn should be an accumulation point for the sequence
{xn}n∈N or for the sequence {yn = x2n}n∈N, which cannot be true by assumption on {xn}n∈N.
Finally, property (iii) is clear from the fact that {xn}n∈N is Cauchy and non-convergent. 
Proposition 4.12. τK = τC on S (E) if and only if E is compact.
Proof. If E is compact, it is clear that τK = τC . Suppose now that E is not compact. We recall
that E is not compact if and only if E is not complete or E is not totally bounded. In both cases, we
will show that there exists a sequence {ϕn}n∈N ⊂UCb(E) convergent to 0 in τC , but unbounded in
τK .
Case E non-complete. By Lemma 4.11, there exists a sequence {(xn, yn)}n∈N ⊂E×E satisfying
(i),(ii),(iii) of Lemma 4.10. Let {Bn}n∈N and {ρn}n∈N be as in the second part of the proof of Lemma
4.10. Define ϕn := 2
2nρn for every n ∈ N. As proved in that lemma, any compact set K ⊂ E
intersects only a finite numbers of balls {Bn}n∈N, therefore limn→+∞ϕn = 0 in (UCb(E),τC ).
Now, let µ ∈ ca(E) be defined by µ :=
∑
n∈N2
−nδxn . We have
sup
n∈N
∣∣∣∣
∫
E
ϕndµ
∣∣∣∣= sup
n∈N
2−nϕn(xn)= sup
n∈N
2n =+∞,
which shows that {ϕn}n∈N is τK -unbounded.
Case E not totally bounded. Let ε > 0 be such that E cannot be covered by a finite number
of balls of radius ε. By induction, we can construct a sequence {xn}n∈N ⊂ E such that, for every
n ∈N, xn+1 6∈
⋃n
j=0
B(x j,ε). For every n ∈N, let ϕn ∈UCb(E) be such that ϕn(xn)= 2
2n, ϕn(x)= 0 if
d(x, xn)≥ ε/2, |ϕn|∞ = 2
2n (6). Then we conclude as in the previous case. 
Propositions 4.6 and 4.12 yield the following inclusions of topologies in the space S (E)
τC ⊂ τK ⊂ τ∞
and state that such inclusions are equalities if and only if E is compact. The following proposition
makes clearer the connection between τK and τC when E is not compact.
6For instance, ϕn(x) := 2
2n d(x,B(xn,ε/2)
c )
d(x,xn)+d(x,B(xn,ε/2)
c )
.
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Proposition 4.13. The following statements hold.
(i) If a net { fι}ι∈I is bounded and convergent to f in (S (E),τK ), then
sup
ι∈I
| fι|∞ <+∞ and lim
ι
fι = f in (S (E),τC ).
If eitherI =N or E is homeomorphic to a Borel subset of a Polish space, then also the converse
holds true.
(ii) If a net { fι}ι∈I is bounded and Cauchy in (S (E),τK ), then
sup
ι∈I
| fι|∞ <+∞ and { fι}ι is Cauchy in (S (E),τC ).
If eitherI =N or E is homeomorphic to a Borel subset of a Polish space, then also the converse
holds true.
Proof. (i) Let { fι}ι∈I be a τK -bounded net converging to f in (S (E),τK ). By Proposition 4.3 we
have supι∈I | fι|∞ <+∞, and, since τC ⊂ τK , the net converges to f also with respect to τC .
Conversely, let { fι}ι∈I ⊂S (E) be such that supι | fι|∞ =M < +∞ and limι fι = f in (S (K ),τC ).
Then { fι}ι∈I is τK -bounded, because τK ⊂ τ∞. We want to prove that { fι}ι∈I is τK -convergent
to f if I = N or if E homeomorphic to a Borel subset of a Polish space. Assume without loss
of generality f = 0. We already know that [ fι]K converges to 0 for every compact set K ⊂ E,
then it remains to show that
∫
E fιdµ converges to 0 for every µ ∈ ca(E). If I =N, this follows by
dominated convergence theorem, because supι | fι|∞ <+∞. If E is homeomorphic to a Borel subset
of a Polish space, then |µ| is tight (see [20, p. 29, Theorem 3.2]), so, given ε> 0, there exists Kε⊂E
compact such that |µ|(K cε )< ε. Let ι ∈I be such that ιº ι implies supιºι[ fι]Kε < ε (this is possible
by uniform convergence of { fι}ι∈I to 0 on compact sets). Then∣∣∣∣
∫
E
fιdµ
∣∣∣∣≤
∫
E
| fι|d|µ| ≤ [ fι]Kε |µ|1+
∫
K cε
| fι|d|µ| ≤ |µ|1 sup
ιºι
[ fι]Kε +| fι|∞|µ|(K
c
ε )≤ (|µ|1+M)ε, ∀ιº ι,
and we conclude by arbitrariness of ε.
(ii) The proof is analogous to that of (i). 
We have a similar proposition relating σ(S (E),ca(E)) and the pointwise convergence inS (E).
Actually, a part of this proposition is implicitly provided by [22, Theorem 2.2], where the separa-
bility of E and the choice S (E)=UCb(E) play no role.
Proposition 4.14. The following statements hold.
(i) If a net { fι}ι∈I is bounded and convergent to f in (S (E),σ(S (E),ca(E))), then
sup
ι∈I
| fι|∞ <+∞ and lim
ι
fι = f pointwise.
If I =N then also the converse holds true.
(ii) If a net { fι}ι∈I is bounded and Cauchy in (S (E),σ(S (E),ca(E))), then
sup
ι∈I
| fι|∞ <+∞ and { fι(x)}ι is Cauchy for every x ∈E.
If I =N then also the converse holds true.
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Proof. (i) Let { fι}ι∈I be a bounded net in (S (E),σ(S (E),ca(E))), converging to f in this space.
By Proposition 4.3 we have supι∈I | fι|∞ <+∞, and, since ca(E) contains the Dirac measures, the
net converges to f also pointwise. Conversely, let { fn}n∈N ⊂S (E) be such that supn∈N | fn|∞ =M <
+∞ and limn→+∞ fn = f pointwise. Then an application of Lebesgue’s dominated convergence
theorem provides limn→+∞ fn = f in (S (E),σ(S (E),ca(E))).
(ii) The proof is analogous to that of (i). 
Proposition 4.15. The following statements hold.
(i) (Bb(E),σ(Bb(E),ca(E))) and (Bb(E),τK ) are sequentially complete.
(ii) Cb(E) is τK -closed in Bb(E) (hence, by (i), (Cb(E),τK ) is sequentially complete).
(iii) If E is homeomorphic to a Borel subset of a Polish space, thenUCb(E) is dense in (Cb(E),τK ).
(iv) (UCb(E),τK ) is sequentially complete if and only if UCb(E)=Cb(E).
(v) (S (E),τK ) is metrizable if and only if E is compact.
Proof. (i) Let { fn}n∈N be τK -Cauchy in Bb(E). Then, as every Cauchy sequence is bounded, by
Proposition 4.13(ii), the sequence is τ∞-bounded. Then its pointwise limit f (that clearly exists)
belongs to Bb(E). By Proposition 4.13(ii), the convergence is uniform on every compact sub-
set of E. Then Proposition 4.13(i) implies that { fn}n∈N is τK -convergent to f . This shows that
(Bb(E),τK ) is sequentially complete.
By using Proposition 4.14, a similar argument shows that also (Bb(E),σ(Bb(E),ca(E))) is
sequentially complete.
(ii) Let { fι}ι∈I ⊂Cb(E) be a net τK -converging to f in Bb(E). In particular, the convergence is
uniform on compact sets, hence f ∈Cb(E).
(iii) Let f ∈Cb(E), let K be a compact subset of E, let µ1, . . . ,µn ∈ ca(E), and let ε> 0. We show
that there exists g ∈UCb(E) such that maxi=1,...,n pK ,µi ( f − g) ≤ ε. This will prove the density
of UCb(E) in Cb(E) with respect to τK . Since E is homeomorphic to a Borel subset of a Polish
space, the finite family |µ1|, . . . , |µn| is tight (see [20, Theorem 3.2, p. 29]). Hence, there exists a
compact set Kε such that maxi=1,...,n |µi|(K
c
ε )<
ε
2(1+| f |∞)
. Let g ∈UCb(E) be a uniformly continuous
extension of f|K∪Kε such that |g|∞ ≤ | f |∞. Then
max
i=1,...,n
pK ,µi ( f − g)≤ [ f − g]K + max
i=1,...,n
∫
E
| f − g|d|µi| ≤ 2| f |∞ max
i=1,...,n
|µi|(K
c
ε )≤ ε.
(iv) If UCb(E)= Cb(E), then the sequential completeness of (UCb(E),τK ) follows from (ii) of
the present proposition.
Suppose thatUCb(E) 6=Cb(E). Let {Bn}n∈N, { fn}n∈N ⊂UCb(E), and f ∈Cb(E)\UCb(E) be as in
the second part of the proof of Lemma 4.10. To show thatUCb(E) is not sequentially complete, we
will show that limn→+∞ fn = f in (Cb(E),τK ). Let K ⊂E be compact and µ ∈ ca(E). As observed in
the proof of Lemma 4.10, f =
∑nK
i=1
ρ i on K , for some nK ∈N depending on K , and then [ f − fn]K = 0
for every n≥ nK . Then
limsup
n→+∞
pK ,µ( f − fn)= limsup
n→+∞
pK ,µ
(
+∞∑
i=n+1
ρ i
)
= limsup
n→+∞
∣∣∣∣∣
∫
E
(
+∞∑
i=n+1
ρ i
)
dµ
∣∣∣∣∣
≤ lim
n→+∞
+∞∑
i=n+1
∫
E
ρ id|µ| ≤ lim
n→+∞
+∞∑
i=n+1
|µ|(Bi)
= lim
n→+∞
|µ|
( ⋃
i≥n+1
Bi
)
= |µ|
(⋂
n≥1
⋃
i≥n+1
Bi
)
.
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As the balls {Bn}n∈N are pairwise disjoint, we have
⋂
n≥1
⋃
i≥nBi =;. Hence, the last term in the
inequality above is 0 and we conclude.
(v) If E is compact, then Proposition 4.6 yields τK = τ∞, hence (S (E),τK ) is metrizable.
If E is not compact, in order to prove that (S (E),τK ) is not metrizable, it will be sufficient
to prove that every τK -neighborhood of 0 contains a non-degenerate vector space. Indeed, in
such a case, if dˆ was a metric inducing τK , there would exist a sequence {xn}∈N, such that
limn→+∞ dˆ(xn,0) = 0 and limn→∞ |xn|∞ = +∞. But then {xn}n∈N would converge to 0 in τK , and
then the sequence would be | · |∞-bounded, by Proposition 4.13(i), providing the contradiction.
To show that every neighborhood of 0 in τK contains a non-degenerate vector space, let K ⊂E
be compact, µ1, . . . ,µm ∈ ca(E), ε> 0, and consider the neighborhood
I := { f ∈S (E) : pK ,µi ( f )< ε, ∀i= 1, . . .,m}.
Since E is not compact, by Lemma 4.11, UCb(E) 6=Cb(E). Hence, we can construct the sequence
{ρn}n∈N ⊂UCb(E)⊂S (E) as in the second part of the proof of Lemma 4.10. This is a sequence of
linearly independent functions. Setting
ZK := { f ∈UCb(E) : f (x)= 0, ∀x ∈K } ,
we have ρn ∈ ZK for every n ≥ nK (where nK is as in the proof of Lemma 4.10). This shows that
the subspace ZK ⊂S (E) is infinite dimensional. For i= 1, . . . ,m, define the functionals
Λi : ZK →R, ϕ 7→
∫
E
ϕdµi.
Since ZK is infinite dimensional, N :=
⋂m
i=1
kerΛi is infinite dimensional too. On the other hand,
by construction, N ⊂I . This concludes the proof. 
4.1.1 Characterization of (S (E),τK )
∗
The aim of this subsection is to provide a characterizion of (S (E),τK )
∗, for the cases S (E) =
Bb(E) and S (E)=Cb(E). Denote by baC (E) the subspace of ba(E) defined by
baC (E) := {µ ∈ba(E) : ∃ K ⊂E compact: |µ|(K
c)= 0}.
If E is compact, we clearly have baC (E)=ba(E). Conversely, if E is not compact, then baC (E) is a
non-closed subspace of ba(E). Indeed, if the sequence {xn}n∈N in E does not admit any convergent
subsequence, then
µn =
n∑
k=1
2−kδxk ∈baC (E), ∀n ∈N, and limn→+∞
µn =
+∞∑
k=1
2−kδxk ∈ ca(E)\baC (E).
Denote by Cb(E)
⊥ the annihilator of Cb(E) in (Bb(E), | · |∞)
∗ ∼= (ba(E), | · |1) (see (4.1),(4.2)), that is
Cb(E)
⊥ :=
{
µ ∈ba(E) :
∫
E
f dµ= 0, ∀ f ∈Cb(E)
}
.
By Lemma 4.1, we have Cb(E)
⊥\{0}⊂ba(E)\ca(E).
Proposition 4.16. The following statements hold.
(i) (Bb(E),τK )
∗ =
(
baC (E)∩Cb(E)⊥
)
⊕ca(E). More explicitly, for each Λ ∈ (Bb(E),τK )
∗ there
exist unique µ ∈baC (E)∩Cb(E)⊥ and ν ∈ ca(E) such that
Λ( f )=
∫
E
f d(µ+ν) ∀ f ∈Bb(E),
where the integral is in the Darboux sense.
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(ii) (Cb(E),τK )
∗ = ca(E). More explicitly, for each Λ ∈ (Cb(E),τK )
∗ there exists a unique ν ∈
ca(E) such that
Λ( f )=
∫
E
f dν ∀ f ∈Cb(E).
Proof. (i) Let Λ ∈ (Bb(E),τK )
∗. Then there exist L > 0, a compact set K ⊂ E, a natural number
N, and measures µ1, . . .,µN ∈ ca(E), such that
|Λ( f )| ≤L
(
[ f ]K +
N∑
n=1
∣∣∣∣
∫
E
f dµn
∣∣∣∣
)
∀ f ∈Bb(E).
Define ΛK c ( f )=Λ( f 1K c ), for f ∈Bb(E). Then
|ΛK c ( f )| ≤L
N∑
n=1
∣∣∣∣
∫
E
f d(µn⌊K
c)
∣∣∣∣ , ∀ f ∈Bb(E), (4.11)
where µn⌊K
c denotes the restriction of µn to K
c. Hence ΛK c ∈ (Bb(E),τK )
∗. Moreover, by [23,
Lemma 3.9, p. 63], (4.11) implies that there exists ν ∈Span{µi⌊K
c : i= 1, . . . ,N}⊂ ca(E) such that
ΛK c ( f )=
∫
E
f dν ∀ f ∈Bb(E).
Define ΛK ( f ) :=Λ( f 1K ), for f ∈ Bb(E). Since ΛK =Λ−ΛK c , ΛK ∈ (Bb(E),τK )
∗. By the identifica-
tion (Bb(E), | · |∞)
∗ ∼= (ba(E), | · |1) (see (4.1)–(4.2)), there exists a unique µ ∈ba(E) such that
ΛK ( f )=
∫
E
f dµ ∀ f ∈Bb(E),
where the integral above is defined in the Darboux sense. We notice that µ(A)= 0 for every Borel
set A ⊂K c. Hence µ ∈baC (E), and the existence part of the claim is proved.
As regarding uniqueness, let µ1+ν1 and µ2+ν2 be two decompositions as in the statement.
Then ν1−ν2 ∈ ca(E)∩Cb(E)⊥. Therefore, by Lemma 4.1, ν1−ν2 = 0, and then µ1 =µ2.
(ii) Let Λ ∈ (Cb(E),τK )
∗. Since τK is locally convex, by the Hahn-Banach Theorem we can
extend Λ to some Λ ∈ (Bb(E),τK )
∗. Let µ+ν be the decomposition of Λ provided by (i), with
µ ∈baC (E)∩Cb(E)⊥ and ν ∈ ca(E). Then
Λ( f )=Λ( f )=
∫
E
f d(µ+ν)=
∫
E
f dν ∀ f ∈Cb(E).
Uniqueness is provided by Lemma 4.1. 
Remark 4.17. In general, the dual of (Cb(E),τ∞) cannot be identified with ca(E) through the
integral, that is, the isometric embedding (4.3) is not onto(7). An example where (Cb(E),τ∞)
∗ 6=
ca(E) is provided by the case E = N. Then Cb(N) = ℓ
∞ and (Cb(N),τ∞)
∗ = (ℓ∞)∗ ) ℓ1 ∼= ca(N)
(where the symbol “∼=” is consistent with the action of ℓ1 and of ca(N) on ℓ∞). In view of this
observation, Proposition 4.16(ii) cannot be seen, in its generality, as a straightforward consequence
of the inclusions σ(Cb(E),ca(E))⊂ τK ⊂ τ∞.
7For a characterization of (Cb(E),τ∞)
∗, see [1, Sec. 14.2].
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4.2 Relationship with weakly continuous semigroups
In this subsection we first recall the notions of K -convergence and of weakly continuous semi-
group in the spaceUCb(E), introduced and studied first in [2, 3] in the case of E separable Banach
space (8). So, throughout this subsection E is assumed to be a Banach space. We will show that
every weakly continuous semigroup is a C0-sequentially locally equicontinuous semigroup and,
up to a renormalization, a C0-sequentially equicontinuous semigroup on (UCb(E),τK ) (Proposi-
tion 4.19).
The notion of K -convergence was introduced in [2, 3] for sequences. We recall it in its natural
extension to nets. A net of functions { fι}ι∈I ⊂UCb(E) is said K -convergent to f ∈UCb(E) if it is
| · |∞-bounded and if { fι}ι∈I converges to f uniformly on compact sets of E, that is

sup
ι∈I
| fι|∞ <+∞
lim
ι
[ fι− f ]K = 0 for every non-empty compact K ⊂E.
(4.12)
In such a case, we write fι
K
−→ f . If E is separable, in view of Proposition 4.13(i), the convergence
(4.12) is equivalent to the convergence with respect to the locally convex topology τK . In this
sense, τK is the natural vector topology to treat weakly continuous semigroups (whose definition
is recalled below) within the framework of C0-sequentially locally equicontinuous semigroups.
Definition 4.18. A weakly continuous semigroup on UCb(E) is a family T = {Tt}t∈R+ of bounded
linear operators on (UCb(E), | · |∞) satisfying the following conditions.
(P1) T0 = I and TtTs = Tt+s for t, s ∈R
+.
(P2) There exist M ≥ 1 and α∈R such that |Tt f |∞ ≤Me
αt| f |∞ for every t ∈R
+, f ∈UCb(E).
(P3) For every f ∈ UCb(E) and every tˆ > 0, the family of functions {Tt f : E → R}t∈[0,tˆ] is equi-
uniformly continuous, that is, there exists a modulus of continuity w (depending on tˆ) such
that
sup
t∈[0,tˆ]
|Tt f (ξ)−Tt f (ξ
′)| ≤w(|ξ−ξ′|E), ∀ξ,ξ
′ ∈ E. (4.13)
(P4) For every f ∈UCb(E), we have Tt f
K
−→ f as t→ 0+; in view of (P2) the latter convergence is
equivalent to
lim
t→0+
[Tt f − f ]K = 0 for every non-empty compact K ⊂E. (4.14)
(P5) If fn
K
−→ f , then Tt fn
K
−→ Tt f uniformly in t ∈ [0, tˆ] for every tˆ > 0; in view of (P2), the latter
convergence is equivalent to
lim
n→+∞
sup
t∈[0,tˆ]
[Tt fn−Tt f ]K = 0 for every non-empty compact K ⊂E, ∀tˆ ∈R
+. (4.15)
Proposition 4.19. Let T := {Tt}t∈R+ be a weakly continuous semigroup on UCb(E). Then T is a
C0-sequentially locally equicontinuous semigroup on (UCb(E),τK ) and, for every λ>α (where α is
as in (P2)), {e−λtTt}t∈R+ is a C0-sequentially equicontinuous semigroup on (UCb(E),τK ) satisfying
Assumption 3.16.
Conversely, if T is a C0-sequentially locally equicontinuous semigroup on (UCb(E),τK ) satis-
fying (P3), then T is a weakly continuous semigroup on UCb(E).
8In order to avoid misunderstanding, we stress that [3] uses the notation Cb(E) to denote the space of uniformly
continuous bounded functions on E, i.e., our space UCb(E). Also we notice that the separability of E is not needed
here for our discussion.
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Proof. Let f ∈UCb(E). By (P4) and by Proposition 4.13(i), Tt f → f in (UCb(E),τK ) when t→ 0
+.
This shows the strong continuity of T in (UCb(E),τK ).
Now let { fn}n∈N be a sequence converging to 0 in (UCb(E),τK ) and let tˆ ∈R
+. By Proposition
4.13(i), it follows that fn
K
−→ 0. By (P5) we then have Tt fn
K
−→ 0 uniformly in t ∈ [0, tˆ]. Using again
Proposition 4.13(i), we conclude that T is locally sequentially equicontinuous in (UCb(E),τK ).
By (P2) and by Proposition 4.3, we can apply Proposition 3.15(i) to T conclude that {e−λtTt}tR+
is a C0-sequentially equicontinuous semigroup on (UCb(E),τK ).
We finally show that, for λ > α, {e−λtTt}t∈R+ satisfies Assumption 3.16. Let α < λ
′ < λ and
f ∈UCb(E). By Proposition 4.15, (Cb(E),τK ) is sequentially complete. By Proposition 3.14, the
map
R
+→ (UCb(E),τK ), t 7→ e
−λ′tTt f ,
is continuous and bounded. It then follows that the Riemann integral R(λ) f exists in Cb(E). We
show that R(λ) f ∈UCb(E). Since the Dirac measures are contained in (Cb(E),τK )
∗, by Proposi-
tion 3.18 we have
R(λ) f (ξ)=
∫+∞
0
e−λtTt f (ξ)dt ∀ξ ∈E.
On the other hand, by (P2), for every ε> 0 there exists tˆ ∈R+ such that
sup
ξ∈E
∫+∞
tˆ
e−λtTt f (ξ)dt< ε.
Hence, to prove that R(λ) f ∈UCb(E), it suffices to show that, for every tˆ ∈R
+,∫tˆ
0
e−λtTt f dt ∈UCb(E). (4.16)
Let us define the set
C :=
{
g ∈Cb(E) : sup
ξ,ξ′∈E
|g(ξ)− g(ξ′)| ≤w(|ξ−ξ′|E)
}
,
where w is as in (4.13). Clearly C is a subset ofUCb(E), it is convex, it contains the origin, and is
closed in (Cb(E),τK ). By (4.13), {e
−λ′tTt f }t∈[0,tˆ] ⊂C. Hence, we conclude by Proposition 3.20 that∫t0
0
e−λtTt f dt ∈
1
λ−λ′
C ∀λ>λ′,
which shows (4.16), concluding the proof of the first part of the proposition.
Now let T be a C0-sequentially locally equicontinuous on (UCb(E),τK ) satisfying (P3). We
only need to show that T verifies (P2), (P4), and (P5). Now, (P2) follows from Proposition 4.3 and
Proposition 3.15, whereas (P4) comes once again by Proposition 4.13(i). Finally, (P5) is due to
Proposition 4.13(i) and to sequential local equicontinuity of T. 
4.3 Relationship with π-semigroups
In this subsection we provide a connection between the notion of π-semigroups in UCb(E) intro-
duced in [22] and bounded C0-sequentially continuous semigroups (see Definition 3.44) in the
space (UCb(E),σ(UCb(E),ca(E))) (
9). We recall that the assumption E Banach space was stand-
ing only in the latter subsection, and that in the present subsection we restore the assumption
that E is a generic metric space. We start by recalling the definition of π-semigroup inUCb(E).
9Also in this case, in order to avoid misunderstanding, we stress that [22] uses the notation Cb(E) to denote the
space of uniformly continuous bounded functions on E, i.e. our space UCb(E). We also notice that in [22] the metric
space E is assumed to be separable, but, for our discussion, this is not needed.
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Definition 4.20. A π-semigroup on UCb(E) is a family T = {Tt}t∈R+ of bounded linear operators
on (UCb(E), | · |∞) satisfying the following conditions.
(P1) T0 = I and TtTs = Tt+s for t, s ∈R
+.
(P2) There exist M ≥ 1, α ∈R such that |Tt f |∞ ≤Me
αt| f |∞ for every t ∈R
+, f ∈UCb(E).
(P3) For each ξ ∈E and f ∈UCb(E), the map R
+→R, t 7→Tt f (ξ) is continuous.
(P4) If a sequence { fn}n∈N ⊂UCb(E) is such that
sup
n∈N
| fn|∞ <+∞ and lim
n→+∞
fn = f pointwise,
then, for every t ∈R+,
lim
n→+∞
Tt fn = Tt f pointwise.
Proposition 4.21. T is a π-semigroup in UCb(E) if and only if {e
−αtTt}t∈R+ is a bounded C0-
sequentially continuous semigroup in (UCb(E),σ(UCb(E),ca(E))) (see Definition 3.44).
Proof. Let us denote σ := σ(UCb(E),ca(E)). Let T be a π-semigroup in UCb(E). By Defini-
tion 4.20(P2),(P4) and Proposition 4.14(i), we have {e−αtTt}t∈R+ ⊂L0((UCb(E),σ)). By Definition
4.20(P2),(P3) and by Proposition 4.14(i), the map R+→ (UCb(E),σ), t 7→ e
−αtTt f is continuous for
every f ∈UCb(E). Moreover, by Definition 4.20(P2) and by Proposition 4.3, it is also bounded.
This shows that {e−αtTt}t∈R+ is a bounded C0-sequentially continuous semigroup in (UCb(E),σ).
Conversely, let {e−αtTt}t∈R+ be a bounded C0-sequentially continuous semigroup in (UCb(E),σ).
By Proposition 4.3, for every f ∈UCb(E) the family {e
−αtTt f }t∈R+ is bounded in (UCb(E), | · |∞).
By the Banach-Steinhaus theorem we conclude that there exists M > 0 such that
|e−αtTt|L((UCb (E),|·|∞)) ≤M ∀t ∈R
+,
which provides T ⊂ L((UCb(E), | · |∞)) and (P2). Then, (P3) is implied by the fact that the map
R
+→ (UCb(E),σ), t 7→ e
−αtTt f , is continuous and that Dirac measures are contained in σ. Finally,
(P4) is due to the assumption {e−αtTt}t∈R+ ⊂L0((UCb(E),σ)) and to Proposition 4.14(i). 
As observed in Subsection 3.8, if the Laplace transform (3.41) of a bounded C0-sequentially
continuous semigroup in (UCb(E),σ(UCb(E),ca(E))) is well-defined, several results that we stated
for C0-sequentially equicontinuous semigroups still hold. Nevertheless, some other important re-
sults, as the generation theorem, or the fact that two semigroups with the same generator are
equal, cannot be proved for bounded C0-sequentially continuous semigroups within the approach
of the previous sections. Due to Proposition 4.21, this is reflected in the fact that, as far as we
know, such results are not available in the literature for π-semigroups.
4.4 Relationship with locally equicontinuous semigroups with respect to the
mixed topology
When E is a separable Hilbert space, in [10] the so called mixed topology (introduced in [25]) is
employed in the space Cb(E) to frame a class of Markov transition semigroups within the theory
of C0-locally equicontinuous semigroups. The same topology, but in the more general case of E
separable Banach space, is used in [11] to deal with Markov transition semigroups associated to
the Ornstein-Uhlenbeck processe in Banach spaces.
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In this subsection, we assume that E is a separable Banach space and we briefly precise
what is the relation between the mixed topology and τK in the space Cb(E), and between C0-
locally equicontinuous semigroups with respect to the mixed topology and C0-sequentially locally
equicontinuous semigroups with respect to τK .
The mixed topology on Cb(E), denoted by τM , can be defined by seminorms as follows. Let
K := {Kn}n∈N be a sequence of compact subsets of E, and let a := {an}n∈N be a sequence of strictly
positive real numbers such that an→ 0. Define
pK,a( f )= sup
n∈N
{an[ f ]Kn } ∀ f ∈Cb(E). (4.17)
Then pK,a is a seminorm and τM is defined as the locally convex topology induced by the family
of seminorms pK,a, when K ranges on the set of countable families of compact subsets of E, and
a ranges on the set of sequences of strictly positive real numbers converging to 0.
It can be proved (see [24, Theorem 2.4]), that τM is the finest locally convex topology on Cb(E)
such that a net { fι}ι∈I is bounded in the uniform norm and converges to f in τM if and only if it
is K -convergent, that is, if and only if (4.12) is verified.
To establish the relation between τM and τK , we start with a lemma.
Lemma 4.22. Let S ⊂ E be a Borel set and assume that S is a retract of E, that is, there exists
a continuous map r : E→ S such that r(s)= s for every s ∈ S. We denote by τS
K
the topology τK
when considered in the spaces Cb(S). Then
Ψ : Cb(E)→Cb(S), f 7→ f|S (4.18)
is continuous and open as a map from (Cb(E),τK ) onto (Cb(S),τ
S
K
).
Proof. First we show that Ψ is continuous. Let { fι}ι∈I ⊂ Cb(E) be a net converging to 0 in τK ,
let K ⊂ S be compact, and let µ ∈ ca(S). Since K is also compact in E, we immediately have
[ fι|S]K → 0. Moreover, since S is Borel, the set function µ
S defined by µS(A) := µ(A∩S), A ∈ E ,
belongs to ca(E). Then we also have
∫
S fι|Sdµ=
∫
E fιdµ
S→ 0. So Ψ is continuous.
Let us prove that Ψ is open. Let K ⊂ E be compact, µ1, . . . ,µn ∈ ca(E), ε > 0. Define the
neighborhood of 0 in (Cb(E),τ
E
K
)
U :=
{
f ∈Cb(E) : [ f ]K < ε,
∣∣∣∣
∫
E
f dµi
∣∣∣∣< ε, i= 1, . . . ,n
}
and define the the neighborhood of 0 in (Cb(S),τ
S
K
)
V :=
{
g ∈Cb(S) : [g]r(K) < ε,
∣∣∣∣
∫
E
gd(r#µi)
∣∣∣∣< ε, i= 1, . . . ,n
}
where r#µi is the pushforward measure of µi through r. Then g ∈ V if and only if f := g ◦ r ∈U .
As g= (g◦ r)|S for every g ∈Cb(S), we see that V ⊂Ψ(U). Hence, we conclude thatΨ is open. 
Proposition 4.23. If dimE ≥ 1, then τK ( τM on Cb(E).
Proof. We already observed that τM is the finest locally convex topology τM such that { fι}ι∈I is
bounded in the uniform norm and converges to f in τM if and only if it is K -convergent. Then,
by Proposition 4.13(i), we have τK ⊂ τM .
Now we show that τM 6⊂ τK if dim(E)≥ 1. Let S be a one dimensional subspace of E and let
Ψ : Cb(E)→Cb(S), f 7→ f|S .
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By using the seminorms defined in (4.17), one checks thatΨ, defined in (4.18), is continuous from
(Cb(E),τM ) onto (Cb(S),τ
S
M
), where τS
M
denotes the topology τM in the space Cb(S). Clearly S is
a retract of E. Then, by Lemma 4.22, to show that τM 6⊂ τK on Cb(E), it is sufficient to show that
τS
M
6⊂ τS
K
on Cb(S). Let us identify S with R. LetW be a Wiener process in R on some probability
space (Ω,F ,P). By [10, Theorem 4.1], the transition semigroup T := {Tt}t∈R+ defined by
Tt : Cb(R)→Cb(R), f 7→ E [ f (·+Wt)] ,
is a C0-locally equicontinuous semigroup in (Cb(R),τ
R
M
). But Example 5.5 below shows that T is
not locally equicontinuous in (Cb(R),τ
R
K
). Then τR
M
6⊂ τR
K
. Since we already know that τR
K
⊂ τR
M
,
we deduce that τR
M
6⊂ τR
K
and conclude. 
By Proposition 4.13(i), every sequence convergent in τK is bounded and convergent uniformly
on compact sets, and then it is convergent in τM . Since we also know τK ⊂ τM , we immediately
obtain the following
Proposition 4.24. A semigroup T is C0-sequentially (locally) equicontinuous in (Cb(E),τM ) if
and only if it is C0-sequentially (locally) equicontinuous in (Cb(E),τK ).
5 Application to transition semigroups
In this section we apply the results of Section 4 to transition semigroups in spaces of (not neces-
sarily bounded) continuous functions.
5.1 Transition semigroups in (Cb(E),τK )
Let µ := {µt(ξ, ·)}t∈R+
ξ∈E
be a subset of ca+(E) and consider the following assumptions.
Assumption 5.1. The family µ := {µt(ξ, ·)}t∈R+
ξ∈E
⊂ ca+(E) has the following properties.
(i) The family µ is bounded in ca+(E) and p0(ξ,Γ)= 1Γ(ξ) for every ξ ∈ E and every Γ ∈ E .
(ii) For every f ∈Cb(E) and t ∈R
+, the map
E→R, ξ 7→
∫
E
f (ξ′)µt(ξ,dξ
′) (5.1)
is continuous.
(iii) For every f ∈Cb(E), every t, s ∈R
+, and every ξ ∈E,∫
E
f (ξ′)µt+s(ξ,dξ
′)=
∫
E
(∫
E
f (ξ′′)µt(ξ
′,dξ′′)
)
µs(ξ,dξ
′).
(iv) For every tˆ > 0 and every compact K ⊂ E, the family {µt(ξ, ·) : t ∈ [0, tˆ], ξ ∈ K } is tight, that is,
for every ε> 0, there exists a compact set K0 ⊂E such that
µt(ξ,K0)>µt(ξ,E)−ε ∀t ∈ [0, tˆ], ∀ξ ∈K .
(v) For every r > 0 and every non-empty compact K ⊂E,
lim
t→0+
sup
ξ∈K
|µt(ξ,B(ξ, r))−1| = 0, (5.2)
where B(ξ, r) denotes the open ball B(ξ, r) := {ξ′ ∈ E : d(ξ,ξ′)< r}.
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We observe that in Assumption 5.1 it is not required that pt(ξ,E)= 1 for every t ∈ R
+, ξ ∈ E,
that is the family µ is not necessarily a probability kernel in (E,E ). Assumptions 5.1(ii),(iii) can
be rephrased by saying that
Tt : Cb(E)→Cb(E), f 7→
∫
E
f (ξ)µt(·,dξ)
is well defined for all t ∈R+ and T := {Tt}t∈R+ is a transition semigroup in Cb(E). If µ is a proba-
bility kernel, then T is a Markov transition semigroup.
Proposition 5.2. Let Assumption 5.1 holds and let T := {Tt}t∈R+ be defined as in (5.1). Then T is
a C0-sequentially locally equicontinuous semigroup on (Cb(E),τK ). Moreover, for every α> 0, the
normalized semigroup {e−αtTt}t∈R+ is a C0-sequentially equicontinuous semigroup on (Cb(E),τK )
satisfying Assumption 3.16.
Proof. Assumptions 5.1(i),(ii),(iii) imply that T maps Cb(E) into itself and that it is a semigroup.
We show that the C0-property holds, that is limt→0+ Tt f = f in (Cb(E),τK ) for every f ∈ Cb(E).
Let M := supt∈R+
ξ∈E
|µt(ξ,E)|. By Assumption 5.1(i), M <+∞ and
|Tt f |∞ ≤M| f |∞ ∀ f ∈Cb(E), ∀t ∈R
+. (5.3)
Let f ∈ Cb(E). By (5.3) and by Proposition 4.13(i), in order to show that limt→0+ Tt f = f in
(Cb(E),τK ), it is sufficient to show that limt→0+[Tt f− f ]K = 0, for every K ⊂E non-empty compact.
Let K ⊂E be such a set. We claim that
lim
t→0+
sup
ξ∈K
|µt(ξ,E)−1| = 0. (5.4)
Indeed, let ε and K0 as in Assumption 5.1(iv), when tˆ = 1, and let r := sup(ξ,ξ′)∈K×K0 d(ξ,ξ
′)+1.
Then K0 ⊂B(ξ, r) for every ξ ∈K . For t ∈ [0,1] and ξ ∈K , we have
|µt(ξ,E)−1| ≤ |µt(ξ,E\B(ξ, r)|+ |µt(ξ,B(ξ, r))−1|
≤ |µt(ξ,E\K0)|+ |µt(ξ,B(ξ, r))−1|
≤ ε+|µt(ξ,B(ξ, r))−1|.
By taking the supremum over x ∈ K , by passing to the limit as t→ 0+, by using (5.2), and by
arbitrariness of ε, we obtain (5.4). In particular, (5.4) implies
lim
t→0+
sup
ξ∈K
| f (ξ)−µt(ξ,E) f (ξ)| = 0, (5.5)
and then Tt f → f in τK as t→ 0
+ if and only if
lim
t→0+
sup
ξ∈K
|Tt f (ξ)−µt(ξ,E) f (ξ)| = 0. (5.6)
Again, let ε> 0 and K0 be as in Assumption 5.1(iv), when tˆ= 1. Let w be a modulus of continuity
for f|K0 . For δ> 0, t ∈ [0,1], and ξ ∈K , we write
|Tt f (ξ)−µt(ξ,E) f (ξ)| ≤
∫
E
| f (ξ′)− f (ξ)|µt(ξ,dξ
′)=
∫
K0∩B(ξ,δ)
| f (ξ′)− f (ξ)|µt(ξ,dξ
′)
+
∫
K0∩B(ξ,δ)c
| f (ξ′)− f (ξ)|µt(ξ,dξ
′)+
∫
K c
0
| f (ξ′)− f (ξ)|µt(ξ,dξ
′)
≤w(δ)+2| f |∞
(
µt(ξ,B(ξ,δ)
c)+ε
)
.
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We then obtain
sup
ξ∈K
|Tt f (ξ)−µt(ξ,E) f (ξ)| ≤ω(δ)+2| f |∞
(
sup
ξ∈K
µt(ξ,B(ξ,δ)
c)+ε
)
∀δ> 0, ∀t ∈ [0,1], ∀ξ ∈K .
By passing to the limit as t→ 0+, by (5.2), by (5.4), and by arbitrariness of δ and ε, we obtain
(5.6).
We now show that {Tt}t∈[0,tˆ] is sequentially equicontinuous for every tˆ > 0. Let { fn}n∈N be a
sequence converging to 0 in (Cb(E),τK ) and let tˆ> 0. By Proposition 4.13(i), {| fn|∞}n∈N is bounded
by some b > 0. Then, by (5.3), {Tt fn}t∈R+,n∈N is bounded. To show that Tt fn → 0 in (Cb(E),τK ),
uniformly for t ∈ [0, tˆ], it is then sufficient to show that
lim
n→+∞
sup
t∈[0,tˆ]
[Tt fn]K = 0 ∀K ⊂E non-empty compact.
Let ε> 0 and K0 be as in Assumption 5.1(iv), when tˆ= 1. Then, for t ∈ [0, tˆ], ξ ∈K , n ∈N, we have
|Tt fn(ξ)| ≤
∫
K0
| fn(ξ
′)|µt(ξ,dξ
′)+
∫
K c
0
| fn(ξ
′)|µt(ξ,dξ
′)≤M[ fn]K0 +bε.
Since [ fn]K0 → 0 as n → +∞, by arbitrariness of ε we conclude supt∈[0,tˆ][Tt fn]K → 0 as n →
+∞. This concludes the proof that T is a C0-sequentially locally equicontinuous semigroup on
(Cb(E),τK ).
Next, by Proposition 4.3 and by (5.3), we can apply Proposition 3.15 and obtain that, for
every α> 0, {e−αtTt}t∈R+ is C0-sequentially locally equicontinuous semigroup on (Cb(E),τK ). Fi-
nally, by Remark 3.17 and Proposition 4.15(ii), we conclude that Assumption 3.16 holds true for
{e−αtTt}t∈R+. 
5.2 Extension to weighted spaces of continuous functions
In this subsection, we briefly discuss how to deal with transition semigroups in weighted spaces
of continuous functions. Let γ ∈ C(E) such that γ > 0. We introduce the following γ-weighted
space of continuous functions
Cγ(E) :=
{
f ∈C(E) : f γ ∈Cb(E)
}
.
A typical case is when E is an unbounded subset of a Banach space and γ(x) = (1+ |x|
p
E
)−1, for
some p ∈ N. Then Cγ(E) is the space of continuous functions on E having at most polynomial
growth of order p. By the very definition of Cγ(E), the multiplication by γ
ϕγ : Cγ(E)→Cb(E), f 7→ f γ,
defines an algebraic isomorphism. Hence, by endowing Cγ(E) with the topology τ
γ
K
:= γ−1(τK ),
this space becomes a locally convex Hausdorff topological vector space. A family of seminorms
inducing τ
γ
K
is given by
p
γ
K ,µ
:= [ f γ]K +
∣∣∣∣
∫
E
f γdµ
∣∣∣∣ ∀ f ∈Cγ(E),
when K ranges on the set of non-empty compact subsets of E and µ ranges on ca(E). Clearly,(
Cγ(E),τ
γ
K
)
and (Cb(E),τK ) enjoy the same topological properties and γ is an isomorphism of
topological vector spaces. This basic observation will be used now to frame C0-sequentially locally
equicontinuous semigroups on (Cγ(E),τ
γ
K
) induced by transition functions.
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Let µ := {µt(ξ, ·)}t∈R+,ξ∈E ⊂ ca
+(E) and let t ∈R+. Define the family µγ := {µ
γ
t (ξ, ·)}t∈R+,ξ∈E by
µ
γ
t (ξ,Γ) := γ(ξ)
∫
Γ
γ−1(ξ′)µt(ξ,dξ
′) ∀Γ ∈ E , ∀ξ ∈E, (5.7)
and
Tt f (ξ) :=
∫
E
f (ξ′)µt(ξ,dξ
′) ∀ξ ∈E, ∀ f ∈Cγ(E). (5.8)
Given f ∈Cγ(E), ξ ∈ E, the latter is well defined and finite if and only if and only if∫
E
ϕγ( f )(ξ
′)µ
γ
t (ξ,dξ
′)= γ(ξ)
∫
E
f (ξ′)µt(ξ,dξ
′)
is well defined and finite. Then, Tt f (ξ) is well defined and finite if and only if, setting g := f γ,
T
γ
t g(ξ) :=
∫
E
g(ξ′)µ
γ
t (ξ,dξ
′)
is well defined and finite. At the end, we get that Tt f (ξ) is well defined and finite for every ξ ∈ E
and every f ∈ Cγ(E) if and only if T
γ
t g( f ) is well defined and finite for every ξ ∈ E and every
g ∈Cb(E). In such a case
(ϕ−1γ ◦T
γ
t ◦ϕγ) f = Tt f ∀ f ∈Cγ(E), (5.9)
that is, the diagram
Cγ(E) Cb(E)
Cγ(E) Cb(E)
ϕγ
ϕ−1γ
Tt T
γ
t
is commutative. Due to this fact, Proposition 5.2 can be immediately stated in the following
equivalent form.
Proposition 5.3. Let µ := {µt(ξ, ·)}t∈R+,ξ∈E ⊂ ca
+(E) and let µγ := {µ
γ
t (ξ, ·)}t∈R+
ξ∈E
be defined starting
from µ through (5.7). Assume that µγ satisfies Assumption 5.1 (when µ is replaced by µγ). Then
T := {Tt}t∈R+ defined in (5.8) is a C0-sequentially locally equicontinuous semigroup on (Cγ(E),τ
γ
K
).
Moreover, for every α> 0, the normalized semigroup {e−αtTt}t∈R+ is a C0-sequentially equicontinu-
ous semigroup on (Cγ(E),τ
γ
K
) satisfying Assumption 3.16.
5.3 Markov transition semigroups associated to stochastic differential equa-
tions
Propositions 5.2 and 5.3 have a straightforward application to transition functions associated
to mild solutions of stochastic differential equations in Hilbert spaces. Let (U , | · |U ), (H, | · |H )
be separable Hilbert spaces, let (Ω,F , {Ft}t∈R+,P) be a complete filtered probability space, let
Q be a positive self-adjoint operator, and let WQ be a U-valued Q-Wiener process defined on
(Ω,F , {Ft}t∈R+,P) (see [6, Ch. 4]). Denote by L2(U0,H) the space of Hilbert-Schmidt opera-
tors from U0 := Q
1/2(U) (10) into H, let A be the generator of a strongly continuous semigroup
{SA(t)}t∈R+ in (H, | · |H), and let F : H→H, B : H→ L2(U0,H). Then, under suitable assumptions
10The scalar product on U0 is defined by 〈u,v〉U0 := 〈Q
−1/2u,Q−1/2v〉H .
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on the coefficients F and B (e.g., [6, p. 187, Hypotehsis 7.1]), for every ξ ∈H, the SDE in the space
H {
dX (t)= AX (t)+F(X (t))dt+B(X (t))dWQ(t) t ∈ (0,T]
X (0)= ξ,
(5.10)
admits a unique (up to undistinguishability)mild solution X (·,ξ) with continuous trajectories (see
[6, p. 188, Theorem 7.2]), that is, there exists a unique H-valued process X (·,ξ) with continuous
trajectories satisfying the integral equation
X (t,ξ)= SA(t)ξ+
∫t
0
SA(t− s)F(X (s,ξ))ds+
∫t
0
SA(t− s)B(X (s,ξ))dW
Q(s) ∀t ∈R+. (5.11)
By standard estimates (see, e.g., [6, p. 188, Theorem 7.2](11)), for every p ≥ 2 we have, for some
K p > 0 and αˆp ∈R,
E
[
|X (t,ξ)|
p
H
]
≤K pe
αˆp t(1+|ξ|
p
H
) ∀(t,ξ)∈R+×H. (5.12)
Moreover, by [6, p. 235, Theorem 9.1],
(t,ξ) 7→ X (t,ξ) is stochastically continuous. (5.13)
Proposition 5.4. Let [6, Hypothesis 7.1] hold and let X (·,ξ) be the mild solution to (5.10).
(i) Define
Tt f (ξ) := E [ f (X (t,ξ))] ∀ f ∈Cb(H) ∀ξ ∈H, ∀t ∈R
+. (5.14)
Then T := {Tt}t∈R+ is a C0-sequentially locally equicontinuous semigroup in (Cb(H),τK ).
Moreover, {e−αtTt}t∈R+ is a C0-sequentially equicontinuous semigroup in (Cb(H),τK ) for ev-
ery α> 0.
(ii) Let p ≥ 2 and set γ(ξ) := (1+|ξ|
p
H
)−1 for ξ ∈H. Define
Tt f (ξ) := E [ f (X (t,ξ))] ∀ f ∈Cγ(H), ∀ξ ∈H, ∀t ∈R
+. (5.15)
Then T := {Tt}t∈R+ is a C0-sequentially locally equicontinuous semigroup in (Cγ(H),τ
γ
K
).
Moreover, {e−αtTt}t∈R+ is a C0-sequentially equicontinuous semigroup in (Cγ(H),τ
γ
K
) for ev-
ery α> αˆp, where αˆp is the constant appearing in (5.12).
Proof. (i) Define
µt(ξ,Γ) :=P(X (t,ξ)∈Γ) ∀t ∈R
+, ∀ξ ∈H, ∀Γ ∈B(H). (5.16)
We show that we can apply Proposition 5.2 with the family µ := {µt(ξ, ·)}t∈R+
ξ∈H
given by (5.16).
The condition of Assumption 5.1(i) is clearly verified. The condition of Assumption 5.1(ii) is
consequence of (5.13). The condition of Assumption 5.1(iii) is verified by [6, p. 249, Corollaries
9.15 and 9.16].
Now we verify the condition of Assumption 5.1(iv). Let tˆ> 0 and let K ⊂E compact. By (5.13)
the map
R
+
×H→ (ca(H),σ (ca(H),Cb(H))) , (t,ξ) 7→µ(ξ, ·)
is continuous. Then the family of probability measures {µt(ξ, ·)}(t,ξ)∈[0,tˆ]×H is σ (ca(H),Cb(H))-
compact. Hence, by [1, p. 519, Theorem 15.22], it is tight.
We finally verify the condition of Assumption 5.1(v). Let r > 0, let {tn}n∈N ⊂ R
+ be a sequence
converging to 0, and let {ξn}n∈N be sequence converging to ξ in H. By (5.13) and recalling that
X (0,ξ)= ξ, we get
lim
n→+∞
µtn (ξn,B(ξn, r))= limn→+∞
P (|ξn−X (tn,ξn)|H < r)= 0.
11The constant in that estimate can be taken exponential in time, because the SDE is autonomous.
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By arbitrariness of the sequences {tn}n∈N, {ξn}n∈N and of ξ, this implies the condition of Assump-
tion 5.1(v).
(ii) First, we notice that Tt f in (5.15) is well defined due to (5.12). Consider now the family
µ := {µt(ξ, ·)}t∈R+
ξ∈H
defined in (5.16) and the renormalized family ν := {νt(ξ, ·)}t∈R+
ξ∈H
defined by νt(ξ, ·) :=
e−αˆp tµt. Then, consider the weighted family ν
γ := {ν
γ
t (ξ, ·)}t∈R+
ξ∈H
ν
γ
t (ξ,Γ) :=
1
1+|ξ|p
∫
Γ
(1+|ξ′|p)νt(ξ,dξ
′) ∀Γ ∈B(H), ∀ξ ∈H.
We have
Tt f (ξ)= e
αˆp t
∫
H
f (ξ′)νt(ξ,dξ
′) ∀ f ∈Cγ(H), ∀ξ ∈H, ∀t ∈R
+.
Hence, by Proposition 5.3, the proof reduces to show that Assumption 5.1 is verified by νγ. The
latter follows straightly from its definition by taking into account the properties already proved
for µ in part (i) of the proof and (5.12). 
Example 5.5. Let H be a non-trivial separable Hilbert space with inner product 〈·, ·〉. Let Q ∈
L(H) be a positive self-adjoint trace-class operator and let WQ be a Q-Wiener process in H on
some filtered probability space (Ω,F , {Ft}t∈R+,P) (see [6, Ch. 4]). Let T = {Tt}t∈R+ be defined by
Tt f (ξ) := E[ f (ξ+W
Q
t )]=
∫
H
f (ξ′)µt(ξ,dξ
′) ∀ f ∈Cb(H), ∀ξ ∈H, ∀t ∈R
+,
where µt(ξ, ·) denotes the law of ξ+W
Q
t . Then, by Proposition 5.4, T is a C0-sequentially locally
equicontinuous semigroup in (Cb(H),τK ). We claim that T is not locally equicontinuous. Indeed,
if T was locally equicontinuous, for any fixed tˆ> 0, there should exist L> 0, a compact set K ⊂H,
and η1, . . . ,ηn ∈ ca(H) such that
sup
t∈[0,tˆ]
|Tt f (0)| ≤ L
(
[ f ]K +
n∑
i=1
∣∣∣∣
∫
H
f dηi
∣∣∣∣
)
∀ f ∈Cb(H). (5.17)
Let v ∈ H \ {0} and let a := maxh∈K |〈v,h〉|. Then, denoting by λt the pushforward measure of
µt(0, ·) through the application 〈v, ·〉 (that is the law of the real-valued random variable 〈v,W
Q
t 〉),
and by νi, i = 1, ...,n, the pushforward measure of ηi through the same application, inequality
(5.17) provides, in particular,
sup
t∈[0,tˆ]
∣∣∣∣
∫+∞
a
gdλt
∣∣∣∣≤ L n∑
i=1
∣∣∣∣
∫+∞
a
gdνi
∣∣∣∣ , ∀g ∈C0,b([a,+∞)), (5.18)
where C0,b([a,+∞)) is the space of bounded continuous functions f on [a,+∞) such that f (a)= 0.
Then, by [23, p. 63, Lemma 3.9], every λt restricted to (a,+∞) must be a linear combination of
the measures ν1 . . . ,νn restricted to (a,+∞). In particular, choosing any sequence 0 < t1 < . . . <
tn < tn+1 ≤ tˆ, the family {λti⌊(a,+∞)}i=1,...,n+1 is linearly dependent. This is not possible, as they
are restrictions of nondegenerate Gaussian laws having all different variances.
Remark 5.6. In this subsection we have considered a Hilbert space setting, as the theory of SDEs
in Hilbert spaces is very well developed and the properties of their solutions allow to state our
results for a large class of SDEs. Nevertheless, the same kind of results hold for suitable classes of
SDEs in Banach spaces (see e.g. [11]).
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