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Abstract 
The rapid growth in energy demand, the power industry deregulation, 
economic constraints, environmental concerns and remote renewable energy 
generations, have caused most of the transmission lines to operate close to their 
stability margins. These circumstances have made power systems more vulnerable to 
low-damped inter-area oscillatory modes. Inter-area oscillations have a severe effect 
on power transfer on interconnected transmission lines between the power control 
areas which necessitate having sufficient precautions to account for unknowns and 
uncertainties of operating a power network. Several major grid blackouts in North 
America and Europe state the importance of providing appropriate precautions and 
control strategies for mitigating low-frequency oscillations as they limit power 
transfer between power control areas. In recent years, power system control has 
benefited from wide-area measurement systems (WAMSs) which have made the use 
of global signals feasible and have the ability to capture the dynamics information of 
power systems. WAMSs provide the possibility of designing more powerful and 
reliable control structures since inter-area modes can be observed by the deployment 
of phasor measurement units (PMUs) throughout the power network. 
The controller that is proposed in this thesis is a wide-area damping controller 
that alleviates inter-area oscillations more effectively by using remote signals. It is 
notable that most of the controllers that are implemented on current networks are 
based on linear methods that make their performance confined to a limited number of 
presumed operating conditions. The proposed controller is a nonlinear controller 
which is not dependent on the operating conditions and preserves its satisfactory 
performance over a wide range of operating points. 
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In this study a nonlinear inverse filtering technique is applied for designing the 
wide-area damping controller for devices that have slow dynamics. Dynamic systems 
such as synchronous generator excitation systems and induction motors suffer from 
low-frequency dynamics that make it impossible for them to observe the effect of 
input changes in their outputs instantaneously. The proposed inverse filtering 
technique is capable of obviating the problem caused due to this time delay effect. 
According to this method, a supplementary control input for a controllable device is 
obtained that can produce a desired value for the output of the system. Therefore, 
first, it requires attaining the desired value for the output of the system which can 
satisfy the objective of the controller, which is damping inter-area oscillations in this 
study. For this purpose, a derivative of the kinetic energy of the system is employed 
to determine an expression for calculating the desired value for the output of the 
system. The inverse filtering technique provides an input that can force the system to 
generate the desired value for the output of the system. 
Several controllable devices are applied to demonstrate the application of the 
proposed inverse filtering in the power system. The proposed nonlinear inverse 
filtering controller is applied for the excitation control system of synchronous 
generators and its performance is evaluated for several well-known benchmarks in 
stability studies. The excitation nonlinear inverse filtering controller uses reduced 
power systems to carry out its objective by applying a nonlinear Kalman filter. The 
power system is reduced to several coherent areas by using synchronized PMUs 
installed in each area and benefiting from the Kalman filter. 
Static Var Compensator (SVC) is applied to control the active power of the 
induction motor. To this end, an auxiliary control input is achieved for the SVC to 
control the active power of the induction motor which results in damping low-
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frequency oscillations Doubly-Fed-Induction-Generator (DFIG) is another device 
that is employed to depict the application of the inverse filtering for damping inter-
area oscillations. The procedure of applying inverse filtering for these three 
controllable devices is described in this study and limitations confronted and 
difficulties which need to be obviated are explained. The performance of the 
proposed controller is evaluated by running time-domain simulations and it is shown 
that the inverse filtering controller can damp out inter-area oscillations after the 
system subjected to severe disturbances. 
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Chapter 1: Introduction 
1.1 BACKGROUND AND MOTIVATION 
Power system stability has been recognized as one of the most important issues 
of large interconnected power systems since the 1920s. Increasing demand for 
energy and insufficient pace of expanding transmission lines have forced power 
systems to operate near their stability margins. Deregulation of power industries, 
economic constraints, environmental concerns and using remote renewable energy 
generations, are other causes that are driving many transmission lines to operate 
close to their stability limits. Therefore, modern power systems are more vulnerable 
to inevitable disturbances and low-damped inter-area oscillations which may lead to 
cascading events, if not addressed properly. Under these circumstances, lack of 
provision of suitable control strategies might lead to cascading blackouts. Two major 
grid blackouts in 2003 in North America and Europe show the importance of 
appropriate precautions and control strategies for preventing such huge load 
interruptions and tripping of transmission lines and generation units. It can be 
deduced that mitigating low-frequency oscillations is essential for power systems as 
low-frequency oscillations limit power transfer between coherent areas. Although 
power system stabilizers (PSSs) damp out local modes effectively, difficulty in 
observing inter-area modes through the local input signals for PSSs limit their ability 
to mitigate these low-frequency electromechanical modes. 
In present times, power system monitoring and control has benefited from 
wide-area measurement systems (WAMS) which make the use of wide-area signals 
possible and have the ability to monitor power system dynamics. This feature of 
WAMS provides the basis to design more powerful and reliable control structures. 
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The controller that is proposed in this thesis is a wide-area damping controller which 
uses remote signals to alleviate inter-area oscillations more effectively. Moreover, 
most of the controllers that are implemented on current networks are based on linear 
methods that make their performance confined to a limited number of presumed 
operating conditions. However, the proposed controller is a nonlinear controller and 
preserves its satisfactory performance over a wide range of operating points. 
Phasor Data Concentrators (PDCs) are used to collect data measured by 
dispersed Phasor Measurement Units (PMUs) throughout the power system and 
synchronize them to send the data to control centres [3]. The PMU data are used for 
identifying area equivalent parameters and estimating the angle and frequency of 
each area. This part of the proposed controller is carried out in a centralized wide-
area control (WAC) unit which determines the desired flux for generators in each 
area. This leads to a design for the excitation controller that would maximize the 
reduction rate of the kinetic energy from equilibrium point in the power system. 
Then, by using the inverse filtering method, a supplementary control input is 
generated for the excitation system of generators in each area to ensure the local 
control tracks the required changes in the flux of each area. Therefore, this part of the 
proposed controller is related to flux tracking and is implemented on the excitation 
system of each generator. 
This technique is extended for controlling induction motors using Static Var 
Compensator (SVC) and also DFIG wind farms to damp out inter-area oscillations. 
For this case, the output power of induction motor load is assigned to a specific value 
by controlling the motor bus voltage. To this end, the voltage of the induction motor 
is controlled by using an SVC installed in parallel with the induction motor. The 
desired variations of the induction motor power are determined algebraically from 
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the kinetic energy of the entire power system and then by using the inverse filtering 
technique, an auxiliary control input is calculated to provide desired variations in the 
electrical power of the induction motor. 
1.1.1 Philosophy of wide-area control 
Many of the controllers employed in current power systems use local signals to 
accomplish their task. Local signals do not receive comprehensive dynamic 
information on the whole network. Therefore, each controller performs its task based 
on information provided locally which might not be capable of satisfying the overall 
defined objective. Under this circumstance, using global signals for controllers can 
improve their performance. Global signals capture the dynamics of the power system 
more accurately that can be applied in controllers installed in power systems and 
potentially reduce the frequency and severity of catastrophic failures. 
New dispersed instrumentation technology using PMUs has developed 
significantly in recent years and can provide the possibility of designing wide-area 
controllers. Synchronous phasors and control signals can be sent to control centres 
using PMUs at a high speed [4] with latencies of the order of milliseconds. Installing 
PMUs at proper locations on the network provides a coherent picture of the whole 
grid in real-time and can minimize the system vulnerability. Network operators may 
not be aware that the system is in a stressed state which might be due to the lack of 
real-time data of the entire network. PMUs can provide a coherent picture of the 
network in real-time and help operators to make proper decisions. Therefore, 
installing PMUs at strategic locations in the network and applying real-time 
analytical methods to capture important information from acquired data is necessary 
[5]. 
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It is notable that damping inter-area oscillations can be improved by 
considering dynamics of other areas of the system since the main concern is 
oscillations that occur because of the oscillations of coherent areas of the network 
against each other. However, the controllers that just use local measurements act 
independently of the conditions of other areas which may result in unsatisfactory 
performance of a damping controller. This leads to low-damped inter-area 
oscillations that separate a part of the system from the rest of the system following a 
severe perturbation. Traditional controllers are also not capable of damping both 
local modes and inter-area modes for all operating conditions. Under these 
circumstances, the need for controllers that use wide-area measurements becomes 
more obvious. The literature reveals that employing remote signals from other areas 
can improve the damping of inter-area oscillations significantly [6]. In order to 
design an efficient wide-area damping controller, first the controller requires 
identifying dominant modes of the system. Then, appropriate states of the system 
should be employed in the design of the controller that can influence the dominant 
modes of the system. It is also important to implement the controller at locations that 
have the most impact on the inter-area modes of interest. 
1.1.2 Proposed inverse filtering approach 
It is found that slow acting equipment such as exciters and induction motor 
loads have slow dynamics which result in not receiving an instantaneous response to 
control actions. However, some other devices such as Static Var Compensator (SVC) 
or High Voltage Direct Current (HVDC) have fast dynamics such that their input 
variations change the output almost instantaneously as far as power system dynamics 
are concerned. For this case, the obtained kinetic energy (KE) based control input 
can be used directly without considering the delay of the dynamic loop. In case of 
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applying a control input for a device with high time constants which results in a 
delay for observing the effect of input changes in the output, it is important to 
consider this delay effect to achieve satisfactory performance for any designed 
controller. Induction motors are also in the category of devices with slower dynamics 
and the transition time should be considered since it is not possible to observe the 
input changes in its output instantaneously. Doubly-Fed Induction Generators 
(DFIG) can also be considered in this category due to the dynamics of their turbine 
and rotor. 
It can be deducted that an efficient control method is required for achieving 
satisfactory wide-area control while dealing with slow acting actuators. These 
actuators are very common in power systems and are not powerful enough to 
alleviate low-frequency oscillations without using appropriate control strategies. 
Several methods are suggested in the literature review that can be applied to improve 
the performance of wide-area controllers for the power system. 
The proposed inverse filtering technique in this thesis is a nonlinear controller 
that requires knowledge of the dynamics of the actuator. According to the method 
used in this thesis, the delay due to slow dynamics of actuators can be compensated. 
For the proposed method, a variable of the actuator is selected to be controlled to 
accomplish the objective of the controller. For instance, in the excitation system of 
the synchronous generator, the flux of the generator is being controlled by 
calculating desired values for its variations for the next sampling times. This value is 
obtained based on a criterion that can damp out inter-area oscillations. Therefore, it is 
necessary to know the changes of the generator flux for the next sampling times. 
These values are obtained by employing the data acquired from PMUs and using 
them in a nonlinear Kalman filter. The applied nonlinear Kalman filter can estimate 
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area equivalent parameters by using the data received from PMUs and then by 
updating the nonlinear Kalman filter, future values for the desired variables can be 
calculated. Therefore, it is not necessary to have a complete model of the system to 
control the exciter of the generator which provides a measurement-based excitation 
controller. Given the desired value of the controlled variable, the inverse filtering 
technique uses the differential and algebraic equations of the synchronous generator 
and exciter to calculate a supplementary control input for the excitation system. The 
philosophy of wide-area control that is used in inverse filtering controller is 
summarized below. 
• Total kinetic energy of the entire system is obtained by using data received 
from PMUs installed in each area and applying them to the nonlinear 
Kalman filter. The nonlinear Kalman filter which is used in this thesis can 
provide area equivalent parameters of each area; these can be applied for 
obtaining the total kinetic energy of the system. The Kalman filter also 
provides future values of the required variables for the inverse filtering. 
• Desired variations of controlled variables are calculated using the total 
kinetic energy of the system which is expressed as a function of the 
parameters obtained from nonlinear Kalman filter. 
• Most of the power system actuators are not capable of mitigating power 
system oscillations without using additional control signal. Actuators that 
have fast dynamics can use KE based control signals directly without 
considering the delay that exists in their dynamic loop. However, actuators 
with slow dynamics such as exciters and induction motors must consider 
this delay effect which inverse filtering technique is able to compensate. 
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• The applied Kalman filter predicts future values of the system states. 
Choosing a control approach which maximizes the reduction rate of kinetic 
energy determines the required value of the generator flux. This approach 
for calculating the required flux, does not know how this flux is to be 
obtained. Then this value of required flux is used by the inverse filtering 
controller to calculate a supplementary control input for the actuator to 
achieve this flux value. 
• The reference value that is obtained for the controlled variable is nonlinear 
and therefore, the controller can provide satisfactory results for different 
operating conditions. Moreover, flux saturation which is a nonlinearity in 
excitation system is considered in the process of inverse filtering. 
1.2 MAIN OBJECTIVES OF THE THESIS 
The main objective of this thesis is to enhance the damping of inter-area 
oscillations using wide-area measurement systems. In order to satisfy this objective, 
excitation system control, SVC and DFIG wind farm are examined as the 
controllable devices. The control strategy needs to operate on-line to accomplish the 
objective of this thesis. The highlights of this thesis and main research aims are: 
• Development of the nonlinear inverse filtering technique for application 
in power system studies 
• Determining the desired value of a controlled variable of excitation 
system using KE of the system to mitigate inter-area oscillations 
• Development of an online measurement based control for the excitation 
system which does not require complete model of the system 
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• Development of a control strategy for controlling induction motors 
using SVC to provide damping for low-frequency inter-area oscillations 
• Calculating the control voltage to achieve the desired value for 
electrical output power of induction motor which helps to damp out 
inter-area oscillations 
• Combining the use of transfer function obtained numerically and 
algebraically to apply in inverse filtering 
• Development of a control strategy for controlling DFIG wind farms to 
damp out low-frequency oscillations using the inverse filtering 
technique 
• Verifying the obtained results through nonlinear time-domain 
simulations 
1.3 SIGNIFICANCE OF THIS RESEARCH 
Due to the rapid growth in energy demand and also the use of remote 
renewable energies, many of the transmission lines are called to operate close to their 
stability margins. These circumstances have made power systems more vulnerable to 
low-damped inter-area oscillatory modes. Inter-area oscillations have a severe effect 
on power transfer on interconnected transmission lines between the areas with 
coherent generators. Lack of proper damping for these low-frequency oscillations 
leads to power system separation, or in some cases, a major blackout. In addition, the 
huge installation cost of new transmission lines and also environmental issues that 
arise from building new transmission lines have made it difficult to expand current 
transmission lines. Even in the case of building new transmission lines, the pace of 
construction may not meet the ever-increasing growth of energy demand. It can be 
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deduced that a suitable control strategy needs to be employed to ensure the dynamic 
stability of the power system. The objective of the proposed control strategy in this 
thesis is to damp out inter-area modes using different controllable devices, after the 
system is subjected to a fault, to enhance the stability of the power system. 
Therefore, by applying the proposed controller, the power system becomes more 
reliable while operating close to its stability margin. 
1.4 KEY INNOVATIONS AND MAIN CONTRIBUTIONS OF THE THESIS 
The main contribution of this thesis is designing a wide-area damping 
controller through inverse filtering technique for the power system. The proposed 
controller enhances damping of inter-area oscillations and in the case of excitation 
systems, it can maintain voltage regulation. The inverse filtering approach that is 
presented in this thesis is applied for several controllable devices. The significance of 
the proposed controller is the possibility of implementing the controller for various 
controllable devices. However, the variable that needs to be controlled varies for 
each device and the inverse filtering technique needs to be adjusted. For example, the 
variable that is controlled by the excitation system is generator flux and for the 
induction motor load it is active power. Moreover, the transfer functions used in 
inverse filtering for excitation system are obtained algebraically while for the 
induction motor load control numerical transfer function is also used. The novel steps 
accomplished to achieve the main objective of this research are as the following: 
1) The novel proposed controller supplies the controllable device with an 
auxiliary signal. The procedure that is performed to supply auxiliary 
control signal considers the time that a controllable device requires to 
apply the effect of additional input on the output. This is important for 
actuators like an exciter that have slow dynamics. This auxiliary signal 
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forces the controlled device to produce the desired value of the 
controlled variable. Therefore, a criterion is required to obtain the 
desired value for the controlled variable. The derivative of kinetic 
energy is used and desired value of a variable of the system is obtained. 
Since the applied controlled variable cannot be changed 
instantaneously, a kinetic energy based controller cannot be used 
directly. The proposed inverse filtering controller is capable of 
providing desired values for the controlled variables by obtaining a 
supplementary control input for the controllable devices. 
2) The achieved excitation controller is a new online measurement based 
controller. Therefore, the obtained value for desired controlled signal 
should be based on the states or variables that could be measured. The 
calculated desired value for the controlled signal is a function of 
variables that can be achieved using the installed measurements. 
3) A nonlinear excitation controller is presented to damp out inter-area 
oscillation using area equivalent parameters. 
4) The proposed controller does not compromise voltage regulation of the 
power system for the sake of enhancing the damping of inter-area 
oscillations. 
5) In order to control induction motors to mitigate low-frequency 
oscillations, an inverse filtering controller is applied to provide an 
auxiliary signal for the SVC connected to the motor bus. The SVC 
changes the voltage of induction motor to control its electrical power. 
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6) Desired variations of electrical power for the induction motor are 
determined in such a way that it alleviates low-frequency oscillations 
by controlling induction motor load. 
7) The novel inverse filtering technique applied to induction motors uses a 
combination of numerical transfer function and algebraic transfer 
function. 
8) A doubly-Fed Induction Generator wind farm is controlled using 
inverse filtering technique to enhance damping of inter-area oscillations 
following a disturbance. 
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1.6 THESIS OUTLINE 
This dissertation is presented in six chapters. 
Chapter 1. Introduction is dedicated to describing the background and motivation 
of the research along with its contributions. It concludes by establishing the 
significance of the completed study. 
Chapter 2. Literature Review presents a brief literature review of the studies that 
have been performed in the field of wide-area damping control and explains the 
methods that have been applied. It is accompanied by methods applied for excitation 
control and induction motor control. 
Chapter 3. Nonlinear Inverse Filtering Excitation Controller details the approach 
used for obtaining an auxiliary control signal for the excitation system by applying 
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the inverse filtering method. First, a method is presented to obtain the desired value 
for the controlled variable which provides sufficient damping for inter-area 
oscillations. The calculated value is based on a reduced order of the system and 
equivalent parameters are used to obtain the value of the desired variable. A 
nonlinear Kalman filter is applied to provide equivalent area parameters. Then, by 
using inverse filtering technique, an auxiliary control signal is calculated for the 
excitation system to generate the assigned value for the desired variable. To justify 
the proposed nonlinear excitation controller, four well-known test systems are used 
to evaluate the proposed nonlinear excitation controller. It is discovered that the 
performance of the controller is satisfactory for the applied test systems. 
Chapter 4. Damping Inter-Area Oscillation by Controlling Induction Motor 
Using SVC proposes a method to control the power of the induction motor to damp 
out inter-area oscillations using SVC. The voltage of the motor bus is controlled by 
installing an SVC at the same bus to change the electrical power of the induction 
motor. The desired variations for the power of induction motor is calculated and then 
an inverse filtering technique which is a combination of using numerical transfer 
function and the algebraic transfer function is implemented to calculate the auxiliary 
signal for the SVC to accomplish the task. 
Chapter 5. Additional Application of Inverse Filtering Technique: DFIG Wind 
Farms depicts another application of the proposed inverse filtering technique. A 
DFIG wind farm is controlled by adding an additional input signal obtained by 
inverse filtering technique. The controlled variable is the stator voltage behind 
transient reactance of the DFIG which is obtained using the kinetic energy of the 
system. 
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Chapter 6: Conclusions and future works presents the results obtained in this 
thesis are discusses these and includes suggestions for future works. 
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Chapter 2: Literature Review 
2.1 INTRODUCTION 
Modern power systems are highly complex due to the growing penetration rate 
of renewable energies, the implementation of Flexible AC Transmission Systems 
(FACTS) and large scale and nonlinear nature of power systems. Moreover, high 
levels of power transfer to load centres have demanded many transmission lines to 
operate near their transient stability limits. These circumstances make transmission 
lines vulnerable to inevitable disturbances and degrade the stability of power system. 
The stability of the power system has been identified as one of the main concerns of 
power systems since the 1920s [7, 8]. The stability of power systems is classified 
into three main categories which are explained in section 2.2. Rotor angle stability is 
one of these categories which is divided into transient stability and small-disturbance 
angle stability, there are investigated widely in the literature and various control 
methods are proposed by researchers for improving the stability of power system [9]. 
The focus of this research is damping inter-area oscillations. Inter-area oscillations 
are inherent in large interconnected power systems and are related to the 
configuration of network, the dynamics of machines, interaction between controllers 
installed in networks, load characteristic and power transfers between coherent areas 
[10],[11].These power oscillations, which can be observed in weak interconnected 
power systems, have usually frequencies between 0.1 and 1 Hz and involve a large 
number of generators in a large network [12], [13].Traditionally, controllers use local 
signals for damping out low-frequency oscillations. However, due to the fact that 
local signals are not able to observe inter-area oscillations thoroughly, these 
controllers may not be effective in mitigating inter-area oscillations. The rapid 
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development of PMUs provides the ability to apply global signals in designing 
controllers and benefit from wide-area measurement systems. In this study, remote 
signals are used to design a nonlinear excitation controller, an SVC controller and 
also a DFIG wind farm controller. A brief literature review of accomplished methods 
for enhancing the dynamic stability of the power system is presented in this chapter. 
2.2 POWER SYSTEM STABILITY 
Stability of power system is similar to the stability of any dynamic system and 
its precise definition can be extracted from mathematical theories related to it. 
The ability of a power system is to remain stable at a given operating point 
after subjected to a fault while most variables are limited. This means that the entire 
system remains intact [9]. 
In order to apply suitable method for enhancing the stability of power system, 
it is necessary to assess the power system to find out important factors that lead to 
instability. Distinguishing between different types of stability helps to diagnose the 
causes affecting the power system adversely. Classifying stability into appropriate 
categories allows effective methods for improving power system stability to be 
devised. 
2.2.1 Classification of power system stability 
The overall picture of power system stability problem is illustrated in Figure 2.1 [1]. 
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Rotor Angle Stability (Dynamic Stability) 
It is defined as maintaining synchronism of synchronous machines after 
experiencing a perturbation in the system. This kind of stability depends on regaining 
equilibrium between electromagnetic torque and mechanical torque for each machine 
and if the power system cannot provide sufficient restoring torques after the system 
is subjected to a perturbation, the power system will become unstable. Therefore, this 
stability problem is related to inherent electromechanical oscillations in power 
systems. Electromagnetic torque consists of two components, synchronising torque 
component which is in phase with rotor angle deviation and lack of it leads to non-
oscillatory instability and damping torque component that is in phase with speed 
deviations and its shortage causes oscillatory instability [1]. Rotor angle stability is 
classified into two subcategories: 
• Small-signal rotor angle stability is the ability of power systems to remain 
stable after being subjected to a small disturbance. For analysis of this small 
disturbance the linearisation of the differential equations of the power system 
is an important tool, which is significantly dependant on the initial operating 
state. The problem of insufficient synchronizing torque for small signal 
instability problems has been solved in today’s power systems by applying 
automatic voltage regulators (AVRs), but increasing amplitudes of rotor 
oscillations is still a problem in power systems that is associated with 
insufficient damping torque. 
Oscillations can be local or global, the stability of local modes mostly 
depends on transmission system, plant output and generator excitation 
control. However, the stability of inter-area modes depends on load 
characteristics [1]. 
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• Transient stability (large disturbance rotor angle stability) is introduced as the 
ability of power system to restore to stable operating condition under severe 
disturbance. Transient stability depends on the initial operating state and the 
severity of the fault; This instability is usually due to the lack of 
synchronizing torque which leads into aperiodic angular separation which is 
called first swing instability [1]. This instability can also happen after the first 
swing which is caused by superposition of a slow inter-area mode and a local 
plant swing mode [9]. 
Voltage Stability 
It refers to the capability of a power system to restore steady voltages at all 
buses after experiencing a perturbation. Voltage stability depends on maintaining 
equilibrium between load supply and load demand. However, rotor angle instability 
can also lead to voltage drop when angular separation between two groups of 
generators reaches 180º. Voltage stability can be categorized into large-disturbance 
voltage stability and small-disturbance voltage stability which can either be a short 
term (related to dynamics of induction motors, High-voltage Direct Current (HVDC) 
converters) or long-term phenomenon (involves slower acting equipment and 
generator current limiters) [1]. 
Frequency Stability 
It is defined as the ability of power system to preserve steady frequency of the 
system after being subjected to a significant difference between load and generation. 
Frequency stability problems mostly depend on poor coordination of control, lack of 
sufficient generation reserve or equipment responses. A frequency stability problem 
could be either short-term (insufficient underfrequency load shedding in an 
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undergenerated island) or long-term phenomenon (boiler protection and controls) 
[14]. 
2.3 WIDE-AREA CONTROL 
Network structures, nature of faults, operating point changes, the number of 
controllers, stabilizing priorities, contingency screening, nonlinearity, uncertainty 
and available measurements in the power system, are some of the important factors 
for designing a controller. Power System Stabilizers (PSSs) [15], FACTS devices 
such as Static Var Compensators (SVCs) [16-18], HVDC links [19, 20] and 
excitation controllers [21] provide some of the options for damping low-frequency 
electromechanical modes. Considering the installation cost and the simplification of 
implementing the mentioned devices for the purpose of enhancing the damping of 
inter-area modes, PSS for excitation system is also an option which is widely used. 
Most of the early methods applied for improving dynamic performance rely on 
system linearisation at an operating point, limiting their robustness [22]. Moreover, 
the effectiveness of conventional PSSs diminishes when the inter-area modes are not 
observable and controllable from local measurements [23, 24]. As a result, damping 
these low-frequency oscillations requires global signals. Wide-area damping 
controllers (WADCs) which use remote global signals are solutions to this problem. 
Phasor measurement units (PMUs) provide these dynamic data such as current, 
voltage, angle and frequency for wide-area controllers [25]. Therefore, using wide-
area measurement systems provide the option of choosing global signals as 
stabilizing signals to generate the control signal. This signal can be added to PSS as a 
supplementary signal [26, 27]. It is also possible to damp out power system 
oscillation using FACTS devices. Although FACTS devices can damp inter-area 
oscillations by proper control, there are some limitations. For instance, SVCs are 
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traditionally used to enhance voltage stability and supply reactive power 
compensation. However, if the location of SVC is suitable and an appropriate 
stabilizing signal is applied, these low-frequency oscillations can be mitigated. TCSC 
is also capable of providing strong damping torque on inter-area electromechanical 
oscillations if installed at interconnecting points between transmission grids. 
Designing WADC for HVDC is another option to damp low-frequency oscillations 
by applying global signals which can damp inter-area oscillations more effectively. 
Recently, wind energy conversion systems are also applied to damp out inter-area 
modes [28]. 
Selecting a set of suitable stabilizing signals for the WADCs offers a sufficient 
controllability and observability of inter-area modes [29]. Selection of input signals 
is achieved by techniques such as residue and geometric approaches. The result of 
the geometric method compared to residue based method is more reliable since it is 
independent of state scaling [30]. Relative gain array (RGA) is another approach that 
can be used to determine interactions between different control signals [31]. 
The problem that arises from using remote signals is a time delay that can 
deteriorate the performance of the designed controller. Network predictive control 
(NPC) is one of the methods that can be used to design WADC for the generator 
excitation system and compensate for time delay [32]. The impact of stochastic 
communication delay on the performance of WADCs is also investigated in [33] and 
a mathematical expectation time model for time delay distribution is proposed. 
There are several general methods for implementing WADCs. It is possible to 
either have a centralized wide-area controller without any other local controller or 
centralized controller as well as local controllers. The latter provides some 
advantages under contingency scenarios; for example if any contingency occurs 
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which deteriorates WADC efficiency, the local controllers guarantee a minimum 
acceptable performance of power system. Also, if considerable changes in loads or 
significant topological configurations in power system occur, WADC maintains 
stability without needing local controllers to retune. 
Regarding the method for designing WADC, Direct-feedback-linearisation 
(DFL) techniques are suggested in [34]; LMI based H2/H∞ [35] and LMI based H∞ 
are proposed in [36]; neural network-based strategy and particle swarm optimization 
(PSO) scheme are established in [37]. 
In addition to all devices used for enhancing power system stability, 
synchronous generator excitation system can be used to damp out inter-area 
oscillations if provided with appropriate auxiliary input. Under this circumstance, by 
using existing equipment in generation units, desired performance for the power 
system is attained and it is more cost-effective. 
2.4 EXCITATION SYSTEM CONTROL 
This section investigates applied methods to the excitation system to enhance 
dynamic stability and voltage regulation. 
2.4.1 Synchronous generator excitation system 
A general block diagram of a synchronous machine and excitation control 
system is illustrated in Figure 2.2. It consists of synchronous machine, exciter, 
terminal voltage transducer, excitation control elements and in some cases power 
system stabilizer [38]. Field current limiters are also considered by connecting over 
excitation and under excitation limiters to the excitation control system. 
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Figure 2.2. General block diagram for synchronous machine excitation control system 
Excitation systems are categorised into three groups based on their power 
source: 
• DC excitation system in which a direct current generator provides the 
power source of excitation system. 
• AC excitation system which utilises a stationary or rotating rectifier and 
an alternator to provide the required direct current for the field of 
excitation system. 
• Static excitation system which receives the power from an auxiliary 
generator winding or transformer and rectifier 
The model that is applied in this thesis is a fast static exciter model (Figure 2.3) 
which is used because of its simple structure [39]. In this model Vt is generator 
terminal voltage, Vs is the auxiliary input, Efd represents field voltage, KA is AVR 
gain and TA is its time constant. 
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Figure 2.3. Static exciter model 
2.4.2 Applied techniques for controlling excitation system 
New excitation control systems are developed because of the drawbacks of 
conventional AVR/PSS systems such as separate designing which makes it difficult 
to achieve satisfactory performance of both voltage regulation and system stabilizer. 
In addition, conventional AVR/PSS controllers are designed for a linearised system 
under a specific operating condition that causes inappropriate control action when 
subjecting to large disturbances [40]. In order to maintain system stability and to 
avoid voltage collapse after large disturbances, a high gain AVR with a small time 
constant is chosen. However, assigning high gains for exciters tends to degrade the 
damping, which can contribute to the instability of the power system [41]. 
The enhancement of dynamic stability and voltage regulation simultaneously 
using conventional PSS and AVR can be challenging given the conflicting objective 
of these controllers. Recently, advanced methods such as multi-band PSS [42], 
nonlinear PSS [43], wide-area PSS [44] and coordinated PSS [45] have been 
introduced to improve damping while maintaining sufficient voltage regulation. The 
rapid deployment of Wide-area Measurement System (WAMS) using PMUs has 
been effective in designing wide-area coordinated PSS [46]. 
 24 Chapter 2: Literature Review 
To solve this problem, several techniques for controlling excitation systems are 
investigated in the literature. In [47] a fuzzy logic excitation controller (FLEC) is 
proposed to ameliorate excitation control by an online trade-off between PSS and 
AVR output values. Based on online measurements and fuzzy logic rules, an 
automatic weighted supplementary control input is injected to the exciter. In [48], an 
iterative linear matrix inequalities (ILMI) is used to calculate optimal static gains via 
an H∞ static output feedback control. The resultant optimal static gain vector is 
applied in parallel with the conventional control devices. The deviation of generator 
terminal voltage, active power and generator velocity are used as the inputs of 
optimal gain vector, and linearisation about an operating point are required. This 
technique is applied in a single machine system since H∞ control is hard to realize for 
large power systems. 
Coordination between nonlinear robust excitation control and a governor 
power system stabilizer is another method to enhance the small signal stability of the 
system [49], which uses H∞ linear design to solve the optimal control law. Using a 
zero dynamic design approach, the nonlinear power system is transformed into a 
partially linear one and then a method for excitation controller is proposed in [50]. 
The Linear-Quadratic Regulator (LQR) technique has been used for deriving the 
control law. 
Lyapunov energy-based controllers are another category of control approaches 
that have been applied for controlling excitation systems. The Lyapunov theorem is 
also used to design decentralized excitation controllers for the multi-machine power 
systems using local measurements [51]. Lyapunov function for this method is built as 
a quadratic expression of variations of rotor speed, active electrical power and 
generator terminal voltage from their reference values. The main advantage of this 
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methodology with respect to previous Lyapunov-based methods [52, 53] is the 
ability to maintain voltage regulation while securing power system stability. Direct 
feedback linearisation (DFL) has also been proposed by using either switching 
strategies [54] or membership function to weigh local controllers [55]. The prior 
knowledge of the fault period and the efficiency of the membership function are the 
common drawbacks for actual implementation. Excitation system control using 
Model Predictive Control (MPC) is proposed in [56, 57]. Model Predictive Control 
(MPC) is one of the methods that can be used for controlling excitation systems [56, 
57]. This technique is capable of handling nonlinearity of the power system. MPC 
also manages the delay that can be sensed in actuators with slow dynamics. Despite 
its robustness to enhance dynamic stability, the necessity to compute optimal control 
input by solving a dynamic optimization problem in real-time for each sampling 
period, leads to a heavy computational burden, makes it difficult to deploy in real-
world. This problem becomes more significant when a MPC controller is designed 
for a multi-machine power system case, since its dynamic model has high order. In 
this case, the calculation time for a numerical iterative solution is very high and that 
makes it difficult to be applied for real-power control [57].This technique also 
requires a complete model of the network which may not be available or 
computationally feasible in many cases. The online optimization issue has been 
addressed in [58] by proposing a nonlinear optimal predictive control (NOPC) for 
excitation systems. This technique does not require online optimization and hence 
reduces computational effort significantly, but still requires a complete model of the 
network. 
In [21], partial feedback linearisation is applied to divide the nonlinear power 
system into a reduced order linear part and a nonlinear dynamic part. Then, optimal 
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control theory is utilized to derive a linear state feedback controller. The partial 
feedback linearising excitation controller ensures acceptable performance for various 
operating conditions. The Hamiltonian theory is another method that is applied to 
power systems for the purpose of nonlinear control strategies [59]. A nonlinear 
excitation controller based on Hamiltonian theory is implemented for a multi-
machine power system which regulates voltage and improves the transient stability 
for a wide range of operating conditions [60]. The main drawback of this method is 
the complexity involved in obtaining the Hamiltonian function which requires all 
network data and equilibrium values for states and algebraic variables. This 
information can be difficult to obtain when a system is subjected to a severe 
disturbance resulting in network reconfiguration. Reinforcement learning algorithm 
is also used in [61] to design a real-time wide-area excitation control. Among all 
these methods, two of them which are used for comparison or related to the proposed 
excitation controller, are explained in more detail in this section to provide more 
information about excitation control methods. 
Robust nonlinear method 
Robust control technique could be useful in the presence of uncertainties in the 
power system. In [62] a nonlinear controller is proposed to enhance transient stability 
and voltage regulation using robust control technique and DFL approach. This 
technique is a suitable approach for nonlinear systems since this linearisation is valid 
over a wide range of operating conditions and does not deal with the local nature of 
approximate linearisation [63]. By applying DFL transformation, a new input is 
obtained solving Algebraic Riccati Equations (ARE) [64] which provides feedback 
gains and results in DFL compensating control law. The achieved new input is a 
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function of rotor angle and velocity and electrical power deviations as expressed in 
(2.1). 
1f P ev k k k Pδ ωδ ω= − − − ∆    (2.1) 
However, in order to maintain steady voltage after the disturbance, a new 
control input is attained for the post-transient period as expressed in (2.2). 
2f v t P ev k V k k Pωω= − ∆ − − ∆   (2.2) 
To change the strategy from transient stabilizing to voltage regulating, a 
switching time should be determined. By applying fuzzy control method, weighting 
functions can be derived to separate operating stages as during fault and post-fault. 
The weighting functions in (2.3) is discussed in [63]. 
1 2
( ) ( )f f fv z v v z vµδ µ= +    (2.3) 
The excitation control input smoothly changes from transient stabilizer to 
voltage regulator using fuzzy control method and tackles the necessity of being 
aware of the fault clearing time. The proposed method still needs to be investigated 
more for the effect of saturation and coordination of all associated control actions 
when implemented on a large-scale power system. Furthermore, for designing this 
controller, the network should be completely identified to obtain the required 
boundaries for uncertainties to make the controller robust for a wide range of 
operating conditions.  
Lyapunov-based excitation control 
Lyapunov theory can be used for stability analysis and control purposes for 
nonlinear power systems. According to Lyapunov stability theorem, by assuming 
that x=0 is an equilibrium point of a nonlinear system, modelled as ẋ=f(x), and V(x) 
be continuously differentiable and positive definite function such that: 
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V(0) 0 and V(x) 0( 0)
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the system at x=0 is globally asymptotically stable. Therefore, obtaining a function 
like V(x) can guarantee the stability of the system. Assuming that the Lyapunov 
function can be built as (2.5) which 
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time-derivative of Lyapunov function can be described by (2.6). 
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Linear control theory is used for constructing the trajectory of iy∆ ((2.7)) and it 
can be controlled by using the linear feedback described in (2.8). (The detail can be 
found out in [51]) 
i i i i iy A y b v∆ = ∆ +    (2.7) 
i pi ei wi i vi tiv k P k w k V= − ∆ − ∆ − ∆    (2.8) 
1
n
T
i i i
i
V y H y
=
= ∆ ∆∑    (2.9) 
Matrix H in (2.9) should be negative definite to have time derivative of V 
negative definite and since Lyapunov function is a quadratic form of control 
objectives, variables should reach their references with the energy attenuation of 
Lyapunov function. Feedback gains in (2.8) should be chosen so that all 
characteristic roots of H matrix are negative [51]. The obtained values for feedback 
gains can guarantee the transient stability and voltage regulation at the same time. 
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The drawback of this method is that feedback gains should be tunned manually 
which could be time-consuming for large-scale power systems. 
In this thesis, a new method for enhancing the dynamic stability of the system 
is proposed that does not deal with the high complexity of some of the 
aforementioned methods such as including the design of speed governor in the 
control approach; a high order of nonlinear controller and observability of the states. 
Moreover, the necessity of requiring all network data is not required. The proposed 
control approach improves damping of electromechanical oscillations by controlling 
the flux for excitation systems. Designing this controller is not complicated while 
providing satisfactory dynamic characteristics. The proposed nonlinear excitation 
controller uses a nonlinear inverse filtering technique and its concept is explained in 
section 2.5. 
2.5 INVERSE FILTERING 
The concept of inverse filtering is used in control systems, signal processing 
and communications. It is applied for several purposes including damage detection in 
nonlinear imaging methods and image restoration [65, 66]; audio and 
telecommunications for creating virtual source; equalizing loud speaker and room 
deconvolution [67]; and estimation of the power spectrum in a wide-sense stationary 
process [68]. Inverse filtering helps to obtain the input of the system using the prior 
knowledge of the desired output. Broadly speaking, inverse filtering or 
deconvolution is categorized into two groups: the first category is for the cases where 
the dynamics of the plant are known and is modelled using the time invariant system, 
and the second category is where the plant dynamics are unknown (blind 
deconvolution) or partially known [69].  
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For the first category of inverse filtering, the known plant can be modelled as 
(2.10) and (2.11). 
x Ax Bu Eυ= + +    (2.10) 
y Cx Du Fυ= + +    (2.11) 
where x represents states of the plant, u is its unknown input, ν is noise vector and y 
is the output of the plant. Inverse filtering for this plant estimates the unknown input 
by having the output of the system. Figure 2.4 summarised the concept of the inverse 
filtering. The inverse filtering problem can be an ‘exact’ or ‘almost’ by choosing to 
achieve a certain level of error (eu) between the estimated input and actual input of 
the system. For the exact inverse filter, the error eu→0 as t→∞; whereas, for the 
almost inverse filter, the error is limited to a small desirable value. The design of the 
exact filter satisfying eu→0 as t→∞ makes the inverse filtering problem sometimes 
insolvable. 
 
Figure 2.4. Block diagram for inverse filtering 
For the second category of inverse filtering, where the plant is unknown or 
partially known, as shown in Figure 2.5, the system with uncertainty can be modelled 
as (2.12)-(2.14). Uncertainty for the systems, which is known partially, is modelled 
as a feedback around a nominally known plant model as Δ- block in Figure 2.5 [69] 
and assumed that the external disturbance of the system is not present. 
x Ax Bu Eω= + +    (2.12) 
System Inverse Filteringy
u
u
eu
-
+
uˆ
υ
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y yy C x D u= +    (2.13) 
z zz C x D u= +    (2.14) 
System Inverse Filteringy
u
u
eu-
+
uˆ
ω
Δ
z
 
Figure 2.5. Block diagram in the presence of uncertainty 
where w z= ∆  and the nominal transfer function of the system, G, can be 
formulated as (2.15). 
yu yw
zu zw
G
G Gy u
z wG G
    
=     
    
   (2.15) 
This technique has also been widely used in audio and telecommunications, 
where, magnitude and phase of the system can be recovered using the impulsive 
response (IR). However, the outcome depends on the method used for inverse 
filtering and the type of IR. For instance, if the IR is a non-minimum phase, 
obtaining the inverse filter requires appropriate methods to achieve satisfactory 
results [70]. 
An adaptive inverse modelling process is capable of providing a stable 
controller for both minimum and non-minimum phase plants. The schematic of an 
adaptive filter showing the input uk; its output yk and the desired response, ok, is 
illustrated in Figure 2.6. An adaptive algorithm is used to determine the weighting 
coefficients of the filter using the error between actual output, yk, and desired 
response, ok. 
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∑Adaptive Algorithm
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ky
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Figure 2.6. Adaptive filter 
According to the adaptive inverse filtering method, an unknown plant can be 
constructed by calculating weights that can produce the best least squares fit for its 
output as the actual plant. The input for this adaptive plant model is the same as the 
original plant (Figure 2.7).  
ku
Plant 
P(z)
∑
∑
Adaptive 
Plant 
Error
+
+ +
-
Plant Output
Plant Noise
ky
)(ˆ zP
kyˆ
 
Figure 2.7. Adaptive modelling 
At this step by using the adaptive plant model, the inverse of the plant can be 
obtained. The input of the inverse of the adaptive plant is the output of the real plant 
and the output of the adaptive plant inverse should be equal to the input of the 
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system. Using the error between the actual input and obtained input, the adaptive 
plant model can be improved (Figure 2.8). 
ku
Plant 
P(z)
∑
Delay +
-
Delayed Plant 
Inverse
ku ∆ ∆−ku
Error
 
Figure 2.8. Delayed inverse filtering 
Applying the achieved inversed plant, as the controller for the plant, the desired 
output can be generated. (Δ is time delay) Therefore, the input of the controller, 
adaptive plant inverse, is the desired output of the plant and the output of the 
controller is the input of the plant, the adaptive model of the plant can be updated 
during the simulation to adjust with the changes of the operating conditions (Figure 
2.9). 
ku Plant 
P(z)
∑
Delay +
-
Delayed Plant 
Inverse C(z)
ku ∆ ∆−ku
Error
Controller
C(z)k
i
ky
Command input
 
Figure 2.9. Adaptive inverse control system 
It is noteworthy to mention that there is a delay in receiving the change of input 
at the output that should be considered while using this type of controller. This type 
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of controller is very helpful for the cases where there is a lack of information about 
the model of the system, and it can provide a satisfactory outcome without having 
knowledge about the status of the system in terms of minimal phase or non-minimal 
phase [70]. 
Multiple-input/output inverse theorem (MINT) is another principle that is 
applied to obtain the inverse filter of gathered acoustic impulse responses in a room 
[71]. For this method, it is assumed that the plant is a multiple inputs or multiple 
output linear finite impulse response (FIR) plant. This technique obviates the main 
disadvantage of the conventional LSE method which is caused by using just one 
input for the plant. According to the conventional LSE method, it is not possible to 
obtain exact inverse filtering since the error energy of the plant does not converge to 
zero due to having non-minimum phase impulse response. 
2.6 SVC CONTROL 
SVCs are usually connected to the nodes (which can be load buses or at the 
middle of interconnected tie-lines) where voltages require being controlled. For the 
purpose of this thesis the SVC is connected to a motor load bus. It is well-known that 
SVC can increase or reduce the voltage of the bus that it is connected to by 
generating or absorbing reactive power, respectively. Although the first objective of 
SVC is controlling the connected bus voltage, it has also been used to damp out low-
frequency oscillations [72, 73]. The SVC output is considered zero at the initial point 
and the system is initialized by regarding this assumption so that the full capacity of 
the SVC generates enough susceptance to provide damping and voltage support 
when required. SVC has been widely used for improving voltage stability of a power 
system in the presence of a large amount of induction motor load [74]. It helps to 
recover voltage rapidly which can be delayed by load dynamics after a disturbance. 
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The operation of protective relays, motor stalling and interruption of electric loads 
are some of the subsequent impacts of slow voltage recovery [75]. It is shown that 
SVC is sometimes capable of avoiding the transient voltage instability that occurs 
due to the operation of induction motor loads when the power system is subjected to 
a severe fault [76]. The SVC is also able to confine voltage dips and reduce initial 
inrush currents in starting large induction motor loads [77]. During starting of large 
uncontrolled induction motors, the accelerating torque is reduced due to voltage dip, 
which extends motor starting time. This phenomenon affects the overall performance 
of the motor adversely. In order to obviate this problem, several options such as 
reducing the voltage during starting [78] (using series resistors or autotransformers) 
or injecting local reactive power using shunt fixed capacitors or SVC are suggested 
[79]. The problem with the first option is the growth of inrush currents that 
exacerbate voltage dips in the feeding network, while using SVC alleviates voltage 
dips without increasing inrush currents. The advantage of using SVC over fixed 
shunt capacitor is its ability to avoid over-voltages at the end of starting the cycle. 
Moreover, it damps voltage and torque oscillations faster compared to fixed shunt 
capacitors [77]. Therefore, SVC can be used as a controllable device to damp out 
inter-area oscillations by using an auxiliary input which is added to its voltage 
control loop. The auxiliary input could be a function of rotor speed or electrical 
power of the synchronous generators to have a positive influence on damping inter-
area oscillations. 
2.6.1 Damping enhancement by application of SVC 
In addition to the ability of SVC for voltage control, SVC is capable of 
enhancement in damping of power system oscillations [80, 81]. It has been proved 
that SVC can be applied to improve the transient stability of the system based on the 
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well-known equal area criterion [82]. It is stated in [83] that based on the equal area 
criterion the SVC is also able to mitigate low-frequency electromechanical 
oscillations while feeding SVC by a supplementary control input that is 
superimposed on its voltage control loop [84, 85]. This is due to the fact that by just 
controlling a bus voltage using SVC, considerable damping cannot be achieved [80, 
86]. It is discovered that for a single machine system the voltage deviation at SVC 
bus is almost in phase with rotor angle deviation which does not increase damping 
torque [87]. However, in order to damp power system oscillations, the supplementary 
control input needs to be in phase with generator speed variations. 
In many of the cases, the SVC is installed in the middle of transmission lines 
for achieving maximum damping. However, it is also possible to provide sufficient 
damping for inter-area oscillations while SVCs are installed on the sending-end and 
receiving-end of transmission lines. This case is investigated in [17] where the SVC 
is using an additional control signal which is provided via a wide-area damping 
controller. A nonlinear SVC controller that by using Direct Feedback Linearisation 
(DFL) theory obtained a compensation law to damp out power system oscillations is 
suggested in [88]. The SVC is also controlled using the self-tuning proportional-
integral-derivative (PID) controller to increase damping torque for a wide range of 
operating conditions [81]. Although SVC has been widely used to enhance damping 
of power system oscillations, its ability to control an induction motor to enhance the 
damping characteristic of inter-area oscillations is not investigated thoroughly which 
is the objective of chapter 4. 
2.7 INDUCTION MOTOR 
It has been mentioned that the inverse filtering technique is used for controlling 
induction motor through SVC. Dynamic response of induction motors plays a key 
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role in the rotor angle stability of the entire system and interest in them has increased 
significantly during the last few years. Two major reasons exist for this attention; 
Firstly, there have been several blackouts in power systems due to not considering a 
dynamic model of induction motors [89]; Secondly, the increasing penetration of 
wind farms which mostly uses DFIG. The impact of induction machines on power 
system oscillations are also investigated in [90] and it is shown that it affects the 
damping of power system oscillations. It necessitates modelling them from the 
dynamic viewpoint to assess their impact on the stability of the system. An induction 
motor in power flow studies can be modelled as shown in Figure 2.10. 
jXr jXs Rs
Rr/s
jXm
V 
 
Figure 2.10-Steady state model of induction motor 
where Rs and Xs are stator resistance and leakage reactance; Rr and Xr are rotor 
resistance and leakage reactance; Xm is the magnetizing current and s is the rotor slip. 
In order to reconfigure the induction motor model to implement it just for 
power flow calculations, it can be changed into a two-bus model as illustrated in 
Figure 2.11, in which one node represents the motor terminals and the other 
expresses transient internal voltage [91]. 
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j(X0-X’)
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Figure 2.11-Two-bus model of induction motor 
where, X0 (open-circuit reactance) and X’ (transient reactance) are defined as: 
0 , r ms m s
r m
X XX X X X X
X X
′= + = +
+
     (2.16) 
However, in order to achieve an equivalent model for the induction motor in 
both steady-state and dynamic conditions, Figure 2.12 is suggested [92]. This model 
can be easily deployed in a power flow program if the mechanical power and 
parameters of an induction motor are assumed independent of rotor slip. After 
obtaining power flow solutions, rotor resistance and Pmec can be calculated using 
(2.17). 
2
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Rs jX’
j(X0-X’)
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Figure 2.12. Single line diagram of induction motor 
Considering the accurate model of induction motors in power flow calculations 
provides better monitoring for voltage stability problems. In order to take into 
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account the effect of induction motors on damping inter-area oscillations, the 
suggested model in [91] is an option that can be applied. According to this model, the 
total load can be modelled by adding the influence of frequency. The ZIP model of 
load includes constant impedance, constant current and constant power loads. 
However, using (2.19) can show the effect of induction motor on damping more 
precisely. 
2
0 1 2 3 1 2 3
0 0
[ ], 1V VP P p p p p p p
V V
   
= + + + + =   
   
   (2.18) 
0. .( )tot fP P P K f f= + −        (2.19) 
Where P0 and V0 are steady state values for active power and load bus voltage 
and Kf is the load damping factor which is between 0 to 3 [93]. This model still does 
not show the dynamics of the induction motor. In order to model the dynamics of the 
induction motor thoroughly, the 5th order of model of the induction motor can be 
used which is depicted in Chapter 4. 
2.8 SUMMARY 
This chapter briefly presents various methods that are proposed for damping 
out low-frequency oscillations. The concept of power system stability and the 
reasons that might degrade the stability of power system are mentioned. It is stated 
that a power system is a highly nonlinear system that require reliable strategies for 
maintaining its stability. Moreover, with rapid increases for energy demand and the 
use of remote energy sources such as wind farms, the maximum capacity of 
transmission lines should be available. The fact is that the pace of building new 
transmission lines is not proportional to the pace of electrical load growth. As a 
result, most of the transmission lines are operating close to their stability limits 
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where the presence of low-damped inter-area oscillations threatens the security of the 
power system. Therefore, suitable control techniques should be applied to ensure the 
dynamic stability of the system while benefiting from using the maximum capacity 
of transmission lines. One of the major issues that causes instability in the power 
system is low-damped inter-area oscillations, if necessary precautions are not 
provided properly. Therefore, it is important to damp out these low-frequency 
oscillations effectively to avoid major separations of power systems and cascading 
blackouts. 
Most of the early methods applied local signals for mitigating inter-area modes 
which do not provide required observability and controllability. With the 
development of WAMS, using global signals becomes a possible option for applying 
in controllers. WADCs are used widely for the purpose of damping inter-area 
oscillations. 
Various devices are supplied with auxiliary signals to ensure that the damping 
of power system oscillations are enhanced. This is explained in the brief literature 
review provided. FACTS devices such as SVC, HVDC, TCSC and also excitation 
systems and PSSs are some options to meet this objective. Since one of the 
controllable devices used in this thesis is the excitation system of the synchronous 
generator, several techniques that are widely used for excitation control are explained 
in more detail. DFL and Lyapunov energy function based control are two well-
known methods that are applied for providing a supplementary control input for 
excitation systems and are explained thoroughly. 
The general concept of inverse filtering technique which is the approach that is 
proposed in this thesis is explained. Several applications of this method used in 
signal processing and communication are mentioned. Inverse filtering technique is 
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able to obtain the required input for a system to generate desired output for the 
system. The application of the proposed approach is explained in-depth for excitation 
control in chapter 3 and induction motor control in chapter 4. 
Methods that used SVC for the purpose of damping inter-area oscillations are 
provided, and it explains how these methods can alleviate inter-area oscillations. 
Chapter 4 explains how SVC can be used for controlling induction motors and the 
modelling that can be used for induction motors is. 
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Chapter 3: Nonlinear Inverse Filtering 
Excitation Controller 
3.1 INTRODUCTION 
Inter-area oscillations are a key issue for interconnected power systems that, if 
not addressed properly, can deteriorate the power system stability and decrease 
available transfer capability (ATC) of transmission lines between interconnected 
power areas [8, 94]. The deregulated electricity markets have encouraged the 
operation of power systems closer to their stability limits, and this has made power 
systems more vulnerable to low-damped low-frequency inter-area oscillatory modes 
[95]. To tackle this issue, various controllers have been designed using a variety of 
control approaches. Development of reliable control strategies to keep the system in 
a stable condition is one way to avoid system blackouts or brownouts. 
In this chapter, a new nonlinear excitation controller based on the inverse 
filtering technique is proposed. The proposed control approach enhances dynamic 
stability as well as maintaining voltage regulation. Moreover, the proposed controller 
is a measurement based control which does not require a complete model of the 
system. The concept of the energy function is used to achieve an expression for 
desired flux that ensures dynamic stability improvement. In order to design the 
excitation controller, an autoregressive model (AR) is derived from inverse filtering 
that provides a supplementary control input for the excitation system by using the 
calculated desired flux. Flux saturation is also explicitly considered in inverse 
filtering to achieve more applicable results. 
This chapter demonstrates the methodology that is proposed for mitigating 
inter-area oscillations using synchronous generator excitation system. The proposed 
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approach designs a nonlinear controller that enhances damping of low-frequency 
modes by controlling generator flux. There are four main sections for designing the 
proposed controller, as follows: 
1) It is noted that damping inter-area oscillations of the system is the main 
concern. To this end, a design which is focused on pure inter-area modes while local 
modes are excluded, can lead to more satisfactory results. Therefore, a reduced 
system is used by considering coherent generators in the same group to provide 
equivalent area angles, velocities and parameters. Moreover, the desired value of the 
chosen variable is for the next sampling time. It means that the algebraic variables or 
states that constitute the formula for the desired variable should be predicted. 
Nonlinear Kalman filtering is employed at this stage to estimate equivalent area 
parameters and update the states to predict required states of the system. The 
designed Kalman filter will be applied on the test systems that are modelled with full 
order generators while nonlinear dynamics such as flux saturation are considered. 
2) A variable of the system is required to be chosen, controlled and assigned to 
a specific value for the next sampling time so that the objective of the controller can 
be satisfied by reaching the desired value for this variable. For the purpose of 
excitation system control, generator flux is the variable selected to be controlled. 
Assigning the desired value for the next sampling time necessitates a technique to 
obtain the mentioned desired value. This part is explained further in the next section. 
3) The next step is to feed the excitation system with a supplementary control 
signal that can force the chosen variable to achieve its desired value. This is the 
major task that is performed by applying the proposed inverse filtering technique. In 
other words, the output of the system is already assigned to a specific value and then 
by inversing the path from output to supplementary control input, a procedure is 
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constructed, called inverse filtering to calculate the supplementary control input for 
the excitation system. The controller accomplishes the objective, determined as 
alleviating inter-area fluctuations. 
4) It is important to ensure that the calculated control input signal is capable of 
producing the desired output for the system to validate the process of inverse 
filtering. The actual value of the system output is compared with its desired value, to 
check that the imposed control signal has performed its duty as expected. 
This chapter is organised as follows: firstly, the aforementioned stages are 
explained in detail. This is followed by applying the proposed technique for a single 
machine test system; then three well-known multimachine test systems are used to 
evaluate and validate the performance of the proposed nonlinear excitation 
controller. 
3.2 INVERSE FILTERING TECHNIQUE 
The methodology proposed for designing the nonlinear inverse filtering 
controller is demonstrated in this section. 
3.2.1 Identification and estimation of area equivalent parameters 
The controller aims to improve damping of inter-area modes by using a 
reduced power system that includes these inter-area modes and excludes local 
modes. It is assumed that several PMUs are installed on different buses of the test 
system, and at least one PMU in each area is available. A non-linear Kalman filter is 
used to estimate the equivalent states and parameters of each area, by combining the 
data received from PMUs and significantly decreasing the presence of local modes in 
the estimated angles and frequencies. The parameters of nonlinear Kalman estimator 
are obtained based on the identification of the reduced model as presented in [96]. 
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( )ˆ ˆˆ , ( )A A t PMUx f x u L Y Y= + −    (3.1) 
ˆ ˆA AY C x=    (3.2) 
where is the estimation of equivalent area states,  is the nonlinear 
function representing the reduced model, Lt is the gain of the non-linear Kalman 
filter, YPMU is the measurements observed from PMUs across the system and CA 
represents the relationship between reduced states and measurements. After 
considering the effect of process noise (w) and measurement noise as local modes (v) 
the linearised model of the system at operating condition can be achieved. The 
Kalman gain matrix is obtained for a linearised model of the reduced test system at 
the operating point. By considering the linearised model of the system at operating 
condition as (3.3) and (3.4), the gain of Kalman filter can be obtained by solving the 
algebraic Riccati equation as in (3.5) to calculate steady-state error covariance (Xt) 
and then calculating the gain of Kalman filter at this operating point to use it for the 
nonlinear dynamic equation of the system expressed in (3.1). 
A t A tx A x G w∆ = ∆ +    (3.3) 
A A ty C x D w v∆ = ∆ + +    (3.4) 
1 0T T Tt t t t t A A t t tA X X A X C R C X G QG
−+ − + =   (3.5) 
1
t t AL X C R
−=    (3.6) 
It is assumed that the noise parameters of Kalman filter are Gaussian white noise 
with zero means, and also process noise and measurement noise are uncorrelated. 
Considering the following covariances for process noise and measurement noise, 
equivalent area angles and velocities are acquired [96]. 
{ } 0 0, 0
T
m m
E ww Q Q
I ×
 
= =  
 
   (3.7) 
Axˆ ( )uxf A ,ˆ
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{ } 2 2,T m mE vv R R Iσ ×= = ×    (3.8) 
{ } , 0TE vw N N= =    (3.9) 
In the reduced model for each coherent area, velocity and angle of the area are 
the only states. Assuming that m coherent areas exist, covariance matrices state that 
unity perturbation is considered for velocity states in Q matric and choosing equal 
values for diagonal elements of R matric declares that equal effect is assigned for 
local modes using a small value for σ. 
3.2.2 Theory of determining desired value for target variable 
The next step for designing this controller is obtaining the variable that could 
be controlled and also satisfy the objective of the controller by appointing an 
appropriate value for it. The variable selected to be controlled is the generator flux. 
This parameter is controlled through excitation system to reach the aim of this 
controller which is enhancing power system stability. E′q is the target variable and 
called the internal voltage of generator which is proportional to the field flux linkage 
[39]. Knowing the variable that is chosen to be controlled, a criterion for obtaining 
its desired value for the next sampling time should be proposed. 
Total energy function of a power system is the sum of potential and kinetic 
energy of the system as expressed in (3.10) [97]: 
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where V denotes energy function, m is the number of synchronous generators, and δ 
expresses rotor angle. J is equal to 2Hi/ωs which H is inertia constant and ωs is 
synchronous speed, ω and δs are rotor speed and angle of stable equilibrium point in 
the center of inertia (COI), respectively. The control law that is developed in this 
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study is based on total kinetic energy (VKE) of the system due to the following 
reasons: 
1) Considering COI-referenced angles and speeds, total kinetic energy of the 
system is zero when the system is in steady state. However, in the case of a 
perturbation occurring in the system, the velocity of the generator starts 
fluctuating, which means that total kinetic energy of the system is no longer 
zero. Therefore, the objective would be reducing the kinetic energy of the 
system after the system is subjected to a disturbance to enlarge the stable 
region of the system. This task is carried out by maximizing the reduction 
rate of kinetic energy by using the derivative of kinetic energy as formulated 
in (3.11) [98]. 
1
m
KE i i i
i
V J δ δ
=
=∑      (3.11) 
2) The derivative of kinetic energy can be expressed as a function of generator 
flux, which is the variable selected to be controlled. As is known and is 
explained in detail in section 3.3, i iJ δ  is proportional to the acceleration 
torque; its equivalence can be obtained using swing equations and is a 
function of generator flux. As a result, differentiating (3.11) with respect to 
the flux determines a desired value for the flux that ensures enhanced 
damping of the power system oscillations. This flux generates the reference 
for the local controllers installed for each generator. 
3.2.3 Inverse filtering technique 
The inverse filtering approach is used to obtain a unique input value for the 
system based on the knowledge of the required future outputs. The concept can be 
seen in a simple form of deconvolution [99] and this study shows how to use it in 
 Chapter 3: Nonlinear Inverse Filtering Excitation Controller 49 
power systems. The desired flux for the generator is calculated using the kinetic 
energy of the system and then the supplementary control input to the exciter is 
provided to track this flux. The desired flux is obtained without using any 
linearisation technique and thus, the result is independent of operating conditions as 
shown in the simulation results (section 3.4). This value will be used as the reference 
value for the generator flux. The overall concept of inverse filtering can be 
summarized using Figure 3.1. The transfer function relating the generator flux to the 
field voltage is the first stage of the inverse filtering. The effect of flux saturation and 
other algebraic variables are accounted in the next stage. The last stage of inverse 
filtering is to obtain the supplementary control input (us) by using the field voltage 
from the previous stage. This supplementary control input will be attained by 
designing the appropriate inverse filter. An Auto-regressive (AR) model for the 
system and its inverse can be easily converted to a moving average (MA) model 
which has the advantage of being stable and is used for the inverse filtering. 
+
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Figure 3.1. Inverse filtering for excitation systems 
The continuous transfer function, as in (3.12) between an input and output of a 
typical plant is discretised into an Autoregressive Moving Average (ARMA) model 
as in (3.13). For the purpose of this nonlinear inverse filtering controller, (3.13) is 
modified to an AR model as in (3.14), which in turn is transformed to an MA model 
as in (3.15). 
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At this stage, the supplementary control signal is obtained and it needs to be 
applied to the excitation controller to verify its effectiveness. All excitation systems 
will receive a supplementary control input whose value depends on the desired flux 
and the dynamics of the synchronous generator excitation systems. Several test cases, 
which are provided in the simulation results, show the procedure of obtaining 
supplementary control inputs for each generator. 
3.2.4 Flux tracking 
As the last step, which is the validation step, the actual flux of the system needs 
to be compared with the flux that was obtained in the first step as the desired flux 
(reference flux). A limit is determined for the control effort that can be applied to the 
excitation controller. If control signal saturation is not experienced, the flux tracking 
is expected to be perfect. However, for the flux swings when the supplementary 
control signal is saturated, it is acceptable to have mismatching since the exact value 
acquired for the control signal from inverse filtering is not used in the excitation 
system due to its limitation. 
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3.3 IMPLEMENTING INVERSE FILTERING APPROACH 
The first step in designing the inverse filtering controller as mentioned is to 
determine coherent areas and attain area equivalent states and parameters. 
3.3.1 Obtaining area equivalent parameters 
In order to acquire the desired flux as will be explained in section 3.3.2, the 
rotor angle, velocity and inertia of each coherent area, and also the reduced 
parameters for each area are required, which is explained in detail in [96]. According 
to the approach used in [96], the classic model of generators can be employed as 
provided below: 
sin ij
i i i i j i i
lines connected to i ij
J P E E D
X
δ
δ δ= − −∑     (3.16) 
where Ji is the generator equivalent inertia, Pi is the difference between generated 
power and load in area i, Di is the damping, Xij is the line impedance between area i 
and j, and E is the generator voltage. In this approach, the changes of the load are 
modelled as white noise (wi), since these changes are unpredictable in a short period. 
By calculating the difference between two consecutive samples using a sampling 
frequency close to the sampling frequency of inter-area mode (3.16) can be 
converted to (3.17). 
(sin )
( ) ( )iji i i i j i i
lines connected to i ij
diff
diff J w E E D iff
X
δ
δ δ= − −∑    (3.17) 
The equation (3.17) can be transformed into (3.18) using θi=[1/JiXij 1/JiXi2 ... 
1/JiXin  Di/Ji]T and assuming the area voltages are equal to 1 pu. By using the 
classical least square method, θi can be estimated and then by measuring the power 
transfer between two areas and using data received from PMUs, all area equivalent 
parameters can be obtained [96]. 
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1 2( ) [ (sin ) (sin ) ... (sin ) ( )]ii i i in i i
i
wdiff diff diff diff diff
J
δ δ δ δ δ θ= +  (3.18) 
Finally, by using the following nonlinear Kalman estimator, the angle and 
velocity of each area can be estimated; these are the states of the reduced order 
power system. 
1
ˆ ˆˆ ( )
i i
l
s ij PMUj j
j
L Y Yδ ω ω
=
= − + −∑    (3.19) 
' '
,
1 1
ˆ ˆsin( )ˆ ˆˆ( ( )) / ( )
i i
n l
qj qi i j
mi i s i i n j PMUj j
j jij
E E
P D J L Y Y
X
δ δ
ω ω ω +
= =
−
= − − − + −∑ ∑   (3.20) 
ˆ ˆY Cx=    (3.21) 
where YPMU is the measurements, Yˆ  is the measurement estimation, l is the number 
of measurements, C is the relationship between the estimated measured data and the 
reduced states of the system and L is the gain of the Kalman estimator that will be 
updated for each sampling time to be accurate for different operating conditions and 
is calculated by using the covariances for the Kalman filter noises as stated in section 
3.2.1. The presence of local modes in the obtained angles and velocities is reduced 
significantly and therefore, for the purpose of damping inter-area oscillations, 
estimated angles and velocities provide more appropriate values to be applied in the 
proposed nonlinear controller. 
3.3.2 Acquiring desired value for generator flux 
The total kinetic energy of the system is constructed based on the kinetic 
energy of the generators [98]. Each power system consists of several coherent areas 
that can have one or more than one generator in each area that oscillates with the 
same phase. By considering an equivalent generator for each group, the total kinetic 
energy is expressed in (3.22) and its derivative in (3.23). 
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= ∑    (3.22) 
1 1
n n
KE i i i i i i
i i
V J Jωω δ δ
= =
= =∑ ∑       (3.23) 
where ω is the velocity of generators, J is inertia, VKE is the kinetic energy associated 
with the rotors and n is the number of coherent groups in the system. The derivative 
of the VKE in (3.23) can be expressed as a function of generator fluxes by using the 
classic model of the synchronous generator as in (3.24) and (3.25) and using (3.26) 
for obtaining electrical power. 
i
i s
d
dt
δ
ω ω= −   (3.24) 
( ) ( )ii mi ei i i s
dJ P P D
dt
ω
ω ω= − − −   (3.25) 
' '
1
sin( )n qj qi i j
ei
j ij
E E
P
X
δ δ
=
−
=∑    (3.26) 
where δ is the rotor angle of the generator, ωs is synchronous speed, Pm is the 
mechanical power of the generator, Pe is electrical power, D is the damping ratio, 'qE
is the q component of internal voltage and Xij is the reactance between generator area 
i and j. By substituting (3.25) and (3.26) in (3.23), the derivative of total kinetic 
energy is expressed as the function of generator fluxes (3.27). This is the advantage 
of using kinetic energy for our purpose since it can be expressed as a function of 
generator flux which is considered as the control variable. 
' '
1 1
sin( )
( ( ))
i i
n n
qj qi i j
KE mi i s
i j ij
E E
V P D
X
δ δ
ω ω ω
= =
−
= − − −∑ ∑   (3.27) 
Generator flux is the parameter that is controlled to maximize the reduction 
rate of the total kinetic energy. Therefore, by differentiating with respect to the flux 
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of the generator, the value of the flux variations that fulfils the objective of this 
controller is obtained in (3.28). 
( )
( )
'
'
'
1
1
sin( ) ( )
sin( ) ( )
n
qjKE
qi i j i j
jqi ij
n
i j i j
T
j ij
EVE
E X
K
X
δ δ δ δ
δ δ δ δ
=
=
∂
∆ = = − − −
∂
− −
=
∑
∑

 
 
  (3.28) 
where KT is a user designed gain to improve the performance of the controller and ∆ 
is used to show the difference between desired value of the flux and its steady state 
value. The value of KT should not be too high creating bang-bang effect leading to 
undesirable transients after the first/second swing. Too low a value of KT may not be 
effective in damping the inter-area modes. It is found that the acceptable range of 
value of KT in p.u. is between 0.1 and 1 for the applied test systems and depends on 
the time-domain simulations under severe-most credible contingency. The sensitivity 
analysis using different values of KT is performed and its effect on the damping of 
the inter-area oscillations is observed. Having the desired output of the system an 
MA model can be obtained that calculates the supplementary control input. 
The proposed controller requires obtaining future values of the controlled 
variable and then by using the inverse filtering technique appropriate control input 
can be obtained. The desired value of the controlled variable as determined in (3.28) 
is not a pure state of the system and also its value is not for the current sampling 
time. Therefore, it cannot be considered in the category of feedback controllers 
which uses states of the system as input and generates a control input for the 
controllable device. 
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3.3.3 Power system model 
The dynamic model of an n-machine power system using flux-decay model for 
generators and first-order exciter can be described by the following differential and 
given algebraic equations [37]: 
'
' ' '( ( ( )) ( ) ) /qi E qi qi di di di fdi doi
dE
S E E X X I E T
dt
′= − − − +   (3.29) 
i
i s
d
dt
δ
ω ω= −    (3.30) 
( ( )) /i mi ei i i s i
d P P D J
dt
ω
ω ω= − − −    (3.31) 
( ( )) /fdi fdi Ai Ri ai
dE
E K V T
dt
= − +    (3.32) 
( ( )) /Ri Ri refi ti Ri
dV V V V T
dt
= − + −    (3.33) 
where Pei and algebraic equations are given by (3.34)-(3.38). 
' '( )ei qi qi qi di di qiP E I X X I I= − −    (3.34) 
'
1
( sin cos )
n
di qj ij ij ij ij
j
I E G Bδ δ
=
= −∑    (3.35) 
'
1
( cos sin )
n
qi qj ij ij ij ij
j
I E G Bδ δ
=
= +∑    (3.36) 
sin( )ti i i qi qi si diV X I R Iδ θ− = −    (3.37) 
cos( )ti i i qi di di si diV E X I R Iδ θ ′ ′− = − −    (3.38) 
where n is the number of generators, E′qi, δi, ωi, Efdi, VRi are the states of the system 
and represent q component of internal voltage of generator which is proportional to 
the field flux linkage, rotor angle, machine speed, field voltage and exciter input, 
respectively. Idi, Iqi, Vti and θi are algebraic variables and denote currents of d-axis 
and q-axis, magnitude and angle of terminal voltage, respectively. Xdi and X′di state 
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direct-axis synchronous and transient reactances, respectively and Xqi is called 
quadrature-axis reactance. T′doi represents open-circuit d-axis transient time constant, 
ωs is synchronous speed, Ji is the rotor-load moment of inertia, Di is damping 
coefficient and Rsi is stator resistance. Pmi represents mechanical torque, KAi and Tai 
are the gain and time constant of the exciter and Vrefi denotes reference voltage. 
3.3.4 Synchronous Generator Flux Saturation 
Flux saturation is also considered in a saturation function (SE) which is 
proposed by [100] as SE(E′q)=1+b/a(E′q)n-1 and the suggested values for parameters 
a, b and n by [40] are a=0.95; b=0.051; n=8.727. By substituting this expression in 
(3.29), the new form of flux equation changes to (3.39). The overall block diagram of 
synchronous generator and excitation system is illustrated in Figure 3.2 which shows 
the path to achieve supplementary control input by having generator flux. 
' ' '( ( ) ( ) ) /i
i i i i i i i
q n
q q d d d fd do
dE bE E X X I E T
dt a
′
′= − − − − +   (3.39) 
+ −
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∑ xV∆
dI∆
A
A
sT
K
+1∑tV∆
−
refV∆
+
sU∆
fdE∆∑
−
RsT+1
1 +
RV∆ +
 
Figure 3.2. Dynamics of synchronous generator and excitation system 
us is the supplementary control input which is added to the excitation system. The 
following inverse filtering procedure, (3.40)-(3.42), leads to the calculation of the 
supplementary control input. 
(1 )
xi
qi
doi
VE
sT
∆′∆ =
′+
   (3.40) 
( ) ( )nxi fdi di di di qi
bV E X X I E
a
′ ′∆ = ∆ − − ∆ − ∆    (3.41) 
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1
Ai
fdi Si
ai
KE u
sT
∆ = − ∆
+
   (3.42) 
A larger time constant, TR, is considered to avoid the interference of terminal 
voltage deviations to the performance of stabilizer just after fault occurrence. As a 
result, variations of VR do not have a strong effect for a short period after 
disturbance.  
3.3.5 Autoregressive Model (AR) 
In order to obtain the control signal, (3.40)-(3.42) is discretised using sampling 
frequency significantly larger than two times of the inter-area frequency [40] and 
hence 20Hz sampling rate is used in this study. An autoregressive (AR) model is 
obtained using ‘invfreqz’ function in MATLAB. The control signal is calculated 
using the inverse filtering in (3.43)-(3.45). The effect of saturation is considered in 
(3.41) and (3.44). Therefore, us for the next sampling time is calculated using inverse 
filtering as in (3.45) after performing discretization and obtaining the AR model. The 
acquired AR model is invertible and stable as an MA process and can provide a 
control signal using the inverse filtering method and predicted values. This sampling 
frequency ensures maintaining similar frequency response with a continuous transfer 
function in the range of interest. Based on the order of AR model, the number of 
required future values for flux can be specified. 
0 ...k k k nxi qi n qiV a E a E +′ ′∆ = ∆ + + ∆    (3.43) 
( ) ( )
k k k K
p
fdi xi qi di di di
bE V E X X I
a
′ ′∆ = ∆ + ∆ + − ∆   (3.44) 
0 ...k k k nS fdi n fdiu b E b E +∆ = ∆ + + ∆    (3.45) 
where a0,…,an, b0,…,bn, are coefficients which are obtained after carrying out 
discretization and inverse filtering and sub-script k represents the time step. Using 
the non-linear Kalman filter, estimated parameters for each coherent area such as 
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rotor angle and generator speed are obtained and by updating the Kaman filter, the 
required values for next time steps will be achieved. The obtained actual flux after 
applying us as in (3.45) on the exciter tracks the desired flux. It is notable that the 
tracking problem uses the high order model as in (3.29)-(3.33). 
In the following, the steps required to achieve the wide-area damping control 
using inverse filtering technique are summarized. 
Step 1: Determine the coherent generators and obtain a reduced model by 
representing each area by an equivalent machine and then estimating equivalent area 
angles and frequencies using a non-linear Kalman Filter. 
Step 2: Algebraically determine the kinetic energy of the whole system which 
is expressible as a function of rotor angle, generator speed and flux. 
Step 3: Obtain the desired flux by differentiating the derivative of kinetic 
energy with respect to generator flux to maximize the reduction rate of KEV . 
Step 4: Choose an appropriate system gain, KT, for the desired flux. 
Step 5: Based on the model and parameters of generator and exciter, an AR 
model is derived for each generator. This yields an MA model for the inverse 
filtering which incorporates the inverse of the saturation function. 
Step 6: Update Kalman filter to calculate desired flux values for the next 
sampling steps and the number of steps depends on the order of the AR model. 
3.4 SIMULATIONS RESULTS 
The performance of the proposed excitation controller is evaluated using four 
well-known test systems for power system stability studies. This technique is first 
implemented on Single-Machine-Infinite-Bus (SMIB) test system. Then, the Western 
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System Coordinating Council (WSCC) (three- machine nine-bus test system), the 
two-area four-machine Kundur system, and 16-machine 68 bus test system, are the 
test system used. The first test system shows the performance of the proposed 
controller when there is just one low-frequency mode and just one generator in an 
area. The second test system (WSCC) demonstrates the case that two inter-area 
modes are available, but just one generator in each area exists. Two area test system 
has one inter-area mode while two generators are present in each area. And finally, 
16-machine, 68 bus test system which has 4 inter-area modes is used. New-England 
test system has 5 coherent areas and can show the effectiveness of the proposed 
excitation controller for large test systems. Full order time-domain simulations are 
employed to validate the effectiveness of the proposed excitation controller. 
3.4.1 Single-Machine-Infinite-Bus test system 
The proposed control method is first applied to SMIB test system, due to its 
simplicity and that helps to demonstrate how the inverse filtering can be 
implemented for a simple test system. This test system consists of a synchronous 
generator connected to an infinite bus through transmission line impedance as shown 
in Figure 3.3. 
 
Figure 3.3. SMIB test system 
The classic model of the swing equation is used in (3.27) to attain (3.46). 
12
( sin ( ))qKE m s
E V
V T D
X
δ ω ω δ∞
′
= − − −    (3.46) 
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The desired flux for minimizing the kinetic energy of the system is achieved by 
differentiating from (3.46) with respect to E′q. 
1
1 1 1 1
12 12
sin sinKE T
q
V V K
E X X
δ δ δ δ∞
∂
= − =
′∂

    (3.47) 
The obtained value is used as the desired flux for the system which will be 
produced by injecting a supplementary control input to the excitation system. This 
parameter is controlled through excitation system to reach the aim of this controller 
which is enhancing power system stability. To avoid conflict between the transient 
stabilization and voltage regulation task of the exciter, a transducer with a suitable 
time constant (TR) is added to the exciter. For the rotor angle stability, the first few 
seconds after the fault is a critical period; and the voltage can be regulated after this 
period. Hence, (3.32) changes into the (3.48) as below: 
( ))fdA fd A R S
dE
T E K V u
dt
= − + −    (3.48) 
where uS is the supplementary control input for the system which will be determined. 
The inverse filtering is separated into three steps. First, (3.29) can be expressed as a 
block diagram shown in Figure 3.4 and results in (3.49) and (3.50). 
+ −
dd XX ′−
∑
doTs ′+1
1 qE′∆
1)( −′∆ nqEa
b
−
∑ xV∆
dI∆
fdE∆ +
 
Figure 3.4. Block diagram of Equation (3.29) 
1
1
q
x do
E
V sT
′∆
=
′∆ +
  (3.49) 
 Chapter 3: Nonlinear Inverse Filtering Excitation Controller 61 
( ) ( )nx fd d d d q
bV E I X X E
a
′ ′∆ = ∆ −∆ − − ∆   (3.50) 
Then, (3.32) and (3.33) is illustrated as the block diagram in Figure 3.5. 
A
A
sT
K
+1∑tV∆
−
refV∆
+
sU∆
fdE∆∑
−
RsT+1
1 +
RV∆
 
Figure 3.5. Block diagram of equation (3.32) and (3.33) 
From Figure 3.5, (3.51) can be obtained as in (3.51): 
1
fd A
R S A
E K
V u sT
∆
=
∆ −∆ +
  (3.51) 
where the variation of ∆VR due to the large value for TR is negligible during the first 
few seconds after the fault. The AR model as in (3.52)-(3.54) is obtained by 
discretising (3.43)-(3.45). By predicting rotor angle and generator velocity which can 
be obtained by updating nonlinear Kalman Filter, the future values for E′q and Id can 
be obtained. 
1 1 2 3
1 (0.4977 1.486 )
0.00826k k k Kx q q q
V E E E
+ + + +
′ ′ ′∆ = ∆ − ∆ + ∆  (3.52) 
1 1 1 1
( ) ( )
k k K k
n
fd x d d d q
bE V X X I E
a+ + + +
′ ′∆ = ∆ + − ∆ + ∆  (3.53) 
1 3 2 1
1 ( 0.9336 0.3998 )
6.663k k k kS fd fd fd
u E E E
+ + + +
∆ = ∆ − ∆ + ∆  (3.54) 
Small Disturbance 
In order to evaluate the effectiveness of the proposed excitation controller to a 
small perturbation, the load of the system at the generator bus is increased by 0.1 pu 
at t=1sec for 10 cycles. At first, the predicted flux is checked with the actual flux of 
the system, to make sure that inverse filtering process produces correct 
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supplementary control input for the exciter. Figure 3.6 shows that supplementary 
control input forces the system to track the desired flux which achieves the goal of a 
decrease in the kinetic energy of the system after the fault occurrence. In stable 
conditions, and by using COI reference for the system, the value of the kinetic 
energy is zero. When a fault occurs, the kinetic energy starts increasing; damping 
power system oscillations will reduce the level of kinetic energy. In Figure 3.7 the 
effect of the controller on damping the oscillations is obvious which results in a 
lower kinetic energy for the system.  
 
Figure 3.6. Flux tracking for small disturbance 
 
Figure 3.7. Velocity of generator for small disturbance 
Large Disturbance 
The performance of the excitation controller for nonlinear conditions can be 
assessed by perturbing the system with a severe fault. The severe fault that this 
system is exposed to is a 3-phase short-circuit self-clearing fault at a generator bus 
which lasts for 150ms. The effect of the supplementary control input on velocity and 
voltage is illustrated in Figure 3.8 and Figure 3.9, respectively. Figure 3.9 implies 
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that the generator terminal voltage regains its pre-fault steady value after the fault 
clears. 
 
Figure 3.8. Generator speed for 150ms short-circuit fault 
 
Figure 3.9. Terminal voltage for 150ms short circuit fault 
As long as the controller has not exceeded its limits, flux tracking is perfect, 
but when the controller becomes saturated as in Figure 3.10, the desired flux and 
actual flux does not match exactly at saturated points. However, after the controller 
returns to its band limits, flux tracking regains its perfect matching (Figure 3.11). 
 
Figure 3.10. Control Input for 150ms short-circuit fault 
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Figure 3.11. Flux tracking for 150ms short-circuit fault 
Performance under different operating conditions 
In order to evaluate the efficiency of the controller under different conditions, two 
scenarios are created. 
Changing the Impedance of Transmission Line 
At this section reactance of transmission line is increased to X=0.34pu, to 
assess the proposed controller for this condition. Figure 3.12 shows velocity 
variations after a three-phase short circuit fault and implies the satisfactory 
performance of the controller. 
Changing Load Values 
The system is subjected to a large disturbance, and after fault clearance, the 
load of the system increased by 2+j0.5 pu. The proposed controller still maintains the 
stability of the system; Figure 3.12 compares the efficiency of the controller while 
the system is perturbed and uses this controller and also when the system does not 
use this controller. 
 
Figure 3.12. Controller performance under 2 different conditions 
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Comparison with Direct Feedback Linearisation Excitation Controller 
The performance of the proposed control approach and the direct technique are 
assessed to indicate any benefits of the inverse filtering method. Direct Feedback 
Linearisation (DFL) method is explained in-depth in [40] and in this chapter it is 
applied to SMIB test system to compare its performance with the proposed 
technique. The DFL controller decays amplitude of oscillations to 5% of its 
maximum value after 3.8s, this time, decreases to 1.7s when using the proposed 
inverse filtering controller as depicted in Figure 3.13. In addition, the proposed 
method enables the controller to regulate the voltage as well as damping inter-area 
oscillations. 
 
Figure 3.13. Rotor speed responses for a 2 pu increase in generator mechanical power for DFL 
controller and Inverse filtering controller 
In multimachine cases that are described in the following sections, poorly 
controlled inter-area modes could be aimed to increase their damping by the 
implementation of the proposed nonlinear excitation controller. Three IEEE 
benchmark systems are used to evaluate the controller for multimachine test systems. 
3.4.2 WSCC Test System 
WSCC system consists of three generators and each one is equipped with a 
first order exciter model. The values for all the parameters can be found in [39]. The 
state perturbation method is used to obtain two low damped inter-area modes as 
shown in Table 3.1. 
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Table 3.1. Inter-area modes of three-area test system 
Mode Index F (Hz) ξ 
1 1.874 0.0347 
2 1.354 0.0354 
The equivalent area parameters of each area are obtained using PMU data and 
a non-linear Kalman filter is used to estimate rotor angle and velocity. 
The next step is expressing the kinetic energy of the whole system and computing 
the desired flux for the generators in each area. By using the expression given in 
(3.28), the desired variation of flux for each generator can be obtained. 
'
1 12 1 2 13 1 3
12 13
sin ( ) sin ( )T Tq
K KE
X X
δ δ δ δ δ δ∆ = − + −      (3.55) 
'
2 21 2 1 23 2 3
12 23
sin ( ) sin ( )T Tq
K KE
X X
δ δ δ δ δ δ∆ = − + −      (3.56) 
'
3 31 3 1 32 3 2
13 23
sin ( ) sin ( )T Tq
K KE
X X
δ δ δ δ δ δ∆ = − + −      (3.57) 
where KT is chosen as 0.30. After AR and inverse filtering, the supplementary control 
input for a generator, say G1, is expressed as given in (3.60): 
1 1 21 1 1
1 ( 0.9955 )
0.0045k k kx q q
V E E
+ + +
′ ′∆ = ∆ − ∆    (3.58) 
1 1 1 11 1 1 1 1 1
( ) ( )
k k k K
p
fd x q d d d
bE V E X X I
a+ + + +
′ ′∆ = ∆ + ∆ + − ∆   (3.59) 
1 1 21 1 1
1 ( 0.8187 )
3.625k k kS fd fd
u E E
+ + +
∆ = ∆ − ∆    (3.60) 
The order of AR model is two, and to obtain ∆Efd1k+2, the desired fluxes need 
to be calculated for three steps ahead. It is notable that Id is a function of rotor angles, 
velocities and tie-line reactance [101], which are available through PMU data and 
Kalman filter. The implementation of inverse filtering excitation controller is 
illustrated in Figure 3.14.  
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Figure 3.14. WSCC test system with wide-area excitation controller 
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The system is subjected to a three-phase short-circuit self- clearing fault for 
50ms at bus 5 at t=1sec and the effect of the controller on damping inter-area modes 
is shown in Figure 3.15. The performance of the inverse filtering controller is 
compared with conventional PSS [102]. Although the PSS settings offer good 
performance, robustness and generality in the range of low-frequency modes [42], 
the proposed controller outperforms PSS. 
 
 
 
Figure 3.15. Improvement in damping due to the proposed excitation controller for WSCC test system 
for G1, G2 and G3 
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Generator flux tracking is well achieved, as shown in Figure 3.16, through the 
excitation controller. 
 
Figure 3.16. Flux tracking 
The supplementary control input variations are shown in Fig. Figure 3.17. 
 
Figure 3.17. Supplementary control inputs 
It can also be observed from Figure 3.18 that the generator bus voltages 
maintain their reference voltage. Since the desired variation of flux is a function of 
COI speed which after mitigating the oscillations becomes zero and leads into having 
zero value for the control signal. Therefore, it is expected that voltage reaches its pre-
fault value since no change is made to its reference voltage. 
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Figure 3.18. Generator Bus voltages 
Evaluating robustness of inverse filtering controller to the gain KT  
The performance of the proposed controller for different values of the gain, KT 
is evaluated for the given system. The gain of KT=0.05 is too low as its effect on the 
performance of the controller is negligible, whereas, KT=0.5, 0.8 results in 
satisfactory performance. The gain of 2 leads to poor performance. The variations of 
the velocity of generator 3 for different values of KT are illustrated in Figure 3.19. It 
is notable that the most effective value of the gain depends on the test system. 
It was found that the performance of the controller is satisfactory for any gain 
between 0.1 and 1 for the applied test systems and values in this range is used for the 
next two test power systems. 
 
Figure 3.19. Velocity of generator 3 for several values of gain KT 
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Small signal analysis 
A small signal analysis is carried out to obtain the main states that participate 
in the inter-area modes for this test system. This section verifies that the states used 
for constructing desired flux are the states that can influence the inter-area modes. It 
is known that states with highest participation factors have more influence on 
damping inter-area modes and as a result the supplementary control input should be 
related to the variations of the most participated states. The state perturbation 
technique [103] is used to perform the small signal analysis. According to this 
analysis rotor angle and velocities of generators are the states that have more impact 
on inter-area modes as shown in Table 3.2. 
Table 3.2. Normalized participation factors for inter-area modes 
Gen. 1 Eq1 δ1 ω1 Efd1 VR1 
Mode 1 0.001 0.05 0.05 0.001 0.001 
Mode 2 0.003 0.303 0.303 0.002 0.002 
Gen. 2 Eq2 δ2 ω2 Efd2 VR2 
Mode 1 0.068 1 1 0.024 0.024 
Mode 2 0.058 0.603 0.603 0.033 0.033 
Gen. 3 Eq3 δ3 ω3 Efd3 VR3 
Mode 1 0.035 0.803 0.804 0.017 0.017 
Mode 2 0.094 1 1 0.058 0.058 
It can be observed that for the first inter-area mode rotor angle and velocity of 
generators 2 and 3 have the highest participation factors. Mode shapes of generator 
rotor angles for this mode are illustrated in Figure 3.20 that shows generator one and 
2 are oscillating against generator 3. 
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Figure 3.20. Compass plot of generator rotor angles for mode one 
Mode shapes of generator rotor angles for the second inter-area mode is plotted 
in Figure 3.21 that shows generator two and three are oscillating against generator 
one. 
 
Figure 3.21. Compass plot of generator rotor angles for mode two 
The supplementary control input that is calculated is obtained based on the 
desired value for flux which is expressed as a function of rotor angles and velocities. 
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These states as shown are the states with the highest participation factors for the 
inter-area modes that can influence the damping of these modes. 
3.4.3 Two-Area, Four-Machine Kundur’s Test System 
The state perturbation method is used to calculate system eigenvalues and the 
inter-area mode is shown in Table 3.3 [1]. As it can be observed a low-damped inter-
area mode exists in this test system. 
Table 3.3. Inter-area mode of two-area test system 
Mode Index F (Hz) ξ 
1 0.5219 0.042 
Using PMU data and Kalman filter, the estimated equivalent angle and frequency 
of each coherent group is achieved and the overall figure for implementation of 
proposed excitation controller is shown in Figure 3.22. 
 
Figure 3.22. Single line diagram of the two-area test system with the wide-area excitation controller 
The desired flux for each area is calculated using (3.61) and a supplementary 
control input for each generator is obtained using inverse filtering as (3.62)-(3.64). 
The value of the constant KT is chosen as 0.1. 
1
'
1 2 1 2
12
sin( )( )
Area
T
q Area Area Area Area
KE
X
δ δ δ δ∆ = − −    (3.61) 
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1 1 1 1 21
1 ( 0.995 )
0.005k Area k Area kx q q
V E E
+ + +
′ ′∆ = ∆ − ∆   (3.62) 
1 1 1 1 11 1 1 1 1
( ) ( )
k k Area k K
p
fd x q d d d
bE V E X X I
a+ + + +
′ ′∆ = ∆ + ∆ + − ∆   (3.63) 
1 1 21 1 1
1 ( 0.4832 )
10.34k k kS fd fd
U E E
+ + +
∆ = ∆ − ∆    (3.64) 
The system is subjected to a 10 cycles three-phase short-circuit self- clearing fault 
at bus 7. The performance of the controller to track the desired flux is illustrated in 
Figure 3.23 and shows that the generators are able to track the flux.  
 
Figure 3.23. Flux tracking of G1 and G3 
The effect of the proposed excitation controller on the velocity (COI) is compared 
with conventional PSS and AVR and is shown in Figure 3.24. It can be seen that the 
controller outperforms the conventional PSS which its setting is provided in the 
Appendix. 
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Figure 3.24. Effect of the proposed excitation controller for G1 and G3 on velocity 
In addition, generator bus voltages are maintained in acceptable range after a 
severe fault occurs in the test system. Variations of generator bus voltages are 
illustrated in Figure 3.25. 
 
Figure 3.25. Generator bus voltages due to a 10 cycle three-phase short circuit fault with excitation 
controller 
3.4.4 16-Machine 68-bus test system (NY-NE) 
NY-NE test system consists of 5 coherent areas which are separated by dashed 
lines in the Figure 3.26 and coherent generators in each area are determined in Table 
3.4. This test system includes 4 inter-area modes and their frequency and damping 
are presented in Table 3.5 while PSSs are in service. It can be observed that mode 
number three has the lowest damping. A small signal analysis is performed to obtain 
states with the highest participation factor to use in the control law that leads to 
satisfactory results. 
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Table 3.4. Coherent generators in each area 
Area Index Coherent generators 
Area 1 G1 to G9 
Area 2 G10 to G13 
Area 3 G14 
Area 4 G15 
Area 5 G16 
Table 3.5. Inter-area mode of NY-NE test system 
Mode Index F (Hz) ξ 
1 0.38 0.0898 
2 0.49 0.1 
3 0.67 0.0294 
4 0.79 0.0869 
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Figure 3.26. 16-machine, 68-bus New York-New England Test system 
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Analysis of Oscillatory modes for 16-machine test system 
Small signal analysis revealed that for mode number three which has the lowest 
damping, area one oscillates against area two which can be concluded from the mode 
shapes of generator velocities for this inter-area mode in Figure 3.27 where blue 
vectors are for generator velocities in area 1 and red vectors are generator velocities 
from area 2. It is discovered that velocities and rotor angles have the most impact on 
this inter-area mode where the values for participation factors of generator velocities 
are illustrated in Figure 3.28. 
 
Figure 3.27. Compass plot for mode shapes of velocities for mode number three 
 
Figure 3.28. Participation factor of generator velocities for Mode number 3 
A comprehensive analysis revealed that for inter-area mode 1 which has the 
lowest frequency of inter-area oscillations, area 1 and 2 constructed a larger group 
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and are oscillating against area 3,4 and 5. The most important states and also the 
areas that are oscillating against each other are depicted in Table 3.6. The same 
analysis for other low-frequency oscillatory modes is performed to ensure that all 
inter-area modes are considered and it is shown that these modes are local modes 
since generators in one area are oscillating against each other (Table 3.7). 
Table 3.6. Most participated states for each inter-area mode 
Inter-Area 
Modes 
Area(s) oscillating against each 
other 
Most participated states in order 
1   (0.38Hz) A1&A2≠A3&A4&A5 δ15, δ14,ω13, δ16, ω15, ω14, ω16, ω13, 
ω6 
2   (0.49Hz) A3≠A5 δ16, ω16, ω14, δ14 
3   (0.67Hz) A1≠A2 δ13, ω13, ω6, ω5, δ12, ω7, ω4, δ6, ω9 
4   (0.79Hz) A4≠A3&A5 ω15, δ15, δ14, ω14, δ16, ω16 
Table 3.7. Most participated states for local modes 
Local Modes Generator(s) oscillating against each other Most participated states in order 
5…(1.092Hz) G1-G8≠G9 δ9, ω9, δ2, ω2 
6…(1.18Hz) G4&G5≠G6&G7 δ5, ω5, δ6, ω6, δ7, ω7, δ4, ω4 
7…(1.36Hz) G1&G8≠G2-G7& G9 ω8,δ8,δ9 
8…(1.48Hz) G6≠G7 δ7, ω7 ,δ6, ω6 
9   (1.53Hz) G4≠G5 δ4, ω4 ,δ5, ω5 ,δ7, ω7 
10..(1.73Hz) G1≠ G2-G9 ω1, δ8 
Applying nonlinear excitation controller for NY-NE test system 
In order to carry out the identification task and to use the outcome in the 
Kalman filter, several PMUs should be installed in this test system [96]. The PMUs 
are installed at generator buses G1, G3, G5, G7, G9 from area 1, G10 and G12 from area 
2 and G14, G15 and G16 from areas 3,4 and 5, respectively. The installed PMUs at 
selected generators provide sufficient observation of the whole test system. The 
PMUs installed on generator buses record the angle of each generator which are used 
to identify the tie-line reactances, damping and inertia of each area and finally leads 
into having COI velocities and angles of the coherent areas by using the proposed 
Kalman filter in [96]. These are the variables that are required to obtain desired flux 
for each area. Given the values for desired fluxes, a supplementary control input for 
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each generator can be calculated. The 16-generator New York-New England (NY-
NE) system has 4 lumped generators which are the equivalent for a set of generators 
and as a result, these generators are not equipped with exciters, since it is not 
practical to have exciters for such big size generators. The rest of generators which 
are G1 to G12 are using static exciters which have KA=100 and Ta=0.01 as used in 
[103]. Therefore, only generators in area 1 and 2 are benefiting from the excitation 
controller. 
As mentioned, mode number three is the mode that is caused by oscillating 
generators in area one and two against each other and has the lowest damping. Since 
the proposed excitation controller is installed on generators in area one and two, it is 
expected that it should mostly be helpful in increasing the damping of this mode. 
This test system has also 12 PSSs on generators G1 to G12 which without them 
unstable eigenvalues emerge. For demonstrating the impact of nonlinear excitation 
controller, all PSSs are out of service and replaced with our proposed excitation 
controller. Desired fluxes for generators in Area 1 and Area 2 are calculated using 
(3.65) and (3.66). Since Area 1 is just connected to Area 2, it just has one term. 
However, Area 2 is connected to two other areas (Area3 and Area 5). The gain KT is 
assumed to equal to 1 to provide required supplementary control inputs for 
generators and also avoid excessive saturation for control action. The procedure of 
calculating desired flux and supplementary control input are similar to the two cases 
described for the two area test system and the WSCC test system. 
1 1 2 1 2
12
sin( )
A
T
q A A A A
KE
X
δ δ− −′ =     (3.65) 
2 2 1 1 2 2 3 2 3 2 5 2 5
12 23 25
sin( )( ) sin( )( ) sin( )( )
A
T T T
q A A A A A A A A A A A A
K K KE
X X X
δ δ δ δ δ δ− − − − − −′ = + +    (3.66) 
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The test system is subjected to 50ms three-phase short circuit self-clearing fault 
at bus 8 in Area 1 which is connected by a tie-line to bus 9 in Area 2. This fault 
excites the inter-area modes, especially the one in which its most participated states 
are velocity and rotor angles of area 1 and 2. The COI velocities of area 1 and 2 show 
that at this inter-area mode frequency, these two areas are oscillating against each 
other. All of the excitation controllers are installed on generators in these two areas 
and the effect of them could be more obvious on these two COI velocities. 
The proposed controller has damped inter-area oscillations as shown in Figure 
3.29 which illustrates the variations of generator velocities with and without the 
controller for G1 to G16. It is illustrated in Figure 3.29 that the power system is not 
stable when the proposed excitation controller is out of service. To show the 
effectiveness of the proposed controller clearly, the COI velocities for all coherent 
areas for both cases including without (Figure 3.30) and with (Figure 3.31) proposed 
excitation controller and also while equipping the system with PSS (Figure 3.32) are 
illustrated. The settings for the PSSs are obtained from the Power System Toolbox 
(PST) database [104] and also are provided in the appendix and the input of all PSSs 
are rotor speed deviation. It can be observed in Figure 3.30 that equivalent velocities 
of area 1 and 2 are not damped effectively when the proposed controller is not 
applied. The impact of equipping excitation systems with the proposed controller is 
significant and can alleviate the inter-area oscillations effectively. 
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(a) 
 
(b) 
Figure 3.29. Generator velocity variations a) without controller and b) with controller 
 
Figure 3.30. Area velocity variations without controller 
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Figure 3.31. Area velocity variations with controller 
 
Figure 3.32. Area velocity variations with PSS 
To ensure that inverse filtering has performed its duty perfectly, flux tracking 
and control input for generator 1 is shown in Figure 3.33 and Figure 3.34, 
respectively. 
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Figure 3.33. Flux tracking 
 
Figure 3.34. Supplementary control input 
Evaluating the performance of the controller for a different operating point 
In order to verify that the controller is capable of achieving satisfactory results 
under different operating conditions, a new test case is considered. The active power 
of buses 7 and 31 are increased by 50% which become 1.17 pu and 0.56 pu, 
respectively, and the active power of bus 51 is increased by 100% which results in a 
3.37 pu increase of its initial active power. Figure 3.35 shows the performance of the 
controller for the same three-phase fault used for the previous operating condition. 
As it can be observed in Figure 3.35, the proposed controller has damped out power 
oscillations significantly. 
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Figure 3.35- Generator velocity variations with controller for a different operating 
condition 
 
Impact of time delay 
Two different kinds of communication channels are available to transmit 
remote global signals [36]; the first one is a dedicated communication channel which 
causes a constant time delay and the second one is open communication network 
which introduces time-varying delay. Time delay varies from 10 milliseconds to 
even 1 second in the worst case [105]. In order to make sure that the performance of 
the controller remains effective in the range of time delay for the data received from 
PMUs, it is assumed that the excitation controller receives data with a latency of 
100ms which is a normal delay for WAMS [106]. 
This amount of delayed input signal for the excitation controller does not 
deteriorate the satisfactory performance of the proposed excitation controller and it 
still damps low-frequency inter-area oscillations well up to 200ms. However, 
increasing latency to 300ms causes under damped low-frequency oscillations and 
time-delays of more than 320ms destabilize the power system. The variations of 
velocity of area 1 and 2 are illustrated in Figure 3.36 and Figure 3.37, respectively, 
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for several values of time delay. It can be concluded that the proposed excitation 
controller is robust to the standard range of time delay associated to WAMS. 
 
Figure 3.36. COI velocity variations for various time delays for area 1 
 
Figure 3.37. COI velocity variations for various time delays for area 2 
3.5 CONCLUSIONS 
In this chapter, a new method for controlling excitation system is proposed to 
damp inter-area oscillations without impairing bus voltages regulations. Wide-area 
measurement system is employed by using installed PMUs in each area and a non-
linear Kalman filter is applied to determine the equivalent area parameters. The 
proposed controller is a measurement based controller which by using the data 
obtained from PMUs provides supplementary control inputs for synchronous 
generator excitation systems. The desired generator flux for each area is calculated 
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using the kinetic energy function approach. The expression achieved for the desired 
flux is a function of rotor angle and velocity of generators. It is revealed that these 
states have the highest impact on inter-area modes which is verified by performing 
the small signal analysis. Having the desired generator fluxes, the supplementary 
control input for each generator is obtained using inverse filtering. The efficacy of 
the proposed method is verified on four well-known test systems. The proposed 
excitation controller provides a significant improvement in damping inter-area modes 
while maintaining the generator bus voltages within limits. Saturation of generator 
flux which is one of the nonlinearities is considered to provide more applicable 
results. The communication time-delay of remote signals is also incorporated and it 
is found that the proposed controller is effective in damping the inter-area 
oscillations for the expected range of delays.  
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Chapter 4: Damping Inter area oscillations 
by controlling Induction motor 
power using SVC 
4.1 INTRODUCTION 
Induction motors are a considerable portion of the entire load in interconnected 
power systems which are becoming larger in the content of modern industrial sectors. 
Studies on load composition ascertained that induction motors comprise 78 percent 
of industrial loads, 43 percentage of commercial loads and 37 percent of residential 
loads. The residential load is more than fifty percentage of total electric load [107]. 
Induction motor loads affect the dynamic behaviour of power systems in terms of 
rotor angle stability and voltage stability as well as diminishing damping of power 
system oscillations requiring more time to reach steady state [108]. Therefore, 
controlling induction motors can improve dynamic stability of the power system. 
Deficiency in supplying a good control for induction motors have caused many 
major blackouts throughout the world [109] which is due to electrical power shortage 
for providing required mechanical load [76]. This phenomenon is associated with 
increased real and reactive power drawn by motors [110] and this increases the 
voltage drop in areas of power system [111]. The problem of load modelling and 
voltage stability have been analysed thoroughly in the literature [87, 112-115]. 
However, Induction motors also influence the damping of inter-area modes. Two 
major incidents in WSCC system justifies the impact of induction motor loads on 
power system oscillation damping. The first incident happened on 10th of August 
1996 when the WSCC system collapsed due to emerging an inter-area mode with 
negative damping [89]. The second incident which occurred on 4th of August 2000 
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caused separation of Alberta from WSCC and created some low damped inter-area 
oscillations with the frequency of 0.2-0.3 Hz as seen in field measurements. These 
two major faults could not be reproduced in simulations by ignoring dynamic 
modelling of induction motor loads; this shows the influence of induction motor 
loads on low-frequency oscillations. The effect of induction motor loads is also 
expressed in [114], on the damping of the Brazilian North-South inter-area mode. 
These events state that controlling induction motor power is of benefit to damping 
electromechanical oscillations. 
The basic idea is to modulate real power loads that can influence real power 
variations during low-frequency electromechanical oscillations. This chapter 
proposes a method to control induction motor loads using an SVC to damp out inter-
area oscillations. The SVC is installed in parallel with induction motor load and by 
designing a controller for the SVC, the electrical power of the induction motor is 
adjusted to a specific value for each sampling time. This value will be generated by 
applying a supplementary control signal and leads into damping enhancement of 
low-frequency oscillations. 
4.2 UNCONTROLLED INDUCTION MOTOR 
The relationship between electromagnetic torque and motor slip is expressed in 
(4.1). Based on this equation the graph of Te vs. sm is plotted in Figure 4.1. It can be 
shown that by increasing load torque, Te also increases as long as it has not reached 
its maximum and slip will also increase consequently. It means that rotor resistance, 
rr/s, decreases and as a result rotor current increases. If load torque increases more 
than Tmax, then air gap flux starts decreasing and Te will also reduce. Under this 
circumstance, although rotor current is still increasing due to the rotor slip decline, 
the electromagnetic torque decreases which causes motor heating [116]. In this 
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operating condition, the reactive component of motor current increases and results in 
absorbing more reactive power which leads to decreasing its voltage and also its 
speed. Using SVC provides required reactive power and control induction motor 
voltage and speed. Therefore, by applying and controlling SVC, the output power of 
induction motor can also be controlled. In this chapter by using SVC, voltage of 
induction motor is controlled to have desired variations for the electrical power of 
induction motor. 
2
2 2
3
[( ) ( ) ]
r s
e
m s s r m s r
r VT
s r r s X Xω
=
+ + +
      (4.1) 
 
Figure 4.1. Torque-slip characteristic [116] 
4.2.1 Induction Motor Modelling 
In this study, for the purpose of time-domain simulations, the induction motor 
is modelled in dq-axis model. Space vector model is also another well-known 
dynamic model for an induction motor which uses complex numbers and variables 
with compact mathematical expressions [117]. Both dq-axis model and space vector 
model are equally valid, however in this research, the dq-axis model is applied which 
uses synchronous rotating reference frame. A complete model of an induction motor 
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is of the order of 5 which consists of differential equations as expressed in (4.2) to 
(4.6). 
( )qs sb qs ds mq qs
b ls
d rv
dt x
ψ ωω ψ ψ ψ
ω
 
= − + − 
 
     (4.2) 
( )ds sb ds qs md ds
b ls
d rv
dt x
ψ ωω ψ ψ ψ
ω
 
= − + − 
 
     (4.3) 
( )qr r rb qr dr mq qr
b lr
d rv
dt x
ψ ω ω
ω ψ ψ ψ
ω
 −
= − + − 
 
    (4.4) 
( )dr r rb dr qr md dr
b lr
d rv
dt x
ψ ω ω
ω ψ ψ ψ
ω
 −
= − + − 
 
    (4.5) 
( )
2
br
e L
d T T
dt H
ωω
= −   (4.6) 
where ψqs, ψds, ψqr and ψdr, denote d and q flux components for stator and rotor 
respectively, vds, vqs, vdr, vqr state d and q components of stator and rotor voltages 
respectively. rs, xls, rr and xlr are resistance and reactance of stator and rotor circuits, 
respectively. Te and TL are electromagnetic torque and mechanical load torque. 
Mutual flux linkage of d and q axis are also defined as (4.7) and (4.8). 
( )ds drmd ad
ls lr
X
x x
ψ ψ
ψ = +         (4.7) 
( )qs qrmq aq
ls lr
X
x x
ψ ψ
ψ = +         (4.8) 
Algebraic equations of the induction motor are also given as (4.9) to (4.12). 
1 ( )qs qs mq
ls
i
x
ψ ψ= −         (4.9) 
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1 ( )ds ds md
ls
i
x
ψ ψ= −         (4.10) 
1 ( )qr qr mq
ls
i
x
ψ ψ= −         (4.11) 
1 ( )dr dr md
ls
i
x
ψ ψ= −         (4.12) 
The load torque is assumed a linear load as in (4.13) which can be interpreted 
as a fan load. 
L rT Bω=          (4.13) 
The transients of rotor speed are considered slow transients, compared to stator 
and rotor flux transients and since in this study low-frequency oscillations are 
analysed, the derivative of stator and rotor fluxes are assumed to be zero. After 
considering this assumption, the first order model of the induction motor which is 
based on the rotor speed is applied to represent the dynamics of the induction motor 
and is illustrated in Figure 4.2. 
 
Figure 4.2. First-order model of induction motor 
4.3 SVC LOAD MODULATION 
In the occurrence of disturbances, to avoid cascading outages and prevent 
catastrophic failures, load shedding is a choice used widely in the operation of power 
system [118, 119]. Load modulation or load control is an alternative approach to 
jXr jXs Rs
Rr/s
jXm
V 
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avoid load shedding and also alleviate electromechanical oscillations if controlled 
properly, this control will improve thermal transfer capacity of transmission lines. 
Load modulation can be applied by having controllers at several locations to damp 
the same mode or different modes [120, 121]. However, using several controllers for 
damping electromechanical modes requires considering the interaction between 
controllers to secure the effectiveness of the controllers [122]. It is also stated in the 
literature that load modulation for damping electromechanical oscillations is possible 
through voltage control [123]. An SVC can damp electromechanical oscillations both 
directly and via control of voltage sensitive loads [124]. It has been proven that real 
power modulation is more robust to direction change of power flows than control of 
reactive flows [125]. As a result, real power loads are better options for modulation 
to damp electromechanical oscillations if tuned appropriately. In this study, an SVC 
is used for induction motor modulation through variations of motor bus voltage to 
control its electrical power. 
4.3.1 SVC Modelling 
An SVC can consist of m thyristor switched capacitors (TSCs), one thyristor 
controlled reactor (TCR) and harmonic filters, the capacity of the TCR is usually 
chosen as 1/m of the SVC rating [126] to that the total device can have effectively 
linear control of reactive power. However, for stability studies, a Phasor model of 
SVC is a sufficient and detailed representation of TCSs and TCR is not required. In 
this study, the SVC is modelled as a fixed capacitor connected in parallel with a 
linearly controlled TCR [126]. The effective reactance of the TCR is a function of 
thyristor’s firing angle. As a result, the SVC can be assumed as a continuously 
controlled shunt susceptance to the system with a block diagram as shown in Figure 
4.3 and its dynamics is expressed by (4.14) [127]. 
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min max( ) ,svcsvc svc ref svc svc svc svc svc
dBT K V V B B B B
dt − −
= − − ≤ ≤    (4.14) 
where Bsvc denotes SVC susceptance, Tsvc states SVC time constant, Ksvc is the SVC 
gain and Vsvc is the SVC terminal voltage. 
b
p
sT
K
+1
m ax−SVCB
min−SVCB
refV
SVCV
SVCB
 
Figure 4.3. Block diagram of SVC 
The reactive power supplied by the SVC is BsvcV2svc, which is injected into the 
system to provide voltage support and in the case of applying appropriate control for 
SVC, by means of using a supplementary control input, damping enhancement can 
also be achieved. The SVC can be operated in either voltage regulation mode or Var 
control mode depending on the objective of the SVC. While the SVC is operating in 
voltage regulation mode, it follows the V-I characteristic illustrated in Figure 4.4. 
The SVC voltage is regulated at Vref as long as the susceptance of the SVC remains 
between the limits of the SVC susceptance which are determined by the maximum 
capacity of the installed capacitor and the TCR. 
 96 Chapter 4: Damping Inter area oscillations by controlling Induction motor power using SVC 
Bc-max
Bl-max
V
Vref
I
I-Inductive-maxI-Capacitive-max  
Figure 4.4. SVC V-I characteristic 
4.4 CONTROLLED INDUCTION MOTOR 
The SVC provides the possibility of controlling voltage of induction motor. 
Considering the case that the SVC is connected to the same bus as induction motor; 
when the load torque of induction motor increases, the motor bus voltage starts 
decreasing and the motor will also decelerates. Installing the SVC at the same bus 
controls the bus voltage and avoids substantial drops in the voltage and speed of the 
induction motor [116]. 
In this study, the objective is damping inter-area oscillations by controlling the 
electrical power of an induction motor. As it is expressed in (4.15), after ignoring the 
stator resistance, the output power of induction motor is related to its voltage. It has 
been shown in [128] that active power can be obtained from (4.15) and then by 
linearising this equation around operating point, the transfer function between the 
output voltage and induction motor voltage in Laplace domain is achieved. 
2
m
e
r
s V
P
r
          (4.15) 
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0 0
2
2 ( 2 )
( 2 / 2 )
qs me
qs r qs r b
V s s B HP
V r s B H V Hrω
+∆
=
∆ + +
      (4.16) 
where s is Laplace symbol and H is motor inertia. (4.16) can be changed to (4.17) 
where KIM is the gain of the transfer function and bIM and aIM are zero and pole of the 
obtained transfer function. 
I ( )
( )
e M IM
qs IM
P K s b
V s a
∆ +
=
∆ +
        (4.17) 
The achieved transfer function is used in this study as the relationship between 
the electrical power of induction motor and its voltage in Laplace domain. 
4.4.1 Inverse filtering approach 
According to the inverse filtering technique, the reference output of the system 
can be set to a desired value, if an appropriate input signal provided. To this end, an 
expression between the input and output of the system is required which can be 
obtained using differential and algebraic equations of the system. Then, by 
discretising and inversing the obtained expression the input for the system can be 
achieved using the desired value of the system output which guarantees to satisfy the 
objective. The expression between the input and output of the system used in this 
study is shown in (4.17). It is preferable to discretise the obtained transfer function in 
(4.17) to achieve an AR model. However, for this case the obtained AR models do 
not provide sufficient accuracy and do not match with its equivalent continuous 
model. Therefore, the discretised model is attained using Auto-Regressive Moving 
Average (ARMA) model. A general model of ARMA can be expressed as (4.18). 
1 1( ) ( ) ... ( 1) ( ) ... ( 1)n my k a y k n a y k b u k m b u k= − − − − − + − + + −    (4.18) 
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For the purpose of controlling the SVC voltage which is equal to the induction 
motor voltage, the desired value for the variation of induction motor output power 
for the next sampling time is required to be obtained. Depends on the order of 
achieved ARMA model, values of Pe for different time-samplings need to be used. 
Then the ARMA model calculates required variation of induction motor voltage for 
next sampling time. These voltage variations ensure obtaining the desired variations 
of the motor electrical power. Installing the SVC on the motor bus supplies the 
required reactive power to the motor bus to obtain the required variations. A first 
order model of SVC which the correction voltage is shown as us is illustrated in 
Figure 4.5. 
1
svc
svc
K
sT+
m ax−SVCB
min−SVCB
refV
SVCV SVCB
su  
Figure 4.5. SVC diagram with supplementary control signal 
Power system model that is applied to evaluate the performance of the 
proposed SVC controller is depicted in Figure 4.6 and its data is available in the 
appendix. A Flux decay model is used for modelling synchronous generators and a 
first order exciter is applied for the excitation system. 
'
' ' '( ( ( )) ( ) ) /qi E qi qi di di di fdi doi
dE
S E E X X I E T
dt
′= − − − +     (4.19) 
i
i s
d
dt
δ
ω ω= −         (4.20) 
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' '
1
sin
( ( )) /
n
qj qi iji
mi i i s i
j ij
E Ed P D J
dt X
δω
ω ω
=
= − − −∑    (4.21) 
( ( )) /fdi fdi Ai refi ai
dE
E K V T
dt
= − +        (4.22) 
( ( )) /Ri Ri refi ti Ri
dV V V V T
dt
= − + −       (4.23) 
where n is the number of generators, E′qi, δi, ωi, Efdi, VRi  are the states of the system 
and represent q component of internal voltage of the generator, rotor angle, machine 
speed, field voltage and exciter input, respectively. Xdi and X′di state direct-axis 
synchronous and transient reactances respectively and Xqi is called quadrature-axis 
reactance. T′doi represents open-circuit d-axis transient time constant, ωs is 
synchronous speed, Ji is the inertia, Di is damping coefficient and Rsi is stator 
resistance. Pmi represents mechanical power, KAi and Tai are the gain and time 
constant of the exciter and Vrefi denotes reference voltage. 
G1
G2
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X1 X2
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4 5
L  
Figure 4.6. Single line diagram of two machine test system with SVC and induction motor 
The First step is obtaining desired variations of the output power of induction 
motor so that inter-area oscillation (the proposed test system has just one inter-area 
mode) receives sufficient damping. In order to obtain the states that can be influential 
to be considered in the process of obtaining a supplementary control signal, the small 
signal analysis is carried out. 
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4.4.2 Small signal analysis 
It is investigated that the control signal used for damping inter-area oscillations 
can be obtained based on the system states that have the most influence on the mode 
of interest [129]. It means that the states with the highest participation factors can be 
applied for obtaining supplementary control signal since they can affect the targeted 
low-frequency oscillatory mode. In the test system that is employed in this chapter, 
an inter-area mode as stated in Table 4.1 exists and this can be observed in the 
oscillations of rotor speed of generators.  
Table 4.1. Inter-area mode information 
 eigenvalue frequency 
Inter-area mode -0.5061±j9.98 1.58Hz 
The mode-shapes of this mode for the states with the highest participation 
factors are depicted in Figure 4.7. It is illustrated that rotor speed of generator 1 and 
2 are enough out of phase with each other that it can be interpreted that they are in 
two separate coherent areas. Normalized participation factors for this inter-area mode 
are expressed in Table 4.2 and it shows that the most influential states for this mode 
are angle and velocity of generators. As it will be declared in this chapter the 
supplementary control input is achieved based on the desired variations of induction 
motor power which is obtained in (4.33) and calculated using velocities of the 
generators. 
Table 4.2. Participation factor for inter-area mode 
States ∆Eq1 ∆δ1 ∆ω1 ∆Efd1 ∆VR1 ∆ωim 
Participation Factor value 0.1319 1 1 0.11 0.0066 0.0001 
States ∆Eq2 ∆δ2 ∆ω2 ∆Efd2 ∆VR2 ∆B 
Participation Factor value 0.0062 0.5365 0.5312 0.0051 0.0013 0.0001 
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Figure 4.7. Compass plot of speed eigenvector components 
4.4.3 Desired variations of induction motor power 
Total kinetic energy of the whole system can be obtained using (4.24) and its 
derivative is (4.25) where by replacing terms from the swing equations in (4.21), the 
derivative of kinetic energy can be expressed as (4.26). 
2
1
1
2
n
KE i i
i
V J ω
=
= ∑         (4.24) 
1
n
KE i i i
i
V J ω δ
=
=∑           (4.25) 
1
( ( ))
n
KE mi ei i i s i
i
V P P D ω ω δ
=
= − − −∑        (4.26) 
By considering the assumption that the power deviations of synchronous 
generators should be a coefficient of the variation of the induction motor power and 
write the equations based on that: 
1 1 2 2,im imP K P P K P∆ = ∆ ∆ = ∆       (4.27) 
where K1 and K2 are defined in (4.28): 
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1 1, 1, 1, 1, 2 1( ) / ( ), 1real time steady real time steadyK P P P P K K− −= − + = −   (4.28) 
At this stage, by substituting (4.27) in (4.26) and differentiating from (4.26) 
with respect to ∆Pim, (4.31) is achieved. 
1 1 1 1 1 2 2 2 2 2( ( )) ( ( ))KE m s m sV P P D P P Dδ ω ω δ ω ω= − − − + − − −     (4.29) 
1 1 1 1 1
2 2 2 2 2 2
( ( )) ...
( ( ))
KE m im s
m im s
V P K P D
P K P D
δ ω ω
δ ω ω
= − ∆ − − +
− ∆ − −


     (4.30) 
1 1 2 2
KE
im
V K K
P
δ δ
∂
= − −
∂∆

          (4.31) 
The objective is maximizing reduction rate of kinetic energy by changing the 
active power of induction motor. The maximizing reduction rate of kinetic energy 
means that electromechanical oscillation damping will be enhanced. It is due to the 
fact that variation of kinetic energy is zero just before subjecting the system to a 
fault. But after the fault, the total kinetic energy of the system starts increasing. 
Therefore, variations of the induction motor power should be chosen in such a way 
that maximizes the rate of reduction of kinetic energy. Using (4.32) can provide this 
aim. 
1 1 2 2( )im TP K K Kδ δ∆ = +         (4.32) 
By simplifying the expression imP∆ can be evaluated from (4.33) which by 
predicting the velocity of generators for the next sampling time, the desired 
variations of induction motor power is obtained.  
2 1 1 2( ( ))im TP K Kδ δ δ∆ = + −          (4.33) 
The variations of the obtained desired power of induction motor can provide 
the required variations in the input voltage of the SVC. Since the desired variation of 
  
Chapter 4: Damping Inter area oscillations by controlling Induction motor power using SVC 103 
the induction motor power is a function of generator velocities from both areas which 
requires remote signals, the controller which is installed on the SVC will be a wide-
area controller. As it is known, changes of the input voltage of the SVC determines 
required injection or absorption of reactive power which this change varies the 
voltage of SVC bus again. This effect is illustrated in Figure 4.8. Therefore, in the 
process of inverse filtering, this change should also be considered which is expressed 
by F. 
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Figure 4.8. SVC with the effect of feedback loop 
By using the transfer function expressed in (4.17) and Figure 4.8, overall 
structure for the inverse filtering for this part can be achieved. 
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Figure 4.9. Induction motor inverse filtering 
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As it can be observed in Figure 4.9, the variations of the voltage obtained from 
desired induction motor power are equal to the summation of SVC voltage deviation 
and the supplementary control signal. By discretising (4.17), ∆V for the next 
sampling time is calculated. The discretised transfer function should provide same 
frequency response for the frequency range of interest to assure appropriate inverse 
filtering. Since inter-area frequencies are less than 2Hz, it is important to have 
accurate transfer function for frequencies between 0.1-2 Hz. The inverse filtering for 
this part consists of two separate parts. The first part is a discretised version of (4.17) 
using ARMA model and the second part is for obtaining impact of F function which 
is shown in Figure 4.9. In order to obtain the second transfer function, a normalized 
random noise is used as us and the SVC voltage is considered as output. Using this 
input and the output, a numerical transfer function is acquired. Using a combination 
of these two transfer functions, an appropriate expression for obtaining SVC control 
signal can be achieved. This control signal by changing SVC voltage and 
consequently induction motor voltage assigns the output power of induction motor to 
its predetermined value. The obtained value for the active power of induction motor 
leads into damping inter-area oscillations by maximizing the rate of reduction of the 
total kinetic energy of the system. 
4.4.4 Discretising transfer function 
The continuous transfer function obtained in (4.17) is discretised using 
“invfreqz” command in Matlab which calculated for 1/H where H is the continuous 
transfer function. The advantage of using this command is to ensure that it is stable 
and none of its poles are out of the unity circle in the discretised domain. Moreover, 
a vector of weighting factors is used to match discretised transfer function with a 
continuous transfer function for the frequency range of interest. Although it is more 
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desirable to have an AR model, it is more important to achieve a discretised transfer 
function that matches its continuous one. It is discovered that converting the transfer 
function to an AR model cannot provide enough accuracy for this case. As a result, 
an ARMA model is suggested for the required discretised transfer function. It is 
found that the minimum order of a transfer function that provides a satisfactory result 
for this case is of the order of three. The bode diagram of the obtained transfer 
function and the continuous transfer function is shown in Figure 4.10. For the test 
system used here, has its discretised transfer function computed as in (4.34) with 
sampling frequency of 20Hz and the poles of this transfer function are shown in 
Figure 4.11. In addition, the stability of the discretised transfer function can be 
enforced during the process of discretisation. It is notable that numerator and 
denominator of the obtained transfer function can be reformed so that just one step 
ahead of desired induction motor output power is required. The values required to be 
calculated for the next sampling time is obtained here by using projection which runs 
the simulation in forward time for one sampling time. 
1 2
1 2
( ) 0.1543 0.07863 0.004801 0.0301474
( ) 0.3345 0.5898 0.06im
V z z z z
P z z z z
− −
− −
∆ − − +
=
∆ − − +
   (4.34) 
After re-arranging (4.34), the expression that leads into calculating a control 
signal for the SVC is stated in (4.35). 
1 1 21
1 2
0.1543 0.07863 0.004801 0.03014 ...
0.3345 0.5898 0.06
k k k kk im im im im
k k k
V P P P P
V V V
+ − −+
− −
∆ = ∆ − ∆ − ∆ + ∆
+ ∆ + ∆ − ∆
 (4.35) 
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Figure 4.10. Comparison between continuous and discretised transfer function 
 
Figure 4.11. Pole map for discretised transfer function 
∆Vk+1 is the summation of changes of the SVC voltage for the next sampling 
time and the changes are added to the SVC input (
1ks
u
+
∆ ). To obtain an exact value 
for the supplementary control signal 
1ksvc
V
+
∆ needs to be computed. Using numerical 
transfer function which is expressed by G in (4.36), 
1ksvc
V
+
∆ can be obtained based on
1ks
u
+
∆ . 
( )svc
s
V G z
u
∆
=
∆
         (4.36) 
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1 1 1 11 1k k k kk svc s s k svc
V V u u V V
+ + + ++ +
∆ = ∆ + ∆ → ∆ = ∆ −∆    (4.37) 
4.4.5 Numerical Transfer Function 
The deviations of the input voltage of the SVC determine its output 
susceptance and changes in output susceptance affect the SVC voltage. Therefore, 
there is a feedback loop between SVC susceptance and its input voltage which 
represented by F in Figure 4.9. In order to achieve a numerical transfer function 
between the supplementary input signal and SVC voltage a random noise is injected 
as a supplementary control signal and by using ”ident” tool of Matlab the numerical 
transfer function is calculated. This tool provides the possibility of increasing the 
accuracy of the obtained transfer function to fit input data for a frequency range 
which is important. It is preferable to have a low order for the obtained transfer 
function model and a first order transfer function is considered as the first option. 
Achieved transfer function is expressed in (4.38) which by feeding it with a 
normalized noise as input and comparing generated output with the actual output of 
the system, acceptable matching between them is achieved as shown in Figure 4.13. 
The sampling frequency used for discretization is 20Hz. The simulations results 
which are depicted in the next section verify that achieved numerical transfer 
function is acceptable. 
1 1
( ) 0.09249 0.09249 0.09082
( ) 0.09082 k k k
svc
svc s svc
s
V z z V u V
u z z + +
∆ −
= → ∆ = − ∆ − ∆
∆ +
  (4.38) 
Substituting (4.38) in (4.37), a supplementary control input for the SVC is 
obtained. 
1
1 0.09082
1 0.09249
k
k
k svc
s
V V
u
+
+∆ + ∆∆ =
−
       (4.39) 
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where ∆Vk+1 is calculated in (4.35) and therefore supplementary control input for the 
SVC in the test system is calculated. 
 
Figure 4.12. Supplementary Control input as random noise and its resultant SVC voltage 
 
Figure 4.13. Comparison between simulated output using numerical transfer function and actual 
output 
4.4.6 Simulation results 
The system illustrated in Figure 4.6 is subjected to a three phase self-cleared 
short-circuit fault at bus 2 for 4 cycles and speed of synchronous generators and also 
rotor speed of induction motor is illustrated in the Figure 4.14 and Figure 4.15. It is 
obvious that the proposed SVC controller damped inter-area oscillations 
significantly. Moreover, the SVC voltage and SVC output susceptance as shown in 
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Figure 4.16 and Figure 4.17 obtain their steady state values after the oscillations 
subside since no change has been made in the configuration of the test system.  
 
Figure 4.14. Synchronous generator speed variations with and without SVC controller 
 
Figure 4.15. Induction motor speed variations 
 
Figure 4.16. SVC voltage with and without controller 
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Figure 4.17. SVC susceptance variations with Controller 
4.4.7 Power Tracking 
As discussed in the previous chapter, it is required to verify the validity of the 
inverse filtering process. It can be performed by comparing the obtained desired 
value of the objective variable with its actual value. It means that if desired value of 
the objective variable and its actual is equal to each other for the periods that control 
input is not saturated, inverse filtering is acquired appropriately. This section is 
similar to the flux tracking of the previous chapter which for excitation controller, a 
variable that needs to be set to a specific value for next sampling time is generator 
flux and for SVC control, this variable is an active power of induction motor. 
Therefore, to make sure that the generated control signal has produced desired 
variations in output power of induction motor, actual variations of Pim and desired 
variations of Pim which is obtained from (4.33) is compared in Figure 4.18. It can be 
observed that actual variation of the induction motor power tracks its desired value 
(reference value). The required supplementary control signal for the illustrated power 
tracking is depicted in Figure 4.19 which becomes zero as power oscillations damp 
and the system reaches its steady state value. 
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Figure 4.18. Induction motor power tracking 
 
Figure 4.19. Supplementary control input for the SVC 
4.5 CONCLUSIONS 
Induction motors comprised a substantial portion of electric loads and applying 
appropriate strategies for controlling them can enhance the stability of the power 
system. In this chapter, damping of inter-area oscillations is achieved by controlling 
the output power of the induction motor. The desired value for induction motor 
output power is obtained by maximizing the rate of reduction of the total kinetic 
energy of the system. The achieved desired Pim variation is a function of the 
synchronous generator speeds which are the most participated states in the inter-area 
mode for the employed test system. Then, the inverse filtering technique is applied to 
obtain a transfer function between induction motor output power and the 
supplementary control input of the SVC. The main differences between obtained 
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transfer function for SVC control and excitation control are as the following. First of 
all, the obtained transfer function by discretisation is an ARMA model which for the 
excitation controller, an AR model was acquired. Second, the inverse filtering for 
this part is a combination of using a numerical transfer function and an algebraic 
transfer function using the relationship between voltage and power of the induction 
motor, while in chapter three, inverse filtering was performed by just using algebraic 
and differential equations of the model. This is due to the fact that in the SVC by 
changing its voltage, the output susceptance changes and again changing the 
susceptance results in voltage variations. This interaction makes a feedback loop 
between the SVC susceptance and the voltage. The impact of this feedback is 
considered using numerical transfer function. SVC is used to modulate the active part 
of the load which is induction motor in this case. It is shown that by controlling the 
induction motor using SVC controller, inter-area oscillations are damped 
significantly. 
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Chapter 5: Additional Application of 
Inverse Filtering Technique: 
DFIG Wind Farms 
5.1 INTRODUCTION 
During the last decade, the demand for renewable energies has increased 
significantly due to the rapid growth of energy demand and environmental concerns 
such as air pollution and global warming. Wind generation is one of the renewable 
energies that has been the center of attention for the areas with strong wind 
resources. Wind turbine generators can have a fixed-speed generator or variable-
speed generator. The advantages of a variable-speed generator can be summarized in 
its ability to extract maximum electric power at various wind speeds and reducing 
mechanical stress imposed on turbine [130]. A variable-speed induction generator 
requires a developed power electronic interface, and this can provide high efficiency 
and reactive power support [130], [131]. 
A Doubly-Fed Induction Generator (DFIG) is one of the most popular kinds of 
generator structures applied in wind generation. One of the main concerns that arises 
by using wind farms, especially large wind farms, is the requirement for using long 
transmission lines due to their remote locations [130]. Under this circumstance, a 
disturbance in the power system can excite inter-area modes and cause the system to 
lose its stability. In addition to the capability of DFIG to improve voltage recovery 
and fault-ride through characteristic of a network [132], it is also shown in several 
studies that DFIG wind farms can enhance damping of power system oscillations 
while improving the efficiency of energy transfer from the wind [130], 
[133],[132],[134]. This option can be considered when the energy provided by the 
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DFIG wind farm is significant. However, DFIG with basic control loops contributes 
only slightly to the network damping which necessitates designing enhanced 
controllers to provide damping for power system oscillations. 
Basically, when a fault occurs in the system, oscillations of the rotor angle of 
synchronous generators increase the oscillations of the generator field currents and 
damper circuits. These amplified oscillations help to dissipate energy in the 
resistance of these circuits which contributes to the network damping. This is due to 
the fact that the generated currents produce a generator torque in phase with rotor 
speed. The role of DFIG in enhancing the network damping is due to the variations 
caused by DFIG in the currents injected into the network. These variations change 
the variations of load currents that finally increase the currents flow through damping 
windings of synchronous generators, which as mentioned earlier, generates damping 
torque [132]. Various methods have been proposed for using the capability of a 
DFIG wind farm to support the network to enhance damping of power system 
oscillations [135]. A PSS for a DFIG wind farm is designed in [132] that can 
improve its contribution to network damping. It is stated that a DFIG wind farm can 
provide damping to the network using an auxiliary power system stabilizer loop. 
DFIG is capable of manipulating angle and magnitude of the rotor flux vector which 
provides better conditions to control active and reactive power. The combination of 
conventional power system stabilizer and an active damping controller is used in 
[136] to design a controller for a DFIG wind farm to provide network damping. For 
the design of this controller, instead of just considering eigenvalues, both eigenvalues 
and eigenvectors of the compensated system are used. Flux magnitude angle control 
(FMAC) is another control approach for DFIG wind farm that controls reactive 
power and voltage using rotor flux magnitude and controls active power and torque 
  
Chapter 5: Additional Application of Inverse Filtering Technique: DFIG Wind Farms 117 
via rotor flux angle [132]. According to this technique, the magnitude of rotor 
voltage vector is adjusted to control the terminal voltage and angle of the rotor 
voltage is manipulated to control electrical power. 
In this study, by using inverse filtering controller, an auxiliary control input is 
obtained that can contribute to damping of the inter-area oscillations of network. 
5.2 DFIG MODEL 
In this section, the dynamic model of the DFIG is expressed using a set of 
Differential Algebraic Equations (DAE). The single line diagram of a grid-connected 
DFIG is illustrated in Figure 5.1. The rotor winding of the induction generator is fed 
through a back-to-back PWM converter and the stator of the DFIG is connected to 
the grid with voltage vs and current is.as shown in Figure 5.1. In order to protect the 
converters, an over-current crowbar is used to short circuit the rotor current when 
exceeds its limit during a fault. Different components of the DFIG wind farm are 
presented in the following. 
DFIG
Inverter InverterdcV
si
ri
To Grid
 
Figure 5.1. Schematic diagram of a grid-connected wind turbine system 
5.2.1 Mechanical Model 
In this thesis the drive train is represented by a two-mass model [137] and its 
dynamics are presented by the following equations: 
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1 ( )g sh em
g
d
T T
dt J
ω
= −    (5.1) 
( )tw base b g
d
dt
θ
ω ω ω= −    (5.2) 
1 ( )b v sh
b
d T T
dt J
ω
= −    (5.3) 
sh sh shT K θ=    (5.4) 
qsds
em ds qs
s s
vvT i i
ω ω
′′
= +    (5.5) 
where ωb, ωg and ωbase denote blades speed, rotor speed and the electrical base speed, 
respectively, Jb and Jg are inertia constant in the blades and generator, respectively. 
Tv is the torque applied by the wind and Tsh is the shaft torque, θtw is the shaft twist 
angle and Ksh is the shaft stiffness. 
5.2.2 Wind Torque 
In order to obtain wind torque, the following equation is used that is a function 
of wind speed, pitch angle and low-speed shaft [138]. 
31 ( , ),
2
b
v w P
b w
RT AV C
V
ω
ρ λ β λ
ω
= =    (5.6) 
where Vw is the wind speed, ρ represents air density, R denotes blades length, A is the 
rotor disk area, λ is the tip speed ratio, β is the pitch angle and Cp is the power 
coefficient. 
5.2.3 Generator 
The modelling of the generator is presented based on a set of DAEs in a 
synchronously rotating reference frame, called dq frame. It is possible to model 
generators as an equivalent voltage source behind transient reactance for stability 
studies as shown in Figure 5.2. 
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sR sjX
ds qsi ji+
ds qsv jv′ ′+ ds qsv jv+
 
Figure 5.2. DFIG single line diagram for stability studies 
This representation can be performed by defining the following variables and 
using (5.11)-(5.14). 
m
qs S dr
rr
Lv
L
ω ψ′ =    (5.7) 
m
ds S qr
rr
Lv
L
ω ψ′ = −    (5.8) 
2( )S ss rr m
s
rr
L L LX
L
ω −′ =    (5.9) 
0
rr
S
r
LT
R
ω′ =    (5.10) 
where dsv′  and qsv′  are the stator equivalent voltage for d and q-axis, respectively; Lm, 
Lrr and Lss are mutual inductance, rotor and stator self-inductances, respectively; ψdr 
and ψqr are the rotor d and q-axis fluxes. Using (5.7)-(5.10), the DFIG model is 
represented as below [139]: 
0 0
1( ) (1 )qss s s ms qs s ds l qs ds qs qr
S base rr
diX X X LR i X i s v v v v
dt T T Lω ω
′ ′− ′ ′ ′= − + + + − − − +
′ ′
  (5.11) 
0 0
1( ) (1 )s ds s s ms ds s qs l ds qs ds dr
S base rr
X di X X LR i X i s v v v v
dt T T Lω ω
′ ′− ′ ′ ′= − + − + − + − +
′ ′
  (5.12) 
0 0
1 1( )qs s s mds l ds qs dr
S base rr
dv X X Li s v v v
dt T T Lω ω
′ ′− ′ ′= + − −
′ ′
  (5.13) 
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0 0
1 1( )ds s s mqs l qs ds qr
S base rr
dv X X Li s v v v
dt T T Lω ω
′ ′− ′ ′= − − − +
′ ′
  (5.14) 
where ids and iqs are d and q-axis currents, respectively; Rs is the stator resistance, Xs 
is stator reactance, sl is rotor slip, vds and vqs are d and q-axis stator voltage, 
respectively; vdr and vqr represent d and q-axis rotor voltage, respectively. The 
Algebraic equations of rotor current and stator flux are presented as follows: 
1 m
qr ds qs
S m rr
Li v i
L Lω
′= − −    (5.15) 
1 m
dr qs ds
S m rr
Li v i
L Lω
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qs ds qs
s s
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′
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ds qs ds
s s
Xv iψ
ω ω
′
′= +    (5.18) 
5.2.4 Converter Model 
Two pulse-width-modulation (PWM) inverters connected back to back via a dc 
link form the converter of a DFIG wind farm. The rotor side converter (RSC) can be 
modelled as a voltage source and injects appropriate rotor voltage to follow the 
reference speed. The value of reference speed determined so that DFIG can extract 
the maximum amount of wind power [139]. In order to achieve a constant voltage for 
the dc-link, a grid side converter (GSC) requires acting as controlled current source. 
The ac voltage injects to the DFIG rotor via RSC supplied with the slip frequency 
and the ac current is injected to the grid through GSC at grid frequency [140]. The 
dynamics of the dc link can be simplified as in (5.20)-(5.22)  
dc r gP P P= −    (5.19) 
dc
dc dc
dvP Cv
dt
=    (5.20) 
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r dr dr qr qrP v i v i= +    (5.21) 
g dg dg qg qgP v i v i= +    (5.22) 
where Pdc, Pr and Pg are the active powers at dc link, RSC and GSC, respectively; C 
is the capacitance of the capacitor, vdc and idc are the voltage and the current of the 
dc-link capacitor, respectively; idg and iqg are d and q-axis currents of the GSC, 
respectively, vdg and vqg are d and q-axis voltages of the GSC, respectively. FMAC 
method is used in this thesis for controlling RSC and GSC of the DFIG wind farm. 
This technique is explained in-depth in [141]. 
5.2.5 Initialization of grid-connected DFIG wind farm 
In order to start an accurate simulation, appropriate initial values must be 
selected to avoid undesirable electrical transients and provide correct dynamic 
performance for the system. In case of using wrong initial values, the system may not 
be able to reach its steady-state value due to the numerical instability that might 
occur. Therefore, it is required to have correct initial values for different components 
of the generator and power system. 
As the first step, a power flow is required to be performed using values of the 
system at an operating point. For a DFIG, the required values that load flow needs to 
start running are active and reactive power of DFIG and rotor slip. After 
accomplishing load flow and calculating initial values for all machines, loads and 
buses of the system, the initialization of the turbine of the DFIG can be started. 
The required input values for initialization can be categorized into electrical 
variables such as active and reactive power and non-electrical variables like wind 
speed and initial blade angle. In order to obtain correct values for initialization, non-
electrical data from turbine side and electrical variables obtained from load flow 
must correspond to each other using the static power curve of the wind turbine and 
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energy efficiency. It is considered that initial values of wind speed and blade angle 
are known since a priori known blade angle can provide an optimum value for the 
power coefficient. Two different paths for initialization need to be used; one from the 
grid connection point towards the wind turbine and another path in the opposite 
direction from the wind turbine to the grid. Wind torque can be obtained from both 
directions; using load flow calculation and also using wind speed and blade angle. It 
might occur that the value obtained for wind torque is not fully correspondent using 
these two ways and some modifications should be considered [142]. 
A procedure is explained in [143] that demonstrates how to achieve initial 
values for the system. This method is used for the case when wind speed is less than 
the rated wind speed and also when the wind speed is more than the rated wind 
speed. For the case that wind speed is less than the rated wind speed, the pitch angle 
is assumed zero and remains constant, but for the case that wind speed is more than 
the rated wind speed, pitch angle can change during this procedure. According to this 
method, a desired value for the output power of the DFIG wind farm is assumed 
which is the one that used for load flow operation. Then by having initial values for 
wind speed, slip and pitch angle, electromagnetic torque and wind torque are 
calculated. If there is no imbalance between them, and the output power of DFIG is 
equal to desired value for DFIG, the correct values are obtained. In the case of 
having an imbalance between electromagnetic torque and wind torque,  the slip needs 
to be varied until these two become equal. The complete steps for both cases, wind 
speed less than and more than the rated wind speed can be found in [143]. 
5.3 INVERSE FILTERING CONTROLLER FOR DFIG WIND FARM 
In this study inter-area oscillations are damped using the inverse filtering 
technique for controlling DFIG output power using the rotor voltage. The DFIG is 
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modelled considering stator transients and using a two-mass model for the wind 
turbine as expressed in (5.1)-(5.14). Differential equations of the DFIG stator are 
used for the purpose of inverse filtering which is explained in the next section. 
5.3.1 Obtaining Numerical transfer function 
It is found that if the voltage behind transient reactance can be controlled so 
that it can be assigned to the desired value, using the kinetic energy of the whole 
system, the output power can be changed and network damping can be enhanced. To 
this end, an auxiliary control input for the DFIG is required to be calculated that can 
force the voltage behind transient reactance to acquire its desired value. Therefore, it 
is important to ensure that a transfer function between the voltage behind transient 
reactance and the auxiliary control input can be achieved that can be used for inverse 
filtering. 
The block diagram for voltage behind transient reactance of d-q axis of DFIG 
using (5.13) and (5.14) is illustrated in Figure 5.3. 
 
Figure 5.3. Block diagram of d-q axis stator voltage 
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where sl is rotor slip, us is the supplementary control input and S is the Laplace 
symbol. It is discovered that injecting supplementary control input, us, in the 
summing junction of q-axis voltage can provide satisfactory results. Since it is 
required to obtain the relationship between us and qsv′ to control the output power, a 
normalized random noise is injected into the summing junction of q-axis voltage and 
qsv′ is measured. The system is simulated using 10Khz sampling frequency, however 
for the purpose of obtaining numerical transfer function, by using a low pass filter 
using “decimate” command in Matlab, the sampling frequency decreased to 25Hz 
which is suitable for calculating a numerical transfer function. The input (normalized 
noise) and output ( qsv′ ) are shown in Figure 5.4. 
 
Figure 5.4. Input and output used for calculating numerical transfer function 
After using “ident” tool of Matlab, and choosing a 5th order transfer function, 
the numerical transfer function (5.23) is obtained. The matching of obtained output 
using this transfer function and original output is acceptable as depicted in Figure 
5.5. The matching rate of the obtained output using transfer function and measured 
output is 93 percent. 
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Figure 5.5. Comparing measured and simulated signal using numerical transfer function 
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=
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(5.23) 
It verifies that the obtained transfer function can be used for calculating 
supplementary control input to make required changes in the voltage of the stator to 
damp out inter-area oscillations. According to this transfer function, the desired value 
for the voltage behind transient reactance is required for one step ahead. That is 
obtained by running the simulation in forward time for one sampling time. Figure 5.6 
shows poles of the obtained transfer function which all are inside the unit circle that 
guarantees the stability of the obtained transfer function. 
 
Figure 5.6. Poles of numerical transfer function 
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5.3.2 Obtaining desired variations of DFIG stator voltage 
The stator voltage of DFIG can be controlled using the obtained transfer 
function and as a result output power of DFIG can be controlled. This is due to the 
fact that the power generated by DFIG is a function of stator voltage which is used to 
obtain the desired value for the stator voltage as it is demonstrated in the following. 
Using the voltages behind transient reactance as shown in Figure 5.2 which is 
suitable for stability studies, electrical power provided by the DFIG wind farm can 
be calculated. The same principle used for excitation systems to achieve desired 
variations of flux is applied here to obtain desired variations of the voltage behind 
transient reactance. 
The test system that is used for evaluating the DFIG controller is the WSCC 
three area test system in which one of the generators, G2, is replaced with a DFIG 
wind farm as shown in Figure 5.7. The DFIG wind farm power is equal to the 
aggregation of several turbines to provide the equivalent power of the replaced 
synchronous generator [133] which is an acceptable assumption used in several other 
studies [144]. 
  
Chapter 5: Additional Application of Inverse Filtering Technique: DFIG Wind Farms 127 
G3
G1
T2 T3
T1
L5 L6
L8
2 7 38 9
5 6
4
1
DFIG
W
in
d 
Fa
rm
 A
gg
re
ga
tin
g
Wind Farm
 
Figure 5.7. Three area test system with DFIG wind farm 
For the purpose of obtaining desired variations of the q-axis voltage of DFIG, 
the total kinetic energy of the system is obtained while combining rotor and turbine 
equations and considering DFIG wind farm as one mass [145]. In this case, the same 
scenario used for excitation system can be used to determine the desired value of the 
stator voltage. 
For this test system which includes two synchronous generators and a DFIG 
wind farm and by using the following equations, desired stator voltage can be 
calculated using (5.29) . Although the value obtained in (5.28) is based on the model 
of the generator with flux decay representation, it can be used here to provide the q-
axis reference voltage for the internal voltage of the DFIG wind farm as shown in 
Figure 5.2. 
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where δ1 and δ3 are rotor angles, θ2 is the bus angle of DFIG wind farm and qv′  is the 
voltage behind transient reactance. ω1 and ω3 represent rotor speed of synchronous 
generators and ωg is the induction generator rotor speed. Having the desired value for 
stator voltage and using transfer function obtained in (5.23), supplementary control 
input can be achieved. This supplementary control input is based on the velocities 
and rotor angles of other areas which means that the proposed controller will be a 
wide-area controller. 
5.3.3 Simulation results 
First, in order to evaluate the inverse filtering controller, the system is 
disturbed with a small perturbation and then the predicted and actual value of q-axis 
stator voltage are compared as illustrated in Figure 5.8. 
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Figure 5.8. q-axis stator voltage tracking 
The effectiveness of the proposed inverse filtering controller for DFIG is 
assessed by comparing the electromechanical oscillations while the test system is 
equipped with the proposed inverse filtering controller and while the inverse filtering 
controller is out of service. The system is perturbed by adding a small load (0.1 p.u.) 
at bus 4 and Figure 5.9 and Figure 5.10 show the variations of rotor speeds of 
generator one and three, in which the improvement in damping power system 
oscillations can be seen. 
 
Figure 5.9. G1 rotor speed of synchronous generator with and without controller 
0 2 4 6 8 10 12
-3
-2
-1
0
1
2
3
4
x 10
-6
Time (sec)
V
qs
 v
ar
ia
tio
ns
 
 
Actual Vqs
Desired Vqs
0 5 10 15
-0.01
-0.005
0
0.005
0.01
Time (Sec)
G
1 
R
ot
or
 S
pe
ed
 (C
O
I)
 
 
without Controller
with controller
 130 Chapter 5: Additional Application of Inverse Filtering Technique: DFIG Wind Farms 
 
Figure 5.10. G3 rotor speed of synchronous generator with and without controller 
It can also be observed in the power exported by generator three in Figure 5.11 
that electromechanical oscillations are damped faster which is the result of using 
inverse filtering controller for the DFIG. Variations of the control signal are also 
illustrated in Figure 5.12. 
 
Figure 5.11. Output power of DFIG wind farm 3 with and without controller 
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Figure 5.12. Auxiliary control signal for DFIG wind farm 
The method that is proposed in this chapter to accomplish the inverse filtering 
controller is based on using a pure numeric transfer function. In the case of excitation 
controller, a pure algebraic transfer function is used to perform the task. The pure 
numeric function can be used when the relationship between the controlled variable 
and auxiliary control signal is difficult to attain using dynamics of the controllable 
device. The pure numeric transfer function cannot also incorporate nonlinearities 
such as flux saturation of the excitation system. One necessary check is that the 
output resulted from using numeric transfer function should have an acceptable 
matching with the output obtained from the system. In this case, the numeric transfer 
function can represent the dynamics of the controllable device for the purpose of 
inverse filtering technique as it is shown in this chapter. 
5.4 CONCLUSION 
In this chapter another application of inverse filtering controller in power 
system studies was explained. Wind generation as one of the renewable energies has 
been the centre of focus during last decades. Due to its growing penetration in power 
systems and its distant location, it requires more appropriate monitoring and control. 
It also requires using transmission lines to transfer generated power from wind farms 
to load centres. As a result, some part of the available transfer capacity of 
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transmission lines is consumed by wind energy generation. This condition causes the 
system to be more vulnerable to inevitable disturbances while low-damped inter-area 
oscillations present in the power system. DFIG is one of the most popular kinds of 
generators that are used for wind generation and it has been discovered that it can be 
controlled to contribute in damping inter-area oscillations. In this chapter, it is shown 
that for a DFIG wind farm, by determining a desired value for a controlled variable, 
based on the objective of the inverse filtering controller, an auxiliary control input 
can be calculated that accomplishes the aim of the controller. For the DFIG wind 
farm, in order to achieve desired variations for the DFIG stator voltage, an auxiliary 
control input is calculated which contains inter-area oscillation information to 
provide required variations. A numerical transfer function which q-axis DFIG stator 
voltage is its output and a supplementary control input is its input, is obtained that is 
used to calculate an ARMA model to apply in the inverse filtering. The obtained 
supplementary control input is capable of improving damping of inter-area 
oscillations. Time-domain simulation results verify that the proposed controller is 
capable of enhancing network damping. 
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Chapter 6: Conclusions and Future Works 
The conclusions and achievements of this study are highlighted in this chapter 
and this is followed by recommendations for future work. 
6.1 CONCLUSIONS 
In this thesis, an inverse filtering technique is proposed to design novel 
controllers for power system studies. The nonlinear inverse filtering controller in this 
thesis aims to enhance network damping. According to this technique, the desired 
value for a variable of the system is obtained and predicted into future to enhance 
dynamic performance of the system. To this end, a supplementary control input is 
required that can force the controllable device to track the desirable value for the 
controlled variable. This procedure is performed through the inverse filtering 
technique. The proposed technique considers the slow dynamics that exist in slow 
acting actuators in the power system. Due to the presence of these slow dynamics, 
some of the actuators such as generator exciters are not able to provide an 
instantaneous response to input changes. Three different controllable devices 
including excitation system, induction motor and DFIG wind farm are considered to 
demonstrate the implementation and effectiveness of the proposed method. 
Synchronous generator excitation systems are equipped with a supplementary 
control input which is calculated by the inverse filtering technique. The obtained 
controller is a new measurement-based controller that accomplishes the task by using 
data from PMUs employed throughout the network. It is shown that by using data 
received from PMUs and a nonlinear Kalman filter, area equivalent parameters of the 
system and the future values required by inverse filtering can be achieved. Since the 
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objective of the excitation controller is damping inter-area oscillations, this Kalman 
filter provides the controller with area angles and velocities which reduces or 
excludes local modes. This feature can enhance the performance of the excitation 
system inverse filtering controller. For excitation control, the variable that is chosen 
to be controlled to satisfy the objective is generator flux. It is owing to the fact that 
by controlling generator flux, inter-area oscillations can be damped significantly. The 
kinetic energy of the system is used for obtaining the desired value for the generator 
flux. To this end, the rate of reduction of the kinetic energy is maximized 
algebraically. Since the obtained kinetic energy is a function of area angles and 
velocities, by maximizing the rate of reduction of the kinetic energy, the damping of 
inter-area oscillations can be increased. After calculating a desired value for the 
generator flux, the inverse filtering technique is used to attain a supplementary 
control input that can force the generator to follow the desired value for the generator 
flux. Communication delay is also considered and it is shown that the proposed 
controller is robust to the normal range of latency for receiving remote signals. The 
performance of the proposed controller is evaluated by application to four well-
known test systems and by running time-domain simulations. 
In chapter 4, it is explained that by controlling the electrical power of an 
induction motor, power system oscillations can be mitigated. This is due to the fact 
that controlling the active power of the loads provides the possibility of enhancing 
network damping. In order to control the active power of the induction motor, an 
SVC which is installed in parallel with the induction motor is used. It is shown that 
by controlling voltage of the induction motor, its active power can be controlled and 
the SVC accomplishes this task. In this case, desired variations of the active power of 
the induction motor are obtained which can be achieved if the SVC controls its 
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voltage accordingly. Therefore, an auxiliary control input for the SVC is obtained 
that can vary the voltage of the induction motor so that it can make required 
variations for the active power of the induction motor. For this case, in addition to 
the transfer function obtained using equations of systems, a numerical transfer 
function is also employed to accomplish the process of the inverse filtering. The 
method is implemented on a two-area test system and it is revealed that controlling 
induction motor improves the damping of low-frequency oscillatory modes. 
In order to demonstrate how inverse filtering can be used for other controllable 
devices in the power system, a DFIG wind farm is also equipped with the inverse 
filtering controller. A numerical transfer function is obtained between controlled 
variable and auxiliary control input. This is due to the fact that attaining the 
relationship between the auxiliary input and controlled variable is very complicated 
for this case so may not be a possible option. However, for the excitation controller, 
the relationship between supplementary control input and generator flux could be 
obtained algebraically. The inverse filtering for the DFIG controller used the numeric 
transfer function and by forming an ARMA model, the auxiliary control input was 
achieved. This input controlled the stator voltage behind transient reactance. The 
principle used for calculating desired value for generator flux is used here to 
calculate the desired value for the stator voltage. It was shown by controlling the 
stator voltage; enhanced damping of inter-area modes can be achieved. The 
performance of the proposed controller was evaluated using a three machine test 
system (WSCC) and time-domain simulation results verified the efficacy of the 
controller. 
Inverse filtering technique was used both for the cases where it was obtained 
by using pure numeric transfer function and for the case that differential and 
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algebraic equations (DAEs) were used. For the case that inverse filtering can be 
obtained using DAEs of the system, it can incorporate the nonlinearities of the 
system and it is recommended to obtain the relationship between supplementary 
control input and desired output algebraically. For some cases it might be difficult to 
attain the relationship between supplementary control input and output algebraically, 
in this case, a pure numerical method can be applied to perform inverse filtering. 
6.2 RECOMMENDATIONS FOR FUTURE WORK 
In this section, the recommendations for future work are presented. 
6.2.1 Coordination control of SVC and excitation system 
In this thesis, the controllable device was just assumed to be either an SVC or 
generator exciter in each case studied. However, in a power system both of them are 
operating simultaneously and it is required to have coordination between the 
controllers that are installed for these two devices to avoid any conflict between their 
objectives and to improve the stability of the system. The coordination control can be 
extended while a DFIG wind farm is also part of the network. 
6.2.2 Using other models for applied control devices 
The exciter model that was used for the excitation controller in this thesis was a 
first order static exciter. However, most of the exciters used in industry are more 
complicated exciters. Therefore, using the same technique proposed in this thesis for 
other types of exciters can make it possible to use them for industrial purposes. The 
same task can be suggested to be performed for SVC to obtain more precise results. 
The SVC which modelled in this thesis is a first order SVC that represents the 
dynamics of the SVC. In order to achieve more accurate results, a precise model of 
the SVC can be applied.  
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6.2.3 Application of the inverse filtering for other controllable devices 
In this thesis, it was shown that the inverse filtering controller can be employed 
for various controllable devices. Three different devices that suffers from slow acting 
dynamics were used to show its application in this thesis. . The proposed inverse 
filtering technique can compensate the slow response of these devices to their input 
changes. The application of inverse filtering for other controllable devices which 
have slow acting equipment can also be investigated and it should be applied for 
systems where changes of controllable devices do not make huge changes in the 
dynamics of the whole system. In order to accomplish designing this controller, it is 
required to determine a variable that should be controlled and also obtain an 
appropriate location for injecting auxiliary control input. The kinetic energy based 
controller for devices such as TCSC and HVDC can be applied directly since their 
dynamics are fast enough and the delay effect of their dynamic loop is negligible. 
Therefore, these devices are not appropriate choices to be used for the inverse 
filtering technique. For the purposes of demand management which there are many 
induction motors in the power system, this technique can be used to compensate the 
slow dynamics of induction motor loads. 
6.2.4 Considering other objectives for inverse filtering technique 
The purpose of the designed controllers in this thesis was damping low-
frequency oscillations. However, based on the requirement of the system, other 
objectives for other devices of the system can be defined. According to the objective 
that is defined for the controllable device and variable that is selected to be 
controlled, a supplementary control input for the controllable device can be obtained. 
For instance, in this thesis, the excitation controller is the controllable device and 
generator flux is the variable that is controlled to provide the objective of the 
 138 Chapter 6: Conclusions and Future Works 
controller which is damping inter-area oscillations. After obtaining the desired value 
for the controlled signal and the location of injecting supplementary control input, 
the inverse filtering technique can be used to calculate the supplementary control 
input. 
6.2.5 Applying Kalman filter for Induction motor and DFIG wind farm case 
and evaluating the method for large test systems 
In this thesis, the excitation control system used the nonlinear Kalman filter 
which by using the PMUs installed in all areas, the parameters required for designing 
the nonlinear inverse filtering controller were obtained. For the other two cases, the 
future values are obtained by running the simulation in forward time to obtain the 
future values for variables used in the process of inverse filtering. For these two 
cases, in each area, just one generator exists and the rotor angles and velocities are 
not distorted with local modes. The reason that the Kalman filter was not used for the 
last two cases is that aggregation of generators was not required since just one 
generator is present in each area. In order to have a complete measurement based 
controller for larger test systems, the Kalman filter needs to be used to perform 
aggregation and all variables used in the inverse filtering process such as the precise 
value for the SVC voltage or rotor speed of the DFIG wind farm should be obtained. 
6.2.6 Improving the performance of the DFIG controller 
The proposed controller for the DFIG wind farm is able to damp out the 
oscillations when the system is perturbed by small disturbances. In this thesis, the 
value obtained for the stator voltage was used as the reference for the controlled 
variable. However, by refining the reference value to be an exact value for the q-axis 
voltage of the stator, better performance can be achieved. In another way, the 
supplementary control input value can be attained based on the variations of the 
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stator voltage which affect the output power of the DFIG to expect more effective 
results that can ensure damping enhancement while subjecting large disturbances. 
6.2.7 Suggesting a scenario for obtaining the gain of the controller 
The gain of the controller that was used in this thesis is a user defined gain to 
provide acceptable performance. The value of this gain can be obtained using a look-
up table that based on the severity of disturbance and saturation of the supplementary 
control input, its value can be changed online. The criterion that needs to be 
considered is avoiding the saturation of control signal after the first/second swing for 
the worst case scenario since it can lead into undesirable transients. Moreover, it 
should be high enough to show its impact on the system. This is the case that requires 
more investigation to improve the performance of the inverse filtering controller. 
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Appendices 
The parameters of the test systems used in this thesis are presented as the 
following 
SMIB test system 
Table A.1. Parameters of the SMIB Network 
Ka Ta TR Re V∞ Xe 
20 0.1 0.20 0.039 1.04 0.17 
 
Table A.2. Parameters of the Synchronous Generator 
H D/M T′do T′qo Xd X′d Xq 
6.4 0.1 6 0.535 0.895 0.119 0.864 
 
PSS settings: 
Two Area test system: 
 
K T1 T2 T3 T4 Ts Tw 
10 0.12 0.035 0.1 0.02 0.015 10 
16 machine test system: 
Bus No. K T1 T2 T3 T4 Tw 
1 100 0.1 0.02 0.08 0.02 10 
2 100 0.08 0.02 0.08 0.02 10 
3 100 0.08 0.02 0.08 0.02 10 
4 100 0.08 0.02 0.08 0.02 10 
5 100 0.08 0.02 0.08 0.02 10 
6 100 0.1 0.02 0.1 0.02 10 
7 100 0.08 0.02 0.08 0.02 10 
8 100 0.08 0.02 0.08 0.02 10 
9 100 0.08 0.03 0.05 0.01 10 
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10 100 0.1 0.02 0.1 0.02 10 
11 50 0.08 0.03 0.05 0.01 10 
12 110 0.1 0.02 0.1 0.02 10 
 
Two machine test system 
Table A.3. Data of the generators 
 Xd X’d T’do J TR Ta Ka D 
G1, Exc.1 0.146 0.0608 8.96 2.364 0.005 0.2 20 0.2 
G2, Exc.2 0.8958 0.1198 6 6.4 0.005 0.2 20 0.2 
Table A.4. SVC's data 
 Ka Ta Bsvc_max Bsvc_min 
SVC 1 0.01 2 -2 
Table A.5. Induction motor’s data 
 Rs Xs Xr Xm Rr Sm 
Induction motor 0.0062 0.02 0.036 0.64 0.0036 0.01199 
 
Parameters of DFIG in (p.u) 
Table A.6. Wind turbine parameters 
 Rs Lss Lrr Lm Rr R(m) C Vw β ρ 
Wind Turbine 0.005 4.04 4.06 4 .0055 55 0.3 7 0 1.3 
 
