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in the derivation is that Mt) have, with probability one, a continuous sample derivative |'(t) in the interval [0,T1. This condition involves no real restriction since an example shows that even a slight relaxation of it causes all moments of order greater than one to become infin'te. The moments of the number of down crossings or total number of crossings can be obtained analogously.
Introduction. The problem of obtaining the mean number of crossings, (or equi-
valently upcrossings) of a given level, by a stationary normal process in a given tinu , has received a good deal of attention in the literature. In fact, a complete solution to this problem has now been given by Ylvisaker [8] . However, moments of order greater than rne of the number of crossings of a level have received less attention. The variance was obtained by Steinberg et al [6] , using somewhat heuristic arguments.
Rozanov and Volkonski [7] point out in a footnote that the formula given in [6] for the variance is valid under certain precise conditions, of which the main one is that the covariance function of the process have a finite sixth derivative at the origin. Finally in this connection, the variance has been obtained by Leadbetter and Cryer [4] under conditions which assume just a little more than the existence of a second derivative of the covariance function.
There is virtually no literature available in connection with moments of the number of crossings of a level, of higher order than the second.
( A partial result is indicated by Ivanov at the end of his paper [3] ). It will be our purpose here to obtain explicit expressions for such moments. This will be done for upcrossings, in terms of factorial moments of arbitrary orders and under conditions which c.re very close to the necessary ones. Corresponding formulae for moments of all orders for the down crossings, or total number of crossings, follow similarly.
2. Moments of the nurrber of upcrossings. We shall, throughout, consider a real valued stationary normal process [^(t): 0 ^ t < T) having (for convenience) zero mean, spectrum F(X) possessing an absolutely continuous component, and covariance function r(T) = / e dF(X). We shall further assume that |(t) has, with probability one, a continuous sample derivative ^'(t) on the interval [0,T], Sufficient conditions for this latter property in terms of the behaviour of the covariance function, are well known. Write N for the number of upcrossings of the level u by |(t) in 0 < t < T; that is N is the number of points t in that interval for which |(t) « u, P'(t) > 0. Then the following result holds.
Theorem.
If [P(t): 0 < t < T] is a normal stationary process, as described, possessing, with probability one, a continuous sample derivative, and k is any positive integer, Before proceeding to the proof we note that the theorem can eanily be modified to refer to downcrossings or the total number of crossings of the level u in time T. The discussion will be given here in terms of upcrossiugs, however.
The following proof is divided into two parts A and B. In Part A it is shown that M. does not exceed the expression on the right hand side of (1) Write |{t) = ?(t,cD) to exhibit explicit dependence on the "sample point" cu G ß.
Let S denote the set of all oo such that the equation |(t) = u has at most a finite number of roots t in the interval I • (O.T], while further i(0) j u j |(T) and
^'(t) ^ 0 whenever f(t) = u. According to Bulinskaya [2] , Theorem 1 we then have 
We shall wow proceed to prove that
In order to prove the validity of (4) According to the definition of S every UJ c S must also belong to S(h) for some h > 0. For it is obvious that property (a) is satisfied for : (t,to) if h is sufficiently small and if (b) were not satisfied we could find a sequence of points t • I for which and writing down the integrals involved). Hence for any fixed e < h, we can always find n so large that, for all n > n we have and hence also
Since this holds for any c •: h, while the first member Is independent of e, it follows that In order to prove the reverse inequality to (9) we adopt a different procedure (due to Ylvisaker [8] ) for counting the number of upcrossings by t(t) in 0 < t < T. First, however, we note that if (1) is infinite, the equation is true with both sides infinite. We now give an example of a case where the integral on the right of (1) is infinite, and hence the corresponding moment is infinite.
t. in the region D(e) (using the fact that the determinant of the covariance matrix of |(t.)...|(t.) I' (t.).. . I'(t. ) is bounded away frora zero
For this example we take a covariance function of the form
That this can be done follows from a result of Pitman [5] . In fact if H(X) » l-F(X) + F(-X) for X > 0 we can choose H(X) so that
to give the desired form (16).
Consider now the case k = 2, and u = 0. Then one can show by some calculation o -It follows from this that the right hand side of (1) is infinite, in this case.
Finally we note a sufficient condition for f, (t) to possess a continuous sample derivative, with probability one, is that
for some a> !.. This follows from the work of Belaev [1] . In our case r(T) given by (16) just fails to satisfy this requirement. Hence it appears that the requirements that F have a continuous derivative and that the right hand side of (1) be finite, which are suffi:ient for II to be finite and given by (1) , are also very close to being necessary for this to be the case.
Appendix. Finally we note here that the above argument can be easily generalized to include an arbitrary number of derivatives. That is if F(A) has an absolutely continuous component and is such that '.(t) has n sample derivatives ^(t) ^'(t)...' (t), then for any distinct t 1 ,t",...t 1 , the joint distribution of 12 k P J (t 1 )..|(t k ) ' (n) (t 1 )... = (n) (t k ) is non singular.
