Abstract. We consider eigenvalues E λ of the Hamiltonian H λ = -Δ+ V+ λW, W compactly supported, in the / -> oo limit. For W ^ 0 we find monotonic convergence of E λ to the eigenvalues of a limiting operator H^ (associated with an exterior Dirichlet problem), and we estimate the rate of convergence for 1-dimensional systems. In 1-dimensional systems with W^0 9 or with W changing sign, we do not find convergence. Instead, we find a cascade phenomenon, in which, as Λ,->oo, each eigenvalue E λ stays near a Dirichlet eigenvalue for a long interval (of length 0(^/1)) of the scaling range, quickly drops to the next lower Dirichlet eigenvalue, stays there for a long interval, drops again, and so on. As a result, for most large values of λ the discrete spectrum of H λ is close to that of H^, but when λ reaches a transition region, the entire spectrum quickly shifts down by one. We also explore the behavior of several explicit models, as λ-+ oo.
introduction
In quantum mechanics one frequently encounters Hamiltonians of the form H λ -H 0 -f λW, where H 0 describes a well-understood system (the "background" or "free" Hamiltonian), W describes any of various interactions in the system (e.g. interacting particles, and external fields, etc.), and / (the "coupling constant") measures the strength of the interaction W. In this paper we consider Hamiltonians
HQ --A -\-V(x) on R
v and compactly supported perturbations W(x), in the λ -> oo limit. In particular we consider the behavior of specific eigenvalues E λ of H λ as a function of λ for large λ.
Large-coupling problems (sometimes called "singular perturbations"), have appeared in a variety of context. We give some examples.
Harrell [12] studied the large-coupling limit of the Hill operator H λ = -A + λW(x\ with periodic W on R. (This is, strictly speaking, not an eigenvalue problem at all, as H λ has a continuous spectrum made of bands and gaps.) He showed that, as /t->oo, all the bands shrink at an exponential rate to certain limiting expressions, which coincide with eigenvalues of a harmonic oscillator.
Another class of operators, studied by Ashbaugh and Harrell [4] , are Schrodinger operators of the form H λ = -A + V + λW on R v , where the support of W is restricted to the exterior of a bounded region in R v . It was shown (under certain regularity assumptions on the behavior of W at oo) that each eigenvalue E λ of H λ converges to a limiting value E 0 , an eigenvalue of the interior Dirichlet problem. Moreover, E λ was shown to admit a Puiseux-type expansion E λ = ^a n λ~r n in certain negative fractional powers of λ. n Operators of the form H 0 + λW 9 W compactly supported, have appeared as mathematical models of semiconductors with impurities [23, 33] . The background Hamiltonian here is a Hill (Bloch) operator H 0 = -Δ + V on R v or Z v with a periodic or quasiperiodic potential V, reflecting the periodic or quasiperiodic arrangement of atoms in a crystalline lattice. W represents the effect of an localized impurity, λ measures the "depth of impurity levels" (see [33] ).
In this last case, the spectrum of the Hill operator H 0 is well known to exhibit a band and gap structure, characterized by continuous energy intervals separated by gaps. Adding a perturbation λW typically results in eigenvalues E λ appearing in the gaps, and one is interested in the behavior of E λ as / varies in R. One interesting question is whether the range of E λ covers the spectral gaps oϊH 0 . This question was recently addressed by Deift and Hempel (see [2, 8, 10, 13, 20] ).
In many of these examples of large coupling, it was demonstrated that each E λ converges as λ -+ oo to a limiting value E^ , and that the limiting values ("pinning" or "trapping" levels) are eigenvalues of a limiting operator H^. In the case of interest to us, namely localized perturbations λW of Schrodinger operators -A + V on R v , the natural candidate for H^ is -Δ + V restricted to R V \Σ (Σ denoting the support of W) with a Dirichlet condition on the boundary of Σ. We call the set of eigenvalues of this Dirichlet operator {E^}.
In this paper, we ask whether each E λ converges to an E^ as Λ-^ oo, and if so at what rate?
In Sect. 2 we show that, for repulsive potentials W Ξ> 0, the eigenvalues of H λ do converge to those of H^, as a consequence of the monotonic convergence in norm of the resolvent (H λ -z)~1 to the pseudoresolvent (H^ -z) -1 ©0. In Sect. 3 we narrow our scope to 1 -dimensional problems, and calculate the rate at which In Sect. 4 we see that, for W attractive or of mixed sign, resolvent convergence fails in any meaningful sense. Instead we see a new and intriguing phenomenon Fig. 1 .1, is defined precisely in Sect. 5, but roughly it means that each eigenvalue E λ as a function of λ spends most of the scaling range (increasing intervals of length 0(^/λ)) in the vicinity of Dirichlet levels {E^}. These almost flat regions (plateaus) on the curve E = E λ are followed by relatively short intervals of rapid transition, where E λ drops down from one Dirichlet level to the next lower one. The pattern repeats itself (and becomes asymptotically more pronounced as λ->oo) until E λ hits the lowest (ground state) Dirichlet level, or reaches the bottom of a spectral gap, after which it goes to -cc or disappears. This phenomenon may be roughly understood as a partial decoupling of the interior and exterior problems, together with the no-crossing rule for eigenvalue trajectories.
It should be noted that a special case of the cascade phenomenon was first observed by ZeΓdovich [36] in a different context (energy levels in a distorted Coulomb potential), and is known in the physics literature as the ZeΓdovich phenomenon [11, 21, 24 ].
For semiconductors with deep level impurities, the cascade phenomenon could provide a possible mechanism for experimentally observed pinning of energy eigenvalue levels as λ-»oo [23, 33] , and would identify these levels as exterior Dirichlet eigenvalues. Although the eigenvalues E λ do not in fact converge to anything, the large size of the plateaus compared to the transition regions indicates that experiments at large λ are likely to find eigenvalues near all the Dirichlet levels, and nowhere else.
In Sect. 5 we study in detail various features of the cascade phenomenon in attractive potentials W. This analysis includes the size and location of the plateaus and transition regions, approximate shapes of the eigenvalue trajectories, and separations at near-crossings of neighboring eigenvalue trajectories. In Sect. 6 we extend this analysis to the entirely new case of potentials W that change sign.
After the detailed study of Schrδdinger operators with localized perturbations in Sects. 2-6, we turn to some other examples and models. In Sect. 7 we consider a perturbation of point support, W = ± δ(x) 9 on the periodic background of the diatomic Kronig-Penney model [27] . In this example the cascade phenomenon disappears, and we get norm-resolvent convergence of H λ to a limiting operator, for both cases W = ± δ(x). This is consistent with the results of Sects. 5-6, in which we see that all essential features of the cascade phenomenon (rates of convergence, location of the transition regions, etc.) depend on a certain integral that vanishes as W-*±δ(x\ The dependence is such that, as the integral goes to zero, all transitions move to oo, so the first plateau stretches over the entire range [0, oo) of the scaling parameter λ.
In Sect. 8 we consider Dirac operators. Under certain circumstances eigenvalue trapping occurs, but the cascade phenomenon is never seen.
The We tried to organize this paper so that these various parts could, in principle, be read independently.
The Repulsive Case in v Dimensions
In this section we consider the case W^ 0, A-> oo. Our Norm convergence now follows from two facts:
(i) C 0 is compact as follows from standard arguments [5, 18] . (ii) Let C be a compact operator in a (separable, complex) Hubert space and [A n }neN a sequence of operators satisfying 0 g A n ^ C, neN and s -lim >4 n = A.
Then lim \\A n -A\\=Q (see, e.g. [19] , p. 455).
n-> oo
Remark 2.2. The pseudoresolvent (cf. e.g. [15, 32] ) R^z) formally is the resolvent of an improper operator of the type H 00 @{co}. These improper operators are the mathematical realization of the physicists' notion of operators with hard cores (in our case the hard core is Σ 0 ). The standard calculus of self-adjoint operators and quadratic forms can be extended to improper ones, as discussed in [16, 17, 25, 29, 30] . Proof, (i) and (ii) simply follow from the strong spectral mapping theorem [26] together with Theorem 9.5 of [35] . The second equality of (2.12) is a consequence of the fact that W is relatively compact with respect to H 0 . The assertions in (iii) are a simple consequence of (2. [2, 8, 13, 20 ] (see also [10] ), where for all Ee(a 9 b) an infinite sequence λj-+co (depending on E) with the property Eeσ d (H λj ) ,jeN has been established. The reason is that our condition W ^ 0 explicitly violates the crucial assumption VF_(x)^μ>0 for x in some open ball of radius ε>0 in [2, 8, 10, 13] . 
The Repulsive Case in One Dimensions
In this section we illustrate the results of the foregoing section by means of one-dimensional considerations. We also estimate the rate at which the eigenvalues of H λ converge to those of H^. by choosing a spherically symmetric potential. However, the results of [14] show that the spectral gaps of the radially symmetric, one-dimensional operators on the half-line (0, oo) associated with a fixed angular momentum, disappear in the full Schrodinger operator in L 2 (R V ) (the direct sum over all angular momenta These remarks can easily be generalized to the case where spectral gaps of H 0 are replaced by essential spectral gaps of H Q using the Weinstein-Aronszajn formulas [19] .
Finally we describe the rate at which eigenvalues of H λ converge to those of H^, employing quassi-classical methods. We introduce (H.3.1) Assume FeC°(R) with the differential expression -d 2 /dx 2 +V in the limit-point case at ± oo. 
1), (H.3.2) or (H.3.3), and (H.3.4).
(i) Suppose E^eS^ with multiplicity m^ (7^ = 1,2). Then, as /l|oo,H A has precisely m^ distinct and simple eigenvalues E jtλ below E^ such that, Proof. The convergence E λ ]E^ follows from Theorem 2.5 and Remark 3.2c. What remains to be proven is (3.19). a) Assume (H.3.2) (i.e. the square-well-like case). An eigenfunction ψ(E,x,λ) of H λ must take the form:
where Φ ± are linearly independent solutions of the Schrodinger equation on [0, /]. By WKB theory [22] we can take φ_ = where μ -^/I, with A, B, C + appropriate constants and / + (E, x) as in Example 3.1 .
Setting ψ = h_ψ' atx = Q and ψ = h + ψ' at x = / gives the system of linear equations
Setting the determinant equal to zero gives
(This can be alternately understood from the fact that either A »Be~μ L , in which case (3.25) holds, or B»Ae~μ L , in which case (3.26) holds.) In the first case, E must be close to an eigenvalue E^^ of H_ (cf. (3.3)), and hence by analyticity of / ± (£, x) with respect to £,
h_(E} = d_(E-E^} + 0((E-E^}
2 \ (3.27) whereas in the second case E must be close to an eigenvalue £ 00j + of # + (cf. 
(x):= W(f+(E), f + (E^ ))(x) and integrating the identity W\ (x) = (E-E^>
i.e., d + < 0. Similarly, one shows that d_ > 0. Thus we infer that, as μ-» oo, either
where E(μ) = E λ . In the case of a degenerate Dirichlet eigenvalue E^-=£0^ + , both possibilities in (3.30) and (3.31) are realized. This proves (3.19) with α = 1/2. b) Assume (H.3.3) (i.e. the turning-point case). The procedure here is similar to the previous case, but the analysis is more involved, as the WKB approximation (3.21) is no longer valid near the turning points x = 0 and x = l. Near 0 and I we must approximate Φ ± by Airy functions (solutions of the Airy equation y" = xy\ and match these to the interior solutions (3.21) . This procedure is standard [22] , and we merely quote the results: λ~1 12 )) away from 0 and/, (3.32)
away from 0 and /, (3.33)
where Ai (z) and Bi (z) are Airy functions of the first and second kind, respectively [1, 22] . The Wronskian matrix of the Airy functions at 0 is
As with the square-well-like case, we get a system of linear equations (3.23), and we may set the determinant of the matrix equal to zero, gettinĝ In the first case E must be close to an eigenvalue E^,-of H_, (3.27) applies, and as A -KX) we have 
)).
Remark 3.5. Analyticity of E λ with respect to certain negative fractional powers of λ has been derived in [4] for another large coupling problem, for a special class of potentials W with support exterior to some bounded region in R v .
Some Negative Results for Attractive Potentials
The main purpose of this section is to show that there is no norm resolvent convergence of H λ to H^ or any other limiting operator for the case W^.0, λ-> -oo. Using commutation again and the fact that χ B (H 0 -E 0 )~lχ B ^ χ B ( -A + || K || oo -E 0 )" 1 χ β , and that the latter is not of finite rank, the minimax principle [26] guarantees the existence of a sequence λ n < 0, λ n -» -oo as n -» oo such that ) has infinitely many negative eigenvalues. However, using the technique of [10] , one can indeed derive a corresponding negative result (assuming FF_ ^ μ > 0 on some open ball of radius ε).
The results of Sects. 5 and 6 provide many examples where H λ does not even converge in strong resolvent sense to H^ as A-» -oo.
The Cascade Phenomenon in One Dimension, W < 0
In this section we start to look at the "cascade" phenomenon which occurs in one-dimensional systems whenever W ^ 0, λ > 0. The simpler case where W ^ 0 is treated in this section, and the case where W changes sign is treated in Sect. 6. We will assume (H.3.4) throughout.
The cascade phenomenon is exhibited in Fig. 5 .1, and may be described as follows: For a typical value of λ > 0, the spectrum of H λ is approximately that of Hn That is, there is one eigenvalue of H λ near each non-degenerate eigenvalue of HOO, two eigenvalues of H λ near each (twice) degenerate eigenvalue of H^, and there are no other eigenvalues of H λ . As λ varies over a long interval, the eigenvalues of H λ change very slowly, and remain near the eigenvalues of H^ We call these intervals of slow change "plateaus."
However, near certain values of λ, the spectrum of H λ changes drastically, as each eigenvalue of H λ shifts down by one. We call these intervals of rapid change "transition regions." Usually, each eigenvalue of H λ shifts from one Dirichlet eigenvalue to the next lower one. However, near a degenerate Dirichlet eigenvalue, there are two eigenvalues of H λ . The lower one shifts down to the next Dirichlet eigenvalue, and the higher one takes the place of the lower one. In Fig. 5 The lengths of the plateaus grow like ^fλ as λ -> oo. The lengths of the transition regions, by contrast, at most grow as λ δ , where δ < \ depends on the specific system. (For square-well-like potentials W, δ = 0; for continuous potentials with simple zeroes ("turning-point" potentials), δ = 1/6; for potentials with n-th order zeroes, δ = ^-l/n + 2.) Thus, as λ-> oo, the system spends more and more time near the Dirichlet eigenvalues.
We make the notion of a cascade precise with the following definition: 
We shall construct an eigenfunction ψ of H λ . On (-oo,0) and (/, oo) φ must be a multiple of /_ and /+', respectively. On (0, /) we shall construct ψ using the WKB approximation [22] . The matching conditions at 0 and / will give (5. Combining these two conditions we get our desired matching condition with c+ < 0, again confirming (5.1). We recall some facts about Airy functions [22] . For large negative arguments, the Airy functions take the asymptotic form Remark 5.8. The cascade phenomenon for square-well-like potentials was first observed by ZeΓdovich [36] (see also [11, 21, 23, 24, 33] 
The Cascade Phenomenon for JPs of Indefinite Sign
This section extends the results of Sect. 5, in that we now consider perturbations W which change sign. For such a W, we call the intervals where W < 0 "wells," and the intervals where W > 0 "barriers." The goal of this section is to show that all perturbations W that change sign give rise to the cascade phenomenon of Sect. 5.
To treat these more complicated functions, we introduce additional hypotheses. here W(x) is a C 2 function with no multiple zeroes, and with simple zeroes at 0 and / (and perhaps elsewhere). We also assume that W(x) < 0 for some Notice that hypotheses (H.3.2) and (H.3.3) are special cases of (H.6.1) and (H.6.2), respectively.
We also introduce a special case, shown in Fig. 6 .1, which we shall study in detail. This case is covered by the hypothesis.
(H.6.3) W(x) satisfies (H.6.2), with the zeroes of W coming at 0,α,j3,y, and /, with 0 < α < β < y < /, and with W(x) < 0 for all xe(0, α).
In each of these cases, we define H 0 ,H λ in L 2 (R) and H^ in L 2 (R\^) as before.
We consider λ > 0, and define μ -v /l. Our main result is Fig. 6.2 Remark 6.4. The assumptions of Theorem 6.1 may be relaxed somewhat, in that we may allow functions W that have both square-well-like and turning-point zero-crossings (e.g. Fig. 6.3 ). In such cases, the size of the transitions regions T n remain 0(1) if the crossings at 0 and / are square-well-like; otherwise, some transition regions may grow as Λ 1/6 . The proof of this theorem involves considering a large number of cases. The arguments are essentially the same for all cases, but the calculations differ somewhat. We will prove the specific case (H.6.3) in detail, and then explain how to handle other cases.
.1), (H.3.4) and either (H.6.1) or (H.6.2). The system then exhibits the cascade phenomenon on the interval (a,b). Moreover,

then, for all λ sufficiently large, there is at least one eigenvalue of H λ within c of each eigenvalue of H _ in (a,b). That is, in each transition region, as one eigenvalue trajectory approaches the neighborhood of a Dirichlet eigenvalue Eâ nd another departs, the arrival occurs before the departure. (This is shown in
Proof of case (H.6.3).
We refer to the intervals (0, α), (α,/?),(/?, y), and (y, /) as "well 1," "barrier 2," "well 3," and "barrier 4," respectively. We define the periods and the boundary values
We also define the ratios For pe{0, /} we have
which depends on external data, and so are functions of E only. Finally, we note that in each barrier there are two linearly independent solutions to the Schrόdinger equation, one exponentially increasing and one exponentially decreasing. Let Φ+\-) be the increasing (decreasing) solution in barrier #ί. Define Fig, 6 .4. A potential with several interior wells Equation (6.9b) means that, unless μ^(n + i)π/L 3 , Eqs. (6.8b) and (6.8c) cannot both hold. Therefore, either (6.8d) holds, or (6.8a) holds, or μϊz(n + ^)π/L 3 . We examine these possibilities, one at a time.
(Notice that Eqs. (6.8) and (6.9) apply a condition on h t or a condition on h Λ (and hence on h 0 via Eq. (6.9a) ), or on L 3 , but not on any two together. The repulsive potentials effectively decouple the right-hand, left-hand, and interior problems. In a more complicated case, e.g., that shown in Fig. 6.4 , we would have a right-hand problem, a left-hand problem, and one problem for each of the interior wells, all decoupled. A solution to the whole problem would be a solution to any one of these sub-problems.)
If Eq. (6.8d) holds, we proceed as in the proof of Theorem 3.3. E must be close to an eigenvalue E^ί + of H + , so
2 l (6.11) and so
This provides the plateaus near the eigenvalues of H + . Since d l < 0, in these plateaus E λ is increasing, not decreasing. Finally, there is the possibility that (6.8b) and (6.8c) both occur. In this case both θ β and θ y are congruent to π/2 (mod π), giving us a condition, (6.16) that is utterly insensitive to external data. Equation (6.16) describes a whole new set of transition regions. The location of these regions is only specified to 0(λ ί/6 ). However, the width of these regions is 0(1). (The reason is that (6.16) essentially describes bound states of well 3, with ψ large in well 3 and decaying exponentially in barriers 2 and 4. The Feynman-Hellman theorem [31] then implies that dEJdλ is negative and 0(1), so the width of these regions must be 0(1).)
We now have equations for all three types of solutions; namely, the solutions to the right-hand problem (Eq. (6.12)), the solutions to the left-hand problem (Eq. (6.15)), and the solutions to the interior problem (Eq. (6.16)). To get a complete picture, we merely include all three types. The generic situation is shown in Fig. 6.2 , where E l and £ 3 are eigenvalues of EM,-, and E 2 is an eigenvalue of H + . Because of the no-crossing rule, a given eigenvalue trajectory cannot go directly from £ 1 to E 3 , but must first stop at E 2 Solutions to Eq. (6.16) appear as nearly vertical lines. By the no-crossing rule, neither these (nearly) vertical lines nor the nearly horizontal lines coming from Eq. (6.12) describe single trajectories; each describes a series of curves which are separated by exponentially small gaps, as at point A in the figure. Each eigenvalue trajectory is, at various points, described by Eq. (6.12), (6.15), and (6.16).
A (twice) degenerate eigenvalue E^ ± of H^ is an eigenvalue of both the right and left Dirichlet operators H + and //_. Near such an energy, Eqs. (6.8a) and (6.8d) may both be satisfied. This gives rise to two eigenvalues of H λί one given by Eq. (6.12) and one given by Eq. (6.15). At a transition region, only the lower of the two trajectories may leave the vicinity of E^ ± , because of the no-crossing rule. As a result, each trajectory stays near the Dirichlet eigenvalue for the length of two plateaus, as required.
In short, away from the transition regions T ( n 1} given by λ = (n +1) 2 π 2 /Ll + 0(λ 1/6 \ and away from the transition regions T (2} given by λ = (n + ^) 2 π 2 /Ll + 0(1), the spectrum oίH λ is essentially that oΐH^. At each transition region the spectrum shifts down by one. Near the eigenvalues of H + , the eigenvalue trajectories come exponentially close to crossing (e.g. at point A in Fig. 6 .2), so there is always at least one trajectory within ε of E^ + (There are near-crossings elsewhere, e.g. at B, but at the eigenvalues of H_ there are also small (0(1)} gaps, as at C). Thus the conclusions of Theorem 6.1 are satisfied in the special case (H.6.3).
Remark 6.5. The potentials that satisfy (H.6.1) or (H.6.2) can be divided into four classes. First come the potentials with barriers at both ends, and with one or more wells in between (e.g. Fig. 6.5a ). Next come the potentials with a barrier at one end, a well at the other end, and possibly some interior wells (e.g. Fig. 6 .5b). Third come the potentials with wells at both ends, and possibly some interior wells (e.g. Fig. 6 .5c). The final class, covered in Sect. 5, consists of the purely attractive potentials, where a single well governs both the right-and left-hand problems. The qualitative dependence of E λ on λ for the three classes is shown in Figs. (6.6a, b , and c), respectively. In each of these figures, E 1 and £ 3 are eigenvalues of H +ί while E 2 and £ 4 are eigenvalues of H-.
In the first class of potentials (with barriers at both ends), equations similar to (6.15) govern both the left-and right-hand problems, generating plateaus near all the Dirichlet eigenvalues. Equations similar to (6.16) govern the interior wells, and generate transition regions. The apparent intersections of the solutions to the various equations are actually exponentially close near-crossings. Notice that there are eigenvalue trajectories near all the Dirichlet eigenvalues for all large values of λ
The second class of potentials (with a barrier at one end) has already been discussed, in the specific example (H.6.3). In general, suppose that the exterior well is on the left and the exterior barriers is on the right (the other case is identical, For the third class of potentials (with wells at both ends), equations similar to (6.12) govern both the left-and right-hand problems, generating both plateaus and transition regions. The interior wells contribute additional transition regions via equations similar to (6.16). We also introduce in L 2 (R) αeR\{0}, pe[0,l], α>0 (7.5) and obtain the obvious decompsition In particular, = φ for p = 0,^,1. proves (ii). Taking the limit λ -> ± oo in (7.14), observing (3.16), proves (iv). Relation (iii) follows from reflection symmetry with respect to x = 0 as discussed after (3.18) . Clearly (7.14) also proves (v). Next we briefly describe the spectrum of H 0 (p). Proof. An operator similar to H 0 (p) has been analyzed in [27] using Green's function methods and constructing the Floquet solutions explicitly. Here we sketch an alternative possibility based on finite difference methods (see [3] and the references therein). The (generalized) eigenvalue equation 
MNΦj=Φ j+l9
NMΨj=Ψ j+1 , eZ, (7.19) where Moreover, because of (7.6), an eigenvalue oϊH^p) is either an eigenvalue of H_(p) or of H+(p) 9 but never of both simultaneously, since this would contradict its simplicity. By (7.8), it suffices to study H+(ρ). In principle we can study (7.25) directly, but we prefer to use again finite difference methods. The eigenvalue equation
is equivalent to the coupled difference equations
A careful analysis of (7.26) Proof. Because of (7.10) and (7.11) it only remains to derive (7.32). Using again the difference scheme one arrives at
Remark 7.5. Theorem 7.4 thus serves as a "counterexample" to Sect. 5 in that, in contrast to the cascade phenomenon, there exists a norm resolvent limit to a Dirichlet operator H 00 (p) as /ί-> ± oo, and a corresponding convergence of the spectrum. However, since supp(PF) = {0} in this special case, λW can at most support one additional bound state in each spectral gap of H 0 (p) for all ΛeR. As a consequence, this additional eigenvalue simply converges to the (unique) Dirichlet level of H^(p) in any spectral gap of H 0 (p) (except the zeroth one).
Remark 7.6. The basic equation (7.14) actually holds for any real-valued background potential FEL°°(R) as long as we keep λW(x) = λδ(x -X Q ) of point support.
In obvious notation (cf. Sect. 3) one gets
x,x'εR (7.34) and (7.35) In particular this implies n -Hm(H λ -z)~x = (H^ -z)~\ zeC\σ(tf J, (7.36) ;.-»±oo and hence convergence of the point spectrum (i.e. no cascade phenomenon).
Remark 7.7. One could easily repeat this section for other potentials of point support (e.g. for the analog of δ'(x -x 0 )-potentials discussed in great detail in [3] ).
Eigenvalue Trapping for Dirac Operators
In this section we consider Dirac operators on the half-line R + :=(0, oo), in the large-coupling limit. In contrast to the Schrodinger case discussed before, we do not see the cascade phenomenon. Instead, as /l-»oo, the eigenvalues E λ of the Dirac Hamiltonian H λ either approach an asymptotic value or do not converge, depending on whether a particular integral is zero or not. [ W(r) r ^ /,
In addition we suppose that W has a finite number of zeroes, including one at r = /, all of which are simple. For later purposes we also remark that for real-valued, locally absolutely continuous solutions Ψ, We take, in analogy to (8. and Θ 0 (£,r),r >0 is monotonically decreasing with respect to £e(-1,1). (To see this, note that (8.3) implies that Θ 0 (E, oo) = -^cos" 1 (-£), a decreasing function of £. Thus if we let -1 < E 1 < E 2 < 1, we have Θ Ό (E 1 , r) > θ 0 (E 2 ,ή for all r > 0 sufficiently large. Now suppose that 9 0 (E l9 r 0 ) = θ 0 (E 2 ,r 0 ) for some r 0 and that Θ 0 (E 1 , r) > θ 0 (E 2 ,r) for all r > r 0 . However, (8.3a) states that θ'(E 2 ,r 0 ) -Θ'(E 1 , r 0 ) = E 2 -E 1 > 0, so Θ 0 (E 2 ,r) > 0 0 ( £ i^) for re ( r o ? r o -f e) for some ε > 0. This contradiction shows that r 0 does not exist, and so θ 0 (E 9 r) is monotonically decreasing with respect to £e(-1,1).)
Our main result then reads 
