1. Introduction. Let {X"} be a sequence of independent, identically distributed random variables. One Markov process associated with the X" which has been intensively investigated is the free random walk, Sn= S0 + Xx + ••• + Xn = S0 + Sn.
In this paper we shall investigate another Markov process, T", which is also associated with the Xn. This T" process is defined as follows:
T0 is an arbitrary nonnegative random variable independent of the X", and for n > 0, where for any quantity x we have x+=xifx>0 and x+ =0 ifx^O. The T" process behaves like the S'n, with the vital difference that the origin acts as a reflecting barrier on the left. This process was introduced originally as an auxiliary device in the investigation of M", the maximal partial sum amongst (SX,S2,---,S"), because of the familiar relation P(M+n £x)~ P(Tn = x | T0 = 0) (see Lemma 2.1). Previously, the T" were investigated by Spitzer in [6] and [7] , and the results we obtain here will be extensions of those of Spitzer. However, our methods are quite different from those of Spitzer. Before proceeding further, let us adopt some notation which we shall use throughout the remainder of this paper. Let x _ 0, and let A be a Borel set on the nonnegative axis. Then, if n > 0, P"(x;A) = P(TneA\T0 = x), 0P"(x;A) = P(Tn eA; T; # 0, 1 = / < n \ T0 = x), while for n = 0 we have P0(x;A) = 3X(A) = [l 5 -j;
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In [ As a corollary of Theorem 1 we shall obtain the following result, which is of some interest in its own right:
Let V be the first passage time for the sums S'n to the interval (0,co); íAew for x = 0, we have
In Consequently, our results show that condition (1.2) alone suffices to guarantee that the iterates (1.11) converge to the unique nondecreasing, right continuous solution of (1.10) (with F(0) = 1) in the following manner: (2) It is easy to verify that (1.7) implies that (1.2) holds.
lim|^ = F(x).
n-»oo i'nW 2. Proofs. In this section, variables x, y will always denote points on the nonnegative axis while sets A, B will be Borel subsets of [0, oo). We commence our investigation with the following known result:
Pn(x; A)mP(M:_xeA;(Sn+x)+eA).
Proof. By induction on n it can readily be verified that T" = Max{0,S" + T0, Max(X", X" + *"_.,-, X" + -+X2)}. But as the X" are independent and identically distributed we have that the right-hand side of (2.2) and (2.1) are equal. Combining (2.7) and (2.8), we obtain (2.3).
We may now prove Theorem 1. We first establish the special case for m =0, x = 0, and y = 0. 
