work is concerned with the convergence/stability analysis of a parallel algorithm which is used to solve the incompressible Navier-Stokes problem. This relies on a splitting of the main differential operator, thanks to which the most important difficulties (nonlinearity and incompressibility) can be considered independently. Thus, one ls led to the formulation of subproblems of two kinds which can be solved simultaneously by two different processors. We prove conditional stability and convergence; this can serve to justify the accuracy of previous numerical results.
INTRODUCTION
Let Cl c W" be a regular and bounded open region (n = 2 or 3). In fluid mechanics, the description of a homogeneous incompressible fluid whose particles are located in R during the time interval [0, T] is given by the knowledge of its velocity field u = u(z, t) and two thermodynamical variables, for instance, the pressure and temperature distributions, p = p(z,t) and TJ = v(z,t), respectively. In the csse of a viscous fluid, u and p solve the so-called Navier-Stokes equations: Here, v > 0 is the kinematic viscosity of the fluid and f = f(s, t) is the density function for a field of external forces. For simplicity, we have assumed in (1) that the fluid possesses unit constant density. Once u and p are found, v can be computed by solving an appropriate transport-diffusion problem. m 2 0.
Once (2) is solved, urn+' is, at least formally, an approximation to the solution u at time (m+l)At. Let us now assume that A can be split in the form
A=Al+Az,
where each Ai (i = 1,2) is a new operator. Suppose that, for some reason, it is easier to solve (2) if A is replaced by Ai. Then, a fractional step method (of the Peaceman-Rachford type) that can be applied reads as follows. For given m 2 0 and urn, first compute urn+'12 by solving p+1/2 _ p At/2 + A1um+1/2 + A2u"' = f"'+1/2_
Then, in a second step, compute urn+' by solving p+l _ p+1/2
At/2 + A1um+l12 + AZu"'+l = fm+l.
In (3) and (4), we may take (for instance) fm+i/2 = f((m + i/2)At) for i = 1,2. The previous algorithm is purely sequential. Starting from a given u" = ~0, u1i2 is calculated from (3) . Next, u1 is obtained from (4) and so on. It is, however, easy to parallelize algorithm (3), (4) . To this purpose, we compute urn+1 in three rather than two steps: um+2/3 and um+4/3 are calculated simultaneously (with two different processors) by solving 
)
Obviously, this can be generalized to the case where A cm be written in the form 73 (5) This requires the use of q processors in parallel in a scheme involving q + 1 fractional step.
In [3] , we have adapted the above ideas to the numerical solution of (1) together with appropriate boundary and initial conditions for u by introducing a three&eps scheme which, therefore, involves the simultaneous solution of two subproblems. As in [2] , the splitting of the "spatial" differential operator (the equivalent of A in (1)) separates the main difficulties, namely, nonlinearity and incompressibility. More precisely, for each m, one has to compute simultaneously the solution um+2/3 to a quasi-linear elliptic system and the solution {um+4/3,pm+4/3} to a linear quasi-Stokes problem. Then, urn+' is calculated from (5) .
Before recalling the formulation of our algorithm properly, it is convenient to introduce the following.
(4 'o(n) = {cp E P(n); suppcp c a}.
(b) H1(s2) = {U E L2(n); Vv E L2(CZ)"), a Hilbert space for the norm is in fact a norm, equivalent to the norm of H1(R). J(0) = {cp E D(Q)n; V. cp = 0 in 0). V = the closure of J(n) in Hd((n)n; V is a Hilbert space for the scalar product and norm of H,'(CQn, which will be denoted by ((., .)) and ~~.~~, respectively. H = the closure of J(0) in L2(R)n; H is a new Hilbert space for the scalar product and norm of L2(sZ)n, denoted by (., .) and I. I. V' = the dual of v; (., .) denotes the duality pairing between V' and V.
We also introduce the trilinear forms b(., a, +) and 6(., ., a):
for U, U, w E H1(Qn (here, the usual summation convention is used).
The following properties of V and H are well known:
V LI H at V', where the embeddings are dense and compact.
We can now give a rigorous formulation of the nonstationary Navier-Stokes problem in R x (0, T).
To find a function u E L2(0, 2'; V) n L-(0, T; H) such that + y ((u(t), v)) + b (u(t), u(t), 4 = U(t), 4, VVEV, t a.e. in (O,T),
Here, ug E H is a prescribed initial velocity field, f is a given function in L2(0,T; L2(n)n), and Y > 0 is a constant. It is well known that problem (6) possesses at least one solution, which is furthermore unique if n = 2. If u is a solution, then u solves, together with some scalar function p, the Navier-Stokes equations (1) . One also has u = 0 on I7 x (0,T) and &O = ~0, in an appropriate sense. (6) can also be written in terms of 8(., ., .): (7) vu E v, t 8.e. in (0,T).
THE ALGORITHM
As mentioned above, the numerical solution of (6) involves two main difficulties: the presence of the nonlinear term (U . V)u and the incompressibility condition V. u = 0. A high performance strategy consists of introducing fractional step (alternate direction) discretization in time. This enables us to surmount these difficulties separately (see [6] and the references therein). A related parallel algorithm, introduced in [3] by the authors, also leads to good numerical results. As we said in Section 1, the corresponding convergence/stability analysis is the main subject of this paper.
(a) (b)
The numerical approximation is carried out at two levels.
Approdmation with respect to the time variable t-first, the time derivatives axe replaced by difference quotients. Accordingly, one is led to the formulation of stationary subproblems of two kinds where only one of the above mentioned difficulties is conserved. At each time step, two of these subproblems can be solved simultaneously. Their solutions can then be used to compute an approximation at the next value of t. Approximation with respect to space variables xi-this is needed to solved the previous subproblems.
Among other possibilities, we have used in [3] finite element methods, although the theoretical arguments in Sections 3 and 4 also hold for other schemes.
Let us describe the algorithm more in detail.
FIFBT LEVEL. Assume [0, T] is divided in N subintervals of length Ic (Ic = T/N) and let 8 E (0,l) be given. First, set u" = Uo.
Then, for given m 2 0 and urn E Hi((SZ)n, compute urn+++ as follows.
PROBLEM (NLP). Solve the nonlinear elliptic system 
01)
Obviously, each T.L~+~/~ is, at least formally, an approximation to the function u(+, (m + i/3)k).
As announced, we see that, after discretization in time, the task is reduced to the solution of stationary problems of two kinds: quasilinear elliptic problems (NLP)-where the incompressibility condition has disappeared-and linear problems (LP). Existence and uniqueness results for (LP) and (NLP) can be deduced in a relatively simple manner, at least when v is not too small, with standard arguments (see, e.g., [4, 5] ).
SECOND LEVEL. Let us assume that a Hilbert external approximation is given for H,'(R)n (see 111). This means that we have at our disposal a family of triplets (here, 'H is a generalized sequence in R'J that converges to zero), a Hilbert space F, and an isomorphism ij from H,'(R)n onto F such that, for each h E 3-1, one has the following: For given m 2 0 and UT E wh, then the following. 
3. We set This framework stands in particular for the usual finite difference and finite element techniques that are found in the literature (see [l] ; see, also, [6] for a discussion on several important computational aspects).
THE MAIN RESULT
In the sequel, it will be assumed that the previous external approximations for H,'(S2)n and V satisfy four consistency hypotheses (here, 'H' c 31, 'If' 40, and k' --t 0). In the finite-dimensional space wh, II -II h, and I . I are equivalent norms. More precisely, one has
HYPOTHESIS HI. If ?Jh' E L2(o, T; Vh'), V h' E 1-I', up 3 u weakly in L2 (0,T; L2 (Ci)n) , and ph'?&' --t II, Weakly iIl L2 (0, T; F) , then necessarily u E L2(0, T; V) and + = iju.

HYPOTHESIS H2. If vh,, wh' E L2(0, T; Wh,), V h' E 7-l', phwhl -+ 3v weakly in L2(0,T; F), and ph'wh' --t GW strOIl& in L2(0,T; F),
then
J ,,T ((vh+bh'(t)))h dt ---f I' ((v(t),w(t))) dt.
HYPOTHESIS H3. If uh', Vh' E P(o, T; Wh,), V h' E 7$,
for some "optimal" constants 4 and S(h). Obviously, S(h) cannot be bounded as h + 0 and its order of magnitude depends on the specific approximation spaces wh. Thus, we can write lbh(Vh.Vh,Wh)l I Sdh)bh12bhllh, QW,Wh E wh, 08)
for some "optimal" S1 (h) (evidently, S1 (h) 5 dlS(h)2). For given k and h E 'H, let us introduce the flmctiOIU3 ukh, ?&h, u&h, iikj,, &j,, and @kh, which are defined as fOllOWS: If 'H' and (k'} satisfy all requirements in (a), then the common limit u is a solution to (6) . consequently, when n = 2, the whole sequences Ukh, . . . , &h converge towards the unique solution. Notice that (19) can be viewed as a stability condition. It is well known that these conditions appear frequently in the context of nonlinear parabolic problems. In practice, (19) means that, for small lhl, k cannot be too large-usually, S(h) grows like IhI-* as h 4 0. Thus, Theorem 1 shows that (8)- (11) is (at least) conditionally stable. When (19) is satisfied, this algorithm leads to functions which are approximations to the solutions of the Navier-Stokes problem (6) . For similar results concerning other algorithms, see [6, 7] .
PROOF OF THE MAIN RESULT
In order to demonstrate Theorem 1, we argue as in [1, 6] . The proof will consist of several steps. lSt
Step. "A priori" estimates for ukh, . . . , ti&.
2"d
Step. Uniform estimates for the Fourier transform Okh (and, consequently, for the norm of r&h in @(O,T; L2(n)n) f or some p). For simplicity, the index h will be omitted in the first two steps. 3rd
Step. The choice of a convergent subsequence. 4th
Step. The proof that limit points solve (6). 5th
Step. Strong convergence (when n = 2 and (20) is satisfied).
The structure of this demonstration is common to other nonlinear problems and other fractional step methods. This becomes clear from the results in [1, 6] . In a future work, we will present some general abstract results in this direction. On the other hand, using 2, = um+4/3 E V in (14), we find lum+W12 _ lumj2 + lum+W _ uml2 + !$!! llum+4/a112 
one also has At present, we are going to prove that (28) is still true after dropping out the term between brackets. For this, we use induction in the following. This can also be written in the form 
((gk(t),V)) = --Y (((2 -@)Uk(t) + (1 -@Vk(t> + 2eWk(tb)) -b(Vk(t),hk(t) + (1 -o)Vk(t)J) -2bk(t)9~k(t)9V) + (h(t) + 2f2k(t), v), vv E v,
A NUMERICAL EXAMPLE
In this section, we describe briefly some numerical methods for the solution of the linear and nonlinear subproblems that are found after time discretization.
To illustrate the behavior of algorithm (12)-(15), we also present some numerical results for the incompressible Navier-Stokes problem (6) in a particular 2-D domain (see Figure 1) . In fact, we will consider here a situation in which the stationary state is quickly reached. Furthermore, the boundary conditions are not exactly as in Sections 1 and 2. So, other examples are probably more relevant, but the arguments apply as well.
r, CJ Figure 1 .
The Numerical Solution of the Nonlinear Problems
For simplicity, we describe the numerical strategy in the framework of the "continuous" problem (9) . Notice that this can be written ss a Dirichlet problem for a quasi-linear elliptic system and, also, as follows.
To find u E H,(0)" such that F(U) = 0.
Here, F : IT$((S~)~ + IIF~(R)~ is an appropriate C' mapping. For the solution of (46), we have used an inexact Newton method, more precisely, GMRES iterates (see [8] ). Recall that Newton iterates for (46) read: 
