Abstract-This paper is an extension of our previous paper to improve the capability of detecting corners. We proposed a method of boundary smoothing for curvature estimation using a constrained regularization technique in the previous paper. We propose another approach to boundary smoothing for curvature estimation in this paper to improve the capability of detecting corners. The method is based on a minimization strategy known as mean field annealing which is a deterministic approximation to simulated annealing. It removes the noise while preserving corners very well. Thus, we can detect corners easier and better in this approach than in the constrained regularization approach. Finally, some matching results based on the corners detected by corner sharpness in the mean field annealing approach are presented as a demonstration of the power of the proposed algorithm.
I. INTRODUCTION
It has been noted that the human visual system uses twodimensional (2-D) boundary information to recognize objects since the shape of the boundary contains the pertinent information about an object. Hence, representing a boundary concisely and consistently is necessary for object recognition. In addition, the boundary-based method has the advantage of using local information which is less subject to problems caused by occlusion in recognizing objects based on shape information in the presence of occlusions.
We use a corner detection approach for boundary representation since it is well known that the shape information is concentrated at the points having high curvature [1] . The corners are usually detected in a curvature function space by capturing all the local extrema whose curvature values are above a certain threshold value. Hence, computing the curvature function properly is very important for consistent corner detection (or consistent object representation). However, the curvature function may vary according to the smoothing factor and threshold chosen. Thus, the number and accuracy of the corner detection is dependent upon these factors. Several curvature estimation methods on a digitized boundary have been developed to obtain a smooth boundary both in a discrete domain and in a continuous domain. However, they have a common difficulty in determining a unique smoothing factor.
We solved the above problem by using a constrained regularization (CR) technique which combines regularization and a noise constraint in the previous paper [2] . The degree of smoothing is determined by a priori noise information. In other words, the noise constraint determines a unique smoothing factor. However, the CR approach does not preserve discontinuities (corners) well. A slight smoothing effect at corners may cause the loss of corners in this approach.
We propose a mean field annealing (MFA) approach to solve the problem of unnecessary smoothing effect at corners of the CR approach in this paper. It smooths out the noise without losing sharpness of corners. Simulated annealing (SA) is an established technique for finding the global minimum of complex nonlinear functions that have several local minima. SA is a random process and converges to a global minimum under special conditions. However, it converges to the global minimum very slowly. MFA is an approximation to SA which replaces the random search with a series of deterministic gradient descents. This approximation makes the algorithm converge faster. MFA solves the simultaneous problems of noise removal and preservation of corners.
We can easily detect ideal corners such as impulses in the curvature function space. However, ideal corners rarely exist for a real boundary. They are often rounded due to the smoothing effect of the preprocessing. In addition, a human recognizes both sharp corners and slightly rounded segments as corners. We defined "corner sharpness", qualitatively similar to a human's capability of detecting corners, in which a little tolerance is given to recover slightly rounded corners in the previous paper [2] . Since the MFA method preserves corners very well, less tolerance is given to recover slightly rounded corners in detecting corners using corner sharpness. Thus, we can detect corners easier and better in the MFA approach than in the CR approach. This paper is structured as follows. In Section II, problems of the current methods to compute the curvature function on a digitized boundary are discussed and our previous work using the CR approach is briefly introduced. In Section III, a new boundary smoothing method is explored and applied to our application. We derive the mean field annealing algorithm first, and then apply it to the particular problem of boundary smoothing on a digitized boundary. Several experimental results clearly show that MFA solves the simultaneous problems of noise removal and preservation of corners. Based on the above results, corners are detected by corner sharpness in Section IV. We present some matching results to support the excellence of our approach, even in the presence of occlusion in Section V. Finally, concluding remarks are given in Section VI.
II. PREVIOUS WORK (THE CR APPROACH)
The curvature function obtained naively from a digitized boundary is very ragged due to the discrete nature of a boundary data and noise. Therefore, it must be made smooth to be used for further processing. The computation of curvature involves the first and second derivatives 1083-4419/98$10.00 © 1998 IEEE and differentiating discrete and noisy data enhances the noise. It is an ill-posed problem. There are two possible approaches to compute the curvature function on a digitized boundary curve in a wide sense: one is performed in a discrete domain and the other is performed in a continuous domain. The discrete domain has been used to compute the curvature function directly using the concept of k-curvature.
We have exploited the continuous domain by investigating several lowpass filtering techniques to reduce the effect of quantization. However, a common critical problem of the existing methods is the difficulty in determining a unique smoothing factor. Fig. 1 shows an original gun boundary which was extracted by a contour tracing algorithm [3] based on the 8-neighbor Freeman chain code. The starting point is marked with "*" and the direction of tracing is counter-clockwise. Fig. 2 shows one example of the above problem using a Hanning-windowed FIR lowpass filter. The central issue in using a lowpass filter is the determination of the passband of the filter. The results of the application of the Hanning-windowed lowpass filter to the gun boundary are depicted in Fig. 2 . The degree of smoothing varies according to the cutoff frequency w c as shown in the figure. It shows that oversmoothing of the boundary causes a considerable change in its shape as well as in its curvature function [ Fig. 2(b) ]. It is difficult to determine an appropriate value of wc, i.e., smoothing factor.
We suggested the boundary smoothing method to overcome the above problem. We used a constrained regularization technique which combines a regularization and a noise constraint in the previous paper [2] . The regularization technique generally transforms ill-posed problems into well-posed problems by introducing constraints such as a smoothness requirement. It results in a consistent, unique and stable solution. We have knowledge about the quantization noise, which is the dominant noise on the digitized boundary. In addition, Reinsch [4] suggests that if the noise variance is roughly known, then the regularization parameter should be chosen so that the residual error is equal to the noise variance. By imposing the above noise constraint, we obtain the desirable result which is appropriate for further processing. The CR approach avoids the difficulty of determining a unique smoothing factor by smoothing the proper amount of noise. The mathematical details of the CR approach can be found in the previous paper [2] .
We already have shown that the magnitudes of the curvature functions were inversely proportional to the scale factor in the CR approach. However, normalizing the curvature function about the arclength remedies the scale invariance property. In addition, we easily confirmed the rotation and translation invariant properties of the algorithm. Thus, we showed that the resulting detection of corners in the normalized curvature function is invariant to rotation, scale, and translation in the CR approach [2] . We can easily detect ideal corners as impulses in the curvature function space. However, ideal corners rarely exist for a real boundary. They are often rounded due to the smoothing effect of the preprocessing. Humans recognize both sharp corners and slightly rounded segments as corners. Thus, we established a criterion, called "corner sharpness," qualitatively similar to a human's capability of detecting corners, in which a little tolerance is given to recover slightly rounded corners. We applied corner sharpness to the normalized curvature functions obtained by the CR approach to detect corners. Our results using the CR approach very closely matched the results of human observers. However, we found that, in some cases, we might have some more (or less) corners than expected because of the unnecessary smoothing effects at the corners or too much tolerance in detecting corners using corner sharpness.
III. MEAN FIELD ANNEALING APPROACH TO BOUNDARY SMOOTHING

A. Theory of Mean Field Annealing
Problems involving the minimization of functions that have many local minima have been prominent in various engineering applications for a long time. The gradient descent method is a typical example of a minimization algorithm which may become stuck in a local minimum depending upon the starting point. If started in a valley, it will find the bottom of that valley. We have no guarantee that it is the global minimum. Kirkpatrick et al. [5] developed the simulated annealing technique to overcome this problem.
The Bayesian approach can be used for image segmentation by finding the most probable state in the a posteriori probability distribution. However, it is almost impossible to find the conditional and joint distributions in practice. Geman and Geman [6] showed that if the image can be modeled as a Markov random field (MRF), there is an equivalence between the MRF and the Gibbs distribution. Hence, the problem of finding the most probable state in a posteriori probability distribution is converted to that of finding a global minimum in the energy function. Once the proper energy function is defined, the next step is to find the global minimum in that function. Geman and Geman [6] proposed a procedure called stochastic simulated annealing (SSA). It converges to a global minimum under certain conditions. However, it is extremely slow in practice. MFA is an approximation to SSA which replaces the random search by a series of deterministic gradient descents. This approximation makes the algorithm converge faster than the SSA.
Bilbro and Snyder [7] , [8] successfully applied MFA technique to image restoration. They showed that the MFA algorithm can be applied to conventional television luminance images and both conventional and very low resolution images. They also suggested a neural network architecture for implementing MFA. Van den Bout and Miller [9] also successfully applied MFA for the graph bipartitioning problem which is a combinatorial optimization problem. They originally used the simulated annealing technique. However, they achieved a 20:1 speedup by replacing it with MFA.
Since there are local interactions between a data point and its neighbors in boundaries, we can model the boundary as a MRF. Thus, we now present the derivation of the MFA algorithm for the problem of boundary smoothing. So, we model the boundary as follows:
where f ; v, and fm are the original (unknown ideal), noise, and measured boundary vectors, respectively. We assume that the noise is independent of the signal and additive. Let f e be an estimate of f .
Then, by using Bayes' rule the posterior distribution of an estimated boundary f e given an observed boundary f m is as follows:
where p(fm j fe) is a "noise term" which describes the noise distribution and p(f e ) is a "prior term" which describes the a priori distribution of f e . We denote p(f m j f e ) and p(f e ) as p n (f m j f e ) and pp(fe) because p(fm j fe) depends on the noise and p(fe) depends on a priori knowledge, respectively. Since p(f m ) in (3.2) is constant, maximizing (3.2) is the same as:
(3.3) e 0H :
We can choose the prior term properly by using a priori knowledge of the ideal boundary. We choose an exponential form for p p as follows:
p p / e 0H :
By taking the log of both sides of (3.4) and (3.5), we obtain the following Hamiltonian:
H(f e ; f m ) = H n (f e ; f m ) + H p (f e ):
(3.6) Now, the problem of maximization of the posterior probability is converted to the problem of minimization of the corresponding Hamiltonian.
Since the estimated boundary fe can be modeled as a MRF, the density of p p (f e ) is a Gibbs distribution due to the equivalence of a Gibbs distribution and a MRF [6] , [10] . Hence we can write
where T is the system temperature, and Z is the normalizing constant. p(fe) represents the equilibrium probability distribution at a certain system temperature T . Then, at each temperature the Hamiltonian to (3.8)
The main concept of simulated annealing is that annealing contracts the equilibrium distribution to a global minimum by using Gibbs sampler [6] . However, deterministic minimization at each temperature finds the equilibrium distribution in MFA [11] . 
where N is the dimension of the parameter vector f . The above H 0 is a convex function and has only one minimum since it is a paraboloid. Thus, minimizing H0 is simple. H0 must depend on a set of parameters to resemble H. We adjust those parameters in such a way that H 0 will resemble H. where Z0 is also a normalizing constant. Thus, the problem is converted from minimizing a complex H to estimating for a simple H 0 .
We minimize the expectation of the error (EMF) between H0 and H T with respect to to make the two functions similar as follows: MF can be found, the value for H0 that best resembles H will have been found. However, since F T is independent of , and F 0 and hH 0 i are constants, the minimization of E 0 MF with respect to is the same as the minimization of hHTi. If this minimization process is completed, H 0 (; f e ) becomes the best approximation of H T (f e ; f m ) and the resulting becomes the best mean field realization of f at T . The expectation in (3.14) involves T which suggests an annealing strategy as in the use of the Boltzmann temperature. As T is gradually reduced, it is the low-temperature behavior that provides the answer. By reducing the temperature gradually to zero and minimizing hH T (f e ; f m )i , we can reach the minimum of H(fe; fm). Then, we obtain the best mean field realization of fe which minimizes H(fe; fm).
B. Boundary Smoothing Using MFA
We choose a Hamiltonian which represents both the noise in the boundary and a priori knowledge of the local shape of the boundary data. Since we have the noise information, we can choose the noise Hamiltonian (H n ) as follows: 3 k is the operator to the neighborhood of the kth element. We use the second derivative for 3 k as in the CR approach because it represents the roughness of data. b is a weighting factor for the prior Hamiltonian against the noise Hamiltonian, and T is a system temperature. As T With this choice for H 0 , the parameter becomes the mean of f e . We already found that the minimization of E MF is equivalent to the minimization of hH(fe; fm)i. In addition, Bilbro and Snyder [7] showed that hH n i is constant and hH p i has the following asymptotic behavior: We perform the minimization of (3.21) by annealing on T . That is,
we begin with a large T since Hp 0 for large T and minimizing the H of (3.21) is equivalent to setting = f m . Then, we start the algorithm with this initial condition, gradually reduce T , and at each new value of T , we minimize H by using gradient descent or other standard minimization methods. From (3.21), we can see the algorithm is influenced by the following parameters: : the standard deviation of the noise; b: the relative magnitude of the prior term; T i : the initial temperature; and T f : the final temperature. The decrement factor is also important. However, it was empirically shown that 5-10% decrement of the temperature is usually good enough. Therefore, we use the following annealing schedule: Tnew = 0:95T old . We estimated the above parameters using an order-of-magnitude analysis in [12] . Since the quantization noise is dominant in a digitized boundary, we can easily estimate . The resulting estimated parameters with the order-of-magnitude analysis are T i 6; T f :01; and b 2:8. Mathematical details as well as some experimental results for parameter estimation can be found in [12] . Fig. 3(a) is the smooth gun boundary obtained by the CR method and Fig. 3(b) is the corresponding curvature function. As shown in the figure, the original boundary was smoothed well enough to be used for further processing, but some corners were not preserved well. On the other hand, Fig. 4(a) shows the smooth boundary obtained by the MFA method. Fig. 4(b) is the corresponding curvature function. We can clearly see that the MFA method gives better performance than the CR method. Fig. 4(b) , when compared with Fig. 3(b) , is less noisy and has larger extrema. In other words, corners of Fig. 4(a) are sharper than those of Fig. 3(a) and curved segments of Fig. 4(a) are smoother than those of Fig. 3(a) . We can detect corners easier and better in Fig. 4(b) than in Fig. 3(b) .
C. Experimental Results
The normalized curvature function obtained by the MFA approach is also invariant under rotation, scale and translation as in the CR approach. As a result of, we are able to invariantly detect corners in the normalized curvature function spaces. We put Gaussian noise (n = 1:0) into the gun boundary which was already affected by quantization due to the effect of the Freeman chain code. Fig. 5(a) shows the curvature function before MFA. It looks very noisy as expected. Fig. 5(b) shows the overlapped boundary between the noisy boundary and the smooth boundary preprocessed by the MFA method.
We can see that the preprocessed boundary preserved corners very well as in Fig. 4(a) . Thus, we can generally use the MFA method in any noise environment if we have a priori knowledge of the noise.
IV. CORNER DETECTION
A. Robust Corner Detection
Considering noise and negligibly small changes on the boundary, it is necessary to give a threshold value to the curvature, based upon which corners may be determined. A human recognizes slightly rounded segments as corners as well as sharp corners. Thus, we proposed a method to mimic a human's capability of detecting corners based on the definition of corner sharpness in the previous paper [2] . Sharp corners as well as slightly rounded segments are detected as corners by the following definition.
1) Definition (Corner Sharpness):
Corner sharpness is defined as a tangent angle change (1, in a normalized curvature function space) within a unit perimeter (1s) of a simply closed boundary. A point on the boundary is considered as a corner if 1 within 1s
around that point satisfies the following condition:
where th is a threshold value.
Since corner sharpness at each point is measured from the normalized curvature function space and the normalized curvature function is consistently obtained, we can consistently detect corners according to the corner sharpness at each point of a boundary. We determine a threshold value ( th ) for the corner detection in the normalized curvature function. It is based on the tangent angle change within a unit perimeter length of a circle whose perimeter is 1 as follows. Assume that the boundary is sampled to 360 points with equal arclengths. Thus, the unit perimeter length (1s) of the circle is 1/360 and the tangent angle change (1) within 1s is 2. We consider a point as a corner in a simply closed boundary if the corner sharpness within a unit perimeter is ten times greater than the above 1 (2).
For a simply closed boundary, the integral of the curvature function along the boundary should be 2. Since the normalized curvature function value at each point (within the unit perimeter length) for the circle is 2, the threshold value, th = 10 2 2, is obtained.
The CR method slightly smooths out corners and the resulting curvature at corners are spread over the neighbors. Unless we give a little tolerance when we detect corners in this curvature function space, we may miss some corners. Thus, we detect corners based on the following empirically derived result when we use the CR approach [2] Each point on a boundary is considered as a corner if one of the above conditions are satisfied. On the other hand, we already have shown that the MFA method preserves corners very well, and the resulting curvature function has large and sharp curvature extrema. Thus, the following condition is enough to detect corners in the MFA approach 1s 0 ds 20:
Thus, we can detect corners easier and faster than in the CR approach. Fig. 6 shows corners for the gun boundary detected by human observers. Fig. 7(a) shows corners detected by the condition i) of (4.2) in the CR approach. As shown in the figure, a couple of corners, when compared with Fig. 6 , were not detected due to the unnecessary smoothing effect at corners of the CR approach. However, the conditions ii) and iii) recovered the missing corners. Fig. 7(b) shows the overall corners detected in the CR approach based on the corner sharpness. Our corner sharpness technique located the same number of corners as those detected by the human observers at almost the same positions. Fig. 8 shows the normalized curvature function with the threshold value in the MFA approach. We had the same corners as in Fig. 7(b) by (4.3) . Thus, we can detect corners easier and three times faster in the MFA approach, while they provide the same results.
B. Experimental Results
We performed the same experiment for the occluded boundary between a gun and a plier. Fig. 9 shows the corners detected by the CR method from the occluded boundary. As shown in Fig. 9 , one phantom corner, which is marked "*", was found in the gun part of the occluded boundary. However, it may not cause any serious problems in matching since the matching algorithm can accommodate this kind of problem. Matching results will be shown in the next section. Fig. 10(a) is the normalized curvature function with the threshold value in the MFA approach. Fig. 10(b) shows the corners detected in this normalized curvature function space. The MFA approach did not produce any phantom corners in contrast to what occurred with the CR method.
V. MATCHING RESULTS
As a demonstration of the power of the corner detection algorithm, we consider an example of matching the silhouette of a partially occluded object to a model. Any number of matching methods could be used for this demonstration. Here, we formulate object recognition as matching a model graph with an input image graph. We pose this graph matching problem as an optimization problem where an energy function is minimized. This optimization problem can be mapped into the Hopfield network [13] - [15] . Li and Nasrabadi [16] applied a discrete Hopfield network (DHN) to image matching, using subgraph matching (isomorphism) to recognize objects. The DHN is formulated as a 2-D array. Rows correspond to an input image and columns correspond to an object model. The output of neurons after convergence shows the measure of similarity between two images. Lin et al. [17] applied the same structure of Hopfield network to 3-D object recognition. However, they used a continuous type of Hopfield network (CHN) for better matching results, which takes more time to arrive at stable states. The mathematical details can be found in [16] , [17] .
We use a continuous type of 2-D Hopfield network for matching. A graph is constructed to create a model for each object using unique corners, which are detected by the MFA approach using corner sharpness, as nodes of the graph. Each node has local features (angle) as well as relational features (distances between nodes) with other nodes. Not only relations between neighboring corners but also relations between all other corners are used as constraints to increase the robustness of the algorithm. During the matching procedure, we construct a similar graph for the input image which may consist of one or several occluded objects. Each model graph is then matched against the input image graph to find the best matching subgraph. Fig. 11(a)-(c) shows matching results between Model-1 (gun) and Input-1 (gun + hammer), between Model-2 (hammer) and Input-1, and between Model-1 and Input-2 (gun + plier), respectively. The nodes marked "*" in the figures represent the matched nodes. Table I shows the stable states after the convergence for between Model-2 and Input-1. "1" represents an active node (matched) and '0' represents an inactive node (unmatched). Table I corresponds to Fig. 11(b) . As shown in Fig. 11 and Table I , they show excellent matching results between model objects and input objects in the presence of occlusion.
VI. CONCLUSION
We proposed two boundary smoothing methods for curvature estimation to overcome the common critical problem of current object representation methods: the CR method in the previous paper [2] and the MFA method in this paper. The CR method resulted in slight unnecessary smoothing at corners. It may cause the loss of corners. However, it did not cause any serious problem in detecting corners since corner sharpness compensated for the unnecessary smoothing effect at corners. On the other hand, the MFA method avoided the unnecessary smoothing on corners. In other words, it removed the noise while preserving corners very well. Since the MFA method preserved sharpness of corners well, less tolerance is given to detect corners using corner sharpness in the MFA approach. Hence, we detected corners easier, better and three times faster in this approach than in the CR approach.
We defined corner sharpness to increase the robustness of the proposed method. It mimics the human's capability of detecting corners and overcomes smoothing effect of preprocessing. We empirically found the practical conditions of corner detection in both approaches. We showed that both the CR and the MFA approaches detected almost the same number of corners at almost the same positions as those detected by human observers. Finally, we showed some excellent matching results in the presence of occlusion to demonstrate the power of our proposed methods.
I. INTRODUCTION
A desirable aid to enhance models of speech production is the capture of the dynamic three-dimensional (3-D) shape of the mouth during speech, as lip movement is important in speech production and perception [12] . A range of techniques have been developed to sense 3-D surface shape [1] , but many techniques are restricted to static or slowly moving objects. Photometric stereo requires multisite illumination and hence multiple images, rendering it to be ill-suited for dynamic scene acquisition. One system [3] , reconstructed 3-D head images by projecting pattern sequences; however, due to its sequence-basis, it cannot be deployed in speech applications. Videorate triangulation based structured light systems enable 3-D surface data acquisition for dynamic scenes. The surface depth information is calculated from a single image of the scene, illuminated by a single projected pattern of structured light. Thus the data required to calculate the 3-D shape information can be captured at video-rate, although the processing required to calculate the dynamic 3-D shape information for the video sequence is performed off-line. Stripes [2] , [10] , [12] , grids [6] , and square-based pattern elements [9] , [15] , [16] have previously formed the basis of the projected patterns. In the approach presented here, the projected structured light pattern is an array of color encoded circular spots. Each imaged spot is deformed by the underlying surface, both in position and in shape. From the observed ellipses, the 3-D surface location and orientation can be captured simultaneously [4] , [5] .
In application, step edges in the illuminated surface can bisect projected pattern elements resulting in incomplete imaged shapes. For pattern elements based upon stripes or squares, incomplete imagedshapes are not uniquely identifiable, admitting the possibility of erroneous depth measurements; a square projected onto an inclined surface may be imaged as a rectangle, regardless of the presence or absence of a step edge. When the pattern elements are circular spots, incomplete shapes are immediately apparent.
A priori knowledge can be used to increase the efficiency of feature extraction. In the new 3-D sensing system, the center position of each imaged spot is constrained to lie on an epipolar line, restricted by the working volume of the system. The imaged shape of each spot depends on the orientation of the illuminated surface. These constraints are applied in a novel formulation of the Hough transform (HT) to extract the imaged spots. The HT has an accumulator space of only three parameters that completely describe the 3-D surface's location and orientation.
Section II develops the relationship of each imaged spot's position and shape to the illuminated surface's location and orientation. In Section III, the formulation of the HT to extract the imaged spots is detailed. Section IV describes the implementation of the HT which includes voting constraints to reduce the number of background votes cast in the HT accumulator array to minimize the number of false peaks. Results in Section V verify the new formulation of the HT and demonstrate how this new structured light system can be used to recover 3-D surface shape for imagery acquired at video-rate. Fig. 1 shows a schematic of the structured light system's geometry. A projector illuminates the scene with a hexagonally tessellated array of color encoded circular spots, the scene is imaged by a camera offset from the projector. For each projected spot, a spatial codeword formed from the color of the spot and those of its immediate neighbors identifies the spot's position in the projected array. If the projector and camera are calibrated with respect to a known 3-D coordinate system then the center of each imaged spot is constrained to lie along a known epipolar line. From the imaged position of each spot's center, a sample of the surface location is determined using triangulation.
II. PARAMETERIZING THE IMAGED SPOTS
The shape of each imaged spot depends on the nature and orientation of the 3-D surface it illuminates. If the surface area illuminated by an individual spot is planar, the imaged spot will be perceived as an ellipse. Fig. 2 shows views of a circular spot projected onto the surface of a wedge. The projector and camera are horizontally aligned and perspective effects considered negligible. For this example, the epipolar line, along which the spot's center lies in the camera image, is horizontal. The imaged ellipse shape is observed to be the projected circle sheared and scaled in the direction of the epipolar line. Altering the orientation of the illuminated 3-D surface alters the observed
