Introduction
Location-aware services provide the basis for a wide range of promising application areas (see, for example, [1] ). In order to support a wide range of location-aware applications, a generic location service (LS) is needed that maintains the geographic locations of tracked objects, like persons or vehicles (see also [3] ). While for some applications it might be sufficient to retrieve the current position of a given object (position query), others require more sophisticated types of queries. A range query determines all mobile objects that are inside a certain geographic area. A nearest neighbor query the mobile object nearest to a certain location. For example, in a city guide application an information service for public transportation might want to announce the delay of a bus to all users waiting at the next station. In consequence, a user may want to find the nearest available taxi.
Position sensing devices differ in the accuracy with which they record location information. While GPS is accurate to within 10 m, an indoor positioning system (e.g., Active Bat) might have a finer resolution. Consequently, the location information maintained by a LS may differ in accuracy, if it is provided by various sensor systems. When designing an API and query processing algorithms for the LS this fact must be considered to allow clients and tracked objects to specify the requested accuracy. Moreover, different positioning systems can deliver the same information but in different forms. For example, an Active Badge system delivers the position by means of cell identities, while GPS is based on a geographic coordinate system. A LS implementation should hide this heterogeneity as far as possible from applications. Protecting the privacy of the tracked object's recorded location information will be crucial for the acceptance of such a service. Therefore, authentication and authorization mechanisms must be integrated into a LS (for a discussion of this aspect see [3] ).
We believe that the location-awareness of applications will not be limited to small-scale indoor or outdoor situations but will become a global issue, which has to be supported by a LS by integrating various indoor and outdoor positioning systems. We further believe that many applications will become location-aware as soon as the required infrastructure gets available. Consequently, we expect that a global LS must be able to handle hundred thousands of tracked objects and clients concurrently.
In this paper, we sketch the architecture and mechanisms of the LS. For further details the interested reader is referred to [2] .
Architecture
To ensure the scalability required for a large-scale deployment of the service, the location servers that belong to the LS are organized in a hierarchical manner comparable to the architectures proposed for the location management in Personal Communications Services or the GLOBE location service for mobile software objects.
The LS is configured to cover a certain geographic area, its so-called service area. Objects that are located within its service area can be registered with the LS to be tracked. The service area covered by a LS is structured in a hierarchical fashion: A service area can be subdivided into sub service areas, which again can be subdivided, and so on (see Fig. 1 ).
Associated with each service area is a location server, which is responsible for tracking all the objects visiting its service area. Consequently, the service area hierarchy resembles the location server hierarchy. Leaf servers are associated with leaf service areas. Since leaf service areas are not supposed to overlap, at any point in time for each tracked object there exists exactly one leaf server that is responsible for keeping track of the object's position. We will call this leaf server the object's agent. Of course, whenever a tracked object moves from one service area to another a hand-over has to be performed. A non-leaf server is responsible for a service area that is the union of the service areas associated with its child servers. A non-leaf server stores for all tracked objects that are currently within its service area a so-called forwarding reference, which identifies the child server that is responsible for the mobile object. Consequently, only leaf location servers store the location information for a mobile object, whereas non-leaf servers store forwarding references that specify a path from the root server to the object's agent, which manages its location information.
Location updates for a tracked object are always sent to the object's agent, which then updates the object's location information. When a tracked object moves to a new service area, the tracking responsibility is handed over and the forwarding path has to be adapted accordingly. Hand-over processing must then make sure that the tracked object learns about its new agent.
A client of the LS sends a query request to a nearby leaf location server, which becomes the entry server for this query. To perform a position query, the query is forwarded upwards until a server is found that holds an appropriate forwarding reference and by then following it downwards. For a range query, the hierarchical relationship of the service areas is exploited by propagating the query upwards until a server is found, whose service area includes the specified area entirely. From there the request is propagated downwards to all children with service areas overlapping with the specified area. These leaf servers determine the objects that are in the corresponding sub area and send the result back to the entry server, which is responsible for constructing the answer that is then returned to the client. Nearest neighbor queries are performed in a similar fashion.
Data Storage
To achieve a high accuracy of the location information, the LS needs to be able to cope with frequent update messages. Our experiments show that existing spatial database systems are optimized for more complicated queries and large data sets and are not suited for the large number of simple updates required for the LS. We therefore propose a combined data storage component, where the location information is held in a fast volatile main memory database, while registration information is stored in a traditional database. In case of a failure, the location information is recovered on the fly from the incoming updates.
Our experiments with a prototype implementation of the LS show that our distributed architecture is able to process more than thousand update message per second and almost as many queries on a single location server (for details see [2] 
