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ON THE STRONG HOMOTOPY LIE-RINEHART ALGEBRA OF A
FOLIATION
LUCA VITAGLIANO
Abstract. It is well known that a foliation F of a smooth manifold M gives rise to a
rich cohomological theory, its characteristic (i.e., leafwise) cohomology. Characteristic coho-
mologies of F may be interpreted, to some extent, as functions on the space P of integral
manifolds (of any dimension) of the characteristic distribution C of F . Similarly, characteris-
tic cohomologies with local coefficients in the normal bundle TM/C of F may be interpreted
as vector fields on P . In particular, they possess a (graded) Lie bracket and act on charac-
teristic cohomology H. In this paper, I discuss how both the Lie bracket and the action on
H come from a strong homotopy structure at the level of cochains. Finally, I show that such
a strong homotopy structure is canonical up to canonical isomorphisms.
1. Introduction
The space of leaves of a foliation is not necessarily a smooth manifold. However, there exists
a formal, cohomological way of defining a differential calculus on it. Namely, a foliation is a
special instance of a diffiety. A diffiety (or a D-scheme, in the algebraic geometry language)
is a geometric object formalizing the concept of partial differential equation (PDE). Basically,
it is a (possibly infinite dimensional) manifold M with an involutive distribution C (in the
case when M is finite dimensional, (M,C) is the same as a foliation of M). It emerges in
the geometric theory of PDEs as the infinite prolongation of a given system of differential
equations [2]. Solutions (initial data, etc.) of a system of PDEs with n independent variables,
correspond bijectively to n-dimensional ((n−1)-dimensional, etc.) integral submanifolds of the
corresponding diffiety. Vinogradov developed a theory, which is known as secondary calculus
[28, 29, 30], formalizing in cohomological terms the idea of a differential calculus on the space
of solutions of a given system of PDEs, or, which is roughly the same, the space of integral
manifolds of a given diffiety (M,C). In other words, secondary calculus provides substitutes
for vector fields, differential forms, differential operators, etc., on a (generically) very singular
space where these objects cannot be defined in the usual (smooth) way.
Namely, let (Λ, d) be the differential graded (DG) commutative agebra of differential forms
on M longitudinal along C (i.e., the exterior algebra of the module of sections of the quotient
bundle T ∗M/C⊥, see Section 6 for details) and X the module of vector fields transversal to
C (i.e., the module of sections of the quotient bundle TM/C, see again Section 6 for details).
The Λ-module, Λ ⊗ X possesses a differential d which makes it a DG module over (Λ, d).
Now, secondary functions are just cohomologies of (Λ, d), and secondary vector fields are
cohomologies of (Λ⊗X, d). Similarly, secondary differential forms, etc., are characteristic (i.e.,
longitudinal along C) cohomologies of (M,C) (with local coefficients in transversal differential
forms, etc.). All constructions of standard calculus on manifolds (Lie bracket of vector fields,
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action of vector fields on functions, exterior differential, insertion of vector fields in differential
forms, Lie derivative of differential forms along vector fields, etc.) have a secondary analogue,
i.e., a formal, cohomological analogue within secondary calculus. In the trivial case when
dimC = 0, secondary calculus reduces to standard calculus on the manifold M (see the first
part of [31] for a compact review of secondary Cartan calculus).
Since secondary constructions are algebraic structures in cohomology, it is natural to wonder
whether they come from algebraic structures “up to homotopy”at the level of cochains.
The present paper is the first in a series aiming at exploring the following
Conjecture 1. All secondary constructions come from suitable homotopy structures at the
level of (characteristic) cochains.
A few instances motivating Conjecture 1 are scattered through the literature. Namely,
Barnich, Fulp, Lada, and Stasheff [1] proved that a (secondary) Poisson bracket on the space
of histories of a field theory (which is nothing but the space of solutions of the trivial PDE
0 = 0, whose underlying diffiety is a “free” one, i.e., an infinite jet space) comes from a (non
canonical) L∞-structure at the level of horizontal forms. Similarly, Oh and Park [23] showed
that the Poisson bracket on characteristic cohomologies of the degeneracy distribution of a
presymplectic form comes from an L∞-structure on longitudinal forms. Finally, C. Rogers
[24] showed that L∞ algebras naturally appear in multisymplectic geometry. More precisely,
he proved that Hamiltonian forms in multisymplectic geometry build up an L∞-algebra (see
also [34] for a generalization of the results of Rogers to field theories with non-holonomic
constraints). In fact, Rogers’ L∞-algebra induces the standard Lie algebra of conservation
laws in the characteristic cohomology of the covariant phase space of a multisymplectic field
theory (see [31]). In its turn, such a Lie algebra can be understood as a secondary analogue
of the Lie algebra of first integrals in Hamiltonian mechanics.
In this paper, I show that the Lie-Rinehart algebra of secondary vector fields comes from
a strong homotopy (SH) Lie-Rinehart algebra structure on the corresponding cochains, i.e.,
transversal vector field valued longitudinal forms. To keep things simpler, I assume M to be
finite dimensional. In fact, all the proofs are basically algebraic and immediately generalize
to the infinite dimensional case.
I have to mention here that three papers already appeared containing results closely related
to results in this paper. Firstly, in [11] Huebschmann shows that higher homotopies naturally
emerge in the theory of characteristic cohomologies of foliations. Specifically, he proposes a
definition of “homotopy Lie-Rinehart algebra”, which he calls quasi-Lie-Rinehart algebra, and
proves (among numerous other things) that a (split) Lie subalgebroid in a Lie algebroid gives
rise to a quasi-Lie-Rinehart algebra. In fact, the homotopy Lie-Rinehart algebra presented
in this paper coincides with Huebschmann’s quasi-Lie-Rinehart algebra in the case of the Lie
subalgebroid defined by a foliation. Indeed, a quasi-Lie Rinehart algebra is a special type
of SH Lie-Rinehart algebra, but this is not explicitly stated by Huebschmann in his paper.
In the subsequent sections, I discuss the precise relation between quasi-Lie-Rinehart algebras
and SH Lie-Rinehart algebras, and clarify the novelty of the present paper with respect to [11]
(see Remark 13 of Section 3 and last paragraph of Section 6). Secondly, very recently, Chen,
Stie´non, and Xu [5] showed that the Lie bracket in the cohomology of a Lie subalgebroid with
values in the quotient module comes from a homotopy Leibniz algebra at the level of cochains
(see the end of Section 6 for a comparison between their results and results in this paper).
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Thirdly, when I was preparing a revised version of my manuscript arXiv:1204.2467v1, there
appeared on the arXiv itself the paper [14] by Ji. Ji proves that a (split) Lie subalgebroid in
a Lie algebroid gives rise to an L∞-algebra. In fact, again in the case of the Lie subalgebroid
defined by a foliation, Ji’s L∞-algebra can be obtained by the SH Lie-Rinehart algebra of
this paper forgetting about the anchors (see the first appendix for the relation between Ji’s
construction and the construction in this paper).
The paper is organized as follows. It is divided in three parts. The first one contains
algebraic foundations and it consists of three sections. In Section 2, I recall the definitions
of (and fix the conventions about) SH algebras (including their morphisms), SH modules and
SH Lie-Rinehart algebras (which, to my knowledge, have been defined for the first time by
Kjeseth in [15]). In Section 3, I present in details the DG algebra approach to SH Lie-Rinehart
algebras which is dual to the coalgebra approach of Kjeseth [15] (computational details, are
postponed to Appendix A). The algebra approach is, in my opinion, more suitable for the
aims of this paper. Indeed, the existence of the SH Lie-Rinehart algebra of a foliation is an
immediate consequence of the existence of the exterior differential in the algebra of differential
forms on the underlying manifold (see Section 8).
In Section 4, I use the DG algebra approach to discuss morphisms of SH Lie-Rinehart
algebras, over the same DG algebra. The second part of the paper contains the geometric
applications and it consists of five sections. Section 5 reviews fundamentals of the Fro¨licher-
Nijenhuis calculus on form-valued vector fields (more often named vector-valued differential
forms [7]). The SH Lie-Rinehart algebra of a foliation has a nice description in terms of
Fro¨licher-Nijenhuis calculus. In Section 6, I briefly review the characteristic cohomology of a
smooth foliation, and state the theorem about the occurrence of a SH Lie-Rinehart algebra
in the theory of foliations. Section 7 contains more preliminaries on geometric structures
over a foliated manifold. In Section 8, I present the SH Lie-Rinehart algebra of a foliation
and describe it in terms of Fro¨licher-Nijenhuis calculus, thus answering a question posed by
Huebschmann after a remark by Michor (see Remark 4.16 of [11]).
In Section 9, I remark that the SH Lie-Rinehart algebra of a foliation is independent of the
complementary distribution appearing in the definition, up to isomorphisms, and describe a
canonical isomorphism between the SH Lie-Rinehart algebras determined by different comple-
mentary distributions. In Section 10, as a further example of the emergence of SH structures
in secondary calculus, I consider the integral foliation of the degeneracy distribution of a
presymplectic form and prove that there exists a canonical morphism from the SH algebra of
Oh and Park to the SH Lie-Rinehart algebra of the foliation.
The third part of the paper contains the appendixes. The first appendix contains some
computational details omitted in Sections 3 and 4. In the second appendix, I show that
the higher brackets in a SH Lie-Rinehart algebra are actually derived brackets, according to
the construction of T. Voronov [33]. In the third appendix, I briefly present an alternative
derivation of the SH Lie-Rinehart algebra of a foliation which does not apply to the general
case of a Lie subalgebroid. Finally, in the last appendix, I present an alternative formulas for
the binary operations in the SH Lie-Rinehart algebra of a foliation which could be useful for
some purposes.
1.1. Conventions and notations. I will adopt the following notations and conventions
throughout the paper. Let k1, . . . , kℓ be positive integers. I denote by Sk1,...,kℓ the set of
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(k1, . . . , kℓ)-unshuffles, i.e., permutations σ of {1, . . . , k1 + · · ·+ kℓ} such that
σ(k1 + · · ·+ ki−1 + 1) < · · · < σ(k1 + · · ·+ ki−1 + ki), i = 1, . . . , ℓ.
If S is a set, I denote
S×k := S × · · · × S︸ ︷︷ ︸
k times
,
and the element (s, . . . , s) ∈ S×k of the diagonal will be simply denoted by sk, s ∈ S.
The degree of a homogeneous element v in a graded vector space will be denoted by v¯.
However, when it appears in the exponent of a sign (−), I will always omit the overbar, and
write, for instance, (−)v instead of (−)v¯ .
Every vector space will be over a field K of zero characteristic, which will actually be R in
Part 2 (and Appendixes C and D).
If V =
⊕
i V
i is a graded vector space, I denote by V [1] =
⊕
i V [1]
i (resp., V [−1] =⊕
i V [−1]
i) its suspension (resp., de-suspension), i.e., the graded vector space defined by
putting V [1]i = V i+1 (resp., V [−1]i = V i−1). Let V1, . . . , Vn be graded vector spaces,
v = (v1, . . . , vn) ∈ V1 × · · · × Vn,
and σ a permutation of {1, . . . , n}. I denote by α(σ,v) (resp., χ(σ,v)) the sign implicitly
defined by
vσ(1) ⊙ · · · ⊙ vσ(n) = α(σ,v) v1 ⊙ · · · ⊙ vn (resp., vσ(1) ∧ · · · ∧ vσ(n) = χ(σ,v) v1 ∧ · · · ∧ vn)
where ⊙ (resp., ∧) is the graded symmetric (resp., graded skew-symmetric) product in the
symmetric (resp., exterior) algebra of V1 ⊕ · · · ⊕ Vn.
Let V,W be graded vector spaces, Φ : V ×k −→ W a graded, multilinear map, v =
(v1, . . . , vk) ∈ V
×k, and σ ∈ Sk. I call α(σ,v)Φ(vσ(1), · · · , vσ(k)) a Koszul signed permuta-
tion of (v1, . . . , vk) (in Φ(v1, . . . , vk)).
Now, letM be a smooth manifold. I denote by C∞(M) the real algebra of smooth functions
on M , by X(M) the Lie-Rinehart algebra of vector fields on M , and by Λ(M) the DG algebra
of differential forms onM . Elements in X(M) are always understood as derivations of C∞(M).
Homogeneous elements in Λ(M) are always understood as C∞(M)-valued, skew-symmetric,
multilinear maps on X(M). I simply denote by ω1ω2 (instead of ω1∧ω2) the (wedge) product
of differential forms ω1, ω2. I denote by d : Λ(M) −→ Λ(M) the exterior differential. Every
tensor product will be over C∞(M), if not explicitly stated otherwise, and will be simply
denoted by ⊗. Finally, I adopt the Einstein summation convention.
Part 1. Algebraic Foundations
2. Strong Homotopy Structures
Let (V, δ) be a complex of vector spaces and A be any kind of algebraic structure (associative
algebra, Lie algebra, module, etc.). Roughly speaking, a homotopy A -structure on (V, δ) is
an algebraic structure on V which is of the kind A only up to δ-homotopies, and a strong
homotopy (SH) A -structure is a homotopy structure possessing a full system of (coherent)
higher homotopies. In this paper, I will basically deal with three kinds of SH structures, namely
SH Lie algebras (also named L∞-algebras), SH Lie modules (also named L∞-modules), and
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SH Lie-Rinehart algebras (that, actually, encompass the latter). For them I provide detailed
definitions below.
Let L be a graded vector space, and let L = {[ · , · · · , · ]k, k ∈ N} be a family of k-ary,
multilinear, homogeneous of degree 2− k operations
[ · , · · · , · ]k : L
×k −→ L, k ∈ N.
If the [ · , · · · , · ]k’s are graded skew-symmetric, then the k-th Jacobiator of L is, by definition,
the multilinear, homogeneous of degree 3− k map
Jk : L×k −→ L,
defined by
Jk(v1, . . . , vk) :=
∑
i+j=k
(−)ij
∑
σ∈Si,j
χ(σ,v) [[vσ(1), . . . , vσ(i)], vσ(i+1), . . . , vσ(i+j)],
v = (v1, . . . , vk) ∈ L
×k.
I will often omit the subscript k in [ · , · · · , · ]k when it is clear from the context, and I will
do the same for other k-ary operations in the paper without further comments.
Definition 2. An L∞-algebra is a pair (L,L ), where L is a graded vector space, and L =
{[ · , · · · , · ]k, k ∈ N} is a family of k-ary, multilinear, homogeneous of degree 2− k operations
[ · , · · · , · ]k : L
×k −→ L, k ∈ N,
such that
(1) [ · , · · · , · ]k is graded skew-symmetric, and
(2) the k-th Jacobiator of L vanishes identically,
for all k ∈ N, (in particular, (L, [ · ]1) is a complex).
Notice that if L is concentrated in degree 0, then an L∞-algebra structure on L is simply
a Lie algebra structure for degree reasons. Similarly, if [ · , · · · , · ]k = 0 for all k > 2, then
(L,L ) is a DG Lie algebra.
Now, let (L,L ), L = {[ · , · · · , · ]k, k ∈ N}, be an L∞-algebra, M a graded vector space,
and let M = {[ · , · · · , · | · ]k, k ∈ N} be a family of k-ary, multilinear, homogeneous of degree
2− k operations,
[ · , · · · , · | · ]k : L
×(k−1) ×M −→M, k ∈ N.
If the [ · , · · · , · | · ]k’s are graded skew-symmetric in the first k − 1 entries, then the k-th
Jacobiator of M is, by definition, the multilinear, homogeneous of degree 3− k, map
Jk : L×(k−1) ×M −→M,
defined by
Jk(v1, . . . , vk−1|m) :=
∑
i+j=k
(−)ij
∑
σ∈Si,j
χ(σ, b) [[bσ(1), . . . , bσ(i)]
⊕, bσ(i+1), . . . , bσ(i+j)]
⊕,
b = (v1, . . . , vk−1,m) ∈ L
×(k−1) ×M , where the [ · , · · · , · ]⊕’s are new operations
[ · , · · · , · ]⊕k : (L⊕M)
×k −→ L⊕M, k ∈ N,
defined by extending the [ · , · · · , · ]k’s and the [ · , · · · , · | · ]k’s by multilinearity, skew-symmetry,
and the condition that the result is zero if more than one entry is from M .
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Definition 3. An L∞-module over the L∞-algebra (L,L ), L = {[ · , · · · , · ]k, k ∈ N}, is a
pair (M,M ), where M is a graded vector space, and M = {[ · , · · · , · | · ]k, k ∈ N} is a family
of k-ary, multilinear, homogeneous of degree 2− k operations,
[ · , · · · , · | · ]k : L
×(k−1) ×M −→M, k ∈ N,
such that
(1) [ · , · · · , · | · ]k is graded skew-symmetric in the first k − 1 entries, and
(2) the k-th Jacobiator of M vanishes identically,
for all k ∈ N (in particular, (M, [ · ]1) is a complex).
If both L and M are concentrated in degree 0, then an L∞-module structure on M over
L is simply a Lie module structure over the Lie algebra L. Similarly, if [ · , · · · , · ]k = 0 and
[ · , · · · , · | · ]k = 0 for all k > 2, then (M,M ) is a DG Lie module over the DG Lie algebra L.
The sign conventions in Definitions 2 and 3 are the same as in [20, 19]. However, in this
paper, I will mainly use a different sign convention [33]. Namely, I will deal with what are
often called L∞[1]-algebras and L∞[1]-modules, whose definitions I recall now.
Let L be a graded vector space, and let L = {{ · , · · · , · }k, k ∈ N} be a family of k-ary,
multilinear, homogeneous of degree 1 operations
{ · , · · · , · }k : L
×k −→ L, k ∈ N.
If the { · , · · · , · }k’s are graded symmetric, then the k-th Jacobiator of L is, by definition,
the multilinear, homogeneous of degree 2 map
Jk : L×k −→ L,
defined by
Jk(v1, . . . , vk) :=
∑
i+j=k
∑
σ∈Si,j
α(σ,v) {{vσ(1) , . . . , vσ(i)}, vσ(i+1), . . . , vσ(i+j)},
v = (v1, . . . , vk) ∈ L
×k.
Definition 4. An L∞[1]-algebra is a pair (L,L ), where L is a graded vector space, and
L = {{ · , · · · , · }k, k ∈ N} is a family of k-ary, multilinear, homogeneous of degree 1
operations,
{ · , · · · , · }k : L
k −→ L, k ∈ N,
such that
(1) { · , · · · , · }k is graded symmetric,
(2) the k-th Jacobiator of L vanishes identically,
for all k ∈ N.
There is a one-to-one correspondence between L∞-algebra structures {[ · , · · · , · ]k, k ∈ N}
in a graded vector space L, and L∞[1]-algebra structures {{ · , · · · , · }k, k ∈ N} in L[1], given
by
{v1, . . . , vk} = (−)
(k−1)v1+(k−2)v2+···+vk−1 [v1, · · · , vk], v1, . . . , vk ∈ L, k ∈ N.
L∞[1]-algebras build up a category whose morphisms are defined as follows.
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Let (L, {{ · , · · · , · }k, k ∈ N}) and (L
′, {{ · , · · · , · }′k, k ∈ N}) be L∞[1]-algebras, and let
f = {fk, k ∈ N} be a family of k-ary, multilinear, homogeneous of degree 0 maps
fk : L
×k −→ L′, k ∈ N.
If the fk’s are graded symmetric, define multilinear, homogeneous of degree 1 maps
Kkf : L
×k −→ L′,
by putting
Kkf (v1, . . . , vk)
:=
∑
i+j=k
∑
σ∈Si,j
α(σ,v) fi+j+1({vσ(1), . . . , vσ(i)}, vσ(i+1), . . . , vσ(i+j))
−
k∑
ℓ=1
∑
k1+···+kℓ=k
k1≤···≤kℓ
∑
σ∈S<k1,...,kℓ
α(σ,v){fk1(vσ(1), . . . , vσ(k1)), . . . , fkℓ(vσ(k−kℓ+1), . . . , vσ(k))}
′,
v = (v1, . . . , vk) ∈ L
×k, where S<k1,...,kℓ ⊂ Sk1,...,kℓ is the set of (k1, . . . , kℓ)-unshuffles such that
σ(k1 + · · ·+ ki−1 + 1) < σ(k1 + · · · + ki−1 + ki + 1) whenever ki = ki+1.
Definition 5. A morphism f : L −→ L′ of the L∞[1]-algebras (L, {{ · , · · · , · }k, k ∈ N}) and
(L′, {{ · , · · · , · }′k, k ∈ N}) is a family f = {fk, k ∈ N} of k-ary, multilinear, homogeneous of
degree 0 maps,
fk : L
×k −→ L′, k ∈ N,
such that
(1) fk is graded symmetric, and
(2) Kkf vanishes identically,
for all k ∈ N.
An identity morphism I : L −→ L is defined by I := {Ik, k ∈ N}, where I1 : L −→ L is the
identity map, and Ik : L
×k −→ L is the zero map for k > 1.
If f : L −→ L′ and g : L′ −→ L′′ are morphisms of L∞[1]-algebras, the composition
g ◦ f : L −→ L′′ is defined as g ◦ f := {(g ◦ f)k, k ∈ N}, where
(g ◦ f)k(v1, . . . , vk)
:=
k∑
ℓ=1
∑
k1+···+kℓ=k
k1≤···≤kℓ
∑
σ∈S<
k1,...,kℓ
α(σ,v)gℓ(fk1(vσ(1), . . . , vσ(k1)), . . . , fkℓ(vσ(k−kℓ+1), . . . , vσ(k)))
for all v = (v1, . . . , vk) ∈ L
×k, k ∈ N. g ◦ f is a morphism as well.
Now, let (L,L ), L = {{· , · · · , · }k, k ∈ N}, be an L∞[1]-algebra, M a graded vector space,
and let M = {{ · , · · · , · | · }k, k ∈ N} be a family of k-ary, multilinear, homogeneous of degree
1 operations,
{ · , · · · , · | · }k : L
×(k−1) ×M −→M, k ∈ N.
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If the { · , · · · , · | · }k ’s are graded symmetric in the first k− 1 entries, then the k-th Jacobiator
of M is, by definition, the multilinear, homogeneous of degree 2, map
Jk : L×(k−1) ×M −→M,
defined by
Jk(v1, . . . , vk−1|m) :=
∑
i+j=k
∑
σ∈Si,j
α(σ, b) {{bσ(1) , . . . , bσ(i)}
⊕, bσ(i+1), . . . , bσ(i+j)}
⊕, (1)
b = (v1, . . . , vk−1,m) ∈ L
×(k−1) ×M , where the { · , · · · , · }⊕’s are new operations
{ · , · · · , · }⊕k : (L⊕M)
×k −→ L⊕M, k ∈ N,
defined by extending the { · , · · · , · }k’s and the { · , · · · , · | · }k’s by multilinearity, symmetry,
and the condition that the result is zero if more than one entry is from M .
Definition 6. An L∞[1]-module over the L∞[1]-algebra (L,L ), L = {{ · , · · · , · }k, k ∈ N},
is a pair (M,M ), where M is a graded vector space, and M = {{ · , · · · , · | · }k, k ∈ N} is a
family of k-ary, multilinear, homogeneous of degree 1, operations,
{ · , · · · , · | · }k : L
×(k−1) ×M −→M, k ∈ N,
such that
(1) { · , · · · , · | · }k is graded symmetric in the first k − 1 entries, and
(2) the k-th Jacobiator of M vanishes identically, for all k ∈ N.
Finally, define SH Lie-Rinehart algebras. I will use the same sign convention as in the
definition of L∞[1]-algebras (and L∞[1]-modules). For simplicity, I call the resulting objects
LR∞[1]-algebras. To my knowledge, (a version of) this definition has been proposed for
the first time by Kjeseth in [15]. Recall that a Lie-Rinehart algebra is a (purely algebraic)
generalization of a Lie algebroid.
Definition 7. An LR∞[1]-algebra is a pair (A,Q), where A is an associative, graded commu-
tative, unital algebra, and (Q,Q) is an L∞[1]-algebra, Q = {{ · , · · · , · }k, k ∈ N}. Moreover,
• Q possesses the structure of an A-module,
• A possesses the structure M = {{ · , · · · , · | · }k, k ∈ N} of an L∞[1]-module over
(Q,Q),
such that,
– {· , · · · , · | ·}k : Q
×(k−1)×A −→ A is a derivation in the last entry and is A-multilinear
in the first k − 1 entries;
– Formula
{q1, . . . , qk−1, aqk} = {q1, . . . , qk−1 | a} · qk + (−)
a(q1+···+qk−1+1)a · {q1, . . . , qk−1, qk}, (2)
holds for all q1, . . . , qk ∈ Q, a ∈ A, k ∈ N (in particular, (Q, { · }1) is a DG module
over (A, {| · }1)).
The map { · , · · · , · | · }k : Q
×(k−1) ×A −→ A is called the kth anchor, k ∈ N.
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Note that the brackets { · , · · · , · }k in the above definition are only K-linear, in general.
Formula (2) is a higher generalization of the standard identity fulfilled by the anchor in a
Lie-Rinehart algebra.
If Q is concentrated in degree −1, and A is concetrated in degree 0, (A,Q[−1]) is a Lie-
Rinehart algebra.
In the smooth setting, i.e., when A is the algebra of smooth functions on a smooth manifold
M (in particular A is concentrated in degree 0), and Q[−1] is the A-module of sections of a
graded bundle E over M, then E is sometimes called an L∞-algebroid [25, 26, 4, 3].
Remark 8. In [11], Huebschmann proposes a definition of a homotopy version of a Lie-
Rinehart algebra, called a quasi Lie-Rinehart algebra. Although he mentions the earlier work
[15] of Kjeseth, he doesn’t discuss the relation between quasi Lie-Rinehart algebras and Kje-
seth’s homotopy Lie-Rinehart pairs. For instance, he doesn’t state explicitly that a quasi
Lie-Rinehart algebra is, in particular, an L∞-algebra. Actually, this is an immediate conse-
quence of the description of LR∞[1]-algebras in terms of their Chevalley-Eilenberg algebras
(also known as Maurer-Cartan algebras) discussed in the next section.
3. Homotopy Lie-Rinehart Algebras and Multi-Differential Algebras
In this section, I discuss a DG algebraic approach to LR∞[1]-algebras, which is especially
suited for the aim of this paper, where the main LR∞[1]-algebra comes from a DG algebra of
differential forms. Propositions in this section are known to specialists but, to my knowledge,
explicit formulas and detailed proofs are not available. I include some of them here and others
in Appendix A.
Notice that the approach in terms of DG algebras (as opposed to the one in terms of
coalgebras) has the slight disadvantage of necessitating extra finiteness conditions: a certain
module has to possess a nice biduality property.
Let A be an associative, commutative, unital algebra over a fieldK of zero characteristic, and
Q an A-module. It is well known that a Lie-Rinehart algebra structure on (A,Q) determines
a homological derivation D in the graded algebra AltA(Q,A) of alternating, A-valued, A-
multilinear maps on Q. The DG algebra (AltA(Q,A),D) is the Chevalley-Eilenberg algebra of
Q. On the other hand, if Q is projective and finitely generated, then AltA(Q,A) is isomorphic
to Λ•AQ
∗, the exterior algebra of the dual module, and a homological derivation in it determines
a Lie-Rinehart algebra structure on (A,Q).
Similarly, let A be a commutative, unitalK-algebra, and Q a graded A-module. An LR∞[1]-
algebra structure on (A,Q determines a formal homological derivation D in the graded algebra
SymA(Q, A) of graded, graded symmetric, A-valued, A-multilinear maps on Q (see below).
In [15], Kjeseth describes D in coalgebraic terms and call (SymA(Q, A),D) the homotopy
Rinehart complex of Q. On the other hand, if Q is projective and finitely generated, then
SymA(Q, A) ≃ S
•
AQ
∗, the graded symmetric algebra of the dual module, and a formal homo-
logical derivation in it determines an LR∞[1]-algebra structure on Q. This is shown below.
Instead of using the language of formal derivations, I prefer to use the language of multi-
differential algebra structures (named multi-algebras in [11]), which makes manifest the role
of higher homotopies.
Definition 9. A multi-differential algebra is a pair (A,D), where A =
⊕
r,sA
r,s is a bi-
graded algebra, understood as a graded algebra with respect to the total degree r+ s (now on,
10 LUCA VITAGLIANO
named simply the degree), and D = {dk, k ∈ N0} is a family of graded derivations
dk : A −→ A,
of bi-degree (k,−k+1) (in particular dk is homogeneous of degree 1), such that the derivations
Ek :=
∑
i+j=k
[di, dj ] : A −→ A, k ∈ N
vanish for all k ∈ N (in particular, (A, d0) is a DG algebra).
Huebschmann [11] introduces multi-differential algebras, under the name of multi-algebras,
but then he concentrates on the case dk = 0 for k > 2. Indeed, a multi-differential algebra
with dk = 0 for k > 2 is naturally associated with a Lie subalgebroid in a Lie algebroid.
However, the general case is relevant as well. For instance, multi-differential algebras are at
the basis of the BFV-BRST formalism [10, 27] (see also [16]).
Remark 10. If for any homogeneous element ω ∈ A, dkω = 0 for k ≫ 1, one can consider
the derivation D :=
∑
k dk (otherwise D is just a formal derivation). Condition Ek = 0 for
all k is then equivalent to D2 = 0.
Now, let A be an associative, graded commutative, unital algebra, andQ a graded A-module.
Let SymrA(Q, A) be the graded A-module of graded, graded symmetric, A-multilinear maps
with r entries. A homogeneous element ω ∈ SymrA(Q, A) is a homogeneous, graded symmetric,
K-multilinear map
ω : Qr −→ A,
such that
ω(aq1, q2, . . . , qr) = (−)
aωaω(q1, q2, . . . , qr), a ∈ A, q1, . . . , qr ∈ Q.
In particular, Sym0A(Q, A) = A and Sym
1
A(Q, A) = HomA(Q, A) (I will also denote it by
Q∗). Consider also SymA(Q, A) =
⊕
r Sym
r
A(Q, A). It is a bi-graded A-module in an obvious
way. Moreover, SymA(Q, A) is a graded, associative, graded commutative, unital algebra: for
ω ∈ SymrA(Q, A), ω
′ ∈ Symr
′
A(Q, A), q1, . . . , qr+r′ ∈ Q,
(ωω′)(q1, . . . , qr+r′) =
∑
σ∈Sr,r′
(−)ω
′(qσ(1)+···+qσ(r))α(σ, q)ω(qσ(1), . . . , qσ(r))ω
′(qσ(r+1), . . . qσ(r+r′)).
(3)
Since ωω′ ∈ Symr+r
′
A (Q, A), the algebra SymA(Q, A) is actually bigraded. Namely, if ω ∈
SymrA(Q, A) is homogeneous, then its bidegree is defined as (r, ω¯−r). I denote by Sym
r
A(Q, A)
s
the subspace of elements in SymA(Q, A) of bidegree (r, s).
Remark 11. Suppose Q = A⊗A0 Q[1], where A0 is the zeroth homogenous component of A
and Q is a projective and finitely generated A0-module. Then SymA(Q, A) ≃ A⊗A0 Λ
•
A0
Q∗ as
an A-module. There is a pre-existing, graded algebra structure on A⊗A0 Λ
•
A0
Q∗ given by the
exterior product
(a⊗ ω) ∧ (b⊗ ξ) := (−)bωab⊗ ω ∧ ξ, a, b ∈ A, ω, ξ ∈ Q∗.
The isomorphism SymA(Q, A) ≃ A⊗A0 Λ
•
A0
Q∗ can be chosen so that it identifies the algebra
structures in A⊗A0 Λ
•
A0
Q∗ and SymA(Q, A). In order to do that, one should identify a⊗ω ∈
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A⊗A0 Λ
r
A0
Q∗ with the unique element Ω in SymrA(Q, A) such that
Ω(q1, . . . , qr) = (−)
r(r−1)/2aω(q1, . . . , qr)
for all q1, . . . , qr ∈ Q.
Theorem 12. Let A be an associative, graded commutative, unital algebra and Q a projective
and finitely generated A-module. An LR∞[1]-algebra structure on (A,Q) is equivalent to a
multi-differential algebra structure {dk, k ∈ N0} on SymA(Q, A).
Remark 13. Huebschmann [11] basically defines a quasi Lie-Rinehart algebra as the datum
of an A-module Q and a multi-differential algebra structure {dk, k ∈ N0} on SymA(Q, A) such
that dk = 0 for k > 2. The derivations d0, d1, d2 induce unary, binary and tertiary brackets in
Q, and unary and binary anchors. However, in [11] Huebschmann does not spell out explicitly
all identities determined, among the former operations, by the identities among the dk’s. The
proof of Theorem 12 fills this out. In particular, it shows explicitly that a quasi Lie-Rinehart
algebra is a special case of an LR∞[1]-algebra, thus relating definitions by Huebschmann and
Kjeseth. Notice also that, very recently, Huebschmann himself [13] proposed an alternative
proof of Theorem 12 using the language of cocommutative coalgebras and twisting cochains.
Remark 14. It is well known that the datum of a Lie-Rinehart algebra structure on a module
Q is also equivalent to the datum of a suitable Poisson (resp., Schouten) algebra structure on
S•Q (resp., Λ•Q) (see, for instance, [18], for details). Similarly, the datum of an LR∞[1]-
algebra structure on Q (over a commutative DG algebra A) is also equivalent to the datum of a
suitable homotopy, Schouten (resp., Poisson) algebra structure on Λ•AQ[−1] (resp., S
•
AQ[−1])
(see [4] for details). The description of LR∞[1]-algebra structures in terms of multi-differential
algebras, however, looks the most convenient for the purposes of this paper (see Section 8).
Proof of Theorem 12. Here is a sketch. I postpone the (computational) details to Appendix
A. Let (A,Q) possess the structure of an LR∞[1]-algebra. Denote brackets and anchors as
usual. Since Q is projective and finitely generated, SymA(Q,A) ≃ S
•
AQ
∗, which is generated
by A and Q∗. Define dk : SymA(Q, A) −→ SymA(Q, A) on generators in the following way.
For a ∈ A, put
(dka)(q1, . . . , qk) := (−)
a(q1+···+qk){q1, . . . , qk|a}, q1, . . . , qk ∈ Q, k ≥ 0.
Obviously dka ∈ Sym
k
A(Q, A). Similarly, for ω ∈ Q
∗, put
(dkω)(q1, . . . , qk+1) :=
k+1∑
i=1
(−)χ{q1, . . . , q̂i, . . . , qk+1|ω(qi)}+ (−)
ωω({q1, . . . , qk+1}),
where χ := ω¯(q¯1 + · · · + ̂¯qi + · · · q¯k+1) + q¯i(q¯i+1 + · · · + q¯k+1), q1, . . . , qk+1 ∈ Q, a hat ·̂
denotes omission, and k ≥ 0. It is easy to show that dkω ∈ Sym
k+1
A (Q, A), in particular, it is
A-multilinear (see Lemma 36 in Appendix A).
Now define dk by (uniquely) extending to SymA(Q, A) as a derivation. This is possible,
indeed, for a, ω as above,
dk(aω) = (dka)ω + (−)
aa(dkω),
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(see Lemma 37 in Appendix A). Notice that dk satisfies the following higher Chevalley-
Eilenberg formula:
(dkω)(q1, . . . , qr+k)
:=
∑
σ∈Sk,r
(−)ω(qσ(1)+···+qσ(k))α(σ, q){qσ(1), . . . , qσ(k) |ω(qσ(k), . . . , qσ(k+r))}
−
∑
τ∈Sk+1,r−1
(−)ωα(τ, q)ω({qτ(1), . . . , qτ(k+1)}, qτ(k+1), . . . , qτ(k+r)),
ω ∈ SymrA(Q, A), q1, . . . , qr+k ∈ Q (see Lemma 38 in Appendix A).
It remains to prove that Ek :=
∑
ℓ+m=k[dℓ, dm] = 0. It is a degree 2 derivation of
SymA(Q, A). To show that it vanishes, it is enough to prove that it vanishes on A and
Q∗. Now, for a ∈ A, ω ∈ Q∗ and q1, . . . , qk ∈ Q
(Eka)(q1, . . . , qk) = (−)
a(q1+···+qk)Jk+1(q1, . . . , qk | a) = 0,
and
(Ekω)(q1, . . . , qk+1) =
k+1∑
i=1
(−)χJk+1(q1, . . . , q̂i, . . . , qk+1 |ω(qi))− ω(J
k+1(q1, . . . , qk+1)),
where
χ = ω¯
∑
j 6=i
q¯j + q¯i
∑
j>i
q¯j,
(see Lemma 39 in Appendix A).
Conversely, let {dk, k ∈ N0} be a family of derivations of SymA(Q, A) such that dk maps
SymrA(Q, A)
s to Symr+kA (Q, A)
s−k+1
. For all a ∈ A, and q1, . . . , qk ∈ Q, put
{q1, . . . , qk−1|a}k := (−)
a(q1+···+qk−1)(dk−1a)(q1, . . . , qk−1) ∈ A
and let {q1, . . . , qk}k ∈ Q be implicitly defined by
ω({q1, . . . , qk}k) := (−)
ω
k∑
i=1
(−)qi(q1+···+qi−1)dk−1(ω(qi))(q1, . . . , q̂i, . . . , qk)
− (−)ω(dk−1ω)(q1, . . . , qk),
where ω ∈ Q∗. Computations in Appendix A (but the other way round) show that i)
{q1, . . . , qk−1|a} is symmetric and A-linear in the first entries and a graded derivation in
the last one, ii) {q1, . . . , qk} is symmetric and satisfies the Lie-Rinehart property (2) iii)
Jk( · , · · · , · | · ) = 0 and Jk( · , · · · , · ) = 0, iff Ek−1 :=
∑
ℓ+m=k−1[dℓ, dm] = 0, k ∈ N. 
In the smooth setting, the multi-differential algebra (SymA(Q, A), {dk, k ∈ N0}) determined
be an LR∞[1]-algebra Q is sometimes called the Chevalley-Eilenberg algebra of Q.
Corollary 15. Any degree 1, homological derivation D of SymA(Q, A) determines an LR∞[1]-
algebra structure on (A,Q).
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Proof. It is enough to define dk as the composition
SymrA(Q, A)
s D−→ SymA(Q, A) −→ Sym
r+k
A (Q, A)
s−k+1
where the second arrow is the projection. Then (SymA(Q, A), {dk, k ∈ N0}) is a multi-
differential algebra and (A,Q) gets the structure of an LR∞[1]-algebra. 
4. Morphisms of Homotopy Lie-Rinehart Algebras
Let A be an associative, graded commutative, unital algebra. From now on, I will only
consider LR∞[1]-algebras (A,Q), with the extra finiteness condition that Q is a projective and
finitely generated A-module, without further comments. I will also denote by DQ =
∑
k dk
the formal derivation of SymA(Q, A) encoding brackets and anchors in (A,Q). Finally, I
occasionally denote by p : SymA(Q, A) −→ A the projection.
The equivalent description of LR∞[1]-algebras in terms of multi-differential algebras suggests
a simple definition of morphisms between LR∞[1]-algebras (A,P) and (A,Q).
Definition 16. A morphism φ : (A,P) −→ (A,Q) of LR∞[1]-algebras is a (degree 0) mor-
phism of graded, unital algebras ψ : SymA(Q, A) −→ SymA(P, A) such that
(1) ψ is a morphism of multi-differential algebras, i.e., formally, ψ ◦DQ = DP ◦ψ (which
is to be understood component-wise);
(2) p ◦ ψ = p.
I now re-express it in terms of brackets and anchors. To my knowledge, Formula (8) is
presented here for the first time. As a morphism of DG algebras, ψ is completely determined
by its restrictions to A and Q∗. Moreover, composing with the projections SymA(P, A) −→
SymkA(P, A), one get degree 0 maps
ψk : A −→ Sym
k
A(P, A), Ψk : Q
∗ −→ SymkA(P, A), k ≥ 0,
determining ψ in an obvious way. Notice that, by definition, ψ0 = idA and Ψ0 = 0. The maps
ψk and Ψk are not A-linear in general. They determine degree 0 maps
φk : P
×k ×A −→ A, Φk : P
×k −→ Q, k ≥ 1,
as follows. Let p1, . . . , pk ∈ P. Put
φk(p1, . . . , pk|a) := (−)
a(p1+···+pk)ψk(a)(p1, . . . , pk).
Notice that φk is A-linear and graded symmetric in the p’s. On the other hand, let Φk be
defined (inductively on k) by the implicit formula:
ω(Φk(p1, . . . , pk)) = Ψk(ω)(p1, . . . , pk)
−
∑
i+j=k
j>0
∑
σ∈Si,j
α(σ,p)ψj(ω(Φi(pσ(1), . . . , pσ(i))))(pσ(i+1), . . . , pσ(i+j)), (4)
ω ∈ Q∗.
For instance,
ω(Φ1(p)) = Ψ1(ω)(p),
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ω(Φ2(p1, p2)) = Ψ2(ω)(p1, p2)
− ψ1(Ψ1(ω)(p1))(p2) +
p1,p2
↔ ,
where
a,b
↔ denotes (Koszul signed) transposition of a, b, and
ω(Φ3(p1, p2, p3)) = Ψ3(ω)(p1, p2, p3)
− ψ1(Ψ2(ω)(p1, p2))(p3) +
p1,p2,p3
	
− ψ2(Ψ1(ω)(p1))(p2, p3) +
p1,p2,p3
	
− ψ1(ψ1(Ψ1(ω)(p1))(p2))(p3) +
p1,p2,p3
	 ,
where
a,b,c
	 denotes (Koszul signed) cyclic permutations of a, b, c. Notice that, before one could
even write (4), one should prove that the (lower) Φi’s are well defined, specifically, that the
right hand side Rk(ω) of (4) is A-linear in ω. I do this in Appendix A (see Lemma 40 therein).
My next aim is to express condition ψ ◦ DQ = DP ◦ ψ in terms of the φ’s and the Φ’s.
Notice that for any morphism of graded algebras ψ : SymA(Q, A) −→ SymA(P, A), [ψ,D] :=
ψ ◦DQ −DP ◦ ψ is a formal derivation along ψ. In particular, [ψ,D] = 0 iff it vanishes on
A and Q∗. Let ω ∈ SymA(P, A). In the following I will denote by ωk its projection onto
SymkA(P, A), k ≥ 0.
Lemma 17. Let ω ∈ SymrA(Q, A). Then
ψ(ω)k(p1, . . . , pk)
=
∑
ℓ0+···+ℓr=k
ℓ1≤···≤ℓr
∑
σ∈Tℓ0|ℓ1,...,ℓr
(−)χα(σ,p)φℓ0(pσ(1), . . . , pσ(ℓ0)|ω(Φ1,σ(p), . . . ,Φr,σ(p))),
for all p = (p1, . . . , pk) ∈ P
k, where χ := ω¯(p¯σ(1) + · · ·+ p¯σ(ℓ0)),
Φi,σ(p) := Φℓi(pσ(ℓ0+ℓ1+···+ℓi−1+1), . . . , pσ(ℓ0+ℓ1+···+ℓi)), i > 0,
and Tℓ0|ℓ1,...,ℓr is the set of permutations of {1, . . . , k} such that i) σ(ℓ0 + ℓ1 + · · ·+ ℓi + 1) <
· · · < σ(ℓ0+ ℓ1+ · · ·+ ℓi+ ℓi+1), and ii) σ(ℓ0+ ℓ1+ · · ·+ ℓi+1) < σ(ℓ0+ ℓ1+ · · ·+ ℓi+ ℓi+1+1)
whenever ℓi = ℓi+1, i > 0.
Proof. see Appendix A. 
Now I want to characterize morphisms of LR∞[1]-algebras. If a ∈ A, then ψ(DQa) =
DPψ(a) means that
ψ(DQa)k(p1, . . . , pk) = (DPψ(a))k(p1, . . . , pk), p1, . . . , pk ∈ P, (5)
for all k. Since both hand sides of (5) are graded K-multilinear, and graded symmetric, they
coincide iff they coincide on equal, even arguments p1 = · · · = pk = p (in the following,
and especially in Appendix A, to prove that two multilinear, graded symmetric maps are
equal, I will often use the trick of evaluating them on equal, even arguments, without further
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comments). Now, ψ(DQa)k =
∑
m ψ(dma)k. In its turn, in view of Lemma 17, ψ(dma)k is
given by
ψ(dma)k(p
k) =
∑
ℓ0+···+ℓm=k
ℓ1≤···≤ℓm
C(ℓ0|ℓ1, . . . , ℓm)φℓ0(p
ℓ0 |{Φℓ1(p
ℓ1), . . . ,Φℓm(p
ℓm)|a}),
where C(ℓ0|ℓ1, . . . , ℓm) is the cardinality of Tℓ0|ℓ1,...,ℓm. On the other hand, (DPψ(a))k =∑
m(dmψ(a))k and a short computation shows that
(dmψ(a))k(p
k) =
( k
m
)
{pm|φk−m(p
k−m|a)} −
( k
m+1
)
φk−m({p
m+1}, pk−m−1|a).
I conclude that∑
m
∑
ℓ0+···+ℓm=k
ℓ1≤···≤ℓm
C(ℓ0|ℓ1, . . . , ℓm)φℓ0(p
ℓ0 |{Φℓ1(p
ℓ1), . . . ,Φℓm(p
ℓm)|a})
=
∑
m
( k
m
)
{pm|φk−m(p
k−m|a)} −
∑
m
( k
m+1
)
φk−m({p
m+1}, pk−m−1|a), (6)
for all k.
Similarly, let ω ∈ Q∗. Then ψ(DQω) = DPψ(ω) means that ψ(DQω)k = (DPψ(ω))k for all
k, which can be compactly rewritten in the form∑
m+ℓ=k
(
m+ℓ
m
)
φℓ(p
ℓ|ω(KmΦ (p
m))) = 0, (7)
where
KnΦ(p
n) =
∑
m
∑
ℓ1+···+ℓm=n
ℓ1≤···≤ℓm
C(ℓ1, . . . , ℓm){Φℓ1(p
ℓ1), . . . ,Φℓm(p
ℓm)}−
∑
m+r=n
(m+r
m
)
Φr+1({p
m}, pr),
and C(ℓ1, . . . , ℓm) is the cardinality of S
<
ℓ1,...,ℓm
(see Lemma 41 in Appendix A). From Formula
(7) it is easy to see, by induction on r, that KrΦ vanishes for all r. I have thus proved the
following
Theorem 18. A (degree 0) morphism of graded, unital algebras ψ : SymA(Q, A) −→
SymA(P, A) such that p ◦ ψ = p is a morphism of LR∞[1]-algebras φ : (A,P) −→ (A,Q)
iff
(1) φ = {φk, k ∈ N} is a morphism of L∞[1]-algebras
(2) Formula∑
m
ℓ0+···+ℓm=k
ℓ1≤···≤ℓm−1
∑
σ∈Tℓ0|ℓ1,...,ℓm
(−)pσ(1)+···+pσ(ℓ0)α(σ,p)φℓ0(pσ(1), . . . , pσ(ℓ0)|{Φ1,σ(p), . . . ,Φm,σ(p)|a})
=
∑
ℓ+m=k
∑
σ∈Sℓ,m
α(σ,p){pσ(1), . . . , pσ(ℓ)|φm(pσ(ℓ+1), . . . , pσ(ℓ+m)|a)}
−
∑
ℓ+m=k
∑
σ∈Sℓ,m
α(σ,p)φm+1({pσ(1), . . . , pσ(ℓ)}, pσ(ℓ+1), . . . , pσ(ℓ+m)|a) (8)
holds for all p = (p1, . . . , pk) ∈ P
×k, a ∈ A, and k ∈ N0.
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Formula (8) could be hardly guessed without the description of LR∞[1]-algebras in terms
of multi-differential algebras.
Part 2. Geometric Applications
5. Form-Valued Vector Fields
Le M be a smooth manifold. A form-valued vector field on M is an element of the (graded)
Λ(M)-module obtained from X(M) by extension of scalars, i.e., Λ(M) ⊗ X(M). Notice that
a form-valued vector field Z on M may be understood as a derivation of the algebra C∞(M)
with values in the C∞(M)-module Λ(M). It may be understood also as a X(M)-valued,
skew-symmetric, multilinear map on X(M). In the following I will take both points of view.
Form-valued vector fields inherit a rich calculus which I call Fro¨licher-Nijenhuis calculus. In
this section, I briefly review it, referring to [7] and [22] for details.
Theorem 19 (see, for instance, [22]). Let Z ∈ Λ(M) ⊗ X(M). There exist unique graded
derivations iZ , LZ : Λ(M) −→ Λ(M) (called the insertion of Z, and the Lie derivative along
Z, respectively) such that
(1) iZ is C
∞(M)-linear and iZdf = Z(f) for all f ∈ C
∞(M),
(2) LZ commutes (in the graded sense) with d and LZf = Z(f) for all f ∈ C
∞(M).
Conversely, let ∆ : Λ(M) −→ Λ(M) be a graded derivation. There exist unique form-valued
vector fields Z, Y such that
∆ = iZ + LY .
Notice that, if Z ∈ Λk(M)⊗X(M) then iZ (resp., LZ) is homogeneous of degree k−1 (resp.,
k). Conversely if ∆ = iZ + LY : Λ(M) −→ Λ(M) is a homogeneous derivation of degree ℓ,
then Z ∈ Λℓ+1(M) ⊗ X(M) and Y ∈ Λℓ(M) ⊗ X(M). For Z ∈ Λ(M) ⊗ X(M), abusing the
notation, I also denote by iZ the C
∞(M)-linear map
iZ ⊗ id : Λ(M) ⊗X(M) −→ Λ(M)⊗ X(M).
Derivations of Λ(M) of the form iZ (resp., LZ) form a Lie subalgebra. Namely, let Z1, Z2 ∈
Λ(M) ⊗X(M). Then there exists a unique Z ∈ Λ(M)⊗ X(M) such that
[iZ1 , iZ2 ] = iZ (resp., [LZ1 , LZ2 ] = LZ).
Z is denoted by [Z1, Z2]nr (resp., [[Z1, Z2]]) and called the Nijenhuis-Richardson (resp.,
Fro¨licher-Nijenhuis) bracket of Z1 and Z2. The brackets [ · , · ]nr (resp., [[ · , · ]]) give
(Λ(M)⊗X(M))[1] (resp., Λ(M)⊗X(M)) the structure of a graded Lie algebra. In particular,
[ · , · ]nr (resp., [[ · , · ]]) satisfies a suitable graded Jacobi identity.
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Theorem 20. Let ω ∈ Λ(M), and X,Y,Z ∈ Λ(M) ⊗ X(M) be homogeneous elements. The
following formulas hold
iωZ = ω iZ ,
LωZ = ωLZ + (−)
ω+Zdω iZ , (9)
[iZ , d] = LZ ,
[iZ , LY ] = LiZY − (−)
Y i[[Z,Y ]], (10)
[Z, Y ]nr = iZY − (−)
(Z−1)(Y −1)iY Z,
[ωZ, Y ]nr = ω[Z, Y ]nr − (−)
(ω+Z−1)(Y −1)(iY ω)Z, (11)
[[ωZ, Y ]] = ω[[Z, Y ]]− (−)(ω+Z)Y (LY ω)Z + (−)
ω+Zdω iZY, (12)
iX [[Z, Y ]] = [[iXZ, Y ]] + (−)
(X−1)Z [[Z, iXY ]] + (−)
Zi[[X,Z]]Y − (−)
Y (Z−1)i[[X,Y ]]Z, (13)
and
[[X, [Z, Y ]nr]]
= [[[X,Z]], Y ]nr + (−)
X(Z−1) ([Z, [[X,Y ]]]nr − [[iZX,Y ]]) + (−)
(X+Z−1)(Y −1)[[iYX,Z]]. (14)
Below, I will often use formulas in the above theorem, sometimes without any comment.
Remark 21. If (C∞(M), L) is the Lie-Rinehart algebra of sections of a Lie algebroid over
M , then there is an analogue of the Fro¨licher-Nijenhuis calculus on Λ•L∗ ⊗ L. In particular,
elements Z ∈ Λ•L∗⊗L determine derivations iZ , LZ of Λ
•L∗, satisfying analogues of formulas
(9)–(14) (see, for instance, [9]).
6. Homological Algebra of Foliations
Let M be a smooth manifold and C an involutive n-dimensional distribution on it. Let F
be the integral foliation of C. I will denote by CX the submodule of X(M) made of vector
fields in C. Moreover, following A. Vinogradov (and his school) [28, 29, 30, 2], I will denote
by CΛ1 := CX⊥ ⊂ Λ1(M) the annihilator of CX. Put
X := X(M)/CX,
Λ1 := Λ1(M)/CΛ1.
Then CΛ1 ≃ X∗ and Λ1 ≃ CX∗. In view of the Fro¨benius theorem, there always exist
coordinates . . . , xi, . . . , uα, . . ., i = 1, . . . , n, α = 1, . . . ,dimM − n, adapted to C, i.e., such
that CX is locally spanned by . . . , ∂i := ∂/∂x
i, . . . and CΛ1 is locally spanned by . . . , duα, . . ..
Consider the Chevalley-Eilenberg DG algebra (Λ, d) associated to the Lie algebroid CX, i.e.,
Λ is the exterior algebra of Λ1 and
(dλ)(X1, . . . ,Xk+1)
=
∑
i
(−)i+1Xi(λ(. . . , X̂i, . . .)) +
∑
i<j
(−)i+jλ([Xi,Xj ], . . . , X̂i, . . . , X̂j , . . .)
where λ ∈ Λk is understood as a C∞(M)-valued, k-multilinear, skew-symmetric map on
CX and X1, . . . ,Xk+1 ∈ CX. The DG algebra (Λ, d) is the quotient of (Λ(M), d) over the
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differentially closed ideal generated by CΛ1. In particular, it is generated by degree 0, and
d-exact degree 1 elements.
In the following, I write ω 7−→ ω the projection Λ(M) −→ Λ.
The Lie algebroid CX acts on X via the Bott connection. Namely, write X 7−→ X the
projection X(M) −→ X. Then
X · Y := [X,Y ] ∈ X, X ∈ CX, Y ∈ X(M).
Accordingly, there is a differential (Λ, d)-module (Λ⊗ X, d) whose differential is given by the
usual Chevalley-Eilenberg formula:
(dZ)(X1, . . . ,Xk+1)
=
∑
i
(−)i+1Xi · Z(. . . , X̂i, . . .) +
∑
i<j
(−)i+jZ([Xi,Xj ], . . . , X̂i, . . . , X̂j , . . .),
where Z ∈ Λk ⊗ X is understood as a X-valued, k-multilinear, skew-symmetric map on CX,
and X1, . . . ,Xk+1 ∈ CX. The tensor product
Λ(M)⊗ X(M) −→ Λ⊗ X.
of projections Λ(M) −→ Λ and X(M) −→ X will be written Z 7−→ Z.
Remark 22. The d differentials in Λ and X can be uniquely extended to the whole tensor
algebra ⊕
i,j
Λ⊗ X⊗i ⊗ (CΛ1)⊗j ,
by requiring Leibniz rules with respect to tensor products and contractions.
The zeroth cohomology H0(Λ, d) is made of functions on M which are constant along the
leaves of C and, therefore, elements in it are naturally interpreted as functions on the “space
of leaves”. In secondary calculus, one is also concerned with lower dimensional integral sub-
manifolds of C. In this respect, it is natural to understand the whole
C∞F := H(Λ, d)
as algebra of functions over the “space of integral manifolds”. Notice that C∞F is nothing but
the leaf-wise (de Rham) cohomology of F . The zeroth cohomology H0(Λ ⊗ X, d) is made of
vector fields on M preserving C (modulo vector fields in C) and, therefore, elements in it are
naturally interpreted as vector fields on the “space of leaves”. Just as above, it is natural to
understand the whole
XF := H(Λ⊗ X, d)
as Lie algebra of vector fields over the “space of integral manifolds”. The geometric interpre-
tation of cohomologies of d is very fruitful and far reaching [30, 31]. The following theorem
supports this interpretation.
Denote by [θ] the cohomology class in either C∞F or XF of a cocycle θ in either Λ or Λ⊗X,
respectively.
Theorem 23. The pair (C∞F ,XF ) possesses a canonical structure of graded Lie-Rinehart
algebra. Namely,
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(1) XF has a graded Lie algebra structure [ · , · ] given by
[[Z1], [Z2]] := [[[Z1, Z2]]] ∈ XF , [Z1], [Z2] ∈ XF , Z1, Z2 ∈ Λ(M)⊗ X(M),
(2) C∞F has a graded Lie module structure over (XF , [ · , · ]) given by
[Z] · [λ] := [LZλ] ∈ C
∞
F , [λ] ∈ C
∞, [Z] ∈ XF , λ ∈ Λ(M), Z ∈ Λ(M)⊗ X(M),
(3) XF has a graded module structure over C
∞
F given by
[λ] · [Z] := [λZ] ∈ X, [λ] ∈ C∞F , [Z] ∈ XF , λ ∈ Λ(M), Z ∈ Λ(M)⊗ X(M),
(4) XF acts on C
∞
F via graded derivations, and the formula
(f ·X) · g := f · (X · g),
holds for all f ,g ∈ C∞F , and X ∈ XF ,
(5) the formula
[X,fY ] = (X · f) · Y + (−)Xff · [X,Y ],
holds for all X,Y ∈ XF , f ∈ C
∞
F .
In Section 8, I show that the graded Lie-Rinehart algebra of Theorem 23 actually comes
from an LR∞[1]-algebra structure on (Λ,Λ⊗X[1]) (see also [11, 14]), according to the following
Theorem 24. The pair (Λ,Λ⊗ X[1]) possesses a structure of LR∞[1]-algebra. Namely,
(1) Λ ⊗ X[1] has an L∞[1]-algebra structure, denoted L = {{ · , · · · , · }k, k ∈ N}, such
that { · }1 = d,
(2) Λ has an L∞[1]-module structure over (Λ⊗X[1],L ), denoted {{ · , · · · , · | · }k, k ∈ N},
such that {| · }1 = d,
(3) Λ⊗ X[1] has a graded Λ-module structure,
(4) { · , · · · , · | · }k : (Λ⊗X[1])
k−1 ×Λ −→ Λ is a derivation in the last argument and it is
Λ-multilinear in the first k entries, k ∈ N,
(5) the formula
{Z1, . . . , Zk−1, λZk} = {Z1, . . . , Zk−1|λ}Zk + (−)
λ(Z1+···+Zk−1+1)λ{Z1, . . . , Zk−1, Zk}
holds for all Z1, . . . , Zk−1, Zk ∈ Λ⊗ X, λ ∈ Λ, and k ∈ N.
Moreover, structures in 1, 2, 3, induce structures in 1, 2, 3 of Theorem 23 in cohomology,
up to a sign (due to the chosen sign conventions), and properties 4, 5 imply properties 4, 5 of
Theorem 23, respectively.
When I was finalizing the first version of this paper, Chen, Stie´non, and Xu published an
e-print [5] were they present similar results in a much wider context. Namely, they consider
what they call a Lie pair, i.e., a Lie algebroid L (generalizing TM in this paper) with a
Lie subalgebroid L1 (generalizing C in this paper). There is a differential in Λ
•L∗1 ⊗ L/L1
(generalizing the differential d in Λ ⊗ X) and a Lie algebra structure on cohomology. The
authors of [5] prove that such a Lie algebra comes from a SH Leibniz algebra structure on
Λ•L∗1 ⊗ L/L1 defined by means of: 1) a splitting of the inclusion of modules L1 ⊂ L and 2)
an L-connection extending the canonical L1-connection in L/L1. Finally, such an SH Leibniz
algebra is a genuine L∞[1]-algebra if the inclusion L1 ⊂ L is split via another Lie subalgebroid.
They prove similar results for a general L1-module. Obviously, their framework encompasses
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mine. However, their results do not encompass mine for many reasons: i) the SH structure
Q on Λ⊗X described in this paper is always a true L∞[1]-algebra, and not just a SH Leibniz
algebra; ii) I define Q by just a splitting of the inclusion CX ⊂ X(M), and then prove that
it is independent of the splitting up to isomorphisms; iii) the SH structure Q possesses only
one higher homotopy (a third level one); iv) when the splitting is made via another involutive
distribution, (Λ⊗X,Q) actually becomes a DG Lie algebra (the higher homotopy vanishes) up
to a sign (due to the chosen sign conventions); v) I also discuss the question: where does the
structure of a Lie-Rinehart algebra on (C∞F ,XF ) comes from? And not only the questions:
where does the Lie algebra (resp., Lie module) structure on XF (resp., C
∞
F ) comes from?
I have to mention also that, while I was preparing a revised version of this paper (already
published as e-print arXiv:1204.2467v1), Ji published an e-print [14] were he basically presents,
among other things, (part of) my results, in the already mentioned wider context of [5]. Ji’s
main aim is to discuss deformations of Lie pairs (in the sense of [5]). Notice that, i) he
defines only the L∞[1]-algebra structure determined by a Lie pair, and not the LR∞[1]-algebra
structure; ii) he does this via T. Voronov’s derived bracket formalism [33], however (it is not
hard to see that) his L∞[1]-algebra coincides with the one of Section 8 (see the first appendix);
ii) he does not discuss the dependence on the choice of the above mentioned splitting. Notice
also that the methods of this paper, including the use of the Fro¨licher-Nijenhuis calculus (see
Remark 21), can be straightforwardly generalized to the case of a Lie pair more general than
an involutive distribution. However, I prefer to stay on the latter case. Indeed, it is the
relevant one for applications in secondary calculus which is the ultimate goal of the paper.
Finally, I stress again that the existence of a quasi Lie-Rinehart algebra associated to a Lie
pair had been already proved by Huebschmann in 2005 [11]. The quasi Lie-Rinehart algebra of
Huebschmann coincides with the LR∞[1]-algebra in Section 8. However, I decided to present
again its derivation in this paper for various reasons. From an algebraic point of view, for the
reasons already discussed in Remarks 8, 13. From a geometric point of view, because 1) the
presentation in terms of Fro¨licher-Nijenhuis calculus is somewhat more explicit and easy to
work with, 2) I complement it with a proof of canonicity (see Section 9), 3) I relate it to the
work of Oh and Park [23] (see Section 10).
7. Adding a Complementary Distribution to an Involutive Distribution
The exact sequence
0 −→ CX −→ X(M) −→ X −→ 0
splits. The datum of a splitting is equivalent to the datum of a distribution V complementary
to C. From now on, fix such a distribution. I will always identify X (resp., Λ1) with the corre-
sponding submodule in X(M) (resp., Λ1(M)) determined by V . The triple (C∞(M), CX,X)
is actually a special instance of Huebschmann’s Lie-Rinehart triple [11].
Let CΛ :=
⊕
k CΛ
k ⊂ Λ(M) be the C∞(M)-subalgebra generated by CΛ1, CΛk := ΛkCΛ1.
Then
Λ(M) ≃ Λ•Λ1(M) ≃ Λ•(Λ1 ⊕ CΛ1) ≃ Λ⊗ CΛ. (15)
In the following, I will identify Λ(M) and Λ⊗CΛ. The transversal distribution V ≃ TM/C is
locally spanned by vector fields . . . , Vα, . . . of the form Vα := ∂/∂u
α+V iα∂i, α = 1, . . . dimM−
n, for some local functions . . . , V iα, . . ., and its annihilator V
⊥ ≃ C∗ is locally spanned by
differential forms . . . , dCxi := dxi − V iαdu
α, . . ..
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Denote by PC , P V ∈ Λ1(M)⊗X(M) the projectors onto C, V , and by dC , dV Lie derivatives
of differential forms along them, respectively (this is consistent with our previous notations).
The form valued vector field PC belongs to Λ1 ⊗ CX, and it is locally given by
PC = dCxi ⊗ ∂i.
Similarly, P V ∈ CΛ1 ⊗ X, and it is locally given by
P V = duα ⊗ Vα.
By definition, PC + P V = I, the identity in Λ1(M) ⊗ X(M), so that dC + dV = d. The
curvature of the splitting V is, by definition,
R :=
1
2
[[PC , PC ]] ∈ Λ2(M)⊗ X(M).
It is easy to see that R ∈ CΛ2 ⊗ CX. Moreover, PC , P V and R generate a Lie subalgebra of
(Λ(M) ⊗ X(M), [[ · , · ]]) with relations summarized in the following table:
[[ · , · ]] PC P V R
PC 2R −2R 0
P V −2R 2R 0
R 0 0 0
. (16)
Relations [[PC , R]] = [[P V , R]] = 0 are the Bianchi identities. Table (16) implies that dC , dV ,
iR and LR generate a Lie algebra of derivations of Λ(M):
[ · , · ] dC dV iR LR
dC 2LR −2LR LR 0
dV −2LR 2LR 0 0
iR LR 0 0 0
LR 0 0 0 0
(17)
Lemma 25. Let λ ∈ Λ. Then
dλ = dCλ− iRλ.
Proof. Both d and dC − iR are Λ(M)-valued derivations of Λ. They coincide provided they
coincide on functions and d-exact elements in Λ1. For f ∈ C∞(M),
(dC − iR)f = d
Cf = df.
Moreover,
(dC − iR)df = ((d
C)2 − iRd
C)f = LRf − [iR, d
C ]f = 0 = ddf

Corollary 26. Let λ ∈ Λ. Then
dλ = dCλ.
Proof. It immediately follows from the above lemma and the obvious fact that iRλ = 0. 
Lemma 27. Let Z ∈ Λ⊗ X. Then
dZ = [[PC , Z]]− [R,Z]nr.
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Proof. Interpret both d and δ := [[PC , · ]] − [R, · ]nr as operators from Λ ⊗ X to Λ ⊗ X. If
∆ = d or δ, then
∆(λZ) = (dλ)Z + (−)ω¯λ∆(Z).
Therefore, d and δ coincide provided they coincide on zero degree elements. Thus, let Y ∈
X(M) and X ∈ CX. Then Y = [Y, P V ]nr and
iXdY = (dY )(X)
= [X,Y ]
= −[[[Y,X]], P V ]nr
= −[[Y , [X,P V ]nr]] + [X, [[Y , P
V ]]]nr
= iX [[P
C , Y ]]
= iX([[P
C , Y ]]− [R,Y ]nr)
= iXδY ,
where I used Formula 14. It follows from arbitrariness of Y and X that d = δ. 
Corollary 28. Let Z ∈ Λ⊗ X. Then
dZ = [[PC , Z]].
Proof. It immediately follows from the above lemma and the fact that [R,Z]nr = 0. 
Notice that, a priori, d is defined on longitudinal differential forms only. However, I need to
extend it to the whole Λ(M). This can be done in two ways, both exploiting the transversal
distribution V . Namely, consider the derivation dC−iR : Λ(M) −→ Λ(M). In view of Lemma
25, it extends d. Alternatively, identify Λ(M) and Λ ⊗ CΛ and extend d to it as in Remark
22. It is easy to see that, actually, these two extensions coincide. Indeed, CΛ is generated by
differential 1-forms of the kind P V f , f ∈ C∞(M). Let Y ∈ X, then
iY dP
V f = idY P
V f − diY P
V f = i[[PC ,Y ]]P
V f − dC iY P
V f = iY (d
C − iR)P
V f.
It follows from the arbitrariness of f and Y , that d = dC − iR.
8. The Homotopy Lie-Rinehart Algebra of a Foliation
In the following put A := Λ and Q := Λ⊗ X[1]. According to Remark 11, one can identify
SymA(Q, A) with Λ ⊗ CΛ = Λ(M) in such a way that the product (3) identifies with the
exterior product of differential forms. In particular SymrA(Q, A)
s identifies with Λs⊗CΛr. In
the following, I will assume this identification. For ω ∈ Λ⊗ CΛk = SymkA(Q, A), I denote by
〈ω|Z1, . . . , Zk〉 ∈ A
its action on elements Z1, . . . Zk ∈ Q, so not to cause confusion with the action of differential
forms on vector fields. It is easy to see that
〈ω|Z1, . . . , Zk〉 = (−)
χiZ1 · · · iZkω, where χ = r + ω¯
(
r(r−1)
2 +
∑k
i=1Z¯i
)
. (18)
In view of Corollary 15, the existence of the de Rham differential d : SymA(Q, A) −→
SymA(Q, A) by itself implies the existence of an LR∞[1]-algebra structure on Q. Denote
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anchors and brackets as usual. I want to describe them. First of all, notice that d decomposes
as
d = d0 + d1 + d2
where
d0 = d = d
C − iR
d1 = d
V + 2iR
d2 = −iR,
dk is of bidegree (k,−k+1), k = 0, 1, 2, and R is the curvature of the splitting V (see previous
section). Moreover, from d2 = 0 it follows that
∑
i+j=k[di, dj ] = 0, k = 0, . . . , 4, i.e.,
[d0, d0] = [d0, d1] = [d1, d2] = [d2, d2] = 0,
and
[d1, d1] = −2[d0, d2] = 2LR,
where I also used Table (17). The pair (Λ(M); {d0, d1, d2}) is the Maurer-Cartan algebra of
a foliation first discussed by Huebschmann in [11]. In Remark 4.16 of [11], Huebschmann
mentions that “P. Michor pointed out [. . . ] a possible connection of the notion of quasi-Lie-
Rinehart bracket with that of Fro¨licher-Nijenhuis bracket”. Such a connection exists indeed, as
shown by the following theorem, which provides a description of the LR∞[1]-algebra structure,
determined by the de Rham differential of M via Corollary 15, in terms of Fro¨licher-Nijenhuis
calculus.
Theorem 29. The pair (A,Q) possesses the structure of an LR∞[1]-algebra, such that
{|λ} = dλ
{Z|λ} = −(−)ZLZλ+ i[R,Z]nrλ
{Z1, Z2|λ} = −i[[R,Z1]nr,Z2]nrλ
{Z1, . . . , Zk−1|λ} = 0 for k > 3
and
{Z} = dZ
{Z1, Z2} = −(−)
Z1 [[Z1, Z2]] + [[R,Z1]nr, Z2]nr
{Z1, Z2, Z3} = −[[[R,Z1]nr, Z2]nr, Z3]nr
{Z1, . . . , Zk} = 0 for k > 3
for all λ ∈ A, Z, , Zi ∈ Q, i = 1, 2, 3, . . . , k.
Proof. First of all notice that the right hand sides of all identities in the statement of the
theorem are R-multilinear and graded symmetric in the Zi’s. Therefore, I can apply the
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standard trick and prove the identities just for Zi = Z even. Compute the anchors: let λ ∈ A,
{Z|λ} = (d1λ)(Z)
= −iZ(d
V + 2iR)λ
= −[iZ , d
V + 2iR]λ
= −(LZ + i[[PC ,Z]] + 2i[Z,R]nr)λ
= −(LZ − i[R,Z]nr + idZ)λ
= −(LZ − i[R,Z]nr)λ,
where I used Lemma 27 and the fact the iZλ = 0 for all Z ∈ Q and λ ∈ A.
Similarly,
{Z,Z|λ} = (d2λ)(Z,Z)
= −iZiZiRλ
= −iiZ iZRλ
= −i[[R,Z]nr,Z]nrλ.
Since dk = 0 for k > 2, higher anchors vanish.
Now compute the brackets. Let ω ∈ Q∗ = Λ⊗ CΛ1. Then
(−)ω〈ω|{Z}〉 = {〈ω|Z〉} − 〈d1ω|Z〉
= −diZω + iZdω
= −[d, iZ ]ω
= −idZω
= (−)ω〈ω|dZ〉,
where I used (18). Similarly,
(−)ω〈ω|{Z,Z}〉 = 2{Z|〈ω|Z〉} − 〈d1ω|Z,Z〉
= 2(LZ − i[R,Z]rn)iZω − i
2
Z(d
V + 2iR)ω
= 2(LZ − i[R,Z]rn)iZω − [i
2
Z , (d
V + 2iR)]ω
= 2(LZ − i[R,Z]rn)iZω − [iZ , (d
V + 2iR)]iZω
− iZ [iZ , (d
V + 2iR)]ω
= 2(LZ − i[R,Z]rn)iZω − (LZ − i[R,Z]rn + idZ)iZω
− iZ(LZ − i[R,Z]rn + idZ)ω
= [LZ − i[R,Z]rn, iZ ]ω
= i[[Z,Z]]−[[R,Z]nr,Z]nrω
= (−)ω〈ω| − [[Z,Z]] + [[R,Z]nr, Z]nr〉.
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Finally,
(−)ω〈ω|{Z,Z,Z}〉 = 3{Z,Z|〈ω|Z〉} − 〈d2ω|Z,Z,Z〉
= −3i[[R,Z]nr,Z]nriZω + i
3
ZiRω
= −3i[[R,Z]nr,Z]nriZω + iZ [i
2
Z , iR]ω
= −3i[[R,Z]nr,Z]nriZω − i
2
Z [iR, iZ ]ω − iZ [iR, iZ ]iZω
= −3i[[R,Z]nr,Z]nriZω − [i
2
Z , i[R,Z]nr]ω − iZi[R,Z]nriZω
= −3i[[R,Z]nr,Z]nriZω − 2[iZ , i[R,Z]nr ]iZω − iZ [iZ , i[R,Z]nr ]ω
= −i[[R,Z]nr,Z]nriZω + iZi[[R,Z]nr,Z]nrω
= −[i[[R,Z]nr,Z]nr, iZ ]ω
= −i[[[R,Z]nr,Z]nr,Z]nrω
= −(−)ω〈ω|[[[R,Z]nr, Z]nr, Z]nr〉.
Similarly as above, higher brackets vanish. 
9. Change of Splitting
A priori the LR∞[1]-algebra described in the previous section depends on the choice of the
complementary distribution V . In fact, it does not, up to isomorphisms, as an immediate
consequence of its derivation from the (multi-)differential algebra (Λ(M), d). Namely, let V ′
be a different complementary distribution. Denote by Λ′ (resp., X′) the image of Λ (resp.,
X) under the embedding Λ −→ Λ(M) (resp., X −→ X(M)) determined by V ′. The algebras
Λ ⊗ CΛk and Λ′ ⊗ CΛk both identify with Λ(M) and, in view of Definition 16, d induces
isomorphic LR∞[1]-algebra structures on (Λ,Q) and (Λ
′,Q′ := Λ′ ⊗X′[1]) (up to the obvious
identifications id : Λ′ −→ Λ, and id : Λ′ ⊗ X′ −→ Λ ⊗ X, all the id’s appearing below in this
section are due to this). Let ψ : Λ⊗ CΛ −→ Λ′ ⊗ CΛ be the composition of isomorphisms
Λ⊗ CΛ −→ Λ(M) −→ Λ′ ⊗ CΛ.
Now, I describe the isomorphism Q′ −→ Q. I will use the same notations as in Section 4. Let
′PC ∈ Λ′ ⊗CX be the projector on C determined by V ′.
If V ′ is locally spanned by vector fields . . . , ∂/∂uα + ′V iα∂i, . . ., then
′PC is locally given by
′PC = d′xi ⊗ ∂i, where d
′xi := dxi − ′V iαdu
α. Put ∆ := PC − ′PC ∈ CΛ1 ⊗ CX. Locally
∆ = ∆iαdu
α ⊗ ∂i, ∆
i
α :=
′V iα − V
i
α.
Proposition 30. The maps ψk : Λ −→ Λ
′⊗CΛk and Ψk : Λ⊗CΛ
1 −→ Λ′⊗CΛk determined
by ψ are given by ik∆ and i
k−1
∆ respectively.
Proof. The simplest proof is in local coordinates. Thus, let λ ∈ Λ be locally given by
λ = λi1···iqdx
i1 · · · dxiq = λi1···iq(d
′xi1 +∆i1α1du
α1) · · · (d′xiq +∆
iq
αqdu
αq ).
Its component in Λ′ ⊗ CΛk is
ψk(λ) = (−)
kqk!
(q
k
)
∆i1α1 · · ·∆
ik
αk
λ
ik+1
i1···iq
d′xi1 · · · d′xiq ⊗ duα1 · · · duαk = ik∆λ.
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Similarly, let ω ∈ Λ⊗ CΛ1 be locally given by
ω = ωα ⊗ du
α, ωα ∈ Λ.
Then
Ψk(ω) = ψk−1(ωα)⊗ du
α = ik−1∆ ωα ⊗ du
α = ik−1∆ ω.

Now I will describe the maps φk : (Q
′)×k ×Λ −→ Λ and Φk : (Q
′)×k −→ Q. For Z ′ ∈ Q′, it
is convenient to put
∆Z ′ := −i∆Z
′.
Now, Let Z ′1, . . . , Z
′
k ∈ Q
′ and λ ∈ Λ. Clearly,
φk(Z
′
1, . . . , Z
′
k|λ) = (−)
λ′(Z′1+···+Z
′
k)id〈ψk(λ
′)|Z ′1, . . . , Z
′
k〉
= (−)χid
(
iZ′1 · · · iZ′ki
k
∆λ
)
with
χ = r + λ¯
(
r(r−1)
2 +
∑k
i=1Z¯
′
i
)
.
Proposition 31. Φ1(Z
′) = id(Z ′) and
Φk(Z
′
1, . . . , Z
′
k) = id
∑
λ∈Sk
α(σ,Z ′)iZ′
σ(1)
i∆Z′
σ(2)
· · · i∆Z′
σ(k−1)
∆Z ′σ(k) (19)
for all k > 1 and Z ′, Z ′1, . . . , Z
′
k ∈ Q
′.
Proof. Let ω ∈ Q∗ and Z ′ be an even element of Q′. Then
iΦk(Zk)ω = −〈ω|Φk(Z
′k)〉
= −id〈Ψk(ω)|Z
′k〉+ id
∑
m1+m2=k
m1,m2>0
( k
m1
)
〈ψm1〈ω|Φm2(Z
′m2)〉|Z ′m1〉
= −(−)kid
(
ikZ′i
k−1
∆ ω
)
− id
∑
m1+m2=k
m1,m2>0
( k
m1
)
(−)m1 im1Z′ i
m1
∆ iΦm2 (Z′m2 )ω
= · · · (20)
= id
k∑
s=1
(−)k+s
∑
m1+···+ms=k
m1,...,ms>0
(
k
m1,··· ,ms
)
im1Z′ i
m1
∆ · · · i
ms−1
Z′ i
ms−1
∆ i
ms
Z′ i
ms−1
∆ ω. (21)
In particular, for k = 1, one gets
iΦ1(Z′)ω = id (iZ′ω) = iid(Z′)ω =⇒ Φ1(Z
′) = id(Z ′),
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which is the base of induction. Notice that, by linearity, Φk(Z
′k) is known provided iΦk(Z′k)ω
is known for all ω ∈ CΛ1. But in this case i∆ω = 0, and (21) reduces to
iΦk(Z′k)ω = kid
k∑
s=1
(−)k+s
∑
m1+···+ms−1=k−1
m1,...,ms−1>0
( k−1
m1,··· ,ms−1
)
im1Z′ i
m1
∆ · · · i
ms−1
Z′ i
ms−1
∆ iZ′ω
= −kid
k∑
s=1
(−)k+s
∑
m1+···+ms−1=k−1
m1,...,ms−1>0
(
k−1
m1,··· ,ms−1
)
im1Z′ i
m1
∆ · · · i
ms−1
Z′ i
ms−1−1
∆ i∆Z′ω.
For k > 1 one gets
iΦk(Z′k)ω = k
k−1∑
s=1
(−)k−1+s
∑
m1+···+ms=k−1
m1,...,ms>0
( k−1
m1,··· ,ms
)
im1Z′ i
m1
∆ · · · i
ms
Z′ i
ms−1
∆ i∆Z′ω
= kid
(
iΦk−1(Z′k−1)i∆Z′ω
)
. (22)
Now let Z ′ be locally given by Z ′ = Zα ⊗ V ′α, Z
α ∈ Λ′, so that ∆Z is locally given by
∆Z = Wαβ du
β ⊗ V ′α, where W
α
β := ∆
j
βi(∂j)Z
α. Similarly, let Φℓ(Z
′ℓ) be locally given by
Φℓ(Z
′ℓ) = Φαℓ ⊗ V
′
α, Φ
α
ℓ ∈ Λ. It follows from (22) that
Φαk = kΦ
β
k−1id(W
α
β ) = · · · = k!Φ
α1
1 id(W
α2
α1 W
α3
α2 · · ·W
αk−1
αk−2 W
α
αk−1
) = k!id(Zα1Wα2α1 W
α3
α2 · · ·W
αk−1
αk−2 W
α
αk−1
)
so that
Φk(Z
′k) = k! id
(
iZ′i
k−2
∆Z′∆Z
′
)
.

10. On the Homotopy Lie-Rinehart Algebra of a Presymplectic Manifold
The key idea behind secondary calculus [29, 30] is to intepret characteristic cohomologies
of an involutive distribution as geometric structures on the space P of integral manifolds.
In Section 6, I provided two examples of this, namely C∞F := H(Λ, d) and XF := H(Λ ⊗
X, d). Within secondary calculus, they are interpreted as functions and vector fields on P ,
respectively. As I have already remarked, Theorem 23 supports this interpretation. I will
now discuss more supporting facts. Recall that a presymplectic manifold (M,Ω) is a smooth
manifold together with a constant rank, closed 2-form Ω. Typical examples of presymplectic
manifolds come from symplectic geometry. Namely, let M be a submanifold in a symplectic
manifold (N,ω). Then, M together with the restricted 2-form ω|N , is (almost everywhere,
locally) a presymplectic manifold. Thus, let (M,Ω) be a presymplectic manifold, let C be its
characteristic (involutive) distribution, i.e. a vector field X is in CX if iXΩ = 0, and F its
integral foliation. The two form Ω is naturally interpreted as if it were a genuine symplectic
structure on the space P˜ of leaves of C (for instance, when P˜ is a manifold and the projection
π : M −→ P˜ is a submersion, then Ω := π∗Ω0 for a unique symplectic form on P˜ ). This
statement can be given the more precise formulation of Theorem 32 below. Before stating it,
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I give some definitions. First of all notice that, by definition, Ω ∈ CΛ2. Moreover, it follows
from dΩ = 0, that
dΩ = d2Ω = d3Ω = 0.
Now, as above, chose a distribution V which is complementary to C. There is a unique
bivector P ∈ Λ2X “inverting ω on X”. Clearly, dP = 0. However, as discussed in [23], P is
Poisson iff R = 0, i.e., V is involutive as well. Nonetheless, it defines an isomorhism
♯ : Λ⊗ CΛ1 −→ Λ⊗ X
of Λ-modules in an obvious way. For ω1, ω2 ∈ Λ⊗ CΛ
1, put
〈ω1|ω2〉Ω := 〈ω1|♯(ω2)〉.
Theorem 32.
(1) Cohomology C∞F possesses a canonical structure of graded Poisson algebra { · , · }
given by
{[λ], [λ′]} := [〈d1λ|d1λ
′〉Ω] ∈ XF , [λ], [λ
′] ∈ C∞F , λ, λ
′ ∈ Λ.
The brackets { · , · } is independent of the choice of V .
(2) There is a canonical morphism of graded Lie algebrasX : (C∞F ,{·, ·}) −→ (XF , [·, ·])
given by
X : C∞F ∋ [λ] 7−→ [♯d1λ] ∈ XF , [λ] ∈ C
∞
F , λ ∈ Λ.
The morphism XF is independent of the choice of V .
The graded Poisson algebra of Theorem 32 actually comes from an L∞[1]-algebra structure
P in Λ, and the morphism X comes from a morphism of L∞[1]-algebras (Λ,P) −→ (Q,Q)
(here, Q is the canonical L∞[1]-algebra structure on Q = Λ⊗X[1]), according to the following
Theorem 33. (1) The vector space Λ[1] possesses a structure of L∞[1]-algebra L = {{ ·
, · · · , · }opk , k ∈ N} such that { · }
op
1 = d,
(2) There is a morphism of L∞[1]-algebras X : (Λ,P) −→ (Q,Q).
Moreover, the structure in 1 (resp., the morphism in 2), induce the structure in 1 (resp.,
the morphism in 2) of Theorem 32 in cohomology, up to a sign (due to the chosen sign
conventions).
Part 1 of Theorem 33 has been proved by Oh and Park in [23] (which motivates the notation
for the brackets in L ). In the remaining part of this section, I prove Part 2. First, I recall
the definition of L [23]. Let R♯ be the tensor obtained by contracting one lower index of
R with one upper index of P . Interpret R♯ as a EndCΛ1-valued derivation of C∞(M):
R♯ ∈ EndCΛ1 ⊗ CX. If λ ∈ Λ[1] I will consider
iR♯λ ∈ Λ⊗ EndCΛ
1 ≃ EndΛ (Λ⊗ CΛ
1).
Then
{λ1, . . . , λk}
op
k :=
∑
σ∈Sk
α(σ,λ)〈d1λσ(1)|(iR♯λσ(2) ◦ · · · ◦ iR♯λσ(k−1))(d1λσ(k))〉Ω (23)
For all λ1, . . . , λk ∈ Λ[1].
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Now, I define the morphismX : (Λ,P) −→ (Q,Q). It is a homotopy version of the standard
morphism sending Hamiltonians to their Hamiltonian vector fields on a symplectic manifold
and, to my knolewdge, it is defined here for the first time. Define maps
Xk : Λ[1]
×k −→ Q
via
Xk(λ1, . . . , λk)(f) := {λ1, . . . , λk, f}
op
k+1
It follows from (23) that Xk(λ1, . . . , λk) ∈ Λ ⊗ X so that Xk is a well defined degree 0 map
for all k.
Lemma 34. Let λ ∈ Λ[1] be even. Put Zk := Xk(λ
k). Then
{Zk|λ
′} = {λk, λ′}op −
∑
i+j=k
i,j>0
(i+j
i
)
iZiiZj iRλ
′ (24)
for all λ′ ∈ Λ.
Proof. Both hand sides of (24) are derivations in the argument λ′. Therefore, it is enough to
check (24) on generators of Λ, i.e., for λ′ = f and df for f ∈ C∞(M). When λ′ = f , (24) is
trivially true by definition of Zk. Now, it easily follows from dP = 0 and the Bianchi identities
that
{Zk|df} = k!〈d1df |(iR♯λ)
k−1(d1λ)〉Ω + k!〈d1λ|(iR♯λ)
k−1(d1df)〉Ω.
On the other hand
{λk, df}op = k!〈d1df |(iR♯λ)
k−1(d1λ)〉Ω + k!〈d1λ|(iR♯λ)
k−1(d1df)〉Ω
+
∑
r+s=k−2
(
r+s
r
)
〈d1λ|(iR♯λ)
r ◦ (iR♯df) ◦ (iR♯λ)
s(d1λ)〉Ω
= {Zk|df}+
∑
i+j=k
i,j>0
(i+j
i
)
iZiiZjR(f),
where the final equality can be easily checked using, for instance, local coordinates. 
Proposition 35. X := {Xk, k ∈ N} is a morphism of L∞[1]-algebras.
Proof. Let λ ∈ Λ[1] be an even element. I will prove that
KmX (λ
m) = 0
for all such λ. Now, for f ∈ C∞(M),
KmX (λ
m)(f) =
∑
j+k=m
(j+k
j
)
Xk+1({λ
j}op, λk)(f)
−
m∑
r=1
∑
k1+···+kr=m
0<k1≤···≤kr
C(k1, . . . , kr){Xk1(λ
k1), . . . ,Xkr(λ
kr)}(f),
where
Xk+1({λ
j}op, λk)(f) = {{λj}op, λk, f}op.
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Now, put Zk := Xk(λ
k) for all k, and compute
{Zk1 , . . . , Zkr}(f) = {{Zk1 , . . . , Zkr}|f}
= −
∑
s+t=r
∑
σ∈Ss,t
{{Zkσ(1) , . . . , Zkσ(s) |f}, Zkσ(s+1) , . . . Zkσ(s+t)}
⊕
= −
∑
s+t=r
∑
σ∈Ss,t
{Zkσ(s+1) , . . . Zkσ(s+t)|{Zkσ(1) , . . . , Zkσ(s) |f}}, (25)
while the highest anchor vanishes on functions and does not contribute. For the same reason
only summands with s = 0, 1 survive in (25) and one gets
{Zk1 , . . . , Zkr}(f) = −{Zk1 , . . . Zkr |{f}} −
r∑
i=1
{Zk1 , . . . , Ẑki , . . . , Zkr |{Zki |f}},
which is non-zero only when r = 1, 2, 3. In view of Lemma 34,
{Zm}(f) = −{Zm|df} − d{Zm|f}
= −{λm, {f}op}op − {{λm, f}op}op +
∑
i+j=m
i,j>0
(i+j
i
)
iZiiZj iRdf,
{Zj , Zk}(f) = −
1
2
{Zj , Zk|{f}} − {Zj |{Zk|f}}+
j,k
↔
= −
1
2
iZj iZkiRdf − {λ
j , {λk, f}op}op +
∑
r+s=j
r,s>0
(
r+s
r
)
iZr iZsiR{Zk|f}+
j,k
↔
and
{Zj , Zk, Zℓ}(f) = −{Zj , Zk|{Zℓ|f}}+
j,k,ℓ
	 = −iZj iZkiR{Zℓ|f}+
j,k,ℓ
	 .
I conclude that
KmX (λ
m)(f) =
∑
j+k=m
(j+k
j
)
{{λj}op, λk, f}op + {λm, {f}op}op + {{λm, f}op}op
+
∑
j+k=m
j,k>0
(j+k
j
)
{λj , {λk, f}op}op,
where the right hand side is the (m+ 1)st Jacobiator of L . 
Part 3. Appendixes
Appendix A. Proofs of Theorems 12 and 18: Computational Details
For completeness, in this appendix, I add the (mostly straightforward) computational details
of the proofs of Theorems 12 and 18. To be clear, I organize these details in lemmas. I use
the same notations as in Sections 3 and 4.
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Lemma 36. Let ω ∈ Q∗. For q1, . . . , qk+1 ∈ Q,
(dkω)(q1, . . . , qk+1) :=
k∑
i=1
(−)χ{q1, . . . , q̂i, . . . , qk+1|ω(qi)}+ (−)
ωω({q1, . . . , qk+1}),
where χ := ω¯(q¯1 + · · · + ̂¯qi + · · · q¯k+1) + q¯i(q¯i+1 + · · · + q¯k+1), and a hat ·̂ denotes omission.
Then dkω ∈ Sym
k+1
A (Q, A).
Proof. Clearly, dkω is K-multilinear and graded symmetric. Now, let q2 = · · · = qk+1 = q be
even. Compute
(dkω)(aq1, q
k) = (−)(a+q1)ωk{aq1, q
k−1|ω(q)}+ {qk|ω(aq1)} − (−)
ωω({aq1, q
k})
= (−)a(ω+1)+q1ωka{q1, q
k−1|ω(q)}+ (−)aω{qk|aω(q1)}
− (−)a(ω+1)+ωaω({q1, q
k})− (−)aω{qk|a}ω(q1}
= (−)a(ω+1)+q1ωka{q1, q
k−1|ω(q)}+ (−)a(ω+1)a{qk|ω(q1)}
− (−)a(ω+1)+ωaω({q1, q
k})
= (−)a(ω+1)a(dkω)(q1, q
k).

Lemma 37. Let a ∈ A and ω ∈ Q∗. Then
dk(aω) = (dka)ω + (−)
aa(dkω).
Proof. Let q ∈ Q be even. Then
dk(aω)(q
k+1) = (k + 1){qk| (aω)(q)} − (−)a+ω(aω)({qk+1})
= (−)a(k + 1)a{qk|ω(q)}+ (k + 1){qk| a}ω(q)− (−)a+ωaω({qk+1})
= (−)aa(dkω)(q
k+1) + (k + 1)(dka)(q
k)ω(q)
= ((dka)ω + (−)
aa(dkω))(q
k+1).

Lemma 38. The derivation dk : SymA(Q, A) −→ SymA(Q, A) is given by the Chevalley-
Eilenberg formula:
(dkω)(q1, . . . , qr+k−1)
:=
∑
σ∈Sk,r
(−)ω(qσ(1)+···+qσ(k))α(σ, q){qσ(1), . . . , qσ(k) |ω(qσ(k), . . . , qσ(k+r))}
−
∑
τ∈Sk+1,r−1
(−)ωα(τ, q)ω({qτ(1), . . . , qτ(k+1)}, qτ(k+1), . . . , qτ(k+r)),
ω ∈ SymrA(Q, A), q1, . . . , qr+k ∈ Q.
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Proof. Let ω ∈ SymrA(Q, A) be of the form ω = ω1 · · ·ωr, ω1 ∈ Q
∗, and let q ∈ Q be even.
Then
(dkω)(q
r+k) =
r∑
i=1
(−)χ(ω1 · · · ω̂i · · ·ωr · dkωi)(q
r+k)
= (k+r)!(k+1)!
r∑
i=1
(−)χω1(q) · · · ω̂i(q) · · ·ωr(q)(dkωi)(q
k+1)
= (k+r)!(k+1)!
r∑
i=1
(−)χω1(q) · · · ω̂i(q) · · ·ωr(q)((k + 1){q
k|ωi(q)} + (−)
ωiωi({q
k+1}))
= (k+r)!k! {q
k|ω1(q) · · ·ωr(q)} − (−)
ω
(
k+r
k+1
)
ω({qk+1}, qr−1)
=
(k+r
k
)
{qk|ω(qr)} − (−)ω
(k+r
k+1
)
ω({qk+1}, qr−1),
where χ = ω¯1 + · · · + ω¯i−1 + (ω¯i + 1)(ω¯i+1 + · · ·+ ω¯r). 
Lemma 39. Let a ∈ A, ω ∈ Q∗, and q1, . . . , qk+1 ∈ Q. Then
(Eka)(q1, . . . , qk) = (−)
a(q1+···+qk−1)Jk(q1, . . . , qk−1 | a) = 0,
and
(Ekω)(q1, . . . , qk+1) =
k+1∑
i=1
(−)χJk+1(q1, . . . , q̂i, . . . , qk+1 |ω(qi))− ω(J
k+1(q1, . . . , qk+1)),
where
χ := ω¯
∑
j 6=i
q¯j + q¯i
∑
j>i
q¯j.
Proof. Let q ∈ Q be even. Then
(Eka)(q
k) =
∑
ℓ+m=k
(dℓdma)(q
ℓ+m)
=
∑
ℓ+m=k
(ℓ+m
ℓ
)
{qℓ|(dma)(q
m)}+
∑
ℓ+m=k
(ℓ+m
ℓ+1
)
(−)a(dma)({q
ℓ+1}, qm−1)
=
∑
ℓ+m=k
(ℓ+m
ℓ
)
{qℓ|{qm|a}}+
∑
ℓ+m=k
(ℓ+m
ℓ+1
)
(−)a{{qℓ+1}, qm−1|a}
= Jk+1(qk|a).
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Similarly,
(Ekω)(q
k+1) =
∑
ℓ+m=k
(dℓdmω)(q
ℓ+m+1)
=
∑
ℓ+m=k
(ℓ+m+1
ℓ
)
{qℓ|dmω(q
m+1)}+
∑
ℓ+m=k
(ℓ+m
ℓ+1
)
(−)ω(dmω)({q
ℓ+1}, qm)
=
∑
ℓ+m=k
((ℓ+m+1
ℓ
)
(m+ 1){qℓ|{qm|ω(q)}} − (−)ω
(ℓ+m+1
ℓ
)
{qℓ|ω({qm+1})}
+ (−)ω
(ℓ+m
ℓ+1
)
{qm|ω({qℓ+1})} +
(ℓ+m
ℓ+1
)
m{{qℓ+1}, qm−1|ω(q)}
−
(
ℓ+m
ℓ+1
)
ω({{qℓ+1}, qm})
)
= −ω(Jk+1(qk+1)) + (k + 1)Jk+1(qk|ω(q)).

Lemma 40. Let ω ∈ Q∗ with p1, . . . , pℓ ∈ P. Then the expression Rℓ(ω), inductively defined
by
Rℓ(ω)(p1, . . . , pℓ) := Ψℓ(ω)(p1, . . . , pℓ)
−
∑
i+j=ℓ
j>0
∑
σ∈Si,j
α(σ,p)ψj(Ri(ω)(pσ(1), . . . , pσ(i))))(pσ(i+1), . . . , pσ(i+j)),
is A-linear in its argument ω.
Proof. Let p1 = · · · = pℓ = p with p even. I use induction on ℓ. Ψ1 is A-linear, indeed,
Ψ1(aω) = ψ0(a)Ψ1(ω) + ψ1(a)Ψ0(ω) = aΨ1(ω).
This provides the base of induction. Now compute
Rℓ+1(aω) = Ψℓ+1(aω)(p
ℓ+1)−
∑
i+j=ℓ+1
j>0
(i+j
j
)
ψj(Rℓ(aω))(p
ℓ+1)
= aΨℓ+1(ω)(p
ℓ+1) +
∑
i+j=ℓ+1
j>0
(i+j
j
)
ψj(a)(p
j)Ψi(ω)(p
i)−
∑
i+j=ℓ+1
j>0
(i+j
j
)
ψj(aRi(ω))(p
j)
= aRℓ+1(ω) +
∑
i+j=ℓ+1
j>0
(
i+j
j
)
ψj(a)(p
j)Ψi(ω)(p
i)
−
∑
i+j+k=ℓ+1
k>0
(
i+j+k
j+k
)(
j+k
j
)
ψk(a)(p
k)ψj(Ri(ω))(p
j).
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The last two summands cancel. Indeed, they are∑
i+j=ℓ+1
j>0
(i+j
j
)
ψj(a)(p
j)Ψi(ω)(p
i)−
∑
i+j+k=ℓ+1
k>0
(i+j+k
j+k
)(j+k
j
)
ψk(a)(p
k)ψj(Ri(ω))(p
j)
=
∑
i+k=ℓ+1
k>0
(i+k
k
)
ψk(a)(p
k)Ψi(ω)(p
i)−
∑
i+j+k=ℓ+1
k>0
(i+k
k
)
ψk(a)(p
k)Ri(ω)
−
∑
i+j+k=ℓ+1
k>0
(
i+j+k
k
)(
i+j
j
)
ψk(a)(p
k)ψj(Ri(ω))(p
j)
=
∑
i+k=ℓ+1
k>0
(i+k
k
)
ψk(a)(p
k) · [Ψi(ω)(p
i)−Ri(ω)−
∑
s+j=i
j>0
(s+j
j
)
ψj(Rs(ω))(p
j)]
= 0.

Now, I present the proof of Lemma 17 (see Section 4 for the statement).
Proof of Lemma 17. Let p1 = · · · = pk = p be even. For r = 0 the result follows immediately
from the definition of φk. Thus, let r > 0, and ω = σ1 · · · σr, with σi ∈ Q
∗. Then
ψ(ω)k(p
k) = ψ(σ1 · · · σr)k(p
k)
=
∑
m1+···+mr=k
(ψ(σ1)m1 · · ·ψ(σr)mr)(p
k)
=
∑
m1+···+mr=k
(
m1+···+mr
m1,··· ,mr
)
ψ(σ1)m1(p
m1) · · ·ψ(σr)mr (p
mr).
Now, it follows from (4) that, if σ ∈ Q∗, then
ψ(σ)m(p
m) = Ψm(σ)(p
m) =
∑
s+t=m
(s+t
s
)
ψs(σ(Φt(p
t)))(ps) =
∑
s+t=m
(s+t
s
)
ψ(σ(Φt(p
t)))s(p
s),
so that
ψ(ω)k(p
k)
=
∑
s1+t1+···+sr+tr=k
(s1+t1+···+sr+tr
s1,··· ,sr,t1,··· ,tr
)
ψ(σ1(Φt1(p
t1)))s1(p
s1) · · ·ψ(σr(Φtr(p
tr)))sr (p
sr)
=
∑
s+t1+···+tr=k
(
s+t1+···+tr
s,t1,··· ,tr
)
ψ(σ1(Φt1(p
t1)) · · · σr(Φtr(p
tr)))s(p
s)
=
∑
t0+···+tr=k
t1≤···≤tr
C(t0|t1, . . . , tr)φt0(p
t0 |ω(Φt1(p
t1), · · · ,Φtr(p
tr )),
where C(t0|t1, . . . , tr) is the cardinality of Tt0|t1,...,tr . 
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Lemma 41. Let ω ∈ Q∗, and p ∈ P even. Then ψ(DQω)k = (DPψ(ω))k iff∑
m+ℓ=k
(m+ℓ
m
)
φℓ(p
ℓ|ω(KmΦ (p
m))) = 0, (26)
Proof. Compute
ψ(DQω)k(p
k)
=
∑
m
ψ(dmω)k(p
k)
=
∑
m
∑
ℓ0+···+ℓm+1=k
ℓ1≤···≤ℓm+1
C(ℓ0|ℓ1, . . . , ℓm+1)φℓ0(p
ℓ0 |(dmω)(Φℓ1(p
ℓ1), . . . ,Φℓm+1(p
ℓm+1)))
=
∑
m
∑
ℓ0+···+ℓm+1=k
ℓ1≤···≤ℓm+1
C(ℓ0|ℓ1, . . . , ℓm+1)φℓ0(p
ℓ0 |{Φℓ1(p
ℓ1), . . . , Φ̂ℓi(p
ℓi), . . . ,Φℓm+1(p
ℓm+1)|ω(Φℓi(p
ℓi))})
−
∑
m
∑
ℓ0+···+ℓm+1=k
ℓ1≤···≤ℓm+1
(−)ωC(ℓ0|ℓ1, . . . , ℓm+1)φℓ0(p
ℓ0 |ω({Φℓ1(p
ℓ1), . . . ,Φℓm+1(p
ℓm+1)})). (27)
Moreover,
(DPψ(ω))k(p
k)
=
∑
m+n=k
dmΨn(ω)(p
k)
=
∑
m+n=k
( k
m
)
{pm |Ψn(ω)(p
n)} −
∑
m+n=k
(−)ω
( k
m+1
)
Ψn(ω)({p
m+1}, pn−1)
=
∑
m+ℓ+r=k
(m+ℓ+r
m,ℓ,r
)
[{pm |φℓ(p
ℓ|ω(Φr(p
r))} − φℓ({p
m}, pℓ|ω(Φr(p
r)))
− (−)ωφℓ(p
ℓ|ω(Φr({p
m}, pr)))]. (28)
Now, (6) implies that the first summand in (27) equals the first two summands in (28). It
follows that∑
m
∑
ℓ0+···+ℓm+1=k
ℓ1≤···≤ℓm+1
C(ℓ0|ℓ1, . . . , ℓm+1)φℓ0(p
ℓ0 |ω({Φℓ1(p
ℓ1), . . . ,Φℓm+1(p
ℓm+1)}))
=
∑
m+ℓ+r=k
(m+ℓ+r
m,ℓ,r
)
φℓ(p
ℓ|ω(Φr({p
m}, pr))), (29)
that can be compactly rewritten in the form (26). 
Appendix B. Higher Lie-Rinehart Brackets as Derived Brackets
The Lie brackets in a Lie algebroid can be presented as derived brackets [18]. Similarly, the
higher brackets in an L∞-algebra can be presented as higher derived brackets following T.
Voronov [33] (see [8]). Marco Zambon suggested to me that a similar statement could hold
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for the higher brackets in a SH Lie-Rinehart algebra. This is indeed the case as I briefly show
in this appendix. First, I recall the formalism of [33].
Definition 42. Let V be a DG Lie algebra (over a field K of zero characteristic). Consider
the following data:
(1) an Abelian sub-algebra A ⊂ V ,
(2) a K-linear projector P : V −→ A ,
(3) a degree 1 element D ∈ V .
The data (A ,P,D) are called V -data in V if
(1) kerP ⊂ V is a Lie subalgebra,
(2) PD = 0,
(3) D2 = 0.
A triple (A ,P,D) of V -data determines, in particular, K-multilinear, graded-symmetric
maps
{ · , · · · , · }Dk : A
×k −→ A , k ∈ N
via
{a1, a2, · · · , ak}
D := P[[· · · [[D, a1], a2] · · · ], ak], a1, a2, . . . , ak ∈ A .
Theorem 43 (Voronov [33]). The brackets { · , · · · , · }Dk , k ∈ N, give V the structure of an
L∞[1]-algebra.
Now, let A be a graded algebra and Q a projective and finitely generated A-module. As in
Section 3, consider the graded algebra A := SymA(Q, A). Let DerA be the graded Lie algebra
of derivations of A, and let V := DerA⊕A be the graded Lie algebra of first order differential
operators in A. The brackets in V are
[(∆, ω), (∇, ρ)] = ([∆,∇],∆ρ− (−)ω∇∇ω), ∆,∇ ∈ DerA, ω, ρ ∈ A.
Notice that Q⊕A embeds into V . Namely, consider the linear map
i : Q⊕A ∋ (q, a) 7−→ (iq, ia) ∈ V ,
where ia := −a, and iq is defined by
iqω := −(−)
qωω(q, ·, · · · , ·), ω ∈ A.
The signs are chosen to simplify formulas below. The image A of i is clearly an Abelian
subalgebra in V . There is a canonical projection
P : V ∋ (∆, ω) 7−→ (PQ∆,PAω) ∈ Q ⊕A,
where PAω := −pω, p : A −→ A being the natural projection, and PQ is implicitly defined
by the formula
ω(PQ∆) := −(−)
∆ωp∆ω ∈ A, ω ∈ Q∗.
Notice that the expression (−)∆ωp∆ω is graded, A-linear in ω so that PQ∆ is a well defined
element in Q. Obviously, P is a left inverse of i. Finally, it is easy to see that kerP ⊂ V is a
subalgebra as well, so that, (A ,P,D) are V -data in V for all homological derivations D ∈
DerA. In particular, a homological derivation D in A determines an L∞[1]-algebra structure
L D := {{·, · · · , ·}Dk , k ∈ N} in A ⊕ Q via Theorem 43. On the other hand, a homological
derivation in A determines an L∞[1]-algebra structure L
⊕ := {{·, · · · , ·}⊕k , k ∈ N} in A⊕Q
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also via Corollary 15 (see Definition 3 for details about the brackets {·, · · · , ·}⊕ determined
by the brackets in Q and the anchors).
Proposition 44. Let D ∈ DerA be a homological derivation. The L∞[1]-algebra structures
L D and L ⊕ coincide.
Proof. First of all, since [D, a] = Da for all a ∈ A, it is obvious that {v1, . . . , vk}
D
k vanishes
whenever two entries are from A. This means that L D is the same as an L∞[1]-algebra
structure on Q, and an L∞[1]-module structure on A. Now, define derivations dk : A −→ A
as in the proof of Corollary 15, and, for a ∈ A and q ∈ Q even, compute,
{qk−1, a}D = P[[[· · · [D, iq] · · · ], iq], ia]
= −(−)kpik−1q Da
= (dk−1a)(q
k−1)
= {qk−1|a}
= {qk−1, a}⊕.
Similarly, let ω ∈ Q∗ and compute
ω({qk}D) = ω(P[[· · · [D, iq] · · · ], iq])
= −(−)ωp[[· · · [D, iq] · · · ], iq](ω)
= −(−)ω+kp(ikqDω − ki
k−1
q Diqω)
= −(−)ω((dk−1ω)(q
k)− kdk−1(ω(q))(q
k−1))
= ω({qk})
= ω({qk}⊕).

Notice that when Q is as in Section 8 and D is the de Rham differential in A = Λ(M), then
the V -data (A ,P,D) in V are precisely those constructed by Ji [14] in the case of a foliation.
Appendix C. The Homotopy Lie-Rinehart Algebra of a Foliation via
Homotopy Transfer
After the publication on arXiv of a preliminary version of this paper, Florian Scha¨tz sug-
gested to me that the L∞[1]-algebra of a foliation could be derived from the DG Lie algebra
DerΛ of derivations of Λ via homotopy transfer (see [12] about the homotopy trasfer of Lie
algebra structures). This is indeed the case as I briefly discuss in this appendix. I first recall
the version of the homotopy transfer theorem I will refer to.
Theorem 45 (Homotopy Transfer Theorem). Let (L,∆, [ · , · ]) be a DG Lie algebra over a
field of 0 characteristic, and
(L,∆)h
&& p // (H, δ)
j
oo
contraction data, i.e., i) p and j are cochain maps, ii) p ◦ j = idH , and iii) idL − j ◦ p =
∆ ◦ h+ h ◦ δ. Then there is a natural L∞-algebra structure L on (H, δ).
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There exists an explicit description of brackets in (H,L ) in terms of the contraction data
by means of trees [17], or inductive formulas (see for instance [21], where inductive formulas
for the transfer of an associative algebra structure are provided).
I’m not presenting here this description (the interested reader may see [32], where I recall
the necessary formulas from [21] and apply them to prove the existence of more SH structures
associated to a foliation). Notice, however, that, in a similar way, one can transfer the
structure of a DG Lie module along contraction data, and get an L∞-module.
Now, DerΛ possesses the canonical differential ∆ := [d, · ] and (DerΛ,∆, [ · , · ]) is a DG Lie
algebra (sometimes referred to as the deformation complex of the Lie algebroid X [6]). It is
known that (DerΛ,∆) is homotopy equivalent to (Λ ⊗ X, d) [6]. However, to my knowledge,
there was as yet no explicit description of contraction data. I provide it in the proof of the
next
Proposition 46. A distribution V complementary to C determines contraction data
(DerΛ,∆)h
 p //
(Λ⊗ X, d)
j
oo .
Proof. For Z ∈ Λ⊗ X, and λ ∈ Λ put
j(Z)(λ) := LZλ.
Then j(Z) ∈ DerΛ. For D ∈ DerΛ, put p(D) := D|C∞(M) ∈ Λ⊗ X. Finally, let h(D) ∈ DerΛ
be defined on generators f , df by
h(D)(f) := 0
h(D)(df) := (−)D(D − jpD)f,
It is easy to see, using, for instance, local coordinates, that h(D) is well defined, and j, p, h
are actually contraction data. 
As an immediate corollary of the Homotopy Transfer Theorem and the above proposition,
there is an L∞[1]-algebra structure on Λ ⊗ X[1]. It is easy to see that such L∞[1]-algebra
actually coincides with the one described in Section 8. Notice that the L∞[1]-module structure
on Λ can be obtained from homotopy transfer as well.
Appendix D. Alternative Formulas for Binary Operations
Let (A,Q) = (Λ,Λ ⊗ X[1]) denote the LR∞[1]-algebra of a foliation. In this appendix I
present alternative formulas for the binary operations in Q. This is useful for some purposes,
e.g., proving the homotopy transfer and the derived bracket [14] origins of Q.
Proposition 47. Let Z1, Z2 ∈ Q. Then
{Z1, Z2} = −(−)
Z1 [[Z1, Z2]].
Proof. LetX ∈ X and λ ∈ Λ. Then iXλ = 0 and LXλ = λ
′+λ′′, with λ′ ∈ Λ and λ′′ ∈ Λ⊗CΛ1.
Therefore, in view of Formula (12),
[[Z1, Z2]] = [[Z1, Z2]] + Z
′ + Z ′′
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with Z ′ ∈ Λ⊗ CX, Z ′′ ∈ CΛ1 ⊗ Λ⊗ X. It follows that
Z ′ = i[[Z1,Z2]]P
C and Z ′′ = iPV [[Z1, Z2]],
so that
[[Z1, Z2]] = [[Z1, Z2]]− Z
′ − Z ′′
= i[[Z1,Z2]]I−i[[Z1,Z2]]P
C − iPV [[Z1, Z2]]
= i[[Z1,Z2]]P
V − iPV [[Z1, Z2]]
= [[[Z1, Z2]], P
V ]nr.
Now, it follows from Formula (14) that
[[[Z1, Z2]], P
V ]nr = [[Z1, [Z2, P
V ]nr]]− (−)
Z2(Z1+1)[Z2, [[Z1, P
V ]]]nr
= [[Z1, Z2]]− (−)
(Z1+1)(Z2+1)[Z2, [[P
C , Z1]]]nr
= [[Z1, Z2]]− (−)
(Z1+1)(Z2+1)[Z2, dZ1 + [R,Z1]nr]nr
= [[Z1, Z2]]− (−)
(Z1+1)(Z2+1)[Z2, [R,Z1]nr]nr
= [[Z1, Z2]]− (−)
Z1 [[R,Z1]nr, Z2]nr,
where I also used that [Z,Z1]nr = 0 for all Z,Z1 ∈ Q. 
Proposition 48. Let Z ∈ Q and λ ∈ Λ. Then
{Z|λ} = −(−)Z1LZλ.
Proof. In view of Formula (9)
LZλ = LZλ+ ω
′
with ω′ ∈ Λ⊗ CΛ1. It follows that
ω′ = iPV LZλ
= [iPV , LZ ]λ
= −i[[Z,PV ]]λ
= (−)Zi[[PC ,Z]]λ
= (−)ZidZ+[R,Z]nrλ
= (−)Zi[R,Z]nrλ.
where I used Formula (10). 
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