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In this paper, we provide a generalization of binary quadratic
residue codes to the cases of higher power prime residues over
the ﬁnite ﬁeld of the same order. We ﬁnd generating polynomials
for such codes, deﬁne a new notion corresponding to the binary
concept of an idempotent, and use this to ﬁnd a lower bound for
the codeword weight of the duals of such codes. This in turn leads
to a lower bound on the weight of the codewords themselves.
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1. Introduction
In this paper we extend the notion of binary quadratic residue codes to qth power residue codes
over Fq for q an arbitrary prime. Following the methods of [3], we ﬁnd a bound on the weight of
these codes, as well as a bound on the weight of the dual codes.
The binary quadratic residue codes that the qth power residue codes generalize are deﬁned as
follows. Let p ≡ ±1 mod 8 (so that 2 is a quadratic residue modulo p), and let α be a primitive
pth root of unity in the smallest ﬁeld extension of F2 containing such an element. If Q is the set
of quadratic residues modulo p, then the generating polynomials for the binary quadratic residue
codes are both the polynomial with roots αi for all i ∈Q and the polynomial with roots α j for all
j /∈ Q. These codes are often called the augmented quadratic residue codes. Adding the root 1 to
each of these polynomials gives the generator polynomials for the expurgated quadratic residue codes.
The augmented and expurgated quadratic residue codes are duals of each other, both having minimal
distance d√p and with the augmented codes having dimension 12 (p+1) and the expurgated codes
dimension 12 (p − 1) [4]. The qth power residue codes that we explore have a better transmission rate
(dimension); while the transmission rate of the quadratic residue codes is close to 12 , that of the
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a square-root bound on their minimal distance. We will, however, prove a square root bound for the
minimum distance of their duals, and deduce a weaker bound for the minimum distance of the codes.
Speciﬁcally, if the generator polynomial for the qth power residue code A0 factors into m irreducible
elements, we ﬁnd a bound:
dmin(A0) p
1
2(qm−1)
by using the fact that the dual of A0 is generated by the product of the generator polynomials for
q − 1 different codes, each of which is isometric to A0.
2. qth power residue codes
In the following, let p,q be two distinct prime numbers such that q | (p − 1) and q is a qth power
residue mod p. That is, there exists some β ∈ Fp such that βq ≡ q mod p. Then we can divide Fp into
q cosets as follows.
Choose a primitive qth root of unity ζ ∈ F∗p and deﬁne a homomorphism ψq : F∗p → (Fq,+) by
ψq( j) = i if j
p−1
q ≡ ζ i mod p.
Note that ψq( j) = 0 if and only if j is a qth power residue modulo p, and moreover ψq( j)q ≡
ψq( j) mod q by Fermat’s Little Theorem. Divide F∗p into q cosets A0, A1, . . . , Aq−1 deﬁned by
Ai = { j ∈ F∗p | ψq( j) = i} so that A0 is the set of qth power residues modulo p.
Let α be a primitive pth root of unity in some ﬁeld extension Fqn of Fq . Deﬁne polynomials ai(x)
corresponding to the sets Ai by
ai(x) =
∏
a∈Ai
(
x− αa).
We claim that ai(x) ∈ Fq[x], which can be shown easily by noting that Fqn is Galois over Fq , with
Galois group G generated by the map α → αq . Since we chose q to be a qth power residue mod-
ulo p, it follows that if a ∈ Ai , then qa ∈ Ai as well hence ai(x) is ﬁxed by G and has coeﬃcients
in Fq as desired. Moreover, because the Ai form a partition of F∗p , we have the equality xp − 1 =
(x− 1)∏q−1i=0 ai(x).
Deﬁnition. The qth power residue codes Ai , A¯i are cyclic codes (ideals) of the ring R = Fq[x]/(xp −1)
with generator polynomials ai(x) and (x− 1)ai(x) respectively, for i = 0, . . . ,q − 1.
In keeping with the convention established for the quadratic residue codes, we will call the code
Ai an augmented qth power residue code, while the code A¯i will be called expurgated.
We note here that this deﬁnition is not new, as qth power residue codes have been deﬁned and
brieﬂy explained in Section 15.2 of [1]. However, the techniques we use here will differ substantially
from this prior source, and the lower bound we establish will be more general than the one proved
by Berlekamp in this book, as it applies to codewords in both the augmented and expurgated codes
while Berlekamp’s bound applies only to those codewords in (Ai \ A¯i).
2.1. A new “idempotent”: the q-idempotent
Claim. Deﬁne
Eq(x) =
p−1∑
ψq(m)x
m,m=1
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α in a ﬁeld extension containing Fq such that Eq(x) generates the same code as (x− 1)a0(x).
Proof. Note that for any qth power residue ξ , we have ψq(ξn) = ψq(n) = ψq(n/ξ) since ψq is a ho-
momorphism. That is, multiplication by qth power residues ﬁxes cosets. In our case, this means that
ψq(qn) = ψq(n), as q is a qth power residue modulo p. Choose α any primitive pth root of unity in
some ﬁeld extension of Fq . Then because of the previous assertion and Fermat’s Little Theorem we
may write:
Eq(α)
q =
p−1∑
m=1
ψq(m)
qαqm =
p−1∑
m=1
ψq(m)α
qm =
p−1∑
m=1
ψq(qm)α
qm = Eq(α)
and similarly we ﬁnd that Eq(αq) = Eq(α). It follows that Eq(α) ∈ Fq . Choose α so that Eq(α) = 0. [It
will become clear why such an α must exist shortly.] Then for all a ∈ A0 we have
Eq
(
αa
)= p−1∑
m=1
ψq(m)α
ma =
p−1∑
n=1
ψq
(
n
a
)
αn =
p−1∑
n=1
ψq(n)α
n = Eq(α) = 0.
Moreover,
Eq(1) =
p−1∑
m=1
ψq(m) = p − 1
q
(
0+ 1+ 2+ · · · + (q − 1))= (p − 1)(q − 1)
2
≡ 0 mod q,
where the last congruence follows because 2 | (q − 1) and q | (p − 1). Thus
(x− 1)a0(x) | Eq(x).
To show the reverse inclusion, let b /∈ A0. Then
Eq
(
αb
)= p−1∑
m=1
ψq(m)α
bm =
p−1∑
n=1
ψq
(
n
b
)
αn =
p−1∑
n=1
ψq(n)α
n −
p−1∑
n=1
ψq(b)α
n
= Eq(α) − ψq(b)
p−1∑
n=1
αn = −ψq(b) · (−1) = ψq(b) = 0.
Here we note that the previous equality tells us that there must be some α with E(α) = 0. If E(β) = n,
choose b ∈ Fq with ψq(b) ≡ −n mod p and let α = βb . Then Eq(α) = Eq(βb) = Eq(β) + ψq(b) =
n − n = 0.
It follows that
〈
Eq(x)
〉= 〈(x− 1)a0(x)〉= A¯0.
Because Eq(x) has the property that Eq(α)q = Eq(αq) = Eq(α), we will call Eq(x) a q-idempotent
of A0. 
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Based on Theorem 1.1 of [2] proved by Helleseth (although we will follow the simpler proof of this
theorem given in [3]), we can ﬁnd a bound on the codeword weight of the qth power residue codes
using the q-idempotent found in the previous section.
Let a(x) =∑ri=1 γi xki ∈ Fq[x]/(xp−1), where the ki are unique and γi = 0 so that a(x) has weight r.
Let K = {k1,k2, . . . ,kr}. Deﬁne f (t) = ∏k∈K (t − k)γk ∈ Fp[t]. Let Eq(x) be the q-idempotent of A¯0
deﬁned previously. Then a(x)Eq(x) is a codeword in A¯0; we want to be able to determine its weight.
Write c(x) = a(x)Eq(x) = (∑k∈K γkxk)(∑p−1m=1 ψq(m)xm) =∑p−1i=0 cixi . We want to count those places
where cs = 0 in order to determine the weight w(c) of this codeword. In order to do this, ﬁrst note
that
cs =
{∑
k∈K ψq(s − k)γk, s /∈ K ,∑
k∈K ,k =s ψq(s − k)γk, s ∈ K .
Deﬁne a character χq : Fp → C by
χq(x) =
{0, x = 0,
e
2π i
q 
, x ∈ A
.
For nonzero x, we have the equality:
1+ χq(x) + χq(x)2 + · · · + χq(x)q−1
q
=
{
1, x a qth power residue mod p,
0, otherwise.
Also note that there is a correspondence between the maps ψq and χq given by the isomorphism
between the additively and multiplicatively written ﬁelds Fq , namely n ↔ e2π in/q . Using this isomor-
phism, we see that for s /∈ K ,
cs = 0=
∑
k∈K
ψq(s − k)γk ⇐⇒
∏
k∈K
χq(s − k)γk = 1
⇐⇒ χq
(
f (s)
)= 1
⇒ 1+ χq( f (s)) + χq( f (s))
2 + · · · + χq( f (s))q−1
q
=
{
1, cs = 0,
0, otherwise.
On the other hand, if s ∈ K , suppose γs = i ∈ Fq . Then we look at the ith derivative of f evaluated
at s, and ﬁnd that f
(i)(s)
i! =
∏
k∈K ,k =s(s − k)γk . By a similar argument to the above, we ﬁnd that cs =∑
k∈K ,k =s ψq(s − k)γk = 0 ⇐⇒ χq( f
(i)(s)
i! ) = 1, and we arrive at the following lemma.
Lemma 2.1. If a(x) =∑k∈K γi xk ∈ Fq[x]/(xp − 1) is a polynomial of weight r, then the weight w(c) of the
codeword c(x) = a(x)Eq(x) is
w(c) = (q − 1)p
q
− 1
q
[∑
s∈Fp
(
χq
(
f (s)
)+ · · · + χq( f (s))q−1)+ ∑
s∈K ,αs=1
(
χq
(
f ′(s)
)+ · · · + χq( f ′(s))q−1)
+ · · · +
∑
s∈K ,αs=q−1
(
χq
(
f (q−1)(s)
(q − 1)!
)
+ · · · +χq
(
f (q−1)(s)
(q − 1)!
)q−1)]
,
where f (t) =∏k∈K (t − k)γk is the polynomial corresponding to a(x) introduced previously.
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w(c) = p − {number of places where c is 0}
= p −
[∑
s/∈K
1+ χq( f (s)) + · · · + χq( f (s))q−1
q
+
∑
s∈K ,αs=1
1+ χq( f ′(s)) + · · · + χq( f ′(s))q−1
q
+ · · · +
∑
s∈K ,αs=q−1
1+ χq( f (q−1)(s)(q−1)! ) + · · · + χq( f
(q−1)(s)
(q−1)! )
q−1
q
]
= (q − 1)p
q
− 1
q
[∑
s∈Fp
(
χq
(
f (s)
)+ · · · + χq( f (s))q−1)+ ∑
s∈K ,αs=1
(
χq
(
f ′(s)
)+ · · · + χq( f ′(s))q−1)
+ · · · +
∑
s∈K ,αs=q−1
(
χq
(
f (q−1)(s)
(q − 1)!
)
+ · · · + χq
(
f (q−1)(s)
(q − 1)!
)q−1)]
. 
Corollary 2.2. Suppose a(x) =∑k∈K γkxk ∈ Fq[x]/(xp −1) is a polynomial of weight r. Then the weight w(c)
of the codeword c(x) = a(x)Eq(x) is bounded by:
q − 1
q
[
p − (r − 1)√p − r] w(c) q − 1
q
[
p + (r − 1)√p + r
q − 1
]
.
Proof. Again we will let f (t) =∏k∈K (t − k)γk ∈ Fp[t].
The character χq seen previously has the property that for any x ∈ Fp ,
χq(x) + · · · + χq(x)q−1 =
⎧⎨
⎩
0, x = 0,
q − 1, x is a qth power residue mod p,
−1, otherwise.
Using this fact, we come up with the inequality:
−r 
∑
s∈K ,αs=1
(
χq
(
f ′(s)
)+ · · · + χq( f ′(s))q−1)
+ · · · +
∑
s∈K ,αs=q−1
(
χq
(
f (q−1)(s)
(q − 1)!
)
+ · · · + χq
(
f (q−1)(s)
(q − 1)!
)q−1)
 (q − 1)r.
Moreover, the Hasse–Weil bound for exponential sums gives us:
∣∣∣∣ ∑
s∈Fp
χq
(
f (s)
)+ · · · + χq( f (s))q−1
∣∣∣∣ (q − 1)(r − 1)√p.
Combining these two facts gives us the bound
(q − 1)p
q
− 1
q
[
(q − 1)(r − 1)√p + (q − 1)r] w(c) (q − 1)p
q
+ 1
q
[
(q − 1)(r − 1)√p + r]
or alternatively,
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q
[
p − (r − 1)√p − r] w(c) q − 1
q
[
p + (r − 1)√p + r
q − 1
]
. 
2.3. Bounding the weight of the dual code
We now use the lower bound on w(c) found above to ﬁnd a square root bound on dmin(A¯0
⊥
).
Corollary 2.3. Let a(x) =∑k∈K γkxk be a nonzero polynomial of weight r in Fq[x]/(xp − 1), and again let
Eq(x) be the q-idempotent of A¯0 . If a(x) is in the dual code A¯0
⊥
(that is, a(x)Eq(x) ≡ 0 mod (xp − 1)) then
r √p. In other words, dmin(A¯0⊥)√p.
Proof. We have just bounded the weight of the codeword c corresponding to the polynomial
a(x)Eq(x) when a(x) has weight r. This can help us ﬁnd a lower bound for the number of nonzero
entries in elements of the dual code in the following manner.
For small enough r we know that
q − 1
q
[
p − (r − 1)√p − r]> 0
which tells us that w(c) = 0. In other words, a(x)Eq(x) ≡ 0, hence a(x) is NOT an element of the dual
code. Which possible weights r for our polynomial might actually give us a polynomial a(x) in the
dual code? To ﬁnd out, we solve the reverse of the above inequality:
(q − 1)p
q
− 1
q
[
(q − 1)(r − 1)√p + (q − 1)r] 0 ⇐⇒ (q − 1)p
q
 1
q
[
(q − 1)(r − 1)√p + (q − 1)r]
⇐⇒ p  (r − 1)√p + r
⇐⇒ p  r(√p + 1) − √p
⇐⇒ √p(√p + 1) r(√p + 1)
⇐⇒ √p  r.
Thus, in order for a(x) to be in the dual code, we must have
r √p. 
2.4. Using the dual bound to get a lower bound on the minimal distance of the qth power residue code of
length p
It turns out that we can use the lower bound on the weight of the dual code found above to our
advantage when trying to ﬁnd a better lower bound on the minimal distance of the qth power residue
codes. As Berlekamp has proved in Theorem 15.22 of [1], we have the lower bound dmin(A0)  q
√
p
for codewords that are in only the augmented qth power residue code of length p but not those
codewords that are in both the augmented and expurgated codes; it only bounds the minimal distance
of those codewords in (A0 \ A¯0). The following theorem establishes a lower bound for all codewords
c ∈ A0.
As a reminder, let p be a prime, and let q be a qth power residue modulo p. We obtain the
following bound.
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that a0(x) factors over Fq as
a0(x) = c1(x)c2(x) · · · cm(x), ci(x) irreducible.
Then
dmin(A0) p
1
2(mq−1) .
The proof of Theorem 2.4 requires the following lemma.
Lemma 2.5. Let p be any prime and let E ⊆ Z/pZ be a set of distinct numbers containing zero with at most
p − 2 elements. Fix t /∈ C. Then for each r = t, r /∈ E, there exists some number s ∈ Z/pZ such that
r ∈ s + E, t /∈ s + E.
Proof. Let E ⊆ Z/pZ be as speciﬁed above. Fix some t /∈ E. Now, suppose that the theorem above is
not true. Then there exists some r = t with r /∈ E such that for all s if r ∈ s+E then t ∈ s+E as well.
Let d = t − r, the distance (possibly negative) between our two numbers t and r. Look at all the ways
that we can choose s so that r ∈ s + E.
Start out with s = r (We may choose this because by assumption 0 ∈ E.) Then it follows that
t ∈ s + E = r + E = (t − d) + E.
That is, t = t − d+ j1 for some j1 ∈ E. Then it follows that we must have d = j1, and hence d ∈ E.
Now, let s = r−d, where we just determined that d ∈ E. Clearly r ∈ s+E, hence by our assumption
t ∈ s + E. Again we calculate t by:
t = s + j2 = (r − d) + j2 =
[
(t − d) − d]+ j2 = t − 2d + j2,
where j2 ∈ E. It follows that j2 = 2d ∈ E. Repeat this process with s = r − j2 to discover that if we
set t = s + j3 for some j3 ∈ E, we obtain j3 = 3d ∈ E, and similarly this pattern continues until we
have {0,d,2d,3d, . . . , (p − 1)d} ⊆ E.
But now {0,d,2d,3d,4d, . . . , (p − 1)d} = {0,1,2,3, . . . , p − 1} since d = 0 and we’re working over
a ﬁeld of prime order. That is, continuing this process would give us p distinct ki (including 0) in E,
or in other words
|E| = p.
This is a contradiction of the fact that t /∈ E and r /∈ E. It follows that for each r /∈ E, there exists
some s with the desired properties. 
Proof of Theorem 2.4. Let b(x) ∈ A0 be a nonzero codeword. Then b(x) = b(x)a0(x) for some polyno-
mial b(x), where a0(x) is the generator polynomial for the qth power residue code.
But now a0(x) = c1(x)c2(x) · · · cm(x) implies that qm | (p − 1), hence there exists some element
ξ ∈ Fp such that ξ is a primitive mqth root of unity modulo p; that is, ξmq ≡ 1 mod p, but ξ i ≡
1 mod p for any other 0< i <mq. We deﬁne a map φ : F∗p → Z/mqZ by
φ( j) = i when j(p−1)/mq ≡ ξ i mod p.
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only if j(p−1)/mq ≡ ξkq mod p, as j(p−1)/q ≡ (ξkq)m ≡ 1 mod p. Choose some n ∈ F∗p such that
φ(n) = 1. In other words, n(p−1)/mq ≡ ξ mod p. But then (n2)(p−1)/mq ≡ ξ2, so φ(n2) = 2. Simi-
larly, φ(ni) = i for 0  i  mq − 1. Thus the elements of F∗p are divided into mq different sets
Ik = { j ∈ F∗p | j(p−1)/mq ≡ ξk mod p}, where we can see that nk ∈ Ik . We will say that j ∈ Ik is in
the same class as nk . The elements of F∗p that are qth power residues modulo p are exactly those
in Ikq for 0  k  (m − 1). Furthermore, multiplication by nq maps Ikq → I(k+1)q , as j ∈ Ikq implies
(nq j)(p−1)/mq ≡ (nq)(p−1)/mq( j)(p−1)/mq ≡ ξqξkq = ξ (k+1)q mod p.
Now note that
a0(x) =
∏
j∈A0
(
x− α j)= (∏
j∈I0
(
x− α j))(∏
j∈Iq
(
x− α j)) · · ·( ∏
j∈I(m−1)q
(
x− α j))
≡ c1(x)c1
(
xn
(m−1)q ) · · · c1(xnq ),
where equivalency is in terms of the resulting code generated, and follows because the polynomial
∏
j∈Iq
(
x− α j)
has exactly the same roots as the polynomial given by:
∏
j∈I0
(
xn
(m−1)q − α j) [ j ∈ I0 ⇒ j
n(m−1)q
∈ Iq
]
hence generates the same code. Following a similar line of reasoning, it follows that
∏mq
i=1 c1(x
ni )
generates the same code as a0(x)a0(xn)a0(xn
2
) · · ·a0(xnq−1 ). Notice that this construction tells us that
if a0(x) has m irreducible factors, then q is also an mth power residue modulo p; since α → αq ﬁxes
each of the
∏
a∈Ik (x−αa), it follows that if nk ∈ Ik then qnk ∈ Ik as well. That is, k = φ(nk) = φ(qnk) =
φ(q) + φ(nk) = φ(q) + k so that φ(q) = 0. This means that in most cases m is small, a fact that it is
important to note.
Going back to our codeword b(x) = b(x)a0(x), suppose that
b(x) ∈ 〈c1(xni1 )〉∩ 〈c1(xni2 )〉∩ · · · ∩ 〈c1(xnik )〉.
We will use b(x) to construct an element in A¯i
⊥
for some i.
Let E ⊆ {0,1, . . . ,mq − 1} be the set such that b(x) ∈ 〈c1(xni )〉 for all i ∈ E and b(x) /∈ 〈c1(xn j )〉 for
all j /∈ E, and let t /∈ E. That is, c1(xnt ) does not divide b(x). Then from Lemma 2.5 it follows that for
each r = t , there exists some integer s permuting E such that r ∈ s + E but t /∈ s + E, where each of
these sums is taken modulo p.
Let {0, s1, s2, . . . , sl} be the smallest possible set of integers such that {si + E} hits every r = t .
Note that we must have l <mq−1 [or alternatively, lmq−2], since we have the following equality:
c1(xn
k+mq
) = c1(xnk ·nmq ) = c1((xnk )nmq ) = c1((xnk )1) = c1(xnk ), so having both k and k +mq in the set of
si ’s would be redundant, and since there are only mq − 1 possible i’s, choosing all mq − 1 of them
would mean that we hit c1(xn
t
), a contradiction. Consider the polynomial
b(x)b
(
xn
s1 ) · · ·b(xnsl ) ∈ Fq[x]/(xp − 1)
which we claim is a nonzero element of A¯⊥i for some i. To see that this is true, suppose that
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s1
) · · ·b(xnsl ) ≡ 0 mod xp − 1.
It would follow that c1(xn
t
) | b(xnsi ) for some i, hence b(x) ∈ 〈c1(xnt−si )〉 which implies that t − si ∈
E. Hence t ∈ E + si , which is a contradiction of how we chose the si ’s. Therefore the polynomial
under consideration is nonzero as desired. To see that it is in the dual of some code A¯i , note that
c1(xn
r
) | b(x)b(xns1 ) · · ·b(xnsl ) for all r = t by construction. Hence this polynomial is in all but one of
the codes generated by the polynomials a0(x),a0(xn), . . . ,a0(xn
q−1
) respectively, so is in the dual of
A¯i for some i as desired.
Thus we arrive at the following:
√
p  dmin
(
A¯i
⊥) ∣∣b(x)b(xns1 ) · · ·b(xnsl )∣∣ ∣∣b(x)∣∣l+1  ∣∣b(x)∣∣mq−1
and hence
∣∣b(x)∣∣mq−1 √p ⇒ ∣∣b(x)∣∣ p 12(mq−1) .
It follows that dmin(A0) p
1
2(mq−1) as desired. 
Remark. When dealing with the binary quadratic residue codes, there was a straightforward proof
for the square root bound on the minimal distance as per Theorem 16.1 of [4]. The proof notes that
any codeword of minimal distance d that is in both of the binary quadratic residue codes A0 and A1
must be a multiple of a0(x)a1(x) = ∏p−1j=1 (x − α j) = ∑p−1j=0 x j , hence has weight p. Thus d2  p and
the bound follows, but this only works because it has been shown that the minimal distance of these
codes must be odd, hence (x−1) does not divide the minimal distance codeword. As previously men-
tioned, Theorem 15.22 in [1] gives a qth root bound for codewords that are in only the augmented
but not the expurgated qth power residue codes, (i.e. those codewords that (x − 1) does not divide)
proved in much the same way. Ideally, we would like to see this qth root bound hold for all code-
words, but the proof as it stands will not get us there, as qth power residue codes can be constructed
in which the minimal distance codewords come from the expurgated code.
Recently, Semyonovykh uses this method in [5] (Proposition 2(4), p. 574) to prove a qth root bound
on the minimal distance of binary qth power residue codes, a variation of what we have done here,
when q = 3 and q = 4. Unfortunately there appears to be a hole in this proof, which we conjecture
would also occur in our qth power residue codes over Fq , which arises because the minimal distance
of these binary qth power residue codes is no longer always odd, hence a codeword of minimal
distance may be a member of the expurgated qth power residue code.
Consider the case where q = 3 and let p = 43. The set of cubic residues modulo 43 is then
A0 = {1,2,4,8,11,16,21,22,27,32,35,39,41,42}.
Because we want binary cubic residue codes, we look at ﬁeld extensions of F2 and discover that a
43rd root of unity α may be found in the ﬁeld
GF
(
214
)= F2[x]/(x14 + x13 + x11 + x9 + x8 + x7 + x6 + x2 + 1).
The polynomial f (x) = x is a generator for this ﬁeld, hence we may take:
α = x(214−1)/43 = x12 + x10 + x9 + x8 + x7 + x3.
Using this α, we get the code
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〈 ∏
a∈A0
(
x− αa)〉= 〈x14 + x12 + x10 + x7 + x4 + x2 + 1〉⊆ F2[x]/(x43 − 1).
The proof suggests taking a codeword a(x) ∈ A0 of the least weight d, then looking at the polyno-
mial a(x)a(xq)a(xq
2
), where a(x)a(xq)a(xq
2
) is supposedly a multiple of x
p−1
x−1 , hence has weight p. It
would follow that d(a(x))3  p, giving the desired bound. A problem arises, however: in this case
using PARI/GP we can determine that dmin(A0) = 6, and ﬁnd such a minimal weight codeword a(x) =
x38 + x37 + x35 + x34 + x28 + x ∈ A0. Looking at the polynomial a(x)a(xq)a(xq2 ) we then discover that
a(x)a
(
x3
)
a
(
x9
)≡ 0 mod x43 − 1 (also using PARI/GP)
which we can also see mathematically by noting that
∏
a∈A0 (x − αa)
∏
a∈A1 (x − αa)
∏
a∈A2 (x − αa) =
x43−1
x−1 | a(x)a(xq)a(xq
2
), and moreover since d = 6 is even, (x − 1) | a(x)a(xq)a(xq2 ) as well (the binary
codeword a(x) has even weight ⇐⇒ a(1) = 0).
It follows that using the previously established method gives us the trivial bound d  0 in this
case. Thus, though in this case direct calculation tells us that the bound d = 6 3√43 still holds, the
proof presented does not work in the general case.
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