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Abstract
This paper deals with adjacency matrices of signed cycle
graphs and chemical descriptors based on them. The eigenval-
ues and eigenvectors of the matrices are calculated and their
efficacy in classifying different signed cycles is determined. The
efficacy of some numerical indices is also examined.
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1 Introduction
When graph theory is used to classify items such as chemicals it
is usually done by identifying vertices and edges of a graph with
various descriptors of the chemical under consideration and then
devising an index based on the corresponding molecular graph
under consideration. Usually a single number index is proposed.
Here we will examine indices based on adjacency matrices. An
index in current use is the Wiener index W [11], 1
2
of the sum
of all the elements in the distance matrix D. Other descriptors
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proposed in [7] are the norms of D. For example,
N1 = ‖D‖1 = max
i
∑
j
|dij|,
N2 = ‖D‖2 = max
j
∑
i
|dij|,
N3 =
√
λ,
(1)
where λ is the largest eigenvalue of DD′, D′ being the transpose
of D.
Graph theory techniques are used in proteomics maps to
identify or classify protein spots [3, 4]. In the present article
we look into the problem of unique determination of the under-
lying pattern in a signed cycle graph (that is, a simple cycle with
signed edges) through its adjacency matrix.
2 Adjacency matrices
A signed graph (G,σ) is a graph G with a sign function σ :
E(G) → {+1,−1}. We will examine properties of some ‘pat-
terned matrices’ first and then these matrices will be associated
with adjacency matrices of signed cycle graphs. This procedure
will yield a number of results on eigenvalues and eigenvectors of
adjacency matrices of signed cycles.
Consider the following n× n circulant matrix:
B =


0 1 0 . . . 0 0 0
0 0 1 . . . 0 0 0
...
...
... . . .
...
...
...
0 0 0 . . . 0 0 1
1 0 0 . . . 0 0 0


. (2)
Note that B is real and an orthonormal matrix. BB′ = I ⇒
B′ = B−1, where the prime denotes the transpose. Then some
interesting properties follow. First, B′ = Bn−1 = B−1. If ν is
an eigenvalue of B then ν−1 is an eigenvalue of B−1 sharing the
same eigenvectors. Hence, if we consider A = B+B′ = B+B−1
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then an eigenvalue of A is of the form λ = ν+ ν−1 where ν is an
eigenvalue of B. Note that A is the following patterned matrix:
A =


0 1 0 . . . 0 0 1
1 0 1 . . . 0 0 0
...
...
... . . .
...
...
...
0 0 0 . . . 1 0 1
1 0 0 . . . 0 1 0


= B +B′ = B +B−1. (3)
But A is the adjacency matrix A(Cn) of a simple cycle.
Now we consider matrices obtained from B by multiplying
columns by −1. Suppose that the ith column of B is multiplied
by σi = (−1)βi, βi ∈ {0, 1}, so that a total of r columns are
multiplied by −1, that is, r = βn + · · · + β1. Call the new
matrix Bβ, where β = (β1, β2, . . . , βn). Bβ is still an orthonormal
matrix. If ν is an eigenvalue of Bβ and X = (z1, . . . , zn)
′ is the
corresponding eigenvector then
BβX = νX.
Writing the eigenvector elements explicitly we have
zn = σnνzn−1 = σnνσn−1νzn−2 = · · ·
= σnσn−1 · · ·σ2νn−1z1 = σzn
⇒ νn = σ,
(4)
where
σ = σ1σ2 · · ·σn = σ(Cn) = (−1)r,
which means that ν is an nth root of +1 if r is even and an nth
root of −1 if r is odd. The roots are given by
eipi
2j
n , j = 0, 1, . . . , n− 1,
when r is even, and
eipi
2j+1
n , j = 0, 1, . . . , n− 1,
when r is odd.
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Let s ∈ {0, 1} be such that σ = (−1)s; then the roots are
eipi
2j+s
n , j = 0, 1, . . . , n− 1, (5)
in all cases. Note that −1 is always a root when n is odd or r is
odd (s = 1).
Let Aβ = Bβ + B
′−1
β = Bβ + B
−1
β . Let the cycle Cn have
edges e1, e2, . . . , en, in cyclic order. Note that B(0,...,0) = B and
A(0,...,0) = A = A(Cn). The connection between matrices Bβ , Aβ
and signed graphs is the following fact.
Proposition 1. The matrix Aβ, corresponding to a choice of
indices (β1, β2, . . . , βn) is the adjacency matrix A(Cn,σ) of the
signed cycle (Cn,σ) where the edge ei has sign σ(ei) = σi =
(−1)βi.
Hence, we obtain the eigenvalues of A(Cn,σ) from the fol-
lowing theorem. (The eigenvalues were previously obtained by
Acharya [1, page 205] and Fan [6, Proposition 2.2], using differ-
ent methods.)
Theorem 2. The patterned matrix Aβ has the eigenvalues
µβj = 2 cos
2j + s
n
pi, j = 0, 1, . . . , n− 1,
which equal
2 cos
2j
n
pi, j = 0, 1, . . . , n− 1,
if r is even (σ(Cn) = +1), and
2 cos
2j + 1
n
pi, j = 0, 1, . . . , n− 1,
if r is odd (σ(Cn) = −1).
Proof. The proof follows from equation (5).
Remark 3. The eigenvalues of Aβ depend only on s and n.
Since µβn−j−s = µ
β
j , the eigenvalues of Aβ have multiplicity 2,
with the exception of the simple eigenvalues µβ0 = 2 when s = 0
4
(that is, σ = +1), and µβn−s
2
= −2 when n − s is even (that is,
when σ = (−1)n; equivalently, σ = +1 and n is even, or σ = −1
and n is odd).
Corollary 4. 2 is an eigenvalue of Aβ when r is even for all n,
and −2 is an eigenvalue of Aβ when r and n are odd.
Corollary 5. The characteristic polynomial of Aβ, denoted by
Ps(λ), depends only on s and is given by
P1(λ) =
n−1∏
j=0
(
λ− 2 cos 2j + 1
n
pi
)
,
P0(λ) =
n−1∏
j=0
(
λ− 2 cos 2j
n
pi
)
.
Remark 6. Since the trace of A is zero the sum of the eigen-
values is zero.
Remark 7. If n is even and λ is an eigenvalue of A, then −λ is
also an eigenvalue of A.
Remark 8. If n is even then A and −A have the same eigen-
values. The corresponding graph-theory statement is that if n
is even, negating every edge of (Cn,σ) does not change the sign
σ of Cn.
Remark 9. There will be 1
2
2n = 2n−1 matrices Aβ with even
r, having eigenvalues 2 cos 2jpi
n
, j = 0, 1, . . . , n − 1, and 2n−1
matrices Aβ with odd r, having eigenvalues 2 cos(2j + 1)
pi
n
, j =
0, 1, . . . , n− 1.
For example, for n = 3, the four matrices Aβ with even r
have eigenvalues 2,−√3,−√3. The four matrices Aβ with odd
r have eigenvalues
√
3,
√
3,−2.
For n = 4, the eight matrices Aβ with even r have eigenvalues
2, 0, 0, −2. The eight matrices Aβ with odd r have eigenvalues√
2,
√
2, −√2, −√2.
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3 Classification by descriptors
Any system of classification that determines the signs of the
edges in a signed cycle will uniquely determine the adjacency
matrix. One of the criteria for classification, frequently used
in the literature, is the Wiener index, which is the sum of the
elements in the matrix under consideration. In the case of the
adjacency matrices discussed above, 2n in number, the Wiener
index will be 2n−2r = 2n, 2n−2, . . . ,−2n. Out of these only 2n
and −2n will uniquely determine the adjacency matrix. Another
popular criterion is the sum of the absolute values of the eigen-
values of the matrix, the so-called energy. In the case of a signed
cycle, the eigenvalues are roots of unity and hence this sum is
n. Other criteria suggested by this author are the norms of the
matrix. Some of the standard norms for a matrix A = (aij)
are N1, N2, N3 as defined in (1). For the adjacency matrix of
a signed cycle, N1 = N2 = 2 and hence N1 and N2 are poor
criteria for classification. What about N3? In our case, where
A = Aβ and A = A
′, we have AA′ = A2. If λ is an eigenvalue
of A then A2 has the eigenvalue λ2; thus, N3 equals the largest
absolute value of an eigenvalue of A. When either 2 or −2 is
an eigenvalue of A, N3 = 2. By Corollary 4 that is not the case
only when n is odd and r is even, when the largest absolute
value of an eigenvalue is 2 cos pi
n
. Therefore, N3 can at most dis-
tinguish whether r is even or odd. Hence such single number
criterion based on the eigenvalues will be poor in identifying the
corresponding graphs. The most efficacious one is known to be
the Weiner index, which determines the value of r given that of
n but cannot determine precisely which edges have positive or
negative signs.
The spectrum or characteristic polynomial of A(Cn,σ) is less
effective than the Weiner index as it determines only the value
of n and the parity of r. It cannot distinguish more than that
because it is determined by the order and sign of (Cn,σ), which
are n and σ(Cn) = (−1)r. This can be explained by switching.
Switching a vertex v in a signed graph means reversing the signs
of all edges incident with that vertex; it has the effect of mul-
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tiplying the row and column of v in A(Cn,σ) by −1; in other
words, A(Cn,σ) changes to DA(Cn,σ)D where D is a diagonal
matrix with diagonal +1 except for −1 in the row of v. It is
known that the spectrum is not changed by switching, and it is
known that any two signings of Cn with the same sign (−1)r,
that is the same parity of r, can be changed into each other by
switching some set of vertices [12].
However, the eigenvectors can be used to refine the classi-
fication. Suppose a set W of vertices is switched. Let D be
the diagonal matrix with −1 in the rows of vertices in W and
+1 elsewhere. Switching changes the adjacency matrix A to
AW = DAD. The eigenvector associated to an eigenvalue ν
satisfies AX = νX and therefore
AW (DX) = ν(DX).
The eigenvector after switching has elements corresponding to
W negated; this enables the signed graphs before and after
switching to be distinguished. Hence, the eigenvectors can dis-
tinguish the different signings of a simple cycle. This general
statement requires a proof, and there will be exceptional cases
where zero is an element in an eigenvector. Thus, we state a
theorem.
Recall that the cycle has edges e1, e2, . . . , en in cyclic order
with signs σi = σ(ei). We show that an eigenvector of Aβ de-
termines the edge signs. Let the eigenvalues and eigenvectors of
Aβ be µ
β
j = 2 cos
2j+s
n
pi and xβj = (x
β
j1, x
β
j2, . . . , x
β
jn) = (x
β
jk)
n
k=1,
j = 0, 1, 2, . . . , n− 1.
Theorem 10. Two independent eigenvectors of Aβ associated to
the eigenvalue µβj = 2 cos
2j+s
n
pi = µβn−s−j, j = 0, 1, 2, . . . , n− 1,
are xβj and y
β
j given by
xβjk = cos
(2j + s)k
n
pi
and
yβj,k = sin
(2j + s)k
n
pi
7
for j = 1, 2, . . . , ⌊n
2
⌋, and the eigenspace associated to µβj is the
span of xβj and y
β
j ; with the following exceptions.
When σ = +1 (r is even, s = 0), the eigenvectors of Aβ
associated to the eigenvalue µβ0 = 2 are the scalar multiples of
xβ0 = (σ1, σ1σ2, . . . , σ1 · · ·σn−1, σ1 · · ·σn)′,
in which xβ0k = σ1 · · ·σk. If n is also even, n = 2m, then the
eigenvectors of Aβ associated to the eigenvalue µ
β
m = −2 are the
scalar multiples of
xβm = (−σ1, σ1σ2, . . . ,−σ1 · · ·σn−1, σ1 · · ·σn)′,
in which xβmk = (−1)kσ1 · · ·σk.
When σ = −1 (r is odd, s = 1) and n is odd, n = 2m + 1,
the eigenvectors of Aβ associated to the eigenvalue µ
β
m = −2 are
the scalar multiples of
xβm = (−σ1, σ1σ2, . . . ,−σ1 · · ·σn−1, σ1 · · ·σn)′,
in which xβmk = (−1)kσ1 · · ·σk.
Proof. The proof begins by establishing properties of Bβ. Let
δij denote the Kronecker delta, δij = 1 if i = j and 0 if i 6= j.
Lemma 11. The elements of Bkβ are bβij given by
bβij = σjσj+1 · · ·σj+k−1δi+k,j,
where the subscripts are read modulo n. Thus, Bkβ = B
kD where
D is the diagonal matrix
diag(σ1 · · ·σk, σ2 · · ·σk+1, . . . , σnσ1 · · ·σk−1).
Proof. For k = 0, 1 this is the definition. (The empty product of
signs σi is equal to +1.) The proof for k > 1 is by induction.
Proposition 12. The eigenvector of Bβ corresponding to the
eigenvalue νβj = e
i 2j+s
n
pi, j = 0, 1, 2, . . . , n− 1, is zβj whose com-
ponents are
zβjk = σ1 · · ·σkei
(2j+s)k
n
pi.
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Proof. By Lemma 11 and the definition σ1 · · ·σn = σ, (Bβ)n =
σI. Therefore, the characteristic polynomial of Bβ is λ
n − σ =
λn − eipis, whose roots are ei 2j+sn pi, j = 0, 1, 2, . . . , n− 1.
The eigenvector corresponding to ν = ei
2j+s
n
pi is obtained by
solving
Bβz = (σ2z2, . . . , σnzn, σ1z1)
′ = (νz1, . . . , νzn−1, νzn)
′
where z = (z1, . . . , zn)
′. The solution is obtained as in equation
(4) with the arbitrary choice zn = 1.
The proof of Theorem 10 resumes. Aβ has the same eigen-
vectors as Bβ, but as Aβ is symmetric it has real eigenvalues,
so we find real eigenvectors. The real eigenvectors are the real
and imaginary parts of zβj , which gives two eigenvectors, except
when the imaginary part Im zβj has all components equal to 0.
The real part of zβj has components cos
(2j+s)k
n
pi and the
imaginary part has components sin (2j+s)k
n
pi. This gives the gen-
eral form of xβjk = Re z
β
jk = cos
(2j+s)k
n
pi and yβjk = Im z
β
jk =
sin (2j+s)k
n
pi. The real and imaginary parts are duplicated (up to
negation) for j > n−s
2
, by the identity
zβn−j−s = z¯
β
j , (6)
which implies that xβn−j−s = x
β
j and y
β
n−j−s = −yβj . Equation
(6) is proved by
zβn−j−s,k = σ1 · · ·σkei
(2[n−j−s]+s)k
n
pi = σ1 · · ·σkei
(2n−2j−s)k
n
pi
= σ1 · · ·σkei
−(2j+s)k
n
pi = σ1 · · ·σkei (2j+s)kn pi = z¯βjk.
Therefore, eigenvalue µβj has the eigenvectors x
β
j and y
β
j for
0 ≤ j ≤ n−s
2
, except when one of them is zero.
The component xβj1 = σ1 · · ·σk cos 2j+sn pi = 0 if and only if
(2j+s)2
n
is an odd integer. Since 0 ≤ (2j + s)2 ≤ 2n, that implies
(2j+s)2
n
= 1, thus xβj2 = σ1 · · ·σk cospi = ±1. Therefore, xβj 6= 0.
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The imaginary part yβj is the zero vector when sin
(2j+s)k
n
pi =
0 for all k, that is, 2j+s
n
is an integer. Assuming 0 ≤ 2j + s ≤ n,
that is the case when s = 0 and n divides 2j, so j = 0, or n is
even and j = n
2
, or when s = 1 and n is odd and divides 2j + 1,
so n = 2j + 1. These are the exceptional cases stated in the
theorem.
If we suppose that the information available includes the
length and sign of the cycle, n and σ, and an eigenvector x
corresponding to eigenvalue 2 if σ = +1 or n is even, or an
eigenvector x corresponding to eigenvalue −2 if σ = −1 and n
is odd, then we can deduce the signs of all edges from Theo-
rem 10. In the former case σk = xk/xk−1 and in the latter case
σk = −xk/xk−1, where x0 is defined to be xn.
Suppose the particular information of the previous paragraph
is not available. We can recover the edge signs from an arbitrary
eigenvector x using x1 and the ratio xk/xk−1, 1 < k ≤ n, if
neither component is zero. The numbers for xβj are
xβj1 = σ1 cos
2j + s
n
pi, (7)
xβjk
/
xβj,k−1 = σk · cos
(2j + s)k
n
pi
/
cos
(2j + s)(k − 1)
n
pi. (8)
Therefore, by determining the sign of the cosine or the ratio of
cosines, we can determine σk, k = 1, . . . , n.
Theorem 13. Let (Cn,σ) be a signed cycle graph and let σ =
σ(Cn).
(I) The largest eigenvalue µ of A(Cn,σ), if known, deter-
mines σ = +1 if µ = 2 and −1 if µ < 2.
(II) Assume known the cosine eigenvector xβ0 of A(Cn,σ) cor-
responding to µ. (Thus, n is known; but µ may not be known.)
The first coordinate xβ01 determines σ = (−1)s and therefore s.
If s = 0 or n is odd, xβ0 determines the signs σk, k = 1, . . . , n,
of all edges of (Cn,σ).
If s = 1 and n is even, n = 2m, then xβ0 determines the signs
σk of all edges of (Cn,σ) except σm−1 and σm.
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(III) Assume known the sine eigenvector yβ0 of A(Cn,σ) cor-
responding to µ. (Thus, n is known; but µ may not be known.)
If s = 1, then yβ0 determines the signs σk of all edges of
(Cn,σ) except σ1 and σn.
(IV) If both xβ0 and y
β
0 are known, then all edge signs are
determined.
Proof. (I) The eigenvalues are µβj = 2 cos
2j+s
n
pi, 0 ≤ j < n−s
2
.
Since 0 ≤ 2j + s < n, the angle is in the interval [0, pi). Thus,
the largest eigenvalue is µβ0 = 2 cos
s
n
pi. This eigenvalue equals
2⇔ s = 0.
(II) First, consider xβ01 = σ1 cos
s
n
pi. Because s < n/2, cos s
n
pi
is positive so
σ1 = sgn x
β
01. (9)
Also, |xβ01| = 1 ⇔ s = 0, so xβ0 determines s, which determines
σ = (−1)s.
If cos s(k−1)
n
pi, cos sk
n
pi 6= 0, then
σk =
xβ0k/x
β
0,k−1
cos sk
n
pi
/
cos s(k−1)
n
pi
. (10)
Therefore, when s = 0, the edge signs are determined by
σk = x
β
0k/x
β
0,k−1, k = 2, . . . , n. (11)
When s = 1,
σk =
xβ0k/x
β
0,k−1
cos k
n
pi
/
cos k−1
n
pi
. (12)
If both cosines have the same sign, their quotient is positive.
Since the cosine changes sign at angle pi
2
, the quotient is positive
when k
n
< 1
2
or k−1
n
> 1
2
, that is, k < n
2
or k − 1 > n
2
. Thus,
σk = sgn(x
β
0k/x
β
0,k−1), 2 ≤ k <
n
2
or
n
2
+ 1 < k ≤ n, (13)
for any values of s and n.
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When n is odd, there is one exceptional value k = n+1
2
, at
which the quotient of cosines is negative. Therefore,
σm = − sgn(xβ0m/xβ0,m−1), when s = 1 and n = 2m− 1. (14)
When s = 1 and n is even, n = 2m, the value xβ0m = 0. Then
the quotient of cosines in equation (10) is undefined so σm and
σm+1 cannot be deduced from that equation.
(III) Assume s = 1. (Otherwise, no information can be ob-
tained from yβ0 because y
β
0 = 0.) The components of y
β
0 are
yβ0k = sin
k
n
pi, k = 1, . . . , n. No component is negative. The only
zero components are yβ01 = 0 when k = n. Therefore,
σk = sgn(y
β
0k/y
β
0,k−1), k = 2, . . . , n− 1. (15)
(IV) The only signs σk that may not be determined by x
β
0
are σm and σm+1 when s = 1 and n = 2m. Since 2 ≤ m and
m+ 1 < n, these signs are determined by yβ0 .
The question arises of how to determine the cosine and sine
vectors if only the eigenspace of µβ0 is known. If the eigenspace
has dimension 1, then σ = +1 (and s = 0) and xβ0 is the unique
eigenvector whose last component equals +1. If the eigenspace
has dimension 2, so σ = −1 (and s = 1), xβ0 is only one of
an infinite number of vectors whose last component equals +1.
All such vectors have the form xβ0 + αy
β
0 , α ∈ R. It appears
that there is no way to determine xβ0 itself from the available
information.
Once the values of all σk, k = 1, . . . , n, are known, there is
one more practical difficulty. The sign sequence σ = (σ1, σ2, . . . , σn)
can depend on the arbitrary choice of edge labeling. There are
n possible labelings if the cycle is oriented, and 2n if it is not.
In order to compare different labeled cycles of the same length,
one has to rotate the first sign sequence through all patterns,
(σ2, . . . , σn, σ1) etc. If any rotation matches the second sequence,
the two cycles are isomorphic in the specified orientations, but
if not, they are not isomorphic in their orientations. If orienta-
tion is not a concern, the first sequence should also be reversed
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and then the n rotations compared to the second sequence. If
there is a match, the two cycles are isomorphic, and if not, they
are nonisomorphic. (The amount of work in this comparison is
small, of order n.)
4 Conclusion
An attempt is made in this article to come up with a spectral
criterion so that the underlying pattern is uniquely determined
in the case of a given signed cycle. When classifying chemicals
or other items by looking at some patterned matrices in general,
such a criterion will help in grouping atoms in the molecule mod-
elled by its adjacency matrix. It is also illustrated that the single
number indices are very poor for the purpose of classification.
The idea is to come up with less limited but still a small amount
of descriptive data, such as one or two eigenvectors of the ad-
jacency matrix of the given molecular structure modeled by a
signed graph, so that the underlying pattern can be uniquely
determined. This eigenvector method, based on the adjacency
matrix, is successful, but it may not yet give the minimum num-
ber of specifiers. Further, an extension of this method to wider
classes of signed graphs seems to hold potential promise to de-
vise spectral methods to find new topological descriptors for a
wide variety of chemical compounds.
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