Abstract. Quantum-behaved particle swarm optimization (QPSO) is employed to deal with multiprocessor scheduling problem (MSP), which speeds the convergence and has few parameters to control. We combine the QPSO search technique with list scheduling to improve the solution quality in short time. At the same time, we produce the solution based on the problem-space heuristic. Several benchmark instances are tested and the experiment results demonstrate much advantage of QPSO to some other heuristics in search ability and performance.
Introduction
Multiprocessor scheduling problem (MSP) is popularly modeled by a weighted directed acyclic graph (DAG) or micro-dataflow graph, and the objective of MSP is minimizing the parallel completion time or schedule length by properly assigning the nodes of the graph to the processors without violating the precedence constraints. Generally, the multiprocessor scheduling problem is NPhard [1] except for some cases for which an optimal solution can be obtained in polynomial time. In the past decades, a myriad of heuristic algorithms have been investigated [2] [3] [4] [5] [6] [7] [8] [9] , but the results are constrained by efficiency and complexity. In this paper, the multiprocessor scheduling problem is tackled by establishing the priority list of tasks utilizing the Quantum-Behaved Particle Swarm Optimization (QPSO).
A directed acyclic weighted task graph (DAG) is defined by a collection G = {V, E, C, W },where V = (n j ; j = 1 : v) is the set of task nodes and E is the set of communication edges. The weight c(n i , n j ) ∈ C corresponds to the communication cost incurred while the task n i and n j are scheduled, which is zero if both nodes are assigned on the same processor. The weight w(n i ) ∈ W is the execution cost of node n i ∈ V . The edge e(i, j) = (n i , n j ) ∈ E represents the partial order between tasks n i and n j . The target system is commonly assumed to consist of p processors connected by an interconnection network based on a certain topology in which a message is transmitted through bidirectional links with the same speed.
Quantum-Behaved Particle Swarm Optimization

The Standard PSO
Particle Swarm Optimization (PSO) [10] [11] [12] , originally proposed by Kennedy and Eberhart in 1995, is a novel evolutionary algorithm and a swarm intelligence computation technique. In PSO system, a particle or an individual depicted by its position vector X and its velocity vector V , is a candidate solution to the problem. To solve an optimal problem,a population of initialized solutions search through a multidimensional solution space, and each member continually adjusts its position and velocity learning its own experience and the experience of other members. Considering D(d = 1 : D) dimensions as an example, the particles are manipulated according to the following formula [10] [11] :
Where c 1 and c 2 are learning factors, r 1 ,r 2 are random number uniformly distributed in the range [0, 1]. In equation (1),the vector P i is the best position (the position giving the best evaluate value) of particle i , vector P g is the position of the best particle among all the particles in the population.
Quantum-Behaved PSO
In 2004, J. Sun et al. proposed a Delta potential well model of PSO in quantum time-space framework [13] [14] . With the quantum particles,the exact values of X and V cannot be determined simultaneously, and the quantum state of a particle is described by wavefunction |ψ(X, t)|. In Quantum-Behaved Particle Swarm Optimization (QPSO), the particle can only learn the probability of its appearance in position X from probability density function |ψ(X, t)| 2 , the form of which depends on the potential field the particle lies in. The updates of the particles are accomplished according to the following iterative equations [13] [14] :
mbest(Mean Best Position) is the mean value of all particles' best positions P i , ϕ and u are a random number distributed uniformly on [0,1] respectively; The only parameter in QPSO algorithm is β , called Contraction-Expansion Coefficient.
As a new method, QPSO has its advantages such as simple concept, immediate accessibility for practical applications, simple structure, ease of use, speed to get the solutions, and robustness, and parallel direct search method. QPSO has successful application in optimization problem [13] [14]. 
Multiprocessor Scheduling Based on QPSO
Particle-Based Solution Representation
For the priority-based form, every dimension d(d = 1 : D) represents the task index number, and the corresponding value of each element in the vector X means the priority a node is scheduled to start. We assign a higher priority to a task with a smaller element value, i.e. each task is scheduled in ascending order of each element value [18] . Fig.1 illustrates the priority-based solution representation of target individual with five dimensions: the 4th element is the smallest, so the task 4 is scheduled firstly, and so on. 
Permutation-Based Representation
For the permutation-based form, every dimension d(d = 1 : D) in the vector means the order or sequence the node is scheduled, and the corresponding value of each element means a node index number.Used to stand for the index number of a task, the parameter of each element in the particle represented permutation should be an integer limited to [1, D] . For example, a permutation of 5 tasks for a scheduling can be represented as the particle in Fig. 2 .
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Fig. 2. Permutation-based solution representation
QPSO for Multiprocessor Scheduling
When designing the QPSO algorithm, we combine the priority-based QPSO with list scheduling. The proposed QPSO approach are adopted searching for optimal combination of the priority values. A ready list preserves the ready tasks whose parent has finished. The highest-priority ready task is removed from the ready list and selected for scheduling during the first step. Next, the task list is dispatched to processors using the earliest start time rule and satisfy precedence constraints. In case the earliest time of a task on two machines is the same, the algorithm breaks the tie by matching and scheduling the task to the first machine in the sequence. Finally, updating the ready task list, until all tasks are scheduled. In addition, an initial population is a key factor for the solution quality so we produce an efficient initial set based on specific problem. b level and t level are two general attributes in DAG graph. b level is total cost(including execution cost and communication cost)from the bottom node to specified node and t level is total cost from top node to specified node [9] . As described above, the ith element of particle represents priority of a task n i , and the X 0i of first particle X 0 is a set to the b level of a task n i . Every dimension of the rest of the initial population is generated by a random perturbation of the values of the first particle as follows:
Where X 0i is the priority of task n i in the first particle,i = (1;
); unif orm(t level/2, −t level/2) is a random number generated uniformly between t level/2 and −t level/2.
This strategy has a good performance in the PSGA [19] . On the basis of above, the population evolves to search the optimal solution. After every iteration, we limit the position value range to interval [b level + t level, b level]. Here, each dimension has a different priority value for each task in different particles, so each particle guides the heuristic to generate a different schedule in this case. The Proposed QPSO algorithm for multiprocessor scheduling is depicted in Fig .3 .
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Fig. 3. QPSO algorithm for MSP
Experimental Results
Firstly, we execute the QPSO and some other list scheduling to a set of random graphs with different parameter, including CCR, density ρ, task number n and machine number p. Some classical algorithms including HLFET [2] , ISH [3] , MCP [4] , ETF [5] and DLS [6] are also implemented. CCR is defined to be the ration of the mean communication to the mean computation which represents the weight of the communication to the whole computation [9] . Edge density ρ is defined as the number of edges divided by the number of edges of a completely connected graph with the same number of nodes [20] . There, CCR ∈ {0.1, 0.5, 1.0, 5.0, 10} n ∈ {20, 40, 60, 80, 100} p ∈ {2, 4} ρ ∈ {20, 40, 50, 60, 80} For every combination (CCR, n, p, ρ) ,there are 5 graphs, amount to 5(CCR) × 6(n) × 2(p) × 5(ρ) × 5(graphs) = 1500(graphs) =1500(graphs). In order to evaluate the performance, we normalize the actual scheduling length according to the following formula (7)[8] [9] :
i∈CP w(n i ) is the sum of computation time of all the CP nodes.
First, we select the graphs (n = 100) with different density to investigate the QPSO and other algorithms. The performance of QPSO algorithm is computed after 10 runs (5CCR × 5graphs), and the results are depicted in Fig.4 . In our algorithm, the parameter β is set changing from 1.2 to 0.5 [13] [14] , which decreased linearly. From the Fig.4 , an apparent conclusion is that more improvement is achieved for sparse-task graphs, while little enhancement in solution quality is observed for dense ones. It appears that dense graphs spent more time waiting for predecessor tasks to complete their execution and transferring data between related tasks scheduled on different processors.
At the same time, we test the performance of graphs with different tasks. The results are depicted in Fig.5 . With more tasks, the QPSO has always the comparable performance among these algorithms, which is due to global search ability of the QPSO to find near-optimal task list and the scalability. It appears that graphs with increasing tasks spent more time waiting for predecessor tasks to complete their execution and transferring data between related tasks scheduled on different processors. Finally, benchmark instances from website (http://www.mi.sanu.ac.yu/ tanjad), and the results of a few algorithms, including algorithms CPES, LPTES, DC, LPTDC, LBMC, PPS are downloaded to test the algorithm. These algorithms are adjusted from other algorithms by T. Davidovic et al [20] . We select the t200 − 80 instances and investigate how the number of processors affects the scheduling results. The mean results of QPSO after 10 runs and other algorithms (download from http://www.mi.sanu.ac.yu/ tanjad) are listed as Table.1  and Table. 2.
From the above results, in most cases QPSO attains better results than the other algorithms whether p = 2 or p = 4, but with the increasing of machines, with more machines, more communications among machines are involved, the scheduling length is not proportional to machines.
Summary
As to be seen from the previous results of the performance-testing experiment, the performance of the Quantum Particle Swarm Optimization method in coping with scheduling problems is better than some classical algorithms in most cases.
Our future work will focus on hybrid strategies of the QPSO algorithm with other optimization algorithms.
