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Résumé
Cette thèse est consacrée à l’étude des équations de Gross–Pitaevskii et de Landau–Lifshitz,
qui présentent d’importantes applications en physique. L’équation de Gross–Pitaevskii modélise
des phénomènes de l’optique non linéaire, de la superﬂuidité et de la condensation de Bose–
Einstein, tandis que l’équation de Landau–Lifshitz décrit la dynamique de l’aimantation dans
des matériaux ferromagnétiques.
Lorsqu’on modélise la matière à très basse température, on fait l’hypothèse que l’interac-
tion des particules est ponctuelle. L’équation de Gross–Pitaevskii classique s’en déduit alors en
prenant comme interaction une masse de Dirac. Cependant, diﬀérents types de potentiels non
locaux probablement plus réalistes ont aussi été proposés par des physiciens pour modéliser des
interactions plus générales. Dans un premier temps, on s’intéressera à donner des conditions suf-
ﬁsantes couvrant une variété assez large d’interactions non locales et telles que le problème de
Cauchy associé soit globalement bien posé avec des conditions non nulles à l’inﬁni. Par la suite,
on étudiera les ondes progressives de ce modèle non local et on donnera des conditions telles
que l’on puisse déterminer les vitesses pour lesquelles il n’existe pas de solution non constante
d’énergie ﬁnie.
Concernant l’équation de Landau–Lifshitz, on s’intéressera aussi aux ondes progressives d’éner-
gie ﬁnie. On montrera la non existence d’ondes progressives non constantes d’énergie petite en
dimensions deux, trois et quatre, sous l’hypothèse que l’énergie soit inférieure au moment dans
le cas de la dimension deux. En outre, on donnera aussi dans le cas bidimensionnel la description
d’une courbe minimisante qui pourrait donner une approche variationnelle pour construire des
solutions de l’équation de Landau–Lifshitz. Finalement, on décrira le comportement à l’inﬁni des
ondes progressives d’énergie ﬁnie.
Mots-clés : Équation de Schrödinger non locale, Équation de Gross–Pitaevskii, Ondes progres-
sives, Caractère globalement bien posé, Conditions non nulles à l’inﬁni, Équation de Landau–
Lifshitz, Applications harmoniques, Applications de Schrödinger.
Abstract
This thesis is devoted to the study of the Gross–Pitaevskii equation and the Landau–
Lifshitz equation, which have important applications in physics. The Gross–Pitaevskii equation
models phenomena of nonlinear optics, superﬂuidity and Bose–Einstein condensation, while the
Landau–Lifshitz equation describes the dynamics of magnetization in ferromagnetic materials.
When modeling matter at very low temperatures, it is usual to suppose that the interaction
between particles is punctual. Then the classical Gross–Pitaevskii equation is derived by taking
as interaction the Dirac delta function. However, diﬀerent types of nonlocal potentials, probably
more realistic, have also been proposed by physicists to model more general interactions. First,
we will focus on provide suﬃcient conditions that cover a broad variety of nonlocal interactions
and such that the associated Cauchy problem is globally well-posed with nonzero conditions
at inﬁnity. After that, we will study the traveling waves for this nonlocal model and we will
provide conditions such that we can compute a range of speeds in which nonconstant ﬁnite
energy solutions do not exist.
Concerning the Landau–Lifshitz equation, we will also be interested in ﬁnite energy traveling
waves. We will prove the nonexistence of nonconstant traveling waves with small energy in
dimensions two, three and four, provided that the energy is less than the momentum in the
two-dimensional case. In addition, we will also give, in the two-dimensional case, the description
of a minimizing curve which could give a variational approach to build solutions of the Landau-
Lifshitz equation. Finally, we describe the asymptotic behavior at inﬁnity of the ﬁnite energy
traveling waves.
Keywords: Nonlocal Schrödinger equation, Gross–Pitaevskii equation, Traveling waves, Global
well-posedness, Nonzero conditions at inﬁnity, Landau–Lifshitz equation, Harmonic maps, Schrödinger
maps.
Chapitre 1
Introduction générale
1.1 L’équation de Gross–Pitaevskii non locale
1.1.1 Motivation physique
Aﬁn de décrire la cinétique d’un gaz de Bose, dont les bosons de masse m interagissent
faiblement, Gross [52] et Pitaevskii [86] ont trouvé, dans l’approximation de Hartree, que la
fonction d’onde Ψ régissant le condensat vériﬁe l’équation
i~∂tΨ(x, t) = − ~
2
2m
∆Ψ(x, t) + Ψ(x, t)
∫
RN
|Ψ(y, t)|2V (x− y) dy, dans RN × R, (1.1)
où N est la dimension spatiale et V décrit l’interaction entre les bosons. L’approximation la plus
typique, où V est considéré comme une masse de Dirac, conduit à l’équation de Gross–Pitaevskii
que l’on appellera l’équation de Gross–Pitaevskii classique ou locale (voir sous-section 1.1.2). Ce
modèle local avec des conditions non nulles à l’inﬁni a été intensivement utilisé en raison de son
application à plusieurs domaines de la physique, comme la superﬂuidité, l’optique non linéaire
et la condensation de Bose–Einstein [62, 61, 65, 26]. Il semble cependant naturel d’analyser
l’équation (1.1) dans le cas d’interactions plus générales. En eﬀet, dans l’étude de la superﬂuidité,
des supersolides et de la condensation de Bose–Einstein, diﬀérents types de potentiels non locaux
ont été proposés [6, 32, 96, 87, 63, 1, 103, 27, 23].
Pour obtenir une équation sans dimension, on prend le niveau moyen de l’énergie par l’unité
de masse E0 d’un boson de masse m et l’on pose
ψ(x, t) = exp
(
imE0t
~
)
Ψ(x, t).
Alors (1.1) prend la forme
i~∂tψ(x, t) = − ~
2
2m
∆ψ(x, t)−mE0ψ(x, t) + ψ(x, t)
∫
RN
|ψ(y, t)|2V (x− y) dy. (1.2)
En considérant le changement d’échelle, pour λ > 0 à choisir,
u(x, t) =
1
λ
√
mE0
(
~√
2m2E0
)N
2
ψ
(
~x√
2m2E0
,
~t
mE0
)
,
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on déduit de (1.2) que
i∂tu(x, t) + ∆u(x, t) + u(x, t)
(
1− λ2
∫
RN
|u(y, t)|2V(x− y) dy
)
= 0,
avec
V(x) = V
(
~x√
2m2E0
)
.
Si on admet que la convolution entre V et une constante est bien déﬁnie et égale à une constante
positive, il est alors naturel de choisir
λ2 = (V ∗ 1)−1.
Avec ce choix, l’équation (1.2) est équivalente à
i∂tu+∆u+ λ
2u(V ∗ (1− |u|2)) = 0 dans RN × R. (1.3)
Cette déduction conduit à considérer de manière plus générale l’équation de Gross–Pitaevskii
non locale écrite sous la forme
i∂tu+∆u+ u(W ∗ (1− |u|2)) = 0 dans RN × R. (GPN)
Si W est une distribution paire réelle, (GPN) est une équation Hamiltonienne et son énergie,
donnée par
EW (u(t)) =
1
2
∫
RN
|∇u(t)|2 dx+ 1
4
∫
RN
(W ∗ (1− |u(t)|2))(1 − |u(t)|2) dx, (1.4)
est formellement conservée. Si de plus on s’intéresse à des fonctions d’énergie ﬁnie, elles doivent
avoir des conditions non nulles à l’inﬁni. En particulier, on étudiera le problème de Cauchy pour
l’équation (GPN) avec une donnée initiale u(0) = u0 vériﬁant
|u0(x)| → 1, lorsque |x| → ∞. (1.5)
On donne maintenant trois types de noyaux (non locaux) qui nous serviront pour illustrer nos
résultats. D’abord, on considère le potentiel proposé par V. S. Shchesnovich et R. A. Kraenkel
dans [96] pour ε > 0,
Wε(x) =

1
2πε2
K0
( |x|
ε
)
, N = 2,
1
4πε2|x| exp
(
−|x|
ε
)
, N = 3,
(1.6)
où K0 est la fonction de Bessel modiﬁée de deuxième type (également appelée fonction de Mac-
Donald). De cette façon Wε pourrait être considéré comme une approximation de la masse de
Dirac, puisque Wε → δ, lorsque ε → 0, au sens des distributions. Un deuxième exemple des
interactions non locales est le soft core potential
1|x|≤a(x) =
{
1, si |x| < a,
0, sinon,
(1.7)
avec a > 0, qui est utilisé dans [63, 1] pour l’étude de supersolides. Finalement, on considère
W = aδ + bK, a, b ∈ R, (1.8)
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où K est le noyau singulier
K(x) =
x21 + x
2
2 − 2x23
|x|5 , x ∈ R
3\{0}. (1.9)
Le potentiel (1.8)–(1.9) modélise les forces dipolaires dans un gaz quantique (voir [23], [103]).
Maintenant on raisonne de façon formelle et on considère une fonction constante u0 de module
égal à un. Comme (GPN) est invariant par un changement de phase, on peut supposer que u0 = 1.
Alors, l’équation linéarisée de (GPN) autour de u0 est donnée par
i∂tu˜−∆u˜+ 2W ∗ Re(u˜) = 0. (1.10)
En écrivant u˜ = u˜1 + iu˜2 et en prenant les parties réelle et imaginaire de (1.10), on a
−∂tu˜2 −∆u˜1 + 2W ∗ u˜1 = 0,
∂tu˜1 −∆u˜2 = 0,
d’où
∂2ttu˜− 2W ∗ (∆u˜) + ∆2u˜ = 0. (1.11)
En imposant u˜ = ei(ξ.x−wt), w ∈ R, ξ ∈ RN , comme une solution de (1.11), on obtient la relation
de dispersion
(w(ξ))2 = |ξ|4 + 2Ŵ (ξ)|ξ|2, (1.12)
où Ŵ désigne la transformée de Fourier de W :
F(f)(ξ) = f̂(ξ) =
∫
RN
f(x)e−ix.ξ dx.
En supposant que Ŵ est positif et continu à l’origine, on a dans le régime des ondes longues,
i.e. ξ ∼ 0, que
w(ξ) ∼ (2Ŵ (0))1/2|ξ|.
Par conséquent, dans ce régime, on peut identiﬁer (2Ŵ (0))1/2 à la vitesse des ondes sonores
(aussi appelée la vitesse sonique), on pose donc
cs(W ) = (2Ŵ (0))
1/2. (1.13)
La relation de dispersion (1.12) a été observée pour la première fois par Bogoliubov [14] dans
l’étude d’un gaz de Bose–Einstein et sous certaines considérations physiques, il a établi que le gaz
devait se déplacer à une vitesse inférieure à cs(W ) pour préserver ses propriétés de superﬂuidité.
Cette valeur sera fondamentale dans l’étude des ondes progressives pour cette équation.
1.1.2 Le problème de Cauchy pour l’équation de Gross–Pitaevskii
Comme nous l’avions signalé à la sous-section précédente, au cas où les interactions sont
modélisées par un noyau W égal à une masse de Dirac, (GPN) prend la forme Gross–Pitaevskii
classique
i∂tu+∆u+ u(1− |u|2) = 0 dans RN × R, (GP)
5
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On note alors que la fonctionnelle (1.4) correspond à l’énergie de Ginzburg–Landau
EGL(u(t)) ≡ Eδ(u(t)) = 1
2
∫
RN
|∇u(t)|2 dx+ 1
4
∫
RN
(1− |u(t)|2)2 dx,
qui est bien déﬁnie dans l’espace d’énergie
E(RN ) = {u ∈ L1loc(RN ) : ∇u ∈ L2(RN ), 1− |u|2 ∈ L2(RN )}.
Comme on l’a déjà mentionné, on s’intéresse à des fonctions d’énergie ﬁnie qui imposent des
conditions non nulles à l’inﬁni. Donc il faut choisir des espaces bien adaptés à cette condition.
Par exemple, on pourrait utiliser les espaces de Zhidkov :
Xk(RN ) = {u ∈ L∞(RN ) : ∇u ∈ Hk−1(RN )}.
En eﬀet, le premier résultat dans le cas unidimensionnel est le suivant.
Théorème 1 ([104, 105]). Le problème de Cauchy pour l’équation (GP) est globalement bien
posé dans l’espace X1(R).
Quelques années plus tard, le théorème 1 a été étendu par C. Gallo (voir aussi O. Goubet)
Théorème 2 ([38, 45]). Soit 1 ≤ N ≤ 2. Alors le problème de Cauchy pour l’équation (GP) est
globalement bien posé dans l’espace XN (RN ) pour une donnée initiale u0 ∈ E(RN ) ∩XN (RN ).
P. Gérard a étudié le problème directement dans E(RN ), espace métrique complet pour la
distance
d(u, v) = ‖u− v‖X1+H1 + ‖|u|2 − |v|2‖L2 .
Il montre le caractère bien posé en dimension 1 ≤ N ≤ 3 et aussi en dimension N = 4 sous une
condition de petitesse de la donnée initiale. Plus précisément,
Théorème 3 ([41, 40]). Soit 1 ≤ N ≤ 3. Pour tout u0 ∈ E(RN ), il existe une solution u ∈
C(R, E(RN )) de (GP) de donnée initiale u(0) = u0. De plus, pour tout R > 0 et tout T > 0,
il existe C > 0 tel que pour tous u0, u˜0 tels que EGL(u) ≤ R et EGL(u˜0) ≤ R, les solutions
correspondantes vérifient
sup
|t|≤T
d(u(t), u˜(t)) ≤ Cd(u0, u˜0).
En outre, pour N = 4, il existe δ > 0 tel que pour tout u0 ∈ E(RN ) vérifiant E(u0) ≤ δ, il
existe une solution u ∈ C(R, E(RN )) de (GP) de donnée initiale u(0) = u0. De plus, le caractère
lipschitzien du flot énoncé ci-dessus est aussi vérifié.
Une autre approche pour étudier ce problème est de travailler autour des états d’équilibre
constants u¯ = eiθ, avec θ ∈ R. Puisque (GPN) est invariant par un changement de phase, on se
réduit au cas u¯ = 1. Dans ce cadre, F. Béthuel et J.-C. Saut [12] ont établi
Théorème 4 ([12]). Soit 2 ≤ N ≤ 3. Alors le problème de Cauchy pour l’équation (GP) est
globalement bien posé dans l’espace 1 +H1(RN ).
Dans [39], C. Gallo a considéré une approche qui généralise le cadre du théorème 4 dans des
espaces du type φ+H1(RN ), où φ est une fonction régulière d’énergie ﬁnie.
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Théorème 5 ([39]). Soit 1 ≤ N ≤ 3. Alors pour toute fonction φ vérifiant
φ ∈ C3(RN ) ∩ L∞(RN ), ∇φ ∈ H3(RN ), |φ|2 − 1 ∈ L2(RN ),
l’équation (GP) est globalement bien posée dans φ+H1(RN ).
Finalement dans le cas N ≥ 4, S. Gustafson et al. ([54]) ont étudié le comportement à l’inﬁni
des petites perturbations des états d’équilibre. En particulier, ils ont obtenu le caractère bien
posé du problème, pour des donnés initiales petites.
Théorème 6 ([54]). Soit N ≥ 4 et s ≥ N/2−1. Il existe δ > 0 tel que pour toute donnée initiale
u(0) = 1+u0, vérifiant ‖u0‖Hs ≤ δ, le problème de Cauchy pour l’équation (GP) est globalement
bien posé dans l’espace 1+Hs(RN ).
Une des questions clés que le présent travail tente de résoudre est la suivante : quelles condi-
tions doit-on imposer à W pour que le problème de Cauchy (GPN) soit globalement bien posé ?
Bien entendu, on cherche des conditions assez générales telles que la masse de Dirac et les po-
tentiels (1.6), (1.7) et (1.8)-(1.9) soient inclus. Pour cette raison, on travaillera dans les espaces
Mp,q(RN ) = {V ∈ S′(RN ) : ∃C ≥ 0 t.q. ‖V ∗ f‖Lq ≤ C‖f‖Lp , ∀f ∈ Lp(RN )},
i.e., les espaces de distributions tempérées V telles que l’opérateur linéaire f 7→ V ∗ f est borné
de Lp(RN ) dans Lq(RN ). On note par ‖V ‖p,q sa norme.
On supposera qu’il existe
p1, p2, p3, p4, q1, q2, q3, q4, s1, s2 ∈ [1,∞),
en vériﬁant
N
N − 2 > p4,
2N
N − 2 > p2, p3, s1, s2 ≥ 2, 2 ≥ q1 >
2N
N + 2
, q3, q4 >
N
2
si N ≥ 3
et
p2, p3, s1, s2 ≥ 2, 2 ≥ q1 > 1 si 2 ≥ N ≥ 1,
tels que 
W ∈ M2,2(RN ) ∩
4⋂
i=1
Mpi,qi(RN ),
1
p3
+
1
q2
=
1
q1
,
1
p1
− 1
p3
=
1
s1
,
1
q1
− 1
q3
=
1
s2
si N ≥ 3.
(WN )
On rappelle que si p > q, alors Mp,q = {0}. Par conséquent, si l’on suppose que W n’est pas
nulle, les nombres ci-dessus doivent satisfaire q2, q3 ≥ 2. De plus, l’existence de s1, s2 et les
relations en (WN ) impliquent
N
N − 2 > p1, q2 >
N
2
,
1
p1
− 1
p3
∈
(
N − 2
2N
,
1
2
]
,
1
q1
− 1
q3
∈
(
N − 2
2N
,
1
2
]
si N ≥ 3.
Dans le cas où N ∈ {1, 2, 3}, on peut choisir (p4, q4) = (2, 2) dans (WN ). Donc la condition
que W ∈Mp4,q4(RN ) n’est pas triviale seulement lorsque N ≥ 4.
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Figure 1.1 – Pour N > 4, le plan (1/p, 1/q) est représenté à gauche, dans le sens que
(1/p1, 1/q1) ∈ R1, (1/p2, 1/q2), (1/p3, 1/q3) ∈ R2, (1/p4, 1/q4) ∈ R3. À droite, les zones om-
brées symbolisent le fait que (1/q1, 1/q3) ∈ R4 et (1/p1, 1/p3) ∈ R5, pour N > 6.
La ﬁgure 1.1 montre schématiquement l’emplacement de ces nombres dans le carré unitaire.
On remarque que la condition (WN ) implique que W ∈M2,2(RN ). En outre, puisque
W ∈ M2,2(RN ) ⇐⇒ Ŵ ∈ L∞(RN ),
en utilisant l’identité de Plancherel, on en déduit que
EW (v) =
1
2
∫
RN
|∇v|2 + 1
4(2π)N
∫
RN
Ŵ | ̂1− |v|2|2 < +∞, (1.14)
pour tout v ∈ E(RN ).
A première vue, il n’est pas évident de vériﬁer les hypothèses sur W . Le but de la proposition
suivante consiste à donner des conditions suﬃsantes pour assurer (WN ).
Proposition 7.
(i) Soit 1 ≤ N ≤ 3. Si W ∈ M2,2(RN ) ∩M3,3(RN ), alors W satisfait (WN ). Par ailleurs, si
W vérifie (WN ) avec pi = qi, 1 ≤ i ≤ 3, alors W ∈ M2,2(RN ) ∩M3,3(RN ).
(ii) Soit N ≥ 4. On suppose que W ∈ Mr,r(RN ) pour tout 1 < r < ∞. De plus, s’il existe
r¯ > N/4 tel que W ∈ Mp,q(RN ), pour tout 1 − 1/r¯ < 1/p < 1, où 1/q = 1/p + 1/r¯ − 1,
alors W vérifie (WN ).
Comme on l’a remarqué précédemment, l’énergie est formellement conservée si W est une
distribution paire réelle. Rappelons qu’une distribution à valeurs réelles est dite paire si
〈W,ψ〉 = 〈W, ψ˜〉, ∀ψ ∈ C∞0 (RN ;R),
où ψ˜(x) = ψ(−x).
Cependant, la conservation de l’énergie n’est pas suﬃsante pour étudier le comportement en
temps long du problème de Cauchy car l’énergie potentielle n’est pas nécessairement positive et
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la nature non locale du problème nous empêche d’obtenir des bornes ponctuelles. Ce terme peut
être contrôlé si on suppose de plus que W est une distribution positive ou en supposant que c’est
une distribution définie positive. Plus précisément, on dit que W est une distribution positive si
〈W,ψ〉 ≥ 0, ∀ψ ≥ 0, ψ ∈ C∞0 (RN ;R),
et que c’est une distribution déﬁnie positive si
〈W,ψ ∗ ψ˜〉 ≥ 0, ψ ∈ C∞0 (RN ;R).
On vériﬁera cette condition en utilisant le fait que pour une distribution paire réelle W ∈
M2,2(RN ) (voir la proposition 3.2.2)
W est déﬁnie positive ⇐⇒ Ŵ ≥ 0 p.p. sur RN .
De plus, on dira qu’une distribution paire réelle W ∈ M2,2(RN ) est strictement déﬁnie positive
si
inf ess Ŵ > 0.
Remarque. Ces deux notions sont indépendantes. Comme on le verra après, il existe des distri-
butions positives qui ne sont pas déﬁnies positives et il existe des distributions déﬁnies positives
qui ne sont pas positives.
De (1.14), on remarque que si W est déﬁnie positive, on a EW (v) ≥ 0 pour tout v ∈ E(RN ).
Cependant, dans le cas où W est positive, le terme associé à l’énergie potentielle peut devenir
négatif et on n’a donc pas de condition de signe sur EW (v). Le tableau 1.1 présente un résumé
des propriétés vériﬁées par les potentiels discutés à la sous-section 1.1.1.
Noyau Positive Déf. positive Strict. déf. positive (WN ) est vériﬁée
δ oui oui oui N ∈ {1, 2, 3}
Wε oui oui non N ∈ {2, 3}
1|x|≤a oui non non N ≥ 1
aδ + bK non oui, si a ≥ b˜ ≥ 0 oui, si a > b˜ ≥ 0 N = 3
ou a ≥ −2b˜ ≥ 0 ou a > −2b˜ ≥ 0
b˜ ≡ (4πb)/3
Tableau 1.1 – Propriétés vériﬁées par certains noyaux.
Pour établir un résultat sur le caractère bien posé de (GPN), on suit l’approche de [39] et on
considère des données initiales u0 qui appartiennent à l’espace φ+H1(RN ), avec φ une fonction
d’énergie ﬁnie. Plus précisément, on suppose que φ est une fonction complexe qui satisfait
φ ∈W 1,∞(RN ), ∇φ ∈ H2(RN ) ∩ C(Bc), |φ|2 − 1 ∈ L2(RN ), (1.15)
où Bc désigne le complémentaire de n’importe quelle boule B ⊆ RN , de sorte que, en particulier,
φ satisfait (1.5).
Remarque. On ne suppose pas que φ a une limite à l’inﬁni. Dans le cas où N ∈ {1, 2} une
fonction qui satisfait (1.15) peut avoir des oscillations compliquées, par exemple (voir [41, 40])
φ(x) = exp(i(ln(2 + |x|)) 14 ), x ∈ R2.
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On note aussi que toute fonction vériﬁant (1.15) appartient à l’espace de Sobolev homogène
H˙1(RN ) = {ψ ∈ L2loc(RN ) : ∇ψ ∈ L2(RN )}.
En particulier, si N ≥ 3 il existe z0 ∈ C avec |z0| = 1 tel que φ − z0 ∈ L
2N
N−2 (RN ) (voir par
exemple [59]). En choisissant α ∈ R tel que z0 = eiα et comme l’équation (GPN) est invariant
par un changement de phase, on peut supposer que φ − 1 ∈ L 2NN−2 (RN ), mais on n’utilise pas
explicitement cette décroissance, aﬁn de gérer dans le même temps le cas de la dimension deux.
Notre résultat principal concernant le caractère bien posé du problème de Cauchy est le
suivant.
Théorème 8. Soit W une distribution réelle paire qui vérifie (WN ).
(i) On suppose que l’une des conditions suivantes est vérifiée
(a) N ≥ 2 et W est une distribution définie positive.
(b) N ≥ 1, W ∈ M1,1(RN ) et W est une distribution positive.
Alors le problème de Cauchy (GPN) est globalement bien posé dans φ + H1(RN ). Plus
précisément, pour tout w0 ∈ H1(RN ) il existe un unique w ∈ C(R,H1(RN )), pour lequel
φ + w résout (GPN) avec la donnée initiale u0 = φ + w0 et pour tout intervalle borné
fermé I ⊂ R, le flot w0 ∈ H1(RN ) 7→ w ∈ C(I,H1(RN )) est continu. Par ailleurs,
w ∈ C1(R,H−1(RN )) et l’énergie est conservée
EW (φ+ w0) = EW (φ+w(t)), ∀t ∈ R. (1.16)
(ii) On suppose que W est strictement définie positive. Alors (GPN) est globalement bien posé
dans φ+H1(RN ) pour tout N ≥ 1 et on a la conservation de l’énergie (1.16).
Par ailleurs, si u est la solution associée à la donnée initiale u0 ∈ φ + H1(RN ), on a
l’estimation de croissance
‖u(t)− φ‖L2 ≤ C|t|+ ‖u0 − φ‖L2 ,
pour tout t ∈ R, où C est une constante positive qui dépend seulement de E0, W, φ et
inf ess Ŵ .
Finalement on a régularité H2, c.-à-d. si u0 ∈ φ + H2(RN ), alors u − φ ∈ C(R,H2(RN )) ∩
C1(R, L2(RN )).
On déduit du tableau 1.1 les cas où l’on peut appliquer le théorème 8. Par exemple, en
utilisant la partie (ii) du théorème 8, on retrouve les résultats des théorèmes 4 et 5, et aussi
l’estimation de croissance prouvée dans [2], dans ce cas-là. D’autre part, la masse de Dirac ne
satisfait pas (WN ) si N ≥ 4, et donc le théorème 8 ne peut pas être appliqué. En fait, comme
il est établi dans les théorèmes 3 et 6, dans ce cas-là une condition de petitesse pour la donnée
initiale semble nécessaire.
En outre, si le potentiel converge vers une masse de Dirac, comme c’est le cas des noyaux
Wε donnés par (1.6) lorsque ε→ 0, les solutions correspondantes convergent vers la solution du
problème local au sens du résultat suivant.
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Proposition 9. Soient 1 ≤ N ≤ 3 et (Wn)n∈N une suite de distributions paires réelles dans
M2,2(RN ) ∩M3,3(RN ) telles que un est la solution globale de (GPN) donnée par le théorème 8,
avec Wn à la place de W, pour une donnée initiale dans φ+H1(RN ). On suppose que
lim
n→∞Wn =W∞, dans M2,2(R
N ) ∩M3,3(RN ),
avec ‖W∞‖M2,2∩M3,3 > 0 †. Alors un → u dans C(I,H1(RN )), pour tout intervalle fermé borné
I ⊂ R, où u est la solution de (GPN) avec W =W∞ et la même donnée initiale.
Du théorème 8 et de la proposition 7 on tire le résultat suivant pour les noyaux intégrables.
Corollaire 10. Soit W une fonction réelle paire telle que W ∈ L1(RN ) si 1 ≤ N ≤ 3 et W ∈
L1(RN ) ∩ Lr(RN ), pour un certain r > N4 , si N ≥ 4. On suppose aussi que l’une des conditions
suivantes est vérifiée
• N ≥ 1 et W ≥ 0 p.p. sur RN .
• N ≥ 2 et Ŵ ≥ 0 p.p. sur RN .
Alors le problème de Cauchy pour (GPN) est globalement bien posé dans φ+H1(RN ).
Comme l’a remarqué C. Gallo dans [39], le caractère bien posé dans un espace comme φ +
H1(RN ) permet de gérer le problème avec des données initiales dans l’espace d’énergie E(RN )
en utilisant des solutions dites mild. On rappelle que u ∈ C(R, E(RN )) est appelée une solution
mild de (GPN) si elle vériﬁe la formule de Duhamel
u(t) = eit∆u0 + i
∫ t
0
ei(t−s)∆(u(s)(W ∗ (1− |u(s)|2)) ds, t ∈ R.
On se reportera à [41, 40] pour des résultats complémentaires sur l’action du semi-groupe de
Schrödinger dans E(RN ).
Avec les mêmes arguments que [39], on peut également gérer le problème avec des données
initiales dans l’espace d’énergie. Par ailleurs, dans le cas 1 ≤ N ≤ 4, on prouve que la solution
dans l’espace d’énergie avec la condition initiale u0 ∈ E(RN ), appartient nécessairement à u0 +
H1(RN ), sous-ensemble strict de E(RN ).
Cela donne aussi l’unicité dans l’espace d’énergie pour 1 ≤ N ≤ 4, comme suit.
Théorème 11. Soit W comme dans le théorème 8. Alors pour tout u0 ∈ E(RN ), il existe un
unique w ∈ C(R,H1(RN )) tel que u := u0 + w résout (GPN). Par ailleurs, si 1 ≤ N ≤ 4 et
v ∈ C(R, E(RN )) est une solution mild de (GPN) avec v(0) = u0, alors v = u.
Enﬁn, on étudie la conservation du moment et de la masse pour (GPN). Comme cela a été
discuté dans plusieurs travaux (voir [7, 9, 77, 10]) les quantités classiques de masse
M(u) =
∫
RN
(1− |u|2) dx,
et de moment vectoriel
P (u) = (P1(u), . . . , PN (u)) =
∫
RN
〈 i∇u, u〉 ,
†. (‖·‖M2,2∩M3,3 := max{‖·‖M2,2 , ‖·‖M3,3})
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où 〈z1, z2〉 = Re(z1z2), sont formellement conservées mais elles ne sont pas bien déﬁnies pour
tout u ∈ φ+H1(RN ). Ainsi, il est nécessaire de donner un certain sens généralisé à ces quantités.
À la section 3.7, on expliquera en détail une notion de moment généralisé et de masse généralisée
qui permettent d’obtenir les résultats suivants sur les lois de conservation.
Théorème 12. Soit N ≥ 1 et u0 ∈ φ+H1(RN ). Alors le moment généralisé est conservé par
le flot de la solution u de (GPN) donnée par le théorème 8.
Théorème 13. Soit 1 ≤ N ≤ 4. En plus de (1.15), on suppose que ∇φ ∈ L NN−1 (RN ) si N ∈
{3, 4}. Si la masse généralisée de u0 ∈ φ+H1(RN ) est finie, alors la masse généralisée associée
à la solution de (GPN) donnée par le théorème 8 est conservée par le flot.
Un des premiers travaux qui considère un modèle non local pour l’équation de Gross–
Pitaevskii est celui de Y. Pomeau et S. Rica [87] qui introduisent le noyau (1.7) pour modéliser
un superﬂuide avec un roton. En fait, la théorie de la superﬂuidité de l’hélium II de Landau
aﬃrme que la courbe de dispersion doit présenter un minimum local non nul appelé roton (voir
[71, 37]), ce phénomène a été corroboré plus tard par des observations expérimentales ([34]). Bien
que le modèle pris en compte dans [87] a un bon ajustement avec ce minimum, il ne donne pas
la vitesse correcte du son. Pour cette raison, N. Berloﬀ dans [5] a proposé le potentiel
W (x) = (α+ βA2|x|2 + γA4|x|4) exp(−A2|x|2), x ∈ R3, (1.17)
où les paramètres A, α, β et γ sont choisis de façon à avoir la bonne vitesse du son. Cependant,
l’existence d’un minimum local implique que Ŵ doit être strictement négatif dans un voisinage
du point où le minimum est atteint. De plus, une simulation numérique dans [5] montre que
dans ce cas les solutions présentent un phénomène de concentration de masse qui n’a pas de sens
physique. Jusqu’à un certain point, nos résultats sont en accord avec ces observations, dans le
sens où le théorème 8 ne peut pas être appliqué au potentiel (1.17), car Ŵ et W sont négatifs
dans une certaine partie du domaine. Toutefois, on montrera au chapitre 3 que le problème de
Cauchy est localement bien posé dans φ+H1(RN ) pour tout noyau pair réel vériﬁant (WN ) ; en
particulier il est localement bien posé pour le potentiel (1.17).
On a démontré que si Ŵ ≥ 0 sur RN le problème de Cauchy est globalement bien posé
et on a donné des exemples de fonctions positives pour lesquelles sa transformée de Fourier
change de signe et les solutions associées restent globales. Par ailleurs, le noyau du paragraphe
ci-dessus montre un exemple où le potentiel et sa transformée de Fourier changent de signe, et
la solution associée n’est pas globale. C’est une question ouverte d’établir précisément le rôle de
ces changements de signe pour l’existence globale des solutions de (GPN).
1.1.3 Les ondes progressives pour l’équation de Gross–Pitaevskii
Une onde progressive qui se propage selon la direction x1 à une vitesse c est une solution de
la forme
uc(x, t) = v(x1 − ct, x⊥), x⊥ = (x2, . . . , xN ).
Ainsi on déduit de l’équation (GPN) que le proﬁl de v satisfait
ic∂1v +∆v + v(W ∗ (1− |v|2)) = 0, dans RN . (OPNc)
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En utilisant la conjugaison complexe, on peut se restreindre au cas c ≥ 0. On note aussi que
toute constante complexe de module un vériﬁe (OPNc), de sorte qu’on se référera à elles comme
les solutions triviales. La question naturelle qu’on se pose pour cette équation est : quelles sont
les conditions sur W et c afin de déterminer s’il existe des solutions d’énergie finie où pas ?
Dans le cas où W est une masse de Dirac, (OPNc) devient
ic∂1v +∆v + v(1− |v|2) = 0, dans RN , (OPc)
et les questions d’existence et non existence ont fait l’objet de nombreux travaux. Les premiers
résultats ont été établis dans le programme de C. A. Jones, S. J. Putterman et P. H. Roberts ([62,
61]). En utilisant des développements formels et des simulations numériques, ils ont déterminé
qu’en dimension deux et trois, l’équation (OPc) possède des solutions non constantes d’énergie
ﬁnie, à symétrie axiale autour de l’axe x1, pour toute vitesse
c ∈ (0,
√
2),
ainsi que pour c ∈ {0} ∪ [√2,∞) les seules solutions d’énergie ﬁnie sont les constantes. En
utilisant la première composante du moment p ≡ P1, ils tracent les branches des solutions dans
le plan énergie E – moment p, en obtenant les ﬁgures 1.2 et 1.3. Dans les deux cas ils trouvent
une vitesse critique c∗ ∈ (0,√2) telle que les solutions possèdent des tourbillons seulement si
c < c∗.
p
E
c∗b c→ 0
c→ √2
Figure 1.2 – Courbe de l’énergie E en fonction du moment p dans le cas N = 2.
Dans le cas de la dimension un, (OPc) est complètement intégrable et les solutions sont
explicites.
Théorème 14 ([101, 7]). Soient N = 1, c ≥ 0 et v ∈ E(R) une solution de (OPc).
(i) Si c ≥ √2, alors v est une constante de module un.
(ii) Si 0 ≤ c < √2, alors v est soit constante de module un, soit égale, à multiplication par une
constante de module un et translation près, à la fonction
vc(x) =
√
1− c
2
2
tanh
(√
2− c2
2
)
− i c√
2
.
Dans le cas N ≥ 2, on a les résultats suivants d’existence et de non existence.
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p
E c→
√
2
c∗b c→ 0
p0
E0
Figure 1.3 – Courbe de l’énergie E en fonction du moment p dans le cas N = 3.
Théorème 15 ([22, 12, 47, 49]). Soit N ≥ 2 et v ∈ E(RN ) une solution de (TWc). On suppose
qu’on se place dans l’un des cas suivants
(i) c = 0.
(ii) c >
√
2.
(iii) N = 2 et c =
√
2.
Alors v est une fonction constante de module un.
Théorème 16 ([12, 11, 25, 8, 77]). Soit N ≥ 2. Il existe un ensemble non vide A ⊂ (0,√2) tel
que pour tout c ∈ A, il existe une solution non constante de (TWc) dans E(RN ). Par ailleurs, si
N ≥ 3, alors il existe une solution non constante de (TWc) dans E(RN ) pour tout c ∈ (0,√2).
De cette façon, on voit que
√
2 est une valeur critique pour l’équation (OPc). D’ailleurs,
comme δ̂ = 1, elle correspond à la vitesse des ondes sonores donnée par (1.13) :
cs(δ) =
√
2.
Par rapport au comportement qualitatif des solutions d’énergie ﬁnie de (OPc), E. Tarquini a
montré dans [99] l’existence d’une valeur minimale E(N, c) pour l’énergie de Ginzburg–Landau
des ondes progressives.
Théorème 17 ([99]). Soient N ≥ 2 et 0 < c < √2. Il existe une constante E(N, c) > 0, qui ne
dépend que de la dimension N et de la vitesse c telle que toute solution non constante v ∈ E(RN )
de (OPc) vérifie
EGL(v) ≥ E(N, c).
Par ailleurs,
E(N, c)→ 0, lorsque c→
√
2.
En particulier, les seules solutions possibles de (OPc) avec une énergie plus petite que E(N, c)
sont les constantes.
Bien entendu, le théorème 17 n’empêche pas l’existence d’ondes progressives d’énergie petite.
D’ailleurs, dans la ﬁgure 1.2 on voit des solutions avec des énergies arbitrairement petites. F.
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Béthuel, P. Gravejat et J.-C. Saut [8] ont amélioré ce résultat en dimension trois, en démontrant
qu’il existe une énergie minimale indépendante de c. En même temps, ils montrent l’existence de
la courbe de solutions en accord avec la ﬁgure 1.2 et de la courbe de solutions en bleu dans la
ﬁgure 1.3.
La preuve de l’énergie minimale dans [8] repose sur l’estimation
EGL(v) ≥
(
Kc2(1 + c2)
∫
RN
Lc(ξ)
2dξ
)−1
, pour tout c ∈ (0,
√
2], (1.18)
où K est une constante universelle et
Lc(ξ) =
|ξ|2
|ξ|4 + 2|ξ|2 − c2ξ21
.
L’inégalité (1.18) est valable pour tout N ≥ 2 et v ∈ E(RN ), solution non constante de (OPc)
telle que
inf{|v(x)| | x ∈ RN} ≥ 1
2
. (1.19)
On note que si l’énergie E(v) est petite, l’estimation (1.19) est forcément vériﬁée (voir [99, 8]),
elle ne représente donc aucune restriction. Un calcul direct montre que
∫
RN
Lc(ξ)
2dξ =

π√
2(2− c2) , N = 2,
π2
c
arcsin
(
c√
2
)
, N = 3,
∞, N ≥ 4,
(1.20)
donc (1.18) implique une borne inférieure pour l’énergie seulement en dimension trois. Cependant,
il ne donne pas l’existence d’une énergie minimale en dimension supérieure à trois. Le but du
chapitre 2 est de montrer qu’en eﬀet il est possible d’étendre ce résultat à toute dimension N ≥ 3.
Plus précisément,
Théorème 18. Soit N ≥ 3. Il existe une constante positive E(N), qui ne dépend que de N , telle
que pour toute solution non constante v ∈ E(RN ) de (OPc), on a
EGL(v) ≥ E(N).
En particulier, il n’existe pas de solution non constante pour (OPc) d’énergie petite.
1.1.4 Non existence pour l’équation (OPNc)
Maintenant on revient à l’équation des ondes progressives non locale (OPNc). Les arguments
des sections précédentes suggèrent qu’un résultat de non existence comme celui établi au théo-
rème 15 pourrait être généralisé au cas non local, en utilisant la vitesse des ondes sonores (1.13)
comme vitesse critique. Autrement dit, on pourrait conjecturer la non existence de solutions pour
des vitesses
c > cs(W ) ≡ (2Ŵ (0))1/2.
Le but du chapitre 4 est de donner une réponse dans cette direction. On travaillera avec des
distributions paires réelles déﬁnies positives dans M2,2(RN ) telles que
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(A1) Ŵ est diﬀérentiable p.p. sur RN et pour tout j, k ∈ {1, . . . , N} l’application
ξ → ξj∂kŴ (ξ)
est bornée et continue p.p. sur RN ;
(A2) Ŵ est de classe C2 dans un voisinage de l’origine et Ŵ (0) > 0.
De plus, si N ≥ 4, on admet que
W ∈ MN/(N−1),∞(RN ) ∩M2N/(N−2),∞(RN ) ∩M2N/(N−2),2N/(N−2)(RN ). (1.21)
On remarque que la condition (1.21) est plus restrictive que (WN ) en dimension N ≥ 4, mais
on en a besoin pour assurer la régularité des ondes progressives. Plus précisément, on prouve au
chapitre 4 que si W ∈ M2,2(RN ), sous l’hypothèse supplémentaire (1.21) si N ≥ 4, alors toute
solution v ∈ E(RN ) de (OPNc) est régulière et
|v(x)| → 1, ∇v(x)→ 0, lorsque |x| → ∞.
D’autre part, la condition (1.21) est vériﬁée au moins pour tout W ∈ L1(RN ) ∩ LN (RN ).
On peut maintenant énoncer notre premier résultat de non existence pour l’équation (GPN)
de la façon suivante :
Théorème 19. Soient N ≥ 2 et W ∈ M2,2(RN ) une distribution paire réelle définie positive
vérifiant (A1) et (A2). Si N ≥ 4, on admet aussi (1.21). On suppose que c > cs(W ) et qu’il
existe des constantes σ1, . . . , σN ∈ R telles que
Ŵ (ξ) + αc
N∑
k=2
σkξk∂kŴ (ξ)− σ1ξ1∂1Ŵ (ξ) ≥ 0, pour presque tout ξ ∈ RN , (1.22)
et
N∑
k=2
σk +min
{
−σ1 − 1, σ1 − 1
αc + 2
, 2αcσj + σ1 − 1
}
≥ 0, (1.23)
pour tout j ∈ {2, . . . , N}, où αc := c2/(cs(W ))2−1. Alors il n’existe pas de solution non constante
pour (OPNc) dans E(RN ).
Les hypothèses du théorème 19 sont relativement techniques. Cependant, comme nous allons
le voir il permet de traiter de nombreux exemples concrets. Pour appliquer le théorème 19 on
a besoin de vériﬁer l’existence des constantes σ1, . . . , σN vériﬁant (1.22) et (1.23). Pour faciliter
cette tâche, on donne deux corollaires où les conditions pour la non existence sont exprimées
seulement en fonction de W .
Corollaire 20. Soient N ≥ 2 et W ∈ M2,2(RN ) une distribution paire réelle définie positive
vérifiant (A1) et (A2). Si N ≥ 4, on admet aussi (1.21). On suppose que c > cs(W ) et que
Ŵ (ξ) ≥ max
{
1,
2
N − 1
} N∑
k=2
|ξk∂kŴ (ξ)|+ |ξ1∂1Ŵ (ξ)|, pour presque tout ξ ∈ RN . (1.24)
Alors il n’existe pas de solution non constante pour (OPNc) dans E(RN ).
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Corollaire 21. Soient N ≥ 2 et W ∈ M2,2(RN ) une distribution paire réelle définie positive
vérifiant (A1) et (A2). Si N ≥ 4, on admet aussi (1.21). On suppose que
cs(W ) < c ≤ cs(W )
(
1 + inf
ξ∈RN
(N − 1)Ŵ (ξ)∑N
k=2|ξk∂kŴ (ξ)|
)1/2
. (1.25)
Alors il n’existe pas de solution non constante pour (OPNc) dans E(RN ).
Concernant les ondes statiques, on a le résultat suivant.
Théorème 22. Soient N ≥ 2 et W ∈ M2,2(RN ) une distribution paire réelle définie positive
vérifiant (A1). Si N ≥ 4, on admet aussi (1.21). On suppose que c = 0 et que
ξj∂jŴ (ξ) ≤ 0, pour presque tout ξ ∈ RN , (1.26)
pour tout j ∈ {1, . . . , N}. Alors il n’existe pas de solution non constante pour (OPNc) dans
E(RN ).
Si l’on considère le potentiel W = aδ, a > 0, on a que Ŵ = a et donc ∇Ŵ = 0. De cette
façon les conditions (1.24), (1.25) et (1.26) sont vériﬁées et en conséquence on peut appliquer le
corollaire 20 ou 21 et le théorème 22 pour conclure la non existence de solutions non triviales
pour l’équation (OPNc) pour tout
c ∈ {0} ∪ (
√
2a,∞). (1.27)
En particulier, en prenant a = 1, on retrouve le théorème 15 dans les cas (i) et (ii).
Considère maintenant une perturbation de la masse de Dirac en dimension N ∈ {2, 3} :
Wε = δ + εf, ε ≥ 0,
où f est une fonction paire réelle telle que f, |x|2f, |x|∇f ∈ L1(RN ), de sorte que Ŵε = 1+ εf̂ ∈
C2(RN ). Puisque
x̂j∂kf = −(δj,kf̂ + ξk∂j f̂),
on a
‖f̂‖L∞(RN ) ≤ ‖f‖L1(RN ), ‖ξk∂j f̂‖L∞(RN ) ≤ ‖f‖L1(RN ) + ‖xj∂kf‖L1(RN ).
Ainsi W satisfait les conditions (A1) et (A2) si ε < ‖f‖−1L1(RN ), et dans ce cas la vitesse des ondes
sonores
cs := cs(W ) =
(
2 + 2ε
∫
RN
f
)1/2
,
est bien déﬁnie. En outre, (1.24) est vériﬁée si
ε <
(
4‖f‖L1(RN ) +
N∑
k=1
‖xk∂kf‖L1(RN )
)−1
. (1.28)
Par conséquent, sous la condition (1.28), le corollaire 20 implique la non existence de solutions
non triviales de (OPNc) dans E(RN ) pour tout c ∈ (cs,∞).
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Comme autre exemple, on reprend le noyau (1.6), dont la transformée de Fourier est
Ŵε(ξ) =
1
(1 + ε2|ξ|2) .
De façon plus générale, on considère les noyaux Wa,b de la forme
Ŵa,b(ξ) = ρa,b(r) ≡ 1
(1 + ar2)b/2
, r = |ξ|, a, b > 0,
donc
cs := cs(Wa,b) =
√
2.
De cette façon, Wa,b est une distribution paire réelle déﬁnie positive et puisque Ŵa,b ∈ L∞(RN ),
Wa,b ∈ M2,2(RN ) pour N ∈ {2, 3}. De plus, l’hypothèse (A2) est satisfaite. De plus, on peut
vériﬁer que Wa,b ∈ L1(RN ) ∩ LN (RN ) pour tout N ≥ 4 et b > N − 1, ce qui implique (1.21).
D’autre part, un calcul élémentaire montre que (A1) et (1.26) sont vériﬁés pour tout a, b > 0. Le
théorème 22 implique donc la non existence d’ondes statiques (c = 0) non triviales de (OPNc)
dans E(RN ) dans les cas suivants
(a) N = 2 ou 3 ;
(b) N ≥ 4, b > N − 1.
De plus, en utilisant les corollaires 20 et 21 on peut calculer les intervalles suivants pour la vitesse
où il n’existe pas de solution non constante de (OPNc) dans E(RN ) :
(c) N = 2, b ≤ 1/2, c ∈ (cs,∞) ;
(d) N = 2, b > 1/2, c ∈ (cs,
√
2 + 2/b ] ;
(e) N = 3, b ≤ 1, c ∈ (cs,∞) ;
(f) N = 3, b > 1, c ∈ (cs,
√
2 + 2/b ] ;
(g) N ≥ 4, b > N − 1, c ∈ (cs,
√
2 + 2/b ].
On remarque que si b→ 0, Ŵa,b → 1 et donc W → δ, au sens des distributions. Ainsi les cas
(a), (c) et (e) peuvent être vus comme une généralisation du théorème 15 dans les cas (i) et (ii).
Lorsque b augmente, on a une borne supérieure pour l’intervalle de la vitesse. Une interprétation
possible de cette borne est que lorsque la valeur de b augmente, le noyau devient de plus en plus
épars dans le sens où sa masse est de moins en moins concentrée proche de l’origine et l’eﬀet
non local est donc moins localisé. Cependant, nous ne savons pas si ce type de borne supérieure
est simplement une conséquence de notre preuve ou si en fait, pour des potentiels particuliers, il
pourrait même exister plusieurs intervalles de vitesses où on a existence et non existence.
Dans le théorème 19 on a admis que Ŵ est de classe C2 dans un voisinage de l’origine.
Cependant, on voit que le noyau (1.8) ne satisfait pas cette condition. En fait, il n’est même
pas continu en zéro et la vitesse des ondes sonores n’est pas correctement déﬁnie. Une question
naturelle est de savoir s’il est possible d’aﬀaiblir cette hypothèse sur la régularité. Le point clé
où apparaît que Ŵ est de classe C2 est l’étude des ensembles
Γj,c ≡ {ν = (ν1, ν2) ∈ R2 : |ν|4 + 2Ŵ (ν1e1 + ν2ej)|ν|2 − c2ν21 = 0}, j ∈ {2, . . . , N},
où {ek}k∈{1,...,N} est la base canonique de RN , qui jouent un rôle fondamental dans la preuve
du théorème 19. De façon générale, si Ŵ est de classe C2, on peut appliquer le lemme de Morse
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et en déduire que si c > cs(W ), alors, dans un voisinage de l’origine, Γj,c est décrit par deux
courbes γ+j,c et γ
+
j,c, dont l’allure est donnée dans la ﬁgure 1.4 et vériﬁant
ℓj,c ≡ lim
t→0+
(
γ+j,c(t)
t
)2
= lim
t→0+
(
γ−j,c(t)
t
)2
.
γ+j,c(t)
γ−j,c(t)
t
Figure 1.4 – L’ensemble Γj,c au voisinage de l’origine pour Ŵ de classe C2.
En conclusion, si W n’est pas de classe C2 mais l’ensemble Γj,c satisfait les propriétés men-
tionnées ci-dessus, on peut établir une généralisation du théorème 19. On précise cette discussion
en introduisant la condition :
(A3) Pour tout j ∈ {2, . . . , N} et c > 0, il existe δ > 0 et deux fonctions γ+j,c et γ−j,c, déﬁnies
sur l’intervalle (0, δ), tels que l’ensemble Γj,c ∩ B(0, δ) est de mesure de Lebesgue nulle,
γ±j,c ∈ C1((0, δ)), et
γ+j,c(t) > 0, γ
−
j,c(t) < 0, (t, γ
±
j,c(t)) ∈ Γj,c, pour tout t ∈ (0, δ).
Par ailleurs, les limites suivantes existent et sont égales
lim
t→0+
(
γ+j,c(t)
t
)2
= lim
t→0+
(
γ−j,c(t)
t
)2
=: ℓj,c.
On peut maintenant établir une version générale du théorème 19.
Théorème 23. Soient N ≥ 2, c > 0 et W ∈ M2,2(RN ) une distribution paire réelle définie
positive vérifiant (A1) et (A3) avec
ℓc := ℓ1,c = ℓ2,c = · · · = ℓN,c > 0. (1.29)
Si N ≥ 4, on admet aussi (1.21). On suppose qu’il existe des constantes σ1, . . . , σN ∈ R telles
que
Ŵ (ξ) + ℓc
N∑
k=2
σkξk∂kŴ (ξ)− σ1ξ1∂1Ŵ (ξ) ≥ 0, pour presque tout ξ ∈ RN , (1.30)
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et
N∑
k=2
σk +min
{
−σ1 − 1, σ1 − 1
ℓc + 2
, 2ℓcσj + σ1 − 1
}
≥ 0, (1.31)
pour tout j ∈ {2, . . . , N}. Alors il n’existe pas de solution non constante pour (OPNc) dans
E(RN ).
On remarque que la condition (1.29) est nécessaire pour que les solutions soient non constantes
(voir chapitre 4).
On rappelle que le potentiel (1.8)–(1.9) est donné par
W = aδ + bK, avec K(x) =
x21 + x
2
2 − 2x23
|x|5 , x ∈ R
3\{0}.
Par le tableau 1.1, W ∈ M2,2(RN ) est une distribution paire réelle déﬁnie positive pour tous a, b˜
tels que
a ≥ b˜ ≥ 0 ou a > −2b˜ ≥ 0, (1.32)
où b˜ = (4πb)/3. De plus, un calcul élémentaire montre que (A1) est aussi vériﬁé. On explique
maintenant comment le théorème 23 permet de déduire la non existence de solutions non triviales
pour (OPNc) dans E(RN ), pour tout
(2max{a− b˜, a})1/2 < c <∞, (1.33)
à condition que a > 0 et que l’une des deux conditions apparaissant dans (1.32) soit vériﬁée.
En fait, puisque la transformée de Fourier de W est
Ŵ (ξ) = a+ b˜
(
3ξ23
|ξ|2 − 1
)
, ξ ∈ R3\{0},
on voit que la courbe Γ2,c est donnée par une fonction régulière et on peut donc se restreindre
au cas où le lemme de Morse s’applique, ce qui fournit l’existence des courbes γ±2,c avec ℓ2,c =
c2/(2a) − 1. Par contre, Γ3,c est décrit par l’équation
(x2 + y2)2 + 2Ŵ (xe1 + ye3)(x
2 + y2)− c2x2 = 0. (1.34)
Cependant, (1.34) est une équation algébrique que l’on peut résoudre explicitement et conclure
que les courbes γ±3,c sont données par
γ±3,c(t) = ±
√
−t2 − a− 2b˜+
√
6b˜t2 + (a+ 2b˜)2 + c2t2,
pour tout |t| < c2 − 2(a− b˜). Par conséquent (A3) est satisfait et
ℓ3,c = −1 + (6b˜+ c2)/(2(a + 2b˜)).
On note que par (1.32), ℓ3,c est une constante positive bien déﬁnie et que la condition (1.29), i.e.
ℓ3,c = ℓ2,c, implique que
(c2 − 3a)b = 0.
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Le cas b = 0 a déjà été traité (voir (1.27)). Si b 6= 0, on a que c2 = 3a et donc ℓc := ℓ2,c = ℓ3,c =
1/2. Ensuite, en prenant σ1 = 0 et σ2 = σ3 = 1/2, (1.31) est satisfait et le membre à droite de
l’inégalité (1.30) devient
a+ b˜
(
3
ξ23
|ξ|2
(
1− ξ
2
2
2|ξ|2
)
− 1
)
+
3b˜
2
ξ23
|ξ|2
(
1− ξ
2
3
|ξ2|
)
,
qui est positif par (1.32). Par conséquent, on conclut du théorème 23 qu’il n’existe pas de solution
non triviale de (OPNc) dans E(RN ), pour a > 0 et b vériﬁant (1.32) et (1.33).
1.2 L’équation de Landau–Lifshitz
L’équation de Landau–Lifshitz a été introduite par L. Landau et E. Lifshitz dans [72] pour
décrire la dynamique de l’aimantation dans un milieu ferromagnétique. Elle s’exprime sous la
forme
∂tm+m× Feff(m) = 0, m(t, x) ∈ S2, t ∈ R, x ∈ RN , (1.35)
où m = (m1,m2,m3) représente le vecteur de densité d’aimantation et Feff est le champ eﬀectif,
c.-à-d. moins le gradient L2 de l’énergie
ELL(m) = Ee(m) + Eani(m).
Notons qu’une des particularités essentielles du modèle est la contrainte m(t, x) ∈ S2, qui exprime
que la norme du vecteur m reste constante et unitaire (|m(x, t)| = 1). Les deux termes qui
comprennent l’énergie totale ELL sont l’énergie d’échange :
Ee(m) =
1
2
∫
RN
|∇m|2 dx,
et l’énergie d’anisotropie :
Eani(m) =
1
2
∫
RN
e˜(m) dx.
Cette dernière dépend du type de milieu qu’on considère ([60, 66]). Les modèles les plus fréquents
sont
e˜(m) = 0, (milieu isotrope), (1.36)
e˜(m) = 1−m23, (milieu anisotrope uniaxial dans la direction e3), (1.37)
e˜(m) = m23, (milieu anisotrope planaire). (1.38)
En termes de l’équation (1.35), ces densités donnent
∂tm+m× (∆m+ λm3e3) = 0, m(t, x) ∈ S2, t ∈ R, x ∈ RN , (LLλ)
où λ = 0, λ = 1 et λ = −1 correspondent respectivement aux cas (1.36), (1.37), (1.38). De
plus, si m est régulier, en diﬀérenciant deux fois la condition |m(t, x)|2 = 1, on vériﬁe que
m ·∆m = −|∇m|2, de sorte qu’en prenant le produit vectoriel de m avec l’équation (1.35), on
peut réécrire (1.35) sous la forme
m× ∂tm = ∆m+ |∇m|2m+ λ(m3e3 −m23m). (1.39)
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Ainsi, dans les cas d’un matériel ferromagnétique isotrope (λ = 0), on retrouve l’équation des
Schrödinger maps. Ce type d’équations a été intensivement étudiée en raison de ses applications
dans plusieurs domaines de la physique et des mathématiques. On se reportera à [53] pour un
aperçu et à [3] pour quelques résultats récents sur le caractère bien posé du problème de Cauchy.
En matière de solutions particulières, plusieurs travaux de physiciens montrent l’existence
de solutions localisées intéressantes, surtout en dimension deux, où ils trouvent des solutions de
vorticité non triviale. Cependant, il n’y a pas beaucoup de résultats rigoureux d’un point de vue
mathématique. Nous rappelons que pour N = 2, la charge magnétique est déﬁnie par
w(v) = 〈v, ∂1v × ∂2v〉.
Ainsi, si v est une fonction d’énergie ﬁnie, constante à l’inﬁnie, son degré S2 est donné par
d(v) =
1
4π
∫
R2
w(v) dx.
Cette quantité prend des valeurs entières qui coïncident avec le degré topologique de l’application
v ◦Π : S2 → S2, où Π se réfère à la projection stéréographique par rapport au pôle nord (0, 0, 1)
(voir [19]). De plus, on a la borne inférieure suivante
Ee(v) ≥ 4π|d(v)|, (1.40)
pour tout v ∈ H1loc(R2;S2) ∩ H˙1(R2). Dans le cas isotrope λ = 0, un exemple de solutions
d’énergie ﬁnie sont les instantons de Belavin–Polokov Qn = (Qn1 , Q
n
2 , Q
n
3 ) donnés par
Qn1 + iQ
n
2 = (x1 + ix2)
n, Qn3 =
1− (x21 + x22)n
1 + (x21 + x
2
2)
n
, n ∈ Z, (1.41)
de degré d(Qn) = n, pour lesquels l’inégalité (1.40) est atteinte, c.-à-d.
Ee(Qn) = 4π|n|.
On réfèrera à [4, 89] pour les détails de ces calculs et à [70] pour d’autres exemples de solutions
statiques explicites dans le cas isotrope.
Lorsque le matériel présente une anisotropie (λ 6= 0), un argument formel du type Derrick–
Pohozaev ([33, 89, 84]) montre que l’existence d’une solution statique v (indépendante de t) en
dimension N ≥ 2 implique que
(N − 2)Ee(v) + λNEa(v) = 0.
Cette relation suggère que dans le cas N = 2, l’anisotropie empêche l’existence de solutions
statiques d’énergie ﬁnie. En utilisant des méthodes numériques, B. Piette et W. Zakrzewski
([85]) trouvent des ondes solitaires périodiques en temps de degré n ∈ Z pour l’équation (1.35)
dans le cas N = 2 et λ = 1. Plus précisément, en coordonnées sphériques
(sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)), θ ∈ [0, π], φ ∈ [0, 2π), (1.42)
elles s’expriment sous la forme
θ = θw(r), φ = nχ− ωt+ φ0, (1.43)
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où r et χ sont les coordonnées polaires dans R2, et φ0 une fonction quelconque en raison de l’in-
variance de l’équation par un changement de phase. Plus tard, ce résultat a été rigoureusement
prouvé par S. Gustafson et J. Shatah [55]. D’autre part, X. Pu et B. Guo [88] ont montré que
la présence de l’anisotropie est fondamentale, au sens où si λ = 0, il n’existe pas de solution
d’énergie ﬁnie de l’équation (1.35) pour N = 2 sous la forme (1.43).
Dans la présence d’anisotropie planaire (λ = −1), l’existence de solutions localisées a été
analysée par N. Papanicolaou et P. N. Spathis dans [83], dans les cas N = 2 et N = 3, en
utilisant des développements formels et des méthodes numériques. Ils cherchaient des ondes
progressives d’énergie ﬁnie qui se propagent à vitesse c selon l’axe x1, c.-à-d. qui s’expriment
sous la forme
mc(x, t) = u(x1 − ct, x2, . . . , xN ),
de façon qu’elles résolvent
−∆u = |∇u|2u+ u23u− u3e3 + cu× ∂1u. (OPLLc)
Notons que le changement de variable m 7→ −m permet de se réduire au cas c ≥ 0. Dans [83]
ils montrent qu’il existe une branche de solutions de (OPLLc) à symétrie axiale autour de l’axe
x1, pour toute vitesse c ∈ (0, 1) et ils conjecturent aussi qu’il n’y a pas de solution non triviale
pour c supérieur ou égal à 1. Même si ces solutions sont de degré nul (d(u) = 0), elles ont des
secteurs à topologie non triviale. Plus précisément, dans le cas de la dimension deux, dans [83]
les auteurs calculent une vitesse critique c∗ ≈ 0.78 telle que pour c < c∗, il existe exactement
deux points qu’on appellera tourbillons (ou vortices) q± = (±ac, 0), (ac > 0) tels que u3(q±) = 1
et |u3| < 1 sur R2 \ {q±}. De plus, loin de ces deux points, u3 est presque nulle et la fonction u
recouvre l’hémisphère supérieur de la sphère S2. D’ailleurs, si on considère la fonction (à valeurs
complexes)
ψ =
u1 + iu2
1 + u3
,
on vériﬁe que
∆ψ +
1− |ψ|2
1 + |ψ|2ψ + ic∂1ψ =
2ψ¯
1 + |ψ|2 (∇ψ · ∇ψ). (1.44)
Cette équation ressemble fortement à l’équation des ondes progressives de Gross–Pitaevskii
(OPNc). D’autre part, la fonction ψ s’annule sur q± et autour de chaque point q± le degré
S1 de ψ/|ψ| est
deg
(
ψ
|ψ| , ∂B(q
±, r),S1
)
=
1
2π
∫
∂B(q±,r)
∂τφ
± = ±1,
pour r > 0 petit, où ψ = |ψ|eiφ± sur ∂B(q±, r) et ∂τ est la dérivée tangentielle. On conclut
qu’aux points q± la fonction ψ a deux tourbillons, de degré 1 et −1 chacun.
Pour des vitesses c ∈ (c∗, 1), on a que ‖u3‖L∞(R2) < 1 et il n’y a donc pas de tourbillons. En
utilisant la courbe de dispersion de l’énergie en fonction de la première composante du moment
vectoriel
p(u) = −
∫
R2
x2w(u),
ces solutions sont représentées dans la ﬁgure 1.5. En particulier, on voit que la courbe présente
un minimum non nul.
Le cas de la dimension trois est similaire avec une valeur critique c∗ ≈ 0, 93 telle que les
solutions de (OPLLc) présentent cette fois-ci une structure tourbillonnaire en forme d’anneau
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Figure 1.5 – Courbe de l’énergie E en fonction du moment p dans le cas de la dimension deux.
(vortex ring) seulement pour c < c∗. Le dessin de la courbe énergie-moment en dimension trois
ressemble aussi à la ﬁgure 1.5.
En comparant ces types de solutions avec les résultats décrits pour les ondes progressives à la
sous-section 1.1.3 pour l’équation de Gross–Pitaevskii, on reconnait le même type de phénomènes
et les travaux de N. Papanicolaou et P. N. Spathis peuvent être considérés comme une généralisa-
tion des études de C. A. Jones, S. J. Putterman et P. H. Roberts dans [62, 61]. Cependant, il est
important de remarquer une diﬀérence fondamentale : la courbe de dispersion énergie–moment
pour l’équation de Gross–Pitaevskii tend vers zéro lorsque p → 0 dans les cas de la dimension
deux (voir la ﬁgure 1.2). Un des objectifs principaux du chapitre 5 est précisément d’établir que
la courbe des solutions reste éloignée de l’origine (voir ﬁgure 1.5).
Récemment, F. Lin et J. Wei [74] ont prouvé rigoureusement l’existence de solutions d’éner-
gie ﬁnie de l’équation (OPLLc), pour c petit en dimension deux et trois, par des arguments
perturbatifs. Une autre approche pour montrer l’existence pourrait être de considérer le pro-
blème de minimisation de l’énergie sous la contrainte du moment ﬁxé, comme on en discutera à
la sous-section suivante.
1.3 Étude des ondes progressives de l’équation de Landau–Lifshitz
planaire
Dans le reste de cette introduction nous considérons le problème des ondes progressives pour
l’équation de Landau–Lifshitz à anisotropie planaire, c.-à-d. les solutions de l’équation (OPLLc).
On note que toute constante dans S1×{0} vériﬁe (OPLLc), nous les appellerons les solutions
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triviales de (OPLLc). De plus, on s’intéresse à des solutions d’énergie ﬁnie
E(v) =
1
2
∫
RN
|∇v|2 + 1
2
∫
RN
v23 < +∞,
donc l’espace naturel associé est
E(RN ) = {v ∈ L1loc(RN ,R3) : ∇v ∈ L2(RN ), v3 ∈ L2(RN ), |v| = 1 p.p. sur RN}.
On remarque que dans le cas N = 1, l’équation (OPLLc) est complètement intégrable et que
l’on peut calculer les solutions d’énergie ﬁnie explicitement de la forme suivante :
Proposition 24 ([79, 81, 91]). Soient N = 1, c ≥ 0 et u ∈ E(R) une solution de (OPLLc).
(i) Si c ≥ 1, alors u est constante.
(ii) Si 0 ≤ c < 1, alors u est soit constante dans S1 × {0}, soit égale (à translation de u et à
rotation complexe de uˇ ≡ u1 + iu2 près) à la fonction
u1 = c sech(
√
1− c2 x), u2 = tanh(
√
1− c2 x), u3 = ±
√
1− c2 sech(
√
1− c2 x).
De plus, si 0 < c < 1, on a les relations suivantes entre l’énergie E, le moment p et la
vitesse c :
E(u) = 2
√
1− c2, E(p) = 2 sin
(p
2
)
et
dE
dp
= cos(p) = c.
p
E
E = p
π
2
Figure 1.6 – Courbe de l’énergie E en fonction du moment p dans le cas de la dimension un.
La ﬁgure 1.6 montre l’énergie comme fonction du moment. En particulier, on note qu’il
existe des solutions d’énergie petite, mais qu’il y a une valeur maximale pour l’énergie et pour
le moment, aﬁn d’avoir des solutions non triviales.
1.3.1 Le moment et la courbe minimisante en dimension deux
Le moment vectoriel (en dimension deux) P = (P1, P2) est donné par
P1(v) = −
∫
R2
x2w(v), P2 =
∫
R2
x1w(v), (1.45)
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qui, au moins formellement, est conservé par le ﬂot des solutions de l’équation (1.35). Cependant
P n’est pas bien déﬁni dans E(R2), puisque l’application
v ∈ E(R2)→ x2w(v) ∈ R
n’est pas nécessairement intégrable. Par contre, si on suppose qu’il existe R ≡ R(u) tel que l’on
a le relèvement
vˇ ≡ v1 + iv2 = ̺eiθ, sur B(0, R)c, (1.46)
où ̺ ≡
√
v21 + v
2
2 =
√
1− v23 et ̺, θ ∈ H˙1(B(0, R)c), il en découle que la vorticité est donnée par
w(v) = − rot(v3∇θ),
où rot(f1, f2) = ∂1f2− ∂2f1. Si on admet que le relèvement est valable sur tout R2, en intégrant
formellement par parties, on déduit que
P1(v) =
∫
R2
v3∂1θ, P2(v) =
∫
R2
v3∂1θ. (1.47)
D’autre part, pour j ∈ {1, 2},
|v3∂jθ| ≤ |v3||1− v
2
3 |
1
2 |∂jθ|
(1− ‖v3‖2L∞(R2))1/2
≤ e(v)
(1− ‖v3‖2L∞(R2))1/2
,
où e(v) est la densité d’énergie
e(v) ≡ 1
2
(|∇v|2 + v23) =
1
2
( |∇v3|2
1− v23
+
(
1− v23
)|∇θ|2 + v23).
On en déduit alors que l’expression pour le moment donné par (1.47) est bien déﬁnie lorsque
la fonction a un relèvement global. Cependant l’existence de ce relèvement est une question de
nature topologique. Cette question est en fait liée au degré S1 de l’application
vˇ
|vˇ| : ∂B(0, R)→ S
1,
lorsque vˇ/|vˇ| est bien déﬁni. On remarque que ces types de problèmes ressemblent à ceux que
l’on a déjà rencontrés dans l’étude des ondes progressives pour l’équation de Gross–Pitaevskii
(voir [7, 77, 10, 31]). Pour pallier à cet inconvénient, nous considérons l’espace
E˜(R2) = {v ∈ E(R2) : ∃R ≥ 0 t.q. ‖v3‖L∞(B(0,R))c) < 1}.
et comme on le montrera au chapitre 5, pour tout v ∈ E˜(R2), il existe R ≡ R(v) tel que l’on a le
relèvement (1.46). De plus, on peut donner une notion de moment généralisé valable pour tout
v ∈ E˜(R2). D’autre part, on verra que toute solution de (OPLLc) dans E(R2) appartient aussi à
E˜(R2), cette déﬁnition sera alors suﬃsamment générale pour énoncer nos résultats.
Une diﬃculté supplémentaire de la déﬁnition du moment est sa non invariance par translation.
En fait, en utilisant la fonction de translation τa déﬁnie par
τaf(·) = f(· − a), a = (a1, a2) ∈ R2,
on a pour p ≡ P1
p(τau) = p(u)− 4πa2d(u).
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Cependant, les ondes progressives trouvées par N. Papanicolaou et P. N. Spathis dans [83] sont
de degré zéro (d(u) = 0), donc on pourrait se restreindre à ce type de solutions.
En outre, au moins formellement, une méthode possible pour construire une solution u ∈
E(R2) pour (OPLLc), avec un moment prescrit p(u) ≡ P1(u) = p, est de considérer le problème
de minimisation
inf
{
E(v) : v ∈ E˜(R2), p(v) = p}.
Néanmoins, de façon similaire a (1.40), on a que
inf
{
E(v) : v ∈ E˜(R2), d(v) 6= 0} = 4π, (1.48)
ce qui montre que des solutions avec grande énergie ne pourraient être obtenues en considérant
des fonctions de degré non nul. Pour ces raisons, on étudiera la courbe minimisante
E0min(p) = inf
{
E(v) : v ∈ E˜(R2), p(v) = p, d(v) = 0}.
Au chapitre 5, on montrera les résultats suivants.
Théorème 25. La fonction p→ E0min(p) est concave, croissante et Lipschitz continue. De plus,
|E0min(p) −E0min(q)| ≤ |p− q|,
pour tout p, q > 0. En particulier
E0min(p) ≤ p, pour tout p > 0,
et l’application Ξ(p) := p→ p−E0min(p) est continue, convexe et croissante sur R+. En particu-
lier, il existe p0 ≥ 0 tel que Ξ(p) = 0, pour tout p ≤ p0. De plus, si 0 < p < p0, alors E0min(p) = p
et l’infimum n’est pas atteint.
Proposition 26. Soit p > 0. Supposons que E0min(p) est atteint pour une fonction up. Alors up
est une solution régulière de l’équation (OPLLc) à vitesse c = c(up) qui vérifie
0 ≤ d
+
dp
(
E0min(p)
) ≤ c(up) ≤ d−
dp
(
E0min(p)
) ≤ 1,
où d+/dp et d−/dp désignent les dérivées latérales.
Le théorème 25 et la proposition 26 concordent parfaitement avec les résultats dans [83] et
la ﬁgure 1.5. Ainsi, ils sont un premier pas pour essayer d’établir l’existence d’ondes progressives
de manière variationnelle. Un de nos résultats principaux (voir théorème 31) a pour conséquence
le théorème 32 qui établit que la courbe minimisante n’atteint pas son inﬁmum proche de p = 0.
Cela justiﬁe que la courbe des solutions de la ﬁgure 1.5 est loin de l’origine, une diﬀérence très
importante par rapport aux solutions de l’équation de Gross–Pitaevskii en dimension deux † (voir
ﬁgure 1.2).
†. mais très similaire à la situation rencontrée en dimension supérieure à trois
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1.3.2 Remarques sur la régularité
Dans l’étude des propriétés générales de l’équation (OPLLc), le premier problème est la
régularité des solutions d’énergie ﬁnie. À première vue, on note que l’équation de Landau–
Lifshitz est beaucoup moins régularisante que l’équation de Gross–Pitaevskii. De plus, le terme
en gradient carré dans l’équation (OPLLc) nous empêche d’invoquer les estimations habituelles
de régularité elliptique. Toutefois, certains éléments de la théorie des applications harmoniques
(voir par exemple [58]) peuvent être adaptés pour traiter cette équation en dimension deux et
obtenir le résultat suivant :
Proposition 27. Soient c ≥ 0 et u ∈ E(R2) une solution de (OPLLc). Alors u ∈ C∞(R2)∩E˜(R2).
De plus, il existe des constantes ε0 > 0 et K(ε0) > 0 telles que si E(u) ≤ ε0, alors
‖u3‖L∞(R2) + ‖∇u‖2L∞(R2) ≤ K(ε0)(1 + c)E(u)1/2.
Cependant en dimension supérieure ou égale à trois, la question de la régularité est beaucoup
plus diﬃcile. Par exemple, si l’on considère l’équation des applications harmoniques
−∆v = |∇v|2v, dans B(0, 1) ⊂ RN , v ∈ S2, (1.49)
on trouve que pour N = 3 la fonction v(x) = x/|x| ∈ S2 est une solution d’énergie ﬁnie dis-
continue à l’origine. De plus, T. Rivière [90] a construit des solutions d’énergie ﬁnie de (1.49)
presque partout discontinues, pour tout N ≥ 3. Pour cette raison, pour établir nos résultats en
dimension N ≥ 3, on supposera que les solutions appartiennent à l’ensemble E(RN ) ∩ UC(RN),
où UC(RN) dénote l’ensemble de fonctions uniformément continues. Sous cette hypothèse, un
résultat classique (voir [16, 69, 64, 80]) implique que u est en fait régulière. Plus précisément, on
peut établir que :
Lemme 28. Soient N ≥ 3, c ≥ 0 et u ∈ E(RN ) ∩ UC(RN) une solution de (OPLLc). Donc
u ∈ C∞(RN ) ∩ E˜(RN ). De plus, si N ∈ {3, 4} et c ∈ [0, 1], il existe ε0,K, α > 0, indépendants
de u et c, tel que si E(u) ≤ ε0, alors
‖u3‖L∞(RN ) + ‖∇u‖L∞(RN ) ≤ KE(u)α.
On remarque que la proposition 27 et le lemme 28 constituent une étape préliminaire vers la
preuve des résultats de non existence énoncés à la sous-section suivante.
1.3.3 Résultats de non existence et comportement à l’infini
Notre résultat principal est dans le même esprit que le théorème 18. Plus précisément, on
montre l’existence d’une borne inférieure pour l’énergie en dimension N ≥ 2, ce qui implique la
non existence d’ondes progressives non triviales d’énergie petite.
Théorème 29. Soit N ∈ {3, 4}. Il existe une constante µ > 0 telle que, pour toute solution non
triviale u ∈ E(R2) ∩ UC(R2) de (OPLLc) avec c ∈ (0, 1], on a
E(u) ≥ µ.
En particulier, il n’existe pas de solution non triviale d’énergie petite de (OPLLc) de vitesse
c ∈ (0, 1].
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Comme il a été remarqué dans [56], en dimension deux il n’y a pas d’onde progressive régulière
d’énergie ﬁnie de vitesse c = 0. Plus généralement, on a la proposition suivante pour les ondes
statiques.
Proposition 30. Soient N ≥ 2 et u ∈ E(RN ) une solution de (OPLLc) avec c = 0. On admet
aussi que u ∈ UC(RN) si N ≥ 3. Alors u est une solution triviale.
Dans le cas de la dimension deux, le problème de la non existence est plus délicat et pour
l’établir on a besoin que l’énergie soit petite et inférieure ou égale au moment.
Théorème 31. Soit M ≥ 0. Il existe une constante κM > 0 telle que pour toute solution non
triviale u ∈ E(R2) de (OPLLc), avec c ∈ (0, 1) et satisfaisant E(u) ≤ p(u) +M(1− c2), on a
E(u) ≥ κM .
En particulier, en prenant M = 0, on déduit qu’il n’existe pas de solution non triviale de (OPLLc)
de vitesse c ∈ (0, 1) telle que son énergie soit petite et inférieure ou égale à son moment.
Bien que la condition E(u) ≤ p(u) restreigne l’ensemble des solutions pour lequel le théorème
précèdent est valable, il est suﬃsant pour établir le théorème suivant qui établit la non existence
de solutions minimisantes données par la courbe E0min(p).
Théorème 32. Soit κ0 > 0 la constante donnée par le théorème 31 avec M = 0. Alors pour tout
p ∈ (0, κ0), l’infimum du problème de minimisation associé à E0min(p) n’est pas atteint.
Par ailleurs, même si on ne peut pas montrer que la condition E(u) ≤ p(u) +M(1 − c2) est
toujours satisfaite, en général on a l’estimation à priori suivante :
Proposition 33. Soient c ∈ (0, 1) et u ∈ E(R2) une solution de (OPLLc). Alors pour tout ε > 0,
il existe ε¯ > 0 tel que si E(u) ≤ ε¯, on a
E(u) ≤ (1 + ε)p(u).
Un des points clé dans notre étude de l’équation de Landau–Lifshitz est le fait que si
‖u3‖L∞(RN ) < 1, alors u3 satisfait l’équation
∆2u3 −∆u3 + c2∂1,1u3 = −∆F + c∂1(divG), (1.50)
où G = (G1, . . . GN ) := u1∇u2 − u2∇u1 et F = 2e(u)u3 + cG1. Dans le cas général on peut
établir une équation similaire en introduisant une fonction de troncature. On note que l’opérateur
diﬀérentiel
∆2 −∆+ c2∂1,1
est elliptique si et seulement si c ≤ 1, ce qui montre que la valeur c = 1 est critique pour
l’équation (OPLLc).
Comme on le détaillera au chapitre 5, à partir de (1.50) on obtient
u3 = Lc ∗ F − c
N∑
j=1
Lc,j ∗Gj ,
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où
L̂c = |ξ|
2
|ξ|4 + |ξ|2 − c2ξ21
, L̂c,j = ξ1ξj|ξ|4 + |ξ|2 − c2ξ21
. (1.51)
Une identité similaire est vériﬁée par ∇θ. En utilisant ces équations, les arguments donnés dans
[15, 28, 48, 51] nous permettent d’obtenir une décroissance algébrique pour les solutions de vitesse
c ∈ (0, 1).
En outre, puisque les noyaux dans (1.51) sont les mêmes que ceux qui apparaissent dans
l’étude de l’équation de Gross–Pitaevskii, à condition de prouver une certaine décroissance algé-
brique des solutions de (OPLLc) (voir corollaire 5.7.2), on peut appliquer la théorie développée
dans [48] et conclure la proposition suivante.
Proposition 34. Soient N ≥ 3, c ∈ (0, 1) et u ∈ E(RN ) une solution de (OPLLc). On admet
aussi que u ∈ UC(RN ) si N ≥ 3. Alors il existe R(u) > 0 tel que
|u3(x)|+ |∇θ(x)|+ |∇uˇ(x)| ≤ K(c, u)
1 + |x|N ,
|∇u3(x)|+ |D2θ(x)|+ |D2uˇ(x)| ≤ K(c, u)
1 + |x|N+1 ,
|D2u3(x)| ≤ K(c, u)
1 + |x|N+2 ,
pour tout x ∈ B(0, R(u))c.
Finalement, en utilisant ces estimations et les arguments [51], on peut calculer précisément
la limite à l’inﬁni de ces solutions comme suit.
Théorème 35. Soient N ≥ 2, c ∈ (0, 1) et u ∈ E(RN ) une solution de (OPLLc). On admet
aussi que u ∈ UC(RN ) si N ≥ 3. Alors il existe une constante λ∞ ∈ C et deux fonctions
uˇ∞, u3,∞ ∈ C(SN−1;R) telles que
|x|N−1(uˇ(x)− λ∞)− iλ∞uˇ∞
(
x
|x|
)
→ 0,
|x|Nu3(x)− u3,∞
(
x
|x|
)
→ 0,
uniformément lorsque |x| → ∞. De plus, en supposant sans perte de généralité que λ∞ = 1, on
a
uˇ∞(σ) =
ασ1
(1− c2 + c2σ21)
N
2
+
N∑
j=2
βjσj
(1− c2 + c2σ21)
N
2
,
u3,∞(σ) = αc
(
1
(1− c2 + c2σ21)
N
2
− Nσ
2
1
(1− c2 + c2σ21)
N+2
2
)
−Nc
N∑
j=2
βj
σ1σj
(1 − c2 + c2σ21)
N+2
2
,
pour tout σ = (σ1, . . . , σN ) ∈ SN−1, où
α =
Γ
(
N
2
)
2π
N
2
(1− c2)N−32
(
2c
∫
RN
e(u)u3 dx− (1− c2)
∫
RN
G1(x) dx
)
,
βj = −
Γ
(
N
2
)
2π
N
2
(1− c2)N−12
∫
RN
Gj(x) dx.
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Chapter 2
Nonexistence for travelling waves with
small energy for the Gross–Pitaevskii
equation in dimension N ≥ 3
Abstract
We prove that the Ginzburg–Landau energy of non-constant travelling waves of the Gross–
Pitaevskii equation has a lower positive bound, depending only on the dimension, in any dimen-
sion larger or equal to three. In particular, we conclude that there are no nonconstant travelling
waves with small energy.
Résumé
Non existence pour les ondes progressives d’énergie petite pour l’équation de
Gross–Pitaevskii en dimension N ≥ 3. On démontre que l’énergie de Ginzburg–Landau
des ondes progressives non constantes de l’équation de Gross–Pitaevskii est bornée inférieurement
par une constante positive qui ne dépend que de la dimension, pour toute dimension supérieure
ou égale à trois. En particulier, on en déduit qu’il n’existe pas d’onde progressive non constante
d’énergie petite.
2.1 Version française abrégée
On s’intéresse aux ondes progressives non constantes d’énergie ﬁnie pour l’équation de Gross-
Pitaevskii
i∂tΨ = ∆Ψ+Ψ(1− |Ψ|2) dans RN ×R,
en dimension N ≥ 3. Les ondes progressives pour cette équation sont des solutions de la forme
Ψ(x, t) = v(x1 − ct, x⊥), x⊥ = (x2, . . . , xN ),
où la fonction v vériﬁe l’équation
ic∂1v +∆v + v(1− |v|2) = 0 dans RN . (2.1.1)
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Grâce aux résultats de Gravejat [47], on peut supposer que la vitesse c de l’onde progressive
est telle que 0 < c ≤ √2. Le Hamiltonien associé à (2.1.1) est l’énergie de Ginzburg-Landau
donnée par
E(v) =
1
2
∫
RN
|∇v|2 + 1
4
∫
RN
(1− |v|2)2.
Tarquini a montré dans [99] l’existence d’une valeur minimale E(N, c) pour l’énergie de
Ginzburg-Landau des ondes progressives, qui ne dépend que de la dimension N et de la vitesse
c, ce qui implique que les seules solutions possibles de (2.1.1) de vitesse c avec une énergie plus
petite que E(N, c) sont les constantes. Béthuel, Gravejat et Saut [8] ont amélioré ce résultat en
dimension trois, en démontrant qu’il existe une énergie minimale E¯ indépendante de c. Dans cet
article on montre qu’il est possible d’étendre ce dernier résultat pour toute dimension N ≥ 3.
Plus précisément,
Théorème 2.1.1. Soit N ≥ 3. Il existe une constante positive E(N), qui ne dépend que de N ,
telle que pour toute solution non constante v de (2.1.1), on ait
E(v) ≥ E(N).
En particulier, il n’existe pas de solution non constante pour (2.1.1) d’énergie petite.
2.2 Introduction
The Gross–Pitaevskii equation
i∂tΨ = ∆Ψ+Ψ(1− |Ψ|2) on RN × R,
whose Hamiltonian is the Ginzburg–Landau energy given by
E(v) =
1
2
∫
RN
|∇Ψ|2 + 1
4
∫
RN
(1− |Ψ|2)2,
appears as a relevant model in several areas of physics: superﬂuidity, superconductivity, nonlinear
optics and the Bose-Einstein condensation (see e.g. [52, 62, 61, 86]). In this work, we investigate
the energy of travelling waves to this equation, i.e. solutions of the form
Ψ(x, t) = v(x1 − ct, x⊥), x⊥ = (x2, . . . , xN ).
Here, the parameter c ∈ R corresponds to the speed of the travelling waves. Using complex
conjugation, we may restrict to the case c ≥ 0. The equation for the proﬁle v is given by
ic∂1v +∆v + v(1− |v|2) = 0 on RN . (2.2.1)
2.3 Main result
A result of Tarquini [99] states that there exists a minimal value E(N, c) for the Ginzburg-
Landau energy of travelling waves, depending only on N and c. This lower bound for the energy
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functional implies that nonconstant ﬁnite energy solutions of (2.2.1) of suﬃciently small energy,
with respect to their speed, are excluded in dimension N ≥ 2. Furthermore
E(N, c)→ 0 as c→
√
2.
This result has been recently improved by Béthuel, Gravejat and Saut [8] in dimension three,
proving that there exists some universal positive bound for the energy functional for nonconstant
travelling waves.
Our aim is to extend the result of Béthuel, Gravejat and Saut [8] in any dimension larger than
three, and therefore also to improve the nonexistence theorem of Tarquini [99]. More precisely,
our main result is
Theorem 2.3.1. Let N ≥ 3. There exists some positive constant E(N), depending only on N,
such that any nonconstant finite energy solution v of (2.2.1) satisfies
E(v) ≥ E(N).
In particular, there are no nonconstant solutions of (2.2.1) with small energy.
2.4 Proof of main result
In dimension N ≥ 3, it follows from [47] that the speed of nonconstant ﬁnite energy solutions
of (2.2.1) satisfy 0 < c ≤ √2. From Lemma 3 in [99], we deduce that
‖1− |v|2‖L∞(RN ) ≤ K(N)E(v)
1
2(N+1) ,
where K(N) is a positive constant, depending only on N . Therefore, choosing a possibly smaller
constant E(N), we may assume that v satisﬁes
inf{|v(x)|, x ∈ RN} ≥ 1
2
. (2.4.1)
We recall that v is a smooth function (see e.g. [35]), and then in view of (2.4.1), v may be
expressed as v = ρeiϕ, where ρ and ϕ are scalar functions, and ϕ is deﬁned modulo a multiple
of 2π. Deﬁning also the quantity η = 1− ρ2, we have
∆2η − 2∆η + c2∂21η = −2∆(|∇v|2 + η2 − cη∂1ϕ)− 2c∂1 div(η∇ϕ). (2.4.2)
Applying the Fourier transform to (2.4.2), we obtain
η̂(ξ) = Lc(ξ)F̂ (ξ), (2.4.3)
where
F̂ (ξ) = 2R̂0(ξ)− 2c
N∑
j=2
ξ2j
|ξ|2 R̂1(ξ) + 2c
N∑
j=2
ξ1ξj
|ξ|2 R̂j(ξ), (2.4.4)
R0 = |∇v|2 + η2, Rj = η∂jϕ, j ∈ {1, . . . , N}, and
Lc(ξ) =
|ξ|2
|ξ|4 + 2|ξ|2 − c2ξ21
. (2.4.5)
Now we recall two results of Béthuel, Gravejat and Saut. The ﬁrst one corresponds to Lemma
2.9 in [8], and the second one is an immediate extension to RN of some part of the argument
used in Lemma 2.15 (see inequality (2.65) in [8]).
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Lemma 2.4.1. Let v be a nonconstant finite energy solution to (2.2.1) satisfying (2.4.1). Then,
E(v) ≤ 7c2‖η‖2L2(RN ).
Lemma 2.4.2. For any 1 < q <∞, there exists a positive constant K(N, q), depending only on
N and q, such that
‖F‖Lq(RN ) ≤ K(N, q)E(v)
1
q .
We denote Lc the operator given by
L̂c(f) = Lcf̂ , ∀f ∈ S(RN ).
We recall that in the case that there exists a constant K such that
‖Lc(f)‖Lq(RN ) ≤ K‖f‖Lp(RN ),
Lc is called a Fourier multiplier from Lp to Lq. We notice that identity (2.4.3) implies that η
is the value of the multiplier operator associated to Lc, evaluated in the function F given by
(2.4.4), that is
Lc(F ) = η. (2.4.6)
In order to complete the proof of Theorem 2.3.1, we need the following lemma, whose proof
we postpone to the next section.
Lemma 2.4.3. Let c ∈ (0,√2]. For any 22N−1 ≤ α ≤ 2N and 11−α < q <∞, Lc given by (2.4.5)
is a Fourier multiplier from Lp to Lq, with 1p =
1
q + α. More precisely, there exists a positive
constant K(N,α, q), depending only on N , α and q, such that
‖Lc(f)‖Lq(RN ) ≤ K(N,α, q)‖f‖Lp(RN ), ∀f ∈ Lp(RN ). (2.4.7)
In view of (2.4.6), applying Lemma 2.4.3, with
α =
2
2N − 1 and q = 2,
we deduce that there exists a positive constant K(N), depending only on N , such that
‖η‖L2(RN ) ≤ K(N)‖F‖
L
2(2N−1)
2N+3 (RN )
. (2.4.8)
Combining Lemma 2.4.1, Lemma 2.4.2 and (2.4.8), we conclude that
E(v) ≤ 7c2‖η‖2L2(RN ) ≤ 7c2K(N)E(v)
2N+3
2N−1 . (2.4.9)
Since c ∈ (0,√2], inequality (2.4.9) implies that E(v) ≥ (14K(N)) 1−2N4 , which ﬁnishes the proof
of Theorem 2.3.1.
34
2.5. Proof of Lemma 2.4.3
2.5 Proof of Lemma 2.4.3
Here we use the standard multi-index notation, i.e. if k = (k1, . . . , kN ) ∈ NN , ξ = (ξ1, . . . , ξN ) ∈
RN then Dk = ∂k1ξ1 · · · ∂
kN
ξN
, |k| =∑Nj=1 kj and ξk =∏Nj=1 ξkjj .
Lemma 2.5.1. Let c ∈ (0,√2]. For any k = (k1, . . . , kN ) ∈ {0, 1}N , m = |k|, 1 ≤ m ≤ N , Lc
is a smooth function on RN\{0} and
DkLc(ξ) =
ξk
(|ξ|4 + 2|ξ|2 − c2ξ21)m+1
Pm,c(|ξ|2, ξ21), (2.5.1)
where Pm,c is a two-variable polynomial of degree m+ 1. More precisely, for x, y ∈ R,
Pm,c(x, y) = γm(c)x
m+1 +
m∑
i,j=0
1≤i+j≤m
γm,i,j(c)x
iyj, (2.5.2)
where {γm,i,j}mi,j=1 and γm are polynomial functions of the variable c. Furthermore, in the case
k1 = 1, setting αm = γm,1,0, βm = γm,0,1 and
λm(c) =
αm(c) + βm(c)
2− c2 ,
we have
αm(c) = (−1)m+122m−1(m− 1)!c2, (2.5.3)
βm(c) = (−1)m+122m−2(m− 1)!c2
(
c2(n− 1)− 2n) , (2.5.4)
λm(c) = (−1)m+122m−2(m− 1)!(m − 1)c2. (2.5.5)
In particular, λm is a well defined and bounded function on (0,
√
2).
Proof. The diﬀerentiability of Lc is immediate. The case m = 1 is checked explicitly, since we
have
∂iLc(ξ) =
2ξi
(|ξ|4 + 2|ξ|2 − c2ξ21)2
(
− |ξ|4 − c2ξ21 + c2δ1,i|ξ|2
)
. (2.5.6)
We ﬁx now m, with 1 < m ≤ N . Let us suppose that (2.5.1) and (2.5.2) are valid for
some 1 ≤ n < m. We take any r = (r1, . . . , rN ) ∈ {0, 1}N such that |r| = n + 1 and deﬁne
j∗ = max{1 ≤ j ≤ N | rj = 1}. Then j∗ > 1, and we consider r˜ = (r˜1, . . . , r˜N ) ∈ {0, 1}N given
by r˜i = rj(1− δi,j∗), i, j ∈ {1, . . . , N}. Therefore, |r˜| = n and we have,
DrLc(ξ) = ∂
1
j∗
(
∂ r˜11 ∂
r˜2
2 . . . ∂
r˜N
N Lc
)
(ξ) =
ξr
(|ξ|4 + 2|ξ|2 − c2ξ21)n+2
Pn+1,c(|ξ|2, ξ21), (2.5.7)
where
Pn+1,c(|ξ|2, ξ21) = 2∂xPn,c(|ξ|2, ξ21)(|ξ|4 + 2|ξ|2 − c2ξ21)− (n+ 1)(4|ξ|2 + 4)Pn,c(|ξ|2, ξ21).
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Using this inductive argument, we conclude the ﬁrst part of the lemma, that is, identities (2.5.1)
and (2.5.2). In order to deduce, in the case k1 = 1, that the coeﬃcients of lower terms are
explicitly given by (2.5.3) and (2.5.4), we use the same inductive argument but we replace the
polynomial expression (2.5.7) by the following one
Pn+1,c(x, y) = γ¯n(c)x
n+2 +
n+1∑
i,j=0
2≤i+j≤n
γ¯n,i,j(c)x
iyj − 4nαn(c)x− (2c2αn(c) + 4(n + 1)βn(c))y,
for some {γ¯n,i,j}ni,j=1, γ¯n, polynomial functions of the variable c. The formulas (2.5.3) and
(2.5.4) allow us to ﬁnish the induction. Finally we notice that identity (2.5.5) is an immediate
consequence of (2.5.3) and (2.5.4).
An important property that follows from identities (2.5.3)-(2.5.5) is that for small values of
ξ, we may compute an explicit bound for Pm,c, that is
Lemma 2.5.2. For any c ∈ [0,√2] and 0 < |ξ| ≤ 1, k = (1, k2, . . . , kN ), m = |k|, we have
|Pm,c(|ξ|2, ξ21)| ≤ K(N)(|ξ|4 + 2|ξ|2 − c2ξ21),
where K(N) is a positive constant depending only on N .
Proof. The only delicate terms of Pm,c to estimate are the ones associated to |ξ|2 and ξ21 , this is
αm(c)|ξ|2 + βm(c)ξ21 . Indeed, the other terms of Pm,c(|ξ|2, ξ21) are easily bounded by K(N)|ξ|4,
for some constant K(N) depending only on N . For example,
|γm,1,1(c)|ξ21 |ξ|2 ≤
1
2
‖γm,1,1‖L∞[0,√2](ξ41 + |ξ|4) ≤ K(N)|ξ|4 ≤ K(N)(|ξ|4 + 2|ξ|2 − c2ξ21),
where we used that the L∞-norm in [0,
√
2] of the functions γm,i,j only depends on the dimension.
Next we derive the bound for αm(c)|ξ|2 + βm(c)ξ21 . Denoting ξ = rσ, where 0 < r ≤ 1 and
σ = (σ1, σ⊥) ∈ SN−1, this is equivalent to prove that
∃K > 0,∀c ∈ [0,
√
2], ∀σ1 ∈ [0, 1], ∀r ∈ (0, 1], |αm(c) + σ21βm(c)| ≤ K(r2 + 2− c2σ21). (2.5.8)
Using the continuity of αm and βm, inequality (2.5.8) automatically follows from
∃K > 0, ∀c ∈ [0,
√
2), ∀ρ ∈ [0, 1], |αm(c) + ρβm(c)| ≤ K(2− c2ρ). (2.5.9)
We shall prove (2.5.9) arguing by contradiction. If (2.5.9) were false, there would exist sequences
Kn →∞, cn ∈ [0,
√
2), cn → c¯ ∈ [0,
√
2], ρn → ρ¯ ∈ [0, 1], (2.5.10)
such that
|αm(cn) + ρnβm(cn)| > Kn(2− c2nρn) ≥ 0. (2.5.11)
In particular,
lim
n→∞
2− c2nρn
|αm(cn) + ρnβm(cn)| = 0. (2.5.12)
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From the continuity of αm and βm, the denominator in (2.5.12) is bounded, so that (2.5.12)
implies c¯2ρ¯ = 2, and hence c¯ =
√
2 and ρ¯ = 1. Setting εn = 1− ρn and sn = εn2−c2n , we write
2− c2nρn
|αm(cn) + ρnβm(cn)| =
1 + snc
2
n
|λm(cn)− snβm(cn)| . (2.5.13)
Passing possibly to a subsequence, sn → s¯, with s¯ ∈ [0,∞]. We note from Lemma 2.5.1 that βm
and λm are bounded functions of c. If s¯ ∈ [0,∞), we take the limit in (2.5.13), so that in view
of (2.5.12), we deduce that s¯ = −12 , which is a contradiction. We may handle the case s¯ =∞ in
a similar way, with the diﬀerence that we ﬁrst divide the numerator and the denominator of the
r.h.s. of (2.5.13) by sn. Then passing to the limit, we deduce that c¯ = 0, which gives us again a
contradiction.
Now we are able to deduce a uniform bound (with respect to the speed) for Lc.
Proposition 2.5.1. Let c ∈ (0,√2] and k = (k1, k2, . . . , kN ) ∈ {0, 1}N , with |k| ≤ N . Then for
any |ξ| ≥ 1,
|DkLc(ξ)| ≤ K(N)|ξ||k|+2 , (2.5.14)
and for any 0 < |ξ| ≤ 1,
|DkLc(ξ)| ≤ K(N)|ξ
k|
(|ξ|4 + 2|ξ|2 − c2ξ21)|k|+1
(
(1− k1)|ξ|2 + k1(|ξ|4 + 2|ξ|2 − c2ξ21)
)
, (2.5.15)
where K(N) is a constant depending only on N .
Proof. From (2.5.1) and (2.5.2), with m = |k|, we conclude that for any |ξ| ≥ 1,
|DkLc(ξ)| ≤ K(N)|ξ|−3m−4|Pm,c(|ξ|2, ξ21)| ≤ K(N)|ξ|−3m−4|ξ|2(m+1),
which proves (2.5.14). To derive (2.5.15), we note that in view of (2.5.1), it is enough to prove
that for any 0 < |ξ| ≤ 1,
|Pm,c(|ξ|2, ξ21)| ≤ K(N)((1 − k1)|ξ|2 + k1(|ξ|4 + 2|ξ|2 − c2ξ21)). (2.5.16)
If k1 = 0, inequality (2.5.16) is trivial. In the case k1 = 1, this bound corresponds exactly to
Lemma 2.5.2.
Proof of Lemma 2.4.3. Firstly, we notice that the condition N ≥ 3 implies 0 < α < 1, so that
the set of valid pairs p ≥ 1 and q ≥ 1 is not empty. From Proposition 2.5.1 we conclude that,
for any |ξ| ≥ 1, k = (k1, . . . , kN ) ∈ {0, 1}N , |k| ≤ N ,
N∏
j=1
|ξj|α+kj
∣∣∣DkLc(ξ)∣∣∣ ≤ K(N)|ξ|2−Nα ≤ K(N), (2.5.17)
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provided that α ≤ 2N , for some constant K(N) depending only on N . On the other hand, if
0 < |ξ| ≤ 1, we set ξ = rσ, with r > 0 and σ = (σ1, σ⊥) ∈ SN−1. Then we have that |ξj| ≤ r|σ⊥|,
for any j ∈ {2, . . . , N}, and also that
|ξ|4 + 2|ξ|2 − c2ξ21 ≥ r2(r2 + 2σ2⊥),
for any c ∈ (0,√2]. From (2.5.15), we conclude that
N∏
j=1
|ξj|α+kj
∣∣∣DkLc(ξ)∣∣∣ ≤ K(N)r2(|k|−k1+1)+αN |σ⊥|α(N−1)+2(|k|−k1)
r2(|k|−k1+1)(r2 + 2σ2⊥)|k|−k1+1
≤ K(N)max{r, |σ⊥|}α(2N−1)−2 ≤ K(N), (2.5.18)
for any k = (k1, . . . , kN ) ∈ {0, 1}N , |k| ≤ N , on condition that α ≥ 22N−1 .
Finally, from (2.5.17) and (2.5.18) we have that for every 22N−1 ≤ α ≤ 2N ,
sup{|ξk1+α1 · · · ξkN+α1 DkLc(ξ)|, ξ ∈ RN\{0}, k ∈ {0, 1}N , |k| ≤ N} ≤ K(N),
and therefore Lemma 2.4.3 is now an immediate consequence of Lizorkin’s multiplier theorem
(see e.g. [75] and Theorem A.1).
2.6 Appendix: Fourier multipliers and the Lizorkin theorem
In this appendix we recall some facts of Fourier multipliers and we give a sketch of the proof
of the Lizorkin theorem.
For m ∈ S′(RN ), we deﬁne the operator M by
M̂(f) = mf̂, ∀f ∈ S(RN ), (A.1)
where S(RN ) is the Schwartz space and S′(RN ) is the space of tempered distributions. We note
that (A.1) can also be recast in the form of the convolution equation
Mf = g ∗ f, ∀f ∈ S(RN ),
where m = ĝ.
In the case that there exist K > 0 and 1 ≤ p ≤ q ≤ ∞ such that
‖M(f)‖Lq(RN ) ≤ K‖f‖Lp(RN ), ∀f ∈ S(RN ), (A.2)
we say that m is an (Lp, Lq)-multiplier and M is its associated (Lp, Lq)-multiplier operator. If
p = q, we just say Lp-multiplier and Lp-multiplier operator, respectively. We observe that if m is
an (Lp, Lq)-multiplier, with q <∞, then M has a unique bounded extension to Lp(RN ), which
also satisﬁes (A.2). The smallest constant K satisfying (A.2) will be denoted ‖M‖p,q.
For example, in the case p = q = 2, we have that m is an L2-multiplier if and only if
m ∈ L∞(RN ). In fact, if m is an L2-multiplier, then for every f ∈ L2(RN ), Mf ∈ L2(RN ) and
by the Plancherel theorem,
‖mf̂‖L2(RN ) = (2π)
N
2 ‖M(f)‖L2(RN ) ≤ (2π)
N
2 ‖M‖2,2‖f‖L2(RN ) = ‖M‖2,2‖f̂‖L2(RN ).
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Since the Fourier transform is an isomorphism in L2(RN ), we conclude that
‖mf‖L2(RN ) ≤ ‖M‖2,2‖f‖L2(RN ), ∀f ∈ L2(RN ).
Therefore m belongs to L2(RN ), and |m(ξ)| ≤ ‖M‖2,2 a.e. on RN . On the other hand, if
|m(ξ)| ≤ C a.e., by the Plancherel Theorem,
‖M(f)‖L2(RN ) = ‖mf̂‖L2(RN ) ≤ C‖f̂‖L2(RN ) = C‖f‖L2(RN )
By deﬁnition, this means that ‖M‖2,2 ≤ C.
As an example of multiplier, we consider the function
m(ξ) =
ξiξj
|ξ|2 , ∀ξ ∈ R
N \ {0}. (A.3)
From the Riesz potential theory (see e.g. [98]), we have that m is an Lp-multiplier, for any
1 < p <∞. This result can also be deduced from following theorem due to Lizorkin.
Theorem A.1 ([75, 76]). Let m ∈ CN (RN \{0}), 1 < p ≤ q <∞ and suppose that exists M > 0
such that
sup{|ξk1+α1 · · · ξkN+αN Dkm(ξ)| : ξ ∈ RN \ {0}, k ∈ {0, 1}N} ≤M, (A.4)
where α = 1p − 1q . Then m is an (Lp, Lq)-multiplier. Moreover, there exists a constant K > 0,
depending only on N, p and q, such that
‖M‖p,q ≤ KM.
For the sake of completeness, we give the sketch of the proof given in [75] and [76].
Proof. The basic idea is to decompose m in dyadic regions and then express m as the integral
of a potential in each one. For this representation, we ﬁnally prove that m is a multiplier in
adequate spaces.
Let us ﬁrst recall some elementary facts. Given f ∈ C∞0 (RN ) and n = (n1, . . . , nN ) ∈ ZN we
set
Un = {ξ ∈ RN | 2nj < |ξ| ≤ 2nj+1, j = 1, . . . , N}.
Then
f =
∑
n∈ZN
fn,
where
fn(x) = F−1(1n f̂). (A.5)
Here F−1 denotes the inverse of the Fourier transform and 1n is the characteristic function of
the set Un. For 1 < p < ∞, we deﬁne the space Lp2(RN ) as the closure of compact supported
functions with respect to the norm
‖f‖Lp2(RN ) =
∫
RN
∑
n∈ZN
f2n(x)

p
2
dx

1
p
.
We recall that Lp2(R
N ) is a Banach space and that by the Littlewood-Paley theorem (Theorem A.2
below), it coincides with the space Lp(RN ), with equivalence of norms.
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Theorem A.2 ([94]). Let 1 < p < ∞ and f ∈ Lp(RN ). Then there exist constants c1 and c2,
independent of f , such that
c1‖f‖Lp(RN ) ≤ ‖f‖Lp2(RN ) ≤ c2‖f‖Lp(RN ).
Going back to the prove of Theorem A.1, the ﬁrst step is to decompose the operator M as
M = A3A2A1, acting according to the following scheme
Lp(RN )
A1−→ Lp2(RN )
A2−→ Lq2(RN ),
A3−→ Lq(RN )
where for all n ∈ ZN ,
(A1(f))n = F−1(f̂1n), .
(A2(g))n = F−1(mĝn1n),
for all g ≡ (gn)n∈ZN ∈ Lp2(RN ), and
A3(g) = F−1
∑
n∈ZN
ĝn
 .
The map A1 is bounded by Theorem A.2. We also have that A1(Lp(RN )) is a subspace of
Lp2(R
N ) and it contains the functions (gn)n∈ZN for which ĝn vanishes outside Un. We also notice
that Theorem A.2 implies the continuity of the map A3 : A2A1(Lp(RN )) → Lq(RN ). To prove
the continuity of A2, we assume for simplicity that p < q. We will give several lemmas proved
in [75] that yield the conclusion and we only give some remarks about their proofs.
Lemma A.3. For any n ∈ ZN , there exists a bounded variation function ρn such that
mn(ξ) ≡ m(ξ)1n(ξ) =
∫ ξ1
−∞
· · ·
∫ ξN
−∞
ρn(η)dη
(ξ1 − η1)α · · · (ξN − ηN )α , (A.6)
and
var
ξ∈RN
ρn(ξ) =
∫
RN
|ρ′n(ξ)|dξ ≤ cM, (A.7)
for some constant c > 0, independent of m, n and M .
Proof idea. The integral equation (A.6) can be explicitly solved using the Fourier transform,
resulting
ρn = c
 N∏
j=1
1
ξ1−αj
 ∗ ∂ξ1...ξNmn,
where the last derivate is considered in a distributional sense. From here, using (A.4), it is
straightforward to verify (A.7).
Now we explain how to obtain the bounds for some intermediate multipliers.
Lemma A.4. Let 1 < p < q <∞. Then
Iα(f)(x) =
∫
RN
f(y)
N∏
j=1
1
|xj − yj|1−α dy
is an (Lp, Lq)-multiplier operator.
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Proof. The case N = 1 is the Hardy–Littlewood–Sobolev theorem (see e.g. [98]). The general
case follows from an inductive argument.
In terms of the Fourier transform, the operator Iα can be expressed as
Îαf(ξ) = c(N,α)
N∏
j=1
1
|ξj |α f̂(ξ), ∀f ∈ S(R
N ).
Similarly, for η = (η1, . . . , ηN ) ∈ RN , we consider the operator Jα,η given by
Ĵα,ηf(ξ) = (ξ − η)−α+ f̂(ξ), ∀f ∈ S(RN ),
where (·)+ is the function x+ = max{0, x}, ∀x ∈ R. Then we have
Lemma A.5. Let 1 < p < q < ∞, α = 1p − 1q , η ∈ RN and f ∈ Lp(RN ). Then Jα,η is an
(Lp, Lq)-multiplier operator.
Now we return to the terms of type (A.6).
Lemma A.6. Let 1 < p < q <∞ and
m(ξ) =
∫ ξ1
−∞
· · ·
∫ ξN
−∞
ρ(η)dη
(ξ1 − η1)α+ · · · (ξN − ηN )α+
, (A.8)
where ρ is a bounded variation function, with
var
ξ∈RN
ρ(ξ) =
∫
RN
|ρ(η)|dη ≤M, (A.9)
then m is an-(Lp, Lq) multiplier. Moreover the respective multiplier operator M satisfies
‖M‖p,q ≤ cM,
for some constant c > 0 independent of M .
Proof. From the deﬁnition of M,
Mf(x) = 1
(2π)N
∫
RN
m(ξ)f̂(ξ)eix·ξdξ
=
1
(2π)N
∫
RN
(∫
RN
(ξ − η)−α+ ρ(η)dη
)
f̂(ξ)eix·ξdξ
=
1
(2π)N
∫
RN
(∫
RN
(ξ − η)−α+ f̂(ξ)eix·ξdξ
)
ρ(η)dη
=
∫
RN
Jα,η(f)(x)ρ(η)dη.
Then, using the Minkowski inequality, we have
‖Mf‖Lq(RN ) ≤
∫
RN
‖Jα,η(f)‖Lq(RN )|ρ(η)|dη,
so that, by Lemma A.5 and (A.9),
‖Mf‖Lq(RN ) ≤M‖Jα,η‖p,q‖f‖Lp(RN ),
which ﬁnishes the proof.
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In the case of a function f = (fn)n∈ZN in L
p
2(R
N ), the Fourier transform is understood in the
sense
f̂ = (f̂n)n∈ZN ,
and the convolution with a distribution h ∈ S′(RN ) as
h ∗ f = (h ∗ fn)n∈ZN .
In this manner,
ĥ ∗ f = ĥ̂f = (ĥf̂n)n∈ZN .
and hence it is possible to give an Lp2 − Lq2 version of Lemma A.6. Furthermore, it could be
extended to a family of multipliers given by a family of bounded variation functions.
Lemma A.7. Let 1 < p < q <∞ and
mn(ξ) =
∫ ξ1
−∞
· · ·
∫ ξN
−∞
ρn(η)dη
(ξ1 − η1)α+ · · · (ξN − ηN )α+
, n ∈ ZN ,
where ρn are bounded variation functions satisfying
sup
n∈ZN
var
ξ∈RN
ρn(ξ) ≤M.
Then mn is an (L
p
2, L
q
2)-multiplier, in the sense that the operator Mn defined by
M̂n(f) = mf̂, ∀f ∈ Lp2(RN )
satisfies
‖Mn(f )‖Lq2(RN ) ≤ cM ∀f ∈ L
p
2(R
N ).
From Lemmas A.3 and A.7, we conclude that A2 is continous and then the proof of Theo-
rem A.1 is completed.
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Abstract
We study the Gross-Pitaevskii equation involving a nonlocal interaction potential. Our aim is
to give sufficient conditions that cover a variety of nonlocal interactions such that the associated
Cauchy problem is globally well-posed with non-zero boundary condition at infinity, in any di-
mension. We focus on even potentials that are positive definite or positive tempered distributions.
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3.1 Introduction
3.1.1 The problem
In order to describe the kinetic of a weakly interacting Bose gas of bosons of mass m, Gross
[52] and Pitaevskii [86] derived in the Hartree approximation, that the wavefunction Ψ governing
the condensate satisﬁes
i~∂tΨ(x, t) = − ~
2
2m
∆Ψ(x, t) + Ψ(x, t)
∫
RN
|Ψ(y, t)|2V (x− y) dy, on RN × R, (3.1.1)
where N is the space dimension and V describes the interaction between bosons. In the most
typical ﬁrst approximation, V is considered as a Dirac delta function, which leads to the standard
local Gross-Pitaevskii equation. This local model with non-vanishing condition at inﬁnity has
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been intensively used, due to its application in various areas of physics, such as superﬂuidity,
nonlinear optics and Bose-Einstein condensation [62, 61, 65, 26]. It seems then natural to analyze
the equation (3.1.1) for more general interactions. Indeed, in the study of superﬂuidity, super-
solids and Bose-Einstein condensation, diﬀerent types of nonlocal potentials have been proposed
[6, 32, 96, 87, 63, 1, 103, 27, 23].
To obtain a dimensionless equation, we take the average energy level per unit mass E0 of a
boson, and we set
ψ(x, t) = exp
(
imE0t
~
)
Ψ(x, t).
Then (3.1.1) turns into
i~∂tψ(x, t) = − ~
2
2m
∆ψ(x, t)−mE0ψ(x, t) + ψ(x, t)
∫
RN
|ψ(y, t)|2V (x− y) dy. (3.1.2)
Deﬁning the rescaling
u(x, t) =
1
λ
√
mE0
(
~√
2m2E0
)N
2
ψ
(
~x√
2m2E0
,
~t
mE0
)
,
from (3.1.2) we deduce that
i∂tu(x, t) + ∆u(x, t) + u(x, t)
(
1− λ2
∫
RN
|u(y, t)|2V(x− y) dy
)
= 0,
with
V(x) = V
(
~x√
2m2E0
)
.
If we assume that the convolution between V and a constant is well-deﬁned and equal to a
positive constant, choosing λ2 = (V ∗ 1)−1, equation (3.1.2) is equivalent to
i∂tu+∆u+ λ
2u(V ∗ (1− |u|2)) = 0 on RN × R. (3.1.3)
More generally, we consider the Cauchy problem for the nonlocal Gross-Pitaevskii equation with
non-zero initial condition at inﬁnity in the form{
i∂tu+∆u+ u(W ∗ (1− |u|2)) = 0 on RN × R,
u(0) = u0,
(NGP)
where
|u0(x)| → 1, as |x| → ∞. (3.1.4)
If W is a real-valued even distribution, (NGP) is a Hamiltonian equation whose energy given
by
E(u(t)) =
1
2
∫
RN
|∇u(t)|2 dx+ 1
4
∫
RN
(W ∗ (1− |u(t)|2))(1 − |u(t)|2) dx
is formally conserved.
In the case that W is the Dirac delta function, (NGP) corresponds to the local Gross-
Pitaevskii equation and the Cauchy problem in this instance has been studied by Béthuel and
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Saut [12], Gérard [41], Gallo [39], among others. As mentioned before, in a more general frame-
work the interaction kernel W could be nonlocal. For example, Shchesnovich and Kraenkel in
[96] consider for ε > 0,
Wε(x) =

1
2πε2
K0
( |x|
ε
)
, N = 2,
1
4πε2|x| exp
(
−|x|
ε
)
, N = 3,
(3.1.5)
where K0 is the modiﬁed Bessel function of second kind (also called MacDonald function). In
this way Wε might be considered as an approximation of the Dirac delta function, since Wε → δ,
as ε → 0, in a distributional sense. Others interesting nonlocal interactions are the soft core
potential
W (x) =
{
1, if |x| < a,
0, otherwise,
(3.1.6)
with a > 0, which is used in [63, 1] to the study of supersolids, and also
W = α1δ + α2K, α1, α2 ∈ R, (3.1.7)
where K is the singular kernel
K(x) =
x21 + x
2
2 − 2x23
|x|5 , x ∈ R
3\{0}. (3.1.8)
The potential (3.1.7)-(3.1.8) models dipolar forces in a quantum gas (see [23], [103]).
3.1.2 Main results
In order to include interactions such as (3.1.7)-(3.1.8), it is appropriate to work in the space
Mp,q(RN ), that is the set of tempered distributions W such that the linear operator f 7→W ∗ f
is bounded from Lp(RN ) to Lq(RN ). We denote by ‖W‖p,q its norm. We will suppose that there
exist
p1, p2, p3, p4, q1, q2, q3, q4, s1, s2 ∈ [1,∞),
with
N
N − 2 > p4,
2N
N − 2 > p2, p3, s1, s2 ≥ 2, 2 ≥ q1 >
2N
N + 2
, q3, q4 >
N
2
if N ≥ 3
and
p2, p3, s1, s2 ≥ 2, 2 ≥ q1 > 1 if 2 ≥ N ≥ 1,
such that 
W ∈ M2,2(RN ) ∩
4⋂
i=1
Mpi,qi(RN ),
1
p3
+
1
q2
=
1
q1
,
1
p1
− 1
p3
=
1
s1
,
1
q1
− 1
q3
=
1
s2
if N ≥ 3.
(WN )
We recall that if p > q, then Mp,q = {0}. Therefore if we suppose that W is not zero, the
numbers above have to satisfy q2, q3 ≥ 2. In addition, the existence of s1, s2 and the relations in
(WN ) imply that
N
N − 2 > p1, q2 >
N
2
,
1
p1
− 1
p3
∈
(
N − 2
2N
,
1
2
]
,
1
q1
− 1
q3
∈
(
N − 2
2N
,
1
2
]
if N ≥ 3.
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Figure 3.1: For N > 4, the picture on the left represents the (1/p, 1/q)-plane, in the sense that
(1/p1, 1/q1) ∈ R1, (1/p2, 1/q2), (1/p3, 1/q3) ∈ R2, (1/p4, 1/q4) ∈ R3. In the picture on the right,
the shaded areas symbolize that (1/q1, 1/q3) ∈ R4 and (1/p1, 1/p3) ∈ R5, for N > 6.
Figure 3.1 schematically shows the location of these numbers in the unit square.
To check the hypothesis (WN ) it is convenient to use some properties of the spacesMp,q(RN ).
For instance, for any 1 < p ≤ q < ∞, Mp,q(RN ) = Mq′,p′(RN ) and for any 1 ≤ p ≤ 2,
M1,1(RN ) ⊆Mp,p(RN ) ⊆M2,2(RN ) ([46]). In Proposition 3.1.3 we give more explicit conditions
to ensure (WN ).
As remarked before, the energy is formally conserved if W is a real-valued even distribution.
We recall that a real-valued distribution is said to be even if
〈W,φ〉 = 〈W, φ˜〉, ∀φ ∈ C∞0 (RN ;R),
where φ˜(x) = φ(−x). However, the conservation of energy is not suﬃcient to study the long
time behavior of the Cauchy problem, because the potential energy is not necessarily nonnegative
and the nonlocal nature of the problem prevents us to obtain pointwise bounds. We are able
to control this term assuming further that W is a positive distribution or supposing that it is a
positive definite distribution. More precisely, we say that W is a positive distribution if
〈W,φ〉 ≥ 0, ∀φ ≥ 0, φ ∈ C∞0 (RN ;R),
and that it is a positive deﬁnite distribution if
〈W,φ ∗ φ˜〉 ≥ 0, φ ∈ C∞0 (RN ;R). (3.1.9)
These type of distributions frequently arise in the physical models (see Subsection 3.1.3). In
particular, the real-valued even positive deﬁnite distributions include a large variety of models
where the interaction between particles is symmetric. In Section 3.2 we state further properties
of this kind of potentials.
As Gallo in [39], we consider the initial data u0 for the problem (NGP) belonging to the
space φ +H1(RN ), with φ a function of ﬁnite energy. More precisely, from now on we assume
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that φ is a complex-valued function that satisﬁes
φ ∈W 1,∞(RN ), ∇φ ∈ H2(RN ) ∩ C(Bc), |φ|2 − 1 ∈ L2(RN ), (3.1.10)
where Bc denotes the complement of some ball B ⊆ RN , so that in particular φ satisﬁes (3.1.4).
Remark 3.1.1. We do not suppose that φ has a limit at inﬁnity. In dimensions N = 1, 2 a
function satisfying (3.1.10) could have complicated oscillations, such as (see [41, 40])
φ(x) = exp(i(ln(2 + |x|)) 14 ), x ∈ R2.
We note that any function verifying (3.1.10) belongs to the Homogeneous Sobolev space
H˙1(RN ) = {ψ ∈ L2loc(RN ) : ∇ψ ∈ L2(RN )}.
In particular, if N ≥ 3 there exists z0 ∈ C with |z0| = 1 such that φ − z0 ∈ L
2N
N−2 (RN ) (see
e.g. Theorem 4.5.9 in [59]). Choosing α ∈ R such that z0 = eiα and since the equation (NGP)
is invariant by a phase change, one can assume that φ − 1 ∈ L 2NN−2 (RN ), but we do not use
explicitly this decay in order to handle at the same time the two-dimensional case.
Our main result concerning the global well-posedness for the Cauchy problem is the following.
Theorem 3.1.2. Let W be a real-valued even distribution satisfying (WN ).
(i) Assume that one of the following is verified
(a) N ≥ 2 and W is a positive definite distribution.
(b) N ≥ 1, W ∈ M1,1(RN ) and W is a positive distribution.
Then the Cauchy problem (NGP) is globally well-posed in φ + H1(RN ). More precisely,
for every w0 ∈ H1(RN ) there exists a unique w ∈ C(R,H1(RN )), for which φ + w solves
(NGP) with the initial condition u0 = φ+ w0 and for any bounded closed interval I ⊂ R,
the flow map w0 ∈ H1(RN ) 7→ w ∈ C(I,H1(RN )) is continuous. Furthermore, w ∈
C1(R,H−1(RN )) and the energy is conserved
E0 := E(φ+ w0) = E(φ+ w(t)), ∀t ∈ R. (3.1.11)
(ii) Assume that there exists σ > 0 such that
ess inf Ŵ ≥ σ. (3.1.12)
Then (NGP) is globally well-posed in φ + H1(RN ), for all N ≥ 1 and (3.1.11) holds.
Moreover, if u is the solution associated to the initial data u0 ∈ φ+H1(RN ), we have the
growth estimate
‖u(t) − φ‖L2 ≤ C|t|+ ‖u0 − φ‖L2 , (3.1.13)
for any t ∈ R, where C is a positive constant that depends only on E0, W, φ and σ.
We make now some remarks about Theorem 3.1.2.
– The condition (WN ) implies that W ∈ M2,2(RN ), so that Ŵ ∈ L∞(RN ) and therefore the
condition (3.1.12) makes sense.
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– In contrast with (3.1.13), as we prove in Section 3.5, the growth estimate for the solution
given by Theorem 3.1.2-(i) is only exponential
‖u(t)− φ‖L2 ≤ C1eC2|t|(1 + ‖u0 − φ‖L2), t ∈ R,
for some constants C1, C2 only depending on E0, W and φ.
– Accordingly to Remark 3.1.1 and the Sobolev embedding theorem, after a phase change
independent of t, the solution u of (NGP) given by Theorem 3.1.2 also satisﬁes that u−1 ∈
L
2N
N−2 (RN ) if N ≥ 3.
– In dimensions 1 ≤ N ≤ 3 we can choose (p4, q4) = (2, 2) in (WN ). Consequently, the
condition that W ∈ Mp4,q4(RN ) is nontrivial only when N ≥ 4.
At ﬁrst sight, it is not obvious to check the hypotheses on W . The purpose of the next result
is to give suﬃcient conditions to ensure (WN ).
Proposition 3.1.3.
(i) Let 1 ≤ N ≤ 3. If W ∈ M2,2(RN ) ∩M3,3(RN ), then W fulfils (WN ). Furthermore, if W
verifies (WN ) with pi = qi, 1 ≤ i ≤ 3, then W ∈M2,2(RN ) ∩M3,3(RN ).
(ii) Let N ≥ 4. Assume that W ∈ Mr,r(RN ) for every 1 < r < ∞. Also suppose that there
exists r¯ > N4 such that W ∈ Mp,q(RN ), for every 1− 1r¯ < 1p < 1 with 1q = 1p + 1r¯ − 1. Then
W satisfies (WN ).
We conclude from Proposition 3.1.3 that the Dirac delta function veriﬁes (WN ) in dimensions
1 ≤ N ≤ 3. Since δ̂ = 1, Theorem 3.1.2-(ii) recovers the results of global existence for the local
Gross-Pitaevskii equation in [12, 41, 39] and the growth estimate proved in [2]. In addition, if
the potential converges to the Dirac delta function, the correspondent solutions converge to the
solution of the local problem as a consequence of the following result.
Proposition 3.1.4. Assume that 1 ≤ N ≤ 3. Let (Wn)n∈N be a sequence of real-valued distri-
butions in M2,2(RN ) ∩M3,3(RN ) such that un is the global solution of (NGP) given by Theo-
rem 3.1.2, with Wn instead of W, for some initial data in φ+H1(RN ), and
lim
n→∞Wn =W∞, in M2,2(R
N ) ∩M3,3(RN ), (3.1.14)
with ‖W∞‖M2,2∩M3,3 > 0 (‖·‖M2,2∩M3,3 := max{‖·‖M2,2 , ‖·‖M3,3}). Then un → u in C(I,H1(RN )),
for any bounded closed interval I ⊂ R, where u is the solution of (NGP) with W =W∞ and the
same initial data.
On the other hand, the Dirac delta function does not satisfy (WN ) if N ≥ 4 and therefore
Theorem 3.1.2 cannot be applied. In fact, to our knowledge there is no proof for the global
well-posedness to the local Gross-Pitaevskii equation in dimension N ≥ 4 with arbitrary initial
condition. For small initial data, Gustafson et al. [54] proved global well-posedness in dimensions
N ≥ 4 as well as Gérard [41] in the four-dimensional energy space.
As a consequence of Theorem 3.1.2 and Proposition 3.1.3 we derive the next result for inte-
grable kernels.
Corollary 3.1.5. Let W be a real-valued even function such that W ∈ L1(RN ) if 1 ≤ N ≤ 3
and W ∈ L1(RN ) ∩ Lr(RN ), for some r > N4 , if N ≥ 4. Assume also that W is positive definite
if N ≥ 2, or that it is nonnegative. Then the Cauchy problem (NGP) is globally well-posed in
φ+H1(RN ).
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As Gallo remarks in [39], the well-posedness in a space such as φ +H1(RN ) makes possible
to handle the problem with initial data in the energy space
E(RN ) = {u ∈ H1loc(RN ) : ∇u ∈ L2(RN ), 1− |u|2 ∈ L2(RN )},
equipped with the distance
d(u, v) = ‖u− v‖X1+H1 + ‖|u|2 − |v|2‖L2 . (3.1.15)
Here X1(RN ) denotes the Zhidkov space
X1(RN ) = {u ∈ L∞(RN ) : ∇u ∈ L2(RN )}.
We recall that u ∈ C(R, E(RN )) is called a mild solution of (NGP) if it satisﬁes the Duhamel
formula
u(t) = eit∆u0 + i
∫ t
0
ei(t−s)∆(u(s)(W ∗ (1− |u(s)|2)) ds, t ∈ R.
We note that by Lemma 3.6.3 the integral in the r.h.s is actually ﬁnite (see [41, 40] for further
results about the action of Schrödinger semigroup on E(RN )). With the same arguments of [39],
we may also handle the problem with initial data in the energy space. Moreover, in the case
1 ≤ N ≤ 4, we prove that a solution in the energy space with initial condition u0 ∈ E(RN ),
necessarily belongs to u0 + H1(RN ), which is a proper subset of E(RN ). This also gives the
uniqueness in the energy space for 1 ≤ N ≤ 4, as follows.
Theorem 3.1.6. Let W be as in Theorem 3.1.2. Then for any u0 ∈ E(RN ), there exists a
unique w ∈ C(R,H1(RN )) such that u := u0+w solves (NGP). Furthermore, if 1 ≤ N ≤ 4 and
v ∈ C(R, E(RN )) is a mild solution of (NGP) with v(0) = u0, then v = u.
The next proposition shows that the hypotheses made on the potential W also ensure the
H2-regularity of the solutions.
Proposition 3.1.7. Let W be as in Theorem 3.1.2 and u be the global solution of (NGP) for
some initial data u0 ∈ φ+H2(RN ). Then u− φ ∈ C(R,H2(RN )) ∩ C1(R, L2(RN )).
Finally, we study the conservation of momentum and mass for (NGP). As has been discussed
in several works (see [7, 9, 77, 10]) the classical concepts of momentum and mass, that is
p(u) =
∫
RN
〈 i∇u, u〉 dx and M(u) =
∫
RN
(1− |u|2) dx,
with 〈z1, z2〉 = Re(z1z2), are not well-deﬁned for u ∈ φ+H1(RN ). Thus it is necessary to give
some generalized sense to these quantities. In Section 3.7 we will explain in detail a notion of
generalized momentum and generalized mass such that we have the next results on conservation
laws.
Theorem 3.1.8. Let N ≥ 1 and u0 ∈ φ+H1(RN ). Then the generalized momentum is conserved
by the flow of the associated solution u of (NGP) given by Theorem 3.1.2.
Theorem 3.1.9. Let 1 ≤ N ≤ 4. In addition to (3.1.10), assume that ∇φ ∈ L NN−1 (RN ) if
N = 3, 4. Suppose that u0 ∈ φ+H1(RN ) has finite generalized mass. Then the generalized mass
of the associated solution of (NGP) given by Theorem 3.1.2 is conserved by the flow.
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3.1.3 Examples
(i) Given the spherically symmetric interaction of bosons, it is usual to suppose that W is
radial, that is W (x− y) = R(|x− y|), with R : [0,∞)→ R. Using the fact that the Fourier
transform of a radial function is also radial, we may write Ŵ (ξ) = ρ(|ξ|), for some function
ρ : [0,∞) → R. Noticing that δ̂ = 1, a next order of approximation would be to consider
(see e.g. [96])
ρ(r) =
1
1 + ε2r2
, ε > 0.
Then the Fourier inversion theorem implies that W is given by (3.1.5) for N = 2, 3. By
Proposition 3.2.2, (3.1.5) is indeed a positive deﬁnite function, since ρ is nonnegative. For
this potential we also have that K0(x) ≈ ln
(
2
x
)
as x → 0, and K0(x) ≈
√
π
2x exp(−x) as
x→∞ (see e.g. [73], p. 136), hence W ∈ L1(RN ) for N = 2, 3. Therefore it is possible to
invoke Corollary 3.1.5.
(ii) By Lemma 3.2.3, the function given by (3.1.6) cannot be positive deﬁnite, since it is
bounded and it does not coincide with any continuous function a.e. However, W is a
nonnegative function that belongs to L1(RN )∩L∞(RN ). Therefore Corollary 3.1.5 can be
applied in any dimension.
(iii) We recall that if Ω is an even function, smooth away from the origin, homogeneous of
degree zero, with zero mean-value on the sphere∫
SN−1
Ω(σ) dσ = 0,
then
K(x) =
Ω(x)
|x|N , x ∈ R
N\{0},
deﬁnes a tempered distribution K in the sense of principal value, that coincides with K
away from the origin. Moreover, for any f ∈ S(RN ), x ∈ RN ,
(K ∗ f)(x) = p.v.
∫
RN
K(y)f(x− y) dy = lim
ε→0
∫
1
ε
>|y|>ε
Ω(y)
|y|N f(x− y) dy, (3.1.16)
K ∈ Mp,p(RN ) for every 1 < p < ∞, and the Fourier transform of K belongs to L∞(RN )
(cf. [98]). Therefore
W = α1δ + α2K (3.1.17)
is a positive deﬁnite distribution if α1 is large enough and then Theorem 3.1.2-(ii) gives a
global solution of (NGP) in any dimension. For instance, we may consider in dimension
three the function K given by (3.1.8). Since (see [23])
K̂(ξ) = 4π
3
(
3ξ23
|ξ|2 − 1
)
, ξ ∈ R3\{0},
(3.1.17) is positive deﬁnite by Proposition 3.2.2 if
α1 ≥ 4π
3
α2 ≥ 0 or α1 ≥ −8π
3
α2 ≥ 0. (3.1.18)
Therefore, if (3.1.18) is veriﬁed we may apply Theorem 3.1.2-(i)-(a). Moreover, if the
inequalities in (3.1.18) are strict, we have also the growth estimate of Theorem 3.1.2-(ii).
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(iv) Let us recall that to pass from the original equation (3.1.1) to (3.1.3) (and hence to (NGP))
we only need the constant V ∗ 1 be positive. If we take V as the potential given in the
examples (i) or (ii), then V ∈ L1(RN ) and
V ∗ 1 =
∫
RN
V (x) dx > 0.
Therefore Theorem 3.1.2 also provides the global well-posedness for the equation (3.1.1). If
we want to consider V as in the example (iii), the meaning of K∗1 is not obvious. However,
(3.1.16) still makes sense if f ≡ 1. In fact, using (3.1.16),
(K ∗ 1)(x) = lim
ε→0
∫ ε−1
ε
∫
S2
Ω(σ)
r3
r2 dσ dr = 0.
Then if V is given by (3.1.17), V ∗ 1 = α1 and we have the same conclusion as before,
provided that α1 > 0.
One of the ﬁrst works that introduces the nonlocal interaction in the Gross-Pitaevskii equation
was made by Pomeau and Rica in [87] considering the potential (3.1.6). Their main purpose was
to establish a model for superﬂuids with rotons. In fact, the Landau theory of superﬂuidity of
Helium II says that the dispersion curve must exhibit a roton minimum (see [71, 37]) as was
corroborated later by experimental observations ([34]). Although the model considered in [87]
has a good ﬁt with the roton minimum, it does not provide a correct sound speed. For this
reason Berloﬀ in [5] proposes the potential
W (x) = (α+ βA2|x|2 + γA4|x|4) exp(−A2|x|2), x ∈ R3, (3.1.19)
where the parameters A, α, β and γ are chosen such that the above requirements are satisﬁed.
However, the existence of this roton minimum implies that Ŵ must be negative in some interval.
In addition, a numerical simulation in [5] shows that in this case the solution exhibits nonphysical
mass concentration phenomenon, for certain initial conditions in φ + H1(R3). At some point,
our results are in agreement with these observations in the sense that Theorem 3.1.2 cannot be
applied to the potential (3.1.19), because Ŵ and W are negative in some interval. However, by
Proposition 3.1.3 we may use the following local well-posedness result
Theorem 3.1.10. Let W be a distribution satisfying (WN ). Then the Cauchy problem (NGP) is
locally well-posed in φ+H1(RN ). More precisely, for every w0 ∈ H1(RN ) there exists T > 0 such
that there is a unique w ∈ C([−T, T ],H1(RN )), for which φ + w solves (NGP) with the initial
condition u0 = φ+w0. In addition, w is defined on a maximal time interval (−Tmin, Tmax) where
w ∈ C1((−Tmin, Tmax),H−1(RN )) and the blow-up alternative holds: ‖w(t)‖H1(RN ) →∞, as t→
Tmax if Tmax < ∞ and ‖w(t)‖H1(RN ) → ∞, as t → Tmin if Tmin < ∞. Furthermore, supposing
that W is a real-valued even distribution, for any bounded closed interval I ⊂ (−Tmin, Tmax) the
flow map w0 ∈ H1(RN ) 7→ w ∈ C(I,H1(RN )) is continuous and the energy and the generalized
momentum are conserved on (−Tmin, Tmax).
It is an open question to establish which are the exact implications of change of sign of the
Fourier transform of the potential for the global existence of the solutions of (NGP). As proposed
in [6], a way to handle this problem would be to add a higher-order nonlinear term in (3.1.1)
to avoid the mass concentration phenomenon, maintaining the correct phonon-roton dispersion
curve.
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This paper is organized as follows. In the next section we give several results about positive
deﬁnite and positive distributions. In Section 3 we establish some convolution inequalities that
involve the hypothesis (WN ) and we give the proof of Corollary 3.1.5. We prove the local well-
posedness in Section 3.4 and also Propositions 3.1.4 and 3.1.7. Theorem 3.1.2 is completed in
Section 3.5. In Section 3.6 we brieﬂy recall the arguments that lead to Theorem 3.1.6 and in
Section 3.7 we study the conservation of momentum and mass.
3.2 Positive definite and positive distributions
The purpose of this section is to recall some classical results for positive deﬁnite and positive
distributions, in the context of Theorem 3.1.2. We also state some properties that we do not
use in the next sections, but are useful to better understand the type of potentials considered in
Theorem 3.1.2.
L. Schwartz in [95] deﬁnes that a (complex-valued) distribution T is positive deﬁnite if
〈T, φ ∗ φ˘〉 ≥ 0, ∀φ ∈ C∞0 (RN ;C), (3.2.1)
with φ˘(x) = φ(−x). In virtue of our hypothesis on W, we have preferred to adopt the simpler
deﬁnition (3.1.9). The relation between these two possible deﬁnitions is given in the following
lemma.
Lemma 3.2.1. Let T be a real-valued distribution.
(i) If T is positive definite (in the sense of (3.1.9)) and even, then T fulfils (3.2.1).
(ii) If T verifies (3.2.1), then T is even.
In particular, an even real-valued distribution is positive definite (in the sense of (3.1.9)) if and
only if it satisfies (3.2.1).
Proof. Suppose that T is positive deﬁnite in the sense of (3.1.9). Let φ ∈ C∞0 (RN ;C), with
φ = φ1 + iφ2, φ1, φ2 ∈ C∞0 (RN ;R). Then
〈T, φ ∗ φ˘〉 = 〈T, φ1 ∗ φ˜1〉+ 〈T, φ˜2 ∗ φ2〉+ i〈T, φ˜1 ∗ φ2〉 − i〈T, φ1 ∗ φ˜2〉. (3.2.2)
Since T is even,
〈T, φ˜1 ∗ φ2〉 = 〈T, φ1 ∗ φ˜2〉.
Therefore the imaginary part in the r.h.s. of (3.2.2) is zero. The real part is positive because T
is positive deﬁnite, which implies that T veriﬁes (3.2.1).
For the proof of (ii), see [95].
The next result characterizes the positive deﬁnite distributions under the hypotheses of The-
orem 3.1.2. In particular, it gives a simple way to check the positive deﬁniteness in terms of the
Fourier transform.
Proposition 3.2.2. Let W ∈ M2,2(RN ) be an even real-valued distribution. The following
assertions are equivalent
(i) W is a positive definite distribution.
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(ii) Ŵ ∈ L∞(RN ) and Ŵ (ξ) ≥ 0 for almost every ξ ∈ RN .
(iii) For every f ∈ L2(RN ;R), ∫
RN
(W ∗ f)(x)f(x) dx ≥ 0.
Proof. (i) ⇒ (ii). By Lemma 3.2.1, we may apply the so-called Schwartz-Bochner Theorem
(see [95], p. 276). Then there exists a positive measure µ ∈ S′(RN ) such that Ŵ = µ. Since
W ∈ M2,2(RN ), we have that Ŵ ∈ L∞(RN ), and therefore Ŵ is a nonnegative bounded
function.
(ii) ⇒ (iii). Since W ∈ M2,2(RN ), W ∗ f ∈ L2(RN ). From the fact that S(RN ) is dense in
L2(RN ), we also have that
Ŵ ∗ f = Ŵ f̂ .
Using that f is real-valued, by Parseval’s theorem we ﬁnally deduce∫
RN
(W ∗ f)(x)f(x) dx = (2π)−N
∫
RN
Ŵ (ξ)|f̂(ξ)|2 dξ ≥ 0,
where we have used that Ŵ ≥ 0 for the last inequality.
(iii) ⇒ (i). This implication directly follows from the fact that C∞0 (RN ;R) ⊂ L2(RN ;R).
We remark that a positive deﬁnite distribution is not necessarily a positive distribution. For
instance, we consider the Laguerre-Gaussian functions
Wm(x) = e
−|x|2
m∑
k=0
(−1)k
k!
(
m+ N2
m− k
)
|x|2k, x ∈ RN , m ∈ N. (3.2.3)
These functions are negative in some subset of RN and since Ŵm ≥ 0 (see e.g. [36], p. 38),
Proposition 3.2.2 shows that they are positive deﬁnite functions. We also have that Wm ∈
L1(RN ) ∩ L∞(RN ). Then Corollary 3.1.5 gives global existence of (NGP) for the potential
(3.2.3) in any dimension N ≥ 2.
In the case that the considered distribution is actually a bounded function, its positive def-
initeness gives some regularity. In other direction, the concept of positive deﬁniteness may be
related to the same concept used for matrices. We recall some of these results in the next lemma.
Lemma 3.2.3. Let W be an even real-valued positive definite distribution.
(i) If W ∈ L∞(RN ), then it coincides almost everywhere with a continuous function.
(ii) If W is continuous, then W (0) = ‖W‖L∞(RN ) and for all x1, . . . , xm ∈ RN , m ≥ 1, the
matrix given by Ajk =W (xj − xk), j, k ∈ {1, . . . ,m}, is a positive semi-definite matrix.
Proof. Taking into consideration Lemma 3.2.1, these statements are proved in [95].
The importance of the condition (3.1.12) is that it gives the following coercivity property to
the potential energy.
Lemma 3.2.4. Assume that W ∈ M2,2(RN ) verifies (3.1.12). Then for all f ∈ L2(RN ;R),
σ‖f‖2L2 ≤
∫
RN
(W ∗ f)(x)f(x) dx ≤ ‖W‖2,2‖f‖2L2 . (3.2.4)
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Proof. The ﬁrst inequality follows from Parseval’s theorem,∫
RN
(W ∗ f)(x)f(x) dx = (2π)−N
∫
RN
Ŵ (ξ)|f̂(ξ)|2 dξ ≥ σ‖f‖2L2 .
The second inequality in (3.2.4) is immediate since W ∈ M2,2(RN ).
The purpose of the last lemma in this section is to establish some properties of the positive
distributions which appear in Theorem 3.1.2. In particular, we show that for these distributions
(WN ) is automatically veriﬁed if 1 ≤ N ≤ 3.
Lemma 3.2.5. Let W ∈ M1,1(RN ) be a positive distribution. Then W ∈ Mp,p(RN ), for any
1 ≤ p ≤ ∞ and W is a positive Borel measure of finite mass. If 1 ≤ N ≤ 3 we also have that W
satisfies (WN ).
Proof. SinceW ∈ M1,1(RN ), it is well known that W is a (complex-valued) ﬁnite Borel measure.
Then W ∈ M∞,∞(RN ) and by interpolation W ∈ Mp,p(RN ) for any 1 ≤ p ≤ ∞. Finally,
the fact that W is a positive distribution implies that it is a positive measure (cf. [95]). By
Proposition 3.1.3 we conclude that W satisﬁes (WN ), if 1 ≤ N ≤ 3.
3.3 Some consequences of assumption (WN)
We ﬁrst establish some inequalities involving the convolution withW that explain in part how
the hypothesis (WN ) works. After that, we give the proof of Proposition 3.1.3 and Corollary 3.1.5.
From now on we adopt the standard notation C(·, ·, . . . ) to represent a generic constant that
depends only on each of its arguments, and possibly on some ﬁxed numbers such as the dimension.
In the case that W ∈ Mp,q(RN ) we use C(W ) to denote a constant that only depends on the
norm ‖W‖p,q. We also use the notation p′ for the conjugate exponent of p given by 1/p+1/p′ = 1.
Lemma 3.3.1. Let W ∈ Mp1,q1(RN ) ∩Mp2,q2(RN ) ∩Mp3,q3(RN ), with
p1, p2, p3, q1, q2, q3 ≥ 1 and 1
p3
+
1
q2
=
1
q1
.
Suppose that there are s1, s2 ≥ 1, such that
1
p1
− 1
p3
=
1
s1
,
1
q1
− 1
q3
=
1
s2
.
Then for any u, v ∈ S(RN )
‖(W ∗ u)v‖Lq1 ≤ ‖W‖p2,q2‖u‖Lp2‖v‖Lp3 ,
‖(W ∗ u)v‖Lq1 ≤ ‖W‖p3,q3‖u‖Lp3‖v‖Ls2 ,
‖W ∗ (uv)‖Lq1 ≤ ‖W‖p1,q1‖u‖Lp3‖v‖Ls1 .
Proof. The proof is a direct consequence of Hölder inequality and the hypotheses on W .
Lemma 3.3.2. Assume that W satisfies (WN ) and that N ≥ 4. Then W ∈ M N
N−2
,2(R
N ),
W ∈ M N
N−2
,N
2
(RN ) and W ∈ M2,N
2
(RN ).
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Proof. From the Riesz-Thorin interpolation theorem and the fact that
(
1
2 ,
2
N
)
and
(
N−2
N ,
2
N
)
belong to the convex hull of{(
1
2
,
1
2
)
,
(
1
p1
,
1
q1
)
,
(
1
p3
,
1
q3
)
,
(
1
p4
,
1
q4
)}
,
we conclude that W ∈ M2,N
2
(RN ) and W ∈ M N
N−2
,N
2
(RN ). Since the conjugate exponent of
N
N−2 is
N
2 , W ∈ M2,N2 (R
N ) implies that W ∈ M N
N−2
,2(R
N ).
Lemma 3.3.3. Assume that W satisfies (WN ). Then for any u, v, w ∈ S(RN ),
‖(W ∗ (uv))w‖Lγ˜ ≤ C(W )‖u‖Ls˜‖v‖Lr˜‖w‖Lr˜ , (3.3.1)
for some 2 > γ˜ > 2NN+2 ,
2N
N−2 > r˜, s˜ > 2 if N ≥ 3, and 2 > γ˜ > 1, ∞ > r˜, s˜ > 2 if N = 1, 2.
Proof. If N ≥ 4, by Lemma 3.3.2 we have that W ∈M N
N−2
,N
2
(RN ). Since alsoW ∈ Mp4,q4(RN ),
from the Riesz-Thorin interpolation theorem we deduce that there exist p¯ and q¯ such that
W ∈ Mp¯,q¯(RN ), N
N − 1 < p¯ <
N
N − 2 ,
N
2
< q¯ < N. (3.3.2)
Now we set
1
r˜
= min
{
1
2
(
1− 1
q¯
)
,
1
2p¯
}
,
1
γ˜
=
1
q¯
+
1
r¯
,
1
s˜
=
1
p¯
− 1
r˜
.
In view of (3.3.2), we have 2NN+2 < γ˜ < 2 and 2 < r˜, s˜ <
N−2
2N . By Hölder inequality, we conclude
that
‖(W ∗ (uv))w‖Lγ˜ ≤ ‖W ∗ (uv)‖Lq¯‖w‖Lr˜
≤ ‖W‖p¯,q¯‖uv‖Lp¯‖w‖Lr˜
≤ ‖W‖p¯,q¯‖u‖Ls˜‖v‖Lr˜‖w‖Lr˜ .
If N = 1, 2, 3, the proof is simpler. It is suﬃcient to take q¯ = 2, p¯ = 2, s˜ = r˜ = 4, γ˜ = 43 in the
last inequality to deduce (3.3.1).
Lemma 3.3.4. Assume that W satisfies (WN ).
(i) For any u ∈ φ+H1(RN ) we have (W ∗ (1− |u|2))(1 − |u|2) ∈ L1(RN )
(ii) If W is also an even real-valued distribution, then for any u ∈ φ+H1(RN ) and h ∈ H1(RN ),∫
RN
(W ∗ 〈u, h〉)(1 − |u|2) dx =
∫
RN
(W ∗ (1− |u|2))〈u, h〉 dx. (3.3.3)
Proof. Let u = φ + w, with w ∈ H1(RN ). If N ≥ 4, by (3.1.10) and the Sobolev embedding
theorem, we deduce that
(1− |φ|2 − 2〈φ,w〉 − |w|2) ∈ L2(RN ) + L NN−2 (RN ).
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By Lemma 3.3.2 we have that the map h 7→ W ∗ h is continuous from L2(RN ) + L NN−2 (RN ) to
L2(RN ) ∩ LN2 (RN ) and since N−2N + 2N = 1, by Hölder inequality we conclude that
(W ∗ (1− |φ|2 − 2〈φ,w〉 − |w|2))(1 − |φ|2 − 2〈φ,w〉 − |w|2) ∈ L1(RN ). (3.3.4)
If 1 ≤ N ≤ 3, (3.3.4) follows from the fact that |w|2 ∈ L2(RN ). This concludes the proof of (i).
A similar argument shows that ‖(W ∗ 〈u, h〉)(1 − |u|2)‖L1 <∞. Then using that W is even
and Fubini’s theorem we obtain (ii).
The previous lemmas will be useful in the next sections, in particular to prove the local
well-posedness of (NGP). Now we give the proofs of Proposition 3.1.3 and Corollary 3.1.5, that
involve some straightforward computations.
Proof of Proposition 3.1.3. For the ﬁrst part of (i), we note that the hypothesis implies thatW ∈
Mp,p(RN ) for any 32 ≤ p ≤ 3. Then it is suﬃcient to take p1 = q1 = 32 , p2 = p3 = q2 = q3 = 3
and p4 = q4 = 2 to see that (WN ) is fulﬁlled. For the second part of (i), we need prove that
W ∈ M3,3(RN ). Recalling thatMp,q(RN ) =Mq′,p′(RN ) for 1 < p ≤ q <∞ and using the Riesz
interpolation theorem, we have that W ∈Ms,t(RN ), for every (s−1, t−1) in the convex hull of{(
1
2
,
1
2
)}
∪
3⋃
j=1
{(
1
pj
,
1
qj
)
,
(
1− 1
qj
, 1− 1
pj
)}
. (3.3.5)
By hypothesis, pi = qi, i = 1, 2, 3, thus (WN ) implies that
1
p2
+
1
p3
=
1
p1
, 2 ≥ p1 and p2, p3 ≥ 2.
Hence the convex hull of (3.3.5) simpliﬁes to{
(x, x) ∈ R2 : min
{
1− 1
p1
,
1
p2
,
1
p1
− 1
p2
}
≤ x ≤ max
{
1
p1
, 1− 1
p2
, 1− 1
p1
+
1
p2
}}
.
Arguing by contradiction, it is simple to see that
min
{
1− 1
p1
,
1
p2
,
1
p1
− 1
p2
}
≤ 1
3
and
2
3
≤ max
{
1
p1
, 1− 1
p2
, 1− 1
p1
+
1
p2
}
.
Therefore W ∈ Ms,s(RN ), for every 32 ≤ s ≤ 3. In particular W ∈ M2,2(RN ) ∩M3,3(RN ).
To prove (ii), we notice that by interpolation we have that W ∈ Mα,β(RN ), for all α, β
satisfying
1 ≤ α, β, 1
α
−
(
1− 1
r¯
)
≤ 1
β
≤ 1
α
. (3.3.6)
We now deﬁne
p2 = p3 =
{
3, if 4 ≤ N ≤ 5,
sN
sN−1 , if 6 ≤ N,
q2 = q3 =
{
3, if 4 ≤ N ≤ 5,
N, if 6 ≤ N,
p1 =
{
3
2 , if 4 ≤ N ≤ 5,
N
N−1 , if 6 ≤ N,
q1 =
{
3
2 , if 4 ≤ N ≤ 5,
p3q2
p3+q2
, if 6 ≤ N,
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p4 =
2r¯
2r¯−1 , q4 = 2r¯, where
sN =

N
4
+ εN , if 6 ≤ N ≤ 7,
2(N + 1)
N + 2
, if 8 ≤ N,
and εN > 0 is chosen small enough such that 0 < εN < 2− N4 if 6 ≤ N ≤ 7. Then we have that
2N
N + 2
< sN < 2, for any N ≥ 6. (3.3.7)
Using that r¯ > N4 and (3.3.7), we can verify that the choice of (pi, qi), i ∈ {1, . . . , 4}, satisﬁes
(3.3.6) with α = pi and β = qi, as well as all the others restrictions in the hypothesis (WN ),
which completes the proof.
Proof of Corollary 3.1.5. By Young inequality we have that W ∈ Mp,p(RN ), for any 1 ≤ p ≤ ∞.
In particular the condition W ∈ M1,1(RN ) is fulﬁlled. If 1 ≤ N ≤ 3, the conclusion is a
consequence of Proposition 3.1.3 and Theorem 3.1.2. If N ≥ 4, by Young inequality we have
that W ∈ Mp,q(RN ), for all 1 − 1r ≤ 1p ≤ 1, with 1q = 1p + 1r − 1. Then the proof follows again
from Proposition 3.1.3 and Theorem 3.1.2.
3.4 Local existence
In order to prove Theorem 3.1.2 we ﬁrst are going to prove the local well-posedness. The-
orem 3.1.10 is based on the fact that if we set u = w + φ, then u is a solution of (NGP) with
initial condition u0 = φ+ w0 if and only if w solves{
i∂tw +∆w + f(w) = 0 on R
N × R,
w(0) = w0,
(3.4.1)
with
f(w) = ∆φ+ (w + φ)(W ∗ (1− |φ+ w|2)).
We decompose f as
f(w) = g1(w) + g2(w) + g3(w) + g4(w), (3.4.2)
with
g1(w) = ∆φ+ (W ∗ (1− |φ|2))φ,
g2(w) = −2(W ∗ 〈φ,w〉)φ,
g3(w) = −(W ∗ |w|2)φ− 2(W ∗ 〈φ,w〉)w + (W ∗ (1− |φ|2))w,
g4(w) = −(W ∗ |w|2)w.
The next lemma gives some estimates on each of these functions.
Lemma 3.4.1. Assume thatW satisfies (WN ). Using the numbers given by (WN ) and Lemma 3.3.3,
let r1 = r2 = 2, r3 = p3, r4 = r˜, ρ1 = ρ2 = 2, ρ3 = q′1 and ρ4 = γ˜
′. Then
gj ∈ C(H1(RN ),H−1(RN )), j ∈ {1, 2, 3, 4}. (3.4.3)
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Furthermore, for any M > 0 there exists a constant C(M,W,φ) such that
‖gj(w1)− gj(w2)‖
L
ρ′
j
≤ C(M,W,φ)‖w1 − w2‖
L
rj
, (3.4.4)
for all w1, w2 ∈ H1(RN ) with ‖w1‖H1 , ‖w2‖H1 ≤M , and
‖gj(w)‖
W
1,ρ′
j
≤ C(M,W,φ)(1 + ‖w‖
W 1,rj
), (3.4.5)
for all w ∈ H1(RN ) ∩W 1,rj(RN ) with ‖w‖H1 ≤M .
Proof. Since g1 is a constant function of w, g1 ∈ C(H1(RN ),H−1(RN )) and (3.4.4) is trivial in
this case. The condition (3.4.5) follows from the estimate
‖g1(w)‖H1 ≤‖∇φ‖H2 + ‖W‖2,2(‖1 − |φ|2‖L2‖φ‖W 1,∞ + 2‖φ‖2L∞‖∇φ‖L2).
Similarly we obtain for g2,
‖g2(w1)− g2(w2)‖L2 ≤ 2‖W‖2,2‖φ‖2L∞‖w1 − w2‖L2
and
‖∇g2(w)‖L2 ≤ 2‖W‖2,2‖φ‖L∞
(‖φ‖L∞‖∇w‖L2 + 2‖∇φ‖L∞‖w‖L2)
≤ C(W,φ)‖w‖H1 .
Then we deduce (3.4.4) and (3.4.5) for j = 2.
For g3, we have
g3(w2)− g3(w1) = (W ∗ (|w1|2 − |w2|2))φ+ 2(W ∗ 〈φ,w1 − w2〉)w1
+ 2(W ∗ 〈φ,w2〉)(w1 −w2) + (W ∗ (1− |φ|2))(w1 − w2).
The assumption (WN ) allows to apply Lemma 3.3.1 and then we derive
‖g3(w2)− g3(w1)‖Lρ′3 ≤ C(W,φ)‖w1 − w2‖Lr3 (‖w1‖Ls1 + ‖w2‖Ls1
+2‖w1‖Ls2 + 2‖w2‖Lp2 + 1).
(3.4.6)
More precisely, the dependence on φ of the constant C(W,φ) in the last inequality is given
explicitly by max{‖φ‖L∞ , ‖1− |φ|2‖Lp2}. By the Sobolev embedding theorem
H1(RN ) →֒ Lp(RN ), ∀ p ∈
[
2,
2N
N − 2
]
if N ≥ 3 and ∀ p ∈ [2,∞) if N = 1, 2. (3.4.7)
In particular,
‖w1‖Ls1 + ‖w2‖Ls1 + 2‖w1‖Ls2 + 2‖w2‖Lp2 ≤ C(‖w1‖H1 + ‖w2‖H1),
which together with (3.4.6) gives us (3.4.4) for g3. With the same type of computations, taking
w ∈ H1(RN ), ‖w‖H1 ≤M , we have
‖∇g3(w)‖Lρ′3 ≤C(M,W,φ)(‖∇w‖Lr3 + ‖w‖Lr3 ),
where the dependence on φ is in terms of ‖φ‖L∞ , ‖∇φ‖L∞ , ‖1− |φ|2‖Lp2 and ‖∇φ‖Lp2 .
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For g4, applying Lemma 3.3.3 we obtain
‖g4(w1)− g4(w2)‖Lρ′4 ≤ C(W )‖w1 − w2‖Lr4 ((‖w1‖Ls + ‖w2‖Ls)‖w1‖Lr4
+‖w2‖Ls‖w2‖Lr4 )
and
‖∇g4(w)‖Lρ′4 ≤C(W )‖∇w‖Lr4‖w‖Lr4‖w‖Ls .
As before, using (3.4.7), we conclude that g4 veriﬁes (3.4.4)-(3.4.5).
Since for 2 ≤ j ≤ 4, 2 ≤ rj < 2NN−2 (2 ≤ rj < ∞ if N = 1, 2), we have the continuous
embeddings
H1(RN ) →֒ Lrj (RN ) and Lr′j (RN ) →֒ H−1(RN ).
Then inequality (3.4.4) implies (3.4.3), for j ∈ {2, 3, 4}.
Now we analyze the potential energy associated to (3.4.1). For any v ∈ H1(RN ) we set
F (v) :=
∫
RN
〈∆φ, v〉 dx − 1
4
∫
RN
(W ∗ (1− |φ+ v|2))(1 − |φ+ v|2) dx, (3.4.8)
and using the notation of Lemma 3.4.1, we ﬁx for the rest of this section
r = max{r1, r2, r3, r4, ρ1, ρ2, ρ3, ρ4}. (3.4.9)
Lemma 3.4.2. Assume that W satisfies (WN ). Then the functional F is well-defined on
H1(RN ). If moreover W is a real-valued even distribution, we have the following properties.
(i) F is Fréchet-differentiable and
F ∈ C1(H1(RN ),R) with F ′ = f. (3.4.10)
(ii) For any M > 0, there exists a constant C(M,W,φ) such that
|F (u)− F (v)| ≤ C(M,W,φ)(‖u − v‖L2 + ‖u− v‖Lr ), (3.4.11)
for any u, v ∈ H1(RN ), with ‖u‖H1 , ‖v‖H1 ≤M .
Proof. By Lemma 3.3.4, F is well-deﬁned in H1(RN ) for any N . To prove (i), we compute now
the Gâteaux derivative of F . For h ∈ H1(RN ) we have
dGF (v)[h] = lim
t→0
F (v + th)− F (v)
t
=
∫
RN
〈∆φ, h〉 dx + 1
2
∫
RN
(W ∗ 〈φ+ v, h〉)(1 − |φ+ v|2) dx
+
1
2
∫
RN
(W ∗ (1− |φ+ v|2))〈φ + v, h〉 dx.
Since W is an even distribution, (3.3.3) implies that the last two integrals are equal. Finally we
get that
dGF (v)[h] =
∫
RN
〈f(v), h〉 dx = 〈f(v), h〉H−1,H1 .
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From (3.4.2) and (3.4.3), we have that f ∈ C(H1(RN ),H−1(RN )). Hence the map v → dGF (v) is
continuous fromH1(RN ) toH−1(RN ), which implies that F is continuously Fréchet-diﬀerentiable
and satisﬁes (3.4.10).
For the proof of (ii), using (3.4.10) and the mean-value theorem, we have
F (u)− F (v) =
∫ 1
0
d
ds
F (su+ (1− s)v) ds =
∫ 1
0
〈f(su+ (1 − s)v), u − v〉H−1,H1 ds.
Then by Lemma 3.4.1,
|F (u)− F (v)| ≤ sup
s∈[0,1]
4∑
j=1
‖gj(su+ (1− s)v)‖
L
ρ′
j
‖u− v‖Lρj
≤
4∑
j=1
C(M,W,φ)(‖u‖Lrj + ‖v‖Lrj + 1)‖u − v‖Lρj .
(3.4.12)
Since we assume that ‖u‖H1 , ‖v‖H1 ≤M , (3.4.7) implies that
‖u‖Lrj + ‖v‖Lrj + 1 ≤ C(M). (3.4.13)
Also, it follows from Lp-interpolation and Young’s inequality that
‖u− v‖Lρj ≤ ‖u− v‖θjL2‖u− v‖
1−θj
Lr ≤ ‖u− v‖L2 + ‖u− v‖Lr , (3.4.14)
with θj =
2(r−ρj)
ρj(r−2) . By combining (3.4.12), (3.4.13) and (3.4.14), we obtain (ii).
Proof of Theorem 3.1.10. Recalling that r was ﬁxed in (3.4.9), we deﬁne q by 1q =
N
2
(
1
2 − 1r
)
.
Given T,M > 0, we consider the complete metric space
XT,M = {w ∈ L∞((−T, T ),H1(RN )) ∩ Lq((−T, T ),W 1,r(RN )) :
‖w‖L∞((−T,T ),H1) ≤M, ‖w‖Lq((−T,T ),W 1,r) ≤M},
endowed with the distance
dT (w1, w2) = ‖w1 − w2‖L∞((−T,T ),L2) + ‖w1 − w2‖Lq((−T,T ),Lr). (3.4.15)
The estimates given in Lemmas 3.4.1, 3.4.2 and the Strichartz estimates show that the functional
Φ(w) = eit∆w0 + i
∫ t
0
ei(t−s)∆f(w(s)) ds
is a contraction in XT,M for some M ≤ C(‖w0‖H1 +1) and T small enough, but depending only
on ‖w0‖H1 . Then we have a solution given by Banach’s ﬁxed-point theorem. The arguments to
complete Theorem 3.1.10 are rather standard. For instance, Theorem 4.4.6 in [24] automatically
implies the existence, uniqueness, the blow-up alternative and that the function L(t) given by
L(t) := L1(t) +
1
4
∫
RN
(W ∗ (1− |φ+ w(t)|2))(1− |φ+ w(t)|2) dx,
with
L1(t) =
1
2
∫
RN
|∇w(t)|2 dx−
∫
RN
〈∆φ,w(t)〉 dx,
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is constant for all t ∈ (−Tmin, Tmax). Noticing that
L1(t) =
1
2
∫
RN
|∇w(t) +∇φ|2 dx− 1
2
∫
RN
|∇φ|2 dx,
we conclude that the energy is conserved.
However, the continuous dependence on the initial data in H1(RN ) is not obvious, because
the distance (3.4.15) does not involve derivatives. Therefore we give the complete proof of this
point. Here we will omit the dependence on W and φ in the generic constant C, since it plays
no role in the analysis of continuous dependence. Let w0,n, w0 ∈ H1(RN ) be such that
w0,n → w0 in H1(RN ).
Then for some n0 ≥ 0,
‖w0,n‖H1 ≤ ‖w0‖H1 + 1, ∀n ≥ n0.
We denote wn and w the solutions with initial data w0,n and w0, respectively. Then by the
ﬁxed-point argument, there exist T > 0 and a constant C(‖w0‖H1), both depending only on
‖w0‖H1 , such that wn and w are deﬁned in [−T, T ] for all n ≥ n0 and
‖wn‖L∞((−T,T ),H1) + ‖w‖L∞((−T,T ),H1) ≤ C(‖w0‖H1), ∀n ≥ n0. (3.4.16)
Since
wn(t)− w(t) = eit∆(w0,n − w0) + i
∫ t
0
ei(t−s)∆(f(wn(s))− f(w(s))) ds,
using Strichartz estimates we have that
dT (wn, w) ≤ C‖w0,n − w0‖L2 + C
4∑
j=1
‖gj(wn)− gj(w)‖
L
γ′
j ((−T,T ),Lρ
′
j )
, (3.4.17)
with 1γj =
N
2
(
1
2 − 1ρj
)
. By Lemma 3.4.1, (3.4.16), using as in (3.4.14) an Lp-interpolation
inequality and Young’s inequality, we deduce that
‖gj(wn)− gj(w)‖ρ′j ≤ C(‖w0‖H1)(‖wn − w‖L2 + ‖wn − w‖Lr ). (3.4.18)
Applying Hölder inequality with βj = 1γ′j
− 1q ,
‖wn − w‖
L
γ′
j ((−T,T ),Lr) ≤ ‖wn − w‖Lq((−T,T ),Lr)(2T )
βj . (3.4.19)
Notice that 0 < βj ≤ 1 since 2 ≤ ρj , rj < 2NN−2 . Assuming T ≤ 1 and putting together (3.4.18)
and (3.4.19) we conclude that
‖gj(wn)− gj(w)‖
L
γ′
j ((−T,T ),Lρ
′
j )
≤ C(‖w0‖H1)T βdT (wn, w), (3.4.20)
with β = min{βj , 1/γ′j : 1 ≤ j ≤ 4}. Choosing T such that 4T βC(‖w0‖H1) ≤ 12 , (3.4.17) and
(3.4.20) give
dT (wn, w) ≤ 2C(‖w0‖H1)‖w0,n − w0‖H1 .
Hence
wn → w, in C([−T, T ], L2(RN )) ∩ Lq((−T, T ), Lr(RN )).
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Thus from (3.4.16) and the Gagliardo-Nirenberg inequality, we conclude that wn → w in
C([−T, T ], Lp(RN )), for every 2 ≤ p < ∞ if N = 1, 2 and 2 ≤ p < 2NN−2 if N ≥ 3. Using
the inequality (3.4.11) in Lemma 3.4.2, it follows that F (wn) → F (w) in C([−T, T ]). Since the
energy is conserved for w and wn, this implies that
‖∇wn‖L2 → ‖∇w‖L2 in C([−T, T ]).
In addition, from the equation i∂twn = −∆wn − f(wn) in [−T, T ], we get
‖∂twn‖H−1 ≤ ‖wn‖H1 +
4∑
j=1
‖gj(wn)‖H−1 ,
Hence Lemma 3.4.1 and (3.4.16) provide a uniform bound for wn in C1([−T, T ],H−1(RN )).
Therefore wn → w in C([−T, T ],H1(RN )) (see Proposition 1.3.14 in [24]). A covering argument
allows us to ﬁnish the proof in any closed bounded interval.
Since the generalized momentum still needs a precise deﬁnition, we will postpone the proof
of its conservation until Section 3.7.
We prove now Propositions 3.1.4 and 3.1.7 because the arguments involved are very similar
to those used in this section. For these proofs we suppose that Theorem 3.1.2 is already proved.
Proof of Proposition 3.1.4. Let un = φ+wn and u∞ = φ+w∞, where wn, w∞ ∈ C(R,H1(RN )),
be the global solution of (NGP) with potentials Wn and W∞, respectively, with the same initial
data u0 = φ + w0, with w0 ∈ H1(RN ). In the same spirit of the proof of Theorem 3.1.10, for
v ∈ H1(RN ), we set
fn(v) = g1,n(v) + g2,n(v) + g3,n(v) + g4,n(v),
with
g1,n(v) = ∆φ+ (Wn ∗ (1− |φ|2))φ,
g2,n(v) = −2(Wn ∗ 〈φ, v〉)φ,
g3,n(v) = −(Wn ∗ |v|2)φ− 2(Wn ∗ 〈φ, v〉)w + (Wn ∗ (1− |φ|2))v,
g4,n(v) = −(Wn ∗ |v|2)v,
for any n ∈ N ∪ {∞}. Noticing that for any v1, v2 ∈ H1(RN ), 1 ≤ j ≤ 4,
gj,n(v1)− gj,m(v2) = (gj,n(v1)− gj,n(v2)) + (gj,n(v2)− gj,m(v2)) ,
Proposition 3.1.3, Lemma 3.3.1, the proof of Lemma 3.3.3 and the same argument given in
Lemma 3.4.1 allows us to conclude that (we omit from now on the dependence on φ)
‖gj,n(v1)− gj,m(v2)‖
L
ρ′
j
≤ C(Wn,M)‖v1 − v2‖Lrj + C(Wn −Wm,M)(‖v2‖Lrj+1), (3.4.21)
for any n,m ∈ N ∪ {∞} and v1, v2 ∈ H1(RN ) with ‖v1‖H1 , ‖v2‖H1 ≤ M , with (the new choice
of) ρj , rj given by
ρ1 = ρ2 = r1 = r2 = 2, ρ3 = r3 = 3, ρ4 = r4 = 4, (3.4.22)
and
C(W,M) = σ(W )C(M), with σ(W ) = max{‖W‖2,2, ‖W‖3,3}. (3.4.23)
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By the uniqueness provided by Theorem 3.1.2, the functions wn are given by the ﬁxed-point
argument of the proof of Theorem 3.1.10. Since the estimates for the ﬁxed point can be obtained
using Lemma 3.4.1, but with the values in (3.4.22), and by (3.1.14) we may assume that for
k = 2, 3
1
2
‖W∞‖k,k ≤ ‖Wn‖k,k ≤ 2‖W∞‖k,k,
so that we have uniform bounds on Wn. Therefore we conclude that there exist some T ≤ 1 and
C > 0 that only depend on ‖w0‖H1 , ‖W∞‖2,2 and ‖W∞‖3,3 such that
‖wn‖L∞((−T,T ),H1) ≤ C, for any n ∈ N ∪ {∞}. (3.4.24)
Using the distance
dT (w1, w2) = ‖w1 − w2‖L∞((−T,T ),L2) + ‖w1 − w2‖L 8N ((−T,T ),L4),
the estimates (3.4.21), (3.4.24) and following the lines of the proof of Theorem 3.1.10, it leads to
dT (wn, w∞) ≤ Cσ(Wn −W∞).
Hence the hypothesis (3.1.14) and (3.4.23) imply that
wn → w∞ in C([−T, T ], L2(RN )) ∩ L
8
N ((−T, T ), L4(RN )).
Then (3.4.24) and the Gagliardo-Nirenberg inequality imply that
wn → w∞ in C([−T, T ], Lp(RN )), ∀ p ∈ [2,∞) if N = 1, 2 and ∀ p ∈
[
2,
2N
N − 2
)
if N ≥ 3.
(3.4.25)
We denote by Fn the function given by (3.4.8), with W replaced byWn, so that the conserved
energy for each un is
En(un(t)) = ‖∇wn(t)‖L2 + Fn(wn(t)) = ‖∇w0‖L2 + Fn(w0), for any t ∈ R. (3.4.26)
The inequality (3.4.21) and similar arguments as in the proof of Lemma 3.4.2 give for any
v1, v2 ∈ H1(RN ) with ‖v1‖H1 , ‖v2‖H1 ≤M , that there exists a constant C depending only on
M , ‖W∞‖2,2 and ‖W∞‖3,3, such that
|Fn(v1)− Fm(v2)| ≤ C (‖v1 − v2‖L2 + ‖v1 − v2‖L4) + Cσ(Wn −Wm). (3.4.27)
By putting together (3.4.24), (3.4.25) and (3.4.27), we deduce that Fn(wn) → F∞(w∞) in
C([−T, T ]). Then by (3.4.26) we have that ‖∇wn‖L2 → ‖∇w∞‖L2 in C([−T, T ]). The con-
clusion follows as in the proof of Theorem 3.1.10.
Proof of Proposition 3.1.7. Using the notation introduced at the beginning of this section, by
Lemma 5.3.1 in [24], we only need to prove that for any 1 ≤ j ≤ 4 and any w ∈ Hs(RN ) such
that ‖w‖H1 ≤M, we have
‖gj(w)‖L2 ≤ C(W,M,φ) (1 + ‖w‖Hs) , (3.4.28)
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for some 0 < s < 2. From the estimate (3.4.5) in Lemma 3.4.1 and the Sobolev embedding
theorem, we have the inequality (3.4.28) for j = 1, 2 for any s ≥ 1. For j = 3, 4 we note that by
the Sobolev embedding theorem,
W 1,p(RN ) →֒ L2(RN ), ∀p ∈
[
2N
N + 2
, 2
]
if N ≥ 3 and ∀p ∈ [1, 2] if N = 1, 2,
and for any
r ∈
[
2,
2N
N − 2
]
, if N ≥ 3 and r ∈ [2,∞) if N = 1, 2,
there exists 32 < s < 2 such that H
s(RN ) →֒ W 1,r(RN ). Thus we have for j = 3, 4 that
W 1,ρ
′
j (RN ) →֒ L2(RN ) and Hsj (RN ) →֒ W 1,rj(RN ), for some sj < 2. Setting s = max{s3, s4},
from the inequality (3.4.5) we obtain estimate (3.4.28)
3.5 Global existence
In order to complete the proof of Theorem 3.1.2 we need to prove that the solutions given
by Theorem 3.1.10 are global. We do this by establishing an appropriate estimate for ‖w(t)‖H1 .
We distinguish three subcases, associated to the diﬀerent assumptions on W .
Proof of Theorem 3.1.2-(i)-(a). We recall that by Theorem 3.1.10 we already have the conser-
vation of energy
E0 =
1
2
∫
RN
|∇w(t) +∇φ|2 dx+ 1
4
∫
RN
(W ∗ (|φ+ w(t)|2 − 1))(|φ + w(t)|2 − 1) dx, (3.5.1)
for any t ∈ (−Tmin, Tmax). Since we are assuming that W is a positive deﬁnite distribution, the
potential energy, i.e. the second integral in (3.5.1), is nonnegative. Hence
1
2
∫
RN
|∇w(t) +∇φ|2 dx ≤ E0
and using the elementary inequality∫
RN
|∇w∇φ| dx ≤ 1
4
‖∇w‖2L2 + ‖∇φ‖2L2 , (3.5.2)
we conclude that
‖∇w(t)‖2L2 ≤ 4E0 + 2‖∇φ‖2L2 , t ∈ (Tmin, Tmax), (3.5.3)
which gives a uniform bound for ‖∇w(t)‖L2 . Therefore we only need an appropriate bound for
‖w(t)‖L2 to conclude that
sup{‖w(t)‖H1 : t ∈ (−Tmin, Tmax)} <∞. (3.5.4)
In virtue of the blow-up alternative in Theorem 3.1.10, we will deduce from (3.5.4) that Tmax =
Tmin =∞, which will complete the proof.
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Now we prove the bound for ‖w(t)‖L2 . For any t ∈ (−Tmin, Tmax), we multiply (in the
H−1 −H1 duality sense) the equation (3.4.1) by iw, to get
1
2
d
dt
‖w(t)‖2L2 =Re
∫
RN
if(w(t))w(t) dx
=− Im
∫
RN
(∆φ+ φ(W ∗ (1− |φ+ w(t)|2))w(t) dx.
Then
1
2
∣∣∣∣ ddt‖w(t)‖2L2
∣∣∣∣ ≤‖∆φ‖L2‖w(t)‖L2 + ‖φ‖L∞ ∫
RN
|W ∗ (|φ+ w(t)|2 − 1)||w(t)| dx. (3.5.5)
We bound the last integral in (3.5.5) by H1(t) +H2(t), with
H1(t) =
∫
RN
|W ∗ (|φ|2 − 1 + 2〈φ,w(t)〉)||w(t)| dx,
H2(t) =
∫
RN
|W ∗ |w(t)|2||w(t)| dx.
Since W ∈ M2,2(RN ),
|H1(t)| ≤‖W ∗ (|φ|2 − 1 + 2〈φ,w〉)‖L2‖w(t)‖L2
≤‖W‖2,2
(‖|φ|2 − 1‖L2 + 2‖φ‖L∞‖w(t)‖L2)‖w(t)‖L2 .
Therefore we have
|H1(t)| ≤ C(W,φ)(1 + ‖w(t)‖2L2). (3.5.6)
If N ≥ 4, by Lemma 3.3.2 and the Sobolev embedding theorem,
|H2(t)| ≤‖W ∗ |w(t)|2‖L2‖w(t)‖L2
≤C(W )‖w(t)‖2
L
2N
N−2
‖w(t)‖L2
≤C(W )‖∇w(t)‖2L2‖w(t)‖L2 .
By (3.5.3) we conclude that
|H2(t)| ≤ C(W,φ,E0)‖w(t)‖L2 , for all N ≥ 4. (3.5.7)
If N = 2, 3, we only need to use that W ∈ M2,2(RN ), together with the Gagliardo-Nirenberg
inequality. In fact,
|H2(t)| ≤‖W ∗ |w(t)|2‖L2‖w(t)‖L2
≤C(W )‖w(t)‖2L4‖w(t)‖L2
≤C(W )‖∇w(t)‖
N
2
L2
‖w(t)‖3−
N
2
L2
.
Since we are considering N = 2, 3, using (3.5.3) it follows that
‖H2(t)‖L2 ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2), N = 2, 3. (3.5.8)
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From inequalities (3.5.5)–(3.5.8) we have that for any N ≥ 2∣∣∣∣ ddt‖w(t)‖2L2
∣∣∣∣ ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2), t ∈ (−Tmin, Tmax). (3.5.9)
By Gronwall’s lemma we conclude that
‖w(t)‖L2 ≤ C(W,φ,E0)eC(W,φ,E0)|t|(1 + ‖w0‖L2), t ∈ (−Tmin, Tmax).
As we discussed before, this estimate implies (3.5.4), which ﬁnishes the proof if W is positive
deﬁnite.
Remark 3.5.1. We note that the argument given in the proof Theorem 3.1.2-(i)-(a) fails in
dimension N = 1. In this case if we apply the Gagliardo-Nirenberg inequality to H2, instead
of (3.5.9) we obtain a bound for ‖w(t)‖2L2 in terms of ‖w(t)‖
5/2
L2
, which prevents to conclude
applying Gronwall’s lemma.
Proof of Theorem 3.1.2-(i)-(b). In the case thatW is a positive distribution, we cannot infer from
(3.5.1) a uniform bound on ‖∇w(t)‖L2 . However, using that W ∈ M1,1(RN ), we will see that
‖∇w(t)‖L2 can be bounded in terms of ‖w(t)‖L2 and that we may deduce an inequality such as
(3.5.9) (without assuming that ‖∇w(t)‖L2 is a priori bounded). Then the conclusion follows as
before.
Let A = 4‖φ‖L∞ + 1. Setting
wA(x, t) = w(x, t)χ({y ∈ RN : |w(y, t)| ≤ A})(x),
wAc(x, t) = w(x, t)χ({y ∈ RN : |w(y, t)| > A})(x),
where χ is the characteristic function, we deduce that w = wA + wAc , |w| = |wA| + |wAc |,
|w|2 = |wA|2 + |wAc |2 and∫
RN
(W ∗ (|φ+ w(t)|2 − 1))(|φ + w(t)|2 − 1) dx = I1(t) + I2(t) + I3(t), (3.5.10)
with
I1(t) =
∫
RN
(W ∗ (|φ|2 − 1 + 2〈φ,w(t)〉))(|φ|2 − 1 + 2〈φ,w(t)〉) dx
+ 2
∫
RN
(W ∗ |w(t)|2)(|φ|2 − 1) dx,
I2(t) =
∫
RN
(W ∗ |w(t)|2)(4〈φ,wA(t)〉 + |wA(t)|2) dx,
I3(t) =
∫
RN
(W ∗ |w(t)|2)(4〈φ,wAc(t)〉 + |wAc(t)|2) dx.
Notice that we have used that W is even to decompose it in terms of I1, I2 and I3. Since the
energy (3.5.1) is conserved in the maximal interval (−Tmin, Tmax), using (3.5.2) and (3.5.10), we
have that for any t ∈ (−Tmin, Tmax),
‖∇w(t)‖2L2 + I3(t) ≤ |I1(t)|+ |I2(t)|+ 4|E0|+ 2‖∇φ‖2L2 . (3.5.11)
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Since W is a positive distribution, the choice of A implies that
I3(t) ≥
∫
RN
(W ∗ |w(t)|2)|wAc(t)|(|wAc(t)| − 4‖φ‖L∞) dx
≥
∫
RN
(W ∗ |w(t)|2)|wAc(t)| dx ≥ 0,
(3.5.12)
so that I3 is nonnegative. Using that W ∈ M1,1(RN ) we also have
|I1(t)| ≤‖W‖2,2(‖|φ|2 − 1‖L2 + 2‖φ‖L∞‖w‖L2)2 + 2‖W‖1,1‖w‖2L2(‖φ‖2L∞ + 1) (3.5.13)
and
|I2(t)| ≤ ‖W‖1,1(4A‖φ‖L∞ +A2)‖w(t)‖2L2 . (3.5.14)
From inequalities (3.5.11), (3.5.13) and (3.5.14), we obtain that
‖∇w(t)‖2L2 + I3(t) ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2), (3.5.15)
for any t ∈ (−Tmin, Tmax).
Let us set
J1(t) =
∫
RN
|(W ∗ (|φ|2 − 1 + 2〈φ,w(t)〉))w(t)| dx,
J2(t) =
∫
RN
|(W ∗ |w(t)|2)wA(t)| dx,
J3(t) =
∫
RN
|(W ∗ |w(t)|2)wAc(t)| dx.
Then the last integral in (3.5.5) is bounded by J1(t)+ J2(t)+ J3(t). As before, we conclude that
J1(t) + J2(t) ≤ C(W,φ)(1 + ‖w(t)‖2L2). (3.5.16)
From (3.5.12) we have J3(t) ≤ I3(t). Then (3.5.15) and (3.5.12) imply that
J3(t) ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2). (3.5.17)
The estimates (3.5.16) and (3.5.17), together with (3.5.5), provide again the inequality (3.5.9),
and then the proof is completed as in the previous case.
Proof of Theorem 3.1.2-(ii). As before, the local well-posedness follows from Theorem 3.1.10.
Moreover, from Theorem 3.1.2-(i)-(a) we have the global well-posedness for N ≥ 2. From Propo-
sition 3.2.2 we have that W is a positive deﬁnite distribution and, as shown before, this im-
plies that ‖∇w(t)‖L2 is uniformly bounded in the maximal interval (−Tmin, Tmax) in terms of
E0 and φ (see inequality (3.5.3)). Then it only remains to prove the inequality (3.1.13), for
t ∈ (−Tmin, Tmax).
The argument follows the lines of the proof in [2] for the local Gross-Pitaevskii equation. For
sake of completeness we give the details.
Since W is positive deﬁnite, from the conservation of energy we have
0 ≤
∫
RN
(W ∗ (|φ+ w(t)|2 − 1))(|φ + w(t)|2 − 1) dx ≤ 4E0. (3.5.18)
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On the other hand, Lemma 3.2.4 gives a lower bound for the potential energy
σ‖|φ+ w(t)|2 − 1‖2L2 ≤
∫
RN
(W ∗ (|φ+ w(t)|2 − 1))(|φ + w(t)|2 − 1) dx. (3.5.19)
From (3.5.5) and using Hölder inequality we obtain
1
2
∣∣∣∣ ddt‖w(t)‖2L2
∣∣∣∣ ≤‖∆φ‖L2‖w(t)‖L2 + ‖W‖2,2‖φ‖L∞‖|φ+ w(t)|2 − 1‖L2‖w(t)‖L2 . (3.5.20)
Thus from (3.5.18), (3.5.19) and (3.5.20), we have that for any δ > 0
1
2
∣∣∣∣ ddt(‖w(t)‖2L2 + δ)
∣∣∣∣ ≤ (‖w(t)‖2L2 + δ) 12
(
‖∆φ‖L2 + ‖W‖2,2‖φ‖L∞
√
4E0
σ
)
.
Dividing by ‖w(t)‖2L2 + δ > 0, integrating and then taking δ → 0 we conclude that
‖w(t)‖L2 ≤
(
‖∆φ‖L2 + ‖W‖2,2‖φ‖L∞
√
4E0
σ
)
|t|+ ‖w0‖L2 , (3.5.21)
for any t ∈ (−Tmin, Tmax). As discussed before, this implies that ‖w(t)‖H1 is uniformly bounded
in (−Tmin, Tmax). Therefore by the blow-up alternative, we infer that Tmin = Tmax = ∞. Since
u(t) = w(t) + φ and u0 = w0 + φ, (3.5.21) implies (3.1.13), ﬁnishing the proof.
3.6 Equation (NGP) in energy space
We recall the following results about the energy space E(RN ). We refer to [41, 40, 39] for
their proofs.
Lemma 3.6.1. Let u ∈ E(RN ). Then there exists φ ∈ C∞b ∩ E(RN ) with ∇φ ∈ H∞(RN ), and
w ∈ H1(RN ) such that u = φ+w.
Lemma 3.6.2. Let 1 ≤ N ≤ 4. Then E(RN ) is a complete metric space with the distance
(3.1.15), E(RN ) +H1(RN ) ⊂ E(RN ) and the maps
u ∈ E(RN ) 7→ ∇u ∈ L2(RN ), u ∈ E(RN ) 7→ 1− |u|2 ∈ L2(RN ),
(u,w) ∈ E(RN )×H1(RN ) 7→ u+ w ∈ E(RN )
are continuous.
Lemma 3.6.3. Assume 1 ≤ N ≤ 4. Let W ∈ M2,2(RN ), u ∈ C(R, E(RN )), v ∈ C(R, L2(RN ))
and
Φ(t) :=
∫ t
0
ei(t−s)∆u(s)(W ∗ v(s)) ds, t ∈ [0, T ].
Then Φ ∈ C([0, T ], L2(R2)) and there exists a universal constant C such that
‖Φ‖L∞((0,T ),L2) ≤ Cmax{T, T
8−N
8 }‖W‖2,2(‖1−|u|2‖L∞((0,T ),L2)+‖∇u‖L∞((0,T ),L2))‖v‖L∞((0,T ),L2).
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Proof. By Lemma 1 in [41] and Lemma 3.6.2, we may decompose u(t) = u1(t) + u2(t), with
‖u1‖L∞(R,L∞) ≤ 3 and
‖u2‖L∞((0,T ),H1) ≤ C(‖1− |u|2‖L∞((0,T ),L2) + ‖∇u‖L∞((0,T ),L2)). (3.6.1)
Let us set
Φj(t) :=
∫ t
0
ei(t−s)∆uj(s)(W ∗ v(s)) ds, j = 1, 2.
By the Strichartz estimates we have that Φ1 ∈ C([0, T ], L2(R2)) and
‖Φ1‖L∞((0,T ),L2) ≤ CT‖W‖2,2‖v‖L∞(R,L2). (3.6.2)
Since (8/N, 4) is an admissible Strichartz pair in dimension 1 ≤ N ≤ 4, we also infer that
Φ2 ∈ C([0, T ], L2(R2)) and
‖Φ2‖L∞((0,T ),L2) ≤ CT
8−N
8 ‖u(W ∗ v)‖L∞(R,L4/3)
≤ CT 8−N8 ‖W‖2,2‖u‖L∞(R,L4)‖v‖L∞(R,L2)
(3.6.3)
Combining (3.6.1)-(3.6.3) and using the Sobolev embedding H1(RN ) →֒ L4(RN ), the conclusion
follows.
Proof of Theorem 3.1.6. After Theorem 3.1.2, the proof follows the same arguments given in
[39]. For sake of completeness we sketch the proof.
Given u0 ∈ E(RN ), by Lemma 3.6.1 we have that u0 = φ+ w˜0, for some w˜0 ∈ H1(RN ) and φ
satisfying (3.1.10). Thus Theorem 3.1.2 gives a solution of (NGP) of the form u = φ + w˜, with
w˜ ∈ C(R,H1(RN )). Therefore u = u0 + w, with w = w˜ − w˜0 is the desired solution. To prove
the uniqueness in the energy space, we consider 1 ≤ N ≤ 4. Let v ∈ C(R, E(RN )) be a mild
solution of (NGP) with v(0) = u0. It is suﬃcient to show that v− u0 ∈ C(R,H1(RN )), because
then we may apply the uniqueness result given by Theorem 3.1.2. We do this by proving that
u− v ∈ C(R,H1(RN )). Note that by Lemma 3.6.2, u ∈ u0+C(R,H1(RN )) ⊂ C(R, E(RN )) and
∇u,∇v ∈ C(R, L2(RN )). It only remains to prove that u − v ∈ C(R, L2(RN )). Let T > 0 and
t ∈ [0, T ], then
u(t)− v(t) = i
∫ t
0
ei(t−s)∆(G(u(s)) −G(v(s))) ds,
with
G(u)−G(v) = u(W ∗ (|v|2 − |u|2)) + (u− v)(W ∗ (1− |v|2)).
Applying Lemma 3.6.3 to u(W ∗ (|v|2 − |u|2)) and (u − v)(W ∗ (1 − |v|2)), we conclude that
u− v ∈ C([0, T ], L2(RN )).
3.7 Other conservation laws
In this section we consider a global solution u of (NGP) given by Theorem 3.1.2. We have
already seen that the energy is conserved by the ﬂow of this solution. Now we discuss the notions
of momentum and mass associated to the equation (NGP), that are also formally conserved.
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3.7.1 The momentum
The vectorial momentum for (NGP) is given by
p(u) =
1
2
∫
RN
〈 i∇u, u〉 dx. (3.7.1)
A formal computation shows that the derivative of the momentum is zero and thus it is a
conserved quantity. Moreover, if u = φ+ w we have
p(u) =
1
2
∫
RN
〈 i∇φ, φ〉 dx+ 1
2
∫
RN
〈 i∇w,w〉 dx
+
1
2
∫
RN
〈 i∇φ,w〉 dx+ 1
2
∫
RN
〈 i∇w,φ〉 dx.
Here the problem is that 〈 i∇φ, φ− 1〉 and 〈 i∇w,φ − 1〉 are not necessarily integrable for w ∈
C(R,H1(RN )). However, a formal integration by parts yields
p(u) =
1
2
∫
RN
〈 i∇φ, φ〉 dx+ 1
2
∫
RN
〈 i∇w,w〉 dx+
∫
RN
〈 i∇φ,w〉 dx, (3.7.2)
reducing the ill-deﬁned term to 〈 i∇φ, φ〉 , supposing that we can justify the integration by parts.
In order to give a rigorous sense to these computations, we use the following deﬁnition proposed
by Mariş in [77].
Definition 3.7.1. Let Xj(RN ) = {∂jv : v ∈ H˙1(RN )}, with j = 1, . . . , N. For any h1 ∈ L1(RN )
and h2 ∈ Xj(RN ) we define the linear operator Lj on L1(RN ) + Xj(RN ) by
Lj(h1 + h2) =
1
2
∫
RN
h1 dx.
Lemma 3.7.2. Let N ≥ 2 and j ∈ {1, . . . , N}. Then∫
RN
h = 0, for any h ∈ L1(RN ) ∩ Xj(RN ).
In particular Lj is a well-defined linear continuous operator on L1(RN )+Xj(RN ) in any dimen-
sion N ≥ 2.
Proof. The proof of Lemma 3.7.2 is given by Mariş (Lemma 2.3 in [77]) in the case N ≥ 3.
The same argument works in dimension two, provided that a function in H˙1(R2) deﬁnes a
tempered distribution. In fact, this last point was shown by Gérard (see [40], p. 8), concluding
the proof.
Following the ideas proposed in [77] in dimension N ≥ 3, we have the following result that is
essential to deﬁne our notion of momentum.
Lemma 3.7.3. Let N ≥ 2, j = 1, . . . , N and w ∈ H1(RN ). Then 〈 i∂jφ, φ〉 ∈ L1(RN )+Xj(RN ),
〈 i∂jφ,w〉 ∈ L1(RN ), 〈 iφ, ∂jw〉 ∈ L1(RN ) + Xj(RN ) and
Lj(〈 i∂jφ,w〉) = −Lj(〈 iφ, ∂jw〉 ). (3.7.3)
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Proof. The assumption (3.1.10) implies that there is a radius R > 1 such that |φ(x)| ≥ 12 ,
for all x ∈ B(0, R)c and φ is C1 in B(0, R)c. Then, there are some scalar functions ρ˜, θ˜ ∈
C1(B(0, R)c) ∩H1
loc
(B(0, R)c) such that
φ = ρ˜eiθ˜, on B(0, R)c.
Moreover, since ∂jφ ∈ L2(RN ) and
|∂jφ|2 = |∂j ρ˜|2 + ρ˜2|∂j θ˜|2, on B(0, R)c
we deduce that ∂j ρ˜, ∂j θ˜ ∈ L2(B(0, R)c). By Whitney extension theorem (cf. [68], p. 167), there
exist scalar functions ρ, θ ∈ C1(RN ) such that ρ = ρ˜ and θ = θ˜ on B(0, R)c. Setting
φ1 = ρe
iθ and φ2 = φ− φ1,
we have
〈 i∂jφ, φ〉 = 〈 i∂jφ1, φ1〉 + 〈 i∂jφ1, φ2〉 + 〈 i∂jφ2, φ1〉 + 〈 i∂jφ2, φ2〉 . (3.7.4)
Since suppφ2, supp∇φ2 ⊂ B¯(0, R), the last three terms in the r.h.s. of (3.7.4) belong to L1(RN ).
For the remaining term, a direct computation gives
〈 i∂jφ1, φ1〉 = −ρ2∂jθ = (1− ρ2)∂jθ − ∂jθ, on RN . (3.7.5)
The fact that ∂j θ˜ ∈ L2(B(0, R)c) implies that ∂jθ ∈ L2(RN ) and from (3.1.10) it follows that
|ρ|2 − 1 ∈ L2(RN ). Therefore from (3.7.5) we conclude that 〈 i∂jφ1, φ1〉 ∈ L1(RN )+Xj(RN ) and
hence 〈 i∂jφ, φ〉 ∈ L1(RN ) + Xj(RN ).
To ﬁnish the proof, we notice that from (3.1.10) and the above computations we also have
that φ1 ∈ H˙1(RN ) ∩ C1(RN ) ∩ W 1,∞(RN ) and φ2 ∈ H1(RN ). Then a slight modiﬁcation
of the argument given in Lemma 2.5 in [77], allows us to deduce that 〈 i∂jφ,w〉 ∈ L1(RN ),
〈 iφ, ∂jw〉 ∈ L1(RN ) + Xj(RN ) and the identity (3.7.3).
In virtue of Lemma 3.7.3 and making an analogy to (3.7.1), for N ≥ 2 and u ∈ φ+H1(RN ),
we deﬁne the generalized momentum q = (q1, . . . , qN ) as
qj(u) = Lj(〈 i∂ju, u〉 ), j = 1 . . . , N.
Furthermore, by (3.7.3) we have
qj(u) = Lj(〈 i∂jφ, φ〉 ) + 1
2
∫
RN
〈 i∂jw,w〉 dx+
∫
RN
〈 i∂jφ,w〉 dx, (3.7.6)
which can be seen as a rigorous formulation of (3.7.2).
In dimension one, the operator Lj is not well-deﬁned. In fact, following the idea of the proof
of Lemma 3.7.3, if we assume that u = ρeiθ then
〈 iu′, u〉 = −ρ2θ′ = (1− ρ2)θ′ − θ′.
Supposing that lim
R→∞
(θ(R)− θ(−R)) exists, we would have∫
R
θ′(x) dx = lim
R→∞
(θ(R)− θ(−R)). (3.7.7)
Thus we necessarily need to modify the deﬁnition of the momentum in the one-dimensional case
to take into account the phase change (3.7.7). This approach is taken in [9] using the following
notion of untwisted momentum.
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Definition 3.7.4. For u ∈ φ+H1(R), we define the operator L on φ+H1(R) by
L(u) = lim
R→∞
(
1
2
∫ R
−R
〈 iu′, u〉 dx+ 1
2
(arg u(R)− arg u(−R))
)
mod π (3.7.8)
In [9] it is proved that the limit in (3.7.8) actually exists. Therefore, as in the higher dimen-
sional case, we deﬁne the generalized momentum in dimension one as
q1(u) = L(u).
The following result shows that this deﬁnition gives us an analogous expression to (3.7.6).
Lemma 3.7.5 ([9]). Let u = φ+ w, w ∈ H1(R). Then
q1(u) = L(φ) + 1
2
∫
R
〈 iw′, w〉 dx+
∫
R
〈 iφ′, w〉 dx.
Now that we have explained the notion of generalized momentum in any dimension, we can
proceed to prove Theorem 3.1.8.
Proof of Theorem 3.1.8. In view of the continuous dependence of the ﬂow, Lemma 3.7.5, (3.7.6)
and Proposition 3.1.7, we only need to prove the conservation of momentum for u0 = φ+w0, with
w0 ∈ H2(RN ). Thus we assume that u− φ = w ∈ C(R,H2(RN )) ∩ C1(R, L2(RN )). Integrating
by parts we have that for any j = 1, . . . , N and t ∈ R,
∂tqj(u(t)) = ∂t
(
1
2
∫
RN
〈 i∂jw(t), w(t)〉 dx+
∫
RN
〈 i∂jφ,w(t)〉 dx
)
=
∫
RN
〈 i∂j(w(t) + φ), ∂tw(t)〉 dx
=
∫
RN
〈 i∂ju(t), ∂tu(t)〉 dx
=
∫
RN
〈∂ju(t),∆u(t) + u(t)(W ∗ (1− |u(t)|2))〉 dx.
Since |∇u(t)|2 ∈W 1,1(RN ), an integration by parts leads to
∂tqj(u(t)) = −1
2
∫
RN
∂j|∇u(t)|2 dx+
∫
RN
(W ∗ (1− |u(t)|2))〈u(t), ∂ju(t)〉 dx
=
∫
RN
(W ∗ (1− |u(t)|2))〈u(t), ∂ju(t)〉 dx.
(3.7.9)
Now we notice that
∂j
(
(1− |u|2)(W ∗ (1− |u|2))) = −2〈u, ∂ju〉(W ∗ (1−|u|2))−2(1−|u|2)(W ∗〈u, ∂ju〉 ). (3.7.10)
From (3.7.10) and Lemma 3.3.4, we have∫
RN
〈u, ∂ju〉(W ∗ (1− |u|2)) dx =
∫
RN
(1− |u|2)(W ∗ 〈u, ∂ju〉 ) dx. (3.7.11)
Since
(
(1− |u(t)|2)(W ∗ (1− |u(t)|2))) ∈ W 1,1(RN ), from (3.7.9), (3.7.10) and (3.7.11) we infer
that
∂tqj(u(t)) = −1
4
∫
RN
∂j
(
(W ∗ (1− |u(t)|2))(1 − |u(t)|2)) dx = 0,
concluding the proof.
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Remark 3.7.6. This argument also proves the conservation of momentum stated in Theorem
3.1.10.
3.7.2 The mass
In a recent article, Béthuel et al. [10] give a deﬁnition for the mass for the local Gross-
Pitaevskii equation in the one-dimensional case. In this subsection we try to extend this notion
to higher dimensions.
Let χ ∈ C∞0 (R;R) be a function such that χ(x) = 1 if |x| ≤ 1, χ(x) = 0 if |x| ≥ 2 and
‖χ′‖L∞ , ‖χ′′‖L∞ ≤ 2. For any R > 0, a ∈ RN , we set
χa,R(x) = χ
( |x− a|
R
)
, x ∈ RN
and the quantities
m+(u) = inf
a∈RN
lim sup
R→∞
∫
RN
(1− |u|2)χa,R dx, m−(u) = sup
a∈RN
lim inf
R→∞
∫
RN
(1− |u|2)χa,R dx.
In the case that 1− |u|2 ∈ L1(RN ), m+(u) = m−(u). More generally, if u is such that m+(u) =
m−(u), we deﬁne the generalized mass as
m(u) ≡ m+(u) = m−(u).
The following result is a more accurate version of Theorem 3.1.9 and shows that the general-
ized mass is conserved if N ≤ 4. However, we need a faster decay for φ in dimensions three and
four, which is at least satisﬁed by the travelling waves in the local problem (see [48]).
Theorem 3.7.7. Let 1 ≤ N ≤ 4. In addition to (3.1.10), assume that ∇φ ∈ L NN−1 (RN ) if
N = 3, 4. Suppose that u0 ∈ φ + H1(RN ) with m+(u0) (respectively m−(u0)) finite. Then the
associated solution of (NGP) given by Theorem 3.1.2 satisfies m+(u(t)) = m+(u0) (respectively
m−(u(t)) = m−(u0)), for any t ∈ R. In particular, if u0 has finite generalized mass, then the
generalized mass is conserved by the flow, that is m(u(t)) = m(u0), for any t ∈ R.
Proof. Let u0 = φ + w0 and u = φ+ w, w0 ∈ H1(RN ), w ∈ C(R,H1(RN )) ∩ C1(R,H−1(RN )).
We take a sequence w0,n ∈ H2(RN ) such that w0,n → w0 in H1(RN ). By Proposition 3.1.7 and
the continuous dependence property of Theorem 3.1.2, the solutions un = φ+wn of (NGP) with
initial data φ+ w0,n satisfy
wn ∈ C(R,H2(RN )) ∩ C1(R, L2(RN )) and wn → w in C(I,H1(RN )), (3.7.12)
for any bounded closed interval I.
Setting η(t) = 1 − |u(t)|2, ηn(t) = 1 − |un(t)|2 and using that the functions un are solution
of (NGP), it follows
∂tηn(t) = −2Re(iun(t)∆un(t)).
Then integrating by parts
∂t
(∫
RN
ηn(t)χa,R dx
)
=
∫
RN
∂tηn(t)χa,R dx = I1(t) + I2(t) + I3, (3.7.13)
73
Chapter 3. Global well-posedness for a nonlocal Gross-Pitaevskii equation
with
I1(t) = −2 Im
∫
RN
(wn(t)∇wn(t) + wn(t)∇φ)∇χa,R dx,
I2(t) = −2 Im
∫
RN
φ∇wn(t)∇χa,R dx,
I3 = −2 Im
∫
RN
φ∇φ∇χa,R dx.
Noticing that ‖∆χa,R‖L2 ≤ CR
N−4
2 , we have that ‖∇χa,R‖L∞ and ‖∆χa,R‖L2 are uniformly
bounded in a and R. Setting
Ωa,R = {x ∈ RN : R < |x− a| < 2R}
and using the Cauchy-Schwarz inequality we have
|I1(t)| ≤ C(φ)‖wn(t)‖L2(Ωa,R)(‖∇wn(t)‖L2(Ωa,R) + 1). (3.7.14)
For I2, we ﬁrst integrate by parts
I2(t) = 2 Im
∫
RN
wn(t)(∇φ∇χa,R + φ∆χa,R) dx,
thus
|I2(t)| ≤ C(φ)‖wn(t)‖L2(Ωa,R). (3.7.15)
Using Hölder inequality, it follows that
|I3| ≤
‖φ‖L∞‖∇φ‖L2(Ωa,R)‖∇χa,R‖L2 , if N = 1‖φ‖L∞‖∇φ‖
L
N
N−1 (Ωa,R)
‖∇χa,R‖
L
N , if 2 ≤ N ≤ 4. (3.7.16)
Note that the choice of χ implies that ‖∇χa,R‖LN is uniformly bounded in a and R in any
dimension, and so is ‖∇χa,R‖L2 in dimension one. Then by putting together (3.7.13)-(3.7.16),
we obtain∣∣∣∣∂t(∫
RN
ηn(t)χa,Rdx
)∣∣∣∣ ≤ C(φ)(‖wn(t)‖L2(Ωa,R)(1 + ‖∇wn(t)‖L2) + ‖∇φ‖LN∗ (Ωa,R)),
with N∗ = 2 if N = 1 and N∗ = NN−1 if 2 ≤ N ≤ 4. Integrating this inequality between 0 and t
and, by (3.7.12), passing to the limit we have∣∣∣∣∫
RN
η(t)χa,R dx−
∫
RN
η(0)χa,R dx
∣∣∣∣ ≤
C(φ)
∫ |t|
0
‖w(s)‖L2(Ωa,R)(1 + ‖∇w(s)‖L2) ds+ C(φ)|t|‖∇φ‖LN∗ (Ωa,R). (3.7.17)
From the proof of Theorem 3.1.2, we deduce that for some constant K, depending only on w0,
E0, φ and W,
‖w(t)‖L2 ≤ KeK|t|, ‖∇w(t)‖L2 ≤ KeK|t|. (3.7.18)
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Then, by Cauchy-Schwarz inequality,∫ |t|
0
‖w(s)‖L2(Ωa,R)(1 + ‖∇w(s)‖L2) ds ≤KeK|t|
∫ |t|
0
‖w(s)‖L2(Ωa,R) ds
≤KeK|t||t| 12
(∫ |t|
0
∫
Ωa,R
|w(s)|2 dx ds
) 1
2
.
This inequality together with (3.7.18), the dominated convergence theorem and (3.7.17) imply
that
lim
R→∞
(∫
RN
(1− |u(t)|2)χa,R dx−
∫
RN
(1− |u0|2)χa,R dx
)
= 0.
The conclusion follows from the deﬁnition of m+, m− and m.
An interesting open question is to extend the statement of Theorem 3.1.9 to a more meaningful
notion of mass such as
m
+(u) = inf
a∈R
lim sup
R→∞
∫
B(a,R)
(1− |u|2) dx, m−(u) = sup
a∈R
lim inf
R→∞
∫
B(a,R)
(1− |u|2) dx.
In fact, in the one-dimensional case, one can choose a test function χ such that
‖χa,R‖L2(supp(∇χa,R))
is uniformly bounded in a and R. Then one can see that Theorem 3.1.9 remains true replacing m
by m, recovering a result of Béthuel et al. (see Appendix in [10]). However, in higher dimensions
we do not know if this is possible.
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4.1 Introduction
4.1.1 The problem
We consider ﬁnite energy traveling waves for the nonlocal Gross–Pitaevskii equation
i∂tu−∆u− u(W ∗ (1− |u|2)) = 0, u(x, t) ∈ C, x ∈ RN , t ∈ R. (4.1.1)
Here ∗ denotes the convolution in RN and W is a real-valued even distribution. The aim of this
work is to provide suﬃcient conditions on the potential W such that these traveling waves are
necessarily constant for a certain range of speeds. Equation (4.1.1) is Hamiltonian and its energy
E(u(t)) =
1
2
∫
RN
|∇u(t)|2 dx+ 1
4
∫
RN
(W ∗ (1− |u(t)|2))(1 − |u(t)|2) dx
is formally conserved. A traveling wave of speed c that propagates along the x1-axis is a solution
of the form
uc(x, t) = v(x1 − ct, x⊥), x⊥ = (x2, . . . , xN ).
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Hence the proﬁle v satisﬁes
ic∂1v +∆v + v(W ∗ (1− |v|2)) = 0 in RN , (NTWc)
and by using complex conjugation, we can restrict us to the case c ≥ 0. Note that any constant
(complex-valued) function v of modulus one veriﬁes (NTWc), so that we refer to them as the
trivial solutions.
Notice that, in the case that W coincides with the Dirac delta function, (NTWc) reduces to
the classical Gross–Pitaevskii equation
ic∂1v +∆v + v(1− |v|2) = 0 in RN . (TWc)
Equation (TWc) has been intensively studied in the last years. We refer to [7] for a survey. From
now on we suppose that N ≥ 2 and we recall the following results.
Theorem 4.1.1 ([22, 12, 47, 49]). Let v ∈ H1loc(RN ) be a finite energy solution of (TWc).
Assume that one of the following cases hold
(i) c = 0.
(ii) c >
√
2.
(iii) N = 2 and c =
√
2.
Then v is a constant function of modulus one.
Theorem 4.1.2 ([12, 11, 25, 8, 77]). There is some nonempty set A ⊂ (0,√2) such that for
all c ∈ A there exists a nonconstant finite energy solution of (TWc). Furthermore, assume that
N ≥ 3. Then there exists a nonconstant finite energy solution of (TWc) for all 0 < c < √2.
It would be reasonable to expect to generalize in some way these theorems to the nonlocal
equation (NTWc). The aim of this paper is to investigate the analogue of Theorem 4.1.1 in the
cases (i) and (ii). Before stating our precise results, we give some motivation about the critical
speed.
4.1.2 Physical motivation
As explained in [31], (4.1.1) can be considered as a generalization of the equation
i~∂tΨ(x, t) =
~2
2m
∆Ψ(x, t) + Ψ(x, t)
∫
RN
|Ψ(y, t)|2V (x− y) dy, in RN × R, (4.1.2)
introduced by Gross [52] and Pitaevskii [86] to describe the kinetic of a weakly interacting Bose
gas of bosons of mass m, where Ψ is the wavefunction governing the condensate in the Hartree
approximation and V describes the energy interaction between bosons.
In the most typical approximation, V is considered as a Dirac delta function. Then this
model has applications in several areas of physics, such as superﬂuidity, nonlinear optics and
Bose–Einstein condensation [62, 61, 65, 26]. It seems then natural to analyze equation (4.1.2) for
more general interactions. Indeed, in the study of superﬂuidity, supersolids and Bose–Einstein
condensation, diﬀerent types of nonlocal potentials have been proposed [14, 6, 32, 96, 87, 63,
103, 27, 23, 1].
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Let us now proceed formally and consider a constant function u0 of modulus one. Since
(4.1.1) is invariant by a change of phase, we can assume u0 = 1. Then the linearized equation of
(4.1.1) at u0 is given by
i∂tu˜−∆u˜+ 2W ∗ Re(u˜) = 0. (4.1.3)
Writing u˜ = u˜1 + iu˜2 and taking real and imaginary parts in (4.1.3), we get
−∂tu˜2 −∆u˜1 + 2W ∗ u˜1 = 0,
∂tu˜1 −∆u˜2 = 0,
from where we deduce that
∂2ttu˜− 2W ∗ (∆u˜) + ∆2u˜ = 0. (4.1.4)
By imposing u˜ = ei(ξ·x−wt), w ∈ R, ξ ∈ RN , as a solution of (4.1.4), we obtain the dispersion
relation
(w(ξ))2 = |ξ|4 + 2Ŵ (ξ)|ξ|2, (4.1.5)
where Ŵ denotes the Fourier transform of W . Supposing that Ŵ is positive and continuous at
the origin, we get in the long wave regime, i.e. ξ ∼ 0,
w(ξ) ∼ (2Ŵ (0))1/2|ξ|.
Consequently, in this regime we can identify (2Ŵ (0))1/2 as the speed of sound waves (also called
sonic speed), so that we set
cs(W ) = (2Ŵ (0))
1/2.
The dispersion relation (4.1.5) was ﬁrst observed by Bogoliubov [14] on the study of Bose–
Einstein gas and under some physical considerations he established that the gas should move
with a speed less than cs(W ) to preserve its superﬂuid properties. From a mathematical point
of view and comparing with Theorems 4.1.1 and 4.1.2, this encourages us to think that the
nonexistence of a nontrivial solution of (NTWc) is related to the condition
c > cs(W ). (4.1.6)
Actually, in Subsection 4.1.4 we provide results in this direction and in Subsection 4.1.5 we
specify the discussion for some explicit potentials W which are physically relevant.
4.1.3 Hypotheses on W
Let us introduce the spaces Mp,q(RN ) of tempered distributions W such that the linear
operator f 7→ W ∗ f is bounded from Lp(RN ) to Lq(RN ). We will use the following hypotheses
on W .
(H1) W is a real-valued even temperated distribution.
(H2) W ∈ M2,2(RN ). Moreover, if N ≥ 4,
W ∈ MN/(N−1),∞(RN ) ∩M2N/(N−2),∞(RN ) ∩M2N/(N−2),2N/(N−2)(RN ). (4.1.7)
(H3) Ŵ is diﬀerentiable a.e. on RN and for all j, k ∈ {1, . . . , N} the map ξ → ξj∂kŴ (ξ) is
bounded and continuous a.e. on RN .
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(H4) Ŵ ≥ 0 a.e. on RN .
(H5) Ŵ is of class C2 in a neighborhood of the origin and Ŵ (0) > 0.
Recall that the conditionW ∈ M2,2(RN ) is equivalent to Ŵ ∈ L∞(RN ) (see e.g. [46]). Therefore
(H4) makes sense provided that (H2) holds. It is proved in [31] that under the assumptions (H1),
(H2) and (H4) the Cauchy problem for (4.1.1) with nonzero condition at inﬁnity is globally well-
posed. Actually, condition (4.1.7) is more restrictive than the one used in [31] in dimension
N ≥ 4, but we need it to ensure the regularity of solutions. More precisely, in Section 4.2 we
prove that under the hypothesis (H2), the solutions of (NTWc) are smooth and satisfy
|v(x)| → 1, ∇v(x)→ 0, as |x| → ∞.
On the other hand, by Lemma 4.2.3, (4.1.7) is at least fulﬁlled for W ∈ L1(RN ) ∩ LN (RN ).
Assumption (H2) also implies that E(v) is ﬁnite in the energy space
E(RN ) = {ϕ ∈ H1loc(RN ) : 1− |ϕ|2 ∈ L2(RN ),∇ϕ ∈ L2(RN )}.
Furthermore, if (H4) also holds, then by the Plancherel identity
E(v) =
1
2
∫
RN
|∇v|2 + 1
4(2π)N
∫
RN
Ŵ | ̂1− |v|2|2 ≥ 0.
In Subsection 4.1.5 we show several examples of distributions W satisfying the conditions (H1)–
(H5).
4.1.4 Statement of the results
Theorem 4.1.3. Assume that W satisfies (H1)–(H5). Let c > cs(W ) and suppose that there
exist constants σ1, . . . , σN ∈ R such that
Ŵ (ξ) + αc
N∑
k=2
σkξk∂kŴ (ξ)− σ1ξ1∂1Ŵ (ξ) ≥ 0, for a.a. ξ ∈ RN , (4.1.8)
and
N∑
k=2
σk +min
{
−σ1 − 1, σ1 − 1
αc + 2
, 2αcσj + σ1 − 1
}
≥ 0, (4.1.9)
for all j ∈ {2, . . . , N}, where αc := c2/(cs(W ))2 − 1. Then nontrivial solutions of (NTWc) in
E(RN ) do not exist.
To apply Theorem 4.1.3 we need to verify the existence of the constants σ1, . . . , σN satisfying
(4.1.8) and (4.1.9). To avoid this task, we provide two corollaries where the conditions for the
nonexistence of traveling waves are expressed only in terms of W .
Corollary 4.1.4. Assume that W satisfies (H1)–(H5) and also that
Ŵ (ξ) ≥ max
{
1,
2
N − 1
} N∑
k=2
|ξk∂kŴ (ξ)|+ |ξ1∂1Ŵ (ξ)|, for a.a. ξ ∈ RN . (4.1.10)
Suppose that c > cs(W ). Then nontrivial solutions of (NTWc) in E(RN ) do not exist.
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Corollary 4.1.5. Assume that W satisfies (H1)–(H5). Suppose that
cs(W ) < c ≤ cs(W )
(
1 + inf
ξ∈RN
(N − 1)Ŵ (ξ)∑N
k=2|ξk∂kŴ (ξ)|
)1/2
. (4.1.11)
Then nontrivial solutions of (NTWc) in E(RN ) do not exist.
Concerning the static waves, we have the following result.
Theorem 4.1.6. Assume that W satisfies (H1)–(H4). Suppose that c = 0 and that
ξj∂jŴ (ξ) ≤ 0, for a.a. ξ ∈ RN , (4.1.12)
for all j ∈ {1, . . . , N}. Then nontrivial solutions of (NTWc) in E(RN ) do not exist.
Note that in the case W = aδ, a > 0, Ŵ = a and so that ∇Ŵ = 0. Then conditions (4.1.10),
(4.1.11) and (4.1.12) hold. Therefore, invoking Corollary 4.1.4 or 4.1.5 and Theorem 4.1.6 we
obtain the nonexistence of nontrivial solutions for all
c ∈ {0} ∪ (
√
2a,∞). (4.1.13)
In particular, considering a = 1, we recover Theorem 4.1.1 in the cases (i) and (ii).
So far, in view of (H5), we have assumed that Ŵ is regular in a neighborhood of the origin,
which in particular allows us to deﬁne cs(W ). However there are interesting examples of kernels
provided by the physical literature such that Ŵ is not continuous at the origin and then cs(W )
is not properly deﬁned. For this reason we will work with a more general geometric condition on
Ŵ . More precisely, denoting by {ek}k∈{1,...,N} the canonical unitary vectors of RN , we introduce
the function
wj(ν1, ν2) := Ŵ (ν1e1 + ν2ej), (ν1, ν2) ∈ R2, j ∈ {2, . . . , N}, (4.1.14)
and the set
Γj,c := {ν = (ν1, ν2) ∈ R2 : |ν|4 + 2wj(ν)|ν|2 − c2ν21 = 0}.
Then Theorem 4.1.3 can be generalized if we replace (H5) by the condition
(H6) For all j ∈ {2, . . . , N} and c > 0, there exist δ > 0 and two functions γ+j,c and γ−j,c,
deﬁned on the interval (0, δ), such that the set Γj,c ∩ B(0, δ) has Lebesgue measure zero,
γ±j,c ∈ C1((0, δ)), and
γ+j,c(t) > 0, γ
−
j,c(t) < 0, (t, γ
±
j,c(t)) ∈ Γj,c, for all t ∈ (0, δ).
Moreover, the following limits exist and are equal
lim
t→0+
(
γ+j,c(t)
t
)2
= lim
t→0+
(
γ−j,c(t)
t
)2
=: ℓj,c.
Figure 4.1 illustrates condition (H6). The fact that (H5) and (4.1.6) actually imply (H6) is proved
in Section 4.4 (see Lemma 4.4.1). We also note that from (H6) we infer that limt→0+ γ
±
j,c(t) = 0.
Moreover, if Ŵ is even in each component, that is
Ŵ ((−1)m1x1, (−1)m2x2, . . . , (−1)mNxN ) = Ŵ (x1, x2, . . . , xN ),
for all (m1, . . . ,mN ) ∈ {0, 1}N , then γ−j,c = −γ+j,c, for all j ∈ {2, . . . , N}.
On the other hand, if the values ℓj,c are positive, a necessary condition for the existence of a
nontrivial ﬁnite energy solution of (NTWc) is that they are equal.
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γ+j,c(t)
γ−j,c(t)
√
ℓj,c t
−√ℓj,c t
0
t
Figure 4.1: The curves γ±j,c of condition (H6).
Lemma 4.1.7. Let c > 0. Assume that W satisfies (H1)–(H4) and (H6) with ℓj,c > 0, for all
j ∈ {2, . . . , N}. Let v ∈ E(RN ) be a nontrivial solution of (NTWc) in E(RN ). Then
ℓ1,c = ℓ2,c = · · · = ℓN,c.
Now we are ready to state our main result in its general form.
Theorem 4.1.8. Let c > 0. Assume that W satisfies (H1)–(H4) and (H6), with
ℓc := ℓ1,c = ℓ2,c = · · · = ℓN,c > 0. (4.1.15)
Suppose that there exist constants σ1, . . . , σN ∈ R such that
Ŵ (ξ) + ℓc
N∑
k=2
σkξk∂kŴ (ξ)− σ1ξ1∂1Ŵ (ξ) ≥ 0, for a.a. ξ ∈ RN , (4.1.16)
and
N∑
k=2
σk +min
{
−σ1 − 1, σ1 − 1
ℓc + 2
, 2ℓcσj + σ1 − 1
}
≥ 0, (4.1.17)
for all j ∈ {2, . . . , N}. Then nontrivial solutions of (NTWc) in E(RN ) do not exist.
Finally, we give the corresponding analogue of Corollaries 4.1.4–4.1.5.
Corollary 4.1.9. Let c > 0. Assume that W satisfies (H1)–(H4), (H6) and (4.1.15). Suppose
that either (4.1.10) or
lc ≤ inf
ξ∈RN
(N − 1)Ŵ (ξ)∑N
k=2|ξk∂kŴ (ξ)|
hold. Then nontrivial solutions of (NTWc) in E(RN ) do not exist.
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4.1.5 Examples
In this subsection we provide some potentials of physical interest for which the Cauchy
problem for (4.1.1) is globally well-posed (see [31]).
(I) Given the spherically symmetric interaction of particles, in physical models it is usual to
suppose that W is radial and then so is its Fourier transform, namely
Ŵ (ξ) = ρ(|ξ|),
for some function ρ : [0,∞)→ R. Assuming that ρ is diﬀerentiable, we compute
ξk∂kŴ (ξ) = ρ
′(|ξ|) ξ
2
k
|ξ| , for all ξ ∈ R
N \ {0}. (4.1.18)
Then, using that
∑N
k=2 ξ
2
k = |ξ|2 − ξ21 and that |ξk| ≤ |ξ|, we obtain that conditions (4.1.10) and
(4.1.11) are respectively satisﬁed if
max
{
1,
2
N − 1
}
≤ inf
r>0
ρ(r)
|ρ′(r)|r , (4.1.19)
and
2ρ(0) < c2 ≤ 2ρ(0)
(
1 + inf
r>0
ρ(r)
|ρ′(r)|r
)
. (4.1.20)
We consider now a generalization of the model proposed by Shchesnovich and Kraenkel [96]
ρ(r) =
1
(1 + ar2)b/2
, a, b > 0,
so that
cs := cs(W ) =
√
2.
It is immediate to verify that hypotheses (H1),(H3)–(H5) are satisﬁed. Also, since Ŵ ∈ L∞(RN ),
(H2) is fulﬁlled for N = 2, 3. Moreover, by Proposition 6.1.5 in [46], we conclude that W ∈
L1(RN ) ∩ LN (RN ) for N ≥ 4 provided that b > N − 1. On the other hand,
inf
r>0
ρ(r)
|ρ′(r)|r = infr>0
1 + ar2
abr2
=
1
b
. (4.1.21)
Therefore, using (4.1.18)–(4.1.21) and invoking Corollaries 4.1.4,4.1.5 and Theorem 4.1.6, we
conclude that in the following cases there is nonexistence of nontrivial solutions of (NTWc) in
E(RN )
(a) N = 2, b ≤ 1/2, c ∈ (cs,∞).
(b) N = 2, b > 1/2, c ∈ (cs,
√
2 + 2/b).
(c) N = 3, b ≤ 1, c ∈ (cs,∞).
(d) N = 3, b > 1, c ∈ (cs,
√
2 + 2/b).
(e) N ≥ 4, b > N − 1, c ∈ (cs,
√
2 + 2/b).
(f) N = 2 or 3, c = 0.
(g) N ≥ 4, b > N − 1, c = 0.
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We remark that if b→ 0, Ŵ → 1 and then W → δ in a distributional sense. Thus the cases (a)
and (c) could be seen as a generalization of Theorem 4.1.1 in the cases (i) and (ii).
(II) Let N = 2, 3 and
Wε = δ + εf, ε ≥ 0,
where f is an even real-valued function, such that f, |x|2f, |x|∇f ∈ L1(RN ). Then Ŵε = 1+εf̂ ∈
C2(RN ). Since
x̂j∂kf = −(δj,kf̂ + ξk∂j f̂), (4.1.22)
we have
‖f̂‖L∞(RN ) ≤ ‖f‖L1(RN ), ‖ξk∂j f̂‖L∞(RN ) ≤ ‖f‖L1(RN ) + ‖xj∂kf‖L1(RN ).
Then we see that W satisﬁes conditions (H1)–(H5) provided that ε < ‖f‖−1
L1(RN )
and that the
sonic speed given by
cs := cs(W ) =
(
2 + 2ε
∫
RN
f
)1/2
,
is well-deﬁned. Moreover (4.1.10) is fulﬁlled if
ε <
(
4‖f‖L1(RN ) +
N∑
k=1
‖xk∂kf‖L1(RN )
)−1
. (4.1.23)
Therefore, under condition (4.1.23), Corollary 4.1.4 implies the nonexistence of nontrivial solu-
tions of (NTWc) in E(RN ) for any c ∈ (cs,∞).
(III) The following potential used in [23, 103] to model dipolar forces in a quantum gas yields
an example in R3 where the speed of sound is not properly deﬁned. Let
W = aδ + bK, a, b ∈ R,
where K is the singular kernel
K(x) =
x21 + x
2
2 − 2x23
|x|5 , x ∈ R
3\{0}.
In the sequel, we will deduce from Lemma 4.1.7 and Theorem 4.1.8 that there is nonexistence of
nontrivial ﬁnite energy solutions of (NTWc) in E(RN ) for all
(2max{a− b˜, a})1/2 < c <∞, (4.1.24)
with b˜ = (4πb)/3, provided that a > 0 and either
a ≥ b˜ ≥ 0 or a > −2b˜ ≥ 0. (4.1.25)
We now turn to the proof of condition (4.1.24). In fact, since (see [23])
Ŵ (ξ) = a+ b˜
(
3ξ23
|ξ|2 − 1
)
, ξ ∈ R3\{0},
W satisﬁes (H1)–(H4) if one of the conditions in (4.1.25) holds. However, Ŵ is not continuous
at the origin. More precisely, in terms of the function deﬁned in (4.1.14), we have that w2 is
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constant equal to a > 0 and by Lemma 4.4.1 there exist curves γ±2 with ℓ2,c = c
2/(2a) − 1. On
the other hand, w3 is not continuous at the origin but assuming (4.1.24) we can explicitly solve
the algebraic equation
(x2 + y2)2 + 2w3(x, y)(x
2 + y2)− c2x2 = 0
and deduce that
γ±3,c(t) = ±
√
−t2 − a− 2b˜+
√
6b˜t2 + (a+ 2b˜)2 + c2t2,
for |t| < c2 − 2(a− b˜). Therefore (H6) holds and ℓ3,c = −1 + (6b˜+ c2)/(2(a+2b˜)). Note that by
(4.1.25), ℓ3,c is a well-deﬁned positive constant. By Lemma 4.1.7, a necessary condition so that
the equation (NTWc) has nontrivial solutions is ℓ3,c = ℓ2,c, which leads us to
(c2 − 3a)b = 0.
The case b = 0 has already been analyzed (see (4.1.13)). If b 6= 0, we obtain c2 = 3a. Hence
ℓc := ℓ2,c = ℓ3,c = 1/2. Then, taking σ1 = 0 and σ2 = σ3 = 1/2, (4.1.17) is satisﬁed and the l.h.s.
of (4.1.16) reads
a+ b˜
(
3
ξ23
|ξ|2
(
1− ξ
2
2
2|ξ|2
)
− 1
)
+
3b˜
2
ξ23
|ξ|2
(
1− ξ
2
3
|ξ2|
)
,
which is nonnegative by (4.1.25). Therefore, by Theorem 4.1.8, there is nonexistence of nontrivial
solutions of (NTWc) in E(RN ), provided that (4.1.24) and (4.1.25) hold.
As proved in [31], the Cauchy problem is also globally well-posed for other interactions such
as the soft core potential
W (x) =
{
1, if |x| < a,
0, otherwise,
with a > 0. However, our results do not apply to this kernel, since the changes of sign of Ŵ will
prevent that an inequality such as (4.1.16) can be satisﬁed. Moreover, in this case the energy
could be negative making the analysis more diﬃcult. Nevertheless, Ŵ is positive near the origin
and the sonic speed is still well deﬁned, so that it is an open question to establish which are the
exact implications of change of sign of the Fourier transform in the nonexistence results.
4.1.6 Outline of the proofs and organization of the paper
We recall that Theorem 4.1.1-(i) follows from a classical Pohozaev identity. Gravejat in [47]
proves Theorem 4.1.1-(ii) by combining the respective Pohozaev identity with an integral equality
obtained from the Fourier analysis of the equation satisﬁed by 1−|v|2. Our results are derived in
the same spirit. In the next section we prove that conditions (H1) and (H2) imply the regularity
of solutions of (NTWc). In Section 4.3 we prove that condition (H6) allows us to generalize the
arguments in [47] so that we can derive the integral identity (4.3.1). The fact that the set Γj,c is
described by the curves γ±j,c is a consequence of the Morse lemma, as explained in Section 4.4.
In Section 4.5 we establish a Pohozaev identity for (NTWc) with a “remainder term” de-
pending on the derivatives of Ŵ . Although this identity can be formally obtained for rapidly
decaying functions, its proof for functions in E(RN ) is the major technical diﬃculty of this paper
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and relies on Fourier analysis and the fact that W is even. As in [22], we then see in Section 4.6
that Theorem 4.1.6 is a straightforward consequence of this relation.
In Section 4.6 we also show that we can recast the identities described above as a suitable
linear system of equations for which we can invoke the Farkas lemma to obtain the nonexistence
conditions given in Theorems 4.1.8 and 4.1.3. The corollaries stated in Subsection 4.1.4 then
follow by choosing the values of σ1, . . . , σN appropriately.
Notations. We adopt the standard notation C(·, ·, . . . ) to represent a generic constant that
depends only on each of its arguments. For any x, y ∈ RN , z, w ∈ C, we denote the inner
products in RN and C, respectively, by x · y =∑Ni=1 xiyi and 〈z, w〉 = Re(zw). The Kronecker
delta δk,j takes the value one if k = j and zero otherwise. F(f) or f̂ stand for the Fourier
transform of f , namely
F(f)(ξ) = f̂(ξ) =
∫
RN
f(x)e−ix·ξ dx,
and F−1 for its inverse.
4.2 Regularity of solutions
From now on we ﬁx c ≥ 0. We assume that there exists a solution v = v1 + iv2 (v1, v2
real-valued) of (NTWc) in E(RN ). We also set the real-valued functions
ρ := |v| = (v21 + v22)1/2, η := 1− |v|2.
Lemma 4.2.1. Assume that W ∈ M2,2(RN ). Then v ∈ W 2, 4/3loc (RN ). Suppose further that
2 ≤ N ≤ 3. Then v is smooth and bounded. Moreover, η and ∇v belong to W k,p(RN ), for all
k ∈ N, 2 ≤ p ≤ ∞.
Proof. Let x¯ ∈ RN and Br := B(x¯, r) the ball of center x¯ and radius r. Then
‖v‖L4(B1) = ‖|v|2‖L2(B1) ≤ ‖|v|2 − 1‖L2(RN ) + ‖1‖L2(B1) ≤ E(v) + C(N). (4.2.1)
On the other hand, we can decompose v as v = z1+ z2+ z3, where z1, z2 and z3 are the solutions
of the following equations {
−∆z1 = 0, in B1,
z1 = v, on ∂B1,
(4.2.2)
{
−∆z2 = ic∂1v, in B1,
z2 = 0, on ∂B1,
(4.2.3)
{
−∆z3 = v(W ∗ η), in B1,
z3 = 0, on ∂B1.
(4.2.4)
Since z1 is a harmonic function,
‖z1‖Ck(B1/2) ≤ C(N, k,E(v)),
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for all k ∈ N. Using the Hölder inequality, (4.2.1) and elliptic regularity estimates (see e.g. [43]),
we also have
‖z2‖W 2,2(B1) ≤ C(N,E(v)), ‖z3‖W 2,4/3(B1) ≤ C(N,E(v))‖Ŵ ‖L∞(RN )‖η‖L2(RN ).
Therefore ‖v‖W 2,4/3(B1/2) ≤ C(N,E(v), η,W ). Furthermore, by the Sobolev embedding theorem
we deduce that ‖v‖L∞(B1/2) is bounded for N = 2 and then this bound holds uniformly in
R2. If N = 3, we conclude that ‖v‖L12(B1/2) is uniformly bounded. Then using the same
decomposition (4.2.2)–(4.2.4) in the ball B1/4, identical arguments prove that ‖v‖W 2,12/7(B1/4) ≤
C(N,E(v), η,W ), which by the Sobolev embedding theorem in dimension three implies that
‖v‖L∞(B1/4) is uniformly bounded. Consequently, v ∈ L∞(RN ) for N = 2, 3.
Finally, using again (4.2.2)–(4.2.4) and a standard bootstrap argument, we conclude that
v ∈W k,∞(RN ) for all k ∈ N.
Now, setting w = ∂jv, j ∈ {1, . . . , N}, and diﬀerentiating (NTWc) with respect to xj , we
obtain for any λ ∈ R
Lλ(w) := −∆w − ic∂1w + λw = ∂jv(W ∗ η) + v(W ∗ ∂jη) + λw, in RN .
Since ∇v ∈ L∞(RN ) ∩ L2(RN ), we deduce that the r.h.s. belongs to L2(RN ). Then, for λ > 0
large enough, we can apply the Lax–Milgram theorem to the operator Lλ to deduce that w ∈
H2(RN ). Thus ∇v ∈ H2(RN ) and a bootstrap argument shows that ∇v ∈ Hk(RN ), for all k ∈ N
and therefore, by interpolation, ∇v, η ∈W k,p(RN ), for all p ≥ 2 and k ∈ N.
In Lemma 4.2.1, we needed to diﬀerentiate the equation (NTWc) to improve the regularity,
which required that W ∗ ∇η was well-deﬁned. If N ≥ 4, proceeding as in Lemma 4.2.1, we can
only infer that ∇η ∈ L4/3loc (RN ) so that it is not clear that we can give a sense to the term W ∗∇η.
On the other hand, if N ≥ 3, the fact that ∇v ∈ L2(RN ) implies that there exists z0 ∈ C with
|z0| = 1 such that v − z0 ∈ L
2N
N−2 (RN ) (see e.g. [59, Theorem 4.5.9]). Moreover, since (NTWc)
is invariant by a change of phase, we can assume that v − 1 ∈ L 2NN−2 (RN ). Therefore,
∇η = −2〈v − 1,∇v〉 − 2〈1,∇v〉 ∈ LN/(N−1)(RN ) + L2(RN ). (4.2.5)
Then it would be reasonable to suppose that W ∈ MN/N−1,q(RN ), for some q ≥ N/N − 1.
However, this is not enough to invoke the elliptic regularity estimates and that is reason why
we work with the assumption (4.1.7) in (H2) if N ≥ 4. We remark that to establish precise
conditions on W that ensure the regularity of solutions of (NTWc) in higher dimensions goes
beyond the scope of this paper.
Lemma 4.2.2. Let N ≥ 4. Assume that W satisfies (H2). Then v is bounded and smooth.
Moreover, η and ∇v belong to W k,p(RN ), for all k ∈ N, 2 ≤ p ≤ ∞.
Proof. From (4.1.7), by duality (see e.g. [46]) we infer that W ∈ M1,N (RN )∩M1,2N/(N+2)(RN ).
Then, from the Riesz–Thorin interpolation theorem and the fact that (1/2, (N − 2)/(2N)) and
((N − 1)/N, (N − 2)/(2N)) belong to the convex hull of{(
1
2
,
1
2
)
,
(
N − 1
N
, 0
)
,
(
N − 2
2N
, 0
)
,
(
1,
1
N
)
,
(
1,
N + 2
2N
)}
,
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we conclude that
W ∈ M2,2N/(N−2)(RN ) and W ∈ MN/(N−1),2N/(N−2)(RN ). (4.2.6)
As mentioned before, we can assume that v˜ := v− 1 ∈ L 2NN−2 (RN ). Then using (H2), (4.2.5) and
(4.2.6), we are led to
W ∗ η,W ∗ ∇η ∈ L∞(RN ) ∩ L2N/(N−2)(RN ). (4.2.7)
Now we recast (NTWc) as
Lλ(v˜) := −∆v˜ − ic∂1v˜ + λv˜ = v˜((W ∗ η) + λ) +W ∗ η, in RN , (4.2.8)
for some λ > 0. By (4.2.7), the r.h.s. of (4.2.8) belongs to L2N/(N−2)(RN ). Then choosing
λ large enough, we can apply elliptic regularity estimates to the operator Lλ to conclude that
v˜ ∈W 2,2N/(N−2)(RN ). Then
∂j,kη = −2(〈v − 1, ∂j,kv〉+ 〈∂jv, ∂kv〉+ 〈1, ∂j,kv〉) ∈ LN/(N−1)(RN ) + L2N/(N−2)(RN ),
for any 1 ≤ j, k ≤ N . Therefore, by (4.1.7) and (4.2.6), W ∗ ∂j,kη ∈ L∞(RN ) ∩ L2N/(N−2).
Thus the r.h.s. of (4.2.8) belongs to W 2,2N/(N−2)(RN ), so that v˜ ∈ W 4,2N/(N−2)(RN ). A
bootstrap argument yields that v˜ ∈W k,2N/(N−2)(RN ), for any k ∈ N. By the Sobolev embedding
theorem, we conclude that v ∈ W k,∞(RN ) for any k ∈ N. Then the conclusion follows as in
Lemma 4.2.1.
Lemma 4.2.3. Let W ∈ L1(RN ) if 2 ≤ N ≤ 3 and W ∈ L1(RN ) ∩ LN (RN ) if N ≥ 4. Then W
fulfills (H2).
Proof. Since W ∈ L1(RN ), by the Young inequality we have
‖W ∗ f‖Lp(RN ) ≤ ‖W‖L1(RN )‖f‖Lp(RN ), for any p ∈ [1,∞].
Then, taking p = 2, we conclude that (H2) holds for 2 ≤ N ≤ 3. For N ≥ 4, we have
W ∈ L1(RN ) ∩ LN (RN ). In particular, W ∈ L2N/(N+2)(RN ) and the Young inequality implies
that
‖W ∗ f‖L∞(RN ) ≤ ‖W‖LN (RN )‖f‖LN/(N−1)(RN ),
‖W ∗ f‖L∞(RN ) ≤ ‖W‖L2N/(N+2)(RN )‖f‖L2N/(N−2)(RN ).
Therefore (H2) is satisﬁed.
Corollary 4.2.4. Assume that W satisfies (H2). Then v is smooth and bounded. Moreover, η
and ∇v belong to W k,p(RN ), for all k ∈ N, 2 ≤ p ≤ ∞, and
ρ(x)→ 1, ∇v(x)→ 0, as |x| → ∞. (4.2.9)
Furthermore, there exists a smooth lifting of v. More precisely, there exist R0 > 0 and a smooth
real-valued function θ defined on B(0, R0)c, with ∇θ ∈ W k,p(B(0, R0)c), for all k ∈ N, 2 ≤ p ≤
∞, such that
ρ ≥ 1
2
and v = ρeiθ on B(0, R0)
c. (4.2.10)
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Proof. The ﬁrst part is exactly Lemmas 4.2.1 and 4.2.3. In particular, v and ∇v are uniformly
continuous on RN . Then, since 1 − |v|2 ∈ L2(RN ) and ∇v ∈ L2(RN ), we obtain (4.2.9). The
existence of the lifting satisfying (4.2.10) follows as in [78, Proposition 2.5]. From (4.2.10) we
also deduce that
|∇v|2 = |∇ρ|2 + ρ2|∇θ|2 on B(0, R0)c.
Since ρ ≥ 1/2 on B(0, R0)c, we infer that ∇θ ∈W k,p(B(0, R0)c), for all k ∈ N, 2 ≤ p ≤ ∞.
By virtue of Corollary 4.2.4, we introduce the function φ ∈ C∞(RN ), |φ| ≤ 1, such that
φ = 0 on B(0, 2R0) and φ = 1 on B(0, 3R0)c. In this way, we can assume the function φθ is
well-deﬁned on RN . This will be useful in the next section to work with global functions in terms
of θ. In fact, we end this section with the following result.
Lemma 4.2.5. Assume that W satisfies (H2). Then
G := v1∇v2 − v2∇v1 −∇(φθ), on RN , (4.2.11)
belongs to W k,p(RN ), for all k ∈ N and 1 ≤ p ≤ ∞.
Proof. By Corollary 4.2.4, G ∈ C∞(RN ) and moreover
G = −η∇θ on B(0, 3R0)c.
Since ∇θ ∈ W k,p(B(0, R0)c) and η ∈ W k,p(B(0, R0)c), for all k ∈ N, 2 ≤ p ≤ ∞, the conclusion
follows.
4.3 An integral identity
The aim of this section is to prove the following integral identity.
Proposition 4.3.1. Let c > 0. Suppose that (H2) and (H6) hold with ℓj,c > 0, for some
j ∈ {2, . . . , N}. Then∫
RN
(|∇v|2 + η(W ∗ η)) = −c ℓj,c
1 + ℓj,c
∫
RN
(v1∂1v2 − v2∂1v1 − ∂1(φθ)). (4.3.1)
We note that since W satisﬁes (H2), all the results of Section 4.2 hold. On the other hand,
from (NTWc) we deduce that η = 1− |v|2 satisﬁes
∆η = −F + 2W ∗ η − 2c∂1(φθ). (4.3.2)
where
F := 2|∇v|2 + 2η(W ∗ η) + 2cG1.
and G = (G1, . . . , GN ) was deﬁned in (4.2.11). Considering real and imaginary parts in (NTWc)
and multiplying them by v2 and v1, respectively, it follows that
div(G) = v1∆v2 − v2∆v1 −∆(φθ) = c
2
∂1η −∆(φθ). (4.3.3)
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Therefore, from (4.3.2) and (4.3.3), we conclude that
∆2η − 2∆(W ∗ η) + c2∂211η = −∆F + 2c∂1(divG), in RN . (4.3.4)
Since we are assuming (H2), by Corollary 4.2.4 and Lemma 4.2.5, we have that F,G ∈W k,1(RN )∩
W k,2(RN ), for all k ∈ N, so that (4.3.4) stands in L2(RN ). Taking the Fourier transform in
equation (4.3.4) and setting
R(ξ) := |ξ|4 + 2Ŵ (ξ)|ξ|2 − c2ξ21 and H(ξ) := |ξ|2F̂ (ξ)− 2c
N∑
j=1
ξ1ξjĜj(ξ),
we get
R(ξ)η̂(ξ) = H(ξ), in L2(RN ). (4.3.5)
Lemma 4.3.2. Let c > 0. Suppose that (H2) and (H6) hold. Then for all j ∈ {2, . . . , N},
H(te1 + γ
±
j,c(t)ej) = 0, for all t ∈ (0, δ), (4.3.6)
where δ is given by (H6).
Proof. We ﬁx j ∈ {2, . . . , N} and we prove (4.3.6) for γ+j,c, since the proof for γ−j,c is analogous.
To simplify the notation, we put γ := γ+j,c. As stated before, F,G ∈ W k,1(RN ) ∩W k,2(RN ), for
all k ∈ N. In particular F,G ∈ L1(RN ), so that F̂ , Ĝ ∈ C(RN ). Thus H is a continuous function
on RN .
Let δ > 0 given by (H6). Arguing by contradiction, we suppose that there exist t0 ∈ (0, δ)
and a constant A > 0 such that |H(ξ˜)| ≥ A, where ξ˜ = t0e1 + γ(t0)ej . By the continuity of H,
there exists r > 0 such that |H(ξ)| ≥ A, for all ξ ∈ Vr, where
Vr = B(ξ˜, r) ∩ {αe1 + βej : α, β ∈ R}.
Thus Vr is a two-dimensional set and since t0 > 0, we can choose r small enough such that
0 /∈ Vr. Then (4.3.5) yields
|η̂(ξ)|2 ≥ A
2
(R(ξ))2
, for all ξ ∈ Vr \ Γj,c. (4.3.7)
We claim that
I :=
∫
Vr\Γj,c
dξ1dξj
(R(ξ))2
= +∞. (4.3.8)
Since by hypothesis Γj,c ∩ B(0, δ) has measure zero, (4.3.7) and (4.3.8) contradict that η̂ ∈
L2(RN ).
To prove (4.3.8), since Vr is a two-dimensional set, we identify it as a subset of R2 and so
that we write e2 instead of ej . Then, since Γj,c ∩B(0, δ) has measure zero,
I =
∫
Vr
dξ1dξ2
(R(ξ))2
.
To compute the integral we “straighten out” the curve γ. Namely, we introduce the change of
variables
ξ1 = ν1 =: Φ1(ν1, ν2),
ξ2 = ν2 + γ(ν1) =: Φ2(ν1, ν2).
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Since γ is a C1-function, so is Φ. Moreover, there is some set Ur such that Vr = Φ(Ur) and
|det(JΦ(ν))| = 1 for all ν ∈ Ur. Setting T (ν) := R(Φ(ν)), ν ∈ Ur, the change of variables
theorem yields
I =
∫
Ur
dν1dν2
(T (ν))2
. (4.3.9)
Furthermore, since T ∈ C1(Ur) and T (ν1, 0) = 0 for all (ν1, 0) ∈ Ur, the Taylor theorem implies
that for any (ν1, ν2) ∈ Ur, there is some ν¯ ∈ Ur such that
T (ν1, ν2) = T (ν1, 0) +
∂T
∂ν2
(ν¯)ν2 =
∂T
∂ν2
(ν¯)ν2. (4.3.10)
On the other hand, by (H2), Ŵ ∈ L∞(RN ) and by (H3), ∇W ∈ L∞(Vr), so that ‖Ŵ‖W 1,∞(Vr) <
∞. Thus ‖∇T‖L∞(Ur) ≤ C(r, γ)(1 + ‖Ŵ‖W 1,∞(Vr)) and from (4.3.10) we conclude that
|T (ν)| ≤ C(r, γ)(1 + ‖Ŵ‖W 1,∞(Vr))|ν2|, for all ν ∈ Ur. (4.3.11)
From (4.3.9) and (4.3.11), taking ν˜ = (ν˜1, ν˜2) ∈ Ur such that ξ˜ = Φ(ν˜) and ε > 0 small enough,
we conclude that
I ≥ C(r, γ, Ŵ )
∫
Ur
dν1dν2
ν22
≥ C(r, γ, Ŵ )
∫ ν˜1+ε
ν˜1−ε
∫ ε
−ε
dν2dν1
ν22
= +∞,
which concludes the proof.
Finally, we give the proof of identity (4.3.1).
Proof of Proposition 4.3.1. By Lemma 4.3.2, setting ξ±(t) = te1 + γ±j,c(t)ej , we have
(t2 + (γ±j,c(t))
2)F̂ (ξ±(t))− 2ct2Ĝ1(ξ±(t)) − 2ctγ±j,c(t)Ĝj(ξ±(t)) = 0, t ∈ (0, δ).
Dividing by t2 and passing to the limit t→ 0+,
(1 + ℓj,c)F̂ (0)− 2cĜ1(0)− 2c
√
ℓj,cĜj(0) = (1 + ℓj,c)F̂ (0)− 2cĜ1(0) + 2c
√
ℓj,cĜj(0) = 0.
Therefore, since ℓj,c > 0, Ĝj(0) = 0 and (1 + ℓj,c)F̂ (0) = 2cĜ1(0), which is precisely (4.3.1).
As a consequence of Proposition 4.3.1, we obtain Lemma 4.1.7.
Proof of Lemma 4.1.7. From (4.3.1), setting
J(v) =
∫
RN
(|∇v|2 + η(W ∗ η)) and P (v) =
∫
RN
(v1∂1v2 − v2∂1v1 − ∂1(φθ)),
we infer that
ℓj,c(J(v) + cP (v)) = −J(v). (4.3.12)
Since v is nonconstant and Ŵ ≥ 0, we have that J(v) > 0. Then we deduce from (4.3.12) that
J(v) + cP (v) 6= 0 and
ℓj,c = − J(v)
J(v) + cP (v)
.
Since the r.h.s. of the equality does not depend on j, the conclusion follows.
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4.4 The set Γj,c under the condition (H5)
In Section 4.3 we have seen that identity (4.3.1) is a consequence of the structure of the set
Γj,c. More precisely, it relies on the fact that (H6) provides the existence of δ > 0 and two curves
γ±j,c such that
{(t, y±(t)) : t ∈ (−δ, δ)} ⊆ Γj,c.
If Ŵ is of class C2 in a neighborhood of the origin and
αc :=
c2
(cs(W ))2
− 1 > 0,
we can use the Morse lemma to justify the existence of the curves γ±j,c and to conclude that
set Γj,c consists of exactly these two curves near the origin. Therefore the set Γj,c looks like
Figure 4.2 and condition (H6) is fulﬁlled.
γ+j,c(t)
γ−j,c(t)
t
Figure 4.2: The set Γj,c near the origin for Ŵ of class C2.
Lemma 4.4.1. Assume that (H1) and (H5) hold. Assume also that αc > 0. Then, for each
j ∈ {2, . . . , N}, there exist δ > 0 and functions y± ∈ C1((−δ, δ)) ∩ C2((−δ, δ) \ {0}) such that
Γj,c ∩B(0, δ) = {(t, y±(t)) : t ∈ (−δ, δ)}. (4.4.1)
Moreover,
lim
t→0+
y±(t)/t = ±√αc, (4.4.2)
y+ is strictly increasing and y− is strictly decreasing. In particular, (H6) is satisfied with lj,c = αc.
Proof. Let us set
Rj(ν) := |ν|4 + 2wj(ν)|ν|2 − c2ν21 , ν = (ν1, ν2) ∈ R2.
In view of (H5), Rj ∈ C2(B(0, δ0)), for some δ0 > 0. Since wj is even, we have that ∂1wj(0, 0) =
∂2wj(0, 0) = 0. Then we obtain Rj(0, 0) = 0, ∇Rj(0, 0) = 0,
∂2Rj
∂ν21
(0, 0) = −4αcwj(0, 0) < 0, ∂
2Rj
∂ν22
(0, 0) = 4wj(0, 0) > 0,
∂2Rj
∂ν1∂ν2
(0, 0) = 0. (4.4.3)
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Therefore by the Morse lemma (see e.g. [82, Theorem II]) there exist two neighborhoods of the
origin U, V ⊂ R2 and a local diﬀeomorphism Φ : U → V such that
Rj(Φ
−1(z)) = −2αcwj(0, 0)z21 + 2wj(0, 0)z22 , for all z = (z1, z2) ∈ V. (4.4.4)
Moreover, denoting Φ = (Φ1,Φ2) we have for 1 ≤ j, k ≤ 2
∂Φj
∂νk
(ν)→ δj,k, as |ν| → 0. (4.4.5)
From (4.4.4) we deduce that near the origin the set of solutions of Rj ◦ Φ−1 = 0 is given by the
lines
{(t,±√αct) : t ∈ (−δ, δ)},
where we take δ > 0 such that the set is contained in V . Since Φ is a diﬀeomorphism we conclude
that
Γj,c ∩B(0, δ) = {(x±1 (t), x±2 (t)) : t ∈ (−δ, δ)}, (4.4.6)
where
Φ1(x
±
1 , x
±
2 ) = t, (4.4.7)
Φ2(x
±
1 , x
±
2 ) = ±
√
αct. (4.4.8)
Moreover, diﬀerentiating relation (4.4.7) with respect to t and using (4.4.5), we infer that
(x±1 )
′(t) → 1 as t → 0. Therefore we can recast (4.4.6) as in (4.4.1) with y± ∈ C1((−δ, δ)) ∩
C2((−δ, δ) \ {0}). Furthermore, diﬀerentiating (4.4.8) and using again (4.4.5) we conclude that
(y±)′(0) = ±√αc.
Since y± ∈ C1((−δ, δ)), taking a possible smaller value δ, this implies (4.4.2) and that y+ and
y− are strictly increasing and decreasing on (−δ, δ), respectively.
4.5 A Pohozaev identity
In this section we establish the following Pohozaev identity.
Proposition 4.5.1. Assume that (H1)–(H3) hold. Then
E(v) =
∫
RN
|∂1v|2 + 1
4(2π)N
∫
RN
ξ1∂1Ŵ |η̂|2 dξ, (4.5.1)
E(v) =
∫
RN
|∂jv|2 − c
2
∫
RN
(v1∂1v2 − v2∂1v1 − ∂1(φθ)) + 1
4(2π)N
∫
RN
ξj∂jŴ |η̂|2 dξ, (4.5.2)
for all j ∈ {2, . . . , N}.
Note that by Lemma 4.2.5, G1 = v1∂1v2 − v2∂1v1 − ∂1(φθ) ∈ L1(RN ), thus every integral in
(4.5.1) and (4.5.2) is ﬁnite. As mentioned in Section 4.1, in the case that W is the Dirac delta
function this result is well-known (see [22, 12, 47, 78]). The standard technique is to introduce a
function χ ∈ C∞(R), with χ(x) = 1 for |x| < 1 and χ(x) = 0 for |x| > 2, and χn(x) := χ(x/n).
Then, multiplying (NTWc) by xjχn∂j v¯ and taking real part, we are led to
〈ic∂1v +∆v, xjχn∂jv〉 − 1
2
(W ∗ η)xjχn∂jη = 0, on RN , (4.5.3)
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where we have used that
〈v, ∂jv〉 = −1
2
∂jη.
Concerning (4.5.3), we recall the following result.
Lemma 4.5.2 ([22, 12, 47, 78]). Let ϕ = ϕ1+ iϕ2 ∈ E(RN )∩C∞(RN ). Assume that there exist
R∗ > 0 and a smooth real-valued function θ˜ defined on B(0, R∗)c, with ∇θ˜ ∈ L2(B(0, R∗)c), such
that
|ϕ| ≥ 1
2
and ϕ = |ϕ|eiθ˜ on B(0, R0)c.
Let φ˜ ∈ C∞(RN ), such that φ˜ = 0 on B(0, 2R∗) and φ˜ = 1 on B(0, 3R∗)c. Then for all
j ∈ {1, . . . , N}, we have
lim
n→∞
∫
RN
〈i∂1ϕ, xjχn∂jϕ〉 = 1
2
(1− δ1,j)
∫
RN
(ϕ1∂1ϕ2 − ϕ2∂1ϕ1 − ∂1(φ˜θ˜)), (4.5.4)
lim
n→∞
∫
RN
〈∆ϕ, xjχn∂jϕ〉 = −
∫
RN
|∂jϕ|2 + 1
2
∫
RN
|∇ϕ|2, (4.5.5)
lim
n→∞−
1
2
∫
RN
xjχn(1− |ϕ|2)∂j(1− |ϕ|2) = 1
4
∫
RN
(1− |ϕ|2)2. (4.5.6)
Therefore, from (4.5.3) and Lemma 4.5.2, Proposition 4.5.1 follows in the case W = δ. To
motivate our approach, let us brieﬂy recall the proof of (4.5.6). First, we integrate by parts to
obtain
An : = −1
2
∫
RN
xjχn(1− |ϕ|2)∂j(1− |ϕ|2)
=
1
2
∫
RN
χn(1− |ϕ|2)2 + 1
2
∫
RN
xj∂jχn(1− |ϕ|2)∂j(1− |ϕ|2)−An.
Then, invoking the dominated convergence theorem,
An =
1
4
∫
RN
χn(1− |ϕ|2)2 + 1
4
∫
RN
xj∂jχn(1− |ϕ|2)∂j(1− |ϕ|2)→ 1
4
∫
RN
(1− |ϕ|2)2,
as n→∞. In particular, we see that due to a symmetry property, we can write An in terms of
integrals to which we can apply the dominated convergence theorem. However, in our nonlocal
case we cannot use this trick and we have to analyze the integral associated to the potential
energy more carefully. We rely in particular on the following general result.
Proposition 4.5.3. Let f ∈ L2(RN ) ∩H1loc(RN ) be a real-valued function and W ∈ M2,2(RN ).
Assume also that (H1) and (H3) hold. Then, for all j ∈ {1, . . . , N},
lim
n→∞−
1
2
∫
RN
(W ∗ f)xjχn∂jf = 1
4
∫
RN
(W ∗ f)f − 1
4(2π)N
∫
RN
ξj∂jŴ (ξ)|f̂(ξ)|2dξ. (4.5.7)
The proof of Proposition 4.5.3 is rather technical, so that we postpone it. Assuming the
result, we now give the proof of the Pohozaev identity.
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Proof of Proposition 4.5.1 assuming Proposition 4.5.3. By putting together (4.5.3)–(4.5.5) (with
ϕ = v) and Proposition 4.5.3, we have for j ∈ {1, . . . , N},
1
2
∫
RN
|∇v|2 + 1
4
∫
RN
(W ∗ η)η =
∫
RN
|∂jv|2 − (1− δ1,j) c
2
∫
RN
(v1∂1v2 − v2∂1v1 − ∂1(χθ))
+
1
4(2π)N
∫
RN
ξj∂jŴ (ξ)|η̂(ξ)|2dξ,
which is exactly (4.5.1)–(4.5.2).
We remark that the main problem in order to establish the convergence in (4.5.7) is that f
does not decay fast enough at inﬁnity. Indeed, let us suppose that xjf, xj∂jf ∈ L2(RN ). Then
by the dominated convergence theorem and the Plancherel identity we have
Bn := −1
2
∫
RN
(W ∗ f)xjχn∂jf → − 1
2(2π)N
∫
RN
Ŵ f̂ xj∂jf , as n→∞.
Using (4.1.22), we conclude that
lim
n→∞Bn =
1
2(2π)N
∫
RN
Ŵ |f̂ |2 + 1
2(2π)N
∫
RN
Ŵξj f̂∂j f̂ (4.5.8)
=
1
4
∫
RN
(W ∗ f)f − 1
4(2π)N
∫
RN
ξj∂jŴ |f̂ |2,
where we have used the Plancherel identity, integration by parts and that ∂j f̂ ∈ L2(RN ). This
yields (4.5.7), but only under these more restrictive assumptions. If we only have that f ∈
L2(RN ) ∩H1loc(RN ), we can neither invoke the dominated convergence theorem nor justify that
the second integral in the r.h.s. of (4.5.8) is ﬁnite. Therefore, to deal with the limit n → ∞ in
Proposition 4.5.3, we ﬁrst establish the following lemma.
Lemma 4.5.4. Let g ∈ L2(RN ) and F ∈ L∞(RN × RN). Assume also that F (·, 0) ∈ L∞(RN )
and that
F (ξ, rn)→ F (ξ, 0), as |rn| → 0, for a.a. ξ ∈ RN . (4.5.9)
For ϕ ∈ C∞0 (RN ), we set
ϕ̂n(ξ) := n
N ϕ̂(nξ) and Ψn(ξ) :=
∫
RN
F (ξ, r)g(ξ − r)ϕ̂n(r) dr, (4.5.10)
for a.a. ξ ∈ RN . Then
Ψn → (2π)NF (·, 0)g(·)ϕ(0), in L2(RN ), as n→∞. (4.5.11)
Proof. Let
Ψ(ξ) := (2π)NF (ξ, 0)g(ξ)ϕ(0), for a.a. ξ ∈ RN .
We notice that by (4.5.10) ∫
RN
ϕ̂n(r)dr =
∫
RN
ϕ̂(r)dr = (2π)Nϕ(0), (4.5.12)
so that
Ψn(ξ)−Ψ(ξ) =
∫
RN
(F (ξ, r)g(ξ − r)− F (ξ, 0)g(ξ))ϕ̂n(r)dr.
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Then
|Ψn(ξ)−Ψ(ξ)| ≤‖F‖L∞(R2N )
∫
RN
|g(ξ − r)− g(ξ)||ϕ̂n(r)|dr
+ |g(ξ)|
∫
RN
|F (ξ, r)− F (ξ, 0)||ϕ̂n(r)|dr.
(4.5.13)
On the other hand, using (4.5.10) and integrating by parts, we are led to
|ϕ̂n(ξ)| =nN
∣∣∣∣ ∫
RN
ϕ(y)e−inξ·ydy
∣∣∣∣
=
nN−2l
|ξ|2l
∣∣∣∣ ∫
RN
∆lϕ(y)e−inξ·ydy
∣∣∣∣ ≤ nN−2l|ξ|2l ‖∆lϕ‖L1(RN ),
for any l ∈ N and any ξ 6= 0. Invoking this estimate for l = N and the Minkowski integral
inequality, we get∥∥∥∥∫
B(0,1/
√
n)c
|g(ξ − r)− g(ξ)||ϕ̂n(r)|dr
∥∥∥∥
L2(RN )
≤ 2‖g‖L2(RN )‖ϕ̂n‖L1(B(0,1/√n)c)
≤ C(N,ϕ)
nN/2
‖g‖L2(RN ).
(4.5.14)
Similarly, we obtain∥∥∥∥|g(ξ)|∫
B(0,1/
√
n)c
|F (ξ, r)−F (ξ, 0)||ϕ̂n(r)|dr
∥∥∥∥
L2(RN )
≤ C(N,ϕ)
nN/2
‖F‖L∞(R2N )‖g‖L2(RN ). (4.5.15)
On the other hand, using again the Minkowski integral inequality and (4.5.10),∥∥∥∥ ∫
B(0,1/
√
n)
|g(ξ − r)− g(ξ)||ϕ̂n(r)|dr
∥∥∥∥
L2(RN )
≤
∥∥∥‖g(· − r)− g‖L2(RN )|ϕ̂n(r)|∥∥∥
L1(B(0,1/
√
n))
≤ sup
|y|≤1/√n
‖g(· − y)− g‖L2(RN )‖ϕ̂n‖L1(B(0,1/√n))
≤ sup
|y|≤1/√n
‖g(· − y)− g‖L2(RN )‖ϕ̂‖L1(RN ).
Since g ∈ L2(RN ), we know that
sup
|y|≤h
‖g(· − y)− g‖L2(RN ) → 0, as h→ 0,
so that ∥∥∥∥ ∫
B(0,1/
√
n)
|g(ξ − r)− g(ξ)||ϕ̂n(r)|dr
∥∥∥∥
L2(RN )
→ 0, as n→ +∞. (4.5.16)
We now turn to the second term in the r.h.s. of (4.5.13). By a change of variables, we get that
it is equal to
|g(ξ)|
∫
B(0,
√
n)
|F (ξ, r/n) − F (ξ, 0)||ϕ̂(r)|dr. (4.5.17)
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Since ϕ̂ ∈ L1(RN ) and
|F (ξ, r/n)− F (ξ)||ϕ̂(r)| ≤ 2‖F‖L∞(R2N )|ϕ̂(r)|,
we can deduce from (4.5.9) and the dominated convergence theorem that∫
B(0,
√
n)
|F (ξ, r/n) − F (ξ)||ϕ̂(r)|dr → 0, as n→ +∞,
for a.a. ξ ∈ RN . On the other hand,
|g(ξ)|
∫
B(0,
√
n)
|F (ξ, r/n)− F (ξ)||ϕ̂(r)|dr ≤ 2‖F‖L∞(R2N )‖ϕ̂‖L1(RN )|g(ξ)|,
Therefore, again by the dominated convergence theorem,∥∥∥∥|g(ξ)|∫
B(0,
√
n)
|F (ξ, r/n)− F (ξ)||ϕ̂(r)|dr
∥∥∥∥
L2(RN )
→ 0, as n→ +∞.
By combining with (4.5.13)–(4.5.17), we conclude (4.5.11), which ﬁnishes the proof of Lemma 4.5.4.
Proof of Proposition 4.5.3. Setting Wm = F−1(χmŴ ) = F−1(χm) ∗ W , we have that Wm is
even, Wm ∈ C∞(RN ),
Ŵm → Ŵ , ∇Ŵm → ∇Ŵ a.e. and Wm ∗ g → W ∗ g in L2(RN ), (4.5.18)
for all g ∈ L2(RN ), as m→∞. Therefore
In,m := −1
2
∫
RN
(Wm ∗ f)xjχn∂jf −→
m→∞ In := −
1
2
∫
RN
χn(W ∗ f)xj∂jf. (4.5.19)
Moreover, since the Fourier transform of all derivatives of Wm have compact support, they are
bounded in L2(RN ). Then, by the Plancherel theorem, we conclude that
Wm ∈W k,2(RN ), for all k ∈ N. (4.5.20)
In particular, this implies that Wm ∗ f belongs to C1(RN ) ∩ L2(RN ), with
∂j(Wm ∗ f) = ∂jWm ∗ f.
Thus, integrating by parts, we have that
In,m = Pn,m +Qn,m, (4.5.21)
where
Pn,m =
1
2
∫
RN
(∂jWm ∗ f)xjχnf and Qn,m = 1
2
∫
RN
(Wm ∗ f)(χn + xj∂jχn)f.
By (4.5.18),
lim
m→∞Qn,m =
1
2
∫
RN
(W ∗ f)(χn + xj∂jχn)f. (4.5.22)
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Since |xj∂jχ(x)| ≤ 2‖χ′‖L∞(R), by the dominated convergence theorem,
lim
n→∞
∫
RN
(W ∗ f)(χn + xj∂jχn)f =
∫
RN
(W ∗ f)f.
On the other hand, by the Cauchy–Schwarz inequality,∫
RN
|∂jWm(x− y)f(y)|dy ≤ ‖∂jWm‖L2(RN )‖f‖L2(RN ), x ∈ RN ,
so that∫
RN
∫
RN
|∂jWm(x−y)f(y)xjf(x)χn(x)|dydx ≤ 2n‖∂jWm‖L2(RN )‖f‖2L2(RN )‖χn‖L2(RN ). (4.5.23)
Since Wm is an even function, ∂Wm is odd. Then, by (4.5.23) we can use the Fubini theorem to
deduce that
Pn,m =
1
4
∫
RN
∫
RN
∂jWm(x− y)f(y)f(x)
(
xjχn(x)− yjχn(y)
)
dydx, (4.5.24)
Let us denote
Gn,m(x) :=
∫
RN
∂jWm(x− y)f(y)
(
xjχn(x)− yjχn(y)
)
dy, (4.5.25)
for a.a. x ∈ RN . Arguing as before, using the Young inequality and (4.5.20), we have
‖Gn,m‖L1(RN ) ≤ ‖∂jWm‖L2(RN )‖f‖L2(RN )‖xjχn‖L1(RN ) + ‖∂jWm‖L∞(RN )‖fxjχn‖L1(RN ),
‖Gn,m‖L2(RN ) ≤ ‖∂jWm‖L2(RN )‖f‖L2(RN )‖xjχn‖L2(RN ) + ‖∂jWm‖L2(RN )‖fxjχn‖L1(RN ).
Thus Gn,m ∈ L1(RN ) ∩ L2(RN ). Moreover, since the function x 7→ xjχn(x) is smooth on RN ,
we can write
xjχn(x)− yjχn(y) =
N∑
k=1
(xk − yk)θk(y, x− y),
where
θk(y, z) :=
∫ 1
0
(
δj,kχn(y + tz) +
(
yj + tzj
)
∂kχn(y + tz)
)
dt.
Therefore, the function Gn,m may be written almost everywhere as
Gn,m(x) =
N∑
k=1
∫
RN
(xk − yk)∂jWm(x− y)f(y)θk(y, x− y)dy,
so that its Fourier transform is equal to
Ĝn,m(p) =
N∑
k=1
∫
RN
∫
RN
(xk − yk)∂jWm(x− y)f(y)θk(y, x− y)e−ip·xdydx
=
N∑
k=1
∫
RN
∫
RN
zk∂jWm(z)f(y)θk(y, z)e
−ip·(y+z)dydz
=
1
(2π)N
N∑
k=1
∫
RN
∫
RN
zk∂jWm(z)f̂(p− r)θ˜k(r, z)e−ip·zdrdz,
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where
θ˜k(r, z) :=
∫
RN
θk(y, z)e
−ir·ydy
=
∫
RN
(∫ 1
0
(
δj,kχn(y + tz) +
(
yj + tzj
)
∂kχn(y + tz)
)
dt
)
θk(y, z)e
−ir·ydy
=
∫ 1
0
eitr·z
(
δj,kχ̂n(r) + ŷj∂kχn(r)
)
dt.
Hence, we are led to
Ĝn,m(p) =
1
(2π)N
N∑
k=1
∫
RN
∫ 1
0
̂zk∂jWm(p− rt)f̂(p − r)
(
δj,kχ̂n(r) + ŷj∂kχn(r)
)
dt dr.
At this stage, we note that by (4.5.18) and (4.1.22),
̂zk∂jWm(p)→ ẑk∂jW (p) = −pj∂kŴ (p)− δk,jŴ (p) a.e, as m→ +∞,
whereas
| ̂zk∂jWm(p)| ≤
(
1 + 2‖χ′‖L∞(R)
)
‖Ŵ‖L∞(RN ) + ‖pj∂kŴ‖L∞(RN ),
for a.a. p ∈ RN . Invoking the dominated convergence theorem, we deduce that
Ĝn,m(p)→ Ĝn(p), as m→ +∞,
for a.a. p ∈ RN , where
Ĝn(p) :=
1
(2π)N
N∑
k=1
∫
RN
∫ 1
0
ẑk∂jW (p− rt)f̂(p− r)
(
δj,kχ̂n(r) + ŷj∂kχn(r)
)
dt dr.
Moreover, since
∣∣Ĝn,m(p)∣∣ ≤ 1
(2π)N
N∑
k=1
((
1 + 2‖χ′‖L∞(R)
)‖Ŵ‖L∞(RN ) + ‖pj∂jŴ‖L∞(RN ))×
×
∫
RN
|f̂(p− r)|
∣∣∣δj,kχ̂n(r) + ŷj∂kχn(r)∣∣∣dr,
it follows again from the dominated convergence theorem that
Ĝn,m → Ĝn in L2(RN ), as m→ +∞.
Hence, recalling (4.5.24) and (4.5.25), we are led to
Pn,m → Pn := 1
4
∫
RN
Gn(x)f(x)dx, as m→ +∞. (4.5.26)
Finally, since
χ̂n(p) = n
N
∫
RN
χ1(y)e
−inp·ydy = nN χ̂1(p),
ŷj∂kχn(p) = n
N
∫
RN
yj∂kχ1(y)e
−inp·ydy = nN ŷj∂kχ1(np),
101
Chapter 4. Nonexistence of traveling waves for a nonlocal GP equation
χ1 = 1 and ∂kχ1 = 0 on B(0, 1), applying Lemma 4.5.4 with
ϕ = δj,kχ1 + yj∂kχ1, F (p, r) =
∫ 1
0
ẑk∂jW (p− rt) dt, g = f̂ ,
we conclude that
Ĝn → ẑj∂jWf̂ in L2(RN ), as n→∞. (4.5.27)
Therefore, in view of (4.5.26), (4.5.27) and the Plancherel identity, we have
Pn → 1
4(2π)N
∫
RN
ẑj∂jW (p)|f̂(p)|2dp, as n→ +∞.
By combining with (4.1.22), (4.5.19), (4.5.21), (4.5.22) and (4.5.26), we obtain (4.5.7).
4.6 Proof of the main results
For the convenience of the reader, we ﬁrst recall the Farkas Lemma (see e.g. [93]).
Lemma 4.6.1 (Farkas’ Lemma). Let A ∈ Rm×n and b ∈ Rm. Then one and only one of the
systems
• Ax = b, x ≥ 0, x ∈ Rn,
• AT y ≥ 0, bT y < 0, y ∈ Rm,
has a solution.
Here the notation x ≥ 0 means that all coordinates of the vector are nonnegative. We are
now in position to provide the proofs of the results stated in Subsection 4.1.4.
Proof of Theorem 4.1.8. For j ∈ {1, . . . , N}, let us introduce the notation
Kj := 1
2
∫
RN
|∂jv|2, K :=
N∑
j=1
Kj , Rj := 1
4(2π)N
∫
RN
ξj∂jŴ |η̂|2,
P :=
∫
RN
(v1∂1v2 − v2∂1v1 − ∂1(χθ)), U := 1
4
∫
RN
(W ∗ η)η.
In this way
E(v) = K + U (4.6.1)
and Propositions 4.3.1 and 4.5.1 read
K + 2U = − c ℓc
2(1 + ℓc)
P, (4.6.2)
K + U = 2K1 +R1, (4.6.3)
K + U = 2Kj − c
2
P +Rj, (4.6.4)
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for all j ∈ {2, . . . , N}. From (4.6.2) and (4.6.4), we obtain
(1 + 2ℓc)Kj +
N∑
k=1
k 6=j
Kk + (ℓc + 2)U = −ℓcRj , j ∈ {2, . . . , N}. (4.6.5)
Therefore, we can write (4.6.1), (4.6.3) and (4.6.5) as the linear system Az = b, with
z = (K1,K2, . . . ,Kn,U), b = (R1,−ℓcR2, . . . ,−ℓcRN , E(v))
and A ∈ RN+1×N+1 given by
Ai,j =

−1, if i = j = 1,
2 + ℓc, if j = N + 1, 1 < i < N + 1,
1 + 2ℓc, if i = j, i 6= 1,
1, otherwise.
Let σ = (σ1, σ2, . . . , σN ,−1). If K = 0, v is constant. Therefore we suppose that K > 0. Then
using (4.1.16),
bTσ = σ1R1 − ℓc
N∑
k=2
σkRk − E(v)
=
1
4(2π)N
∫
RN
|η̂(ξ)|2
(
σ1ξ1∂1Ŵ (ξ)− ℓc
N∑
k=2
σkξk∂kŴ (ξ)− Ŵ (ξ)
)
dξ −K
≤ −K < 0.
(4.6.6)
On the other hand,
(ATσ)j =

−σ1 +
∑N
k=2 σk − 1, if j = 1,
σ1 +
∑N
k=2 σk + 2ℓcσj − 1, if 2 ≤ j ≤ N,
σ1 + (ℓc + 2)
∑N
k=2 σk − 1, if 2 ≤ j = N + 1.
Consequently, by (4.1.17), ATσ ≥ 0. However, since z ≥ 0, this inequality together with (4.6.6)
contradict Lemma 4.6.1.
Proof of Theorem 4.1.3. It is an immediate consequence of Theorem 4.1.8 and Lemma 4.4.1.
Proof of Theorem 4.1.6. Using the notation of the proof of Theorem 4.1.8, by (4.1.12) and Propo-
sition 4.5.1 we conclude that
K + U ≤ 2Kj , for all j ∈ {1, . . . , N}.
Thus, summing over j,
U ≤ 2−N
N
K. (4.6.7)
Since N ≥ 2, K ≥ 0 and U ≥ 0, inequality (4.6.7) implies that U = 0 and therefore v is
constant.
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Proof of Corollary 4.1.4. Let us take σ1 = −1 and σ¯ := σ2 = · · · = σN > 0. In order to fulﬁll
(4.1.9), we ﬁnally ﬁx
σ¯ = max
{
2
(N − 1)(αc + 2) ,
2
N − 1 + αc
}
.
Then αcσ¯ ≤ max{1, 2/(N − 1)}, so that
Ŵ (ξ) + αc
N∑
k=2
σk|ξk∂kŴ (ξ)| ≥ Ŵ (ξ)−max
{
1,
2
N − 1
} N∑
k=2
|ξk∂kŴ (ξ)| − |ξ1∂1Ŵ (ξ)|.
Therefore the conclusion follows from (4.1.10) and Theorem 4.1.3.
Proof of Corollary 4.1.5. Taking σ1 = 0 and σ2 = · · · = σN = 1/(N − 1), we have that (4.1.9) is
satisﬁed. Let
m := inf
ξ∈RN
(N − 1)Ŵ (ξ)∑N
k=2|ξk∂kŴ (ξ)|
.
If m = +∞, ξj∂jŴ (ξ) = 0 for a.a. ξ ∈ RN , for all j ∈ {2, . . . , N} and then (4.1.8) is fulﬁlled. If
m <∞, we note that (4.1.11) implies αc ≤ m, so that
Ŵ (ξ) + αc
N∑
k=2
σk|ξk∂kŴ (ξ)| ≥ m− αc
N − 1
N∑
k=2
|ξk∂kŴ (ξ)| ≥ 0.
Then Theorem 4.1.3 yields the conclusion.
Proof of Corollary 4.1.9. The proof is analogous to that of Corollaries 4.1.4 and 4.1.5. The only
diﬀerence is that we invoke Theorem 4.1.8 instead of Theorem 4.1.3 to conclude.
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Traveling waves for the Landau–Lifshitz
equation
Abstract
We consider ﬁnite energy traveling waves for the Landau–Lifshitz equation with easy-plane
anisotropy. Using tools from the theory of harmonic maps and ideas developed for the Gross–
Pitaevskii equation, we establish several properties of these solutions such as their regularity and
asymptotic behavior at inﬁnity. Our main result establishes a lower bound for the energy of
nontrivial traveling waves. In particular, this provides a nonexistence result of traveling waves
of small energy. In addition, in the two-dimensional case, we describe a minimizing curve which
could give a variational approach to build solutions for the Landau–Lifshitz equation.
Keywords and phrases: Landau–Lifshitz equation, Harmonic maps, Schrödinger maps, Traveling
waves.
5.1 Introduction
5.1.1 The problem
In this work we consider the Landau–Lifshitz equation
∂tm+m× (∆m+ λm3e3) = 0, m(t, x) ∈ S2, t ∈ R, x ∈ RN , (5.1.1)
where e3 = (0, 0, 1), λ ∈ R and m = (m1,m2,m3). This equation was originally introduced by
L. Landau and E. Lifshitz in [72] to describe the dynamics of magnetization in a ferromagnet.
Here the parameter λ takes into account the anisotropy of such material. More precisely, the
value λ = 0 corresponds to the isotropic case, meanwhile λ > 0 and λ < 0 correspond to materials
with an easy-axis and an easy-plane anisotropy, respectivily (see [66, 60]).
The isotropic case λ = 0 recovers the Schödinger map equation
∂tm+m×∆m = 0, (5.1.2)
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which has been intensively studied due to its applications in several areas of physics and mathe-
matics. We refer to [53] for a survey and to [3] for recent results on the global well-posedness of
the Cauchy problem. In terms of localized solutions, there are several physicists’ works that by
means of numerical simulations and formal computations have found solutions with nontrivial
topology, especially in dimension N = 2. Let us recall that for N = 2 the magnetic charge is
given by
w(v) = 〈v, ∂1v × ∂2v〉,
and then for any ﬁnite energy map v, constant at inﬁnity, we can deﬁne its degree as
d(v) =
1
4π
∫
R2
w(v) dx. (5.1.3)
This quantity is an integer value that coincides with the topological degree S2 of the map
v ◦ Π : S2 → S2, where Π refers to the stereographic projection with respect to the North Pole
(0, 0, 1) (see [19]). Moreover, we have
1
2
∫
R2
|∇v(x)|2 dx ≥ 4π|d(v)|, (5.1.4)
for all v ∈ H1loc(R2;S2)∩ H˙1(R2), and the equality in (5.1.4) is achieved by the Belavin–Polokov
instantons Qn = (Qn1 , Q
n
2 , Q
n
3 ),
Qn1 + iQ
n
2 = (x1 + ix2)
n, Qn3 =
1− (x21 + x22)n
1 + (x21 + x
2
2)
n
, n ∈ Z,
of degree d(Qn) = n, that are static solutions of (5.1.2) (see [4, 89]).
However, when the material presents an anisotropy (λ 6= 0), a formal Derrick–Pohozaev
scaling argument (see e.g. [33, 89, 84]) rules out the existence of static solutions in dimension
N ≥ 2. For N = 2, using numerical methods, B. Piette and W. Zakrzewski [85] found solitary
waves periodic in time of degree n, for any n ∈ Z, for the equation (5.1.1) with λ > 0. Later,
this result was proved rigorously by S. Gustafson and J. Shatah [55]. Moreover, X. Pu and B.
Guo [88] showed that λ 6= 0 is a necessary condition to the existence of these types of solutions.
In this paper we are interested in the case of easy-plane anisotropy λ < 0. By a scaling
argument we can suppose from now on that λ = −1. Then the energy of (5.1.1) is given by
E(m) =
1
2
∫
RN
(|∇m|2 +m23) ,
and it is formally conserved due to the Hamiltonian structure of (5.1.1). If m is smooth, by
diﬀerentiating twice the condition |m(t, x)|2 = 1 we obtain m · ∆m = −|∇m|2, so that taking
cross product of m and (5.1.1), we can recast (5.1.1) as
m× ∂tm = ∆m+ |∇m|2m− (m3e3 −m23m). (5.1.5)
Using formal developments and numerical simulations, N. Papanicolaou and P. N. Spathis [83]
found in dimensions N ∈ {2, 3} nonconstant ﬁnite energy traveling waves of (5.1.5), propagating
with speed c along the x1-axis, i.e. of the form
mc(x, t) = u(x1 − ct, x2, . . . , xN ).
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By substituting mc in (5.1.5), the proﬁle u satisﬁes
−∆u = |∇u|2u+ u23u− u3e3 + cu× ∂1u. (TWc)
Notice that without loss of generality we can restrict us to the case c ≥ 0. Also, we see that any
constant in S1 × {0} satisﬁes (TWc), so that we refer to them as the trivial solutions. Since we
are interested in ﬁnite energy solutions, the natural energy space to work in is
E(RN ) = {v ∈ L1loc(RN ;R3) : ∇v ∈ L2(RN ), v3 ∈ L2(RN ), |v| = 1 a.e. on RN}.
Equation (TWc) corresponds formally to the Euler–Lagrange equation associated to the problem
of minimizing the energy for a ﬁxed momentum (see Subsection 5.1.2).
In [83] the authors determine a branch of nontrivial solutions of (TWc), axisymmetric around
the axis x1, for any speed c ∈ (0, 1) and they also conjectured that there is no nontrivial solution
for c ≥ 1. Although the total charge of these solutions is zero (d(u) = 0), they have areas with
nontrivial topology. More precisely, in the two-dimensional case, they compute a critical speed
c∗ ≈ 0.78 such that for any c ∈ (0, c∗), there are exactly two points q± = (±ac, 0) (ac > 0),
such that u3(q±) = 1 and |u3| < 1 on R2 \ {q±}. Moreover, far away these points |u3| is almost
zero and the function u covers the upper hemisphere of S2. Furthermore, using the stereographic
variable
ψ =
u1 + iu2
1 + u3
,
we have that ψ satisﬁes
∆ψ +
1− |ψ|2
1 + |ψ|2ψ − ic∂1ψ =
2ψ¯
1 + |ψ|2 (∇ψ · ∇ψ),
that seems like a perturbed equation for the traveling waves for the Gross–Pitaevskii equation
(see [7]). The function ψ vanishes only at q± and around each point q± the degree S1 of ψ/|ψ| is
deg
(
ψ
|ψ| , ∂B(q
±, r),S1
)
=
1
2π
∫
∂B(q±,r)
∂τφ
± = ±1,
for r > 0 small, where ψ = |ψ|eiφ± on ∂B(q±, r) and ∂τ is the tangential derivative. Therefore
the function ψ has two vortices at q± of degree ±1.
For speeds c ∈ (c∗, 1), we have that ‖u3‖L∞(R2) < 1 and then the solution has no vortices.
Using the dispersion curve of energy as a function of the ﬁrst component of the (vectorial)
momentum, i.e.
p(u) = −
∫
R2
x2w(u),
these solutions are depicted in Figure 5.1. In particular, we see that the curve has a nonzero
minimum.
The three-dimensional case is similar with a critical value c∗ ≈ 0, 93 such that the solutions
of (TWc) have this time a vortex ring structure for c < c∗. The design of the energy-momentum
curve in dimension three is also similar to Figure 5.1.
This type of solutions look like to those found by C. A. Jones, S. J. Putterman and P. H. Roberts
for the Gross–Pitaevskii equation [62, 61] and studied from a mathematical point of view in [8, 77].
It is important to recall that the energy-momentum curve for the Gross–Pitaevskii equation tends
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p
E
c → 0
c → 1
E = p
c ≈ 0.78
Figure 5.1: Curve of energy E as a function of the momentum p in the two-dimensional case.
to zero as p → 0 in the two-dimensional case. This constitutes a fundamental diﬀerence with
the curve for the solutions of the Landau–Lifshitz equation, that remains far from the origin (see
Figure 5.1). One of the main objectives of this paper is to establish rigorously that the curve of
minimizing solutions is far from the origin (see Theorem 5.1.10).
Recently, F. Lin and J. Wei [74] proved the existence of nontrivial ﬁnite energy solutions of
the equation (TWc) for small values of c in dimension two and three by perturbative arguments.
Another approach to show their existence might be to consider the problem of minimization of
energy under the constraint of momentum, as will be discussed in the next subsection.
In the case N = 1, (TWc) is completely integrable and we can compute the solutions in
E(R) explicitly (see Section 5.9). Moreover, expressing the energy in terms of the momentum of
each nontrivial solution, we obtain Figure 5.2. In particular we note that there are solutions of
small energy, but there is a maximum value for the energy and the momentum, in order to have
nontrivial solutions.
p
E
E = p
π
2
Figure 5.2: Curve of energy E as a function of the momentum p in the one-dimensional case.
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5.1.2 The momentum and the minimization curve
The vectorial momentum P = (P1, P2) (in dimension two) is given by
P1(v) = −
∫
R2
x2w(v) dx, P2(v) =
∫
R2
x1w(v) dx, (5.1.6)
which, at least formally, is conserved by the ﬂow of the equation (5.1.5). However the momentum
is not well-deﬁned in E(R2), since the map v ∈ E(R2)→ x2w(v) ∈ R is not necessarily integrable.
Let us suppose that there is R ≡ R(v) such that we have the lifting (see Lemma 5.2.4)
vˇ ≡ v1 + iv2 = ̺eiθ, on B(0, R)c, (5.1.7)
where ̺ ≡
√
v21 + v
2
2 =
√
1− v23 and ̺, θ ∈ H˙1(B(0, R)c). It follows that
w(v) = − curl(v3∇θ),
where curl(f1, f2) = ∂1f2 − ∂2f1. Assuming that the lifting holds on R2, a formal integration by
parts yields
P1(v) =
∫
R2
v3∂1θ, P2(v) =
∫
R2
v3∂2θ. (5.1.8)
Since for j ∈ {1, 2},
|v3∂jθ| ≤ |v3||1− v
2
3 |
1
2 |∂jθ|
(1− ‖v3‖2L∞(R2))1/2
≤ e(v)
(1− ‖v3‖2L∞(R2))1/2
, (5.1.9)
where e(v) is the energy density
e(v) ≡ 1
2
(|∇v|2 + v23) =
1
2
( |∇v3|2
1− v23
+
(
1− v23
)|∇θ|2 + v23),
it follows that the expression for the momentum (5.1.8) is well-deﬁned when the function has a
global lifting. However the existence of the lifting is a matter of topological nature. In fact, this
issue is related to the degree S1 of the application
vˇ
|vˇ| : ∂B(0, R)→ S
1,
provide that vˇ/|vˇ| is well-deﬁned. Note that these types of problems have also been encountered
in the study of the traveling waves for the Gross–Pitaevskii equation (see [7, 77, 10, 31]). To
overcome this drawback, we can consider the space
E˜(R2) = {v ∈ E(R2) : ∃R ≥ 0 s.t. ‖v3‖L∞(B(0,R))c) < 1},
so that for all v ∈ E˜(R2) there exists R ≡ R(v) such that the lifting (5.1.7) holds. In addition,
we provide a notion of generalized momentum valid for all v ∈ E˜(R2). On the other hand, we
will see that any solution of (TWc) in E(R2) also belongs to E˜(R2) (see Corollary 5.2.5) and then
this deﬁnition will be suﬃciently general for our scopes.
Another diﬃculty is that (5.1.6) is not invariant under translations. In fact, setting p ≡ P1
and using the translation function τa deﬁned by
τaf(·) = f(· − a), a = (a1, a2) ∈ R2,
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we have
p(τau) = p(u)− 4πa2d(u). (5.1.10)
However, the traveling waves found in [83] have degree zero (d(u) = 0), so we could restrict us
to this type of solutions.
At least formally, a possible method to construct a solution u ∈ E˜(R2) for (TWc), with a
prescribed momentum p(u) = p is to consider the minimization problem
inf
{
E(v) : v ∈ E˜(R2), p(v) = p}.
However, similar to (5.1.4), we have that
inf
{
E(v) : v ∈ E˜(R2), d(v) 6= 0} = 4π,
which shows that high energy solutions cannot be obtained by considering functions with nonzero
degree. For these reasons, we consider the minimizing curve
E0min(p) = inf
{
E(v) : v ∈ E˜(R2), p(v) = p, d(v) = 0},
for which we establish the following results.
Theorem 5.1.1. The function p→ E0min(p) is concave, nondecreasing and Lipschitz continuous.
Moreover,
|E0min(p)− E0min(q)| ≤ |p− q|,
for all p, q > 0. In particular
E0min(p) ≤ p, for all p > 0,
and the map Ξ(p) := p → p − E0min(p) is continuous, convex and nondecreasing on R+. In
particular, there exists p0 ≥ 0 such that Ξ(p) = 0, for all p ≤ p0.
Remark 5.1.2. If the constant p0 given by Theorem 5.1.1 is positive, it can be shown that for
any p ∈ (0, p0), the inﬁmum of E0min(p) is not achieved.
As a consequence of Theorem 5.1.1, the lateral derivatives of E0min exist for any p > 0 and
satisfy
0 ≤ d
+
dp
(
E0min(p)
) ≤ d−
dp
(
E0min(p)
) ≤ 1. (5.1.11)
Moreover, the lateral derivatives coincide except for a (possibly empty) countable set.
Proposition 5.1.3. Let p > 0 and assume that E0min(p) is attained by a function up. Then up
is a smooth solution of (TWc) of speed c = c(up) satisfying
0 ≤ d
+
dp
(
Emin(p)
) ≤ c(up) ≤ d−
dp
(
Emin(p)
) ≤ 1. (5.1.12)
Moreover c(up) ∈ (0, 1).
Remark 5.1.4. It is also possible to prove that, up to a translation, that up is axisymmetric,
i.e. there exists a function up : R× R+ → R such that
up(x) = up(x1, |x2|), for all x = (x1, x2) ∈ R2.
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Theorem 5.1.1 and Proposition 5.1.3 are in agreement with the results in [83] and Figure
5.1. Thus these results could help to establish the existence of traveling waves by variational
methods. One of our main results has as consequence that the minimizing curve does not reach
its inﬁmum close to p = 0 (see Theorem 5.1.10). This justiﬁes that the curve of solutions in
Figure 5.1 is far from the origin, a very important diﬀerence compared to the solutions of the
Gross–Pitaevskii equation in dimension two.
5.1.3 Remarks on regularity of traveling waves
In the study of general properties of the equation (TWc), the ﬁrst problem is the regularity
of ﬁnite energy solutions. We notice that the square-gradient term prevents us from invoking
the usual elliptic regularity estimates. Moreover, a well-known regularity result says that ev-
ery continuous solution in H1(Ω) of such an elliptic system with quadratic growth belongs to
H2,2loc (Ω) ∩ C0,αloc (Ω) (see [42, 69, 16, 64]). In dimension N = 2 some elements of the theory of
harmonic maps (see e.g. [58]) can be adapted to prove the continuity of solutions in E(R2),
leading to the following result.
Proposition 5.1.5. Let c ≥ 0 and u ∈ E(R2) be a solution of (TWc). Then u ∈ C∞(R2)∩E˜(R2),
u3 ∈ Lp(R2) for all p ∈ [2,∞] and ∇u ∈W k,p(R2) for all k ∈ N and p ∈ [2,∞]. Moreover, there
exist constants ε0 > 0 and K(ε0) > 0 such that
‖u3‖L∞(R2) ≤ K(ε0)(1 + c)E(u)1/2, (5.1.13)
‖∇u‖L∞(R2) ≤ K(ε0)(1 + c)E(u)1/4, (5.1.14)
provided that E(u) ≤ ε0.
On the other hand, in dimension N ≥ 3, it is not possible to have such a result. Indeed, if
we consider the equation
−∆v = |∇v|2v, in B(0, 1) ⊂ RN , v ∈ S2, (5.1.15)
we have that v(x) = x→ x/|x| is a ﬁnite energy solution discontinuous at the origin. Moreover
T. Rivière [90] proved that (5.1.15) has discontinuous solutions almost everywhere, for anyN ≥ 3.
However, the solutions found in [74] and [83] of (TWc) are smooth. Thus, in higher dimensions,
we will assume that the traveling waves belong to the space E(RN ) ∩ UC(RN), where UC(RN )
denotes the set of uniformly continuous functions. Under this assumption, by classical arguments
(see e.g. [16, 69, 64, 80]) we can deduce that the solutions of our problem are smooth and we
can establish the following estimates.
Lemma 5.1.6. Let N ≥ 3, c ≥ 0 and u ∈ E(RN ) ∩ UC(RN ) be a solution of (TWc). Then
u ∈ C∞(RN )∩E˜(RN ) and ∇u ∈W k,p(RN ) for all k ∈ N and p ∈ [2,∞]. Moreover, if N ∈ {3, 4}
and c ∈ [0, 1], there exist ε0,K, α > 0, independent of u and c, such that
‖u3‖L∞(RN ) ≤ KE(u)α (5.1.16)
and
‖∇u‖L∞(RN ) ≤ KE(u)α, (5.1.17)
provided that E(u) ≤ ε0.
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5.1.4 Nonexistence results and asymptotic behavior at infinity
Our main result is in the same spirit of a result proved by the author for the Gross–Pitaevskii
equation in [30] (see also [8]). Precisely, we show the existence of a lower bound for the energy,
which implies the nonexistence of nontrivial traveling waves of small energy.
Theorem 5.1.7. Let N ∈ {3, 4}. Then there exists a constant µ > 0 such that for any u ∈
E(RN ) ∩ UC(RN ) nontrivial solution of (TWc) with c ∈ (0, 1], we have
E(u) ≥ µ. (5.1.18)
In particular, nontrivial traveling waves of small energy with speed c ∈ (0, 1] do not exist.
As noticed in [56] in dimension two, there is no smooth static solution of (TWc), i.e. with
speed c = 0. More generally, we obtain the following result for static waves.
Proposition 5.1.8. Let N ≥ 2. Assume that u ∈ E(RN ) is a solution of (TWc) with c = 0.
Suppose also that u ∈ UC(RN ) if N ≥ 3. Then u is a trivial solution.
In the case of dimension N = 2, the nonexistence problem is more delicate and we need to
suppose that the energy is controlled by the momentum.
Theorem 5.1.9. For every M ≥ 0, there exists a constant κM > 0 such that for any u ∈ E(R2)
nontrivial solution of (TWc) with c ∈ (0, 1), we have
E(u) ≥ κM , (5.1.19)
provided that E(u) ≤ p(u) +M(1 − c2). In particular, taking M = 0, nontrivial traveling waves
with speed c ∈ (0, 1) such that their energy is less than or equal to their momentum do not exist.
Although the condition E(u) ≤ p(u) restricts the set of traveling waves, it is suﬃcient to
establish the nonexistence of minimizing solutions given by the curve E0min(p).
Theorem 5.1.10. Let κ0 be the constant given by Theorem 5.1.9 with M = 0. Then for any
0 < p < κ0 the infimum of the minimization problem associated to E0min(p) is not achieved.
Even though we cannot show that the condition E(u) ≤ p(u)+M(1− c2) is valid in general,
we can prove that a similar a priori estimate holds.
Proposition 5.1.11. Let c ∈ (0, 1). Assume that u ∈ E(R2) is a nontrivial solution of (TWc).
Then there exists ε0 > 0 such that
E(u) ≤ p(u) + 31
6
‖u3‖2L∞(R2)p(u),
provided that E(u) ≤ ε0. In particular, for all L > 1, there exists ε(L) > 0, independent of u
and c, such that
E(u) ≤ Lp(u),
provided that E(u) ≤ ε(L).
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Proposition 5.1.11 shows that if one can prove an a priori estimate such as
‖u3‖2L∞(R2)p(u) ≤M(1− c2),
for some universal constant M , then Theorem 5.1.9 holds without the restriction E(u) ≤ p(u)+
M(1− c2).
A key point in our study of (TWc) is that the lifting (5.1.7) allows us to obtain the equation
∆2u3 −∆u3 + c2∂211u3 = −∆F + c∂1(divG), on RN , (5.1.20)
where
G = (G1, G2) := u1∇u2 − u2∇u1 −∇(χθ), on RN ,
F = 2e(u)u3+cG1, and χ is a C∞(RN )-function such that |χ| ≤ 1, χ = 0 on B(0, 2R) and χ = 1
on B(0, 3R)c, if R > 0. In the case that R = 0, it is enough to take χ = 1 on RN . We note that
the diﬀerential operator
∆2 −∆+ c2∂211
is elliptic if and only if c ≤ 1, which shows that c = 1 is a critical value for the equation (TWc).
From (5.1.20) we can obtain the convolution equation
u3 = Lc ∗ F − c
N∑
j=1
Lc,j ∗Gj , (5.1.21)
where
L̂c = |ξ|
2
|ξ|4 + |ξ|2 − c2ξ21
, L̂c,j = ξ1ξj|ξ|4 + |ξ|2 − c2ξ21
, (5.1.22)
and a similar identity holds for ∇(χθ). Using these equations, arguments introduced in [15, 28,
48, 51] allow us to establish the decay of the solutions for c ∈ (0, 1). Moreover, since the kernels
in (5.1.22) are the same as those appearing in the Gross–Pitaevskii equation, after proving some
algebraic decay of the solutions of (TWc) (see Corollary 5.7.2), we can apply the theory developed
in [48] to obtain the following estimates.
Proposition 5.1.12. Let N ≥ 2 and c ∈ (0, 1). Assume that u ∈ E(RN ) is a solution of (TWc).
Suppose further that u ∈ UC(RN ) if N ≥ 3. Then there exist constants R(u),K(c, u) ≥ 0 such
that
|u3(x)|+ |∇θ(x)|+ |∇uˇ(x)| ≤ K(c, u)
1 + |x|N , (5.1.23)
|∇u3(x)|+ |D2θ(x)|+ |D2uˇ(x)| ≤ K(c, u)
1 + |x|N+1 , (5.1.24)
|D2u3(x)| ≤ K(c, u)
1 + |x|N+2 , (5.1.25)
for all x ∈ B(0, R(u))c.
Finally, using Proposition 5.1.12 and the arguments in [51], we can compute precisely the
limit at inﬁnity of these solutions.
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Theorem 5.1.13. Let N ≥ 2 and c ∈ (0, 1). Assume that u ∈ E(RN ) is a solution of (TWc).
Suppose further that u ∈ UC(RN ) if N ≥ 3. Then there exist a constant λ∞ ∈ C and two
functions uˇ∞, u3,∞ ∈ C(SN−1;R) such that
|x|N−1(uˇ(x)− λ∞)− iλ∞uˇ∞
(
x
|x|
)
→ 0, (5.1.26)
|x|Nu3(x)− u3,∞
(
x
|x|
)
→ 0, (5.1.27)
uniformly as |x| → ∞. Moreover, assuming without loss of generality that λ∞ = 1, we have
uˇ∞(σ) =
ασ1
(1− c2 + c2σ21)
N
2
+
N∑
j=2
βjσj
(1− c2 + c2σ21)
N
2
, (5.1.28)
u3,∞(σ) = αc
(
1
(1− c2 + c2σ21)
N
2
− Nσ
2
1
(1− c2 + c2σ21)
N+2
2
)
−Nc
N∑
j=2
βj
σ1σj
(1 − c2 + c2σ21)
N+2
2
,
(5.1.29)
where σ = (σ1, . . . , σN ) ∈ SN−1,
α =
Γ
(
N
2
)
2π
N
2
(1− c2)N−32
(
2c
∫
RN
e(u)u3 dx− (1− c2)
∫
RN
G1(x) dx
)
and
βj = −
Γ
(
N
2
)
2π
N
2
(1− c2)N−12
∫
RN
Gj(x) dx.
Notations. For a function m taking values on R3, that is m = (m1,m2,m3), we deﬁne mˇ
as the complex-valued function mˇ = m1 + im2. The N -dimensional unit sphere is SN = {x ∈
RN+1 : |x| = 1} and in the case N = 1 we also use the identiﬁcation S1 ∼= {z ∈ C : |z| = 1}.
The inner product in R3 will be denoted by 〈·, ·〉 or just · and the cross product by ×. Given
x = (x1, x2), f : R2 → R2, f = (f1, f2), g, h : R2 → R3, g = (g1, g2, g3), h = (h1, h2, h3), we set
x⊥ = (−x2, x1), ∇⊥ = (−∂2, ∂1), curl(f) = ∂1f2 − ∂2f1 and
∇g : ∇h =
3∑
i=1
∇gi · ∇hi.
Let A ∈ R3×3 and b ∈ R3, then the product of A and b is denoted by A.b ∈ R3. For y ∈ RN and
r ≥ 0, B(y, r) or Br(y) denote the open ball of center y and radius r (which is empty for r = 0).
In the case that there is no confusion, we simply put Br.
F(f) or f̂ stand for the Fourier transform of f , namely
F(f)(ξ) = f̂(ξ) =
∫
RN
f(x)e−ix·ξ dx.
We also adopt the standard notation K(·, ·, . . . ) to represent a generic constant that depends
only on each of its arguments.
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5.2 Regularity of traveling waves
In this section we use some of the elements developed to the study of the harmonic map
equation. In particular, the next lemma is a consequence of the Wente lemma [102, 21, 100] and
Hélein’s trick [57, 58].
Lemma 5.2.1. Let Ω ⊂ R2 be a smooth bounded domain and g ∈ L2(Ω). Assume that u ∈
H1(Ω,S2) satisfies
−∆u = |∇u|2u+ g, in Ω. (5.2.1)
Let r > 0 and x ∈ Ω such that B(x, r) ⊆ Ω. Then for any i ∈ {1, 2, 3} we have
osc
B(x,r/2)
ui ≤ K
(
min
{‖∇u‖L2(B(x,r)), ‖ui‖L∞(∂Br)}+ ‖∇u‖2L2(B(x,r))
+r‖g‖L2(B(x,r))
(
1 + ‖∇u‖L2(B(x,r))
))
,
(5.2.2)
for some universal constant K > 0. In particular u ∈ C(Ω). Moreover, if the trace of u on ∂Ω
belongs to C(∂Ω), then u ∈ C(Ω¯) and
‖ui‖L∞(Ω) ≤ ‖ui‖L∞(∂Ω) +K(Ω)(‖∇u‖2L2(Ω) + ‖g‖L2(Ω)(1 + ‖∇u‖L2(Ω))), (5.2.3)
for some constant K(Ω) depending only on Ω. Furthermore, when Ω = ωR ≡ {Rx, x ∈ ω},
where ω is a fixed domain and R > 0, estimate (5.2.3) can be written as
‖gi‖L∞(ωR) ≤ ‖gi‖L∞(∂ωR) +K
(
‖∇g‖2L2(ωR)) +R‖f‖L2(ωR)
(
1 + ‖∇g‖L2(ωR)
))
, (5.2.4)
where K only depends on ω.
Proof. As for the standard harmonic maps, we recast (5.2.1) as
−∆ui =
3∑
j=1
vij · ∇uj + gi, in Ω, i = 1, 2, 3, (5.2.5)
where vi,j = ui∇uj − uj∇ui. Then
div(vi,j) = ujgi − uigj and ‖div(vi,j)‖L2(Ω) ≤ 2‖g‖L2(Ω). (5.2.6)
Let us consider hi,j ∈ H2(Ω) the solution of{
∆hi,j = div(vi,j), in Ω,
hi,j = 0, on ∂Ω.
(5.2.7)
Thus
‖∇hi,j‖L2(Ω) ≤ ‖vi,j‖L2(Ω) ≤ 2‖∇u‖L2(Ω). (5.2.8)
Since div(vi,j − ∇hi,j) = 0, with vi,j − ∇hi,j ∈ L2(Ω), there exists wi,j ∈ H1(Ω) (see e.g. [44,
Thm 2.9]) such that
vi,j = ∇hi,j +∇⊥wij, in Ω. (5.2.9)
115
Chapter 5. Traveling waves for the Landau–Lifshitz equation
Now we decompose u as ui = φi +ϕi +ψi, where φi, ϕi, ψi are the solutions of the equations{
−∆φi = 0 in U,
φi = ui, on ∂U,
(5.2.10)
{
−∆ϕi = ∇h · ∇u+ gi, in U,
ϕi = 0, on ∂U,
(5.2.11){
−∆ψi = ∇⊥w · ∇u, in U,
ψi = 0, on ∂U,
(5.2.12)
where U is an open smooth domain such that Br ⊆ U ⊆ Ω. We now prove (5.2.2) for r = 1,
supposing that B1 ⊆ U , since then (5.2.2) follows from a scaling argument. First, invoking
Theorem B.1 we have that
osc
B1/2
φi ≤ Kmin
{
‖∇φi‖L2(B2/3), ‖φi‖L2(B2/3)
}
. (5.2.13)
Also, some standard computations and the maximum principle yield
‖∇φi‖L2(U) ≤ ‖∇ui‖L2(U) and ‖φi‖L∞(U) ≤ ‖ui‖L∞(∂U). (5.2.14)
Thus from (5.2.13) and (5.2.14) we conclude that
osc
B1/2
φi ≤ Kmin
{‖∇ui‖L2(U), ‖ui‖L∞(∂U)} . (5.2.15)
For ϕi, Theorem B.2 gives
osc
B1
ϕi ≤ K(‖∇h · ∇u‖L3/2(B1) + ‖g‖L2(B1)). (5.2.16)
To estimate the ﬁrst term in the r.h.s. of (5.2.16), we use the Hölder inequality
‖∇h · ∇u‖L3/2(B1) ≤ ‖∇h‖L6(B1)‖∇u‖L2(B1), (5.2.17)
and the Sobolev embedding theorem
‖∇h‖L6(B1) ≤ K(‖∇h‖L2(B1) + ‖D2h‖L2(B1)). (5.2.18)
By combining (5.2.6), (5.2.16), (5.2.17), (5.2.18) and L2-regularity estimates for (5.2.7), we are
led to
osc
B1
ϕi ≤ K‖g‖L2(B1)(1 + ‖∇u‖L2(B1)). (5.2.19)
Similarly, since W 2,p(U) →֒ C(U¯), for all p > 1, we also have
‖ϕi‖C(U¯ ) ≤ K(U)‖g‖L2(U)(1 + ‖∇u‖L2(U))). (5.2.20)
To estimate ψi we invoke the Wente estimate (see [100], [58]), so that
‖ψi‖C(U¯) + osc
U
ψi ≤ K‖∇w‖L2(U)‖∇u‖L2(U) ≤ K‖∇u‖2L2(U), (5.2.21)
where we have used (5.2.8) and (5.2.9) for the last inequality.
Therefore, taking U = B1 and putting together (5.2.15), (5.2.19) and (5.2.21), we conclude
(5.2.2) with r = 1.
If the trace of u on ∂Ω belongs to C(∂Ω), we take Ω = U and then from (5.2.10) we have
that φi ∈ C2(Ω) ∩ C(Ω¯). Since ϕi, ψi ∈ C(Ω¯), we conclude that ui ∈ C(Ω¯) and (5.2.3) follows
from (5.2.14), (5.2.20) and (5.2.21). Finally, using again a scaling argument, we get (5.2.4).
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Let us consider the elliptic system,
∆u = f(x, u,∇u), in Ω,
where Ω is a smooth open bounded set and f is a smooth function with quadratic growth
|f(x, z, p)| ≤ A+B|p|2.
As mentioned before, well-known regularity results imply that every continuous solution inH1(Ω)
belongs to H2,2loc (Ω) ∩ C0,αloc (Ω). Using some of the arguments that lead to this result, we get the
following estimate for ‖∇u‖L∞ .
Lemma 5.2.2. Let y ∈ R2, r > 0 and Br ≡ B(y, r). Assume that u ∈ H1(Br,S2) satisfies
−∆u = |∇u|2u+ f(x, u(x),∇u(x)), in Br, (5.2.22)
where f ∈ L∞(Br)×C(R3)×C(R3×3) and |f(x, z, p)| ≤ C1+C2|p|, for some constants C1, C2 ≥ 0,
for all x ∈ Br, z ∈ R3, p ∈ R3×3. Suppose that
A ≡ A(u, r) := oscBr u(1 + r
2(C1 + C
2
2 ))
1− 3 oscBr u
≤ 1
32
. (5.2.23)
Then
‖D2u‖L2(Br/2) + ‖∇u‖2L4(Br/2) ≤ Kr
−1 (‖∇u‖L2(Br) + ‖g‖L2(Br)) , (5.2.24)
where g(x) = f(x, u(x),∇u(x)). Assume further that f(x, z, p) = f˜(x) + Rf (x, z, p), for some
functions f˜ ∈ L∞(Br), Rf ∈ L∞(Br) × C(R3) × C(R3×3), with |Rf (x, z, p)| ≤ C3|p|, for some
constant C3 ≥ 0, for all x ∈ Br, z ∈ R3, p ∈ R3×3. Then,
‖∇u‖L∞(Br/4) ≤Kr−1‖∇u‖L2(Br) +Kr−2/3
(
‖∇u‖2L2(Br)(r−2 + r−4/3) + ‖g‖2L2(Br)
+ ‖f˜‖L3(Br) + C3r−1/3‖∇u‖1/3L2(Br)
(‖∇u‖1/3
L2(Br)
+ ‖g‖1/3
L2(Br)
))
,
(5.2.25)
where K is some universal constant.
Proof. As mentioned before, Lemma 5.2.1 and the quadratic growth of the r.h.s. of (5.2.22)
imply that u ∈ H2,2loc (Ω). In fact, this could be seen by repeating the following arguments with
ﬁnite diﬀerences instead of weak derivatives. As standard in the analysis of this type of equations,
we let ρ ∈ (0, r) and χ ∈ C∞0 (Br), with χ(x) = 1 if |x| ≤ ρ,
|χ| ≤ 1 and |∇χ| ≤ K/(r − ρ), on Br. (5.2.26)
Then setting η = χ|∇u|, taking inner product in (5.2.1) with (u − u(x0))η2 and integrating by
parts we obtain∫
Br
|∇u|2η2 + 2
∫
Br
〈∇u.(u− u(x0)), η∇η〉 =
∫
Br
|∇u|2u · (u− u(x0))η2 +
∫
Br
η2g · (u− u(x0)).
(5.2.27)
Then, using the elementary inequality 2ab ≤ a2 + b2,
|η2g · (u− u(x0))| ≤ η2(C1 + C2|∇u|) osc
Br
(u) ≤ C1η2 osc
Br
(u) + η2|∇u|2 osc
Br
(u) +
1
4
C22η
2 osc
Br
(u).
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In a similar fashion, we estimate the remaining terms in (5.2.27). Then, using the Poincaré
inequality
‖η‖L2(Br) ≤
r
j0
‖∇η‖L2(Br),
where j0 ≈ 2.4048 is the ﬁrst zero of the Bessel function, and that |u| = 1, we conclude that∫
Br
|∇u|2η2 ≤ oscBr u(1 + r
2(C1 + C
2
2 ))
1− 3 oscBr u
∫
Br
|∇η|2,
where we bounded 1/j0 and 1/(4j0) by 1 to simplify the estimate. Thus,∫
Br
|∇u|4χ2 ≤ A
∫
Br
(|D2u|2χ2 + |∇u|2|∇χ|2)). (5.2.28)
On the other hand, taking inner product in (5.2.22) with ∂k(χ2∂ku), integrating by parts and
summing over k = 1, 2, we have
−
∫
Br
χ2|D2u|2 − 2
∑
i∈{1,2}
j,k∈{1,2,3}
∫
Br
∂jkuiχ∂jχ∂kui =
∑
i∈{1,2}
∫
Br
(|∇u|2ui + gi)(2χ∇χ∇ui + χ2∆ui).
Using again the inequalities 2ab ≤ εa2 + b2/ε and ab ≤ εa2 + b2/4ε, we are led to∫
Br
χ2|D2u|2 ≤ 1
1− 3ε
∫
Br
(
(2 + ε−1)|∇u|2|∇χ|2 + (1 + 4ε−1)|∇u|4χ2 + (1 + 4ε−1)χ2|g2|) .
Then, minimizing with respect to ε, it follows that∫
Br
χ2|D2u|2 ≤ 16
∫
Br
(|∇u|2|∇χ|2 + |∇u|4χ2 + χ2|g2|). (5.2.29)
Combining (5.2.26), (5.2.28) and (5.2.29), we infer that∫
Bρ
|∇u|4 ≤ KA
1− 16A
(
1
(r − ρ)2
∫
Br
|∇u|2 +
∫
Br
|g|2
)
, (5.2.30)∫
Bρ
|D2u|2 ≤ K
1− 16A
(
1 +A
(r − ρ)2
∫
Br
|∇u|2 +
∫
Br
|g|2
)
. (5.2.31)
Taking ρ = r/2 and using that A ≤ 1/32, (5.2.24) follows.
Now we decompose u as ui = φi + ψi, where{
−∆φi = 0, in Br/2,
φi = ui, on ∂Br/2.
(5.2.32)
{
−∆ψi = |∇u|2ui + f˜i + (Rf (x, u,∇u))i, in Br/2,
ψi = 0, on ∂Br/2,
(5.2.33)
Since φi is a harmonic function,
‖∇φi‖L∞(Br/4) ≤ Kr−1‖∇φi‖L2(Br/2),
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so that using also (5.2.14), we obtain the estimate
‖∇φi‖L∞(Br/4) ≤ Kr−1‖∇ui‖L2(Br/2). (5.2.34)
For ψi, we recall that using the Lp-regularity theory for the Laplacian and a scaling argument,
the solution v ∈ H10 (BR) of the equation −∆v = h satisﬁes
‖∇v‖L∞(BR) ≤ K(p)R1−2/p‖h‖Lp(BR), for all p > 2.
Applying this estimate with p = 3 to (5.2.33), we get
‖∇ψi‖L∞(Br/2) ≤ Cr−2/3
(
‖∇u‖2L6(Br/2) + ‖f˜‖L3(Br/2) + C3‖∇u‖L3(Br/2)
)
. (5.2.35)
Also, by the Sobolev embedding theorem, we have
‖∇u‖L6(Br/2) ≤ K
(
‖D2u‖L2(Br/2) + r−2/3‖∇u‖L2(Br/2)
)
. (5.2.36)
Therefore, by putting together (5.2.24), (5.2.34), (5.2.35), (5.2.36) and the interpolation inequal-
ity
‖∇u‖L3(Br/2) ≤ ‖∇u‖
1/3
L2(Br/2)
‖∇u‖2/3
L4(Br/2)
,
we deduce (5.2.25).
Now we turn back to equation (TWc). By setting
Ex,r(u) =
∫
B(x,r)
e(u), x ∈ R2, r > 0,
we obtain the following result.
Corollary 5.2.3. There exist ε0 > 0 and a positive constant K(ε0), such that for any c ≥ 0 and
u ∈ E(R2) solution of (TWc) satisfying
Ex,r(u) ≤ ε0,
for some x ∈ R2 and r ∈ (0, 1], we have
osc
B(x,r/2)
u ≤ K(1 + c)Ex,r(u)1/2, (5.2.37)
‖∇u‖L∞(B(x,r/4)) ≤ K(1 + c)Ex,r(u)1/4r−2/3. (5.2.38)
In particular, if E(u) ≤ ε0, then
‖u3‖L∞(R2) ≤ K(1 + c)E(u)1/2, (5.2.39)
‖∇u‖L∞(R2) ≤ K(1 + c)E(u)1/4. (5.2.40)
Proof. Estimates (5.2.37) and (5.2.38) follow from Lemmas 5.2.1 and 5.2.2. Then, taking r = 1,
we conclude that (5.2.40) holds. Now we turn to (5.2.39). For any y ∈ R2 we have
2E(u) ≥
∫
B(y,1/2)
u23 ≥
π
4
min
B(y,1/2)
|u3|2. (5.2.41)
On the other hand, by Lemma 5.2.1,
max
B(y,1/2)
|u3| ≤ osc
B(y,1/2)
u3 + min
B(y,1/2)
|u3| ≤ K(1 + c)E(u)1/2 + min
B(y,1/2)
|u3|. (5.2.42)
By combining (5.2.41) and (5.2.42), we are led to (5.2.39).
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Proof of Proposition 5.1.5. Since u has ﬁnite energy, for every ε > 0, there exists ρ > 0 such
that for all y ∈ R2
Ey,ρ(u) ≤ ε. (5.2.43)
In fact, since e(u) ∈ L1(R2), by Lemma B.3, for every ε > 0 we can decompose e(u) = e1,ε(u) +
e2,ε(u) such that
‖e1,ε(u)‖L1(R2) ≤ ε/2 and ‖e2,ε(u)‖L∞(R2) ≤ Kε,
for some constant Kε. Then for any y ∈ R2,
‖e2,ε(u)‖L1(B(y,ρ)) ≤ Kεπρ2.
Taking
ρ =
(
ε
2Kεπ
)1/2
,
we obtain (5.2.43). Thus, invoking Corollary 5.2.1, with ε = ε0 and r = min{1, ρ}, we conclude
that
‖∇u‖L∞(B(y,r/2)) ≤ K(1 + c)ε1/20 , for all y ∈ R2.
Therefore u ∈W 1,∞(R2), with ‖∇u‖L∞(R2) ≤ K(1 + c)ε1/20 . Diﬀerentiating (TWc), we ﬁnd that
v = ∂ju, j = 1, 2, satisﬁes
Lλ(v) := −∆v −∇u∇vu+ c(u× ∂1v) + λv = |∇u|2v + 2u3v3u+ u23v − v3u− u3v + λv, in R2.
Since ∇u ∈ L∞(R2)∩L2(R2), we deduce that the r.h.s. of the formula above belongs to L2(R2).
Therefore taking λ > 0 large enough, we can invoke the Lax–Milgram theorem to deduce that
v ∈ H2(R2). Then, by the Sobolev embedding theorem, D2u ∈ Lp(R2), for all p ∈ [2,∞) and a
bootstrap argument allows us to conclude that ∇u ∈ W k,p(R2) for all k ∈ N and p ∈ [2,∞]. In
particular, u3 is uniformly continuous, so that u3(x)→ 0, as |x| → ∞ and u ∈ E˜(R2).
The estimates (5.1.13) and (5.1.14) are given by Corollary 5.2.3.
Now we recall a well-known result that gives the existence of the lifting for any function in
E˜(RN ). For the sake of completeness, we sketch its proof.
Lemma 5.2.4. Let N ≥ 2 and v ∈ E˜(RN ). Then there exists R ≥ 0 such that v admits the
lifting
vˇ(x) = ̺(x)eiθ(x), on B(0, R)c, (5.2.44)
where ̺ =
√
1− v23 and θ is a real-valued function. Moreover, ̺, θ ∈ H1loc(B(0, R)c) and
∇̺,∇θ ∈ L2(B(0, R)c)).
Proof. Since v ∈ E(RN ) and ‖v3‖L∞(B(0,r)c) < 1, for some r ≥ 0, the function
ψ = vˇ/|vˇ|
is well-deﬁned on B(0, r)c and ψ ∈ H1loc((B(0, r)c). If r > 0, invoking the extension theorem for
Sobolev spaces, we infer that there exists ψ˜ ∈ H1loc(RN ) such that ψ˜ = ψ on B
c
r+1. In the case
that r = 0, B(0, r)c = RN and ψ is deﬁned globally, but we also denote it by ψ˜ to treat both
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cases. By results in [13, 17] we have that for every simply connected smooth bounded domain
Ω ⊆ RN there exists a real-valued function θΩ ∈ H1(Ω) such that
ψ˜ = eiθΩ , on Ω.
Then, considering Ω = Br+n ≡ B(0, r+n), n ≥ 1, we have a sequence of functions θn ∈ H1(Br+n)
such that ψ˜ = eiθn on Br+n. Noticing that
ψ˜ = eiθn = eiθn+1 , on Br+n,
we have that θn+1(x) − θn(x) ∈ 2πZ, for a.e. x ∈ Br+n. Since a function in H1(Br+n) taking
integer values is constant (see [17, Theorem B.1]), we conclude that there exists kn ∈ Z such
that θn+1 − θn = 2πkn on Br+n. Therefore the function
θ(x) =
{
θ1(x), if x ∈ Br+1,
θn+1(x)− 2π
∑n
j=1 kj , if x ∈ Br+n+1 \Br+n, n ≥ 1,
is well-deﬁned and
θ(x) = θn+1(x)− 2π
n∑
j=1
kj , a.e. on Br+n+1,
for all n ≥ 1. In particular θ ∈ H1loc(RN ) and (5.2.44) holds with R = r if r = 0 and R = r + 2
otherwise. Finally, we notice that
|∇vˇ|2 = ̺2|∇θ|2 + |∇̺|2 on B(0, R)c (5.2.45)
and that 1 − ‖v3‖2L∞(B(0,R)c) = inf{̺(x)2 : x ∈ B(0, R)c} > 0. Since ∇v ∈ L2(R2), we conclude
that ∇̺,∇θ ∈ L2(B(0, R)c).
Corollary 5.2.5. Let c ≥ 0 and u ∈ E(R2) be a solution of (TWc). Then there is R ≥ 0 such
that the lifting uˇ(x) = ̺(x)eiθ(x) holds on B(0, R)c and satisfies ∇̺,∇θ ∈ W k,p(B(0, R)c) for
any k ≥ 2 and p ∈ [2,∞]. Moreover, there exists a constant ε(c) > 0, depending only on c, such
that if E(u) ≤ ε(c), then we can take R = 0.
Proof. By Proposition 5.1.5, u ∈ E˜(R2) and then Lemma 5.2.4 gives us the existence of the
lifting, whose properties follow from Proposition 5.1.5 and (5.2.45). The last assertion is an
immediate consequence of (5.2.39).
In the case N ≥ 3, some regularity for the solutions of the equation (5.2.1) can be obtained
considering that u is a stationary solution in the sense introduced by R. Moser in [80].
Definition 5.2.6. Let Ω ⊂ RN be a smooth bounded domain and g ∈ Lp(Ω;R3). A solution
u ∈ H1(Ω;S2) of (5.2.1) is called stationary if
div(|∇u|2ej − 2∇u.∂ju) = 2∂ju · g, in Ω, (5.2.46)
for all j ∈ {1, . . . , N} in the distribution sense.
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If we suppose that u is a smooth solution of (5.2.1), then
div(|∇u|2ej − 2∇u.∂ju) = −2∆u · ∂ju = 2g · ∂ju,
so it is a stationary solution. However not every solution u ∈ H1(Ω;S2) of (5.2.1) satisﬁes
(5.2.46). The advantage of stationary solutions is that they satisfy a monotonicity formula that
allows to generalize some standard results for harmonic maps. However, when g belongs only to
L2(Ω), the regularity estimates hold only for N ≤ 4.
Lemma 5.2.7 ([80]). Let N ≤ 4 and y ∈ RN . Assume that u ∈ H1(B(y, 1);S2)∩W 1,4(B(y, 1))
is a stationary solution of (5.2.1), with Ω = B(y, 1) and g ∈ L2(B(y, 1)). Then there exist K > 0
and ε0 > 0, depending only on N, such that if
‖∇u‖L2(B(y,1)) + ‖g‖L2(B(y,1)) = ε ≤ ε0,
we have
‖∇u‖L4(B(y,1/4)) ≤ Kε
1
2 .
Applying this result to equation (TWc), we are led to the following estimate.
Lemma 5.2.8. Let N ≤ 4. There exist K > 0 and ε0 > 0, depending only on N , such that for
any solution u ∈ E(RN ) ∩C∞(RN ) of (TWc), with c ∈ [0, 1], satisfying
E(u) ≤ ε0,
we have
‖∇u‖L4(B(x,1)) ≤ KE(u)1/2.
Now we are in position to complete the regularity result in higher dimensions stated in the
introduction.
Proof of Lemma 5.1.6. Since u ∈ UC(RN ) and ‖u3‖L2(RN ) < ∞, we have that u ∈ E˜(RN ).
Recalling again a classical results for elliptic systems with quadratic growth (see [16, 69, 64]),
u ∈ UC(RN) yields that u ∈ C∞(RN ). This is due to the fact that now we are assuming that u
is uniformly continuous and then we can choose r > 0 small such that the oscillation of u on the
ball B(y, r) is small, uniformly in y. Then we can make the quantity A(u, r) deﬁned in (5.2.23)
as small as needed and repeat the ﬁrst part of the proof of Lemma 5.2.2 to conclude that for all
y ∈ R2
‖D2u‖L2(B(y,r/2)) + ‖∇u‖2L4(B(y,r/2)) ≤ K(N)r−1
(‖∇u‖L2(B(y,r)) + ‖u3‖L2(B(y,r))) , (5.2.47)
for some constant K(N) and r > 0 small enough, independent of y. At this stage we note that
we cannot follow the rest of the argument of Lemma 5.2.2, since it relies on the two-dimensional
Sobolev embeddings. However, it is well-known that using (5.2.47) it is possible to deduce that
∇u ∈ Lp(RN ), for all p ≥ 2. More precisely, as discussed before, there exists r ∈ (0, 1] such that
osc
B(y,2N r)
u ≤ 1
8(1 + c)(2N − 1) , for all y ∈ R
N . (5.2.48)
Then, by iterating Lemma B.5, we have∫
B(y,r)
|∇u|2N+2 ≤ K(N)(1 + c)2N E(u)
r2N
, for all y ∈ RN . (5.2.49)
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By proceeding as in the proof of Lemma 5.2.2, we decompose ui as ui = φi + ϕi, where{
−∆φi = 0, in B(y, r),
φi = ui, on ∂B(y, r),{
−∆ψi = |∇u|2ui + u23ui − δi,3u3 + cu× ∂1u, in B(y, r),
ψi = 0, on ∂B(y, r).
In view of (5.2.49), elliptic regularity estimates imply that ψi ∈ W 2,N+1(B(y, r)) and then by
the Sobolev embedding theorem we can establish an upper bound for ‖∇ψi‖L∞(B(y,r)) in terms
of powers of E(u). Since φi is a harmonic function, we obtain a similar estimate for φi as in
the proof of Lemma 5.2.25. Then we conclude that ∇u ∈ L∞(RN ), so that, by interpolation,
∇u ∈ Lp(RN ), for all p ∈ [2,∞]. Proceeding as in the proof of Proposition 5.1.5, we conclude
that ∇u ∈W k,p(RN ), for all k ∈ N and p ∈ [2,∞].
Now we turn to (5.1.16) and (5.1.17). Let us ﬁrst take N = 3 and ε0 given by Lemma 5.2.8,
such that E(u) ≤ ε0. Then, by the Morrey inequality,
osc
B(y,1/2)
u ≤ K‖∇u‖L4(B(y,1)) ≤ KE(u)1/2, (5.2.50)
for all y ∈ R3 and for all c ∈ [0, 1]. Taking ε0 smaller if necessary, (5.2.48) holds with r = 1/16
and then so it does (5.2.49) (with r = 1/16). Hence the previous computations give a bound for
∇u ∈ L∞(R3) depending only on E(u), which yields (5.1.17).
In order to prove (5.1.16), we estimate the minimum of |u3| on B(y, 1/2) as in (5.2.41), and
using (5.2.50) we conclude that
max
B(y,1/2)
|u3| ≤ KE(u)1/2,
which implies (5.1.16).
It only remains to consider the case N = 4. Note that the r.h.s. of (5.2.48) is less than or
equal to 1/112, for c ∈ [0, 1]. Let r∗ > 0 be the maximal radius given by the uniform continuity
of u for this value, i.e.
r∗ = sup
{
ρ > 0 : ∀x, z ∈ R4, |x− z| ≤ ρ⇒ |u(x) − u(z)| ≤ 1/112} .
We claim that r∗ ≥ 1/2 for ε0 small. Arguing by contradiction, we suppose that 0 < r∗ < 1/2.
Since (B.2) is satisﬁed for any y ∈ R4, with r = r∗ and s = 2, Lemma B.5 implies that
‖∇u‖6L6(B(y,r∗/2)) ≤ 8
(
1 +
16
r2∗
)
‖∇u‖4L4(B(y,r∗)).
Since 0 < r∗ < 1/2, the Morrey inequality implies that
osc
B(y,r∗/4)
u ≤ K1r
1
3∗ ‖∇u‖L6(B(y,r∗/2)) ≤ K2r
1
3∗
(
1 +
16
r2∗
) 1
6
‖∇u‖
2
3
L4(B(y,r∗))
≤ K3E(u)
1
3 , (5.2.51)
where we have used Lemma 5.2.8 for the last inequality and K3 > 0 is a universal constant.
Finally we notice that there exists a universal constant ℓ ∈ N such that for any x ∈ R4, there is
a collection of points y1, y2, . . . , yℓ ∈ R4 such that
osc
B(x,2r∗)
u ≤
ℓ∑
k=1
osc
B(yk ,r∗/4)
u.
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Thus, using (5.2.51),
osc
B(x,2r∗)
u ≤ ℓK3E(u)
1
3 .
Taking ε0 ≤ 1/(112ℓK3)3, we get that oscB(x,2r∗) ≤ 1/112, which contradicts the deﬁnition of
r∗. Therefore,
osc
B(x,1/2)
u ≤ 1/112, for all x ∈ R4.
Moreover, the same argument shows that
osc
B(y,1/8)
u ≤ KE(u)1/3, for all y ∈ R4,
and then (5.1.16) and (5.1.17) follow as before.
5.3 The momentum
5.3.1 Definition of momentum in E˜(RN)
As discussed in the introduction, one of the main technical diﬃculties in the study of the
Landau–Lifshitz equation is to provide a proper deﬁnition of momentum in the energy space. In
fact, for N ≥ 2, we formally deﬁne the vectorial momentum in the j-direction by
Pj(v) = − 1
N − 1
N∑
k=1
∫
RN
xkv · (∂jv × ∂kv) = − 1
N − 1
N∑
k=1
k 6=j
∫
RN
xkv · (∂jv × ∂kv),
but it is not clear that this quantity is well-deﬁned in E(RN ). As proved in Section 5.2, the
solutions of (TWc) that we are considering belong to E˜(RN ) and therefore by Lemma 5.2.4 they
admit the lifting
v = (̺eiθ, v3)
at inﬁnity. Then, assuming that v is of class C2, we obtain
v · (∂jv × ∂kv) = v3̺(∂j̺∂kθ − ∂k̺∂jθ) + ̺2(∂jθ∂kv3 − ∂kθ∂jv3) = ∂k(v3∂jθ)− ∂j(v3∂kθ),
where we have used that v23 = 1 − ̺2 for the last equality. In consequence, if the lifting for v
holds in the whole space, a formal integration by parts yields
Pj(v) =
∫
RN
v3∂jθ,
which is well-deﬁned in E(RN ). However it is not clear how to give a sense to an integration by
parts of the type ∫
RN
xk(∂kf1 − ∂jf2) = −
∫
RN
f1,
j 6= k, for a function f ∈ L1(RN ). This diﬃculty, that also appears in the context of the
Gross–Pitaevskii equation, can be handle by deﬁning a generalized momentum as an analogue to
the deﬁnition given in [31] (see also [77]). For the sake of simplicity, we focus only on the ﬁrst
component of the vectorial momentum p ≡ P1 and introduce the notation
wk(v) ≡ v · (∂1v × ∂kv), k ∈ {2, . . . , N}.
In particular, w = w2.
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Definition 5.3.1. Let k ∈ {2, . . . , N}. We set Lk(RN ) = {h ∈ L1(RN ) : xkh ∈ L1(RN )} and
Xj(RN ) = {∂jv ∈ S′(RN ) : v ∈ L1(RN ) ∩ L2(RN )}, for j ∈ {1, . . . , N}. For any h1 ∈ X1(RN ),
h2 ∈ Xk(RN ) and h3 ∈ Lk(RN ), we define the application Lk on X1(RN ) + Xk(RN ) + Lk(RN ),
by
Lk(h1 + h2 + h3) =
∫
RN
xkh3 −
∫
RN
v,
where ∂kv = h2.
Endowing Lk(RN ) and Xj(RN ) with the norms
‖h‖Lk = ‖h‖L1(RN ) +
∫
RN
|xkh|, ‖∂jv‖Xj = ‖v‖L1(RN ) + ‖v‖L2(RN ),
they are Banach spaces. The next result shows that Lk is actually a well-deﬁned linear continuous
operator.
Lemma 5.3.2. Let k ∈ {2, . . . , N}.
(a) For any h ∈ Lk(RN ) ∩ X1(RN ), ∫
RN
xkh = 0. (5.3.1)
(b) For any h ∈ Lk(RN ) ∩ Xk(RN ), ∫
RN
xkh = −
∫
RN
v,
where ∂kv = h.
(c) For any h ∈ X1(RN )∩Xk(RN ), such that h = ∂1v = ∂ku, for some v, u ∈ L1(RN )∩L2(RN ),
we have ∫
RN
v =
∫
RN
u = 0. (5.3.2)
In particular Lk is a well-defined linear continuous operator on X1(RN ) + Xk(RN ) + Lk(RN ).
Proof. For the proof of (a), we consider v ∈ L1(RN ) with ∂1v = h and a cut-oﬀ function
η ∈ C∞0 (R, [0, 1]) such that η(x) = 1 if |x| ≤ 1, η(x) = 0 if |x| ≥ 2, and |η′| ≤ 2 on R. Setting
ηm(x) = η(|x|/m) and integrating by parts we have∫
R2
ηm(x)xkh =
∫
R2
∂1ηm(x)xkv.
Then, since xkh ∈ L1(RN ), |∂1ηm(x)xk| ≤ 4 and ∂1ηm(x) → 0 as m → ∞, invoking the
dominated convergence theorem we can pass to the limit m→∞ and (5.3.1) follows. The proof
of (b) is similar and thus we omit it.
Now we turn to the proof of (c). First we remark that if v, u ∈ W 1,1(RN ) the result follows
as before, using that∫
RN
ηmx1∂1v =
∫
RN
ηmx1∂ku,
∫
RN
ηmxk∂1v =
∫
RN
ηmxk∂ku,
integrating by parts and letting m → ∞. For the general case, we proceed as in [77, Lemma
2.3]. Since v, u ∈ L1(RN ) ∩ L2(RN ), we have that the corresponding Fourier transforms vˆ and
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uˆ belong to C(RN ) ∩ L2(RN ), so that (5.3.2) is equivalent to vˆ(0) = uˆ(0) = 0. Arguing by
contradiction, let us suppose that uˆ(0) 6= 0 (the case vˆ(0) 6= 0 is analogous), then there exist
r0 > 0 and m > 0 such |uˆ| ≥ m, a.e. on B(0, r0). By hypothesis ∂1v = ∂ku in S′(RN ), so that
ξ1vˆ = ξkuˆ in L2(RN ). Therefore,
|vˆ| ≥ |ξk||ξ1|m, a.e. on B(0, r0),
which contradicts that vˆ ∈ L2(RN ).
In Lemma 5.3.4 below we will prove that
wk(v) ∈ X1(RN ) + Xk(RN ) + Lk(RN ), for all k ∈ {2, . . . , N}, (5.3.3)
for any v ∈ E˜(RN ). Then we can ﬁnally give a proper deﬁnition for the momentum.
Definition 5.3.3. Let v ∈ E˜(RN ). We define the generalized momentum of v as
p(v) = − 1
N − 1
N∑
k=2
Lk(wk(v)).
Lemma 5.3.4. Let v ∈ E˜(RN ). Then (5.3.3) holds. Moreover, if v satisfies ‖v3‖L∞(RN ) < 1, we
have
p(v) =
∫
RN
v3∂1θ, (5.3.4)
where vˇ =
√
1− v23eiθ.
Let η ∈ C∞0 (R) such that 0 ≤ η ≤ 1 on R, η = 1 on B(0, 1), η = 0 on B(0, 2)c and |η′| ≤ 2.
Setting ηm : RN → R by ηm(x) = η(|x|/m), m ∈ N \ {0}, we have
Lk(wk(v)) = lim
m→∞
∫
RN
xkηmwk(v). (5.3.5)
Furthermore, if v ∈ E˜(RN ) ∩ C2(RN ), there exists a sequence rn →∞ such that
Lk(wk(v)) = lim
rn→∞
∫
B(0,rn)
xkwk(v), (5.3.6)
for all k ∈ {2, . . . , N}. In particular,
p(v) = − lim
rn→∞
1
N − 1
N∑
k=2
∫
B(0,rn)
xkwk(u).
Proof. Let R ≥ 0 given by Lemma 5.2.4 such that vˇ = ̺eiθ on B(0, R)c. For any r > 0 we deﬁne
two functions χr, χ˜r ∈ C∞(RN ) such that
χr(x) =
{
0, if |x| ≤ r,
1, if |x| ≥ r + 1, and χ˜r =
{
0, if |x| ≤ r + 2,
1, if |x| ≥ r + 3, (5.3.7)
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and for r > R we set
̺r = χr̺, θr = χ˜rθ, vˇr = ̺re
iθr , a.e. on RN ,
so that we extend v to RN as vr = (vˇr, v3). Clearly, we cannot assure that |vr| = 1 on RN , but
the diﬀerent supports of χr and χ˜r will allow us to overcome this diﬃculty.
Writing v = v − vr + vr, we have
wk(v) = V(v, vr) +wk(vr), (5.3.8)
with
V(v, vr) = v · (∂1v × ∂k(v − vr) + ∂1(v − vr)× ∂kvr) + (v − vr) · (∂1vr × ∂kvr).
Since v − vr has compact support, V(v, vr) ∈ Lk(RN ). To treat the other term, we compute
wk(vr) = v3̺r(∂j̺r∂kθr − ∂k̺r∂jθr) + ̺2r(∂jθr∂kv3 − ∂kθr∂jv3).
Although the equality ̺2r = 1− v23 does not hold on the whole space, this equality is valid on the
open set {|x| > r + 1} and since θr ≡ 0 on B(0, r + 2), we have
̺r∂l̺r∂mθr = −v3∂lv3∂mθr, a.e. on RN , for all l,m ∈ {1, . . . , N}.
Therefore
wk(vr) = ∂kv3∂1θr − ∂1v3∂kθr a.e. on RN . (5.3.9)
Now we claim that
∂kv3∂1θr − ∂1v3∂kθr = ∂k(v3∂1θr)− ∂1(v3∂kθr) in S′(RN ). (5.3.10)
To prove (5.3.10), we take a sequence θn,r ∈ C2(RN ) such that ∇θn,r → ∇θr in L2(RN ), as
n → ∞. It is clear that (5.3.10) holds with θn,r instead of θr. On the other hand, since
v3 ∈ L∞(RN ) and ∇v3 ∈ L2(RN ), for any φ ∈ S(RN ) we have∫
RN
(∂kv3∂1θn,r − ∂1v3∂kθn,r)φ→
∫
RN
(∂kv3∂1θr − ∂1v3∂kθr)φ, as n→∞,
and
〈∂k(v3∂1θn,r)− ∂1(v3∂kθn,r), φ〉S′(RN ),S(RN ) = −
∫
RN
v3∂1θn,r∂kφdx+
∫
RN
v3∂kθn,r∂1φdx
→ −
∫
RN
v3∂1θr∂kφdx+
∫
RN
v3∂kθr∂1φdx,
as n→∞. Being the l.h.s. of the last two expressions equal, we are led to (5.3.10). Combining
with (5.3.8) and (5.3.9), we conclude that
wk(v) = V(v, vr) + ∂k(v3∂1θr)− ∂1(v3∂kθr) in S′(RN ). (5.3.11)
In particular (5.3.3) is satisﬁed and by Deﬁnition 5.3.1 we are led to
Lk(wk(v)) = −
∫
RN
v3∂1θr +
∫
RN
xkV(v, vr). (5.3.12)
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Since xkηm ∈ S(RN ), from (5.3.11), we deduce that∫
RN
xkηmwk(v) =
∫
RN
xkηmV(v, vr)−
∫
RN
∂k(xkηm)v3∂1θr +
∫
RN
∂1(xkηm)v3∂kθr.
Since xkV(v, vr), v3∂kθr ∈ L1(RN ), ∂j(xkηm) = δj,kηm+xk∂jηm and |xk∂jηm| ≤ 4, the dominated
convergence theorem yields that
lim
m→∞
∫
RN
xkηmw(v) =
∫
RN
xkV(v, vr)−
∫
RN
v3∂1θr.
Comparing with (5.3.12), we conclude that (5.3.5) holds.
In the case that v ∈ C2(RN ), we have that θr ∈ C2(RN ) and (5.3.11) holds in RN , so that
we can multiply (5.3.11) by xk and integrate by parts on B(0, ρ) to obtain∫
B(0,ρ)
xkwk(v) = −
∫
B(0,ρ)
v3∂1θr +
∫
B(0,ρ)
xkv3V(v, vr)−
∫
∂B(0,ρ)
xkv3(∂kθrν1 − ∂1θrνk).
(5.3.13)
Since v3∇θr ∈ L1(RN ), by Lemma B.4 there is a sequence ρn →∞ such that∫
∂B(0,ρn)
xkv3(∂kθrν1 − ∂1θrνk)→ 0.
Finally, passing to the limit ρn →∞ in (5.3.13) we obtain
lim
rn→∞
∫
B(0,ρn)
xkwk(v) = −
∫
RN
v3∂1θr +
∫
RN
V(v, vr).
Comparing with (5.3.12), (5.3.6) follows.
In the case that ‖v3‖L∞(RN ) < 1, vˇ =
√
1− v23eiθ a.e. on RN , so that the functions χr and
χ˜r are not necessary, and we can deduce that (5.3.11) holds with V ≡ 0. Hence (5.3.4) follows
immediately.
5.3.2 Further properties in dimension two
A useful fact of Sobolev spaces is the density of smooth functions with compact support.
However, when restricting to functions taking values in S2 this property is not always preserved.
For instance, if N ≥ 3 we do not have such a result. To see this it is enough to consider
B(0, 1) ⊂ R3 and v(x) = x/|x| ∈ H1(B(0, 1)) that cannot be approximated by smooth functions
in the H1-norm (see [92] for details). On the other hand, in the two-dimensional case, the
density result is true (see [92, 20]). More precisely, for N = 2 and A > 0 we endow E(R2) with
the distance
dAE (u, v) ≡
(‖u− v‖2L2(B(0,A)) + ‖∇u−∇v‖2L2(R2) + ‖u3 − v3‖2L2(R2)) 12 . (5.3.14)
Note that for B > A > 0, it follows from the Sobolev embedding theorem that there exists a
constant K(A,B) such that
dAE (u, v) ≤ dBE (u, v) ≤ K(A,B)dAE (u, v), (5.3.15)
for any u, v ∈ E(R2). Therefore the distances dAE and dBE are equivalent. Now we can state the
following density result.
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Lemma 5.3.5. Let A > 0 and v ∈ E(R2). There exists a sequence of functions (vn)n∈N in
E∞0 (R2) ≡ E(R2) ∩ {f : R2 → R3 : ∃λ ∈ S1 × {0} s.t. f − λ ∈ C∞0 (R2)},
such that
dAE (v, vn)→ 0, as n→∞. (5.3.16)
Moreover, if ‖v‖L∞(B(0,R)c) < 1 for some R > 0, then
‖vn‖L∞(B(0,R+1)c) ≤ ‖v‖L∞(B(0,R)c). (5.3.17)
The proof of Lemma 5.3.5 follows the same ideas of the classical result of Schoen and Ulhen-
beck [92] (see also [20]), so we omit it.
Corollary 5.3.6. Let v ∈ E˜(R2). Then there exists a sequence of functions (vn)n∈N ∈ E∞0 (R2)
such that
dAE (v, vn)→ 0 and p(vn)→ p(v), as n→∞.
Proof. Since v ∈ E˜(R2), we have that δ ≡ ‖v3‖L∞(B(0,R)c) < 1, for some R > 0. In view
of Lemma 5.3.5, we only need to verify that the sequence vn given by Lemma 5.3.5, up to a
subsequence, satisﬁes
p(vn)→ p(v), as n→∞. (5.3.18)
Let ε > 0. By Lemma 5.3.4 there exists an integer mε > 0, such that∣∣∣∣∣p(v) +
∫
B(0,2m)
x2w(v)ηm
∣∣∣∣∣ ≤ ε/3, for all m ≥ mε, (5.3.19)
and we can assume that 2mε > R+ 1.
To compute the momentum of the sequence vn, since vn is smooth and (vn)3 ∈ C∞0 (R2),
using (5.3.6), we get
p(vn) = −
∫
R2
x2w(vn) = −
∫
B(0,2m)
x2w(vn)ηm −
∫
B(0,m)c
x2w(vn)(1− ηm), for all m ∈ N.
(5.3.20)
Since dAE (v, vn) → 0, there exist functions f ∈ L2(R2), g ∈ L2(R2;R3) such that, up to a
subsequence,
|(vn)3| ≤ f, |∇(vn)j | ≤ gj , for j ∈ {1, 2, 3}, for all n ∈ N, (5.3.21)
and
(vn)3 → v3, ∇vn → ∇v in L2(R2), as n→∞. (5.3.22)
Invoking (a modiﬁed version of) Lemma B.4, there exists m˜ε ≥ mε such that
1
2
√
1− δ2
(
5
∫
Bcm˜ε
(f2 + |g|2) + ρε
∫
∂Bm˜ε
(f2 + |g|2)
)
≤ ε
3
, (5.3.23)
where Bm˜ε = B(0, m˜ε). Since, for r > R + 1 we have the lifting vˇn = ̺ne
iθn on B(0, R + 1)c,
then∫
Bcr
x2(1− ηm)w(vn) = −
∫
Bcr
(1− ηm − x2∂2ηm)(vn)3∂1θn −
∫
Bcr
x2∂2ηm(vn)3∂2θn
+
∫
∂B(0,r)
x2(1− ηm)((vn)3∂1θnν2 − (vn)3∂1θnν1).
(5.3.24)
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Since |1− ηm| ≤ 1, |ηm| ≤ 1, |xk∂jηm| ≤ 4, by combining with (5.1.9), (5.3.17), (5.3.21), (5.3.22)
and (5.3.24), we conclude that∣∣∣∣∣
∫
Bcm˜ε
x2(1− ηm)w(vn)
∣∣∣∣∣ ≤ ε3 , for all n,m ∈ N. (5.3.25)
From (5.3.15), dm˜εE (v, vn)→ 0, as n→∞, so that, up to a subsequence,
vn → v, a.e. on B(0, m˜ε). (5.3.26)
Hence, (5.3.23) and the dominated convergence theorem imply that there exists nε ∈ N such
that ∣∣∣∣∣
∫
Bm˜ε
x2ηmw(vn)−
∫
Bm˜ε
x2ηmw(v)
∣∣∣∣∣ ≤ ε3 , for all n ≥ nε, m ∈ N. (5.3.27)
Finally, using (5.3.19), (5.3.20), (5.3.25) and (5.3.27) with m = m˜ε, we obtain
|p(vn)− p(v)| ≤ ε, for all n ≥ nε,
which concludes the proof.
We end this section by showing that the deﬁnition of generalized momentum has the expected
directional derivative.
Lemma 5.3.7. Let v ∈ E˜(R2) and φ ∈ C∞0 (R2;R3). Then
lim
s→0
p(vs)− p(v)
s
=
∫
R2
〈φTv , ∂1v × v〉 =
∫
R2
〈φ, ∂1v × v〉, (5.3.28)
where vs = (v + sφ)/|v + sφ| and φTv = φ− 〈φ, v〉v (the tangential component of φ).
Proof. First we notice that vs is well-deﬁned for |s| < 1/‖φ‖L∞(R2). Moreover,
vs = v + sφ
T
v + s
2g(s, v, φ),
for s small, where g satisﬁes
|g(s, v, φ)| ≤ K(‖φ‖L∞(R2))|φ|,
for some constant K(‖φ‖L∞(R2)). Then
w(vs) = w(v) + s〈φTv , ∂1v × ∂2v〉+ 〈v, ∂1φTv × ∂2v〉+ 〈v, ∂1v × ∂2φTv 〉+ s2g˜(s, v, φ), (5.3.29)
where g˜ satisﬁes
|g˜(s, v, φ)| ≤ K(‖φ‖W 1,∞(R2))(|φ||∇v| + |φ||∇v|2 + |∇φ|). (5.3.30)
Using some standard identities for the cross product, we check that
〈φTv , ∂1v × ∂2v〉 = 0, a.e. on R2.
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We also notice that
〈vn, ∂1φTv × ∂2vn〉+ 〈vn, ∂1vn × ∂2φTv 〉 = ∂2〈φTv , vn × ∂1vn〉 − ∂1〈φTv , vn × ∂2vn〉,
for any vn ∈ C2(R2). In particular, we consider a sequence vn ∈ C2(R2) such that ∇vn → ∇v in
L2(R2). Moreover, we can assume that there exists V ∈ L2(R2) such that
|∇vn| ≤ V and ∇vn → ∇v, a.e. on R2,
so that, by the dominated convergence theorem, we can argue as in the proof of Lemma 5.3.4 to
conclude that
〈v, ∂1φTv × ∂2v〉+ 〈vn, ∂1v × ∂2φTv 〉 = ∂2〈φTv , v × ∂1v〉 − ∂1〈φTv , v × ∂2v〉, in S′(R2).
Therefore
w(vs)−w(v)
s
= ∂2〈φTv , v × ∂1v〉 − ∂1〈φTv , v × ∂2v〉+ sg˜(s, v, φ).
Noticing that w(vs)− w(v) and g˜ have compact support, Deﬁnition 5.3.3 yields
p(vs)− p(v)
s
= −L2
(
w(vs)− w(v)
s
)
=
∫
R2
〈φTv , v × ∂1v〉 − s
∫
R2
x2g˜(s, v, φ). (5.3.31)
By (5.3.30), we can invoke again the dominated convergence theorem and pass to the limit s→ 0,
so that the ﬁrst equality in (5.3.28) follows. The second one is immediate, since v · (∂1v × v) = 0.
5.4 Pohozaev identities
The generalized momentum deﬁned in Section 5.3 allows us to establish the following Po-
hozaev identities for (TWc).
Proposition 5.4.1. Let u ∈ E˜(RN ) ∩C2(RN ) be a solution of (TWc). Then we have
E(u) =
∫
R2
|∂1u|2 dx, (5.4.1)
E(u) =
∫
R2
|∂ku|2 dx− cLk(wk(u)), for all k ∈ {2, . . . , N}. (5.4.2)
Proof. Taking inner product between (TWc) and xk∂ku, 1 ≤ k ≤ N , integrating by parts in the
ball B(0, R) and using that u · ∂ku = 0, we obtain∫
B(0,R)
|∂ku|2 − 1
2
∫
B(0,R)
|∇u|2 −
∫
∂B(0,R)
∂u
∂ν
· ∂kuxk +
∫
∂B(0,R)
|∇u|2xkνk =
1
2
∫
B(0,R)
u23 −
1
2
∫
∂B(0,R)
u23xkνk + c
∫
B(0,R)
(∂1u× ∂ku) · uxk,
where ν denotes the exterior normal of the ball B(0, R) and ∂u∂ν = (∇u1 · ν,∇u2 · ν,∇u3 · ν).
Then, using Lemma 5.3.4, there is a sequence rn →∞ such that
E(u) =
∫
RN
|∂ku|2 − c lim
rn→∞
∫
RN
xku · (∂1u× ∂ku) =
∫
RN
|∂ku|2 − cLk(wk(u)),
for all j ∈ {1, . . . , N}, which completes the proof.
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Corollary 5.4.2. Let u ∈ E(R2) be a solution of (TWc). Then∫
R2
u23 dx = cp(u). (5.4.3)
Proof. Writing ∫
R2
u23 dx = 2E(u)−
∫
R2
|∂1u|2 dx−
∫
R2
|∂2u|2 dx,
since u ∈ C2(R2) by Proposition 5.1.5, the result is a direct consequence of Proposition 5.4.1.
5.5 Convolution equations and further integrability
Through this section, we ﬁx u ∈ E˜(RN )∩UC(RN ) a solution of (TWc) for a speed c ∈ [0, 1].
Using the results of Section 5.2, we have that u ∈ C∞(RN ) and it admits the lifting
uˇ = ̺eiθ, a.e. on B(0, R)c,
for some R ≥ 0. If ‖u3‖L∞(R2) < 1, we take R = 0. Now we recall some deﬁnitions given in
Subsection 5.1.4. Let χ ∈ C∞(RN ) be such that |χ| ≤ 1, χ = 0 on B(0, 2R) and χ = 1 on
B(0, 3R)c, if R > 0. In the case that R = 0, we let χ = 1 on RN . In this way, we can assume
that the function χθ is well-deﬁned on RN , that
G = (G1, G2) := u1∇u2 − u2∇u1 −∇(χθ), on RN , (5.5.1)
is smooth and that
G = −u23∇θ on B(0, 3R)c. (5.5.2)
Therefore G ∈W k,p(RN ), for all k ∈ N and 1 ≤ p ≤ ∞.
For u = (u1, u2, u3), equation (TWc) reads
−∆u1 = 2e(u)u1 + c(u2∂1u3 − u3∂1u2), (5.5.3)
−∆u2 = 2e(u)u2 + c(u3∂1u1 − u1∂1u3), (5.5.4)
−∆u3 = 2e(u)u3 − u3 + c(u1∂1u2 − u2∂1u1). (5.5.5)
Then, using (5.5.3) and (5.5.4),
div(G) =u1∆u2 − u2∆u1 −∆(χθ)
=c(∂1u3 − u3u · ∂1u)−∆(χθ)
=c∂1u3 −∆(χθ),
(5.5.6)
where we used the fact that u · ∂1u = 0. By combining with (5.5.5), we obtain (5.1.20). Taking
Fourier transform in (5.1.20), we get
(|ξ|4 + |ξ|2 − c2ξ21) û3(ξ) = |ξ|2F̂ (ξ)− c N∑
j=1
ξ1ξjĜj(ξ), (5.5.7)
and hence
û3(ξ) = Lc(ξ)
(
F̂ (ξ)− c ξ
2
1
|ξ|2 Ĝ1(ξ)− c
ξ1ξ2
|ξ|2 Ĝ2(ξ)
)
, (5.5.8)
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where
Lc(ξ) =
|ξ|2
|ξ|4 + |ξ|2 − c2ξ21
.
Equivalently, we can write (5.5.8) as the convolution equation (5.1.21) where L̂c = Lc. Similarly,
from (5.5.6) and (5.5.8), for j ∈ {1, . . . , N},
∂j(χθ) = cLc,j ∗ F − c2
N∑
k=1
Tc,j,k ∗Gk −
N∑
k=1
Rj,k ∗Gk, (5.5.9)
where
T̂c,j,k = ξ1ξjξk|ξ|2(|ξ|4 + |ξ|2 − c2ξ21)
and R̂j,k = ξjξk|ξ|2 ,
for all j, k ∈ {1, . . . , N}. These kernels also appear in the Gross–Pitaevskii equation and their
properties are studied in [48, 51, 30]. In order to obtain some estimates, a key element is the
following multiplier theorem due to Lizorkin.
Theorem 5.5.1 ([75]). Let m ∈ CN (RN \ {0}) and α ∈ [0, 1). Suppose that exists M > 0 such
that
sup
{
|ξk1+α1 · · · ξkN+αN Dkm(ξ)| : ξ ∈ RN \ {0}, k ∈ {0, 1}N
}
≤M.
Then m is a Fourier multiplier from Lp(RN ) to Lq(RN ), for all q ∈ (1/(1 − α),∞), where
1/p = α+ 1/q. More precisely, there exists a positive constant K(N,α, q), such that
‖M ∗ f‖Lq(RN ) ≤ K(N,α, q)M‖f‖Lp(RN ), ∀f ∈ Lp(RN ), (5.5.10)
where m = M̂.
Proposition 5.5.2. Let α ∈ [0, 1) and c ∈ [0, 1). Then Lc is a Fourier multiplier from Lp(R2)
to Lq(R2), with 1/p = 1/q + α. Moreover, there exists a positive constant K(α, q) independent
of c such that
‖Lc ∗ f‖Lq(R2) ≤ K(α, q)‖f‖Lp(R2), ∀f ∈ Lp(R2), if α ∈ [2/3, 1), (5.5.11)
‖Lc ∗ f‖Lq(R2) ≤
K(α, q)
(1− c2)3 ‖f‖Lp(R2), ∀f ∈ L
p(R2), if α ∈ [0, 2/3). (5.5.12)
Proof. In the case that α ∈ [2/3, 1), the result is a particular case of [30, Lemma 3.3]. Moreover,
from [30] we also have
|ξ1|k1+α|ξ2|k2+α|DkLc(ξ)| ≤ K|ξ|2−2α , for all |ξ| ≥ 1, k ∈ {0, 1}
2. (5.5.13)
We also note that
|ξ|4 + |ξ|2 − c2ξ21 = |ξ|4 + (1− c2)ξ21 + ξ22 ≥ (1− c2)|ξ|2. (5.5.14)
Thus
|Lc(ξ)| ≤ 1
1− c2 . (5.5.15)
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Now we compute for i = 1, 2
∂iLc(ξ) =
2ξi
(|ξ|4 + |ξ|2 − c2ξ21)2
(
− |ξ|4 − c2ξ21 + c2δ1,i|ξ|2
)
. (5.5.16)
Therefore, for 0 < |ξ| ≤ 1, using that |ξ|4 ≤ |ξ|2 and (5.5.14),
|ξi|1+α|∂iLc(ξ)| ≤ 2|ξ|
4+α(1 + 2c2)
|ξ|4(1− c2)2 ≤
K
(1− c2)2 . (5.5.17)
A similar computation yields
|ξ1|1+α|ξ2|1+α|∂212Lc(ξ)| ≤
K
(1− c2)3 , for all 0 < |ξ| ≤ 1. (5.5.18)
By putting together (5.5.13), (5.5.15)–(5.5.18) and invoking Theorem 5.5.1, we obtain (5.5.12).
In the case of the L2-norm, the following computation will be useful.
Lemma 5.5.3. For any c ∈ [0, 1), we have
‖Lc‖L2(R2) =
π
(1− c2)1/4 .
Proof. Using polar coordinates, we obtain
‖Lc‖2L2(R2) =
∫ ∞
0
∫ 2π
0
r dθ dr
(r2 + 1− c2 cos2(θ))2 =
1
2
∫ 2π
0
dθ
1− c2 cos2(θ) .
Then, using the change of variables t = tan(θ), straightforward computations yield the result.
As a consequence, we obtain an improvement on the integrability of u3 that until now belongs
only to L2(R2) ∩ L∞(R2).
Proposition 5.5.4. Let c ∈ [0, 1). For any p ∈ (1, 2), we have that u3 ∈ Lp(R2). Moreover, if
‖u3‖L∞(R2) < 1, then
‖u3‖Lq(R2) ≤ K(α, q)‖u3‖L∞(R2)E(u)
1
2
+α
2
+ 1
2q , if α ∈ [2/3, 1), (5.5.19)
‖u3‖Lq(R2) ≤
K(α, q)
(1− c2)3 ‖u3‖L∞(R2)E(u)
1
2
+α
2
+ 1
2q , if α ∈ [0, 2/3), (5.5.20)
for all q ∈ (1/(1 − α),∞). Furthermore,
‖u3‖L2(R2) ≤
K
(1− c2)1/4 ‖u3‖L∞(R2)E(u). (5.5.21)
Proof. Let us recall that by Proposition 5.1.5, F,G1, G2 ∈ Lp(R2), for all p ∈ [1,∞]. On the
other hand, from the Riesz-operator theory we have that the functions ξ 7→ ξiξj/|ξ|2 are Lq-
multipliers for any q ∈ (1,∞) and 1 ≤ i, j ≤ 2. Thus by (5.5.8) and invoking Proposition 5.5.2
with α = 0, we conclude that u3 ∈ Lq(R2), for all q ∈ (1,∞).
134
5.5. Convolution equations and further integrability
Under the assumption ‖u3‖L∞(R2) < 1, we have G = −u23∇θ on R2. Then, by Corollary 5.2.3
and (5.1.9),
‖F‖Lr(R2) + ‖Gj‖Lr(R2) ≤ K‖u3‖L∞(R2)‖e(u)‖Lr(R2)
≤ K‖u3‖L∞(R2)‖e(u)‖1−1/rL∞(R2)‖e(u)‖
1/r
L1(R2)
≤ K‖u3‖L∞(R2)E(u)1/2(1+1/r) ,
for any r ∈ [1,∞) and 1 ≤ j ≤ 2. Therefore, combining with (5.1.21), (5.5.11) and (5.5.12), we
obtain (5.5.19) and (5.5.20).
Finally, applying the Plancherel identity to (5.5.8) and using Lemma 5.5.3
‖u3‖L2(R2) ≤ ‖Lc‖L2(R2)
(
‖F̂‖L∞(R2) + ‖Ĝ1‖L∞(R2) + ‖Ĝ2‖L∞(R2)
)
≤ ‖Lc‖L2(R2)
(‖F‖L1(R2) + ‖G1‖L1(R2) + ‖G2‖L1(R2))
≤ K
(1− c2)1/4 ‖u3‖L∞(R2)E(u),
which established inequality (5.5.21).
In the case N ≥ 3, a similar analysis can be made, including the critical value c = 1.
Proposition 5.5.5. Let N ≥ 3 and c ∈ (0, 1]. Then u3 ∈ Lp(RN ), for all p ∈ (1, 2). Moreover,
if ‖u3‖L∞(RN ) < 1, we have
‖u3‖L2(RN ) ≤ K(N)‖u3‖L∞(R2)
(
1 + ‖∇u3‖
2N−5
2(2N−1)
L∞(RN )
)
E(u)
2N+3
2(2N−1) . (5.5.22)
Proof. Let us recall that from [30, Lemma 4.3],
‖Lc ∗ f‖L2(RN ) ≤ K(N)‖f‖
L
2(2N−1)
2N+3 (RN )
.
Then, the same computations as those in the proof of Proposition 5.5.4, yield
‖u3‖L2(RN ) ≤ K(N)
‖F‖
L
2(2N−1)
2N+3 (RN )
+
N∑
j=1
‖Gj‖
L
2(2N−1)
2N+3 (RN )

≤ K(N)‖u3e(u)‖
L
2(2N−1)
2N+3 (RN )
≤ K(N)‖u3‖L∞(RN )‖e(u)‖
2N−5
2(2N−1)
L∞(RN )
‖e(u)‖
2N+3
2(2N−1)
L1(RN )
,
and since |u3| ≤ 1, we are led to (5.5.22). Finally, the same type of computations as in the proof
of Proposition 5.5.2 allows us to apply Theorem 5.5.1 to deduce that Lc is an Lp-multiplier, for
all q ∈ (1,∞). Then we conclude that u3 ∈ Lp(RN ), for all p ∈ (1, 2) in a similar way to the
proof of Proposition 5.5.4.
Lemma 5.5.6. For all k ∈ N and p ∈ (1,∞], we have u3,∇(χθ) ∈W k,p(RN ).
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Proof. By Proposition 5.1.5 and Lemma 5.1.6, it remains only to treat the case p ∈ (1, 2).
Diﬀerentiating (5.1.21) and (5.5.9), we have
∂αu3 = Lc ∗ ∂αF − c
N∑
j=1
Lc,j ∗ ∂αGj ,
∂α∂j(χθ) = cLc,j ∗ ∂αF − c2
N∑
k=1
Tc,j,k ∗ ∂αGk −
N∑
k=1
Rj,k ∗ ∂αGk,
for all α ∈ NN . The conclusion follows by observing that Lc,j,Tc,j,k and Rj,k are Lp-multipliers
for all p ∈ (1,∞), that u3,∇(χθ),∇u ∈ W k,p(RN ) for all k ∈ N and p ∈ [2,∞) and using the
Leibniz rule.
Corollary 5.5.7. Let N ≥ 2 and c ∈ [0, 1). Then the function θ is bounded on B(0, R)c and
there exists θ¯ ∈ R such that
θ(x)→ θ¯, as |x| → ∞. (5.5.23)
Proof. By Lemma 5.5.6, ∇θ ∈ Lp(RN ), for all 1 < p ≤ ∞. Then there exists θ¯ ∈ R such that
θ − θ¯ ∈ L NpN−p (RN ) (see e.g. [59, Theorem 4.5.9]). Since ∇θ ∈ L∞(RN ), θ ∈ UC(RN ) and
therefore (5.5.23) follows.
Proof of Proposition 5.1.8. For c = 0, we deduce from (5.4.1) and (5.4.2) that ‖u3‖L2(RN ) = 0,
so that u3 ≡ 0. Thus uˇ = eiθ on RN and using (TWc) (see (5.6.2) below) we deduce that ∆θ = 0
on RN . Therefore, by Corollary 5.5.7, we have that θ is a bounded harmonic function, which
implies that it is constant and so that uˇ is a constant function taking values in S1.
5.6 Properties of vortexless solutions
In this section we assume that c ∈ (0, 1] and that the corresponding nontrivial solution
u ∈ E˜(RN ) ∩ UC(RN ) of (TWc) satisﬁes
‖u3‖L∞(RN ) < 1. (5.6.1)
This implies that uˇ = ̺eiθ, on R2, and therefore we can recast (TWc) as
div(̺2∇θ) = c∂1u3, (5.6.2)
−∆̺+ ̺|∇θ|2 = 2e(u)̺ − cu3̺∂1θ, (5.6.3)
−∆u3 = (2e(u) − 1)u3 + c̺2∂1θ. (5.6.4)
From these equations we obtain the following useful integral relations.
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Lemma 5.6.1. Assume that (5.6.1) holds. Then we have the following identities∫
RN
̺2|∇θ|2 = c
∫
RN
u3∂1θ, (5.6.5)∫
RN
|∇̺|2 +
∫
RN
̺2|∇θ|2 = 2
∫
RN
e(u)̺2 − c
∫
RN
u3̺
2∂1θ, (5.6.6)
2
∫
RN
̺|∇̺|2 + 2
∫
RN
e(u)u3
2̺ =
∫
RN
̺u23|∇θ|2 + c
∫
RN
̺u33∂1θ, (5.6.7)∫
RN
|∇u3|2 +
∫
RN
u23 = 2
∫
RN
e(u)u23 + c
∫
RN
̺2u3∂1θ. (5.6.8)
Proof. First we recall that by Lemma B.4, for any f ∈ L2(R2), there exists a sequence Rn →∞
such that ∫
∂B(0,Rn)
|f | ≤ (2π)
1/2
(ln(Rn))1/2
. (5.6.9)
Now we multiply (5.6.2) by θ and integrate by parts on the ball B(0, Rn). Using the fact that
u3,∇θ ∈ L2(RN ) and u3, ̺, θ ∈ L∞(RN ), we can choose Rn as in (5.6.9) such that the integrals
on ∂B(0, Rn) go to zero and (5.6.5) follows.
To obtain (5.6.6), (5.6.7) and (5.6.8), we multiply (5.6.3) by ̺, (5.6.3) by u23 and (5.6.4) by
u3, and proceed in a similar way.
Now we give the proof of a more precise version of Proposition 5.1.11.
Proposition 5.6.2. Assume that ‖u3‖L∞(R2) ≤ 1/2. Then
‖u3‖L∞(R2) ≥
√
2√
7
√
1− c2 (5.6.10)
and
E(u) ≤ 1
2
(
31
3
‖u3‖2L∞(R2) + 1 + c
)∫
RN
u23. (5.6.11)
In particular, for all L > 1, there exists ε(L) > 0 such that if E(u) ≤ ε¯(L), then
E(u) ≤ Lp(u). (5.6.12)
Proof. Let δ = ‖u3‖L∞(R2) ∈ [0, 1/2]. First we note that Corollary 5.4.2 and (5.6.5) imply∫
R2
̺2|∇θ|2 = c
∫
R2
u3∂1θ =
∫
R2
u23. (5.6.13)
From (5.6.7) and the Cauchy–Schwarz inequality, we obtain
2
√
1− δ2
∫
R2
|∇̺|2 ≤ δ
2
√
1− δ2
∫
R2
(̺∇θ)2 + cδ2
(∫
u23
) 1
2
(∫
(̺2∇θ)2
) 1
2
. (5.6.14)
Using (5.6.13) and the fact that
1√
1− δ2 ≤ 2, (5.6.15)
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we conclude that ∫
RN
|∇̺|2 ≤ δ2(2 + c)
∫
RN
u23 ≤ 3δ2
∫
RN
u23. (5.6.16)
Similarly, from (5.6.8), (5.6.13), (5.6.16) and the Cauchy–Schwarz inequality,∫
RN
|∇u3|2 +
∫
RN
u23 ≤ δ2
∫
RN
(|∇u|2 + u23) + c
(∫
RN
(̺∂1θ)
2
)1/2(∫
RN
u23
)1/2
≤ δ2
∫
RN
(|∇u|2 + u23) + c
∫
RN
u23.
(5.6.17)
Combining with (5.6.13) and (5.6.16), we obtain
(
1− δ2) ∫
RN
|∇u3|2 ≤
(
δ2(1 + 3δ2)− (1− c)) ∫
RN
u23.
Since δ ≤ 1/2 and c ∈ (0, 1], we can simplify the estimate as∫
RN
|∇u3|2 ≤ 4
3
(
7δ2
4
− (1− c)
)∫
RN
u23 ≤
7δ2
3
∫
RN
u23. (5.6.18)
In particular, we see that
7δ2
4
≥ (1− c)
is a necessary condition for the existence of nontrivial solutions. Writing
1− c = 1− c
2
1 + c
≥ 1− c
2
2
,
(5.6.10) follows. By plugging (5.6.13), (5.6.16) and (5.6.18) in (5.6.17), we have∫
RN
|∇u3|2 +
∫
RN
u23 ≤
(
22δ2
3
+ c
)∫
RN
u23,
which combined with (5.6.13) and (5.6.16), yields
E(u) ≤ 1
2
(
31δ2
3
+ 1 + c
)∫
RN
u23.
Using that c ≤ 1 and invoking again Corollary 5.4.2 and (5.2.39), there exists ε¯ such that
E(u) ≤ (K(ε¯)E(u) + 1)p(u),
provided that E(u) ≤ ε¯, which yields (5.6.12).
In the higher dimensional case, our estimate is not as precise as in the case N = 2, but it is
suﬃcient for our purposes.
Proposition 5.6.3. Assume that ‖u3‖L∞(RN ) ≤ 1/2. Then
E(u) ≤ 3
∫
RN
u23. (5.6.19)
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Proof. The main diﬀerence with the proof of Proposition 5.6.2 is that (5.6.13) is no longer valid.
However setting δ = ‖u3‖L∞(R2) ∈ (0, 1/2], by the Cauchy–Schwarz inequality we have∫
RN
u3∂1θ ≤
(∫
RN
u23
) 1
2
(∫
RN
(∂1θ)
2
) 1
2
≤ 1√
1− δ2
(∫
RN
u23
) 1
2
(∫
RN
(̺2∇θ)2
) 1
2
.
Thus from (5.6.5), ∫
RN
ρ2|∇θ|2 ≤ c
2
1− δ2
∫
RN
u23 ≤
4
3
∫
RN
u23. (5.6.20)
Combining with (5.6.14) (that is also valid for N ≥ 2) and (5.6.15), we are led to∫
RN
|∇ρ|2 ≤
(
2
3
+
1
2
√
3
)∫
RN
u23. (5.6.21)
Similarly, using the ﬁrst inequality in (5.6.17), (5.6.20) and (5.6.21), we deduce that∫
RN
|∇u3|2 ≤ 4
3
(
1
4
(
2
3
+
1
2
√
3
+
4
3
)
+
(
4
3
)1/2
− 1
)∫
RN
u23 ≤
∫
RN
u23. (5.6.22)
Finally, by putting together (5.6.20), (5.6.21) and (5.6.22),
E(u) ≤ 1
2
(
4
3
+
2
3
+
1
2
√
3
+ 2
)∫
RN
u23 ≤ 3
∫
RN
u23.
To keep our notation short, now we set
ǫ ≡
√
1− c2.
Then the Pohozaev identities and (5.6.5) give the following estimate.
Proposition 5.6.4. Let N = 2 and assume that ‖u3‖L∞(RN ) ≤ 1/2. Suppose also that E(u) ≤
ε1, for some ε1 > 0. Then
p(u)− E(u) + 1
2
∫
R2
|∇u3|2
1− u23
= p(u)
ǫ2
1 +
√
1− ǫ2 , (5.6.23)
In particular, if there exists M ≥ 0 such that E(u) ≤ p(u) +Mǫ2, we have∫
R2
|∇u3|2 ≤ 2(p(u) +M)ǫ2. (5.6.24)
Proof. By adding (5.4.3) and (5.6.5), we obtain
E(u)− cp(u) = 1
2
∫
R2
|∇u3|2
1− u23
.
Then, using the deﬁnition of ǫ we are led to (5.6.23). If E(u) ≤ p(u) +Mǫ2, inequality (5.6.24)
is a direct consequence of (5.6.23).
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Using estimate (5.6.24), we can improve (5.5.21) as follows.
Proposition 5.6.5. Let N = 2, c ∈ (0, 1) and E(u) ≤ ε1, ‖u3‖L∞(R2) ≤ 1/2. Assume that there
exists a constant M ≥ 0 such that E(u) ≤ p(u) +Mǫ2. Then
‖u3‖L∞(R2) ≤ K(M,p, ε1)ǫ2/p, for all p ∈ (2,∞), (5.6.25)
and
‖u3‖L2(R2) ≤ K(M,p, ε1)ǫ2/p−1/2E(u), for all p ∈ (2,∞). (5.6.26)
Proof. By the Morrey inequality, for any p > 2, there exists a constant K(p) such that
|u3(x)− u3(y)| ≤ K(p)|x− y|1−2/p‖∇u3‖Lp(R2), (5.6.27)
for all x, y ∈ R2. Since E(u) ≤ ε1, in view of (5.1.9), we have p(u) ≤ 2ε1/
√
3. Hence, using
(5.2.40) and (5.6.24), for any p ∈ (2,∞),
‖∇u3‖Lp(R2) ≤ ‖∇u3‖L∞(R2)‖∇u3‖2/pL2(R2) ≤ K(M,ε1)21+1/pε
1/4+1/p
1 ǫ
2/p. (5.6.28)
By combining (5.6.27) and (5.6.28) we obtain
‖u3‖L∞(R2) −K21+1/pε1/4+1/p1 ǫ2/p|x− y|1−2/p ≤ |u3(y)|.
At this stage we ﬁx the radius r as
r1−2/p =
‖u3‖L∞(R2)
K22+1/pε
1/4+1/p
1 ǫ(u)
2/p
,
so that
1
2
‖u3‖L∞(R2) ≤ |u3(y)|, for all y ∈ B(x, r). (5.6.29)
Then, integrating on the ball B(x, r) we conclude that
(∫
B(x,r)
|u3(y)|q
) 1
q
≥ π
1
q
2
‖u3‖L∞(R2)r
2
q
≥ K(p, q, ε1)‖u3‖L∞(R2)
(
‖u3‖L∞(R2)ǫ(u)−
2
p
) 2p
q(p−2)
,
(5.6.30)
where we have used (5.6.29). On the other hand, letting α = 2/3 and q = 4 in Proposition 5.5.4,
we have
‖u3‖L4(R2) ≤ K(M,ε1)‖u3‖L∞(R2). (5.6.31)
Taking q = 4 in (5.6.30) and combining with (5.6.31), we conclude (5.6.25). Finally, (5.6.26)
follows from (5.5.21) and (5.6.25).
At this point we dispose of all the elements to prove our nonexistence results.
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Proof of Theorem 5.1.7. Let ε0 given by Lemma 5.1.6 such that if E(u) ≤ ε0, then (5.1.16) and
(5.1.17) hold. In the case that E(u) ≥ ε0, (5.1.18) is satisﬁed taking µ ≤ ε0. By combining
Proposition 5.5.5 and estimate (5.6.19) in Proposition 5.6.3, we conclude that
E(u) ≤ 3‖u3‖2L2(RN ) ≤ K(N)E(u)
2N+3
2N−1 . (5.6.32)
Thus, since u is nonconstant, E(u) > 0 and so that
K ≤ K(N)−(2N−1)4 ≤ E(u), (5.6.33)
for some K > 0. Therefore, taking µ = min{ε0,K}, the proof is complete.
Proof of Theorem 5.1.9. By virtue of (5.2.39), we can ﬁx ε1 > 0 such that if E(u) ≤ ε1, then
‖u3‖L∞(R2) ≤ 1/2. In the case that E(u) ≥ ε1, (5.1.19) is satisﬁed taking κM ≤ ε1. Otherwise,
E(u) ≤ ε1 and we can invoke Proposition 5.6.5 with p = 3, so that
‖u3‖L2(R2) ≤ K(M,ε1)ǫ(u)1/6E(u). (5.6.34)
Also, since ‖u3‖2L∞(R2) ≤ 1/4 and c < 1, (5.6.11) in Proposition 5.6.2 yields
E(u) ≤ 3‖u3‖2L2(R2). (5.6.35)
Using (5.6.34) and (5.6.35), we get
E(u) ≤ K(M,ε1)ǫ1/3E(u)2.
Since u is nonconstant, E(u) > 0 and then
E(u) ≥ 1
K(M,ε1)(1− c2)1/6
≥ 1
K(M,ε1)
.
Setting
κM = min
{
ε1,
1
K(M,ε1)
}
,
the conclusion follows.
5.7 Decay at infinity
In this section we provide some further analysis on the behavior at inﬁnity for ﬁnite energy
traveling waves with speed c ∈ (0, 1). In view of (5.1.21) and (5.5.9), the ideas developed in
[15, 29] allow us to study the decay at inﬁnity. Moreover, since the kernels in (5.1.21) and (5.5.9)
are the same as those for the traveling waves for the Gross–Pitaevskii equation, we can apply
several results obtained by P. Gravejat [48, 50, 51] to the equation (TWc).
The key step is to obtain some decay at inﬁnity of the solutions of (TWc). This can be
achieved following the arguments in [11].
Proposition 5.7.1. Assume that c ∈ (0, 1). Let u ∈ E(RN ) be a solution of (TWc). Suppose
further that u ∈ UC(RN) if N ≥ 3. Then there exist constants R1, α > 0 such that for all
R ≥ R1, ∫
B(0,R)c
e(u) ≤
(
R1
R
)α ∫
B(0,R1)c
e(u). (5.7.1)
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Proof. By Corollary 5.2.5, there exists R0 > 0 such that equations (5.6.2)–(5.6.4) hold on
B(0, Rc0). Let ρ > r ≥ R0 and
Ωr,ρ = {r ≤ |x| ≤ ρ}.
Multiplying (5.6.2) by θ − θr, with θr = 1|∂Br|
∫
∂Br
θ, and integrating by parts, we get∫
Ωr,ρ
̺2∇θ2 = c
∫
Ωr,ρ
u3∂1θ +
∫
∂Ωr,ρ
(θ − θr)̺2∂νθ − c
∫
∂Ωr,ρ
(θ − θr)u3ν1, (5.7.2)
where ν denotes the outward normal to Ωr,ρ.
We recall that the Poincaré inequality for ∂Br reads∫
∂Br
(θ − θr)2 ≤ r2
∫
∂Br
|∇τθ|2. (5.7.3)
Then we obtain∣∣∣∣∫
∂Br
(θ − θr)̺2∂νθ
∣∣∣∣ ≤ r(∫
∂Br
|∇θ|2
)1/2(∫
∂Br
|ρ∇θ|2
)1/2
≤ r√
1− δ2
∫
∂Br
|ρ∇θ|2,
where δ = ‖u3‖L∞(Bcr). Similarly, using also the inequality ab ≤ a2/2 + b2/2,∣∣∣∣∣
∫
∂Ωr,ρ
(θ − θr)u3ν1
∣∣∣∣∣ ≤ r√1− δ2
∫
∂Br
e(u) and
∣∣∣∣∣
∫
Bcr
u3∂1θ
∣∣∣∣∣ ≤ 1√1− δ2
∫
Bcr
e(u).
On the other hand, by Lemma 5.5.6 and Corollary 5.5.7,
(θ − θr)̺2∂νθ, (θ − θr)u3ν1 ∈ L2(B(0, R0)c).
Then by Lemma B.4, we conclude that there exists a sequence ρn →∞ such that∫
∂Bρn
(θ − θr)̺2∂νθ → 0 and
∫
∂Bρn
(θ − θr)u3ν1 → 0. (5.7.4)
Therefore, taking ρ = ρn, using (5.7.2)–(5.7.4) and the dominated convergence theorem we
conclude that ∫
Bcr
̺2∇θ2 ≤ c√
1− δ2
∫
Bcr
e(u) +
3r√
1− δ2
∫
∂Br
e(u).
In the same way, multiplying (5.6.4) by u3, integrating by parts on the set Ωr,ρ˜n , for a suitable
sequence ρ˜n →∞, we are led to∫
Bcr
(|∇u3|2 + u23) ≤ (2δ2 + c)
∫
Bcr
e(u) +
∫
∂Br
e(u).
Since c < 1, we can choose r large enough such that
1
2(1− δ2)
(
2δ2 + c
(
1 +
1√
1− δ2
))
< 1.
Therefore, noticing that
e(u) ≤ 1
2(1 − δ2)(|∇u3|
2 + ̺2|∇θ|2 + u23), (5.7.5)
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we conclude that there exists a constant K(δ, c) > 0 such that∫
Bcr
e(u) ≤ K(δ, c)r
∫
∂Br
e(u). (5.7.6)
Since
d
dr
∫
Bcr
e(u) = −
∫
∂Br
e(u),
we can integrate inequality (5.7.6) to conclude that∫
BcR
e(u) ≤
( r
R
)1/K(c,δ) ∫
Bcr
e(u), for all R ≥ r,
which completes the proof.
Corollary 5.7.2. Under the hypotheses and notations of Proposition 5.7.1, we have
|·|βe(u) ∈ L1(RN ) and |·|β(|F |+ |G1|+ |G2|) ∈ L1(RN ),
for all β ∈ [0, α).
Proof. Since u ∈ C∞(RN ), the fact that |·|βe(u) ∈ L1(R2) is a direct consequence of Proposi-
tion 5.7.1 (see e.g. [48, Proposition 28]).
On the other hand, we take R large enough such that ‖u3‖L∞(BcR) ≤ 3/4. Then using that|u3| ≤ 1 and (5.5.2) we deduce that
|F |+ |G1|+ |G2| ≤ 2e(u) + u
2
3
2
+
|∇θ|2
2
≤ 2e(u) + u
2
3
2
+ ̺2|∇θ|2 ≤ 5e(u),
and then the conclusion follows.
The properties of the kernels appearing in equations (5.1.21) and (5.5.9) has been extensively
studied in [48]. Indeed, using the sets
Mk(R
N ) =
{
f : RN → C : sup
x∈RN
|x|k|f(x)| <∞
}
, k ∈ N,
M(RN ) =
{
f ∈ C∞(RN \ {0};C) : Dkf ∈Mk(RN ) ∩Mk+2(RN ), for all k ∈ N
}
,
it is proved that
DnLc,DnLc,j,DnTc,j,k ∈Mα+n(RN ), for all 1 ≤ j, k ≤ N, n ∈ N, α ∈ (N − 2, N ], (5.7.7)
L̂c, L̂c,j, T̂c,j,k ∈M(RN ). (5.7.8)
Similar results hold for the composed Riesz kernels Rj,k. Combining these results with Corol-
lary 5.7.2, equations (5.1.21) and (5.5.9) allow us to obtain the following algebraic decay.
Lemma 5.7.3. For any n ∈ N,
u3,D
n(∇(χθ)),Dn(∇uˇ) ∈MN (RN ) and Dnu3 ∈MN+1(RN ).
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Proof. In view of Corollary 5.7.2, the proof follows using the same arguments in [48, Theorem 11].
Proof of Proposition 5.1.12. Inequality (5.1.23) and the estimate for ∇u3 in (5.1.24) are partic-
ular cases of Lemma 5.7.3. A sightly improvement of Lemma 5.7.3 is necessary for the decay of
the second derivatives in (5.1.24) and (5.1.25). This can be done by following the lines in [50,
Theorem 6], which completes the proof.
The pointwise convergence at inﬁnity follows from the general arguments in [50], valid for all
functions satisfying (5.7.8).
Lemma 5.7.4 ([50]). Assume that T is a tempered distribution whose Fourier transform T̂ =
P/Q is a rational fraction which belongs to M(RN ) and such that Q 6= 0 on RN \{0}. Then there
exists a function T∞ ∈ L∞(SN−1;C) such that
RNT (Rσ)→ T∞(σ), as R→∞, for all σ ∈ SN−1.
Moreover, assume that f ∈ C∞(RN ) ∩ L∞(RN ) ∩M2N (RN ). Then g ≡ T ∗ f satisfies
RNg(Rσ)→ T∞(σ)
∫
RN
f(x) dx, as R→∞, for all σ ∈ SN−1.
Roughly speaking, it only remains to pass to the limit in the terms associated to the Riesz
kernels Ri,j. For this purpose, we also recall the following.
Lemma 5.7.5 ([50]). Assume that f ∈ C∞(RN ) ∩ L∞(RN ) ∩M2N (RN ) with ∇f ∈ L∞(RN ) ∩
M2N+1(R
N ). Then g ≡ Rj,k ∗ f satisfies for all j, k ∈ {1, . . . , N},
RNg(Rσ)→ (2π)−N2 Γ
(
N
2
)
(δj,k −Nσjσk)
∫
RN
f(x) dx, as R→∞, for all σ ∈ SN−1.
Finally, we provide a sketch of the proof of Theorem 5.1.13.
Proof of Theorem 5.1.13. In view of (5.1.21), (5.7.8) and Lemma 5.7.3, we can apply Lemma 5.7.4
to the function u3 to conclude that there exists u3,∞ ∈ L∞(SN−1;R) such that
RNu3(Rσ)→ u3,∞(σ), as R→∞, for all σ ∈ SN−1, (5.7.9)
where
u3,∞(σ) =Lc,∞(σ)
∫
RN
F − c
N∑
j=1
Lc,j,∞(σ)
∫
RN
Gj , (5.7.10)
for some functions Lc,∞,Lc,j,∞. Moreover, adapting [51, Proposition 2], we obtain
Lc,∞(σ) =
Γ
(
N
2
)
(1− c2)N−32 c2
2π
N
2 (1− c2 + c2σ21)
N
2
(
1− Nσ
2
1
1− c2 + c2σ21
)
,
Lc,j,∞(σ) =
Γ
(
N
2
)
(1 − c2)N−12
2π
N
2 (1− c2 + c2σ21)
N
2
(
δj,1(1− c2)−
δj,1+1
2 − N(1− c
2)−δj,1σ1σj
1− c2 + c2σ21
)
,
(5.7.11)
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which gives (5.1.29).
Now we turn to equation (5.5.9). Proceeding as before and using also Lemma 5.7.5, we infer
that there exist functions θj∞ ∈ L∞(SN−1;R), j ∈ {1, . . . , N} such that
RN∂jθ(Rσ)→ θj∞(σ), as R→∞,
for all j ∈ {1, . . . , N}, and also that θj∞ is given by
θj∞(σ) = cLc,j,∞(σ)
∫
RN
F −
N∑
k=1
(
c2Tc,j,k,∞(σ) +
Γ
(
N
2
)
2π
N
2
(δj,k −Nσjσk)
)∫
RN
Gk. (5.7.12)
As before, adapting [51, Proposition 2] we have
Tc,j,k,∞ =
Γ
(
N
2
)
2π
N
2 c2
(
(1− c2)N2
(
δj,k(1− c2)−
δj,1+δk,1+1
2
(1− c2 + c2σ21)
N
2
− N(1− c
2)−δj,1−δk,1+
1
2σjσk
(1− c2 + c2σ21)
N+2
2
)
−δj,k +Nσjσk
)
.
(5.7.13)
At this stage, we invoke Corollary 5.5.7 and suppose that θ¯ = 0. Then by [50, Lemma 10],
Rθ(Rσ)→ θ∞(σ) := − 1
N − 1
N∑
j=1
σjθ
j
∞, as R→∞. (5.7.14)
A further analysis shows that the convergence in (5.7.9) and (5.7.14) are uniform, which implies
that
RN−1(uˇ(Rσ)− 1) = RN−1
(√
1− u23(Rσ) exp(iθ(Rσ)) − 1
)
→ iθ∞(σ), in L∞(SN−1).
By combining with the expression for θj∞ above, (5.1.26) follows with λ∞ = 1 and uˇ∞ = θ∞,
provided that θ¯ = 0. Moreover, using (5.7.10)–(5.7.14) and that
N∑
j=1
σjLc,j,∞(σ) = −
Γ
(
N
2
)
(N − 1)(1 − c2)N−32 σ1
2π
N
2 (1− c2 + c2σ21)
N
2
,
N∑
j=1
σjTc,j,k,∞(σ) = −
Γ
(
N
2
)
(N − 1)σk
2π
N
2 c2
(
(1− c2)N2 − 12−δk,1
(1− c2 + c2σ21)
N
2
− 1
)
,
we obtain (5.1.28).
In the case that θ¯ 6= 0, it is enough to redeﬁne the function G in (5.5.1) as
G = u1∇u2 − u2∇u1 −∇(χ(θ − θ¯))
and then we can establish an equation such as (5.5.9) for ∂j(χ(θ − θ¯)). Since θ(x) − θ¯ → 0, as
x→∞, we conclude as before that there exists θ∞ ∈ L∞(SN−1;R) such that
RN−1
(√
1− u23(Rσ) exp(i(θ(Rσ)− θ¯)− 1
)
→ iθ∞(σ), in L∞(SN−1).
Since
√
1− u23(Rσ) exp(i(θ(Rσ)− θ¯) = uˇ(Rσ) exp(−iθ¯), taking λ∞ = exp(iθ¯), we conclude that
RN−1(uˇ(Rσ)− λ∞)→ iλ∞θ∞, in L∞(SN−1),
which completes the proof of Theorem 5.1.13.
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5.8 The minimizing curve in dimension two
The purpose of this section is to prove Theorem 5.1.1 and Proposition 5.1.3. We do this by
a series of lemmas.
Lemma 5.8.1. Let A > 0 and λ ∈ S1 × {0}. Given any number s > 0, there exists a sequence
of nonconstant functions (vn)n∈N in E∞0 (R2), with vn − λ ∈ C∞0 (R2), satisfying
d(vn) = 0, p(vn) = s, d
A
E (vn, λ) ≤ K(A)
√
s, and E(vn)→ s, as n→∞.
In particular, E0min(p) ≤ p, for any p ≥ 0, and the map p 7→ Ξ(p) is nonnegative.
Proof. Let λ = (cos(θ), sin(θ), 0) for some real number θ. For ϕ,ψ ∈ C∞0 (R2) \ {0}, we deﬁne
v ≡ (√1− ψ2 cos(θ + ϕ),√1− ψ2 sin(θ + ϕ), ψ).
Assuming further that ‖ψ‖L∞(R2) < 1/2, we have that
√
1− ψ2 is well-deﬁned and smooth on
R2. As a consequence, the function v is also a well-deﬁned smooth function and we can compute
E(v) =
1
2
∫
R2
( |∇ψ|2
1− ψ2 +
(
1− ψ2)|∇ϕ|2 + ψ2) and p(v) = ∫
R2
ψ∂1ϕ.
We next introduce the rescaled functions
vnµ,ν(x1, x2) ≡
(√
1− µ2ψ2 cos(θ + νϕ),
√
1− µ2ψ2 sin(θ + νϕ), µψ)(x1
n
,
x2
n2
)
, for µ, ν ∈ R.
Then
E(vnµ,ν) =
n2
2
∫
R2
(µ2(|∂1ψ|2 + n−2|∂2ψ|2)
n(1− µ2ψ2) +
ν2
n
(
1−µ2ψ2)(|∂1ϕ|2+n−2|∂2ϕ|2)+nµ2ψ2), (5.8.1)
and, by Lemma 5.3.4, we can compute the momentum as
p(vnµ,ν) = n
2µν
∫
R2
ψ∂1ϕ. (5.8.2)
Finally, we look for parameters µ ∈ R, ν ∈ R and n ∈ N \ {0}, such that the conclusions of
Lemma 5.8.1 hold.
Concerning the energy, we ﬁrst notice that the terms including derivatives in the x2-direction
are negligible with respect to the terms including derivatives in the x1-direction. Assuming
furthermore that µ and ν are small parameters (so that the momentum remains bounded as
n→∞), we deduce that, at least formally,
E(vnµ,ν) ≃
n2
2
∫
R2
(ν2
n
|∂1ϕ|2 + nµ2ψ2
)
, (5.8.3)
as n → ∞. Recalling that we search parameters such that E(vnµ,ν) ≃ p(vnµ,ν) (and that the
inequality 2ab ≤ a2 + b2 holds with equality if and only if a = b), formulas (5.8.2) and (5.8.3)
suggest to choose the function ψ = ∂1ϕ and the parameter ν = nµ, then to ﬁx the value of µ so
that p(vnµ,nµ) = s, i.e.
µ ≡
(
s
n3
∫
R2
(∂1ϕ)2
) 1
2
. (5.8.4)
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Consequently, µ ≥ 1 for n is large enough, the map vn ≡ vnµ,nµ belongs to E˜(R2), with vn − λ ∈
C∞c (R2) and p(vn) = s. Combining (5.8.1) with (5.8.4), its energy satisﬁes
E(vn)→ s, as n→∞.
Since the function ϕ is chosen such that ‖ψ‖L∞(R2) = ‖∂1ϕ‖L∞(R2) < 1/2, the function vn also
takes values in the set {x ∈ S2 : |x3| < µ/2}. Therefore, the topological degree of the smooth
map vn ◦Π, where Π refers to the stereographic projection, is equal to 0 for n large enough. As
a consequence, the quantity d(vn) is equal to 0 for n large.
In order to complete the proof of Lemma 5.8.1, it remains to estimate the distance dAE (vn, λ).
In this direction, combining (5.8.1) and (5.8.4) with the fact that µ‖∂1ϕ‖L∞(R2) < 1/2 for n
large enough, we infer that
‖∇vn‖2L2(R2) + ‖(vn)3‖2L2(R2) ≤ 2E(vn) ≤ 3n3µ2
∫
R2
(|∇∂1ϕ|2 + |∇ϕ|2) ≤ K(ϕ)s, (5.8.5)
for some K(ϕ) > 0. On the other hand, we can write
|vn − λ|2 = 2
(
1− (1− µ2|∂1ϕ|2)
1
2 cos(nµϕ)
) ≤ µ2(2|∂1ϕ|2 + n2ϕ2),
so that ∫
B(0,A)
|vn − λ|2 ≤ µ2n3
∫
EnA
(
2|∂1ϕ|2 + n2ϕ2
)
,
where EnA ≡ {y ∈ R2 : y21 + n2y22 < A2/n2}. In view of (5.8.4), it follows that∫
B(0,A)
|vn − λ|2 ≤ µ2n3
(
2
∫
R2
|∂1ϕ|2 + πA
2
n
‖ϕ‖2L∞(R2)
)
≤ K(A,ϕ)s,
for some K(A,ϕ). Given that ϕ is ﬁxed, we drop the dependence on ϕ. We deduce from (5.8.5)
and the last estimate that there exists some constant K(A), such that
dAE (vn, λ) ≤ K(A)
√
s.
This concludes the proof of Lemma 5.8.1, since the last assertions in Lemma 5.8.1 are immediate
consequences of the deﬁnitions of E0min and Ξ.
Lemma 5.8.2. Let v ∈ E˜(R2) with d(v) = 0. There exists a sequence of maps (vn)n∈N in E∞0 (R2)
such that d(vn) = 0, p(vn) = p(v),
vn → v in E(R2) and E(vn)→ E(v), as n→∞. (5.8.6)
In particular, given any p ≥ 0,
E0min(p) = inf
{
E(v) : v ∈ E˜(R2), v − λ ∈ C∞0 (R2), λ ∈ S1 × {0}, d(v) = 0 and p(v) = p,
}
.
Proof. By Lemma 5.3.5 there exist functions (vn)n∈N in E∞0 (R2) such that vn − λn ∈ C∞0 (R2)
for some vector λn ∈ S1 × {0}, satisfying
dAE (v, vn)→ 0, and p(vn)→ p(v), as n→∞. (5.8.7)
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In particular E(vn)→ E(v), as n→∞ and by Lemma B.6,
d(vn)→ d(v) = 0, as n→∞. (5.8.8)
In the case p(v) 6= 0, we introduce the rescaled functions vn deﬁned by
vn(x1, x2) ≡ vn(x1, µnx2),
where µn ≡ p(vn)/p(v). In this way, in view of (5.8.7), µn → 1, and vn → v in E(R2), which
implies (5.8.6) and also that d(vn)→ d(v). Since d is an integer-valued function, we can assume,
up to a subsequence, that d(vn) = 0 for any n ∈ N. In regard of Lemma 5.3.4, a straightforward
computation shows that
p(vn) = −
∫
R2
x2w(vn) = − 1
µn
∫
R2
x2w(vn) = p(v).
This concludes the proof of the ﬁrst assertion in Lemma 5.8.2 in the case p(v) 6= 0.
When p(v) = 0, the proof is slightly more involved. In this case, we may assume that
p(vn) 6= 0 for n suﬃciently large. Otherwise, up to a subsequence, the conclusion holds with
vn = vn. As before, we can assume that d(vn) = 0 for any n ∈ N. Given two positive numbers
A > 0 and δ > 0, we invoke Lemma 5.8.1 to construct a map wnδ ∈ E(R2), with wnδ−λn ∈ C∞0 (R2),
such that
d(wnδ ) = 0, p(w
n
δ ) = δ, E(w
n
δ ) ≤ |δ|, and dAE (wnδ , λn) ≤ K(A)
√
|δ|,
for some constant K(A) > 0. Denoting w˜nδ (x1, x2) = w
n
δ (−x1, x2), this construction is also
possible for any δ < 0. We then consider the map vn deﬁned by
vn =

vn, on supp(vn − λn),
wnδn(· − an), on supp(wnδn(· − an)− λn),
λn, elsewhere.
Here the parameter δn is equal to −p(vn), so that δn → 0, as n → ∞, while the point an ∈ R2
is chosen large enough such that the supports of vn − λn and wnδn(· − an)− λn do not intersect.
We note that vn belongs to E(R2), with vn − λn ∈ C∞0 (R2). Moreover, we have
d(vn) = d(vn) + d(w
n
δn) = 0,
while, by construction,
|E(vn)−E(v)| ≤ |E(vn)−E(v)|+ |E(wnδn)| → 0, and dAE (vn, v) ≤ dAE (vn, v) + dAE (wnδn , λn)→ 0,
as n→∞. For the momentum, using (5.3.6) we have
p(vn) = p(vn)−
∫
R2
x2w(w
n
δn)(x− an)dx = p(vn) + p(wnδn)− 4π(an)2d(wnδn).
Hence, since p(wnδn) = −p(vn), p(vn) = 0, which completes the proof of the ﬁrst assertion.
The second assertion is then a direct consequence of the ﬁrst one, once it is proved that the
set
{v ∈ E˜(R2) : d(v) = 0, p(v) = p}
is not empty. This again follows from Lemma 5.8.1.
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The previous results will allow us to deduce the Lipschitz continuity of the curve E0min.
Corollary 5.8.3. Let (p, q) ∈ R2+. Then,
|E0min(p) −E0min(q)| ≤ |p− q|. (5.8.9)
In particular, the function p 7→ E0min(p) is continuous on R+, while the function p 7→ Ξ(p) is
nonnegative, nondecreasing and continuous on R+.
Proof. We assume without loss of generality that q ≥ p. We show ﬁrst that
Emin(q) ≤ Emin(p) + (q− p). (5.8.10)
For that purpose, let δ > 0 be given. By Lemma 5.8.2, there is a map vδ ∈ E∞0 (R2) and
λδ ∈ S1 × {0}, with vδ − λδ ∈ C∞0 (RN ), such that
p(vδ) = p and E(vδ) ≤ E0min(p) +
δ
2
. (5.8.11)
Now we set s = q − p and invoking Lemma 5.8.1, we have a function wδ ∈ E∞0 (R2) such that
wδ − λδ ∈ C∞0 (R2),
p(wδ) = s and E(wδ) ≤ s+ δ
2
. (5.8.12)
Then we can take a sequence of points aδ ∈ R2 such that the supports of wδ−λδ and vδ(·−aδ)−λδ
do not intersect and then we deﬁne
vδ =

vδ, on supp(vδ − λδ),
wδδ (· − aδ), on supp(wδ(· − aδ)− λδ),
λδ, elsewhere.
(5.8.13)
In particular, we have
E(vδ) = E(vδ) + E(wδ) and p(v) = p(vδ) + p(wδ) = p+ s = q.
Then from (5.8.11) and (5.8.12) it follows that
Emin(q) ≤ E(v) = E(vδ) + s+ δ
2
≤ E0min(p) + (q− p) + δ,
which yields (5.8.10) in the limit δ → 0.
Next we turn to the inequality
Emin(p) ≤ Emin(q) + (q− p). (5.8.14)
As before, in the proof of Lemma 5.8.2, we can construct functions v˜δ, w˜δ ∈ E∞0 (R2), such that
v˜δ − λ˜δ, w˜δ − λ˜δ ∈ C∞0 (R2), for some λ˜δ ∈ S1 × {0},
p(v˜δ) = q, p(w˜δ) = −s, E(v˜δ) ≤ Emin(q) + δ
2
and E(w˜δ) ≤ s+ δ
2
.
Then, considering a sequence of points a˜δ ∈ R2 such that the supports of w˜δ−λ˜δ and v˜δ(·−a˜δ)−λ˜δ
do not intersect, we deﬁne the function v˜δ as in (5.8.13), changing vδ, wδ and aδ by v˜δ, w˜δ and
a˜δ, respectively. Then we deduce that p(v˜δ) = p(v˜δ)− s = p and
Emin(p) ≤ E(v˜δ) = E(v˜δ) + E(w˜δ) ≤ Emin(q) + s+ δ,
so that (5.8.14) follows letting δ → 0. This completes the proof of Corollary 5.8.3, the last
assertion being a consequence of (5.8.9).
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Lemma 5.8.4. Let p, q ≥ 0. Then,
E0min
(
p+ q
2
)
≥ E
0
min(p) +E
0
min(q)
2
.
Proof. The main idea is to construct comparison maps using a reﬂection argument. For that
purpose, for any a ∈ R and v ∈ E˜∞0 (R2), such that d(v) = 0, we consider the map T±a v deﬁned
by T±a v = v ◦ P±a , where P+a (resp. P−a ) restricted to the set Γ+a = {x = (x1, x2) ∈ R2, x2 ≥ a}
(resp. the set Γ−a = {x = (x1, x2) ∈ R2, x2 ≤ a}) is the identity, whereas its restriction to the
set Γ−a (resp. Γ+a ) is the symmetry with respect to the plane of equation x2 = a. In coordinates,
this reads
T+a v(x1, x2) =
{
v(x1, x2), if x2 ≥ a,
v(x1, 2a− x2), if x2 ≤ a.
The expression for T−a v is similar, reversing the inequalities. We verify that T±a v belongs to
E˜(R2) and that
E(T±a v) = 2
∫
Γ±a
e(v). (5.8.15)
Also, since (T±a v)3 has compact support, using (5.3.6) we can compute
p(T±a v) = 2
(
−
∫
Γ±a
x2w(v) + a
∫
Γ±a
w(v)
)
.
In particular, since d(v) = 0, this implies that
p(T+a v) + p(T
−
a v) = 2p(v). (5.8.16)
We notice that the function a 7→ p(T+a f) is continuous and, by the Lebesgue theorem, tends to
zero, as a→ +∞. Also, since d(v) = 0, we have
p(T+a v) = 2 (p(v) + ad(v)) = 2p(v), as a→ −∞.
Therefore, it follows by continuity that for every α ∈ (0, p(v)), there exists a number a ∈ R such
that
p(T+a v) = 2α. (5.8.17)
Hence, from (5.8.16)
p(T−a v) = 2(p(v)− α). (5.8.18)
Next, by Lemma 5.8.1, for any p, q ≥ 0 and δ > 0 there exists a function w ∈ E˜∞0 (R2) such
that d(w) = 0,
p(w) =
p+ q
2
and E(w) ≤ Emin
(
p+ q
2
)
+
δ
2
.
Invoking (5.8.17) and (5.8.18) for v = w and α = p/2, we can ﬁnd some a ∈ R such that
p(T+a w) = p and p(T
−
a w) = q.
It then follows from (5.8.15) that
Emin(p) ≤ E(T+a w) ≤ 2
∫
Γ+a
e(w) and Emin(q) ≤ E(T−a w) ≤ 2
∫
Γ−a
e(w).
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Adding these two inequalities, we obtain
Emin(p) + Emin(q) ≤ 2E(w) ≤ 2Emin
(
p+ q
2
)
+ δ.
The conclusion follows letting δ → 0.
Corollary 5.8.5. The function p 7→ E0min(p) is concave and nondecreasing on R+.
Proof. Continuous functions f satisfying the inequality
f
(
p+ q
2
)
≥ f(p) + f(q)
2
are concave. Similarly, concave nonnegative functions on R+ are nondecreasing, so that, in view
of Corollary 5.8.3 and Lemma 5.8.4, E0min is concave and nondecreasing on R+.
Proof of Theorem 5.1.1. All the statements in Theorem 5.1.1 follows from Corollaries 5.8.3 and
5.8.5.
Proof of Proposition 5.1.3. For simplicity, we denote u = up. For all φ ∈ C∞0 (R2;R3), we deﬁne
the functionals dp and dE by
dE(u)[φ] :=
∫
R2
∇u : ∇φTu + u3〈φTu , e3〉,
dp(u)[φ] :=
∫
R2
φTu (u× ∂1u) =
∫
R2
φ(u× ∂1u).
Now we claim that there exists ϕ ∈ C∞0 (R2;R3) such that
dp(u)[ϕ] 6= 0. (5.8.19)
Indeed, otherwise dp(u)[φ] = 0 for all φ ∈ C∞0 (R2;R3), so that u× ∂1u = 0 a.e. on R2. Then
x2∂2u · (u× ∂1u) = x2u · (∂1u× ∂2u) = 0.
By deﬁnition of p, this gives that p(u) = L(w(u)) = L(0) = 0, which contradicts the fact that
p(u) = p > 0. This yields (5.8.19).
Let ψ ∈ C∞0 (R2;R3) such that dp(u)[ψ] = 0. Then we deﬁne the function
F (s, t) = p(u+ sψ + tϕ), for all (s, t) ∈ R2,
so that F (0, 0) = p,
∂F
∂s
(0, 0) = dp(u)(ψ) = 0 and
∂F
∂t
(0, 0) = dp(u)(ϕ) 6= 0. (5.8.20)
Therefore, by the implicit function theorem, there exist δ > 0 and a function f ∈ C1((−δ, δ))
such that f(0) = f ′(0) = 0 and
p(u+ sψ + f(s)ϕ) = p, for all s ∈ (−δ, δ).
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Taking δ > 0 smaller if necessary, since d(u) = 0, invoking Lemma B.6, we also have
d(u+ sψ + f(s)ϕ) = 0, for all s ∈ (−δ, δ).
Therefore, by deﬁnition of u,
E(u) ≤ E(u+ sψ + f(s)ϕ), for all s ∈ (−δ, δ),
so that, diﬀerentiating at s = 0 and using that f ′(0) = 0, we obtain dE(u)(ψ) = 0. Therefore
(see e.g. [18, Lemma 3.2]) there exists a constant c ∈ R such that
c dp(u)[φ] = dE(u)[φ], for all φ ∈ C∞0 (R2;R3). (5.8.21)
Hence u is a solution of (TWc) and Proposition 5.1.5 implies that u is smooth.
It only remains to prove (5.1.12). For this purpose, in view of (5.8.19), we consider
ϕ˜ =
ϕ
dp(u)[ϕ]
.
Then, by (5.8.21), c = dE(u)[ϕ˜] and deﬁning the curve γ := up + tϕ˜, we have
E(γ(t)) = Emin(p) + ct+ O
t→0
(t2).
Moreover, from (5.3.31),
p(γ(t)) = p+ s, where s = t+ t2K(t, u, ϕ˜),
and K(t, u, ϕ˜) is C1-function of t, for t small. Then, by the implicit function theorem, in a
neighborhood of the origin we can express the relation s = t + t2K(t, u, ϕ˜) as a function of s,
that is
t(s) = s+ o(s2).
Consequently,
Emin(p+ s)− Emin(p) ≤ E(γ(t(s))) − Emin(p) ≤ cs+ O
s→0
(s2),
and letting s→ 0±,
d+
dp
(
Emin(p)
) ≤ c(up) ≤ d−
dp
(
Emin(p)
)
.
By combining with (5.1.11), (5.1.12) follows. If c = 1, since E(u) = Emin(p) ≤ p = p(u), by
(5.4.2) we conclude that ∫
R2
|∂2u|2 ≤ 0,
which implies that u is constant, in contradiction with the fact that p > 0. Finally, we rule out
that c = 0 by Proposition 5.1.8.
Finally, we proof that the inﬁmum of E0min(p) is not attained for p > 0 small.
Proof of Theorem 5.1.10. Arguing by contradiction, we assume that for some p ∈ (0, κ0), there
exists up ∈ E˜(R2) such that
E0min(p) = E(up).
Since by Theorem 5.1.1 we have E0min(p) ≤ p, we conclude that E(up) < κ0, which is a contra-
diction with Theorem 5.1.9.
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5.9 The one-dimensional case
In this section we consider the case N = 1. Then the equation (TWc) is integrable and the
solutions are given explicitly by the next proposition.
Proposition 5.9.1 ([79, 81, 91]). Let N = 1 and c ≥ 0. Assume that u ∈ E(R) is a nontrivial
solution of (TWc). Then 0 ≤ c < 1 and, up to a translation of u and a rotation of uˇ, the solution
is given by
u1 = c sech(
√
1− c2 x), (5.9.1)
u2 = tanh(
√
1− c2 x), (5.9.2)
u3 = ±
√
1− c2 sech(
√
1− c2 x). (5.9.3)
Moreover, if 0 < c < 1, we can write
uˇ =
√
1− u23 exp(iθ), (5.9.4)
where
θ = arctan
(
sinh(
√
1− c2 x)
c
)
. (5.9.5)
Proof. Since N = 1, (TWc) reads
−u′′1 = 2e(u)u1 + c(u2u′3 − u3u′2), (5.9.6)
−u′′2 = 2e(u)u2 + c(u3u′1 − u1u′3), (5.9.7)
−u′′3 = 2e(u)u3 − u3 + c(u1∂1u2 − u2u′1). (5.9.8)
Also, as in (5.5.6), we have
(u1u
′
2 − u′1u′2)′ = cu′3. (5.9.9)
Thus, imposing that u′1, u
′
2 and u3 vanish at inﬁnity, we integrate (5.9.9) to obtain
u1u
′
2 − u′1u′2 = cu3. (5.9.10)
Replacing (5.9.9) in (5.9.8), we get
u′′3 + 2e(u)u3 − (1− c2)u3 = 0. (5.9.11)
Now, multiplying (5.9.6), (5.9.7), (5.9.11) by u′1, u
′
2, u
′
3, respectively and adding these relations
we have
−(|u′|2)′ = 2e(u)(u21 + u22 + u23)′ − c2(u23)′. (5.9.12)
Since |u| = 1, (u21 + u22 + u23)′ = 0. Therefore integrating (5.9.12) we conclude that
|u′|2 = u23, (5.9.13)
so that e(u) = u23 and equation (5.9.11) reduces to
u′′3 − 2u33 − (1− c2)u3 = 0. (5.9.14)
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As before, multiplying (5.9.14) by u′3 and integrating, we conclude that
(u′3)
2 = u23((1− c2)− u23). (5.9.15)
Since equation (5.9.14) is invariant under translation, supposing u3 not identically zero, we can
assume that
|u3(0)| = max{|u3(x)| : x ∈ R} > 0.
Therefore
u′3(0) = 0, (5.9.16)
and from (5.9.15) and (5.9.16),
u23(0) = 1− c2. (5.9.17)
In particular we deduce that if c ≥ 1, u3 ≡ 0, which implies that u1 and u2 are constant. If
0 ≤ c < 1, by the Cauchy–Lipschitz theorem, equation (5.9.14) with initial conditions (5.9.16)
and u3(0) =
√
1− c2 or u3(0) = −
√
1− c2 has a unique solution. It is straightforward to check
that
u3(x) = ±
√
1− c2 sech(
√
1− c2 x) (5.9.18)
is the desired solution. Moreover, (5.9.18) shows that ‖u3‖L∞(R) < 1 if c ∈ (0, 1). Hence, for
c ∈ (0, 1), we can write
uˇ =
√
1− u23eiθ,
and then (5.9.9) yields
θ′ =
cu3
1− u23
. (5.9.19)
From (5.9.18) and (5.9.19), we are led to
θ = θ0 + arctan
(
sinh(
√
1− c2 x)
c
)
,
for some constant θ0 ∈ R, which proves (5.9.4)–(5.9.5). Using some standard identities for
trigonometric and hyperbolic functions, we also obtain (5.9.1)–(5.9.3), for c ∈ (0, 1). It only
remains to show that for c = 0, (5.9.1) and (5.9.2) are the unique solutions of (5.9.6)–(5.9.7).
Indeed, since e(u)(x) = u23(x) = sech
2(x), we recast (5.9.1) and (5.9.2) as
−uˇ′′ = 2 sech2(x)uˇ, (5.9.20)
and from (5.9.13) we can asumme that, up to a multiplication by a complex number of modulus
one,
uˇ′(0) = 1. (5.9.21)
Then the Cauchy–Lipschitz theorem provides the existence of a unique solution of (5.9.20)–
(5.9.21) in a neighborhood of x = 0, and it is immediate to check that uˇ(x) = tanh(x) is the
solution, which concludes the proof.
In the one-dimensional case, the momentum is formally given by
p(u) =
∫
R
u3(u1u
′
2 − u2u′1)
1− u23
.
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If ‖u3‖L∞(R) < 1, we see that
p(u) =
∫
u3θ
′,
and therefore it agrees with the corresponding expression in the higher dimensional case. Now
we have the following.
Corollary 5.9.2. Assume that c ∈ [0, 1) and let uc ∈ E(R) be a solution of (TWc). Then
E(uc) = 2
√
1− c2. (5.9.22)
Moreover,
p(uc) ≡
∫
R
u3θ
′ = 2arctan
(√
1− c2
c
)
, for c ∈ (0, 1). (5.9.23)
In particular, we can write explicitly E as a function of p as
E(p) = 2 sin(p/2) (5.9.24)
and
dE
dp
= cos(p) = c, (5.9.25)
for c ∈ (0, 1).
Proof. Using (5.9.3) and (5.9.13), we have
E(u) =
∫
R
u23 =
√
1− c2
∫
R
sech2(x) dx = 2
√
1− c2.
For the momentum, (5.9.19) yields
p(u) =
∫
R
u3θ
′ = c
∫
R
u23
1− u23
= c(1 − c2)
∫
R
sech2(
√
1− c2x)
1− (1− c2) sech2(√1− c2x)dx.
Then, using the change of variables y =
√
1−c2
c tanh(
√
1− c2 x), we obtain (5.9.23), from where
we deduce that
c =
1
tan2(p/2)
= cos(p/2). (5.9.26)
Finally, from (5.9.22) and (5.9.26), we establish (5.9.24), from where (5.9.25) is an immediate
consequence.
5.10 Appendix
For the convenience of the reader we recall some well-known results used in this paper. We
assume Ω to be a smooth open bounded domain of RN .
Theorem B.1 ([97, 67]). Let u ∈ H1(Ω), such that ∆u = 0 on D′(Ω). Then there are constants
0 < α ≤ 1, α = α(N), and K > 0 such that if x ∈ Ω and 0 < ρ < r < dist(x,Ω),
osc
Bρ
u ≤ K
(ρ
r
)α ‖u‖L2(Br)
rN/2
.
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Moreover, if N = 2, then
osc
Bρ
u ≤ K(ln(ρ/r))−1/2‖∇u‖L2(Br).
for some K > 0.
Theorem B.2 ([97]). Let p > N/2 and f ∈ Lp(Ω). Assume that u ∈ H10 (Ω) is solution of
−∆u = f, in Ω.
Then u is Hölder continuous in Ω¯. Moreover, for ρ > 0, there exists a constant K(ρ) such that
osc
Bρ∩Ω
u ≤ K(ρ)‖f‖Lp(Ω).
Lemma B.3. Let f ∈ L1(RN ). Then for every ε > 0 there exists K(ε) such that f = f1 + f2
a.e. on RN and
‖f2‖L1(R2) ≤ ε, ‖f1‖L∞(R2) ≤ K(ε).
Proof. Let
f1,k =

k, if f ≥ k,
f, if |f | ≤ k,
−k, if f ≤ −k.
and f2,k = f − f1,k. Then
‖f2,k‖L1(RN ) ≤ 2
∫
{|f |≥k}
|f |. (B.1)
Since
|{|f | ≥ k}| =
∫
{|f |≥k}
1 ≤
∫
R2
1
k
‖f‖L1(R2) → 0, as k →∞,
invoking the dominated convergence theorem and (B.1), we conclude that ‖f2,k‖L1(RN ) → 0, as
k →∞ and the conclusion follows.
Lemma B.4. Let N ≥ 1. Assume that f ∈ Lp(B(0, R0)c), for some R0 ≥ 0 and p ∈ [1,∞).
Let q ≥ 1 such that q ∈ [(1 − 1/N)p, p]. Then there exists a sequence Rn →∞ such that for all
s ∈ [0, Nq/p −N + 1] we have
Rsn
∫
∂B(0,Rn)
|f |qdσ ≤ K(p, q,N)
(lnRn)q/p
, as n→∞,
for some constant K(p, q,N) > 0.
Proof. Since f ∈ Lp(B(0, R0)c), ∫ ∞
R0
(∫
∂B(0,r)
|f |p
)
dr <∞,
and thus there is a sequence Rn →∞, as n→∞, such that∫
∂B(0,Rn)
|f |p ≤ 1
Rn ln(Rn)
.
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Then, using the Hölder inequality we obtain(∫
∂B(0,Rn)
|f |q
)1/q
≤ (C(N)RN−1n )1/q−1/p
1
(Rn lnRn)1/p
,
from where the result follows.
Lemma B.5. Let c ≥ 0 and u ∈ C∞(RN ) ∩ UC(RN) be a solution of (TWc). Assume that
osc
B(y,r)
u ≤ 1
8(1 + c)(2s + 1)
, (B.2)
for some y ∈ RN , r > 0 and s ≥ 1. Then∫
B(y,r/2)
|∇u|2(s+1) ≤ 4(1 + c)2
(
1 +
16
r2
)∫
B(y,r)
|∇u|2s. (B.3)
Proof. The ideas of the proof are based on classical computations for elliptic equations with
quadratic growth (see e.g. [69, 16, 64]). Therefore we only provide the main ideas, in order to
show the dependence on u, c, s and N as stated. We set Br ≡ B(y, r) and η ∈ C∞0 (Br) a function
such that 0 ≤ η ≤ 1,
|∇η| ≤ 4
r
on Br and η ≡ 1 on Br/2. (B.4)
Finally, we ﬁx w = |∇u|2, which is smooth by hypothesis, so that
|∇w| ≤ 2w1/2|D2u|. (B.5)
We now divide the computations in several steps.
Step 1. If oscBr u ≤ 1/4, we have∫
Br
η2ws+1 ≤ 2 osc
Br
u
(∫
Br
|∇η|2ws + 2s + 1
2
∫
Br
η2|D2u|ws−1
)
.
Indeed, since ∫
Br
η2ws+1 =
∫
Br
η2∇u− u(y) · ∇uw2,
integrating by parts and using (B.5), we deduce that∫
Br
η2ws+1 ≤ osc
Br
u
(
2
∫
Br
η|∇η|ws+1/2 + (2s+ 1)
∫
Br
η2|D2u|ws
)
. (B.6)
Using the elementary inequalities 2ab ≤ a2 + b2 and ab ≤ a2 + b2/4 in the ﬁrst and second
integrals in the r.h.s. of (B.6), we obtain
(1− 2 osc
Br
u)
∫
Br
η2ws+1 ≤ osc
Br
u
(∫
Br
|∇η|2ws + (2s + 1)
2
4
∫
Br
η2|D2u|ws−1
)
.
Since oscBr u ≤ 1/4, we conclude Step 1.
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Step 2. We have
1
2
∫
Br
η2|D2u|2ws−1 ≤ 2
∫
Br
|∇η|2ws +
N∑
k=1
∫
Br
∂k(∆u) · ∂ku η2ws−1.
Let k ∈ {1, . . . , N} and φk = η2ws−1∂ku ∈ C∞0 (Br). Then, several integrations by parts yield
N∑
j=1
∫
Br
∂2kiu · φk =
∫
Br
∂k(∆u) · φk. (B.7)
On the other hand, using that
∂iw = 2
N∑
j=1
∂uj · ∂2kiu,
a straightforward computation gives
N∑
j,k=1
∫
Br
∂2kiu · φk =
∫
Br
η2|D2u|2ws−1 + 2
N∑
j,k=1
∫
Br
η∂jηw
s−1∂2jku · ∂ku
+
s− 1
2
∫
Br
η2ws−2|∇w|2.
(B.8)
Then the conclusion of this step follows combining (B.7) and (B.8), noticing that the last integral
in the r.h.s. of (B.8) is nonnegative, and that
2
N∑
j,k=1
|η∂jηws−1∂2jku · ∂ku| ≤ 2
N∑
j,k=1
η|∂2jku|w
s−1
2 · |∂jη||∂ku|w
s−1
2 ≤ 1
2
η2|D2u|2ws−1 + 2|∇η|2ws.
Step 3. For all δ > 0, we have
N∑
j=1
|∂j∆u · ∂ju| ≤ δ(c + 1)|D2u|2 +
(
c+
c
δ
+ 4
)
w + (1 + c)w2.
Using (TWc) and the fact that |u| = 1, it is simple to check that
N∑
j=1
|∂j∆u · ∂ju| ≤ 2w|D2u|+ w2 + 4w + 2cw3/2 + 2c|D2u|w1/2.
Combining with the fact that 2ab ≤ δa2 + δ−1b, for all δ > 0, we ﬁnish Step 3.
Step 4.
1
4
∫
Br
η2|D2u|2ws−1 ≤ 2
∫
Br
|∇η|2ws + (4c2 + 5c+ 4)
∫
Br
η2ws + (c+ 1)
∫
Br
η2ws+1.
Step 4 follows immediately from Steps 2 and 3, taking δ = (4(c+ 1))−1.
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Now we are in position to ﬁnish the proof of Lemma B.5. In fact, combining Steps 1 and 4,
we are led to
(1− 4(c+ 1)(2s + 1) osc
Br
u)
∫
Br
η2ws+1 ≤ 2 osc
Br
u
(
(8s+ 5)
∫
Br
|∇η|2ws+
2(4c2 + 5c+ 4)(2s + 1)
∫
Br
η2ws
)
.
Also, we see that (B.2) implies that
1/2 ≤ (1− 4(c+ 1)(2s + 1) osc
Br
u),
and that
2 osc
Br
u ·max{8s+ 5, 2(4c2 + 5c+ 4)(2s + 1)} ≤ 2(4c
2 + 5c+ 4)
4(1 + c)
≤ 2(1 + c2).
By combining with (B.4), we conclude (B.3).
Lemma B.6. The degree given by (5.1.3) is well-defined and continuous from E(R2) to Z.
Proof. Since
|w(v)| ≤ |∂1v||∂2v| ≤ 1
2
|∇v|2 ≤ e(v), (B.9)
the functional d is well-deﬁned from E(R2) to R. Concerning the continuity, we know that, given
ε > 0 and a v ∈ E(R2), there exists R > 0 such that∫
B(0,R)c
e(v) ≤ ε.
Invoking again (B.9), we deduce that∣∣∣∣ ∫
B(0,R)c
w(w)
∣∣∣∣ ≤ 12
∫
B(0,R)c
|∇w |2 ≤ ε+1
2
(‖∇v‖L2(R2)+‖∇w‖L2(R2))‖∇w−∇v‖L2(R2), (B.10)
for any w ∈ E(R2). We next introduce a function χ ∈ C∞0 (R2, [0, 1]) such that χ = 1 on B(0, R)
and χ = 0 on B(0, 2R)c. Combining with (B.9) and (B.10), we are led to
∣∣d(v)−d(w)∣∣ ≤ 1
4π
∣∣∣∣ ∫
R2
χ
(
w(v)−w(w))∣∣∣∣+ 14π(ε+12(‖∇v‖L2(R2)+‖∇w‖L2(R2))‖∇w−∇v‖L2(R2)).
(B.11)
We also have
w(v)− w(w) = 〈v− w , ∂1v× ∂2v〉+ 〈w , ∂1(v− w)× ∂2v〉+ 〈w , ∂1w × ∂2(v− w)〉, (B.12)
so that ∣∣∣∣ ∫
R2
χ
(
w(v)− w(w))∣∣∣∣ ≤∣∣∣∣ ∫
R2)
χ〈v− w , ∂1v× ∂2v〉
∣∣∣∣
+
(‖∇v‖L2(R2) + ‖∇w‖L2(R2))‖∇v−∇w‖L2(R2). (B.13)
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Integrating by parts the integral in the r.h.s. of (B.13), we compute∫
R2
χ〈v− w , ∂1v× ∂2v〉 =1
2
(
−
∫
R2
∂1χ〈v− w , v× ∂2v〉 −
∫
R2
χ〈∂1(v− w), v× ∂2v〉
+
∫
R2
∂2χ〈v− w , v × ∂1v〉+
∫
R2
〈∂2(v − w), v × ∂1v〉
)
.
(B.14)
Actually, the integration by parts is only possible when the derivative ∂212v makes sense and
is suﬃciently integrable. However, we can use the density of H2(R2;R3) into H1(R2;R3) to
approach the function v by a sequence of functions (vn)n∈N for which (B.14) is satisﬁed. Then,
we will invoke the continuity of both the left and right-hand sides of (B.14) with respect to
the convergence in H1(R2,R3) in order to establish (B.14) in the general case. In any case, we
deduce from (B.14) that∣∣∣∣ ∫
R2
χ〈v− w , ∂1v× ∂2v〉
∣∣∣∣ ≤‖∇χ‖L∞(R2)‖v− w‖L2(B(0,2R))‖∇v‖L2(R2)
+ ‖∇v−∇w‖L2(R2)‖∇v‖L2(R2).
Combining with (B.11) and (B.13), we are led to∣∣d(v)−d(w)∣∣ ≤ C(‖∇v‖L2(R2)+‖∇w‖L2(R2))(‖∇v−∇w‖L2(R2)+‖v−w‖L2(B(0,2R)))+ε, (B.15)
where C = max{3, ‖∇χ‖L∞(R2)}/4π. At this stage, recall that, given any positive number A,
there exists a positive constant K(A,R) such that
d2RE (f, g) ≤ K(A,R)dAE (f, g),
for any f, g ∈ E(R2). In view of (B.15), it follows that the functional d is continuous on E(R2). In
particular, d is integer-valued since its restriction to the dense subset E∞(R2) is integer-valued.
This completes the proof of Lemma B.6.
160
Bibliography
[1] A. Aftalion, X. Blanc, and R. Jerrard. Nonclassical rotational inertia of a supersolid. Phys.
Rev. Lett., 99(13):135301.1–135301.4, 2007.
[2] V. Banica and L. Vega. On the Dirac delta as initial condition for nonlinear Schrödinger
equations. Ann. Inst. H. Poincaré Anal. Non Linéaire, 25(4):697–711, 2008.
[3] I. Bejenaru, A. D. Ionescu, C. E. Kenig, and D. Tataru. Global Schrödinger maps in dimen-
sions d ≥ 2: Small data in the critical Sobolev spaces. Ann. of Math. (2), 173(3):1443–1506,
2011.
[4] A. A. Belavin and A. M. Polyakov. Metastable states of two-dimensional isotropic fer-
romagnets. Soviet Journal of Experimental and Theoretical Physics Letters, 22:245–247,
1975.
[5] N. G. Berloﬀ. Nonlocal nonlinear Schrödinger equations as models of superﬂuidity. J. Low
Temp. Phys., 116(5-6):359–380, 1999.
[6] N. G. Berloﬀ and P. H. Roberts. Motions in a Bose condensate VI. Vortices in a nonlocal
model. J. Phys. A, 32(30):5611–5625, 1999.
[7] F. Béthuel, P. Gravejat, and J.-C. Saut. Existence and properties of travelling waves
for the Gross-Pitaevskii equation. In A. Farina and J.-C. Saut, editors, Stationary and
time dependent Gross-Pitaevskii equations. Wolfgang Pauli Institute 2006 thematic pro-
gram, January–December, 2006, Vienna, Austria, volume 473 of Contemporary Mathemat-
ics, pages 55–104. American Mathematical Society.
[8] F. Béthuel, P. Gravejat, and J.-C. Saut. Travelling waves for the Gross-Pitaevskii equation.
II. Comm. Math. Phys., 285(2):567–651, 2009.
[9] F. Béthuel, P. Gravejat, J.-C. Saut, and D. Smets. Orbital stability of the black soliton for
the Gross-Pitaevskii equation. Indiana Univ. Math. J., 57(6):2611–2642, 2008.
[10] F. Béthuel, P. Gravejat, J.-C. Saut, and D. Smets. On the Korteweg-de Vries long-wave
approximation of the Gross-Pitaevskii equation II. Comm. Partial Differential Equations,
35(1):113–164, 2010.
[11] F. Bethuel, G. Orlandi, and D. Smets. Vortex rings for the Gross-Pitaevskii equation. J.
Eur. Math. Soc. (JEMS), 6(1):17–94, 2004.
[12] F. Béthuel and J.-C. Saut. Travelling waves for the Gross-Pitaevskii equation I. Ann. Inst.
H. Poincaré Phys. Théor., 70(2):147–238, 1999.
[13] F. Bethuel and X. M. Zheng. Density of smooth functions between two manifolds in Sobolev
spaces. J. Funct. Anal., 80(1):60–75, 1988.
[14] N. N. Bogoliubov. On the theory of superﬂuidity. J. Phys. USSR, 11:23–32, 1947. Reprinted
in: D. Pines, The Many-Body Problem (W. A. Benjamin, New York, 1961), p. 292-301.
161
BIBLIOGRAPHY
[15] J. L. Bona and Y. A. Li. Decay and analyticity of solitary waves. J. Math. Pures Appl.
(9), 76(5):377–430, 1997.
[16] H.-J. Borchers and W. D. Garber. Analyticity of solutions of the O(N) nonlinear σ-model.
Comm. Math. Phys., 71(3):299–309, 1980.
[17] J. Bourgain, H. Brezis, and P. Mironescu. Lifting in Sobolev spaces. J. Anal. Math.,
80:37–86, 2000.
[18] H. Brezis. Functional analysis, Sobolev spaces and partial differential equations. Universi-
text. Springer, New York, 2011.
[19] H. Brezis and J.-M. Coron. Large solutions for harmonic maps in two dimensions. Comm.
Math. Phys., 92(2):203–215, 1983.
[20] H. Brezis and J.-M. Coron. Large solutions for harmonic maps in two dimensions. Commun.
Math. Phys., 92:203–215, 1983.
[21] H. Brezis and J.-M. Coron. Multiple solutions of H-systems and Rellich’s conjecture.
Comm. Pure Appl. Math., 37(2):149–187, 1984.
[22] H. Brezis, F. Merle, and T. Rivière. Quantization eﬀects for −∆u = u(1 − |u|2) in R2.
Arch. Rational Mech. Anal., 126(1):35–58, 1994.
[23] R. Carles, P. A. Markowich, and C. Sparber. On the Gross-Pitaevskii equation for trapped
dipolar quantum gases. Nonlinearity, 21(11):2569–2590, 2008.
[24] T. Cazenave. Semilinear Schrödinger equations, volume 10 of Courant Lecture Notes in
Mathematics. New York University Courant Institute of Mathematical Sciences, New York,
2003.
[25] D. Chiron. Travelling waves for the Gross-Pitaevskii equation in dimension larger than
two. Nonlinear Anal., 58(1-2):175–204, 2004.
[26] C. Coste. Nonlinear Schrödinger equation and superﬂuid hydrodynamics. Eur. Phys. J. B
Condens. Matter Phys., 1(2):245–253, 1998.
[27] J. Cuevas, B. A. Malomed, P. G. Kevrekidis, and D. J. Frantzeskakis. Solitons in quasi-
one-dimensional Bose-Einstein condensates with competing dipolar and local interactions.
Phys. Rev. A, 79(5):053608.1–053608.11, 2009.
[28] A. de Bouard and J.-C. Saut. Symmetries and decay of the generalized Kadomtsev-
Petviashvili solitary waves. SIAM J. Math. Anal., 28(5):1064–1085, 1997.
[29] A. de Bouard and J.-C. Saut. Symmetries and decay of the generalized Kadomtsev-
Petviashvili solitary waves. SIAM J. Math. Anal., 28(5):1064–1085, 1997.
[30] A. de Laire. Non-existence for travelling waves with small energy for the Gross-Pitaevskii
equation in dimension N ≥ 3. C. R. Math. Acad. Sci. Paris, 347(7-8):375–380, 2009.
[31] A. de Laire. Global well-posedness for a nonlocal Gross-Pitaevskii equation with non-zero
condition at inﬁnity. Comm. Partial Differential Equations, 35(11):2021–2058, 2010.
[32] B. Deconinck and J. N. Kutz. Singular instability of exact stationary solutions of the
non-local Gross-Pitaevskii equation. Phys. Lett. A, 319(1-2):97–103, 2003.
[33] G. H. Derrick. Comments on nonlinear wave equations as models for elementary particles.
J. Mathematical Phys., 5:1252–1254, 1964.
[34] R. J. Donnelly, J. A. Donnelly, and R. N. Hills. Speciﬁc heat and dispersion curve for
Helium II. J. Low Temp. Phys., 44(5-6):471–489, 1981.
162
BIBLIOGRAPHY
[35] A. Farina. From Ginzburg-Landau to Gross-Pitaevskii. Monatsh. Math., 139(4):265–269,
2003.
[36] G. E. Fasshauer. Meshfree approximation methods with MATLAB, volume 6 of Interdisci-
plinary Mathematical Sciences.
[37] R. P. Feynman. Atomic theory of the two-ﬂuid model of liquid Helium. Phys. Rev.,
94(2):262–277, 1954.
[38] C. Gallo. Schrödinger group on Zhidkov spaces. Adv. Differential Equations, 9(5-6):509–
538, 2004.
[39] C. Gallo. The Cauchy problem for defocusing nonlinear Schrödinger equations with non-
vanishing initial data at inﬁnity. Comm. Partial Differential Equations, 33(4-6):729–771,
2008.
[40] P. Gérard. The Gross-Pitaevskii equation in the energy space. In A. Farina and J.-C.
Saut, editors, Stationary and time dependent Gross-Pitaevskii equations. Wolfgang Pauli
Institute 2006 thematic program, January–December, 2006, Vienna, Austria, volume 473
of Contemporary Mathematics, pages 129–148. American Mathematical Society.
[41] P. Gérard. The Cauchy problem for the Gross-Pitaevskii equation. Ann. Inst. H. Poincaré
Anal. Non Linéaire, 23(5):765–779, 2006.
[42] M. Giaquinta and G. Modica. Almost-everywhere regularity results for solutions of non-
linear elliptic systems. Manuscripta Math., 28(1-3):109–158, 1979.
[43] D. Gilbarg and N. S. Trudinger. Elliptic partial differential equations of second order.
Classics in Mathematics. Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.
[44] V. Girault and P.-A. Raviart. Finite element methods for Navier-Stokes equations, volume 5
of Springer Series in Computational Mathematics. Springer-Verlag, Berlin, 1986. Theory
and algorithms.
[45] O. Goubet. Two remarks on solutions of Gross-Pitaevskii equations on Zhidkov spaces.
Monatsh. Math., 151(1):39–44, 2007.
[46] L. Grafakos. Classical Fourier analysis, volume 249 of Graduate Texts in Mathematics.
Springer, New York, second edition, 2008.
[47] P. Gravejat. A non-existence result for supersonic travelling waves in the Gross-Pitaevskii
equation. Comm. Math. Phys., 243(1):93–103, 2003.
[48] P. Gravejat. Decay for travelling waves in the Gross-Pitaevskii equation. Ann. Inst. H.
Poincaré Anal. Non Linéaire, 21(5):591–637, 2004.
[49] P. Gravejat. Limit at inﬁnity and nonexistence results for sonic travelling waves in the
Gross-Pitaevskii equation. Differential Integral Equations, 17(11-12):1213–1232, 2004.
[50] P. Gravejat. Asymptotics for the travelling waves in the Gross-Pitaevskii equation. Asymp-
tot. Anal., 45(3-4):227–299, 2005.
[51] P. Gravejat. First order asymptotics for the travelling waves in the Gross-Pitaevskii equa-
tion. Adv. Differential Equations, 11(3):259–280, 2006.
[52] E. Gross. Hydrodynamics of a superﬂuid condensate. J. Math. Phys., 4(2):195–207, 1963.
[53] B. Guo and S. Ding. Landau-Lifshitz equations, volume 1 of Frontiers of Research with the
Chinese Academy of Sciences. World Scientiﬁc Publishing Co. Pte. Ltd., Hackensack, NJ,
2008.
163
BIBLIOGRAPHY
[54] S. Gustafson, K. Nakanishi, and T.-P. Tsai. Scattering for the Gross-Pitaevskii equation.
Math. Res. Lett., 13(2-3):273–285, 2006.
[55] S. Gustafson and J. Shatah. The stability of localized solutions of Landau-Lifshitz equa-
tions. Comm. Pure Appl. Math., 55(9):1136–1159, 2002.
[56] F. B. Hang and F. H. Lin. Static theory for planar ferromagnets and antiferromagnets.
Acta Math. Sin. (Engl. Ser.), 17(4):541–580, 2001.
[57] F. Hélein. Régularité des applications faiblement harmoniques entre une surface et une
variété riemannienne. C. R. Acad. Sci. Paris Sér. I Math., 312(8):591–596, 1991.
[58] F. Hélein. Harmonic maps, conservation laws and moving frames, volume 150 of Cambridge
Tracts in Mathematics. Cambridge University Press, Cambridge, second edition, 2002.
Translated from the 1996 French original, With a foreword by James Eells.
[59] L. Hörmander. The analysis of linear partial differential operators I. Classics in Mathe-
matics. Springer-Verlag, Berlin, 2003.
[60] A. Hubert and R. Schäfer. Magnetic domains: the analysis of magnetic microstructures.
Springer, 1998.
[61] C. A. Jones, S. J. Putterman, and P. H. Roberts. Motions in a Bose condensate V. Stability
of solitary wave solutions of non-linear Schrödinger equations in two and three dimensions.
J. Phys. A, Math. Gen., 19(15):2991–3011, 1986.
[62] C. A. Jones and P. H. Roberts. Motions in a Bose condensate IV. Axisymmetric solitary
waves. J. Phys. A, Math. Gen., 15(8):2599–2619, 1982.
[63] C. Josserand, Y. Pomeau, and S. Rica. Coexistence of ordinary elasticity and superﬂuidity
in a model of a defect-free supersolid. Phys. Rev. Lett., 98(19):195301.1–195301.4, 2007.
[64] J. Jost. Riemannian geometry and geometric analysis. Universitext. Springer-Verlag,
Berlin, ﬁfth edition, 2008.
[65] Y. S. Kivshar and B. Luther-Davies. Dark optical solitons: physics and applications. Phys.
Rep., 298(2-3):81–197, 1998.
[66] A. M. Kosevich, B. A. Ivanov, and A. S. Kovalev. Magnetic solitons. Physics Reports,
194(3-4):117–238, 1990.
[67] P. Koskela, J. J. Manfredi, and E. Villamor. Regularity theory and traces of A-harmonic
functions. Trans. Amer. Math. Soc., 348(2):755–766, 1996.
[68] S. G. Krantz and H. R. Parks. The geometry of domains in space. Birkhäuser Advanced
Texts, Basel Textbooks. Birkhäuser Boston Inc., Boston, MA, 1999.
[69] O. A. Ladyzhenskaya and N. N. Ural’tseva. Linear and quasilinear elliptic equations.
Translated from the Russian by Scripta Technica, Inc. Translation editor: Leon Ehrenpreis.
Academic Press, New York, 1968.
[70] M. Lakshmanan and M. Daniel. On the evolution of higher dimensional Heisenberg con-
tinuum spin systems. Physica A: Statistical and Theoretical Physics, 107(3):533–552, 1981.
[71] L. Landau. Theory of the superﬂuidity of Helium II. Phys. Rev., 60(4):356–358, 1941.
[72] L. Landau and E. Lifshitz. On the theory of the dispersion of magnetic permeability in
ferromagnetic bodies. Phys. Z. Sowjetunion, 8:153–169, 1935.
[73] N. N. Lebedev. Special functions and their applications. Revised English edition. Translated
and edited by Richard A. Silverman. Prentice-Hall Inc., Englewood Cliﬀs, N.J., 1965.
164
BIBLIOGRAPHY
[74] F. Lin and J. Wei. Traveling wave solutions of the Schrödinger map equation. Comm. Pure
Appl. Math., 63(12):1585–1621, 2010.
[75] P. I. Lizorkin. (Lp, Lq)-multipliers of Fourier integrals. Dokl. Akad. Nauk SSSR, 152:808–
811, 1963.
[76] P. I. Lizorkin. Multipliers of Fourier integrals in the spaces Lp, θ. Proc. Steklov Inst. Math.,
89:269–290, 1967.
[77] M. Mariş. Traveling waves for nonlinear Schrödinger equations with nonzero conditions at
inﬁnity. Preprint http://arxiv.org/pdf/0903.0354v1.
[78] M. Mariş. Nonexistence of supersonic traveling waves for nonlinear Schrödinger equations
with nonzero conditions at inﬁnity. SIAM J. Math. Anal., 40(3):1076–1103, 2008.
[79] H. Mikeska. Solitons in one-dimensional magnets with various symmetries. In J. Bernasconi
and T. Schneider, editors, Physics in one dimension. Proceedings of an international con-
ference,Fribourg, Switzerland, August 25-29, 1980, pages 153–156. Springer Series in Solid-
State Sciences, 23. Berlin-Heidelberg-New York: Springer-Verlag, 1981.
[80] R. Moser. Partial regularity for harmonic maps and related problems. World Scientiﬁc
Publishing Co. Pte. Ltd., Hackensack, NJ, 2005.
[81] K. Nakamura and T. Sasada. Quantum kink in the continuous one-dimensional Heisenberg
ferromagnet with easy plane: a picture of the antiferromagnetic magnon. J. Phys. C: Solid
State Phys., 15(28):L1013–L1017, 1982.
[82] A. Ostrowski. On the Morse-Kuiper theorem. Aequationes Math., 1:66–76, 1968.
[83] N. Papanicolaou and P. N. Spathis. Semitopological solitons in planar ferromagnets. Non-
linearity, 12(2):285–302, 1999.
[84] N. Papanicolaou and T. Tomaras. Dynamics of magnetic vortices. Nuclear Physics B,
360(2-3):425–462, 1991.
[85] B. Piette and W. J. Zakrzewski. Localized solutions in a two-dimensional Landau-Lifshitz
model. Physica D: Nonlinear Phenomena, 119(3-4):314–326, 1998.
[86] L. Pitaevskii. Vortex lines in an imperfect Bose gas. Sov. Phys. JETP, 13(2):451–454,
1961.
[87] Y. Pomeau and S. Rica. Model of superﬂow with rotons. Phys. Rev. Lett., 71(2):247–250,
1993.
[88] X. Pu and B. Guo. A note on vortex solutions of Landau-Lifshitz equation. Math. Methods
Appl. Sci., 33(7):874–879, 2010.
[89] R. Rajaraman. Solitons and instantons. North-Holland Publishing Co., Amsterdam, 1982.
An introduction to solitons and instantons in quantum ﬁeld theory.
[90] T. Rivière. Everywhere discontinuous harmonic maps into spheres. Acta Math., 175(2):197–
226, 1995.
[91] T. Sasada. Magnons, solitons, and a critical ﬁeld in the heisenberg ferromagnetic chain
with easy-plane anisotropy. Journal of the Physical Society of Japan, 51(8):2446–2449,
1982.
[92] R. Schoen and K. Uhlenbeck. Boundary regularity and the Dirichlet problem for harmonic
maps. J. Differential Geom., 18(2):253–268, 1983.
[93] A. Schrijver. Theory of linear and integer programming. Wiley-Interscience Series in Dis-
crete Mathematics. John Wiley & Sons Ltd., Chichester, 1986. A Wiley-Interscience Pub-
lication.
165
BIBLIOGRAPHY
[94] J. Schwartz. A remark on inequalities of Calderon-Zygmund type for vector-valued func-
tions. Comm. Pure Appl. Math., 14:785–799, 1961.
[95] L. Schwartz. Théorie des distributions. Publications de l’Institut de Mathématique de
l’Université de Strasbourg, No. IX-X. Nouvelle édition, entiérement corrigée, refondue et
augmentée. Hermann, Paris, 1966.
[96] V. S. Shchesnovich and R. A. Kraenkel. Vortices in nonlocal Gross-Pitaevskii equation. J.
Phys. A, 37(26):6633–6651, 2004.
[97] G. Stampacchia. Le problème de Dirichlet pour les équations elliptiques du second ordre
à coeﬃcients discontinus. Ann. Inst. Fourier (Grenoble), 15(fasc. 1):189–258, 1965.
[98] E. M. Stein. Singular integrals and differentiability properties of functions. Princeton
Methematical Series, No. 30. Princeton University Press, 1970.
[99] E. Tarquini. A lower bound on the energy of travelling waves of ﬁxed speed for the Gross-
Pitaevskii equation. Monatsh. Math., 151(4):333–339, 2007.
[100] P. Topping. The optimal constant in Wente’s L∞ estimate. Comment. Math. Helv.
[101] T. Tsuzuki. Nonlinear waves in the Pitaevskii-Gross equation. J. of Low Temperature
Physics, 4:441–457, Apr. 1971.
[102] H. C. Wente. An existence theorem for surfaces of constant mean curvature. J. Math.
Anal. Appl., 26:318–344, 1969.
[103] S. Yi and L. You. Trapped condensates of atoms with dipole interactions. Phys. Rev. A,
63(5):053607.1–053607.14, 2001.
[104] P. E. Zhidkov. Zadacha Koshi dlya nelineinogo uravneniya Shredingera. (Russian) [The
Cauchy problem for the nonlinear Schrödinger equation]. Soobshcheniya Ob′′edinennogo
Instituta Yadernykh Issledovani˘ı. Dubna [Communications of the Joint Institute for Nuclear
Research. Dubna], R5-87-373. Joint Inst. Nuclear Res., Dubna, 1987. With an English
summary.
[105] P. E. Zhidkov. Korteweg-de Vries and nonlinear Schrödinger equations: qualitative theory,
volume 1756 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2001.
166
