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Abstract
Organotypic cancer cell cultures combined with modern imaging technology
have greatly expanded the possibilities of in vitro cancer research and drug
development. In fact, imaging and subsequent image analyses have become
a main component for high content screening in early stage drug discove-
ry. The scale of such screening campaigns is rapidly growing, while at the
same time, cell cultures become increasingly complex and now also include
multicellular organoids in three-dimensional cultures. As a result of these
imaging experiments, large amounts of image data are generated, posing
ever-increasing demands to the related analysis methodology. In this doc-
toral thesis, novel and efficient statistical methods are introduced to meet
these demands, spanning a variety of research topics in both statistics and
machine learning. As a starting point, the preprocessing and segmentation
of the image data are described, leading to the statistical analysis of treat-
ment effects through descriptive features of the multicellular structures. A
novel flexible finite mixture regression model is introduced in this context
to account for the intra-tumor heterogeneity in the cultures. To gain a mo-
re direct interpretation for the treatment effects, an unsupervised analysis
sequence is proposed leading to the phenotypic grouping of the cell structu-
res. This is achieved by using a selected set of feature principal components
as inputs for clustering algorithms. Finally, the problem of global level no-
velty detection is formulated and tackled with permutation tests. While the
feature analysis and clustering approaches deal with very specific applica-
tions, the flexible FMR and global level novelty detection methods represent
more abstract problems that are inspired by the challenges in image analy-
sis but are not directly motivated by them. The application of all methods is




Organotyyppiset syöpäsoluviljelmat ja moderni kuvantamisteknologia ovat
merkittävästi lisänneet syövän tutkimisen ja lääkekehityksen mahdollisuuk-
sia in vitro -ympäristössä. Kuvantamiskokeiden tuotteena syntyy suuria mää-
riä kuvamuotoisia aineistoja, jotka asettavat alati kasvavia vaatimuksia ana-
lyysimenetelmille. Tässä väitöskirjassa esitellään uusia ja tehokkaita tilas-
tollisia menetelmiä vastaamaan näihin haasteisiin. Menetelmät kosketta-
vat laajasti erilaisia tutkimusongelmia sekä tilastotieteen että koneoppimi-
sen aloilta. Tarkastelu aloitetaan kuva-aineistojen esikäsittelyyn ja segmen-
tointiin sopivista menetelmistä, jonka jälkeen käsitellään lääkeaineiden vai-
kutusten mallintamista syöpäsolurakenteita kuvailevien piirteiden avulla.
Kasvaimen sisäisen heterogeenisyyden huomioonottamista varten esitellään
uusi joustava latenttien luokkien regressiomalli. Suorempi menetelmä lääk-
keiden vaikutusten arvioimiseksi johdetaan ryhmittelemällä solurakenteet
niiden fenotyyppejä vastaaviin luokkiin ohjaamattomilla menetelmillä.
Tämä saavutetaan käyttämällä rakenteita kuvaavien piirteiden pääkompo-
nentteja muuttujina ryhmittelyalgoritmeille. Lopuksi määritellään globaalin
tason puoliohjattu poikkeavien havaintojen tunnistusongelma, jonka rat-
kaisuksi esitellään permutaatioperiaatteeseen perustuvia testejä. Kuvaile-
vien piirteiden ja niistä johdettujen fenotyyppiryhmien analysointiin esitel-
lyt menetelmät liittyvät erityisesti käsiteltyyn sovellukseen, kun taas jousta-
va latenttien luokkien regressio ja poikkeavien havaintojen tunnistusongel-
ma ovat luonteeltaan yleisempiä ja enemmänkin kuva-analyysin inspiroimia
menetelmiä. Riippumatta menetelmien luonteesta niiden kaikkien sovelta-
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This thesis introduces novel statistical methodology inspired by the analysis
of high-content imaging data from cancer cells and – most importantly –
the three-dimensional structures such cancer cells form in so-called “organ-
otypic cell cultures”. These datasets are the result of cell culturing experi-
ments where the main goal is to either study the efficacy of various drugs or
to further the understanding about the disease itself. A wide scope of prob-
lems is associated with the analysis of these data, ranging from the initial
pre-processing of the images to the final estimation of the treatment effects.
While some of the methods in this thesis are directly designed to meet these
challenges, the others tackle problems that are more general in nature and
have applications beyond the field of cell-based imaging.
This thesis consists of an introduction and four publications. The intro-
duction outlines the main steps in the analysis of the imaging datasets and
considers the developed methods in this context. The focus is placed on the
main results of the publications and in their application, without delving too
deeply into their technical details. A summary of the broad research field is
given and the contributions of the developed methodology are discussed in
relation to this wider context.
This introductory part is organized as follows. In Chapter 1, a brief intro-
duction to cell culturing and the related methodological challenges is given.
The chapter is ended with a description of an example dataset that is uti-
lized in the following chapters for illustrative purposes. Chapter 2 concerns
the pre-processing of the image data, including both the segmentation of
individual multicellular structures and their morphological characterization
with numerical features. Chapter 3 presents various approaches to treat-
ment effect estimation based on the extracted image features. A novel flex-
ible finite mixture regression model is introduced in this context. Chapter 4
considers the novel problem of global level novelty detection and its utility
in the cell culture image analysis. Finally, the Introduction is concluded with
a brief summary of the main findings of the thesis in Chapter 5.
1.1 A biological model for cancer
Organotypic cancer cell cultures accompanied with efficient imaging tech-
nology have become a routine practice in modern laboratories to study the
behavior and treatment of cancers in vitro [18, 29, 57]. This is now widely
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accepted as a superior alternative to the two-dimensional cell cultures on ar-
tificial plastic plates. Under latter conditions, cells typically do not form any
tissue-like structures but are mainly concerned with proliferation (cell divi-
sion and growth). In contrast, cells cultured in extracellular matrix (ECM)
form complex multicellular structures with distinct morphologies that di-
rectly relate to the behavior and characteristics of the disease [41]. For
instance, Härmä et al. [25] associate round and consistent structures to be-
nign and non-aggressive tumors. In contrast, structures with invasive out-
reaching “appendages” and irregular, inconsistent shapes are considered as
indicators of malignant and invasive growth. By observing and quantifying
these different morphologies, new insight on the mechanics of cancer and
on the effects of treatments can be obtained, given that the required analysis
methodology is available.
The representativeness of the cell cultures is naturally a critical ques-
tion: how well do the artificial conditions in the laboratory resemble the
true tumor micro-environment in the patient? As in many other fields of
technology, huge advances have been made in this regard during the last
decade. The majority of cell culturing has been traditionally performed on
rigid and flat plastic substrates, in an essentially two-dimensional environ-
ment [18]. Now, this setup is widely considered suboptimal, as the cells
are able to form multicellular structures but lose many crucial properties
such as differentiation and cell-to-cell communication [25]. By the time
the research towards this thesis was started, three-dimensional cell models
had been established providing greatly improved relevance compared to the
traditional monolayer cultures [29]. In these 3D micro-environments, cells
are able to differentiate and freely grow into the surrounding ECM form-
ing truly three-dimensional organoids that resemble similar structures that
are observed in clinical tumors from real patients. The recent developments
in cell models largely build onto this 3D-approach and aim at adding new
components to the environment. A real tumor does not grow in a void but is
instead surrounded by other cell types such as inflammatory immune cells
and endothelial cells which form blood vessels. Arguably most important
of these are the so-called stromal tissues, such as cancer-associated fibrob-
lasts (CAFs) [85] that form the connective tissue of tumors and surround
the actual tumor cells or organoids. Further improved clinical relevance is
thus obtained in 3D co-culture models, where CAFs are introduced to the
environment together with the cancer cells. The most recent advances how-
ever, relate to the actual cells that are utilized for in vitro cultures. Tradi-
tionally, the cultures rely on so called cancer cell lines that are originally
extracted from real tumors, but are highly adapted by selection in vitro to
behave particularly well under laboratory conditions [54]. These cell lines
have also acquired additional genetic mutations that are not related to the
original tumors from which they were isolated, therefore their relevance for
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the actual disease is diminished after decades of in vitro culture. Examples
include the human prostate carcinoma cell lines PC3 [39] from 1979 and
DU-145 [73] from 1978, and the prostate adenocarcinoma cell line LNCaP
[32] from 1977. Over the years, cell lines have brought enormous insights to
the field and have formed a standard for both method and treatment com-
parisons. One of the promises of these organotypic models however, also
relates to personalized medicine: if patient-specific samples could be effi-
ciently and robustly cultured in the laboratory, this could greatly contribute
towards more customized and optimal treatment [18, 49, 54]. One of the
first steps towards this goal in the 3D-environment have now been taken in
Publication II using so called patient-derived xenograft (PDX) cultures that
utilize cell material directly extracted from the patient. These are essentially
co-cultures, since the samples naturally contain both tumor and fibroblast
cells. Publication II presents a multidisciplinary examination of the biologi-
cal, technical and computational aspects involved in the design and analysis
of a non-small cell lung carcinoma PDX experiment in the 3D-environment.
Finally, examples of the image data obtained from the various 3D models
are illustrated in Figure 1.1 while the increasing number of publications in
the field is illustrated in Figure 1.2.
There is no single approach to conducting 3D culturing experiments, but
instead, the type of the resulting image data depends on the adopted labo-
ratory practices and the utilized equipment. Next, we give a general outline
of the cell culture and imaging practices leading to the specific kind of data
that this thesis is focused on. A more detailed description of the procedure is
provided by Härmä et al. [26]. The cells are cultured on plastic plates con-
taining multiple wells, ranging generally from 96 to 384 wells per plate. The
cells inside a given well are subjected to consistent growth conditions, thus
on a 96-well plate one could in theory test 96 different drugs. In the case
of three-dimensional cell cultures, this requires also the deposition of equal
amounts of extracellular matrix into each well, and seeding identical num-
bers of cells into the matrix of every well (approximately 750 to 1000). After
a growth period of around 10 days (for PC3 cells), the three-dimensional
cultures are ready to be imaged with a confocal microscope. Data could
be collected also from earlier time points if longitudinal measurements are
sought for. Instead of taking a single image of a given spot, the microscope
images multiple cross-sectional slices of the culture at varying vertical levels
in order to capture as much of the material as possible. This results in an
image stack that is, in a sense, a three-dimensional observation of the entire
culture at the location of imaging. However, the resolution of the images
as well as the number of images forming a stack is usually far too low for a
true 3D representation of the cultures, as is also the case with the datasets
considered here. A full 3D representation is however not required, since we
































































































































Figure 1.2: Yearly number of publications in the cancer 3D culturing field. The
data was collected by counting the number of hits in the Web of ScienceTM publication
search. In order to be counted in, the articles needed to include the words “3D”, “cancer”
and “cell” in their title, abstract or in the listed keywords. Three additional search
words “culture”, “co-culture” and “patient-derived” were tested to produce the plotted
data.
whether they form invasive structures (appendages) or not. Consequently,
the focus of this thesis is limited only to the analysis of two-dimensional
projections of the stacks. Specifically, from a set of pixels located on top of
each other in the stack, the pixel with the highest brightness is chosen for
the final projected image. This is known as maximum-intensity projection or
simply max-projection. The three example images in Figure 1.1 are obtained
exactly this way. While it is acknowledged that relying on such a projection
risks losing some of the information content in the original stack, it is consid-
ered a justifiable sacrifice in the high-throughput setting: the 2D-projections
are computationally more manageable, while possible biases resulting from
the simplification are considered negligible in large datasets. The problem
is further alleviated by the fact that the structures are initially seeded in an
approximately 2D-plane embedded between two layers of the extra-cellular
matrix (ECM), thus aiming to minimize the chance of possible vertical over-
lap.
The grayscale images considered here are represented as matrices, where
0 denotes a fully black pixel and 1 a fully white pixel. Any values between
0 and 1 then define the various shades of gray. These values are hereafter
simply referred to as pixel values or pixel intensities.
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1.2 Data-analytical challenges
The growing complexity of the cell models has placed ever-increasing de-
mands on the related analysis methodology. While a wound-healing assay
on a monolayer 2D culture could be addressed with simple measurements
of culture area [27], a 3D co-culture assay requires much more detailed ap-
proaches. The sequence of images A-C in Figure 1.1 clearly demonstrate
this gradual increase in difficulty. The three-dimensional organoid struc-
tures formed by PC3 cells shown in A are more or less coherently shaped
and sized, and can be visually distinguished from each other with relative
ease. The main interest in the analysis of such data would revolve around
the characterization of the structures’ morphologies and how these are af-
fected by different drug treatments. Similar goals can also be sought when
tackling the data in B, but with the additional considerations that relate to
the typical branching fibroblast structures. In addition to individual anal-
yses of the two cell types, extra effort has to be placed on understanding
their interaction. As in image B, the patient-derived cells in C form a co-
culture of cancer cell structures and cancer-related fibroblasts but with one
crucial difference: the two cell types are not labeled with differing colors
that would allow for easy separation of the cell classes. Hence, an addi-
tional analysis step is needed to achieve the classification of the complex,
and often interlaced, multicellular structures.
As will become evident in the later chapters of this thesis, cancer cell
imaging has both required and inspired a great deal of research in both
statistics and computer sciences. We categorize the methods described in
the literature to three key steps: 1) image processing, 2) feature extrac-
tion and 3) feature analysis. Image processing in this context means the
thresholding and segmentation of the image, that is the separation of im-
age foreground from the background and defining the outlines of individual
structures. Segmentation is followed by feature extraction where a set of
numeric measurements are extracted from the obtained objects. These fea-
tures can then be analyzed with conventional statistical learning methods,
for instance to estimate treatment effects. The methods discussed in this
thesis touch all of these three steps but concentrate mostly on the statistical
analysis of the features.
Despite the variability in the culturing methods, imaging tools and study
designs, what is common to all kinds of high-content cell culturing imaging
experiments are the challenges related to both the quality and quantity of
the images. We further elaborate on these two issues before moving on to
describing the example dataset. The 3D-cell culture experiments produce
large volumes of data. The number of individual images, such as those
shown in Figure 1.1, is measured in hundreds if not thousands of (stacks
of) images per experiment, each containing tens of individual multicellular
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structures to analyze (see for instance [26, 27]). Computational efficiency is
required of the related methodology to make the analysis of these large scale
datasets feasible, especially if high experimental throughput is desired. Fur-
thermore, due to the highly variable nature of the original image data and
possible imperfections in the applied processing algorithms, the large set of
cell structures is likely to contain artifacts of various kinds. Some examples
of such aberrations are shown in Figure 4.2, the contents of which are de-
scribed in more detail in the related chapter. Similarly to extreme outliers
in least-squares regression, these exceptional structures can distort the later
analyses if not correctly addressed.
1.3 Description of the example PC3 dataset
To demonstrate the developed methods in practice, we refer to a PC3 prostate
cancer cell line dataset containing 3120 grayscale 512x672 -resolution max-
projected images, similar to those in Figure 1.1 A. The cells were cultured on
multiple 96-well plates, with only the central 60 wells utilized for the exper-
iment to exclude any possible edge effects. A total of four non-overlapping
images were taken from each well, resulting in a total of 240 images per
plate. Härmä et al. [25] describe the behavior of the PC3 cell line: When
left untreated, the PC3 cells initially form well rounded and differentiated
organoids, up until day 8 or 9 of cell cultures. After day 8-9, these increas-
ingly large structures spontaneously transform into highly invasive pheno-
types with many multicellular appendages rapidly invading the surrounding
matrix. Such multicellular or “collective” invasion is typical for prostate can-
cers and also observed in other cell lines. This active and invasive behavior
results in complex and highly variable data, consisting of multiple distinct
cell structure phenotypes. These properties make the PC3 cell line a partic-
ularly relevant model for studying cancer invasion and heterogeneity.
The data consist of two independent parts, a longitudinal one gathered
over multiple days in homogeneous conditions, and a cross-sectional study
containing only endpoint results but with multiple treatments. More details
of these two parts are listed in Table 1.1. These data allow us to investi-
gate both the dynamic behavior of the PC3 cultures over time and the po-
tency of anti-cancer treatments in possibly controlling the invasion of the
cell line. The cross-sectional part of the dataset has been analyzed previ-
ously by Härmä et al. [27] and used as an example in Publications I and
III. The longitudinal part is so far unpublished. The cultures were imaged
using a Zeiss Axiovert 200M spinning disk confocal microscope with a Yoko-
gawa disc, after which the resulting image stacks were compressed to the 2D
images using maximum projection. In the cross-sectional part, each drug-
dose-combination was replicated in at least three different wells.
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Part Cross-sectional Longitudinal
Number of plates 6 1
Number of images 1440 1680
Times of imaging Day 10 Days 1, 4, 5-8 and 11
Tested treatments 28 drugs and a control No treatments
in four doses
Cell structures ≈ 30,000 ≈ 10, 000
Table 1.1: Details of the two parts of the example dataset. The accurate number of
individual cell structures to analyze depends on the chosen pre-processing steps.
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2 Image data pre-processing
Ljosa and Carpenter [47], and Shamir et al. [69] describe the typical work-
flow associated with the statistical analysis of cell-based images. Instead of
directly analyzing the raw pixel-format data, the images are first processed
in order to obtain the regions of interest after which the analysis is based
on their extracted features. This chapter considers these preliminary steps
in the context of 3D cancer cell cultures.
2.1 Segmentation
Segmentation is a crucial step in image analysis concerning distinct objects,
such as individual cells or multicellular structures [17, 70]. The goal of this
procedure is to determine which pixels belong into which object (and which
to the background). Some segmentation methods can be directly applied to
the pixel data, however it is common to first aim at separating the image
background (empty space) from the foreground (space occupied by the cul-
ture). This is commonly called thresholding. The found foreground can then
be split into the individual regions of interest with a suitable segmentation
method. We will now briefly summarize the thresholding and segmenta-
tion approaches adopted in the cell-based imaging literature and propose
an efficient candidate for the particular type of data considered here.
As described by Chaki et al. [9], thresholding methods are used for find-
ing a suitable cut-point for the pixel values, either locally for neighborhoods
of pixels, or globally for the whole image. Local methods, such as the Bradley
[6] and Niblack [55] algorithms, look at each single pixel at a time and de-
cide its label based on its local neighborhood. In contrast, global approaches
consider the complete pixel intensity distribution to find a suitable common
threshold value for the whole image. Examples of this latter approach in-
clude the methods by Li [46], Otsu [56] and Tsai [79]. Both local and global
methods have been used in cell-based imaging, for example Niblack by Di
et al. [16], Li by Hoque et al. [31], and a modification of Tsai’s method by
Härmä et al. [26, 27]. Thresholding is sometimes applied directly to the raw
images, however it is common to first seek to improve and standardize the
image quality with various filters. Typical examples of such operations are
the median filter to reduce the possible background noise (see for example
[16]) and the rolling ball filter to account for imbalanced luminance in the
image (see [31]).
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After thresholding, the individual objects are defined from the image
foreground. This step is trivial if the objects are disjoint, however this is
rarely the case with the multicellular structures that are often either touch-
ing or even merging to form larger superstructures. To divide such joined
regions in the image is a challenging problem that often lacks an objectively
optimal solution. A popular method for the task is the watershed algorithm
[82] that seeks to split the foreground along the lowest pixel values. This
is a sensible approach, if the structures are bright in the middle but darker
around their edges. If these characteristics apply in the original image data,
the watershed method can be applied directly, thus skipping the threshold-
ing step entirely (see for instance [48]). To apply watershed to a thresholded
image however, we first form the distance map of the image foreground, that
is, the image where each pixel value represents the distance to the nearest
background pixel. Here, the watershed separates objects that are connected
only by a small number of pixels. This approach has been widely adopted in
the literature, recent examples being the works of Åkerfelt et al. [1], Härmä
et al. [25, 26, 27], Park et al. [59] and Wang et al. [83]. This is also the
course of action we have taken here based on the findings in Publication II,
which we will soon describe in more detail.
As a side note, all previously cited approaches consider only the analysis
of 2D images, however a truly 3D analysis of the original stack data could
still be desirable in occasions where high accuracy and detail is valued over
computational efficiency and high-throughput. Such 3D segmentation ap-
proaches have been considered by Bilgin et al. [4] and Robinson et al. [64].
To summarize, the images are typically pre-processed with multiple dif-
ferent methods that are intended to tackle specific tasks. These tasks are
highly data-specific and thus it is difficult to propose an all-purpose solution
– even to the seemingly limited field of 3D cancer cultures – while maintain-
ing a reasonable level of efficiency and simplicity. Consequently, the amount
of proposed approaches is vast. Furthermore, it is not uncommon in the cell
culture literature to leave the details of the image segmentation unaddressed
and simply cite the utilized software, raising some concerns about the repli-
cability of the research results. Examples of frequently used open-source
software include the BioimageXD [40], BisQue [45], CellProfiler [37], Icy
[14] and ImageJ [66]. A dedicated solution for high-throughput 3D culture
analysis is provided by AMIDA [26]. These tools contain the most common
image analysis operations by default and most of them can be extended with
additional methods if needed.
To segment the example PC3 dataset, we utilize the method suggested
in the original publication II, considering the analysis of patient-derived 3D
cultures. Here, the image quality was found to pose considerably more
challenge than the traditional cell line experiments due to weakened cell
staining. As none of the existing approaches yielded acceptable results, the
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A B C D E
Figure 2.1: Segmentation steps for the PC3 dataset. A: A part of a raw image
containing multiple multicellular structures with varying phenotypes B: Local entropy
-filtered image C: Thresholded image i.e. the image mask D: Distance map of the image
E: Final segmentation result after applying watershed.
thresholding of these data required novel measures. Inspired by the paper
by Robinson et al. [64], local entropy filtering was introduced as a standard-
izing step into the analysis. The filter was found extremely effective at high-
lighting the image foreground while standardizing the possible differences
in foreground brightness. The filtering was followed by the global Otsu’s
thresholding [56] to extract the image foreground. In combination, these
two steps were found to provide a simple, yet powerful solution to image
thresholding. Their superiority was shown by comparing their performance
against a set of conventional methods in a manually obtained ground truth
dataset. The final segmentation was then obtained with the conventional
method of applying the watershed algorithm to the distance map of the fore-
ground. In addition to the PDX data, the method was also found to work
well also on the cell line data that was utilized in the paper for validation
purposes.
Figure 2.1 illustrates the segmentation of the example PC3 data. Panel
A shows a 150x512 pixels detail of one of the images in the dataset. Both
round and invasive phenotypes are visible. A few clearly individual struc-
tures are present, while the rest are located adjacent to each other and are
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possibly in the process of merging. Panel B demonstrates the effect of the
local entropy filter on the images. Image foreground is homogeneously illu-
minated regardless of the brightness differences in the original image, mak-
ing the actual thresholding task relatively easy. Panel C shows the obtained
thresholding result after applying Otsu’s method to the local entropy filtered
image. In panel D, a distance map has been formed, depicting each pixels
distance to the nearest background pixel. Finally, in panel E, the individ-
ual structures are segmented by applying the watershed algorithm to the
distance map. As can be seen in this final panel, watershed has separated
the formation in the middle of the image into two distinct structures, while
the structure above it, seemingly consisting of two separate spheroids, has
been kept as a single object. This behavior can be influenced by chang-
ing the metric in the distance map and by tweaking the parameters of the
algorithm. However, the desired end result remains highly subjective and
problem-specific.
After applying the described segmentation procedure, a total of 72894
individual objects were identified in the example PC3 dataset. This number
is reduced to 42915 after removing both very small objects (less than 100
pixels in size) and objects that lie partly outside the image boundaries (over
25% of the perimeter on the image border). The removed small objects are
likely to be individual cells, cell fragments (debris) or simply segmentation
artifacts that are not of interest here. Similarly, it is difficult to draw reliable
conclusions from structures that are not fully captured in the images.
2.2 Feature extraction
As described by Ljosa and Carpenter [47], and Shamir et al. [69], the anal-
ysis of the individual objects of interest is based on set of numeric features,
measured from the raw pixel data. The goal of this feature extraction is to
represent the otherwise intractable data in a coherent and standardized for-
mat without a loss of information. In other words, a fixed set of numeric
measurements are made for each object and collected into a data matrix,
which can then be analyzed with known statistical learning methods. For
example, one could measure the width and height of a multicellular struc-
ture to get an idea of its general shape and size. If width and height were
the only biologically interesting characteristics of these structures, the re-
sulting feature dataset would then describe the original images without a
loss of (biologically relevant) information. In this section, we briefly outline
the types of features that are commonly used in the analysis of cell-based
images and describe the suggested feature set for the 3D cancer cell culture
data considered here.
The previously mentioned height and width are examples of features
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that are readily interpretable and meaningful as such. By studying their
distributions in the data, one could gain understanding of the general size
and shape of the observed structures and estimate the effects different treat-
ments might have on these characteristics. For the purposes of this chapter,
we will refer to these types of measures as descriptive features. On the other
hand, one could consider features that do not allow an immediate inter-
pretation but would still be informative to a learning algorithm, such as a
random forest [7, 28] or a support vector machine [28, 81]. As an example,
one could calculate some higher order central moments of the pixel intensi-
ties to represent the general texture of the structure. Here, we refer to these
to types of measurements as nondescriptive features.
A vast collection of features has been developed for 2D images, however
there are some guidelines that limit the number of sensible choices for char-
acterizing the multicellular cell structures in our example dataset. Firstly,
the features should be rotation-invariant, since the alignment of the objects
is not informative. This represents a clear difference to many common im-
age analysis problems, such as the recognition of human facial expressions or
written characters, where different alignments can relate to different moods
or can make the difference between the letters “L” and “V”. Secondly, the fea-
tures should not depend on the general luminosity of the objects as this can
vary based on their position in the well and on other non-biologically rele-
vant factors. Furthermore, the same biological characteristics can be shared
by a multitude of seemingly differently shaped structures. For instance, two
structures, one with three appendages and the other with four, would be
considered very similar biologically and should thus be represented with
matching feature values. Again, this is a clear difference to optical charac-
ter recognition, where the letters “X” and “T” should be distinguishable in
their features.
For the specific case of analyzing multicellular structures with invasive
properties, researchers have considered mainly descriptive features. Härmä
et al. [26, 27] and Åkerfelt et al. [1] utilized the feature set of the imag-
ing software AMIDA that contains measurements of for instance the area,
roundness, density and the appendages of the spheroids. These features re-
late to high level characteristics, such as invasion and differentiation. To
investigate more detailed lower level qualities, Park et al. [59] used mea-
surements related to the cell nuclei, structure shape and the staining in-
tensity of the structures. In the broader scope of cell-based imaging and
high content screening, the variety of research problems and the number of
proposed approaches to solve them is naturally greater. However, when it
comes to nondescriptive features the publications in the field (for instance
[5, 23, 53]) tend to use features of very general nature, instead of focus-
ing on more problem-specific attributes. As implied by Shamir et al. [69] in
their review paper on pattern recognition in biological imaging, this is not
23
necessarily a critical issue, on the condition that the features are intended
to be used as inputs for supervised learning algorithms. In fact, the authors
state that using a broad set of features can support the generalizability of
such a method. Examples of widely used general image features include the
Zernike moments [76] and the Haralick texture features [24], both utilized
for instance by Boland and Murphy [5], Loo et al. [48] and Wang et al. [83].
While such features have proven powerful in supervised learning, the possi-
ble excess, biologically irrelevant information they contain can have adverse
effects in unsupervised learning, such as clustering [71]. This was an im-
portant consideration when designing the approach proposed in Publication
I, which we will next look into in more detail.
The motivation for publication I was to develop a data-driven method
to characterize the morphologies of the multicellular structures in a given
study. As these morphologies of interest are not always clearly identified
and can even change from study to study depending on the questions at
hand, an unsupervised approach was preferred that could be easily adapted
to various settings. To facilitate this goal, extra care was taken to choose
and develop nondescriptive features that would be meaningful in this con-
text. Three general characteristics were named as important to determine
the phenotype of a cell structure: its size, shape and texture. Size is easily
measured by calculating the number of pixels in the objects while the other
two aspects require more attention.
As described by Härmä et al. [25], the PC3 cultures typically follow a se-
quence of morphological changes that start from round, consistently shaped
structures that develop to “stellate” or star-shaped objects and finally trans-
form to completely irregular forms. As these changes are a sign of invasive
behavior that an efficient treatment should suppress, it is highly important
that they are quantitatively captured in the extracted features. Considering
that the structures are initially approximately round, the deviation of the
structure’s outline from an ellipse is a natural measurement of invasion. A
more detailed approach would however be required to detect the develop-
ment of appendages and general roughness in the outline. As a novel con-
tribution in Publication I, principal curve -based features were introduced.
A closed principal curve[2] is fitted on the outline, giving a smooth approx-
imation of the shape. If a large difference between the observed and the
fitted shape is not measured, the structure is likely to have a smooth out-
line. In contrast, rough borders and appendages result in clear deviations
between the shapes, which are then captured in the extracted features.
As in shape, the cell structures also display changes in texture as they
go through their transition towards the invasive phenotypes. Well differ-
entiated and therefore benign PC3 cell structures initially display a hollow
interior that then increasingly becomes filled up by cells when the culture























Figure 2.2: Cell structures sorted based on descriptive features. Area: Number of
pixels in the structure Complexity: Measure of shape’s irregularity CH fit: Complex
hull fit statistic SD: Standard deviation of the pixel values.
like initially hollow rings that start filling up with material. In the final stages
of this transition, individual cells would become visible in the surface. A set
of texture features were proposed, that were based on the local distribution
of pixels in the image, namely their first four standardized moments: mean,
variance, skewness and kurtosis. These measurements were calculated both
in very small pixel neighborhoods and larger regions, to capture texture both
in the level of individual cells and in the overall structure.
In addition to the features considered in Publication I, we also extract
a set of additional descriptive features from the structures in the PC3 ex-
ample dataset for demonstration purposes. To aid the interpretation of the
these features, we refer to Figure 2.2, containing a set of cell structures
ordered by their measured feature values. Complexity was shown in the
co-authored publication of Härmä et al. [27] to be a powerful measure of
shape’s general regularity. The feature is defined as the residual of the linear
model log(O) = β0 + β1 log(A) + e, where O is the length of the outline, A
is the area of the structure, e is the residual and the parameters β0 and β1
are estimated from the data. This feature is closely related to the compact-
ness and roundness measures often used in the literature (see for instance:
[59], [26]). Convex hull fit (CH fit) measures convexity of the shape and
ranges between 0 and 1. In practice, this measure correlates strongly with
the shape’s complexity, however the two features disagree when considering
objects with pronounced appendages but otherwise regular shapes, or vice
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versa, structures with no clear appendages but irregular shapes. Entropy is
the standardized entropy of the pixel intensities and provides a brightness-
and size-invariant measure of the shape’s texture. Low entropy relates to
structures with very few distinct pixel values, while entropies close to 1 are
measured from structures with very heterogeneous textures. Finally, local
sd measures the average of the local variances in the texture. High local
variances are observed when the object’s surface is very rough, while low
values indicate relatively smooth texture patterns. Finally, structure’s area
is simply measured by the number of pixels. These five features alone pro-
vide a powerful basis for many analyses, while retaining easy interpretation.
For instance, cell structures exposed to an invasion-inhibiting drug would be
expected to demonstrate decreased complexity and increased convex hull fit
when compared to a control treatment.
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3 Estimating treatment effects
The goal of the cell culture experiments is often to assess the effects that
various treatments or other interventions have on the tumor cells. This is
achieved by analyzing the extracted features. A direct comparison is possible
if the features are descriptive in nature, while others could be used as inputs
in further analysis such as clustering, classification or dimension reduction.
In this section, we discuss the various approaches available for treatment
effect analysis. A novel flexible finite mixture regression model is introduced
in this context.
3.1 Comparisons of treatments based on location
statistics
Given a set of descriptive features, such as those considered in Figure 2.2,
one can easily study the marginal effects of treatments of interest against
the control. By “marginal” we mean the comparisons of single location esti-
mates, such as the means. In Figure 3.1 such a comparison has been made in
the cross-sectional part of the example dataset based on the medians of the
descriptive features. The motivation for collecting these data was to test the
efficacy of 25 novel betulin-derived compounds extracted from the bark of
Finnish birch trees for blocking the invasion of prostate cancer cell cultures.
Three already established drugs, Abiraterone, Enzalutamide and Paclitaxel
were included as references. The heatmap in Figure 3.1 clearly highlights
the Paclitaxel drug and a number of novel compounds, namely the drugs
3-6, 15, 16, 19 and 20, as promising treatment candidates. A clear dose
effect is also seen as the difference to the control grows more pronounced
in higher concentrations of the compounds.
These type of comparisons of location statistics are frequently used in
the literature. For instance, Bilgin et al. [4] measured the changes in mean
elongation and edge length of their segmented cell colonies over time, while
Åkerfelt et al. [1] considered the average growth and number of extensions
in the cancer-associated fibroblasts. While this practice is common, the ap-
plied statistical methods often remain rudimentary in nature and limit to
multiple tests for location and to estimating standard errors for the mean
estimates. However, in addition to the treatment effect, there are multiple
other plausible sources of variation, that could be addressed with more so-






























Area Complexity CH fit Entropy Local SD
Figure 3.1: Estimation of treatment effects based on locations statistics in the
PC3 dataset. Median value of each descriptive feature was calculated for each drug
and compared against the median of the control treatment. Darker colors indicate
improved results compared to the control. Each drug was administered in four concen-
trations that are arranged here side by side in increasing order.
the cell structures cultured on the same plate or in the same well could be
correlated in their behavior. To this end, a mixed effects model was con-
sidered in the co-authored publication by Härmä et al. [27], that included
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random effects to address both the plate-to-plate and well-to-well variation
in the response. The well number was also included as a continuous covari-
ate in order to model the possible systematic trend that could be induced by
the laboratory practices; cell culture experiments include many steps, such
as culturing, feeding and imaging, where the wells are processed row by
row starting from the top left corner and ending to the opposite corner of
the plate. In the end, these additional variables in the model were not found
very important, and were mostly overshadowed by the strong treatment ef-
fects. This is naturally a desirable outcome since it bolsters our confidence
in the biological model and especially in the reproducibility of the results.
However, the additional sources of variation should not by all means be ne-
glected in future studies, if nothing more than for the sake of quality control.
As discussed in the first chapter, the cell culture datasets may contain
extreme outliers that can adversely affect the analyses unless properly ad-
dressed. In the case of the mixed effects model utilized by Härmä et al.
[27], such outliers were however not observed. The use of robust methods
is nonetheless advocated throughout the analyses.
3.2 The challenge of within-culture-heterogeneity
Marginal analyses of descriptive measures provide a simple and efficient
tool for treatment effect assessments, that can, potentially, be extended to
address multiple sources of variation. However, regardless of the complexity
of the chosen statistical model, a fundamental assumption on the nature
of the outcome variable is made, that is, it follows a unimodal distribution
around some average value. In the context of cell structure morphology, this
assumption proclaims that the phenotypic properties of the structures vary
randomly around some specific average phenotype. A biologically sufficient
analysis then only needs to look at the changes in this average induced by
the treatments and other factors. For many purposes, this assumption is
valid and does not oversimplify the biology. However, in the case of cancer
cell structures, it should be met with healthy suspicion.
Cancer heterogeneity [3, 19] is currently a highly important topic in the
overall field of cancer research because it may explain why drugs that proved
effective in the first round of treatment lose their efficacy at recurrence. It
has now been acknowledged, that tumors do not consist of a homogeneous
population of cells but are instead formed by a mixture of populations, possi-
bly differing in the genetic level. At the risk of oversimplifying, a seemingly
efficient treatment could in reality be targeting only a high percentage of
the heterogeneous population of cells instead of completely eradicating the
tumor. The relapsed tumor then consists of only the surviving cells that are
not affected by the previous treatment. Remarkably, this intra-tumor hetero-
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geneity is not limited to clinical samples but is observed even in the highly
standardized cell line cultures. Indeed, the structures formed by the PC3
cells in Figure 1.1A demonstrate highly variable phenotypes despite having
the same clonal origin.
Due to the cancer heterogeneity, an analysis based on the location statis-
tics of the descriptive features might not give an accurate representation of
the culture. In an extreme case, a drug reducing the size of a half of the cell
structures while leaving the other half grow unaffected, might result in a
zero average effect in structure size. More sophisticated approaches would
be needed for the analysis of these possibly multi-modal data.
3.3 Flexible finite mixture of regressions
Finite mixture regression (FMR) provides a framework for dealing with data
that are suspected to originate from a heterogeneous population, or more
precisely, from K latent classes [42, 52]. The simple linear FMR fits a sep-
arate linear regression between the outcome y and the covariate vector
x = (x1, . . . , xp)′ in each latent class, typically with Gaussian errors. In
this case, the full density of the outcome is a mixture of Gaussians:







πk = 1, (3.1)
where φ(y;µ,σ) is the density of the normal distribution with mean µ and
variance σ2, β k is the vector of regression coefficients for class k, σk is the
standard deviation of the error term in class k and πk > 0 is the probability
of membership in class k. The model parameters are then estimated with
the expectation-maximization algorithm [15, 28].
FMR models could prove a viable way to address the within-tumor het-
erogeneity by naturally accommodating the latent cell subclasses into the
analysis. While many problems could be tackled with the linear FMR, more
complicated applications including nonlinear relationships and interactions
between variables could create difficulties. In these cases, it is not straight-
forward to identify the right structure for the linear predictor x ′β k, k =
1, . . . , K; more flexible models would be preferable. For example, consider
the dynamic changes in the convex hull fit feature in the longitudinal part of
the example dataset displayed in Figure 3.2. The cell structures in this part
of the data have not been subjected to treatments and thus undergo their
characteristic unaltered growth processes. As seen in the figure, the distri-
bution of the feature changes over time, but not only in location, but also
in dispersion. Furthermore, the distribution does not resemble a symmetric













Figure 3.2: Change in the distribution of convex hull fit over time in the PC3
dataset The plots show a kernel estimate of the density of the feature. The feature has
been transformed to decrease its skewness. Lower values of the transformed feature
correspond to increased convexity while larger values are associated with deviation
from convexity.
model could provide a good fit for these data, however, to assume a linear
transformation over time might be an error.
In Publication IV, we proposed a flexible alternative for obtaining pre-
dictions with a finite mixture of regressions in settings with large number
of variables. Instead of assuming a rigid structure for the FMR, such as in
equation (3.1), the idea is to find a flexible estimate for the complete mixture
f (y|x ). The goal is therefore not to identify the individual latent compo-
nent means but the full resulting density. This was achieved by combining
two existing ideas: the random forest [7] and a penalized FMR regression
model [72]. Similar more flexible approaches to FMR have been proposed
by Huang et al. [33] and Xiang [84] however with limited applicability to
datasets with multiple covariates due to the curse of dimensionality [28].
Random forest is a powerful learning method that is obtained by averag-
ing an ensemble of binary decision trees, each trained on a bootstrap sample
of the data with randomly selected set of covariates at each branch of the
tree. The method makes minimal assumptions on the shape of the data and
is able to capture arbitrarily complex interactions and nonlinear dependen-
cies between variables. Importantly, each tree in the forest consists of a se-
quence of binary cuts that can be expressed in the form of dummy variables
in the original data. Joly et al. [36] used this representation to compress the
forest by supplying the dummy variables as covariates to a LASSO-penalized
regression model, with the goal of retaining only the most relevant branches
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in the forest. Following this idea, the procedure for flexible FMR is obtained:
1. Fit a random forest on the data and extract the dummy variables cor-
responding to the leaves (final branches) of the trees.
2. Supply the original covariates and the extracted dummy variables as
covariates to a penalized FMR model
The proposed flexible FMR is thus essentially a linear FMR model with the
added dummy variables to account for the possible deviations from linearity.
The dummy variables are extracted only from the leaves of the trees in order
to reduce the computational expense of the model.
While several penalized FMR methods exist [21, 42, 43], the method
proposed by Städler et al. [72] was utilized here due to its ability to effi-
ciently handle a large number covariates and its accessible R-implementation.
The Bayesian information criterion (BIC)[68] is used for selecting optimal
tuning parameters for the random forest and the amount of penalization.
The BIC is calculated as −2l(θ̂ )+ log(n)de, where l(θ̂ ) is the observed max-
imum log-likelihood, n is the number of observations and de is the effective
number of unknown parameters [58]. Here, de = K(p + d + 1+ 1)− 1− q,
where the summands in p + d + 1 + 1 correspond to the dimension of the
β k vector (p), the number of dummy variables (d), σk (1) and πk (1). The
−1 is added due to the sum constraint π1, . . . ,πK = 1 and q is the number
of parameters set to zero due to penalization.
In Publication IV, the method was shown to outperform the linear ref-
erence models in simulation studies that included nonlinear relationships
and interactions, and was found to be able to handle a large number of co-
variates. Furthermore, the method was not greatly influenced by surplus
variables that were not related to the outcome.
To demonstrate the usage of the method, we apply the flexible FMR to
the data in Figure 3.2. Four models are fitted with varying number of latent
classes: K = 1,2, 3,4 using the time point t as the single (continuous) co-
variate. The model with K = 3 produced the best BIC, providing evidence for
the existence of multiple latent classes. Only one dummy variable, I(t > 8),
was retained in the final model while the rest were penalized away in the es-
timation phase. This seems to indicate that there is a relatively large change
in the distribution at the end of the study. Figure 3.3 shows the mixture den-
sities at different time points, as defined by the estimated model. According
to the model, the changes in the feature are not fully understood as a simple
homogeneous location shift, but instead as multiple separate trends. While
perhaps most of the cell structures remain unchanged, a part of them con-
tinue progressing towards higher values of the transformed feature.
The main drawbacks of the flexible FMR compared to its linear competi-
tors are the losses in computational efficiency, interpretability and in appli-
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Figure 3.3: Mixture distributions as estimated by the flexible FMR.
cability to model-based clustering. If a large number of dummy variables
is retained in the final model, it becomes very difficult to understand the
roles of individual covariates in the regression. In a linear FMR, this would
be easily achieved by examining the estimated model parameters. Simi-
larly, linear FMR can also be used for clustering purposes, by looking at the
latent class memberships estimated by the model. In the flexible FMR how-
ever, the introduction of the dummy variables allows for almost arbitrary
label switching between the observations, hence making the final cluster-
ing results meaningless. Because of these two drawbacks, the utility of the
method is reduced to obtaining accurate predictions in the cases where a
lot of dummy variables are retained. As shown in the original publication
however, we are relieved of these issues if the true underlying model is in
fact linear. In this case the flexible FMR model is observed to reduce to a
linear FMR on the original covariates due to penalization. The only suffered
loss is then the increased computational burden.
3.4 Morphological clustering of the multicellular
structures
The previously discussed finite mixture regression approaches provide an
elegant framework for modeling individual features while accounting for
the heterogeneous population. However, trying to understand the full com-
plexity of the cell cultures through a set of models, each addressing a sin-
gle descriptive feature, can be a tedious task. Furthermore, it can be diffi-
cult to construct accurate and informative descriptive features for the more
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complex and perhaps abstract characteristics of the cell structures, such as
their invasiveness. A more straightforward approach directly accessing the
phenotypes themselves would be preferable. One possible route to such an
analysis is provided by clustering algorithms that aim at identifying groups
of observations that are close each other in the variable space. By using
these methods, we would be able to allocate the cell structures into groups
of similar features. In the ideal case, these groups would have direct biolog-
ical interpretations. The subsequent treatment effect estimation could then
be based on the proportions of these groups in the data, instead of the indi-
rect analysis of the descriptive features. Furthermore, this approach would
naturally incorporate the observed heterogeneity of the cell structures.
A clustering approach to the cell culture analysis was proposed in Pub-
lication I, where first a large set of both descriptive and nondescriptive fea-
tures were extracted, their dimension was reduced with the principal com-
ponent analysis (PCA) [35] and finally, the obtained principal components
were used as inputs for a hierarchical clustering algorithm. Here, PCA served
mainly as a dimension reduction tool that enabled the clustering of the oth-
erwise too high-dimensional data. This well known method projects the
original data to a lower dimensional space while minimizing the loss of
variance. The approach can therefore be expected to provide sensible re-
sults if high variance can be equated with high biological information. A
related benefit is that PCA automatically groups together highly correlated
variables thus avoiding unnecessary redundancy. In practice, the directions
of the components are obtained as the eigenvectors of the covariance matrix
of the data, and their associated variances as the eigenvalues of the matrix.
Similar ideas have been proposed for various purposes in the literature, the
work by Park et al. [59] on clustering breast cancer cell structures being the
nearest example. Here, the authors measured mainly descriptive features
such as the number of nucleai, compactness and different integrin levels,
and used these as inputs for a farthest-neighbour hierarchical clustering.
Some dependency between proportions of the obtained phenotypic clusters
and the assigned treatments were observed. Other closely related applica-
tions are the phenotypic grouping of cell lines presented by Han et al. [23]
and the grouping of treatments based on feature principal components by
Di et al. [16].
Next, we demonstrate the method proposed in Publication I with the
PC3 example dataset. We do this by utilizing the current segmentation ap-
proach and feature set, that were not available at the time this Publication I
was prepared. The main steps of the analysis are kept essentially the same,
however further effort is made to carry the idea of robustness throughout
the procedure. When applying unsupervised methods, such as clustering or
dimension reduction algorithms, one must pay careful attention to the for-
mat and content of the data. Especially, many unsupervised methods are not
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independent of the scales of variables and tend to place a large weight on
inputs with high variances. Clustering algorithms based on euclidean dis-
tances provide prime examples of such behavior. Partly for the same reason,
outlying observations can have distorting effects on the results if not prop-
erly addressed [22]. Furthermore, surplus variables that are either highly
correlated with other measurements or simply unimportant for the question
at hand, adversely effect the analysis due to the curse of dimensionality [28].
With these considerations in mind, we first apply a set of normalizing opera-
tions and aim to reduce the dimension of the PC3 feature data before moving
into clustering. The obtained features are first linearly transformed to the
approximately same location and scale in order to achieve equal weight-
ing in the subsequent analyses. Specifically, the following transformation is
used:
x − x̄ 5%
1.48×MAD(x ) ,
where x is the vector of observed values of a given feature, x̄5% is its 5%
trimmed mean (90% of data is used) and MAD(x) is its median absolute
deviation. These latter two serve as robust estimators of location and scatter.
Next, the dimension of the data is reduced in order to group highly cor-
related features together. Again a robust alternative is used, specifically the
robust variant of PCA proposed by Hubert et al. [34], which is suited for
high-dimensional data. The method consists of three main steps that are
outlined here in a rough fashion:
1. The data is projected to a lower subspace using singular value decom-
position.
2. An outlyingness score is calculate for each observation, after which
the innermost 90% of observations are used to estimate the covariance
matrix. The data is then projected to the first principal components of
this matrix.
3. The location and scatter of the projected data is calculated using the
robust MCD estimator [65]. This method aims at selecting that subset
of the data that results in a covariance matrix with the smallest de-
terminant. Finally, the robust PCA solution is obtained by finding the
eigenvectors of this covariance matrix.
We extract principal components separately from the shape- and texture-
related features in order to analyze these two aspects independently. Com-
ponents associated with eigenvalues greater than 1 are retained, leading to
a total of 11 shape-related components and 9 texture-related components.
This corresponds to choosing those components that are associated with
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more variance than a single original variable (after standardization). In to-
tal, the extracted components explain 93.7% and 94.0% of the total variance
in the original shape and texture features correspondingly.
Figures 3.4 and 3.5 show a sample of cell structures projected onto the
first two principal components of both the shape and texture features. In
both cases, a clear gradient is observed, ranging from highly irregular to
close to circular forms in shape, and from smooth to heterogeneous in tex-
ture. To a biologist, these archetypes are highly meaningful and can be di-
rectly related to the cell structure’s phenotype. If so desired, one could even
use these figures to manually label the individual structures under some
predefined categories and carry on with the analysis on that basis. In the
general case however, using more than the two first principal components
might be necessary for achieving satisfactory results, making such manual
assignments difficult to implement. Instead, we utilize a clustering method
to automatically divide the data into groups of similar observations using
the full set of extracted principal components. The content of these obtained
clusters can also be visually inspected with relatively small effort by plotting
samples of cell structures from each group. The clusters can then be as-
signed under some pre-specified labels that are relevant for the goals of the
study. Here, we define three such labels for the shapes: “regular”, “rough”
and “irregular”, and two labels for the textures: “smooth” and “variable”.
In Publication I, the grouping was obtained using a hierarchical cluster-
ing algorithm, which has the visually attractive “tree”-representation. This
structural form provides a convenient framework for both observing the clus-
ter relationships and further refining the clustering solution (merging and
splitting). Here however, we settle for a simple alternative that allows us
to further sustain the theme of robustness, namely the trimmed k-means
algorithm [13]. As implied by its name, the method seeks those cluster cen-
ters and 1− α proportion of observations that minimize the within-cluster-
variance. The α observations can then contain arbitrarily extreme outliers
without affecting the clustering result. As before, we choose 1−α= 0.9.
As for the number of clusters to extract, there are no clear guidelines
we could follow. It is unlikely that the cell structures would form clearly
separated clusters in the variable space, as this would imply that the data
consist of clearly distinguishable phenotypes. Instead, a smooth spectrum
of structures between different phenotypic extremes is both expected and
observed (for instance in Figures 3.4 and 3.5). Indeed, the tested methods
for estimating the number of clusters, prediction strength by Tibshirani and
Walther [77] and the gap statistic by Tibshirani et al. [78], both suggest one
cluster. In this case, we use the clustering algorithm simply for dissecting the
data into more comprehensible parts. A relatively large number of 10 clus-
ters for both the shape and texture components is extracted. These clusters
















































































inspection. Size of the structures, measured by the number of pixels, is also
split into three categories via the trimmed k-means: “small”, “medium” and
“large”.
The trimmed k-means algorithm is computationally relatively demand-
ing, which is why the clustering is obtained for a reduced set of 1000 ran-
domly sampled cell structures. The remaining data are then allocated to the
cluster with the nearest center.
Figure 3.2 displays the observed changes in the longitudinal part of the
example dataset in terms of the obtained phenotypic groups. The first im-
ages were obtained at the first day of the experiment when most of the
observed structures are still very small and few in number. The total of ob-
served structures reaches its maximum at day 4, after which it gradually
declines towards the end of the experiment as individual structures merge
to form larger objects. In the beginning, most structures are small in size,
regularly shaped and have a smooth surface texture. Over time, the struc-
tures grow in size and form irregular shapes, as expected due to the invasive
tendency of the PC3 cultures. Their surface and inner structure also become
more heterogeneous leading to more variable textures. The goal of a suc-
cessful treatment would be to stop these changes and, in some respect, to
stabilize the culture.
Similar to the marginal treatment effects considered in Figure 3.1, we
can examine the effects the treatments have on the cluster proportions.
These effects are shown in Figure 3.7 in terms of absolute differences com-
pared to the proportions observed with the control treatment. The same
set of compounds stand out in this comparison as in the marginal analysis,
namely Paclitaxel and the novel compounds 3-6, 15, 16, 19 and 20. On
top of these, compounds 7, 11-14 and 24 result in statistically significant
effects, albeit of lower magnitude. Out of the three characteristics, only size
and shape seem greatly affected by the treatments, while texture remains
mostly unchanged. Overall, it can be seen that the effective treatments tend
to limit the growth of the cells leading to an increased proportion of small
structures. Similarly, the proportion of irregular shapes is reduced. In con-
trast to the marginal comparisons, some more detailed results are also ob-
servable. In particular, the highly toxic Paclitaxel treatment stands out from
the other effective compounds when examining its effects on the structure
shapes and textures. While the other drugs result in a great increase of
regularly-shaped structures, Paclitaxel is also connected to the increase of
roughly-shaped structures. Furthermore, the drug seems to have a signifi-
cant increasing effect on the number of smooth textures. These unique re-
sults are explained by the high toxicity of the Paclitaxel treatment: instead
of just inhibiting the growth of the cells, the drug is known to directly dam-
age the cultures, leading to broken structures formed by dying cells. These
































































Figure 3.6: Temporal changes in cluster sizes in the untreated PC3 culture.
in a smooth observed texture.
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Abiraterone (N=248) Enzalutamide (N=218) Paclitaxel (N=566) Drug 01 (N=232)
Drug 02 (N=258) Drug 03 (N=449) Drug 04 (N=449) Drug 05 (N=437)
Drug 06 (N=504) Drug 07 (N=247) Drug 08 (N=238) Drug 09 (N=237)
Drug 10 (N=274) Drug 11 (N=279) Drug 12 (N=232) Drug 13 (N=234)
Drug 14 (N=252) Drug 15 (N=363) Drug 16 (N=401) Drug 17 (N=279)
Drug 18 (N=243) Drug 19 (N=448) Drug 20 (N=443) Drug 21 (N=239)
















































































































































Statistically significant No Yes
Figure 3.7: Treatment effects on the cluster proportions. The proportion of struc-
tures in each cluster was measured and compared against the control treatment. Only
the highest dose of each drug was considered. Pearson’s chi-squared tests were per-
formed to assess the statistical significance of the differences. Comparisons associated
with p-values lower than the Bonferroni-corrected level of 0.000595 (= 0.05/(28×3))
were considered significant and shown here with a darker shade. Each characteristic
– size, shape and texture – was analyzed independently.
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4 Detection of novelty among
new data
Identification of exceptional observations is a recurring concept in cell-based
imaging, where outliers can exist in multiple levels of analysis. For instance,
cell structures with exceptional features are typically artifacts resulting from
either imaging or segmentation errors. Even before addressing single ob-
jects, one might be interested in unusual cases among the original raw im-
age data for quality control purposes; substandard data could be removed
prior to segmentation. To go even further, the goal of drug screens is of-
ten to find the few outstanding treatments among a large set of candidates.
Clearly, there is a strong demand for methods where the goal is to iden-
tify the exceptional. In this chapter, we give a brief overview on the existing
methods in this field and introduce the novel problem of global level novelty
detection.
4.1 Existing approaches
Following the convention adopted in the survey paper by Hodge and Austin
[30], the problem of detecting exceptional observations is divided into three
different categories depending on the amount of available information. The
classical outlier (or anomaly) detection aims at identifying abnormal data
without any prior information. The definition of the outliers vary but they
might for instance be observations far away from the most of the data or
otherwise situated in an exceptional part of the variable space. In contrast,
novelty detection aims at detecting unusual observations among new data
given a training dataset consisting of only “normal” observations. The goal
is therefore to first learn the characteristics of the data that are known to be
normal and then use these learned patterns to locate abnormal observations
in the future. Consequently, novelty detection is also known as one-class
classification or semi-supervised learning. Finally, if the classes of both nor-
mal and abnormal observations are known a priori, the problem reduces to
a supervised classification problem. Further reviews of both anomaly and
novelty detection methods are given by Chandola et al. [10], Markou and
Singh [50, 51] and Pimentel et al. [61]. Here, we concentrate on the prob-
lem of novelty detection and introduce a new type of problem called global
level novelty detection.
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As described by Pimentel et al. [61], the vast amount of methods de-
veloped for novelty detection can be categorized further to probabilistic,
distance-based, reconstruction-based, domain-based and information theo-
retic approaches. The probabilistic approaches aim at estimating the under-
lying probability distribution of the normal data, against which the novelty
of the new data can be assessed. Similarly, distance-based methods base
the novelty scoring on a dissimilarity measure, the simplest example being
the euclidean distance to nearest normal observation. Reconstruction-based
approaches aim at learning the dependencies between the variables in the
data. The predictions of the learned model are then compared against the
observed values in the new data two determine which observations produce
unpredicted results. As an example, the self-organizing map (SOM) [44] can
be used in this fashion. Domain-based methods aim at finding a boundary
around the normal points that can be used to exclude the novel observa-
tions. One-class support vector machine[67] is a prime example of such an
approach. Finally, information-based approaches typically construct some
global measure of entropy for the whole data. The subset of observations
that maximizes the change in the measure are then deemed novel.
To summarize, the vast literature surrounding novelty detection deals
exclusively with identifying individual or groups of outlying observations.
Each observation in the dataset is typically assigned some novelty value that
measures its deviation from the learned normal pattern. The novel observa-
tions are then identified by selecting some sensible threshold for this value.
The methods are associated with applications where the anomalies are rel-
atively rare or otherwise expensive to collect. Examples listed by Pimentel
et al. [61] include the detection of computer system intrusions [38], med-
ical diagnostic problems [11, 63, 75] and identifying structural damage in
buildings [74]. In Publication III however, we considered a different prob-
lem, where the aim is not to focus on individual observations but rather
on the existence of novelty in general. In other words, instead of asking the
question, “Which observations are novel?”, we ask, “Is there novelty at all?”.
The latter question could be more valuable in cases where a quick decision
on the quality of a larger batch of data is preferred over studies of individual
instances. For example, the existence of novelty in a set of new compounds
for cancer treatment could be tested in such a fashion. Furthermore, look-
ing at the collected data as a whole could bring benefits in statistical power.
One can imagine situations, where multiple individual observations would
be deemed borderline novel, but would not break the set threshold for nov-
elty. A more holistic approach could however decide that such a group of
observations would be unlikely given that the data were all normal. As an
analogy, global level novelty detection relates to ordinary novelty detection
in the same way as analysis of variance relates to individual t-tests. This
is a novel problem that has not been previously investigated in such a gen-
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eralized and formal manner. Next, we will examine the definition of this
problem as a formal hypothesis test and demonstrate its application with
the example dataset.
4.2 Definition of global level novelty detection
In Publication III, the problem of global level novelty detection is defined
through a mixture of distributions. Let the n × p matrix X = (x1, . . . ,xn)′
and the m × p matrix Y = (y1, . . . ,ym)′ denote the multivariate training
(normal) and test (new) datasets, respectively. We assume that the obser-
vations in both sets are independent and identically distributed (i.i.d.), and
that the two samples are independent. Let 1 ≤ K < L be two integers, and
let f1, . . . , fL be unknown but distinct density functions. Assume that the
distribution of the training observations can be given as a mixture:
K∑
k=1
πk fk where πk > 0 for all k and π1 + · · ·+πK = 1. (4.1)




λl fl where λl ≥ 0 for all l and λ1 + · · ·+λL = 1. (4.2)
The null and alternative hypotheses for global level novelty are then written
as:
• H0 : there exist at least one representation (4.1) and (4.2) such that
λK+1 = · · ·= λL = 0
• H1: for all representations (4.1) and (4.2), max(λK+1, . . . ,λL)> 0.
This definition for global level novelty is very versatile and allows for
novelty in terms of both location and scale, and in terms of completely new
classes. Loosely speaking, the null hypothesis states that the new data is
originated from a mixture of the same distributions as the previously ob-
served normal data. Importantly, the proportions of the different underly-
ing distributions in the mixture can vary freely between the two under this
hypothesis. Thus, it is not a simple test of differences in distributions, such
as the two-sample Kolmogorov-Smirnov test [12]. Furthermore, it is not
a test about the number of latent classes, since the same density can have
multiple representations as mixtures of different densities. A more thorough
explanation of the problem definition with examples is given in the original
Publication III.
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The problem was approached by deriving various test statistics based
on both existing and novel constructs, that assign a novelty value for each
observation. The actual test statistics were then taken as the sum of these
values. The statistics were designed so, that a large value would indicate a
higher belief in global novelty in the data. Due to the complexity of the prob-
lem, the sampling distributions of these statistics under the null hypothesis
are intractable. This forces us to rely on computational methods, namely
the permutation test [20, 62], to measure the statistical significance of the
observed statistics.
Two test statistics A and B were proposed in Publication III based on
local neighborhoods around the observations. Here, we concentrate on the
A statistic, that was found superior in high-dimensional datasets. The aim
behind the related score is to detect groups of observations that are not close
to the normal data while taking into account both their number and distance
from a point of interest. A large score value is obtained when many new ob-
servations are tightly clustered together. Conversely, the score equals zero, if
the closest observation from the point of interest is in fact a normal observa-
tion. This “raw” score is already a powerful measure of novelty, however the
related tests statistic does not hold its level under the very general null hy-
pothesis. In particular, varying class proportions were observed to break the
considered methods, both existing and novel. To remedy this, a standardiza-
tion for the statistic was sought in order to obtain a measure that would be
approximately invariant to the class proportions. This was achieved by ob-
taining the expectation and variance of the score under the assumption that
the observations are uniformly distributed in their local neighborhoods. No-
tably, deriving such a standardization for the more complex anomaly scores,
such as the local outlier factor [8] or the Tukey’s half-space depth [80], is a
tedious if not an intractable task.
We will now demonstrate the application of the method in the PC3 ex-
ample dataset. The score is dependent on one tuning parameter that is
the neighborhood radius r, which is set uniquely for each test observation.
Based on the findings in Publication III, we choose r such that the neigh-
borhood contains 5% of the new data and at least one normal observation.
In Publication III, the method was applied to the cross-sectional part of the
PC3 dataset in order to identify treatments with novel effects compared to
the control. This was achieved by calculating the proportions of 12 phe-
notypic groups derived in Publication I in each of the original images, thus
representing each image as an 12-dimensional data point. The goal was to
see, whether the drugs produced any novel images compared to the control
treatment. In Figure 4.1 this analysis has been reproduced with the newly
obtained 8 clusters, and by including all concentrations of the treatments.
The familiar set of drugs is associated with statistically significant (uncor-

















































































































Figure 4.1: Results of the tests for global level novelty.
19 and 20. Three other compounds – 8, 14 and 17 – also hit the 5% mark,
however we cannot be sure of their validity without further research on the
topic. It is possible that the novelty detection method is able to recover
something that was not captured with the previously examined methods,
or it could be that these “extra” compounds are simply cases of false discov-
ery that are to be expected with any statistical test. Naturally, these p-values
should be corrected to match a false positive rate acceptable in the context of
application. For instance, after the very conservative Bonferroni correction,
the corrected threshold for statistical significance would drop to 0.00178.
As a side note, the formulation of the permutation test presented in Pub-
lication III allows estimates of the p-values to be exactly zero, and is prob-
lematic when trying to control for the false positive rate among large number
of tests[60]. The authors suggest to solve the issue by biased estimation of
the p-value. They propose to add one artificial negative result to the set of
realized permutation results i.e. add 1 both to the numerator and to the
denominator of the p-value estimator.
It seems that as an early discovery tool, the method is successful in iden-
tifying the drugs of interest. The more detailed analyses discussed before,
could then be carried out with this reduced set of drugs without losing any
relevant candidates. In such framework, the small number of false positive
discoveries can be considered acceptable at such a preliminary step of the
analysis.
As an additional application of the method, we consider the problem
of detecting poorly imaged or segmented structures. To this end, we con-
sider the data from the endpoint (Day 11) of the longitudinal part of the
example PC3 dataset. A set of 10 images, containing 47 well segmented
47
Figure 4.2: Structures with unusual phenotypes found using theA measure for
novelty.
and ordinary-looking structures, were chosen to form the training data. The
rest of the ≈ 1300 structures were then compared against these normal ob-
servations to detect any groups of outliers in terms of their combined shape
and texture principal component scores. The test for novelty gives us a p-
value of 0.0382, indicating that there is indeed evidence for novel groups
in the complete data. Figure 4.2 displays those 50 structures that are as-
sociated with the highest A scores and are in this sense the most extreme
outliers. Based on this visual inspection, we can quickly conclude that the
group truly consists of structures with peculiar shapes and textures. Many
of the regularly shaped cell structures have a blurry texture indicating short-
comings in the imaging, while the more oddly shaped structures are likely
to be segmentation artifacts. While this is not the intended application of
the developed method, we see that the A score is effective in discovering
also single novel observations for the purpose of quality control.
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5 Concluding remarks
In this thesis, we considered statistical methods for the analysis of image
data generated in organotypic 3D cancer culturing experiments. The full
analysis arch from the early image pre-processing to forming the final study
conclusions was addressed, and demonstrated on an example PC3 cell line
dataset. A set of key topics were identified that span a wide scope of research
fields in statistics and machine learning.
The main goal of image pre-processing was the identification and char-
acterization of individual cell structures. The literature surrounding bio-
logical imaging is filled with various, partly overlapping solutions to both
of these goals, and no clear all-encompassing approach could be identified.
Therefore, the characteristics and needs of these particular data were care-
fully addressed. The local entropy filter was considered a key tool in image
segmentation that has not been used in such a manner in the reviewed lit-
erature. A set of biologically informative features measuring the size, shape
and texture of the cell structures were proposed. A key consideration was to
obtain features that do not carry significant quantities of excess information,
not relevant to the biological phenotype. This would be of less concern if the
features were to be used for supervised learning, but was deemed important
for the unsupervised approaches.
The estimation of treatment effects was considered from various per-
spectives. A straightforward approach, that is popular in the literature, was
obtained by comparing the location statistics of descriptive features between
the drugs. A mixed effects model taking into account various additional
sources of variation was suggested as an improvement over the typically el-
ementary statistical methods applied in the literature. Although these out-
side sources of variation were ultimately deemed negligible in comparison
to the treatment effect, they should not be disregarded in future studies, as
this might not always be the case.
While acknowledging the attractiveness of the location-based treatment
effect assessments, their underlying assumptions were placed under criti-
cism. Specifically, the existence of cancer heterogeneity suggests that mod-
eling the features with an unimodal (and usually symmetric) distribution
might not be a realistic approach. Instead, the data likely consist of multi-
ple latent populations of cell structures that can differ in their reaction to
the administered drugs. In part, this motivated the alternative approaches
through FMR model and unsupervised clustering.
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A flexible FMR model was proposed that allows for regression in latent
classes while placing minimal assumptions on the form of the actual regres-
sion functions. While this general idea is not novel, approaches that are
able to handle many covariates are not available in the literature. In the
original publication, the method was shown to have superior predictive per-
formance in simulation studies when compared against linear alternatives.
However, this increased flexibility and predictive power is gained with the
cost of lower interpretability and computational efficiency compared to pe-
nalized linear FMR methods. As a redeeming quality however, the method
was observed to reduce to a linear FMR if the true underlying model is in
fact linear.
A clustering approach was proposed for obtaining a more biologically
meaningful mapping for the extracted image features. The unsupervised
classification scheme was adopted to reflect the needs of the research envi-
ronment, where the study questions are not constant, but change depending
on the used cell line and the goals of the drug treatments. Clustering was
performed separately based on the size, shape and texture features of the
cell cultures, giving independent summaries of these three relevant aspects.
The subsequent treatment effect estimation was then based on the propor-
tions of these groups. In the original publication, much care was devoted
to the selection of appropriate features and to proving the validity of the
method with simulation studies. While the grand idea of applying cluster-
ing methods to imaging data is not new, an approach with the same level
of specialization has not been introduced for the purpose. In this thesis, a
relatively simplistic approach was adopted in the actual statistical analysis
of the group data, which was considered enough to convey the core mes-
sage of the chapter. However, a more statistically rigorous approach, similar
to the mixed effect models considered for the individual features, could be
beneficial also in this context.
As the final contribution of the thesis, the novel problem of global level
novelty detection was introduced. The problem was formulated as hypoth-
esis test, constructed on mixtures of unidentified distributions. A key issue
in discovering a valid test statistic was obtaining (approximate) invariance
towards the changes in proportions of these latent classes of densities. This
was achieved with a standardization of the test statistic that would have
been tedious if not impossible to obtain for the existing novelty detection
methods. In addition to performing drug selection, the method was shown
to be capable of identifying abnormal cell structures within the data. As
such, the method serves as an opening for discussion in this new problem,
rather than being an exhaustive solution. The very general definition of
global level novelty encompasses many more types of settings than were not
possible to be investigated in the scope of one publication. Furthermore, the
generalization of the method to categorical variables, or to any other non-
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numeric data, through specialized distance metrics was not touched upon.
Having a specific application in mind, one is forced to consider many
practical issues that are not directly related to the statistical properties of the
methods. As many of the analyses discussed here are intended to be con-
ducted by non-statistician practitioners, the adopted methods should behave
reliably in all imaginable future experiments. This requires robustness both
in the computational and statistical sense. While we have demonstrated that
the methods are applicable in real datasets, some of these issues could be
more thoroughly investigated. As a practical example, the suggested shape
and texture features require a sufficiently large cell structure to be com-
putable. While this was not an issue in the datasets considered here, future
studies could use lower resolution data, and thus display similar structures
with a fewer pixels. Computational efficiency is another critical issue given
the large size of the datasets. However, in the applications considered here,
the greatest bottlenecks relate mainly to the image processing step, rather
than to the following statistical analyses. Thus, the greatest gains in com-
putation time can likely be achieved by optimizing these early stages of the
analysis.
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Summaries of original publications
I The problem of quantifying treatment effects in heterogeneous 3D can-
cer cell cultures is tackled by considering the differences in the propor-
tions of phenotypic groups. A set of features are considered that capture
the biologically relevant information relating to the size, shape and tex-
ture of the multicellular cell structures. The dimension of the features is
reduced using robust principal components analysis (PCA) after which
the structures are hierarchical clustered into phenotypic groups. A sim-
ulation study is performed, where the method is shown to behave well
in the presence of mild random modifications in the size, shape and
texture of the structures.
II Methods for the analysis of patient-derived xenograft (PDX) 3D cultures
are investigated. An efficient segmentation approach based on the local
entropy filter is proposed and compared against existing alternatives.
The obtained foreground is split into local regions that are classified
into either malignant or benign tissues in a supervised manner. The
measured in vitro effects of the administered drug treatments are com-
pared against their observed in vivo efficacy in mouse experiments.
III The problem of global level novelty detection is defined. The problem is
tackled with a set of hypothesis tests based on the permutation princi-
ple. Two test statistics are presented that operate in local neighborhoods
around the observations. Standardizations are sought, that render the
scores invariant to differences in cluster proportions when the local den-
sities are close to uniform. Rigorous simulation studies are considered
for validating the tests and assessing their power in various settings. The
developed methods are applied to three real datasets in a similar fashion
and their utility in discovering novel treatments in 3D cancer culturing
experiments is demonstrated.
IV A flexible variation of the finite mixture regression (FMR) is presented
for prediction purposes. Random forest is utilized for obtaining a set
of indicator variables that account for possible nonlinear dependencies
and interactions in the data. A penalized FMR model is used for se-
lecting the important variables from the original covariates and from
the obtained indicator variables. Bootstrap is applied for correcting the
level of obtained prediction intervals. The method is shown to outper-
form existing linear alternatives in extensive simulations studies, some
containing large sets of surplus variables. The method is successfully
applied to a wage prediction dataset.
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