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INTRODUCTION
SANE (South Africa, Algeria, Nigeria, and Egypt) countries or Africa's G4 have been labelled as Africa's growth poles in terms of unravelling its capacities for economic prosperity. As observed by Michele and Michael (2010) out of the 54 African countries, the Africa's G4 are seen as Africa's best option of producing an economic bloc whose role in Africa will be similar to what BRIC (Brazil, Russia, India, and China) emerging markets are for the world economy. It is basically because of this that most economic indicators in the context of Africa are decomposed into two main economic groupings: the SANE and the rest of Africa (Oshikoya, 2007) . In the observation of Asian Development Policy Review
LITERATURE REVIEW AND THEORETICAL FRAMEWORK

Empirical Literature
There has been a plethora of literature over the years on the relationship between exports and economic growth. For instance, Okoh (2004) in their study employed the Vector Error Correction Model to delineate the long run relationship between growth in non-oil exports, growth in import of capital inputs and global integration, which was proxied by the index of openness. Their results revealed that global integration though positive was not significant in explaining the behaviour of non-oil exports in the long run as well as in the short run. Nevertheless, a positive connection was found between growth in import of capital inputs and the growth of non-oil exports. Abual-Foul (2004) employed the Vector autoregressive (VAR), Error Correction Modelling (ECM) and Granger causality test methodologies to investigate the validity of the export-led growth (ELG) hypothesis for Jordan for the period 1976 to 1997. The results revealed that exports had a positive impact on economic growth thereby validating the ELG hypothesis for Jordan.
Abu-Qarn and Abu-Bader (2004) investigated empirically the relationship between export growth and economic growth for nine Middle East and North Africa (MENA) countries using time series techniques. They used the following time periods : 1963-1999 for Algeria, Egypt, Israel, and Morocco; 1976 -1999 1976 1960 -1991 1963 and 1966-1996 for Turkey. When they considered total exports, the unidirectional causality runs from exports to GDP only in the case of Iran. Yet when they considered manufactured exports, the results support the ELG hypothesis. The results showed that not all exports contribute 321 © 2019 AESS Publications. All Rights Reserved.
equally to the GDP. However, the results also support the importance of promoting manufactured exports to boost economic growth in MENA countries.
Using Cointegration and Granger Causality tests, Abou-Sait (2005) investigated the export-led growth hypothesis for Egypt for the period . The cointegration test revealed that exports, imports and GDP were cointegrated and the results from Granger causality tests indicated that causality was running from exports to growth hence supporting the Export-led Growth (ELG) for Egypt. The impulse response functions analysis showed that shocks to exports lead to a significant response in GDP, which, in return, supports the ELG. Musonda (2007) utilized Cointegration and ECM methodologies to investigate the validity of the ELG hypothesis for Zambia. Using annual time series data from 1970 to 2003, their results showed that the ELG hypothesis is valid for Zambia. A long-run relationship was also confirmed between exports and economic growth. Merza (2007) investigated the validity of the export-led growth (ELG) hypothesis for Kuwait over the period . Applying a number of econometric techniques: unit root test, cointegration test, ECM, VAR, impulse response function (IRF), and Granger Causality test, they confirmed a bidirectional causality between oil-exports and economic growth and a uni-directional causality from non-oil exports to economic growth in Kuwait. In addition, they confirmed the existence of a long run relationship among oil export, non-oil export and economic growth in Kuwait.
In a related study, Wong (2008) employed the Granger causality test methodology to investigate the importance of exports and domestic demand to economic growth in five Association of South East Asian Nations (ASEAN-5) of Thailand, the Philippines, Malaysia, Indonesia, and Singapore before Asia financial crisis of 1997-1998. The results revealed evidence of bi-directional causality between exports and economic growth and between private consumption and economic growth. The link between investment and economic growth and also between government consumption and economic growth was less conclusive. Based on the lack of strong empirical evidence, there was no suggestion that the ELG strategy was the main cause of the Asia financial crisis. Onayemi and Akintoye (2009) employed a Vector Error Correction Model over the period of 1986 to 2004 to find out to what extent Nigerian export promotion strategies have been effective in the diversification of the revenue base of the Nigerian economy away from crude oil as the main foreign exchange earner. The results revealed that non-oil exports, on the whole, have performed below expectations, thereby questioning the efficacy of the export promotion strategies in the Nigerian economy. The main revenue earner is crude oil and the economy has not been diversified away from it. Chimobi and Uche (2010) employed the Granger Causality and Cointegration test to examine the relationship between export, domestic demand and economic growth in Nigeria. The cointegration test showed that there is no long-run relationship between the variables. Causality runs from economic growth to both export and domestic demand whereas domestic demand proxied by government consumption was Granger caused by export. Onudugo et al. (2013) adopted the Augmented Production Function (APF), employing the Endogenous Growth Model (EGM) to investigate the impact of non-oil exports on economic growth in Nigeria using data between 1981 and 2012. The results revealed a very weak and infinitesimal impact of non-oil export in influencing rate of change in the level of economic growth in Nigeria. Jun (2013) employed Cointegration and ECM methodologies to examine the link between exports and economic growth in China by using data from 1978 to 2011. The results showed that there is a long-run relationship between exports and GDP. In addition, the results revealed that exports had a positive impact on economic growth. In Malawi, Nyasulu (2013) used data from 1970 to 2010 to examine the impact of exports and imports on economic growth. Employing the Ordinary Least Squares methodology on a neoclassical economic growth model comprising labour force, capital, imports, and exports as explanatory variables of analysis and GDP as a measure of economic growth for the study, they found that exports had a positive and statistically significant 322 © 2019 AESS Publications. All Rights Reserved.
impact on economic growth in Malawi. Conversely, imports had a negative and insignificant effect on economic growth. Duru (2013) investigated the link between exports and economic growth in Nigeria over the period . Employing a number of econometric techniques: unit root test, cointegration test, ECM, VAR, impulse response function (IRF), and Granger Causality test, they confirmed that causality runs from economic growth to exports in Nigeria. In addition, the results revealed a uni-directional causality from economic growth to non-oil exports. Furthermore, a uni-directional causality runs from non-oil exports to oil-exports in Nigeria. However, no causality was established between economic growth and oil exports.
Using Cointegration, Granger causality and Vector Error Correction Modelling techniques, Jibrilla (2014) in a related study investigated the export-led growth hypothesis for Nigeria using quarterly time series data from 1986 to 2013. The results showed no short-run causality from exports to economic growth. In addition, the results revealed that there was no empirical evidence in support of the export-led growth hypothesis in Nigeria. Kaberuka et al. (2014) utilized the Cointegration and Error Correction Modelling methodologies to investigate the validity of the export-led growth under structural changes that took place in Uganda from 1960 to 2010 using annual time series data. The causal relationship between total labour force and exports was also tested in this study. The results revealed a uni-directional relationship from exports to economic growth in the long-run only in the post-trade liberalization period .
In addition, the study showed that trade liberalization had a negative but insignificant effect on real GDP while causality runs from the total labour force to total exports in the post-trade liberalization era only. Furthermore, Forgha and Aquilas (2015) in another similar study investigated the link between timber exports and economic growth in Cameroon using time-series data from 1980 to 2014. The results from Cointegration and Error Correction Modelling techniques revealed that timber exports exerted a negative and insignificant impact on economic growth in the short-run. However, in the long-run, the results showed a positive and statistically significant relationship between timber exports and economic.
On the same subject and employing the Cointegration and Error Correction Modelling methodologies, Lam (2016) investigated the causality between real exports of goods and services and real GDP of the ASEAN-4 countries of Thailand, Philippines, Indonesia and Malaysia. The results of the short-run dynamics showed a bidirectional causality between exports and output growth for Thailand, Philippines and Malaysia. However, a unidirectional causality runs from GDP growth to exports growth for Indonesia. On the other hand, the results of the long-run relationship revealed a bi-directional causality between exports and GDP growth for Malaysia and Thailand; a uni-directional causality from GDP growth to exports growth for Indonesia and an inverse relationship exists between these two variables for the Philippines. Utilizing the Bound Testing technique, Eboreime and Umoru (2016) estimated Nigeria's exports competitiveness in the World market and concluded that Nigeria's exports are highly competitive in Canada, the United States and Japan but less competitive in the United Kingdom.
The results further revealed that for Canada, Japan and the United States, exchange rate and the level of foreign income strongly influences Nigeria's exports. Verter and Bečvářová (2016) utilized the Ordinary Least Squares, Granger causality, Impulse Response Function and Variance Decomposition techniques to examine the impact of agricultural exports on economic growth in Nigeria. Based on the OLS and Granger causality results, the hypothesis of agricultural exports-led economic growth was supported for Nigeria. However, the results revealed a negative relationship between the agricultural degree of openness and economic growth in Nigeria. The Impulse Response Function depicted an upward and downward shock from agricultural exports to economic growth. Furthermore, the results of the Variance Decomposition test revealed that a shock to agricultural exports can contribute to the oscillation in the variance of economic growth in the long run. Kromtit et al. (2017) revealed a positive and significant relationship between non-oil exports and economic growth in Nigeria. Using annual time series data from 1980-2016 and the Engel Granger Model for cointegration methodology, Vincent (2017) in a related study investigated the association between non-oil exports and economic growth in Nigeria with a view to knowing whether they have been effective in diversifying the productive base of the Nigerian economy away from crude oil as the main source of foreign exchange. However, the results failed to support the assertion that non-oil exports drive economic growth in Nigeria.
It is evident from the literature review above that while a plethora of empirical studies has been undertaken to investigate the link between exports and economic growth, the results have been mixed and inconclusive. A study on the relationship between exports and economic growth in SANE countries is sparse, has received limited attention and calls for further studies. These confer the justification for this study. This study contributes to the existing literature by exploring this relationship in the context of SANE countries.
Theoretical Framework
There are a plethora of theories underpinning trade that has thrived in development economics literature for the analysis of exports and economic growth. This ranges from the Harrod-Domar model, the two-gap model, the neoclassical growth model and the new growth model or the endogenous growth model, just to mention a few. The model predominantly employed by authors for examining the association between exports and economic growth is the new growth theory or the endogenous growth theory of Romer (1986) , Lucas (1988) , Romer (1990), Grosman and Helpman (1991) and Barro and Sala-i-Martin (1995) . Despite the fact that these growth models differ in their transmission mechanisms for the trade-growth nexus, they are all in defence of the export-led growth (ELG) and import-led growth (ILG) hypotheses. Based on this, this study will adopt the new growth theory or the endogenous growth theory as a working theoretical framework.
The failure of the neoclassical growth theory to identify the reasons for the mammoth disparities in the levels of national income between developing and developed countries as corroborated by the occurrence of the Latin American debt crisis in the early 1980s led to the development of the new growth theory or the endogenous growth theory (Dasgupta, 1998) . In the view of Dasgupta (1998) the new growth model's emphasis on inputs of production exhibiting constant marginal returns to capital formation and productivity makes it different from the neo-classical growth model. However, the neoclassical growth theory assumes diminishing marginal returns to scale of the inputs to the level of output (Nyasulu, 2013) . The new growth theory endogenises growth because of its contention that internal production processes are responsible for the increase in Gross Domestic Product (GDP). The new growth theory contends that the state of technology in an economy originates from transfers of capital between developed countries and Less-developed Countries (LDCs) (Todaro and Smith, 2009 ). On the other hand, the neoclassical growth theory assumes that technology is fixed (Lal, 1992) .
Hence, the role of international trade (imports and exports) in the economy is manifested through these international capital movements (Nyasulu, 2013) . Exports act as a channel for capital injections in the forms of technology and foreign direct investments from developed to developing countries thereby increasing the level of GDP in the latter. In the contention of the endogenous growth model, increased specialization in exported products might result from increased competition and economies of scale leading to higher economic growth occasioned by improvement in the level of skills and the level of productivity (Sleptsova, 2010) . In addition, Chow (1987) noted that the expansion of exports might lead to industrial upgrading. The endogenous growth model stressed that more efficiency gains result from better management practices, learning-by-doing effects and access to technologies (see (Hart, 1983; Krugman, 1987; Lucas, 1988; Romer, 1990) ). In a related manner, Lal and Rajapatirana (1987) opined that entrepreneurial activity might be enhanced by export-led growth (ELG) plan, which will benefit the developing economies of the world.
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Overview of Exports in SANE Countries
Overview of Exports in South Africa
South African's principal exports include gold, corn, metals, diamonds, platinum, ores, iron and steel, distillation products, machinery, equipment, electrical and electronic equipment, sugar, fruits, wool, and minerals.
Regional and bilateral trade arrangements, which basically describe trade policy has been reformed in South Africa Economist Intelligence Unit (2014). The South African Reserve Bank is saddled with the responsibility of exchange controls. However, it assigns routine transactions to approved private-sector banks. This includes virtually all the larger domestic and foreign banks. Exchange controls were abolished as a result of the major steps taken by the government. However, some of the exchange controls remained in place. The government has made efforts to build trade ties with important emerging economies and will continue with it EIU (2014). There are selected trade tariffs in place for the protection of vulnerable industries. Efforts towards Regional economic integration is expected to advance slowly in South Africa. The main export destinations of South Africa are China 12.7%, United States of America 7.2%, Japan 5.8% and Botswana 4.8%.
As was observed by Cipamba (2013) the institution of market-oriented policies and import protection by the Apartheid government in the 1970s with a view to diversifying the export sector away from reliance on gold marked the first phase of trade reforms in South Africa. In the views of Rangasamy (2009) a tax allowance for marketing expenditures with export colouration proclaimed in 1972 was the initial direct form of export incentives.
In order to ease the burden on exporters, subsidies on export and export incentive schemes were boosted afterwards throughout the late 1980s and early 1990s. The introduction of the General Export Incentive Scheme (GEIS) marked the initial demonstration of this laudable initiative. As was documented by Subramanian and Jonsson (2001) and Cassim et al. (2004) the major objective of GEIS was the provision of tax-free subsidy to exporters with a view to promoting higher value-added exports. A key change in policy took place as a result of a newly democratically elected government in 1994 leading to further strengthening of liberal trade policies.
This led to substantial liberalization of the South African trade regime. A major case is the declaration of a tariff liberalization program that went beyond its commitments to the World Trade Organization (WTO) in the Uruguay Round (Subramanian and Jonsson, 2001) . As a result of the reappearance of South Africa on the global arena, various bilateral and regional trade agreements were also envisioned. Nevertheless, the planned employment of tariffs in line with current developments in the global trademarks the approach of the new government to trade policy. These events resulted to the inauguration of a strategic agenda for trade policy by the government in 2009 with a view to alleviating poverty, diversifying export production, boosting economic growth and creating employment through trade policies (Cipamba, 2013) . The application of identical tariff liberalization is not likely to lead to the attainment of these objectives. Consequently, a flexible and selective application of tariffs on sector by sector bases is necessary to guarantee that the economy does not dwell in the production and export of primary commodities for a long period of time (see Department of Trade and Industry (2009)).
The upsurge in trade expected after South Africa's trade liberalization did not materialize. However, the country experienced a sluggish growth rate of export over the past years (Angomoko, 2017) . Regardless of significant reforms in South Africa, Mosikari and Sikwila (2013) observed that the average growth rate of export nose-dived from 6.2 per cent to 5.6 per cent since 1994. The export growth rate of 2002 corroborated the anticipation of the higher growth rate of export because of the expected recovery in the global economy (South African Revenue Services, 2002) . As a result of the global economic and financial crisis in the world, there was repression in the volume of goods and services export from 2008 to 2009 occasioned by a deceleration in international demand. The negative growth rate of export recorded in 2009 is an indication that the magnitude of the recession became more pronounced.
As was opined by Angomoko (2017) the size of manufactured exports and mining exports declined as a result of lower investment spending in Europe and weaker demand respectively. Exports diminished more as a result of limited credit finance for the exporters. The growth rate of South African exports deteriorated in 2012 as a result of domestic and external factors. The weakening of foreign demand as a result of the global financial crisis and stoppage of production, principally in the mining sector (Department of Research and Information, 2013). As opined by International Monetary Fund (2013) an estimated 2 points drop in exports was recorded as a result of the mining strike. In the view of Angomoko (2017) the overall growth of South Africa's export sector will be affected by any negative growth in the mining sector since the mining sector is the main constituent of its export sector. The attainment of robust economic growth and development in South Africa is subject to increase in the growth rate of exports. This is based on the premise that export industries are more productive than non-export industries (Brenton and Walkenhorst, 2010) . The growth rate of export in South Africa from 1980-2016 is shown in Figure 1 . The growth rate of South Africa's export is exemplified by high moments of leaps and bounds cycles. The growth rate of South African export exhibited a downward trend from 1980-1983. However, it displayed an upward trend from 1984 to 1985. With the exception of 1986, 1990 and 1991 that South Africa had negative growth rates of export, she had positive export growth rates throughout the rest of the 1986-1999 era. The reasons for the favourable performance of export during these periods were the boosting of subsidies on export and export incentive schemes, particularly the GEIS.
In addition, further strengthening of liberal trade policies as a result of a major policy change embarked upon by the newly democratically elected government in 1994 contributed to the favourable performance of export during these periods. South Africa recorded a positive export growth rate from 2000 to 2008. However, the downward trend recorded in 2008 for export growth was as a result of a deceleration in international demand caused by the global economic and financial crisis. Negative growth rate of export was recorded in South Africa in 2009. This was attributable to the effects of the global economic and financial crisis. In addition, positive growth rates of export were recorded in South Africa from 2010 to 2016. Nevertheless, the growth rate of export deteriorated in 2012 as a result of the weakening of foreign demand occasioned by the global economic and financial crisis and stoppage of production in the mining sector.
Overview of Exports in Algeria
Oil and other fuels constitute the export products of Algeria. The natural resources in Algeria are iron ore, uranium, lead, zinc, petroleum and natural gas. Petroleum and natural gas exports are the mainstays of the Algerian economy. Library of Congress Federal Research Division (2008) stated that Algeria has 12.3 billion barrels of oil reserves. They have the eighth largest natural gas reserves in the world estimated at 161.7 trillion cubic feet 326 © 2019 AESS Publications. All Rights Reserved. (LCFRD, 2008) . Their main export partners are France, Italy, Canada, Spain, Netherlands, Brazil and the United States. Over 95% of Algerian export earnings come from hydrocarbons. In the contention of Brika and Mekarssi (2016) the exports value was less than the imports value in the seventies as depicted by export/import coverage index of less than one.
The coverage index increased to 1.06 and 1.17 respective during the 1974-1979 era. This improvement was as a result of the upsurge in export revenue occasioned by the first and second adjustments in the oil prices. When compared to the previous periods, higher values of the export/import index was recorded in the eighties. As a result of the decline in export revenues, an index value of 1.48 recorded in 1980 fell to 1.01 in 1982. The export/import coverage index surged once more to 1.07 and 1.15 for the 1983 and 1984 periods respectively. This increase in the index value was as a result of an increase in exports. Owing to a sudden drop in oil prices, the index dropped to 1.03 and 0.85 in 1985 and 1986 respectively. Due to the drop in oil prices to virtually half when compared with 1985, there was a remarkable reduction in exports.
However, the coverage index rose to 1.17 in 1987 and 1.11 in 1988 after this crisis. This increase was as a result of improvement in oil prices and non-oil exports. However, the coverage index dropped to 0.97 in 1989 as a result of the upsurge in the value of imports, particularly foodstuffs. Because of the reduction in oil exports, the coverage index fell from 1.58 in 1991 to 0.89 in 1993 during the era of 1990-2014 (Brika and Mekarssi, 2016) . The coverage index slumped to 0.89 and 0.95 respectively for the 1994 and 1995 periods. The drop in oil exports revenue accounted for the drop in coverage index for these two years. Reduction in oil prices and the upsurge in the volume of imports were responsible for the decline in oil exports revenue. There was a significant improvement in the export/import coverage index to a value greater than one after 1995.
However, the slump of 1998 was evident with a reduction in the coverage index from 1.47 in 1996 to 1.09 in 1998. This was caused by a major drop in oil prices from USD 25.52 per barrel in 1997 to USD 16.74 per barrel.
This resulted in a 26.46% drop in exports amounting to USD 3676 million compared to 1997 (Brika and Mekarssi, 2016 As a result of the reduction in exports, the export/import coverage index declined to 1.15 in 2009. Though, it rose to 1.41 in 2010. Due to higher imports and lower exports for 2011 and 2014 periods respectively, the coverage index nose-dived from 1.56 in 2011 to 1.01 in 2014. Figure 2 depict the trends in the growth of Algeria's export from 1980 to 2016. The growth rate of Algeria's export is personified by high moments of leaps and bounds cycles. As can be seen from Figure 2 Algeria attained the highest rate of export growth in 1982. However, the lowest export growth rate was recorded in 1980.
Overview of Exports in Nigeria
The main exports commodities in Nigeria are oil and natural gas. The Nigerian economy depends heavily on these exports commodities as they account for over 91% of total exports. Nigeria's main export partners are Netherlands (20.5 per cent of total exports), India (18.2 per cent), Spain (8.3 per cent), the US (8.2 per cent) and France (6.3 per cent). From 1970 to 2005, Nigeria's share of the world's total export was less than 1 per cent on the average (in fact 0.53%). The country recorded this alarming figure despite the fact that it was one of the main oil producing and exporting countries in the globe. The export share of Nigeria in Less-developed Countries (LDCs) export revealed that she accounted for 1.62% mean value from 1970 to 2005 (Ekpo and Afangideh, 2009) . It is worth noting that Nigeria's export share in LDCs and the world has been deteriorating ever since the 1980s. The plausible reasons for this were the monolithic nature of the Nigerian economy as the quota approved by the Organization of Petroleum Exporting Countries (OPEC) determines the demand for Nigeria's oil, and the crisis in Niger Delta region of Nigeria where agitations by militants have extremely hampered oil exploration activities (Ekpo and Afangideh, 2009 ).
The government introduced new trade policies and regularly reviewed the existing ones with a view to earning higher foreign exchange from the global market and improving the performance of exports. As opined by Sanni (2006) the main objective of Nigeria's trade policy are: increase in domestic production through the use of local raw materials, protection of local industries against stiff competition, promotion of exports through formulation and implementation of sound export policies, attraction of foreign investment as well as enhancing the competitiveness of domestic products through the creation of conducive macroeconomic environment. In furtherance of this discussion on the general idea of Nigeria's exports, the policies that underpinned trade was divided into sub-periods of 1960 to 1985 and 1986 to date respectively. The specific episodes approximated by these periods in the annals of Nigeria history are the Pre-Adjustment era (the time before the introduction of Structural Adjustment Programme (SAP)) and the Post-adjustment era (the time after the SAP).
During the Pre-SAP era , discriminatory tariff structure and harsh exchange control measures were adopted. This was informed by the Pre SAP policy objective of protecting the local industries against foreign competition. The institution of SAP in 1986 marked the beginning of foreign trade liberalization, deregulation of the foreign exchange market, the abolition of import licensing and the introduction of foreign currency Domiciliary Account Scheme (Sanni, 2006) . The foreign currency Domiciliary Account Scheme was instituted to enable exporters to retain all repatriated foreign exchange proceeds in their domiciliary accounts. This will encourage more export activities through stress-free access to these funds. The SAP economic agenda was intended for the attainment of structural transformation and economic stability in Nigeria. As observed by Ojo (1998) the SAP was meant to address the imbalances in the economy, stimulate the agricultural sector, remove over-dependence on the petroleum sub-sector, reduce dependence on imports, and boost non-oil exports for the transformation and stabilization of the economy. In addition, the strategy of economic policy that was in place during the SAP was for the correction of structural distortions in the economy and the creation of an environment conducive for steady growth and development.
During the Post-SAP era (1986 to date), and 1986 to be precise, the Second-tier-Foreign Exchange Market (SFEM) was instituted for exchange rate management and allocation of foreign exchange resources under a marketbased system Sanni (2006) . The abolishment of the Commodity Boards in the same period made it possible for exporters to market their products directly. A large number of incentives were given to export-oriented industries for export manufactures under Decree No.18 of 11th July 1986 and this ranges from export insurance to outright grant. To guarantee the efficacy of these incentives for export promotion, institutional backing was offered by the government through Nigerian Export Promotion Council (NEPC), the Nigerian Export-Import Bank (NEXIM), Nigerian Investment Promotion Commission (NIPC) and the Nigerian Export Processing Zone Authority (NEPZA). To spur the stable growth and development of export in Nigeria, boost production for export and to guarantee that export incentives are administered effectively, the NEPC was established in 1976. The NEXIM was inaugurated in 1991 as an export credit agency for improving the general growth of export. As observed by Ojo (1998) NEXIM was required to provide finance to exporters both in local and foreign currencies and investment guarantee, credit guarantee insurance, and investment insurance of market risks such as price, exchange rate and interest rate risks were the forms of risk-bearing facilities meant to support exports. In order to promote exports and foreign investment in the country, the NIPC was instituted under Decree No.16 of 1995. The need to accelerate and boost exports led to the institution of the Export Processing Zone in Calabar in mid-1996.
The NEPZA was established and charged with the responsibility of superintending the management of export processing zones in the country. To encourage the inflow of foreign investment capital in the productive sector with a view to boosting exports, the Enterprises Promotion Decree of 1977 was abolished. In addition, the government repealed the Exchange Control Act of 1962. The need to determine the naira exchange rate by market forces led to the introduction of the Foreign Exchange Market. It was also meant to guarantee the price competitiveness of goods produced locally and reduction in the outflow of foreign exchange. Hence, with the exception of 1994, the government introduced a market-determined exchange rate through monetary authority. As stated by Sanni (2006) to enhance the earnings from exports, new incentives were offered and the economy was deregulated in the 1990s.
The Dutch Auction System (DAS) was instituted to realize a stable exchange rate for the naira and improve the competitiveness of the country's exports. The institutional framework for administering the various policies meant to promote exports failed to realize the objective of diversification irrespective of the various measures meant to boost export in the country (Sanni, 2006) . Therefore, the lion's share of Nigeria's foreign exchange earnings originates from the oil sector. The portion of non-oil exports in the country's total exports is immaterial. The growth of the non-oil exports sub-sector has been severely obstructed by the non-diversification of the Nigerian economy. In the contention of Sanni (2006) from 1995 to 2001, the existing tariff regimes in the country were modified and streamlined to conform to the international best practices. The goal of trade policy in 1998 was to boost the deregulation of major sectors of the economy. In the contention of Thliza (2007) and under the subject of trade policy, the Federal Government proclaimed a ''Guided Privatization and Commercialization Policy'' and the government was to hold 40% equity share at the most in the privatized enterprises. The excise duties levied on goods produced locally were repealed. depreciation of exchange rate, worsening of investor sentiments in the banking sector, fall in foreign direct investment and remittances (Ekpo and Afangideh, 2009 ). Trade policies were regularly reviewed by the government with a view to earning higher foreign exchange through improvement in the performance of exports in the global market. Figure 3 depicts the trends in the growth rate of Nigeria's export from 1982 to 2016. The growth rate of Nigeria's export is typified by high moments of leaps and bounds cycles. A downward trend was exhibited by export in 1982 and 1983. During the structural adjustment period, roughly 1986-1997, export responded to economic adjustment policies and recorded positive growth for most of the years. However, export had negative growth rates in 1986, 1990, 1992, 1995 and 1996 . The declining trend in export growth rate from 1998 to 2016 resulted from slow export diversification and a small share of non-oil exports to total exports. In addition, the global economic and financial crisis was responsible for the nose-diving of the export growth rate in 2007 and 2009 respectively. Nonetheless, the upward trend in the growth rate of exports for the period under review can be attributed to improvement in the international prices of crude oil, favourable macroeconomic environment, stable nominal and real exchange rates and increased investment in the oil sector.
Overview of Exports in Egypt
A quarter of the Egyptian GDP is accounted for by exports. Egyptian major exports are agricultural products, livestock and fats (11 per cent of total exports), textiles, especially cotton (10.5 per cent of total exports), chemical products (12 per cent of total exports), and oil and mineral products (32 percent of total exports) (Egypt Exports, 2019). Machinery and electrical appliances (4.5 per cent of total exports), base metals ( The relevance of the private sector was affected by nationalization. There was a restriction on trade and foreign direct investments were practically banned. The 1967-1973 periods was the interwar era. During these periods, the role of the public sector in import substitution and the performance of the economy was badly affected. The 1974 periods marked the openness euphoria era. This marked the period of trade liberalization and the introduction of policies that encouraged it and foreign investments through a series of incentives. The development of tourism and textile manufacturing industries was stressed as propellers of economic growth. There was an expansion in the economy which proved unsustainable leading to a decline in growth rate. 
METHODOLOGY
Sources of Data
This study used time series data from 1980 to 2016 (see Table 9 , Table 10 and Table 11 in the appendices). The data needs were identified on the basis of the objectives of the study. The data for this study were derived from the World Bank's (WB), World Development Indicators (WDI) database and the African Development Bank's (AFDB)
Socio-Economic Database. The choice of a thirty-six years period was informed by the intention to critically address the SANE economies specific dimension to the export-led growth debate. In addition, the choice of the period was informed by the developments in the SANE economy. The prevailing development agenda in many developing countries and especially countries in Africa, South Asia and Latin American in the 1950s, 1960s, and 1970s was the paradigm of Import Substitution Industrialization (ISI) and widespread use of restrictive trade policies for economic diversification (Samen, 2010) . On the other hand, export-led growth and outward-oriented strategy were implemented in the post-1980 period, particularly in the 1980s, 1990s and early 2000s as a result of the success stories of exporting countries of the East Asian Tigers, India and China. Thus, 1980 can be regarded as a landmark in the annals of SANE economies trade policy. Hence, the period of export-led and outward-oriented strategy is covered by the scope of this study. The variable definitions, measures, apriori sign expectation and data source is depicted in Table 1 . 
Model Specification
This paper builds on Merza (2007) model which explains economic growth as a function of oil exports and nonoil exports. The strength of the model lies in the incorporation of at least three variables. This is because some scholars like Njikam (2003) argued that the use of bi-variate approaches (exports and GDP) is biased. The weakness of this model is the non-inclusion of labour and capital inputs and other variables that can significantly affect the economic growth of developing countries besides the three variables employed. For example, imports were unearthed by Riezman et al. (1996) as one of the variables that affect economic growth. On the other hand, Henriques and Sadorsky (1996) established real exchange rates and others. However, this study added the aggregated value of exports of goods and services and imports of goods and services which may have a significant influence on export-economic growth nexus in SANE countries. Hence the model is specified in the linear regression form as:
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The Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root tests were employed to check the time series properties of the data for stationarity before estimating the growth equation. Our specification was also subjected to diagnostic and stability tests to ascertain the goodness of fit and adequacy of our model. The autoregressive distributed lag (ARDL) bounds test to cointegration proposed first by Pesaran and Shin (1999) and advocated by Pesaran et al. (2001) were employed for the estimation of the growth equations. This is based on the premise that it shows the short-run and long-run dynamics of the variables for estimation. Version 9 of the E-views econometric software facilitated the computation of the above statistical techniques.
Restating Equation 1 as an ARDL model in line with the framework of Pesaran et al. (2001) we have:
(2)
Where Δ denotes the difference operator, α0 is the drift component, t is the error term, α1, α2, α3 are coefficients of short-run dynamics while α4, α5, α6 represent the long-run relationship. The trend characteristics were eliminated through differencing. The lag lengths for each of the variables is represented by n.
The bounds test was employed to examine the existence of a level relationship between PCGRGDP, IMPGS, and EXPGS. The existence of a long-run relationship among the variables is empirically realized through an F-test employing OLS. This is simply a test of the hypothesis of no cointegration among the variables against the existence of cointegration among the variables. The coefficients to be tested in Equation 2 are:
(Absence of cointegration among the variables) against the coefficients:
(Presence of cointegration among the variables)
The asymptotic critical value bounds of the F-statistic proposed by Pesaran et al. (2001) is used for ascertaining the existence or absence of cointegration among the variables. if the computer F-statistic is less than the lower bounds of the critical values of the F-statistic, the absence of cointegration will be confirmed. However, If the computed F-statistic is greater than the upper bounds of the critical values, the alternative hypothesis of cointegration will be accepted among the variables in the model. Furthermore, if the F-statistic falls between these © 2019 AESS Publications. All Rights Reserved.
bounds, the inference is inconclusive and prior knowledge of the cointegration rank (r) of the forcing variable is required (see Manwa (2015) ).
If there is no cointegration among the variables, the procedure terminates after the initial bounds test. On the other hand, if there is cointegration among the variables in the model, based on Equation 3, the long run elasticities can be calculated using OLS.
(3) With insights from Manwa (2015) once the long-run (cointegration) relationship between the variables in the model has been determined, the calculation of short-run elasticities will be the final step. In this case, causality is established using an error correction model associated with the long run estimates as described in Equation 4.
(4)
Where α1, α2, α3 represent the short-run dynamics coefficients of the model's convergence to equilibrium, π is the speed of adjustment to long-run equilibrium following a shock to the system and ecmt-1 is the error correction term. The parameter π is expected to show a negative sign. The error correcting term ecmt-1 shows how disequilibrium in output can be adjusted in the short-run. The ecm coefficient shows the speed with which the system converges to equilibrium. Shocks to the system are measured by the error correction term. Through a series of short-run adjustments, the error correcting term ensure the correction of deviations from long-run equilibrium.
After introducing shocks in the system in the short-run, the rate of adjustment back to long-run equilibrium is determined by the magnitude of π. The significance of the coefficient of the lagged error correction term and joint significance of the coefficients of the lagged differences of the right-hand side variables using the F-test are the basis for determining causality (Manwa, 2015) .
The Toda and Yamamoto Multivariate Causality Test
There are many tests in the econometric literature for testing causality between economic variables. These are Granger (1969) ; Geweke et al. (1983) ; Sims et al. (1990) ; Toda and Phillips (1993) ; Toda and Yamamoto (1995) and Dolado and Lütkepohl (1996) . Toda and Yamamoto's causality test approach is employed in the study to avoid the problems inherent in other techniques for testing causality. This technique is preferred to other approaches based on the following: First and most importantly, the approach is appropriate despite the order of integration and cointegration properties of the variables; as opined by Maddala (2001) and Gujarati (2006) the omission of significant variables under the Granger causality technique would provoke inefficient estimates and spurious significance; again, the Granger (1969) test for inferring causality will generate spurious results if there are time lags on integrated variables in the functions and the F-statistics can only be valid when the variables in levels are cointegrated; the alternative techniques such as the error correction model of Engle and Granger (1987) and the vector auto regression of Johansen and Juselius (1990) and Johansen (1991) for the testing of non-causality between economic time series are burdensome; in addition, evidence from Toda and Phillips (1993) incorrect inference when the Granger causality tests are conducted in Error Correction Models (ECMs) platform; moreso, under the platform of error correction model, Granger causality can lead to wrong conclusions as a result of parameter dependency which in some cases are asymptotic [see Toda and Phillips (1993) )]; furthermore, modified Wald test (MWald) and Seemingly Unrelated Regression (SUR) models are the basis for conducting Toda and Yamamoto test for Granger non-causality (Rambaldi and Doran, 1996) . Finally, as observed by Toda and Yamamoto (1995) this technique guarantees that under the null hypothesis that Wald test will have its normal asymptotic chi-square distribution for examining the link between two variables.
The estimation of an augmented VAR is necessitated in the causality approach developed by Toda and Yamamoto (1995) and this can be applied regardless of the integration or cointegration properties of the system. This technique involves the application of a Modified Wald (MWALD) test for testing the restrictions on the parameters of the VAR (k) model (where k is the lag length in the system). The asymptotic chi-square ( 2 ) distribution of the Wald Statistic with k degrees of freedom in the limit is assured through the estimation of a VAR (k+dmax), dmax resulted as a resulting of the overfitting (augmenting) of the VAR model with an extra lag, where dmax denotes the maximal order of integration for the series in the model. This would result in the order of VAR becoming p = k+d. The application of this method requires two steps: The establishment of the true lag length (k) and the maximum order of integration (d) of the variables in the model is considered the first step. Having established the order of integration d (max) and given that the VAR (k) has been designated, a level VAR (k+d) can then be estimated. The application of the standard Wald tests to the first k VAR parameter matrix (with the exclusion of all lagged parameters) to conduct inference on Granger causality is considered the second step (Manap and Shirazi, 2004) . It is worth noting that only the first k parameter matrices are included in the Wald test.
However, the coefficients of the last d-max lagged vectors are excluded. As opined by Toda and Yamamoto (1995) these techniques guarantee that Wald test statistic have their normal asymptotic chi-square distribution under the null hypothesis through the employment of an augmented VAR such as VAR (k+d). Note: ***, **, and * implies significance at 1%, 5%, and 10% levels respectively. Also, 'a' denotes model with constant, 'b' is for the model with constant and trend and 'c' is the model without constant and trend. Table 2b shows the ADF and PP tests results of the variables included in the export-economic growth model.
DATA PRESENTATION, ANALYSIS AND DISCUSSION OF RESULTS
Results of Augmented Dickey-Fuller (ADF) and Phillips Perron Unit Root Tests on Series
Country: South Africa
The results for South Africa, Algeria, Nigeria, and Egypt revealed that the variables are either I(0) or I(1) justifying the application of the ARDL methodology to our model.
Results of Diagnostic Tests for ARDL Model
The goodness of fit and model adequacy is ascertained through the diagnostic tests. Table 3 depicts the diagnostic tests for the ARDL model. In the case of South Africa, Algeria, and Egypt, there is no indication of autocorrelation. The models pass the normality tests and It is evident from the tests that the errors are normally distributed. In addition, the models pass the Ramsey RESET test for the correct specification of the model as well as the test for heteroskedasticity. However, in the case of Nigeria, the model passed the Ramsey RESET test and the heteroskedasticity test. However, for the Jarque-Bera normality test depicted in Figure 5a, Figure 5b , Figure 5c and Figure 5d in the appendices, the null hypothesis was rejected at the 95% confidence level. Furthermore, for the Breusch-Godfrey Serial Correlation LM Test, the null hypothesis was rejected at the 95% confidence level. Therefore, the model did not pass both tests. Under the normality test, the null hypothesis that the residuals are normally distributed was tested against the alternative hypothesis that the residuals are not normally distributed.
The null hypothesis of normal distribution was rejected because the probability value was less than the Jacque Bera chi-square at the 5% level of significance. Hence, all the variables were not normally distributed. Under the Breusch-Pagan-Godfrey test for serial correlation, the p-value of the F-Statistic was less than the chosen level of significance. Therefore, we rejected the null hypothesis of no autocorrelation and conclude that the variables are serially correlated. Table 4 depicts the results of the bounds tests for the existence of cointegration between economic growth and the causal variables. In the case of South Africa, the computed F-statistic for the joint test of the coefficients α4, α5, and α6 is 14.28250. The critical value bounds at the 95 per cent level are 4.87 and 5.85. Since the computed Fstatistic is above the 95 per cent upper bound I(1) of the critical value band computed by Narayan (2004) and Pesaran et al. (2001) the null hypothesis of no cointegration between the variables in the model cannot be accepted.
Results of the Bounds Test for Cointegration
The null hypothesis was rejected. In other words, a long run relationship exists among the variables in our model. It is evident from the results that a long-run relationship exists among the variables in our model with reference to Algeria, Nigeria and Egypt. In the case of Algeria, the F-statistic obtained (4.566650) falls between the lower bound © 2019 AESS Publications. All Rights Reserved. I(0) and upper bound I(1). Thus, the justification for both long-run and short-run models. After ascertaining the presence of a long-run relationship among the variables in the models, the long-run parameters and short-run dynamics of the growth equation was estimated with the ARDL cointegration method. Table 5 revealed that some of the variables had the expected signs and were significant. The variables were significant for Nigeria. The export variable was significant for Algeria. However, imports of goods and services and exports of goods and services had a non-significance relationship with real GDP per capita growth rate for South Africa, and Egypt. The results for most of the variables defied theoretical expectations. The import variable defied theoretical expectations for Algeria and Egypt. Nevertheless, the export variable had the expected sign for all the countries under study. In the case of South Africa, imports had a negative relationship with real GDP per capita growth rate as expected.
This could be attributed to the fact that an increase in imports reduces the international reserves of countries thereby reducing the real GDP per capita growth rate. Again, imported consumption goods cannot add to capital generation and are ineffective in fostering economic growth. The coefficient of imports reveals that a unit increase in imports will result in 0.05 per cent reduction in real GDP per capita growth rate in the long-run. This means that as imports increases, the rate of economic growth reduces. This result is in line with the submissions of Musonda (2007) and Duru (2013) but contrary to the finding of Kaberuka et al. (2014) . On the other hand, exports of goods and services had a positive and non-significant relationship with real GDP per capita growth rate. This can be attributed to the catalytic role of international trade in South Africa's economic growth. This implies that as the level of exports increases, the rate of economic growth will also increase. Hence a unit increase in exports will 338 © 2019 AESS Publications. All Rights Reserved.
trigger a 0.07 per cent increase in real GDP per capita growth rate. This result is in line with the submissions of most empirical studies on the export-led growth literature amongst which are the studies of Chanthunya (1992) ; Matemvu (1997) ; Adelegan (2000) ; Vohra (2001) ; Sentsho (2000) ; Broda and Tille (2003) ; Njikam (2003) and Musonda (2007) . However, the result is contrary to the submissions of Musinguzi et al. (2000) and Atoyebi et al. (2012) . Pesaran et al. (2001) . For Algeria, imports surprisingly exerted a positive and insignificant relationship with real GDP per capita growth rate contrary to expectation. This could be attributed to the importation of producers' goods that add to capital generation and are efficient in promoting economic growth. This implies that a unit increase in imports will result in a 0.22 per cent increase in real GDP per capita growth rate in the long-run. This means that as imports increases, the rate of economic growth also increases. This implies that the government should encourage policies promoting imports of productive foreign technologies as ways of achieving economic growth. This result is contrary to the submissions of most empirical studies on the export-led growth literature amongst which are the studies of Musonda (2007) and Duru (2013) . This assertion finds an advocate in Kaberuka et al. (2014) . However, exports of goods and services had a positive and significant relationship with real GDP per capita growth rate as expected. This can be attributed to the catalytic role of international trade in economic growth. This means that as the level of exports increases, the rate of economic growth will also increase. Therefore, a unit increase in exports will trigger a 0.14 per cent increase in real GDP per capita growth rate. This implies that export-led economic growth and development strategies should be continued by the Algerian government. This result is in line with the submissions of most empirical studies on the export-led growth literature amongst which are the studies of Chanthunya (1992) ; Matemvu (1997) ; Adelegan (2000) ; Vohra (2001) ; Sentsho (2000) ; Broda and Tille (2003) ; Njikam (2003) and Musonda (2007) . However, the result is contrary to the submissions of Musinguzi et al. (2000) and Atoyebi et al. (2012) .
In the case of Nigeria, imports had a negative and significant relationship with real GDP per capita growth in line with expectation. This could be attributed to the importation of consumer goods that do not add to capital generation and are inefficient in promoting economic growth. This implies that a unit increase in imports will result in 0.45 per cent decrease in real GDP per capita growth rate in the long-run. This means that as imports increases, the rate of economic growth reduces. The negative and statistically significant relationship between imports and the real GDP per capita growth rate implies that the government should encourage export promotion measures as alternative ways of fostering economic growth and forsake measures promoting imports. There is a need for the government to urgently implement economic and trade policies that promote growth but restrict imports.
However, the policy actions to be taken should be implemented in such a way that it will not prevent the import of productive foreign technology that could foster growth in a technology-deficient economy like Nigeria. Again, it should discourage non-productive imports and encourage growth-enhancing imports in order to sustain Nigeria's international reserve and real GDP per capita growth rate.
This result is in line with the submissions of Musonda (2007) and Duru (2013) but contrary to the finding of Kaberuka et al. (2014) . As expected, exports of goods and services had a positive and significant relationship with real GDP per capita growth rate. This can be attributed to the catalytic role of international trade in economic growth. This means that as the level of exports increases, the rate of economic growth will also increase. Therefore, a unit increase in exports will trigger a 0.57 per cent increase in real GDP per capita growth rate. This implies that export-led economic growth and development strategies such as the Economic Recovery and Growth Plan (ERGP) should be continued by the Nigerian government. This result is in line with the submissions of most empirical studies on the export-led growth literature amongst which are the studies of Chanthunya (1992) ; Matemvu (1997) ; Adelegan (2000) ; Vohra (2001) ; Sentsho (2000) ; Broda and Tille (2003) ; Njikam (2003) and Musonda (2007) .
However, the result is contrary to the submissions of Musinguzi et al. (2000) and Atoyebi et al. (2012) .
Another intriguing result in the context of the Egyptian economy is the nexus between imports of goods and services and economic growth. This is because unproductive consumer goods that add nothing to capital generation and are ineffective in encouraging economic growth are mostly imported by African countries. Imports exerted a positive and insignificant relationship with real GDP per capita growth rate. This could be attributed to the importation of producers' goods that add to capital generation and are efficient in promoting economic growth.
This implies that a unit increase in imports will result in a 0.12 per cent increase in real GDP per capita growth rate © 2019 AESS Publications. All Rights Reserved.
in the long-run. This means that as imports increases, the rate of economic growth also increases. This implies that the government should encourage policies promoting imports of productive foreign technologies as ways of achieving economic growth. This result is contrary to the submissions of most empirical studies on the export-led growth literature amongst which are the studies of Musonda (2007) and Duru (2013) . However, it is in line with the submission of Kaberuka et al. (2014) . However, exports of goods and services had a positive and insignificant relationship with real GDP growth rate. This implies that a unit increase in exports of goods and services would increase growth by 0.001 per cent. This result is supported by economic theory that emphasizes the catalytic role of international trade in promoting economic growth. The implication of this result is that as exports of goods and services increases, real GDP growth also increases. This result is in line with the submissions of most empirical studies on the export-led growth literature amongst which are the studies of Chanthunya (1992) ; Matemvu (1997) ; Adelegan (2000) ; Vohra (2001) ; Sentsho (2000) ; Broda and Tille (2003) ; Njikam (2003) and Musonda (2007) .
However, the result is contrary to the submissions of Musinguzi et al. (2000) and Atoyebi et al. (2012) . .065472*** 0.0000 ECM = PCGRGDP -0.0090*EXPGS + 0.1237*IMPGS -1.9106*C + 0.0229*D Note: ***, ** and * denote significance at 1%, 5% and 10% respectively. Table 6 showed that the model performed satisfactorily with some of the explanatory variables having the expected relation with real GDP per capita growth rate. Most of the variables had the expected outcomes. The results of the estimated short-run error correction model provide estimates of short-run elasticities while the ecmt-1 coefficient shows the speed with which the system converges to equilibrium. In the case of South Africa, change in imports exerted a positive and significant relationship with real GDP per capita growth rate in the short-run implying that imports contribute to real output growth. This implies that the government should encourage corrects about 76% of its past deviation from equilibrium every year. This value supports the presence of a long-run equilibrium relationship between exports and economic growth.
Results of the Short-run Dynamic Model
For Algeria, the short-run effect of imports of the previous year on real GDP per capita growth rate was positive and insignificant. This means that if imports go up by 1 per cent, economic growth will increase by 0.13 per cent. Change in exports had a positive and significant relationship with real GDP per capita growth rate in the short run. This implies that economic growth would increase by 0.08 per cent, should exports be deepened by 1 per cent. These results are consistent with the outcome of the long-run results. The coefficient of the lagged error correction term or ecmt-1 for the growth equation was -0.6075. This implies that divergence from short-run to longrun equilibrium in real GDP per capita growth rate is 61% within one year. This value justifies the existence of a long-run equilibrium relationship between exports and economic growth.
In the case of Nigeria, change in imports and exports maintained their negative and significant relationship with real output growth as in the long-run equation. The coefficient of the lagged error correction term or ecmt-1 for the growth equation was -1.0466. This means that divergence from short-run to long-run equilibrium in real GDP per capita growth rate is 105% within one year. This high significant value supports the presence of a longrun equilibrium relationship between exports and economic growth. For Egypt, imports and exports of the previous year maintained a positive and insignificant relationship with real output growth in the dynamic growth equation consistent with the long-run results. The coefficient of the lagged error correction term for Egypt suggests that divergence from short-run to long-run equilibrium in real GDP per capita growth rate is 85% within one year. This high significant value justifies the existence of a long-run equilibrium relationship between exports and economic growth. The individual countries under study had high speeds of adjustments. As observed by Granger (1988) the significance of the coefficients of the lagged error correction term indicates that a long-run Granger causality runs from the explanatory variables to the dependent variable. Besides, the negative sign and high significance of the speeds of adjustments to long-run stable equilibrium based on the estimated ecmt-1 still confirms the existence of a long-run relationship between real GDP per capita growth rate and the independent variables.
The Results of Toda and Yamamoto Multivariate Causality Test
The results of the TY estimation are depicted in Table 7 . The results showed the existence of a bidirectional Granger-causality between exports and imports for South Africa. This means that these variables reinforce each other. This is because the null hypothesis of Granger no-causality from imports to exports and exports to imports were rejected for South Africa. In the case of South Africa, since the rejection of no-causality is proved by the rejection of the null hypothesis, thus, the existence of Granger causality would be confirmed by the rejection of the null hypothesis. In addition, the results showed the existence of a uni-directional causality from real GDP per capita growth rate to imports and a uni-directional causality from real GDP per capita growth rate to exports respectively for South Africa. Therefore, there is overwhelming evidence of the import-led export hypothesis, export-led import hypothesis, growth-led export (GLE) hypothesis and growth-led import hypothesis for South Africa. This suggests that the implementation of imports and exports promotion policies would reinforce imports and exports, and the South African Government should embark on economic growth policies necessary to expand imports and exports.
However, the results revealed the existence of a bi-directional relationship between imports and real GDP per capita growth rate on one hand and a one-way causality from exports to imports for Algeria. In addition, the results revealed a bi-directional relationship between imports and exports for Nigeria on one hand and a uni-directional causality from exports to real GDP growth rate, on the other hand, suggesting evidence of export-led growth (ELG) hypothesis for Nigeria. Furthermore, a one-way causality from imports to real GDP per capita growth rate and exports to real GDP per capita growth rate was revealed for Egypt respectively. The uni-directional causality running from exports to real GDP per capita growth rate indicates the existence of export-led growth (ELG) hypothesis for Egypt. The arrows indicating the direction of causality between the variables is depicted in Table 8 . 
Sources of Causation
CONCLUSION AND RECOMMENDATIONS
The development of a dynamic export sector has the potential to transform the entire economic and social fabric of any economy. Besides its capacity for income generation, platforms provided by it in the past forty years have played a pivotal role in the development agenda of numerous developing countries tagged as successful.
Furthermore, it has the capacity to narrow the gaps created by insufficient savings and inadequate foreign exchange in most developing countries to increase economic growth. Based on empirical results, these major findings emerged: The long-run results revealed that exports had a positive and significant relationship with growth in Algeria and Nigeria. However, exports exerted a positive and insignificant effect on economic growth in South Africa and Egypt. In the short-run, exports had a positive and significant relationship with economic growth in Algeria. In addition, exports exerted a positive and insignificant effect on economic growth in Nigeria and Egypt.
Nevertheless, exports had a negative effect on economic growth in South Africa.
Based on the Granger causality results, whereas uni-directional causality runs from exports to real GDP per capita growth rate in Nigeria and Egypt; the uni-directional causality from real GDP per capita growth rate to exports of goods and services exist for South Africa. The export-led growth (ELG) hypothesis was valid for Nigeria and Egypt. On the other hand, the growth-led export (GLE) hypothesis was valid for South Africa. However, there was no evidence of either an ELG hypothesis or GLE hypothesis for Algeria. The policy implications are that exports were a major driver of economic growth in the Nigerian and Egyptian economies. This result is as a result © 2019 AESS Publications. All Rights Reserved.
of Egypt's and Nigeria's dynamic trade policies and involvement in world trade. In addition, it emphasizes the relevance of export promotion measures and firm macroeconomic policies. Hence, an appropriate strategy for these economies to grow will be the application of export promotion policies. On the other hand, a particular level of growth will be a precondition for South Africa to increase its exports.
The key policy recommendations that can be drawn from this study are as follows: The governments should discourage the consumption of non-productive imports through restrictive trade policy measures with a view to conserving international reserves, the technological base of these economies should be boosted through educational development with a view to reducing reliance on developed economies for import of productive foreign technologies, the spate of political instabilities should be discouraged through democratic ideals with a view to attracting foreign investors in the export sector, there is a need for infrastructural development in the energy and transport sectors which would lead to capital formation and economic growth by attracting foreign investors, the Nigerian and Egyptian governments should continue with export-led development strategies, in order to sustain the export-led growth strategy, there is a need for diversification of exports in South Africa, the South African government should continue with growth-led development strategies, in order to sustain the growth-led export strategy, stabilization of the exchange rate, some of the regulatory agencies like the customs management should ensure through their supervisory activities and surveillance that these economies do not become the dumping ground for unproductive consumer goods from developed economies, and there is a need for the diversification of Nigeria's export base away from oil to exports of solid minerals using revenues from oil.
LIMITATIONS OF THE STUDY
Under the overview of exports in Nigeria, the graph depicting the growth rate of Nigeria's export was plotted from 1982-2016 instead of 1980-2016. This was caused by the non-availability of data on the export growth rate for 1980 and 1981 respectively. Besides, the data was extracted from WDI and were only available up to 2016. Data on some of the variables were available for some countries in 2017 while others were not available. This prevented us from extending the study to 2018.
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