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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
En una sociedad en la que cada vez estamos ma´s conectados, se hace
evidente el uso de una arquitectura esta´ndar con la que podamos comunicar
la gran variedad de dispositivos mo´viles, porta´tiles o incluso “wereables”
que inundan nuestros bolsillos. De esta necesidad nacen los servicios web,
consiguiendo con ellos una interoperabilidad universal al estar basados en
protocolos esta´ndar. Permitiendo de este modo, con una cantidad mı´nima de
infraestructura, integrar aplicaciones de manera flexible.
Por otra parte, destacar la necesidad de un sistema fiable y seguro. La
interrupcio´n del servicio en una aplicacio´n web puede suponer perdidas mi-
llonarias. Para que esto no suceda, existen herramientas que ofrecen la po-
sibilidad de disen˜ar y crear aplicaciones distribuidas altamente escalables,
replicadas y consistentes. Un buen ejemplo de ello, es la infraestructura di-
sen˜ada para la candidatura de Obama en las elecciones presidenciales de los
Estados Unidos de 2012[1].
1.2. Objetivos y contexto
El objetivo de este trabajo final de ma´ster es implementar un servicio web
que proporcione un catalogo de productos y la informacio´n sobre los mismos.
Aunque podr´ıamos implementar el sistema de forma abstracta, nos cen-
traremos en un tema especifico: las alergias alimentarias. Ello facilitara´ la
comprensio´n del sistema y proporcionara´ una aplicabilidad inmediata a nues-
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tro desarrollo. En concreto, desarrollaremos un repositorio de alimentos que
producen alergias alimentarias que pueda ser consultado desde cualquier dis-
positivo. Este servicio proporciona a sus usuarios informacio´n crucial, a la
hora de hacer la compra, para saber si puede o no consumir un determinado
producto. Su uso debe ser tan sencillo como escanear el co´digo de barras en
el envase e inmediatamente obtener la informacio´n pertinente.
La aplicacio´n tendra´ una arquitectura cliente-servidor. Estos interaccio-
nan en base a una interfaz REST (ver seccio´n 2.4). El cliente que desarrollare-
mos como demostracio´n, sera´ una aplicacio´n en Android capaz de interactuar
con el sistema de consulta. Por su parte, para desarrollar el servidor, pondre-
mos en pra´ctica muchos de los conocimiento adquiridos durante la realizacio´n
del ma´ster. Mas espec´ıficamente en las asignaturas de disen˜o de arquitecturas
en la nube:
Cloud Computing: Tecnolog´ıas y Arquitectura de Servicios
Infraestructuras Avanzadas en Cloud
Modelos de Programacio´n en Cloud
Programacio´n en Sistema´s Cloud
Seguridad en Sistema´s Distribuidos
Rendimiento y Escalabilidad
1.3. Organizacio´n de esta memoria
Veamos ahora la organizacio´n de este documento. Dividido en 7 cap´ıtulos,
cada uno de ellos aportara´ nuevos conocimientos sobre el trabajo, utilizando
como base los anteriores.
Cap´ıtulo 1: Capitulo actual. Introduccio´n.
Cap´ıtulo 2: Realizara´ una revisio´n de las tecnolog´ıas utilizadas. Detallaremos cuales
han sido y que funcionalidad aporta cada una al proyecto.
Cap´ıtulo 3: Enumeracio´n de los requerimientos del sistema.
Cap´ıtulo 4: Explicacio´n del disen˜o de la arquitectura cloud y software.
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Cap´ıtulo 5: Aspectos ma´s importantes de la implantacio´n. Que pasos se deben to-
mar para poder desplegar este tipo de aplicaciones.
Cap´ıtulo 6: Rendimiento del sistema. Estudio mediante gra´ficas del comportamien-
to de este ante un incremento en el nu´mero de peticiones por segundo.
Cap´ıtulo 7: Conclusiones y posibles trabajos futuros.
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Cap´ıtulo 2
Tecnolog´ıas
2.1. AWS (Amazon Web Services)
AWS no es mas que la coleccio´n de servicios de computacio´n y almace-
namiento en la nube de Amazon. Permite desplegar grandes infraestructuras
con aprovisionamiento dina´mico de recursos sin necesidad de inversio´n ini-
cial. Los pagos se hacen por el tiempo de uso de cada recurso y var´ıan segu´n
la regio´n en la que despleguemos la infraestructura. Amazon es el pionero en
cloud computing desde 2006, ofreciendo:
Bajo coste (sus precios bajan varias veces cada an˜o) .
Agilidad y elasticidad (permite modificar la cantidad de recursos sin
apenas tiempos de espera).
Seguridad.
SLA (Acuerdo de nivel de servicio ver en [15]) acorde a las necesidades
del cliente.
A continuacio´n vamos a enumerar los servicios que hemos utilizado durante
el trabajo.
2.1.1. EC2 (Elastic Compute Cloud)
EC2 es el servicio de Amazon que proporciona los recursos de compu-
tacio´n en la nube. Para ello, nos permite desplegar maquinas virtuales a
15
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Tipo vCPU ECU Mem.(GB) Alm.(GB) Precio
t2.micro 1 Variable 1 Solo EBS 0.013
t2.small 1 Variable 2 Solo EBS 0.026
t2.medium 2 Variable 4 Solo EBS 0.052
m3.medium 1 3 3.75 1 x 4 SSD 0.070
m3.large 2 6.5 7.5 1 x 32 SSD 0.140
m3.xlarge 4 13 15 2 x 40 SSD 0.280
m3.2xlarge 8 26 30 2 x 80 SSD 0.560
Cuadro 2.1: Tabla de precios EC2 Linux en dolares por hora.
trave´s de ima´genes. Estas ima´genes, tambie´n llamadas AMI pueden ser ele-
gidas de una lista de ima´genes predefinidas o pueden ser creadas por el usua-
rio. Una vez esta imagen esta´ funcionando como maquina virtual, Amazon
se refiere a ella como instancia.
Instancia
Al crear cada una de estas instancias, podemos elegir su capacidad de
computo. Esta viene dada por la cantidad de ECUs con la que despleguemos
la instancia.
Una ECU proporciona aproximadamente la capacidad de calculo de una
cpu con un unico procesador a Xeon de 2007 entre 1 y 1.2Ghz.
Para desplegar una de estas instancias, necesitamos:
Seleccionar la imagen AMI a ejecutar.
Configurar la seguridad (Crear un grupo de seguridad indicando los
puertos en los que sera´ accesible la instancia).
Seleccionar el tipo de instancia.
Determinar en que localizaciones se ejecutara la instancia.
Pagar u´nicamente por los recursos que consumamos.
2.1.2. Elastic Load Balancing
En una aplicacio´n cloud, el escalado, permite no solo aumentar la capaci-
dad de cada instancia, sino tambie´n aumentar el numero de instancias, esto
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es lo que se conoce como escalado horizontal. Para ello, necesitamos alguien
que se encargue de distribuir la carga entre las instancias. Esta es la funcio´n
que realiza Elastic Load Balancing.
Distribuye la carga de forma equitativa entre las diferentes zonas de dis-
ponibilidad. Las zonas de disponibilidad son ejecuciones independientes en
infraestructura. Ayudan de este modo a conseguir alta disponibilidad. Es
interesante que cada zona, tenga un numero similar de instancias. Si solo
tenemos una zona esto no es un problema. Para distribuir la carga utiliza un
algoritmo similar a round robin.
Las ventajas que nos aporta ELB son:
Disponibilidad: Se consiguen niveles mas altos de tolerancia a fallos,
ya que ELB garantiza que solo las instancias con buena salud reciban
trafico.
Elasticidad: Al integrase con Auto Scaling (del que hablaremos a conti-
nuacio´n) permite que la capacidad del back-end var´ıe de forma dina´mi-
ca con el fin de satisfacer las necesidades de los distintos niveles de
trafico.
Seguridad: Permite crear una arquitectura de varias capas con balan-
ceadores internos unidos a diferentes grupos de seguridad.
Admite conexiones seguras a trave´s de SSL.
Es capaz de mantener la sesio´n de un usuario en una instancia (esta no
es una practica muy recomendable a la hora de programar en la nube).
Como en todos los servicios integrados en AWS los precios van en relacio´n
al uso, segu´n tiempo y cantidad de trafico. Considerando el caso t´ıpico de la
region EE.UU Este.
0.025 USD por hora (u hora parcial) de Elastic Load Balancer.
0.008 USD por GB de datos procesados por Elastic Load Balancer.
2.1.3. Auto Scaling
Auto Scaling permite escalar automa´ticamente la capacidad de EC2, pa-
ra aumentarla o reducirla, de acuerdo a unas reglar definidas por el usuario.
18 CAPI´TULO 2. TECNOLOGI´AS
Permite establecer me´tricas a seguir para el escalado. Si hay alguna instancia
en mal estado o inaccesible la sustituye por otra. Tiene un servicio de notifi-
caciones para avisar al usuario, pues desde que surgio´ la computacio´n en la
nube, aparecio´ un nuevo tipo de ataque basado en obligar a la aplicacio´n a
aumentar su capacidad de computo para que aumente el coste.
2.1.4. DynamoDB
Servicio de bases de datos NoSQL de Amazon, muy ra´pido. Todo su
contenido esta almacenado sobre discos SSD. Garantiza una latencia de mi-
lisegundos. Tambie´n cabe destacar la API, ya que DynamoDB la ofrece para
la mayor´ıa de lenguajes de programacio´n actuales, entre ellos Node.JS como
mas adelante veremos.
DynamoDB permite especificar el rendimiento para cada tabla de forma
independiente. La capacidad tanto en lo referente a volumen de datos como
a rendimiento es ilimitada. De esta forma facilita el trabajo al desarrolla-
dor. Olvida´ndose de crear particiones (sharding) en la base de datos para
aumentar el rendimiento o la capacidad. Solo nos tenemos que centrar en la
implementacio´n.
El precio para la region EE.UU Este es de:
Rendimiento de escritura: 0.0065 USD por hora por cada 10 unidades de
capacidad de escritura (capacidad suficiente para realizar hasta 36.000
escrituras por hora).
Rendimiento de lectura: 0.0065 USD por hora por cada 50 unidades de
capacidad de lectura (capacidad suficiente para realizar hasta 180.000
lecturas de coherencia alta o 360.000 de lecturas de coherencia eventual,
por hora).
La forma de calcular las necesidades en nuestras tablas se mide con las
unidades de lectura y escritura. Una unidad de capacidad de escritura permite
realizar una escritura por segundo, de elementos con taman˜o de un ma´ximo
de 1kb. En el caso de las unidades de lectura, permite realizar una lectura
altamente coherente (o dos con coherencia eventual) de elementos con hasta
4kb de taman˜o.
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2.1.5. CloudFormation
CloudFormation ofrece de forma gratuita un me´todo sencillo para crear la
infraestructura cloud. Permite escribir plantillas en formato JSON, donde se
describen los recursos AWS a desplegar, sus caracter´ısticas y dependencias.
Una vez esta´n en funcionamiento los recursos, pueden ser modificados de
forma normal.
Principales caracter´ısticas de CloudFormation.
Archivo de texto escrito en JSON donde se describe la infraestructura.
Permite gestionar relaciones entre grupos EC2, Elastic Load Balancing
y mas.
Las plantillas se puede reutilizar modificando valores para las diferentes
implementaciones de la aplicacio´n.
Ofrece la posibilidad de salidas de los resultados. Por ejemplo, cuando
se incluye una instancia devolver el nombre y la direccio´n ip de esta.
La identificacio´n por nombres lo´gicos evita conflictos de nomenclatura
entre diferentes recursos.
Compatible con diferentes lenguajes de programacio´n mediante APIs.
2.2. Node.JS
Segun wikipedia [4].
Node.JS es un entorno de programacio´n en la capa del servidor
basado en el lenguaje de programacio´n Javascript, con I/O de
datos en una arquitectura orientada a eventos y basado en el
motor Javascript V8. Fue creado con el enfoque de ser u´til en
la creacio´n de programas de red altamente escalables, como por
ejemplo, servidores web.
El principal objetivo de Node.JS [5] es “proporcionar una manera fa´cil para
construir programas de red escalables”. En los actuales servidores la utiliza-
cio´n de memoria RAM y CPU es elevada. Limitando el numero de clientes
por servidor, y aumentando el precio final de las aplicaciones a gran escala.
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Figura 2.1: Ciclo de vida de los eventos en Node.JS [3]
Node utiliza javascript en la parte del servidor basa´ndose en eventos que
se ejecutan de manera as´ıncrona. Estas ejecuciones as´ıncronas son engorrosas
si se gestionan en diferentes hilos. Para solucionar este problema Node man-
tiene un event loop que gestiona todas las operaciones as´ıncronas. Cuando
necesita realizar una operacio´n con bloqueo (por ejemplo operaciones con ar-
chivos) env´ıa una tarea as´ıncrona al event loop, junto con un callback y luego
continu´a. El event loop realiza un seguimiento de la operacio´n as´ıncrona, y
ejecuta el callback cuando esta finaliza.
Otra parte interesante de Node.JS es el gran apoyo de la comunidad y sus
repositorios. En poco tiempo han aparecido una gran cantidad de mo´dulos
con diferentes fines que podemos utilizar en nuestra aplicacio´n con un simple
import.
Por ello Node.JS es ideal para servidores. En casos concretos con linke-
dIn al migrar la plataforma desde ruby on rails a Node.JS, disminuyeron el
numero de servidores necesarios de 30 a 3, algo que econo´micamente aporta
un gran beneficio.
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2.2.1. Express
Express[6] es un framework para el desarrollo de aplicaciones en Node.JS.
Inspirado en sinatra [7] permite enrutar peticiones HTTP (POST,GET,PUT,DELETE)
hacia el co´digo que deseemos ejecutar.
2.2.2. Passport
Passport [8] es un middleware de autenticacio´n para Node. Esta disen˜ado
para el propo´sito de autenticar peticiones. Se integra en el co´digo de las
peticiones, permitiendo inicios de sesio´n al proporcionarle un usuario y con-
trasen˜a, o incluso autenticacio´n OAuth con diferentes proveedores.
Dentro de passport, podemos elegir diferentes estrategias de autentica-
cio´n, permitie´ndonos escoger entre mantener sesiones persistentes o desacti-
var las sesiones.
2.2.3. Crypto
Crypto es el modulo de Node.JS encargado de la encriptacio´n. Ofrece una
coleccio´n de algoritmos de cifrado.
2.2.4. JWT-Simple
JWT(JSON Web Token), es un modulo Node.JS utilizado para encriptar
y desencriptar cadenas. Por defecto utiliza un algoritmo HS256 pero se puede
configurar para utilizar HS384, HS512 y RS256.
2.3. HTTPS
HTTPS es la versio´n securizada del Hypertext Transfer Protocol. Con
ella se pretende evitar que un tercero pueda escuchar la conversacio´n entre
cliente y servidor.
Utiliza un sistema de cifrado basado en SSL o TLS para crear un canal se-
guro, consiguiendo evitar que si alguien capta la transmisio´n pueda entender
que estamos enviando. El puerto por defecto es el 443. Para poder utilizar
este tipo de transmisio´n segura, se necesita un certificado de clave publi-
ca firmado por una autoridad certificadora. De este modo, el cliente puede
comprobar quien es el servidor y garantizar que nadie lo esta´ suplantando.
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Estos certificados de clave publica pueden ser revocados si han expirado
o si hay evidencias de que su clave privada ha sido comprometida.
2.3.1. Certificados
Utilizan un me´todo de cifrado asime´trico, se emplean dos claves, una pu-
blica y una privada. Cuando el cliente cifra el mensaje con el certificado (clave
publica firmada por una autoridad certificadora), el u´nico que sera´ capaz de
descifrarlo es el duen˜o de ese certificado. Con ello se consigue que si alguien
intercepta una comunicacio´n con datos sensibles no sea capaz de leerla.
2.3.2. TLS/SSL
Son sistemas de cifrado para proporcionar conexiones seguras sobre Inter-
net en arquitecturas cliente servidor. Puede utilizar los algoritmos de cifrado
RC2, RC4, IDEA, DES, Triple DES y AES. Sus fases son:
1. El cliente env´ıa una peticio´n de sesio´n segura.
2. El servidor responde con el certificado de clave publica.
3. El cliente comprueba si el certificado esta´ en una CA.
4. El cliente genera una clave sime´trica aleatoria y la cifra utilizando la
clave publica del servidor.
5. Ambos conocen la clave sime´trica y cifran/descifran los mensajes mien-
tras dure la sesio´n.
2.4. REST
REST es un estilo de arquitectura o patro´n de disen˜o basado en los
esta´ndares HTTP y URL. Existen recursos que deben tener un identificador
global. Se crea un recurso para cada servicio y cada uno de estos recursos se
identifica con una URL.
Soporta diferentes tipos de datos/MIME types.
HTML
TEXT
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JSON
XML
etc.
Otra de las principales ventajas de REST a la hora de construir una
arquitectura escalable es que las comunicaciones son sin estado (stateless).
De este modo se consigue no tener dependencia con el servidor.
Un servicio REST correctamente disen˜ado debe utilizar los co´digos de
error y las excepciones HTTP.
1xx : iformacio´n
2xx : e´xito
3xx : redireccio´n
4xx : error cliente
5xx : error servidor
Dentro de REST, existen dos tipos de operaciones, seguras y inseguras.
Las operaciones seguras son aquellas no modifican el estado de los recur-
sos, suelen ser operaciones de consulta, por muchas veces que se reenv´ıen no
cambia el resultado.
Las operaciones inseguras son aquellas que tras ejecutarlas se modifica
el estado de algu´n recurso, operaciones de actualizacio´n, creacio´n o borra-
do. Para las operaciones inseguras se debe controlar que sucede en caso de
reenv´ıo.
Por otro lado, la idempotencia es la capacidad de que una operacio´n
siempre del mismo resultado se ejecute una o n veces. En las operaciones
idempotentes aunque haya reenvios no cambia el resultado. Por el contrario,
en una operacio´n no idempotente si que var´ıa.
Los servicios REST proporcionan soporte a todas las comunicaciones web
usadas en la API HTTP. De este modo, las operaciones ser´ıan las siguientes:
GET
• Devuelve informacio´n (Retrieve).
• Operacio´n segura e idempotente.
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POST
• An˜ade informacio´n (Create).
• Operacio´n insegura y no idempotente.
PUT
• Actualiza la informacio´n (Update).
• Operacio´n insegura e idempotente.
DELETE
• Borra informacio´n (Delete).
• Operacio´n insegura e idempotente.
HEAD*
• Informacio´n resumida.
• Operacio´n segura e idempotente.
OPTIONS*
• Operaciones invocables.
• Operacio´n segura e idempotente.
*Estas operaciones no se suelen utilizar, pero es interesante conocerlas.
2.5. Android
Android es un sistema operativo para dispositivos mo´viles basado en li-
nux. El desarrollo de aplicaciones para Android se realiza en una variante
de Java llamada Dalvik. El sistema, a trave´s del SDK proporciona las inter-
faces para que los desarrolladores tengan acceso a las funciones del tele´fono
(GPS,ca´mara, agenda, etc...).
Para el desarrollo de aplicaciones existe un Android SDK (Android Soft-
ware Development Kit) especifico, aunque tambie´n esta disponible un kit de
desarrollo nativo. Como IDE existen varias opciones, las mas conocidas son
Eclipse y Android studio.
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Figura 2.2: Arquitectura sistema operativo Android [9]
2.5.1. Volley
Volley es una librer´ıa HTTP para Android que facilita las comunicaciones
web. Los principales beneficios son:
Programacio´n (agenda) automa´tica para las solicitudes de red.
Soporta conexiones mu´ltiples.
Cache coherente.
Priorizacio´n de peticiones.
Facilidad de personalizacio´n (reintentos).
As´ıncrono.
Entre sus principales usos destacan las operaciones de tipo RPC para
completar huecos en interfaces de usuario. Es totalmente compatible con
diferentes tipos como cadenas de texto o JSON.
2.5.2. ZXing
ZXing es una librer´ıa de procesado de ima´genes multi-formato, tanto en
1D como 2D. Distribuido bajo una licencia de codigo abierto. Es capaz de
reconocer los formatos de co´digo de barras UPC-A, UPC-E, EAN-8, EAN-13,
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Co´digos 39, 93, 128, ITF, Codabar, RSS-14, Matriz de datos (Data Matrix),
Aztec, PDF 417 y QR.
Funciona con cualquier SDK Android superior a la versio´n 4.0 y entre
sus cualidades destacar la facilidad para modificarlo y configurar al tipo de
co´digo que se quiera escanear.
Cap´ıtulo 3
Ana´lisis de requerimientos
En este trabajo vamos a cubrir la necesidad de identificacio´n de ale´rge-
nos en alimentos. Permitiendo de esta forma a las personas con diferentes
alergias alimentarias, identificar de modo ra´pido con su tele´fono inteligente
Android, si pueden ingerir determinado alimento. Para ello tan solo tendra´n
que escanear el co´digo de barras de dicho alimento utilizando la ca´mara de
su tele´fono.
El sistema podra´ llevar a cabo cualquier operacio´n de registro. Tanto de
usuarios como de alimentos, ingrediente y ale´rgenos. Dicho de otro modo,
podra´ realizar operaciones de alta, baja o modificaciones en cada uno de los
recursos anteriormente citados. Tambie´n debera´ ofrecer un sistema de inicio
de sesio´n sobre los usuarios. De modo que en cualquiera de las anteriores ac-
ciones, quede registrado el nombre del usuario que ha realizado la operacio´n.
Para poder llevar a cabo estas acciones se necesitan los siguientes datos:
Usuario: Para el alta o modificacio´n de usuario se proporcionara´ una
clave a modo de seudo´nimo, adema´s del nombre real, correo electro´nico
y una contrasen˜a.
Alimento: Para el alta o modificacio´n de un alimento deberemos pro-
porcionar un co´digo de barras ean-13 como clave, un nombre y los
ingredientes que lo componen. En el caso que no existan dichos ingre-
dientes, debera´n ser dados de alta de forma previa al alimento.
Ingrediente: Para el alta o modificacio´n de un ingrediente, indicaremos
el nombre como clave y los ale´rgenos. Como en el caso de los alimentos,
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si estos ale´rgenos no existen. Debera´n ser dados de alta de modo previo
al ingrediente.
Ale´rgeno: Para el alta o modificacio´n de un ale´rgeno, se debe propor-
cionar el nombre como clave, los s´ıntoma´s y el tratamiento.
Veamos ahora para cada tipo de usuario, en que posible escenario puede
tomar parte.
Usuario no registrado.
Registro, permite registrar un nuevo usuario.
Consultar recurso, devuelve informacio´n del recurso al realizar una pe-
ticio´n sobre la clave de este.
Usuario registrado.
Consultar recurso, devuelve informacio´n del recurso al realizar una pe-
ticio´n sobre la clave de este.
Modificar usuario propio, tras iniciar sesio´n, permite modificar algu´n
campo del usuario previamente registrado.
Insertar nuevo recurso, permite an˜adir un nuevo recursos al sistema.
Modificar recurso, permite modificar la informacio´n de un recuso al
realizar una peticio´n de modificacio´n sobre la clave primaria de este, se
le enviara´n los nuevos valores.
Eliminar recurso, permite eliminar un recurso.
Quedando el diagrama de casos de uso como se puede ver en la figura 3.1.
Con los actores y los casos de uso ya definidos, veamos ahora los requisitos
no funcionales.
Para el desarrollo del repositorio buscamos una aplicacio´n que sea en
primer lugar escalable (ver [11]), disponible (ver [13]) y consistente (ver [14]).
Este u´ltimo no sera´ un requisito indispensable, pues en el planteamiento que
vamos a realizar de la aplicacio´n sera´ suficiente con una consistencia de´bil
(ver [12]).
Por el contrario, la escalabilidad es un punto muy importante. Sera´ ne-
cesario que el sistema sea capaz de aprovisionar recursos de forma dina´mica.
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Figura 3.1: Diagrama de casos de uso
Garantizando as´ı el correcto funcionamiento durante su tiempo de vida. Co-
rrecto funcionamiento entendemos por el modo donde el sistema sea capaz
de responder a todas las peticiones de los clientes de forma correcta y sin un
retraso anormal.
Referente a la disponibilidad, necesitaremos que el sistema este´ en fun-
cionamiento aunque se produzca algu´n fallo. Debera´ ser capaz de auto com-
probar el correcto funcionamiento y en caso de fallo tomar medidas para
solucionarlo.
Otro requisito importante para un sistema de este tipo es la seguridad.
Debe tener la capacidad de evitar que terceras personas lean la informacio´n
de sus usuarios mediante ataques “man in the middle” (ver [16]) o que la
puedan modificar.
Para finalizar, tendremos en cuenta la viabilidad econo´mica. Que sea via-
ble econo´micamente esta´ ligado a la escalabilidad. Si conseguimos que el
sistema no desaproveche recursos estaremos ahorrando dinero.
Por todas estas caracter´ısticas se ha escogido montar la aplicacio´n so-
bre una arquitectura cloud. Con ella evitaremos gastos iniciales, pues solo
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pagaremos por lo que utilicemos en cada momento y podremos cumplir los
requerimientos de escalabilidad y disponibilidad.
Cap´ıtulo 4
Disen˜o de la aplicacio´n
Tras haber visto las tecnolog´ıas que vamos a utilizar, a continuacio´n ana-
lizaremos el problema a resolver. En este capitulo veremos detenidamente el
disen˜o de cada una de las partes que componen la aplicacio´n y como inter-
actu´an entre s´ı. Para ello dividiremos el disen˜o en dos partes: infraestructura
cloud y arquitectura software.
4.1. Disen˜o arquitectura cloud
Pasemos ahora a detallar la infraestructura cloud. Como vimos en la sec-
cio´n 2.1.1 dentro de AWS existe gran variedad de tipos de instancia. Estas
tienen rendimientos y propo´sitos bastante dispares. Con el fin de buscar una
instancia con rendimiento aceptable y un precio contenido nos hemos decidido
por las del tipo m3.medium pues las instancias micro, aunque en determina-
dos casos pueden ser suficientes, no son dema´siado adecuadas debido a que
no ofrecen un rendimiento constante, simplemente picos de CPU. Este es el
caso de t1.micro y t2.micro.
Los dos puntos interesantes de este tipo de instancia son la memoria RAM,
con una cantidad considerable si lo comparamos a las instancias basicas (0.6
vs 3.75) y el disco duro. Ofrecen un disco de estado solido de 4gb. Esto es
Tipo vCPU ECU Memoria(GB) Almacenamiento(GB) Precio
m3.medium 1 3 3.75 1 x 4 SSD 0.070
Cuadro 4.1: Caracter´ısticas y precio por hora de la instancia m3.medium.
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muy u´til por si queremos guardar un log en el sistema de ficheros, Ya que
con estas caracter´ısticas no tendremos problema´s gracias a las velocidades de
escritura en disco.
Recordemos, que por la definicio´n del problema, el nu´mero de instancias
debe ser variable para adaptar el rendimiento a las condiciones de carga. Para
ello utilizaremos un grupo de auto escalado (seccio´n 2.1.3). Este grupo, junto
a una alarma´s preestablecidas monitorizara´ la carga de nuestras instancias y
tomara´ las decisiones oportunas para an˜adir o quitarlas instancias de modo
que el sistema se adapte a las condiciones. El nu´mero ma´ximo y mı´nimo
de instancias es definido por el administrador del sistema, en nuestro caso
estara´ comprendido entre 1 y 4. Las alarma´s que controlan la creacio´n o
destruccio´n de instancias se regira´n por unos porcentajes de uso de CPU, de
modo que cuando todas las instancias del grupo de escalado superen el 70 %
de CPU y el nu´mero de estas sean inferior a 4 se crea una nueva. En el caso
contrario, si alguna instancia tiene un uso inferior al 20 % y hay ma´s de 1
instancia en el grupo, esta se destruye.
No olvidemos tambie´n, que las instancias debera´n estar asociadas a un
grupo de seguridad que autorice el tra´fico por un determinado puerto con
los clientes. De este modo, la primera aproximacio´n a la arquitectura queda
como se puede ver en la figura 4.1.
Figura 4.1: Primera parte arquitectura cloud
Ahora bien, con esta estructura las peticiones se deber´ıan hacer de forma
manual a cada una de las instancias. Para solucionar este problema, an˜adi-
remos un balanceador de carga (seccio´n 2.1.2) que se encargara´ de recoger
todas las peticiones y distribuirlas siguiendo un algoritmo de reparto similar
a round robin entre las instancias que en ese momento tengamos en el gru-
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po de auto escalado. Debemos tener en cuenta que si el servicio es seguro,
este balanceador de carga tambie´n debera´ serlo. Le indicaremos el proto-
colo, HTTPS en nuestro caso, y an˜adiremos el certificado firmado por una
Autoridad Certificadora.
Para terminar, necesitaremos una base de datos donde guardar la infor-
macio´n de los recursos. Como hemos visto en el apartado de tecnolog´ıas,
vamos a utilizar dynamoDB (seccio´n 2.1.4). Con DynamoDB cubriremos to-
das las necesidades de rendimiento. Entre sus puntos fuertes, destacar la alta
velocidad de lectura al escoger un modelo de coherencia final. Esto significa
que en las tres replicas donde se almacena cada tabla. Siempre llegara algu´n
momento de la ejecucio´n donde existira´ coherencia entre los datos almacena-
dos.
Figura 4.2: Arquitectura cloud completa con 4 instancias
Como ya se ha comentada anteriormente, el rendimiento viene dado por
unidades de lectura y escritura. Para un primer ca´lculo aproximado de las
unidades de lectura y escritura, supondremos que cada una de ellas tiene
un taman˜o de 1kb, el ratio de estas es de 100:1 y cada tabla tiene una
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media de 1000 peticiones por segundo. De esta forma y siguiendo las formulas
disponibles en el FAQ de dynamoDB.
Unidades de capacidad necesarias para escrituras = Nu´mero de escrituras
de elementos por segundo x taman˜o del elemento (redondeando hasta el KB
ma´s pro´ximo).
Unidades de capacidad necesarias para lecturas = Nu´mero de lecturas
de elementos por segundo x taman˜o del elemento (redondeando hasta el KB
ma´s pro´ximo) / 2.
UCE = 10 ∗ 1 = 10
UCL = 1000∗1
2
= 500
Con todo lo comentado hasta ahora ya tenemos completa la arquitectura
cloud de un modo similar a la figura 4.2.
4.2. Disen˜o arquitectura software
4.2.1. Servicio REST
A la hora de disen˜ar un servicio REST debemos planificar las interacciones
del usuario con cada uno de los recursos, as´ı como el tipo de peticiones que
acepta el recurso. En el caso de nuestro repositorio, los recursos principales
son “user”, “aliment”,“ingredient” y “allergen”. A parte de estos existen unos
recursos para permitir el registro de usuarios y el inicio de sesio´n llamados
“signin” y “login”.
Figura 4.3: Peticiones en recursos REST
Cada recurso acepta peticiones del tipo GET, POST, PUT y DELETE,
4.2. DISEN˜O ARQUITECTURA SOFTWARE 35
tras recibir cualquiera de estas, la procesa y una vez tiene el resultado env´ıa
una respuesta al cliente con un JSON en el que se le devuelve el co´digo del
resultado y el mensaje.
Un ejemplo de una peticio´n incorrecta:
Payload: {“CODE”:“FALSE”,“MSG”:“DB ERROR”}
Status: 500
Un ejemplo de una peticio´n correcta:
Payload: {“CODE”:“1001”,“MSG”:“TOKENDELOGINDEUSUARIO”}
Status: 200
Figura 4.4: Arquitectura REST
El env´ıo de datos al servicio se realiza mediante el payload con el “Content-
Type” en formato “application/JSON”. Tambie´n cabe comentar que hay
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cierto tipo de peticiones POST y PUT que solo pueden realizar usuarios re-
gistrados. Para ellas se debe an˜adir en la cabecera de la peticio´n (HEAD) el
token de autenticacio´n devuelto por el recurso “login”. Quedando este como
access token: eyJ0eXAiOiJKV1Q...
4.2.2. Allergy finder (Android)
La aplicacio´n Android esta compuesta por un interface gra´fico del tipo
“Navigation drawer activity”. Desde este menu´ de navegacio´n se puede ac-
ceder a las diferentes acciones. Estas son:
Escanear co´digo de barras (pantalla de inicio).
Registro y inicio de sesio´n de usuarios.
An˜adir ale´rgeno.
An˜adir ingrediente.
An˜adir alimento.
Opciones (desde las opciones an˜adiremos a que ale´rgenos tenemos hi-
persensibilidad).
Al ejecutar cualquiera de estas acciones, se invocara´ una llamada remota
al servicio REST. Cuando recibamos la respuesta de esta llamada remota, de
modo as´ıncrono un me´todo gestionara´ la respuesta segu´n el co´digo enviado.
Cap´ıtulo 5
Implantacio´n
El cap´ıtulo que nos ocupa llevara´ al lector a comprender como crear de
forma rapida una arquitetura cloud. En e´l explicaremos las diferencias entre
hacerlo manualmente y automatizar el despliegue utilizando CloudFormation
(anexo ??).
Figura 5.1: Pantalla principal de AWS
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5.1. Empezando con AWS
El primer paso para poder desplegar una infraestructura en la nube sobre
AWS es registrarnos. Para ello nos dirigimos a la web principal de [2, AWS]
y accedemos al correspondiente apartado de inscripcio´n. Tras completar los
diferentes formularios con nuestros datos e insertar el nu´mero de la tarjeta de
cre´dito, accederemos a la consola de administracio´n (figura 5.1). Desde esta
pagina principal tendremos acceso a los diferentes servicios que componen
AWS.
El pro´ximo paso´ sera´ dirigirnos al servicio EC2, donde desde la opcio´n
“Key Pairs” crearemos un par de claves con los que podremos conectarnos
a nuestras instancias. Con las claves creadas, podemos empezar a trabajar.
Siguiendo en el servicio EC2 nos dirigimos a “Auto Scaling Groups” y pul-
samos sobre el boto´n “Create Auto Scaling group”. De este modo crearemos
un grupo de auto escalado en la region que nos encontremos. Para saber en
que regio´n estamos, podemos observar la parte superior derecha de la pagina
web como sucede en la figura 5.1. En este caso estamos en N. Virginia.
Definiremos ahora una plantilla (template) para el lanzamiento de nuevas
instancias. Cada plantilla consta necesita los siguiente para´metros:.
1. AMI. Como se comente en la seccio´n 2.1.1. Las AMI son ima´genes pre-
definidas con diferentes sistema´s operativos. Por lo tanto escogeremos
en sistema operativo y la arquitectura deseados. En nuestro caso hemos
optado por un Ubuntu de 64 bits.
2. Tipo de instancia. Segu´n los requerimientos en capacidad de ca´lculo.
Para nuestra arquitectura se ha escogido una instancia de propo´sito
general m3.medium (seccio´n 4.1).
3. Configuracio´n.
4. Almacenamiento. Llegados a este punto seleccionaremos el almacena-
miento de cada instancia. En nuestro caso continuaremos con el alma-
cenamiento por defecto de las instancias m3.medium (8+4gb).
5. Grupo de seguridad. Configuraremos los puertos a trave´s de los que
podra´n pasar peticiones a la instancia. Seleccionaremos el protocolo
SSH, y adema´s an˜adiremos los puertos 8080 (para conexiones sin cifrar)
y 44401 (puerto utilizado por nuestro repositorio para las conexiones
cifradas).
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Con la plantilla correctamente definida podemos proceder a crear el grupo
de auto escalado.
1. Elegiremos el nombre del grupo de auto escalado, con cuantas instancias
arranca y las zonas de disponibilidad. Es aconsejable escoger al menos
dos zonas para una aplicacio´n robusta.
2. Configuracio´n pol´ıticas de escalado. Seleccionaremos la opcio´n “Use
scaling policies to adjust the capacity of this group”. Escogeremos el
mı´nimo y ma´ximo de instancias, en nuestro caso 1 y 4. Y procedemos
a crear las alarma´s pulsando sobre “Add new alarm”. Llegados a este
punto crearemos dos alarma´s donde estableceremos el porcentaje de
uso superior e inferior de la CPU (figura 5.2).
3. Podemos an˜adir notificaciones. De esta forma nos avisara por correo
electro´nico.
4. Por u´ltimo comprobamos que todo sea correcto y creamos el grupo de
auto escalado.
Figura 5.2: Creacio´n de una nueva alarma. Porcentaje de uso superior en la
CPU
Llegados a este punto, tendr´ıamos una arquitectura similar a la vista en la
figura 4.1. Para completarla nos falta an˜adir la base de datos y el balanceador
de carga.
Siguiendo en la consola de EC2 escogeremos ahora “Load Balancers”.
1. Tras pulsar en ”Create Load Balancer”, escogeremos el nombre, los
protocolos y los puerto que queremos que balancee.
40 CAPI´TULO 5. IMPLANTACIO´N
2. En la siguiente pantalla establecemos la configuracio´n para el “Health
check”. Esta consiste en elegir un puerto y un protocolo contra el que
el balanceador pueda hacer pings para comprobar si la aplicacio´n esta
funcionando.
3. Asignamos el grupo de seguridad que hab´ıamos creado anteriormente.
4. Escogemos la instancia creada anteriormente de modo que quede dentro
del balanceador de carga.
5. Comprobamos la correcta configuracio´n y pulsamos sobre “create”.
El u´ltimo paso sera´ an˜adir la base de datos. Volvemos a la consola de
administracio´n de AWS, pulsaremos sobre DynamoDB.
Tras acceder al menu´ de DynamoDB, comprobamos que la u´nica accio´n
que permite es crear tablas. De este modo, Amazon trata de conseguir que
el desarrollador tenga las cosas lo ma´s simple posible. Y es que con la elasti-
cidad de las bases de datos NoSQL y la infraestructura creada por Amazon,
u´nicamente nos hemos de preocupar de crear tablas. Con DynamoDB olvida-
mos problema´s de falta de espacio o rendimiento. Solo nos hemos de centrar
en el contenido.
Los pasos para crear una tabla son:
1. Teclear el nombre de la tabla y de la clave primaria. Esta puede ser
de dos tipos, hash o hash and range. Elegiremos el primero si la clave
primera solo esta compuesta por un elemento. Por el contrario elegimos
el segundo si esta compuesta por dos elementos.
2. Si lo necesitamos, podemos an˜adir indices secundarios.
3. Establecemos la capacidad de rendimiento que debemos aprovisionar.
Para ello introducimos el nu´mero de unidades de escritura y unidades
de lectura. La formula para calcularas se ha visto en la seccio´n 2.1.4.
4. En este paso an˜adiremos alarma´s. Estas no son tan potentes como las
vistas en EC2, ya que ahora mismo no permiten que escale automa´ti-
camente la base de datos. Pero no por ello dejan de ser interesantes, ya
que si tenemos un aviso de nu´mero alto de peticiones, podemos acceder
a la consola de Amazon y escalarla manualmente.
5. Pulsamos en “Create” y ya tenemos creada nuestra nueva tabla.
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5.2. Aplicando CloudFormation
El me´todo anterior puede ser validado para el despliegue de una apli-
cacio´n ligera o como toma de contacto con AWS. Por el contrario, si que-
remos desplegar grandes aplicaciones donde puede coexistir diferentes tipos
de instancia y cada una tenga una configuracio´n diferente debemos utilizar
CloudFormation.
Como se vio en la seccio´n 2.1.5 CloudFormation permite la definicio´n de
toda la infraestructura mediante texto en formato estructurado (JSON).
Siguiendo como referencia el anexo ?? veremos que todas las partes co-
mentadas en el apartado anterior se encuentran definidas en este fichero. En
primer lugar se definen los para´metros de la aplicacio´n. Estos se utilizan para
items que se vayan a llamar en repetidas ocasiones, como puertos, unidades
de lectura/escritura, etc...
El siguiente paso es definir los recursos. Se puede utilizar cualquiera de
los servicios de AWS. Y para ello tan solo hemos de darle un nombre, elegir
el tipo de recurso y definir sus propiedades.
Una vez la plantilla esta´ completa, accedemos a la consola de administra-
cio´n de CoudFormation.
1. Al acceder al servicio pulsamos en “Create New Stack”.
2. Introducimos el nombre y pulsamos sobre Examinar para subir nuestra
plantilla. Elegimos la plantilla en nuestro disco local y pulsamos en
“Next”.
3. Comprobamos los para´metros, pulsamos “Next” y “Create” mientras
sea necesario.
Tras completar estos pasos, esperaremos a que CloudFormation nos avise
del despliegue correcto. En caso de error, recibiremos un mensaje con el fallo
y destruira´ toda la arquitectura. Por el contrario, si todo ha salido bien,
veremos las salidas (outputs) que hayamos definido.
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5.3. Android
La puesta en funcionamiento de la aplicacio´n Android sera´ tan sencilla
como copiar el fichero APK al tele´fono mo´vil e instalarla. Tras la instalacio´n
ya la podremos ejecutar e interactuar con el servicio REST.
Cap´ıtulo 6
Ana´lisis
Analicemos ahora como se comporta el sistema con diferentes cantidades
de carga. Estudiaremos las tres posibles causas de cuello de botella y que
comportamiento tienen mientras se van incrementando el nu´mero de peticio-
nes por segundo.
Para poder ejecutar el ana´lisis se han simulado peticiones al servicio
REST de una manera similar a como lo har´ıan los usuarios que esta´n ac-
cediendo a la aplicacio´n. Para lograrlo, hemos aprovisionado 4 maquinas
EC2 del mismo tipo que nuestras instancias (m3.medium). Estas maquinas
realizan peticiones al balanceador de carga, que se encarga de repartir las
peticiones entre las diferentes instancias servidor. Al mismo tiempo, cuando
una instancia supera el porcentaje ma´ximo de uso de CPU por un periodo
de tiempo establecido, se crea una nueva instancia siempre que el nu´mero
sea inferior a 4.
El modo de realizar las peticiones ha sido implementando un script (anexo
??) que realiza conexiones utilizando CURL. Se ha respetado el porcentaje
de conexiones, siguiendo as´ı un ratio de 100 lecturas / 1 escritura.
La forma de interactuar del script con el recurso es realizando 100 lecturas
y 1 escritura por segundo. Pasado un intervalo de 90 segundos el nu´mero de
lecturas se incrementa en 100 hasta teo´ricamente llegar a 1000 por segundo.
Al mismo tiempo las instancias servidor esta´n ejecutando la aplicacio´n
DSTAT en background y guardando en un fichero el porcentaje de uso de
la CPU, cantidad de memoria RAM utilizada y utilizacio´n de la red. Para
tener otra referencia, tambie´n hemos guardado las gra´ficas generadas por
AWS CloudWatch. Permitie´ndonos de esta forma contrastar resultados.
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6.1. Porcentaje CPU
El primer para´metro que vamos a analizar es el porcentaje de uso en la
CPU de cada instancia. Recordemos que en el instante de tiempo 0 solo hay
una instancia y que estas van siendo an˜adidas segu´n la carga del sistema.
Figura 6.1: Porcentaje uso de CPU
De este modo, como se puede observar en la figura 6.1, al principio solo
tenemos una instancia funcionando. Esta recibe todo el tra´fico que llega al
balanceador. Su porcentaje de uso en la CPU aumenta ra´pidamente y tras
saltar la alarma por alta carga en CPU se an˜ade una nueva instancia al grupo
de escalado.
Observese, como aproximadamente en el minuto 4 la segunda instancia
esta activa, y aunque van aumentando el nu´mero de peticiones por segundo
baja ligeramente el porcentaje de uso, ya que este pasa a estar repartido
entre las dos instancias activas.
De nuevo en el minuto 14 y tras entrar la tercera instancia en juego
observamos un comportamiento similar. Las tres instancias moderan su uso
de procesador.
Llegados a este punto, observamos que se produce un periodo en el que
apenas se incrementa el uso de procesador. La causa es que en este momento
hab´ıamos llegado a la cantidad ma´xima de tra´fico que eran capaces de generar
las instancias cliente hacia el sistema. Para solucionarlo y conseguir llegar al
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ma´ximo nu´mero de instancias servidor, se han an˜adido dos instancias ma´s
sobre el minuto 22, de esta forma, se ha conseguido alcanzar los requisitos de
uso de procesador para que saltase de nuevo la alarma y an˜adiese la ultima
instancia.
Tras introducir la cuarta maquina en el grupo de escalado se ha producido
un desajuste en el rendimiento, dejando a dos instancias con carga alta y otras
dos con carga baja. No sabemos con exactitud a que se debe este feno´meno,
pero es posible que sea por el tipo de algoritmo de reparto en el balanceador
o simplemente algo interno a estas instancias.
Figura 6.2: Graficos CPU CloudWatch
Fija´ndonos en la figura 6.2 observamos que el gra´fico creado por Cloud-
Watch es muy similar al que hemos obtenido. Pero hay un dato curioso, y es
que los porcentajes de uso son bastante ma´s elevados. Al definir las alarma´s
hab´ıamos establecido que se crease una nueva instancia al superar un 70 %
de utilizacio´n durante 60 segundos. Si volvemos a observar nuestra gra´fica
nos damos cuenta que esta condicio´n no se da´ en ningu´n momento. Este tipo
de alarma se ha definido con esos para´metros por ser una aplicacio´n experi-
mental. En un entorno de produccio´n buscar´ıamos intervalos ma´s largos, ya
que al crear una instancia, por poco tiempo que se use pagamos una hora
completa.
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6.2. Cantidad de memoria RAM en uso
Un aspecto en el que nos ha sorprendido gratamente Node.JS, ya se anun-
ciaba en la seccio´n 2.2 que por su forma de trabajar as´ıncrona y orientada a
eventos, el consumo de memoria era muy bajo. Aun as´ı para nada esperaba-
mos unos resultados tan sorprendentes.
Figura 6.3: Consumo de memoria RAM en MB
Y es que en este caso, apenas cambia al an˜adir nuevas instancias, pero
el dato sorprendente es el baj´ısimo consumo de memoria. Entre el sistema
operativo en ejecucio´n (AMI ubuntu 14.04) y el servicio REST no se han
superado los 250mb, algo que parece excesivamente bajo. Viendo estos re-
sultados estamos en condiciones de asegurar que podr´ıamos ahorrar dinero
escogiendo una instancia con menos cantidad de memoria. Pues los 3,75 GB
de la instancia elegida se antojan dema´siado grandes.
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6.3. Uso de la red
Vamos ahora a analizar el uso de la red. En la siguiente figura podemos
observar la cantidad de informacio´n enviada y recibida por segundo. El gra´fico
esta realizado al mismo tiempo que los anteriores, por que lo que de nuevo
observamos los instantes en los que se an˜aden nuevas instancias.
Figura 6.4: Uso de la red
Si menospreciamos las escrituras realizadas y contamos solo las lecturas
podemos realizar un ca´lculo aproximado del nu´mero de peticiones por segun-
do que procesa cada instancia. Ya que las peticiones enviadas (send en la
gra´fica) ten´ıan un peso aproximado de 700 bytes. Considerando que el pico
ma´ximo de envio´ son 380kb/s, calculamos:
380∗1024
700
' 555Peticionesporsegundo
De esta forma deducimos que 555 peticiones es el ma´ximo de peticio-
nes por segundo que puede procesar una de nuestras instancias. Este es un
ca´lculo estimativo, ya que deber´ıamos realizarlo con una sola instancia y en
un entorno ma´s controlado. Pero en estos momentos vamos a tomarlo co-
mo cierto para utilizarlo en la pro´xima seccio´n, donde estimaremos de forma
aproximada los costes del servicio REST.
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6.4. Costes
Veamos una aproximacio´n de los precios en diferentes escenarios. Para
ello utilizando la calculadora de AWS [10]. Consideremos un primer caso con
los siguientes para´metros.
Una u´nica instancia con una media de 280 peticiones por segundo.
Peticio´n media de 700 bytes.
Con una base de datos de 1GB.
Las unidades de lectura y escritura de la base de datos se gestionan
manualmente y esta´n establecidas en 500 y 10 respectivamente.
La BDD con consistencia eventual.
Calculemos primero el total del tra´fico saliente mensual. El entrante no
nos importa por que es gratuito.
280 ∗ 700 ∗ 60 ∗ 60 ∗ 24 ∗ 30 = 508032000000bytesmenusales ' 473GB
Tras introducir todas estas caracter´ısticas en la calculadora obtenemos
un coste de 101.65$ mensuales. Parece un buen precio si consideramos que
no tenemos ninguna inversio´n inicial. No necesitamos tener un lugar don-
de guardar los servidores. Y tampoco pagar la conexio´n a Internet de los
servidores.
Figura 6.5: Precio una instancia al 50 %
Si considera´semos un escenario donde el sistema trabajase al ma´ximo
de su carga el resultado es bastante distinto. Vamos a utilizar unos valores
similares a los anteriores.
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Cuatro instancias con una media de 555 peticiones por segundo.
Peticio´n media de 700 bytes.
Con una base de datos de 1GB.
Las unidades de lectura y escritura de la base de datos se gestionan
manualmente y esta´n establecidas en 2000 y 40 respectivamente.
La BDD con consistencia eventual.
555∗4∗700∗60∗60∗24∗30 = 4027968000000bytesmenusales ' 3751GB
Figura 6.6: Precio de cuatro instancias al 100 %
Un precio que a nuestro parecer sigue siendo bastante atractivo para el
alto rendimiento que ofrece. Una opcio´n interesante de AWS es que permite
comprar con antelacio´n recursos. Si supie´semos que el sistema siempre va a
tener este tipo de carga y compra´semos los recursos en packs de 3 an˜os, el
precio baja considerable.
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Calculemos ahora de nuevo el caso anterior, con la pre-compra de las
instancias a 3 an˜os.
Figura 6.7: Precio de cuatro instancias al 100 % con pre-compra de recursos
a 3 an˜os
Cap´ıtulo 7
Conclusio´n
Durante la realizacio´n de este trabajo fin de ma´ster hemos conseguido
resolver el problema planteado. Se ha dado respuesta a la necesidad de im-
plementar un repositorio de datos sobre un servicio cloud. Para ello se esco-
gieron diferentes tecnolog´ıas. Cada una de ellas relacionada con una o varias
asignaturas del ma´ster. De este modo, todos los conocimientos adquiridos
durante el curso en la rama de tecnolog´ıas cloud han sido aplicados en el
trabajo.
Se han logrado los objetivos de escalabilidad, disponibilidad y consis-
tencia. Consiguiendo un sistema robusto y tolerante a fallos. Esta parte ha
sido posible gracias a la eleccio´n de AWS. Ya que nos ha ofrecido de forma
sencilla, la capacidad de generar una arquitectura que cumpliese todos los
requerimientos de nuestro sistema.
Tambie´n se han cumplido los requisitos de seguridad gracias a la imple-
mentacio´n de un protocolo HTTPS con el que obtenemos unas comunicacio-
nes seguras.
Por u´ltimo el apartado del ana´lisis ha sido un e´xito, especialmente en
cuanto a viabilidad econo´mica. Tras obtener un ca´lculo aproximado de la
caga, hemos sido capaces de establecer aproximaciones a los costes mensuales
en diferentes escenarios de rendimiento.
Destacar durante el desarrollo de la parte software la ra´pida curva de
aprendizaje en Node.JS. Las facilidades que ofrece al realizar un proyecto de
este tipo. Y el gran apoyo que recibe por parte de la comunidad ofreciendo
librer´ıas desinteresadamente.
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7.1. Trabajo futuro
Como trabajo futuro ha quedado pendiente mejorar la aplicacio´n An-
droid de forma que dejase de ser un demostracio´n de acceso a los recursos
REST y pudiese ser una plataforma estable. Si esto se llegase a completar
tendr´ıamos una aplicacio´n sobre la que una agencia como AEPNAA (Aso-
ciacio´n Espan˜ola de Ale´rgicos a Alimentos y La´tex), podr´ıa ofrecer a sus
socios un me´todo ra´pido y fiable para conocer que alimentos pueden comer.
Para llegar a esta funcio´n no solo se tendr´ıa que haber mejorado la parte ac-
tual, an˜adiendo nuevos requisitos para la comodidad del usuario. Se deber´ıa
tambie´n implementar una funcionalidad donde ciertos administradores acep-
tasen o denegasen el nuevo contenido. Consiguiendo de este modo, ofrecer
confiabilidad a los usuarios.
Otro punto importante y que puede suponer un gran ahorro en el coste
mensual de la aplicacio´n, es la base de datos. En estos momentos DynamoDB
no ofrece una escalabilidad dina´mica automa´tica. Ahora mismo, podemos
configurar alarma´s que nos vayan avisando del nivel de carga. Pero no cam-
bian de forma automa´tica el aprovisionamiento de recursos de la base de
datos. Para modificarlo debemos utilizar llamadas a la API o acceder a la
consola de administracio´n y hacerlo manualmente. Y en este u´ltimo punto es
donde entra la mejora del sistema, ser´ıa interesante implementar un demonio
que fuese capaz de monitorizar la cantidad de peticiones por segundo que
recibimos en el sistema. Con este nu´mero de peticiones podr´ıamos imple-
mentar un algoritmo que utilizando las llamadas a la API fuese cambiando
el rendimiento de la base de datos de forma dina´mica, adapta´ndola as´ı a las
necesidades del sistema y ahorrando recursos.
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Ape´ndice A
Anexo
A.1. server.js
/∗∗
∗ Apl i ca t i on s e r v e r
∗/
var f s = r equ i r e ( ’ f s ’ ) ;
var http = r equ i r e ( ’ http ’ ) ;
var https = r equ i r e ( ’ https ’ ) ;
var expre s s = r equ i r e ( ’ express ’ ) ;
var route s = r equ i r e ( ’ . / routes ’ ) ;
var key = f s . readFi l eSync ( ’ . . / c e r t i f i c a d o s / ec . key ’ ) ;
var c e r t = f s . readFi l eSync ( ’ . . / c e r t i f i c a d o s / ec . pem ’ ) ;
var opt ions = {
key : key ,
c e r t : c e r t
} ;
var passpor t = r equ i r e ( ’ passport ’ ) ;
var u t i l = r equ i r e ( ’ u t i l ’ ) ;
var BearerStrategy = r equ i r e ( ’ passport−http−bearer ’ ) . St rategy ;
var AWS = requ i r e ( ’ aws−sdk ’ ) ;
AWS. c on f i g . loadFromPath ( ’ . / c on f i g . json ’ ) ;
var dd = new AWS.DynamoDB( ) ;
var Server = func t i on ( ) {
var s e l f = t h i s ;
// v a r i a b l e s f o r l i s t e n
s e l f . s t a r tVa r i a b l e s = func t i on ( ) {
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s e l f . port = 44401;
s e l f . portNoSec = 8080 ;
s e l f . ip = ” 1 2 7 . 0 . 0 . 1 ” ;
}
// c l o s e s e r v e r with s i g n a l
s e l f . t e rminator = func t i on ( s i g ) {
i f ( typeo f s i g === ” s t r i n g ”) {
conso l e . l og (’%s : Received %s − te rminat ing s e r v e r . . . ’ ,
Date (Date . now( ) ) , s i g ) ;
p roce s s . e x i t (1 ) ;
}
conso l e . l og (’%s : Node s e r v e r stopped . ’ , Date (Date . now( ) ) ) ;
} ;
s e l f . setupTerminat ionHandlers = func t i on ( ) {
// c l o s e a p l i c a t i o n
proce s s . on ( ’ ex i t ’ , f unc t i on ( ) { s e l f . t e rminator ( ) ; }) ;
// s i g n a l s
[ ’SIGHUP’ , ’SIGINT ’ , ’SIGQUIT ’ , ’ SIGILL ’ , ’SIGTRAP’ , ’
SIGABRT’ ,
’SIGBUS’ , ’SIGFPE’ , ’SIGUSR1 ’ , ’SIGSEGV’ , ’SIGUSR2 ’ , ’
SIGTERM’
] . forEach ( func t i on ( element , index , array ) {
proce s s . on ( element , f unc t i on ( ) { s e l f . t e rminator ( element ) ;
}) ;
}) ;
} ;
//compare user token in db
s e l f . findByToken = func t i on ( token , fn ) {
dd . scan ({
’ AttributesToGet ’ : [ ’ user ’ ] ,
’TableName ’ : ’ user ’ ,
’ ScanFi l t e r ’ : { ’ token ’ : { ’ Att r ibuteValueLi s t ’ : [ { ’ S ’ : token
} ] , ’ ComparisonOperator ’ : ’EQ’}} ,
’ Limit ’ : ’ 1 ’
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og (” nu l l ”) ;
r e turn fn ( nu l l , nu l l ) ;
}
e l s e {
re turn fn ( nu l l , data . LastEvaluatedKey . user . S ) ;
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}
}) ;
}
passpor t . use (new BearerStrategy ({
} ,
f unc t i on ( token , done ) {
proce s s . nextTick ( func t i on ( ) {
s e l f . findByToken ( token , func t i on ( err , user ) {
i f ( e r r ) { re turn done ( e r r ) ; }
i f ( ! user ) { re turn done ( nu l l , f a l s e ) ; }
re turn done ( nu l l , user ) ;
})
}) ;
}
) ) ;
// c r e a t e u r l r oute s and ac t i on s
s e l f . c reateRoutes = func t i on ( ) {
s e l f . app . get ( ’ / ’ , r ou te s . home) ;
s e l f . app . get ( ’ / ing r ed i en t ’ , r oute s . resourceGet ) ;
s e l f . app . get ( ’ / a l l e r g en ’ , r oute s . resourceGet ) ;
s e l f . app . get ( ’ / al iment ’ , r oute s . resourceGet ) ;
s e l f . app . post ( ’ / log in ’ , r oute s . l og inPos t ) ;
s e l f . app . post ( ’ / s i gn in ’ , r oute s . s i gn inPos t ) ;
s e l f . app . post ( ’ / ing r ed i en t ’ , pas spor t . au thent i ca t e ( ’ bearer ’ ,
{ s e s s i o n : f a l s e }) , r out e s . r e sourcePos t ) ;
s e l f . app . post ( ’ / a l l e r g en ’ , passport . au thent i ca t e ( ’ bearer ’ , {
s e s s i o n : f a l s e }) , r out e s . r e sourcePos t ) ;
s e l f . app . post ( ’ / al iment ’ , pas spor t . au thent i ca t e ( ’ bearer ’ , {
s e s s i o n : f a l s e }) , r out e s . r e sourcePos t ) ;
s e l f . app . put ( ’/ user / : id ’ , pas sport . au thent i ca t e ( ’ bearer ’ , {
s e s s i o n : f a l s e }) , r out e s . re source IdPut ) ;
s e l f . app . d e l e t e ( ’ / user / : id ’ , pas spor t . au thent i ca t e ( ’ bearer ’ ,
{ s e s s i o n : f a l s e }) , r out e s . r e source IdDe l ) ;
s e l f . app . get ( ’ / i n g r ed i e n t / : id ’ , r oute s . re source IdGet ) ;
s e l f . app . put ( ’/ i n g r ed i e n t / : id ’ , pas sport . au thent i ca t e ( ’
bearer ’ , { s e s s i o n : f a l s e }) , r out e s . re source IdPut ) ;
s e l f . app . d e l e t e ( ’ / i n g r ed i e n t / : id ’ , pas sport . au thent i ca t e ( ’
bearer ’ , { s e s s i o n : f a l s e }) , r out e s . r e source IdDe l ) ;
s e l f . app . get ( ’ / a l l e r g e n / : id ’ , r oute s . re source IdGet ) ;
s e l f . app . put ( ’/ a l l e r g e n / : id ’ , pas spor t . au thent i c a t e ( ’ bearer
’ , { s e s s i o n : f a l s e }) , r out e s . re source IdPut ) ;
s e l f . app . d e l e t e ( ’ / a l l e r g e n / : id ’ , pas sport . au thent i ca t e ( ’
bearer ’ , { s e s s i o n : f a l s e }) , r out e s . r e source IdDe l ) ;
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s e l f . app . get ( ’ / a l iment / : id ’ , r oute s . re source IdGet ) ;
s e l f . app . put ( ’/ a l iment / : id ’ , pas sport . au thent i ca t e ( ’ bearer ’ ,
{ s e s s i o n : f a l s e }) , r out e s . re source IdPut ) ;
s e l f . app . d e l e t e ( ’ / a l iment / : id ’ , pas sport . au thent i ca t e ( ’
bearer ’ , { s e s s i o n : f a l s e }) , r out e s . r e source IdDe l ) ;
} ;
s e l f . i n i t i a l i z e S e r v e r = func t i on ( ) {
// Setup and con f i gu r e Express http s e r v e r . Expect a
sub f o l d e r c a l l e d ” s t a t i c ” to be the web root .
s e l f . app = expre s s ( ) ;
s e l f . app . use ( expre s s . ur lencoded ( ) ) ;
s e l f . app . use ( expre s s . j s on ( ) ) ;
s e l f . app . use ( passport . i n i t i a l i z e ( ) ) ;
https . c r e a t eS e rv e r ( opt ions , s e l f . app ) . l i s t e n ( s e l f . port ,
f unc t i on ( ) {
conso l e . l og ( ’ ’ ) ;
c on so l e . l og
(’#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#’);
con so l e . l og ( ’ ’ ) ;
c on so l e . l og ( ’ Secure r e s t S e r v e r l i s t e n i n g on port ’ + s e l f .
port ) ;
c on so l e . l og ( ’ ’ ) ;
}) ;
http . c r e a t eS e rv e r ( s e l f . app ) . l i s t e n ( s e l f . portNoSec , f unc t i on
( ) {
conso l e . l og ( ’ ’ ) ;
c on so l e . l og
(’#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#’);
con so l e . l og ( ’ ’ ) ;
c on so l e . l og ( ’ Unsecure r e s t S e r v e r l i s t e n i n g on port ’ +
s e l f . portNoSec ) ;
c on so l e . l og ( ’ ’ ) ;
}) ;
} ;
// Star t a l l s e r v e r a p l i c a t i o n
s e l f . i n i t i a l i z e = func t i on ( ) {
s e l f . s t a r tVa r i a b l e s ( ) ;
s e l f . setupTerminat ionHandlers ( ) ;
s e l f . i n i t i a l i z e S e r v e r ( ) ;
s e l f . c reateRoutes ( ) ;
} ;
} ;
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var se rv = new Server ( ) ;
s e rv . i n i t i a l i z e ( ) ;
A.2. index.js
var AWS = requ i r e ( ’ aws−sdk ’ ) ;
var jwt = r equ i r e ( ’ jwt−s imple ’ ) ;
AWS. c on f i g . loadFromPath ( ’ . / c on f i g . json ’ ) ;
var dd = new AWS.DynamoDB( ) ;
var pr ivatekey = ’ pruebac lavepr ivada ’ ;
var verbose = true ;
export s . home = func t i on ( req , r e s ) {
r e s . send (”NODEJS REST SERVER”) ;
} ;
//
//Codigo a e j e cu t a r cuando un usuar io se l ogea en e l s e r v e r
// r e c i b e e l usuar io y l a c l ave y en caso a f i rmat i vo devuelve
//un token para poder acceder a l a ap l i c a c i o n y e l token se
// i n s e r t a en l a base de datos
//
export s . l og inPos t = func t i on ( req , r e s ) {
t ry {
var item = req . body ;
i f ( item . user && item . password ) {
var ID = item . user . S ;
var PASS = item . password . S ;
dd . getItem ({
’TableName ’ : ’ user ’ ,
’Key ’ : { ’ user ’ : { ’S ’ : ID } }
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( data . Item ) {
i f ( data . Item . user . S == ID && data . Item . password . S
== crypt (PASS, pr ivatekey ) ) {
req . body . microtime = ({ ’N’ : new Date ( ) . getTime ( ) .
t oS t r i ng ( ) }) ;
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var token = jwt . encode ( req . body , pr iva tekey ) ;
data . Item . token = ({ ’ S ’ : token }) ;
dd . putItem ({
’TableName ’ : ’ user ’ ,
’ Item ’ : data . Item
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
} e l s e {
i f ( verbose ) {
conso l e . l og(”<< LOGIN − 1001”) ;
c on so l e . l og ( data . Item ) ;
}
r e s . send ( ’{”CODE”:”1001” ,”MSG”:” ’+ token + ’”} ’) ;
}
}) ;
} e l s e {
r e s . s t a tu s (401) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”INCORRECT
PASSWORD”} ’ ) ;
}
} e l s e {
r e s . s t a tu s (401) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”USER DO NOT EXIST
”} ’ ) ;
}
}
}) ;
} e l s e {
r e s . s t a tu s (401) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”NICKNAME AND PASSWORD
REQUIRED”} ’ ) ;
}
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
//Codigo a e j e cu t a r para r e g i s t r a r un usuar io
//
export s . s i gn inPos t = func t i on ( req , r e s ) {
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t ry {
var t ab l e = ” user ” ;
var item = req . body ;
i f ( item . user && item . password && item . emai l ) {
var ID = item . user . S ;
item . microtime = ({ ’N’ : new Date ( ) . getTime ( ) . t oS t r i ng ( ) }) ;
item . password . S = crypt ( item . password . S , pr ivatekey ) ;
dd . getItem ({
’TableName ’ : ’ user ’ ,
’Key ’ : { ’ user ’ : { ’S ’ : ID } }
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
} e l s e {
i f ( data . Item )
{
r e s . s t a tu s (401) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”NICKNAME REGISTERED
, CHOOSE OTHER”} ’ ) ;
} e l s e {
dd . putItem ({
’TableName ’ : tab le ,
’ Item ’ : item
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
} e l s e {
i f ( verbose ) {
conso l e . l og(”<< SIGNIN − 1002”) ;
con so l e . l og ( item ) ;
}
r e s . send ( ’{”CODE”:”1002” ,”MSG”:”NEW USER CREATED
, YOU CAN LOGIN NOW”} ’ ) ;
}
}) ;
}
}
}) ;
} e l s e {
r e s . s t a tu s (401) ;
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r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”NICKNAME, PASSWORD AND E−
MAIL REQUIRED”} ’ ) ;
}
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
//Codigo a e j e cu t a r cuando se r e a l i z a un get sobre un recu r so
//
export s . resourceGet = func t i on ( req , r e s ) {
t ry {
var t ab l e = r ep l a c eA l l ( req . ur l , ”/” , ”” ) ;
dd . scan ({
’TableName ’ : t ab l e
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( verbose ) {
conso l e . l og(”>> GET − 1003”) ;
con so l e . l og ( data ) ;
}
r e s . send ( ’{”CODE”:”1003” ,”MSG”: ’+JSON. s t r i n g i f y ( data .
Items ) + ’} ’) ;
}
}) ;
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
//Codigo a e j e cu t a r cuando se r e a l i z a un post sobre un re cur so
//
export s . r e sourcePos t = func t i on ( req , r e s ) {
t ry {
var t ab l e = r ep l a c eA l l ( req . ur l , ”/” , ”” ) ;
var item = req . body ;
i f ( ( item . barcode && item . name && item . i n g r e d i e n t s ) | | (
item . i n g r ed i e n t && item . a l l e r g e n s ) | | ( item . a l l e r g e n &&
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item . symptoms ) ) {
item . microtime = ({ ’N’ : new Date ( ) . getTime ( ) . t oS t r i ng ( ) }) ;
token = req . headers . a c c e s s t oken ;
params = { ’TableName ’ : t ab l e } ;
i f ( t ab l e == ” a l l e r g e n ”) params .Key = { ’ a l l e r g en ’ : { ’S ’ :
item . a l l e r g e n . S } } ;
e l s e i f ( t ab l e == ” al iment ”) params .Key = { ’ barcode ’ : { ’N
’ : item . barcode .N } } ;
e l s e i f ( t ab l e == ” ing r ed i e n t ”) params .Key = { ’ i ng r ed i en t
’ : { ’S ’ : item . i n g r ed i e n t . S } } ;
dd . scan ({
’TableName ’ : ’ user ’ ,
’ ScanFi l t e r ’ : { ’ token ’ : { ’ Att r ibuteValueLi s t ’ : [ { ’ S ’ :
token } ] , ’ ComparisonOperator ’ : ’EQ’}} ,
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
item . user = ({ ’ S ’ : data . Items [ 0 ] . user . S}) ;
dd . getItem (params , func t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( data . Item ) {
r e s . s t a tu s (406) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DUPLICATED KEY
”} ’ ) ;
} e l s e {
dd . putItem ({
’TableName ’ : tab le ,
’ Item ’ : item
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR
”} ’ ) ;
}
e l s e {
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i f ( verbose ) {
conso l e . l og(”<< POST − 1004”) ;
con so l e . l og ( item ) ;
}
r e s . send ( ’{”CODE”:”1004” ,”MSG”:”SAVE CORRECT
”} ’ ) ;
}
}) ;
}
}
}) ;
}
}) ;
} e l s e {
r e s . s t a tu s (406) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”SOME KEY MISSED”} ’ ) ;
}
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
//Codigo a e j e cu t a r cuando se r e a l i z a un get sobre e l id de un
recu r so
//
export s . re source IdGet = func t i on ( req , r e s ) {
t ry {
var ID = req . params . id ;
var t ab l e = r ep l a c eA l l ( req . ur l , ”/” , ”” ) . r ep l a c e ( req . params . id
. r ep l a c e (” ” ,”%20”) ,””) ;
params = { ’TableName ’ : t ab l e } ;
i f ( t ab l e == ” a l l e r g e n ”) params .Key = { ’ a l l e r g en ’ : { ’S ’ : ID
} } ;
i f ( t ab l e == ” al iment ”) params .Key = { ’ barcode ’ : { ’N’ : ID }
} ;
i f ( t ab l e == ” ing r ed i e n t ”) params .Key = { ’ i ng r ed i en t ’ : { ’S
’ : ID } } ;
dd . getItem (params , func t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
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i f ( verbose ) {
conso l e . l og(”>> GET ID − 1005”) ;
con so l e . l og ( data ) ;
}
i f ( data . Item ) r e s . send ( ’{”CODE”:”1005” ,”MSG”: ’+JSON.
s t r i n g i f y ( data . Item ) + ’} ’) ;
e l s e r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”ALIMENT NOT IN DB
”} ’ ) ;
}
}) ;
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
//Codigo a e j e cu t a r cuando se r e a l i z a un put sobre e l id de un
recu r so
//
export s . re sourceIdPut = func t i on ( req , r e s ) {
t ry {
var ID = req . params . id ;
var t ab l e = r ep l a c eA l l ( req . ur l , ”/” , ”” ) . r ep l a c e ( req . params . id
. r ep l a c e (” ” ,”%20”) ,””) ;
var item = req . body ;
var KEY={};
i f ( t ab l e == ” user ”) KEY. user = ({ ’ S ’ : ID}) ;
i f ( t ab l e == ” a l l e r g e n ”) KEY. a l l e r g e n = ({ ’ S ’ : ID}) ;
i f ( t ab l e == ” al iment ”) KEY. barcode = ({ ’N’ : ID}) ;
i f ( t ab l e == ” ing r ed i e n t ”) KEY. i n g r ed i e n t = ({ ’ S ’ : ID}) ;
item . microtime = ({ ’ Value ’ : { ’N’ : new Date ( ) . getTime ( ) .
t oS t r i ng ( ) } , ’ Action ’ : ’PUT’ } ) ;
token = req . headers . a c c e s s t oken ;
dd . scan ({
’TableName ’ : tab le ,
’ ScanFi l t e r ’ : { ’ token ’ : { ’ ComparisonOperator ’ : ’EQ’ , ’
Att r ibuteValueLi s t ’ : [ { ’ S ’ : token } ]}}
} , f unc t i on ( err , data ) {
i f ( e r r ) {
r e s . s t a tu s (500) ;
con so l e . l og ( err , e r r . s tack ) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( t ab l e == ” user ”) {
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i f ( ID != data . Items [ 0 ] . user . S ) {
r e s . s t a tu s (401) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”INCORRECT RIGHTS
”} ’ ) ;
r e turn f a l s e ;
}
}
dd . updateItem ({
’TableName ’ : tab le ,
’Key ’ : KEY,
’ Attr ibuteUpdates ’ : item
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( verbose ) {
conso l e . l og(”<< PUT ID − 1006”) ;
con so l e . l og (KEY) ;
}
r e s . send ( ’{”CODE”:”1006” ,”MSG”:”SAVE OR EDIT CORRECT
”} ’ ) ;
}
}) ;
}
}) ;
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
//Codigo a e j e cu t a r cuando se r e a l i z a un d e l e t e sobre e l id de
un recu r so
//
export s . r e source IdDe l = func t i on ( req , r e s ) {
t ry {
var ID = req . params . id ;
var t ab l e = r ep l a c eA l l ( req . ur l , ”/” , ”” ) . r ep l a c e ( req . params . id
. r ep l a c e (” ” ,”%20”) ,””) ;
var item = {} ;
i f ( t ab l e == ” user ”) item . user = ({ ’ S ’ : ID}) ;
i f ( t ab l e == ” a l l e r g e n ”) item . a l l e r g e n = ({ ’ S ’ : ID }) ;
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i f ( t ab l e == ” al iment ”) item . barcode = ({ ’N’ : ID }) ;
i f ( t ab l e == ” ing r ed i e n t ”) item . i n g r ed i e n t = ({ ’ S ’ : ID }) ;
token = req . headers . a c c e s s t oken ;
dd . scan ({
’TableName ’ : ’ user ’ ,
’ ScanFi l t e r ’ : { ’ token ’ : { ’ Att r ibuteValueLi s t ’ : [ { ’ S ’ : token
} ] , ’ ComparisonOperator ’ : ’EQ’}} ,
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( t ab l e == ” user ”) {
item . user = ({ ’ S ’ : data . Items [ 0 ] . user . S}) ;
i f ( item . user . S != ID) {
re turn f a l s e ;
}
}
dd . de l e t e I t em ({
’TableName ’ : tab le ,
’Key ’ : item
} , f unc t i on ( err , data ) {
i f ( e r r ) {
conso l e . l og ( err , e r r . s tack ) ;
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:”DB ERROR”} ’ ) ;
}
e l s e {
i f ( verbose ) {
conso l e . l og(”<< DEL ID − 1007”) ;
con so l e . l og ( item ) ;
}
r e s . send ( ’{”CODE”:”1007” ,”MSG”:”DELETE CORRECT”} ’ ) ;
}
}) ;
}
}) ;
} catch ( e r r ) {
r e s . s t a tu s (500) ;
r e s . send ( ’{”CODE”:”FALSE” ,”MSG”:” ’+ e r r + ’”} ’) ;
}
} ;
//
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//Codigo a u x i l i a r para remplazar todos l o s c a r a c t e r e s de una
cadena
//
func t i on r ep l a c eA l l ( text , busca , reemplaza ) {
whi le ( t ex t . t oS t r i ng ( ) . indexOf ( busca ) != −1)
t ext = text . t oS t r i ng ( ) . r ep l a c e ( busca , reemplaza ) ;
r e turn text ;
}
//
//Codigo a u x i l i a r para en c r i p t a r
//
func t i on crypt ( key , pass ) {
var crypto = r equ i r e ( ’ crypto ’ ) ;
r e turn crypto . createHmac ( ’ sha1 ’ , key ) . update ( pass ) . d i g e s t ( ’
hex ’ ) ;
}
