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GEOMETRIC CLASSIFICATION OF GRAPH C∗-ALGEBRAS
OVER FINITE GRAPHS
SØREN EILERS, GUNNAR RESTORFF, EFREN RUIZ, AND ADAM P. W. SØRENSEN
Abstract. We address the classification problem for graph C∗-algebras of
finite graphs (finitely many edges and vertices), containing the class of Cuntz-
Krieger algebras as a prominent special case. Contrasting earlier work, we do
not assume that the graphs satisfy the standard condition (K), so that the
graph C∗-algebras may come with uncountably many ideals.
We find that in this generality, stable isomorphism of graph C∗-algebras
does not coincide with the geometric notion of Cuntz move equivalence. How-
ever, adding a modest condition on the graphs, the two notions are proved to
be mutually equivalent and equivalent to the C∗-algebras having isomorphic
K-theories. This proves in turn that under this condition, the graph C∗-al-
gebras are in fact classifiable by K-theory, providing in particular complete
classification when the C∗-algebras in question are either of real rank zero or
type I/postliminal. The key ingredient in obtaining these results is a char-
acterization of Cuntz move equivalence using the adjacency matrices of the
graphs.
Our results are applied to discuss the classification problem for the quantum
lens spaces defined by Hong and Szymański, and to complete the classification
of graph C∗-algebras associated to all simple graphs with four vertices or less.
1. Introduction
The classification problem for Cuntz-Krieger algebras has a long and prominent
history. Indeed, Rørdam’s classification ([Rør95]) of the simple such C∗-algebras by
appealing to fundamental results in symbolic dynamics paved the way for the sweep-
ing generalization by Kirchberg and Phillips ([Kir00] and [Phi00]) to all simple,
nuclear, separable and purely infinite C∗-algebras in the UCT class, and Restorff’s
generalization ([Res06]) to the general case of Cuntz-Krieger algebras with finitely
many ideals (equivalent to Cuntz’ Condition (II)) was a key inspiration for the
recent surge in results concerning nonsimple purely infinite C∗-algebras.
Until now, almost nothing has been known about the classification of Cuntz-
Krieger C∗-algebras having infinitely many ideals — failing Condition (II) — even
though the symbolic dynamical systems that define them are often extremely sim-
ple. In this paper, we will establish classification up to stable isomorphism between
the Cuntz-Krieger algebras defined from a large class of graphs including the pairs
of graphs given in (a) and (b) of Figure 1, but must leave open the question con-
cerning some more complicated graphs such as the ones in (c).
We work in the more general (and more natural) setting of graph C∗-algebras
over finite graphs, where Condition (II) is replaced by the standard Condition (K).
Following [Sør13] and [ERS12] we emphasize the question of geometric classifica-
tion, the aim being to generate the equivalence relation on graphs induced by stable
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Figure 1. Six graphs
isomorphism of the associated C∗-algebras as the coarsest equivalence relation con-
taining the class of basic moves on the graphs, resembling the role of Reidemeister
moves on knots. These moves are closely related to those defining flow equivalence
for shift spaces, apart from the the so-called Cuntz splice which plays a special role
and also fails to preserve the canonical diagonal Abelian subalgebra of the graph
algebras (cf. [MM14], [BCW14]).
We will largely approach the problem following the strategy from [Rør95] and
[Res06] to reduce the stable classification problem for graph C∗-algebras to ques-
tions concerning flow equivalence of shifts of finite type. To do so requires three
new tools as listed below.
First and foremost, we need to know that the Cuntz splice leaves the C∗-algebras
in question invariant up to stable isomorphism also in this generality. This we
proved in [ERRS16b]. Second, we need to develop the theory of a gauge invariant
prime ideal space which in our case will serve as a substitute for the standard primi-
tive ideal space. The fact that this space is finite is key to our largely combinatorial
approach throughout the paper, and we will equip it with a temperature map to
help us align the graphs so that the various types of gauge simple subquotients
are matched. Finally, we introduce a procedure of plugging and unplugging sinks
to pass between the cases allowing sinks and cases disallowing them, giving us the
option to appeal to stronger general classification results in one case and a direct
connection to symbolic dynamics in the other.
In the course of proving the above mentioned results, we extract and generalize
from [Res06] and [BH03] some strong results concerning GLP -equivalence and SLP -
equivalence, allowing us from the existence of certain such equivalences to deduce
conclusions about the existence of move equivalences or Cuntz move equivalences
between the graphs or about the existence of (stable) isomorphisms between the
graph C∗-algebras, and vice versa. This gives us some very concrete and hands-on
tools to decide such questions.
In most cases, such as the one illustrated in Figure 1 (a), stable isomorphism of
the C∗-algebras associated to a pair of graphs allow for a geometric realization by
a finite number of moves, and we crystallize this out via the notion of Condition
(H) which we introduce here. In sporadic cases failing this condition, such as the
ones illustrated in Figure 1 (b) and (c), we will establish that no finite sequence
of the moves defining the concept of Cuntz move equivalence can connect the two
graphs in each pair, even though the K-theoretical invariants of the associated C∗-
algebras are the same. In the case of (b), we may in fact prove by appealing to ad
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hoc classification results that the C∗-algebras are stably isomorphic, proving that
stable isomorphism of C∗-algebras is not always attainable via the moves hitherto
studied.
Condition (H) generalizes Condition (K) and turns out to be met in a lot of
other important special cases. When the graph C∗-algebras defined are of type
I/postliminary, our results may be refined further and lead to the classification of
a class of quantum lens spaces introduced and studied by Hong and Szymański
in [HS03b]. Moreover, specializing to the graph C∗-algebras associated to simple
graphs with four vertices or less, we give a complete classification. These results
have bearing on the Abrams-Tomforde conjecture ([AT11]).
In forthcoming work ([ERRS16a]) we will introduce a final new move and prove,
among many other things, that indeed all Cuntz-Krieger algebras are classified by
their K-theory, because any isomorphism at the level of K-theory may be realized
using an enlarged family of moves, all leaving the stabilized C∗-algebra invariant.
The present paper is self-contained and does not draw on the much more compli-
cated approach in [ERRS16a]. We will, however, develop basic results in the paper
at hand in generality not needed here to anticipate applications in [ERRS16a].
The paper is organized as follows. In Section 2 we outline key concepts for
the paper, mainly stemming from the theory of graph C∗-algebras, and discuss
the moves that constitute our fundamental notion of Cuntz move equivalence. In
Section 3 we develop the idea of the gauge invariant prime ideal space, which is
completely essential for everything that follows, and we connect this to K-theory,
block matrices and partially ordered sets in Section 4, introducing also the key
notion of tempered ideal spaces.
In Section 5 we then prove a complete characterization of Cuntz move equivalence
for finite graphs, drawing heavily on ideas from [Res06] augmented with a trick
of plugging sinks which we also develop there. Section 6 contains our geometric
classification theorem for finite graphs with Condition (H), as well as examples
showing the necessity of this condition, and in Section 7 we detail the applications
listed above.
2. General preliminaries
In this section, we introduce notation and fundamental concepts concerning
graphs and their C∗-algebras.
2.1. C∗-algebras over topological spaces. Let X be a topological space satis-
fying the T0 separation condition and let O(X) be the set of open subsets of X ,
partially ordered by set inclusion ⊆. A subset Y of X is called locally closed if
Y = U \ V where U, V ∈ O(X) and V ⊆ U . The set of all locally closed subsets
of X will be denoted by LC(X). The partially ordered set (O(X),⊆) is a complete
lattice, that is, any subset S of O(X) has both an infimum
∧
S and a supremum∨
S, which are for any subset S of O(X) defined as∧
U∈S
U =
( ⋂
U∈S
U
)◦
and
∨
U∈S
U =
⋃
U∈S
U.
Note that if S is empty, these are X and ∅, respectively.
For a C∗-algebra A, let I(A) be the set of closed ideals of A, partially ordered
by ⊆. The partially ordered set (I(A),⊆) is a complete lattice. More precisely, for
any subset S of I(A), ∧
I∈S
I =
⋂
I∈S
I and
∨
I∈S
I =
∑
I∈S
I.
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Definition 2.1. Let A be a C∗-algebra. Let Prim(A) denote the primitive ideal
space of A, equipped with the usual hull-kernel topology, also called the Jacobson
topology.
Let X be a topological space. A C∗-algebra over X is a pair (A, ψ) consisting of
a C∗-algebra A and a continuous map ψ : Prim(A)→ X .
We identify O(Prim(A)) and I(A) using the lattice isomorphism
U 7→
⋂
p∈Prim(A)\U
p.
Let (A, ψ) be a C∗-algebra overX . Then we get a map ψ∗ : O(X)→ O(Prim(A)) ∼=
I(A) defined by
U 7→ {p ∈ Prim(A) | ψ(p) ∈ U} .
Using the isomorphism O(Prim(A)) ∼= I(A), we get a map from O(X) to I(A) by
U 7→
⋂
{p ∈ Prim(A) | ψ(p) /∈ U} .
Denote this ideal by A(U). For Y = U \ V ∈ LC(X), set A(Y ) = A(U)/A(V ). By
[MN09, Lemma 2.15], A(Y ) does not depend (up to a canonical ∗-isomorphism) on
U and V .
We can equivalently define anX-algebra by giving a map fromO(X) toO(Prim(A))
that preserves finite infima and arbitrary suprema (so the empty set is mapped to
the empty set, and X is mapped to Prim(A)).
Example 2.2. For any C∗-algebra A, the pair (A, idPrim(A)) is a C
∗-algebra over
Prim(A). For each U ∈ O(Prim(A)), the ideal A(U) equals
⋂
p∈Prim(A)\U p.
Definition 2.3. Let A and B be C∗-algebras over X . A ∗-homomorphism Φ: A→
B is X-equivariant if Φ(A(U)) ⊆ B(U) for all U ∈ O(X). Hence, for every Y =
U \ V , Φ induces a ∗-homomorphism ΦY : A(Y )→ B(Y ). Let CX be the category
whose objects are C∗-algebras over X and whose morphisms are X-equivariant
homomorphisms.
2.2. Graphs and their matrices. By a graph we mean a directed graph. For-
mally:
Definition 2.4. A graph E is a quadruple E = (E0, E1, r, s) where E0 and E1 are
sets, and r and s are maps from E1 to E0. The elements of E0 are called vertices,
the elements of E1 are called edges, the map r is called the range map, and the
map s is called the source map.
All graphs considered will be countable, i.e., there are countably many vertices
and edges. We call a graph finite, if there are only finitely many vertices and edges.
We will freely identify graphs up to graph isomorphism.
Definition 2.5. A loop is an edge with the same range and source.
A path µ in a graph is a finite sequence µ = e1e2 · · · en of edges satisfying
r(ei) = s(ei+1), for all i = 1, 2, . . . , n− 1, and we say that the length of µ is n. We
extend the range and source maps to paths by letting s(µ) = s(e1) and r(µ) = r(en).
Vertices in E are regarded as paths of length 0 (also called empty paths).
A cycle is a nonempty path µ such that s(µ) = r(µ). We call a cycle e1e2 · · · en
a vertex-simple cycle if r(ei) 6= r(ej) for all i 6= j. A cycle e1e2 · · · en is said to have
an exit if there exists an edge f such that s(f) = s(ek) for some k = 1, 2, . . . , n with
ek 6= f . A return path is a cycle µ = e1e2 · · · en such that r(ei) 6= r(µ) for i < n.
For a loop, cycle or return path, we say that it is based at the source vertex of
its path. We also say that a vertex supports a certain loop, cycle or return path if
it is based at that vertex.
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Note that in [BHRS02, HS03a, HS04, Szy02], the authors use the term loop where
we use cycle.
Definition 2.6. A vertex v ∈ E0 in E is called regular if s−1(v) :=
{
e ∈ E1
∣∣ s(e) = v}
is finite and nonempty. We denote the set of regular vertices by E0reg. We call the
remaining vertices singular and write E0sing = E
0 \ E0reg.
A vertex v ∈ E0 in E is called a source if r−1(v) :=
{
e ∈ E1
∣∣ r(e) = v} is the
empty set. A vertex v ∈ E0 in E is called a sink if s−1(v) = ∅. An isolated vertex
is both a sink and a source.
Definition 2.7. Let E be a graph. We say that E satisfies Condition (K) if for
every vertex v ∈ E0 in E, either there is no return path based at v or there are at
least two distinct return paths based at v.
Notation 2.8. If there exists a path from vertex u to vertex v, then we write u ≥ v
— this is a preorder on the vertex set, i.e., it is reflexive and transitive, but need
not be antisymmetric.
It is essential for our approach to graph C∗-algebras to be able to shift between a
graph and its adjacency matrix. In what follows, we let N denote the set of positive
integers, while N0 denotes the set of nonnegative integers.
Definition 2.9. Let E = (E0, E1, r, s) be a graph. We define its adjacency matrix
AE as an E
0 × E0 matrix with the (u, v)’th entry being∣∣{e ∈ E1 ∣∣ s(e) = u, r(e) = v}∣∣ .
As we only consider countable graphs, AE will be a finite matrix or a countably
infinite matrix, and it will have entries from N0 ⊔ {∞}.
Let X be a set. If A is an X ×X matrix with entries from N0 ⊔ {∞}, we let EA
be the graph with vertex set X such that between two vertices x, x′ ∈ X we have
A(x, x′) edges.
It will be convenient for us to alter the adjacency matrix of a graph in two very
specific ways, removing singular rows and subtracting the identity, so we introduce
notation for this.
Notation 2.10. Let E be a graph and AE its adjacency matrix. Denote by A
•
E the
matrix obtained from AE by removing all rows corresponding to singular vertices
of E.
Let BE denote the matrix AE−I, and let B•E be BE with the rows corresponding
to singular vertices of E removed.
2.3. Graph C∗-algebras. We follow the notation and definition for graph C∗-al-
gebras in [FLR00]; this is not the convention used in Raeburn’s monograph [Rae05].
Definition 2.11. Let E = (E0, E1, r, s) be a graph. The graph C∗-algebra C∗(E)
is defined as the universal C∗-algebra generated by a set of mutually orthogonal
projections
{
pv
∣∣ v ∈ E0} and a set {se ∣∣ e ∈ E1} of partial isometries satisfying
the relations
• s∗esf = 0 if e, f ∈ E
1 and e 6= f ,
• s∗ese = pr(e) for all e ∈ E
1,
• ses
∗
e ≤ ps(e) for all e ∈ E
1, and,
• pv =
∑
e∈s−1(v) ses
∗
e for all v ∈ E
0 with 0 < |s−1(v)| <∞.
Whenever we have a set of mutually orthogonal projections
{
pv
∣∣ v ∈ E0} and a
set
{
se
∣∣ e ∈ E1} of partial isometries in a C∗-algebra satisfying the relations, then
we call these elements a Cuntz-Krieger E-family.
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It is clear from the definition that an isomorphism between graphs induces a
canonical isomorphism between the corresponding graph C∗-algebras.
Definition 2.12. Let E = (E0, E1, r, s) be a graph. By universality there is a
canonical gauge action γ : T→ Aut(C∗(E)) such that for any z ∈ T, we have that
γz(pv) = pv for all v ∈ E0 and γz(se) = zse for all e ∈ E1. We say that an ideal I
of C∗(E) is gauge invariant, if γz(I) ⊆ I for all z ∈ T, and we let Iγ(C∗(E)) denote
the subset of I(C∗(E)) consisting of gauge invariant ideals.
It is clear that the lattice operations preserve the gauge invariance, so Iγ(C∗(E))
is a sublattice. We collect some standard facts about graph C∗-algebras below.
Remark 2.13. Every graph C∗-algebra (of a countable graph) is separable, nuclear
in the UCT class ([KP99],[DT05]). A graph C∗-algebra is unital if and only if the
corresponding graph has finitely many vertices. A graph C∗-algebra is isomorphic
to a Cuntz-Krieger algebra if and only if the corresponding graph is finite with no
sinks, see [AR15, Theorem 3.12].
2.4. Moves on graphs. In this section we describe the moves on graphs we will
allow.
Definition 2.14 (Move (S): Remove a regular source). Let E = (E0, E1, r, s) be
a graph, and let w ∈ E0 be a source that is also a regular vertex. Let ES denote
the graph (E0S , E
1
S , rS , sS) defined by
E0S := E
0 \ {w} E1S := E
1 \ s−1(w) rS := r|E1
S
sS := s|E1
S
.
We call ES the graph obtained by removing the source w from E, and say ES is
formed by performing Move (S) to E.
Definition 2.15 (Move (R): Reduction at a regular vertex). Suppose that E =
(E0, E1, r, s) is a graph, and let w ∈ E0 be a regular vertex with the property
that s(r−1(w)) = {x}, s−1(w) = {f}, and r(f) 6= w. Let ER denote the graph
(E0R, E
1
R, rR, sR) defined by
E0R := E
0 \ {w}
E1R :=
(
E1 \ ({f} ∪ r−1(w))
)
∪
{
ef
∣∣ e ∈ E1 and r(e) = w}
rR(e) := r(e) if e ∈ E
1 \ ({f} ∪ r−1(w)) and rR(ef ) := r(f)
sR(e) := s(e) if e ∈ E
1 \ ({f} ∪ r−1(w)) and sR(ef ) := s(e) = x.
We call ER the graph obtained by reducing E at w, and say ER is a reduction of E
or that ER is formed by performing Move (R) to E.
Definition 2.16 (Move (O): Outsplit at a non-sink). Let E = (E0, E1, r, s) be a
graph, and let w ∈ E0 be a vertex that is not a sink. Partition s−1(w) as a disjoint
union of a finite number of nonempty sets
s−1(w) = E1 ⊔ E2 ⊔ · · · ⊔ En
with the property that at most one of the Ei is infinite. Let EO denote the graph
(E0O, E
1
O, rO, sO) defined by
E0O :=
{
v1
∣∣ v ∈ E0 and v 6= w} ∪ {w1, . . . , wn}
E1O :=
{
e1
∣∣ e ∈ E1 and r(e) 6= w} ∪ {e1, . . . , en ∣∣ e ∈ E1 and r(e) = w}
rEO (e
i) :=
{
r(e)1 if e ∈ E1 and r(e) 6= w
wi if e ∈ E1 and r(e) = w
sEO(e
i) :=
{
s(e)1 if e ∈ E1 and s(e) 6= w
s(e)j if e ∈ E1 and s(e) = w with e ∈ Ej.
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We call EO the graph obtained by outsplitting E at w, and say EO is formed by
performing Move (O) to E.
Definition 2.17 (Move (I): Insplit at a regular non-source). Suppose that E =
(E0, E1, r, s) is a graph, and let w ∈ E0 be a regular vertex that is not a source.
Partition r−1(w) as a disjoint union of a finite number of nonempty sets
r−1(w) = E1 ⊔ E2 · · · ⊔ En.
Let EI denote the graph (E
0
I , E
1
I , rI , sI) defined by
E0I :=
{
v1
∣∣ v ∈ E0 and v 6= w} ∪ {w1, . . . , wn}
E1I :=
{
e1
∣∣ e ∈ E1 and s(e) 6= w} ∪ {e1, . . . , en ∣∣ e ∈ E1 and s(e) = w}
rEI (e
i) :=
{
r(e)1 if e ∈ E1 and r(e) 6= w
r(e)j if e ∈ E1 and r(e) = w with e ∈ Ej
sEI (e
i) :=
{
s(e)1 if e ∈ E1 and s(e) 6= w
wi if e ∈ E1 and s(e) = w.
We call EI the graph obtained by insplitting E at w, and say EI is formed by
performing Move (I) to E.
Definition 2.18 (Move (C): Cuntz splicing). Let E = (E0, E1, r, s) be a graph
and let v ∈ E0 be a regular vertex that supports at least two distinct return paths.
Let EC denote the graph (E
0
C , E
1
C , rC , sC) defined by
E0C := E
0 ⊔ {u1, u2}
E1C := E
1 ⊔ {e1, e2, f1, f2, h1, h2},
where rC and sC extend r and s, respectively, and satisfy
sC(e1) = v, sC(e2) = u1, sC(fi) = u1, sC(hi) = u2,
and
rC(e1) = u1, rC(e2) = v, rC(fi) = ui, rC(hi) = ui.
We call EC the graph obtained by Cuntz splicing E at v, and say EC is formed by
performing Move (C) to E.
Definition 2.19. The equivalence relation generated by the moves (O), (I), (R),
(S) together with graph isomorphism is calledmove equivalence, and denoted ∼ME .
The equivalence relation generated by the moves (O), (I), (R), (S), (C) together
with graph isomorphism is called Cuntz move equivalence, and denoted ∼CE.
The following two theorems were essentially proved in [BP04], see also [Sør13,
Propositions 3.1, 3.2 and 3.3 and Theorem 3.5].
Theorem 2.20 ([Sør13]). Let E1 and E2 be graphs such that E1 ∼ME E2. Then
C∗(E1)⊗K ∼= C∗(E2)⊗K.
For the move (O), we actually obtain isomorphism rather than just stable iso-
morphism.
Proposition 2.21. Let E1 and E2 be graphs such that one is obtained from the
other using Move (O), then C∗(E1) ∼= C∗(E2).
For the move (C), it has recently been proved in [ERRS16b] that it preserves
the Morita equivalence class for arbitrary graphs.
Theorem 2.22 ([ERRS16b, Theorem 4.8]). Let E be a graph and let v be a vertex
that supports two distinct return paths. Then C∗(E)⊗K ∼= C∗(EC)⊗K.
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We also extend the notation of equivalences to adjacency matrices.
Definition 2.23. If A,A′ are square matrices with entries in N0 ⊔ {∞}, we define
them to be move equivalent, and write A ∼ME A′ if EA ∼ME EA′ . We define Cuntz
move equivalence similarly.
Remark 2.24. The Cuntz move equivalence, ∼CE, is called move prime equiva-
lence in [Sør13]. Since the similarity of the two terms could create confusion, we
have chosen to use the term Cuntz move equivalence instead.
2.5. Derived moves. We now discuss — following and generalizing [Sør13, Sec-
tion 5] — ways of changing the graphs without changing their move equivalence
class. We will introduce a collapse move, and present criteria allowing us to con-
clude that two graphs are move equivalent when one arises from the other by a row
or column addition of the B-matrices. As we shall see, knowing move invariance of
these derived moves dramatically simplifies working with ∼ME .
Definition 2.25 (Collapse a regular vertex that does not support a loop). Let
E = (E0, E1, r, s) be a graph and let v be a regular vertex in E that does not
support a loop. Define a graph ECOL by
E0COL = E
0 \ {v},
E1COL = E
1 \ (r−1(v) ∪ s−1(v)) ⊔
{
[ef ]
∣∣ e ∈ r−1(v) and f ∈ s−1(v)} ,
the range and source maps extend those of E, and satisfy rECOL([ef ]) = r(f) and
sECOL([ef ]) = s(e).
According to [Sør13, Theorem 5.2] E ∼ME ECOL when |E0| <∞ — in fact, the
collapse move can be obtained using the moves (O) and (R). We denote the move
(Col).
Below, we will show how we can perform row and column additions on BE
without changing the move equivalence class of the associated graphs, when E is a
graph with finitely many vertices.
The setup we need is slightly different from what was considered in [Sør13,
Section 7] — it was considered in [ERRS16b]. For the convenience of the reader,
we collect the needed results from [ERRS16b] in one proposition. Note that the
definition of move equivalence in [ERRS16b] is slightly different from the one above
in order to be able to deal with graphs with infinitely many vertices — but in the
case of finitely many vertices they do in fact coincide.
Proposition 2.26 ([ERRS16b]). Let E = (E0, E1, r, s) be a graph with finitely
many vertices. Suppose u, v ∈ E0 are distinct vertices with a path from u to v. Let
Eu,v be equal to the identity matrix except for on the (u, v)’th entry, where it is 1.
Then BEEu,v is the matrix formed from BE by adding the u’th column into the v’th
column, while Eu,vBE is the matrix formed from BE by adding the v’th row into
the u’th row. Then the following holds.
(i) Suppose u supports a loop or suppose that there is an edge from u to v and
u emits at least two edges. Then
AE ∼ME BEEu,v + I.
(ii) Suppose v is regular and either v supports a loop or there is an edge from
u to v. Then
AE ∼ME Eu,vBE + I.
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Remark 2.27. As in [ERRS16b], we can use the above proposition backwards to
subtract columns or rows in BE as long as the addition that undoes the subtraction
is legal.
Since legal row and column additions preserve ∼ME , the resulting graph C∗-
algebras will be stably isomorphic. The column addition in (i) above rarely pre-
serves the actual isomorphism class, but under modest additional assumptions, the
row addition in (ii) does.
Proposition 2.28. If condition (ii) in Proposition 2.26 is met with v regular,
supporting a loop and an edge from u to v, then C∗(E) ∼= C∗(EA), where A =
Eu,vBE + I.
Proof. Let F = EA and denote the given edge from u to v in E by f . Then F is
formed by removing f but adding for each e ∈ s−1E (v) an edge e with sF (e) = u and
rF (e) = rE(e). Moreover, since v supports a loop, we have that r
−1
E (v) \ {f} 6= ∅.
Set E1 = r
−1
E (v) \ {f} and E2 = {f}. Using this partition, we form EI , which
replaces v with v1 and v2. The vertex v1 receives the edges of v except f and also
receives one edge from v2 for each loop based at v. The vertex v2 only receives
the edge f . Both vertices emit copies of the edges v emitted and do so in such a
way that there is no loop based at v2. By [RT13a, Proposition 3.6], there exists a
∗-isomorphism Ψ1 : C
∗(E)→ pV C∗(EI)pV where V = E0I \{v
2}.
Since v2 does not support a loop, we may collapse this vertex, yielding F . Set
qw = p
E
w for all w ∈ F
0, te = s
E
e for all e ∈ E
1
I \ (r
−1
EI
(v2) ∪ s−1EI (v
2)) and t[ee′] =
sEe s
E
e′ for e ∈ r
−1
EI
(v2) and e′ ∈ s−1EI (v
2). One can easily check that Ψ2(p
F
v ) = qv
and Ψ2(s
F
e ) = te provides a
∗-isomorphism Ψ2 : C
∗(F ) → pV C∗(EI)pV . Hence,
Φ = Ψ−12 ◦Ψ1 : C
∗(E)→ C∗(F ) is a ∗-isomorphism. 
3. The gauge invariant prime ideal space
We now provide definitions and fundamental results concerning the gauge invari-
ant prime ideal spaces of graph C∗-algebras. Although this is a very natural thing
to do when we have the graph given, we are not aware of any place in the literature
where this has been done only using the graph C∗-algebra and not the underlying
graph. For the benefit of further applications elsewhere, we carry out the analysis
in full generality.
3.1. Structure of graph C∗-algebras. It is important for us to view the graph
C∗-algebras as X-algebras over a topological space X that — in general — is
different from the primitive ideal space. This is due to the fact that when there
exist ideals that are not gauge invariant, then there are infinitely many ideals. The
space we choose to work with corresponds to the distinguished ideals being exactly
the gauge invariant ideals. We show a C∗-algebraic characterization of the gauge
invariant ideals, and describe the space X = Primeγ(C
∗(E)) in this subsection.
Definition 3.1. Let E = (E0, E1, r, s) be a graph. A subset H ⊆ E0 is called
hereditary if whenever v, w ∈ E0 with v ∈ H and v ≥ w, then w ∈ H . A subset
S ⊆ E0 is called saturated if whenever v ∈ E0reg with r(s
−1(v)) ⊆ S, then v ∈ S.
For any saturated hereditary subset H , the breaking vertices corresponding to H
are the elements of the set
BH :=
{
v ∈ E0
∣∣ |s−1(v)| =∞ and 0 < |s−1(v) ∩ r−1(E0 \H)| <∞} .
It is clear that ∅ and E0 are both saturated and hereditary subsets. The in-
tersection of any family of hereditary subsets is again hereditary. Thus, for every
subset S ⊆ E0, there exists a smallest hereditary subset of E0 containing S —
this set is called the hereditary subset generated by S and is denoted H(S). The
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intersection of any family of saturated subsets is again saturated. Thus, for every
subset S ⊆ E0, there is a smallest saturated subset of E0 containing S — this set
is called the saturation of S and is denoted S. The saturation of a hereditary set
is again hereditary. It is also clear that the union of any family of hereditary sets
is again hereditary. This makes the set of saturated hereditary subsets of E0 into
a complete lattice.
An admissible pair (H,S) consists of a saturated hereditary subset H ⊆ E0
and a subset S ⊆ BH . We order the collection of admissible pairs by defining
(H,S) ≤ (H ′, S′) if and only if H ⊆ H ′ and S ⊆ H ′∪S′. This makes the collection
of admissible pairs into a lattice.
Fact 3.2. Let E = (E0, E1, r, s) be a graph. For any admissible pair (H,S), we let
J(H,S) denote the ideal generated by
{pv | v ∈ H} ∪
{
pHv0
∣∣ v0 ∈ S} ,
where pHv0 is the gap projection
pHv0 = pv0 −
∑
s(e)=v0
r(e) 6∈H
ses
∗
e.
If BH = ∅, for a saturated hereditary subset H ⊆ E
0, then we write JH for J(H,∅).
The map (H,S) 7→ J(H,S) is a lattice isomorphism between the lattice of admissi-
ble pairs and the lattice of gauge invariant ideals of C∗(E) ( cf. [BHRS02, Theo-
rem 3.6]).
Lemma 3.3. Let E = (E0, E1, rE , sE) and F = (F
0, F 1, rF , sF ) be graphs and
let I be an ideal of C∗(E). Then I is gauge-invariant if and only if I is gener-
ated by projections. Consequently, every ∗-isomorphism from C∗(E) to C∗(F ) will
send gauge invariant ideals to gauge invariant ideals and every ∗-isomorphism from
C∗(E)⊗K to C∗(F )⊗K will send gauge invariant ideals to gauge invariant ideals
under the identification of the ideal lattice of C∗(E) and C∗(F ) with the ideal lattice
of C∗(E)⊗K and C∗(F )⊗K, respectively.
Proof. Suppose I is a gauge-invariant ideal. Then by Fact 3.2, I is generated
by vertex projections and gap projections. Suppose I is generated by projec-
tions S = {p1, p2, . . . }. By [HLM+14, Theorem 3.4 and Corollary 3.5], each pi
is Murray-von Neumann equivalent to sums of vertex projections and gap pro-
jections in C∗(E), where the Murray-von Neumann equivalence and sums are in
C∗(E)⊗K. But this implies that C∗(E)piC∗(E) is generated by vertex projections
and gap projections. Hence, I = spanC∗(E)SC∗(E) is generated by vertex projec-
tions and gap projections. Since vertex projections and gap projections are fixed
by the gauge action, we have that I is a gauge-invariant ideal.
Suppose Φ: C∗(E) → C∗(F ) is a ∗-isomorphism. Let I be a gauge-invariant
ideal of C∗(E). Then from the first part of the lemma, we have that I is generated
by projections. Since Φ is a ∗-isomorphism, we have that Φ(I) is also generated by
projections. Thus, Φ(I) is a gauge-invariant ideal.
For a C∗-algebra A, we say an ideal in A⊗K is generated by projections in A if
it is generated by projections in A⊗ e11. Suppose Ψ: C∗(E)⊗K→ C∗(F )⊗K is a
∗-isomorphism. Let I be a gauge-invariant ideal of C∗(E)⊗K, i.e., I = J(H,S)⊗K.
So, in particular, I is generated by projections. Since Ψ is a ∗-isomorphism, Ψ(I) is
generated by projections. By [HLM+14, Theorem 3.4 and Corollary 3.5] and using
a similar argument as in the first paragraph, we get that Ψ(I) is generated by vertex
projections and gap projections in C∗(F ). Hence, Ψ(I) is gauge-invariant. 
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Definition 3.4. Let E = (E0, E1, r, s) be a graph. Let Primeγ(C
∗(E)) denote
the set of all proper ideals that are prime within the set of proper gauge invariant
ideals, i.e., p ∈ Primeγ(C∗(E)) if and only if p is a proper gauge invariant ideal of
C∗(E) and
I1I2 ⊆ p⇒ I1 ⊆ p ∨ I2 ⊆ p,
for all (proper) gauge invariant ideals I1, I2 of C
∗(E).
Recall that for an ideal I, we let hull(I) denote the set of primitive ideals con-
taining I, i.e., {p ∈ Prim(C∗(E)) | p ⊇ I}. Similarly, for every ideal I, we let
hullγ(I) denote the set {p ∈ Primeγ(C∗(E)) | p ⊇ I}. We equip Primeγ(C∗(E))
with a topology similar to the hull-kernel topology for primitive ideals, i.e., the
closure of a subset S ⊆ Primeγ(C∗(E)) is
hullγ(∩S) = {p ∈ Primeγ(C
∗(E)) | p ⊇ ∩S} .
To check that this closure operation defines a unique topology, we need only to
check that it satisfies the four Kuratowski closure axioms — but the first two
paragraphs of [Mur90, 5.4.6 Theorem] show this. With an argument similar to
[Mur90, 5.4.7 Theorem], it also follows that the topology is T0.
When Φ: C∗(E)→ C∗(F ) is a ∗-isomorphism, we get by Lemma 3.3 an induced
homeomorphism Φ♯ : Primeγ(C
∗(E))→ Primeγ(C∗(F )).
It is an elementary fact, that every primitive ideal of a C∗-algebra is a (closed)
prime ideal (e.g. [Mur90, 5.4.5 Theorem]). For a separable C∗-algebra, the converse
is true, which can be seen by showing that the primitive ideal space of a separable
C∗-algebra is a Baire space (e.g. [Bla06, II.6.5.15 Corollary]), but as shown by
Weaver in [Wea03] the concepts differ for nonseparable C∗-algebras. In fact, there
are counterexamples even for nonseparable graph C∗-algebras (see [AT14]), but
since we only consider countable graphs, this will not be an issue here.
Lemma 3.5. Let E = (E0, E1, r, s) be a graph. Every primitive gauge invariant
ideal of C∗(E) is in Primeγ(C
∗(E)). Every primitive ideal of C∗(E) that is not
gauge invariant has a largest gauge invariant ideal as a subset, and this gauge
invariant ideal is in Primeγ(C
∗(E)).
If I is a proper gauge invariant ideal of C∗(E), then
I = ∩{p ∈ Primeγ(C
∗(E)) | p ⊇ I} = ∩hullγ(I).
Proof. First, note that all primitive ideals of C∗(E) are described in [HS04, Corol-
lary 2.11] — we will use the terminology from there. As pointed out in [Gab13]
there is a minor mistake in the description of the topology of the primitive ideal
space in [HS04], but this has no consequences for this paper, since we are not using
the description of the topology. So we have a bijection from Mγ(E) ⊔ BV (E) ⊔
(Mτ (E)× T) to Prim(C∗(E)) given by
Mγ(E) ∋M 7→ JΩ(M),Ω(M)fin
∞
,
BV (E) ∋ v 7→ JΩ(v),Ω(v)fin
∞
\{v},
Mτ (E)× T ∋ (N, z) 7→ RN,t,
where the gauge invariant primitive ideals are exactly the ideals coming from
Mγ(E) and BV (E). Note that every gauge invariant primitive ideal of C∗(E)
is also prime in the set of ideals of C∗(E). Thus every gauge invariant primitive
ideal of C∗(E) is in Primeγ(C
∗(E)).
Note that for N ∈ Mτ (E) and z ∈ T, the ideal JΩ(N),Ω(N)fin
∞
is the largest gauge
invariant ideal contained in RN,z (cf. [HS04, Lemma 2.6]).
Let N ∈ Mτ (E) and assume that I1I2 ⊆ JΩ(N),Ω(N)fin
∞
for some gauge invariant
ideals I1, I2. Then I1I2 ⊆ RN,−1. Since RN,−1 is a primitive ideal in C∗(E), it
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is prime in the collection of all ideals of C∗(E). Therefore either I1 ⊆ RN,−1 or
I2 ⊆ RN,−1. But since JΩ(N),Ω(N)fin
∞
is the largest gauge invariant ideal contained
in RN,−1, we have I1 ⊆ JΩ(N),Ω(N)fin
∞
or I2 ⊆ JΩ(N),Ω(N)fin
∞
. This shows that also
JΩ(N),Ω(N)fin
∞
∈ Primeγ(C∗(E)) when N ∈ Mτ (E).
Let I be a proper gauge invariant ideal of C∗(E). Then I is the intersection
of all the primitive ideals containing it. The only primitive ideals that are not
in Primeγ(C
∗(E)) are the ideals RN,z for N ∈ Mτ (E) and z ∈ T — but if
I ⊆ RN,z then we can replace it in the intersection by the ideal JΩ(N),Ω(N)fin
∞
∈
Primeγ(C
∗(E)). So we have shown that
I =
⋂({
JΩ(M),Ω(M)fin
∞
∣∣ JΩ(M),Ω(M)fin
∞
⊇ I,M ∈ Mγ(E) ∪Mτ (E)
}
∪
{
JΩ(v),Ω(v)fin
∞
\{v}
∣∣ JΩ(v),Ω(v)fin
∞
\{v} ⊇ I, v ∈ BV (E)
})
=
⋂
p∈Primγ(C
∗(E))
p⊇I
p = ∩hullγ(I),
since the second intersection contains all the sets from the first intersection. 
Lemma 3.6. The map
I 7→ hullγ(I) = {p ∈ Primeγ(C
∗(E)) | p ⊇ I}
is an order-reversing 1 − 1 correspondence between the gauge invariant ideals of
C∗(E) and the closed subsets of Primeγ(C
∗(E)). Its inverse map is S 7→ ∩S.
Proof. This proof follows the lines of the proof of [Mur90, 5.4.7 Theorem]. 
The following lemma tells us exactly how we may consider a graph C∗-algebra
as an algebra over Primeγ(C
∗(E)) such that the distinguished ideals are exactly
the gauge invariant ideals.
Lemma 3.7. Let E be a graph. Consider the map ζ from Prim(C∗(E)) to Primeγ(C
∗(E))
sending each primitive ideal to the largest element of Primeγ(C
∗(E)) that it con-
tains. This map is continuous and surjective, and it makes C∗(E) into a Primeγ(C
∗(E))-
algebra in a canonical way. Moreover,
(3.1) ζ−1(hullγ(I)) = hull(I),
for every gauge invariant ideal I of C∗(E), so the distinguished ideals under the
action are exactly the gauge invariant ideals.
Proof. The validity of the definition of the map ζ follows from Lemma 3.5. First
we show (3.1). Then continuity follows since every closed set of Primeγ(C
∗(E)) is
of the form hullγ(I). So let I be a gauge invariant ideal.
Let p ∈ ζ−1(hullγ(I)). Then ζ(p) ⊇ I. Since, by definition, p ⊇ ζ(p), it is clear
that p ⊇ I. Therefore p ∈ hull(I).
Now let p ∈ hull(I). Then p ⊇ I. If p is gauge invariant, then ζ(p) = p ⊇ I, so
p ∈ ζ−1(hullγ(I)). If, on the other hand, p is not gauge invariant, then ζ(p) is the
largest gauge invariant ideal contained in p, cf. Lemma 3.5. Thus p ⊇ ζ(p) ⊇ I, so
also in this case p ∈ ζ−1(hullγ(I)).
Now we want to show surjectivity of the map. For this we use the notation
of [BHRS02] and [HS04] and the content of the proof of Lemma 3.5. Recall that
every gauge invariant ideal I of C∗(E) is of the form I = JH,B for some saturated
hereditary subset H ⊆ E0 and some subset B ⊆ BH = Hfin∞ — in fact, if HI ={
v ∈ E0
∣∣ pv ∈ I} and BI = {v ∈ BHI ∣∣ pHIv ∈ I}, then I = JHI,BI . Note that if
(H,S1) and (H,S2) are admissible pairs, then (H,S1) ∧ (H,S2) is (H,S1 ∩ S2).
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Now assume that I ∈ Primeγ(C∗(E)), so I = JHI,BI . Since I is a proper ideal,
HI 6= E0, so M = E0 \HI is nonempty. The proof of [BHRS02, Lemma 4.1] shows
that M is a maximal tail. Note that Ω(M) = E0 \M = HI.
We want to show that |BHI \ BI| ≤ 1. So assume that v1, v2 ∈ BHI \ BI with
v1 6= v2. It follows from [BHRS02, Proposition 3.9] that
JHI,BI∪{v1} ∩ JHI,BI∪{v2} = JHI,BI = I.
But JHI,BI∪{vi} 6⊆ JHI,BI = I, for i = 1, 2, which contradicts that I is prime
within the proper gauge invariant ideals of C∗(E). Hence |BHI \BI| ≤ 1.
Now assume that BHI \ BI = {v}. We want to show that v ∈ BV (E), i.e., we
need to show that v supports a cycle. So assume that v does not support a cycle.
Since v is an infinite emitter, H2 = H(v) \ {v} is a saturated hereditary subset not
containing v. Note that v 6∈ BH2 . From [BHRS02, Proposition 3.9], it follows that
JHI,BHI ∩ JH2,BH2 ⊆ JHI,BI = I.
But JHI,BHI 6⊆ I and JH2,BH2 6⊆ I, which contradicts that I is prime within the
proper gauge invariant ideals of C∗(E). Hence v ∈ BV (E). Now we also want
to show that Ω(v) = HI. From the definition, it is clear that Ω(v) ⊇ HI. From
[BHRS02, Proposition 3.9], it follows that
JΩ(v),BΩ(v)\{v} ∩ JHI,BHI ⊆ JHI,BI = I.
Since JHI,BHI 6⊆ I and I is prime within the proper gauge invariant ideals of
C∗(E), it follows that JΩ(v),BΩ(v)\{v} ⊆ I. Therefore Ω(v) ⊆ HI.
Now it follows from the proof of Lemma 3.5, that ζ is surjective. 
Remark 3.8. Assume that E is a graph with finitely many vertices. Then E
satisfies Condition (K) if and only if C∗(E) has finitely many ideals, and in this
case Prim(C∗(E)) = Primeγ(C
∗(E)).
3.2. The component poset. For our purposes, it will be essential to work with
block matrices in a way that resembles the ideal structure and the filtered K-theory
of the graph C∗-algebras. To do this, we need to put the graph in a certain form
and to order the vertices in a certain way such that the adjacency matrix has
a certain nice block form. It is also essential to our work, that the topological
space Primeγ(C
∗(E)) is built into this construction. For the benefit of possible
applications to other settings, we will allow infinite emitters, but it is essential for
the exposition that we allow only finitely many vertices.
As we shall see, it will be necessary to modify the given graph up to move equiv-
alence to deal with certain complication introduced by transitional and breaking
vertices. This will not change the C∗-algebras in question up to stable isomor-
phism, and is hence unproblematic for the work in this paper. But to pave the
way for classification of the graph C∗-algebras themselves, we keep track of the
isomorphism class as far as possible.
Definition 3.9. Let E = (E0, E1, r, s) be a graph with finitely many vertices. We
say that a nonempty subset S of E0 is strongly connected if for any two vertices
v, w ∈ S there exists a nonempty path from v to w. In particular every vertex
in a strongly connected set has to be the base of a cycle. The maximal strongly
connected subsets of E0 are all disjoint, and these are called the strongly connected
components of E. We let ΓE denote the set of all strongly connected components
together with all singletons consisting of singular vertices that are not the base point
of a cycle. The sets in ΓE are all disjoint. We call the sets in ΓE the components of
the graph E and the vertices in E0\∪ΓE the transition states of E — the transition
states are by definition all the regular vertices that are not the base point of a cycle.
Note that with this terminology, all regular sources are also transition states. A
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strongly connected component is called a cyclic component if one of its vertices
(and thus all of its vertices) has exactly one return path.
We define a relation ≥ on ΓE by saying that γ1 ≥ γ2 if there exist vertices v1 ∈ γ1
and v2 ∈ γ2 such that v1 ≥ v2. By definition this is the same as for all vertices
v1 ∈ γ1 and all vertices v2 ∈ γ2 we have that v1 ≥ v2. Thus it is clear that ≥ is a
partial order.
We say that a subset σ ⊆ ΓE is hereditary if whenever γ1, γ2 ∈ ΓE with γ1 ∈ σ
and γ1 ≥ γ2, then γ2 ∈ σ. We equip ΓE with the topology that has the hereditary
subsets as open sets — this makes ΓE into a T0-space. For every subset σ ⊆ ΓE ,
we let η(σ) denote the smallest hereditary subset of ΓE containing σ, i.e., the set
{γ ∈ ΓE | ∃γ′ ∈ σ : γ′ ≥ γ}.
We recall the definition of an Alexandrov space and some of their properties.
Definition 3.10. A topological space is called an Alexandrov space if arbitrary
intersections of open subsets are again open. If we have a topological space X ,
then we can define a preorder on X by x ≥ y if and only if x is in the closure of {y}
— this preorder is called the specialization preorder. In the opposite direction, for a
preordered set (X,≥) we can let the sets F ⊆ X satisfying x ≥ y ∧ y ∈ F ⇒ x ∈ F
be the closed sets. This topology is the finest topology satisfying that x ≥ y if and
only if x is in the closure of {y}. It is also clear that this is an Alexandrov topology.
If an Alexandrov space is given, and we take its specialization preorder, then
the Alexandrov topology is uniquely determined from the specialization preorder
by the above construction. Thus there is a one-to-one correspondence between
Alexandrov topologies and preorders on a space. A map between two Alexandrov
spaces is continuous if and only if it is an order preserving map with respect to the
specialization preorders.
Note that often the specialization preorder is written as the opposite order com-
pared to above. Both conventions are used in the literature, while the convention
used here is chosen since it fits better with our setup, as we will see now.
Remark 3.11. We will mainly consider the topological spaces Primeγ(C
∗(E)) and
ΓE for graphs with finitely many vertices. Assume that E is a graph with finitely
many vertices. Although Prim(C∗(E)) often will be infinite (in the case of a cyclic
component), the sets Primeγ(C
∗(E)) and ΓE are finite. Thus it is clear that ar-
bitrary intersections of open subsets are again open. Thus Primeγ(C
∗(E)) is an
Alexandrov space. We see immediately from the definition that p1 is in the closure
of {p2} if and only if p1 ⊇ p2. So the specialization preorder ≥ is set containment.
Similarly, ΓE is an Alexandrov space and its specialization preorder is exactly the
order ≥.
Lemma 3.12. Let E = (E0, E1, r, s) be a graph with finitely many vertices. Let
η ⊆ ΓE be a hereditary subset. Assume that v ∈ E0reg and that there is no path from
v to any of the components in ΓE \ η. Then v ∈ H(∪η).
Proof. There has to be a path from v to some component — thus a component
in η. If v supports a cycle, clearly v ∈ ∪η ⊆ H(∪η). Let H0 = H(∪η). Using
the description in [BHRS02, Remark 3.1], we get a non-decreasing sequence of
hereditary sets Σ0(H0) = H0, Σ1(H0), Σ2(H0), . . . . If v 6∈ Σk(H0), then the length
of the longest path from v to Σk(H0) is one less than the length of the longest path
from v to Σk−1(H0). Thus eventually v ∈ Σk(H0) for some k, i.e., v ∈ H0. 
Lemma 3.13. Let E = (E0, E1, r, s) be a graph with finitely many vertices. Then
the map η 7→ H(∪η) from the set of hereditary subsets of ΓE to the set of saturated
hereditary subsets of E0 is a bijective order isomorphism (with respect to the order
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coming from set containment). In fact, ∪η = (∪ΓE) ∩ H(∪η). Moreover, for any
saturated hereditary subset H ⊆ E0, the set (∪ΓE) ∩H is a (disjoint) union of all
components that intersect H nontrivially; and if we let η ⊆ ΓE be the set of these
components, then η is hereditary and H(∪η) = H.
Proof. Assume that η ⊆ ΓE is a hereditary subset. Clearly, ∪η ⊆ (∪ΓE) ∩H(∪η).
Let v ∈ (∪ΓE) ∩H(∪η). Suppose that v ∈ γ1 ∈ ΓE but γ1 6∈ η. Then v 6∈ H(∪η).
Let H0 = H(∪η). Using the description in [BHRS02, Remark 3.1], we get a non-
decreasing sequence of hereditary sets Σ0(H0) = H0, Σ1(H0), Σ2(H0), . . . , such
that v ∈ Σk(H0) \ Σk−1(H0), for some k = 1, 2, 3, . . .. This means that v ∈ E0reg
and r(s−1(v)) ⊆ Σk−1(H0). Thus, clearly v cannot support a loop. But v cannot
either support a cycle, since Σk−1(H0) is hereditary and all edges that v emit go
into Σk−1(H0). So we get a contradiction, and therefore v ∈ ∪η.
So now it is clear that we have an injective map η 7→ H(∪η) from the set of
hereditary subsets of ΓE to the set of saturated hereditary subsets of E
0. It is also
clear that it is order preserving.
Now let there be given a saturated hereditary subset H ⊆ E0. For each v ∈
(∪ΓE)∩H , all v′ that belong to the same component as v are elements of (∪ΓE)∩H .
So let η ⊆ ΓE be the (uniquely determined) set such that ∪η = (∪ΓE) ∩H . Since
∪η ⊆ H , it is clear that H(∪η) ⊆ H . Let H0 = H(∪η) ⊆ H . Suppose v ∈ H \H0.
Then v needs to be a transition state, so v ∈ E0reg and v does not support a cycle.
Consequently, it has to have a path to at least one component, but it cannot have
any path to a component not in η. Lemma 3.12 now implies that v ∈ H0, which
is a contradiction. Consequently, H0 = H(∪η) = H , and therefore the map is
surjective. 
As an immediate consequence we get the following corollary.
Corollary 3.14. Let E = (E0, E1, r, s) be a graph with finitely many vertices, and
assume that E does not have any transition state. Then every hereditary subset of
E0 is saturated and η 7→ ∪η is a lattice isomorphism between the hereditary subsets
of ΓE and the saturated hereditary subsets of E
0.
The following is also clear.
Lemma 3.15. Let E = (E0, E1, r, s) be a graph with finitely many vertices. If
every infinite emitter emits infinitely many edges to any vertex it emits any edge
to, then BH = ∅ for every saturated hereditary subset H ⊆ E0.
Lemma 3.16. Let E = (E0, E1, r, s) be a graph with finitely many vertices, and
assume that every infinite emitter emits infinitely many edges to any vertex it emits
any edge to.
Define a map υE : ΓE → Primeγ(C∗(E)) as follows. For each γ0 ∈ ΓE, let
υE(γ0) denote the ideal
J
H(∪ηγ0 )
,
where
ηγ0 = ΓE \ {γ ∈ ΓE | γ ≥ γ0} .
This is in fact an element of Primeγ(C
∗(E)) and this makes υE into a bijection.
Moreover, γ1 ≥ γ2 if and only if υE(γ1) ⊇ υE(γ2). Consequently, υE is a homeo-
morphism.
Proof. From [HS04] and the proof of Lemma 3.5, it is clear that the ideals in
Primeγ(C
∗(E)) are exactly the ideals JE0\M , where M 6= ∅ is a maximal tail.
Assume that M 6= ∅ and let H = E0 \M . That M is a maximal tail means that M
satisfies the conditions (MT1), (MT2) and (MT3) in [HS04]. Condition (MT1) is
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equivalent to H being hereditary, while (MT2) is equivalent to H being saturated.
Since E0 is assumed to be finite, (MT3) is equivalent to the existence of w ∈M such
that v ≥ w for all v ∈M , i.e., M has a least element (we will use this terminology
although this is only a preorder and not a partial order in general).
Let γ0 ∈ ΓE , and let
ηγ0 = ΓE \ {γ ∈ ΓE | γ ≥ γ0} .
It is clear that ηγ0 is hereditary. Clearly, by the definition above υE(γ0) defines an
ideal. Let
H0 = H(∪ηγ0).
We want to show that E0 \H0 is a maximal tail. The only thing we need to show
is that it has a least element. Choose v0 ∈ γ0, and let v ∈ E0 \ H0 be given.
Assume that v 6≥ v0. If v ∈ ∪ΓE , then v ∈ ∪ηγ0 and thus v ∈ H0 (which is a
contradiction). Therefore, we would need to have that v is a transition state — so
v ∈ E0reg and v does not support a cycle. There exists a path to some component in
ΓE , and, clearly, no such component can be in ΓE \ ηγ0 = {γ ∈ ΓE | γ ≥ γ0}. From
Lemma 3.12 it follows that v ∈ H(∪ηγ0) = H0, which is a contradiction as well.
Therefore E0 \H0 is a maximal tail, and υE(γ0) is an element of Primeγ(C∗(E)).
From Fact 3.2 and Lemma 3.12 it follows that υE is injective. Given an element
of Primeγ(C
∗(E)), then it has to be of the form JH0 for some saturated hereditary
subset H0 ( E0 with E0 \H0 having a least element v0. First note that v0 cannot
be a transition state, so v0 ∈ γ0 for some γ0 ∈ ΓE . Let η ⊆ ΓE be such that
∪η = (∪ΓE) ∩ H0. Clearly γ0 6∈ η. Let v ∈ γ ∈ ΓE \ η. Then v ≥ v0, since
v ∈ γ ⊆ E0\H0. Consequently, γ ≥ γ0. On the other hand, assume that γ ≥ γ0 and
let v ∈ γ. Then v ≥ v0, so v ∈ E0 \H0. Consequently, ΓE \ η = {γ ∈ ΓE | γ ≥ γ0}.
Thus the map υE is surjective.
That γ1 ≥ γ2 implies υE(γ1) ⊇ υE(γ2) is clear from the definition. That
υE(γ1) ⊇ υE(γ2) implies γ1 ≥ γ2 is clear from the definition and Lemma 3.13. 
Lemma 3.17. Let E = (E0, E1, r, s) be a graph with finitely many vertices.
(i) If every transition state has exactly one edge going out, then H1 ∪ H2 =
H1 ∪H2 for all saturated hereditary subsets H1, H2 ⊆ E0.
(ii) If γ ∈ ΓE, then H(γ) \ γ is the largest proper saturated hereditary subset of
H(γ).
(iii) If every transition state has exactly one edge going out, then the collection
H(γ) \H(γ) \ γ, γ ∈ ΓE is a partition of E
0.
(iv) There exists a graph F with finitely many vertices such that every infinite
emitter emits infinitely many edges to any vertex it emits any edge to, every
transition state has exactly one edge going out, E ∼ME F , and C∗(E) ∼=
C∗(F ),
(v) If every infinite emitter in E emits infinitely many edges to any vertex it
emits any edge to and every transition state has exactly one edge going
out, then there exists a graph F with finitely many vertices, such that every
infinite emitter emits infinitely many edges to any vertex it emits any edge
to, F has no transition states F 0 = ∪ΓE ⊆ E0, ΓE = ΓF and they carry
the same order ≥,
(3.2) s−1E (∪ΓE) ∩ r
−1
E (∪ΓE) ⊆ s
−1
F (∪ΓF ) ∩ r
−1
F (∪ΓF )
and there exists an injective ∗-homomorphism from C∗(E) to C∗(F ) ⊗ K
such that the image of each ideal J
H(S) is a full corner in JH(S) ⊗ K for
every hereditary subset S ⊆ ΓE.
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(vi) In the setting of part (v), we can get all cyclic components of F to be
singletons at the cost of (3.2) not necessarily holding anymore and only
having a canonical identification of ΓE with ΓF .
Proof. (i): Let H1 and H2 be saturated hereditary subsets of E
0. Since H1 ∪ H2
is hereditary, it is enough to show that H1 ∪ H2 is saturated. Let x ∈ E0 be
a regular vertex such that r(s−1(x)) ⊆ H1 ∪ H2. Suppose x is a transitional
vertex. Then by assumption s−1(x) = {e}. Therefore, r(s−1(x)) = {r(e)} ⊆ H1 or
r(s−1(x)) = {r(e)} ⊆ H2. Since H1 and H2 are saturated, we have that x ∈ H1 or
x ∈ H2 which implies that x ∈ H1 ∪ H2. Suppose x ∈ γ for some γ ∈ ΓE . Then
there exists a path µ = µ1 · · ·µn such that s(µ1) = r(µn) = x (we are using the
fact that x is a regular vertex). Since r(s−1(x)) ⊆ H1 ∪ H2 and µ1 ∈ s−1(x), we
have that r(µ1) ∈ H1 ∪H2. Since H1 ∪H2 is hereditary, x = r(µn) ∈ H1 ∪H2.
In both cases, we have shown that x ∈ H1∪H2. Therefore, H1∪H2 is saturated.
(ii): Let H = H(γ) \ γ. Clearly H is saturated and hereditary, and H ⊆ H(γ).
We want to show that H is a proper subset of H(γ) and γ ∩ H = ∅. So assume
first that γ ∩ H 6= ∅. Then H \ γ is not saturated. Thus there exists a v ∈ E0reg
such that r(s−1(v)) ⊆ H \ γ and v 6∈ H \ γ. Since H \ γ ⊆ H and H is saturated,
v ∈ H . Thus v ∈ γ. Since v ∈ γ ∈ ΓE , we have that v supports a cycle within γ or
v is singular — both being contradictions. Consequently, we have that γ ∩H = ∅.
Now it is clear that H is a proper subset of H(γ).
Now we want to show that H is the largest proper saturated hereditary subset
of H(γ). It is enough to show that for all v ∈ H(γ) \ H , we have that H(v) =
H(γ). So let v ∈ H(γ) \ H be given. Clearly H(v) ⊆ H(γ). If v ∈ γ, then
H(v) = H(γ), so H(v) = H(γ). Suppose v /∈ γ. Since H(γ) \ γ ⊆ H , we have that
v 6∈ H(γ) \ γ. So now assume that v ∈ H(γ) \H . Note that H(γ) \ γ is saturated,
and thus H ⊆ H(γ) \ γ. Then H(γ) \ {v} cannot be saturated, so v ∈ E0reg and
r(s−1(v)) ⊆ H(γ) \ {v}. By assumption, we must have that r(s−1(v)) 6⊆ H . Using
the description of the saturation from [BHRS02, Remark 3.1], it follows that there
exists a v0 ∈ γ such that v ≥ v0. Thus H(v) ⊇ H(γ) and H(v) ⊇ H(γ) follows.
(iii): It follows from (ii) that γ ⊆ H(γ)\H(γ) \ γ for each γ ∈ ΓE . The transition
states are the regular vertices not supporting a cycle. Since we only have finitely
many vertices, every transition state will have a path to a component (the sinks are
also components). Moreover, since every transition state has exactly one outgoing
edge, each transition state has a unique shortest path to a component through
transition states. If we have a transition state v and the first component every
path from v reaches is γ, then it follows from [BHRS02, Remark 3.1] that v ∈ H(γ).
From the proof of (ii), we have that γ ∩ H(γ) \ γ = ∅, so v 6∈ H(γ) \ γ. Thus we
have shown that every vertex belongs to at least one of the sets H(γ) \H(γ) \ γ,
γ ∈ ΓE . Let γ, γ′ ∈ ΓE . If γ ≥ γ′ and γ 6= γ′, then γ′ ⊆ H(γ), and therefore
γ′∩ (H(γ)\H(γ) \ γ) = ∅. If γ 6≥ γ′, then H(γ)\γ′ is a saturated set that contains
H(γ), and, consequently, γ′ ∩H(γ) = ∅. Therefore, the vertices of the components
belong to a unique set in the collection H(γ) \H(γ) \ γ, γ ∈ ΓE . Now let v be a
transition state and let γ be the first component every path from v reaches. Assume
that v ∈ H(γ′)\H(γ′) \ γ′ for a γ′ ∈ ΓE with γ′ 6= γ. If γ′ ≥ γ, then γ ⊆ H(γ′)\γ′
and therefore v ∈ H(γ′) \ γ′. So this is a contradiction since v ∈ H(γ′)\H(γ′) \ γ′.
If γ′ 6≥ γ, then we have seen that γ ∩ H(γ′) = ∅ while v ∈ H(γ′) implies that
γ ⊆ H(γ′). So this is a contradiction. Thus we have shown that each transition
state belongs to a unique set in the collection H(γ) \H(γ) \ γ, γ ∈ ΓE — namely,
the first component every path from it reaches.
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(iv): First we show how to modify E to get a graph with the property that if v
is an infinite emitter, then v emits infinitely many edges to any vertex it emits any
edge to. Let v ∈ E0 be an infinite emitter. If there exists a vertex u ∈ E0 such
that v emits only finitely many edges to u, we partition s−1(v) into two sets, E1 ={
e ∈ s−1(v)
∣∣ |s−1(v) ∩ r−1(r(e))| <∞} and E2 = {e ∈ s−1(v) ∣∣ |s−1(v) ∩ r−1(r(e))| =∞},
i.e., E1 consists of the edges out of v that only have finitely many parallel edges.
Note that since E0 is finite, E1 is a finite set. Hence we can perform Move (O)
according to this partition, resulting in a graph E′ that is move equivalent to E.
Call the vertices v got split into v1 and v2. In E
′, v2 is an infinite emitter with
the property that it emits infinitely many edges to any vertex it emits any edge to,
and any infinite emitter in E that already had that property keeps it. On the other
hand v1 is a finite emitter. Since E
0 is finite, we can do the above process a finite
number of times, ending with a graph G that is move equivalent to E, and with
the property that if v is an infinite emitter, then v emits infinitely many edges to
any vertex it emits any edge to.
Let n ∈ N and let v ∈ G0 be a transition state of G, i.e., a regular vertex that
is not the base point of a cycle. Assume that |s−1(v)| ≥ 2, and that the shortest
path from v to a component of G is n. Since v is regular, we can partition s−1(v)
into finitely many disjoint singletons E ′1,E
′
2, . . . , E
′
|s−1(v)|. Now we can perform Move
(O) according to this partition, resulting in a graph G′ that is move equivalent to
G such that vertices that v got split into are still transition states but each having
exactly one outgoing edge, and the shortest path from each of them to a component
is at least n. A vertex in G′ is a transition state if and only if it is one of the vertices
that v got split into or it is a transition state of G. All transition states in G that
had exactly one outgoing edge and a path to a component of length n or shorter
will still have exactly one outgoing edge and a path of length at most n. Also, every
infinite emitter in G′ emits infinitely many edges to any vertex it emits any edge
to. We repeat this for all transition states emitting at least two edges and with the
shortest path to a component having length n. By induction on n, we can get a
graph F with finitely many vertices such that every infinite emitter emits infinitely
many edges to any vertex it emits any edge to, every transition state has exactly
one edge going out.
We got F from E by using Move (O) a number of times. Therefore we clearly
have that E ∼ME F , and it follows from Proposition 2.21 that C∗(E) ∼= C∗(F ).
(v): Let F be the graph obtained by continuing to collapse all transitional ver-
tices of E. It is clear from the construction of F that F 0 = ∪ΓE ⊆ E0, ΓE = ΓF ,
they carry the same order, and s−1E (∪ΓE) ∩ r
−1
E (∪ΓE) ⊆ s
−1
F (∪ΓF ) ∩ r
−1
F (∪ΓF ).
Now, there exists an injective ∗-homomorphism Φ1 : C
∗(F ) → C∗(E) such that
Φ1(C
∗(F )) = PC∗(E)P , where P is the sum of vertex projections of the ver-
tices from F . Since H(F 0) = E0, we have that Φ1(C
∗(F )) is a full corner of
C∗(E). Therefore, Φ1(JH(S)) = PJH(S)P for every hereditary subset S ⊆ ΓF .
By [Bro77] there exists a partial isometry v in M(C∗(E) ⊗ K) such that v∗v =
Φ1(1C∗(F )) ⊗ 1B(ℓ2) and vv
∗ = 1M(C∗(E)⊗K). Set Φ2 = Ad(v) ◦ (Φ1 ⊗ idK). Hence,
Φ2 : C
∗(F )⊗K→ C∗(E)⊗K is a ∗-isomorphism such that Φ2(JH(S) ⊗K) is a full
corner of J
H(S) ⊗K for every hereditary subset S ⊆ ΓF .
Set Ψ = Φ−12 ◦ κ, where κ is the embedding C
∗(E) to C∗(E) ⊗ K given by
a 7→ a ⊗ e11. Therefore, Ψ: C∗(E) → C∗(F ) ⊗ K is an injective ∗-homomorphism
such that Ψ(J
H(S)) is a full corner of JH(S) for every hereditary subset S ⊆ ΓF .
Since ΓF = ΓE , S is hereditary in ΓF if and only if S is hereditary in ΓE . So,
Ψ: C∗(E) → C∗(F ) ⊗ K is an injective ∗-homomorphism such that Ψ(J
H(S)) is a
full corner of JH(S) for every hereditary subset S ⊆ ΓE .
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(vi): In addition to the process in (v) of collapsing all transitional vertices of E,
we also collapse all regular vertices of E that are base points of cyclic components
(but not of a loop). Using a similar argument as the proof of (v), we get the desired
result. 
Proposition 3.18. Let E be a graph with finitely many vertices such that every
infinite emitter emits infinitely many edges to any vertex it emits any edge to. In
Lemma 3.16 we have defined a homeomorphism υE from ΓE to Primeγ(C
∗(E)).
This homeomorphism induces a lattice isomorphism from the open subsets of ΓE to
the open subsets of Primeγ(C
∗(E)). We also denote this map υE.
Let ωE denote the map given by Lemma 3.13 and Fact 3.2, i.e.,
ωE(η) = JH(∪η)
for every hereditary subset η of ΓE, and let εE denote the map from O(Primeγ(C∗(E)))
to Iγ(C∗(E)) given in Lemma 3.6, i.e.,
εE(O) = ∩(Primeγ(C
∗(E)) \O)
for every open subset O ⊆ Primeγ(C∗(E)). Then we have a commuting diagram
O(ΓE)
υE∼=

∼=
ωE // Iγ(C∗(E))
O(Primeγ(C∗(E))) ∼=
εE // Iγ(C∗(E))
of lattice isomorphisms.
Proof. The only new statement in the proposition is the commutativity of the
diagram. Note that the inverse of the map εE is also given in Lemma 3.6, and it is
I 7→ ΓE \ hullγ(I). Let η ⊆ ΓE be a hereditary subset. Then
ε−1E ◦ ωE(η) = Primeγ(C
∗(E)) \ hullγ(JH(∪η)).
From the description of the elements in Primeγ(C
∗(E)) in the proof of Lemma 3.16,
we see that this set is exactly the set{
J
H(∪(ΓE\{γ∈ΓE | γ≥γ0}))
∣∣∣ γ0 ∈ ΓE , H(∪(ΓE \ {γ ∈ ΓE | γ ≥ γ0})) 6⊇ H(∪η)} .
But this is exactly the image of
{γ0 ∈ ΓE | ΓE \ {γ ∈ ΓE | γ ≥ γ0} 6⊇ η}
under the homeomorphism υE . Since η is hereditary, this set is exactly η. 
Example 3.19. We will now take a look at an example of how we get the space
Primeγ(C
∗(E)) from the space ΓE for a graph E with finitely many vertices (where
all the infinite emitters emit infinitely many edges to any vertex they emit any edge
to). Let us say that the ordered set ΓE consists of four points γ1, γ2, γ3, γ4 with
the relations γ1 ≥ γ3, γ2 ≥ γ3, γ3 ≥ γ4 (and thus also γ1, γ2 ≥ γ4), while γ1 6≥ γ2
and γ2 6≥ γ1. This can be illustrated by the component graph as in Figure 2.
γ1
!!❉
❉❉
γ2
}}④④
④
γ3

γ4
Figure 2. The component graph ΓE
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For each γi, i = 1, 2, 3, 4, we consider the hereditary subset ηi = ΓE\{γ ∈ ΓE | γ ≥ γi}.
These subsets are illustrated in Figure 3 by marking the elements of the subset in
red.
γ1
!!❉
❉❉
γ2
}}④④
④
γ3

γ4
(a) The set η1
γ1
!!❉
❉❉
γ2
}}④④
④
γ3

γ4
(b) The set η2
γ1
!!❉
❉❉
γ2
}}④④
④
γ3

γ4
(c) The set η3
γ1
!!❉
❉❉
γ2
}}④④
④
γ3

γ4
(d) The set η4 — it is the empty set
Figure 3. The components marked with red show the elements
of ηi, for i = 1, 2, 3, 4
So the corresponding gauge invariant ideals υE(γi) = ωE(ηi) of C
∗(E) are
J
H(∪ηi)
, i.e., J
H(γ2∪γ3∪γ4)
, J
H(γ1∪γ3∪γ4)
, J
H(γ4)
, J
H(∅) = {0}, respectively. The
topology on Primeγ(C
∗(E)) is given by the specialization preorder, so we can illus-
trate it as in Figure 4, where an arrow (or path) from x to y indicates that x is in
the closure of {y}.
J
H(γ2∪γ3∪γ4)
''❖❖
❖❖
❖❖
J
H(γ1∪γ3∪γ4)
ww♦♦♦
♦♦
♦
J
H(γ4)

{0}
Figure 4. An illustration of Primeγ(C
∗(E))
Example 3.20. In the case that the ordered set ΓE is linearly ordered
γ1 ≥ γ2 ≥ · · · ≥ γn
(where all the infinite emitters emit infinitely many edges to any vertex they emit
any edge to) we get hereditary subsets ηi = {γ | γi > γ} and prime gauge invariant
ideals
pi = υE(γi) = ωE(ηi) = JH(∪ηi) =
{
J
H(γi+1)
i < n
{0} i = n.
Note that the pi decrease as i increases. We denote the corresponding topological
space by Xn and note that it is the Alexandrov space of a linear order on a set of
n elements.
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3.3. Reduced filtered K-theory. Let X be a topological space satisfying the T0
separation property and let A be a C∗-algebra over X . For open subsets U1, U2, U3
of X with U1 ⊆ U2 ⊆ U3, let Y1 = U2 \ U1, Y2 = U3 \ U1, Y3 = U3 \ U2 ∈ LC(X).
Then the diagram
K0(A(Y1))
ι∗ // K0(A(Y2))
π∗ // K0(A(Y3))
∂∗

K1(A(Y3))
∂∗
OO
K1(A(Y2))π∗
oo K1(A(Y1))ι∗
oo
is an exact sequence. The collection of all such exact sequences is an invariant of
the C∗-algebras over X often referred to as the filtered K-theory. We use here a
refined notion:
Definition 3.21. Let X be a finite topological space satisfying the T0 separation
property and let A be a C∗-algebra overX . Note that all singletons of X are locally
closed.
For each x ∈ X , we let Sx denote the smallest open subset that contains x, and
we let Rx = Sx \{x}, which is an open subset. As mentioned above, we get a cyclic
six term exact sequence in K-theory
(3.3)
K0(A(O)) // K0(A(U)) // K0(A(U \O))

K1(A(U \O))
OO
K1(A(U))oo K1(A(O))oo
whenever we have two open subsets O ⊆ U ⊆ X . It follows from [CET12, Theo-
rem 4.1] that the map from K0 to K1 is the zero map whenever A(O) and A(U)
are gauge invariant ideals of a graph C∗-algebra.
Let
I0(A) = {Rx | x ∈ X,Rx 6= ∅} ∪ {Sx | x ∈ X} ∪ {{x} | x ∈ X} ,
I1(A) = {{x} | x ∈ X} ,
and let Imm(x) denote the set
{y ∈ X | Sy ( Sx∧ 6 ∃z ∈ X : Sy ( Sz ( Sx} .
The reduced filtered K-theory of A, FKR(X ;A), consists of the families of groups
(K0(A(V )))V ∈I0(A) and (K1(A(O)))O∈I1(A) together with the maps in the sequences
(3.4) K1(A({x}))→ K0(A(Rx))→ K0(A(Sx))→ K0(A({x}))
originating from the sequence (3.3), for all x ∈ X with Rx 6= ∅, and the maps in
the sequences
(3.5) K0(A(Sy))→ K0(A(Rx))
originating from the sequence (3.3), for all pairs (x, y) ∈ X with y ∈ Imm(x) and
Imm(x) \ {y} 6= ∅.
LetB be a C∗-algebra overX . A homomorphism from FKR(X ;A) to FKR(X ;B)
consists of families of group homomorphisms
(φV,0 : K0(A(V ))→ K0(B(V )))V ∈I0(A)
(φO,1 : K1(A(O))→ K1(B(O)))O∈I1(A)
such that all the ladders coming from the above sequences commute. A homomor-
phism is an isomorphism exactly if the group homomorphisms in the family are
group isomorphisms.
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Analogously, we define the ordered reduced filtered K-theory of A, FK+R(X ;A),
just as FKR(X ;A) where we also consider the order on all the K0-groups — and for
a homomorphism respectively an isomorphism, we demand that the group homo-
morphisms respectively the group isomorphisms between the K0-groups are positive
homomorphisms respectively order isomorphisms. Hereby we get — in the obvious
way — two functors FKR(X ;−) and FK
+
R(X ;−) that are defined on the category
of C∗-algebras over X .
Remark 3.22. Let E be a graph. Then C∗(E) has a canonical structure as a
Primeγ(C
∗(E))-algebra. So if E has finitely many vertices — or, more generally,
if Primeγ(C
∗(E)) is finite — then we can consider the reduced filtered K-theory,
FKR(Primeγ(C
∗(E)), C∗(E)). We use the results of [CET12] to identify the K-
groups and the homomorphisms in the cyclic six term sequences using the adjacency
matrix of the graph.
Remark 3.23. Let A be an X-algebra. Since I 7→ I⊗ K is a lattice isomorphism
between I(A) and I(A⊗K), the C∗-algebra A⊗K is an X-algebra in a canonical way,
and the embedding κA given by a 7→ a ⊗ e11 is an X-equivariant homomorphism
from A to A⊗K. Also, it is clear that FKR(X ;κA) is an (order) isomorphism. Note
also that the invariant FKR(X ;−) has been considered in [ABK14a, ABK14b].
Remark 3.24. Appealing to [APPSM09] instead of [HS04] one may define Primeγ
also for Leavitt path algebras over C, and establish most of the results of this section
also in a purely algebraic setting. Since [APPSM09] discusses only row-finite graphs
and we here insist that there are only finitely many vertices, this applies only to
finite graphs.
4. Specific preliminaries
In this section we introduce concepts and notation that are required for the
remainder of the paper.
4.1. Block matrices and equivalences.
Notation 4.1. For m,n ∈ N0, we let M(m× n,Z) denote the set of group homo-
morphisms from Zn to Zm. When m,n ≥ 1, we can equivalently view this as the
m × n matrices over Z, where composition of group homomorphisms corresponds
to matrix multiplication — the (zero) group homomorphisms for m = 0 or n = 0,
we will also call empty matrices with zero rows or columns, respectively.
For m,n ∈ N, we let M+(m×n,Z) denote the subset of M(m× n,Z), where all
entries in the corresponding matrix are positive. For an m× n matrix, we will also
write B > 0 whenever B ∈M+(m× n,Z).
For an m×n matrix B, where m,n ∈ N, we let B(i, j) denote the (i, j)’th entry
of the corresponding matrix, i.e., the entry in the i’th row and j’th column.
Definition 4.2. Let m,n ∈ N. For an m×n matrix B over Z, we let gcdB be the
greatest common divisor of the entries B(i, j), for i = 1, . . . ,m, j = 1, . . . , n, if B
is nonzero, and zero otherwise.
Assumption 4.3. Let N ∈ N. For the rest of the paper, we let P = {1, 2, . . . , N}
denote a partially ordered set with order  satisfying
i  j ⇒ i ≤ j,
for all i, j ∈ P , where ≤ denotes the usual order on N. We denote the corresponding
irreflexive order by ≺.
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Definition 4.4. Let m = (mi)
N
i=1,n = (ni)
N
i=1 ∈ N
N
0 be multiindices. We write
m ≤ n if mi ≤ ni for all i = 1, 2, . . . , N , and in that case, we let n − m be
(ni −mi)Ni=1. We also let m+ n denote (mi + ni)
N
i=1 for any multiindices, and we
let |m| = m1+m2+ · · ·+mN . We denote the multiindex with 1 on every entry by
1.
We let M(m× n,Z) denote the set of group homomorphisms from Zn1 ⊕Zn2 ⊕
· · · ⊕ ZnN to Zm1 ⊕ Zm2 ⊕ · · · ⊕ ZmN , and for such a homomorphism B, we let
B{i, j} denote the component of B from the j’th direct summand to the i’th direct
summand. We also use the notation B{i} for B{i, i}. Using composition of homo-
morphisms, we get in a natural way a category MN with objects NN0 and with the
morphisms from n to m being M(m× n,Z). Moreover,
(BC){i, j} =
N∑
k=1
B{i, k}C{k, j},
whenever B ∈M(m× n,Z) and C ∈M(n× r,Z) for a multiindex r.
A morphism B ∈M(m × n,Z) is said to be in MP(m× n,Z), if
B{i, j} 6= 0 =⇒ i  j,
for all i, j ∈ P . It is easy to verify, that this gives a subcategory MP with the same
objects but MP(m × n,Z) as morphisms.
Moreover, for a subset s of P , we let — with a slight misuse of notation —
B{s} ∈ Ms((mi)i∈s × (ni)i∈s,Z) denote the component of B from
⊕
i∈s Z
ni to⊕
i∈s Z
mi .
We let M(n,Z) denote M(n× n,Z), and MP(n,Z) denote MP(n× n,Z).
For n, we let GLP(n,Z) denote the automorphisms in MP(n,Z). Then U ∈
GLP(n,Z) if and only if U ∈MP(n,Z) and U{i} is a group automorphism (meaning
that the determinant as a matrix is ±1 whenever ni 6= 0, for every i ∈ P).
An automorphism U ∈ GLP (n,Z) is in SLP(n,Z) if the determinant of U{i} is
1 for all i ∈ P with ni 6= 0.
Remark 4.5. Let m,n ∈ NN0 be multiindices. If |m| > 0 and |n| > 0, we can
equivalently view the elements B ∈M(m × n,Z) as block matrices
B =
B{1, 1} . . . B{1, N}... ...
B{N, 1} . . . B{N,N}

where B{i, j} ∈M(mi × nj ,Z) with B{i, j} the empty matrix if mi = 0 or nj = 0.
Note that from this point of view, the matrices in MP(m × n,Z) are upper
triangular matrices with a certain zero block structure dictated by the order on P,
and the matrices in GLP (n,Z) (respectively SLP(n,Z)) are matrices in MP(m ×
n,Z) with all nonempty diagonal blocks having determinant ±1 (respectively 1).
Note that if B ∈M(m×n,Z) and C ∈M(n× r,Z) for a multiindex r, then the
matrix product makes sense, and — as matrices — we have that
(4.1) (BC){i, j} =
∑
k∈P,nk 6=0
B{i, k}C{k, j},
for all i, j ∈ P with mi 6= 0 and rj 6= 0.
We will therefore also allow ourselves to talk about matrices with no rows or no
columns (by considering it as an element of M(m × n,Z) with m = 0 or n = 0);
and then B{s} for a subset s of P as defined above is just the principal submatrix
corresponding to indices in s (remembering the block structure).
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Definition 4.6. Letm and n be multiindices. Two matrices B and B′ in MP(m×
n,Z) are said to be GLP -equivalent (respectively SLP -equivalent) if there exist U ∈
GLP(m,Z) and V ∈ GLP(n,Z) (respectively U ∈ SLP(m,Z) and V ∈ SLP(n,Z))
such that
UBV = B′.
Definition 4.7. Let r = (ri)
N
i=1 ∈ N
N
0 be a multiindex. We now want to define a
functor ιr from MN to MN . For objects, we let ιr(n) = n+ r, for all multiindices
n ∈ NN0 . We define an embedding ιr fromM(m×n,Z) toM((m+r)×(n+r),Z), for
all multiindices m = (mi)
N
i=1, n = (ni)
N
i=1 ∈ N
N
0 , as follows. The block ιr(B){i, j}
has B{i, j} as upper left corner. Outside this corner this block is equal to the zero
matrix if i 6= j. If i = j, then the lower right ri × ri corner of this (diagonal) block
is the identity matrix and zero elsewhere (outside the upper left and lower right
corner).
It is easy to check that ιr gives a faithful functor from MN to MN that also
induces a faithful functor from MP to MP .
Note that this is a generalization of the definitions in [Boy02, BH03] (in the finite
matrix case) to the cases with rectangular diagonal blocks or vacuous blocks.
Remark 4.8. We see that GLP(n,Z) and SLP(n,Z) are groups for all multi-
indices n = (ni)
N
i=1 ∈ N
N
0 . We also see that ιr is an injective homomorphisms
from GLP(n,Z) to GLP(n+ r,Z) and from SLP(n,Z) to SLP(n+ r,Z) preserving
the identity, for all multiindices n, r ∈ NN0 (since it is a faithful functor). More-
over, ιr′ ◦ ιr = ιr+r′ , for all multiindices r, r′ ∈ NN0 , and ιr is the identity functor
whenever r = (0, 0, . . . , 0).
4.2. K-web and induced isomorphisms. We define the K-web, K(B), of a
matrix B ∈ MP(m × n,Z) and describe how a GLP -equivalence (U, V ) : B → B′
induces an isomorphism κ(U,V ) : K(B)→ K(B
′).
For an element B ∈M(m×n,Z) (i.e., a group homomorphism B : Zn → Zm), we
define as usual cokB to be the abelian group Zm/BZn and kerB to be the abelian
group {x ∈ Zn | Bx = 0}. Note that if m = 0, then cokB = {0} and kerB = Zn,
and if n = 0, then cokB = Zm and kerB = {0}.
For m,n ∈ N0, B,B′ ∈ M(m × n,Z), U ∈ GL(m,Z) and V ∈ GL(n,Z) with
UBV = B′, it is now clear that this equivalence induces isomorphisms
cokB
ξ(U,V )
[x] 7→[Ux] // cokB′ and kerB
δ(U,V )
[x] 7→[V−1x] // kerB′.
Lemma 4.9. Consider P = P2 = {1, 2} as a partially ordered set and let B ∈
MP(m× n,Z). Then the following sequence
cokB{1}
[v] 7→[( v0 )] // cokB
[( vw )] 7→[w]// cokB{2}
0

kerB{2}
v 7→[B{1,2}v]
OO
kerB
w←[( vw )
oo kerB{1}
( v0 )←[v
oo
is exact.
Moreover, if B and B′ are elements of MP(m× n,Z) and (U, V ) : B → B′ is a
GLP -equivalence, then (U, V ) induces an isomorphism
(ξ(U{1},V {1}), ξ(U,V ), ξ(U{2},V {2}), δ(U{1},V {1}), δ(U,V ), δ(U{2},V {2}))
of (cyclic six-term) exact sequences.
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Proof. The first part of the lemma follows directly from the snake lemma applied
to the diagram
0 // Zn1 //
B{1}

Zn1 ⊕ Zn2 //
B

Zn2
B{2}

// 0
0 // Zm1 // Zm1 ⊕ Zm2 // Zm2 // 0
The second part of the proof is a straightforward verification. 
Completely analogous to [BH03], we make the following definitions.
Definition 4.10. A subset c of P is called convex if c is nonempty and for all
k ∈ P ,
{i, j} ⊆ c and i  k  j =⇒ k ∈ c.
A subset d of P is called a difference set if d is convex and there are convex sets
r and s in P with r ⊆ s such that d = s \ r and
i ∈ r and j ∈ d =⇒ j  i.
Whenever we have such sets r, s and d = s\ r, we get a canonical functor from MP
to MP2 , where P2 = {1, 2} with the usual order if there exist i ∈ r and j ∈ d such
that i  j, and the trivial order otherwise. Thus such sets will also give a canonical
(cyclic six-term) exact sequence as above.
Definition 4.11. Let B ∈MP(m×n,Z). The (reduced) K-web of B, K(B), con-
sists of a family of abelian groups together with families of group homomorphisms
between these, as described below.
For each i ∈ P , let ri = {j ∈ P | j ≺ i} and si = {j ∈ P | j  i}. Note that if ri
in the above definition is nonempty, then {i} = si \ ri is a difference set. We let
Imm(i) denote the set of immediate predecessors of i (we say that j is an immediate
predecessor of i if j ≺ i and there is no k such that j ≺ k ≺ i).
For each i ∈ P with ri 6= ∅, we get an exact sequence from Lemma 4.9,
(4.2) kerB{i} → cokB{ri} → cokB{si} → cokB{i}.
Moreover, for every pair (i, j) ∈ P ×P satisfying j ∈ Imm(i) and Imm(i) \ {j} 6= ∅
is sj ( ri; consequently we have a homomorphism
(4.3) cokB{sj} → cokB{ri}
originating from the exact sequence above (cf. Lemma 4.9 used on the division into
the sets ri, sj and ri \ sj).
Set
IP0 = {ri | i ∈ P and ri 6= ∅} ∪ {si | i ∈ P} ∪ {{i} | i ∈ P} ,
IP1 = {i ∈ P | ri 6= ∅} .
The K-web of B, denoted by K(B), consists of the families (cokB{c})c∈IP0
and (kerB{i})i∈IP1
together with all the homomorphisms from the sequences (4.2)
and (4.3). Let B′ be an element of MP (m
′ × n′,Z). By a K-web isomorphism,
κ : K(B)→ K(B′), we mean families
(κc,0 : cokB{c} → cokB
′{c})
c∈IP0
and
(κi,1 : kerB{i} → kerB
′{i})
i∈IP1
of isomorphisms satisfying that the ladders coming from the sequences in K(B)
and K(B′) commute.
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By Lemma 4.9, any GLP -equivalence (U, V ) : B → B′ induces a K-web isomor-
phism from B to B′. We denote this induced isomorphism by κ(U,V ).
Remark 4.12. We note the obvious likeness between the K-web and the reduced
filtered K-theory. There are two fundamental differences: In K(B) we never con-
sider orders, and the groups kerB{i} are only appearing in K(B) when {i} 6= si,
whereas the corresponding K1-group always appears in FKR(C
∗(EB+I)).
Remark 4.13. It is clear that the K-webs K(B) and K(ιr(B)) are canonically
isomorphic for all multiindices m,n, r ∈ NN0 and all B ∈MP (m× n,Z).
Note also that the K-webs K(B) and K(−B) are canonically isomorphic, and
that (U, V ) is a GLP -equivalence (respectively SLP -equivalence) from B to B
′ if
and only if (U, V ) is a GLP -equivalence (respectively SLP -equivalence) from −B to
−B′, and they will induce exactly the same K-web isomorphisms under the above
identification. Note that this identification will change the generators of the cok-
ernels and the kernels. In this way, we also get a canonical identification of the
K-webs K(B) and K(−ιr(−B)) by embedding a vector by setting it to be zero on
the new coordinates. This identification preserves the canonical generators of the
cokernels and kernels, which will be of importance when we consider positivity.
Remark 4.14. The definitions above are completely analogous to the definitions
in [BH03], and are the same in the case mi = ni 6= 0 for all i ∈ P. Note that the
last homomorphism in (4.2) is really not needed, because commutativity with this
map is automatic.
The reason we need to use K(−ιr(−B)) rather than K(ιr(B)) (as in [Boy02,
BH03]), is that we let B = B•E , where BE = AE − I rather than I −AE (as done in
[Boy02, BH03]). One of the benefits with this approach is that it is somewhat more
convenient to work with positive matrices instead of negative matrices — and Boyle
actually does this partly himself in his proof of the factorization theorem, cf. [Boy02,
Section 4]). The reason that we do not define ιr as extending by −1’s instead of 1’s
is crucial. This would force us to have one definition of embeddings for the GLP
and SLP -matrices used for GLP -equivalences and SLP -equivalences and another
for the matrices arriving from the adjacency matrices. Moreover, such a definition
would not give a functor. Both these problems would be very inconvenient for our
work. Thus this is a matter of choosing either to have the convenience of working
with positive matrices or to not need the two minuses in K(−ιr(−B)). We have
chosen to use the former convention.
4.3. Block structure for graphs.
Definition 4.15. Let E = (E0, E1, r, s) be a graph. We write BE ∈M◦P(m×n,Z)
if
• P satisfies Assumption 4.3, and there is an isomorphism YBE from P to ΓE
such that YBE and Y
−1
BE
are order reversing,
• E has finitely many vertices,
• every infinite emitter emits infinitely many edges to any vertex it emits any
edge to,
• every transition state has exactly one edge going out,
• BE is an n×n block matrix where the vertices of the i’th block correspond
exactly to the set H(YBE (i)) \H(YBE (i)) \ YBE (i), and
• B•E ∈MP(m× n,Z).
We write BE ∈ M◦◦P (m × n,Z) if BE ∈ M
◦
P(m × n,Z) and E does not have any
transition states, and we write BE ∈ M◦◦◦P (m × n,Z) if BE ∈ M
◦◦
P (m × n,Z) and
|γ| = 1, for every cyclic component γ ∈ ΓE .
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According to Lemma 3.17(iv), (v) and (vi), for every graph E with finitely
many vertices, there exist graphs E′, E′′ and E′′′ such that Primeγ(C
∗(E)) ∼=
Primeγ(C
∗(E′)) ∼= Primeγ(C∗(E′′)) ∼= Primeγ(C∗(E′′′)) in a canonical way and
BE′ ∈ M
◦
P(m
′ × n′,Z), BE′′ ∈ M◦◦P (m
′′ × n′′,Z), BE′′′ ∈ M◦◦◦P (m
′′′ × n′′′,Z),
C∗(E) ∼= C∗(E′), C∗(E) ⊗ K ∼= C∗(E′′) ⊗ K and C∗(E) ⊗ K ∼= C∗(E′′′) ⊗ K via
equivariant isomorphisms.
If we have BE ∈ M◦P(m × n,Z) and BE′ ∈ M
◦
P(m
′ × n′,Z), then we say that
a ∗-homomorphism Φ from C∗(E) to C∗(E′) (or from C∗(E) ⊗ K to C∗(E′) ⊗ K)
is P-equivariant if Φ is Primeγ(C∗(E))-equivariant under the canonical identifica-
tion Primeγ(C
∗(E)) ∼= ΓE ∼= P ∼= ΓE′ ∼= Primeγ(C∗(E′)) coming from the block
structure.
Note that the conditions above are not only conditions on the graph — they
are also conditions on the adjacency matrix and how we write it (indexed over
{1, . . . , |E0|}). In addition to some assumptions about the graph, we choose a
specific order of the vertices and index them over {1, . . . , |E0|} and we have then
implicitly chosen an isomorphism ΓE ∼= P , for some appropriate order on P =
{1, 2, . . . , |ΓE |}. In general, there might be many different such isomorphisms for
the same partially ordered set P that work depending on the order chosen of the
vertices (if P admits a nontrivial automorphism), and it might also be possible to
choose an order reversing isomorphism ΓE ∼= P ′, where P ′ has a different order
than P .
4.4. Reduced filtered K-theory, K-web and GLP-equivalence. Let (P ,)
be a partially ordered set that satisfies Assumption 4.3. We let PT denote the
set P with order defined by i T j in PT if and only if N + 1 − j  N + 1 − i
in P , for i = 1, 2, . . . , N . The partially ordered set (PT,T) is really the set
P equipped with the opposite order, followed by a permutation to ensure that
it satisfies Assumption 4.3. For every multiindex m = (m1,m2, . . . ,mN ) we let
m
T = (mN , . . . ,m2,m1) and we let Jm denote the |m| × |m| permutation matrix
that reverses the order.
Now assume that we have a graph E with finitely many vertices such that BE ∈
M◦◦P (mE × nE ,Z). It is easy to see, that B
•
E ∈ MP(mE × nE ,Z) is equivalent
to JnE (B
•
E)
T JmE ∈ MPT(n
T
E ×m
T
E,Z). Now assume that we also have a graph
F with finitely many vertices such that BF ∈ M◦◦P (mF × nF ,Z). For notational
convenience, we let
CE = JnE (B
•
E)
T JmE
CF = JnF (B
•
F )
T
JmF .
With the usual description of the K-theory and six term exact sequences for graph
C∗-algebras (cf. [CET12]), we see that a reduced filtered K-theory isomorphism
from FKR(P ;C∗(E)) to FKR(P ;C∗(F )) corresponds exactly to a (reduced) K-web
isomorphism from K(CE) to K(CF ) together with an isomorphism from ker(CE{i})
to ker(CF {i}) for every i ∈ (PT)min , where Pmin = {i ∈ P | j  i⇒ i = j} and
(PT)min =
{
i ∈ P
∣∣ j T i⇒ i = j}.
Positivity is easy to describe on the gauge simple subquotients. For components
with a vertex supporting at least two distinct return paths, the positive cone is
all of K0 (since the corresponding subquotient is a Kirchberg algebra in the UCT
class). For components where each vertex supports exactly one return path, the
positive cone is generated by the class of the projections pv, where v are in this
component (the corresponding subquotient is stably isomorphic to C(S1)). If such a
cyclic component is a singleton, the orderedK0-group is (Z,N0) under the canonical
identifications. For components consisting of a single singular vertex not supporting
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a cycle, the positive cone is generated by the class of the projection pv, where v
is the vertex in the component (in this case the subquotient is stably isomorphic
to K). Under the canonical identifications, the ordered K0-group is also (Z,N0).
The description of the K0-groups for gauge nonsimple subquotients (or just gauge
nonsimple ideals), turns out to be more complicated in general (when the C∗-al-
gebra is not purely infinite) — see [Tom03, Theorem 2.2] for a general description
of the order. As it turns out, only the order of the gauge simple subquotients will
play a role — as a result of our classification result, we see that the information
stored in the order of the other groups is redundant (see Remark 6.3).
We see that a necessary condition for having an isomorphism between the reduced
filtered K-theories is that nE −mE = nF −mF . So assume this holds, and choose
m,n ∈ NN0 such that mE ,mF ≤ m and nE ,nF ≤ n, and n −m = nE −mE =
nF−mF . Let rE = m−mE = n−nE and let rF = m−mF = n−nF . Then the K-
webs of K(−ι
r
T
E
(−CE)) and K(−ιrT
F
(−CF )) are canonically isomorphic to K(CE)
andK(CF ), respectively, and ker(CE{i}) and ker(CF {i}) are canonically isomorphic
to ker(−ι
r
T
E
(−CE){i}) and ker(−ιrT
F
(−CF ){i}) for every i ∈ (PT)min . We see that a
necessary condition for having a positive isomorphism between the reduced filtered
K-theories is that under the isomorphisms ΓE ∼= P ∼= ΓF we have exactly the same
strongly connected components, the same cyclic strongly connected components,
the same sinks, and the same infinite emitters not supporting a cycle.
It is clear that (U, V ) 7→ ((JnV Jn)T, (JmUJm)T) gives a one-to-one correspon-
dence between GLP -equivalences (respectively SLP -equivalences) from −ιrE (−B
•
E)
to−ιrF (−B
•
F ) andGLPT-equivalences (respectively SLPT -equivalences) from−ιrTE (−CE)
to −ι
r
T
F
(−CF ).
So every GLP -equivalence (U, V ) from −ιrE (−B
•
E) to −ιrF (−B
•
F ) will determine
a reduced filtered K-theory isomorphism from FKR(P ;C
∗(E)) to FKR(P ;C
∗(F )).
We call this isomorphism FKR(U, V ). In particular, if m = mE = mF and
n = nE = nF , then every GLP -equivalence (U, V ) from B
•
E to B
•
F will deter-
mine a reduced filtered K-theory isomorphism FKR(U, V ) from FKR(P ;C∗(E)) to
FKR(P ;C∗(F )). Note that V T induces the isomorphisms between the K0-groups
while (UT)−1 induces the isomorphisms between the K1-groups with the standard
identification of the K-groups.
Note that the hereditary subsets of vertices — as usually defined for graphs, when
we consider graph C∗-algebras — correspond to subsets S of P satisfying that i  j
implies that j ∈ S whenever i ∈ S (cf. the order reversing bijection between P and
ΓE in Definition 4.15). This is due to that fact that we generally do not work with
the transposed matrix in this paper, since we find it more convenient to work with
the non-transposed matrix. Since we are identifying P with ΓE using an order
reversing isomorphism, we will avoid using terms as minimal, maximal, less than
or greater than. We have already introduced the term (immediate) predecessor for
elements of P . We will define (immediate) successors in the analogous way. But
we will use the term that γ1 is a predecessor of γ2 if and only if γ2 is a successor
of γ1 if and only if γ1 ≥ γ2 and γ1 6= γ2. Immediate predecessor and immediate
successor in ΓE is defined accordingly. This use of the language also fits better with
our usual picture of the component set as a graph: if γ2 is a successor of γ1 this
means that there is a path from component γ1 to component γ2.
4.5. Temperatures and standard form. Let E be a graph with finitely many
vertices. Then Primeγ(C
∗(E)) is finite and the gauge simple subquotients are
C∗(E)({p}) for p ∈ Primeγ(C∗(E)). These are either simple AF algebras, simple
purely infinite C∗-algebras or nonsimple. They are stably isomorphic to C(S1),
when they are nonsimple.
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Definition 4.16. Let E be a graph with finitely many vertices. Then we define
the temperature as the map τE : Primeγ(C
∗(E))→ {−1, 0, 1} defined by
τE(p) =

−1, if C∗(E)({p}) is a simple AF algebra,
0, if C∗(E)({p}) is nonsimple,
1, if C∗(E)({p}) is simple and purely infinite,
where p ∈ Primeγ(C∗(E)). We call (Primeγ(C∗(E)), τE) the tempered (gauge in-
variant) prime ideal space.
Let E and F be graphs with finitely many vertices. Then an isomorphism
Θ: (Primeγ(C
∗(E)), τE)→ (Primeγ(C∗(F )), τF ) is a homeomorphismΘ from Primeγ(C∗(E))
to Primeγ(C
∗(F )) satisfying that τF ◦ Θ = τE . We write (Primeγ(C∗(E)), τE) ∼=
(Primeγ(C
∗(F )), τF ) when such an isomorphism exists.
We note from the outset that FK+R(Primeγ(C
∗(E));C∗(E)) contains the tem-
perature.
Lemma 4.17. Let E and F be graphs with finitely many vertices, let X = Primeγ(C
∗(E))
and assume that there is a homeomorphism Θ from X to Primeγ(C
∗(F )). View
C∗(E) and C∗(F ) as X-algebras in the canonical way and assume that there is
an isomorphism from FK+R(X ;C
∗(E)) to FK+R(X ;C
∗(F )). Then τF ◦ Θ = τE, so
(Primeγ(C
∗(E)), τE) ∼= (Primeγ(C∗(F )), τF ).
Proof. We read off the temperatures from the ordered, reduced filtered K-theory
as
τE(p) = −1 ⇐⇒ K0 6= (K0)+ ∧K1 = 0,
τE(p) = 0 ⇐⇒ K0 6= (K0)+ ∧K1 6= 0, and
τE(p) = 1 ⇐⇒ K0 = (K0)+,
where K∗ = K∗(C
∗(E)({p})). 
Remark 4.18. In the case of graphs with finitely many vertices such that every
infinite emitter emits infinitely many edges to any vertex it emits any edge to — in
particular for finite graphs — we have a canonical homeomorphism υE from ΓE to
Primeγ(C
∗(E)) ( cf. Lemma 3.16). Thus we can in this case equally well consider
the space (ΓE , τE ◦ υE) as the tempered gauge invariant prime ideal space. Note
that if we for γ ∈ ΓE let
γ1 =
{
e ∈ E1
∣∣ r(e), s(e) ∈ γ} ⊆ E1,
then (τE ◦ υE)(γ) = sgn(|γ1| − |γ|) if we use the conventions sgn(0) = 0 and
sgn(∞) = 1.
It follows that (Primeγ(C
∗(E)), τE) ∼= (Primeγ(C∗(F )), τF ) whenever E ∼CE F ,
because in this case C∗(E)⊗K ∼= C∗(F )⊗K. It is not hard, but somewhat tedious,
to check directly that the allowed moves will not change the signs of the numbers
|γ1| − |γ| occurring.
Definition 4.19. Let E be a graph. We say that E satisfies Condition (H) if for
any regular vertex v supporting a unique return path, either this path has no exit,
or there is a vertex w 6= v which is singular or supports a unique return path so
that there is a path from v to w, and so that any path from v to w passes through
vertices not supporting two distinct return paths (in particular, w cannot support
two distinct return paths).
Under the assumption that the (finite) graphs satisfy Condition (H), we will
prove that every stable isomorphism at the level of graph C∗-algebras may be
realized by the moves defining ∼CE. Note that among the graphs in Figure 1, the
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two in (a) have Condition (H) whereas the remaining four do not. Also note that
Condition (H) in a sense interpolates between Condition (K) and the case when no
vertex has more than one return path, and is met in both cases.
Lemma 4.20. Let E be a graph with finitely many vertices. Then the following
holds.
(i) E satisfies Condition (K) if and only if τE(p) 6= 0 for every p ∈ Primeγ(C∗(E)).
(ii) E has no vertices supporting two distinct return paths if and only if τE(p) ≤
0 for every p ∈ Primeγ(C
∗(E)).
(iii) E satisfies Condition (H) if and only if whenever τE(p) = 0 then either
Imm(p) = ∅ or there is a p′ ∈ Imm(p) with τE(p′) ≤ 0.
If every infinite emitter emits infinitely many edges to any vertex it emits any edge
to, then (iii) can be replaced by
(iii’) E satisfies Condition (H) if and only if whenever τE(υE(γ)) = 0 then either
γ has no successor in ΓE, or γ has an immediate successor γ
′ ∈ ΓE with
τE(υE(γ
′)) ≤ 0.
Proof. We start by assuming that every infinite emitter in E emits infinitely many
edges to any vertex it emits any edge to, so that Remark 4.18 applies. In this case,
(i) and (ii) are obvious, and (iii) and (iii’) are equivalent. For (iii’), assume first
that the condition on τE holds. To show (H), let v support a unique return path
with an exit and note that v then lies in some γ with τE(υE(γ)) = 0 where γ has
a successor in ΓE . One such successor γ
′ must be immediate with τE(υE(γ
′)) ≤ 0,
and we take w ∈ γ′. Then any path from v to w passes through only transitional
vertices and vertices in γ ∪ γ′, neither of which supports multiple return paths.
Finally, if w is regular, then since it is not a transitional vertex, it must support a
unique return path.
In the other direction, assume that the condition on τE fails and choose γ ∈ ΓE
with the property that τE(υE(γ)) = 0, γ has successors and that all such immediate
successors γ′ have τE(υE(γ
′)) = 1. We conclude that any path from v ∈ γ to any
w not a transitional vertex must pass through a vertex supporting at least two
different return paths. It remains to check that v cannot be a singular vertex. But
since v ∈ γ and τE(υE(γ)) = 0, v supports a unique return path. Thus v emits
finitely many edges to a vertex in γ; hence v is regular.
For general graphs with finitely many vertices, we note that by Lemma 3.17(iv)
(and its proof), we may replace E by E′ with the property that every infinite
emitter in E′ emits infinitely many edges to any vertex it emits any edge to, in
the sense that C∗(E) ∼= C∗(E′) and E′ is obtained from E by a number of moves
of type (O). Since these operations preserve all the conditions on the graphs, the
result follows. 
According to [Jeo04], the conditions in (i) above translate exactly to C∗(E) being
of real rank zero. According to [DHS03], the conditions in (ii) above translate
exactly to C∗(E) being a type I/postliminal C∗-algebra.
Notation 4.21. Let E be a graph with finitely many vertices and assume that
BE ∈M◦P(m× n,Z). This induces a temperature TBE = τE ◦ υE ◦ YBE on P .
It will be extremely convenient for us to know that the adjacency matrices for
two graphs are aligned with all components having the same number of vertices.
For this, we define:
Definition 4.22. Let E and F be finite graphs. We say that (BE ,BF ) is in
standard form if BE ,BF ∈ M◦◦◦P (m × n,Z) for some multiindices m and n and
TBE = TBF . This means that the adjacency matrices have exactly the same sizes
and block structures, and that the temperatures of the components match up.
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Definition 4.23. Define M+P(m × n,Z) to be the set of all B ∈ MP(m × n,Z)
satisfying the following:
(i) If i ≺ j and B{i, j} is not the empty matrix, then B{i, j} > 0.
(ii) If mi = 0, then ni = 1.
(iii) If mi = 1, then ni = 1 and B{i} = 0.
(iv) If mi > 1, then B{i} > 0, ni,mi ≥ 3, and the Smith normal form of B{i}
has at least two 1’s (and thus the rank of B{i} is at least 2).
Lemma 4.24. Let E and F be two finite graphs. The following are equivalent
(1) (Primeγ(C
∗(E)), τE) ∼= (Primeγ(C∗(F )), τF ).
(2) We can choose finite graphs E′ and F ′ so that (BE′ ,BF ′) is in standard
form and so that E ∼ME E′ and F ∼ME F ′.
In (2), we may further assume that B•E′ ,B
•
F ′ ∈M
+
P (m× n,Z).
Proof. When BE ∈M◦◦◦P (m×n,Z), we may read off the temperatures of i ∈ P by
the rules
TBE (i) = −1 ⇐⇒ mi = 0,
TBE (i) = 0 ⇐⇒ mi = 1 and BE{i} = 0, and
TBE (i) = 1 ⇐⇒ either mi = 1 and BE{i} > 0 or mi > 1.
Thus, (2)=⇒(1) follows from the move invariance of the temperature.
For the other direction, assume (1). It follows from Lemma 3.17 that we can
assume that BE ∈ M◦◦◦P (n
′ ×m′,Z) and BF ∈ M◦◦◦P (n
′′ ×m′′,Z) for appropriate
P , m′, m′′, n′ and n′′ with υF ◦YBF ◦Y
−1
BE
◦υ−1E being the isomorphism given in (1)
that intertwines the temperatures. By assumption, n′i = n
′′
i = m
′
i = m
′′
i = 1 when
TBE (i) = TBF (i) = 0, and n
′
i = n
′′
i = 1, m
′
i = m
′′
i = 0 when TBE (i) = TBF (i) = −1.
When TBE (i) = TBF (i) = 1, we may perform Move (Col) inside each of these
components until we get vertices uEi and u
F
i which support loops. Since the com-
ponents are not cyclic, uEi and u
F
i emit at least one other edge than the loop to a
vertex in the component, and we may perform (R) in reverse on them successively
to increase the sizes of the block to arrive at n′i = m
′
i = n
′′
i = m
′′
i ≥ 3. By doing
this (at most) twice more we can ensure that the Smith normal form has at least
two ones. After this process uEi and u
F
i still support a loop.
We will now show that we may get B•E ∈ M
+
P(m × n,Z). First we will arrange
that all entries are positive in such diagonal blocks. We already have that uEi
supports a loop, and hence Proposition 2.26(i) applies to ensure that any vertex in
the component which has an edge to uEi also supports a loop. Continuing this way,
we get that every vertex supports a loop, and we can use Proposition 2.26(ii) to
ensure that ui supports two loops. With this, it is easy to arrange that BE{i} > 0.
Arguing similarly, we may also arrange that BE{i, j} > 0 and BE{k, i} > 0 for any
i ≺ j or k ≺ i.
We continue this process for all i ∈ P satisfying TBE (i) = TBF (i) = 1.
Any block BE{j, k} with j ≺ k which is not positive after this process must have
TBE (j) = 0 and TBE (k) ≤ 0 and hence will be a 1 × 1-matrix. Further, k is not an
immediate successor of j, so we have j ≺ i ≺ k for some i an immediate successor
of j. Then BE{j, i} > 0, and we may use Proposition 2.26(i) again to arrange that
BE{j, k} > 0.
We argue similarly for F . 
Note that in general there may be several (but finitely many) ways of choosing
P and the isomorphisms from P to ΓE and ΓF which give the standard forms.
Remark 4.25. Let E be a finite graph. As is well known, we may efficiently
describe a partially ordered set such as ΓE by the Hasse diagram with vertices
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{1, . . . , N} connecting γ to γ′ when γ′ is an immediate successor of γ. Thinking
of τE ◦ υE as providing a coloring of the vertices of the Hasse diagram thus gives
an easy way of visualising the situation. Noting that the color −1 can only occur
at the vertices with no successors, we see that the smallest cases of (isomorphism
classes of) colored Hasse diagrams not meeting Condition (H) are the cases
(4.4)
0 1
when |ΓE | = 2 and
0 1 0 0 1 1 1 0 1 0 0 1
0 1 0 0 1 -1 1 0 1 0 1 1
when |ΓE | = 3 (along with the three cases obtained by adding an unconnected vertex
to the one in (4.4)).
5. Classifying move equivalence
In this section we inspect one of the key results from [Res06] to conclude that
it holds even for those graphs which are finite with no sinks or sources, essentially
corresponding to the case of Cuntz-Krieger algebras for matrices not necessarily
satisfying the Condition (II) introduced by Cuntz.
As in [Res06], we will appeal to the theory of flow equivalence of shifts of finite
type; since we work with graph C∗-algebras instead of Cuntz-Krieger algebras, we
use the edge shifts, defined from a finite graph E as
XE = {(en) ∈ (E
1)Z | ∀n : r(en) = s(en+1)}.
This will suffice for our purposes since we may remove sources via the notion of
canonical form, and may replace sinks by loops as discussed below.
The formal starting point is the following lemma. We must allow for XE = ∅
in the case that no vertex of E supports a return path, and will say that two such
empty shift spaces are mutually flow equivalent, and not flow equivalent to any
nonempty shift space.
Lemma 5.1. Let E and F be finite graphs. When E ∼ME F , then XE is flow
equivalent to XF . If neither E nor F have any sinks, the two conditions are equiv-
alent.
Proof. Move (S) does not affect the shift spaces, and the remaining moves are
precisely the ones allowed in [PS75]. Any sink of E or F will not affect the shift
space, so it is not possible to infer in the opposite direction in general, but if there
are no sinks, we may use Move (S) to remove all sources and to remove the vertices
that become sources (this process will terminate since E and F are finite graphs)
to replace E and F with E′ ∼ME E and F ′ ∼ME F so that neither E′ nor F ′ have
sources. We have XE = XE′ and XF = XF ′ , so also XE′ and XF ′ are flow equivalent.
By [PS75], this flow equivalence is induced by a finite number of the moves (O),
(I) and (R). 
5.1. Plugging sinks. We now introduce a way to pass between the case where
the finite graph E has no sinks and the case where the finite graph has so many
sinks that every cycle in E has an exit. The first case is preferable in the context
of symbolic dynamics, whereas the second case, as we shall see below in Section 6.2
is preferable in the operator algebraic context, since it can be used to establish a
certain uniqueness theorem.
We start with the notion of plugging sinks. Whenever a graph E is given, Euprise
denotes the graph where a loop has been added to all sinks.
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Lemma 5.2. Let E and F be graphs with finitely many vertices. If E ∼CE F , then
also Euprise ∼CE Fuprise. If E ∼ME F , then also Euprise ∼ME Fuprise.
Proof. Considering plugging of sinks as a move, one checks that it commutes with
all of the moves defining ∼CE and ∼ME . This is obvious in the case of (I) and (C)
which can never involve a sink. In the case of (O), (S), and (R), one sees the claim
by noting that sinks are involved only as receivers of edges in such moves. 
Lemma 5.3. Let E and F be graphs with finitely many vertices and assume
that Θ from Primeγ(C
∗(E)) to Primeγ(C
∗(F )) is a homeomorphism. Let X =
Primeγ(C
∗(E)). Since Primeγ(C
∗(E)) and Primeγ(C
∗(F )) are canonically homeo-
morphic to Primeγ(C
∗(Euprise)) and Primeγ(C
∗(Fuprise)), respectively, we may view C
∗(E),
C∗(F ), C∗(Euprise), and C
∗(Fuprise) as X-algebras in the canonical way. Then the follow-
ing are equivalent.
(1) FK+R(X ;C
∗(E)) and FK+R(X ;C
∗(F )) are isomorphic
(2) FK+R(X ;C
∗(Euprise)) and FK
+
R(X ;C
∗(Fuprise)) are isomorphic, and τE = τF ◦Θ.
Proof. We note that the changes of E and F only affect the K1-groups. Since we
are only recording the K1-groups at sets {x} and the plugging takes place only
at components which have no successors, in fact no sequences (3.4) or (3.5) are
affected. Thus all that happens is that some of the independent K1-groups that
were originally 0 are changed to Z, and thus the given isomorphism of the K-
theories of the original graph C∗-algebras readily extend to the plugged versions.
In the other direction, the temperature assumption is to ensure that the number
of sinks and the number of cyclic components of E and F are equal. Thus, an
isomorphism of the K-theories of the plugged versions restricts to an isomorphism
of the K-theories of the original graphs. 
Note finally that when E and F are finite graphs with (BE ,BF ) in standard form,
so is (BEuprise ,BFuprise). In this situation, B
•
E is SLP - or GLP -equivalent to B
•
F precisely
when the relation holds between BEuprise and BFuprise . Indeed, if UB
•
EV = B
•
F with
U ∈ GLP(m,Z) and V ∈ GLP(n,Z), we get U˜ ∈ GLP(n,Z) so that U˜BEupriseV = BFuprise
by padding U with rows and columns from the appropriately sized identity matrix
where a plugging has taken place. Conversely, if U˜ is given, U is obtained by
deleting the relevant rows and columns. Since U ∈ SLP(m,Z) precisely when
U˜ ∈ SLP(n,Z), our claim concerning SLP -equivalence is justified.
Further, when B•E ,B
•
F ∈M
+
P(m×n,Z), we conclude that B
•
Euprise
,B•Fuprise ∈M
+
P(n,Z).
We will use these observations repeatedly without mention below.
5.2. Move equivalence versus SLP- and GLP-equivalence. The results in this
section are the key to everything that follows and all depend on the following
proposition, which was proved in [Res06, Lemma 6.7 and Theorem 6.8] under the
added assumption that the graphs had Condition (K) and no sinks (i.e., were Cuntz-
Krieger algebras with Condition (II)). But since we are working only at components
which are neither single cycles nor sinks, the same proof applies.
Proposition 5.4. Let E and F be finite graphs and assume that (BE ,BF ) is
in standard form with B•E ,B
•
F ∈ M
+
P(m × n,Z). If U ∈ GLP(m,Z) and V ∈
GLP(n,Z) are given with
UB•EV = B
•
F
and i ∈ P is given with TBE (i) = 1, then there exist r, graphs E
′ and F ′ with
(BE′ ,BF ′) in standard form with B
•
E′ ,B
•
F ′ ∈ M
+
P((m + r) × (n + r),Z), U
′ ∈
GLP(m+ r,Z) and V ′ ∈ GLP(n+ r,Z) so that
(i) r = (rj) with ri ≤ 3 and rj = 0 for j 6= i,
(ii) E ∼CE E′, F ∼CE F ′,
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(iii) U{j} = U ′{j}, V {j} = V ′{j} for j 6= i,
(iv) detU ′{i} = detV ′{i} = 1,
and
U ′B•E′V
′ = B•F ′ .
Sketch of proof. The key idea is to note that whenever U0BV0 = B
′, then with
U˜0 =
(
U0
(−1 )
)
V˜0 =
(
V0
(−1 )
)
we have
U˜0
(
B
(−1 )
)
V˜0 =
(
B′
(−1 )
)
and det U˜0 = − detU0 and det V˜0 = − detV0, and with
U0 =
(
U0
( 0 11 0 )
)
V0 =
(
V0 (
−1 0
0 −1
))
we have
U0
(
B
( 0 11 0 )
)
V0 =
(
B′ (
−1 0
0 −1
))
and detU0 = − detU0 and detV0 = detV0. Thus we can adjust the signs of U ′{i}
and V ′{i} as required in (iv) at the cost of adding one of the matrices
(
−1
)
,
(
−1 0
0 −1
)
,
−1 0 00 −1 0
0 0 −1
 ,(0 1
1 0
)
,
0 1 01 0 0
0 0 −1

in the appropriate diagonal of the B-matrix, and the proposition is proved as soon
as we have established that whenever, say, E as in the statement is given, we can
find E′ ∼CE E with 1,2, or 3 vertices more than E in the component YBE (i) so that
B
•
E′ is SLP -equivalent to the relevant augmentation of B
•
E . Note that we require
that B•E′ has positive entries wherever it can be nonzero, and that we must take
care not to alter the diagonal blocks of U and V away from component YBE (i).
To add a single −1, we perform Move (R) in reverse on one of the loops at the
last vertex of YBE (i) to get E˜ with BE˜{i} in the form BE{i}
( 0
...
0
1
)
( 0 ··· 0 1 ) (−1 )

This matrix is clearly SL-equivalent to the desired one, and it is straightforward to
obtain E′ which has only positive entries in BE′{i} by a number of row or column
additions. We can also arrange to have positive entries in added rows and columns
in each offdiagonal block {i, j} or {k, i} where i ≺ j or k ≺ i. By Proposition 2.26,
E ∼ME E′. The SLP -matrices implementing the necessary row or column additions
will equal the identity at every diagonal block {j} with i 6= j, so we will not change
these blocks as required in (iii).
Repeating this process, we can arrange move equivalences taking us from E to
E′ with B•E′ ∈M
+
P ((m+ kei)× (n+ kei),Z) being SLP -equivalent to −ιkei(−BE)
for any k ∈ N, where ei is the vector that is 1 at index i and 0 otherwise. Thus all
that remains is to note that if we perform Move (C) on the last vertex of YBE (i)
to get E with BE{i} in the form BE{i}
( 0 0
...
...
0 0
1 0
)
( 0 ··· 0 10 ··· 0 0 ) (
0 1
1 0 )

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we again obtain the desired matrix augmentation up to SLP -equivalence, and may
arrange for positive entries just as above. 
Proposition 5.5. Let E and F be finite graphs and assume that (BE ,BF ) is in
standard form with B•E ,B
•
F ∈M
+
P(m×n,Z). Assume further that U ∈ GLP(m,Z)
and V ∈ GLP(n,Z) are given with
UB•EV = B
•
F .
Then
(i) If U ∈ SLP(m,Z) and V ∈ SLP(n,Z), then E ∼ME F .
(ii) If V {i} = 1 whenever TBE (i) ≤ 0 and U{i} = 1 whenever TBE (i) = 0, then
E ∼CE F .
Proof. To prove (i), we pass to the plugged graphs and recall that BFuprise and BEuprise
are also SLP -equivalent. Since Euprise and Fuprise have neither sinks nor sources, we may
appeal to [Boy02, Theorem 4.4] which shows that BFuprise can be obtained from BEuprise
by a number of elementary row or column additions or subtractions, never leaving
matrices in M+P(m×n,Z). In fact, Boyle produces a list of elementary equivalences
Eu,v as described in Proposition 2.26 where there is a path from u to v throughout,
and since we have arranged that any vertex in any graph along the way supports
at least one loop, the proposition applies to yield (i) when E and F have no sinks.
When E and F do have sinks, we apply the same sequence of row and column
operations to BE . We note that in any matrix addition or subtraction implemented
by Eu,v, u will not be one of the plugged sinks, as indeed these provide paths only
to themselves. Hence u will not be a sink in the original setup. In the case the
matrix implements a column operation, the requirements in Proposition 2.26 are
still met, and thus such an operation remains implemented by moves in the original
setup. In the case the matrix implements a row operation, we observe that it has
no effect, adding or subtracting a zero row from another row. It may hence be
omitted, proving (i).
We prove (ii) by reducing to (i) by Proposition 5.4, changing any negative de-
terminants of the given U and V at blocks {i} starting from {1} and working
downwards. We then get finite graphs E′ and F ′ such that (BE′ ,BF ′) is in stan-
dard form with B•E′ ,B
•
F ′ ∈ M
+
P((m + r) × (n + r),Z) where the multiindex r has
the property that rj = 0 for j with TBE (j) ≤ 0 and rj ≤ 3 otherwise. We have that
E ∼CE E′, F ∼CE F ′ and that for some U ′ ∈ SLP(m+r,Z) and V ′ ∈ SLP(n+r,Z),
we may arrange that U ′B•E′V
′ = BF ′ . By (i), E
′ ∼ME F
′. 
Definition 5.6. Let E and E′ be graphs with finitely many vertices and assume
that BE ∈M◦P(m×n,Z) and BE′ ∈M
◦
P(m
′×n′,Z). We say that a ∗-isomorphism
from C∗(E) to C∗(E′) (or from C∗(E) ⊗ K to C∗(E′) ⊗ K) respects the block
structure, if the induced homeomorphism from Primeγ(C
∗(E)) to Primeγ(C
∗(E′))
commutes with the identification of P with Primeγ(C∗(E)) and Primeγ(C∗(E′)),
respectively.
All of the elementary moves introduced in Section 2.4 induces a canonical stable
isomorphism. We say that such an elementary move preserves the block structure
if this induced stable isomorphism respects the block structure. We say that a
move equivalence or a Cuntz move equivalence respects the block structure, if it is
the composition of a series of elementary moves such that the composition of the
induced stable isomorphisms respects the block structure.
If the only automorphism of P is the trivial automorphism, then ∗-isomorphisms,
move equivalences and Cuntz move equivalences, respectively, automatically respect
the block structure — we will in particular use that this is the case when P is linearly
ordered.
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Proposition 5.7. Let E and F be finite graphs and assume that (BE ,BF ) is in
standard form and has the additional property that gcd(BE{i}) = 1 and gcd(BF {i}) =
1 at every i with TBE (i) = TBF (i) = 1. When Euprise ∼CE Fuprise respecting the block struc-
ture, there exist U, V ∈ GLP(n,Z) with U{i} = V {i} = 1 whenever TBE (i) ≤ 0 so
that UBEupriseV = BFuprise . When Euprise ∼ME Fuprise, we may choose U, V ∈ SLP(n,Z).
Proof. We may assume without loss of generality that E ∼CE F respecting the
block structure and E and F have no sinks. Since E ∼CE F , we have a string of
moves as follows:
E
∼ME // E1
(C) // E2oo
∼ME // E3
(C) // E4oo // · · ·
(C) // E2noo
∼ME // F
where each move between E2j−1 and E2j is either a Cuntz splice or its inverse. Note
that at each stage of the move equivalence, we may have introduced transitional
vertices and we may have increased the number of vertices in the cyclic components.
So, we collapse these transitional vertices and the cyclic components, to obtain a
graph Fi with no transitional vertices such that Ei ∼ME Fi and Fi ∈ M◦◦◦P (ni,Z).
Note that performing these moves commutes with any Cuntz splice, since such a
move cannot take place at a cyclic component or at a transitional vertex. Hence,
we have a commuting diagram
E
∼ME // E1
(C) //
∼ME

E2oo
∼ME //
∼ME

E3
(C) //
∼ME

E4oo //
∼ME

· · ·
(C) // E2noo
∼ME

∼ME // F
F1
(C) // F2oo F3
(C) // F4oo
(C) // F2noo
,
where the compositions of the move equivalences all respect the block structure.
Let F0 = E and F2n+1 = F .
Let k ∈ {0, 1, . . . , n} be given. Since F2k ∼ME F2k+1, we have that the shift
spaces XF2k and XF2k+1 are flow equivalent. By [Boy02, Theorem 3.1 and Theo-
rem 3.4], there exists an SLP -equivalence (U2k, V2k) from−ιr2k(−BF2k) to −ιr′2k(−BF2k+1),
where r2k = (r2k,l)l∈P and r
′
2k = (r
′
2k,l)l∈P with r2k,l = r
′
2k,l = 0 whenever
TBE (l) ≤ 0.
Let again k ∈ {0, 1, . . . , n} be given. A computation based on Restorff’s proof
of Proposition 5.4 shows that there exists a GLP -equivalence (U2k+1, V2k+1) from
−ιr2k+1(−BF2k+1) to −ιr′2k+1(−BF2k) such that U2k+1{i} = V2k+1{i} = 1 for all
TBF2j+1 (i) ≤ 0, where r2k+1 = (r2k+1,l)l∈P and r
′
2k+1 = (r
′
2k+1,l)l∈P with r2k+1,l =
r′2k+1,l = 0 whenever TBE (l) ≤ 0.
By [BH03, Theorem 3.10], the composition of these SLP - and GLP -equivalences
induces a K-web isomorphism κ. Hence, by [BH03, Theorem 4.5], there exists a
GLP -equivalence (U, V ) : BE → BF inducing κ as in Lemma 4.9. Since the cyclic
components of E and F are 1 × 1 blocks and (U, V ) induces κ, we have that
U{i} = V {i} = 1 whenever TBE (i) ≤ 0.
We now prove the statement about move equivalence. As above, we may assume
that E and F have no sinks and we get an SLP -equivalence (U, V ) from −ιr(−BE)
to −ιr(−BF ), where r = (rl)l∈P with rl = 0 whenever TBE (l) ≤ 0. Now it follows
from [BH03, Proposition 4.1 and Corollary 4.9] that there exists an SLP -equivalence
from BE to BF . 
Theorem 5.8. Let E and F be finite graphs with (BE ,BF ) in standard form with
B
•
E ,B
•
F ∈M
+
P(m × n,Z). Then the following are equivalent
(1) E ∼CE F respecting the block structure,
(2) Euprise ∼CE Fuprise respecting the block structure,
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(3) There exist U, V ∈ GLP(n,Z) with U{i} = V {i} = 1 whenever TBE (i) ≤ 0
so that UBEupriseV = BFuprise ,
(4) There exist U ∈ GLP(m,Z) and V ∈ GLP(n,Z) with V {i} = 1 whenever
TBE (i) ≤ 0 and with U{i} = 1 whenever TBE (i) = 0 so that UB
•
EV = B
•
F .
Proof. Lemma 5.2 proves that (1)=⇒(2). Since the gcd is 1 at any block with a
1 in the Smith form, we may apply Proposition 5.7 to prove (2)=⇒(3). We have
noted that (3)⇐⇒(4) holds in general, and (4)=⇒(1) is the content of Proposition
5.5(ii). 
Theorem 5.9. Let E and F be finite graphs with (BE ,BF ) in standard form with
B
•
E ,B
•
F ∈M
+
P(m × n,Z). Then the following are equivalent
(1) E ∼ME F respecting the block structure,
(2) Euprise ∼ME Fuprise respecting the block structure,
(3) There exist U, V ∈ SLP(n,Z) so that UBEupriseV = BFuprise ,
(4) There exist U ∈ SLP(m,Z) and V ∈ SLP (n,Z) so that UB•EV = BF .
Proof. The proof is completely analogous to the proof of Theorem 5.8, where we
use Proposition 5.5(i) in the place of Proposition 5.5(ii). 
We warn the reader that the implication (2)=⇒ (1) in both results above are
only true when the temperatures of E and F match up, as implicitly arranged by
the condition of standard form.
Example 5.10. The pair of graphs E and F given in Figure 1(b) are not Cuntz
move equivalent.
Proof. We see that the vertices E and F may be ordered with (BE ,BF ) in standard
form with BE ,BF ∈ M◦◦◦P (1,Z) for P = {1, 2, 3} ordered linearly and with gcd of
the blocks at {2} equal to 1. Appealing to Proposition 5.7, we see that it suffices
to check, which is obviously true, that there is no solution to
(5.1)
1 x y0 s z
0 0 1
0 1 20 1 1
0 0 0
1 x′ y′0 s′ z′
0 0 1
 =
0 1 00 1 1
0 0 0

with s, s′ ∈ {−1, 1} and x, x′, y, y′, z, z′ ∈ Z. 
6. Classifying C∗-algebras
6.1. A classification result.
Theorem 6.1. Let E and F be finite graphs and consider the statements
(1) E ∼CE F ,
(2) C∗(E)⊗K ∼= C∗(F )⊗K,
(3) There exists a homeomorphism Θ from X = Primeγ(C
∗(E)) to Primeγ(C
∗(F ))
so that when C∗(E) and C∗(F ) are considered as X-algebras in the canon-
ical way, then FK+R(X ;C
∗(E)) ∼= FK+R(X ;C
∗(F )).
Then
(1) =⇒ (2) =⇒ (3)
and when E and F satisfy Condition (H), all statements (1)–(3) are equivalent.
Proof. The invariance of moves required to prove (1)=⇒(2) was established in
[Sør13] and [ERRS16b], cf. Theorems 2.20 and 2.22.
For (2)=⇒(3) one needs only note, as we did in Lemma 3.3, that any isomorphism
between C∗(E)⊗ K and C∗(F ) ⊗K must preserve the gauge invariant ideals even
if the isomorphism is not gauge invariant.
38 SØREN EILERS, GUNNAR RESTORFF, EFREN RUIZ, AND ADAM P. W. SØRENSEN
To prove that (3)=⇒(1) under the additional assumption of Condition (H), we
first note that by Lemma 4.17, the tempered gauge prime ideals agree, and hence
by Lemma 4.24 we may assume that (BE ,BF ) is in standard form, where we may
even assume that BE ,BF ∈ M
+
P(m × n,Z). Plugging sinks we get (BEuprise ,BFuprise)
which is also in standard form, having isomorphic ordered reduced filtered K-
theories by Lemma 5.3. The K-webs then also agree, and [BH03] applies to provide
U, V ∈ GLP(n,Z) with UBEupriseV = BFuprise . Thus we only need to arrange that U and
V satisfy the conditions in Theorem 5.8(3) to reach the desired conclusion.
In fact, since V {i} implements an order isomorphism from (Z,N0) to (Z,N0) at
every i with TBE (i) ≤ 0, it must already be in the desired form. It is straightforward
to check that whenever U{i} = −1 at some i with no successors, then since both
BEuprise and BFuprise have zero rows at i, the corresponding row of U can be multiplied by
−1 without affecting the relation that UBEupriseV = BFuprise .
We claim that in the presence of Condition (H), the remaining blocks U{i} at
i with TBE (i) ≤ 0 must be of the desired form. Indeed, choosing an immediate
successor j of i with TBE (j) ≤ 0 we assume for contradiction that U{i} = −1.
Note that BEuprise{i, j} = x and BFuprise{i, j} = y with x, y > 0 since there must be a
path between the two components, and such a path cannot pass through any other
component. Similarly, we get from the immediate successor condition that for any
B,B′ ∈ M◦◦◦P (m × n,Z) and any k 6∈ {i, j}, either B{i, k} = 0 or B
′{k, j} = 0, so
that (BB′){i, j} = B{i}B′{i, j}+B{i, j}B′{j} (cf. (4.1)). From this we infer that
(UBEuprise){i, j} = −x and (BFupriseV
−1){i, j} = y, a contradiction. 
Corollary 6.2. Let E and F be finite graphs so that C∗(E) and C∗(F ) are either
of real rank zero or type I/postliminal. Then the statements (1)–(3) of Theorem 6.1
are equivalent.
Remark 6.3. Inspection of our proof shows that only the order on K0(C
∗(E)({i}))
and K0(C
∗(F )({i})) is necessary to conclude that the C∗-algebras are stably iso-
morphic. It is possible to define a full (ordered) filtered K-theory (see [ABK14a,
ABK14b]). Isomorphism of this invariant clearly implies isomorphism of the re-
duced invariant (both in the case with and without order). As a consequence of
the results in [BH03], the opposite holds without order for the cases considered in
this paper. From the results in Theorem 6.1, it follows that it holds also in the case
with order. Thus the full invariant contains the same information about equivalence
classes and (stable) isomorphism classes as the reduced one.
6.2. Unplugging sinks. For a graph E, let E0iso be the set of vertices of E that are
either sinks or on a vertex-simple cycle with no exits (the notation, cf. [BCW14],
refers to the fact that such vertices give rise to isolated points in the associated
path spaces). Assume that E is a graph with finitely many vertices with BE ∈
M◦◦◦P (m× n,Z). Then every vertex v ∈ E
0
iso\E
0
sing supports a unique loop ev. Let
Eg be the graph obtained from E by removing the edges ev for all v ∈ E
0
iso\E
0
sing.
We note that in general
(Euprise)g 6= (Eg)uprise 6= E.
Proposition 6.4. Let E and F be graphs with finitely many vertices so that BE ∈
M◦◦◦P (mE ×mE,Z) and BF ∈M
◦◦◦
P (mF ×mF ,Z). If there exists a
∗-isomorphism
Φ: C∗(Eg) ⊗ K → C∗(Fg) ⊗ K such that TBF ◦ Φ♯ = TBE , then C
∗(E) ⊗ K ∼=
C∗(F )⊗K.
Proof. Note first that whenever v ∈ (Eg)0iso is given, v is a sink, so {v} is a saturated
and hereditary set. Thus it defines an ideal Jv which is minimal in C
∗(Eg) and
Morita equivalent to C. In fact, any such ideal has this form, and since the same is
true for Fg, we conclude that Φ(Jv) = Jw for some w ∈ (Fg)0iso. Since TBF ◦ Φ♯ =
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TBE , w will be a sink of F precisely when v is a sink of E, and thus a bijection
w : E0iso → F
0
iso is defined with w(E
0
iso\E
0
sing) = F
0
iso\F
0
sing.
For any graph G, let SG be the stabilized graph, i.e., for each vertex v ∈ G0, we
put an infinite head at v, cf. [AT11, Definition 9.4]. Note that (SG)0iso = G
0
iso with
(SG)
0
iso\(SG)
0
sing = G
0
iso\G
0
sing, so that w may also be considered as a map from
(SE)0iso to (SF )
0
iso. Moreover, v ∈ G
0
iso supports a loop if and only if v ∈ (SG)
0
iso
supports a loop. By the proof of [AT11, Proposition 9.3 and Theorem 9.8], there
exists a ∗-isomorphism χG : C
∗(SG)→ C∗(G)⊗K such that χG(pv) = pv ⊗ e11 for
all v ∈ G0. Define Ψ: C∗(SEg)→ C∗(SFg) by Ψ = χ
−1
Fg
◦ Φ ◦ χEg .
Note that Jv ∼= K in C∗(SEg) and Jw ∼= K in C∗(SFg) for all v ∈ E0iso and
for all w ∈ F 0iso. Therefore, any generator of K0(Jv)+ is Murray-von Neumann
equivalent to pv in C
∗(SEg) for all v ∈ E0iso and any generator of K0(Jw)+ is
Murray-von Neumann equivalent to pw in C
∗(SFg) for all w ∈ F 0iso. Consequently,
Ψ(pv) ∼ pw(v) in C
∗(SFg), so there existsWv ∈ C∗(SFg) such thatW ∗vWv = Ψ(pv)
and WvW
∗
v = pw(v). Set p =
∑
v∈(SE)0iso
Ψ(pv) and q =
∑
v∈(SE)0iso
pw(v). Since
C∗(SFg) is a stable C
∗-algebra, by [Min87, Corollary 1.10],
1M(C∗(SFg)) − p ∼ 1M(C∗(SFg)) ∼ 1M(C∗(SFg)) − q.
Thus, there exists W ∈ M(C∗(SFg)) such that W ∗W = 1M(C∗(SFg) − p and
WW ∗ = 1M(C∗(SFg))− q. Set u =W +
∑
v∈(SE)0iso
Wv. A computation shows that
u is a unitary in M(C∗(SFg)) such that uΨ(pv)u
∗ = pw(v) for all v ∈ SE
0
iso. So,
without loss of generality, we may assume that Ψ(pv) = pw(v).
Note that SEg and SFg satisfy Condition (L) since we have removed all cy-
cles with no exits. Using the universal property and the Cuntz-Krieger Unique-
ness Theorem, there are injective ∗-homomorphisms λE : C
∗(SEg)→ C∗(SE) and
λF : C
∗(SFg)→ C∗(SF ) such that λE(se) = se, λE(pv) = pv for all e ∈ (SEg)1 ⊆
(SE)1 and for all v ∈ (SEg)0 = (SE)0 and λF (sf ) = sf , and λF (pw) = pw for
all f ∈ (SFg)1 ⊆ (SF )1 and for all w ∈ (SFg)0 = (SF )0. So, using these embed-
dings, we may assume that C∗(SEg) is a sub-algebra of C
∗(SE) and C∗(SFg) is
a sub-algebra of C∗(SF ).
We now define a Cuntz-Krieger SE-family in C∗(SF ). Set Pv = Ψ(pv) for all
v ∈ (SE)0 = (SEg)0 and
Se =
{
Ψ(se) if e ∈ (SEg)1
sew(v) if e = ev for some v ∈ (SE)
0
iso\(SE)
0
sing.
The only nonobvious Cuntz-Krieger relation is at v ∈ (SE)0iso\(SE)
0
sing. But this
is also clear since Pv = Ψ(pv) = pw(v) = sew(v)s
∗
ew(v)
= SevS
∗
ev
. Therefore, there
exists a ∗-homomorphism Ξ: C∗(SE) → C∗(SF ). Since the only vertex-simple
cycles in SE with no exits are ev for all v ∈ SE
0
iso\SE
0
sing and Ξ(sev ) = sw(v)
has full spectrum, by the General Cuntz-Krieger Uniqueness Theorem in [Szy02],
we have that Ξ is injective. Note that Ξ(C∗(SEg)) = Ψ(C
∗(SEg)) = C
∗(SFg).
Let e ∈ (SF )1 such that e is not an element of (SFg)1. Then e = ew for some
w ∈ (SFg)
0
iso\(SFg)
0
sing. Therefore, there exists v ∈ (SEg)
0
iso\(SEg)
0
sing such that
w(v) = w. Hence, Ξ(sev ) = sew(v) = se, so Ξ is surjective, and thus a
∗-iso-
morphism. 
6.3. Examples. In this section we let E and F denote the two graphs given in
Figure 1(b). We note that Example 3.20 applies (with n = 3) to this case. In
particular, Primeγ(C
∗(E)) ∼= X3 ∼= Primeγ(C∗(F )).
Example 6.5. The pair of graphs E and F satisfy condition (3) of Theorem 6.1,
but not condition (1). The same is true for the pair of graphs Eg and Fg.
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Proof. We have seen in Example 5.10 that E 6∼CE F , and since E = (Eg)uprise and
F = (Fg)uprise we conclude that Eg 6∼CE Fg by transposition of Lemma 5.2.
To see that the K-theories are isomorphic, we note that
U
0 1 20 1 1
0 0 0
V =
0 1 00 1 1
0 0 0

with V = I and
U =
−1 2 00 1 0
0 0 1

ThisGLP -equivalence induces an isomorphism FKR(X3;C
∗(E)) ∼= FKR(X3;C∗(F ))
as noted in Section 4.4, and since V {i} = 1 at all blocks, the maps induced by
V T on the K0-groups are order isomorphisms. The isomorphism of K-theory for
E = (Eg)uprise and F = (Fg)uprise follows from Lemma 5.3. 
In fact, in this particular case, reversal of the chain of implications in Theorem 6.1
breaks down at (2) =⇒ (1). To prove this, we provide an ad hoc classification of a
small class of C∗-algebras of relevance.
Let A be a C∗-algebra and let I be an ideal of A. Set
M(A; I) := {x ∈ M(A) | ax, xa ∈ I for all a ∈ A}
and set
Q(A; I) := (M(A; I) + A)/A.
Lemma 6.6. Let A be a stable separable C∗-algebra such that A has a unique non-
trivial ideal I with I either isomorphic to K or I is a stable, separable, purely infinite
simple C∗-algebra and A/I is either isomorphic to K or is a stable, separable, purely
infinite simple C∗-algebra. Then Q(A, I) is the unique non-trivial ideal of Q(A).
Proof. Note that I is an essential ideal ofM(A, I). Hence, this embedding extends
to an embedding ι : M(A, I)→M(I). We claim that ι(M(A, I)) is a full hereditary
subalgebra of M(I).
Let x = (L0, R0) ∈ M(I) and let s, t ∈M(A, I) (where we are using the double
centralizer picture of the multiplier algebra). Define L,R : A → A by L(a) =
s(L0(ta)) and R(a) = R0(as)t. Note that L and R are well-defined since ta and as
are elements of I for all a ∈ A. A computation shows that L and R are linear and
‖L‖ and ‖R‖ are bounded above by ‖s‖ · ‖x‖ · ‖t‖.
Let {en}∞n=1 be an approximate identity for I. For all a, b ∈ A, we have that
R(ab) = R0(abs)t = lim
n→∞
R0(aenbs)t
= lim
n→∞
(aen) (R0(bs)t) = lim
n→∞
a(enR0(bs)t)
= a(R0(bs)t) = aR(b),
L(ab) = sL0(tab) = lim
n→∞
sL0(taenb)
= lim
n→∞
sL0(ta)(enb) = lim
n→∞
(sL0(ta)en)b
= (sL0(ta))b = L(a)b,
R(a)b = (R0(as)t)b = R0(as)(tb)
= asL0(tb) = a(sL0(tb))
= aL(b).
Hence, y = (L,R) defines an element of M(A).
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Let a, b ∈ A. Then
LaL(b) = La(sL0(tb)) = (as)L0(tb) = R0(as)tb = LR0(as)t(b)
and
RRa(b) = R(ba) = R0(bas)t = lim
n→∞
R0(benas)t
= lim
n→∞
b(enR0(as)t) = b(R0(as)t) = RR0(as)t(b).
Therefore, (La, Ra)(L,R) = (LaL,RRa) = (LR0(as)t, RR0(as)t) ∈ I. Similarly com-
putation shows that (L,R)(La, Ra) = (LsL0(ta), RsL0(ta)) ∈ I. Hence, (L,R) ∈
M(A, I). Note that ι(s) = (Ls, Rs), where we restrict Ls and Rs to I. Similarly,
for ι(t). Thus,
ι(s)xι(t) = (Ls, Rs)x(Lt, Rt) = (Ls, Rs)(L0, R0)(Lt, Rt) = (LsL0Lt, RtR0Rs)
and
LsL0Lt(z) = Ls(L0(tz)) = sL0(tz) = L(z)
RtR0Rs(z) = Rt(R0(zs)) = R0(zs)t = R(z)
for all z ∈ I. Hence, ι(y) = ι(s)xι(t). Therefore, ι(M(A, I)) is a hereditary
subalgebra of M(I).
We claim that ι(M(A, I)) 6= I. Let {sn}∞n=1 be a collection of isometries in
M(A) such that
∑∞
n=1 sns
∗
n converges to 1M(A) in the strict topology (note such a
collection of isometries exists since A is a stable C∗-algebra). Let a ∈ I\{0}. Then∑∞
n=1 snas
∗
n converges in the strict topology ofM(A). Therefore, x =
∑∞
n=1 snas
∗
n
is an element ofM(A). In fact, x ∈ M(A, I) since a ∈ I. Since ‖snas∗n‖ = ‖a‖ 6= 0,
we have that x /∈ A. Therefore, I 6= M(A; I). So, ι(M(A, I)) 6= I, which proves
our claim.
By [Rør91, Theorem 3.2], M(I) has exactly one non-trivial ideal I. Therefore,
ι(M(A; I)) is a full hereditary subalgebra ofM(I). Thus,M(A; I) has exactly one
non-trivial, I. Consequently, Q(A; I) is a simple C∗-algebra.
Let π : A → A/I be the canonical projection. Then it induces surjective ∗-ho-
momorphisms π˜ : M(A) →M(A/I) and π : Q(A) → Q(A/I). Note that ker(π˜) =
M(A; I) and ker(π˜) = Q(A; I). Now, we have an exact sequence
0→ Q(A; I)→ Q(A)→ Q(A/I)→ 0.
By [Rør91, Theorem 3.2], Q(A/I) is a simple C∗-algebra. Thus, Q(A; I) must be
the unique non-trivial ideal of Q(A). 
Theorem 6.7. Let A1 and A2 be unital C
∗-algebras equipped with gauge actions.
Suppose for each i, there exist gauge invariant ideals Ii,1 and Ii,2 of Ai such that
(i) Ii,1 ⊆ Ii,2,
(ii) Ii,1 ∼= K,
(iii) Ii,2/Ii,1 is isomorphic to the stabilization of a unital, simple purely infinite
graph C∗-algebra,
(iv) Ai/Ii,2 ∼= C(S1), and
(v) Ii,2/Ii,1 is an essential ideal of Ai/Ii,1.
If FK+R(X3;A1 ⊗ K) ∼= FK
+
R(X3;A2 ⊗K), then A1 ⊗K ∼= A2 ⊗K.
Proof. Let α be the isomorphism from FK+R(X3;A1 ⊗ K) to FK
+
R(X3;A2 ⊗ K).
Let ei be the extension 0 → Ii,2 ⊗ K → Ai ⊗ K → Ai/Ii,2 ⊗ K → 0. We first
show that ei is a full extension. By Lemma 6.6, the corona algebra Q(Ii,2 ⊗ K)
has exactly one nontrivial ideal. This ideal is precisely the kernel of the surjective
map π : Q(Ii,2 ⊗ K) → Q(Ii,2/Ii,1 ⊗ K) that is induced by the surjective map
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π : Ii,2 ⊗ K → Ii,2/Ii,1 ⊗ K. Therefore, x ∈ Q(Ii,2 ⊗ K) is full if and only if its
image in Q(Ii,2/Ii,1 ⊗K) is nonzero. Note that the diagram
0 // Ii,2 ⊗K //
π

Ai ⊗K //

(Ai/Ii,2)⊗K // 0
0 // (Ii,2/Ii,1)⊗K // (Ai/Ii,1)⊗K // (Ai/Ii,2)⊗K // 0
is commutative. Hence, with τ denoting Busby maps, π ◦ τ ei = τ gi , where gi is
the extension
0 // (Ii,2/Ii,1)⊗K // (Ai/Ii,1)⊗K // (Ai/Ii,2)⊗K // 0.
By assumption (v), τ gi(x) is nonzero in Q((Ii,2/Ii,1) ⊗ K) for all nonzero x ∈
(Ai/Ii,1)⊗K. Hence, by the above observations, τ ei(x) is full in Q(Ii,2⊗K). Since
Ii,2⊗K has the corona factorization property (see, e.g., [ERR13a, Proposition 6.1])
ei is an absorbing extension.
Since Ai/Ii,2⊗K is C(S1)⊗K, there exists a ∗-isomorphism β2 from A1/I1,2⊗K
to A2/I2,2⊗K which induces α restricted to K∗(A1/I1,2) (we are using the fact that
a positive automorphism on K∗(C(S
1)) is induced by idC(S1)⊗K or ψ⊗ idK where ψ
sends the canonical generator of C(S1), denoted by z, to z−1). Note that Ii,2 has
a full projection, I1,2 is stably isomorphic to a unital C
∗-algebra with exactly one
nontrivial ideal that is isomorphic to K and the quotient by this ideal is isomorphic
to a unital and simple purely infinite graph C∗-algebra. Using this observation
together with [ERR13b, Corollary 4.17 and Proposition 4.19], there exists a ∗-iso-
morphism β0 : I1,2 ⊗K→ I2,2 ⊗K which induces α restricted to K∗(I1,2).
Let f1 be the extension obtained by pushing forward the extension e1 via the
∗-iso-
morphism β0 and let f2 be the extension obtained by pulling back the extension e2
by the ∗-isomorphism β2. Since ei is an absorbing extension, we have that fi is an
absorbing extension. By construction, K∗(τ f1) = K∗(τ f2) as homomorphisms from
K∗((A1/I1,2)⊗K) toK1−∗(I2,2⊗K). Hence, by the UCT of Rosenberg and Schochet
[RS87], [τ f1 ] = [τ f2 ] in KK
1((A1/I1,2)⊗K, I2,2⊗K) sinceKi((A1⊗K)/(I1,2⊗K)) ∼=
Z for each i.
Since fi are absorbing extensions, there exists a unitary U in M(I2,2 ⊗K) such
that Ad(π(U)) ◦ τ f1 = τ f2 . One checks that Ad(U) induces a
∗-isomorphism of
extensions from f1 to f2. Since ei is isomorphic to fi, we have that A1 ⊗ K ∼=
A2 ⊗K. 
It is easy to see that this result applies to conclude that C∗(Eg)⊗K ∼= C∗(Fg)⊗K
for the pair of examples in Example 6.5. To deal with C∗(E)⊗K and C∗(F )⊗K,
we apply an unplugging trick to get:
Corollary 6.8. Let E1 and E2 be finite graphs with Primeγ(C
∗(Ei)) ∼= X3 and
τEi({0}) ≤ 0. If FK
+
R(X3;C
∗(E1)) ∼= FK
+
R(X3;C
∗(E2)), then C
∗(E1) ⊗ K ∼=
C∗(E2)⊗K.
Proof. Assume that FK+R(X3;C
∗(E1)) ∼= FK
+
R(X3;C
∗(E2)). We write p
i
j for the
ideals in C∗(Ei) as in Example 3.20. If τEi(p
i
1) = 1 we have Condition (H), and
the full force of Theorem 6.1 applies. We may hence assume that τEi(p
i
1) = 0.
Again if τEi(p
i
2) = 0, we have Condition (H), so we may assume τEi(p
i
2) = 1. When
τEi(p
i
3) = −1 we note that all the conditions of Theorem 6.7 are met, so that this
result applies to give the desired conclusion. We thus need only concern ourselves
with the case τEi(p
i
3) = 0.
In this case, we pass to (Ei)g and note that Theorem 6.7 applies. Since the
isomorphism provided by that result must satisfy the conditions of Proposition 6.4
because the ideal lattice is linear, we get the desired conclusion. 
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We conclude:
Example 6.9. With E and F the pair of graphs given in Figure 1(b), we have
C∗(E)⊗K ∼= C∗(F )⊗K,
and
C∗(Eg)⊗K ∼= C
∗(Fg)⊗K.
although (as seen in Example 6.5) E 6∼CE F and Eg 6∼CE Fg.
7. Applications
In this section, we give applications of our results.
7.1. Type I/postliminal C∗-algebras. In this section we study further the case
where no vertex supports two distinct return paths, i.e. the case of type I/postliminal
C∗-algebras in our class, cf. the remarks just after Lemma 4.20.
It was conjectured by Gene Abrams and Mark Tomforde in [AT11] that if the
Leavitt path algebras LC(E) and LC(F ) are Morita equivalent, then C
∗(E) and
C∗(F ) are strongly Morita equivalent (see [AAP08] for the definition of LC(E)).
Using Theorem 6.1, we can show that their conjecture holds for finite graphs whose
temperatures are never positive. Moreover, we show that the converse holds as well
in that case.
Theorem 7.1. Let E and F be finite graphs where max τE ,max τF ≤ 0. Then the
following are equivalent:
(1) E ∼ME F .
(2) Lk(E) and Lk(F ) are Morita equivalent for any field k.
(3) C∗(E)⊗K ∼= C∗(F )⊗K.
If τE = τF = 0, then (1)–(3) are equivalent to
(4) the two-sided shift spaces XE and XF are flow equivalent.
If (BE ,BF ) is in standard form, then (1)–(3) are equivalent to
(5) there exist matrices U, V ∈ SLP(1,Z) so that UBEupriseV = BFuprise .
Proof. By Section 3 of [RT13a] (see also [Sør13]), (1) implies (2). We can make sense
of Primeγ also for Leavitt path algebras over finite graphs (see Remark 3.24), and
we have that when LC(E) and LC(F ) are Morita equivalent, then Primeγ(LC(E)) ∼=
X ∼= Primeγ(LC(F )) for appropriately chosen X . Arguing as in the proof of The-
orem 4.9 of [RT13b], we get that FK+R(X,C
∗(E)) ∼= FK+R(X,C
∗(F )). By this
observation together with Theorem 6.1, since obviously we have Condition (H), we
conclude that (2) implies (3). Since max τ ≤ 0, no vertex supports two different
return paths, so Move (C) is never allowed, and we have that E ∼CE F if and only
if E ∼ME F . Therefore, Theorem 6.1 gives that (3) implies (1).
Assuming now that all components of E and F are cyclic, we get that (1) and
(4) are equivalent by Lemma 5.1.
Finally we get (1)⇐⇒ (5) by appealing to Theorem 5.9. 
In general (as we shall discuss in [ERRS16a]), it may be computationally difficult
to determine when two matrices are SLP -equivalent. This is because the problem
is equivalent to solving
UBE = BFW(7.1)
∀i ∈ P : detU{i} = detW{i} = 1(7.2)
where (7.2) is not linear. But when all blocks are 1× 1, the determinant conditions
are equivalent to all diagonal blocks being identity matrices, and thus deciding if
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UBEV = BF as in (5) of Theorem 7.1 reduces to the linear problem (7.1) which
may readily be decided.
7.2. Quantum lens spaces. A class of quantum lens spacesC(Lq(r; (m1, . . . ,mn)))
was studied in [HS03b], [BS16] and proved there to be graph C∗-algebras over finite
graphs. We immediately see that the C∗-algebras are postliminal/type I with ev-
ery vertex supporting a loop. To decide any isomorphism question among two such
C∗-algebras one hence need only to compare their Primeγ-spaces, and if these are
homeomorphic, arrange that the corresponding matrices are in standard form and
decide SLP -equivalence as in Theorem 7.1(5) (for each possible homeomorphism).
As an immediate application, we shall see that in fact in some cases there are
several different quantum lens spaces associated to different choices of secondary pa-
rametersmi even when the dimension n and the primary parameter r are fixed. Al-
though our classification result applies in the general setting of [BS16], we will here
consider only the original setup from [HS03b] where Primeγ becomes the Alexan-
drov space of a linear order.
We emphasize the fact that even though the K-groups of the quantum lens
spaces carry important information (cf. [HS03b], [ABL15], [BS16]), they are not
complete invariants. It follows from Theorem 6.1 that the reduced ordered filtered
K-theory is complete, but as we shall see it is much more convenient to work with
SLP -equivalence in this setting.
Definition 7.2. For each n ∈ N, define the directed graph L2n−1 as the graph with
n vertices, L02n−1 = {v1, . . . , vn}, and
n(n+1)
2 edges
⋃n
i=1{ei,j | j = i, i + 1, . . . , n}
with s(ei,j) = vi and r(ei,j) = vj . For example, L5 is the graph
v1
e1,1
 e1,2 //
e1,3
44v2
e2,2
 e2,3 // v3
e3,3

Definition 7.3. For each r, n ∈ N and m = (m1, . . . ,mn) ∈ Nn, we define the
directed graph L2n−1 ×m Zr as follows:
(i) The set of vertices is
(L2n−1 ×m Zr)
0 = L02n−1 × Zr.
(ii) The set of edges is
(L2n−1 ×m Zr)
1 = L12n−1 × Zr.
(iii) s(ei,j , k) = (vi, k −mi) and r(ei,j , k) = (vj , k)
For each i, let (L2n−1 ×m Zr)〈i〉 be the subgraph with vertex set {vi} × Zr and
edge set {ei,i}×Zr. For each i1 ≤ i2 ≤ · · · ≤ it, let (L2n−1×m Zr)〈i1, i2, . . . , it〉 be
the subgraph with vertex set
⋃t
l=1{vl} × Zr and edge set the set of all edges e in
L2n−1 ×m Zr such that s(e), r(e) ∈
⋃t
l=1{vl} × Zr.
Definition 7.4. Let r ∈ N and (m1,m2, . . . ,mn) ∈ Nn with r ≥ 2 and gcd(mi, r) =
1 for all i. A path α = (ei1,j1 , k1) · · · (eir ,jr , kℓ) in L2n−1 ×m Zr is called 0-simple
if k1 = mi1 , ka 6= 0 for a 6= ℓ, and kℓ = 0. Note that for each 0-simple path
α = (ei1,j1 , k1) · · · (eiℓ,jℓ , kℓ), we have that s(α) = (vi1 , 0) and r(α) = (vjℓ , 0). Thus
the 0-simple paths may be thought of as paths starting and ending at vertices of
the form (v, 0), but avoiding all such vertices along the way.
A 0-simple path α = (ei1,j1 , k1) · · · (eiℓ,jℓ , kℓ) is called k-step if there exist positive
integers t1 < t2 < · · · < tk+1 such that t1 = i1, tk+1 = jℓ, and for each 2 ≤ q ≤ k,
GRAPH C∗-ALGEBRAS OVER FINITE GRAPHS 45
we have that
{r((eis ,js , ks)) | 1 ≤ s ≤ ℓ} ∩ ((L2n−1 ×m Zr)〈tq〉)
0 6= ∅
and
{r((eis,js , ks)) | 1 ≤ s ≤ ℓ} ⊆
k+1⋃
i=1
((L2n−1 ×m Zr)〈ti〉)
0.
Definition 7.5. Let r ∈ N and m = (m1,m2, . . . ,mn) ∈ Nn with gcd(mi, r) = 1
and r ≥ 2. Define L
(r;m)
2n−1 to be the graph with vertices {(v1, 0), . . . , (vn, 0)}, the
edges of L
(r;m)
2n−1 consisting of all 0-simple paths in L2n−1 ×m Zr, and the range and
source maps extending the range and source maps of L2n−1 ×m Zr.
Note that by our assumption on the mi, they are always units in (Zr\{0}, ·). We
denote by m−1i any representative in Z of a multiplicative inverse to mi modulo r.
Lemma 7.6. Let r ∈ N and m ∈ Nn with gcd(mi, r) = 1 and r ≥ 2.
(i) For each i, j with i+1 ≤ j, the number of 1-step 0-simple paths from (vi, 0)
to (vj , 0) is r.
(ii) For each i, j with i+2 ≤ j, the number of 2-step 0-simple paths from (vi, 0)
to (vj , 0) is
r(r−1)
2 (j − i− 1).
(iii) For each i, the number of 3-step 0-simple paths from (vi, 0) to (vi+3, 0) is
congruent to −m−1i+2mi+1
(
r(r−1)(r−2)
3
)
modulo r
Consequently, the number of 0-simple paths from (vi, 0) to (vi+2, 0) is
r(r+1)
2 and
the number of 0-simple paths from (vi, 0) to (vi+3, 0) is congruent to
−m−1i+2mi+1
(
r(r − 1)(r − 2)
3
)
modulo r.
Proof. We first prove (i). Note that for each 0 ≤ k < r, there is exactly one
edge from (vi, k) to (L2n−1 ×m Zr)〈j〉. Since there is exactly 1 path from (vj , l)
to (vj , 0) which passes through (vj , 0) once, we have that the number of 1-step 0-
simple paths from (vi, 0) to (vj , 0) is equal to the number of edges in the subgraph
(L2n−1 ×m Zr)〈i〉. This is equal to r, so (i) holds.
We now prove (ii). Let V be the set of all 2-step 0-simple paths from (vi, 0) to
(vj , 0). For each l with 1 ≤ l ≤ j − i − 1, let Vl be the set of all 2-step 0-simple
paths from (vi, 0) to (vj , 0) that goes through the subgraph (L2n−1 ×m Zr)〈i + l〉.
Then V =
⊔j−i−1
l=1 Vl. By symmetry |Vl| = |V1|, so |V | = |V1|(j − i− 1).
Let α = α1 · · ·αt ∈ V1 and recall that for all k, r(αk) 6= (vi, 0) and r(αk) 6=
(vi+1, 0). Since for each 1 ≤ l ≤ r − 1, there is exactly one path from (vi, 0) to
(vi, l −mi) that does not come back to (vi, 0), and there is exactly one edge from
(vi, l −mi) to (vi+1, l), we have that
|V1| =
r−1∑
l=1
Pl
where Pl is the number of paths from (vi+1,mi+1l) to (vj , 0) in the subgraph
(L2n−1 ×m Zr)〈i + 1, j〉 that do not go through (vi+1, 0). Clearly, Pl = r − l,
so
|V1| =
r−1∑
l=1
Pl =
r−1∑
l=1
(r − l) = r(r − 1)−
r(r − 1)
2
=
r(r − 1)
2
.
Therefore, (ii) holds.
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We now prove (iii). For each 1 ≤ l ≤ r − 2, we have an edge (ei+1,mi+1(l + 1))
from (vi+1,mi+1l) to (vi+2,mi+1(l + 1)). We let Ql be the number of paths from
(vi+2,mi+1(l + 1)) to (vi+3, 0) that do not go through (vi+2, 0) and only go once
through (vi+3, 0). Since there are exactly l paths from (vi, 0) to (vi+1,mi+1l) that
do not come back to (vi, 0) and do not go through (vi+1, 0), we have that the
number of 3-step 0-simple paths from (vi, 0) to (vi+3, 0) is
∑r−2
l=1 lQl .
Recall that m−1i+2 is a representative of the multiplicative inverse of mi+2 modulo
r, and let sl be the integer such that 0 < m
−1
i+2mi+1(l+1)+rsl < r. Sincemi+1(l+1)
is congruent to mi+2(m
−1
i+2mi+1(l+1)+ rsl) modulo r, it follows from the proof of
part (ii) that
Ql = r − (m
−1
i+2mi+1(l + 1) + rsl).
Hence, the number of 3-step 0-simple paths from (vi, 0) to (vi+3, 0) is
r−2∑
l=1
l(r −m−1i+2mi+1(l + 1)− rsl)
≡
r−2∑
l=1
(−m−1i+2mi+1l(l+ 1)) mod r
≡ −m−1i+2mi+1
r(r − 1)(r − 2)
3
mod r.
Hence, (iii) holds.
For the last part of the lemma, by (i) and (ii), we have that the number of 0-
simple paths from (vi, 0) to (vi+2, 0) is equal to r+
r(r−1)
2 =
r(r+1)
2 and by (i), (ii),
(iii), we have that the number of 0-simple paths from (vi, 0) to (vi+3, 0) is congruent
to r+ r(r−1)2 +
r(r−1)
2 −m
−1
i+2mi+1
(
r(r−1)(r−2)
3
)
modulo r. It is now clear that the
conclusion holds. 
Corollary 7.7. K0(C
∗(L
(r;m)
2n−1))
∼= Z⊕G for G some group of order |G| = rn−1
Proof. The first row and the last column of (B
L
(r;m′)
2n−1
)T are zero. The remaining
(n − 1)× (n − 1) submatrix is upper triangular and has r in the diagonal as seen
in Lemma 7.6(i), and thus the determinant is rn−1. Now the lemma follows (e.g.
by using the Smith normal form). 
Determining G exactly is a difficult problem, cf. [ABL15].
Since we obviously have
|Primeγ(C
∗(L
(r;m)
2n−1))| = |ΓL(r;m)2n−1
| = n,
the isomorphism class of C∗(L
(r;m)
2n−1)⊗K determines n and hence, by Corollary 7.7,
also r. Further, Lemma 7.6(i) and (ii) show that the graphs and their adjacency
matrices are the same irrespective of m when r is fixed and n ≤ 3. When n = 4,
something new happens precisely when r is a multiple of 3.
Theorem 7.8. Let r ≥ 2 be given and letm = (m1,m2,m3,m4) and n = (n1, n2, n3, n4)
be given in N4 such that gcd(mi, r) = gcd(ni, r) = 1 for all i. Then the following
are equivalent:
(1) C∗(L
(r;m)
7 )
∼= C∗(L
(r;n)
7 ),
(2) C∗(L
(r;m)
7 )⊗K ∼= C
∗(L
(r;n)
7 )⊗K,
(3)
(
m−13 m2 − n
−1
3 n2
) ( r(r−1)(r−2)
3
)
≡ 0 mod r.
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Proof. Let Am be the adjacency matrix for L
(r;m)
7 and let An be the adjacency
matrix for L
(r;n)
7 , with Bm and Bn obtained by subtraction of the identity matrix
as usual. By Lemma 7.6,
Am =

1 r r(r+1)2 x
0 1 r r(r+1)2
0 0 1 r
0 0 0 1
 and An =

1 r r(r+1)2 y
0 1 r r(r+1)2
0 0 1 r
0 0 0 1

where x ≡ −m−13 m2
r(r−1)(r−2)
3 mod r and y ≡ −n
−1
3 n2
r(r−1)(r−2)
3 mod r.
We first show that (2) implies (3). By Theorem 7.1(5), there exist U, V ∈
SLP4(1,Z) such that UBmV = Bn, with P4 = {1, 2, 3, 4} ordered linearly. Note
that U, V are upper triangular matrices and U{i} = V {i} = 1 for i = 1, 2, 3, 4. A
computation implies that
x+ rs1 +
r(r + 1)
2
s2 = y
for some s1, s2 ∈ Z. Since y ≡ −n
−1
3 n2
r(r−1)(r−2)
3 mod r and x ≡ −m
−1
3 m2
r(r−1)(r−2)
3
mod r, we have that
(m−13 m2 − n
−1
3 n2)
r(r − 1)(r − 2)
3
≡
r(r + 1)
2
s2 mod r.
Thus,
(m−13 m2 − n
−1
3 n2)
r(r − 1)(r − 2)
3
+ rm =
r(r + 1)
2
s2(7.3)
for some m ∈ Z.
Suppose r is odd. Then r(r+1)2 s2 ≡ 0 mod r and hence (3) holds. Suppose r is
even, say r = 2tk where gcd(k, 2) = 1. Dividing Equation (7.3) by 2t−1, we get
(m−13 m2 − n
−1
3 n2)
2k(r − 1)(r − 2)
3
+ 2mk = k(r + 1)s2.(7.4)
Since 3 divides r(r − 1)(r − 2), we have that 3 divides k(r − 1)(r − 2). Therefore,
k(r−1)(r−2)
3 ∈ Z. Hence, the left hand side of Equation (7.4) is divisible by 2 which
implies that 2 divides (r + 1)s2. Since r is even, 2 divides s2. Thus,
r(r+1)
2 s2 ≡ 0
mod r. Hence, (3) holds.
We now show that (3) implies (1). Since
(
m−13 m2 − n
−1
3 n2
) ( r(r−1)(r−2)
3
)
≡ 0
mod r, x ≡ −m−13 m2
r(r−1)(r−2)
3 mod r, and y ≡ −n
−1
3 n2
r(r−1)(r−2)
3 mod r, we
have that x ≡ y mod r. Therefore, x+ rs = y + rt for some positive integers s, t.
Consider the matrix
C =

1 r r(r+1)2 x+ rs
0 1 r r(r+1)2
0 0 1 r
0 0 0 1
 =

1 r r(r+1)2 y + rt
0 1 r r(r+1)2
0 0 1 r
0 0 0 1

By applying Proposition 2.28, s times (note that x > 0), we get that C∗(L
(r;m)
7 )
∼=
C∗(EC). Similarly, we can apply Proposition 2.28, t times, we get that C
∗(L
(r;n)
7 )
∼=
C∗(EC). 
It is in fact true in general (also in the general setting of [BS16]) that whenever
two quantum lens spaces are stably isomorphic, they are isomorphic. We will pursue
this in [ERRS16a].
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Corollary 7.9. If 3 does not divide r, then
C∗(L
(r;(1,1,1,1))
7 )
∼= C∗(L
(r;m)
7 )
for all m = (m1,m2,m3,m4) ∈ N4 with gcd(mi, r) = 1.
Suppose r = 3s and let m ∈ N4 with gcd(mi, r) = 1 be given. Then
C∗(L
(r;m)
7 )
∼= C∗(L
(r;(1,1,1,1))
7 )
if and only if m2 ≡ m3 mod 3 and
C∗(L
(r;m)
7 )
∼= C∗(L
(r;(1,1,r−1,1))
7 )
if and only if m2 6≡ m3 mod 3.
The isomorphism question for quantum lens spaces was introduced in [HS03b]
and some K-groups were explicitly computed there. We note here that the K-
groups in their own right do not contain sufficient information to classify, even if
one takes the order into account.
Remark 7.10. The triple(
K0(C
∗(L
(r;m)
7 )),K0(C
∗(L
(r;m)
7 ))+,K1(C
∗(L
(r;m)
7 ))
)
is not a complete isomorphism invariant.
Set E = L
(3;(1,1,1,1))
7 and F = L
(3;(1,1,2,1))
7 with adjacency matrices
AE =

1 3 6 10
0 1 3 6
0 0 1 3
0 0 0 1
 AF =

1 3 6 11
0 1 3 6
0 0 1 3
0 0 0 1

By Corollary 7.9, we have that C∗(E) and C∗(F ) are not stably isomorphic. We
will show that
(K0(C
∗(E)),K0(C
∗(E))+,K1(C
∗(E))) ∼= (K0(C
∗(F )),K0(C
∗(F ))+,K1(C
∗(F )))
Because of the symmetry in the antidiagonal of these two matrices, we have CE =
BE and CF = BF and may hence consider the K-groups as given by the kernels
and cokernels of BE and BF themselves (see Remark 3.22 and Section 4.4)
Let ei be the vector with 1 in the i-th coordinate and zero elsewhere, let [ei]E be
the class in cok(BE), and let [ei]F be the class in cok(BF ). Under our identification
of the K0-groups of C
∗(E) and C∗(F ) with cokernels of BE and BF , the positive
cones become exactly
SE = {n1[e1]E + n2[e2]E + n3[e3]E + n4[e4]E : ni ∈ N0}
and
SF = {n1[e1]F + n2[e2]F + n3[e3]F + n4[e4]F : ni ∈ N0},
respectively. Hence, it is enough to show that
(cok(BE), SE , ker(BE)) ∼= (cok(BF ), SF , ker(BF )).
Set
U =

10 −18 9 0
6 −11 6 0
3 −6 4 0
0 0 0 1
 W =

1 0 0 0
0 −1 0 −1
0 0 1 0
0 3 0 2

A computation shows that U and W are in GL4(Z) and UBE = BFW . Thus, U
induces an isomorphism from cok(BE) to cok(BF ) and W induces an isomorphism
from ker(BE) to ker(BF ) as described in Section 4.2.
GRAPH C∗-ALGEBRAS OVER FINITE GRAPHS 49
It is clear that U([ei]E) ∈ SF for all i 6= 2. Note that in cok(BF ), we have that
U([e2]E) =

−18
−11
−6
0
 =

15
7
3
0
+ BF

0
0
0
−3
 ∈ SF
In the other direction, since
U−1 =

−8 18 −9 0
−6 13 −6 0
−3 6 −2 0
0 0 0 1

we may argue similarly.
7.3. Atlas of graph C∗-algebras of small graphs. Inspired by a similar under-
taking for Leavitt path algebras ([ABAPMB+14]), we end by a complete analysis
of the stable isomorphism problem for small graphs, focusing on simple graphs with
no more than 4 vertices. Although our invariant may be efficiently computed by
methods outlined in [EJ] we do not know an efficient general procedure for deciding
whether or not an isomorphism exists between a pair of invariants, and further we
will attempt to study also the few cases where our Condition (H) is not met, so
instead of appealing exclusively to our invariant we will proceed by defining two
equivalences on the set of graphs under investigation, approximating stable isomor-
phism of the associated graph algebras on both sides. The number of cases in need
of further study is then so small that we may resolve it case by case.
Definition 7.11. The K-temperature of a finite graph E is the map tKE from ΓE
to {0,−1} ∪Ab given by
tKE (γ) =
{
τE(υE(γ)), τE(υE(γ)) < 1,
K0(C
∗(E)({υE(γ)})), τE(υE(γ)) = 1.
Note that when BE ∈M◦◦◦P (m×n,Z), thenK0(C
∗(E)({υE(γ)})) ∼= cok((B•E{Y
−1
BE
(γ)})T).
Definition 7.12. We say that two graphs E and F with (BE ,BF ) in standard
form are outer equivalent, and write E ≡O F , if
(i) cok((B•E)
T) ∼= cok((B•F )
T), and
(ii) for some order isomorphism h : ΓE → ΓF , tKF (h(γ)) and t
K
E (γ) are either
isomorphic Abelian groups or equal numbers for all γ ∈ ΓE
We will say that a row or column addition in a matrix BE representing a simple
graph (i.e., all diagonal entries are in {−1, 0} and all other entries are in {0, 1})
is legal if it meets the requirements of Proposition 2.26 and produces another such
matrix. Similarly, we say that a Move (Col) is a legal collapse if it is applied to
a regular vertex not supporting a loop, and if it takes a simple graph to another
simple graph.
Definition 7.13. Fix an integer M and let E and F be simple graphs both with
finite numbers of vertices m,n ≤ M respectively. We say that E and F are ele-
mentary equivalent through simple graphs of size M if either m = n and one of
(i) E is isomorphic to F ,
(ii) F arises from E by performing a legal row addition in B•E ,
(iii) F arises from E by performing a legal column addition in B•E ,
holds, or if m = n+ 1 and
(iv) F arises from E by deleting a regular source,
(v) F arises from E by a legal collapse.
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M 1 2 3 4 5
nonisomorphic graphs 2 10 104 3044 291968
≡I,M -classes 2 8 35 218 ?
≡O-classes 2 8 35 199 1310
Table 1. Number of classes for M ∈ {1, 2, 3, 4, 5}
The coarsest equivalence relation containing elementary equivalence through simple
graphs of size M is called M -inner equivalence, and we write E ≡I,M F when E
and F are M -inner equivalent.
The following is now clear.
Proposition 7.14. When E and F are finite simple graphs both with M vertices
or less, we have
E ≡I,M F +3 E ∼ME F

+3 Lk(E) ∼Morita Lk(F ) +3 E ≡O F
E ∼CE F +3 C∗(E)⊗K ∼= C∗(F )⊗K
KS
Although counting the number of nonisomorphic graphs of a certain size M is
easy by Burnside’s lemma (cf. [Slo] A595), producing lists of them is rather com-
putationally demanding. The most efficient way to obtain such lists is provided by
McKay and Piperno ([MP14]). Developing algorithms to decide M -inner equiva-
lence is then straightforward by testing for elementary equivalence and partitioning
the set (using, e.g., Warshall’s algorithm) by the smallest equivalence relation con-
taining the relations found. Drawing on methods developed in [EJ] it is not much
harder to design an algorithm to decide outer equivalence. At M = 4, it then
only takes a few minutes of computing time to partition these sets of graphs into
≡I,4- and ≡O-classes, obtaining the numbers listed in Table 1. At M = 5 we
have not attempted a complete analysis, as it takes hours even to compute all the
K-temperatures and divide the graphs into ≡O-classes.
It follows directly from Proposition 7.14 that ≡O-classes are unions of ≡I,M -
classes, and that when they coincide, they also coincide with ∼ME-classes, ∼CE-
classes or stable isomorphism classes of the C∗-algebras. Consequently, the ad hoc
invariant defining outer equivalence is complete whenever the graph has 1, 2 or 3
vertices. Note that this confirms the Abrams-Tomforde conjecture in these special
cases.
In the case withM = 4 vertices, the notions differ by 17 ≡O-classes being divided
into a total of 36 ≡I,4-classes, which we now address. We organize these classes
into four groups as indicated in Figures 5–8, drawing one representative for each
≡I,4-class and indicating the boundaries of each ≡O-class by triple vertical lines.
In the cases, explained below, where the graphs fail to be ∼CE-equivalent we draw
a vertical line between them.
Observation 7.15. None of the graphs in the outer equivalence classes listed in
Group I are ∼CE-equivalent, and none of them give stably isomorphic C∗-algebras.
Proof. Since Theorem 7.1 applies, this follows directly by checking that no solution
to the small linear systems in (7.1) exists. 
In this case, the ≡I,4-classes coincide with the ∼ME-classes as well as with the
classes giving stably isomorphic graph C∗-algebras, and the invariant used to define
outer equivalence fails to be complete. This is simply because the information
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Figure 5. Group I
Figure 6. Group II
Figure 7. Group III
needed to distinguish the matrices up to SLP -equivalence may not be reconstructed
from the partial data contained in the K0-group of the whole system and of the
irreducible components.
Observation 7.16. All graphs in the outer equivalence classes listed in Group II
are mutually ∼ME-equivalent.
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Figure 8. Group IV
Proof. In every case the given graph defines an irreducible SFT, and hence by
[Fra84] (see also [Sør13]), since we know that the Bowen-Franks groups are the
same in each outer equivalence class, we just need to check — which is easily done
— that the signs of the determinants match up. 
This observation contains the result that indeed the ≡O-classes coincide with the
∼CE-classes and ∼ME-classes as well as the classes with stably isomorphic graph
C∗-algebras. The explanation of the lack of success of our approach to establish
elementary equivalence through simple graphs is that since the graphs have so many
edges, there is not room for enough row or column additions to pass from one to
another. Indeed, all the graphs in each outer equivalence class turn out to be
≡I,5-equivalent.
Observation 7.17. The graphs in Group III are ∼CE-equivalent without being
∼ME-equivalent. The graphs in the outer equivalence classes listed in Group IV fail
to be ∼CE-equivalent, yet produce stably isomorphic C∗-algebras.
Proof. For the first claim, we see that the two graphs given are clearly move equiv-
alent to the graph given by the matrix (2) and its Cuntz splice. For the second,
we note that we get the four graphs considered in Examples 5.10, 6.5, 6.9 after
applying Move (Col) to the unique regular vertex not supporting a loop. 
Combining these results, we get
Observation 7.18. The 3044 different simple graphs with four vertices are divided
into 210 different ∼ME-classes and 209 different ∼CE-classes. They define a total
of 207 different graph C∗-algebras, identified up to stable isomorphism.
The number of different Leavitt path algebras (say with k = C) defined, identified
up to Morita equivalence, is not known, but must be in the range {207, 208, 209, 210}
since for all the graphs giving isomorphic stabilized C∗-algebras except the ones in
Group III and IV we have established ∼ME , which implies Morita equivalence of
the Levitt path algebras as well.
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