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Abstract
Intermittent maps of Pomeau-Manneville type are well-studied in one-
dimension, and also in higher dimensions if the map happens to be Markov.
In general, the nonconformality of multidimensional intermittent maps repre-
sents a challenge that up to now is only partially addressed. We show how to
prove sharp polynomial bounds on decay of correlations for a class of multi-
dimensional intermittent maps. In addition we show that the optimal results
on statistical limit laws for one-dimensional intermittent maps hold also for
the maps considered here. This includes the (functional) central limit theorem
and local limit theorem, Berry-Esseen estimates, large deviation estimates, and
convergence to stable laws and Le´vy processes.
1 Introduction
Intermittent maps were introduced by Pomeau & Manneville [45] as a model for
turbulence. These are maps that are uniformly expanding except for the presence
of neutral fixed points. In the smooth ergodic theory literature, they have provided
the archetypal examples of nonuniformly expanding dynamical systems. For one-
dimensional intermittent maps, [49] studied the invariant densities in the case when
the map is Markov with respect to a suitable partition, and the nonMarkovian case
was analysed in [52].
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The paper of Liverani, Saussol & Vaienti [36] set out to study the statistical
properties of one-dimensional intermittent maps by considering the simplest possible
example f : [0, 1]→ [0, 1], namely
f(x) =
{
x(1 + 2γxγ), 0 ≤ x ≤ 1
2
2x− 1, 1
2
< x ≤ 1 . (1.1)
Here γ > 0 is a real parameter. For γ ∈ (0, 1), there is a unique absolutely continuous
probability measure µ. Let ρv,w(n) =
∫
v w ◦ fn dµ − ∫ v dµ ∫ w dµ. By [28, 51],
ρv,w(n) = O(n
−( 1
γ
−1)) for v Ho¨lder and w ∈ L∞ and this decay rate is optimal [21, 47].
For γ ∈ (0, 1
2
), the central limit theorem (CLT) holds for Ho¨lder observables by [36, 51]
as does the functional CLT [39]. Berry-Esseen estimates and local limit theorems
were obtained in [23]. When γ ∈ [1
2
, 1), the CLT fails for Ho¨lder observables that are
nonzero at x = 0; stable laws were proved in this situation by [22] and their functional
versions hold by [44].
In addition, for γ ∈ (0, 1), sharp results on large deviations and convergence of
moments were obtained in [14, 25, 38, 40, 42].
Although [36] initially focused on the specific maps (1.1), the results described
above have by now been shown to hold for very general classes of one-dimensional
intermittent maps and extend to many two-dimensional examples in cases when the
map f is Markov. In such cases, the standard approach is to construct an induced
map F with infinitely many branches and to deduce quasicompactness properties of
the transfer operator for F acting on a suitable function space. In the Markov case, it
is natural to consider observables that are Ho¨lder with respect to a symbolic metric;
in the one-dimensional case, one can consider observables of bounded variation.
Currently, multidimensional intermittent maps are poorly understood in general.
The aim of this paper is to approach the problem of multidimensional intermittent
maps in the same spirit that [36] approached one-dimensional intermittent maps,
focusing on some simple examples that exhibit all the problematic features: multidi-
mensional, intermittent, nonconformal, nonMarkovian. Our counterpart of the fam-
ily (1.1) is the family of maps f : [0, 1]×T→ [0, 1]×T with f(x, θ) = (f1(x, θ), f2(θ)),
where
f1(x, θ) =
{
x(1 + xγu(x, θ)), 0 ≤ x ≤ 3
4
4x− 3, 3
4
< x ≤ 1 , f2(θ) = 4θ mod 1. (1.2)
Here, γ > 0 and there are constraints on u as described in Section 2. As in [36], we
assume that the map is everywhere expanding except at the neutral invariant circle
{0}×T. These maps have 8 branches; again as in [36] half of the branches are linear.
Typically the remaining branches are not full and there is no Markovian structure.
Moreover, the maps expand polynomially in x and exponentially in θ and hence are
highly nonconformal.
2
For the maps (1.2), we obtain almost identical results to the ones described above
for the one-dimensional maps (1.1). The only difference is the class of observables. For
v ∈ C1 and w ∈ L∞ we obtain the sharp upper bound ρv,w(n) = O(n−(
1
γ
−1)), and we
obtain optimal results on the CLT and stable laws (and their functional versions) as
well as large deviations and convergence of moments for observables in BV (bounded
variation).
Remark 1.1 It is an easy but tedious exercise to extend to cases where θ is of general
dimension and f2 : Td−1 → Td−1 is a general smooth uniformly expanding map with
worst expansion sufficiently large (strictly larger than 3 suffices when d = 2), but we
restrict to the current situation for readability.
A notationally simpler example would have f2(θ) = 2θ mod 1, but it is well-known
that the extra expansion is useful in higher dimensions.
Previously, a large class of multidimensional intermittent maps was considered
in [29, 30] using quasi-Ho¨lder spaces of observables. In particular, [29] obtained
results on existence of absolutely continuous invariant measures, but it was convenient
to consider maps that were close to conformal. For statistical limit laws it seems
that the quasi-Ho¨lder space handles nonconformality of multidimensional maps quite
poorly. A more recent paper [6] obtains almost optimal, but still nonoptimal, results
on decay of correlations for the maps in [29, 30]. Moreover, the methods in [6] do not
seem to apply to the maps (1.2) considered here.
The paper [35] sets out a general approach to multidimensional uniformly expand-
ing maps with infinitely many branches. This method could in principle be applied
to the first return maps F mentioned below. However, the assumptions therein do
not hold for the examples in [29, 30] nor the examples (1.2). (Condition 4 in [35] fails
due to the lack of nonconformality; the condition has the form lim→0A = 0 but in
our examples A =∞ for  > 0.)
The method in this paper starts off, as usual, by constructing a convenient first
return map F : Y → Y , and from then on is a hybrid of two standard methods.
Reinducing enables us to model f by a Young tower with polynomial tails, leading to
existence of absolutely continuous invariant measures and a spectral decomposition.
For γ ∈ (0, 1
2
), this already yields a number of statistical limit laws. Combining
the information on invariant measures with bounded variation methods for F , we
obtain sharp upper and lower polynomial bounds on decay of correlations, as well as
convergence to stable laws and Le´vy processes.
This hybrid method bypasses many of the problem associated with multi-
dimensional BV (the function space is not contained in L∞; supports of invariant
densities need not a priori have interior; certain aperiodicity assumptions are hard to
verify).
The reinducing step, Lemma 4.1 below, makes use of recent work [16] based on
the method of standard pairs [7, 15], and gives precise joint control on the first return
time to Y and the reinducing return time (denoted respectively as ϕ and ρ below).
3
As already noted, the reinducing approach adopted in [6] seems not applicable for
the examples in this paper and in any case gives much less control on return times.
The remainder of this paper is structured as follows. In Section 2, we give a
precise description of the class of examples (1.2) and construct a convenient first
return map F . Section 3 contains explicit calculations for our examples such as
estimates for the return time and distortion bounds for F . In Section 4, we derive
mixing properties of f and F and results on aperiodicity, as well as certain statistical
limit laws.
Section 5 contains functional analytic estimates in BV. In Section 6, focusing on
observables supported in Y , we obtain sharp lower bounds of correlations for γ < 1.
In Section 7, we show for γ < 1 that optimal bounds on decay of correlations hold
for observables supported on the full phase space. In Section 8, we show convergence
to stable laws and Le´vy processes for γ ∈ [1
2
, 1).
Notation We use the “big O” and notation interchangeably, writing an = O(bn)
or an  bn if there is a constant C > 0 such that an ≤ Cbn for all n ≥ 1. Also,
an = o(bn) as n → ∞ means that limn→∞ an/bn = 0 and an ∼ bn as n → ∞ means
that limn→∞ an/bn = 1.
We set D = {z ∈ C : |z| ≤ 1}. Throughout, | · | denotes Euclidean distance.
2 A class of two-dimensional maps
Let T = R/Z. We consider maps f : [0, 1] × T → [0, 1] × T of the form
f(x, θ) = (f1(x, θ), f2(θ)), where f1 : [0, 1]× T → [0, 1] is a (not necessarily Markov)
nonuniformly expanding map for each θ. Specifically, we assume that f is as in (1.2)
where γ > 0, and u : [0, 3
4
] × T → (0,∞) is a positive C2 function satisfying
u(0, θ) ≡ c > 0. (Implicitly, it is assumed that x(1 + xγu(x, θ)) ≤ 1 for all x ∈ [0, 3
4
],
θ ∈ T.) In addition, we assume that |(Df)(x,θ)v| ≥ |v| for all (x, θ) ∈ [0, 34 ] × T,
v ∈ R2.
In particular, f is an everywhere expanding map with a neutral invariant circle
{x = 0}, and f is uniformly expanding on [δ, 1] × T for all δ > 0. Also, f1(34 , θ) > 34
for θ ∈ T. For definiteness, we suppose that f1(34 , θ) > 1516 for θ ∈ T. Our final
assumption is that u is sufficiently close to constant, see Remarks 3.3 and 5.6.
In general, f : [0, 1]× T→ [0, 1]× T is neither onto nor Markov. Define
Xi = {(x, θ) ∈ [0, 1]× T : 0 ≤ x ≤ f1(34 , i+θ4 )} = f([0, 34 ]× [ i4 , i+14 ]), i = 0, 1, 2, 3.
Then X =
⋃3
i=0Xi is an invariant set for f and f(X) = X.
We induce on the set Y = ([3
4
, 1] × T) ∩ X. Let ϕ : Y → Z+ be the first return
time, with first return map F = fϕ : Y → Y . The sets
Yn,j = {(y, θ) ∈ Y : ϕ(y, θ) = n : (j − 1)/4n < θ < j/4n}, n ≥ 1, 1 ≤ j ≤ 4n,
4
b
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Figure 1: The maps f and F for fixed θ. The letter b denotes f1(
3
4
, θ)
form a (mod 0) partition α of Y . Note that F : a→ Fa is a diffeomorphism for each
a ∈ α. We have
Y1,j = {(y, θ) ∈ Y : 1516 < y < f1(34), (j − 1)/4 < θ < j/4}. (2.1)
Also, FYn,j ∈ {([34 , 1] × T) ∩ Xi}3i=0 for n ≥ 2. In particular, F has finitely many
images, i.e. {Fa : a ∈ α} is finite.
Figure 1 is a sketch of f(·, θ) and F (·, θ) for θ fixed. Figure 2 is a schematic picture
of the partition α = {Yn,j : n ≥ 1, 1 ≤ j ≤ 4n}.
Proposition 2.1 |(DF )(y,θ)v| ≥ 4|v| for all (y, θ) ∈ Y , v ∈ R2.
Proof We have Df =
(
4 0
0 4
)
on Y and |(Df)v| ≥ |v| on X.
Proposition 2.2 f : X → X is topologically exact: for any nonempty open subset
U ⊂ X, there exists n ≥ 0 such that fnU ⊃ X \ {x = 0}.
Proof It suffices to consider rectangles U = U1 × U2 where U1 ⊂ [0, 1], U2 ⊂ T are
intervals. Let pi : [0, 1]×T→ [0, 1] be projection onto the first coordinate. Note that
For any (x, θ) ∈ (0, 3
4
)× T, there exists n ≥ 1 such that pifn(x, θ) > 3
4
. (2.2)
If 3
4
∈ piU , then 0 ∈ pifU . Since 0 is a fixed point and f1 is continuous on [0, 34 ]×T,
it follows from (2.2) that (0, 3
4
] ⊂ pifnU for all n sufficiently large. Also f2 : T → T
is continuous and uniformly expanding, so it is immediate that (0, 3
4
]× T ⊂ fnU for
some n and hence that fn+1U ⊃ X \ {x = 0}.
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<latexit sha1_base64="wGZjXxk+8AhgYeXCRAlHqxYeFoQ=">AAAB7nicbZD LSgMxFIbP1Futt6pLN9EiuJAyEUFXUnDjsoK9SDuUTJppQzOZkGSUMhR8BTcuFHHr87jzbUwvC239IfDx/+eQc06oBDfW97+93NLyyupafr2wsbm1vVPc3aubJNWU 1WgiEt0MiWGCS1az3ArWVJqROBSsEQ6ux3njgWnDE3lnh4oFMelJHnFKrLMa950Mn56POsWSX/YnQouAZ1CqHD6KJwCodopf7W5C05hJSwUxpoV9ZYOMaMupYKNCO zVMETogPdZyKEnMTJBNxh2hY+d0UZRo96RFE/d3R0ZiY4Zx6CpjYvtmPhub/2Wt1EaXQcalSi2TdPpRlApkEzTeHXW5ZtSKoQNCNXezItonmlDrLlRwR8DzKy9C/a yM/TK+xaXKFUyVhwM4ghPAcAEVuIEq1IDCAJ7hFd485b14797HtDTnzXr24Y+8zx/fopC+</latexit><latexit sha1_base64="ohSRnrKP0v6M76b9yB63bkh5vow=">AAAB7nicbZB LSwMxFIXv1Fetr6pLN9EiuJAyKYKupNCNywr2Ie1QMmmmDc1khiSjlKEL165c6EIRt/4ed/4b08dCWw8EPs65l9x7/VhwbVz328ksLa+srmXXcxubW9s7+d29uo4S RVmNRiJSTZ9oJrhkNcONYM1YMRL6gjX8QWWcN+6Y0jySN2YYMy8kPckDTomxVuO2k+LTs1EnX3CL7kRoEfAMCuXDe/FYeX6odvJf7W5Ek5BJQwXRuoXd2HgpUYZTw Ua5dqJZTOiA9FjLoiQh0146GXeEjq3TRUGk7JMGTdzfHSkJtR6Gvq0Mienr+Wxs/pe1EhNceCmXcWKYpNOPgkQgE6Hx7qjLFaNGDC0QqridFdE+UYQae6GcPQKeX3 kR6qUidov4GhfKlzBVFg7gCE4AwzmU4QqqUAMKA3iCV3hzYufFeXc+pqUZZ9azD3/kfP4AuzCSIg==</latexit><latexit sha1_base64="ohSRnrKP0v6M76b9yB63bkh5vow=">AAAB7nicbZB LSwMxFIXv1Fetr6pLN9EiuJAyKYKupNCNywr2Ie1QMmmmDc1khiSjlKEL165c6EIRt/4ed/4b08dCWw8EPs65l9x7/VhwbVz328ksLa+srmXXcxubW9s7+d29uo4S RVmNRiJSTZ9oJrhkNcONYM1YMRL6gjX8QWWcN+6Y0jySN2YYMy8kPckDTomxVuO2k+LTs1EnX3CL7kRoEfAMCuXDe/FYeX6odvJf7W5Ek5BJQwXRuoXd2HgpUYZTw Ua5dqJZTOiA9FjLoiQh0146GXeEjq3TRUGk7JMGTdzfHSkJtR6Gvq0Mienr+Wxs/pe1EhNceCmXcWKYpNOPgkQgE6Hx7qjLFaNGDC0QqridFdE+UYQae6GcPQKeX3 kR6qUidov4GhfKlzBVFg7gCE4AwzmU4QqqUAMKA3iCV3hzYufFeXc+pqUZZ9azD3/kfP4AuzCSIg==</latexit>
Y1,3
<latexit sha1_base64="9gYtv78t2q9/Q/MtcgBbr/U8VDs=">AAAB7nicbZD LSgMxFIbP1Futt6pLN9EiuJAy0YWupODGZQV7kXYomTTThmYyIckoZSj4Cm5cKOLW53Hn25heFtr6Q+Dj/88h55xQCW6s7397uaXlldW1/HphY3Nre6e4u1c3Saop q9FEJLoZEsMEl6xmuRWsqTQjcShYIxxcj/PGA9OGJ/LODhULYtKTPOKUWGc17jsZPj0fdYolv+xPhBYBz6BUOXwUTwBQ7RS/2t2EpjGTlgpiTAv7ygYZ0ZZTwUaFd mqYInRAeqzlUJKYmSCbjDtCx87poijR7kmLJu7vjozExgzj0FXGxPbNfDY2/8taqY0ug4xLlVom6fSjKBXIJmi8O+pyzagVQweEau5mRbRPNKHWXajgjoDnV16E+l kZ+2V8i0uVK5gqDwdwBCeA4QIqcANVqAGFATzDK7x5ynvx3r2PaWnOm/Xswx95nz/eHZC9</latexit><latexit sha1_base64="OztNQiTjF+K6KAYd/Cz51z0S4/w=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsxEIrCaSxjGAekixhdjKbDJmdXWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7/VhwbVz328ksLa+srmXXcxubW9s7+d29uo4S RVmNRiJSTZ9oJrhkNcONYM1YMRL6gjX8QWWcN+6Y0jySN2YYMy8kPckDTomxVuO2k+LTs1EnX3CL7kRoEfAMCuXDe/FYeX6odvJf7W5Ek5BJQwXRuoXd2HgpUYZTw Ua5dqJZTOiA9FjLoiQh0146GXeEjq3TRUGk7JMGTdzfHSkJtR6Gvq0Mienr+Wxs/pe1EhNceCmXcWKYpNOPgkQgE6Hx7qjLFaNGDC0QqridFdE+UYQae6GcPQKeX3 kR6qUidov4GhfKlzBVFg7gCE4AwzmU4QqqUAMKA3iCV3hzYufFeXc+pqUZZ9azD3/kfP4AuauSIQ==</latexit><latexit sha1_base64="OztNQiTjF+K6KAYd/Cz51z0S4/w=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsxEIrCaSxjGAekixhdjKbDJmdXWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7/VhwbVz328ksLa+srmXXcxubW9s7+d29uo4S RVmNRiJSTZ9oJrhkNcONYM1YMRL6gjX8QWWcN+6Y0jySN2YYMy8kPckDTomxVuO2k+LTs1EnX3CL7kRoEfAMCuXDe/FYeX6odvJf7W5Ek5BJQwXRuoXd2HgpUYZTw Ua5dqJZTOiA9FjLoiQh0146GXeEjq3TRUGk7JMGTdzfHSkJtR6Gvq0Mienr+Wxs/pe1EhNceCmXcWKYpNOPgkQgE6Hx7qjLFaNGDC0QqridFdE+UYQae6GcPQKeX3 kR6qUidov4GhfKlzBVFg7gCE4AwzmU4QqqUAMKA3iCV3hzYufFeXc+pqUZZ9azD3/kfP4AuauSIQ==</latexit>
Y2,1
<latexit sha1_base64="b1IckxOdAggM2PLXUmcv7rAG78s=">AAAB7nicbZD LSgMxFIbP1Futt6pLN9EiuJAy6UZXUnDjsoK9SDuUTJppQzPJkGSUMhR8BTcuFHHr87jzbUwvC239IfDx/+eQc06YCG6s7397uZXVtfWN/GZha3tnd6+4f9AwKtWU 1akSSrdCYpjgktUtt4K1Es1IHArWDIfXk7z5wLThSt7ZUcKCmPQljzgl1lnN+25WOcfjbrHkl/2p0DLgOZSqx4/iCQBq3eJXp6doGjNpqSDGtLGf2CAj2nIq2LjQS Q1LCB2SPms7lCRmJsim447RqXN6KFLaPWnR1P3dkZHYmFEcusqY2IFZzCbmf1k7tdFlkHGZpJZJOvsoSgWyCk12Rz2uGbVi5IBQzd2siA6IJtS6CxXcEfDiysvQqJ SxX8a3uFS9gpnycAQncAYYLqAKN1CDOlAYwjO8wpuXeC/eu/cxK815855D+CPv8wfcmpC8</latexit><latexit sha1_base64="hsXrYr1whRXx+xHt1nT52abdHEI=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTspImVBNJYRjAPSZYwO5lNhszOLjOzSlhSWFtZaKGIrb/Hzn/j5FFo4oGBj3PuZe69fiy4Nq777WRWVtfWN7Kbua3tnd29/P5BQ0eJ oqxOIxGplk80E1yyuuFGsFasGAl9wZr+sDrJm3dMaR7JGzOKmReSvuQBp8RYq3nbTUvneNzNF9yiOxVaBjyHQuX4XjxWnx9q3fxXpxfRJGTSUEG0bmM3Nl5KlOFUs HGuk2gWEzokfda2KEnItJdOxx2jU+v0UBAp+6RBU/d3R0pCrUehbytDYgZ6MZuY/2XtxAQXXsplnBgm6eyjIBHIRGiyO+pxxagRIwuEKm5nRXRAFKHGXihnj4AXV1 6GRqmI3SK+xoXKJcyUhSM4gTPAUIYKXEEN6kBhCE/wCm9O7Lw4787HrDTjzHsO4Y+czx+4KJIg</latexit><latexit sha1_base64="hsXrYr1whRXx+xHt1nT52abdHEI=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTspImVBNJYRjAPSZYwO5lNhszOLjOzSlhSWFtZaKGIrb/Hzn/j5FFo4oGBj3PuZe69fiy4Nq777WRWVtfWN7Kbua3tnd29/P5BQ0eJ oqxOIxGplk80E1yyuuFGsFasGAl9wZr+sDrJm3dMaR7JGzOKmReSvuQBp8RYq3nbTUvneNzNF9yiOxVaBjyHQuX4XjxWnx9q3fxXpxfRJGTSUEG0bmM3Nl5KlOFUs HGuk2gWEzokfda2KEnItJdOxx2jU+v0UBAp+6RBU/d3R0pCrUehbytDYgZ6MZuY/2XtxAQXXsplnBgm6eyjIBHIRGiyO+pxxagRIwuEKm5nRXRAFKHGXihnj4AXV1 6GRqmI3SK+xoXKJcyUhSM4gTPAUIYKXEEN6kBhCE/wCm9O7Lw4787HrDTjzHsO4Y+czx+4KJIg</latexit>
Y2,2
<latexit sha1_base64="O+SEtTidaNZbJkwF9/Nf/CJMcyE=">AAAB7nicbZC 7SgNBFIbPxluMt6ilzWgQLCTsptFKAjaWEcxFkiXMTmaTIbOzy8xZJSwBX8HGQhFbn8fOt3FyKTTxh4GP/z+HOecEiRQGXffbya2srq1v5DcLW9s7u3vF/YOGiVPN eJ3FMtatgBouheJ1FCh5K9GcRoHkzWB4PcmbD1wbEas7HCXcj2hfiVAwitZq3nezynll3C2W3LI7FVkGbw6l6vGjfAKAWrf41enFLI24QiapMW3PTdDPqEbBJB8XO qnhCWVD2udti4pG3PjZdNwxObVOj4Sxtk8hmbq/OzIaGTOKAlsZURyYxWxi/pe1Uwwv/UyoJEWu2OyjMJUEYzLZnfSE5gzlyAJlWthZCRtQTRnaCxXsEbzFlZehUS l7btm79UrVK5gpD0dwAmfgwQVU4QZqUAcGQ3iGV3hzEufFeXc+ZqU5Z95zCH/kfP4A3h+QvQ==</latexit><latexit sha1_base64="0wBay8pPn869d/HOf3Swr6cVPmo=">AAAB7nicbZC 7SwNBEMbnfMb4ilrarAbBQsJdGq0kkMYygnlIcoS9zSZZsrd37M4p4UhhbWWhhSK2/j12/jduHoUmfrDw4/tm2JkJYikMuu63s7S8srq2ntnIbm5t7+zm9vZrJko0 41UWyUg3Amq4FIpXUaDkjVhzGgaS14NBeZzX77g2IlI3OIy5H9KeEl3BKFqrfttOi2fFUTuXdwvuRGQRvBnkS0f38rH8/FBp575anYglIVfIJDWm6bkx+inVKJjko 2wrMTymbEB7vGlR0ZAbP52MOyIn1umQbqTtU0gm7u+OlIbGDMPAVoYU+2Y+G5v/Zc0Euxd+KlScIFds+lE3kQQjMt6ddITmDOXQAmVa2FkJ61NNGdoLZe0RvPmVF6 FWLHhuwbv28qVLmCoDh3AMp+DBOZTgCipQBQYDeIJXeHNi58V5dz6mpUvOrOcA/sj5/AG5rZIh</latexit><latexit sha1_base64="0wBay8pPn869d/HOf3Swr6cVPmo=">AAAB7nicbZC 7SwNBEMbnfMb4ilrarAbBQsJdGq0kkMYygnlIcoS9zSZZsrd37M4p4UhhbWWhhSK2/j12/jduHoUmfrDw4/tm2JkJYikMuu63s7S8srq2ntnIbm5t7+zm9vZrJko0 41UWyUg3Amq4FIpXUaDkjVhzGgaS14NBeZzX77g2IlI3OIy5H9KeEl3BKFqrfttOi2fFUTuXdwvuRGQRvBnkS0f38rH8/FBp575anYglIVfIJDWm6bkx+inVKJjko 2wrMTymbEB7vGlR0ZAbP52MOyIn1umQbqTtU0gm7u+OlIbGDMPAVoYU+2Y+G5v/Zc0Euxd+KlScIFds+lE3kQQjMt6ddITmDOXQAmVa2FkJ61NNGdoLZe0RvPmVF6 FWLHhuwbv28qVLmCoDh3AMp+DBOZTgCipQBQYDeIJXeHNi58V5dz6mpUvOrOcA/sj5/AG5rZIh</latexit>
Y2,3
<latexit sha1_base64="8OGKUahBgYgoOVRAg2ec8B+Lf70=">AAAB7nicbZC 7SgNBFIbPeo3xFrW0GQ2ChYTdWGglARvLCOYiyRJmJ7PJkNnZZeasEpaAr2BjoYitz2Pn2zi5FJr4w8DH/5/DnHOCRAqDrvvtLC2vrK6t5zbym1vbO7uFvf26iVPN eI3FMtbNgBouheI1FCh5M9GcRoHkjWBwPc4bD1wbEas7HCbcj2hPiVAwitZq3Hey8tn5qFMouiV3IrII3gyKlaNH+QQA1U7hq92NWRpxhUxSY1qem6CfUY2CST7Kt 1PDE8oGtMdbFhWNuPGzybgjcmKdLgljbZ9CMnF/d2Q0MmYYBbYyotg389nY/C9rpRhe+plQSYpcselHYSoJxmS8O+kKzRnKoQXKtLCzEtanmjK0F8rbI3jzKy9CvV zy3JJ36xUrVzBVDg7hGE7BgwuowA1UoQYMBvAMr/DmJM6L8+58TEuXnFnPAfyR8/kD36SQvg==</latexit><latexit sha1_base64="Pb9h7hfVHtbdDwwWVq/25LXHguM=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsxkIrCaSxjGAekixhdjKbDJmdHWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDuzKSIg==</latexit><latexit sha1_base64="Pb9h7hfVHtbdDwwWVq/25LXHguM=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsxkIrCaSxjGAekixhdjKbDJmdHWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDuzKSIg==</latexit>
Y2,4
<latexit sha1_base64="1ylMK8izqnDW/OG9YjtjwQCuIDk=">AAAB7nicbZD LSgMxFIbPeK31VnXpJloEF1JmiqArKbhxWcFepB1KJs20oZnMkJxRylDwFdy4UMStz+POtzG9LLT1h8DH/59DzjlBIoVB1/12lpZXVtfWcxv5za3tnd3C3n7dxKlm vMZiGetmQA2XQvEaCpS8mWhOo0DyRjC4HueNB66NiNUdDhPuR7SnRCgYRWs17jtZ+ex81CkU3ZI7EVkEbwbFytGjfAKAaqfw1e7GLI24QiapMS3PTdDPqEbBJB/l2 6nhCWUD2uMti4pG3PjZZNwRObFOl4Sxtk8hmbi/OzIaGTOMAlsZUeyb+Wxs/pe1Ugwv/UyoJEWu2PSjMJUEYzLenXSF5gzl0AJlWthZCetTTRnaC+XtEbz5lRehXi 55bsm79YqVK5gqB4dwDKfgwQVU4AaqUAMGA3iGV3hzEufFeXc+pqVLzqznAP7I+fwB4SmQvw==</latexit><latexit sha1_base64="8bVgdO3zam8m5DD+2L5XQB0RE0E=">AAAB7nicbZB LSwMxFIXv1Fetr6pLN9EiuJAyUwRdSaEblxXsQ9qhZNJMG5rJhCSjlKEL165c6EIRt/4ed/4b08dCWw8EPs65l9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDvLeSIw==</latexit><latexit sha1_base64="8bVgdO3zam8m5DD+2L5XQB0RE0E=">AAAB7nicbZB LSwMxFIXv1Fetr6pLN9EiuJAyUwRdSaEblxXsQ9qhZNJMG5rJhCSjlKEL165c6EIRt/4ed/4b08dCWw8EPs65l9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDvLeSIw==</latexit>
Y2,5
<latexit sha1_base64="2l/cGjnumA0SPXSYViPYme+ptdA=">AAAB7nicbZD LSgMxFIbPeK31VnXpJloEF1JmCqIrKbhxWcFepB1KJs20oZnMkJxRylDwFdy4UMStz+POtzG9LLT1h8DH/59DzjlBIoVB1/12lpZXVtfWcxv5za3tnd3C3n7dxKlm vMZiGetmQA2XQvEaCpS8mWhOo0DyRjC4HueNB66NiNUdDhPuR7SnRCgYRWs17jtZ+ex81CkU3ZI7EVkEbwbFytGjfAKAaqfw1e7GLI24QiapMS3PTdDPqEbBJB/l2 6nhCWUD2uMti4pG3PjZZNwRObFOl4Sxtk8hmbi/OzIaGTOMAlsZUeyb+Wxs/pe1Ugwv/UyoJEWu2PSjMJUEYzLenXSF5gzl0AJlWthZCetTTRnaC+XtEbz5lRehXi 55bsm79YqVK5gqB4dwDKfgwQVU4AaqUAMGA3iGV3hzEufFeXc+pqVLzqznAP7I+fwB4q6QwA==</latexit><latexit sha1_base64="IGxzwuDIYegsbp5lvpDvzL7RgvE=">AAAB7nicbZB LSwMxFIXv1Fetr6pLN9EiuJAyUxBdSaEblxXsQ9qhZNJMG5rJhCSjlKEL165c6EIRt/4ed/4b08dCWw8EPs65l9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDvjySJA==</latexit><latexit sha1_base64="IGxzwuDIYegsbp5lvpDvzL7RgvE=">AAAB7nicbZB LSwMxFIXv1Fetr6pLN9EiuJAyUxBdSaEblxXsQ9qhZNJMG5rJhCSjlKEL165c6EIRt/4ed/4b08dCWw8EPs65l9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDvjySJA==</latexit>
Y2,16
<latexit sha1_base64="MLeU8yLcmB1pR5QJrzgcDAwGnZI=">AAAB73icbZD LSgMxFIbP1Futt6pLN9EiuJAy6UJdScGNywr2Iu1QMmmmDc1kxiSjlGHAZ3DjQhG3vo4738b0stDWHwIf/38OOef4seDauO63k1taXlldy68XNja3tneKu3sNHSWK sjqNRKRaPtFMcMnqhhvBWrFiJPQFa/rDq3HefGBK80jemlHMvJD0JQ84JcZarbtuWjnFZ1m3WHLL7kRoEfAMStXDR/EEALVu8avTi2gSMmmoIFq3sRsbLyXKcCpYV ugkmsWEDkmftS1KEjLtpZN5M3RsnR4KImWfNGji/u5ISaj1KPRtZUjMQM9nY/O/rJ2Y4MJLuYwTwySdfhQkApkIjZdHPa4YNWJkgVDF7ayIDogi1NgTFewR8PzKi9 ColLFbxje4VL2EqfJwAEdwAhjOoQrXUIM6UBDwDK/w5tw7L8678zEtzTmznn34I+fzB1VpkPw=</latexit><latexit sha1_base64="gRZt+rMeYzUkZlT6LKNwj96BwQ8=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImXagrKXTjsoJ9SDuUTJppQzOZMckoZejCtTtBXCji1r/jzn9j+lho64HAxzn3knuvHwuujet+OwuLS8srq5m17PrG5tZ2bme3pqNE UValkYhUwyeaCS5Z1XAjWCNWjIS+YHW/Xx7l9TumNI/ktRnEzAtJV/KAU2Ks1bhpp8UTfDps5/JuwR0LzQOeQr50cC8ey88PlXbuq9WJaBIyaaggWjexGxsvJcpwK tgw20o0iwntky5rWpQkZNpLx/MO0ZF1OiiIlH3SoLH7uyMlodaD0LeVITE9PZuNzP+yZmKCcy/lMk4Mk3TyUZAIZCI0Wh51uGLUiIEFQhW3syLaI4pQY0+UtUfAsy vPQ61YwG4BX+F86QImysA+HMIxYDiDElxCBapAQcATvMKbc+u8OO/Ox6R0wZn27MEfOZ8/MPeSYA==</latexit><latexit sha1_base64="gRZt+rMeYzUkZlT6LKNwj96BwQ8=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImXagrKXTjsoJ9SDuUTJppQzOZMckoZejCtTtBXCji1r/jzn9j+lho64HAxzn3knuvHwuujet+OwuLS8srq5m17PrG5tZ2bme3pqNE UValkYhUwyeaCS5Z1XAjWCNWjIS+YHW/Xx7l9TumNI/ktRnEzAtJV/KAU2Ks1bhpp8UTfDps5/JuwR0LzQOeQr50cC8ey88PlXbuq9WJaBIyaaggWjexGxsvJcpwK tgw20o0iwntky5rWpQkZNpLx/MO0ZF1OiiIlH3SoLH7uyMlodaD0LeVITE9PZuNzP+yZmKCcy/lMk4Mk3TyUZAIZCI0Wh51uGLUiIEFQhW3syLaI4pQY0+UtUfAsy vPQ61YwG4BX+F86QImysA+HMIxYDiDElxCBapAQcATvMKbc+u8OO/Ox6R0wZn27MEfOZ8/MPeSYA==</latexit>
Y2,6
<latexit sha1_base64="DEZPITNcLTJCxVK1AtjnRIWxqm0=">AAAB7nicbZC 7SgNBFIbPeo3xFrW0GQ2ChYTdFGolARvLCOYiyRJmJ7PJkNnZZeasEpaAr2BjoYitz2Pn2zi5FJr4w8DH/5/DnHOCRAqDrvvtLC2vrK6t5zbym1vbO7uFvf26iVPN eI3FMtbNgBouheI1FCh5M9GcRoHkjWBwPc4bD1wbEas7HCbcj2hPiVAwitZq3Hey8tn5qFMouiV3IrII3gyKlaNH+QQA1U7hq92NWRpxhUxSY1qem6CfUY2CST7Kt 1PDE8oGtMdbFhWNuPGzybgjcmKdLgljbZ9CMnF/d2Q0MmYYBbYyotg389nY/C9rpRhe+plQSYpcselHYSoJxmS8O+kKzRnKoQXKtLCzEtanmjK0F8rbI3jzKy9CvV zy3JJ36xUrVzBVDg7hGE7BgwuowA1UoQYMBvAMr/DmJM6L8+58TEuXnFnPAfyR8/kD5DOQwQ==</latexit><latexit sha1_base64="4mMb4wqetZsV+BkOFegVLmt8TQI=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsplArCaSxjGAekixhdjKbDJmdHWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDv8GSJQ==</latexit><latexit sha1_base64="4mMb4wqetZsV+BkOFegVLmt8TQI=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsplArCaSxjGAekixhdjKbDJmdHWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLp2aiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQkv/JQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86hDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDv8GSJQ==</latexit>
Y2,7
<latexit sha1_base64="2ENBmDNgsVr1M60pLhtpDrE8448=">AAAB7nicbZC 7SgNBFIbPeo3xFrW0GQ2ChYTdNLGSgI1lBHORZAmzk9lkyOzsMnNWCUvAV7CxUMTW57HzbZxcCk38YeDj/89hzjlBIoVB1/12VlbX1jc2c1v57Z3dvf3CwWHDxKlm vM5iGetWQA2XQvE6CpS8lWhOo0DyZjC8nuTNB66NiNUdjhLuR7SvRCgYRWs177tZ+aIy7haKbsmdiiyDN4di9eRRPgFArVv46vRilkZcIZPUmLbnJuhnVKNgko/zn dTwhLIh7fO2RUUjbvxsOu6YnFmnR8JY26eQTN3fHRmNjBlFga2MKA7MYjYx/8vaKYaXfiZUkiJXbPZRmEqCMZnsTnpCc4ZyZIEyLeyshA2opgzthfL2CN7iysvQKJ c8t+TdesXqFcyUg2M4hXPwoAJVuIEa1IHBEJ7hFd6cxHlx3p2PWemKM+85gj9yPn8A5biQwg==</latexit><latexit sha1_base64="BvzOq/EvPjfMW39hAJhky4E4S8A=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTspomVBNJYRjAPSZYwO5lNhszODjOzSlhSWFtZaKGIrb/Hzn/j5FFo4oGBj3PuZe69geRMG9f9djIrq2vrG9nN3Nb2zu5efv+goeNE EVonMY9VK8CaciZo3TDDaUsqiqOA02YwrE7y5h1VmsXixowk9SPcFyxkBBtrNW+7aem8PO7mC27RnQotgzeHQuX4nj9Wnx9q3fxXpxeTJKLCEI61bnuuNH6KlWGE0 3Guk2gqMRniPm1bFDii2k+n447RqXV6KIyVfcKgqfu7I8WR1qMosJURNgO9mE3M/7J2YsILP2VCJoYKMvsoTDgyMZrsjnpMUWL4yAImitlZERlghYmxF8rZI3iLKy 9Do1T03KJ37RUqlzBTFo7gBM7AgzJU4ApqUAcCQ3iCV3hzpPPivDsfs9KMM+85hD9yPn8AwUaSJg==</latexit><latexit sha1_base64="BvzOq/EvPjfMW39hAJhky4E4S8A=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTspomVBNJYRjAPSZYwO5lNhszODjOzSlhSWFtZaKGIrb/Hzn/j5FFo4oGBj3PuZe69geRMG9f9djIrq2vrG9nN3Nb2zu5efv+goeNE EVonMY9VK8CaciZo3TDDaUsqiqOA02YwrE7y5h1VmsXixowk9SPcFyxkBBtrNW+7aem8PO7mC27RnQotgzeHQuX4nj9Wnx9q3fxXpxeTJKLCEI61bnuuNH6KlWGE0 3Guk2gqMRniPm1bFDii2k+n447RqXV6KIyVfcKgqfu7I8WR1qMosJURNgO9mE3M/7J2YsILP2VCJoYKMvsoTDgyMZrsjnpMUWL4yAImitlZERlghYmxF8rZI3iLKy 9Do1T03KJ37RUqlzBTFo7gBM7AgzJU4ApqUAcCQ3iCV3hzpPPivDsfs9KMM+85hD9yPn8AwUaSJg==</latexit>
Y2,8
<latexit sha1_base64="7IJHmhslR2Qq6uDiWC5YVIXi9KM=">AAAB7nicbZC 7SgNBFIbPeo3xFrW0GQ2ChYTdNKaSgI1lBHORZAmzk9lkyOzsMnNWCUvAV7CxUMTW57HzbZxcCk38YeDj/89hzjlBIoVB1/12VlbX1jc2c1v57Z3dvf3CwWHDxKlm vM5iGetWQA2XQvE6CpS8lWhOo0DyZjC8nuTNB66NiNUdjhLuR7SvRCgYRWs177tZ+aIy7haKbsmdiiyDN4di9eRRPgFArVv46vRilkZcIZPUmLbnJuhnVKNgko/zn dTwhLIh7fO2RUUjbvxsOu6YnFmnR8JY26eQTN3fHRmNjBlFga2MKA7MYjYx/8vaKYYVPxMqSZErNvsoTCXBmEx2Jz2hOUM5skCZFnZWwgZUU4b2Qnl7BG9x5WVolE ueW/JuvWL1CmbKwTGcwjl4cAlVuIEa1IHBEJ7hFd6cxHlx3p2PWemKM+85gj9yPn8A5z2Qww==</latexit><latexit sha1_base64="A/XW7ew9lQJUxIODOE5nR/8FC2A=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTspjGVBNJYRjAPSZYwO5lNhszOLDOzSlhSWFtZaKGIrb/Hzn/j5FFo4oGBj3PuZe69QcyZNq777WRWVtfWN7Kbua3tnd29/P5BQ8tE EVonkkvVCrCmnAlaN8xw2ooVxVHAaTMYVid5844qzaS4MaOY+hHuCxYygo21mrfdtHReHnfzBbfoToWWwZtDoXJ8zx+rzw+1bv6r05MkiagwhGOt254bGz/FyjDC6 TjXSTSNMRniPm1bFDii2k+n447RqXV6KJTKPmHQ1P3dkeJI61EU2MoIm4FezCbmf1k7MWHZT5mIE0MFmX0UJhwZiSa7ox5TlBg+soCJYnZWRAZYYWLshXL2CN7iys vQKBU9t+hde4XKJcyUhSM4gTPw4AIqcAU1qAOBITzBK7w5sfPivDsfs9KMM+85hD9yPn8AwsuSJw==</latexit><latexit sha1_base64="A/XW7ew9lQJUxIODOE5nR/8FC2A=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTspjGVBNJYRjAPSZYwO5lNhszOLDOzSlhSWFtZaKGIrb/Hzn/j5FFo4oGBj3PuZe69QcyZNq777WRWVtfWN7Kbua3tnd29/P5BQ8tE EVonkkvVCrCmnAlaN8xw2ooVxVHAaTMYVid5844qzaS4MaOY+hHuCxYygo21mrfdtHReHnfzBbfoToWWwZtDoXJ8zx+rzw+1bv6r05MkiagwhGOt254bGz/FyjDC6 TjXSTSNMRniPm1bFDii2k+n447RqXV6KJTKPmHQ1P3dkeJI61EU2MoIm4FezCbmf1k7MWHZT5mIE0MFmX0UJhwZiSa7ox5TlBg+soCJYnZWRAZYYWLshXL2CN7iys vQKBU9t+hde4XKJcyUhSM4gTPw4AIqcAU1qAOBITzBK7w5sfPivDsfs9KMM+85hD9yPn8AwsuSJw==</latexit>
Y2,9
<latexit sha1_base64="XPw3UWCYcolUQG6NfoyFNsI4Jy0=">AAAB7nicbZC 7SgNBFIbPeo3xFrW0GQ2ChYTdNGojARvLCOYiyRJmJ7PJkNnZZeasEpaAr2BjoYitz2Pn2zi5FJr4w8DH/5/DnHOCRAqDrvvtLC2vrK6t5zbym1vbO7uFvf26iVPN eI3FMtbNgBouheI1FCh5M9GcRoHkjWBwPc4bD1wbEas7HCbcj2hPiVAwitZq3Hey8tnlqFMouiV3IrII3gyKlaNH+QQA1U7hq92NWRpxhUxSY1qem6CfUY2CST7Kt 1PDE8oGtMdbFhWNuPGzybgjcmKdLgljbZ9CMnF/d2Q0MmYYBbYyotg389nY/C9rpRhe+JlQSYpcselHYSoJxmS8O+kKzRnKoQXKtLCzEtanmjK0F8rbI3jzKy9CvV zy3JJ36xUrVzBVDg7hGE7Bg3OowA1UoQYMBvAMr/DmJM6L8+58TEuXnFnPAfyR8/kD6MKQxA==</latexit><latexit sha1_base64="BUabXA5JQBI1+3C7ouwY/744WE0=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsplEbCaSxjGAekixhdjKbDJmdHWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLpxaiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQnP/ZQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86gDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDxFCSKA==</latexit><latexit sha1_base64="BUabXA5JQBI1+3C7ouwY/744WE0=">AAAB7nicbZA 7SwNBFIXvxleMr6ilzWgQLCTsplEbCaSxjGAekixhdjKbDJmdHWZmlbCksLay0EIRW3+Pnf/GyaPQxAMDH+fcy9x7A8mZNq777WSWlldW17LruY3Nre2d/O5eXceJ IrRGYh6rZoA15UzQmmGG06ZUFEcBp41gUBnnjTuqNIvFjRlK6ke4J1jICDbWatx20tLpxaiTL7hFdyK0CN4MCuXDe/5YeX6odvJf7W5MkogKQzjWuuW50vgpVoYRT ke5dqKpxGSAe7RlUeCIaj+djDtCx9bpojBW9gmDJu7vjhRHWg+jwFZG2PT1fDY2/8taiQnP/ZQJmRgqyPSjMOHIxGi8O+oyRYnhQwuYKGZnRaSPFSbGXihnj+DNr7 wI9VLRc4vetVcoX8JUWTiAIzgBD86gDFdQhRoQGMATvMKbI50X5935mJZmnFnPPvyR8/kDxFCSKA==</latexit>
Y2,10
<latexit sha1_base64="rCoCTiKM5mo3Ad3LWIp18FC0wYY=">AAAB73icbZD LSgMxFIbPeK31VnXpJloEF1KSbnQlBTcuK9iLtEPJpJk2NJMZk4xShoLP4MaFIm59HXe+jelloa0/BD7+/xxyzgkSKYzF+NtbWl5ZXVvPbeQ3t7Z3dgt7+3UTp5rx GotlrJsBNVwKxWtWWMmbieY0CiRvBIOrcd544NqIWN3aYcL9iPaUCAWj1lnNu05WPiN41CkUcQlPhBaBzKBYOXqUTwBQ7RS+2t2YpRFXlklqTIvgxPoZ1VYwyUf5d mp4QtmA9njLoaIRN342mXeETpzTRWGs3VMWTdzfHRmNjBlGgauMqO2b+Wxs/pe1Uhte+JlQSWq5YtOPwlQiG6Px8qgrNGdWDh1QpoWbFbE+1ZRZd6K8OwKZX3kR6u USwSVyQ4qVS5gqB4dwDKdA4BwqcA1VqAEDCc/wCm/evffivXsf09Ilb9ZzAH/kff4ATEuQ9g==</latexit><latexit sha1_base64="K5rxWc7o78EB1X56+00R+tEGaLI=">AAAB73icbZB LSwMxFIXv1Fetr6pLN9EiuJAy6UZXUujGZQX7kHYomTTThmYyY5JRytCFa3eCuFDErX/Hnf/G9LHQ1gOBj3PuJfdePxZcG9f9djJLyyura9n13Mbm1vZOfnevrqNE UVajkYhU0yeaCS5ZzXAjWDNWjIS+YA1/UBnnjTumNI/ktRnGzAtJT/KAU2Ks1bzppKVT7I46+YJbdCdCi4BnUCgf3ovHyvNDtZP/ancjmoRMGiqI1i3sxsZLiTKcC jbKtRPNYkIHpMdaFiUJmfbSybwjdGydLgoiZZ80aOL+7khJqPUw9G1lSExfz2dj87+slZjg3Eu5jBPDJJ1+FCQCmQiNl0ddrhg1YmiBUMXtrIj2iSLU2BPl7BHw/M qLUC8VsVvEV7hQvoCpsnAAR3ACGM6gDJdQhRpQEPAEr/Dm3DovzrvzMS3NOLOeffgj5/MHJ9mSWg==</latexit><latexit sha1_base64="K5rxWc7o78EB1X56+00R+tEGaLI=">AAAB73icbZB LSwMxFIXv1Fetr6pLN9EiuJAy6UZXUujGZQX7kHYomTTThmYyY5JRytCFa3eCuFDErX/Hnf/G9LHQ1gOBj3PuJfdePxZcG9f9djJLyyura9n13Mbm1vZOfnevrqNE UVajkYhU0yeaCS5ZzXAjWDNWjIS+YA1/UBnnjTumNI/ktRnGzAtJT/KAU2Ks1bzppKVT7I46+YJbdCdCi4BnUCgf3ovHyvNDtZP/ancjmoRMGiqI1i3sxsZLiTKcC jbKtRPNYkIHpMdaFiUJmfbSybwjdGydLgoiZZ80aOL+7khJqPUw9G1lSExfz2dj87+slZjg3Eu5jBPDJJ1+FCQCmQiNl0ddrhg1YmiBUMXtrIj2iSLU2BPl7BHw/M qLUC8VsVvEV7hQvoCpsnAAR3ACGM6gDJdQhRpQEPAEr/Dm3DovzrvzMS3NOLOeffgj5/MHJ9mSWg==</latexit>
Y2,11
<latexit sha1_base64="YKfmiEIveLVJozAMskMPSMhtVu8=">AAAB73icbZD LSgMxFIbPeK31VnXpJloEF1Im3ehKCm5cVrAXaYeSSTNtaCYZk4xShoLP4MaFIm59HXe+jelloa0/BD7+/xxyzgkTwY31/W9vaXlldW09t5Hf3Nre2S3s7deNSjVl NaqE0s2QGCa4ZDXLrWDNRDMSh4I1wsHVOG88MG24krd2mLAgJj3JI06JdVbzrpOVzzAedQpFv+RPhBYBz6BYOXoUTwBQ7RS+2l1F05hJSwUxpoX9xAYZ0ZZTwUb5d mpYQuiA9FjLoSQxM0E2mXeETpzTRZHS7kmLJu7vjozExgzj0FXGxPbNfDY2/8taqY0ugozLJLVM0ulHUSqQVWi8POpyzagVQweEau5mRbRPNKHWnSjvjoDnV16Eer mE/RK+wcXKJUyVg0M4hlPAcA4VuIYq1ICCgGd4hTfv3nvx3r2PaemSN+s5gD/yPn8ATdCQ9w==</latexit><latexit sha1_base64="BBi5iPzBX720GuQEACICZ5N6AVg=">AAAB73icbZB LSwMxFIXv1Fetr6pLN9EiuJAy6UZXUujGZQX7kHYomTTThmYyY5JRytCFa3eCuFDErX/Hnf/G9LHQ1gOBj3PuJfdePxZcG9f9djJLyyura9n13Mbm1vZOfnevrqNE UVajkYhU0yeaCS5ZzXAjWDNWjIS+YA1/UBnnjTumNI/ktRnGzAtJT/KAU2Ks1bzppKVTjEedfMEtuhOhRcAzKJQP78Vj5fmh2sl/tbsRTUImDRVE6xZ2Y+OlRBlOB Rvl2olmMaED0mMti5KETHvpZN4ROrZOFwWRsk8aNHF/d6Qk1HoY+rYyJKav57Ox+V/WSkxw7qVcxolhkk4/ChKBTITGy6MuV4waMbRAqOJ2VkT7RBFq7Ily9gh4fu VFqJeK2C3iK1woX8BUWTiAIzgBDGdQhkuoQg0oCHiCV3hzbp0X5935mJZmnFnPPvyR8/kDKV6SWw==</latexit><latexit sha1_base64="BBi5iPzBX720GuQEACICZ5N6AVg=">AAAB73icbZB LSwMxFIXv1Fetr6pLN9EiuJAy6UZXUujGZQX7kHYomTTThmYyY5JRytCFa3eCuFDErX/Hnf/G9LHQ1gOBj3PuJfdePxZcG9f9djJLyyura9n13Mbm1vZOfnevrqNE UVajkYhU0yeaCS5ZzXAjWDNWjIS+YA1/UBnnjTumNI/ktRnGzAtJT/KAU2Ks1bzppKVTjEedfMEtuhOhRcAzKJQP78Vj5fmh2sl/tbsRTUImDRVE6xZ2Y+OlRBlOB Rvl2olmMaED0mMti5KETHvpZN4ROrZOFwWRsk8aNHF/d6Qk1HoY+rYyJKav57Ox+V/WSkxw7qVcxolhkk4/ChKBTITGy6MuV4waMbRAqOJ2VkT7RBFq7Ily9gh4fu VFqJeK2C3iK1woX8BUWTiAIzgBDGdQhkuoQg0oCHiCV3hzbp0X5935mJZmnFnPPvyR8/kDKV6SWw==</latexit>
Y2,12
<latexit sha1_base64="sK3kos/JFIv+30ZFcNwjaDTAPx8=">AAAB73icbZD LSgMxFIbPeK31VnXpJloEF1Im3ehKCm5cVrAXaYeSSTNtaCYZk4xShoLP4MaFIm59HXe+jelloa0/BD7+/xxyzgkTwY31/W9vaXlldW09t5Hf3Nre2S3s7deNSjVl NaqE0s2QGCa4ZDXLrWDNRDMSh4I1wsHVOG88MG24krd2mLAgJj3JI06JdVbzrpOVz3B51CkU/ZI/EVoEPINi5ehRPAFAtVP4ancVTWMmLRXEmBb2ExtkRFtOBRvl2 6lhCaED0mMth5LEzATZZN4ROnFOF0VKuyctmri/OzISGzOMQ1cZE9s389nY/C9rpTa6CDIuk9QySacfRalAVqHx8qjLNaNWDB0QqrmbFdE+0YRad6K8OwKeX3kR6u US9kv4BhcrlzBVDg7hGE4BwzlU4BqqUAMKAp7hFd68e+/Fe/c+pqVL3qznAP7I+/wBT1WQ+A==</latexit><latexit sha1_base64="KWQ1XqtQRcC7dRFEHV4aJDuMFzQ=">AAAB73icbZB LSwMxFIXv1Fetr6pLN9EiuJAy6UZXUujGZQX7kHYomTTThmYyY5JRytCFa3eCuFDErX/Hnf/G9LHQ1gOBj3PuJfdePxZcG9f9djJLyyura9n13Mbm1vZOfnevrqNE UVajkYhU0yeaCS5ZzXAjWDNWjIS+YA1/UBnnjTumNI/ktRnGzAtJT/KAU2Ks1bzppKVTXBp18gW36E6EFgHPoFA+vBePleeHaif/1e5GNAmZNFQQrVvYjY2XEmU4F WyUayeaxYQOSI+1LEoSMu2lk3lH6Ng6XRREyj5p0MT93ZGSUOth6NvKkJi+ns/G5n9ZKzHBuZdyGSeGSTr9KEgEMhEaL4+6XDFqxNACoYrbWRHtE0WosSfK2SPg+Z UXoV4qYreIr3ChfAFTZeEAjuAEMJxBGS6hCjWgIOAJXuHNuXVenHfnY1qacWY9+/BHzucPKuOSXA==</latexit><latexit sha1_base64="KWQ1XqtQRcC7dRFEHV4aJDuMFzQ=">AAAB73icbZB LSwMxFIXv1Fetr6pLN9EiuJAy6UZXUujGZQX7kHYomTTThmYyY5JRytCFa3eCuFDErX/Hnf/G9LHQ1gOBj3PuJfdePxZcG9f9djJLyyura9n13Mbm1vZOfnevrqNE UVajkYhU0yeaCS5ZzXAjWDNWjIS+YA1/UBnnjTumNI/ktRnGzAtJT/KAU2Ks1bzppKVTXBp18gW36E6EFgHPoFA+vBePleeHaif/1e5GNAmZNFQQrVvYjY2XEmU4F WyUayeaxYQOSI+1LEoSMu2lk3lH6Ng6XRREyj5p0MT93ZGSUOth6NvKkJi+ns/G5n9ZKzHBuZdyGSeGSTr9KEgEMhEaL4+6XDFqxNACoYrbWRHtE0WosSfK2SPg+Z UXoV4qYreIr3ChfAFTZeEAjuAEMJxBGS6hCjWgIOAJXuHNuXVenHfnY1qacWY9+/BHzucPKuOSXA==</latexit>
Y2,13
<latexit sha1_base64="xj1MEzkbnTn+DDw0tiNx6b1BPKw=">AAAB73icbZD LSgMxFIbP1Futt6pLN9EiuJAyqQtdScGNywr2Iu1QMmmmDc1kxiSjlGHAZ3DjQhG3vo4738b0stDWHwIf/38OOef4seDauO63k1taXlldy68XNja3tneKu3sNHSWK sjqNRKRaPtFMcMnqhhvBWrFiJPQFa/rDq3HefGBK80jemlHMvJD0JQ84JcZarbtuWjnFZ1m3WHLL7kRoEfAMStXDR/EEALVu8avTi2gSMmmoIFq3sRsbLyXKcCpYV ugkmsWEDkmftS1KEjLtpZN5M3RsnR4KImWfNGji/u5ISaj1KPRtZUjMQM9nY/O/rJ2Y4MJLuYwTwySdfhQkApkIjZdHPa4YNWJkgVDF7ayIDogi1NgTFewR8PzKi9 ColLFbxje4VL2EqfJwAEdwAhjOoQrXUIM6UBDwDK/w5tw7L8678zEtzTmznn34I+fzB1DakPk=</latexit><latexit sha1_base64="f+f3nPQCXutcUc7nr+JbN8ePLG4=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImdaErKXTjsoJ9SDuUTJppQzOZMckoZejCtTtBXCji1r/jzn9j+lho64HAxzn3knuvHwuujet+OwuLS8srq5m17PrG5tZ2bme3pqNE UValkYhUwyeaCS5Z1XAjWCNWjIS+YHW/Xx7l9TumNI/ktRnEzAtJV/KAU2Ks1bhpp8UTfDps5/JuwR0LzQOeQr50cC8ey88PlXbuq9WJaBIyaaggWjexGxsvJcpwK tgw20o0iwntky5rWpQkZNpLx/MO0ZF1OiiIlH3SoLH7uyMlodaD0LeVITE9PZuNzP+yZmKCcy/lMk4Mk3TyUZAIZCI0Wh51uGLUiIEFQhW3syLaI4pQY0+UtUfAsy vPQ61YwG4BX+F86QImysA+HMIxYDiDElxCBapAQcATvMKbc+u8OO/Ox6R0wZn27MEfOZ8/LGiSXQ==</latexit><latexit sha1_base64="f+f3nPQCXutcUc7nr+JbN8ePLG4=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImdaErKXTjsoJ9SDuUTJppQzOZMckoZejCtTtBXCji1r/jzn9j+lho64HAxzn3knuvHwuujet+OwuLS8srq5m17PrG5tZ2bme3pqNE UValkYhUwyeaCS5Z1XAjWCNWjIS+YHW/Xx7l9TumNI/ktRnEzAtJV/KAU2Ks1bhpp8UTfDps5/JuwR0LzQOeQr50cC8ey88PlXbuq9WJaBIyaaggWjexGxsvJcpwK tgw20o0iwntky5rWpQkZNpLx/MO0ZF1OiiIlH3SoLH7uyMlodaD0LeVITE9PZuNzP+yZmKCcy/lMk4Mk3TyUZAIZCI0Wh51uGLUiIEFQhW3syLaI4pQY0+UtUfAsy vPQ61YwG4BX+F86QImysA+HMIxYDiDElxCBapAQcATvMKbc+u8OO/Ox6R0wZn27MEfOZ8/LGiSXQ==</latexit>
Y2,14
<latexit sha1_base64="DfV+NyAq1Qz3fs9FsWMreLH7elM=">AAAB73icbZD LSgMxFIbP1Futt6pLN9EiuJAyKYKupODGZQV7kXYomTTThmYyY5JRyjDgM7hxoYhbX8edb2N6WWjrD4GP/z+HnHP8WHBtXPfbyS0tr6yu5dcLG5tb2zvF3b2GjhJF WZ1GIlItn2gmuGR1w41grVgxEvqCNf3h1ThvPjCleSRvzShmXkj6kgecEmOt1l03rZzis6xbLLlldyK0CHgGperho3gCgFq3+NXpRTQJmTRUEK3b2I2NlxJlOBUsK 3QSzWJCh6TP2hYlCZn20sm8GTq2Tg8FkbJPGjRxf3ekJNR6FPq2MiRmoOezsflf1k5McOGlXMaJYZJOPwoSgUyExsujHleMGjGyQKjidlZEB0QRauyJCvYIeH7lRW hUytgt4xtcql7CVHk4gCM4AQznUIVrqEEdKAh4hld4c+6dF+fd+ZiW5pxZzz78kfP5A1JfkPo=</latexit><latexit sha1_base64="KeoGZ+I4TKyJ/AgYwOif6env5Uc=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImRdCVFLpxWcE+pB1KJs20oZnMmGSUMnTh2p0gLhRx699x578xfSy09UDg45x7yb3XjwXXxnW/nYXFpeWV1cxadn1jc2s7t7Nb01Gi KKvSSESq4RPNBJesargRrBErRkJfsLrfL4/y+h1Tmkfy2gxi5oWkK3nAKTHWaty00+IJPh22c3m34I6F5gFPIV86uBeP5eeHSjv31epENAmZNFQQrZvYjY2XEmU4F WyYbSWaxYT2SZc1LUoSMu2l43mH6Mg6HRREyj5p0Nj93ZGSUOtB6NvKkJiens1G5n9ZMzHBuZdyGSeGSTr5KEgEMhEaLY86XDFqxMACoYrbWRHtEUWosSfK2iPg2Z XnoVYsYLeAr3C+dAETZWAfDuEYMJxBCS6hAlWgIOAJXuHNuXVenHfnY1K64Ex79uCPnM8fLe2SXg==</latexit><latexit sha1_base64="KeoGZ+I4TKyJ/AgYwOif6env5Uc=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImRdCVFLpxWcE+pB1KJs20oZnMmGSUMnTh2p0gLhRx699x578xfSy09UDg45x7yb3XjwXXxnW/nYXFpeWV1cxadn1jc2s7t7Nb01Gi KKvSSESq4RPNBJesargRrBErRkJfsLrfL4/y+h1Tmkfy2gxi5oWkK3nAKTHWaty00+IJPh22c3m34I6F5gFPIV86uBeP5eeHSjv31epENAmZNFQQrZvYjY2XEmU4F WyYbSWaxYT2SZc1LUoSMu2l43mH6Mg6HRREyj5p0Nj93ZGSUOtB6NvKkJiens1G5n9ZMzHBuZdyGSeGSTr5KEgEMhEaLY86XDFqxMACoYrbWRHtEUWosSfK2iPg2Z XnoVYsYLeAr3C+dAETZWAfDuEYMJxBCS6hAlWgIOAJXuHNuXVenHfnY1K64Ex79uCPnM8fLe2SXg==</latexit>
Y2,15
<latexit sha1_base64="C6ZxmZy3ddeJRGMpj4tVQ4Qtmro=">AAAB73icbZD LSgMxFIbP1Futt6pLN9EiuJAyKYiupODGZQV7kXYomTTThmYyY5JRyjDgM7hxoYhbX8edb2N6WWjrD4GP/z+HnHP8WHBtXPfbyS0tr6yu5dcLG5tb2zvF3b2GjhJF WZ1GIlItn2gmuGR1w41grVgxEvqCNf3h1ThvPjCleSRvzShmXkj6kgecEmOt1l03rZzis6xbLLlldyK0CHgGperho3gCgFq3+NXpRTQJmTRUEK3b2I2NlxJlOBUsK 3QSzWJCh6TP2hYlCZn20sm8GTq2Tg8FkbJPGjRxf3ekJNR6FPq2MiRmoOezsflf1k5McOGlXMaJYZJOPwoSgUyExsujHleMGjGyQKjidlZEB0QRauyJCvYIeH7lRW hUytgt4xtcql7CVHk4gCM4AQznUIVrqEEdKAh4hld4c+6dF+fd+ZiW5pxZzz78kfP5A1PkkPs=</latexit><latexit sha1_base64="0/8lesi1ru6/wY7AYIb2uLvGGGg=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImBdGVFLpxWcE+pB1KJs20oZnMmGSUMnTh2p0gLhRx699x578xfSy09UDg45x7yb3XjwXXxnW/nYXFpeWV1cxadn1jc2s7t7Nb01Gi KKvSSESq4RPNBJesargRrBErRkJfsLrfL4/y+h1Tmkfy2gxi5oWkK3nAKTHWaty00+IJPh22c3m34I6F5gFPIV86uBeP5eeHSjv31epENAmZNFQQrZvYjY2XEmU4F WyYbSWaxYT2SZc1LUoSMu2l43mH6Mg6HRREyj5p0Nj93ZGSUOtB6NvKkJiens1G5n9ZMzHBuZdyGSeGSTr5KEgEMhEaLY86XDFqxMACoYrbWRHtEUWosSfK2iPg2Z XnoVYsYLeAr3C+dAETZWAfDuEYMJxBCS6hAlWgIOAJXuHNuXVenHfnY1K64Ex79uCPnM8fL3KSXw==</latexit><latexit sha1_base64="0/8lesi1ru6/wY7AYIb2uLvGGGg=">AAAB73icbZB LSwMxFIXv+Kz1VXXpJloEF1ImBdGVFLpxWcE+pB1KJs20oZnMmGSUMnTh2p0gLhRx699x578xfSy09UDg45x7yb3XjwXXxnW/nYXFpeWV1cxadn1jc2s7t7Nb01Gi KKvSSESq4RPNBJesargRrBErRkJfsLrfL4/y+h1Tmkfy2gxi5oWkK3nAKTHWaty00+IJPh22c3m34I6F5gFPIV86uBeP5eeHSjv31epENAmZNFQQrZvYjY2XEmU4F WyYbSWaxYT2SZc1LUoSMu2l43mH6Mg6HRREyj5p0Nj93ZGSUOtB6NvKkJiens1G5n9ZMzHBuZdyGSeGSTr5KEgEMhEaLY86XDFqxMACoYrbWRHtEUWosSfK2iPg2Z XnoVYsYLeAr3C+dAETZWAfDuEYMJxBCS6hAlWgIOAJXuHNuXVenHfnY1K64Ex79uCPnM8fL3KSXw==</latexit>
3
4
<latexit sha1_base64="1mqVUEcQ5G /tulEhYbSjRD/6M1Y=">AAAB8nicbVDLSgNBEOyNrxhfUY9eBqPgKeyqoCcJeP EYwTxgs4TZyWwyZHZmmZkVwrK/4M2LB0W8+hF+gzc/RnDyOGhiQUNR1U13V5hwp o3rfjmFpeWV1bXiemljc2t7p7y719QyVYQ2iORStUOsKWeCNgwznLYTRXEccto Kh9djv3VPlWZS3JlRQoMY9wWLGMHGSn4nUphkZ3l2nnfLFbfqToAWiTcjldrR9 8MHANS75c9OT5I0psIQjrX2PTcxQYaVYYTTvNRJNU0wGeI+9S0VOKY6yCYn5+jY Kj0USWVLGDRRf09kONZ6FIe2M8ZmoOe9sfif56cmugwyJpLUUEGmi6KUIyPR+H /UY4oSw0eWYKKYvRWRAbYpGJtSyYbgzb+8SJqnVc+terdepXYFUxThAA7hBDy4g BrcQB0aQEDCIzzDi2OcJ+fVeZu2FpzZzD78gfP+A9x/k98=</latexit><latexit sha1_base64="C9XLvrEnpB KWwubbsIxXPdRZmeQ=">AAAB8nicbVA9SwNBEN2LUWP8ilraLEbBKtypoJUEbC wjmA+4HGFvs5cs2ds9dueEcOQv2NlYKGLrH7G188eIbj4KTXww8Hhvhpl5YSK4A df9dHJL+eWV1cJacX1jc2u7tLPbMCrVlNWpEkq3QmKY4JLVgYNgrUQzEoeCNcP B1dhv3jFtuJK3MExYEJOe5BGnBKzktyNNaHY6ys5GnVLZrbgT4EXizUi5evh1/ +5/52ud0ke7q2gaMwlUEGN8z00gyIgGTgUbFdupYQmhA9JjvqWSxMwE2eTkET6y ShdHStuSgCfq74mMxMYM49B2xgT6Zt4bi/95fgrRRZBxmaTAJJ0uilKBQeHx/7 jLNaMghpYQqrm9FdM+sSmATaloQ/DmX14kjZOK51a8G69cvURTFNA+OkDHyEPnq IquUQ3VEUUKPaAn9OyA8+i8OK/T1pwzm9lDf+C8/QC8oJVG</latexit><latexit sha1_base64="C9XLvrEnpB KWwubbsIxXPdRZmeQ=">AAAB8nicbVA9SwNBEN2LUWP8ilraLEbBKtypoJUEbC wjmA+4HGFvs5cs2ds9dueEcOQv2NlYKGLrH7G188eIbj4KTXww8Hhvhpl5YSK4A df9dHJL+eWV1cJacX1jc2u7tLPbMCrVlNWpEkq3QmKY4JLVgYNgrUQzEoeCNcP B1dhv3jFtuJK3MExYEJOe5BGnBKzktyNNaHY6ys5GnVLZrbgT4EXizUi5evh1/ +5/52ud0ke7q2gaMwlUEGN8z00gyIgGTgUbFdupYQmhA9JjvqWSxMwE2eTkET6y ShdHStuSgCfq74mMxMYM49B2xgT6Zt4bi/95fgrRRZBxmaTAJJ0uilKBQeHx/7 jLNaMghpYQqrm9FdM+sSmATaloQ/DmX14kjZOK51a8G69cvURTFNA+OkDHyEPnq IquUQ3VEUUKPaAn9OyA8+i8OK/T1pwzm9lDf+C8/QC8oJVG</latexit>
15
16
<latexit sha1_base64="MwV0Af1GqcBFqzCRiht4ct7zd28=">AAAB9HicbVD JSgNBEK2JW4xb1KOXxih4CtOCy0kCXjxGMAskQ+jp9CRNenrG7p5AGOYXvHrxoIhXv8Fv8ObHCHaWgyY+KHi8V0VVPT8WXBvX/XJyS8srq2v59cLG5tb2TnF3r66j RFFWo5GIVNMnmgkuWc1wI1gzVoyEvmANf3A99htDpjSP5J0ZxcwLSU/ygFNirOS1A0Vois+yFJ9nnWLJLbsToEWCZ6RUOfp++ACAaqf42e5GNAmZNFQQrVvYjY2XE mU4FSwrtBPNYkIHpMdalkoSMu2lk6MzdGyVLgoiZUsaNFF/T6Qk1HoU+rYzJKav572x+J/XSkxw6aVcxolhkk4XBYlAJkLjBFCXK0aNGFlCqOL2VkT7xOZgbE4FGw Kef3mR1E/L2C3jW1yqXMEUeTiAQzgBDBdQgRuoQg0o3MMjPMOLM3SenFfnbdqac2Yz+/AHzvsPyL2UWQ==</latexit><latexit sha1_base64="eclyoGXmQFbWsK0PWaX1lemD5PY=">AAAB9HicbVC 7SgNBFL0bo8b4ilraDEbBKuwIPioJ2FhGMA/YLGF2MpsMmX04MxsIy/6CrY2FIrb+h62dHyM6eRSaeODC4Zx7ufceLxZcadv+tHJL+eWV1cJacX1jc2u7tLPbUFEi KavTSESy5RHFBA9ZXXMtWCuWjASeYE1vcDX2m0MmFY/CWz2KmRuQXsh9Tok2ktv2JaEpPs1SfJZ1SmW7Yk+AFgmekXL18Ov+3fnO1zqlj3Y3oknAQk0FUcrBdqzdl EjNqWBZsZ0oFhM6ID3mGBqSgCk3nRydoSOjdJEfSVOhRhP190RKAqVGgWc6A6L7at4bi/95TqL9CzflYZxoFtLpIj8RSEdonADqcsmoFiNDCJXc3Ipon5gctMmpaE LA8y8vksZJBdsVfIPL1UuYogD7cADHgOEcqnANNagDhTt4gCd4tobWo/VivU5bc9ZsZg/+wHr7AajelcA=</latexit><latexit sha1_base64="eclyoGXmQFbWsK0PWaX1lemD5PY=">AAAB9HicbVC 7SgNBFL0bo8b4ilraDEbBKuwIPioJ2FhGMA/YLGF2MpsMmX04MxsIy/6CrY2FIrb+h62dHyM6eRSaeODC4Zx7ufceLxZcadv+tHJL+eWV1cJacX1jc2u7tLPbUFEi KavTSESy5RHFBA9ZXXMtWCuWjASeYE1vcDX2m0MmFY/CWz2KmRuQXsh9Tok2ktv2JaEpPs1SfJZ1SmW7Yk+AFgmekXL18Ov+3fnO1zqlj3Y3oknAQk0FUcrBdqzdl EjNqWBZsZ0oFhM6ID3mGBqSgCk3nRydoSOjdJEfSVOhRhP190RKAqVGgWc6A6L7at4bi/95TqL9CzflYZxoFtLpIj8RSEdonADqcsmoFiNDCJXc3Ipon5gctMmpaE LA8y8vksZJBdsVfIPL1UuYogD7cADHgOEcqnANNagDhTt4gCd4tobWo/VivU5bc9ZsZg/+wHr7AajelcA=</latexit>
y0
<latexit sha1_base64="dzHcM2JS3Fty3XHIacdqGnVgb1A=">AAAB7HicbZC 7SgNBFIbPeo3xFrWwsBkMglXYtdFKAjaWEdwkkCxhdnI2GTI7u8zMCsuSZ7CxUMTWB7LzJfIMTi6FJv4w8PH/5zDnnDAVXBvX/XbW1jc2t7ZLO+Xdvf2Dw8rRcVMn mWLos0Qkqh1SjYJL9A03AtupQhqHAlvh6G6at55QaZ7IR5OnGMR0IHnEGTXW8vNe4Y57lapbc2ciq+AtoFo/nUwIADR6la9uP2FZjNIwQbXueG5qgoIqw5nAcbmba UwpG9EBdixKGqMOitmwY3JhnT6JEmWfNGTm/u4oaKx1Hoe2MqZmqJezqflf1slMdBMUXKaZQcnmH0WZICYh081JnytkRuQWKFPczkrYkCrKjL1P2R7BW155FZpXNc +teQ9etX4Lc5XgDM7hEjy4hjrcQwN8YMDhGV7hzZHOi/PufMxL15xFzwn8kfP5A/HpkPg=</latexit><latexit sha1_base64="FLh4j+YceAXqP4ct7GOsvmvQMbw=">AAAB7HicbZC 7SgNBFIbPxluMl0QtLGwGg2AVdm20EAnYWEZwEyFZwuxkNhkyM7vMzArLkmewsVDE1hfwTex8ANs8g5NLoYk/DHz8/znMOSdMONPGdb+cwsrq2vpGcbO0tb2zW67s 7Td1nCpCfRLzWN2HWFPOJPUNM5zeJ4piEXLaCofXk7z1QJVmsbwzWUIDgfuSRYxgYy0/6+buqFupujV3KrQM3hyq9cPxuHz58d3oVj47vZikgkpDONa67bmJCXKsD COcjkqdVNMEkyHu07ZFiQXVQT4ddoROrNNDUazskwZN3d8dORZaZyK0lQKbgV7MJuZ/WTs10UWQM5mkhkoy+yhKOTIxmmyOekxRYnhmARPF7KyIDLDCxNj7lOwRvM WVl6F5VvPcmnfrVetXMFMRjuAYTsGDc6jDDTTABwIMHuEZXhzpPDmvztustODMew7gj5z3H0vNkrs=</latexit><latexit sha1_base64="FLh4j+YceAXqP4ct7GOsvmvQMbw=">AAAB7HicbZC 7SgNBFIbPxluMl0QtLGwGg2AVdm20EAnYWEZwEyFZwuxkNhkyM7vMzArLkmewsVDE1hfwTex8ANs8g5NLoYk/DHz8/znMOSdMONPGdb+cwsrq2vpGcbO0tb2zW67s 7Td1nCpCfRLzWN2HWFPOJPUNM5zeJ4piEXLaCofXk7z1QJVmsbwzWUIDgfuSRYxgYy0/6+buqFupujV3KrQM3hyq9cPxuHz58d3oVj47vZikgkpDONa67bmJCXKsD COcjkqdVNMEkyHu07ZFiQXVQT4ddoROrNNDUazskwZN3d8dORZaZyK0lQKbgV7MJuZ/WTs10UWQM5mkhkoy+yhKOTIxmmyOekxRYnhmARPF7KyIDLDCxNj7lOwRvM WVl6F5VvPcmnfrVetXMFMRjuAYTsGDc6jDDTTABwIMHuEZXhzpPDmvztustODMew7gj5z3H0vNkrs=</latexit>
y2
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Figure 2: The partition α = {Yn,j, n ≥ 1, 1 ≤ j ≤ 4n}
For a general rectangle U , it remains to show that 3
4
∈ pifnU for some n ≥ 0.
Suppose this is not the case. Since f1 is continuous on [0,
3
4
) × T and (3
4
, 1] × T, it
follows that pifnU is an interval for all n. By (2.2), pifnU ⊂ (3
4
, 1] infinitely often.
On each such occasion, diam pifn+1U = 4 diam pifnU , so diampifnU → ∞ which is
impossible.
Proposition 2.3 F : Y → Y is topologically exact.
Proof Let U ⊂ Y be a nonempty open rectangle. If U intersects the boundary of
the strip {ϕ = n} for some n, then FU ∩ ({3
4
} × T) 6= ∅. But then FU contains a
partition element Yn,j. It follows that F
2U ⊃ FYn,j = Y ∩Xi for some i and hence
that F 3U = Y .
Again, let pi denote projection onto the first coordinate. If F kU does not intersect
the boundary of {ϕ = n} for all n and all k ≥ 0, then diampiF kU ≥ 4k diampiU for
all k, which is impossible.
3 Estimates for the first return map F
In this section we give estimates for the return tails Leb(ϕ > n) and Leb(ϕ = n) and
we prove estimates such as bounded distortion for F .
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3.1 Estimates for the partition
Recall that u : [0, 3
4
]×T→ (0,∞) is C2 and u(0, θ) ≡ c > 0. In fact, we only use the
following consequences of this property:
u(x, θ)− c = o(1), x∂u
∂x
(x, θ) = o(1), and x2
∂2u
∂x2
(x, θ) = o(1),
as x→ 0 uniformly in θ.
Proposition 3.1 Suppose that (xn, θn), n ≥ 1, is a sequence in [0, 34 ] × T such that
fn(xn, θn) = (
3
4
, θ) where θ ∈ T. Then
xn ∼ c1n−1/γ and xn − xn+1 ∼ c′n−(1+1/γ) as n→∞,
uniformly in θ, where c1 = (cγ)
−1/γ and c′ = c1+γ1 c.
In addition, the curve θ → xn(θ) is C1 and there exists a constant C > 0 inde-
pendent of n, θ such that |x′n(θ)| ≤ Cn−(1+1/γ).
Proof By construction, for each choice of inverse sequence θn, the sequence xn is
unique and monotonically decreasing to zero. We do the computation for θn = θ/4
n,
but the result is independent of this choice. Write θ0 = θ.
The inverse branch ψ : [0, 1] × T → [0, 3
4
] × [0, 1
4
] has the form ψ(x, θ) =
(ψ1(x, θ),
1
4
θ). Compute that
ψ1(x, θ) = x(1− xγu˜(x, θ)) = [x−γ(1− xγu˜(x, θ))−γ]−1/γ
= [x−γ + γuˆ(x, θ)]−1/γ,
where uˆ(x, θ) = c+ o(1) as x→ 0 uniformly in θ. Inductively,
[ψn]1(x, θ) =
[
x−γ + γ
n−1∑
j=0
uˆ(ψj(x, θ))
]−1/γ
.
In particular,
xn = [ψ
n]1(
3
4
, θ0) =
[
(4
3
)γ + γ
n−1∑
j=0
uˆ(xj, θj)
]−1/γ
=
[
γ
n−1∑
j=0
uˆ(xj, θj) +O(1)
]−1/γ
.
(3.1)
Since xn → 0, we have uˆ(xj, θj) → c and hence
∑n−1
j=0 uˆ(ψ
j(x, θ)) = nc + o(n).
Substituting this into (3.1) yields the desired expression for xn.
Since (xn, θn) = f(xn+1, θn+1), we have xn = xn+1(1 + x
γ
n+1u(xn+1, θn+1)) and so
xn − xn+1 = x1+γn+1u(xn+1, θn+1) ∼ c1+γ1 n−(1+1/γ)c = c′n−(1+1/γ).
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Differentiating the formula for xn in (3.1),
x′n(θ) = −
[
(4
3
)γ + γ
n−1∑
j=0
uˆ(xj, θj)
]−(1+1/γ)(n−1∑
j=0
∂uˆ
∂x
(xj, θj)x
′
j(θ) +
n−1∑
j=0
∂uˆ
∂θ
(xj, θj)4
−j
)
.
It is easy to verify that uˆ inherits the properties x
∂uˆ
∂x
= o(1) and
∂uˆ
∂θ
= O(1) imposed
on u. Hence, there is a constant K > 0 such that
|x′n(θ)| ≤ Kn−(1+1/γ) +Kn−(1+1/γ)
n−1∑
j=0
j1/γ|x′j(θ)| ≤ Kn−(1+1/γ) +Kn−1
n−1∑
j=0
|x′j(θ)|.
The discrete version of Gronwall’s inequality states that if |bn| ≤ C1 + C2
∑n−1
j=0 |bj|,
then |bn| ≤ C1(1 + C2)n. Hence |x′n(θ)| ≤ Kn−(1+1/γ)(1 +Kn−1)n  n−(1+1/γ).
For each n ≥ 1, we have established smoothness of the curve xn(θ) and the
estimate |x′n(θ)| ≤ Cn−(1+1/γ) except at finitely many points related to the partition
into inverse branches. Since xn(θ) = {(x, θ) ∈ [0, 34 ] × T1 : fn(x, θ) ∈ {34} × T} is
defined intrinsically on the cylindrical domain [0, 3
4
]× T1, independent of any choice
of partition, these smoothness properties are uniform in θ ∈ T.
Remark 3.2 It follows from Proposition 3.1 that if θ, θ′ ∈ [(j−1)4−n, j4−n] for some
j = 1, . . . , 4n, then xn(θ)− xn+1(θ′) ∼ c′n−(1+1/γ) uniformly in j.
The partition elements Y1,j, 1 ≤ j ≤ 4, are as in (2.1). The remaining partition
elements Yn,j, n ≥ 2, 1 ≤ j ≤ 4n, are given by
Yn,j = {(y, θ) : y ∈ (yn(θ), yn−1(θ)), θ ∈ ((j − 1)/4n, j/4n)},
where yn(θ) =
1
4
(xn−1(f2(θ)) + 3). Note that y′n(θ) = x
′
n−1(θ).
By Remark 3.2, Yn,j is almost rectangular for n large, and yn(θ) − yn+1(θ) ∼
1
4
c′n−(1+1/γ) uniformly in θ.
Remark 3.3 By choosing u sufficiently close to constant, in the sense that |x∂u
∂x
|∞
and |∂u
∂θ
|∞ are sufficiently small, we can arrange that |x′n(θ)| is uniformly small in n
and θ. In fact, we require that |x′n(θ)| < 7/
√
72 for all n and θ. This turns out to be
convenient for technical reasons, see Remark 5.6.
Corollary 3.4 Leb(ϕ > n) ∼ 1
4
c1n
−1/γ as n→∞. In particular, ϕ ∈ L1 if and only
if γ < 1. In addition, Leb(ϕ = n) = O(n−(1+1/γ)).
Proof Let Cn = {xn(θ)}, n ≥ 0, be the smooth curve defined in Proposition 3.1 and
let Xn+1 be the region in [0,
3
4
]× T to the left of Cn. Then Xn+1 consists of precisely
those points in [0, 3
4
] × T that require at least n + 1 iterates of f to enter Y for the
first time. By Proposition 3.1, Leb(Xn) ∼ c1n−1/γ.
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Now, f maps {ϕ = n} onto Xn−1 \Xn for n ≥ 2, and the mapping is 4 to 1. Each
branch is linear and scales areas by a factor of 42, so Leb({ϕ = n}) = 1
4
Leb(Xn−1\Xn).
Hence Leb(ϕ > n) = 1
4
Leb(Xn) ∼ 14c1n−1/γ as required.
The final statement is proved similarly and is a rougher estimate.
Remark 3.5 Suppose further that u(x, θ) = c+O(xγ) uniformly in θ. This property
is inherited by u˜ and uˆ in the above calculations and we obtain that xn = c1n
−1/γ(1+
O(n−1 log n)) uniformly in θ.
3.2 Distortion estimates
Lemma 3.6 Let (y, θ) ∈ Yn,j. Then
m∏
k=`
∂f1
∂x
(fk(y, θ)) ∼
( n− `
n−m
)1+1/γ
as n→∞
uniformly on Yn,j and uniformly in 1 ≤ ` ≤ m ≤ n− 1.
Proof Let (yk, θk) = f
k(y, θ), k = 0, . . . , n− 1 and recall from Proposition 3.1 that
yn−k ∼ {cγk}−1/γ as k →∞ uniformly in the initial choice of θ. Now,
∂f1
∂x
(x, θ) = 1 + (1 + γ)xγu(x, θ) + x1+γ
∂u
∂x
(x, θ) = 1 + c(1 + γ)xγ(1 + o(1)), (3.2)
as x→ 0 uniformly in θ, so
log
∂f1
∂x
(fn−k(y, θ)) ∼ c(1 + γ)yγn−k ∼ (1 + 1/γ)k−1.
It follows that
log
m∏
k=`
∂f1
∂x
(fk(y, θ)) =
n−∑`
k=n−m
log
∂f1
∂x
(fn−k(y, θ)) = (1 + 1/γ)
n−∑`
k=n−m
bk(θ),
where bk(θ) ∼ k−1 as k → ∞ uniformly in θ. Hence log
∏m
k=`
∂f1
∂x
(fk(y, θ)) ∼ (1 +
1/γ)(log(n− `)− log(n−m)) and the result follows.
Corollary 3.7 Let (y, θ) ∈ Yn,j. Then
(DF )(y,θ) =
(
A(y, θ) B(y, θ)
0 4n
)
,
where A(y, θ) ∼ 4n1+1/γ as n→∞ uniformly on Yn,j and B(y, θ) = O(4n).
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Proof Let zk = f
k(y, θ), k = 0, . . . , n− 1 and write
(DF )(y,θ) = (Df)zn−1 · · · (Df)z1(Df)z0 .
Clearly, (Df)zk is upper triangular with diagonal entries
∂f1
∂x
(zk) and 4. Hence
(DF )(y,θ) has the required form with
A(y, θ) =
n−1∏
k=0
∂f1
∂x
(zk) = 4
n−1∏
k=1
∂f1
∂x
(zk)
The required asymptotics for A(y, θ) follows from Lemma 3.6.
Next,
∂[fk+1]1
∂θ
(z0) =
∂f1
∂x
(zk)
[∂fk]1
∂θ
(z0) +
∂f1
∂θ
(zk)4
k.
so by induction,
∂[fk]1
∂θ
(y, θ) =
k−1∑
`=0
[ k−1∏
m=`+1
∂f1
∂x
(zm)
]∂f1
∂θ
(z`)4
`.
By Lemma 3.6,
∏k−1
m=`
∂f1
∂x
(zm) [(n− `)/(n− k)]1+1/γ and so
∂[fk]1
∂θ
(y, θ) (n− k)−(1+1/γ)
k∑
`=1
(n− `)1+1/γ4`
 (n− k)−(1+1/γ)
n∑
`=n−k
`1+1/γ4n−`  (n− k)−(1+1/γ)4n,
yielding the required estimate for B(y, θ).
Let JF = detDF . By Corollary 3.7, JF ∼ 4n+1n1+1/γ on Yn,j.
Lemma 3.8 There is a constant C > 0 such that∣∣∣ ∂
∂y
(JF )−1(y,θ)
∣∣∣ ≤ C4−n, ∣∣∣ ∂
∂θ
(JF )−1(y,θ)
∣∣∣ ≤ Cn−(1+1/γ).
for all (y, θ) ∈ Yn,j and all n, j.
Proof By Corollary 3.7, JF (y, θ) = 4nA(y, θ) where A(y, θ) ∼ 4n1+1/γ uniformly on
Yn,j. We have
∂
∂y
(JF (y, θ))−1 = 4−n(A(y, θ))−2
∂
∂y
A(y, θ)
= 4−nA(y, θ)−1
∂
∂y
logA(y, θ) ∼ 4−(n+1)n−(1+1/γ) ∂
∂y
logA(y, θ).
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Similarly, ∂
∂θ
(JF (y, θ))−1 ∼ 4−(n+1)n−(1+1/γ) ∂
∂θ
logA(y, θ). Hence, it suffices to show
that
∂
∂y
logA(y, θ) n1+/γ, ∂
∂θ
logA(y, θ) 4n. (3.3)
Writing zk = f
k(y, θ),
∂
∂y
logA(y, θ) =
n−1∑
k=1
∂
∂y
log
∂f1
∂x
(zk) =
n−1∑
k=1
(∂f1
∂x
(zk)
)−1∂2f1
∂x2
(zk)
∂[fk]1
∂y
(y, θ).
By (3.2) and Proposition 3.1, ∂f1
∂x
(zk) ∼ 1 and ∂2f1∂x2 (zk)  (zk)γ−1  (n− k)−(1−1/γ).
Moreover, it follows from Lemma 3.6 that
∂[fk]1
∂y
(y, θ) (n/(n− k))1+1/γ.
Hence
∂
∂y
logA(y, θ)
n−1∑
k=1
(n− k)−(1−1/γ)n1+1/γ(n− k)−(1+1/γ) = n1+1/γ
n∑
k=1
k−2  n1+1/γ,
establishing the first estimate in (3.3).
Proceeding similarly for the second estimate
∂
∂θ
logA(y, θ) =
n−1∑
k=1
(∂f1
∂x
(zk)
)−1[∂2f1
∂x2
(zk)
∂[fk]1
∂θ
(y, θ) +
∂2f1
∂x∂θ
(zk)
∂[fk]2
∂θ
(y, θ)
]
.
(3.4)
Our assumptions on f1 imply in particular that
∂2f1
∂x∂θ
is bounded, so the second
term in (3.4) is O(4n). The calculation at the end of the proof of Corollary 3.7 shows
that ∂[f
k]1
∂θ
(y, θ)  (n − k)−(1+1/γ)4n. Hence the first term in (3.4) is bounded up to
a constant by
n−1∑
k=1
(n− k)−(1−1/γ)(n− k)−(1+1/γ)4n = 4n
n−1∑
k=1
k−2  4n,
establishing the second estimate in (3.3).
Corollary 3.9 There is a constant C > 0 such that
|1/JF (y, θ)− 1/JF (y′, θ′)| ≤ C inf
a
(1/JF )|F (y, θ)− F (y′, θ′)|.
for all (y, θ), (y′, θ′) ∈ a = Yn,j and all n, j.
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Proof First, we prove the result under the simplifying assumption that a is a rect-
angle. In particular, the line segments [(y, θ), (y′, θ)] and [(y′, θ), (y′, θ′)] lie in a. By
Lemma 3.8 and the mean value theorem, |1/JF (y, θ)−1/JF (y′, θ)|  4−n|y−y′|. By
Corollary 3.7, 4−n|y − y′|  4−nn−(1+1/γ)|F (y, θ)− F (y′, θ)|  infa(1/JF )|F (y, θ)−
F (y′, θ)|. Hence |1/JF (y, θ) − 1/JF (y′, θ)|  infa(1/JF )|F (y, θ) − F (y′, θ)|. Sim-
ilarly, |1/JF (y′, θ) − 1/JF (y′, θ′)|  infa(1/JF )|F (y′, θ) − F (y′, θ′)|. The desired
estimate follows.
In general, Proposition 3.1 ensures that there is a constant c2 > 0 such that the
line segments lie in the union of partition elements Ym,j with m ≥ c2n, and the
argument above is unaffected.
Let αk denote the refinement of α into k-cylinders.
Corollary 3.10 There exists a constant C > 0 such that supa JF
k ≤ C infa JF k for
all a ∈ αk, k ≥ 1.
Proof Write x = (y, θ), x′ = (y′, θ′). First suppose that x, x′ ∈ a, a ∈ α. By
Corollary 3.9, there is a constant C1 > 0 such that
JF (x)
JF (x′)
= 1 +
1/JF (x′)− 1/JF (x)
1/JF (x)
≤ 1 + |1/JF (x)− 1/JF (x
′)|
infa 1/JF
≤ 1 + C1|Fx− Fx′| ≤ eC1|Fx−Fx′|.
Hence | log JF (x)− log JF (x′)| ≤ C1|Fx− Fx′|.
Now suppose that x, x′ ∈ a, a ∈ αk for some k ≥ 1. Then
| log JF k(x)− log JF k(x′)| ≤
k−1∑
j=0
| log JF (F jx)− log JF (F jx′)|
≤ C1
k−1∑
j=0
|F j+1x− F j+1x′| ≤ C1
k−1∑
j=0
4−j|F kx− F kx′| ≤ 4
3
C1 diamY.
The result follows with C = e
4
3
C1 diamY .
Corollary 3.11 (Bounded distortion) There is a constant C > 0 such that
|(∇(JF )−1)(y,θ)(DF−1a )(y,θ)JF (y, θ)| ≤ C for all (y, θ) ∈ a, a ∈ α.
Proof Let a = Yn,j. By Corollary 3.7,
(DFa)
−1 = 4−nA−1
(
4n −B
0 A
)

(
n−(1+1/γ) n−(1+1/γ)
0 4−n
)
.
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By Lemma 3.8,
|(∇(JF )−1)(DF−1a )| 
(
4−n n−(1+1/γ)
)(n−(1+1/γ) n−(1+1/γ)
0 4−n
)
 4−nn−(1+1/γ)
on a. Finally, apply Corollary 3.7.
4 Mixing properties of f and F
In this section, we show that the first return map F : Y → Y has a unique absolutely
continuous invariant probability measure µY and that F is mixing. We also show that
the underlying map f : X → X has a unique (up to scaling) absolutely continuous
invariant σ-finite measure µX . When γ < 1, this is a finite measure and it is mixing.
These results are obtained in Subsection 4.1. In the process of obtaining these results
we show that f is modelled by a Young tower with polynomial tails (though the
polynomial rate is not optimal). This is already sufficient to obtain a number of
statistical limit laws for γ < 1 and these are listed in Subsection 4.2. In Subsection 4.3,
in the case γ < 1 we obtain an aperiodicity property for F .
Recall that the first return map F : Y → Y is topologically mixing with finite
images, and has bounded distortion. If in addition F were Markov, then the results
in this section would be easier to deduce from standard results. Our strategy is
to further induce F , with exponential tails, to a full-branched Gibbs-Markov map
G : Z → Z as follows:
Lemma 4.1 There exists a refinement α′ of the partition α for F : Y → Y , an open
set Z ⊂ Y consisting of a union of elements of α′ and a map ρ : Z → Z+ constant
on elements of αZ = {a′ ∈ α′ : a′ ⊂ Z} such that
(a) G = F ρ : Z → Z is a full-branched Gibbs-Markov map with partition αZ.
(b) Leb(ρ > k) = O(δk) for some δ ∈ (0, 1).
(c) gcd{n ≥ 1 : {ϕ = n, ρ = 1} 6= ∅} = 1.
(d) There exists n ≥ 1 such that F(Z ∩ Int{ϕ = n}) = Y .
We postpone the proof of Lemma 4.1 to Appendix A. Parts (a) and (b) can be
proven in the general setting of piecewise expanding maps, but parts (c) and (d)
are specific to our map F . Part (c) is used to prove that F and f are mixing in
Lemmas 4.2 and 4.4 respectively. Part (d) is used in the proof of Lemma 4.2 to prove
that the invariant density for F is bounded below.
By [1, Theorem 4.7.4], there exists a unique absolutely continuous G-invariant
probability measure µZ on Z. Moreover, µZ is mixing and the density hZ = dµZ/dLeb
is bounded above and below on Z.
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4.1 Densities and mixing
In this subsection, we study the mixing properties of f and F , the existence and
uniqueness of absolutely continuous invariant measures, and the boundedness prop-
erties of the corresponding densities.
Lemma 4.2 There exists a unique absolutely continuous F -invariant probability mea-
sure µY . The density hY = dµY /dLeb is bounded above and below and F is mixing.
Proof Let G = F ρ : Z → Z be the full-branched Gibbs-Markov map on
Z ⊂ Y obtained in Lemma 4.1, with ergodic invariant probability measure µZ . By
Lemma 4.1(b), ρ¯ =
∫
Z
ρ dµZ <∞.
Form the Young tower g : ∆→ ∆ where
∆ = {(z, `) ∈ Z × Z : 0 ≤ ` ≤ ρ(z)− 1}, g(z, `) =
{
(z, `+ 1) ` ≤ ρ(z)− 2
(Gz, 0) ` = ρ(z)− 1 .
The measure µ∆ = (µZ × counting)/ρ¯ is an ergodic g-invariant probability measure
on ∆. The projection pi : ∆ → Y , pi(z, `) = F `z defines a semiconjugacy between g
and F , and µY = pi∗µ∆ is an absolutely continuous F -invariant probability measure
on Y . Since G is full-branch and gcd(ρ(a) : a ∈ αZ) = 1 by Lemma 4.1(c), it follows
from [51, Theorem 1] that µY is mixing.
Next, for E ⊂ Z measurable,
µY (E) = µ∆(pi
−1E) = (1/ρ¯)
∫
Y
ρ−1∑
`=0
1E ◦ F ` dµZ ≥ (1/ρ¯)
∫
Y
1E dµZ = (1/ρ¯)µZ(E).
It follows that hY ≥ (1/ρ¯)hZ on Z. Moreover, letting n ≥ 1 be as in Lemma 4.1(d),
for any y ∈ Y there exists z ∈ Z ∩ Int{ϕ = n} with Fz = y. Since fn has finitely
many continuous branches, M = |Jfn|∞ <∞. We obtain
hY (y) =
∑
Fy′=y
JF (y′)−1hY (y′) ≥ JF (z)−1hY (z)
= Jfn(z)−1hY (z) ≥ ρ¯−1M−1 inf hZ > 0.
Hence hY is bounded below. Uniqueness of hY follows.
It remains to show that hY is bounded above. This follows from a result of Rychlik
[46, Theorem 1] once we check three conditions:
1. There exists a constant C > 0 such that supa JF
k ≤ C infa JF k for all a ∈ αk,
k ≥ 1.
2. There exists  > 0, r ∈ (0, 1) such that if a ∈ αk for some k ≥ 1 and
Leb(F ka) < , then
∑
{a′∈α:Leb(a′∩Fka)>0} supa′ 1/JF ≤ r.
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3.
∑
a∈α supa 1/JF <∞.
By [46, Theorem 1], there exists an F -invariant density h1 ∈ L∞(Y ). Since hY is the
unique F -invariant density, we have hY = h1 bounded.
Now, condition 1 holds by Corollary 3.10. Condition 2 is trivially satisfied since
the set {F ka : a ∈ αk, k ≥ 1} is finite. By Corollary 3.7, 1/JF ∼ 4−n+1n−(1+1/γ)
uniformly on a = Yn,j, j = 1, . . . , 4
n as n→∞, and the third condition follows.
Define τ = ϕρ =
∑ρ−1
`=0 ϕ ◦ F ` : Z → Z+.
Proposition 4.3 τ is Lebesgue integrable if and only if γ < 1. Moreover, Leb(τ >
n) = O((log n)1/γn−1/γ).
Proof First, note that τ ≥ ϕ on Z. By Corollary 3.4, ϕ is integrable if and only if
γ < 1, establishing nonintegrability of τ for γ ≥ 1.
The tail estimate for τ = ϕρ, and hence the integrability for γ < 1, follows for
instance from [8, 37].
Lemma 4.4 There exists a unique (up to scaling) absolutely continuous f -invariant
σ-finite measure µX . Moreover, the density hX = dµX/dLeb is bounded below.
The measure µX is finite if and only if γ < 1, in which case f is mixing.
Proof Since F = fϕ : Y → Y and G = F ρ : Z → Z, it follows that G = f τ : Z → Z.
We proceed similarly to the proof of Lemma 4.2 but with ρ replaced by τ and F
replaced by f . Form the new Young tower g˜ : ∆˜→ ∆˜,
∆˜ = {(y, `) ∈ Z × Z : 0 ≤ ` ≤ τ(y)− 1}, g˜(y, `) =
{
(y, `+ 1) ` ≤ τ(y)− 2
(Gy, 0) ` = τ(y)− 1 .
The ergodic g˜-invariant measure µZ × counting is finite if and only if
τ¯ =
∫
Z
τ dµZ <∞. Equivalently
∫
Z
τ dLeb < ∞, and by Proposition 4.3, this holds
if and only if γ < 1.
When γ < 1, the measure µ˜∆ = (µZ × counting)/τ¯ is an ergodic g˜-invariant
probability measure on ∆˜. The projection p˜i : ∆˜ → X, p˜i(y, `) = f `y defines a
semiconjugacy between g˜ and f , and µX = p˜i∗µ˜∆ is an absolutely continuous f -
invariant probability measure. Lemma 4.1(c) implies that gcd{τ(a), a ∈ αZ} = 1.
Since G is a full-branch Gibbs-Markov map, it follows from [51, Theorem 1] that µ˜∆,
and hence µX , is mixing.
Again, as in the proof of Lemma 4.2, hX ≥ (1/τ¯)hZ on Z. By Lemma 4.1, Z is
open, so by Proposition 2.2 there exists n ≥ 1 such that fnZ = X. Since fn has
finitely many branches, M = |Jfn|∞ < ∞. Given x ∈ X, choose z ∈ Z such that
fnz = x. Then
hX(x) =
∑
fnx′=x
Jfn(x′)−1hX(x′) ≥ Jfn(z)−1hX(z) ≥ (1/τ¯)M−1 inf hZ > 0.
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Hence hX is bounded below, and uniqueness of µX follows.
When γ ≥ 1, we proceed in the same way but without normalising by τ¯ .
4.2 Some statistical properties
In the proof of Lemma 4.4, we showed that the intermittent map f : [0, 1] × T →
[0, 1]×T is modelled by a Young tower g˜ : ∆˜→ ∆˜ with first return G = f τ : Z → Z.
By Proposition 4.3, the return time has tails Leb(τ > n) = O(n−β) for any β < 1/γ.
Accordingly we can read off numerous statistical properties.
By Young [51, Theorem 3], f has decay of correlations O(n−(β−1)) for Ho¨lder
observables when γ < 1. (This result is improved in Section 7.) By [14, 25, 40], large
deviation estimates and moment bounds follow from this upper bound for all γ < 1.
For γ < 1
2
, we obtain the following properties. By [51, Theorem 4] the CLT holds
and the WIP is also well-known in this situation, see for example [39]. For error
rates (Berry-Esseen estimates) in the CLT, and the local CLT, see Goue¨zel [23]. The
almost sure invariance principle with rates follows by [10, 11, 33]. Homogenization
(convergence of fast-slow systems to a stochastic differential equation) when the fast
dynamics is given by f follows from [9, 20, 32]. Convergence rates in the WIP and
homogenization are obtained in [4].
By [34, Corollary 2.15], we also obtain the CLT and WIP for all γ < 1 for mean
zero Ho¨lder observables supported in Y .
4.3 Aperiodicity
Let S1 = {ω ∈ C : |ω| = 1} and consider the cohomological equation
v ◦ F = ωϕv, (4.1)
where v : Y → S1 is measurable and ω ∈ S1. If ω = 1, then since F is ergodic, the
measurable solutions to equation (4.1) are precisely the constant solutions. Absence
of solutions for ω 6= 1 is called aperiodicity. In this subsection, we prove:
Lemma 4.5 Suppose that γ < 1. For each ω ∈ S1 \ {1} there are no measurable
solutions v : Y → S1 to equation (4.1).
Aperiodicity is useful for ruling out peripheral spectra for certain twisted transfer
operators. An instance of this is seen in Corollary 6.2(ii) below.
For the moment, consider an arbitrary ergodic measure-preserving transformations
F : Y → Y defined on a probability space (Y, µ). Let U : L1(Y )→ L1(Y ) denote the
Koopman operator Uv = v ◦ F and define the transfer operator R : L1(Y )→ L1(Y ),
where
∫
Y
Rv w dµ =
∫
Y
v Uw dµ for all v ∈ L1(Y ), w ∈ L∞(Y ).
For ω ∈ S1, we define the twisted Koopman and transfer operators U(ω)v =
ω¯ϕUv = ω¯ϕv ◦ F and R(ω)v = R(ωϕv). Note that R(ω) is the L2 adjoint of U(ω)
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but that R(ω) : L1 → L1 is the dual of U(ω¯) : L∞ → L∞. (This discrepancy between
adjoints and duals over the complex numbers is standard.)
Proposition 4.6 Suppose that F : Y → Y is ergodic. Let ω ∈ S1 and let v : Y → C
be L1. Then U(ω)v = v if and only if R(ω)v = v, in which case |v| is constant.
Proof First, note that if U(ω)v = v, then |v| ◦ F = |v| and so |v| is constant by
ergodicity.
Next, recall that RU = I and hence R(ω)U(ω) = I for all ω. If U(ω)v = v, then
v = R(ω)U(ω)v = R(ω)v, proving one direction.
Conversely, suppose that R(ω)v = v. By duality,
∫
Y
v U(ω¯)nw dµ =
∫
Y
vw dµ for
every w ∈ L∞ and n ≥ 1. We claim that v is bounded and |v|∞ ≤ |v|1. Suppose the
claim is false. Then there is a set E of positive measure and c > |v|1 such that |v| ≥ c
on E. Choose w = 1E v¯/|v| on {v 6= 0} and w = 1E elsewhere. Then
cµ(E) ≤
∫
E
|v| dµ =
∫
Y
vw dµ =
∫
Y
v
1
n
n−1∑
j=0
U(ω¯)jw dµ
=
∫
Y
v
1
n
n−1∑
j=0
ωϕj w ◦ F j dµ ≤
∫
Y
|v| 1
n
n−1∑
j=0
|w| ◦ F j dµ.
The last integrand is dominated by |w|∞|v| ∈ L1 and converges a.e. to |v|
∫
Y
|w| dµ
by the pointwise ergodic theorem. By the dominated convergence theorem,
lim
n→∞
∫
Y
|v| 1
n
n−1∑
j=0
|w| ◦ F j dµ =
∫
Y
|v| dµ µ(E).
Hence c ≤ ∫
Y
|v| dµ which is a contradiction.
This proves the claim, so v is bounded. In particular, v ∈ L2 and a computation
using that R(ω) = U(ω)∗ and R(ω)v = v shows that 〈U(ω)v − v, U(ω)v − v〉 = 0 so
that U(ω)v = v as required.
Returning to the intermittent maps (1.2), we obtain
Corollary 4.7 Suppose that γ < 1. For each ω ∈ S1 \ {1} there are no L1 functions
v : Y → S1 such that R(ω)v = v.
Proof This is immediate from Lemma 4.5 and Proposition 4.6.
To prove Lemma 4.5, we make use of two Young towers g : ∆→ ∆ and g˜ : ∆˜→ ∆˜.
The second of these coincides with the tower in the proof of Lemma 4.4. The first
tower is different from those considered so far in this paper (in particular, that of
Lemma 4.2), and is defined as follows:
∆ = {(y, `) ∈ Y × Z : 0 ≤ ` ≤ ϕ(y)− 1}, g(y, `) =
{
(y, `+ 1) ` ≤ ϕ(y)− 2
(Fy, 0) ` = ϕ(y)− 1 .
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Since γ < 1, it follows from Corollary 3.4 and Lemma 4.2 that ϕ¯ =
∫
Y
ϕdµY <∞,
and hence µ∆ = (µY × counting)/ϕ¯ is an ergodic g-invariant probability measure on
∆. As in Lemma 4.4, we have an ergodic g˜-invariant probability measure µ˜∆ =
(µZ × counting)/τ¯ on ∆˜.
Remark 4.8 A standard strategy, used below, to establish aperiodicity is to show
that g is weak mixing. This is made complicated by that fact that g is nonMarkov, so
we pass to the Markov extension g˜. (This is similar in spirit, though the notation is
more complicated, to the derivation of mixing properties for F from mixing properties
for G in Subsection 4.1.)
Recall that τ : Z → Z+, τ = ϕρ =
∑ρ−1
i=0 ϕ ◦ F i. Write ϕj =
∑j−1
i=0 ϕ ◦ F i. Any
element of ∆˜ can be written uniquely as (z, ϕj(z) + `) where 0 ≤ j ≤ ρ(z) − 1 and
0 ≤ ` ≤ ϕ(F jz)− 1, valid for z ∈ Z.
Define
pi∆ : ∆˜→ ∆, pi∆(z, ϕj(z) + `) = (F jz, `).
Proposition 4.9 Suppose that γ < 1. Then pi∆ is a measure-preserving semiconju-
gacy from g˜ to g.
Proof To verify that pi∆ is a semiconjugacy (pi∆ ◦ g˜ = g ◦ pi∆), we show that pi∆ ◦
g˜(z, ϕj(z) + `) = g ◦ pi∆(z, ϕj(z) + `) for all z, j, `.
Now,
g ◦ pi∆(z, ϕj(z) + `) = g(F jz, `) =
{
(F jz, `+ 1) ` ≤ ϕ(F jz)− 2
(F j+1z, 0) ` = ϕ(F jz)− 1.
Also,
pi∆ ◦ g˜(z, ϕj(z) + `) =

pi∆(z, ϕj(z) + `+ 1) ` ≤ ϕ(F jz)− 2
pi∆(z, ϕj+1(z)) ` = ϕ(F
jz)− 1, j ≤ ρ(z)− 2
pi∆(Gz, 0) ` = ϕ(F
jz)− 1, j = ρ(z)− 1
=
{
(F jz, `+ 1) ` ≤ ϕ(F jz)− 2
(F j+1z, 0) ` = ϕ(F jz)− 1.
Hence pi∆ is a semiconjugacy.
It remains to show that pi∆ is measure-preserving. Now the Lebesgue measures on
Y and on Z lift to LebY ×counting on ∆ and LebZ ×counting ∆˜, respectively, and it
follows from the definitions that µ∆ and µ˜∆ are absolutely continuous g-invariant and
g˜-invariant probability measures on ∆ and ∆˜ respectively. Since F is nonsingular,
i.e. F∗µY  µY , it is easy to check that pi∆ is nonsingular, i.e. (pi∆)∗µ˜∆  µ∆. Since
g ◦ pi∆ = pi∆ ◦ g˜ it follows that g∗((pi∆)∗µ˜∆) = (pi∆)∗(g˜∗µ˜∆) = (pi∆)∗µ˜∆, so (pi∆)∗µ˜∆ is
an absolutely continuous g-invariant probability measure on ∆. By Lemma 4.2, the
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density for µY and hence for µ∆ is bounded below, so µ∆ is the unique absolutely
continuous g-invariant probability measure on ∆. Hence (pi∆)∗µ˜∆ = µ∆.
Proof of Lemma 4.5 In the proof of Lemma 4.4, it was established that g˜ : ∆˜→ ∆˜
is mixing. Hence by Proposition 4.9, g : ∆ → ∆ is mixing. In particular, g is weak
mixing, which means that the equation u ◦ g = ωu has no measurable solutions
u : ∆→ S1 for each ω ∈ S1 \ {1}.
Let ω ∈ S1 \ {1} and suppose that v : Y → S1 is a measurable solution to (4.1).
Define u(y, `) = ω`v(y). Then u : ∆ → S1 is measurable. If ` ≤ ϕ(y) − 2, then
u ◦ g(y, `) = u(y, ` + 1) = ω`+1v(y) = ωu(y, `). If ` = ϕ(y) − 1, then u ◦ g(y, `) =
u(Fy, 0) = v(Fy) = ωϕ(y)v(y) = ω`+1v(y) = ωu(y, `). This shows that u ◦ g = ωu
which is impossible. Hence there are no such measurable solutions to (4.1).
5 Estimates in two-dimensional BV
Let λm denote m-dimensional Lebesgue measure. For v ∈ L1(Y ), define the variation
Var v = sup
ω
∫
R2
v divω dλ2,
where the supremum is taken over all compactly supported C1 test functions ω :
R2 → R2 such that |ω|∞ ≤ 1. Let BV(Y ) consist of those functions v ∈ L1(Y ) such
that Var v < ∞. This is a Banach space with norm ‖v‖BV = |v|1 + Var v. Recall
that C1 functions lie in BV(Y ) and Var v =
∫
Y
|∇v|λ2 for such functions, where
|∇v| = (|∂v/∂y|2 + |∂v/∂θ|2) 12 .
We use the fact [18, Remark 2.14] that if w is continuous on a set U with Lipschitz
boundary and w is C1 on IntU , then Var(1Uw) =
∫
U
|∇w| dλ2 +
∫
∂U
|w| dλ1. (The
measure will often be suppressed when the meaning is clear.)
The following standard result [18, Theorem 1.17] allows us to reduce to considering
C1 functions v : R2 → R in many estimates.
Proposition 5.1 Let v ∈ BV(Y ). There exists a sequence of C1 functions vn : R2 →
R such that vn → v in L1(Y ) and limn→∞Var vn = Var v.
Corollary 5.2 Let A : L1(Y ) → L1(Y ) be a bounded linear operator. If Var(Av) ≤
C1|v|1 +C2 Var v for all v ∈ C1, then Var(Av) ≤ C1|v|1 +C2 Var v for all v ∈ BV(Y ).
Proof Let v ∈ BV(Y ) and choose a sequence vn as in Proposition 5.1. Let ω be a
C1 test function. Since Avn → Av in L1(Y ),∫
R2
Av divω = lim
n→∞
∫
R2
Avn divω = lim sup
n→∞
∫
R2
Avn divω ≤ lim sup
n→∞
Var(Avn)
≤ lim sup
n→∞
(C1|vn|1 + C2 Var vn) = C1|v|1 + C2 Var v.
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Taking the supremum over ω yields the desired result.
5.1 Boundary terms
The primary difficulty in dealing with multidimensional BV is the occurrence of cer-
tain boundary terms. Let a ∈ α denote a partition element and consider the branch
Fa : a→ Fa. Let ∂Fa denote F |∂a : ∂a→ ∂Fa with 1-dimensional derivative D∂Fa.
For the Lasota-Yorke inequality (Subsection 5.2 below) given v ∈ C1, we are required
to estimate terms of the form ∫
∂a
|v||D∂Fa/JFa|,
relative to the BV norm ‖v‖BV(Y ). In one dimension, BV(Y ) is embedded in L∞
which simplifies the estimates considerably. For higher dimensions, much more work
is required, see [12, 13, 19] and references therein.
Our main results in this subsection are:
Lemma 5.3 Let v : R2 → R be C1. There is a constant C1 > 0 such that∫
∂a
|v||D∂Fa/JFa| ≤ C1(|1av|1 + n−(1+1/γ)|1a∇v|1) for all a ∈ α with ϕ(a) = n.
Lemma 5.4 Let v : R2 → R be C1. Suppose that u is sufficiently close to constant
as in Remark 3.3. Then there exists κ0 ∈ (0, 34), and for any N0 ≥ 1, there exists a
constant C2 > 0 such that∫
∂a
|v||D∂Fa/JFa| ≤ C2|1av|1 + κ0|1a∇v|1
for all a ∈ α with ϕ(a) ≤ N0.
An immediate consequence is:
Corollary 5.5 Let v : R2 → R be C1. There exists κ0 ∈ (0, 34) and C3 > 0 such that∑
a
∫
∂a
|v||D∂Fa/JFa| ≤ C3
∑
a
|1av|1 + κ0
∑
a
|1a∇v|1 = C3|v|1 + κ0 Var v.
In the remainder of this subsection, we prove Lemmas 5.3 and 5.4.
Recall from Section 3.1 that the partition elements form a ‘rectangular’ grid
{Yn,j, n ≥ 1, j = 1 . . . , 4n} where there are infinitely many columns Cn, n ≥ 1,
bounded by ‘vertical’ curves ξn(θ), 0 ≤ θ ≤ 1. The column Cn is divided into 4n
partition elements {Yn,j} bounded by horizontal lines θ = j4−n, j = 0, . . . , 4n. In
particular, the partition element a = Yn,j is given by
Yn,j = {(y, θ) : ξn(θ) ≤ y ≤ ξn−1(θ), (j − 1)4−n ≤ θ ≤ j4−n}.
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By Proposition 3.1,
(ξn−1(θ)− ξn(θ))−1  n1+1/γ, (5.1)
uniformly in θ. Also, by Proposition 3.1,
Mn = max{|ξ′n−1|∞, |ξ′n|∞}  n−(1+1/γ). (5.2)
We write ∂a = Ha ∪ Va where Ha is the union of the two horizontal edges and Va
is the union of the two ‘vertical’ edges.
Proof of Lemma 5.3 By Lemma B.5 and (5.1), (5.2),∫
Ha
|v|  (4n +Mn(ξn−1 − ξn)−1)|1av|1 + |1a∂θv|1 +Mn|1a∂yv|1
 4n|1av|1 + |1a∂θv|1 + |1a∂yv|1  4n|1av|1 + |1a∇v|1.
On the horizontal edges, ∂Fa(y, θ0) = F1(y, θ0) since horizontal lines are mapped to
horizontal lines. By Corollary 3.7, D∂Fa = A and |D∂Fa/JFa| = 4−n. Hence∫
Ha
|v|D∂Fa/JFa  |1av|1 + 4−n|1a∇v|1. (5.3)
Similarly, it follows from Lemma B.4 that∫
Va
|v|  n1+1/γ|1av|1 + |1a∇v|1.
On the ‘vertical’ edges, by Corollary 3.7, |D∂Fa|  4n and |D∂Fa/JFa|  n−(1+1/γ).
Hence ∫
Va
|v||D∂Fa/JFa|  |1av|1 + n−(1+1/γ)|1a∇v|1. (5.4)
Combining (5.3) and (5.4), we obtain the result.
Proof of Lemma 5.4 We apply Theorem B.1. Since u is nearly constant as in
Remark 3.3, we have |M |∞ < 7/
√
72 by Remark 3.3 and hence
√
2((1 + |M |2∞)1/2 + |M |∞) = 4κ0,
where κ0 <
3
4
. Hence
∫
∂a
|v| ≤ K(a)|1av|1 + 4κ0|1a∇v|1 where K(a) is a constant.
The result follows since |D∂Fa/JFa| ≤ 14 .
Remark 5.6 We can relax the artificial condition in Remark 3.3 by increasing the
expansivity of f so that D∂Fa/JFa is sufficiently large.
Alternatively, we could consider higher iterates. But now we have to check that the
calculations in Lemma 5.3 remain intact. Note that Lemma 4.1 also requires a certain
amount of expansion for F to overcome the complexity growth of discontinuities of F .
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5.2 Lasota-Yorke inequality
Let F̂ : L1(Y ) → L1(Y ) be the transfer operator corresponding to F relative to
Lebesgue measure. (So
∫
Y
F̂ v w dλ2 =
∫
Y
v w ◦ F dλ2 for all v ∈ L1, w ∈ L∞.) Then
F̂ v =
∑
a 1Fa(gv) ◦ F−1a where g = 1/| det(DF )| = (JF )−1.
Also, for z ∈ D, we consider the twisted transfer operator F̂ (z) given by F̂ (z)v =
F̂ (zϕv), so
F̂ (z)v =
∑
a
1Fa(gz
ϕv) ◦ F−1a =
∑
a
zϕ(a)1Fa(gv) ◦ F−1a .
Lemma 5.7 There exist constants C > 0 and κ1 ∈ (0, 1) such that
Var(F̂ (z)v) ≤ |z|(C|v|1 + κ1 Var v) for all v ∈ BV(Y ), z ∈ D.
Proof By Corollary 5.2, it suffices to prove this for v ∈ C1.
First we consider the case z = 1. Note that (gv) ◦ F−1a is C1 on Fa, and so
Var(F̂ v) ≤
∑
a
Var(1Fa(gv) ◦ F−1a )
=
∑
a
∫
Fa
|∇[(gv) ◦ F−1a ]| dλ2 +
∑
a
∫
∂Fa
|(gv) ◦ F−1a | dλ1.
Now,∫
Fa
|∇[(gv) ◦ F−1a ]| =
∫
Fa
|∇(gv) ◦ F−1a ·D(F−1a )|
=
∫
Fa
|∇(gv) ◦ F−1a · (DFa)−1 ◦ F−1a | =
∫
a
|∇(gv)(DFa)−1|JFa
≤
∫
a
|v||(∇g)(DFa)−1|JFa +
∫
a
|g||∇v||(DFa)−1|JFa
=
∫
a
|v||(∇g)(DFa)−1|JFa +
∫
a
|∇v||(DFa)−1| ≤ C1|1av|1 + 14 |1a∇v|1,
where C1 = supa |(∇g)(DFa)−1|JFa < ∞ by Corollary 3.11 and we have used the
fact that |DF | ≥ 4. Also,∫
∂Fa
|(gv) ◦ F−1a | =
∫
∂a
|gv||D(∂Fa)| =
∫
∂a
|v||D∂Fa/JFa|.
We have shown that
Var(F̂ v) ≤ C1|v|1 + 1
4
|∇v|1 +
∑
a
∫
∂a
|v||D∂Fa/JFa|.
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Applying Corollary 5.5, we obtain Var(F̂ v) ≤ C|v|1 + κ1 Var v, with κ1 = 14 + κ0.
For general z, we have an extra factor of |z|ϕ(a) throughout. Since |z| ≤ 1 and
ϕ ≥ 1, this is bounded by |z|.
Corollary 5.8 (a) 1 is a simple eigenvalue for F̂ : L1(Y ) → L1(Y ) with eigenfunc-
tion hY = dµY /dLeb, and F̂ has no further eigenvalues on the unit circle.
(b) F̂ (z) : L1(Y )→ L1(Y ) has spectral radius at most |z| for all z ∈ D.
(c) Let κ1 ∈ (0, 1) be as in Lemma 5.7. Then F̂ (z) : BV(Y ) → BV(Y ) has essential
spectral radius at most κ1|z| for all z ∈ D.
(d) hY ∈ BV(Y ).
(e) There exist constants κ2 ∈ (κ1, 1), C > 0 such that ‖F̂ nv‖BV ≤ Cκn2‖v‖BV for all
v ∈ BV(Y ) with ∫ v dLeb = 0 and all n ≥ 1.
Proof (a) We have F̂ hY = hY so 1 is an eigenvalue for F̂ . Simplicity follows from
the fact that hY is the unique invariant density (Lemma 4.2). Also F is mixing, so
F̂ has no further eigenvalues on the unit circle.
(b) Clearly, F̂ (z) : L1(Y )→ L1(Y ) satisfies |F̂ (z)|1 ≤ |z|, so F̂ (z) : BV(Y )→ BV(Y )
has spectral radius at most |z|.
(c,d) By Lemma 5.7, ‖F̂ (z)v‖BV ≤ |z|{(C + 1)|v|1 + κ1‖v‖BV}. Since the unit ball
in BV(Y ) is compact in L1(Y ), the estimate on the essential spectrum radius follows
from [26]. Moreover, 1 is an eigenvalue for F̂ : BV(Y ) → BV(Y ) by [26]. By
Lemma 4.2, the corresponding density coincides with hY , so hY ∈ BV(Y ).
(e) This is a consequence of parts (a) and (c).
5.3 Tail of the return time function
Let c′ > 0 be as in Proposition 3.1.
Proposition 5.9 There exists a constant C > 0 such that
∫
{ϕ=n} |v| dLeb ≤
Cn−(1+1/γ)‖v‖BV for all v ∈ BV(Y ). Moreover, for v ∈ BV(Y ),∫
{ϕ=n}
v dLeb ∼ 1
4
c′
∫
T
v(3
4
+, θ) dθ n−(1+1/γ), (5.5)
where the one-sided limit v(3
4
+, θ) = limy→ 3
4
+ v(y, θ) exists for almost every θ and is
integrable.
Taking v to be the density hY , we obtain
µY (ϕ = n) ∼ c2n−(1+1/γ) where c2 = 14c′
∫
T
hY (
3
4
+, θ) dθ.
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Proof By [18, p. 29], Var v =
∫
Vary v dθ =
∫
Varθ v dy where (Vary v)(θ) denotes
the one-dimensional variation of v(·, θ) in the y-variable, and similarly for (Varθ v)(y).
Recall from Section 3.1 that for n ≥ 1, {ϕ = n} = {(y, θ) : y ∈ [yn(θ), yn−1(θ)], θ ∈
T} and that yn−1 − yn ∼ 14c′n−(1+1/γ) uniformly in θ. Hence for a.e. θ,
n1+1/γ
∫
{ϕ(·,θ)=n}
|v(y, θ)| dy = n1+1/γ
∫ yn−1(θ)
yn(θ)
|v(y, θ)| dy
≤ n1+1/γ(yn−1(θ)− yn(θ))supy|v(y, θ)| 
∫
|v(y, θ)| dy + (Vary v)(θ),
so
n1+1/γ
∫
{ϕ=n}
|v(y, θ)| dLeb
∫
T
(∫
|v(y, θ)| dy + (Vary v)(θ)
)
dθ = ‖v‖BV.
This completes the proof of the first statement.
Next, note that BV functions restrict to BV functions on almost all one-
dimensional slices (see [35, Lemma A.1, third statement] which is based on [17, Sec-
tion 5.10.2, Theorem 2]. Moreover, one-dimensional BV functions have one-sided
limits. Hence J(θ) = limy→0+ v(34 + y, θ) exists a.e. and is measurable (being a limit
of measurable functions by Fubini’s theorem). For a.e. θ,
|J(θ)| ≤ sup
y
|v(y, θ)| ≤
∫
|v(y, θ)| dy + (Vary v)(θ).
Hence J is integrable and both sides of (5.5) are well-defined.
Let An = n
1+1/γ
∫
{ϕ=n} v dLeb−14c′
∫
T J(θ) dθ. To prove validity of (5.5), we must
show that limn→∞An = 0. Write
An =
∫
T
Bn(θ) dθ, Bn(θ) = n
1+1/γ
∫ yn−1(θ)
yn(θ)
v(y, θ) dy − 1
4
c′J(θ).
We apply the dominated convergence theorem.
We have already seen that Bn is dominated by the L
1 function
∫ |v(y, ·)| dy +
Vary +1
4
c′|J |. Next,
Bn(θ) =
{
n1+1/γ(yn−1(θ)− yn(θ))− 14c′
}
J(θ) + n1+1/γ
∫ yn−1(θ)
yn(θ)
{
v(y, θ)− J(θ)} dy.
The first term converges to zero a.e. by the estimate for yn−1− yn. Also, yn → 34+, so∣∣∣n1+1/γ ∫ yn(θ)
yn+1(θ)
(v(y, θ)− J(θ)) dy
∣∣∣ ≤ n1+1/γ(yn−1(θ)− yn(θ)) sup
y∈[ 3
4
,yn−1(θ)]
|v(y, θ)− J(θ)|
 sup
y∈[ 3
4
,yn−1(θ)]
|v(y, θ)− J(θ)| → 0 a.e.
by the definition of J(θ). Hence Bn(θ)→ 0 a.e. completing the proof of (5.5).
The estimate for µY (ϕ > n) follows immediately.
24
6 Lower bounds on decay of correlations
By Proposition 5.9, the return time ϕ is integrable if and only if γ < 1. In this section,
we establish lower bounds on decay of correlations for C1 observables supported on
Y when γ < 1.
In Subsection 6.1, we show that spectral properties of normalized transfer opera-
tors are inherited from those for the transfer operators Fˆ (z) considered in Section 5.
Estimates for associated renewal operators Rn are given in Subsection 6.2. This is
used in Subsection 6.3 to obtain lower bounds for γ < 1 (Subsection 6.3).
6.1 Spectral properties of normalized transfer operators
By Lemma 4.2, the invariant density hY = dµY /dLeb is bounded above and below, so
the Lp spaces with respect to µY and Leb are identical and we can just write L
p(Y ).
We have BV(Y ) ⊂ L2(Y ) since the domain Y is two-dimensional.
The transfer operator R corresponding to the F -invariant measure µY is given
by Rv = h−1Y F̂ (hY v). Again, we consider the twisted transfer operators R(z)v =
R(zϕv) = h−1Y F̂ (z)(hY v). These act naturally on the Banach space B(Y ) = h−1Y BV(Y )
which consists of functions v : Y → R such that hY v ∈ BV(Y ) with norm ‖v‖B =
‖hY v‖BV.
Proposition 6.1 C1(Y ) ⊂ B(Y ) ⊂ L2(Y ).
Proof Let v ∈ B(Y ). Then ∫ v2 dLeb ≤ |h−2Y |∞ ∫ (hY v)2 dLeb  ‖hY v‖2BV = ‖v‖2B
establishing the second inclusion.
For the first inclusion, let v ∈ C1(Y ). We must show that hY v ∈ BV(Y ). In
other words, since hY ∈ BV(Y ), it suffices to show that BV(Y ) is closed under
multiplication by C1 functions. A calculation shows that div(vω) = v divω+(∇v) ·ω.
Hence ∫
vhY divω =
∫
hY div(vω)−
∫
hY (∇v) · ω.
Taking supremums, Var(vhY ) ≤ |v|∞VarhY + |hY |∞|∇v|∞ <∞ as required.
Corollary 6.2 Consider the operators R(z) : B(Y )→ B(Y ).
(i) 1 is a simple isolated eigenvalue in the spectrum of R.
(ii) 1 6∈ specR(z) for all z ∈ D \ {1}.
(iii) There exist constants κ2 ∈ (κ1, 1), C > 0 such that ‖Rnv‖B ≤ Cκn2‖v‖B for all
v ∈ B(Y ) with ∫ v dµY = 0 and all n ≥ 1.
Proof Multiplication by h−1Y is an isomorphism from BV(Y ) → B(Y ) that conju-
gates F̂ (z) to R(z). Hence R(z) inherits properties of F̂ (z) in Corollary 5.8. By
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Corollary 5.8(a) and (d), 1 is a simple eigenvalue for R and it is isolated in the spec-
trum by Corollary 5.8(c). This proves property (i), and property (iii) follows from
Corollary 5.8(e).
For property (ii), it suffices by Corollary 5.8(b,c) to consider the cases |z| = 1,
z 6= 1 and to show that 1 is not an eigenvalue. This follows from Corollary 4.7.
6.2 Estimates for ‖Rn‖B
Define the family of operators Rn : B → B, n ≥ 1, given by Rnv = R(1{ϕ=n}v).
Lemma 6.3 ‖Rn‖B = O(n−(1+1/γ)).
Proof Again, the result is immediate once we establish the corresponding estimate
for F̂nv = F̂ (1{ϕ=n}v) on BV(Y ).
Recall that ‖F̂nv‖BV = |F̂nv|L1(Leb) + Var(F̂nv). Now,
|F̂nv|L1(Leb) =
∫
Y
|F̂nv| dLeb =
∫
Y
|F̂ (1{ϕ=n}v)| dLeb
≤
∫
Y
1{ϕ=n}|v| dLeb n−(1+1/γ)‖v‖BV,
by Proposition 5.9.
Next, we estimate Var(F̂nv). By Corollary 5.2, it suffices to do this for v ∈ C1.
Adapting the calculations in the proof of Lemma 5.7, we have Var(F̂nv) ≤ I1 +I2 +I3,
where
I1 =
∑
ϕ(a)=n
|1a(∇g)(DFa)−1JF |∞|1av|1,
I2 =
∑
ϕ(a)=n
|(DFa)−1|∞
∫
a
|∇v|, I3 =
∑
ϕ(a)=n
∫
∂a
|v||D∂Fa/JFa|.
We consider partition elements of the form a = Yn,j. By Corollary 3.11,
|1a(∇g)(DFa)−1JF |∞ = O(1). Hence I1 
∫
{ϕ=n} |v| dLeb  n−(1+1/γ)‖v‖BV by
Proposition 5.9.
By Corollary 3.7, |(DFa)−1|∞  n−(1+1/γ). Hence I2  n−(1+1/γ)
∫
{ϕ=n} |∇v| ≤
n−(1+1/γ) Var v.
Finally, by Lemma 5.3 and Proposition 5.9, I3 ∫
{ϕ=n} |v| dLeb +n−(1+1/γ)
∫
{ϕ=n} |∇v|  n−(1+1/γ)‖v‖BV.
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6.3 Lower bounds
By Corollary 6.2 and Lemma 6.3, we have verified the assumptions of Goue¨zel [21].
Recall that F is the first return map to Y so µY = µX |Y /µX(Y ). Consider the
correlation function
ρ(n) =
∫
X
v w ◦ fn dµX −
∫
X
v dµX
∫
X
w dµX ,
where v ∈ B(Y ) and w ∈ L2(Y ) 1. Then
ρ(n) = µX(Y )
∑
j>n
µY (ϕ > j)
∫
X
v dµX
∫
X
w dµX + E(n)‖v‖B(Y )|w|2
where E(n) =

n−
1
γ γ < 1
2
n−2 log n γ = 1
2
n−2(
1
γ
−1) 1
2
< γ < 1
. In particular,
ρ(n) ∼ c3n−(
1
γ
−1)
∫
X
v dµX
∫
X
w dµX as n→∞,
where c3 = µX(Y )γ(
1
γ
− 1)−1c2 with c2 as given in Proposition 5.9.
(Note that v and w are viewed as being defined on X in the above expressions
even though they are supported on Y .)
7 Upper bounds on decay of correlations for ob-
servables on X
Recall that the operators Rn, n ≥ 1 and R(z), z ∈ D, are defined on L1(Y ) given by
Rnv = R(1{ϕ=n}v) and R(z)v = R(zϕv) =
∑∞
n=1 z
nRnv.
In this section we prove the following result.
Lemma 7.1 There is a Banach space E(Y ) containing constants and embedded in
L1(Y ) such that Rn, R(z) restrict to bounded linear operators on E(Y ). Moreover,
(a) There is a constant C > 0 such that ‖Rn‖E ≤ CµY (ϕ = n) for n ≥ 1.
(b) (i) 1 is a simple isolated eigenvalue in the spectrum of R(1).
(ii) 1 6∈ specR(z) for all z ∈ D \ {1}.
(c) There is a constant C > 0 such that ‖vˆ‖E ≤ C‖v‖C1 for all v ∈ C1(X) and all
vˆ : Y → R, where vˆ|{ϕ=n} = v ◦ f jn for some jn ∈ {0, 1, . . . , n− 1}.
1We require w in L2 since Proposition 6.1 only gives B ⊂ L2.
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In the terminology of [41, Section 1.2], F : Y → Y is an excellent inducing scheme
by Lemma 7.1(a,b), and C1 observables on X are exchangeable by Lemma 7.1(c).
Since µY (ϕ = n) ∼ const. n−(1+1/γ), it follows from [41, Theorem 1.2] that there is a
constant C > 0 such that
|ρ(n)| ≤ C‖v‖C1|w|∞n−(
1
γ
−1) for all v ∈ C1(X), w ∈ L∞(X), n ≥ 1.
In the remainder of this section we prove Lemma 7.1. We begin by introducing
the appropriate function space E(Y ). Define the norm
‖v‖E = |v|1 + sup
n≥1
n1+1/γ‖Rnv‖B, |v|1 =
∫ |v| dµY
on B(Y ). By Lemma 6.3, there is a constant C∗ > 0 such that ‖Rnv‖B ≤
C∗n−(1+1/γ)‖v‖B for all v ∈ B(Y ), n ≥ 1. Hence ‖v‖E ≤ (1 + C∗)‖v‖B < ∞
for all v ∈ B(Y ). Let E(Y ) be the completion of B(Y ) in this norm. Then
E(Y ) is a Banach space containing constant functions and we have the embeddings
B(Y ) ⊂ E(Y ) ⊂ L1(Y ).
For each n ≥ 1, the operator Rn on B(Y ) extends uniquely to a bounded linear
operator Rn : E(Y )→ B(Y ) with ‖Rnv‖B ≤ n−(1+1/γ)‖v‖E . Since B(Y ) is embedded
in E(Y ), we obtain a bounded linear operator Rn : E(Y ) → E(Y ) with ‖Rn‖E ≤
(1 + C∗)n−(1+1/γ). Hence Lemma 7.1(a) holds.
In addition, it follows that z 7→ R(z) extends to a continuous family of bounded
linear operators on E(Y ) for z ∈ D with ‖R(z)‖E ≤ (1 + C∗)(1 + γ) for z ∈ D. Also,
‖R(z)v‖B ≤ (1 + γ)‖v‖E for v ∈ E(Y ), z ∈ D.
Proof of Lemma 7.1(b) By ergodicity, 1 is a simple eigenvalue for R on L1(Y )
with eigenspace consisting of the constant functions. Hence 1 is a simple eigenvalue
for R on E(Y ).
By Corollary 6.2(iii), there are constants κ2 ∈ (0, 1), C > 0 such that ‖Rnv‖B ≤
Cκn2‖v‖B for v ∈ B(Y ) with
∫
v dµY = 0. Let v ∈ E(Y ) with
∫
v dµY = 0. Then
‖Rnv‖E ≤ (1 +C∗)‖Rn−1Rv‖B ≤ (1 +C∗)Cκn−12 ‖Rv‖B ≤ (1 +C∗)C(1 + γ)κn−12 ‖v‖E .
Hence the spectrum of R on E(Y ) is contained in {1} ∪Bκ2(0). Part (i) follows.
For (ii), it suffices to show that I − R(z) : E(Y ) → E(Y ) is a bijection. By
Corollary 4.7, 1 is not an eigenvalue for R(z) on L1(Y ) and so is not an eigenvalue
for R(z) on E(Y ) . Hence I −R(z) : E(Y )→ E(Y ) is injective.
Next, let w ∈ E(Y ) so R(z)w ∈ B(Y ). By Corollary 6.2(ii), there exists v ∈ B(Y )
such that (I − R(z))v = R(z)w. Therefore w = (I − R(z))(v + w) and so I − R(z) :
E(Y )→ E(Y ) is surjective.
Proof of Lemma 7.1(c) Let β = 1 + 1/γ. By definition,
‖vˆ‖E = |vˆ|1 + sup
n≥1
nβ‖Rnvˆ‖B = |vˆ|1 + sup
n≥1
nβ‖Fˆn(hY vˆ)‖BV
≤
∫
|vˆ| dµY + sup
n≥1
nβ
∫
|Fˆn(hY vˆ)| dLeb + sup
n≥1
nβ Var(Fˆn(hY vˆ)).
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Also,
∫ |vˆ| dµY ≤ |vˆ|∞ ≤ |v|∞ and∫
|F̂n(hY vˆ)| dLeb ≤ |hY |∞|v|∞
∫
F̂n1 = |hY |∞|v|∞
∫
1{ϕ=n}  |v|∞n−β.
Hence, it remains to verify that Var(F̂n(hY vˆ)) ‖v‖C1n−β.
The calculation is made more complicated by the fact that hY is not C
1. To
circumvent this, define Ah = F̂n(hvˆ) for h ∈ BV(Y ). We show that VarAh 
‖v‖C1n−β‖h‖BV for all h ∈ C1(Y ). By Corollary 5.2, VarAh  ‖v‖C1n−β‖h‖BV for
all h ∈ BV(Y ). Taking h = hY , we obtain the desired estimate.
Now, Ah =
∑
a 1Fa (1{ϕ=n}hgvˆ) ◦ F−1a =
∑∗ 1Fa(hgvˆ) ◦ F−1a where ∑∗ is the sum
over all partition elements a ∈ α with ϕ(a) = n and g = (JF )−1. Since hgvˆ is C1,
VarAh ≤
∑∗
Var(1Fa(hgvˆ) ◦ F−1a ) =
∑∗(∫
Fa
|∇[(hgvˆ) ◦ F−1a ]|+
∫
∂Fa
|hgvˆ| ◦ F−1a
)
.
(7.1)
For the first term, calculating as in Lemma 5.7,∫
Fa
|∇[(hgvˆ) ◦ F−1a ]| =
∫
Fa
|∇[(hg) ◦ F−1a ]||vˆ| ◦ F−1a +
∫
Fa
(hg) ◦ F−1a |∇[vˆ ◦ F−1a ]
≤ |v|∞
∫
Fa
|∇[(hg) ◦ F−1a ]|+
∫
Fa
|hg| ◦ F−1a |∇[v ◦ f jn ◦ F−1a ]|.
We also have∫
Fa
|∇[(hg) ◦ F−1a ]| ≤
∫
a
|h||(∇g)(DFa)−1JFa +
∫
a
|∇h||(DFa)−1|
≤ C1
∫
a
|h|+ sup
a
|(DFa)−1|
∫
a
|∇h| 
∫
a
|h|+ n−β
∫
a
|∇h|
and∫
Fa
|hg| ◦ F−1a |∇[v ◦ f jn ◦ F−1a ]| =
∫
Fa
|hg| ◦ F−1a |∇v| ◦ f jn ◦ F−1a |D(f jn ◦ F−1a )|
≤ |∇v|∞
∫
Fa
|hg| ◦ F−1a |D(f jn ◦ F−1a )| ≤ |∇v|∞
∫
Fa
|hg| ◦ F−1a = |∇v|∞
∫
a
|h|,
where we used that f is everywhere expanding, F = fn and jn < n. Hence∫
Fa
|∇[(hgvˆ) ◦ F−1a ]|  ‖v‖C1
(∫
a
|h|+ n−β
∫
a
|∇h|
)
.
For the second term, calculating as in Lemma 5.7,∫
∂Fa
|hgvˆ| ◦ F−1a ≤ |v|∞
∫
∂Fa
|hg| ◦ F−1a = |v|∞
∫
∂a
|h||D∂Fa/JFa|.
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Hence, by Lemma 5.3,∫
∂Fa
|hgvˆ| ◦ F−1a ≤ C1|v|∞
(∫
a
|h|+ n−β
∫
a
|∇h|
)
.
Combining the estimates for the two terms and substituting into (7.1),
VarAh ‖v‖C1
(∫
{ϕ=n}
|h|+ n−β
∫
|∇h|
)
.
By Proposition 5.9, VarAh ‖v‖C1n−β‖h‖BV as required.
8 Convergence to stable laws and Le´vy processes
For γ ∈ (1
2
, 1) the CLT with normalization n−1/2 fails for general Ho¨lder observables,
and we obtain results on anomalous diffusion.
Set α = 1
γ
∈ (1, 2) and let G0 denote the totally skewed α-stable law
with characteristic function E(eitG0) = exp{−σ|t|α(1 − i sgn t tan αpi
2
)}, where σ =
1
4
c′γ
∫
T hY (
3
4
+, θ) dθ Γ(1− α) cos αpi
2
.
Theorem 8.1 Let v : [0, 1] × T → R be Ho¨lder of mean zero, and define Iv =∫
T v(0, θ) dθ. Suppose that Iv 6= 0. Then
n−1/α
∑n−1
j=0 v ◦ f j →d G
where G =d ϕ¯
−1/αIvG0.
We also obtain the functional version of this result. Define Wn(t) =
n−1/α
∑[nt]−1
j=0 v ◦ f j. Let W be the α-stable Le´vy process with W (1) =d G.
Theorem 8.2 In the setting of Theorem 8.1, Wn →w W in D([0,∞),M1).
Remark 8.3 The analogous results for one-dimensional intermittent maps are
proved in [22, 43, 44]. In particular, we refer to [44, 48, 50] for background infor-
mation on the Skorohod M1 topology.
We require two preliminary propositions.
Proposition 8.4 n−1/α
∑n−1
j=0 (ϕ ◦ f j −
∫
Y
ϕdµY )→d G0.
Proof We verify the conditions stated in Appendix C. Taking z = 1 in Corollary 6.2,
we see that R : B(Y )→ B(Y ) satisfies the required spectral gap condition.
Let ψ = ϕ−∫
Y
ϕdµY . This is an L
1 function with mean zero. Clearly ψ is bounded
below. By Proposition 5.9, µY (ψ > x) ∼ σ1x−α where σ1 = 14c′γ
∫
T hY (
3
4
+, θ) dθ.
Hence condition (C.1) is satisfied (with σ2 = 0).
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Define Rt = R(e
it) for t ∈ R. By Section 6, Rt is a bounded linear operator
on B(Y ) for all t. Note that Rt =
∑∞
n=1Rne
int. It follows from Lemma 6.3 that∑∞
n=1 n‖Rn‖B < ∞ so t 7→ Rt is C1. In particular, ‖Rt‖B = O(|t|). The result now
follows from Theorem C.1.
Proposition 8.5 Let v : [0, 1]×T→ R be Ho¨lder. Suppose that v(0, θ) ≡ I for some
I ∈ R. Define V = ∑ϕ−1`=0 v ◦ f `. Then V − Iϕ ∈ Lp(Y ) for some p > α.
Proof Let η ∈ (0, 1] be the Ho¨lder exponent for v and suppose without loss that
η < γ. Set δ = η/γ ∈ (0, 1). Since ϕ ∈ Lq(Y ) for all q < α, it suffices to show that
V − Iϕ = O(ϕ1−δ).
Let (y, θ) ∈ Yn,j. Then
V (y, θ)− Iϕ(y, θ) =
n−1∑
`=0
v(f `(y, θ))− nI =
n−1∑
`=0
(v(f `(y, θ)− v(f `(0, θ)).
Write f `(y, θ) = (y`, θ`). Then f
`(0, θ) = (0, θ`), so |V (y, θ)−Iϕ(y, θ)| ≤ |v|η
∑n−1
`=0 y
η
` .
By Proposition 3.1, y`  (n− `)−1/γ for ` = 0, . . . , n− 1, so |V − Iϕ|  |v|ηn1−η/γ 
ϕ1−δ as required.
Proof of Theorems 8.1 and 8.2 First we prove the result under the additional
assumption that v(0, θ) is independent of θ. Evidently this constant value is Iv,
so Proposition 8.5 implies that V − Ivϕ ∈ Lp(Y ) for some p > α. This is [43,
condition (3.2)]. Also, [43, condition (3.1)] follows from Proposition 8.4. Hence
convergence to the desired stable law follows from [43, Theorem 3.1].
Define M1 = max1≤`′≤`≤ϕ(v`′ − v`)∧max1≤`′≤`≤ϕ(v`− v`′) where v` =
∑`−1
j=0 v ◦ f j.
Suppose for definiteness that Iv > 0 (the case Iv is treated similarly). The calculation
in Proposition 8.5 shows that v` = Iv`+O(ϕ
1−δ) for all 0 ≤ ` ≤ ϕ. Hence
0 ≤M1 ≤ max
1≤`′≤`≤ϕ
(v`′ − v`) = max
1≤`′≤`≤ϕ
Iv(`
′ − `) +O(ϕ1−δ).
Since Iv > 0 it follows that M1  ϕ1−δ. By [43, Proposition 3.5], n−1/α maxj≤nM1 ◦
F j →p 0 on (Y, µY ). Hence convergence to the desired Le´vy process follows from [43,
Theorem 3.2(a)].
Finally, we relax the additional assumption on v. Write v = v′+v′′ where v′′(y, θ) =
v(0, θ)− Iv. We have Wn = W ′n +W ′′n where
W ′n(t) = n
−1/α∑[nt]−1
j=0 v
′ ◦ f j, W ′′n (t) = n−1/α
∑[nt]−1
j=0 v
′′ ◦ f j.
Note that v′′, and hence v′, is Ho¨lder and mean zero. Moreover, v′(0, θ) ≡ Iv, so
W ′n →w W in (D[0,∞),M1). Also, u(θ) = v′′(y, θ) is a Ho¨lder mean zero observable
for the uniformly expanding map f2 : T→ T, so n−1/2
∑[nt]−1
j=0 u◦f j2 converges weakly
to Brownian motion in the uniform topology (see for example [27, Theorem 5] which
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establishes the ASIP and hence the weak convergence). Hence n−1/2
∑[nt]−1
j=0 v
′′ ◦ f j
converges weakly, so W ′′n →w 0. The result follows.
A Construction of the Gibbs-Markov map G
This section is devoted to the proof of Lemma 4.1. The main step is to verify the
hypotheses of Proposition 5 of [16]. This is done using Theorem A.1 below.
Recall that Y ⊂ R2 is endowed with the Euclidean metric |(y1, θ1) − (y2, θ2)| =
((y1− y2)2 + (θ1− θ2)2)1/2. For x ∈ R2 and A ⊂ R2, let d(x,A) = infy∈A |x− y| (with
d(x,A) =∞ if A = ∅). Given A ⊂ R2, ε > 0, define
∂εA = {x ∈ A : d(x, ∂A) ≤ ε} ⊂ A,
where ∂A is the boundary of A as a subset of R2.
We prove that the first return map F : Y → Y satisfies the following properties:
Theorem A.1 Let Λ ∈ (1
4
, 1
3
). There exists ε0 ∈ (0, 1) and C > 0 such that the
following hold:
Uniform expansion |F−1a z1−F−1a z2| ≤ Λ|z1−z2| for all z1, z2 ∈ a with |z1−z2| < ε0
and all a ∈ α.
Bounded distortion (JF−1a )(z1) ≤ eC|z1−z2|(JF−1a )(z2) for all z1, z2 ∈ a and all
a ∈ α.
Dynamical complexity For every open set I ⊂ Y with diam I ≤ ε0 and all ε < ε0,∑
a∈α
Leb(F−1a (∂εF (I ∩ a)) \ ∂εΛI)
Leb ∂εΛI
< Λ−1 − 1.
Divisibility of large sets Let I ⊂ Y be an open subset and let a ∈ α and V∗ ⊂
F (I ∩ a) such that
diam I ≤ ε0, Leb(I ∩ a) > 0, diamF (I ∩ a) ≥ ε0, diamV∗ ≤ ε0/6.
Then there exists a partition {U`} of F (I ∩ a) into open sets with diamU` < ε0, such
that V∗ ⊂ U` for some `, and∑
` Leb(F
−1
a (∂εU` \ ∂εF (I ∩ a)))
Leb(I ∩ a) ≤ Cε for all ε < ε0. (A.1)
Partition R For all δ > 0 sufficiently small, there exists a finite (mod 0)-partition
R of Y into open sets such that
sup
ε>0
ε−1 Leb ∂εR <∞ for all R ∈ R, (A.2)
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and for every δ-regular2 set I with diam I ≤ ε0, there exists R ∈ R such that I ⊃ R
and
Leb(I \R) ≥ 1
2
Leb I; (A.3)
Leb(∂ε(I \ clR) \ ∂εI) ≤ 4 Leb ∂εI for all ε < ε0. (A.4)
Moreover, there exists Z ∈ R, Z ′ ⊃ Z with LebZ < LebZ ′ and diamZ ′ ≤ ε0/10
such that for every open set I with diam I ≤ ε0 and I ⊃ Z ′,
Leb(∂ε(I \ clZ) \ ∂εI) ≤ 4 Leb ∂εI. (A.5)
In addition,
F (Z ∩ Int{ϕ = n}) = Y for sufficiently large n. (A.6)
Finally, there exists a1, a2 ∈ α such that ai ⊂ Z and Fai ⊃ Z ′ for i = 1, 2 and
ϕ|a2 − ϕ|a1 = 1. (A.7)
Proof of Lemma 4.1 Theorem A.1 implies in particular that we have verified
the hypotheses of [16, Proposition 5]. This guarantees the existence of the desired
refinement α′, the subset Z (as given in Theorem A.1), the return time ρ : Z → Z+
constant on elements of αZ = {a′ ∈ α′ : a′ ⊂ Z} and the induced map G = F ρ :
Z → Z. Moreover, conditions (a) and (b) of Lemma 4.1 follow directly from [16,
Proposition 5](a),(c).
In addition, [16, Proposition 5](b) states that Leb({ρ = 1} ∩ ai) > 0 for i = 1, 2.
This combined with (A.7) guarantees that Lemma 4.1(c) holds. Finally Lemma 4.1(d)
follows from (A.6).
In the next five subsections, we verify the five properties listed in Theorem A.1.
A.1 Uniform expansion
By Proposition 2.1, |DF−1a | ≤ 14 on Fa for all a ∈ α.
Lemma A.2 For every δ > 0 there exists ε0 > 0 such that for all z1, z2 ∈ Fa with
|z1 − z2| < ε0 and all a ∈ α, there exists a path γ : [0, 1] → R2 contained in Fa,
joining z1 and z2, and having length bounded by (1 + δ)|z1 − z2|.
Proof The boundary of Fa is a rectangle except that its right boundary is a C1
curve which we denote by ψ. Denote the line segment joining z1 and z2 by S. If S
lies in Fa, then take γ to be the path corresponding to this line segment. If not, then
S intersects the boundary of Fa. Let p1, p2 be the points of intersection closest to
2An open set I is said to be δ-regular if Leb(I \ ∂δI) > 0. Since, in R2, open balls of radius ≤ δ
are connected, every δ-regular set contains a ball of radius δ (see [16, Remark 8]).
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z1, z2, respectively. Define γ to be the path corresponding to starting at z1, travelling
on S until p1, then travelling on the boundary of Fa until p2 and then continuing on
S to z2. Since ψ is smooth, the length of γ can be made arbitrarily close to the length
of S by choosing ε0 sufficiently small. (The path γ may not be entirely contained in
Fa, but a small translation of it will be entirely inside Fa.)
Choose δ so that 1
4
(1 + δ) < Λ, and fix ε0 as in Lemma A.2. Let z1, z2 ∈ Fa with
|z1 − z2| < ε0 and choose γ as in Lemma A.2.
Now, F−1a z2 − F−1a z1 = (F−1a ◦ γ)(1) − (F−1a ◦ γ)(0) =
∫ 1
0
D(F−1a ◦ γ)(t)dt, so by
Lemma A.2,
|F−1a z1 − F−1a z2| ≤
∫ 1
0
|(DF−1a )(γ(t)) γ′(t)| dt ≤ sup
t∈[0,1]
|DF−1a (γ(t))|
∫ 1
0
|γ′(t)| dt
≤ 1
4
(1 + δ)|z1 − z2| < Λ|z1 − z2|,
as required.
A.2 Bounded distortion
By Corollary 3.9, there exists C > 0 such that
|1/JF (y1, θ1)− 1/JF (y2, θ2)| ≤ C inf
a
(1/JF )|F (y1, θ1)− F (y2, θ2)|
for all (y1, θ1), (y2, θ2) ∈ a and all a. Writing z1 = F (y1, θ1), z2 = F (y2, θ2), it follows
that
(JF−1a )(z1)
(JF−1a )(z2)
≤ 1 + C|z1 − z2| ≤ eC|z1−z2|,
yielding the desired distortion condition.
A.3 Dynamical Complexity
The proof is very similar to [16, Section 10.3] with some modifications due to nonlinear
vertical boundaries of Yi,j and FYi,j. In particular, we need a generalization of [5,
Sublemma C.1], which appears below as Proposition A.5.
Recall that ∂εA is defined as a subset of A. We also define ∂˜εA = {x ∈ R2 :
d(x, ∂A) ≤ ε}. (Hence ∂εA = ∂˜εA ∩ A).
Let us recall [5, Sublemma C.1] in a form that suffices for our purposes. We refer
to its proof briefly at the end of the proof of Lemma A.4.
Lemma A.3 (Sublemma C.1 of [5]) Suppose I is a non-empty measurable
bounded subset of the plane and E is a straight line cutting I into left and right
parts Il and Ir. Then for all ε ≥ 0, 0 ≤ ξ ≤ 1,
Leb({x ∈ Il : d(x,E) ≤ εξ} \ {x ∈ I : d(x, ∂I) ≤ ε}) ≤
ξ Leb{x ∈ Ir : d(x, ∂I) ≤ ε}.
(A.8)
34
In Proposition A.5 we generalize to the case where E is the graph of a Lipschitz
function, but first we prove a lemma which is similar in flavour but applies to segments
which may or may not intersect I. This lemma would follow from the one above if
0 ≤ ξ ≤ 1 and S (taking the place of E) were a hyperplane in R2 cutting through I.
Given a straight line segment S ∈ R2 and x ∈ R2, define d⊥ as follows. Suppose
x ∈ R2. If there exists a line that passes through x, intersects S and is perpendicular
to S, then d⊥(x, S) = d(x, S). If not, then d⊥(x, S) = ∞. If S is the graph of a
piecewise constant function, then one can define d⊥(x, S) similarly.
Lemma A.4 Suppose I is a measurable bounded subset of the plane and S is a
straight line segment in the plane. Then for all ε ≥ 0, ξ ≥ 0,
Leb({x ∈ I : d⊥(x, S) ≤ εξ} \ {x ∈ I : d(x, ∂I) ≤ ε}) ≤
ξ Leb{x ∈ I : d(x, ∂I) ≤ ε}. (A.9)
Proof Fix ε ≥ 0, ξ ≥ 0. Let
A = {x ∈ I : d⊥(x, S) ≤ εξ} \B, where B = {x ∈ I : d(x, ∂I) ≤ ε}.
We show that LebA ≤ ξ LebB.
Let ez be the line perpendicular to S at the point z ∈ S and let Az = A ∩ ez
and Bz = B ∩ ez. Given ε′ > 0 and an interval Jε′ of length ε′ inside ez, denote
Az(ε
′) = Az ∩ Jε′ . Points of Az(ε) are by definition at least distance ε from ∂I so
there exists a translate of Az(ε) along ez that lies in Bz. It follows from translation
invariance of Lebesgue measure Lebz on ez that Lebz Az(ε) ≤ Lebz Bz.
Let us write ξ = bξc + {ξ}, where {ξ} denotes the fractional part of ξ. Since Az
can be partitioned by bξc sets of the form Az(ε) plus one remainder set of the form
Az({ξ}ε), it follows that
Lebz Az ≤ bξcLebz(Bz) + Lebz Az(ε{ξ}). (A.10)
Now we show that Lebz Az(ε{ξ}) ≤ {ξ}Lebz Bz bounding the second term of (A.10).
If z ∈ S \ I, then Az(ε{ξ}) = ∅ because {ξ} < 1, so we are done. Otherwise, if
z ∈ S ∩ I, the claim follows directly from the proof of Lemma A.3 given in [5, p.1364]
because 0 ≤ {ξ} < 1.
We have proved that Lebz Az ≤ ξ Lebz Bz. Integrating over z ∈ S with respect to
Lebesgue measure on S, we obtain LebA ≤ ξ LebB as required.
Proposition A.5 Suppose I is a measurable bounded subset of the plane and E is
the graph of an L-Lipschitz function in the plane. Then for all ε ≥ 0, 0 ≤ ξ¯ ≤ 1
Leb({x ∈ I : d(x,E) ≤ εξ¯} \ {x ∈ I : d(x, ∂I) ≤ ε}) ≤
ξ¯(1 + L) Leb{x ∈ I : d(x, ∂I) ≤ ε}.
In other words, Leb((I ∩ ∂˜εξ¯E) \ ∂εI) ≤ ξ¯(1 + L) Leb ∂εI.
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Proof Suppose E is the graph of the Lipschitz function ψ : R → R. By a rotation
of I and E, we can suppose that the domain of ψ is the horizontal axis.
Fix ε ≥ 0, 0 ≤ ξ¯ ≤ 1. For t > 0, let {Aj} be a partition of the horizontal axis R
into intervals of length tε. Define gt : R → R, gt|Aj ≡ (LebAj)−1
∫
Aj
ψ, and denote
S = graph gt. Note that |ψ − gt|∞ ≤ Ltε.
We claim that
If d(x,E) ≤ εξ¯, then d⊥(x,E) ≤ εξ¯(1 + L).
Here d⊥(x,E) means the vertical distance from x to E. Since |ψ − gt|∞ ≤ Ltε, it
follows from the claim that
{x ∈ I : d(x,E) ≤ εξ¯} ⊂ {x ∈ I : d⊥(x, S) ≤ εξt},
where ξt = ξ¯(1 + L) + Lt.
Now applying Lemma A.4 with ξ = ξt on constant pieces graph(gt|Aj) of S sepa-
rately and adding the contributions, we get
Leb({x ∈ I : d(x,E) ≤ εξ¯} \ ∂εI) ≤ Leb({x ∈ I : d⊥(x, S) ≤ εξt} \ ∂εI)
≤ ξt Leb ∂εI = (ξ¯(1 + L) + Lt) Leb ∂εI.
Since t > 0 is arbitrary, we obtain the desired result.
It remains to prove the claim. Write x = (x1, x2) and choose z = (z1, z2) ∈ E
with |x− z| ≤ εξ¯. Let v = (v1, v2) ∈ E with v1 = x1. Then
d⊥(x,E) = |x2 − v2| ≤ |x2 − z2|+ |v2 − z2| ≤ |x2 − z2|+ L|v1 − z1|
= |x2 − z2|+ L|x1 − z1| ≤ (1 + L)|x− z| ≤ εξ¯(1 + L),
as required.
Verification of dynamical complexity Set Λn = supj |DF−1n,j | and note that
Λn ≤ 14 < Λ. Also, Λn = O(n−(1+1/γ)) by Corollary 3.7. Recall that Yn =
⋃4n
j=1 Yn,j
is bounded by two flat horizontal sides and two smooth vertical curves. By Proposi-
tion 3.1, the Lipschitz constants corresponding to the vertical curves are bounded by
some L0 > 0.
We choose n0 ≥ 1 sufficiently large so that
∑∞
n=n0
Λn
Λ
(1 +L0) ≤ 18 and then shrink
ε0 if needed so that if I ⊂ Y has diam I ≤ ε0 then at least one of the following holds:
(i) I ⊂ ⋃n0n=1 Yn and I ∩⋃n0n=1∑4nj=1 ∂Yn,j consists of at most one horizontal curve
H and one vertical curve V .
(ii) I ⊂ ⋃∞n=n0 Yn.
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In case (i), H is flat and V is smooth. Recall that Λ < 1
3
. Shrinking ε0 further, we can
suppose that I ∩ V is the graph of a function with Lipschitz constant L1 satisfying
3 + L1 < Λ
−1.
Let I ⊂ Y be an open subset with diam I ≤ ε0. Note that
F−1n,j (∂εF (I ∩ Yn,j)) \ ∂εΛI ⊂ (I ∩ ∂εΛnYn,j) \ ∂εΛI.
Recall that ∂Yn,j = Hn,j ∪ Vn,j where Hn,j consists of two flat horizontal edges and
Vn,j consists of two vertical curves. Hence
F−1n,j (∂εF (I ∩ Yn,j)) \ ∂εΛI ⊂ {(I ∩ ∂˜εΛnHn,j) \ ∂εΛI} ∪ {(I ∩ ∂˜εΛnVn,j) \ ∂εΛI}. (A.11)
Case (i). Since the only intersections are with H and V , (A.11) simplifies to⋃
a
F−1a (∂εF (I ∩ a)) \ ∂εΛI ⊂ {(I ∩ ∂˜εΛH) \ ∂εΛI} ∪ {(I ∩ ∂˜εΛV ) \ ∂εΛI}.
By Proposition A.5 (taking ξ¯ = 1 and replacing ε by εΛ),
Leb((I ∩ ∂˜εΛV ) \ ∂εΛI) ≤ (1 + L1) Leb ∂εΛI.
Similarly, Leb((I ∩ ∂˜εΛH) \ ∂εΛI) ≤ Leb ∂εΛI. Hence∑
a
Leb(F−1a (∂εF (I ∩ a)) \ ∂εΛI)
Leb ∂εΛI
≤ 2 + L1 < Λ−1 − 1.
Case (ii). By (A.11). ⋃
a
F−1a (∂εF (I ∩ a)) \ ∂εΛI ⊂ SH + SV ,
where
SH =
∞⋃
n=n0
4n⋃
j=1
{(I ∩ ∂˜εΛnHn,j) \ ∂εΛI}, SV =
∞⋃
n=n0
4n⋃
j=1
{(I ∩ ∂˜εΛnVn,j) \ ∂εΛI}.
We estimate SH and SV separately. The curve Vn =
⋃4n
j=1 Vj,n is smooth with Lipschitz
constant bounded by L0, and
SV =
∞⋃
n=n0
Leb{(I ∩ ∂˜εΛnVn) \ ∂εΛI}.
By Proposition A.5 (taking ξ¯ = Λn/Λ and replacing ε by εΛ),
Leb((I ∩ ∂˜εΛnVn) \ ∂εΛI) ≤
2Λn
Λ
(1 + L0) Leb ∂εΛI.
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Hence, by the choice of n0,
LebSV
Leb ∂εΛI
≤
∞∑
n=n0
2Λn
Λ
(1 + L0) ≤ 1
4
.
Shrinking ε0 further if necessary, it follows from the skew-product structure of F
(where vertical distances are contracted by 4−ϕ) that Λn can be improved to 4−n in
the formula for SH leading to the estimate
LebSH
Leb ∂εΛI
≤ 1
4
. (See the argument in [16,
Section 10.3] for more details.) Hence again we obtain the desired complexity bound∑
a
Leb(F−1a (∂εF (I ∩ a)) \ ∂εΛI)
Leb ∂εΛI
≤ 1
2
< Λ−1 − 1.
A.4 Divisibility of large sets
This condition follows from [16, Remark 5]. The proof essentially only uses that Y is
a bounded measurable subset of Euclidean space and that F has bounded distortion.
A.5 Partition R
We follow [16, Section 10.5]. Let B(x, δ) ⊂ R2 denote the open ball of radius δ and
centre x.
Let c = 1/100 and let S = {Sj} denote a grid of open squares in R2 with sides
of length cδ parallel to the horizontal and vertical axes. Since Y is bounded, the
collection R = {S ∩ Y : S ∈ S} forms a finite (mod 0)-partition of Y into open sets.
Now, Leb ∂εR ≤ 4εcδ for all R ∈ R, except for elements R = S ∩ Y where S
intersects the right vertical boundary of Y . This boundary is piecewise Lipschitz with
maximum Lipschitz constant L0, so Leb ∂εR ≤ (4 +L0)εcδ. Hence condition (A.2) is
satisfied.
Next, suppose I ⊂ Y is a δ-regular set. Then it contains a ball of radius δ. Hence
we can choose x ∈ I, S ∈ S such that x ∈ S and B(x, 1
2
δ) ⊂ I. Since diamS = √2cδ,
S ⊂ B(x,
√
2cδ) ⊂ B(x, 1
2
δ) ⊂ I.
In particular, R = S is an open square contained in Y . Moreover,
LebR = (cδ)2 = 4
pi
c2 LebB(x, 1
2
δ) < 1
2
LebB(x, 1
2
δ) ≤ 1
2
Leb I.
It follows that Leb(I \ R) ≥ 1
2
Leb I verifying (A.3). Also, each side of the square
R can be continued as a straight line to cross I. By Lemma A.3, the ε-boundary of
each side contributes no more than the ε-boundary of I, verifying (A.4).
The construction of Z and Z ′ proceeds as follows: Recall that the partition ele-
ments in α accumulate on the left vertical side {3
4
}×T of Y . Let S0 denote the open
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square with side cδ and centre l0 = (
3
4
, 0). We can adjust S so that S0 ∈ S and hence
Z = S0 ∩ Y ∈ R. Let Z ′ = B(l0, 2cδ). It is immediate that Z ′ ⊃ Z, LebZ < LebZ ′,
and diamZ ′ = 4cδ ≤ ε0/10 for cδ sufficiently small. The proof of (A.5) is identical
to the proof of (A.4).
Now Z is a rectangle with vertex l0, and elements of α accumulate at l0 and shrink
in diameter. Hence there exists n0 ≥ 2 such that Yn,i ⊂ Z for all n ≥ n0, i = 1, . . . , 4.
For n ≥ n0,
F (Z ∩ Int{ϕ = n}) ⊃ F
(⋃4
i=1 Yn,i
)
= Y
proving (A.6). Setting a1 = Yn0,1 and a2 = Yn0+1,1, we have ai ⊂ Z and Fai ⊃
[3
4
, 15
16
] × T ⊃ Z ′ for i = 1, 2 (after possibly shrinking cδ). Moreover, ϕ|a1 = n0 and
ϕ|a2 = n0 + 1, verifying (A.7).
B Boundary terms
In this appendix we require some standard estimates for computing integrals around
the boundary of “rectangular” domains. Consider a domain of the form
a = {(y, θ) ∈ R× [C,D] : ψ1(θ) ≤ y ≤ ψ2(θ)},
where ψ1, ψ2 : [C,D] → R are C1 with ψ1 < ψ2. Define M : [C,D] → R, M(θ) =
max{|ψ′1(θ)|, |ψ′2(θ)|}.
Theorem B.1 Let v : R2 → R be a C1 function. Then∫
∂a
|v| ≤2
{
(D − C)−1 + ∣∣((1 +M2)1/2 + 2M)/(ψ2 − ψ1)∣∣∞}|1av|1
+
√
2
(
(1 + |M |2∞)1/2 + |M |∞
)|1a∇v|1.
First, we consider the special case where a is a rectangle.
Proposition B.2 Suppose that a = [A,B] × [C,D] is a rectangle and that v is C1.
Write ∂a = Ha ∪ Va where Ha is the union of the two horizontal edges and Va is the
union of the two ‘vertical’ edges. Then∫
Ha
|v| ≤ 2(D − C)−1|1av|1 + |1a∂v/∂θ|1,
∫
Va
|v| ≤ 2(B − A)−1|1av|1 + |1a∂v/∂y|1.
Consequently,
∫
∂a
|v| ≤ K|1av|1 +
√
2|1a∇v|1 where K = 2(B − A)−1 + 2(D − C)−1.
Proof We give the details for the horizontal edges. The vertical edges are dealt with
in the identical manner. The final statement follows from the fact that |x| + |y| ≤√
2(x2 + y2)
1
2 .
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Note that
∫
Ha
|v| = ∫ B
A
|v(y, C)| dy + ∫ B
A
|v(y,D)| dy. (Throughout, we work in
the coordinate system (y, θ).) On the bottom edge,∫ B
A
|v(y, C)| dy = [(D − C)/2)]−1
∫ B
A
{∫ (C+D)/2
C
|v(y, C)| dθ
}
dy
≤ [(D − C)/2)]−1
{
|1a1v|1 +
∫ B
A
{∫ (C+D)/2
C
|v(y, θ)− v(y, C)| dθ
}
dy
}
where a1 is the rectangle [A,B]× [C, (C +D)/2]. But
|v(y, θ)− v(y, C)| =
∣∣∣∫ θ
C
∂v
∂θ
(y, ψ) dψ
∣∣∣ ≤ ∫ (C+D)/2
C
∣∣∣∂v
∂θ
(y, ψ)
∣∣∣ dψ,
and it follows that∫ B
A
|v(y, C)| dy ≤ 2(D − C)−1|1a1v|1 + |1a1∂v/∂θ|1.
The same estimate holds for the top edge
∫ B
A
|v(y,D)| dy, but with a1 replaced by
a2 = [A,B]× [(C + D)/2, D]. Since a1 ∪ a2 = a we obtain the required estimate for∫
Ha
|v|.
To prove Theorem B.1, we introduce the diffeomorphism g : a→ [−1, 1]× [C,D]
given by
g(y, θ) =
(2y − (ψ2(θ) + ψ1(θ))
ψ2(θ)− ψ1(θ) , θ
)
, g−1(y, θ) = (h(y, θ), θ),
where h(y, θ) = 1
2
(ψ2(θ) − ψ1(θ))y + 12(ψ2(θ) + ψ1(θ)). Note that Jg = 1/∂yh =
2/(ψ2 − ψ1).
Proposition B.3 |∂θh(y, θ)| ≤ M(θ) = max{|ψ′1(θ)|, |ψ′2(θ)|} for all y ∈ [−1, 1],
θ ∈ [C,D].
Proof Write ∂θh =
1
2
(ψ′2 − ψ′1)y + 12(ψ′2 + ψ′1). If ψ′2 > ψ′1, then the maximum value
m2 and minimum value m1 are obtained at y = 1 and y = −1 respectively yielding
m2 = ψ
′
2 and m1 = ψ
′
1 respectively. The values are reversed if ψ
′
2 < ψ
′
1.
Vertical edges Let γ1 be the left edge and γ2 the right edge and write Va = γ1∪γ2.
Lemma B.4 Let v : R2 → R be a C1 function. Then∫
Va
|v| ≤ 2∣∣((1 +M2)1/2 +M)/(ψ2 − ψ1)∣∣∞|1av|1 + |(1 +M2)1/2|∞|1a∂yv|1.
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Proof ∫
γ2
|v| =
∫ D
C
|v(ψ2(θ), θ)|(1 + (ψ′2(θ))2)1/2 dθ
=
∫ D
C
|v(g−1(1, θ))|(1 + [(∂θh)(1, θ)]2)1/2 dθ =
∫ D
C
|w(1, θ)| dθ,
where w : [−1, 1] × [C,D] → R is given by w = v ◦ g−1 (1 + (∂θh)2)1/2. Similarly,∫
γ1
|v| = ∫ D
C
|w(−1, θ)| dθ.
By Proposition B.2,∫
Va
|v| ≤ |1[−1,1]×[C,D]w|1 + |1[−1,1]×[C,D]∂yw|1.
For the first term,
|1[−1,1]×[C,D]w|1 =
∫
[−1,1]×[C,D]
|v ◦ g−1| (1 + (∂θh)2)1/2
≤
∫
[−1,1]×[C,D]
|v ◦ g−1| (1 +M2)1/2 =
∫
a
|v| (1 +M2)1/2Jg
≤ 2
∫
a
|v| (1 +M2)1/2/(ψ2 − ψ1) ≤ 2|(1 +M2)1/2/(ψ2 − ψ1)|∞|1av|1.
Next, we have
∂yw = (∂yv) ◦ g−1 ∂yh(1 + (∂θh)2)1/2 + v ◦ g−1(1 + (∂θh)2)−1/2∂θh ∂θ∂yh.
Hence
|1[−1,1]×[C,D]∂yw|1 ≤ I1 + I2
where
I1 =
∫
[−1,1]×[C,D]
|(∂yv) ◦ g−1| |∂yh| (1 + (∂θh)2)1/2
=
∫
a
|∂yv| (1 + (∂θh)2 ◦ g)1/2 ≤ |(1 +M2)1/2|∞|1a∂yv|1,
and
I2 =
∫
[−1,1]×[C,D]
|v ◦ g−1| (1 + (∂θh)2)−1/2|∂θh| |∂θ∂yh| ≤
∫
[−1,1]×[C,D]
|v ◦ g−1| |∂θ∂yh|
=
∫
a
|v| |∂θ∂yh| Jg =
∫
a
|v| |ψ′2 − ψ′1|/(ψ2 − ψ1)
≤ |(ψ′2 − ψ′1)/(ψ2 − ψ1)|∞|1av|1 ≤ 2|M/(ψ2 − ψ1)|∞|1av|1.
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Horizontal edges Next we let Ha denote the union of the horizontal edges.
Lemma B.5 Let v : R2 → R be a C1 function. Then∫
Ha
|v| ≤ 2
{
(D − C)−1 + ∣∣M/(ψ2 − ψ1)∣∣∞}|1av|1 + |1a∂θv|1 + |M |∞|1a∂yv|1.
Proof For the bottom edge, we write∫ ψ2(C)
ψ1(C)
|v(t, C)| dt =
∫ 1
−1
|v(h(y, C), C)||(∂yh)(y, C)| dy =
∫ 1
−1
|w(y, C)| dy,
where w = v ◦ g−1∂yh. Similarly,
∫ ψ2(D)
ψ1(D)
|v(t,D)| dt = ∫ 1−1 |w(y,D)| dy.
By Proposition B.2,∫
Ha
|v(t, C)| dt ≤ 2(D − C)−1|1[−1,1]×[C,D]w|1 + |1[−1,1]×[C,D]∂θw|1.
Now
|1[−1,1]×[C,D]w|1 =
∫
[−1,1]×[C,D]
|v ◦ g−1| |∂yh| =
∫
a
|v| |∂yh|Jg = |1av|1.
Also,
∂θw = ∂yv ◦ g−1 ∂θh ∂yh+ ∂θv ◦ g−1 ∂yh+ v ◦ g−1 ∂θ∂yh,
and so
|1[−1,1]×[C,D]∂θw|1 ≤ I1 + I2 + I3,
where
I1 =
∫
[−1,1]×[C,D]
|∂yv ◦ g−1||∂θh||∂yh| =
∫
a
|∂yv||∂θh| ◦ g|∂yh|Jg
=
∫
a
|∂yv||∂θh| ◦ g ≤ |M |∞|1a∂yv|1,
I2 =
∫
[−1,1]×[C,D]
|∂θv ◦ g−1||∂yh| =
∫
a
|∂θv||∂yh|Jg =
∫
a
|∂θv| = |1a∂θv|1,
and
I3 =
∫
[−1,1]×[C,D]
|v ◦ g−1||∂θ∂yh| =
∫
a
|v||∂θ∂yh|Jg ≤ |(ψ′2 − ψ′1)/(ψ2 − ψ1)|∞|1av|1
≤ 2|M/(ψ2 − ψ1)|∞|1av|1.
Proof of Theorem B.1 We combine the contributions from Lemmas B.4 and B.5.
The coefficient of the |1av|1 term is immediate. The remaining terms yield
|1a∂θv|1 +
(
(1 + |M |2∞)1/2 + |M |∞
)|1a∂yv|1.
The result follows since |∂θv|+ |∂yv| ≤
√
2|∇v|.
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C Convergence to a stable law
In this appendix, we describe a general functional-analytic framework for establish-
ing convergence to a stable law. Our presentation follows [2, Theorem 6.1] with a
simplification due to [24].
Let F : Y → Y be an ergodic measure-preserving transformation on a probability
space (Y, µ) with transfer operator R : L1(Y ) → L1(Y ). Let B(Y ) ⊂ L1(Y ) be a
Banach space containing constant functions. In particular, 1 is a simple eigenvalue
for R : B(Y )→ B(Y ). We assume that there is a spectral gap for R : B(Y )→ B(Y ),
so specR ⊂ {1} ∪Bκ(0) for some κ < 1.
Let ψ ∈ L1(Y ) with ∫
Y
ψ dµ = 0, and suppose that there are constants σ1, σ2 ≥ 0
with σ1 + σ2 > 0, and α ∈ (1, 2), such that
µ(ψ > x) = (σ1 + o(1))x
−α and µ(ψ < −x) = (σ2 + o(1))x−α as x→∞. (C.1)
Define
σ = (σ1 + σ2)Γ(1− α) cos αpi2 , β = (σ1 − σ2)/(σ1 + σ2).
It follows from these assumptions on ψ (see [31, Theorem 2.6.5]) that∫
Y
eitψ dµ = 1− σ|t|α(1− iβ sgn t tan αpi
2
) + o(|t|α) as t→ 0.
Define the twisted transfer operators Rt : L
1(Y ) → L1(Y ), t ∈ R, by Rtv =
R(eitψv). Our final assumption is that there exists t0 > 0, α
′ ∈ (1
2
α, 1] and C > 0
such that Rt restricts to an operator Rt : B(Y )→ B(Y ) and ‖Rt − R‖B ≤ C|t|α′ for
all |t| < t0.
Theorem C.1 Under the above assumptions, n−1/α
∑n−1
j=0 ψ◦F j →d G where G is the
α-stable law with characteristic function E(eitG) = exp{−σ|t|α(1− iβ sgn t tan αpi
2
)}.
Proof The argument is by now standard. Since we could not find the result stated
in the literature, we give the details.
Since t 7→ Rt : B(Y ) → B(Y ) is continuous at t = 0, there exists t1 ∈ (0, t0],
κ0 ∈ (κ, 1) and λt ∈ B1(0), such that λt is a simple isolated eigenvalue for Rt and
specRt ⊂ {λt} ∪Bκ0(0) for all |t| < t1. Moreover, |λt − 1|  |t|α′ .
Let wt ∈ B(Y ) denote the family of eigenfunctions corresponding to λt with
w0 = 1. Shrinking t1 if necessary, we can ensure that wt > 0. In particular, we
can normalize so that
∫
Y
wt dµ = 1 for all |t| < t1.
Let Pt be the corresponding family of spectral projections with P0v =
∫
Y
v dµ.
Again ‖Pt − P0‖B  |t|α′ . We have
Rnt = λ
n
t Pt +R
n
t (I − Pt).
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Let κ1 ∈ (κ0, 1). Then there exists a constant C > 0 and functions a1(t), a2(t, n) such
that ∫
Y
Rnt 1 dµ = λ
n
t (1 + a1(t)) + a2(t, n)
and
|a1(t)| ≤ C|t|α′ , |a2(t, n)| ≤ Cκn1 ,
for all |t| < t1, n ≥ 1.
Next,
λt =
∫
Y
λtwt dµ =
∫
Y
Rtwt dµ =
∫
Y
Rt1 dµ+
∫
Y
(Rt −R)(wt − w0) dµ
=
∫
Y
eitψ dµ+O(t2α
′
) =
∫
Y
eitψ dµ = 1− σ|t|α(1− iβ sgn t tan αpi
2
) + o(tα).
Now fix t ∈ R. Then∫
Y
eitn
−1/α∑n−1
j=0 ψ◦F j dµ =
∫
Y
Rn(eitn
−1/α∑n−1
j=0 ψ◦F j) dµ =
∫
Y
Rntn−1/α1 dµ
= λntn−1/α(1 + a1(tn
−1/α)) + a2(tn−1/α, n) = λntn−1/α(1 +O(n
−α′/α)) + O(κn1 )
=
(
1− σ|t|αn−1(1− iβ sgn t tan αpi
2
)n
(1 +O(n−α
′/α)) + O(κn1 )
→ exp{−σ|t|α(1− iβ sgn t tan αpi
2
)},
as n→∞. Hence the result follows from the Le´vy continuity theorem
Remark C.2 Similarly, following [3], if µ(|ψ| > x) ∼ (σ2 +o(1))x−2 as x→∞, then
λt = 1 + σ
2t2 log |t| + o(t2 log |t|). (Here, we require that ‖Rt − R‖B ≤ C|t|.) The
above argument then shows that (n log n)−1/2
∑n−1
j=0 ψ ◦ F j →d N(0, σ2).
Remark C.3 We have restricted to tails of the form µ(|ψ| > x) = `(x)x−α where
limx→∞ `(x) = c for some c > 0, since this suffices for our examples. The general case
with ` slowly varying goes through as in [2, 3].
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