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ON THE (2, 3)-GENERATION OF THE FINITE SYMPLECTIC GROUPS
M.A. PELLEGRINI AND M.C. TAMBURINI BELLANI
Abstract. This paper is a new important step towards the complete classification of
the finite simple groups which are (2, 3)-generated. In fact, we prove that the symplectic
groups Sp2n(q) are (2, 3)-generated for all n ≥ 4. Because of the existing literature,
this result implies that the groups PSp2n(q) are (2, 3)-generated for all n ≥ 2, with the
exception of PSp4(2
f ) and PSp4(3
f ).
1. Introduction
A group is said to be (2, 3)-generated if it can be generated by an involution and an element
of order 3. By a famous result of Liebeck and Shalev [11], the finite classical simple groups
are (2, 3)-generated, apart from the two infinite families PSp4(q) with q = 2
f , 3f , and a finite
list L of exceptions. This list L includes the ten groups PSL2(9),PSL3(4),PSL4(2),PSU3(9),
PSU3(25),PSU4(4),PSU4(9),PSU5(4),PΩ
+
8 (2),PΩ
+
8 (3) (see [15, 23]). It was recently proved
that L contains no other linear group PSLn(q), no other unitary group PSUn(q2), and
no other classical simple group having a matrix representation of degree less than 8 (see
[14, 15, 16]). However, the problems of determining whether other exceptions exist and
finding (2, 3)-generating pairs for the positive cases are still open (see [8, Problem 18.98]).
In this paper, we show that L contains no symplectic group PSp2n(q) for n ≥ 4. More
precisely, we give a constructive proof of the following result.
Theorem 1.1. The finite symplectic groups Sp2n(q) are (2, 3)-generated for all n ≥ 4.
We recall that the (2, 3)-generation of finite symplectic groups has been studied for very
small and for large dimensions. More precisely, the groups PSp2n(q) are (2, 3)-generated if
n = 2 and gcd(q, 6) = 1 (see [4]), if n = 3 (see [13, 19]), if n ≥ 25 and q is odd or if n ≥ 40
and q is even (see [18]). On the other hand, we point out that the groups Sp4(q) and the
groups Sp6(q) with q odd are not (2, 3)-generated, see [17, 22]. In view of these results we
obtain the following classification.
Theorem 1.2. Let n ≥ 2. The groups Sp2n(q) are (2, 3)-generated except when either n = 2
or q is odd and n = 3. The groups PSp2n(q) are (2, 3)-generated with the exception of
PSp4(2
f ) and PSp4(3
f ), f ≥ 1.
Theorem 1.1 will be proved exhibiting pairs x, y of (2, 3)-generators. In particular, the
generators for n 6= 5, 6, 8 are provided in Section 2, where we give also some preliminary
results. A crucial role in our analysis will be played by the commutator [x, y] = xy−1xy. For
this reason we describe its action in Section 3. The remaining parts of this paper are devoted
to the proof of Theorem 1.1. In fact, this result follows from Theorems 6.5 and 7.5 when
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n ∈ {4, 5}; Proposition 4.1 when q = 2 and n ≥ 6; Corollary 4.4 and Propositions 5.2, 8.5,
9.6, 10.5, 11.8 and 12.6 when q > 2 and 6 ≤ n ≤ 11; Corollaries 4.4 and 4.8 and Propositions
5.4 and 5.6 when q > 2 and n ≥ 12.
Because of the existing literature and Theorem 1.2, the problem of the (2, 3)-generation
of the finite simple groups remains open only for the following orthogonal groups:
• Ω2n+1(q), where 4 ≤ n ≤ 39 and q is odd;
• PΩ+2n(q), where 4 ≤ n ≤ 24, any q;
• PΩ−2n(q), where 4 ≤ n ≤ 43 if q is odd and n ≥ 4 if q is even.
2. The generators for n 6= 5 and preliminary results
Let q = pf be a power of the prime p. Denote by F the algebraic closure of Fp and by
C = {e1, . . . , en, e−1, . . . , e−n} the canonical basis of F
2n. Make GL2n(F) act on the left on
F
2n and call Sp2n(F) the group of isometries of the Gram matrix
J =
(
0 −In
In 0
)
.
Setting V =
n∑
i=1
Fqei we have e−i = Jei and V˜ := V ⊕ JV = F2nq .
The stabilizer of V in Sp2n(Fq) is the maximal subgroup N ⋊ ĜLn(Fq), where
N =
{(
In X
0 In
)
| X = XT
}
and ĜLn(Fq) =
{(
A 0
0 A−T
)
| A ∈ GLn(Fq)
}
.
Define E0 = ∅, S0 = V and, for 1 ≤ ℓ ≤ n,
(2.1) Eℓ = 〈ei | 1 ≤ i ≤ ℓ〉 , Sℓ = 〈ei | n− ℓ+ 1 ≤ i ≤ n〉 .
We will often refer to the subgroup of ĜLn(Fq) inducing SLℓ(q) on Sℓ, namely:
(2.2) ŜLℓ(Fq) =
{
diag(In−ℓ, A, In−ℓ, A
−T ) | A ∈ SLℓ(Fq)
}
.
For n = 4 with (n, q) 6= (4, 2), and for n ≥ 6 write
n = 3m+ r, r = 0, 1, 2.
For any a ∈ F∗q , consider the following matrices x1, x2 = x2(a) of order 1 or 2 and y1, y2 of
order 1 or 3.
(x1) The matrix x1 ∈ SL2n(q) is obtained as follows:
• if r = 0, then x1 fixes e±j for all j ≥ 3. Also x1 swaps e1 with e−2 and e2 with
−e−1 when p > 2; x1e1 = e1 + e−1, x1e−1 = e−1 and x1 swaps e2 with e−2
when p = 2;
• if r > 0, then x1 = I2n.
(x2) The matrix x2 ∈ ĜLn(q) fixes e±(3j+5+r) for any j = 0, . . . ,m− 4. Moreover:
• if r = 0 then x2 fixes e±1 and e±2;
• if r = 1 then x2e±1 = e±2 and, if n ≥ 7, x2e±3 = e±3;
• if r = 2 then x2e±1 = e±4 and x2e±2 = e±3;
• if n ≥ 9 and n 6= 11, then x2e±(n−4) = −e±(n−4); if n = 11, then x2e±(n−4) =
e±(n−4);
• x2e±(3j+3+r) = e±(3j+4+r) for any j = 0, . . . ,m− 2;
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• if n ≥ 6 and (n, p) 6= (7, 2), (9, 2), (11, 2), then x2 acts on 〈en−1, en〉 with matrix
γ =
(
−1 0
a 1
)
,
and acts on 〈e−(n−1), e−n〉 with matrix γ
T ; if n = 4 or (n, p) = (7, 2), (9, 2), (11,
2), then x2 acts on 〈en−1, en〉 and on 〈e−(n−1), e−n〉 with respective matrices γ
T
and γ.
(y1) The matrix y1 ∈ SL2n(q) fixes e±j for all j > r (so y1 = I2n if r = 0) and
• if r ≥ 1, then y1e1 = e−1 and y1e−1 = −(e1 + e−1);
• if r = 2, then y1e±2 = e±2.
(y2) The matrix y2 ∈ ŜLn(q) fixes e±j for all j ≤ r and
• y2 acts on 〈e±(r+1), . . . , e±(n−3)〉 as the permutation
m−2∏
j=0
(
e±(3j+1+r), e±(3j+2+r), e±(3j+3+r)
)
;
• if n 6= 4, 8 and (n, p) 6= (7, 2), (9, 2), (11, 2), then y2 acts on 〈en−2, en−1, en〉
respectively with matrices
η1 =
0 0 11 0 0
0 1 0
 if p > 2, η2 =
0 0 10 1 1
1 0 1
 if p = 2 < q,
η3 =
0 1 11 1 0
0 0 1
 if q = 2,
and acts on 〈e−(n−2), e−(n−1), e−n〉 with matrix η
−T
i ; if n = 4, 8, then y2 acts
on 〈en−2, en−1, en〉 and on 〈e−(n−2), e−(n−1), e−n〉 with respective matrices η1
and η−T1 ; if (n, p) = (7, 2), (9, 2), (11, 2), y2 acts on 〈en−2, en−1, en〉 and on
〈e−(n−2), e−(n−1), e−n〉 with respective matrices η
−T
2 and η2.
Note that x1x2 = x2x1, y1y2 = y2y1 and x
T
i Jxi = y
T
i Jyi = J for i = 1, 2. Thus
x := x1x2, y = y1y2
have respective orders 2 and 3, and
H := 〈x, y〉
is a subgroup of Sp2n(q). Our aim is to find suitable conditions on a ∈ F
∗
q such that
H = Sp2n(q).
In what follows it is convenient to depict the last n − r basis vectors of V organized in
m “rows” of 3 vectors each. So, row m consists of en−2, en−1, en. Each row is y2-invariant.
Moreover, x2 swaps the third point of each row with the first point of the next one.
We will make repeated use of the following lemma, which easily follows from well known
facts. Here we identify the subspaces V , Eℓ and Sℓ defined in (2.1) with the corresponding
subspaces of Fnq .
Lemma 2.1. Assume n ≥ 6. Suppose that g ∈ GLn(F) fixes the subspace Sℓ−1 for some
ℓ ≥ 3 and either
(a) g fixes En−ℓ−1 and acts as the transposition (en−ℓ, en−ℓ+1) on 〈en−ℓ, en−ℓ+1〉, or
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(b) g fixes En−ℓ−2 and acts as the cycle (en−ℓ−1, en−ℓ, en−ℓ+1) on 〈en−ℓ−1, en−ℓ, en−ℓ+1〉.
Setting s = 1 in case (a) and s = 2 in case (b), we have:
(2.3)
〈(
In−ℓ
SLℓ(q)
)gj
| 0 ≤ j ≤ s
〉
=
(
In−ℓ−s
SLℓ+s(q)
)
.
Proof. Call K the subgroup
(
In−ℓ
SLℓ(q)
)
of SLn(q).
(a) For each i ≤ n−ℓ−1 we have that gei ∈ En−ℓ−1 is fixed by K, whence g−1Kgei = ei and
〈K, g〉Sℓ+1 = Sℓ+1, as Sℓ+1 = Sℓ−1+〈en−ℓ, en−ℓ+1〉. Hence 〈K,Kg〉 is contained in the group
at the right-hand side of (2.3) with s = 1. By the assumption gSℓ−1 = Sℓ−1, multiplying
g by an appropriate element of K we may assume that g fixes en−ℓ+2. For simplicity we
translate the indexes, setting n − ℓ = 1, n − ℓ + 1 = 2, etc. Thus, I + E2,3 ∈ K and
(I + E2,3)
g
= (I + E2,3)
(1,2)
= I + E1,3 ∈ 〈K,Kg〉. Similarly, I + E3,2 ∈ K and (I + E3,2)
g
=
I+E3,1 ∈ 〈K,Kg〉. It follows that 〈K,Kg〉 contains all elementary transvections of SLℓ+1(q),
whence our claim.
(b) Reasoning as above, we have that
〈
Kg
j
| 0 ≤ j ≤ 2
〉
is contained in the group at the
right-hand side of (2.3) with s = 2. Again, as gSℓ−1 = Sℓ−1, multiplying g by an appropriate
element ofK we may assume that g fixes en−ℓ+3. Setting n−ℓ−1 = 1, n−ℓ = 2, etc., we have
I +E3,4 ∈ K and I +E4,3 ∈ K. It follows (I + E3,4)
g
= (I + E3,4)
(1,2,3)
= I+E2,4 ∈ Kg and
(I + E4,3)
g = I + E4,2 ∈ Kg. Similar calculations with g2 give that
〈
K,Kg,Kg
2
〉
contains
all elementary transvections of SLℓ+2(q), whence our claim. 
Proposition 2.2. Assume n ≥ 6. Suppose that, for some ℓ ≥ 4, the group ŜLℓ(q) defined
in (2.2) is contained in H. Then H = Sp2n(q).
Proof. We first show that ŜLn(q) ≤ H . Namely, that ŜLℓ(q) ≤ H for ℓ ≤ n − r implies
ŜLℓ+1(q) ≤ H .
Case 1. en−ℓ+1 is the third vector of a row. Hence, yen−ℓ+1 = y2en−ℓ+1 = en−ℓ−1 and
yen−ℓ−1 = y2en−ℓ−1 = en−ℓ. Thus, ŜLℓ(q)
y = ŜLℓ(q)
y2 . Item (b) of Lemma 2.1, applied to
the restrictions to V , gives ŜLℓ+2(q) ≤ H . A fortiori, ŜLℓ+1(q) ≤ H .
Case 2. en−ℓ+1 is the second vector of a row. Since ŜLℓ−1(q) ≤ H , from the previous point
we get ŜLℓ+1(q) ≤ H .
Case 3. en−ℓ+1 is the first vector of a row. Clearly, we may assume ℓ < n and hence this
row cannot be the first when r = 0. Hence xen−ℓ+1 = x2en−ℓ+1 = en−ℓ. It follows ŜLℓ(q)
x =
ŜLℓ(q)
x2 . Item (a) of Lemma 2.1, applied to the restrictions to V , gives ŜLℓ+1(q) ≤ H .
Our claim is proved except when r = 2 and ℓ = n−1. In this case ŜLn−3(q)x = ŜLn−3(q)x2 .
From x2e4 = e1 it follows
〈
ŜLn−1(q), ŜLn−3(q)
x
〉
= ŜLn(q).
Next, we show that N and NT are contained in H . If so, all the standard generators of
Sp2n(q) (see [3, Theorem 11.3.2, page 184]) are in H , whence our claim.
Case r = 1, 2. Recalling that y = y1y2, with y2 ∈ ŜLn(q), we have y1 ∈ H . Let g =
I2n+E2,1−E−1,−2. Clearly g and gT are in ŜLn(q). From gy1 = I2n−E1,−2−E2,−1 ∈ N it
follows that the normal closure of gy1 under ŜLn(q), namely N , is contained in H . Similarly,
from
(
gT
)y2
1 = I2n + E−2,1 + E−1,2 ∈ NT it follows NT ≤ H .
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Case r = 0. Recalling that x = x1x2, with det(x2|V ) = ±1, we have that Dx2 ∈ ŜLn(q)
where D = diag
(
In−1, det(x2|V ), In−1, det(x2|V )
)
. Let g = I2n + E3,2 − E−2,−3. Then
gx1D = I2n−E1,−3−E3,−1 if p > 2 and gx1 = I2n+E2,−3+E3,−2 if p = 2. In both cases we get
N ≤ H . Furthermore,
(
gT
)x1D
= I2n−E−3,1−E−1,3 if p > 2 and
(
gT
)x1
= I2n+E−2,3+E−3,2
if p = 2, whence NT ≤ H . 
We call root subgroups of SLn(q) the conjugates of In + FqE1,2 under GLn(q).
Lemma 2.3. Let G be a subgroup of A =
(
Iℓ 0
Matk,ℓ(q) SLk(q)
)
such that
G
(
Iℓ 0
Matk,ℓ(q) Ik
)
= A.
If the first cohomology group H1
(
SLk(q),F
k
q
)
is {0}, then G is generated by root subgroups.
In particular, this holds if k ≥ 2 and (k, q) 6= (3, 2), (2, 2f) with f > 1.
Proof. Since SLk(q) is generated by the elementary transvections, the claim is true for
ℓ = 0. So assume ℓ ≥ 1 and, for each i ≤ ℓ, set Wi = 〈fi, fℓ+1, fℓ+2, . . . , fℓ+k〉 where
{fi | 1 ≤ i ≤ ℓ+ k} is the canonical basis of F
ℓ+k
q . By the vanishing of the first cohomology
group, either G|Wi is conjugate to
(
1 0
0 SLk(q)
)
or G|Wi is the full affine group F
k
q ⋊SLk(q).
If there exists some ℓ ≤ ℓ such that G|Wℓ = F
k
q ⋊ SLk(q), we may delete
〈
fℓ
〉
and the claim
is true by induction on ℓ. Otherwise, we have that G is conjugate to SLk(q) and again the
claim is true. For the second part of the statement, see for instance [6, Lemma 2.15]. 
Lemma 2.4. Let q = pf with f > 1, and let g(t) ∈ Fp[t] be a monic polynomial of degree
s ≥ 2 such that g(0) = 0. Denote by N = N (q) the number of elements b ∈ F∗q such that
Fp[g(b)] 6= Fq. Then
N ≤ s · p
p⌊f/2⌋ − 1
p− 1
.
Proof. For every c ∈ Fq there are at most s elements b ∈ F
∗
q such that g(b) = c. Considering
the possible orders of the subfields of Fq we have
N ≤ s
(
p+ p2 + . . .+ p⌊f/2⌋
)
= s · p
p⌊f/2⌋ − 1
p− 1
.

Lemma 2.5. Let β ∈ Fq2 be primitive, namely Fp[β] = Fq2 , and let α = β + β
q. If
βq+1 ∈ Fp[α], then α is a primitive element of Fq. Moreover, if γ ∈ Fq2 has order q+1, then
γ is primitive, and γ3 is primitive in Fq2 whenever q 6= 2, 5, 8.
Proof. Clearly, β is a root of t2−αt+βq+1 with coefficients in Fp[α]. It follows [Fp[β] : Fp[α]] ≤
2. From Fp[β] = Fq2 and Fp[α] ≤ Fq we get Fp[α] = Fq.
Set s1 = [Fq2 : Fp[γ]]. It follows that (q+1)
s1 ≤ q2, whence s1 = 1, namely γ is primitive.
Furthermore, the same happens if (3, q + 1) = 1. So, assume q + 1 = 3k. Since γ satisfies
t3−γ3 over Fp[γ
3], we have s := [Fq2 : Fp[γ
3]] ≤ 3. If s = 3, then (q+1)
3
27 ≤ q
2 whence q ≤ 23.
Now, if q is a prime, Fq2 does not have subfields of index 3, giving the only possibility q = 8.
If s = 2, then Fp[γ
3] = Fq. It follows that
q+1
3 = k divides (q+1, q− 1), whence q = 2, 5. 
6 M.A. PELLEGRINI AND M.C. TAMBURINI BELLANI
Our direct computations are based on a result due to Liebeck, Praeger and Saxl. We need
to introduce some notation. Given a finite group G, let ̟(G) be the set of the prime divisors
of |G|. For simplicity, if g ∈ G, we write ̟(g) for ̟(〈g〉).
Lemma 2.6. Suppose that M is a subgroup of a group G such that ̟(M) = ̟(G).
(1) If G = PSLn(q) with n ≥ 5 and (n, q) 6= (6, 2), then M = G.
(2) If G = PSp2n(q) with n ≥ 4, then either M = G or n and q are even and Ω
−
2n(q)✂M .
Proof. It follows from [10, Corollary 5 and Table 10.7]. 
3. Action of the commutator, n = 10 or n ≥ 12
In this section we assume n = 10 or n ≥ 12. Setting T (±i) = 〈e±i, e±(i+4), e±(i+5)〉, we
can decompose V˜ = F2nq into the direct sum of the following [x, y]-invariant subspaces:
A0 =
{
〈e2, e3, e4, e6, e7, e−1〉 ⊕ 〈e1, e−2, e−3, e−4, e−6, e−7〉, if r = 0, p > 2,
〈e1, e−1〉 ⊕ 〈e3, e4, e−3, e−4〉 ⊕ 〈e2, e6, e7, e−2, e−6, e−7〉, if r = 0, p = 2,
A1 = 〈e1, e2, e4, e5, e−1, e−2, e−4, e−5〉, if r = 1,
A2 = 〈e1, e2, e3, e4, e5, e6, e8, e9, e−1, e−2, e−3, e−4, e−5, e−6, e−8, e−9〉, if r = 2,
B =

m−5⊕
j=0
(T (5 + 3j)⊕ T (−(5 + 3j))) if r = 0,
m−4⊕
j=0
(T (3 + 3j)⊕ T (−(3 + 3j))) if r = 1,
m−5⊕
j=0
(T (7 + 3j)⊕ T (−(7 + 3j))) if r = 2,
C± = 〈e±(n−7), e±(n−4), e±(n−3), e±(n−2), e±(n−1), e±n〉.
Lemma 3.1. If n = 14 and p > 2, the order of [x, y]|A2 is 16; in the other cases, we have(
[x, y]|Ar
)24
= I. Moreover,
(
[x, y]|B
)6
= I.
Proof. For the action of [x, y] on Ar we have the following cases:
• r = 0, p odd. Let ε = −1 if n = 12 and ε = +1 if n > 12. The action on the
two summands of A0 is represented, respectively, by the following matrices of order
9− 3ε: 

0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 ε 0
1 0 0 0 0 0
0 0 0 −1 0 0


,


0 0 0 0 1 0
0 0 −1 0 0 0
0 0 0 1 0 0
−1 0 0 0 0 0
0 0 0 0 0 ε
0 1 0 0 0 0


.
• r = 0, p = 2. The action on the three summands ofA0 is represented by the following
matrices of order, respectively, 3, 4 and 6:
(
0 1
1 1
)
,


0 1 0 0
1 0 0 0
0 0 0 1
1 0 1 0

 ,


0 0 0 0 1 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0


.
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• r = 1. Let ε = −1 if n = 10 and p > 2; ε = +1 otherwise. The action on A1 is
represented by the following square matrix of size 8 and order 6− 2ε: E1,2 +E2,7 +
E5,6 + E8,1 − (E2,3 + E4,5 + E6,3 + E8,5) + ε(E3,4 + E7,8).
• r = 2. Let ε = −1 if n = 14 and p > 2; ε = +1 otherwise. The action on A2 is
represented by the following square matrix of size 16 and order 12−4ε: E1,7+E3,5+
E4,11+E5,6+E6,2+E8,4+E9,15+E10,1+E11,13+E13,14+E14,10+E16,12− (E2,9+
E4,3 + E10,9 + E12,3) + ε(E7,8 + E15,16).
As to the action on B we note that [x, y] fixes each of the spaces T (±i), inducing a
monomial 3-cycle, with entries ±1. 
Setting ϑ = ϑ1 if p > 2, ϑ = ϑ2 if p = 2 < q and ϑ = ϑ3 if q = 2 with
ϑ1 =


0 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 −1 0 0
1 0 0 0 0 0
0 0 0 −a −1 0
0 1 0 a2 a 0


, ϑ2 =


0 0 1 0 0 0
0 0 0 0 0 1
0 1 0 1 a a+ 1
1 0 0 0 0 0
0 1 0 0 1 1
0 a+ 1 0 0 a a


,
ϑ3 =


0 0 1 0 0 0
0 0 0 0 1 1
0 1 0 0 0 1
1 0 0 0 0 0
0 1 0 1 1 1
0 1 0 0 0 0


,
we have that [x, y] acts on C+ ⊕ C− with matrix
(
ϑ
ϑ−T
)
. Define
τ =
{
[x, y]24(1−p) if n = 14 and p > 2,
[x, y]24 otherwise.
If n ≥ 12, then yS3k = y2S3k = S3k, for all 1 ≤ k ≤ 4. By the previous analysis, the
element τ belongs to ŜL9(q): it follows that
(3.1) G3 :=
〈
τ, τy , τy
2
〉
≤ ŜL9(q).
4. The general case
In this section we need n to be sufficiently large. So, if q = 2 we will assume n ≥ 6; if
p = 2 < q we will assume n = 10 or n ≥ 12; if p > 2 we will assume n = 13 or n ≥ 15. In all
these cases we prove the (2, 3)-generation of Sp2n(q).
4.1. Subcase q = 2 and n ≥ 6. Recall that, given a finite group G, we denote by ̟(G) the
set of the prime divisors of |G|. Furthermore, if g ∈ G, we write ̟(g) for ̟(〈g〉).
Proposition 4.1. For all n ≥ 6 we have H = Sp2n(2).
Proof. Let L6 = {1, 3, 4, 7, 11} and L7 = {1, 2, 3, 7, 8, 13, 14}. Direct computations show that⋃
k∈L6
̟([x, y]kxy) = ̟(Sp12(2)) and
⋃
k∈L7
̟(([x, y]xy)kxy) = ̟(Sp14(2)).
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For n ∈ {8, 9, 11}, define L8 = {1, 14, 15, 18, 23, 25, 28}, L9 = {6, 7, 8, 11, 13, 16, 19, 20, 31}
and L11 = {1, 3, 4, 5, 8, 9, 13, 15, 16, 22, 29, 33}. Then⋃
k∈Ln
̟((xy)ky) = ̟(Sp2n(2)).
By Lemma 2.6 we conclude that either H = Sp2n(2) or n = 6, 8 and Ω
−
2n(2)✂H .
So, assume n ∈ {6, 8} and suppose that H preserves a non-degenerate quadratic form
Q, whose corresponding bilinear form fQ has Gram matrix J with respect to the canonical
basis. For n = 6, since Q is preserved by x, we get Q(e−1) = 1, Q(e−3) = Q(e−4) and
Q(e−5) = 0. On the other hand, since Q is preserved also by y, we have Q(e−1) = Q(e−3),
Q(e−5) = Q(e−6) and Q(e−5) = Q(e−4)+Q(e−6). So, we get the contradiction 1 = Q(e−1) =
Q(e−4) = 0. For n = 8, since Q is preserved by x, we get Q(e1) = Q(e4), Q(e5) = Q(e6) and
Q(e8) = 0. Considering the action of y, we obtain Q(e1) = 1, Q(e4) = Q(e5), Q(e6) = Q(e8),
whence the contradiction 1 = Q(e1) = Q(e8) = 0. Thus, in both case, H is not contained in
SO±2n(2), proving that H = Sp2n(2).
Now, assume n = 10 or n ≥ 12. Consider the group K =
〈
τ, τy, τy
2
, τy
2x
〉
: by previous
considerations we have K ≤ ŜL9(2). Take the element g = ττy
2xτy. Since⋃
k∈L
̟(gkτyτy
2x) = ̟(SL9(2)), where L = {2, 4, 8, 11, 12},
by Lemma 2.6 we obtain K = ŜL9(2). The statement follows from Proposition 2.2. 
4.2. Subcase p = 2 < q, n = 10 or n ≥ 12. If q 6= 8, we may take σ ∈ F∗q2 of order q + 1
and define
a := σ + σ−1 = σ + σq.
We have a3 + a = σ3 + σ−3. By Lemma 2.5, σ3 is a primitive element of Fq2 and, applying
once more time the same lemma, we obtain that F2[a
3+a] = Fq. When q = 8 we take a ∈ F8
with minimal polynomial t3 + t+ 1 over F2. In this case, let σ ∈ F82 such that a = σ + σ
−1.
Note that the characteristic polynomial of ϑ is (t2 + 1)(t2 + t+ 1)(t2 + at+ 1). Hence, ϑ
has eigenvalues σ±1 of multiplicity 1. The eigenspaces of the restrictions of [x, y] and [x, y]T
to V relative to σ±1 are generated respectively by:
(4.1)
sσ±1 = en−7 + en−4 + en−1 + σ
±1 (en−3 + en) + σ
∓1en−2,
sσ±1 = en−4 + (1 + σ
∓1)en−1 + en.
Using (3.1) and the fact that S10 = xS10 = x2S10, the group
K =
〈
τy
i
, τy
jx | i, j = 0,±1
〉
= 〈G3, G
x
3〉
is contained in ŜL10(q) and acts on S10 as a subgroup of

1 0 0 u
0 1 0 v
0 0 1 w
0 0 0 g
 | u, v, w ∈ F7q, g ∈ SL7(q)
 .
Lemma 4.2. The restriction of K to S7 is the group SL7(q).
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Proof. If q = 8, let g1, g2, g3, g4 be the restrictions to S7 of τ, τ
y, τyx, τy
2x, respectively. Then⋃
k∈L
̟((g4g1g3)
kg2) = ̟(SL7(8)), where L = {6, 19, 26, 37}.
By Lemma 2.6 we obtain K|S7 = SL7(8). So, assume q 6= 8.
For simplicity we identify S7 with F
7
q; x and K|S7 with their respective images in SL7(q).
We first prove that the group K|S7 is absolutely irreducible. Note that the characteristic
polynomial of τ is (t + 1)5(t2 + (a24 + a8)t + 1) and that τ fixes a 5-dimensional subspace.
Let ρ = σ24. Then 1 6= ρ 6= ρ−1; the eigenspaces of τ and τT relative to the eigenvalue ρ±1
are generated, respectively, by
sρ±1 = e3 + e6 + σ
±1(e4 + e7) + σ
∓1e5, and sρ±1 = e3 + (1 + σ
∓1)e6 + e7.
Observe that 〈xsρ±1〉 = 〈sρ∓1〉 and 〈x
T sρ±1〉 = 〈sρ∓1〉.
Take the square matrices M± ∈Mat7(q2) whose columns are the following vectors:
M± =
(
sρ±1 , τ
ysρ±1 , τ
y2sρ±1 , τ
yxsρ±1 , sρ∓1 , τ
ysρ∓1 , τ
yxsρ∓1
)
.
We obtain that det(M±) = σ
±11a28(σ±1 + 1)2(a + 1)40 6= 0. Let now M± be the matrix
obtained by M± replacing sρ±1 with sρ±1 , τ
y±1 with (τy
∓1
)T and τyx with (τyx)T . Then
det(M±) = det(M±)
σ∓1+1
a4 : it follows that M± and M± are invertible matrices.
Let {0} 6= U be a subspace of F7 which is K|S7-invariant and let U be the corresponding
subspace fixed by (K|S7)
T . If τ|U has both the eigenvalues ρ, ρ
−1, then sρ, sρ−1 ∈ U . Since
det(M+) 6= 0, we obtain U = F7. If τ|U has only one eigenvalue ρ
±1, then (τ|U )
T has the
eigenvalue ρ∓1. In this case, using the matrices M± and M∓, we get dim(U) ≥ 4 and
dim(U) ≥ 4, a contradiction. Finally, if τ|U has only the eigenvalue 1, then τ
T has both the
eigenvalues ρ, ρ−1 in U . Since det(M+) 6= 0, we get U = F7 and so U = {0}.
Suppose now that K|S7 is imprimitive. Then it permutes transitively 7 appropriate sub-
spaces 〈vi〉, 1 ≤ i ≤ 7. In particular τ must have a non-trivial orbit in this permutation
action. Since τ fixes pointwise a 5-dimensional space, the lengths of the orbits can only be
(2, 15), or (3, 14), or (22, 13), with corresponding characteristic polynomials
(t2 + α)(t + 1)5, (t3 + α)(t+ 1)4 and (t2 + α)(t2 + β)(t+ 1)3.
Comparing these polynomials with the characteristic polynomial of τ , each alternative leads
to the contradiction a ∈ F2 (recall we are assuming q 6= 8).
We can now apply [6, Theorem 8.4]: K|S7 is a classical group in a natural representation.
If K|S7 fixes, up to scalars, a non-degenerate unitary form, consideration of the traces of
[τ, τy ]±1 yields the condition a98 + a34 + 1 = 1, whence the contradiction a = 0, 1. Finally,
suppose there exists g ∈ GL7(q) such that (K|S7)
g ≤ GL7(q0) (F∗ I7), where Fq0 is a subfield
of Fq. Set τ
g = βτ0, where τ0 ∈ GL7(q0) and β ∈ F. Since τ has the similarity invariant (i.e.,
the characteristic polynomial of a block of the rational canonical form) t+1, the element τ0
must have the similarity invariant t+ β−1, whence β ∈ Fq0 . It follows that tr(τ) belongs to
the subfield Fq0 , that is (a
3+a+1)8 ∈ Fq0 . Thus Fq = F2[a
3+a] ≤ Fq0 gives q0 = q, proving
that K|S7 = SL7(q). 
Theorem 4.3. The group
〈
K〈y〉
〉
contains ŜL9(q).
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Proof. As previously observed, we have K ≤ ŜL10(q) and K|S7 = SL7(q) by Lemma 4.2. The
subspace 〈en−9, S7〉 is KT -invariant and (KT )|〈en−9,S7〉 is contained in an affine group iso-
morphic to F7q⋊SL7(q). Imposing that the matrix B = I8+u, with u =
8∑
j=2
zjEj,1, conjugates
the generators of (KT )|〈en−9,S7〉 to elements of SL7(q), we get the necessary condition
duT =
(
(a+ 1)8(a3 + 1), (a+ 1)10, (a+ 1)9, a(a+ 1)9, a(a+ 1)8,
(a+ 1)7(a3 + 1), a2(a+ 1)8
)
,
where d = a11 + a8 + a4 + a3 + 1. But B−1(τyx)TB does not fix en−9 as we are assuming
a 6= 0, 1. So (KT )|〈en−9,S7〉 is not conjugate to SL7(q). From H
1
(
SL7(q),F
7
q
)
= {0} we get
(KT )|〈en−9,S7〉 = F
7
q ⋊ SL7(q).
In particular, the stabilizer K̂ of en−9 in K
T is contained in ŜL9(q) and its restriction to
S9 maps onto SL7(q). It also follows
M :=
〈
K̂(y
T )i | i = 0, 1, 2
〉
≤ ŜL9(q).
We first show that M|S9 is irreducible. Clearly it is enough to show that S9 is irreducible
as a
〈
K̂, yT
〉
-module. Indeed, in this case, by Clifford’s Theorem either M|S9 is irreducible
or it is a subgroup of SL3(q)
3. However, the second alternative is excluded by order reason
as M|S9 has SL7(q) as an epimorphic image (for instance, use Zsigmondy’s primes [24]). Let
U be a subspace of S9 which is invariant under
〈
K̂, yT
〉
and let U be its
〈
K̂T , y
〉
-invariant
complement. Define sσ±1 and sσ±1 as in (4.1). Since τ
T ∈ K̂, either sσi ∈ U or sσi ∈ U for
some i = ±1. In the first case, from yT sσ ∈ S7 we get U ∩ S7 6= {0} whence S7 ≤ U . It
follows that S9 = S7 + y
TS7 + (y
T )2S7 ≤ U . In the second case, from ysσ ∈ S7 we get with
the same argument U = S9, i.e, U = {0}.
Finally, K̂ is generated by root subgroups by Lemma 2.3. We conclude that M = ŜL9(q)
by [12, Theorem, page 364]. 
Corollary 4.4. Suppose p = 2 < q, and n = 10 or n ≥ 12. Then there exists a ∈ F∗q such
that H = Sp2n(q).
Proof. If q = 8, let a ∈ F8 with minimal polynomial t3 + t + 1 over F2. In the other cases,
let σ ∈ Fq2 of order q + 1 and a = σ + σ
−1. Take K = 〈G3, Gx3〉. By Theorem 4.3, we have
ŜL9(q) ≤
〈
K〈y〉
〉
≤ H and the statement follows from Proposition 2.2. 
4.3. Subcase p > 2, n = 13 or n ≥ 15. Take the group
K =
〈
τy
i
, τyxy
j
, τ (yx)
2yk | i, j, k ∈ {0,±1}
〉
.
The element τ fixes each ei ∈ S9 \ C+ and acts on C+ as ϑ24. Thus:
(4.2)
 τen−7 = en−7 + 4ab1,τej = ej − 4ab1, j ∈ {n− 3, n− 2},
τej = ej, j ∈ {1, . . . , n} \ {n− 7, n− 3, n− 2},
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where b1 = aen−4 − 2en−1 + aen. Also, τ (yx)
i
∈ ŜL12(q) for i = 1, 2. More precisely:
τ (yx)ej = ej + 4ab2, j ∈ {n− 9, n− 4},
τ (yx)en−1 = en−1 − 4a
2b2,
τ (yx)en = en − 4ab2,
τ (yx)ej = ej, j ∈ {1, . . . , n} \ {n− 9, n− 4, n− 1, n}
and 
τ (yx)
2
ej = ej + 4ab3, j ∈ {n− 10, n− 6, n− 1}
τ (yx)
2
en−3 = en−3 − 4a2b3,
τ (yx)
2
ej = ej , j ∈ {1, . . . , n} \ {n− 10, n− 6, n− 3, n− 1},
where b2 = aen−6− 2en−3− aen−1 + a2en and b3 = aen−7 +2en−4− aen−3− a2en−1 + a3en.
From the above description, it follows K ≤ ŜL12(q) and KS9 = S9.
Lemma 4.5. Suppose that a ∈ F∗q satisfies:
(a) Fp[a
3] = Fq;
(b) a3 − 1 6= 0;
(c) a12 − 14a9 + 92a6 − 312a3 + 512 6= 0;
(d) (a3 + 2)(a6 − 27) 6= 0.
Then K|S9 = SL9(q).
Proof. Set u = en−5 − (2a
−1)en−2 + en−1 and u = en−6 − en−5 − en−1. The group G3 in
(3.1) fixes W3 = 〈8ayu, u, a3u+ ayu+ a2y2u〉 acting as
(4.3)
〈1 1 00 1 0
0 0 1
 ,
 1 0 0−64a3 1 0
0 0 1
 ,
 −7 1 a3 − 1−64a3 1 + 8a3 8a3(a3 − 1)
64 −8 9− 8a3
〉 .
Suppose q 6= 9. By Dickson’s Lemma (see [5, Theorem 8.4]) and assumption (a), the group
〈τ, τy〉 induces SL2(q) on 〈u, yu〉. By assumption (b), G3|W3 is an irreducible subgroup of
SL3(q), generated by root subgroups. By Clifford’s theorem it has no unipotent normal
subgroups: by [12, Theorem, page 364] we have G3|W3 = SL3(q). Similarly, G
T
3 fixes W 3 =〈
8ay2u, u, a3u+ a2yu+ ay2u
〉
acting as the group (4.3). By the same proof, starting with〈
τT ,
(
τy
2
)T〉
, we get that (GT3 )|W 3 = SL3(q). For q = 9, direct calculations lead to the
same conclusions in both cases.
Suppose now that U is a K-invariant subspace of S9 of dimension h > 0.
Case 1. U ∩W3 6= {0}, whence W3 ≤ U by the irreducibility of SL3(q). The images of u
under the 9 generators of K are linearly independent by condition (c). Thus U = S9.
Case 2. U ∩ W3 = {0}. The characteristic polynomials of (ττy)|S9 and (ττ
y)|W3 are
respectively (t− 1)7
(
t2 + (64a3 − 2)t+ 1
)
and (t− 1)(t2 + (64a3− 2)t+1). So, in this case,
(ττy)|U does not have the eigenvalues σ
±1 6= 1 of ττy . Calling U the complement of U which
is
(
K|S9
)T
-invariant, the element
(
(ττy)T
)
|U
must have these eigenvalues. It follows that
U ∩W 3 6= {0}, whence W 3 ≤ U . The images of u under the 9 generators of
(
K|S9
)T
are
linearly independent by condition (d). It follows U = S9, whence the contradiction h = 0.
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We conclude that K|S9 is an irreducible subgroup of SL9(q) generated by root subgroups.
Again, by Clifford’s theorem it has no unipotent normal subgroups. Hence, by [12, Theorem
page 364] we have K|S9 = SL9(q). 
Remark 4.6. If q = 7, there is no element in F∗q that satisfies the hypotheses of Lemma 4.5.
However, in this case, take a = 1 and the restriction to S9 of
gk =
(
τ(τy)2τyxyτyxy
2
τyx
)k
τy
2
τ (yx)
2
τ (yx)
2yτ (yx)
2y2 .
Then ⋃
k∈L
̟(gk) = ̟(SL9(7)), where L = {1, 7, 11, 15, 22}.
By Lemma 2.6 we obtain K|S9 = SL9(7).
The subgroup K is actually a conjugate of ŜL9(q) contained in ŜL12(q). Indeed, consider
the matrix P̂ = diag
(
In−12, P, In−12, P
−T
)
, where P =
(
I3 0
A I9
)
,
AT =
1
a6 − 27
a2ν4 3ν4 3aν2 3aν1 a2ν3 3ν3 3a3 9a a53aν2 a2ν4 3ν4 3ν3 3aν1 a2ν3 a5 3a3 9a
3ν4 3aν2 a
2ν4 a
2ν3 3ν3 3aν1 9a a
5 3a3

and ν1 = a
3 +3, ν2 = a
3 +6, ν3 = a
3 +9, ν4 = ν1 + ν2. Under the hypotheses of Lemma 4.5
(or taking a = 1 if q = 7) we have K P̂ = ŜL9(q). We can now show that H ≥ ŜL6(q). To
this purpose, for all β ∈ Fq set:
r1(β) =

1 0 0 0
−3β
a 1 +
3β
a
9β
a2 0
β −β 1− 3βa 0
0 0 0 1
 , r2(β) =

1 0 0 0
0 1 0 0
0 0 1 0
β −β −3βa 1
 .
Direct calculation gives that P̂ centralizes the groups
Ri :=
{
diag
(
In−4, ri(β), In−4, ri(β)
−T
)
| β ∈ Fq
}
, i = 1, 2,
and hence R1, R2 ≤ K. We also consider the subgroups R3 = Rx1 and R4 = R
yx
1 of ŜL6(q).
Their restrictions to S6 act as:
r3(β) =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 + 3β
a
−3β
a
−9β
a2
0
0 0 0 1 0 0
0 0 β −β 1− 3β
a
0
0 0 −aβ aβ 3β 1


, r4(β) =


1 0 0 0 0 0
0 1 0 0 0 0
0 −β 1− 3β
a
0 −aβ −β
0 0 0 1 0 0
0 0 0 0 1 0
0 3β
a
9β
a2
0 3β 1 + 3β
a


.
Theorem 4.7. Set M = 〈R1, R2, R3, R4〉. If q = 3, 5, take a = −1; if q = 7, take a = 1; if
q > 7 let a ∈ F∗q satisfy the assumptions of Lemma 4.5 and the further conditions
(a) (a3 + 1)(a9 − a6 + 135a3 + 729) 6= 0;
(b) a3 + 27 6= 0.
Then, the group
〈
M 〈y〉
〉
coincides with ŜL6(q).
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Proof. By Lemma 4.5 (whose hypotheses are satisfied when a = −1 and q = 3, 5) and Remark
4.6, the subgroups R1 and R2 are contained in K and so M is contained in H . Also, by the
previous considerations, we have M0 :=
〈
M 〈y〉
〉
≤ ŜL6(q). To prove the equality we may,
and actually we do, argue on its restriction to S6.
Let ri = ri(1) for all 1 ≤ i ≤ 4. If q = 3, 5 and a = −1, or q = 7 and a = 1, let
g = r1r2r4r
y2
2 r
y2
4 , I3 = {1, 3, 34}, I5 = {1, 2, 7, 15} and I7 = {1, 7, 32}. Then⋃
k∈Iq
̟(gkry4r
y
3r2) = ̟(SL6(q)).
By Lemma 2.6 we conclude that M0 = ŜL6(q).
Assume now q > 7. We first show that M1 := 〈M, y〉|S6 is absolutely irreducible. So
let {0} 6= U be an M1-invariant subspace of F6 and U be the corresponding MT1 -invariant
complement. Set ui =
(
1, ωi, ω−i, 0, 0, 0
)T
, where i = 0,±1 and ω ∈ F is a primitive cubic
root of 1.
Case 1. For some i ∈ {0,±1} the vector ui ∈ U . This happens, in particular, if y|U has
the eigenvalue ωi with multiplicity 2. It follows that −ωi(ui − r2ui) = (0, 0, 0, 0, 0, 1)
T
=
en ∈ U , whence 〈en−2, en−1, en〉 ≤ U . Considering r4en we have that en−3 ∈ U , whence
〈en−5, en−4, en−3〉 ≤ U . Thus U = S6.
Case 2. For some i ∈ {0,±1} the vector ui ∈ U . Again this happens if (yT )|U has the
eigenvalue ωi with multiplicity 2. Under condition (a) the vectors ui, u2 = ui − r
T
4 ui,
u3 = r
T
1 u2, u4 = y
Tu2, u5 = y
Tu4, u6 = y
Tu3 are linearly independent. Hence U = S6.
Case 3. y|U has eigenvalues 1, ω, ω
2 with multiplicity 1. Then dimU = dimU = 3. In
particular u = (a1, a1, a1, a2, a2, a2)
T ∈ U for some (a1, a2) 6= (0, 0). In view of Case 1
we may assume a2 = 1. If a1 6∈
{
0, a+3a
}
then the four vectors u, r2u, yr3u, y
2r3u are
linearly independent. For the two exceptional values of a1, the four vectors u, u2 := u −
r4u, r2u2, yr
2
2u2 are linearly independent by condition (a). This clearly gives a contradiction.
Next we show that the restriction of M0 to S6 is irreducible. If our claim is false, by
Clifford’s Theorem, we have F6q = V1 ⊕ yV1,⊕y
2V1, where y
jV1 is an absolutely irreducible
M0-invariant subspace for j = 0,±1. Clearly we may assume that R2|V1 6= id. Let v ∈ V1 be
such that R2v 6= v. Then
0 6= (R2 − I6)v ∈ Im(R2 − I6) = 〈en〉 ≤ V1.
It follows 〈en−2〉 ≤ yV1 and 〈en−1〉 ≤ y2V1. Similarly,
Im(R3 − I6) =
〈
3a−1en−3 + en−1 − aen
〉
≤ ykV1
for some k. If k = 0, then V1 = 〈en, 3a−1en−3 + en−1〉: in this case R2 fixes every vector of
V1, in contrast with R2|V1 6= id. If k = 1, then yV1 = 〈en−2, 3a
−1en−3+ en−1 − aen〉, but
R2en−2 6∈ yV1. If k = 2, then y
2V1 =
〈
en−1, 3a
−1en−3 − aen
〉
, but R2en−1 6∈ y
2V1, unless
p = 3 in which case r4en−1 = −aen−3 + en−1 6∈ y2V1.
Finally, we show that M0|S6 does not fix any symplectic form. Proceeding for sake of
contradiction, call J the Gram matrix of such form. One should have yTJ y = ωiJ for some
i ∈ {0,±1}. This gives
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J =


0 a1 −ω−ia1 a2 a3 a4
−a1 0 ωa1 ωa4 ωa2 ωa3
ω−ia1 −ωa1 0 ω−ia3 ω−ia4 ω−ia2
−a2 −ωa4 −ω
−ia3 0 a5 −ω−ia5
−a3 −ωa2 −ω
−ia4 −a5 0 ωa5
−a4 −ωa3 −ω
−ia2 ω
−ia5 −ωa5 0


.
For i = 0,±1, imposing RT2 JR2 = J one gets a3 = a4 = 0, a5 = a2 and, since J is
non-degenerate, a = −3ωi, against condition (b).
Clearly each (Ri)|S6 , 1 ≤ i ≤ 4, is a root subgroup of order q. We conclude that M0|S6 is
an irreducible group generated by root subgroups. Since it does not fix any symplectic form
it coincides with SL6(q) by [12, Theorem, page 364]. 
Corollary 4.8. Suppose p > 2, and n = 13 or n ≥ 15. Then there exists a ∈ F∗q such that
H = Sp2n(q).
Proof. The statement follows from Proposition 2.2, once we show that there exists a ∈ F∗q
which satisfies the assumptions of Theorem 4.7. If q = 3, 5, 7 we have nothing to prove. If
q = p > 7, we have to exclude at most 39 values of a. So, if p ≥ 41 we are done. If p = 11, 13
take a = −2 and if 17 ≤ p ≤ 37 take a = 4. Suppose now that q = pf , with f ≥ 2, and
let N (q) be the number of elements b ∈ F∗q such that Fp[b
3] 6= Fq. We have to check when
pf − 1 −N (q) > 27 (the conditions on a of shape a3 6= c can be now dropped). By Lemma
2.4 we have N (q) ≤ 3pp
⌊f/2⌋−1
p−1 and hence it suffices to show that p
f − 3pp
⌊f/2⌋−1
p−1 > 28. This
condition is fulfilled, unless q = 32, 52, 72, 33. If q = 9, 25 take a whose minimal polynomial
over Fp is t
2− 2. If q = 49, take a whose minimal polynomial over F7 is t2− t+3. If q = 27,
take a whose minimal polynomial over F3 is t
3 − t+ 1. 
5. Case n ∈ {10, 12, 14} and p > 2
Assume p > 2 and n ∈ {10, 12, 14}. The (2, 3)-generation of Sp2n(q) in these three cases
will be proved with similar arguments to those of Section 4, but each of them requires small
adjustments. Recall that τ = [x, y]24 if n = 10, 12, and τ = [x, y]24(1−p) if n = 14. As shown
in Section 3, τ is an element of ŜL9(q) whose action is described by (4.2) (this holds also for
n = 14).
5.1. Subcase n = 10. In this case we use the elements τy
i[x,y]4 for i = 1, 2. They both
belong to ŜL9(q) and their action is given by:
τy[x,y]
4
ej = ej − 4ab2, j ∈ {2, 6, 10},
τy[x,y]
4
ej = ej + 4(−1)ja3b2, j ∈ {3, 8},
τy[x,y]
4
e7 = e7 + 8a
3b2,
τy[x,y]
4
ej = ej , j ∈ {1, 4, 5, 9},
and 
τy
2[x,y]4e3 = e3 − 4a2b3, τy
2[x,y]4e8 = e8 + 8a
2b3,
τy
2[x,y]4e5 = e5 − 4ab3, τy
2[x,y]4ej = ej + 4ab3, j ∈ {4, 9},
τy
2[x,y]4e7 = e7 + 4a
2b3, τ
y2[x,y]4ej = ej , j ∈ {1, 2, 6, 10},
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where b2 = 2e3 − ae5 − 2a2e6 + 3ae9 and b3 = ae3 − a3e6 − ae8 + 3a2e9 − (a3 − 2)e10. It
follows that the group
K =
〈
τy
i
, τy[x,y]
4yj , τy
2[x,y]4yk | i, j, k ∈ {0,±1}
〉
is contained in ŜL9(q).
Lemma 5.1. Suppose that a ∈ F∗q is such that:
(a) Fp[a
3] = Fq;
(b) a3 − 1 6= 0;
(c) (3a3 + 2)(a3 − a2 − 2)(a6 + a5 + a4 − 4a3 − 2a2 + 4) 6= 0;
(d) (a3 + 8)(a6 − 8) 6= 0.
Then K = ŜL9(q).
Proof. Take u, u,G3 as in the proof of Lemma 4.5 and apply the same argument. We describe
here only the necessary adjustments.
Case 1. The images of u under the 9 generators of K are linearly independent by condition
(c), unless p = 3, in which case it suffices to use τy
2[x,y]4y2τ instead of τy
2[x,y]4y2 .
Case 2. The images of u under the 9 generators of
(
K|S9
)T
are linearly independent by
conditions (b) and (d), unless p = 3. In this case, replacing (τy
2[x,y]4)T with (ττy
2 [x,y]4)T ,
we get the same conclusion. 
Proposition 5.2. Suppose n = 10. If a ∈ F∗q satisfies all the hypotheses of Lemma 5.1, then
H = Sp20(q). In particular Sp20(q) is (2, 3)-generated for any odd q.
Proof. The first part of the statement follows from Proposition 2.2 and Lemma 5.1. Now,
we show that for q 6= 7 there exists a ∈ F∗q which satisfies the assumptions of Lemma 5.1. If
q = p 6= 7, we have to exclude at most 24 values of a. So, if p ≥ 29 we are done; in the other
cases, take a = −1. Suppose now that q = pf , with f ≥ 2, and let N (q) be the number of
elements b ∈ F∗q such that Fp[b
3] 6= Fq. We have to check when pf − 1 − N (q) > 15 (the
conditions on a of shape a3 6= c can be dropped). By Lemma 2.4 we have N (q) ≤ 3pp
⌊f/2⌋−1
p−1
and hence it suffices to show that pf − 3pp
⌊f/2⌋−1
p−1 > 16. This condition is fulfilled, unless
q = 9, 25. For these two exceptional values of q, take a ∈ Fq whose minimal polynomial over
Fp is t
2 + t+ 2.
Finally, suppose q = 7 and take a = 1. We obtain⋃
k∈L
̟((xy)ky) = ̟(Sp20(7)), where L = {1, 3, 5, 6, 9, 12, 22, 31, 65}.
By Lemma 2.6 we conclude that H = Sp20(7). 
5.2. Subcase n = 12. In this case, we use the elements τy[x,y]
3
and τy[x,y]
6
. Both these
elements belong to ŜL9(q) and their action is given by:
τy[x,y]
3
e5 = e5 + 8a
3b2, τ
y[x,y]3ej = ej + 4ab2, j ∈ {7, 8},
τy[x,y]
3
e11 = e11 − 4a2b2, τy[x,y]
3
ej = ej − 4a3b2, j ∈ {9, 10},
τy[x,y]
3
e12 = e12 − 4ab2, τy[x,y]
3
ej = ej , j ∈ {1, 2, 3, 4, 6},
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and 
τy[x,y]
6
e4 = e4 + 4ab3, τ
y[x,y]6e11 = e11 − 8a
2b3,
τy[x,y]
6
e5 = e5 + 12a
3b3, τ
y[x,y]6ej = ej − 4ab3, j ∈ {8, 12},
τy[x,y]
6
e9 = e9 − 4a3b3, τy[x,y]
6
ej = ej , j ∈ {1, 2, 3, 6, 7},
τy[x,y]
6
e10 = e10 − 12a3b3,
where b2 = −ae4 + 2e10 − 3ae11 + a2e12 and b3 = ae7 + a2e8 + 2e10 − 5ae11 + 3a2e12. It
follows that the group
K =
〈
τy
i
, τy[x,y]
3yj , τy[x,y]
6yk | i, j, k ∈ {0,±1}
〉
is contained in ŜL9(q).
Lemma 5.3. Suppose that a ∈ F∗q is such that:
(a) Fp[a
3] = Fq;
(b) a3 − 1 6= 0;
(c) (a+ 1)(2a3 − 1)(a6 + 4a3 + 8) 6= 0;
(d) (a3 − a+ 2)(a6 + a4 + a3 + a2 − a+ 1) 6= 0.
Then K = ŜL9(q).
Proof. Take u, u,G3 as in the proof of Lemma 4.5 and apply the same argument. We describe
here only the necessary adjustments.
Case 1. The images of u under the 9 generators of K are linearly independent by conditions
(b) and (c).
Case 2. The images of u under the 9 generators of
(
K|S9
)T
are linearly independent by
conditions (c) and (d), unless p = 3. In this case, replacing (τy[x,y]
3
)T with (ττy[x,y]
3
)T , we
get the same conclusion. 
Proposition 5.4. Suppose n = 12. If a ∈ F∗q satisfies all the hypotheses of Lemma 5.3, then
H = Sp24(q). In particular Sp24(q) is (2, 3)-generated for any odd q.
Proof. The first part of the statement follows from Proposition 2.2 and Lemma 5.3. Now,
we show that for q > 5 there exists a ∈ F∗q which satisfies the assumptions of Lemma 5.3. If
q = p > 5, we have to exclude at most 22 values of a. So, if p ≥ 29 we are done; if q = 7 take
a = −2; in the other cases, take a = 4. Suppose now q = pf , with f ≥ 2, and let N (q) be the
number of elements b ∈ F∗q such that Fp[b
3] 6= Fq. We have to check when pf −1−N (q) > 15
(the conditions on a of shape a3 6= c can be dropped). Proceeding as done in the proof of
Proposition 5.2, we obtain that this condition is fulfilled for any q 6= 9, 25. For these two
exceptional values of q, take a ∈ Fq whose minimal polynomial over Fp is t2 − 2.
Finally, suppose q ∈ {3, 5} and take a = 1. Setting L3 = {4, 5, 13, 16, 17, 24, 28, 35, 37, 87,
89} and L5 = {3, 5, 6, 8, 12, 13, 14, 15, 18, 25, 34, 47} we obtain⋃
k∈Lq
̟((xy)ky) = ̟(Sp24(q)).
By Lemma 2.6 we conclude that H = Sp24(q). 
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5.3. Subcase n = 14. In this case, we use the elements τy
i[x,y]8 for i = 1, 2. Both these
elements belong to ŜL9(q) and their action is given by:
τy[x,y]
8
e7 = e7 + 8a
3b2,
τy[x,y]
8
ej = ej + 4ab2, j ∈ {6, 10, 14},
τy[x,y]
8
ej = ej − 12a3b2, j ∈ {11, 12},
τy[x,y]
8
ej = ej, j ∈ {1, 2, 3, 4, 5, 8, 9, 13},
and 
τy
2[x,y]8e9 = e9 − 4ab3,
τy
2[x,y]8e11 = e11 + 8a
2b3,
τy
2[x,y]8ej = ej + 12(−1)
ja2b3, j ∈ {7, 12},
τy
2[x,y]8ej = ej + 4ab3, j ∈ {8, 13},
τy
2[x,y]8ej = ej, j ∈ {1, 2, 3, 4, 5, 6, 10, 14},
where b2 = ae9 + 4a
2e10 + 2e11 − 5ae13 + 2a2e14 and b3 = ae7 − 3a3e10 − ae11 + 5a2e13 −
(2a3 − 2)e14. It follows that the group
K =
〈
τy
i
, τy[x,y]
8yj , τy
2[x,y]8yk | i, j, k ∈ {0,±1}
〉
is contained in ŜL9(q).
Lemma 5.5. Suppose that a ∈ F∗q is such that:
(a) Fp[a
3] = Fq;
(b) a3 − 1 6= 0;
(c) (3a3 + 1)(a3 + 8)(a3 − a2 − 2)(a6 + a5 + a4 − 4a3 − 2a2 + 4) 6= 0;
(d) (5a3 − 2)(a6 − 8) 6= 0.
Then K = ŜL9(q).
Proof. Take u, u,G3 as in the proof of Lemma 4.5 and apply the same argument. We describe
here only the necessary adjustments.
Case 1. If p > 5, the images of u under the 9 generators of K are linearly independent by
conditions (b). If p = 3 replace τy[x,y]
8
with τy[x,y]
8
τ and τy
2[x,y]8 with τy
2[x,y]8τy
2[x,y]8y. If
p = 5 replace τy
2[x,y]8y2 with τy
2[x,y]8y2τ . In both cases, we still get 9 linearly independent
vectors.
Case 2. If p > 5, the images of u under the 9 generators of
(
K|S9
)T
are linearly independent
by conditions (c) and (d). If p = 3, replace (τy[x,y]
8y)T with (ττy[x,y]
8y)T ; if p = 5, replace
(τy
2[x,y]8)T with (ττy
2[x,y]8)T . In both cases, we still get 9 linearly independent vectors. 
Proposition 5.6. Suppose n = 14. If a ∈ F∗q satisfies all the hypotheses of Lemma 5.5, then
H = Sp28(q). In particular Sp28(q) is (2, 3)-generated for any odd q.
Proof. The first part of the statement follows from Proposition 2.2 and Lemma 5.5. Now,
we show that for q 6= 7 there exists a ∈ F∗q which satisfies the assumptions of Lemma 5.5.
If q = p 6= 7, we have to exclude at most 27 values of a. So, if p ≥ 29 we are done; in the
other cases, take a = −1. Suppose now q = pf , with f ≥ 2, and let N (q) be the number
of elements b ∈ F∗q such that Fp[b
3] 6= Fq. We have to check when pf − 1 − N (q) > 15
(the conditions on a of shape a3 6= c can be dropped). Proceeding as done in the proof of
Proposition 5.2, we obtain that this condition is fulfilled for any q 6= 9, 25. If q = 9, take
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a ∈ F9 whose minimal polynomial over F3 is t2+ t−1; if q = 25, take a ∈ F25 whose minimal
polynomial over F5 is t
2 + 2.
Finally, suppose q = 7 and take a = 1. Setting L = {3, 5, 6, 7, 8, 10, 14, 17, 19, 20, 29, 32,
56}, we obtain ⋃
k∈L
̟((xy)ky) = ̟(Sp28(7)).
By Lemma 2.6 we conclude that H = Sp28(7). 
6. Case n = 4
In [20] Vasilyev and Vsemirnov have shown that certain matrices, of order 2 and 3, generate
Sp8(Z). It follows that, for all primes p, their images modulo p generate Sp8(Fp). So we may
not worry about the case q = p, but, aiming to have uniform (2, 3)-generators, we use this
result only for q = 2. Hence, throughout this section we assume q > 2.
According to the definitions of Section 2, for n = 4 we have x = x2 and y = y1y2, where:
x2e±1 = e±2, x2e3 = −e3, x2e4 = ae3 + e4,
x2e−3 = −e−3 + ae−4, x2e−4 = e−4,
y1e1 = e−1, y1e−1 = −(e1 + e−1), y2 = (e±2, e±3, e±4).
A direct calculation gives that the characteristic polynomial χ[x,y](t) of [x, y] is:
t8 + 2t7 + t6 + 2t5 + 4t4 + 2t3 + t2 + 2t+ 1 = (t+ 1)4(t+ ω)2(t+ ω2)2.
Moreover, when a 6= 0, the eigenspaces V˜−1 ([x, y]) and V˜−1
(
[x, y]T
)
are respectively gener-
ated by w1, w2 and w1, w2 where:
w1 = (1, 0,−a
−1, 0, 0, 0,−a−1, 0)T , xw1 = w2 = (0, 1, a
−1, 0, 0, 0, a−1,−1)T ,
w1 = (0, 0, 1, 0, a, 0,−1, 0)
T , xTw1 = w2 = (0, 0,−1, a, 0, a, 1, 0)
T .
Lemma 6.1. Assume q > 2 and suppose that a ∈ F∗q satisfies all the following conditions:
(i) a2 + 3 6= 0; (ii) a4 − a2 + 4 6= 0.
Then the group H = 〈x, y〉 is absolutely irreducible. Furthermore, there always exists a ∈ F∗q
satisfying (i) and (ii) and the further assumption
(6.1) Fp[a
2] = Fq.
Proof. Let {0} 6= U be an H-invariant subspace of F8 and U be the corresponding HT -
invariant subspace. Then one of the following cases arises.
Case 1. U contains V˜−1([x, y]). Let v = w1 +w2 = e1+ e2− e−4. The matrix M ∈Mat8(q)
whose columns are the vectors v, yv, y2v, (y2x)2v, (y2x)3v, (y2x)4v, (y2x)5v, (y2x)6v has de-
terminant (a2 + 3)4, which is nonzero by condition (i). Hence, U = F8.
Case 2. U contains V˜−1([x, y]
T ). Let v = a−1(w1 + w2) = e4 + e−1 + e−2. The ma-
trix whose columns are the eight vectors v, yT v, (y2)T v, ((y2x)2)T v, ((y2x)3)T v, ((y2x)4)T v,
((y2x)5)T v, ((y2x)6)T v has determinant (a2 + 3)4. As in Case 1, we obtain that U = F8,
whence U = {0}.
Case 3. Suppose that neither Case 1 nor Case 2 occurs. If p 6= 3, none of the characteristic
polynomials of [x, y]|U and of [x, y]
T
|U
is divisible by (t+1)4. It follows that they are both divis-
ible by t+1. Clearly this is true also for p = 3. In particular, V˜−1 ([x, y])∩U = 〈u〉 has dimen-
sion 1. Since V˜−1 ([x, y]) is x-invariant, umust be an eigenvector of x. This gives either xu = u
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and, up to scalars, u = v as in Case 1, or xu = −u and u = (1,−1,−2a−1, 0, 0, 0,−2a−1, 1)T .
In the first case, U = F8 as we already showed. In the second case we may assume p 6= 2. The
matrix obtained by M by replacing v with u has determinant (a
4−a2+4)4
a8 which is nonzero
by condition (ii). We obtain again that U = F8.
Having shown that H is absolutely irreducible, we come to the last claim.
Suppose first p = 2. In this case F2[a] = F2[a
2]. We are assuming q ≥ 4, hence we may
take as a any primitive element of F∗q . Next, suppose p odd. There are at most 2 + 4 = 6
elements of F∗q to be excluded, in order that conditions (i) and (ii) are satisfied. If q = p,
it is easy to check that a = 1 satisfies all requirements. If q = pf with f > 1, call N (q)
the number of elements b ∈ F∗q such that Fp[b
2] 6= Fq. Then, our claim is true whenever
pf − 1−N (q) > 4, as we can drop condition (i). By Lemma 2.4, we have N (q) ≤ 2pp
⌊f/2⌋−1
p−1
and so, it suffices to check when pf − 2pp
⌊f/2⌋−1
p−1 > 5. This holds unless p = 3 and f = 2. For
q = 9, any a ∈ F9 with minimal polynomial t2 ± t− 1 over F3 satisfies (i)-(ii) and (6.1). 
We will need the characteristic polynomial of xy:
(6.2) χxy(t) = t
8 − at7 + at5 − (a2 + 1)t4 + at3 − at+ 1.
The characteristic polynomial of [x, y]3 is (t+ 1)8 and the eigenspace
(6.3) V˜−1
(
[x, y]3
)
= 〈(α1, α2, α3, α4, α5,−α4 − α5, aα5 + α3, α6)
T : αi ∈ Fq〉
has dimension 6. It follows that [x, y]3 is a bireflection and [x, y]3p = −I8.
Lemma 6.2. Suppose that a ∈ F∗q satisfies conditions (i) and (ii) of Lemma 6.1. Then, H
is primitive and tensor indecomposable.
Proof. Suppose first that H preserves a decomposition V˜ = F8q = V1 ⊕ . . . ⊕ Vℓ, ℓ > 1. By
the irreducibility, the permutation action must be transitive. Clearly ℓ ∈ {2, 4, 8} and we
may assume yV1 = V1 and xV1 = V2.
Case ℓ = 2. Then yV2 = V2. It follows tr(xy) = 0 in contrast with (6.2).
Case ℓ = 4. We may assume V3 = yV2, V4 = yV3 and either (1) xV3 = V3 and xV4 = V4
or (2) xV3 = V4. In case (1) we get again the contradiction tr(xy) = 0. So consider case
(2). If {v, w} is any basis of V1, the vectors v, w, xv, xw, yxv, yxw, y2xv, y2xw constitute a
basis of V˜ . Considering the rational form of y, we may further impose that yv = w and
yw = −v − w. So, with respect to this new basis, the matrices of x, y become respectively
X =

0 I2 0 0
I2 0 0 0
0 0 0 A
0 0 A−1 0
 , A = (a1 a2a3 a4
)
, Y =

B 0 0 0
0 0 0 I2
0 I2 0 0
0 0 I2 0
 , B = (0 −11 −1
)
.
Comparing the coefficients of the terms of degree 6 of the characteristic polynomials of xy
and XY we get the contradiction det(A) = 0.
Case ℓ = 8. Note that [x, y]3 cannot belong to the kernel of the permutation action: indeed,
considering its characteristic polynomial, we should have [x, y]3 = −I8, in contrast with (6.3).
So [x, y]3 must have some orbit of length > 1. The restriction of [x, y]3 to an orbit of length
ki is conjugate to the companion matrix of t
ki − λi with λi = (−1)ki . It follows from (6.3)
that the lengths of the orbits are either
(
14, 22
)
or
(
15, 31
)
. The second case is excluded by
the fact that a 3-cycle cannot be the cube of any permutation. In the first case, as t2 − 1
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must divide (t + 1)8 we get p = 2. Considering the rational forms of y, there exists a basis
v1, v2, v3, yv3, y
2v3, v4, yv4, y
2v4 with yv1 = ωv1, yv2 = ω
2v2. By its rational form, x must
permute the basis vectors in 4 orbits of length 2, ensuring the transitivity. Moreover we may
assume xv1 = v3. Considering all possibilities it never happens that [x, y]
3 fixes 4 points.
We conclude that H is primitive.
Assume next that H is conjugate to a subgroup of GL2(F)⊗GL4(F) and let diag(J2, J4)
be a preimage of [x, y]3 in GL2(F) × GL4(F). Up to conjugation we may assume that J2
and J4 are Jordan canonical forms. Suppose that J2 is scalar. Then the normal closure of
[x, y]3 under H would be reducible and, by Clifford Theorem, H would be imprimitive, a
contradiction. By the same reason J4 cannot be scalar. Noting that the Kronecker product
of upper triangular matrices is upper triangular, since [x, y]3 has only the eigenvalue −1, J1
and J2 must have unique eigenvalues α and −α−1, respectively. Thus J2 =
(
α 1
0 α
)
and J4
is a sequence of at most three Jordan blocks with common eigenvalue −α−1. In each of the
possible cases, the eigenspace relative to the eigenvalue −1 has always dimension at most
4 < 6. We conclude that H is tensor indecomposable. 
Lemma 6.3. If a ∈ F∗q is such that Fp[a
2] = Fq, then H is not contained in a maximal
subgroup of Sp8(q) of class C5.
Proof. Suppose the contrary. Then there exists g ∈ GL8(F) such that xg = ϑ
−1
1 x0, y
g =
ϑ−12 y0, with x0, y0 ∈ GL8(q0) and ϑi ∈ F. Since y has the similarity invariant t
2 + t + 1,
y0 = ϑ2y
g has the similarity invariant t2 + ϑ2t+ ϑ
2
2. It follows ϑ2 ∈ Fq0 . From (6.2) we get
a = tr(xy) = tr ((xy)g) = tr(xgyg) = tr
(
ϑ−11 x0ϑ
−1
2 y0
)
= ϑ−11 tr
(
x0ϑ
−1
2 y0
)
. Now (xg)2 = I8
gives a2 ∈ Fq0 . We conclude q0 = q by the assumption Fp[a
2] = Fq. 
Lemma 6.4. Suppose that a ∈ F∗q satisfies conditions (i) and (ii) of Lemma 6.1. Then, H
is not contained in any maximal subgroup M of Sp8(q) of class C7.
Proof. Suppose the contrary, i.e., that H is contained in a subgroupM = N.22.Sym(3), with
N = Sp2(q)⊗ Sp2(q)⊗ Sp2(q). Let Ei,j denote the elementary matrices of Mat2(q). Then
η =

E1,1 0 E2,1 0
E1,2 0 E2,2 0
0 E1,1 0 E2,1
0 E1,2 0 E2,2

has order 3 and normalizes N , inducing the automorphism s1 ⊗ s2 ⊗ s3 7→ s3 ⊗ s1 ⊗ s2. So
the Sylow 3-subgroups ofM are contained in N〈η〉. If H is contained in M , then y ∈M \N ,
as H is tensor indecomposable. Substituting y with y−1, if necessary, we may assume y =
(g1 ⊗ g2 ⊗ g3)η. Up to conjugation under an appropriate g ⊗ g ⊗ g, centralizing η, we may
assume that g1 =
(
0 −1
1 α
)
, g2 =
(
β1 β2
β3 β4
)
. Moreover, in order that y has order 3, we
must have g3 = (g1g2)
−1.
If β4 6= 0, the following independent vectors (take coordinates 1, 3, 4, 5) are fixed by y:(
1,−
β3
β4
, 0, 0, 0,−
det(g2)
β24
,−1,
β3
β4
)T
,
(
0,
β1
β4
, 1, 0, 0,−
β1(β2 + β4α)
β24
,−α,−
β1
β4
)T
,
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0,
β2
β4
, 0, 1, 0,−
β2(β2 + β4α)
β24
, 0,−
β2 + β4α
β4
)T
,
(
0, 0, 0, 0, 1,−
β3
β4
, 0, 0
)T
.
If β4 = 0, hence β3 6= 0, the following independent vectors (take coordinates 2, 3, 4, 6) are
fixed by y:(
0, 1, 0, 0,−
β2
β3
, 0, 0,−1
)T
,
(
β1
β3
, 0, 1, 0,−
β1(β1 + β3α)
β23
, 0,−
β1 + β3α
β3
, 0
)T
,(
β2
β3
, 0, 0, 1,−
β2(β1 + β3α)
β23
, 0,−
β2
β3
,−α
)T
, (0, 0, 0, 0, 0, 1, 0, 0)T .
This is in contrast with the Jordan form of our generator y. 
Theorem 6.5. Let q > 2. If a ∈ F∗q satisfies conditions (i), (ii) and (6.1) of Lemma 6.1,
then H = Sp8(q). In particular Sp8(q) is (2, 3)-generated for all q ≥ 2.
Proof. By Lemmas 6.1 and 6.2 there exists a ∈ F∗q which satisfies all the assumptions and such
that the group H is absolutely irreducible, primitive and tensor indecomposable. Moreover
H contains the bireflection [x, y]3: by [6, Theorem 7.1] it can only be a group of the items
(a), . . . , (f) of the list given there. If our claim is false, there exists a maximal subgroup M
of Sp8(q) which contains H . Combining the classification of maximal subgroups of Sp8(q)
([2, Tables 8.48 and 8.49]) with the above list, we have that M 6∈ Ci, 1 ≤ i ≤ 4 and M 6∈ S.
Moreover, M 6∈ C5 ∪ C7 by Lemmas 6.3 and 6.4.
Suppose that M ∈ C6. By [2, Tables 8.48] we have q = p > 2 and ̟(M) = {2, 3, 5}. Since
[x, y]3 has order 2p, we easily obtain a contradiction when p > 5. If q = 3 and a = ±1, then
C2y has order 6 · 13. Assume q = 5: if a = ±1, then C2y has order 6 · 31; if a = ±2, then
C3y has order 6 · 31. Hence, in all these exceptional cases we still get a contradiction.
Finally, suppose that M ∈ C8, so q is even and H should preserve a quadratic form Q,
whose corresponding bilinear form fQ(v, u) = Q(v + u) +Q(v) + Q(u) has Gram matrix J
with respect to the canonical basis. It follows
Q
(∑
i∈I
xiei
)
=
∑
i∈I
Q(ei)x
2
i +
4∑
i=1
xix−i, where I = {±1,±2,±3,±4}.
Imposing that Q is preserved by y we get Q(e1) = 1 and Q(e2) = Q(e3). Next, imposing
that Q is preserved by x, we get Q(e1) = Q(e2) and Q(e3) = 0, whence the contradiction
1 = Q(e1) = Q(e3) = 0. We conclude that H = Sp8(q). 
7. Case n = 5
As in case n = 4, Vasilyev and Vsemirnov have shown that the group Sp10(Z) is (2, 3)-
generated, see [21]. So, we may suppose q > 2 and define x, y of respective order 2 and 3, as
follows:
• x swaps e±1 with e±3 and fixes e±2;
• x acts on 〈e4, e5〉 with matrix
γT =
(
−1 a
0 1
)
, a ∈ F∗q,
and acts on 〈e−4, e−5〉 with matrix γ;
• yei = e−i, ye−i = −(ei + e−i) for i = 1, 5;
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• y acts on 〈e±2, e±3, e±4〉 as the permutation (e±2, e±3, e±4).
Since xTJx = yTJy = J , it follows that H = 〈x, y〉 is contained in Sp10(q).
Let τ = [x, y]6. Then, τ belongs to N⋊ŜL5(q) and its characteristic polynomial is (t−1)10.
Its fixed point space has dimension 8, so τ is a bireflection of order p.
Lemma 7.1. Let a ∈ F∗q be such that (a
2 − 2)(a2 + 3)(4a6 − 27) 6= 0. Then the subgroup H
is absolutely irreducible.
Proof. The characteristic polynomial of g = yτ is
χ(t) = f1(t)
2f2(t)(t
3 + a2t2 − 1),
where f1(t) = t
2 + t + 1 and f2(t) = t
3 − a2t − 1. Let σ be a root of t3 + a2t2 − 1. Note
that σ 6= ±1 and, since 4a6 6= 27, σ is a simple root of this polynomial. Furthermore, as
a2 6= 2, σ is not a root of f1(t)f2(t). It follows that σ a simple eigenvalue of g. The relative
eigenspaces of g and gT are generated, respectively, by sσ = σ
2e2 + σe3 + e4 and
sσ =
a2σ2
f1(σ)
(e1 + σe−1)− σ2e2 − e3 − σe4 +
a2σ(f1(σ)(σ
2+1)−a2σ2)
f1(σ)f2(σ)
(e−2 + σe−3)+
a2σ2(σ+1)(f1(σ)+a
2σ)
f1(σ)f2(σ)
e−4.
Let U be an H-invariant subspace of F10. If g|U has the eigenvalue σ, then U contains
the eigenvector sσ. Since U is H-invariant, it also contains the vector w = sσ − τsσ. As the
ten vectors
w = a2σ2e4, yw, y
2w, xy2w, yxy2w, (xy)2yw, (yx)2y2w, (xy)3yw, (yx)3y2w, y2(xy)3yw
are linearly independent, we obtain U = F10. If g|U does not have the eigenvalue σ, then U
contains the eigenvector sσ of g
T . It follows that U contains also the vector w = 1a2σ (τ
T s−s).
Since the ten vectors
w = e2 + e−1 + e−3, y
Tw, (y2)Tw, (yx)Tw, (yxy)Tw, ((yx)2)Tw, ((yx)2y)Tw,
((yx)2y2)Tw, ((yx)3)Tw, ((yx)3y)Tw
are linearly independent, provided that a2 + 3 6= 0, we obtain U = F10, i.e., U = {0}. 
Lemma 7.2. Let W3 = 〈e2, e3, e4〉 and G3 = 〈τ, τy , τy
2
〉. If Fq = Fp[a6], then G3|W3 =
SL3(q).
Proof. Note that the group G3 fixes W3 = 〈−a
2e2, e3, e4〉 acting as〈 1 0 00 1 0
a4 0 1
 ,
1 0 00 1 −a2
0 0 1
 ,
1 1 00 1 0
0 0 1
〉 .
It follows that [τ, τy ] acts on W3 as I3+a
6E2,1. Suppose q 6= 9. By Dickson’s lemma and the
assumption Fq = Fp[a
6], the group 〈[τ, τy ], τy
2
〉 induces SL2(q) on 〈e2, e3〉. Also, G3 is an
irreducible subgroup of SL3(q) generated by root subgroups. By Clifford’s theorem, it has
no unipotent normal subgroups: from [12, Theorem, page 364] we obtain G3|W3 = SL3(q).
The same holds also for q = 9 by direct computations. 
Lemma 7.3. Suppose q 6∈ {2, 4, 25}. Then there exists a ∈ F∗q such that
(a2 − 2)(a2 + 3)(4a6 − 27) 6= 0 and Fp[a
6] = Fq.
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Proof. If q = p 6∈ {2, 23}, then a = 1 satisfies all the requirements. If q = 23, take a = 2. If
q = pf with f > 1, call N (q) the number of elements b ∈ F∗q such that Fp[b
6] 6= Fq. Then, our
claim is true whenever pf − 1−N (q) > 0, as we can drop the other conditions. By Lemma
2.4, we have N (q) ≤ 6pp
⌊f/2⌋−1
p−1 and so, it suffices to check when p
f − 6pp
⌊f/2⌋−1
p−1 > 1. This
holds unless q ∈ {4, 8, 16, 32, 64, 9, 25}. For q 6= 4, 25 one can take a ∈ F∗q whose minimal
polynomial m(t) over Fp is given in Table 1. 
q 8 16 32 64 9
m(t) t3 + t+ 1 t4 + t3 + 1 t5 + t2 + 1 t6 + t+ 1 t2 + t− 1
Table 1. Minimal polynomial m(t) of a ∈ Fq over Fp.
Lemma 7.4. If a ∈ F∗q is such that Fp[a
6] = Fq, then H is not contained in a maximal
subgroup of Sp10(q) of class C5.
Proof. Suppose the contrary. Then there exists g ∈ GL10(F) such that xg = ϑ
−1
1 x0, y
g =
ϑ−12 y0, with x0, y0 ∈ GL10(q0) and ϑi ∈ F. Since x has the similarity invariant t − 1 and y
the similarity invariant t2 + t + 1, we obtain ϑ1, ϑ2 ∈ Fq0 . Now, tr((xy)
5) = −5a2 − 1 and
tr((xy)8) = −8a2 − 5. From tr((xy)j) = tr((xgyg)j) = (ϑ1ϑ2)−jtr
(
(x0y0)
j
)
∈ Fq0 , we get
a2 ∈ Fq0 for any p. Hence, Fq = Fp[a
6] ≤ Fq0 gives q0 = q. 
Theorem 7.5. If a ∈ F∗q is such that (a
2 − 2)(a2 + 3)(4a6 − 27) 6= 0 and Fp[a6] = Fq, then
H = Sp10(q). In particular Sp10(q) is (2, 3)-generated for all q ≥ 2.
Proof. Suppose there exists a ∈ F∗q which satisfies all the requirements (by Lemma 7.3 this
is true if q 6∈ {2, 4, 25}). For any such value of a, the subgroup H is absolutely irreducible
and its order is divisible by the order of SL3(q), see Lemmas 7.1 and 7.2. If our claim is
false, there exists a maximal subgroup M of Sp10(q) which contains H . Considering the
classification of the maximal subgroups of Sp10(q) ([2, Tables 8.64 and 8.65]) we obtain that
M belongs to one of the classes C2, C4, C5, C8,S. By Lemma 7.4 we can exclude class C5 and,
by order reasons, we can exclude M ∼= Sp2(q)
5 : Sym(5) ∈ C2 and M ∼= Sp2(q) ◦O5(q) ∈ C4.
Suppose that M is imprimitive. By the above considerations on the class C2, H preserves
a decomposition F10 = V1 ⊕ V2. Clearly, we may assume that yV1 = V1 and xV1 = V2. Then
yV2 = V2 and so the product xy should have trace equals to zero, but tr(xy) = −1. We
conclude that M 6∈ C2. In particular, H is primitive and tensor indecomposable. Since it
contains the bireflection τ , by [6, Theorem 7.1] it can only be a group of the items (a) and (d)
of the list given there. This means that either H ≤ SO±10(q) and q is even, or H normalizes
SU5(4) and q = p is odd. In the latest case, ̟(M) = {2, 3, 5, 11}. Since τ has order p, we
easily obtain a contradiction unless p ∈ {3, 5, 11}. However, for these values of p there exists
a prime s ≥ 13 which divides |SL3(p)|, a contradiction.
Finally, suppose that q is even and H preserves a quadratic form Q, whose corresponding
bilinear form has Gram matrix J with respect to the canonical basis. Imposing that Q is
preserved by y we get Q(e1) = 1 and Q(e3) = Q(e4). Next, imposing that Q is preserved by
x, we get Q(e1) = Q(e3) and Q(e4) = 0, whence the contradiction 1 = Q(e1) = Q(e4) = 0.
We conclude that H = Sp10(q).
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We are left to consider the exceptional cases q = 4, 25. For these values of q, take
a ∈ Fq whose minimal polynomial over Fp is t2 + t + 1. Define L4 = {4, 7, 10, 12, 21}
and L25 = {1, 6, 11, 12, 13, 14}. Then⋃
k∈Lq
̟((xy)ky) = ̟(Sp10(q)).
By Lemma 2.6 we conclude that H = Sp10(q). 
8. Case n = 6 and q > 2
Computational evidences suggest that the elements x, y described in Section 2 work also
for n = 6. In fact we need the following result for q = 4.
Lemma 8.1. Let q = 4 and let H = 〈x, y〉, where x, y are given in Section 2 with F2[a] = F4.
Then H = Sp12(4).
Proof. We have ⋃
k∈L
̟((xy)ky) = ̟(Sp12(4)), where k ∈ {2, 3, 5, 6, 15, 37}.
By Lemma 2.6 we conclude that either H = Sp12(4) or Ω
−
12(4)✂H . The latest case can be
excluded arguing as done in Proposition 4.1 for n = 6. We conclude that H = Sp12(4). 
For the other values of q > 2, for sake of simplicity, we prefer to take different generators.
So, define x, y of respective order 2 and 3, as follows:
• x swaps e±1 with e±2, and swaps e±3 with e±4;
• x acts on 〈e5, e6〉 with matrix γ and acts on 〈e−5, e−6〉 with matrix γ
T ;
• ye1 = e3, ye3 = −(e1 + e3), ye−1 = −e−1 + e−3 and ye−3 = −e−1;
• ye2 = e−2 and ye−2 = −(e2 + e−2);
• y acts on 〈e±4, e±5, e±6〉 as the permutation (e±4, e±5, e±6).
Since xTJx = yTJy = J , it follows that H = 〈x, y〉 is contained in Sp12(q).
A direct calculation gives that the characteristic polynomial χ[x,y](t) of [x, y] is:
(t+ 1)4(t4 − t3 + t2 − t+ 1)2.
Moreover, when a 6= 0, the eigenspaces V˜−1 ([x, y]) and V˜−1
(
[x, y]T
)
are respectively gener-
ated by w1, w2 and w1, w2 where:
w1 = a(e1 + e−3)− (e5 + e−5), xw1 = w2 = a(e2 − e6 + e−4) + e5 + e−5,
w1 = a(e3 − e−1)− e5 + e−5, x
Tw1 = w2 = a(e4 − e−2 + e−6) + e5 − e−5.
Lemma 8.2. Suppose that a ∈ F∗q satisfies all the following conditions:
(a) (a2 + 1)(a4 + 5a2 + 5)(a5 − a4 + 3a3 − 5a2 + 3a− 5) 6= 0;
(b) a10 + 9a8 + 45a6 + 123a4 + 159a2 + 75 6= 0;
(c) (a2−4)(a8−3a6+29a4−72a2+16)(a9+a8+3a7−3a6−5a5+29a4−48a3−72a2+
80a+ 16) 6= 0.
Then the group H = 〈x, y〉 is absolutely irreducible.
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Proof. Let {0} 6= U be an H-invariant subspace of F12 and U be the corresponding HT -
invariant subspace. Then one of the following cases arises.
Case 1. U contains V˜−1([x, y]). Let v = w1+w2. The matrix M ∈ Mat12(q) whose columns
are the vectors
v, yv, y2v, xy2v, (xy)2yv, yxy2v, y(xy2)2v, (xy)3yv, [x, y]xy2v,
y[x, y]xy2v, xy[x, y]xy2v, [x, y](xy2)2v
has determinant a12(a2 + 1)2(a4 + 5a2 + 5)(a5 − a4 + 3a3 − 5a2 + 3a− 5), which is nonzero
by condition (a). Hence, U = F12.
Case 2. U contains V˜−1([x, y]
T ). Let v = w1 + w2. The matrix whose columns are the
twelve vectors
v, yT v, (y2)T v, (yxy)T v, (yxy2)T v, ((yx)2)T v, ((yx)2y)T v, ((yx)2y2)T v, ((yx)3)T v,
((yx)3y)T v, ((yx)2y2x)T v, (yxy[x, y])T v
has determinant a12(a2 + 1)3(a10 + 9a8 + 45a6 + 123a4 + 159a2 + 75), which is nonzero by
conditions (a) and (b). Hence, U = {0}.
Case 3. Suppose that neither Case 1 nor Case 2 occurs. Then, none of the characteristic
polynomials of [x, y]|U and of [x, y]
T
|U
is divisible by (t + 1)4. It follows that they are both
divisible by t + 1. In particular, V˜−1 ([x, y]) ∩ U = 〈u〉 has dimension 1. Since V˜−1 ([x, y])
is x-invariant, u must be an eigenvector of x. This gives either xu = u and, up to scalars,
u = v as in Case 1, or xu = −u and, up to scalars, u = w1 − w2. In the first case, U = F
12
as we already showed. In the second case we may assume p 6= 2. The matrix obtained by
M by replacing v with u is non-singular by conditions (a) and (c). We obtain again that
U = F12. 
The characteristic polynomial of τ = [x, y]5 is (t + 1)12 and the eigenspace V˜−1(τ) has
dimension 10. It follows that τ is a bireflection and [x, y]5p = −I12.
We will need the traces of the following elements:
(8.1) tr(y) = −3, tr(xy) = a, tr([x, y]) = −2, tr([x, y]xy) = −a.
Lemma 8.3. Suppose that H is absolutely irreducible. Then, H is primitive and tensor
indecomposable.
Proof. Suppose first that H preserves a decomposition V˜ = F12q = V1 ⊕ . . .⊕ Vℓ, ℓ > 1. By
the irreducibility, the permutation action must be transitive. Also, by [9, Table 3.5.C] it
suffices to consider the cases ℓ ∈ {2, 3, 6}.
Case ℓ = 2. We may assume yV1 = V1 and xV1 = V2, whence yV2 = V2. It follows tr(xy) = 0
in contrast with (8.1).
Case ℓ = 3. By the transitivity of the action, we may assume V2 = yV1 and V3 = yV2. Since
tr(y) = −3, this implies that p = 3. We may also assume xV1 = V1 and either (1) xV2 = V2
and xV3 = V3 or (2) xV2 = V3. In case (1) we get again the contradiction tr(xy) = 0; in case
(2), we get the contradiction tr([x, y]) = 0, see (8.1).
Case ℓ = 6. By the transitivity of the action, we may assume V2 = yV1 and V3 = yV2. If
yVi = Vi for all i ≥ 4, we may assume xV1 = V4, xV2 = V5 and xV3 = V6. In this case,
it follows that tr(xy) = 0, once again a contradiction with (8.1). So, we may also assume
V4 = xV3, V5 = yV4 and V6 = yV5. Since tr(y) = −3, this means that p = 3. Now, tr(xy)
and tr([x, y]) 6= 0 imply that xy and [x, y] fix at least a subspace Vi: either (1) xV1 = V2,
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xV3 = V4 and xVi = Vi for i = 5, 6; or (2) xV3 = V4, xV5 = V6 and xVi = Vi for i = 1, 2. In
both cases, we obtain a contradiction with tr([x, y]xy) = −a 6= 0.
Assume next that H is conjugate to a subgroup of GL2(F)⊗GL6(F) and let diag(J2, J6)
be a preimage of [x, y]5 in GL2(F) × GL6(F). Up to conjugation we may assume that J2
and J4 are Jordan canonical forms. Suppose that J2 is scalar. Then the normal closure of
[x, y]5 under H would be reducible and, by Clifford Theorem, H would be imprimitive, a
contradiction. By the same reason J6 cannot be scalar. Noting that the Kronecker product
of upper triangular matrices is upper triangular, since [x, y]5 has only the eigenvalue −1, J1
and J2 must have unique eigenvalues α and −α−1, respectively. Thus J2 =
(
α 1
0 α
)
and J6
is a sequence of at most five Jordan blocks with common eigenvalue −α−1. In each of the
possible cases, the eigenspace relative to the eigenvalue −1 has always dimension at most
6 < 10.
Finally, assume that H is conjugate to a subgroup of GL4(F) ⊗ GL3(F). Repeating the
previous argument we obtain eigenspaces relative to the eigenvalue −1 of dimension at most
7 < 10. We conclude that H is tensor indecomposable. 
Lemma 8.4. If a ∈ F∗q is such that Fp[a
2] = Fq, then H is not contained in a maximal
subgroup of Sp12(q) of class C5.
Proof. Adapt the proof of Lemma 6.3: also in this case y has the similarity invariant t2+t+1
and tr(xy) = a. 
Theorem 8.5. Suppose q 6= 2, 4. Then there exists a ∈ F∗q such that H = Sp12(q). In
particular Sp12(q) is (2, 3)-generated for all q > 2.
Proof. We first show that for q 6∈ {2, 3, 4, 9}, there exists a ∈ F∗q satisfying the hypotheses
of Lemmas 8.2 and 8.4. If q = p ≥ 3, we have to exclude at most 40 values of a. So, if
p ≥ 43 we are done; if p = 5, 7, take a = 1; if 11 ≤ p ≤ 41, take a = 3. Suppose now
q = pf , with f ≥ 2, and let N (q) be the number of elements b ∈ F∗q such that Fp[b
2] 6= Fq.
We have to check when pf − 1 −N (q) > 36, as the conditions on a of shape a2 6= c can be
dropped. By Lemma 2.4, we have N (q) ≤ 2pp
⌊f/2⌋−1
p−1 and hence it suffices to check when
pf − 2pp
⌊f/2⌋−1
p−1 > 37. This condition is fulfilled, unless q ∈ {2
2, 23, 24, 25, 26, 32, 33, 52, 72}.
If q = 2f with 3 ≤ f ≤ 6, tale a ∈ Fq whose minimal polynomial over F2 is as in Table 1.
If q = 25, 49, take a ∈ Fq whose minimal polynomial over Fp is t2 + t − 8. If q = 27, take
a ∈ F27 whose minimal polynomial over F3 is t3 − t− 1.
So, taking a such element a ∈ F∗q , by Lemmas 8.2 and 8.3 the group H is absolutely irre-
ducible, primitive and tensor indecomposable. Moreover H contains the bireflection [x, y]5:
by [6, Theorem 7.1] H is a classical group in a natural representation. By Lemma 8.4 we
conclude that either H = Sp12(q) or p = 2 and H is contained in an orthogonal group. So,
suppose that p = 2 and H preserves a quadratic form Q, whose corresponding bilinear form
has Gram matrix J with respect to the canonical basis. Imposing that Q is preserved by y we
getQ(e1) = 0 and Q(e2) = 1. Next, imposing that Q is preserved by x, we getQ(e1) = Q(e2),
whence the contradiction 0 = Q(e1) = Q(e2) = 1. We conclude that H = Sp12(q).
Next, consider the cases q ∈ {3, 9}. If q = 3, take a = 1; if q = 9, take a ∈ F9 with
minimal polynomial over F3 is t
2 − t − 1. Consider the sets L3 = {3, 4, 11, 13, 19} and
ON THE (2, 3)-GENERATION OF THE FINITE SYMPLECTIC GROUPS 27
L9 = {1, 3, 7, 9, 11, 12, 26}. Then⋃
k∈Lq
̟((xy)ky) = ̟(Sp12(q)).
By Lemma 2.6 we conclude that H = Sp12(q).
Finally, the last part of the statement follows from Lemma 8.1. 
9. Case n = 7 and q > 2
Assume q > 2 and consider the element η = y(xy)3. Its characteristic polynomial is
χη(t) = (t
2+ t+1)f(t), where f(t) is a polynomial such that f(ω±1) = 0 if and only if either
p = 2 and a(a4 + a3 + 1) = 0 or p > 2 and a(a2 − a + 1)(a2 + a + 1) = 0. The eigenspaces
V˜ω±1(η) and V˜ω±1(η
T ) relative to ω±1 are respectively generated by sω±1 = e4−ω
±1e−4 and
sω±1 = e4 + ω
±1e−4.
Lemma 9.1. Assume q > 2 and suppose that a ∈ F∗q is such that
a4 + a3 + 1 6= 0 if p = 2; (a2 − a+ 1)(a2 + a+ 1) 6= 0 if p > 2.
Then the group H = 〈x, y〉 is absolutely irreducible.
Proof. Let U be an H-invariant subspace of F14 and U be the corresponding HT -invariant
complement.
Case 1. The restriction η|U has the eigenvalue ω
±1. If p = 2, taking u = yxsω±1 + xsω±1 +
y2xsω±1 , we get u = ω
±1e−6. If p > 2, taking the vector u = (y
2x)sω±1 + (yx)
2sω±1 we
obtain u = ae5 ∈ U . So, in both cases, making alternating use of x and y it is easy to show
that U contains the canonical basis {e1, . . . , e7, e−1, . . . , e−7}. We conclude that U = F14.
Case 2. If Case 1 does not occur, then U contains both the eigenvectors sω and sω−1 . If
p = 2, taking u = xT sω + (xy)
T sω + (xy
2)T sω, we obtain u = e6. If p > 2, taking the vector
u = (xyx)T sω − (xy)T sω, we have u = ae6. In both cases, it follows that U = F14 and
U = {0}. 
Let τ = [x, y]8. Then, τ belongs to N ⋊ ŜL7(q) and its characteristic polynomial is
χ(t) =
{
(t+ 1)10(t2 + a8t+ 1)2 if p = 2,
(t− 1)14 if p > 2.
Let K0 =
〈
τy
i
, τyx, τy
2[x,y]4yj | i, j = 0,±1
〉
. Setting K = 〈x,K0〉 if p = 2 and K = K0 if
p > 2, we obtain that K is contained in N ⋊ ŜL7(q).
Lemma 9.2. Assume p = 2 < q. Suppose that a ∈ F∗q is such that:
(a) F2[a] = Fq;
(b) (a2+ a+1)(a4+ a+1)(a19+ a17+ a15+ a14+ a12+ a10+ a7+ a6+ a5+ a4+1) 6= 0;
(c) (a+1)(a3+a+1)(a3+a2+1)(a4+a3+a2+a+1)(a13+a11+a9+a6+a3+a2+1) 6= 0.
Then, K|V = SL7(q).
Proof. For sake of simplicity we identify V with F7q and K|V with its respective image in
SL7(q). We first prove that K is absolutely irreducible. Note that the characteristic polyno-
mial of τ is (t + 1)5(t2 + a8t + 1) and that its fixed point space has dimension 5. Let σ be
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a root of t2 + a8t + 1. Then 1 6= σ 6= σ−1. Denote by sσ±1 and sσ±1 the generators of the
eigenspaces of τ and τT , respectively, relative to the eigenvalue σ±1. Then
sσ±1 = e3 +
a7 + a6 + a4 + σ±1 + 1
a7
e6 + e7,
xsσ±1 = sσ∓1 and x
T sσ±1 = sσ∓1 . Furthermore, sσ + sσ−1 = au and sσ + sσ−1 = a
−1u,
where u = e6 and u = (a
2 +1)(e4 + e5) + a
2e7. Take the matrices M and M whose columns
are, respectively, the images of u and u by
τ, τy , τy
2
, τyx, x, τy
2[x,y]4 , τy
2[x,y]4y
and
τT , (τy)T , (τy
2
)T , (τyx)T , xT , (τy
2[x,y]4)T , (τy
2[x,y]4y2)T .
Then det(M) 6= 0 and det(M) 6= 0 by (b) and (c).
Let U be a K-invariant subspace of F7 and let U be the corresponding subspace fixed by
KT . If τ|U has an eigenvalue σ
±1, then both sσ±1 and sσ∓1 = xsσ±1 are contained in U . In
particular, U contains u and since det(M) 6= 0 we conclude that U = F7. If τ|U has only the
eigenvalue 1, then (τT )|U has both the eigenvalues σ and σ
−1. In particular, u ∈ U . Since
det(M) 6= 0, we obtain U = F7 and so U = {0}.
Now, suppose that K is imprimitive. Then it permutes transitively 7 appropriate sub-
spaces 〈vi〉, 1 ≤ i ≤ 7. In particular τ must have a non-trivial orbit in this permutation
action. Since τ fixes pointwise a 5-dimensional space, the lengths of the orbits can only be
(2, 15), or (3, 14), or (2, 2, 13), with corresponding characteristic polynomials
(t2 + α)(t + 1)5, (t3 + α)(t+ 1)4 and (t2 + α)(t2 + β)(t+ 1)3.
Comparing these polynomials with the characteristic polynomial of τ , each alternative leads
to the contradiction a ∈ F2.
We can now apply [6, Theorem 7.1]: K is a classical group in a natural representation.
Suppose there exists g ∈ GL7(F) such that Kg ≤ GL7(q0)(F∗ I7), where Fq0 is a subfield
of Fq. Set τ
g = ϑ−1τ0, with τ0 ∈ GL7(q0) and ϑ ∈ F. Since τ has the similarity invariant
t + 1, the matrix τ0 = ϑτ
g has the similarity invariant t + ϑ. It follows that ϑ ∈ Fq0 and
that the trace of τ belongs to the subfield Fq0 . From tr(τ) = a
8 + 1 we obtain a ∈ Fq0 ,
and so Fq = F2[a] ≤ Fq0 . We conclude that either K = SL7(q) or K ≤ SU7(q
2
1)(F
∗
q I7) with
q21 = q. Suppose the latest case occurs. Let ψ : GL7(q) → GL7(q) be the morphism defined
by (ai,j)
ψ = (aq1i,j). Taking g = [τ, x] and using the fact that g
−T must be conjugate to
gψ, we obtain that tr(g) ∈ Fq1 . Since tr(g) = (a + 1)
16, we obtain that a ∈ Fq1 and so
Fq = F2[a] ≤ Fq1 , a contradiction. This proves that K = SL7(q). 
Lemma 9.3. Assume p > 2. Suppose that a ∈ F∗q is such that:
(a) Fp[a
3] = Fq;
(b) a3 + 1 6= 0;
(c) a3 − 8 6= 0;
(d) (a2 − 2)(a2 − 2a+ 2) 6= 0.
Then K|V = SL7(q).
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Proof. Set u = e3− e7. The group G3 in (3.1) fixes W3 = 〈4a2u,−yu, a2u+ yu− ay2u〉 ≤ V
acting as
(9.1)
〈1 1 00 1 0
0 0 1
 ,
1− 4a3 1 −(a3 + 1)16a3 −3 4(a3 + 1)
16a3 −4 1 + 4(a3 + 1)
 ,
 1 0 016a3 1 0
0 0 1
〉 .
Suppose q 6= 9. By Dickson’s Lemma and assumption (a), the group
〈
τ, τy
2
〉
induces
SL2(q) on 〈u, yu〉. By assumption (b), G3|W3 is an irreducible subgroup of SL3(q), generated
by root subgroups. By Clifford’s theorem it has no unipotent normal subgroups: by [12,
Theorem, page 364] we have G3|W3 = SL3(q). Similarly, let w1 = a(e4 − e5) − 2e6, w2 =
a(e1 − e3 + e7) + 2e5 and w3 = a(e1 + e2 + e6) − a2(e4 − e5) − 2e7. Then (GT3 )|V fixes
W 3 =
〈
4a2w1, w2,−(w2 + aw3)
〉
acting as the group (9.1). By the same proof, starting with〈
τT , (τy)T
〉
, we get that (GT3 )|W 3 = SL3(q). For q = 9, direct calculations lead to the same
conclusions in both cases.
Suppose now that U is a K-invariant subspace of F7 of dimension h > 0.
Case 1. U ∩W3 6= {0}, whence W3 ≤ U by the irreducibility of SL3(q). The images of u
under the 7 generators of K are linearly independent by condition (c). Thus U = F7.
Case 2. U ∩W3 = {0}. The characteristic polynomial of (ττy
2
)|V and of (ττ
y2 )|W3 are
respectively (t− 1)5
(
t2 − (16a3 + 2)t+ 1
)
and (t− 1)(t2 − (16a3 + 2)t+1). So, in this case,
(ττy
2
)|U does not have the eigenvalues σ
±1 6= 1 of ττy
2
. Calling U the complement of U
which is
(
K|V
)T
-invariant, the element
(
(ττy
2
)T
)
|U
must have these eigenvalues. It follows
that U ∩W 3 6= {0}, whence W 3 ≤ U . The set consisting of the five images of w1 under the
restrictions to V of (τ i)T , i = 0,±1, (τyx)T and (τy
2[x,y]4)T and of the two images of w2
under the restrictions to V of (τy
2[x,y]4yj )T , j = ±1, is linearly independent by conditions
(b) and (d). It follows U = F7, whence the contradiction h = 0.
As argued in Lemma 4.5, by [12, Theorem page 364] we have K|V = SL7(q). 
Lemma 9.4. If q ≥ 32 is even, there exists a ∈ F∗q satisfying all the hypotheses of Lemma
9.2 and the further condition a4+a3+1 6= 0. If q 6= 3, 7 is odd, there exists a ∈ F∗q satisfying
all the hypotheses of Lemma 9.3 and the further condition a2 + a+ 1 6= 0.
Proof. Suppose that q ≥ 32 is even. Then, we have to exclude at most 53 possible values of a.
Since F∗q contains
q
2 elements of order q− 1, the statement is true if q > 106. If q ∈ {32, 64},
take a ∈ F∗q whose minimal polynomial m(t) over F2 is given in Table 1.
Suppose now that q 6= 3, 7 is odd. If q = p, we have to exclude at most 12 values of a. So,
if p ≥ 17 we are done; if p ∈ {5, 11, 13}, take a = 1. Suppose now q = pf , with f ≥ 2, and
let N (q) be the number of elements b ∈ F∗q such that Fp[b
3] 6= Fq. We have to check when
pf − 1 −N (q) > 4, as the conditions on a of shape a3 6= c can be dropped. By Lemma 2.4,
we have N (q) ≤ 3pp
⌊f/2⌋−1
p−1 and hence it suffices to check when p
f − 3pp
⌊f/2⌋−1
p−1 > 5. This
condition is fulfilled, unless q = 32. If q = 9, take a ∈ F9 whose minimal polynomial over F3
is t2 − t− 1. 
Lemma 9.5. Let a ∈ F∗q be such that Fp[a] = Fq if p = 2, Fp[a
3] = Fq if p > 2. Then H is
not contained in a maximal subgroup of Sp14(q) of class C5.
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Proof. Adapt the proof of Lemma 7.4 using the following facts: x and y have the similarity
invariant t − 1 and t2 + t + 1, respectively; if p = 2, then tr(xy) = a + 1; if p > 2 then
tr(xy) = a. 
Proposition 9.6. Suppose q > 2. Then there exists a ∈ F∗q such that H = Sp14(q).
Proof. Suppose q 6∈ {2, 3, 4, 7, 8, 16} and take a ∈ F∗q that satisfies the hypotheses of Lemma
9.2 and the additional requirement a4 + a3 +1 6= 0 if p = 2, or the hypotheses of Lemma 9.3
and the additional requirement a2 + a + 1 6= 0 if p > 2. Recall that such element exists by
Lemma 9.4. Then H is an absolutely irreducible group whose order is divisible by the order
of SL7(q). Suppose that H is contained in a maximal subgroup M of Sp14(q): by Lemma
9.5 we have that M is not an element of class C5. If M ∈ S then |M | ≤ q42 by [9, Theorem
5.2.4] but |H | ≥ |SL7(q)| > q47 (see [1, Corollary 4.3]). Also, by order reasons, we have that
M is neither of type Sp2(q) ≀ Sym(7) in C2 nor of type Sp2(q)⊗O7(q) (q odd) in C4.
Suppose p = 2. By [9, Table 3.5.C], we are left to the case M ∈ C8, i.e., H preserves a
quadratic form Q, whose corresponding bilinear form has Gram matrix J with respect to the
canonical basis. Imposing that Q is preserved by y we obtain Q(e1) = 1, Q(e2) = Q(e4), and
Q(e5) = 0. Imposing that Q is preserved by x, we get Q(e1) = Q(e2) and Q(e4) = Q(e5).
This produces the contradiction 1 = Q(e1) = Q(e5) = 0.
Suppose p > 2. By [9, Table 3.5.C], we are left to the case M of type GL7(q).2 in C2. So,
H preserves a decomposition V = V1⊕V2, where dimV1 = dimV2 = 7. By the irreducibility,
the permutation action must be transitive: we may assume yV1 = V1 and xV1 = V2. It
follows that yV2 = V2. This produces the contradiction a = tr(xy) = 0.
We conclude that, in both cases, H = Sp14(q).
Finally, consider the cases q ∈ {3, 4, 7, 8, 16}. If q = 3, 7, take a = 1; if q = 2f with
2 ≤ f ≤ 4, take a ∈ Fq whose minimal polynomial over F2 is tf + t + 1. Also, take
L3 = {1, 3, 7, 9, 10, 19, 39}, L4 = {1, 7, 10, 13, 16, 20, 43}, L7 = {1, 4, 5, 8, 12, 13, 27, 47}, L8 =
{1, 3, 5, 10, 14, 15, 18} and L16 = {3, 4, 11, 13, 19, 24, 27}. Then⋃
k∈Lq
̟((xy)ky) = ̟(Sp14(q)).
By Lemma 2.6 we conclude that H = Sp14(q). 
10. Case n = 8 and q > 2
Although computational evidences suggest that the elements x, y described in Section 2
work also for n = 8, we prefer for sake of simplicity to take generators similar to those used
for n = 5. So, define x, y of respective order 2 and 3, as follows:
• x swaps e±1 with e±2, swaps e±4 with e±5, and fixes e±3;
• x acts on 〈e6, e7, e8〉 with matrix
ζ =
−1 0 a0 −1 0
0 0 1
 , a ∈ F∗q ,
and acts on 〈e−6, e−7, e−8〉 with matrix ζT ;
• yei = e−i, ye−i = −(ei + e−i) for i = 1, 8;
• y acts on 〈e±2, . . . , e±7〉 as the permutation (e±2, e±3, e±4) (e±5, e±6, e±7).
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Since xT Jx = yTJy = J , it follows that H = 〈x, y〉 is contained in Sp16(q). Furthermore, by
Proposition 4.1 we may assume q > 2. We start proving the absolutely irreducibility of H .
Lemma 10.1. Let a ∈ F∗q be such that 5a
4 − 128a2 − 108 6= 0. Then the subgroup H is
absolutely irreducible.
Proof. Take the element η = y2[x, y]3y2: its characteristic polynomial is (t− 1)2(t+1)2(t2−
t+1)2(t2+ t+1)(t6+ t5+2(a2+1)t4+ t3+2(a2+1)t2+ t+1). Since we are assuming 5a4−
128a2−108 6= 0, the eigenspaces of η and ηT relative to the eigenvalue −1 are unidimensional
and generated, respectively, by s−1 = e2 + e5 − e7 and s−1 = e−2 + e−5 − e−7.
Let U be an H-invariant subspace of F16 and U be the corresponding HT -invariant com-
plement.
Case 1. The restriction η|U has the eigenvalue −1. Then s−1 belongs to U . If p = 2, taking
the vector u = s1+xs1+ys1+yxs1+y
2xs1+yxy(yx)
2s1+(xy)
2(yx)2s1, we obtain u = ae−8.
If p > 2, the vector u = y2s1 + (xyxy
2)s1 coincides with −2e6. So, making alternating use
of x and y it is easy to show that U contains the canonical basis {e1, . . . , e8, e−1, . . . , e−8}.
We conclude that U = F16.
Case 2. If Case 1 does not occur, then U contains the eigenvector s−1. If p = 2, tak-
ing u = xT s−1 + (yx)
T s−1 + (y
2)T s−1 + ((xy)
2x)T s−1 + ((xy)
3)T s−1 + ((xy)
5)T s−1 we get
u = ae−8. If p > 2, the vector u = (yxy)
T s−1 + (yx)
T s−1 coincides with 2e−5. It follows
that U = F16 and U = {0}. 
Now, take τ = [x, y]4 if p = 2 and τ = [x, y]8 if p > 2. Then, τ belongs to N ⋊ ŜL8(q) and
its characteristic polynomial is (t− 1)16. Define
K =
〈
τyxy
2
, τyxy
2x, τ (yx)
3
, τ (yx)
2y
〉
if p = 2
and
K =
〈
τyxy
i
, τ (yx)
2
, τ (yx)
2y, τ (yx)
3
, τy
2xy2 | i ∈ {0,±1}
〉
if p > 2.
In both cases, K is a subgroup of N ⋊ ŜL8(q).
We first consider the case p = 2. Take the matrix
P =


0 0 1 0 1 1 0 0
0 0 1 a2 0 0 a2 0
0 0 0 0 1 0 a2 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 a−1 a 1


whose determinant is a4. Define now Pˆ = diag(P, P−T ): then K Pˆ ≤ N ⋊ ŜL8(q) acts as the
identity on the subspace E3 defined in (2.1). Let Kˆ the projection on V/E3 of K
Pˆ . The
group Kˆ is then generated by the following elements:
τ1 =

1 1 0 0 0
0 1 0 0 0
0 0 1 a4 0
0 0 0 1 0
0 0 0 0 1
 , τ2 =

1 0 0 0 0
0 1 a2 0 a3
0 a2 1 a4 0
0 0 1 1 a
0 a 0 a3 1

32 M.A. PELLEGRINI AND M.C. TAMBURINI BELLANI
τ3 =

1 0 0 0 0
a4 a2 + 1 a2 0 a3
0 a2 a2 + 1 a4 a3
0 0 0 1 0
a3 0 0 a3 1
 , τ4 =

1 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 1 0
0 0 0 0 1
 .
Lemma 10.2. Assume p = 2 < q. If a ∈ F∗q is such that F2[a] = Fq, then Kˆ = SL5(q).
Proof. We first prove that Kˆ is absolutely irreducible. To this purpose, we observe that the
characteristic polynomial of τ1τ4 is (t + 1)
3(t2 + a4t + 1). Let σ 6= 1 be an eigenvalue of
τ1τ4. Then the eigenspaces of ττ4 and (ττ4)
T relative to the eigenvalue σ±1 are generated,
respectively, by sσ±1 = (σ
±1 + 1)e3 + e4 and sσ = e3 + (σ
∓1 + 1)e4.
Let U be a Kˆ-invariant subspace of F5 and U be the corresponding KˆT -invariant comple-
ment.
Case 1. The restriction (τ1τ4)|U has an eigenvalue σ
±1. The matrix whose columns are the
five vectors
sσ±1 , τ1sσ±1 , τ2sσ±1 , τ3τ1sσ±1 , τ4τ2sσ±1
has determinant a15(σ±1 + 1) 6= 0, so U = F5.
Case 2. If Case 1 does not occur, then U contains both the eigenvectors sσ and sσ−1 . Take
u = sσ + sσ−1 . The matrix whose columns are the five vectors
u = a4e4, τ
T
2 u, τ
T
4 u, (τ2τ3)
Tu, (τ4τ3)
Tu
has determinant a27. We conclude that U = F5 and U = {0}.
Suppose now that Kˆ is imprimitive. Then it permutes transitively 5 appropriate subspaces
〈vi〉, 1 ≤ i ≤ 5. In particular τ1τ4 must have a non-trivial orbit in this permutation action.
Since this element fixes pointwise a 3-dimensional space, the lengths of the orbits can only
be (2, 13), or (3, 12), or (22, 1), with corresponding characteristic polynomials
(t2 + α)(t+ 1)3, (t3 + α)(t + 1)2 and (t2 + α)(t2 + β)(t+ 1).
Comparing these polynomials with the characteristic polynomial of τ1τ4, each alternative
leads to the contradiction a ∈ F2.
By [2, Tables 8.18 and 8.19]: Kˆ is a classical group in a natural representation. Suppose
there exists g ∈ GL5(F) such that Kˆg ≤ GL5(q0)(F∗ I5), where Fq0 is a subfield of F. Set
(τ1τ4)
g = ϑτ0, with τ0 ∈ GL5(q0) and ϑ ∈ F. Since τ1τ4 has the similarity invariant t + 1,
the matrix τ0 = ϑ(τ1τ4)
g has the similarity invariant t+ ϑ. It follows that ϑ ∈ Fq0 and that
the trace of τ1τ4 belongs to the subfield Fq0 . From tr(τ1τ4) = a
4 + 1 we obtain a ∈ Fq0 ,
and so Fq = F2[a] ≤ Fq0 . We conclude that either K = SL5(q) or K ≤ SU5(q
2
1)(F
∗
q I5) with
q21 = q. Suppose the latest case occurs. Let ψ : GL5(q) → GL5(q) be the morphism defined
by (ai,j)
ψ = (aq1i,j). Taking g = [τ1, τ4] and using the fact that g
−T must be conjugate to
gψ, we obtain that tr(g) ∈ Fq1 . Since tr(g) = (a + 1)
8, we obtain that a ∈ Fq1 and so
Fq = F2[a] ≤ Fq1 . This proves that Kˆ = SL5(q). 
Assume now p > 2. Observe that in this case τ is a bireflection. Moreover, the subgroupK
preserves the subspace E5, acting as the identity on V/E5. Let τ1, . . . , τ7 be the restrictions
to E5 of the seven generators of K. Then
τ1 = I5 + 4a
2(E4,5 − E4,2), τ2 = I5 − 4a
2E3,4, τ3 = I5 − 4a
2E2,3,
τ4 = I5 − 4a
2E3,5, τ5 = I5 + 4a
2E2,1, τ6 = I5 + 4a
2E1,2, τ7 = I5 + 4a
2(E5,1 − E5,4).
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Lemma 10.3. Assume p > 2 and q 6= 9. Suppose that a ∈ F∗q is such that:
(a) Fp[a
4] = Fq; (b) 4a
4 + 1 6= 0.
Then K|E5 = SL5(q).
Proof. By Dickson’s Lemma and assumption (a), the group 〈τ5, τ6〉 induces SL2(q) on 〈e1, e2〉.
We now prove that K|E5 is absolutely irreducible. To this purpose, we observe that τ5τ6 is a
symmetric matrix whose characteristic polynomial is (t− 1)3(t2− 2(8a4+1)t+1). Let σ 6= 1
be an eigenvalue of τ5τ6 (note that −1 6= σ 6= σ−1 by (b)). The eigenspace of τ5τ6 relative
to the eigenvalue σ±1 is generated by sσ±1 = 4e1 +
σ±1−1
a2 e2.
Let U be a Kˆ-invariant subspace of F5 and U be the corresponding KˆT -invariant comple-
ment.
Case 1. The restriction (τ1τ2)|U has an eigenvalue σ
±1. Since the matrix whose columns
are the five vectors
sσ±1 , τ6τ1sσ±1 , τ6τ2sσ±1 , τ6τ7sσ±1 , τ6τ2τ1sσ±1
has determinant −212a2(σ±1 − 1)4 6= 0, we obtain U = F5.
Case 2. If Case 1 does not occur, then U contains both the eigenvectors sσ and sσ−1 . Take
u = sσ − sσ−1 . Since the matrix whose columns are the five vectors
u, (τ3)
Tu, (τ5)
Tu, (τ6τ3τ4)
Tu, (τ6τ3τ4τ2)
Tu
has determinant 212a2(σ − σ−1)5 6= 0, we obtain U = F5 and so U = {0}.
This shows that K|E5 is an irreducible subgroup of SL5(q) generated by root subgroups:
by Clifford’s theorem and [12, Theorem, page 364] we have K|E5 = SL5(q). 
Lemma 10.4. Let a ∈ F∗q be such that Fp[a] = Fq if p = 2, Fp[a
4] = Fq if p > 2. Then H is
not contained in a maximal subgroup of Sp16(q) of class C5.
Proof. Suppose the contrary. Then there exists g ∈ GL16(F) such that xg = ϑ
−1
1 x0, y
g =
ϑ−12 y0, with x0, y0 ∈ GL16(q0) and ϑi ∈ F. Since x and y have the similarity invariants
t2 − 1 and t2 + t+ 1, respectively, the matrices x0 = ϑ1xg and y0 = ϑ2yg have the similarity
invariant t2−ϑ21 and t
2+ϑ2t+ϑ
2
2, respectively. It follows ϑ
2
1, ϑ2 ∈ Fq0 . If p = 2, this implies
that ϑ1 ∈ Fq0 . In this case, from a
2 = tr((xy)9) = tr
(
ϑ−91 ϑ
−9
2 (x0y0)
9
)
∈ Fq0 , we obtain
Fq = F2[a] ≤ Fq0 . If p > 2 we have tr((xy)
8) = 8a2 − 1 which implies a2 ∈ Fq0 . Hence,
Fq = Fp[a
4] ≤ Fp[a2] ≤ Fq0 . We conclude that q0 = q for any p. 
Proposition 10.5. Suppose q > 2. Then there exists a ∈ F∗q such that H = Sp16(q).
Proof. We first show that for q 6∈ {2, 3, 5, 9}, there exists a ∈ F∗q satisfying the hypotheses of
Lemmas 10.1, 10.2 and 10.3. If p = 2, it suffices to take a primitive element of Fq. If p > 2,
we have to find an element a ∈ F∗q such that Fq = Fp[a
4] and (5a4−128a2−108)(4a4+1) 6= 0.
If q = p ≥ 7, we have to exclude at most 8 values of a. So, if p ≥ 11 we are done; if p = 7,
take a = 2. Suppose now q = pf , with f ≥ 2, and let N (q) be the number of elements
b ∈ F∗q such that Fp[b
4] 6= Fq. We have to check when pf − 1 − N (q) > 4, as the condition
a4 6= − 14 can be dropped. By Lemma 2.4, we have N (q) ≤ 4p
p⌊f/2⌋−1
p−1 and hence it suffices
to check when pf − 4pp
⌊f/2⌋−1
p−1 > 5. This condition is fulfilled, unless q = 3
2, 52. If q = 25,
take a ∈ F25 whose minimal polynomial over F5 is t2 + t+ 1.
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So, taking a such element a ∈ F∗q , by Lemmas 10.1, 10.2 and 10.3 the subgroup H is
absolutely irreducible and its order is divisible the order of SL5(q). Suppose that H is
contained in a maximal subgroup M of Sp16(q): by Lemma 10.4 we have that M is not an
element of class C5. By order reasons, we have that M is can only be one of the following
subgroups: (i) a subgroup of type GL8(q).2 in class C2 (q odd); (ii) a subgroup in class C6
(q = p > 2); (iii) a subgroup in class C8 (q even); (iv) a subgroup in class S.
Suppose p > 2. If H preserves a decomposition V = V1 ⊕ V2, where dim V1 = dimV2 = 8,
by the irreducibility, the permutation action must be transitive: we may assume yV1 = V1
and xV1 = V2. It follows that yV2 = V2. This produces the contradiction −1 = tr(xy) = 0.
Since τ is a bireflection, we can now apply [6, Theorem 7.1]: K is a classical group in a
natural representation. By Lemma 10.4 we conclude that H = Sp16(q).
Suppose p = 2. If M belongs to the class C8, H preserves a quadratic form Q, whose
corresponding bilinear form has Gram matrix J with respect to the canonical basis. Imposing
that Q is preserved by y we obtain Q(e1) = 1, Q(e2) = Q(e4), and Q(e5) = Q(e6). Imposing
that Q is preserved by x, we get Q(e1) = Q(e2), Q(e4) = Q(e5) and Q(e6) = 0. This
produces the contradiction 1 = Q(e1) = Q(e6) = 0. So, we are left to the case M ∈ S. The
quasi-simple group which admits irreducible representations of degree 16 are listed in [7].
Since the order of H is divisible by the order of SL5(q), we can excluded all the possibilities.
We conclude that H = Sp16(q).
Finally, consider the cases q ∈ {3, 5, 9}. If q = 3, 5, take a = 1; if q = 9, take a ∈ F9
whose minimal polynomial over F3 is t
2 − t − 1. Also, take L3 = {3, 4, 7, 9, 10, 11, 24, 27},
L5 = {3, 9, 10, 13, 14, 15, 34} and L9 = {4, 6, 7, 8, 11, 15, 20, 54}. Then⋃
k∈Lq
̟((xy)ky) = ̟(Sp16(q)).
By Lemma 2.6 we conclude that H = Sp16(q). 
11. Case n = 9 and q > 2
Assume q > 2 and let τ = [x, y]12. Then, τ belongs to N ⋊ ŜL9(q) and its characteristic
polynomial is
χ(t) =
{
(t+ 1)14(t2 + (a12 + a4)t+ 1)2 if p = 2,
(t− 1)18 if p > 2.
Define
K =

〈
y, τ, τy
2[x,y]6y2x
〉
if p = 2,〈
τy
i
, τyxy
j
, τy
2[x,y]6yk | i, j, k = 0,±1
〉
if p > 2.
We obtain that the subgroup K is contained in ŜL9(q). We start our analysis considering
the case p = 2 and proving the absolutely irreducibility of H = 〈x, y〉.
Lemma 11.1. Suppose p = 2 < q. For any a ∈ F∗q the group H is absolutely irreducible.
Proof. Take the element η = y2[x, y]3y2x: its characteristic polynomial is (t + 1)2(t2 + t +
1)2)f(t), where f(1) = 0 if and only if a = 0. Also, the eigenspaces V˜1(η) and V˜1(η
T ) are
generated, respectively, by s1 = e3 + e−2 + e−5 and s1 = e2 + e5 + e−3.
Let U be an H-invariant subspace of F18 and U be the corresponding HT -invariant com-
plement.
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Case 1. The restriction η|U has the eigenvalue 1. Then s1 belongs to U . Taking the vector
u = s1+ys1+y
2s1+y
2xys1+xys1+(xy)
2s1, we obtain u = e−8. So, making alternating use
of x and y it is easy to show that U contains the canonical basis {e1, . . . , e9, e−1, . . . , e−9}.
We conclude that U = F18.
Case 2. If Case 1 does not occur, then U contains the eigenvector s1. Taking the vector
u = s1+x
T s1+(yx)
T s1+((xy)
2y)T s1+((xy)
2)T s1+[x, y]
T s1+((xy
2)3)s1, we have u = e−9.
It follows that U = F18 and U = {0}. 
Lemma 11.2. Assume p = 2 < q. Suppose that a ∈ F∗q is such that:
(a) F2[a
3 + a] = Fq;
(b) (a+ 1)(a3 + a2 + 1) 6= 0;
(c) (a2+ a+1)(a4+ a3+ a2 + a+1)(a5+ a2 +1)(a5+ a4+ a3+ a2+1)(a12+ a10+ a9+
a7 + a5 + a2 + 1)(a13 + a11 + a8 + a6 + a3 + a+ 1)(a13 + a12 + a11 + a10 + a8 + a+
1)(a17+a16+a15+a14+a13+a11+a10+a9+a8+a6+a5+a4+1)(a33+a32+a30+
a29+a28+a26+a23+a21+a17+a14+a13+a11+a10+a6+a5+a4+a3+a2+1) 6= 0;
(d) (a7 + a+ 1)(a12 + a11 + a8 + a7 + a5 + a4 + 1)(a13 + a12 + a8 + a6 + a5 + a4 + a3 +
a+ 1)(a18 + a17 + a14 + a12 + a11 + a10 + a6 + a4 + 1) 6= 0;
(e) a3 + a+ 1 6= 0.
Then, K|V = SL9(q).
Proof. For sake of simplicity we identify V with F9q and K|V with its respective image in
SL9(q). We first prove that K is absolutely irreducible. Note that the characteristic poly-
nomial of yτ is (t + 1)(t2 + t + 1)f(t) where f(1) 6= 0 by (b). Denote by s1 and s1 the
generators of the eigenspaces of yτ and (yτ)T , respectively, relative to the eigenvalue 1.
Then s1 = e1 + e2 + e3 + a
−1(e4 + e5 + e6 + e7 + e8 + e9) and s1 = e1 + e2 + e3.
Let U be a K-invariant subspace of F9 and let U be the corresponding subspace fixed by
KT . If the restriction of yτ to U has the eigenvalue 1, then s1 belongs to U . The images of
s1 by the nine matrices
y, τy
2[x,y]6y2x, yτy
2[x,y]6y2x, y2τy
2[x,y]6y2x, ττy
2 [x,y]6y2x, yττy
2[x,y]6y2x,
τ2τy
2[x,y]6y2x, τy
2[x,y]6y2xττy
2[x,y]6y2x, y2τyτy
2[x,y]6y2x
are linearly independent by (b) and (c). We conclude that U = F9. If the restriction of yτ
to U does not have the eigenvalue 1, then U contains the eigenvector s1. The images of s1
by the nine matrices
yT , (τy
2[x,y]6y2x)T , (τy
2[x,y]6y2xy)T , (τy
2[x,y]6y2xy2)T , (τy
2[x,y]6y2xτ)T ,
(τy
2[x,y]6y2xτ2)T , (τy
2 [x,y]6y2xτy)T , (τy
2[x,y]6y2xyτy
2[x,y]6y2x)T , (τy
2[x,y]6y2xτ2y)T
are linearly independent by (b)–(d). It follows that U = F9 and so U = {0}.
Now, suppose that K is imprimitive.
Case 1. K permutes transitively 9 appropriate subspaces 〈vi〉, 1 ≤ i ≤ 9. In this case,
τ must have a non-trivial orbit in this permutation action. Since τ fixes pointwise a 7-
dimensional space, the lengths of the orbits can only be (2, 17), or (3, 16), or (2, 2, 15), with
corresponding characteristic polynomials
(t2 + α)(t + 1)7, (t3 + α)(t+ 1)6 and (t2 + α)(t2 + β)(t+ 1)5.
Comparing these polynomials with the characteristic polynomial of τ , each alternative leads
to a(a+ 1)(a3 + a+ 1) = 0 which is excluded by (b) and (e).
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Case 2. K preserves a decomposition V = V1 ⊕ V2 ⊕ V3 with dimVi = 3 for all i = 1, 2, 3.
Since the order of τ is odd and its trace is nonzero by (e) we must have τVi = τ
y2[x,y]6y2xVi =
Vi for all i = 1, 2, 3. Furthermore, by the transitivity of the action of K, we may assume that
that yV1 = V2, yV2 = V3. This implies that the traces of yτ and yτ
y2[x,y]6y2x should be both
zero. We then obtain 0 = tr(yτ) + a(a+1)tr(yτy
2[x,y]6y2x) = a3(a+1)6(a2 + a+1)(a3 + a+
1)(a5 + a4 + a3 + a2 + 1), which is in contradiction with conditions (b), (c) and (e).
We can now apply [6, Theorem 7.1]: K is a classical group in a natural representation.
Suppose there exists g ∈ GL9(F) such that Kg ≤ GL9(q0)(F∗ I9), where Fq0 is a subfield
of Fq. Set τ
g = ϑ−1τ0, with τ0 ∈ GL9(q0) and ϑ ∈ F. Since τ has the similarity invariant
t + 1, the matrix τ0 = ϑτ
g has the similarity invariant t + ϑ. It follows that ϑ ∈ Fq0 and
that the trace of τ belongs to the subfield Fq0 . From tr(τ) = (a
3 + a + 1)4 we obtain
a3 + a ∈ Fq0 , and so Fq = F2[a
3 + a] ≤ Fq0 . We conclude that either K = SL9(q) or
K ≤ SU9(q21)(F
∗
q I9) with q
2
1 = q. Suppose the latest case occurs. Let ψ : GL9(q) → GL9(q)
be the morphism defined by (ai,j)
ψ = (aq1i,j). Then τ
ψ and λτ−T are conjugate elements for
some λ ∈ F∗q . Since the similarity invariants of τ and τ
−1 are p1(t) = . . . = p6(t) = t+1 and
p7(t) = t
3 + (a3 + a+ 1)4t2 + (a3 + a+ 1)4t+ 1, we obtain that λ = 1 and a3 + a+ 1 ∈ Fq1 ,
whence the contradiction Fq = F2[a
3 + a] ≤ Fq1 . This proves that K = SL9(q). 
Lemma 11.3. Suppose q = p > 2 and let a ∈ F∗q be such that F2[a
3 + a] = Fq. Then H is
not contained in a maximal subgroup of Sp18(q) of class C5.
Proof. Suppose the contrary. Then there exists g ∈ GL18(F) such that xg = ϑ
−1
1 x0, y
g =
ϑ−12 y0, with x0, y0 ∈ GL18(q0) and ϑi ∈ F. Since x and y have the similarity invariant t+ 1
and t3 + 1, respectively, the matrices x0 = ϑ1x
g and y0 = ϑ2y
g have the similarity invariant
t + ϑ1 and t
3 + ϑ32, respectively. It follows ϑ1, ϑ
3
2 ∈ Fq0 . We have tr((xy)
3) = a3 + a + 1:
from tr((xy)3) = tr
(
(xgyg)3)
)
= ϑ−31 ϑ
−3
2 tr
(
(x0y0)
3
)
it follows that a3 + a ∈ Fq0 . So,
Fq = F2[a
3 + a] ≤ Fq0 implies q0 = q. 
We now consider the case p > 2.
Lemma 11.4. Assume p > 2 and suppose that a ∈ F∗q is such that (a+1)(a
3−1)(a3+a2+1) 6=
0. Then the group H is absolutely irreducible.
Proof. Take the element η = [x, y]2y: its characteristic polynomial is (t − 1)2(t + 1)2(t2 +
1)f(t), where f(1) = 0 if and only if (a + 1)(a3 − 1) = 0. Also, since a3 + a2 + 1 6= 0, the
eigenspaces V˜1(η) and V˜1(η
T ) are generated, respectively, by s1 = e4−e5 and s1 = e−4−e−5.
Let U be an H-invariant subspace of F18 and U be the corresponding HT -invariant com-
plement.
Case 1. The restriction η|U has the eigenvalue 1. Then s1 belongs to U . Taking the vector
u = ys1 + xys1 + xyxs1 − yxys1 + (xy)2ys1 we obtain u = ae9. So, making alternating use
of x and y it is easy to show that U contains the canonical basis {e1, . . . , e9, e−1, . . . , e−9}.
We conclude that U = F18.
Case 2. If Case 1 does not occur, then U contains the eigenvector s1. Taking the vector
u = xT s1 − (y2)T s1 + (yx)T s1 − (xy2)T s1 + ((xy)2y)T s1 + (xy2x)T s1 we have u = 2e−7. It
follows that U = F18 and U = {0}. 
Lemma 11.5. Assume p > 2. Suppose that a ∈ F∗q is such that:
(a) Fp[a
3(a+ 2)] = Fq;
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(b) (a+ 2)(a− 2)(7a2 + 8a+ 4) 6= 0;
(c) (a2 + 2)(a3 − 4) 6= 0;
(d) (a2 − a− 3)(a2 + a+ 1)(a3 − a+ 2)(a4 − 3a3 + 9a2 − 12a+ 12) 6= 0.
Then K|V = SL9(q).
Proof. Set u = e5− 2a−1e8+ e9 and consider the subspace W3 = 〈−2a2u, yu, u+
(a+2)2
4a2 yu+
a+2
2a y
2u〉 ≤ V , which has dimension 3, since a 6= −2 by (b). The group G3 in (3.1) fixes W3
acting as
(11.1)
〈1 1 00 1 0
0 0 1

 ,


1 + 4a
3
a+2
1 −β
4a2(a+2)
−2a3(a+ 2) 1−
(a+2)2
2
(a+2)β
8a2
8a5
a+2
2a2 1− β
2(a+2)

 ,

 1 0 0−2a3(a + 2) 1 0
0 0 1

〉 ,
where β = (a−2)(7a2+8a+4). Suppose q 6= 9. By Dickson’s Lemma and assumption (a), the
group
〈
τ, τy
2
〉
induces SL2(q) on 〈u, yu〉. By (b), G3|W3 is an irreducible subgroup of SL3(q),
generated by root subgroups. By Clifford’s theorem it has no unipotent normal subgroups: by
[12, Theorem, page 364] we have G3|W3 = SL3(q). Similarly, let u = e2+e3+e4−e6−e7 and
W 3 = 〈u,−
1
2a2 y
Tu,− 12a2 u−
(a+2)2
8a4 y
Tu − a+24a3 (y
2)Tu〉. Then (GT3 )|V fixes W 3 acting as the
group (11.1). By the same proof, starting with
〈
τT , (τy)
T
〉
, we get that (GT3 )|W 3 = SL3(q).
For q = 9, direct calculations lead to the same conclusions in both cases.
Suppose now that U is a K-invariant subspace of F9 of dimension h > 0.
Case 1. U ∩W3 6= {0}, whence W3 ≤ U by the irreducibility of SL3(q). The images of
u under the 9 generators of K are linearly independent by conditions (b) and (c). Thus
U = F9.
Case 2. U ∩W3 = {0}. The characteristic polynomial of (ττy
2
)|V and of (ττ
y2 )|W3 are
respectively (t−1)7
(
t2 + (2a4 + 4a3 − 2)t+ 1
)
and (t−1)
(
t2 + (2a4 + 4a3 − 2)t+ 1
)
. So, in
this case, (ττy
2
)|U does not have the eigenvalues σ
±1 6= 1 of ττy
2
. Calling U the complement
of U which is
(
K|V
)T
-invariant, the element
(
(ττy
2
)T
)
|U
must have these eigenvalues. It
follows that U ∩ W 3 6= {0}, whence W 3 ≤ U . The images of u under the 9 generators
of (KT )|V are linearly independent by conditions (b)–(d). It follows U = F
9, whence the
contradiction h = 0.
As argued in Lemma 4.5, by [12, Theorem page 364] we have K|V = SL9(q). 
Lemma 11.6. Suppose q odd and let a ∈ F∗q be such that Fp[a
3(a+2)] = Fq. Then H is not
contained in a maximal subgroup of Sp18(q) of class C5.
Proof. Suppose the contrary. Then there exists g ∈ GL18(F) such that τg = ϑ
−1
1 τ1, (τ
y)g =
ϑ−12 τ2, with τ1, τ2 ∈ GL18(q0) and ϑi ∈ F. Since τ have the similarity invariant t − 1,
the matrices τ1 = ϑ1τ
g and τ2 = ϑ2(τ
y)g have the similarity invariant t − ϑ1 and t − ϑ2,
respectively. It follows ϑ1, ϑ2 ∈ Fq0 . We have tr(ττ
y) = −4a4 − 8a3 + 18. From tr(ττy) =
tr ((ττy)g) = ϑ−11 ϑ
−1
2 tr (τ1τ2) it follows that a
4 + 2a3 ∈ Fq0 . So, Fq = Fp[a
4 + 2a3] ≤ Fq0
implies q0 = q. 
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Lemma 11.7. If q ≥ 16 is even, there exists a ∈ F∗q satisfying all the hypotheses of Lemma
11.2. If q ≥ 9 is odd, there exists a ∈ F∗q satisfying all the hypotheses of Lemma 11.5 and the
further condition (a2 − 1)(a3 + a2 + 1) 6= 0.
Proof. Suppose that q = 2f ≥ 8 is even. Then, we have to exclude at most 161 possible
values of a. Let N (q) be the number of elements b ∈ F∗q such that F2[b
3 + b] 6= Fq. We have
to check when 2f−1−N (q) > 161. By Lemma 2.4, we have N (q) ≤ 3 ·2
(
2⌊f/2⌋ − 1
)
. Hence,
it suffices to verify when 2f − 6
(
2⌊f/2⌋ − 1
)
> 162. This inequality holds if f ≥ 8, so the
statement is true if q ≥ 256. If q ∈ {16, 32, 64, 128}, take a ∈ F∗q whose minimal polynomial
m(t) over F2 is given in Table 2.
Suppose now that q ≥ 9 is odd. If q = p ≥ 11, we have to exclude at most 25 values of a.
So, if p ≥ 29 we are done; if 11 ≤ p ≤ 23, take a = 4. Suppose now q = pf , with f ≥ 2, and
let N (q) be the number of elements b ∈ F∗q such that Fp[b
4 + 2b3] 6= Fq. We have to check
when pf − 1−N (q) > 21, as the conditions on a of shape a 6= c can be dropped. By Lemma
2.4, we have N (q) ≤ 4pp
⌊f/2⌋−1
p−1 and hence it suffices to show that p
f −4pp
⌊f/2⌋−1
p−1 > 22. This
condition is fulfilled, unless q = 32, 33, 52, 72. If q ∈ {9, 25, 49} take a ∈ Fq whose minimal
polynomial over Fp is t
2 − 17. If q = 27, take a ∈ F27 whose minimal polynomial over F3 is
t3 − t+ 1. 
q 16 32 64 128
m(t) t4 + t+ 1 t5 + t3 + 1 t6 + t+ 1 t7 + t3 + 1
Table 2. Minimal polynomial m(t) of a ∈ Fq over Fp.
Proposition 11.8. Suppose q > 2. Then there exists a ∈ F∗q such that H = Sp18(q).
Proof. Suppose q ≥ 9 and take a ∈ F∗q that satisfies the hypotheses of Lemma 11.2 if p = 2,
and the hypotheses of Lemma 11.5 and the additional requirement (a2−1)(a3+a2+1) 6= 0 if
p > 2. Recall that such element exists by Lemma 11.7. Then H is an absolutely irreducible
group whose order is divisible by the order of SL9(q). Suppose that H is contained in a
maximal subgroup M of Sp18(q): by Lemmas 11.3 and 11.6 we have that M is not an
element of class C5. If M ∈ S then |M | ≤ q36 by [9, Theorem 5.2.4] but |H | ≥ |SL9(q)| > q79
(see [1, Corollary 4.3]). Furthermore, by order reasons, we have that M is neither of type
Sp2(q) ≀ Sym(9) in C2 nor of type Sp2(q)⊗O9(q) (q odd) in C4.
Suppose p = 2. By [9, Table 3.5.C], we are left to the case M ∈ C8, i.e., H preserves a
quadratic form Q, whose corresponding bilinear form has Gram matrix J with respect to the
canonical basis. Imposing that Q is preserved by y we obtain Q(e−1) = Q(e−3), Q(e−4) =
Q(e−6) and Q(e−7) = Q(e−9). Imposing that Q is preserved by x, we get Q(e−1) = 1,
Q(e−3) = Q(e−4), Q(e−6) = Q(e−7) and Q(e−9) = 0. This produces the contradiction
1 = Q(e−1) = Q(e−9) = 0.
Suppose p > 2. By [9, Table 3.5.C], we are left to the case M of type GL9(q).2 in C2. So,
H preserves a decomposition V = V1⊕V2, where dimV1 = dimV2 = 9. By the irreducibility,
the permutation action must be transitive: we may assume yV1 = V1 and xV1 = V2. It
follows that yV2 = V2. It follows a = tr(xy) = 0, a contradiction.
We conclude that, in both cases, H = Sp18(q).
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Finally, consider the cases 3 ≤ q ≤ 8. If q = 3, 5, 7, take a = 1; if q = 2f with f = 2, 3,
take a ∈ F∗q with minimal polynomial over F2 is equal to t
f + t+ 1. Consider the sets L3 =
{3, 4, 6, 7, 11, 14, 23, 37, 38}, L4 = {1, 3, 4, 5, 7, 9, 14, 24, 53, 89}, L5 = {5, 6, 7, 8, 9, 10, 11, 18,
126}, L7 = {3, 6, 7, 8, 16, 17, 20, 41, 126} and L8 = {3, 10, 13, 15, 18, 19, 25, 31, 53}. Then⋃
k∈L3
̟(([x, y]xy)kyx) = ̟(Sp18(3)) and
⋃
k∈Lq
̟((xy)ky) = ̟(Sp18(q)), q ≥ 4.
By Lemma 2.6 we conclude that H = Sp18(q). 
12. Case n = 11 and q > 2
Assume q > 2 and consider the element η = [x, y]2y. Its characteristic polynomial is
χη(t) = (t
2 + 1)2(t2 + t+ 1)f(t),
where f(t) is a polynomial such that f(ω±1) = 0 if and only if either p = 2 and (a+1)(a3 +
a2 + 1) = 0 or p > 2 and (a+ 1)(2a2 − a+ 2) = 0. The eigenspaces V˜ω±1(η) and V˜ω±1(η
T )
relative to ω±1 are generated, respectively, by sω±1 = e4−ω
∓1e−4 and sω±1 = e4 +ω
∓1e−4.
Lemma 12.1. Assume q > 2 and suppose that a ∈ F∗q is such that
(a+ 1)(a3 + a2 + 1) 6= 0 if p = 2; (a+ 1)(2a2 − a+ 2) 6= 0 if p > 2.
Then the group H = 〈x, y〉 is absolutely irreducible.
Proof. Let U be an H-invariant subspace of F22 and U be the corresponding HT -invariant
complement.
Case 1. The restriction η|U has the eigenvalue ω
±1. Then sω±1 belongs to U . If p = 2,
taking u = y2[x, y]sω±1 + y[x, y]sω±1 + [x, y]sω±1 , we have u = ω
∓1e−10. If p > 2, taking
the vector u = y[x, y]sω±1 + xy[x, y]sω±1 , we obtain u = ae11 ∈ U . So, in both cases,
making alternating use of x and y it is easy to show that U contains the canonical basis
{e1, . . . , e11, e−1, . . . , e−11}. We conclude that U = F22.
Case 2. If Case 1 does not occur, then U contains both the eigenvectors sω and sω−1 . If
p = 2, taking u = (y2(xy)2)T sω + (y(yx)
2)sω + (y
2xyxy2)sω, we obtain u = e10. If p > 2,
taking the vector u = (y(yx)3)T sω−(y2(xy)2)T sω we have u = ae10. In both cases, it follows
that U = F22 and U = {0}. 
Now, set τ = [x, y]8 if p = 2, and τ = [x, y]16 if p > 2. Then, τ is an element ofN⋊ŜL11(q).
In particular, if p > 2, then τ is a bireflection such that{
τe10 = e10 + 8au, τej = ej + 4a
2u, j ∈ {1, 2, 5, 9},
τej = ej , j ∈ {7, 11}, τej = ej − 4a2u, j ∈ {3, 4, 6, 8},
where u = e7 − e11. Furthermore, one can verify that the group
K =

〈
x, τy
i
, τyxy
j
, τ (yx)
2
, τyxy
2x | i, j ∈ {0,±1}
〉
if p = 2,〈
τy
i
, τy[x,y]
6yj , τyx, τyxy, τ (yx)
2
, τyxy
2x, τy[x,y] | i, j ∈ {0,±1}
〉
if p > 2
is contained in N ⋊ ŜL11(q).
Lemma 12.2. Assume p = 2 < q. Suppose that a ∈ F∗q is such that:
(a) F2[a] = Fq;
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(b) (a+ 1)(a2 + a+ 1)(a3 + a2 + 1)(a4 + a+ 1)(a8 + a7 + a5 + a4 + 1) 6= 0;
(c) (a4 + a3 + a2 + a + 1)(a5 + a3 + 1)(a33 + a32 + a30 + a28 + a26 + a20 + a19 + a16 +
a15 + a14 + a10 + a9 + a8 + a4 + a2 + a+ 1) 6= 0.
Then K|V = SL11(q).
Proof. For sake of simplicity we identify V with F11q and K|V with its respective image
in SL11(q). We first prove that K is absolutely irreducible. Note that the characteristic
polynomial of τ is (t+ 1)9(t2 + a8t+ 1) and that its fixed point space has dimension 8. Let
σ be a root of t2 + a8t + 1. Then 1 6= σ 6= σ−1. Denote by sσ±1 and sσ±1 the generators of
the eigenspaces of τ and τT , respectively, relative to the eigenvalue σ±1. Then
sσ±1 = e7 +
a7 + a6 + a4 + σ±1 + 1
a7
e10 + e11,
xsσ±1 = sσ∓1 and x
T sσ±1 = sσ∓1 . Furthermore, sσ + sσ−1 = au and sσ + sσ−1 = a
−3u,
where u = e10 and u = (a
3 + 1)(e1 + e4) + (a
2 + 1)(e2 + e3) + (a+ 1)(e5 + e6) + (a
4 + a2 +
a+ 1)(e8 + e9) + a
4e11.
Take the matrices M and M whose columns are, respectively, the images of u and u by
τ, τy , τy
2
, τyx, τyxy, τyxy
2
, τ (yx)
2
, τyxy
2x, τ2, τyτ, τy
2
τ
and
τT , (τy)T , (τy
2
)T , (τyx)T , (τyxy)T , (τyxy
2
)T , (τ (yx)
2
)T , (τyxy
2x)T , (τ2)T ,
(τyτy
2
)T , (τy
2
x)T .
Then det(M) 6= 0 and det(M) 6= 0 by (b) and (c).
Let U be a K-invariant subspace of F11 and let U be the corresponding subspace fixed by
KT . If τ|U has an eigenvalue σ
±1, then both sσ±1 and sσ∓1 = xsσ±1 are contained in U . In
particular, U contains u and since det(M) 6= 0 we conclude that U = F11. If τ|U has only the
eigenvalue 1, then (τT )|U has both the eigenvalues σ and σ
−1. In particular, u ∈ U . Since
det(M) 6= 0, we obtain U = F11 and so U = {0}.
Now, suppose that K is imprimitive. Then it permutes transitively 11 appropriate sub-
spaces 〈vi〉, 1 ≤ i ≤ 11. In particular τ2 must have a non-trivial orbit in this permutation
action. Since τ2 fixes pointwise a 9-dimensional space, the lengths of the orbits can only be
(2, 19), or (3, 18), or (2, 2, 17), with corresponding characteristic polynomials
(t2 + α)(t + 1)9, (t3 + α)(t+ 1)8 and (t2 + α)(t2 + β)(t+ 1)7.
Comparing these polynomials with the characteristic polynomial of τ2 (i.e., (t + 1)9(t2 +
a16t+ 1), each alternative leads to the contradiction a ∈ F2.
We can now apply [6, Theorem 7.1]: K is a classical group in a natural representation.
Suppose there exists g ∈ GL11(F) such that Kg ≤ GL11(q0)(F∗ I11), where Fq0 is a subfield
of F. Set τg = ϑ−1τ0, with τ0 ∈ GL11(q0) and ϑ ∈ F. Since τ has the similarity invariant
t + 1, the matrix τ0 = ϑτ
g has the similarity invariant t + ϑ. It follows that ϑ ∈ Fq0 and
that the trace of τ belongs to the subfield Fq0 . From tr(τ) = a
8 + 1 we obtain a ∈ Fq0 ,
and so Fq = F2[a] ≤ Fq0 . We conclude that either K = SL11(q) or K ≤ SU11(q
2
1)(F
∗
q I11)
with q21 = q. Suppose the latest case occurs. Let ψ : GL11(q) → GL11(q) be the morphism
defined by (ai,j)
ψ = (aq1i,j). Taking g = [τ, x] and using the fact that g
−T must be conjugate
to gψ, we obtain that tr(g) ∈ Fq1 . Since tr(g) = (a + 1)
16, we obtain that a ∈ Fq1 and so
Fq = F2[a] ≤ Fq1 . This proves that K = SL11(q). 
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Lemma 12.3. Assume p > 2. Suppose that a ∈ F∗q satisfies:
(a) Fq = Fp[a
3(a+ 2)];
(b) (a+ 2)(3a+ 2)(3a2 + 4) 6= 0;
(c) (a+ 1)(a2 + 2a+ 2)(2a2 + 6a− 1)(6a2 + 1) 6= 0;
(d) (a+4)(1710a19− 1295a18+541a17+42868a16− 30924a15+54118a14+160134a13−
194153a12 − 73173a11 + 246067a10 − 96779a9 − 118296a8 + 93948a7 + 16224a6 −
27096a5 − 14432a4 + 4736a3 + 4480a2 − 1792a− 256) 6= 0.
Then K|V is the group SL11(q).
Proof. Since a 6= −2 by (b), the group G3 =
〈
τ, τy , τy
2
〉
fixes the 3-dimensional subspace
W3 =
〈
u,−4a(a+ 2)yu, au+
(a+ 2)2
4a
yu−
a+ 2
2
y2u
〉
,
where u = e7 − e11, and acts on it as
(12.1)
〈1 32a3(a+ 2) 00 1 0
0 0 1
 ,
1− 16a
3
a+2 32a
3(a+ 2) −2aβa+2
1 1− 2(a+ 2)2 β8a2
16a2
a+2 −32a
2(a+ 2) 1 + 2βa+2
 ,
1 0 01 1 0
0 0 1
〉 ,
where β = (3a + 2)(3a2 + 4). Suppose q 6= 9. By Dickson’s Lemma and assumption (a),
the group
〈
τ, τy
2
〉
induces SL2(q) on 〈u, yu〉. By assumptions (b), (G3)|W3 is an irreducible
subgroup of SL3(q), generated by root subgroups. Arguing as done in Lemma 4.5, we have
G3|W3 = SL3(q). Similarly, set u = a(e1+ e2− e3− e4+ e5− e6− e8 + e9) + 2e10. The group
(G3|V )
T fixes the 3-dimensional subspace
W 3 =
〈
u,−u+ ((τy)|V )
Tu, au−
a+ 2
16a2
((τy)|V )
Tu+
a+ 2
16a2
((τy
2
)|V )
Tu
〉
≤ V,
acting as the group (12.1). By the same proof, we get that ((G3|V )
T )|W 3 = SL3(q). For
q = 9, direct calculations lead to the same conclusions in both cases.
Suppose now that U is a K-invariant subspace of F11 of dimension h > 0.
Case 1. U ∩ W3 6= {0}, whence W3 ≤ U by the absolute irreducibility of SL3(q). The
images of u under the 11 generators of K are linearly independent by conditions (b) and (c).
It follows that U = F11.
Case 2. U∩W3 = {0}. The characteristic polynomials of (ττy
2
)|V and (ττ
y2 )|W3 are respec-
tively (t− 1)9
(
t2 − 2(16a4 + 32a3 + 1)t+ 1
)
and (t− 1)
(
t2 − 2(16a4 + 32a3 + 1)t+ 1
)
. So,
in this case, (ττy
2
)|U does not have the eigenvalues σ
±1 6= 1 of ττy
2
. Calling U the comple-
ment of U which is
(
K|V
)T
-invariant, the element
(
(ττy
2
)T
)
|U
must have these eigenvalues.
It follows that U ∩W 3 6= {0}, whence W 3 ≤ U . The images of u under the 11 generators
of
(
K|V
)T
are linearly independent by conditions (b)–(d). It follows U = F11, whence the
contradiction h = 0.
We conclude that K|V is an irreducible subgroup of SL11(q) generated by root subgroups.
By Clifford’s theorem it has no unipotent normal subgroups. Hence, by [12, Theorem page
364] we have K|V = SL11(q). 
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Lemma 12.4. If q ≥ 8 is even, there exists a ∈ F∗q satisfying all the hypotheses of Lemma
12.2. If q ≥ 7 is odd, there exists a ∈ F∗q satisfying all the hypotheses of Lemma 12.3 and the
further condition 2a2 − a+ 2 6= 0.
Proof. Suppose that q ≥ 8 is even. Then, we have to exclude at most 60 possible values
of a. Since F∗q contains
q
2 elements of order q − 1, the statement is true if q > 120. If
q ∈ {8, 16, 32, 64}, take a ∈ F∗q whose minimal polynomial m(t) over F2 is given in Table 1.
Suppose now that q ≥ 7 is odd. If q = p ≥ 7, we have to exclude at most 33 values of a. So,
if p ≥ 37 we are done; if 11 ≤ p ≤ 29, take a = 1; if p = 7, take a = 2. Suppose now q = pf ,
with f ≥ 2, and let N (q) be the number of elements b ∈ F∗q such that Fp[b
4 + 2b3] 6= Fq.
We have to check when pf − 1 − N (q) > 29, as the conditions on a of shape a 6= c can
be dropped. By Lemma 2.4, we have N (q) ≤ 4pp
⌊f/2⌋−1
p−1 and hence it suffices to show that
pf−4pp
⌊f/2⌋−1
p−1 > 30. This condition is fulfilled, unless q = 3
2, 33, 52, 72. If q = 9, take a ∈ F9
whose minimal polynomial over F3 is t
2 + t − 1. If q = 25, 49 take a ∈ Fq whose minimal
polynomial over Fp is t
2 + 2. If q = 27, take a ∈ F27 whose minimal polynomial over F3 is
t3 − t+ 1. 
Lemma 12.5. Let a ∈ F∗q be such that Fp[a] = Fq if p = 2, Fp[a
3(a + 2)] = Fq if p > 2.
Then H is not contained in a maximal subgroup of Sp22(q) of class C5.
Proof. Adapt the proof of Lemma 7.4 using the following facts: x and y have the similarity
invariant t− 1; if p = 2, then tr(xy) = a+ 1; if p > 2 then tr(xy) = a. 
Proposition 12.6. Suppose q > 2. Then there exists a ∈ F∗q such that H = Sp22(q).
Proof. Suppose q ≥ 7 and take a ∈ F∗q that satisfies the hypotheses of Lemma 12.2 if p = 2,
and the hypotheses of Lemma 12.3 and the additional requirement 2a2 − a+ 2 6= 0 if p > 2.
Recall that such element exists by Lemma 12.4. Then H is an absolutely irreducible group
whose order is divisible by the order of SL11(q). Suppose that H is contained in a maximal
subgroup M of Sp22(q): by Lemma 12.5 we have M is not an element of class C5. If M ∈ S
then |M | ≤ q66 by [9, Theorem 5.2.4] but |H | ≥ |SL11(q)| > q119. Furthermore, by order
reasons, we have that M is neither of type Sp2(q) ≀Sym(11) in C2 nor of type Sp2(q)⊗O11(q)
(q odd) in C4.
Suppose p = 2. By [9, Table 3.5.C], we are left to the case M ∈ C8, i.e., H preserves a
quadratic form Q, whose corresponding bilinear form has Gram matrix J with respect to
the canonical basis. Imposing that Q is preserved by y we obtain Q(e1) = 1, Q(e4) = Q(e5),
Q(e6) = Q(e8) and Q(e9) = 0. Imposing that Q is preserved by x, we get Q(e1) = Q(e4),
Q(e5) = Q(e6) and Q(e8) = Q(e9). This produces the contradiction 1 = Q(e1) = Q(e9) = 0.
Suppose p > 2. By [9, Table 3.5.C], we are left to the case M of type GL11(q).2 in
C2. So, H preserves a decomposition V = V1 ⊕ V2, where dimV1 = dimV2 = 11. By the
irreducibility, the permutation action must be transitive: we may assume yV1 = V1 and
xV1 = V2. It follows that yV2 = V2. It follows a = tr(xy) = 0, a contradiction.
We conclude that, in both cases, H = Sp22(q).
Finally, consider the cases q = 3, 4, 5. If q = 3, 5, take a = 1; if q = 4 take a ∈ F4 \ F2.
Also, take L3 = {1, 4, 6, 8, 10, 11, 12, 16, 20, 28, 35}, L4 = {3, 5, 7, 8, 9, 12, 13, 15, 16, 18, 64}
and L5 = {1, 3, 9, 14, 15, 16, 18, 20, 31, 46, 88}. Then⋃
k∈Lq
̟((xy)ky) = ̟(Sp22(q)).
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By Lemma 2.6 we conclude that H = Sp22(q). 
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