ABSTRACT. A sequence of re-expansions is developed for the remainder terms in the well-known Poincare series expansions of the solutions of homogeneous linear differential equations of the second order in the neighborhood of an irregular singularity of rank one. These re-expansions are in series of repeated integrals of the generalized exponential integral, and the coefficients in these series are the same as those of the original Poincare expansions. Each step of the process reduces the estimate of the error term by the same exponentially-small factor, while increasing the region of validity.
Introduction and summary
The general homogeneous linear differential equation of the second order is given by If, as we shall suppose, the point at infinity is an irregular singularity of rank one, then the functions f(z) and g{z) can be expanded in power series OO /. oo that converge on an open annulus \z\ > a. Not all of the coefficients /o, go, and gi vanish, otherwise infinity would be a regular singularity In a recent paper [6] , we showed how to improve the accuracy and extend the region of applicability of the well-known Poincare asymptotic expansions of the solutions of (1.1) for large \z\. This was achieved by truncating the expansions at or near their optimal stage (that is, as a rule, at or near their smallest term) and re-expanding the remainder term in a series of generalized exponential integrals. In the present paper, we show how to achieve additional improvement, both in accuracy and in the region of validity, by further re-expansions of remainder terms.
We follow existing terminology [1, 2, 5, 9] for these new types of asymptotic expansions. Thus re-expansions in terms of generalized exponential integrals are called 1 to e~2l z l|z|~2. In § §6, 7, the process of re-expansion is continued to the second level and then generalized. At the Zth level, / being arbitrary, the expansions of the solutions are in terms of hyperterminants at that level and all preceding levels, and the coefficients at each level alternate between the sets of coefficients for the original pair of Poincare expansions. On optimizing, we find that the pattern described in the preceding paragraph continues. Thus we require approximately (I + l)\z\ terms at level zero, l\z\ terms at level one, and so on, finishing with \z\ terms at level /. The total number of terms is approximately |(/ + 1)(7 + 2)\z\, and the final error estimate is e-( z+1 )l 2 l times a power of z. Since / is arbitrary, this means that, in theory, there is no limit on the attainable exponential improvement.
In §8, the numerical stability of the generalized asymptotic expansion is examined, and it is demonstrated that instability, in the form of cancellation, begins when level 2 is included, and becomes severe at higher levels. It also is shown how to overcome this difficulty by reducing the number of terms called for in the optimization process that is used in §7. With the numerically stable form of expansion, the optimal error estimate on stopping at the Zth level (/ ^ 2) is (I -f l)~e\ z \ times a power of z. The number of terms required also is less.
In §9, a numerical example is provided. In §10, it is shown how to extend the sector of validity beyond \phz\ ^ TT for the hyperasymptotic expansions of §7. This is achieved via continuation formulas for the remainder terms. The sector of validity can extend as far as | ph.z\ ^ (/ + |)7r -<$, but as the sector widens the exponential improvement diminishes. A similar, but less extensive, continuation can also be made for the numerically stable hyperasymptotic expansions of §8.
In the concluding section, §11, comparisons of our new results are made with earlier results obtained in an important paper by Berry and Howls [1] . Comments also are made on the Stokes phenomenon and the numerical evaluation of the hyperterminants.
Auxiliary functions
In [6] our re-expansions for the solutions of (1.1) were expressed in terms of the function Fp(z) defined by -z poo -z t.p-l when 5Rp > 0 and \ph.z\ < ^TT, and by analytic continuation elsewhere. This function is directly related to the generalized exponential integral and the incomplete Gamma function, and its relevant properties are summarized in §2 of [9] .
In the present paper, we shall need the following generalizations of F p (z):
and, in general,
(2.2c)
Here, z and to are real or complex parameters and Z, MQ, MI,... are nonnegative integers. By observing that
we see that these multiple integrals converge when | ph^l < TT and
Elsewhere, the GL are defined by analytic continuation with respect to z and to. Clearly, when (2.4) applies the only singularities of GL (Z; MQ, ..., M/_i) are branchpoints or poles at z = 0 and oo. It will be observed that there is some degree of arbitrariness in the choice of the parameter u) and the integers MQ, MI, ..., M/_I. For example, from (2.1) we see that Proof Let 6 be a constant such that 0 < 8 < TT. If | phz| < TT -5, then S(z) ^ sin 6, and (2.12) is simply a weaker form of (2.11). Next, in consequence of (2.5a) and [9, (2.9)], we know that Gi ; 1 )feMo) = 0(e-l 2 U Mo -1+^) =r(Mo + 5Ra;)(9(z-i), (2.13) which proves (2.12) for / = 1. Now suppose that / ^ 2 and 0 < phz < TT. On substituting into (2.2c) by means of the identity
{t + *)(*! + e-^z) fa + e-^z)^ + t) (2.14) and using (2.26), we obtain 
The multiple integral in (2.15) may be estimated by analysis similar to that used to establish (2.11). We find that
On substituting into (2.15) by means of the last two equations, we obtain (2.12) for 8 ^ ph z < TT. The proof of (2.12) for the sector -TT < ph z ^ -8 is similar. □
Integral representations for the original remainder terms
As in [6] , we may assume, without loss of generality, that the roots Ai, A2 of the characteristic equation
Then equation (1.1) has unique solutions wi(z) and W2{z) such that as \z\ -± 00 
are known or can be calculated (see [7] ). We also assume that Ci and C2 are nonzero.
1
The foregoing notation agrees with that of [6] each of these expansions being valid when z -* oo in | ph z\ < fir -5. In place of (3.6) we now have
in which LU is defined as in (2.6) and
We shall need the following transforms of Stieltjes type:
valid when \z\ > p and |ph2;| < TT. Here p is an arbitrary constant such that p > a, a being defined as in §1. In each of these equations, the path in the first integral is a straight line and in the second integral is an arc of the circle \t\ = p described in the positive sense. The proof is based on equations (3.9) and is similar to the proof of Lemma 3.1 of [6] . We omit the proof. Let R{ \Z]NQ) and IQ (Z;NQ) denote the remainder terms when the expansions (3.8) are terminated after iVo terms, iVo being an arbitrary nonnegative integer; thus
If we substitute into (3.11) by means of the identities
then, as in the proof of Lemma 3.2 of [6] , we obtain the following integral representations
when \z\ > p and | phz| < TT, where
We note that the functions £1(2; p; iVo) and £2(2; p; iVo) are analytic on the annulus \z\ > p. \Z\ ^ p 4-<5 and -TT < ph 2: < 0.
We further note that the process of substituting into (3.11) by means of (3.13) also yields integral representations for the coefficients a Si i and a Si 2-From these representations asymptotic expansions of a s^ and a S) 2 f or large s can be constructed in inverse factorial series. This result appears as Theorem 2.1 in [6] , and for later reference we record these expansions in the present notation:
The final step in this section is to modify the representations (3.14) in such a way that they include the phases phz = ±7T. This is achieved by restricting z G A and deforming the integration path by a semicircular indentation of radius 6 that is centered at \z\, and passes above \z\ when O^phz^Tr and below \z\ when -vr^phz < 0; see Figures 3.1 and 3.2. We denote the deformed path by V. Then by continuity we derive
valid when z G A and | ph z\ ^ TT.
Optimal expansions at level zero (Poincare's expansions)
Throughout this section, we suppose that | ph2:| ^ TT. We seek to estimate and then optimize the remainder terms R^ '(z;No) and R^^NQ) that appear in (3.12) by permitting iVo to be a linear function of \z\.
L 2
More precisely, we assume that
where /?o is a positive constant at our disposal and ao is bounded. 2 Whatever the choice of /?o and ao, we assume throughout that \z\ is restricted in such a way that iVo^i-HSM.
This is obviously achieved if we restrict z £ AQ, where AQ is the closed annulus defined by
ao being the lesser of 1 + |3?CJ| and liminf ao. In the representation (3.18a), we observe that because z G A, we have \t + z\ ^ 5 everywhere on P. Since also ^(t) = O(l) as t -> oo, it follows that the contribution of the straight-line segments of V is estimated by The other contribution to R\ \Z] NQ) in (3.18a), namely £i(z;p;iVo), is estimated by (3.16). Obviously, this contribution, too, may be absorbed into the right-hand side of (4.6). We therefore have proved that
and, hence,
uniformly on A fl AQ in both instances. And, in the same circumstances, we have, by symmetry,
The estimates (4.8) and (4.9) apply for any value of the positive constant /?o, but they are minimal when /3o = 1. Then letting z -> oo we arrive at the main result of this section: ifz-^oo in | phz| ^ TT and NQ = \z\ + 0(1), then
Remark. The estimates (4.10) can also be obtained by setting m -0 in Theorem 2.2 of [6] . Indeed, in this way we find that they can be improved to
We have included the analysis of this section for the following reasons. First, we wanted to show that /3o = 1 is optimal by analysis of the remainder terms instead of the more usual analysis of the actual terms. Secondly, we need some of the intermediate results later. Thirdly, with a method similar to the proof of Lemma 2.1, with / = 2, we can obtain (4.11) directly from the integral representations (3.18).
Level one (exponentially-improved expansions)
Throughout this section, we suppose that |phz| ^ TT and that p and 6 are chosen to satisfy p -8 > a. In (3.126), replace z by t and NQ by another arbitrary nonnegative integer Ni. On substituting the result into (3.18a), we obtain 
When z G A, we may deform the integration path in (2.2b) into the union of V and the interval [0,p] (thereby making (2.26) valid when | phz| ^ TT). On substituting into (5.1) by means of this result, we obtain We first observe that we cannot use the uniform estimates (4.9) for R® (z; NQ) to estimate the integral along V on the right-hand side of (5.4). This is because (4.9), with z = t and NQ = Ni, does not apply to all values of t on V. Instead, we substitute into this integral by means of (3.14b), with z, p, ATQ, and t replaced by £, p -8, Ni, and ti, respectively. This yields . Hence, for the sum on the right-hand side of (5.7), we have
For the second term on the right-hand side of (5.7), we note that from (3.16b)
uniformly for t in the annulus \t\ ^ p and all nonnegative integers iVi. Then, by use of analysis similar to that used to establish (4.6), we obtain
uniformly on A fl Ai.
The remaining term in (5.7) is estimated directly by (3.16a). In consequence, it may be absorbed into the right-hand side of (5.9). We may combine the foregoing results into the following form: By analysis similar to the proof of Lemma 2.1, we can sharpen the estimate (5.17) by a factor z~ 2, as follows. When | ph z\ ^TT -5, we may use the inequality \t+z\ ^ \z\ sin 6 in place of \t + z\ ^ 6 in (5.13) to replace the term 0(z 1~No ) on the right-hand side by 0(z~N o ). When <5<± ph^^TT, we substitute by means of (2.14) and the corresponding form of (2.14) when e'^z is replaced by e^z. 
Jv Jo l v J p -8 h+e^z h+t
The first term on the right-hand side can be estimated with the aid of (2.13). Moreover, the resulting estimate for this term is found to dominate those for the second and third terms. Thus, we have As expected, these estimates are weaker than (5.19) and (5.21). In other words, it is more accurate to continue the expansions (3.12) beyond their smallest terms, in fact, to take as many terms again and then re-expand the remainder in series of G± UJ functions (or equivalently F p functions) until we reach the vicinity of the smallest term of the re-expanded series.
Remark (ii).
It should be noted that in sharpening the estimate (5.17) into (5.19), we needed the condition NQ -Ni = \z\ 4-0(1) in order to be able to estimate Gw (z;No -Ni + 1) by means of (2.13). To put this another way, the sharpening does not become available until the original estimate (5.16) has been optimized.
Level two
Throughout this section, we suppose that | ph.z\ ^ TT and p -25 > a.
Our purpose is to re-expand R[ (Z^NQ^NI) and i4 (Z^NQ^NI), and we proceed in a manner analogous to the two preceding sections. We substitute into (5.6) by means of (3.12a) and (3.14a), with z, p, NQ, and t replaced by ti, p -28, A^, and £2, respectively, and refer to (2.2c) with I = 2, MQ = NQ -N u Mi = Ni -s. Again, N 0 , iVi, iV2 are arbitrary integers. These substitutions are certainly valid when (4.2) and (5.2) apply, and also
We arrive at ; With the aid, also, of (6.1b), we conclude that
uniformly on A n A2. The rest of the analysis is similar to that of §5, and there is no need to enter into all the details. Corresponding to (5.12) and (5.15), we find that On substituting into the last result by means of (6.5), we obtain 
General levels
The pattern of resubstituting into the successive remainder terms now is clear, and the general results can be written down by inspection and verified by induction. To facilitate the statement of the final theorems, we introduce the following notation pertaining to the parity of I: vi = 0 or 1, according as / is even or odd. (7.5b) (7.6a) (7.6b)
Remark (i).
When | phz| ^ TT -6, we can improve the estimates (7.6) by a factor z~s for all values of I: we have only to retrace the analysis with the contour V freed from the indentations indicated in Figures 3.1 and 3 .2 and apply the inequality (2.10).
Remark (ii).
Each time the level Z increases by unity, the number of terms at each previous level in the expansions (7.3) increases by \z\ (approximately). In Remark (i) at the end of §5, we indicated how to optimize the remainder term at level 1 whilst constraining the number of terms at level 0 to be \z\. It transpired that ±\z\ terms are needed at level 1. This process may be continued. If we leave unchanged the number of terms at levels 0 and 1, then ^\z\ terms are needed at level 2 and so on, until we reach 2~l\z\ terms at level /. Furthermore, the remainder terms then satisfy
where L = 2 -2 1~l . We observe immediately that L < 2 for all values of /; in consequence the overall exponential improvement is limited to a factor e -7 ' 2 ', where 7 = l + 21n2 = 2.386....
The pattern of remainder terms just described was discovered by Berry and Howls [1] in a related problem. Some further observations on their paper will be found in the concluding section §11.
Numerical stability
Theorem 7.2 is an elegant result. Its essential message is that we can generate a relative error term whose asymptotic estimate for large \z\ contains a factor e -^4 " 1^'2 ', / being an arbitrary nonnegative integer, by taking (approximately) (/ + 1)|^| terms in the original Poincare expansion, l\z\ terms in the first level re-expansion and so on, ending with \z\ terms at the Zth level. Furthermore, the coefficients of the auxiliary functions G ±UJ at successive levels alternate between the sets of coefficients in the original Poincare expansions. In applications, however, there is a potential source of weakness. After we pass beyond the smallest term at any level, succeeding terms at that level grow rapidly. If any rises in absolute value well above unity (unity being the order of magnitude of ui(z) and U2(z)), then severe cancellation will take place in summing the series (7.3) numerically, rendering the whole process unstable.
In order to demonstrate, and then overcome, this instability, we revert to Theorem 7.1 and permit the constants /?o, A, • • •, Pi to be arbitrary, subject to (7.2).
Consider first the sum at the zeroth level for ui(z). From (3.17a), we have
Accordingly (as we already know), as s increases, |a 55 iz _s | decreases until s = \z\, approximately, and it then increases unboundedly. For s = NQ -1 we have atfo-M -H^K^iNo -1 + LJ) (8.1) and, hence, by application of (7.1) and Stirling's formula,
This estimate obviously exceeds, or is less than, unity, according as /3o 0 e~^0 ^ 1, that is, A) ^ e. Next, consider level 1. We have
as z -> oo in | ph z\ ^ TT, uniformly for all values of MQ that satisfy MQ + |!ftu;| ^ 1. This result may be proved by the method used to establish (4.6). With the aid of (3.17b), we see that
uniformly for s = 0,1,..., iVi -1. From (7.1) and (8.1), we observe that at s = 0 this estimate equals a No -hl O(z). As s increases, the right-hand side of (8.4) decreases until s = ^iVo, approximately, and then grows. Moreover, at s = iVi -1 we obtain
and hence by use of (7.1) and Stirling's formula
where Since A) -/?i and /3i are both less then /?o, we have h < ^0. Accordingly, the estimate (8.5) is asymptotically small compared with (8.2). At higher levels
as ^ -> oo in |phz| ^ TT, uniformly for s E [0,iVj -1]. As in the case of (8.3), this result may be proved by the method used to establish (4.6), (5.13), and (6.10). Armed with this estimate, we may show that the behavior of the terms at each level follows a similar pattern. The first term is within a factor 0(z) of the last term at the previous level. As s increases the terms at level / decrease to a minimum at s = |^-i, approximately, and then grow in magnitude. Moreover, whether or not the series at this level is terminated at this minimum, as long as 0 < fa < /3/-i, the last term is asymptotically small compared with lajVo-M^1 -0 I-A similar analysis applies to the expansion (7.3b); basically we have only to replace $lu; by -$tu; throughout. We therefore conclude: whatever the value of the constants Pi, fa,--, Pi, as lon 9 as ( 7 -2 ) aPP lies > the summation of the series (7.3) is numerically stable or unstable according as fio^e.
In the remaining case, given by /?o = e, the growth (if any) of ajvo-i.i* 1 " 0 arid ajVo-1,2^1"^0 is algebraic rather than exponential; compare (8.2). Accordingly, we may say that the summation of (7.3) is weakly unstable, in the sense that any numerical cancellation that takes place will not be catastrophic in nature. On returning to Theorem 7.2, we note that /3o = I + 1. Hence, Theorem 7.2 leads to a stable summation procedure only when I = 0 or 1, that is, when the series (7.3) are terminated at the zeroth or first level.
When / ^ 2 we need to modify the optimization of the remainder term in order to maintain stability. This means that with fo = e we need to minimize Lj=o compare (7.4). It is easily verified that this minimum occurs when fii = lJ firre> i = i.2.-.i.
and it equals (I + 1)"
We may summarize the findings of this section as follows: 
Remark. When / ^ 2 the overall exponential improvement yielded by Theorem 8.1 is less than that yielded by Theorem 7.2, especially when / > 3. On the other hand, fewer terms are needed in the expansions (7.3).
Example
We take as example the differential equation see, for example, [8] , Chapter 7, § §4, 8, or we can take the limit as s -> 00 in (3.17) above, using (9.2). For illustration, we take z = 20. The squares in Figure 9 .1 are the plot of the logarithm to base 10 of the absolute value of each term in the expansions (7.3) against its ordinal number. 5 For / = 0 we set TYQ = 20, which terminates the original asymptotic expansions (3.8) at (or very nearly at) their smallest term. For I = 1 we set TVo = 40, iVi = 20, and for I = 2 we set iVo = 60, iVi = 40, N2 = 20. As expected, in the case I = 2 a few of the terms rise above unity in magnitude, indicating some instability in the summation. For / = 3 (not shown in the diagram) the instability would be much more severe. 4 Another solution of (9. is not a recessive solution of (9.1) in the sector ^TT + 8 ^ ph z ^ §7r -6 (or for that matter in any sector). 5 The terms were computed by the methods given in the Appendix of [1] .
Ordinal number of term The curve indicated by the triangles shows the modification of the case I = 2 consequent upon using the numerically stable form of expansion furnished by Theorem 8.1. We take iVo = 54, iVi = 36, N2 = 18. In this expansion all terms are below unity in magnitude, but as expected the final accuracy is slightly less; see Table 9 .1.
Next, the curve indicated by the circles is for the case 1 = 2, with NQ = 20, iVi = 10, N2 = 5. This corresponds to optimization with a fixed number of terms at each level. Lastly, we observe that the pattern of growth depicted by all the curves in Figure  9 .1 is exactly that predicted in §8 for the general case.
Extensions of the regions of validity
The region of validity supplied by Theorems 7.1, 7.2, and 8.1 is the closed sector \phz\ ^ TT. Values of the analytic continuation of Wi(z) and W2{ze
Ki ) for any other value of ph z can be calculated by repeated application of the connection formulas (3.6) or (3.9). Nevertheless, it is of some interest to ascertain whether the region of validity in Theorems 7.2 and 8.1 can be extended beyond phz = ±7r, especially as an extension to | ph2:| ^ fyr -8 was supplied in [6] for the unoptimized case at level 1. We shall show in this section that such extensions can be made at all levels, although at the cost of weakening the asymptotic estimates of the remainder terms. We shall achieve this by constructing continuation formulas for the remainder terms.
From (3.9) and (3.12) we derive Remark. The sector of validity of Theorem 8.1 can also be extended in a similar manner. However, because the estimates (8.8) involve the factor exp{-e\z\ ln(l + 1)} instead of the more powerful factor exp{-(I + 1)|^|}, the increase is more restrictive. We shall not enter into details.
Conclusions
There are several points of similarity between this paper and the paper of Berry and Howls [1] . Thus the same hyperterminants appear in the expansions, and the coefficients of these hyperterminants are related to the coefficients at the lowest level. There are significant differences, however. In the first place, the theory in [1] is purely formal: it is based on Dingle's re-expansions of remainder terms using Borel summation and a "resurgence formula", also due to Dingle [3] . Secondly, the asymptotic expansions that are re-expanded in [1] are the Liouville-Green expansions. Only in certain cases, for example, Airy's differential equation, are these the same as the Poincare power-series expansions. Thirdly, the optimization process is carried out differently, in that the number of terms at a given level is constrained not to change when higher levels are incorporated into the expansion. As we saw in Remark (ii) of §7, this results in there being (approximately) 2~^\z\ terms at level j, and whatever the final level / happens to be the overall exponential improvement in the estimate for the error term is restricted to e -( 1 + 21n2 )M 5 that is, e -( 2 -386...)M times a power of \z\. With our method of optimization, there is no limit on the attainable exponential improvement, even in the numerically stable form.
In earlier papers, for example [6] , expansions at level 1 were regarded as providing a smooth interpretation of the Stokes phenomenon, because of the behavior and analytic nature of the individual terms in the neighborhoods of the Stokes lines. Since each branch of each Gu, function is analytic in its argument z (except at the origin), the hyperasymptotic expansions also furnish a smooth interpretation of the Stokes phenomenon. An added feature, however, is that these expansions apply to several Stokes lines simultaneously. Thus, for example, 21 Stokes lines are covered in this way in the region of validity given by Theorem 10.1.
The practical implementation of the new expansions, in common with those of [1] , depends on the ability to compute the necessary hyperterminants either by means of asymptotic approximations or by direct numerical methods. At the Zth level, the hyperterminants are /-fold multiple integrals. The case Z = 0 is trivial, and for I = 1, algorithms and software packages exist; see [4, §5.7] . 6 Some progress on the problem of computing hyperterminants at level 2 in the case when u is an integer is made in Appendix B of [1] , and these results were used in the numerical example given in §9.
