Abstract-We introduce a heuristic for designing filters that have low complexity coefficients, as measured by the total number of nonzeros digits in the binary or canonic signed digit (CSD) representations of the filter coefficients, while still meeting a set of design specifications, such as limits on frequency response magnitude, phase, and group delay. Numerical examples show that the method is able to attain very low complexity designs with only modest relaxation of the specifications.
Filter Design With Low Complexity Coefficients
Joëlle Skaf and Stephen P. Boyd, Fellow, IEEE Abstract-We introduce a heuristic for designing filters that have low complexity coefficients, as measured by the total number of nonzeros digits in the binary or canonic signed digit (CSD) representations of the filter coefficients, while still meeting a set of design specifications, such as limits on frequency response magnitude, phase, and group delay. Numerical examples show that the method is able to attain very low complexity designs with only modest relaxation of the specifications.
Index Terms-Coefficient truncation, filter design.
I. INTRODUCTION

W E consider a discrete-time filter defined by its transfer function
, where is the set of complex numbers, and is the vector of (real) coefficients used to parametrize the transfer function. We refer to (the coefficients of) as the design parameters or coefficients in the filter. For example, when the filter is an infinite impulse response (IIR) filter implemented in direct form, is a rational function with real coefficients, and are the coefficients in its numerator and denominator.
We are given a nominal filter design, described by the coefficient vector , and a set of acceptable filter designs , which is the set of transfer functions that satisfy our design or performance requirements. We define as the set of coefficient vectors that correspond to acceptable designs. We assume that the nominal filter meets the performance specifications, i.e., . Our goal is to find that has lowest (or at least, low) complexity.
The complexity of a vector of filter coefficients is measured by the function where gives the complexity of the th coefficient of . In this paper, we will focus on two complexity measures, even though the algorithms we describe are more general. In the first measure, we take to be , the number of 1 s in the binary expansion of the coefficient . In this case, gives the total number of 1 s in the filter coefficients, and will be denoted . In the second complexity measure, we take to be , the number of nonzero digits in the canonical signed digit (CSD) representation of [1] , [2] , which we will describe in more detail in Section II-A. In this case, we denote the complexity measure as . We can pose our filter design problem as the optimization problem minimize subject to (1) with variable . The filter design problem (1) is in general very difficult to solve. With the complexity measure , it can be cast as a combinatorial optimization problem, with the binary expansions of the coefficients as Boolean (i.e., {0,1}) variables. In the case of CSD complexity, it can be cast as a combinatorial optimization problem with the CSD digits taking ternary values in as discrete variables. In general it is very difficult to solve this problem exactly (i.e., globally), even for a relatively small number of coefficients. But finding the globally optimal solution is not crucial; it is enough to find a set of filter coefficients with low (if not lowest) complexity.
In this paper we describe a greedy randomized heuristic algorithm for the filter design problem (1). Our method starts from the nominal design and greedily truncates individual coefficients sequentially, in random order, while guaranteeing performance, i.e., maintaining . We run this algorithm a few times, taking the best filter coefficients found (i.e., with least value of ) as our final design. Examples show that our method typically produces aggressively truncated filter designs, with far lower complexity than the nominal design.
The idea of truncating or simplifying filter coefficients in return for a small degradation in performance goes back a long way, at least to [3] , [4] . Coefficient truncation subsequently appeared in other fields like speech processing [5] and control [6] . Several methods have been proposed for coefficient truncation: exhaustive search over possible truncated coefficients [3] , successive truncation of coefficients and reoptimization over remaining ones [4] , [7] , local bivariate search around the scaled and truncated coefficients [8] , tree-traversal techniques for truncated coefficients organized in a tree according to their complexity [9] , [10] , coefficient quantization using information-theoretic bounds [11] , weighted least-squares [12] , simulated annealing [13] , [14] , genetic algorithms [15] - [17] , Tabu search [18] , design of optimal filter realizations that minimize coefficient complexity [13] . Other approaches have formulated the problem as a nonlinear discrete optimization problem [19] , or have used integer programming techniques [20] - [22] . Related research explores filter realization forms that are relatively insensitive to (small) changes in the coefficients (i.e., as occurs when they are truncated); see, e.g., [23] . A survey of methods for quantizing lifting coefficients for wavelet filters can be found in [24] .
We should mention one difference between our approach and essentially all of the work cited above. In the work cited above, the designer starts with a reference design, i.e., a set of coefficients, of infinite complexity, that gives the desired performance. Then some budget of total complexity is decided on. Then the designer searches for a set of coefficients, over the grid of coefficients that satisfy the total complexity budget, that minimizes some deviation from the reference design. In contrast, we maintain a design that satisfies the performance specifications; its complexity decreases as the algorithm proceeds.
II. COEFFICIENT REPRESENTATIONS AND COMPLEXITY MEASURES
In this section, we describe two number representation systems, binary and CSD, and the associated complexity measures.
A. Binary and CSD Representation
We will consider numbers that can be represented in the form where and are nonnegative integers. In the case of the binary representation, is the sign of , with ( when ); are the bits in the binary expansion of . In this case, and are the number of bits in the integer and fractional part of , respectively.
In the case of CSD representation, we have , and , with for (i.e., the representation does not contain any consecutive nonzero digits.) In this case, and are the number of digits in the integer and fractional part of , respectively. The CSD representation can be derived recursively from the binary representation of a number, by noting that ones in succession, in a binary expansion, is equal to , which can be written using two nonzero digits and zeros in the CSD representation. As a simple example, we have (in its binary representation), which is equal to , its CSD representation.
We will assume that the nominal filter coefficients can be represented in binary or CSD form, with a given value of .
B. Complexity Measures
While it is possible to consider a variety of complexity measures, we will focus on two: The number of nonzero bits (digits) in the binary (CSD) representation of the coefficients. We define where are the bits in the binary expansion of . This complexity measure is the number of adders needed to implement multiplication by using a shift and add method. We will denote the associated complexity measure of the full coefficient vector as , and refer to it as the binary complexity of . The corresponding complexity measure for the CSD representation is the number of nonzero digits in the CSD representation of , where are the digits in the CSD representation of . The associated complexity measure of the full coefficient vector will be denoted . We will refer to this as the CSD complexity of .
III. FILTER PARAMETRIZATION
We assume that the transfer function and its derivative with respect to , , are continuous functions of for on the unit circle. (In almost all cases of interest, has a much more special form: it is typically rational in and , and for each , bilinear in . But we will not exploit these properties.) While it is often the case, we do not assume that the parametrization is unique, i.e., that different filter coefficient vectors give rise to different transfer functions. In other words, we allow the filter to be over parametrized.
We give some standard examples below; for more details on each of these filter structures, see, e.g., [25] .
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IV. FILTER SPECIFICATIONS
Our algorithm requires only the ability to check whether a given filter coefficient vector is acceptable, i.e., whether ; the details of this procedure do not matter.
We list some simple examples of specifications, and methods for checking that they hold. One basic requirement is that should be stable, which is easily checked by computing its poles, or the eigenvalues of the dynamics matrix in a state-space realization.
Performance specifications are typically given as a collection of constraints on the transfer function and (its derivative with respect to ), evaluated on the unit circle, i.e., with . Typical specifications are lower and upper bounds on the magnitude, phase, and group delay (2) where is the group delay of the filter
The lower and upper bounds , , , , , and are given functions from into . The inequalities in (2) must hold for all . They can be verified in practice by appropriately fine sampling, i.e., by checking that they hold (possibly with some margin) at a finite number of frequencies.
V. THE ALGORITHM
A. High Level Algorithm
Our algorithm is a greedy randomized heuristic, which is initialized with the nominal design, which we assume has finite (but possibly large) complexity. (This can be ensured simply rounding the coefficients of the nominal design to, say, .) At each step an index is chosen, and all filter coefficients except are fixed. We use the procedure (described below) to find a value of with (possibly) lower complexity, while still satisfying the design specifications. We have experimented with various methods for choosing the index in each step, and found the best results by organizing the algorithm into passes, each of which involves updating each coefficient once; in each pass, the ordering of the indices is chosen randomly. The algorithm stops when the filter coefficient vector does not change over one pass.
At the highest level, the algorithm has the following form:
repeat choose a permutation of
for to until
Since the algorithm is random, it can and does converge to different points in different runs. It can be run several times, taking the best filter coefficient vector found as our final choice.
The algorithm is guaranteed to converge in a finite number of steps, since in each pass for which (i.e., we actually change some coefficient), the total complexity decreases:
. 
C. Complexity Analysis
We can give a worst-case complexity analysis of our algorithm for the cases where the binary complexity measure is used and the CSD complexity measure is used. As aforementioned, the main loop can be executed at most times. Each pass over the main loop calls times. We will show that, when is used, the number of passes over the loop in is at most , where . Here is the maximum number of bits in the integer part of the initial coefficients, and is the maximum number of bits in the fractional part of the initial coefficients. In case is used, the number of passes over the loop in is at most . This means that the oracle for testing membership in (i.e., testing that a given filter design satisfies the specifications) is called at most when the binary complexity measure is used and at most when the CSD complexity measure is used. In both cases, our proposed algorithm therefore has polynomial-time complexity in the problem data (i.e., the filter coefficients).
We will now derive the upper bound on the number of passes over the loop in in the case where is the complexity measure. . The same analysis is carried out to show that the algorithm will then look at at most numbers of complexity 3 in . (Here is either or ). This continues until the algorithm stops, which happens when it looks for the lowest complexity coefficient in : this number is . We can, therefore, conclude that the number of passes over the loop in is no more than where (Since ). In numerical experiments, we have found that the actual number of steps required by our algorithm is always far smaller than the upper bounds derived in this section, i.e., when is used and when is used.
VI. EXAMPLES
A. IIR Filter Design
For each of our examples we use the same set of filter specifications, with frequency response magnitude bounds otherwise otherwise. This corresponds to a low-pass filter, with pass band , stopband
, maximum passband ripple 1 dB, and minimum stopband attenuation 35 dB.
The nominal filter has the form with . The nominal filter coefficients are found using the spectral factorization method [26] , [27] , by maximizing the minimum stopband attenuation subject to maximum passband ripple 0.8 dB. This problem can be cast as a convex optimization problem, so we can easily obtain the globally optimal solution [28] . This globally optimal solution achieves a minimum stopband attenuation of 37.5 dB. Thus, our specifications involve relaxing the passband ripple from 0.8 to 1 dB, and relaxing the stopband attenuation from 37.5 to 35 dB. In particular, our set is quite small, since our specifications are quite close to globally optimal.
To find the nominal coefficients for each of our examples, we first realize our nominal filter in the given form, and take (i.e., round the resulting coefficients to 40 bits in their fractional part).
IIR filter in direct form: The nominal filter coefficients have binary complexity . We run our algorithm 100 times. The best result has binary complexity , which is around 4.3 1 s per coefficient; see Table I . The average binary complexity of the designs returned by the algorithm over these 100 random runs is around 32 1 s.
The nominal filter coefficients have CSD complexity . We run our algorithm 100 times. The best result has complexity , which is around 3.3 nonzero digits per coefficient; see Table I . The average CSD complexity of the designs returned by the algorithm over these 100 random runs is around 27 nonzero digits. Fig. 1 shows the frequency response magnitude of the nominal filter and the filters with binary and CSD truncated coefficients.
IIR filter in cascade form: The nominal transfer function is expressed in cascade form with second-order sections The binary complexity of our nominal cascade design is . The best design obtained after 100 random runs of our algorithm achieves a binary complexity of , around 2 1 s per coefficient; see Table II . The average binary complexity of the designs returned by the algorithm over these 100 random runs is around 32 1 s.
The CSD complexity of our nominal cascade design is . The best design obtained after 100 random runs of our algorithm achieves a complexity of , around 2 nonzeros digits per coefficient; see Table II . The average CSD complexity of the designs returned by the algorithm over these 100 random runs is around 23 nonzero digits.
IIR filter in lattice-ladder form: The nominal transfer function is expressed in lattice-ladder form, with lattice coefficients , and ladder coefficients , as described in Section III, i.e., . The binary complexity of our nominal lattice-ladder design is . The best design obtained after 100 random runs of our algorithm achieves a binary complexity of , around 3 1 s per coefficient; see Table III. TABLE III  NOMINAL AND TRUNCATED FILTER COEFFICIENTS FOR  LATTICE-LADDER IMPLEMENTATION The average binary complexity of the designs returned by the algorithm over these 100 random runs is around 24 1 s. The CSD complexity of our nominal lattice-ladder design is . the best design obtained after 100 random runs of our algorithm achieves a CSD complexity of , i.e., 2 nonzero digits per coefficient; see Table III . The average CSD complexity of the designs returned by the algorithm over these 100 random runs is around 15.5 nonzero digits.
Comparison with simple truncation: We can compare the results obtained above with the simple approach of truncating the binary expansions of the coefficients to precision (i.e., with bits in their fractional part), choosing as small as possible while still maintaining . For the direct form implementation, the largest value of for which is 14, and the binary complexity of the resulting design is ; its CSD complexity is . For the cascade form implementation, the largest value of with is 12, and which gives and . For the lattice-ladder implementation, we have , with 1 s, and . In each case, our method finds a filter coefficient vector with far smaller complexity.
B. FIR Filter Design
This example is based on the low-pass filter specifications given in Example 2 of [8] : a 59-tap linear FIR filter, with passband , stopband , maximum passband ripple 0.2 dB, and minimum stopband attenuation 60 dB. The nominal filter coefficients are found using the spectral factorization method [26] , [27] , by maximizing the minimum stopband attenuation subject to maximum passband ripple 0.15 dB. The globally optimal solution achieves a minimum stopband attenuation of 71.2 dB. Thus, our specifications involve relaxing the passband ripple from 0.15 to 0.2 dB, and relaxing the stopband attenuation from 71.2 to 60 dB.
With the nominal coefficients rounded to 40 bits, the nominal filter coefficients have CSD complexity . We run our algorithm 100 times. The best result has complexity , which is around 1.2 nonzero digits per coefficient. In constrast, the procedure described in [8] failed to find a 59-tap FIR filter, with quantized coefficients, that satisfies the specifications. They repeated their procedure with a (longer) 60-tap filter, however, and found a filter that satisfies the specifications, with complexity , which is around 1.5 nonzero digits per coefficient. 
VII. CONCLUSION
We have presented an algorithm for designing filters with low coefficient complexity that meet a set of design specifications. We have shown, through numerical examples, that the method presented is able to return designs with aggressively truncated coefficients even with very modest relaxation of the specifications. More complex specifications, such as absence of overflow induced instability, can be handled, for example using a Lyapunov-based nonlinear stability certificate; see, e.g., [29] .
We mention that when the method is applied to overparametrized, or otherwise nonminimal nominal realizations, the results can be a final filter design with lower complexity than if a lower order, or uniquely parametrized, form is used. For example, when we apply the method with a sixth-order nominal design (say), we can end up with a sixth-order filter with fewer 1 s in its coefficients than when we start with a 4th order filter, with the same specifications in each case.
Our final comment concerns the difference between binary and CSD complexity measures. Although we have described a customized method for CSD coefficient truncation, which performs well, we should mention that a simpler approach leads to filter designs with nearly as small CSD complexity: We first design the filter for low binary complexity, and then simply express the resulting coefficients in CSD form.
