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We define a handle basis for strongly connected digraphs. Such bases are similar 
to cycle bases, except that all but the first element is a simple path. We show that a 
subgraph of a digraph is uniquely characterized by an integer valued function on 
the vertices (i.e., its boundary) and by the elements of a handle basis which it inter- 
sects. We then use this support-boundary uniqueness theorem to conclude that the 
number of subgraphs with a given boundary is at most 2d- 1, where d is the 
cyclomatic number of the digraph. If we require the subgraphs H to be cyclically 
simple, i.e., roughly, that no cycle has access to any other, then the number of such 
H with given boundary is at most 2d- ‘. This generalizes the bound due to Foregger 
on the permanent of fully indecomposable nonnegative integer matrices. Studying a 
natural partial order on the handles yields a better bound on the permanent in a 
special case: when the handles are totally ordered, the permanent is bounded by a 
Fibonacci number. ‘? 1987 Academic Press. Inc. 
INTRODUCTION 
The number of unions of disjoint simple cycles of a finite digraph equals 
the permanent of an associated (0, I)-matrix. Bounds on the permanent 
arise naturally out of graphical considerations for bounding the number of 
such disjoint cycle unions [3,4]. Here we address the question of whether 
there are more general bounds on the number of subgraphs of given type. 
In this section we describe in an intuitive fashion how our bounds are 
obtained. The formal definitions and development will follo,w. 
Cycle bases are naturally suited for looking at subgraphs with zero 
“boundary.” Handle bases are suited for looking at more general sub- 
graphs, especially when one uses the concept of boundary to define or limit 
their structure. Because our results are “topological,” in particular, the 
boundary is the usual topologial boundary, they hold for digraphs with 
multiple edges and sellloops. As a consequence, we get a new proof and a 
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generalization of the permanent inequality in [6] as well as new permanent 
inequalities in special cases. 
Central to our results is the notion of a handle basis for a finite strongly 
connected digraph G. Such a basis expresses G as an edge-disjoint union 
ho,..., k- 1 of subgraphs with the following properties: h, is a simple cycle, 
hl,..., hd-, are nontrivial simple paths, and each hi, i> 0, meets the union 
of the previous h’s exactly at its endpoints. 
One often hopes to define a basis structure in a setting where the objects 
of interest are complex. A handle basis, as defined approximately above, 
enjoys a number of properties such a structure should have- the basis 
elements are independent, subobjects turn out to have a unique represen- 
tation in terms of the basis elements (given the appropriate definitions), 
and the basis idea provides a handy vehicle for induction proofs. In this 
paper we illustrate the latter two points. We do not, of course, claim that 
handle bases enjoy another “axiomatic” property that basis structures 
should have, namely, the “exchange property.” 
Handle bases and their underlying properties have appeared elsewhere 
with varying terminology [ 1, 7, S]; but their combinatorial properties have 
not been exploited. A handle basis functions somewhat like a cycle basis 
but embodies more of the digraph structure at a sacrifice of some algebraic 
structure. In particular, although formal sums of handles do not give a 
natural representation for subgraphs of G: one can associate with any sub- 
graph H of G its support set, the collection of handles having at least one 
edge in common with H. Our Theorem 3.1 states that there is at most one 
subgraph H with a specified boundary and specified support set. Thus if d 
is the cyclomatic number, there are at most 2d- 1 nonempty subgraphs 
with given boundary. 
When the boundary is identically zero, this result is a bound on the 
number of (not necessarily disjoint) cycle unions, an obvious fact from the 
point of view of homology. Our interest, however, lies in strengthening this 
bound by exploiting the combinatorial structure of a handle basis. 
We digress briefly to mention one reason for our interest in such bounds. 
Let A be the adjacency matrix of the strongly connected graph G. In [3, 
Theorem 1.71, we show that the number of disjoind cycle unions of G equals 
-1 + permanent of (A + I). 
Recall that a nonnegative integer matrix A is fully indecomposable if there 
do not exist permutation matrices P and Q such that PAQ has a 2 x 2 
block decomposition with the upper right-hand block, a square O-sub- 
matrix. Since G is strongly connected, A + I is a fully indecomposable non- 
negative integer matrix [2], so one sees that bounding the number of dis- 
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FIG. 1. Two different handle bases and their corresponding partial orders for a graph with 
cyclomatic number 4. 
joint cycle unions of strongly connected graphs is equivalent to bounding 
the permanent of fully indecomposable nonnegative integer matrices. 
In Theorem 4.2 we strengthen the general support-boundary bound by 
restricting our subgraphs H to a smaller class, the cyclically simple graphs. 
Among others, this class includes acyclic graphs and disjoint cycle unions. 
The theorem states that there are at most 2”-’ cyclically simple subgraphs 
with given boundary. This generalizes the permanent inequality of 
Foregger [6]. Foregger’s result states that the permanent of a fully 
indecomposable nonnegative n x n integer matrix A is bounded by 
2 s(A)-2n + 1, where s(A) is the sum of all of the entries of A. When trans- 
lated into our setting, Foregger’s result produces the same bound for the 
special instance of subgraphs H which are disjoint cycle unions. 
Given a handle basis one has a natural partial ordering on the handles. 
This partial ordering is by no means an invariant of the choice of handle 
basis (see Fig. l), but nonetheless contains considerably combinatorial 
information about the underlying graph. In Theorem 5.2 we give one result 
which exploits this extra structure and strengthens the bound of 
Theorem 4.1 in the special case when the partial ordering on some handle 
basis is a total ordering. In this case, the number of disjoint cycle unions of 
G is < Fd+2 - 1, where Fk is the kth Fibonacci number. 
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1. SETTING AND DEFINITIONS 
We work in the domain of finite directed graphs, which we call simply 
graphs. If G is a graph, then E(G) is the set of (directed) edges of G; V(G) is 
the set of vertices. All our results are topological, i.e., they are invariant 
under homeomorphisms (the addition or deletion of points with indegree 
and outdegree 1 by subdividing existing edges or by contracting paths). 
Consequently our graphs may be considered to have multiple edges and 
selfloops, and we do not distinguish between such multigraphs and the 
more usual graphs. In the multigraph setting, an edge vu’ refers to a choice 
of one of the possibly multiple edges from v to w. 
A path vO, v1 ,..., v, in G of length r > 0, is a sequence of edges ~~11, + r, 
0 6 i < r - 1. It is simple if the vertices traversed are distinct, except possibly 
the endpoints. Points which are not endpoints we call interior points of the 
path, except we view all points of a cycle as interior. The edges and interior 
points of a path h constitute the interior int(h) of h. A simple cycle is a 
simple path as above for which vO = v,. If Y = 1, then of course the simple 
cycle is a choice of selfloop at uO. A cycle union or CU is an edge disjoint 
(nonempty) union of simple cycles. A disjoint cycle union or DCU is a CU 
which is also vertex disjoint. A graph is strong& connected if given distinct 
vertices v and UJ, there is a path from v to M;. 
The following easy structure theorem characterizes strong connectivity. 
PROPOSITION 1.1. Let G be a finite strongly connected graph with more 
than one point. Then G is the edge disjoint union of subgraphs h,, h, ,..., hdm , 
with the ,following properties: h, is a simple cycle, the hi, i > 0, are simple 
paths, and hi, i > 0, meets U h,, ,j < i, exactly at its endpoints. 
We call such a sequence of subgraphs of G a handle basis of G. The car- 
dinality d of such a basis is of course the cyclomatic number of G [ 11 or its 
homology dimension. A handle basis is a natural mechanism for the 
iterative construction of a strongly connected graph. 
A handle basis {h,} for G has a natural partial ordering which is easily 
computed as the handle basis itself is being constructed. The following 
lemma is immediate, but crucial to understanding this partial order. 
LEMMA 1.2. Let (hi) b e a handle basis for G. Then every point is interior 
to exactly one handle. 
In particular Lemma 1.2 implies that handles “never cross.” 
We now define handle hi to be a parent of handle h, (and h, a child of h,) 
if one or both endpoints of h, are interior to hi. Two handles are siblings if 
they have a common parent. Define hi > h, if hi is the child of hi. Clearly 
hi > hj forces i> j, but the converse is false. We extend the relation “ >” to 
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a partial order via the transitive closure. See Fig. 1 for two such partial 
orderings. 
Our goal is to count certain kinds of subgraphs. To eliminate trivial 
cases, we define a regular subgraph to be a subgraph, none of whose com- 
ponents are isolated points. The empty subgraph is regular and we have to 
consider it carefully because, in our inductive proofs, a nonempty graph 
may become empty with the removal of a handle. 
We use the notions of net flow and boundary to define classes of sub- 
graphs. By a net flow f on G we mean any function f from V(G) to the 
integers. (Note that this is distinct from the notion of a network flow 
usually defined as an integer valued function on the edge set of a certain 
class of graphs.) The boundary bdry,(H) of a subgraph H of G is a special 
kind of net flow which assigns idH(u) - ad,(v), the difference between 
indegree and outdegree of u in H, to each u in V(H), and assigns 0 to each 
vertex in V(G) - V(H). When it is clear what graph H is a subgraph of, we 
write simply bdry(H). Note that DCU’s (among other subgraphs) have 
identically 0 boundary. In fact a cycle union could have been defined as a 
regular nonempty subgraph with identically 0 boundary. 
A natural question to consider is that of “integrating” a net flow, that is, 
given i which subgraphs H of G have boundary J: For example, a path 
connecting u to a distinct point w will integrate the net flow f which is 0 
except at v and w, where j( u) = - 1, f(w) = 1. Simple paths are not charac- 
terized by having such a boundary, however; one gets instead “simple 
paths modulo a CU.” 
The key to uniquely determining a subgraph with a given fixed boundary 
lies in specifying which members of a handle basis it meets. The support 
supp( H) of a subgraph H of G with respect to a given handle basis {hi) is 
the set of h, having at least one edge in common with H. Naturally a sub- 
graph need not contain every edge of a handle which is part of its support. 
A cycle union will, however, contain every edge of the last handle in its 
support. 
2. THE INDUCTION METHOD 
The proofs of our two main theorems (Sects. 3 and 4, respectively) use 
the same inductive method, which illustrates the usefulness of the ideas of 
net flow and support. We present that method here. The first lemma forms 
the basis of our induction when the graph G has cyclomatic number 0 or 1. 
LEMMA 2.1. Let h be a simple path and let f be a net flow function on the 
interior qf h. Then there exists at most one nonempty proper subgraph H of h 
with bdry(H) = f: In fact, H exists if and only if one can extend f to the 
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endpoints of h so that as one traverses h the nonzero values off alternate 
between -1 and +1. In this case H will consist of a union of simple paths 
f rom a “ - ” -vertex to the succeeding “ + “-vertex, or in case f is identically 0, 
H will be all of h. 
ProoJ: It is clear that any H in h will have boundary whose nonzero 
values alternate between -1 and +l. Given consecutive nonzero values 
-1 and +l, H must contain the path joining them (which, if h is a cyile, 
may contain the endpoint v0 = v,). Thus, once f is defined on all of h, its 
integral H is uniquely determined. 
Let h be a noncyclic path, v,,, vi ,..., v,. If the first nonzero value b off is 
-1, then bdry(H) must be 0 on vO, while if b= +l, then bdry(H) must be 
-1 on vO. Similar statements hold for the last nonzero value. Iffis zero on 
all of h, then bdry( H) must be -1 on v0 and + 1 on v,. 
If h is a cycle, then we have a circular ordering of nonzero values, and a 
little reflection shows that bdry(H) at v0 = v, must be chosen so as to make 
the signs of the nonzero values of bdry(H) alternate in that circular 
ordering. Provided the signs already alternate on the interior of h, there is a 
unique choice that works. 1 
Applying the lemma to the last handle of a general graph yields the 
information needed to start our inductive proofs. 
LEMMA 2.2. Let {h,} be a handle basis for the strongly connected graph 
G of cyclomatic number d. Denote the last handle h,- 1 by h. Let the net flow 
f on G be given, and let H be a subgraph qf G for which bdry( H) = J: Then if 
h is in supp(H), then H n h is the union of simple paths as described in 
Lemma 2.1 applied to the net flow obtained by restricting f to the interior of 
h. In particular, if h is in supp( H), then H n h is uniquely determined. 
Proqf: No interior point of h is in any other handle, so we have that 
bdry,(Hn h) and bdry,(H) agree on int(h). Apply Lemma 2.1 to this net 
flow function on h. i 
These lemmas make the statement that a subgraph with given boundary 
either has no edges in common with the last handle h or else has a 
predetermined intersection with that last handle, as specified by the non- 
zero values of the net flow on that handle’s interior. 
If one confines one’s interest to a single class of graphs, say DCUs, then 
these lemmas do not provide the inductive step we need because 
H, = H - int(h) may not be a member of that class when H is. That is, 
in the inductive process, the flows our subgraphs integrate may change. 
Nonetheless, HO has a predetermined boundary fO in G, = G - int(h) if 
bdry,(H) = f and h is in supp(H). This is the key to our simple induction 
proofs. 
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LEMMA 2.3. Let f be a net jlow on G with handle basis {h,}. Denote the 
last handle h,- 1 by h. Let H be a regular subgraph of G for which 
bdry,(H) = f and h is in supp(H). Define f. to be the net jlow on G, = 
G - int(h) agreeing with f on V(G) - V(h) and given by f - bdry,(Hn h) on 
the endpoints of h. Then H, = H -int(h) viewed as a subgraph of Go has 
boundary fo. 
In the setting of Lemma 2.3, we obtain a subgraphhgraph pair (H,, G,) 
by removing a handle h from a pair (H, G). We wish to consider sub- 
graph-graph classes that contain (H,, G,) whenever (H, G) is contained 
in the class. For such classes, Lemma 2.3 provides the inductive step. 
Sections 3 and 4 consider the class of all subgraph-graph pairs and the 
class of those pairs which are cyclically simple, respectively. 
3. THE SUPPORT-BOUNDARY UNIQUENESS THEOREM 
We show that subgraphs of each boundary class have a unique represen- 
tation with respect to a given handle basis. 
THEOREM 3.1. Let G = {h,, h, ,..., h,- ,} be a handle basis of the finite 
multigraph G. Let JC {hi} and let f be a netjlow function defined on the ver- 
tices of G. Then there exists at most one submultigraph H of G with 
bdry( H) = f and supp( H) = J. 
Proof. Assume first that G is a graph. We use the induction method of 
Section 2. If the dimension d of G is 1, then the result is Lemma 2.1. In the 
general case, if h,- 1 is in J, we apply Lemma 2.3 and then apply induction 
(notation as in Lemma 2.3) to the basis (h, j i= O,..., d- 2) of G, and the 
net flow function ,fO on G,. If h,_ , is not in J, we apply induction to G, 
and the net flow function obtained by restricting f to G,,. 
In case G is a multigraph we may subdivide all selfloops and multiple 
edges, obtaining a graph G, homeomorphic to G. The topological dimen- 
sion of G, is the same as that of G, and in fact the subdivision of edges of G 
induces a (possibly trivial) subdivision of each handle in the decomposition 
of G, yielding a natural handle decomposition of G,. We may then apply 
the graph version of the theorem to G, and the flow function f, agreeing 
with f on V(G) and 0 on the new vertices. There is a natural correspond- 
ence between subgraphs of G, having boundary f, and submultigraphs of G 
having boundaryf. 1 
Since there are at most 2d- 1 nonempty support sets, we immediately 
get the following corollary. 
COROLLARY 3.2. In a multigraph with a handle basis of order d, there are 
at most 2d- 1 nonempty submultigraphs with a given boundary. 
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The special case of a net flow which is identically 0 has integrals which 
are cycle unions: edge disjoint but not necessarily vertex disjoint unions of 
simple cycles. Since the number of handles is the cyclomatic number and 
therefore there is a basis of d directed cycles, one knows the conclusion of 
Corollary 3.2 a priori for cycle unions. The virtue of Theorem 3.1 is that it 
says something about how those cycle unions may be distributed relative to 
a choice of handle basis. In particular, proving that certain support sets do 
not support a graph with given boundary will actually decrease the bound 
of Corollary 3.2. 
The corollary also yields bounds on the number of simple paths and 
other families of subgraphs with restricted boundaries, but these bounds 
appear overly generous. For example, if for given support there is an edge 
disjoint union of a simple path from v to w with a nonempty cycle union, 
then there is no simple path from E to w with the same support. Non- 
etheless one may state the crude bound: the number of paths in a strongly 
connected graph G of cyclomatic number d is bounded by n(n - 1)(2d- l), 
where n = ) V(G) 1. One may easily check that equality holds if and only if 
d= 1. 
Theorem 3.1 depends strongly on the handles’ having a pathlike struc- 
ture and on the handle decomposition yielding a partial order on the 
handles. Other kinds of building blocks we have considered do not appear 
to yield useful decompositions. 
For example, from the topological viewpoint, one might choose to mean 
by support those cycles appearing in a particular linear combination of 
basis cycles. Such an idea fails to generalize to nonzero net flow because 
basis cycles can intersect in complex ways. For example, given a net flow f 
which is 0 except at two points v and w, where it is -1 and + 1 respec- 
tively, we see that graphs with boundary fare directed paths from v to w, 
together with a possibly empty cycle union edge disjoint from that path. If 
by support of such a path in the cycle basis setting one means all basis 
cycles with edges meeting a given path, then uniqueness fails because edges 
can belong to more than one cycle. Consider, for example, a 12-point cycle 
oriented clockwise with a chord from 3 o’clock to 9 o’clock. Then both 
paths from 2 to 10 o’clock have edges in common with both cycles. 
Similarly one can get into trouble by ordering a cycle basis and letting 
support of a subgraph be those basis elements contributing an edge not 
contributed by an earlier basis element. For some orderings a basis cycle 
may be entirely contained within the union of its predecessors. For other 
orderings new edges contributed by a cycle may form a disconnected set. In 
both cases the analogous theorem would be false. Relevant orderings 
appear to be those which lead to an iterative construction of the graph. 
HANDLE BASES 
4. CYCLICALLY SIMPLE SUBGRAPHS 
Here is another application of our inductive method which, however, 
requires the subgraphs we count to be of a special type. It contains the 
inequality on the permanent of [6] as a special case (cf. [3, Theorem 1.71). 
We define a cyclically simple graph (or multigraph) H to be a graph (or 
multigraph) with the following property: if C and C’ are any two distinct 
cycles in H then V(C) n V(C’) = @ and there exists no path in H from any 
point of C to any point of C’. Cyclically simple graphs include DCUs, 
acyclic graphs, and the concentrating networks of [3]. 
Let the (u, w)-path flow on G be defined as the net flow with value -1 at 
the vertex u, +l at the vertex w, and 0 otherwise. Cyclically simple 
integrals of such path flows consist of a DCU and a simple path from u to 
w intersecting the DCU in at most one vertex. These net flows play a 
special role in the next theorem. 
THEOREM 4.1. Let G be a strongly connected multigraph with handle 
basis of order d. Let a net jlow function f be given. Then there are at most 
2dp 1 nonempty regular cyclically simple submultigraphs H with boundary J 
Proof (by induction on d). If d = 1, then G is a simple cycle, and there 
is at most one subgraph with the given boundary by Lemma 2.1. Assume 
the result holds for all graphs with a handle basis having fewer elements. 
Denote h,-, by h. 
Suppose first thatfis nonzero on an interior point of handle h. Then h is 
in supp( H) if bdry(H) = J With the notation of Lemma 2.3, H, must have 
boundary f. on G,. Further, H, is also cyclically simple. Iffo = 0, then H, 
may be empty. Thus the number of such H,, by induction, is d 2dP2 + 1, 
which is <2dP1. 
Supposznow that f is zero on the interior of h and bdry(H) = J: If h is 
not in supp(H) then by induction there are at most 2d-2 of these. If h is in 
supp(H) then as above, H, = H - int(h) is a subgraph of G, = G- int(h) 
having boundary = fO. If f0 # 0 then there are at most 2d-2 (necessarily 
nonempty) such H,, again by induction. Thus if f. # 0, the number of such 
Hjs <2d-2+2dp2=2dp’. 
If f0 = 0 then f must have been the (v, w)-path flow where v and w are 
the (possibly identical) attachment points of h. Again there are at most 
2dP2 nonempty choices for H,, but H = {h} also has boundary given by 
the (0, w)-path flow and in this instance H, = @. We must examine this 
case with care and reduce at least one of our two estimates by one. 
The estimate for the case where h is in supp(H) can be reduced by 
one if one of the following conditions holds: (i) there exists a cycle in G, 
containing both v and w or (ii) there exist disjoint cycles in G, containing 
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v and w, respectively. Either of these instances represents a choice of a 
cyclically simple H, which has been counted inductively, but produces an 
H= H, u {h} which is not cyclically simple. Hence our estimate can be 
reduced. If conditions (i) or (ii) are not met then we need the following 
lemma proved in joint induction with our theorem: 
LEMMA 4.2. Let G be a strongly connected graph with cyclomatic number 
d- 1 for d > 2. Asume v and w are vertices of G with the following proper- 
ties: (i) no cycle in G contains both v and w and (ii) any pair of simple cycles 
in G containing v and w, respectively, are not vertex disjoint. Then G has 
strictly less than 2dp2 non-empty subgraphs with boundary given by the 
(v, w)-path j7ow. 
Proof The case where d= 2 is vacuous and the case d= 3 is obvious. 
We assume the result is true for all graphs satisfying our hypothesis with 
cyclomatic number < d- 1. We begin by building a handle basis for G. Let 
h, be any cycle containing v. Point w is not in h, by hypothesis. Let P, be a 
simple path connecting h, to w and P, a simple path connecting w to 11,. 
These simple paths can agree only at their endpoints or else we would have 
a cycle containing w and disjoint from h,. Let h, consist of P, followed by 
P,. Extend {h,, h, } to a basis in any fashion. Denote hd- 2 by h,. Our 
choice of a handle basis guarantees neither v nor w is an interior point 
of h,. 
We now consider all cyclically simple subgraphs with boundary given by 
the (v, w)-path flow, and break these into two disjoint classes. First, we 
consider those subgraphs which contain h, in their support. Applying the 
induction hypothesis of Theorem 4.1, we see that there are d 2d-3 of these. 
Second, using the induction hypothesis of Lemma 4.2, we see that there are 
< 2d-3 subgraphs not containing h, in their support. Combining these two 
upper bounds we have that the number of cyclically simple subgraphs 
FIG. 2. The Ferris wheel graph of cyclomatic number 5 with 31 cycle unions and 16 
disjoint cycle unions. 
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whose boundary is the (v, w)-path flow is < 2d-2. This proves both the 
lemma and the theorem. 1 
The property of cyclic simplicity mentioned in the theorem is necessary, 
since, for example, in the Ferris wheel graph shown in Fig. 2 there are 
2d - 1 cycle unions. Of these, of course, only 2d-’ are DCUs. 
5. EXPLOITING THE STRUCTURE OF A HANDLE BASIS 
Theorems 3.1 and 4.1 combined say that for important substructures 
such as disjoint cycle unions, at most half the potential support sets can be 
used. One would therefore like to study the specific structure of handle 
bases to see if a structural analysis can lead to tighter bounds. Here we 
focus on the partial ordering on the handle basis defined in Section 1, 
especially since in a computational setting we can easily determine this 
ordering for any given handle basis. Thus we have the important questions: 
What structural restrictions on the partial ordering of a handle basis make 
certain support sets impossible as the support of a given subgraph type ? 
and How much can we improve our bound of 2”-’ in special cases? 
Unfortunately the partial order of a handle decomposition varies 
drastically over the handle bases of a given graph. For example (cf. Fig. l), 
a graph with a linear chain ordering can also have a partial order with a 
root and d- 1 leaves attached to it. The latter is also a partial ordering for 
the graph in Fig. 3 (in the terminology of [4] this graph is a type (i) UP2 
graph) but this is the only partial ordering for handle bases for this graph. 
One can see that the partial order structure is a weak one in the sense that 
two distinct graphs may have the same partial orders on their handle bases. 
For example, the partial order is unchanged by reversing the orientation 
on some subset of the handles, an operation that changes other features 
(such as the number of DCUs) dramatically. 
FIG. 3. A type (i) UP2 graph with cyclomatic number 5 having the same partial ordering 
for every handle basis. 
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Here we offer just one resuit dependent on the partial ordering of the 
handles in some basis. We use the fact that a path cannot jump from one 
handle to another if the handles are not closely related. 
LEMMA 5.1. Given a handie basis and its partial order, a simple cycle or 
path must traverse a sequence of handles, possibly with repeats, such that 
adjacent handles in the sequence are either parent-child or else are siblings. 
THEOREM 5.2. Suppose G has a handle basis with a linear partial order. 
Then the number qf DCUs in G is < Fd+ 2 - 1, where Fk is the kth 
Fibonacci number, and d is the cyclomatic number of G. 
ProoJ: A regular subgraph of G with boundary 0 necessarily traverses 
all of the last handle in its support. By Lemma 5.1 if a handle basis has a 
linear ordering, then the support of a simple cycle is an interval with 
respect to that ordering. Thus the support set of a DCU in the present case 
is a disjoint union of intervals from the ordered set {O,..., d- 1). This fact 
leads to a recurrence relation for the number of DCUs which is too weak. 
We must note the additional fact that a simple cycle containing the last 
handle is uniquely determined when the handles are linearly ordered. We 
then proceed by induction on d. 
For k < d- 2, denote by nk the number of DCUs in the union of 
{ho,..., h,- r }; nk is strictly monotone increasing. Let {h, + 1 ,..., h,- , } be the 
support of the unique simple cycle containing h,_ r. By the remarks above, 
the number of DCUs supported by h,- r is nk + , + 1. The number of DCUs 
in which h,-, does not participate is ndp ]. Thus, 
Adding 1 to each side and noting that n, = 1, n2 = 2, and applying the 
induction hypothesis to ndp2 and to ndp r, we see that nd + 1 is bounded 
above by the d + 2 th Fibonacci number. 1 
The bound is realized for the linear ordering obtained when each h,, 
i > I, is a simple cycle attached to hi I at a single point. 
As stated in the Introduction, the method illustrated here has further 
application to the study of the possible values of the permanent [S]. 
COROLLARY 5.3. Let A he the adjacency matrix of a strongly connected 
graph G. Suppose G has a handle basis with a linear ordering Then the per- 
manent of A + I is bounded above by Fd + 2, where d is the cyclomatic number 
of G and Fk is the kth Fibonacci number. 
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